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molecular dynamics for atoms (classical). This work focuses on a system- 
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CHAPTER I 
INTRODUCTION 
The growth of industry has increased the need for faster information and access to 
higher technology. The utilization of materials for differing sectors of society has branched 
into the homes, industry and government. To satisfy these demands, effective usage of 
material resources is continually being sought. One material, silicon, is used extensively in 
much of today’s technology due to its desirable semiconducting properties and abundance 
in supply. Yet, there is much to learn about silicon and improvements in its handling. 
Studies performed on structures of materials at the atomic level are leading the way 
to the growth of new novel materials. Atomic level computer simulations of the structure 
and properties of different materials have been carried out since the 1950s. These simula¬ 
tions have become more powerful with the development in computing facilities and efficient 
numerical algorithms. Our purpose is (1) to provide a broad overview of current research 
methods in the field, (2) to discuss the various models of atomic bonding, (3) to discuss 
the various methods that have been used to carry out atomic level computer simulations 
and (4) to discuss tight binding molecular dynamics simulation method and its application 
to silicon clusters. The objective is to demonstrate the tight-binding molecular dynamics 
method and employ one of the advanced techniques (in our case, Car-Parrinello simulated 
annealing method) in the study of silicon cluster various properties. 
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We begin with a literature review in which we follow the outline of J. Adams et. 
al. paper in terms of defining the various models for atomistic simulations [1], After the 
literature review in Chapter II, we review the tight-binding method in Chapter III. This 
method covers the theory for the calculation of the electronic levels and the construction of 
the Hamiltonian in the tight-binding basis. Advanced techniques to solve for the electronic 
structure are also described. Advanced techniques include the density matrix renormaliza¬ 
tion method and the steepest descent method. The formulation of energies, force matrices 
and the incorporation of temperature effects into the calculations Eire discussed in detail. 
In Chapter IV, preliminary results for silicon clusters ranging from 2 to 20 atoms are 
presented. We use the published work of J. Grossman et. al. first-principles calculations as 
initial configurations for systems containing more than 5 silicon atoms [2]. 
CHAPTER II 
LITERATURE REVIEW 
In this chapter, we focus on the models that simulate various types of bonding in 
materials. The purpose is to give a brief description of the models and to set up the basis 
for the tight-binding molecular dynamics (TBMD) simulation method. This method is a 
semi-empirical method that incorporates both classical and quantum mechanical models in 
the simulation of atomic bonding. 
Atomic bonding has been simulated with either quantum mechanical or empirical 
models. The quantum mechanical models involve empirical models and incorporate the 
solution to the Schrôdinger equation within certain approximations. These approximations 
determine electronic properties of the atoms. Empirical models involve models of inter¬ 
atomic bonding in which the bond energy is only a function of distance between atoms. The 
potentials for the empirical models are fitted to experimental data, such as bond lengths, 
bond energies and elastic constants. Rapid improvements in empirical methods for metal¬ 
lic and covalent systems have been made during the past few years. Although quantum 
mechanical methods tend to be more reliable them empirical methods, they Eire currently 
limited to small systems. These systems Eire less than 50 atoms for quantum mechanical 
methods versus 106 atoms for empirical methods [1]. 
Atomic level calculations for the chemical bond are simulated through several simula- 
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tion methods. These simulation models include energy minimization, molecular dynamics, 
Monte Carlo and lattice Monte Carlo method. The energy minimization method seeks to 
reduce the net force acting on the atoms by moving the atoms to lower energy configura¬ 
tions. This process is ideal for determining lowest energy structures at zero Kelvin. The 
molecular dynamics model imitates the vibrations of atoms by solving Newton’s equation 
of motion. Through this process, systems are simulated at finite temperatures. The Monte 
Carlo method involves the random sampling of a system’s states. This method is useful 
in determining equilibrium structures and properties at finite temperatures. Finally, the 
lattice Monte Carlo method is useful to modeling systems over long time periods. This 
method ignores atomic vibrations and considers events that involve atomic motion from 
one lattice site to another. 
II.1 Electronic Structure Models 
The electronic structure method seeks solutions for the Schrodinger’s equation in 
the presence of many electrons and ions within a set of assumptions. One assumption is 
the Born-Oppenheimer approximation. This approximation has fixed the nuclei in terms 
of electronic motion. Through this assumption, we are able to solve for the state functions 
of the electrons and use the state functions to calculate the electronic forces on the nuclei. 
After moving the nuclei, the process is repeated. Another assumption is the one electron 
approximation. This assumption seeks solutions of the state functions for each electron 
separately. According to the one electron approximation, the interactions with other elec¬ 
trons are assumed to be approximated by an average potential. This average potential is 
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obtainable by theoretical calculations or best fit to experimental data. Making additional 
assumptions to these models lead to either the Hartree-Fock (HF) [3] or density functional 
[4] approach. Both approaches are dependent on variational principles. Here, we believe 
that the electron wave functions with the lowest total energy of the system Eire correct. 
Thus, we assume an initial set of trial wave functions. By taking iterations on this trial set, 
a new set of wave functions that yields the lowest energy of the system Eire then used. This 
new set of wave functions returns the forces acting on every atom. 
The HF approach describes the electron wave functions as a combination of Einti- 
symmetric orbitals [3]. The antisymmetry property ensures that exchange is described, but 
does not account for electron correlation effects due to the limited nature of the basis set 
and the electrons many-body interactions. There are more exact VEiriations of HF, such 
as configuration interaction (Cl), that treat the correlation effects properly. However, HF 
and its variations scale as iV4, where N is the number of electrons in the simulation. This 
approach is suitable for small systems of 15 atoms and less [1]. Generally, HF methods 
are not able to treat periodic systems due to the antisymmetry of the basis orbitEils. This 
problem limits the method’s application primarily to the study of small molecules. 
Density functionEd theory (DFT) [4] is based on the electronic density of the system 
to describe the ground state energy and properties. Information of the orbitEils (s, p, d, 
etc.) that contribute to the electronic density is believed to medce no meEining contribu¬ 
tion in DFT. Terms for the electron-ion, kinetic, electron-electron repulsion cind electron 
exchange Eind correlation energies are represented in the electronic equation. In fact, the 
exchange-correlation term contEiins the nonclassicEil contributions to the toteil energy Eind 
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is a functional of the electronic density. However, the electronic density form is unknown. 
This term is calculated through the use of the local density approximation (LDA). LDA ap¬ 
proximates an inhomogeneous electron density as a set of smaller regions of uniform electron 
density. Its basis is that the electron act as a gas in the solid and uses the knowledge that 
the exchange and correlation energy of an uniform gas are predetermined. LDA is based on 
the variational principal found in HF and DFT. Thus, by assuming an initial charge dis¬ 
tribution, solutions for the ground state charge density are found through iterations. The 
final charged distribution determines the total energy of the system and the forces on the 
atoms. However, excited state properties are not well-described with LDA. LDA methods 
treat periodic systems that are generally limited to systems of 50 atoms or less, since they 
scale to N3 [1]. 
II.2 Covalent Models 
Energy calculations for covalently bonded systems Eire much more difficult than cal¬ 
culations for metals. This difficulty is due to changes in chemical bonding or elastic strain 
effects that dominate the total energy of the system. These two contributions are best 
simulated by fundamentally different methods. Chemical effects axe modeled by explicit so¬ 
lutions of the Schrôdinger equation to determine molecular orbitals. The molecular orbitals 
are the by products of the chemical interactions. Elastic strain effects are observed with 
very laxge simulation cells since strain effects decay slowly around lattice defects. Therefore, 
the problem lies in determining which of the two contributions dominate the energy before 
selecting a simulation technique. 
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Simple mathematical relationships between bulk energies and the coordinates of 
atoms axe provided by empirical potentials. Usually, the empirical potentials do not ac¬ 
count for changes in bonding. Interatomic electron transfer and orbital hybridization are 
examples. However, empirical potentials simulate strain fields effectively since they model 
small deformation elastic behaviors and handle very large simulation cells. 
Sophisticated methods sire needed to model covalent materials due to problems that 
arise from changes in electron density or chemical bonding [5]. For problems concerned 
with long time scales or large systems, sin empiricsil method is necessary. The best results 
sire obtained with an empiricsd potentisil specifically optimized to handle the task. In this 
regard, we believe that the tight-binding models sire necessary to fill the gap found in 
classical empiricsd models. We shall discuss this model in detsiil in the subsequent chapters. 
II.3 Metallic Models 
Metals were primsirily modeled with simple pair potentisds, such as the Lennard- 
Jones, Morsex, and empiricsd psdr potentisds constructed from cubic or higher ordered 
splines [5]. These potentisds were used because they could be fitted to seversd physical 
properties. Point defects, dislocations, grsdn boundsiries sind other systems were carried out 
with these potentials. This idea was acceptable for modeling small elastic distortions, but 
was unacceptable for major changes in the bonding environment. Potentials that describe 
bulk bonds do not properly describe surface bonds and vice versa. The basic problem is 
that the loss of some bonds is partially compensated by increasing the strength of remain¬ 
ing bonds [1], In other words, a metallic bond between two atoms is dependent on the 
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surrounding atoms. 
Recently, new many-body empirical models have been developed to overcome the 
simple pair potentials limitations by including a marvy-body dependence. One of the most 
commonly used many-body methods, the embedded-atom-method (EAM) [6], is presented 
as a typical example. There are a number of models that have been developed rind are 
similar to the EAM. The effective medium theory [7], the “glue model” [8], the Finnis- 
Sinclair models [9] and the equivalent crystal theory [10] Eire a few and have been applied 
to a number of bulk and surface studies [1], 
EAM was developed by Daw and Baskes to describe atomic interactions in metals 
through a semiempirical method based on local electron density theory [6]. In EAM, a metal 
is a set of positively-charged nuclei embedded in an electron “sea”. Thus, the total energy 
of a system is due to two sources: the total electronic energy and the electrostatic energy 
of core-core interactions. According to DFT, the total electronic energy for an arbitrary 
arrangement of nuclei are written as a unique functioned of the total electron density. The 
electron density is assumed to fit a linear superposition of contributions from the atoms. 
This superposition leads to an approximation for the toted energy in the EAM: 
Et<,t = £E(pt)+^ (H.l) 
* 
where F(p) is the energy that is required to “embed” the atom i into the background 
electron density p{. §(RlJ) is the short range electrostatic interactions between nuclei and 
Rij is the distance between atoms. The sums in the above equation are over eill atoms. 
The background electron density pi is approximated by the linear superposition of atomic 
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electron densities of nearby atoms: 
= (IL2) 
where pj(R{j) is the electron density contribution by atom j. 
The pair interactions, the embedded functions and atomic densities must be known 
in order to compute the total energy according to the first equation. Their values are found 
by best fit to experimental data taken from pure metals. 
EAM has been shown to describe face-centered cubic (FCC) transition metals with 
filled or nearly filled d-bands because the electron density is assumed spherically symmetric. 
The angular dependence of the partially filled d-orbitals is not adequately described. Al¬ 
though EAM functions are fitted to perfect crystal properties, they are reliable for modeling 
crystal thermodynamics, crystal defects, surfaces and even liquids. 
For alloys, total energy includes a term <f>ij that represents the pair potential de¬ 
scribing the interactions between different types of atoms i and j. But there is not enough 
useful experimental data available for a best fit of this potential. Alloys are not described 
as well as the pure elements, although simulations of metallic alloys are still widely used. 
To overcome this problem, it is necessary to fit the potentials to a large set of quantum 
mechanical calculations. However, we believe that mixtures are not expected to be reliably 
described by EAM and new models need to be developed to handle such complex systems 
[5], 
II.4 Simulation Methods 
In this section, we take a look at three simulation methods that are or have been 
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focused on over the past months. Two of the three are widely used methods for carrying out 
atomic level computer simulations based on the above bonding models. The last method 
is a recent development by Deavens et. al. [11]. The first, energy minimization, is used to 
study systems at 0 K. Molecular dynamics is used to model atomic vibrations. The genetic 
algorithm optimizes molecular geometry through evolution processes and is undergoing 
studies presently [11]. 
II.4.1 Energy Minimization 
Energy minization is a method for finding the stable structures of materials at 0 
K. This method is based on the principle that a particle is in equilibrium when the forces 
acting on it are zero. The generalization of this result for N particles in three dimensions 
(3N degrees of freedom) is that the equilibrium structures are found through the forces 
acting on the atoms in the system. This method becomes very difficult in finding the true 
minimum of a 3iV dimensioned function. 
One simple method of minimizing a 3N dimensional function is the steepest descent 
algorithm. This method minimizes the forces on the atoms by moving an atom in the 
direction of the force acting on it [12]. This process is repeated until every atom has been 
moved. Unfortunately, the movement of subsequent atoms changes the force acting on each 
atom, so that the process must be repeated many times. The widely accepted alternative 
method is the conjugate gradient method since it retains a limited memory of previous 
moves and therefore executes a more efficient search [12]. 
The most obvious problem of energy minimization methods is the uncertainty that 
the minimum located is the globed minimum corresponding to the true lowest energy struc- 
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ture. It is possible to become trapped in a local minimum which corresponds to some 
metastable state. This local minimum results in predicting an incorrect structure if not 
properly handled. 
The treatment of boundary conditions and cell volume are additional problems. Most 
atomic simulations make usage of periodic boundary conditions. Therefore, the simulation 
cell is treated as if surrounded in all directions by infinite copies of itself. Thus an atom 
on the edge of the right side of a cell could interact with an atom on the left side. When 
the cell volume is too small, long range interactions may not be properly computed. A 
general rule is that the length of a cell edge should be at least twice as large as the longest 
interaction, so that only neighboring cells need to be considered. 
Energy minimization is widely used to study the structures of surfaces, bulk defects 
and many other systems at 0 K. Also, energy minimization is used to study dynamic pro¬ 
cesses by searching for the lowest energy pathway as an atom is forced from an initial state 
to a final state. This method yields the activation energy for the process and the attempt 
frequency for that event. 
II.4.2 Molecular Dynamics 
Molecular dynamics simulates the thermal vibrations of atoms in a classical manner, 
following Newton’s laws. It involves the assignment of am initial thermal velocity to each 
atom (usually according to a Boltzman distribution), calculation of the force on each atom, 
movement of all atoms according to their velocity and acceleration for a short time t, and 
repetition of the last two steps. 
One problem is that as atoms move, the forces acting on them change. It is best to 
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allow the time step t to be very small, typically around 10-15 seconds. The typical work 
stations, such as the an IBM ES6000, simulate 104 atoms for 10_los in a day, using empirical 
models of interatomic bonding [1]. For density functional methods, typical simulations of 
50 atoms for 10~13s would require a day or longer. Therefore, we are limited to short 
simulations using empirical or especially quantum mechanical methods. This is sufficient to 
model many atomic vibrations, but insufficient to model most thermally activated processes. 
We will not be able to observe the diffusion of atoms in a crystal by a vacancy mechanism, 
but a short radiation damage event occurring over 10-los is easily simulated with empirical 
methods. 
A second problem of molecular dynamics is that it is classical, hence phonons axe 
not quantized. This problem is particularly important below the Debye temperature, when 
certain phonons are frozen out and zero-point motion is not accounted for. Therefore, 
thermal expansion and other thermodynamic properties have a margin of error. Above the 
Debye temperature, these effects are negligible. 
Molecular dynamics is carried out either at constant energy or constant temperature. 
In constant energy molecular dynamics, we can find solutions for Newton’s equation of mo¬ 
tion directly and energy is conserved in the simulation. This method is used for computing 
thermodynamic averages. It is the correct method to use for modeling dynamic processes, 
so that energy is transferred between atoms in a realistic manner. 
Constant temperature molecular dynamics is generally used only to bring systems 
to a desired temperature. Periodically, it computes the kinetic energy of the system and 
modifies the acceleration or velocity through artificial means to maintain constant temper- 
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ature through out the simulation. Therefore, this process is useful to move the system to a 
desired temperature. 
II.4.3 Genetic Algorithm 
A process for finding the lowest energy structures for an atomic cluster was presented 
by Deavens et. al. [11]. Generic algorithm (GA) was developed from an optimization strat¬ 
egy inspired by Darwinian evolution processes [13]. This approach starts with a population 
of candidate structures, in which these are taken to a local minimum structure. A fraction 
of this population is selected as “parents” and the next generation of candidate structures is 
produced by “mating” the parent structures. This process is then repeated until the ground 
state structure is found. 
The developers of this process believed that the choice for mating is to be the most 
important part of the algorithm. Their support for this is the importance to pass on specific 
properties of the “parents” to the next generation of clusters. For a time, the parent clusters 
were mapped to a binary string and string recombination was used as a mating procedure. 
But Deaven et. al. found that this process did not preserve the characteristics of the parents 
in the new generation of clusters. This approach was abandoned in favor of representing 
the clusters as a set of coordinates of random order. 
The procedures to generate the children were assigned operators. The mating opera¬ 
tor were to generate a plane passing through the center of mass in the cluster, cut the cluster 
and merge a second cluster that was submitted to the same procedure. The other operators 
are two mutation operators. One mutation operator was to move the atoms of a cluster in 
random directions for a number of times ranging from 5 to 50 atomic displacements. This 
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was performed to separate unphysically close atoms. The second mutation was to find an 
adjacent watershed in the potential energy hypersurface. The process took random number 
of steps in atomic coordinate space. At each step, the algorithm changed directions so as 
to maintain a direction slightly uphill to the equal potential line. This gave a cluster that 
is of higher energy, but lies in an adjacent watershed region of energy close to the original 
cluster. 
The decision on parent clusters was selected with preference to lower energy. The 
probability of a cluster to be selected was given by Boltzman distribution: 
p(G) = aexp[-E(G)/Tm], (Ü.3) 
where p is the probability of cluster G,a is the normalization constant, E(G) is the energy 
of the cluster and Tm is the mating temperature of the two clusters which are chosen to 
be within the range of the energies of the set of parent clusters. The author alludes to 
finding ground state clusters from sizès of 20 atoms or more at faster times than simulated 
annealing. The process seems to represent simulated annealing as it approaches ground 
state configurations, but the method is still being studied to see if this is the case. Also, 
larger clusters tend to need a model of the ground state cluster for rapid convergence and 
more complicated mapping between the ground state model to the parent clusters would 
need to be employed. Work for generating a program that duplicates these results has 
begun, but was not completed due to time restrictions. For the simulations of Ceo with this 
process, the review is found in Deavens et. al. paper [11]. 
CHAPTER III 
TIGHT-BINDING MOLECULAR DYNAMICS 
In this chapter, we overview the tight-binding molecular dynamics method. Section 
III.2 deeds with the Hamiltonian eind the tight-binding basis sets. This section includes 
the structure of the Hamiltoniein for a system of N atoms, the state representation and 
the calculation of matrix elements of the Hamiltoniein. Section III.3 deals with approaches 
to solving the tight-binding Hamiltonian through use of diagoneilization, Car-Parrinello 
eind density-matrix renormedization-group methods. Section III.4 deals with the energy 
cedculations and force calculations for zero eind nonzero temperatures. 
III.l The Tight-Binding Method 
Classical models, including the three-body forces, are with limited success in that 
quemtum mechanical effects are not included in those classical models. In this respect, 
the tight-binding molecular dynamics (TBMD) method has more advantages over classical 
molecular dynamics simulation schemes in several accounts. TBMD simulates the tem¬ 
perature and pressure dependence of the macroscopic properties of materials for systems 
of thousands of atoms. Also, it takes into account the electronic structure of the system 
through an empirical Tight- Binding Hamiltonian (TBH). The total energy of the tight- 
binding model includes the quantum effects of the electron behavior, the classical effects of 
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the ion-ion repulsion and ion kinetic energy in the system. 
The total energy of the system is written as: 
E = Eh, + Eions, (HI-1 ) 
where Eb, is the band structure energy of the system and E^a is the energy contributed 
by the ions. 
In the tight-binding approach, the latter energy Eire modeled from the classical po¬ 
tential of the ions, while the band structure is CEilculated based on a tight-binding po¬ 
tential. The tight-binding approach is based on one-electron approximation used by most 
first-principle calculations (e.g. density functional theory, Hartree-Fock self-consistent-field 
approach). In this approach, the TBH axe represented in terms of a compact matrix built on 
the tight-binding basis. The resulting wave functions Eire used to calculate the force acting 
on the ions. MoleculEir dynEimics or other statistical mechEinical methods (e.g. Molecular 
mechanics, Monte Carlo) Eire used to determine the structure of the system. The classical 
pEirt contEiins the ion-ion interactions Eind an electron energy correction term for the over 
counting term in the TBH. 
We shEill limit ourselves to the sp3 tight-binding model. For other systems, refer to 
the review by Harrison [14], 
III. 1.1 The Tight-Binding Hamiltonian 
Our tight-binding Hamiltonian is represented as [15]: 
HTB = 
fxu ij n 
(in. 2) 
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where aj'■ and aJU axe the creation and cinnihilation operators, respectively. htiW{Rij) is the 
overlapping matrix element which is approximated as depending on the relative distance 
between atoms i and j. Here, i and j run from 1 to N, where N is the number of atoms 
in the system, p and v characterize the orbitals of the system. In the sp3 case, they take 
the values of 1, 2, 3 or 4 for the orbitals s, px, py and pz, respectively, eM is the atomic 
energy level for p. In the case of sp3 hybridization, the wave functions are written in terms 
of linear combinations of atomic orbitals (LCAO) such that two energy level state functions 
are orthonormal [14]: 
= sat3, (m.3) 
where a and (3 are the energy levels of the state function. The atomic orbitals are orthogonal 
and normalized within the same ion, but may not follow the same principle for different 
ions. They are represented as a set of orthonormal wave functions such that any rotations 
of one set will give rise to another orthonormal set of wave functions. The overlapping of 
the orbitals between two different atoms is regarded as a hybrid covalent energy. For N 
atoms, each containing four orbitals, the Hamiltonian matrix is of dimension 41V X 41V, 
since there are 41V electronic states. The scaling of the diagonalization is then of the order 
of IV3. Other efficient methods shall be discussed. 
When considering a system of several isolated atoms, the composite list of electron 
states for the system is the collection of all states from all atoms [14]. If the atoms Eire 
brought closely enough that the wave function of one atom overlap the wave function of 
another, the energy of the states changes, but the number of states is conserved. A molecule 
is bounded when the sum of the energy of the occupied states decreases when brought 
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together. Additional energy is needed to separate the atoms. 
The energy of occupied electronic states in solids is well approximated with linear 
combinations of atomic orbitals (LCAO). This simplifies the problem of determining molec¬ 
ular energies since now there are unknown coefficients in the linear combination instead of 
unknown wave functions. The LCAO description of occupied molecular energies is much 
more accurate if the atomic orbitals upon which the approximation is based differ somewhat 
from those of the isolated constituent atoms. 
In describing a molecule, enumeration of the electronic states in the atom that is 
used in the expansion of the electronic states of the molecule is necessary. The index i runs 
from 1 to N and = 1,2,3,n where n is the number of orbitals for each site and N the 
total number of sites in the system. The molecular state is written as: 
1^) = Y,uifl\in), (IH.4) 
where the uZ)J are the coefficients that shall be determined. The orbitals \ifi) are normalized 
and orthogonal to each other. Determination of the coefficients is found for the electron 
state of lowest energy through the use of variation calculations: 
Jrp\H\iP) ~ 
(V#) 
To obtain the second form, let U{^ be complex, although it may not be essential. 
By taking advantage of the linear property of the Hamiltonian, the expectation value is 
separated in terms of the electronic states. Letting the variation with respect to u*u be 




= Y uin{jv\H\iij) - Eujt/ 
in 
= o, (m.6) 
where E — (ip\H\ifi)/ 
Here, the number of solutions is the same as the number of eigenstates and the 
lowest energy corresponds to the lowest electron state, the next lowest to the next lowest 
electron state and so forth. The solutions of the above equations give both u;M and the 
wave functions for the one electron energy eigenstates. The eigenvalues are solved through 
diagonalization of the matrix through the secular equation: 
det^Hij^ - E6ijS^u) = 0, (III.7) 
where det is for determinant and S^Sij is for the unit matrix. Also, Hij^ = {jv\H\ifi). 
In order to obtain numerical estimates of properties, numerical values are needed for 
the matrix elements giving rise to the covalent and polar energies for the properties being 
considered. Four universal parameters are introduced in terms of which all interatomic 
matrix elements between s and p orbital energies sue expressed. These are the principal pa¬ 
rameters needed for the entire range of properties, though the accuracy of the corresponding 
predictions is limited. However, it is known that the true atomic orbitals do not provide 
a good basis for describing the electronic state, yet atomic-like orbitals do provide a good 
description of the structure. Therefore, we obtain a useful theory by LCAO formalism and 
the necessary matrix elements by empirical or semiempirical methods. 
In general, for a matrix element between orbitals on different atoms, the 
vector R is from the nucleus of which \ifi) is an orbital to that of the atom of which |jv) 
is an orbital. Then spherical coordinate systems Eire constructed with the z-axes parallel 
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to vector R and with origins at each atom. The angular form of the orbitals are taken as 
Y]m(0, (f>) for |ifi) and Yl
Tn(6', (j>') for |jv). The angular factors depend upon <j> combine to 
el(m'-m)4> Integration over <p is zero unless m' = m. The non-vanishing matrix terms aire 
labeled by a , TC for m = 0 and 1 respectively. Slater and Roster [16] designated matrix 
elements by enclosing the indices within parentheses. Thus, the elements Va’m and (ll'm) 
are the same. 
It is more convenient in solids to use the forms for angular dependence, x/r, y/r and 
z/r, rather than the forms of the spherical harmonics. In order to obtain matrix elements 
involving these orbitals we need to expand the p orbitals in question in terms of their 
spherical harmonics. For simplest geometries, This expression leads to the identification 
of matrix elements. For arbitrary geometries, the result depends on the direction cosines 
giving the vector R in the Cartesian coordinate system. 
III.1.2 Construction of sp3 Hybrids 
A linear combination of an s and p orbitals is called a sp hybrid. A sp hybrid 
corresponds to an unsymmetric probability distribution of electron charges that “lean” in 
the direction of the axis of the p orbital. Four sp hybrids are chosen such that the wave 
functions are orthogonal to each other and the electron charge density is greatest in the 
direction of the nearest neighboring atom. The normalized wave functions for the p orbitals 
are oriented along the three coordinate axes as |px), \py) and |pz). In terms of these and 
wave functions for the s orbitals, |s), the sp3 hybrids and the directions in which the charge 
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density is greatest axe [17]: 
IM = ^(l5) + \PX) + |j>v) + |p*)), 
IM = ^(l«) + |j>«) - IP») - b*)), 
IM = ^(|«) - \Px) + by) - bz)), 
IM = ^(k)-bx)-b„) + |p2)), (III.8) 
The hybrids are not energy eigenstates; the expectation value of energy is an average energy 
called the hybrid energy [14]: 
eh — (fi + 3ep)/4, (III.9) 
where e, = (s\H\s) and ep = (p\H\p), where p is either px, py or pz. Inasmuch that the 
hybrids are not eigenstates, nonzero matrix elements of the Hamiltonian exist between the 
hybrids. They aire evaluated by setting all matrix elements of the Hamiltonian between 
orthogonal atomic orbitals on the same atom equal to zero. The magnitude of the resulting 
matrix elements is called the metallic energy. The magnitude depends upon the sp splitting 
of the atom shared by the hybrids. 
III.1.3 The Hamiltonian Matrix 
In solving for the electronic wave functions, the TBH is constructed of matrix ele¬ 
ments that are found through LCAO theory. This is composed of taking the approximation 
of the one electron wave function and using it to find the matrix element between orbitals 
in the Hamiltonian. The matrix elements of the Hamiltonian are represented by: 
(III.10) 
22 
where xp^ is the vector element for the ith atom and the /ith orbital for the a numbered 
energy level. The sums over i and p are taken from 1 to TV and 1 to 4, respectively. TV is 
the number of atoms and 4 is the number of atomic sp3 orbitals (e.g. C or Si ). 
The complete 4TV x 4TV matrix of the sp3 TBH are broken into submatrices of on site 
and neighbor site matrices. The wave functions for electrons on the same site are orthogonal 
to each other. This leads to the fact that the full matrix is constructed by two types of 
4x4 submatrices: the on-site submatrix and the neighbor submatrix. The elements of the 
submatrices axe found through hybridization between the s and p orbitals of the carbon or 
silicon atoms. 
III.1.4 The On-Site Submatrix 
The on-site matrix is of the form: 
Es = mnm), 
EP = 
(^mi) = o, {v + p), (iii.il) 
where E, and Ep corresponds to s and p atomic energy levels, respectively. The state 
function \xpa) is composed of the vector elements xpf . The zero on-site matrix elements Eire 
due to the orthogonality of the hybrid wave functions discussed above. 
The neighbor matrix is represented as: 
(ni.12) 
where the indices take on the same definition as that for the TBH. The matrix elements for 
neighboring atoms arise from the calculations of the hybrid wave functions from different 
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atoms. The geometrical construction on these elements is listed below for s, px, py and pz 
hybrid orbitals. This construction leads to a submatrix of the size of 4 X 4. The calculations 
of each hybrid orbital are outlined by Harrison [14]. Also, calculations for the sp3 matrix 
elements for the Hamiltonian have been looked at by Wang et. al. [18], Chadi [19] and 
Alerhand et. al. [20]. 
III.1.5 The sscr Bond 
Due to the high symmetry of the overlapping, the matrix elements that correspond 
to the ssa bond are only radially dependent. The matrix elements axe of the form: 
<V&IW?i) = (IH.13) 
where VSSCT(Rij) is the matrix terms that corresponds to the overlapping of the a orbital of 
the energy states. In this case, as well as the other neighbor cases, i / j. These terms are 
assumed to be dependent on the distance from one atom to its neighbors. For i = j, the 
elements correspond to the on-site elements. 
III. 1.6 The spa Bond 
In this type of overlapping, the order and position of the ions are important. An 
angular dependence arises due to the configuration of the differing orbitals. This angular 
dependence is found through the use of vector analysis, and is calculated readily. The 
matrix elements that contain the spa bond are listed below: 
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mnwji) = -VvriRij) fS 
Itij 
mm*) = -v^Rn)^. 
III.1.7 The ppcr and ppir Bonds 
(III. 14) 






+ w^-)(i - #)] 
■“•tj Uij 
Iv^iRijA + v„„(fij;0(i - #)] Kij Kij 
[Vppo-{Rij)-jéï~ d" ^PÎMr(72»j)(l — -jr|-)] 
It:- il;; 
■wai* iv&> = tw^) - 
<V£|tf|V&> = [Vpp.C^i) - IW(%)]^T 
%ijVij 
Vij zij 
= mmiz) = [vPPa{Rij)-vpjm{Rij)]^ (m.i5) 
where the Vppa(Rij) ^nd Vppv{Rij) terms arise from the overlap caused by the hybrid wave 
functions with values of p and v of values greater than 1. The value of this term is dependent 
on the values of p and v, as shown above. 
III.1.8 The sp3 Matrix Elements 
The tight-binding parameters required for describing the electronic structure are 
obtained from Chadi’s previous work on the empirical orthogonal tight-binding model for 
Si [19]. Explicitly, the electronic states Eire represented by an orthogonal basis containing 
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four sp3 orbitals per Si atom. The two center approximation is used for the expressions 
for interatomic matrix elements and only nearest neighbor interactions are taken into ac¬ 
count. There are six tight-binding parameters in this model, including the on-site energies. 
These parameters are determined by best fit to the calculated band structure of diamond 
structured Si, which give: 
Vsaa{d0) = —1.94eF, 
Vsp<r{do) = 1.75eV, 
= 3.05eF, 
Vppn(d0) = -l.08eV, 
E, = —5.20eF, 
Ep = l.20eV, (III.16) 
after Chadi’s work, where do is the equilibrium nearest neighbor distance [19]. The bond 
length dependence of the two center parameters follows Harrison’s universal r~2 scaling 
behavior [14]: 
V3,a(r) = V„„(d0)4 rz 
= VspcT(do, 
Vppa{r) = 
^ppir(^) = Vpp*{do)-2- (III. 17) 
Although the TB model for Si is simple, it has been shown by Chadi [19] and by Alerhand 
and Mele [20] that it describes the structural and dynamical properties of bulk Si as well 
as various surfaces of Si. 
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III. 1.9 The Density Matrix Renormalization 
In section III.2.1, we suggested that the eigenvalues of the system is solved through 
diagonalization of the matrix equation (III.7). Yet this approach suffers from poor seeding 
system size of 0(N3). This problem has become the time limiting part for solving eigenval¬ 
ues for tight binding energy methods. Approaches to reducing the amount of time for solving 
the energy for large systems are greatly needed. One such approach is the incorporation of 
the density variational method. 
There is a variational method for solving the electron density matrix. Its advantage 
is primarily due to the use of the locality of the density matrix to obtain seeding linear to 
the number of atoms [21]. By use of the control parameter Rc, the real space radius, off 
diagonal matrix elements are truncated and becomes exact as Rc approach infinity. The 
solution to the variational problem involves only unconstrained minimization and is suited 
for incorporation into iterative schemes such as the molecular dynamics (MD) simulations. 
A TB description of a system formed by replicating a unit cell containing N atoms 
with 4 basis orbital per site was presented. The electronic density is defined as: 
= (HI. 18) 
a 
where i, j run over all atomic sites, p, and v run over all tight-binding basis orbitals for each 
site in the system and a labels occupied eigenstates of the Hamiltonian: 
(IH.19) 
jv 
Instead of transforming the equation into k space and then obtaining p, p is solved directly. 
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The particle number and electronic energy axe: 
Ne — tr\p] — Pifiipi (III.20) 
and, 
E — tr[pH] — 'y ] PifijuHi^ji IflJW (III.21) 
ifijv 
Since p is a projection operator onto the space of occupied states, it must satisfy the 
idempotency constraint: 
(III.22) 
The density matrix is local in real space in the sense that pi^jv goes to zero as 
Rij —> oo. The decay is exponential in insulators where the decay length is related to the 
decay length of the Wannier functions [22]. Therefore, there is motivation to develop a 
method in which the central approximation is to set = 0 for Rij > Rc, where Rc 
is chosen large enough to get a good symmetry, Pi^ju = Pi'^'j'v' (where both indices on 
the right are translated by a common lattice vector). Thus, the unique elements of p are 
enumerated by letting i, j run over the number of atomic sites and p and u runs over the 
number of orbitals per site. This is for a single unit cell containing the L sites within a 
sphere of radius Rc centered on site i. Consequently, the number of degrees of freedom is 
just N X L x 16 (for sp3 atoms) or of order N. 
Instead of minimizing equation (III.19), it is rather proficient to work at a fixed 
chemical potential (Fermi level) p and minimize the grand potential: 
fi = E - pNe = tr[p(H — //)], (III.23) 
which gives an 0(N) solution. It suffices to let the eigenvalue of p lie on an interval [0,1]. 
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Then the minimization procedure would naturally drive the eigenvalue to 1 or 0, occupied 
and unoccupied states, respectively. 
A “purification transformation” is feasible to fulfill this constraint [23]. p is set as a 
trial density matrix which is nearly idempotent and: 
p' = 3p2 - 2p\ (III.24) 
is a purified version which is more nearly idempotent. 
Here, p' is taking as the physical density matrix and p is the trial density matrix 
whose elements constitute the variational degrees of freedom. Minimizing 
Cl = tr[p\H - p)] = tr[(3p2 - 2p3)(H - /z)], (III.25) 
with respect to p, taking pi^j„ = 0 for Rij > Rc. A local minimum of fi is sought where 
the eigenvalues of p and p' are clustered around 1 and 0 respectively. The minimization is 
accomplished with an initial guess for p (typically plflju = and the calculation of 
the gradient for: 
QQ 
= 3{pH' + H'p) - 2(p2 H' + pH'p + H'p2), (111.26) 
dp 
where H' = H — p, for use in steepest descents, conjugate gradients or some other mini¬ 
mization algorithm. The forces may be calculated by a Hellmann-Feynman expression. In 
general, a derivative of the grand potential Cl with respect to a parameter A at fixed p, is 
written as: 
Fto fin fin an Ftrr 
(IH.27) 
dCl dCl dp dCl dH 
d\ dp d\ dH d\' 
but the first term varnishes at the variational solution, so that this “force” is given by: 
“Ufr(pÆ). 
ÔX K d\ ’ 
(III.28) 
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The variational nature of this scheme makes it particularly easy to implement as part of 
an iterative structural-relaxation or molecular dynamics calculations. Molecular dynamics 
is implemented either with the Car Parrinello fictitious Lagrangian methods where the 
Pinjv is a classical electron degree of freedom, or converges the conjugate gradient solution 
adequately at each time step. 
III.1.10 The Localized Wave Function 
A second approach to solving the eigenvalue problem for large systems is the lo¬ 
calized wave function (LWF) method, introduced by Teter and Wang [24], This method 
incorporates maximally localized wave functions to avoid the diagonalization of the TB 
Hamiltonian. LWF uses generalizations of the Wannier functions to periodic systems. These 
generalizations are achieved by unitary transformation of the eigenfunctions and are used 
to describe the system and retrieve band energy. By minimizing the band energy by varia¬ 
tional principles, the LWF’s coefficients based in the TB basis are found. For large regions, 
the LWF’s is approximated well since the LWF’s decay exponentially at large distances 
for systems possessing an energy gap. The total energy of the system to be minimized by 
variation is: 
E = + A £ KVbvIVUI2. (III.29) 
Here, the ipi^ is the LWF for bond i, /i and each LWF is normalized to one. The orthogonality 
of the TB basis is assumed as in conventional TB theory. The last term in the above equation 
is the penalty function for the lack of exact orthogonalization for the approximated 
Here, A is of the same order as the TB Hamiltonian matrix elements. This order makes A 
small enough to be efficient in the use of the conjugate gradient scheme without slowing 
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down the convergence of the system. 
The variational derivative of the energy is: 
dE 
dip, 
— - Hrpip + X^2(ipjv\ipi^)ipju- 
’i#t j> 
(m.30) 
By this steepest descent, the conjugate gradient search direction is obtained by the conven¬ 
tional gradient step, which carrys out the minimization along the search direction simulta¬ 
neously for all wave functions. 
The advantage of this approach is found for large systems. The direct diagonalization 
for systems of over a thousand atoms may take as much as a day to compute a time step 
for the convergence of the wave functions while a couple of hours is needed to compute 
10,000 time steps with LDA on the same machine. Alas, incorporation of the two methods 
mentioned above was never accomplished for the program within the time frame of our 
work. 
III.2 Force Calculation 
III.2.1 Formalism 
The quantum force is found through the Hellmann-Feynman theorem. The theorem 
is proved in the following way: 
dE, a(r\B\r) 
Fi = dKi 
= E’^K-lfrNO + t-TirW”) <9Ri 
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+ WW-^)] 
= E'Uf^K-JgrW)]- (m.3i) 
Here, the state functions are orthonormal. One observation should be made on the Hamil¬ 
tonian. Here, the matrix elements of the Hamiltonian are dependent on both the indices k 
and l while the force matrix depends on the index i. In deriving the matrix elements for 
the force, the definition for the relative distance is between Rfc and R/. Evaluation of the 
force matrix is: 
F, = -SEE(eiag"(i*'t}W) 
a Ik M" dRi 
(III. 32) 
a Ik HV 
where a is taken over the number of occupied energy levels, \i and v axe taken over the 
basis orbitals for each atomic site and l and k are taken over the atomic sites. Here, the 
derivation of dUik 5R; is as follows: 
dRik _ d(R;R; + RfcRfc - 2R;Rfe)? 
<9Ri 5Ri 
(R; - Rfc)fr; + (Rfe - Ri)6jk 
Rik 
= Rik(f>u - 6ik), (HI.33) 
and the force is: 
F, = -EE E(K\aftf>})(fa - t*)U\i&) 
a Ik 
-2 E E E«,i w^(p
{Æi'})R.,iK>, 
a l nv dRu 
(III. 34) 
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where the last step is found by taken a sum over 1 for all atomic sites and replacing k with 
/ throughout. Here, a two body force is presented as: 
(HI.35) 
The forces are found on any atom by the correct force matrix. Here, the derivation 
of the matrix elements are as follows: 
1) The forces for the on-site matrix elements are zero. 
where the indices i and j are not the equal. 
A change of notations is instituted here for the sake of brevity. Prom now on, 
the potential matrix element V,S(7{Rij) is denoted as Vsa<7 with the understanding that 
it represents a function on the set of variables {Rij}. Second, the forces are placed in 
Cartesian coordinates and are denoted as F{^jux, FltlJvy and FXiljuz to denote the two-body 
force matrix terms for the Cartesian coordinates x, y and z. 
For the neighbor matrix elements, we have the following: 
The ssa bonds are: 
(III. 36) 
2) The neighbor matrix is represented as: 
(III.38) 
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The off-diagonal elements of the force submatrix are: 
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R% 
2(Vf PJXT (III.41) 
The matrix elements for Vsa(T, Vspa, Vpp<r, and Vp^ Eire assumed functions dependent 
on the the displacement vector R^/ in the form of xRj2, where x is a scalar. The derivative 
of this function is —2x(xi/Rfl) with respect to the x-axis of the Cartesian coordinate system. 
The actual form of this function is not exactly known, leaving an error in the calculation 
of the force on an atom. When dynamics of the clusters for the electronic part are used, a 
factor is multiplied to the forces due to its uncertain nature. 
III.3 Electronic Temperature 
The expressions for the band structure energy and forces in the above equations are 
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applicable to zero electronic temperature. However, high temperature situations are needed 
in some cases. A need for these circumstances becomes necessary to include the effects of 
finite temperature on the electronic states in the energy and force calculations in our tight- 
binding molecular dynamics (TBMD) simulations. The procedure follow closely those used 
in recent first-principles molecular dynamics (FPMD) studies of metallic systems [25]. 
It is observed that the inclusion of electronic temperature effects not only avoids the 
instability caused by changing occupancies of states near the Fermi level in metallic systems, 
but also includes the electronic entropy into the calculation in a convenient manner. 
The general expressions of band structure energy and the two body forces are: 






/« = T33 ' <m'44> 
e kBTti + 1 
The /x is the chemical potential and it is adjusted every time step in the simulation to 
guarantee the conservation of the total number of electrons: 
2 Y,f°=Nele.- (III.45) 
a 
However, in FPMD, it is noted that to conserve the total dynamical energy U = 
Ki + Etotah we must consider the changes of the occupancy number fa [25]. The force 
obtained from equation (III.43) does not contain the term: 
V'' dEjB dfa ^ . 
r df° - /z) VUe' 
- h), (III.46) 
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and unfortunately, this term is very difficult to calculate. Later, Wentzcovitch, Martin and 
Allen introduced the Mennin free energy: 
n = Etotal + Kj - TelS, (III.47) 
where, 
5 = -2kB £[/*/«/„ + (1 - /a)/n(l - /a)], (ni.48) 
a 
and they showed numerically that the free energy ft is conserved by using forces calculated 
from (m.43) [26]. In the TBMD simulations, also in FPMD, it is proved that the expression 
(III.43) is indeed the real “force” if we include electronic entropy effects. The dropped term 
in equation (111.46) is eliminated by the derivative of the electronic entropy: 
d(TelS) 
da 





V* ^aj (IIL49) 
- 2kBTel £ d[falnfa + (1a/a)fa(1 /a)] fc ~ g/), (m.50) 
dfa d{ea - ef) 
and after some simple algebraic manipulations, equation (III.50) is simplified to: 
dfa 
d{ea-ef) 
''7i (ea e/)- (m.5i) 
Here, the conservation of total electrons is used: 
vE 
dfa d d 
d{ea - ef) 
V* (ec« e/) — £ fa — ftp Nele — 0 dRi 
(III.52) 





Then (III.46) is eliminated by the derivative of electronic entropy (III.49). The force calcu¬ 
lated from equation (III.43) is: 
Fi = - V.' 0- (III.54) 
The above implementation of Fermi-Dirac distribution function is not necessary for zero 
temperature optimization and is not important for semiconductor systems as long as the 
gaps axe relatively large compared with the temperature. But its importance appears in 
the metallic systems and semiconductor systems at finite temperatures. 
CHAPTER IV 
THE SILICON CLUSTERS 
In this chapter, we present preliminary results for silicon clusters of different sizes and 
geometric configurations ranging from 2 to 20 atoms. We limit ourselves to the calculation 
of energy levels and electronic forces for those configurations calculated via first principle 
methods [21]. The reason is that usually the tight-binding method will give low quality 
results in comparison with first principle calculations. Also, the electronic energy spectrum 
and tables of the forces on individual atoms axe presented. Electronic forces are calculated 
and they are used for molecular-dynamics without the addition of the classical potential. 
This is by no means for optimizing the structure, rather, we wish to test the ability of adding 
this force to classical molecular-dynamics for the determination of optimal structure of the 
clusters. The results from these clusters are in the units of angstroms (Â) and electron volts 
(eV). 
This work is a preliminary test for the Car-Parrinello algorithm applied to a TB 
model. There are some issues that need to be addressed. For instance, there are classical 
models that can be added to the present model. We find no difficulty to incorporate these 
models into the present algorithm. We use an r~2 scaling model for silicon. This model is 
not very accurate, but other forms of this potential can be added to the present model, but 
me left for future work. 
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Some of the problems that arise from the TB model include a lack of self consistency, 
“non-universal” parameters for the model and a complex form for the dynamic matrix. 
IV. 1 Technical Details 
We discussed in the following sections severed technical details that are fundamental 
to the algorithm. These details are the application of a truncating parameter and calcula¬ 
tions of 4 x 4 submatrices for energy and force calculations. 
IV. 1.1 Truncation of Matrix Elements 
The truncation of matrix elements is a very fundamental part for the present TB 
program used for calculations. The energy eigenstates and force calculations depend on 
truncation to shorten calculation time. Truncation is dependent on the distance between 
atoms i and j and their relationship to a parameter Rc, which is called the truncating 
distance. 
The calculation of the distance between i and j is sought through the use of geometry. 
The distance Rij is found by: 
Rij = [(** - *j)2 + (Vi ~ Vif + {zi - zj)2}1/2, (IV.l) 
in terms of Cartesian coordinates. The vectors for i and j Eire (xi, yi, Z{) and (Xj,yj,Zj), 
respectively. The distance Rij is important in that the parameters VSS(r, Vap<T, Vp^ and Vppn 
are dependent on the set of [fZjj] and are known to decay asymptotically as Rij becomes 
larger. 
A good approximation for the parameters is to set them to zero when the distance 
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is in the asymptotic region. This distance is set at a critical value of Rc. Sometimes this 
value is used to include only nearest neighbors of atom i. If the value is too small, then 
only the diagonal of the matrix is left. In either case, the value of Rc is dependent on the 
type of model used. 
IV. 1.2 Energy Level 
The process for calculating the cluster’s energy level has not been discussed in detail. 
To do so, we start with the Hamiltonian presented in Chapter III and discuss how to 
calculate the energy for each eigenstate. The equation for the Hamiltonian of the system is 
given by equation (III.2). This equation is rewritten into the TB basis so that calculations 
can be performed on the main frame. The matrix form of the TB Hamiltonian has been 
discussed, but not in full detail. The elements of the Hamiltonian matrix were given in 
equation (III.10), the full Hamiltonian is expressed as: 
H = E (iv.2) 
where i and j are summed from 1 to the number of atoms in the system, n and v are taken 
from 1 to 4 and a is the energy level of the eigenstate. The element (ipfjis defined 
in section III.2. From this, a submatrix with size 4 x 4 is constructed from above by not 
taking the sum over i and j. By applying the correct portion of the wave function onto the 
4x4 submatrix, the energy between particle i and j in state a is calculated. This energy 
is expressed as: 
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= 2[F„CTCIV£ + - V&Vft) 
+ f^V-X^s - »S) + - «V-?,)] 
Itij Itij 
+ + fêv-jj) + ÿ-.ÿ-i*°2*°4 + Vfi*$) 
It% j JLJJ It j 
+ f-ÿ-x*^Î4+«v-â)+(i - 
■ftjj itjj iljj 
+ (1 - f^X^S,) + (1 - f^X^V?,)] 
fi'ij 
- + ÿ-.ÿ-WMÎt + «4*%) -Lllj iljj XLij itij 
+ I1 #(#3^4 + W + f^V?^) 
Itij itij itij 
+ (rv.3) 
It{j itij 
where the factor of 2 is due to the spin of the electron. The energy for differing eigenstates is 
found by taking a sum over the i and j components of the 4x4 energy term. The equation 
for this is: 
5>J> = €«- (iv-4) 
The energy for the a state of the system is used to calculate the total energy of the 
system through the use of the fermi distribution function and the selection rules for the 
electron. The calculation for the totcil energy is discussed in detail in section III.4. 
IV.1.3 Force Calculation 
The calculation for the forces on the particle is approached similarly to the calculation 
for the energy of the particle, except that there is a sum on the alpha states and the sum 
over the indices i and j is not taken present. It is easier to present the method for the force 
calculations in the same fashion as the energy calculation. 
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The force matrix is expressed as: 
F i li j va 
dff 
= -2 E ICXd 
IflJVOt IJ 
(IV.5) 
where the terms for the variables and the values for the element inside the summation are 
discussed in section III.3. By not taking a sum over the i, j and a, the above is written in 




LL dRij Rij llW]1 [ dRij yRlJ
> 




+ [~dR^ ~Rj} ~ H
(^-3 - *3*il) 
rdVjpo- X,J Z.J 
*;? 
r/ dT^ptr Xjj 2 ^ (-^tj ^tj) S zij 
^dfii/fi;/ dfi;,- fi?. ’Ri j 
- 2(FppCT-yp^)^ + 2(^(Fppff-Fpp7r)]^“2 
r/ dVpp# yij 2 _ dVppir (Rjj ~ ÿ»j)■, zij 
' Il AD.. 1 D..1 E>2 / dfiij fi;., tj Æ 
2(TV - 
,dVm r / ^ fpjXT , Zjj \2 _ " • ppn l] 1J/\ 
L' n E>. . ' D. AD D2 / 
dV ir {R-ij — Zt2j)x xij 
dRij Ri: âR 
XijZil - 
fi tj 
2(^ppcr ^ppir) ]V'»4,/’j4 
.dVrnv dVrn* „ xijVij . 
«r. 
r/dVpp# _ dVppir. XjjyjjZjj 
[y dRij dRij’ fi?- 
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- 2{V^ - ^)(-2^|p)](V£V£ + V&V&]- (IV.6) 
Finally, we calculate the force on particle i. To do this, only half the energy states 
are counted since the energy level of the lowest unoccupied molecular orbital and those of 
higher energy are assumed to contain no electrons. Thus, the states with energy lower than 
the highest occupied molecular orbital Eire used in the CEilculation of the forces on i. This 
force is expressed as: 
Bff 
hi = (iv.7) 
liv a UJXij 
fl TT 
= -2£ (rv-8) 
This is the two body force that is discussed by Wang et. al. [18]. The force on psirticle i 
itself is then the sum of this force over adl particles j. The equation for this is: 
a IT 
h = (IV.9) 
IV. 1.4 Electronic Spectra 
To find the set of wavefunctions descriptive of the system, we take Ein initial set of wave 
functions that Eire orthonormEil and use Car-Parrinello algorithm to generate a new set of 
wave functions. To remind you of the CEir-Parinello process, a new set of wave functions is 
found by talcing the functionEil of the energy. This equation is (III.30). By setting 
- ^ (iv-io) 
Emd the new equation becomes 
MV’ = H4>in + A E(V’Jvl^)V’>. (IV.11) 
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IV.2 Results 
The results of the electronic forces and their corresponding molecular energy levels, 
using the tight-binding model of Wang et. al. and Car-Parrinello simulated annealing 
procedure are presented in appendix A and B, respectively [27]. In all the calculations, 
convergence of the electronic structure is achieved by 102 to 103 iterations. The number 
of iterations is dependent on the size of the cluster and initial configurations. A typical 
system composed of 20 atoms takes less than a minute of CPU time for a local IBM RISC 
6000/590 machine. 
The code’s level of sophistication is seen through its ability to demonstrate compu¬ 
tational accuracy in the electronic configuration. The energy tolerance is approximately 
10_7eV. The electronic forces are generally of the order of 0.4eV/À, indicating that the 
optimal structure is within an order of 0.05Â of the present configuration. 
The electronic structures of the clusters Eire explained before proceeding. When a 
cluster shows degrees of degeneracies of order 5, these degeneracies Eire primEirily due to 
the high symmetry of the cluster. These levels of degeneracy Eire usually found in the I/, 
symmetry, while for clusters of low symmetry configuration, the degeneracy is absent from 
the electronic structure. 
Results on the electronic spectra are presented here for review. Current experiments 
performed tests with ultraviolent photon electron spectroscopy on similEir structures. One in 
paxticulEir case is the experimental data for C76, KæC76 and larger clusters [28]. Our results 
CEin be used to compare with the results for the electronic densities that are measured from 
experiment. As of now, experimental measurements for Si2 through Si2o are not presently 
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known at this moment. We content ourselves with the ability to compute electronic density 
through our model. Hopefully, future experiments shall focus on silicon clusters so that 
these structures are studied. 
The importance of the experimented data is found through theoretical calculations 
of the system using the tight-binding method. In the work of Hino et. al., results of the 
photoelectron spectra structure are reproduced through our results with similar configura¬ 
tions [28]. Also, the electronic spectra that is included can be used to compare our results 
with experimented data obtedned for these systems. 
The forces calculated for the silicon structures contedn 2 to 20 atoms. The objective 
was to determine the accuracy of the progreim in calculating the electronic structures. The 
forces are in the units of eV/Aand the position of the atoms is in A. The code by Wang 
et. al. has the capability of handling larger clusters, but the focus of this project was to 
incorporate the Car Parrinello annealing method and larger systems are not needed to find 
the accuracy of our approach. 
The accuracy of cadetdating the electronic forces can be found by comparing our 
results with those of past experiments. But past research has not presented these exper¬ 
iments, which leads us to compare our calculations with those of J. Grossman et. al. [2], 
The problem concerning this comparison is that the former calculations are performed by 
first principle theory, namely LDA. We have not added a classical potential to the model 
leaving errors that still arise. Inconsistency between results of the two methods does not 
necessary constitute a flaw in our method. 
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IV.3 Future Direction 
We intend to position the tight-binding code in terms of some flaws that should be 
weighed and studied carefully and the possibilities for future applications. Some of the 
problems of the code are: 
(1) The models lack self-consistency; this is also known as the transferability problem 
and applicability of the code is hampered due to this problem. Although the code works 
for the cluster, it might not work for surfaces or solids of the same material. One way to 
improve this is to incorporate a density dependent term in the tight-binding Hamilitonian. 
A full justification of the advantage of adding this term will not be explored in depth. 
Implementation and testing of this idea are not incorporated, but Eire left for investigation 
in later research. 
(2) Optimized parameters for the model are needed; although there are existing sets 
of parameters, including parameter sets for orthogonal and non-orthogonal basis, a “uni¬ 
versal” set is needed in order to study the system in more detail. A notable approach to 
this idea is found in the work of Papaconstantopoulos [29]. 
(3) The form of the dynamic matrix is too complicated; unlike the classical poten¬ 
tials, such as those found in EAM, the tight-binding model has no existing analytical form. 
This lack of form gives rise to the difficulty in constructing the model and assigning pa¬ 
rameters. The phonon part of the tight-binding is considered the most unstable part of the 
model, yet composes most of the model structure involving information on the electronic 
structure. 
(4) The lack of a classical potential to describe the system; we focused on the elec- 
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tronic part of the model such as energy levels and electronic forces, but the classical potential 
of the system is left for future work. A good source for finding various classical potentials 
is found in the paper by Li et. al. [21] or by studying the works of Wang et. al. [18]. 
IV.4 Conclusion 
This work was to test the Car-Parrinello simulated annealing algorithm. For the 
cluster’s size range, utilizing either the Car-Parrinello or diagonalizing the Hamilitonian 
does not make a difference in terms of CPU time. We also tested the renormalization 
density method for these clusters [21]. We believe that this model holds potential for 
larger system sizes where straightforward diagonalization becomes an impedance to time 
constraints. Also, it is possible to incorporate this model with a classical potential to 
simulate the macroscopic behavior of the atoms, but this was left out for future work along 
this line. Also, in the preceding sections, preliminary results for silicon clusters composed 
of 2 to 20 atoms are calculated and shown to display the level of operation of the code. 
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ILLUSTRATIONS 
Table 1. The coordinates of the configuration used in Si2 and the corresponding electronic 
force. The units of length and force are Â and eV/A. 
Atom No. X y z F* F y F, 
1 1.115 1.115 .300 -.029 -.029 .028 
2 .300 .300 1.115 .029 .029 -.028 
Table 2. The coordinates of the configuration used in Si3 and the corresponding electronic 
force. The units of length and force are A and eV/A. 
Atom No. X y z F* F ry Fz 
1 -0.991 0.136 1.698 -0.043 -0.043 0.979 
2 -0.991 0.136 1.132 0.047 0.047 -0.982 
3 0.424 1.550 0.287 -0.003 -0.003 0.003 
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Table 3. The coordinates of the configuration used in Si4 and the corresponding electronic 
force. The units of length and force are Â and eV/À. 
Atom No. X y z F -1- X Fy F* 
1 1.839 -0.007 -0.915 0.083 0.000 -0.004 
2 0.992 -0.007 -0.915 -0.099 0.000 0.021 
3 0.424 1.408 0.500 0.008 -0.019 -0.009 
4 0.424 -1.422 0.500 0.008 0.019 -0.009 
Table 4. The coordinates of the configuration used in Sis and the corresponding electronic 
force. The units of length and force are Â and eV/Â. 
Atom No. x y z F* Fy Fz 
1 1.660 0.102 -.082 -0.035 0.018 0.010 
2 -0.566 -0.464 -1.383 -0.000 0.018 0.034 
3 0.564 1.234 0.315 0.011 -0.040 -0.015 
4 -0.003 -1.030 0.881 0.004 0.019 -0.020 
5 -1.701 0.668 -0.251 0.021 -0.014 -0.009 
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Table 5. The coordinates of the configuration used in Siô and the corresponding electronic 
force. The units of length and force are Â and eV/Â. 
Atom No. x y 2 F A x F, F, 
1 0.000 1.354 0.000 0.000 -0.033 0.000 
2 0.000 -1.354 0.000 0.000 0.033 0.000 
3 1.940 0.000 0.000 -0.028 0.000 0.000 
4 -1.940 0.000 0.000 0.028 0.000 0.000 
5 0.000 0.000 1.939 0.000 0.000 -0.028 
6 0.000 0.000 -1.939 0.000 0.000 0.028 
Table 6. The coordinates of the configuration used in Sir and the corresponding electronic 
force. The units of length and force are Â and eV/Â. 
Atom No. x y z F -1- X F ry Fz 
1 0.000 0.000 -1.263 0.000 0.000 0.024 
2 0.000 0.000 1.263 0.000 0.000 -0.024 
3 0.655 2.015 0.000 -0.010 -0.030 0.000 
4 0.655 -2.015 0.000 -0.010 0.030 0.000 
5 -1.714 1.245 0.000 0.025 -0.018 0.000 
6 -1.714 -1.245 0.000 0.025 0.018 0.000 
7 2.118 0.000 0.000 -0.031 0.000 0.000 
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Table 7. The coordinates of the configuration used in Siio (C3,, tetracapped trigonal prism) 
and the corresponding electronic force. The units of length and force are Â and eV/Â. 
Atom No. X y z F 1 X F ry Fz 
1 0.000 0.000 2.691 0.003 0.000 -0.024 
2 -0.778 1.348 0.951 0.001 -0.019 -0.026 
3 -0.778 -1.348 0.951 0.002 0.019 -0.026 
4 1.557 0.000 0.957 -0.016 -0.008 -0.027 
5 1.210 -2.095 -0.244 -0.021 0.038 0.001 
6 1.210 2.095 -0.244 -0.022 -0.039 0.002 
7 -2.419 0.000 -0.244 0.044 0.001 -0.001 
8 -0.731 1.266 -1.522 0.014 -0.026 0.035 
9 -0.731 -1.266 -1.522 0.015 0.026 0.034 
10 1.463 0.000 -1.522 -0.028 -0.000 0.034 
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Table 8. The coordinates of the configuration used in Siio (T^ tetracapped octahedron) and 
the corresponding electronic force. The units of length and force are Â and eV/Â. 
Atom No. x y z F* F ry Fz 
1 0.000 1.831 0.000 -0.011 -0.017 -0.004 
2 0.000 -1.831 0.000 -0.013 0.012 0.002 
3 -1.831 0.000 0.000 0.018 -0.013 0.002 
4 1.831 0.000 0.000 -0.014 0.012 0.002 
5 0.000 0.000 -1.831 -0.003 0.012 0.017 
6 0.000 0.000 1.831 0.003 0.010 -0.016 
7 1.661 1.661 -1.661 -0.021 -0.021 0.024 
8 -1.661 1.661 1.661 0.023 -0.023 -0.024 
9 1.661 -1.661 1.661 -0.024 0.023 -0.025 
10 -1.661 -1.661 -1.661 0.023 0.021 0.021 
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Table 9. The coordinates of the configuration used in Sii3 (I/J and the corresponding 
electronic force. The units of length and force are À and eV/Â. 
Atom No. x y z F* F ■r y F « 
1 0.000 0.000 -2.527 0.007 0.004 0.021 
2 0.000 0.000 2.527 0.008 -0.003 -0.022 
3 0.000 2.260 1.130 0.007 -0.018 -0.011 
4 -2.150 0.698 1.130 0.013 -0.007 -0.021 
5 -1.328 -1.828 1.130 0.014 0.011 -0.012 
6 1.328 -1.828 1.130 -0.015 0.012 -0.011 
7 2.150 -0.698 -1.130 -0.014 0.007 0.018 
8 1.328 1.828 -1.130 -0.016 -0.011 0.011 
9 -1.328 1.828 -1.130 0.014 -0.011 0.012 
10 -2.150 -0.698 -1.130 0.013 0.008 0.019 
11 0.000 -2.260 -1.130 0.007 0.019 0.011 
12 2.150 0.698 1.130 -0.015 -0.007 -0.019 
13 0.000 0.000 0.000 0.000 -0.005 0.001 
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Table 10. The coordinates of the configuration used in Sii3 (C3„ capped trigonal antiprism) 
and the corresponding electronic force. The units of length and force are Â and eV/À. 
Atom No. x y z F 1 X * F* 
1 2.576 0.000 0.172 -0.019 0.002 0.017 
2 -1.288 2.230 0.172 0.010 -0.018 0.019 
3 -1.288 -2.230 0.172 0.009 0.017 0.017 
4 -1.774 0.000 0.798 -0.002 -0.000 0.015 
5 0.887 -1.537 0.798 0.001 -0.002 0.012 
6 0.887 1.537 0.798 0.001 0.002 0.015 
7 2.094 0.000 2.473 -0.009 -0.001 -0.014 
8 -1.047 1.814 2.473 0.004 -0.007 -0.015 
9 -1.047 -1.814 2.473 0.006 0.007 -0.014 
10 -2.404 0.000 3.261 0.032 0.002 -0.015 
11 1.202 -2.082 3.261 -0.016 0.028 -0.012 
12 1.202 2.082 3.261 -0.018 -0.027 -0.015 
13 0.000 0.000 4.017 0.005 -0.008 -0.015 
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Table 11. The coordinates of the configuration used in Si2o (Ih) and the corresponding 
electronic force. The units of length and force Eire Â and eV/Â. 
Atom No. X y 2 F F ry Fz 
1 -1.844 0.599 2.537 0.010 0.000 -0.007 
2 -1.139 -1.568 2.537 0.011 0.012 -0.015 
3 1.139 -1.568 2.537 -0.011 0.005 -0.012 
4 1.844 0.599 2.537 -0.011 -0.003 -0.016 
5 0.000 -1.938 -2.537 0.067 -0.053 0.015 
6 1.844 0.599 -2.537 0.003 -0.006 0.013 
7 1.139 1.568 -2.537 -0.002 0.013 0.010 
8 -1.139 -1.568 -2.537 0.001 0.001 -0.002 
9 -1.844 -0.599 -2.537 -0.071 0.042 0.018 
10 0.000 1.938 2.537 0.001 -0.010 -0.010 
11 -2.988 0.971 0.600 0.014 -0.012 -0.010 
12 -1.846 -2.541 0.600 0.006 0.009 -0.004 
13 1.846 -2.541 0.600 -0.010 0.009 -0.010 
14 2.988 0.971 0.600 -0.016 -0.002 -0.011 
15 0.000 -3.141 -0.600 -0.006 0.027 0.006 
16 2.988 -0.971 -0.600 -0.006 -0.000 0.022 
17 1.846 2.541 -0.600 0.003 -0.012 0.006 
18 -1.846 2.541 -0.600 0.009 -0.005 0.027 
19 -2.988 -0.971 -0.600 0.017 -0.002 0.005 
20 0.000 3.141 0.600 -0.008 -0.016 0-.010 
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Table 12. The coordinates of the configuration used in Si2o (C3„ stacked structure) and the 
corresponding electronic force. The units of length and force are À and eV/Â. 
Atom No. X y z F* F ry Fz 
1 0.000 -0.000 3.512 0.012 -0.001 -0.018 
2 -1.159 2.008 2.884 0.010 -0.018 -0.014 
3 -1.159 -2.008 2.884 0.008 0.016 -0.014 
4 2.319 0.000 2.884 -0.020 0.001 -0.014 
5 1.086 -1.880 2.017 -0.005 0.020 0.004 
6 1.086 1.880 2.017 -0.006 -0.018 0.004 
7 -2.171 0.000 2.017 0.016 0.008 -0.002 
8 -1.172 2.030 0.362 0.006 -0.013 -0.002 
9 -1.172 -2.030 0.362 0.005 0.010 -0.001 
10 2.34 -0.000 0.362 -0.008 -0.006 0.001 
11 1.172 -2.030 -.362 -0.005 0.013 0.002 
12 1.172 2.030 -.362 -0.006 -0.012 0.000 
13 -2.344 0.000 -.362 0.010 0.002 0.001 
14 -1.086 1.880 -2.017 0.005 -0.019 -0.004 
15 -1.086 -1.880 -2.017 0.007 0.017 -0.002 
16 2.171 0.000 -2.017 -0.018 0.005 -0.000 
17 1.159 -2.008 -2.884 -0.011 0.014 0.013 
18 1.159 2.008 -2.884 -0.009 -0.016 0.015 
19 -2.319 -0.000 -2.884 0.019 -0.002 0.013 
20 0.000 0.000 -3.512 0.001 0.009 0.017 
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Figure B.l: The energy levels and their degeneracy for the Siî cluster. The ball-and-stick 
model for the structure is inserted in the diagram. 
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Figure B.2: The energy levels and their degeneracy for the Si3 duster. The ball-and-stick 
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Figure B.3: The energy levels and their degeneracy for the Si* cluster. The ball-and-stick 
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Figure B.4: The energy levels and their degeneracy for the Sis cluster. The ball-and-stick 
model for the structure is inserted in the diagram 
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Figure B.5: The energy levels and their degeneracy for the Si6 cluster. The ball-and-stick 
model for the structure is inserted in the diagram. 
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Figure B.6: The energy levels and their degeneracy for the Si7 cluster. The ball-and-stick 
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Figure B.7: The energy levels and their degeneracy for the Si10 (C3„ tetracapped trigonal 
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Figure B.8: The energy levels and their degeneracy for the Siio (Tj tetracapped octahedron) 
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Figure B.9: The energy levels and their degeneracy for the Sii3 (I&) cluster. The 
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Figure B.10: The energy levels and their degeneracy for the Sii3 (C-. 
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Figure B.11: The energy levels and their degeneracy for the Siîo (Ifc) cluster, 
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Figure B.12: The energy levels and their degeneracy for the Si2o (C3t> stacked structure) 
cluster. The ball-and-stick model for the structure is inserted in the diagram. 
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