Abstract-Fast and accurate localization of software defects continues to be a difficult problem since defects can emanate from a large variety of sources and can often be intricate in nature. In this paper, we show how version histories of a software project can be used to estimate a prior probability distribution for defect proneness associated with the files in a given version of the project. Subsequently, these priors are used in an IR (Information Retrieval) framework to determine the posterior probability of a file being the cause of a bug. We first present two models to estimate the priors, one from the defect histories and the other from the modification histories, with both types of histories as stored in the versioning tools. Referring to these as the base models, we then extend them by incorporating a temporal decay into the estimation of the priors. We show that by just including the base models, the mean average precision (MAP) for bug localization improves by as much as 30%. And when we also factor in the time decay in the estimates of the priors, the improvements in MAP can be as large as 80%.
I. INTRODUCTION
A powerful search engine that can retrieve software artifacts with high precision is obviously of great importance to developers. Over the years, several IR (Information Retrieval) based approaches have been proposed towards that end [1] , [2] . In the ongoing research that is based on using IR based tools for bug localization, Ashok et al. [3] have shown how relationship graphs can be used to retrieve source files and prior bugs in response to what they refer to as "fat queries" that consist of structured and unstructured data. Another IR based contribution, also aimed at the retrieval of software artifacts, is by Rao and Kak [4] . They have explored several generic and composite retrieval models for bug localization.
To remind the reader, in IR based bug localization, a query describing some defective behavior of the software is run against the code base in order to rank the software artifacts in the code base with the hope that the highly ranked retrieved artifacts will be those that are likely to have caused the defective behavior. In an IR based retrieval framework that leverages the prior evolutionary information concerning the development of the software, Kagdi et al. [5] have demonstrated how change impact analysis can be carried out by exploiting the conceptual and evolutionary couplings that exist between the different software entities. Along similar lines, Nguyen et al. [6] have proposed BugScout, an automated approach based on Latent Dirichlet Allocation to narrow down the search space while taking into account the defect proneness of the source files. Although much progress has been made through these and other similar contributions, a thorough and theoretically sound investigation of using version histories for the retrieval of defective software components is still missing. In this paper, we present a framework for the estimation of a prior probability distribution for the defect proneness of the files in a given version of a software project. Our work leverages the development history of the files while incorporating a temporal decay factor in order to place greater weight on recent maintenance efforts. We demonstrate that IR based bug localization accuracy can be significantly improved when such models for the priors are employed in retrieval.
In support of the predictive power of version and modification histories stored in software repositories, studies such as those reported in [7] , [8] , [9] , [10] have demonstrated that the version histories store a wealth of information that could potentially be used to predict the future defect likelihoods of the software entities such as files, classes, methods, and so on. Along the same lines, Zimmermann et al. [11] have shown that prior modification history of software components can be used to guide engineers in future development tasks. Motivated by these and similar other studies, our goal here is to mine the defect and file modification related knowledge that is always buried in the software repositories and to incorporate this knowledge in well-principled retrieval models for fast and accurate bug localization in large software projects.
With regard to using version histories for bug localization, the work by Hassan and his collaborators has demonstrated that defects are mainly associated with high software modification complexity [9] . Many modifications committed by several programmers during a short period of time is a strong predictor for future defects [10] . Besides complex prior modification history, the defect histories of the files in a software project is also a good predictor of future defects. A buggy file in the early stages of the project development is likely to produce defects throughout the life cycle of a project unless the project undergoes a fundamental design change [12] , [13] .
We must mention that there is a rich history of prior work on bug localization through an analysis of either the dynamic or the static properties of software [14] , [15] . While dynamic approaches rely on passing and failing executions of a set of test cases to locate the parts of the program causing the bug, static approaches do not require execution of the program and aim at leveraging the static properties or interdependencies to locate bugs. The main deficiency of the dynamic approaches is that designing an exhaustive set of test cases that could effectively be used to reveal defective behaviors is very difficult and expensive. Static properties of a software project as derived from, say, call graphs, on the other hand, tend to be language specific. The static and dynamic approaches also are not able to take into account non-executable files, such as configuration and documentation files, that can also be a source of bugs in modern software.
In comparison with the dynamic and static approaches of the sort mentioned above, the IR based approaches to bug localization may be found preferable in certain software development contexts because they can be used in interactive modes for the refinement of the retrieved results. That is, if a developer is not satisfied with what is retrieved with a current query (because, say, the retrieved set is much too large to be of much use), the developer has the option of reformulating his/her query in order to make the next retrieval more focused. The set of artifacts retrieved in response to the current query can often give clues as to how to reformulate one's query for better results the next time. Being able to query the source code flexibly in this manner can only be expected to increase programmers' understanding and knowledge on the software, which, we believe, is the key to efficient bug localization. This paper is organized as follows. Section II presents our framework for estimating the prior defect and modification probabilities of the files in a given version of a project. Section III explains how these prior probabilities can be incorporated into the state of the art retrieval models to improve the bug localization accuracies. Section IV presents the experimental evaluation of our approach and Section VI concludes the paper.
II. ESTIMATING DEFECT & MODIFICATION BASED PRIOR PROBABILITIES
After a software product has entered the market place, any further evolution of the software typically takes place in small steps in response to change requests such as those for adding a new feature, modifying an existing feature, bug fixing, and so on. At each step, new files may be added to the code base of the project, or existing files may be removed or altered to implement the requested change. Software Configuration Management (SCM) tools such as SVN create a new revision of the project by incrementally storing these change-sets with every commit operation.
The modifications made to a specific set of files in response to a change request suggest strong empirical dependencies among the changed files that may not be captured otherwise via dynamic or static properties of the software such as call graphs, APIs or execution traces created by running a set of test cases.
Naturally, not all change-sets imply strong interdependencies among the involved files. For example, the change-sets for what are usually referred to as General Maintenance (GM) tasks tend to be very large. As a case in point, a change-set for removing unnecessary import statements from all Java files in a code base [16] does not carry much useful information with regard to any co-modification dependencies between the files. We do not use such changesets in our models. We regard all non-GM change-sets accumulated during the life cycle of a software project as Feature Implementation (FI) change-sets. We consider an FI change-set to be of type BF (Bug Fixing) if it is specifically committed to implement a bug fix. The common approach to determining whether a change-set is BF is to lexically analyze the commit message associated with it [17] . Those commit messages include key phrases such as "fix for bug" or "fixed bug" etc.
Over the years, researchers have proposed several process and product related metrics to predict the defect potential of software components in order to help the software managers make smarter decisions as to where to focus their resources. Several studies have shown that bug prediction approaches based on process metrics outperform the approaches that use product metrics [7] , [8] , [9] . Along the same lines, in our work we use FI and BF change-sets to compute the modification and the defect probabilities respectively.
We denote the k th change-set of a software project by r k ; this represents the set of the modified files in response to the k th change request for k = 1 · · · K during software development or maintenance. After the k th commit, with some files having being altered, a new collection of files C k is created. If C k exhibits defective behavior, the defect and the modification probabilities of the files in C k can be modeled by a multinomial distribution 1 where P (f |C k ) represents the probability of a file f to be responsible for the defective behavior reported. Obviously, f ∈C k P (f |C k ) = 1. We assume that this probability associated with a file is independent of the rest of the files in the collection. We refer to this as the "bag of files" assumption.
In the rest of this section, we first propose two base models that determine from the version histories the prior defect and modification probabilities associated with the files in a software project. We have named them Modification History based Prior (MHbP) and Defect History based Prior (DHbP). Then we extend these models by incorpo- The collection of the software files after the k th commit R k
The set of change-sets up to and including the k th change-set β 1 The decay parameter for modification probabilities β 2 The decay parameter for defect probabilities rating in them a time decay factor. We add the suffix 'd' to the acronyms of the base models to indicate the decaybased versions of the two models by MHbPd and DHbPd respectively. Table I summarizes the notation used in these models.
A. The MHbP Model
Several authors have established that the modification history of a file is a good predictor of its fault potential. Hassan used the code change complexity to estimate the defect potential of the files on the basis of the rationale that as the number of modifications to the files increases, the defect potential of the files must also increase [9] . Nagappan et al. [10] showed that the change bursts during certain periods of software development are good indicators of future defects. The main intuition behind their approach is that implementing many changes in a short period of time complicates the development process, leading to defects.
With the MHbP model, we translate the frequencies with which the files are mentioned in the change records into file modification probabilities. Using Maximum Likelihood (ML) estimation, the modification probability of a file f in a given collection C k can be expressed as
where
In the formulation, R k represents the set of change-sets from the beginning of the development to the k th changeset. Obviously R K = F I ∪ GM . The model assigns bigger probability mass to the files modified more frequently with
B. The DHbP Model
Bug fixing change-sets mark the defect producing files during the life cycle of a project. The files mentioned in these change-sets are highly likely to produce bugs in the future as the buggy files tend to remain buggy [12] , [13] .
Similar to the MHbP model, we estimate the defect probability of a file by
is an indicator variable that becomes one if r i implements a bug fix that results in a modification in f . This probability gives the ML estimate for the defect probabilities of the files.
C. Modeling the Priors with Temporal Decay
MHbPd: After a change request is implemented, it takes time for the files to stabilize and become bug-free. Indeed, implementing certain change requests may even take more than one commit operation perhaps from several developers [18] . However after the files have been stabilized, we expect a decrease in the modification probabilities. Therefore, even if a file had been modified frequently during a certain period of time in the past, if it has not been modified recently, the modification probability should decrease [8] . We incorporate a time decay factor into the formulation of the modification probabilities to take that facet of software development into account as follows:
where t i represents the time at which the i th change-set was committed. This type of decay models has been used commonly in the past [12] , [9] , [8] . The parameter β 1 governs the amount of decay and it is related to the expected time for the files to stabilize with the implementation of a change request. As β 1 decreases, the amount of decay increases and therefore the expected stabilization time decreases.
DHbPd: Similar to the MHbPd model, recency of the bugs is an important factor in estimating the defect probabilities. We incorporate a time decay factor into the defect probabilities to emphasize the recent bug fixes in the estimation of prior defect probabilities as follows:
III. DOCUMENT RETRIEVAL MODELS
Our main goal is to score the files in the code base of a software project in order to rank them according to their relevance to a given bug. The models we have presented in the previous section estimates the prior probability of a file to be defective. Now we want to incorporate that prior probability into the bug localization process for an increased accuracy. Although in different contexts, incorporating query independent prior knowledge into IR systems has been extensively studied in the literature [19] .
A. Document Priors
In the context of using document priors in a probabilistic retrieval framework, the Language Modeling (LM) framework of Ponte and Croft [20] and the Divergence From Randomness (DFR) framework of Amati and Risjbergen [21] are the two main approaches to text retrieval that have been shown to produce strong empirical results. While LM presents a probabilistic approach in the Bayesian framework, DFR is an information theoretic approach that evaluates the appropriateness of a document to a query on the basis of the divergence of document feature probabilities from pure non-discriminative random distributions.
In the Bayesian framework, given the description of a bug B as a query, we compute the posterior probability of a file f to pertain to the defective behavior by
Since we are only interested in ranking the files and the denominator in Eq. 7 does not depend on the files, it can be ignored. Taking the logarithm for computational convenience, we compute the final score of a file being relevant to a given bug with the prior belief by
In the DFR framework, the final score of a file in response to a query is altered to take the prior belief into account as follows [22] :
In the previous section, we presented the estimation of P (f |R k , C k ). In the following two subsections, we explain the estimation of P (B|f, C k ) in LM and the estimation of s DF R (f |B, C k ) in the DFR framework.
B. Language Modeling
The language modeling approach uses the notion of query likelihood which ranks the documents in a collection according to the likelihood of relevance to the query. Given a bug B as a query, in order to compute the posterior defect probability of a file f , we need to compute P (B|f ).
The terms in the query, as well as in the documents, are regarded as occurring independently of one another (this being the bag of words assumption), therefore we can write
where P (w|f ) is the likelihood of a bug term w in f and it is computed with ML estimation. Given a term w from the vocabulary V of the collection C, the ML estimate we seek is given by P M L (w|f ) = tf (w, f )/ w ∈f tf (w , f ) where tf (w, f ) is the term frequency of w in f ∈ C. Scoring the set of files in this way is problematic as all the query terms may not be present in a given document, leading to zero probabilities. To overcome this problem, several smoothing techniques have been proposed over the years [20] . Using the collection model for smoothing, Hiemstra Language Model (HLM) [20] computes the file likelihood of a term as follows:
where P M L (w|C) is the collection likelihood of the term and it is given by P (w|C) = tf (w, C)/ w ∈V tf (w , C) where tf (w, C) represents the term frequency of w in the collection. The parameter λ is called the mixture variable and governs the amount of smoothing.
Another powerful smoothing approach is the Bayesian Smoothing with Dirichlet Priors [20] . If the Dirichlet parameters are chosen as µP (w|C) for each term w ∈ V then the file likelihood of a term is given by
where µ is the smoothing parameter. We denote this model by DLM (Dirichlet Language Model).
C. Divergence from Randomness
That brings us to the second major approach to document retrieval in probabilistic frameworks: the Divergence from Randomness (DFR) based approach. As mentioned earlier, DFR is an information theoretic approach that evaluates the appropriateness of a document to a query on the divergence of document feature probabilities from pure nondiscriminative random distributions. The core idea in DFR is that the terms that do not help discriminate the documents in a collection are distributed randomly while the discriminative terms tend to appear densely only in a small set of elite 2 documents. These content bearing terms or the specialty terms should not follow a random distribution and the amount of divergence from randomness determines the discriminatory power of the term for retrieval. The higher the divergence, the higher the importance of the term in the retrieval. The DFR framework allows us to avoid parameter tuning to a great extent since the models are non-parametric.
In this framework, the score of a document with respect to a single query term is given by the product of two information content:
(13) P rob 1 is the probability of having tf occurrences of the term in the document by pure chance and as this probability decreases, the information content −log 2 P rob 1 of the document vis-a-vis the term increases.
(1 − P rob 2 ), on the other hand, is related to the risk of choosing the query term as a discriminative term and works as a normalization factor. Using different probability distributions in these two information contents results in different retrieval models. Similar to the LM, the models we present from DFR also use the bag of words assumption. Therefore the score of a document with respect to a query is given by
Tf-Idf 3 Models for P rob 1 : Assuming that the terms are being distributed in the documents randomly, having tf occurrences of a term in a document by pure chance is given by P rob 1 = p tf where p is the probability of a term to appear in any document. In order to compute the posterior distribution for p, usually a beta prior with parameters α 1 = −0.5 and α 2 = −0.5 is assumed. The evidence in computing p is given by the probability of the term to land in E elite documents out of N documents in a collection, which can be modeled by a binomial distribution
. In this case, the posterior will also be in the form of the beta distribution and the expected value of p is given by (E+0.5)/(N +1). Therefore,
This information content is denoted by "In" (Inverse document frequency).
Using the expected number of elite documents E e instead of E in the formula above results in a separate model "InExp" where E e = N · P (tf = 0). If the probability of a term appearing in a document out of N documents is given by 1/N , then P (tf = 0) = 1 − (
where T F is the total number of occurrences of the term in the collection.
Normalizing Information Content (P rob 2 ): P rob 1 by itself is not sufficient to accurately discriminate specialty terms since the terms with high frequencies will always produce small P rob 1 and thus become dominating during retrieval. To normalize the information content, two main methods have been proposed [21] . Normalization L estimates the probability of having one more token of the same term in the document by P rob 2 = tf /(tf + 1). Normalization B, on the other hand, assumes a new token of the same term added to the collection which already has T F tokens of the term. With this new token, the probability of having tf + 1 occurrences of the term in a document can be estimated by the binomial probability 3 Tf-Idf stands for Term Frequency -Inverse Document Frequency 4 L stands for Laplace as this probability is given by so-called Laplace's law of succession Binom(E, T F + 1, tf + 1) =
where p = 1/E and q = 1 − p. Then the incremental rate between Binom(E, T F, tf ) and Binom(E, T F + 1, tf + 1) gives the normalization factor:
Document Length Normalization: Document length is another important factor in retrieval. It has been shown that the relevancy of a document to a query is dependent on the document length [20] .
Normalization 2 as proposed in [21] uses the assumption that the term frequency density in a document is a decreasing function of the document length. If the effective document length is chosen as the average document length in the collection, then the normalized term frequency is given by
where l is the length of the document and avg l is the average document length in the collection. Instead of the regular tf , tf n is used in the computation of P rob 1 and P rob 2 . TF-IDF Retrieval Models: Another set of widely used retrieval algorithms are grouped under the TF-IDF scheme [20] . We present this approach in the DFR framework as the structures of the scoring functions are the same. In this class of retrieval models, the score of a document with respect to a single query term is given by the multiplication of the term frequency with the inverse document frequency. One algorithm that produced strong empirical results in our experiments uses Robertson's tf which is given by
and Spark Jones' Idf which is given by log 2 (
N E+1
). The parameters a 1 and a 2 in Robertson's tf provide non-linearity to the term frequencies for scoring the documents. Table II summarizes the models explained in this section.
IV. EXPERIMENTAL EVALUATION
In order to evaluate the proposed algorithms, we need to have the complete repository of a software project with a set of documented bug descriptions Q. Unfortunately, software repositories and bug tracking databases are usually maintained separately [18] . Therefore, in general, we may not know the actual change-sets in the repository that are committed for implementing the fixes for bugs. One approach that has been used to get around this limitation is to look for pointers in the commit messages to the bug tracking database. The iBugs dataset created by Dallmeier and Zimmerman [23] uses this approach and it is therefore an appropriate testbed for our experiments.
A. Data Preparation for Bug Localization
We have evaluated the bug localization performance of our approach on AspectJ, an aspect-oriented extension to the Java programming language. The iBugs dataset for AspectJ contains a set of reported bugs, the collection of the files before and after a fix was implemented for each bug, and the files modified to implement the fix. We have used the pre-fix versions of the project as the corpora for our retrieval experiments.
Besides the iBugs dataset, we obtained the complete CVS repository of the AspectJ project which is publicly available 5 . Unfortunately, CVS repositories do not record the change-sets. In line with the approach presented in [24] , we reconstruct the change-sets by grouping the files that are committed by the same author with the same commit message using a time fuzziness of 300 seconds. Table III gives various properties of the AspectJ project.
1) Indexing the Source Code: Since the code base of a software project keeps changing during development, in general, there can be significant differences in the underlying code base for any two bugs. In order to keep track of the changes in the code base, we create a distinct index for each collection that a bug B ∈ Q was reported on. For indexing the source code and performing retrieval, we extended Terrier 6 , a flexible open source platform developed in Java [22] .
Modern software projects tend to include a substantial number of non-executable files such as configuration files, documentation files, help files, and so on. Therefore finding only the executable files may not constitute a complete answer to the bug localization problem. XML files, for example, are used heavily in project configuration and it may be necessary to make modifications to these files to fix certain bugs. For obvious reasons, we regard the files with the extensions ".java" and ".aj" as executable. The rest of the files in the code base that may also cause defective behavior are regarded as non-executable. Figure 1 depicts the evolving size of the AspectJ project during the bug reporting period. On average, the non-executable files constitute 13.58% of the source code. It is important to note these different types of files have different characteristics. So, as described below, they are subject to slightly different tokenization procedures.
Treating each source-code file as a bag of words, we first use an initial stop list to remove the programming language specific tokens such as "public," "private," "transient" etc. from the executable files. Then we split the compound terms that use camel-case and punctuation characters. After these steps, we apply an English stop list to remove the noise terms such as "a," "an," "the" and so on, and apply Porter's Stemming algorithm to reduce the terms to their root forms [25] . All the terms obtained through this process are then lowercased and incorporated in the index. The nonexecutable files, also considered to be a bag of words, are not subject to the programming-language-specific stop list. However, we split the compound tokens in such files also.
2) Preprocessing Bug Reports: Typically, a bug report is written in ordinary English and it may include tokens from the code base. For example, a bug report may include the trace of an exception caused to be thrown by the bug, or it may include method names that are possibly related to the defective behavior.
We apply the same preprocessing steps to the bug reports as we did for the non-executables in the code base. That is, we carry out compound-term splitting and use stopping and stemming rules to prune the reports. We also drop those bug reports that have no associated files in the code base. After this preprocessing, we ended up with 291 bug reports and 1124 files associated with them, implying 3.86 files per bug on average. Figure 2 illustrates the bug localization process.
B. Retrieval Results
The accuracy of search engines is commonly measured by precision and recall metrics [20] . Let's say we have a query for which there exist four relevant files in the collection that we want the search engine to retrieve. If three of the top t = 10 retrieved files in the ranked list are relevant then the precision would be calculated as 3/10 and the recall as 3/4. A high precision indicates that a large fraction of the retrieved set is relevant. Recall, on the other hand, measures the completeness of the results. We have tabulated the retrieval performance using mean precision at rank t (P @t), mean recall at rank t (R@t) and Mean Average Precision (MAP) metrics. The average precision (AveP) for a query B ∈ Q is given by
where I(t) is a binary function whose value is 1 when the file at rank t is a relevant file, and 0 otherwise. rel B is the total number of relevant files in the collection for B. MAP is computed by taking the mean of the average precisions for all the queries. The parameters λ for HLM and µ for DLM need to be tuned according to the characteristic of the underlying collection. Figure 3 and Figure 4 plot the retrieval accuracies in terms of MAP for various values of these parameters. For retrievals with HLM, we obtained the highest baseline accuracy with λ = 0.8 which assigns a higher weight to the file likelihoods as compared to the collection likelihoods of the query terms. On the other hand, the optimum value of µ for DLM is 2400, although the accuracies are not very 
H1
Using the prior modification probabilities of the files (MHbP) in a software project enhances the bug localization accuracy.
H2
Using the prior defect probabilities of the files (DHbP) in a software project enhances the bug localization accuracy.
H1a
MHbPd outperforms MHbP when they are employed in IR based bug localization.
H2a
DHbPd outperforms DHbP when they are employed in IR based bug localization.
H3
Prior defect history is superior to prior modification history when they are employed in IR based bug localization.
sensitive to the variations in the [2000 − 4000] interval. The constants a 1 and a 2 in the Tf-Idf model are set to 1.2 and 1.0 respectively. In all of the experiments with DLM, HLM and Tf-Idf, we used these fixed values for the parameters to solely compare the improvements with the proposed defect and modification based models for the priors. 1) Comparison of the Retrieval Models: Table IV presents the baseline retrieval performance across the models without incorporating the defect or the modification probabilities. That is, we assume a uniform prior for the results in Table IV . While DLM performs the best amongst the models, HLM performs the worst. The models InB2, InExpB2 and InL2 from the DFR framework do not require parameter tuning while performing as well as and sometimes better than the models in LM.
Table V presents the hypotheses we have formulated to investigate as to what extent using the defect and modification priors influences the retrieval of the files likely to be defective. The retrieval performance results themselves are presented in Tables VI and VII. We use pairwise student's t-test for significance testing. The columns p-H1, p-H1a, p-H2 and p-H2a in the tables give the computed p-value of the pairwise significance tests for the corresponding hypotheses. The highest score in each column is given in bold. We also report the improvement percentages for MAP and P@1 compared to the baseline results. Highest improvement in each column is designated by the '*' character.
All of the improvements in the retrieval results are statistically significant at a significance level of 1% i.e. α = 0.01, therefore the null hypotheses for H1, H1a, H2 and H2a are rejected. As can be seen in Tables VI and VII, using the defect or the modification priors estimated from the version histories improves the bug localization accuracies signifi- 2) MHbP vs. DHbP: Intuitively, we expect the BF change-sets to be more descriptive in terms of the defect potential for the files. Indeed, comparing the models using the prior defect history with the models using the prior modification history, we observe that DHbP consistently outperforms MHbP at a significance level of 1% i.e. α = 0.01 for all the models except DLM for which the p-value is 0.026, indicating a significance level of 5%. From these results, we conclude that using the defect histories of the files results in superior bug localization in comparison to the modification histories. Therefore, the null hypothesis for H3 is rejected.
3) Discussion: It is reasonable to assume that the effects of modification and bug-occurrence events associated with a file should decay with time. Obviously, as developers fix the faulty parts of a software project in response to the reported bugs, some files may have caused the bugs to occur on just a one-off basis, while others may require repeated fixes for the same set of bugs. So, one could argue that the weight given to a file in relation to a given bug with just a oneoff occurrence of the bug that was fixed a long time ago should be low and this weight should become even lower with the passage of time. On the other hand, a file requiring repeated fixes for a bug should get a higher weight as being a likely source of the same bug again and this weight should diminish only slowly with time.
As explained in Section II-C, we incorporate time decay through the parameters β 1 and β 2 . Figure 5 and Figure 6 plot the retrieval accuracies for several different values of these parameters. Retrieval with the Tf-Idf model performed the best with β 1 = 1.0 and β 2 = 5.0. What is interesting is that the optimum value for the decay parameter β 1 is always less than the optimum value for β 2 that resulted in the highest MAP for the analyzed models as can be seen in Figure 5 and Figure 6 . These results suggest that the expected stabilization time of the BF change-sets tends to be longer than that of the non-BF change-sets, i.e. the bug fixes take longer to be finally resolved.
4) Completeness of Retrievals: Table VIII presents the recall values at several cut-off points in the ranked list with the proposed models for the priors. The row "Baseline" presents the recall results with a uniform prior. Since the size of the source code is not the same for each bug, we use the average size of the source code to designate the percentage of the code at the reported ranks in parentheses. Here, we only report the results for the InL2 model because of space limitations. By analyzing 1% of the code on the average, 60.25% of the buggy files were localized with the InL2 model incorporating DHbPd.
C. Comparison with Relevant Work
Using the iBugs dataset, Dallmeier and Zimmerman [23] experimented with FindBugs [15] , a static bug pattern detection tool, and Ample [14] , a dynamic bug localization tool. These experiments allow us to indirectly compare our results with those obtained through static and dynamic analysis. Their evaluation shows that FindBugs was not able to locate any of the 369 bugs in the iBugs dataset. On the other hand, the experiments with Ample in [14] are restricted to the 44 bugs that require a single class to be fixed and that have at least one failing test. Ample locates 40% of those bugs by searching at most 10% of the executed classes. For comparison with our work, notice that P@1 for the Tf-Idf model incorporating DHbPd is 0.2646, which indicates that, for 77 of the 291 bugs, the first file in the retrieved list is actually a relevant file. These results clearly show that our approach works extremely well for a larger set of bugs.
Another relevant bug localization tool is BugScout by Nguyen et al. [6] . Their experiments on AspectJ are restricted to a single collection of 978 files and 271 bug reports. The accuracy of BugScout is reported in terms of hitrate. If BugScout correctly retrieves at least one relevant file for a bug in a ranked list of a certain size, it is considered to be a hit. The hitrate for a project is given by the ratio of the total number of hits to the total number of bugs.
BugScout's hitrate for AspectJ with a ranked list of 10 files is reported as 35%. For a comparison with our work, note that the hitrate with a ranked list of 10 files for the InL2 model incorporating DHbPd is 63.5%, indicating more than 80% improvement. Additionally, P@10 for InL2 incorporating DHbPd in our experiments is 0.1065. This result indicates that, on the average, the developer is guaranteed to locate a relevant file with our approach if s/he is willing to examine the top 10 files.
V. THREATS TO VALIDITY Although our retrieval framework offers a lightweight and highly scalable solution to IR based bug localization, we must mention the following limitations. (1) The accuracy of the proposed approaches relies heavily on the quality of the bug reports. The software development background of the person filing a bug report obviously has a great deal to do with the quality of the report. (2) The language modeling approaches and the time decay models require the tuning of the parameters involved. Depending on the nature of a dataset, the optimum values for these parameters may vary significantly from project to project. (3) We have evaluated the performance of the proposed approaches on only the AspectJ project. Although this project is commonly used in bug localization studies, the accuracy of the retrievals on other projects is open to debate.
VI. CONCLUSION & FUTURE WORK
We presented a theoretically well-principled approach for incorporating version histories of software files in an IR based framework for bug localization. Our approach used the information stored in software versioning tools regarding the frequency with which a file is associated with defects and its modifications in order to construct estimates for the prior probability of any given file to be the source of a bug. Incorporating these priors in an IR based retrieval framework, as we have done, significantly improves the retrieval performance for bug localization. What is even more remarkable is that when we associate a time decay factor with the priors, the improvement in bug localization goes up even more dramatically. For the retrieval itself, our work used two different algorithms, one based on Bayesian reasoning and other on the Divergence from Randomness principle.
Regarding future extensions of our work, the following two come to mind immediately: (1) Validating our bug localization approach with other software repositories; and (2) Using our formalism for feature and concept localization in software repositories.
