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Advances in materials, actuators, and control architectures have enabled new design 
paradigms for unmanned aerial vehicles based on biological inspiration.   Indeed, there 
has been a recent drive to design aircraft features and behaviors based on those of 
birds, insects, and flying mammals.  This dissertation focuses on one such bio-inspired 
maneuver, perching, which can be described as a low-thrust, aerodynamically 
controlled, planted landing.  While planted landings are possible in helicopters and 
jump jets, it has yet to be achieved on a low-thrust, high-efficiency platform such as a 
long loiter reconnaissance aircraft.  It is proposed that in-flight shape reconfiguration 
can enable this class of aircraft to execute this maneuver without sacrificing its cruise 
performance. 
 
This dissertation discusses the perching problem at various levels, from the 
aerodynamics of the wing to the complete trajectory of the maneuver.  A lifting-line 
technique, a variant of Weissinger’s classical method, is developed to analyze the 
aerodynamics of morphing wings in the attached flow regime.  This tool is used both 
to study the effects of morphing on a wing’s loading and to populate a database of 
aerodynamic coefficients for simulating the perching aircraft.  Thusly, the aircraft is 
simulated in the longitudinal plane and compared to a similar fixed-configuration 
aircraft.  Trim and stability analyses are performed on each aircraft in order to clarify 
 the effects of morphing on the aircraft’s longitudinal dynamics.  Finally, viable 
perching trajectories, which bring the aircraft from a cruise configuration to a planted 
landing, are developed and optimized in terms of their spatial requirements.  Three 
classes of aircraft are simulated in this optimization study: point-mass, fixed-
configuration (i.e. conventional), and morphing aircraft.  Comparisons of these classes 
show that fixed-configuration aircraft are limited by their pitch maneuverability, 
whereas morphing can alleviate these limitations by increasing the available pitch 
authority.  It is concluded that morphing increases pitch controllability during the 
maneuver while simultaneously decreasing the spatial requirements of the perching 
maneuver. 
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CHAPTER 1 
AERODYNAMIC MODELING OF MORPHING WINGS USING AN EXTENDED 
LIFTING-LINE ANALYSIS1 
 
1. Abstract 
 
This chapter presents an extension of Weissinger’s method and its use in analyzing 
morphing wings.  This method is shown to be ideal for preliminary analyses of these 
wings due to its speed and adaptability to many disparate wing geometries.  It extends 
Prandtl’s lifting-line theory to planform wings of arbitrary curvature and chord 
distribution and non-ideal airfoil cross sections.  The problem formulation described 
herein leads to an integrodifferential equation for the unknown circulation distribution.  
It is solved using Gaussian quadrature and a sine-series representation of this 
distribution.  In this chapter, this technique is used to analyze the aerodynamics of a 
morphable gull-like wing.  Specifically, this wing’s ability to manipulate lift-to-drag 
efficiency and center of pressure location is discussed. 
 
2. Introduction 
 
Throughout the history of aviation, very little of man’s inspiration for flight has 
manifested itself in aircraft designs.  Indeed, manmade flight bears little resemblance 
to avian morphologies, which are backed by millions of years of evolution. Birds 
morph their wings and tail in complex, fluid ways, in contrast to the limited range of 
motion of an aircraft’s control surfaces.  Most aircraft deploy flaps and slats during 
takeoff and landing in order to increase lift at slower speeds.  This is an example of a 
                                                 
1
 From Wickenheiser, A. and Garcia, E., “Aerodynamic Modeling of Morphing Wings Using an 
Extended Lifting-Line Analysis”; reprinted by permission of the American Institute of Aeronautics 
and Astronautics, Inc. 
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configuration change that occurs continuously during avian flight.  A bird’s 
morphology allows it to constantly change its wing and tail shapes to suit flight at a 
wide range of speeds. 
 
Recently, research and development have begun on a new concept that challenges 
current designs: morphing aircraft [1].  A morphing aircraft is an aircraft capable of 
controlled, gross shape changes in-flight, with the purpose of increasing efficiency, 
versatility, and/or mission performance.  While traditional aircraft are designed as 
compromises of various performance needs, a single morphing aircraft can excel at 
numerous tasks [2,3].  The same airframe can morph from a highly efficient glider to a 
fast, high maneuverability vehicle.  While a traditional wing is designed for high 
efficiency over a small range of flight conditions, a morphing wing can adapt to 
grossly different altitudes and flight speeds.  Morphing technologies enable new flight 
capabilities, such as perching, urban navigation, and indoor flight.  These capabilities 
have heretofore been unrealizable due to technological limitations.  Modern 
development of smart structures, adaptive materials, and distributed and adaptive 
control theory has opened the door to a host of new aircraft designs and flight 
capabilities [4]. 
 
These new capabilities are realized by the careful manipulation of aerodynamic forces 
and moments.  For example, a long endurance aircraft benefits from a high lift-to-drag 
ratio, while a highly maneuverable aircraft needs high lift and low (or negative) 
stability margins.  Highly efficient cruise can be accomplished by morphing the wing 
cross sections to maintain high lift-to-drag ratios at various flight speeds and altitudes.  
New capabilities, such as perching, can be achieved by controlling the degree of 
separated flow over the aircraft’s lifting surfaces [5].  Many of these capabilities 
3 
require levels of actuation far exceeding the bounds of conventional aircraft control 
surfaces. 
 
Unlike most traditional aircraft, morphing aircraft concepts require an aerodynamic 
analysis for both varying flight conditions and grossly varying geometric 
configurations.  This requirement demands a preliminary analysis methodology that is 
fast, accurate, and reconfigurable, without having to rebuild the mesh of the aircraft or 
flow field, for example.  Consequently, a lifting-line approach is chosen over a 
computational fluid dynamics (CFD) approach as the aerodynamic modeling method.  
This method effectively breaks the 3-D wing into a series of 2-D airfoils joined by 
their quarter-chord curve, as depicted in Figure 1.1. 
 
 
Figure 1.1: Lifting line theory effectively decouples the 3-D panel problem into a 
series of 2-D airfoils 
 
The analytic nature of this method allows the wing geometries to be programmed as 
functions into generic software environments such as Matlab or C.  Consequently, 
changing geometry parameters, such as the wing curvature parameter presented below, 
may be placed in a software loop in order to automatically generate many wing 
geometry variations. 
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Weissinger’s method for straight, swept wings is the basis of the present lifting-line 
theory [6].  His method relates the downwash air velocity at any given span station on 
the wing to the sum of the downwash contributions of the vortex line attached to the 
quarter-chord line of the wing and the semi-infinite vortex sheet trailing behind it.  
This method does not consider the geometry of the wing cross sections or the non-
planarity of the wake.  An effort is made, as explained below, to account for the 
former by introducing real airfoil data for each of the span stations.  Although full 3-D 
analysis tools such as panel methods and CFD software do not require a separate 
database of airfoil data in this event, computationally it is more efficient to have these 
data tabulated beforehand.  The method presented below only has to reference these 
data instead of needing to re-compute them in its algorithm.  This method has been 
extended to curved wings of a specific (polynomial) form by Prössdorf and Tordella 
[7] for stationary wings and by Chiocchia, et al. [8] for wings in oscillatory motion. 
The problem formulation leads to an integrodifferential equation as shown in the next 
section.  This equation is solved assuming a sine series representation of the 
circulation, which conforms to the boundary conditions of no circulation at the 
wingtips.  Gaussian quadrature and the trapezoidal rule are then used to compute the 
integrals.  This technique results in a relatively high 1/M2 error, where M is the 
number of function evaluations; however, this number may be increased 
independently from the number of span stations m used in the aerodynamic 
calculations, as shown below.  Prössdorf shows that error in the calculated circulation 
distribution decreases exponentially with m, assuming that the quarter-chord curve can 
be bounded by a polynomial [7]. 
 
This analysis is shown to be effective in computing the lift and drag distributions over 
a variety of wing geometries.  Although this method assumes no separation effects, it 
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is valid in the Reynolds number regime of medium-scale UAVs and larger aircraft at 
moderate angles of attack, where viscous effects are minimal.  This method’s speed 
and reconfigurability make it ideal for the preliminary analysis of morphing wings 
with a large number of varying geometrical parameters.  This method is also useful in 
the construction of an aerodynamic lookup table for use in an aircraft simulation, for 
example. 
 
3. Problem Formulation 
 
A model of the wing geometry and the flow field is developed in order to formulate 
the circulation distribution along the span.  The circulation is found by examining the 
downwash velocity distribution in the wake of the lifting surface.  First, a Cartesian 
coordinate system is established such that the positive x-direction points downstream, 
parallel to the free-stream velocity U∞, and the positive y-direction points towards the 
right wingtip.  (Thus, by the right-hand rule, the positive z-direction points outward 
from the page.)  The quarter chord of the wing is represented by a continuous, 
piecewise differentiable function that extends from 0yy −=  to 0yy = , not necessarily 
symmetric about the x-axis but contained entirely in the xy-plane.  The chord and twist 
distributions are given as piecewise continuous functions of the spanwise coordinate.  
The model of the flow field consists of a bound or lifting vortex at the quarter chord 
curve of the wing and a trailing vortex sheet that extends to infinity downstream.  The 
downwash at each point in the flow field is therefore the sum of the velocities induced 
by the lifting vortex and the distributed vortex sheet.  These two contributions are 
shown in Figure 1.2, where the geometry is defined in a similar manner to Prössdorf 
[7] and DeYoung [9].  Since the flow field is modeled as a superposition of potential 
flows, this method only applies when viscous effects are not significant. 
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(a)             (b) 
 
Figure 1.2: Schematic of the downwash contribution by a segment ds of the lifting 
vortex (a).  Schematic of the downwash contribution by a vortex filament dΓ of the 
trailing vortex system (b). 
 
The contributions of the lifting and trailing vortices to the downwash velocity w can 
be calculated by the Biot-Savart Law: 
 ds∫
×
= 34
1
r
rΓ
v
pi
, (1) 
which gives the fluid velocity at any point displaced from a vortex element of strength 
Γ.  Using this law, the downwash caused by segment ds of the lifting vortex is given 
by 
 ( ) 34, r
hdsyxdw
pi
Γ
= . (2) 
where the geometry is defined in Figure 1.2(a).  In terms of the points ( )yx,  in the 
plane of the wing and ( )yx,  along the quarter-chord curve, Eq. (2) becomes 
 
( ) ( ) ( ) ( )( )[ ]
( )( ) ( )[ ] 23224, yyyxx
ydyyyxyxxyyxdw
−+−
−
′+−Γ=
pi
, (3) 
where 
θ 
  
d  
dΓ 
y  
x  
c/4 curve 
),( yx   
),( yx   
c/4 curve 
),( yx  
h  
y  
x  
r  
ds 
),( yx   
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 ( ) ( )
yydy
yxdyx
=
=′ . 
The downwash caused by an infinitesimal vortex filament dΓ in the trailing vortex 
sheet is given by 
 ( ) ( )1cos
4
, +
Γ
= θ
pid
dyxdw  (4) 
where the geometry is defined in Figure 1.2(b).  In terms of the points ( )yx,  and 
( )yx, , Eq. (4) becomes 
 ( ) ( )( )
( )
( )( ) ( ) ydyyyxx
yxx
yy
yyxdw








+
−+−
−
−
Γ′
= 1
4
,
22pi
, (5) 
where 
 ( ) ( )
yydy
ydy
=
Γ
=Γ′ .  
Summing Eqs. (3) and (5) and integrating from –y0 to y0 gives the total downwash at 
the point ( )yx,  in the flow field: 
 
( ) ( )
( ) ( )
( )( ) ( )
( ) ( ) ( )( )
( )( ) ( )[ ]∫
∫
∫
−
−
−
−+−
−′+−Γ+
−+−
−
−
Γ′
+
−
Γ′
=
0
0
0
0
0
0
2
322
22
4
1
4
1
4
1
,
y
y
y
y
y
y
yd
yyyxx
yyyxyxxy
yd
yyyxx
yxx
yy
y
yd
yy
yyxw
pi
pi
pi
 (6) 
The first two integrals in Eq. (6) have singularities at yy = ; however, only the second 
integral diverges near the singularity.  (The singularity in the first integral will be 
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addressed below.)  To remove this discontinuity, the first term is added to and 
subtracted from Eq. (6), as recommended by DeYoung [9], resulting in 
 
( ) ( )
( ) ( )
( )( ) ( )
( ) ( ) ( )( )
( )( ) ( )[ ]∫
∫
∫
−
−
−
−+−
−′+−Γ+








−
−+−
−
−
Γ′
+
−
Γ′
=
0
0
0
0
0
0
2
322
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4
1
1
4
1
2
1
,
y
y
y
y
y
y
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yy
y
yd
yy
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pi
pi
pi
 (7) 
which is referred to as the dimensional form of the modified Weissinger’s method.  
According to the Pistolesi-Weissinger condition [6,10], the overall wind velocity 
should be tangent to the plane of the wing at the wing’s ¾-chord line.  In other words, 
along this line the downwash angle is equal to the local airfoil’s angle of attack, which 
is the sum of the wing’s geometrical twist and its overall angle of attack.  Thus, the 
downwash velocity w in Eq. (7) should be evaluated at 
 ( ) ( )
2
ycyxx += , (8) 
which is half a chord length behind the quarter-chord line.  With this substitution, Eq. 
(7) becomes 
 
( ) ( )
( ) ( ) ( ) ( )
( ) ( ) ( )( ) ( )
( ) ( ) ( ) ( ) ( )( )
( ) ( ) ( )( ) ( )[ ]∫
∫
∫
−
−
−
−++−
−
′++−Γ+








−
−++−
+−
−
Γ′
+
−
Γ′
=
0
0
0
0
0
0
2
322
22
2/
2/
4
1
1
2/
2/
4
1
2
1
y
y
y
y
y
y
yd
yyycyxyx
yyyxycyxyxy
yd
yyycyxyx
ycyxyx
yy
y
yd
yy
yyw
pi
pi
pi
, (9) 
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where the downwash is now only a function of the spanwise coordinate.  If the 
geometry for a straight, swept wing is substituted into Eq. (9), then the lifting-line 
formula derived by Weissinger [6] and DeYoung [9] can be recovered. 
 
4. Solution Procedure 
 
Equation (9) gives the downwash caused by the lifting vortex and the trailing vortex 
sheet at the point y along the ¾-chord line; this downwash should be equal to the 
upwash felt by the wing due to its local incidence to the flow.  Therefore, the only 
unknown quantity in Eq. (9) is the circulation distribution Γ(y).  Although Γ(y) has no 
explicit solution, it can be approximated to an arbitrary accuracy by a sine series, as 
first shown by Multhopp [11].  A transformation to trigonometric coordinates will then 
allow the exact integration of the first term in Eq. (9) and a simplification of the other 
two terms.  The trapezoidal method is then used to integrate the second and third 
terms.  As will be shown, the number of terms used in this integration can be made 
independent of the number of terms used in the sine series representation of Γ(y). 
It is now convenient to convert Eq. (9) to non-dimensional form by introducing the 
following dimensionless variables: 
 
0y
y
=η  ,      
0y
y
=η ,     
∞
Γ
=
Uy
G
0
,      
 
c
x
=ξ ,     
∞
=
U
w
α .  (10) 
Here, it is assumed that all downwash angles are small.  In dimensionless form, Eq. (9) 
can now be written as 
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In order to simplify the integrals in Eq. (11) and cast ( )ηG  as a sine series, the 
spanwise coordinates are transformed into angles by the following definitions: 
 
( )ηφ 1cos−≡v  and ( )ηφ 1cos−≡ . (12) 
For simplicity, let 
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After these substitutions, Eq. (11) becomes 
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In order to solve Eq. (14) for the unknown function G(φ), it is assumed that G(φ) can 
be represented as a sine series of m terms.  (Note that this representation meets the 
boundary conditions of no circulation at the wingtips, that is G(0) = G(π) = 0.)  Let 
 ( ) ( )∑
=
=
m
k
k kaG
1
sin φφ , where ( ) ( )∫= pi φφφpi 0 sin
2 dkGak . (15) 
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Multhopp’s formula [11], based on Gaussian quadrature, is used to evaluate the 
integral in Eq. (15).  This method will exactly integrate a sequence of orthogonal 
functions such as the sine series representation of G(φ) if m points are chosen for the 
quadrature.  These points must be located at the roots of the next function in the 
sequence, ( )[ ]pi1sin +m .  Applying this quadrature to Eq. (15) yields 
 ( ) ( )∑
=
+
=
m
n
nnk kG
m
a
1
sin
1
2 φφ , where 
1+
=
m
n
n
piφ , (16) 
where the φn are the roots of the next function in the sine series.  Therefore, 
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With the definitions 
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Eq. (17) can be written as 
 ( ) ( )∑
=
=
m
n
nn fGG
1
φφ  and ( ) ( )∑
=
=′
m
n
nnhGG
1
φφ . (19) 
Substituting Eqs.(18) and (19) into Eq. (14) gives 
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Although the first integral has a singularity at φ = φv, the integral is finite and given by 
the formula 
 
( ) ( )
v
v
v
kdk φ
φpiφφφ
φpi
sin
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0
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−
∫ , (21) 
derived by Glauert [12].  The trapezoidal method is used to evaluate the second and 
third integrals in Eq. (20).  This formula is given by 
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where 
 
1+
=
M
µpiφµ , 
for a general function F(φ).  The integer M dictates how many function evaluations are 
used to compute the integral and is independent of m, the number of terms in the sine 
series representation of G(φ).  Using Eqs. (21) and (22) to evaluate the integrals in Eq. 
(20) gives 
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The sum in the first term of Eq. (23) has an explicit formula, given by 
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Equation (23) relates the airfoil angle of attack at φv to a linear combination of 
circulation function evaluations Gn.  Since α(φ) is a known function, it can be 
evaluated at m distinct points to create a system of equations for Gn.   Constructing the 
matrix 
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where the vn-th component is evaluated at φv and φn, Eq. (23) becomes 
 GAα
rr
= , where 
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This is a system of m equations for the unknowns Gn.  The vector α
r
 is comprised of 
the local angle of attack values at φ1, … , φm, and G
r
is a vector of unknowns.  The Gn 
can be computed by inverting A, and the circulation distribution can be reconstructed 
using Eq. (19). 
 
So far, this analysis has assumed that the airfoil cross sections of the wing are ideal; 
that is, they have a lift curve slope of 2π and generate no lift at a zero-degree angle of 
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attack.  It is desired to incorporate real airfoil data into this lifting-line analysis in 
order to predict better the lift on real aircraft wings.  This incorporation will also help 
evaluate the effects of airfoil morphing on the entire wing’s aerodynamic properties.  
These data may be obtained from experiment or computation; however, as stated 
previously, they are only referenced by this algorithm and not recomputed.  In order to 
assimilate non-ideal airfoils, DeYoung suggests the method of distorting the chord 
length distribution along the wing such that the dimensional circulation about every 
span station matches the dimensional circulation of an ideal airfoil with the original 
chord length [9].  Alternatively, this can be accomplished by offsetting the left-hand 
side of Eq. (23) by the true angle of attack for zero lift of that section and scaling it by 
the ratio of its lift curve slope to that of an ideal airfoil.  Consequently, the left-hand 
side becomes 
 
( ) ( ) ( )[ ] L=− vLvvlC φαφαpi
φ
α
02
. (27) 
The downwash angle at each wing station can now be computed.  By Munk’s analysis 
[13], the downwash angle is given by half the downwash angle an infinite distance 
downstream.  To calculate this, take half the limit of Eq. (7) as x goes to infinity: 
 ( ) ( )∫
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2
1 y
yx
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. (28) 
By converting Eq. (28) to non-dimensional form and casting it terms of the sine series 
coefficients, the downwash angle ε at station φv is given by 
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12
1
φ
φφφε , (29) 
which is one half the first term in Eq. (23).  With the downwash angle given by Eq. 
(29), the overall wind incidence angle (wing angle of attack + wing twist + downwash 
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angle) can be computed at each station.  Although this angle is computed using 
potential theory, it can be used to acquire a good approximation of section lift and 
drag forces if real airfoil data are available.  The overall wind incidence angle is used 
in lieu of the angle of attack in determining section lift (Cl ) and drag (Cd ) 
coefficients.  These coefficients are then rotated back into the xz-coordinate system by 
the angle ε as given by 
 

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
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d
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d
l
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C
C
C
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εε
εε
cossin
sincos
, (30) 
where xz indicates the xz-coordinate system and wind indicates the local wind 
coordinate system. 
 
Using the standard definitions of lift coefficient (CL) and section lift coefficient (Cl),  
 QS
LCL =  and Qc
lCl = , (31) 
a straightforward integration of these coefficients over the entire wing gives the 
overall lift and pitching moments of the wing.  Starting with the relation between lift 
and section lift 
 ∫
−
=
2/
2/
b
b
ldyL , (32) 
the lift coefficient can then be calculated by 
 ∫
−
=
1
1
ˆ
ˆ
1 ηdcC
S
C lL , (33) 
Similarly, the drag coefficient is given by 
 ∫
−
=
1
1
ˆ
ˆ
1 ηdcC
S
C dD . (34) 
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In this problem formulation, side forces are considered negligible; therefore, 
 0=YC . (35) 
The moment coefficients are also calculated in a straightforward manner.  Starting 
from the definitions of pitch, roll, and yaw moment coefficients, 
 
cQSC
M
M
= , QSbC
L
L
= , and QSbC
N
N
= , (36) 
respectively, the moment coefficients can be calculated using the section lift and drag 
coefficients as follows: 
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Two other important parameters in wing design are the centers of pressure and gravity.  
The displacement between these two points is very important in determining the 
stability and dynamic response of the wing in an unsteady flight condition and in 
determining the dynamics of the overall aircraft system.  In the context of the 
prescribed geometry, the center of pressure relative to the origin is calculated as 
follows: 
 
∫
−
=
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x
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. (38) 
Similarly, the center of gravity is equal to 
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Here, it is assumed that the density of the wing is constant, which leads to a square 
variation of mass with respect to chord length. 
 
5. Results 
 
Using the methods described in the previous section, circulation, downwash, and force 
distributions are calculated for several wing shapes, as well as overall wing parameters 
such as lift, drag, and center of pressure location.  This method’s relatively loose 
requirements for wing geometry enable some non-traditional wings to be analyzed.  
Along the vein of bio-inspiration, a gull wing shape is chosen as the basis of this 
analysis.  This wing features forward- and aft-swept wing sections that can be utilized 
for c.g. and c.p. adjustments, as discussed below.  The wing is described by the 
quarter-chord curve 
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and shown in Figure 1.3 for various values of curvature parameter a.  (A value of 
73=k is chosen in order to maintain a constant c.g. location for all values of a, 
assuming a constant density wing as described previously.) 
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Figure 1.3: Gull wings of constant span with curvature parameter a = 0, 0.1, 0.2 
 
For this analysis, every wing shape is constructed using an elliptical chord distribution 
such that a direct comparison of these wings with the canonical straight, elliptical 
wing can be made.  Also, the same root chord length is used throughout in order to 
maintain a constant aspect ratio of 10.  Although this analysis may be used for any 
angle of attack within the range of validity of linear theory, an angle of attack of 3° 
will be used subsequently as a point for comparison. 
 
As an example, the three wings depicted in Figure 1.3 are analyzed using this lifting-
line theory and compared in Figs. 4-7, using m = M = 101.  Figure 1.4 shows the 
circulation distributions Γ(y) for various values of curvature parameter a.  As a 
increases, the circulation increases towards the center, where the wing behaves locally 
as a forward-swept wing, while towards the wingtips the aft sweep of the wing causes 
a local reduction in circulation, compared to the elliptical distribution of the straight 
wing case.  The downwash angle ε(y), computed from Eq. (39), is plotted in Figure 
1.5.  The downwash is nearly constant in the case of the straight elliptical wing (a = 
19 
0), as predicted by Prandtl [14] and Munk [13].  As the wing curvature increases, 
downwash on the forward-swept sections of the wing increases while decreasing 
across the aft-swept portions.  Similar effects of swept curvature on downwash angle 
have been shown for parabolic wings by Prössdorf and Tordella.  They note that the 
largest decrease in induced velocity occurs towards the wingtips [7]. 
 
 
Figure 1.4: Circulation distribution of several gull wings, Λ = 10, α = 3° 
 
 
Figure 1.5: Downwash angle distribution of several gull wings, Λ = 10, α = 3° 
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Figure 1.6 is a plot of the lift force per unit length distribution across the same three 
gull wings, while Figure 1.7 displays the drag force.  As expected, the lift and drag 
distributions are both elliptical for the straight wing case.  The lift distributions are 
approximately equal to the circulation distributions, scaled by a factor of 
∞
Uρ , since 
in all cases the downwash angles are small.  Similarly, the drag distributions follow 
the same patterns as the downwash angle distributions.  These plots indicate the gull 
wing’s ability to shift the center of lift forward as the wing morphs from straight to 
curved, although a drag penalty is incurred. 
 
 
Figure 1.6: Lift per unit length distribution of several gull wings, Λ = 10, α = 3° 
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Figure 1.7: Drag per unit length distribution of several gull wings, Λ = 10, α = 3° 
 
The preceding comparison of several gull wings of constant span (and aspect ratio) is 
desired from a purely theoretical stance since aspect ratio is an important 
nondimensional parameter when discussing finite wings.  For example, aspect ratio is 
a major factor in comparing the lift-to-drag ratios of several wings of similar shape.  
However, when developing and analyzing morphing wing designs, a constant aspect 
ratio is often difficult to maintain due to practical limits on planform deformation.  
Variable-swept wing aircraft such as the F-111 and the F-14 clearly exemplify the 
reduction in aspect ratio that morphing wing technologies suffer.  To return to the 
previous example, Figure 1.8 depicts several gull wings of the same curvature 
parameters as before but now with constant arc length.  These wings more clearly 
illustrate the deformations caused by bending a straight wing along the quarter-chord 
line in order to achieve a gull-like geometry.  Once again these wings are curved in 
such a way as to maintain a constant center of gravity location.  These wings are 
compared with the wings depicted in Figure 1.3 in Table 1.1 below. 
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Figure 1.8: Gull wings of constant arc length with curvature parameter a = 0, 0.1, 0.2 
 
Table 1.1: Comparison of several gull wings 
 Wings of constant span Wings of constant arc length 
a Lift, N Drag, N Lift/Drag Lift, N Drag, N Lift/Drag 
0 0.0645 5.436e-4 118.6 0.0645 5.436e-4 118.6 
0.1 0.0695 6.296e-4 110.3 0.063 7.287e-4 86.45 
0.2 0.0688 6.248e-4 110.0 0.0417 8.999e-4 46.31 
 
As expected, the wings of smaller aspect ratio have reduced lift-to-drag efficiency.  
This effect is much greater than merely changing the curvature of constant aspect ratio 
wings.  Also note that there is a maximum in drag force within this range of curvature 
parameter for wings of constant span.  Initially drag increases with curvature due to 
added downwash over the forward swept sections of the wing; however, at higher 
curvatures this is mitigated by the reduced downwash over the highly aft-swept 
wingtip sections. 
 
As shown by Table 1.1, morphing a straight wing into a gull-like configuration is 
useful for lift reduction for higher speed flight.  For example, a high endurance 
23 
reconnaissance aircraft may morph its wings by increasing their curvature parameter a 
in order to perform a high-speed dive in order to evade an enemy.  The added feature 
of forward- and aft-swept wing sections allows the manipulation of the center of 
pressure if wing twist can be commanded as a function of span. 
 
 
Figure 1.9: Variation in c.p. and c.g. for twisted and untwisted gull wings on the 
interval a = [0, 0.2], θmax = 5° 
 
Figure 1.9 shows the variation in centers of pressure and gravity with curvature 
parameter for gull wings of constant wingspan.  Untwisted wings, like those discussed 
above, are compared to twisted wings with twist distributions of the form 
 ( ) 





= y
k
y piθθ sinmax , (41) 
where once again 73=k .  Figure 1.9 indicates that with a maximum twist of only 5 
degrees, the center of pressure can be shifted forward by 18% of the root chord while 
not moving the center of gravity.  Thus, a change in wing configuration from straight 
to gull can be used to reduce the static margin of the aircraft, for example. 
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6. Conclusion 
 
An extension of Weissinger’s method to curved wings provides a useful analysis tool 
for the preliminary design of morphing wings.  This method can be easily applied to 
wings whose geometry can be described by piecewise analytical functions.  The 
analytical nature of this technique allows specific geometrical parameters to be varied 
and their effects on the wing’s aerodynamics to be analyzed; however, caution must be 
taken when considering flows where viscous effects dominate.  In this chapter, a 
morphing gull wing is analyzed in the cases of both constant span and constant arc 
length.  It is shown that increased curvature of the wing results in reduced lift and lift-
to-drag efficiency, confirming this morphology’s usefulness in loiter to high-speed 
dash reconfiguration.  Also, this wing’s ability to manipulate its center of pressure 
location relative to its center of gravity is discussed.  Each of these studies 
demonstrates the usefulness of this analysis technique, as long as the bounds of this 
method’s validity are not overstepped. 
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CHAPTER 2 
LONGITUDINAL DYNAMICS OF A PERCHING AIRCRAFT1 
 
1. Abstract 
 
This chapter introduces a morphing aircraft concept whose purpose is to demonstrate a 
new bio-inspired flight capability: perching.  Perching is a maneuver that utilizes 
primarily aerodynamics – as opposed to thrust generation – to achieve a vertical or 
short landing.  The flight vehicle that will accomplish this is described herein with 
particular emphasis on its addition levels of actuation beyond the traditional aircraft 
control surfaces.  The dynamics of this aircraft are examined with respect to changing 
vehicle configuration and flight condition.  The analysis methodologies include an 
analytical and empirical aerodynamic analysis, trim and stability analyses, and flight 
simulation.  For this study, the aircraft’s motions are limited to the longitudinal plane 
only.  Specifically, cruise and the perching maneuver are examined, and comparisons 
are drawn between maneuvers involving vehicle reconfiguration and those that do not. 
 
2. Introduction 
 
One of the major goals of the morphing aircraft program is the enabling of new flight 
capabilities and missions [1-3].  With additional levels of sensing and actuation, 
morphing aircraft are able to mimic more closely the capabilities of man’s inspiration 
for flight: birds.  The gross extents to which birds morph their bodies allow them to 
perform maneuvers irreproducible by conventional aircraft.  One such avian maneuver 
is perching.  Perching can be described as a high angle-of-attack approach, with the 
                                                 
1
 From Wickenheiser, A. and Garcia, E., “Longitudinal Dynamics of a Perching Aircraft”; reprinted by 
permission of the American Institute of Aeronautics and Astronautics, Inc. 
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purpose of using high-drag, separated flow for braking, followed by a vertical or very 
short landing [4].  This maneuver is based off of several avian landing techniques, 
including maximizing drag by flaring the wings and tail, and diving under the intended 
landing site and then pulling up into a climb to reduce speed.  While vertical landings 
have been accomplished by rotary and V/STOL aircraft, it is desired to perch using 
primarily aerodynamics, with little input from thrust-generating devices.  This will 
alleviate the need for the heavy thrust generators required to land vertically, which are 
not compatible with long endurance aircraft systems.  Thus, perching will be 
especially useful for small, efficient reconnaissance aircraft, for example, whose 
thrust-to-weight ratios might be on the order of 1/10. 
 
This chapter presents a concept for a perching aircraft and an analysis of its 
longitudinal dynamics.  This concept is based on the Aerial Regional-Scale 
Environmental Survey (ARES) Mars scout craft, an aircraft designed to unfold from a 
Viking derivative aeroshell and fly for approximately 70 minutes over a Martian 
landscape, collecting data on atmospheric chemistry, geology, and crustal magnetism 
[5].  The idea to try to perch a similar airframe grew from the challenge to save the 
ARES scout from a high-speed crash landing at the end of its mission by using drag to 
slow it down enough to land with its instruments intact.  It is desired to perform the 
perching maneuver without complicating the aircraft system unnecessarily and by 
adding the fewest number of additional actuators.  The original ARES craft features a 
blended-wing body with folding tail boom, tail surfaces, and wings, shown in Figure 
2.1.  The inverted V-tail features two ruddervators that combine the functionality of a 
rudder and elevator.  In order to add perching capabilities, actuators are incorporated 
into the tail degrees of freedom, and variable incidence is added to the folding wing 
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sections.  These additional degrees of actuation in the perching flight vehicle, dubbed 
the ARES-C, are shown in Figure 2.2. 
 
 
Figure 2.1: The ARES Mars scout [13] 
 
 
Figure 2.2: The three primary actuations about the pitch axis: A) rotation of the wing 
incidence angle with respect to the fuselage body axis, B) rotation of the tail boom, 
and C) rotation of the horizontal stabilizer 
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The level of geometric reconfigurability required to recreate the perching maneuver in 
a manmade aircraft falls far outside the bounds of conventional aircraft designs.  In 
order to maintain stability and controllability at the high angles of attack required for 
aerodynamic braking, the aircraft’s wings are rotated to a negative incidence angle in 
order to moderate their angle of attack with respect to the oncoming air as the body’s 
angle of attack increases past stall.  Additionally, the tail is rotated down and out of 
the resulting unsteady wake of the body, and the horizontal stabilizer is also actuated 
in order to remain in the linear angle of attack range as the tail boom rotates.  These 
actuations keep the standard aileron and ruddervator surfaces effective at trimming 
and control.  They also allow a larger degree of control over the aircraft’s dynamics 
through a wider range of flight conditions. 
 
For the purposes of this initial study, the aircraft is modeled in the longitudinal plane 
only; that is, roll, yaw, and sideslip dynamics are not considered.  By eliminating 
lateral dynamics, the number of parameters in the aerodynamic model is greatly 
reduced, and asymmetric geometric configurations need not be considered.  Also, it is 
assumed a priori that the optimal perching trajectory, in terms of curvilinear distance, 
time to land, or overall energy consumption, will be confined to the longitudinal plane.  
Even restricted to this plane, lateral dynamics enter into the model when considering 
post-stall aerodynamics, which feature asymmetric flows, and disturbance rejection 
from sideslip wind gusts; however, both of these phenomena are beyond the scope of 
this study. 
 
In the present aerodynamic model, the fuselage and wings are modeled as a blended-
wing body, and the tail is considered as a separate lifting surface.  The aerodynamic 
forces on the aircraft components are calculated using a modified version of 
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Weissinger’s method [6].  This analysis assumes that the wing quarter-chord line and 
chord distribution are expressed as an arbitrary function of the span; it is not restricted 
to straight-swept wings.  However, this method assumes no sideslip, which is a reason 
why this analysis is restricted to the longitudinal plane only.  Also, this theory assumes 
small angles of attack; thus high-angle-of-attack, separated flow is not considered 
here.  The advantages of using an analytical method such as this are its speed and 
reconfigurability.  It allows the computation of aerodynamic properties of non-
conventional wing geometries, such as those of this perching aircraft, in a matter of 
minutes, compared to the hours or days a computational fluid dynamics (CFD) 
analysis would require.  Also, the quarter-chord curves, chord distributions, and twist 
distributions are input as piecewise analytical functions of the span coordinate; 
therefore, the wing geometry may be easily and quickly modified between 
aerodynamic analyses to account for aircraft reconfigurations. 
 
This aerodynamic model of the aircraft is used to study the longitudinal dynamics of 
the vehicle and to simulate the perching maneuver.  Specifically, the variation of the 
trim conditions as the shape morphs is discussed.  The linearized dynamics around 
these trim points – the dynamic modes – are analyzed for stability using standard 
linear system analyses.  Analyses of the cruise configuration as well as the initiation of 
the perching maneuver are presented, both within the range of validity of the 
aerodynamic model.  The longitudinal dynamics of this shape change are simulated 
using a nonlinear three-degree-of-freedom aircraft simulation developed in the 
Simulink programming environment. 
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All dimensional results presented herein refer to a prototype of the ARES-C that was 
fabricated at Cornell in 2004.  The aircraft’s wingspan (tip to tip) is approximately 2 
meters, and its weight is approximately 40 Newtons. 
 
3. Problem Formulation 
 
In order to predict the dynamics of the ARES-C, first an accurate model of the 
aerodynamic forces is developed for various vehicle configurations and flight 
conditions.  This model is an extended lifting-line model based off of Weissinger’s 
method for straight, swept wings.  This analysis method also incorporates real airfoil 
force data, which may be obtained from CFD programs or wind tunnel experiments.  
This is accomplished by following the reasoning of DeYoung and Harper [7], who 
suggest the method of distorting the chord length distribution along the wing such that 
the dimensional circulation about every span station matches the dimensional 
circulation of an ideal airfoil with the original chord length.  This correction for real 
airfoils may alternatively be factored in by adjusting the wing incidence angle along 
the span. 
 
In order to match closely the aerodynamics of the ARES craft, airfoils whose lift-to-
drag characteristics resemble the ARES’ airfoils’ [8] are selected for the ARES-C.  
This is accomplished by analyzing the ARES’ airfoils using a CFD analysis, computed 
using Fluent, that simulates the Mars environment.  A catalog of low-speed airfoil 
data, provided by the University of Illinois at Urbana-Champaign [9], is referenced in 
order to choose these airfoils.  As with the ARES, three airfoils are chosen: one for the 
fuselage centerline, one for the wing root, and one for the wing tip.  In between these 
span stations, the wing cross sections are lofted (i.e. interpolated) linearly.  The lift 
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data gathered for the three selected airfoils are presented in Figure 2.3, and their span 
locations on the ARES-C are shown in Figure 2.4. 
 
 
Figure 2.3: Lift curves of ARES-C airfoils 
 
 
Figure 2.4: ARES-C airfoil span locations 
 
This aerodynamic analysis is used to generate lookup tables for a longitudinal 
simulation of the ARES-C.  Consequently, the simulation is only valid in the range of 
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the airfoil data given in Figure 2.3 and the moderate angle of attack regime of lifting-
line theory.  The dynamics of the ARES-C are governed by the traditional equations of 
motion for aircraft: 
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Note the special consideration in Eq. (3) for a time-varying moment of inertia matrix.  
Also note that the forces and moments are given in local (non-inertial) aircraft body 
coordinates so that aerodynamic data may be used from the lifting-line analysis.  The 
subsequent analyses only consider the longitudinal dynamics, so the side force, roll, 
and yaw equations are disregarded.  Thus, the above set of 13 equations (Eqs. (1)-(4)), 
is reduced to the following set of six scalar equations: 
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In order to analyze the change in aircraft trim states under various flight conditions 
and geometrical configurations, the derivatives in the above equations of motion are 
zeroed, and the steady-state conditions are obtained as follows: 
 ym=0  (11) 
 θcos0 mgf z +=  (12) 
 θsin0 mgf x −=  (13) 
 Written in terms of aerodynamic forces and moments, these equations become 
 ( )Vae ,,,0 δδαM=  (14) 
 ( ) ( ) θαδδααδδα coscos,,,sin,,,0 mgVLVD aeae +−−=  (15) 
 ( ) ( ) TmgVLVD aeae +−−−= θαδδααδδα sinsin,,,cos,,,0  (16) 
where parameter dependence is noted for the lift, drag, and pitching moment terms.  
Other morphing parameters, such as wing incidence or tail boom angle, are not 
present: they are not considered to be dependent variables in trimming the aircraft.  
Note that symmetric ruddervator deflection is denoted δe, here and throughout the rest 
of this chapter, since its use is synonymous with elevator deflection.  The angle of 
attack and aileron deflection angle are fixed in order to calculate the trim condition at 
those angles.  This will determine if the aircraft is “flyable”; that is if it can be 
trimmed at every angle of attack during cruise.  This will also allow the geometrical 
state of the aircraft to be treated as an independent variable, such that the dynamics of 
the aircraft can be described as functions of the morphing parameters.  This system of 
nonlinear equations is triangular, meaning it can be solved sequentially in the order 
given.  Although Eq. (14) still depends on both elevator deflection and velocity, the 
trim elevator position does not depend on the vehicle’s velocity in the linear 
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aerodynamic range, since in this regime changes in velocity scale the load distribution 
between the wings and tail uniformly.  Subsequently, Eq. (15) can be solved for 
velocity, and Eq. (16) can be solved for thrust. 
 
In order to study the stability of these trim conditions as the flight condition and 
geometrical configuration change, the equations of motion are linearized about each 
trim point.  This is accomplished through the usual Taylor Series expansion of the 
forces and moments, yielding the following linear system of longitudinal dynamics 
equations [10]: 
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(17) 
In Eq. (17), subscripted variables indicate with respect to which variable each force or 
moment is differentiated.  Here, the derivatives X(⋅) and Z(⋅) are of the aircraft body 
forces fx and fz, respectively.  The rotary derivatives ( )u⋅  and acceleration derivatives 
( )α⋅  are estimated using empirical relations given in the USAF Data Compendium 
(Datcom) [11] based on the static data computed with the aforementioned lifting-line 
method.  For each trim condition, a new plant matrix given by Eq. (17) is computed 
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using the aerodynamic lookup tables and Datcom methods.  The dynamic mode shapes 
and natural frequencies can then be computed straightforwardly from the plant matrix. 
A Simulink model of the dynamics of the perching aircraft is developed in order to 
simulate the trajectory of the aircraft as it morphs from a cruise configuration to the 
initiation of the perching maneuver.  This model is designed to be expandable and 
modular so that various morphing vehicles or sets of aerodynamic data may be run in 
the same simulator.  A schematic of this simulator appears in Figure 2.5, based off of a 
standard six-degree-of-freedom simulation [12]. 
 
 
Figure 2.5: Overview of morphing aircraft simulator 
 
This diagram shows the cyclical nature of the simulation process.  Morphing 
parameters, such as wing incidence angle and tail boom angle, are the generalized 
inputs to this system, augmenting traditional inputs such as elevator or rudder 
deflections.  The aforementioned lifting-line theory and Datcom methods are used to 
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determine the aerodynamic forces and moments on the aircraft at each step during its 
flight based on the current flight condition and vehicle configuration.  These forces 
and moments determine the change in aerodynamic state for the next iteration.  This 
model uses the quaternion representation for the heading angles and a 4th-5th order 
Runge-Kutta method for the numerical integration. 
 
4. Results 
 
In order to simulate how the aircraft morphs through variation shape configurations 
and flight conditions, a look-up table of the aerodynamic loads in terms of every 
varying parameter is constructed.  These parameters are listed in Table 2.1 and are 
defined in Figure 2.6. 
 
Table 2.1: Parameter variations in aerodynamic database 
α angle of attack -5° – 15° 
ι wing incidence angle -15°– 0° 
θb tail boom angle -15°– 45° 
θt tail incidence angle -5°– 15° 
δa symmetric aileron deflection angle -20°– 20° 
δe symmetric ruddervator deflection angle -20°– 20° 
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Figure 2.6: ARES-C morphing parameters 
 
The speed and reconfigurability of the aforementioned lifting-line theory are utilized 
in the construction of this table: the over 9500 combinations of geometry and flight 
conditions used in the simulation can be tabulated in a matter of days.  Some results of 
this analysis on the tail are presented in Figure 2.7, and the results from the blended 
wing-body are presented in Figure 2.8. 
 
 
 
 
 
 
 
 
 
 
 
δa 
δe 
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  (a) 
 
  (b) 
Figure 2.7: Aerodynamic data on the tail calculated by the modified Weissinger’s 
method 
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   (a) 
 
  (b) 
Figure 2.8 Aerodynamic data on the blended wing-body calculated by the modified 
Weissinger’s method 
 
Figure 2.7(a)-(b) shows the variation of the tail loads as function of angle of attack and 
symmetric ruddervator deflection.  These plots show that the ruddervators start to lose 
their effectiveness at high deflections and angles of attack due to flow separation 
introduced by the experimental airfoil data.  Also note in Figure 2.7(b) that there is 
very little difference between tail incidence and ruddervator deflection, since the 
ruddervators comprise about 75% of the tail’s planform area.  Figure 2.8(a)-(b) depicts 
the variation of aerodynamic loads on the fuselage blended wing-body as the angle of 
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attack and wing incidence angle change.  This analysis predicts that drag increases and 
lift decreases uniformly as the negative wing incidence increases, as expected.  Also, 
the minimum drag increases significantly as the wings are rotated, since at no point is 
the entire blended wing-body at the angle of attack for minimum drag.  Thus, this 
geometrical change is shown to be effective in the initiation of the perching maneuver. 
This lookup table of aerodynamic data is used in the longitudinal dynamics simulation 
and analysis of the ARES-C.  In order to determine the flight-worthiness of the 
aircraft, it is desired to trim the craft at every point within the linear range of angles of 
attack, with or without use of symmetric aileron deflection.  These results for various 
angles of attack and symmetric aileron (i.e. flaperon) deflections are presented in 
Figure 2.9. 
 
 
  (a) 
Figure 2.9: Trim results for various angles of attack and symmetric aileron (flaperon) 
deflections 
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Figure 2.9 (Continued) 
 
  (b) 
 
  (c) 
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Figure 2.9 (Continued) 
 
  (d) 
 
These plots indicate that the ARES-C follows the trends of standard aircraft.  More 
ruddervator deflection is needed to trim at higher angles of attack, and minor flaperon 
deflection is needed to trim at negative angles of attack through adding slight 
“camber” to the wings.  Naturally, the trim velocity decreases as angle of attack 
increases due to increased lift generation by the wings and fuselage.  Finally, the trim 
thrust has a minimum around 3-4 degrees angle of attack for positive flaperon 
deflections.  All conditions correspond to a trim thrust-to-weight ratio of around 1/10.  
The angle of attack for minimum power occurs between 7-9 degrees, with the higher 
angles corresponding to lower trim flaperon deflections.  In terms of performance, the 
minimum thrust corresponds to the maximum range, whereas the minimum power 
corresponds to the maximum endurance. 
 
The stability of each trim condition is analyzed by plotting the migration of the 
eigenvalues of the plant matrix given by Eq. (17).  The entries of this matrix are 
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recomputed for each flight condition using a combination of table lookups and 
Datcom formulas. 
 
 
 
Figure 2.10: Eigenvalue migration as trim angle of attack varies (δa = 5°) 
 
Figure 2.10 shows the migration of the aircraft’s longitudinal eigenvalues as angle of 
attack varies from -3 – 10 degrees.  For most trim conditions, there are two pairs of 
complex conjugate eigenvalues corresponding to the short-period and phugoid modes 
of pitch oscillation.  The short-period mode can be described as a rapid, highly 
damped pitch oscillation, whereas the phugoid mode is a long-period, lightly damped 
porpoising mode with very little angle of attack variation.  As shown, the short-period 
mode becomes less stable at higher angles of attack due to decreased effectiveness of 
the tail at creating restoring moments.  At negative angles of attack, these oscillations 
disappear.  One of the overdamped modes approaches instability due to the decrease in 
restoring moment by the wings. 
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(a)  
(b)  
Figure 2.11: Maneuvers for comparison: (a) initiation of perching, (b) pitch up 
 
The variation of the longitudinal dynamics as the perching maneuver is initialized is 
also examined.  This maneuver consists of a wing incidence rotation by 5º and a 
rotation of the tail boom downward by 60º, as shown in Figure 2.11(a).  This 
maneuver is compared to a standard speed reduction through pitching up the nose, 
with no geometrical reconfiguration, as shown in Figure 2.11(b).  Both of these 
maneuvers result in an increase in the fuselage angel of attack from 0° to 5°.  Figure 
2.12 depicts the change in trim condition (symmetric ruddervator deflection, velocity, 
and thrust) throughout the maneuvers. 
 
 
  (a) 
Figure 2.12: Change in trim conditions throughout the maneuvers 
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Figure 2.12 (Continued) 
 
  (b) 
 
  (c) 
 
Figure 2.12 indicates that both maneuvers result in a reduction in cruise velocity and 
thrust, with the reduction resulting from the pitch-up being greater than the perching 
maneuver.  However, the trim deflection of the ruddervator is much greater in the 
pitch-up case, meaning that it becomes less useful in trimming and controlling the 
aircraft at higher pitch angles.  This example highlights one of the advantages of 
vehicle reconfiguration: the control surfaces remain highly effective under various 
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flight conditions.  Here, the trim position of the ruddervators remains relatively 
unchanged as the vehicle’s angle of attack increases. 
 
 
Figure 2.13 Eigenvalue migration throughout the maneuvers: the initiation of perching 
(○), pitch-up (⋅) 
 
The short-period mode is affected the greatest during these maneuvers; the natural 
frequency of this mode is decreased in both cases due to the reduction in tail 
effectiveness at high angles of attack.  In both cases, the eigenvalues approximately 
move along lines of constant damping.  Damping is reduced during the initiation of the 
perching maneuver due to the reduction in the tail moment arm during the rotation of 
the tail boom.  The differences in eigenvalue migrations seen in Figure 2.13 can 
therefore be most attributed to the manipulation of center of pressure, and to a lesser 
extent, center of gravity, that the geometrical reconfiguration of the perching 
maneuver accomplishes. 
 
In order to simulate these maneuvers, it is assumed that the aircraft passes through a 
series of quasi-static trim conditions as the geometry morphs.  These conditions are 
calculated using the previously described trim analysis.  The morphing parameters and 
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control deflections needed for each trim condition are then fed into the simulation as 
commanded inputs.  Since the dynamics are nonlinear, there is no guarantee that the 
dynamic response will be stable; however, if the maneuver is performed slowly 
enough, excursions away from the trim points are minimized.  The resulting 
trajectories for the perch and the pitch-up maneuvers are shown in Figure 2.14. 
 
 
Figure 2.14: Open-loop position responses to commanded maneuvers 
 
 
Figure 2.15: Open-loop velocity responses to commanded maneuvers 
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Figure 2.16 Open-loop angle of attack responses to commanded maneuvers 
 
In these case, the maneuvers last from t = 10s until t = 30s.  Note that these maneuvers 
produce stable responses with a relatively small change in steady-state altitude 
(compared to the distance traveled).  Both the phugoid and short-period modes are 
excited, although only the phugoid mode is evident in Figures 2.14 – 2.16.  The angle 
of attack reaches a peak at 5.5° for the perching maneuver and 8° for the pitch-up, 
with a steady-state value of 5° for both cases (thus returning the wings to a 0° angle of 
attack for the perching case).  As depicted in Figure 2.12(b), both maneuvers reduce 
the trim velocity of the vehicle, with the pitch-up maneuver reducing it further.  In 
addition, the pitch-up response is more highly damped; the only drawbacks are the 
increased overshoot in the transient response and the increased ruddervator deflection 
as discussed above. 
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5. Conclusion 
 
 
The transient and steady-state behavior of a perching aircraft undergoing changes in 
flight condition and vehicle reconfiguration is discussed.  This aircraft’s unique 
morphology – consisting of variable wing incidence, tail boom angle, and tail 
incidence – is presented and shown to be effective for the initiation of a perching 
maneuver.  The perching shape reconfiguration and a simple pitch-up are compared at 
low angles of attack using analytical and empirical methods.  Whereas the pitch-up 
maneuver permits a similar reduction in air speed, vehicle reconfiguration avoids large 
steady-state deflections of the longitudinal control surfaces.  Simulations also show 
that, although the pitch-up is more highly damped, its transient behavior brings the 
aircraft closer to instability at high angles of attack.  Although simulation at low 
angles of attack does not suggest any new capabilities enabled by shape 
reconfiguration, at post-stall angles of attack, reconfiguration will be necessary to trim 
the aircraft, since attached flow will still be present over the wings and tail surfaces. 
52 
REFERENCES 
 
[1] Sanders, B., Crowe, R., and Garcia, E., “Defense Advanced Research Projects 
Agency: Smart Materials and Structures Demonstration Program Overview,” 
Journal of Intelligent Material Systems and Structures, Vol. 15, No. 4, 2004, pp. 
227–233. 
[2] Bowman, J., Sanders, B., and Weisshaar, T., “Evaluating the Impact of Morphing 
Technologies on Aircraft Performance,” AIAA2002-1631, 2002. 
[3] Wickenheiser, A., Garcia, E., and Waszak, M., “Evaluation of Bio-Inspired 
Morphing Concepts with Regard to Aircraft Dynamics and Performance,” 
Proceedings of SPIE: International Society for Optical Engineering, Vol. 5390, 
2004, pp. 202–211. 
[4] Wickenheiser, A., Garcia, E., and Waszak, M., “Longitudinal Dynamics of a 
Perching Aircraft Concept,” Proceedings of SPIE: International Society for 
Optical Engineering, Vol. 5764, 2005, pp. 192–202. 
[5] Levine, J. S., Blaney, D. L., Connerney, J. E. P., Greeley, R., Head, J. W., 
Hoffman, J. H., Jakosky, B. M., McKay, C. P., Sotin, C., and Summers, M. E., 
“Science from a Mars Airplane: The Aerial Regional-Scale Environmental Survey 
(ARES) of Mars,” AIAA2003-6576, 2003. 
[6] Weissinger, J., “The Lift Distribution of Swept-Back Wings,” NACA, TM-1120, 
1947. 
[7] DeYoung, J., and Harper, C. W., “Theoretical Symmetric Span Loading at 
Subsonic Speeds for Wings Having Arbitrary Plan Form,” NACA, Report No. 
921, 1948. 
[8] Smith, S. C., Guynn, M. D., Streett, C. L., and Beeler, G. B., “Mars Airplane 
Airfoil Design with Application to ARES,” AIAA2003-6607, 2003. 
53 
[9] McGranahan, B., and Selig, M., UIUC Low-Speed Airfoil Tests, URL: 
http://www.aae.uiuc.edu/m-selig/uiuc_lsat.html [cited 19 Feb. 2004]. 
[10] Schmidt, L., Introduction to Aircraft Flight Dynamics, AIAA Education Series, 
AIAA, Reston, VA, 1998, p. 113. 
[11] Hoak, D. E., and Finck, R. D., “The USAF Stability and Control Datcom,” Air 
Force Wright Aeronautical Lab., TR-83-3048, Oct. 1960 (Revised 1978). 
[12] Zipfel, P., Modeling and Simulation of Aerospace Vehicle Dynamics, AIAA 
Education Series, AIAA, Reston, Virginia, 2000, p. 378. 
[13] Qualls, G., ARES: A Proposed Mars Scout Mission, URL: 
http://marsairplane.larc.nasa.gov/multimedia.html [cited 10 Feb. 2004]. 
 
This chapter originally appeared as: 
 Wickenheiser, A., and Garcia, E. “Longitudinal Dynamics of a Perching 
Aircraft,” Journal of Aircraft, Vol. 43, No. 6, 2006, pp. 1386-1392. 
54 
CHAPTER 3 
OPTIMIZATION OF PERCHING MANEUVERS THROUGH VEHICLE 
MORPHING1 
 
1. Abstract 
 
Recent advances in UAV technologies have enabled new missions and flight 
capabilities for these aircraft.  One such capability currently under investigation is 
perching, which involves the vertical landing of an aircraft using primarily 
aerodynamics as opposed to thrust generation.  This chapter discusses the 
development and optimization of trajectories designed to bring a UAV from a loitering 
state to a planted landing.  These trajectories are developed for attached, partially 
stalled, and fully stalled flow regimes.  The effects of nonlinear aerodynamics and 
vehicle shape reconfiguration are shown to lessen the initial distance from the landing 
site required to initiate the maneuver, reduce the spatial bounds on the trajectory, and 
decrease the required thrust for the maneuver.  The aerodynamics are modeled using 
empirical and analytical methods in both attached and separated flow regimes.  
Unsteady effects such as dynamic stall are also included in this model.  Optimal 
solutions of varying thrust-to-weight ratio and center of gravity location are compared.  
Additionally, perching trajectories that compare morphing versus fixed-configuration 
and stalled versus un-stalled aircraft are presented in order to demonstrate the effects 
of relaxed constraints on vehicle geometry and flight envelope.  Control effort is also 
evaluated in these simulations; specifically, the available control for disturbance 
rejection is compared for morphing versus fixed-configuration aircraft.  The results of 
these comparisons show that morphing increases the controllability of the aircraft 
                                                 
1
 From Wickenheiser, A. and Garcia, E., “Optimization of Perching Maneuvers Through Vehicle 
Morphing”; reprinted by permission of the American Institute of Aeronautics and Astronautics, Inc. 
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throughout the maneuver as well as decreases the cost of the optimal perching 
trajectory. 
 
2. Introduction 
 
Lately, advances in smart materials, actuators, and control systems have enabled the 
development of new capabilities for aircraft [1].  Several studies have indicated that 
airframe reconfiguration can lead to increased flight performance and mission 
potential [2-4].  These studies have shown that in-flight vehicle morphing can grant a 
single aircraft increased performance by several typically incompatible metrics, such 
as endurance, turn radius, and dash speed.  Lockheed Martin Skunkworks [5] and 
NextGen Aeronautics [6] have each produced flight-tested morphing UAV’s that 
address the problem of adding dash capabilities to ISR (Intelligence, Surveillance, and 
Reconnaissance) platforms.  The primary hurdle is that long endurance aircraft 
typically have high aspect ratio wings to increase lift-to-drag efficiency, whereas 
strike aircraft have shorter delta wings for improved high-speed flight.  Both morphing 
UAVs utilize segmented folding wing mechanisms – the former, a gull-like wing, and 
the latter, a bat-like wing – in order to reduce the planform area and span of the wing 
drastically, thereby enabling high endurance and dash capabilities on a single airframe.  
In addition, new research has focused on developing bio-inspired flight capabilities for 
manmade aircraft, including flapping wing flight [7].  Another bio-inspired maneuver 
under development is perching.  Perching can be described as a high angle-of-attack 
approach, with the purpose of using high-drag, separated flow for braking, followed 
by a planted landing [8-9].  While vertical landings are relatively straightforward for 
high thrust-to-weight aircraft, it has yet to be demonstrated for high efficiency 
reconnaissance platforms.  For example, the perching capability could enable an ISR 
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mission length to be extended dramatically: once a target has been found, the aircraft 
may land on a nearby structure and continue to survey an area without consuming fuel 
for flight. 
 
ISR aircraft generally do not feature high thrust or thrust vectoring; therefore, another 
mechanism for decelerating the vehicle must be exploited.  In addition, the stall speed 
of low thrust aircraft is usually too high for landing on a small surface.  Akin to 
soaring birds [10], a perching aircraft of low thrust-to-weight ratio must fly below the 
point of landing and then “pop up” just before touchdown, using gravity to drain away 
the last of its kinetic energy.  While this undershoot is impossible on flat ground, it can 
be exploited for a short landing on an elevated platform.  In an urban environment, this 
type of landing site is prevalent and is ideal for extended surveillance missions as 
previously mentioned.  In order to generate the most rapid decrease in kinetic energy, 
flying in a stalled flow regime is desirable; however, this introduces stability and 
controllability problems since unsteady force amplitudes from the separated wake are 
high and the effectiveness of control surfaces is greatly diminished. 
 
Aerodynamic perching has been studied before in the form of stalled landings [11]; 
however, the controllability of a typical low-thrust aircraft in a deep stall is 
questionable, and the large undershoot of the trajectory relative to the landing site is 
undesirable.  It is proposed that in-flight shape reconfiguration will be able to allay 
both of these concerns.  The particular aircraft used to develop the perching maneuver 
is based on the Aerial Regional-Scale Environmental Survey (ARES) Mars scout craft, 
an aircraft designed to unfold from a Viking derivative aeroshell and fly for 
approximately 81 minutes over a Martian landscape, collecting data on atmospheric 
chemistry, geology, and crustal magnetism [12].  The complete details of the perching 
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aircraft’s capabilities are described in Ref. 9; however, the prominent features are 
depicted in Figure 3.1.  Unlike the original ARES or any conventional aircraft, 
additional degrees of freedom are incorporated into the tail boom and tail incidence, 
and variable incidence is added to the wing sections (or outboard sections of the 
blended wing body).  These degrees of freedom allow the aircraft to change shape in 
flight, thus grossly altering the geometry and the aerodynamics of the aircraft. 
 
 
 
Figure 3.1: The three shape-change actuations about the pitch axis: A) rotation of the 
wing incidence angle with respect to the fuselage body axis, B) rotation of the tail 
boom, and C) rotation of the horizontal stabilizer 
 
The principal reasoning behind these additional degrees of freedom is to create regions 
of attached and separated flow over the aircraft through various flight regimes.  As 
will be demonstrated, high-drag, separated flows are necessary to produce practical 
perching maneuvers.  However, it is also desired to maintain controllability about the 
aircraft’s axes of rotation, for which attached flow over the control surfaces is 
necessary.  Thus, while the fuselage (or inboard section of the blended wing body) is 
A B 
C 
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pitched up to high incidence, the wings are rotated down to maintain attached flow 
over the ailerons.  Additionally, the tail is rotated down and out of the resulting 
unsteady wake of the body, and the horizontal stabilizer is also actuated in order to 
keep the tail surface horizontal as the tail boom rotates.  This morphological change 
keeps the standard aileron and ruddervator surfaces effective at trimming and control.  
They also allow a larger degree of control over the aircraft’s dynamics through a wider 
range of flight conditions. 
 
The “direct shooting method” [13] of solving optimization problems is used to convert 
the nonlinear optimization problem into an equivalent nonlinear programming 
problem.  This procedure involves converting the control time histories into a simple 
functional form that can be parameterized by a (relatively) small number of constants.  
Several parameterizations have been tested before selecting a piecewise cubic Hermite 
interpolation.  This method of interpolation can be designed to preserve the 
monotonicity and extrema of the underlying data [14], as well as providing continuity 
and continuous differentiability of the time series.  This is especially significant since 
the optimal control strategies tend to be only piecewise continuous due to constraints, 
which might be violated by any overshoot in the interpolating polynomial.  The 
optimization method used in this study is a combination of simulated annealing [15] 
and sequential quadratic programming [16].  These methods are used in conjunction in 
order to balance robustness against local minima and speed of convergence.  Several 
methods for discretizing and numerically integrating the dynamics have been 
considered; however, Matlab’s 4th-5th order adaptive Runge-Kutta algorithm [17] has 
been chosen for its robustness in the face of fast dynamics (i.e. pitch dynamics) 
coupled with slow dynamics (i.e. translational dynamics). 
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In this chapter, the perching trajectory optimization problem is rigorously formulated 
to provide a framework for generating practical maneuvers for the reconnaissance 
mission previously described.  The governing dynamics of the aircraft and the 
surrounding flow are presented, as well as the physical and heuristic constraints placed 
on the solution.  Results of the optimization procedure are presented for several 
classes of aircraft models, including point-mass, fixed-configuration, and morphing 
airframes.  Finally, several conclusions are offered about the important parameters in 
this problem and about the variations in optimal solutions among these classes. 
 
3. Problem Formulation 
 
The trajectory optimization problem is formulated as a two-point boundary value 
problem between a cruising state and a perching state (zero velocity) at a specified 
point.  The final state is further restricted to have a pitch angle between 0-90 deg so 
that the aircraft perches on its landing struts.  All of the aircraft controls (standard and 
morphing) are limited in range and actuation rate, as summarized in Table 3.1.  (The 
layout of these controls is depicted in Ref. 8 and Figure 3.2)  The lower bound on the 
tail boom angle is set at -15 deg in order to keep it out of the unsteady wake behind the 
fuselage at high angles of attack.  Although it is assumed that the throttle setting is not 
rate limited, every optimal control strategy indicates that the throttle should be at 
maximum throughout most of the maneuver, as will be shown.  For this study, the 
thrust vector is assumed to be aligned with the chord line of the fuselage.  The nominal 
values listed in Table 3.1 correspond to the cruise configuration of the aircraft. 
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Table 3.1:  Actuator Constraints 
  Nominal value, 
deg 
Range, 
deg 
Maximum 
Rate, deg/s 
ι wing incidence angle 0 -90 – 90 ±20 
θb tail boom angle -15 -15 – 90 ±20 
θt tail incidence angle -15 -90 – 90 ±20 
δe elevator angle 0 -20 – 20 ±40 
 
 
 
 
Figure 3.2: Morphing parameters, with directions of increasing value 
 
In order to maximize the convergence rate and minimize any numerical errors from 
poor scaling [18], the longitudinal equations of motion are converted into the 
following nondimensional form: 
 γα sincos 2 −−= VCTV D&  (1) 
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 γsinVh =&  (6) 
 γθα −=  (7) 
where V is in units of gl , t is in units of lg , T is in units of mg, and x and h are 
in units of l, where Sml ρ2=  is the characteristic length.  With angles measured in 
radians, all of the aircraft’s states are now of order one. 
 
A cost function is chosen to minimize the spatial bounds of the trajectory.  With a 
thrust-to-weight ratio less than one, the trajectory invariably “undershoots” the landing 
site, since an increase in potential energy is required to reduce the speed to zero.  
Thus, the cost function addresses two major concerns: minimizing the undershoot and 
minimizing the distance from the landing site required to start the maneuver.  Both 
goals have great practical value.  Minimizing the undershoot is important due to 
spatial limitations, since the landing site may be close to or at ground level.  
Minimizing the required distance to start the maneuver is important because on-board 
sensors have a finite range at which they can identify and track the landing site.  
Figure 3.3 depicts several perching trajectories for conventional aircraft with varying 
constraints on the maximum angle of attack.  The initial state is the aircraft’s straight 
and level trim point for maximum endurance, and the final state is zero velocity at the 
origin. 
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Figure 3.3: Perching trajectories for a conventional aircraft of varying maximum angle 
of attack (T/Wmax = 0.1) 
 
These results confirm the persistent undershoot in the trajectories, as well as motivate 
the division of the problem into two halves.  For this study, the goal of minimizing 
undershoot is given higher priority; thus, the problem can be divided and solved 
sequentially [19].  These two halves, called the dive phase and the climb phase, are 
depicted in Figure 3.4. 
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Figure 3.4: Division of the perching trajectory optimization problem into two phases 
 
The climb phase can be solved first for minimum undershoot by integrating the 
equations of motion (Eqs. (1-7)) from the lowest point of the trajectory (where γ = 0 
deg) to the landing site.  The final velocity is specified, and the goal is to minimize the 
change in height between the initial and final points of the trajectory.  The global (over 
all possible trajectories) minimum undershoot is a function only of the climb phase 
since only the dynamics here determine how quickly the aircraft can pull up to the 
landing site with the specified final speed.  This proposition assumes that the initial 
condition of the climb phase is a reachable end condition of the dive phase.  The dive 
phase then connects the initial condition to the starting point of the climb phase.  The 
objective of this phase is to minimize the starting distance – which could be specified 
as horizontal, vertical, or Euclidean, for example – required to attain a final condition 
that matches the initial condition of the climb phase.  Thus, the cost functions for the 
two phases can be written as 
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The requirement to minimize maximum undershoot (Eq. (9)) determines the optimal 
trajectory for the climb phase, which in turn determines the end condition of the dive 
phase.  Thus, the optimal solution for the dive phase is only optimal among the set of 
trajectories that match up with the optimal trajectory for the climb phase.  Although 
the solution to the dive phase may be suboptimal over all possible trajectories, it is 
optimal given the constraint that minimizing the maximum undershoot is the highest 
priority. 
 
For the purposes of this study, the aircraft is modeled in the longitudinal plane only; 
that is, roll, yaw, and sideslip dynamics are not considered.  This assumption 
simplifies the aerodynamics and vehicle dynamics substantially while still providing 
an environment for studying the richness and qualitative behavior of the perching 
maneuver.  The aerodynamic forces on the aircraft components in the attached flow 
regime are calculated using a modified version of Weissinger’s method [20], as 
developed by Wickenheiser and Garcia [21].  This method has been developed with 
morphing aircraft in mind; hence, thousands of aircraft configurations have been able 
to be computed in a matter of days.  This process has produced a lookup table of 
aerodynamics to be used for simulation in the attached flow regime. 
 
Since experimental data of this particular aircraft at high angles of attack are not yet 
available, flat-plate assumptions and preexisting high angle of attack data [22] have 
been used where the flow is separated.  These assumptions are not unreasonable since 
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specific airfoil shape becomes less significant after the flow has detached.  The 
aerodynamic model for fully separated flow is summarized in the following equations: 
 ( )α2sin1.1
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=sepLC  (10) 
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where the center of pressure in Eq. (12) is measured aft of the quarter-chord point.  
Furthermore, a mixing parameter p is introduced to handle the nonlinear transition 
between attached and separated aerodynamics and to account for dynamic stall effects.  
This term is modeled as a first-order lag state, as recommended by Goman and 
Khrabrov [23], subject to the dynamics of Eq. (13), 
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Figure 3.5 Static mixing parameter p0 
 
Thus, as evinced by Eq. (14) and Figure 3.5, p = 1 corresponds to fully attached flow 
and p = 0 corresponds to fully separated flow, with values in between indicating 
partially separated flows.  The model for the mixing parameter given by Eqs. (13-14) 
realistically accounts for static and dynamic stall effects.  The ( )ατα &2−  term accounts 
for time delays in flow separation and reattachment caused by boundary-layer 
convection lag, which is roughly proportional to α& .  The p&1τ  term accounts for the 
transient response of the flow to disturbances; this is simply modeled as a first-order 
dynamical system.  Both time constants 2,1τ  scale with the characteristic time scale 
( )Vc .  By utilizing the mixing parameter, the lift coefficient for any angle of attack is 
given by 
 ( ) ( ) ( ) ( ) ( )( )αααααααα &&& ,1,,
,,
pCpCC sepLattLL −⋅+⋅=  (15) 
where it is clear that the total force is the weighted sum of the contributions from 
attached and separated flows.  Similar expressions can be written for the drag and 
pitching moment coefficients.  Since the wing and tail incidences can be varied with 
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respect to the fuselage angle of attack, separate states are required to model the degree 
of separation over each of these surfaces.  Thus, the full state vector is 
 
[ ] Tx tailwingfuse ppphxqV θγ=  (16) 
concatenating states from the equations of motion (Eqs. (1-6)) and the equation of 
flow separation (Eq. (13)). 
 
In Figure 3.6, static CL and CM are plotted versus angle of attack for several values of 
elevator deflection.  In the attached flow region, CL and CM are approximately linear, 
and the negative CM slope indicates static pitch stability.  At stall, lift decreases rapidly 
over the aircraft, and the restoring moments begin to level out.  This means that less 
control effort is required to pitch the aircraft further than if the flow had remained 
attached at all angles.  In the next section, the relationship between stability and 
control effort in the perching maneuver is discussed in detail, especially with regards 
to the cost being optimized.  Figure 3.7 depicts the dynamic stall phenomenon during 
rapid change of angle of attack.  As shown, rapid change in angle of attack causes 
separation and reattachment to be delayed, as governed by Eq. (13).  The combination 
of the nonlinear static aerodynamics and the dynamic stall effects constitutes the 
aerodynamic model used throughout this study. 
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Figure 3.6: Lift and Moment Coefficients for several elevator deflections 
 
 
Figure 3.7: Dynamic stall due to rapid angle of attack changes 
 
 
 
 
 
 
69 
4. Optimization Results 
 
4.1 Point-mass Aircraft 
 
Before studying the complete nonlinear, morphing model of the aircraft, several 
simplifications are made in order to understand the perching trajectory optimization 
problem fully.  The first simplification is to remove the pitch dynamics from the 
problem.  Hence, the aircraft becomes a point mass moving along its trajectory with a 
variable angle of attack (a control parameter) that determines the lift and drag forces 
on the aircraft.  This enables the trajectory to be optimized without regard to the pitch 
dynamics, which tend to occur on a much faster time scale than the translational 
dynamics.  This simplifies the optimization and provides an estimate of the optimal 
trajectory in the limit of infinitely fast pitch dynamics. 
 
The effects of varying the allowable final velocity are studied initially, since 
intuitively this will have a great impact on the maximum undershoot of the trajectory.  
Since the speed of the aircraft is very slow throughout the final part of the climb 
phase, gravity, as opposed to drag, is the primary means by which the kinetic energy 
of the aircraft is reduced.  By allowing a larger final kinetic energy, less change in 
gravitational potential is required for energy conversion.  If the final velocity must be 
zero, then the aircraft must be flying vertically at the end of the trajectory since the 
aerodynamic forces must go to zero as well.  This is undesirable since it requires the 
aircraft to fly very close to the structure upon which it is landing.  Conversely, if the 
final velocity is permitted to be greater than zero, then the final approach will be 
horizontal for minimum undershoot.  This can be seen in Figure 3.8, where trajectories 
of different initial kinetic energy (i.e. velocity) are plotted. 
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Figure 3.8: Climb phase trajectories of varying initial velocity 
 
In Figure 3.8, V* is the initial velocity required to reach V = 0 at (x,h) = (0,0) from the 
given starting position.  This trajectory is sensitive in the meaning that a small 
perturbation in initial velocity causes a qualitative change in the resultant trajectory.  
As shown, a greater velocity causes the aircraft to overshoot the landing site and loop 
back on itself, whereas a lesser velocity causes it to stall before it reaches V = 0 and 
then dive again.  In all three cases, the minimum velocity occurs at the peak of the 
trajectory.  If the required final velocity is allowed to be greater than zero, then the 
lower trajectory (V0 < V*) can be shifted upward until the peak is at (0,0); thus, the 
undershoot will be less than the V0 = V* trajectory.  It is therefore apparent from these 
simple simulations that increasing the allowable landing speed must decrease the 
maximum undershoot. 
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Next, the effects of varying the maximum angle of attack and maximum thrust-to-
weight ratio are studied.  Both of these parameters are important design parameters 
because they determine the engine size and the extent of morphing required in order to 
keep the wings at a low angle of attack.  Based on the equations of motion (Eqs. (1-
6)), the optimal trajectory should feature high lift during the initial part of the climb 
phase (when γ&  is positive), and high drag at the very end (when V&  is negative).  This 
is indeed the case, as shown in Figures 3.9 – 3.10.  Comparing the prescribed angles of 
attack in Figure 3.10 with the aerodynamics in Figure 3.6 indicates that initially the 
aircraft is pitched to the angle of attack for high lift and high drag and then progresses 
to the angle of attack for maximum drag.  In most cases this means landing at the 
maximum angle of attack.  The αmax = 20 deg case is different because its 
aerodynamics are dominated by an angle of attack range over which the lift coefficient 
is not monotonically increasing with α: its maximum angle of attack has relatively low 
lift.  Indeed, the optimal control hovers around the stall point (α = 15 deg), where both 
lift and drag are high.  Higher angles of attack would result in a loss of lift that would 
prevent the aircraft from reaching the peak of its trajectory with minimum undershoot.  
Figure 3.10 also indicates that the aircraft that are restricted to lower angles of attack 
take longer to complete the maneuver.  This reflects the fact that these aircraft cannot 
produce as high drag for deceleration. 
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Figure 3.9: Point-mass aircraft climb phase trajectories of varying maximum angle of 
attack (T/Wmax = 0.1) 
 
Figure 3.10: Angle of attack vs. time for point-mass aircraft climb phase trajectories of 
varying maximum angle of attack (T/Wmax = 0.1) 
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The variations with respect to thrust-to-weight ratio, with maximum angle of attack 
held constant, are depicted in Figures 3.11 – 3.12.  As expected, a higher thrust-to-
weight ratio permits lower undershoot. Physically, this seems counterintuitive – after 
all, the objective is to minimize the kinetic energy of the system, whereas thrust can 
only increase it – but additional thrust allows the aircraft to fly at a slower speed while 
still climbing, since the thrust line is not aligned with the velocity vector at nonzero 
angles of attack.  Figure 3.12 indicates that maximum thrust is applied throughout the 
maneuver, and it is only throttled right before landing.  This throttling causes the 
aircraft to pitch down so that its final velocity is purely horizontal. 
 
 
Figure 3.11: Point-mass aircraft climb phase trajectories of varying maximum thrust-
to-weight ratio (αmax = 60°) 
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Figure 3.12: Thrust-to-weight ratios vs. time for point-mass aircraft climb phase 
trajectories of varying maximum thrust-to-weight ratio (αmax = 60°) 
 
Complete trajectories of various maximum thrust-to-weight ratios are shown in Figure 
3.13.  The dive phase for each variation is adjoined to its corresponding climb phase, 
with the end of each climb phase set to (0,0).  For each thrust-to-weight ratio, the dive 
phase is optimized for minimum altitude necessary to reach the required velocity at the 
start of the climb phase.  For ratios greater than 0.25, this altitude is zero (with respect 
to the start of the climb phase), since with this much available thrust the aircraft can 
trim at the required velocity for the climb.  Below 0.25, diving is required to gain the 
kinetic energy needed to start the climb.  It is assumed that the aircraft speeds up to its 
maximum trim velocity before diving, so there is an acceleration phase that occurs 
before the dive phase that is not depicted in Figure 3.13. 
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Figure 3.13: Point-mass aircraft full trajectories of varying maximum thrust-to-weight 
ratio (αmax = 60°) 
 
4.2 Conventional Aircraft 
 
Although the point-mass aircraft problem provides an adequate picture of the 
qualitative behavior of the perching problem, the bounds of the computed trajectories 
(i.e. the undershoot and the starting distance) are unrealistically small.  This is due to 
the fact that the aircraft can pitch as fast as is needed to optimize the trajectory, 
without regard to rotational inertia or actuator limits.  With the addition of the pitch 
dynamics governed by Eqs. (3-4), the pitch rate is now limited by the maximum 
achievable pitch moment and scaled by the rotational inertia of the aircraft.  The pitch 
moment coefficient CM in Eq. (3) is a function of the aircraft’s angle of attack and the 
state of its geometry as determined by the actuators listed in Table 3.1.  There is an 
additional pitch damping term 
qM
C , proportional to the pitch rate q, that effectively 
smoothes out rapid changes in pitch angle.  While this is desirable for gust alleviation, 
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it is undesirable for maneuvers since the aircraft must produce a greater pitch moment 
from its control surfaces in order to achieve rapid changes in pitch. 
 
The effects of the pitch dynamics can be seen by comparing the trajectories in Figures 
3.11 and 3.13 with Figures 3.14 – 3.15.  As predicted, the trajectories bear the same 
qualitative shape with much larger spatial bounds.  Since the aircraft cannot pitch up 
as rapidly, it requires more distance in which to complete the climb phase.  In Figures 
3.16 – 3.17, maximum thrust-to-weight ratio is held constant, whereas the center of 
gravity position is varied with respect to the aircraft’s neutral point.  These plots 
indicate that the unstable aircraft ( cxx npcp −= ) has a lower-cost (i.e. smaller 
spatially) optimal trajectory than the neutrally stable and stable aircraft.  Since the 
unstable aircraft can pitch faster with less elevator deflection, the aircraft is able to fly 
slower and still climb in order to complete the maneuver.  The lower flight speed 
requirement translates directly into smaller spatial bounds of the trajectory.  Thus, the 
aircraft’s relative pitch stability plays a major role in its perching capability. 
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Figure 3.14: Climb phase trajectories of varying maximum thrust-to-weight ratio 
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Figure 3.15: Full trajectories of varying maximum thrust-to-weight ratio 
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Figure 3.16: Climb phase trajectories of varying center of gravity location (T/Wmax = 
0.1) 
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Figure 3.17: Full trajectories of varying center of gravity location (T/Wmax = 0.1) 
 
4.3 Morphing Aircraft 
 
In-flight morphing allows the aircraft’s dynamics to approach the point-mass case 
much more closely by enabling much larger possible pitching moments.  This is 
because the morphing actuator ranges are much larger than the elevator’s, as listed in 
Table 3.1; therefore, the lifting surfaces are able to rotate to higher angles of attack in 
order to generate larger pitching moments.  By comparing the climb phase trajectories 
in Figures 3.16 and 3.18, the direct results of these greater pitching moments can be 
seen by noting the reduced undershoot in the morphing case.  Figure 3.19 depicts the 
time histories of the morphing parameters for the climb phase.  In these simulations 
the elevator deflection is held at zero to isolate the effects of vehicle reconfiguration.  
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The wing incidence time history indicates that the wings should be pitched down as 
the fuselage pitches up, thereby maintaining attached flow over the wings throughout 
the maneuver.  This is beneficial for maintaining aileron effectiveness and for 
maximizing the pitching moment contribution of the wings.  Since, for the morphing 
aircraft, the wings are not generating a large moment due to drag, their position with 
respect to the center of gravity is less significant compared to the tail’s position.  Thus, 
the morphing aircraft is less sensitive to changes in the center of gravity location 
compared to the fixed-configuration case of the previous subsection, as seen by 
comparing Figures 3.16 and 3.18.  The tail boom remains fixed at its lower bound, 
which produces the largest moments due to down force and drag on the tail.  The tail 
incidence angle is gradually increased throughout the maneuver, thereby producing a 
greater and greater negative tail angle of attack.  At first, this produces a large down 
force on the tail, pitching the aircraft up.  As the aircraft approaches the landing site, 
the angle of attack decreases further, thereby increasing the drag and slowing and 
pitching down the aircraft.  Figures 3.20 – 3.21 describe full trajectories of the 
morphing aircraft with varying thrust-to-weight ratios.  For the dive phase, the aircraft 
must morph from its cruise configuration to the configuration in which it begins the 
climb phase over the shortest distance.  As shown, additional thrust enables the aircraft 
to fly at much lower speeds, thus shortening this distance.  The wing incidence and tail 
incidence increase monotonically over this phase, indicating a transition from one trim 
state at cruise to another at the bottom of the trajectory.  The tail boom is swung down 
and then back up again, which serves to pitch the aircraft down in order to gain speed 
for the climb phase.  Figure 3.22 presents a direct comparison between a fixed-
configuration and a morphing aircraft of the same thrust-to-weight ratio, indicating the 
orientation of the aircraft at several points along the trajectory.  It is apparent that 
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morphing helps increase the maneuverability of the aircraft, thus enabling it to perch 
within a much shorter distance. 
 
 
Figure 3.18: Climb phase trajectories of varying center of gravity location for the 
aircraft with morphing (T/Wmax = 0.1) 
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Figure 3.19: Climb phase morphing parameter time histories of varying center of 
gravity (T/Wmax = 0.1): wing incidence (top), tail boom angle (middle), and tail 
incidence (bottom) 
 
 
Figure 3.20: Full trajectories of varying maximum thrust-to-weight ratio for the 
aircraft with morphing 
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Figure 3.21 Climb phase morphing parameter time histories of varying maximum 
thrust-to-weight ratio: wing incidence (top), tail boom angle (middle), and tail 
incidence (bottom) 
 
 
Figure 3.22: Comparison of fixed-configuration and morphing aircraft perching 
trajectories (T/Wmax = 0.1) 
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Finally, the controllability of the aircraft during the perching maneuver is studied.  
Specifically, the effectiveness of the elevators is discussed, since the aircraft is only 
simulated in the longitudinal plane.  Figure 3.23 depicts the maximum change in 
pitching moment coefficient from the nominal along the trajectory due to elevator 
deflection in the upwards and downwards directions.  Thus, this plot represents the 
additional control authority, useful for disturbance rejection, for example, available 
throughout the maneuver.  In Figure 3.23, the cases in which the maximum thrust-to-
weight ratio is 0.1 and the center of gravity is located at the neutral point are compared 
between morphing and fixed-configuration aircraft.  In general, the morphed case 
maintains high control authority in both directions throughout the maneuver.  At the 
beginning and the end of the maneuver, the fixed-configuration case only has authority 
in one direction because the elevators are fully deflected in order to track the optimal 
trajectory.  The morphed case is worse around 15% through the maneuver because the 
tail boom is briefly rotating the elevators into the stalled regime in order to pitch the 
aircraft downwards.  This problem could be alleviated by factoring in controllability 
into the cost function.  Indeed, this flexibility is one of the hallmarks of adding 
additional morphing degrees of freedom to the airframe. 
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Figure 3.23: Elevator effectiveness for fixed-configuration and morphing aircraft 
 
5. Conclusion 
 
The problem of designing a trajectory to perch a low thrust-to-weight aircraft on a 
platform has been formulated and solved for a variety of cases: point-mass, 
conventional, and morphing airframes.  It has been shown that the combination of low 
required landing speed and low thrust-to-weight ratio invariably leads to undershoot in 
the perching trajectory.  If this undershoot is to be minimized, then the trajectory can 
be effectively broken into two sub-problems: the dive phase and the climb phase.  
Solving the point-mass aircraft dynamics produces a simpler trajectory optimization 
problem and provides an optimistic solution to the more complicated problem of 
conventional aircraft dynamics.  These simulations have shown that the aircraft must 
pitch up to high angles of attack in order to produce enough drag to slow the aircraft 
over a reasonable distance.  With pitch dynamics included, the location of the center 
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of gravity becomes a very important factor in determining the cost of the optimal 
trajectory.  It has been demonstrated that pitch instability improves the perching 
trajectories in the sense of reducing their spatial bounds.  Finally, the addition of a few 
judicious morphing degrees of freedom has been shown to improve the optimal 
perching trajectory and to increase the effectiveness of the control surfaces throughout 
the maneuver. 
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