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Abstract—For uplink large-scale MIMO systems, minimum
mean square error (MMSE) algorithm is near-optimal but
involves matrix inversion with high complexity. In this paper, we
propose to exploit the Gauss-Seidel (GS) method to iteratively
realize the MMSE algorithm without the complicated matrix
inversion. To further accelerate the convergence rate and re-
duce the complexity, we propose a diagonal-approximate initial
solution to the GS method, which is much closer to the final
solution than the traditional zero-vector initial solution. We also
propose a approximated method to compute log-likelihood ratios
(LLRs) for soft channel decoding with a negligible performance
loss. The analysis shows that the proposed GS-based algorithm
can reduce the computational complexity from O(K3) to O(K2),
where K is the number of users. Simulation results verify that the
proposed algorithm outperforms the recently proposed Neumann
series approximation algorithm, and achieves the near-optimal
performance of the classical MMSE algorithm with a small
number of iterations.
Index Terms—Large-scale MIMO, signal detection, minimum
mean square error (MMSE), Gauss-Seidel (GS) method, low
complexity.
I. INTRODUCTION
MUltiple-input multiple-output (MIMO) technology hasbeen successfully applied to many communication sys-
tems, such as the 4th generation (4G) cellular system LTE-
A [1], IEEE 802.11n wireless LAN system [2], etc. It is
widely recognized as a promising key technology for future
wireless communications [3]. Unlike the traditional small-
scale MIMO (e.g., at most 8 antennas in LTE-A), large-
scale MIMO, which equips a very large number of antennas
(e.g., 128 antennas or even more) at the base station (BS)
to simultaneously serve multiple user equipments (UEs), is
recently proposed [4]. It has been theoretically proved that
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large-scale MIMO can achieve orders of increase in spectrum
and energy efficiency [5].
However, realizing the attractive benefits of large-scale
MIMO in practice faces some challenging problems, one
of which is the practical signal detection algorithm in the
uplink [6] due to the increased multi-user interferences. The
optimal detector is the maximum likelihood (ML) detector,
but its complexity increases exponentially with the number of
transmit antennas, which makes it impractical for large-scale
MIMO systems. Some non-linear detection algorithms such as
fixed-complexity sphere decoding (FSD) [7] and tabu search
(TS) [8] are proposed to achieve close-optimal performance
with reduced complexity. However, their complexity is still
unaffordable when the dimension of the MIMO systems is
large or the modulation order is high [6] (e.g., 128 antennas at
the BS with 64 QAM modulation). To make a tradeoff between
the performance and complexity, one can resort to low-
complexity linear detection algorithms such as zero-forcing
(ZF) and minimum mean square error (MMSE) with near-
optimal performance for uplink multi-user large-scale MIMO
systems [6], but these algorithms involve unfavorable matrix
inversion with high complexity. Recently, the Neumann series
approximation algorithm was proposed to convert the matrix
inversion into a series of matrix-vector multiplications [9] to
reduce the complexity. However, only marginal reduction in
complexity can be achieved.
In this paper, we propose a low-complexity near-optimal
signal detection algorithm based on the Gauss-Seidel (GS)
method [10] for large-scale MIMO systems. Firstly, based
on the special property that the MMSE filtering matrix of
large-scale MIMO systems is Hermitian positive definite, we
propose a low-complexity signal detection algorithm, which
utilizes GS method to iteratively realize the MMSE estimate
without matrix inversion. Then, based on the fact that the
MMSE filtering matrix is diagonally dominant for uplink
large-scale MIMO systems, we propose to use the diagonal
component of the MMSE filtering matrix to obtain a diagonal-
approximate initial solution to the GS method, which can
accelerate the convergence rate. After that, we propose a
approximated method to calculate the channel gain and the
noise-plus-interference (NPI) variance for log-likelihood ratios
(LLRs) computation, which also utilizes the diagonal dominant
property of the MMSE filtering matrix. We verify through
simulation results that the proposed GS-based algorithm with
2the approximated method for LLRs computation can attain the
near-optimal performance of the classical MMSE algorithm
with a small number of iterations. To the best of our knowl-
edge, this work is the first one to utilize the GS method for
signal detection in uplink large-scale MIMO systems.
The rest of the paper is organized as follows. Section II
briefly introduces the system model. Section III specifies the
proposed low-complexity signal detection algorithm based
on the GS method. The simulation results of the bit-error
rate (BER) performance are shown in Section IV. Finally,
conclusions are drawn in Section V.
Notation: We use lower-case and upper-case boldface letters
to denote vectors and matrices, respectively; (·)T , (·)H , (·)−1,
and |·| denote the transpose, conjugate transpose, matrix in-
version, and absolute operators, respectively; Re{·} and Im{·}
denote the real part and imaginary part of a complex number,
respectively; Finally, IN represents the N×N identity matrix.
II. SYSTEM MODEL
We consider a uplink large-scale MIMO system employing
N antennas at the BS to simultaneously serve K selected
single-antenna UEs for communications, where we usually
have N ≫ K, e.g., N = 128 and K = 16 have been con-
sidered in [11]. The parallel transmitted bit streams from K
different users are first separately encoded by the channel
encoder, and then mapped to constellation symbols by taking
values from a energy-normalized modulation constellation Q.
Let s denote the K × 1 transmitted signal vector containing
the transmitted symbols from all K users, and H ∈ CN×K
denote the flat Rayleigh fading channel matrix whose entries
are independent and identically distributed (i.i.d.) with zero
mean and unit variance [5]. Then the N × 1 received signal
vector y at the BS can be presented as
y = Hs+ n, (1)
where n is a N × 1 additive white Gaussian noise (AWGN)
vector whose entries follow CN (0, σ2).
The task of multi-user signal detection at the BS is to
estimate the transmitted signal vector s from the received noisy
signal vector y (note that the channel matrix H can be usually
obtained through time-domain and/or frequency-domain train-
ing pilots [12], [13]). The estimate of the transmitted signal
vector sˆ achieved by the MMSE linear detection algorithm can
be presented as
sˆ =
(
HHH+ σ2IK
)−1
HHy =W−1y¯, (2)
where y¯ = HHy can be interpreted as the matched-filter
output of y, and the MMSE filtering matrix W is denoted
by
W = G+ σ2IK , (3)
where G = HHH presents the Gram matrix. After the estima-
tion of the transmitted signal vector, the soft information LLRs
can be extracted from the estimated results for soft-input chan-
nel decoding. Let E =W−1G denote the equivalent chan-
nel matrix and U =W−1HH(W−1HH)H =W−1GW−1.
Then, by combining (1) and (2), the MMSE estimate sˆ can
be rewritten as sˆ = Es+W−1HHn. The estimate of the
transmitted symbol for the kth user (i.e., the kth element of
sˆ) can be presented as sˆk = µksk + νk, where sk denotes the
kth element of the transmitted signal vector s, µk = Ekk is
the equivalent channel gain, and ν2k =
K∑
m 6=k
|Emk|
2
+ Ukkσ
2
denotes the NPI variance, Emk and Umk present the element of
matrix E and U in the mth row and kth column, respectively.
Then the max-log approximated LLR Lk,b of bit b for the kth
user can be obtained by [14]
Lk,b=γk
(
min
q∈S0
b
∣∣∣∣ sˆkµk −q
∣∣∣∣
2
− min
q′∈S1
b
∣∣∣∣ sˆkµk −q′
∣∣∣∣
2
)
, (4)
where γk = µ2k/ν2k is the signal-to-interference-plus-noise ra-
tio (SINR) for the kth user, S0b and S1b are the sets containing
the symbols from the modulation constellation Q, where the
bth bit of the symbol is 0 and 1, respectively.
It has been proved that MMSE linear detection algorithm
is near-optimal for uplink multi-user large-scale MIMO sys-
tems [6]. However, the MMSE algorithm inevitably involves
complicated matrix inversion W−1 to achieve the MMSE
estimate, the channel gain, and the NPI variance, all of which
are required to calculate the final LLRs for soft-input channel
decoding. The computational complexity of matrix inversion
is O(K3), which is high since K is usually large in uplink
large-scale MIMO systems [11].
III. LOW-COMPLEXITY SOFT-OUTPUT SIGNAL DETECTION
FOR UPLINK LARGE-SCALE MIMO
In this section, We first propose a low-complexity signal
detection algorithm which utilizes GS method to iteratively re-
alize the MMSE estimate without matrix inversion. To further
accelerate the convergence rate and reduce the complexity, we
also propose a diagonal-approximate initial solution to the GS
method. Then we propose a approximated method to compute
the channel gain and the NPI variance for LLRs computation,
which does not need to compute the exact matrix inversion.
Finally, the complexity analysis of the proposed GS-based
algorithm is provided to show its advantages over conventional
algorithms.
A. Signal detection algorithm based on Gauss-Seidel method
For uplink large-scale MIMO systems, the channel matrix
H is column full-rank and column asymptotically orthogo-
nal [6], which guarantees that the MMSE filtering matrix W
is Hermitian positive definite. This special property inspires us
to exploit the GS method [10] to iteratively solve (2) without
matrix inversion. The GS method is used to solve the N -
dimension linear equation Ax = b, where A is the N ×N
Hermitian positive definite matrix, x is the N × 1 solution
vector, and b is the N × 1 measurement vector. Unlike the
traditional method that directly computes A−1b to obtain x,
the GS method can iteratively solve the equation Ax = b
with low complexity. Since the MMSE filtering matrix W is
also Hermitian positive definite as mentioned above, we can
decompose W as
W = D+ L+ LH , (5)
3where D, L, and LH denote the diagonal component, the
strictly lower triangular component, and the strictly upper
triangular component of W, respectively. Then we can exploit
the GS method to estimate the transmitted signal vector s as
below
s(i) = (D+ L)−1(y¯ − LHs(i−1)), i = 1, 2, · · · (6)
where i is the number of iterations, and s(0) denotes the
initial solution which will be discussed later in Section III-
B. Since (D+ L) is a lower triangular matrix, we can obtain
s(i) with low complexity as will be addressed in Section III-
D. It is worth noting that the proposed GS-based algorithm is
convergent for any initial solution since the MMSE filtering
matrix W is Hermitian positive definite [10, Theorem 7.2.2].
B. Diagonal-approximate initial solution
Traditionally, due to no priori information of the final
solution is available, the initial solution s(0) in (6) is set as a
zero-vector [10], which is simple but usually far away from the
final solution. Although the initial solution doesn’t influence
the convergence, it plays an important role in the convergence
rate and affects both computational complexity and detection
accuracy when the number of iterations is limited. In this
subsection, we propose a diagonal-approximate initial solution
to the GS-based algorithm to achieve a faster convergence rate.
For uplink large-scale MIMO systems, the channel matrix
H is asymptotically orthogonal when N ≫ K [6], so we have
hHmhk
N
→ 0, m 6= k, m, k = 1, 2, · · ·,K, (7)
where hm denotes the mth column vector of the channel
matrix H. This indicates that the MMSE filtering matrix
W = HHH+ σ2IK is diagonally dominant for uplink large-
scale MIMO systems. Based on this principle, we can conclude
that the matrixW−1 is also diagonally dominant. Fig. 1 shows
the normalized entries of the matrix W−1 for different values
of N when K is fixed to 16, where W−1mk and W−1max denote
the mth row and kth column entry and the maximum entry
of W−1, respectively. We can observe that the domination
of the diagonal elements of W−1 becomes more obvious
with the increasing value of N/K, and the difference between
the diagonal matrix D−1 and the non-diagonal matrix W−1
becomes smaller. This special property inspires us to utilize
D−1 to approximate W−1 with small error [9], [14], [15].
Then, the initial solution s(0) in (6) can be approximately
selected as
s(0) = D−1yˆ. (8)
Since the approximation error of s(0) in (8) should be
small as shown in Fig. 1, it is expected that the proposed
diagonal-approximate initial solution will be closer to the final
MMSE estimate sˆ compared to the traditional zero-vector
initial solution. Therefore, a faster convergence rate can be
achieved. Besides, note that the computational complexity to
compute D−1 (or equivalently s(0)) is very low, since D is a
diagonal matrix.
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Fig. 1. Normalized entries of W−1 for different values of N when K is
fixed to 16.
C. Approximated method to compute LLRs
1) Exact method: Although the GS-based algorithm is
originally designed to obtain the MMSE estimate sˆ, it can
be also utilized to obtain the estimate of the matrix inversion
W−1. Combining (2) and (6), we set y¯ = em where em
denotes the mth K × 1 unit vector, then the result of the GS-
based algorithm (wˆinv)(i)m =(D+L)−1
(
em−LH (wˆinv)
(i−1)
m
)
for i = 1, 2, · · · will be the mth column of the estimate of
the matrix W−1 in the ith iteration, where (wˆinv)(0)m can be
selected as the diagonal-approximate initial solution addressed
in Section III-B, i.e., (wˆinv)(0)m = D−1em. Thus, the estimate(
Wˆinv
)(i)
of the matrix W−1 in the ith iteration can be
achieved by(
Wˆinv
)(i)
= (D+ L)−1
(
IK − LH
(
Wˆinv
)(i−1))
,
i = 1, 2, · · ·
(9)
Then, by replacing the matrix W−1 by the estimated
matrix
(
Wˆinv
)(i)
, we have Eˆ(i) =
(
Wˆinv
)(i)
G and
Uˆ(i) =
(
Wˆinv
)(i)
G
(
Wˆinv
)(i)
, and the equivalent channel
gain µˆ(i)k and NPI variance
(
νˆ
(i)
k
)2
achieved by the GS-based
algorithm in the ith iteration can be presented as
µˆ
(i)
k = Eˆ
(i)
kk , (10)(
νˆ
(i)
k
)2
=
K∑
m 6=k
∣∣∣Eˆ(i)mk∣∣∣2 + Uˆ (i)kk σ2, (11)
Substituting (6), (10), and (11) into (4), we can obtain the
exact mag-log LLRs for soft-input channel decoding.
2) Approximated method: The exact method above can
compute the exact max-log LLRs to produce a good BER
performance, but it inevitably involves the calculation of(
Wˆinv
)(i)
, which requires K times of the GS method with
the complexity O(K2) for each time. Therefore, although the
proposed GS-based algorithm can obtain the MMSE estimate
sˆ with low complexity O(K2), the exact method to compute
4LLRs still suffers from the complexity as high as O(K3).
To solve this problem, we propose an approximated method
inspired by [15] to calculate the channel gain and NPI variance
for LLRs computation, which can avoid the complicated
matrix inversion.
Since W−1 is diagonal dominant for uplink large-scale
MIMO systems as we have verified in Section III-B, we can
utilize the diagonal matrix D−1 to approximate W−1 with
small error [9], [14], [15]. Then the approximated channel gain
µ˜k and the approximated NPI variance ν˜2k can be achieved by
µ˜k = E˜kk, (12)
ν˜2k =
K∑
m 6=k
∣∣∣E˜mk∣∣∣2 + U˜kkσ2, (13)
where E˜ = D−1G and U˜ = D−1GD−1. Substituting (6),
(12), and (13) in (4), we can obtain the approximated max-
log LLRs. Since D−1 is a diagonal matrix, the computation
of E˜ and U˜ involves low complexity. Besides, since the
MMSE estimate sˆ can be obtained without matrix inversion,
the overall computational complexity to compute LLRs can
be significantly reduced as will be quantified in the following
subsection.
It is worth pointing out that the method proposed in [15] also
utilizes D−1 to approximate W−1, but it simplifies the LLRs
computation by first computing a conjugate gradient matrix
with low complexity, which is then used to compute LLRs,
while our method directly utilizes D−1 to obtain LLRs.
D. Computational complexity analysis
Since both the MMSE algorithm and the proposed GS-based
algorithm need to compute the Gram matrix G = HHH (or
equivalently W = G+ σ2IK) and the matched-filter output
y¯, we focus on the complexity of the LLRs computation,
and evaluate it in terms of the required number of (complex)
multiplications [16]. It can be found from (4) that the com-
putational complexity of the proposed GS-based algorithm to
obtain LLRs comes from three parts:
1) The first one comes from the diagonal-approximate initial
solution (8) addressed in Section III-B, which involves the
computation of D−1 and a multiplication of the K ×K
diagonal matrix D−1 and the K × 1 vector y¯. Therefore the
required number of complex multiplications is 2K.
2) The second one originates from solving the linear equa-
tion (6). Considering the definition of D and L in (5), the
solution can be presented as
s
(i)
m =
1
Wmm
(y¯m −
∑
k<m
Wmks
(i)
k −
∑
k>m
Wmks
(i−1)
k ),
m, k = 1, 2, · · ·,K,
(14)
where s(i)m , s(i−1)m , and y¯m denote the mth element of s(i),
s(i−1), and y¯, respectively, and Wmk denotes the element of
W in the mth row and kth column. It is clear that the required
number of complex multiplications to compute s(i)m is K . Since
there are K elements in vector s(i), solving the equation (6)
requires iK2 times of complex multiplications.
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Fig. 2. Complexity comparison against number of users.
3) The third one is from the computation of channel gain
and NPI variance. It can be found from (12) and (13) that
for the proposed approximated method to compute LLRs, it
requires to calculate two parts, i.e., all the elements of the
matrix E˜ and the diagonal elements of the matrix U˜. Due to
E˜ = D−1G, and the diagonal matrix D−1 has been obtained
when we use the diagonal-approximate initial solution, the
required number of complex multiplications of the first part is
K2. For the second part, we only need the diagonal elements
of the matrix U˜, which can be presented as U˜kk = D−2kk Gkk
for k = 1, 2, · · ·,K, where D−1kk and Gkk denote the kth
diagonal element of D−1 and G, respectively. Thus, the
required number of complex multiplications of the second part
is as small as 2K.
To sum up, the overall required number of complex
multiplications by the proposed GS-based algorithm is
(i+ 1)K2 + 4K, so the computational complexity is O(K2)
for arbitrary number of iterations.
Fig. 2 compares the complexity of the Neumann-based
algorithm [14] and the proposed GS-based algorithm, whereby
the MMSE algorithm with Cholesky decomposition is also
included as a baseline for comparison [14]. Note that all
these three algorithms utilize the approximated method to
compute the LLRs as described in Section III-C. It shows that
the Neumann-based algorithm has lower complexity than the
MMSE algorithm with Cholesky decomposition when i ≤ 3,
especially when i = 2 with the complexity O(K2). However,
when i ≥ 4, the complexity of the Neumann-based algorithm
is O
(
(i − 2)K3
) [14], which is even higher than that of the
MMSE algorithm. Since usually large value of i is required
to ensure the final approximation performance as will be
verified later by simulation results in Section IV, the reduction
in complexity achieved by the Neumann-based algorithm is
marginal. By contrast, since K is usually large for large-scale
MIMO systems (e.g., K = 16 in [6]), we can observe that
5the proposed GS-based algorithm can evidently reduce the
complexity from O(K3) to O(K2) for arbitrary number of
iterations. Even for i = 2, the proposed algorithm enjoys a
lower complexity than the Neumann-based algorithm. More-
over, as shown in Fig. 2, the proposed GS-based algorithm
will lead to more significant reduction in complexity when the
dimension of MIMO system becomes larger, which means that
the proposed algorithm with low complexity is quite suitable
for large-scale MIMO systems.
Additionally, we can observe from (14) that the computation
of s(i)m utilizes s(i)k for k = 1, 2, · · ·,m− 1 in the current ith
iteration and s(i−1)l for l = m+ 1,m+ 2, · · ·,K in the pre-
vious (i− 1)th iteration. This characteristic of the GS method
will lead to the GS-based algorithm hard to be parallelized,
however it can bring two other benefits. Firstly, after s(i)m has
been obtained, we can use it to overwrite s(i−1)m which is
useless in the next computation of s(i)m+1. Consequently, only
one storage vector of size K × 1 is required; Secondly, when
i increases, the solution to (6) becomes closer to the final
MMSE estimate sˆ. Thus, s(i)m can exploits the elements of s(i)k
for k = 1, 2, · · ·,m− 1 that have already been computed in
the current iteration to produce more reliable result than the
conventional algorithm, which only utilizes all the elements
of s(i−1) in the previous iteration. Thus, a faster convergence
rate can be expected, and the required number of iterations to
achieve a certain estimate accuracy becomes smaller. Based on
these facts, the overall complexity of the proposed algorithm
can be reduced further.
IV. SIMULATION RESULTS
The simulation results of BER performance against the
signal-to-noise ratio (SNR) are provided to compare the GS-
based algorithm with the recently proposed Neumann-based
algorithm [14]. The BER performance of the classical MMSE
algorithm with Cholesky decomposition is also included as
the benchmark for comparison. In all simulations, we consider
the modulation scheme of 64 QAM, and the rate-1/2 industry
standard convolutional code with [133o 171o] polynomial. At
the receiver, LLRs are extracted from the detected signal for
soft-input Viterbi decoding. Note that the SNR is defined at
the receiver [14].
Firstly, we consider the uncorrelated Rayleigh fading chan-
nel. Fig. 3 shows the BER performance comparison between
the GS-based algorithm with the exact method and the approx-
imated method to compute LLRs, when N ×K = 128× 16.
Note that i denotes the number of iterations and we choose
the diagonal-approximate initial solution. We can observe that
compared to the exact method to compute LLRs involving high
complexity, the proposed approximated method can achieve
a satisfying performance when the number of iterations i is
relatively large (e.g., i ≥ 3). For example, when i = 3, the
difference between the exact method and the approximated
method is within 0.1 dB.
Fig. 4 compares the BER performance between the GS-
based algorithm with the conventional zero-vector initial so-
lution and the proposed diagonal-approximate initial solution,
when N ×K = 128× 16 and the approximated method to
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compute LLRs is employed. It is clear that the proposed
diagonal-approximate initial solution can accelerate the con-
vergence rate. When i = 3, the GS-based algorithm with
diagonal-approximate initial solution has almost the same
performance as that with the conventional zero-vector initial
solution when i = 4, which means the overall complexity of
the proposed algorithm can be reduced further.
Fig. 5 shows the BER performance comparison between the
conventional Neumann-based algorithm [14] and the proposed
GS-based algorithm, when N ×K = 128× 16. Note that
we choose the diagonal-approximate initial solution and the
proposed approximated method to compute LLRs for the GS-
based algorithm. It is clear that with the increased number
of iterations, the BER performance of both algorithms be-
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Fig. 5. BER performance comparison between the conventional Neumann-
based algorithm and the proposed GS-based algorithm.
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Fig. 6. BER performance comparison against the number of antennas at BS.
comes closer to the MMSE algorithm. However, the GS-based
algorithm outperforms the conventional one when the same
number of iterations is used. As we can observe from Fig. 5,
when i = 3, the SNR required by the GS-based algorithm to
achieve the BER of 10−4 is 14 dB, while for the Neumann-
based algorithm, the required SNR is 15 dB.
In addition, in Fig. 6 we also provide the simulation
results about the BER performance of the proposed GS-based
algorithm against the number of antennas at BS (N ) when a
fixed number of users K = 16 is considered. Note that SNR
= 13 dB is adopted. We can observe that the performance
of the MMSE algorithm improves when N increases, and
the GS-based algorithm can achieve the exact performance of
the MMSE algorithm with a small number of iterations (i.e.,
i = 4) regardless of the value of N . By contrast, although the
performance of the Neumann-based algorithm also improves
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Fig. 7. BER performance comparison for different values of correlated
magnitude.
with the increasing value of N , it still suffers a non-negligible
performance loss, which further verifies that the proposed GS-
based algorithm outperforms the conventional Neumann-based
algorithm in large-scale MIMO systems. More importantly, we
can also observe from Fig. 6 that the proposed GS-based algo-
rithm is near-optimal compared to the optimal ML algorithm,
since when N ≫ K (e.g., N/K = 8) the performance of the
GS-based algorithm with i = 4 is close to that of the optimal
ML algorithm.
Finally, as the spatial correlation of MIMO channels plays
a crucial role in the performance of realistic MIMO systems,
we show in Fig. 7 how the channel correlation affects the
performance of the proposed GS-based algorithm. Note that
we adopt the exponential correlation model described in [17],
and ξ (0 ≤ ξ ≤ 1) denotes the correlated factor between two
adjacent antennas. We can observe that the performance of
the classical MMSE algorithm degrades when the channel
correlation becomes serious, which is consistent with the
theoretical analysis in [17], and the GS-based algorithm can
still converge to the MMSE algorithm without obvious per-
formance loss. However, the required number of iterations by
the proposed GS-based algorithm to converge becomes larger
with an increasing value of ξ (e.g., i = 7 when ξ = 0.5, but
i = 10 when ξ = 0.7), which means more serious channel
correlation will lead to slower convergence rate. However, the
GS-based algorithm can still enjoy a lower complexity than
the Neumann-based algorithm and the MMSE algorithm with
Cholesky decomposition.
V. CONCLUSIONS
In this paper, by fully exploiting the special characteristics
of uplink large-scale MIMO systems, we propose a low-
complexity near-optimal signal detection algorithm based on
the GS method. To reduce the complexity further, we pro-
pose a diagonal-approximate initial solution to the GS-based
algorithm which is close to the final solution to accelerate the
7convergence rate. We also propose a approximated method
to compute LLRs with low complexity for soft-input channel
decoding. Analysis shows that the proposed algorithm can
reduce the complexity from O(K3) to O(K2). It is verified
that the proposed algorithm outperforms the conventional
method, and achieves the near-optimal performance of the
classical MMSE algorithm with a small number of iterations.
Additionally, the idea of using the GS method to efficiently
solve the complicated matrix inversion can be applied to
other signal processing problems involving matrix inversion of
large size in wireless communications, such as the downlink
precoding in large-scale MIMO systems.
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