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ABSTRACT 
For an extension k(x)/k(y) of rational function fields one can define, when 
y( co) + m, a nondegenerate bilinear form H,, y of dimension n = [k(x) : k( y )]; we call 
it a Hankel form, since its matrix is the Hankel matrix of the development of 
y = g(x)/h(r ) at co. We show that Hankel forms behave under the action of PGl,(k) 
as follows: 
H xci,.rcy)~detX.det~.H,,y 
0. INTRODUCTION 
The Hankel matrix of a (proper) rational function y E R(x) has a global 
significance: its signature is the topological mapping degree of the corre- 
sponding rational map f: P’(R) + P’(R) (Hermite-Hurwitz theorem, [2]). 
Hence, it is natural to consider, over an arbitrary ground field k, the Hankel 
matrix of an element y E k(x) wit’h y(a) z co as giving an invariant of the 
field extension k(r)/k(y). In order to do so we associate with x and y a 
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nondegenerate symmetric bilinear form H,, y of dimension n = [k(x) : k(y)], 
which we call the Hankel form, since its matrix in a suitable basis is the 
Hankel matrix one obtains from the expansion of y at co. Our aim in this 
note is to study the behavior of H,,, when the generators x and y of the 
fields E = k(x) and F = k(y) are replaced by others. 
Recall that the automorphism group of k(x) is PGl,(k), with the typical 
element defined by 
ax + b 
&)=a 
where det p = ad - bc # 0. Of course, det p is only defined modulo squares, 
but this does not matter for what we do. 
In general, we call bilinear forms G and H over k similar (notation: 
G - H) if there is a nonzero c E k and a linear isomorphism T between the 
underlying vector spaces such that 
G(v, w) = cH(Tv, Tw) 
for all vectors v, w in the appropriate space. If c can be taken equal to 1, we 
say that G and H are equivalent (notation: G = H); this is the case when 
one has the relation above with a square c. 
Here is what we find: 
THEOREM. Zf x’= X(x) and y’= p(y) with A, p E PGl(k), then 
H x,,yI z detp.det p*H,,,. 
In particular, the similarity class of all those Hankel forms is an invariant 
of the field extension E/F. 
Now, the topological mapping degree over Iw is multiplicative with 
respect to composition of maps-so, if the similarity class of the Hankel 
forms above is a good algebraic version of the mapping degree, it should be 
multiplicative in towers of field extensions. In other words: one should have a 
relation like 
H x,z - H,,,@H,,. 
for y E k(x) and z E k(y). We were unable to obtain a result of that form. In 
the meantime, however, the question has been settled: U. Helmke proved 
that the similarity classes of Hankel forms are multiplicative in the above 
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sense; cf. “Rational functions and Bezout forms: A functorial correspon- 
dence,” to appear. 
As a final remark we note that about 10 years ago R. W. Brockett and 
P. S. Krishnaprasad investigated scaling actions on linear systems. Working in 
the frequency domain, they were led to consider the action of certain 
subgroups of PGl a( k) on the domain and range of rational functions in one 
variable: see [l]. They also looked at the effect on the corresponding Hankel 
matrices. 
1. CHANGE OF FUNCTION 
In this section we begin to see what happens as the element y is 
subjected to an automorphism p of F. However, for the sake of clarity we 
shall defer questions of finiteness to the next section and for now work with a 
ring k [[ u]] of formal power series and its quotient field K. Setting x = up ‘, 
we have 
where M is the maximal ideal of k[[ u]] and R is the polynomial ring k[x]. 
Multiplication by A E k[[ u]] produces a k-linear transformation L(A) of 
K which, in terms of this decomposition, breaks up as follows: 
where D and D’ are the natural representations of k[[ u]] on M and K/M, 
respectively, and H(A): R + M is a linear map, called the Hankel map. 
Since L( AB) = L( A)L( B) we obtain the identity 
H(AB) = D(A)H(B)+ H(A)D’(B). (1) 
If B is an invertible element of k[[ u]], one has H( BB ~ ‘) = H( 1) = 0 and 
D(B-‘) = D(B))‘; hence 
H(B-‘) = - D(B-‘)H(B)D’(B-‘). (2) 
Plugging this into (1) and using D(A)D(B-‘) = D(AB-‘) = D(B-‘)D(A), 
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D(B)H(AB-‘)D’(B) = D(B)H(A) - D(A)H(B), (3) 
which will be useful in section 3. 
On the other hand, our A E k[[ u]] yields a symmetric bilinear form HA 
on R = k[x], defined by 
H,(f, g) = dfAg)a 
where p: K + k assigns to each Laurent series &u’ the coefficient ci. 
Putting (f, m) = p( jin) for f E B and m E M, it is obvious that 
H,(ft d = (f> H(Ak) 
(D’(A)f,m)= (f, @A)m). 
In other words, with respect to the pairing (. , .) : R X M -+ k, H(A) is the 
map representing HA, and D’(A) is the adjoint of D(A). 
REMARK. All this depends on the choice of u and x, and it is tempting 
to write it down in terms of their powers. Thus, if A = &z.u”, it is easy to 
verify that both H(A) and HA are associated with the matrix ( ai+ j_ r), the 
Hankel matrix of the power series A. That degree of explicitness would, 
however, cause great notational difficulties in the sequel. 
We now come to the first relation between the Hankel forms of different 
power series A and B. 
PROPOSITION 1.1. Zf AB = 1, then D’(B) is an automorphism of R 
which takes H, to - HA. 
Proof. One has B = A-‘; hence H(B) = - D(B)H(A)D’(B) by Equa- 
tion (2). Therefore, 
H,(f, g> = - (f> D(B)H(A)D’(R)d 
= - (D’(R)f, H(A)D’(B)g) 
= - H,(D’(B)f> D’(B)g). 
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From the proposition we easily obtain the general fact. 
THEOREM 1.2. Let I_L E PGl,(k), and suppose that both A and pA are in 
k[[u]]. Then one has H,,~ddetp.H~. 
Proof. For the inversion p: z - l/z this is just the proposition. On the 
other hand, if cx : z * ax + b is affine, it is obvious that H,, z det (Y. HA. 
Finally, if p is not affine, it can be written as a composite p = alpa, with 
affine LY~. Since (YEA and pcu,A=(~;‘pA are in k[[u]] along with A and 
PA, the result follows. n 
2. RATIONALITY AND TRUNCATION 
Regarding the kernel and image of H(A), we make the following observa- 
tion. 
LEMMA 2.1. The following statements are equivalent: 
(a) The kernel of H( A) is nontrivial. 
(b) The image of H( A) is finitedimensional. 
(c) There is a nonzerO h E R with Ah = g E R. 
Proof. kerH(A)= {f E RlAf E R} is an ideal in R = k[ x], hence prin- 
cipal, say Rh. The image of H(A) is isomorphic to the quotient R/Rh, 
whose dimension equals the degree of h. n 
The equivalence of (b) and (c) is known as “ Kronecker’s theorem”: it says 
that H(A) has finite rank if and only if A is the expansion “at infinity” of 
the rational function g(x)/ h( x); see [2, Theorem 1.11 or [4, Section 11.11, 
Exercise 121. 
By the way, the assumption that A = g/h is a power series in u = x-l 
implies that deg g(r) < deg h(x). Hence in this case one has 
rankH(A)=degh(x)= [k(x):k(y)], 
where y = g( x)/h( x). 
If H(A) has finite rank, one uses a finite-dimensional version of the theory 
developed so far. We consider the k[[ u]]-submodule K, = M”+i c K, and 
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the multiplicative action of k[[ u]] on K _,/K,. Again we decompose 
K-,/K, = M,@R,, 
where M, = M/M”+l and R, is the space of polynomials of degree less 
than n. Accordingly, multiplication by A breaks up into the endomorphisms 
D,,(A) and D,‘(A) of M, and K _ ,,/M, respectively, and the map 
H,(A) : R, + M, which satisfies equations analogous to (1) (2) (3). One also 
has a pairing R, x M, + k given by (f, m) = p( j%r), which is nondegener- 
ate, the bases 1, x, . . . , xnel of R, and u, u2,. . . , U” of M, being dual to each 
other. Again D,(A) and D,‘(A) are adjoints, and HA(f, g) = (f, H,(A)g) is 
just the restriction of the form on all of R to R,. The computations of section 
1 go through; the proposition and the theorem remain in force, mutatis 
mu tandis . 
The truncation process just described can be carried out for any integer 
12 > 0. However, it is most useful in case H(A) has finite rank n. 
LEMMA 2.2. Zf H(A) has finite rank n, then H,,(A) is an isomorphism. 
Proof. Let ker H(A) be generated by h. So deg h = n; hence 
kerH(A)n R, = (0). 
Now, f E ker H,(A) means deg f < n and Af = fi + u~+~B with 
fi E R, p > 0, and B E k [[ u]]. Multiplication by h yields 
Afh - fib = u”+PBh, 
where the whole left-hand side belongs to R, since Ah E R. On the other 
hand, since deg h = n, u”h is a power series in u, and the right-hand side 
is in M. We conclude that Afh - fib = 0, hence, Af - fi = 0, i.e. 
f E ker H( A), and f = 0, since deg f < n. n 
COROLLARY 2.3. Zf H(A) has finite rank n, the bilinear form induced 
by HA on R, is rwndegenrate. 
3. CHANGE OF VARIABLE 
Let y = g(x)/h(x) be a fixed rational function with 
degg(x)<degh(r)=n= [k(x):k(y)]. 
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We have so far worked with the image A of y under the inclusion 
k(x) -+ k(( u)) = K induced by u = r -l. Changing x to x’=p(x), we obtain 
another inclusion p* : k(x) -+ K via u = p(r)-‘. Setting A” = p*(y), we are 
now interested in the relation between H(A) and H( At‘), where we assume 
that A’ is an integral power series along with A. 
For clarity, we shall use the new label z for u-l in K. Thus K = M@R, 
with R = k[ z], and the inclusion /J* is induced by the isomorphism between 
k(x) and k(z) which takes p(x) to z. 
There are three archetypes for ~1: 
(i) p.(x) = 9x, 
(ii) p(x) = x + b, 
(iii) p(x) = l/x. 
As in section 1, the last one will be dealt with by our equation (l), or 
rather, its descendant (3). The other two cases are settled first. 
PROPOSITION 3.1. Zfp(x)=ax+b, witha#O, thenH,,ga.H,. 
Proof. p*(ax + b) = z, i.e., p*(x) = (z - b)/a yields a degree preserv- 
ing isomorphism p* : k [ x] + R. In particular p*(y) E k[[ u]], and the proposi- 
tion is implied by the identity 
H&*fir p*fz) = H,(fL fi)y 
which will be shown separately for the two cases involved. 
In case (i) it follows from 
P(9W4) = 49(4L 
which holds for any 9( z ) E k( z ) = k(u), because p picks out the linear term 
of a Laurent series in u = z- I. 
In case (ii), we obtain our identity from the fact that 
p(9( z)) = p( 9( z - b)) for any 9(z) E k(z) = k(u). This is due to the residue 
theorem-see for instance Proposition 6 in 11.7 of [5]-for the rational field 
z(z) over the algebraic closure k of k. Indeed, p(q(z)) can be interpreted as 
res,,9(z)up2du= C re.s_,q(.z)&, 
c E k 
which is clearly translation invariant. n 
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PROPOSITION 3.2. For p(x) = x-l, HAP is equivalent on R, to - HA, 
whenever both are defined. 
To prove this, it is convenient to use a reformulation. We choose the bases 
1, z ,..., z”-l for R, and U,U’ ,..,, U” for M,, and let H[A], D[A], D’[A], 
etc. stand for the matrices thus associated with the maps 
H,(A), D,,(A), D’(A), etc. Since the chosen bases are dual under the pairing 
R, X M, + k, we have, denoting the transpose of a matrix U by Ut, 
DIAll =D’[A] and HIAlf=HIA]. 
We retain the notation S a~ T to mean that S = UTUt for some invertible U. 
Furthermore, to every polynomial f(u) = a0 + . . . + a,u” of degree 
< n, we associate the rezlerse poZynomiaE f*(a) = a, + . . . + a&. Obvi- 
ously, if u = x- ‘, the image in K of y=g(x)/h(x) is A =g*(u)/h*(u). 
Here h*(O) # 0, since det h(x) = n, so that h*(u) is invertible as a power 
series. However, if we put u = x, the image A’ of y is just g(u)/h(u), and 
this belongs to k[[u]], provided that h(0) + 0. 
Proposition 3.2 can now be reformulated as follows: If both h(0) and 
h*(O) are nonzero, then 
f&.t E-H 
[ 1 
g*(u) 
h(u) - [ 1 h*(u) ’ 
Proof. The n-truncated version of Equation (3) yields 
H[AB-‘1 =D[B]H[A] -D[A]H[B]; 
hence we are reduced to finding an invertible U with 
u(D[h]H[d -D[glH[hl)U1=D[g*]H[h*l -D[h*lH[g*l. (4) 
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To derive (4) we use two computational rules, namely 
where S, is the permutation matrix with ones on the antidiagonal, and 
f-WI = m-1 fL (6) 
Equation (6) is just a variant of (5), using the symmetry of H [f*] and of S,. 
Equation (5) stems from the identity f(u) = u”f*(z), which entails the 
factorization H,(f) : R, -+ R + M, where the first arrow is multiplication by 
f*(z) and the second is H(u”). Here R can be replaced by R,, because 
H( u” ) is trivial on higher powers of z. The matrix of H( u” ) is S,, and, since 
multiplication by z in R, has the same matrix as multiplication by u in M,, 
the matrix of the first arrow is just D[f*]. Using (5) and (6) we now get (4) 
with U = S,. In fact, the left-hand side of (4) with CT = S, is symmetric, being 
equal to S,D[h]H[g/h]D[h]‘S, by (3). Hence we can use (5) and S, = S;’ 
to rewrite it as 
whence the result, by (6). W 
Since every automorphism of k( x ) can be obtained by suitably composing 
types (i)-(iii), the following theorem summarizes the content of Propositions 
3.1 and 3.2. 
THEOREM 3.3. For any p E PGI a( k), we have 
H,,=detp.H,, 
whenever both are defined. 
The theorem stated in the introduction is an easy consequence of Theo- 
rems 1.2 and 3.3, the only problem being that both of the obvious intermedi- 
ate steps H, cJf and H,# y might fail to exist. This obstacle is circumvented by 
finding a third generator y” of k(y) such that both H,, yrr and H,,,,,, exist, 
and using these as stepping stones in the desired transition. The proof of the 
existence of such a y” is left to the reader. 
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