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Abstract
This paper describes a formal model for the recognition of on-line handwritten mathematical
expressions using 2D stochastic context-free grammars and hidden Markov models. Hidden
Markov models are used to recognize mathematical symbols, and a stochastic context-free
grammar is used to model the relation between these symbols. This formal model makes
possible to use classic algorithms for parsing and stochastic estimation. In this way, first, the
model is able to capture many of variability phenomena that appear in on-line handwritten
mathematical expressions during the training process. And second, the parsing process can
make decisions taking into account only stochastic information, and avoiding heuristic deci-
sions. The proposed model participated in a contest of mathematical expression recognition
and it obtained the best results at different levels.
Keywords: Mathematical expression recognition; Handwriting recognition; Stochastic
parsing; Symbol recognition; Structural analysis; Spatial relations; Hidden Markov models
1. Introduction
An essential part of information in science documents and many other fields is mathe-
matical notation. Introducing mathematical expressions into computers and handling them
usually requires special notation like LATEX or MathML. However, in recent times there has
been a great increasing of pen-based interfaces and tactile devices that allow users to provide
handwritten data as input. This is a more natural way of introducing mathematical notation
and it requires, in turn, developing systems that are able to recognize them. Recognition sys-
tems for mathematical expressions depend on the application [6]: on-line recognition systems
for handwritten mathematical expressions, and off-line recognition systems for handwritten
or printed mathematical expressions. In on-line recognition, the system input is usually a
set of strokes that have geometric and temporal information. The system can take profit of
temporal information of mathematical expressions that is not present in off-line recognition.
This paper will be focused in on-line recognition of handwritten mathematical expressions.
Handwritten mathematical expression recognition can be divided into two major steps [9]:
symbol recognition and structural analysis. Symbol recognition involves segmentation of the
input strokes into mathematical characters and symbol classification of these hypotheses.
Structural analysis deals with finding out the structure of the expression according to the
symbols arrangement. Several methods have been proposed to solve these problems jointly
and separately. If the symbol recognition and structural analysis problems are performed
jointly, then the segmentation can be considered as a hidden variable. If the symbol recog-
nition and structural analysis problems are carried out separately, then the segmentation is
done explicitly. The second approach is usually computational less expensive but it is prone
to segmentation errors. The first approach is computational more expensive and efficient A?
search strategies must be defined [29].
Several proposals have been studied for printed symbol recognition based on Support
Vector Machines [24], Nearest Neighbor techniques or Hidden Markov Models (HMM) [3].
A survey of methods is provided in [9] for on-line recognition. The most usual representation
techniques for on-line recognition are based on template or structural matching and HMM.
Currently the error rate of mathematical symbols is about 5% for the best known classifica-
tion techniques [14, 22, 31]. A very low error rate in mathematical symbol segmentation is
crucial because it largely contributes to a reduction in the recognition of the full expression.
Structural analysis of mathematical expression has been carried out by considering syn-
tactic models that are able to represent spatial relations between the mathematical symbols.
Trees are the mostly accepted models and they have been considered in [8, 12, 28, 40, 42]
to represent these 2D spatial relations in on-line recognition. Minimum spanning trees have
also been considered [13]. These tree structures are obtained through a parsing process.
Evaluation and comparison of the structural analysis in mathematical expression recogni-
tion has hitherto been difficult because: first, most of the proposals used private data, and
second, there has been a lack of standard performance evaluation measures [5, 19]. Lately,
some public large corpora have been developed [23, 32] and also new metrics have been
proposed [1, 30, 41]. Recently a Competition on Recognition of Online Handwritten Math-
ematical Expressions1 (CROHME 2011) has been proposed [25]. This competition tried to
define an experimental setup that allowed the comparison of different systems.
The contribution of this paper is two-fold. First, from theoretical point of view, this pa-
per takes a step forward in mathematical expression recognition by introducing a stochastic
formal model based on 2D stochastic context free grammars (SCFG). The main contribu-
tion of this paper is an adequately formalized model that allowed us to deal appropriately
with the two fundamental problems associated to this kind of models, that is, the learning
problem, and the interpretation problem. The learning problem deals with the learning
of the structural and stochastic part of the model from data. This paper introduces the
learning of the main stochastic distributions of the model. The interpretation problem deals
with obtaining the structure of the mathematical expression. The algorithm for parsing
mathematical expressions according to the proposed model is also defined in this paper. It
1Competition held in International Conference on Document Analysis and Recognition (ICDAR 2011).
http://www.isical.ac.in/~crohme/
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is important to remark that a correct formalization of the model allows us to use classi-
cal probabilistic estimation algorithms for learning and efficient algorithms for stochastic
parsing.
Second, from a more applied point of view, this paper contributes to mathematical sym-
bol recognition and spatial relations classification as follows. HMM have been widely used
for symbol recognition, in this work we applied two well-known sets of features used in
handwritten text recognition [34, 35] that have not been yet tested in mathematical sym-
bol recognition. Regarding spatial relations classification, we extended the work presented
in [4] for printed mathematical expressions. We propose adding new features to account for
variability in the handwritten case, as well as to recognize spatial relations that were not
considered in that paper. We also employed a different method for computing the geometric
features.
A system for handwritten mathematical expression recognition based on parsing 2D-
SCFG is completely detailed in this paper. It is composed by hybrid HMM as mathematical
symbol classifier and spatial relations are determined according to geometric features. This
model is able to solve jointly the problems involved in mathematical expression recogni-
tion: symbol recognition and structural analysis. The described system participated in the
CROHME 2011 competition previously mentioned and it obtained the best results.
The remainder of the paper is organized as follows. First, a review of related works is
given in Section 2. Then, an overview of the on-line handwritten mathematical expressions
recognition system is presented in Section 3. The formal statistical framework based on
a two-dimensional extension of SCFG is described in Section 4. The mathematical symbol
recognition process is explained is Section 5 and the spatial relations classification is detailed
in Section 6. Finally, Section 7 presents a set of experiments performed to validate this
approach using a public database of mathematical expressions and also the results obtained
in the CROHME 2011 competition are reported. Conclusions and future work are presented
in Section 8.
2. Related work
There are several papers with detailed surveys on on-line recognition of mathematical ex-
pressions [9, 14, 37]. In this section we will briefly describe those papers that have influenced
at most the approach of this paper.
There are two main steps in mathematical expression recognition: symbol segmentation
and recognition and structural analysis of the recognized symbols. On-line handwritten
mathematical expressions are usually represented as a set of strokes. The segmentation
problem consists on grouping properly these strokes to produce mathematical symbols. The
segmentation problem has been tackled by computing connected components in [28] or
applying the projection profile cutting method in [27], and the obtained strokes are then
classified. The primary unit representation in mathematical expression recognition can be
mathematical symbols [39] or strokes. When using strokes as primary unit representation,
the segmentation into strokes can be explicitly used [42, 14, 40, 37, 29] or not [31, 22].
The use of explicit segmentation into strokes introduces the problem of grouping them to
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compose symbols, and it makes the search difficult. Given that currently there are powerful
symbol segmentation techniques [22], in this paper, the primary unit representation was
mathematical symbols.
Recognition of handwritten mathematical symbols is carried out using classical tech-
niques. Several methods have been proposed to solve this problem, such as HMM [39, 18, 16],
Neural Networks [33], Elastic Matching [7, 36] or Support Vector Machines [17]. Further-
more, some of these proposals combine on-line and off-line information to perform hybrid
classification and improving recognition results [39, 17]. An important advantage of using
HMM is that they may not require an explicit segmentation for training [31, 22]. In this
work we have used HMM and we have combined on-line and off-line characteristics with
HMM.
Several approaches have tackled the structural analysis problem by using formal gram-
mars. Chou [12] proposed to use SCFG in order to recognize printed mathematical expres-
sions. Other proposals have been presented using definite clause grammars [10] or graph
grammars [21]. Yamamoto et al. [40] presented a statistical formulation for on-line pars-
ing of handwritten mathematical expressions based on the Cocke-Younger-Kasami (CYK)
algorithm. Our proposal is similar to the approach based on two-dimensional SCFGs that
was described in Pr˚usˇa and V. Hlava´cˇ [28]. Pr˚usˇa and V. Hlava´cˇ used weights associated to
regions that contained symbols and then these regions were combined according to a penalty
function based on region weights and syntactic rule weights. Our proposal uses stochastic
distributions associated to regions in a similar way to [40], but the stochastic distributions
associated to the model were different in our proposal. The stochastic definition of our
model allowed us to use classical parsing and estimation algorithms for SCFG [20].
3. System Overview
This section presents an overview of the developed system, and the following sections
provide a detailed description of the most important parts of the model.
As we mentioned in the previous section, the symbol segmentation process was separated
from the recognition of the full expression. That is, the segmentation process was considered
as an explicit variable and not as a hidden variable. Considering the symbol segmentation as
a hidden variable would be also possible in the developed system. The image was rendered
by using linear interpolation between the points belonging to the same stroke. Then the
connected components of the image were computed to obtain and a set of segmentation
hypotheses (see Fig. 1).
The recognition of the full expression was carried out with a Two-Dimensional Stochas-
tic Context-free Grammar (2D-SCFG)2. This 2D-SCFG is introduced as a modification of
a SCFG for strings. But in the two-dimensional case, the SCFG must account for spatial
relations. Several spatial relations are stochastically explored between two regions: hori-
zontal, subscript, superscript, vertical and inside. This information is coded in the rules.
2Matrices and left scripts (abx) were not considered in this paper.
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Strokes input Rendered image
10
27
9028 6150
9039 6155
9044 6152
...
26
9579 5788
9576 5774
9582 5772
...
41
9582 5744
9582 5741
...
10 strokes input sequence
7 connected components
(∆ = 3 strokes and x = 2 strokes)
Figure 1: Mathematical expression initial segmentation by computing the connected components in the
rendered image of the input sequence of strokes.
Then, a stochastic constraint that takes into account the geometric position of each region
is introduced in the parsing process.
Note that two important problems are, first, the obtaining of the 2D-SCFG, and second,
the parsing process. In this research, the rules of the grammar and the rule probabilities
were manually defined. It is important to point out that the stochastic estimation of the
rule probabilities could be performed with classic stochastic estimation algorithms [20] by
defining appropriate algorithms. Section 4 introduces a parsing algorithm from which inside
and outside versions could be derived. The other probability distributions of the 2D-SCFG
were stochastically estimated from examples.
In the parsing process, the initialization step was done using a mathematical symbol
classifier to recognize the set of segmentation hypotheses. Afterwards, the productions of
the grammar defined a set of syntactic and spatial constraints that guided the stochastic
parsing process in order to build a complete structure of the most probable expression.
The mathematical symbol recognition step was performed by using both on-line and
off-line information. Note that the segmentation strategy based on computing connected
components is not enough to solve this problem. Touching characters detection was not
tackled in this work. However, the system is able to properly recognize symbols that are
composed by more than one connected component. The detection of these type of symbols
was integrated in the parsing process. For instance, an equal symbol (=) was recognized
because the grammar had a production that composed an equal symbol as the vertical
concatenation of two horizontal lines. In addition, some extra classes had to be added to
recognize symbols whose components were not actual terminal symbols of the grammar, as
the body of the i or a single stroke representing the ‘co’ part of the cosine function. Then,
an i symbol is recognized as the vertical concatenation of a dot (·) and the body of an i (ı),
as well as a cosine function can be recognized as the horizontal concatenation of ‘co’ and
the letter ‘s’.
5
Finally, using the global information of the whole expression structure helped to improve
the initial decisions made in segmentation, symbol recognition and spatial relations among
regions.
4. Two-dimensional Stochastic Context-free Parsing
SCFGs are a powerful formalism of syntactic pattern recognition that have been exten-
sively used for string patterns. However, it is possible to slightly modify this formalism in
order to model two-dimensional problems. In this paper, we studied the modeling of math-
ematical expressions using SCFGs. Hence, a 2D extension of a SCFG and its corresponding
version of the CYK parsing algorithm are defined below.
4.1. Two-dimensional Stochastic Context-free Grammars
First, we present the notation for Two-Dimensional Stochastic Context-free Grammars
(2D-SCFGs) that constitute the formal framework used in this work.
A Context-Free Grammar (CFG) G is a four-tuple (N,Σ, S, P ), where N is a finite set of
non-terminal symbols, Σ is a finite set of terminal symbols (N∩Σ = ∅), S ∈ N is the starting
symbol of the grammar, and P is a finite set of rules: A → α, A ∈ N , α ∈ (N ∪ Σ)+. A
CFG in Chomsky Normal Form (CNF) is a CFG in which the rules are of the form A→ BC
or A→ a (where A,B,C ∈ N and a ∈ Σ).
A Stochastic Context-Free Grammar (SCFG) G is defined as a pair (G, p), where G is
a CFG and p : P →]0, 1] is a probability function of rule application such that ∀A ∈ N :∑nA
i=1 p(A→ αi) = 1; where nA is the number of rules associated to non-terminal symbol A.
A 2D-SCFG for mathematical expression recognition is a generalization of a SCFG,
and introduces some significant differences. First, the terminal symbols are the recognized
mathematical symbols in the two-dimensional regions corresponding to the segmentation
hypotheses obtained in the pre-processing stage. Second, the grammar rules have an addi-
tional parameter that describes the spatial relation among regions. This relation is defined
as A
spr−−→ α, where spr denotes the spatial relation that models the rule. Common spatial
relations for mathematical expression recognition are: horizontal, vertical, inside, subscript
and superscript. Terminal productions do not contain the spatial relation parameter. Fi-
nally, the main difference lies in how to combine the grammar rules to account for an image.
We now describe a stochastic parsing method for this type of two-dimensional models.
4.2. CYK parsing for 2D-SCFG
Let G be a CNF 2D-SCFG, and let C = { c<x,y>i | i : 1 . . . C } be the set of segmentation
hypotheses (representing the input expression) provided after the pre-processing step, where
c<x,y>i represents the segmentation hypothesis located at region defined by points <x, y>
(top-left and bottom-right corners, respectively).
In order to compute the probability of the best parsing of the input expression (rep-
resented by C) by the grammar G is necessary to define a new version of the well-known
CYK-based Viterbi algorithm [26] to consider two-dimensional images.
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Following [15], this algorithm is essentially a dynamic programming method, which is
based on the construction of a parsing table L. Each element in L is defined according to
the following concepts. Value e<x,y>[A] is the probability that A is solution of the mathe-
matical expression contained in the region defined by <x, y>. Analogously, e<x,y>l [A] is the
probability that A is solution of the mathematical subexpression contained in the region
<x, y>, considering l segmentation hypotheses. Finally, Ll = { e<x,y>l [A] } is a stochastic
parse structure where each element e<x,y>l [A] is composed from l segmentation hypotheses.
Following [26, 15], we now present a stochastic parsing algorithm for 2D-SCFG based on
the well-know CYK algorithm. This algorithm will allow us to calculate the parsing table
L. As in [26, 15], we will divide this process into two steps. First, the initialization begins
building the set L1 from the set of segmentation hypotheses defined in C:
L1 = L1 ∪ { e<xi,yi>1 [A] } ∀i : 1 . . . C
such that:
e<xi,yi>1 [A] = max
m
{p(A→ m) qm(c<xi,yi>)}
where m is a particular mathematical symbol, for which there is a specific recognizer. Value
qm(c
<xi,yi>) is the probability provided by the HMM symbol classifier (see section 5) of this
class m for segmentation hypothesis c<xi,yi>.
Next, the parsing process continues calculating new subproblems of increasing size. For-
mally, the general case is computed as
Ll = Ll ∪ { e<x,y>l [A] } ∀ l : 2 . . . C
with:
e<x,y>l [A] = max
B,C
max
r
max
k:1...l−1
max
e
<xB,yB>
k [B]∈Lk
e
<xC,yC>
l−k [C]∈Ll−k
(p(A
r−→ BC) e<xB ,yB>k [B] e<xC ,yC>l−k [C] pr(<xB, yB>,<xC , yC>))
where a new subproblem e<x,y>l [A] is created from two subproblems of minor size e
<xB ,yB>
k [B]
and e<xC ,yC>l−k [C] taking into account both the syntactic constraints, defined by p(A
r−→
B C), and the following constraints: first, r represents the spatial relation, and second,
pr(<xB, yB>,<xC , yC>) is the probability that both regions were arranged according to the
spatial relation r (see Section 6).
Looking at the 2D CYK algorithm, the first remarkable difference is that the parsing
table is indexed by only one index. On the standard CYK parsing algorithm two indexes
explain the positions that define some substring. In the 2D case, there is a level for each
subproblem size, and these levels store a set of elements which contain their two-dimensional
space information. For that reason, at the initialization step the built subproblems are added
at L1, that is to say that they cover one input element (in this case a connected component).
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After that, the parsing process continues by building new subproblems of increasing size,
where both spatial and syntactic constraints are taken into account for each new subproblem.
Finally, the time complexity of the algorithm is O(n4|P |) where n is the symbol number
of the input expression and |P | the rule number of the 2D-SCFG. The time complexity of
the classical CYK is O(n3|P |). However, this complexity was reduced to O(|P |n3 log n) by
using a spatial data structure as is described in [2].
5. Mathematical Symbol Recognition
Hidden Markov Models (HMM) were used in this paper to perform the mathematical
symbol recognition process by using two well-known sets of features widely employed in
handwritten text recognition [34, 35]. In on-line recognition of mathematical symbols, the
basic input unit is usually a sequence of strokes. In our approach, the basic input unit were
isolated symbols made up from strokes. The path described by the points in each stroke
was rendered, and then mathematical symbol hypotheses were obtained. The mathematical
symbols were got by classifying a segmentation hypothesis according to off-line character-
istics. Then each segmentation hypothesis was reinforced by combining both on-line and
off-line information. Note that this process could be done in the opposite direction: first
a segmentation hypothesis could be obtained according to on-line characteristics, and then
each hypothesis could reinforced by combining both on-line and off-line information.
The following subsections describe the recognition process for both cases and also the
combination of both modalities.
5.1. Classification with off-line characteristics
A sequence of strokes describes a path into the space, hence it is possible to draw the
image representation from the on-line input. In this approach, we used simple linear inter-
polation between every two consecutive points (see Fig. 2).
Each segmentation hypothesis was made up by computing the connected components
in the rendered representation of the input sample. Then, each connected component was
classified by using HMMs. HMM have been widely used for mathematical symbols classifi-
cation in on-line recognition [14]. However their use in off-line recognition has not received
much attention. In this paper, we explored the technique described in [34] applied to off-line
mathematical symbols.
The rendered representation was adequately normalized to a fixed size row, keeping the
aspect ratio (see Fig. 2.a). Then, the image was transformed into a sequence of fixed-
dimension feature vectors as follows: the image was divided into a grid of small square cells,
sized a small fraction of the image height. Each cell was characterized by the following
features (Fig. 2): normalized grey level (b), horizontal grey-level derivative (c) and vertical
grey-level derivative (d). To obtain smoothed values of these features, feature extraction
was extended to a 5 × 5-cell window centered at the current cell and weighted by a two-
dimensional Gaussian function in b) and a unidimensional Gaussian function in c) and d).
The derivatives were computed by least squares fitting a linear function. Columns of cells
were processed from left to right and a feature vector was built for each column by stacking
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Figure 2: Rendering example of a certain sequence of strokes through linear interpolation and off-line feature
extraction.
the features computed in its constituent cells. Fig. 2.e) shows a graphical representation of
the obtained values.
5.2. Classification with on-line characteristics
Given a set of strokes that represents a segmentation hypothesis according to the off-line
classification, HMMs were used to classify the sample into one of the possible mathematical
symbol classes considering on-line information. The input set of points was processed to
obtain a sequence of feature vectors as is described in [35]. First, a preprocessing step was
applied to the input, and this process involves four steps: repeated points elimination, noise
reduction, writing speed normalization and size normalization. Afterwards, some features
were computed for each point (xt, yt). In this case, each vector was composed by 15 features:
normalized horizontal and vertical position (xt, yt), normalized first derivatives (x
′
t, y
′
t), sec-
ond derivatives (x′′t , y
′′
t ), curvature kt, and the four lowest frequency Fourier components of
the Discrete Fourier Transform where each component had real and imaginary part. The
number of states of each symbol HMM was estimated depending on the average number of
feature vectors of the training samples.
5.3. Hybrid classification
Finally, both on-line and off-line HMMs were combined in order to take advantage of
all the information that was available. A naive Bayes classifier was used (assuming uniform
class priors), which aimed at balancing the relative reliability of the on-line (x) and off-line
(y) models by using a weight parameter (α):
Pr(x, y|c) = α · Pr(x|c) + (1− α) · Pr(y|c) (1)
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In order to obtain the posterior probability of a given sample from both on-line and off-
line models, we had to compute the posterior probability in both cases. These probabilities
can be efficiently computed with the well-known forward-backward algorithm [38]. It should
be noted that this calculation requires a scaling factor parameter, so the hybrid classifier
had 3 parameters to be tuned: α for the combination of probabilities, βon scaling factor for
on-line classifier and βoff scaling factor for off-line classifier.
6. Spatial Relations Classification
Given two 2D regions B and C, the relation between them was statistically determined.
In this paper, five different spatial relations were considered: horizontal (BC), subscript
(BC), superscript (B
C), vertical (BC) and inside (
√
C). The relation between two regions
was represented as a single numerical vector according to several geometric features. We
used two features H and D previously defined for classification of spatial relations in printed
mathematical expressions [4], and 7 additional features (see Fig. 3). These new features
aimed at improving classification results by providing more information given that hand-
written expressions present more variability than printed expressions. Feature H represents
the relative size between symbols, and feature D the difference of their vertical centers. Val-
ues dx, dx1 and dx2 extended the horizontal position information, as well as dy, dy1 and dy2
extended the vertical position information. The difference between the horizontal centers
(dhc) helped to recognize the vertical relation, where this distance should be small. More-
over, using these new features allowed us to also classify the inside relationship, whereas
features H and D were insufficient. Finally, every feature value was normalized by the height
of the parent region in the relation (hB), which made these features invariant to the scale of
the mathematical expression coordinates.
B
C
C
Bdx1
dx
dx2
D
dhc
dy2
dy
dy1
hB = height(B); H =
height(C)
hB
D = centerver(B)−centerver(C)
hB
; dhc = centerhor(B)−centerhor(C)
hB
features = [H,D, dhc, dx
hB
, dx1
hB
, dx2
hB
, dy
hB
, dy1
hB
, dy2
hB
]
Figure 3: Spatial relations geometric features for automatic classification.
Given a set of training mathematical expressions we extracted a set of samples of several
spatial relation types represented by the described features. Then, we trained a Support
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Vector Machine (SVM) classifier using these samples. In this way, we automatically learnt
the spatial relations distribution from training data, and no heuristic decision was made.
From the resulting trained SVM models, we were able to compute the posterior probabilities
as is described in [11].
A very important issue for the performance of the spatial relations symbol classifier was
the way that the vertical center (centerver) was calculated. Horizontal center (centerhor)
was computed as (left + right)/2. From the defined relationships, the main problem is to
distinguish between horizontal, subscript and superscript cases. These three relations can
be very ambiguous even for human beings and for that reason it is crucial to compute a
proper vertical center for each region.
Aly et al. [4] computed the vertical center as the center after normalizing the bounding
box by adding a virtual ascender or a virtual descender or both, depending on the character
category. A different method was used in this paper. First, four types of symbols were
defined: ascendant (d, t, λ), descendant (y, p, µ), normal (x,−, θ) and middle (7, L,Π). In
the symbol recognition step the vertical centroid of the symbol was modified according to
this classification. If the class was not normal, then the centroid was modified. For class
ascendant the centroid was displaced down to (centroid+ bottom)/2. Likewise, if type was
descendant the centroid was displaced up to (centroid + top)/2. Finally, if the type was
middle, then the geometric vertical center was considered (top+ bottom)/2. Fig. 4 shows an
example of the different centers computed for a mathematical symbol according to its type.
middle
normal
descendant
ascendant
Figure 4: Example of vertical center computation for a mathematical symbol depending on its type.
Once the vertical centers were calculated for every symbol, this information was hier-
archical inherited as follows. The combination of two regions B and C resulting in a new
region A had to follow some rules in order to preserve good center values. A decision was
made depending on the spatial relation between them and the rule of the grammar, giving
rise to different cases. In general, for the subscript relation (BC) and the superscript relation
(BC) the center of their combined region A is the center of region B (Fig. 5a), for the inside
relation (
√
C) the resulting center is the center of C (Fig. 5b), and for the horizontal relation
(B C) the final center is computed as (centerver(B) + centerver(C))/2 (Fig. 5c). The vertical
relation (BC) depended on the rules of the grammar. For example, for parsing a fraction the
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following two rules were used:
Fraction
vertical−−−−−→ Expression OverExp
OverExp
vertical−−−−−→ HorzLine Expression
where in the second rule centerver(OverExp) = centerver(HorzLine) and in the first rule
centerver(Fraction) = centerver(OverExp). As a result, the center of the fraction is the
horizontal line center.
a)
B
C A ; AB
C
b) AB C
c) AB C
Figure 5: Vertical center computation of the combination of two regions according to the spatial relation
among them: a) subscript/superscript; b) inside; c) horizontal.
Finally, in order to achieve a better normalization of spatial features, the height of the
region resulting after the combination of two regions is computed according to the applied
rule. This is because the geometric features are normalized by the height of the parent region.
Analogously to vertical center computation, the height of a combined region is the height
of the region whose center is inherited (base in subscript/superscript relation, content in
square root). For horizontal relation, the resulting region has the rightmost region’s height,
and vertical relation does not inherits this information.
7. Experiments
A full model for on-line recognition of handwritten mathematical expression has been
described. In this section, we describe the experiments that were carried out in order to
validate the developed system. First, each part of the system is tested individually: math-
ematical symbol recognition and spatial relations classification. Then, the whole system is
evaluated by recognizing mathematical expressions. Experimentation was carried out by
using MathBrush3 [23], a large public database of on-line handwritten mathematical expres-
sions. This database was recently made publicly available and there are not comparable
3http://www.scg.uwaterloo.ca/mathbrush/corpus
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results with other systems. Therefore, results of the CROHME 2011 competition are also
reported. The described system participated in this competition, hence, comparable result
are also provided.
Preliminary experiments as well as mathematical expression recognition experimentation
were carried out by using the MathBrush corpus [23]. This database contains 4, 654 anno-
tated mathematical expressions written by 20 different writers. The number of mathematical
symbols is 26K and they are distributed in 100 different classes. We split the database into 5
groups of writers with 4 writers on each group in order to perform a cross-validation scheme
and analyzing the performance according to writer dependencies. Writer dependent and
writer independent experiments were carried out, and for each scenario 5 recognition ex-
periments were performed as a result of the cross-validation strategy, and then the average
results were obtained.
7.1. Mathematical Symbol Recognition
As Section 5 explained, we used a hybrid mathematical symbol classifier based on HMM.
The on-line and off-line models had some parameters to be tuned, as well as the combination
of both classifiers. For both the writer dependent scenario and writer independent scenario,
the parameters were tuned only for one of the cross-validation partitions. For each ex-
periment, the annotated symbols were extracted from the set of mathematical expressions.
Once these parameters were properly adjusted, the behaviour of the linear combination of
the HMM classifiers was studied (see Section 5.3). Fig. 6 represents the relative improve-
ment with respect to the best recognition result (on-line or off-line) for one of the performed
experiments, according to a weight parameter α (see Exp. (1)).
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Figure 6: Relative improvement of hybrid mathematical symbol classification according to α weight (writer
dependent).
The final results of the mathematical symbol recognition experiments are shown in Ta-
ble 1. Results showed that on-line recognition obtained higher recognition rate than off-line
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recognition, and hybrid recognition significantly improved the classification accuracy. As it
was expected, symbol recognition rate notably decreased for writer independent experiments.
Table 1: Mathematical symbol recognition: recognition rate and relative improvement.
Writer RecON RecOFF RecHYB Improvement
Dependent 85.63 81.84 88.14 17.47
Independent 78.64 76.98 83.81 24.20
MathBrush database has been developed recently, hence, there are not many published
results and for that reason comparison is difficult. Mathematical symbol recognition ex-
periments were carried out in [16] also using the MathBrush corpus. However, that work
was focused only on symbol recognition. It did not perform a writer dependent or writer
independent experiments. Different training and test sets were defined and the number of
classes was reduced to 93. The final reported recognition rate was 82.9% by using an on-line
HMM mathematical symbol classifier.
Keshari et al. [17] presented an hybrid SVM mathematical symbol classifier using on-line
and off-line features. They used a different nonpublic database and the number of classes
was 137. In that work, they obtained a relative improvement of 10% for writer dependent
experiments, and a 5% relative improvement for writer independent experiments. It should
be noted that we achieved greater improvement in independent case, in contrast to the results
presented in [17]. We thought that it is due to some writers had significant differences in
their writing style, and for that reason the on-line classifier did not obtain very good results
in writer independent experiments. Hence, the hybrid classifier took more advantage of the
combination because both classifiers were more balanced.
7.2. Spatial Relations Classification
For each cross-validation partition, a SVM with a Gaussian kernel was trained and then
the test set was classified. Table 2 shows the results obtained for each scenario, where the
recognition rate is reported for each type of spatial relation and using two different sets
of features (see Section 6). According to the results, the incorporation of new geometric
features has demonstrated to improve the recognition rate as well as to properly classify the
inside relationship.
In this case, spatial relations had less dependencies to writer style than symbol shapes
given that the classification results were very similar in all cases. The global accuracy was
around 96% in average, but superscript and subscript relations presented a high error. It
should be noticed that there was a significant difference in the amount of samples of each
spatial relation. In the test set horizontal relations were very common (70%), whereas
inside relations were infrequent (4%). Vertical relations were about 11% and subscript
and superscript relations were about 6% and 9% respectively. Furthermore, the grammar
syntactic information will help to improve spatial relations recognition.
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Table 2: Recognition rate in spatial relation classification.
#Feat Writer Hor. Subscript Super Vertical Inside Total
2
Dep. 96.29 44.39 72.55 92.25 6.31 86.94
Ind. 96.43 46.34 70.17 92.61 3.57 85.97
9
Dep. 98.56 74.43 91.30 97.40 99.33 96.32
Ind. 98.54 73.90 89.17 96.55 99.46 95.81
7.3. Mathematical Expression Recognition: MathBrush database
Finally, mathematical expression recognition experiments were performed. The HMM
classifier for mathematical symbol recognition and the SVM for spatial relations classification
were trained as previously discussed. The 2D-SCFG was manually defined to cover general
mathematical expressions, taking into account the type of expressions of the corpus.
Evaluation of mathematical expression recognition systems is a difficult problem [5, 19],
and several metrics have been proposed [30, 41, 1]. The EMERS metric [30] is a dissimilitude
value computed as the tree edit distance between the tree representation of the obtained
expression and the reference expression, ant it is not normalized. The main problem of the
EMERS metric is that the representation ambiguity of coded mathematical expressions can
produce different trees of the same expression. In [41], the authors proposed a representation
that seems to cope with this ambiguity and they also presented their corresponding perfor-
mance metrics. However, the representation required precise information of the structure
of the expression at stroke level, and the MathBrush corpus annotation had not completely
and explicitly this information. Recently, we proposed IMEGE4 metric, a global measure
based on image representation, which also deals with ambiguity. This metric is based on
the image representation of the two expressions [1]. It computes a global dissimilitude value
normalized in the range [0, 100] such that if two expressions are identical the corresponding
IMEGE value is equal to zero.
Table 3 shows the results of the mathematical expression recognition experiment, where
several measures were used: symbol segmentation rate (SYMseg), symbol recognition rate
for well segmented symbols (SYMrec), expression recognition rate (EXPrec), and global ex-
pression metrics EMERS and IMEGE. Expression recognition rate was computed as the
percentage of expressions whose IMEGE value was equal to zero. As expression recogni-
tion rate is a very pessimistic measure, we also report the rate of expressions for which the
structure is perfectly recognized without regarding the symbol recognition errors (Struct).
Results show that the proposed system is able to properly recognize handwritten mathemat-
ical expressions. The obtained performance evaluation measures validates the model, where
all its parts are learnt automatically from training samples. Despite that the segmentation
strategy of this approach is simple and it could be improved [22], symbol segmentation rate
was 85.12% for writer dependent experiment and 83.84% for writer independent experiments.
4Software available at http://users.dsic.upv.es/~falvaro/imege.html
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Table 3: Mathematical expression recognition results with MathBrush database.
Writer SYMseg SYMrec EXPrec Struct EMERS IMEGE
Dep. 85.12% 86.49% 19.39% 44.10% 4.98 37.51
Ind. 83.84% 84.11% 19.15% 43.22% 5.14 40.08
The symbol recognition approach based on hybrid HMM also presented a good behaviour
obtaining symbol recognition rate of 86.49% and 84.11% for writer dependent and writer
independent scenarios, respectively. Expression recognition rate was about 19% and taking
into account only the structure of the expressions the recognition rate increases up to 44%.
It should be noted that writer dependent results are better that writer independent results,
as it was the expected behaviour. Finally, global comparison is difficult because, as far as
we know, there are not results presented over this database using these measures. For that
reason, in the following section we present comparable results of the developed system in a
recent competition.
7.4. Mathematical Expression Recognition: CROHME competition
The described system participated in the recent Competition on Recognition of Online
Handwritten Mathematical Expressions [25]. Given that the comparison of mathematical
expression recognition systems is not an easy task [5, 19], this competition was a good
opportunity to compare different approaches in identical conditions. Five research groups
participated, although system 5 was developed by the organizers and it did not compete.
A training set and and two parts were defined for the competition. Part-I contains 296
expressions and Part-II consists of 921 expressions. Part-I was a subset of Part-II. The
number of symbol classes in Part-I was 37 whereas 57 terminal symbols were considered in
Part-II. Likewise, the expressions in Part-II of the training set were more complex than the
Part-I expressions. Finally, a hidden test set was used to evaluate the performance of each
system participating in the competition. The test set for Part-I contained 181 expressions
and the test set for Part-II was composed of 348 expressions including the expressions in
Part-I.
The reported metrics are: stroke classification rate (STrec), symbol segmentation rate
(SYMseg), symbol recognition rate for well segmented symbols (SYMrec), and expression
recognition rate (EXPrec). First three metrics regarding symbol recognition are well-defined,
and EXPrec was computed considering that an expression was perfectly recognized if the
labeled tree and the recognized tree were identical. This measure can be biased because the
same expression can be represented by different trees.
Every model of the system was trained using the defined training sets for each part:
hybrid HMM for mathematical symbol recognition and SVM for spatial relations classifica-
tion. Moreover, the competition also provided a grammar for each part, which we slightly
adapted to a proper 2D-SCFG definition for our model. Table 4 shows the final results of
the competition [25], where we participated as system number 3.
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Table 4: CROHME 2011 evaluation results [25].
System STrec SYMseg SYMrec EXPrec
Part-I
1 53.23 59.06 88.78 4.42
2 22.39 27.98 82.11 0.55
3 78.73 88.07 92.22 29.28
4 37.41 55.15 81.71 0.00
5 78.57 87.56 91.67 40.88
Part-II
1 51.58 56.50 91.29 2.59
2 22.11 28.25 83.76 0.29
3 78.38 87.82 92.56 19.83
4 52.28 78.77 78.67 0.00
5 70.79 84.23 87.16 22.41
According to the results of the competition, the developed system had a good perfor-
mance and it is robust as the results barely varied from Part-I to Part-II. It obtained signif-
icantly better results than the other participants for symbol recognition metrics. Regarding
expression recognition rate, although the organizers’ system result was higher, our system
also obtained good results and was declared winner of the competition.
8. Conclusions
In this paper we presented an on-line handwritten mathematical expression recognition
system. We defined a formal statistical framework based on 2D-SCFG and its corresponding
CYK-based parsing algorithm. We also described a complete system where all components
could be learnt from training data. Finally we performed several experiments over a large
database and we concluded the following:
• The combination of on-line and off-line information significantly improves mathemat-
ical symbol recognition.
• Spatial relations between regions can be efficiently modeled using geometric features.
Thus, a statistical distribution can be learnt from training data and then heuristic
decisions could be avoided.
• The statistical framework based on 2D-SCFG is able to properly recognize handwritten
mathematical expressions. Furthermore, structural information can help to improve
the initial symbol recognition and spatial relations decisions.
For future work, given the statistical framework based on 2D-SCFG, the spatial relations
classification should be improved. More sophisticated segmentation techniques should be
incorporated in order to improve segmentation accuracy and to be able to tackle the touching
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characters problem. Other features could be used to train HMM for mathematical symbol
recognition.
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