The category D of finite directed graphs is cartesian closed, hence it has a product and exponential objects. For a fixed K, let K D be the class of all directed graphs of the form K G , preordered by the existence of homomorphisms, and quotiented by homomorphic equivalence. It has loong been known that K D , is always boolean lattice. In this paper we prove that for any complete graph K n with n ≥ 3, K D n is dense, hence up to isomorphism it is the unique countable dense boolean lattice. In graph theory, the structure of K D n is connected to the conjecture of Hedetniemi on the chromatic number of a categorical product of graphs.
Introduction

Hedetniemi's conjecture
The chromatic number χ(G) of a directed graph G is the minimum number of colours needed to colour its vertices so that the endpoints of every arc get different colours. The categorical product G × H of G and H has vertex-set V (G × H) = V (G) × V (H), and its arcs are the couples ((u, u ), (v, v )) such that (u, v) is an arc of G and (u , v ) is an arc of H. Colourings and chromatic numbers are usually considered in the context of symmetric directed graphs, which are usually called "undirected" graphs.
The homomorphism order
A homomorphism between (directed or undirected) graphs G and H is an arc-preserving map from the vertex-set of G to that of H. We write G → H if there exists a homomorphism from G to H, and G → H otherwise. Let D and U denote the classes of finite directed and undirected graphs respectively. It is well known (see [6] ) that → induces distributive lattice orders on D/ ∼ and U/ ∼, where ∼ is the equivalence relation defined by G ∼ H ≡ G → H and H → G.
The meet operation in D/ ∼ is induced by the categorical product ×, and the join is induced by the disjoint union +. (U/ ∼ is a sublattice of D/ ∼.) Distributivity is then a consequence of the straightforward identity
The complete graph K n is the graph with vertex set {1, . . . , n} and arc set {(i, j) | i = j}. Thus χ(G) ≤ n if and only if G → K n . By adding copies of K n as summands in the factors, we get the following equivalence.
Remark 6
For an integer n, the following are equivalent.
• For any undirected graphs G, H such that χ(G × H) = n, we have min{χ(G), χ(H)} = n.
• K n / ∼ is meet-irreducible in the lattice U/ ∼.
Thus Conjecture 1 admits a lattice-theoretic formulation.
There is no such direct lattice-theoretic formulations of Conjectures 2 and 3 in terms of U/ ∼ and D/ ∼, because the chromatic number is a graphtheoretic property of the factors. We get a better interpretation in terms of exponentiation and exponential lattices introduced next.
Exponential lattices
Let G, K be directed graphs. The directed graph K G is defined as follows. The vertices of K D n are all functions f : V (G) → V (K), and the arcs of K G are the pairs (f, g) such that for every arc (u 
However K G always contains a copy of K induced by the constant maps.
The fundamental property of exponentiation is the equivalence
which has several immediate consequences:
These and other general properties of exponentiation are discussed in [1] , where they are considered folklore. We shall be concerned with "exponential lattices", that is, objects of the type
Hedetniemi's conjecture 1 is equivalent to some of these objects being trivial.
Remark 7
• K U n is a two-element lattice.
Therefore it appears that determining the cardinality of exponential lattices is often difficult. On the other hand, the algebraic structure of these lattices is well known in the folklore (see [1] ). For C = U or D, K/ ∼ is the minimal element in K C , and the maximal element is L/ ∼, where L is the one-vertex graph with a loop. By 3, K C is closed under ×. However K C is not a sublattice of C/ ∼. Indeed for G/ ∼, H/ ∼∈ K C we usually do not have
which is generally larger (with respect to the order →) than (G + H)/ ∼. However × still distributes over ∨. By 2, the complementation mapping G ∈ K C to G = K G is well-defined. We then have G × G ∼ K and G ∨ G ∼ L/ ∼. Thus K C is a boolean lattice.
Dense boolean lattices.
If Hedetniemi's conjecture 1 fails, then for some n the boolean lattice K U n has more than two elements. If K U n is finite or at least contains an atom G/ ∼, then the value f (n) = max{χ(G), χ(K G n )} satisfies the property described in Conjecture 2. Thus if Conjecture 2 fails, then K U n is dense. A similar argument holds for directed graphs. Therefore by Propositions 4 and 5, if K D 3 contains an atom, then Conjectures 3 and 2 are true. However our main result rules out this eventuality.
It is well known (see [4] ) that there is only one isomorphism type of dense countable boolean lattice, namely the lattice of finite unions of intervals of the type (a, b] ⊆ (0, 1], with rational endpoints. Thus Theorem 8 completely characterises the structure of the lattices K D n , n ≥ 3. (K D 1 and K D 2 are twoelement boolean lattices.) Theorem 8 has no direct impact on conjectures 1, 2 and 3. At first sight it seems to provide evidence against these conjectures. On the other hand, Conjecture 1 asks for a complete characterisation of the lattices K U n . Our result shows that their superlattices K D n can be completely characterised. Perhaps the tools used and the insight gained will be helpful in settling Hedetniemi's conjecture one way or the other.
In the next section, we will see that Theorem 8 is an easy consequence of our Theorem 10 on exponentiation with the "iterated shift graphs" of [6] as powers. The remainder of the paper will be devoted to the proof of Theorem 10, using tree duality as a main tool.
Proof of Theorem 8 2.1 Density
It is well known that a boolean lattice is dense if and only if it contains no atoms. Therefore to prove Theorem 8, it suffices to show that if
The "standard" construction, used in particular to prove the density of U (see [6] ) uses a graph of the form H = K n +(G×M ), where M is a graph with girth larger than |V (G)| and chromatic number larger than χ(K G n ). It can be shown (see below) that such a choice of H is indeed strictly between K n and G. The difficulty lies in selecting M such that H/ ∼ is in K D n . For this purpose, we introduce the shift graphs.
Shift graphs
The arc graph δ(G) of a directed graph G is the digraph whose vertices are the arcs of G, and whose arcs are the couples ((u, v), (v, w)) of consecutive arcs in G. The transitive tournament T m is the digraph with vertex-set {1, . . . , m} and arcs (i, j) : i < j. Iterated arc-graphs of the form δ k (T m ) are called "shift graphs". The vertices of δ k (T m ) can be represented by increasing sequences (i 0 , i 1 , . . . , i k ) of elements in {1, . . . , m}, with arcs joining consecutive sequences.
(ii) The odd girth of δ k (T n ) is at least 2k + 1.
Therefore the family of shift graphs provide simple examples of graphs with large chromatic number and large odd girth.
Theorem 10 For any n ≥ 3 and m,
The proof of Theorem 10 is the object of Section 3. We will see that Theorem 10 is all that is needed to use standard density arguments to prove Theorem 8.
Proof of Theorem 8 using Theorem 10
Since K D n is a boolean lattice, it suffices to show that it has no atoms. Let G be a directed graph such that G/ ∼∈ K D n and G → K n . We need to show that G/ ∼ is not an atom. Let δ k (T m ) be a shift graph with odd girth larger than |V (G)| and chromatic number larger than
In particular X is nonbipartite and contains an odd cycle. However since the odd girth of δ k (T m ) is larger than the number of vertices in X, we also have
This shows that G/ ∼ is not an atom.
3 Proof of Theorem 10
, we define 1 + = 2, 2 + = 3 and 3 + = 1. For a coordinate c ∈ {0, . . . , k}, a height h ∈ {c + 1, . . . , c + m − k} and a label (colour) ∈ {1, 2, 3}, we define the function f c,h, ∈ K
Note that all the functions f c,h, with h = c + m − k are equal to the constant function γ identically equal to . In all other cases f c,h, has range {i, i + }. The arcs between these functions can be characterised through a straightforward application of the definition.
Lemma 11 For c, c ∈ {0, . . . , k}, h, ∈ {c + 1, . . . , c + m − k}, h ∈ {c + 1, . . . , c + m − k} and ∈ {1, 2, 3},
, there is an arc from (1, . . . , k + 1) to (2, . . . , k + 2).
Conversely, if h ≥ m − (k − c) − 1 and h = 1 + c , then all non-sink elements of δ k (T m ) are mapped to by f c,h, , and all non-source elements of δ k (T m ) are mapped to + by f c ,h , , therefore (f c,h, , f c ,h , ) is an arc of
There is an arc from f c,h, to f c ,h , + unless there is an arc ((i 0 , . . . , i k ),
The sequence i 0 , . . . , i k+1 then satisfies i c > h and i c +1 ≤ h . An increasing sequence in {1, . . . , m} satisfying these properties exists if and only h < m − (k − induced by these functions f c,h, .
For n ≥ 4, the graph G k,m,n is the subgraph of K δ k (Tm) n obtained from G k,m,3 by adding the constant functions γ , = 4, . . . , n.
Proof of Theorem 10 using Proposition 12. We have
The first arrow is a basic property of exponentiation outlined in Section 1.3, the second arrow uses the fact that G k,m,n → K δ k (Tm) n (and that exponentiation reverses arrows), and the third arrow is Proposition 12. Therefore
We have seen that Theorem 8 is a consequence of Theorem 10, which is in turn a consequence of Proposition 12. However here the argument branches: We will split K G k,m,n n in two parts, admitting homomorphisms to K n and to δ k (T m ) respectively. Proposition 12 is a consequence of Lemma 14 and Lemma 15 given below.
Parts of K
G k,m,n n G k,m,n contains a copy of K n induced by the constant functions γ 1 , . . . , γ n . Let L n denote this copy of K n .
Lemma 13 Let
such that the restriction of g to L n is a bijection. Then for any (in or out) neighbour g of g and = 1, . . . , n we have g (γ ) = g(γ ).
Proof. This is actually a well-known property of exponentiation (see [2] ); we repeat the short argument here for completeness. Suppose that g is an outneighbour of g. Then for any = , γ is adjacent to γ , hence g (γ ) = g(γ ). Since the restriction of g to L n is a bijection, the lone value remaining available for g (γ ) is g(γ ). The same argument is also valid when g is an inneighbour of g.
Let A k,m,n be the subgraph of K G k,m,n n induced by the functions g : V (G k,m,n ) −→ V (K n ) whose restriction to L n is not bijective. By Lemma 13, no vertex of A k,m,n is adjacent to a vertex outside A k,m,n .
Proof. This is again a well-known argument in the field (see [2] ). Let c : A k,m,n −→ V (K n ) be any function such that c(g) = =⇒ appears at least twice in g(γ 1 ), . . . , g(γ n ). Lemma 15 B k,m,n → δ k (T m ).
Proof of Proposition 12. K G k,m,n n is a disjoint union of A k,m,n and several copies of B k,m,n . By Lemma 14, A k,m,n → K n , and B k,m,n → δ k (T m ) by Lemma 15. Therefore K
Unlike the proof of Lemma 14 which constructs an explicit homomorphism from A k,m,n to K n , the proof of Lemma 15 given in Section 3.4 uses a characterisation of the obstructions to homomorphisms to δ k (T m ), to show that none of these obstruction admits a homomorphism to B k,m,n . This is the "dual" approach, in a sense.
Tree duality
A family F of directed graphs is a complete set of obstructions for a directed graph D if for every directed graph G the following holds.
G → D if and only if there exists a F ∈ F such that F → G.
For every k < m, δ k (T m ) has "tree duality", in the sense that there exists a family F k,m of trees that is a complete set of obstructions for δ k (T m ). To prove Lemma 15, we will use a characterisation of a complete set of obstructions for δ k (T m ).
For a positive integer a, let P a be the path with vertex-set {0, 1, . . . , a} and edges (0, 1), . . . , (a − 1, a) . Every directed tree admits a homomorphism to some P a . The algebric length al(T ) of a tree T is the minimum a such that T admits a homomorphism to P a . By extension, for u ∈ V (T ), we write al(u) for the image of u under the unique homomorphism from T to P al(T ) . A tree is length-critical if al(T ) < al(T ) for every proper subtree T of T . Clearly, a length-critical tree is a path P with two endpoints u, v such that al(u) = 0, al(v) = al(P ), and every other vertex of the path has algebraic length strictly between 0 and al(P ).
Let P be a length-critical path with vertex-set {u 0 , . . . , u b } such that al(u 0 ) = 0 and al(u b ) = al(P ). We define the algebraic depth ad(u i ) of a vertex u i of P by
By extension, we put ad(P ) = max{ad(u i ) | i ∈ {0, . . . , b}}. Thus the algebraic debth is defined only on length-critical paths.
Lemma 16 ( [7] , Lemma 7) Let F k,m be the family of all length-critical paths with algebraic length m − k and algebraic depth at most k. Then for P ∈ F k,m , we have P → δ k (T m ).
We will strenghten this result and prove that F k,m is a complete set of obstructions for δ k (T m ). To achieve this, we use the results of [3] characterising a complete set of obstructions for δ(H) in terms of a complete set of obstructions for H.
For a tree T the family Sproink(T ) consists of all the trees T constructed as follows.
• For every vertex u of T , T contains a subtree with parts A u , B u , where every arc goes from A u to B u .
• For every arc (u, v) of T , there is a vertex
Note that the parts A u , B u , need not all be nonempty. If a vertex u of T has at least one outneighbour, then B u = ∅, and if u has at least one inneighbour, then A u = ∅. If one of the parts A u , B u , is empty, then the other one must be a singleton. For a family F of trees, we put Sproink(F) ≡ T ∈F Sproink(T ).
Lemma 17 ( [3] , Theorem 3) Let F be a family of trees which is a complete set of obstructions for a directed graph H. Then Sproink(F) is a complete set of obstructions for δ(H).
Lemma 18 F k,m is a complete set of obstructions for δ k (T m ).
Proof. We will use induction on k. First note that F 0,m = {P m }, which is well known to be a complete set of obstructions for T m (see e.g., [7] ). Now suppose that F k,m is a complete set of obstructions for δ k (T m ). Then Sproink(F k,m ) is a complete set of obstructions for δ(δ k (T m )) = δ k+1 (T m ). Let P be a path in F k,m , with V (P ) = {u 0 , . . . , u b } where u 0 , u b are the only vertices of algebraic length 0 and m − k respectively. For P ∈ Sproink(P ),
we define the function h :
If x is a vertex of P corresponding to the identification of a vertex of B u to a vertex of A v , then al(v) = al(u) + 1, therefore h(x) is well defined. Clearly, h is an approximation of the algebraic length on P : its range contains {1, . . . , al(P )} and is contained in {0, . . . , al(P ) + 1}. The algebraic length in P is given by
Therefore al(P ) ≥ al(P ) − 1 = m − k − 1, hence P contains a length-critical path P such that al(P ) = m − k − 1. The value ad(P ) is achieved as ad(x) = al(y) − al(x) = h(y) − h(x) for some y ∈ A u i ∪ B u i , x ∈ A u j ∪ B u j with i ≤ j. Thus ad(P ) ≤ k + 1, and P ∈ F k+1,m . Therefore, each member of Sproink(F k,m ) contains a member of F k+1,m , and by Lemma 16, no member of F k+1,m admits a homomorphism to δ k+1 (T m ). Hence F k+1,m is a complete set of obstructions for δ k+1 (T m ).
Proof of Lemma 15.
We will show that for every P ∈ F k,m , we have P → B k,m,n . Suppose for a contradiction that F k,m contains a path P which admits a homomorphism to B k,m,n . We can identify each vertex of P with its image in B k,m,n . Hence V (P ) = {F 0 , . . . , F b } such that for each i, F i : G k,m,n −→ K n is a function such that F i (γ j ) = j for all j ∈ {1, . . . , n}.
Recall that aside from γ 1 , . . . , γ n , the vertices of G k,m,n are functions f c,h, : δ k (T m ) −→ K n with range { , + }. Thus for j ∈ { , + }, γ j is both an inneighbour and an outneighbour of f c,h, . Since F i has a neighbour F i±1 , we then have
. . , b}, c ∈ {0, . . . , k}, h ∈ {c + 1, . . . , c + m − k} and ∈ {1, 2, 3}.
Without loss of generality, F 0 and F b are the only vertices of P with algebraic length 0 and m − k respectively. We will prove the following.
Proof of Claim. We will prove the claim by induction on i, simultaneously for all ∈ {1, 2, 3}.
(i) We have ad(F 1 ) = 0 and al(F 1 ) = 0. For ∈ {1, 2, 3}, there is an arc from the constant function γ to f 0,1, . Since (F 0 , F 1 ) is an arc of P , we must have
(ii) Suppose that the claim is true for i, and (F i , F i+1 ) is an arc of P . Then al(F i+1 ) = al(F i ) + 1.
-If c = ad(F i ) = 0, then ad(F i+1 ) = 0. There is an arc from f 0,h, to f 0,h+1, + . Thus + = F i (f 0,h, ) = F i+1 (f 0,h+1, + ) ∈ { + , ++ }. Therefore F i+1 (f 0,h+1, + ) = ++ .
-If c = ad(F i ) > 0, then ad(F i+1 ) = c − 1. There is an arc from f c,h, to f c−1,h, + . Thus + = F i (f c,h, ) = F i+1 (f c−1,h, + ) ∈ { + , ++ }. Therefore F i+1 (f c−1,h, + ) = ++ .
In both cases we get F i+1 (f ad(F i+1 ),al(F i+1 )+1+ad(F i+1 ), + ) = ++ . This being valid for all ∈ {1, 2, 3}, the claim is true for i + 1.
(iii) Suppose that the claim is true for i, and (F i+1 , F i ) is an arc of P . Then al(F i+1 ) = al(F i ) − 1, and ad(F i+1 ) = ad(F i ) + 1. There is an arc from f c+1,h, + to f c,h, . Thus { + , ++ } F i+1 (f c+1,h, + ) = F i (f c,h, ) = + . Therefore F i+1 (f c+1,h, + ) = ++ . This being valid for all ∈ {1, 2, 3}, the claim is true for i + 1.
Thus the claim is true for all i. In particular, we have al(F b ) = m − k, ad(F b ) = 0, so the claim states that F b (f 0,m−k, ) = + for ∈ {1, 2, 3}. However f 0,m−k, = γ , and since F b is in B k,m,n , we have F b (γ ) = .
This contradicts the existence of the path P ∈ F k,m admitting a homomorphism to B k,m,n . Therefore by Lemma 18 B k,m,n admits a homomorphism to δ k (T m ). This completes the proof of Lemma 15.
Concluding comments
There is no nonbipartite undirected graph K that is known to have the property that there exists an integer n such that if G and H are directed graphs and G × H → K, then min{χ(G), χ(H)} ≤ n. In particular, there is no nonbipartite undirected graph K for which K D is known not to be dense. In fact it seems likely that the methods of this paper can be adapted to prove that K D is dense for other undirected graphs K, perhaps all the nonbipartite ones.
