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Abstract
In recent years, fake news has become a pervasive reality of global news consumption.
While research on fake news detection is ongoing, smaller languages such as Swedish
are often left exposed by an under-representation in research. The biggest challenge
lies in detecting news that is continuously shape-shifting to look just like the real
thing — powered by increasingly complex generative algorithms such as GPT-2.
Fact-checking may have a much larger role to play in the future. To that end,
this project considers knowledge graph embedding models that are trained on news
articles from the 2016 U.S. Presidential Elections. In this project, we show that
incomplete knowledge graphs created from only a small set of news articles can
detect fake news with an F-score of 0.74 for previously seen entities and relations.
We also show that the model trained on English language data provides some useful
insights for labelling Swedish-language news articles of the same event domain and
same time horizon.
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Today, malevolent parties use false narratives to influence opinions around the world.
Brought to light during the Trump campaign in 2016, the term ”fake news” is now a
globally relevant problem. Unfortunately, the pace of fake news development is fast
approaching a point at which the average human will be unable to distinguish fact
from disguised fiction. Some advanced generative models such as GPT-2 released
by OpenAI have already reached a point at which the creators considered the model
content to be too ”human-like” for public release, prompting fear and caution about
the acceleration of nearly undetectable artificial content [22].
There is also now a strong financial incentive for content style that is constantly
evolving and escapes detection by state of the art fake news detection algorithms.
In small villages as remote as Veles in Macedonia, many now see fake news generation
as a lucrative career path that even has an official curriculum and university to entice
a growing number of young people to generate fabricated articles [10]. These global
trends necessitate the exploration of updating, temporal models capable of handling
streaming data and complex patterns [30].
It is predicted that by 2022, the developed world will see more fake news than real
information on the internet [21]. New techniques in artificial intelligence are leading
the charge in the production of such fakes, but equally offer us the opportunity to
analyse huge amounts of data and verify content to combat the influx of misinfor-
mation [16].
Sweden has, of late, also seen a prime example of the pervasiveness of fake news.
In the recent 2018 election, an Oxford study found that 1 in 3 articles shared on
social media during the election period were indeed false [14]. It is clear that there
is a need for smaller language communities to be able to assess the veracity of their
news sources and their associated claims. This project aims to form part of a larger
body of research undertaken by the Research Institute of Sweden (RISE) to develop




The detection of fake news presents a slew of challenges, some of which are discussed
further in this report, including:
1. Fake news is difficult to define concisely and consistently, as its nature changes
significantly over time. This means that while in the past, purely stylistic
approaches were quite successful, the convergence of fake news to the writing
style of real news will likely lead to degrading performance. Understanding
how fake news is generated could, therefore, lead to insights that are pro-active
rather than retrospective in fake news detection.
2. Recent studies have shown that fake news stories spread more quickly than
they can be identified, so the sources of fake news also need to be detected
rather than focusing only on individual articles. [26]
3. Ground-truth verification of article claims in aggregate is not always possible
since studies have shown that humans are ”average” at detecting deception,
with an accuracy in the range 55-58% [24].
4. Natural language processing approaches are susceptible to adversarial attacks
(e.g. a fake news article produced by a GAN algorithm) that mimicks the look
and feel of a trusted news source [38].
5. ’Fake news’ is a heavily context-dependent and time-dependent classification,
as news is only current for a certain period of time, and corrections or retrac-
tions are common.
6. The topic of fake news detection in languages other than English has been
underrepresented in research and thus supervised approaches that work well
in English do not perform as well in non-English domains. One of the main
reasons for this is the lack of labeled training data.
1.3 Contributions
The primary contribution of the project is the design of a lightweight fact-checking
model, which is centered around key controversial events or topics in a well-defined
time-window. This project also focuses on model explainability, as the system pro-
posed in the project aims for a human in the loop design, meaning that the model
should augment the ability of the end-user rather than be a black-box automation
solution. As far as the author knows, this is the first attempt to use a knowledge
graph approach for fake news detection in Swedish. It is the hope that this project
will provide a baseline dataset for continued research into fake news detection in




The project aims to develop a knowledge graph embedding model, given a context
of prior knowledge, and evaluate the following end-goals:
1. Given a statement, score the statement based on knowledge graph embeddings.
2. Given a series of statements (in the form of an article), aggregate the output of
the knowledge embedding model for a single statement to determine whether
an article is most likely to be real or fake. Each statement will be traversed
as a triple (h, t, r), where h refers to a head entity, t to a tail entity and r to
a relational vector in the knowledge graph.
3. Create a reference Swedish dataset with labels for use in future fake news
detection research using a model based on English language data.
1.5 Scope
This research project focuses on only a limited set of news articles over a given event
horizon within a given time period. It is thus not designed to represent a large body
of knowledge, but rather a focused set of articles that represent ”fake news” within
a particular context over a particular time period.
1.6 Thesis Structure
The thesis is structured in the following way. In Chapter 2, Related Work, the
theoretical foundations of knowledge graphs as well as the problem of ’Fake News’
are discussed. In Chapter 3, the methodology of the chosen embedding models is
explored. The results from these methods are collected in Chapter 4, including
an evaluation of outcomes and a discussion of their limitations. The final chapter
contains an answer to the goals set in Chapter 1 as well as a dicussion on future




2.1 Defining Fake News
There is no universally accepted definition of ’fake news’ since many types of news
or information could qualify under the view that fake news is simply spreading
misinformation or rumors [8]. However, some definitions more explicitly state a
need for fake news to also have malicious intent [3]. Often, social media has been
the medium for the propagation of such news, but this channel will not be considered
here since we do not consider social media websites to be news sources but rather
news aggregators.
The nature of fake news has not been static over time, constantly morphing in
parallel with attempts to detect it — therein lies the most difficult part in defining
’fake news’ for more than a limited window of time. Researchers at the University
of Washington recently released a generative model called ’GROVER’ which claims
to be able to distinguish fake news generated by a neural network from human-
written fake news with an accuracy of 92% [36]. Grover generates an article based
on a particular title and author, e.g. the title ”Trump Impeached” generated the
following fake article:
“The U.S. House of Representatives voted Wednesday on whetherto begin impeachment proceedings against President DonaldTrump, seeking to assert congressional authority against the pres-ident just days after the release of special counsel Robert Mueller’s
final report on Russian interference in the 2016 election. ”The definition used in this research project, considers fake news to be unverified
news information purported as fact from a given news outlet over a pre-defined time
horizon on a particular event domain. This definition applies regardless of the origin
or intent on the author’s part. In this setting, the intent of the news article falls
outside the scope of a content-based model as any statement will be taken at face
value. This allows for a sufficiently broad definition for the classification task as
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set out in Chapter 1. It also aligns broadly with the definition of ”false news” as
outlined in Zhou and Zafarani.
The following is an example of fake news article that clearly stands out stylistically,
it uses hyperbolic, subjective language to describe the parties involved that put
forward a particular point of view:
“ ’BOOM! CHARLIE DANIELS Nails Obama And Democrats InJust One Tweet. Obama has been low key in the past few monthseven as he campaigned for a losing Hillary Clinton.SuddenlyObama and the Democrats decided Obama and the Democrats
CARE about Russia and so Obama got all tough with Putin,
which is sorta hilarious if you think about it. Dump on top of
that the mess in Israel, Obamacare, the Iran fail, millions of
Americans out of work, and the attempts at forcing states to fund
Planned Parenthood, and you have a nice big MESS that Trump
and Trump administration will have to figure out. ”However, in an ever-increasing number of cases, the language is not the main dis-
criminator [22]. In the following case, we see fairly objective language that simply
describes a sequence of events as though it were factual, and instead leaves the reader
to follow the author’s logic and to draw conclusions based on this sequence. These
news articles are the primary candidates of the models presented in this research
project.
“ ’EXCLUSIVE: Ex-Bernie Delegate Reveals Why Ex-Bernie Del-egate Fled Democratic Party for the Greens. Roving political an-alyst Stuart J Hooper drops in the see what was happening asBernie Sanders hit the western college campuses on to campaign
for Hillary Clinton. The following is an interview with an ex-
Bernie delegate who, following the DNC collusion with the Hillary
Clinton camp to kill the Sanders campaign, has since left the
Democratic Party to support Dr Jill Stein and the Green Party.
Ex-Bernie Delegate explains how Sanders was coerced into backing
the Hillary Clinton campaign.’ ”
2.2 Fake News detection
Fake news detection approaches can be loosely divided into three main categories:




Content-based or knowledge-based approaches, also known as ”fact-checking”, in-
volve using a ground-truth knowledge base, usually populated by experts or crowd-
sourced, in order to compare the information from one source to a trusted or verified
source. This can be done both manually or automatically. One manual approach is
to use human experts (usually journalists or political scientists) to score statements.
This is used by the fact-checking website Politifact, which scores statements by
prominent political figures in the United States, and has also developed a scorecard
for news articles surrounding political events, such as the 2016 U.S. presidential elec-
tion. With the large amounts of information available today, automatic approaches
using knowledge bases have increased in popularity as the need for scalability and
speed of retrieval becomes increasingly important. These knowledge bases are con-
structed by first extracting facts from the open web, and then processing this raw
data into Resource Description Framework (RDF) triples, known as Automatic Open
Information Extraction [37].
In an ideal setting, having access to perfect information would allow these facts to
be easily corroborated or refuted. However, even in the case of automatic knowledge
extraction, knowledge bases are unable to keep up with the current pace of streaming
news information. They also tend to be sparse, which means that links between
parts in disparate areas of the graph cannot easily be made. In addition, a large
amount of knowledge base information is not useful in fake news detection, as mostly
more contentious and less axiomatic information will be presented. For example
”Immigrants are a net drag on the economy” is a compound statement which is not
in itself true or false, but puts forward a more complex argument that first need to be
broken down into individual assertions that can be verified. This leads us to explore
models that are able to learn the links between different entities and relations given
a knowledge base, and which can be used for sparser or more incomplete knowledge
graphs.
2.2.1.1 Knowledge Embedding Models
Knowledge graphs are data structures that represent knowledge in various domains
as triples of the form (h, t, r), where h refers to the head entity, t to the tail entity
and r to the relation between them. An example thereof is (Stockholm, isCapital-
City, Sweden). Knowledge graphs are a popular tool to represent the information
inside knowledge bases, which is essentially a technology used to store various forms
of information. They have also become a popular tool used in machine learning
and artificial intelligence (AI), as the graph structure allows more complex relations
between entities to be exploited, particularly in the domain of natural language pro-
cessing. Popular applications include question-and-answer (QA) systems for voice




A knowledge graph embedding approach converts the entities and relations from
a knowledge graph into low-dimensional vectors, which are more suitable for use
in machine learning algorithms. These models are particularly appealing because
they are transparent and explainable, since model decisions can ultimately be traced
back to paths in the knowledge graph. One such model uses existing open knowledge
bases in English such as DBpedia, which showed that even incomplete knowledge
graphs could provide useful results for fake news detection by evaluating statements
using an existing context of facts (i.e. fact-checking). Additionally, this model
demonstrated that fake news detection was possible with F-scores around 0.8 using
only news articles and no ground-truth knowledge base [20]. This paper forms the
primary theoretical basis for the research questions in this project.
Knowledge embedding models are not new, but the application of knowledge graphs
to fake news detection is a relatively novel idea. Knowledge embedding attempts
to bridge the gap between graph-structured knowledge representations and machine
learning models. In a related domain, spam classification optimisation has made use
of knowledge graph embeddings as an input to the deep network that determines
whether a particular review text was written by a particular author, as a way of
solving the so-called ”cold-start problem” in spam classification, which refers to the
fact that it is difficult for the model to classify a new review from an unknown source
as ”spam” or ”not-spam” [29].
2.2.2 Style-based models
Style-based approaches focus on the way in which fake news articles are written.
This includes the use of language, symbols and overall structure. These methods
are based on the core assumption that the distribution of words and expressions in
fake news is significantly different from real news [37].
In essence, a new article can then be classified as ’fake’ or ’true’ based on a feature set
which is either crafted manually according to rules (e.g. the number of exclamation
points) or extracted automatically (e.g. through a deep learning model). Often these
approaches involve machine learning algorithms that are able to extract structure-
based as well as attribute-based features, such as the word count, use of hyperbole
and sentiment.
Earlier papers on fake news identification used TF-IDF (term frequency inverse doc-
ument frequency) to encode the headline and the body of a news article separately,
known as stance detection [23]. This involves developing a probabilistic model of
the language used in fake news articles by counting the number of times a particular
word appears in a range of documents and then dividing that by the number of
documents in which the word appears. After encoding, they were compared using
a single-layer neural network and computing the softmax over the following cate-
gories: ”Agree”, ”Disagree”, ”Discuss” and ”Unrelated”. If there was disagreement
between the headline and the article body, the article was more likely to be classified
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as ”fake”, and vice-versa. The largest competition held on fake news detection in
2017 focused on this approach, where a team combining a deep neural network and
an ensemble of decision trees won with an accuracy of 82% in stance detection.
Other studies have focused on the style of the URL and attributes linked to the
source rather than on the content of the article itself. Using features such as the
content of a news source’s Wikipedia page and information about the web traffic it
attracts, the classifier was able to attain an accuracy of around 65% [5].
The results above illustrate the difficulty in pinning down the stylistic nuances in
fake news, with detection rates well below the level required to make these detectors
effective. Based on the results from the paper by Baly et al., MIT recently claimed
that even the best detection systems were still ”terrible” at identifying fake news
sources [13]. Thus, the detection of false news in news articles based on stylistic
features alone requires deeper investigations into less overt patterns, supported by
theories from closely-tied domains, such as journalism [37].
2.2.3 Propagation-based models
Another approach has emerged recently, focusing rather on the propagation of news
on social media as a measure of its veracity. These approaches have focused on
studies showing that fake news spreads faster than and about 100 times further
than true news in the domain of politics [26]. One measure of this spread is a
cascade, which is a network structure illustrating how a news article moves from
the original poster to how it is shared by other users, usually in a social media
setting. Another measure looks at the stance taken by users to a news post, which
translates to computing the distance between the user posts in what is termed a
”stance network”. If there is a large degree of disagreement, it points to an increased
likelihood of fake news [37].
2.3 Fake News in Swedish
The lack of research into fake news for smaller languages risks exposing readers
to unprecedented amounts of unfiltered and unverified information. An Oxford
Internet Institute study found that the proportion of fake news shared on social
media during an election was the 2nd highest during the 2018 Swedish election, the
first being the 2016 presidential elections in the United States. It also far outpaced
other European countries, underscoring the importance of this issue in the Swedish
context. Additionally, in contrast to the United States, the fake news problem
was much more likely to be homegrown rather than externally-produced, with only
around 1 percent of fake content traced back to foreign sources [14]. This situation
calls for approaches that use smaller amounts of data that attain classification results




This chapter starts by defining two important knowledge embedding models, TransE
and B-TransE, and their training procedures. Then, the application of these models
to the fake news classification task is explored. Other important methodological
considerations, including the choice of datasets and processing of triples are also
dealt with. The final part of the chapter elaborates on the transition from English
language data to Swedish language data and finally highlights the evaluation metrics
used to score the various model implementations.
3.1 TransE
The simplest form of knowledge graph embedding model is based on mapping the
translation of an entity to another via a relation vector, r. The goal of TransE is to
embed entities and relations into low-dimensional vectors. The embedding returns
this vector as a tuple of vectors (h, t, r), where h corresponds to the embedding vector
of the head (subject), r the embedding vector of the relation and t the embedding
vector of the tail (object). The idea here is that h + r ≈ t if (h, t, r) ∈ T (h, r), i.e.
that the relation is a translation of the entity vector [7]. This is illustrated clearly
in Figure 3.1.
Figure 3.1: Plot showing the embedded vectors, h, t, r. It is clear that the triple (h, t, r) represents
a triple from the embedded knowledge graph, whereas (h, t′, r) is not likely to be a triple found in




Each low-dimensional relation and entity embedding vector is randomly initialised
by sampling from a uniform distribution. At the start of each iteration, each of
these is then normalised. The algorithm then samples a small batch of statements
from the training set. Then, for each statement (triple) in the batch, the algorithm
constructs a negative corrupted triple (either by corrupting the entities, relations or
both). The batch is then enlarged by adding the corrupted triples. The randomised
embeddings are then updated by minimising the model objective (loss function, L)
using gradient descent, which in this case is the gradient of sum of the margin, γ and
the difference between some dissimilarity measure, d(h + l, t), which measures the
error between a corrupted triple and a correct triple. The algorithm stops based on
the prediction performance on a validation set of triples. The main idea here is that
the model should learn to distinguish between corrupted and correct triples from
the knowledge graph. The pseudo-code for this algorithm is presented in Figure 3.2.
Figure 3.2: Pseudo-code for the implementation of the training algorithm for TransE. L+ =
max(L, 0)
3.2 Problem Formulation: News Article Classifi-
cation
Assume a news article is represented by a set of statements in the form of RDF
triples (hi, ti, ri), i = 1, 2,. . . , n. Let KT refer to a knowledge graph containing a
set of labelled true news articles denoted as Atj , j = 1, 2,. . . , m. Let KF refer to a
knowledge graph containing a set of labelled fake news articles denoted as Afj , j =
1, 2,. . . , m.
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The task of evaluating the authenticity of each news article Aj is to identify a
function S that assigns an authenticity value Si ∈ {0, 1} to Aj in where Si = 1
indicates the article is fake and Si = 0 indicates it is true [37].
Since we are dealing with small datasets that could not possibly encapsulate all
’true’ or ’fake’ knowledge, we have to make an assumption about how we deal with
unseen triples.
Local Closed-world Assumption [11]:
The authenticity of a non-existing triple is based on the following rule: suppose
T (h, r) is the set of existing triples in the knowledge graph for a given subject h and
predicate r. For any (h, t, r) ∈ T (h, r), if |T (h, r)| > 0, we say the triple is valid for
evaluation; if |T (h, r)| = 0, the authenticity of triple (h, t, r) is unknown.
The Local Closed-world Assumption means that triples that involve entities and
relations not yet seen by the model are discarded during the evaluation phase.
3.3 Single TransE models for fake news detection
(Pan et al.)
The training procedure for fake news detection is largely the same as the standard
procedure for TransE. For fake news detection, the TransE model is trained either
exclusively on fake news articles to construct KF or true news articles to construct
KT from the training set.
The dissimilarity measure or bias for a particular triple (h, t, r), d(h+ r, t), which
is computed as in Eq (3.1), uses the L2-norm as a distance metric.
db (triplei) = ‖hi + ri − ti‖22 (3.1)
In the case of the single TransE model, classification of a news article is performed
by aggregating the computed biases for each statement in a news article, (hi, ti, ri),
i = 1, 2,..., n. The aggregation can be done either as the average bias as in Eq (3.2)











where argmaxi db (triplei) refers to the triple with maximum bias for each article in
the test set.
The aggregated bias is then compared to a relation-specific threshold, rth, which is
computed as the threshold that maximises the accuracy at the article level on the
validation set.
Example:
Assume we are working with the knowledge graph created from the True news
articles, KT . Say (Löfven, supports, peace) produces ([1.0,1.5,1.6], [1.0, 2.0, 1.7],
[2.0, 3.5, 3.3]) in our embedding model. When we have a new triple from an article,
say (Löfven, supports, demilitarization), this produces the tuple ([1.0,1.5,1.6], [1.0,
2.0, 1.7], [2.0, 3.5, 4.0]) from our embedding model, assuming d = 3. The magnitude
of the bias is then calculated as the norm of ([1.0,1.5,1.6]+[1.0, 2.0, 1.7]) – [2.0, 3.5,
4.0] = [0, 0, 0, -0.7], which is 0.7. With a relation-specific threshold for (support)
of 1.5, we can say that in the low dimensional space, these vectors are likely to lie
close each other, and therefore it is unlikely to be fake news. The reverse is true if
the bias is high.
3.3.1 B-TransE model for fake news detection
A single TransE model trained on a small amount of data has two main sources
of error. This occurs because an article could have a large dissimilarity or bias in
both the single ’True’ and ’Fake’ TransE models, resulting in a contradicting and
inconclusive outcome. To overcome this, Pan et al. propose a novel approach that
compares the dissimilarity functions of both models. The model with the lowest
dissimilarity score is then chosen as most likely to represent that particular article.











= ‖hfi + rfi − tfi‖22
(3.4)
In the B-TransE model, the aggegrated bias for each article is compared and the
model with the lowest bias is selected as the prediction. Once again, aggregation
can be done as an average or as a maximum bias across triples for each article, as
shown in Eq (3.5) and Eq (3.6) respectively.




























dmc(N) = 1, otherwise
(3.6)
Based on the findings of Pan et al. as well as the author’s own investigation, the
max bias aggregation method was chosen for this project.
3.3.2 Hyperparameters
Table (3.1) lists the important hyperparameters in the OpenKE implementation
of TransE [12]. The optimal hyperparameters were informed by experiments by
Krompaß et al. [18] It should be noted that for the purposes of this project, the
validation and the training set are the same, as we have not done any hyperparameter
tuning, and overfitting is not a concern since we want the model to memorise as many
of the facts presented as possible.
Parameter Description Value
T Training times 5000
α Learning rate 0.001
γ Margin 2
k Embedding Dimension 50
se Entity negative sampling rate 10
sr Relation negative sampling rate 0
Table 3.1: Optimal configuration parameters. Training is done using the Adam optimizer and
early stopping with a patience of 20 and  of 0.01.
3.4 Datasets
English: The ISOT fake news dataset from the University of Victoria contains
around 40,000 articles collected from various global news sources and labelled either
”true” or ”fake” according to Politifact. The articles labelled as ”fake” were cate-
gorised as ”unreliable” by Politifact [1, 2]. It should be noted that the ”True” articles
and ”Fake” articles have different types or subjects. For ”fake” news, these groups
are ”Government News”, ”Middle-East”, ”US-News”, ”Left-News”, ”Politics” and
”News”. For the ”true” news, these groups are ”World-News” and ”Politics-News”.
This dataset was chosen as it was not possible to obtain the news article dataset
used by Pan et al. for replication.
Swedish: Dataset sourced from news articles provided by Webhose.io. The dataset
includes a collection of 234,196 articles crawled from 133 news sources during Octo-




The original dataset was filtered in order to reduce redundancies and to focus the
articles on the event domain to improve generalisation. This was motivated by
Vosoughi et al.’s [26] finding that bursts of fake news are often initiated by important
events (e.g., a presidential election). They are therefore context-sensitive and time-
limited in nature.
Thus, in the first instance, to replicate the results of Pan et al., it was necessary to
limit the domain to the U.S. elections of 2016. For the analysis, a dataset of fake
and true articles was created using the following pipeline:
True articles:
1. Choose only the subset with the category ’Politics-News’
2. Select a subset of the data containing articles published between 2016-08 and
2016-11 (months immediately before and after the election date)
3. Lastly, select a subset of the data containing articles with the keywords ”elec-
tion”, ”trump”, ”hillary” and ”obama”
Fake articles:
1. Choose only the subset with the categories ’politics’, ’US News’, ’Government
News’
2. Select a subset of the data containing articles published between 2016-08 and
2016-11 (months immediately before and after the election date)
3. Lastly, select a subset of the data containing articles with the keywords ”elec-
tion”, ”trump”, ”hillary” and ”obama”
After selecting these subsets the dataset, 1428 fake articles and 1463 true articles
remain. Then each article is summarised by extracting the title and the two first
sentences of the news article. These summaries are then used to generate triples.
This was done in order to reduce redundancies and decrease model training times.
3.5.1 Triple extraction
The Python wrapper package of Stanford OpenIE is used to extract triples in the
form (h, t, r) from each summarised news article. The Stanford OpenIE package
extracts binary relations from free text. The first step in this process is to produce
a set of standalone partitions from a long sentence. The objective is to produce ”a
set of clauses which can stand on their own syntactically and semantically, and are
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entailed by the original sentence”. This process is informed by a parsed dependency
tree and trained using a distantly supervised approach. It is supervised in the sense
that it creates a corpus of noisy sentences that are linked via a known relation (i.e.
subject, object pairs). This is then used for distant supervision to determine which
sequence uses the correct relation, i.e. which subject and object return the known
relation [4]. This process is illustrated in Figure (3.3).
Figure 3.3: An illustration of the approach by Angeli et al. [4] is used to build a triple from an
extract of the lyrics from the hit song ’Don’t stop believin’ from Journey.
The Stanford OpenIE does not provide perfect extractions, and in around 18% of
the available news article summaries, the extractor did not provide any triples at
all. In particular, we noticed that the model does not deal with negated verbs and
sentences containing multiple verbs. An example of this is the sentence "Paul Ryan
tells us that he does not care about struggling families living in blue states".
On the other hand, the Stanford OpenIE model also has a pronounced side-effect
of over-generation, which means that if multiple verbs are present, it will generate
multiple possible triples for a single sentence, which creates a large amount of noise
in the triples for each article, with many near-duplicate triples. Figure 3.4 shows an
example of how OpenIE breaks down a complex statement from our corpus.
Figure 3.4: An example of overgeneration by Stanford OpenIE by Angeli et al. We can see that
three triples are generated from this sentence, with none of them including the full relation "says
no to" or the full tail entity "no to repealing Obamacare in 2018"
From the 2891 articles available, triples were successfully extracted from 2373 articles
(1038 fake, 1335 true). 1000 articles were then randomly sampled from each category
to equalise their representation. The dataset was then split into a training set of 800
and a test set of 200 for each classification. Table 3.2 shows the number of entities,







Table 3.2: Training dataset statistics for the 2016 U.S. presidential election data.
3.5.2 Triple processing
The triples are processed according to a pipeline to reduce the noise found in the
entities and relations extracted from the training set news articles.
Co-reference resolution:
Co-reference resolution refers, amongst other things, to the process of disambiguat-
ing pronouns. For e.g. ”James bought cheese. He found it to be tasty.”, would be
converted to ”James bought cheese. James found it to be tasty.” This is done using
the NeuralCoref package [32].
Relation simplification and lemmatization:
Figure 3.4 shows the distribution of relations after relation simplification and lemma-
tization. Firstly, the main verbs are extracted from the relations using the Spacy
POS tagger. The lemmatization process then converts each word into a normalised
form. In this case, each relation is transformed into its infinitive form using the
NLTK Lemmatizer. E.g. ”are” to ”be” and ”has” to ”have”. This deals with verbs
that have the same meaning but are expressed in different forms and thus helps to
reduce the noise in our relations.
Figure 3.5: Histogram showing the long-tail nature of the relations in the training set. The top
4 relations cover 56.2% of the total relations.
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Entity simplification and alignment:
The SpaCy Named Entity recognizer is trained on news, blogs and comments. Using
the pre-trained ’en_core_web_lg’ model, the pipeline of POS tagging, followed by
parsing and then named entity recognition is used. The named entity recognizer
module is used to extract persons, locations and organizations and other recognisable
entities from longer entities to improve on the long-tail distribution of entities (as
shown in Figure 3.5). Stopwords such as ”is”, ”it” etc. are also removed using
NLTK, as these are likely to be uninformative entities. The same pipeline is applied
to head and tail entities 1.
(a) Entity histogram before pre-processing (b) Entity histogram af-
ter pre-processing
Figure 3.6: Distribution of entities before preprocessing in (a) shows the redundancies of longer
entities and uninformative entities such as ”he” or ”she”. The pre-processing pipeline refines the
concentration of entities in (b), particularly through the use of co-reference resolution and entity
alignment with named entities.
3.6 Extension of Stanford OpenIE and TransE to
Swedish
The TransE model is language-agnostic, however the Stanford OpenIE wrapper
currently only supports automatic information extraction in English. Approaches
to enable automatic information extraction in languages other than English have
focused on rebuilding the NLP pipeline. This involves creating a bespoke POS
tagger, a language-specific dependency parser, a NER model and training a distantly
supervised model to replicate the Stanford OpenIE model. Alternatively, rule-based
approaches have also been used to fill the final gap, which so far has only been




Although the first two building blocks (POS tagger and a dependency parser) have
been designed by Swedish researchers, an open-source automatic information ex-
tractor does not yet exist for Swedish [17]. It was seen as outside of the scope of this
project to create such an extractor. Instead, the approach used in this project relies
on a proposed transfer learning approach, which attempts to map the embeddings
from the 2016 U.S. Presidential Election data over to the Swedish context, using the
same pre-specified parameters, i.e. referring to the same entities and written over
the same time period (2016-07 to 2016-12). This approach creates labels for the
unlabelled Swedish data using the embeddings trained from the English language
model.
3.6.1 Data Preprocessing
The pipeline used for the 2016 U.S. Presidential Election data was also applied to
the Swedish news dataset. The size of the Swedish news dataset after pre-processing





Table 3.3: Training dataset statistics for the Swedish news dataset.
3.6.2 Translation
The summaries generated for Swedish news articles are translated using the Google
Cloud Translation API. This cloud-based service connects directly to Google’s Neu-
ral Machine Translation model (GNMT). The GNMT model uses a technique called
’Zero-Shot Translation’ to bypass the need to store the same information in many
different languages (e.g. in a knowledge base), and instead is trained to understand
the correlation between different languages [15].
3.6.3 Labelling
The Swedish news articles are initially unlabelled. The news articles are then as-
signed a label of ”true” or ”false” based on the B-TransE model trained on all of




In order to evaluate our binary classification model and compare between models, a
confusion matrix is used.
Predicted Positive Predicted Negative
Labeled
Positive True positive (TP): Articles cor-rectly classified as fake
False negative (FN): Articles in-
correctly classified as true
Labeled
Negative False positive (FP): Articles in-correctly classified as fake
True negative (TN): Articles cor-
rectly classified as true
Table 3.4: Confusion matrix with explanation of outcomes
From the confusion matrix in Table (3.4), a collection of performance measurements
can be calculated.
Accuracy = TP + TN
TP + TN + FP + FN (3.7)
Precision = TP
TP + FP (3.8)
Recall = TP
TP + FN (3.9)
Specificity = TN
TN + FP (3.10)
F − score = 2 ∗ Precision ∗Recall
Precision+Recall (3.11)
Accuracy Eq. (3.7), shows the overall performance of the classifier, given a symmet-
ric data set (equal distribution of positive and negative examples).
Precision Eq. (3.8) gives an indication of the proportion of those articles predicted
as fake, which were in fact fake.
Recall Eq. (3.9) gives an indication of the proportion of those articles which were
in fact fake which were accurately predicted as such. This is often referred to as the
sensitivity of the classifier.
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Specificity Eq. (3.10) gives an indication of the proportion of actual true articles
that are predicted as true.
Finally, the F-score Eq. (3.11) is a measurement of the balance or harmonic mean
between precision and recall. This is often used as an overall performance metric of
the classifier [25].
3.7.1 Precision recall curve
Precision-recall curves plot the relationship between precision and recall (or sensitiv-
ity). This curve focuses on the model’s ability to identify all the fake news articles,
even if this translates into a higher number of FP. A useful summary statistic from
the precision-recall curve is the AUPRC, which quantifies the ability of the model
to detect fake news articles. This can be thought of as an expectation of the pro-
portion of fake news articles given a particular threshold, and is shown in Eq (3.11).
An AUPRC output equal to the proportion of true positives would correspond to a
random classifier.
It has also been shown that when detecting rare occurrences (as is the case with fake
news), the area under precision-recall curve (AUPRC) metric is preferable to the
conventional area under curve (AUC) metric, which is the area under the Recall vs









This chapter first explores the predictions from the TransE and B-TransE models in
the fake news classification task on the 2016 U.S. Presidential election data. A few
key insights from the investigation are presented to better understand the outcomes
from the model. Then, the focus shifts to the Swedish context and how these insights
could be translated. The chapter concludes by examining some of the important
limitations of the aforementioned models.
4.1 Fake News Classification
The results of both the single TransE model and the B-TransE model are shown in
Table 4.1. From this table, we can conclude that the TransE (Fake) model performs
extremely poorly in terms of recall with a higher number of false negatives. This
is somewhat expected as its main source of error is the classification of high bias
triples as ’true’. However, it manages to avoid a large number of false positives and
has a high precision at 0.82. Nonetheless, the single TransE model produces a very
poor classifier in terms of F-score.
Model Precision Recall F-Score
TransE (Pan et al.) 0.75 0.78 0.77
TransE (Fake) 0.82 0.19 0.30
B-TransE (Pan et al.) 0.75 0.79 0.77
B-TransE (English) 0.68 0.67 0.67
Table 4.1: 5-fold cross-validation results from the evaluation of the full test set.
The table also highlights that the B-TransE model performs the best overall, improv-
ing on nearly all metrics, with an improvement of 37 percentage points in absolute
terms over the single TransE model in terms of F-score. The B-TransE model also
addresses the shortcoming of the single model when it comes false negatives. At
the cost of increasing the number of false positives, the B-TransE model manages
to reach a recall of 0.67, an increase of 48 percentage points in absolute terms over
the single TransE (Fake) model.
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The results do not seem to correspond to those of Pan et al., particularly in the case
of the single TransE (Fake) model. The reasons for this are primarily that a different
dataset was used, and that the methodology implemented could not be obtained for
replication, although attempts were made to follow the methodology presented as
closely as possible. However, the improvements in performance for the B-TransE
over the single TransE model are clearly significant. The differences in B-TransE
performance may also be due, in part, to the difference in training set sizes between
the two experiments, using 1000 articles compared to our 800 articles.
For our investigation, false positives are less costly than false negatives, since we
would rather flag potentially fake articles for further investigation than spread un-
verified news. This means that the specificity of the classifier is less important than
the sensitivity. The precision-recall curve is a useful tool to evaluate this trade-off.
The precision-recall curve in Figure (4.1) shows a clearer picture of the precision in
terms of recall for the B-TransE model. The classifier reaches around 10% in recall
before it produces the first false positive. The AUPRC statistic for this curve is 0.77,
which far exceeds the true positive proportion of 0.5 for a random classifier. There
is also a near-plateau in terms of precision recall trade-off between recall values of
0.15 and 0.80, which allows the model to obtain higher recall without sacrificing too
much in terms of precision, or in other words, without increasing the number of false
positives by a significant amount.
Figure 4.1: Precision-recall curve for the B-TransE model at thresholds between -0.12 and 0.08.
Since the TransE model trains embeddings only for entities and relations found
in the training set, which is relatively small, it may be the case that randomly
initialised embeddings are resulting in a large number of false negatives or positives
for many triples in the training set. To investigate this, we removed all the triples
from the test set which did not contain relations or entities previously found in the
training set. This resulted in 70% of the test set being discarded. The results for
the remaining 30% are shown in Table 4.2.
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Model Precision Recall F-Score
TransE (Fake) 0.83 0.49 0.62
B-TransE (English) 0.72 0.76 0.74
Table 4.2: 5-fold Cross-validated results from the evaluation of the remaining 30% of test set
after filtering out unseen entities and relations
From Table 4.2, it is clear that both the single TransE model and the B-TransE
model seem to be much more in line with the performance of the models presented
by Pan et al. in terms of F-score, and in the case of the B-TransE model, the results
come within 3 percentage points of the reported F-score by Pan et al. This shows
that by avoiding random, uninformed predictions the model performs relatively
well at discriminating the true news from fake news. In this setting, it is perhaps
most prudent given the small training set to say that the other 70% of test articles
are simply ’unknown’. It is unclear from the literature whether this was at all a
consideration in the experiment by Pan et al.
4.2 Key Insights
4.2.1 2016 U.S. Presidential Election Data
The results from the 2016 U.S. Presidential Election data showed a large degree of
variation in bias. We can see in Figure (4.2) that the B-TransE model correctly
classified most of the extreme cases on both the true and fake partitions of the test
set.
Figure 4.2: The top 30 (left) and bottom 30 (right) of the articles ranked according to the
difference between the fake model bias and the true model bias.
When we look more closely at the content of the extreme cases, we are able to
identify the maximum bias statements that were used for the classification decision.
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Table (4.3) shows 5 of the top news articles identified as most likely to be fake, as
well as the max bias triples that led to this classification decision.
Title Max bias triple
Obama’s gitmo board releases “high risk”
explosive’s expert, Al-Qaeda Trainer.
(Barack Obama, release, risk)
Obama made Christian Pastor pay for se-
cret own ticket home after Iran got secret
$1.7 billion ransom for secret release.
(Christian, pay for, ticket home),
(Iran, get, billion ransom)
Careless Clinton Aide Kept ‘Top Secret’
State Department Info In Unsafe Loca-
tions.
(Hillary Clinton, keep, state de-
partment info), (state department
info, is in, unsafe locations)
Which is extremely concerning seeing as
how Obama has been known to recruit
Muslim Foreign Service Officers through
Jihad Conferences, as reported here at Ju-
dicial Watch.
(Barack Obama, recruit, muslim)
One of “Bernie’s basement dwellers” on
Fox showing off Bill Clinton rapist T-shirt
(Bill Clinton, be, rapist)
Table 4.3: Examples of articles classified as ’fake’ by the B-TransE model which were in fact
’fake’. On the right, the triple with the maximum bias is higlighted
In many cases, it seems that single triples or near-duplicate variations of triples are
the most common in scoring each article. The table shows that there is clearly some
data loss, but also that some important information is retained, even in triples that
are seemingly trivial.
In the first triple, we see that the model correctly extracts the most important in-
formation, but that the oversimplification of the tail entity leave the information
somewhat ambiguous. The second and third triples shows how the overgeneration
of Stanford OpenIE can work to the model’s benefit, as we see that the model has
extracted two equal max bias triples that tie two statements together. In particular,
we see a clear link between the tail entity of the third article max bias triple (Hillary,
keep, state department info), and then (state department info, is in, unsafe loca-
tions). The model has managed to successfully embed those statements together into
a composite statement that can be verified. In the fourth article, the triple extracted
seems to be appropriate and capture the main idea, although oversimplification in
the tail entity could be refined once again.
The last triple clearly illustrates a large amount of information loss and the dangers
of choosing a single triple to represent an article in aggregate. The triple does not
mention Bernie Sanders, nor does it refer to signage on a T-shirt but simply puts
out a statement that ’Bill Clinton is a rapist’. This is of course a statement which
can be investigated, but it is not the main argument of the article, which refers to
the act of Bernie Sanders supporters wearing said T-shirts. However, in most of the
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cases highlighted (3 out of 5), we see that the max bias triple succeeds in capturing
a succinct summary of the main argument in the article, and in almost all cases
provides a triple which can be fact-checked or verified.
Table (4.4) looks at 5 of the articles identified as most likely to be true. In the
first article, we can see a clear weakness of the Stanford OpenIE relation extraction
framework. Here, the verb "lost" is not picked up as a relation, which causes it
to move to the tail entity. When this entity is simplified, the verb is lost entirely.
However, in dealing with simple single-word verb-mediated sentences, the model
mostly succeeds in providing statements that capture the main ideas in each context,
and also provides statements which are verifiable to a large extent.
The fourth and fifth articles illustrate trivial cases of a simple verb and word or-
der that Stanford OpenIE can readily use to extract triples. In the second article,
the max bias triple preserves the most important entities. However, the lack of
named entities in the tail entity results in a large loss of information. Perhaps this
would have been remedied if multiple rounds of extraction could be performed, first
extracting (Icahn, say, Y), and then performing the extraction on Y to return (Don-
ald Trump, better than, Clinton U.S. economy) to reduce the loss of information.
Overall, it seems that the model has been able to provide the user with verifiable
statements that capture the main idea in a particular news article, although the
performance varies quite a lot depending on article construction and grammatical
complexity.
Title Max bias triple
Indiana Governor Mike Pence, the Repub-
lican nominee for U.S. vice president, lost
another round in federal court on Monday
(Pence, nominee for, U.S. Vice
President)
Icahn says Trump better for U.S. economy
than Clinton.
(Icahn, say, Donald Trump U.S.
economy Hillary Clinton)
President-elect Donald Trump will have
an early Capitol Hill honeymoon with Re-
publican majorities in both chambers of
Congress when he takes office in January
(Republican, is in, U.S. congress)
Trump won the U.S. presidency with less
support from black and hispanic voters
than any president in at least 40 years
(Donald Trump, win, U.S. presi-
dency)
Trump campaign says it raised $80 million
in July: statement.
(Donald Trump, raise, $ 80 mil-
lion)
Table 4.4: Examples of articles classified as ’true’ by the B-TransE model which were in fact
’true’. On the right, the triple with the maximum bias is higlighted
Given that the model has been able to classify so many of the extreme cases correctly
with triples that are often oversimplified, the question is then whether the model
has been able to generalise an understanding of ’true’ vs ’fake’ using these simple
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triples based on the TransE objective function. Alternatively, perhaps the model
is simply creating bag-of-words counts of entity-relation bi-grams and building a
frequency-based classifier. To address the former question, we first look at the top 4
relations used in the model to see how the entity and relation embeddings have been
trained according to the objective function. The embeddings are visualised using
PCA for dimensionality reduction, and the plot shows only the first two principal
components. The goal is to see whether a valid decision boundary based on distance
between fake triples and true triples has been created.
Figure 4.3: The top four relations are chosen from the test set (have, is in, be and say). Each
dot denotes a triple and its position is determined by the difference (h− t) between head and tail
entity vectors. Since TransE aims to obtain t − h ≈ r, the ideal situation is that there exists a
single cluster whose centre is the relation vector, r. The statements from fake news are in red and
the statements from the true news are represented by green dots. The larger blue dots indicate
the ideal fit between the difference vector and the relation vector. The relation vector is obtained
from the True TransE model embeddings [33].
The relations in Figure (4.3) show that the true dots tend to concentrate around
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the true relation embedding and that the distance between the true relation em-
bedding (blue dot) and the fake difference vector embeddings (in red) is generally
greater than the distance between the true difference vector embeddings (in blue).
The exception here seems to be the relation ”be”, which may indicate that this is
a difficult relation to separate based on the triples. What this likely also indicates
is that the simplification of all relations from ”is”, ”are”, ”become” to ”be” using
lemmatization may have oversimplified these relations to a greater extent than nec-
essary - leading to a loss of information. The other important consideration is the
aggregation from the triple to the article level. It may be the case that individual
triples within fake articles are closer to triples embedded from true articles or vice-
versa e.g. (Hillary Clinton, be, Planned Parenting Supporter) is from a fake article,
but is a true statement of Hillary’s allegiance.
Given the top four relations, we can conclude that the model has captured mostly
simple statements. This is in some sense a useful common sense check on the B-
TransE model, for e.g. in the relation ’is in’, the model confirms the following triples
as being close to the truth: (China, is in, Asia), (Russia, have, Crimea) and (Donald
Trump, have, Hollywood Walk of Fame). However, in fake triples, the simplification
of entities produces statements which are more difficult to verify by eye, including
(US failures, is in, Libya), (Huma, be, Judicial Watch) and (Jeff Sessions, have,
Republicans). A more complete view of these is provided in Appendix 1.
This is only a partial answer, since if we look closer at the most common bi-grams
in the training set for labelled ’True’ and ’Fake’ articles shown in Table (4.5), we no-
tice a few interesting patterns. Firstly, it seems that there is a substantial amount
of overlap, with 3 out of the top 10 entity relation pairs shared between the two
classifications, which suggests that the TransE model has been effective in deter-
mining a distance-based decision boundary. At the same time, it should be noted
that ’Hillary Clinton’ appears 4 times in the top 10 entity-relation pairs in the ’fake’
news category, whilst only appearing twice in the ’true’ news. This points to a
possible frequency based classification where any triple containing ’Hillary Clinton’
as the head entity with any of the most frequent relations (e.g. be, have) will be
strongly biased towards ’fake’ classification in the model. This also perhaps indicates
a strong bias in ’fake’ articles towards describing Hillary Clinton and her actions,














Wisconsin senate could gain
(a) Bi-grams from True articles
Entity Relation
Tony be







Hillary Clinton was at time
Donald Trump have
(b) Bi-grams from Fake articles
Table 4.5: The top ten (entity, relation) bi-grams from the ’True’ articles in (a) and ’Fake’
articles in (b) from the training set
4.3 Fake News Generation
An interesting question to pose for knowledge embedded models is whether they can
act as alternative fact generators. To understand what the model has come to think
of as ’fake’ in the context of the 2016 U.S. Presidential Elections, we look at the
top 5 nearest neighbours for a combination of entities and relations that frequently
appear in fake news articles. These are (Donald Trump, be), (Donald Trump, have),
(Hillary Clinton, be) and (Hillary Clinton, have).
Alternative Facts
Below are examples of alternative facts generated by the model. It seems that
in some cases, the embeddings do mirror alternative facts from fake news articles,
especially in the case of Hillary Clinton with negative suggestions such as (Hillary
Clinton, have, lie) or (Hillary Clinton, have, step down) or (Hillary, be, arms dealer
libyan weapons). The generated examples involving Donald Trump seem to be also
be much more neutral in nature e.g. (Donald Trump, be, U.S. Senate) and (Donald
Trump, have, reform). This seems to suggest that these fake news articles habitually
build up Donald Trump through a description of his actions and responsibilities and
paint Hillary Clinton in a particularly negative light.
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Candidate: [’donald trump’, ’be’]
Nearest Neighbours: [[’karl ove knausgrd’, ’president vladimir putin’, ’us
senate’, ’scranton’, ’denis’, ’ecuador’, ’abc’, ’treasury’, ’howard stern’]]
Candidate: [’donald trump’, ’have’]
Nearest Neighbours: [[’reform’], [’earnest’], [’islamic san’], [’crooked harry’],
[’carolina governor haley’], [’zuckerberg’], [’jack’], [’rocky roque de la’],
[’willie’], [’republican’]]
Candidate: [’hillary clinton’, ’be’]
Nearest Neighbours: [[’current’, ’xi jinping’, ’arms dealer libyan weapons’,
’ecuador’, ’us senate’, ’insane’, ’fredrik’, ’zika’,’democratic strategist’, ’putin’]
]
Candidate: [’hillary clinton’, ’have’]
Nearest Neighbours: [[’carolina governor haley’], [’step down’], [’mike repub-
lican mike rogers’], [’islamic san’], [’willie’], [’isis’], [’muslim american iraq’],
[’lie’], [’paul’], [’facebook us’]]
"True" Facts
The model generates some interesting facts surrounding both Hillary Clinton and
Donald Trump. The true facts are more inclined to paint Donald Trump with a
negative brush (violence, communist sympathizer), although a great deal of noise
is also present in the tail entities. For Hillary Clinton, we see a shift in sentiment
towards positive entities such as "morally choice" and "support". For both of them
we see the "possiblepotusy" tail entity which refers to possible President of the U.S
— a statement that is indeed verified.
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Candidate: [’donald trump’, ’be’]
Nearest Neighbours: [[’violence’], [’christoph blocher’], [’philippines obama’],
[’democratic national convention philadelphia’], [’communist sympathizer’],
[’us house wisconsin washington’], [’menlo park’], [’possibilpotusy’], [’thiel’],
[’assad’]]
Candidate: [’donald trump’, ’have’]
Nearest Neighbours: [[’osce united states’], [’united mine workers america’],
[’schumer’], [’tony’], [’factbox’], [’upflynnaval’], [’tpresident tayyip erdogan’],
[’naked’], [’scranton’], [’robby mook’]]
Candidate: [’hillary clinton’, ’be’]
Nearest Neighbours: [[’christoph blocher’], [’possibilpotusy’], [’marco gutier-
rez’], [’assad’], [’pew’], [’isis mosul iraq’], [’planned parenthood’], [’morally
choice’], [’support’], [’faux fight’]]
Candidate: [’hillary clinton’, ’have’]
Nearest Neighbours: [[’upflynnaval’], [’washington party’], [’julian assange’],
[’scranton’], [’schumer’], [’tony’], [’osce united states’], [’japan pm abe’],
[’core’], [’opposition’]]
Overall, the above has shown that there is a great deal of noise in the generation of
alternative facts, which indicates that the model may not perform well on generating
plausible fake news from only 1600 articles.
4.3.1 Swedish News Data
4.3.1.1 Classification
From the 1441 articles in the Swedish test set, the B-TransE model classifies 798
articles as ’true’ and 643 articles as ’fake’. The proportion of fake news predicted
seems out of line, given our expectation that around 1 in 3 articles may be fake
[14]. It should however be noted that there was a large degree of homogeneity in
the content of Swedish news, meaning that if a particular event was reported by a
Swedish newspaper, it could be replicated nearly word-by-word by another Swedish
newspaper, since they are extremely likely to share the same primary source for
event information from the United States. This means that incorrect predictions
by the model are amplified somewhat as for e.g. 50 wrong predictions could in fact




The boxplots in Figure 4.4 show that the model trained on English data sees the U.S.
News test dataset as having much larger variation in terms of bias differentials than
the Swedish news dataset. The median article seems to lie around the uncertain
outcome of 0 for the English data, and around 0.02 for the Swedish data. The max
bias differential in the Swedish dataset is 0.09 compared to 0.13 in the English data.
The difference in the minimum bias differential is even more pronounced at -0.12
for the Swedish data and -0.17 for the English data.
This shows that the model considers the Swedish data to be more balanced and
less extreme when compared to the English news dataset. There could be many
plausible explanations for this, such as the fact that Swedish coverage of a foreign
election could be much more balanced than in the United States where there are
political points to be scored. The narrow inter-quartile range in the Swedish dataset
also points to increased uncertainty, with a large proportion of articles close to a
zero bias differential. It may not seem like the differences are particularly large,
but in models for fake news detection the extremes and outliers are useful for the
prediction of fake news, as these articles typically represent a tiny minority of all
the news coverage. Overall, if we can understand the differences in distribution
between extreme values in both languages, this could potentially help us to better
understand the outliers in Swedish data.
(a) Article Bias Boxplot: English data (b) Article Bias Boxplot: Swedish data
Figure 4.4: Boxplots showing distribution the different in fake bias - true bias at an article level




Table (4.6) gives an indication of the articles for which the B-TransE model had
the highest confidence in prediction for ’fake’. Though the statements classified as
’fake’ are difficult to verify thoroughly, each of these triples is cross-referenced to
the closest triple found in the training set to decide whether the classification was
correct according to the knowledge graph. One interesting observation from these
articles is that there seems to be an above average representation of Donald Trump
in the articles chosen, which differs from the English model where ’Hillary Clinton’
was the most prominent candidate for ’fake’ articles.
The 1st, 2nd and 5th articles were indeed verified as ’fake’ by cross-referencing these
articles to the ’Fake’ English language articles in the training set. However, the 3rd
and 4th articles were found in both the ’True’ and ’Fake’ articles of the training set,
and thus these classifications are incorrect. The 2nd article illustrates a situation
where the translation from Swedish has created confusion, as the word ”buades” was
wrongly translated to ”evicted by” instead of ”booed out”, distorting the meaning.
Overall, the model has been successful at identifying most of the fake articles, and
in cases where there is uncertainty (appearing in both ’True’ and ’False’ knowledge
graphs), the model flags these articles, which is a useful signal to fact-checkers to
dig deeper.
Title Max bias triple
Robert De Niro wants to beat Donald
Trump.
(Robert Dinero, beat, Donald
Trump)
Trump was evicted by Catholics (Donald Trump, was evicted by,
Catholics)
Bush Leaves Show "Today" after the stir
on the recordings with Donald Trump.
(Bush, leave, show)
Jessica Drake is the 11th woman to blame
Trump for assault
(Jessica, blame, Donald Trump)
Michelle Obama attacked Trump. She has
said that she is looking forward to a qui-
eter life, after the time as president wife.
(Michelle Obama, attack, Donald
Trump)
Table 4.6: Examples of articles classified as ’fake’ by the B-TransE model for the Swedish news
data. On the right, the triple with the maximum bias is higlighted
In Table 4.7, we once again attempt to verify these statements by cross-referencing
with the training set. The first 3 articles could be verified in the ’True’ news articles,
whilst the last two did not appear in either the ’True’ or ’Fake’ training sets. In
the final max bias triple the phrase "backa om" is translated to "backs over", when
it should be "moves away from" or "reverses". This could be another reason why
this article could not be found in the training data. On the whole, the model does
well to determine the most informative triple from each article, and the model has
managed to verify these triples, when the translation is of adequate quality.
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Title Max bias triple
Michael Moore releases Trump movie. (Michael Moore, release, Donald
Trump)
Trump is in Washington to discuss foreign
policy.
(Donald Trump, is in, Washing-
ton)
Buffett releases information from his tax
return and urges Trump to do the same.
(Buffett, urge, Donald Trump)
Asia’s Trump in Flirt with China. (Asia, have, Donald Trump),
(Donald Trump, is in, flirt
China)
Trump backs over Putin. The US Re-
publican presidential candidate Donald
Trump earlier celebrations of Putin at a
campaign meeting in Nevada. - I do not
love.
(Donald Trump, backs over,
Putin)
Table 4.7: Examples of articles classified as ’true’ by the B-TransE model for the Swedish news
data. On the right, the triple with the maximum bias is higlighted
4.4 Biases
It is important to acknowledge that there are inherent biases in the methodology
presented in this research project. Some of the key biases to be recognised when
interpreting the results are:
1. The labeled training set from Politifact was scored based on experts reviewing
articles, but the categories were not simply "true" or "false", but rather more
nuanced including "mostly false", "mostly true" and "pants on fire". The source
of the ISOT dataset does not disclose which categories were chosen when
constructing the fake news dataset.
2. When the TransE model is trained, the model may overfit to individual state-
ments rather than being able to assess the article as a whole because individual
statements inside a fake news article need not only be false, and vice-versa for
a true news article. Thus, the choice of aggregation function is in itself a form
of bias that influences the effectiveness of the classifier. This is a clear distinc-
tion between applications to raw news articles versus a knowledge base where




It is important to highlight some of the known methodological limitations imposed
by the models used, including:
1. The TransE model is a global embedding model, i.e. the embedding of entities
and relations are context-independent, i.e. the entity embedding of ”Trump”
is identical when talking about the TV-show ”The Apprentice” and the U.S.
presidential elections, even though these contexts clearly have different likeli-
hoods of containing certain triples.
2. The TransE model relies on embedding entities and relations that are found
in the training set. In practice, the model does not handle unseen entities and
relations, and simply assumes that the embedding is random (i.e. uninforma-
tive).
3. The TransE model is most appropriate for modelling 1-1 relations, and not
many-to-1, many-to-many or 1-to-many relations. This is a drawback as more
complex relationships cannot be explored using this model.
4. The Stanford OpenIE package fails in many cases to adequately deal with long
sequences containing multiple verbs. One of the main reasons for this is that
many entities are not recognized as named entities (e.g. persons, locations and
organizations).
5. The Google NMT model, whilst constantly improving, does not do a faultless
job of translating English to Swedish text, especially when it comes to local
idioms and expressions or translating short sequences. As we have seen, this
may lead to a distorted meaning that acts as hurdle to the generalisation of
the model.
6. The knowledge graph approach focuses on the content and thus has a literal
understanding of statements. Therefore, other linguistic aspects such as hy-
pothetical statements, irony or the use of negation are not readily detected.
However, as this was not the primary focus, it is seen as outside the scope of




5.1 Summary of goals and contributions
In this research project, the task of content-based fake news detection was addressed.
The first stated goal centered around scoring statements from news articles using
a knowledge graph embedding model to replicate the results of a novel paper by
Pan et al. As far as the author knows, the aforementioned paper contains the first
attempt to detect fake news using knowledge graphs and raw news articles. This
goal was achieved to some extent with an F-score obtained within 3% of the original
paper for the B-TransE model given a set of important assumptions. However, due
to a lack of information on the pre-processing pipeline and no access to the dataset,
the results of both the single Fake TransE model and the B-TransE model could not
be reproduced consistently.
The B-TransE model also managed to achieve an F-score of 0.74 using only a rela-
tively small dataset of raw news articles (1600), which translates into useful applica-
tions for languages with small labeled training sets. This meant that the knowledge
graph approach was quite successful at detecting fake news in incomplete knowledge
graphs populated mostly by simple facts. Thus, a large existing knowledge base is
not required to obtain a similar level of performance as smaller contextually appro-
priate temporal model. By proceeding in this way, the model’s data requirements,
complexity and training times can all be kept relatively low.
The project also managed to deepen the understanding of the B-TransE model
predictions by explaining the results, in line with a trend in the field to move towards
explainable AI systems and away from black box methods [35]. This was also an
explicit objective mentioned in the ’Future work’ section of the Pan et al. paper.
An unexpected realisation from this particular project was that although the B-
TransE model had only a pure fact-based construction and focus, it was inevitably
influenced by the stylistic features from the news articles when making predictions.
This brings up the question of whether these two approaches are truly mutually
exclusive, or whether hybrid models are an inevitable consequence of the nature of
the development of fake news, both in style and content.
The final goal was to construct a reference dataset for the Swedish language using
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a transfer learning approach. This was not really achieved to a large extent as the
model showed that the distribution of bias differences was quite different between
English and Swedish, suggesting that further investigation may be needed to increase
the confidence in labelling. Having said that, the model was able to correctly classify
the majority of the top 5 ’Fake’ and ’True’ predicted news articles. The model also
illuminated some of the key biases that have been ported from the English language
model. Hopefully, this could be explored further and used as a starting point to
understanding what defining fake news looks like the Swedish context.
Overall, it became clear through detailed analysis that the fake news problem is
much more nuanced and complex than first expected. To make use of knowledge
embeddings in a reasonable way, the amount of pre-processing required is tremen-
dous, and the trade-off between extracting useful information for fact-checking and
losing valuable descriptive data is clear. The project also showed that even a knowl-
edge embedding model with a fairly transparent premise can be difficult to interpret
when it relates to entities and relations that are often unclear and complex.
5.2 Ethical considerations
One important ethical question that keeps coming up in this problem space is
whether news should be screened and filtered, and if so, at which point it should
be done. Is it up to the incentivisers and aggregators like Facebook and Google,
or the journalists from the news outlets, or even the readers themselves? It is the
author’s point of view that rather than opt to withhold information from the public,
it should be the focus to empower them with the likely veracity of a particular piece
of information.
At the same time, it should be the goal to equip journalists and other trained fact-
checkers with a suite of tools (such as the model presented in this project) that
decrease the likelihood of propagating false information. It is important to keep in
mind that these models should be used as a complement to increase the efficiency of
current fact-checking procedures through explainable automation for reliable news
sources. It is therefore imperative that a human be kept in the loop to make the final
decision on whether the model outcome is reasonable or not - as this also implies an
accountable party when mistakes are made.
Additionally, third parties such as Google and Facebook that unwittingly create
incentive structures around publishing what is essentially ’clickbait’ content should
acknowledge their role in spreading unverified news stories, whilst also aiming to
caution and educate users rather than restrict access to fake news information. The
Silicon Valley startup, FactMata, has set out to do just that, by providing available
facts on any statement expressed in news media or social media so that the reader
can make an informed judgment. Essentially, end-users should become the final




Apart from the main goals, the knowledge graph embedding model could also have
auxiliary intended uses, including:
1. Given a source, return a reliability score by evaluating all given statements
from that source and verifying as many as possible. The proportion of verified
facts is one such metric.
2. Given a source and a statement, use the reliability score of the source to
incorporate new evidence and update the knowledge graph embeddings to
reflect newly verified information.
In future, this research could be extended in a number of ways.
1. Firstly, it is clear that information loss due to a small training set size is a
very relevant problem for this approach. To remedy this, one could look at
using models that deal with unseen entities and relations, such as the model
proposed by Xiong et al. [34].
2. A more advanced knowledge embedding model, DOLORES, has been proposed
as shown in Figure 5.1. It uses ”deep contextualised embeddings” to infer miss-
ing links in the knowledge graph using a sequential neural network that learns
both contextual and non-contextual information. It does this by embedding
the entities together with their relations rather than the triples themselves.
There are two main components of the DOLORES framework. The first is a
path generator which creates sequences of entity-relation pairs that represent
a sample of neighbourhood exploration in the knowledge graph. The second
is a deep recurrent neural network, which is trained on the entity relation
pair sequences. The embeddings trained for each entity and relation represent
non-contextual information, whilst the weights of the sequential model help
to capture temporal information in the order in which it is presented to the
model. Thus, this would allow the model to correct a previously ”fake” story
that has been corrected by a particular news source. The experimental results
in triple classification on two reference knowledge bases, WN11 and FB13 show
that DOLORES embeddings improve the classification performance by 1.4%
to 88.4% over the state-of-the-art [28].
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Figure 5.1: Unrolled RNN architecture of the DOLORES model. First, the entity-relation chains
are generated from random walks in the local neighbourhoods of the knowledge graph, and then
used as input to the bi-directional LSTM. These entity and relation vectors are concatenated after
being initialised and are then fed to the LSTM. The model learns the contextualised representation
of each entity from the weights of deeper network layers (in red and blue). This figure was taken
from [28].
3. A model capable of handling streaming data could be constructed using the
same lightweight principles of limited time and event domain. This would help
to reduce the need to retrain the model each time retrospectively for an event
domain in the past.
4. Models that look at contested topics are also an interesting avenue to pursue.
By following the two strongest anti-poles in a controversial topic setting, this
could be used rather than extensive background knowledge to verify arguments
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Figure A.1: Full representation of Figure 4.3 for the relation ’be’
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Figure A.2: Full representation of Figure 4.3 for the relation ’have’
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Figure A.3: Full representation of Figure 4.3 for the relation ’is in’
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Figure A.4: Full representation of Figure 4.3 for the relation ’say’
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