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Referat
In this thesis, anisotropic Heisenberg magnets with arbitrary spin are investigated within
the second-order Green-function theory. Three models are considered.
First, the second-order Green-fuction theory for one-dimensional and two-dimensional
Heisenberg ferromagnets with arbitrary spin S in a magnetic field is developed. For the
determination of the introduced vertex parameters sum rules, higher-derivative sum rules,
and regularity conditions are derived, and the equality of the isothermal and the longitu-
dinal uniform static Kubo susceptibilities is required. Thermodynamic quantities, such as
the specific heat, magnetic susceptibility, transverse and longitudinal correlation lengths are
calculated. Empirical formulas describing the dependence of the position and height of the
susceptibility maximum on the magnetic field are given. An anomal behavior of the longi-
tudinal correlation length is observed. The appearance of two maxima in the temperature
dependence of the specific heat is discussed.
Further, as an example of a system with an anisotropy in the spin space, the S = 1 fer-
romagnetic chain with easy-axis single-ion anisotropy is studied. Justified by the up-down
symmetry of the model with respect to Sz
i
→ −Sz
i
, 〈Sz
i
〉 = 0 is set. Two different ways of the
determination of the introduced vertex parameters are presented. The transverse nearest-
neighbor correlation function, spin-wave spectrum and longitudinal correlation length are
analyzed. The effects of the single-ion anisotropy on the transverse and longitudinal uni-
form static susceptibilities as well as on the appearance of two maxima in the temperature
dependence of the specific heat are examined.
Finally, as examples of spatial anisotropic spin systems, layered Heisenberg ferromagnets
and antiferromagnets with arbitrary spin are studied within the rotation-invariant Green-
function theory. The long-range order is described by the condensation term, which is
determined from the requirement that in the ordered state the static susceptibility has to
diverge at the ordering wave vector. For determination of the introduced vertex parame-
ters, the sum rule and the isotropy condition are used and also assumptions regarding the
temperature dependence of some parameters are made. The main focus is put on the calcu-
lation of the specific heat, the Curie temperature, and the Ne´el temperature in dependence
on the interlayer coupling and the spin-quantum number. Empirical formulas describing the
dependence of the transition temperatures on the ratio of interlayer and intralayer couplings
are given.
For all three models, the results of the Green-function theory are compared to available
results of exact approaches (Quantum Monte Carlo, exact diagonalization, Bethe-ansatz
method) and to available experimental data.
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Chapter 1
Introduction
In the early 1990s a magnetoresistance of several orders of magnitude at temper-
atures close to the transition temperature from the ferromagnetic metal to the
paramagnetic insulator was measured [1]. This effect, called ”colossal magnetore-
sistance” (CMR) appears in compounds of the type La1−xDxMnO3, where D is
a divalent rare earth ion. The discovery of CMR raised hope for use in magnetic
data storage devices, which raised an interest to manganite perovskites. In the
last decades, the parent compound LaMnO3 and the doped manganites have been
investigated intensively both experimentally and theoretically [2]. The magnetic
moment of LaMnO3 originates from Mn
3+ ions, since the La3+ and O2− ions have
an electron configuration of an inert gas. The Mn3+ ions possess four electrons
with parallel spins in the 3d orbitals, giving a total spin S = 2. Neutron scatter-
ing experiments give evidence for a ferromagnetic exchange interaction between
the Mn3+ ions in the (a, b) basal planes, and an antiferromagnetic interplane cou-
pling along the c-axis. A gap of 2.7 meV in the spin-wave dispersion indicates
the presence of an easy-axis single-ion anisotropy [3]. Therefore, the magnetic
properties of LaMnO3 can be described by an effective spin S = 2 Heisenberg
model including a ferromagnetic intraplane coupling, an antiferromagnetic inter-
plane coupling and an easy-axis single-ion anisotropy term. Motivated by the
presence of spatial anisotropy (different exchange interactions in different spatial
directions) and anisotropy in the spin space (single-ion anisotropy) in LaMnO3,
and by the great attention which is payed to the low-dimensional spin systems in
the last decades [4], in this work one-dimensional (1D) and two-dimensional (2D)
Heisenberg ferromagnets with arbitrary spin in the presence of a magnetic field,
S > 1 ferromagnetic chains with easy-axis single-ion anisotropy and quasi-2D
ferromagnets and antiferromagnets with S > 1/2 will be investigated.
The study of low-dimensional ferromagnetic and antiferromagnetic quan-
tum spin systems was stimulated by the significant progress in the synthesis
of new materials. Recently, quasi-1D S = 1/2 ferromagnets, such as the cop-
per salt TMCuC [(CH3)4NCuCl3] (Ref. [5, 6]), the organic magnets 2-BIMNN
(2-benzimidazolyl nitronyl nitroxide) [7], p-NPNN (C13H16N3O4) [8, 9] and β-
3
CHAPTER 1. INTRODUCTION
BBDTA·GaBr4 [10], and the CuCl2-sulfoxide complexes [11], were synthesised.
CsNiF3 which is an example of quasi-1D S = 1 ferromagnets with an easy-
plane single-ion anisotropy [12] was studied. Quasi-1D frustrated S = 1/2
magnets with ferromagnetic nearest-neighbour coupling and antiferromagnetic
next-nearest-neighbour coupling, such as LiVCuO4 [13, 14], LiCu2O2 [14, 15],
NaCu2O2 [14,16], Li2ZrCuO4 [14,17], and LiCuO2 [14,18] have been investigated.
Besides the ν = 1 quantum Hall ferromagnets [19], which may be described by
an effective 2D S = 1/2 Heisenberg model [20–22], the quasi-2D ferromagnetic
insulators A2CuF4 (A=K, Cs) [23,24], La2BaCuO5 [23], and Rb2CrCl4 [25] have
been synthesized. Recently, the quasi-2D S = 1/2 ferromagnet Cs2AgF4 which
has a structure similar to the high-Tc parent compound La2CuO4, was stud-
ied [26] and found to be magnetically reminiscent of K2CuF4 [27]. Quasi-2D
antiferromagnets, such as Zn2VO(PO4)2 with S = 1/2 and La2NiO4 with S = 1,
are also of current interest [28, 29].
Low-dimensional spin systems have been ideal base for studying strong quan-
tum and thermal fluctuations [4], which play an essential role in the description of
magnetic short-range order (SRO). Whereas for Heisenberg antiferromagnets the
interplay of low dimensionality and quantum fluctuations is important already
at T = 0, in ferromagnets quantum fluctuations occur at non-zero temperatures
only. Low-dimensional quantum spin systems have been investigated by many
theories, such as Schwinger-boson theories [20,21], quantum Monte Carlo (QMC)
simulations [21, 22], the Bethe-ansatz method [30–32], and Green-function the-
ories of first order, i.e., by the random-phase approximation (RPA) [33–38].
Recently, the Green-function equation of motion decoupling of second order
and the Green-function projection method with a two-operator basis, respec-
tively [39–46], have been successfully applied to quantum spin systems with
anisotropies of different kind.
In this work the two-time retarded commutator Green functions 〈〈A;B〉〉ω =
−i
∫ +∞
0 〈A(t)B(0) − B(0)A(t)〉e
iωtdt (see Refs. [34, 47]) calculated in a second-
order theory will be employed to study the SRO and the thermodynamic prop-
erties of anisotropic quantum magnets. The advantage of this method is that
it gives good results in the whole temperature region, describes the SRO better
than the first-order Green function theory, and enables the treatment of systems
with arbitrary spin. In order to calculate the Green function, one writes the
equation of motion, which contains a Green function of higher order, for which
a new equation of motion can be written. The successive writing of equations
of motion for higher and higher Green functions leads to an infinite chain of
equations, which has to be cut off in order to obtain a closed system. In the
theories of first order, this is done in the first equation by decoupling the higher
Green function. In the second-order theory the decoupling is made in the second
equation. The correlation functions can be expressed by the Green functions
using the spectral theorem [34, 47]. They form a set of selfconsistent nonlinear
algebraic equations which has to be solved numerically. In this work, the trans-
verse and longitudinal Green functions, 〈〈S+
i
; (Sz
j
)nS−
j
〉〉ω (n = 0, ..., 2S−1) and
4
〈〈Sz
i
;Sz
j
〉〉ω, respectively, are calculated. The higher order Green function in the
second equation of motion contains products of three spin operators, which are
decoupled in the site representation by replacing them by a linear combination
of products of one spin operator and a thermodynamic average of the other two
operators multiplied by a vertex parameter. The vertex parameters have to en-
sure that in spite of the approximation made by the decoupling, exact relations,
such as the sum rule, remain fulfilled.
In the presence of a magnetic field or an easy-axis spin anisotropy, both the
transverse and the longitudinal Green functions have to be calculated. In the case
of spin rotational invariance, i.e., if 〈Sα
i
Sα
j
〉 does not depend on α = x, y, z, the
transverse correlation functions are exact two times larger than the corresponding
longitudinal correlation functions. The long-range order (LRO) is described by
the condensation term. This simplified theory is called rotation-invariant Green-
function method (RGM) [39, 41–44, 46, 48, 49].
The system of nonlinear algebraic self-consistency equations for the calcu-
lation of the correlation functions and vertex parameters is solved using the
Broyden’s method [50], with a relative error of order of 10−7 in all Chapters.
The momentum integrals which occur in the self-consistency equations are done
by Gaussian integration [50, 51].
In Chapter 2, the S > 1/2 1D and 2D Heisenberg ferromagnets in the pres-
ence of a magnetic field are considered. Thermodynamic quantities, such as the
magnetization, susceptibility, specific heat, and correlation length, are calculated
and compared to results of other approaches and available experimental data.
The change of the position and height of the maximum in the temperature de-
pendence of the susceptibility and specific heat with a variation of the magnetic
field is investigated. Two maxima in the specific heat of 1D ferromagnets are
reported.
In Chapter 3, S > 1 ferromagnetic chains with easy-axis single-ion anisotropy
are treated. Thermodynamic quantities are calculated and compared to RPA,
exact diagonalization data (ED) and experimental results.
In Chapter 4, quasi-2D ferromagnets and antiferromagnets with arbitrary
spin are studied within the RGM. The dependence of the transition tempera-
tures, specific heat and correlation length on the interplane coupling and the
spin quantum number is investigated.
The summary of the work is given in Chapter 5. Finally, in Appendix A the
decoupling procedure is described in detail, in Appendix B the application of the
Tyablikov Green-functions to the ferromagnetic chain with easy-axis single-ion
anisotropy is demonstrated, and in the Appendix C a short description of the
RPA is given.
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Chapter 2
Heisenberg ferromagnets with
arbitrary spin in a magnetic
field
The study of 1D and 2D Heisenberg ferromagnets in a magnetic field was mo-
tivated by the synthesis of new materials, such as the copper salt TMCuC
[(CH3)4NCuCl3] (Ref. [5, 6]), or the ν = 1 quantum Hall ferromagnets [19],
which may be described by an effective 2D S = 1/2 Heisenberg model [20–22].
Fot further examples see Chapter 1.
Low-dimensional ferromagnets have been studied by various methods. For
the 1D S = 1/2 ferromagnet, the zero-field susceptibility and specific heat [30]
as well as the magnetization [31,32], correlation length [31], and free energy [32]
have been calculated by the Bethe-ansatz method. The 2D S = 1/2 ferromagnet
was studied by quantum Monte Carlo simulations [22], where the magnetization
and the spin lattice relaxation rate are calculated. Ferromagnets have been
investigated also by the Schwinger-boson theories [20,21], and the Green-function
theories of first order [33–35], and of second order [39, 41, 42]. The second-order
theories yield a quite good description of both the thermodynamics and the SRO.
In this chapter, 1D and 2D ferromagnets with arbitrary spin in a mag-
netic filed are considered by the second-order Green-function theory. Besides
〈〈Szq ;S
z−q〉〉ω , the Green functions introduced by Tyablikov [34], 〈〈S+q ;S
(n)−
−q 〉〉ω
with S
(n)−
q =
1√
N
∑
i
(Sz
i
)nS−
i
e−iqRi and n = 0, ..., 2S − 1, are calculated in the
second order, by decoupling −S¨z
i
and −S¨+
i
in the spirit of the schemes given in
Refs. [41–44]. The thermodynamic properties (magnetization, magnetic suscep-
tibility, transverse and longitudinal correlation lengths, specific heat) at arbitrary
temperatures and fields are calculated and compared with the results of exact
appraoches, such as the QMC, ED, and Bethe-ansatz method, and with the
available experimental data.
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2.1 Second-order Green-function theory
We start from the ferromagnetic Heisenberg model
H = −
J
2
∑
〈i,j〉
SiSj − h
∑
i
S
z
i
(2.1)
[〈i, j〉 denote nearest-neighbor (NN) sites along a chain or on a square lattice;
throughout we set J = 1], with S2
i
= S(S + 1). To determine the transverse
and longitudinal spin correlation functions and the thermodynamic quantities,
we employ the equation of motion method for two-time retarded commutator
Green functions [34]. First we calculate the transverse spin correlation func-
tions. Because we treat arbitrary spins in nonzero magnetic fields, so that we
have 〈Sz〉 6= 0, we consider the Green functions 〈〈S+q ;S
(n)−
−q 〉〉ω introduced by
Tyablikov within the first-order theory, i.e., the RPA (see Appendix), where
S
(n)−
−q is the Fourier transform of S
(n)−
i
= (Sz
i
)nS−
i
with n = 0, 1, ..., 2S − 1, and
the Green functions 〈〈iS˙+q ;S
(n)−
−q 〉〉ω which we calculate for the first time in the
second-order theory. The equations of motion read
ω〈〈S+q ;S
(n)−
−q 〉〉ω = M
(n)+− + 〈〈iS˙+q ;S
(n)−
−q 〉〉ω, (2.2)
ω〈〈iS˙+q ;S
(n)−
−q 〉〉ω = M˜
(n)+−
q + 〈〈−S¨
+
q ;S
(n)−
−q 〉〉ω. (2.3)
The moments M (n)+− = 〈[S+q , S
(n)−
−q ]〉 and M˜
(n)+−
q = 〈[iS˙
+
q , S
(n)−
−q ]〉 with iS˙
+
q =
[S+q ,H] are given by the exact expressions
M
(n)+− = 2〈(Sz)n+1〉+ (1− δn,0)
n∑
k=1
(
n
k
)
(−1)k ×
{S(S + 1)〈(Sz)n−k〉 + 〈(Sz)n−k+1〉 − 〈(Sz)n−k+2〉}, (2.4)
M˜
(n)+−
q = z(1− γq){2C
(n)zz
10 + C
(n)−+
10 + (1− δn,0)
n∑
k=1
(
n
k
)
(−1)k ×
[S(S + 1)(δk,n〈S
z〉+ (1− δk,n)C
(n−k−1)zz
10 ) + C
(n−k)zz
10 − C
(n−k+1)zz
10 ]}
+hM (n)+−, (2.5)
where C
(n)−+
nm ≡ C
(n)−+
R = 〈S
(n)−
0 S
+
R〉, C
(n)zz
nm ≡ C
(n)zz
R = 〈(S
z
0 )
n+1SzR〉, R =
nex + mey, γq =
2
z
z/2∑
i=1
cos qi, and z is the coordination number. Deriving
Eqs. (2.4) and (2.5) the operator identity
S2i = S
−
i
S
+
i
+ Szi + (S
z
i )
2 (2.6)
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has been used. In Eq. (2.3) the second derivative −S¨+q = [[S
+
q ,H],H] is ap-
proximated as indicated in Refs. [39,41–45] and outlined in Appendix A.1. That
means, in−S¨+
i
, we decouple the products of operators along NN sequences 〈i, j, l〉
as
S
+
i
S
+
j
S
−
l
= α+−1 〈S
+
j
S
−
l
〉S+
i
+ α+−2 〈S
+
i
S
−
l
〉S+
j
, (2.7)
where the vertex parameters α+−1 and α
+−
2 are attached to NN and further-
distant correlation functions, respectively. The products of operators with two
coinciding sites, appearing for S > 1, are decoupled as (see Refs. [40] and [42]
and Appendix A.1)
S
+
i
S
−
j
S
+
j
= 〈S−
j
S
+
j
〉S+
i
+ λ+−〈S+
i
S
−
j
〉S+
j
, (2.8)
where the vertex parameter λ+− is introduced. We obtain
−S¨+q = [(ω
+−
q )
2 − h2]S+q + 2hiS˙
+
q (2.9)
with
(ω+−q )
2 =
z
2
(1− γq){∆
+− + 2zα+−1 C10(1− γq)}, (2.10)
∆+− = S(S +1)+ 〈(Sz)2〉+2{λ+−− (z +1)α+−1 }C10 +2α
+−
2 {(z−2)C11 +C20},
(2.11)
where Cnm =
1
2C
(0)−+
nm + C
(0)zz
nm . In the special case S = 1/2, in −S¨
+
i
products
of spin operators with two coinciding sites do not appear, which is equivalent to
setting λ+− = 0. Finally, we get the Green functions
〈〈S+q ;S
(n)−
−q 〉〉ω =
∑
i=1,2
A
(n)
qi
ω − ωqi
, (2.12)
〈〈iS˙+q ;S
(n)−
−q 〉〉ω =
∑
i=1,2
ωqiA
(n)
qi
ω − ωqi
, (2.13)
where
ωq1,2 = h± ω
+−
q , (2.14)
A
(n)
q1,2 =
1
2
M
(n)+− ±
1
2ω+−q
(M˜
(n)+−
q − hM
(n)+−), (2.15)
with the moments given by Eqs. (2.4) and (2.5). The transverse dynamic spin
susceptibility χ+−q (ω) = −〈〈S+q ;S
−
−q〉〉ω is given by Eq. (2.12) for n = 0.
Because we consider nonzero magnetic fields within the second-order the-
ory, the behavior of the Green functions (2.12) with the poles (2.14) exhibits,
for arbitrary spin, a peculiar aspect. Considering the static Green functions
〈〈S+q ;S
(n)−
−q 〉〉ω=0, in particular the static spin susceptibility χ+−q ≡ χ+−q (ω = 0),
9
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a divergency signaling a phase transition could appear if ωq2 = 0, i.e., ω
+−
q = h.
According to Eq. (2.10) the corresponding q values are given by
1− γq = g0 ≡ (4zα
+−
1 C10)
−1{[(∆+−)2 + 16α+−1 C10h
2]1/2 −∆+−}. (2.16)
This equation may be fulfilled in region I of the h−T plane defined by h < h0(T ),
where h0(T ) is determined by Eq. (2.16) with g0 = 2 which is realized at the
corner of the Brillouin zone with γq = −1. In region II, h > h0(T ), we have
h > ω+−q for all q. For nonzero fields the Heisenberg ferromagnet described
by Eq. (2.1) has no phase transition. This means, χ+−q has to be finite at all
q. We require this regularity to hold also for the static Green functions with
n = 1, ..., 2S − 1. That is, in region I we require A
(n)
q2 = 0 with q given by
Eq. (2.16). This results in the regularity conditions,
hM
(n)+− = z{2C(n)zz10 + C
(n)−+
10 + (1− δn,0)
n∑
k=1
(
n
k
)
(−1)k× (2.17)
[S(S + 1)(δk,n〈S
z〉+ (1− δk,n)C
(n−k−1)zz
10 ) + C
(n−k)zz
10 − C
(n−k+1)zz
10 ]}g0.
Note that Eq. (2.17) for S = 1/2 agrees with the condition given in Ref. [52]
which is obtained from an analyticity argument and is written as an expression
for 〈Sz〉. In the limit T → ∞, the field h0 separating the regions I and II
may be easily obtained. For T → ∞ we have spin rotational symmetry so that
〈(Sz)2〉 = 12C
(0)−+
00 . By Eq. (2.6) with lim
T→∞
〈Sz〉 = 0 we get 〈(Sz)2〉 = 13S(S + 1)
resulting in ∆+− = 43S(S +1) and (ω
+−
q )
2 = z2∆
+−(1− γq). From ω+−q = h and
g0 = 2 we get lim
T→∞
h0(T ) = 2
√
zS(S + 1)/3. Following Ref. [52], we assume the
conditions (2.17) to be valid also in region II. This guarantees the continuity of
all quantities at the boundary h0(T ).
From the Green functions (2.12) and (2.13) the transverse correlators C
(n)−+
R =
(1/N)
∑
q
C
(n)−+
q e
iqR and C˜
(n)−+
R = (1/N)
∑
q
C˜
(n)−+
q e
iqR with the structure fac-
tors C
(n)−+
q = 〈S
(n)−
−q S+q 〉 and C˜
(n)−+
q = 〈S
(n)−
−q iS˙+q 〉 are calculated by the spec-
tral theorem,
C
(n)−+
q =
∑
i=1,2
A
(n)
qi n(ωqi), C˜
(n)−+
q =
∑
i=1,2
ωqiA
(n)
qi n(ωqi), (2.18)
where n(ω) = (eβω − 1)−1 and β = 1/T .
Now we derive some useful sum rules. Using 〈S
(n)−
i
S
+
i
〉 = 〈(Sz
i
)nS−
i
S
+
i
〉
obtained from Eq. (2.6) multiplied by (Sz
i
)n (n = 0, 1, ..., 2S − 1) and Eq. (2.18),
we get the relation
S(S + 1)〈(Sz)n〉 − 〈(Sz)n+1〉 − 〈(Sz)n+2〉 =
1
N
∑
q
∑
i=1,2
A
(n)
qi n(ωqi). (2.19)
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By the identity
S∏
m=−S
(Szi −m) = 0, one can express (S
z
i
)2S+1 appearing in Eq. (2.19)
for n = 2S − 1 in terms of lower powers of Sz
i
(Refs. [34] and [53]),
(Szi )
2S+1 =
2S∑
k=0
α
(S)
k
(Szi )
k
, (2.20)
where the coefficients α
(S)
k
are given in Ref. [53]. From the system of the 2S
equations (2.19) we can determine the magnetization m = −2µB〈S
z〉.
Similarly, in the second-order theory higher-derivative sum rules may be de-
rived which, for nonzero fields, provide 2S additional equations for determining
the vertex parameters and some longitudinal correlators (see below). Multiply-
ing S
(n)−
i
by iS˙+
i
=
∑
j(n.n.i)
(Sz
j
S
+
i
− S+
j
S
z
i
) + hS+
i
and using Eqs. (2.13), (2.14),
(2.18), and (2.6) we obtain
z{S(S + 1)[δn,0〈S
z〉+ (1− δn,0)C
(n−1)zz
10 ]− C
(n)zz
10 − C
(n+1)zz
10
− C
(n)−+
10 − C
(n+1)−+
10 } = −
1
N
∑
q
∑
i=1,2
(−1)iω+−qi A
(n)
qi n(ωqi). (2.21)
The correlator C
(n+1)zz
10 for n = 2S − 1 may be expressed in terms of 〈S
z〉 and
C
(n)zz
10 with n 6 2S − 1 by Eq. (2.20). Equally, C
(2S)−+
10 can be written in terms
of C
(n)−+
10 (n 6 2S − 1) by the identity [53]
S
−
i
(Sz
i
)2S = S−
i
2S−1∑
k=0
δ
(S,1)
k
(Sz
i
)k, (2.22)
where the coefficients δ
(S,1)
k
are given in Ref. [53]. The product (Sz
i
)2SS−
i
appear-
ing in C
(2S)−+
10 can be deduced from Eq. (2.22) by the commutation relations for
spin operators. The sum rule (2.21) for n = 0 also follows from the exact repre-
sentation of the internal energy per site, u = 〈H〉/N = − z2 (C
(0)−+
10 + C
(0)zz
10 ) −
h〈Sz〉, in terms of 〈〈S+q ;S
−
−q〉〉ω which can be derived similarly as in Ref. [47] for
S = 1/2,
u = −
z
2
[S(S + 1)〈Sz〉 −C
(1)zz
10 − C
(1)−+
10 ]− h〈S
z〉
−
1
N
∑
q
∫ +∞
−∞
dω
2pi
(ω − h)Im〈〈S+q ;S
−
−q〉〉ωn(ω), (2.23)
if the result (2.12) for 〈〈S+q ;S
−
−q〉〉ω (n = 0) is inserted into Eq. (2.23).
To calculate the longitudinal spin correlation functions C
(0)zz
R from the Green
function 〈〈Szq;S
z−q〉〉ω = −χzzq (ω), where χzzq (ω) is the longitudinal dynamic spin
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susceptibility, we start from the equations of motion analogous to Eqs. (2.2) and
(2.3) and perform a second-order decoupling which is equivalent to the projection
method with the basis (Szq, iS˙
z
q) neglecting the self-energy (compare, e.g., with
Ref. [43]). In −S¨z
i
, we adopt the decouplings (see Ref. [42] and Appendix A.2)
analogous to Eqs. (2.7) and (2.8),
S
z
i S
+
j
S
−
l
= αzz1 〈S
+
j
S
−
l
〉Szi , (2.24)
S
+
i
S
z
j
S
−
l
= αzz2 〈S
+
i
S
−
l
〉Sz
j
, (2.25)
where 〈i, j, l〉 form NN sequences, and
S
−
i
S
z
j S
+
j
= λzz〈S−
i
S
+
j
〉Szj . (2.26)
We obtain
χ
zz
q (ω) = −
M˜ zzq
ω2 − (ωzzq )
2
(2.27)
with M˜ zzq = 〈[iS˙
z
q , S
z−q]〉 given by
M˜
zz
q = zC
(0)−+
10 (1− γq) (2.28)
and
(ωzzq )
2 =
z
2
(1− γq){∆
zz + 2zαzz1 C
(0)−+
10 (1− γq)}, (2.29)
∆zz = 2{S(S+1)−〈(Sz)2〉+[λzz−(z+1)αzz1 ]C
(0)−+
10 +α
zz
2 [(z−2)C
(0)−+
11 +C
(0)−+
20 ]}.
(2.30)
As for the transverse correlations [cf. Eq. (2.11)], in the case S = 1/2 we have
λzz = 0. By the spectral theorem, from Eq. (2.27) we obtain
C
zz
q ≡ 〈S
z
qS
z
−q〉 =
M˜ zzq
2ωzzq
[1 + 2n(ωzzq )]. (2.31)
The correlation functions C
(0)zz
R are calculated from
C
(0)zz
R =
1
N
∑
q
C
zz
q e
iqR =
1
N
∑
q(6=0)
C
zz
q e
iqR + Czz (2.32)
with Czz ≡ 1
N
Czzq=0 =
1
N
∑
R C
zz
R . By the relation
1
N
∂〈Sz〉
∂h
=
1
T
(
1
N
∑
R
C
(0)zz
R − 〈S
z〉2
)
, (2.33)
following from the first and second derivatives of the partition function with
respect to h, in the thermodynamic limit we find C zz = 〈Sz〉2. Hence, the
correlators C
(0)zz
R become
C
(0)zz
R =
1
N
∑
q(6=0)
C
zz
q e
iqR + 〈Sz〉2. (2.34)
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Let us consider the magnetic susceptibility χ = 4µ2
B
χS with χS = ∂〈S
z〉/∂h,
which we denote by isothermal susceptibility, and its relation to the Kubo sus-
ceptibility (2.27). From Eq. (2.33) we obtain the exact relation
χS =
1
T
∑
R
C¯
(0)zz
R =
1
T
C¯
zz
q=0, (2.35)
where C¯
(0)zz
R = C
(0)zz
R − 〈S
z〉2, and the Fourier transform reads C¯zzq = C
zz
q −
N〈Sz〉2δq,0. By Eqs. (2.27) and (2.31) the uniform static Kubo susceptibility
χzz0 = lim
q→0
lim
ω→0
χ
zz
q (ω) may be expressed as χ
zz
0 =
1
T
lim
q→0
C
zz
q =
1
T
lim
q→0
C¯
zz
q =
1
T
C¯zzq=0.
That is, within our theory the isothermal and Kubo susceptibilities agree at
arbitrary fields and temperatures. Using Eqs. (2.27) to (2.29) we have
∂〈Sz〉
∂h
=
2C
(0)−+
10
∆zz
. (2.36)
The equality (2.36) is an additional equation for determining the parameters of
the theory.
Considering the ground state, at T = 0 we have the exact results
C
(n)−+
R (0) = 0, C
(n)zz
R (0) = S
2+n
, 〈(Sz)n〉(0) = Sn. (2.37)
The regularity conditions (2.17) read as g0 = h/zS. From g0 = 2, the field h0(0)
is given by h0(0) = 2zS. Taking g0 from Eq. (2.16) we get the equation ∆
+− =
2(1−α+−1 )hS. This equation can be fulfilled only, if α
+−
1 (0) = 1 and ∆
+−(0) =
0, because in the ground state of the ferromagnet at h 6= 0 all quantities do
not depend on h. Taking ∆+− from Eq. (2.11) we get the parameter relation
λ+−(0)+(z−1)α+−2 (0) = z−1/2S. For S = 1/2 (λ
+− = 0) we have α+−2 (0) = 1.
Concerning the zero-temperature values of αzz1 and ∆
zz, they can be determined
only in the limit T → 0, since Eqs. (2.34) and (2.31) for C
(0)zz
R contain M˜
zz
q with
limT→0 M˜ zzq = 0.
To evaluate the thermodynamic properties for arbitrary spin, the transverse
correlators C
(n)−+
10 , the longitudinal correlators (〈(S
z)n+1〉, C
(n)zz
10 ), and the pa-
rameters ανµ1 and ∆
νµ (µν = −+, zz) have to be determined as solutions of
a coupled system of self-consistency equations for arbitrary temperatures and
fields. Note that for S > 1/2 the parameters ανµ2 and λ
νµ have not to be calcu-
lated separately, because they only appear in the combination given by ∆νµ. The
correlation functions C
(n)−+
10 are calculated from the Green functions according
to Eqs. (2.18). To determine the 4(S + 1) quantities 〈(Sz)n+1〉 and C
(n)zz
10 with
n = 0, ..., 2S−1, ανµ1 , and ∆
νµ, we have 6S +3 equations, namely the regularity
conditions (2.17), the sum rules (2.19) and (2.21), Eqs. (2.34) for 〈(S z)2〉 and
C
(0)zz
10 , and the equality (2.36). That is, for S > 1/2, we have 2S − 1 more
equations than quantities to be determined. To obtain a closed system of self-
consistency equations for S > 1/2, i.e., to reduce the number of equations (in
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addition to those for C
(n)−+
10 ) to 4(S +1), we consider two choices. First we take
into account the higher-derivative sum rule (2.21) with n = 0 only. As revealed
by numerical evaluations, the specific heat of the 1D model strongly deviates
from the QMC data for S = 1, and for S > 1, it even becomes negative at
low fields and temperatures. Therefore, we adopt another choice, which yields a
good agreement of all thermodynamic quantities with the QMC data for S = 1
and which is used for S > 1 throughout the paper. Namely, we take into account
the higher sum rules (2.21) with n = 0 and with n = 1 instead of Eq. (2.34)
for C
(0)zz
10 . To justify this choice within the theory itself, the correlator C
(0)zz
10
resulting from the closed system of equations is compared with C
(0)zz
10 calculated
by Eq. (2.34). For example, in the 1D S = 1 model at the fields h = 0.05 and
0.1, the deviation is found to be less than 2% at all temperatures except for the
region 0.1 . T . 1, where the maximal deviation is about 9% for T ' 0.3 and
0.4, respectively. From the solution of the self-consistency equations in region I
and from Eq. (2.16) with g0 = 2 the boundary between regions I and II, h0(T ),
is determined. In Fig. 2.1, h0(T ) is plotted for S = 1/2 and S = 1. Note that in
experiments realistic values of temperature and field lie in region I. Therefore,
below nearly all results are presented in this region, and only some results for
high enough temperatures and fields in region II are shown in Fig. 2.10.
Let us finally make some comments on the evaluation of the theory for dif-
ferent spin values.
(i) S = 12 : Using the identities (S
z
i
)2 = 1/4 and Sz
i
S
−
i
= −12S
−
i
(cf. Eq. (2.22))
0 2 4 6 8
T
0.5
0.6
0.7
0.8
0.9
1
h/
(2z
S)
S=1,  1D
S=1,  2D
S=1/2,  1D
S=1/2,  2D
Figure 2.1: Boundary h0(T ) in the h − T plane separating region I, h < h0(T ),
where the equality ω+−q = h [cf. Eq. (2.14)] may be fulfilled, from region II,
h > h0(T ), where h > ω
+−
q for all q.
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the sum rules (2.19) and (2.21) for n = 0 simplify, where the higher sum rule
(2.21) reduces to
z
(
1
2
〈Sz〉 − C10
)
= −
1
N
∑
q,i
(−1)iω+−qi A
(0)
qi n(ωqi). (2.38)
Note that this sum rule may also be obtained from the exact representation
(2.23) of the internal energy which in the case S = 1/2 becomes
u = −
z
8
−
h
2
−
1
N
∑
q
∫ +∞
−∞
dω
2pi
(εq + ω)Im〈〈S
+
q ;S
−
−q〉〉ωn(ω) (2.39)
with εq = z(1−γq)/2+h, if 〈〈S
+
q ;S
−
−q〉〉ω given by Eq. (2.12) for n = 0 is inserted
into Eq. (2.39). The spectra ω+−q and ωzzq are given by Eqs. (2.10), (2.11), (2.29),
and (2.30) with λ+− = 0 and λzz = 0. We have to solve a closed system of coupled
self-consistency equations for the seven quantities 〈Sz〉, C
(0)µν
10 , α
νµ
1 , and ∆
νµ (or
α
νµ
2 ). Note that in the approach of Ref. [52] the simplified choice α
νµ
2 = α
νµ
1 is
taken disregarding the equality (2.36) and not using the higher sum rule (2.38).
(ii) S > 1: Let us specify the identities (2.20) and (2.22) which are used to
reduce the sum rules (2.19) and (2.21) for n = 2S − 1, respectively, for S = 1
and S = 3/2. For S = 1, we have (Sz
i
)3 = Sz
i
and (Sz
i
)2S−
i
= −Sz
i
S
−
i
, and for
S = 3/2 we get (Sz
i
)4 = 52(S
z
i
)2− 916 and (S
z
i
)3S−
i
= −32(S
z
i
)2S−
i
+ 14S
z
i
S
−
i
+ 38S
−
i
.
For S = 1, a closed system of coupled self-consistency equations for the ten
quantities 〈Sz〉, 〈(Sz)2〉, C
(0)µν
10 , C
(1)µν
10 , α
νµ
1 , and ∆
νµ has to be solved.
In the case h = 0 we have 〈Sz〉 = 0, and the correlators for n = 0 only
are needed. The spin-rotation symmetry, implying C
(0)−+
R = 2C
(0)zz
R = CR, is
preserved by the second-order theory with α+−1,2 = α
zz
1,2 ≡ α1,2 and λ
+− = λzz ≡
λ. Using 〈(Sz)2〉 = 13S(S + 1) following from Eq. (2.6), the Eqs. (2.10), (2.11),
(2.29), and (2.30) yield the spectrum ω+−q = ωzzq ≡ ωq given by
ω
2
q =
z
2
(1− γq){∆ + 2zα1C10(1− γq)} (2.40)
with
∆ =
4
3
S(S + 1) + 2{λ− (z + 1)α1}C10 + 2α2{(z − 2)C11 + C20}, (2.41)
which agrees with the result of Ref. [42], if we put α2 = α1.
The susceptibility χS = χ
zz
0 resulting from Eq. (2.36) is given by χS =
2C10/∆. The correlators C
(0)zz
R are calculated from Eqs. (2.34) and (2.31) with
〈Sz〉2 replaced by Czz ≡
1
N
∑
R
C
(0)zz
R (see Refs. [43], [41]), where the conden-
sation part Czz describes long-range order. At T = 0 we have the exact result
C
(0)zz
R6=0 =
1
3S
2. The ferromagnetic LRO is reflected in the divergence of χS , so that
15
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∆(0) = 43S(S+1)+
4
3S
2{λ−(z+1)α1+(z−1)α2} = 0 and ωq = z
√
2α1/3S(1−γq).
Then, by Eq. (2.34) we get C
(0)zz
R (0) = S/
√
6α1δR,0 + C
zz resulting in the sum
rule [R = 0, cf. Eq. (2.6)] 13S(S+1) = S/
√
6α1+C
zz, and in Czz = 13S
2 (R 6= 0).
Finally, at T = 0 we obtain α1(0) = 3/2 and λ(0)+(z−1)α2(0) =
1
2 (3z+1)−1/S.
For S = 1/2 (λ = 0) we have α2(0) = α1(0) = 3/2. At finite temperatures, there
is no LRO in the 1D and 2D systems implying C zz = 0. The higher sum rule
(2.21) for n = 0 or, equivalently, Eq. (2.23) turns out to be trivially fulfilled.
Therefore, following Ref. [42], we put α2 = α1 ≡ α and λ(T ) = λ(0) = 2 − 1/S
and determine α(T ) from the sum rule C
(0)zz
0 =
1
3S(S + 1).
2.2 Results
As described in Sec. 2.1, the quantities of the Green-function theory determining
the thermodynamic properties have to be calculated numerically as solutions of
a coupled system of non-linear algebraic self-consistency equations.
2.2.1 Magnetization
In this section the magnetization will be considered. In Fig. 2.2(a) the analytical
results for the S = 1/2 chain are plotted and compared to the ED data [54],
the Bethe-ansatz solution [54], and the RPA results (see Appendix C). Let us
emphasize the excellent agreement of our theory for the chain with the ED and
Bethe-ansatz data over the whole temperature and field regions. For the 1D fer-
romagnet the RPA turns out to be a remarkably good approximation for 〈S z〉. In
the inset the magnetization at low fields is depicted, since the low-field behavior
of the specific heat turned out to be of particular interest (see below). Note that
the experimental accessibility to the magnetic field strengths B corresponding to
a given h value may be checked from the relation h = 0.116B[T]/J [meV]. Con-
sidering, e.g., the quasi-1D ferromagnet TMCuC with J = 5.17meV (Ref. [5]),
the value h = 0.05 corresponds to the magnetic field B ' 1T. In Fig. 2.2(b) our
result for the 2D S = 1/2 ferromagnet, together with the QMC data [22] for a
32 × 32 system, are shown. For the S = 1 ferromagnet our analytical results in
comparison with the QMC data and RPA are plotted in Fig. 2.3. The theory
for the chain [Fig. 2.3(a)] is in excellent agreement with the QMC data over
the whole temperature and field regions. For the 1D ferromagnet, the RPA is a
remarkably good approximation for 〈Sz〉, as was also found in the case S = 1/2.
In two dimensions [Fig. 2.3(b)], as compared with the QMC data, the results of
our theory at higher temperatures are somewhat worse than those of the RPA,
which is in contrast to the 2D S = 1/2 ferromagnet for which we obtain slightly
better results than the RPA at all temperatures and fields [see Fig. 2.2(b)].
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Figure 2.2: Magnetization of the (a) 1D and (b) 2D S = 1/2 Heisenberg fer-
romagnet in magnetic fields of strengths h=1.0, 0.8, 0.6, 0.4, and 0.1, from top
to bottom, as obtained by the second-order Green-function theory (solid lines),
compared to the results of the RPA (dotted lines), the QMC data (•, Ref. [22]),
the ED data (◦, Ref. [54]), and the results of the Bethe-ansatz method (,
Ref. [54]). The inset shows the low-field magnetization of the 1D model at
h = 0.05 and 0.005 from top to bottom.
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Figure 2.3: Magnetization of the (a) 1D and (b) 2D S = 1 ferromagnet in
magnetic fields of strengths (a) h = 0.1, 0.2, 0.4, 0.6, 1.0, and 2.0, from bottom
to top and (b) h = 0.005, 0.01, 0.05, 0.1, 0.5, and 1.0, from bottom to top, as
obtained by the second-order Green-function theory (solid lines), compared with
the RPA results (dotted lines) and QMC data for L = 64 (•, Ref. [55]), where L
is the chain length and edge length in 1D and 2D, respectively.
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Figure 2.4: Magnetization for the ν = 1 quantum Hall ferromagnet calculated
at h=0.32 (solid) in comparison with QMC (•, Ref. [22]) and experimental data
(2, Ref. [19]).
Comparison to experiments
Figure 2.4 shows the spin polarization of a ν = 1 quantum Hall ferromagnet mea-
sured by magnetoabsorption spectrosocopy [19] in comparison with our theory
and QMC data, where h = 0.32 is taken [21,22]. The very good agreement gives
a justification for the use of an effective 2D S = 12 Heisenberg model to describe
this itinerant ferromagnet. This should be further confirmed by the comparison
of other thermodynamic quantities (magnetic susceptibility, specific heat) with
experimental data which, however, is not yet available.
2.2.2 Magnetic susceptibility
Let us first consider the susceptibility χS in the case h = 0, χS = 2C10/∆ (see
Sec. 2.1), which diverges at T = 0 indicating the ferromagnetic phase transi-
tion. In one dimension, the low-temperature expansion yields lim
T→0
χST
2 =
2
3
S
4
(Ref. [42]). Note that this result agrees with that obtained by the modified spin-
wave theory (MSWT) [56], but deviates remarkably from the result of the RPA,
lim
T→0
χST
2 =
[
2
3
S(S + 1)
]2
(Ref. [34]). For S = 1/2 we have lim
T→0
χST
2 =
1
24
=
0.041667 which agrees with the Bethe-ansatz value (Ref. [30]) and the value ob-
tained by QMC simulations, lim
N→∞
lim
T→0
χST
2 = 0.0413± 0.0005 (Ref. [55]), while
the RPA [34] yields lim
T→0
χST
2 =
1
4
. The results for the S = 1/2 chain at very
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low temperatures are shown in Fig. 2.5(a) and compared with the Bethe-ansatz
data [30] and the QMC data of Ref. [55]. Because of the different scale of the
0 0.5 1 1.5 2
T
0
1
2
3
4
5
(χ
S)-
1
0 0.05 0.1 0.15
√T
0.03
0.04
0.05
0.06
0.07
0.08
χ S
T2
(a)
(b)
Figure 2.5: Zero-field susceptibility of the (a) 1D and (b) 2D S = 1/2 ferro-
magnet. The results of the second-order Green-function theory (solid line) are
compared (a) to the QMC data of Ref. [55] (+ : L = 256, × : L = 1024) and the
Bethe-ansatz results of Ref. [30] (◦), and (b) to RPA results (dotted line), QMC
(•, L = 16, Ref. [57]), and ED data (4, Ref. [54]).
20
2.2. RESULTS
data, the RPA results of Ref. [34] are not shown.
The 2D zero-field susceptibility in the second-order Green-function theory
increases exponentially for T → 0, χS ∝ exp(2piS
2/T ) (Ref. [42]), where the
exponent is smaller by a factor of two as compared with that found in the MSWT
[56] and in the renormalization-group approach [58]. In Fig. 2.5(b) the zero-field
susceptibility of the 2D S = 1/2 ferromagnet is compared to the ED data [54],
the QMC data [57] and the RPA results (see Appendix C). A good agreement
of the rotation-invariant theory with the exact approaches can be observed.
Now we consider nonzero fields and calculate the susceptibility χS =∂〈S
z〉/∂h.
The susceptibility for h 6= 0 vanishes at T = 0. Therefore, χS(T ) has a maxi-
mum at T χm, where T
χ
m increases and the height of the susceptibility maximum
χS(T
χ
m) decreases with increasing field. For S = 1/2, the susceptibility is shown
in Figs. 2.6 and 2.7. For comparison, in Fig. 2.6(a) the susceptibility in the
simplified approach with ανµ2 = α
νµ
1 (Ref. [52]), where the equality (2.36) is dis-
regarded and the regularity condition (2.17) is used instead of the higher sum
rule (2.38), is plotted as well. It is remarkable that χS in this approach is in a
better agreement with the exact methods than the susceptibility in our extended
theory with ανµ2 6= α
νµ
1 . However, considering the correlation length the situa-
tion changes qualitatively (see Sec. 2.2.3). The deviation of our theory for the
2D model at h = 0.4 and T . 1 from the ED data (Fig. 2.7) is due to finite-size
effects in 〈Sz〉, as can be seen in Fig. 2.2(b). For S = 1 the susceptibility is
plotted in Figs. 2.8 and 2.9. In one dimension (Fig. 2.8), the good agreement
between Green-function theory and QMC corresponds to the results depicted
in Fig. 2.3(a). As compared with the QMC data for the 2D model (Fig. 2.9),
in RPA the maximum position T χm is somewhat better reproduced than in our
theory.
Recently, the field dependence of the position of the susceptibility maximum
has been discussed in connection with experiments on La0.91Mn0.95O3 showing
a shift of the maximum in the temperature derivative of the electrical resistivity
at an applied field according to h2/3 (Ref. [59]). Assuming that this maximum
coincides with the maximum in the susceptibility due to spin scattering, the
dependence T χm(h) was investigated in terms of Landau’s theory, developed for
anisotropic systems with Tc(h = 0) 6= 0, which yields T
χ
m ∝ h2/3 (Refs. [60] and
[59]). Within Landau’s theory Sznajd [60] claims that this power law also holds
for isotropic ferromagnets in a field. Considering, as a further characteristics,
the height of the susceptibility maximum χ
S
(T χm), Landau’s theory [60] yields
χ
S
(T χm) ∝ m−2(T χm) ∝ h−2/3, where m = −gµB〈Sz〉 is the magnetization. In
Ref. [60] the isotropic spin chain was investigated by a real-space renormalization
group method and T χm ∝ hγ with γ = 0.696 for 0.1 < h < 5 was found; however,
χ
S
(T χm) was not calculated.
To analyze the field dependence of T χm and χS(T
χ
m), the calculations are
performed in a broad field region, 0.001 6 h 6 10. As can be seen in Fig. 2.10(a),
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Figure 2.6: Susceptibility of the 1D S = 1/2 ferromagnet at (a) h = 0.005 and
0.05, from top to bottom, and (b) h = 0.4, 1, and 2, from top to bottom, where
the results of the second-order Green-function theory (solid lines) are compared
(a) to the results of the Green-function method of Ref. [52] (dashed lines), the
QMC data (filled symbols, L = 128, Ref. [55]), and the Bethe-ansatz results
(open symbols, Ref. [54]), and (b) to the RPA (dotted lines) and Bethe-ansatz
results (, Ref. [54]) and ED data (◦, Ref. [54]). For clarity, the RPA results at
low fields are not shown.
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Figure 2.7: Susceptibility of the 2D S = 1/2 ferromagnet at h=0.4, 1.0, and
2.0, from top to bottom. The second-order Green-function theory (solid lines) is
compared to the RPA results (dotted line) and the ED data of Ref. [54] (◦).
at low fields the theory may be well fitted by the power law
T
χ
m = ah
γ
, (2.42)
where the field regions and the values of a and γ are given in Table 2.1. Let us
point out that the theory for the 1D S = 1/2 model is in reasonable agreement
with the Bethe-ansatz result at h 6 0.1 [54], a = 0.765 and γ = 0.576. The
exponent γ obtained by our theory for the 1D model agrees roughly with γ =
0.696 obtained in Ref. [60]. However, the absolute values of T χm found in Ref. [60]
exceed our results by a factor of about 2.5. In the high-field region, T χm obeys a
linear dependence [cf. inset of Fig. 2.10(a)],
T
χ
m = a˜h + b˜ (2.43)
with a˜ and b˜ given in Table 2.1. Our results for the maximum height χS(T
χ
m) as
a function of h may be well described in the whole field region 0.001 6 h 6 10.0
[see Fig. 2.10(b)] by the power law
χS(T
χ
m
) = bhβ, (2.44)
where the coefficients are given in Table 2.2. Again, our theory for S = 1/2 is in
reasonable agreement with the 1D Bethe-ansatz result at h 6 0.1, b = 0.208 and
β = −0.952 (Ref. [54]).
For comparison, we consider the power-law behavior in RPA. We find the
RPA results in the low- and high-field regions to be well fitted by the laws
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Figure 2.8: Susceptibility of the 1D S = 1 ferromagnet (a) at low fields, h =
0.005, 0.01, 0.03, and 0.05, from top to bottom, and (b) at higher fields, h =
0.1, 0.2, 0.4, 0.6, 1.0, and 2.0, from top to bottom, where the results of the second-
order Green-function theory (solid lines) and of the RPA (dotted lines) and the
QMC data of Ref. [55] (•, L = 64) are shown.
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Figure 2.9: Susceptibility of the 2D S = 1 ferromagnet (a) at very low fields, h =
0.005 and 0.01, from top to bottom, and (b) at higher fields, h = 0.05, 0.1, 0.5,
and 1.0, from top to bottom, obtained by the second-order Green-function theory
(solid lines), by the RPA (dotted lines), and QMC for L = 64 (filled symbols,
Ref. [55]).
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Figure 2.10: Field dependence of the (a) position and (b) height of the suscep-
tibility maximum obtained by the second-order Green-function theory for the
S = 1/2 (•) and S = 1 (◦) ferromagnets and fit by power laws (solid lines) in
comparison to the QMC data of Ref. [55] (+, S = 1, L = 64). The inset shows
the fit of T χm at high fields by a linear dependence. For clarity, χS(T
χ
m) is plotted
for S = 1 only.
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Table 2.1: Validity regions (h) and coefficients of the power laws (2.42) and
(2.43) for the susceptibility of the 1D and 2D S = 1/2 and S = 1 ferromagnets.
S = 1/2 S = 1
1D 2D 1D 2D
h 0.001 − 1.0 0.001 − 0.1 0.001 − 2.0 0.001 − 0.1
a 1.013 1.149 1.823 2.433
γ 0.596 0.192 0.565 0.144
h 1.0− 10.0 1.0 − 10.0 2.0 − 10.0 2.0− 10.0
a˜ 0.661 0.666 0.917 0.929
b˜ 0.443 0.961 1.136 2.494
Table 2.2: Coefficients of the power law (2.44) for the susceptibility of the 1D
and 2D S = 1/2 and S = 1 ferromagnets in the field region 0.001 6 h 6 10.0
.
S = 1/2 S = 1
1D 2D 1D 2D
b 0.192 0.166 0.362 0.305
β −0.925 −0.850 −0.941 −0.867
(2.42)-(2.44), where the coefficients are in good agreement with the values given
in Tables 2.1 and 2.2. More precisely, for the 1D and 2D S = 1/2 and S = 1
models the average deviations of the coefficients in the laws (2.42), (2.43), and
(2.44) amount to about 6%, 3%, and 2%, respectively. For example, considering
the S = 1/2 ferromagnet in high fields, 2 6 h 6 10, we obtain the linear
dependence (2.43) for the 1D (2D) case with a˜ = 0.657 (0.661) and b˜ = 0.496
(1.015) which yields a better fit than the power law (2.42). Recently, in Ref. [61]
such a law was given for the 1D (2D) model in the region 3 (4.4) 6 h 6 6.5.
Even in this limited field region, we find the fit by the linear law (2.43) to be
slightly better than the fit by the power law (2.42) (see Ref. [61]).
The results obtained for the exponent β strongly deviate from the β value of
Landau’s theory, β = − 23 . Moreover, we get m(T
χ
m) 'const. (〈Sz〉(T
χ
m) ' 0.3)
which also contradicts the law m(T χm) ∝ h1/3. This reflects the fact that Landau’s
theory does not hold for 1D and 2D isotropic ferromagnets, but is valid only on
the assumption of a finite critical temperature at h = 0 which, however, is not
realized in the 1D and 2D systems. Therefore, the approximate agreement of
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the obtained γ exponents with γ = 23 seems to be accidental.
2.2.3 Correlation length
To obtain the transverse and longitudinal correlation lengths ξ+− and ξzz, we
consider the long-distance correlators C
(0)−+
R and C¯
(0)zz
R ≡ C
(0)zz
R − 〈S
z〉2 with
C
(0)zz
R calculated by Eq. (2.34), respectively. Note that the temperature depen-
dence of both C
(0)−+
R and C¯
(0)zz
R exhibits a maximum, because the correlators
vanish at T = 0, following from Eqs. (2.34) and (2.37), and for T →∞. By the
asymptotic ansatz
C
(0)−+
R = A
+− exp(−R/ξ+−), (2.45)
C¯
(0)zz
R = A
zz exp(−R/ξzz), (2.46)
and the logarithmic plot of the correlators as functions of R = |R| the inverse
correlation lengths are evaluated numerically from linear fits.
In the literature, often the correlation length is determined from the expan-
sion of the static spin susceptibility around the magnetic wave vector (see, e.g.,
Refs. [41], [43]). In the ferromagnetic case, we expand the static susceptibilities
χ+−q (resulting from Eqs. (2.10)-(2.12), (2.14), and (2.15)) and χzzq (given by
Eqs. (2.27)-(2.29)) around q = 0, χνµq = χ
νµ
0 /[1 + (ξ
νµ
χ )2q2] (νµ = +−, zz). We
obtain
ξ
+−
χ
=
√
α
+−
1 〈S
z〉/h (2.47)
and
ξ
zz
χ
=
√
2αzz1 C
(0)−+
10 /∆
zz. (2.48)
Deriving Eq. (2.47) the regularity condition (2.17) for n = 0, which reads as
h〈Sz〉 = zC10g0, and Eq. (2.16), yielding the relation ∆
+− = 2h(C10/〈Sz〉 −
α
+−
1 〈S
z〉), have been used. Let us point out that the correlation lengths ξνµχ
generally deviate from ξνµ defined by Eqs. (2.45) and (2.46).
First we consider the correlation length in zero field, where ξ+− = ξzz ≡ ξ. In
one dimension, the low-temperature expansion yields limT→0 ξT = S2 (Ref. [42])
which agrees with the MSWT result [56] and, for S = 1/2, with the result
obtained by the thermal Bethe-ansatz method of Ref. [62]. The renormalization-
group approach of Ref. [63] combined with QMC simulations yields limT→0 ξT =
1.14S2. In Fig. 2.11 the zero-field correlation length of the 1D ferromagnet is
shown. We obtain a good agreement of the Green-function theory, where ξ is
calculated from the definition (2.45), with QMC data [55]. In addition to ξ,
in Fig. 2.11 the correlation length ξχ calculated for S = 1/2 and S = 1 by
Eq. (2.48) [αzz1 = α, C
(0)−+
10 = C10, ∆
zz = ∆ given by Eq. (2.41)] is plotted. For
T . 0.25, i.e. ξ > 1, ξχ nearly coincides with ξ. With increasing temperature,
i.e., with decreasing ξ < 1, the deviation of ξχ from ξ appreciably increases.
In the high-temperature limit we get ξ−1χ = {3T/S(S + 1)}1/2 resulting from
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Figure 2.11: Zero-field correlation length of the 1D ferromagnet with S = 1/2
(solid lines) and S = 1 (long-dashed line) obtained by the second-order Green-
function theory. For comparison, the correlation length ξχ determined from the
expansion of the static susceptibility around q = 0 is plotted for S = 1/2 (dot-
dashed line) and S = 1 (dotted line). The results for S = 1/2 are compared with
the Bethe-ansatz data (◦) of Ref. [62] and with the QMC data of Ref. [55] (×,
L = 32) and of Ref. [63] (•) depicted in the inset together with a one-parameter
fit (short-dashed line).
C10 = 2[S(S +1)]
2/9T (Ref. [42]). In the following we plot ξχ in such cases only,
where ξχ remarkably deviates from ξ.
In two dimensions, the zero-field correlation length in the second-order Green-
function theory increases exponentially for T → 0, ξ ∝ exp(piS2/T ) (Ref. [42]).
As is the case for the magnetic susceptibility, the exponent is smaller by a factor
of two as compared with the MSWT [56] and the renormalization-group approach
[58].
For h 6= 0 the transverse and longitudinal correlation lengths reveal qualita-
tively different temperature dependences. Considering the transverse correlation
length ξ+− shown in Fig. 2.12, the magnetic field cuts off the divergence of the
zero-field correlation length at T = 0 which corresponds to the absence of a
phase transition and is evident from Eq. (2.47), ξ+−
χ
(T = 0) =
√
S/h agreeing
with the RPA result (C.6) derived in the Appendix C. As can be seen in the
inset of Fig. 2.12(a), in the 1D S = 1/2 model we obtain good agreement of
our analytical results for T = 0.4 and h 6 1.2 with the Bethe-ansatz data of
Ref. [31]. However, the comparison of the theory with the available Bethe data
for T = 0.4 and fields up to h = 4 and for T = 0.2 (Ref. [31]) is hampered
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Figure 2.12: Transverse correlation length of the (a) 1D and (b) 2D ferromagnet
with S = 1/2 (solid lines) and S = 1 (dashed lines) in the fields h = 0.01 and
0.1, from top to bottom. In the 2D case at h = 0.01, the correlation length
ξ+−χ calculated from the static susceptibility is shown for S = 1/2 (dot-dashed
line) and S = 1 (dotted line). In the inset the results of the second-order Green-
function theory are compared to the RPA (dotted line) and the Bethe-ansatz
data of Ref. [31] (◦).
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by numerical uncertainties resulting from too small values of ∆+−. Note the
remarkably good agreement of ξ+− with the RPA results (see inset). Concern-
ing the dimensional dependence, in contrast to the case h = 0, ξ+− in one and
two dimensions exhibits qualitatively the same behavior as T → 0. In the 2D
model [Fig. 2.12(b)], the deviation of ξ+−χ from ξ+− increases with decreasing
temperature, i.e., with increasing ξ+− > 1 which is clearly seen at h = 0.01 and
is opposite to the behavior in the h = 0 case.
In Fig. 2.13 the longitudinal correlation length of the 1D ferromagnet is
shown, where the theory is found to be in a fair agreement with the QMC
data [55]. This refers, in particular, to the S = 1/2 model, where our results
obtained by the simplified approach of Ref. [52] are plotted as well. Considering
h = 0.05, at low temperatures those results remarkably deviate from the QMC
data and our extended theory with ανµ2 6= α
νµ
1 . In contrast to ξ
+−, the behavior
of ξzz as T → 0 is not conclusive which is due to numerical uncertainties at
low temperatures, where the long-distance correlators C¯
(0)zz
R needed to calculate
ξzz are very small. For example, for S = 1/2 and strong fields [see inset of
Fig. 2.13(a)], the relevant correlators in the temperature region, where results are
not given, are smaller than about 10−10 to 10−14. Moreover, for S = 1, the results
of the theory are reliable only at T > T0 ' 0.1 and 0.3 for h = 0.05 and 0.1,
respectively [see Fig. 2.13(b)]. At T < T0, the relevant correlators, being smaller
than about 10−4, reveal an unreasonable behavior. This may be ascribed to our
choice of a closed system of self-consistency equations for S > 1/2, as described
in Sec. 2.1. Whereas the relative deviation of the NN correlators C
(0)zz
10 resulting
from the self-consistency equations and from Eq. (2.34) is small (see Sec. 2.1),
the corresponding deviation of the correlators C¯
(0)zz
10 becomes very large at low
temperatures. Depending on the field and spin, the temperature dependence
of ξzz in the 1D ferromagnet reveals a maximum at T ξm > 0. This anomaly
can be clearly seen in the 1D S = 1 model, at low fields [Fig. 2.13(b)]. On
the other hand, in the 1D S = 1/2 model the maximum appears at high fields,
h > 0.8 [see inset of Fig. 2.13(a)]. Moreover, as can be seen from Fig. 2.13,
keeping the field h = 0.05 fixed, the maximum develops with increasing spin.
Note that a maximum of ξzz at a finite temperature is not obtained by the
approach of Ref. [52]. To our knowledge, such an anomaly in the correlation
length has not been found before. To get some insight into the maximum of
ξzz, we first suggest that larger correlation lengths may be connected with larger
correlation functions. Correspondingly, we consider the maximum of C¯
(0)zz
R at
T zzm (R), where T
zz
m (R) > T
ξ
m. By a detailed analysis we find T zzm (R) in the limit
R → ∞ to coincide with T ξm in all cases, where ξzz has a maximum at T
ξ
m > 0
(see Fig. 2.13), i.e., limR→∞ T zzm (R) = T
ξ
m. This result is corroborated by the
conditions for a maximum which may be derived from the ansatz (2.46). We get
1
R
∂ ln C¯
(0)zz
R /∂T =
1
R
∂ lnAzz/∂T + 1
ξ
∂ ln ξ/∂T . At T zzm (R) we have
1
ξ
∂ ln ξ/∂T =
− 1
R
∂ lnAzz/∂T and, for R → ∞, ∂ξ/∂T = 0. As can be easily verified, the
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Figure 2.13: Longitudinal correlation length of the 1D ferromagnet with (a)
S = 1/2 and (b) S = 1 in the fields (a) h = 0.005 and 0.05, from top to bottom,
and (b) h = 0.05 and 0.1, from top to bottom, calculated by the second-order
Green-function theory (solid lines) and, for S = 1/2, by the method of Ref. [52]
(dot-dashed lines). The symbols represent the QMC data of Ref. [55] (L = 32).
The inset exhibits the results for S = 1/2 at the strong fields h = 1, 3, and 5,
from top to bottom, in comparison to the correlation length ξzzχ (dashed lines)
obtained from the static susceptibility.
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Figure 2.14: Correlation function C¯
(0)zz
R = 〈S
z
0S
z
R〉 − 〈S
z〉2 vs R = |R| for the
1D S = 1 ferromagnet in the field h = 0.05 at T = 0.5 and 1.0, from top to
bottom, calculated by the second-order Green-function theory (open symbols)
and by QMC (filled symbols, L = 32, Ref. [55]).
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Figure 2.15: Longitudinal correlation length of the 2D S = 1/2 ferromagnet
at h = 0.05 calculated by the second-order Green-function theory (solid lines),
the method of Ref. [52] (dashed lines), and by QMC simulations (•, L = 16,
Ref. [55]). In the inset, the corresponding magnetization is plotted.
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Figure 2.16: Longitudinal correlation length of the 2D ferromagnet with S = 1/2
(solid lines) and S = 1 (dashed lines) in the fields h = 0.01, 0.05, and 0.10, from
top to bottom, as compared to the QMC results of Ref. [55] at h = 0.05 for
S = 1/2 (•, L = 16) and S = 1 (+, L = 16). The inset shows the correlation
function C¯
(0)zz
R = 〈S
z
0S
z
R〉 − 〈S
z〉2 vs R = |R| for the 2D S = 1/2 ferromagnet
in the field h = 0.05 at T = 0.4 and 0.6, from bottom to top, calculated by the
second-order Green-function theory (open symbols) and by QMC (filled symbols,
L = 16, Ref. [55]).
maximum condition ∂2C¯
(0)zz
R /∂T
2 < 0 results in ∂2ξzz/∂T 2 < 0. To compare
the QMC and Green-function methods yielding the anomaly of ξzz in the 1D
S = 1 model [Fig. 2.13(b)] in more detail, in Fig. 2.14 the distance dependence
of the corresponding correlator C¯
(0)zz
R at h = 0.05 is depicted. For T = 0.5, a
very good agreement of both methods is found.
In two dimensions, the anomaly of ξzz in the S = 1/2 ferromagnet is more
pronounced than in the 1D system and appears already at low fields, as can
be seen in Fig. 2.15. In contrast to the 1D case, both the QMC data and the
Green-function theory clearly reveal a minimum in addition to the maximum.
Note that the statistical QMC errors in the interesting temperature region are
smaller than the size of the symbols. Figure 2.15 demonstrates the qualitative
effects of our extended theory (ανµ2 6= α
νµ
1 ) on the temperature dependence of ξ
zz
as compared with the simplified approach (ανµ2 = α
νµ
1 ). Whereas this approach
yields a slightly better agreement of the magnetization with the QMC data (see
inset), it fails to describe the minimum-maximum anomaly.
Figure 2.16 shows the field and spin dependence of the temperature behavior
of ξzz in the 2D ferromagnet. As results from the theory, the anomaly of ξzz
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becomes more pronounced with decreasing field and with increasing spin. Let us
point out that the QMC data [55] for h = 0.05 yield a minimum and a maximum
of ξzz for both the S = 1/2 and S = 1 models and give confidence in the results
of the theory. As in the 1D model, the maximum of ξzz at T ξm is related to the
maximum of C¯
(0)zz
R by limR→∞ T
zz
m (R) = T
ξ
m in all cases shown in Fig. 2.16. The
minimum of ξzz results from the different temperature dependences of C¯
(0)zz
R and
Azz in the ansatz (2.46). In analogy to Fig. 2.14, for a more detailed comparison,
the inset exhibits the correlator C¯
(0)zz
R for S = 1/2 and h = 0.05 as function of
the distance. The relative magnitude of the correlators at T = 0.4 and 0.6 may
be understood by the maximum in the temperature dependence of C¯
(0)zz
R .
2.2.4 Specific heat
Let us first consider the NN spin correlation functions C
(0)−+
10 and C
(0)zz
10 entering
the internal energy u = − z2(C
(0)−+
10 + C
(0)zz
10 ) − h〈S
z〉. In Figs. 2.17 and 2.18
the NN correlation functions obtained by the theory for S = 1/2 in 1D and
2D are compared to the ED data of Ref. [54] and to RPA. As an example, for
S = 1 the comparison of our results for the 1D model with the QMC data of
Ref. [55] and with the RPA is shown in Fig. 2.19. The results for the 2D S = 1
model are similar to the results for 2D S = 1/2 (Fig. 2.18) and are therefore
not shown. For the 1D model we obtain a very good agreement with the exact
approaches, for both S = 1/2 and S = 1. On the contrary, the RPA results for
C
(0)−+
10 remarkably exceed the ED (S = 1/2) and QMC (S = 1) data, and for
C
(0)zz
10 the RPA (see Appendix C) yields negative values being incompatible with
the ferromagnetic SRO. In the 2D S = 1/2 model at low fields, our analytical
curves deviate remarkably from the ED data. This deviation can be ascribed
to finite-size effects appearing in the ED results; in this respect, C
(0)zz
10 may be
considered in analogy to 〈Sz〉 [Fig. 2.2(b)].
Figure 2.20 displays the specific heat C = ∂u/∂T for the 1D S = 1/2 ferro-
magnet. At h = 0, the temperature dependence of the specific heat exhibits a
broad maximum, where the value of the maximum position resulting from the
Green-function theory, T Cm(h = 0) ' 0.45, agrees roughly well with the exact
result T Cm(h = 0) ' 0.35 obtained by the QMC, Bethe-ansatz, and ED methods.
At very low magnetic fields, besides the high-temperature maximum, a second
maximum at low temperatures develops. In a detailed Bethe-ansatz analysis,
two maxima in the specific heat are found in the field region 0 < h . 0.008 [54]
[see inset of Fig. 2.11(a)]. At h > 0.008, only one maximum appears. In the
Green-function theory the low-temperature maximum at T C
m,1 appears up to
higher fields, h 6 0.071, and the deviation of T C
m,1 from the Bethe-ansatz and
QMC values in the region 0.001 6 h 6 0.01 is less than 8%. Considering very
low fields, h = 0.001 to 0.01 in steps of 0.001, T C
m,1 and the height C(T
C
m,1) are
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Figure 2.17: Nearest-neighbor (a) transverse and (b) longitudinal spin correlation
functions of the 1D S = 1/2 ferromagnet at the fields h=0.1, 0.4, 1.0, and
2.0, from left to right. The second-order Green-function theory (solid lines) is
compared with RPA results (dotted lines) and ED data (◦, Ref. [54]).
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Figure 2.18: Nearest-neighbor (a) transverse and (b) longitudinal spin correlation
functions of the 2D S = 1/2 ferromagnet at the fields h=0.1, 0.4, 1.0, and
2.0, from left to right. The second-order Green-function theory (solid lines) is
compared with RPA results (dotted lines) and ED data (◦, Ref. [54]).
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Figure 2.19: (a) Transverse and (b) longitudinal nearest-neighbor two-spin corre-
lation functions of the 1D S = 1 ferromagnet at the fields h = 0.1, 0.2, 0.4, 0.6, 1.0,
and 2.0, from left to right, which are obtained by the second-order Green-function
theory (solid lines), RPA (dotted lines), and QMC simulations (•, L = 64,
Ref. [55]).
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Figure 2.20: Specific heat of the 1D S = 1/2 ferromagnet obtained by the second-
order Green-function theory (solid lines) (a) at low fields, h = 0, 0.005, and 0.03,
from bottom to top at T = 0.6, compared with the QMC data (filled symbols,
Ref. [55]) and Bethe-ansatz results (open symbols, Ref. [54]), and (b) at higher
fields, h = 0.1, 1.0, and 2.0, from left to right, in comparison to the results of the
RPA (dotted lines) and of the Bethe-ansatz method (, Ref. [54]) and the ED
data (◦, Ref. [54]). For low fields the RPA data are not drawn because of the too
high maximum (cf. (b)). The inset exhibits the Bethe-ansatz results (Ref. [54])
for very low fields, h = 0 to 0.01 in steps of 0.001, from bottom to top.
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Figure 2.21: Specific heat of the 2D S = 1/2 ferromagnet at h = 0.1, 1.0, and
2.0, from left to right, showing the second-order Green-function (solid lines),
RPA (dotted lines) and ED results (◦, Ref. [54]). At h = 0 the second-order
Green-function theory (dashed line) is compared to ED data (, Ref. [54]).
fit by the power laws
T
C
m,1 = 0.462 h
0.501
, C(T Cm,1) = 0.394 h
0.282
. (2.49)
The exponents are in good agreement with the values of the Bethe-ansatz results,
[54] T C
m,1 = 0.596 h
0.542 and C(T C
m,1) = 0.513 h
0.228.
Figure 2.22 displays the specific heat of the 1D S = 1 ferromagnet. As in
the S = 1/2 case, at low magnetic fields, 0.007 . h . 0.057, besides the high-
temperature maximum, a low-temperature maximum appears [see Fig. 2.22(a)].
The position T C
m,1 of this maximum obtained by the Green-function theory nearly
agrees with the QMC results. As for S = 12 in RPA a double maximum is not
obtained [see inset of Fig. 2.22(a)], and the values of the specific heat maximum
are much higher than the ED and QMC values, which is ascribed to a poor
description of SRO in RPA (see also Fig. 2.19). The specific heat of the 1D S =
3/2 ferromagnet is shown in Fig. 2.24. There is no low-temperature maximum,
but only a hump at low enough fields. For higher spins qualitatively the same
behavior is found. The specific heats for the 2D S = 1/2 and S = 1 ferromagnets
are plotted in Figs. 2.21 and 2.23, respectively. In two dimensions, only one
maximum appears. At small fields the position of the maximum in the Green-
function theory is shifted to higher temperatures as compared to the exact data.
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Figure 2.22: Specific heat of the 1D S = 1 ferromagnet obtained by the second-
order Green-function theory (solid lines) in comparison with the QMC results
for L = 64 (symbols, Ref. [55]) (a) at low fields, h = 0.005, 0.01, 0.03, and 0.05,
from bottom to top, and (b) at higher fields, h = 0.1, 0.2, 0.4, 0.6, 1.0, and 2.0,
from left to right. The inset shows the RPA data at the fields given in (a), from
top to bottom at T = 0.1.
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Figure 2.23: Specific heat of the 2D S = 1 ferromagnet at h = 0.01 and 0.05,
from bottom to top, and, as depicted in the lower inset, at h = 0.1 and 1.0, from
left to right, where the results of the second-order Green-function theory (solid
lines) and QMC (filled symbols, L = 64, Ref. [55]) are shown. In the upper inset
the RPA results for h = 0.01 and 0.05, from top to bottom, are plotted.
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Figure 2.24: Specific heat of the 1D S = 3/2 ferromagnet calculated by the
second-order Green-function theory at h = 0.01, 0.1 and 1.0, at T = 1.5 from
bottom to top.
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Note that the RPA curves at low fields (see upper inset of Fig. 2.23) exhibit a too
large maximum height, as was also found in the 1D model [inset of Fig. 2.22(a)].
From our investigations of the maximum behavior of the specific heat in
dependence on spin and dimension we conclude that the appearance of two max-
ima is a distinctive effect of quantum fluctuations which decrease with increasing
spin and dimension. Note that in ferromagnets quantum fluctuations occur at
nonzero temperatures only, whereas in antiferromagnets they are important al-
ready at T = 0. The characterization of the occurrence of two maxima in the
temperature dependence of the specific heat of the Heisenberg ferromagnet as
a peculiar quantum effect is corroborated by recent QMC simulations of the
1D classical Heisenberg model and the 1D S = 1/2 Ising model in a magnetic
field [64], where only one maximum in the specific heat was found.
Comparison to experiments
Let us compare our results with experiments on S = 1/2 quasi-1D ferromagnets,
where we focus on the possible observation of two maxima in the temperature
dependence of the specific heat as a characteristic feature of 1D ferromagnets in
a magnetic field.
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Figure 2.25: Specific heat of the copper salt TMCuC (Refs. [5] and [6], Ne´el
temperature TN = 1.24K), as predicted by the theory for the S = 1/2 1D
ferromagnet in the magnetic fields H = 2kOe, 3kOe, and 4kOe, from bottom
to top, with J = 6.18 meV obtained from the fit of the reduced magnetization
m¯ = m(H)/m(H = 8.7kOe) at T = 4.1K to experimental data (◦) shown in the
inset.
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The copper salt TMCuC [(CH3)4NCuCl3] was shown [5, 6] to be a good
1D Heisenberg ferromagnet which is reflected in the small value of the Ne´el
temperature TN = 1.24K for three-dimensional (3D) ordering [6]. Determining
the exchange energy J by a least-squares fit of the theory for S = 1/2 to the
experimental data for the magnetization as a function of the magnetic field H
at T = 4.1K [5], we obtain J = 6.18meV and a very good agreement with
experiments, as can be seen in the inset of Fig. 2.25. Note that the value of J
lies between the values given in Ref. [5] (J = 5.17meV) and in Ref. [6] (J =
7.76meV). According to the QMC and Bethe-ansatz results for the 1D S = 1/2
ferromagnet, two maxima of the specific heat occur for h . 0.008 or, using the
relation h = 1.16× 10−2H[kOe]/J [meV], for H 6 4kOe. In Fig. 2.25 the specific
heat, as predicted by the theory using the fit value of J , is plotted. The low-
temperature maximum for H = 2kOe, 3kOe, and 4kOe occurs at T C
m,1 = 2.0K,
2.5K, and 2.9K, respectively. The high-temperature maximum (not shown in
Fig. 2.25) appears at about T C
m,2 = 37.4K with C(T
C
m,2) = 1.18J/molK for all
fields considered. In the quasi-1D system, the anomaly of the specific heat at
TN , which cannot be described by our theory for a purely 1D system, may mask
the low-temperature maximum, if T C
m,1 is not sufficiently larger than TN . At
H = 3kOe (4kOe) we have T C
m,1/TN = 2.0 (2.3). From this we predict that in
TMCuC above TN two maxima in the specific heat at moderate magnetic fields,
H = 3− 4kOe, may be observed.
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Chapter 3
S > 1 ferromagnetic
Heisenberg chains with
easy-axis single-ion anisotropy
After the investigation of ferromagnets in the presence of a magnetic field in
Chapter 2, in this Chapter the effects of easy-axis single-ion anisotropy will
be considered. The study was motivated by the synthesis of materials such as
CsNiF3, which is an S = 1 quasi-1D easy-plane ferromagnet [12,65], or Rb2CrCl4,
which is a 2D ferromagnet with easy-axis single-ion anisotropy [25,66]. LaMnO3,
the parent compound of the colossal magnetoresistance materials, can also be
described by an effective S = 2 Heisenberg Hamiltonian including a ferromag-
netic intralayer and an antiferromagnetic interlayer exchange interaction and an
easy-axis single-ion anisotropy term.
1D easy-plane ferromagnets have been investigated by numerical methods in
Ref. [12], where the specific was calculated. In Ref. [67] the 2D ferromagnet with
easy-axis single-ion anisotropy was treated by QMC, Schwinger-boson theory
and RPA, where the temperature dependence of the magnetization for various
anisotropies is calculated, and also the spin reorientation in a magnetic field
is examined. In Ref. [68] the 1D S = 1 ferromagnet, and in Refs. [37, 67, 69]
ferromagnetic monolayers and thin films with easy-axis single-ion anisotropy in
a magnetic field have been investigated by the RPA for the exchange term.
However, for the description of the paramagnetic phase, a second-order Green-
function theory should be developed.
In this chapter the S > 1 ferromagnetic Heisenberg chain with an easy-axis
single-ion anisotropy is investigated by the second-order Green-function theory.
The choice of this model is motivated by our emphasis on the temperature
dependence of the specific heat, which may reveal a double maximum, being
more pronounced for systems with easy-axis than for systems with easy-plane
anisotropy [70]. The thermodynamic and SRO properties are calculated and
compared to the available results of exact approaches and to experiments on
dibromo Ni complexes [71].
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3.1 Second-order Green-function theory
We start with the model Hamiltonian
H = −
J
2
∑
〈i,j〉
SiSj −D
∑
i
(Sz
i
)2 (3.1)
[〈i, j〉 denote nearest-neighbor (NN) sites] with J > 0, D > 0, and S2
i
= S(S+1).
The considered model has up-down symmetry with respect to Sz
i
→ −Sz
i
, so
that we have 〈Sz
i
〉 = 0. Therefore, we calculate the dynamic spin susceptibilities
χ
νµ
q (ω) = −〈〈Sνq ;S
µ
−q〉〉ω (νµ = +−, zz; −pi 6 q 6 pi). As in the case of
ferromagnets in a magnetic field, we employ the equation of motion method and
a second-order decoupling. We obtain [compare with Eq. (2.27)]
χ
νµ
q (ω) = −
M˜
νµ
q
ω2 − (ωνµq )2
, (3.2)
where M˜νµq = 〈[iS˙νq , S
µ
−q]〉. The spectral moments are given by the exact expres-
sions
M˜
+−
q = 4JC1(1− cos q) + 2D[3C
zz
0 − S(S + 1)], (3.3)
M˜
zz
q = 2JC
+−
1 (1− cos q). (3.4)
where Cn =
1
2C
−+
n + C
zz
n and C
νµ
n = 〈Sν0S
µ
n〉.
To obtain the spectra ωνµq in Eq. (3.2), we approximate −S¨νq in the spirit of
the schemes proposed in Refs. [39–45]. That is, taking the site representation
the products of three spin operators in −S¨+
i
along NN sequences 〈i, j, l〉 are
decoupled as
S
+
i
S
+
j
S
−
l
= α+−〈S+
j
S
−
l
〉S+
i
+ α+−〈S+
i
S
−
l
〉S+
j
. (3.5)
Here, following the investigation of the isotropic ferromagnet, [41,42] the depen-
dence on the relative site positions of the vertex parameters is neglected.
For S > 1, in −S¨+
i
there appear products of three spin operators with two
coinciding sites which we decouple as proposed in Refs. [40] and [42] (compare
with Eq. 2.8),
S
+
i
S
−
j
S
+
j
= 〈S−
j
S
+
j
〉S+
i
+ λ+−〈S+
i
S
−
j
〉S+
j
. (3.6)
Furthermore, for D 6= 0, −S¨+
i
contains the term D2Ai with
Ai ≡ S
+
i
(Sz
i
)2 + 2Sz
i
S
+
i
S
z
i
+ (Sz
i
)2S+
i
. (3.7)
For S = 12 we have Ai = 0, and for S = 1 we get Ai = S
+
i
(Ref. [38]) using the
relation (Sz
i
)2S+
i
= Sz
i
S
+
i
(Ref. [53]). To obtain a reasonable approximation of
Ai for S > 1, we calculate exactly the average 〈AiS
−
i
〉(T ) at T = 0 and T →∞.
We obtain 〈AiS
−
i
〉(0) = (2S − 1)2〈S+
i
S
−
i
〉(0) with 〈S+
i
S
−
i
〉(0) = C−+0 (0) = S
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and limT→∞〈AiS−i 〉 =
1
5 [4S(S + 1)− 3] limT→∞〈S
+
i
S
−
i
〉 with limT→∞〈S+i S
−
i
〉 =
2
3S(S + 1). Due to those results, for S > 1 we approximately replace Ai by
Ai = η(2S − 1)
2
S
+
i
(3.8)
with η(T = 0) = 1 and η(T → ∞) = 4S(S+1)−3
5(2S−1)2 . Note that Eq. (3.8) holds
exactly for S = 1 with η(T ) = 1. Considering the ratio R ≡ η/C zz0 , forS = 2 (3)
we have limT→∞ R = 0.23 (0.09) as compared with R(0) = S−2 = 0.25 (0.11).
Accordingly, for 1 < S 6 3, R(T ) depends only weakly on temperature. Ne-
glecting this dependence, i.e., taking R(T ) = R(0), η(T ) in Eq. (3.8) may be
calculated in a reasonable approximation as
η(T ) =
1
S2
C
zz
0 (T ). (3.9)
In −S¨z
i
we adopt the decouplings [compare with Eqs. (2.24) and (2.26)]
S
z
i S
+
j
S
−
l
= αzz〈S+
j
S
−
l
〉Szi , (3.10)
S
−
i
S
z
j
S
+
j
= λzz〈S+
j
S
−
i
〉Sz
j
. (3.11)
Finally, we obtain the spectra
(ω+−q )
2 = (1− cos q){∆+− + 4J2α+−C1(1− cos q)}+ (ω+−0 )
2
, (3.12)
∆+− = J2{S(S + 1) + Czz0 + 2λ
+−
C1 + 2α
+−(C2 − 3C1)}
+ 2DJ{2λ+−Czz1 + 3C
zz
0 − S(S + 1)}, (3.13)
(ω+−0 )
2 = 2DJ{S(S + 1)− 3Czz0 + λ
+−(2Czz1 − C
−+
1 )}+ η(2S − 1)
2
D
2
, (3.14)
(ωzzq )
2 = (1− cos q){∆zz + 4J2αzzC−+1 (1− cos q)}, (3.15)
∆zz = 2J2{S(S + 1)−Czz0 + α
zz(C−+2 − 3C
−+
1 )}+ 2J(J − 2D)λ
zz
C
−+
1 . (3.16)
The correlation functions Cνµn =
1
N
∑
q C
νµ
q e
iqn with Cνµq = 〈Sνq S
µ
−q〉 are calcu-
ated by the spectral theorem [47],
C
νµ
q =
M˜
νµ
q
2ωνµq
[1 + 2n(ωνµq )], (3.17)
where n(ω) = (eω/T − 1)−1. Analogous to Eq. (2.32), for the longitudinal corre-
lation function we write
C
zz
n =
1
N
∑
q(6=0)
C
zz
q e
iqn + Czz (3.18)
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with Czz = 1
N
∑
n
Czzn and C
zz
q given by Eq. (3.17). Note that the term C
zz
describes long-range order in the infinite system (See Sec. 2.1, page 15). The
on-site correlators Cνµ0 are related by the sum rule
C
−+
0 + C
zz
0 = S(S + 1), (3.19)
which follows from the operator identity S2
i
= S+
i
S
−
i
−Sz
i
+(Sz
i
)2 and 〈Sz
i
〉 = 0.
By Eqs. (3.2),(3.4),(3.15), and (3.16) we get the longitudinal static suscepti-
bility
χ
zz
q = χ
zz
0 {1 + 4α
zz
C
−+
1 (∆
zz)−1(1− cos q)}−1, (3.20)
where χzz0 =
2C−+1
J∆zz . Expanding the denominator for small q up to O(q
2) we obtain
the correlation length ξzz =
√
2αzzC−+1 /∆zz.
The uniform static susceptibilities χνµ0 may be also expressed in terms of C
νµ
n .
From Eqs. (3.2) and (3.17) with limq→0 Czzq = T limq→0 χzzq , we get
χ
zz
0 =
1
T
∑
n
C
zz
n , (3.21)
which agrees with the general formula of thermodynamics in the case 〈S z
i
〉 = 0.
For χ+−0 we obtain
χ
+−
0 = g
∑
n
C
−+
n (3.22)
with g = 2{ω+−0 [1 + 2n(ω
+−
0 )]}
−1, following from Eqs. (3.2), (3.3), (3.17), and
(3.12).
For large temperatures, T  ω+−
q
, the static susceptibilities and the structure
factors Cνµq are related by
χ
νµ
q =
1
T
C
νµ
q =
1
T
∑
n
C
νµ
n e
−iqn
. (3.23)
At very high temperatures, in Eq. (3.23) only the n = 0 term may be taken
into account, and, with C−+0 = 2C
zz
0 =
2
3S(S + 1), we get the Curie law χ
+−
q =
2χzzq = 2S(S + 1)/3T .
To provide a better comparison of the Green-function theory with ED data,
it is useful to consider the theory also for finite systems with periodic boundary
conditions. For a ring with an even number N of spins we have the discrete
q values qi =
2pi
N
ni with −
N
2 6 ni 6
N
2 − 1 and
N
2 + 1 correlators C
νµ
n with
0 6 n 6 N2 . Calculating C
zz
n according to Eq. (3.18), the term C
zz is given by
C
zz =
1
N

Czz0 + CzzN/2 + 2
N/2−1∑
n=1
C
zz
n

 . (3.24)
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Then, it turns out that two equations for C zzn are linearly dependent. As addi-
tional equation, we use the equality of the Kubo susceptibility [χzz0 in Eq. (3.20)]
and χzz0 given by Eq. (3.21) (isothermal susceptibility), i.e.,
2C−+1
J∆zz
=
1
T
∑
n
C
zz
n
. (3.25)
Note, that this equality coincides with Eqs. (2.33) and (2.36) in the limit h → 0.
3.2 Limiting cases
To test the approximations made for S > 1 in addition to those for S = 12 ,
in particular the decouplings (3.6) and (3.11), where λνµ(S = 12) = 0, and the
replacement (3.8) with Eq. (3.9), we first consider the limiting cases J = 0 and
D = 0.
In the J = 0 limit, by Eqs. (3.17), (3.3), (3.19), and (3.14) we obtain
C
−+
0 =
2S(S + 1)
3 +
√
η(2S − 1)[1 + 2n(ω+−0 )]−1
, (3.26)
where ω+−0 =
√
η(2S − 1)D and η is calculated by Eq. (3.9). The longitudinal
on-site correlator Czz0 is obtained from Eq. (3.19). At T = 0 and T →∞ we get
Czz0 = S
2 and Czz0 =
1
3S(S + 1), respectively, agreeing with the exact results.
Figure 3.1 shows the specific heat for S = 32 and S = 2 derived from C
zz
0 , where
the temperatures of the maximum T C
m
(S = 32 ) = 0.97D and T
C
m
(S = 2) = 1.6D
nearly agree with the exact values T C
m
= 0.83D and T C
m
= 1.4D for S = 32
and S = 2, respectively. This yields a justification for the approximations (3.8)
and (3.9). The result for S = 1, not depicted in Fig. 3.1 for clarity, shows
qualitatively the same temperature dependence as that for S > 1; it is exact,
because Eq. (3.8) becomes the exact relation Ai = S
+
i
.
In the D = 0 limit, we have C−+
n
= 2Czz
n
, ανµ = α, λνµ = λ, ∆νµ = ∆,
and ωνµq = ωq. The vertex parameter α(T ) is determined by Eq. (3.19), C
zz
0 =
S(S + 1)/3. To derive an equation for λ(T ), we first consider the long-range
ordered ground state with ξ−1(0) = 0 corresponding, by Eq. (3.20), to ∆(0) = 0.
Then, by Eq. (3.12) we have ωq = 2J
√
2αCzz1 (1 − cos q) and, by Eq. (3.18),
Czzn =
√
Czz1
2α δn,0 + C
zz. Taking into account the exact result C zz
n6=0(0) =
1
3S
2 we
get α(0) = 32 and λ(0) = 2−
1
S
(cf. Ref. [42]). At non-zero temperatures there is
no long-range order, i.e. Czz = 0 and ∆ > 0. To improve the approximation of
Ref. [42] also used in Sec. 2.1 for h = 0, λ(T ) = λ(0), we first derive the exact
high-temperature series expansion of C zz1 up to O(T
−2),
C
zz
1,ex =
[
S(S + 1)
3
]2(
J
T
−
1
4
J2
T 2
)
+ O(T−3). (3.27)
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Figure 3.1: J = 0 limit: Specific heat for S > 1. The Green-function theory for
S = 32 (dashed) and S = 2 (solid) is compared with the exact results for S =
3
2
(dotted) and S = 2 (dot-dashed), respectively.
Expanding Eq. (3.18) for n = 1 and n = 0 up to O(T−1) and using, for n = 0,
Eq. (3.27) we obtain
C
zz
1 =
[
S(S + 1)
3
]2
α0
J
T
, (3.28)
C
zz
0 =
S(S + 1)
3
{
1−
1
12
[3 + 4S(S + 1)(λ0 − α0)]
J
T
}
, (3.29)
where α0 and λ0 are the lowest orders in the expansions of α(T ) and λ(T ),
respectively. The comparison with the exact results Eq. (3.27) and C zz0 = S(S +
1)/3 yields
α0 = 1, λ0 = 1− 3[4S(S + 1)]
−1
. (3.30)
The result α0 = 1 confirms the general suggestion (cf. Refs. [41], [43], [45]) that
the vertex parameters α approach unity at high temperatures. Considering the
ratio Q ≡ λ/α, for S = 1, 2 and 3 we have limT→∞Q = 0.63, 0.88, and 0.94,
respectively, as compared with Q(0) = 0.67, 1, and 1.1. Accordingly, for 1 6
S 6 3, Q(T ) is only weakly temperature dependent. Setting Q(T ) = Q(0), λ(T )
may be calculated in a rather good approximation as
λ(T ) =
2
3
(
2−
1
S
)
α(T ). (3.31)
The introduction of the temperature dependence of the λ parameter leads to
an enchancement of the results in comparison with the choice λ(T ) = λ(0) =
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Figure 3.2: D = 0 limit: Nearest-neighbor correlation function C−+1 , longitudinal
spin susceptibility χzz0 (upper inset), and specific heat C (lower inset) for S = 1,
as obtained by the Green-function theory in the thermodynamic limit (solid) and
for a finite system with N = 12 (dashed) in comparison with the ED data for
N = 12 (◦, Ref. [72]). The Green-function results for C−+1 obtained for N = 12
and N →∞ agree within the accuracy of drawing.
2− 1/S (used in Sec. 2.1 for h = 0). In Fig. 3.2 the NN correlation function, the
specific heat, and the susceptibility for S = 1 are plotted, where a remarkably
good agreement of the Green-function theory for N = 12 with the ED data [72]
is found. This justifies the decouplings (3.6) and (3.11) with λ calculated by
Eq. (3.31). Considering the specific heat, the temperature of the maximum in
the theory, T Cm = 0.9J for both N = 12 and N →∞, only slightly deviates from
the ED result T Cm = 0.8J [72]. Concerning the uniform static susceptibility in
the thermodynamic limit, we have (see also Ref. [42]) limT→0 χzz0 T
2/J = 23S
4
(see the discussion in Sec. 2.2.2).
Finally, let us compare our theory with the Green-function approach of
Ref. [73] for the S = 1 antiferromagnetic Heisenberg chain. There, instead of the
decoupling (3.11), the left-hand side is rewritten as S−
i
Sz
j
S
+
j
= S−
i
S
+
j
Sz
j
+S−
i
S
+
j
.
The first term is decoupled analogous to Eq. (3.11) as α〈S−
i
S
+
j
〉Sz
j
, whereas the
second term yields a contribution to iS˙z
i
. This results in a gap ∆ in ωzz
q
at
q = 0 which, for D = 0, is given by ∆ = J . In Ref. [73], ∆ is interpreted as a
Haldane gap. As we have verified, ∆ is independent of S. However, for S = 32 ,
for example, there is no Haldane gap. That means, the gap ∆ is an artefact of
the approach of Ref. [73] employing commutation before decoupling. According
to the findings of Ref. [74] such a procedure should be avoided. Furthermore, we
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argue that the approach of Ref. [73] yields ∆ 6= 0 for the S = 1 antiferromagnet
also in higher dimensions and for the S > 1 ferromagnetic chain. Concluding,
contrary to the reasonings of Ref. [73], the Haldane physics cannot be captured
by the second-order Green-function theory.
3.3 Effects of spin anisotropy
To complete our Green-function scheme for the model (3.1) with D > 0 and
J > 0 (hereafter, we set J = 1), the four parameters ανµ and λνµ have to be
determined. In the ground state, for D > 0 we have the exact results
C
−+
n (0) = Sδn,0; C
zz
n (0) = S
2 (3.32)
so that Cn6=0(0) = S2. By Eq. (3.17) we get C−+n (0) =
1
N
∑
q
M˜
+−
q
2ω+−q
eiqn and,
comparing with Eq. (3.32),
M˜
+−
q
= 2Sω+−
q
. (3.33)
Inserting M+−q and ω+−q given by Eqs. (3.3) and (3.12) to (3.14) with η(0) =
1 [see Eq. (3.8)] and comparing the coefficients in Eq. (3.33) in front of (1 −
cos q)n (n = 2 and 0 or 1), we obtain
α
+−(0) = 1; λ+−(0) = 1−
1
2S
. (3.34)
Considering finite temperatures and suggesting limT→∞ α+−(T ) = 1 (see Sec.
3.2), we put α+−(T ) = 1 because of α+−(0) = 1. Following the reasonings in
the D = 0 limit, for the ratio Q+− ≡ λ+−/α+− we assume Q+−(T ) = Q+−(0),
i.e. λ+−(T ) = λ+−(0). The parameter αzz(T ) is calculated from the sum rule
(3.19). Concerning the remaining parameter λzz and the ratio Qzz ≡ λzz/αzz ,
it turns out that Qzz has very different values in the T → 0 and T →∞ limits.
Therefore, we adjust λzz(T ) to the ED data for Czz1 (T ) which are depicted, for
S = 1, in the inset of Fig. 3.3. We denote this choice of determination of the
parameters by case 1. Alternatively, the method of Chapter 2 can be applied
calculating the the Green functions 〈〈S+q ;S
(n)−
−q 〉〉ω for n = 1, ..., 2S − 1 in sec-
ond order. The details of calcuation are given in Appendix B. For S = 1 this
method yields an additional equation, namely the higher-derivative sum rule
for n = 1, which can be used for the determination of a vertex parameter. In
case 2, we will use this equation instead of the assumption Q+−(T ) = Q+−(0)
for the determination of λ+−. Thus, we have a closed system of equations
for seven quantities (Cνµ0 , C
−+
1 , C
νµ
2 , α
zz , λzz) in case 1 and of eight quantities
(Cνµ0 , C
−+
1 , C
νµ
2 , λ
+−, αzz, λzz) in case 2 to be determined self-consistently as
functions of temperature.
As a first test of our approach, in Fig. 3.3 the NN correlation function C−+1
for S = 1 is plotted. Evidently, the results obtained in case 1 and case 2 slightly
deviate for weak anisotropies only, and are in very good agreement with the
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Figure 3.3: Nearest-neighbor transverse spin correlation functions C−+1 for S = 1
at D = 0.1, 1, 5, 10, and 25, from top to bottom, showing the Green-function (case
1 - solid, case 2 - dot-dashed) and ED results (◦, N = 12, [72]). The results in
case 1 and in case 2 at D = 5, 10, and 25 are nearly equal. The inset shows the
ED data for the nearest-neighbor longitudinal correlation functions C zz1 at the
same values of D with D increasing from bottom to top, which are used as input
to the Green-function theory.
ED data of Ref. [72]. The correlator C−+0 (not shown) also agrees very well
with the ED results. As can be seen, we have C−+1 < 2C
zz
1 ; that is, due to the
easy-axis anisotropy the transverse correlations are suppressed as compared with
the longitudinal correlations. The maximum in the temperature dependence of
C
−+
1 indicates the crossover from Ising-like to Heisenberg-like behavior, where
the maximum position increases with increasing D. Similarly as for C−+1 , also
for other quantities (specific heat, susceptibility, correlation lengths, etc.) we
have observed only a small deviation between the results obtained in case 1 and
case 2. Therefore, for those quantities only the results of case 1 will be shown.
3.3.1 Spin waves
At T = 0, by Eq. (3.33) with Eqs. (3.3) and (3.32) we obtain the spin-wave
spectrum
ω
+−
q
(0) = 2S(1− cos q) + (2S − 1)D (3.35)
with the spin-wave gap ω+−0 (0) = (2S−1)D. Let us point out that the dispersion
(3.35) agrees with the result obtained by the RPA and the Anderson-Callen de-
coupling (see, e.g., Ref. [37]) given by Bi ≡ S
+
i
Sz
i
+Sz
i
S
+
i
= 2〈Sz〉
{
1− 1
2S2
· [S(S
53
CHAPTER 3. S > 1 FERROMAGNETIC HEISENBERG CHAINS WITH
EASY-AXIS SINGLE-ION ANISOTROPY
0 pi/2 pi
q
0
1
2
3
4
5
6
ω
q+
-
D=0.1
D=1
0 1 2 3 4 5
T
0
0.5
1
ω
0+-
/D
Figure 3.4: Spin-wave spectrum ω+−q for S = 1 at T = 0, 1, and 5, at q = pi from
top to bottom. The inset shows the spin-wave gap ω+−0 at D = 0.1, 1, and 5, at
T = 1 from bottom to top.
+1)− Czz0 ]}S
+
i
; putting, at T = 0, 〈Sz〉 = S and Czz0 = S
2 so that Bi = 2S− 1,
the spectrum (3.35) results. In the RPA approach of Ref. [38], where the D term
for S = 1 is treated exactly, we calculate χ+−q (ω) = −2(ω − ωq)−1 (correcting a
misprint in Eq. (51) of Ref. [38]) with ωq given by Eq. (3.35) with S = 1.
Let us compare Eq. (3.35) with previous spin-wave theories. The generalized
spin-wave theory by Becker [75] for S = 1, which extends the Holstein-Primakoff
transformation to two sets of Bose operators treating the single-ion anisotropy
exactly, yields ω+−0 (0) = D, in agreement with Eq. (3.35). Contrary, in the
ordinary spin-wave theory (with only one Bose operator ai), (S
z
i
)2 with Sz
i
=
S − ni and ni = a
+
i
ai is approximated as (S
z
i
)2 = S2 − 2Sni neglecting the
n2
i
term. This yields the wrong result ω+−0 = 2SD violating the condition
ω
+−
0 (S =
1
2 ) = 0. Note that such an approach was used to fit the inelastic
neutron-scattering data on LaMnO3 on the basis of an effective spin model with
easy-axis single-ion anisotropy [3]. From our results we conclude that this fit
should be reconsidered by means of an improved theory.
In Fig. 3.4 the temperature dependence of the spin-wave spectrum for S = 1
is shown, where a spin correlation-induced flattening of the shape with increas-
ing temperature is observed. The spin-wave gap as function of temperature ex-
hibits a minimum and approaches the high-temperature limit limT→∞ ω+−0 (T ) =
ω
+−
0 (0). In the paraphase (T > 0) with SRO, well-defined spin waves exist, if
their wavelength is much smaller than the correlation length, i.e., if q  (ξzz)−1.
To estimate the validity region of the spin-wave picture, in Fig. 3.5 the in-
54
3.3. EFFECTS OF SPIN ANISOTROPY
0 1 2 3 4 5
T
0
1
2
(ξz
z )-1
Figure 3.5: Inverse correlation length for S = 1 at D = 0.1, 1, 5, 10, and 25, from
top to bottom (solid), compared with the D = 0 limit (dashed).
verse correlation length is plotted. For D = 0 we get limT→0 ξzzT = S2 (cf.
Ref. [42]) which nearly agrees with the result of the renormalization-group ap-
proach combined with QMC simulations [63], limT→0 ξzzT = 1.14S2. For D > 0
the low-temperature behavior of ξzz is quite different. By Eq. (3.20) we have
ξzz =
√
2α¯zz/∆zz and (ξzz)−2χzz0 = C
−+
1 /α¯
zz with α¯zz ≡ αzzC−+1 , where the nu-
merical evaluation yields a finite value of α¯zz as T → 0. Because (χzz0 )
−1(0) = 0,
(ξzz)−2 approaches zero as T → 0 much stronger than C−+1 and (χ
zz
0 )
−1 (com-
pare Fig. 3.5 with Figs. 3.3 and 3.6). Correspondingly, the easy-axis anisotropy
drives the paraphase at low temperatures close to long-range order. As can be
seen from Fig. 3.5, the validity region of the spin-wave picture, q  (ξzz)−1,
shrinks with increasing temperature, where predominantly high-energy magnons
may be observed.
3.3.2 Spin susceptibility
The spin anisotropy results in a qualitatively different temperature dependence
of the uniform static susceptibilities χ+−0 and χ
zz
0 , as can be seen from Fig. 3.6.
The transverse susceptibility χ+−0 [Fig. 3.6(a)] reveals a maximum at T
χ
m,
where T χm increases with D (right inset), in very good agreement with the ED
results of Ref. [72]. For small anisotropies (left inset) a pronounced finite-size
effect is observed, where the theory for N = 8 agrees well with the ED data. The
temperature dependence of χ+−0 may be explained as follows. The anisotropy-
induced longitudinal SRO (cf. Fig. 3.5) results in a spin stiffness against the
orientation of the transverse spin components along an external field perpen-
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Figure 3.6: Transverse (a) and longitudinal (b) uniform static spin susceptibility
for S = 1 at D = 1, 5, 10, and 25, from left to right, obtained by the Green-
function theory (solid) in comparison with the ED data (◦) of Ref. [72] for N = 8
(a) and N = 12 (b). In the insets on the left-hand side, for D = 0.1 the Green-
function results for N →∞ (solid) and N = 8 (dashed) are compared with the
ED data for N = 8 (Ref. [72]). In the inset on the right-hand side of (a) the
position of the susceptibility maximum T χm vs D is depicted.
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dicular to the z direction. Consequently, at zero temperature χ+−0 (0) = 2/D
decreases with increasing D, and at intermediate temperatures χ+−0 (T ) exhibits
a maximum.
Considering the longitudinal susceptibility χzz0 [Fig. 3.6(b)], it shows qual-
itatively the same behavior as in the D = 0 limit; in particular, χzz0 diverges
as T → 0 indicating the ferromagnetic phase transition. For T & T0 the Curie
law χ+−0 = 2χ
zz
0 = 4/3T holds approximately, where, e.g., T0 = 2.5 (3) for
D = 0.1 (1) and S = 1.
3.3.3 Specific heat
In Figs. 3.7 and 3.8 the temperature dependence of the specific heat for the
S = 1 chain with D > 1 is presented. For D > D0 ' 7.4, two maxima at T
C
m1
and T Cm2 appear, whereas for D < D0 only one maximum exists. The Green-
function results for N →∞, agreeing with those for N = 12 within the accuracy
of drawing, are in a very good agreement with the ED data of Ref. [72]. Our
results for the maximum positions nearly agree with those of Blo¨te [70] obtained
by the ED of N = 7 chains with open boundary conditions and subsequent
extrapolations to N →∞. For example, for D = 1 (5) we get T C
m
= 0.57 (0.85),
as compared with T C
m
= 0.5 (1.0) in Ref. [70]; for D = 10 > D0 we obtain the
maximum temperatures T C
m1
= 0.85 and T C
m2
= 3.93 which are slightly larger
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Figure 3.7: Specific heat C for S = 1 vs T/D at D = 1, 5, 7.4, and 25, from right
to left, comparing the Green-function (solid) with the ED (◦, N = 12, Ref. [72])
results. The inset shows the positions of the maxima T C
m
in the temperature
dependence of the specific heat as functions of D.
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Figure 3.8: Specific heat for S = 1 at D = 1 and D = 25 (inset) and its
dependence on the number of spins, where the Green-function results (line styles)
are compared with the ED data (circles, Ref. [72]).
than the values found in Ref. [70], T C
m1
= 0.79 and T C
m2
= 3.77. At D = D0 the
specific heat reveals a plateau within a small temperature region, 2.4 . T . 2.7
(cf. Fig. 3.7). Correspondingly, the dependence on D of the maximum position
exhibits a jump at D0, as seen in the inset of Fig. 3.7. For D > D0, following
the reasonings of Ref. [70] the upper maximum at T Cm2 may be interpreted as
Schottky anomaly due to the D term.
To analyze the finite-size effects on the specific heat for D > 1 and the
accuracy of the Green-function approach in dependence on the chain length N
and on D, in Fig. 3.8 the specific-heat curves for different values of N with
4 6 N 6 12 and for D = 1 and D = 25 (see inset) are plotted. As can be
seen, the deviation of the Green-function results from the corresponding ED
data decreases with increasing N and D. Corresponding to the agreement of the
Green-function theory for N = 12 and N → ∞ (see above) we argue that the
ED results for N = 12 are representative for the behavior in the thermodynamic
limit. Comparing the curves for D = 1 and D = 25, the finite-size effects are
seen to decrease with increasing D. Moreover, they are found to decrease with
increasing temperature which is not shown in Fig. 3.8, where, e.g. for D = 25,
only the low-temperature maximum is depicted (cf. Fig. 3.7).
At small anisotropies, the specific heat calculated by the Green-function
theory for N = 4 and for N → ∞ exhibits an additional maximum at low-
temperatures. For example, for D = 0.1, the low-temperature maximum ap-
pears at T Cm1 = 0.05 and T
C
m1
= 0.08 for N = 4 and N → ∞, respectively. The
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ED data calculated with periodic boundary conditions [72] for N = 4 yield a
low-temperature maximum at T Cm1 = 0.05, which vanishes for N = 12. In view
of the ED data, the appearance of the low-temperature maximum in the Green-
function theory for N → ∞ may be considered as an artefact of the theory for
small anisotropies.
3.3.4 Comparison to experiments
Finally, let us compare the results of the Green-function theory with some ex-
periments on Ni complexes [71] and derive predictions for quantities not yet
measured. In Fig. 3.9 the specific heat of the di-bromo Ni complexes NiBr2L2
with L=pyrazole (pz, N2C3H4) and L=pyridine (py, NC5H5) is depicted. Those
compounds can be considered as weakly antiferromagnetically coupled ferromag-
netic chains with a large easy-axis single-ion anisotropy [71]. The small values of
the Nee´l temperatures TN indicated in Fig. 3.9 reflect the pronounced quasi-1D
behavior. The anomaly of the specific heat at TN cannot be described by our the-
ory for a purely 1D system. For NiBr2 ·2py [Fig. 3.9(a)], this anomaly masks the
low-temperature maximum at T C
m1
. At sufficiently high temperatures T > TN
the systems exhibit 1D behavior, and the theory may be compared with experi-
ments. For NiBr2 · 2py (2pz) the fit to the specific heat data yields J = 0.4meV
(0.48meV) and D = 3meV (2.7meV) so that D/J = 7.5 (5.6), where the first
ratio slightly exceeds D0/J . Note that those values nearly agree with the find-
ings of Ref. [71]. Using the fit values for J and D we calculate the temperature
dependence of the transverse magnetic susceptibility χ+−m = 4µ2BNAχ
+−
0 (NA is
the Avogadro constant). The results (see insets of Fig. 3.9) show a maximum of
χ+−
m
(T ) at T χm > TN , where T
χ
m = 3.53K (6.25K) for 2py (2pz), which should be
confirmed experimentally.
Furthermore, in Fig. 3.10 we show the spin-wave spectrum and the correlation
length (inset) calculated for the J and D values given above. Those results may
be verified by neutron scattering experiments on single crystals. As disscussed in
Sec. A, spin-waves in the paramagnetic phase may be observed, if q  (ξzz)−1.
For example, at T = 5K this condition may be fullfilled for NiBr2 · 2py (2pz)
with (ξzz)−1 = 0.47 (0.16). At T = 10K we have (ξzz)−1 = 1.16 (0.74) for the
2py (2pz) complex, so that only Brillouin-zone boundary magnons in NiBr2 · 2pz
may be observable.
59
CHAPTER 3. S > 1 FERROMAGNETIC HEISENBERG CHAINS WITH
EASY-AXIS SINGLE-ION ANISOTROPY
0 5 10 15 20 25
T [K]
0
1
2
3
4
5
6
C 
[J/
mo
l K
]
TN=3.35K
0 5 10 15 20
T [K]
0
1
2
3
4
5
6
C 
[J/
mo
l K
]
TN=2.85K
(a)
0 5 10 15 20 25
T [K]
1.2
1.6
2.0
2.4
χ m+
-
[1
0-2
em
u
/m
ol
]
0 5 10 15 20 25
T [K]
1.2
1.4
1.6
1.8
χ m+
- [1
0-2
em
u
/m
ol
]
(b)
Figure 3.9: Specific heat C of the (a) Ni complexes NiBr2 · 2py and (b) NiBr2 ·
2pz, where the Green-function theory (solid) is fit to the experimental data
(, Ref. [71]). The insets show the predicted temperature dependences of the
transverse magnetic susceptibility χ+−m .
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Figure 3.10: Spin-wave spectra ω+−q for NiBr2·2py (solid) and NiBr2·2pz (dashed)
at T = 5K and 10K, from top to bottom, and inverse correlation length (ξzz)−1
(inset), as predicted by the Green-function theory (q and ξzz are given in units
of the lattice spacing.).
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Chapter 4
Layered Heisenberg magnets
with arbitrary spin
After in Chaps. 2 and 3 the effects of spin anisotropies were studied, in the fol-
lowing, we turn our attention to the investigation of spatially anisotropic models,
which describe layered magnets, such as the quasi-2D Heisenberg antiferromag-
net La2NiO4 with spin S = 1 (Ref. [29]) and the ferromagnet K2CuF4 with
S = 1/2 (Ref. [27]), and a defective graphene sheet [76].
For layered magnets only a sparse choice of exact numerical data exist. QMC
data are available for quasi-2D and spatially isotropic 3D antiferromagnets with
S = 1/2 (Refs. [77–79]) and S = 1 (Ref. [78]). Series-expansion (SE) results
exist for the 3D antiferromagnet with S = 1/2, 1, and 3/2 (Ref. [80]) and
for the 3D ferromagnet with S = 1/2 (Refs. [80] and [81]) and S = 1 and
3/2 (Ref. [80]). Therefore, analytical approaches which are capable to evalu-
ate the thermodynamics of layered ferro- and antiferromagnets with arbitrary
spin below and above the magnetic transition temperature TM [M = C,N ; TC
(TN ) denotes the Curie (Ne´el) temperature in the FM (AF) case] are desirable.
However, the mean-field spin-wave theories based on auxiliary-field representa-
tions (Schwinger-boson [82,83], Dyson-Maleev [84], and boson-fermion represen-
tations [85]) are valid only at sufficiently low temperatures and do not adequately
take into account the temperature dependence of magnetic short-range order
(SRO) in the paramagnetic phase. An essential improvement yields the second-
order Green-function technique, that we call, in the absence of spin anisotropies,
rotation-invariant Green-function method (RGM) [39, 41–44, 46, 48, 49], which
provides a good description of SRO and long-range order (LRO).
In this chapter the ferromagnetic and antiferromagnetic Heisenberg model
with arbitrary spin on a stacked square lattice is investigated by the RGM. The
thermodynamic properties (Curie temperature TC , Ne´el temperature TN , spe-
cific heat C, intralayer and interlayer correlation lengths) are calculated, where
the crossover from isotropic 2D to 3D behavior and the effect of spin quantum
number S are studied. Contrasting the FM with AF cases the role of quantum
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fluctuations is explored. The calculated thermodynamic quantities are compared
to available QMC, high-temperature SE or ED data. The results for the spe-
cific heat and the intralayer correlation length are related to experiments on the
S = 1 quasi-2D antiferromagnet La2NiO4.
4.1 Rotation-invariant Green-function theory
We consider the 3D spatially anisotropic Heisenberg model with arbitrary spin
S,
H =
J‖
2
∑
〈i,j〉xy
SiSj +
J⊥
2
∑
〈i,j〉z
SiSj (4.1)
[〈i, j〉xy and 〈i, j〉z denote nearest-neighbor (NN) sites in the xy plane and along
the z direction of a simple cubic lattice, respectively] with S2
i
= S(S+1). For the
layered ferromagnet (antiferromagnet) we have Jµ < 0 (Jµ > 0), where µ =‖, ⊥.
We suppose rotational symmetry in spin space, i.e., that 〈Sα
i
Sα
j
〉 is independent of
α = x, y, z and 〈Sz
i
〉 = 0. In this case the transverse spin correlation functions are
two times larger than the longitudinal correlation functions 〈S+
i
S
−
j
〉 = 2〈Sz
i
Sz
j
〉.
To evaluate the spin-correlation functions and the thermodynamic quantities,
we calculate the dynamic spin susceptibility χ+−q (ω) = −〈〈S+q ;S
−
−q〉〉ω [34] by
the RGM [39, 41–43]. Using the equations of motion up to the second step we
obtain ω2〈〈S+q ;S
−
−q〉〉ω = M˜q + 〈〈−S¨
+
q ;S
−
−q〉〉ω with M˜q =
〈[
[S+q ,H], S
−
−q
]〉
. For
the model (4.1) the moment M˜q is given by the exact expression
M˜q = −8J‖C100(1− γq)− 4J⊥C001(1− cos qz), (4.2)
where Cmnl ≡ CR = 〈S
+
0 S
−
R〉 = 2〈S
z
0S
z
R〉, R = mex + ney + lez, and γq =
1
2(cos qx + cos qy). The second derivative −S¨
+
q is approximated in the spirit
of the schemes employed in Refs. [39, 41–44, 48, 86]. That means, in −S¨+
i
we
decouple the products of three spin operators along NN sequences 〈i, j, l〉 as
S
+
i
S
+
j
S
−
l
= α1µ〈S
+
j
S
−
l
〉S+
i
+ α2µ〈S
+
i
S
−
l
〉S+
j
, (4.3)
where the vertex parameters α1µ and α2µ are attached to NN and further-distant
correlation functions, respectively, either within a layer (µ =‖) or between two
layers (µ =⊥). The products of three spin operators with two coinciding sites,
appearing for S > 1, are decoupled as in Sections 2.1 and 3.1.
S
+
i
S
−
j
S
+
j
= 〈S−
j
S
+
j
〉S+
i
+ λµ〈S
+
i
S
−
j
〉S+
j
, (4.4)
where the vertex parameter λµ is associated with the NN correlator in the layer
or between NN layers. We obtain −S¨+q = ω
2
qS
+
q and
χ
+−
q (ω) = −〈〈S
+
q ;S
−
−q〉〉ω =
M˜q
ω2q − ω
2
, (4.5)
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with
ω
2
q = (1 − γq){∆‖ + 16J
2
‖α1‖C100(1− γq)}
+(1− cos qz){∆⊥ + 4J2⊥α1⊥C001(1− cos qz)} (4.6)
+∆˜(1− γq)(1− cos qz),
∆‖ = 2J2‖ {S¯ + 2λ‖C100 + 2α2‖(2C110 + C200)− 10α1‖C100}
+ 8J‖J⊥(α2⊥C101 − α1‖C100), (4.7)
∆⊥ = J2⊥{S¯ + 2λ⊥C001 + 2α2⊥C002 − 6α1⊥C001}
+ 8J‖J⊥(α2⊥C101 − α1⊥C001), (4.8)
∆˜ = 8J‖J⊥(α1‖C100 + α1⊥C001), (4.9)
where S¯ = 43S(S + 1). From the Green function (4.5) the correlation functions
CR =
1
N
∑
q Cqe
iqR are determined by the spectral theorem [34],
Cq = 〈S
+
q S
−
−q〉 =
M˜q
2ωq
[1 + 2n(ωq)], (4.10)
where n(ω) = (eω/T −1)−1 is the Bose function. The NN correlators are directly
related to the internal energy u per site, u = 3J‖C100 + 32J⊥C001, from which the
specific heat C = du/dT may be calculated. Taking the on-site correlator CR=0
and using the operator identity S2
i
= S+
i
S
−
i
− Sz
i
+ (Sz
i
)2, we get the sum rule
1
N
∑
q
Cq =
2
3
S(S + 1). (4.11)
Let us consider the static spin susceptibility χq ≡ χq(ω = 0) with χq(ω) ≡
χzzq (ω) =
1
2χ
+−
q (ω), i.e., χq = M˜q/2ω
2
q. The lowest-order expansion of M˜q and
ω2q at q = 0 yields χq = [a(q
2
x + q
2
y)+ bq
2
z ]/[c(q
2
x + q
2
y)+ dq
2
z ], where a = −J‖C100,
b = −J⊥C001, c = ∆‖/4, and d = ∆⊥/2. Calculating the uniform static Kubo
susceptibility χ0 = limq→0 χq, the ratio of the anisotropic functions M˜q and ω
2
q
must be isotropic in the limit q → 0, i.e., limqx(y)→0 χq|qz=0 = limqz→0 χq|qx(y)=0.
That is, the condition a/c = b/d has to be fulfilled which reads as the isotropy
condition
χ
0
= −
4
∆‖
J‖C100 = −
2
∆⊥
J⊥C001. (4.12)
Note that such a condition was also employed in Refs. [86], [48], [44], and [49].
The phase with magnetic LRO at T 6 TM is described by the divergence of
the static susceptibility at the ordering vector q0, i.e., by χ
−1
q0
= 0, with q0 = 0
65
CHAPTER 4. LAYERED HEISENBERG MAGNETS WITH ARBITRARY
SPIN
and q0 = Q = (pi, pi, pi) in the FM and AF case, respectively. In this phase the
correlation function CR is written as [41, 43]
CR =
1
N
∑
q(6=q0)
Cqe
iqR + C˜eiq0R (4.13)
with Cq given by Eq. (4.10). The condensation part C˜ determines the magnetiza-
tion m that is defined in the spin-rotation-invariant form m2 = 32N
∑
R CRe
−iq0R
= 32 C˜. The LRO conditions for the ferromagnet and antiferromagnet read as
∆µ = 0 [cf. Eq. (4.12)] and ωQ = 0, respectively.
The magnetic correlation lengths above TM may be calculated by expanding
χq in the neighborhood of the vector q0 [41,43,46]. For the ferromagnet (q0 = 0),
the expansion yields χq = χ0 [1+ξ
2
‖(q
2
x
+q2
y
)+ξ2⊥q
2
z
]−1 with the squared intralayer
(µ =‖) and interlayer (µ =⊥) correlation lengths
ξ
2
µ
= |Jµ|α1µχ0 . (4.14)
For the antiferromagnet, the expansion around q0 = Q gives χq = χQ[1+ξ
2
‖(k
2
x+
k2y) + ξ
2
⊥k
2
z ]
−1 with k = q −Q and
ξ
2
‖ = −
1
4ω2Q
(∆‖ + 64J2‖α1‖C100 + 2∆˜)−
2J‖C100
MQ
, (4.15)
ξ
2
⊥ = −
1
2ω2Q
(∆⊥ + 16J2⊥α1⊥C001 + 2∆˜)−
2J⊥C001
MQ
. (4.16)
To evaluate the thermodynamic properties, the correlation functions CR and
the vertex parameters α1µ, α2µ, and λµ appearing in the spectrum ωq [Eqs. (4.6)-
(4.9)] as well as the condensation term C˜ in the LRO phase have to be deter-
mined. Besides Eqs. (4.10) and (4.13) for calculating the correlators, we have
the sum rule (4.11), the isotropy condition (4.12), and the LRO conditions for
determining the parameters; that is, we have more parameters than equations.
To obtain a closed system of self-consistency equations, we reduce the number
of parameters by reasonable simplifications that we have to specify for the FM
and AF cases.
(i) Ferromagnet : Considering the ground state (T = 0), we have the exact result
CR(0) =
2
3
SδR,0 +
2
3
S
2
, (4.17)
which can be reproduced by Eq. (4.13), CR(0) =
1
N
∑
q(6=0)[M˜q(0)/2ωq(0)]e
iqR+
C˜(0), if C˜(0) = 23S
2 and M˜q(0)/2ωq(0) =
2
3S. The equality M˜
2
q (0) =
16
9 S
2ω2q(0)
requires the equations α1µ(0) =
3
2 and ∆µ(0) = 0 (LRO condition, see above) or,
explicitly, J‖
(
1 + 1
S
+ λ‖ + 3α2‖ − 152
)
+2J⊥
(
α2⊥ − 32
)
= 0 and 4J‖
(
α2⊥ − 32
)
+
J⊥
(
1 + 1
S
+ λ⊥ + α2⊥ − 92
)
= 0. In the special case S = 1/2, in −S¨+
i
, products
66
4.1. ROTATION-INVARIANT GREEN-FUNCTION THEORY
of spin operators with two coinciding sites do not appear, which is equivalent to
setting λµ = 0. Then, the solution of the equations ∆µ(0) = 0 yields α2µ(0) =
3
2 , i.e., we have α2µ(0) = α1µ(0). We take this equality also for S > 1 and
get λµ(0) = 2 −
1
S
. To determine the parameters at finite temperatures, we
first consider the high-temperature limit, where all α parameters approach unity
[39, 41, 43], limT→∞ α1,2µ(T ) = 1, and the high-temperature series expansion
yields limT→∞ λµ(T ) ≡ λ∞ = 1− 3[4S(S +1)]−1 (compare to Sec. 3.2). Because
we have identical vertex parameters α2µ and α1µ as well as identical parameters
λ‖ and λ⊥ at T = 0 and for T → ∞, we put α2µ(T ) = α1µ(T ) ≡ αµ(T ) and
λ‖(T ) = λ⊥(T ) ≡ λ(T ) in the whole temperature region. Then, at T 6 TC we
have the four parameters α‖, α⊥, λ and C˜. For their determination, besides
the sum rule (4.11) and the LRO conditions, ∆‖ = 0 and ∆⊥ = 0, we need an
additional condition. Reasoning similarly as in Refs. [41, 43] for α parameters,
we consider the ratio
rλ(T ) ≡
λ(T )− λ∞
α‖(T )− 1
= rλ(0) (4.18)
as temperature independent. The assumption (4.18) slightly improoves, par-
ticularly in the high-temperature region, the temperature dependence of the λ
parameter with respect to λ(T ) = λ(0) = 2 − 1
S
and λ(T ) = 23
(
2− 1
S
)
α(T ),
which were used in Sec. 2.1 and Sec. 3.1, respectively. For T > TC (C˜ = 0) we
have ∆µ > 0, and the number of quantities and equations [Eqs. (4.11), (4.12),
(4.18)] is reduced by one.
(ii) Antiferromagnet: As revealed by previous studies of the 2D S = 1/2 an-
tiferromagnet [41, 43], contrary to the FM case, the introduction of the vertex
parameter α2 6= α1 appreciably improves the results as compared with the sim-
plification α2 = α1. We expect the same behavior also for the layered antiferro-
magnet. This can be understood as follows. In the LRO phase and paraphase
with AF SRO, the parameter α1µ is associated with NN correlators of negative
sign, whereas α2µ is connected with positive further-distant correlation func-
tions. Therefore, the difference in the sign of the correlators may be the reason
for the relevance of the difference between α1µ and α2µ. This is in contrast
to the FM case, where all correlators have a positive sign, and the equality
α2µ = α1µ is a good assumption. Accordingly, we put α2µ = α2 (cf. Ref. [48]),
and, as in the FM case, we take λµ = λ. To determine the five parameters
α1‖, α1⊥, α2, λ and C˜ at T = 0, we have the sum rule (4.11), the isotropy
condition (4.12), and the LRO condition ωQ = 0. As the two additional con-
ditions for fixing the free parameters, we assume λ(0) to be equal to the FM
value, i.e., λ(0) = 2 − 1
S
, and adjust the ground-state energy u(0) to the ex-
pression given by the linear spin-wave theory (LSWT), u(0) = uLSWT (0) =
−S(S + 1)(2J‖ + J⊥) + SN
∑
q
√
(2J‖ + J⊥)2 − (2J‖γq + J⊥ cos qz)2. At finite
temperatures, besides Eqs. (4.11) and (4.12), and ωQ = 0 (for T 6 TN ), we take
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Eq. (4.18) with α‖(T ) replaced by α1‖(T ) and the analogous condition [48]
rα(T ) ≡
α2(T )− 1
α1‖(T )− 1
= rα(0). (4.19)
4.2 Results
As described in Sec. 4.1, the quantities of the RGM determining the thermo-
dynamic properties have to be numerically calculated as solutions of a coupled
system of nonlinear algebraic self-consistency equations. For example, consider-
ing the antiferromagnet at T 6 TN , we have 11 equations for C100, C001, C110,
C200, C101, C002 [appearing in Eqs. (4.6)-(4.9) and calculated by Eq. (4.13)], α1‖,
α1⊥, α2, λ and C˜.
4.2.1 Two-dimensional S > 1 magnets
To test the quality of the approximations made in the RGM, in particular the
assumptions about the vertex parameters introduced in the decouplings (4.3)
and (4.4), we consider some correlation functions and thermodynamic properties
of 2D S > 1 magnets in comparison with ED and QMC data. To provide a better
comparison of the RGM with ED results, we apply the RGM also to finite systems
with periodic boundary conditions. In Table 4.1 several ground-state correlation
functions of the 2D antiferromagnet obtained by the RGM in the thermodynamic
limit and for a N = 4×4 square lattice together with the ED results (N = 4×4)
of Ref. [87] are presented. Determining the parameters (see Sec. 4.1) for the
finite system with N = 16, as an input we take the ground-state energy in the
LSWT that is also evaluated for N = 16. Let us consider the NN correlator
C10(0) determining the ground-state energy u(0) = 3J‖C10. The LSWT and
ED results are in a good agreement (for S = 2 they differ by only 0.1%). This
Table 4.1: Correlation functions CR of the 2D antiferromagnet at T = 0, as
obtained by the RGM in the thermodynamic limit and for a finite system with
N = 16, denoted by RGM16, in comparison with the ED data for N = 16
(Ref. [87]).
S = 1 S = 3/2 S = 2
~R RGM RGM16 ED RGM RGM16 ED RGM RGM16 ED
(1,0) -0.7720 -0.7947 -0.7980 -1.6579 -1.6920 -1.6954 -2.8773 -2.9227 -2.9261
(1,1) 0.5985 0.6156 0.6169 1.3977 1.4230 1.4242 2.5303 2.5638 2.5650
(2,1) -0.5406 -0.6032 -0.6029 -1.3109 -1.4040 -1.4035 -2.4146 -2.5383 -2.5376
(2,2) 0.5077 0.5649 0.5689 1.2616 1.3462 1.3503 2.3488 2.4611 2.4651
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Figure 4.1: 2D S = 1 ferromagnet: NN correlation function C10, uniform static
susceptibility χ0 (upper inset), and specific heat C (lower inset) as functions
of T˜ = T/[|J‖|S(S + 1)], where the results of the RGM in the thermodynamic
limit (solid lines) and for N = 8 (dashed lines) are compared to the ED data (◦,
N = 8, Ref. [87]).
provides some justification for using the LSWT data for u(0) as an input also in
the 3D AF case. Note that the LSWT input is of advantage as compared with
the choice made in Ref. [48], where u(0) is composed approximately from 1D
and 2D energy contributions which is justified for J⊥/J‖  1 only. The further-
distant correlators listed in Table 4.1 and calculated by the RGM for N = 16
agree remarkably well (with an average deviation of 0.2%) with the ED results
(Ref. [87]).
Considering the 2D S = 1 ferromagnet, in Fig. 4.1 the temperature depen-
dence of C10, χ0 , and C is plotted. For the finite lattice with N = 8, a very good
agreement of the RGM and ED data of Ref. [87] is found. The comparison with
the RGM results for N →∞ demonstrates the finite-size effects.
Next, we consider the 2D antiferromagnet at finite temperatures. Since the
case S = 1/2 was intensively studied by the RGM in previous work [39,41,43,86],
we compare our results for S = 1 with available QMC data [88]. As can be
seen in Fig. 4.2, we obtain a surprisingly good agreement of the RGM with the
QMC results (note that the QMC data for the correlation length agree with the
SE results of Ref. [89]). This agreement is much better than for the S = 1/2
antiferromagnet [39, 41, 43]. Correspondingly, for S = 1 we can give a rather
reliable value for the zero-temperature susceptibility, χ(0) = 0.07197.
As outlined in Sec. 4.1, in our approach more vertex parameters are intro-
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Figure 4.2: 2D S = 1 antiferromagnet: Correlation length ξ, uniform static
susceptibility χ (upper inset), and staggered structure factor C zzQ =
1
2CQ (lower
inset) as functions of T˜ = T/[J‖S(S + 1)], where the RGM results (solid lines)
are compared to the QMC data of Ref. [88] (•). For comparison, the results
of a simplified version of the RGM with λ(T ) = λ(0) (see text) are depicted
(dot-dashed lines).
duced as independent equations for them can be provided by the RGM. There-
fore, we have to formulate appropriate additional conditions for their determina-
tion. Let us discuss, in comparison to the choice fixed in Sec. 4.1, two alternate
choices of the parameters α2 and λ for the 2D S = 1 antiferromagnet (in two
dimensions we omit the index µ =‖, e.g., α1,2‖ = α1,2), which are analogous to
the choices made previously for the S = 1/2 antiferromagnet [39, 41, 43], and
the S > 1 ferromagnet [42]. (i) If we choose α2 = α1, the parameter λ(0) can
be calculated (note that α2 and λ only appear in the combination given by ∆)
and used in Eq. (4.18). Then, we find the finite-temperature results to be not in
such a good agreement with the QMC data as the results obtained by the pa-
rameter choice with α2 6= α1. This corresponds to the findings for the S = 1/2
antiferromagnet [41,43] and may be understood as explained in Sec. 4.1. There-
fore, we discard the choice α2 = α1. (ii) If we adopt α2 6= α1, but neglect the
temperature dependence of λ, i.e., λ(T ) = λ(0) = 2− 1
S
(as was assumed for the
FM case in Ref. [42]), the results appreciably deviate from the QMC data, as
is demonstrated in Fig. 4.2 (dot-dashed lines). This gives strong arguments for
taking into account the decrease of λ(T ) with increasing temperature [e.g., for
S = 1, we have λ(0) = 1 and λ∞ = 0.625] and for our choice of the parameters
for the antiferromagnet outlined on Sec. 4.1. Note that for the S = 1 ferromag-
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net, where α2 = α1, the results shown in Fig. 4.1 only slightly improve those
obtained by the assumption λ(T ) = λ(0).
4.2.2 Transition temperatures
An important problem in the study of layered ferromagnets and antiferromagnets
is the calculation of the transition temperature TM (M = C,N) as a function
of the interlayer coupling J⊥ and of the spin quantum number S. From the
experimental side, the knowledge of the dependence TM (R,S) with R = J⊥/J‖
is useful to estimate the interlayer exchange coupling from measurements of
TM . To test the quality of analytical approaches, the precise results of numerical
methods, such as the QMC [78] and SE data [80], should be used as benchmarks.
Considering the 3D isotropic model (R = 1), we have the inequality [80] TN >
TC . Moreover, T˜M ≡ TM/[|J‖|S(S + 1)] is found to increase with increasing
values of S [78, 80]. Considering, for example, the RPA, those results are not
reproduced, instead we have T˜RPA
N
= T˜RPA
C
, where T˜RPA
M
is independent of S [90].
For layered magnets with R < 1, QMC and SE data in the FM case are still
missing, so that there are no precise statements about the relation between TN
and TC as function of the interlayer coupling. With respect to the agreement
with the QMC and SE data, our approach represents an important improvement
as compared, e.g., to the RPA, which is outlined in the following.
For the 3D ferro- and antiferromagnets, the solution of the RGM self-consis-
tency equations yields the magnetization m(T ) with m(TM ) = 0 at the second-
order phase transition temperature TM , where limJ⊥→0 TM = 0 is in agreement
with the Mermin-Wagner theorem [91]. In Fig. 4.3 and Table 4.2 our results for
T˜M as functions of R and S are presented, where in Fig. 4.3 the Ne´el temperature
T˜N is compared with the QMC data of Ref. [78] and other approaches. For the
S = 1 antiferromagnet we get a very good agreement with the QMC results, as
was also found for the 2D model (see Fig. 4.2). Remarkably, the RPA results
for both the S = 1 (Ref. [90]) and S = 1/2 models [90, 92] are in a rather good
agreement with the QMC data. Considering the case S = 1/2 (inset of Fig. 4.3)
and R < 0.04, we ascribe the reduction of TN found by the RGM as compared
to the RPA and the mean-field approaches of Refs. [82] and [84] to an improved
description of strong AF quantum fluctuations at low temperatures counteracting
the formation of LRO. For further comparison, the Ne´el temperature given very
recently [83] by the interlayer mean-field approach within the Schwinger-boson
mean-field theory is depicted for S = 1/2. The marked difference to the other
curves (also found for S = 1) might be due to the asymmetry between intralayer
and interlayer correlations introduced in this approach.
Next we consider the transition temperatures T˜M for arbitrary values of S.
The RGM yields T˜C(S) 6= T˜N (S), as can be seen in Table 4.2, which is in accord
with the QMC and SE data, but in contrast to the RPA result (see above). In
passing to the classical limit S →∞ we find limS→∞ T˜M = T˜RPAM for all values
of R. This may be understood as follows. The RGM is a second-order theory
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Figure 4.3: Ne´el temperature T˜N = TN/[J‖S(S + 1)] as a function of the in-
terlayer coupling R = J⊥/J‖. The results of the RGM (solid lines) and of the
empirical formula (4.20) (dashed lines) are compared to the the RPA (dotted
lines, Ref. [90]), QMC data (•, Ref. [78]), and, for S = 1/2 (inset), with the
mean-field theories of Refs. [82] (), [84] (dot-dashed line), and [83] (dot-dot
dashed line).
that goes one step beyond the RPA and, therefore, provides a better description
of quantum fluctuations. Their vanishing for S → ∞ may be reflected in the
equality of the transition temperatures.
We compare our results for the 3D isotropic model (R = 1) with the SE
[80] and QMC data [78] for different spins. For the ferromagnet, the Curie
temperatures T˜C deviate from the SE values [80], T˜C = 1.119 (1.2994, 1.37) for
S = 12 , (1,
3
2), by 10% (0.5%, 4%). For the antiferromagnet, the deviations
of the Ne´el temperatures T˜N from the SE values [80] [agreeing with the QMC
values for S = 1/2 and S = 1 (Ref. [78])], T˜N = 1.259 (1.3676, 1.404) for
S = 12 , (1,
3
2), amount to 14%, (0.6%, 4%). From the experimental point of
view, for the fit of exchange coupling parameters, deviations in the magnitude
of transition temperatures of up to about 10% are considered as a reasonable
accuracy. In both the FM and AF cases the RGM yields the best values of T˜M
for S = 1. For any spin, we get the correct relation TN > TC , where the ratio
Q = TN/TC = 1.17 (1.05, 1.02) for S =
1
2 , (1,
3
2) agrees well with the SE values
Q = 1.13 (1.05, 1.03). That means, concerning the difference between TN and
TC , the RGM yields good results for all values of S. Considering the dependences
T˜M (S), the increase of T˜C with increasing S is in qualitative agreement with the
SE data. For the antiferromagnet, T˜N decreases with increasing S being opposite
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Table 4.2: Transition temperatures T˜M = TM/[|J‖|S(S + 1)] of the ferromagnet
(T˜C) and antiferromagnet (T˜N ) calculated by the RGM for different spins S and
interlayer couplings J⊥/J‖.
Ferromagnet Antiferromagnet
J⊥/J|| S = 1/2 S = 1 S = 3/2 S = 1/2 S = 1 S = 3/2 S = ∞
0.0001 0.2457 0.3243 0.3542 0.1589 0.3393 0.3681 0.3305
0.0005 0.2928 0.3758 0.4041 0.2150 0.4014 0.4170 0.3785
0.001 0.3184 0.4027 0.4298 0.2498 0.4331 0.4421 0.4039
0.005 0.3961 0.4803 0.5035 0.3694 0.5195 0.5133 0.4784
0.01 0.4403 0.5226 0.5436 0.4430 0.5640 0.5521 0.5200
0.02 0.4935 0.5725 0.5911 0.5311 0.6150 0.5986 0.5698
0.05 0.5826 0.6552 0.6706 0.6681 0.6979 0.6776 0.6538
0.1 0.6699 0.7368 0.7503 0.7870 0.7800 0.7583 0.7378
0.5 0.9953 1.0571 1.0694 1.1655 1.1121 1.0884 1.0667
1.0 1.2346 1.3063 1.3208 1.4382 1.3762 1.3478 1.3189
to the behavior of the SE [80] and QMC data [78]. This is connected with the
inequality T˜N (S =
1
2 ) > limS→∞ T˜N = 1.3189, whereas the QMC data [78, 93]
yield T˜N (S =
1
2) < T˜N (S = ∞) = 1.443 [note that in the classical Heisenberg
model [93] the spins are taken of unit length, and the exchange interaction J cl
is related to J ≡ J⊥ = J‖ by Jcl = JS(S + 1)].
Let us consider the anisotropic magnets (R < 1). For S = 1/2 and R < 0.01
we find TN < TC , and for R > 0.01 we have TN > TC . In the cases S = 1 and
S = 3/2 we get TN > TC for all values of R. The peculiarity in the relation
between TN and TC for S = 1/2 may be explained by the presence of strong AF
quantum fluctuations at low temperatures which may suppress the AF LRO.
For the discussion of experimental data it is convenient to use an analytical
expression for TM (R,S). Our RGM results for the dependence of T˜M on R may
be well fitted by the empirical formula proposed in Ref. [78],
T˜M =
A
B − ln(J⊥/J‖)
, (4.20)
where the values of A and B are listed in Table 4.3. The concrete values of the
coefficients slightly depend on the choice of data points used for the fit. Since TM
reveals the strongest increase with R for R  1, in this region we take points
lying more dense than for moderate interlayer couplings. The values given in
Table 4.3 are obtained by choosing points within the interval R = 10−4 to 10−2
and R = 10−2 to 1 in steps of ∆R = 10−4 and ∆R = 10−2, respectively. Then,
a good fit in the whole R region can be achieved in all cases, except for the
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Table 4.3: Coefficients of the empirical law [Eq. (4.20)] for the transition tem-
peratures of the ferro- and antiferromagnet.
Ferromagnet Antiferromagnet
S = 1/2 S = 1 S = 3/2 S = 1/2 S = 1 S = 3/2 S = ∞
A 3.15 4.00 4.27 1.95 4.36 4.34 3.96
B 2.50 3.08 3.27 0.01 3.21 3.27 3.01
S = 1/2 antiferromagnet, where a reasonable fit by Eq. (4.20) is obtained for
R 6 0.1 (see Fig. 4.3).
4.2.3 Specific heat
The temperature dependence of the specific heat C is characterized by a cusp-
like singularity at the transition temperature TM determined by J⊥ and, for
sufficiently low interlayer couplings, by a broad maximum above TM that is
mainly determined by J‖. For the 3D isotropic magnets, C is plotted in Fig. 4.4.
Considering the S = 1/2 ferromagnet (see inset), above TC we obtain an excellent
agreement with the SE data of Ref. [81]. For the S = 1/2 antiferromagnet, the
0 0.5 1 1.5 2
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Figure 4.4: Specific heat C of the isotropic antiferromagnet (J⊥ = J‖) with
S = 1/2, 1, 2, and 5, from bottom to top, obtained by the RGM in comparison
to the QMC data for S = 1/2 (•, Ref. [79]). The inset displays C for the isotropic
S = 1/2 ferromagnet, compared to the SE results of Ref. [81] ().
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Figure 4.5: Specific heat C of the ferromagnet with S = 1/2 and S = 1 (inset)
for J⊥/J‖ = 0.01 (solid lines), with S = 1/2 for J⊥/J‖ = 0.025 (dot-dot dashed
line) and 0.035 (dotted line), and with S = 1 for J⊥/J‖ = 0.015 (dashed line)
and 0.02 (dot-dashed line).
agreement of the RGM with the QMC results [79] is very good at temperatures
sufficiently below and above TN , whereas near TN the height of the cusp is
underestimated. Considering the S dependence of C in the LRO phase, with
increasing S the slope of the C curves near TN decreases, and the cusp develops
to a kink (see Fig. 4.4). The analogous tendency is found in the FM case. This
behavior may be considered as a deficiency of the RGM, because in the classical
Heisenberg model (S → ∞) the QMC data of Ref. [94] yield evidence for a
cusplike structure of C at TM .
Next we consider the specific heat of quasi-2D magnets. In the ferromagnet
a broad maximum, in addition to the phase-transition singularity, appears at
R < 0.035 (R 6 0.015) for S = 1/2 (S = 1), as can be seen in Fig. 4.5. The
analogous behavior is found for the antiferromagnet, as shown in Fig. 4.6. Here,
the broad maximum occurs at R < 2−3 (R 6 0.015) for S = 1/2 (S=1), which
agrees with the S = 1/2 QMC data of Ref. [77]. As for the isotropic S = 1/2
antiferromagnet (cf. Fig. 4.4), the RGM agrees well with the QMC results at low
and high temperatures. Again, the height of the cusp is underestimated, where
the relative deviation of C(TN ) from the QMC values increases with decreasing
R.
Specific heat data for the quasi-2D S = 1/2 antiferromagnet Zn2VO(PO4)2
were recently presented [28]. Taking TN = 3.75K and J‖ = 7.41K from Ref. [28],
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Figure 4.6: Specific heat of the S = 1/2 antiferromagnet obtained by the RGM in
comparison to the QMC data of Ref. [77] (filled symbols) for J⊥/J‖ = 2−1 (solid
line, •), 2−2 (dashed line, I), and 2−3 (dot-dashed line, ). The inset shows C
of the S = 1 antiferromagnet for J⊥/J‖ = 0.01 (solid line), 0.015 (dashed line),
and 0.02 (dot-dashed line).
by Eq. (4.20) and Table 4.3 we get R = 5.8× 10−2. Calculating the specific heat
we obtain a broad maximum at Tm = 5.9K with C(Tm) = 0.45 which corresponds
to the measured broad hump at Th = 4.5K with the height C(Th) = 0.45 agreeing
with the theoretical value of C(Tm). At TN , the experiment shows a pronounced
cusp with C(TN ) ' 0.6. As discussed above (see Fig. 4.6), this feature cannot be
reproduced by the RGM, instead we get a small spike at TN with C(TN ) ' 0.3.
4.2.4 Correlation length
The intralayer and interlayer correlation lengths ξµ, (µ =‖,⊥) for R 6= 0 diverge
as T approaches TM from above. In the vicinity of TM , ξ
−1
‖ and ξ
−1
⊥ behave
as T − TM (corresponding to the critical index ν = 1) also found by previous
mean-field approaches [84,85]. This can be seen in Fig. 4.7 that shows ξ−1
µ
versus
T˜ = T/[|J‖|S(S + 1)] of the S = 1/2 and S = 1 ferromagnet. The curves for
the antiferromagnet look similar. At fixed R < 1 and S we have ξ⊥ < ξ‖ which
corresponds to the weaker interlayer as compared to the intralayer correlations.
Considering the S dependence of ξµ for the ferromagnet, we have T˜C(S = 1/2) <
T˜C(S = 1) (see Fig. 4.7 and Sec. 4.2.2) which implies, at fixed T˜ > T˜C and R,
the inequality ξµ(S = 1/2) < ξµ(S = 1). Note that recently, an analogous S
dependence for the lonitudinal correlation length ξzz of the 2D ferromagnet in a
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Figure 4.7: Inverse correlation lengths within (ξ−1‖ ) and between the xy planes
(ξ−1⊥ , see inset) versus T˜ = T/[|J‖|S(S + 1)] of the ferromagnet with S = 1/2
(solid lines) and S = 1 (dashed lines) for J⊥/J‖ = 0.001, 0.1, and 1, from left to
right.
small magnetic field was found, also by QMC [55], i.e., ξzz(S = 1/2) < ξzz(S = 1)
at fixed T˜ .
Comparison to experiments
Let us compare our results for the intralayer correlation length ξ‖ with the
neutron-scattering data on the S = 1 quasi-2D antiferromagnet La2NiO4 [29].
Taking TN = 327.5K and J‖ = 28.7meV from Ref. [29], by Eq. (4.20) and Table
4.3 we obtain R = 3.5 × 10−3. In Fig. 4.8 the experimental data are plotted
in comparison to the QMC data for R = 0 (Ref. [88]) and the RGM results for
R = 0 and R = 3.5 × 10−3, where a satisfactory overall agreement with experi-
ments is found. At fixed temperature, the correlation length for R > 0 is larger
than for R = 0, because ξ‖ diverges at TN . To explain the neutron-scattering
experiments, in Ref. [29] a small Ising anisotropy in the strictly 2D model was
considered which leads to in a finite transition temperature somewhat below
TN . Such an easy-axis anisotropy was also discussed in Ref. [95] to explain the
experiments. However, as was shown in Ref. [88], the experimental data with
ξexp < ξQMC (see Fig. 4.8) are incompatible with the QMC results obtained for
the 2D model with a small Ising anisotropy, since it even enhances the corre-
lation length at low temperature. In our approach, the finite value of TN is
ascribed entirely to the interlayer coupling which gives ξ > ξQMC. To improve
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Figure 4.8: Antiferromagnetic intralayer correlation length in La2NiO4 obtained
by the neutron-scattering experiments of Ref. [29] (◦) compared to the QMC
data for J⊥ = 0 (•, Ref. [88]) and the RGM results for J⊥ = 0 (solid line) and
J⊥/J‖ = 3.5× 10−3 (dashed line).
the agreement with experiments, let us point out, that in our calculations a sim-
ple cubic lattice was taken, whereas in the orthorhombic structure of La2NiO4
the interlayer coupling is frustrated. As was shown in Ref. [46], in the J1 − J2
model, frustration may appreciably reduce the correlation length. The influence
of frustration on the transition temperature and correlation length of quasi-2D
Heisenberg magnets will be left for further study.
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Summary
In this work a second-order Green-function theory, which goes one step beyond
the RPA, was developed for anisotropic Heisenberg magnets with arbitrary spin.
The theory allows for the calculation of both transverse and longitudinal corre-
lation functions and provides an improved description of magnetic short-range
order and of the thermodynamics.
In Chapter 2, the 1D and 2D Heisenberg ferromagnets with arbitrary spin
in a magnetic field were investigated. The results turned out to be in good
agreement with results of exact approaches, in particular for the ferromagnetic
quantum spin chains. Stimulated by recent disscussions we analyzed the field
dependence of the maximum in the temperature dependence of the magnetic
susceptibility over a broad field region. We found power laws for the position
and height of the susceptibility maximum which are shown not to be related
to the predictions of Landau’s theory. The transverse and longitudinal correla-
tion lengths were shown to have qualitatively different temperature dependences.
Depending on spin, field, and dimension, the longitudinal correlation length ξ zz
reveals an unexpected anomaly: with increasing temperature, ξzz exhibits a min-
imum followed by a maximum. By a detailed investigation of the specific heat
of the Heisenberg chain with arbitrary spin, two maxima in its temperature de-
pendence at low magnetic fields were detected for S = 1/2 and S = 1. The
field dependences of the position and height of the low-temperature maximum
obey power laws. For S > 1, as in the 2D case, only one maximum appears.
The existence of two specific-heat maxima was identified as a distinctive quan-
tum effect. The theory was compared with magnetization experiments on the
1D copper salt TMCuC, and predictions for the temperature dependence of the
specific heat, in particular for the occurrence of two maxima, were made which
should be measurable experimentally.
In Chapter 3, the S > 1 ferromagnetic Heisenberg chains with an easy-
axis on-site anisotropy were considered. To investigate the spin-wave picture
in the paramagnetic phase, the magnon spectrum and the correlation length
were calculated. The thermodynamic properties (longitudinal and transverse
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susceptibilities, specific heat) at arbitrary temperatures were found to be in
good agreement with the exact results for finite chains. In the temperature
dependence of the specific heat two maxima for large and small enough values
of D/J were found. The Green-function theory was compared with specific
heat experiments on dibromo-pyrazole/pyridine Ni complexes, and predictions
for the spin-wave spectrum, the correlation length, and the maximum in the
temperature dependence of the transverse magnetic susceptibility were made.
In Chapter 4, the thermodynamics of layered Heisenberg magnets with ar-
bitrary spin S was systematically investigated by the spin-rotation-invariant
Green-function method. The main focus was put on the calculation of the Curie
temperature TC and the Ne´el temperature TN in dependence on the interlayer
coupling J⊥ and the spin quantum number. From the numerical data simple
empirical formulas for TC,N (J⊥) were obtained. A good agreement of our re-
sults, in particular on the relation between TC and TN , with available quantum
Monte Carlo and series-expansion data was found. The comparison to experi-
ments on the quasi-2D antiferromagnets Zn2VO(PO4)2 and La2NiO4 yielded a
reasonable agreement. From our results we conclude that the application of the
second-order Green-function approach to extended layered Heisenberg models
(frustration, anisotropy in spin space) may be promising to describe the uncon-
ventional magnetic properties of real low-dimensional quantum spin systems.
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Decouplings
A.1 Decoupling of −S¨+i
In Chap. 2 the Green functions 〈〈S+q ;S
(n)−
−q 〉〉ω and 〈〈iS˙
+
q ;S
(n)−
−q 〉〉ω are calculated
within a second order theory. In the equation of motion for 〈〈iS˙+q ;S
(n)−
−q 〉〉ω
[Eq. (2.3)] the higher Green function 〈〈−S¨+q ;S
(n)−
−q 〉〉ω appears. In order to break
the chain of equations, 〈〈−S¨+q ;S
(n)−
−q 〉〉ω is approximated in such a way, that
it can be written in terms of the original Green functions 〈〈S+q ;S
(n)−
−q 〉〉ω and
〈〈iS˙+q ;S
(n)−
−q 〉〉ω . For this purpose, the products of three spin operators in the
site representation of the second derivative −S¨+
i
are decoupled and expressed in
terms of one spin operator. Starting from the calculation of the first and the
second derivatives, iS˙+
i
and −S¨+
i
, in the following, the details of the decoupling
procedure are described.
For sake of simplicity, the Hamiltonian (2.1) is split into the exchange (HJ)
and field (Hh) parts, H = HJ +Hh. The exchange term is expressed by the spin
raising and lowering operators, S+
k
= Sx
k
+ iSy
k
and S−
k
= Sx
k
− iSy
k
, respectively,
as
HJ = −
1
2
∑
〈k,l〉
JklSkSl = −
1
2
∑
〈k,l〉
Jkl
[
1
2
(S+
k
S
−
l
+ S−
k
S
+
l
) + Sz
k
S
z
l
]
, (A.1)
while the field term is given by
Hh = −h
∑
k
S
z
k
. (A.2)
Using the commutation relations for the spin operators, [S+
i
, S
−
j
] = 2Sz
i
δi,j and
[Sz
i
, S
±
j
] = ±S±
i
δi,j (δi,j is the Kronecker symbol, and we set ~ = 1), the first
derivative is calculated as iS˙+
i
= [S+
i
,H] = (iS˙+
i
)J + (iS˙
+
i
)h, where we get
(iS˙+
i
)J = [S
+
i
,HJ ] =
1
2
∑
j
Jij(S
z
j S
+
i
− S+
j
S
z
i ) +
1
2
∑
j
Jij(S
+
i
S
z
j − S
z
i S
+
j
) (A.3)
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and
(iS˙+
i
)h = [S
+
i
,Hh] = hS
+
i
. (A.4)
Because the spin operators belonging to different lattice sites commute, Eq. (A.3)
could be written in the form (iS˙+
i
)J =
∑
j
Jij(S
z
j
S
+
i
− S+
j
Sz
i
). However, for a
reason which will be clarified later, it is important to leave Eq. (A.3) in its
original form. The second derivative can be decomposed into four terms,
−S¨+
i
= [iS˙+
i
,H] = (−S¨+
i
)JJ + (−S¨
+
i
)Jh + (−S¨
+
i
)hJ + (−S¨
+
i
)hh (A.5)
with
(−S¨+
i
)JJ = [(iS˙
+
i
)J ,HJ ], (A.6)
(−S¨+
i
)Jh = [(iS˙
+
i
)J ,Hh] =
=
h
2
∑
j
Jij(S
z
j
S
+
i
− S+
j
S
z
i
) +
h
2
∑
j
Jij(S
+
i
S
z
j
− Sz
i
S
+
j
)
= h(iS˙+
i
)J = h(iS˙
+
i
)− h(iS˙+
i
)h = h(iS˙
+
i
)− h2S+
i
, (A.7)
(−S¨+
i
)hJ = [(iS˙
+
i
)h,HJ ] = h(iS˙
+
i
)J , (A.8)
(−S¨+
i
)hh = [(iS˙
+
i
)h,Hh] = h(iS˙
+
i
)h. (A.9)
From Eqs. (A.5)-(A.7) and (−S¨+
i
)hJ + (−S¨
+
i
)hh = h(iS˙
+
i
), which follows from
Eqs. (A.8) and (A.9), we obtain
−S¨+
i
= (−S¨+
i
)JJ − h
2
S
+
i
+ 2hiS˙+
i
. (A.10)
Using Eqs. (A.1), (A.3), and (A.6), and the commutation relations for the spin
operators, in the following, the exchange-exchange term (−S¨+
i
)JJ will be calcu-
lated. It consists of twelve terms (−S¨+
i
)JJ =
∑12
p=1 T
+−
i,p
, where
T
+−
i,1 = −
1
8
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∑
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JijJkl[S
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The products of three operators in T +−
i,p
will be approximated in such a way
that only one operator remains. Thereby, terms with two coinciding lattice
sites and terms with three different site indices will be decoupled in different
ways. Therefore, before decoupling, it is useful to write these terms separately,
i.e., T +−
i,p
= T
(0)+−
i,p
+ T¯+−
i,p
where T
(0)+−
i,p
and T¯+−
i,p
contain only products of
spin operators which belong to two and three different lattice sites, respectively.
Because the spin operators belonging to the same lattice site do not commute,
we have to take care about writing them in the same order as they appear in the
products. We obtain six different terms with coinciding site indices,
T
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since we have
T
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(0)+−
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For the terms with three different site indices the equalities
T¯
+−
i,1 = T¯
+−
i,2 = T¯
+−
i,7 = T¯
+−
i,8 , T¯
+−
i,3 = T¯
+−
i,9 ,
T¯
+−
i,4 = T¯
+−
i,5 = T¯
+−
i,10 = T¯
+−
i,11 , T¯
+−
i,6 = T¯
+−
i,12
(A.30)
hold, where
T¯
+−
i,1 = −
1
4
∑
j,k(6=j)
JijJikS
z
i
S
z
j
S
+
k
+
1
8
∑
j,k(6=i)
JijJjk(S
+
i
S
−
j
S
+
k
− S+
i
S
+
j
S
−
k
), (A.31)
T¯
+−
i,3 =
1
2
∑
j,k(6=j)
JijJikS
+
i
S
z
j
S
z
k
, (A.32)
84
A.1. DECOUPLING OF −S¨+
i
T¯
+−
i,4 =
1
4
∑
j,k(6=j)
JijJjkS
z
i S
z
j S
+
k
+
1
8
∑
j,k(6=i)
JijJik(S
+
i
S
+
j
S
−
k
− S−
i
S
+
j
S
+
k
), (A.33)
T¯
+−
i,6 = −
1
2
∑
j,k(6=i)
JijJjkS
z
i S
+
j
S
z
k
. (A.34)
We approximate the products of three spin operators in the spirit of Refs. [39,
41–45]. Terms with two coinciding site indices will be decoupled as
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.
Here, we attach a vertex parameter λ+− to the NN correlation function, but not
to the on-site correlation functions. Using Eqs. (A.35) and taking into account
that 〈S+
i
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−
j
〉 = 〈S−
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〉 for i 6= j, from Eq. (A.23) we obtain
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j
S
z
i
〉S+
j
+ λ+−〈S+
i
S
−
j
〉S+
i
− 〈S−
i
S
+
i
〉S+
j
}. (A.36)
Similarly, Eqs. (A.24)-(A.28) with Eqs. (A.35) become
T
(0)+−
i,3 =
1
2
∑
j
J
2
ij
〈(Sz)2〉S+
i
, (A.37)
T
(0)+−
i,4 =
1
8
∑
j
J
2
ij{2λ
+−〈Szj S
z
i 〉S
+
i
+ 〈S+
j
S
−
j
〉S+
i
− λ+−〈S+
j
S
−
i
〉S+
j
}, (A.38)
T
(0)+−
i,6 = −
1
2
∑
j
J
2
ij〈(S
z)2〉S+
j
, (A.39)
T
(0)+−
i,7 =
1
8
∑
j
J
2
ij
{−2λ+−〈Sz
i
S
z
j
〉S+
j
+ λ+−〈S+
i
S
−
j
〉S+
i
− 〈S+
i
S
−
i
〉S+
j
}, (A.40)
T
(0)+−
i,10 =
1
8
∑
j
J
2
ij{2λ
+−〈Szi S
z
j 〉S
+
i
+ 〈S−
j
S
+
j
〉S+
i
− λ+−〈S+
j
S
−
i
〉S+
j
}. (A.41)
At this place it can be explained, why (i ˙S+
i
)J was taken in the symmetrical
form (A.3). The terms T
(0)+−
i,1 , ..., T
(0)+−
i,6 originate from the first sum, whereas
T
(0)+−
i,7 , ..., T
(0)+−
i,12 result from the second contribution to Eq. (A.3). We get the
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exact equalities T
(0)+−
i,p
= T
(0)+−
i,p+6
∣∣∣6
p=1
. Namely, using the commutation rela-
tions [S+
i
, S
−
i
] = 2Sz
i
and [Sz
i
, S
+
i
] = S+
i
, T
(0)+−
i,7 can be transformed as T
(0)+−
i,7 =
1
8
∑
j
J2
ij
{−2(Sz
j
S
+
j
−S+
j
)Sz
i
+(S+
i
)2S−
j
−(S−
i
S
+
i
+2Sz
i
)S+
j
} = 18
∑
j
J2
ij
{−2Sz
j
S
+
j
Sz
i
+
(S+
i
)2S−
j
− S−
i
S
+
i
S
+
j
} = T
(0)+−
i,1 . Analogously, we can show that, e.g., T
(0)+−
i,10 =
T
(0)+−
i,4 . However, after decoupling, in T
(0)+−
i,7 we have the contribution−〈S
+
i
S
−
i
〉S+
j
instead of−〈S−
i
S
+
i
〉S+
j
which appears in T
(0)+−
i,1 , and, in T
(0)+−
i,10 there is 〈S
−
j
S
+
j
〉S+
i
in place of 〈S+
j
S
−
j
〉S+
i
in T
(0)+−
i,4 . That is, T
(0)+−
i,7 6= T
(0)+−
i,1 and T
(0)+−
i,10 6=
T
(0)+−
i,4 , since in the case of broken rotational invariance, (〈S
z〉 6= 0) we have
〈S+
i
S
−
i
〉 6= 〈S−
i
S
+
i
〉. This means, that the result of the decoupling depends
on the sequence of site indices of operators in (iS˙+
i
)JJ . Therefore, we calcu-
late with the symmetrical form (A.3), where the both possible sequences are
equally taken into account. The sum of terms with coinciding site indices
T
(0)+−
i
=
∑12
p=1 T
(0)+−
i,p
= 2(T
(0)+−
i,1 +T
(0)+−
i,3 +T
(0)+−
i,4 +T
(0)+−
i,6 +T
(0)+−
i,7 +T
(0)+−
i,10 )
reads [see Eqs. (A.29) and (A.36)-(A.41)]
T
(0)+−
i
=
∑
j
J
2
ij
{
1
2
[〈(Sz
i
)2〉+ S(S + 1)] + λ+−C10
}
(S+
i
− S+
j
), (A.42)
where C10 is defined below Eq. (2.11), and the expression 〈(S
z)2〉+ 14(〈S
+
i
S
−
i
〉+
〈S−
i
S
+
i
〉) is transformed into 12 [〈(S
z)2〉 + S(S + 1)] by applying the sum rule
〈S−
i
S
+
i
〉 = S(S+1)−〈Sz〉−〈(Sz)2〉 and the commutation relation [S+
i
, S
−
i
] = 2Sz
i
.
For S = 1/2, the terms with coinciding site indices can be treated exactly,
since by applying the identities [53] (Sz
i
)2 = 14 , S
−
i
S
+
i
= 12 −S
z
i
, S+
i
S
−
i
= 12 +S
z
i
,
Sz
i
S
+
i
= 12S
+
i
, S+
i
Sz
i
= −12S
+
i
, and (S+
i
)2 = 0 to Eqs. (A.23)-(A.28), the terms
T
(0)+−
i,p
reduce to expressions, which contain one spin operator only. We obtain
T
(0)+−
i,1 =
1
8
∑
j
J
2
ij
{−S+
j
S
z
i
− 12S
+
j
+ Sz
i
S
+
j
} = −
1
16
∑
j
J
2
ij
S
+
j
, (A.43)
T
(0)+−
i,3 =
1
8
∑
j
J
2
ij
S
+
i
, (A.44)
T
(0)+−
i,4 =
1
8
∑
j
J
2
ij{−S
+
i
S
z
j +
1
2S
+
i
+ Szj S
+
i
} =
1
16
∑
j
J
2
ijS
+
i
, (A.45)
T
(0)+−
i,6 = −
1
8
∑
j
J
2
ij
S
+
j
, (A.46)
T
(0)+−
i,7 =
1
8
∑
j
J
2
ij{S
+
j
S
z
i −
1
2S
+
j
− Szi S
+
j
} = −
1
16
∑
j
J
2
ijS
+
j
, (A.47)
T
(0)+−
i,10 =
1
8
∑
j
J
2
ij{S
+
i
S
z
j +
1
2S
+
i
S
z
j S
+
i
} =
1
16
∑
j
J
2
ijS
+
i
. (A.48)
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i
From Eqs. (A.29) and (A.43)-(A.48) the sum of terms with coinciding site indices
is calculated as
T
(0)+−
i
(
S =
1
2
)
=
1
2
∑
j
J
2
ij(S
+
i
− S+
j
). (A.49)
Eq. (A.42) for S = 12 reads T
(0)+−
i
(
S = 12
)
=
∑
j
J2
ij
(
1
2 + λ
+−C10
)
(S+
i
− S+
j
).
In order to fulfill the exact relation (A.49), λ+− has to vanish for S = 12 , i.e.
λ+−
(
S = 12
)
= 0.
Terms with three different site indices along NN sequences 〈i, j, k〉 are decou-
pled as [39, 41–45]
S
+
i
S
+
j
S
−
k
= α+−
jk
〈S+
j
S
−
k
〉S+
i
+ α+−
ik
〈S+
i
S
−
k
〉S+
j
, (A.50)
S
z
i
S
z
j
S
+
k
= α+−
ij
〈Sz
i
S
z
j
〉S+
k
, (A.51)
with α+−
ij
= α+−1 when the sites i and j are nearest neighbors, and α
+−
ij
= α+−2
when i and j are further-distant neighbors. Applying the decouplings (A.50)
and (A.51) to Eq. (A.31) we obtain
T¯
+−
i,1 =−
1
4
∑
j,k(6=j)
JijJikα
+−
ij
〈Szj S
z
i 〉S
+
k
+
1
8
∑
j,k(6=i)
JijJjk{α
+−
jk
〈S+
k
S
−
j
〉S+
i
+ α+−
ij
〈S−
j
S
+
i
〉S+
k
− α+−
jk
〈S+
j
S
−
k
〉S+
i
− α+−
ik
〈S−
k
S
+
i
〉S+
j
} (A.52)
=−
1
4
∑
j,k(6=j)
JijJikα
+−
ij
〈Sz
j
S
z
i
〉S+
k
+
1
8
∑
j,k(6=i)
JijJjk{α
+−
ij
〈S−
j
S
+
i
〉S+
k
− α+−
ik
〈S−
k
S
+
i
〉S+
j
}.
Similarly, Eqs. (A.32)-(A.34) with (A.50) and (A.51) yield
T¯
+−
i,3 =
1
2
∑
j,k(6=j)
JijJikα
+−
jk
〈Sz
j
S
z
k
〉S+
i
, (A.53)
T¯
+−
i,4 =
1
4
∑
j,k(6=i)
JijJjkα
+−
ij
〈Sz
j
S
z
i
〉S+
k
(A.54)
+
1
8
∑
j,k(6=j)
JijJik{α
+−
jk
〈S+
j
S
−
k
〉S+
i
− α+−
ij
〈S+
j
S
−
i
〉S+
k
},
T¯
+−
i,6 =−
1
2
∑
j,k(6=i)
JijJjkα
+−
ik
〈Sz
k
S
z
i
〉S+
j
. (A.55)
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In order to calculate −S¨+q =
1√
N
∑
i
−S¨+
i
e−iqRi , we perform a Fourier trans-
formation of Eq. (A.10) and obtain
−S¨+q = −(S¨
+
q )JJ − h
2
S
+
q + 2hiS˙
+
q , (A.56)
where S+q =
1
√
N
∑
i
S
+
i
e−iqRi , iS˙+q =
1
√
N
∑
i
iS˙
+
i
eiqRi , and
−(S¨+q )JJ =
1
√
N
∑
i
(−S¨+
i
)JJe
−iqRi = T (0)+−q +
12∑
p=1
T¯
+−
qp . (A.57)
The term T
(0)+−
q =
1√
N
∑
i
T
(0)+−
i
e−iqRi is computed by applying the Fourier
transformation to Eq. (A.42) and using S+
i
= 1√
N
∑
q S
+
q e
iqRi and S+
j
=
1√
N
∑
q S
+
q e
iqRieiqτij , where τij = Rj −Ri is the vector between nearest neigh-
bors. We obtain
T
(0)+−
q ==
{
1
2
[〈(Sz)2〉+ S(S + 1)] + λ+−C10
}
zJ
2(1 − γq)S
+
q . (A.58)
where the relations
∑
i
ei(q−q′)Ri = Nδq′,q and γq = 1z
∑
τij
eiqτij = 2
z
∑z/2
i=1 cos qi
have been used, and z denotes the coordination number. By an analogous cal-
culation the terms T¯+−q,p =
1√
N
∑
i
T¯
+−
i,p
e−iqRi are determined from Eqs. (A.52)-
(A.55) as
T¯
+−
q1 =−
zJ2
8
{
2(z − 1)α+−1 C
(0)zz
10 γq + α
+−
1 C
(0)+−
10
(
1− zγ2q
)
+
[
(z − 2)α+−2 C
(0)+−
11 + α
+−
2 C
(0)+−
20
]
γq
}
S
+−
q , (A.59)
T¯
+−
q3 =
zJ2
2
[
(z − 2)α+−2 C
(0)zz
11 + α
+−
2 C
(0)zz
20
]
S
+−
q , (A.60)
T¯
+−
q4 =
zJ2
8
{
−(z − 1)α+−1 C
(0)+−
10 γq − 2α
+−
1 C
(0)zz
10 (1− zγ
2
q)
+ (z − 2)α+−2 C
(0)+−
11 + α
+−
2 C
(0)+−
20
}
S
+−
q , (A.61)
T¯
+−
q6 =−
zJ2
2
[
(z − 2)α+−2 C
(0)zz
11 + α
+−
2 C
(0)zz
20
]
γqS
+−
q . (A.62)
Taking into account the equalities (A.30), the substitution of Eqs. (A.58)-(A.62)
into (A.57) yields
(−S¨+q )JJ = T
(0)+−
q + 4(T¯
+−
q1 + T¯
+−
q4 ) + 2(T¯
+−
q3 + T¯
+−
q6 ) = (ω
+−
q )
2
S
+
q (A.63)
with
(ω+−q )
2 = zJ2(1− γq)
{
1
2
[
〈(Sz)2〉+ S(S + 1)
]
+ λ+−C(0)10 (A.64)
+ α+−2
[
(z − 2)C
(0)
11 + C
(0)
20
]
− (z + 1)α+−1 C
(0)
10 + zα
+−
1 C
(0)
10 (1− γq)
}
,
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i
where the transformation −[(z +1)γq +(1−zγ
2
q )] = −(z +1)(1−γq)+z(1−γq)
2
is made. Using the result (A.63), Eq. (A.56) reads
−S¨+q =
[
(ω+−q )
2 − h2
]
S
+
q + 2h(iS˙
+
q ). (A.65)
By means of Eq. (A.65), 〈〈−S¨+q ;S
(n)−
−q 〉〉ω in Eq. (2.3) is expressed in terms of
the lower Green functions 〈〈−S+q ;S
(n)−
−q 〉〉ω and 〈〈iS˙+q ;S
(n)−
−q 〉〉ω as
〈〈−S¨+q ;S
(n)−
−q 〉〉ω =
[
(ω+−q )
2 − h2
]
〈〈−S+q ;S
(n)−
−q 〉〉ω + 2h〈〈iS˙
+
q ;S
(n)−
−q 〉〉ω. (A.66)
Therewith, the system of equations of motion [Eqs. (2.2) and (2.3)] is closed.
A.2 Decoupling of −S¨zi
In Chapter 2, besides 〈〈S+q ;S
(n)−
−q 〉〉ω and 〈〈iS˙+q ;S
(n)−
−q 〉〉ω, the longitudinal Green
functions 〈〈Szq ;S
z−q〉〉ω and 〈〈iS˙zq ;Sz−q〉〉ω are calculated. In the equation of mo-
tion for 〈〈iS˙zq;S
z−q〉〉ω the higher Green function 〈〈−S¨zq;Sz−q〉〉ω appears, which is
approximated in an analogous way as 〈〈−S¨+q ;S
(n)−
−q 〉〉ω. In the following, the de-
coupling procedure of 〈〈−S¨zq;S
z−q〉〉ω will be shown. As a first step, the first and
second derivatives iS˙z
i
and −S¨z
i
will be calculated by means of the Hamiltonian
which is given by Eqs. (A.1) and (A.2). Because (iS˙z
i
)h = [S
z
i
,Hh] = 0, the first
derivative contains only the exchange term iS˙z
i
= [Sz
i
,H] = [Sz
i
,HJ ] = (iS˙
z
i
)J ,
where
(iS˙z
i
)J =
1
4
∑
j
Jij(S
+
j
S
−
i
− S+
i
S
−
j
) +
1
4
∑
j
Jij(S
−
i
S
+
j
− S−
j
S
+
i
). (A.67)
For the same reason as for (iS˙+
i
)J , we leave (iS˙
z
i
)J in the symmetrical form
(A.67). Using the notations (−S¨z
i
)JJ = [(iS˙
z
i
)J ,HJ ] and (−S¨
z
i
)Jh = [(iS˙
z
i
)J ,Hh]
the second derivative becomes
−S¨zi = [iS˙
z
i ,H] = (S¨
z
i )JJ + (S¨
z
i )Jh = (S¨
z
i )JJ , (A.68)
since (−S¨z
i
)Jh = 0. As an example, the calculation of the first term of (−S¨
z
i
)Jh
is shown:
(T zzi,1)Jh =
h
4
∑
j,k
Jij [S
+
i
S
−
j
, S
z
k
] =
h
4
∑
j,k
Jij(S
+
i
[S−
j
, S
z
k
] + [S+
i
, S
z
k
]S−
j
) (A.69)
=
h
4
∑
j,k
Jij(S
+
i
S
−
j
δjk − S
+
i
S
−
j
δik) =
h
4
∑
j
Jij(S
+
i
S
−
j
− S+
i
S
−
j
) = 0.
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On a very similar way, the other terms in (−S¨z
i
)Jh also reduce to zero. (−S¨
z
i
)JJ
consists of twelve terms (−S¨z
i
)JJ =
∑12
p=1 T
zz
i,p
, which are given by
T
zz
i,1 = −
1
16
∑
j
∑
k,l
JijJkl[S
+
j
S
−
i
, S
+
k
S
−
l
] (A.70)
=
1
8
∑
j,k
JijJikS
+
j
S
z
i S
−
k
−
1
8
∑
j,k
JijJjkS
+
k
S
z
j S
−
i
,
T
zz
i,2 = −
1
16
∑
j
∑
k,l
JijJkl[S
+
j
S
−
i
, S
−
k
S
+
l
] (A.71)
=
1
8
∑
j,k
JijJikS
+
j
S
−
k
S
z
i −
1
8
∑
j,k
JijJjkS
z
j S
+
k
S
−
i
,
T
zz
i,3 = −
1
8
∑
j
∑
k,l
JijJkl[S
+
j
S
−
i
, S
z
k
S
z
l
] (A.72)
= −
1
8
∑
j,k
JijJik(S
+
j
S
z
k
S
−
i
+ S+
j
S
−
i
S
z
k
) +
1
8
∑
j,k
JijJjk(S
z
k
S
+
j
S
−
i
+ S+
j
S
z
k
S
−
i
),
T
zz
i,4 =
1
16
∑
j
∑
k,l
JijJkl[S
+
i
S
−
j
, S
+
k
S
−
l
] (A.73)
= −
1
8
∑
j,k
JijJjkS
+
i
S
z
j
S
−
k
+
1
8
∑
j,k
JijJikS
+
k
S
z
i
S
−
j
,
T
zz
i,5 =
1
16
∑
j
∑
k,l
JijJkl[S
+
i
S
−
j
, S
−
k
S
+
l
] (A.74)
= −
1
8
∑
j,k
JijJjkS
+
i
S
−
k
S
z
j
+
1
8
∑
j,k
JijJikS
z
i
S
+
k
S
−
j
,
T
zz
i,6 =
1
8
∑
j
∑
k,l
JijJkl[S
+
i
S
−
j
, S
z
k
S
z
l
] (A.75)
=
1
8
∑
j,k
JijJjk(S
+
i
S
z
k
S
−
j
+ S+
i
S
−
j
S
z
k
)−
1
8
∑
j,k
JijJik(S
z
k
S
+
i
S
−
j
+ S+
i
S
z
k
S
−
j
),
T
zz
i,7 = −
1
16
∑
j
∑
k,l
JijJkl[S
−
i
S
+
j
, S
+
k
S
−
l
] (A.76)
= −
1
8
∑
j,k
JijJjkS
−
i
S
+
k
S
z
j +
1
8
∑
j,k
JijJikS
z
i S
−
k
S
+
j
,
T
zz
i,8 = −
1
16
∑
j
∑
k,l
JijJkl[S
−
i
S
+
j
, S
−
k
S
+
l
] (A.77)
= −
1
8
∑
j,k
JijJjkS
−
i
S
z
j S
+
k
+
1
8
∑
j,k
JijJikS
−
k
S
z
i S
+
j
,
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i
T
zz
i,9 = −
1
8
∑
j
∑
k,l
JijJkl[S
−
i
S
+
j
, S
z
k
S
z
l
] (A.78)
=
1
8
∑
j,k
JijJjk(S
−
i
S
z
k
S
+
j
+ S−
i
S
+
j
S
z
k
)−
1
8
∑
j,k
JijJik(S
z
k
S
−
i
S
+
j
+ S−
i
S
z
k
S
+
j
),
T
zz
i,10 =
1
16
∑
j
∑
k,l
JijJkl[S
−
j
S
+
i
, S
+
k
S
−
l
] (A.79)
=
1
8
∑
j,k
JijJikS
−
j
S
+
k
S
z
i
−
1
8
∑
j,k
JijJjkS
z
j
S
−
k
S
+
i
,
T
zz
i,11 =
1
16
∑
j
∑
k,l
JijJkl[S
−
j
S
+
i
, S
−
k
S
+
l
] (A.80)
=
1
8
∑
j,k
JijJikS
−
j
S
z
i S
+
k
−
1
8
∑
j,k
JijJjkS
−
k
S
z
j S
+
i
,
T
zz
i,12 =
1
8
∑
j
∑
k,l
JijJkl[S
−
i
S
+
i
, S
z
k
S
z
l
] (A.81)
= −
1
8
∑
j,k
JijJik(S
−
j
S
z
k
S
+
i
+ S−
j
S
+
i
S
z
k
) +
1
8
∑
j,k
JijJjk(S
z
k
S
−
j
S
+
i
+ S−
j
S
z
k
S
+
i
).
Separating the terms with two coinciding site indices T
(0)zz
i,p
from Eqs. (A.70)-
(A.81) we obtain
T
(0)zz
i,1 =
1
8
∑
j
J
2
ij(S
+
j
S
−
j
S
z
i − S
+
i
S
−
i
S
z
j ), (A.82)
T
(0)zz
i,3 =
1
4
∑
j
J
2
ij
(−S+
j
S
z
j
S
−
i
+ Sz
i
S
−
i
S
+
j
), (A.83)
T
(0)zz
i,6 =
1
4
∑
j
J
2
ij(S
+
i
S
z
i S
−
j
− Szj S
−
j
S
+
i
), (A.84)
T
(0)zz
i,7 =
1
8
∑
j
J
2
ij(−S
−
i
S
+
i
S
z
j + S
−
j
S
+
j
S
z
i ), (A.85)
T
(0)zz
i,9 =
1
4
∑
j
J
2
ij
(S−
i
S
z
i
S
+
j
− Sz
j
S
+
j
S
−
i
), (A.86)
T
(0)zz
i,12 =
1
4
∑
j
J
2
ij(−S
−
j
S
z
j S
+
i
+ Szi S
+
i
S
−
j
), (A.87)
where we have the equalities
T
(0)zz
i,1 = T
(0)zz
i,2 = T
(0)zz
i,4 = T
(0)zz
i,5 and
T
(0)zz
i,7 = T
(0)zz
i,8 = T
(0)zz
i,10 = T
(0)zz
i,11 .
(A.88)
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The remaining terms with three different site indices T¯ zz
i,p
are given by
T¯
zz
1 =
1
8
∑
j,k(6=j)
JijJikS
+
j
S
z
i
S
−
k
−
1
8
∑
j,k(6=i)
JijJjkS
+
k
S
z
j
S
−
i
, (A.89)
T¯
zz
3 = −
1
4
∑
j,k(6=j)
JijJikS
+
j
S
z
k
S
−
i
+
1
4
∑
j,k(6=i)
JijJjkS
z
k
S
+
j
S
−
i
, (A.90)
T¯
zz
4 = −
1
8
∑
j,k(6=i)
JijJjkS
+
i
S
z
j
S
−
k
+
1
8
∑
j,k(6=j)
JijJikS
+
k
S
z
i
S
−
j
, (A.91)
T¯
zz
6 =
1
4
∑
j,k(6=i)
JijJjkS
+
i
S
z
k
S
−
j
−
1
4
∑
j,k(6=j)
JijJikS
z
k
S
+
i
S
−
j
, (A.92)
and
T¯
zz
1 = T¯
zz
2 = T¯
zz
7 = T¯
zz
8 , T¯
zz
3 = T¯
zz
9 ,
T¯
zz
4 = T¯
zz
5 = T¯
zz
10 = T¯
zz
11 , T¯
zz
6 = T¯
zz
12 .
(A.93)
The products of three spin operators in Eqs. (A.82)-(A.87) and (A.89)-(A.92)
are decoupled in a similar way as in the case of −S¨+
i
(see Sec. A.1). In the terms
with two coinciding site indices a vertex parameter λzz is connected with the
NN correlation function, while the on-site correlation function is left without
parameter. That is, as an example of typical terms, we take the decouplings
S
+
i
S
z
i S
−
j
= λzz〈S+
i
S
−
j
〉Szi , (A.94)
S
+
i
S
−
i
S
z
j
= 〈S+
i
S
−
i
〉Sz
j
. (A.95)
Using Eqs. (A.95) and (A.94), Eqs. (A.82)-(A.87) yield
T
(0)zz
i,1 =
〈S+
i
S
−
i
〉
8
∑
j
J
2
ij
(Sz
i
− Sz
j
), (A.96)
T
(0)zz
i,7 =
〈S−
i
S
+
i
〉
8
∑
j
J
2
ij(S
z
i − S
z
j ), (A.97)
T
(0)zz
i,3 = T
(0)zz
i,6 = T
(0)zz
i,9 = T
(0)zz
i,12 =
λzzC
(0)−+
10
4
∑
j
J
2
ij
(Sz
i
− Sz
j
). (A.98)
According to the equalities (A.88) and Eqs. (A.96)-(A.98), the sum of terms with
coinciding site indices T
(0)zz
i
=
∑12
p=1 T
(0)zz
i,p
= 4(T
(0)zz
i,1 + T
(0)zz
i,3 + T
(0)zz
i,7 ) reads
T
(0)zz
i
=
[
S(S + 1)− 〈(Sz)2〉+ λzzC
(0)−+
10
]∑
j
J
2
ij(S
z
i − S
z
j ), (A.99)
where the equality (〈S+
i
S
−
i
〉+ 〈S−
i
S
+
i
〉)/2 = S(S + 1)− 〈(Sz)2〉 has been used.
In the special case of S = 12 , by applying the spin-operator identities [53] S
z
i
S
+
i
=
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i
S
+
i
2 , S
+
i
Sz
i
= −
S
+
i
2 , S
z
i
S
−
i
= −
S
−
i
2 , S
−
i
Sz
i
=
S
−
i
2 , S
+
i
S
−
i
= 12 + S
z
i
, and S−
i
S
+
i
=
1
2 − S
z
i
to Eqs. (A.82)-(A.87), the terms with coinciding site indices simplify to
expressions, which contain single spin operators, as follows
T
(0)zz
i,1 =
1
8
∑
j
J
2
ij
{
Sz
i
2
+ Sz
j
S
z
i
−
Sz
j
2
− Sz
i
S
z
j
}
=
1
16
∑
j
J
2
ij
(Sz
i
− Sz
j
), (A.100)
T
(0)zz
i,3 =
1
4
∑
j
J
2
ij
{
1
2
S
+
j
S
−
i
−
1
2
S
−
i
S
+
j
}
= 0, (A.101)
T
(0)zz
i,6 =
1
4
∑
j
J
2
ij
{
−
1
2
S
+
i
S
−
j
+
1
2
S
−
j
S
+
i
}
= 0, (A.102)
T
(0)zz
i,7 =
1
8
∑
j
J
2
ij
{
−
Sz
j
2
+ Szi S
z
j +
Sz
i
2
− Szj S
z
i
}
=
1
16
∑
j
J
2
ij(S
z
i − S
z
j ), (A.103)
T
(0)zz
i,9 =
1
4
∑
j
J
2
ij
{
1
2
S
−
i
S
+
j
−
1
2
S
+
j
S
−
i
}
= 0, (A.104)
T
(0)zz
i,12 =
1
4
∑
j
J
2
ij
{
−
1
2
S
−
j
S
+
i
+
1
2
S
+
i
S
−
j
}
= 0. (A.105)
From Eqs. (A.88) and (A.100)-(A.105) the sum of terms with coinciding site
indices for S = 12 is calculated as
T
(0)zz
i
(
S =
1
2
)
=
12∑
p=1
T
(0)zz
i,p
= 4(T
(0)zz
i,1 +T
(0)zz
i,7 ) =
1
2
∑
j
J
2
ij
(Sz
i
−Sz
j
). (A.106)
Comparing Eq. (A.106) with Eq. (A.99), which for S = 1/2 reads T
(0)zz
i
=(
1
2 + λ
zzC
(0)−+
10
)∑
j
J2
ij
(Sz
i
− Sz
j
), we see that the exact expression (A.106) is
fulfilled if λzz
(
S = 12
)
= 0.
The terms with three different site indices T¯ zz
i,p
are decoupled in the same
manner as indicated for −S¨+
i
, for example
S
+
i
S
−
j
S
z
k
= αzz
ij
〈S+
i
S
−
j
〉Sz
k
, (A.107)
where αzz
ij
= αzz1 when i and j are nearest neighbors, and α
zz
ij
= αzz2 when i and
j are further-distant neighbors. Applying Eq. (A.107) to Eqs. (A.89)-(A.92) and
taking into account that 〈S+
i
S
−
j
〉 = 〈S+
j
S
−
i
〉 we obtain
T¯
zz
i,1 =
1
8
∑
j,k(6=j)
JijJikα
zz
jk
〈S+
j
S
−
k
〉Sz
i
−
1
8
∑
j,k(6=i)
JijJjkα
zz
ik
〈S+
k
S
−
i
〉Sz
j
, (A.108)
T¯
zz
i,3 = −
1
4
∑
j,k(6=j)
JijJikα
zz
ij
〈S+
j
S
−
i
〉Sz
k
+
1
4
∑
j,k(6=i)
JijJjkα
zz
ij
〈S+
j
S
−
i
〉Sz
k
, (A.109)
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T¯
zz
i,4 = T¯
zz
i,1 , and T¯
zz
i,6 = T¯
zz
i,3 . (A.110)
Using the equalities (A.93) and (A.110), −S¨z
i
becomes
−S¨z
i
= T
(0)+−
i
+ 8T¯+−
i,1 + 4T¯
+−
i,3 . (A.111)
Performing a Fourier transformation of Eq. (A.111) we get
−S¨zq =
1
√
N
∑
i
−S¨zi e
−iqRi = T (0)zzq + 8T¯ zzq,1 + 4T¯
zz
q,3, (A.112)
where
T
(0)zz
q = zJ
2
[
S(S + 1)− 〈(Sz)2〉+ λzzC
(0)+−
10
]
(1− γq)S
z
q, (A.113)
T¯
zz
q,1 =
zJ2
8
[
(z − 2)αzz2 C
(0)+−
11 + α
zz
2 C
(0)+−
20
]
(1− γq)S
z
q, (A.114)
T¯
zz
q,3 =
zJ2
4
α
zz
1 C
(0)+−
10
[
zγ
2
q − 1− (z − 1)γq
]
S
z
q
=
zJ2
4
α
zz
1 C
(0)+−
10 (1− γq)[−(z + 1) + z(1− γq)]S
z
q. (A.115)
Eq. (A.112) with Eqs. (A.113)-(A.115) yields
−S¨zq = (ω
zz
q )
2
S
z
q, (A.116)
where
(ωzzq )
2 =zJ2(1− γq)
{
S(S + 1)− 〈(Sz)2〉+ [λzz − (z + 1)αzz1 ]C
(0)−+
10
+αzz2 [(z − 2)C
(0)−+
11 + C
(0)−+
20 ] + zα
zz
1 C
(0)+−
10 (1− γq)
}
. (A.117)
By Eq. (A.116) the higher Green function 〈〈−S¨zq;S
z−q〉〉ω is expressed in terms
of the lower-order Green function 〈〈Szq;S
z−q〉〉ω as
〈〈−S¨zq;S
z
−q〉〉ω = (ω
zz
q )
2〈〈Szq ;S
z
−q〉〉ω, (A.118)
which breaks the chain of equations of motion and allows the calculation of the
longitudinal spin susceptibility.
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Appendix B
Tyablikov Green-functions for
ferromagnetic chains with
easy-axis single-ion anisotropy
Here the method of Chapter 2 is applied to a ferromagnetic chain with easy-
axis single-ion anisotropy. Although the system has an up-down symmetry with
respect to Sz
i
→ −Sz
i
, and therefore 〈Sz〉 = 0, the presence of the anisotropy
in the spin space indicates, that the Tyablikov Green functions may yield addi-
tional equations for the determination of vertex parameters. The Green functions
〈〈S+
q
;S
(n)−
−q 〉〉ω and 〈〈iS˙
+
q
;S
(n)−
−q 〉〉ω with n = 0, ...2S − 1 are calculated from the
equations of motion (2.2) and (2.3). They have the same form as in Chapter 2
[compare to Eqs. (2.12) and (2.13)],
〈〈S+
q
;S
(n)−
−q 〉〉ω =
∑
i=1,2
A
(n)
qi
ω − ωqi
, 〈〈iS˙+
q
;S
(n)−
−q 〉〉ω =
∑
i=1,2
ωqiA
(n)
qi
ω − ωqi
, (B.1)
where
A
(n)
q1,2 =
1
2
M
(n)+− ±
M˜
(n)+−
q
2ω+−q
(B.2)
and ωq1,2 = ±ω
+−
q . ω
+−
q is given by Eqs. (3.12)-(3.14), where the correlation
functions C
(n)−+
m ≡ 〈S
(n)−
0 S
+
m
〉 [S
(n)−
0 = (S
z
0 )
nS
−
0 ] and C
(n)zz
m ≡ 〈(Sz0)
n+1Sz
m
〉
with n = 0 appear, and the upper index (0) is omitted. The moments M (n)+− =
〈[S+q , S
(n)−
−q ]〉 and M˜
(n)+−
q = 〈[iS˙+q , S
(n)−
−q ]〉 are given by the expressions (2.4) and
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M˜
(n)+−
q = 2J(1 − cos q){2C
(n)zz
1 + C
(n)−+
1 + (1− δn,0)
n∑
k=1
(
n
k
)
(−1)k×
[S(S + 1)(1 − δk,n)C
(n−k−1)zz
1 + C
(n−k)zz
1 −C
(n−k+1)zz
1 ]}
+ D{(6 + 2n)〈(Sz)n+2〉 − 2n〈(Sz)n+1〉 − 2(n + 1)S(S + 1)〈(Sz)n〉
+ (1− δn,0)
n∑
k=1
(
n
k
)
(−1)k
k − 1− 2n
k + 1
[S(S + 1)〈(Sz)n−k〉
+ 〈(Sz)n−k+1〉 − 〈(Sz)n−k+2〉]}. (B.3)
The structure factors C
(n)−+
q ≡ 〈S
(n)−
−q S
+
q
〉 and C˜
(n)−+
q ≡ 〈S
(n)−
−q iS˙
+
q
〉 calculated
from the Green functions (B.1) by the spectral theorem have the same form as
in Chapt. 2 (see Eq. (2.18))
C
(n)−+
q =
∑
i=1,2
A
(n)
qi n(ωqi), C˜
(n)−+
q =
∑
i=1,2
ωqiA
(n)
qi n(ωqi), (B.4)
where n(ω) = (eβω − 1)−1 and β = 1/T . Using Eqs. (B.4), and the identities
n(ω) + n(−ω) = −1 and n(ω) − n(−ω) = 1 + 2n(ω) the correlators C
(n)−+
m =
1
N
∑
q
C
(n)−+
q eimq and C˜
(n)−+
m ≡ 〈(Sz0 )
nS
−
0 iS˙
+
m〉 =
1
N
∑
q
C˜
(n)−+
q eimq become
C
(n)−+
m
= −
1
2
M
(n)+−
δm,0 +
1
N
∑
q
M
(n)+−
q
2ω+−q
[1 + 2n(ω+−
q
)]eimq, (B.5)
C˜
(n)−+
m = −
1
2N
∑
q
M
(n)+−
q e
imq +
M (n)+−
2N
∑
q
ω
+−
q [1 + 2n(ω
+−
q )]e
imq
. (B.6)
In analogy to sum rules in Chapter 2, by comparing 〈(Sz
i
)nS−
i
S
+
i
〉, obtained from
the thermodynamic average of the operator identity (2.6) multiplied by (S z
i
)n
for n = 0, ..., 2S − 1, to C
(n)−+
0 calculated from Eq. (B.5), we get
S(S + 1)〈(Sz)n〉 − 〈(Sz)n+1〉 − 〈(Sz)n+2〉
= −
1
2
M
(n)+− +
1
N
∑
q
M
(n)+−
q
2ω+−q
[1 + 2n(ω+−
q
)]. (B.7)
In order to derive higher-derivative sum rules, we calculate 〈(S z
i
)nS−
i
iS˙
+
i
〉 by
multiplying iS˙+
i
=
∑
j
Jij(S
z
j
S
+
i
− S+
j
Sz
i
) + D(S+
i
Sz
i
+ Sz
i
S
+
i
) by (Sz
i
)nS−
i
and
equating the thermodynamic average to C˜
(n)−+
0 calculated from Eq. (B.6). We
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2J
[
S(S + 1)(1 − δn,0)C
(n−1)zz
1 − C
(n)zz
1 − C
(n+1)zz
1 − C
(n)−+
1 − C
(n+1)−+
1
]
+ D
{
S(S + 1)〈(Sz)n〉+ [2S(S + 1)− 1]〈(Sz)n+1〉 − 3〈(Sz)n+2〉 − 2〈(Sz)n+3〉
}
= −
1
2N
∑
q
M
(n)+−
q +
M (n)+−
2N
∑
q
ω
+−
q [1 + 2n(ω
+−
q )]. (B.8)
Using the exact relations (2.20) and (2.22), the correlators 〈(S z)2S+2〉, 〈(Sz)2S+1〉,
C
(2S)−+
1 and C
(2S)zz
1 which appear in Eqs. (2.4), (B.7), and (B.8), can be ex-
pressed in terms of 〈(Sz)n〉 with n 6 2S, and of C
(n)−+
1 and C
(n)zz
1 with
n 6 2S − 1. The correlation functions C
(0)zz
m are calculated by Eq. (3.18).
As compared to the theory outlined in Chapter 3, here we have 6S − 4
additional unknowns (〈(Sz)n〉 with n = 3, ...2S, and C
(n)−+
1 and C
(n)zz
1 with
n = 1, ..., 2S − 1) and 6S − 2 additional equations (Eqs. (B.7), the equations for
C
(n)−+
1 with n = 1, ..., 2S − 1, and Eqs. (B.8) for n = 0, ..., 2S − 1). Therewith,
we have gained two extra equations, which may be used for the determination
of the vertex parameters.
Special case S = 1
For S = 1, the identities (2.20) and (2.22) yield (Sz
i
)3 = Sz
i
and (Sz
i
)2S−
i
=
−Sz
i
S
−
i
from which follows that 〈(Sz)3〉 = 0, 〈(Sz)4〉 = 〈(Sz)2〉, C
(2)zz
m = C
(0)zz
m ,
and C
(2)−+
m = −C
(1)−+
m . The moments are given by
M
(0)+− = 0, M (1)+− = 3〈(Sz)2〉 − 2, (B.9)
M˜
(0)+−
q
= 2J(1− cos q)
(
2C
(0)zz
1 + C
(0)−+
1
)
+ 2D
[
3〈(Sz)2〉 − 2
]
, (B.10)
M˜
(1)+−
q = 2J(1−cos q)
(
3C
(1)zz
1 − C
(0)zz
1 + C
(1)−+
1
)
−D
[
3〈(Sz)2〉 − 2
]
. (B.11)
Introducing the notation
IJ,m =
1
N
∑
q
1− cos q
2ω+−q
[1 + 2n(ω+−q )]e
imq
, (B.12)
ID,m =
1
N
∑
q
1
2ω+−q
[1 + 2n(ω+−q )]e
imq
, (B.13)
Iω =
1
N
∑
q
ω
+−
q
[1 + 2n(ω+−
q
)], (B.14)
the sum rules (B.7) for n = 0 and n = 1 can be written as
2J
(
2C
(0)zz
1 + C
(0)−+
1
)
IJ,0 = −2D[3〈(S
z)2〉 − 2]ID,0 + 2− 〈(S
z)2〉, (B.15)
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2J
(
3C
(1)zz
1 − C
(0)zz
1 + C
(1)−+
1
)
IJ,0 = D
[
3〈(Sz)2〉 − 2
]
ID,0 +
1
2
[
〈(Sz)2〉 − 1
]
,
(B.16)
where the correlators C
(0)−+
1 and C
(1)−+
1 are expressed as
C
(0)−+
1 = 2J
(
2C
(0)zz
1 + C
(0)−+
1
)
IJ,1 + 2D[3〈(S
z)2〉 − 2]ID,1, (B.17)
C
(1)−+
1 = 2J
(
3C
(1)zz
1 − C
(0)zz
1 + C
(1)−+
1
)
IJ,1 −D[3〈(S
z)2〉 − 2]ID,1. (B.18)
The higher-derivative sum rules (B.8) for n = 0 and n = 1 yield
2C
(1)zz
1 + C
(0)−+
1 + 2C
(1)−+
1 = 0, (B.19)
−2J
(
C
(1)zz
1 + C
(0)zz
1 + C
(1)−+
1
)
+D[〈(Sz)2〉− 2]+ [3〈(Sz)2〉− 2]Iω = 0. (B.20)
Dividing Eq. (B.15) by Eq. (B.16) we obtain C
(0)−+
1 = −6C
(1)zz
1 − 2C
(1)−+
1 .
Inserting this result into Eq. (B.17), and dividing Eq. (B.17) by Eq. (B.18)
we get C
(1)−+
1 = −
1
2C
(0)−+
1 . The comparison of the two latest results yields
C
(1)zz
1 = 0. Taking into account the obtained relations between C
(0)−+
1 , C
(1)−+
1 ,
and C
(1)zz
1 , the Eq. (B.19) is trivially fulfilled, and Eq. (B.20) reduces to
3〈(Szi )
2〉 − 2)Iω = J
(
2C
(0)zz
1 − C
(0)−+
1
)
+ D
(
2− 〈(Szi )
2〉
)
. (B.21)
As the sum rule for n = 1 determines the correlator C
(1)zz
1 , and the higher-
derivative sum rule for n = 0 is trivially fulfilled, in the case S = 1 there is one
additional equation for the determination of the vertex parameters, namely the
higher-derivative sum rule for n = 1.
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Random-phase approximation
In this Appendix a brief description of the random-phase approximation (RPA)
[34], a first-order Green-function method which was developed by Tyablikov, will
be given. To calculate the thermodynamic properties of a Heisenberg ferromag-
net with arbitrary spin, Tyablikov introduced the Green functions 〈〈S+q ;S
(n)−
−q 〉〉ω,
(n = 0, ..., 2S − 1) with S
(n)−
−q being the Fourier transform of S
(n)−
i
= (Sz
i
)nS−
i
.
Considering the equations of motion
ω〈〈S+q ;S
(n)−
−q 〉〉ω = 〈[S
+
q , S
(n)−
−q ]〉+ 〈〈iS˙
+
q ;S
(n)−
−q 〉〉ω, (C.1)
the decoupling of the higher-order Green functions 〈〈iS˙+q ;S
(n)−
−q 〉〉ω (Tyablikov
decoupling or RPA) is performed by substituting iS˙+
i
=
∑
j
Jij(S
z
j
S
+
i
−S+
j
Sz
i
)+
hS
+
i
by iS˙+
i
= 〈Sz〉
∑
j
Jij(S
+
i
− S+
j
) + hS+
i
, which in momentum space reads
iS˙+q = ωqS
+
q , with ωq = zJ〈S
z〉(1−γq)+h. The equations of motion (C.1) yield
〈〈S+q ;S
(n)−
−q 〉〉ω =
M (n)+−
ω − ωq
, (C.2)
with M (n)+− = 〈[S+q , S
(n)−
−q ]〉 given by Eq. (2.4). A comparison of the correlation
functions 〈(Sz
i
)nS−
i
S
+
i
〉 resulting from Eqs. (C.2) with the expression obtained
by multiplying the spin-operator identity S−
i
S
+
i
= S(S+1)−Sz
i
−(Sz
i
)2 by (Sz
i
)n
yields a system of 2S equations for 〈Sz〉, ..., 〈(Sz)2S+1〉,
M
(n)+−
P = S(S + 1)〈(Sz)n〉 − 〈(Sz)n+1〉 − 〈(Sz)n+2〉, (C.3)
where P = (1/N)
∑
q n(ωq). Using the identity
S∏
m=−S
(Szi − m) = 0 to write
(Sz
i
)2S+1 in terms of lower powers of Sz
i
and solving the system of Eqs. (C.3),
〈Sz〉 is obtained as [34]
〈Sz〉 = {(S−P )(1+P )2S+1+(1+S+P )P 2S+1}{(1+P )2S+1−P 2S+1}−1. (C.4)
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In the case S = 1/2 we have n = 0. With M (0)+− = 2〈Sz〉 and 〈(Sz)2〉 = 14 ,
Eq. (C.4) yields 〈Sz〉 = 12(1+2P ) .
The transverse two-spin correlation functions C
(0)−+
R are calculated from
Eq. (C.2) for n = 0, which yields
C
(0)−+
R =
2〈Sz〉
N
∑
q
n(ωq)e
iqR
. (C.5)
The transverse correlation length ξ+− is calculated from the long-distance be-
havior of Eq. (C.5), C
(0)−+
R = A
+− exp(−R/ξ+−) (compare to Eq. (2.45)). For
comparison, the correlation length ξ+−
χ
may be obtained from the expansion of
the static spin susceptibility χ+−q around q = 0 (cf. Sec. 2.2.3). We get
ξ
+−
χ =
√
J〈Sz〉
h
. (C.6)
The longitudinal correlation functions C
(0)zz
R6=0 cannot be obtained by the RPA,
except for the NN correlation function C
(0)zz
10 which we evaluate proceeding as
follows. We calculate the internal energy in RPA starting from the exact rep-
resentation (2.23) and inserting the RPA results (C.2) and (C.4), C
(1)−+
10 =
(1/N)M (1)+−
∑
q n(ωq) cos qx with M
(1)+− = 3〈(Sz)2〉 − 〈Sz〉 − S(S + 1), and
〈(Sz)2〉 = S(S+1)−〈Sz〉(1+2P ) resulting from Eq. (C.3) with n = 0. Moreover,
we perform the decoupling C
(1)zz
10 = 〈S
z〉〈(Sz)2〉. From u, C
(0)−+
10 and 〈S
z〉, the
correlator C
(0)zz
10 may be calculated.
At h = 0, in Ref. [96] Yablonskiy extended the RPA to the disordered phase,
i.e., to T > 0 for 1D und 2D ferromagnets. In the limiting case h → 0, P tends to
infinity. Keeping only leading terms in P in the nominator and the denominator
in Eq. (C.4), 〈Sz〉 becomes
〈Sz〉 ≈
S(S + 1)
3P
. (C.7)
Altough 〈Sz〉 → 0 as h → 0, the ratio λ ≡ limh→0 h/(zJ〈Sz〉) remains fi-
nite. Inserting 〈Sz〉 from Eq. (C.7) into the definiton of λ, and considering
that limh→0 hP = λTN
∑
q
1
1−γq+λ , λ is calculated from the equation
1
N
∑
q
1
1− γq + λ
=
zJS(S + 1)
3T
. (C.8)
The zero-field susceptibility is given by χ
S
(h = 0) = (zJλ)−1. The transverse
two-spin correlation functions are determined as C
(0)−+
R (h = 0) =
2T
zJ
1
N
∑
q
e−iqR
1−γq+λ .
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