Abstract. The uniaxial perfectly matched layer (PML) method uses rectangular domain to define the PML problem and thus provides greater flexibility and efficiency in dealing with problems involving anisotropic scatterers. In this paper we first derive the uniaxial PML method for solving the time-domain scattering problem based on the Laplace transform and the complex coordinate stretching in the frequency domain. We prove the long-time stability of the initial-boundary value problem of the uniaxial PML system for piecewise constant medium property and show the exponential convergence of the time-domain uniaxial PML method. Our analysis shows that for fixed PML absorbing medium property, any error of the time-domain PML method can be achieved by enlarging the thickness of the PML layer as ln T for large T > 0. Numerical experiments are included to illustrate the efficiency of the PML method.
1. Introduction. We propose and study a uniaxial perfectly matched layer (PML) method for solving the acoustic scattering problem with the sound-hard boundary condition on the obstacle:
2) √ r(u − p ·x) → 0, as r = |x| → ∞, a.e. t ∈ (0, T ), (1.3) u| t=0 = u 0 , p| t=0 = p 0 .
(
1.4)
Here u is the pressure and p is the velocity field of the wave. D ⊂ R 2 is a bounded domain with Lipschitz boundary Γ D and n D is the unit outer normal to Γ D . f, u 0 , p 0 are assumed to be supported in the circle B R = {x ∈ R 2 : |x| < R} for some R > 0. (1.3) is the radiation condition which corresponds to the well-known Sommerfeld radiation condition in the frequency domain. We remark that the results in this paper can be easily extended to solve scattering problems with other boundary conditions such as the sound-soft or the impedance boundary conditions on Γ D .
Since the work of Bérenger [5] which proposed a PML technique for solving Maxwell equations, various constructions of PML absorbing layers have been proposed and studied in the literature (cf. e.g. Turkel and Yefet [27] , Teixeira and Chew [26] for the reviews). The basic idea of the PML technique is to surround the computational domain by a layer of finite thickness with specially designed model medium that absorbs all the waves that propagate from inside the computational domain.
The initial Bérenger's PML method is based on the splitting of the electromagnectic fields, which is later proved by Abarbanel and Gottlieb [1] that it is only weakly well-posed and thus may suffer instability in practical applications. The other the exponential decay of the PML extension based on the property of the modified Bessel function and the potential theory. The results in Sections 3 and 4 are used to prove the convergence of the PML method in Section 5. In section 6 we present two examples to show the performance of the PML method. Since L (∂ t u) = su L − u 0 and L (∂ t p) = sp L − p 0 , by taking the Laplace transform of (1.1) we get
where f L = L (f ). Let D be contained in the interior of the rectangle B 1 = {x ∈ R 2 : |x 1 | < L 1 /2, |x 2 | < L 2 /2}. Let Γ 1 = ∂B 1 and n 1 the unit outer normal to Γ 1 . Because f, u 0 , p 0 are all supported inside B 1 , we know that u L satisfies the Helmholtz equation
Moreover, (1.3) implies that u L satisfies the radiation condition 
is well-defined and is a continuous linear operator. We also remark that the well-posedness of (2.3)-(2.5) is also known for the case of real wave number when Re (s) = 0 (cf. e.g. McLean [22, Theorem 9.11] ).
Since p 0 is supported in B 1 , (2.1) implies,
Taking the inverse Laplace transform, we get the Dirichlet-to-Neumann boundary condition
where
The acoustic scattering problem (1.1)-(1.4) is reduced to the following problem in the bounded domain Ω 1 × (0, T ) with Ω 1 = B 1 \D,
The well-posedness and stability of the reduced problem follows directly from Theorem 2.1 in [7] . In particular,
). Now we turn to the introduction of the absorbing PML layer. Let
be the model medium property, where
Here σ 0 > 0 is a constant. Denote byx j the complex coordinate defined bỹ
(2.12)
To derive the PML equation, we first notice that by the third Green formula, the solution of the exterior Dirichlet problem (2.3)-(2.5) satisfies
are respectively the single and double layer potentials [22] ,
Here G s is the fundamental solution of the Helmholtz equation satisfying the Sommerfeld radiation condition [28] 16) where K 0 (z) is the modified Bessel function of order zero. We follow the method of complex stretching [12] to introduce the PML equation in the frequency domain. For any z ∈ C, denote by z 1/2 as the analytic branch of
be the complex distance and definẽ
It is easy to see thatG s is smooth for x ∈ R 2 \B 1 and y ∈B 1 . Now we can define the modified single and double layer potentials
It is clear thatΨ
, let E(λ, µ) be the PML extension given by
By (2.19) and (2.13) we know that
Since K 0 (z) decays exponentially on the right half complex plane [8] , heuristicallyũ L (x) will decay exponentially when x is away from Γ 1 .
It is obvious thatũ L satisfies
∂x2 . Thus we get the PML equation in the frequency domain 22) where
The desired time-domain PML system will be obtained by taking the inverse Laplace transform of (2.21) . To that purpose, we introduce new variables
, which, since sα 1 = s + σ 1 and sα 2 = s + σ 2 , by taking the inverse Laplace transform yield
Introduce the matrices
we can rewrite the above equations in the compact form 
We define the following initial-boundary value problem for (û,p,û * ,p * ) which is referred as the PML problem in the rest of this paper, where Ω 2 = B 2 \D,
By the construction of the PML problem, (û,p) is designed to approximate the solution (u, p) of the original scattering problem (
Notice that (2.30)-(2.33) is a first order symmetric hyperbolic system whose wellposedness follows from the standard theory (see e.g. Chen [6] ). Here we state the well-posedness of the PML problem (2.30)-(2.33) and omit the proof.
3. The stability of the PML system. In this section we consider the stability of the initial-boundary value problem of the following PML system in Ω PML × (0, T ), where
3)
Here we assume that
). We denote (see Figure 2 .1)
,
We first show the following estimate for the stability of the initial-boundary value problem of PML system. Theorem 3.1. Let (φ, Φ, φ * , Φ * ) be the solution of the PML problem (3.1)-(3.4), we have the following stability estimate
where the constant C is independent of σ 0 and T .
Proof. We differentiate the first equation in (3.1) in time t and use the second equation in (3.1) to obtain
Multiplying the above equation by ∂ t φ + σ 0 φ and integrating over Ω PML , we have
Since σ 1 + σ 2 − σ 0 ≥ 0 in Ω PML , the integration in time from 0 to t of the third term on the left-hand of above equation is non-negative. Thus
Here we have used that fact that φ(·, 0) = 0. Next we differentiate the first equation in (3.2) in time, multiply the first equation in (3.2) by σ 0 , and add the two obtained equations
On the other hand, by the second equation in (3.2) we have
Insert the above identity to (3.6) and multiply the obtained equation by ∂ t Φ and integrate over Ω PML we obtain
, and
, we obtain that
Thus it follows from (3.7) that
By adding (3.5) and (3.8) we have
This completes the proof by using the Cauchy-Schwarz inequality and the following compatibility conditions
which follows from (3.1)-(3.2) and the fact that φ(·, 0) = 0, Φ(·, 0) = 0.
Proof. We first notice that since φ(·, 0) = 0,
This completes the proof.
The following theorem shows the stability of the PML system in the PML layer. Theorem 3.3. Let (φ, Φ, φ * , Φ * ) be the solution of the PML system (3.1)-(3.4), we have the following stability estimate
where the constant C is independent of σ 0 and T . Proof. , we have
Thus the estimate of
) can be proved by using Theorem 3. ) . This completes the proof. We remark that our stability analysis is inspired by the energy analysis in [3] in which the stability is proved separately for the PML system in the unbounded domain parallel to the axises and in the unbounded corner domain. Here we show the stability of the PML system in the whole truncated PML layer which will be useful for the convergence analysis of the time domain PML method in this paper.
4. Exponential decay of the PML extension. In this section we show the exponential decay of the PML extension in the time domain which is the inverse Laplace transform ofũ L in (2.21)
We start with the following elementary lemma. Lemma 4.1. For any
Proof. For any a, b ∈ R we know that
Here we used the convention that z 1/2 is the analytic branch of √ z such that
, we have
On the other hand, since a ′ ≤ a, we know that Re [(a + ib)
. This completes the proof.
In the following we will always make the following assumption on the thickness of the PML layer which is rather mild in the practical applications.
We remark that in this paper the aspect ratio of the domain B 1 is held fixed which indicates that C 0 is bounded. When the aspect ratio grows, then C 0 will grow which implies our error estimate in Theorem 5.2 may break down. One possible way to overcome the difficulty is to use a PML layer not of the same thickness in x 1 and x 2 directions as required in (H1). In particular, if we require
L2 which is denoted as θ, then the exponential decay of the PML extension can still be achieved as θ → ∞.
By (2.11) and (H1) we know that
The following lemma will be used in proving the exponential decay of the modified Bessel function. Lemma 4.2. Let s = s 1 + is 2 , s 1 > 0, s 2 ∈ R. Then for any x ∈ Γ 2 , y ∈ Γ 1 , the complex distance in (2.17) satisfies
Then by Lemma 4.1, For any x ∈ Γ 2 , y ∈ Γ 1 , it is easy to see that x jσj (x j − y j ) ≥ 0. Thus for any
This shows the first estimate. To show the second estimate, let z j = s(x j − y j ) = s(x j − y j ) + x jσj (x j ), Again by Lemma 4.1,
Thus for any x ∈ Γ 2 , y ∈ Γ 1 ,
Consequently we deduce
Similarly we can show the same estimate for x 2 = ±(L 2 /2 + d) ∈ Γ 2 . This completes the proof. We need the modified Bessel function K ν (z) of order ν, ν ∈ C, which is the solution of the differential equation
We refer to the treatise Watson [28] for extensive studies on the special function K ν (z). We recall the Schläfli integral representation formula [28, P. 181], for z ∈ C such that | arg z | < π/2,
This implies easily the following lemma. Lemma 4.3. For any ν ∈ R, θ 2 ≥ θ 1 > 0, we have
The following lemma on the estimates of the fundamental solutionG s of the PML equation will play an important role in the analysis in this paper.
Lemma 4.4. Let γ, σ 0 , d be so chosen that
Then there exists a constant C > 0 independent of s, σ 0 , d but may depend on the constant C 0 in (H1) such that for any
(ii) ∂G s ∂x j = sP 
This proves (i) by Lemma 4.2 and (4.2).
To show (ii) we first notice that
From the identity K ′ 0 (z) = −K 1 (z) and Lemma 4.2, P s 1,j has the following estimate
The estimate for P s 0,j follows from the similar argument. Similarly, we can prove (iii) by
To prove (iv) we note that
By using the identity K 
To estimate the PML solution in time domain, we need the following Lemma. Lemma 4.5. For any
Proof. Letf ,g be the extension of f, g in R such thatf = 0,g = 0 outside the interval (0, T ). Notice that
where F is the Fourier transform in t. By using Parseval equality we obtain
From the definition of convolution, we have
14 Lemma 4.6. For any µ(
where the constant C is independent of σ 0 , d and T . Proof. From the definition of norm H 1/2 (Γ 2 ), it is easy to see that
For any x ∈ Γ 2 , we have
where Q 
By Lemma 4.4 (iii),
Q s 1 (x, ·) L 2 (Γ1) ≤ C(1 + σ 0 s −1 1 ) e −γσ .
By Lemma 4.4 (iv),
This completes the proof by letting
By Lemma 4.4 (i) and (ii), for any
This completes the proof by letting s 1 = T −1 . The following theorem which is a direct consequence of Lemmas 4.6-4.7 is the main result of this section.
Theorem 4.8.
5. Convergence analysis. In this section, we consider the convergence of the PML method. We start with following lemma.
where ·, · Γ1 is the duality pairing between H −1/2 (Γ 1 ) and H 1/2 (Γ 1 ) which is the extension of the inner product of
, where w L satisfies (2.3)-(2.5). By applying the first Green identity over the bounded domain Ω R = B R \B 1 , where R > 0 such that
Take the real part of (5.
Since s 1 > 0, the first two terms in (5.2) are positive. By the radiation condition (2.5), the right hand side of (5.2) tends to zero when R → ∞. This yields that Re T s (w L ), w L Γ1 ≤ 0, then by Parseval equality, we obtain
This completes the proof. Forû L = L (û) we define its PML extension as in (2.21),
and define the corresponding variables (ũ,p,ũ * ,p * ) as in (2.25) which satisfies the PML system in R 2 \D. Let (û,p,û * ,p * ) be the solution of the PML system (2.30)-
Let ζ be a lifting function in Ω PML × (0, T ) such that ζ = 0 on Γ 1 and ζ =ũ| Γ2 on Γ 2 . It is easy to see that we can choose ζ(·, 0) = 0. Then (φ,φ * , Φ, Φ * ), whereφ = φ − ζ, φ * = φ * − t 0 σ 1 σ 2 ζ satisfies the PML system (3.1)-(3.4) with
and zero initial and boundary values. From Theorem 3.3 we have
Thus by Lemma 3.2 we have
The above estimate is valid for any ζ implies that
Now we are in the position to show the convergence of the time domain PML method in the following theorem. 
Proof. From (2.7) and (2.30)-(2.31), we have
By testing (5.8) with v ∈ H 1 (Ω 1 ) and using (2.6) we get
Let w = u −û and w * = t 0 (u −û)dt. From (5.9) we have p −p = −∇w * . Thus by taking v = w we have
which is a Banach space with the norm
It is easy to see that Y (0, T ; Γ 1 ) is also a Banach space with the norm
From (5.11) and Lemma 5.1 we obtain
By letting
It is clear that T (û) = −p · n 1 on Γ 1 × (0, T ). Therefore we need to estimate (p − p) · n 1 Y (0,T ;Γ1) = Φ · n 1 Y (0,T ;Γ1) . Notice that any function v ∈ X(0, T ; Ω 1 ) can be extended to Ω PML × (0, T ), such that v = 0 on Γ 2 × (0, T ) and v X(0,T ;Ω PML ) ≤ C v X(0,T ;Ω1) . Thus
On the other hand, since v = 0 on Γ 2 , we have
Integrating by parts we obtain
where we have used the fact that Φ| t=0 = 0. Therefore,
and consequently, by (5.12) and (5.7),
This completes the proof by using Theorem 4.8. The theorem indicates that for the fixed PML absorbing coefficient σ 0 , any error of the time domain PML method can be achieved by enlarging the thickness of the PML layer as ln T for large T > 0.
The delta function is approximated by the Gaussian function and numerical integration is also used to compute the above convolution. First, we take L 1 = L 2 = 1.0, fix d 1 = d 2 = 0.5 and choose σ 0 = 25. In the computation, a mesh of 227533 nodes is used which is refined around the boundaries where the coefficients of the PML system are discontinuous and the final time is set to be T = 100.0. In Figure 6 .1, we show the numerical solution at the final step. It is observed that the waves are attenuated in the PML layer without spurious reflection. In Figure 6 .2, we show the absolute and relative errors of the numerical solution at points (0.3, 0) and (0.4875, 0.4875) for different times. It is observed that the long time stability and convergence hold even for the point very close to the PML interface. 2 , the source is located at origin with the source term f (x, t) = δ(x) sin(ωt), (6.8) which oscillates with ω = 1 for all time. The initial values u 0 and p 0 are taken as zeros. The exact solution can also be computed by using (6.7). In this example, we take L 1 = L 2 = 1.0 and choose two sets of PML parameters the same as those in Example 1. We also use the same meshes and set the final time T = 100.0. Figure 6 .4 displays the numerical solutions at the final step. It shows that the waves are absorbed rapidly as they propagate through the PML layer in each case.
In Figure 6 .5, we compare the exact solution to the numerical solution at point (0.4875, 0.4875) for different times. The solid curve represents the exact solution and the dashed curve the numerical one. It shows a very good agreement between the numerical solutions and the exact ones, even for a long time computation. In Figure 6 .6, we show the absolute and relative errors of the numerical solution at the above point. It is observed that the long time stability and convergence hold for each choice of the PML parameters.
Finally, we remark that the computational errors in Example 1 increase in time due to the presence of the source for all time and the computational errors oscillate in Example 2 due to the oscillation of the source. They both grow no faster than the polynomial function of T in the error bound in Theorem 5.2. We also remark that the computational errors shown in the numerical examples include both the errors due to the PML method that are analyzed in this paper and the errors of the discretization 23 of the PML system which deserve further studies.
