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Heat exchanges are the essence of Thermodynamics. In order to investigate non-equilibrium ef-
fects like quantum coherence and correlations in heat flows we introduce the concept of apparent
temperature. Its definition is based on the expression of the heat flow between out-of-equilibrium
quantum systems. Such apparent temperatures contain crucial information on the role and impact
of correlations and coherence in heat exchanges. In particular, both behave as populations, af-
fecting dramatically the population balance and therefore the apparent temperatures and the heat
flows. We show how seminal results can be re-obtained, offering an interesting alternative point of
view. We also present new predictions and suggest a simple experiment to test them. Our results
show how quantum and non-equilibrium effects can be used advantageously, finding applications in
quantum thermal machine designs and non-equilibrium thermodynamics but also in collective-effect
phenomena.
Introduction
It has been a long standing question whether new
properties of thermodynamics can arise from quantum
phenomena and assist thermodynamic tasks. Answer-
ing this question could unlock quantum advantages in
thermodynamics and potentially revolutionise energy sci-
ence [1, 2]. Such perspective alimented intense research
around the exploitation of two genuine quantum char-
acteristics, namely quantum coherence and correlations.
The resource theory of coherence was developed in [3–
7] and the role of coherence have been studied in ther-
mal machines [8–28] and work extraction [29–35]. Simi-
larly, correlations were shown to provide the possibility
to assist or enhance the performance of thermal machines
[1, 2, 8, 10, 14, 36–48], quantum battery charging [49–52],
work extraction [53–57], energy transport [58], and pho-
tovoltaic energy conversion [59–62]. The role of coher-
ences and correlations in Landauer’s Principle have also
been studied [63, 64]. A broader understanding of such
phenomena requires to go back to the essence of Thermo-
dynamics, namely energy exchanges, the common ground
of any thermal machines. Some papers already looked
at the relation between energy flows and correlations in
some particular models of heat engines [16, 23] and in
a pair of two-level systems with cascaded bath interac-
tion [65]. In a different context, a series of interesting
works [68, 70–72, 85] investigate reversals of the natu-
ral heat flow (identified as the thermodynamic arrow of
time) thanks to initial correlations between systems.
Here, we develop a broad framework valid for any sys-
tem, and introduce the concept of apparent temperature
which characterises the thermodynamic behaviour of out-
of-equilibrium quantum systems and determine the on-
going heat flows. Several effective temperatures have
been defined previously in the literature, either based
on the populations ratio of pairs of energy eigenstates
[41, 73, 74], either based on the spectral density for non-
thermal baths [75]. The concept of virtual temperature
together with virtual qubits [74] brought great insights
in the understanding of thermal machines [77–79]. In
the Discussion we come back in details on the main dif-
ferences between apparent temperatures and virtual tem-
peratures. In particular, our concept of apparent temper-
ature is based on the operators involved in the interaction
between the systems. Interestingly, when one of the sys-
tem can be described as a bath it can be shown that the
apparent temperature coincides with the effective tem-
perature mentioned in [75, 76]. The introduction of the
apparent temperature is motivated to use it to investi-
gate the role of coherence and correlations in heat flows
(which cannot be done with the previous concepts of tem-
perature). Its application to degenerate and many-body
systems reveals how and why coherence and correlations
present within the systems can impact and control the
energy flows between them. Our results provide a deeper
intuition and understanding of the interplay between cor-
relations, coherence, and energy flows, essential for an
efficient use of such resources.
Methods
We consider two systems S and R, possibly degenerate
or composed of many (non-interacting) subsystems, with
free Hamiltonian HS and HR. They interact through the
coupling Hamiltonian HSR = λPSPR, where PS and PR
are observables of S and R respectively, and λ charac-
terises the strength of the coupling. For S and R ini-
tialised in any states, we want to investigate and char-
acterise the energy exchange between them. This is a
very challenging task in general. However, for short
duration interactions, namely interaction time τ much
smaller than the evolution timescale generated by the
coupling, |λ|−1 (~ = 1), the energy exchange can be put
in a suitable form. In order to observe a significative
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2evolution, we can consider repeated interactions between
R and S, assuming that R is reinitialised in the same
state or equivalently is replaced by an identical system
in the same initial state. This corresponds to the well-
known collisional model [86, 87]. Such a model is well
adapted to describe certain types of experiments [87]
and is very versatile (describing successfully, beyond ther-
mal baths, phenomena such as micromasers, feedbacks,
Maxwell’s demon, information reservoirs and repeated
measurements [86]). To derive the reduced dynamics of
S, we use the eigenoperator decomposition [80] of the
observables PS and PR, given by
PX =
∑
ωX∈EX
AX(ωX), (1)
for X = S,R, where the eigenoperators (also called
ladder operators) AX(ωX) satisfies [HX , AX(ωX)] =
−ωXAX(ωX) and AX(−ωX) = A†X(ωX). The sum
runs over EX denoting the ensemble of Bohr frequen-
cies of the authorised transitions. The required condi-
tion τ  |λ|−1 mentioned above is equivalent to the as-
sumption that the bath correlation time is much smaller
than the timescale of the dissipation process when dealing
with bath-induced dissipation [80, 88]. In other words,
the condition τ  |λ|−1 is equivalent to the Born and
Markovian approximations for bath dissipation [92]. We
require furthermore that although S and R can be com-
plex systems they still have discrete spectra and we as-
sume that there exist only two kind of frequencies: the
resonant or near resonant ones, satisfying |ωS−ωR|τ  1,
while the others are far from resonance, meaning that
|ωS − ωR|τ  1. This last condition is in fact not nec-
essary, one can instead invoke the secular approximation
[92]. However, the damping coefficients of the master
equation takes a simpler form under the near-resonance
assumption. One should note that combined with the
first condition, a detuning between ωS and ωR as large
as |λ| still satisfies the near-resonant condition. If two
Bohr frequencies ωS and ω
′
S are quasi degenerate, namely
|ωS − ω′S |τ  1, they are not resolved during the time
interval τ and are therefore considered equal. The sum
of their associated ladder operator is simply denoted by
AS(ωS). With the same convention for R, we define E the
intersection (up to |λ|) of ES and ER. Under the above
conditions, one can show (see details in Supplemental
Material [92]) that the reduced dynamics of S takes the
form ρS(t+ τ) = (1 + Lt,τ )ρS(t), where
Lt,τρS = −iλτ
∑
ω∈E
[AS(ω), ρS ]〈A†R(ω)〉ρScR (t)e
−iωt
−λ
2τ2
2
∑
ω,ω′∈E
〈A†R(ω)AR(ω′)〉ρScR (t)e
i(ω′−ω)t
×[AS(ω)A†S(ω′)ρS −A†S(ω′)ρSAS(ω)] + h.c., (2)
where ρS is the density matrix of S in the interaction
picture, and ρScR (t) is the density matrix of R in the
Schrodinger picture. Considering repeated interactions
with R (always prepared in the same state) at an aver-
age rate r, the coarse-grain derivative of ρS is
ρ˙S =
∑
ω∈E
Γ(ω)
(
AS(ω)ρSA
†
S(ω)−A†S(ω)AS(ω)ρS
)
+h.c. (3)
where Γ(ω) = rλ
2τ2
2 Tr[ρRAR(ω)A
†
R(ω)]. One should
note that the effect of coherences between levels of
different energy cancel out on average due to the random
phase of such coherences at each interaction [92], which
is equivalent to stationary condition for baths (see
[75, 76] and next paragraph). In particular, the unitary
contribution, which is associated to work exchanges, is
null on average. Interestingly, one recovers that work
is performed only at the price of some “order”: if the
phase of R is not controlled and therefore random at
each interaction, no work is performed. Conversely, the
energy exchange associated to the second order term
can be identified as heat. We will thus speak of heat
exchanges in the remainder of the paper.
The above dynamics (B4) described also the interac-
tion of the system S with a bath R in the Born-Markov
approximation [80, 88, 92]. The bath is not required to
be in a thermal state, however it must satisfy the condi-
tion [ρR, HR] = 0, sometimes called stationarity [75, 76].
Under such conditions the reduced dynamics of S takes
exactly the form (B4) but the function Γ(ω) has a
different expression Γ(ω) = λ2
∫∞
0
dseiωsTr[ρRP
I
R(s)PR],
where P IR(s) = e
iHRsPRe
−iHRs is the bath coupling op-
erator in the interaction picture. According to the above
considerations, in the remainder of the paper we will des-
ignate indifferently R as a system interacting repeatedly
with S or as a bath. We introduce G(ω) := Γ(ω)+Γ∗(ω)
the spectral density of R. Note that for a repeatedly
interacting system the spectral density takes the simple
expression G(ω) = rλ2τ2Tr[ρRAR(ω)A
†
R(ω)], whereas
for a bath, G(ω) = λ2
∫∞
−∞ dse
iωsTr[ρRP
I
R(s)PR].
We now derive the expression of the heat flow between
R and S based on the dynamics (B4). We define the
internal energy of S as ES := TrρSHS (invariant from
the Schrodinger picture to the interaction picture). The
heat flow from R to S is given by Q˙S/R := E˙S = Trρ˙SHS
[93]. Using the expression (B4) of ρ˙S the heat flow takes
the simple form,
Q˙S/R = −
∑
ω∈E
ωG(ω)〈A†S(ω)AS(ω)〉ρS . (4)
The bracket 〈O〉ρS represents the expectation value of
the operator O taken in the state ρS .
Results
It is enlightening to consider first the situation where
ρR is a thermal state at temperature TR. Then, the
3following identity holds (for both repeatedly interact-
ing system and bath) [92] (with ~ = 1, kB = 1),
G(−ω) = e−ω/TRG(ω), and the heat flow can be rewrit-
ten in the interesting form
Q˙S/R =
∑
ω≥0
ωG(ω)〈AS(ω)A†S(ω)〉ρS
×
[
e−ω/TR − e−ω/TS(ω)
]
, (5)
where we introduced the time-dependent parameter
TS(ω) := ω
(
ln
〈AS(ω)A†S(ω)〉ρS
〈A†S(ω)AS(ω)〉ρS
)−1
. (6)
When S is in a thermal state at temperature TS , the pa-
rameter TS(ω) = TS for all ω. However, when S is in an
arbitrary state, assuming S andR have only a single Bohr
frequency in common, the parameter TS(ω) still plays the
role of a temperature since it determines the sign of the
heat flow: positive if TS(ω) ≥ TR and negative otherwise.
For this reason we call TS(ω) apparent temperature: even
if S is not in a thermal state it appears at a temperature
equal to TS from the point of view of R. When S and
R have multiple Bohr frequency in common, TS(ω) be-
comes the apparent temperature associated to the Bohr
frequency ω. It does not determine alone the sign of the
total heat flow but determines the heat flow associated to
the energy channel exchanging quanta of energy ω. We
can go further and define the same quantity for R. Then,
we define, as for S, TR(ω) := ω
(
ln
〈AR(ω)A†R(ω)〉ρR
〈A†R(ω)AR(ω)〉ρR
)−1
the apparent (time-independent) temperature of R asso-
ciated to the Bohr frequency ω. In the situation where
R is a bath we consider that PR can be decomposed in
eigenoperators in a similar form as in (1) (see [92]). In-
terestingly, one can show that the following identity
〈AR(ω)A†R(ω)〉ρR
〈A†R(ω)AR(ω)〉ρR
= G(ω)/G(−ω), (7)
holds even for baths [92] (and trivially if R is a system
interacting repeatedly with S). Using the above identity
(7) and the parametrisation in terms of the apparent tem-
peratures we can rewrite simply the heat flow between S
and R as,
Q˙S/R =
∑
ω≥0
ωG(ω)〈AS(ω)A†S(ω)〉ρS
×
[
e−ω/TR(ω) − e−ω/TS(ω)
]
. (8)
Moreover, one should note that for R the appar-
ent temperatures can be expressed alternatively as
TR(ω) = ω[logG(ω)/G(−ω)]−1 using the above identity
(7). This corresponds to the effective temperature
introduced for baths in [75].
Assuming a single common Bohr frequency ω, it is
important to note that S is led to thermalise to a state
FIG. 1. Energy levels representation of a system of single
Bohr frequency ω. The energy is represented vertically and
the degeneracy, horizontally. “Internal coherences” (coher-
ences between degenerate states) sum up to populations to
contribute to heat flows, whereas “external coherences” (co-
herences between states of different energy) do not.
at a temperature precisely equal to TR(ω), re-enforcing
the idea that TR(ω) corresponds to the apparent tem-
perature of R from the point of view of S. If S and
R have multiple Bohr frequencies in common, then an
apparent temperature TR(ω) is associated to each Bohr
frequency ω (taking note that TR(−ω) = TR(ω)). In
general, the total energy flow between R and S is a
sum of contributions from different channels of energy
exchange ω. Such channels correspond to the delocalised
(i.e. from any level) absorption/emission of energy ω by
S and R. For each channel, the sign of the energy flow
from R to S is given by the sign of TR(ω)− TS(ω), as it
would be for the energy flow between two thermal states
at temperature T = TR(ω) and T = TS(ω), respectively.
Importantly, one should keep in mind that the
introduction of the concept of apparent temperature
is based on the heat flow. Therefore, when there is
no heat flow, there is no apparent temperature. In
particular, no apparent temperature can be defined for
non-interacting states (like dark states), neither it can
for isolated systems. Furthermore, the same system in
the same state can have different apparent temperatures
associated to different interactions. Finally, the above
formalism is not limited to the interaction with a bath
or collisional model. As long as the dynamics can be
described by Gorini-Kossakowski-Sudarshan-Lindblad
(GKSL) master equation [90] the system can be assigned
apparent temperatures of the form (6). The other
system playing the role of bath or reservoir can be
assigned apparent temperatures defined through the
4damping coefficients (the function G(ω)) which might
not in general admit a simple form as (6).
The role of coherence. In this Section we inves-
tigate the relation between apparent temperatures and
quantum coherence. We focus our analysis on situations
where S and R have only a single Bohr frequency ω in
common. Consequently, the energy flow between S and
R is characterised by only one apparent temperature TR
and TS for each system (in the remainder of the text we
drop the explicit dependence on ω in TS , TR, and AR).
Since we assumed that S and R have only one frequency
ω in common, only levels separated by ω are taking part
in the dynamics (no space for spontaneous decay to other
levels since S and R are isolated) so that S and R are
effectively reduced to systems of equally separated levels.
Thus, we consider that S or R, designated by X in the
remainder of this Section, is a system of (N + 1) energy
levels with degeneracy ln for each level n, n ∈ [0, N ] (see
Fig.1). In other words, the free Hamiltonian of X can
be written as HX =
∑N
n=0
∑ln
g=1 nω|n, g〉〈n, g|, where
the states |n, g〉 form an eigenbasis of HX . The ladder
operator AX is of the form (using the expression given
earlier),
AX =
N∑
n=1
ln−1∑
g=1
ln∑
g′=1
αn−1,n,g,g′ |n− 1, g〉〈n, g′|, (9)
with the coefficients αn−1,n,g,g′ := 〈n− 1, g|PX |n, g′〉 de-
scribing the amplitude of probability transitions between
levels. In simple situations the coefficients α are all equal
and for simplicity we assume so in the remainder of the
text as it does not change the nature of the results and
simplify the expressions. The corresponding expression
for the general situation can be found in the Supplemen-
tal Material [92]. Inserting (9) in (6), the apparent tem-
perature is then equal to,
TX = ω
(
ln
∑N
n=1 ln(ρn−1 + cn−1)∑N
n=1 ln−1(ρn + cn)
)−1
, (10)
where ρn :=
∑ln
g=1〈n, g|ρX |n, g〉 is the sum of the popu-
lations of the degenerate levels of energy nω, and cn :=∑
g 6=g′∈[1,ln]〈n, g|ρX |n, g′〉 is the sum of the coherences
between these degenerate energy levels. We can learn
two things from (10). First, coherences behave as popu-
lations when it comes to heat exchange. This can change
drastically the value of the apparent temperature and
can be used to increase or decrease the apparent tem-
perature. Denoting by T 0X := ω
(
ln
∑N
n=1 lnρn−1∑N
n=1 ln−1ρn
)−1
the
apparent temperature without coherence, TX is hotter
than T 0X (meaning 1/TX is smaller than 1/T 0X , indepen-
dently of their signs), if and only if C+ ≥ C−e−ω/T 0X ,
where C+ :=
∑N
n=1 ln−1cn, and C
− :=
∑N
n=1 lncn−1.
In the reverse situation (C+ ≤ C−e−ω/T 0X ) TX is colder
than T 0X .
Secondly, only coherences between degenerate levels
affect the apparent temperature (which could be ex-
pected since the contributions to the dynamics from
coherences between levels of different energy cancels
out). In a different context the authors of [29] also
observed a similar dichotomy: coherences between de-
generate states, called “internal coherences”, affect the
work extraction whereas coherences between states of
different energy, called “external coherence”, do not. It
would be interesting to investigate further how these two
phenomena are related. As a consequence, coherences
in non-degenerate systems cannot affect energy flows
(unless by taking part to a many-body system, see
next Section), but interesting effects of non-thermal
population distributions can still persist (see [81]).
The role of correlations. In this paragraph we in-
vestigate the relation between the apparent temperature
and correlations. We consider X (still designating either
S or R) as an ensemble of N non-interacting subsys-
tems (not necessarily identical) of same Bohr frequency
ω. In order to follow the dynamics described by (B4)
one important condition is that all the N subsystems
have to experience the same environment, which usually
requires confinement in a volume smaller than the typ-
ical variation length scale of that environment, like the
electromagnetic emission wavelength in the Dicke model
[82, 83]. Upon the above conditions the N subsystems in-
teract collectively through the collective ladder operator
AX =
∑N
n=1An, where An is the ladder operator of the
subsystem n (with the same properties as above). Using
the expression (6), the apparent temperature is,
TX = ω
(
ln
∑m
i=1〈AiA†i 〉ρX + c∑m
i=1〈A†iAi〉ρX + c
)−1
, (11)
where c := ccor + ccoh is the sum of the cor-
relations between the N subsystems, ccor =∑m
i 6=j=1[〈AiA†j〉ρX − 〈Ai〉ρX 〈A†j〉ρX ], and products
of local cross coherences ccoh =
∑m
i 6=j=1〈Ai〉ρX 〈A†j〉ρX .
As previously, correlations and local cross coherences
act as populations. Their impact on the apparent
temperature, and consequently on the energy flow, can
also be significant (see also next Sections). In particular,
one can show that the correlations and local cross
coherences let TX hotter (colder) if and only if c is
positive (negative), assuming the apparent temperature
with c = 0 is positive (or the individual subsystems
are not in inverted-population states), otherwise it is
the contrary [92]. Interestingly, the resulting effects on
the apparent temperature do not distinguish genuine
correlations from product of cross coherences: what is
important is having c 6= 0 which can come either from
local coherences or correlations. Taking forward the
comparison with coherence in a single system, one can
recast the states of the N subsystems in the same form
as a single system with degenerate energy levels, see
Fig.2 (exemplified with N two-level systems). Then, one
5FIG. 2. Example of a cloud of N two-level systems. The
cloud (left-hand side) can be described as a single system
with degenerate energy levels (right-hand side). The corre-
lations correspond to internal coherences in the energy levels
representation, revealing an equivalence between them.
can see that in this new picture c is precisely the sum
of the global coherences between degenerate levels of the
global systems S. In this sense this second situation of
many-body systems is a particular case of the first one
studied in the previous Section. This provides a simple
way to identify in a many-body system which correla-
tions and product of local coherences participate to the
heat flow and to the apparent temperature. Although
coherence is a genuine quantum feature, correlations not
necessarily. In particular, there is no distinction between
classical or quantum correlations in the effect produced
on the apparent temperature and the heat flow. We
recover the known observation [14, 39, 85] that classical
correlations can lead to the same effects as quantum
correlations (despite the fact that quantum correlations
can be stronger and therefore lead to a larger effects).
Illustrative examples from the literature. In
[39], a photonic engine is powered by a pair of two-
level atoms. The pair plays the role of the system R
repeatedly interacting with an optical cavity field (the
working media of the engine) via the Tavis-Cummings
coupling, Hint = −g(aS† + a†S−), with coupling con-
stant g. The collective ladder operator S− is given by
S− = |g〉1〈e|+ |g〉2〈e|, where |e〉i and |g〉i are the excited
and ground states of the atom i = 1, 2, respectively, and
S† is given by the hermitian conjugate of S−. The optical
cavity mode is brought to equilibrium through repeated
interactions with the pair of atoms. One central result
of [39] is that the equilibrium temperature of the optical
cavity is shown to be smaller when the pair of atoms is
prepared in thermally entangled states. This is exploited
to increase the efficiency of the engine.
Applying the expression (11) with Ai = |g〉i〈e|, i = 1, 2,
the apparent temperature of the pair of atoms is
Tat = ω
(
ln
ρg + ρd + ρnd
ρe + ρd + ρnd
)−1
, (12)
where ρg := 〈g, g|ρ|g, g〉, ρe := 〈e, e|ρ|e, e〉,
ρd := (〈e, g|ρ|g, e〉 + 〈g, e|ρ|e, g〉)/2, and ρnd :=
(〈g, e|ρ|e, g〉+ 〈e, g|ρ|g, e〉)/2. The apparent temperature
(12) is precisely the equilibrium temperature of the cav-
ity mode found in [39] (where 〈e, g|ρ|g, e〉 = 〈g, e|ρ|e, g〉
and 〈g, e|ρ|e, g〉 = 〈e, g|ρ|g, e〉 due to the symmetric
states used therein), and in [14] (when neglecting the
cavity damping). This comes as a confirmation of
our claim: correlations alter the heat flows bringing
the cavity mode to thermalise at the altered apparent
temperature (12). Furthermore, the correlation term for
the kind of states considered in [39] is c = − 1Z sinhλβ,
where λ is the coupling strength between the atoms,
β is the underlying inverse temperature of the atoms,
and Z is the partition function. Then c ≤ 0, confirming
our prediction that negative correlations decrease the
apparent temperature.
Our second illustration concerns a three-level system
in “Λ-configuration” as used in [34, 84]. The lower states
|b〉 and |c〉 are (almost) degenerate and separated from
the exited state |a〉 by the transition energy ω. The three-
level system interacts repeatedly with an electromagnetic
field of a cavity mode through the Jaynes-Cummings
Hamiltonian, HRB = λ(|b〉〈a|+ |c〉〈a|)d†+ h.c., where d†
is the creation operator of the cavity mode. The appar-
ent temperature of the three-level system obtained from
(10) with AR = |b〉〈a|+ |c〉〈a| is
Tph = ω
(
ln
ρbb + ρcc + ρbc + ρcb
2ρaa
)−1
, (13)
where ρxy := 〈x|ρR|y〉, x, y = a, b, c, and is increased
by negative coherences (i.e. c0 = ρbc + ρcb ≤ 0). In
[14, 34, 84] the authors consider an ensemble of three-
level atoms prepared in coherent states, the so-called
phaseonium, interacting with an optical cavity mode.
Their central result is that the steady state temperature
of the cavity mode when reaching equilibrium with the
phaseonium is affected by the existence of coherence be-
tween the state |b〉 and |c〉 of the atoms. By preparing
such coherence with negative real part the steady state
temperature of the cavity is significantly increased yield-
ing an increase of the engine efficiency. This steady state
temperature is precisely (13) (see [92]). Again, this con-
firms the predictions of our framework: even though the
atoms are not in a thermal state, they appear to the
cavity field at the apparent temperature (13) (increased
by negative coherences), and the cavity field eventually
thermalises at this temperature.
Additionally, the three-level system in “Λ-
configuration” is also used in lasing without inversion
[89]. One can find straightforwardly the essence of
such phenomenon: the inversion of population usually
required for lasers can be replaced by negative apparent
temperature of the atoms since the effects of apparent
temperatures are the same as usual temperatures. Then,
as above, coherences prepared such that ρbc+ρcb < 0 can
assist atoms reaching an apparent negative temperature,
or apparent inversion, realising lasing without inversion).
6Applications and Predictions. Now we derive one
of the curious consequences of the above framework. We
consider a cloud of N two-level atoms interacting with
the surrounding electromagnetic field assumed to form a
thermal bath at temperature TB = β
−1
B . According to
[83], if the N atoms are confined in a volume of dimen-
sions smaller than ω/c the electromagnetic wavelength
corresponding to the atomic transition, the reduced dy-
namics of the cloud of two-level atoms with parallel polar-
isation of the electric dipole is (in the interaction picture)
ρ˙IS = −iΩL
N∑
i=1
[σ+i σ
−
i , ρ
I
S ]− i
∑
i>j
Ωi,j [σ
+
i σ
−
j + σ
−
i σ
+
j , ρ
I
S ]
+g[n(ω) + 1](2S−ρISS
+ − S+S−ρIS − ρISS+S−)
+gn(ω)(2S+ρISS
− − S−S+ρIS − ρISS−S+),
(14)
where n(ω) is the bath mean excitation number at the fre-
quency ω, σ+i and σ
−
i are the ladder operators of the atom
i at the position ~ri, S
+ =
∑N
i=1 σ
+
i and S
− =
∑N
i=1 σ
−
i
are the collective ladder operators of the cloud of atoms,
ΩL is the Lamb shift, g =
d2ω3
6pic3~0 with d is the electric
dipole of one atom (both atoms are identical), c is the
vacuum light velocity and 0 is the vacuum permeability.
The terms proportional to Ωi,j =
d2
4pi0r3ij
[
1− 3(~a.~rij)2
r2ij
]
correspond to the Van der Waals interaction between the
two atoms where ~rij = ~ri−~rj , and ~a is the polarisation of
the electric dipole (assumed to be the same for all atoms).
The above master equation expresses the indistinguisha-
bility of each atom from the point of view of the bath.
One should note that since the interaction term conserves
the total energy of the cloud, the expression of appar-
ent temperature of the cloud is still given by (11). By
contrast, when the N atoms are distinguishable, either
because they are separated by a distance larger than ω/c
or because their polarisation is orthogonal, the reduced
dynamics of the cloud is
ρ˙IS = −iΩL
N∑
i=1
[σ+i σ
−
i , ρ
I
S ]
+g[n(ω) + 1]
N∑
i=1
(2σ−i ρ
I
Sσ
+
i − σ+i σ−i ρIS − ρISσ+i σ−i )
+gn(ω)
N∑
i=1
(2σ+i ρ
I
Sσ
−
i − σ−i σ+i ρIS − ρISσ−i σ+i ),
(15)
which corresponds to N atoms interacting independently
with the same bath. In particular the apparent temper-
ature of the cloud is
Tdis = ω
(
log
∑
i=1,2〈σ−i σ+i 〉∑
i=1,2〈σ+i σ−i 〉
)−1
, (16)
which corresponds to the expression (11) without the
non-diagonal terms.
The above two master equations describe the process
of absorption of a bath excitation when the atoms are
distinguishable (15) and indistinguishable (14) to the
bath. In particular, assuming that both atoms are in
the ground state at the instant of time t0, one can see
from the master equation (15) that at t0 + δt (with
δt |ρ˙IS | ' gn(ω)) the distinguishable cloud has a prob-
ability 2Ngn(ω)δt to absorb a bath excitation and to
be projected into the mixed state (|10...0〉〈0...01| + ... +
|00...1〉〈1...00|)/N . During the excitation absorption the
apparent temperature jumps from zero to Tdis = ωln (N−1)
(obtained from (16)). Then, for a large number of
atoms the apparent temperature is almost not modi-
fied by the absorption of one bath excitation, as ex-
pected. By contrast, the indistinguishable cloud has
the same probability to absorb a bath excitation and
to be projected onto the the coherent superposition
(|10...0〉+ ...+ |00...1〉)/√N while the apparent temper-
ature jumps from 0 to Tind = ω/ log[2(1 − 1/N)] ' 1.5ω
(for large N). This is strikingly different from the previ-
ous situation. First the apparent temperature does not
go to zero for large samples, but also the impact on the
apparent temperature of an excitation absorption tends
to be independent of the number of atoms for large N .
It means that localised and delocalised excitations affect
systems in profoundly different ways. Such surprising
predictions could be verified by looking at the steady
state. Indeed, although it should be difficult to observe
directly this phenomenon, it should have a strong impact
on the thermalisation process: each time the ensemble
of N atoms absorbs (collectively) an excitation from the
bath, the apparent temperature of the the cloud rises con-
siderably. It is then expected that the apparent tempera-
ture reaches quickly its steady state value Tind = TB after
having absorbed very few bath excitations: an “appar-
ent thermalisation”. Therefore, the steady state energy
should be much lower than for a thermal state (corre-
sponding to a cloud interacting distinguishably with the
bath). In order to realise the experiment the breakdown
of symmetry induced by interactions between atoms has
to be avoided by arranging the atoms in ring configura-
tion [83] or by using a cavity to select the electromagnetic
modes involved in the dissipation process. However, for
a cloud of only two atoms such experimental difficulties
are avoided naturally [83] and the desired effect is still
present. The steady state corresponding to the dynam-
ics (14) for a pair of atoms initially in the ground state
is [92]
ρ∞ind = Z
−1
ind
(
e−2ωβB |11〉〈11|+ e−ωβB |ψ+〉〈ψ+|
+ |00〉〈00|
)
, (17)
with Zind := (1 + e
−ωβB + e−2ωβB ) and |ψ+〉 := (|01〉 +
|10〉)/√2. The energy associated to ρ∞ind is Eind :=
ωe−ωβB (1 + 2e−ωβB )/Zind whereas the steady state en-
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FIG. 3. Graph of the steady energy Edis/ω (blue, dashed)
and Eind/ω (red) in function of ωβB . The insert is the curve
of Eind/Edis as a function of ωβB .
ergy of the equilibrium thermal state ρ∞dis := Z
−1
βB
e−HSβB ,
with ZβB = Tre
−HSβB , reached by the distinguishable
pair of atoms is Edis := 2ωe
−ωβB/(1 + e−ωβB ). In Fig. 3
we plot the graph of the steady energy Eind and Edis as
a function of the bath temperature ωβB . The inset rep-
resents the curve Eind/Edis as a function of ωβB , which
goes down to 0.5: indistinguishable pair of atoms has
an apparent temperature up to 50% smaller than a dis-
tinguishable pair. Such effect should be within reach of
current experiments in cold atoms and superradiance.
Discussion
As announced in the introduction we come back now
on the concept of virtual temperature introduced in [74].
The virtual temperature associates a temperature to any
pair of energy levels |i〉 and |j〉 based on their energy
difference i − j and on their respective populations pi
and pj ,
Tv =
1
i − j [log pj/pi]
−1. (18)
Thanks to the associated notion of virtual qubit [74] the
application of virtual temperature goes beyond two-level
systems. Then, one can transform the virtual tempera-
ture of a virtual qubit to a “real” temperature by engi-
neering adequate interactions (for instance two thermal
baths put in thermal contact with virtual qubit of inter-
est) [74, 77, 78]. It appears to be a precious tool to anal-
yse and engineer thermal machines [77–79]. However, the
virtual temperature presents a series of difference with
apparent temperature, beginning with the context and
objective of their use and definition. The virtual tem-
perature has no direct link with energy flow. If one is in-
terested in energy flow, one has to work out this link and
even for simple situations like the interaction between
a harmonic oscillator and a bath it requires an infinite
number of virtual temperatures. On the other hand, the
apparent temperature definition is based on the heat flow
so that the apparent temperature is intrinsically related
to the heat flow. In particular, no apparent temperature
can be defined where there is no heat flow. Interestingly,
the apparent temperature takes a simple form expressed
in terms of the coupling operators. Only in the special
situation of a single two-level system the apparent tem-
perature is determined by the ratio of the excited level
population by the ground level population, and there-
fore equivalent to the virtual temperature. In any other
system the apparent temperature is not equal and not
equivalent to the virtual temperature. For instance a
harmonic oscillator undergoing a dissipation process de-
scribed by (B4) is simply described (from the point of
view of heat flows) by a unique apparent temperature,
whereas it requires an infinite number of virtual temper-
atures as already mentioned. Finally and more impor-
tantly, virtual temperatures do not accommodate coher-
ence. As a consequence, the virtual temperature fails to
describe the important role of coherence and correlation
in heat flows, which is precisely the aim of this paper. Re-
capping, rather than a generalisation of virtual tempera-
ture, we see the apparent temperature as an alternative
concept aiming principally to describe heat flows between
arbitrary quantum systems in arbitrary states, whereas
the virtual temperature is more suitable and conceived to
study and engineer thermal machines in non-degenerate
systems of limited dimensions.
Conclusions
Throughout this study we show that the concept
of apparent temperature captures well the thermody-
namic behaviour of out-of-equilibrium quantum systems
even when usual quantities like temperatures or out-of-
equilibrium free energy are not defined. In particular,
it determines the instantaneous Markovian heat flows
between quantum systems. Its application to complex
systems such as degenerate or many-body systems de-
mystifies the tight relations between correlations and co-
herences within the systems and heat flows. Our results
reveal that coherences between degenerate levels of a sys-
tem behave as populations when it comes to heat ex-
changes with external systems. In particular, when the
system of interest is a many-body system, both corre-
lations between subsystems and product of local coher-
ences which can be identified as correlations between de-
generate levels of the global system behave as popula-
tions. This is a surprising effect since usually only pop-
ulations participate to heat flows. This apparent con-
tradiction comes from the fact that heat exchanges are
determined by the expectation values of the operators
AXA
†
X and A
†
XAX , different from the free Hamiltonian
HX . Then, whereas coherences between degenerate levels
are off-diagonal elements in the natural eigenbasis of HX
they can contribute to the expectation values of AXA
†
X
and A†XAX (becoming diagonal elements in the eigen-
8basis of AXA
†
X and A
†
XAX). The resulting effects on
the heat flow are captured by the apparent temperature.
As equivalent explanation, GKSL master equations for
non-degenerate systems produce independent dynamics
for population and coherences. However, for degenerate
systems the dynamics of populations and coherence be-
tween degenerate levels is mixed together. As a result,
coherences between degenerate levels affect the popula-
tion’s dynamics and therefore the heat flows and the ap-
parent temperature. This is in sharp contrast with clas-
sical thermodynamics. Then, given that heat flows are at
the heart of Thermodynamics, quantum Thermodynam-
ics could be expected to be strikingly different from its
classical counterpart. Moreover, such effects are univer-
sal (not limited to a particular system, configuration, or
platform) and should be testable in relatively simple ex-
periments monitoring the energy of indistinguishable pair
of two-level atoms. It can have important consequences
in equilibration processes but also in quantum thermal
machines [81], out-of-equilibrium thermodynamic prob-
lems, phenomena involving collective effects like superra-
diance or even light-harvesting complexes [94] and related
photocells [15, 62].
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SUPPLEMENTAL MATERIAL
Appendix A: Repeated interactions/Collisional model
Derivations of Markovian master equations based on the collisional model can be found in [86, 87]. In the following
we re-derive in simple term such Markovian master equation. At the instant of time t the system S, found in the state
ρScS (t), interacts for a duration τ with the system R in the state ρ
Sc
R (t). The superscript Sc stands for Schrodinger
picture. The evolution of SR between t and t+ τ is given by
ρScSR(t+ τ) = e
−iτHTotρScS (t)ρ
Sc
R (t)e
iτHTot
= e−iτ(HS+HR)e−i
−→
T
∫ τ
0
duH˜SR(u)ρScS (t)ρ
Sc
R (t)e
i
←−
T
∫ τ
0
duH˜SR(u)eiτ(HS+HR) (A1)
where HTot = HS + HR + HSR is the total Hamiltonian,
−→
T and
←−
T are respectively the time ordering and anti-
chronological ordering operators, and H˜SR(u) = e
iu(HS+HR)HSRe
−iu(HS+HR) stands for the interaction picture of
HSR. Assuming the duration of the interaction τ is much smaller than the evolution timescale induced by the
coupling HSR, namely τ  |λ|−1, we can expand the time ordered integrals which yields
eiτ(HS+HR)ρScSR(t+ τ)e
−iτ(HS+HR) = ρScS (t)ρ
Sc
R (t)− i
∫ τ
0
du[H˜SR(u), ρ
Sc
S (t)ρ
Sc
R (t)]
−
∫ τ
0
du1
∫ u1
0
du2[H˜SR(u1), [H˜SR(u2), ρ
Sc
S (t)ρ
Sc
R (t)]] +O(τ3|λ|3), (A2)
and for the reduced dynamics of S (tracing out R),
eiτHSρScS (t+ τ)e
−iτHS = ρScS (t)− i
∫ τ
0
duTrR[H˜SR(u), ρ
Sc
S (t)ρ
Sc
R (t)]
−
∫ τ
0
du1
∫ u1
0
du2TrR[H˜SR(u1), [H˜SR(u2), ρ
Sc
S (t)ρ
Sc
R (t)]] +O(τ3|λ|3). (A3)
One can easily show that if we consider the non-truncated expansion, the nth term is at most at most of order
(|λ|τ)n/n!, so that we can safely neglect the higher orders as long as τ  |λ|−1. To provide a simpler expression for
the reduce dynamics of S we rewrite the coupling Hamiltonian HSR = λPSPR in terms of the eigenoperators of S
and R (also called ladder operators) AS(ωS) and AR(ωR) which verify the relations [HX , AX(ωX)] = −ωXAX(ωX)
(~ = 1) and AX(−ωX) = A†X(ωX) for X = S,R. Such eigenoperators can be obtained from the operators PS and PR
through [80] AX(ωX) :=
∑
′−=ωX piPXpi′ , X = S,R, where pi is the projector onto the eigenspace associated with
the eigenvalue  of HX . Then, the operator PX can be written as PX =
∑
ωX∈EX AX(ωX) =
∑
ωX∈EX A
†
X(ωX) =∑
ωX>0
[AX(ωX) + A
†
X(ωX)], where EX denotes the ensemble of the Bohr frequencies of the system X = S,R. The
coupling Hamiltonian can be re-written as
HSR = λPSPR = λ
∑
ωS∈ES ,ωR∈ER
AS(ωS)AR(ωR) = λ
∑
ωS∈ES ,ωR∈ER
AS(ωS)A
†
R(ωR), (A4)
and in the interaction picture it is simply H˜SR(u) = λ
∑
ωS∈ES ,ωR∈ER e
i(ωR−ωS)uAS(ωS)A
†
R(ωR). The term of first
order in the expansion (A3) becomes
−i
∫ τ
0
duTrR[H˜SR(u), ρ
Sc
S (t)ρ
Sc
R (t)] = −iλ
∑
ωS∈ES
[AS(ωS), ρ
Sc
S (t)]
∑
ωR∈ER
TrRA
†
R(ωR)ρ
Sc
R (t)
∫ τ
0
duei(ωR−ωS)u. (A5)
The integral is equal to
∫ τ
0
duei(ωR−ωS)u = τei(ωR−ωS)τ/2sinc(ωR − ωS)τ/2 which is approximately equal to τ when
|ωR − ωS |τ  1 and much smaller than τ when |ωR − ωS |τ  1. Although we allow S and R to be complex
systems we can assume that they have discrete spectra, and that there exists only two kinds of frequencies, those
in resonance or near-resonance satisfying |ωR − ωS |τ  1 and those far from resonance such that |ωR − ωS |τ  1.
Furthermore, all quasi degenerate frequencies ωR and ω
′
R such that |ωR − ω′R|τ  1 are considered equal since they
are not resolved during the time interval τ . Consequently, AR(ωR) turns to designate the sum of the ladder operators
of quasi degenerate frequencies ωR,
AR(ωR)→
∑
ω′R;|ωR−ω′R|τ1
AR(ω
′
R). (A6)
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We adopt the same convention for the quasi degenerate Bohr frequencies of S and for AS(ωS). Under such conventions,
for any ωS ∈ ES , there exists at most one unique frequency ωR ∈ ER such that ωR ' ωS (understand |ωR−ωS |τ  1).
We denote the intersection of the two ensembles of frequencies by E := ES ∩ ER and by ω the frequencies in it. The
term of first order is then simplified to
− i
∫ τ
0
duTrR[H˜SR(u), ρ
Sc
S (t)ρ
Sc
R (t)] = −iλτ
∑
ω∈E
[AS(ω), ρ
Sc
S (t)]〈A†R(ω)〉ρScR (t), (A7)
where 〈O〉ρ = TrOρ denotes the expectation value of the operator O taken in the state ρ.
The second order term appearing on the right-hand side of (A3) gives
−
∫ τ
0
du1
∫ u1
0
du2TrR[H˜SR(u1),[H˜SR(u2), ρ
Sc
S (t)ρ
Sc
R (t)]]
= −
∑
ωS ,ω′S
γωS ,ω′S (t, τ)[AS(ωS)A
†
S(ω
′
S)ρ
Sc
S (t)−A†S(ω′S)ρScS (t)AS(ωS)] + h.c.,(A8)
where
γωS ,ω′S (t, τ) = λ
2
∑
ωR,ω′R
〈A†R(ωR)AR(ω′R)〉ρScR (t)
∫ τ
0
du1
∫ u1
0
du2e
i(ωR−ωS)u1ei(ω
′
R−ω′S)u2
= λ2
∑
ωR,ω′R
〈A†R(ωR)AR(ω′R)〉ρScR (t)
iτ
ω′R − ω′S
ei(ωR−ωS−ω
′
R+ω
′
S)τ/2
×
[
sinc(ωR − ωS − ω′R + ω′S)τ/2− ei(ω
′
R−ω′S)τ/2sinc(ωR − ωS)τ/2
]
=
τ2λ2
2
〈A†R(ωS)AR(ω′S)〉ρScR (t). (A9)
The last line was obtained using the convention established above. Then, for each ωS , there is only one ωR such that
ωR ' ωS (meaning |ωR − ωS |τ  1), and the others are such that |ωS − ωR|τ  1. It implies that for ωR and ω′R
different from ωS and ω
′
S , ∣∣∣ ∫ τ
0
du1
∫ u1
0
du2e
i(ωR−ωS)u1ei(ω
′
R−ω′S)u2
∣∣∣ τ|ω′R − ω′S |  τ2, (A10)
yielding the last line of (A9). As a side observation, we mention that the above approximation is equivalent to the
secular approximation (it will appear more clearly after (A15)). Finally, the reduce dynamics of S becomes
eiτHSρScS (t+ τ)e
−iτHS = ρScS (t)− iλτ
∑
ω∈E
[AS(ω), ρ
Sc
S (t)]〈A†R(ω)〉ρScR (t)
−λ
2τ2
2
∑
ω,ω′∈E
〈A†R(ω)AR(ω′)〉ρScR (t)[AS(ω)A
†
S(ω
′)ρScS (t)−A†S(ω′)ρScS (t)AS(ω)] + h.c.+O(τ3|λ|3),
(A11)
where, as above, we denote by ω the (near-)resonant frequencies.
To proceed it is convenient to go to the interaction picture, which we defined as ρS(t) := e
iHStρScS (t)e
−iHSt. In this
picture, the reduced evolution of S for a time interval τ can be written as
ρS(t+ τ) = (1 + Lt,τ )ρS(t), (A12)
where
Lt,τρ = −iλτ
∑
ω∈E
[AS(ω), ρ]〈A†R(ω)〉ρScR (t)e
−iωt
−λ
2τ2
2
∑
ω,ω′∈E
〈A†R(ω)AR(ω′)〉ρScR (t)e
i(ω′−ω)t[AS(ω)A
†
S(ω
′)ρ−A†S(ω′)ρAS(ω)] + h.c. (A13)
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So far, we expressed the evolution of S due to its interaction with R for a duration τ (such that τ  |ωR − ωS |−1
for all ωR 6= ωS). We consider that the evolution of S is made of a sequence of interactions with R of duration
τi separated by interval of free evolution of duration Ti. Denoting by ti the instant of time when S and R start
interacting, (so that ti+1 = ti + τi + Ti), the state of S at tn = t+ ∆t after n such sequences is
ρS(t+ ∆t) = (1 + Ltn−1,τ )...(1 + Lt0,τ )ρS(t) (A14)
where t0 = t. Note that the intermediary free evolution does not affect the dynamics in interaction picture, ρS(ti +
τi+Ti) = ρS(ti+ τi) = (1 +Lti,τi)ρS(ti). Since τi is much smaller than λ−1 the action of the operators Lti,τi is small,
|Lti,τiρS(ti)|  1, so that
ρS(t+ ∆t) ' (1 + Ltn−1,τn−1 + ...+ Lt0,τ0)ρS(t)
= ρS(t)− iλ
∑
ω∈E
[AS(ω), ρS(t)]
n−1∑
i=0
τi〈A†R(ω)〉ρScR (ti)e
−iωti
−λ2
∑
ω,ω′∈E
[AS(ω)A
†
S(ω
′)ρS(t)−A†S(ω′)ρS(t)AS(ω)]
n−1∑
i=0
τ2i
2
〈A†R(ω)AR(ω′)〉ρScR (ti)e
i(ω′−ω)ti + h.c.. (A15)
The above expression can be simplified if we assume that R is always prepared in the same state ρR. This brings
us to the problem of the phase: coherences between levels of different energy accumulated a phase (even if R is kept
perfectly isolated). This phase depends on the “history” of each system, which appears in the terms 〈A†R(ω)〉ρScR (ti)
and 〈A†R(ω)AR(ω′)〉ρScR (ti). Then, unless R is reinitialised with a well defined phase reference, or alternatively, identical
systems R are prepared and maintained coherent (which both are not happening in “natural’ systems and are highly
demanding experimentally) the phases of the coherences are random. As a result, the unitary contribution (term of
first order) in (A15) is null on average. Similarly, contributions from second order terms with ω 6= ω′ are also null
on average. One should note that it turns out to be equivalent to assume that R is prepared in states such that
〈AR(ωR)〉ρR = 0 and 〈A†R(ω)AR(ω′)〉ρR = 0 for ω 6= ω′ (which also corresponds to the stationarity condition). The
above considerations provide a physical motivation for this assumption. We are thus left with
ρS(t+ ∆t) = ρS(t)− nλ
2τ2
2
∑
ω∈E
〈A†R(ω)AR(ω)〉ρR [AS(ω)A†S(ω)ρS(t)−A†S(ω)ρS(t)AS(ω)] + h.c., (A16)
where τ2 :=
∑n−1
i=1 τ
2
i /n denotes the average of the square of the interaction interval τi. On average S interacts
n = r∆t times with R during a time interval ∆t, where r is the rate of repetition of the interactions. The coarse-grain
time derivative of ρS defined by ρ˙S :=
1
∆t [ρS(t+ ∆t)− ρS(t)] (with ∆t such that rτ2λ2∆t 1) is then
ρ˙S = rLτρS(t), (A17)
with the operator Lτ can be rewritten in the from
LτρS(t) = τ
2λ2
2
∑
ω∈E
〈AR(ω)A†R(ω)〉ρR
{
[AS(ω)ρS , A
†
S(ω)] + [AS(ω), ρSA
†
S(ω)]
}
. (A18)
This the master equation indicated in the main text with
Γ(ω) :=
rτ2λ2
2
TrR[ρRAR(ω)A
†
R(ω)]. (A19)
Importantly, we recall that the ladder operators of S and R appearing in (A18) are the sum of the ladder operators
of the quasi degenerate Bohr frequencies. One should note that from Eq. (D2) of Section D the relation used in the
main text,
G(−ω) = e−ω/TRG(ω), (A20)
comes straightforwardly (~ = 1, kB = 1).
We summarise in the following the four conditions used to derived the reduced dynamics (A17) and (A18). Firstly,
the condition on which relies the essence of the collisional model, namely R is reinitialised after each interaction with
S or equivalently, identical systems prepared in the same state are sent successively to interact with S. Secondly,
the condition τi  |λ|−1 for all i, where τi is the duration of the ith interaction and plays the same role as the bath
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correlation time in dissipation driven by baths. Therefore, the condition τi  |λ|−1 is equivalent to τi  TR, where
TR is the evolution timescale of S (in the interaction picture), which justifies the Born Markov approximation in
bath-induced dissipation [88]. The third condition is that the phase of the prepared state ρScR (ti) is random. Finally,
the last condition is the existence of resonant or nearly resonant frequencies of S and R such that |ωS − ωR|τi  1
while the other frequencies are far from resonance, namely |ωS −ωR|τi  1. One should note that combined with the
first condition it means that detuning as large as |λ| between ωS and ωR still satisfies the near resonant condition. As
a concluding observation, this last condition plays the role of the secular approximation. Alternatively, we can derive
the same dynamics (A18) without this last condition. In doing so, after applying the third condition, one ends up
with
ρS(t+ ∆t) ' (1 + Ltn−1,τ + ...+ Lt0,τ )ρS(t)
= ρS(t)− λ2
∑
ωS ,ω′S∈ES
[AS(ωS)A
†
S(ω
′
S)ρS(t)−A†S(ω′S)ρS(t)AS(ωS)]
∑
ωR∈ER
〈A†R(ωR)AR(ωR)〉ρR
×
∫ τ
0
du1
∫ u1
0
du2e
i(ωR−ωS)u1ei(ωR−ω
′
S)u2
n−1∑
i=0
ei(ω
′
S−ωS)ti + h.c..(A21)
One should note that in the above expression we assumed for simplicity the equal duration of each interaction with
R, τi = τ . The more general situation can be treated in a similar way. If the time intervals Ti of free evolution are
of random length, then the instants of time ti are random variables and thus
∑n−1
i=0 e
i(ω′S−ωS)ti is a sum of random
phases which cancels out on average (unless ωS = ω
′
S). However, if the time intervals Ti are regular, Ti = T for all
i, then
∑n−1
i=0 e
i(ω′S−ωS)ti = ei(ω
′
S−ωS)t 1−ei(ω
′
S−ωS)∆t
1−ei(ω′S−ωS)(τ+T ) . For n = ∆t/(τ + T ) 1, the term e
i(ω′S−ωS)t 1−ei(ω
′
S−ωS)∆t
1−ei(ω′S−ωS)(τ+T )
is much smaller than n if ωS 6= ω′S so that one can retain only terms with ωS = ω′S . Alternatively, one can invoke
the secular approximation, namely the phase ei(ω
′
S−ωS)t is oscillating rapidly while ρS(t) is evolving on a timescale
(rτ2λ2)−1 so that the contributions from terms with ωS 6= ω′S can be neglected assuming |ω′S − ωS |−1  (rτ2λ2)−1.
One finally obtains
ρ˙S = rLτρS(t) = r
∑
ωS∈ES
Γτ (ωS)
[
AS(ω)ρS(t)A
†
S(ω)−A†S(ω)AS(ω)ρS(t)
]
+ h.c., (A22)
with Γτ (ω) = λ
2
∑
ωR∈ER〈AR(ωR)A
†
R(ωR)〉ρR
∫ τ
0
du1
∫ u1
0
du2e
−i(ωR−ωS)(u1+u2), which is a generalisation of (A19).
Appendix B: Thermal baths
We consider here that S is interacting with a bath R in an unitary way through the following Hamiltonian,
HTot = HS +HR +HSR, (B1)
where HS and HR are the free Hamiltonians of S and R, respectively. Importantly, S can be composed of a single
system or many non-interacting subsystems. The coupling term is of the form HSR = λPSPR, PS and PR are
operators of S and R, respectively, and λ is a real coupling constant. We consider that S has a discrete spectrum,
and denoting by  its eigenvalues and by pi the projector onto the eigenspace associated with  we can decompose PS
in a sum of eigenoperators of HS [80],
PS =
∑
ω
AS(ω), (B2)
where the ladder operators
AS(ω) :=
∑
′−=ω
piPSpi′ , (B3)
satisfy the commutation relation [HS , AS(ω)] = −ωAS(ω), (setting ~ = 1) as mentioned in the main text. The sum
runs over the Bohr frequencies ω of S. Furthermore, we assume that R is in a stationnary state, [ρR, HR] = 0, and
that S and B are interacting weakly so that the Born and Markovian approximations are legitimate. Following the
usual procedure a Gorini-Kossakowski-Lindblad-Sudarshan (GKLS) quantum master equation [95] for the reduced
dynamics of S is derived [80],
ρ˙S =
∑
ω
Γ(ω)
[
AS(ω)ρSA
†
S(ω)−A†S(ω)AS(ω)ρS
]
+ h.c., (B4)
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where ρS is the density operator of S in the interaction picture (with respect to HS) and ρ˙S its time derivative. The
complex function Γ(ω) is given by
Γ(ω) := λ2
∫ ∞
0
dseiωsTr[ρRP
I
R(s)PR], (B5)
with P IR(s) = e
iHRsPRe
−iHRs is the bath coupling operator in the interaction picture. Importantly, (B4) is the same
master equation as Eq. (3) of the main text with the expression of Γ(ω) given above (B5). We also defined the
bath spectral density as G(ω) := Γ(ω) + Γ∗(ω) = λ2
∫∞
−∞ dse
iωsTr[ρRP
I
R(s)PR] which also satisfies (A20) (proof in
Section IV). In the main text we mention that the ratio G(ω)/G(−ω) can be related to the apparent temperatures
of R defined by eω/TR(ω) = 〈AR(ω)A
†
R(ω)〉ρR
〈A†R(ω)AR(ω)〉ρR
. To see this we consider that we can decompose the coupling operator PR
in eigenoperators in the form PR =
∑
ω AR(ω). For instance for a bosonic bath composed of a collection (rigorously
a continuum) of modes and with coupling operator of the form PR =
∑
k(g
∗
kbk + gkb
†
k), this would amount to define
AR(ω) :=
∑
k g
∗
kbkδ(ω−ωk) when ω > 0 (and AR(ω) := gkb†kδ(ω+ωk) when ω < 0), where ωk is the energy associated
to the mode k. Computing the expression of the bath spectral density one obtains
G(ω) = 2piλ2
∑
k
[
gk〈b†kPR〉ρRδ(ω + ωk) + g∗k〈bkPB〉ρRδ(ω − ωk)
]
= 2piλ2
∑
k,k′
[
gkg
∗
k′〈b†kbk′〉ρRδ(ω + ωk)δ(ω + ωk′) + g∗kgk′〈bkb†k′〉ρRδ(ω − ωk)δ(ω − ωk′)
]
(B6)
where the second line was obtained using the sationarity hypothesis [ρR, HR] = 0 wich implies that 〈b†kbk′〉ρR = 0
unless ωk = ωk′ . For ω > 0 we have G(ω) = 2piλ
2
∑
k,k′ g
∗
kgk′〈bkb†k′〉ρRδ(ω − ωk)δ(ω − ωk′) = 2piλ2〈AR(ω)A†R(ω)〉ρR .
It follows the announced identity
G(ω)
G(−ω) =
〈AR(ω)A†R(ω)〉ρR
〈A†R(ω)AR(ω)〉ρR
. (B7)
Appendix C: Apparent temperature for arbitrary transition coefficients
For arbitrary transition coefficient αn−1,n,g,g′ := 〈n − 1, g|ρX |n, g′〉 the apparent temperature takes the following
form
ω
TX =
log
∑N
n=1
[∑ln−1
g=1 〈n− 1, g|ρX |n− 1, g〉
∑ln
g′=1 |αn−1,n,g,g′ |2 +
∑ln−1
g,j 〈n− 1, j|ρX |n− 1, g〉
∑ln
g′=1 αn−1,n,g,g′α
∗
n−1,n,j,g′
]
∑N
n=1
[∑ln
g=1〈n, g|ρX |n, g〉
∑ln−1
g′=1 |αn−1,n,g′,g|2 +
∑ln
g,j〈n, g|ρX |n, j〉
∑ln−1
g′=1 αn−1,n,g′,gα
∗
n−1,n,g′,j
] ,
(C1)
which can be simplified to the expression Eq. (10) of the main text when all coefficient α are equal. Although
more involved, the above expression maintains the same meaning and consequence as in the main text. Namely,
the first term of both numerator and denominator are the contributions from the population weighted by the
transition coefficients. The second term of both numerator and denominator are the contributions from the coherence
between degenerate levels, weighted again by the transition coefficients. As a consequence, the value of the apparent
temperature can be affected dramatically by the coherences. Interestingly, the non-uniformity of the values of
the transition coefficients can even amplifies the effect of the coherences. A more detailed discussion about the
consequences of such phenomenon can be found in the main text.
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Appendix D: Apparent temperatures for thermal states
When X = R, S is in a thermal state at temperature TX , ρX = Z
−1e−HX/TX , where Z is the partition function,
one can derive the following identity,
eHX/TXAX(ω)e
−HX/TX =
∞∑
n=0
1
n!
1
TnX
AdnHXAX(ω)
=
∞∑
n=0
1
n!
1
TnX
(−ω)nAX(ω)
= e−ω/TXAX(ω), (D1)
where AdnMN := [M,Ad
n−1
M N ] and Ad
0
MN = N . We recall that the ladder operators are such that [HX , AX(ω)] =
−ωAX(ω) so that AdnHXAX(ω) = (−ω)nAX(ω). From (D1) one obtains,
〈A†X(ω)AX(ω)〉ρX = Tr
[
Z−1e−HX/TXA†X(ω)AX(ω)
]
= Z−1Tr
[
A†X(ω)e
−HX/TXeHX/TXAX(ω)
×e−HX/TX ]
= Z−1Tr
[
A†X(ω)e
−HX/TXe−ω/TXAX(ω)
]
= e−ω/TX 〈AX(ω)A†X(ω)〉ρX . (D2)
Substituting in the expression of the apparent temperature (Eq. (6) of the main text), one obtains TX(ω) = TX for
all Bohr frequencies ω. Importantly, this also shows that the function G(ω) (see previous Sections I and B) satisfies
the thermal identity (A20) as soon as ρR is a thermal state.
Appendix E: Apparent temperature of the phaseonium
In Eq. (5) of [34], the average photon number of the cavity nφ is given to follow the dynamics
n˙φ = α[2ρaa(nφ + 1)− (ρbb + ρcc + ρbc + ρcb)nφ], (E1)
where ρxy := 〈x|ρR|y〉, x, y = a, b, c, and α is a simple rate factor. The steady state average photon number is obtained
by taking n˙φ = 0 in the previous equation, leading to
nφ + 1
nφ
=
ρbb + ρcc + ρbc + ρcb
2ρaa
. (E2)
The steady state temperature Tφ of the cavity is related to the average photon number by nφ =
(
eΩ/kBTφ − 1)−1,
where Ω is the frequency of the cavity. Substituting in (E2) one obtains
kBTφ = Ω
(
ln
ρbb + ρcc + ρbc + ρcb
2ρaa
)−1
, (E3)
which is precisely the expression obtained in Eq. (13) of the main text (substituting Ω by ω). One should note that
in order to serve better the purpose of the article the expression of Tφ used in [34] is an approximated version of the
above expression.
Appendix F: Hotter or colder apparent temperature thanks to coherence
The apparent temperature is hotter thanks to the coherences if and only if 1/TX ≤ 1/T 0X (T 0X is the apparent
temperature without coherence), which implies from Eq. (10) of the main text,∑N
n=1 ln(ρn−1 + cn−1)∑N
n=1 ln−1(ρn + cn)
≤
∑N
n=1 lnρn−1∑N
n=1 ln−1ρn
. (F1)
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This can be rewritten in the form
C+ ≥ C−e−ω/T 0X , (F2)
where T 0X := ω
[
ln
∑N
n=1 lnρn−1∑N
n=1 ln−1ρn
]−1
, C+ := ∑Nn=1 ln−1cn, and C− := ∑Nn=1 lncn−1. For the three-level system in the
Λ-configuration considered in the main text, the apparent temperature is hotter thanks to the coherence if and only
if c0 is negative, which can also be verified directly from Eq. (13) of the main text. It is worth noting that we use
the expression “hotter” in a broad sense (a negative temperature is considered hotter than a positive temperature).
Appendix G: Hotter and colder apparent temperature thanks to correlations
From Eq. (11) of the main text, the apparent temperature is left hotter thanks to correlations if and only if∑m
i=1〈AiA†i 〉ρR + c∑m
i=1〈A†iAi〉ρR + c
≤
∑m
i=1〈AiA†i 〉ρR∑m
i=1〈A†iAi〉ρR
, (G1)
which is equivalent to the condition
c(eω/T
0
X − 1) ≥ 0, (G2)
where T 0X := ω
[
ln
∑m
i=1〈AiA†i 〉ρR∑m
i=1〈A†iAi〉ρR
]−1
is the apparent temperature without correlations. If T 0X ≥ 0 (which happens
when the individual subsystems are not in inverted-population states), the apparent temperature is hotter (colder)
thanks to the correlations if and only if c is positive (negative). If T 0X ≤ 0 (for instance the individual subsystems
are in inverted-population states) then it is the contrary: the apparent temperature is hotter (colder) thanks to the
correlations if and only if c is negative (positive). As in the previous Section, we use the expression “hotter” in a
broad sense (a negative temperature is considered hotter than a positive temperature).
Appendix H: Steady state of an indistinguishable pair of two-level atoms
We consider the dynamics described by Eq. (14) of the main text for an indistinguishable pair of atoms,
ρ˙IS = −iΩL
2∑
i=1
[σ+i σ
−
i , ρ
I
S ]− iΩ1,2[σ+1 σ−2 + σ−1 σ+2 , ρIS ]
+g[n(ω) + 1](2S−ρISS
+ − S+S−ρIS − ρISS+S−)
+gn(ω)(2S+ρISS
− − S−S+ρIS − ρISS−S+),
(H1)
where n(ω) is the bath mean excitation number at the frequency ω, σ+i and σ
−
i are the ladder operators of the atom
i at the position ~ri, S
+ =
∑2
i=1 σ
+
i and S
− =
∑2
i=1 σ
−
i are the collective ladder operators of the pair of atoms,
ΩL is the Lamb shift, g is the effective coupling between the atoms and the field mode (see expression in the main
text), and the term proportional to Ω1,2 corresponds to the Van der Waals interaction between the two atoms (see
expression in the main text). The dynamics can be easily solved by considering the basis {|ψ0〉, |ψ+〉, |ψ−〉, |ψ1〉} with
|ψ±〉 = (|01〉± |10〉)
√
2, |ψ0〉 = |00〉, and |ψ1〉 = |11〉. In such basis the collective ladder operators can be expressed as
S+ =
√
2|ψ+〉〈ψ0|+
√
2|ψ1〉〈ψ+| and S− =
√
2|ψ0〉〈ψ+|+
√
2|ψ+〉〈ψ1|. From (H1) one obtains the following dynamics
for the populations pi := 〈ψi|ρS |ψi〉, i = 0, 1,+,−,
p˙1 = 4gn(ω)p+ − 4g[n(ω) + 1]p1
p˙0 = 4g[n(ω) + 1]p+ − 4gn(ω)p0
p˙+ = 4g[n(ω) + 1](p1 − p+)− 4gn(ω)(p0 − p+)
p˙− = 0. (H2)
Using the fact that p˙1+p˙0+p˙+ = 0, one can easily find the steady state populations to be p
∞
0 = Z
−1
ind, p
∞
+ = Z
−1
inde
−ωβB
and p∞1 = Z
−1
inde
−2ωβB with Zind = 1 + e−ωβB + e−2ωβB , and βB is the inverse temperature of the bath. For the
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coherences, defined as ρij := 〈ψi|ρIS |ψj〉, i, j ∈ {0, 1,+,−}, one obtains (including the Lamb shift to the interaction
picture),
ρ˙+,− = −2
[
g(2n(ω) + 1) + iΩ1,2
]
ρ+,−
ρ˙1,− = −
[
2g(n(ω) + 1) + iΩ1,2
]
ρ1,−
ρ˙0,− = −
[
2gn(ω) + iΩ1,2
]
ρ0,−
ρ˙1,0 = −2g(2n(ω) + 1)ρ1,0 (H3)
which straightforwardly gives 0 as steady state solution. The dynamics of the two remaining coherences is coupled,
ρ˙1,+ = −
[
2g(3n(ω) + 2)− iΩ1,2
]
ρ1,+ + 4gn(ω)ρ+,0
ρ˙+,0 = −
[
2g(3n(ω) + 1) + iΩ1,2
]
ρ+,0 + 4g(n(ω) + 1)ρ1,+, (H4)
and also leads to 0 as steady state solution. Finally, one can write the steady state solution in the form,
ρ∞ind = Z
−1
ind
(
e−2ωβB |ψ1〉〈ψ1|+ e−ωβB |ψ+〉〈ψ+|+ |ψ0〉〈ψ0|
)
, (H5)
as announced in the main text.
