In the common trigonometric regression model we investigate the optimal design problem for the estimation of the individual coe cients, where the explanatory variable varies in the interval ?a; a]; 0 < a : It is demonstrated that the structure of the optimal design depends sensitively on the size of the design space. For many cases optimal designs can be found explicitly, where the complexity of the solution depends on the value of the parameter a and the order of the term, for which the corresponding coe cient has to be estimated.
are widely used to describe periodic phenomena see e.g. Mardia (1972) , Graybill (1976) or Kitsos, Titterington and Torsney (1988) ] and the problem of designing experiments for Fourier regression models has been discussed by several authors see e.g. Hoel (1965) , Karlin and Studden (1966) , page 347, Fedorov (1972) , page 94, Hill (1978) , Lau and Studden (1985) , Riccomagno, Schwabe and Wynn (1997) ]. While most authors concentrate on the design space ? ; ] much less attention has been paid to the case of a smaller design space see e.g. Hill (1978) ]. This situation is of practical importance because in many applications it is impossible to take observations on the full circle ? ; ]: We refer for example to Kitsos, Titterington and Torsney (1988) , who investigated a design problem in rhythmometry involving circadian rhythm exhibited by peak expiratory ow, for which the design region has to be restricted to a partial cycle of the complete 24-hour period. It is the purpose of the present paper to study the optimal design problem for the estimation of the individual coe cients k in the trigonometric regression model (1.1) on the interval ?a; a]: In Section 2 we introduce the general notation and state several preliminary results, which give some lower bounds on the number of support points of the optimal design. Section 3 deals with the full circle ? ; ]; for which the solution of the optimal design problem is already di cult. Here we are able to nd the optimal designs for estimating the individual coe cients k explicitly, whenever k > 2m 3
: In Section 4 we consider the optimal design problem for the estimation of the coe cients of the cosine terms, which is intimately related to the c-optimal design problem for the common polynomial regression on the interval cos a; 1]: It is demonstrated that the optimal design problem for the estimation of the parameter k can be solved analytically for any k 2 f0; 2; : : : ; 2mg; provided that the design space ?a; a] is su ciently small. Section 5 considers the problem of estimating individual coe cients of the sine terms, for which the situation is completely di erent. We use the implicit function theorem to prove that the optimal design depends analytically on the parameter a and nd the limiting design as a ! 0: From these results the optimal designs for estimating the coe cient of the highest sine term can be obtained numerically by a Taylor expansion with arbitrary precision. For the remaining coe cients of the sine terms it is shown that on a su ciently small design space the corresponding optimal designs have the same support points as the optimal design for the estimation of the coe cient 2m?1 and an explicit formula for the corresponding weights is derived. The results of this paper demonstrate that the optimal design problem for the estimation of the individual parameters in a trigonometric regression is substantially more di cult than the corresponding problem in the polynomial case, which was recently solved by Sahm (2000) and Dette, Melas and Pepelyshe (2000) . Nevertheless, for many important cases the optimal designs can be found explicitly by the results and methods given in this paper.
Optimal designs for estimating individual coe cients
Consider the trigonometric regression model (1.1), de ne = ( 0 ; 1 ; : : : ; 2m ) T and f(t) = (1; sin t; cos t; : : : ; sin(mt); cos(mt)) T = (f 0 (t); : : : ; f 2m (t)) T (2.1) as the vector of regression functions. An approximate design is a probability measure on the design space ?a; a] with nite support see e.g. Kiefer (1974) ]. The support points of the design give the location where observations are taken, while the weights give the corresponding proportions of total observations to be taken at these points. For uncorrelated observations (obtained from an approximate design) the covariance matrix of the least squares estimator for the parameter is approximately proportional to the matrix M( ) = Z a ?a f(t)f T (t)d (t) 2 R 2m+1 2m+1 (2.2) which is called information matrix in the design literature. An optimal design minimizes (or maximizes) an appropriate convex (or concave) function of the information matrix and there are numerous criteria proposed in the literature, which can be used for the discrimination between competing designs see e.g. Fedorov (1972) , Silvey (1980) or Pukelsheim (1993) ]. In this paper we are interested in optimal designs for the estimation of the individual coe cients k in the trigonometric regression model (1.1). To be precise let e k 2 R 2m+1 denote the (k + 1)th unit vector (k = 0; : : : ; 2m) and A ? be a generalized inverse of the matrix A 2 R 2m+1 2m+1
, then a design is called e k -optimal or optimal for estimating the coe cient k ; if k is estimable by the design i.e. e k 2 Range(M( ))] and minimizes the function k ( ) = e T k M ? ( )e k (2.3) in the set of all designs such that k is estimable by the design : e k -optimal designs have been discussed by several authors, mainly for the case of polynomial regression on the interval ?1; 1] see e.g. Studden (1968) , Kiefer and Wolfowitz (1965) , Hoel and Levine (1964) and Sahm (2000) ], but nothing is known for the trigonometric case. Our rst result is an important tool for the determination of optimal designs and gives a slightly di erent formulation of the equivalence theorem for e k -optimal designs as it is usually stated in the literature see e.g. Pukelsheim (1993) , Section 2, or Studden (1968) ]. The result is stated here for general regression models and a proof can be found in Dette, Melas and Pepelyshe (2000) .
Lemma 2.1 For k = 0; 1; : : : ; d let f k (t) = (f 0 (t); : : : ; f k?1 (t); f k+1 (t); : : : ; f d (t)) T denote the vector obtained by omitting the component f k (t) in the vector f(t) = (f 0 (t); : : : ; f d (t)) T :
A design is optimal for estimating the parameter k in the model y = d X j=0 j f j (t) + " ; t 2 R if and only if there exist a positive number h and a vector q 2 R d such that the function '(t) = f k (t) ? q T f k (t) satis es
(1) h' 2 (t) 1 for all t 2 (2) supp( ) ft 2 j h'
Moreover, in this case h = k ( ) and the function ' is called extremal polynomial.
It follows by standard arguments see Pukelsheim (1993), Chapter 4,5] that is a convex function on the set of designs on the interval ?a; a]; which is invariant with respect to a re ection of the design at the origin. Consequently there exists a symmetric e k -optimal design (which is not necessarily unique) and we will restrict ourselves to the determination of optimal designs in the set s of all symmetric designs on the interval ?a; a]: As pointed out by Dette and Haller (1998) this set can be mapped in a one to one manner onto the set of designs on the interval ; 1] where = cos a: More precisely, de ne for a symmetric design on the interval ?a; a] its projection as the design on the interval ; 1] given by
It is now easy to see that after an appropriate permutation P 2 R 
where T i (x) = cos(i arccos x) (2.8) U i (x) = sin((i + 1) arccos x) sin(arccos x) denote the Chebyshev polynomials of the rst and second kind, respectively see e.g. Rivlin (1974) ]. Note that this transformation transfers the optimal design problem for the estimation of the individual coe cients in a trigonometric regression model to design problems for the estimation of the coe cients in the weighted polynomial regression models The proof of the following result is now straightforward and therefore omitted.
Lemma 2.2 A symmetric design on the interval ?a; a] is optimal for estimating the coe cient 2`( 0 ` m) in the trigonometric regression (1.1) if and only if the design obtained by the transformation (2.4) is optimal for estimating the parameter `i n the Chebyshev regression model (2.9).
Similary, a symmetric design on the interval ?a; a] is optimal for estimating the coe cient 2`?1 (1 ` m) in the trigonometric regression model (1.1) if and only if the design obtained by the transformation (2.4) is optimal for estimating the coe cient `?1 in the weighted Chebyshev regression model (2.10).
Note that there is an alternative formulation of Lemma 2.2 in terms of c-optimality in the ordinary polynomial regression model. A c-optimal design minimizes the variance of the least squares estimator for the linear combination P d j=0 j c j , where c = (c 0 ; : : : ; c d ) T 2 R d is a given vector and d 2 fm?1; mg corresponding to the cases (2.10) and (2.9), respectively see Pukelsheim (1993)] . To be precise let T 2 R m+1 m+1 and U 2 R m m denote the matrix of the coe cients of the Chebyshev polynomials of the rst and second kind, respectively, i.e.
(T 0 (x); : : : ; T m (x)) T = T (1; x; : : : ; x m ) T (2.11) (U 0 (x); : : : ; U m?1 (x)) T = U (1; x; : : : ; x m?1 ) T :
De ning t(`) = T ?1 e`(`= 0; : : : ; m) and u(`) = U ?1 e`(`= 0; : : : ; m ? 1); then we obtain the following auxiliary result. Proof. We will concentrate on the rst case k = 2`even, the odd case will follow by similar arguments. Using Lemma 2.2 and the transformation (2.4) the assertion of the theorem in the even case follows if we establish the bounds maxf`+ 1; m ?2 + 1g #supp( 2`) m + 1 (2.14)
for the support of the e`-optimal design 2`i n the Chebyshev regression model (2.9). This implication is obvious for the lower bound, while the upper bound requires the additional argument that the support of the optimal design 2`m ust either contain the point 1 or consists of less than m + 1 points. where w = (w 1 ; : : : ; w n ) T denotes the vector of the weights of the design 2`, F is an m n matrix de ned by F = 2 6 6 6 6 6 6 6 6 6 6 6 4 T 0 (x 1 ) : : : T 0 (x n ) T 1 (x 1 ) : : : T 1 (x n ) . . . . . . . . . T`? 1 (x 1 ) : : : T`? 1 (x n ) T`+ 1 (x 1 ) : : : T`+ 1 (x n ) . . . . . . . . . T m (x 1 ) : : : T m (x n ) 3 7 7 7 7 7 7 7 7 7 7 7 5 2 R m n (2.19) and D is a diagonal matrix with entries '(x 1 ); : : : ; '(x n ) (note that these quantities are all equal in absolute value). Note that for` n the upper n n block (T i?1 (x j )) n i;j=1 of the matrix F in (2.19) is non-singular because of the Chebyshev property of the system fT 0 (x); : : : ; T n?1 (x)g see Karlin and Studden (1966) ]. In this case (2.18) would imply w = 0; which is impossible for the optimal design. Consequently we obtain n >`which yields one of the lower estimates in (2.14).
In order to establish the second estimate n (m ?`)=2 + 1 we will prove below that the existence of a nontrivial solution = Dw 2 R n of (2.18) implies that the integral equation
holds for all polynomials Q of degree m ? n; wherè
denotes the supporting polynomial of the design 2`: If this equivalence has been established it follows from the assumption n m that the polynomial`(x)T`(x) of degree`+ n is orthogonal to all polynomials Q(x) of degree less or equal than m ? n: Assume that n m?2 ; then`(x)T`(x) would be of degree m+2 and m ? n would be bounded from below by m+2 : Consequently we can use Q(x) =`(x)T`(x) in (2.20) which is impossible proving that n m?2 + 1: In order to prove the remaining implication For a given support the optimal weights of a c-optimal design can be obtained by standard formulas see e.g. Studden (1968) or Pukelsheim and Torsney (1991) ]. The following formulas for the weights of the optimal designs for estimating individual coe cients are obtained from general results on quadrature formulas see Stroud and Secrest (1966) ] and provide an alternative and interesting representation for the weights of the e k -optimal designs in the case of trigonometric regression. For the sake of simplicity we state these results only for the Chebyshev regression model (2.9), the situation for the model (2.10) is similar (see Theorem 5.5) and the trigonometric case is obtained by the transformation (2.4) (see the following sections).
Lemma 2 Proof. The proof consists of two steps. At rst we will show that for a given (distinct) support the space of solutions of the equation (2.18) is of dimension 1 and as a consequence the vector w is uniquely determined by normalization. Secondly, we will demonstrate that the weights given by (2.24) and (2.25) de ne such a solution.
For the proof of uniqueness assume that 1 = ( 11 ; : : : ; 1n ) T and 2 = ( 21 ; : : : ; 2n ) T are two linearly independent solutions of the equation FD = 0 where the matrix F has been de ned in (2.19). Let F denote the (m + 1) n matrix obtained from the m n matrix F by adding the row (T`(x 1 ); : : : ; T`(x n )) between the`th and (`+ 1)th row, then the identity (2.17) and FD i = 0 (i = 1; 2) imply
ij e`i = 1; 2:
Whenever n m + 1 the rst n rows are linearly independent. If P n j=1 ij = 0 for some i 2 f1; 2g this would imply i = 0 contradicting to the non triviality of these vectors.
Consequently we have P n j=1 ij 6 = 0; i = 1; 2 which yields (by the same argument) that these vectors are linarly dependent. For this reason the dimension of the space of solutions of the equation (2.18) is one and the component of any nontrivial solution must be all of the same sign (because there exists at least one solution of FD = 0 yielding the weights of the e`-optimal design).
For the second part we distinguish the cases n = m+1 and n m: For the latter case note that by the proof of Theorem 2.4 the existence of a solution of the system (2.18) implies the identity
for all polynomials Q of degreee m?n: It then follows from standard results on quadrature formulas see e.g. Stroud and Secrest (1966) , p. 6] that there exists weights 1 ; : : : ; n such that the identity
holds for all polynomials P of degree m: In other words the quadrature formula (2.26) is exact for all polynomials of degree m: Because n m we can use the Lagrange interpolation polynomials`1(x); : : : ;`n(x) with nodes x 1 ; : : : ; x n in (2.26), which yields 
for all polynomials P of degree m: Note that the A i do not vanish simultaneously, because otherwise the left hand side of (2.27) would be zero, which is impossible. Moreover, from the orthogonality relation (2.12) for the Chebyshev polynomials of the rst kind we have
whenever i 2 f0; : : : ;`? 1;`+ 1; : : : ; mg: But this system is equivalent to FA = 0; where A = (A 1 ; : : : ; A n ) T and F is de ned in (2.19), which proves that D(A 1 ; : : : ; A n ) T is a solution of (2.18). The assertion of Lemma 2.5 in the case n m now follows from Lemma 2.1 and the rst part of this proof. Pukelsheim (1993) that the quantities de ned in (2.24) give the weights of the e`-optimal design. 2 3 Optimal designs on the full circle and the quadratic trigonometric regression model
In this section we will study the case of the full circle as design space in more detail and indicate that on arbitrary intervals the situation becomes extremely di cult. It turns out that for many but not for all cases optimal designs for estimating the individual coe cients in the trigonometric regression model (1.1) with design space ? ; ] can be found explicitly. Proof. We will only consider the rst case (a), the remaining parts are treated similary.
The proof follows essentially by an application of Lemma 2.1 and discrete orthogonality properties for the Chebyshev polynomials of the rst kind. To be precise let t i = ? + i` (i = 0; : : : ; 2`) and consider the trigonometric polynomial '(t) = cos(`t); which obviously satis es condition (1) and (2) of Lemma 2.1 with h = 1: In order to prove the remaining condition (3) we have to establish the identities
see Rivlin (1974) In this case the polynomial '(t) = cos t + cos(3t) satis es condition (1) and (2) of Lemma 2.1 with h = 1=4 but does not satisfy (3). This corresponds to the non-estimability of the parameter 2 by the design 2 i.e. e 2 6 2 M( 2 )]: A similar observation can be made in the design problem for the estimation of the parameters corresponding to the sine terms in the model (1.1). We also mention the two cases not covered by Theorem 3.1 in this example. The optimal design for estimating the coe cient of cos (2t) is optimal for estimating the coe cient of the term cos (2t) .5) is optimal for estimating the parameter of the term cos t whenever 2 0; 1=2] and the designs 2 and 4 are optimal for estimating the intercept in the trigonometric regression model (1.1). We also note that there are more optimal designs for estimating the intercept, e.g. Example 3.4 The nal example of this section will investigate the optimal designs for the quadratic trigonometric regression model (1.1) on the partial circle ?a; a] indicating the particular di culties caused by this restriction. We give a complete solution of this problem, where the results are obtained from the following sections. At this point the optimality of the particular designs can be directly veri ed through Lemma 2.1 (which is left to the reader) and the examples should serve as a motivation for the more technical considerations in the following sections. It is easy to see that for a 2=3 the design given in (3.6) is optimal for estimating the intercept in the trigonometric regression of degree 2 on the interval ?a where the point t is de ned by (3.10) (see Example 4.4 below). We also note that the points 1 = cos 0; x = cos t and = cos a are the extremal points of the 4 Optimal designs for estimating individual coe cients of cosine terms on a partial circle
In this section we investigate e 2`-optimal design for (0 ` m) for the trigonometric regression model (1.1) with design space ?a; a] in more detail. It is demonstrated that there exists a point, say a `2 (0; ]; such that for all a a `t he optimal design for estimating the parameter 2`i n the trigonometric regression on the interval ?a; a] can be found explicitly. Our second result gives a lower bound for a `, while it is indicated at the end of this section that an explicit solution of the e 2`-optimal design problem for any value of a satisfying a `< a can only be expected in particular cases. is optimal for estimating the parameter `i n the Chebyshev regression model (2.9). The assertion now follows from the above discussion, which shows that the design 2`;a de ned in (4.5) is optimal for estimating the coe cient 2`i n the trigonometric regression (1.1) on the interval ?a; a]; whenever a < a `: The remaining assertion for a = a `f ollows by continuity. 
2
The critical bound a `c an be determined numerically from (4.4) and (4.3) by standard numerical integration. `;j e`+ 2j (4.9) with positive coe cient `;j (j = 0; : : : ; b m?2 c;`= 0; : : : ; m): We will now investigate the e`+ 2j -optimal designs in ordinary polynomial regression using recent results of Sahm (2000) .
Note that the design space, which has to be considered, is the interval ; 1], where ! 1 as a ! 0: Sahm (2000) showed that the structure of the optimal design for estimating the ith coe cient in an ordinary polynomial regression on the interval ; 1] is determined by the symmetry parameter s( ) = ( +1)=( ?1): In particular he proved that the e i -optimal design for the ordinary polynomial regression is supported at the transformed Chebyshev points Sahm (2000) that in this case for all i =`;`+1; : : : ; m the e i -optimal designs in the ordinary polynomial regression on the interval ; 1] are supported at the points in (4.10). We will now prove that the t(`)-optimal design in the ordinary polynomial regression which is the e`-optimal design for the Chebyshev regression (2.9)] is also supported at the full set of Chebyshev points de ned in (4.10), whenever a < a `: If this assertion has been proved we obtain from Lemma 2.5 that the weights of the design 2`a re given by (2.24) and (2.25), which implies that the quantities
de ned in (4.3) are positive for all a 2 (0; a `) : This follows because by the rst part of this proof the quantities A i are positive if a ! 0 and they have to be of the same sign, because we will prove below that for all a 2 (0; a `) the design 2`i s supported at the full set of Chebyshev points.
To this end recall that for 0 < a < a `t he e`+ 2j -optimal design (j = 0; : : : ; b m?2 c) is supported at the Chebyshev points de ned in (4.10) with extremal polynomial given by (4.6). Lemma 2.1 for the vector f(x) =(1; x; : : : ; x m ) T shows that the corresponding vector of optimal weights w j = (w j 0 ; : : : ; w j m ) T satis es Studden (1968) show that the t(`)-optimal design in the ordinary polynomial regression is supported on the full set of Chebyshev points de ned by (4.10), whenever 0 < a < a `. By the discussion at the beginning of this paragraph the quantities A i de ned in (4.3) are all positive for a 2 (0; a `) which implies a ` a `a nd completes the proof of the rst part of the theorem. i.e.`= m in Theorem 4.3. In this case the polynomial de ned in (4.8) is constant, which implies a m = a m = ; and the e 2m -optimal design in the trigonometric regression model on the interval ?a; a] is given by (4.5) for any a 2 (0; ]: Moreover, the weights of the e 2m -optimal design can be found explicitly by a careful inspection of the proof of Theorem 4.3, which shows that this design is obtained from the t(m)-optimal design in an ordinary polynomial regression on the interval ; 1] with = cos a: The representation (4.9) shows that the vectors t(m) and e m are linearly dependent and consequently this design is the D 1 -optimal design in an ordinary polynomial regression on the interval ; 1]. The D 1 -optimal design for polynomial regression has been determined by many authors on the interval ?1; 1] see e.g. Studden (1980 Studden ( , 1982 or Spruill (1990) ]. Because this problem is invariant under a ne transformations the t(m)-optimal design in the ordinary polynomial regression puts masses In this case we are also able to nd the optimal designs for a > a m?1 using the recent results of Sahm (2000) and the arguments given in the proof of Theorem 4.3. More precisely, the e 2m?2 -optimal design for the trigonometric regression on the interval ?a; a] is obtained from the t(m ? 1)-optimal design in the ordinary polynomial regression on ; 1]: Formula (4.9) shows that this problem is equivalent to the e m?1 -optimal design problem in the same model. Theorem 3.2b) of Sahm (2000) shows that in the case Consider as a concrete example the case m = 2 discussed in Section 3, where = 0 and x 1 = ? x 2 = : Here a symmetric e 2 -optimal design in the trigonometric regression of degree m = 2 on the interval ?a; a] is supported at the four points ?a; ? + a; ? a; a; whenever arccos(?1=3) a ; as claimed in formula (3.12) of Example 3.4. In the general case m 3 it follows that < 0 and a third case appears, for which the solution of the optimal design problem in the corresponding polynomial regression cannot be found explicitly see Sahm (2000) ]. In this case the optimal designs for estimating the coe cient 2m?2 in the trigonometric regression on the interval ?a; a] is supported on 2m points (including the points ?a and a) and can be obtained by the methods introduced in Dette, Melas and Pepelyshe (2000) and the transformation (2.4).
5 Optimal designs for estimating individual coe cients of the sine terms on a partial circle
In this section we concentrate on the optimal design problem for the estimation of the individual coe cients corresponding to the sine terms in the trigonometric regression model (1.1). Example 3.4 already indicates that the situation for this case is substantially more di cult. Moreover, it also indicates that the e 1 -and e 3 -optimal design for the quadratic trigonometric model have the same support points, whenever a 2 . One of our main results of this section shows that this property is also true for general degree m 2. In other words, if a is reasonable small (which will be made precise later) the support points of the e 2m?1 -optimal design in the trigonometric regression model (1.1) on the interval ?a; a] coincide with the support points of e 2`?1 -optimal design for any`2 f1; : : : ; mg.
For this reason we will start our investigations of the sine case with a careful discussion of the optimal design problem for the estimation of the parameter 2m?1 in the trigonometric regression model (1.1). In this case we use the implicit function theorem to determine the optimal design, a technique, which was introduced by Melas (1978) in the context of optimal design. Our rst result is an immediate consequence of Theorem 3.1 and Lemma 2.1.
Corollary 5.1 Let m=3 <` m and (1 ? 1=2`) a , then the optimal design for estimating the coe cient 2`?1 in the trigonometric regression model (1.1) on the interval ?a; a] is given by the design 2`?1 de ned in part c) of Theorem 3.1.
In the following we consider the optimal problem for the estimation of the parameter 2m?1 and study the case 0 < a (1 ? 1=2m) for which the e 2m?1 -optimal design problem is equivalent to the e m -optimal design problem in the Chebyshev regression model ( and as a ! 0 the minimization of with respect to x 2 x(T) is approximately equivalent to the minimization of the right hand side of (5.13) with respect to = (t 2 ; : : : ; t m ) 2 T. which proves the assertion of the Lemma. We nally note that we also obtain a limit for the corresponding optimal weights in (5.5), i. e. where 0 = (0) is de ned by the right hand side of (5.12). The coe cients in this expansion can be found recursively as shown in Dette, Melas and Pepelyshe (2000) . To be precise, consider the function ( ; a) : = (x( ); a); where x( ) : = (cos(at 2 ); : : : ; cos(at m )) and the function is de ned in (5.6) with x 1 = cos(?a). It then follows that the coe cients in the Taylor expansion (5.18) can be found recursively from = (0), Table 5 .2 Coe cients in the Taylor expansion (5.23) for the interior negative support points t 2 (a); t 3 (a); t 4 (a) of the e 7 -optimal designs in the trigonometric regression model (1.1) of degree m = 4 on the interval ?a; a]. The e 1 -, e 3 -and e 5 -optimal designs have the same support points, if a b `,`= 1; 2; 3, where b `i s de ned in (5.25).
The corresponding functions and weights are depicted in Figure 5 .1 for a 2 (0; 5 =6).
Similarly, the e 7 -optimal design for the model of degree 4 is of the form Proof. The Proof of Theorem 5.5 is similar to the proof of the corresponding statements for the cosine case and for the sake of brevity we only sketch the main di erences. By Lemma 2.2 the design 2`?1;a is e 2`?1 -optimal if and only if the design is e`-optimal in the Chebyshev regression model (2.10), where x i = x i (a) = cos at i (i = 1; : : : ; m). Consider the Chebyshev expansion of the polynomial in (5.1) and de ne '`(x) = ' m (x)=b`. We will now use this polynomial as extremal polynomial in Lemma 2.1 to establish e`-optimality of the design 2`?1;a . Note that this design has the same support points as the e m -optimal design and for this reason the e m -optimality of the design 2m?1;a implies that the polynomial '`satis es the conditions (1) and (2) Consequently, the quantity b `d e ned by (5.25) is positive and Lemma 2.1 shows that the design 2`?1;a is e`-optimal, whenever a < b `, which proves the rst part of the assertion. which implies that B i = c iBi 6 = 0 for all i = 1; : : : ; m, whenever a =2. Conseqently the de nition (5.25) implies b ` =2, which proves the second part of the assertion in the case of an odd index`. The even case is similar and therefore omitted.
For lower degree trigonometric regression the critical bounds are listed in Tabel 5.3. If a is smaller than the correesponding bound, the e 2`?1 -optimal design in the trigonometric regression model (1.1) has the same support points as the optimal design for estimating the coe cient of sin(mx), which can be obtained by a Taylor expansion using the coe cients in Table 5 .1 (for m = 3) and Table 5 .2 (for m = 4). The corresponding weights are obtained by numerical integration using formula (5.24). We have illustrated these calculations in the cubic trigonometric regression model in Figure 5 .3 and 5.4, which show the support points and corresponding weigths of the optimal designs for estimating the coe cient of sin x and sin(2x), respectively (the corresponding designs for the highest sine term can be found in 
