At present, deep learning has been widely adopted in medical image processing. However, the current deep neural networks depend on a large number of labeled training data, but medical images segmentation tasks often suffer from the problem of small quantity of labeled data because labeling medical images is a very expensive and time-consuming task. In order to overcome this difficulty, this paper proposes a new image augmentation strategy based on statistical shape model and three-dimensional thin plate spline, which can generate many simulated images from a small number of real images. Firstly, the shape information of the real labeled images is modeled with the statistical shape model, and a series of simulated shapes are generated by sampling from this model. Secondly, the simulated shapes are filled with texture using three-dimensional thin plate spline to generate the simulated images. Finally, the simulated images and the real images are used together for training deep neural networks. The proposed framework is a general data augmentation method that can be used in any anatomical structure segmentation tasks with any deep neural network architecture. We used two different datasets, including prostate MRI dataset and liver CT dataset, and used two different deep network structures, including multi-scale 3D Convolutional Neural Networks (multi-scale 3D CNN) and U-net. The experimental results showed that the proposed data augmentation strategy can improve the accuracy of existing segmentation algorithms based on deep neural networks.
I. INTRODUCTION
As a popular research field of artificial intelligence, deep learning technology has developed rapidly in recent years, and many deep learning frameworks have also been proposed, such as Convolutional Neural Networks (CNN) [1] , Recurrent Neural Network (RNN) [2] , Stacked Auto-Encoder (SAE) [3] , Deep Belief Nets (DBN) [4] , etc. Deep learning has been proven to be remarkably effective in many fields, such as strategic games [5] and autonomous driving [6] . In the field of medical image processing, deep learning has also achieved very good results in image segmentation, registration, classification and so on [7] . Different from traditional machine learning methods, deep
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Compare with traditional methods, deep learning based algorithms often obtain more accurate results if the training data is abundant. For example, in ImageNet Large Scale Visual Recognition Competition (ILSVRC) [8] , it is the existence of millions of training data that enables the algorithms of deep learning to achieve great results. However, in medical field, it is difficult to obtain such a big number of medical images for training due to the following reasons. First, though millions of medical images are taken every day, it is very difficult to collect these images and to make them public available because of medical ethics and patient privacy consideration. Second, high-quality labeled medical images excessively rely on manual labelling by senior doctors, which is very time-consuming and expensive. As a result, the labeled medical images in current publicly-available databases suffer from the low-sample-size problem, and most of these databases only consist of a few hundreds or even dozens of subjects. Therefore, deep learning is unable to reveal its full potential when dealing with such a small number of medical images.
In order to overcome the problem of data insufficiency when dealing with medical image processing, researchers have proposed a number of methods, which can be roughly classified into the following categories.
One group is modifying deep learning network structure. Wang et al. proposed the ChestNet which incorporated the attention branch into a deep convolutional neural network [9] . The attention branch allows the network to concentrate adaptively on the pathologically abnormal regions, so that the network can learn more information from a small dataset. Alom et al. reported a R2U-Net for medical image segmentation, which utilized the power of U-Net, Residual Network, as well as RCNN [10] . Wang et al. proposed a deep interactive geodesic framework named DeepIGeoS for medical image analysis. This method can segment the image automatically by 3D P-Net with CRF-Net and then interactively refine the results by 3D R-Net with CRF-Net [11] . However, adjusting deep neural network is a daunting task, and the uncertainty of the result is very serious. Moreover, many articles adopted the image patch-based techniques [12] - [15] . With the image patch-based representation, the image segmentation problem can be solved as a classification problem of image patches. But this kind of approach tend to lose some image global information.
The second group is increasing the amount of training data through traditional image transformations. The simplest and most common methods are rigid transformations such as rotation, flipping, scaling, shear-warp and cropping [16] - [18] . Because the traditional transformation is easy to implement, it has a wide range of applications in both natural and medical image processing. However, these transformations do not take the deformation of the organ into account. Moreover, flipping and shear-warp may change the shape of the target structure, but the shape and the orientation of the human organs are relatively fixed, so the distribution of enhanced images will deviate far from the true distribution of medical images. Thus, the effect of traditional image transformation is limited.
The third group is utilizing Generative Adversarial Nets (GAN) [19] to learn the intrinsic expression of samples and generate some new samples. In recent years, there have been some related studies using GAN or the variants of GAN to solve the medical data insufficiency problem. Calimeri et al. utilized GAN for brain MR image augmentation [20] . Bermudez et al. used DCGAN to achieve 2D brain image synthesis [21] . Similar works were done in [22] - [25] . GAN has achieved good results on natural images [26] , but to the best of our knowledge, these networks still have some shortcomings, such as unstable training and mode collapse.
As a result, GAN is usually used for the generation of 2D medical images, and the scale of generated image is small.
The forth group is making use of the model-based augmentation algorithm. Model-based augmentation algorithm is an approach which can making use of statistical information of data, and establish a unified model. This strategy can be traced back to augmentation performed on the MNIST [27] . Wilms et al. used the Statistical Shape Model to model the hand image [28] . This algorithm can generate a large number of two-dimensional hand images of different poses and sizes. Uzunova et al. adopted Statistic Appearance Model to establish a MRI heart image model, and created some new two-dimensional heart images [29] . The results showed that the method can improve the segmentation accuracy of CNN. However, at present, model-based augmentation algorithms are mostly applicable to two-dimensional images, and it is necessary to mark a large number of feature points for training images. Due to the lack of feature points within many human organs, such as prostate and heart, traditional model-based data augmentation algorithms are usually difficult to be used on medical images.
For solving the problem of insufficient medical data, in this paper, we proposed a new image augmentation strategy by exploring elastic transformation, which is suitable for training deep neural networks for medical image segmentation, registration and so on. This strategy combines statistical shape model (SSM) and 3D thin plate spline (3D-TPS) to generate new training images, which can improve the accuracy of segmentation method based on deep learning framework. The steps of our method are as follows: First, we established a statistical shape model from the shapes of the target object in the real training images, and then used the model to generate simulated contours of the target object. Then, the contour of a real image was registered to the simulated shapes, and 3D thin plate spline interpolation was used to map the texture of the real image into the simulated shape to obtain simulated images. Finally, the simulated images and the real images are used together for training segmentation network. To validate the effectiveness of our data augmentation strategy, we used two deep neural networks on two segmentation tasks. The results showed that this augmentation method was effective and improved the segmentation accuracy moderately. We think that this data augmentation strategy can be applied to other medical image segmentation problems when a statistical shape model of the target object can be constructed, such as liver, heart, hippocampus and so on.
The contribution of this paper can be summarized as follows: a) We proposed a novel image augmentation strategy to alleviate the problem of data scarcity in medical image processing with deep neural networks. b) A proper image interpolation method is adopted to solve the problem of inappropriate texture shown in other image augmentation approaches. c) We have experimented with two different neural network structures on each of two segmentation tasks. 
II. METHODS
The framework we proposed is shown in Fig. 1 , which contains the following steps. a) Image preprocess, including intensity normalization and resampling the original series to make the spatial resolution consistent in each direction. b) Build a statistical shape model and generate some simulated shapes from the shapes of the labeled real data. This will be introduced in Section 2.1. c) Generate the texture of each simulated shape from training data with the 3D thin plate spline algorithm, which will be described in Section 2.2. d) Train deep neural networks by both the real training data and the simulated ones. The deep neural networks used in this paper will be briefly introduced in Section 2.3. e) Segment the test data and obtain the final 3D segmentation result. Some post-processing needed to be done on the output of the deep neural networks will be introduced in section 2.4.
A. STATISTICAL SHAPE MODEL
Statistical shape model is an effective pattern recognition method based on object shape characteristics. The core of SSM is statistic the shape of the deformable target and establish the math model and it can obtain the intrinsic expression of the image. We first build a statistical shape model from the contours of the target organ in the real training data using the method described in [30] , and this model will be used in generating simulated shapes of the target organ. Given N sets of three-dimensional training samples by their shapes
is the coordinates of each point. Next, Procrustes Analysis [31] is applied to remove similarity transformations from the original shapes and obtain {s i } N i=1 . Finally, PCA is applied on these shapes and extract the principal mode defined by the mean shapes 0 :
and the covariance matrix C:
We decompose the covariance matrix as C = U U T where the diagonal matrix donates the eigenvalues. Calculating the k largest eigenvalues λ = {λ 1 , λ 2 , . . . , λ k and their corresponding eigenvectors E = {e 1 , e 2 , . . . , e k }, the shape model can be represented by:
where b = {b 1 , b 2 , . . . , b k } is the shape parameters including scaling and rotation information. By changing the value of b, we can generate any number of simulated shapes from this model. Typically, the range of b should lie in a hyperrectangle Fig. 2 shows the simulated shapes with different shape parameters.
The simulated shape generated by the algorithm is more in line with the distribution of the actual human organs. 
B. TEXTURE INTERPOLATION
After obtaining a new simulated shape by using the statistical model described in the previous section, we need to generate a realistic texture for it so that it can be used to train a deep neural network. For doing this, we first find the closest shape from the real training images by calculating the smallest Euclidean distance between the corresponding points, and then register the real training image to the simulated shape by using 3D thin plate spline and map its texture to the simulated shape.
3D thin plate spline is an interpolation algorithm, often used in image warping, through which a full deformation field can be generated through a small number of corresponding control points, which are readily available between the simulated shape and the shape of the real image.
If we have D(D ≤ M ) pairs of the corresponding control
where p i is a control point on the contour of the simulated image and q i is the corresponding control on the contour of the real training image. The distorted energy of space can be expressed as follows:
Our goal is to minimize the distorted energy. The thin plate spline function can be specified as follows:
The first part is an affine transformation representing the behavior of f (x, y, z) at infinity. The second part is the weighted sum of root function U (r) = r 2 log(r 2 ).
Let r i,j = p i − q j represents the Euclidean distance between p i and q i . Define the following matrix and vectors:
P and V is the matrix of coordinates of D points in the simulated images and real images: Let O be a 4 × 4 matrix of zeros. Then, the affine and weighted parameters can be estimated as:
where W is the parameters of root functionand A is the parameters of affine transformation.
According to the function f (x, y, z), any points t = (x, y, z) in the simulated image can be transformed into the points t = (x , y , z ) in the real image, then insert gray values of point t in the real image into the point t in the simulated image. After some drastic twisting or stretching, there may be some peripheral regions in the simulated image that are mapped to the background of the corresponding real image, but this does not influence the following processing since we first crop the prostate out of the image.
We take one slice from each of four simulated images and show them in Fig. 4 (a-d) and one slice of the corresponding real image used to generate the texture are shown in Fig. 4 (e-h) .
By combining the shape generation and the texture interpolation methods, we can augment the training data with realistic simulated images.
C. DEEP LEARNING NETWORKS
To verify our data augmentation strategy, we adopted the following two CNN based neural networks, which are the backbone of most medical image segmentation networks.
The first one is multi-scale 3D Convolutional Neural Network [32] . Different from a typical single branch CNN, this neural network consists two multi-layer convolutional branch with different scale of the same image as input, which is showed in Fig. 5 . The branches are combined before two fully connected layers and get the final prediction.
The second one is U-net which is inspired by the article [33] . U-net consists of a contracting encoder part to analyze the whole image and a successive expanding decoder part to produce a full-resolution segmentation. We adopt two network structures based on U-net, one of which is 2D U-net that segments 3D medical image slice by slice. The encoder path follows the typical CNN structure consisting of two 3×3 convolution kernels, each using a ReLU activation function and a 2 × 2 max pooling operation. In the decoder path, each step includes one up-sampling layer, and then concatenates the corresponding cropped feature map in the encoder path. After that it performs convolution operations using two 3 × 3 convolution kernels and the ReLU activation function. The 2D U-net based algorithm performs four down-samplings and four up-samplings. The network structure and the number of feature maps are shown in the fig. 6(a) . Another one is 3D Unet as shown in Fig. 6(b) , the network takes 3D volumes as input and processes them with corresponding 3D operations, such as 3D convolutions, 3D max pooling, and 3D up sampling. Comparing to 2D U-net, 3D U-net can fully exploit the 3D spatial contextual information of input data. The 3D U-net based algorithm performs three down samplings and three up samplings. 
D. IMAGE POST-PROCESSING
We connect a Fully-Connected Conditional Random Fields (CRF) [34] to the output of the neural networks as the postprocessing step.
For input label image I and its voxel classification label L = {l 1 , . . . , l m }, where m is the number of classes. In the CRF model, the energy of label L can be expressed as:
where θ i (l i ) is the negative log-likelihood, representing the energy of classifying the voxel i into l i , see formula (9) . In our method, P(l i ) is the output of multi-scale 3D CNN or U-net in voxel i.
And ϕ ij (l i , l j ) represents the energy of classifying the voxel i and j(i = j) into l i and l j , see formula (10) . This energy terms describe the relationship between two neighboring voxels.
The first part of the formula is the penalty term, where p i refers to the coordinate position of voxel i, g i refers to the gray value of the pixel. Similar pixels are encouraged to be allocated the same label, while pixels with large differences are encouraged to be allocated different labels. The second part is a smoothing term, which only considers the distance between the pixels. σ α , σ β , σ γ are the Gaussian kernels. Then, by minimizing the energy defined in (8), we can get a smooth result. Finally, we erode the segmentation result, remove some isolated small regions and expand it.
III. EXPERIMENTS AND RESULTS

A. DATASETS
We validated our framework for data augmentation and segmentation on two public datasets.
The first dataset is the NCI-ISBI 2013, which contains 70 3D T2-weighted MR images of prostate, including 60 training images and 10 test images. The voxel sizes of the volumes ranged from 0.400mm/pixel to 0.750 mm/pixel. Importantly, one training image was excluded due to a z-dimension mismatch between the image and segmentation label. Thus, we use 69 images in total from this public dataset. The second dataset is the CT liver images in MICCAI18 MSD challenge, which includes 131 images. We divided the 131 groups of data randomly into 5 groups and used the 5-fold cross-validation in the experiment. The inter-pixel spacing of these data ranges from 0.55 mm/pixel to 0.1 mm/pixel, and the inter-slice spacing ranges from 0.7 mm/pixel to 5 mm/pixel.
B. AUGMENTATION METHODS FOR COMPARISON
We compared the following three image augmentation methods, the last one of which is the proposed one in this paper.
1) RANDOM RIGID TRANSFORMATION (RAND-RIGID)
For the augmentation by rigid transformation, we randomly selected one half k/2 of the original training image and rotate each of them by a random angle in the range of [−90, 90] through the center of coronal plane. Then we randomly selected k/2 data and flipped them.
2) RANDOM ELASTIC AUGMENTATION (RAND-ELASTIC)
We also compare the proposed method to the random elastic augmentation in [35] . This method generates a random and smooth deformation field and use it to deform a real image to obtain a simulated image. It first generates three random numbers x, y, z in the range of [−1, 1] for each pixel (x, y, z) in the image, which represent the moving distances of the pixel in the x, y, and z directions, respectively. Then, we used 32 × 32 × 32 Gaussian convolution kernel with mean µ = 0, standard deviation σ = 8, to convolve the random displacement field to obtain a smooth deformation field. Finally, the deformation field was applied to one original real image to generate a simulated image. For each real training image, we generated one simulated image with random elastic deformation.
3) OUR METHOD
We used the image augmentation strategy proposed in this paper and generated the same number simulated images as the original real labeled training images. The range of b should lie in a hyper rectangle −1.5
A total of four sets of training data were prepared, including the original training data, the original training data plus the augmented data by rigid transformation, the original training data plus the augmented data by random elastic deformation, and the original training data plus the simulated data generated by the proposed method. The above four sets of data were used in the following deep learning model.
C. SEGMENTATION PERFORMANCE ON PROSTATE MRI IMAGES
For the NCI-ISBI prostate image dataset, we used 59 groups of data for training the multi-scale 3D CNN, 2D and 3D U-net, and 10 groups for test. Fig. 7 shows some results. For multi-scale 3D CNN, if 80 sets of rigid transformed data were added to the original training data, the final Dice was improved from 81.41% to 84.84%, which was only increased by 3.43%. When 80 sets of elastic transformation data are added, the accuracy was increased to 86.90%, the Dice improvement was 5.49%. If we added 80 groups of simulated data generated by our method, the accuracy was increased 7.62% to 89.03%. Fig. 8 shows the improvement in mean dice by adding different number of simulated images generated by the three different augmented methods.
For the 2D U-net, the average Dice was increased only 2.03% and 3.36% by adding 80 rigid transformed data and 80 elastic transformed data, respectively, and the average Dice was increased 4.47% by adding 80 groups of the simulated data from the proposed method. The results of adding different number of simulated images are shown in Fig 9. For the 3D U-net, if 80 images from random rigid transformed were added to the training set, the average Dice increased 11.7%, and if 80 images from random elastic transformation was added, the average Dice increased 11.13%. When the 80 images generated by the proposed method were added to the training set, the average increased 12.64% to 86.85%. The results of the 3D U-net are shown in Fig. 10 .
The amount of simulated data is a very important parameter in our method. In this section, we evaluate how it influences the performance of the trained network with the NCI-ISBI prostate dataset. We generated five different numbers of simulated data for training together with the real training dataset and performance of the trained network on the test dataset are shown in Table 1 .
For multi-scale 3D CNN, when we added 20, 40, 60, and 80 simulated data for training, the accuracy were improved by 0.86%∼7.62%. For 2D U-net, the improvement ranged from 0.60% to 4.47%, and for 3D U-net, the improvement ranged from 7.03% to 12.64%.
Through these results, we find that as the number of simulated data increases, the segmentation accuracy also increases. However, by adding 80 simulated images, the segmentation accuracy was only improved slightly when compared to adding 60 simulated images. That is to say, as the increase of the number of simulated images used in training, the efficiency of the accuracy improvement will decrease and the improvement is very small when 80 or more images were added.
D. SEGMENTATION PERFORMANCE ON LIVER CT IMAGES
For the liver data of MICCAI18, we used five-fold crossvalidation to test the performance of the three data augmentation methods. In this experiment, we only used multi-scale 3D CNN and 3D U-net. Four different groups of training data were used for comparison in this experiment. The first group only contains original training data, the second group has original training data plus 50 data generated by random rigid transformation, and the third group consists of original training data plus 50 random elastic transformed data, and the forth group consists of original training data plus 50 simulated data generated by our method. Some examples of the final segmentation results are shown in Fig. 11 , and the average Dice values are listed in Table 2 . From Table 2 , we can see that all three data augmentation methods improve the average Dice and our method has obtained the highest improvement.
Through above experiments, we find that the strategy proposed in this paper is much more effective than the traditional data augmentation methods by rigid transformation and random elastic transformation. FIGURE 11 . Liver CT image segmentation results, where yellow curve is the gold standard, green curve is the result of real data with 50 random rigid transformed data, blue curve is the result of real data with 50 random elastic transformed data and red curve is the algorithm segmentation result. 
IV. DISCUSSION
In this paper, we reported a novel data augmentation strategy based on statistical shape model and 3D thin plate spline texture interpolation. This strategy can help people in face of the shortage of medical image data. And it can be used as the basic works of medical image segmentation and registration. Compare with the rigid transformation and random elastic transformation, our method can take the real deformation of the organ into account.
We validated the effect of this data augmentation through medical image segmentation tasks. We adopted two popular deep learning architecture to show the effect of our data augmentation strategy. The results have demonstrated that our method could improve more accuracy on segmenting the test images than other data augmentation methods. Specifically, the accuracy of prostate image segmentation was increased from 81.41% to 89.03% by adding 80 simulated data and the accuracy of liver image segmentation was increased from 88.12% to 90.89% by adding 50 simulated data under the multi-scale 3D CNN framework. Compare with the rigid transformation and random elastic transformation, our method performed better. We think that if our method combines with other image enhancement methods, the accuracy may be higher. In addition, this medical image augmentation strategy is also applicable to 2D medical images.
As we all known, the most representative algorithms of statistic model are the active shape models (ASM) [30] and the active appearance models (AAM) [36] proposed by Cootes et al. However, in the texture modeling process of our framework, the traditional AAM algorithm often produces an inaccurate appearance model, because many medical images of organs, such as prostate, are lack of feature points inside. Therefore, we combined the statistical shape model and the 3D thin plate spline algorithm (3D-TPS) to simulate the generation of 3D medical images. 3D thin plate spline algorithm can give the deformation of the whole space between one real image and one simulated image via the corresponding position of N matching points in the two images.
Of course, our strategy also has some limitations. For example, it is only applicable to organs whose shape can be modeled by statistical model, such as prostate, liver, and hippocampus. The results are undesirable when we tried the method on brain tumor data. Naturally, this method cannot be applicable to medical images such as irregularly shaped blood vessels and skin lesions, because these structures are not suitable for statistical models. In addition, too much generated simulation data may disturb our performance. We have tripled the number of training data, but the accuracy of segmentation has declined. Due to length limitations, we did not analyze in details in this paper.
Although the results of prostate segmentation was closed to superpixel based algorithm [37] . And it was a little higher than feed-forward neural networks based method [38] , Scribble-based method [39] , traditional U-net and V-net [40] , our medical segmentation accuracy does not outperform state-of-the-art segmentation algorithms. On the one hand, we did not adopt the deep networks which were currently the most effective in segmenting the respective structures, but used the common multi-scale 3D CNN and U-net network structures. We believe our strategy will get better results with those state-of-the-art deep networks. On the other hand, our focus is not whether the segmentation accuracy of the model can outperform state-of-the-art segmentation algorithms, but whether the performance of the model can be effectively improved after using our augmentation strategy.
The further work for us will be generating the textures of 3D images, as they can reflect the structure of the object. Our next plan is to introduce GAN for texture generation instead of the previous 3D thin plate spline algorithm, which is more capable of generating diverse textures to obtain more effective simulated data.
