We consider a model of heat conduction introduced in [6], which consists of a finite nonlinear chain coupled to two heat reservoirs at different temperatures. We study the low temperature asymptotic behavior of the invariant measure. We show that, in this limit, the invariant measure is characterized by a variational principle. The main technical ingredients are some control theoretic arguments to extend the Freidlin-Wentzell theory of large deviations to a class of degenerate diffusions.
Introduction
We consider a model of heat conduction introduced in [6] . In this model a finite nonlinear chain of n d-dimensional oscillators is coupled to two Hamiltonian heat reservoirs initially at different temperatures T L ,T R , and each of which is described by a d-dimensional wave equation. A natural goal is to obtain a usable expression for the invariant (marginal) state of the chain analogous to the Boltzmann-Gibbs prescription µ = Z −1 exp (−H/T ) which one has in equilibrium statistical mechanics. We show here that the invariant state µ describing steady state energy flow through the chain is asymptotic to the expression exp (−W (η) /T ) to leading order in the mean temperature T , T → 0, where the action W (η) , defined on phase space, is obtained from an explicit variational principle. The action W (η) depends on the temperatures only through the parameter η = (T L − T R )(T L + T R ). As one might anticipate, in the limit η → 0, W (η) reduces to the chain Hamiltonian plus a residual term from the bath interaction, i.e., exp (−W (η) /T ) becomes the Boltzmann-Gibbs expression.
Turning to the physical model at hand, we assume that the Hamiltonian H (p, q) of the isolated chain is assumed to be of the form
U (1) 
U (2) (1) where q i and p i are the coordinate and momentum of the i th particle, and where U (1) and U (2) are C ∞ confining potentials, i.e. lim |q|→∞ V (q) = +∞. The coupling between the reservoirs and the chain is assumed to be of dipole approximation type and it occurs at the boundary only: the first particle of the chain is coupled to one reservoir and the n th particle to the other heat reservoir. At time t = 0 each reservoir is assumed to be in thermal equilibrium, i.e., the initial conditions of the reservoirs are distributed according to (Gaussian) Gibbs measure with temperature T 1 = T L and T n = T R respectively. Projecting the dynamics onto the phase space of the chain results in a set of integro-differential equations which differ from the Hamiltonian equations of motion by additional force terms in the equations for p 1 and p n . Each of these terms consists of a deterministic integral part independent of temperature and a Gaussian random part with covariance proportional to the temperature. Due to the integral (memory) terms, the study of the long-time limit is a difficult mathematical problem (see [13] for the study of such systems in the case of a single reservoir). But by a further appropriate choice of couplings, the integral parts can be treated as auxiliary variables r 1 and r n , the random parts become Markovian. Thus we obtain (see [6] for details) the following system of Markovian stochastic differential equations on the extended phase space R 2dn+2d : For x = (p, q, r), we havė q i = p i , j = 1, . . . , n, p i = −∇ q i V (q) + δ 1,i r 1 + δ n,i r n , i = 1, . . . , n, dr i = −γ (r i − λ 2 q i )dt + (2γ λ 2 T i ) 1/2 dw i , i = 1, n.
(
In Eq. (2), w 1 (t) and w n (t) are independent d-dimensional Wiener processes, and λ 2 and γ are coupling constants. It will be useful to introduce a generalized Hamiltonian G(p, q, r) on the extended phase space, given by
where H (p, q) is the Hamiltonian of the isolated systems of oscillators given by (1) . We also introduce the parameters ε = (T 1 + T n )/2 (the mean temperature of the reservoirs) and η = (T 1 + T n )/(T 1 − T n ) (the relative temperature difference). Then Eq. (2) takes the formq = ∇ p G, p = −∇ q G, dr = −γ λ 2 ∇ r Gdt + ε 1/2 (2γ λ 2 D) 1 
where p = (p 1 , . . . , p n ), q = (q 1 , . . . , q n ), r = (r 1 , r n ) and where D is the 2d × 2d matrix given by
The function G is a Liapunov function, non-increasing in time, for the deterministic part of the flow (3). If the system is in equilibrium, i.e, if T 1 = T n = ε and η = 0, it is not difficult to check that the generalized Gibbs measure
is an invariant measure for the Markov process solving Eq. (3).
If the temperatures of the reservoirs are not identical, no explicit formula for the invariant measure µ T 1 ,T n can be given, in general. It is the goal of this paper to provide a variational principle for the leading asymptotic form for µ T 1 ,T n , at low temperature, ε → 0. To suggest what µ T 1 ,T n looks like, we observe that a typical configuration of a reservoir has infinite energy, therefore the reservoir does not only act as a sink of energy but true fluctuations can take place. The physical picture is as follows: the system spends most of the time very close to the critical set of G (in fact close to a stable equilibrium) and very rarely (typically after an exponential time) an excursion far away from the equilibria occurs. This picture brings us into the framework of rare events, hence into the theory of large deviations and more specifically the Freidlin-Wentzell theory [8] of small random perturbations of dynamical systems.
In the following we employ notation which is essentially that of [8] . Let C([0, T ]) denote the Banach space of continuous functions (paths) with values in R 2d(n+1) equipped with the uniform topology. We introduce the following functional I (η) x,T on the set of paths C([0, T ]): If φ(t) = (p(t), q(t), r(t)) has one L 2 -derivative with respect to time and satisfies φ(0) = x we set
and I (η) x,T (φ) = +∞ otherwise. Notice that I (η) x,T (φ) = 0 if and only if φ(t) is a solution of Eq. (3) with the temperature ε set equal to zero. The functional I (η) x,T is called a rate function and it describes, in the sense of large deviations, the probability of the path φ. Roughly speaking, as ε → 0, the asymptotic probability of the path φ is given by
and for any sets B, C ∈ R 2d(n+1) we set
The function V (η) (x, y) represents the cost to bring the system from x to y (in an arbitrary amount of time). We introduce an equivalence relation on the phase space
We divide the critical set K = {x; ∇G(x) = 0} (about which the invariant measure concentrates) according to this equivalence relation:
Our first assumption is on the existence of an invariant measure, the structure of the set K and the dynamics near temperature zero. Let ρ > 0 be arbitrary and denote B(ρ) the ρ-neighborhood of K and let τ ρ be the first time the Markov process x(t) which solves (3) hits B(ρ).
K1
The process x(t) has an invariant measure. The ω-limit set of the deterministic part of the flow (3) (which turns out to be the set of critical values of the Hamiltonian G) can be decomposed into a finite number of inequivalent compact sets K i . Finally, for any ε 0 > 0, the expected hitting time E x (τ ρ ) of the diffusion with initial condition x is bounded uniformly for 0 ≤ ε ≤ ε 0 and uniformly in x on any compact set.
The assumption K1 ensures that the dynamics is sufficiently confining in order to apply large deviations techniques to study the invariant measure.
Remark 2. The assumptions used in [6, 5] to prove the existence of an invariant measure imply the assumption made on the structure of the critical set A. But it is not clear that they imply the assumptions made on the hitting time. We will merely assume the validity of condition K1 in this paper. Its validity can be established by constructing Liapunov-like functions for the model. Such methods allow as well to prove a fairly general theorem on the existence of invariant measures for Hamiltonian systems coupled to heat reservoirs and will be the subject of a separate publication [19] .
Our second condition is identical to condition H2 of [6, 5] .
K2 The 2-body potential U (2) (q) is strictly convex.
Remark 3. The condition K2 will be important to establish various regularity properties of V (η) (x, y). It will imply several controllability properties of the control system associated with the stochastic differential equations (3).
Following [8] , we consider graphs on the set {1, . . . , L}. A graph consisting of arrows m → n, (m ∈ {1, . . . , L} \ {i}, m ∈ {1, . . . , L}), is called a {i}-graph if 1. Every point j , j = i is the initial point of exactly one arrow. 2. There are no closed cycles in the graph.
We denote G{i} the set of {i}-graphs. The weight of the set K i is defined by
Our main result is the following: 
In particular, if η = 0, then
The function W (η) (x) satisfies the bound, for η ≥ 0,
and a similar bound for η ≤ 0.
Remark 4. Equations (10) and (11) imply that µ ε,η reduces to the Boltzmann-Gibbs expression µ ε ∼ exp (−G/ε) for η → 0 in the low temperature limit. Of course, at η = 0, they are actually equal at all temperatures ε. Moreover these equations imply that the relative probability µ ε,η (x)/µ ε,η (y) is (asymptotically) bounded above and below by
so that no especially hot or cold spots develop for η = 0.
The theorem draws heavily from the large deviations theory of Freidlin-Wentzell [8] . That theory was developed for stochastic differential equations with a non-degenerate (elliptic) generator; but for Eq. (3) this is not the case since the random force acts only on 2d of the 2d(n + 1) variables. A large part of this paper is devoted to simply developing the control theory necessary to extend Freidlin-Wentzell theory to a class of Markov processes containing our model. Diffusions with hypoelliptic generators have been considered in the literature, e.g. [3, 2] . But these works assume in effect everywhere small-time controllability which is too strong for our purposes. Once the control theory estimates have been established, our proof follows rather closely the proof of Freidlin-Wentzell [8] and the presentation of it given in [3] with suitable technical modifications. We also note that the use of Freidlin-Wentzell theory in non-equilibrium statistical mechanics has been advocated in particular by Graham (see [10] and references therein). In these applications to non-equilibrium statistical mechanics, as in [10] , the models are mostly taken as mesoscopic: the variables of the system describe some suitably coarsegrained quantities, which fluctuate slightly around their average values. In contrast to these models, ours is entirely microscopic and derived from first principles and the small-noise limit is seen as a low-temperature limit.
We note that the variational principle for W (η) here certainly can be formulated analogously for more complicated arrays of oscillators, plates with multiple thermocoupled baths, etc.
We conjecture that generically there is an onset of non-smooth behavior in W (η) as a function of x for η = 0 in the case where G has multiple critical sets, but this sort of critical behavior, as well as other physical phenomena to be deduced from W (η) are questions which remain to be elucidated.
Finally we note that the action functional I (η) x,T can be related to an entropy production. As in [7] the entropy production can be defined as = −F 1 /T 1 − F n /T n , where F 1 and F n are energy flows from the chain to the respective reservoirs. For a given path φ with φ(0) = x and φ(T ) = y we noteφ the time reversed path withφ(0) = Jy and φ(T ) = J x, where J (p, q, r) = (−p, q, r). A simple computation shows that for any path φ we have I
Up to the boundary term R the weight of a given path is the weight of the time reversed path times the exponential of minus the entropy production along the path. In the case of equilibrium this reduces to the usual detailed balance I
These identities are an asymptotic version of identities needed for the proof of the Gallavotti-Cohen fluctuation theorem [4, 9] for stochastic dynamics [15, 16, 18] .
The paper is organized as follows: In Sect. 2 we recall the large deviation principle for the paths of Markovian stochastic differential equations and using methods from control theory we prove the required regularities properties of the function V (η) (x, y) defined in Eq. (6) . Section 3 is devoted to an extension of Freidlin-Wentzell results to a certain class of diffusions with hypoelliptic generators (Theorem 3): we give a set of conditions under which the asymptotic behavior of the invariant measure is proved. The result of Sect. 2 implies that our model, under Assumptions K1 and K2, satisfies the conditions of Theorem 3. In Sect. 4 we prove the equality (10) and the bound (11) which depend on the particular properties of our model.
Large Deviations and Control Theory
In this section we first recall a certain number of concepts and theorems which will be central in our analysis: The large deviation principle for the sample path of diffusions introduced by Schilder for the Brownian motion [20] and generalized to arbitrary diffusions by [8, 1, 23 ] (see also [3] ), and the relationship between diffusion processes and control theory, exemplified by the Support Theorem of Stroock and Varadhan [22] . With these tools we then prove several properties of the dynamics for our model. We prove that "at zero temperature" the (deterministic) dynamics given is dissipative: the ω-limit set is the set of the critical points of G(p, q, r). We also prove several properties of the control system associated with Eq. (3): a local control property around the critical points of G(p, q, r) and roughly speaking a global "smoothness" property of the weight of the paths between x and y, when x and y vary. The central hypothesis in this analysis is condition K2: this condition implies the hypoellipticity, [12] , of the generator of the Markov semi-group associated with Eq. (3), but it implies in fact a kind of global hypoellipticity which will be used here to prove the aforementioned properties of the dynamics.
Sample paths large deviation and control theory.
Let us consider the stochastic differential equation denote the space of absolutely continuous functions with values in R m with square integrable derivatives. Let x ε (t) denote the solution of (12) with initial condition x ε (0) = x. We assume that Y (x) and σ (x) are such that, for arbitrary T , the paths of the diffusion process x ε (t) belong to C([0, T ]). We let P ε x denote the probability measure on C([0, T ]) induced by x ε (t), 0 ≤ t ≤ T and denote E ε x the corresponding expectation. We introduce the rate function I x,T (f ) on C([0, T ]) given by
where, by definition, the infimum over an empty set is taken as +∞. The rate function has a particularly convenient form for us since it accommodates degenerate situations where rank σ < n.
In [3] , Corollary 5.6.15 (see also [1] ) the following large deviation principle for the sample paths of the solution of (12) is proven. It gives a version of the large deviation principle which is uniform in the initial condition of the diffusion. Theorem 2. Let x ε (t) denote the solution of Eq. (12) with initial condition x. Then, for any x ∈ R n and for any T < ∞, the rate function
For any compact K ⊂ X and any open
Recall that for our model given by Eq. (3), the rate function takes the form given in Eqs. (4) and (5) . We introduce further the cost function V T (x, y) given by
Heuristically V T (x, y) describes the cost of forcing the system to be at y at time T starting from x at time 0. The function V (x, y) defined in the introduction, Eq. (6) is equal to
and describes the minimal cost of forcing the system from x to y in an arbitrary amount of time.
The form of the rate function suggests a connection between large deviations and control theory. In Eq. (13), the infimum is taken over functions g ∈ H 1 ([0, T ]) which are more regular than a path of the Wiener process. If we do the corresponding substitution in Eq. (12), we obtain an ordinary differential equatioṅ
where we have set
The map u is called a control and Eq. (16) a control system. We fix an arbitrary time T > 0. We denote by ϕ u x : [0, T ] → R n the solution of the differential equations (16) with control u and initial condition x. The correspondence between the stochastic system Eq. (12) and the deterministic system Eq. (16) is exemplified by the Support Theorem of Stroock and Varadhan [22] . The support of the diffusion process
The Support Theorem asserts that the support of the diffusion is equal to the set of solutions of Eq. (16) as the control u is varied:
for all x ∈ R k . The control system (16) is said to be strongly completely controllable, if for any T > 0, and any pair of points x, y, there exist a control u such that ϕ u x (0) = x and ϕ u x (T ) = y. In [7] it is shown that, under condition K2, the control system associated with Eq. (3) is strongly completely controllable. This is an ergodic property and this implies, [7] , uniqueness of the invariant measure (provided it exists). In terms of the cost function V T (x, y) defined in (14) , strong complete controllability simply means that V T (x, y) < ∞, for any T > 0 and any x, y. The large deviation principle, Theorem 2, gives more quantitative information on the actual weight of paths between x and y in time T , in particular that the weight is ∼ exp(− 1 ε V T (x, y)). As we will see below, these weights will determine completely the leading (exponential) behavior of the invariant measure for x ε (t), ε ↓ 0.
Dissipative properties of the dynamics.
We first investigate the ω-limit set of the dynamics "at temperature zero", i.e, when both temperatures T 1 , T n are set equal to zero in the equations of motion. In this case the dynamics is deterministic and, as the following result shows, dissipative. Lemma 1. Assume condition K2. Consider the system of differential equations given bẏ
Then the ω-limit set of the flow given by Eq. (17) is the set of critical points of the generalized Hamiltonian G(p, q, r) = j =1,n (λ −2 r 2 j /2 − r j q j ) + H (p, q), i.e., the set A = x ∈ R 2d(n+1) : ∇G(x) = 0 .
Proof. As noted in the introduction G(x) is a Liapunov function for the flow given by (17) . A simple computation shows that
Therefore it is enough to show that the flow does not get "stuck" at some point of the hyper-surfaces (λ −2 r i − q i ) 2 = 0, i = 1, n which does not belong to the set A.
Let us assume the contrary, i.e., G(x(t)) is constant for t ∈ [T 1 , T 2 ] so that dG/dt = 0, implying that
Taking the time derivative of Eq. (18) yields p 1 = ∇ p 1 G = 0. Since p 1 ≡ 0, q 1 is constant, by Eq. (18) r 1 is constant, and
Equation (19) implies that q 2 is constant, since ∇ q 1 V is a function of q 1 and q 2 only and is a diffeomorphism in q 2 (since U (2) is strictly convex). Thus
, then ∇G(x(t)) = 0. This concludes the proof of Lemma 1.
Continuity properties of V (η)
T (x, y). It will be important to establish certain continuity properties of the cost function V T (x, y) near the ω-limit set of the zero-temperature dynamics (see Lemma 1) . We prove that if x and y are sufficiently close to this ω-limit set then V 
where the infimum in (20) is taken over all
with boundary conditions (p(0), q(0), r(0)) = y and (p(T ), q(T ), r(T )) = z. In other words, the infimum in (20) is taken over all controls u which steer y to z. We first show that, for any y and z, there is a control which steers y to z, i.e, that V (η) T (y, z) < ∞. By condition K2, ∇ q U (2) (q) is a diffeomorphism. As a consequence the identity (we set r 1 ≡ q 0 , and r n = q n+1 ) q l = −∇ q l G(q l−1 , q l , q l+1 ), l = 1, . . . , n, can be solved for either q l−1 or q l+1 : there are smooth functions G l and H l such that
Using this we rewrite now the equations in the following form: We assume for simplicity n, the number of oscillators, is an even number and we set j = n/2. (If n is odd, take j = (n+1)/2 and up to notational modifications the argument goes as in the even case.) It follows inductively from Eq. (22) and their derivatives and from the equation for r 1 = q 0 and r n = q n+1 (see Eq. (21)) that we can express u 1 , u n and q 0 , . . . , q n+1 , p 1 , . . . , p n as functions of q j and q j +1 and their derivatives up to order 2j + 1. Noting q [α] ≡ (q, q (1) , . . . , q (α) ), a straightforward induction argument shows that there are smooth maps B and N so that
and (q 0 , . . . , q n+1 , p 1 , . . . , p n ) = N q
Conversely, differentiating repeatedly the equations of motion we can express q j +1 as a function of q 0 , . . . , q n+1 , p n , . . . , p n : there is a smooth map M such that
j +1 = M(q 0 , . . . , q n+1 , p n , . . . , p n ).
Thus N is a diffeomorphism with inverse M. We have proven the following: The system of Eqs. (21) with given boundary conditions at t = 0 and t = T is equivalent to Eq. (23) with the boundary data
From this the assertion of the theorem follows easily: First we see that V (η) T (y, z) is finite, for all T > 0 and for all y, z. Indeed choose any sufficiently smooth curves q j (t) and q j +1 (t) which satisfies the boundary conditions (24) and consider the u given by Eq. (23).
Then the function (q 0 (t), . . . , q n+1 (t), p 1 (t), . . . , p n (t)) = N q 
Let δ be chosen sufficiently small so that if Remark 5. This corollary slightly falls short of what is needed to obtain the asymptotic of the invariant measure. More detailed information about the geometry of the control paths around the critical points is needed and will be proved in the next subsection.
Geometry of the paths around the critical points. Let us consider a control system of the formẋ
where x ∈ R n , Y (x), X i (x) are smooth vector fields. We assume that Y (x), X i (x) are such that Eq. (27) has a unique solution for all time t > 0. We want to investigate properties of the set which can be reached from a given point by allowing only controls with bounded size. The class of controls u we consider is given by
We denote Y M ≤τ (x) the set of points which can be reached from x in time less than τ with a control u ∈ U M . We say that the control system is small-time locally controllable (STLC) at x if Y M ≤τ (x) contains a neighborhood of x for every τ > 0. The following result is standard in control theory, see e.g. [21, 17] for a proof. Proof. One proves Lemma 2 by linearizing around X 0 and using e.g. the implicit function theorem, see e.g. [17] , Chapter 6, Theorem 1.
As a consequence of Lemma 2 and results obtained in [6] one gets Lemma 2. Consider the control system given by Eqs. (21) with u ∈ U M . Let x 0 be a critical point of G(x). If condition K2 is satisfied, then the system (21) is STLC at x 0 .
Proof. An explicit computation, see [6] , shows that condition K2 implies that the brackets ad k (Y )(X i )(x) i = 1, . . . , m, k = 0, . . . , n generates the tangent space at each point x, in particular at every critical point x 0 . Therefore by Lemma 2, the control system Eq. (21) is STLC at x 0 .
With these results we can derive the basic fact on the geometry of the control paths around critical points of G(x). Proposition 3. Consider the control system given by (21) . Let x 0 be a critical point of G(x) and B(ρ) the ball of radius ρ centered at x 0 . Then for any h > 0, ρ > 0, there are M, T > 0, and ρ > 0 with ρ < ρ /3 such that for all
and
Proof. Together with the control system (21), we consider the time-reversed systeṁ q = −∇ p G,p
Lemma 2 implies the STLC of the control system (21) . Furthermore from Lemma 2 it is easy to see the control system (28) is STLC if and only if the control system (21) is. We note φ u (φ u ) the solution of Eq. (21) (Eq. (28)) and Y M ≤T (x) (Ỹ M ≤T (x)) the set of reachable points for the control system (21) ((28)). We now choose M and T such that
By reversing the time, the trajectory φ u 2 (t) yields a trajectory φ u 2 (t) with φ u 2 (0) = x and φ u 2 (τ 2 ) = x 0 . Concatenating the trajectories φ u 2 (t) and φ u 1 (t) yields a path φ from x to y which does not leave the ball B(2ρ /3) and for which we have the estimate
and this concludes the proof of Corollary 3.
Asymptotics of the Invariant Measure
We consider a stochastic differential equation of the form
where x ∈ X = R n , Y (x) is a C ∞ vector field, σ (x) a C ∞ map from R m to R n and w(t) a standard m-dimensional Wiener process. We view the stochastic process given by Eq. (29) as a small perturbation of the dynamical systeṁ
We denote I x,T (·) the large deviation functional associated with Eq. (29) (see Eq. (13)) and denote V T (x, y) and V (x, y) the cost functions given by (14) and (15) . Functions V (K i , K j ), V (K i , z), W (K i ) and W (z) are defined analogously as in Eqs.(6), (7) , (8) , and (9) . We assume that the diffusion x ε satisfies the condition K 1 in the introduction. In addition we require L2 The diffusion process x ε (t) has an hypoelliptic generator, and for any x in the ωlimit set of the deterministic flow (30) the control system associated with Eq. (29) is small-time locally controllable. L3 The diffusion process is strongly completely controllable and, for any T > 0, V T (x, y) is upper semicontinuous as a map from X × X to R. Remark 6. It is shown in Sect. 2 that, for the model we consider, the condition K2 implies that the ω-limit set of deterministic flow is the set of critical values of the Hamiltonian G as well as Conditions L2 and L3.
We call a domain D ⊂ X regular if the boundary of D, ∂D, is a piecewise smooth manifold. Then we have Theorem 3. Assume Conditions K1, L2, and L3 . Let D be a regular domain with compact closure such that dist(D, ∪ i K i ) > 0. Then the (unique) invariant measure µ ε of the process x ε (t) satisfies
In particular if there is a single critical set K one has
We first recall some general results on hypoelliptic diffusions obtained in [14] , in particular a very useful representation of the invariant measure µ in terms of embedded Markov chains [11] , see Proposition 4 below. Then we prove the large deviation estimates. Let U and V be open subsets of X with compact closure with U ⊂ V . Below, U and V will be the disjoint union of small neighborhoods of the sets K i . We introduce an increasing sequence of Markov times τ 0 , σ 0 , τ 1 , . . . defined as follows. We set τ 0 = 0 and σ n = inf{t > τ n :
As a consequence of hypoellipticity and the strong complete controllability of the control problem associated with the diffusion x ε (t) (Conditions L2 and L3) we have the following result, [14] , Theorem 4.1 : If the diffusion x ε (t) is hypoelliptic and strongly completely controllable then the diffusion admits a (unique) invariant measure µ ε if and only if x ε (t) is positive recurrent. It follows from this result that, almost surely, the Markov times τ j and σ j defined in Eqs. (33) and (34) are finite. An important ingredient in the proof of this result in [14] is the following representation of the invariant measure µ ε in terms of an invariant measure l ε (dx) for the Markov chain {x ε (τ j )} on the (compact) state space ∂U , e.g. [11] , Chap. IV, Lemma 4.2. for a proof.
Proposition 4.
Let the measure ν ε be defined as
where D is a Borel set and 1 D is the characteristic function of the set D. Then one has
Up to normalization, the invariant measure µ ε assigns to a set D a measure equal to the time spent by the process in D between two consecutive hits on ∂U . The proof of Theorem 3 is quite long and will be split into a sequence of lemmas. The proof is based on the following ideas: As ε → 0 the invariant measure is more and more concentrated on a small neighborhood of the critical set ∪ i K i . To estimate the measure of a set D one uses the representation of the invariant measure given in Proposition 4, where the sets U and V are neighborhoods of the sets {K i }. Let ρ > 0 and denote B(i, ρ) the ρ-neighborhood of K i and B(ρ) = ∪ i B(i, ρ). Let D be a regular open set such that dist(∪ i K i , D) > 0. We choose ρ so small that dist(B(i, ρ ), B(j, ρ )) > 0, for i = j and dist(B(i, ρ ), D) > 0, for i = 1, . . . , L, and we choose ρ > 0 such that 0 < ρ < ρ . We set U = B(ρ) and V = B(ρ ). We let σ 0 and τ 1 be the Markov times defined in Eqs. (33) and (34) and let τ D be the Markov time defined as follows:
The first two lemmas will yield an upper bound on ν ε (D), the unnormalized measure given by Eq. (35) . The first lemma shows that, for ε sufficiently small, the probability that the diffusion wanders around without hitting B(ρ) or D is negligible. Proof. From Condition K1 and the Markov inequality we obtain
uniformly in ε → 0, and by L2, uniformly in x ∈ K, since the diffusion has an hypoelliptic generator and thus,
Instead of the quantities V (K i , K j ) and V (K i , z), it is useful to introduce the following quantities:
The following lemma will yield an upper bound on ν ε (D), where ν ε is the (unnormalized) measure given by Eq. (35).
Lemma 4.
Given h > 0, for 0 < ρ < ρ sufficiently small one has
Proof. We first prove item (i). If inf z∈DṼ (K i , z) = +∞ there is no curve connecting K i to z ∈ D without touching the other K j , j = i. Therefore P ε y (τ D < τ 1 ) = 0 and there is nothing to prove. Otherwise, for h > 0 we setṼ h = inf z∈DṼ (K i , z) − h. Since V (y, z) satisfies the triangle inequality, we have, by Condition L2 (see Corollary 1), that, for ρ small enough,
The set G T is closed as is seen by considering its complement.
We 
We have the inequality
and combining the estimates (36) and (37) yields lim sup ε→0 ε log sup
This completes the proof of item (i) of Lemma 4. The proof of part (ii) of the lemma is very similar to the first part and follows closely the corresponding estimates in [8] , Chapter 6, Lemma 2.1. The details are left to the reader.
The following lemma will yield a lower bound on ν ε (D). It makes full use of the information contained in Lemmas 1 and 3.
Lemma 5.
Proof. We start with the proof of item (i). If inf z∈DṼ (K i , z) = +∞ there is nothing to prove. Otherwise let h > 0 be given. By Condition L2, (see Corollary 3), there are ρ and ρ > 0 with ρ < ρ /3 and T 0 < ∞ such that, for all x ∈ ∂B(i, ρ), there is a path
By Condition L3, there are z ∈ D, T 1 < ∞ and φ 1 ∈ C([0, T 1 ]) such that I x 0 ,T 1 (φ 1 ) ≤ inf z∈DṼ (K i , z) + h/3 and φ 1 (0) = x 0 ∈ K i and φ 1 (T 1 ) = z and φ 1 does not touch K j , with j = i. We may and will assume that ρ and ρ are chosen such that 2ρ ≤ dist(φ 1 (t), ∪ j =i K j ). We note = dist(z, ∂D). Let x 1 be the point of last intersection of φ 1 with ∂B(i, ρ) and let t 1 be such that φ 1 (t 1 ) = x 1 . We note φ 2 ∈ C([0, T 2 ]), with T 2 = T 1 − t 1 , the path obtained from φ 1 by deleting up to time t 1 and translating in time. Notice that the path φ 2 may hit ∂B(i, ρ ) several times, but hits ∂B(i, ρ) only at time 0. Denote as
the first time φ 2 (t) hits ∂B(i, ρ ). We choose so small that if ψ ∈ C([0, T 2 ]) belongs to the -neighborhood of φ 2 , then ψ(t) does not intersect ∂B(i, ρ) and ∂B(i, ρ ) for 0 < t < σ and does not intersect ∂B(i, ρ)} for t > σ. We consider the open set
By construction the event {x ε (t) ∈ U T } is contained in the event {τ D ≤ τ 1 }. By Theorem 2 we have lim inf ε→0 ε log inf
This concludes the proof of item (i). The proof of (ii) follows very closely the corresponding estimate in [8] , Chapter 6, Lemma 2.1, which considers the case where the generator of the diffusion is elliptic: for any h > 0 one constructs paths φ xy ∈ C([0, T ]) from x ∈ ∂B(i, ρ) to y ∈ ∂B(j, ρ) such that I x,T (φ xy ) ≤Ṽ (K i , K j ) + h/2 and such that if x ε (t) is in a small neighborhood of φ xy , then x ε (τ 1 ) ∈ ∂B(j, ρ). As in part (i) of the lemma, the key element to construct the paths φ xy is Condition L2 of small-time controllability around the sets K i . The details are left to the reader.
The following two lemmas give upper and lower bounds on the normalization constant ν ε (X), where ν ε is defined in Eq. (35).
Lemma 6.
For any h > 0, we have lim inf ε→0 ε log ν ε (X) ≥ −h.
Proof. We choose an arbitrary h > 0. For any ρ > 0 we have the inequality:
Using the small-time local controllability around the set K i , Condition L2, as in Lemma 5 it is easy to show, as in Lemma 1.8 of [8] that for any h > 0,
for ε and ρ sufficiently small. This completes the proof of Lemma 6.
To get an upper bound on the normalization constant ν ε (X) we will need an upper bound on the escape time out of the ball B(ρ ) around ∪ i K i , starting from x ∈ ∂B(ρ).
Lemma 7.
Given h > 0, for 0 < ρ < ρ sufficiently small,
By K1, there exists a constant C independent of ε such that sup y∈∂D E ε y (τ 1 ) ≤ C,
for ε ≤ ε 0 . From Lemma 4, (i), given h > 0, for sufficiently small 0 < ρ < ρ , we have the bound P ε x (τ D < τ 1 ) ≤ exp − for sufficiently small ε. Furthermore, by Lemma 5 and inequality (52), given h > 0, for 0 < ρ < ρ sufficiently small, we have inf x∈∂B(i,ρ) P ε x (τ D δ ≤ τ 1 ) ≥ exp − Proof. We rewrite the rate function I (0)
x,T (φ) given by Eqs. (4) and (5) as
The term K 1 (φ) can be interpreted as the rate function corresponding to the the set of stochastic differential equations with the associated control systeṁ q = ∇ p G, p = −∇ q G,
Consider now the transformation (p, q, r) → J (p, q, r) and t → −t. This transformation maps the solution φ of Eq. (62) into a solution of Eq. (21) withφ(0) = Jy, φ(T ) = J x. This implies the equality
Jy,T (φ).
This means that K 1 (φ) is nothing but the weight of the time reversed path.
We now consider the second term, K 2 (φ), in Eq. (61). Using the constraintsq = ∇ p G andṗ = −∇ q G we obtain the identity ∇ p Gṗ + ∇ q Gq = 0 and therefore we get Proof. The Hamiltonian G is constant on K j and we set G(x) = G j for all x ∈ K j . Furthermore if (p, q, r) ∈ K j , then p = 0 and therefore the sets K j are invariant under time reversal: J K j = K j . Using Lemma 8, we see that for any path φ ∈ C([0, T ]) with φ(0) = x ∈ K m and φ(T ) = y ∈ K n we have Taking the infimum over all paths φ and all time T , we obtain the identity
In the definition of W (0) (K i ), see Eq. (8), the minimum is taken over all {i}-graphs (see the definition in the introduction). Given an {i}-graph and a j with j = i, there is a sequence of arrows leading from j to i. Consider now the graph obtained by reversing all the arrows leading from j to i; in this way we obtain a {j }-graph. Using the identity (4) the weight of this graph is equal to the weight of the original graph plus G j − G i . Taking the infimum over all graphs we obtain the identity W (0) (K i ) = W (0) (K j ) + G j − G i , and therefore we have
and so W (0) (x), defined in Eq. (9), satisfies the identity
The second term in Eq. (63) is equal to min x G(x), since G(x) is bounded below. We now derive upper and lower bounds on the first term in Eq. (63). A lower bound follows easily from Proposition 8: For any path φ ∈ C([0, T ]) with φ(0) = z ∈ K i and φ(T ) = x we obtain the inequality Lemma 10. If η ≥ 0 then
and a similar bound holds for η ≤ 0.
The assertion follows from the fact that the subset of C([0, T ]) on which I (η) x,T (φ) < ∞ is independent of η. This is easily seen from the definition of rate function (13) . Inspection of Eq. (4) implies the bound
Taking the infimum completes the proof of the lemma.
Combining Theorem 3 with Lemmas 9 and 10 we obtain Theorem 1.
