1* Introduction* Several classes of summability transforms are generated by products of analytic functions. The matrix (a n>k ) of such a transform is given by (l) ΠΛW=ΣM*,
where f h (z) is analytic at z = 0 (fc = 0, 1, 2, •)-This class of transforms includes, for example, the well-known Euler-Knopp means [6, pp. 56-60] and the Taylor transforms [6, pp. 60-64] . In addition to these two special cases, the transforms of this class for which we shall prove Tauberian theorems are the following: the Karamata transform [8, 9] , the generalized Lototsky transform [4] , and the *^~(r n ) transform [7] . We also give a Tauberian theorem for the T(r n ) transform [5] which, although not a member of this class, is very similar to the others. In this paper we shall state the Tauberian theorems in sequenceto-sequence form; thus, a typical Tauberian condition for a sequence 
Thus, for a given matrix A, our method will be to show that the sequences μ and v can be chosen so that (2) and (4) are satisfied; from this we can then conclude that (Ax) k = o(L^) is a Tauberian condition for A.
2* Principle lemmas* Since we shall be considering regular matrices, our general task will be to show that the index sequences μ and v can be chosen so that for each n, (5) and (6) Σ \a n>k \ ^ p < I/A .
k>ι>{n)
These inequalities, coupled with the Silverman-Toeplitz conditions for regularity, guarantee that A is dominated by {a nfk } k { =l± μM (n -0, 1, 2, •)• In order to establish (4), our method will be to show that μ and v can be chosen so that each is given (approximately) by a linear expression in n. This is stated precisely using the greatest integer function in the following two lemmas. hold provided
Hence, α and 6 can be chosen so that μ(n) = [an + b], a > 0, and (5) holds.
3. Applications. The first Tauberian theorem that we shall prove concerns the ^(r n ) transform [7] . This generalization of the Taylor transform is defined by where α W)fc = 0 for Jc < n and {r fc }~ is a sequence. The result now follows from Lemma 2, Lemma C, and Theorem B.
In the special case where h k = r, the [L, d % ]-transform becomes the Euler-Knopp transform E{r). Thus, the result in Theorem 6 holds for E(r) when 0 < r <^ 1. This is a weaker result, however, than the Hardy-Littlewood result [3] for E(r) which uses the Tauberian condition (Ax) k -O(k~1 /2 ).
The 2\rJ-transform [5] is defined by a n>k = 0 for k < n and fco where / % (z) = (1 -rj/(l -r n z). This form is slightly different than (1), but with minor modifications in Lemmas 1 and 2, the following Tauberian theorem can be proved for the T(rJ-transform. THEOREM 7. If 0 ^ r n <; β < 1, cmd a? is a bounded sequence that is T(r n )-summable and satisfies {Δx) k = o(k~λ), then x is convergent.
