We introduce a new dataset for joint reasoning about language and vision. The data contains 107,296 examples of English sentences paired with web photographs. The task is to determine whether a natural language caption is true about a photograph. We present an approach for finding visually complex images and crowdsourcing linguistically diverse captions. Qualitative analysis shows the data requires complex reasoning about quantities, comparisons, and relationships between objects. Evaluation of state-of-the-art visual reasoning methods shows the data is a challenge for current methods.
Introduction
Jointly reasoning about linguistic and visual inputs is receiving increasing research attention. Such reasoning can be quite complex, requiring composition of words and phrases to recover sentence meaning, identification of objects and their properties in images, and combination of both, for example to generate answers or determine if a sentence describes an image. However, commonly used resources (e.g., Zitnick and Parikh, 2013; Antol et al., 2015; Chen et al., 2016) are far from reflecting the full complexity of the problem. The language is often relatively simple, requiring reasoning that is not fundamentally different than traditional vision problems, often consisting of identifying only simple properties of objects and a small set of spatial relations. This motivated the design of complex visual reasoning tasks, including NLVR (Suhr et al., 2017) and CLEVR (Johnson et al., 2017a,b) . However, both tasks use synthetic data, for images in NLVR, and for both images and text in the most commonly used version of * Contributed equally. † Work done as an undergraduate at Cornell University.
The left image contains twice the number of dogs as the right image, and at least two dogs in total are standing.
One image shows exactly two brown acorns in back-to-back caps on green foliage. CLEVR. This results in limited representation of the challenges of language and vision.
In this paper, we study the challenges of jointly reasoning about language and vision through the construction of Natural Language Visual Reasoning for Real (NLVR 2 ), a new dataset focused on web photos for the task of determining if a caption is true with regard to a pair of images. For our data collection, we identify visual properties that enable complex reasoning and the type of language they bring about. Our analysis shows that complex visual input supports diverse language, and the language and vision combination requires complex reasoning, including about sets, counts, properties, comparisons, and spatial relations. Figure 1 shows examples from NLVR 2 .
Scalable curation of images paired with natural language descriptions that demand complex reasoning requires addressing two challenges. First, we must identify images that have sufficient visual complexity to support the type of reasoning desired. For example, a photo of a single beetle with a uniform background (Table 2, bottom left image) allows limited reasoning beyond the existence of the beetle and its properties. Second, we need a scalable process to collect a large set of captions that are linguistically diverse.
We use a search engine with queries designed to yield visually complex photographs, including of sets of objects or activities. We annotate the data through a sequence of crowdsourcing tasks, including filtering for interesting images, writing captions, and validating their truth values. To elicit interesting captions, rather than presenting workers with single examples, inspired by Suhr et al. (2017) , we ask workers for descriptions that compare and contrast pairs of images. Pairing two images encourages language that composes properties shared between or contrasted among the two images. We motivate workers to take full advantage of the complexity of the visual stimuli when writing sentences using a tiered annotation system with bonuses. We then create an example using each image pair and written description.
NLVR 2 contains 107,296 examples, each consisting of a caption and an image pair. The data includes 29,680 unique sentences and 127,506 images. We conduct qualitative linguistically-driven analysis of the data by focusing on diverse set of linguistic phenomena, and comparing our data to existing resources. Our analysis shows that even though we can not control for complexity as with synthetic data, our data displays a broad representation of linguistic phenomena. We evaluate several baselines and state-of-the-art visual reasoning methods on NLVR 2 . The relatively low performance achieved by the best system shows that NLVR 2 presents a significant challenge, even for methods that perform well on existing visual reasoning tasks. This illustrates how using natural inputs for both modalities better exposes the challenges of the task.
Related Work and Datasets
Natural language understanding in the context of images has been studied within various tasks, including visual question answering (Zitnick and Parikh, 2013; Antol et al., 2015) , caption generation (Chen et al., 2016) , referring expression resolution (Mitchell et al., 2010; Matuszek et al., 2012; FitzGerald et al., 2013) , and instruction following (MacMahon et al., 2006; Chen and Mooney, 2011; Bisk et al., 2016; Misra et al., 2018) . Several recent datasets focus on compositional reasoning about images and language, mostly using synthetic data for language and vision (Andreas et al., 2016b; Johnson et al., 2017a; Kuhnle and Copestake, 2017; Kahou et al., 2018; Yang et al., 2018) . Two exceptions are CLEVR-Humans (Johnson et al., 2017b) and NLVR (Suhr et al., 2017) , which use crowdsourced language data. The former elicits paraphrases of generated questions, and the latter captions to compare and contrast sets of images. We adopt the compare-and-contrast process. In contrast to synthetic images or text, we focus on human-written language and web photographs.
Several methods have been proposed for compositional visual reasoning, including modular neural networks (Andreas et al., 2016a,b; Johnson et al., 2017b; Perez et al., 2018; Hu et al., 2017; Mascharka et al., 2018; Hu et al., 2018; Suarez et al., 2018) and attention-or memory-based methods (Santoro et al., 2017; Zhu et al., 2017; Hudson and Manning, 2018; Tan and Bansal, 2018; Malinowski et al., 2018; Pavez et al., 2018; Yao et al., 2018) . We use three of these methods, FILM (Perez et al., 2018) , N2NMN (Hu et al., 2017) , and MAC (Hudson and Manning, 2018), for our empirical analysis.
In our data, we use each sentence in multiple examples, but with different labels. This is related to recent visual question answering datasets that aim to require models to consider both image and question to perform well Goyal et al., 2017; Li et al., 2017; Agrawal et al., 2017 Agrawal et al., , 2018 . Our approach is inspired by the collection of NLVR, where workers were shown a set of similar images and asked to write a sentence true for some images, but false for the others (Suhr et al., 2017) . We adapt this method to web photos, including introducing a process to identify images that support complex reasoning and designing incentives for the more complex writing task.
Data Collection
Each example in NLVR 2 includes a pair of images and a natural language sentence. The task is to determine whether the sentence is True or False about the pair of images. Figure 1 shows two examples. We design a process to identify images that enable complex reasoning, collect grounded natural language descriptions, and label them as True or False. Figure 2 illustrates our data collection procedure.
(a) Find Sets of Images: The query two acorns is issued to the search engine. The leftmost image appears in the list of results. The Similar Images tool is used to find a set of images, shown on the right, similar to this image. Steps (a)-(c) are described in Section 3.1; step (d) in Section 3.2; and step (e) in Section 3.3.
Image Collection
We use synsets from the ILSVRC2014 ImageNet challenge (Russakovsky et al., 2015) to generate search queries and retrieve sets of images with similar content. The synset class may be used during learning, and the correspondence allows researchers to featurize images using models pretrained on ImageNet. We prune the images to create sets that support complex reasoning.
ImageNet Synsets Correspondence
We manually identify a subset of the 1,000 synsets in ILSVRC2014 that often appear in complex contexts. For example, an acorn often appears in images with other acorns, while a seawall al-most always appears alone. For each ImageNet synset, we issue five search queries to the Google Images search engine 2 using the query expansion heuristics in Table 1 . The heuristics are designed to retrieve images that support complex reasoning, including images with groups of entities, complex environments, or entities participating in activities. For each query, we use the Google similar images tool for each of the first five images to retrieve the seven non-duplicate most similar images. This results in five sets of eight similar images per query, 3 Heuristic Examples (synonym → search query) Description Quantities soap dispenser → two soap dispensers cup → group of cups Add numerical phrases or manuallyidentified collective nouns to the synonym. Hypernyms mosquito net → mosquito net protection Add direct or indirect hypernyms from Word-Net (Miller, 1993; Deng et al., 2014) . Applied only to the non-animal synsets. Similar words banana → banana pear pillow → pillow sofa Add concrete nouns whose cosine similarity with the synonym is greater than 0.35 in the embedding space of Google News word2vec embeddings (Mikolov et al., 2013) . Applied only to non-animal synsets. Activities grey wolf → grey wolfs swimming malamute → malamutes eating
Add manually-identified verbs describing common activities of animal synsets. 
Positive Examples and Criteria
Contains more than one instance of the synset.
Shows an instance of the synset interacting with other objects.
Shows an instance of the synset performing an activity.
Displays a set of diverse objects or features. 25 sets in total. If at least half of the images in a set contain more than one instance of the synset, the synset is awarded one point. We choose the 124 synsets with the most points. 4 The 124 synsets are distributed evenly among animals and objects.
Negative Examples
Image Search We use the Google Images search engine to find sets of similar images (Figure 2a ). We apply our query generation heuristics (Table 1) to the 124 synsets. We use all synonyms in each synset (Deng et al., 2014; Russakovsky et al., 2015) . For example, for the synset timber wolf, we use the synonym set {timber wolf, grey wolf, gray wolf, canis lupus}.
For each search query, we retrieve images by decreasing rank following the search results order until we have retrieved either 30 images, saved 30 sets of images, or observed five consecutive images that do not have similar images. 5 We save 4 We pick 125 and remove one set due to high image pruning rate in later stages. 5 For collective nouns and the numerical phrase two <synset>, we instead observe at most 100 top images or the URL of each retrieved image and the URLs of the fifteen most similar images using the similar images tool, giving us a set of sixteen images including the retrieved image.
Image Pruning We use two crowdsourcing tasks to (a) prune the sets of images, and (b) construct sets of eight images to use in the sentencewriting phase. In the first task, we remove lowquality images from each downloaded set of similar images (Figure 2b ). We ask workers to remove any images that do not load correctly, images that contain inappropriate content, non-realistic artwork or collages, or images that do not contain an instance of the corresponding synset. This results in sets of sixteen or fewer similar images. We discard all sets with fewer than eight images.
The second task further prunes these sets by removing duplicates and re-ranking non-interesting images (Figure 2c ). Workers are asked to remove duplicate images, and mark any remaining images that are not interesting. An image is interesting if it fits any of the criteria in Table 2 . We ask workers not to mark an image if they consider it interesting for any other reason. We discard sets with fewer than three unmarked (i.e., interesting) images. We sort the images in descending order according to first interestingness, and second similarity, and keep the top eight.
Sentence Writing
Each set of eight images is used for a sentencewriting task. We randomly split each set into four pairs of images. Using pairs encourages comparison and set reasoning within the pairs. Workers are asked to select two of the four pairs and write a sentence that is true for the two selected pairs, but false for the unselected pairs. This requires finding similarities and differences between the pairs, which encourages highly compositional save at most 60 sets.
What to avoid

Example of erroneous sentence Subjective opinions
The dog's fur has a nice color pattern.
Discussing properties of the photograph
In both images, the cat's paw is cropped out of the photo.
Mentioning text in the photograph
Both trains are numbered 72.
Truth value reduces to object identification
There is a cup on top of a chair. -for a set of images where the selected pairs contain a chair, but the unselected pairs do not.
Mentioning the presence of a single object
There is a hammer.
Disjunction on images in the pair
The left image contains a penguin, and the right image contains a rock. language (Suhr et al., 2017) . In contrast to collection process of NLVR, real images do not allow for as much control over their content, in some cases permitting workers to write simple sentences. For example, a user could write a sentence stating the existence of a single object if it was only present in both selected pairs, which could be avoided if we could control for the objects in the images. Instead, we define more specific guidelines for the workers for writing sentences. Table 3 shows the types of sentences we ask workers to avoid in their writing.
Validation
We split each sentence-writing task into four examples, where the sentence is paired with each pair of images. We validate the sentences to ensure that the selection of each image pair reflects its truth value. We show each example independently to a worker, and ask them to label it as True or False. The worker may also report the sentence as nonsensical. We keep all nonreported examples where the validation label is the same as the initial label indicated by the sentencewriter's selection. For example, if the image pair were initially selected during sentence-writing, the sentence-writer intends the sentence to be True for the pair, so if the validation label is False, this example will be removed.
Splitting the Dataset
We assign a random 20% of the examples passing validation to development and testing, ensuring that examples from the same initial constructed set of eight images do not appear across the split. For these examples, we collect an additional four validation judgments to estimate agreement and human performance. We remove any examples from this set where two or more of the extra judgments disagreed with the existing label (Section 3.3). Last, we split the remaining examples into equalsized splits to form the development set and two test sets, ensuring that original image sets do not appear in multiple splits of the data. 
Data Collection Management
We use two qualification tasks. For the set construction and sentence writing tasks, we qualify workers by first showing six tutorial questions about the guidelines and task. We then ask them to validate guidelines for nineteen sentences across two sets of four pre-selected image pairs, and to complete a single sentence-writing task for preselected image pairs. We validate the written sentence by hand. To qualify workers for validation, we show workers eight examples of sentences paired with images and ask workers to label them as True or False.
We use a bonus system to encourage workers to write linguistically diverse sentences. We conduct sentence writing in rounds. After every round, we sample twenty sentences they have written in that round. If at least 75% of these sentences follow the guidelines, they receive a bonus of $0.07 for each sentence written during the last round. If between 50% and 75% follow our guidelines, they receive a slightly lower bonus of $0.03. This system encourages workers to follow the guidelines more closely. In addition, each worker initially only has access to a limited pool of sentence-writing tasks. Once they successfully complete an evaluation round where at least 75% of their sentences followed the guidelines, they are allowed to select from the entire pool of tasks.
Analysis of 100 sentences from the development set shows that 87% of sentences follow the guidelines. Most sentences that do not follow the guidelines simply rely on object presence, violating the fourth guideline in Table 3 . In such sentences, a system need only identify whether the object is present in either of the paired images to determine the truth value of the sentence. Table 4 shows the costs and number of workers per task. Some workers participate in multiple tasks. The final cost per unique sentence in our dataset is $0.65; the cost per example is $0.18.
Data Statistics
We collect 27,678 sets of related images and a total of 387,426 images overall. Pruning low-quality images leaves 19,500 sets and 250,862 images (Section 3.1). Most images are removed for not containing an instance of the corresponding synset or for being non-realistic artwork or a collage of images. We construct 17,685 sets of eight images with the remaining images (Section 3.1).
We crowdsource 31,418 sentences (Section 3.2). We create two crowdsourcing tasks for each set of eight images; each is captioned with at most two sentences. Workers are given the opportunity to flag sets of images if they should have been removed in earlier stages; for example, if they contain duplicate images. Additionally, sentence-writing tasks that remain without annotation after three days are removed.
During validation, 1,875 sentences are reported. 108,516 examples pass validation; i.e., the validation label matches the initial selection for the pair of images (Section 3.3). Removing low-agreement examples in the development and test sets yields a dataset of 107,296 examples, 127,506 unique images, and 29,680 unique sentences. Table 5 shows the sizes of the splits of NLVR 2 .
Data Analysis
We perform quantitative and qualitative analysis using the training and development sets. Synsets Each synset is associated with µ = 752.9 ± 205.7 examples (Figure 3 ). The five most common synsets are gorilla, bookcase, bookshop, pug, and water buffalo. The five least common synsets are orange, acorn, ox, dining table, and skunk. Synsets appear in equal proportions across the four splits.
Agreement After validation, 8.5% of the examples not reported during validation are removed due to disagreement between the validator's label and the initial selection of the image pair (Section 3.3). 6 We use the five validation labels we collect for the development and test sets to compute compute Krippendorff's α and Fleiss' κ to measure agreement (Cocos et al., 2015; Suhr et al., 2017) . Before removing low-agreement examples (Section 3.4), α = 0.906 and κ = 0.814. After removal α = 0.912 and κ = 0.889, indicating almost perfect agreement (Landis and Koch, 1977) .
Language Each unique sentence is paired with an average of 3.6 pairs of images. NLVR 2 contains 7,457 word types, significantly larger than NLVR with 262 word types. Sentences in NLVR 2 are on average 14.8 tokens long, whereas NLVR has a mean sentence length of 11.2. Figure 4 shows the distribution of sentence lengths compared to related corpora. NLVR 2 shows a similar distribution to NLVR, but with a longer tail. NLVR 2 contains longer sentences than the questions of VQA (Antol et al., 2015) and CLEVR-Humans (Johnson et al., 2017b) . Its distribution is similar to sentences from MSCOCO (Chen et al., 2015) , which also contains captions, and (Antol et al., 2015) , and NLVR (Suhr et al., 2017) . We analyze 200 sentences from the development sets of each dataset for presence of the semantic and syntactic phenomena described in Suhr et al. (2017) .
CLEVR (Johnson et al., 2017a) , where the language is synthetically generated. We analyze 200 sentences from the development set for occurrences of semantic and syntactic phenomena ( Table 6 ). We compare with questions from VQA and sentences from NLVR, as reported in Suhr et al. (2017) . Generally, NLVR 2 has similar complexity to NLVR, showing significantly broader representation of linguistic phenomena than VQA. One glaring difference of NLVR 2 from NLVR is the more limited use of hard cardinality. This is possibly due to the more complex visual input, which often makes exact counting difficult.
Estimating Human Performance
We use the additional labels acquired for development and test examples to estimate human performance on NLVR 2 . For every worker who provides additional truth judgments for these examples, we compare the label they provided with the gold-standard label, the original validation label. We measure each worker's performance as the proportion of judgments they make that match the correct label. We do not consider cases where the worker labels a sentence written by themselves when computing their performance. We compute the average and standard deviation performance over workers who provide at least 100 such additional validation judgments, a total of 68 unique workers. Before pruning low-agreement examples (Section 3.4), the average performance over workers in the development and both test sets is 93.1 ± 3.1. After pruning, it increases to 96.1 ± 2.6. Table 7 shows human performance within each data split that receives extra validations. While this does not include the full dataset for each worker, and is not fully comparable to our evaluation results, it provides an estimate by balancing between averaging over many workers and having enough samples for each worker.
Evaluation Systems
We use several baselines and existing visual reasoning approaches to evaluate NLVR 2 . We also provide results for NLVR for all the approaches. Further system details are available in the supplementary material.
We measure the biases in the data using three baselines: (a) MAJORITY: assign the most common label (True) to each example; (b) TEXT: encode the caption using a recurrent neural network (RNN; Elman, 1990) , and use a multilayer perceptron to predict the truth value; and (c) IM-AGE: encode the pair of images using a convolutional neural network (CNN), and use a multilayer perceptron to predict the truth value. The latter two estimate the potential of solving the task using only one of the two modalities.
We use two baselines that consider both language and vision inputs. The CNN+RNN base-line concatenates the encoding of the text and images, computed similar to the TEXT and IMAGE baselines, and applies a multilayer perceptron to predict a truth value. The MAXENT baseline is inspired by Suhr et al. (2017) . We compute features based on the sentence and objects detected in the paired images. We detect the objects in the pair of images using a Mask R-CNN model (He et al., 2017; Girshick et al., 2018) pretrained on the COCO detection task (Lin et al., 2014) . We use a detection threshold of 0.5. For each n-gram with a numerical phrase in the caption and object class detected in the images, we compute features based on the number present in the n-gram and the detected object count. We create features for each image and for both together. We use these features in a maximum entropy classifier.
Several recent approaches to visual reasoning make use of modular networks (Hu et al., 2017; Johnson et al., 2017b; Mascharka et al., 2018; Perez et al., 2018) . Broadly speaking, these approaches predict the a neural network layout from the input sentence by using a set of modules. The network is then used to reason about image and text. The layout predictor may be trained in three ways: (a) using the formal programs used to generate synthetic sentences (e.g., in CLEVR), (b) using heuristically generated layouts from syntactic structures, or (c) jointly with the neural modules with latent layouts. Because sentences in NLVR 2 and NLVR are human-written, no supervised formal programs are available at training time. We use two methods that do not require such formal programs: end-to-end neural module networks (N2NMN; Hu et al., 2017) and feature-wise linear modulation (FILM; Perez et al., 2018) . For N2NMN, we evaluate three levels of supervision: (a) N2NMN-CLONING: using supervised learning with gold layouts; (b) N2NMN-TUNE: using policy search after cloning; and (c) N2NMN-RL: using policy search from scratch. For N2NMN-CLONING, we construct gold layouts from the constituency trees (Cirik et al., 2018) .
Finally, we evaluate the Memory, Attention, and Composition (MAC) approach of Hudson and Manning (2018), which decomposes the reasoning process into a sequence of attention-based steps.
Experiments and Results
We use two metrics: accuracy and consistency. Accuracy measures the per-example prediction ac-curacy. Consistency measures the proportion of unique sentences for which predictions are correct for all paired images (Goldman et al., 2018) . For training and development results, we report mean and standard deviation of accuracy and consistency over three trials as µ acc ±σacc/µ cons ±σcons.
The results on the test sets are generated by evaluating the model that achieved the highest accuracy on the development set. For the N2NMN methods, we report test results only for the best of the three variants on the development set. Additional training and architecture details are provided in the supplementary material. Table 7 shows results for NLVR 2 . The TEXT and IMAGE baselines perform similar to MAJOR-ITY, showing that both modalities are required to solve the task. The best performing system is the feature-based MAXENT, showing both the highest accuracy and consistency. FILM performs best of the visual reasoning methods, improving over MAJORITY by 1.6 accuracy points on the unreleased test set. Both FILM and MAC show relatively high consistency. Almost all the visual reasoning methods are able to fit the data, but generalize poorly. An exception is N2NMN-RL, which fails to fit the data, most likely due to the difficult task of policy learning from scratch. Table 8 contains previously published results for NLVR from Suhr et al. (2017) and more recent approaches. 7 We also report results for visual reasoning systems originally developed for CLEVR. While both CLEVR and NLVR use synthetic images, CLEVR uses synthetic language while NLVR includes natural language. NMN (Andreas et al., 2016b) , N2NMN, and FILM achieve the best results for methods that were not developed using NLVR. However, both perform worse than CNN-BIATT (Tan and Bansal, 2018) and CMM (Yao et al., 2018) , which were developed originally using NLVR. 8
Discussion
We introduce the NLVR 2 corpus for studying complex joint reasoning about photographs and natural language captions. Our focus on visually complex, natural photographs and humanwritten captions aims to better reflect the challenges of compositional visual reasoning than ex- isting corpora. Our analysis shows that the language contains a wide range of linguistic phenomena including numerical expressions, quantifiers, coreference, and negation. This demonstrates how our focus on complex visual stimuli and data collection procedure result in compositional and diverse language. We experiment with baseline approaches and several recently-proposed methods for visual reasoning, which result in relatively low performance on NLVR 2 . These results and our analysis exemplify the challenge that NLVR 2 introduces to methods for visual reasoning. We release training, development, and public test sets. Procedures for evaluating on the unreleased test set and a leaderboard are available at http://lic.nlp.cornell.edu/nlvr.
A Implementation Details
For the TEXT, IMAGE, and CNN+RNN baselines, we first compute a representation of the input(s), then apply a multilayer perceptron (MLP) to this representation. The MLP's output is used to predict a distribution over the two labels using a softmax. The MLP includes learned bias terms and ReLu nonlinearities on the output of each layer, except the last one. In all cases, the layer sizes of the MLP follow the series [8192, 4096, 2048, 1024, 512, 256, 128, 64, 32, 16, 2] .
A.1 Single Modality
TEXT The caption's representation is computed by using an RNN encoder.
We use 300dimensional GloVe vectors trained on Common Crawl as word embeddings (Pennington et al., 2014) . We encode the caption using a single-layer RNN with long short-term memory units (LSTM, Hochreiter and Schmidhuber, 1997) of size 4096. The hidden states of the caption are averaged and passed through the MLP described above to predict a truth value.
IMAGE The image pair's representation is computed by extracting features from a pretrained model. We resize and pad each image with whitespace to a size of 530 × 416 pixels, which is the size of the image displayed to the workers during sentence-writing. Each padded image is resized to 224 × 224 and passed through a ResNet-152 pretrained model (He et al., 2016) . The features from the final layer before classification are extracted for each image and concatenated. This representation is passed through the MLP described above to predict a truth value.
A.2 Image and Text Baselines
CNN+RNN The caption and image pair are encoded as described in Section A.1, then concatenated and passed through the MLP described above to predict a truth value.
MAXENT We use n-grams where 2 ≤ n ≤ 6. We train a maximum entropy classifier with Megam. 9
A.3 Module Networks
End-to-End Neural Module Networks We use the implementation provided at https: 9 https://www.umiacs.umd.edu/~hal/megam //github.com/ronghanghu/n2nmn. The model parameters used for NLVR are the same as those used for the original N2NMN experiments on CLEVR. This includes learning word embeddings from scratch and embedding images using the pool5 layer of VGG-16 trained on Ima-geNet (Simonyan and Zisserman, 2014; Hu et al., 2017) . The model parameters used for NLVR 2 are the same as those used for the original experiments on VQA. We use GloVe vectors of size 300 to embed words (Pennington et al., 2014) . The two paired images are resized and padded with whitespace to size 530×416, then concatenated horizontally and resized to a single image of 448 × 448 pixels. The resulting image is embedded using the res5c layer of ResNet-152 trained on Ima-geNet (He et al., 2016; Hu et al., 2017) .
FILM We use the implementation provided at https://github.com/ethanjperez/ film. For NLVR, we resize images to 224 × 224 and use the raw pixels directly. For Real NLVR, we first resize and pad both images with whitespace to images of size 530 × 416. The two images are concatenated horizontally and resized to a single image of 224 × 224 pixels. This image is passed through a ResNet-101 pretrained model and the features from the conv4 layer are extracted (He et al., 2016; Perez et al., 2018) . The parameters of the models are the same as described in Perez et al. (2018) 's experiments on featurized images, except for the following: RNN hidden size of 1096, classifier projection dimension of size 256, final MLP hidden size of 512, and 28 feature maps. Using the original parameters did not result in significant differences in accuracy, while updates using our parameters were computed faster and the computation graph used less memory.
A.4 MAC
We use the implementation provided at https://github.com/stanfordnlp/ mac-network. For experiments on NLVR, we use the NLVR configuration provided in this repository. For experiments on NLVR 2 , we adapt the image processing procedure. Both images are resized and padded with white space to images of size 530 × 416, then concatenated horizontally and resized to 224 × 224 pixels. We use the same image featurization approach used in Hudson and Manning (2018).
A.5 Training
For the TEXT, IMAGE, and CNN+RNN methods on NLVR 2 , we perform updates using ADAM (Kingma and Ba, 2014) with a global learning rate of 0.0001. The weights and biases are initialized by sampling from U {−0.1, 0.1}. All fully-connected and output layers use a learned bias term. For MAC, we use the same training setup as described in Hudson and Manning (2018) , stopping early based on performance over the development set. For all other experiments, we use early stopping with patience, where patience is initially set to a constant and multiplied 1.01 at each epoch the validation accuracy improves over a global maximum. We use 5% of the training data as a validation set, which is not used to update model parameters. We choose a validation set such that unique sentences do not appear in both the validation and training sets. For FILM and N2NMN, we set the initial patience to 30. For TEXT, IMAGE and CNN+RNN baselines, initial patience was set to 10. For MAXENT, a maximum of 100 epochs was used.
B Additional Data Analysis
Image Pair Reasoning We use the same 200 sentences analyzed in Table 6 to analyze what types of reasoning are required over the two images (Table 9 ). Sentences may require multiple types of reasoning. A number of sentences require counting the number of images in which a proposition is true: 3% of the evaluated sentences require a property to be hold of exactly one image; 11% require that a property to hold in both images. 19% of sentences simply require that a property holds in at least one image. 26.5% of sentences require a property to be true in the left or right images specifically. 6% of sentences require comparing properties of the two images. Finally, 39.5% of sentences simply state a property that must be true across the image pair, e.g., One sliding door is closed.
C Lisence Information
Tables 10, 11, and 12 contain license and attribution information on the images included in this paper. There are more mammals in the image on the right. 
