Lie bialgebra structures on the $W$-algebra W(2,2) by Li, Junbo & Su, Yucai
ar
X
iv
:0
80
1.
41
44
v1
  [
ma
th.
RA
]  
27
 Ja
n 2
00
8
Lie bialgebra structures on the W -algebra W (2, 2) 1
Junbo Li∗,†), Yucai Su‡)
†)Department of Mathematics, Changshu Institute of Technology, Changshu 215500, China
‡)Department of Mathematics, University of Science and Technology of China Hefei 230026, China
E-mail: sd junbo@163.com, ycsu@ustc.edu.cn
Abstract. Verma modules over the W -algebra W (2, 2) were considered by Zhang and Dong, while
the Harish-Chandra modules and irreducible weight modules over the same algebra were classified
by Liu and Zhu etc. In the present paper we shall investigate the Lie bialgebra structures on the
referred algebra, which are shown to be triangular coboundary.
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§1. Introduction
It is well known that the notion of Lie bialgebras was originally introduced by Drinfeld
in 1983 (cf. [1]) during the search for the solutions of the Yang-Baxter quantum equation.
During the resent rears, there have appeared several papers on Lie bialgebras (e.g., [5] and
[9]–[16]). Witt and Virasoro type Lie bialgebras were introduced in [15], of which type Lie
bialgebras were further classified in [12], while the generalized case was considered in [14].
Lie bialgebra structure on generalized Virasoro-like and Block Lie algebras were investigated
in [16] and [5] respectively.
In this paper we shall investigate Lie bialgebra structures on the W algebra W (2, 2)
introduced in [17], denoted byW here, which have been quantized in [6] by the authors using
the method introduced in [3] and generalized in [4]. This algebra is an infinite-dimensional Lie
algebra with a C-basis {Ln, Wn, c |n ∈ Z } and the following Lie brackets ( other components
vanishing):
[Lm, Ln] = (m− n)Lm+n +
m3 −m
12
δm+n,0c, (1.1)
[Lm,Wn] = (m− n)Wm+n +
m3 −m
12
δm+n,0c. (1.2)
The verma modules on W were investigated in [17]. Later all irreducible weight modules
with finite dimensional weight spaces and all indecomposable modules with less than one
dimensional weight space onW were classified in [8]. Meanwhile, irreducible weight modules
possessing at least one nontrivial finite-dimensional weight space were also classified in [7].
Let us recall the definitions related to Lie bialgebras. For convenience, we introduce
them being assort to the notation L. Let L be any vector space over the complex field C
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of characteristic zero. Denote by ξ the cyclic map of L ⊗ L ⊗ L cyclically permuting the
coordinates, namely, ξ(x1 ⊗ x2 ⊗ x3) = x2 ⊗ x3 ⊗ x1 for x1, x2, x3 ∈ L, and by τ the twist
map of L ⊗ L, i.e., τ(x⊗ y) = y ⊗ x for x, y ∈ L.
First one need to reformulate the definitions of a Lie algebra and Lie coalgebra as follows.
A Lie algebra is a pair (L, δ) of a vector space L and a linear map δ : L⊗L → L (the bracket
of L) satisfying the conditions:
Ker(1− τ) ⊂ Ker δ, (1.3)
δ · (1⊗ δ) · (1 + ξ + ξ2) = 0 : L⊗ L ⊗ L → L, (1.4)
A Lie coalgebra is a pair (L,∆) of a vector space L and a linear map ∆ : L → L ⊗ L (the
cobracket of L) satisfying the conditions:
Im∆ ⊂ Im(1− τ), (1.5)
(1 + ξ + ξ2) · (1⊗∆) ·∆ = 0 : L → L⊗ L⊗ L, (1.6)
For a Lie algebra L, we always use [x, y] = δ(x, y) to denote its Lie bracket and use the
symbol “·” to stand for the diagonal adjoint action
x · (
∑
i
ai ⊗ bi) =
∑
i
([x, ai]⊗ bi + ai ⊗ [x, bi]) for x, ai, bi ∈ L. (1.7)
Definition 1.1. A Lie bialgebra is a triple (L, δ,∆) satisfying the conditions:
(L, δ) is a Lie algebra, (L,∆) is a Lie coalgebra, (1.8)
∆δ(x, y) = x ·∆y − y ·∆x for x, y ∈ L (compatibility condition). (1.9)
Denote by U the universal enveloping algebra of L and by 1 the identity element of U .
For any r =
∑
i
ai ⊗ bi ∈ L⊗L, define r
ij , c(r), i, j = 1, 2, 3 to be elements of U ⊗U ⊗U by
(where the bracket in (1.10) is the commutator):
r12 =
∑
i
ai ⊗ bi ⊗ 1, r
13 =
∑
i
ai ⊗ 1⊗ bi, r
23 =
∑
i
1⊗ ai ⊗ bi,
c(r) = [r12, r13] + [r12, r23] + [r13, r23]. (1.10)
Definition 1.2. (1) A coboundary Lie bialgebra is a 4-tuple (L, δ,∆, r), where (L, δ,∆) is
a Lie bialgebra and r ∈ Im(1 − τ) ⊂ L ⊗ L such that ∆ = ∆r is a coboundary of r, where
∆r is defined by
∆r(x) = x · r for x ∈ L. (1.11)
(2) A coboundary Lie bialgebra (L, δ,∆, r) is called triangular if it satisfies the following
classical Yang-Baxter Equation (CYBE):
c(r) = 0. (1.12)
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The main result of this paper can be formulated as follows.
Theorem 1.3. Every Lie bialgebra structure on W is triangular coboundary.
Throughout the paper, we denote by Z∗ the set of all nonzero integers, Z+ the set of all
nonnegative integers and C∗ the set of all nonzero complex numbers.
§2. Proof of the main results
The following result can be found in [1, 2, 12].
Lemma 2.1. Let L be a Lie algebra and r ∈ Im(1− τ) ⊂ L⊗ L.
(1) The tripple (L, [·, ·],∆r) is a Lie bialgebra if and only if r satisfies CYBE (1.12).
(2) We have
(1 + ξ + ξ2) · (1⊗∆) ·∆(x) = x · c(r) for all x ∈ L. (2.1)
Lemma 2.2. Let W⊗n =W ⊗ · · · ⊗W be the tensor product of n copies of W, and regard
W⊗n as a W-module under the adjoint diagonal action of W. Suppose r ∈ W⊗n satisfying
x · r = 0 for all x ∈ W. Then r ∈ Cc⊗n.
Proof. It can be proved directly by using the similar arguments as those presented in the
proof of Lemma 2.2 of [16]. 
An element r ∈ Im(1− τ) ⊂ W ⊗W is said to satisfy the modified Yang-Baxter equation
(MYBE) if
x · c(r) = 0 for all x ∈ W. (2.2)
As a conclusion of Lemma 2.2, one immediately obtains
Corollary 2.3. An element r ∈ Im(1 − τ) ⊂ W ⊗W satisfies CYBE (1.12) if and only if
it satisfies MYBE (2.2).
Regard V = W ⊗ W as a W-module under the adjoint diagonal action. Denote by
Der(W,V) the set of derivations D :W → V, namely, D is a linear map satisfying
D([x, y]) = x ·D(y)− y ·D(x) for x, y ∈ W, (2.3)
and Inn(W,V) the set consisting of the derivations vinn, v ∈ V, where vinn is the inner
derivation defined by
vinn : x 7→ x · v for x ∈ W. (2.4)
Then it is well known that
H1(W,V) ∼= Der(W,V)/Inn(W,V), (2.5)
where H1(W,V) the first cohomology group of the Lie algebra W with coefficients in the
W-module V.
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Proposition 2.4. Der(W,V) = Inn(W,V), equivalently, H1(W,V) = 0.
Proof. Note that W = ⊕n∈ZWn and V =W ⊗W = ⊕n∈ZVn are Z-graded with
Wn = Span{Ln, Wn |n ∈ Z} ⊕ δn,0Cc and Vn =
∑
p,q∈Z,
p+q=n
Wp ⊗Wq for n ∈ Z. (2.6)
A derivation D ∈ Der(W,V) is homogeneous of degree α ∈ Z if D(Wn) ⊂ Wα+n for all
n ∈ Z. Denote
Der(W,V)α = {D ∈ Der(W,V) | degD = α} for α ∈ Z.
Let D ∈ Der(W,V). For any α ∈ Z, we define the linear map Dα : W → V as follows: For
any µ ∈ Wn with n ∈ Z, write D(µ) =
∑
p∈Z µp with µp ∈ Vp, then we set Dα(µ) = µn+α.
Obviously, Dα ∈ Der(W,V)α and we have
D =
∑
α∈Z
Dα, (2.7)
which holds in the sense that for every u ∈ W, only finitely many Dα(u) 6= 0, and
D(u) =
∑
α∈ZDα(u) (we call such a sum in (2.7) summable).
We shall prove this proposition by several claims.
Claim 1. If α ∈ Z∗, then Dα ∈ Inn(W,V).
For α 6= 0, denote γ = α−1Dα(L0) ∈ Vα. Then for any xn ∈ Wn, applying Dα to
[L0, xn] = −nxn, using Dα(xn) ∈ Vn+α, we obtain
−(α + n)Dα(xn)− xn ·Dα(L0) = L0 ·Dα(xn)− xn ·Dα(L0) = −nDα(xn), (2.8)
i.e., Dα(xn) = γinn(xn). Thus Dα = γinn is inner.
For convenience, we always use “≡” to denote equal modulo C(c⊗ c) in the following.
Claim 2. D0(L0) ≡ D0(c) ≡ 0.
For any n ∈ Z and xn ∈ Wn, applying D0 to [L0, xn] = −nxn and [xn, c] = 0 respectively,
one has xn ·D0(L0) = xn · c = 0. Thus by Lemma 2.2, D0(L0) ≡ D0(c) ≡ 0.
Claim 3. Replacing D0 by D0 − uinn for some u ∈ V0, one can suppose D0(W) ≡ 0.
For any m ∈ Z∗, n ∈ Z, one can write D0(Lm) and D0(Wn) as follows
D0(Lm) ≡
∑
p∈Z
am,pLp ⊗ Lm−p +
∑
p∈Z
bm,pLp ⊗Wm−p + amLm ⊗ c+ bmc⊗ Lm
+
∑
p∈Z
cm,pWp ⊗ Lm−p +
∑
p∈Z
dm,pWp ⊗Wm−p + cmWm ⊗ c+ dmc⊗Wm, (2.9)
D0(Wn) ≡
∑
p∈Z
en,pLp ⊗ Ln−p +
∑
p∈Z
fn,pLp ⊗Wn−p + enLn ⊗ c+ fnc⊗ Ln
+
∑
p∈Z
gn,pWp ⊗ Ln−p +
∑
p∈Z
hn,pWp ⊗Wn−p + gnWn ⊗ c + hnc⊗Wn, (2.10)
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where all the coefficients of the tensor products are complex numbers, and the sums are all
finite. For any p ∈ Z, the following identities hold:
L1 · (L0 ⊗ c) = L1 ⊗ c, L1 · (c⊗ L0) = c⊗ L1,
L1 · (W0 ⊗ c) = W1 ⊗ c, L1 · (c⊗W0) = c⊗W1,
L1 · (Lp ⊗ L−p) = (1− p)Lp+1 ⊗ L−p + (1 + p)Lp ⊗ L1−p,
L1 · (Lp ⊗W−p) = (1− p)Lp+1 ⊗W−p + (1 + p)Lp ⊗W1−p,
L1 · (Wp ⊗ L−p) = (1− p)Wp+1 ⊗ L−p + (1 + p)Wp ⊗ L1−p,
L1 · (Wp ⊗W−p) = (1− p)Wp+1 ⊗W−p + (1 + p)Wp ⊗W1−p.
Denote
M1 = max{ |p|
∣
∣a1,p 6= 0}, M2 = max{ |p|
∣
∣ b1,p 6= 0},
M3 = max{ |p|
∣
∣ c1,p 6= 0}, M4 = max{ |p|
∣
∣d1,p 6= 0}.
Using the induction on
∑4
i=1Mi in the above identities, and replacing D0 by D0−uinn, where
u is a combination of some Lp⊗L−p, Lp⊗W−p, Wp⊗L−p, Wp⊗W−p, L1⊗ c, c⊗L1, Wp⊗ c
and c⊗W1, one can safely suppose
a1 = b1 = c1 = d1 = 0,
a1,p = b1,p = c1,p = d1,p = 0 if p 6= −1, 2.
Thus the expression of D0(L1) can be simplified as ( recalling Claim 2)
D0(L1) ≡ a1,−1L−1 ⊗ L2 + a1,2L2 ⊗ L−1 + b1,−1L−1 ⊗W2 + b1,2L2 ⊗W−1
+c1,−1W−1 ⊗ L2 + c1,2W2 ⊗ L−1 + d1,−1W−1 ⊗W2 + d1,2W2 ⊗W−1. (2.11)
Applying D0 to [L−1, L1] = 2L0, under modulo C(c⊗ c), we obtain
∑
p∈Z
(
(2− p)a−1,p−1 + (2 + p)a−1,p
)
Lp ⊗ L−p + 3a1,−1L−1 ⊗ L1 + 3a1,2L1 ⊗ L−1
+
∑
p∈Z
(
(2− p)b−1,p−1 + (2 + p)b−1,p
)
Lp ⊗W−p + 3b1,−1L−1 ⊗W1 + 3b1,2L1 ⊗W−1
+
∑
p∈Z
(
(2− p)c−1,p−1 + (2 + p)c−1,p
)
Wp ⊗ L−p + 3c1,−1W−1 ⊗ L1 + 3c1,2W1 ⊗ L−1
+
∑
p∈Z
(
(2− p)d−1,p−1 + (2 + p)d−1,p
)
Wp ⊗W−p + 3d1,−1W−1 ⊗W1 + 3d1,2W1 ⊗W−1
+2a−1L0 ⊗ c+ 2b−1c⊗ L0 + 2c−1W0 ⊗ c+ 2d−1c⊗W0 = 0.
For any p ∈ Z, comparing the coefficients of Lp ⊗ L−p, Lp ⊗W−p, Wp ⊗ L−p, Wp ⊗W−p,
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L0 ⊗ c, c⊗ L0, W0 ⊗ c and c⊗W0 respectively in the above equation, on has
a−1 = b−1 = c−1 = d−1 = 0,
3a1,2 + a−1,0 + 3a−1,1 = 3b1,2 + b−1,0 + 3b−1,1 = 0,
3c1,2 + c−1,0 + 3c−1,1 = 3d1,2 + d−1,0 + 3d−1,1 = 0,
3a1,−1 + 3a−1,−2 + a−1,−1 = 3b1,−1 + 3b−1,−2 + b−1,−1 = 0,
3c1,−1 + 3c−1,−2 + c−1,−1 = 3d1,−1 + 3d−1,−2 + d−1,−1 = 0,
(p− 2)a−1,p−1 − (p+ 2)a−1,p = (p− 2)b−1,p−1 − (p+ 2)b−1,p = 0, p 6= ±1,
(p− 2)c−1,p−1 − (p+ 2)c−1,p = (p− 2)d−1,p−1 − (p+ 2)d−1,p = 0, p 6= ±1,
which give the following identities:
3a1,2 + a−1,0 + 3a−1,1 = 3b1,2 + b−1,0 + 3b−1,1 = 0,
3c1,2 + c−1,0 + 3c−1,1 = 3d1,2 + d−1,0 + 3d−1,1 = 0,
3a1,−1 + 3a−1,−2 − a−1,0 = 3b1,−1 + 3b−1,−2 − b−1,0 = 0,
3c1,−1 + 3c−1,−2 − c−1,0 = 3d1,−1 + 3d−1,−2 − d−1,0 = 0,
a−1,p = b−1,p = c−1,p = d−1,p = 0, ∀ p ∈ Z, p 6= −2,−1, 0, 1,
a−1,−1 + a−1,0 = b−1,−1 + b−1,0 = c−1,−1 + c−1,0 = d−1,−1 + d−1,0 = 0.
Thus D0(L−1) and D0(L1) can respectively be rewritten as
D0(L−1) ≡ a−1,−2L−2 ⊗ L1 − a−1,0L−1 ⊗ L0 + a−1,0L0 ⊗ L−1 + a−1,1L1 ⊗ L−2
+b−1,−2L−2 ⊗W1 − b−1,0L−1 ⊗W0 + b−1,0L0 ⊗W−1 + b−1,1L1 ⊗W−2
+c−1,−2W−2 ⊗ L1 − c−1,0W−1 ⊗ L0 + c−1,0W0 ⊗ L−1 + c−1,1W1 ⊗ L−2
+d−1,−2W−2 ⊗W1 − d−1,0W−1 ⊗W0 + d−1,0W0 ⊗W−1 + d−1,1W1 ⊗W−2,
D0(L1) ≡
(a−1,0
3
− a−1,−2
)
L−1 ⊗ L2 −
(a−1,0
3
+ a−1,1
)
L2 ⊗ L−1
+
(b−1,0
3
− b−1,−2
)
L−1 ⊗W2 −
(b−1,0
3
+ b−1,1
)
L2 ⊗W−1
+
(c−1,0
3
− c−1,−2
)
W−1 ⊗ L2 −
(c−1,0
3
+ c−1,1
)
W2 ⊗ L−1
+
(d−1,0
3
− d−1,−2
)
W−1 ⊗W2 −
(d−1,0
3
+ d−1,1
)
W2 ⊗W−1.
Applying D0 to [L2, L−1] = 3L1, under modulo C(c⊗ c), we obtain
2a−1,0L2 ⊗ L−1 + 3a−1,0L0 ⊗ L1 + a−1,1L3 ⊗ L−2 + 4a−1,1L1 ⊗ L0
+4a−1,−2L0 ⊗ L1 + a−1,−2L−2 ⊗ L3 − 3a−1,0L1 ⊗ L0 − 2a−1,0L−1 ⊗ L2
+2b−1,0L2 ⊗W−1 + 3b−1,0L0 ⊗W1 + b−1,1L3 ⊗W−2 + 4b−1,1L1 ⊗W0
+4b−1,−2L0 ⊗W1 + b−1,−2L−2 ⊗W3 − 3b−1,0L1 ⊗W0 − 2b−1,−1L−1 ⊗W2
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+2c−1,0W2 ⊗ L−1 + 3c−1,0W0 ⊗ L1 + c−1,1W3 ⊗ L−2 + 4c−1,1W1 ⊗ L0
+4d−1,−2W0 ⊗W1 + d−1,−2W−2 ⊗W3 − 3d−1,0W1 ⊗W0 − 2d−1,0W−1 ⊗W2
+4c−1,−2W0 ⊗ L1 + c−1,−2W−2 ⊗ L3 − 3c−1,0W1 ⊗ L0 − 2c−1,0W−1 ⊗ L2
+2d−1,0W2 ⊗W−1 + 3d−1,0W0 ⊗W1 + d−1,1W3 ⊗W−2 + 4d−1,1W1 ⊗W0
−
(
a−1,0 − 3a−1,−2
)
L−1 ⊗ L2 +
(
a−1,0 + 3a−1,1
)
L2 ⊗ L−1 −
(
b−1,0 − 3b−1,−2
)
L−1 ⊗W2
+
(
b−1,0 + 3b−1,1
)
L2 ⊗W−1 −
(
c−1,0 − 3c−1,−2
)
W−1 ⊗ L2 +
(
c−1,0 + 3c−1,1
)
W2 ⊗ L−1
−
(
d−1,0 − 3d−1,−2
)
W−1 ⊗W2 +
(
d−1,0 + 3d−1,1
)
W2 ⊗W−1 +
∑
p∈Z
(1 + p)a2,pLp−1 ⊗ L2−p
+
∑
p∈Z
(3− p)a2,pLp ⊗ L1−p +
∑
p∈Z
(1 + p)b2,pLp−1 ⊗W2−p +
∑
p∈Z
(3− p)b2,pLp ⊗W1−p
+
∑
p∈Z
(1 + p)c2,pWp−1 ⊗ L2−p +
∑
p∈Z
(3− p)c2,pWp ⊗ L1−p +
∑
p∈Z
(1 + p)d2,pWp−1 ⊗W2−p
+
∑
p∈Z
(3− p)d2,pWp ⊗W1−p + 3a2L1 ⊗ c+ 3b2c⊗ L1 + 3c2W1 ⊗ c+ 3d2c⊗W1 = 0.
For any p ∈ Z, comparing the coefficients of L1 ⊗ c, c ⊗ L1, W1 ⊗ c, c ⊗W1, Lp ⊗ L1−p,
Lp ⊗W1−p, Wp ⊗ L1−p and Wp ⊗W1−p respectively in the above equation, we firstly obtain
a2L1 ⊗ c = b2c⊗ L1 = c2W1 ⊗ c = d2c⊗W1 = 0,
∑
p∈Z
(1 + p)a2,pLp−1 ⊗ L2−p +
∑
p∈Z
(3− p)a2,pLp ⊗ L1−p
+a−1,−2L−2 ⊗ L3 + 3(a−1,−2 − a−1,0)L−1 ⊗ L2 + (4a−1,−2 + 3a−1,0)L0 ⊗ L1
+(4a−1,1 − 3a−1,0)L1 ⊗ L0 + 3(a−1,0 + a−1,1)L2 ⊗ L−1 + a−1,1L3 ⊗ L−2 = 0,
∑
p∈Z
(1 + p)b2,pLp−1 ⊗W2−p +
∑
p∈Z
(3− p)b2,pLp ⊗W1−p
+b−1,−2L−2 ⊗W3 + 3(b−1,−2 − b−1,0)L−1 ⊗W2 + (4b−1,−2 + 3b−1,0)L0 ⊗W1
+(4b−1,1 − 3b−1,0)L1 ⊗W0 + 3(b−1,0 + b−1,1)L2 ⊗W−1 + b−1,1L3 ⊗W−2 = 0,
∑
p∈Z
(1 + p)c2,pWp−1 ⊗ L2−p +
∑
p∈Z
(3− p)c2,pWp ⊗ L1−p
+c−1,−2W−2 ⊗ L3 + 3(c−1,−2 − c−1,0)W−1 ⊗ L2 + (4c−1,−2 + 3c−1,0)W0 ⊗ L1
+(4c−1,1 − 3c−1,0)W1 ⊗ L0 + 3(c−1,0 + c−1,1)W2 ⊗ L−1 + c−1,1W3 ⊗ L−2 = 0,
∑
p∈Z
(1 + p)a2,pWp−1 ⊗W2−p +
∑
p∈Z
(3− p)a2,pWp ⊗W1−p
+a−1,−2W−2 ⊗W3 + 3(a−1,−2 − a−1,0)W−1 ⊗W2 + (4a−1,−2 + 3a−1,0)W0 ⊗W1
+(4a−1,1 − 3a−1,0)W1 ⊗W0 + 3(a−1,0 + a−1,1)W2 ⊗W−1 + a−1,1W3 ⊗W−2 = 0,
Then for any p ∈ Z, p 6= −2,−1, 0, 1, 2, 3, one has
a2 = b2 = c2 = d2 = 0,
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a−1,−2 + 5a2,−2 = a−1,1 + 5a2,4 = (p+ 2)a2,p+1 − (p− 3)a2,p = 0,
4a−1,1 − 3a−1,0 + 3a2,2 + 2a2,1 = 3(a−1,0 + a−1,1) + 4a2,3 + a2,2 = 0,
3a−1,−2 − 3a−1,0 + a2,0 + 4a2,−1 = 4a−1,−2 + 3a−1,0 + 2a2,1 + 3a2,0 = 0,
b−1,−2 + 5b2,−2 = b−1,1 + 5b2,4 = (p+ 2)b2,p+1 − (p− 3)b2,p = 0,
4b−1,1 − 3b−1,0 + 3b2,2 + 2b2,1 = 3(b−1,0 + b−1,1) + 4b2,3 + b2,2 = 0,
3b−1,−2 − 3b−1,0 + b2,0 + 4b2,−1 = 4b−1,−2 + 3b−1,0 + 2b2,1 + 3b2,0 = 0,
c−1,−2 + 5c2,−2 = c−1,1 + 5c2,4 = (p+ 2)c2,p+1 − (p− 3)c2,p = 0,
4c−1,1 − 3c−1,0 + 3c2,2 + 2c2,1 = 3(c−1,0 + c−1,1) + 4c2,3 + c2,2 = 0,
3c−1,−2 − 3c−1,0 + c2,0 + 4c2,−1 = 4c−1,−2 + 3c−1,0 + 2c2,1 + 3c2,0 = 0,
d−1,−2 + 5d2,−2 = d−1,1 + 5d2,4 = (p+ 2)d2,p+1 − (p− 3)d2,p = 0,
4d−1,1 − 3d−1,0 + 3d2,2 + 2d2,1 = 3(d−1,0 + d−1,1) + 4d2,3 + d2,2 = 0,
3d−1,−2 − 3d−1,0 + d2,0 + 4d2,−1 = 4d−1,−2 + 3d−1,0 + 2d2,1 + 3d2,0 = 0,
which together give the following identities:
a−1,−2 = −5a2,−2 = a2,p = 0, a2,−1 =
1
4
(3a−1,0 − a2,0), a2,1 = −
3
2
(a2,0 + a−1,0),
a2,4 = −
1
5
a−1,1, a2,2 = a2,0 + 2a−1,0 −
4
3
a−1,1, a2,3 = −
1
4
a2,0 −
5
4
a−1,0 −
5
12
a−1,1,
b−1,−2 = −5b2,−2 = b2,p = 0, b2,−1 =
1
4
(3b−1,0 − b2,0), b2,1 = −
3
2
(b2,0 + b−1,0),
b2,4 = −
1
5
b−1,1, b2,2 = b2,0 + 2b−1,0 −
4
3
b−1,1, b2,3 = −
1
4
b2,0 −
5
4
b−1,0 −
5
12
b−1,1,
c−1,−2 = −5c2,−2 = c2,p = 0, c2,−1 =
1
4
(3c−1,0 − c2,0), c2,1 = −
3
2
(c2,0 + c−1,0),
c2,4 = −
1
5
c−1,1, c2,2 = c2,0 + 2c−1,0 −
4
3
c−1,1, c2,3 = −
1
4
c2,0 −
5
4
c−1,0 −
5
12
c−1,1,
d−1,−2 = −5d2,−2 = d2,p = 0, d2,−1 =
1
4
(3d−1,0 − d2,0), d2,1 = −
3
2
(d2,0 + d−1,0),
d2,4 = −
1
5
d−1,1, d2,2 = d2,0 + 2d−1,0 −
4
3
d−1,1, d2,3 = −
1
4
d2,0 −
5
4
d−1,0 −
5
12
d−1,1,
for any p ∈ Z, p 6= −1, 0, 1, 2, 3. Then one can rewrite D0(L−1), D0(L1) and D0(L2) respec-
tively as
D0(L−1) ≡ a−1,0(L0 ⊗ L−1 − L−1 ⊗ L0) + b−1,0(L0 ⊗W−1 − L−1 ⊗W0)
+c−1,0(W0 ⊗ L−1 −W−1 ⊗ L0) + d−1,0(W0 ⊗W−1 −W−1 ⊗W0),
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D0(L1) ≡
a−1,0
3
(L−1 ⊗ L2 − L2 ⊗ L−1) +
b−1,0
3
(L−1 ⊗W2 − L2 ⊗W−1)
+
c−1,0
3
(W−1 ⊗ L2 −W2 ⊗ L−1) +
d−1,0
3
(W−1 ⊗W2 −W2 ⊗W−1),
D0(L2) ≡
1
4
(3a−1,0 − a2,0)L−1 ⊗ L3 + a2,0L0 ⊗ L2 −
3
2
(a2,0 + a−1,0)L1 ⊗ L1
+(a2,0 + 2a−1,0)L2 ⊗ L0 −
1
4
(a2,0 + 5a−1,0)L3 ⊗ L−1
+
1
4
(3b−1,0 − b2,0)L−1 ⊗W3 + b2,0L0 ⊗W2 −
3
2
(b2,0 + b−1,0)L1 ⊗W1
+(b2,0 + 2b−1,0)L2 ⊗W0 −
1
4
(b2,0 + 5b−1,0)L3 ⊗W−1
+
1
4
(3c−1,0 − c2,0)W−1 ⊗ L3 + c2,0W0 ⊗ L2 −
3
2
(c2,0 + c−1,0)W1 ⊗ L1
+(c2,0 + 2c−1,0)W2 ⊗ L0 −
1
4
(c2,0 + 5c−1,0)W3 ⊗ L−1
+
1
4
(3d−1,0 − d2,0)W−1 ⊗W3 + d2,0W0 ⊗W2 −
3
2
(d2,0 + d−1,0)W1 ⊗W1
+(d2,0 + 2d−1,0)W2 ⊗W0 −
1
4
(d2,0 + 5d−1,0)W3 ⊗W−1.
Applying D0 to [L1, L−2] = 3L−1, under modulo C(c⊗ c), we obtain
∑
p∈Z
3(1− p)a−2,pLp+1 ⊗ L−2−p + 3
∑
p∈Z
(3 + p)a−2,pLp ⊗ L−1−p
+3
∑
p∈Z
(1− p)b−2,pL1+p ⊗W−2−p + 3
∑
p∈Z
(3 + p)b−2,pLp ⊗W−1−p
+3
∑
p∈Z
(1− p)c−2,pW1+p ⊗ L−2−p + 3
∑
p∈Z
(3 + p)c−2,pWp ⊗ L−1−p
+3
∑
p∈Z
(1− p)d−2,pW1+p ⊗W−2−p + 3
∑
p∈Z
(3 + p)d−2,pWp ⊗W−1−p
+9a−2L−1 ⊗ c + 9b−2c⊗ L−1 + 9c−2W−1 ⊗ c+ 9d−2c⊗W−1
−13a−1,0L0 ⊗ L−1 − a−1,0L2 ⊗ L−3 + a−1,0L−3 ⊗ L2 + 13a−1,0L−1 ⊗ L0
−13b−1,0L0 ⊗W−1 − b−1,0L2 ⊗W−3 + b−1,0L−3 ⊗W2 + 13b−1,0L−1 ⊗W0
−13c−1,0W0 ⊗ L−1 − c−1,0W2 ⊗ L−3 + c−1,0W−3 ⊗ L2 + 13c−1,0W−1 ⊗ L0
−13d−1,0W0 ⊗W−1 − d−1,0W2 ⊗W−3 + d−1,0W−3 ⊗W2 + 13d−1,0W−1 ⊗W0
−9a−1,0L0 ⊗ L−1 + 9a−1,0L−1 ⊗ L0 − 9b−1,0L0 ⊗W−1 + 9b−1,0L−1 ⊗W0
−9c−1,0W0 ⊗ L−1 + 9c−1,0W−1 ⊗ L0 − 9d−1,0W0 ⊗W−1 + 9d−1,0W−1 ⊗W0 = 0.
For any p ∈ Z, comparing the coefficients of Lp⊗L−1−p, Lp⊗W−1−p,Wp⊗L−1−p,Wp⊗W−1−p,
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L−1 ⊗ c, c⊗ L−1, W−1 ⊗ c and c⊗W−1 respectively in the above equation, one has
(p− 2)a−2,p−1 − (p+ 3)a−2,p = 0,
a−2 = b−2 = c−2 = d−2 = 9a−2,−2 + 6a−2,−1 + 22a−1,0 = 0,
6a−2,−1 + 9a−2,0 − 22a−1,0 = 15a−2,2 − a−1,0 = 15a−2,−4 + a−1,0 = 0,
(p− 2)b−2,p−1 − (p+ 3)b−2,p = 9b−2,−2 + 6b−2,−1 + 22b−1,0 = 0,
6b−2,−1 + 9b−2,0 − 22b−1,0 = 15b−2,2 − b−1,0 = 15b−2,−4 + b−1,0 = 0,
(p− 2)c−2,p−1 − (p+ 3)c−2,p = 9c−2,−2 + 6c−2,−1 + 22c−1,0 = 0,
6c−2,−1 + 9c−2,0 − 22c−1,0 = 15c−2,2 − c−1,0 = 15c−2,−4 + c−1,0 = 0,
(p− 2)d−2,p−1 − (p + 3)d−2,p = 9d−2,−2 + 6d−2,−1 + 22d−1,0 = 0,
6d−2,−1 + 9d−2,0 − 22d−1,0 = 15d−2,2 − d−1,0 = 15d−2,−4 + d−1,0 = 0,
for any p ∈ Z, 6= −3,−1, 0, 2, which together force
a−1,0 = a−2,p = b−2,p = c−2,p = d−2,p = 0 ∀ p ∈ Z, p 6= 1,
Thus D0(L−1), D0(L1), D0(L−1) and D0(L1) can respectively be rewritten as
D0(L−1) ≡ D0(L1) ≡ 0, (2.12)
D0(L−2) ≡ a−2,1L1 ⊗ L−3 + b−2,1L1 ⊗W−3 + c−2,1W1 ⊗ L−3 + d−2,1W1 ⊗W−3,
D0(L2) ≡ −
1
4
a2,0L−1 ⊗ L3 + a2,0L0 ⊗ L2 −
3
2
a2,0L1 ⊗ L1 + a2,0L2 ⊗ L0
−
1
4
a2,0L3 ⊗ L−1 −
1
4
b2,0L−1 ⊗W3 + b2,0L0 ⊗W2 −
3
2
b2,0L1 ⊗W1
+b2,0L2 ⊗W0 −
1
4
b2,0L3 ⊗W−1 −
1
4
c2,0W−1 ⊗ L3 + c2,0W0 ⊗ L2
−
3
2
c2,0W1 ⊗ L1 + c2,0W2 ⊗ L0 −
1
4
c2,0W3 ⊗ L−1 −
1
4
d2,0W−1 ⊗W3
+d2,0W0 ⊗W2 −
3
2
d2,0W1 ⊗W1 + d2,0W2 ⊗W0 −
1
4
d2,0W3 ⊗W−1.
Applying D0 to [L1, L−2] = 3L−1, under modulo C(c⊗ c), we obtain
a2,0L−3 ⊗ L3 − 8a2,0L−2 ⊗ L2 + 39a2,0L−1 ⊗ L1 − 32a2,0L0 ⊗ L0
+(27a2,0 − 20a−2,1)L1 ⊗ L−1 − 8a2,0L2 ⊗ L−2 + (a2,0 − 4a−2,1)L3 ⊗ L−3
b2,0L−3 ⊗W3 − 8b2,0L−2 ⊗W2 + 39b2,0L−1 ⊗W1 − 32b2,0L0 ⊗W0
+(27b2,0 − 20b−2,1)L1 ⊗W−1 − 8b2,0L2 ⊗W−2 + (b2,0 − 4b−2,1)L3 ⊗W−3
c2,0W−3 ⊗ L3 − 8c2,0W−2 ⊗ L2 + 39c2,0W−1 ⊗ L1 − 32c2,0W0 ⊗ L0
+(27c2,0 − 20c−2,1)W1 ⊗ L−1 − 8c2,0W2 ⊗ L−2 + (c2,0 − 4c−2,1)W3 ⊗ L−3
d2,0W−3 ⊗W3 − 8d2,0W−2 ⊗W2 + 39d2,0W−1 ⊗W1 − 32d2,0W0 ⊗W0
+(27d2,0 − 20d−2,1)W1 ⊗W−1 − 8d2,0W2 ⊗W−2 + (d2,0 − 4d−2,1)W3 ⊗W−3 = 0,
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which together force ( comparing the coefficients of the tensor products)
a2,0 = b2,0 = c2,0 = d2,0 = a−2,1 = b−2,1 = c−2,1 = d−2,1 = 0.
Thus we can deduce
D0(L−2) ≡ D0(L2) ≡ 0. (2.13)
Since the Virasoro subalgebra of W, denoted by Vir := Span{Ln |n ∈ Z} can be generated
by the set {L−2, L−1, L1, L2}, then by (2.12) and (2.13), one has
D0(Ln) ≡ 0, ∀ n ∈ Z. (2.14)
Applying D0 to [L0, [L0,W2]] = 2W2 and using (2.14), on has
L0 · L0 ·D0(W2) = 2D0(W2).
Then using (2.10), we obtain
∑
p∈Z
2e2,pLp ⊗ L2−p +
∑
p∈Z
2f2,pLp ⊗W2−p + 2e2L2 ⊗ c+ 2f2c⊗ L2
+
∑
p∈Z
2g2,pWp ⊗ L2−p +
∑
p∈Z
2h2,pWp ⊗W2−p + 2g2W2 ⊗ c+ 2h2c⊗W2
=
∑
p∈Z
p2e2,pLp ⊗ L2−p +
∑
p∈Z
p(2− p)e2,pLp ⊗ L2−p +
∑
p∈Z
p(2− p)e2,pLp ⊗ L2−p
+
∑
p∈Z
(p− 2)2e2,pLp ⊗ L2−p +
∑
p∈Z
p2f2,pLp ⊗W2−p +
∑
p∈Z
p(2− p)f2,pLp ⊗W2−p
+
∑
p∈Z
p(2− p)f2,pLp ⊗W2−p +
∑
p∈Z
((p− 2)2f2,pLp ⊗W2−p + 4enL2 ⊗ c + 4f2c⊗ L2
+
∑
p∈Z
p2g2,pWp ⊗ L2−p +
∑
p∈Z
p(2− p)g2,pWp ⊗ L2−p +
∑
p∈Z
p(2− p)g2,pWp ⊗ L2−p
+
∑
p∈Z
(p− 2)2g2,pWp ⊗ L2−p +
∑
p∈Z
p2h2,pWp ⊗W2−p +
∑
p∈Z
p(2− p)h2,pWp ⊗W2−p
+
∑
p∈Z
p(2− p)h2,pWp ⊗W2−p +
∑
p∈Z
(p− 2)2h2,pWp ⊗W2−p + 4g2W2 ⊗ c+ 4h2c⊗W2.
Comparing the coefficients of the tensor products, one immediately has
e2,p = f2,p = g2,p = h2,p = e2 = f2 = g2 = h2 = 0, ∀ p ∈ Z,
which implies
D0(W2) ≡ 0. (2.15)
According to the fact that the algebra W is generated by the set {L−2, L1, L2, W2}, using
(2.14) and (2.15), we obtain
D0(W) ≡ 0. (2.16)
This proves Claim 3. 
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Claim 4. D0 = 0.
By Claims 1, 2 and 3, we have D0(W) ⊆ C(c ⊗ c). Since [W,W] = W, we obtain
D0(W) ⊆ W · (D0(W)) = 0. Then Claim 4 follows. 
Claim 5. For every D ∈ Der(W,V), (2.7) is a finite sum.
By the above claims, we can suppose Dn = (vn)inn for some vn ∈ Vn and n ∈ Z. If
Z′ = {n ∈ Z∗ | vn 6= 0} is an infinite set, we obtain D(L0) =
∑
n∈Z′∪{0} L0 · vn = −
∑
n∈Z′ nvn
is an infinite sum, which is not an element in V, contradicting with the fact that D is a
derivation from W to V. This proves Claim 5 and the proposition. 
Lemma 2.5. Suppose v ∈ V such that x · v ∈ Im(1− τ) for all x ∈ W. Then v ∈ Im(1− τ).
Proof. First note that W · Im(1 − τ) ⊂ Im(1 − τ). We shall prove that after a number of
steps in each of which v is replaced by v − u for some u ∈ Im(1 − τ), the zero element is
obtained and thus proving that v ∈ Im(1− τ). Write v =
∑
n∈Z vn. Obviously,
v ∈ Im(1− τ) ⇐⇒ vn ∈ Im(1− τ) for all n ∈ Z. (2.17)
Then
∑
n∈Z nvn = L0 ·v ∈ Im(1−τ). By (2.17), nvn ∈ Im(1−τ), in particular, vn ∈ Im(1−τ)
if n 6= 0. Thus by replacing v by v −
∑
n∈Z∗ vn, we can suppose v = v0 ∈ V0. Now we can
write
v =
∑
p∈Z
apLp ⊗ L−p +
∑
p∈Z
bpLp ⊗W−p + a
′
0L0 ⊗ c+ b
′
0c⊗ L0
+
∑
p∈Z
cpWp ⊗ L−p +
∑
p∈Z
dpWp ⊗W−p + c
′
0W0 ⊗ c+ d
′
0c⊗W0,
where all the coefficients of the tensor products are complex numbers and the sums are all
finite. Fix the normal total order on Z compatible with its additive group structure. Since
the elements of the form u1,p := Lp ⊗ L−p − L−p ⊗ Lp, u2,p := Lp ⊗ W−p − W−p ⊗ Lp,
u3,p := Wp ⊗W−p −W−p ⊗Wp, u1 := L0 ⊗ c− c⊗ L0 and u2 := W0 ⊗ c− c⊗W0 are all in
∈ Im(1− τ), replacing v by v − u, where u is a combination of some u1,p, u2,p, u3,p, u1 and
u2, we can suppose
b′0 = cp = d
′
0 = 0, ∀ p ∈ Z, (2.18)
ap 6= 0 =⇒ p > 0 or p = 0, (2.19)
dp 6= 0 =⇒ p > 0 or p = 0. (2.20)
Then the v can be rewritten as
v =
∑
p∈Z+
apLp ⊗ L−p +
∑
p∈Z
bpLp ⊗W−p +
∑
p∈Z+
dpWp ⊗W−p + a
′
0L0 ⊗ c+ c
′
0W0 ⊗ c. (2.21)
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First assume that ap 6= 0 for some p > 0. Choose q > 0 such that q 6= p. Then we see that
the term Lp+q ⊗L−p appears in Lq · v, but (2.19) implies that the term L−p⊗Lp+q does not
appear in Lq · v, a contradiction with the fact that Lq · v ∈ Im(1− τ). Then one further can
suppose ap = 0, ∀ p ∈ Z
∗. Similarly, one also can suppose dp = 0, ∀ p ∈ Z
∗. Therefore, the
identity (2.21) becomes
v = a0L0 ⊗ L0 + d0W0 ⊗W0 + a
′
0L0 ⊗ c+ c
′
0W0 ⊗ c+
∑
p∈Z
bpLp ⊗W−p. (2.22)
Finally, we mainly use the fact Im(1− τ) ⊂ Ker(1 + τ) and our suppose W · v ⊂ Im(1− τ)
to deduce a0 = d0 = a
′
0 = c
′
0 = bp = 0, ∀ p ∈ Z. One has the computation
0 = (1 + τ)L1 · v
= 2a0(L1 ⊗ L0 + L0 ⊗ L1) + 2d0(W1 ⊗W0 +W0 ⊗W1) + a
′
0(L1 ⊗ c+ c⊗ L1)
+
∑
p∈Z
(
(2− p)bp−1 + (1 + p)bp
)
Lp ⊗W1−p +
∑
p∈Z
(
(2− p)bp−1 + (1 + p)bp
)
W1−p ⊗ Lp
+c′0(W1 ⊗ c+ c⊗W1).
Then noticing the set {p | bp 6= 0} of finite rank and comparing the coefficients of the tensor
products, one immediately gets
b0 = −2b−1 = −2b1,
a0 = d0 = a
′
0 = c
′
0 = bp = 0, ∀ p ∈ Z, p 6= 0,±1.
Then (2.22) can be rewritten as
v = b1(L−1 ⊗W1 − 2L0 ⊗W0 + L1 ⊗W−1). (2.23)
observing the computation
0 = (1 + τ)L2 · v
= b1(1 + τ)L2 · (L−1 ⊗W1 − 2L0 ⊗W0 + L1 ⊗W−1)
= b1(1 + τ)(6L1 ⊗W1 + L−1 ⊗W3 − 4L2 ⊗W0 − 4L0 ⊗W2 + L3 ⊗W−1),
which forces b1 = 0, then b0 = −2b−1 = −2b1 = 0. Then the lemma follows. 
Proof of Theorem 1.3. Let (W, [·, ·],∆) be a Lie bialgebra structure onW. By (1.9), (2.3) and
Proposition 2.4, ∆ = ∆r is defined by (1.11) for some r ∈ W⊗W. By (1.5), Im∆ ⊂ Im(1−τ).
Thus by Lemma 2.5, r ∈ Im(1− τ). Then (1.6), (2.1) and Corollary 2.3 show that c(r) = 0.
Thus Definition 1.2 says that (W, [·, ·],∆) is a triangular coboundary Lie bialgebra. 
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