In this paper the concept of set invariance for time-delay systems is introduced with a specific attention to the linear discrete-time case. We are interested in the definition of a D(elay)-invariant set with respect to a bounded polyhedral subset of the state-space. D-invariance conditions are derived based on the Minkowski addition in a first stage, and subsequently translated in feasibility-based tests in order to obtain an efficient computation time.
INTRODUCTION
The invariant set theory is an important topic in mathematics and engineering, receiving an increased attention in control literature related to constrained control systems or robust control design (see for instance the monograph Blanchini and Miani (2008) , the survey paper Blanchini (1999) and the references therein). In this paper we are interested in the polyhedral invariant sets (Bitsoris, 1988a) . Even if the complexity of this kind of representation is higher than in the ellipsoidal case (Kurzhanski and Valyi, 1998) , polyhedral sets have the advantage to follow accurately the shape of the limit (maximal/minimal) invariant sets in different frameworks (Artstein and Rakovic, 2008) .
Delay Systems represent a class of systems for which the reaction to exogenous signals is not instantaneous. Propagation and transport phenomena, communication, heredity and competition in population dynamics are examples of time-delay systems. Various motivating examples and related discussions ca be found in Niculescu (2001) ; Gu et al. (2003) ; Michiels and Niculescu (2007) . The concept of set-invariance for time-delay systems is difficult to characterize. To the best of the authors knowledge, there are few references to this problem in the literature. In Dambrine et al. (1995) ; Goubet-Bartholomeus et al. (1997) the existence conditions for set invariance of continuous time-delay systems are derived using the same arguments as Bitsoris (1988b,a) . In the framework of nonlinear model predictive control for time-delay systems, Esfanjani et al. (2009) obtain terminal invariant regions using ellipsoidal sets.
In the discrete-time case, set invariance for time-delay systems has been addressed in Olaru and Niculescu (2008) ; Lombardi et al. (2009a,b) ; Gielen et al. (2010) . It was shown that for a system affected by delays can be modeled as an uncertain polytopic system. A stabilizing feedback gain and an invariant set can be obtained in an extended state-space framework, where all the delayed control entries (or states) must be stored. As the dimension of the augmented state-space depends on the delay and sampling period, it can lead to complicated polyhedral sets, making the problem intractable. In order to avoid this inconvenient, Lombardi et al. (2010) proposed a stabilizing method on the original state-space dimension, based on Lyapunov-Krasovskii candidates, but the invariant set treatment is still performed in the extended state space.
The present paper concentrates on set-invariance properties of polyhedral sets for discrete time-delay systems in a non-augmented state space framework. The concept of D-invariance, introduced in this paper, can be understood as a set-invariance in both current and retarded (delayed) states. It is shown that the computationally expensive Dinvariance verification method based on Minkowski addition can be avoided by reducing this problem to a feasibility problem (and its dual form), related to the half space representation of the polyhedral sets.
It is worth mentioning that the present work is connected to the positive invariance of polyhedral sets with respect to multivariable discrete-time systems described by ARMA models (Vassilaki and Bitsoris, 1999) . In the same time, part of the invariance conditions for time-delay systems presented here join the results obtained upon the extended Farkas' Lemma in Hennet and Tarbouriech (1998) .
Basic notions and definitions: Let R, R + , R * , Z, Z + and Z * denote the field of real numbers, the set of non-negative reals, the set of nonzero real numbers, the set of integer numbers, the set of non-negative integers and the set of nonzero integer numbers, respectively. We denote R n a Euclidean space and (R n ) d := R n × R n × · · · × R n the dtimes cross product of Euclidean spaces. For every subset Π of R we define R Π := {k ∈ R | k ∈ Π} and Z Π := {k ∈ Z | k ∈ Π}. For an arbitrary number x ∈ R, |x| denotes its absolute value. For a matrix A ∈ R r×s , {a i,j } ∈ R denotes the i th row and j th column element, for i ∈ Z [1,r] and j ∈ Z [1,s] . For a matrix A, diag(A, k) denotes a diagonal matrix with k matrices A on the main diagonal and zeros elsewhere. I n denotes the identity matrix of dimension n × n and 1 denotes a vector of appropriated dimensions containing exclusively ones. For a vector x ∈ R n let x denote its Euclidean norm and x ∞ denotes its infinity norm, i.e. x ∞ = max j∈Z [1,n] {|x j |}, where x j is the j th element of x. A polyhedron (or a polyhedral set) in R n is a set obtained as the intersection of a finite number of open and/or closed half-spaces. For two arbitrary sets A ⊆ R n and B ⊆ R n A ⊕ B = {x + y | x ∈ A, y ∈ B} denotes their Minkowski sum. Given a sequence of subsets of R n , i.e. {A i } i∈Z [a,b] with a ∈ Z + and b ∈ Z ≥a , we
For an arbitrary matrix A ∈ R m×n and a set P ⊆ R n , we define: AP = {y ∈ R m |y = Ax, x ∈ P}. For a non-empty closed convex set P ∈ R n , the support function S(P, .) : R n → R is defined by:
where ., . denotes the inner product on R n .
PRELIMINARIES ON SET INVARIANCE
Consider the discrete-time autonomous system:
where x(k) ∈ R n is the state vector at the time k ∈ Z + and f : R n → R n is a continuous function. Definition 2.1. Let ε ∈ R [0,1) . A set P ⊆ R n is called contractive with respect to system (2) if:
For ε = 1, P is called an invariant set with respect to (2).
The next result shows that invariance property is linked to the classical notion of Lyapunov stability (Hahn, 1967) . Proposition 2.2. If V (x) is a Lyapunov function for the dynamical system (2), then the set N (V, c) = {x : V (x) ≤ c} is an invariant set with respect to the same dynamics. Definition 2.3. (Blanchini, 1995) Consider a convex and compact polyhedral set containing the origin:
The polyhedral function associated to P is called a Minkowski function:
V (x) = max
where {(F x) j } denotes the j th element of F x. This function can be seen as a vector infinity-norm (Kiendl et al., 1992; Loskot et al., 1998) :
Remark 2.4. The Minkowski function of a set P can be used as polyhedral Lyapunov candidate for stability analysis of dynamical systems upon the Lyapunov stability theorem (Blanchini, 1995) . Remark 2.5. The Definition 2.3 is stated for general polyhedral sets P containing the origin in their interior. The result holds similarly for symmetric polyhedral sets containing the origin in their interior if:
Proposition 2.6. (Bitsoris, 1988a) The convex polyhedral set:
r×n , w ∈ R r , is invariant with respect to
r×r with nonnegative elements such that:
DELAY-DIFFERENCE EQUATIONS AND RELATED INVARIANCE DEFINITION
The classical approaches use an extended state-space representation for the treatment of the time-delay systems (Olaru and Niculescu, 2008; Lombardi et al., 2009a,b) . In order to avoid this complex framework, we present several tools for alternative set invariance characterization.
Consider a delay-difference equation of the form:
where x(k) ∈ R n is the state vector at the time k ∈ Z + .
We assume that all the initial conditions of system (8) 
The next theorem states the stability conditions for the dynamical system (8). Theorem 3.1. Consider the Lyapunov-Razumikhin function V : R n → R + such that there exist the radially unbounded functions φ(·), ω(·) : R + → R + continuous and non-decreasing with φ(0) = ω(0) = 0 and ε ∈ R [0,1) .
If the following hold:
then the system (8) is globally asymptotically stable.
If ε = 1 the function V (x(k)) is called a weak LyapunovRazumikhin function. Although the existence of a weak Lyapunov-Razumikhin function does not imply global asymptotic stability, it induces invariant sets.
The D-invariance and D-contractiveness concepts, defined below, will be used extensively throughout the paper. This definition is useful in order to characterize set invariance and contractive sets for time-delay systems. This can be understood as the set invariance in both the current and delayed states. To the best of the authors knowledge, these definitions have not been addressed in the literature before. Definition 3.2. Let ε ∈ R [0, 1] . A set P ⊆ R n containing the origin is called D-contractive set with respect to (8) if:
When ε = 1, P is called a D-invariant set with respect to (8) (see related definition (3)). Proposition 3.3. Consider a convex set P ⊆ R n containing the origin. If P is D-invariant with respect to (8) then P is positive invariant with respect to any time invariant linear dynamics:
Proof. Using the fact that {0} ∈ P and the D-invariance property with respect to (8) then for any i ∈ Z [0,d] the following set inclusions hold:
which corresponds to the definition of a positive invariant set P with respect to the dynamics in (10).
D-INVARIANCE CONDITIONS FOR POLYHEDRAL SETS
Lemma 4.1 presents the algebraic existence conditions of the matrices H i , i.e. the condition (11) has a non-empty set of solutions. But this is not enough to establish invariance. As stated in Theorem 4.2, matrices H i with non-negative elements are required, within the satisfaction of conditions (14) and (15).
r×r such that:
Proof. Since F x = 0 implies [1,n] of the matrices F and F A i belong to the same rank(F )-dimensional subspace of R n , that is, orthogonal to the (n − rank(F ))-dimensional null space of the matrix F . As the rank(F ) ≤ n, the rows of F represent a basis for this subspace. Therefore, for any index j ∈ Z [1,m] 
which leads to the matrix
The next theorem provides the D-invariance conditions of a polyhedral set for a given time-delay system (8). Theorem 4.2. Let P be a polyhedral set in R n containing the origin in its interior, i.e. there exists a F ∈ R r×n such that:
is D-contractive with respect to the system (8) if and only if there exist the matrices H i ∈ R r×r for i ∈ Z [0,d] with non-negative elements such that:
When ε = 1, P is called a D-invariant set.
Proof. Consider the Lyapunov-Razumikhin candidate:
with V : R n → R + defined as a Minkowski function for the set P i.e.:
Note thatṼ (
Sufficient conditions: One way to prove the sufficiency is to show that ∆Ṽ ≤ 0, which qualifiesṼ as a weak LyapunovRazumikhin function for the system (8) and implicitly proves the D-invariance of its sublevel sets with respect to the same dynamics.
For the difference ∆Ṽ one can write explicitly:
If the optimal argument i * 1 for the first maximization problem in (18) satisfies i * 1 ∈ Z [0,d−1] then the inequality ∆Ṽ ≤ 0 is satisfied trivially as a consequence of the inclusion relation between the feasible domains:
The case which deserves attention will be i *
Using (14), one obtains:
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which is equal to:
where the last inequality is a direct consequence of (15).
Necessary conditions:
If P is D-invariant with respect to (8) then using Proposition 3.3 one can exploit invariance with respect to the linear dynamics x(k + 1) = A i x(k) for any i ∈ Z [0,d] . This is equivalent to the existence of matrices U i with non-negative elements satisfying:
The D-invariance implies weak Lyapunov-Razumikhin stability with ∆Ṽ ≤ 0. Then for all
This guarantees that:
which is equivalent to:
By substituting x(k +1) according to the system dynamics in (8), one obtains:
One can exploit the relation (19) and rewrite this inequalities in terms of
By considering the upper and lower bounds, one obtains:
By considering each row of
where u i j,k is the j th row and k th column of U i , for j, k ∈ Z [1,r] . This inequalities hold for all x(k − i) ∈ P, i ∈ Z [0,d] and by consequence hold also for the result of the optimization problem:
subject to: F x(k − i) ≤ 1 as well as for its dual:
Putting together the optimal arguments for the LP problems (26) we obtain the matrices H *
and finally, using (19):
Remark 4.3. Similar results have been obtained in the context of positive invariance of polyhedral sets with respect to multivariable discrete-time systems described by ARMA models in (Vassilaki and Bitsoris, 1999) . Note also that the proof of Proposition 4.2 can be derived alternatively by exploiting the extended Farkas' Lemma (see Hennet and Tarbouriech (1998) ).
D-INVARIANCE VERIFICATION METHODS
An important aspect is the possibility of testing the Dinvariance of a set with respect to a given delay-difference equation (8) . In this section we present two types of tests: Minkowski addition based tests and feasibility-based tests.
Minkowski addition based methods
The tests based on the Minkowski addition are a direct application of the relation (9). So if the set dynamics
n×n , is an inclusion of P ⊆ R n , the set is called D-invariant for the dynamics.
This approach has the inconvenience of being computationally expensive, as the Minkowski addition for high dimensional polytopic sets is a non-trivial operation, usually based on the vertex enumeration. To avoid this inconvenient one should keep the polyhedral operations in terms of the half-space representation.
Feasibility-based D-Invariance verification
The Theorem 4.2 proves that P is D-invariant with respect to (8) (27) In order to describe the structure of the matrices in (27) let us defineF i = F A i , for i ∈ Z [0,d] . SubstitutingF i in Eq. (11) we haveF
The matrices are formed by the elements:
The matricesF i are:
Developing alsoF i = H i F , we have:
To guarantee the positivity of the elements of H i , the constraint −h ≤ 0 must be added.
The matrices A eq ∈ R drn×dr 2 and b eq ∈ R drn , described by (31), are obtained by using (29):
The matrices A in ∈ R dr 2 +r×dr 2 and b in ∈ R dr 2 +r , described by (32), are obtained by using (30):
and the vectorh ∈ R dr 2 is done by (33):
Duality-based feasibility verification
Within this approach, the D-invariance is verified by using the same ideas as in Yoshida et al. (2000) , using the dual of (14) and (15), where the D-invariance of P can be verified by using the dual of (13):
where f j, [1,n] denotes the j th row of the matrix F .
To verify the conditions above, the following theorem can be stated: Theorem 5.1. The polyhedral set (13) is D-invariant with respect to the system (8) if there exists the vectorh ∈ R ndr with nonnegative elements obtained as the feasible solution of: miñ h ε subject to:
Proof. By using (34) one can write (9) in its dual form:
By the condition (13), the Eqs. (14) can be written as:
where {f j,k } means the j th row and the k th column of the matrix F . By denoting
, for i ∈ Z [0,d] and j ∈ Z [1,r] , the following hold: 
Feasibility test based on support functions
The convex sets are partially ordered by inclusion and the support functions preserve this order structure. Given two sets P 1 and P 2 , the relationship between their support function S(P 1 , u) ≤ S(P 2 , u) holds ∀u ∈ R n if and only if P 1 ⊂ P 2 . In order to use this in a D-invariance test, one needs to exploit two properties of the support functions for a vector u ∈ R n :
• S(
S(P i , u).
• S(AP, u) = S(P, A T u).
Using these facts and the definition of the support function in (1), one can implement the D-invariance test in terms of a set of LP problems according to the number of rows of the matrix F , describing the set P = {x ∈ R n |F x ≤ 1}.
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CONCLUSION
In this paper a new concept of set invariance, called Dinvariance, is introduced for discrete time-delay systems. The D-invariance conditions of polyhedral sets for discrete time-delay systems are derived based on the Minkowski addition and several feasibility-based test are presented in order to minimize the computational effort.
