In the era of big data filled with an increase number of data, most original data is cluttered and incomplete, which seriously affects the execution efficiency of data mining algorithms. Therefore, improving data quality has become one of the main factors affecting data mining. Based on the intelligent medical system, this paper introduces the data conversion method in detail, and through comparison of the three main methods, find out the most effective method of data conversion.
Introduction
In recent years, with the development of scientific and technology, data are generated everywhere. In fact, all these unrelated data are hidden with a large amount of information. The purpose of data mining is to expose the connection between these data and dig out the valuation so that we can utilize it well.
Data Mining is a technology that organizes disordered and cluttered data into rules-based, valuable information [1] , but in reality, the data are mostly complex and diverse, there are many problems and shortcomings, these data are called "dirty data" which will lead to the waste of resources and long response time [2] . To improve the efficiency of data mining, the quality of the data is important.
Data mining technology has been used in all industries and achieved very good results. It mainly researched on the appliance of data mining about the medical field in this paper. The algorithms mentioned below are based on the intelligent medical system. The main work of the system is to collect the body data monitored in the hospital, as well as daily monitoring data such as heart rate, blood pressure, Blood glucose concentration etc. send these dataset to the cloud platform server for analysis, and the results of the analysis will feedback to the terminal device in chart or other ways.
In the intelligent medical system, most of the data attributes are continuous, it will takes a long time in the mining process and increases the complexity of the algorithm, which is not good for data mining. Therefore, the paper compares effects of three kinds of discrete algorithms to preprocess the system data to find the most effective discrete method.
Data Preprocessing
The Need for Data Preprocessing. Due to the complexity of the actual life and diversity, all the data collection from the real world, are cluttered and not consistent with mining algorithms for knowledge acquisition requirement [3] . These data mainly have the following characteristics:
Incompleteness: Some attributes may be missing or indefinite in data records because of the imperfect system design or some human factors.
Noisy: Data records may have incorrect values, including errors or deviations from a limited range of data values.
Inconsistencies: The original data is obtained from various application. Since there are different data definition standards in each application, so the data structures are also different, these data cannot be directly used.
Based on the above characteristics of source data and the need of data completion and redundancy in the mining algorithm, it is necessary to preprocess the original data [4] .
Data Preprocessing Method. There are four general methods for data preprocessing, data cleansing, data integration, data transformation, and data specification [5] . Data cleansing typically addresses issues such as missing, noise, outliers, or inconsistencies. Data integration mainly consolidate multi-sourced datasets to a consistent one, and eliminating redundancies. Data transformation is to transform the data into another form suitable for mining algorithms. The common methods are scaling, smoothing and generalizing. With no affect in the mining structure, the data specification part reduces the complexity of the algorithm by aggregating data and eliminating redundancy.
Discretization Technology
The principle of discretization is to select the optimal breakpoint to divide the ranges of continuous attributes. The purpose of the discretization is to convert the continuous attribute value range into countable intervals with the minimum loss of information, so as to make the data more effective data mining. In essence, the problem to be solved by the discretization technique is to select one or several representative points in the continuous range and divide it into a limited number of meaningful intervals.
Discretization can be divided into unsupervised discretization and supervised discretization. Classification information is not used in the unsupervised discretization algorithm processing, the common unsupervised discretization algorithms are equal-width method and equal-frequency method. On the opposite, based on classification information, supervised discretization algorithm are generally applied in data preprocessing of classification such as information entropy discretization, the class -attribute interdependence method [6] .
Here are the following points to determine a discretization algorithm's effectiveness:
(1) Completely discretized The discretization algorithm should be able to complete the discretization of multiple continuous attributes of the dataset. In practice, a dataset usually contains multiple consecutive attributes, thus a perfect discretization algorithm needs to be performed for each continuous attribute in the dataset discretization processing.
(2) The most simple discretization results In general, the result of discretization process contributes to partition rules. The simplicity of the rules lead to high compatibility.
(3) Consistency Datasets with continuous attributes usually has a consistent structure. If after discretization, the dataset produces inconsistent data, such a discretization results in the loss of information and may generate erroneous rules. Therefore, discretization should be done to mostly ensure that the consistency of the data after discretization is close to the original data.
(4) Classification accuracy Classification accuracy is the most matter measure of discretization quality, which generated by the classification algorithm. After the discretization, the higher the data classification accuracy, the better the discretization result.
It is the content of this paper that how to choose the most proper breakpoint in the case of minimizing the loss of information.
Introduction to the Classic Discrete Algorithm
Equal-width Method. The equal-width method is the simplest discretization algorithm, which divides the range of continuous attributes into k intervals, the numbers of intervals is set by users, and each interval has the same width. This discrete algorithm has simple procedure and low complexity, but does not consider the distribution of data in the dataset, which leads to number polarization of elements in the intervals. In this case, the discretization of the dataset is not well done, and the resulting value of the resulting rules is also of low value. K-means Algorithm. K-means algorithm is a widely used data clustering algorithm, which is mainly applied to solve the unsupervised clustering problem [7] . The algorithm does not need to provide any prior knowledge to complete the partition. Algorithm flow is as follows [8] .
(1) Determine k intervals to be divided;
(2) Randomly select k objects from the sample set as the initial center of gravity;
(3) Calculate the distance of the remaining objects in the sample, and classified each object to the nearest interval;
(4) Recalculate the center of gravity of each interval; (5) Repeat step (3) and step (4) until the center of gravity of all the intervals no longer changes; (6) Output the clustering result. The distance in step (3) between the normal object and the center of gravity of the interval is calculated from the Euclidean distance. The Euclidean distance calculation is as follows [9] :
In the calculation, i = (xi1, xi2, ... , xin) and j = (xj1, xj2, ... , xjn) are n-dimensional data objects. The K-means algorithm needs to determine the value of k in advance and discretizes it according to the value of k, so the selection of value of k will greatly affect the performance of the algorithm. According to the rule of thumb proposed by Rezaee10, the best k value should be 2 to √ , where N is the total number of all data in the data space.
It is because the K-means algorithm needs to specify the k value, and commonly the best k value is not known before the algorithm works, and because the selection of the initial center of gravity is random, the number of iterations and the structure of the algorithm will also be affected by the value of k varies with the initial center of gravity.
Information Entropy Discretization. Discretization algorithm based on information entropy is a supervised discrete algorithm based on the information theory proposed by Shannon, the algorithm divides the data space based on the information entropy of segmentation points. The formula of information entropy is as follows: e = ∑ log 2
In the calculation, pk is the probability that the kth value appears in the dataset. The specific calculation process is as follows: (1) Sort the attribute values of each attribute, take the midpoint of two adjacent attribute values as the candidate breakpoints;
(2) Calculate the information entropy of each candidate breakpoint, select the breakpoint with the smallest information entropy as the result breakpoint;
(3) The result breakpoint divides the data space into two intervals, and the steps (2) are repeated in each interval until the decision attribute of the attribute value is consistent;
(4) Output discrete results.
Experiment
In this experiment, the above three algorithms are used to discretize the data in the database. Based on the discrete results, the advantages and disadvantages of the three algorithms are compared and choose the discrete algorithm most suitable for the intelligent medical system. We randomly selected multiple sets of continuous attribute records from the database in the system, respectively finish the discretization with three discrete algorithms, recording discrete points after the split, the test results are shown in the following table. From the comparison of the experimental results, the correctness of the equal-width method does not have a great relationship with the size of the data set and the number of intervals. The accuracy ratio is also not stable. Meanwhile, the running time of the algorithm is directly proportional to the data set size and the number of intervals. The larger the data set, the larger the interval number and the longer the running time.
During the experiment, we found that in K-means algorithm, the interval number and the size of the data set will affect the running time of the algorithm. The larger the interval number and the larger the data set, the more the algorithm iteration number and the running time exponentially. The accuracy of the algorithm is improved compared with the constant-width interval method.
Information entropy method do not need to determine the number of intervals in advance, so the number of divisions in the same data set is more than the first two. The correctness of the three algorithms is the highest and the most stable, but the running time of this algorithm is proportional to the size of the data set.
Conclusion
From the experimental results, it is concluded that the K-means algorithm has a short running time and is suitable for data sets with high response speed and small number of categories. The K-means algorithm has the advantages of simple results and strong compatibility, and it is suitable for multi-dimensional data set of discrete, information entropy algorithm has the highest accuracy, the results of the rules are relatively complex. In summary, taking the medical industry's requirement for diagnostic accuracy into consider, the information entropy method is best used in the intelligent medical system.
