It is shown that, given a point x ∈ Ê d , d ≥ 2, and open sets U 1 , . . . , U k in Ê d containing x, any convex combination of the harmonic measures ε U c n x for x with respect to U n , 1 ≤ n ≤ k, is the limit of a sequence (ε
Introduction and main results
The principal motivation for this paper is the following natural question from classical potential theory which has been raised explicitly in [3] x convex (where the sets U are supposed to be relatively compact open neighborhoods of x in Ω) ? We shall see that the answer is "yes". In fact, we shall prove that even for general measures ν instead of ε x the extremal representing measures are dense in the compact convex set of all representing measures (see Corollary 1.3 and Corollary 1.7).
Our method of sweeping on families of disjoint balls, which are very small with respect to their mutual distances, works as well for the theory of Riesz potentials related to the fractional Laplacian −(−∆) α/2 on Ê d , 0 < α < min{2, d}. Therefore we shall also cover the case of Riesz potentials from the very beginning. We recall that classical potential theory of the Laplacian is the limiting case α = 2. The reader, who is interested in the classical case only, may neglect this generality. He will hardly notice any difference in the presentation except from the additional discussion of the "Poisson kernel" for a ball with respect to Riesz potentials (which has a density with respect to Lebesgue measure on the complement of the ball).
So we shall deal simultaneously with the following two situations:
• Classical case: α = 2, X is a non-empty open set in Ê
• Riesz potentials: α < 2, X is a non-empty open set in Ê
Given Y ⊂ X, Y c := X \ Y will denote the complement of Y with respect to X. Let M(X) be the set of all (Radon) measures on X, let P(X) denote the convex cone of all continuous real potentials on X, and M(P(X)) be the set of all ν ∈ M(X) such that µ(p) < ∞ for some strictly positive p ∈ P(X). Let us note that every finite measure on X and hence every ν ∈ M(X) with compact support is contained in M(P(X)). For every ν ∈ M(P(X)) and for every subset A of X, let ν A denote the balayage of ν on A with respect to X, that is, for every superharmonic function u ≥ 0 on X, 
for every superharmonic function u ≥ 0 on X. For every x ∈ X, let ε x denote the Dirac measure at x. It is easily seen that ν
x is the restriction of the harmonic measure for x and the open set X \ A on A. Given A ⊂ X, there exists a Borel set (even a G δ -set)Ã containing A such that νÃ = ν A for every ν ∈ M(P(X)). To discuss extremal representing measures for ν ∈ M(P(X)) we shall also need reduced measures
A for Borel sets A ⊂ X. They are defined by
u ≥ 0 superharmonic on X, and related to ν A by
A is open or, more generally, if A is not thin at any of its points, then
. We refer to [2] for details.
Let K(X) denote the linear space of all continuous real functions on X with compact support. We recall that a sequence (µ m ) of Radon measures converges weakly to a Radon measure µ on X if lim m→∞ µ m (f ) = µ(f ) for every f ∈ K(X). It is this convergence for Radon measures we shall use.
Let us fix a natural number k ≥ 2 and define
Our fundamental result is the following. THEOREM 1.1. Let ν be a measure in M(P(X)) which is supported by an open subset W of X, let U 1 , . . . , U k be open subsets of W , and λ ∈ Λ k . Then there exist finite unions C m , m ∈ AE, of pairwise disjoint closed balls in
The key to Theorem 1.1 is the following result concerning balayage on finite families of small balls where, given γ ∈ [0, 1] and a closed ball B with center x and radius r, the ball with center x and radius γr is denoted by B γ (see Proposition 3.3 for a precise formulation). It will be applied to balayage on subsets A of W with respect to W in place of X to deal with balayage measures of the form ν A∪W c . PROPOSITION 1.2. Let δ > 0 be small, let A be a union of finitely many pairwise disjoint closed balls B 1 , . . . , B m in X which are sufficiently small with respect to their mutual distances and to the distance from Ê d \ X, and let ν ∈ M(P(X)) such that ν(A) = 0. Moreover, let λ ∈ Λ k , let I 1 , . . . , I k be a partition of {1, . . . , m}, and K n be the union of the balls
Given two measures µ, ν on X, we shall write µ ≺ ν provided µ(p) ≤ ν(p) for every p ∈ P(X). For every ν ∈ M(P(X)), let M ν (P(X)) be the set of all measures µ on X such that µ(p) ≤ ν(p) for every p ∈ P, that is,
M ν (P(X)) is a compact convex set with respect to weak convergence and its set of extreme points is given by
A Borel subset of X} (see [9] and [2, VI.12.5]). Moreover, the subset of all ν U , U open in X, as well as the subset of all [2, VI.1.9] ). Therefore, by the theorem of Krein-Milman and taking W = X, Theorem 1.1 yields the following. COROLLARY 1.3. For every ν ∈ M(P(X)), M ν (P(X)) e is dense in M ν (P(X)). REMARK 1.4. Let us note that Corollary 1.3 has the following consequence related to Skorokhod stopping (see [11, 4, 6, 5, 1] ). Let ν be a probability measure on X and let (X(t)) be Brownian motion or an α-stable process on X with initial distribution ν. Then, for every measure µ ≺ ν, there exists a sequence (T m ) of hitting times at relatively compact open subsets U m of X such that the distributions P ν X(Tm) converge weakly to µ as m → ∞.
Next let us consider open subsets U 1 , . . . , U k of X and let ν be a measure in M(P(X)) which is supported by Given an open subset W of X, let S(W ), H(W ) denote the set of all continuous functions on X which are P(X)-bounded (that is, bounded in modulus by some p ∈ P(X)) and superharmonic on W , harmonic on W , respectively. As for P(X), we have sets of representing measures M ν (S(W )) and M ν (H(W )). Since semipolar sets are polar and points are polar for both the classical case and for Riesz potentials, we see from [2, VI.9.5] that the following holds for Dirac measures ν = ε x (as customary, we write M x instead of M εx ); the proof for the general case ν ∈ M(P(X)) will be given in an Appendix. THEOREM 1.6. For every open subset W of X and for every ν ∈ M(P(X)) which is supported by W ,
Moreover, M ν (S(W )) is a closed face of M ν (P(X)) and
In particular, for every x ∈ W ,
Let us note that, taking W = X, we have W c = ∅, H(W ) = {0}, and S(W ) is P(X). Since the measures ν U ∪W c , U open subset of W , are dense in M ν (S(W )) e , Theorem 1.1 also yields the following. COROLLARY 1.7. Let W be an open subset of X and let ν be a measure in
Finally, restricting our attention to classical potential theory, let us see how Jensen measures, introduced in function theory in [1] and extensively studied in [3] and [10] , fit into our considerations. To that end we fix an open subset Ω of Ê d , d ≥ 2, and a point x ∈ Ω. A Jensen measure for x with respect to Ω is probability measure µ supported on a compact subset of Ω such that u dµ ≤ u(x) for every superharmonic function u on Ω. Equivalently, since constants are harmonic and superharmonic functions are increasing limits of continuous superharmonic functions, the set J x (Ω) of all Jensen measures for x with respect to Ω is the set of all Radon measures with compact support in Ω such that u dµ ≤ u(x) for every continuous superharmonic function u on Ω. Clearly, Corollary 1.5 implies by [3, p. 32 ] that, for every x ∈ Ω, the set of all harmonic measures ε
is dense in J x (Ω) with respect to the weak * -topology on C(Ω) * , that is, Question 1.6 in [3] has a positive answer.
Further, we shall give the following characterization for Jensen measures and extremal Jensen measures.
The paper is organized as follows. In the next section we shall approximate balayage replacing open sets U by unions of small balls contained in U. In Section 3 we shall prove Proposition 1.2. Section 4 will consist of the proof for Theorem 1.1, and in Section 5 we shall establish the results on Jensen measures. The paper is finished by an Appendix where Theorem 1.6 is proven for general ν ∈ M(P(X)).
Approximation of ν U ∪W c
Balayage on open sets can be approximated by balayage on subsets consisting of finitely many balls having radii which are arbitrarily small with respect to their mutual distances (see Proposition 2.1). Since this does not seem to be widely known, we include a complete proof.
For every x ∈ Ê d and r ≥ 0, let B(x, r) denote the closed ball having center x and radius r. Given x 0 ∈ Ê d , a ∈ (0, 1), and m ∈ AE, let
for every q ∈ P(X).
For the proof we shall need the following lemma.
that is, the continuous superharmonic function u Z admits a minimum. Therefore u Z is constant. Since u Z = 1 on Z, we see that u Z is identically 1. Consequently, the sequence (u Z∩B(0,k) ) k∈AE increases to 1 locally uniformly on Ê d as k ↑ ∞. Given δ > 0, we hence may choose k ∈ AE such that Proof of Proposition 2.1. Let q ∈ P(X), δ > 0, and p := q + δp 0 , where p 0 ∈ P(X) such that p 0 > 0 and ν(p 0 ) ≤ 1. We choose an arbitrary sequence (K n ) of compact sets which is increasing to U. For the moment, let us fix n ∈ AE. There exists
of A m and hence, for every
Using Lemma 2.2 we hence obtain m n ∈ AE such that, for every m ≥ m n ,
By the definition of reduced functions, this implies that, for every m ≥ m n ,
and therefore
Since ν(p 0 ) ≤ 1, (2.4) and (2.5) imply that (2.1) holds.
Joint shrinking of disjoint small balls
The following simple facts on iterated balayage will be used again and again. If ν ∈ M(P(X)) and A,Ã are closed sets such thatÃ ⊂ A ⊂ X and ν(A) = 0, then, Moreover, for every ν ∈ M(P(X)) and for all closed sets A, B in X,
Indeed, it suffices to notice that both measures (ν A ) B and ν B are supported by B and that (ν A ) 
Then there exists s ∈ Γ such that s ≥ t for every t ∈ Γ. Moreover, ν As (B i ) = γ i for every i ∈ {1, . . . , m} such that s i < 1.
Proof. Let us note first that ν
At (B i ) = ν At (B t i i ) for every t ∈ Γ and for every 1 ≤ i ≤ m, since ν At is supported by the subset A t of A. 0. Of course, (0, . . . , 0) ∈ Γ, since points are polar. 1. If t,t ∈ Γ, then t ∨t ∈ Γ. Indeed, let us fix 1 ≤ i ≤ m. We may assume without loss of generality that t i ≥t i . Since A t ⊂ A t∨t , we conclude by (3.1) that
2. For every t < (1, . . . , 1), the set A t is the intersection of all At,t > t. For every t > (0, . . . , 0) the set A t is the fine closure of the union of all At,t < t. This implies that, for every p ∈ P(X), the mapping t → (1) and (2) we see that
where of course s ≥ t for every t ∈ Γ. To finish the proof, let us consider i ∈ {1, . . . , m} such that s i < 1 and suppose that ν As (B i ) < γ i . Let us defines := (s 1 , . . . , s i−1 , b, s i+1 , . . . , s m ), where s i < b ≤ 1. By (2), we may choose b in such a way that ν As (B i ) < γ i . Since A s ⊂ As, we obtain by (3.1) that ν As (B
Let us note the following simple consequence. In the classical case α = 2, the harmonic measure ε U c y for a ball U =
• B(y 0 , r) and y ∈ U has the Poisson density
with respect to normalized surface measure on the boundary of U. For Riesz potentials (the case 0 < α < 2), ε U c y has a density ρ U y with respect to Lebesgue measure on U c ,
where a α is a constant depending on d and α (see [2, p. 192] ). If y,ỹ ∈ B(y 0 , ηr), 0 < η < 1, then in both cases
If η is small, then the expression on the right side of (3.3) is approximately 1 + 2dη. So there exists δ 0 ∈ (0, 1) such that
whenever 0 < δ ≤ δ 0 and y,ỹ ∈ B(y 0 , δ 3d r). For the moment, let us fix δ ∈ (0, δ 0 ] and a closed subset A of X such that B(y 0 , r) ∩ A = ∅. We observe that, for every y ∈ B(y 0 , r), ε
A . Indeed, in the classical case this follows from (3.1), since then ε U c y (A) = 0. In the general case, it follows from (ε
Let us say that finite family B of closed balls, which are contained in X and pairwise disjoint, is a δ-family in X, if 0 < δ < δ 0 and the union A of all B ∈ B satisfies
Here is the key to Theorem 1.1. As already indicated, it will be applied to balayage on subsets A of W with respect to W in place of X to deal with balayage measures of the form ν A∪W c . PROPOSITION 3.3. Let A be the union of a δ-family B 1 , . . . , B m in X and let ν ∈ M(P(X)) such that ν(A) = 0. Moreover, let λ ∈ Λ k , let I 1 , . . . , I k be a partition of {1, . . . , m}, and K n be the union of the balls
Proof. Since the measures ν Kn are supported by K n , the sum on the right side of (3.7) reduces to the term λ n ν Kn (B i ), when i ∈ I n . By Lemma 3.1, there exists
with equality whenever s i < 1. We claim that we even have
and this will clearly finish the proof (in fact, it shows even that s i cannot be equal to 1 for i ∈ I n , unless λ n ν Kn (B i ) = 0). Indeed, let us suppose, for example, that s l = 1 for some l ∈ I 1 and let I
l , that is, B is a subset of C, and we get by (3.1) that
where
Taking sums we see that
for every 2 ≤ n ≤ k. Therefore (3.10) and (3.11) imply the inequality
where (ν Kn ) B (B) ≤ ν B (B) by (3.2). Hence
Knowing that ν
B by (3.1), we thus get the inequality
, and the proof is finished.
Let us note that a combination of Proposition 3.2 and Proposition 3.3 yields the following stronger result (which will not be needed in the sequel). 
4 Proof of Theorem 1.1
1. Let U 1 , . . . , U k be open subsets of an open set W in X, let ν ∈ M(P(X)) such that ν(W c ) = 0, and λ ∈ Λ k . We fix a strictly positive p ∈ P(X) such that ν(p) < ∞. To prove the weak convergence of a sequence (µ n ) to µ, it is sufficient to check the convergence of the sequence (µ n (f )) to µ(f ) for each functions f from a suitable countable subset of K(X). For every f ∈ K(X) and for every η > 0, there exist q, q ′ ∈ P(X) which are bounded by a multiple of p such that |f − (q − q ′ )| ≤ ηp (see [2, I.1.2, III.6.10]). To prove Theorem 1.1, it is therefore sufficient to show the following. Let Q be a finite set of potentials q ∈ P(X) which are bounded by p and let 0 < η < 1. Then there exists a union C of pairwise disjoint closed balls in
By [2, VI.1.9], we may assume without loss of generality that all U n , 1 ≤ n ≤ k, are compact subsets of W and that p ≥ 1 on U. We then define δ := (6ν(p) + 3k) −1 η. There exists 0 < δ ′ ≤ δ such that (4.2) |q(y) − q(z)| < δ, whenever q ∈ Q and y, z ∈ U , |y − z| < δ ′ .
2. By Proposition 2.1, we are able to replace each U n , 1 ≤ n ≤ k, by a finite union K n of very small closed balls. We then want to shrink these balls using Proposition 3.3. This, however, not only requires that K 1 , . . . , K k be pairwise disjoint, but that they are separated well enough to obtain a δ-family. Moreover, taking A := K 1 ∪ · · · ∪ K k we shall have to replace ν by the measureν := 1 X\A ν not charging A, and therefore ν(A) will have to be small. This can be achieved considering Z m (x 0 , a) for sufficiently many points x 0 ∈ Ê d . We fix a natural number N > k + ν(p)/δ and define
By Proposition 2.1, there exists M ∈ AE such that, for every q ∈ Q and for all 1 ≤ n ≤ k, j ∈ {1, . . . , N},
By our definition of a and x 1 , . . . , x N , the sets Z M (x 1 , a) , . . . , Z M (x N , a) are pairwise disjoint and hence
Therefore at least k of terms of the sum must be strictly smaller than δ, that is, there exist k different j 1 , . . . , j k ∈ {1, . . . , N} such that
We define A consequence is a full characterization of extremal Jensen measures which has been asked for in [3] . 2. To prove the second identity, let µ ∈ M x (S(W )) e for some open set W such that x ∈ W and W is a compact subset of Ω. By Theorem 1.6, µ = ε 
Appendix
Finally, let us give a proof for Theorem 1.6 in the general case. For the moment, we fix a closed set A in X and recall that the base b(A) of A is the set of all points x ∈ A such that A is not thin at x, that is, ε 
