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CHAPTER 1. INTRODUCTION 
Internal combustion engine designers have long searched for an analytical 
tool to assess the effect of design changes on performance. A method to aid in the 
design of tuned intake and exhaust systems is of particular significance to high-
performance engine builders. Computer modeling has grown in popularity as such a 
tool since it's inception in the 1960's. With a digital computer it is now possible to 
evaluate the performance of an engine design before it is built. Large manufacturers 
have used these models for several years, but it is only recently that this technology 
has become available to automotive racing engine builders. Traditional engineering 
software takes input in the form of an ASCII data file, and generates output in the 
same, raw form. Usually another software package is used to plot and otherwise 
visualize the output data. Software designed to generate results on an unsteady flow 
in several pipes requires output of thousands of values to sufficiently describe the 
results. A software package for a less technical audience should have at its core, a 
means for users to visually evaluate the processes inside an engine. 
A small Iowa company, V. P. Engineering, markets a software package called 
Dynomation for the auto racing industry. Dynomation provides the user with a simple 
interface for user input of the model and displays pressure vs. time output while the 
results are being calculated. Users can determine if a change made to the model is 
having the desired effect, and cancel the simulation if the pressure diagrams are not 
as expected. Dynomation uses the one-dimensional unsteady method of 
characteristics to calculate the gas flow in the engine up to the cylinder's valves, and 
a simple heat release model for combustion. This program simulates a multi-cylinder 
engine as a single-cylinder engine. User input is required for the intake manifold 
runner length and diameter, fuel type, air/fuel ratio, cylinder bore and stroke, 
carburetor flow characteristics, exhaust port length and diameter and exhaust tailpipe 
length and diameter. The advantage to this single-cylinder procedure is that the 
execution time of the program is greatly reduced compared with a full simulation of a 
multi-cylinder engine. The disadvantage is that none of the interactions between 
cylinders, known to be of significant magnitude, can be evaluated. 
In this project, Dynomation was extended to include true multi-cylinder engine 
modeling. The addition of cylinder interactions to the program required models for 
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pipe junctions to be developed. Generalizing such a program also requires a 
thorough understanding of the single-cylinder calculations, and a great deal of data 
management to link the various pipe, cylinder, and boundary condition calculations 
together. This text reviews relevant publications on this subject, details the 
aforementioned models and presents the results of an optimization study conducted 
with the program. 
The objective of this study was to create a mathematical model that includes 
the effects of interactions between cylinders through an engine's intake and exhaust 
system. The tuning characteristics of an engine constantly change with the rotational 
speed of the engine. An engine designed for auto racing typically runs at speeds two 
or three times that of a standard automobile, so the requirements for this program 
are slightly different than those of a program used to aid OEM engine designers. 
Manifolds and headers are usually custom made for the particular racing application 
and engine operating speed range. The high rotational speed of a racing engine 
forces gases through the engine at higher velocities. These high velocities 
correspond to short resident times for the gases flowing through an engine. A 
homentropic model, in which the entropy changes of the gas are ignored, becomes 
more acceptable as the mass flow increases because the total heat transfer is much 
less significant. For these reasons, a homentropic model is used for the gas flow 
calculations. Although friction is a phenomenon that generates entropy, friction is 
included, but it is assumed that the friction has little effect on the stagnation state of 
the flow. The assumption of homentropic flow eliminates one equation from the three 
that need to be solved in the pipes, reducing the calculation time and complexity. 
This allows designers to test more pipe configurations in the same amount of time, 
enhancing the usefulness of the program. 
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CHAPTER 2. LITERATURE REVIEW 
The study of unsteady gas flow modeling for internal combustion engine 
simulation began in the 1940's with De Haller using the method of characteristics and 
a graphical method to analyze exhaust systems (1 ). In the graphical method of 
characteristics, a large sheet of paper is indexed with a distance scale on the 
ordinate, and a time scale on the abscissa. Characteristic curves in the solution 
domain of a set of partial differential equations are sub-domains in which the solution 
is reduced to an ordinary differential equation. From an initial condition, 
characteristic curves of the partial differential equations are calculated, and the 
slopes of these characteristic curves are assumed to be constant throughout one 
increment in time. For every location in the pipe, two characteristic curves can be 
drawn. One characteristic with a positive slope is referred to as the rightward 
characteristic. The other has a negative slope and is referred to as the leftward 
characteristic curve. The theory of characteristics allows a solution to then be 
calculated at any point where two characteristic curves intersect. De Hailer's method 
assumed the flow was isentropic through a pipe of constant area. In 1949, E. Jenny 
extended this method to include the effects of friction, heat transfer, and area change 
(2). The addition of entropy changes in the flow requires one other characteristic 
curve, the pathline, to be tracked. Calculations with these graphical methods were 
extremely time-consuming and it was difficult to simulate the entire engine cycle for a 
typical production unit. In 1964, Rowland S. Benson published the first paper to 
apply the mathematical theory of characteristics to a computer simulation (3). 
Benson's first paper on computer modeling of engines compared the results from the 
graphical method of characteristics to the computer program. Two programs were 
prepared: a homentropic model program, and a non-homentropic program that 
included the effects of area change, friction and heat transfer. In both cases, 
Benson found the output of the computer simulation to agree well with graphical 
calculations except where discontinuities (shock waves) occur. The graphical 
method used a variable grid width, and was able to accommodate discontinuities at 
arbitrary locations. Benson and his colleagues published many papers on computer 
modeling of engines (4-8), and a two-volume text (9-10). 
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Another class of solutions to the unsteady one-dimensional flow in ducts is 
based on the finite difference method. Finite difference methods are characterized 
by using Taylor series and the definition of a derivative to find a numerical solution 
that converges to the exact solution of the PDE as the discretization length and time 
increment approach zero. The most commonly used method is the Lax-Wendroff 
procedure (11), although others have been proposed (12-13). The Lax-Wendroff 
method has second order truncation error in space and time, giving it an advantage 
over the first order method of characteristics. The second-order nature of the Lax-
Wendroff scheme causes non-physical overshoot at discontinuities or shock waves 
(14-16). The reason for these overshoot problems is that second order methods 
must use information at two mesh points to approximate derivatives by fitting a 
polynomial through the available data. When each of two points is on opposite sides 
of a discontinuity, the assumption of a polynomial fit to the derivatives is invalid. To 
overcome this non-physical behavior, a modification to the finite difference scheme 
must be applied. There have been many methods proposed for eliminating 
overshoot such as flux corrected transport methods ( 17-19) and nonlinear damping 
(20). Flux correction involves recalculation of vector quantities (flux) where high 
pressure gradients occur. Nonlinear damping is a method of introducing an artificial 
viscosity in the vicinity of high pressure gradients. These methods reduce the 
scheme to first order accuracy in the vicinity of discontinuities. The advantage of the 
Lax-Wendroff procedure is that for the same accuracy, the computational time is 
reduced by approximately a factor of two. The combination of the two-step Lax-
Wendroff method with flux correction is reported by many researchers to be superior 
computationally to the method of characteristics for this reason (21), (15), (16). 
A third alternative is finite volume modeling. Finite volume schemes are 
developed by splitting the problem domain into discrete compartments and solving 
the fluid dynamic equations for each compartment or control volume. This method 
differs from the finite difference solutions in that vector quantities are solved for at 
the boundaries of sub-volumes, not at the "nodes" of the grid. The commercially 
successful WAVE™ software developed by Ricardo uses this "staggered grid" 
approach (22). Finite volume schemes are not as computationally efficient, but 
benefit from their simplicity and flexibility. The methodology of finite volume methods 
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is general enough to be applied in three dimensions but is often used in one-
dimensional form for internal combustion engine simulation. 
Boundary Conditions 
The solution of partial differential equations for engineering problems requires 
that boundary conditions also be identified. In graphical techniques, the equations 
for the boundary conditions were solved over the domain of interest and plotted on a 
chart. When a characteristic curve reached a boundary, the chart was used to find 
the reflected characteristic value (9). The boundary conditions for Benson's 
calculations included closed ends, fully and partially open ends, cylinders with valves 
or ports, nozzles, centrifugal compressors, sudden area changes, and pipe junctions. 
Nozzles were introduced to approximate the effect of exhaust turbines on the pipe 
flow, and when combined with centrifugal compressor models, were used to simulate 
turbocharged engines. Even for finite difference schemes, the boundary conditions 
are usually solved using characteristic theory (21 ). The simplest boundary conditions 
are closed pipe ends and fully open pipe ends. For the closed pipe, the mass flow at 
the boundary is assumed to be zero, requiring the magnitude and sign of the 
reflected characteristic to be equal to the magnitude and sign of the incident 
characteristic (9). For a fully open-ended pipe, the boundary pressure is taken as 
the pressure just inside the pipe end, resulting in a simple relationship for the incident 
and reflected characteristics. 
Junction Boundary Conditions 
The most complex boundary condition calculations are for the junctions of 
three or more pipes. These boundary conditions were not included in graphical 
solutions because of their complexity and their dependence on several input 
variables. It was only with the advent of computational methods that these boundary 
conditions were included. 
In a multi-cylinder simulation, junction models must be developed for the 
points where manifold pipes join or divide. A simple model presented by Benson et 
al. (9) for pipe junctions is to assume that the pressure at the pipe boundaries is the 
same for all pipes at the junction, the junction volume is zero, and that no losses 
occur. This is known as the constant pressure model. These assumptions result in 
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a system of algebraic equations, one for each pipe connected, which must be solved 
simultaneously. The nature of the system of equations is such that this is easily 
accomplished by back substitution. This method is applicable to non-homentropic 
models as well as homentropic models. In the non-homentropic method, Benson 
explicitly adds the conservation of entropy equation to the set of equations solved, 
whereas this equation is implicit in homentropic methods. It is important to note that 
the constant pressure model is homentropic by nature. 
Benson also suggests a partially empirical momentum model for non-
homentropic calculations in which pressure losses in the junction are estimated from 
steady flow tests (9, 23). Benson's momentum model is developed for a three-pipe 
"T" junction of equal areas, and requires six empirical coefficients that depend on the 
flow direction in each pipe. The mathematical development of this momentum model 
is limited to three pipes and specific junction geometry. It also requires steady-flow 
testing to find the loss coefficients. Because of the momentum model's added 
complexity, Benson recommends that a constant pressure model be used for 
junctions of more than three pipes (9). 
For many cases, the junction models presented by Benson proved to be 
inadequate. Daneshyar and Pearson (24) extended the theory of the three-pipe 
momentum model to a system of four pipes, increasing the number of possible flow 
configurations from six to fourteen. Corberan (25) modified Benson's constant 
pressure model for non-homentropic simulation by not enforcing conservation of 
entropy, and presented two alternative ways to model the distribution of flow. In his 
analysis, enforcing that the total enthalpy of the flow in each branch with flow out 
from the junction provided the best results. Takizawa et al. (26) developed a 
modified constant pressure model in which the junction pressure was altered from 
Benson's model by subtracting pressure losses from each pipe end. The losses 
were calculated by multiplying an empirical coefficient by the square of the Mach 
number at the pipe end. This modified constant pressure model improved the 
program's results without the extreme complexity of momentum models for junctions 
of more than three pipes, but no method was presented for determining the loss 
coefficients. Bingham and Blair (27) generalized the momentum model for three pipe 
equal-area junctions with any angle between pipes, and proposed that this model be 
used for junctions of more than three branches by successive calculations. Each 
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branch requires a set of three loss coefficients for each possible flow pattern. With 
six possible flow patterns, there are eighteen loss coefficients required for the three-
pipe junction. The eighteen loss coefficients for a three-pipe junction were 
determined from steady flow tests with several different angles between pipe 
branches. Parabolic curves were fitted to the loss coefficients as a function of the 
angles between pipes to allow three pipe junctions with arbitrary angles between 
branches to be simulated. For junctions of more than three pipes, the pipes with the 
largest exit and entrance velocity are used in conjunction with the remaining pipes 
individually, one calculation for each of the remaining pipes. Bingham and Blair 
conducted various tests with three pipe junctions, but presented no comparison of 
their model in junctions of more than three pipes. Other treatments of zero-volume 
junction models have also been proposed (28-30). 
A junction can also be assumed to have volume and mass. Such models can 
be used to simulate resonance in plenums. These models fall into two basic 
categories, single-zone and multi-zone. Blair (27, 31-33) utilized single zone 
modeling for volumes in which a single control volume is handled with simple quasi-
steady thermodynamics. Multi-zone models are commonly used with finite difference 
solutions as in Chapman (14), and Takeyama (30). In multi-zone modeling, several 
separate control volumes are used and this allows the dependent variables to vary in 
space across the junction. The most advanced junction calculations in use today link 
a three-dimensional computational fluid dynamics solver to the ends of the pipe 
calculation, resolving the flow in the junction in space and time with great accuracy at 
the cost of dramatically increased calculation time (34). Such models are typically 
used to resolve the mixing of different gas species in a large volume, as in the case 
of an exhaust gas recirculation system in an intake manifold. 
Valve Boundary Conditions 
The valve boundary condition is one of the most critical areas in engine 
modeling because the mass flow through the valves has great influence on cylinder 
charging. The derivation for the valve boundary condition is given in the lecture 
notes of Bannister (35). The solution to the equation is complicated by the 
dependent variable appearing on both sides of the equation. Benson (9) used an 
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iterative procedure to solve for the valve boundary condition. Blair and Cahoon (33) 
applied an idea from the graphical method of characteristics to the valve boundary 
condition by using a chart to find the reflected characteristic. The equations as used 
by Benson were successively solved, and the results stored. During the simulation 
run, the data was linearly interpolated between calculated values to set the boundary 
condition at the valve. In this manner, the iterative solution was bypassed, and Blair 
reported a reduction in execution time over solving the equations iteratively. 
The models presented in the literature provide many alternative methods to 
simulate the unsteady gas flow in internal combustion engine. The methods used by 
Dynomation are presented in detail in the following chapter. 
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CHAPTER 3. DEVELOPMENT OF THE MATHEMATICAL MODEL 
The Method of Characteristics 
Some aspects of the Dynomation simulation did not change in the multi-
cylinder version of the program. Examples of these are the combustion model, 
supercharger model, and interpolation procedures. These models are similar to the 
presentation given by Blair (31 ), and will not be described here. The simulation was 
extended to include multiple cylinders, and an arbitrary number of pipes and 
junctions. The method of characteristics solution for the flow in pipes, and the 
method for pipe junction modeling will be derived here. 
The continuity equation and the momentum equation govern the homentropic 
flow in the pipes. For a one-dimensional flow in a pipe of constant cross-sectional 
area with no friction, the continuity and momentum equations are: 
Continuity 
op ou op -+p-+u-=0 
ot ox ox 
(1) 
Momentum 
ou + u ou + _!_ op = 0 
ot ox p ox 
(2) 
The speed of sound for an ideal gas is given by 
(3) 
The continuity and momentum equations in terms of the local speed of sound a and 
the local particle velocity u are: 
Continuity 
(4) 
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Momentum 
au 2 aa au -+--a-+u-=0 
ot k-1 ox ax 
(5) 
These equations represent a system of quasi-linear hyperbolic differential equations. 
Characteristic theory enables the partial differential equations to be reduced to 
ordinary differential equations that are valid along the characteristic curves. Where 
two characteristic curves intersect, a solution can be found. Since the flow is 
subsonic, the slope of the two characteristic curves will be opposite in sign. 
Depending on direction, a pressure wave will travel at the speed of sound added to 
or subtracted from the local particle velocity. For this problem, the two characteristic 
curves are defined by these two situations, one for each direction. Combining these 
equations by muitiplying the momentum equation 5 by (k-1 )/2 and adding the 
continuity equation 4, results in: 
oa ( ) aa k -1 [ au ( ) au] -+ u+a -+-- -+ u+a - =0 
ot ax 2 at ox 
(6) 
Subtracting the continuity equation from the momentum equation multiplied by (k-1 )/2 
results in 
aa + ( u _ a) aa _ k -1 [ au + ( u _a) ou] = 0 
at ax 2 at ax 
These equations take the form of a differential. 
do = ao + dx ao 
dt at dt ox 
(7) 
(8) 
For a curve in the x-t plane, the term dx/dt is the slope of the curve. The form of 
equations 6 and 7 allows the removal of the partial derivatives using equation 8 as in 
da + k-1 du = O (g) 
dt 2 dt 
so long as the slope of the curve, dx/dt satisfies 
dx -=(u+a) 
dt 
(10) 
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equation 7 in an analogous fashion becomes 
da _ k-l du= O 
dt 2 dt 
along the position characteristic where 
dx -=(u-a) 
dt 
( 11) 
(12) 
Equations 10 and 12 are referred to as position characteristics, or characteristic 
curves of the differential equations. Equations 9 and 11 can be arranged to remove 
the dt terms as in 
da k-l 
-=---
du 2 
and 
da k-l 
----
du 2 
Equations 13 and 14 are the compatibility conditions. In summary, 
and 
da k-l dx 
-=--- along a line of slope -=(u+a) 
du 2 dt 
da k-l - = -- along a line of slope 
du 2 
dx -=(u-a) 
dt 
(13) 
(14) 
(15) 
(16) 
In this project, the non-dimensional forms of these equations were solved. The 
system is put into non-dimensional form by defining the following dimensionless 
variables. 
Position 
Time 
Velocity 
areft Z=-
Lref 
U=_!!_ 
aref 
(17) 
(18) 
(19) 
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Speed of Sound A=~ 
aref 
These variables are substituted into equations 15 and 16, producing 
dA k-l 
along a line of slope -----
dU 2 
and 
dA k-l along a line of slope - = --
dU 2 
Integrating dA/dU in equation 21 gives 
A+( k 1 )u = A =constant 
integrating dA/dU in equation 22 gives 
A-( k 1 )u = fJ =constant 
dX=U+A 
dZ 
dX=U-A 
dZ 
(20) 
(21) 
(22) 
(23) 
(24) 
The constants of integration in the compatibility equations 23 and 24 define the 
position characteristics of the non-dimensionalized set of equations. 'A and f3 are 
constant along a position characteristic and are called the Riemann variables. 
/J=A-k-lU 
2 
A=A+k-lU 
2 
(25) 
(26) 
The dimensionless state variables, A and U can be obtained in terms of the Riemann 
variables by solving equations 25 and 26 for A and U. 
A=J+JJ 
2 
U=,-1,-/3 
k-l 
(27) 
(28) 
Substituting equations 27 and 28 into equations 22 and 23 give the two equations for 
the position characteristics in non-dimensional form. These equations, 28 and 29, 
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are the equations that form the basis of both the grapical solution and the numerical 
solution. 
dX _ U + A -{ k + 1 };L -{ 3 - k }/3 
dZ - - 2( k - 1) 2( k - 1) (29) 
for the rightward characteristic, and 
dX _ U _ A -{ 3 - k };i -{ k + 1 }/3 
dZ - - 2( k - 1) 2( k - 1) (30) 
for the leftward characteristic. 
The numerical solution proceeds to finding the values of the Riemann 
variables at a new time level by interpolating between the transmitted values at 
adjacent mesh points. Figure 1 on the following page illustrates this procedure 
graphically. Xj and Xj+1 denote mesh points along the pipe in the dimensionless 
position domain. Z0 is the initial value of dimensionless time and 11Z is the time step. 
Since the speed of sound and flow velocity are assumed to be known at the initial 
condition, the calculation proceeds with known values of the Riemann variables A 
and f3 for all values of X at the mesh points. These initial values for the Riemann 
variables are constant along the characteristic curves, so at the intersection of the 
new value of time with these curves, the Riemann variables are also known. The 
time step /1Z is determined based on the minimum time step for a stable solution, 
and typically varies throughout the calculations. In the non-dimensional domain, 
information propagates along the characteristic curves in time. The time step must 
be such that the distance in Z (time) that can be traveled along a characteristic is 
greater than the time step /1Z. In Figure 1, because the value of the Riemann 
variable A is constant along a rightward characteristic, the value of for A1j+1 is equal to 
Aw, located at a point between Xj and Xj+1. The exact X location and value of Aw are 
not known and must be found by interpolation. The value for Aw is obtained by 
linearly interpolating between Aj and Aj+1. 
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Figure 1: Interpolation of Riemann Variables in Dimensionless Time, Z and 
Dimensionless Distance, X 
In a similar manner, the value of ~w is also found by interpolation. The values 
of the Riemann variables at "w1' are given by: 
(31) 
and 
(32) 
Introducing the equation for the slope of a rightward characteristic curve with the 
interpolated values provides a third equation. 
c5X _ { k + l }Jt, -{ 3 - k } 
- 2(k-1) w 2(k- l) /Jw (33) 
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These three equations are solved for the value of the Riemann variable at the next 
time step, A'j+1- A similar procedure is used to determine the value of Wj using the 
values of J3 at Xj and Xj+1 and the leftward characteristic equation. 
As noted earlier, the numerical procedure used here includes friction and area 
change. lsentropic flow with friction and heat transfer is contradictory in a rigorous 
treatment. However, Blair (31) has shown that these effects can be included in a 
physically meaningful way that provides a more realistic solution than a rigorous 
homentropic solution. The generalized non-homentropic method of characteristics 
proposed by Benson (9) begins with the same interpolation scheme, but the values 
of the Riemann variables are allowed to change along a characteristic. Information 
at the previous time step Z0 and X w is used to determine the change in the Riemann 
variables over the time increment ~Z. These changes are then added to the 
interpolated value. Under these conditions the characteristic curves are no longer 
straight lines, but have a curvature determined by the area change, heat transfer 
rate, and friction. Benson (9) gives a derivation for the change of the Riemann 
variable in non-homentropic gas flow as follows: 
(k-l)AUdF ~+~dA _(k-1)2fxretu2 U{l-(k-l)U}~+(k-1)2 q°)-ef 1 (34) 
2 F dX AA 2 D IL1 A 2 a;ef A 
where AA is a variable representing the non-dimensional speed of sound if the gas 
were isentropically decelerated to the reference pressure. In a homentropic method 
this value remains unity throughout the calculation but if entropy levels are allowed to 
change, this value increases. The first term in equation 34 is due to area change, 
the second due to entropy change, the third due to friction, and the last results from 
heat transfer. Influenced by heat transfer and friction, the change in entropy level, as 
represented by dAA in this method, is given by: 
dAA = (k-1) A~ (qx;ef + 4/x.-ef ju31Jdz (35) 
2 A aref D 2 
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Some of the effects of friction can be taken into account in a homentropic method by 
applying the same changes to the Riemann variables over a time step as in the non-
homentropic case. In this program the entropy changes are considered to be 
negligible, but the effects of friction are included in the equation for dA. This is the 
method commonly used by Blair (31). In the non-homentropic method, the effects of 
friction appear twice in the Riemann variable calculation, once in the curvature 
equation (equation 34), and again in the entropy change equation (equation 35). By 
assuming that the change in entropy is small, the second term ( dAA) drops out. The 
terms left over, as well as the area change term, are applied in the numerical method 
used in this project and by Blair (31). Using the interpolation procedure the new 
Riemann variables can be calculated at each time increment. It should be noted that 
the value of A' at a pipe entrance, and the value of J3' at a pipe's exit cannot be 
determined from these interpolation algorithms. These two values must be found by 
applying the appropriate boundary conditions. 
Boundary Conditions 
At a boundary, or pipe end, one Riemann variable is known from the mesh 
interpolation procedure, the other is unknown. The known variable is referred to as 
the incident characteristic, while the unknown variable is called the reflected 
characteristic. By finding the reflected characteristic one boundary condition is 
solved. Boundary conditions can be simple, as in the case of a closed end, or very 
complex, as in the case of the junction of several pipes. 
Closed and Open Ends 
At a closed pipe end, the mass flow rate and gas velocity are both zero. From 
the equation for dimensionless velocity, the reflected characteristic must have the 
same value as the incident characteristic. 
therefore A = fJ (36) 
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At an open end, flow can be into the pipe, U > 0, or out of the pipe, U < O. For 
flow out of a pipe to a reservoir of gas at constant pressure, the reflected 
characteristic is easily found by noting that the boundary pressure is constant. The 
pressure and the dimensionless sonic velocity are related by the isentropic 
expansion equation shown below. The notation used below for Ain and Aout can apply 
to either end of a pipe. If the right end is being solved, the incoming characteristic is 
the leftward or A characteristic and the outgoing characteristic is the rightward or J3 
characteristic. For the left end, the reverse is true. In this way the boundary 
condition equations apply to both ends. 
k-I 
A -(_E_J 2k = A,in + A,out 
Pref 2 
(37) 
When the boundary pressure is known, as is the case for an open end, the only 
unknown in the above equation is the reflected Riemann variable, Aout, which is easily 
solved for. A check is then made to assure that the calculated velocity is subsonic, 
and a correction is made if otherwise. The sonic condition for outflow is found by 
setting U = -A and solving for the unknown Riemann variable. If the normal open 
pipe boundary calculation results in a value of Aout that gives U 1, the flow is sonic 
and the following equation must be used to set the reflected characteristic. 
Sonic condition: 
if l 0 u1 2:'.: ( k + l )Jin then 3-k 
This sets the boundary velocity to the local sonic velocity. . 
Valve Boundary Condition 
(38) 
The valve boundary condition was solved in the same manner as presented 
by Blair (36), for a partially open pipe end. This model assumes that the boundary 
condition pressure is constant, and the flow is calculated using an effective flow area 
determined from steady flow tests, and solving the continuity and energy equations 
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at the boundary. There are four possible flow configurations: subsonic inflow, sonic 
inflow, subsonic outflow, and sonic outflow. Blair found the solution of the four 
possible boundary condition flow types to be time consuming and numerically 
sensitive. To alleviate this problem, the equations for the four possible flow 
configurations were solved for small increments of port to pipe area ratio, and the 
results stored in the form of a boundary condition chart. A subroutine is used to 
linearly interpolate between the tabulated values to solve for the reflected 
characteristic at the boundary. 
Pipe Junction Boundary Condition 
For pipe junctions, the constant pressure model of Benson was used as a 
starting point. In the constant pressure model it is assumed that the pressure at the 
end of each pipe connected to the junction is the same, and that there is no volume 
in the junction itself. The constant pressure assumption results in n-1 equations, this 
in combination with the continuity equation provides n equations. The n unknowns 
are the reflected characteristics, and the junction pressure can be calculated when 
these are known. Using 'A to represent the known (incoming) characteristics and f3 to 
represent the unknown (reflected) characteristics, the system can be written in matrix 
form as: 
n 
Fi F2 Fn-l Fn /31 LA1~ 
-1 1 0 0 /32 J=l Ai -A2 
- (39) 
0 0 1 0 Pn-1 An-2 -An-1 
0 0 -1 1 /Jn An-1 -An 
where F is the area of the pipe end connected to the junction. The first row is the 
continuity equation for the junction. The rest of the rows are derived from the 
assumption of uniform pressure. 
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(40) 
Where the pressure p in equation 40 is the unknown pressure at the pipe junction. 
From the isentropic relationship for the speed of sound (where pis the pressure at 
the junction) the above equation relates the pressure to the characteristic variables 
at the pipe end. Because the pressure is the same for all pipe ends at the junction, 
(41) 
equation 40 provides that the non-dimensional speed of sound A is also the same at 
every pipe end. 
(42) 
The next step is to substitute equation 40 into the assumption of uniform pressure 
and solve in terms of the Riemann variables resulting in: 
(43) 
Equations of this form comprise the n-1 other equations needed for a determinate 
system. The advantages of the constant pressure model presented by Benson are 
that it is very simple and can handle any number of pipes at a junction easily. The 
disadvantage is that it almost always predicts a higher pressure than observed 
because the flow incurs no losses. 
As the literature presents several junctions models that include pressure 
losses, it is logical to apply one of them here. Since the publication of Benson's 
constant pressure junction model, there have been several attempts to replace it with 
a model that provides the increased accuracy of the momentum model with the 
simplicity and general applicability of the constant pressure model. The literature 
clearly shows that the constant pressure model is deficient in predicting pressure vs. 
time in an internal combustion engine. Although the literature proposes many 
methods for improving the constant pressure model, there are no references to 
models applicable to the homentropic method of characteristics. Corberan's method 
(25) is not applicable in this case because his assumptions, although not the same 
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as Benson's, result in the constant pressure solution within the homentropic 
framework. The method used by Takizawa (26) assumes that rather than the 
pressure at every pipe end being equal, the pressures have losses associated with 
them. 
(44) 
These pressure loss terms are proportional to the square of the mach number at the 
pipe end. 
!1p1 = C .M~ 
P1 ; ; 
(45) 
Where Cj is an empirical loss coefficient. The continuity equation remains the same 
as in the constant pressure model. With the addition of the loss coefficients it is no 
longer possible to solve the system algebraicaly. Furthermore, it is not possible to 
solve the system with a simple Newton's method for systems of equations because 
the system is ill-conditioned. A globally convergent method for nonlinear systems of 
equations must be used. The method presented by Takizawa was used within a 
non-homentropic model and required the addition of the energy equation to close the 
system. With the homentropic assumption, the equations for pressure relationships 
(equation 44) along with the continuity equation are all that are required. The 
introduction of loss coefficients provides a way for a simulation to be calibrated to 
match test data that the constant pressure model does not provide. 
The modified constant pressure junction for homentropic models is based on 
the method of T akizawa et. al. (26) but can be generalized to use pressure loseses 
dependent on quantaties other than Mach number. The fundamental assumption is 
that the pressure at the end of each pipe is not the same, each pipe end having its 
own level of irreversability in terms of a pressure loss. Replacing the constant 
pressure model's assumption of uniform pressure with a pressure relationship 
including losses gives: 
(46) 
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Applying Takizawa's formula to estimate the level of losses in the junction gives: 
11A =CM~ 
I l (47) 
Pt 
or 
(48) 
The next step is to substitute into the pressure relationship equation, expand and 
simplify in terms of the Riemann variables. 
Pt(l-CtM; )= Pt-i (1-C;_1M;._i) 
At-f3t 
M. = U; = k-1 
1 4 Ai+J]i 
2 
(49) 
(50) 
(51) 
(52) 
(53) 
Pressue is related to the Riemann variables by the isentropic expansion relationship: 
(54) 
(55) 
The presence of Pref in the above equation is then eliminated to normalize the 
resulting equations for numerical solution. The continuity equation along with n-1 
pressure ralationship equations are solved for the vector of unknown J3 values. As 
there is no general analytical solution the equations are solved numerically. The 
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numerical solution of nonlinear systems of equations is generally done by Newton's 
method, which requires the Jacobian matrix of partial differentials. 
8fi 8/i 8fi 
8/J1 8/321 8/Jn ~/31 Ii 
8/2 8J; 8/2 ~/32 J; 
8/J1 8/32 8/Jn = (57) 
8fn 8fn 8fn ~Pn In 
8/J1 8/32 8/Jn 
The above relationship is analagous to fitting a line to a curve and solving for the 
independent variable to find a zero. As in the case of a line, the round off error in the 
calculation will result in some level of error in the solution. Consider the above 
matrix equation in the case where n= 1 : 
df !lx = -f 
dx 
(58) 
A soulution is found by dividing -f by the derivative. The error in this solution is 
magnified when the absolute value of f is much smaller than the absolute value of 
the derivative. In the case where the derivative has an error greater than the 
absolute value of f, no solution can be found because the solution is smaller than the 
error. In the same manner the system of equations above is subject to the same 
constraints on the error. To help generate a solvable system, the magnitude of the 
Jacobian matrix and the magnitudes of the function and solution vectors should be 
as close as possible. When the physics problem has a solution that is sensitive to 
small changes in input the result is such an ill-conditioned system. In general the 
pipe junction problem tends to be ill-conditioned because small changes in pressure 
can result in the reversal of flow in any given branch. The ill-condition of the system 
is inherent in the physical problem, so there is no method to manipulate the 
equations to eliminate it completely. Ill conditioned systems can generally be solved 
when there is a unique solution by taking small steps toward the solution. If we 
consider the above equations, directly solving for the unknowns that result in f=O with 
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Newton's method will result in a solution vector totally dominated by the error. 
Newton's method is rather used to provide the direction of the solution, which is then 
approched in several steps. The magnitude of each step will be chosen so that it 
guarantees a reduced magnitude of the vector of functions, f. Checks must also be 
made to ensure that the steps that are taken will eventually converge to zero in a 
finite number of steps. By finding appropriate smaller steps in the same direction, a 
solution can be found if it exists. The empirical nature of the pressure loss equations 
do not necessarily guarantee a non-trivial solution, so the junction routine was written 
to revert back to the constant pressure model when the solver does not return a 
solution. Internal checks were also provided to show the percentage of the 
timesteps where the constant pressure model was used. 
Carburetor Boundary Calculation 
In the single cylinder program, a carburetor was assumed to be located 
upstream of the intake pipe. The boundary condition was treated as a constant 
pressure calculated from steady-flow testing of the carburetor. Carburetors are 
tested according to an SAE standard and rated in terms of an advertised CFM, or 
cubic feet per minute of air. This CFM rating is used by engine builders to size the 
carburetor to an engine. By using the CFM rating of the carburetor and the standard 
test conditions, a linear relationship of pressure drop as a function of mass flow is 
assumed. The pressure drop is then adjusted after each 720-degree engine cycle, 
based on the calculated mass flow through the inlet boundary. 
Other Boundary Conditions 
The original single-cylinder program used a special boundary condition 
calculation at the junction of the primary header (the pipes that carry exhaust gas 
away from each cylinder) to the collector where these pipes join. This specialized 
calculation was intended to simulate the junction of (usually four) primary header pipe 
tubes with the collector and the rest of the exhaust system. The multi-cylinder model 
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provides detailed simulation of the gas exchange processes in all the branches of an 
exhaust header system, so this empirical model is no longer necessary or desirable. 
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CHAPTER 4. RESULTS AND DISCUSSION 
Simulation software is often used to tailor an engine design to suit a particular 
application by conducting optimization studies. Original equipment manufacturers of 
automotive engines have different goals and constraints than those of racing engine 
builders. OEM engines are expected to idle smoothly and run quietly, whereas 
racing engines must maximize power as the primary concern. A typical racing 
application involves taking a production automotive engine and modifying it within the 
constraints of the sanctioning body's rules. Takizawa et al. (26) provide engine 
design and performance data, as well as simulation results, for the production 
automotive engine they studied. The data they provide is suitable as a starting point 
for demonstrating how the software developed in this project can be used to modify 
the design of a production automotive engine for racing. This exercise will 
demonstrate the validity and utility of the new program. The goal of the study was to 
use the software to modify the design of the camshaft, intake manifold, and exhaust 
system to maximize average the volumetric efficiency from 3000 to 6000 rotations 
per minute. Volumetric efficiency is the ratio of the mass trapped in the cylinder at 
intake valve closing to the mass that would exist in the cylinder at atmospheric 
pressure and temperature. The mass of air trapped in the cylinder has a direct effect 
on the power that can be generated by an engine. Volumetric efficiency is the metric 
most used by engine designers to evaluate an engine's efficacy for this reason. The 
goal of optimum volumetric efficiency at elevated engine speed is typical of the 
desired result in a racing application and will result in a torque curve drastically 
different from the one generated by the unmodified OEM engine. 
The approach to optimization was simply to vary one or two design 
parameters over a wide range of reasonable values with other parameters held 
constant. Subsequent optimization runs used all previously determined optimized 
values. The measure of the engine's fitness for a racing application was quantified 
as the area under the volumetric efficiency curve with engine speed as the abscissa. 
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By quantifying the objective, decisions can be made simply by comparing this 
integrated value. Although more sophisticated methods for optimization of 
multivariate systems are available, the author has found the result of this simple 
brute force method to be adequate when the interactions between variables are well 
known. Optimization methods are helpful if not absolutely necessary when a single 
test case requires considerable cost or time, when the goal is not easily quantified, or 
when the optimization variables have strong interdependence. The simulation 
developed here requires very modest computing resources, and the goal was 
quantified as a single value. Valve timing phase and duration have very strong 
interdependence, so in this study both values were varied simultaneously in a matrix 
of simulation runs to ensure that a global optimum was reached. 
Optimization was limited to the camshaft, intake, and exhaust systems. 
Typical modifications of OEM engines for racing include changing the camshaft, 
porting the heads, changing intake manifolds, and replacing the exhaust manifolds 
with tubular headers. An engine's camshaft controls the opening and closing of the 
valves, so camshaft changes are done to change valve timing. Porting the heads 
involves grinding and polishing the passages that transport gasses to and from the 
valves. These passages in the head are referred to as ports. Intake manifolds 
contain passages that distribute intake charge from an upstream component to the 
ports in the heads. Exhaust manifolds are normally cast iron components that 
contain passages for transporting exhaust gasses from the heads to downstream 
components of the exhaust system. In racing applications, these manifolds are often 
replaced with welded steel tubes known as headers. These changes are consistent 
with the design parameters varied in this study. 
The initial step of the study was to build a model of the engine described in 
the paper. The paper included data on pipe lengths and diameters, valve diameters, 
bore, stroke, and valve timing. Figure 2 shows the layout of the engine with the 
elements numbered as they were in the simulation model. The engine is a four 
cylinder, four-stroke, naturally aspirated engine with a displacement of two liters. 
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This engine is typical of those produced for production automobiles at the time the 
paper was published. Some data critical to calibrating an engine model was not 
included such as spark timing, valve lift profiles, valve flow coefficients, and air/fuel 
ratio. Without this missing data included in the model, the simulation results can only 
be expected to show limited similarity to the published volumetric efficiency vs. 
crankshaft speed curve. A reasonable effort was made to calibrate the model by 
varying three unknown input parameters, the intake and exhaust valve gross lift and 
the throttle diameter. By varying these three parameters, the volumetric efficiency 
output from the simulation agrees well with the published experimental data. Figure 
3 shows a comparison of the data taken from Takizawa et al. (26) to the results of 
the simulation after some calibration. All of the data points are within three percent 
of the experimentally determined value. From this point on, the goal of the study was 
to construct a model with the highest average volumetric efficiency from 3000 to 
6000 rpm . . 
Intake Exhaust 
Carburetor 
pipe 1 
Exit 
Figure 2: Engine Configuration and Pipe Arrangement of the Engine Studied 
in Takizawa et al. 
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to the Simulation Developed Here After Calibration of the Model 
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Takizawa et al. (26) provide the results of calibration of the various methods 
used as well as dynamometer data. Their modified constant pressure model was 
used with varying loss coefficients to find the best agreement. The paper also 
reports the value of peak volumetric efficiency calculated with the constant pressure 
model. The values vary from 79.3% with the loss coefficient equal to 0.5, to 87.3% 
with the constant pressure model. The program developed here calculated a value 
of 87.86% at the peak, a difference of only 0.56%. Attempts were then made to 
apply the homentropic modified constant pressure model with this program. Varying 
the loss coefficient from 0.05 to 0.5, the model was well behaved only for low-speed 
conditions. At speeds above 3000 rpm, the calculation stopped due to floating point 
errors for all cases except for the loss coefficient of 0.5, which produced poor results. 
Upon further investigation, the floating-point errors were occurring in the cylinder 
calculation. Blair's cylinder calculation, unchanged from the single-cylinder program, 
does not solve for the pressure in the cylinder and the mass flow through the valve 
simultaneously, rather it is assumed that the pressure will not be greatly influenced 
by the flow through the valve. Under conditions where the mass flow is high enough, 
the resulting pressure calculated can be negative. These exceptions were a 
symptom, rather than the cause of the problem. In the modified junction calculation, 
the equations do not guarantee a solution. The method of Takizawa includes the 
energy equation in its solution, and was used within the framework of a method that 
allows for increasing entropy. The method used here cannot account for changes in 
entropy, which should result from a pressure loss. This mixing of assumptions was 
thought to be the reason that the junction model did not converge to a reasonable 
solution when mach numbers and pressure losses increased due to increased 
engine speed. Takizawa reports that this method was not used in the exhaust 
system where velocities are higher, but only in the five-branch intake junction. 
The junction model of Corberan (25) did not employ such an empirical set of 
equations, so this model was attempted with the same solver as that used for the 
modified constant pressure model. Corberan introduces an alternative equation to 
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those solved by Benson, but within the framework of a homentropic method, the 
models are identical. In the non-homentropic method of characteristics, the entropy 
level is expressed as the ratio of the speed of sound to the speed of sound after an 
isentropic change to the reference pressure. The entropy balance equation and the 
conservation of energy equation are identical when the reference speed of sound is 
identically the speed of sound after an isentropic change to the reference pressure. 
So, in the homentropic model, the introduction of an energy balance results in an 
entropy balance. Using the equations suggested by Corberan the solver did not 
result in floating-point errors, but quietly returned the same solution as the constant 
pressure model. 
Changes made by racing engine builders are usually done to reshape the 
torque curve. Perhaps the single most effective way to reshape the torque curve is 
to change the valve timing. In this optimization study, it was assumed that the 
camshaft profile would not change, but rather the same profile was scaled to provide 
the desired valve events. This assumption is made due to the lack of measured 
camshaft profiles available for the engine used in this study. Ideally, the profile used 
in the engine tests would be measured and used in the simulation. This assumption 
does not provide the most accurate results, given that racing camshafts typically 
have different profiles to limit accelerations in valvetrain components. Camshaft 
lobes must be designed to limit the acceleration of the valve train components. The 
acceleration induced by the action of the camshaft increases with engine speed 
because the acceleration in terms of camshaft angle is constant. For this reason, the 
profile of a camshaft designed for racing will have much lower angular acceleration. 
Ideally, camshaft timing would be optimized by selecting actual camshaft profiles 
available, or including dynamic models for the valvetrain. Often, racing engine 
builders have equipment to measure the lift curves from a camshaft and digitize the 
lift vs. camshaft angle automatically. These digitized profiles can be read into 
Dynomation without any further processing. The procedure in this case would be to 
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select several candidate camshafts, measure the lift curves from each one and then 
simulate each valve timing change with the measured profile. 
With these considerations in mind, it should also be noted that because 
mechanical considerations are the limiting factor in camshaft design, a design 
procedure that includes simulation should take these factors into account. This is 
not to say that the simulation in this study is not valuable, but rather that it is 
fundamental to always consider how the assumptions underlying any method of 
analysis will affect the results. The simulation presented here will show engine 
designers the effects of valve timing on performance, providing a realistic valve lift 
schedule is the user's responsibility. Using measured lift schedules would be the 
preferred method for racing engine builders. One alternative to using measured lift 
curves is to include mechanical models for the valvetrain. This is the procedure 
often used by engine manufacturers. 
The first parameters optimized were exhaust valve phase and duration. 
Because the software takes valve timing input in terms of valve opening and valve 
closing events, a simple shell script was written to alter the phase and duration of the 
input file used in the calibration. The script loops through values of phase and 
duration change, calculates opening and closing events, then creates an altered 
copy of the input file in a separate directory. The results were analyzed by reading 
the average volumetric efficiency and selecting the case with the highest value as 
the optimized case. Figure 4 on the following page shows a comparison of the 
calibrated simulation to the results of the simulation with optimized exhaust valve 
timing. The simulation shows a substantial increase in volumetric efficiency over the 
entire speed range of interest. In general, the modifications made for racing engines 
will result in a trade of improved high-speed performance for reduced low-speed 
performance, however there are exceptions to this rule. In the case of exhaust valve 
timing, optimizing for maximum airflow is not done by the original equipment 
manufacturers at any speed. The limiting factor for exhaust valve timing is idle 
quality. A camshaft with high valve overlap will allow a significant quantity of the 
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intake charge to escape into the exhaust system at idle. Such camshafts have much 
improved airflow at high engine speeds, but provide unacceptable idle quality and 
stability. Substantial improvements in performance at high speed can be gained 
because of these limitations of production engines. 
It is worth noting that idle quality can be assessed with models such as this 
one in only limited cases. The model employed by Blair and used in this study 
assumes that flow into the cylinder through the intake valve is decelerated to zero 
velocity while flow out the exhaust valve must be accelerated from zero velocity. No 
information concerning the combustion chamber geometry is input, so this program 
cannot assess how this geometry affects the flow of air through the engine. Quite 
often in cases of high valve overlap, intake mixture flowing in through the intake 
valve can short-circuit to the exhaust valve without decelerating to zero velocity. The 
underlying assumptions for this program do not account for these phenomena. That 
fact must be considered when deciding how to analyze a particular situation, and 
what tools to use in that analysis. Generally, this particular shortcoming is of little or 
no concern as it only significantly affects off-design operating conditions. 
With optimized exhaust valve timing the optimization study progressed to 
exhaust port length and diameter. Using the optimized exhaust valve timing, the port 
length was then varied over a wide range and the value that provided the highest 
average volumetric efficiency was noted. In most instances, production automobile 
exhaust systems are not designed with performance as a key requirement. 
Packaging the exhaust system in the space-limited engine compartment is usually 
the primary consideration. Racing engines typically do not suffer from such space 
constraints because they are primarily installed in front-engine, rear-wheel drive 
vehicles that lack climate control and emission control equipment. Production 
automobiles must also consider the proximity of the hot exhaust manifold to heat 
sensitive components. Exhaust systems as manufactured for consumer use are 
rarely used in racing applications, because the gains to be made from installing a 
tubular header system are significant. Figure 5 on the following page shows the 
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results of optimizing the exhaust pipe diameters and the primary pipe length. As the 
production exhaust system used pipes of the same diameter throughout, this 
diameter was altered to find the optimum. 
Examination of Figure 5 shows that the gains made by optimizing the exhaust 
port length and diameter are quite small when compared to the gains provided by the 
optimized exhaust valve timing. This result demonstrates the importance of valve 
timing on the performance of an engine. 
Up to this point the intake system of the engine was not altered. Figure 6 
shows the results of optimizing the intake valve timing, while using the previously 
determined optimized exhaust system. As with the exhaust valve timing, the intake 
valve's phasing and duration were varied in a matrix of simulation runs to determine 
the optimum combination. Substantial gains were made at the higher end of the 
optimized speed range. Figure 6 also shows that the engine speed at which peak 
volumetric efficiency is attained has now shifted to the center of the optimized speed 
range. 
The next input variable to be optimized was the intake port length. Port 
lengths determine the engine speeds at which tuning will improve the volumetric 
efficiency. A tuned intake system is one in which the pressure wave propagation in 
the intake system results in an increase in volumetric efficiency. Now that the other 
input parameters have been optimized, the new design will produce more 
pronounced pressure waves in the system. The stronger pressure waves allow for 
even greater improvements in performance. Figure 7 shows the results of optimizing 
the intake port length. 
Port diameter also has a strong influence on the airflow characteristics of an 
engine. A port that is too small in cross-sectional area will have increased friction 
due to high gas velocities. A port that is too large will dampen the pressure waves 
propagating through it. The dampening of pressure waves is the result of a larger 
volume of gas compressed as the pressure wave propagates through the duct. The 
larger the duct diameter, the lower the amplitude of the pressure waves. This is one 
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area in which racing engine builders have always been aware of the need for 
modification. In the past, production engines were almost always modified for racing, 
rather than custom-made racing-only engines. These production engines had 
smaller than optimum ports for racing, and the amount that their size could be 
increased was limited by the presence of bolt bosses and water jackets. Although it 
is common knowledge in the racing world that small ports have high frictional losses, 
it is not widely known that too large an intake port is also detrimental. This 
knowledge is beginning to propagate through the racing industry, partly due to the 
more sophisticated methods now used widely, such as simulation. Figure 8 shows 
the results of optimizing the intake port diameter. The results of this optimization 
show a nearly fifteen percent gain in volumetric efficiency at the peak value. The 
optimum intake port diameter was found to be one and a tenth inches. This port 
diameter is nearly two tenths of an inch smaller than the diameter of the engine as 
manufactured, yet provides significant increases in volumetric efficiency at these high 
engine speeds. OEM engines are often designed to negate the effects of pressure 
wave tuning. Tuned intake systems can only be tuned at certain engine speeds, at 
other speeds, the pressure wave action is detrimental to engine performan*ce. OEM 
engines require flat torque curves for drivability. Tuning the intake system for a 
certain engine speed would result in increased output for that speed, but decreased 
output at other speeds. The result is a higher peak output, but a torque curve with 
peaks and valleys at the tuned and de-tuned engine speeds. 
The optimization of the exhaust port length occurred at a stage in the design 
where many of the input variables had been set to produce a production automobile 
with smooth idle, but other input variables had been optimized for a much different 
condition. The design of the exhaust system is such that the other pipes in the 
system could also contribute to the tuning. The lengths of the secondary pipes in the 
exhaust system have been left unchanged at this stage. 
The intake system in this engine includes another pipe from the carburetor to 
the manifold junction. This pipe provides yet another possible opportunity for 
~100 
Q -
(.) 
C: 
(I) 
(.) 
iE 90 w 
(.) 
'i: ...., 
(I) 
E 
::::l 
0 > 80 
_.._ Baseline Simulation 
- ...(~ Optimized Intake Port Length 
39 
-<l>- Optimized Intake Timing 
- ::f:-Optimized Intake Port Diameter 
60 ---------+------+------------+-------+------
3000 3500 4000 4500 5000 5500 
Engine Speed (rpm) 
Figure 8: Comparison of Calibrated Simulation Results with Results After 
Optimizing Intake Port Diameter 
6000 
40 
optimization. The lack of response of the exhaust system to primary pipe lengths 
was likely due in part to de-tuning effects of the downstream tubes, or perhaps that 
the initial values were already close to the optimum. Figure 2 shows the connections 
of the various ducts in the engine to the junctions, cylinders and atmospheric 
boundaries. 
The engine as presented in the paper by Takizawa contains five pipes in the 
intake system. The first pipe had a constant diameter of about two inches, and a 
length of about sixteen inches. The diameter and length of this pipe were then 
varied to find the best performance. In this case, an optimum was not found. The 
best performance occurred at sixteen inches in length, with the maximum diameter 
simulated, nearly seven inches. To check that the volumetric efficiency was 
increasing without bound, pipe diameters of 12 and 22 inches were also simulated. 
The results showed that volumetric efficiency kept improving by smaller amounts 
with each increase in primary pipe diameter. The continuing improvement in 
performance with larger pipe diameter is due to the carburetor being upstream of this 
pipe. As the volume of the primary pipe approaches infinity, the pressure at the 
junction end of the pipe approaches a constant value. As no optimum was found, 
the initial dimensions of this pipe were left unchanged and the optimization continued 
on to the downstream tubes in the exhaust system. 
Exhaust pipe 7 in Figure 2 was first to be modified. Tuning effects continue to 
influence performance downstream of the primary header tubes (numbered one 
through four). The base engine model employed a pipe of 90 inches in length. The 
optimization procedure produced a pipe length of 25 inches, a substantial decrease 
in length. Decreasing the length of pipe 7 from 90 to 25 inches gave a five percent 
increase in volumetric efficiency, which is partly due to tuning and partly due to the 
reduction in friction. Without a particular vehicle application in mind, the optimization 
was not constrained to a range of pipe lengths but was allowed to find the optimum 
wherever it was. If a particular vehicle had been specified, the geometric constraints 
of the exhaust system would have suggested minimum and maximum values for 
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these lengths. This is not to suggest that this is an unreasonable value for some 
racing applications, sprint cars often have very short exhaust systems with little, if 
anything, downstream of the headers. 
The next pipes to be modified were those between the primary header tubes 
and the final collector. These tubes are numbered five and six in Figure 2. Because 
of the symmetry in the system, it was decided that the length and diameters of pipes 
five and six should be equal. Figure 9 shows the results of optimizing the lengths 
and diameters of exhaust pipes 5, 6 and 7. At the conclusion of the optimization, the 
peak volumetric efficiency was over 115%, a substantial increase over the production 
engine design. Vorum (37-38) reports that volumetric efficiency has been measured 
as high as 118% with tuned intake and exhaust systems in naturally aspirated 
engines, like the one studied here. The results also show some interesting trends. 
The optimum diameter for pipes five and six was slightly more than a quarter of an 
inch smaller than the primary header pipe diamE?ter. This contrasts to the last pipe in 
the system, which was optimized at two and a quarter inches in diameter. This result 
is curious, but due to the complex flow conditions, it cannot be eliminated as an 
unreasonable result. When a pressure wave reaches a junction boundary, part of 
the wave is propagated down the pipe where the flow is exiting, while other part of 
the wave is reflected back down the pipes flowing into the junction. The changes in 
diameter have an effect on the relative magnitudes of these pulses, so it is likely that 
a step down in diameter in pipes five and six results in pressure wave reflections that 
are beneficial to the engine's performance. It should also be noted that the 
diameters were always the same at both ends of every pipe. It is possible and 
reasonable to vary these diameters in an exhaust system, however the typical racing 
exhaust system is constructed from steel tubes of constant diameter, so introduction 
of tapered tubes would introduce problems in fabricating the resulting system. 
42 
--+-- Baseline Simulation - ~ -Optimized Intake Port Diameter 
--a-optimized Tailpipe --0-Optimzed Secondary Exhaust Pipes 
100 -
(.) 
C: a, ·c:; 
ti: 90 w 
(.) 
'i: -a, E 
:::s 
0 > 
80 
60 +--------1-------+------l-------+-------+--------l 
3000 3500 4000 4500 5000 5500 
Engine Speed (rpm ) 
Figure 9: Comparison of Calibrated Simulation Results with Results After 
Optimizing Secondary Exhaust Pipes, Numbered 5,6 and 7 
6000 
43 
Although it is not common to use tapered tubes in a racing exhaust system, it 
is common to change the configuration of the tubes from that of the production 
vehicle. Engine builders have known for many years that a 90-degree VB engine 
responds to a tri-Y configuration (similar to that in Figure 2) at lower speeds, and 
responds to a four into one collector at higher engine speeds. 
To assess the performance of this type of exhaust system, a model of this 
engine was built with the exhaust system configuration of Figure 10. This 
configuration is probably the most common type used on 90-degree VB engines for 
racing applications, one header on each bank of cylinders. Because an inline four-
cylinder engine has firing pulses at different times than one bank of a VB engine, it 
was not known at the outset whether this configuration would be of benefit under 
these conditions. The analysis of a change in engine pipe configuration was a key 
goal for this project. The single cylinder Dynomation model could not evaluate such 
a change in any way. The new header design was configured with the same lengths 
and diameters as the previous model for pipes one through four. Pipe five was 
varied in length and diameter to find the optimum values. 
Figure 11 shows the results of the simulation with the new design compared 
to the configuration of the original system. Both exhaust systems were optimized to 
find the lengths and diameters that produced the highest average volumetric 
efficiency from 3000 to 6000 rpm. The performance of the four into one header is 
better than that of the conventional system by a substantial amount. The volumetric 
efficiency with the four into one collector is worse at the low end of the speed range 
by less than one percent, but is consistently around two percent higher throughout 
most of the speed range. Optimization of the intake and exhaust system has now 
concluded with the peak volumetric efficiency at 11 Bo/o. 
To check that a local maximum was reached, the optimization studies were 
again run, this time with the optimized system's input parameters used as the starting 
point. As before, a few parameters were varied and the values that produced the 
highest average volumetric efficiency were noted and used as input for the next 
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parametric study. According to the assumptions of the optimization, the input 
parameters that result from the second optimization should be the same as the input 
parameters that resulted from the first optimization. Analysis of the results showed 
this to be the case. This second parametric study showed that the method of 
optimization used here is capable of finding the set of input parameters that result in 
optimized volumetric efficiency. 
Intake Exhaust 
Carburetor 
pipe 5 
pipe 1 
Exit 
pipe4 
Figure 10: Engine Configuration With Exhaust System Modified to use a Four 
Into One Collector Style Header 
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CHAPTER 5. CONCLUSIONS 
In this thesis, a single-cylinder internal combustion engine program was 
extended to include multi-cylinder modeling with arbitrary connections between 
pipes. A comparison to experimental data taken from the literature showed that 
volumetric efficiency was predicted within three percent of the measurements. This 
program was then used to optimize the design of a production automotive engine to 
produce maximum average volumetric efficiency in the speed range of 3000 to 6000 
rotations per minute. The maximum volumetric efficiency of this engine was 
increased from 88% to 117. 6% by redesigning the intake and exhaust systems, 
including the camshaft. 
1. The homentropic constant pressure model provides an adequate junction model 
for calibrating to engine test data to within a few percent. 
2. Selection of camshaft timing should be done with mechanical limitations 
considered. 
3. If the interactions between input parameters are considered, optimization of an 
internal combustion engine design can be simplified by considering one or two 
input parameters at a time. 
4. The program developed in this project can simulate alternative manifold systems 
and quantitatively compare their effects on engine performance. 
5. The software developed in this project can be very helpful to racing engine 
designers if used properly. 
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