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ABSTRACT
My research deals with highly topical areas of astrophysics, such as planet habitability, stellar
evolution, the origin of fast radio bursts, the evolution of debris discs, and the dynamics of accre-
tion discs in binary and higher-order star systems. Accretion discs around binary star systems are
ubiquitous in the galaxy and planet formation is thought to occur within these discs. Circumbi-
nary discs are commonly observed to be misaligned with respect to the binary orbital plane. A
misaligned circumbinary disc eventually evolve to a stable orientation, either coplanar or polar
with the binary orbital plane. The process of disc alignment has important implications for planet
formation. By understanding the structure and evolution of these discs and also debris discs, I
shed light on the observed characteristics of exoplanets. The majority of my doctoral research is
to study the gas dynamics in binary and higher-order star systems with an emphasis on explaining
observations and developing theoretical models to better constrain planet formation mechanisms.
My results unravel robust planet formation scenarios, which have far reaching implications for the
present and upcoming observations from space telescope TESS. Furthermore, the next-generation
telescopes, such as James Webb Space Telescope and Thirty Meter Telescope will fuel the discovery
of planets within binary and higher-order star systems.
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consistent with the observation. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 201
7.16 Disc evolution for a circumbinary disc with varying the ↵–viscosity parameter. The
binary components are shown by the red dots. Beginning from the top-left panel
we show the initial conditions, ↵ = 0.01 ( run6 from Table 7.3), ↵ = 0.05 ( run7),
and then ↵ = 0.1 ( run8). The disc evolution is shown at a time t = 500Porb.
The colour bar denotes the gas density. We show the view looking down on to the
binary orbital plane, the x–y plane. For higher viscosity values, the disc is more
prone to breaking. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 204
7.17 The surface density profile taken from run6 (↵ = 0.01, black), run7 (↵ = 0.05,
blue) and run8 (↵ = 0.1, red) at a time t = 500Porb. The wave-like regime is
shown by the solid line and the diffusive regime is denoted by the dotted lines. At
lower viscosities more typical of protoplanetary discs, the smooth surface density
profile shows no sign of breaking. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 206
7.18 The surface density profile taken from run6 (rin = 40 au, black), run9 (rin = 30 au,
purple) and run10 (rin = 20 au, yellow) at a time t = 1000Porb. Disc material
close to the binary will cause the disc to break, showing a deep depression in the
surface density profile. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 207
7.19 Disc evolution for a circumbinary disc with varying the the initial inner disc radius.
We show rin = 40 au ( run6, left panel) and rin = 20 au ( run10, right panel). The
binary components are shown by the red dots. The disc evolution is shown at a
time t = 1000Porb. The colour bar denotes the gas density. We show the view
looking down on to the binary orbital plane, the x–y plane. Disc breaking occurs




Star formation takes place in dense molecular clouds, where the gas and dust are located within
the interstellar medium. These molecular clouds are often subject to perturbations, for example
from nearby supernovae explosions, which trigger the collapse of the clouds and the formation
of stellar embryos. When hydrostatic equilibrium is achieved, the stellar embryo evolves to a
protostar. Eventually, the core temperature surpasses the critical temperate to ignite hydrogen
fusion – evolving the protostar into a star. During the protostellar core phase, significant rotation
of the core is present due to the conservation of angular momentum from the collapsing cloud.
The surrounding gas and dust that do not form the core, spins down, and forms a centrifugally-
supported disc. The formation of planets occurs within these accretion discs.
The majority of stars that form are part of a binary star system. Duquennoy & Mayor (1991)
found that the ratio of the total number of binaries and higher-order systems to the number of
single-star systems is 1.72. Therefore, since the majority of stars in our galaxy are in binary
systems, it is important to further investigate the formation and evolution of such systems. The
observed binary orbital eccentricities vary with binary orbital period (Raghavan et al. 2010a;
Tokovinin & Kiyaeva 2016). For short binary orbital periods, typically less than about 10 days, the
eccentricities are small, likely because the orbits are circularized by stellar tidal dissipation (Zahn
1977). The average binary eccentricity increases as a function of binary orbital period and ranges
from 0.39 to 0.59. In addition, there is considerable scatter in eccentricity at a given orbital period
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with high eccentricities ⇠ 0.8 or larger sometimes found.
Like discs around single stars, discs consisting of gas and dust likely reside within binary star
systems at early stages. There can be multiple discs present in a binary system. A circumbinary
disc orbits around the binary, while each of the binary components can be surrounded by its own
disc (i.e. circumprimary and circumsecondary discs), as is found in binary GG Tau (Dutrey et al.
1994). Some circumbinary discs have been found to be misaligned with respect to the orbital plane
of the central binary. Misalignment between a circumbinary disc and the binary may occur through
several possible mechanisms. First, turbulence in star-forming gas clouds can lead to misalignment
(Offner et al. 2010; Tokuda et al. 2014; Bate 2012). Secondly, if a young binary accretes material
after its formation process, the accreted material is likely to be misaligned to the orbital binary
plane (Bate et al. 2010; Bate 2018). Finally, misalignment can occur when a binary star forms
within an elongated cloud whose axes are misaligned with respect to the cloud rotation axis (e.g.
Bonnell & Bastien 1992).
Binary-disc misalignments can occur during various stages of stellar evolution. For example,
the pre-main sequence binary KH 15D has a circumbinary disc that is misaligned to the binary
(Chiang & Murray-Clay 2004; Winn et al. 2004). The circumbinary disc or ring around the binary
protostar IRS 43 has a misalignment of at least 60  (Brinch et al. 2016), along with misaligned
circumprimary and circumsecondary discs. The binary GG Tau A may be misaligned by 25 -30 
from its circumbinary disc (Köhler 2011; Aly et al. 2018). There is also evidence that binary
99 Herculis, with an orbital eccentricity of 0.76, has a misaligned debris disc that is thought to
be perpendicular to the orbital plane of the binary (Kennedy et al. 2012). Furthermore, there are
several known circumbinary planets discovered by Kepler, two of which have a misalignment to
the binary of roughly 2.5 , Kepler-413b (Kostov et al. 2014) and Kepler-453b (Welsh et al. 2015).
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This misalignment suggests that the circumbinary disc may have been misaligned or warped during
the planet formation process (Pierens & Nelson 2018).
An initially slightly misaligned circumstellar or circumbinary disc involving a circular orbit
binary nodally precesses about the binary angular momentum vector and evolves towards align-
ment with it due to viscous dissipation in the disc. As a result, the disc becomes coplanar with
the binary (Papaloizou & Lin 1995a; Lubow & Ogilvie 2000; Nixon et al. 2011a; Facchini et al.
2013a; Foucart & Lai 2014). If the binary orbit is eccentric, a low mass circumbinary disc with a
large enough initial inclination can precess around the eccentricity vector (semi-major axis) of the
binary. The disc’s angular momentum vector eventually aligns with the eccentricity vector. This
means that the disc angular momentum is aligned polar (perpendicular) with respect to the binary
angular momentum (Aly et al. 2015; Martin & Lubow 2017a; Lubow & Martin 2018; Zanazzi &
Lai 2018; Martin & Lubow 2018). The disc then lies perpendicular to the orbital plane of the bi-
nary. A massive disc aligns to a generalised polar state at lower misalignment to the binary orbital
plane (Zanazzi & Lai 2018; Martin & Lubow 2019b).
The torque from binary star systems can impact the planet formation process compared to
discs around single stars (Nelson 2000; Mayer et al. 2005; Boss 2006; Martin et al. 2014b; Fu
et al. 2015a;c; 2017). By understanding the structure and evolution of these discs, we can shed
light on the observed characteristics of exoplanets.
The discovery of circumbinary planets (CBPs) has fueled the revisitation of planet formation
scenarios. More than 20 CBPs have been found (Schwarz et al. 2016; Ma et al. 2020). However,
the CBPs discovered by KEPLER are in a nearly coplanar (i < 2.5 ) orientation to the binary
orbital plane. This feature is partly due to observational selection effects because planets orbiting
in the binary plane are more easily detected by the transit method. Since circumbinary discs are
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observed at high tilts, it is presumed that inclined planets may form. Therefore, these inclined
planets may be “hidden” from us by our observational bias. Zhang & Fabrycky (2019) used a
technique for discovering potential polar CBPs, or misaligned CBPs, from the existing ETV dataset
of KEPLER. I believe we are on the cusp of discovering a whole “zoo” of inclined CBPs in the
near future. The confirmation of polar circumbinary discs gives rise to the expectation that polar
planets may form embedded in the disc. However, there are no confirmed circumpolar planets
detected so far. Planets with polar orbits would be harder to detect than the nearly coplanar planets
found by recurrent transits with Kepler. Polar planets may be detected as nonrecurring transits of
the binary or eclipse timing variations of the binary (Zhang & Fabrycky 2019).
The lifetimes of discs around single stars are observed to be around 1–10Myr (Haisch et al.
2001; Hernández et al. 2007; 2008; Mamajek 2009; Ribas et al. 2015). Mass accretion rates
through circumbinary discs may be inhibited due to the tidal torques exerted by the binary, re-
sulting in extended disc lifetimes (e.g., Alexander 2012). There is observational evidence for ex-
tended disc lifetimes for circumbinary discs. For example, the circumbinary gas discs HD 98800
B, V4046 Sgr, and AK Sco have disc ages of 10±3Myr, 23±3Myr, and 18±1Myr, respectively
(Soderblom et al. 1998; Mamajek & Bell 2014; Czekala et al. 2015). The lifetime of protoplane-
tary disks is fundamentally linked to their dispersal mechanisms. The main processes that remove
mass and/or angular momentum from the disc include viscous evolution of the disc (e.g., Shakura
& Sunyaev 1973; Lynden-Bell & Pringle 1974a; Hartmann et al. 1998), photoevaporation by stel-
lar radiation (e.g., Shu et al. 1993; Hollenbach et al. 1994), magnetically-launched jets and winds
(e.g., Königl & Salmeron 2011), and the interaction with newborn planets (e.g., Kley & Nelson
2012). However, the ⇠ Myr timescale for planet formation (Pollack et al. 1996) suggests that this
is not a major factor for rapid disc dispersal required by observations (Alexander et al. 2014). It
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has also been shown that planets likely account for . 1% of the initial disc mass budget (Wright
et al. 2011; Mayor et al. 2011).
After the gaseous protoplanetary disc is dispersed, the remnant planetesimals produce a second
generation of dust through collisions which leads to the formation of a gas-poor, less massive disc
called a debris disc. These debris discs are much cooler in temperature and are analogous to the
Solar system Kuiper belt (e.g., Wyatt 2008; Hughes et al. 2018). Planetary systems that house
debris discs are exceptional laboratories to study the effects of planetary dynamics. Studying
the composition and structure of debris discs can lead to information on exoplanets, such as the
compositions, masses, and orbits (Hughes et al. 2018). Hundreds of debris discs around single
stars have been detected to date in far-IR surveys. Since the dust has a lifetime shorter than the
age of the host star these observations imply that the dust contained in the debris disc is likely not
primordial, at least for main sequence stars with age > 10Myr (Wyatt 2018). The occurrence rate
of debris discs around A and F stars is estimated at ⇠ 25 per cent, while the rate is ⇠ 15 per cent
around G and K type stars (Su et al. 2006; Hillenbrand et al. 2008; Trilling et al. 2008; Sibthorpe
et al. 2018). Studying debris disc evolution and structure can shed light on the origin of planetary
systems.
During the planet formation process, the accumulation of micron-sized dust particles leads
to the formation of planetesimals with sizes of order 1–1000 km (Johansen et al. 2014). After
the protoplanetary disc disperses within a couple of Myr of a star’s birth (Haisch et al. 2001),
the remaining residual planetesimals are the principal constituent of debris discs. The primordial
dust is presumed to be discarded from the disc by Poynting-Robertson (PR) drag within a few
Myr. (Wyatt et al. 2015). Thus, to continuously sustain debris discs, the discs must undergo
collisional cascades that grind the material down to small dust grains (Dohnanyi 1969; Dominik
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& Decin 2003). These small dust grains are detected by observations using thermal or scattered
light emissions and are common around unevolved stars (Moro-Martı́n et al. 2010; Ballering et al.
2017; Anglada et al. 2017).
The detected extrasolar debris discs have shown a variety of morphologies (Booth et al. 2013),
including evidence of multiple components similar to the outer Solar system configuration (Chen
et al. 2014; Kennedy & Wyatt 2014). This provides only circumstantial support to the idea of the
presence of planets within debris disc systems since they can remove dust from certain regions of
the disc. More specifically, many observations of extrasolar debris discs reveal a warm component
(analog of the asteroid belt in the Solar system) and a cold component (analog of the Kuiper
belt) around the host star (e.g., Moro-Martı́n et al. 2010; Morales et al. 2011). The gap between
these two-belt systems may be suggestive of the presence of giant planets (Matthews et al. 2018).
The first extrasolar debris disc was discovered around the star Vega by the Infrared Astronomical
Satellite (IRAS) using thermal emission (Aumann et al. 1984). Over the past couple of decades,
there have been hundreds of extrasolar debris discs that have been discovered (e.g., Wyatt 2008).
The presence of debris discs has been estimated at around 25% for A and F type stars, and close
to 15% for G and K types (Su et al. 2006; Hillenbrand et al. 2008; Trilling et al. 2008; Eiroa et al.
2013; Sierchio et al. 2014; Thureau et al. 2014; Sibthorpe et al. 2018; Hughes et al. 2018).
However, there is a lack of debris discs in binary systems with medium separations between
25 and 135 au (Yelverton et al. 2019). One circumbinary debris ring is observed in the 99 Her
binary system in a polar configuration (Kennedy et al. 2012; Smallwood et al. 2020). The larger
solids in a circumbinary debris disc can be modeled as set of particles on nearly circular ballistic
circumbinary orbits. The particles are not interacting except during close encounters or collisions.
If such a disc is initially inclined with respect to the binary by some arbitrary tilt angle, the orbits
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will undergo differential nodal precession. As a consequence, the disc will not maintain its flat
form and initially nearby orbits may undergo violent collisions (e.g., Nesvold et al. 2016). A low
mass polar (or coplanar) debris disc is an exception to this rule because it does not undergo nodal
precession.
The formation of warm debris belts occurs most likely interior to giant planets (Morales et al.
2011; Martin & Livio 2013a; Moór et al. 2021), which suggests that the existence of these belts
may be linked to these giant planets’ presence. Exo-asteroid belts may coincide with the water
snow line’s position, where beyond this radius, water is found in a solid form (Lecar et al. 2006).
One can assume that terrestrial planets form inward of the snow line and giant planets outside of it
(Raymond et al. 2009). Thus, these belts may have important implications for exoplanets’ habit-
ability based on the delivery of water and other key indigents from asteroidal impacts (Morbidelli
et al. 2000; Raymond et al. 2007; Willbold et al. 2011; Izidoro et al. 2013; Chen et al. 2019a).
All currently known imaged planets have been observed in systems with debris discs (Bowler
2016; Ricci et al. 2015; Marino et al. 2016). In principle, it is then possible to study imaged planets
and discs in the same system while this is difficult in protoplanetary discs due to their high optical
depths (Hughes et al. 2018). Several efforts are currently being made to find a possible correlation
between debris discs properties and imaged planets. Since the planets and the debris disc typical
locations are separated by tens of au, it is not clear how the planets influence the disc detectability.
Debris discs can also be present during the post-main-sequence stages of stellar evolution.
Discs of debris around white dwarf stars are becoming increasingly common and are likely pro-
duced by the disintegration of asteroidal and cometary debris (Gänsicke et al. 2006; Kilic et al.
2006; von Hippel et al. 2007; Farihi et al. 2009; Jura et al. 2009; Farihi et al. 2010b; Melis et al.
2010; Hartmann et al. 2016; Manser et al. 2016; Li et al. 2017; Farihi et al. 2017; Brown et al.
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2017; Bonsor et al. 2017; Miranda & Rafikov 2018; Xu et al. 2018a; Smallwood et al. 2018b; van
Lieshout et al. 2018). There have not been any directly imaged debris discs around neutron stars
since the neutron star may disrupt the belt (Smallwood et al. 2019b), but Shannon et al. (2013)
gives indirect evidence that an asteroid belt with a mass of about 0.05M  may be present around
pulsar B1937+21. Though observations have confirmed no asteroids, the pulsar timing technique
has a high level of precision, allowing for detecting asteroid mass objects (Thorsett & Phillips
1992; Bailes et al. 1993; Blandford 1993; Wolszczan 1994; 1997).
The most prominent example of a multi-debris disc system, other than our Solar system, is
the directly imaged planetary system around HR 8799. This system houses two large debris discs
that bracket four giant planets (Gozdziewski & Migaszewski 2018). Goździewski & Migaszewski
(2014) and Contro et al. (2016) found, through N–body simulations, that mean-motion resonances
shape the inner belt in the HR 8799 system. Other examples of planets interacting with debris discs
include   Pic (Lagrange et al. 2009; Dawson et al. 2011; Nowak et al. 2020; Brandt et al. 2020)
and HD 95086 (Rameau et al. 2013; Su et al. 2015; Rameau et al. 2016). There are numerous
examples of gapped debris discs (potentially formed by undetected planets), including HD 107146
(Ricci et al. 2015; Marino et al. 2018), HD 92945 (Golimowski et al. 2011; Marino et al. 2019),
HD15115 (MacGregor et al. 2019; Engler et al. 2019), HD 206893 (Marino et al. 2020), HD
131835 (Feldt et al. 2017), HD 141569 (Perrot et al. 2016), HD 120326 (Bonnefoy et al. 2017),
and NZ Lup (Boccaletti et al. 2019). Not only do giant planets within the solar system shape the
asteroids belt, but exoplanets also have the potential to shape extrasolar debris discs. Therefore,
the structure of debris discs can be a signpost for the presence of planets.
In the following chapters, I describe the various projects I completed in efforts to further un-
derstand the formation and evolution of planetary systems around single and higher-order star
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systems. The results help to unravel robust planet formation scenarios, which have far reaching
implications for the present and upcoming observations from space telescope TESS. Furthermore,
the next-generation telescopes, such as James Webb Space Telescope and Thirty Meter Telescope
will fuel the discovery of planets within binary star systems. These topics tie into the overarching
question on how planets form beyond our Solar system.
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CHAPTER 2
ON THE ROLE OF RESONANCES IN POLLUTING WHITE DWARFS BY ASTEROIDS
Background
The majority of the stars in the Milky Way (more than 97 per cent) will evolve to become
a white dwarf (Althaus et al. 2010). Spectroscopic observations reveal metallic absorption lines
in the atmospheres of white dwarfs (e.g., Zuckerman et al. 2007; Klein et al. 2010; Vennes et al.
2010; Zuckerman et al. 2010; Farihi et al. 2012; Melis & Dufour 2017; Xu et al. 2018c; Hollands
et al. 2018; Harrison et al. 2018; Doyle et al. 2019; Swan et al. 2019; Bonsor et al. 2020; Doyle
et al. 2020; Harrison et al. 2021; Kaiser et al. 2021; Klein et al. 2021). Around 20 to 50 per
cent of all white dwarfs show traces of metal-polluted atmospheres (Zuckerman et al. 2003; 2010;
Koester et al. 2014). The source of this pollution is thought to be associated with the white dwarf
disrupting and accreting asteroids or small bodies from their primordial planetary systems (Debes
& Sigurdsson 2002; Jura 2003).
The metals eventually sink and diffuse within the atmosphere due to the WD’s intense surface
gravity (Fontaine & Michaud 1979; Vauclair et al. 1979; Koester & Wilken 2006; Koester 2009;
Bauer & Bildsten 2019; Blouin 2020; Cunningham et al. 2021). The stratification timescale for
metals is of the order of days to a few Myr, depending on the composition of the white dwarf’s
atmosphere (Koester & Wilken 2006). Since the diffusion timescale of metals is orders of magni-
tude shorter than the WD cooling ages (Paquette et al. 1986; Koester 2009), polluted white dwarfs
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must be continuously accreting metal-rich material. For a recent review on the dynamics of white
dwarf pollution, see Veras (2016a).
The prevailing scenario for the provision of long term accretion of metal-rich material is that
planetary debris are excited onto star-grazing orbits and ultimately become disintegrated by tidal
forces, forming a debris disc around the white dwarf (Gänsicke et al. 2006; Kilic et al. 2006;
von Hippel et al. 2007; Farihi et al. 2009; Jura et al. 2009; Farihi et al. 2010a; Melis et al. 2010;
Brown et al. 2017; Bonsor et al. 2017; Xu et al. 2018b; Debes et al. 2019; Wilson et al. 2019).
The planetary debris that have been hypothesized as a source include asteroids (Jura 2003; 2006;
Jura et al. 2009; Debes et al. 2012; Veras et al. 2013a; Wyatt et al. 2014; Frewen & Hansen 2014;
Smallwood et al. 2018b; Mustill et al. 2018; Veras et al. 2019; Makarov & Veras 2019; Martin et al.
2020), comets (Veras et al. 2014b; Stone et al. 2015; Caiazzo & Heyl 2017), and moons (Payne
et al. 2016; 2017). There is also evidence for pollution of the atmospheres of white dwarfs in close-
in binaries which contain a circumbinary debris disc (Farihi et al. 2017). Material originating from
the interstellar medium has been ruled out as a source of pollution (Aannestad et al. 1993; Jura
2006; Kilic & Redfield 2007; Farihi et al. 2010b; Barstow et al. 2014).
The mechanisms that could potentially drive white dwarf pollution include mean-motion reso-
nances (Debes et al. 2012; Voyatzis et al. 2013), secular resonances (Smallwood et al. 2018b) and
planet-planet scattering (Payne et al. 2016; 2017). Moreover, the Kozai-Lidov instability may also
provide pollution within binary systems (Hamers & Portegies Zwart 2016; Petrovich & Muñoz
2017; Stephan et al. 2017; 2018). Recently, Veras et al. (2018) computed the critical separation of
binaries required for the atmosphere of a white dwarf to become polluted by Roche lobe overflow
or by stellar winds. The critical separation is only a few astronomical units (roughly agreeing with
Fig.3 in Debes 2006), which implies that other mechanisms are needed for wide-binary systems
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(Kratter & Perets 2012; Bonsor & Veras 2015).
Direct observational evidence for the proposed scenarios is still scarce but more are on the
horizon (e.g., Guidry et al. 2020). Currently, there are only two known white dwarfs to exhibit
periodic transits of planetary debris, WD 1145+017 (Vanderburg et al. 2015; Xu et al. 2016) and
ZTF J0139+5245 (Vanderbosch et al. 2020). WD 1145+017 also exhibits absorption lines from an
eccentric circumstellar gas (Xu et al. 2016; Redfield et al. 2017) and transits of debris fragments
(Gänsicke et al. 2016; Rappaport et al. 2016; Gary et al. 2017; Xu et al. 2018b). Veras et al.
(2017), Duvvuri et al. (2020), and O’Connor & Lai (2020) constrained the interior structure of the
asteroid being disintegrated. The planetary debris in ZTF J0139+5245 has a period of 110 days
and if the debris passes through the tidal disruption radius of the white dwarf, then the material
has an estimated eccentricity of > 0.97 (Vanderbosch et al. 2020). Even if not, disruption of
the progenitor likely occurred within a few Roche radii of the white dwarf (Veras et al. 2020),
still suggesting a highly eccentric orbit. It is estimated that 1% to 4.5% of white dwarfs display
an infrared excess from dust (Becklin et al. 2005; Kilic et al. 2006; Jura et al. 2007; Rebassa-
Mansergas et al. 2019; Wilson et al. 2019). The number of gaseous debris discs around polluted
white dwarfs have increased to about 21 (Dennihy et al. 2018; Manser et al. 2020; Gentile Fusillo
et al. 2020; Melis et al. 2020; Dennihy et al. 2020). Furthermore, a ferrous core fragment has been
discovered orbiting SDSS J1228+1040 (Manser et al. 2019; Bromley & Kenyon 2019; Grishin &
Veras 2019; Veras & Wolszczan 2019; O’Connor & Lai 2020).
The sequence of events leading to pollution by asteroids is thought to be as follows. As a
star’s outer envelop expands, close-in planets are engulfed (Siess & Livio 1999; Villaver & Livio
2007; 2009; Mustill & Villaver 2012; Adams & Bloch 2013; Villaver et al. 2014; Ronco et al.
2020), causing dynamical changes to the system (Duncan & Lissauer 1998). The semimajor axis
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of the surviving objects expands adiabatically, due to the mass loss from the star (Reimers 1977;
McDonald & Zijlstra 2015; Rosenfield et al. 2014; 2016). The mass loss rate can be as high
as 10 4 M yr 1 (Veras et al. 2011). Smallwood et al. (2018b) used secular theory and N -body
simulations to show that in the case of the Solar system, as the Earth is engulfed during stellar
evolution (Schröder & Connon Smith 2008), the ⌫6 secular resonance shifts outwards relative to
the asteroid belt, into a previously stable region of the asteroid belt. Secular resonances occur
when the free apsidal precession frequency of two objects are equal. As the resonance location
shifts outwards, it excites the eccentricities of these formerly stable asteroids thus causing the
debris to be perturbed onto star-grazing orbits and eventually to become tidally disrupted by the
white dwarf. The disrupted material then forms an accretion disc, which subsequently pollutes
the white dwarf atmosphere. Secular resonances can supply a steady pollution of debris to the
tidal disruption radius of the white dwarf over Myr timescales, which is roughly equivalent to the
lifetime of the debris discs (Girven et al. 2012; Veras & Heng 2020).
In the present paper, we extend the work of Smallwood et al. (2018b) by examining the effects
of the mass and orbital semi–major axis of the engulfed planet on the secular resonance shift. We
assume that the planets and the asteroid belt are sufficiently far from the white dwarf to survive
through the red-giant branch and the asymptotic giant branch phases. We summarize the secular
perturbation theory and examine the effect of the mass and orbital semi–major axis of the engulfed
planet on the secular resonance shift. We describe simulations in which we consider two initially
narrow belts of asteroids, the first centered on the ⌫6 resonance and the second centered on the 2:1
mean motion resonance with Jupiter. We consider the effects of engulfed inner planets with an
Earth mass and three Earth masses. We consider white dwarf pollution in other observed exoplan-
etary systems assuming that they have two giant outer planets (similar to Jupiter and Saturn in the
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solar system) and an asteroid belt. Although it is difficult to detect giant planets at large orbital
radii, this configuration may be common (e.g. Martin & Livio 2015). The snow line radius in a
protoplanetary disc is the orbital radius outside of which ice forms (Lecar et al. 2006; Martin &
Livio 2012; 2013a). Giant planets are expected to form outside the snow line radius in a proto-
planetary disc due to the increased solid mass density there (Pollack et al. 1996). The occurrence
rate of Jupiter analogous around solar-type stars is estimated to be 6% (Wittenmyer et al. 2016).
However, the occurrence rate of giant planets rises for the stellar masses typical of WD progenitors
(Reffert et al. 2015), which is around 2M  (Koester et al. 2014; Tremblay et al. 2016). Asteroid
belts are a result of the increased eccentricity of planetesimals inside of the orbit of a giant planet
(e.g. Morales et al. 2011) and thus asteroid belts likely coincide with the location of the snow line
radius (Martin & Livio 2013b).
Secular Theory
In this section, we generally follow the secular theory described by Smallwood et al. (2018b).
The Laplace-Lagrange equations are used to calculate the eigenfrequencies of N planets and the
free apsidal precession rate of a test particle in the potential of the planetary system. The mean
apsidal precession frequency, g0, corresponds to the diagonal term of the Laplace-Lagrange matrix
including the test particle (Milani & Knezevic 1990; Morbidelli & Henrard 1991). The analytical
model we use is expanded to second order in eccentricity and inclination, which indicates that
the secular perturbations are to second order in the orbital perturbation. The circumstellar radii
at which the free apsidal precession frequencies of test particles are equal to any proper mode of
N planets determines the radial location of secular resonances. In the solar system, the ⌫6 secular
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resonance shapes the inner edge of the asteroid belt at about 2 au. At this location, the free apsidal
precession frequency of the asteroids is equal to the proper mode dominated by Saturn.
We consider a planetary system with a total of N planets orbiting a central object with mass
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(2.5)
We find that the g6 eigenfrequency has a value of 22.1300yr 1 (includes only Jupiter and Saturn)
and a value of 22.1600yr 1 (includes all the planets in the Solar System), which is lower by roughly
20% from the more accurate value of 27.7700yr 1 given by Brouwer & van Woerkom (1950) (see
Laskar (1988) for further comparisons). We calculate the free precession rate of test particles in
the potential of the planetary system. In this linear theory in eccentricity and inclination, it is only
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1, if aj < a,
a/aj, if aj > a.
(2.8)
In order to calculate the forced eccentricity excitation of a test particle near the ⌫6 secular
resonance, we follow the procedure in Chapter 7 of Murray & Dermott (2000). We begin with the
eccentricity part of the disturbing function, V sec
ecc
, from the secular theory for N planets including a
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The constants  i are determined from initial boundary conditions, gi is the dominant proper mode





where eji are the scaled eigenvector components corresponding to the eigenfrequencies found from
equations (2.1) and (2.2). The amplitudes eji of the orbital solution for the planets also depend on
the longitudes of perihelion (!̄) of the planets. Thus we assume that all !̄ values are taken at
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Figure 2.1: The free apsidal precession rate of a test particle (blue) as a function of normalized
semi-major axis from the analytic theory. The horizontal lines denote the eigenfrequencies of
Earth (dashed), Jupiter (dotted), and Saturn (solid). Top panel: main-sequence stage with Earth,
Jupiter, and Saturn. Bottom panel: white dwarf stage with only Jupiter and Saturn. The semi–
major axis of Jupiter is aJupiter = 5.2 au in the upper panel and aJupiter = 10.4 au in the lower
panel.
present-day values. Since the time dependence in equations (2.12) and (2.13) are different during









We consider the secular resonance for a planetary system that initially consists of an inner
planet, Jupiter, and Saturn. During the main-sequence stage, Jupiter and Saturn are at their current
orbital locations with their current masses. In the post main sequence stage we take as the mass of
the white dwarf into which the Sun has evolved to be half a solar mass. This is consistent, within
the uncertainties, with the determined initial-final mass relation (Cummings et al. 2018). The inner
planet has been engulfed leaving only Jupiter and Saturn that orbit at twice their current orbital
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separation. It should be noted that during the Sun’s giant branch evolution, Jupiter and Saturn will
not undergo any instabilities with Uranus and Neptune (e.g., Veras 2016b).
We first consider a system in which the inner planet is an Earth mass planet orbiting at a semi-
major axis of aIP = 1au. The top panel of Fig. 2.1 shows the eigenfrequencies of the three planets
during the main-sequence stage (given by the horizontal lines and starting from top to bottom are
Saturn, Jupiter, and the Earth) and the free precession rate of the particle is given by the blue curve.
The asymptotic feature at about 0.2a/aJupiter is the location of the Earth. The location of the ⌫6
resonance in the main-sequence phase is at the outermost crossing of the free precession rate and
the eigenfrequency of Saturn. This is at an orbital radius of about 0.347aJupiter = 1.806 au. The
discrepancy between the secular theory and the observed position, ⇠ 2 au, stems from the theory
being of second-order only, thereby neglecting higher-order terms within the disturbing function.
The bottom panel of Fig. 2.1 is identical but for the white dwarf stage, where the Earth had been
engulfed. The ⌫6 resonance occurs where the free precession rate crosses the eigenfrequency of
Saturn at a = 0.353aJupiter = 3.675AU, where aJupiter is now the adiabatically expanded semi-
major axis of Juipter. Thus, the ⌫6 resonance is shifted outward by 0.006 aJupiter. This means
that in the adiabatically expanded asteroid belt, the resonance shifts by 0.06 au relative to the belt.
These results are independent of the size distribution of the asteroid belt since it is argued that
the individual asteroids should break up into smaller pieces during the asymptotic giant branch
evolution (e.g., Veras et al. 2014a; Veras & Scheeres 2020).
Figure 2.2 shows the corresponding maximum forced eccentricity of a test particle as a function
of semi-major axis (see, e.g., equation (16) in Smallwood et al. 2018b). The maximum eccentricity
for the main-sequence stage and the white dwarf stage are given by the solid-coloured lines and
the black-dotted line, respectively. We consider the effect of the mass of the inner planet, MIP, on
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aIP = 1 au
MIP = 0.5 M⊕
MIP = 1.0 M⊕
MIP = 1.5 M⊕
MIP = 2.0 M⊕
MIP = 2.5 M⊕
MIP = 3.0 M⊕
Figure 2.2: The maximum forced eccentricity as a function of the semi-major axis of a test particle
near the ⌫6 secular resonance during the main-sequence stage (solid lines) versus the white dwarf
stage (dotted-black line). The eccentricity during the main-sequence is calculated with an inner
planet, Jupiter, and Saturn. As the star evolves towards the white dwarf stage, the inner planet is
engulfed. The colored lines show a different initial mass of the inner planet, MIP, as indicated
by the legend. The inner planets’ semi-major axis is fixed to aIP = 1au. The region of high
maximum eccentricity in the coloured lines that does not overlap with the region of high maximum
eccentricity in the dotted lines represents the region where previously stable asteroids that undergo
increased eccentricity growth due to secular resonant perturbations. The analytic theory is not
accurate for such high values of the eccentricities (e & 0.2), but we show it as an illustration of the
effect.
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the resonance shift. The various coloured lines show the maximum eccentricity for test particles
when varying the mass of the engulfed planet for a fixed semi-major axis of the engulfed planet of
aIP = 1 au. The region of high maximum eccentricity in the coloured lines that does not overlap
with the region of high eccentricity in the dotted-line indicates where previously stable asteroids
undergo higher eccentricity growth by secular resonant perturbations due to the engulfment of the
Earth-like planet. The more massive the inner planet, the wider the region of high eccentricity
growth and the smaller the radius of the orbital location of the resonance in the main-sequence
stage. The maximum eccentricity in the post-main sequence stage is the same independently of the
mass of the engulfed planet. Hence, the dotted line is identical for each case. The more massive
the engulfed planet, the more significant the secular resonance shift.
We also explored how the semi-major axis of the inner planet affects the resonance shift.
Fig. 2.3 shows the maximum eccentricity for test particles when varying the semi-major axis of the
engulfed planet for a fixed mass of the engulfed planet of 1M . The larger the semi-major axis of
the inner planet, the broader the region of high eccentricity growth and the smaller the radius of
the orbital location of the resonance in the main–sequence stage. As the engulfed planet’s orbital
separation increases so does the resonance shift distance.
The forced eccentricity and hence the location and width of the secular resonance is unchanged
if the planet and star masses are all changed by the same factor. This means that, unlike mean-
motion resonances, secular resonances don’t broaden with stellar mass loss. However, systems of
lower-mass outer planets with the same semi-major axis ratio should also be efficient at delivering
planetary material through secular resonances. The time-scale for eccentricity excitation would
be longer, but this may allow metal delivery to the white dwarf over longer time-scales without
the belt being depleted (e.g., Mustill et al. 2018). The behaviour of the secular resonances beyond
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aIP = 0.5 au
aIP = 0.7 au
aIP = 0.9 au
aIP = 1.0 au
aIP = 1.1 au
aIP = 1.2 au
Figure 2.3: Same as Fig. 2.2 but with a fixed inner planet mass, MIP = 1M , at different initial
values of semi-major axis of the inner planet, as indicated by the legend.
22
the linear regime may be different, reducing the delivery efficiency, but this could be tested with
N–body simulations, which we show in the next section.
In the next section, we use N–body simulations to examine how the engulfed planet’s mass
relates to the resonance shift and we compare the effectiveness of the secular resonance to mean–
motion resonances at driving tidal disruption events.
N–body Simulation Setup
We use the symplectic integrator in the orbital dynamics package within MERCURY (Chambers
1999) to simulate a planetary system with an asteroid belt during the main-sequence stage and
then during the white dwarf stage (skipping the giant branch phases). This is a pure N-body
setup, meaning we neglect any gas drag or radiation forces during the RGB/AGB phases. During
the main-sequence phase, we assume the Sun, the inner planet (representing Earth), Jupiter, and
Saturn to have the present-day orbital parameters, respectively. For the white dwarf models, the
mass of the central object is halved, and the inner planet is removed from the simulation under the
assumption that it is engulfed during stellar evolution. All surviving bodies that have orbital radii
well below a few hundred au of the star expand adiabatically (Veras et al. 2013c). This adiabatic
expansion is relevant when the timescale for mass loss is much longer than the orbital periods of
the surviving objects.
We explore the dynamics of the secular resonance shift by planetary engulfment for two masses
of the inner planet, M = 1M  and M = 3M . Based on the analytical approximation presented
in Fig. 2.2, we expect that the 3M  case should produce more tidal disruption events compared
to the 1M  case. Debes et al. (2012) found that as the mass of the central star decreases, the
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Table 2.1: Simulation models denoting the evolutionary stage, main-sequence (ms) or white dwarf
(wd), the mass of the inner planet (MIP), and whether the simulation modelled the ⌫6 secular
resonance or the 2:1 mean-motion resonance. The models labeled with ”no planet”, are simulated
without a inner planet.
Model ms/wd MIP/M  ⌫6/2:1
v6 no planet ms ms – ⌫6
v6 no planet wd wd – ⌫6
v6 1ME ms ms 1 ⌫6
v6 1ME wd wd – ⌫6
v6 3ME ms ms 3 ⌫6
v6 3ME wd wd – ⌫6
21 no planet ms ms – ⌫6
21 no planet wd wd – ⌫6
21 1ME ms ms 1 2:1
21 1ME wd wd – 2:1
21 3ME ms ms 3 2:1
21 3ME wd wd – 2:1
2:1 mean motion resonance width increases and causes previously stable asteroids to become per-
turbed onto star-grazing orbits. Therefore, within each model, we also test the efficiency of the
frequency of tidal disruption events produced from secular resonances versus mean-motion res-
onances. Table 7.3 summarizes the simulation models. Each model is simulated for 100Myr.
For the main-sequence models, this time is sufficient for the asteroid belt to approximate a steady
state rate of asteroid clearing. The final conditions for the main-sequence models are then used as
the initial conditions for the white dwarf models. We also include simulations for the ⌫6 and 2:1
resonances that do not initially include an inner planet (only Jupiter + Saturn).
Along with the planets, we consider a fiducial belt of test particles. The orbital elements for
each particle are chosen as follows: the semi-major axis (a) was sampled uniformly in a range
based on the type of resonance. For the ⌫6 resonance simulations, 1.7 au < a < 2.5 au, and for
the 2:1 resonance simulations, 3.15 au < a < 3.4 au. The belts within each model have the same
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density of particles per unit distance from the star. The initial number of particles is ⇠ 10, 000 and
⇠ 7500 for the ⌫6 and 2:1 models, respectively. The inclination angle (i) is randomly distributed
in the range 0   10 , and the eccentricity (e) is randomly allocated from the range 0.0   0.1. The
remaining orbital elements, the longitude of the ascending node (⌦), the argument of perihelion
(!), and the mean anomaly (Ma), were all randomly allocated in the range 0  360 . The asteroids
in our simulations are considered to be point particles that do not interact gravitationally with one
another. We may neglect this interaction because the time-scale for an asteroid-asteroid collisional
interaction is much longer than the time-scale for the action of perturbations by resonance effects.
The time-scale for mean-motion resonant effects is of the order of ⇠ 1Myr (Ito & Tanikawa 1999),
whereas some of the largest asteroids have collisional time-scales that are of the order of the age
of the Solar system (Dohnanyi 1969).
The possible outcomes for test particles near secular and mean-motion resonances include ejec-
tions, collisions with a larger body, or remaining within the simulation. A particle is considered
ejected if its semi-major axis exceeds 100 au and it is counted as a tidal disruption event if the parti-
cle passes within the white dwarf’s tidal disruption radius. The tidal disruption radius for a 0.5M 
white dwarf is 1.22R  with an asteroid density of 3 g/cm3 (from equation (17) in Smallwood et al.
2018b).
Results: Main-sequence stage
As noted above, to model the shift in the ⌫6 secular resonance, we first simulate a belt of test
particles during the main-sequence stage for 100Myr. This stage includes the Sun, an inner planet,
Jupiter, and Saturn, with two different values of the inner planet mass (1M  and 3M ) both at a
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Figure 2.4: The number distribution of surviving test particles (Nts) as a function of semi-major
axis at specific times for simulations of the ⌫6 secular resonance. Blue corresponds to the model
having a 1M  inner planet (model v6 1ME ms), while the green corresponds to the model with a
3M  inner planet (model v6 3ME ms). The gray regions represent the overlap between the two
models.
semi–major axis of 1 au. We also explore the relative efficiency of driving tidal disruption events
between the ⌫6 resonance and the 2:1 mean-motion resonance for each.
Figure 2.4 shows the number distribution of surviving test particles as a function of semi-
major axis at time t = 0, 5, 10, 50, 100Myr around the ⌫6 secular resonance. Test particles are
removed from the simulations through ejections, collisions with the central star or collisions with
the planets. The blue bars correspond to model v6 1ME ms which has a 1M  inner planet, while
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Figure 2.5: Same as Fig. 2.4 but for simulations around the 2:1 mean-motion resonance (models
21 1ME ms and 21 3ME ms).
the green bars correspond to model v6 3ME ms which has a 3M  inner planet. The gray bars
represent the overlap of the two models. The structure of the ⌫6 resonance gap remains roughly
constant in time after about 50Myr. The timescale of secular perturbations for the ⌫6 resonance
begins at a time of order 0.1Myr (Malhotra et al. 1989; Malhotra 1999; 2012). There is a larger
population of removed particles in the 3M  inner planet simulation compared to the 1M  inner
planet simulation. This was predicted by the secular theory (Fig. 2.2), where the excitation region
for the ⌫6 resonance is wider for when a 3M  inner planet is present compared to a 1M  inner
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planet. The wider excitation region causes more particles to be cleared from the gap. Both models
evolve to close to a steady-state of asteroid clearing within 100Myr, meaning that the loss rate at
100Myr has become constant. The final conditions of the ⌫6 main-sequence models are taken as
the initial conditions for the ⌫6 white dwarf models.
Next, we examine the particle distribution around the 2:1 mean-motion resonance in Fig. 2.5.
The blue bars correspond to model 21 1ME ms , while the green bars correspond to model 21 3ME ms.
The gray bars represent the overlap of the two models. The structure of the 2:1 resonance gap re-
mains roughly the same after about 50Myr. Increasing the mass of the inner planet by a factor of
three does not have a significant effect on the dynamics of the 2:1 mean-motion resonance.
Figure 2.6 shows the initial and final distributions of asteroids in semi–major axis and or-
bital eccentricity of the belt for simulation models v6 1ME ms, v6 3ME ms, 21 1ME ms, and
21 3ME ms in table 7.3. The top row shows the initial conditions for the belts around the ⌫6
secular resonance (left) and the 2:1 mean-motion resonance (right). The middle row shows the
distribution of the belts after 100Myr with a 1M  inner planet, while the bottom row shows the
distribution of the belts with a 3M  inner planet. As expected, the 2:1 resonance gap is qualita-
tively unaffected by the mass of the inner planet. However, for the ⌫6 resonance gap, the simulation
with a 3M  inner planet has a wider gap, and the gap is shifted inward in agreement with the re-
sults in Section (see Fig. 2.2). There is also some eccentricity growth at certain mean-motion
resonances locations. The 5:1 MMR is located at a/aJ ⇠ 0.34 and the 7:2 MMR at a/aJ ⇠ 0.434,
where there are few tidal disruptions and ejections. Moreover, the 4:1 MMR sits at a/aJ ⇠ 0.40
and may affect the nonlinear behaviour of the secular resonance (e.g., Malhotra 2012).
We set up two additional simulations for the secular resonance and 2:1 mean-motion resonance
cases, where the main-sequence stage and the white dwarf stage are simulated with no inner planet
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Figure 2.6: The eccentricity versus semi–major axis of the asteroids at the end of the main-
sequence stage. The left column shows the ⌫6 secular resonance simulations and the right column
shows results of the 2:1 mean-motion resonance simulations. The first row denotes the initial dis-
tribution of the belt. The second row shows the final distributions with no inner planet. The third
row denotes the final distributions for belts with a 1M  inner planet, while the fourth row denotes
the final distributions for belts with a 3M  inner planet. The colors denote the outcomes of the
particles after the white dwarf stage. The outcomes include ejection (yellow), tidal disruption (red),
or remaining stable (black).
in either case. The forced secular eccentricity in the lowest-order theory is independent of the
stellar mass, so this is a test of how important higher order terms are in destabilising bodies. Each
stellar evolutionary stage is simulated for 100Myr. The bottom left panel of Fig. 2.6 shows the
eccentricity distribution as a function of semi-major axis of the particles at the end of the main-
sequence stage of the ⌫6 resonance. By comparing the ⌫6 resonance gap structure after 100Myr to
the gap structure produced with the inner planet included, we see that the inner edge of the gap in
the ”no planet” simulation is shifted outward. There are multiple mean-motion resonances within
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the gap that have stabilised particles during the main-sequence stage. The bottom right panel of
Fig. 2.6 shows the eccentricity distribution as a function of semi-major axis of the particles at
the end of the main-sequence stage of the 2:1 resonance. The gap size of the 2:1 mean-motion
resonance with no inner planet is qualitatively similar to when an inner planet is engulfed.
To better visualize the belt structure, we show 2-dimensional polar plots in Fig 2.7. The points
initially interior to 3 au represent particles in the secular resonance simulation and the points ini-
tially beyond 3 au represent particles in the 2:1 mean-motion resonance simulation. The upper left
plot represents the initial distribution, while the upper right, bottom left, and bottom right panels
show the results with no inner planet, a 1M  inner planet and a 3M  inner planet, respectively.
The ⌫6 resonance gap is clearly wider and shifted inward when the belt is under the influence of a
more massive inner planet.
Results: White dwarf stage
This section describes the results for models v6 no planet wd, v6 1ME wd, v6 3ME wd,
21 1ME wd, and 21 3ME wd from Table 7.3. As noted, the initial conditions of these mod-
els were taken from the final conditions of the main-sequence simulations, models v6 1ME ms,
v6 3ME ms, 21 1ME ms, and 21 3ME ms, except that the inner planet was removed due to en-
gulfment, the mass of the star was halved, and the orbital radii of all surviving asteroidal bodies and
planets were expanded adiabatically. For the model v6 no planet wd, there was no inner planet
initially during the main-sequence stage (only Jupiter and Saturn). As discussed earlier, when the
inner planet is engulfed, the free precession frequencies of all surviving bodies are altered which
causes the ⌫6 secular resonance to shift outwards. We instantaneously remove the inner planet and
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Figure 2.7: Two dimensional polar plots of the particle distributions for asteroids around the ⌫6
secular resonance and the 2:1 mean-motion resonance. The orbital phases of the particles are at
the beginning of the WD simulations. The upper left plot shows the initial distribution. The upper
right panels denotes the distribution with initially no inner planet. The bottom left and right plots
show the distributions with a 1M  inner planet and a 3M  inner planet, respectively, after a time
of 100Myr. The dot colors denote the outcomes of the particles during the white dwarf stage with
yellow denoting ejection, red depicting tidal disruptions, and black indicating stable particles.
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reduce the stellar mass. In practise, the inner planet’s orbit may decay through tidal decay before
the plant is engulfed, This will cause the secular resonances to move smoothly through the system
(see fig. 14 of Mustill & Villaver 2012; which only dealt with exterior secular resonances). The
effects of this are slightly different from the impulsive change in location in this study, particularly
if the resonance moves a substantial distance. Nevertheless, the dynamics of the secular resonance
present in this work will have profound effects on the study of white dwarf pollution.
The left panels of Fig. 2.6 shows the initial particle eccentricities as a function of initial semi-
major axes for the 1M  engulfed planet (middle panel) and the 3M  engulfed planet (bottom
panel) simulations, models v6 1ME wd and v6 1ME wd, respectively. The yellow colour denotes
particles that have been ejected after the star became a white dwarf, and red denotes particles that
have been tidally disrupted by the white dwarf. The black colour represents particles that have
remained stable throughout the simulation time domain. As shown in the figure, the majority of
ejections/tidal disruptions occur as a result of the outward shift of the ⌫6 secular resonance.
With no inner planet engulfment, i.e. the ”no planet” simulation, we still see the secular res-
onance shifts outward in Fig 2.6. However, by comparing the ⌫6 resonance gap structure after
100Myr to the gap structure, we see that the inner edge of the gap in the control simulation is
shifted outward. This means that the gap is more centered on the neighboring mean-motion reso-
nances. When a secular resonance is overlapping with mean-motions resonances, the destabilising
perturbations are exacerbated (e.g., Moons & Morbidelli 1995). Therefore, with no inner planet
engulfment the secular resonance still shifts outward. The forced secular resonance eccentricity in
the higher-order theory does have a significant effect on the secular perturbations once the system
evolves to a white dwarf. The significance of this result, is that white dwarf pollution by secular
resonances is much more robust since inner planetary engulfment is not necessarily required. Fig-
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ure 2.6 also shows a similar gap structure of the 2:1 resonance without having an inner planet as it
does with the inclusion of the inner planet (right panels of Fig. 2.6).
The right panels of Fig. 2.6 shows similar plots for the particles around the 2:1 mean-motion
resonance. Due to the mass loss from the central star, the mean-motion resonance width increases
and causes destabilization of particles that were once stable during the main-sequence stage (Debes
et al. 2012). The yellow colour denotes particles that have been ejected, and red denotes particles
that have been tidally disrupted by the white dwarf. The majority of the outcomes are ejections
rather than tidal disruptions. The locations of particles that have been ejected or tidally disrupted
around both the 2:1 mean-motion resonance and the secular resonance can be seen in the bottom
and right plots in Fig. 2.7.
Figure 2.8 shows the ratio of the number of tidally disrupted particles (NTD) to the number of
ejected particles (Nej) for both the secular resonance models and the 2:1 mean-motion resonance
models. For each model, the NTD/Nej ratio gradually increases with time. The ratio increases
more substantially for the secular resonance models compared to the mean motion resonance. In
each case the ratio is larger when a 3M  mass planet is engulfed compared to when a 1M  mass
planet is engulfed. However, the difference in the ratio between the two engulfed planet masses is
more significant for the secular resonance models than the mean-motion models because increasing
the mass of the engulfment planet does not have much impact on the dynamics of mean-motion
resonances. For the secular resonance models, this difference arises because the resonance orbital
location for the higher mass planet is initially closer-in. The ”no planet” simulation mapping the
⌫6 resonance has a higher NTD/Nej ratio than the 1M  mass planet engulfment scenario. The
NTD/Nej ratio for the ”no planet” simulation mapping the 2:1 resonance is roughly the same as
when the inner planet is included.
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Figure 2.8: The ratio of the number of tidally disrupted particles (NTD) to the number of
ejected particles (Nej) as a function of time for models v6 no planet (black), v6 1ME wd (blue),
v6 3ME wd (red), 21 no planet (yellow), 21 1ME wd (green), and 21 3ME wd (purple). See
Table 7.3 for a description of the different models.
These ratios for the 2:1 mean-motion resonance models are relatively small due to that fact
that there are significantly more ejections than tidal disruptions compared to the secular resonance
case. The 2:1 resonance has a higher probability of producing ejections rather than tidal disruptions
because it has a larger orbital radius than the ⌫6 secular resonance. Note that even for the ⌫6
resonance case, there are more ejections than tidal disruptions. The fact that the ratios for the
2:1 mean-motion resonance models are lower than the ratios from the secular resonance models
means that the secular resonance is more efficient in driving tidal disruption events. On a more
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Figure 2.9: The number of tidally disrupted particles per Myr, Ntd, as a function of time. The
black, blue, and red lines denote the secular resonance models (v6 no planet, v6 1ME wd, and
v6 3ME wd; see Table 7.3), with no inner planet, a 1M , and a 3M  engulfed inner planet,
respectively. The yellow, green, and purple lines denote the 2:1 mean-motion resonance models
(21 no planet, 21 1ME wd, and 21 3ME wd). The shaded regions identify the standard error in
the tidal disruption rate for each model.
fundamental level, the ⌫6 secular resonance is more efficient in driving white dwarf pollution than
all mean-motion resonances, since the 2:1 mean-motion resonance is a first-order resonance, and
hence the strongest resonance.
Next we compare the absolute rates of tidally disrupted particles between the secular and mean-
motion resonance models. Note that when comparing the tidal disruption rates between the dif-
ferent models, we use the same number of particles per semi-major axis when populating the
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two resonances. To calculate the tidal disruption rate for a real system, one would have to apply
a weighting given the belt surface density profile. Figure 2.9 shows the number of tidally dis-
rupted particles per Myr, Ntd, as a function of time for the white dwarf models v6 no planet wd,
v6 1ME wd, v6 3ME wd, 21 no planet wd, 21 1ME wd, and 21 3ME wd. The first three de-
scribe the secular resonance models (including the control simulation), and the last three represent
the 2:1 mean-motion resonance models. The shaded regions identify the standard error in the tidal
disruption rate for each model. The secular resonance simulation that assumed a 3M  engulfed
planet ( model v6 3ME wd) has a higher rate of tidally disputed particles than the simulation that
assumed a 1M  engulfed planet ( model v6 1ME wd). When no engulfed innner planet is simu-
lated, the rate of disruptions is higher than the 1M  engulfed planet scenerio, which means that
planetary engulfment is not necessarily needed. These two models have overlapping standard error
near the beginning of the simulations but then deviate beyond 40Myr. Smallwood et al. (2018b)
showed that a 1M  mass engulfed inner planet at 1 au can produce a high enough tidal disruption
rate to have a mass accretion rate that is within the range of accretion rates deduced from obser-
vations, from ⇠ 105 g/s to ⇠ 1011 g/s (Koester et al. 2014; Farihi 2016). The tidal disruption rate
is estimated to be 0.0002Myr 1 per particle for a fiducial belt mass. Thus, the tidal disruption
rates for each secular resonance model are able to provide a mass accretion rate that is within
the observed limits. The rates of tidally disrupted particles for the 2:1 mean-motion simulations,
21 no planet wd, 21 1ME wd and 21 3ME wd, are lower than the tidal disruption rates for the
secular resonance models, which again suggests that the secular resonance is more efficient in pro-
ducing the required accretion rates than the 2:1 mean-motion resonance. Still, both mean-motion
resonances and secular resonances are expected to contribute to the accretion process.
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Known Exoplanetary Systems
White dwarf pollution may occur in planetary systems that are very different from our solar
system. Secular and mean-motion resonances are expected to sculpt the architecture of an asteroid
belt (if one exists) in exoplanetary systems. Consequently, the mechanisms presented in this work
should occur in numerous planetary configurations. In this Section we consider the potential for
white dwarf pollution in observed exoplanetary systems due to planetary engulfment.
From the Kepler data, planetary systems are common with an occurrence rate of at minimum
one planet per star (Petigura et al. 2013; Foreman-Mackey et al. 2014; Burke et al. 2015; Hsu
et al. 2018). This occurrence rate is also seen from microlensing observations (Cassan et al. 2012).
There are, however, strong observational biases that are inherent in transit surveys (e.g., Kipping
& Sandford 2016). Small planets with long periods are much more difficult to detect than giant
planets orbiting nearby to their star. This is because of the transit signal-to-noise which prevents
the detection of small planets with periods ⇠ 1 yr. Due to the operational time of Kepler and a
planet confirmation criterion of three transits, only giant planets were detectable with periods up
to 418 days (Fressin et al. 2013). Large self-luminous planets are more sensitive to direct imaging
at large separation, & 10 au (Kalas et al. 2008; Marois et al. 2008; 2010; Lagrange et al. 2010).
The planet detections to date suggest that giant planets are more common around A stars and that
wide-separation planets are more prevalent around high-mass stars (Johnson et al. 2010; Reffert
et al. 2014). Furthermore, the occurrence rate of giant planets around stars from direct imaging
statistics is on the order of 10% (Galicher et al. 2016; Meshkat et al. 2017; Nielsen et al. 2019;
Baron et al. 2019). Moreover, Wahhaj et al. (2013) found, from the Gemini NICI Planet-Finding






























Figure 2.10: Upper panel: The mass versus semi-major axis for exoplanets that have a host star
with mass in a range that will become a white dwarf. The eccentricity of each exoplanet is denoted
by the color bar. The black dots are exoplanets that have unknown eccentricity. Bottom panel:
Same as the upper panel but the color bar now denotes the secular resonance shift distance (⌫shift)
once the planet has been engulfed. The diamond markers indicate the engulfed planets that cause
a newly formed secular resonance. The two star markers represent a 1M  inner planet and a 3M 
inner planet located at 1 au, as used in the numerical simulations in Section . Systems above
the solid line have a resonance shift & 0.06 au while those above the dashed line do not have a
resonance before the white dwarf stage.
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We apply the secular theory model to exoplanetary systems to study the dynamics of secular
resonance shifts due to planetary engulfment. For the inner system architecture, we extract the
data of all available exoplanetary systems from the NASA exoplanet archive1. We filter the exo-
planets to those that (1) have the host star within a mass range that would produce a white dwarf,
1.0M  . M . 10M , lower-mass stars have not had time to become white dwarfs, (2) have a
planet with a known mass, and (3) a semi-major axis  1 au so that they will be engulfed. The two
variables that dominate the secular theory calculations are the planet mass and semi-major axis,
thus if the eccentricity or argument of the pericenter is unknown, we assume values of 0.0 and 90 ,
respectively. There are 230 exoplanets that fit these criteria. We show the mass as a function of
the semi-major axis along with the eccentricity for each exoplanet in the upper panel of Fig. 2.10.
The black dots are the exoplanets that have an unknown eccentricity.
For each exoplanet in our sample, we assume that its outer system architecture has giants like
Jupiter and Saturn (which are difficult to detect but likely to exist, even though not with those exact
parameters) and we then measure the location of the secular resonance before planetary engulfment
and then compare to the location after inner planet engulfment.
The bottom panel of Fig. 2.10 shows the mass semi-major axis distribution of the exoplanets
along with the secular resonance shift distance (⌫shift) denoted by the color. The 1M  and 3M 
inner planets used in the N -body simulations are shown by the star markers. There are systems
that have sufficiently massive inner planets that there would currently be no resonance because
the asteroid free precession rate is larger than the proper mode of Saturn within the asteroid belt
region. The engulfment of these planets leads to the formation of a secular resonance (shown by
the diamond markers) and the maximum number of tidal disruption events possible occurs for these
1https://exoplanetarchive.ipac.caltech.edu
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planets. The dashed black line shows the approximate boundary between forming a new resonance
and having a resonance shift after engulfment. The line is given by M = 10 (a/au) 2 M .
An Earth mass planet at 1 au is close to the critical mass and separation for a system in
which the resonance moves more than its width and thus a significant number of tidal disrup-
tion events occurs. We approximate the mass required for a significant shift in the resonance by
M > (a/au) 2 M . We plot this solid black line in the lower panel of Fig. 2.10. An Earth mass
planet at a smaller orbital radius or a smaller mass planet at the same location causes a smaller
resonance shift.
In the solar neighborhood it has been observed that over half of the Sun-like stars have at least
one super-Earth planet orbiting on a low eccentricity orbit with a period of days to months (Mayor
et al. 2011; Batalha et al. 2013; Fressin et al. 2013; Burke et al. 2015; Martin & Livio 2016). A
planetary system with an engulfed super-Earth at 1 au will cause a resonance shift of > 0.06 au
if the mass is 1 < M/M  < 10. The value of 0.06 au is the resonance shift distance from an
engulfed 1M  planet. However, if the super–Earth mass is   10M , then there will not be a
secular resonance present until the super-Earth is engulfed (Smallwood et al. 2018a), which leads
to the formation of the resonance after the planet is engulfed and thus the most substantial rate of
tidal disruption events. A super–Earth with a mass of 10M  could have a semi–major axis as low
as 0.31 au and cause a shift in the resonance of 0.06 au.
Hot Jupiters orbit their central star at distances of . 0.05 au (Hartman et al. 2012; Hellier et al.
2012; Weiss et al. 2013). If a hot Jupiter at a semi-major axis of 0.05 au is accompanied by two
outer giant planets, we can constrain the mass required for the engulfed hot Jupiter to produce a
significant resonance shift to be about > 1.3MJ. However, hot Jupiters rarely dwell in multi-planet
systems (Wright et al. 2009; Gibson et al. 2009; Latham et al. 2011; Steffen et al. 2012). There are,
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though, several exceptions, with one being the WASP-47 system which hosts a hot Jupiter along
with a Neptune-sized outer companion, a super-Earth inner planet, and a Jupiter-sized planet with
a separation of 1 au (Becker et al. 2015; Neveu-VanMalle et al. 2016; Weiss et al. 2017). Other
systems that host a hot Jupiter along with outer giant companions include: HIP 14810 (?), HD
217107 (Wright et al. 2009; Stassun et al. 2017), Pr0211 (Malavolta et al. 2016), and HD 187123
(Wright et al. 2009). The lack of observed companions in hot Jupiter systems can be caused by
low sensitively in transit timing variations (Steffen et al. 2012) or large mutual inclinations of the
companions (Triaud et al. 2010; Winn et al. 2010; Morton & Johnson 2011; Zhou et al. 2015). In
conclusion, engulfing a hot Jupiter can cause a white dwarf to become polluted if there are two
outer giant companions present. It should be noted that hot Jupiters would be engulfed very soon
after the star leaves the main sequence, after which it takes ⇠ 108 109 years (depending on mass)
to become a white dwarf. There is therefore the risk that the new location of the secular resonance
gets depleted while the star is a giant, leaving little material to survive to pollute the white dwarf.
The results in this section depend on there being two outer massive planets (i.e., Jupiter and
Saturn). By varying the properties of these two planets, the location and resulting shift of the
secular resonance will be different. For a 1M  inner engulfed planet at 1 au, changing the mass
of Jupiter by a factor of two will cause the resonance shift distance to increase by a factor of
about 3, which would cause the area between the two lines in the bottom panel of Fig. 2.10 to
expand. Likewise, by changing the mass of Saturn by a factor of two, the resonance would shift
inward rather than outward (Smallwood et al. 2018a). Thus, for this mechanism to produce tidal
disruption events of asteroidal bodies, the combination of the parameters of the engulfed planet
and the two outer giant planets must work synergistically.
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Summary
In Smallwood et al. (2018b) we found that the ⌫6 secular resonance in the solar system shifts
outward when the Earth is engulfed during stellar evolution. This resonance shift causes previ-
ously stable asteroids to undergo secular resonant perturbations, to move to star-grazing orbits and
become tidally disrupted by the white dwarf. In this work, we investigated how the resonance shift
is related to the mass and semi-major axis of the inner engulfed planet. From secular analytical
theory, we found that the more massive the engulfed planet and the larger its orbital separation, the
more significant is the resonance shift and the higher the rate of tidal disruption events of asteroids.
Hence, if secular resonance sweeping is the dominant mechanism to pollute white dwarfs, then the
currently-observed rate of pollution may represent a proxy for the engulfment history of the star.
We ran higher order numerical simulations with two different inner planet masses, M = 1 and
3M  at a fixed semi-major axis of 1 au, to validate our second-order secular theory results. We
found that the secular resonance does shift outward as found by Smallwood et al. (2018b). Further-
more, when a 3M  planet is engulfed, the number of tidally disrupted particles increases (when
compared to a lower mass engulfed planet). The tidal disruption rate for both secular resonance
models can give an accretion rate in agreement with those deduced from pollution data.
Moreover, we now find that a planet does not necessarily have to be engulfed in order to trigger
secular resonant perturbations during the white dwarf stage. Our ”no planet” simulation, which
includes no inner planetary engulfment, shows that higher-order terms in the secular theory (not
captured by our analytical calculations) are important in destablising particles near secular reso-
nances. However, a more massive engulfed planet will still have a higher tidal disruption rate.
We also tested the efficiency of driving tidal disruption events during the white dwarf stage for
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particles around the 2:1 mean-motion resonance, which is one of, if not the strongest mean-motion
resonances. The tidal disruption rate from the 2:1 mean-motion resonance is lower than that from
the secular resonance, which demonstrates that the ⌫6 resonance is more efficient in driving white
dwarf pollution than mean-motion resonances.
Finally, we explored the feasibility of a secular resonance shift within observed exoplanetary
systems. We assumed an architecture similar to that of the outer Solar System (i.e., Jupiter and
Saturn) and estimated the secular resonance shift by engulfing known exoplanets with a semi-
major axis  1 au. We found that in addition to an Earth mass planet at 1 au, hot Jupiters very
close to their star and super-Earths farther out are able to produce similar tidal disruption rates.
Thus, the mechanism of white dwarf pollution through secular resonances appears to be robust
since planetary engulfment is not necessarily required and should operate for a significant fraction
of the observed exoplanetary inner system architectures.
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CHAPTER 3
INVESTIGATION OF THE ASTEROID–NEUTRON STAR COLLISION MODEL FOR THE
REPEATING FAST RADIO BURSTS
Background
Fast radio bursts (FRBs) are bright transients of radio emissions with millisecond outburst
durations. Despite the rapid observational progresses (Lorimer et al. 2007; Keane et al. 2011;
Thornton et al. 2013; Burke et al. 2014; Spitler et al. 2014; Ravi et al. 2015; Petroff et al. 2015;
Masui et al. 2015; Keane et al. 2016; Spitler et al. 2016; Champion et al. 2016; DeLaunay et al.
2016; Chatterjee et al. 2017), thus far we still do not know the origin(s) of these mysterious bursts.
There are about two dozen FRBs with a known source. Of these, there has been only one repeat-
ing source, FRB 121102 (Spitler et al. 2016; Scholz et al. 2016; Law et al. 2017). Due to their
high dispersion measures (⇠ 500 – ⇠ 3000 cm 3 pc) (Thornton et al. 2013; Petroff et al. 2016),
FRBs most likely originate at cosmological distances. The repeating FRB 121102 was discovered
to be associated with a steady radio emission source and localized to be in a star-forming galaxy
at red shift z = 0.193 (Chatterjee et al. 2017; Marcote et al. 2017; Tendulkar et al. 2017), firmly
establishing the cosmological nature of FRBs at least for this source. The bursts of FRB 121102
are sporadic (Scholz et al. 2016; Law et al. 2017). Spitler et al. (2016) reported 17 bursts recorded
from this source, which suggests a repetitive rate of ⇠ 3 bursts per hour during the active phase
(Palaniswamy et al. 2018). Recently, Michilli et al. (2018) reported almost 100% linear polar-
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ization of the radio burst emission from FRB 121102 with roughly a constant polarization angle
within each burst as well as a high and varying rotation measure.
There have been many ideas proposed in the literature to explain the repeating bursts from
FRB 121102. Widely discussed models include super-giant pulses from pulsars (Connor et al.
2016; Cordes & Wasserman 2016) or young magnetars (Katz 2016; Metzger et al. 2017; Margalit
& Metzger 2018). Zhang (2017) interpreted the repeating bursts from FRB 121102 as due to
repeated interactions between a neutron star (NS) and a nearby variable outflow. Michilli et al.
(2018) suggested that the the steady radio emission of FRB 121102 could be associated with a low-
luminosity accreting super-massive black hole. As a result, the source of variable outflow can be
this black hole. Zhang (2018) showed that this model can interpret the available data satisfactorily.
This paper concerns another repeating FRB model that attributes the repeating bursts as due
to multiple collisions of asteroids onto a NS (Dai et al. 2016). Geng & Huang (2015) initially
described a mechanism where asteroids/comets may impact a NS to produce FRBs. As the im-
pactor penetrates the NS surface, a hot plasma fireball forms. The ionized material located interior
to the fireball expands along magnetic field lines and then coherent radiation from the top of the
fireball may account for the observed FRBs. Since the acceleration and radiation mechanism of
ultra-relativistic electrons remains unknown, a more detailed model of an asteroid-NS impactor
was proposed by Dai et al. (2016), where a highly magnetized NS travels through an asteroid belt
around another star. They suggested that the repeating radio emission could be caused from the NS
encountering a large number of asteroids. During each NS-asteroid impact, the asteroid has a large
electric field component parallel to the stellar magnetic field that causes electrons to be scattered off
the asteroidal surface and accelerated to ultra-relativistic energies instantaneously. Furthermore,
Bagchi (2017) argued that the model can interpret both repeating (when the NS intrudes a belt) and
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non-repeating (when the NS possesses the belt itself) FRBs. Asteroid impacts on NS were among
early models for gamma ray bursts (Harwit & Salpeter 1973; Colgate & Petschek 1981; van Buren
1981; Mitrofanov & Sagdeev 1990; Shull & Stern 1995) and soft gamma-ray repeaters (Livio &
Taam 1987; Boer et al. 1989; Katz et al. 1994; Zhang et al. 2000).
Debris discs are thought to be the remains of the planet formation process (Wyatt et al. 2012;
Currie et al. 2015; Booth et al. 2017). They are observed to be common around unevolved stars
(Moro-Martı́n et al. 2010; Ballering et al. 2017; Anglada et al. 2017). Debris discs around white
dwarfs have not been directly observed, but their existence is implied by the pollution of their atmo-
spheres by asteroidal material, perhaps from a debris disc that survived stellar evolution (Gänsicke
et al. 2006; Kilic et al. 2006; von Hippel et al. 2007; Farihi et al. 2009; Jura et al. 2009; Farihi et al.
2010a; Melis et al. 2010; Brown et al. 2017; Bonsor et al. 2017; Xu et al. 2018a; ?). However,
the existence of debris discs around NSs is more uncertain (e.g., Posselt et al. 2014). The pulsar
timing technique has a high level of precision which allows for the detection of small, asteroid
mass objects around millisecond pulsars (Thorsett & Phillips 1992; Bailes et al. 1993; Blandford
1993; Wolszczan 1994; 1997). No asteroids have been confirmed by observations and even the
detections of planets around pulsars are rare (Johnston et al. 1996; Bell et al. 1997; Manchester
et al. 2005; Kerr et al. 2015; Martin et al. 2016a). Although, Shannon et al. (2013) suggested that
an asteroid belt, having a mass of about 0.05M , may be present around pulsar B1937+21.
Putting aside whether collisions between asteroids and NSs can emit coherent radio emission
with high brightness temperatures to interpret FRBs, here we only consider whether a NS passing
through a debris disc around another star, either a main-sequence star or a white dwarf, is able to
produce a collision rate to match the observed rate in the repeating FRB 121102 during the active
phase.
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Analytical Collision Rate for a Neutron Star Traveling Through an Asteroid Belt
We follow the approach of Dai et al. (2016) to calculate the collision rate of asteroids with
a NS passing through an asteroid belt. This analytical approximation is only relevant for the first
periastron approach of the NS. As shown later in Section , numerical simulations allow us to test the
collision rate over several periastron approaches and to model a system that represents a captured
NS sweeping through a belt. Dai et al. (2016) considered a NS sweeping through the inner edge
of an asteroid belt at 2 au. Each asteroid collision may give rise to an FRB. The impact rate is
estimated as
Ra =  a⌫⇤na, (3.1)






⌫⇤ is the proper velocity of the NS, R⇤ is the radius of the NS, and M is the mass of the NS. There
are two parameters that the rate depends sensitively on: the number density of asteroids in the belt
and the velocity with which the NS moves. We consider reasonable values for each below.
We estimate the number density of asteroids in the belt by assuming that the density is spatially






Taking the parameters of Dai et al. (2016) of Na = 1010, ⌘ = 0.2 and Ra = 2 au, the number
density is na = 4.97⇥ 109 au 3. With these parameters the collision rate may be sufficiently high
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to explain the repeating FRB (see also Section ). For comparison, we estimate the number density
of the asteroid belt and the Kuiper belt in the solar system by assuming a cylindrical volume with
height determined by the inclination distribution of the asteroids and comets.
If the total energy released during an FRB is solely due to the gravitational potential energy
of the asteroid and not due to the magnetic field energy of the NS, then the mass of an asteroid
needed to produce an FRB can be estimated as done by Geng & Huang (2015). The asteroid mass
required to enable a FRB as it collides with the NS is about 5.4 ⇥ 1017 g (Geng & Huang 2015),
which is in the range of observed asteroid masses (1016–1018 g, e.g., Colgate & Petschek 1981).
The present-day asteroid belt extends from about 2.0 au to 3.5 au (Petit et al. 2001a). We
can estimate the number of asteroids that are above a mass required to produce a FRB from the
main belt size frequency distribution given by Bottke et al. (2005). In their table 1, the number
of main belt asteroids with a radius greater than ⇠ 4 km is approximately N ⇠ 2.3 ⇥ 104. To
estimate the number density of the asteroid belt, we assume a volume produced by the inclination
distribution of the asteroid belt being uniformly distributed between  30 and 30 degrees (Terai &
Itoh 2011). Thus, the number density of asteroids that are massive enough to produce a FRB is
nasteroid ⇡ 2.75⇥ 102 au 3.
Dai et al. (2016) considered a typical iron-nickel asteroid to have a mass of m = 2 ⇥ 1018 g,
which is an order of magnitude larger than the minimum mass required to produce an FRB found
by Geng & Huang (2015). With 1010 asteroids, their belt has a total mass of 16.7M . The mass of
the present-day asteroid belt is about 5 ⇥ 10 4 M  (Krasinsky et al. 2002). While this is thought
to be only 1% of the mass of the original asteroid belt (Petit et al. 2001a), the mass would need to
be over five orders of magnitude higher to reach this level. Furthermore, the mass of a debris disc
decreases over time due to secular and mean-motion resonances with giant planets (Froeschle &
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Scholl 1986; Yoshikawa 1987; Morbidelli et al. 1995; Gladman et al. 1997; Morbidelli & Gladman
1998; Bottke et al. 2000; Petit et al. 2001b; Ito & Malhotra 2006; Brož & Vokrouhlický 2008;
Minton & Malhotra 2011; Chrenko et al. 2015; Granvik et al. 2017; Smallwood et al. 2018a; ?).
These resonant perturbations cause eccentricity excitation which causes collisional grinding, which
reduces the mass of the belt over time (Wyatt 2008). A debris belt undergoes significant changes
as the star evolves. If a belt is located within ⇠ 100 au of the central star, as the star loses mass
the belt undergoes adiabatic expansion in orbital separation (Veras et al. 2013b). Since debris discs
lose mass over time due to collisional grinding, an asteroid belt around a NS may not be sufficiently
massive to provide enough collisions.
A Kuiper belt analog, that is much more extended in size than an asteroid belt, may be a better
source for FRB causing collisions with a neutron star. The current observed mass of the Kuiper
belt ranges from 0.01M  (Bernstein et al. 2004) to 0.1M  (Gladman et al. 2001), but there is a
mass deficit to explain how the Kuiper belt objects accreted at their present heliocentric locations.
Thus, the mass estimated in the initial Kuiper belt may be as much as ⇠ 10M  (Stern 1996;
Stern & Colwell 1997a;b; Kenyon & Luu 1998; 1999a;b; Kenyon & Bromley 2004; Delsanti &
Jewitt 2006). The current Kuiper belt extends from about 30 au to 50 au (Jewitt & Luu 1995;
Weissman 1995; Dotto et al. 2003). The number of discovered comets is only a small fraction of














(Holman 1995; Tremaine 1990), where R0 is the largest comet radius and K is related to the total
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where ⇢ is the comet density and the constant C = 3 (Holman 1995). We assume an upper limit
for the current mass of the Kuiper belt, M = 0.1M  (Gladman et al. 2001). We take Rmin to
be the minimum radius needed to produce a FRB. We assume a spherical cometary nucleus with
density ⇢ = 1 g cm 3. With the critical mass required to produce a FRB being 5.4⇥ 1017 g (Geng
& Huang 2015), the minimum radius of the object is set at Rmin ⇡ 5 km. Thus, from equation (3.4)
the total number of objects with a size large enough to produce a FRB is N>Rmin = 8.38 ⇥ 108.
If the inclination is uniformly distributed between  10 and 10 degrees (Gulbis et al. 2010), then
the number density of objects in the Kuiper belt that are large enough to create an FRB is roughly
nKuiper ⇡ 1.2⇥ 104 au 3.
Next we compare the estimated number density of the present-day Kuiper belt to the estimated
number density of the primordial Kuiper belt. In the Nice model the outer Solar system began in
a compact state (⇠ 5.5 au to ⇠ 14 au, e.g., Levison et al. 2008), and eventually Jupiter and Saturn
migrated inward to their present-day locations and Uranus and Neptune migrated outward. When
Jupiter and Saturn crossed their mutual 2:1 mean-motion resonance, their eccentricities increased.
This sudden jump in their eccentricities caused the outward migration of Uranus, Neptune, and the
destabilization of the compact primordial Kuiper belt. The timescale for Jupiter and Saturn to cross
the 2:1 resonance was from about 60Myr to 1.1Gyr (Gomes et al. 2005). Thus, we can assume
that the compact primordial Kuiper belt was stable during this period of time, which may give
enough time for a NS to be captured and plummet through the compact disc. Based on the Nice
model, the primordial Kuiper belt was compact (15   30 au) and had an initial mass of ⇠ 10M 
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(Gomes et al. 2005; Levison et al. 2008; Morbidelli et al. 2010; Pike et al. 2017).
Assuming that the mass for the primordial Kuiper belt is M ⇠ 10M , we find that the total
number of objects that are capable of producing a FRB is N>Rmin = 8.38⇥ 1010. This calculation
assumes that the comet distribution is equivalent to that of the current Kuiper belt. We estimate the
number density of the primordial compact Kuiper belt to be nKuiper,p ⇡ 4.8 ⇥ 106 au 3, which is
about two orders of magnitude higher than the current Kuiper belt.
Next, we compare extrasolar debris disc architectures with the Solar system and the theoretical
belt used by Dai et al. (2016). There have been hundreds of extrasolar debris discs that have been
discovered over the past couple decades (e.g. Wyatt 2008). Since the emission from debris discs
are optically thin, observations using submillimeter continuum can be used to estimate the disc
masses, with the caveat that large bodies are missed. Since one cannot detect asteroid-sized objects
in debris belts, the presence of dust is used as an indicator of total disc mass. The majority of dust
in debris belts are produced from asteroid and comet collisions due to eccentricity excitations from






(e.g., Chiang et al. 2009), where Mpb is the mass of the largest parent body at the top of the
collisional cascade, tage is the age of the system, Md is the dust mass and tcol is the collisional
lifetime. The mass of largest parent body can be used as the minimum mass of the disc because
larger bodies may exist collisionless over tage (e.g., Dohnanyi 1969).
The dust mass residing within debris discs have been observed in a plethora of planetary sys-
tems. Depending on the size of the grains, dust masses have been observed to be in the range
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10 6 M  to 10 1 M  (e.g., Matthews et al. 2007; Su et al. 2009; Patience et al. 2011; Hughes et al.
2011; Matthews et al. 2014; Jı́lková & Portegies Zwart 2015; Kalas et al. 2015; Nesvold et al.
2017). Exozodical dust is the constituent for hot debris discs and these dust environments have
been detected around two dozen main-sequence stars (Absil et al. 2009; 2013; Ertel et al. 2014).
Kirchschlager et al. (2017) analyzed nine out of the two dozen systems and found that the dust
should be located within ⇠ 0.01–1 au from the star depending on the luminosity and that the dust
masses amount to only (0.2–3.5) ⇥ 10 9 M .
To calculate the minimum mass of the discs discussed above, based on the observed disc dust
mass (see equation (3.6)), we would have to calculate the collisional lifetime which is outside the
scope of this paper. The main point about discussing some of the observed disc dust masses is to
compare that to the Kuiper belt, which has a dust mass of (3–5) ⇥ 10 7 M  (Vitense et al. 2012).
The reason why the dust mass is so low in the Kuiper belt is that the belt has reached a steady-state
where the amount of dust being ejected equals the amount being injected. The observed debris
discs may not be in a steady-state, thus some have up to 6 orders of magnitude more dust than
the Solar system. From equation 3.6, if the amount of dust is large and the collisional timescale
is short, then this suggests that some extrasolar debris discs may be more massive than the Kuiper
belt or the asteroid belt. Heng (2011) estimated the total mass of the debris disc in the system HD
69830, based on the dynamical survival models of Heng & Tremaine (2010), to be 3–4⇥10 3 M ,
several times more massive than our asteroid belt. Chiang et al. (2009) found that low mass limit
of Fomalhaut’s debris disc to be about 3M , a order of magnitude more massive than the observed
mass in the Kuiper belt.
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Neutron Star Velocity
One well studied type of a NS is a radio pulsar. We use the measured pulsar velocities to
represent the proper motion velocities of NSs. Identifying pulsar proper motions and velocities
is critical in understanding the nature of pulsar and NS astrophysics. Applications of pulsar ve-
locity measurements include determining the birth rate of pulsars (Ankay et al. 2004), further
understanding supernova remnants (Migliazzo et al. 2002) and the Galactic distribution of the pro-
genitor population (Chennamangalam & Lorimer 2014), and for this work, calculating the collision
rate of asteroids with a NS. Pulsar velocities are calculated by measuring their proper motions and
distances.
The origin of pulsars high velocities at birth, also known as their natal kick velocities, are
thought to be driven by an asymmetrical explosion mechanism (e.g., Lai et al. 2006; Wongwatha-
narat et al. 2013). For a review on pulsar natal kick velocities, see Janka (2017). The observed su-
pernova explosions are not spherically symmetric (Blaauw 1961; Bhattacharya & van den Heuvel
1991; Wang et al. 2001). Natal kick velocities have typical values of 200–500 km s 1 and up to
about 1000 km s 1, with a mean velocity of 400 km s 1 (e.g., Cordes et al. 1993; Harrison et al.
1993; Lyne & Lorimer 1994; Kaspi et al. 1996; Fryer et al. 1998; Lai et al. 2001; Arzoumanian
et al. 2002; Chatterjee et al. 2005; Hobbs et al. 2005). The large eccentricities that are observed in
Be/X-ray binaries also suggest large kick velocities (Brandt & Podsiadlowski 1995; Bildsten et al.
1997; Martin et al. 2009).
The average observed pulsar velocity is several hundred km s 1 (e.g., Bailes et al. 1990; Car-
aveo & Mignani 1999; Hobbs et al. 2005; Deller et al. 2012; Temim et al. 2017; Deller et al. 2018).
There have been several mechanisms put fourth to explain high natal velocities of pulsars. Asym-
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metric neutrino emission was thought to be a mechanism that could provide kick velocities up to
⇠ 300 km s 1 (Fryer & Kusenko 2006) but this mechanism may be ruled out due to the dependence
on a very large magnetic field (> 1016 G) and nonstandard neutrino physics (e.g, Wongwathanarat
et al. 2010; Nordhaus et al. 2010; 2012; Katsuda et al. 2018). Also, Harrison & Tademaru (1975)
suggested that the electromagnetic rocket effect from an off-centered dipole in a rapidly rotating
pulsar can accelerate pulsars up to similarly high velocities. Another mechanism is non-radial flow
instabilities, such as convective overturn and the standing accretion shock instability (Foglizzo
2002; Blondin et al. 2003; Foglizzo et al. 2006; 2007; Scheck et al. 2008), which are able to pro-
duce asymmetric mass ejections during supernova explosions which can produce natal velocities
from 100 km s 1 to up to and even beyond 1000 km s 1. Next we explore the collision rate of as-
teroids on a pulsar with a pulsar velocity of 100 km s 1 (Blaes & Madau 1993; Ofek 2009; Li et al.
2016). The low value leads to a larger cross section area for the collisions and hence the maximum
value for the collision rate.
Collision Rate


















Instead of an asteroid belt, we use the primordial Kuiper belt to calculate this rate. We set na to
equal the density of the primordial Kuiper belt, nKuiper,p = 4.8⇥106 au 3. We estimate a collision
rate of 0.0012 h 1, which is about three orders of magnitude less than the analytical rate calculated
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by Dai et al. (2016), which requires an extremely high debris disc density and a low NS velocity.
Our analytical calculation suggests that this mechanism cannot produce a comet collision rate of
3 h 1, even in the extremely dense primordial Kuiper belt. In the next section, we explore if our
analytical findings can be supported by numerical integrations.
Previous works used the tidal disruption radius to calculate collisions, instead, we use the
impact radius associated with equation (4.9). Colgate & Petschek (1981) defined the break up

























where ⇢0 is the density of the asteroid, r0 is the cylindrical radius of the particle, and s0 is the



















We find that the impact radius is larger than the tidal breakup radius. Dai et al. (2016) specifically
required asteroids rather than comets to produce FRBs. This is because the size of the asteroid is
small enough to produce a duration of order of milliseconds, which is consistent with the typical
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giving a duration of 3.3ms. This duration is consistent with the pulse width of FRB 121102,
which is observed at 3 ± 0.5ms (Spitler et al. 2014). However, this calculation just encompasses
the cometary nucleus and neglects the cometary tail. A long cometary tail could potentially destroy
the coherent emission responsible for producing FRBs.
N–Body Simulations
We investigate whether asteroid/comet collisions can occur on a NS at a rate high enough to
explain the repeating FRB 121102. We examine two scenarios, in the the first scenario, the NS
formed in a binary. In the second scenario, the NS was captured into a binary.
In the non-capture scenario, the NS orbit is coplanar to the debris disc, with an eccentricity
of e = 0.5, a semimajor axis of a = 100 au, and an orbital period of Porb = 597.6 yr. The
assumption of coplanarity gives the highest collision rate possible. As the NS is formed from
a supernova explosion, the NS will receive a kick which can lead to an eccentric orbit (Blaauw
1961; Bhattacharya & van den Heuvel 1991). In the capture scenario we also assume coplanarity,
along with an eccentricity of e = 0.9, a semimajor axis of a = 500 au, and an orbital period
of Porb = 6681.5 yr. Even though an eccentricity of 0.9 is technically bound, for simplicity, we
assume that this eccentricity resembles a capture. In both scenarios we assume the binary system
to be of equal mass of 1.4M , with the frame of reference centered on the central star with the








































Figure 3.1: Three-dimensional models of the debris disc distribution (shown by the green dots) at
t = 0yr (initial distribution, top panel) and at t = 100, 000 yr (final distribution, bottom panel).
The orbit of the NS that sweeps through the debris disc is shown by the dotted red curve, with the
red dot signifying the position of the NS. The red dot has been inflated in order to visibly enhance
the location. The NS has an eccentricity of 0.5 and is initially located at apastron. The reference
frame in centered on the central star (where the debris disc is orbiting), which is located at the
origin (not shown).
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elements described as follows. The semimajor axis (a) is randomly allocated in the range [0.1
60] au, the eccentricity (e) is randomly distributed in the range [0 0.1], and the inclination (i) is
randomly selected in the range [0 10] . The remaining rotation orbital elements, the argument
of pericenter (!), the longitude of the ascending node (⌦), and the mean anomaly (M), are all
randomly allocated in the range [0 360] . The NS companion begins at apastron.
Since in both cases, the intruding NSs are in bound orbits. We calculate the periastron ve-
locities in both scenarios and compare that to the NS natal kick velocity used in the analytical
approximation in equation (3.7). For the NS with eccentricities of 0.5 and 0.9, the periastron ve-
locities are 6.1048 km/s and 6.8707 km/s, respectively, with each having a periastron distance of
50 au. These velocities are about two orders of magnitude lower than the average NS velocities,
which means the number of collisions from the numerical results should be heightened due to the
extremely low periastron velocity.
We model the NS system along with a debris disc using the N–body sympletic integrator in the
orbital dynamics package, MERCURY (Chambers 1999). We simulate this system for a duration of
100, 000 years, which corresponds to a time of 166.67Porb for the non-capture scenario and a time
of 14.97Porb for the capture scenario, where we calculate the number of test particles that impact
the central star and the companion. We physically inflate the radius of the NS and the central star
to the impact radius. When a test particle collides with a either star it is considered to have been
impacted and removed from the simulation. The system is in a initial stable configuration without
the intruding NS.
The left panel of Fig. 3.1 shows the initial setup of the non-capture scenario. The orbit of the
intruding NS that sweeps through the fiducial belt is shown by the red dashed line. The frame
of reference is centered on the central star (which is not shown), which is located at the origin,
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(0, 0, 0). The NS is initially at apastron, with the red dot being inflated in order to visibly enhance
the location. MERCURY uses the mean anomaly as one of the rotational elements. In order to
construct the orbit of the NS in Fig. 3.1, we make use of the first-order transformation from mean
anomaly to the true anomaly (⌫) given by
M = ⌫   2e sin ⌫, (3.11)
where e is the eccentricity of the NS.
The right panel of Fig. 3.1 shows the final distribution of the surviving debris disc after a time
of 100, 000 years. The majority of the debris belt becomes unstable except for a population that
resides close to the central star. We show the eccentricity versus the semimajor axis distribution
of the test particle population at times t = 0Porb, 0.67Porb, 1.67Porb and t = 166.67Porb shown
in Fig. 3.2. The NS begins at apastron and has an orbital period of roughly 600 yr. As the system
evolves, the outer parts of the belt become unstable, increasing the eccentricity of the test particles.
As the NS approaches periastron, the majority of the debris disc has already been scattered. This
unstable nature extends throughout the belt as time increases. The belt is stable close to the central
star in R . 15 au.
Next, we examine the scenario that resembles the NS being captured by a star with an debris
belt. The left panel of Figure 3.3 shows the initial setup for the NS capture model, while the right
panel shows the final distribution of the debris belt. Much like the non-capture scenario, the belt
becomes unstable as the NS approaches periastron. Figure 3.4 shows the eccentricity versus the
semi–major axis distribution of the test particle population at times t = 0Porb and t = 14.97Porb.
Again, as the system evolves, the outer parts of the belt become unstable, increasing the eccentricity
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Figure 3.2: The orbital eccentricity distribution of the fiducial debris disc an a function of semi-
major axis at t = 0Porb (top left panel), at t = 0.67Porb (top right panel), at t = 1.67Porb (bottom
left panel), and at t = 166.67Porb (bottom right panel). Initially, the orbiting NS begins at apastron
and has an orbital period of about 600 yr.
of the test particles. Next, we examine the impact rate of the test particles that have become
unstable in each scenario.
Numerical collision rate
The fate of test particles with heightened eccentricities include impact with the central star
or the NS, ejection from the system, or remains within the simulation domain. If a test particle










































Figure 3.3: Same as Fig. 3.1 but with an eccentricity of 0.9.
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Figure 3.4: Same as Fig. 3.2 but with an eccentricity of 0.9 and at times t = 0Porb (left panel) and
t = 14.97Porb (right panel). Initially, the orbiting NS begins at apastron and has an orbital period
of about 6681.5 yr.
simulation. Figure 3.5 shows the impact rate onto the central star and onto the intruding NS in
both non-capture (left panel) and capture (right panel) scenarios. We also show the time of first
periastron approach for both models. Within both scenarios, the NS literally goes through the belt
on the first periastron approach, however, there are only two collisions during the first periastron for
the non-capture scenario. For the capture scenario, there is one collision during the first periastron
passage. This is an interesting prediction, which states that the rate drops quickly with time, the
highest being in the first orbit, but drops quickly in subsequent orbits. FRB 121102 has been
observed for almost six years. It becomes active time and time again, which does not seem to
be consistent with the prediction. However, since the orbital periods of the simulations are long,
the source for FRB 121102 may still in the first encounter phase. In this case, we focus on the
first encounter and comment on the deficiency of the rate (as above). In any case, the periodicity
mentioned by Bagchi (2017) should be irrelevant. Thus, a NS simply passing through a belt may
not have a large amount of collisions.
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Figure 3.5: The number of impact events as a function of time for the non-capture scenario (top
panel) and for the capture scenario (bottom panel). In the left panel, the intruding NS is denoted
with blue and central star with red. In the right panel, the intruding NS is denoted with yellow
and central star with purple. The times of the first periastron passage are shown by the horizontal
dotted lines.
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Dai et al. (2016) used an asteroid belt analog as the source of debris. The numerical setup in
this work made use of a larger Kuiper-belt analog. We now estimate the density of a Kuiper-belt
analog that is able to produce the repetitive rate and then compare that with the densities of the
current Kuiper belt and the primordial Kuiper belt.
The observed rate of FRB 121102 during its active phase is about 1000 yr 1. According to
our simulations, the total number of collisions onto the NS for each scenario is of the order of
10 collisions per 100, 000 yr with a disc number density of the order of 10 2 au 3. To achieve
the repetitive rate of 1000 yr 1, the density of our Kuiper belt analog would have to increase to
107 au 3. This density would predict 1010 collisions per 100, 000 yr, however, the velocity of the
NS at periastron within our numerical simulations is two orders of magnitude smaller than the
observed NS proper motion velocity, which is of order of 100 km/s (see section ). Since the rate
is inversely proportional to v⇤, this means that the numerical results overestimated the collision
rate by two orders of magnitude. Thus, scaling our number density of the Kuiper-like belt by 9
orders of magnitude would match the repetitive rate of 1000 yr 1. This density is three orders of
magnitude greater than the current Kuiper belt and still an order of magnitude greater than the
primordial Kuiper belt. Keep in mind that this scaled density is for a coplanar intruding NS to
capture the highest rate of collisions. Realistically, the intruding NS would be misaligned to the
plane of the debris belt and therefore the density of the belt would be greater than 107 au 3 to
match the repetitive rate. Recall, that Dai et al. (2016) analytically found the number density to be
109 au 3 for an asteroid belt to match the repetitive rate. Thus, our numerical simulations suggest
that a Kuiper belt analog could match the repetitive rate with a density greater than 107 au 3. If
the debris disc was instead orbiting the intruding NS (i.e., the central star in our simulations), the
rate of impacts would be much lower and the density required to match the observed repetitive rate
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would have to be larger than 108 au 3.
We find another drawback to the collision model based on our numerical simulations. The
repetitive rate of FRB 121102 is quite erratic, with a peak rate of about 3 hr 1 during its active
phase (Spitler et al. 2016; Scholz et al. 2016; Palaniswamy et al. 2018). We explore our numerical
results to identify if a short-time-scale erratic component is present. Figure 3.6 shows the number
of collisions as a function of the time between each collision. The left panel shows the time
interval distribution for the case where the NS eccentricity is 0.5 and the right panel is when the NS
eccentricity is 0.9. For the former case, the distribution shows a close to one component Gaussian
distribution with no short-time-scale erratic component. For the latter case, the distribution is
also close to a one component Gaussian distribution. With more initial test particles, such a one-
component Gaussian distribution may be enhanced without developing a short-time-scale erratic
component.
Summary
We have examined the FRB-asteroid collision model that has been postulated to explain the
repeating FRB 121102. We summarize all the findings of the scenario below:
• We first estimated the analytical rate of debris colliding onto a intruding NS with a density of
a primordial Kuiper belt and with a low NS natal kick velocity. The primordial Kuiper belt
is an extreme case since the current mass of the Kuiper belt is 1% of its initial mass. Given
this extreme case, the rate is still about three orders of magnitude lower than the observed
rate of 3 h 1. This supports the findings of Dai et al. (2016), that the source is most likely
not located within a Milky Way analog, and that the potential progenitors could be in an
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Figure 3.6: The number of collisions as a function of time between each collision for the non-
capture scenario (top panel) and for the capture scenario (bottom panel). In the left panel, the
intruding NS is denoted with blue and central star with red. In the right panel, the intruding NS is
denoted with yellow and central star with purple.
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extremely rare arrangement.
• We find that the analytical duration to produce FRB by comets is consistent with the pulse
width of FRB 121102 (3 ± 0.5ms), assuming an average cometary nucleus radius of 5 km.
This suggests that a comet may be able to produce an FRB assuming that the long cometary
tail does not disrupt the coherent emission needed to produce FRBs.
• To compare our analytical interpretation to numerical integrations, we model a Kuiper-like
debris disc around a central star with a NS on a highly eccentric orbits (e = 0.5 and e = 0.9).
Within each scenario, the debris disc becomes unstable before the NS approaches periastron,
which leads most comets to be scattered away from the belt rather than being accreted by the
NS.
• We estimate how dense our Kuiper-belt analog would have to be in order to reproduce the
repetitive rate. We constrain the estimated density to be larger than 107 au 3 to match the
observed repeating radio bursts for an intruding NS. If the disc happened to be around the
NS, the density required would have to be larger than 108 au 3. These densities are 3   4
orders of magnitude greater than the current Kuiper belt and 1   2 orders of magnitude
greater than the primordial Kuiper belt even if: (1) one introduces a Kuiper-belt like comet
belt rather than an asteroid belt and assume that comet impacts can also make FRBs; (2) the
NS moves ⇠ 2 orders of magnitude slower than their normal proper-motion velocity due
to supernova kicks; and (3) the NS orbit is coplanar to the debris belt, which provides the
highest rate of collisions.
• Another drawback to this model is that the numerical simulations lack evidence for the erratic
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behavior of FRB 121102.
We conclude that if repeating FRBs are produced by comets colliding with an NS, the progenitor
system must be in an extremely rare arrangement (i.e. an intruding NS plummeting through an
extremely dense Kuiper-like comet belt or asteroid belt) to cause the repeating behavior as observed
in FRB 121102. Thus, we do not rule out the mechanism proposed by Dai et al. (2016) but the
evidence for such arrangements are sparse.
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CHAPTER 4
ALIGNMENT OF A CIRCUMBINARY DISC AROUND AN ECCENTRIC BINARY WITH
APPLICATION TO KH 15D
Background
Observations show that most stars form in relatively dense regions within stellar clusters which
subsequently may be dispersed. The majority of these stars that form are members of binary star
systems (Duquennoy & Mayor 1991; Ghez et al. 1993; Duchêne & Kraus 2013). The observed
binary orbital eccentricities vary with binary orbital period (Raghavan et al. 2010a; Tokovinin &
Kiyaeva 2016). For short binary orbital periods, typically less than about 10 days, the eccentricities
are small, likely because the orbits are circularized by stellar tidal dissipation (Zahn 1977). The
average binary eccentricity increases as a function of binary orbital period and ranges from 0.39
to 0.59. In addition, there is considerable scatter in eccentricity at a given orbital period with high
eccentricities ⇠ 0.8 or larger sometimes found.
Discs consisting of gas and dust likely reside within these systems at early stages. There
can be multiple discs present in a binary system. A circumbinary disc orbits around the binary,
while each of the binary components can be surrounded by its own disc (i.e. circumprimary and
circumsecondary discs), as is found in binary GG Tau (Dutrey et al. 1994). Each of the discs may
be misaligned to each other and to the binary.
Some circumbinary discs have been found to be misaligned with respect to the orbital plane of
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the central binary. For example, the pre-main sequence binary KH 15D has a circumbinary disc
that is misaligned to the binary (Chiang & Murray-Clay 2004; Winn et al. 2004). The circumbinary
disc or ring around the binary protostar IRS 43 has a misalignment of at least 60  (Brinch et al.
2016), along with misaligned circumprimary and circumsecondary discs. The binary GG Tau A
may be misaligned by 25 -30  from its circumbinary disc (Köhler 2011; Aly et al. 2018). There is
also evidence that binary 99 Herculis, with an orbital eccentricity of 0.76, has a misaligned debris
disc that is thought to be perpendicular to the orbital plane of the binary (Kennedy et al. 2012).
Furthermore, there are several known circumbinary planets discovered by Kepler, two of which
have a misalignment to the binary of roughly 2.5 , Kepler-413b (Kostov et al. 2014) and Kepler-
453b (Welsh et al. 2015). This misalignment suggests that the circumbinary disc may have been
misaligned or warped during the planet formation process (Pierens & Nelson 2018).
Misalignment between a circumbinary disc and the binary may occur through several possible
mechanisms. First, turbulence in star-forming gas clouds can lead to misalignment (Offner et al.
2010; Tokuda et al. 2014; Bate 2012). Secondly, if a young binary accretes material after its
formation process, the accreted material is likely to be misaligned to the orbital binary plane (Bate
et al. 2010; Bate 2018). Finally, misalignment can occur when a binary star forms within an
elongated cloud whose axes are misaligned with respect to the cloud rotation axis (e.g. Bonnell &
Bastien 1992).
The torque from binary star systems can impact the planet formation process compared to
discs around single stars (Nelson 2000; Mayer et al. 2005; Boss 2006; Martin et al. 2014b; Fu
et al. 2015a;c; 2017). By understanding the structure and evolution of these discs, we can shed
light on the observed characteristics of exoplanets.
Dissipation in a misaligned circumbinary disc causes tilt evolution. A disc around a circular
70
orbit binary aligns to the orbital plane of the binary (e.g. Papaloizou & Terquem 1995a; Lubow
& Ogilvie 2000; Nixon et al. 2011b; Facchini et al. 2013b; Foucart & Lai 2014). However, for a
disc around an eccentric binary, its angular momentum aligns to one of two possible orientations:
alignment to the angular momentum of the binary orbit or, for sufficiently high initial inclination,
alignment to the eccentricity vector of the binary (Aly et al. 2015; Martin & Lubow 2017b; Lubow
& Martin 2018; Zanazzi & Lai 2018). The latter state is the so-called polar configuration in which
the disc plane lies perpendicular to the binary orbital plane. The timescale for the polar alignment
process may be shorter or longer than the lifetime of the disc depending upon the properties of the
binary and the disc (Martin & Lubow 2018).
Through SPH simulations Martin & Lubow (2017b) found that an initially misaligned (i =
60 ) low mass circumbinary disc around an eccentric (eb = 0.5) binary undergoes damped nodal
oscillations and eventually evolves to a polar configuration. Martin & Lubow (2018) explored the
properties of binaries and discs that lead to a final polar configuration. 1D linear models for the
evolution of a low mass, nearly polar disc around an eccentric binary also show evolution to a polar
configuration (Zanazzi & Lai 2018; Lubow & Martin 2018).
In this paper, we extend the work of Martin & Lubow (2017b) and Lubow & Martin (2018) by
studying the evolution of misaligned circumbinary discs around eccentric orbit binaries with lower
initial inclinations that ultimately result in coplanar alignment with the binary. We apply both 3D
SPH simulations and 1D linear equations for a variety of disc and binary properties.
First we examine test particle orbits around a circular and eccentric binary in Section . In
Section , we use three dimensional hydrodynamical simulations of circumbinary discs to explore
the evolution of aligning circumbinary discs for various values of inclination, eccentricity, and
disc size. In Section , we apply a 1D linear model for the disc evolution. In Section , we apply the
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nearly rigid disc expansion procedure. We apply our results to the observed circumbinary disc in
KH 15D in Section . Section contains a summary.
Test Particle Orbits
In this section we consider the evolution of the orbit of an inclined test particle around a binary.
For a circular orbit binary, or for a sufficiently low inclination test particle orbit around an eccentric
binary, the test particle orbital angular momentum precesses about the binary angular momentum.
An eccentric orbit binary generates a secular potential that is nonaxisymmetric with respect to
the direction of the binary angular momentum. Consequently, the particle orbit tilt i oscillates,
the precession rate is nonuniform, and the precession is fully circulating. For higher inclination
around an eccentric binary, the orbit precesses about the eccentricity vector of the binary and also
undergoes oscillations in tilt. The particle in that case undergoes libration, rather than circulation
(Verrier & Evans 2009; Farago & Laskar 2010; Doolin & Blundell 2011).
We consider test particle orbits around an equal mass binary with M1 = M2 = 0.5M , where
M is the mass of the binary and the semi-major axis of the binary is denoted as a. The particle
orbits are calculated for four different binary eccentricities, eb = 0.0, 0.3, 0.6, and 0.8. The orbital
period of the binary is given by Porb = 2⇡/
p
G(M1 +M2)/a3. The binary begins at periastron
separation. We apply a Cartesian coordinate system (x, y, z). The x axis is along the binary
eccentricity vector, whose direction is from the binary center of mass to the orbital pericenter. The
z axis is along the binary angular momentum. The test particle begins in a circular Keplerian orbit
at position (0, d, 0) with velocity ( ⌦pd cos i0, 0,⌦pd sin i0) where ⌦p =
p
G(M1 +M2)/d3 is
approximate angular frequency of a particle about the center of mass of the binary and i0 is the
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Figure 4.1: The i cos -i sin  plane for misaligned test circular particle orbits with varying initial
inclination and longitude of the ascending node. The green lines show orbits close to prograde,
red/magenta lines show orbits that have a librating solution and the blue lines show orbits close to
retrograde. Upper left panel: A circular binary with eb = 0.0. Upper right panel: eb = 0.3. Lower
left panel: eb = 0.6. Lower right panel: eb = 0.8.
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initial particle orbit tilt with respect to the binary orbital plane. The longitude of the ascending
node   is measured from the x-axis. These initial conditions correspond to an initial longitude of
the ascending node of  0 = 90 .
Fig. 4.1 shows the test particle orbits in the i cos -i sin  phase space for binary eccentricities
of eb = 0.0 (upper left panel), 0.3 (upper right panel), 0.6 (lower left panel), and 0.8 (lower right
panel) for various initial inclinations. The test particles all begin at a separation of d = 5a. For
these test particle orbits, the separation does not affect these phase portraits, only the timescale on
which the orbit precesses. Depending on the initial orbital inclination, the particle can reside on a
circulating or librating orbit. The centers of the upper libration regions (for all panels except the
circular case) corresponds to i = 90  and   = 90 , while the centers for the lower librating regions
correspond to i = 90  and   =  90 .
For higher binary eccentricity, the critical inclination angle that separates the librating solutions
from circulating solutions is smaller. When the third body (in this case a test particle) is massive,
the nodal libration regions shrink (see Fig. 5 in Farago & Laskar 2010). The critical inclination for









(Farago & Laskar 2010). For the eccentricities considered in Fig. 4.1 this is icrit = 54.9  for
eb = 0.3, icrit = 30.8  for eb = 0.6 and icrit = 18.5  for eb = 0.8. Martin & Lubow (2018) found
that the critical inclination is slightly higher for a disc than a test particle. This means that a disc
is more likely to move towards coplanar alignment with the binary than a test particle. In the next
section we consider the evolution of a hydrodynamic circumbinary disc and use these test particle
74
Table 4.1: Parameters of the initial circumbinary disc around an equal mass binary with total mass
M , and separation a.
Binary and Disc Parameters Symbol Value
Mass of each binary component M1/M = M2/M 0.5
Accretion radius of the masses racc/a 0.25
Initial disk mass Mdi/M 0.001
Initial disk inner radius rin/a 2
Disc viscosity parameter ↵ 0.01
Disc aspect ratio H/r(r = rin) 0.1
Table 4.2: The setup of the SPH simulations which lists the eccentricity of the binary, eb, the initial
tilt of the disc, i0, and the initial outer boundary of the disc, rout. We also list the critical inclination
of a test particle derived from Equation (4.1). The initial tilts from each model are always below
the critical to assure the disc aligns to the orbital binary plane.
Model eb i0 icrit rout/a
Run1 0.0 60  – 5
Run2 0.3 50  54.9  5
Run3 0.6 30  30.8  5
Run4 0.8 15  18.5  5
Run5 0.8 15  18.5  40
Run6 0.3 10  54.9  5
Run7 0.6 10  30.8  5
Run8 0.8 10  18.5  5
orbits for comparison.
Circumbinary Disc Simulations
To model the alignment process of misaligned circumbinary discs around an eccentric binary,
we use the 3D smoothed particle hydrodynamics (SPH; e.g., Price 2012a) code PHANTOM (Lodato
& Price 2010; Price & Federrath 2010; Price et al. 2017). PHANTOM has been well tested and used
to model misaligned accretion discs in binary systems (Nixon 2012a; Nixon et al. 2013a; Martin





























Figure 4.2: Left: The upper panel shows the inclination, i, and lower panel the longitude of the
ascending node,  , for a circumbinary disk with i0 = 60  around a circular binary, eb = 0.0,
(Run1). Right: the i cos -i sin  phase space. The measurements are taken within the disc at a
distance of 3a (solid) and 5a (dashed).
Simulation Setup
Table 4.1 summarises the initial conditions of the binary and disc parameters for the hydro-
dynamical simulations. We consider an equal mass binary with total mass M = M1 + M2. The
eccentric orbit of the binary lies in the x-y plane with semi–major axis, a. The binary begins at time
t = 0 at apastron. The accretion radius of each binary component is 0.25a. When a particle enters
this radius, it is considered accreted and the particle’s mass and angular momentum are added to
the sink particle. We consider binaries with eccentricities eb = 0.0, 0.3, 0.6 and 0.8. For each
eccentricity, we begin with a low initial disc inclination somewhat below the critical value found
from Equation (4.1). Table 5.1 summarises the setup for each simulation. For eb = 0.3 we use
i = 50 , for eb = 0.6 we use i = 30  and for eb = 0.8 we use i = 15  We evolve each simulation
to 3000 binary orbits.
Each simulation has an initially low disc mass of 10 3 M and we ignore self–gravity. The low
76
mass disc has a negligible dynamical affect on the orbit of the binary. Each simulation consists of
6⇥ 105 equal mass gas particles that initially reside in a flat disc with an inner boundary of 2a and
an outer boundary of 5a. The inner boundary of the disc is chosen to be close to where the tidal
torque truncates the inner edge of the disc (Artymowicz & Lubow 1994). For misaligned discs, the
tidal torque produced by the binary is much weaker allowing the disc to move closer to the binary
(e.g., Lubow et al. 2015; Miranda & Lai 2015; Nixon & Lubow 2015; Lubow & Martin 2018). The
surface density profile is initially a power law distribution ⌃ / R 3/2. We use a locally isothermal
disc with sound speed cs / R 3/4 and disc aspect ratio H/r = 0.1 at r = rin. We take the Shakura
& Sunyaev (1973) ↵ to be 0.01. From these values we derive an artificial viscosity (↵AV) of 0.4
(a value of ↵AV = 0.1 represents the lower limit, below which a physical viscosity is not resolved







where hhi is the mean smoothing length on particles in a cylindrical ring at a given radius (Price
et al. 2017). With this value of ↵, the disc with an initial outer radius of 5a is resolved with a
shell-averaged smoothing length per scale height of hhi/H ⇡ 0.25. For the simulation with a
larger outer radius of 40a, we have that hhi/H ⇡ 0.30.
Results
In this section we describe the results of the hydrodynamical disc simulations for different
values of the eccentricity of the binary orbit.





























Figure 4.3: Same as Fig. 4.2 but for a circumbinary disk with i0 = 50  and binary eccentricity




























Figure 4.4: Same as Fig. 4.2 but for a circumbinary disk with i0 = 30  and binary eccentricity
eb = 0.6 (Run3).
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Figure 4.5: Disc evolution for a circumbinary disk with i0 = 15  around a binary with eb = 0.8
(Run4). Upper panels: initial disc setup for the PHANTOM SPH simulation of an eccentric binary
with separation a (shown by the red circles) with an inclined circumbinary disc. Lower panels: the
disc at a time of t = 150Porb. The color denotes the gas density with yellow regions being about
two orders of magnitude larger than the blue. The left panels show the view looking down on to
the binary orbital plane, the x–y plane. The middle panels show the x–z plane and the right panels
show the y–z plane.
The left hand panel of Fig. 4.2 shows the time evolution of the inclination and longitude of
ascending node at a distance 3a (solid lines) and 5a (dashed lines) of a misaligned disc with an
initial inclination of 60  around an circular binary (Run1 of Table 5.1). The inclination evolution of
the disc shows that the disc is aligning to the binary orbital plane. Through viscous dissipation, the
disc orbital angular momentum vector evolves towards alignment with the orbital angular momen-
tum vector of the binary. The disc undergoes retrograde precession at a nearly constant (uniform)



































Figure 4.6: Same as Fig. 4.2 but for a circumbinary disk with i0 = 15  and binary eccentricity
eb = 0.8 (Run4).
tonically. The right hand panel shows a spiral in the i cos -i sin  phase space as the disc aligns to
the binary orbital plane.
Eccentric Binary with eb = 0.3
We consider a binary eccentricity of 0.3. Fig. 4.3 shows the time evolution of the inclination
and longitude of ascending node at a distance 3a and 5a of an initially misaligned disc of 50 
around the eccentric binary (Run2 of Table 5.1). The disc evolves towards alignment to the plane
of the binary as in the circular binary case. However, during this process the disc undergoes tilt
oscillations due to the eccentricity of the binary. The precession rate is nonuniform.
Eccentric Binary with eb = 0.6
The left hand panel of Fig. 4.4 shows the time evolution of the inclination and longitude of as-
cending node at a distance 3a and 5a for a misaligned disc with an initial inclination of 30  around
a binary with eccentricity eb = 0.6 (Run3 of Table 5.1). The right hand panel shows the spiral in
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the i cos -i sin  phase space as the disc aligns to the binary orbital plane. The precession rate is
more nonuniform than in the case of eb = 0.3 shown in Fig. 4.3 and the inclination oscillations are
stronger.
Eccentric Binary with eb = 0.8
Finally, we consider a highly eccentric binary with eb = 0.8. This eccentricity is at the upper
end of the values for binary KH 15D determined by Johnson et al. (2004). We consider an initial
misalignments of 15  (Run4 of Table 5.1). We show the initial orientation in the three Cartesian
planes in the upper panels in Fig. 4.5. In the lower panels, we show the disc orientation at a time
of t = 150Porb when the disc tilt has increased to about 50 . The upper left hand panel in Fig. 4.6
shows the evolution of the tilt and the longitude of the ascending node. The right hand panel shows
the i cos -i sin  phase space plot as the disc aligns to the binary orbital plane. As expected, as
the binary eccentricity increases, the amplitude of the tilt oscillations also increases as expected
from the test particle orbit case. In addition, the precession rate is more nonuniform, as seen in the
lower left panel of Fig. 4.6.
Eccentric Binary with a large disc
The simulations described thus far only dealt with moderately extended discs with a radial
extent initially from 2a up to 5a. For parameters relevant to protoplanetary discs, such discs precess
in nearly solid body because the sound crossing timescale is shorter than the precession timescales.
As discussed in Martin & Lubow (2018), close binaries may have a disc with a much larger radial
extent relative to the binary separation. We now consider the disc evolution with a larger initial
disc outer radius (Run5 of Table 5.1) .
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Figure 4.7: Disc evolution for a circumbinary disk with i0 = 15  and rout = 40a around a binary
with eb = 0.8 (Run5). Upper panels: initial setup of a low mass disc initially containing 1, 000, 000
equal mass gas particles. Lower panels: the disc at a time of t = 600Porb The color denotes the
gas density with yellow regions being about two orders of magnitude larger than the blue. The
left panels show the view looking down on to the binary orbital plane, the x–y plane. The middle
panels show the x–z plane and the right panels show the y–z plane.
We consider a disc with a radial extent initially of 40a. Unlike previous simulations in this
work, this disc has 1 ⇥ 106 equal mass gas particles, more than in the other simulations, although
the particle density and therefore spatial resolution is lower. The disc aspect ratio at the outer
boundary is 0.047. Extending the disc outer radius by a factor of 8 increases the disc angular
momentum compared to the previous simulations. We investigated whether there are significant
dynamical effects that the extended disc exerts on the binary. The maximum deviation from the
initial binary inclination and eccentricity is 0.0072  and 0.0104, respectively. Thus, there are no
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significant dynamical effects on the binary. The initial disc setup is shown in the top panels of
Fig. 4.7. The evolution of the tilt and longitude of ascending node are shown in Fig. 4.8. We show
the results at three radii within the disc, 5a, 10a and 25a. For this larger disc, the sound crossing
time over the radial extent of the disc is longer than the precession timescale. The inner parts of
the disc begin a tilt oscillation while the outer parts of the disc remain close to their original value
for longer. The lower panels of Fig. 4.7 show the disc at a time of 600Porb. The outer parts of the
disc have not changed much from the initial setup, while the inner parts of the disc are significantly
tilted. We see evidence for disc breaking in this simulation.
To examine the behavior of the warp propagation, in Fig. 4.9 we show the surface density
(top panel), inclination (middle panel), and longitude of the ascending node (bottom panel) as a
function of radius at times 0Porb, 10Porb, 102 Porb, 103 Porb, and 2⇥ 103 Porb. The initial surface
density (at t = 0) has a profile of ⌃ / r 3/2. As the disc evolves, the gas in the outer portions of
the disc spreads outwards through viscosity. As time increases, the inclination of the inner portions
of the disc increases due to these tilt oscillations and the wave travels outwards in time. From the
1000Porb curve in the middle panel, we see that the disc below a distance of about 20a is inclined
more than the outer regions of the disc. Since the surface density at 1000Porb shows a dip at around
14a, we find that the disc is broken.
Disc breaking occurs when the radial communication time-scale is larger than the is the preces-
sion time-scale, tc > tp. The disc is able to maintain radial communication via pressure induced
bending waves that propagate at speed cs/2 for gas sound speed cs (??). The radial communication










(Lubow & Martin 2018), where hout is the disc aspect ratio at the outer edge, s is related to the
temperature profile of the disc (T (r) / r s), the angular frequency ⌦b =
q
GM
a3 . The nodal


















The precession time-scale can be found by taking the inverse of the nodal precession rate. For a
narrow disc we have rout = r = 5a, eb = 0.8, and hout = 0.0795, which equates to tc ⇡ 160Porb
and tp ⇡ 1317Porb. Given that tc < tp, the narrow disc can rigidly precess. For example, we
compare tp to the numerical precession timescale tp,Run4 for simulation Run4 which is referenced
in Fig. 4.6. We find that tp,Run4 ⇡ 1540Porb which is consistent with tp.
For a larger disc, rin ⌧ rout, the precession time-scale can be determined by taking the inverse
of the global precession rate. The global precession rate of a disc is found by taking its angular
momentum weighted average of the nodal precession rate !n(r). Therefore, the global precession









where p is related to the initial surface density profile of the disc (⌃ / r p), For an extended disc
with rout = 40a, eb = 0.8 and hout = 0.0473, we have tc ⇡ 6114Porb and tp,global ⇡ 2665Porb.

































Figure 4.8: Same as Fig. 4.2 but for a circumbinary disk with i0 = 15  and rout = 40a around
a binary with eb = 0.8 (Run5). The measurements are taken within the disc at a distance of 5a
(solid), 10a (dashed), and 25a (dotted).
Nearly Coplanar Disc Linear Model
In this section we apply a 1D linear model to the disc evolution based on equations that assume
that the level of tilt is small and that the density evolution can be ignored. The equations apply the
secular torque due to an eccentric binary obtained by Farago & Laskar (2010). The advantage of
using this approach is that solutions can be readily obtained over very long timescales for very large
discs with far less computational effort than is required with SPH. Such an approach to modeling
the circumbinary disc around KH 15D has been applied by Lodato & Facchini (2013) and Foucart
& Lai (2014) for a circular orbit binary. The analysis presented in this section is similar to that of
Lubow & Martin (2018) who analyzed a nearly polar disc around an eccentric orbit binary.
We consider an eccentric binary with component stars that have masses M1 and M2 and total
mass M = M1 + M2 in an orbit with semi–major axis ab and eccentricity eb. To describe this









































Figure 4.9: As a function of normalized radius, we show the surface density (top panel), tilt (mid-
dle panel), and longitude of the ascending node (bottom panel) at times 0Porb, 10Porb, 102 Porb,
103 Porb and 2 ⇥ 103 Porb. The initial conditions for the circumbinary disk are i0 = 15  and
rout = 40a with a binary eccentricity eb = 0.8 (Run5).
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center of mass and with the z-axis parallel to the binary angular momentum Jb and the x-axis
parallel to the binary eccentricity vector eb. We consider the disc to be composed of circular rings
that provide a surface density ⌃(r). The ring orientations vary with radius r and time t and orbit
with Keplerian angular speed ⌦(r). In this model, the disc surface density is taken to be fixed in
time, i.e., viscous evolution of the disc density is ignored. We denote the unit vector parallel to the
ring angular momentum at each radius r at each time t by (`x(r, t), `y(r, t), `z(r, t)). We consider
small departures of the disc from the x  y plane, so that |`x| ⌧ 1, |`y| ⌧ 1, and `z ⇡ 1.
We apply equations (12) and (13) in Lubow & Ogilvie (2000) for the evolution of the disc 2D
tilt vector `(r, t) = (`x(r, t), `y(r, t)) and 2D internal torque G(r, t) = (Gx, Gy). The disc tilt i










+ T , (4.7)
where T is the tidal torque per unit area due to the eccentric binary whose orbit lies in the x   y
plane. Equation (13) in Lubow & Ogilvie (2000) provides the internal torque evolution equation
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where ↵ is the usual turbulent viscosity parameter, !a(r) is the apsidal precession rate for a disc





















for disc density ⇢(r). We apply boundary conditions that the internal torque vanishes at the inner
and outer disc edges rin and rout, respectively. That is,
G(rin, t) = G(rout, t) = 0. (4.11)
This is a natural boundary condition because the internal torque vanishes just outside the disc
boundaries. Thus, any smoothly varying internal torque would need to satisfy this condition.
The torque term due to the eccentric binary follows from an application of equations (2.17) and
(2.18) in Farago & Laskar (2010). The torque term is expressed as
T = ⌃r2⌦⌧ (4.12)
with
⌧ = (a(r)`y, b(r)`x) (4.13)
and

































respectively. As usual, the physical values of ` and G are obtained by taking their real parts.
Nearly Rigid Disc Expansion
Lowest order
We apply the nearly rigid tilted disc expansion procedure in Lubow & Ogilvie (2000). We
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expand variables in the tidal potential that is considered to be weak as follows:
a = A(1), (4.19)
b = B(1),
` = `(0) + `(1) + · · · ,
! = !(1) + !(2) + · · · ,
G = G(1) +G(2) + · · · ,
⌧ = ⌧ (1) + ⌧ (2) + · · · ,
where a and b are given by Equations (4.14) and (4.15), respectively. a and b depend on the tidal
potential and are regarded as first order quantities.
To lowest order, the disc is rigid and the tilt vector `(0) = (`(0)x , `(0)y ) is constant in radius. We
integrate r times Equation (4.17) over the entire disc and apply the boundary conditions given by
Equation (4.11) to obtain
Z rout
rin
⌃r3⌦(i!(1)`(0)   ⌧ (1)) dr = 0, (4.20)
where
⌧ (1)(r) = (A(1)(r) `(0)y , B
(1)(r) `(0)x ). (4.21)













































Because |`(0)x | and |`(0)y | differ, the disc undergoes nonuniform precession and secular tilt oscilla-
tions with tilt variations i(t) with respect to the x  y plane. The disc longitude of ascending node
  is related to the tilt vector by





We take the initial disc longitude of ascending nodes to be 90  , so that 2D tilt vector ` is initially
aligned with the binary eccentricity vector. Figure 4.10 plots the longitude of the ascending node
and the nodal precession rate as a function of time for various values of binary eccentricity. For
eb = 0, the precession rate is uniform and appears as the horizontal line. The precession rate
becomes highly nonuniform at higher values of binary eccentricity. For eb = 0.8, the precession
rate varies about a factor of 10 over the precession period.
The results in the upper panel of Figure 4.10 for eb = 0.8 are similar to those in the lower left
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panel of Figure 4.6 that are based on SPH simulations. The precession is nonuniform in both cases,
with similar phase oscillations in time. One difference is that the precession period increases in
time in the SPH simulations. This increase occurs because of the viscous disc density evolution
that in turn changes the disc angular momentum. This effect is not included in the linear model.
The disc tilt varies in time as
i(t) = i0
s






where i0 = i(0) that occurs when the longitude of the ascending node is 90
  . Figure 4.11 plots
the tilt angle as a function of time for various values of binary eccentricity. Tilt oscillations oc-
cur because the binary potential is nonaxisymmetric around the direction of the binary angular
momentum vector (the z axis). For eb ' 1, the oscillations undergo extreme tilt variations
i(t) / i(0)
p
(1  cos (2!(1)t))/(1  eb).
The normalised disc tilt and precession rates plotted in Figures 4.10 and 4.11 are independent
of the disc properties such as its density and temperature distributions, provided that the level of
disc warping is small, i.e., `(r, t) is nearly constant in radius.
Figure 4.12 plots the maximum tilt angle over time as a function of binary eccentricity implied








Also plotted on the figure are the maximum inclinations for SPH simulations for models listed in
Table 1 that start with i0 = 10































Figure 4.10: Top panel: Longitude of ascending node   in radians as a function of time for different
values of binary eccentricity. Bottom: Normalized nodal precession rate as a function of time for
















Figure 4.11: Normalized disc tilt angle in radians relative to the coplanar orientation (Equation
(4.27)) as a function of time for various values of binary eccentricity. Time t = 0 corresponds to
the disc longitude of ascending node   = 90  .
well with the expected results based on linear theory. The plotted SPH results lie slightly below
the expectations of linear theory, likely due to the effects of disc dissipation. Though the linear
theory is valid for low inclinations, the SPH simulations that begin at higher inclinations, i0  50 
(Runs 2, 3, and 4) also agree quite well with the linear model.
Circumbinary disc of KH 15D
KH 15D is a spectroscopic binary T Tauri star in the cluster NGC 2264 and located at a distance
of 760 pc (Sung et al. 1997). This system was originally thought to be a single variable star. But
more in-depth observations showed this system had a stellar companion, which causes a peculiar
light curve (Kearns & Herbst 1998). The system is estimated to be an age of 3 ⇥ 106 yr and the
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Figure 4.12: Plotted as a line is the maximum disc tilt as a function of binary eccentricity nor-
malized by i0 (defined in Figure 4.11) based on Equation (4.28). Plotted as dots are the results of
SPH simulations for models Run6, Run7, and Run8 given in Table 5.1, which all have an initial
circumbinary disk tilt i0 = 10 .
total mass is roughly 1.3M  (Hamilton et al. 2001; Johnson et al. 2004). The spectral classification
of star A is K6/K7 (Hamilton et al. 2001) and star B is K1 (Capelo et al. 2012). The two stellar
companions are of roughly equal mass and are on highly eccentric orbits embedded in the accretion
disc which emits bipolar outflows (Hamilton et al. 2003; Deming et al. 2004; Tokunaga et al. 2004;
Mundt et al. 2010). The binary has an eccentricity in the range of eb = 0.68 to 0.8 (Johnson et al.
2004), semi–major axis of 0.26 au.
The light curve of KH 15D undergoes periodic eclipses in which the brightness drops by about
3.5 magnitudes for a duration of roughly 24 days with a orbital period of 48.37 days (Johnson et al.
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2004; Winn et al. 2004; Hamilton et al. 2005). The duration of the eclipse has varied over time (see
Fig.1 in Aronow et al. (2018) for the I-band light curve of KH 15D which shows the brightness
of the system from 1951 to 2017). The brightness increased between 1995 and 2005 and the peak
brightness decreased between 2006 and 2010 (Hamilton et al. 2001; 2005).
To understand what causes this light curve, Chiang & Murray-Clay (2004) and Winn et al.
(2004) independently developed a model in which a circumbinary disc or ring that is misaligned to
the orbital plane of an eccentric orbit blocks light from the binary and undergoes nodal precession.
The nodal precession explains the time variations of the observed light curves. Between 1995
and 2010, the leading edge of the disc precessed across the orbit of Star A, while star B was fully
occulted. During the time between 2010 and 2012, both stars A and B were only detectable through
scattered light. Currently, the brightness of the system has increased as star B’s orbit has become
uncovered from the the trailing edge of the precessing disc (Capelo et al. 2012; Windemuth &
Herbst 2014; Arulanantham et al. 2016; Aronow et al. 2018).
Previous hydrodynamical models for a gaseous disc in KH 15D have only modeled the binary
as circular (Lodato & Facchini 2013; Foucart & Lai 2014). Our goal in modeling this system is
to understand the properties of the disc, such as its radial extent, given the observed constraints.
Based on the work by Chiang & Murray-Clay (2004) and Winn et al. (2004) we consider the disc
to be observed nearly edge-on and inclined relative to the orbit of the binary. In addition, the binary
eccentricity vector lies in the plane of the sky. Under these conditions, the line of ascending nodes
of the disc should currently be   ⇡ 90  .
We consider a model in which the disc tilt i is below the critical value icrit given by Equation
(4.1) which implies that 20 icrit30
 
for 0.6eb0.8 (Johnson et al. 2004). If the disc tilt is above this
critical value, then the disc will evolve to a polar (perpendicular) alignment with the binary (Martin
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& Lubow 2017b). However, for this work, we only examine the conventional model where the disc
or ring is precessing about the binary angular momentum vector.
We see from the Figures 4.6 and 4.10 that the precession rate is largest in magnitude at this
phase   ' 90  . For a binary eccentricity of eb = 0.8, the precession rate is about 3 times faster
than the mean precession rate. The tilt at this phase is at a minimum value. At later times the
retrograde precession rate  d /dt will be as much as an order of magnitude smaller and the tilt
will be more than 3 times larger. These results are largely independent of the details of the disc/ring
structure.
The observed occultation involves scattering by solid particles. Such particles would undergo
differential precession of the orbits in the presence of the binary that would destroy the disc struc-
ture over time. Some mechanism is required to maintain the disc flatness. One possibility is the
ring coherence is maintained by self-gravity in analogy to planetary rings (Chiang & Murray-Clay
2004). Another possibility is that the solids are coupled to a gas disc that maintains its flatness by
pressure effects (Papaloizou & Terquem 1995b; Larwood & Papaloizou 1997; Lubow & Ogilvie
2000). We analyze the latter model.
To analyze the system further, we numerically solve Equations (4.7) and (4.8) subject to bound-
ary conditions given in Equation (4.11) for disc modes, as is described in Lubow & Martin (2018).
We analyze discs whose parameters are listed in Table 1, where s and p are defined by T (r) / r s
and ⌃(r) / r p, respectively. In all cases we assume an equal mass binary M1 = M2. The disc
inner radii should increase somewhat with binary eccentricity, but we ignore that effect for the two
values of eccentricity being considered.
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Table 4.3: Model Parameters
Model rin/a H/r(rin) ↵ p s eb
A 4 0.1 0.01 0.5 1.0 0.6
B 4 0.1 0.01 0.5 1.0 0.8
C 4 0.1 0.01 1.0 1.0 0.6
D 4 0.1 0.01 1.0 1.0 0.8
E various 0.1 0.01 0.5 1.0 0.75
F various 0.1 0.01 1.0 1.0 0.75
Table 4.4: Period Constrained Results
Model rout/a ⌧ (yr) Max(r/`in|d`/dr|)
A 27.6 2.3⇥ 105 0.04
B 26.4 2.8⇥ 105 0.06
C 37.3 1.3⇥ 105 0.05
D 35.0 1.6⇥ 105 0.07
Precession period constrained model
Previous disc models for this system by Lodato & Facchini (2013) and Foucart & Lai (2014)
applied a constraint on the disc precession period based on the Chiang & Murray-Clay (2004)
model. In that model, the precession period is approximately 3000 yr or about 2.09 ⇥ 104Pb.
However, this period value is determined by considering a narrow ring and so it is not clear how
well this constraint would apply to a broad disc. This model may be appropriate if the occultation
is due to material in the somewhere in the middle of the radial extent of disc, rather than the outer
edge. We consider an alternate model in the next subsection. We describe results for a disc period
constrained model based on results from linear modes.
We adopt the disc parameters similar to those of Lodato & Facchini (2013) that are listed for
Models A-D in Table 4.3. In addition we consider two values of binary eccentricity eb = 0.6
and 0.8, while the previous models considered a circular orbit binary. Table 4.4 contains results
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for these models. The columns in the table are for the values for the disc outer radius rout/a,
decay timescale of the tilt in year ⌧ , and the maximum normalized warp value across the disc
Max(r/`in|`/dr|). The latter is the magnitude of the logarithmic radial derivative of the tilt vector
` divided by the magnitude of the tilt at the disc inner edge, `in (see also Section 3.2 of Martin &
Lubow (2018) for more details). Since this value is small, less than H/r, for all disc models, the
disc warp is very mild and so the disc behaves quite rigidly. In addition, the linear treatment of the
disc evolution is well justified for discs with small tilts.
The numerical results are similar to those in Lodato & Facchini (2013) and Foucart & Lai
(2014) once slight differences in the model parameters are taken into account. For example, Table 1
in Lodato & Facchini (2013) has a value for rout = 26a for p = 0.5, while we obtain a value of 27.6
in Model A. The small difference is likely due to binary eccentricity and the slightly different value
of the binary semi-major axis adopted. In any case, as obtained previously, the disc model decays
rapidly compared to the system lifetime of a few million years. The decay rate is proportional to
the ↵ value in the disc (for a fixed disc structure) and suggests that reductions to ↵ ⇠ 10 3 are
required to provide a sufficiently slow tilt decay.
The effect of binary eccentricity is to slightly decrease the required disc outer radius, as seen
in comparing Models A and B and also Models C and D. In addition the decay timescale slightly
increases with increasing binary eccentricity.
Velocity Constrained Model
There is an observational constraint on the speed of the occulting disc/ring in the plane of
the sky. By comparing frames 1 and 4 in Figure 1 of Aronow et al. (2018), we estimate that the
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occultation occurs across distance ' a(1 + eb) over a time ⌧0 of roughly 40 years. If we take
the standard value of a = 0.26 AU, we then have a constraint on the transverse occulting velocity
v ⇠ a(1 + e)/⌧0, that is
v ' 6.5⇥ 10 3(1 + eb) AU/yr. (4.29)
As discussed above, this velocity occurs for the longitude of ascending nodes that we take   = 90  .
We apply this velocity constraint for various models computed from linear modes.
For a narrow ring, we determine the ring radii as a function of binary eccentricity that satisfy
the velocity constraint (4.29) at   = 90  . The results are plotted in Figure 4.13. The radii agree
well with the ⇠ 3 AU estimated by Chiang & Murray-Clay (2004). For larger values of binary
eccentricity, the ring radius increases with eccentricity.
For a broader disc, we assume the occultation is dominated by the disc outer edge. We then
apply the velocity constraint at that radius. In Figure 4.14 we plot the disc outer radius as a function
of disc inner radius for Model E of Table 4.3 that has a disc with surface density parameter p = 0.5
and assumed binary eccentricity eb = 0.75. The value of eb is close to the best fit value of 0.74 in
the model of Johnson et al. (2004).
The inner radius of the circumbinary disc in KH 15D is expected to range roughly from r =
0.5AU at higher viscosities ↵ > 0.01 to r = 1AU at small viscosities ↵ < 1 ⇥ 10 5 due to
the balance of viscous torque with tidal torques (Artymowicz & Lubow 1994). The disc torque
increases for smaller disc inner radii and is insensitive to the disc outer radius for rin ⌧ rout. The
disc angular momentum increases with the disc outer radius. For smaller disc inner radii, there
is a stronger torque due to the binary that requires a larger disc outer radius to produce the same
velocity at the disc outer edge. There is then an inverse relationship between the inner and outer
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disk radii.
In Figure 4.15, we plot the tilt decay timescale for Model E of Table 4.3 as a function of disc
inner radius with parameters s = 1.0,↵ = 0.01, and H/r(rin) = 0.1. In this case, the disc decay
timescale is typically of order the disc lifetime of a few million years or longer. The velocity
constrained model undergoes slower tilt decay than the similar models for the period constrained
models of Section . In particular, no reduction of ↵ below 0.01 is required in this case to meet the
requirement that the disc decay timescale exceed the disc lifetime.
We now consider the velocity constrained model with Model F in Table 4.3 that has the same
parameters as Model E, but with p = 1. In this case, the disc outer radius is required to be
considerably larger than the p = 0.5 case, as seen in Figure 4.16. We limited the plot to rin   1AU
because at smaller values of rin the disc outer radius gets very large. The reason is that the surface
density falls off faster with radius. The increased radius in the p = 1 case is required to produce a
large enough disc angular momentum that is sufficient to reduce the disc velocity at the outer edge
in order the meet the velocity constraint. We find that the tilt decay timescale with p = 1 is even
longer than indicated in Figure 4.15. Again, no reduction in adopted ↵ = 0.01 is required for the
tilt to survive a few million years.
These models have assumed that the occultation occurs due to material at the gaseous disc outer
edge. The occultation is likely due to solids (dust) that could have migrated inward somewhat from
the gaseous disc outer edge. This effect would make the velocity constraint easier to satisfy. That
is, the gas disc outer radius could be smaller than indicated in Figures 4.14 and 4.16 and satisfy
the velocity constraint of Equation (4.29). The level of reduction for rout depends on the degree to
which the solids have migrated inward, as is discussed in Section .
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Figure 4.13: Narrow ring radii that satisfy the velocity constraint described in Section as a function
of binary eccentricity.












Figure 4.14: Disc outer radius as a function of disc inner radius for a disc with p = 0.5 and binary
eccentricity eb = 0.75 that satisfies the velocity constraint described in Section .
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Figure 4.15: Tilt decay time 1/Im(!) as a function of disc inner radius for a disc with p = 0.5 and
binary eccentricity eb = 0.75 that satisfies the velocity constraint described in Section .













Figure 4.16: Disc outer radius as a function of disc inner radius for a disc with p = 1 and binary
eccentricity eb = 0.75 that satisfies the velocity constraint described in Section .
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Constraint on Thickness of Obscuring Layer
The obscuring material likely consists of solids that form a dust embedded layer within the
gaseous disc. IR observations suggest that the solids consists of 1 to 50 micron size particles
(Arulanantham et al. 2016; 2017). We define the full thickness of the obscuring layer as 2T . The
observations of KH 15D show that both stars were occulted over a time interval ⌧ ⇠ 5 years (see
Figure 1 of Aronow et al. 2018). The disc thickness can then be expressed as
2T ' a(1 + eb)(1 + ⌧/⌧0) sin i, (4.30)
where the term involving ⌧ is due to the transverse velocity (precession) of the disc given in Equa-
tion (4.29) and ⌧0 is the time for the disc leading edge to precess across both stars that we estimate
as ⌧0 ⇠ 40 years, as discussed in Section . The term involving ⌧ is then a small correction ⇠ 10%
that we ignore. The constraint on T then implies that
T ⇠ 0.13(1 + eb) sin iAU. (4.31)
We consider how this constraint applies to the velocity constrained model of Section . For
the narrow ring case with eb = 0.75 and rout = 3 AU (see Figure 4.13), we have then T/rout ⇠
0.1 sin i. For eb = 0.75 and a circumbinary disc with p = 0.5 that is tidally truncated by the
binary at its inner radius at rin ⇠ 1 AU, we have from Figure 4.14 that rout ⇠ 30 AU and so
T/rout ⇠ 0.01 sin i. For a circumbinary disc with the same set of parameters, but with p = 1,
we have that T/rout ⇠ 0.001 sin i. For a narrow ring, the thickness of the occulting solid layer is
comparable to the thickness of the gaseous disc layer, if sin(i) is not small, which suggests that
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mild settling of solids has occurred. But, the broad disc T/rout values are significantly smaller than
the assumed gas disc aspect ratio H/r ⇠ 0.1, typical of protostellar disc aspect ratios. Such small
T/rout values suggest that settling of solids towards the disc midplane has occurred. Such settling
suggests that the radial drift of solids might have also occurred so that the velocity constraint may
be satisfied with a smaller gaseous disc outer radius, as discussed in Section .
To produce such thin layers in the broad disc cases of Section requires that the level of disc
turbulence be very low. Using equations 19 and 20 of Fromang & Nelson (2009) and setting the
Schmidt number to unity, we estimate that






where ts is the stopping time for the particles given by equation 10 of Fromang & Nelson (2009).













2  p . (4.34)
Aronow et al. (2018) report an upper limit of the disc mass as ' 1.7 ⇥ 10 3M  based on ALMA
nondetections. For the outer parts of the velocity constrained disc in Figure 4.14 with p = 0.5 and
rin = 1 AU and r = rout = 30 AU, we obtain for a disc with Md = 0.001M  and eb = 0.75 from
Equation (4.33) that ↵ ⇠ 10 5 sin2 i. For outer parts of the velocity constrained disc in Figure 4.16
with p = 1.0 and rin = 1 AU and r = rout = 170 AU, we obtain for a disc with Md = 0.001M 
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and eb = 0.75 from Equation (4.33) that ↵ ⇠ 10 4 sin2 i for p=1. Such levels of turbulence are
extremely low. Also such thin layers suggest that the density of dust near the disc midplane is
greater than the gas density. This configuration is subject to various instabilities, such as shear
instability and streaming instability (Youdin & Shu 2002; Youdin & Goodman 2005). It is not
clear that such thin layers can exist.
Less extreme values of ↵ can occur if the occulting material resides at smaller radii, so that
T/H is larger. The smaller radii could occur due to the inward drift of solids. The velocity
constraint in Equation (4.29) can be satisfied by the occulting solids because the precession rate
is controlled by the more extended gas disc. We consider the case that p = 1 and apply the rigid
tilt approximation that assumes the disc remains flat during its evolution. In that case, the velocity







where rs is the radius of the occulting solids and v is given by Equation (4.29). This equation
holds for rin = 1AU ⌧ rs < rout. If the occulting occurs at rs = 4 AU for the p = 1 disc model
described in the previous paragraph with Md = 0.001M , then T/H ⇠ 0.5 sin i at r = rs, then
↵ ⇠ 10 4 sin2 i by Equation (4.33), and rout = 16 AU by Equation (4.35). Higher values of ↵0.01
can occur for very small disc masses Md10 5 sin2 iM . For comparison, in the case of HL Tau,
Pinte et al. (2016) found that a thin sublayer of millimeter sized grains T/H0.2 could account for
the observed properties of the system that in turn imposed an upper limit on ↵ ⇠ 3⇥ 10 4.
The Stokes number for dust grains compares the stopping time ts to the dynamical time. For a
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disc with p = 1, its value at radius r is estimated as















(cf. Fromang & Nelson 2009), where rg is the grain size. With rg = 50m, Md = 0.001M , rout =
16AU, and r = rs = 4AU, then Stk ' 6 ⇥ 10 4. For these parameters, the dust is well coupled
to the gas. The inward radial drift velocity due to gas drag is vr ⇠ (H/r)2 Stk⌦r ⇠ 10 5⌦r with
H/r = 0.1 and r = 16AU (Armitage 2013). The drift timescale near the disc outer edge is then
of order 106 years. Its numerical value in this case is not sensitive to p for 0.5  p  1.5 Shorter
drift timescales occur for a less massive disc.
Disc warping could also influence the effective value of T by making the requirements on the
thickness on the solids layer even stronger (thinner layer), but we do not consider its effects here.
Another possibility is that the disc does not contain significant amounts of gas with associated
turbulence, but instead essentially consists of only solids. The coherence of the disc or ring against
the effects of differential precession is due to the self-gravity (Chiang & Murray-Clay 2004). For
such a ring, some of the linear theory results in this paper still hold, such as those in Figures 4.11,
4.12, and 4.13.
Summary
We have analysed the behavior of a mildly tilted low mass circumbinary disc in an eccentric or-
bit binary star systems by means of SPH simulations and linear theory. The disc undergoes nonuni-
form precession and tilt oscillations due to the effects of the binary eccentricity (e.g., Figs. 4.6 and
4.10). For moderately broad discs (whose outer radii are a few times the inner radii) with typical
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protostellar disc parameters, the disc can precess coherently with little warping. Larger discs can
undergo breaking (Fig. 4.7). For small initial tilts, the results of the SPH simulations agree well
with linear theory (e.g., Fig. 4.12). The amplitude of the tilt oscillations increases with binary ec-
centricity. The disc tilt undergoes damped oscillation in time and ultimately approaches a coplanar
alignment with the binary.
We have analyzed a model for binary KH 15D that is based on a mildly tilted precessing disc
that orbits an eccentric binary. The model suggests that the disc tilt relative to the binary orbit is
currently at a minimum value and that the retrogade precession rate is currently at its largest value.
We considered a period constrained model for the disc, along the lines of the previous circular orbit
binary studies (Lodato & Facchini 2013; Foucart & Lai 2014), but taking into account the binary
eccentricity. We find that the large binary eccentricity changes the inferred disc outer radii by a
small amount. To satisfy the disc tilt lifetime requirements, the disc ↵ value must be small, less
than about 0.001, as is also consistent with the earlier studies.
We then considered a model in which the outer disc edge precession velocity is constrained by
the observed changes in the binary eclipse properties (e.g., Aronow et al. 2018). We determined
the relation between the disc inner and outer radii subject to this constraint. We find that discs
whose inner radius is tidally truncated by the binary typically have outer radii of ⇠ 30   170 AU
depending on the disc density profile. The disc outer radii are reduced if there is inward radial
migration of solids that are responsible for the binary occultation. Narrow disc radii are about 3
AU, in agreement with Chiang & Murray-Clay (2004).
The recent reappearance of Star B places strong constraints on the thickness of an occulting
layer of solids/dust. The most reasonable models involve a thin layer of dust that has settled
towards the midplane of a low mass gaseous disc Md < 0.001M  and has migrated considerably
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inward. Such thin layers suggest that the disc turbulence is very weak ↵ ⌧ 0.001. Stronger
turbulence can occur for smaller mass discs. For a narrow ring, less extreme settling and levels of
turbulence are required. Another possibility is that the disc/ring consists of a thin disc of solids
with little gas (e.g., Chiang & Murray-Clay 2004).
As noted in Martin & Lubow (2017b), it is also possible that the disc is instead evolving to a
polar (perpendicular) alignment with the binary. For this to occur, the disc tilt needs to be i > 30  .
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CHAPTER 5
FORMATION OF THE POLAR DEBRIS DISC AROUND 99 HERCULIS
Background
The majority of stars that form within dense regions of stellar clusters are formed as binary
systems (Duquennoy & Mayor 1991; Ghez et al. 1993; Duchêne & Kraus 2013), which are most
likely accompanied by circumstellar and circumbinary discs (e.g., Dutrey et al. 1994; Beust &
Dutrey 2005). The evolution of circumbinary disc structure and orientation has been studied ex-
tensively. An initially slightly misaligned misaligned circumstellar or circumbinary disc involving
a circular orbit binary precesses about the binary angular momentum vector and evolves towards
alignment with it due to viscous dissipation in the disc. As a result, the disc becomes coplanar with
the binary (Papaloizou & Lin 1995a; Lubow & Ogilvie 2000; Nixon et al. 2011a; Facchini et al.
2013a; Foucart & Lai 2014). If the binary orbit is eccentric, a low mass circumbinary disc with a
large enough initial inclination can precess around the eccentricity vector (semi-major axis) of the
binary. The disc’s angular momentum vector eventually aligns with the eccentricity vector. This
means that the disc angular momentum is aligned polar (perpendicular) with respect to the binary
angular momentum (Aly et al. 2015; Martin & Lubow 2017a; Lubow & Martin 2018; Zanazzi &
Lai 2018; Martin & Lubow 2018). The disc then lies perpendicular to the orbital plane of the bi-
nary. A massive disc aligns to a generalised polar state at lower misalignment to the binary orbital
plane (Zanazzi & Lai 2018; Martin & Lubow 2019b).
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Disc misalignment can occur various phases of stellar evolution. Misaligned discs around
binaries can arise from chaotic accretion of turbulent molecular clouds in star-forming regions
(Offner et al. 2010; Tokuda et al. 2014; Bate 2012) or whenever a young binary system accretes
material post-formation (Bate et al. 2010; Bate 2018). Furthermore, misalignments can be present
if the binary forms within an elongated cloud, where the binary axis is misaligned with respect to
the cloud rotation axis (e.g., Bonnell & Bastien 1992).
There are currently a number of observed systems with misaligned circumbinary discs. KH
15D is an eccentric spectroscopic binary T Tauri star with a misaligned circumbinary disc (Chiang
& Murray-Clay 2004; Winn et al. 2004; Lodato & Facchini 2013; ?). High misalignment has been
observed in the binary protostar IRS 43, where the tilt of the disc is at least 60  with respect to the
orbital plane of the binary (Brinch et al. 2016). The binary GG Tau consists of T Tauri stars with
a circumbinary disc misaligned by 25 –30  along with misaligned discs around each of the binary
components (Dutrey et al. 1994; Köhler 2011; Cazzoletti et al. 2017; Aly et al. 2018). The binary
system HD 98800 BaBb shows evidence of having a nearly polar circumbinary gas disc (Kennedy
et al. 2019). Lastly, misalignment can be observed also after the gas disc has been dispersed. The
binary 99 Herculis (99 Her) has a misaligned circumbinary debris disc that is almost perpendicular
to the binary orbital plane (Kennedy et al. 2012).
The lifetimes of discs around single stars are observed to be around 1–10Myr (Haisch et al.
2001; Hernández et al. 2007; 2008; Mamajek 2009; Ribas et al. 2015). Mass accretion rates
through circumbinary discs may be inhibited due to the tidal torques exerted by the binary, re-
sulting in extended disc lifetimes (e.g., Alexander 2012). There is observational evidence for ex-
tended disc lifetimes for circumbinary discs. For example, the circumbinary gas discs HD 98800
B, V4046 Sgr, and AK Sco have disc ages of 10±3Myr, 23±3Myr, and 18±1Myr, respectively
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(Soderblom et al. 1998; Mamajek & Bell 2014; Czekala et al. 2015).
The lifetime of protoplanetary disks is fundamentally linked to their dispersal mechanisms.
The main processes that remove mass and/or angular momentum from the disc include viscous
evolution of the disc (e.g., Shakura & Sunyaev 1973; Lynden-Bell & Pringle 1974a; Hartmann
et al. 1998), photoevaporation by stellar radiation (e.g., Shu et al. 1993; Hollenbach et al. 1994),
magnetically-launched jets and winds (e.g., Königl & Salmeron 2011), and the interaction with
newborn planets (e.g., Kley & Nelson 2012). However, the ⇠ Myr timescale for planet formation
(Pollack et al. 1996) suggests that this is not a major factor for rapid disc dispersal required by
observations (Alexander et al. 2014). It has also been shown that planets likely account for . 1%
of the initial disc mass budget (Wright et al. 2011; Mayor et al. 2011).
After the gaseous protoplanetary disc is dispersed, the remnant planetesimals produce a second
generation of dust through collisions which leads to the formation of a gas-poor, less massive disc
called a debris disc. These debris discs are much cooler in temperature and are analogous to the
Solar system Kuiper belt (e.g., Wyatt 2008; Hughes et al. 2018).
The larger solids in a debris disc can be modeled as set of particles on nearly circular ballistic
circumbinary orbits. The particles are not interacting except during close encounters or collisions.
If such a disc is initially inclined with respect to the binary by some arbitrary tilt angle, the orbits
will undergo differential nodal precession. As a consequence, the disc will not maintain its flat
form and initially nearby orbits may undergo violent collisions (e.g., Nesvold et al. 2016). A low
mass polar (or coplanar) debris disc is an exception to this rule because it does not undergo nodal
precession.
Kennedy et al. (2012) suggested that the polar aligned debris disc in 99 Her could be the result
of the capture of material or a stellar exchange which leaves the circumbinary debris in a polar
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orbit. Although such a scenario is possible, it involves fine tuning of the conditions that result in
a polar state, as they point out. Martin & Lubow (2017a) instead suggested that the 99 Her debris
disc began as a somewhat inclined gas disc with embedded solids that later evolved to a polar
configuration. Since gas discs can evolve to a polar configuration, small embedded solids in the
disc should follow the gas to a polar configuration. During this tilt evolution, dust (and perhaps
somewhat larger solid bodies) can be well coupled dynamically to the gas that evolves as a nearly
flat disc due to gas pressure communication. The disc tilt evolves as a consequence of viscous
dissipation in the gas. Once in the polar configuration, the disc evolved to become a debris disc in
the usual manner. This process might then operate over a wide range of initial conditions without
fine tuning. The purpose of this paper is to explore the viability of this scenario.
Circumbinary dust particles experience various degrees of coupling to the gas depending on
their Stokes number (e.g., Birnstiel et al. 2010). Over time, small, initially well coupled, dust grains
grow to higher Stokes number and gradually decouple from the gas disc. If significant decoupling
occurs in a misaligned circumbinary disc, the dust particle orbits may evolve independently of
the gas disc (e.g., Aly & Lodato 2020). Thus the gas disc around 99 Her must evolve to a polar
configuration before the dust decouples because a polar debris ring is observed in 99 Her.
According to the dust coagulation model, dust grains remain coupled to the gas with St <
1 (Birnstiel et al. 2012). Large decimetre-sized dust grains have large relative velocities which
induce fragmentation rather than sticking during collisions. This fragmentation barrier limits dust
growth which in-turn prevents the dust from decoupling from the gas (Brauer et al. 2008; Blum
& Wurm 2008; Birnstiel et al. 2010). Nevertheless, planet formation may still proceed when
the dust particles are concentrated to high density and gravitationally collapse into planetesimals,
e.g., by the streaming instability (e.g., Johansen et al. 2012; Yang et al. 2017). Therefore, if the
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fragmentation barrier dominates in the disc of 99 Her, a significant fraction of the solid materials
may still remain coupled to the gas while the gas disc evolves to a polar state.
The structure of this paper is as follows. In Section we discuss the orbital parameters of 99
Her and the observational evidence for a polar aligned debris disc. In Section , we show the orbital
evolution of a circumbinary particle in the potential of the binary system 99 Her. In Section , we
present the setup for the SPH simulations and discuss the results. In Section , we apply linear
theory for the disc evolution. Finally, we discuss the possible implications of this work in Section
and we draw our conclusions in Section .
Observed Properties of 99 Herculis
99 Her is a particularly interesting system since it hosts a resolved polar debris disc and the
binary orbit is well characterized. The binary has been observed since the latter half of the 1800’s
(e.g., Burnham 1878; Flammarion 1879; Gore 1890). It consists of an F7V primary and a K4V
secondary. The primary star has an estimated age of 6–10 Gyr, consistent with being on the main-
sequence (Nordström et al. 2004; Takeda 2007). There has been an abundance of observations of
this system in recent years. Kennedy et al. (2012) performed a more precise derivation of the sys-
tem orbital parameters. The orbit was found by fitting position angles (PAs) and separations from
the Washington Double Star (WDS) Catalog (Mason et al. 2018). The semimajor axis, eccentricity,
inclination and orbital period are a = 16.5 au, eb = 0.766, i = 39  and Porb = 56.3 yr, respec-
tively. The longitude of the ascending node and longitude of pericentre are ⌦ = 41  and ! = 116 
respectively. The longitude of pericentre is measured anticlockwise from the ascending node, and
projected on to the sky plane which has a position angle of 163 . The reason that the sum of ⌦
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and ! do not equal the sky plane position angle is due to the fact that the binary orbit is inclined.
The total mass of the binary inferred from the data is M = 1.4M  using a distance of 15.64 pc
(van Leeuwen 2008). Using the spectroscopic mass function, a mass ratio of 0.49 was inferred.
Therefore the primary mass is M1 = 0.94M  while the mass of the secondary is M2 = 0.46M .
Debris discs around binary systems are as common as around single star systems (Trilling et al.
2007). The debris around 99 Her was first detected using 100 and 160µm data from Herschel
Photodetector and Array Camera and Spectrometer (PACS; Poglitsch et al. 2010; Griffin et al.
2010). The debris was first detected but not resolved by SPIRE at 250 and 350µm. Kennedy
et al. (2012) provided resolved PACS images of the disc and were able to estimate the debris
structure, inclination and position angle using two-dimensional Gaussian models. To best fit the
observations, they invoked a debris ring model located in a small range of radii near 120 au. The
grain properties and size distributions cannot accurately be constrained due to the low number of
measured disc emission wavelengths.
The projection of the binary pericentre direction on the plane of the sky has a PA of 163  ± 2 ,
and a line perpendicular to this has a PA of 73  ± 2 . Since the observed debris disc has a PA of
72 , Kennedy et al. (2012) concluded that this is consistent with the disc being at 87  with respect
to the binary pericentre direction, or 3  away from polar alignment. However, they found that the
ring could be mirrored in the sky plane causing the observed misalignment to be 30 .
Kennedy et al. (2012) used circumbinary test particles around the eccentric binary 99 Her to
model each of these possible ring misalignments. The test particles undergo secular perturbations
which lead to nodal precession, as well as inclination oscillations. A debris ring with a tilt of 30 
will eventually spread out into a broader, non-ring like structure due to the effects of differential
nodal precession. By assuming the largest fragments are at least 1mm, the secular precession
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period is estimated to be 0.5Myr (Kennedy et al. 2012). By their calculations, within 10 precession
periods (5Myr), the ring structure will be erased. Thus, the model that best fits the PACS images
with considerable agreement is a ring in a nearly polar configuration.
The polar particle orbits in their model are stable over the stellar lifetime, which means that the
observed dust could be the steady-state collision products of the polar planetesimal ring. Though a
thin ring of debris best fit their data, the initial extent of a gas disc must have been at least as large
as this. Radial drift can reduce the outer radius of the debris disc due to the gas drag force (Adachi
et al. 1976; Weidenschilling 1977; Takeuchi & Lin 2002). This process can lead to the outer radius
of the dust being less than the outer radius of the gas.
Inclined Circumbinary Particle Orbits Around 99 Her
We first investigate the evolution of inclined circumbinary particle orbits in the potential of
the binary system 99 Her, following Chen et al. (2019a). For a circular orbit binary, the orbital
angular momentum of a circumbinary test (massless) particle always precesses about the binary
angular momentum vector. We adopt a Cartesian coordinate system (x, y, z), where the x–axis
is along the initial binary eccentricity vector and the z–axis is along the initial binary angular
momentum vector. The origin of the coordinate system is taken to be the initial center of mass of
the entire system. An eccentric orbit binary generates a secular potential that is nonaxisymmetric
about the z–axis. For test particle simulations, the binary orbit is fixed. However, for a massive
particle the binary eccentricity vector precesses. In addition, the particle angular momentum vector
oscillates. We consider nearly circular circumbinary particle orbits with an initial semi–major axis
of d = 82.5 au (five times the binary semimajor axis) with inclination i0 with respect to the binary
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Figure 5.1: The i cos pb – i sin pb phase portrait for an initially circular particle orbits around
the 99 Her binary system for different initial inclination, i, and initial precession angle,  pb =
 0 = 90 . The initial separation of the test particle is d = 82.5 au in all panels. The green
lines show prograde circulating solutions. The red lines show librating solutions that have initial
inclination i < is, the stationary inclination. The cyan lines show librating solutions that have
initial inclination i > is and the blue lines show the retrograde circulating solutions. The black
arrows represent the initial position of the particle in the phase portrait and its orbital direction.
Upper panel: test particle orbits with j = 0.0. Middle panel: particle orbits with j = 0.1. Lower
panel: particle orbits with j = 0.51.
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orbital plane.
We consider test particles with various inclinations that have stable orbits. We define the pre-
cession angle,  pb, of the particle angular momentum vector relative to the binary eccentricity
vector as
 pb =     b. (5.1)
The longitude of the ascending node of the particle relative to the x-axis (the initial binary eccen-







where lpx, lpy are the x and y components of the particle angular momentum vector lp. The az-








where ebx, eby are the x and y components of the eccentricity vector eb. The initial precession
angle of the particle is  pb =  0 = 90  in all of the three body simulations we consider. We define





We consider three different values of j = 0, 0.1, and 0.51 by varying the mass of the particle to 0,
0.00645 and 0.03409 M , while keeping the particle separation fixed.
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Table 5.1: Parameters of the initial circumbinary disc for all simulations. The first column is the model name. The second column is
the Figure number in which the model appears. The third column is the initial number of particles. The fourth column is the initial disc
tilt. The fifth column is the initial outer radius of the disc. The sixth column is the initial disc mass. The seventh column is the initial
ratio of the angular momentum of the disc to the angular momentum of the binary. The eighth column describes whether the disc is
undergoing circulation (C) or libration (L). The ninth colum in the tilt decay timescale calculated from Equation 5.6. The tenth column is
the approximate polar alignment timescale. The eleventh column describes whether the disc breaks. Finally, the twelfth column denotes
the final disc inclination.
Model Fig. N Tilt Rout Mdisc j0 C/L ⌧ tpolar Disc Breaking ifinal
( ) (au) (M ) (yr) (yr) ( )
A – 300, 000 20 120 0.001 0.01 C – – No –
B 5.2 (upper ) 300, 000 30 120 0.001 0.01 L 11, 500 49, 500 Yes 89
C 5.2 (middle) 300, 000 40 120 0.001 0.01 L 11, 700 30, 000 Yes 89
D 5.2 (lower), 5.3 300, 000 60 120 0.001 0.01 L 17, 000 26, 000 No 89
E 5.4 300, 000 40 120 0.01 0.10 L 15, 000 36, 000 Yes 87
F – 300, 000 40 120 0.05 0.51 C – – No –
G 5.5 (upper) 300, 000 60 120 0.01 0.10 L 18, 000 31, 000 No 87
H 5.5 (lower) 300, 000 60 120 0.05 0.51 L 67, 000 – No 74.5
I 5.7 (upper), 5.8 500, 000 60 200 0.001 0.012 L – 67, 000 No 89
J 5.7 (lower) 500, 000 60 200 0.01 0.12 L – 45, 000 No 85
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The upper panel of Figure 5.1 shows the circumbinary massless test particle orbits in the
i cos pb–i sin pb phase space, where i is the inclination between the angular momentum of the
particle and the binary. For a massless (test) particle, we have j = 0. For the eccentric binary
orbit, the orbit of a particle with sufficiently low inclination precesses about the binary angular
momentum (this is the circulating phase). However, the evolution is different to the circular orbit
binary case because the particle orbit displays tilt oscillations during this process (?). If the test
particle starts with a higher initial inclination, its orbit instead precesses about the eccentricity vec-
tor of the binary. In this configuration, the longitude of the ascending node of the particle orbit
undergoes oscillations about  pb = 90  (or  pb = 270 ) while the tilt undergoes oscillations (this
is the librating regime) (Verrier & Evans 2009; Farago & Laskar 2010; Doolin & Blundell 2011).
The librating orbits are identified by the red curves while the green curves represent prograde cir-
culating orbits and the blue curves denote retrograde circulating orbits. For a test particle (j = 0),









(e.g., Farago & Laskar 2010). For the eccentricity of 99 Her (eb = 0.766), the critical angle is
icrit = 20.6 , in agreement with the upper panel of Figure 5.1.
We define the ”stationary inclination”, is, as the inclination corresponding to the centre of the
librating region. We show librating orbits that begin with i < is in red, and those that begin with
i > is in cyan. For the test particle orbits, the binary orbit is fixed and so the orbit is the same
no matter where it begins within the librating region. Thus, in this case the red and cyan lines are
exactly the same.
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The middle panel of Fig. 5.1 shows particle orbits for j = 0.1 and the bottom panel shows
particle orbits for j = 0.51. As the angular momentum ratio of the particle to the binary increases,
the critical inclination between prograde circulating and librating orbits is higher. For j > 0, we
apply equations 31 and 37 of Martin & Lubow (2019b) to obtain for j = 0.1 that icrit = 24.6  and
for j = 0.51 that icrit = 40.7 . These values agree with the three-body simulations shown in the
figure.
For the higher mass particle, the binary orbit eccentricity oscillates and precesses. Consider a
particle in a librating orbit that begins at  0 = 90  with i < is. When it reaches   = 90  again, but
with i > is, the eccentricity of the binary has decreased. This means that the red and the cyan lines
are no longer the same for a massive third body. We do not plot any circulating retrograde orbits
for the high mass case because they are unstable (Chen et al. 2019a).
While these three–body simulations are on stable repeating orbits, the presence of viscosity in
a circumbinary accretion disc will act to damp its tilt oscillations. Thus, the final inclination of the
disc is either aligned (or counter aligned) to the binary orbit or polar aligned. Thus, the inclination
at the centre of the librating region is an important parameter for the disc simulations. For the test
particle case, j = 0, the centre of the librating region corresponds to is = 90  and  s = 90 . For
the particle cases with j = 0.1 and j = 0.51, the centre of the librating regions corresponds to
is = 87.9  and is = 80.4  (calculated from equation 15 in Martin & Lubow 2019b) and  s = 90 ,
respectively, in agreement with Fig. 5.1.
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Circumbinary Disc Simulations
The timescale for polar alignment may be shorter or longer than the lifetime of the gas disc,
depending on the binary and disc parameters (Martin & Lubow 2018). Therefore, we explore the
parameter space for the polar alignment of a circumbinary gas disc in 99 Her by varying the mass,
inclination, and outer radius of the disc. The gas disc needs to evolve to a polar configuration
within its lifetime for a polar debris disc to remain after the gas disc is dispersed.
Simulation Setup
We use the 3-dimensional smoothed particle hydrodynamics (SPH; e.g., Price 2012b) code
PHANTOM (Lodato & Price 2010; Price & Federrath 2010; Price et al. 2017). PHANTOM has been
well tested and used to model misaligned accretion discs in binary systems (e.g. Nixon et al. 2013a;
Martin et al. 2014b; Franchini et al. 2019b). The disc simulations are in the so-called bending
waves regime where the disc aspect ratio H/R is larger than the viscosity coefficient ↵ (Shakura
& Sunyaev 1973). In this regime the warp induced in the disc by the binary torque propagates as a
pressure wave with speed cs/2 (Papaloizou & Pringle 1983; Papaloizou & Lin 1995b).
Each simulation consists of N equal mass particles initially distributed from the inner disc
radius, Rin, to the outer disc radius, Rout. The inner disc radius is chosen to be Rin = 2a =
33 au, which is close to the radius where tidal torque truncation is important (Artymowicz &
Lubow 1994). However for a misaligned disc the tidal torque produced by the binary is much
weaker, allowing the disc to survive closer to the binary (e.g., Lubow et al. 2015; Miranda &
Lai 2015; Nixon & Lubow 2015; Lubow & Martin 2018). For simulations with outer disc radius
Rout = 120 au, we take N = 300, 000 particles, and with Rout = 200 au we take N = 500, 000.
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The binary begins at apastron with an eccentricity of 0.766. The accretion radius of each binary
component is Racc = 4 au. Particles within this radius are accreted and their mass and angular
momentum are added to the star. We ignore the effect of self-gravity since it has no effect on the
nodal precession rate of flat circumbinary discs. For the narrow discs, the simulation lifetime is
1000Porb or 56, 000 yr, and for the extended discs it is 1500Porb or 90, 000 yr.
We chose to model the physical disc viscosity by using the artificial viscosity ↵AV , imple-
mented in PHANTOM (Lodato & Price 2010). The surface density profile of the disc is initially set
as a power law distribution ⌃ / R 3/2. The disc is locally isothermal with sound speed cs / R 3/4
and H/R = 0.1 at R = Rin. With this prescription the disc is uniformly resolved meaning that
hhi/H and therefore the disc viscosity parameter ↵ are constant over the radial extent of the disc
(Lodato & Pringle 2007). We take the Shakura & Sunyaev (1973) ↵SS to be 0.01. There exists a
lower limit for the artificial viscosity in this type of simulation below which a physical viscosity is
not resolved: ↵AV = 0.1.
In our simulations, the disc is resolved with shell-averaged smoothing length per scale height
hhi/H ⇡ 0.29, independent of the disc size since we increase the number of particles for the larger
disc radius. We show the initial parameters of the circumbinary disc for all simulations in Table 5.1.
We analyse the data from the SPH simulations by dividing the disc into 300 bins in spherical radius,
R, which range from the radius of the inner-most particle to 170 au for narrow discs and 250 au
for extended discs. Within each bin we calculate the mean properties of the particles such as the
surface density, inclination, longitude of ascending node, and eccentricity. The longitude of the
ascending node of the disc is calculated by using the prescription from Equation (5.2). In the next




In this section we describe the process for calculating the tilt decay timescale and for estimat-
ing the polar alignment timescale from simulations. As a disc evolves to a polar configuration, it
undergoes librations of the longitude of the ascending node and tilt. Dissipation causes tilt oscil-
lations that damp towards a polar configuration. The tilt decay timescale, ⌧ , to the polar state (that
may correspond to an increase in tilt relative to the binary) is the time of exponential decay of the
damped oscillations. The polar alignment timescale, tpolar, is the time at which the disc is nearly
fully orientated in a polar fashion. Several tilt decay timescales can be used as an estimate for the
polar alignment timescale (Martin & Lubow 2018).
We determine the times of the first two local maxima of the inclination of the disc relative to




log[(i1   ifinal)/(i2   ifinal)]
(5.6)
(Martin & Lubow 2018), where i1 and i2 are the local maxima of inclination at t1 and t2, respec-
tively, and ifinal is the final inclination of the disc. As can be seen in the following sections, some
of the simulations exhibit strongly warped discs. Consequently, we a use the density-weighted
average of the disc tilt. In all simulations, the resolution decreases with time. Thus, the tilt decay
timescale in this manner needs to be calculated from early on in the simulations.
Where possible, we define the polar alignment timescale, tpolar, of the disc to be the time
after which the magnitude of the difference in the density-weighted average of the longitude of
the ascending node of the disc and the azimuthal angle of the binary eccentricity vector does not
vary by more than 1 . Estimating the polar alignment timescale from the inclination of the disc
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is difficult because the angular momentum of the disc evolves in time. The stationary inclination,
is, increases as the disc loses mass (Martin & Lubow 2019b). The tilt decay timescale and the
polar alignment timescale from all simulation models are listed in the ninth and tenth columns of
Table 5.1, respectively.
Effect of Initial Disc Tilt for a Low Mass Disc
We first vary the initial tilt of the disc while keeping the initial disc mass and initial disc size
constant (models A, B, C and D in Table 5.1). The initial outer radius of the disc is Rout = 120 au
and the initial disc mass is 0.001M . Note that this initial value of Rout is the same as the ring
radius obtained by Kennedy et al. (2012). The disc outer radius increases as the disc evolves.
Consequently, the disc could produce debris at 120 au. We consider the effects of larger initial
disc outer radii in Section . The critical angle between librating and circulating solutions for a
circumbinary test particle around 99 Her found in Section is i = 20.57 . In these simulations the
disc mass is very low (Md = 0.001M ) so the critical inclination angle that separates librating
and circulating solutions is consistent with the test particle calculations. The disc with initial
misalignment of 20  (model A) aligns to the binary orbital plane rather than evolving towards a
polar configuration. We do not show this result in the paper since we are interested in investigating
discs that evolve to polar alignment.
Figure 5.2 shows the time evolution of the disc tilt, i, and the longitude of the ascending node,
 , at two different radii, 50 au (dashed) and 120 au (dotted) inside the disc for the three simulations
that go to polar alignment. We also show the density weighted average over the disc for both i and



































Figure 5.2: Evolution of the inclination, i, and longitude of the ascending node,  , both as a
function of time with varying initial disc tilt, i0, evaluated at two radii within the disc, 50 au
(dashed) and 120 au (dotted). The solid lines represent the density weighted averages over the
entire disc. The azimuthal angle of the eccentricity vector of the binary is shown by the blue line.
The vertical gray line marks the polar alignment timescale. Top panel: i0 = 30 , (model B from
Table 5.1). Middle panel: i0 = 40  (model C). Bottom panel: i0 = 60  (model D).
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x-z plane          t = 0 yr
10 au
x-z plane          t = 56000 yr
10 au
Figure 5.3: Low mass circumbinary disc with an initial tilt of 30  (model B). The binary compo-
nents are shown by the red circles, with the primary positioned to the left and the secondary to the
right. The size of the circle is the accretion radius of the sink. Upper panel: initial disc setup for
the SPH simulation in the x–z plane. Lower panel: the disc in a polar configuration at a time of
t = 56, 000 yr. The color denotes the gas density with yellow regions being about two orders of
magnitude larger than the blue.
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60  (model D) for the top, middle and bottom panel respectively. The blue line represents the
azimuthal angle of the eccentricity vector given by Equation (5.3).
The tilt decay timescales, calculated from Equation (5.6), are 11, 500, 11, 700, and 17, 000 yrs
for discs with initial tilts of i0 = 30 , 40  and 60 , respectively. For all three of these models, the
final inclination, ifinal, is 89 . The tilt decay timescale decreases when the initial disc tilt becomes
farther from the stationary inclination because the disc becomes more warped, leading to stronger
dissipation and a faster decay timescale. The polar alignment timescale for the three models are ⇠
49, 500 yr, ⇠ 30, 000 yr, and ⇠ 26, 000 yr, respectively. The estimated polar alignment timescales
are a few tilt decay timescales. The polar alignment timescale is shown by the gray vertical lines in
Fig. 5.2. For the low mass disc, if its initial tilt is closer to the stationary inclination angle, then its
evolution to polar alignment occurs on a shorter timescale. However, in all cases, the disc aligns
to polar on a timescale much shorter than the expected disc lifetime.
The evolution of a circumbinary disc whose initial tilt is close to the critical angle (i = 30  and
i = 40 ) is somewhat different to the case with i0 = 60 . A protoplanetary disc precesses nearly
as a solid body if the radial communication timescale is shorter than the precession timescale
(Papaloizou & Lin 1995a; Larwood & Papaloizou 1997). For a disc with a lower initial inclination,
the librating region is larger which causes the disc to break into disjointed rings (e.g. Nixon et al.
2013a). A disc with an initial tilt much greater than the critical inclination and closer to polar does
not undergo this breaking and smoothly transitions to polar.
Figure 5.3 shows the initial (upper panel) and final (lower panel) disc–binary system for the
disc that is initially tilted by 30  (model B). The disc center initially lies at the center of mass of
the binary and the binary angular momentum vector initially lies along the z–axis and the binary














Figure 5.4: Same as Fig. 5.2 but for a circumbinary disc with an initial tilt of i0 = 40  and initial
disc mass of Md = 0.01M  (model E).
configuration.
While we have not run any simulations with inclination that is closer to retrograde than pro-
grade, the alignment timescale of such a disc would be shorter than the prograde simulations
shown here. A disc that is closer to retrograde feels a weaker binary torque and thus is able to ex-
tend closer to the binary (Nixon & Lubow 2015; Miranda & Lai 2015). The precession timescale





























Figure 5.5: Same as Fig. 5.2 but with a circumbinary disc with i0 = 60 . Top panel: Md = 0.01M 
(model G). Bottom panel: Md = 0.05M  (model H).
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Figure 5.6: The time evolution of the binary eccentricity, eb, for three circumbinary disc masses:
Md = 0.001M  (solid), Md = 0.01M  (dashed), and Md = 0.05M  (dotted).
Effect of the Disc Mass
We now additionally consider two higher values of initial disc mass, Md = 0.01M , 0.05M 
for initial tilts of i0 = 40 , 60 . The ratio of the angular momentum of the disc to the angular
momentum of the binary is initially j = 0.01, 0.10, and 0.51 for the initial disc masses Md = 0.001,
0.01, and 0.05M , respectively.
Figure 5.4 shows the evolution of the inclination and the longitude of the ascending node for an
initial disc tilt of i0 = 40  with an initial disc mass Md = 0.01M  (model E), which corresponds
to j = 0.1 initially. The critical inclination between librating and circulating solutions found from
the three body problem in Section 3 is icrit = 24.6 . Thus, this moderate mass disc evolves towards
a polar configuration. Comparing to the low mass disc simulation with the same initial tilt (middle
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panel of Fig. 5.2), the mass of the disc has not qualitatively changed the behaviour. The precession
rate of the binary eccentricity vector is much higher for the higher mass disc as expected. However,
the alignment timescale does not change significantly compared to the low mass disc.
We also considered a higher disc mass of Md = 0.05M  for a disc inclined by 40  (model
F). This disc has angular momentum ratio of the disc to the binary of j = 0.51 initially. In this
case, the disc does not evolve to polar alignment but instead aligns to the binary orbital plane.
For a particle with angular momentum ratio 0.51, we can estimate the critical inclination between
librating and oscillating solutions to be icrit = 43.5  (with equation 37 in Martin & Lubow 2019b).
Thus, the simulations agree with the three body problem solutions in Fig. 5.1. The higher the disc
mass, the more likely it is that the disc will evolve to alignment with the binary orbital plane rather
than polar alignment.
Figure 5.5 shows the evolution of the inclination and longitude of the ascending node for dif-
ferent initial disc masses for a disc with initial inclination of i0 = 60 . Even for high disc mass,
providing that the initial inclination is sufficiently high, the disc still evolves to polar alignment.
We estimate the stationary inclination angle for each simulation by taking the final inclination.
The more massive the disc, the lower the stationary tilt inclination. This is consistent with our
massive particle calculations in Section where we show that the center of the librating region,
i.e. the stationary inclination angle, decreases as the mass of the particle increases. The stationary
inclination angles inferred from our suite of SPH simulations are is ⇡ 89 , 87 , 74.5  for discs
with initial mass Md = 0.001, 0.01, 0.05M  respectively. Since these disc masses correspond
to j = 0.01, 0.10, and 0.51 initially, these correspond to the same angular momentum ratios as
the particle orbits in Fig. 5.1. In comparison, the particle model described in Section predicts
is ⇡ 90.0 , 87.9 , 80.4 . Consequently, the departures from polar alignment increase with mass in
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both the disc simulations and particle model cases. They are in rough quantitative agreement.
The discrepancy between the particle and disc results for the largest j value is likely due in part
to the effects of accretion torques on the binary that are not accounted for in the particle model.
The orbital evolution of the binary is dependent on both the accretion of angular momentum from
the disc and the gravitational torques from the disc. Figure 5.6 shows the time evolution of the
binary eccentricity for the three circumbinary disc masses. The most massive disc may eventually
cause the binary to circularize. There is however, limited resolution in the inner gap which leads
to uncertainties in the accretional torque (Martin & Lubow 2019). A lower binary eccentricity
leads to a lower stationary inclination, as seen in the simulations. For a constant eccentricity, the
stationary angle is shown as a function of the angular momentum ratio in the lower panel of Fig. 10
in Martin & Lubow (2019b) for a very similar eccentricity to that of 99 Her. Thus, in the following
section, where we discuss the effects of disc size, we omit the high disc mass case due to the
uncertain effects of accretional torques on the binary eccentricity evolution.
The models with an initial disc mass of Md = 0.01M  and initial tilts of i0 = 40  , 60 , have
tilt decay timescales of 15, 000 and 18, 000 yrs, respectively. The polar alignment timescale for
the two models are estimated to be 36, 000 and 31, 000 yr, respectively. As expected, a massive
disc that has an initial tilt closer to the stationary inclination angle aligns to that state on a shorter
timescale.
The models with a disc mass of Md = 0.01M  and initial tilts of i0 = 40  , 60  undergo
polar alignment within ⇠ 23, 000 yr and ⇠ 12, 000 yr respectively. A disc that has an initial tilt
closer to the stationary inclination angle polar aligns on a faster timescale. The disc with a mass of
0.05M  and an initial tilt of 60  has not fully aligned polar within the simulation time. Therefore,
we can only estimate the tilt decay timescale, which is 67, 000 yr. The large tilt decay timescale
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implies that the polar alignment timescale for this massive disc would be of the order of 105 yr.
The comparison between discs with different masses (Md = 0.01 , 0.05M ) with the same initial
inclination (60 ) shows that a more massive disc aligns more slowly than a less massive disc.
However, the alignment timescale is still shorter than the expected lifetime of a disc.
Effect of the Disc Size
Finally, we investigate how the disc size affects the polar alignment process in the context of
the binary 99 Her. The models that have been described so far have investigated the behaviour of
a disc that extends from Rin = 33 au to Rout = 120 au. We now increase the disc outer radius
to Rout = 200 au and increase the simulation time to 1500Porb or 90, 000 yr. The initial disc
tilt is set at i0 = 60 . Because of uncertainties in the high disc mass model described in the
previous subsection, we consider the two different lower initial disc masses, Md = 0.001M  and
Md = 0.01M  (see models I and J from Table 5.1). The initial ratio of the angular momentum
of the disc to the initial angular momentum of the binary is 0.0122 and 0.122, respectively. We
also increase the total initial number of equal mass particles to N = 500, 000 in order to uniformly
resolve the disc as in the previous sections with a shell-averaged smoothing length per scale height
of hhi/H ⇡ 0.29.
Figure 5.7 shows the evolution of the tilt and the longitude of ascending node. The top panel
represents the extended disc model with a mass of Md = 0.001M  and the bottom panel represents
the model with a mass of Md = 0.01M . The inner regions of the disc undergo tilt oscillations
on a shorter timescale compared to the outer regions, which slowly increase their tilt as the warp


























Figure 5.7: Evolution of the inclination, i, and longitude of the ascending node,  , both as a
function of time for a circumbinary disc with an initial tilt of i0 = 60  and an outer radius of
rout = 200 au. Measurements are evaluated at two radii within the disc, 50 au (dashed) and 200 au
(dotted). The solid lines represent the density weighted averages over the entire disc. The az-
imuthal angle of the eccentricity vector of the binary is shown by the blue line. The vertical gray
line marks the polar alignment timescale. Top panel: disc mass of Md = 0.001M  (model I).
Bottom panel: disc mass of Md = 0.01M  (model J).
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communication timescale may be longer than the precession timescale, (see section 4.5 Lubow &
Martin 2018; for details). Therefore the disc can become warped or it can even break (e.g., Nixon
& King 2012). Figure 5.7 shows a warp in the inclination and a twist in the precession angle that
moves outwards in time for both disc masses.
Due to the intense warping in these larger discs, the tilt decay timescale cannot be calculated
because it is no longer close to the linear regime. Though, the polar alignment timescale can still
be estimated. The less massive disc (Md = 0.001M ) polar aligns after tpolar ⇠ 67, 000 yr, while
the more massive disc (Md = 0.01M ) has a polar alignment timescale of tpolar ⇠ 45, 000 yr.
Therefore increasing the disc radial extent still results in a significantly shorter polar alignment
timescale compared to the expected lifetime of a gas disc.
To investigate the local behaviour of the wider accretion disc around 99 Her, in Fig. 5.8 we
show the surface density (top panel), inclination (middle panel), and longitude of the ascending
node (bottom panel) as a function of radius at t = 0 , 670 , 6700 , 67, 000 yr for a disc with initial
mass Md = 0.001M . The initial surface density (at t = 0yr, identified by the solid line) is a
power law ⌃ / r 3/2. As the disc evolves, the initial outer radius of the disc spreads outwards
because of the presence of the disc viscosity. The inclination of the inner portions of the disc
increase towards polar alignment as the wave travels outwards in time. Looking at the inclination
of the disc as a function of radius at 6700 yr (dotted line) in the middle panel, we see that the disc
inner regions inside about 100 au have larger misalignment compared to the outer regions. At the
same time, the surface density profile shows a dip at around 100 au. The disc is strongly warped
but a higher resolution is required in order to properly resolve if the disc actually breaks (Nixon
et al. 2013a). Eventually, after roughly t = 67, 000 yr , the whole disc aligns polar as shown by the
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Figure 5.8: Surface density (top panel), tilt (middle panel) and longitude of the ascending node
(bottom panel) as a function of radius at different times. The solid, dashed, dotted, and dashed–
dotted curves correspond to t = 0, 6.7 ⇥ 102, 6.7 ⇥ 103, 6.7 ⇥ 104 yr, respectively. The initial




In this Section we first compare the alignment timescale calculated from linear theory to the
results of the hydrodynamical simulations. We then use analytic results from the three body prob-
lem to constrain the mass of the gas disc at the time of disc dispersal based on the observed debris
disc inclination.
Alignment Timescale
The main purpose of this work is to understand whether a primordial circumbinary accretion
disc in 99 Her can undergo polar alignment within its lifetime, under a wide range of initial con-
ditions, in order to explain the observations showing a polar debris disc around the binary star
(Kennedy et al. 2012). We can see from the results of the simulations presented in the previous
sections that the timescale on which the disc evolves to polar alignment is of the order of a few
tens of thousands of years. The mechanism that leads to alignment between the accretion disc and
the binary angular momenta is the natural presence of the disc viscosity that acts to damp the incli-
nation oscillations on a timescale / ↵ 1 dissipating the warp (Papaloizou & Lin 1995a; Lubow &
Ogilvie 2000; Lubow & Martin 2018). The linear theory of warped discs describes the evolution
of a disc that remains nearly flat and it has recently been applied to discs that are close to a polar
aligned state (Lubow & Martin 2018; Zanazzi & Lai 2018).











(e.g. Lubow & Martin 2018), where ⌦b =
p
G(M1 +M2)/a3. For a disc that is aligning to polar,
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G(M1 +M2)/R3 is the Keplerian angular frequency. Equation (5.7) is a rough
estimate because it neglects the variation of quantities such as ↵ and disc aspect ratio H/R with
radius R. Precise predictions of linear theory are made by computing the complex eigenfrequency
for the linear tilt evolution equations (e.g., Lubow & Martin 2018). But we do not carry out such
calculations here.
The linear model we apply does not account for the evolution of the density distribution, as
discussed in Martin & Lubow (2019b). It takes as input the disc surface density profile that is
approximated as being fixed in time. Since the density evolves over time, the profiles used in
the calculation are taken to be representative at some intermediate time. We first take the surface
density profile from the SPH simulations and calculate the alignment timescale. Fig. 5.9 shows
the surface density profile taken from model D at a time of t = 10, 000 yr (black line) and from
model I at a time of t = 30, 000 yr. Fig. 5.10 shows the alignment timescale as a function of disc
aspect ratio for the two surface density profiles with ↵ = 0.01 and varying disc aspect ratio. The
alignment timescale for the disc initially truncated at 120 au (model D with H/R ⇡ 0.07 at rout),
tpolar = 26, 000 yr, is in rough agreement with the alignment timescale predicted by the black
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Figure 5.9: The surface density profile taken from model D at a time of t = 10, 000 yr (black line)
and from model I at a time of t = 30, 000 yr.
line in Fig. 5.10, which is ⇠ 50, 000 yr. For the larger initial truncation radius of 200 au (model
I with H/R ⇡ 0.06 at rout), the alignment timescale predicted here, ⇠ 140, 000 yr, is reasonable
compared with tpolar = 67, 000 yr from the simulation. For both initial outer disc radii, the linear
theory is off by a factor of two compared with simulations.
Next, we consider a power law surface density with ⌃ / R 3/2 extending from Rin = 1.6 a
(see Franchini et al. 2019a; for a discussion of the inner disc radius of a polar aligned disc) up to
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Figure 5.10: Alignment timescale calculated with equation (5.7) as a function of H/R for the
surface density profiles taken from Fig. 5.9. The lower black solid line corresponds to the surface
density profile taken from model D with initial truncation radius Rout = 120 au, while the blue
dashed line corresponds to the surface density profile taken from model I with initial truncation
radius Rout = 200 au.
Rout. We take ↵ = 0.01 and consider different values for H/R. The results are shown in Figure
5.11 as a function of the disc outer radius. A radially wider accretion disc is expected to align
on a longer timescale compared to a more narrow disc with the same mass and initial inclination.
This is consistent with the comparison between the results for model D (shown in the bottom
panel of Figure 5.2) and model I, shown in the upper panel of Figure 5.7. Even if the gas disc is
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extended significantly father out than our simulations, the alignment timescale is still shorter than
the expected disc lifetime. However, this holds for ↵ = 0.01 used in the simulations. For much
smaller ↵10 4, Equation (5.7) predicts that the polar alignment timescale could become longer
than the disc lifetime.
Dust grains are not included in our simulations but the time at which they decouple from the
disc provides a more stringent constraint on the required polar alignment timescale than the lifetime
of the disc. The dust particles must be coupled to the gas disc until it reaches polar alignment.
Otherwise, a misaligned disc of debris will undergo differentiated precession and lead to spherical
distribution rather than a disc (e.g. Nesvold et al. 2016). Therefore, the time it takes the dust
particles to grow and decouple from the gas must be longer than the polar alignment timescale of
the gas disc.
The strong disc warping can be seen in Fig. 5.12, where the disc tilt is given as a function
of radius with < h > /H  0.5. the black line shows the narrow disc (model D) at a time of
t = 5, 000 yr and the blue shows the wider disc (model I) for a time of t = 10, 000 yr. Strong
nonlinear disc warping is beyond the regime of applicability for linear theory. Strong warping may
lead to additional dissipation and reduce the alignment timescale to below the values we estimate.
We see from Figs. 5.2 and 5.5 that less massive discs tend to align polar on a slightly shorter
timescale, regardless of the initial misalignment while more massive discs tend to align on a longer
timescale. The linear theory we apply assumes that the disc mass/angular momentum is very small
compared to the binary mass/angular momentum. However, in general we find the theoretical
estimates to be consistent with the timescale for the disc to evolve to polar alignment inferred from
our SPH simulations.
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Figure 5.11: Alignment timescale calculated with equation (5.7) as a function of the disc outer
radius for a power law density profile ⌃ / R 3/2, Rin = 1.6 a and ↵ = 0.01. The solid black line
has H/R = 0.05, the dashed blue line has H/R = 0.075 and the dotted red line has H/R = 0.1.
Stationary Inclination
Since the timescale for polar alignment is shorter than the disc lifetime for a broad range of
disc parameters, the debris disc should be at an inclination given by the generalised polar state.
In the limit of a zero angular momentum disc, the generalised polar state is a disc aligned to the
binary eccentricity vector and inclined to the binary angular momentum vector by 90 . A more
massive disc has a generalised polar alignment with a lower level of misalignment.
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Figure 5.12: The inclination profile taken from model D at a time of t = 5, 000 yr (black line) and
from model I at a time of t = 10, 000 yr (blue line).
We follow Martin & Lubow (2019b) and calculate the maximum possible disc gas mass at
the time of decoupling of gas and solids given that the observed debris disc is within 3  of be-
ing polar aligned. The decoupling may occur when the gas disc disperses. We assume that the















(see equation 17 in Martin & Lubow 2019b). This was derived using the secular theory of a
circumbinary particle with mass (Farago & Laskar 2010). Since we know the binary eccentricity





where Jd is the angular momentum of the disc. We assume that the surface density of the disc is
distributed as a power ⌃ / R q between Rin = 1.6 a = 26.4 au and Rout. We parameterise the
disc angular momentum with
Jd = kMd a
2⌦b, (5.12)
where k depends upon the density profile. For Rout = 120 au, k varies from 2.2 to 2.0 as q varies
from 0 to 1.5. For Rout = 200 au, k varies from 2.8 to 2.4 as q varies from 0 to 1.5. The angular





For Rout = 120 au and q = 1.5, with equation (5.11) we find the disc mass to be Md ⇡ 0.01M =
0.014M . But since the 99 Her debris ring has a radius of about 120 au, we must consider larger
discs. For Rout = 200 au and q = 1.5 we find the disc mass to be Md ⇡ 0.0085M = 0.012M .
If the debris disc has an inclination of less than 3  to polar, the disc mass may be lower than these
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estimates. These masses are in agreement with SPH simulations. Models E, and G that begin with
a disc mass of 0.01M both have a final inclination of 87 . This disc mass is also quite reasonable
for a protostellar disc. This mass represents the gas disc mass at the time that the gas and the
dust-producing solids within the disc decouple. In principle, this imposes further constraints that
we do not examine here.
Discussion
Hundreds of debris discs around single stars have been detected to date in far-IR surveys.
Since the dust has a lifetime shorter than the age of the host star these observations imply that
the dust contained in the debris disc is likely not primordial, at least for main sequence stars with
age > 10Myr (Wyatt 2018). The dust content is therefore thought to be replenished through
planetesimal collisions. Therefore, in principle, debris discs provide information on the planet
formation process showing the location and properties of the planetesimals and also their collision
velocities.
The detected extrasolar debris discs have shown a variety of morphologies (Booth et al. 2013),
including evidence of multiple components similar to the outer Solar system configuration (Chen
et al. 2014; Kennedy & Wyatt 2014). This provides only circumstantial support to the idea of the
presence of planets within debris disc systems since they can remove dust from certain regions of
the disc.
All currently known imaged planets have been observed in systems with debris discs (Bowler
2016; Ricci et al. 2015; Marino et al. 2016). In principle, it is then possible to study imaged planets
and discs in the same system while this is difficult in protoplanetary discs due to their high optical
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depths (Hughes et al. 2018). Several efforts are currently being made to find a possible correlation
between debris discs properties and imaged planets. Since the planets and the debris disc typical
locations are separated by tens of au, it is not clear how the planets influence the disc detectability.
There are currently 21 confirmed circumbinary planets, of which 10 discovered through transit
within 9 binary systems (Doyle et al. 2011; Welsh et al. 2012; Orosz et al. 2012b;a; Schwamb et al.
2013; Kostov et al. 2013; 2014; Welsh et al. 2015; Kostov et al. 2016; Orosz et al. 2019). For these
systems, the planet orbital inclination with respect to the binary orbital plane is very low (Kostov
et al. 2014; Welsh et al. 2015). This is likely the result of the small orbital period of all the observed
binaries leading to tidal circularisation of the binary and therefore alignment of the disc (Czekala
et al. 2019). We showed that a sufficiently misaligned and not too massive accretion disc around an
eccentric binary can undergo polar alignment within its lifetime and therefore form a polar debris
disc. This implies that if planets formed in this disc they would be on polar orbits around the
binary. However, there are no confirmed circumpolar planets detected so far. Planets with polar
orbits would be harder to detect than the nearly coplanar planets found by recurrent transits with
Kepler. Polar planets may be detectable as nonrecurring transits of the binary or eclipse timing
variations of the binary (Zhang & Fabrycky 2019). The best fit model to reproduce the 99 Her
observations is a polar debris ring (Kennedy et al. 2012). A polar ring could be produced by the
presence of polar planets. It is known that shepherding planets can cause a debris disc to form




We have explored parameters of a circumbinary gas disc around the eccentric binary system
99 Her that result in polar alignment of the disc. We investigated the effects of the initial disc
inclination, mass and size on the timescale over which the disc aligns polar to the binary orbital
plane. Since the eccentricity of 99 Her is very high (eb = 0.766), the initial disc misalignment
does not have to be very large for the disc to evolve to polar alignment, as suggested by Martin &
Lubow (2017a). The critical angle depends on the mass of the disc and is larger for a more massive
disc (see Fig. 5.1).
Since the observed inclination of the debris disc relative to the binary is only a few degrees
away from 90 , the initial mass of the gas disc can be constrained to be Mdi . 0.01. For low
mass discs, an initially mild inclination (i0 > 20 ) results in polar alignment, a more massive disc
is able to align polar only if the initial misalignment is moderate (e.g., i0 > 40 ). Gas discs that
are initially inclined by more than 60  undergo polar alignment regardless of the initial disc mass.
Wider gas discs are still able to align polar even though they might warp and break if the sound
crossing timescale is longer than the precession timescale induced by the binary torque.
All simulations that evolved to a polar state, did so on timescales of order of tens of thousands
of years. The polar alignment timescale for these simulations is therefore much shorter than the
lifetime of the gas disc, which has been estimated for circumstellar gas discs to be a few Myr
(Haisch et al. 2001) or longer for circumbinary gas discs, as discussed in the Introduction. We note
that the time at which the dust grains decouple from the gas disc may provide a more stringent
constraint than the lifetime of the gas disc. Moreover, our simulations have a turbulent viscosity
parameter ↵ = 0.01, while the linear theory suggests that for significantly smaller disc viscosity
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↵ < 10 4 the alignment timescale becomes longer than the disc lifetime. Mindful of these caveats,
we conclude that the presence of a remnant polar debris disc around 99 Her can be explained by
an initially inclined gas disc evolving into a polar configuration before dispersing the gas under a
wide range of initial conditions and disc parameters. Such a disc may provide an environment for
the formation of polar planets.
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CHAPTER 6
SUSTAINED KOZAI-LIDOV OSCILLATIONS IN MISALIGNED CIRCUMSTELLAR GAS
DISKS
Background
Circumbinary gas disks have a central cavity caused by the tidal torque produced by Lindblad
resonances due to the central binary (Artymowicz & Lubow 1994; Lubow et al. 2015; Miranda &
Lai 2015). The cavity size is determined by the radius where tidal torques balance viscous torques.
This balance between viscous and tidal torques is determined in a one-dimensional azimuthally
averaged sense and neglects nonaxisymmetric imbalances that could arise in multiple dimensions.
The central binary produces an outward torque that, in the simplest models, prevents circumbinary
material from flowing onto the central binary (Lynden-Bell & Pringle 1974b; Pringle 1991).
In spite of this central cavity and outward torque, material can flow through the cavity as gas
streams (Artymowicz & Lubow 1996; Günther & Kley 2002; Shi et al. 2012; D’Orazio et al. 2013;
Farris et al. 2014; Muñoz et al. 2019). This flow forms and/or replenishes circumstellar disks of
gas and dust around each component of a binary. For typically warm and viscous protostellar
disks, the accretion rate onto the central binary is comparable to the rate that would occur if the
the binary were replaced by a single star, even though viscous and tidal torques are balanced in the
one-dimensional (radial) sense at the inner edge of the circumbinary disk. Based on simulations
at a few different disc aspect ratios H/R, Artymowicz & Lubow (1996) originally suggested that
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H/R & 0.05, if the turbulent viscosity parameter ↵ is greater than 0.01. is required for efficient
(unimpeded) flow into the cavity. Using more accurate simulations and more H/R values, Ragusa
et al. (2016) suggested that H/R & 0.1 is required for efficient flow.
Circumbinary disks are sometimes observed to be misaligned to the binary orbital plane, par-
ticularly during early stages of stellar evolution. The pre-main sequence binary KH 15D has a low
inclination precessing circumbinary ring or disk (Chiang & Murray-Clay 2004; Lodato & Facchini
2013; ?). The circumbinary disk around the young binary IRS 43 has an observed misalignment
of ⇠ 60  (Brinch et al. 2016). There is an observed misalignment of ⇠ 70  between the circumbi-
nary disk and the circumprimary disk in HD 142527 (Marino et al. 2015; Owen & Lai 2017). The
6–10Gyr old binary system, 99 Herculis, has a nearly polar (⇠ 87 ) debris ring (Kennedy et al.
2012; Smallwood et al. 2020). The gaseous circumbinary disk around HD 98800BaBb is found to
be nearly polar (Kennedy et al. 2019). There is evidence that the circumbinary disk around GG
Tau is misaligned by ⇠ 30  (Aly et al. 2018).
Kozai-Lidov (KL) oscillations were first studied for test particles that reside in orbits that are
highly misaligned to the orbital plane of a circular orbit binary (Kozai 1962; Lidov 1962). The
particle orbits undergo oscillations in which eccentricity and inclination are exchanged. An ini-
tially highly inclined circular orbit can periodically obtain high eccentricity during phases of lower
inclination. For eccentric orbit binaries, stronger effects from KL oscillations have been found to
occur (Lithwick & Naoz 2011; Teyssandier et al. 2013; Liu et al. 2015). Tidal dissipational effects
on KL planets were analyzed by Fabrycky & Tremaine (2007).
A misaligned circumbinary disk may form misaligned circumstellar disks around each binary
component (e.g., Nixon et al. 2013a). If a circumstellar disk around a binary component is suffi-
ciently misaligned with respect to the binary orbital plane and has a sufficiently low disk aspect
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ratio, the disk may also undergo KL oscillations in which the disk eccentricity and inclination are
exchanged (Martin et al. 2014a). Simulations suggest that the critical inclination above which KL
oscillations occurs is approximately equal to the value for particles of 40 , although linear theory
suggests that it varies with the disc aspect ratio (Zanazzi & Lai 2017; Lubow & Ogilvie 2017).
Linear theory also suggests that H/R <⇠ 0.15 is typically required for an equal mass binary.
The properties of KL oscillations of particles and disks differ. KL oscillations of a set of particle
orbits have a tilt frequency that varies with distance from the central star, resulting in an incoherent
overall tilt. A gaseous disk however can undergo a coherent tilt oscillations whose frequency is
independent of radius due to the effects of pressure forces. In addition, the KL disk oscillations
damp over time due to dissipation, which does not occur for test particles.
In this Letter, we investigate the evolution of a highly misaligned KL unstable circumstellar
disk that forms through accretion from a misaligned circumbinary disk. Previous models of disks
undergoing the KL mechanism found that the KL cycles damp due to viscous dissipation. The
lack of accretion of misaligned material onto the circumstellar disks in these models caused their
inclinations to evolve to near or below the KL critical angle for test particles (about 39 ) and the
cycles ended (Martin et al. 2014a; Fu et al. 2015a;c; Franchini et al. 2019b).
However, since our simulation includes a misaligned circumbinary disk, the KL unstable cir-
cumstellar disks have a reservoir of misaligned material that continues to flow through the binary
cavity and accrete onto the circumstellar disks. As a result, we find the KL mechanism can be
long-lived. This has implications for the accretion variability in time. The mechanism also has
implications for planet formation within binary star systems. A circumstellar disk undergoing KL
oscillations experiences periodic changes in eccentricity that affects the interaction of the gas with
the solids. In this paper, we focus only on the properties of the gas. The disk can experience
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strong shocks during high eccentricity phases that can affect the conditions for planet formation.
In particular, such a disk may undergo gravitational instability and fragmentation (Fu et al. 2017).
Hydrodynamical Disk Simulations
We model the evolution of an initially flat but misaligned hydrodynamical circumbinary disk
with PHANTOM (Price et al. 2018). The PHANTOM code is a three-dimensional Smoothed Particle
Hydrodynamics (SPH) code that has been tested extensively for modelling misaligned accretion
disks (e.g., Nixon et al. 2012b; 2013a; Nixon & Lubow 2015; Doğan et al. 2015; Facchini et al.
2018; ?; Aly & Lodato 2020).
Setup
In this section, we describe the setup of the hydrodynamical simulations. We consider an equal
mass binary with eccentricity eb = 0.1. The binary begins at apastron at t = 0. We apply a mass
sink about each star that has an accretion radius. When a particle penetrates the accretion radius,
it is accreted onto the sink and the particle’s mass and angular momentum are added to the star
(e.g., Bate et al. 1995). Larger accretion radii eliminate the need to resolve particle orbits close
to the stars, which speeds up computational time significantly. However, since we want to resolve
the formation of circumstellar material, the accretion radius for each star is chosen to be 0.05a,
where a is binary semi-major axis. The accretion radius is a hard boundary, meaning that all of
the particles that enter are accreted and their mass and angular momentum are added to the sink
particle.
The circumbinary disk is initially misaligned by 60  to the binary orbital plane that is initially in
153
the x y plane. The binary begins at apastron and along the x-axis. The disk is initially comprised
of 1.5 ⇥ 106 equal-mass Lagrangian particles. The simulation end time is set to 45Porb which is
sufficient to reach a quasi-steady state, where Porb is the binary orbital period. We simulate a low-
mass circumbinary disk such that MCBD = 10 3M , where M is the binary mass. The particles are
initially located in a flat circumbinary disk with an inner disk radius of Rin = 1.6a and an outer
disk radius of Rout = 2.6a. The inner boundary of the disk is chosen to be smaller than where the
binary tidal torque truncates the inner edge of an aligned disk (Artymowicz & Lubow 1994). The
tidal torque for a misaligned disk is weaker which allows the inner disk radius to be closer to the
binary (e.g., Lubow et al. 2015; Miranda & Lai 2015).
The physical disk viscosity is modeled by using the artificial viscosity ↵av, which is imple-
mented in PHANTOM (Lodato & Price 2010). The circumbinary disk has an initial surface density
profile of the form ⌃ / R 3/2, and the disk aspect ratio H/R is set to be 0.1 at Rin. With this
prescription, the shell-averaged smoothing length per scale height hhi/H and the disk viscosity
parameter ↵ are constant over the radial extent of the disk (Lodato & Pringle 2007). We take a
relatively high ? ↵SS parameter of 0.1 in order to increase resolution of the circumstellar disks
by having a relatively high inflow rate from the circumbinary disk into the binary cavity. The
circumbinary disk is initially resolved with hhi/H = 0.11.
Traditionally, to model the evolution of a circumbinary disk, it is efficient to use a locally
isothermal temperature profile centered on the binary center of mass. This model does not accu-
rately apply to circumstellar disks. Since we are interested in forming circumstellar disks from the
inflow of circumbinary gas, we adopt the locally isothermal equation of state of Farris et al. (2014)
154













where R1 and R2 are the radial distances from the primary and secondary stars, respectively, and
cs0 is a constant with dimensions of velocity. Parameter q is set to 3/4. F is a dimensionless
function of position that we define below. The binary total mass is M = M1 +M2, where M1 and
M2 are the masses of the primary and secondary stars, respectively. This prescription of the sound
speed ensures that the temperatures in the circumprimary and circumsecondary disks are mainly
set by the primary and secondary stars, respectively. For R1, R2 >> a, the sound speed is set by
the distance from the binary centre of mass.
To further improve the resolution of the circumstellar disks, we introduce function F in Equa-
tion (6.1) to decrease the sound speed close to each binary component, thus leading to a longer






0.001, if R1 orR2 < Rc,
1, otherwise,
(6.2)
where Rc is the cutoff radius. We ran extensive tests to determine the optimal value of Rc. If this
value is too small (close to the binary), disk formation will be suppressed, due to the low resolution
caused by the larger separation between the particles. On the other hand, a cutoff radius that is too
far from the binary components will affect the circumbinary disk. We adopt a cutoff radius of
Rc = 0.35a from each binary component.
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Beyond this cutoff distance from a binary component, the gas flow through the gap has not
encountered the bound material orbiting that binary component. Consequently, there are no shocks
beyond the cutoff radius involving that component’s circumstellar disk. With this prescription, the
disk aspect ratio of the circumstellar disks at radius r = 0.1a is H/R ⇠ 0.01. This aspect ratio is
one-tenth of the disk aspect ratio at the initial inner circumbinary disk radius. Since the motion of
the gas streams that flow through the gap is supersonic, the gas temperature has little effect on that
flow. The properties of the gas flow that transports material from the circumbinary disk towards
the circumstellar disks should then be similar with and without this factor. The factor F results
in a stronger shock when the inflowing gas encounters a circumstellar disk that in turn results in a
higher post-shock density and hence higher resolution. This factor also significantly increases the
resolution within the forming circumstellar disk, however, the resolution is not as high as that of
the circumbinary disk. We have tried numerous additional approaches to increase the resolution
of the circumstellar disks while also still resolving the circumbinary disk but to no avail. The
current approach presented in this Letter is the best option we have found for the smoothed particle
hydrodynamics simulations we present.
Results
In this section, we explore the formation of circumstellar disks from material initially originat-
ing from a highly misaligned circumbinary disk. We extract the disk parameters as a function of
time. To analyze the data on the circumbinary disk, we average over all particles which range from
the innermost bound circumbinary particle out to a distance of 3a. For the circumstellar disks,
we average over all particles that are bound to each binary component (i.e., the specific energies,
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t = 18 Porb    x-z plane
a
Figure 6.1: The formation of circumstellar disks from a low-mass circumbinary disk that is initially
inclined by 60  at t = 18Porb. The eccentric orbit binary components are denoted by the red
circles. The color denotes the gas density using a density weighted interpolation, which gives
a mass-weighted line of sight average. The yellow regions are about three orders of magnitude
larger than the blue. At this time, the circumstellar disks are gaining eccentricity due to the KL
























Figure 6.2: Disk parameters for the circumprimary disk (solid) and circumbinary disk (dotted)
as a function of time in units of the binary orbital period. The disk parameters are inclination i
(Panel 1), eccentricity e (2), longitude of the ascending node   (3), disk mass Mdisk (4), and mass
accretion rate Ṁ (5). The circumbinary disk results are only shown for the top three panels.
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kinetic plus potential, of the particles are negative, neglecting the thermal energy). For each disk,
we calculate the mean properties of the particles such as the surface density, inclination, longitude
of ascending node, and eccentricity.
Figure 6.1 shows the formation of circumstellar disks from the highly misaligned circumbinary
disk at a time t = 18Porb. Both the circumprimary and circumsecondary disks are becoming
moderately eccentric due to the KL mechanism. Figure 7.10 shows the inclination, eccentricity,
longitude of the ascending node, disk mass, and accretion rate as a function of time in units of the
binary orbital period. We plot the properties of only the circumprimary and circumbinary disks.
We note the circumsecondary disk has similar disk properties to the circumprimary disk. Panel
1 shows disk inclination evolution. The circumprimary disk initially forms with an inclination
of ⇠ 80 . Note that the initial misalignment of the circumbinary disk is 60  and remains at a
similar inclination throughout the simulation. Therefore, the circumstellar disks form at a higher
inclination than the initial circumbinary disk inclination. The circumprimary and circumsecondary
disks undergo KL cycles, since the inclinations are above the critical angle for test particles of about
39 . For a gas disk, the criteria to induce KL cycles also depends on disk aspect ratio (Zanazzi &
Lai 2017; Lubow & Ogilvie 2017). If the aspect ration H/R is too high, greater than roughly 0.15
for an equal mass binary, the KL oscillations can be suppressed.
Panel 2 shows the disk eccentricity as a function of time. After ⇠ 2Porb, the material that falls
in has eccentricity of around 0.2, before any KL oscillations are established. At later times there
are repeated oscillations of eccentricity growth. The maximum eccentricity induced is ⇠ 0.63.
Comparing the top two panels in Fig. 7.10, we see that as the eccentricity increases, the inclination
decreases, and vice-versa, which is indicative of the KL mechanism operating. The period of the
KL oscillations is about 6Porb that is similar to the period found in previous work on KL disks
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(Martin et al. 2014b). The KL cycles that are induced do not quickly damp as previous models
have found due to the fact the circumstellar disks are continuously fed by high inclination material
originating from the circumbinary disk. However, the amplitude of the oscillations decrease some-
what with time, which is due to the depletion of mass in the circumbinary disc. At 45Porb, the
circumbinary disc has lost ⇠ 40% of its initial mass. Moreover, the minimum eccentricity during
the KL oscillations is larger than the eccentricity of the infalling material of ⇠ 0.2. This means
that the KL unstable disks are able to maintain a disk structure, rather than becoming completely
accreted during each high eccentricity phase and then recreated.
Panel 3 in Fig. 7.10 shows the longitude of the ascending node as a function of time. The
circumstellar disk begins to precess as it is formed and it precesses at a faster rate than the cir-
cumbinary disk. Panel 4 shows the evolution of the circumprimary disk mass. Due to the large
disk aspect ratio and high viscosity, there is a high infall rate of material into the cavity within the
first 5Porb. This causes the circumstellar disk mass to grow rapidly. However, beyond 5Porb, the
mass in both circumstellar disks reach a quasi-steady state. The accretion rate peaks at times when
the eccentricity is locally maximum. At the times of each maximum (minimum) in eccentricity,
the disk’s mass decreases (increases) due to increased (decreased) accretion rate onto the binary
components. Panel 5 shows the accretion rate on a log scale as a function of time.
Lastly, we examine the evolution of the surface density of the circumprimary disk. Since we
are modeling an equal mass binary, the evolution of the circumprimary and circumsecondary disks
are similar. Figure 6.3 shows the circumprimary disk surface density at times t = 18Porb and
20Porb. The disk forms at a time ⇠ 2Porb. At t = 18Porb, there is a locally maximum disk mass
and an increasing eccentricity. At a time t = 20Porb, there is a locally minimum disk mass and
decreasing eccentricity. Since we have found that the KL cycles are continuous, the surface density
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Figure 6.3: The surface density profile as a function of radius for an inclined circumprimary disk.
The surface density profile is shown at two different times: 18Porb (black) and 20Porb (blue).
of the circumstellar disks continuously oscillates between the black and blue lines.
Discussion
Binary stars are common within the Galaxy (e.g., Duquennoy & Mayor 1991; Raghavan et al.
2010a). It has been estimated that roughly 50% of the discovered exoplanets may be hosted by
binary systems (Horch et al. 2014; Deacon et al. 2016; Ziegler et al. 2018). For example, the
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binary system   Cep AB has a separation of ⇠ 20 au and hosts a giant planet around the primary
star,   Cep Ab (Hatzes et al. 2003). The planet formation process is thought to take place in a
protoplanetary disk. For the cases of binary star systems, material from a circumbinary disk can
feed the circumstellar disks in which planets may form. The effects of KL oscillations of the
circumstellar disks found in this Letter play an important role in affecting the formation of planets
around each individual binary component involving a misaligned circumbinary disk.
The KL mechanism operates in binary systems in cases in which the circumstellar disks are
highly misaligned to the binary orbital plane. Fu et al. (2017) found that strong shocks are gen-
erated in the circumstellar disks when the eccentricity is high. Their models had KL cycles that
damped due to viscous dissipation. Since we have shown that KL cycles can be sustained for
longer periods of time, shocks will be generated on each KL cycle, which will impact the forma-
tion of S-type planets in binaries. In sufficiently massive discs shocks may trigger the gravitational
instability (GI), which is a possible theory to form giant planets (Boss 1997). Therefore, the KL
mechanism can cause disk GI, which leads to fragmentation and efficient formation of giant planets
(Fu et al. 2017).
Massive circumbinary discs will provide both an accretional torque and gravitational torque on
the binary, which will affect the binary orbital evolution (Muñoz et al. 2019), and thus affect the
misalignment evolution (Martin & Lubow 2019b). For an initially low eccentricity binary, eb = 0.1
(which is used in our hydrodynamical simulations), Artymowicz et al. (1991) found that the binary
eccentricity is increasing due to gravitational effects of the disc. For fixed binary semi-major axis,
circumstellar disk radii decrease with increasing binary eccentricity (Artymowicz & Lubow 1994;
Miranda & Lai 2015).
The presence of a circumbinary disk allows for a reservoir of material that accretes onto the
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forming circumstellar disks. Throughout the simulation, the misalignment of the circumbinary
disk remains nearly constant. However, the resulting circumstellar disks form initially at a higher
inclination and then proceed to undergo the KL mechanism where the inclination oscillates. The
KL cycles are more periodic when including accretion of material from the circumbinary disk.
However, the cycles do not repeat as precisely as in the case of test particle orbits. This is a result
of the KL mechanism being sensitive to the binary and disk parameters that are changing in time
(e.g., Fu et al. 2015a). For example, the circumbinary disk depletes to about 40% the initial disk
mass at the end of the simulation. During this process, material is continuously being transported
with high inclination to the lower inclination circumstellar disk. Accretion keeps the inclination
of the disk high and allows the KL cycles to continue. However, if circumstellar disk material
were to accrete on a timescale shorter than the KL oscillation period, we would not expect the KL
oscillations to operate. In this work, we consider an equal mass binary. However, for an unequal
mass binary, we expect that the KL oscillations would be qualitatively similar. But the gas stream
feeding will not be the same for the two circumstellar discs and their oscillation properties will
differ.
Previous studies have suggested that tidally induced shocks could play an important role in
causing disk accretion (e.g., Goodman & Rafikov 2001; Ju et al. 2017). From Panel 5 in Figure 7.10
and also Figure 6.3, we see that there are KL induced variations of mass accretion rate and disk
density that are likely attributable to accretion by shocks. Some of the accretion may also be due
to higher eccentricity material entering the mass sink.
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Summary
We have shown that the KL mechanism can be repeatedly sustained without damping when the
circumstellar disks are replenished from a highly misaligned circumbinary disk. For example, a
circumbinary disk with an initial misalignment of 60  to the binary orbital plane forms circumstel-
lar disks that are initially inclined by ⇠ 80 . Since the inclinations of the newly formed disks are
larger than the KL critical angle and the disk aspect ratio criterion is met, the disks undergo KL
oscillations, where the inclination is exchanged for eccentricity and vice versa. Previous models of
the KL disks are damped due to viscous dissipation in the absence of accretion from a circumbinary
disk. By modelling the formation of circumstellar disks from the circumbinary disk, the KL cycles
are long-lived due to a large reservoir of noncoplanar material infalling from the circumbinary disk
and continuously accreting onto the circumstellar disks. The longevity of the KL mechanism has
important implications for planet formation in binary star systems.
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CHAPTER 7
GW ORI: CIRCUMTRIPLE RINGS AND PLANETS
Background
Observations show that the majority of stars form in relatively dense regions within stellar
clusters, naturally leading to multi-star systems. It is estimated that more than 40%-50% of stars
are in a binary pair, while about 20% are observed in triple or higher-order systems (Duquennoy &
Mayor 1991; Raghavan et al. 2010b; Tokovinin 2014a;b). To date, there have been planets found
in 32 triple star systems (Busetti et al. 2018; Fragione et al. 2019). However, as yet no planet in a
circumtriple orbit has been discovered.
GW Ori is one such hierarchical triple star system, with a spectroscopic binary (A,B) at a
separation of about 1 au and a tertiary stellar companion (C) at a projected distance of about 8 au
(Mathieu et al. 1991; Berger et al. 2011; Czekala et al. 2017; Kraus et al. 2020). The system is at a
distance of 408±10 parsec (Gaia Collaboration et al. 2020) and has an age of 1.0±0.1Myr (Calvet
et al. 2004). The derived binary parameters from Czekala et al. (2017) are shown in Table 7.2. Stars
A and B have masses of 2.8M  and 1.7M , respectively, while star C has a mass of 1.2M  and
the eccentricity of the outer companion is estimated to be 0.22 (Czekala et al. 2017). The system
has a circumtriple protoplanetary disc in which the dust is observed to extend to about 400 au,
while the gas extends farther to about 1300 au (Fang et al. 2017).
Bi et al. (2020) presented Atacama Large Millimeter/submillimeter Array (ALMA) observa-
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tions of the dust continuum and molecular gas emission of the circumtriple disc of GW Ori. They
identified three dust rings in the circumtriple disc at radii of about 46, 188, and 338 au from the
triple star. The structure of the rings are outlined in Table 7.1. The radial width of dust ring 3 is the
widest ring ever found in a protoplanetary disc. The dust masses of the rings 1, 2, and 3 were esti-
mated to be 74±8, 168±19, and 245±28M  (Bi et al. 2020). Misalignments are present between
each individual dust ring and binary orbital plane from visibility modelling of dust continuum and
CO kinematics. The inclination and the longitude of ascending node of the AB-C binary orbit was
found to be 150± 7  and 28± 9 , respectively (Berger et al. 2011). Assuming that the entire disc
has the same clockwise on-sky projected orbital direction, Bi et al. (2020) found that rings 1, 2,
and 3 were misaligned by 11± 6 , 35± 5  and 40± 5 , respectively, relative to the binary orbital
plane. Therefore, their results suggested that ring 1 and the AB-C binary plane are close to being
coplanar while the rings 2 and 3 are misaligned but close to coplanar with each other.
A potential explanation for the large misalignment between the inner and middle rings is the
‘disc breaking’ phenomenon, where the torque from the misaligned stars overcomes the viscous
stresses and pressure holding the disc together and separates the disc into distinct planes (e.g.
Nixon et al. 2011a; 2012a; Facchini et al. 2013a; Nixon et al. 2013b). However, Bi et al. (2020)
ran SPH simulations modelling the disc with an inner, misaligned binary (that approximates the
triple star evolution) and found that the disc does not break only due to the triple star torque. They
modelled the disc with an aspect ratio H/r = 0.05. For this case, the disc did undergo strong
warping at the beginning of the simulation but later relaxed to a steady state resembling a flat disc.
They conclude that the gaps in the dust cannot solely be caused by the gravitational torque of the
system and thus there must be another cause for the gaps.
Recently, Kraus et al. (2020) presented higher resolution ALMA dust observations of GW
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Table 7.1: The location of the dust rings in the GW Ori circumtriple disc. The values were obtained
by MCMC fitting from Bi et al. (2020). The second column gives the inner edge of the ring. The
third column denotes the centre location of the ring, and the fourth column represents the outer
edge of the ring.

















Ori. They updated the triple star parameters which are shown in Table 7.2. They found that
MA = 2.47 ± 0.33M  , MB = 1.43 ± 0.18M , and MC = 1.36 ± 0.28M  and the eccentricity
of the outer most companion was increased to eAB C = 0.379. They found three distinct coherent
dust rings similar to Bi et al. (2020). The eccentricity of ring 1 is found to be ⇠ 0.2. Moreover,
Kraus et al. (2020) ran SPH simulations to investigate the origin of the substructures located in the
circumtriple disc. They found that the torque from the triple system could effectively break the disc,
finding a relative misalignment between rings 1 and 2 that was consistent with the observations.
These findings contradict those discussed from Bi et al. (2020). One of the goals of this work is to
explore the differences between the two models and to deduce the reason for the discrepancy. The
major focus of this work is to investigate the dynamical origin of the dust rings that are present in
the GW Ori inclined circumtriple disc.
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Table 7.2: The orbital elements of the GW Ori triple system from Czekala et al. (2017) and Kraus et al. (2020).
Czekala et al. (2017) Kraus et al. (2020)
Parameter Orbit A – B Orbit (AB) – C Orbit A – B Orbit (AB) – C
Period P (days) 241.50± 0.05 4246± 66 241.619± 0.05 4216.8± 4.6
Semi-major axis a (au) 1.25± 0.05 9.19± 0.32 1.20± 0.04 8.89± 0.04
Eccentricity e 0.13± 0.02 0.22± 0.09 0.069± 0.009 0.379± 0.003
inclination i ( ) 157± 1 150± 7 156± 1 149.6± 0.7
Longitude of the periastron !a ( ) 17± 7 130± 21 1± 7 105± 1
Longitude of the ascending node ⌦a ( ) 263± 13 282± 9 258.2± 1.3 230.9± 1.1
Total mass Mtot (M ) 4.48+0.42 0.36 5.63
+0.58
 0.43 3.90± 0.40 5.26± 0.22
Star A mass MA (M ) 2.80+0.36 0.31 2.47± 0.33
Star B mass MB (M ) 1.68+0.21 0.18 1.43± 0.18
Star C mass MC (M ) 1.15+0.40 0.23 1.36± 0.28
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Three-Body Dynamics
The GW Ori system is a hierarchical triple star system, consisting of one central binary with a
third orbiting stellar companion. The simulations presented in Section make use of an assumption
that the triple star system can be modelled as a binary. We explore if the close spectroscopic
binary (stars A and B) can be simulated as a single star, making the GW Ori system a binary (stars
AB and C). To simulate the GW Ori system, we use the WHFAST integrator which is a second
order symplectic Wisdom Holman integrator with 11th order symplectic correctors in the N-body
simulation package, REBOUND (Rein & Tamayo 2015).
We consider both a triple system (stars A, B, and C) and binary system (stars AB and C). We
solve the gravitational equations for the three (two) bodies in the frame of centre-of-mass of the
three (two) body system. The parameters used for both the triple system and the binary system for
the two different sets of stellar parameters are given in Table 7.2. For the three-body simulations,
the initial parameters for the orbits are taken to be the observed values.
The parameters that are extracted during the N–body calculations describe the evolution of the
orbit of the tertiary companion (star C), which are given as the semi-major axis aC, eccentricity
eAB C. Both of the three and two star models are set in the centre of mass frame. For the two star
model, binary AB-C, the orbital parameters remain constant with their initial value. However, for
the triple star system, the inner binary A-B has an eccentricity vector eA B and angular momentum
vector lA B. We denote the third companion’s angular momentum vector as lC. The inclination
of the orbital plane of star C is measured relative to the A-B binary. The inclination of the inner
binary angular momentum with respect to that of the third star is given by
iC = cos
 1(blA B · blC), (7.1)
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Figure 7.1: The orbital evolution of GW Ori C when GW Ori is modelled as a triple system (green
and blue lines) and binary system (purple and orange lines). The top panel shows the semi-major
axis and the bottom panel denotes the eccentricity as a function of orbital period of star C. The
green and purple lines represent the binary parameters taken from Czekala et al. (2017) and the
blue and orange lines denote the binary parameters taken from Kraus et al. (2020). Based on the
⇠ 1  2% change in the orbital parameters, in our subsequent simulations we model GW Ori with
a binary.
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where blA B is a unit vector in the direction of the angular momentum of the A-B binary, and blC is
a unit vector in the direction of the angular momentum of the third companion. The phase angle of
the third companion is measured in a frame relative to the instantaneous eccentricity and angular








Fig. 7.1 shows the orbital evolution of the tertiary companion (star C) when orbiting a binary
(stars A and B) versus orbiting a single star (star AB) for the two varying sets of stellar parameters.
We show the semi-major axis (aC, left panel) and eccentricity (eAB C, right panel). For the triple
star model, there is ⇠ 1% variation in the semi-major axis and ⇠ 2% variation in the eccentricity
compared to the two star model. When we invoke the assumption that the inner binary is modeled
as one star, the orbital elements remain constant. Figure. 7.2 shows the evolution of the inclination
(iC, left panel), and the longitude of the ascending node ( C, right panel) of the tertiary companion
(star C) when orbiting a binary (stars A and B) as a function of orbital period. There are small os-
cillations in the inclination of the third companion. The evolution of the longitude of the ascending
node in the triple star model shows that the angular momentum vector of star C is precessing about
the angular momentum vector of the binary A and B (e.g. see the details in Chen et al. 2019b). The
oscillation period of this system is about 30 PC, where PC is the orbital period of star C. However,
we note that the relative inclinations are small. Figure 7.3 shows the derivative of the longitude of
the ascending node as a function of tertiary orbital period. The slope of the derivatives are similar
regardless of the planetary parameters used. In Fig. 7.4, we show the argument of the periapsis,
!C, of the tertiary companion for stellar parameters from Bi et al. (2020) and Kraus et al. (2020).
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Figure 7.2: The evolution of the tertiary inclination (top panel) and tertiary longitude of the as-
cending node (bottom panel) as a function of orbital period of star C. The line color describes the
stellar parameter set used, with the green line using Czekala et al. (2017) and the blue line using
Kraus et al. (2020).
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Figure 7.3: The derivative of the longitude of the ascending node of the tertiary companion. The
line color describes the stellar parameter set used, with the green line using Czekala et al. (2017)
and the blue line using Kraus et al. (2020).
The oscillation period is about 330Torb to 270PC depending on the stellar parameters, which is
longer than the change in the longitude of the ascending node.
To further investigate the differences (if any) of simplifying the three star configuration to a
binary system, we simulate the evolution of test particles around each stellar geometry in Fig. 7.5.
We select four different semi-major axes of the particles to be 47, 188, 337, and 100 au. The first
three separations denote the center radius of the three observed dust rings, and the latter represents
the center of the observed inner gap. The behaviour of test particles around binary and higher-order
systems can mimic the behaviour of disc rings (e.g., Doolin & Blundell 2011; Martin et al. 2014b;
?; Chen et al. 2019b). All of the test particles nodally precess about the angular momentum vector
of the binary and show tilt oscillations as a result of the eccentricity of the AB-C binary (e.g. ?).
The timescale for the oscillations increases with test particle separation. The particle dynamics
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Figure 7.4: The evolution of the tertiary argument of the periapsis as a function of orbital period
of star C. The line color describes the stellar parameter set used, with the green line using Czekala
et al. (2017) and the blue line using Kraus et al. (2020).
are not significantly affected by the presence of the AB binary (the left panel includes the triple
star system and the right panel the binary approximation). The amplitude of the tilt oscillations
are slightly greater in the binary approximation than around the triple star. In a disc, we therefore
expect slightly stronger warping around two stars rather than around a triple star system. These
test particle orbit integrations further confirms that our modelling of the GW Ori triple system with
a binary does not affect the disc dynamics in our subsequent disc calculations.
We have shown that when GW Ori is modelled as a triple star system, there are ⇠ 1   2%
variations in the orbital evolution of the outer companion when compared to a binary star model.
Also, test particle evolution indicates that strong warping (which can lead to disc breaking) is more
susceptible around two stars than three. Thus, we are justified in modelling the GW Ori system
with a binary, as stars (AB) and C.
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Figure 7.5: Test particle evolution around the GW Ori triple star system (left panel) and around
the approximated binary star system (right panel). We show the semi-major axis, inclination, and
longitude of the ascending node of the test particles as a function of time. The stellar parameter
set used is from Kraus et al. (2020). We show four different test particles that begin with an
initial semi-major axis of 47 (blue), 188 (green), 337 (red), and 100 au (yellow). The first three
separations denote the center radius of the three observed dust rings, and the latter represents the
center of the observed inner gap.
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Disc Alignment Timescales
In this section we seek to identify if the binary torque can cause the misalignment within the
circumtriple disc. To simplify the disc-binary calculations, we model the GW Ori hierarchical
triple star system as an AB-C binary with binary parameters first adopted by Czekala et al. (2017)
and then compare to the updated parameters from Kraus et al. (2020). With this formulation, the
primary mass is the mass of star AB and the secondary mass is the mass of star C.
A misaligned disc feels a gravitational torque exerted by a binary or triple star. This causes
the disc to undergo differential precession which can lead to disc warping, ‘breaking’ (Nixon et al.
2013b; Facchini et al. 2013a) or ‘tearing’ (Nixon 2012b). Dissipation within the misaligned disc
causes the differential precession to generate a warp which will evolve in the diffusive regime or the
bending wave regime, depending on the disc thickness and viscosity (Papaloizou & Pringle 1983;
?; ?). We take ↵ as the Shakura & Sunyaev (1973) viscosity parameter. In the bending wave regime
the disc aspect ratio is larger than the viscosity coefficient (H/r & ↵), and the warp induced in
the disc by the binary torque propagates as a pressure wave with speed cs/2 (Papaloizou & Pringle
1983; ?). For the diffusive regime the disc aspect ratio is less than the viscosity (H/r . ↵) with a
diffusion coefficient inversely proportional to the disc viscosity.
In the bending wave regime, a disc is able to break or tear into discontinuous rings if the radial
communication time-scale (tc) is longer than the global disc precession time-scale (tp) (??). The









(Lubow & Martin 2018), where hout is the disc aspect ratio at the disc outer edge (rout), s is related
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is the angular frequency
of the binary with binary separation ab and total binary mass MTot. The temperature of the dust,










where LTot is the total stellar luminosity, r is the radial distance from the center of mass, and






where kb is the Boltzmann constant, Tgas is the gas temperature, G is the gravitational constant, µ
is the mean molecular weight of gas, and ma is the atomic mass unit. With µ = 2.3, LTot = 38L 
(Calvet et al. 2004; Gaia Collaboration et al. 2018), Tgas = Tdust and rout = r = 1300 au (Bi et al.
2020) the radial communication time-scale of the disc is ⇠ 0.06Myr.
An inclined test particle orbit undergoes nodal precession due to the gravitational torque of the
binary. For a particle orbit that is close to coplanar with the orbital plane of an eccentric binary,






















(?). The constant k depends on the binary eccentricity, eb. Unlike a test particle, a protoplanetary
disc in the bending wave regime will communicate as described in Eq. (7.3).
For a more extended disc, such that rin ⌧ rout, the precession time-scale can be determined
by taking the inverse of the global precession rate. The global precession rate of a disc is found by
taking its angular momentum weighted average of the nodal precession rate !n(r). Therefore, the











(?) where p is the slope of the power-law profile of the surface density profile. For the GW Ori
disc, we take p = 1, rin = 32 au and rout = 1300 au (Czekala et al. 2017; Bi et al. 2020), This
inner disc edge is 3 4 times the AB-C binary semi-major axis (Czekala et al. 2017; Bi et al. 2020;
Kraus et al. 2020) and close to the peak in the surface density profile of the disc found in the next
Section. These parameters result in a global precession time-scale of the entire disc of ⇠ 0.38Myr.
For the updated binary parameters from Kraus et al. (2020), we consider the evolution of the disc
assuming that it is in communication and find tc = 0.06Myr and tp,global = 0.34Myr for the entire
disc using the same initial disc structure. We note that when comparing equations 7.3 and 7.8 to
determine disc breaking, the result is independent of the disc size when p = 1.
We find that for both sets of binary parameters tc ⌧ tp, suggesting that the circumtriple disc
would not break due to nodal precession driven by the inner triple system. However, the observa-
tions from both Bi et al. (2020) and Kraus et al. (2020) clearly show a disc geometry consistent
with disc breaking. From the prescription given above, the binary-disc interaction cannot account
for disc breaking and other mechanisms must be in play to produce the misaligned dust rings. In
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this work, we consider the interaction between an embedded planet and the disc to explain the
observed disc geometry.
In the calculations performed so far for the global nodal precession rate, we have assumed that
the disc is in good communication from the inner edge to the outer edge. However, if the disc has
a gap (for example, due to a planet), where communication is prevented, then we can calculate the
precession timescale of each part of the disc. We repeat the calculations for the rings 1, 2, and 3
where the structure of each ring is given in Table 7.1. However, we combine rings 2 and 3 (ring 23)
since they have a similar inclination and phase angle which is suggestive that they are not broken.
Ring 1 extends from ⇠ 37 au to ⇠ 56 au and ring 23 extends from ⇠ 154 au to ⇠ 404 au. We
calculate tc and tp to be ⇠ 0.001Myr and ⇠ 0.004Myr, for ring 1. For ring 23, tc ⇠ 0.13Myr
and tp ⇠ 1.52Myr. In each ring, tc < tp, meaning that they are able to undergo global precession
individually.
Depending on the disc misalignment and binary eccentricity, due to dissipation the disc will
evolve to one of two possible alignments. For sufficiently small initial inclination the disc precesses
about the binary angular momentum vector and moves towards a coplanar alignment with the
binary orbital plane (Papaloizou & Lin 1995a; Lubow & Ogilvie 2000; Nixon et al. 2011a; Facchini
et al. 2013a; Foucart & Lai 2014; Smallwood et al. 2019a). For sufficiently high binary eccentricity
and initial disc inclination, the disc precesses about the binary eccentricity vector (Verrier & Evans
2009; Farago & Laskar 2010; Doolin & Blundell 2011; Aly et al. 2015) and moves towards a polar
alignment in which a low mass disc is perpendicular to the binary orbital plane (Martin & Lubow
2017a; 2018; Lubow & Martin 2018; Zanazzi & Lai 2018; Smallwood et al. 2020).
The minimum critical initial inclination icrit that distinguishes between coplanar or polar align-
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(Martin & Lubow 2019a) where j is the angular momentum ratio of the disc to the binary and eb is
binary eccentricity. For a disc radially distributed from 32 au to 1300 au, j ⇡ 0.247 for parameters
from Bi et al. (2020) and j ⇡ 0.249 for parameters from Kraus et al. (2020). For eb = 0.22
(Czekala et al. 2017), the critical binary-disc misalignment is estimated to be 60 . For eb = 0.379
(Kraus et al. 2020), the critical binary-disc misalignment is estimated to be 57 . For relatively
small j relevant for discs, as the disc mass increases, the critical angle increases (Martin & Lubow
2019a). Thus, given that the GW Ori gas disc is quite massive (assuming a dust to gas ratio of
0.01), it is likely evolving towards coplanar alignment.
If both ring 1 (< 56 au) and ring 23 (> 154 au) are able to undergo rigid precession individ-







where ↵ is the Shakura & Sunyaev (1973) viscosity parameter, H/r is the disc aspect ratio, !n
is the angular frequency, and ⌦b is the angular frequency of the binary. By using H/r from
Eq (7.5) and ↵ = 0.01 (as used in Bi et al. 2020), we find that ring 1 has an alignment time-scale
of ⇠ 0.5Myr. For ring 23 the alignment timescale is greater than 100Myr. The values for the
alignment timescales are consistent with the dust and gas model fitting by Bi et al. (2020), where




For our numerical simulations we use the 3-dimensional smoothed particle hydrodynamics
(SPH; e.g., Price 2012b) code PHANTOM (Price et al. 2018). PHANTOM has been well tested and
used to model misaligned accretion discs in binary systems (e.g. Nixon et al. 2013b; Martin et al.
2014b; Franchini et al. 2019b). Most of our simulations are in the bending wave regime. Although
we do consider some simulations in the diffusive regime for demonstrative purposes, we note that
protoplanetary discs are expected to be in the bending-wave regime (Hartmann et al. 1998).
In total we conduct nine simulations that are summarised in Table 7.3 and we present additional
information of our simulation parameters in Table ??. First we compare the two different sets of
binary parameters from Czekala et al. (2017) and Kraus et al. (2020). We then compare various
disc aspect ratios and ↵ values. Furthermore, we also run two simulations that include a planet
that is initially coplanar to the disc. The simulations without a planet are simulated for 3000Porb
and simulations with a planet are simulated for 230Pplanet, where Porb is the binary orbital period
and Pplanet is the planet orbital period. For a 1MJ planet at 100 au, 1Pplanet ⇡ 36Porb, so therefore
the planet simulations ran for ⇠ 8000Porb. The simulations without a planet have reached a
steady-state within 3000Porb. Kraus et al. (2020) ran their simulation for a much shorter time of
⇠ 860Porb.
We additionally generate synthetic CO maps for two of our simulations for comparison with
the ALMA 12CO J = 2   1 first moment map from Bi et al. (2020). For this we use the Monte
Carlo radiative transfer code MCFOST (Pinte et al. 2006; 2009). MCFOST is particularly well
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suited for use with a particle based numerical method because it uses a Voronoi mesh (rather than
a cylindrical or spherical grid) to generate a grid from the particles. Because the mesh follows the
particle distribution it does not require any interpolation.
We showed that we can model the GW Ori hierarchical triple system as a AB-C binary. To
model the binary we use the two sets of binary orbital parameters measured by Czekala et al.
(2017) and Kraus et al. (2020). Table 7.2 compares the binary parameters from each study. The
last column in Table 7.3 details which simulation uses which set of binary parameters. The binary
begins at apastron and the accretion radius of each binary component is Racc = 4au, regardless of
which binary parameters are adopted. Particles within this radius are accreted and their mass and
angular momentum are added to the star.
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Table 7.3: The set-up of the SPH simulations that lists the inner circumbinary disc radius rin, outer circumbinary disc radius rout, initial
circumbinary disc tilt i0, disc aspect ratio H/r, the input Shakura & Sunyaev (1973) ↵-viscosity parameter, surface density power-law
index p, the mean shelled-averaged smoothing length per scale height hhi/H , mass of the planet Mp, initial inclination of the planet i0,p,
and the specific set of binary parameters. The bold highlights the defining parameter for each simulation.
Simulation rin rout i0 H/r ↵set p (hhi/H)mean Mp i0,p Binary Parameters
(au) (au) ( ) (MJ) ( )
run1 40 400 40 0.05 0.01 1.5 0.32 – – Czekala et al. (2017)
run2 40 400 40 0.05 0.01 1.5 0.32 – – Kraus et al. (2020)
run3 40 400 40 0.1 0.01 1.5 0.20 – – Czekala et al. (2017)
run4 40 400 40 0.05 0.01 1.5 0.32 1 40 Czekala et al. (2017)
run5 40 400 40 0.1 0.01 1.5 0.20 1 40 Czekala et al. (2017)
run6 40 200 38 0.05 0.01 0.5 0.30 – – Kraus et al. (2020)
run7 40 200 38 0.05 0.05 0.5 0.30 – – Kraus et al. (2020)
run8 40 200 38 0.05 0.1 0.5 0.30 – – Kraus et al. (2020)
run9 30 200 38 0.05 0.1 0.5 0.32 – – Kraus et al. (2020)
run10 20 200 38 0.05 0.01 0.5 0.34 – – Kraus et al. (2020)
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Each simulation consists of 106 equal mass Lagrangian particles initially distributed from the
inner disc radius, rin, to the outer disc radius, rout. We consider two values of the inner radius,
20 au and 40 au. The latter is farther out than the radius where the tidal torque truncates the
disc (Artymowicz & Lubow 1994) – although we note that for a misaligned disc the tidal torque
produced by the binary is much weaker, allowing the disc to survive closer to the binary (e.g.,
Lubow et al. 2015; Miranda & Lai 2015; Nixon & Lubow 2015; Lubow & Martin 2018). The
observed outer radius of the gas disc is ⇠ 1300 au (Bi et al. 2020), which means that the majority
of the angular momentum is in the outer regions of the disc. In our simulations we truncate the
outer radius to be rout = 200 au or 400 au in order to speed up computational time and increase the
resolution. We note that this truncated outer radius preserves the angular momentum balance (i.e.,
the outer disc still holds most of the angular momentum) and does not change the conclusions of
Section .
The total disc mass is set to 0.1M  assuming a dust to gas ratio of 0.01. The value of the
disc mass comes from the observations of the dust mass (e.g., Bi et al. 2020). Kraus et al. (2020)
estimated a lower disc mass because they did not recover the total flux due to missing short base-
lines in their ALMA observations. We ignore the effect of self-gravity since it has no effect on the
nodal precession rate of flat circumbinary discs and the inferred disc mass is not large enough for
self-gravity to be important.







where ⌃0 is the density normalization and p is the power law index. Note that the density normal-
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ization is set from the total disc mass above (the simulated total mass is similar to the amount of
mass from the three dust rings inferred from Bi et al. (2020), assuming a gas-to-dust ratio of 100).







GM/r3 and cs is the sound speed. We choose q = 0.5 to ensure that H/r = const
over the radial extent of the disc. We consider two values of the disc aspect ratio H/r = 0.05, 0.1
at r = rin. We take the Shakura & Sunyaev (1973) ↵ to be either 0.01, 0.05, or 0.1. We use the ↵






where ↵AV is the artificial viscosity and hhi is the mean smoothing length on particles in a cylin-
drical ring at a given radius (Price et al. 2018). The viscosity and mean smoothing length are not
constant over the disc because we set the disc aspect to be constant. Table ?? shows the minimum
and maximum values for the ↵ viscosity parameter and the shelled-averaged smoothing length per
scale height hhi/H .
We also consider two simulations with a planet that is inclined to the binary orbit but coplanar
to the initial disc. The disc has the same surface density profile from eq. 7.11 but we implement
a pre-carved gap in the disc in order to prevent excessive accretion of material on to the planet
(see for example Lubow & Martin 2016; Martin et al. 2016b). The inner and outer boundaries
of the gap are taken to be 56 au and 153 au, which are taken from observations (e.g., Bi et al.
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2020; Kraus et al. 2020). The initial semi-major axis of the planet is set to be roughly at the
center of the gap between the inner and middle rings at ⇠ 100 au. We consider a planet mass of
Mp = 1MJ. This mass is sufficient enough to open a gap in the gas (Lin & Papaloizou 1986;
Marsh & Mahoney 1992; Nelson 2000). The dynamics are qualitatively the same regardless of
planet mass. We keep the viscosity constant across these two simulations (↵ ⇡ 0.01), however,
the gap opening is dependent on the viscosity meaning that at lower viscosity planets are able to
open gaps easier (e.g., Duffell & MacFadyen 2013). The planet has an initially circular orbit with
an accretion radius of 0.25 rH = 3.82 au (e.g. Nealon et al. 2018), where rH is the Hill radius. The
pre-carved gap can be seen in the first and third panels in Fig. 7.12 for the two different disc aspect
ratios, 0.1 and 0.05. The initial surface density profile of the pre-carved gap for H/r = 0.05 is
given by the black line in the upper panel of Fig. 7.13.
The hydrodynamical simulations do not include dust grains. Instead we simply assume that the
dust distribution contains small, well coupled grains which represents the distribution of the gas.
We construct a dust population with a grain-size distribution dn/ds / s m between smin = 0.03
and smax = 1000µm with m = 3.5. We assume the gas-to-dust ratio value of 100 and calculate
the total mass of dust from the gas mass in the simulation. The dust grain opacities are calculated
assuming spherical and homogeneous grains (according to Mie theory) and are temperature inde-
pendent, and we assume astrosilicates composition (Weingartner & Draine 2001). The stars are
both assumed to be 1Myr old and the mass of the stars comes directly from the simulation. The
stellar luminosities are calculated using isochrones from Siess et al. (2000). We assume that the
dust and gas are in thermal equilibrium given that the circumbinary disc is passively heated. We
use 108 photon packets on a Voronoi mesh built directly on the particle distribution. To calculate
the moment maps, we additionally assume a uniform abundance ratio of 12CO-to-H2 of 10 4 and
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we use 80m/s resolution. Consistent with Bi et al. (2020), our synthetic maps are convolved with
the ALMA CLEAN beam of 0.122” ⇥ 0.159” (the beam is shown in the lower left of the synthetic
maps).
Results
Here we show the results of the hydrodynamical simulations. First, we simulate a disc around
a binary (rather than the triple, see Section ) and compare the two sets of system parameters from
Czekala et al. (2017) and Kraus et al. (2020). Second, we examine in detail the evolution of the
tilt, longitude of the ascending node and surface density profile in a disc without a planet. Third,
we introduce a giant planet at 100 au and again consider the disc evolution. Finally we compare
our results to the recent work by Kraus et al. (2020).
When we analyse the SPH simulations, we separate the disc into 300 radial bins that span from
the inner-most bound particle to the initial outer disc radius. Within each bin, we calculate the
azimuthally averaged surface density, longitude of ascending node, tilt, twist, and eccentricity. The
tilt, i, is defined as the angle between the angular momentum vector of the binary and the angular
momentum vector of the disc. The twist,  , is measured relative to the total angular momentum
vector.
Binary Parameters from Czekala et al. (2017) vs. Kraus et al. (2020)
Recently Kraus et al. (2020) presented additional high resolution observations of the GW Ori
circumtriple system. Before their updated binary parameters became public, we used the binary
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Figure 7.6: The disc surface density profile (⌃, upper panel) and disc tilt (i, lower panel) as a
function of disc radius for runs 1 and 2 from Table 7.3. The black lines correspond to a simulation
with the binary parameters of Czekala et al. (2017) and the red lines represent a simulation with
the binary parameters of Kraus et al. (2020). The line style denotes the time at which the disc
measurements are taken, with the solid, dashed, and dotted corresponding to times t = 0, 1000,
and 3000Porb, respectively. The surface density profile and tilt evolution shows similar structures
independent of the binary parameters used.
between using the binary parameters from Czekala et al. (2017) compared to Kraus et al. (2020).
Figure 7.6 shows the disc surface density profile (upper panels) and disc tilt (lower panel) as a
function of disc radius for runs 1 and 2 from Table 7.3. The disc surface density profiles are similar
irrespective of the binary parameters used. There is . 20% difference in the tilt evolution and the
shape of the tilt profile is similar in both models. The small difference in the tilt profile arises











0.4 Czekala et al. (2017)
Kraus et al. (2020)
Figure 7.7: The evolution of the binary separation ab and the binary eccentricity eb for runs 1 and
2 from Table 7.3. The black lines correspond to the binary parameters of Czekala et al. (2017) and
the red lines represent the binary parameters of Kraus et al. (2020). The variations in the binary
parameters are negligible and do not make any significant effect on the disc evolution.
occur because the binary potential is non-axisymmetric around the direction of the binary angular
momentum vector (?). The tilt oscillations occur on a faster timescale for more eccentric binaries,
which affects the disc evolution. Based on this, we conclude that the disc will evolve in a similar
fashion when using either set of binary parameters. Thus, unless otherwise indicated, we use the
binary parameters given by Czekala et al. (2017).
A massive disc can affect the binary orbital parameters over time. Figure 7.7 shows the time
evolution of the binary separation and eccentricity for the two sets of binary parameters. Both
the binary separation and eccentricity show a relatively small variation over time. The differences
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between Fig. 7.1 and Fig. 7.7 arise from the presence of a massive circumbinary disc that does not
keep the binary parameters constant.
Effect of Disc Parameters
Here we test the dynamical effects the binary has on two different disc aspect ratios, H/r = 0.1
and 0.05. The upper of these values represents the thicker aspect ratio that has been inferred for
GW Ori (Bi et al. 2020) while the lower is a more typical value expected for protoplanetary discs
(e.g. D’Alessio et al. 1998).
The left panel of Fig. 7.8 shows the evolution of the disc inclination and longitude of the
ascending node for a disc aspect ratio H/r = 0.1 (run3 from Table 7.3). We probe the disc at
three different radii, 47, 188, and 337 au corresponding to the centres of the three observed dust
rings (Table 7.1). The tilt of the outer portions of the disc remains nearly consistent with the initial
misalignment. The inner regions move to and then remain at a tilt of ⇠ 35 . The inclination
evolution shows evidence of warping between 47 and 188 au. From the evolution of the longitude
of the ascending node, the disc shows a slow precession rate. Furthermore, the three measured
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Figure 7.8: Evolution of the inclination, i, and longitude of the ascending node,  , both as a
function of time for two different disc aspect ratios. Left panel: H/r = 0.1 (run3 from Table 7.3).
Right panel: H/r = 0.05 (run1). The disc is evaluated at three radii, 47 au (black), 188 au (blue),
and 337 au (red). A thinner disc shows strong warps when compared to a thicker disc.
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Figure 7.9: Disc evolution for a circumbinary disc with i0 = 40  with a disc aspect ratio H/r = 0.05 (run1 from Table 7.3). Upper
panels: initial set-up for the GW Ori disc around an eccentric binary with separation of 9.2 au. The bottom panels: the disc at a time of
t = 1000Porb. The colour bar denotes the gas density. The left-hand panels show the view looking down on to the binary orbital plane,
the x–y plane. The middle panels shows the x–z plane and the right-hand panels show the y–z plane. The binary torque causes the disc
to become strongly warped but does not break.
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The right panel of Fig. 7.8 shows the evolution of the GW Ori disc with a smaller disc aspect
ratio H/r = 0.05 (run1 from Table 7.3). Unlike the thicker disc, the thinner disc is more prone
to warping (and breaking since the disc communication is longer, see equation 3 and Section 3.1).
The disc tilt (upper, right panel) decreases substantially across the entire disc as time increases.
The lower sub-panel shows the longitude of the ascending node as a function of time. The three
measured radii are precessing in a similar fashion which suggest the disc is not broken but strongly
warped.
Figure 7.9 shows the disc evolution for our simulation with the thinner aspect ratio of H/r =
0.05 (run1 from Table 7.3). The upper panels show the initial conditions where the disc is tilted by
40 . The lower panels show the disc evolution at a time t = 1000Porb. The warp in the disc can
be clearly seen in the middle panel and the continuous nature of the disc indicates that there is no
break present in the disc.
To investigate the warping in further detail, in Fig. 7.10, we show the surface density (top
panel), and eccentricity (bottom panel) as function of disc radius. As the disc evolves over time,
the inner regions viscously spreads inwards and the outer portions outwards. The surface density
profile at all times is smooth confirming that the disc is not broken. The bottom panel shows the
disc eccentricity as a function of disc radius. The disc initially starts circular, however there is
eccentricity growth that occurs as the warp propagates outwards.
Combined with our analytic arguments, we have demonstrated that the observed parameters in
GW Ori do not lead to disc breaking. This motivates us to consider an alternative mechanism to
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Figure 7.10: Surface density ⌃ (top panel) and eccentricity e (bottom panel) as a function of radius
at different times for the H/r = 0.05 simulation (run1 from Table 7.3) shown in Figure 4. The
black, blue, red, and yellow curves correspond to t = 0, 100, 1000, 3000Porb, respectively. The
disc maintains a smooth surface density profile which is indicative of no disc breaking.
Effect of a giant planet
In this section we carry out SPH simulations with a planet that is initially coplanar with respect
to the disc. Both the disc and the planet begin misaligned to the binary orbital plane. We again
consider two disc aspect ratios, H/r = 0.1 (run5 from Table 7.3) and 0.05 (run4), where ↵ = 0.01
in both simulations (such that both discs are in the wave-like regime). Due to the pre-carved gap
(described in Section 4.3), initially the inner disc has a mass of 0.0133M  and the outer disc has
0.0867M .












r = 47 au
r = 188 au












r = 47 au
r = 188 au
r = 337 au
planet
Figure 7.11: Evolution of the inclination, i, and longitude of the ascending node,  , both as a
function of time for two different disc aspect ratios. Left panel: H/r = 0.1 (run5 from Table 7.3).
Right panel: H/r = 0.05 (run4). The disc is evaluated at three radii, 47 au (black), 188 au (blue),
and 337 au (red). The planet is given by the yellow lines.
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ratios H/r = 0.1 (left panel) and H/r = 0.05 (right panel). We also include the evolution of
the tilt and longitude of the ascending node for the planet. For the thicker disc simulation (left
panel), the whole disc remains at an inclination similar to the initial conditions. There is a small
deviation in the twist of the disc in the inner parts because the simulation begins with a pre-carved
gap which allows the inner disc to freely precess initially. The initial planet evolution is dominated
by the binary as it begins to undergo a tilt oscillation due to the binary eccentricity (e.g. ?). Once
the planet tilt evolves out of the plane of the disc, the torque from the planet is no longer strong
enough to maintain the gap. The large disc aspect ratio means that viscous spreading of the disc
occurs on a fast time-scale. Therefore, the gap then quickly fills with gas and the disc evolves
rigidly. The disappearance of the gap can be clearly seen in Fig. 7.12, where the two left-most
panels show the initial disc setup (with H/r = 0.1 and the pre-carved gap centered on 100 au)
and the disc evolution at a time t = 230Pplanet. The gap has dissipated due to the faster disc
spreading coupled with the misalignment of the planet to the disc. The later evolution of the planet
is dominated by the interaction of the planet with the disc. Secular planet-disc tilt oscillations occur
in discs in binaries (Lubow & Martin 2016; Martin et al. 2016b). In circumbinary discs around
circular binaries, the planet tends to be closer to the binary orbital plane as a result of planet-disc
interactions (Pierens & Nelson 2018).
The right panel of Figure 7.11 shows the evolution for a thinner disc with H/r = 0.05. The
lower disc aspect ratio means it is easier for the planet to create and hold open a gap. Similar to the
thick disc case, the planet becomes misaligned to the plane of the disc. The evolution of the inner
ring, centered at 47 au (black lines), is dominated by tilt oscillations that are primarily driven by the
outer disc. The initial increase in the tilt is due to the binary but following decrease is the effect of
the outer disc. The planet also undergoes tilt oscillations that are driven by the outer disc. Both the
196
inner ring and planet undergo similar evolution but on different timescales. The evolution of both
are dominated by the massive outer disc part since their inclinations are lower than the outer disc
(e.g. Pierens & Nelson 2018). The middle (188 au) and outer (337 au) portions of the disc show
evolutionary changes (decrease in inclination). Had we not initially truncated the outer radius we
would expect their inclinations to remain more constant. Since this simulation has a lower disc
aspect ratio than the simulation described in the previous paragraph, the viscous spreading of the
disc in to the planet gap is slower which allows the planet to break the disc. The two right-most
panels in Fig. 7.12 show the initial disc setup (with H/r = 0.05 and the pre-carved gap centered
at 100 au) and the disc evolution at a time t = 230Pplanet. The formation of a 1MJ planet in the
disc is able to maintain a long lived strongly warped disc structure when h/r < 0.05.
We further examine the evolution of the disc with H/r = 0.05 (run4) at times t = 0 , 100 , 180,
230Pplanet in Fig 7.13. There is initially a pre-carved gap in the surface density profile, shown
by the trough in the curve centered on 100 au. Since we start with an initial gap, the disc is
essentially broken and this break propagates outwards to about 150 au at a time t = 100Pplanet.
At t = 180Pplanet the break has propagated to the outer regions of the disc and slowly dissipates.
After t = 180Pplanet the initial break has been fully dissipated, however, the 1MJ planet is close
to coplanar to the disc and it begins to open a new gap which is shown by the dip in the surface
density profile at t = 230Pplanet. During the simulation, the planet migrates inward to ⇠ 75 au
by a time of t = 230Pplanet. The center of the break is located at ⇠ 75 au. The peaks in the
eccentricity profile correspond to the break location. At t = 230Pplanet the inner regions of the
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Figure 7.12: Disc evolution for a circumbinary disc with i0 = 40  along with a circumbinary planet
with i0,p = 40 . We show the results for two different aspect ratios H/r = 0.1 (top row), run5 from
Table 7.3 ) and 0.05 (bottom row, run4). The first and third panel beginning from the left shows
the evolution at a time of t = 1Pplanet with the pre-carved gap for H/r = 0.1 and H/r = 0.05.
The second and fourth panels from the left, shows the disc evolution at a time of t = 230Pplanet
for the two different disc aspect ratios.The colour bar denotes the gas density. We show the view
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Figure 7.13: Beginning from the top we show the surface density ⌃, disc tilt i, longitude of the
ascending node  , and eccentricity e as a function of radius at different times. The black, blue, red,
and yellow curves correspond to t = 0, 100, 180, 230Pplanet, respectively. The initial conditions
for the circumbinary disc are for run4 from Table 7.3, which has a disc aspect ratio H/r = 0.05
and pre-carved gap. A planet is able to maintain a gap within the disc seen by the dips in the
surface density profile.
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Figure 7.14: The planet mass, Mp, as a function of time in planet orbital periods, Pplanet from run5
from Table 7.3. The planet mass increases drastically after t > 200Pplanet.
disc have a larger eccentricity than the outer parts of the disc. From observations, the inner ring is
more eccentric that the middle and outer rings, with an estimated eccentricity of ⇠ 0.2 (Bi et al.
2020; Kraus et al. 2020). Moreover, Fig. 7.14 shows the planet mass as a function of time for
an initially 1Mjup planet. The planet mass increases significantly after t = 200Pplanet, which
corresponds to the time the planet has realigned with the disc.
CO Kinematics
As we have recovered the disc structure inferred by Bi et al. (2020), we now consider the
synthetic CO moment 1. Figure 7.15 shows the comparison between the 12CO J = 1  2 moment
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Figure 7.15: The comparison between the 12CO J = 1   2 moment 1 maps of the observations
from Bi et al. (2020) (upper panel) and our two hydrodynamical simulations (lower-left panel,
run3, and lower-right panel, run4). The observation and synthetic images are performed with a
beam of 0.122” ⇥ 0.159” with a position angle of  32.3  (bottom left corner). The dotted-dashed
line highlights the shape of the twist. The velocities in the upper and lower panel are shown with
respect to the rest velocity of 13.5km/s. We plot the binary (white stars) and planet (white dot) in
the synthetic images. There are no localised artefacts surrounding the planet. We have copied the
twist line in the observation panel and displayed it on our synthetic images. The twist in the inner
regions of the synthetic image with a planet is more consistent with the observation.
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1 maps of our simulations. The upper panel reproduces the observation from Bi et al. (2020)
for convenience. For a regular Keplerian disc, the green regions should represent a well-defined
“butterfly-like” pattern. However, the observations show a twisted pattern inside ⇠ 0.2”, which
can be accounted for by a warp in the disc where there is a misalignment between the inner and
outer portions. The twist is outlined in the insert. This twisted pattern has also been seen in the
discs around HD 142527 (Casassus et al. 2015; Marino et al. 2015), HD 143006 (Benisty et al.
2018; Pérez et al. 2018), HD 97048 (van der Plas et al. 2017), AB Aurigae (Poblete et al. 2020),
IRS 48 (Calcino et al. 2019), and MWC 758 (Calcino et al. 2020). The lower-left panel shows the
CO velocity map for the simulation of only a circumbinary disc (run 3 from Table 7.3) and the
lower-right panel in Fig. 7.15 shows the CO velocity map for our simulation that includes a planet
(run 4).
In both synthetic images, the inner portions of the map, ⇠ 0.2”, shows a twist in inner regions
which is consistent with the misaligned inner binary. While the broad features in both maps from
the simulations are roughly in agreement with the features identified in the observations, only the
simulation with the planet additionally has a matching disc structure.
Comparison with Kraus et al. (2020)
Up to this point we have shown, from the disc alignment timescale calculations and from our
SPH simulations, that the disc does not break due to the binary. This motivated our previous
section, where we invoked a planet to break the disc at the required radius. However, Kraus et al.
(2020) conducted SPH simulations and found that the torque from the triple system can effectively
break the disc. Here we explore the differences between our model and the model from Kraus et al.
202
(2020) to deduce the reason for the discrepancy.
Kraus et al. (2020) also conduct their simulation using gas particles in a Lagrangian SPH code
(Bate et al. 1995; Price 2007). They use fewer particles over a smaller radial extent, with 8 ⇥ 105
between 20 au and 200 au where we use 1 ⇥ 106 particles between 40 au and 400 au. Their disc
surface density profile is shallower than ours with ⌃ / r 1/2. Both of our models use a fixed
disc aspect ratio of H/r = 0.05. One difference of their setup compared to this work is that their
disc is initially set up orbiting a single mass of 5.26M , which is the mass of the total triple star
system. The disc is then simulated with this single gravitational mass so that any transient features
due to the initial conditions are dissipated. Once the disc reaches a steady-state, the central mass
is replaced with the three stars and the disc is reoriented on the center of mass of the system and
inclined by 38  relative to the plane of the (AB) – C orbit. Along with this, any material within
40 au is removed. They also neglect disc self-gravity and the gravitational effect from the disc
onto the stars is ignored. The results of their simulation showed an inner ring break off from the
outer disc and precess independently. Moreover, the eccentricity measured in the inner ring of their
simulation is ⇠ 0.15, the eccentricity measured from observations of the inner most ring of ⇠ 0.2.
Since we have provided adequate evidence that the binary setup and parameters do not cause the
discrepancy in the disc evolution between the two models, we now explore the effects of varying
the disc parameters. The simulations discussed here are runs 6-10 from Table 7.3. We repeat the
simulation setup from Kraus et al. (2020) but we use a binary system rather than a triple system
and do not clear particles within 40 au. We explore how sensitive the ↵ parameter is to induce
disc breaking. Furthermore, Kraus et al. (2020) initially clear any particles within 40 au, however,
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Figure 7.16: Disc evolution for a circumbinary disc with varying the ↵–viscosity parameter. The
binary components are shown by the red dots. Beginning from the top-left panel we show the
initial conditions, ↵ = 0.01 ( run6 from Table 7.3), ↵ = 0.05 ( run7), and then ↵ = 0.1 ( run8).
The disc evolution is shown at a time t = 500Porb. The colour bar denotes the gas density. We
show the view looking down on to the binary orbital plane, the x–y plane. For higher viscosity
values, the disc is more prone to breaking.
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we also investigate how tuned the disc breaking is to the initial inner disc radius. Our effort in
exploring how these parameters contribute to disc breaking will resolve the discrepancies in the
competing models of Bi et al. (2020) and Kraus et al. (2020).
To better visualize the breaking when varying ↵, we show the disc structure in Fig. 7.16. Be-
ginning from the left-most panel, we show the initial condition, followed by the disc structure at a
time t = 500Porb for the simulations with ↵ = 0.01 ( run6 from Table 7.3), ↵ = 0.05 ( run7), and
↵ = 0.1 ( run8). The disc is initially misaligned by 38  and we view each disc in the x–y plane.
The two discs that are in the diffusive regime (the two right-most panels) show the disc breaking.
The disc that is in the bending wave regime, ↵ = 0.01, has no signs of disc breaking. In the
wave-like regime the communication throughout the disc is rapid and allows the disc to maintain a
coherent disc-like structure while the diffusive disc cases break. The breaking criteria in hydrody-
namical simulations is also dependent on resolution, however the number of initial particles used
here provides adequate resolution (comparing the values in our Table 7.3 with Fig. 8 in Nealon
et al. 2015).
Figure 7.17 shows the surface density profile for discs with three different ↵–viscosity parame-
ters. The lower viscosity value provides a smooth surface density profile which means that the disc
has not broken. For ↵ = 0.05, 0.1 (diffusive-type discs), there is a dip in the surface density pro-
file which means that the disc is broken. For the lower ↵ and H/r expected in GW Ori, Fig. 7.16
confirms that although warping is expected, breaking is not.
In the viscous regime, the dominant torques are the viscous torque and the precession torque.
Therefore, for high ↵ values the viscous torque dominates the precession torque, meaning that the
disc is less likely to break (e.g., Nixon et al. 2013b). For ↵ = 0.05 the disc breaks more easily than
when ↵ = 0.1. The dip in the surface density is more prominent in the ↵ = 0.05 case than when
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 = 0.05 (diffusive)
 = 0.1   (diffusive)
Figure 7.17: The surface density profile taken from run6 (↵ = 0.01, black), run7 (↵ = 0.05, blue)
and run8 (↵ = 0.1, red) at a time t = 500Porb. The wave-like regime is shown by the solid
line and the diffusive regime is denoted by the dotted lines. At lower viscosities more typical of
protoplanetary discs, the smooth surface density profile shows no sign of breaking.
↵ = 0.1 because, in the diffusive regime, for high ↵ values the disc becomes comparatively harder
to break (Nixon et al. 2013b).
In the wave-like regime, the breaking criteria depends upon the global precession rate compared
to the communication timescale (as described in Section 3.1). Neither of these timescales depend
directly upon ↵ (see equations 3 and 8). However, as shown in Figure 7.17, the inner edge of
the disc is further out for lower ↵ and for larger ↵ values the inner edge can live closer to the
binary. The global precession timescale is sensitive to the value of the disc inner radius. The
precession timescale increases with rin. Thus, in the wave-like regime, for lower ↵, rin increases,
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Figure 7.18: The surface density profile taken from run6 (rin = 40 au, black), run9 (rin = 30 au,
purple) and run10 (rin = 20 au, yellow) at a time t = 1000Porb. Disc material close to the binary
will cause the disc to break, showing a deep depression in the surface density profile.
the precession timescale therefore increases and the disc is less likely to break. Since ↵ in the GW
Ori disc may be even lower than the 0.01 value we have considered, the disc may be even less
susceptible to breaking that in the simulation shown here.
Figure 7.18 shows the surface density profiles of three discs with initial inner radii of 40 au
(black line, run6 from Table 7.3), 30 au (purple line, run9), and 20 au (yellow line, run10). The
surface density profile of the larger inner radius simulation remains smooth which indicates that
the disc is not broken. This disc structure is the same for when rin = 30 au. Meanwhile, the disc
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Figure 7.19: Disc evolution for a circumbinary disc with varying the the initial inner disc radius.
We show rin = 40 au ( run6, left panel) and rin = 20 au ( run10, right panel). The binary compo-
nents are shown by the red dots. The disc evolution is shown at a time t = 1000Porb. The colour
bar denotes the gas density. We show the view looking down on to the binary orbital plane, the
x–y plane. Disc breaking occurs when there is too much material initially close to the binary.
with a smaller initial inner radius, 20 au, has a dip in the surface density profile. Figure 7.19 shows
the disc structure given two different initial radii (40 au and 20 au). A clear break can be seen for
when rin = 20 au, while the disc structure with rin = 40 au remains smooth. Whether the disc
breaks or not thus depends sensitively on the inner radius that the disc is initialised with.
Discussion
The results of the simulations described above shows that if a planet forms in a misaligned disc
and is massive enough to carve a gap, it can lead to an effectively broken disc. The inner disc
precesses faster than the viscous spreading (shown in the third panel in Fig. 7.13) and so the disc
parts remain misaligned, as seen in the second panel. This process may repeat itself – if the planet
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becomes misaligned again, the break will propagate outward with the warp and dissipate until the
planet’s tilt oscillates back to a coplanar orientation with respect to the disc. The planet will then
carve another gap, and so on. Each time the planet becomes aligned with the disc, the mass of
the planet increases. From Fig. 7.14, the planet mass increases significantly after t = 200Pplanet,
which corresponds to the time the planet has realigned with the disc. This implies that planets
formed in a misaligned disc may become more massive than planets formed within a coplanar
disc if they are able to carve multiple gaps in the disc due to their evolution where they become
misaligned to the disc and later realigned.
The proposed inclined planet in GW Ori may be difficult to observe. Planets are large sepa-
rations, regardless of their planetary radius, are more difficult to detect than giant planets at small
separations. Giant planet detections are more common around A stars and that wide-orbit planets
are more conducive around high-mass stars (Johnson et al. 2010; Reffert et al. 2014). Moreover,
the occurrence rate of directly imaged giant planets is on the order of 10% (Galicher et al. 2016;
Meshkat et al. 2017; Nielsen et al. 2019; Baron et al. 2019). This being said, the results displayed
in the CO kinematics in Fig. 7.15 show no localised artefacts surrounding the giant planet, which
suggest that detection would be challenging.
Furthermore, Kraus et al. (2020) presented SPHERE and GPI coronagraphic-polarimetric ob-
servations of GW Ori. They are best suited to reveal dic structures by exploiting the fact that direct
starlight is not polarized but scattered light from the disc is. These observations are not ideal for
searching for thermal emission from faint companions next to bright stars. High contrast imaging
in total intensity employing various kinds of speckle suppression techniques (e.g., ADI, Marois
et al. 2006) are needed for this purpose. In addition, searching for companions in discs faces the
difficulty that disc signatures may compromise point source recoveries (Maire et al. 2017). So far,
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the only wildly accepted planet detections in disks are PDS 70b,c (Keppler et al. 2018; Haffert
et al. 2019). The small stellocentric distance of the predicted gap opening planet in our model
(⇠ 0.25”) also poses a challenge. Additional challenges include the multiplicity of the central
stars (potentially complicating coronagraph deployment) and their high luminosities (bolometric
luminosity 50 L , Fang et al. 2014) that results in large flux ratio between the stars and planets.
In this work we exclusively simulated a gas disc. However, the observations by Bi et al. (2020)
are of the dust in the gas disc. Dust particles undergo various degrees of coupling depending
on their Stokes number (e.g. Birnstiel et al. 2010). Initially well coupled dust grains grow, over
time, to higher Stokes number and gradually decouple from the gas disc. If significant decoupling
occurs in a misaligned disc, the dust particle orbits may evolve independently of the gas disc due to
differential precession and the dust structure will not maintain its coherent structure (e.g., Nesvold
et al. 2016; Aly & Lodato 2020). As the disc rings in GW Ori are observed as coherent structures,
the dust must be well coupled to the gas, justifying our use of gas-only simulations to infer the
observed structures. Moreover, as described in section , we assume that there are two distinct rings
in the GW Ori system, ring 1 and ring 23. The individual rings 2 and 3 have similar inclination and
phase angle which suggest that they are not broken but are instead mildly warped. An additional
planet located at 100 au is able to explain the misalignment between rings 1 and 23. Such a low-
mass planet may be able to explain the warping in the outer ring 23 but we note there are also
alternative scenarios that do not require planets that could explain the separation between the outer
dust rings, e.g. Flock et al. (2015); Dullemond et al. (2018); Suriano et al. (2018; 2019); Riols &
Lesur (2019); Tominaga et al. (2020).
In Section 5.4.1 we showed that our conclusions rely on a robust estimate for the viscosity
in the disc (parameterised by ↵) and the aspect ratio (H/r). The viscosity is the fundamental
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process on how accretion discs evolve (Lynden-Bell & Pringle 1974a; Pringle 1981). It determines
the transport of mass and angular momentum within the disc, which in turn provides how much
energy is released. Viscosity transports angular momentum outwards, allowing matter to spiral
inwards in a disc. The disc viscosity parameter, ↵, can be estimated from observations. The simple
estimate of ↵ comes from comparing estimated disc masses, Md, with estimated central accretion
rates, Ṁc, and from these deducing an accretion timescale ⌧⌫ ⇠ Md/Ṁc (e.g. Lodato et al. 2017;
Martin et al. 2019). By measuring the sound speed cs and the disc height H in the outer disc, the
viscosity value can be determined (Hartmann et al. 1998).
In the past, the upper limit for the ↵ value for protostellar discs was estimated to be ↵ ⇠ 0.01 on
distance scales 10–100 au (Hartmann et al. 1998; Hartmann 2000; Trapman et al. 2020), but recent
observations show that the upper limit is closer to ↵ ⇠ 0.001. Andrews et al. (2009) observed
protoplanetary discs in Ophiuchus and found ↵ ⇠ 0.0005   0.08 for radius R = 10 au. Hueso &
Guillot (2005) found that 0.001 < ↵ < 0.1 for DM Tau and 4 ⇥ 10 4 < ↵ < 0.04 for GM Tau.
More recently, Rafikov (2016) used a self-similar disc solution to calculate 0.0001 < ↵ < 0.04
for resolved disc observations by ALMA. Ansdell et al. (2018) then refined these calculations by
measuring the gas disc size and found 0.0003 < ↵ < 0.09. Pinte et al. (2016) measured the
dust scale height in HL Tau, and estimated the turbulent viscosity coefficient to be a few 10 4.
The turbulence levels in discs using ALMA gas observations had been directly measured giving
↵ ⇠ 0.001 (e.g., Flaherty et al. 2015; 2017; Teague et al. 2018). Moreover, there is evidence that
the characteristic “double gaps” in HL Tau, TW Hya, and HD 169142 are produced by a low mass
planet, which requires a low disc viscosity (e.g., Dong et al. 2017; 2018). From observations of
protoplanetary discs, the disc is certainly expected to be in the bending-wave regime rather than
the viscous regime. In the context of Sections , and Fig. 7.17, our results confirm that the gaps in
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the circumtriple disc around GW Ori are not produced by the binary torque.
We simulated three different initial disc radii, 40 , 30 , 20 , au and showed that the binary torque
is able to break the disc for rin = 20 au but not for rin = 40 au or rin = 30 au. Material within our
simulations is free to move inwards and so even though it begins at 30 or 40 au, it moves in closer to
a radius that is determined by the balance of the tidal and viscous torques (e.g. Lubow et al. 2015;
Miranda & Lai 2015; Franchini et al. 2019a). When the inner radius is smaller, there is much more
material in the inner regions of the disc and the precession timescale becomes smaller than the
radial communication time-scale (Lubow & Martin 2018). The location of the inner radius is thus
crucial to determining whether the disc breaks or not and should be considered carefully in future
work. The simulation with initial rin = 20 au places more material closer in than there would be
in the quasi-steady state. This can only be achieved if the accretion of material is occurring in
r < 30. In the case of GW Ori, observations suggest that the inner radius is located at ⇠ 32 au. Bi
et al. (2020) adopted an inner disc radius of 32 au, which is 3-4 times the AB-C binary semi-major
axis, which is also supported by Czekala et al. (2017) and Kraus et al. (2020).With this larger inner
radius, our simulations confirm there should be no breaking.
Formation scenarios suggest that misaligned discs are likely to be formed by misaligned gas
falling onto existing binaries or triples (Bate 2018). The large outer radius of GW Ori (⇠ 1300 au,
Bi et al. 2020) and orientation of the outer disc is consistent with this formation mechanism. In this
interpretation, as the gas and dust falls inwards it crosses the region where warping and breaking
can occur. It is as it crosses this region that breaking occurs, and as such we do not predict that
material should be found inside the warping radius with the orientation of the outer disc. Although
not the focus of this study this is relevant to the inner radius used in the initial conditions used here
and shared with Kraus et al. (2020).
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A possible mechanism to produce gaps and misalignment in the GW Ori disc may be due to
the presence of planets. High-mass planets exert a tidal torque that overpowers the local viscous
torque and form a gap in the gas (Papaloizou & Lin 1984; Bryden et al. 1999). In Section , we
showed that a giant planet that forms initially coplanar to the disc can produce a strong warp, if
the disc is sufficiently thin. Therefore, the misalignment between the inner and middle rings in
GW Ori may be caused by the presence of planets. However, if the disc aspect ratio is larger, the
presence of the dust gaps in GW Ori must be produced by a low mass planet that is well coupled
to the gas disc. The low mass planet will be well coupled to the gas forcing it to precess at the
same rate as the disc. Dipierro et al. (2016) ran SPH simulations of a gas and dust disc with an
embedded low-mass planet. The planet is effective in opening a gap in the dust but not in the gas.
However, this would not explain the observed misalignment between the inner and middle rings
since the gas disc would maintain a flat coherent structure.
If misaligned planets are present around the hierarchical triple star system, they would be
difficult to detect. The torque produced by the binary affects the formation processes of planets
embedded in the circumbinary gas disc compared to discs around single star systems (Martin et al.
2014b; Fu et al. 2015b;c; 2017). When a giant planet is formed within a misaligned disc, the torque
from the binary prevents the planet from remaining coplanar to the binary orbital plane (Lubow &
Martin 2016; Martin et al. 2016b; Pierens & Nelson 2018). The probability of detecting inclined
planets through the transit method is lower than coplanar planets. Follow-up observations have
revealed that ⇠ 2.5% of planets are in triple and multiple systems (Roell et al. 2012; Fragione
et al. 2019). However, no planet in a circumtriple orbit has been detected. If a planet (or planets)




We have examined the origin of the coherent dust structures around the GW Ori hierarchical
triple system. Bi et al. (2020) first stated that the break cannot be caused by the torque from
the observed triple star system. More recently, Kraus et al. (2020) conducted SPH simulations
and stated the torque was the cause for the break. In this work, we carried out extensive SPH
simulations to solve the discrepancy between the two models.
First, we tested the differences in the binary parameters between the two models and found
that the disc evolves in a similar fashion, independently of the binary parameters used. We then
examined the disc viscosity and the inner radius of the disc since these two parameters heavily
impact the criteria for disc breaking. We found that when ↵ = 0.01, the disc is strongly warped
but does not break. Lastly, we showed a small initial disc radius will cause the disc to break even
in the bending-wave regime. However, this effect is due to the initial conditions of the simulation.
Since ↵ = 0.01 is an upper limit for protoplanetary discs (Hartmann et al. 1998) and the surface
density profile is tapered within the inner regions, our results show that the break in the GW Ori
circumtriple disc is not caused by the triple star system.
We present an alternative scenario to explain the origin of the dust rings in GW Ori, using a
planet (or planets). We find that an initially massive planet can continuously open a gap within a
thin disc as the planet’s tilt oscillates in and out of the disc plane. For a thicker disc, the viscous
spreading is too fast for the planet to maintain the gap. However, a low-mass planet that is well
coupled to the gas can still open a gap in the dust (e.g., Dipierro et al. 2016). In conclusion, we
have shown that the break in the GW Ori circumtriple disc is not due to the torque imposed onto
the disc by the stars. Therefore, the disc breaking must be caused by undetected planets, which
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I have explored the dynamics of debris and accretion discs around single and high-order star
systems. Debris discs are the results of protoplanetary disc evolution and the structure of these
debris discs can be a signpost for the presence of planets. Giant planets gravitationally interact
with debris discs by scattering debris through mean-motion and secular resonances. I have found
that secular resonances, more specifically the ⌫6 secular resonance, can scatter enough asteriodal
bodies onto star-grazing orbits to explain the pollution of white dwarfs. When an inner super-
Earth-mass planet is engulfed through stellar evolution, the rate of tidally disrupted debris by the
white dwarf is increased. Debris discs may also interact with other stellar objects, a neutron star
for example. Previous works suggested that repeating fast-radio bursts could occur when a binary
neutron star orbits through an asteroid belt continuously. I found that the gravitational affect of
the neutron star on to the debris disc causes the majority of the disc to destabilize, leading to no
coherent repeating signal.
The majority of stars in our galaxy are in a binary or higher-order system. There is commonly
a disc of gas and dust around the binary – known as a circumbinary disc. Circumbinary discs are
often observed to be misaligned to the binary orbital plane. I have shown that binary-disc mis-
alignment can greatly affect the evolution of the discs, which has crucial importance in forming
planets in binary systems. For example, the binary system KH 15D has a low-inclination cir-
cumbinary disc but I found, through hydrodynamical simulations and analytical calculations, that
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the disc undergoes drastic tilt oscillations that are driven by the torque of the eccentric binary. In
the 99 Herculis system, I found that the polar circumbinary debris disc was formed by the gas disc
first evolving to a polar configuration and then dispersing, leaving a stable polar debris belt. An
implication for such a configuration, is the possible formation of polar planets.
Aside from investigating the global dynamics of circumbinary discs, I have also looked at how
the gas flows through the binary cavity to produce circumstellar discs around each binary compo-
nent. A highly inclined circumbinary disc will form highly-inclined circumstellar discs, which can
undergo the Kozai-Lidov (KL) mechanism. A disc that is KL-unstable will exchange disc incli-
nation and eccentricity. We showed that a continuous infall of highly inclined material allows the
KL oscillations to be long-lived. The KL disc oscillations produce strong shocks and eccentricity
in the disc that affect the conditions for planet formation and may trigger disc fragmentation that
results in planet formation.
Lastly, I investigated the origin of the ALMA observed dust rings in the inclined circumtriple
disc around GW Ori. I found that for observationally-motivated parameters of protoplanetary discs,
the disc does not break due to the torque from the star system. Therefore, we invoke the presence
of a planet (or planets) in the disc in order to separate the inner and outer disc. A giant planet
that is in the plane of the disc will open a gap both the gas and dust. The initial planet evolution
is dominated by the binary as it begins to undergo a tilt oscillation due to the binary eccentricity.
Once the planet tilt evolves out of the plane of the disc, the torque from the planet is no longer
strong enough to maintain a gap in the disc. Our findings show that if a planet forms in a disc and
is massive enough to carve a gap, it can lead to an effectively broken disc. The inner disc precesses
faster than the viscous spreading and so the disc parts remain misaligned. This process may repeat
itself – if the planet becomes misaligned again, the break will propagate outward with the warp
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and dissipate until the planet’s tilt oscillates back to a coplanar orientation with respect to the disc.
The planet then carves another gap, and so on. We conclude that the disc breaking in GW Ori is
likely caused by undetected planets – the first planet(s) in a circumtriple orbit.
The research conducted throughout this doctoral dissertation help to further understand planet
formation is binary and higher-order star systems. My future work will focus on incorporating dust
into the hydrodynamical and analytical calculations. In order to capture the essence of planet for-
mation and explain observations, we must tackle more difficult disk-binary geometries. The only
way to accomplish this is to use 3-dimensional simulations and a two-fluid prescription (gas+dust),
both of which pose inherent challenges. These studies are particularly important in assessing the
robustness of planet formation.
218
BIBLIOGRAPHY
Aannestad, P. A., Kenyon, S. J., Hammond, G. L., & Sion, E. M. 1993, AJ, 105, 1033
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Chrenko, O., Brož, M., Nesvorný, D., Tsiganis, K., & Skoulidou, D. K. 2015, MNRAS, 451, 2399
Colgate, S. A. & Petschek, A. G. 1981, ApJ, 248, 771
Connor, L., Sievers, J., & Pen, U.-L. 2016, MNRAS, 458, L19
Contro, B., Horner, J., Wittenmyer, R. A., Marshall, J. P., & Hinse, T. C. 2016, MNRAS, 463, 191
Cordes, J. M., Romani, R. W., & Lundgren, S. C. 1993, Nature, 362, 133
Cordes, J. M. & Wasserman, I. 2016, MNRAS, 457, 232
Cuello, N. & Giuppone, C. A. 2019, arXiv e-prints, arXiv:1906.10579
Cummings, J. D., Kalirai, J. S., Tremblay, P. E., Ramirez-Ruiz, E., & Choi, J. 2018, ApJ, 866, 21
Cunningham et al. 2021, MNRAS, Submitted
Currie, T., Lisse, C. M., Kuchner, M., Madhusudhan, N., Kenyon, S. J., Thalmann, C., Carson, J.,
& Debes, J. 2015, ApJ, 807, L7
Czekala, I., Andrews, S. M., Jensen, E. L. N., Stassun, K. G., Torres, G., & Wilner, D. J. 2015,
ApJ, 806, 154
Czekala, I., Andrews, S. M., Torres, G., Rodriguez, J. E., Jensen, E. L. N., Stassun, K. G., Latham,
D. W., Wilner, D. J., Gully-Santiago, M. A., Grankin, K. N., Lund, M. B., Kuhn, R. B., Stevens,
D. J., Siverd, R. J., James, D., Gaudi, B. S., Shappee, B. J., & Holoien, T. W. S. 2017, ApJ, 851,
132
Czekala, I., Chiang, E., Andrews, S. M., Jensen, E. L. N., Torres, G., Wilner, D. J., Stassun, K. G.,
& Macintosh, B. 2019, ApJ, 883, 22
Dai, Z. G., Wang, J. S., Wu, X. F., & Huang, Y. F. 2016, ApJ, 829, 27
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A., Pawlak, M., Peñalosa Esteller, X., Penttilä, A., Piersimoni, A. M., Pineau, F. X., Plachy,
E., Plum, G., Poggio, E., Poretti, E., Poujoulet, E., Prša, A., Pulone, L., Racero, E., Ragaini,
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Smith, A. M. S., Southworth, J., Triaud, A. H. M. J., Udry, S., & West, R. G. 2012, MNRAS,
426, 739
Heng, K. 2011, MNRAS, 415, 3365
Heng, K. & Tremaine, S. 2010, MNRAS, 401, 867
Hernández, J., Hartmann, L., Calvet, N., Jeffries, R. D., Gutermuth, R., Muzerolle, J., & Stauffer,
J. 2008, ApJ, 686, 1195
Hernández, J., Hartmann, L., Megeath, T., Gutermuth, R., Muzerolle, J., Calvet, N., Vivas, A. K.,
Briceño, C., Allen, L., Stauffer, J., Young, E., & Fazio, G. 2007, ApJ, 662, 1067
Hillenbrand, L. A., Carpenter, J. M., Kim, J. S., Meyer, M. R., Backman, D. E., Moro-Martı́n, A.,
Hollenbach, D. J., Hines, D. C., Pascucci, I., & Bouwman, J. 2008, ApJ, 677, 630
Hobbs, G., Lorimer, D. R., Lyne, A. G., & Kramer, M. 2005, MNRAS, 360, 974
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V., Clénet, Y., Coudé Du Foresto, V., Cridland, A., de Zeeuw, P. T., Dembet, R., Dexter, J.,
Drescher, A., Duvert, G., Eckart, A., Eisenhauer, F., Gao, F., Garcia, P., Garcia Lopez, R.,
Gardner, T., Gendron, E., Genzel, R., Gillessen, S., Girard, J., Grandjean, A., Haubois, X.,
Heißel, G., Henning, T., Hinkley, S., Hippler, S., Horrobin, M., Houllé, M., Hubert, Z., Jiménez-
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X.-N., Weaver, E., & Öberg, K. I. 2018, ApJ, 869, L50
Perrot, C., Boccaletti, A., Pantin, E., Augereau, J. C., Lagrange, A. M., Galicher, R., Maire,
A. L., Mazoyer, J., Milli, J., Rousset, G., Gratton, R., Bonnefoy, M., Brandner, W., Buenzli, E.,
Langlois, M., Lannier, J., Mesa, D., Peretti, S., Salter, G., Sissa, E., Chauvin, G., Desidera, S.,
Feldt, M., Vigan, A., Di Folco, E., Dutrey, A., Péricaud, J., Baudoz, P., Benisty, M., De Boer,
J., Garufi, A., Girard, J. H., Menard, F., Olofsson, J., Quanz, S. P., Mouillet, D., Christiaens, V.,
Casassus, S., Beuzit, J. L., Blanchard, P., Carle, M., Fusco, T., Giro, E., Hubin, N., Maurel, D.,
Moeller-Nilsson, O., Sevin, A., & Weber, L. 2016, A&A, 590, L7
Petigura, E. A., Marcy, G. W., & Howard, A. W. 2013, ApJ, 770, 69
Petit, J.-M., Morbidelli, A., & Chambers, J. 2001a, Icarus, 153, 338
—. 2001b, Icarus, 153, 338
Petroff, E., Bailes, M., Barr, E. D., Barsdell, B. R., Bhat, N. D. R., Bian, F., Burke-Spolaor,
S., Caleb, M., Champion, D., Chandra, P., Da Costa, G., Delvaux, C., Flynn, C., Gehrels, N.,
Greiner, J., Jameson, A., Johnston, S., Kasliwal, M. M., Keane, E. F., Keller, S., Kocz, J.,
Kramer, M., Leloudas, G., Malesani, D., Mulchaey, J. S., Ng, C., Ofek, E. O., Perley, D. A.,
Possenti, A., Schmidt, B. P., Shen, Y., Stappers, B., Tisserand, P., van Straten, W., & Wolf, C.
2015, MNRAS, 447, 246
Petroff, E., Barr, E. D., Jameson, A., Keane, E. F., Bailes, M., Kramer, M., Morello, V., Tabbara,
D., & van Straten, W. 2016, , 33, e045
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Veras, D., Hadjidemetriou, J. D., & Tout, C. A. 2013a, MNRAS, 435, 2416
—. 2013b, MNRAS, 435, 2416
Veras, D. & Heng, K. 2020, MNRAS, 496, 2292
Veras, D., Higuchi, A., & Ida, S. 2019, MNRAS, 485, 708
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