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Abstract—In this paper, we consider a distributed remote
source coding problem, where a sequence of observations of
source vectors is available at the encoder. The problem is to
specify the optimal rate for encoding the observations subject
to a covariance matrix distortion constraint and in the presence
of side information at the decoder. For this problem, we derive
lower and upper bounds on the rate-distortion function (RDF)
for the Gaussian case, which in general do not coincide. We
then provide some cases, where the RDF can be derived exactly.
We also show that previous results on specific instances of this
problem can be generalized using our results. We finally show
that if the distortion measure is the mean squared error, or if it is
replaced by a certain mutual information constraint, the optimal
rate can be derived from our main result.
I. INTRODUCTION
A. Notation and Problem Statement
We consider a stationary Gaussian source which generates
independent vectors x ∈ Rnx . A sequence of Gaussian vectors
y ∈ Rny which are measurements of the source is available
at the encoder. Furthermore, a sequence of Gaussian vectors
z ∈ Rnz is available at the decoder as side information. The
problem is to specify the minimum rate for encoding y into
a variable u, so that the best estimation of the source from
u and z at the decoder, denoted by xˆ, satisfy a distortion
constraint defined in form of a covariance matrix. This set-up
is illustrated in Fig. 1.
We denote conditional and nonconditional covariance and
cross-covariance matrices by symbol Σ followed by an appro-
priate subscript. We assume that all covariance matrices are of
full rank. Matrices and vectors are denoted by boldface up-
percase and lowercase letters, respectively. A diagonal matrix
having the elements λ1, ..., λn on its main diagonal is denoted
by diag{λi, i = 1, ..., n}. Markov chains are denoted by two-
headed arrows; e.g. y ↔ x ↔ z, and the trace operation
is denoted by tr(·). We use A  B to show that A−B is
positive semidefinite. Finally, we make use of the following
notations:
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(x)+
∆
= max (x, 1) , (1)
(x)− ∆= min (x, 1) . (2)
Using our notational convention, the problem described
above can be formulated as specifying a rate-distortion func-
tion (RDF) R(D), defined as:
R(D) = min
u∈U
I (y; u|z) (3)
subject to E
[
(x− xˆ) (x− xˆ)T
]
D, (4)
where D is a symmetric positive-definite matrix specifying the
target distortion, xˆ is defined as:
xˆ = E [x|u, z] , (5)
and U is the set of random variables u satisfying u ↔ y ↔
(x, z).
Following [1], and for simplicity of derivations we write
the Gaussian vectors x and y in terms of linear estimation
from other Gaussian vectors and estimation errors as follows:
x = Az + Bu + n1, (6)
x = Cy + Gz + n2, (7)
y = Γz + n3, (8)
where A, B, C, G and Γ are the coefficients of linear estima-
tion, depending only on the covariance and cross-covariance
matrices of x,y, z and u, and ni, i = 1, 2, 3 are estimation
errors with covariance matrices Σn1 , Σn2 = Σx|yz, and
Σn3 = Σy|z, respectively. (See the Appendix in [4] for more
details.)
ar
X
iv
:1
40
1.
61
36
v2
  [
cs
.IT
]  
4 J
un
 20
14
Fig. 1. Block diagram of the remote source coding problem
B. Applications
One possible application of the formulated problem is in
wireless acoustic sensor networks which is a set of wireless mi-
crophones equipped with communication and signal processing
units. The microphones are randomly distributed in an envi-
ronment, sampling the sound field. The measurements made
by each microphone should be delivered at a fusion center
possibly via a sequence of transmissions through neighboring
nodes. It is desirable to compute the local RDF at each node of
such a network. This can be used for computing the network
sum-rate, by which one can formulate a sum-rate minimization
problem with a distortion constraint (e.g. distortion at the final
destination). As suggested in [2], this can be used for optimal
routing in the network. When sending a message from a node
to a neighboring node, the measurement of the sound at the
latter node can be used as side information, thus fitting our
distributed source coding framework.
Another application is in relay networks as discussed in
[1]. In this case, nx, ny , and nz are the number of transmitter,
relay, and receiver antennas.
C. Related Work
In the special case where nx = ny = nz = 1, the RDF for
the above-mentioned problem is given by [3]:
R(D) =
{
1
2 log
(
Σx|z−Σx|yz
D−Σx|yz
)
, if Σx|yz < D ≤ Σx|z
0, if D > Σx|z
(9)
where D is the scalar distortion constraint, and Σx|z and Σx|yz
are conditional variances of scalar random variable x.
For the vector case, the authors in [1] solved the prob-
lem for the mean-squared error distortion constraint; i.e. for
problem (3) with the distortion constraint (4) replaced by:
tr
(
E
[
(x− xˆ) (x− xˆ)T
])
≤ nxD. (10)
This is similar to a case where in (4), only the sum of the
diagonal elements of the distortion and error matrices are
of interest. Thus, in this particular case, the vector Gaussian
problem can be treated as parallel scalar problems, leading
to well-known water-filling interpretations. The RDF for this
problem when tr(Σx|yz) ≤ nxD ≤ tr(Σx|z) was shown in [1]
to be:
R(D) =
1
2
nx∑
i=1
log
(
λi
λ
)+
, (11)
where λi; i = 1, 2, ..., nx are the eigenvalues of CΣy|zCT
with C defined in (7), and λ satisfying the following constraint:
nx∑
i=1
min (λ, λi) = nxD − tr
(
Σx|yz
)
. (12)
Related to our problem is also another problem considered
in [1], where the constraint (4) is replaced by a mutual
information constraint defined as:
I (x; u|z) ≥ RI , (13)
where RI is a given rate. The rate-rate function for this
problem for 0 ≤ RI ≤ 12 log
( |Σx|z|
|Σx|yz|
)
is then given by:
R (RI) =
1
2
nx∑
i=1
log
µi[(1− µi
1− γ
)−
− (1− µi)
]−1,
(14)
where µi, i = 1, ..., nx are the eigenvalues of
Σ
1/2
y|zC
TΣ−1x|zCΣ
1/2
y|z , and γ ∈ [0, 1) satisfies the following:
−1
2
nx∑
i=1
log
(
1− µi
1− γ
)−
= RI . (15)
In general, it is not straightforward to generalize the above
results to the case of covariance matrix distortion constraints.
Indeed, due to the matrix form of the distortion constraint, it
does not appear as it is possible to reduce the problem to an
equivalent problem of parallel scalar sources.
In [4], the RDF for (4) was recently found for the somewhat
restrictive case where nx = ny = nz , and C in (7) is invertible,
and the distortion constraint satisfies Σx|yz ≺ D  Σx|z.
Under these assumptions, the RDF was shown to be:
R (D) =
1
2
log
(∣∣Σx|z −Σx|yz∣∣∣∣D−Σx|yz∣∣
)
. (16)
Although under the above assumptions the problem is
manageable to solve, it is a quite restricted case. In this paper,
we consider the most general case with Σx|yz ≺ D and
without the above assumptions, and establish a lower bound
and an upper bound on the RDF, which in general do not
coincide. Then we consider some special cases for which the
two bounds coincide, giving the exact RDF. We will show that
(9) and (11) could be derived as special cases of our results. In
addition, in the special case that y and z are noisy versions of
x with additive white noise, (14) could also be derived from
our results. We will also generalize (16) to the case that no
assumption is made on dimensions of vectors or invertibility
of matrix C.
The paper is organized as follows. Section II is dedicated
to a brief presentation of some results from matrix algebra
which will be used in our derivations. In Section III, we derive
the lower and upper bounds on the RDF for the problem
formulated above. In Section IV, we will establish the link
between our results and (9), (11), (14), and (16). The paper is
concluded in Section V.
II. SIMULTANEOUS DIAGONALIZATION
The following theorem is a weakened variant of Theorem
8.3.1 in [5], and will be the basis for some of the derivations
in this work:
Theorem 1. For two symmetric positive definite n×n matrices
Σ1 and Σ2, there is a nonsigular matrix S so that:
SΣ1S
T = In, (17)
SΣ2S
T = Γ, (18)
where In is the identity n × n matrix, and Γ is a positive-
definite n× n diagonal matrix.
Let us denote the eigenvalue decomposition of Σ1 by:
Σ1 = U
TΛU. (19)
We define the joint diagonalizer of Σ1 and Σ2 as:
V = Λ1/2S. (20)
Using (20) and (17)–(18) we have:
VΣ1V
T = Λ, (21)
VΣ2V
T = Λ′, (22)
where Λ′ is defined as Λ′ = ΛΓ. Note that the diagonal
elements in Λ′ are not necessarily the eigenvalues of Σ2.
However, if Σ1 and Σ2 commute, it is possible to find a
joint eigenvalue decomposition for the two matrices, so that
the matrix V in (21) and (22) is orthogonal, and Λ′ consists
of the eigenvalues of Σ2.
We will also make use of the following theorem (see [5],
Theorem 8.4.9):
Theorem 2. Consider two positive semidefinite matrices Q1
and Q2, with eigenvalues λ1, ..., λn and µ1, ..., µn, respec-
tively, which are sorted in order of magnitude. If Q1  Q2,
then λi ≥ µi, for i = 1, ..., n.
III. MAIN RESULTS
Let us define the matrices Σ1 and Σ2 as:
Σ1 = Σx|z −Σx|yz, (23)
Σ2 = D−Σx|yz, (24)
and denote their simultaneous diagonalization by Λ =
diag{λi, i = 1, ..., nx} and Λ′ = diag{λ′i, i = 1, ..., nx},
respectively. The eigenvalue decomposition of Σ1 is defined in
(19). We also denote by λ(i) and λ′(i), i = 1, ..., nx, the sorted-
by-magnitude versions of λi and λ′i, i = 1, ..., nx, respectively.
The following theorem is the main result of this paper:
Theorem 3. The RDF formulated in (3)–(4) is bounded as
follows:
1
2
nx∑
i=1
log
(
λ(i)
λ′(i)
)+
≤ R (D) ≤ 1
2
nx∑
i=1
log
(
λi
λ′i
)+
(25)
Proof: The proof follows from the results of the next
two subsections. We first propose a scheme which achieves
the upper bound. Then we prove that the RDF can be lower-
bounded as in (25).
A. Upper Bound
We will show that the upper bound in (25) is achievable
by the following scheme:
u = UCy + ν, (26)
where the covariance matrix of the coding noise ν is defined
as:
Σν = UV
−1diag
{
λi min (λi, λ
′
i)
λi−min (λi, λ′i)
, i = 1, ..., nx
}
V−TUT .
(27)
Proof: First notice that using (7) we can write:
CΣy|zCT = Σx|z −Σx|yz. (28)
Starting from I (y; u|z) = h(u|z)− h(u|y, z) and using (26),
(8), and (28), it is straightforward to show that:
I (y; u|z) = 1
2
log
( |Λ + Σν |
|Σν |
)
. (29)
Noting that
UV−1ΛV−TUT = Λ, (30)
and substituting (27) in (29) yields:
I (y; u|z) = 1
2
nx∑
i=1
log
(
λi
min (λi, λ′i)
)
=
1
2
nx∑
i=1
log
(
λi
λ′i
)+
. (31)
Now we will show that using the coding scheme (26)
the reconstruction error at the decoder satisfies the distor-
tion constraint (4). First notice that form (6) it follows that
Σxu|z = BΣu|z , or:
B = Σxu|zΣu|z
−1. (32)
From (26) and (28) we have:
Σu|z = Λ + Σν . (33)
Also:
Σxu|z = Σxy|zCTUT (34)
= CΣy|zCTUT (35)
=
(
Σx|z −Σx|yz
)
UT , (36)
where (34), (35) and (36) follow from (26), (7) and (28),
respectively. The covariance matrix of the reconstruction error
can then be written as:
E
[
(x− xˆ) (x− xˆ)T
]
= Σn1 (37)
= Σx|z −BΣu|zBT (38)
= Σx|z −Σxu|zΣu|z−1Σxu|zT (39)
= Σx|z−
(
Σx|z−Σx|yz
)
UT (Λ+Σν)
−1
U
(
Σx|z−Σx|yz
)
,
(40)
where (37) and (38) follow from (5) and (6), (39) is result of
substituting (32) in (38), and (40) follows from (33) and (36).
Using (21), (23), (30) and (27), we can rewrite (40) as follows:
E
[
(x− xˆ) (x− xˆ)T
]
= Σx|z −V−1diag {λi−min (λi, λ′i), i = 1, ..., nx}V−T
(41)
= Σx|yz + V−1diag {min (λi, λ′i), i = 1, ..., nx}V−T . (42)
From (24) and (22) we have:
D = Σx|yz + V−1diag {λ′i, i = 1, ..., nx}V−T . (43)
Comparing (43) and (42), it is clear that
E
[
(x− xˆ) (x− xˆ)T
]
 D.
B. Lower Bound
Let us denote the quantized encoded sequence by w, and
define s as s ∆= Cy + Gz. Then from (7) we have n2 = x−s.
The reconstruction error can be written as:
x− xˆ = n2 + υ, (44)
where n2 is the error resulting from irrelevant information in
y and z (remote source coding), and υ is the error due to rate
constraints. From (44) and the fact that Σn2 = Σx|yz we have:
cov (s− xˆ) = Συ = E
[
(x− xˆ) (x− xˆ)T
]
−Σx|yz. (45)
Starting from (45) we can write the following chain of
inequalities:
∣∣∣E [(x− xˆ) (x− xˆ)T ]−Σx|yz∣∣∣ = |cov (s− xˆ)|(46)
≥ 1
(2pie)
nx exp [2h (s− xˆ)] (47)
≥ 1
(2pie)
nx exp [2h (s− xˆ|xˆ)] (48)
≥ 1
(2pie)
nx exp [2h (s|xˆ, z)] (49)
≥ 1
(2pie)
nx exp [2h (s|z)− 2I (s; w|z)] (50)
=
∣∣Σx|z −Σx|yz∣∣ exp [−2I (s; w|z)]
≥ ∣∣Σx|z −Σx|yz∣∣ exp [−2H (w)] (51)
≥ ∣∣Σx|z −Σx|yz∣∣ exp (−2R) , (52)
where (47) is because Gaussian distribution maximizes the
differential entropy, (48) is because conditioning reduces the
entropy, (49) is result of the fact that h (s− xˆ|xˆ) = h (s|xˆ)
and conditioning reduces the entropy, (50) can be obtained
from the following chain:
h (s|xˆ, z) = h (s)− I (s; xˆ, z)
≥ h (s)− I (s; xˆ, z,w)
= h (s)− I (s; z,w)
= h (s)− {I (s; z) + I (s; w|z)}
= h (s|z)− I (s; w|z) , (53)
and (51) follows from the following inequalities:
I (s; w|z) = H(w|z)−H(w|s, z)
≤ H(w|z)
≤ H(w), (54)
and thus −I (s; w|z) ≥ −H(w). From (52) we have:
R ≥ 1
2
log
 ∣∣Σx|z −Σx|yz∣∣∣∣∣E [(x− xˆ) (x− xˆ)T ]−Σx|yz∣∣∣
 (55)
=
1
2
log
 |Λ|∣∣∣V (E [(x− xˆ) (x− xˆ)T ]−Σx|yz)VT ∣∣∣

(56)
where (56) follows from (21) and (23). Let us denote
the eigenvalues of V
(
E
[
(x− xˆ) (x− xˆ)T
]
−Σx|yz
)
VT
sorted in order of magnitude by µ(1), ..., µ(nx). From the fact
that E
[
(x− xˆ) (x− xˆ)T
]
 Σx|z 1 and Theorem 2 we
have µ(i) ≤ λ(i), i = 1, ..., nx. From the distortion con-
straint we have V
(
E
[
(x− xˆ) (x− xˆ)T
]
−Σx|yz
)
VT 
V
(
D−Σx|yz
)
VT , which when combined with (22), (24)
and Theorem 2 yields µ(i) ≤ λ′(i), i = 1, ..., nx. Therefore we
can write:
µ(i) ≤ min
{
λ′(i), λ(i)
}
, i = 1, ..., nx. (57)
From (56) we have:
R ≥ 1
2
log
(∏nx
i=1 λ(i)∏nx
i=1 µ(i)
)
≥ 1
2
nx∑
i=1
log
 λ(i)
min
{
λ′(i), λ(i)
}
 (58)
=
1
2
nx∑
i=1
log
(
λ(i)
λ′(i)
)+
, (59)
where (58) follows from (57). The lower bound is established
by (59).
IV. SPECIAL CASES
In this section, we create a link between (25) and (9), (11),
(14) and (16). We start from the following corollary:
Corollary 1. For Σx|yz ≺ D  Σx|z the RDF (3)–(4) is
given by:
R (D) =
1
2
log
(∣∣Σx|z −Σx|yz∣∣∣∣D−Σx|yz∣∣
)
. (60)
Proof: We will show that in this special case the lower
and upper bounds coincide to (60). First note that from the
assumption, the distortion constraint and (55) we have:
R ≥ 1
2
log
(∣∣Σx|z −Σx|yz∣∣∣∣D−Σx|yz∣∣
)
which proves the lower bound. From the assumption we can
write (27) as:
Σν = UV
−1diag
{
λiλ
′
i
λi − λ′i
, i = 1, ..., nx
}
V−TUT (61)
= UV−1Λ(Λ−Λ′)−1Λ′V−TUT
= U
(
Σx|z−Σx|yz
)(
Σx|z−D
)−1(
D−Σx|yz
)
UT, (62)
where (61) follows from the fact that λ′i = min (λi, λ
′
i), and
(62) follows from (21)–(24). Substituting (62) in (29), one
1Note that Σx|z is the covariance of the reconstruction error for zero rate,
therefore the reconstruction error cannot be larger than that. However, it does
not mean that the distortion constraint has to be restricted to D  Σx|z.
can show that I(y; u|z) is equal to (60). Following the same
lines of argument as in Section III-A, one can show that the
reconstruction error at the decoder is exactly the same as the
target distortion. This completes the proof.
Note that Corollary 1 is a generalization of (16). Also note
that (9) immediately follows from (60) by setting nx = ny =
nz = 1.
Let us define a subset D1 of the set of covariance distortion
constraints D as all the covariance distortion constraints D for
which Σ1 and Σ2 in (23) and (24) commute. Similarly, we
define the subset D2 of D as the set of all covariance distortion
constraints D which commute with Σx|yz. In the sequel, we
will provide two propositions which relate our results to (11)
and (14). The proofs are left out due to space limitations.
Proposition 1. Minimization of (60) over the set of all co-
variance matrix distortion constraints Σx|yz ≺ D  Σx|z in
D1 which satisfy the mean-squared error constraint (10) yields
(11) and (12).
Proposition 2. If y = x + n1 and z = x + n2 where the
noise terms n1 and n2 are white, mutually independent and
independent of x, then minimization of (60) over the set of all
covariance matrix distortion constraints Σx|yz ≺ D  Σx|z
in D2 which satisfy |D| ≤ e−2RI |Σx|z| yields (14) and (15).
V. CONCLUSIONS
We upper- and lower-bounded the rate-distortion function
for the vector Gaussian remote source coding problem with
side information at the decoder and covariance matrix distor-
tion constraints. We further studied some special cases where
the exact rate-distortion function can be derived. We showed
that several results from existing works can be derived and
generalized using these special cases. Future work includes the
derivation of the exact rate-distortion function in the general
case and also application of the results to the problem of source
coding in wireless acoustic sensor networks.
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