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§1.計 量経済学におけ る論理実証主義
い くつかの抽象的な仮定か ら出発 して,あ る結論 を 導び く数学的 な 理論
が,経 済理論の名に値するためには,そ こで用い られる諸概念が経済学的な
意味を附与されたtermで定義 されているぼか りでな く,そ の理論が現実の
経済 メカニズムの働 きをなん らかの程度に表現 しているとい う意味での実証
性を もっていなければなるまい。
このよ うな実証性を確保するためには,現 実の経済 メカニズムについての
観察結果をもち,こ れ とわれわれの 理論 とをつき合わせ る手続 が 必要にな
る。Samuelson,KoopmansならびにStone[5コによって与えられた周知
の定義に したがえば,こ のような観察結果 を 提供するのが 経済統計学であ
り,これを理論 とつき合わせ るのが計量経済学の役割であるとい うことにな
ろ う。
しか し,われわれの観察結果が,自 然科学 の 多 くの領域 に 見 られるよう
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な,一 定 の管理 された(既 知 の)条 件 の下に遂行 された実 験の結果 でな く,
仮 りに調査対象や調査方法を明確 に 限定 した統計調査 の 結果であ ると して
も,観 察結果 の実現過程になお多 くの未知 の,し ば しぼ不確定 の要素 を含 む
統計 デ ータであ るとい うことは,計 量経済学が提供す る経済 理論の実証性 に
大 きな制約 を もた らす ことは否 めない。そ して,こ の ことを さ らにつ きつ め
てい くと,果 して経済理 論は実証性 を もち うるか とい う根 本的な設 問にす ら
到達 しかね ないのであ る。
この よ うな問題 に対す る計量経済学 の立場か らす る解答 は,基 本的には,
Haavelmo[3コに よって提供 され た次の よ うな考 え方に代表 され る。すなわ
ち,ま ず検証 しよ うとす る仮説に対 して,そ の仮説 を検証 で きるよ うなモ デ
ルをつ くり,こ のモデルを仮説を検証 すべ く提供 された観察結果 詔統計 デ ー
タを発 生す る実 験計画 とみなす ことである。い うまで もな く,わ れわれ のデ
一ー・タ 自体 はpassiveに与 え られた ものであ るか ら,こ の場 合の実験はあ くま
で もidealなものであ り,研 究 者に とってのaprioriなinformationの総
括 を示す もので しかない。 しか し,こ の よ うに考え ることに よって,と もか
くわれわれが設定 した モデルの下で,当 の仮説 に対す る統計的推論を適用す
る ことが可能にな り,ま た,そ の意味で仮説 の 検証 が 与 え られ ることにな
る。 ひ とた び この よ うな手続 きに よって仮説 が受容 され たな らぽ,こ の仮説
を予測 の基礎 と して採用す る ことがで き,さ らに この予測 結果に よって,わ
れ われ は必要 な らば モデルを改善す ることが で きるであろ う。そ して,こ の
よ うなア プローチが実際的 に もfruitfulであ った とい うのがHaavelmoの
主張 であ り,さ らにHaavelmo以後 の膨大 な経験 の 集積 の上に立 って,今
日,多 くの 計量経済学 者がexplicitにもせ よimplicitにもせ よ依拠 してい
るところの思想 であ るとい って よか ろ う。
この思想が 論理 実証 主義 の 計量経済学 におけ るcounterpartであ る こと
は一 目して明瞭で ある。 しか し,実 際的な計量経済学者た ちは彼 らの仕事 の
なかで論理実証 主義 を忠実にfollowしているわけではない。 計量経済学 的
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分 析の多 くが 巨視的経済 予測 や政策効果 の計測 といった きわめて実用的 な 目
的 に利用 され てきた 事情 とあい まって,既 にHaavelmoの中にあ った予測
に よるモデルの修正 とい った考え方は,よ りプ ラグマテ ィックな形 で拡大 さ
れ て きた。
す なわ ちモデルのなかに集約 され てい る経済 メカニズムに対す るapriori
な認 識の絶対的 な真否 よ りも,あ るいは また理論的 な関心か ら出発 して,あ
る仮説 を検証 し,そ の ことを通 して理論 の正否 を判 定す るための効果 的な実
験計画 と してモデルを組み立 てる とい うことよ りも,当 のモデル 自体 の予測
性能の経験的 な良 さが モデル ・ビル デ ィングの基準 とされ,も っぱ ら予測 性
能を高 め る とい う目的か ら,必 ず しも充 分な理論的 な吟味な しに変 数が選 択
され,関 数の型 が決定 され るとい う傾 向が生 まれ てい る。
筆者は この よ うな傾 向を非難す るつ もりは まった くない。経済 メカニズ ム
が現実に安定 した法則性 を もって働 き,推 移す る とい う認 識に立つ な らば,
後述す るよ うに予測性能 の良 さは モデル選 択の有力な基 準 とな りうる。
Haavelmo自身認 めている よ うに,モ デルが表現 してい るaprioriinfor-
mationはすべ てがすべ て確実 なわけではない。 とい うよ りも本来 の理 論検
証 とい う観点か らは,あ る検定 の対象 となる仮説 の論理的 な前提 とな るべ き
理論 を,確 実 な もの と仮定 してモデルは組み立 て られ ている と考 えねばな ら
ない。 だか らこそ予測結果 は モ デル ・ビルデ ィソグにfeedbackされねば
な らないのであ り,予 測は モデルの妥当性 に対す るテス トなので ある。 しか
も予測性能 の よ り高 い経験的なモデルに論理的 な根拠 を与 え る経済理論を,
われわれ が 常 に もっていた り,容 易 につ くり 出せ ると い うわ けではない以
上,Haavelmoによって排撃 され た 「デー タか ら理 論を考え る」 とい う思考
様式 に も,正 当な復権が認 め られなけれ ばな るまい。
モデルの妥当性 に関す るテス トは,予 測 あるいは所与 のデ ー タそ の ものに
よって行 な うい くつかの ものが知 られてい る。 しか し,す べ ての統 計的 テス
トがそ うであ るよ うに,こ れ らの テス ト もすべ て そ治それ の 前提 条件 を も
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ち,こ の限 られた条件 の下 でのテス トである。 これ らの前提 条件は当 のテス
トに とっては確実 なinformationとな っていなけれぽ な らない。 も し,こ こ
に なにが しかの不確実性 が混在 してい るな らば,こ のテス ト結果 をモデル ・
ビル デ ィソグにfeedbackさせ る過程は,よ り慎 重に吟味 され なけれぽな る
まい。 もちろん前提 条件 を異にす るい くつか のテス トをや って,そ の個 々の
テス ト結果 を個 々ば らば らに考慮 してモデルを修正す ることが,無 意味であ
り,往 々に してモデル の 改悪 を 結果す るであ ろ うことは い うまで もない。
(もっとも前提 条件 の 異な るテス トを行な うこと自体は,モ デル のいわば頑
健性(robustness)を検知す ることに なるか ら,無 意味 なわけではない。)
それゆ え,い くつか のalternativeなモ デルのなかか ら,よ りplausibility
の高い モデルを選 択す るとい う問題,あ るいは また所与 のデー タな り,予 測
結果に よって与 え られ るモデル 自体 に対す るevidenceをモデルの選択な り,
モデル の修正 な りに どのよ うに利用す るかにつ いて統一的 な手法 を考 え るこ
とは,実 際的見地か らも,き わ めて重要 な ことと思われ る。 しか し,こ の問
題は,あ る意味では計量 経済学 の根抵 にかかわ る予想外 に 困難 な 問題であ
り,計 量経済学 の領 域で もほ とん ど未 開拓な分野 であ る。 したが って筆者 も
ここで野心的なcontributionを提 出す る ことは到 底で きない。 本稿 は,た
だ この問題の性格 について若干の吟味 を行 ない,未 開 の領域 に踏み込むため
の手 がか りを模索す ることを意図す るに過 ぎない。
§2.モ デル選 択問題 とモデルの識別 可能性
予測結果 に もとず いてモデルを修正す る問題 も,い ったん修正 を加 え られ
たモ デルは もとのモデル とは別のモ デルにな るのだか ら,alternativeなモ
デルのなかか ら一つ のモデルを,そ の ときわれわ れが もってい る情 報に もと
ずい て選 択す る問題 の一つ と考え てよい。 この種 の問題 を ここでは モデル選
択問題(modelpreferenceProblem)と呼 ぶ こ にす る。
一般に モデルはい くつか の内生変 数(た とえばH個 の)Yl,Y2,…,YHに
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関 す る連 立 方 程 式
(1)8`(ツ1,…,ツH,鈎,…,XK,θli,…,θm,z・ti)=0,i=1,…,H
に よ っ て 表 わ され る 。 こ こにXl,…,〃Kは 外 生 変 数 また は 先 決 変 数 で あ っ
て,簡 単 化 の た め 通 常 な さ れ て い る よ うに,こ れ らは す べ て 確 率 誤 差 を 伴 わ
な い 確 定 変 数 で あ る と 仮 定 す る。eli,…,eLiは 第i方 程 式 に 含 ま れ て い る
既 知,ま た は 未 知 の 構 造 パ ラ メ ー タ ー で あ り,Uiは こ の 方 程 式 のrandom
disturbanceであ り,あ る確 率 分 布 に 従 う確 率 変 数 で あ る。 こ の確 率 分 布 は
通 常 そ の 分 布 パ ラ メ ー タ ー を も っ て い る が,こ の パ ラ メ ー タ ー は 先 の 構 造 パ
ラ メ ー タ ー に は 含 め な い こ と に す る。 また,こ こで は 方 程 式 の 数 は 内 生 変 数
の 総 数 に 等 しいH個 と して あ るが,一 般 に は 必 ず し もH個 で あ る 必 要 は な
い 。 た だsegmentableない くつ か の確 定 的 な 関 係 式(例 え ば 定 義 式)を 排
除 して 考 え る と,モ デ ル は 多 くの 場 合(1)をyiを 左 辺 に 引 き 出 す よ うに 書 き
改 め て,explicitにyiを決 定 す るH個 の 方 程 式 の 形 で 示 され る こ とが 多 い
の で,便 宜 上 こ こで は 方 程 式 の 数 をH個 と した の で,以 下 の 議 論 は これ がH
以 外 の 任 意 の 正 の 整 数 で あ っ て も影 響 され な い 。 また,実 際 の 問 題 で は,符
号 条 件 等,構 造 方 程 式 に 表 現 され な い い くつ か の わ れ わ れ のaPrioriinfor-
mationを表 わ す 確 定,ま た は 不 確 定 の 制 約 条 件 が(1)に付 加 さ れ る こ と が 多
い が,こ こで は こ の よ うな制 約 条 件 は な い もの と 仮 定 して 議 論 を 進 め る。
さ て(1)はYl,…,vaを κ1,…,XK,θ1、,… ・θLH,π1,…,UHが与 え られ た と
き 一 義 的 に 決 定 す る に 充 分 なconsistencyをもつ と仮 定 し よ う。(こ の 仮 定
が 充 され て い る モ デ ル をconsistentなモ デ ル と呼 ん で,以 下 の 考 察 は この
consistentなモ デ ル に つ い て 行 な う と約 束 して も よい 。)す る とYi ,…,γH
は 外 生 変 数,構 造 パ ラ メ ー タ 一ー・,な らび にrandomdisturbanceの確 率 分 布
に よ っ て 定 め られ た あ る分 布 法 則 を もつ,一 般 に 確 率 的 に 相 互 に 従 属 的 な 確
率 変 数 と な る。 した が っ てYi,…,YHを こ の よ うな 確 率 変 数 と して お け ば,
(1)のrandomdisturbanceはわ れ わ れ がrandomdisturbanceの分 布 に 関
心 を もつ 場 合 を 除 い て は,省 略 し て モ デ ル を 表 現 して も よ い 。 実 際,以 下 の
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モ デ ル 選 択 問 題 のformulationでは,randomdisturbanceの分 布 がexplicit
に と り上 げ られ る こ とは あ ま りな い か ら,こ れ を モ デ ル の 表 現 か ら除 く こ と
に す る 。
表 現 を さ らに 簡 潔 に す る た め 内 生 変 数 夕1,…,YH,外生 変 数Xi,…,XK,構
造 パ ラ メ ー タ ー θll,…,θ㌔ を そ れ ぞ れH次 元,K次 元,お よ びL次 元(但ヨ
しL一 ΣLの の ベ ク トルy,x,お よ び θ で 表 わ す こ と に し よ う。 す る と(1)
ぎニ 　
はH+K次 元ベ ク トル(y,X)をH次 元 ベ ク トルに ⑤ を媒 介に して変換す
るあ る変換 ⑤ について,
(2)⑤(y,Xlθ)-o
が満足 され ることを示す。 この等式 はyが 確率変数 で あるか ら,x,θ を所
与 とす るな らば,そ の条件 の 下 でのyの 確 率法 則 に 等 しい確 率,つ ま り
P・-ap(ylx,θ)なる確率 で成立す る。
それゆ え,わ れわれは モデルを次の よ うに定義 しよ う。
定義1.(モ デル)H,K,Lを 任意 の正 の整数 とす る とき,そ れぞれH次
元,K次 元,L次 元 の実 ベ ク トルy,x,θ,ならびにH次 元 のゼ ロ・ベ ク トル0
について,変 換 ⑤:RH+K→RHが 確 率ap(ylX,θ)で(2)を満足 し,か つy
があ るH次 元 の同時確率分布法則に従 う確 率変 数,ま たは確率過 程 とな って
い るときy,X,θ,⑤ の組合せ(y,X,θ,⑤)を モデル といい,あ らゆ るH,
K,Lに わ た って こ うして定義 され た モ デルを集 めた集合 を モデル空間M
で表わす。
ここで定義 した モデル空間 《《は きわ めて 一般的 な もので あ り,そ れゆ え
実 りあ るimplicationもほ とん どもつ ものではない。 よ り進 んだ考察 のため
には,以 下 の議論で実際や ってい るよ うに,yを すべ てのモデルにわた って
共通に してお くとか,変 換 ③ を(y,】XP)の線形変換 に限定す るとか,H,K
を一定 に してお くとい った よ うな限定 を加え,こ うした限定 に よって与 え ら
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れ るモデル空間の部分空間に属するモデルについて議論す ることが必要であ
ることは言 うまでもない。
任意の二つのモデルにおいて,そ れぞれの内生変数Yl,y2が共通成分をま
った く含んでいないならば,こ れ らのモデルはそれぞれ まった く別の現象を
説明す るモデルであって,両 者の間で,な ん らかの共通のベースに立って優
劣を争 うとい うことは考えられない。 もっとも経済学的な観点か らは,あ る
共通の定性的な問題を異種の変数を使 らて表現す るとい う意味での比較が問
題にな りうるか も知れないが,こ の場合,抽 象的には,他 方の変数はいま一
方の変数に,少 な くとも確率的 に 変換可能でなけ紅ばならず,こ の意味で
y・とy2が共通成分を もつモデルに還元 して比較す ることが可能なはずであ
る。それゆえ,次 に二つのモデルの比較可能性を次のよ うに定義す る。
定 義2.(比 較 可 能 な モ デ ル)二 つ の モ デ ル(Yl,Xi,θ1,⑤,)と(y2,x2,θ2,
⑤2)に お い て 恒 常 的 にy、-y2=yで あ る と き,こ れ ら二 つ の モ デ ル は た が
い に 比 較 可 能(comparable)であ る と い う。 またYi,y2の 成 分 中 に,例 え
ばy1の 第i成 分Ylε とy2の 第 ブ成 分Y2ゴ と が 恒 常 的 にYli-Pt2」で あ る と
い う意 味 で,共 通 な 成 分 が 含 まれ て い る な らば,こ れ ら二 つ の モ デ ル は こ の
共 通 成 分 に 関 して 部 分 的 に 比 較 可 能(partiallycomparable)であ る と い う。
な お,comparableなモ デ ル の 全 体 が 作 る集 合 をcomparableモデ ル 空
間 とい い,partiallycomparableなモ デ ル の 全 体 が つ くる 集 合 をpartially
comparableモデ ル 空 間 とい う。 い う まで も な くcomparableモデ ル 空 間 は
partiallycomparableモデ ル 空 間 の 部 分 空 間 で あ る。
以 下 で は 上 の 定 義 の 意 味 でcomparableなモ デ ル に つ い て モ デ ル選 択 問 題
を と りあ つ か う。(す な わ ちpartiallycomparableなモ デ ル の モ デ ル選 択 問
題 は と りあ げ な い 。)
しか し,モ デ ル 選 択 問 題 に 入 る に 先 立 っ て,モ デ ル の 識 別 可 能 性 の 問 題
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を と りあ げ て お くの が 便 利 で あ る 。 い わ ゆ る構 造 識 別(structureidentifica--
tion)の問 題 と区 別 され る モ デ ル 識 別(modelidentification)の問 題 を ,は
じめ て と りあ げ た の は 筆 者 の 知 る限 りで は 福 地[2]で あ る 。 しか し,彼 の 数
学 的formulationは充 分 な 厳 密 性 を 欠 き,ま た,彼 が モ デ ル が 「強 く識 別
　
可能 」であ るための十分条件 と して指摘 した条件は誤 ってい る と思われ る。
彼の識別可能性 をわれわれのformulationに従 って言えば,二 つのモ デル
(Yl,Xi,θi,⑤i)と(Y2,X2,θ2,⑤2)とにおいて,そ れぞれ θ1,θ2を動か した
ときに得 られ るy1お よびy2の 分布族が,互 いに共通 な分布 を含 まない と
き二つ のモデルは互 いに他 方に対 して 「強 く識別可能」 とな り,そ れぞれの
分布族 が各 々1個 以上 の 共通で ない分布を もってい るな らぽ,「弱 く識別可
能 」であ ることにな る。 そ して彼 は,「 強 く識別可能」であ るための一つの
十分条件は,y1とy2ま たはXiとX2が 少 な くとも1個 以上の共通 でない
成分 を もつ ことであ るとしてい る。
しか し,y、とy2が 少 な くと も1個 以上の共通 でない成 分を もつ とい うこ
とは,筆 者 の見解では,二 つ のモデルは少 な くと も部分的には まった く別の
現象 を説 明す るモデル とな ってい るのだか ら,統 計的な次元 で これ を比較す
る ことは,yiとY2の 共通成分に 関す る部分を 除いては,お よそ 無意味 であ
る。彼の定義に したがえば,も ちろん これは識別可 能には なるだ ろ うが,モ
デル選択 の問題に関連 した意味でのmodelidentificationを考 え る上では,
われわれが関心を寄せ る必要 のないcaseに属す る。 また,筆 者が理解 す る
モデルの識別可能 性について言えば,二 つ のモデルのcomparableな部分 を
と り出 して考 え るとき,こ の部分 モデル が 識別可能で あ るか ど うかの問題
は,依 然 として未解 決の ままに残 され るであ ろ う。 これ に対 して 渇 と 為 が
共通で ない成 分を もつ とい うことは,必 ず しも二つの モデルを識別可能 には
*福地[2コでは 「識別可能」ということばを使わず 「認定可能」とい うことばを用
いているが,両者はともにidentifiableの訳であって,ま った く同じ意味で使わ
れる。ここでは筆者の習慣に したがい彼の 「認定可能」をすべて 「識別可能」と
い う用語でおきかえる。
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しな い 。 な ぜ な らば,い ま 内 生 変 数Yi,Y2と 外 生 変 数Xl,X2,κ3,'X4を考 え
1:灘工1:藩1:瀦1=:}
をモデル1,
翻:1;;:1:1;瓢:=:}
を モ デ ルfiと し よ う。X,κ2,X3,X4は確 定 変 数 で あ る か ら,も し,
(3)γ1・x・+γ・2x・一 γ 帰 γ12κ・1
γ,、X、+γ22X,==γ21X、+γ;,X、」
が 恒 等 的 に 成 立 し,か つu・ と π3,u、とu;,が 同 一 の 分 布 法 則 を も つ な ら ば
(そ し て,こ の こ と は(3)が 成 立 す る 限 り 真 で あ る 。)モ デ ル1と モ デ ル 皿は
21=・γ・・X・+γ・2κ2,22一γ21Xl+"r22」V2なる 二 つ の 変 数 を あ ら た め て 外 生 変 数 と し て
と っ た
γ1+β,・y・+・・+ul-・i
β2、二γ1+ツ2+22+uS=.oJ
とい う形 の まった く同 じ形 のモ デルを表わ してお り,ulはUl,UJの 分布法
則,喝 は'U2,U4の分布法則に等 し く,し たが って これか ら定 まるY1,y2の
同時確 率分布は モデル1,モ デル 皿が 与 え る分布法則 と 等 し く,し たが っ
て,モ デル1が 与 えるYl,or2の同時確率分布 とモデル 皿が与 える同時確 率分
布 とは 同一に な り,し たが って,モ デル1と モデルliは識別不能 であ る。
一方(3)はXl,x2がそれぞれx3,x、の一次結合に よって与 え られ ることを保
証す るに とどま り,x3,x4がXl,x2と異 なる変 数で あること,つ ま りx3が κ、
またはx2の いずれか と,〃4が残 りの一方の変 数 と恒 常的 に等 しい変 数で あ
る ことを要求 しない。 彼が この よ うなcaseを どの よ うに考 えているのかは
明 らかでないが,少 な くとも彼が[2コで示 した上記 の十分条件 なる ものは,
彼 の定義 に したが って も,モ デル識別の十分条件で も,ま た必要条件 で もな
い。(必要条件で ない ことは,た とえぽ内生変 数 ・外生変数 を共通 と して も,
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その構造 方程式が一つは線形式,い ま一つは対数線形式 とい うふ うに変換 ⑤
を変 えると,一 般 にyの 分布法則が変 ってidentifiableにな ることか ら明
らかであ る。)
まず福地 の定義 を精密化 して,わ れわれ はモ デルの識 別・ド台旨性を次の定義
に よって与 え よ う。
定 義3.(モ デ ル の 識 別 不 能 性)比 較 可 能 な 二 つ の モ デ ル(y,Xi,θ1,⑤・)と
(y,X2,θ2,⑤2)にお い て,任 意 のXi,X2が 与 え られ て い る と き,あ る θ,,θ2
で,yの 条 件 つ き 密 度 関 数 がyの 変 域 全 体 に わ た っ て,
(4)f1(】ifIXi,θ1,(畠i)==f2(ylX2,θ2,⑤,)
と な る と き,二 つ の モ デ ル は θ1,θ2で互 い に モ デ ル 識 別 不 能 で あ る と い う。
こ こでx・ とx2は 恒等的に等 し くて も,ま た,等 しくな くとも差 支えな
い。但 し,X1-X2で,か つ ③,,⑤2が変換 として同一の ものであ り,さ らに
θ1,θ2のうちの既知の ものが等 しいな らば,二 つのモデル は モデル と して
同一 であ り,構 造識別だけが 残 され ることに な る。 なぜ な らば ⑤1,③2の
equivalenceより,θ1,θ2は同一のparameterspaceに属 し,成 分の値 のみ
が異 な るもの とな り,こ の うち既知 の成分が互いに等 しい とい うことにな る
と,未 知のparameterの差異 に よってのみ 二 つのモデルは 区別 され る こと
にな り,モ デル識別は通常の構造識別問題 に還元 され る。 ここでは構造識別
と区別 され る意 味での モデル識別問題 をあつか うのが 目的で あ るか ら,こ の
よ うな場合,二 つのモ デルは モデル としては 同一(equivalent)である とし
て よいQ
定義4.(モ デルの識別可能性)比 較可能 な 二 つのモ デル が 与 え られ た任
意のXl,X2に 対 して,そ れ ぞれ のparameter空間において,識 別不能 に
な る点を もたない な らば,二 つのモ デル は 互 いに 強 く 識別可 能(strongly
計量経 済学 に おけ るaprioriinforlnationにっ い て(西 川)-25-
identifiable)であ る とい う。 ま た,二 つ の モ デ ル が 与 え られ たXi ,X2に 対
して,そ れ ぞ れ のparameter空間 の す べ て の 点 で 識 別 不 能 と な る こ とが な
い な らぽ,二 つ の モ デ ル は 互 い に 弱 く識 別 可 能 で あ る とい う。
モ デルの選択 が可能 にな るためには,モ デルが比較可能 なばか りでな く,
上記定義 の うちの いずれか の意味で識別可能 なモ デル とな っていなけれぽな
らない。 以下では,モ デルが強 く識別可 能であ ることを前提 して,モ デル選
択問題に入 ってい く。 なお,パ ラメー ターの うち既知 の ものはモ デルの一部
だ と考 えてよいか ら,以 下の議論では,パ ラメーターはすべ て未 知であ ると
仮定す る。
§3.予 測を基準 とす るモ デル選択 の諸原則
モ デル選択 は 一つ のdecisionmakingであ り,そ の意味 で 本来高度に
behaviora1な問題であ る。 現実には簡単 に 数学的型式 で 表現す る ことがで
きない研究者の 「か ん」 とか嗜好 とい ったfactorによって も それは影響 さ
れ る し,ま た これを別 と して も,わ れわれのいわゆ るaprioriinformation
は必ず しも数学的なモデルに表現 で きる とは限 らず,こ の種 のinformation
が数学 的に表現 され たモデルのplausibilityに関与す ることは,し ば しば経
験す るところであ る。 また,も しも同一 の予測結果 と予測精度 を もた らすモ
デル な らば,よ り簡単 な,推 定作業が よ り容易に行 なえ るモデルの方が,予
測に関す る限 りよ りよいモデルだ と言 って よいだろ うか ら,モ デル選 択問題
には,実 際上,わ れわれの計算能力(計 算機 の演算速度 ・記憶容量 等)や 計
算費用 も関与す る。
したが ってモ デル選択問題では,そ の選択 が行 なわれ るさいの与件 が明確
に されていなけれ ば,選 択 の原則を定め ることはで きない。
まずわれわれ は,計 算能力や計算費用か らす る諸制約は,以 下で選択 の対
象 となるモ デルについて,す べ て同一 の 条件 を与 えると仮定 しよ う。 また
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aPrioriinformationとしては,モ デルの数学的型式 の中に折 り込 まれ た以
上の ものは利用で きない と仮定す る。
既 に述べた よ うに計量 経済学的研究 にあた って研究 者は,多 くの場合,予
測性能の よ り優 れたモ デルを選択す る ことに力を傾 け る。そ してモデルの妥
当性に対 す る統 計的 テス トに おいて も,予 測 結果 に もとず くテス トが もっ と
も重要 な,あ るいは モデル に 対す るもっとも 厳 しい テス トと考 え られ てい
る。 この ことが決 して根拠の ない ものでない以上,わ れわれ もモ デルの予測
性能 を基準 と したモ デル選択の原則を追求す る ことか らは じめ るのが適当で
あろ う。
い まX,θ,⑤ を所与 とした ときyのpredictionyは,predictor⑤yに
よって,
ム
y-・igy(x,θ;⑤)
と与 え られ る も の と し ょ う。
さ て,二 つ の モ デ ル(y,Xl.θ1,(畠)と(y・X2,θ2,(畠2)にお い て,そ れ ぞ
れ 外 生 変 数 、Xl,X2が定 ま り,ま た θ,,θ2も適 当 な 方 法 で 推 定 され て,と も
か くす べ て のparametervalueが固 定 され た と した と き,こ う した 条 件 の
下 で のYのpredictionが 二 つ の モ デ ル で 共 通 と な る 場 合,す な わ ち,
(5)⑤y(Xi,θ1;(畠i).-ey(X2,θ2;⑤2)
が 所 与 のXi,x2.θ1,θ2につ い て成 立 して い る な らば,二 つ の モ デ ル は 同 一
のpredictionを与 え るわ け だ か ら,予 測 精 度 と い う観 点 か ら,次 の よ うな
モ デ ル選 択 のprincipleを考 え る こ と が で き るで あ ろ う。
定義5.(モ デル選択原 則1)(5)が 成 立 している とき,所 与 のいか なるXi,
X2に対 して も ⑤y(Xl,θ1;⑤,)のあ る近傍Srに 含 まれ る任意 の近傍Sで,
(6)∫
.ap(y{x,・e,・6,)≧∫,ap(ylx・ ・e・・6・)
が 成 立 す る な らば,モ デ ル(y,Xl,θ1,(Si)はモ デ ル(y,X2,θ2,⑤2)に対 し
て(予 測 精 度 に 関 して)preferableであ る 。
計 量 経 済学 に お け るaprioriinformationにつ い て(西 川)-27一
しか し,異 なる二 つのモデルの下 でのyの それぞれ のpredictionが等 し
い とい う場合は,実 際 には 稀 であろ う。 予測 モデル同志の間のdistinctive
な差異は,そ の予測精度 以上に,多 くの場 合,prediction自体 に現われ る こ
とが多 いのであ る。 しか もわれわれ が真 のyの 実現値 を知 らない以上,こ
の場合 どち らのpredictionがよ り実現の可能性 が 高 いか とい うことは定 め
られない。だが,θ1,θ2は実際には過去のデ ー タに もとず いて推定 された値
に よって固定 され る。 したが って この場合,yの 確率分布を決定 しているの
は,真 のrandomdisturbanceの分布では な く,残 差の分布で あ る。
したが って,い まyに 関す るpredictionがこ うした構 造 パラメーターの
推定結果 を条件 とす るc・nditi・nalpredic七ionの形 で与 え られ る とすれ ぽ,
そのprediction自体 は 二 つのモデル の 間 で 異な っていて も,そ れ ぞれ の
predictionのまわ りに よ り集中 してyが 分布す るモデルは,少 な くと も構
造推定の段 階で用い られた デ ータに関 しては,よ りあては ま りの良いモデル
に な ってい るはず であ る。 したが って構造 パ ラメーターが安定 してい るとみ
なされ,か つ異 な るyのpredictionに対 して,わ れわれ の態 度が まった く
無差別であ るとす ると,次 の よ うなモデル選択 の原則を立て ることが許 され
るであろ う。
定 義6.(モ デ ル 選 択 原 則2)
Zi=Y-i5Y(Xi,θ`;⑤δ),づ==1,2
とす る と き,e(RHの あ る近 傍Srに 含 ま れ る 任 意 の 近 傍sで,与 え られ た
い か な るXl,X2に 対 し て も,
(7)∫μ1渇 ・α ・働)≧ ∫
,dP(Z・1X・・e・6・)
が 成 立 し て い る な らぽ,モ デ ル(Y・Xi,θ,,⑤,)はモ デ ル(y・X2,θ2,⑤2)に
対 して(予 測 精 度 に 関 して)preferableであ る 。
Ey(X1,θ,;⑤,)=・Ey(X2,θ,;⑤2)のと き(7)は(6)と同 等 で あ る か ら,定 義6.
レ
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は定義5.の 拡張で ある。それ ゆえ,今 後,「予測精度に関 してPreferable」
とい うときは,一 般 に定義6.の 選択 原則 の意味 で言 うことに しよ う。
以上のモデル選択原則は構 造推定 に際 して利用 された情 報以外の情 報を も
ち合わせていない場合の選択 原則であ る。 したが って,あ るモデルの下 での
predictionに対 して,予 測時点で の実現値 が 知 られた段階で,こ の情報 と
predictionとをつ き合わせ てモデルを修正 し,あ るいはモデルを選択 しなお
す とい う問題 とは区別 さるべ きである。そ こでわれわれ は次に二つ のモデル
それぞれ の外生変 数X,,X2の下で,yに 関す るあ るobservationY・が得 ら
れた ときの二つのモデルの間 のpreferenceを定め る原則を考え よ う。(なお
YofRHとす る。)こ こでそれぞれの モデルの構造 パラメーター θ1,θ2は,
あ らか じめ適 当な方法 で推定 され,モ デル選択に対 しては 固定 された もの と
仮定 してみ よ う。 もしYoを なん らかの特殊な,偶 発的 な事情 で もた らされ
た異 常値 と考え るべ きなん らの理由 もないな らば,こ のobservationに関す
る限 り,predictionとobservati6nとのひ らきが よ り少 な くな るよ うなモデ
ルは,他 方に対 してpreferableであ ると言 えよ う。
定 義7.(モ デ ル 選 択 原 則3)二 つ の モ デ ル(y・Xi,θ1,⑤,),(y・x2,θ2,
⑤2)に お い て,所 与 のXi,X2の 下 で あ るobservationYoが 与 え ら れ た と
き,も し,
(8)1G,(X、,θ、;⑤1)一y。1≦1&.y(X,,θ,;⑤、)-r。1
な ら ば モ デ ル(Y,Xi,θi,③1)は モ デ ル(y,X2,θ2,⑤2)に 対 して,observation
Yoに 関 し てpreferableであ る 。
しか し,こ の 原 則 の 致 命 的 欠 陥 は,そ れ が 特 定 の 一 つ のobservationyb
の み に 関 す るpreferenceを意 味 して い る こ とで あ る 。 も っ と も 複 数 個 の
observationIYoi,i-1,…,nが そ れ ぞ れ の 対 応 す る 外 生 変 数Xli,)【%が与
え られ て い る場 合 に は,こ の 原 則 は,
計 量 経 済 学 に お け るaprioriinformationにつ い て(西 川)-29一
ゆ れ 　
(9)Σ(y・i-一(!iy(Xlt,θ1;⑤1))2≦Σ(Y。i一⑤y(X2i,θ2;⑤2))2
i==1i==1
が成 立す るとき(Y,Xi,θ1,⑤1)を(y,X2θ ,⑤2)に対 してpreferableとす
るものに拡張す るこ とがで きよ う。 しか し,こ れはあ くまで もobservation
の組((Yoi,Xli,X21),露1・2,…,n)のみに限定 したpreferenceであ る。
本質的 な点は,こ の選択原則は構造推定 において利用 した デー タをすべ て無
視 した選択原 則だ とい うことであ って,こ の点は この よ うな拡張に よっては
い ささか も影響 され ないのであ る。
yの あ るpredictionに対 し,あ る実現値y。 がえ られた とき,モ デル選
択 テス トに対 して本質的 な問題は,Christ[1]が指摘す るよ うに,Y・ が構
造推定 の段階で利用 した デー タと本質的に同一の条件 の下に実現 したか ど う
か。つ ま りわれわれに とっては,未 知であ るところのあ る真の構造方程式 と
そ の構造 パラ メー ターが,構 造推定 を 行 な って θ,を固定 させた段階 とY・
が 得 られ た段階 とで,同 一であ るか どうか とい うことであ る。
もし同一で ある とす るな らば,y・自身は既になにが しかのrandomdistur-
banceを含む ものであ るか ら,こ れ だけに着 目してpredictionがYoに,
よ り近 いモデルをpreferするとい うのは,モ デル選択 の原則 と して充分 と
は 言えない。なぜ な らぽ,こ の場 合,構 造推定 で用い られたデ ータの構造 方
程式 に対す る適合度をYoの 適合度に対 して軽視すべ き理 由はないか らで あ
る。 したが って,こ の よ うな条件 の下では,よ り妥当な選択 原則は次 の よ う
に述べ られね ばな るまい。
定 義8.(モ デ ル 選 択 原 則4)二 つ の モ デ ル(y,X,,θ,,⑤,)と(y,X2,θ2,
⑤2)と に お い て,θ1,⑤,お よ び θ2,⑤,が時 間 の 経 過 に 対 して 不 変 で あ る な
らぽ,構 造 推 定 の 段 階 で 外 生 変 数X,,X2が そ れ ぞ れn個 のXlt,X2i,i-1,…,
ee2乗の演算 は ここでは ベ ク トル の 成分 ごとに行 な うもの と約束す る。 すなわ ち
X2はXの 各成分 を平方 した ベ ク トルを表 わす もの とす る。
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nと 決 定 さ れ,こ れ に 対 応 し てyのobservationIYoi ,i-1,…,nが 与 え
られ,こ れ に 対 し てpredictionの時 点 に つ い て 外 生 変 数Xl,X2がXli,X2ε,i
==n+1,…,n+Tと 与 え ら れ ,対 応 す るyがyi・i,彊 η+1・ … ・n+Tと 実
現 し た と き,
れ　　 れキ　
⑩ Σ(]Y[,,一⑤y(X,i,θ1;⑤,))2≦Σ(Y・1一⑤y(X2ε,θ2;⑤2))2
ざニ　 ごコ　
が 成 立 し て い る な ら ぽ,モ デ ル(Y,X,,θ1,③,)は モ デ ル(Y,X2,θ2,⑤2)に
対 し て,observation((]Yoi,Xli,X2i),i・-1,…,n,n+1,…,n+T)1'こ 関 し て
preferableであ る 。
こ れ は 構 造 推 定 時 のobservationと予 測 時 点 で のobservationをプ ー ル し
て,predititionに対 す るobservationの適 合 度 を 比 較 す る こ と を 意 味 して
い る 。 しか し,こ こで 一 定 と したei,θ2は 構 造 推 定 時 のobservationにも
とず い て 推 定 され た もの で あ っ て,仮 りに モ デ ル の い ず れ か が 真 で あ る と し
て も,こ こで 固 定 さ れ た θ1,θ,)まで が 真 のparametervaluesを与 え て い る
とい う保 証 は な い の が 通 常 で あ る 。 した が っ て 上 の 条 件 の 下 で も よ り正 し く
は,構 造 推 定 時 と予 測 時 点 で のobservationを全 部 使 っ て,そ れ ぞ れ の モ デ
ル の 下 で の 構 造 推 定 を や り直 し,こ の よ うに して 新 た に 定 め られ た 構 造 パ ラ
メ ー タ ・ー…の 下 で,モ デ ル 選 択 原 則2を 適 用 す る の が,計 算 の 繁 雑 さ を 別 とす
れ ば,よ り正 当 な や り方 と 言 え よ う。
もち ろ ん これ らの 原 則 に,構 造 推 定 時 点 と予 測 時 点 と の 間 に 構 造 変 動 が 生
じて い る場 合 に は 適 用 で き な い 。 い まそ れ ぞ れ の モ デ ル に お い て,構 造 推 定
時 点 の パ ラ メ ー タ ー θ1,θ2は,予 測 時 点 で そ れ ぞ れ θ1+aθ,,θ2+Aθ,と変
化 す る と考 え られ る と す る と,こ れ を あ らた め て θ1,θ2として,予 測 時 点
の み の デ ー タに も とず い て これ を 推 定 し,(8)ない し(9)を適 用 して モ デ ル 選 択
を 行 な う こ とが 正 当 化 され よ う。 しか し この 場 合,も し構 造 推 定 時 点 で は モ
デ ル(Y,X,,θ1,⑤1)が(Y,X2,θ2,⑤2)に対 してpreferされ,予 測 時 点 で
は 逆 に(y,X2,θ2,⑤2)が(y,Xi,θi,(畠i)に対 し てpreferされ る とい う こ
計 量 経 済 学 に お け るaprioriinforma七ionにつ い て(西 川)-31一
とが起 り うる。 こ うしたpreferenceの変化は情 報の蓄積を利 用 して もた ら
され る限 りでは差支 えないが,こ の場合は予測時点のみのobservationにも
とずいてpreferenceを変 更す るわけで,こ の際,構 造推定 時点で の情報が
まった く無視 され る ことにな るか ら,適 当 とは 言え まい。す なわ ち,先 に モ
デル選 択原則3の 致命的欠陥 として指摘 した問題が,こ こで も当然 問題にな
るわけで ある。
だが この場合,構 造推定時点での情 報 と予測 時点での情報を結合 して行 な
われ るモデル選択 の原則は,ど の よ うに考え るべ きで あろ うか。 これは本 質
的 には,構 造推定時点でのobservation'と予測時点でのobservationが,
モ デルのjustificationに対 して もつevidenceとしての相対的 な重みに依存
す る問題である。 い ま適当な重み ω,ω'(0≦ω,w'≦1,ω+ω'==1)がそれぞ
れ構造推定時点のobservationと予測時点 のobservationにつけ る ことが
で きる とすれ ば,モ デル選択 原則3は,構 造変化が ある場合に も適用 で きる
よ う,次 の よ うに拡張で きるだ ろ う。
定 義9.(モ デ ル 選 択 原 則5)構 造 推 定 時 点 のobservation((Yoi,Xli,X2i),
飴1,… ・n)と 予 測 時 点 で のobservatign((Yoi,Xli,.1!iir2t)」=η+1,_,n+T)
が 二 つ の モ デ ル(Y,Xi,θi,③,),(Y,X・,θ2,⑤2)に 関 し て 与 え られ,こ れ ら
の ・bserva七ionのモ デ ル のjustificationに対 す るevidenceと し て の 重 み
ω,ω'(0≦w,ω ≦1,ω+oo'==1)が 与 え られ て い る な ら ば,構 造 推 定 時 点 で
の 構 造 パ ラ メ ー タ ー が,そ の 時 点 で のobservationの み に よ っ て,そ れ ぞ
れ の モ デ ル で θ,,θ2と 推 定 さ れ,ま た 予 測 時 点 で の 構 造 パ ラ メ ー タ …ー一が,
そ の 時 点 で の ・bservati・nのみ に よ っ て,そ れ ぞ れ θ{,θ1と 推 定 さ れ て い
る と き,も し,
ゆ 　　ヤ
⑪ ωΣ(yo`一⑤yσ 【1歪,θ1;⑤1))2+ω'Σ(y。i一⑤y(XIi,θi;6,))2
i=1i=η 十1
お ハロトロ
≦ ωΣ(]Yei,一一'igy(X2i,θ2;⑤2))2+ω'Σ(yOi-(SSy(X2i,θ1;⑤2))2
ε=1i=n十1
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な ら ば,モ デ ル(Y,Xl,θ1,⑤,)は モ デ ル(Y,X2,θ2,③,)に 対 し て 所 与 の
observationに関 し て 重 みw,w'の 下 でpreferableであ る 。
だが,こ の重み ω,ω'を定 め る充 分に説得的 な根拠は与 えに くい よ うに思
われ る。 また,構 造変化 が どの時点で起 ったか とい うことは,実 際には不確
実 であ る。 特にobservationが時系列 データ の 形 で与 え られてい るときに
は,構 造変 化は もっと連続的に生 じてい るのではないか と考え ることもで き
るが,こ の場合には実際 問題 としてそれぞれ の時 点での構造 パラ メー ターす
ら決定す ることがで きな くなるであ ろ う。 これ らはいずれ もモデル選択 問題
を困難 な問題にす る要因 と考 え られ る。
§4.モ デ ル選 択 問 題 に お け る ベ イ ジ ア ソ ・ア プ ロ ー チ
前 節にかかげたモ デル選択 のprincipleはなん ら新奇 な ものでは な く,多
くのeconometricresearcherたちが 暗黙 の うちに採用 してい るところの も
のであ る。 だが現実のevidenceをもとに して,ど のprincipleを実際に採
用す るかは,そ の とき 確実 とみな され る情 報の種類,evidenceの性格 に依
存す る。 そ してモ デル選択問題は,ま さに モ デル を 構成 してい るapriori
informationの不確i実さのゆえに 発生す る ことを思 えば,こ の問題 の 本質
は,こ うした不確実 な土台の上に示 され る個 々のモ デルの予測性能 の比較 と
い った プラグマテ ィヅクな点にあ るのではな く,そ れ ぞれの モデルの正 しさ
に対す るわれわれのaprioriな確信が,時 間 の経過ない しはresearchの前
進に ともな って もた らされた もろ もろのevidenceによって,い かに修正 さ
れ,ま た修正 されねば な らぬか とい う点に求 め られねば なるまい。モ デル選
択 の基準 として,予 測性能 を とる とい うことは,あ るいは予測値 と実現値 を
比較す るとい うこ とは,こ れがわれわれのモ デルの正 しさに対す る確 信に影
響す るevidenceとみな しうるとい う前提 の下 に許 され るのであ る。
た とえば 言い古 された 例 では あるが,景 気変動 を 説 明す るモ デルにおい
計 量 経 済 学 に おけ るaprioriinformationにつ い て(西 川)-33一
て,あ る時期 については所 与の データの下では,投 資や消質,あ るいは人 口
等 のいわゆ るeconomictermによるモデル よ りも,太 陽黒 点の数 の よ うな
non-economictermによるモ デルの方がfitがよい,つ ま り経験的な予測性
能 が少 な くともこの時期 に限 っては よい とい う結果 が生 じた とき,研 究 者は
このevidenceにもとずいて後者 をPreferするであろ うか。 本来,経 済 現
象 は 多 くのrandomと み なされ うる かな り大幅 なdisturbanceをともな
うとい うことを 知 ってい る 経済学者 は,恐 らKこ うしたevidenceにもか
かわ らず,景 気変 動 を 前者 の モデルにおけ るeconomictermがrandom
disturbanceを伴 ないなが らも規定 してい くmechanismの存在を否定す る
気にはな らないで あろ う。
モ デル選択問題の こうした本質 に 即 して,考 察 を 進め て こそ,モ デル選
択 のprincipleを正 しく把握 し,こ れを適 切 に 適用す る ことがで きるで あ
ろ う。 そ して,こ の ことは モデル選択 問題においては,ベ イ ジア ソ ・アプ
ロ・一チが理論 の基本的 な 骨組 とな らねば な らない とい うことを 示唆す るの
であ る。 以下では こ うした ベイ ジアソ の 立場 に 立 った モ デル 選択問題の
formulationを試 みてみ よ う。
い まモデル空間Mはdiscreteである とし ょう。 この ときわれわれは適 当
な方法でMの 各要素caEM,ω一(y,X,θ,⑤)に対 して確 率 π(ω)を定 め
ることがで きる。 この π(ω)をわれわれ は,モ デル ω の正 しさに対す る研
究者 のaprioriなdegreeofbeliefを表わす主観確率 と考 え よ う。 ここで
注意すべ きことは,Mはy,X,θ,⑤ がそれぞれ属す る空間の直積空間 と
い うよ りは(そ う考 えるこ とも で きない わ けではないが),研 究 者に よって
行 なわれ る内生変 数,外 生変数 およびそれ らの間 の関数関係の選択の仕方 の
違 いに よって,そ の要素が 区別 され るところの空間であ って,つ ま りchoice
ofmode1とい う研究老 のactivityの集合を表わ してい ることで あ る。
モデル選択問題 に対す るベイ ジア ソ・アプ ロ 一ーチ は,あ る任 意 のobserva-
tionZによって,aPrioriなω のdegreeofbeliefπ(ω)がどの よ うな手
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続 きで,ま た ω に 関 す る ど の よ うなaPosterioriprobabilityに変 換 され る
か を 示 す こ と で あ り,こ の プ ロセ ス で ベ イ ス の 定 理 を 活 用 す る こ と に あ る。
も っ と も 直 接 的 な ア プ ロー チ は,パ ラ メ ー タ ー の 推 論 の 場 合 と平 行 的 に,
π(ωlz)を 考 え る こ と で あ る。
い まP(θ1ω)を モ デ ル ω を 選 択 した と き の,そ の モ デ ル の パ ラ メ ー タ ー
θ の 条 件 つ き確 率 密 度 と し ょ う。 これ は パ ラ メ ー タ ー の 推 論 に 関 して ベ イ ジ
ア ソが 用 い る と こ ろ の パ ラ メ ー タ ー θ のaPrioriProbabilitydensityに他
な らず,モ デ ル ω の 下 で,パ ラ メ ー タ ー θ を与 え た と き のobservationZ
の 確 率 密 度 を ∫(Z1θ,tu)で表 わ せ ば,ベ イ ス の 定 理 に よ り θ のaposteriori
probabilitydensityP(θIZω)は,
⑫ ρ(θlz,ω)。・ρ(θ1ω)f(Zlθ,ω)
に よ っ て 定 め られ る。 他 方,ω と θ の 同 時 確 率 密 度 は,
⑬ π(ω,θ)一π(ω)ρ(θ】ω)
で あ り,こ れ をaprioriprobabili七ydensityとして,ベ イ ス の 定 理 を 再 び
適 用 す れ ぽ,Zが 与 え られ た と き,
aの π(ω,酬z)。・π(ω,θ)・f(z)θ,ω)
に よ っ て π(ω,θlZ)を 定 め る こ とが で き,
π(ω,θlz)=π(ωlz)P(elz,ω)
よ り,
⑮ π(ωlz)一π(ω,θlz)/ρ(θlz,ω)
を 得 る。 こ こで ⑫,⑭ の 比 例 定 数 は そ れ ぞ れ,パ ラ メ ー タ ー空 間 を0で 表
わ せ ぽ ・(∫
.P(el・・)f(zie・tU)dθ)一㍉ 噺 鞭 θ)・f(Zle・w)aθ)一・で
あ り・ま姻 よ り⑭ の 比 例 定 数 が さ らtlこ(¥π(ω)・∫ ～(θ1ω)f(zie・tU)aθ)-1
となる ことを考 慮 して,⑮ を書 き改め ると,⑫,⑬,⑭ よ り,
π(ω)∫
.P(ei・・)f(Zle・ω)dθ
⑯ π(ωlz)一
¥π(ω)∫,P(θ1ω)〆(Zle…)aθ
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・・π(ω)∫
,P(elω)f(Zle・tU)dθ
を得 る。
す なわち モデル ω の下で の パ ラメー ター θ に対す る ベイ ジア ソの 統計
的推 論 ⑫ におけ る 比例定数 の逆数 をobservationZのモ デル ω に対す る
weightofevidenceとして π(ω)に乗 じた ものに比例す るよ うに,ω の事
後確 率 π(ωlZ)は定 め られ ることにな るのであ る。そ こで,
定 義10.(モ デ ル 選 択 の ベ イ ジ ア ソ ・ル ー ル1)
二 つ の モ デ ル ω1と ω2と に お い て,そ れ ぞ れ の モ デ ル の パ ラ メ ー タ ■・一・を
θ1,θ2,それ らが 属 す るそ れ ぞ れ の パ ラ メ ー タ ー空 間 を0、,02と す る と き,
い ま ω1に 対 す る事 前 確 率 π(ω1),ω2に対 す る事 前 確 率 π(ω2)が与 え られ,
また,そ れ ぞ れ の モ デ ル の パ ラ メ ー タ ー に 対 す る推 論 が,observationZの
下 で,
P(θ`{Zωf)ocp(θi1ω`)ノ(Zlθ6,ωi),づ=1,2
に よ っ て 与 え られ て い る と き,
π(酬z)・ ・π(Wi)∫
,,P(e・ltU・)f(z[e・・…)ae・・i-1・2
に よ っ て 定 め られ る事 後 確 率 π(ωεIZ),づ=L2が
π(ωllZ)≧π(ω21Z)
と な っ て い る な らば,モ デ ル ω1は モ デ ル ω2に 対 してpreferableであ る。
とい うモ デ ル 選 択 の ベ イ ジ ア ソ ・ル ール を 考 え る こ と が で き る 。
こ の 選 択 ル ー ル は,そ れ ぞ れ の モ デ ル の パ ラ メ ー タ ー が,そ の パ ラ メ ー タ
ー 空 間 上 の ど の 位 置 に あ るか と い うこ と とはindifferentに与 え られ る 。 つ
ま り ∫
.P(eltu)f(Zle…)dθは ・ ・b・erva七i・nZが θ と はindiffer・ntに
ω に 対 して 与 え るweightofevidenceとな っ て お り,ま た,こ れ は パ ラ メ
ー タ ーに 関 す る ベ イ ジ ア ソの 推 論 の 副 産 物 と して 多 くの 場 合 容 易 に 評 価 され
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る。
しか し,こ の ル ー ル が パ ラ メ ー タ ーにindifferentに与 え られ る とい う こ
と は,こ の ル ー ル が あ ま り鋭 敏 に モ デ ル のpreferencerelationを識 別 す る
もの に は な らな い で あ ろ うこ と を 予 想 させ る。 実 際 の モ デ ル 選 択 に お い て
は,前 節 の 議 論 に も見 られ る よ うに,パ ラ メ ー タ ー θ を 適 当 な 推 定 方 法 に
よ っ て 固 定 し,そ の 上 で 例 え ば 予 測 結 果 とい うobservationとつ き 合 わ せ,
alternativeなモ デ ル の 優 劣 を 判 断 す る と い う行 き方 を す る の が 普 通 で あ る 。
そ して パ ラ メ ー タ ーが 高 い 精 度 で 推 定 され る と い う こ とは,observationが
構 造 推 定 時 点 と予 測 時 点 とで,ま った く同一 の 条 件 の 下 で も た ら され て い る
とす る な らば,prediction自体 も良 い 精 度 と適 合 度 を もつ と期 待 し うる こ と
が 多 い の で あ る。 他 方 わ れ わ れ の ル ー ル は,θ の い か な る 点 で も 事 後 的 な
degreeofbeliefは高 くな い の に,パ ラ メ ー タ ー 空 間 上 の あ る点 で 高 い 事 後
的 なdegreeofbeliefをもた らす 他 の モ デ ル に 対 して,前 者 がpreferal)le
で あ る よ うなpreferencerelationをも た らす こ とを 一 般 に は 排 除 しな い の
で あ る 。
そ こで わ れ わ れ は 次 に,そ れ ぞ れ の モ デ ル の パ ラ メ ー タ ー 空 間 上 に あ る局
所 領 域 を 限 定 し,パ ラ メ ー タ ーが この 局 所 領 域 に あ る こ とを 前 提 に した 上 で
の モ デ ル のpreferenceを考 え て み よ う。
こ こで は こ う した 領 域 と して,そ れ ぞ れ の モ デ ル の パ ラ メ ー タ ー 空 間 上
の1点 を 限 定 す る場 合 か ら 考 察 を は じめ る 。 と こ ろ で こ の こ とは π(ωiθ)
や π(ωiθ,Z)を 考 え る こ とは 無 意 味 で あ るか ら π(ω,θiz)に も とず く
preferenceを考 え る こ と を 必 然 な ら しめ る。
い ま ωtEM,i・=1,2,…の そ れ ぞ れ に 対 応 す る パ ラ メ ー タ ーei,i-1,2,…
ム
をそれ ぞれ1点 に固定 して,そ れを θ,と表わす と⑭ よ り,
ヘ ム あ
⑰ π(ωε,θ,lz)。。π(ω`,θi)f(ziθ・,tUi)
が 定 め られ,こ の 比 例 式 に お け る比 例 定 数 は,す べ て の づに つ い て 共 通 で,
計 量 経 済 学 に おけ るaprioriinformationにつ い て(西 川)-37一
(¥∫ 。∫(ω・θのノ(Zlθ1・ω・)a8i)-1
で 与 え られ る。 こ こでOiは ωεの パ ラ メ ー タ ー空 間 を 表 わ す 。
さ らに,
ム ム
π((Vl,θ・)一π(ωε)P(θii・・)i)
で あ るか ら,⑰ は す べ て の づ対 し て 共 通 の 比 例 定 数 の 下 で,
ム ム ム
⑱ π(ωε,θ,1z)。・π(ωの少(θIIω,)f(Zlθ・,OOt)
と 書 け る 。
さて,わ れわれ のモデルに対す る事前的 な確信が,完 全 に π(ωε)で表 現 さ
れ てお り,こ れ と与 え られたobservationZにもとず くevidence以外 にモ
デルをpreferenceの上 で 差別す るものがない とす るな らぽ,そ れ ぞれ のモ
デルは所与 のevidenceの下 で可能 な最大 の 自己主張を もつ と想定す ること
は不 自然 ではない。 いいか えるな らば,特 定の モデル ω`が他 のモデルに対
してpreferenceの上で,特 に不利にな るよ うな θεに よって比較す る根拠が
ム
ない以上,π(ωε,θilZ)がZの下 で可能 な最大の値 を と りうるよ うに θiを
選 ぶのが,公 平 な 態度 とい うべ きであ る。 ところで π(ωの は所与で あ るか
つへ 　
ら,こ のためには ρ(酬 ωの∫(矧θ言,ωの が最大になれ ば よい。 しか るに θ乞
のaposterioriprobabilitydensityは,
⑲tP(θilz,ω の 。・P(θ・1ω・)f(Zlθ乞,ωの
ム
で定 め られ るわけだか ら,こ の ことは θεと しては,θ,の 事後確率分布 のモ
ー ド(mode)をとれ ぽ よい ことを意味す る。そ こでわれわれは,ζ の よ うな
場合 の選択ル ール と して次 の よ うな ものを得 る。
定 義11.(モ デ ル 選 択 の ベ イ ジ ア ソ ・ル ー ル2)
二 つ の モ デ ル ω1,ω2にお い て,共 通 のobservationZが得 られ た と き,
そ れ ぞ れ の モ デ ル の 下 で の パ ラ メ ー タ ー θ1,θ2のzを 与 え た と き の
aposterioriprobabilitydensity
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P(θdz,ω,)。・P(θ11ω1)f(ZIθ1,tU,)
P(θ21Z,ω・)。・P(θ21ω2)f(Z1θ2,ca2)
コし ム
をそれぞれ最大 な らしめ る θ1,θ2をそれ ぞれ θ1,θ2とす るとき,
メし ム
⑳ π(ω1,θ・IZ)≧π(ω,,θ,iz)
す な わ ち,
⑳ π(ω1)P(θ1画)f(Zlθ1,ω1)≧π(ω2)P(θ,1ω2)f(Zlθ2,ω2)
な ら ば,モ デ ル ω1は モ デ ル ω2に 対 し てpreferableであ る 。
ところで ⑱ は,比 例定数 をexplicitに示 して等式の形 に書 くと,
ハ ム
⑳輔z)=
琴鐸 畿 轟 離 協
で あ る 。 この π(ωε,θ,lZ)を比 較 す る の が,こ こで の ベ イ ジ ア ソ ・ル ー ル
で あ るが,θ ε,i-1,2,…を 固 定 して い る 以 上,⑫ の 分 母 の 値 は わ れ わ れ の
preferenceには 影 響 を 与 え な い 。 そ こで い ま ⑳ の 分 母 の θiに 関 す る積 分 を
や め て,
π((Vi)P(e,1・)i)f(ziθi,al.)
ヘ パ
Σ π(ωi)P(θ,i(v,.)f(Zlθt,ω』)
δ
を考 えてみ ると,zお よび θi,飴1,2,…が固定 され てい る以上,こ れは 明
らか に 納 の上 の確i率分布を与えてい る。い まこれを π6(a)i!Z)と書 いてみ
よ う。す なわ ち,
ム ハ
㈱ πδ((v、[z)一(ω ・)P(θ裂1ω・)f(Zlθ≒ωの
Σ π(・,),)p(θ,[tUi)f(Zl&,ωε)
乞
す る と,
ム
⑳ π奏繍 砦)-P(ye,lz)
が導かれ る。す なわ ち⑳,㈱ よ り,
計 量 経 済 学 に お け るaprioriinformationにつ い て(西 川)
ム ハ
π((v、,e、lz)一¥π(ω ・)P(θ・ltU・)f(Zle1・ωの
π6(w'1z)¥π(t・1)∫♂(θ ・1ω・)f(Zlei
・ω・)aei
であるが,
ノ(z画)一 ∫。2(θ・画)∫(ZEei・吻)aei
一39一
とお くと,f(zitOi)は(Oiの下におけ る θεとZと の同時確率密度関数を
θiにつ いて積分 した もの,つ ま りZの 周 辺分布 を表わ してお り,こ れ を用
いれば㈱ は,
π(ω、β 、lz)¥π(te・)f(Zlω ・)P(θ・lz・tU・)
π9(ω』に)Σ π(ω`)f(Zlωi)
ε
ム
Σ π(ω重,Z)P(釧Zω1)
=`
Σ π(ω5,z)
δ
Σ π(ω`,Z,θの
==`
Σ π(ωi,z)
乞
ク(z,uθ ε)
あ
f(z)
=ρ(uθ`lz)
`
とな るか らで あ る。但 し,こ こで π(ω,,Z,θi)はωε,Z,θ』の同時確率密度
関数で あ り,π(Wi,Z)はこれか ら導かれた ωεとZと の周辺 同時確 率密 度
関数,f(Z)は 同 じ くZの 周辺確率密度関数 であ る。 またp(Z,Uθ,)はZ
言
ム
とUθ 』との同時確率密度であ り,δ
Σ π(ω芭;z,θi)=-P(z,uθ,)
菖 δ
は,ω`∩ θδ と ωゴ∩θゴが 排 ブ な らば 互 い に 排 反 で あ る こ と に よ る。
と こ ろ で この こ とは,ω`∩(Uθi)・=tot∩θiで あ る こ とか ら
ゴ
ム ム
π(ωδ,UθilZ)一 π(ωε,釧z)
ε
が成 り立つか ら,
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π(ω6,Uθ,jz)
π6(Eh:.T)一ρ(〉θ・iz)
を 意 味 し,し た が っ て,
π(ωε,∪θεIz)ノ
π9(ω、lz)==1-
P(uθilz)
』
ム
で あ り,こ れ はZお よ びUθ εを 与 え た と き のtui'の条 件 つ き確 率 π(tuεIZ,
ε
Uθ')を表わ してい る。すなわ ち,
』
ム
πδ((Vilz)一π((ti,lz,uθの
ε
であ る。
それゆ え,結 局われわれの選択 ル ールはZと い うobservationが与 え ら
れた とき,そ れ ぞれ のモデルに対 して θi,i・-1,2,…が定 ま り,こ の うちの
いずれかが 真で ある ことは確実 だ とい うconventionの下で,Wiが 真であ る
ことの確率 を比較す るとい うことに帰着す るのであ る。
ところで モデル選択に あた って,そ れ ぞれ のモデルについて パラメーター
を1点 に固定す るとい うことは,必 ず しも必要で ない。す なわち,わ れわれ
ム
の選 択ル ール が 結 局 π(ωilZ・Uθi)なる条件つ き確率の比較 に帰着す る以
δ
上,こ れ を 拡 張 して,そ れ ぞ れ の パ ラ メ ー タ ー空 間 上 に そ れ ぞ れ 適 当 な 領 域
Si⊆Oi,i=・1,2,…を と っ て,π(ωi{Z,US,)を比 較 す る こ と に よ っ て も モ デ
乞
ル選択 を行 な うことがで きるで あろ う。
しか し,問 題は この よ うなSε と して どの よ うな ものを とるべ きか とい う
ことであ る。い ままでの議論に照 らして考え ると,ま ずStはZにdepend
して決定 され る領域 であ るべ きであ る。 またSiが 広けれぽ広 いほ ど,そ の
モデルのパ ラメーター θ,がSiに 入 る事後確率は増 加す るか ら,Sεはそれ
ぞれの モデルの比較 にあた って同等 とみな し うるなん らか の規準に よって,
その広 さが限定 されなけれぽな らない。 さらにSiは,こ うして広 さを限定
した上で,同 じ広 さの領域 の中では,θ,がSiに 入 る事後確率 が最大にな る
計 量 経 済 学 に お け るaprpriinformationにつ い て(西 川)-41一
よ うに選 ぽれ るべ きである。
多 くの場合,θ,の 事後確率分布が単峰型 のなめ らかな分布 であ ると仮定
す る ことは,そ れほ ど非現実 的 な ことでは ない。 とす るとSεはZに よって
定 まる θ`の事後確率分布のモ ー ド θ`を含 んだ連続 的な領域 を とるのが適
当であろ う。問題 はむ しろSiの 広 さを限定す るル ールであ る。e,は モデル
ごとに まった く違 った意味を もち,共 通 の尺度 では比較 で きない成 分 を もっ
てい る。 加えてその次数 もモデル ご とに一般 に異 な ってい る。 こ うした θ活
が属す るあ る領域 亀 を,そ の広 さが モデル選択 に影響す る ことのない よ う
に定 め ることが,い まの場 合必要 なわけであ る。
い まMに 属す るすべてのモ デルは,§2で 定義 した意味でconsistentで
あ る としょう。す るとそれぞれ のモデルについ て θ・を定 め,か つobserva-
tionZによって,外 生変数Xε もすべ てのモデルにつ いて 定 め られ た とす
ると,そ の ときこれ らのモデルに共通す る内生変 数 γ の θi,瓦,i-1,2,…
に おけ るすべての成分 の値 が決定 され る。 こ うして決定 され たYを]Yiで
表わ し,そ の各成分 をyij,ブーL2,…,Hで 表 わ そ う。
ム
も し,わ れ わ れ が 内 生 変 数 のpredictionある い はyi,に 対 す るyの
observationのfitに主 要 な 関 心 を 寄 せ る 立 場 を と る な らぽ,Yi.を 含 む
乃 ≦yi≦yiに よ って 与 え られ る領 域Sri==[IYi,yi]をす べ て モ デ ル に つ い
て 定 め る こ とが で き る で あ ろ う。 な お[]Yi,yi]はyiの各 成 分 を31i1,Yi2,…,
YiH,]Yiの各 成 分 をYi1,Yi2,…,γ`Hとす る と き,Yi1≦Yl≦γi1,Yi2≦Y2≦Yi2,…,
Yi,H≦ta≦YiHなるH個 の 区 間 の 直 積 に よ っ て 与 え られ るRH上 の 領 域 を 表
わ して い る。 またyi,yε,Y,.と添 字iを つ け た の は,こ れ らの 成 分 の 値 は,
そ れ ぞ れ の モ デ ル に つ い て 与 え られ た θ`,渇 の 下 で,モ デ ル ご とに 異 な っ
た も の に な り うるか らで あ る。
さ てSri自 体 はRH上 の 異 な っ た 部 分 区 間 を 表 わ して い るが,す べ て の
モ デ ル に 対 してSyiを 与 え る 同 一 内 生 変 数 に 関 す る 区 間 の 幅,す な わ ち
　 　 バ ム
y`ひ一茅 ゴ を 一 定 に し,さ ら にIYij-yi,鉤一卸 も 一 定 に な る よ うにSriを 定
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め る こ と が で き る。
い まSyiを こ の よ うに 定 め た とす る と,こ れ に 対 応 して,そ れ ぞ れ の モ
デ ル に つ い てeiを 含 む パ ラ メ ー タ ー空 間 上 の 領 域S・iを 定 め る こ とが で き
る。 す な わ ち モ デ ル 働 を,
⑤ε(Y,Xi,θ,)一・O
と表 わ して み る と,consistentなモ デ ル な らば,こ れ か ら,
y=害i(渇,θの
な る方 程 式 体 系 を 導 く こ と が で き る。 い わ ゆ る誘 導 形 で あ る。 これ は,鋤
に お け る 外 生 変 数 の 個 数 をKi,パ ラ メ ー タ ー の 個 数 をLiと す る と,RLi+Ki
か らRHへ のmapping穎 を 与 え る もの で あ るが,こ こでXiを 所 与 とす
れ ば,RLiか らRHへ のmappingと 考 え る こ とが で き る。Xiを 所 与 とす
る このmappingを 警為 と表 わ そ う。 す る とSOiは,
s・1-{}ll(Syi)
に よって決定 され ることに なる。
ム ム ム ム ム
yi={i[Xi(θ・)であ るか ら,害 鵡(yi)は θ`を 含 む 集 合 と な り,IYIESyiで
あ る 以 上,害 毒(Syi)は θiを もち ろ ん 含 ん で い る。
さ らに このよ うな 手続 きに よって得 られ るSeεはSyiに 要求 されてい る
諸条件 を充す諸領域 のそれぞれに対 応 してい るわ けだが,こ うした諸領域 の
中か ら θ`がSeiに 入 る事後確率 を 最大 な らしめ るものを 選ぶ ことがで き
る。す なわち同 じ条件を充たすSetの 中で,事 後確率を最大にす るものを定
め る ことがで きる。
さて,こ うして 定 め られ たSθiは それぞれ の モ デルの下で の 内生変数 の
predictionの精 度,あ るいはyのy乞 に対す る適 合度 とい う基準に関 して
は,モ デル選択 の上で各モデルについ て同等 とみな しうる領 域であ る。 この
領域 に もとずいてわれわ れは,パ ラメーター空間上に局所領域 を固定 して行
な うモデル選択 のル ールの一つ として,次 の よ うな ものを採用す る ことがで
きる。それはpredictionに関 して,同 等の精度を基準 とす る選択 ル ールで あ
計 量 経 済 学 に おけ るaprioriinformationにつ い て(西 川)-43一
る と い う意 味 で,predictionに関 す るBaysianmodelPreferencePrinciPle
と 呼 ん で も よ い で あ ろ う。
定 義12.(モ デ ル 選 択 の ベ イ ジ ア ソ ・ル 一ー一ル3)
observationZが与 え られ た と き,そ れ に よ っ て そ れ ぞ れ の モ デ ル の パ ラ
メ ー タ ー の 事 後 確 率 分 布 の モ ー ド θi,づ=L2,… と 外 生 変 数Xiが 決 定 さ
ム あ ゑ
れ,ま た,こ の θi,渇に よって内生変数yが 一義的にyi一 審x,(θi)とそ
れ ぞれ のモデルにおいて決定 され る とき,
　 み
Dl==yi-yi
あ 　
1)2=yi--Yi
を す べ て の モ デ ル に つ い て 共 通 な ら しめ る 領 域,
S}・i=[_]Yi,】Yi]
のmapping1%Xiに よ る 原 像,
S・1===害ll(Syi)
あ
が,yiを 含み,か つDl+D2を 一定 とす るSyiの うち θiがSo`に入 る事
後確率 を最大 にす るもの に よって与え られ てい るな らば,二 つの異 な るモデ
ル ω1,ω2に つ い て,
π・・(…IZ)==π(ω ・IZ・YS・i)
π・
。(ω・1Z)=・π(ω・IZ・YS・t)
を つ く る と き,
π・。(ωIIZ)≧π・e(ω・IZ)
が 充 され る な らば,ω1は ω2に 対 してpreferableであ る 。
な お πSo(a)gIZ)はくわ し く書 け ば,
πsθ(ω、lz).=Et(w_,)飼1・(θ1ω・)f(z1θ・・ω,)ae,
¥π(Q)i)∫Se、P(a剛Zlθ らω・)de,
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と な る。 但 し,こ の 表 現 に お い て は,P(θ 」(o,),f(Zlθ,,cai)はい ず れ もSei
に お い て θ`の 連 続 関 数 で あ る こ とを 前 提 と して い る。 また,こ の ル ー ル が
定 義11に よ っ て 与 え られ る 選 択 ル ー ル の 拡 張 一Uθ`を と る 代 りにUSes
オ ぎ
を と っ て お り,USθδはUθ,を 含 む こ とは 明 か で あ る が,さ らにDl,D,
ii
を充分に広 くとればSOiはOiと 一 致す るに至 るで あろ うか ら,定 義10に
よって与 え られ る選択 ル ールを も特別の場合 として含む と考 えて もよいわけ
であ る。
以上に よって,わ れわれは 曲 りな りに もモデル選択問題 におけ るベイ ジア
ン ・ル ールの基本的な方向づけをな しえたわけだが,こ こで このル ールに関
連 して重要 な二つ の問題にふれ てお く必要が あ る。一つは逐 次選択 の問題で
あ り,い ま一つは構造変 化が あ る場合のモ デル選択で ある。
§4.1.モ デル の逐 次選 択 に つ い て
モデルの逐次選 択 とい うのは,第0時 点でobservationZ。がえ られ,次
いで第1時 点でobservationZ1がえ られ,以 下順 にZ2,Z3,...等のobser-
vationがえ られた とき,こ うしたobservationの累積が もた らす情 報の増 加
につれ て,逐 次的にわれわれのpreferenceを修正 し,よ り正 しいpreference
に接近 してい くことであ る。
パ ラメーターにつ いて,そ の事後確率 をあ らため て事前確率 に とり,こ れ
に新 しいobservationにもとず く尤度関数を乗 じた ものに比例す る よ うに新
しい事後確率を定 め る とい うベイ ジア ンの逐次推測 のル ールは よ く知 られて
い る。 ここでの問題 は これ と平行 した アプ ローチをモデル選択の場合につい
て も考 え,そ の性格 を明 らかにす る ことであ る。
ベイ ジアソの逐次 モデル選 択ル ールは,パ ラメー ターの推論 の場合 と平行
に,次 の よ うに考え ることがで きよ う。 す なわち,observationZ。に よる
モデル 砺 に対す るわれわれ の選択 基準 と しての事後確率,
計 量 経 済 学 に お け るaprioriinforma七ionにつ い て(西 川)-45一
π・亀(ω・lz・)==π(ω渦 ・>s亀、)
をobserva七ionZ1をえた 次の段階での 事前確率 として,最 初 の 段階での
π(ωの に お き か え,
⑳ π・』
、((・)i[Zi・,Zi)
π(ω・1ゐ卿 ∫
。詔(θliz,・ω・)f(Z"z,・θ ・ω・)aθ1
Σ π(w,fZ・ysg,)∫。も2(e・IZo・tUi)f(ztiz,,e,,bl,,)aei.
に よ っ てZoに つ づ い てZlを え た と き の(・i.の事 後 確 率 を 評 価 し,preference
を 行 な う と い う こ とで あ る。
こ こ でS亀 iは 上 述 の 手 続 きに よ っ てobservationZ・の 下 で 定 ま る 領 域 で
あ り,Sも誘は 続 い て え られ たZ1の 下 で,少(θ,1Zo,tOt)f(Zi1Z,,θi,tOi)を最
ハ
大にす る θ}に よって,同 様の手続 きに よって定め られ る領域 である。 また
言 うまで もない ことだがZoとZ1が 互 いに独立であ るな らぽ,f(Z,iz,,e,,
tO`)=・f(Z,1θi,ωの であ る。
ところでい まZoとz1が 同時に与 え られた とす ると,わ れわれのモ デル
選 択は,
⑳ πsθ(ωδlz・,Zl)一
琴 π((D・・)∫Se,lb(e,,1w,)f(z,,z,le,,tu・)ae`
に よって決定 され るであ ろ う。 ここにS。iは,少(θ,ltui)f(Zo,Z日θ話,ωi)を
最大にす る θ`に よ って前 に述べ た手続 きに よって決定 され る領域であ る。
い まZ1を 得た段階で考 えてみ る と,す でにZoは 得 られ てい るわけだか
ら,わ れわれが もってい るところのobservationを通 して 得 られ る 情 報量
は,正 しいモデルが第O時 点で も第1時 点で も同一であ り,ま た,こ の間構
造変化 もな く,し たが ってZo,z1は 同一条件 の下で もた らされた と考 え ら
れ るな らぽ,Zo,Zlを同時に得た場合 と,実 質的に異 なる ものではない。 し
たが って,わ れわれが モデル に 対 す る同一 の 事前確率か ら出発 し,obser一
π(ω・)∫
Se、P(θ・i・u・)f(z・・Zl[&・tue)aθ1
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vationZoとZ1の み か らえ られ る情 報 に よ っ て事 後 確 率 を 評 価 す る 以 上,
こ の よ うな 評 価 がconsistentであ る た め に は,㈱ と ⑳ が 等 し くな る こ とが
期 待 さ る べ き で あ ろ う。 実 際,パ ラ メ ー タ ー に 対 す る ベ イ ジ ア ンの 推 論 で
は,㈱ に 対 応 す る 逐 次 的 推 論 と ⑳ に 対 応 す る 同 時 的 推 論 は 一 致 す る。 この
よ うなconsistencyをこ こ で はrecursiveconsistencyと呼 ぶ こ と に し ょ う。
そ こで 次 に,モ デ ル 選 択 に 関 す るわ れ わ れ の ベ イ ジ ア ソ ・ル ール に つ い て,
このrecursiveconsistencyカミ保 た れ るか ど うか を 吟 味 して み よ う。
い まc・rL∫
,,P(eilwi)f(zolei,e),)de,とお く と ・
1)(θ,.lZ,,Q)i)=Ci・メ)(θilωδ)f(Zolθi,ω`)
で あ る か ら,こ れ を ㈱ に 代 入 す る と,
π・も(c,)・IZi・,z1)
π陥vs銑)・c・ ∫
,s,lb(e,i…)f(z・1e,…,)f(z,lz・・e …,)de,
写 π(ω・iゐ・vs義)・c・∫ 。5,P(θll…)f(z・1e,・tUi)f(z,lz・・ei・砺)aei
π(a)i1Zo,>s銑)・q∫4(e・i蝋z・ ・Zl嗣4θ'
:1]π(tuilZo,Li」SOe,)・C・∫S
e、P(酬 砺y(Z,・Z,1e,…,)de,・
さ らに,
π陥 ソs㌧
(唯 少(e・1・・,)f(z・1e,,・・,)de,
を 代 入 し・ ま た 琴 πω ∫,も2(e,lw,)f(z・le,…,)de,bh;itzt依存 しな い
定数であることに注 目して約分すれぽ,
噛)∫,5
,・ib(e,1…)f(z・・Zi/θi,ωi)aθ・㈱ 呼 菖陥u貼)=
写綱 ∫ぜ α 画)f(z・,z,le,,te・)aei
π(ω・)∫
,各、少(θ11…)f(z・iθ・・ω,)ae,
計 量 経 済 学 に お け るaprioriinformationにつ い て(西 川)-47一
を うる。 但 し こ こ で,
鋤 一q∫ 超(e,1・ ・,)f(z・le・・tUi)de,
で,こ れはZoを 得た段階でのパ ラメーター θ,の事後確 率分布 におい て,
パ ラメーター θεがSθoな る領域 に入 る確 率を表わ してい る。
`
パ ラ メptタ ー の 推 論 に 関 し て はrecursiveconsistency,すな わ ち,
P(θ11z・,・oi.)・f(z,1z・.θ,,,ωの 。。P(θ'1ωの∫(z・,z,1θ1,(Dl)
が す べ て の ω』に つ い て 成 り立 っ て い る か ら,maxp(eilz,・,ω')f(Z且iz・,e,,
ei
　 ム
(Vl)もmaxp(θ,ltOi)f(Zo,Zla,ωの も 同 一 の θiを 与 え,ま た,こ れ か
ei
ら定 め られ るSも`,Seεは ま っ た く 同 一 の 領 域 を 与 え る 。 す な わ ちSと,・・Sol
で あ る 。 この こ と に 留 意 して ⑳ と ⑳ とを 較 べ る と,両 者 が 等 し くな る た め の
必 要 か つ 十 分 な 条 件 は,
幽 ω1=ω2=__・…ωi=.,._
が す べ て の 脅 こつ い て成 り立 つ こ と で あ る こ とが わ か る 。
と こ ろ で 既 に 指 摘 した よ うにwiは モ デ ル ω置に お い てobservationZ・を
与 え た と き の パ ラ メ ー タ ー θiの 事 後 確 率 分 布 で θiがS賜 に 入 る確i率に な
っ て い る 。 した が っ て ⑳ が 成 り立 つ とい う こ と は,す べ て の モ デ ル に つ い
て,こ の 確 率 が 等 しい とい うこ と で あ る が,一一般 に これ を 期 待 す る こ と は で
き な い 。 しか し特 別 な場 合 と してS9,==㊥`とな っ て い る と き,す な わ ち,わ
れ わ れ の ベ イ ジ ア ソ選 択 ル ー ル1の 下 で は,い う まで もな く ω1・ω2・=…-wi
-… ・-1と な っ て い るか ら,recursiveconsistencyが成 り立 つ 。 す な わ ち,
定 理1.㈱ に よ っ て 定i義され る ベ イ ジ ア ソの 逐 次 選 択 がrecursiveconsis-
tencyをもつ た め の 必 要 か つ 十 分 な 条 件 は,す べ て の モ デ ル に つ い て
∫・酪 酬z祠 鳳 が等 しくなっていることである・
系.モ デル ωεに対す る事後確率を π(ω訓z)で 評価 す る ベイ ジア ソ選択 ル
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一 ル1の 下 で の 逐 次 選 択 はrecursiveconsistencyをも つ 。
が 得 ら れ る 。
と こ ろ で こ のrecursiveconsistencyは,Zを 得 た 段 階 で の 事 前 確 率 と し
てmaxp(θilZo,ωt)f(Z,IZ,,θi,ωの か ら 定 め られ るSと 、.を各 モ デ ル に つ
θ五
い て 固 定 して,πsも
i(ωεiZb)一π(ω幻Zb,>Sと♪ を 用 い る こ と に して も 保 た れ
ない。なぜな らば,こ れは,
BQω;-c・ ∫.・
,,P(e・1…)f(z・le・w・)de・一 ∫"α1恥)aeL.
とおけば,こ の場 合の事後確率を表現 す る式 は⑳の ω`を ωiで お きか えた
だけの ものにな り,こ れがすべ てのモデルについて等 しくな るとい う保証は
与え られないか らであ る。す なわ ち,
定理2.SOiを パ ラメーターに 関す る最終段階での 事後確率分布に よって
定 め る逐次選択 ル ールが,recursiveconsistencyをもつ ための必要かつ十分
な条件は,す べ てのモデルのパ ラメーターのその前 の段階 での事後確率分布
(その段階での事前確 率分布)に おいて,パ ラメーター θ,がこの領域 に入 る
確率が,す べ てのモデルについて等 しい とい うことが,逐 次選 択のいか な る
段階 において も成 り立 ってい る ことであ る。
が一般 に成 り立つのである。
それゆ え,パ ラメーター空間に局所領域 を限定 して行 なわれ るベイ ジア ン
の モデル選択ル ールでは,一 般 に,recursiveconsistencyは維持 されず,
したが って厳密には逐次選択 ル ールは採用で きない。 しか し筆者は この こと
か ら実際上,逐 次選択が この ベイ ジア ン ・ル ールの下 で許 され ない とは考 え
ない。
e7)とeと を 比 較 す る と ・ 前 者 で はZ
,]rt((・)・)∫Se,P(e,1w,)f(Z・・Zlle・・tU`)
の
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de・ez占め る πω ・∫
Se,・t'(e,i…)f(Z・・Z,le・・…)a&のshar・ に よ っ
て ω`の事後確率 を 評価 してい るのに 対 して,後 者 では,こ れに ωεな る
weightを付 して評価 してい る点が 異 なるだけであ る。 そ して このWtは,
∫屯 久 θあIZb,ωε)aeiであ り,モ デル(t)iに対す るZbを えた段階での事後
確 率の評価 にあた って,パ ラメーター θiに対 す る事後確率分布 の局所的 な
性 質が,そ の評価 の条件 と して利用 されたために⑳の表現 の 中に入 り込 んで
来 たのであ る。筆者 は これ をモデル 砺 に対す るZ。 に よるprejudiceeffect
と呼 ぶ。 これがprejudiceであ るとい うのは,第0時 点 と第1時 点の間に構
造変 化がない以上,Z・,Z・が逐次的 に与え られ て も,二 つの時点の間で他の
特殊 な情 報が与 え られ ていない限 り,わ れわれの 情 報量 は 不変 のはずで あ
り,わ れわれがそれ ぞれ のモデル に対 して もつ ところの判断は,い ちば ん最
初 の事前分布 π@)とZo,Zl等逐次的に与 え られ るobservationのみに基ず
い て行なわれ て こそ公平なのであ って,こ のためにはrecursiveconsistency
は当然保 たれ てい なければな らず,ω`に よって 加重す る根拠 は利用 され る
情 報の状 況か ら見て まった く見 出 しえないか らである。
しか し,も しZo.Zt,Z2,…等のobservationの無限の系列 が与 え られた と
き,こ れ らを同時に与 え られた もの と して行 な うpreferenceが,asymptotic
に逐次選択が もた らす ところのpreferenceと同一の ものに な るな らば,そ
して さらに こ うしたpreferenceの収束がわ りと早 い もので あるな らぽ,逐
次選択 の各段階 で入 り込んで くるPrejudiceeffectは無視 して よい ことにな
ろ う。 す なわ ち逐次選択はそのrecursiveinconsistencyにもかかわ らず採
用で きるわけ であ る。
残念なが ら筆者は まだ このasymptoticpropertyを確かめ えていないが,
パ ラメーターの事後分布 につい ては,そ れ が次第 に一定 の分布に収束 してい
くことが保証 され るか ら,一般 に またはゆ るい条件 の下 で,こ のasymptotic
propertyが示せ るのでは ないか と予想 してい る。
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§4.2.構 造 変 化 が あ る場 合 の ペ イ ジア ソ ・ル ール
構造変化があ る場合 のモデル選択につい て,一 般性のあ るベ イジア ソ ・ル
ールを見出す ことは容 易でない よ うに思われ る。 しか し,二 つ の時 点の間で
正 しい モデルが別個に あると考 えないで,正 しい モデルはあ くまで も一 つで
あ るが,こ の二つ の時点の間で構造パ ラメー ターが変 化 してい る とい う前提
の下で の選択 ル ールについてはは,上 述 の議論 の延長 として次 のよ うな考 え
方をす ることが許 され るであ ろ う。
まずobservationZはZ-=(y,X)とい う形 を してい る もの と しょう。第
0時点 のobservationをZo-(yo,Xo),第1時点のobservationをZ1-(γ1,
xi)とす る。 この場合われわれは,第0時 点でそれぞれの モデルのパ ラメー
ター θ9を推定す る とともに,第1時 点に おけ るパ ラメーター θ}と の差,
Aθ'一θ}一θ2を 構造変化 と して推定 しなけれぽな らない。
この推 論は,通 常,zoとziか ら作 られ るある適当な統計量SD:t(Zo,Zl)
に よって,ベ イ ジア ソ 。ル ールの下では,
P(Aθ,IED,ωi)。・P(aθ・1t・i)f(EDlaθ1,tUt)
の形 で 行 なわれ るであろ う。 ここでP(dθ』1bli)は構造変 化dθ 』に 対す る
モデル ω』の下で の事前 確率密 度を表わ し,∫ ⑲ 口θ乞,ω`)は吻,④ を所与
とす る とき,」 θ'の 尤 度であ る。 この推論 で 定 まる ∠θ`の 事 後確率分布
ム
P(dθ,!9D,(Vi)の モp-一・ド をdθiと し ょ う 。 す な わ ち,
ハ
P(∠θ・降),tu・)・=maxP(aθ 』llS),ωε)
∠θ∫
で あ る。
次 に,わ れわれ の選択の対象 とな るモデルが §2.で述べ た意味でconsis一
ム み ム
tentであ るとす ると,Xoを 所 与 として,θ1の 下でのyと θ2+Aθεの 下
でのyと を誘 導形 に よって定 め ることがで きる。 これをそれ ぞれyl,y}と
表 わそ う。 ここで θ!は第0時 点でのobservationZ。に よって定 め られた
ム
パ ラ メ ー タ ー の 事 後 確 率 分 布 の モ ー ドで あ る。 そ こで ∠yl-yO-ylよ り,
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yg,..]Yl+dY,
を つ くる と,こ れ は 内 生 変 数yの θ2の 下 で のyの 推 定 ベ ク トル に 対 す る
あ
observationの残 差 の パ タ ソを 保 存 しな が ら,a&な る パ ラ メ ー タ ー ・シ フ
トに 対 応 す る シ フ トをyのobservationに 与 え た こ と に な る。 い ま構 造 変
化 は,構 造 パ ラ メ ー タ ー θiに つ い て の み 起 り,randomdisturbanceの分
散 等,他 の 確 率 分 布 パ ラ メ ー タ ー は 不 変 で あ る と考 え る こ とが 許 さ れ る な ら
ば,こ う して 得 られ たylとXOと の 組 み 合 せ,
Zl,(y?,」¥o)
は,モ デ ル ω』の 下 で,第1時 点 に 関 して 定 常 化 さ れ た 第0時 点 で のobser-
vationとみ な す こ とが で き るで あ ろ う。
そ こで 第1時 点 に お い て,構 造 パ ラ メ ー タ ー θ9,+4θ'の下 で,Z}=(Zi,
Zl)が 与 え られ た もの と し て,各 モ デ ル 毎 に,
π((Oilz},u(θ1十∠θi))
`
を評価 し,わ れわれ の選択ル ールを適用すれ ぽ よい。
この場 合の選択は第1時 点でパ ラメーター空 間上 の1点 をそれぞれ のモデ
ルに おい て限定 して行 な うことにな るが,こ の点を中心に適 当な部分 領域 を
限定す る場合への拡 張 も,ま た各時点でのobservationzt・・(]Y,,)Act)が複
数個与 え られ,observationが行列形式で表現 され る場合へ の拡張 も容易で
あ る。
§5.計 量経済学による実証の限界 と経済分析に
おける主観確率 の意義
計 量 経 済 学 に お け るinferenceが,所与 の モ デ ル に も とず い て行 な わ れ る
以 上,そ れ が 経 済 理 論 に 提 示 す る一 切 のevidenceは,そ の モ デ ル が 確 実 で
あ る とい う前 提 の 下 で 評 価 さ れ る もの だ とい う意 味 で,condi七iona1であ る 。
この よ うなconditionalなevidenceが,経済 理 論 を 検 証 す る と い うの は,
次 の よ うな 論 理 に も とず く。
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す なわ ち,絶 対 的な意味でそれが確実であ るか ど うかは別 と して,そ の経
済理論 のある部分 を真であ ると 仮定 して,こ れを モ デル として 前提す る と
き,い まこの理 論の下 で必然的 に導かれねばな らないあ る命題に対 して,こ
の命題が成 立 してい るな らば,本 来稀に しかそ の実現が期 待で きない よ うな
observationをえた とす ると,こ のobservationはこの命題 に対 して否定的
であ ると考 え られ,こ の命題 が所与 の理論 の下 で必 らず成 立 しなけれぽ な ら
ない ものである以上,こ のobservationalなnegationは理 論 自体に対す る
negationと考え ることがで きるであろ う。
この論理はNeyman-Pearsonの統 計理論 特に仮説検定 論一 をつ ら
ぬ くものであ るが,そ れは まさに論理実証主義 の論理であ り,Haavelmoが
モデルをidealな実 験計画だ と言 ったの も,こ の よ うな論理に立 っての こと
だ ったのであ る。そ して筆者は,こ の論理 自体 は否定 しがたい正当性を もつ
と考 える。
い ま少 し実 際に即 して言 うな らば,モ デルは不確定の パ ラメー ターを含ん
でい るか ら,ま ずそ のパ ラメー タ・一を当のobservationがえ られ る確率をな
るべ く大 き くす るよ うに,例 えばobservationが内生変数 と外生変 数につい
て与 え られ,外 生変 数は確定変 数だ とすれ ぽ,各 構造方程式に対 してなん ら
か の意味で内生変 数 の全体的なfitが もっ ともよ くなる よ うな方式,例 えば
最小二乗法 な り最尤 法な りに よって推定 し,こ の推定 パ ラメーターの下 で,
なおかつそれがえ られ る確率が きわめて小 であ るよ うなobservationが残 っ
てい るとす るな らぽ,あ るいは また こ うして 推定 された パラメーター が 理
論 の 要求す る ところと 明 らかに 矛盾 した ものである とす るな らば,こ れを
そ のモデルが正 しくな く,し たが ってその モデルを導いた理論 も正 しくない
ことを示唆す るevidenceとみ なす ことがで きるであろ う。推定 パ ラメー タ
ーが理論 と矛盾す る場 合を別にす る と,こ れ はobservationに対 して もっと
もfitのよい パ ラメーターの下で,な おかつ 内生変 数のobservationalな
variationが非常 に大 きい とい う形にな って現 われ るであろ うか ら,§3 .で
計 量 経 済 学 に お け るaprioriillformatiollにっ い て(西 川)-53一
示 した モデル選択 の諸 原則をjustifyする ことにな る。
だが ここで注意すべ きは,こ の よ うな論法は確率 モデルにおいては,常 に
nega七ionのみが 積極 的 な 意 味を もつ とい うことであ る。 もし 当のobser-
vationがえ られ る確率が十分に小 さ くない な らぽ,こ の よ うなnegationが
で きない のは もち ろんであ るが,当 のobservationがえ られ る確率が,そ の
モデル と推定 パ ラメーターの下で十分に大 き くと も,な おかつその モデルな
らびにそ のモデルを導 くところの理論の正 当性 を実証 した ことには な らない
のであ る。
さ らに重大な ことは,Qbservationが連続的な変量 である場合を考 えれば
明 らかであ るが,こ の よ うな判定 にあた って当のobservationがえ られ る確
率のみを考え ることは一般 に無意味 で,そ のobservationがそのモ デルの下
では稀に しか実現 され ない と期待 され,か つ理論に照 らして異常 と考 え うる
よ うなある特 殊な領域 に入 るか ど うか とい うことで判定 されなけれ ばな らな
いが,ひ とたび所与 のobservationにもとず いてパ ラメー ターの推定 を行 な
うと,こ の推定 パ ラメーターの下 では,も はやobservationがこの領域 に入
る ことは,こ の手続 き自体のためにほ とん どな くなって しま うので あ る。 し
たが って,そ れに もかかわ らず,こ のobservationによってモデルお よび理
論 のnegationを可能 な らしめ るためには,そ の モデルお よび理 論が正 しい
な らぽ,推 定 パ ラメーターの下での構造方 程式か らもた らされ る内生変数 の
理論値 か らのobservationのdeviationがあ る所与 の 限界を こえ る確 率は
きわ めて稀で あ るとい うことが確実に根拠 づけ られ ていなければな らない。
この ことは いわゆ るrandomdisturbanceのvariationについて,わ れ わ
れが検証 しよ うとす る理論に もとず いて必然的 なある種 の仮定 な り,あ るい
は現実に根 ざ したinformationなりが与 え られ ていなけれぽな らない ことを
意味す る。 しか し,こ の ことを一般に期 待す ることは ほ とん ど不可能で あ る
と筆者は考 えてい る。
推定 パラメー ターが理 論 と矛盾す る場合について も,こ うした事情 は本質
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的には変わ らない。 この場 合,理 論は パ ラメー ターが動 く範 囲について,あ
る限定 を課す ことを必然 な らしめ る論理的根拠 を含む ものでなけれぽな らな
いが,こ うした限定 はあ らか じめ モデルの中に折 り込んで,例 えぽ制約条件
つ き最小二乗法等 に よって,理 論に矛盾 しない推定 パ ラメー ターを求 め るこ
と もで きるか ら,問 題はやは り推定 パ ラメーターの下での構造方程式 に対す
るobservationのfitの問題 に帰着す るので あ る。
randomdisturbanceの中に,本 来stochasticとは考え られないが ,把 握
困難 な諸要因の働 きを 便宜 上含めて 考 えてい るところか ら,こ のvariation
が大 きい とい うことは た しかに,モ デルが現象 を 完全 に 説 明す るものには
な っていない とい うことを意味す るか も知れないが そ して この意味 でな
ら,そ の モデルな り理論 な りが正 しくない とい うこともで き よ うが 例 え
ぽ生産におけ る要素投入 の配分 を企業家が限界原理 に従 って行 なってい ると
い うメカニズ ムを表わす構造方程式の撹乱項,つ ま りなん らかの偶 然的 な事
情 な り,簡 単 にそ の要因が把握 で きないそ の他 の事情に よって実際の配分が
限界 原理に よってstrictlyに決定 され る点か らそれ て決定 され てい ることが
観察 された場合の両者 の間のdeviationが大 きい とい うことは,限 界原理が
こ うしたdeviationをもた らす諸要因 と結合 しなが らも働 いてい るとい うこ
と この ことを当の構 造方程式は表わ してい る 自体 を否定す ることに
は な らない。 もし,わ れわれがrandomdisturbanceに含 めていた諸要因の
中か らある少数の ものを と り出 して,そ れ に よって格段にfitの よいモ デル
な り理 論な りをつ くることがで きれぽ,も ちろんそ うす る ことが望 ま しい。
そ してそれは理論に対す る一つ の発見 とな り,理 論 の充実を もた らす ことに
なるだ ろ う。 しか し,多 くの場合 これ は簡単 にはで きない。 また,仮 りにで
きた と して も,最 初 の構造方程式で十分 に説 明で きなか った部分 を補充 した
に と どまるので あって,最 初 の モデルな り理論 な りが表現 していた経済 メカ
ニズ ムが存在 しない とい うことにな るのではない。
したが って,論 理 的には可能 と思われ る理論 のnegativeな実 証す らも,
計 量 経 済 学 に おけ るaprioriinformation孕こつ い て(西 川)-55一
実際 の計量経済 学の分析手続 きに照 らして考 えてみ る と一般 には 困難 なので
あ る。
それゆ え筆者は,計 量経済学 は経済理論 に対 して,そ の正否 を疑 いの余 地
な く明 らかにす るほ どに 決定的 なevidenceを与 え るもの と してでは な く,
経済理論を さ らに深めてい くための素材をそ のconditionalevidenceの提 供
を通 じて与 え るもの と して評価 すべ きであ ると考 えてい る。
モデル選択におけ るベイ ジア ン ・アプ ローチは,こ の よ うな素材を適 切に
利用 してい く上での一つの手がか りを与 え る もの と言え よ う。われわれ がモ
デルに対 して決定 で きるのは,そ のモデルが絶対的 な意味で正 しいか どうか
ではな く,そ の モデルがevidenceに照 らして他の モデルに対 してpreferable
で あ るか ど うか とい うことで あ り,さ らにわれわれは当のevidence以外 の も
ろ もろのaprioriinformationをもってい るのが通常であ るか ら,こ うした
aprioriinformationにもとず いて形づ くられた それぞれ の理論 な りモデル
な りに対す るわれわれ のdegreeofbeliefがevidencetlこ照 らしていかに修
正 され,わ れわれ の認 識の深 ま りの各段階で,ど の よ うなモデルが もっと も
preferableと考 え られ るか とい うことを決定 しうるに とどまるのであ る。
この ことは また,実 験が許 され ない経済学では 「抽象 」が基本的 な方法 と
な らね ぽな らない とい うMarx[4]の指摘を想起 させ る。す なわ ち,わ れわ
れが選択 の対象 とす るところのモデルな らびにそれを導 く理論は,ま ず なに
よ りも経済学者 のす ぐれた洞察力,つ ま り何 を本 質的 な もの として抽象 し,
何 を捨 象す るか とい う直観的 な決定の能 力に よって もた らされ なけれぽ な ら
ないのは もちろんであ るが,さ らに今 日の発達 した計量経済学 の手法を もっ
て して も,実 証的 見地か らどの理 論が正 し く,ど の理論が誤 ま りであ るかを
疑いの余 地な く決定す ることはで きないのであ って,そ れはやは り究極的 に
は経 済学者 の本質 洞察力 に支え られた確信に よってのみ決定 され る他はない
のであ る。
だが経済学者が,彼 に提 供 され るいか なるobservationによって も彼 の確
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信を修正す ることをか た くなに拒 むな らば,そ の理論は ドグマ と化そ う。 こ
うしたobservationによってaPrioriな彼の確信 を 絶 えず修正 し,よ り確
か な理論 を追求 し続 け てこそ経済理論 の進歩は生み 出され,そ の実証性 も高
め られ るのであ る。 計量経済学が提 出す るevidenceは,それ 自体 こ うした
observa七ionの一つ としての意味 を 経済理 論に 対 して 有 してい るのであ っ
て,経 済学者が よ り実証性 の高い理論 をつ くり出 し,さ らに本質的 な認識に
進 んでい くための素材 なのであ る。
§4.で示 したモ デル選択 のベイ ジア ソ ・ル ールは,計 量経済学 が提 示す る
evidenceによって経済学者 の確信をsystematicに修正す る一つの方式を与
え るものであ る。それは あ くまで可能 な方法 の一つであ るに過 ぎない。 ま し
て この方法のimplicationが十分に展開 し切れ ていない現在では,そ れ は一
つ の提案に とどまってい る。 しか しそれは,計 量経 済学 に よって提供 され る
evidenceにもとずいて 理 論を 深 めてい こ うとす る際に,わ れわれが 直面す
る本質 的な状 況に即 した アプ ローチであ ると筆者は考 え る。
ベイジァ ソ ・アプ ローチについ て しば しぼ指摘 され る難 点は,事 前確 率を
いかに してconsistentに定め うるか とい うことで ある。 しか も §4.におけ
る事前確 率が,文 字通 り研究 者 のdegreeofbelief・す なわ ち主観確率 と し
て考 え られ てい る点について,お よそ科学が もつべ き客観性 を損 ね るのでは
ないか とい う非難が付加 され るか も知れ ない。
筆者 は後者 の批判につい ては,モ デル選択 とい う問題 の性格か ら言 って,
この場合 あては まらない と思 う。実験 を許 されない経済学 にあ っては,理 論
の実証性 と客観性は,逐 次提 出 され るevidenceを理論にfeedbackするプ
ロセスを通 じて徐 々に獲得 され るので あ って,こ の プ ロセスでは,研 究 者の
主観的確 信を客観的evidenceによっていかに修正す るか とい うこと こそ が
問題の核心なのであ って,こ の確信 の 強 さを定量的 に 表現す る主観確 率を
explicitに介在 させ ることこそが,正 しい,そ してむ しろ客観的な アプ ロー
チと言 うべ きなのであ る。
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ただ,こ の主観確率の分布 をそれ ぞれの研究 者が,自 らの確信の強 さに正
確 に照応す るもの と して,か つ またconsistentに提 示で きるとか,明 確に
意識 してい る とい うふ うに考 え ることは非現実 的であろ う。 しか し,合 理的
な思考能力 と自己 を客観的に省察す る能力 とを備 えた科学 者で あるな らば,
彼が可能 だ と考 え るい くつかのalternativeな理 論な らびにそれか ら導かれ'
るモデルにつ いて,彼 のdegreeofbeliefをconsistentに定 め ることがで
きない とは筆者は考 えない。む しろ自己 の理論に客観性 と実証性を付与 した
い と真剣に考 え る研究者 であ るな らば,ま さにそ のための前 提 として,彼 の
degree・fbeliefの分布を 明確化す る労 を 払 うべ きであ る と考 えたい ので あ
る。
計量経済学 に よる分析結果が往 々に して経済学 上のわれわれの常 識 と明 ら
かに相反 す る推定 パ ラメー ターを与 えることが あ る。論理実証主義 の立場か
らは,observationの正 しさが疑 いのない ものだ とすれば,わ れわ れの常識
は,し たが って またその土台 とな ってい る経済理論は廃棄 され ねばな らない
はず である。だが多 くの場合,研 究者は この よ うな革 命的な主張 を積極的に
提示す ることを差控 え る。それはわれわれが もっている統計 デ ータの信頼度
が この よ うな断定 をあえて行 な うほ どに高 い ものでは ない とい う理 由に もと
ず くものであ るが,そ れでいて統 計 データの どの よ うな欠陥が この よ うな誤
まったevidenceをもた らしたか とい うことは,必 らず しも明 らか に され る
とは限 らないので あ る。 それに も かかわ らず,多 くの 研究者 が この よ うな
慎 重な態度 を示 し,ま たそ れがjustifyされ るのは,筆 者の考 え るところで
は,わ れわれに とってそれ が常識 であるほ どにそ の経 済理論 の正 しさに対す
るわれわれのdegreeofbeliefは高 く,observationがこのdegreeofbelief
を低め る として も,な おかつ このobservationにもとず いた事後確率の意味
でのdegreeofbeliefが,その理論 を否定す るあ るalterna七iveな理 論に対
す る事後的 なdegreeofbeliefを上回 っているか らなのであ る。
しか し,それ が常識 だか らと言 って,そ の常識 に とって不利なobservation
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はobservationその ものが誤 まってい るのだ と常 に考 え るとすれぽ,そ れは
お よそ 非科学的な態 度 と 言わねばな るまい。 実際,こ うした 常 識に反す る
observationが数多 く提 出され ると 研究者は 自らの常識 を 疑い始め る。 そ
してそれが 新 しい理論への道を 開い て来た し,こ れか らも 開いてい くだ ろ
う'。この よ うな アプ ローチ は 常 套化 してい る もので あ るが,ど れだけの
evidencρの蓄積 に よって い ままで の 常識化 され ていた 理論を廃棄す る とい
う決断 に導 くか とい うことを,な ん らformalな手続 きを経 ることな く,ま
った く研究 者の恣意 にゆ だね るだけで十分であ ろ うか。
こ うした際に予想 され る不用 な紛糾 を避け るために も,こ の よ うな認識過
程をexplicitにformulateし,モデル選択 の基本的 なruleを合理的に定 め
ることは有益 であろ う。
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