This paper deals with existence and multiplicity of positive solutions to the following class of nonlocal equations with critical nonlinearity:
Introduction
In this article we study existence and multiplicity of positive solutions to the following fractional elliptic (1.1) Definition 1.1. The function u ∈Ḣ s (R N ) is said to be a positive weak solution of (E) if u > 0 in R N and for every φ ∈Ḣ s (R N ) we have,
where (Ḣ s ) ′ ·, · Ḣs denotes the duality bracket between the dual spaceḢ s (R N ) ′ ofḢ s (R N ) anḋ
Under the stated assumptions equation (E) can be considered as a perturbation problem of the homogeneous equation:
In the celebrated paper [5] Chen, Li and Ou proved that (1.2) has a unique positive solution W (up to translations and dilations). Indeed, any positive solution of (1.2) is radially symmetric, with respect to some point x 0 ∈ R N , strictly decreasing in r = |x − x 0 |, of class C ∞ (R N ) and so of the explicit parametric form
for some λ > 0.
The main question in this paper is whether positive solutions can still survive for the perturbed equation (E).
When the domain is a bounded subset of R N , in a pioneering work, Tarantello [19] proved existence of two positive solutions for the following nonhomogeneous problem − ∆u = |u| 4 N −2 u + f in Ω, u = 0 on ∂Ω, (1.4) where 0 ≤ f ∈ H −1 (Ω) satisfies suitable condition. In [6, 13] the authors studied existence of sign changing solutions of (1.4) . In the nonlocal case, when the domain is a bounded subset of R N , existence of positive solution of (E) in Ω with Dirichlet boundary condition has been proved in [16] . Existence of sign changing solutions of (−∆) s u = |u| 4s N −2s u + εf in Ω, u = 0 in R N \ Ω,
where f ≥ 0, f ∈ L ∞ (Ω) has been studied in [1] and existence of two positive solutions have been established in [20] when f is a continuous function with compact support in Ω.
To the best of our knowledge, so far there has been no papers in the literature, where existence and multiplicity of positive solutions of fractional Laplace equations, with the critical exponents in R N , have been established in the non homogeneous case f (x) = 0. The results in this paper are new even in the local case s = 1, but we leave the obvious changes, when s = 1, to the interested reader.
From now on we assume that f satisfies the following condition (F) f ≡ 0 is a nonnegative functional in the dual spaceḢ s (R N ) ′ ofḢ s (R N ).
Let us state the main results. Next, under an additional hypothesis on a, we prove existence of at least two positive solutions.
(A) a ∈ C(R N ) ∩ L ∞ (R N ), a(x) ≥ 1 for all x ∈ R N , and a(x) → 1 as |x| → ∞. then (E) admits at least two positive solutions.
As in the local case, the Sobolev embeddingḢ s (R N ) ֒→ L 2 * s (R N ) is continuous, but not compact. Thus the variational functional associated to (E) fails to satisfy the Palais-Smale condition, briefly called (P S) condition. The lack of compactness becomes clear, when one looks at the special case (1.2). Solutions of (1.2) are invariant under translation and dilation therefore, there is not compactness. Thus the standard variational technique can not be applied directly. Noncompact variational problems have attracted much attention since the late seventies. Among them, the Yamabe [22] and the prescribed scalar curvature problems have played an important role. For those, but also for many related elliptic equations, the loss of compactness is caused by the invariant action of the conformal group, or of one of its subgroups, leading to possible spikes formation. To overcome this difficulty, the a priori knowledge of the energy range where the Palais-Smale condition holds is helpful, and sometimes suffices to construct critical points. Now let us briefly explain the methodology to obtain our results. In Theorem 1.1, we establish existence of positive solution as a perturbation of 0 via Mountain Pass theorem. To prove Theorem 1.2, we first do the Palais-Smale decomposition of the functional associated with (E). Then we decomposeḢ s (R N ) into three components which are homeomorphic to the interior, boundary and the exterior of the unit ball inḢ s (R N ) respectively. Thus, using assumption (A), we prove that the energy functional associated to (E) attains its infimum on one of the components which serves as our first positive solution. The second positive solution is obtained via a careful analysis on the (P S) sequences associated to the energy functional and we construct a min-max critical level γ, where the (P S) condition holds. That leads to the existence of second positive solution.
This paper has been organised in the following way: In Section 2, we prove the Palais-Smale decomposition theorem associated with the functional corresponding to (E). In Section 3, we show existence of two positive solutions of (E) under the assumption (A), namely Theorem 1.2. In Section 4, we prove Theorem 1.1. Appendix A basic properties of the Morrey spaces.
Notation: In this paperḢ s (R N ) ′ (or in short (Ḣ s ) ′ ) denotes the dual space ofḢ s (R N ), C denotes the generic constant which may vary from line to line. Moreover, u + := max{u, 0} and u − := − min{u, 0}. Therefore, according to our notation u = u + − u − . Finally, W denotes the unique positive solution of (1.2) and S the best Sobolev constant.
Palais-Smale characterization
In this section we study the Palais-Smale sequences (in short, (P S) sequences) of the functional associated to (E).
We say that the sequence
It is easy to see that the weak limit of a (P S) sequence solves (E) except the positivity. However the main difficulty is that the (P S) sequence may not converge strongly and hence the weak limit can be zero even if β > 0. The main purpose of this section is to classify (P S) sequences for the functionalĪ a,f . Classification of (P S) sequences has been done for various problems having lack of compactness, to quote a few, we cite [3, 7, 12, 14, 15, 17, 18] . We establish a classification theorem for the (P S) sequences of (2.1) in the spirit of the above results.
Throughout this section we assume 0 < a ∈ L ∞ (R N ), a(x) → 1 as |x| → ∞ and f is a nontrivial element ofḢ s (R N ) ′ .
sequence forĪ a,f . Then there exists a subsequence (still denoted by u k ) for which there exist an integer m ≥ 0, sequences
5)
where in the case m = 0 the above expressions hold without w j , x j k and r j k . In addition, if u k ≥ 0, thenū ≥ 0 and w j ≥ 0 for all 1 ≤ j ≤ m. Therefore, w j = W for all 1 ≤ j ≤ m due to the uniqueness up to the translation and dilation for the positive solutions of (1.2). Before starting the proof of this proposition, we prove an auxiliary lemma Lemma 2.1. Let (φ k ) k weakly converge to φ inḢ s (R N ) and a.e. in R N , then
. We also observe that for every ε > 0, there exists C ε > 0 such that
Moreover, since ψ k ⇀ 0 inḢ s (R N ) implies (ψ k ) k is uniformly bounded in L 2 * s (R N ) and the fact that |φ| 2 * s ∈ L 1 (R N ), using Vitaly's convergence theorem, it is easy to see from (2.6) that
Moreover, using (2.6), we also see that given any ε > 0, there exists R > 0 such that
As a result, a|φ
Proof of Proposition 2.1:
Proof. We divide the proof into few steps.
Step 1: Using standard arguments it follows that (P S) sequences forĪ a,f are bounded inḢ s (R N ).
This immediately implies (u k ) k is bounded inḢ s (R N ). Consequently, up to a subsequence u k ⇀ū inḢ s (R N ). Moreover, as
Step 2: From (2.8) we get by letting k → ∞
Furthermore, using Lemma 2.1 we concludê
Therefore, passing the limit in (2.9), we have
Step 3: In this step we show that (u k −ū) k is a (P S) sequence forĪ a,0 at the level lim k→∞Īa,f (u k ) −Ī a,f (ū) and u k −ū ⇀ 0 inḢ s (R N ).
To see this, first we observe that as k → ∞
and by the Brézis-Lieb lemmâ
Further as u k ⇀ u and f ∈Ḣ s (R N ) ′ , we also have
(2.10)
Using above, it follows that
.
To prove the claim, we note that
and thus also bounded in L 2 * s (R N ). Moreover, as |ū| 2 * s ∈ L 1 (R N ), using Hölder inequality on the RHS of (2.11), given ε > 0 there exists R = R(ε) > 0 such that
Similarly using (2.11) and Vitaly's convergence theorem, we also obtain
Combining this with (2.12), the claim follows and hence Step 3 follows.
Step 4: Rescaling of (v k ) k in the nontrivial case. If u k →ū inḢ s (R N ), then the theorem is proved with m = 0. Therefore, we assume
On the other hand, combining (2.13) with Lemma A.1 for r = 2, we readily see that v k L 2,N −2s (R N ) ≥C, for somẽ C > 0 independent of k. Hence, there exists a positive constant, which we denote by C again such that, for all k
for someC > 0 (independent of k).
Now we define,ṽ
In the view of the scaling invariance of theḢ s (R N ) norm, (ṽ k ) k is a bounded sequence inḢ s (R N ), thus up to a subsequenceṽ k ⇀ṽ inḢ s (R N ). Consequently, v k →ṽ in L 2 loc (R N ). Therefore, using change of variable, we observe from (2.15)
Henceṽ = 0. Clearly, up to a subsequence, either x k → x 0 ∈ R N or |x k | → ∞. Also note that v k ⇀ṽ = 0 and v n ⇀ 0 implies r k → 0.
Step 5: In this step we prove thatṽ solves
4sṽ solves (1.2), without the sign restriction. To this aim, it is enough to show that for arbitrarily chosen ϕ ∈ C ∞ c (R N ) the following holds:
To see this
by the Hölder inequality, the dominated convergence theorem gives that lim k→∞ J k = 0. On the other hand, as ϕ has compact support and v k →ṽ a.e. by Vitaly's convergence theorem, it is not difficult to see that lim k→∞ I k = 0. Thus the claim follows. Hence, Step 5 is proved. Equivalently a(x 0 )
Step 6: In this step we show that
where w is a solution of (1.2), without the sign condition.
To see this, first we observe that if we define,z k := r N −2s 2 k z k (r k x + x k ), then it is easy to check thatz k =ṽ k −ṽ. Therefore, the scaling invariance in the norm ofḢ s (R N ) gives
(2.16)
To prove the claim, we set a k := a(r k x + x k ). An elementary analysis yields for any p > 1,
Using the dominated convergence theorem, we immediately have lim
Therefore, to prove the claim, it is enough to show that
For this, given any ε > 0 there exists R = R(ε) > 0 such that
Vitaly's convergence theorem via the Hölder inequality, it can be also shown thatˆB 
where w is a solution of (1.2) without the sign condition. From the above energy estimate of z k , we also observe that
where W is the unique positive solution of (1.2), which also has the minimum energy among all the solutions of (1.2) with or without the sign condition. Further asĪ 1,0 (W ) = s N S N 2s (see (2.24 ) and the comments below to it) and a > 0, we obtainĪ a,0 (z k ) <Ī a,0 (v k ).
Next, we estimate (Ḣ s ) ′ I ′ a,0 (z k ), ϕ Ḣs for any arbitrarily chosen ϕ ∈ C ∞ c (R N ). Towards this, first we observe that an easy computation yields z k , ϕ Ḣs (
as r k → 0. Using these and the fact thatz k =ṽ k −ṽ, we obtain
where in the last line we have used the fact that ϕ k ⇀ 0 inḢ s (R N ) and a k (x) = a(r k x + x k ). Now, using (2.18) with p = 2 * s − 1 and the following an argument similar to the proof of Claim 1, it can be shown that
and ϕ k → 0 a.e., it is easy to see that lim k→∞´RN a k |ṽ| 2 * s −2ṽ ϕ k dx = 0. On the other hand, using change of variable it follows that
Substituting these into (2.21), we obtain 
where for the last equality we have used Step 3. This completes the proof of Step 6. Now, starting from a (P S) sequence (v k ) k for I a,0 we have extracted another (P S) sequence (z k ) k at a level which is strictly lower than the previous one, with a fixed minimum amount of decrease. Since, sup k v k Ḣs (R N ) ≤ C (finite), hence the process should terminate after finitely many steps and the last (P S) sequence strongly converges to 0. Further, log [15, Theorem 1.2] ). This complete the proof.
We end this section with the definition of some functions which will be used throughout the rest of the paper. We define,
i.e., S is the best Sobolev constant. From [5] , it is known that S is achieved by the unique positive solution (up to translation and dilation) W of (1.2). Further, as already noted in the above proof, W is radially symmetric positive decreasing smooth function satisfying (1.3) and
Proof of Theorem 1.2
In this section we prove Theorem 1.2. To this aim we first establish existence of two positive critical points in the spirit of [3] for the following functional:
where u + := max{u, 0} and u − := − min{u, 0} and f ∈Ḣ s (R N ) ′ is a nonnegative nontrivial functional.
Clearly, if u is a critical points of I a,f , then u solves
Remark 3.1. If u is a weak solution of (3.
2) and f is a nonnegative functional, then taking v = u − as a test function in (3.2), we obtain
This in turn implies u − = 0, i.e., u ≥ 0. Therefore, using maximum principle [8, Theorem 1.2], it follows that, u is a positive solution to (3.2) . Hence u is a solution to (E).
To establish the existence of two critical points for I a,f , we first need to prove some auxiliary results. Towards that, we partitionḢ s (R N ) into three disjoint sets. Let g :Ḣ s (R N ) → R be defined by 
for any t > 0 and u ∈Ḣ s (R N ). Moreover g(0) = 0 and t → g(tu) is a strictly concave function. Thus, for any u ∈Ḣ s (R N ), with u Ḣs (R N ) = 1, there exists unique t = t(u) such that tu ∈ U. On the other hand, g(tu) = (t 2 − t 2 * s ) u 2Ḣ s (R N ) for any u ∈ U . This implies that tu ∈ U 1 for all t ∈ (0, 1) and tu ∈ U 2 for all t > 1.
Lemma 3.1. Assume that C 0 is defined as in Theorem 1.2. Then
where S is defined in (2.24).
Proof. Note that
Therefore, combining this with the definition of S, we have 
5)
Step 1: In this step we prove that there exists α > 0 such that
From the definition ofJ, we have
Therefore, using the definition of U and the value of C 0 , we have for u ∈ U
Now,
Hence, plugging back the above estimate into (3.6) and using Remark 3.2, we complete the proof of Step 1.
Step 2: Let (u n ) n be a minimizing sequence for I a,f on U , i.e., I a,f (u n ) → c 1 and u n 2Ḣ
. Therefore, for large n
This implies that (J(u n )) n is a bounded sequence and ( u n Ḣs (R N ) ) n and ( u n L 2 * s (R N ) ) n are bounded. Claim: c 0 < 0.
Indeed, to prove the claim, it is enough to show that there exists v ∈ U 1 such that I a,f (v) < 0. Note that, thanks to Remark 3.3, we can choose u ∈ U such that (Ḣ s ) ′ f, u Ḣs > 0. Therefore,
for t << 1. Moreover, tu ∈ U 1 by Remark 3.3. Hence the claim follows. Thanks to the above claim, I a,f (u n ) < 0 for large n. Consequently,
This in turn implies (Ḣ s ) ′ f, u n Ḣs > 0 for all large n. Consequently, d dtJ (tu n ) < 0 for t > 0 small enough. Thus, by Step 1, there exists t n ∈ (0, 1) such that d dtJ (t n u n ) = 0. Moreover, it is easy to check that for all u ∈ U , the function d dtJ (tu) is strictly increasing in t ∈ [0, 1) and therefore we can conclude that t n is unique.
Step 3: In this step we show that
. To establish (3.8) , it is enough to show that ξ n > 0 can be chosen independent of n ∈ N. But this is true since, d dtJ (tu n )| t=1 ≥ α and by the boundedness of {u n },
for all n ≥ 1 and t ∈ [0, 1].
Step 4: From the definition of I a,f andJ , it immediately follows that d dt I a,f (tu) ≥ d dtJ (tu) for all u ∈Ḣ s (R N ) and for all t > 0. Hence,
Since (u n ) n ⊂ U is a minimizing sequence for I a,f on U , and t n u n ∈ U 1 , we conclude using (3.8) that
Next, we introduce the equation at infinity associated to (3.2) : 9) and the corresponding functional I 1,0 :Ḣ s (R N ) → R defined by
Arguing as in Remark 3.1, it immediately follows that solutions of (3.9) are the positive solutions of (1.2). Proof. We decompose the proof into few steps.
Step 1: c 0 > −∞.
Note that I a,f (u) ≥J(u), whereJ is defined as in (3.5) . Therefore, in order to prove Step 1, it is enough to show thatJ is bounded from below. From definition of U 1 , it immediately follows that
As RHS is quadratic function in u Ḣs (R N ) ,J is bounded from below. Hence Step 1 follows.
Step 2: In this step we show that there exists a bounded nonnegative (P S) sequence (u n ) n ⊂ U 1 for I a,f at level c 0 .
Let (u n ) n ⊂Ū 1 such that I a,f (u n ) → c 0 . Since Lemma 3.2 implies that c 0 < c 1 , without restriction we can assume (u n ) n ⊂ U 1 . Further, using Ekeland's variational principle from (u n ) n , we can extract a (P S) sequence in U 1 for I a,f at level c 0 . We again call it by (u n ) n . Moreover, as I a,f (u) ≥J(u), from (3.10) it follows that (u n ) n is a bounded sequence. Therefore, up to a subsequence u n ⇀ u 0 inḢ s (R N ) and u n → u 0 a.e. in R N . In particular, (u n ) + → (u 0 ) + and (u n ) − → (u 0 ) − a.e. in R N . Moreover, as f is a nonnegative functional, we have
Therefore, (u n ) − strongly converges to 0 inḢ s (R N ) and so (u n ) − → 0 a.e. in R N and also (u 0 ) − = 0 a.e. in R N . In other words, u 0 ≥ 0 a.e. in R N . Consequently, without loss of generality, we can assume that (u n ) n is a nonnegative sequence. This completes the proof of Step 2.
Step 3: In this step we show that u n → u 0 inḢ s (R N ) and u 0 ∈ U 1 . Applying Proposition 2.1, we get
with I ′ a,f (u 0 ) = 0, W is the unique positive solution of (1.2) and some appropriate sequences (x j n ) n , (r j n ) n , with either x j n → x j or |x j n | → ∞ and r j n → 0. To prove Step 3, we need to show that m = 0. Arguing by contradiction, suppose that j = 0 in (3.11). Then,
From Proposition 2.1, we also have
As a > 0 and in force of (2.25), from the above expression we obtain I a,f (u 0 ) < c 0 . This in turn yields u 0 ∈ U 1 and g(u 0 ) ≤ 0.
(3.13)
Next, we evaluate g u 0 + m j=1 a(x j ) − N −2s 4s W r j n ,x j n . Since u n ∈ U 1 , we have g(u n ) ≥ 0.
Therefore, the uniform continuity of g and (3.11) give
We also note that if u 0 = 0 then using Remark 3.1, we can say that u 0 is nonnegative. Therefore,
Similarly, it can be also shown that Claim:
To prove (i), first we define u n 0 (x) := (r j n ) N −2s 2 u 0 (x j n + r j n x). As r j n → 0 and u 0 ∈Ḣ s (R N ), it is easy to see that u n 0 ⇀ 0 inḢ s (R N ). Thus,
Similarly,
Further, we observe that using the following
from Proposition 2.1, it is easy to see that W n ⇀ 0 inḢ s (R N ). Hence Claim (ii) follows. A combination of the above claim along with (3.12) and (3.13) contradicts (3.14) . Therefore, j = 0 in (3.11). Hence, u n → u 0 inḢ s (R N ). Consequently, g(u n ) → g(u 0 ), which in turn implies u 0 ∈Ū 1 . But, since c 0 < c 1 , we can conclude u 0 ∈ U 1 . Thus Step 3 follows.
Step 4: From the previous steps we conclude that I a,f (u 0 ) = c 0 and I ′ a,f (u 0 ) = 0. Therefore, u 0 is a weak solution to (3.2) . Combining this with Remark 3.1, we conclude the proof of the proposition. Proof. Let u 0 be the critical point obtained in Proposition 3.1 and W be the unique positive solution of (1.2). Set, w t (x) := W x t and letx 0 ∈ R N such that a(x 0 ) = a L ∞ (R N ) .
4s w t ∈ U 2 for t > 0 large enough. Indeed, as a L ∞ (R N ) ≥ 1 and u 0 , w t > 0, using Young inequality with ε > 0, we obtain
Therefore, g(u 0 + a(x 0 ) − N −2s 4s w t ) < 0 for t large enough. Hence the claim follows.
Indeed, since u 0 , w t > 0, taking a(x 0 ) − N −2s 4s w t as the test function for (3.2) yields
Consequently, using the above expression and the fact that a ≥ 1, we obtain
Hence the Claim follows.
A direct computation shows that
From (3.17) and using the relation
, a straight forward computation yields that
Therefore, substituting the value of t max in the definition of I a,f , it is not difficult to check that
Combining this with Claim 2 and (3.17) yields
and I a,f (u 0 + a(x 0 ) − N −2s 4s w t ) < I a,f (u 0 ), for t large enough. As u 0 ∈ U 1 and u 0 + a(x 0 ) − N −2s 4s w t0 ∈ U 2 , for every i ∈ Γ, there exists t i ∈ (0, 1) such that i(t i ) ∈ U . Therefore, max
Thus, γ ≥ c 1 > c 0 = I a,f (u 0 ). Here in the last inequality we have used Lemma 3.2.
. It is easy to see that lim t→0 w t Ḣs (R N ) = 0. Thus, if we defineĩ(t) = u 0 + a(x 0 ) − N −2s 4s w tt0 , then lim t→0 ĩ (t) − u 0 Ḣs (R N ) = 0. Consequently,ĩ ∈ Γ. Therefore, using (3.18), we obtain
Thus the claim follows. Hence
Since
Then an easy analysis shows that ϕ(1) = 0 and there exists α(N, s) > 1 such that ϕ(t) > 0 for all t > α(N, s), ϕ(t) < 0 for t ∈ (1, α(N, s) ). Therefore, if a(x 0 ) = 1 (which is equivalent to a ≡ 1) or a L ∞ (R N ) ≥ α(N, s) then (3.20) holds. Hence, using the hypothesis of Proposition 3.2, we have
for all x ∈ R N . Substituting this into (3.19) , yields
Using Ekeland's variational principle, there exists a (P S) sequence (u n ) n for I a,f at level γ. Doing a standard computation yields (u n ) n is bounded sequence. Further as, γ < I a,f (u 0 )+a(x) − N −2s 2s I 1,0 (W ) (for any x ∈ R N ), from Proposition 2.1 we can conclude that (3.2) . Combining this with Remark 3.1, we conclude the proof of the proposition. Proof. Using the given hypothesis, we can obtain ε > 0 such that f (Ḣ s ) ′ < C 0 S N 4s − ε. Therefore, using Lemma 3.1, we have
Since, by Remark 3.2, we have u Ḣs (R N ) is bounded away from 0 on U , the above expression implies
On the other hand, where the last inequality is due to the strict convexity of I a,f in B(r 1 ). Combining this with Remark 3.1, we conclude the proof of the theorem. for all u ∈Ḣ s (R N ).
Note that using the Hölder inequality, we also have L 2 * s (R N ) ֒→ L r, N −2s For more details about the Morrey spaces, we refer to [14] .
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