In the last decade, the OSPF routing protocol has proven its robustness, but it also has some major drawbacks. 
Introduction
As the ICT world is evolving towards a completely network-driven infrastructure, more and more attention is paid to the underlying network technology and protocols. OSPF, Open Shortest Path First, is one of the most widely used routing protocols. Nevertheless, it has some drawbacks and a lot of research focused on finding alternatives. Genetic algorithms, neural networks, etc. have all been used to adapt the existing protocols or to invent new ones. Very promising are protocols based on mobile agents. This paper focuses on such a protocol: AntNet.
The purpose of a good routing protocol is to minimize a certain metric. OSPF e.g. minimizes a static link cost. As a consequence, OSPF cannot react to dynamic phenomena such as congestion. AntNet on the other hand introduces a dynamic, probabilistic approach. The user latency is constantly measured and AntNet converges to the paths with the lowest latency. AntNet also takes link utilization into account, so suboptimal paths are used as well.
AntNet is based on the principles of Ant Colony Optimization (ACO). ACO studies the behaviour of ants in a colony, and mimics this behaviour in software. It is amazing how ants, with a minimum of intelligence, succeed in accomplishing quite complex tasks. An example of this is food collection. Initially, all the ants take random paths The shorter the path, the faster the ants can travel back and forth between the food source and the nest, and the stronger the pheromone trail gets(B), attracting other ants (positive feedback loop). Finally, we get an 'ant highway' following the shortest path(C). ACO has been applied to many domains, e.g. the Travelling Salesmen Problem [2] , the calculation of equation arrays [3] , the University Course Timetabling Problem [4] , manufacturing control systems [5] , data-mining [6] , etc. A good overview of the ACO meta-heuristic and a number of applications can be found in [7] . The most straightforward application though, is routing. Objects (persons, packets, etc.) need to go from a source to a destination in an efficient way. [8] gives an extensive overview of the application of ACO for routing and load-balancing. In this paper we focus on AntNet [1] , the routing algorithm developed by M. Dorigo and G. Di Caro, based on the ACO principle. They simulated it, and concluded that AntNet scores better than OSPF in both throughput and adaptivity. To prove practical applicability, our goal was to implement AntNet on a physical network. It turned out that, due to some practical problems, we had to make a few adaptations to the original protocol. In the next section, we present the resulting algorithm and the required data structures. Section 3 describes our experiments and compares AntNet to OSPF. Finally, in section 5, we state our conclusions.
Architecture

Data Structures
In the OSPF protocol, every router gathers information about the entire network, and uses the Dijkstra algorithm to calculate the best path to each destination. For every destination, the interface and gateway to this path are saved in the routing table. AntNet abandons this deterministic way of routing and introduces a probabilistic approach. A big advantage is that no router needs an overview of the entire network. AntNet however, requires three data structures in every router instead of two:
• a routing table (similar to OSPF)
• a link state database (similar to OSPF)
• a statistical model For every destination, the data traffic is distributed over the different interfaces. Every entry in an OSPF routing table thus results in N entries in an AntNet routing table, with N the number of interfaces. The interface to the best path still has the highest probability, but the other interfaces do not necessarily have probability 0. The link state database of AntNet is smaller than the database of OSPF, as an AntNet router only needs to keep information about the links between itself and the adjacent routers, and not about all the routers in the network. Finally, the statistical model contains the mean value and the standard deviation of the trip times to every destination. These values will be used as reference values.
The Adapted AntNet Algorithm
There are two types of mobile agents: Forward Ants and Backward Ants. Forward Ants gather information. On a regular time base, every router sends one Forward Ant with a random destination over the network. This Forward Ant is forwarded by some intermediate routers to its final destination, in a way that balances between exploitation of known good paths and the exploration of new, possibly better, paths. This is accomplished by the 'exploration probability' parameter. As Forward Ants pass through the network, they save information about the intermediate routers on an Backward Ants have a higher priority than data packets. The sooner they are processed, the sooner the extra information is taken into account. Forward Ants cannot have a higher priority. They need to suffer the same network delay as the data packets to be able to measure the network congestion.
Adaptation of the Statistical Model
We used the formulae, as proposed by Baran and Sosa in [9] . Only for the calculation of r (see further), we followed the original specification of Dorigo and Di Caro [1] . 
Adaptation of the Routing Table
When a Backward Ant arrives in a router, the probability is increased for the link that leads to the router from where the Backward Ant came. This is done for all destinations d between the current router and the starting point of the Backward Ant:
Proceedings f is the ID of the next hop, and P d f the probabilities that are to be increased. The probabilities of the other links are decreased:
Parameter r indicates how much the probabilities have to be changed. r depends not only on the value of the measured trip time (compared to the reference values in the statistical model), but also on the stability of the current situation. Six parameters are used in the calculation of r, the discussion of which we left out due to space limitations. Table 1 however, gives a resume of all the parameters.
We have implemented this algorithm using Click [10] . One of the biggest problems we noticed during the implementation process, was the synchronization of the internal clocks of the routers. The solution was offered by an abstraction mechanism: the times that are saved onto the internal queue of the Forward Ants, are not computed as the difference between two timestamps. Instead, they are computed as the sum of two terms, one representing the delay due to link load, and one for the router load.
Router load In the Click configuration, the time is measured between the arrival of a packet and the moment it is actually processed. This time gives an idea of the load of the router.
Link load On every interface, the byte rate of the incoming packets is measured. This is compared to the capacity of the link, and a load factor is computed:
byte rate − threshold capacity maximum capacity − threshold capacity )
We define the threshold as being 80% of the capacity. The load factor then varies between 1 and 2.7. If the measured byte rate is lower than the threshold, the load factor is 1. The abstract time is multiplied by this load factor. A path with a heavily loaded link will become less attractive and the load will be balanced over multiple paths.
The introduction of this 'abstract time' has also solved an important performance issue. Ants are sent over the network in a probabilistic manner. As a result, the path of an Ant will often contain circles. This is useless information, and it is better not to take this detour into account. If absolute time stamps are used, the deletion of a circle will require the (quite complex) adaptation of timestamps. Abstract time is calculated as a sum of terms, and therefore it suffices to leave out the terms associated with the circle.
In the basic AntNet protocol, adaptations of the network required the routers to be offline, and configuration
The protocol updates the routing tables and local link state databases of the routers and a first estimation of the trip times to new destinations is provided. This hello protocol is also based on the AntNet principle, i.e. with forward and backward hello ants combined with flooding. The discussion of the concrete protocol is left out due to space limitations.
Experimental Results
Evaluation of AntNet
We evaluated Antnet, using the test network shown in figure 3 . This network consists of 5 Click routers and 2 hosts. The hosts are 2 interfaces of a SmartBits 6000B machine [11] . All links are of equal, unit cost. 
Optimization of the Parameters
The first step was to optimize the parameters. We tuned them sequentially, always letting only 1 parameter vary. In every experiment, the convergence time of the probabilities in 1 routing 
Evaluation and Illustration in Different Situations
We evaluated AntNet in 4 different situations and compared the obtained convergence times ( Table 2) . 21,333 Link failure after convergence. The routers are started simultaneously and after 3 minutes a link failure occurs. The time is measured until an alternative path is found.
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Insertion of a new router. One router is started 3 minutes later. The convergence times in this router are measured.
40,167
Convergence to a new shorter path. Again 1 router is started later. This router creates a new, shorter path. The time is measured until this better path is used.
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The convergence took by far the longest time in the 2nd experiment. The reason for this, is that the network had already completely converged at that time. Ants are mainly sent over the broken link, and only the 'exploring' Ants reach their destination. Moreover, as the paths over those links will be longer than the original (but now broken) path, the probabilities will not increase that much for the first few ants. This explains the long convergence time. The same reason explains the difference between the convergence time of experiments 1 and 3. In experiment 4, the times are a lot better because an Ant that follows the new, shorter path, greatly boosts the probability of that interface. Figure 4 gives an illustration of AntNet. It shows how the probabilities in the routing table of router Router B evolve for destination Router C in the case of a link failure. Initially we see the convergence to the shortest path (via eth5). Every now and then, the probability increases on suboptimal paths (via eth3 and eth4). This is a consequence of the dynamic character of AntNet: paths that are just a little longer than the shortest path are also interesting. After 3 minutes we introduce a link failure on eth5 and the probabilities converge to the alternative path via eth3 and eth4. As we have 2 parallel paths, the probabilities constantly alternate between those paths. By adjusting parameter h, a more even distribution can be achieved, but this slows down the convergence. This parameter can thus be seen as a policy parameter. A network operator can weigh up good load balancing and good adaptivity of the network.
Figure 4. Probabilities with link failure
AntNet inherently uses load balancing as suboptimal paths can also get reasonable probabilities. This property can be amplified or tempered by a good choice of the threshold value in formula (1). A low value of this parameter results in getting a good load balance and protection against bursts, but the user latency and the number of out-of-order packets will increase. A higher value lessens the load balance and decreases the out-of-order rate. So, this threshold value can also be seen as a policy parameter. As stated before, we have used 80% of the link capacity as threshold value in our experiments. Figure 5 illustrates the distribution of a very heavy load (twice the capacity of 1 link) over 2 paths. Traffic is sent from SmartBits 1 to SmartBits 2, and the probabilities in Router C are monitored for destination SmartBits 2. The shortest path is 3 hops (via eth3). The alternative path (via eth2) is 4 hops. The load is nicely distributed over the 2 paths.
Load
The real purpose of a network is the transportation of data traffic and not of control traffic. It is important that the consumption of bandwidth by the routing protocol is almost negligible for the protocol to be economically interesting. Our experiments showed that this is indeed the case, even with a forward ant rate of 3 ants/s per router. Moreover, the consumption of bandwidth is independent of topological changes in the network which is not the case for OSPF.
OSPF vs. AntNet
In a second series of experiments we compared the throughput and adaptivity of AntNet and OSPF. We used the Zebra software [12] for the OSPF tests.
Throughput
AntNet distributes a heavy load over several paths. As a result, higher throughputs are possible than with standard OSPF. To measure the difference, we generated a heavy load (higher than the capacity of 1 link) and measured the number of lost packets. Figure 6 shows the results. AntNet performs a lot better than OSPF. With OSPF the surplus of packets is completely lost whereas AntNet succeeds in forwarding a lot of these packets to their destination. With OSPF it is often the case that some links in a network are heavily loaded, while others are almost not used. AntNet is more network optimal as it uses the capacity of the whole network in a more efficient way. 
Adaptivity
To measure the adaptivity, we tested how long it took before the network converges after a link failure or the addition of a new link. Especially the case of link failure is important. Unfortunately, in that case AntNet does not perform as well as OSPF. In our tests, it took about 45s for OSPF to switch to the alternative path whereas AntNet needed 112s. The reason is that it takes quite some time before enough ants have followed the alternative (long and therefore bad) path. Luckily, it is possible to extend the protocol with mechanisms to detect link failures locally. This technique allows for a very fast detection of link failures and provides a solution to the high convergence times.
When a new link was added (shorter path), AntNet performed well. OSPF needed 21s to use the new link whereas AntNet needed only 17s. However, as no data can be lost by adding a new link, this difference is less crucial.
Future Work
AntNet has 9 parameters. Some can be seen as policy parameters (e.g. the mentioned parameter h or the threshold value of formula1). It would be interesting if the other parameters could be tuned automatically, possibly taking the state of the network (stable, unstable) into account.
Another possible extension is the separation of the data and control routing tables. In the current implementation the probabilities continuously vary. For data packets it's better if the probabilities only change from time to time when something essential changes in the network. A solution is to separate the data and control routing tables with the ants only updating the control routing table. Now and then this control routing table is mapped on the data routing table according to some rules set by the network operator. For example when the system notices that the probabilities constantly alternate between 2 paths (like e.g. in Figure 4 after the link failure), this means 2 parallel paths to the destination exist. To get a maximal throughput, the probabilities of the 2 interfaces on these paths in the data routing table preferably get a value of 50%. A possible rule for this phenomenon would be: 'If a link between 2 mappings reaches a probability of at least 60%, this link belongs to a good route. Spread the total probability over the good routes. ' AntNet can also be applied in other domains. Possibilities are e.g. a BGP like protocol based on AntNet or the application of AntNet in peer-to-peer networks. An example of the latter is MUTE [13] , an anonymous file sharing system. Finally AntNet can also be applied to the type of networks which are becoming more and more available: mobile ad hoc networks. In [14] and [15] the combination of mobile agents and ad hoc networks is already simulated.
Conclusions
Up until now, AntNet was only simulated ( [1] , [9] ). In this paper we described our implementation of AntNet on a physical network by using the modular Click software. After implementation we tested the algorithm thoroughly with the following conclusions as a result:
• When it comes to throughput, AntNet exceeds OSPF by far. The difference is caused by the load balancing inherent to AntNet. The probabilistic way of routing makes it possible to distribute a data stream over several optimal and suboptimal paths. OSPF uses only the shortest path.
• We found no clear winner with respect to adaptivity, in contrast to the statements in [1] and [9] . AntNet reacts faster to the introduction of new links, but in the (more important) case of link failures, OSPF still performs better. The incorporation of a mechanism to detect link failures locally should solve this problem, resulting in a similar adaptivity of AntNet and OSPF.
