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Through the call admission control procedure, a subscriber signals a request for a new connection to the network, and the network makes a decision to accept or block the new connection depending on the requested QoS and the available network resources. Generally, a new connection will be accepted if the network estimates that the available resources will be sufficient to satisfy the requested QoS and throughput. If the new connection is accepted, the network implicitly agrees to a so-called traffic contract with the responsibility of sustaining the QoS for the connection as long as the source traffic is conforming to its declared traffic characteristics [2] .
The traffic contract concept underlying ATM services raises the practical question of how the actual QoS may be observed and verified. The QoS is directly observable to users who can measure the end-to-end performance of their connections by means of information exchanged in the ATM adaptation layer (AAL) or higher protocol layers. For example, users can exchange timing information to measure the end-to-end delay. However, the QoS is not directly observable to network providers for a number of reasons. First, the network provider has visibility only into the cell header but not into the cell payload. However, it is not possible to make use of the ATM cell header because it has been designed to be simple for fast cell relaying. Cell header fields that would be useful for performance monitoring, such as cell sequence numbers and timestamps, have been deliberately omitted to reduce the processing burden for ATM switches. Second, QoS monitoring is a responsibility of network management, and network management systems can poll ATM switches for their performance data, typically using Simple Network Management Protocol (SNMP) [3] . However, network management information is oriented to localized performance statistics for individual switches, and does not include end-to-end QoS statistics. Third, specialized high-speed testing equipment is commonly used to test connections, but broadband testers are typically expensive, complex to use, and intended more for laboratory testing than wide field use.
In the longer term, an operations and maintenance (OAM) method for in-service performance monitoring has been standardized [4] . The method involves the insertion of OAM performance management cells between blocks of user cells. ATM switches must recognize the OAM cells and relay them with the user cells. An ATM switch performing the role of an endpoint in the procedure will terminate and process the OAM cells (involving an error check, timestamping, and counting cells) and report the monitoring results in an OAM cell in the backward direction. Due to the additional processing and cell handling complexity involved in the OAM procedure, most current ATM switches do not support these capabilities yet.
Before OAM performance management capabilities become commonplace in future ATM switches, there is an immediate need for a flexible, easily fieldable tool for in-service monitoring of end-to-end QoS. In-service monitoring means that QoS can be measured without interrupting services. This article describes the INQIRE (In-Service QoS Remote Edge Instrument) project that has developed software for enabling common personal computers (with ATM network interface cards) to function as QoS monitoring stations at the edges of an ATM network. The main objective is to develop a low-cost, off-the-shelf alternative to broadband testing equipment. An INQIRE station, consisting of a PC running the INQIRE application, can probe any selected route with test cells and collect sample measurements of the QoS. The in-service monitoring approach is non-intrusive, and works with any existing network of ATM switches without requiring any special switch functions. The next section describes the monitoring approach used by INQIRE. We then outline the modular architecture of the INQIRE software and the functions of each module. Finally, performance and implementation issues are discussed.
The INQIRE Approach
As mentioned earlier, users at the endpoints of an ATM connection can naturally observe the actual QoS they are receiving by exchanging end-to-end information through the AAL or higher protocol layers. On the other hand, network providers are not able to observe QoS directly due to several constraints. First, most current ATM switches do not have many capabilities beyond cell relaying, such as OAM performance management functions. Hence, QoS monitoring cannot depend on sophisticated processing or cell handling functions within the network. Second, network management systems can monitor network performance by polling data from switches, but this paradigm is oriented toward localized performance data for individual switches, not end-to-end performance data. In addition, current network management systems are typically proprietary systems that do not readily interoperate with each other, which makes end-to-end monitoring even more difficult. Third, monitoring should be in-service and non-intrusive, meaning that user services should not be interrupted and active connections should not be invaded with test traffic.
The stream. The test cells are transmitted at a relatively low rate so that the network performance is not significantly perturbed, but even a relatively low 5 kb/s rate would allow 10 test cells/s. It is not the objective of INQIRE to detect every congestion period, which may be too brief to detect with lowfrequency sampling; the objective is to measure QoS which is defined over the long term. At the opposite end of the route, the second INQIRE station will loop back the test cells to the first station. Naturally, a second station would not be necessary if a cell loopback can be configured in the last ATM switch in the route, but only round-trip delays could be measured in this case. Ideally, at least one station is situated at each access switch so that any route in the network can be probed with two stations at the endpoints. These stations may be controlled from the graphical user interface at each console, or they may be remotely controlled from an INQIRE server. In the case of remote control, the INQIRE server provides a Web interface to receive user input and display data to users. It also sends special control messages to INQIRE stations around the network to initiate monitoring on user-selected connections. During monitoring, the stations send their collected QoS measurement data back to the server for display via the Web interface.
INQIRE is intended to work in combination with a network management system (NMS) to augment the NMS with end-to-end monitoring data that it would not collect otherwise. INQIRE stations and servers can work with an NMS as shown in Fig. 2 . As usual, the NMS polls individual switches for their local data, and in this example it is assumed to maintain a database of management information. The management information is typically related to localized switch performance and integrity, not end-to-end QoS. With Web server capabilities, the NMS can make the management data viewable to Web browser clients through the Internet or an intranet. At the same time, INQIRE stations involved in monitoring sessions will export their QoS measurement data into the NMS database. The NMS makes the QoS data available to Web clients in addition to the regular network management data. In order to minimize complications to existing NMSs, the NMS receives INQIRE data into its database but may not allow users to initiate and control monitoring tests. In that case, the NMS can be a passive recipient of unidirectional information from INQIRE stations.
Users can initiate and control monitoring tests through a Web interface to the INQIRE server. The INQIRE server is able to receive form input data from users to initiate monitoring. During monitoring, the server receives real-time QoS measurement data from stations and exports this data to Web clients. The transfer of information is bidirectional between the INQIRE server and stations. The QoS data may be logged long-term at the INQIRE server or at each station, depending on which location is better considering processing loads and available storage space. The current version of INQIRE chooses to log data at each station in order to relieve the server of the burden of archiving data from potentially many stations.
Software Architecture INQIRE Station Software
The INQIRE software enables a PC to perform these basic functions required for monitoring:
• Generating and receiving test cells • Calculating and analyzing network QoS measurements • Graphically displaying real-time measurement data and accumulated QoS statistics • Displaying alarms for baseline QoS violations and connection faults • Archiving the QoS measurement data The INQIRE application offers a custom graphical user interface, a simple command line interface, or a Web interface. The software architecture has a modular design consisting of three main modules, as shown in Fig. 3 : the connection manager, traffic generator, and traffic analyzer. Communication between the modules is conveyed through internal control messages. Essentially, the connection manager module is responsible for:
• Coordinating the timing with the other modules Initiating and terminating monitoring tests • Transferring QoS data to the NMS database • Handling the main graphical user interface when tests are initiated at the console An example of the user interface for setting up tests is shown in Fig. 4 . A monitoring test can be initiated from this interface after the appropriate configuration parameters have been selected (e.g., route, starting time, duration of test, test cell generation rate). When a test is initiated, the connection manager will verify that sufficient hard disk space is available on the INQIRE station to archive the entire set of data expected from the test. If the disk space is available, the test will proceed automatically; otherwise, the user is provided with an opportunity to delete old files to free up disk space before the test proceeds.
Additionally, the connection manager handles parameter values for a "baseline QoS" which is the QoS level expected under normal conditions. The baseline QoS parameter values (e.g., cell transit delay, cell loss ratio) can be specified by the user or set to predefined defaults for a service class. During a monitoring test, the baseline QoS parameters will be used by the traffic analyzer module to detect cases of QoS violations.
During tests, the connection manager in an INQIRE station will periodically transfer the QoS measurement data from the station to an NMS database every 15 min. Finally, the traffic analyzer module has three main functions: calculating QoS statistics from collected sample measurements, creating database files, and providing a graphical user interface for controls and statistics/alarms display. This module calculates the transit delays of all incoming test cells, detects lost test cells, and calculates statistics such as maximum and average cell delay, cell delay variation, and cell loss ratio. It compares the QoS sample measurements with the baseline QoS and displays alarms for QoS violations and faults (detected by continual loss of cells).
All test results and statistics are archived in database files in an INQIRE station. A database entry records all information pertinent to every test cell such as the test cell number, transmission time, cell transit time, return time, and other information. If needed, these ASCII database files allow for later off-line statistical analysis.
The traffic analyzer module provides a GUI for the user to exercise certain controls during a monitoring test. The controls allow the user to pause, resume, and terminate a test at any time. Furthermore, the QoS measurement data is displayed during the progress of a test. Displayed information includes a real-time plot of cell delay measurements and upto-date QoS statistics, and a cumulative histogram analysis of cell transit delay.
The INQIRE Server
As mentioned earlier, INQIRE stations can be remotely controlled by a server. The server provides a Web interface for user input and display, and sends special control messages to INQIRE stations around the network to initiate monitoring on user-selected connections. During monitoring, the stations send their collected QoS measurement data back to the server for display via the Internet or intranet. An INQIRE server can be run on a standalone server or an INQIRE station; in the latter case, the same PC is both an INQIRE station and server.
The server software consists of two modules: a controller module and a common gateway interface (CGI) module. The controller module handles the remote control of dispersed INQIRE stations, coordinates the initialization and completion of monitoring tests, and displays the realtime QoS measurement data and QoS violation alarms reported from the stations. The server communicates with stations using UDP/IP. A proprietary session protocol is implemented above the UDP protocol to ensure that every received UDP packet comes from an authorized station involved in an active monitoring test. The CGI module allows authorized users to interact with the INQIRE server through Web browsers. The CGI module is the interface between the Web server and the INQIRE application. It takes user data from Web forms as inputs to the INQIRE application (e.g., to start a new monitoring test) and translates the QoS data collected from the stations into browser-viewable form.
Performance and Implementation Issues
The Operating System Currently, the prototype INQIRE software is implemented in C++ incorporating Microsoft Foundation Classes (MFC). Figure 5 shows the relationship between the INQIRE application and the operating system and network. Because Windows NT™ is a multitasking environment and not a real-time operating system, any time-critical measurements are restricted by the nature of the environment. We have found that other tasks such as user applications, screen savers, disk caching or even mouse movements are allocated CPU time. This multitasking environment causes contention with the INQIRE application for CPU cycles, which becomes problematic because INQIRE timestamps outgoing cells immediately prior to their transmission and incoming cells after they are received. The resource sharing of the operating system may result in inaccuracies when timestamps are calculated and inserted into each cell payload. Occasionally, an incoming cell will find that its time- stamp is not calculated immediately, or an outgoing cell may be timestamped and then find its transmission delayed due to CPU cycles spent on another task. Another factor contributing to timing inaccuracy is the extra API layers introduced by WinSock2 and its service provider driver. Fortunately, the timing issues can be effectively resolved by a couple of measures. First, we can assign "above normal" priority to INQIRE's threads and additionally restrict the number of extraneous tasks running during a monitoring test. Second, we can move the timestamping function to the lowest-level adapter driver (bypassing the operating system). Thus, timestamping is performed immediately before an outgoing cell is handed to the adapter firmware for transmission or immediately after an incoming cell is released by the firmware. The current version of INQIRE is being reworked with both of these measures to improve timestamping accuracy.
Some measurements are listed in Table 2 to compare the accuracy of measurements made by the current INQIRE version and an H-P broadband tester. Both were used to measure the cell delays in a constant bit rate ATM connection with controlled end-to-end delay. The Hewlett-Packard (H-P) tester was chosen for comparisons due to its exemplary accuracy. From the benchmark measurements, it may be seen that INQIRE measurements were within an accuracy of 50-90 µs or 5 percent. This accuracy might be further improved if benchmark measurements can be made before any monitoring, and the average skew subtracted from the INQIRE measurements for calibration (e.g., if a premeasured skew of 70 µs was subtracted a priori from the INQIRE measurements in Table 2 , the accuracy might have been improved to ±20 µs).
Clock Synchronization
INQIRE stations make use of timestamps carried within the test cells to make cell delay measurements. When a single station uses a cell loopback at the far end to measure round-trip cell delays, there is no need for clock synchronization. However, one-way cell transfer delays are more interesting and may not be estimated accurately from round-trip cell delays (e.g., half of the round-trip delay because traffic in the two directions may be asymmetric). In order to measure one-way cell delays, two INQIRE stations are used; the second station at the far end of a connection adds another timestamp to the test cells prior to returning them in the backward direction. The one-way cell delay measurements will have meaning only if the real-time clocks of the INQIRE stations are synchronized to the same time of day.
Various methods are available for clock synchronization. For example, Global Positioning System (GPS) receivers can synchronize ground systems to a constellation of orbiting satellites to within 10 ns or better [5] . Another possibility is the network time protocol (NTP) to synchronize INQIRE stations to Internet time servers [6] . The accuracy depends on the stratum level of the time servers and the method of connection to them. A third possibility is to synchronize INQIRE stations to a common INQIRE server through circuit-switched connections. Each INQIRE station could set up a circuitswitched link to the INQIRE server, and send a message to the server. The server timestamps the message and returns it to the station. The station can deduce the propagation delay as half the round-trip delay, and add the propagation delay to the timestamp to determine its proper clock time. This is a simple method to implement using the telephone network.
Statistical Sampling
As mentioned earlier, off-the-shelf PCs are incapable of highspeed test cell insertion/extraction directly in a user cell stream. Therefore, the INQIRE approach relies on relatively low-rate random sampling of the QoS. Each test cell carries a timestamp to make a measurement of the cell transit delay. Then an empirical cell delay probability distribution function may be estimated from the collected cell delay samples. Each test cell also carries a sequence number to detect cell loss. The cell loss ratio can be estimated from the ratio of lost test cells. As with any statistical technique, the accuracy of the data results is an important question.
For cell delay measurements, we may be interested in confidence bounds for the estimated probability that cell delays will not exceed a given maximum delay D. Traditional estimation theory can be applied in a straightforward manner if the time between test cells is relatively long and each test cell is assumed to take an independent random sample from a stationary cell delay probability distribution. If p is the actual probability that cell delays will not exceed D, then the usual estimator p is the fraction of cell delay samples found to be less than or equal to D. If the assumptions are valid, it is known that p will be an unbiased and consistent estimator. When the number of samples N is large, p asymptotically converges to a normal probability distribution with mean p and variance p(1 -p)/N. Confidence intervals for a normally distributed estimator can be calculated easily; for example, the 95-percent confidence interval is This gives an indication of the accuracy of the estimator p for a given sample size N. Or turning this around, one can ask for the required number of samples to achieve an error accuracy of |p -p| ≤ e with probability 0.95. Noting that p(1 -p) can be 0.25 at the most, we find that conservatively N ≥ 0.25e -2 samples would be needed for given e.
The test cell rate will depend on the monitoring interval and desired error accuracy. The worst case is obviously a short monitoring test with stringent error accuracy, because it will be difficult to collect enough samples within a short time interval. As an example, if a monitoring test is constrained to be 10 min with a desired error accuracy of e ≤ 10 -2 , we would
s Table 2 . INQIRE measurements of cell delay in a CBR connection benchmarked against H-P broadband tester measurements. For cell loss ratio, the application of estimation theory is also straightforward under the assumptions that test cells experience the same cell loss conditions as user cells, and each test cell is lost independently and randomly. If q is the actual cell loss probability, and q is the estimator based on the proportion of test cells that are lost, then q is unbiased, consistent, and asymptotically normal with mean q and variance q(1 -q)/N. The 95-percent confidence interval is or alternately, we would need conservatively N ≥ 0.25e -2 samples to achieve an accuracy of |q -q| ≤ e. In practice, q and e could be very small (on the order of 10 -4 or less), implying that virtually no cells should be lost. In that case, it may be impractical to try to estimate the cell loss probability with any accuracy within a reasonable length of time. Instead, the loss of a test cell can simply be used as an indication of possible trouble in the network.
Conclusions
INQIRE is a flexible software-based alternative to specialized broadband testing equipment for measuring and evaluating QoS in high-speed ATM networks. The INQIRE approach avoids the need for high-speed cell insertion/extraction capabilities by taking advantage of statistical sampling and the statistical multiplexing inherent in ATM switches. As software running on common PC platforms, there are certain performance issues related to the operating system, but it is believed that these issues can be minimized by restricting extraneous tasks and possibly bypassing the operating system with customized driver software.
It should be recognized that the statistical nature of the approach raises a more serious difficulty. As a statistical technique, the accuracy of the collected QoS data depends inherently on the number of measurement samples or length of monitoring. While a small sample of measurements may provide a quick and rough indication of the network QoS, more confidence can be invested in the data with more samples or longer monitoring intervals. This may be an unavoidable limitation of the approach, balanced on the other hand by the cost and convenience advantages of using common PC platforms. 
