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Abstract
We incorporate socio-cognitively inspired metaheuristics, which we have used successfully in the
ACO algorithms in our past research, into the classical particle swarm optimization algorithms.
The swarm is divided into species and the particles get inspired not only by the global and local
optima, but share their knowledge of the optima with neighboring agents belonging to other
species. Our experimental research gathered for common benchmark functions tackled in 100
dimensions show that the metaheuristics are eﬀective and perform better than the classic PSO.
We experimented with various proportions of diﬀerent species in the swarm population to ﬁnd
the best mix of population.
Keywords: Metaheuristic computing, Swarm Intelligence, Nature-inspired computing
1 Introduction
Many algorithmic techniques in computer science are inspired by natural and biological pro-
cesses. For example, decomposition of the population in evolutionary and similar computing
techniques popularized such solutions as island model of evolution [2] that eﬀectively enhanced
the diversity of the computing metaheuristics. In the same vein, hybrid algorithms incorpo-
rating memetic, immunological, and hierarchical processes have been implemented [9]. In our
research project, we are following the same approach by bringing diﬀerent inspirations together
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to yield interesting algorithms that are always needed (as stated by the famous No Free Lunch
Theorem [11]).
In our earlier research, we experimented with socio-cognitive Ant Colony Optimization
(ACO) metaheuristics [6, 8] by introducing into classic ACO a number of sub-species along
with positing inter-relations among them, and by leveraging stigmergic relations among these
artiﬁcial ants. These relations incorporated the ants’ abilities to change perspective, to get
inspired by the solutions found by other species, and so on. [6]. This approach produced
eﬃcient results in discrete optimization (solving diﬀerent instances of TSP).
Our goal here is to extend the proposed socio-cognitive inspirations by applying it (to the
possible extent) to Particle Swarm Optimization (PSO). Our motivation for attempting this
extension is as follows. In the case of ACO, our goal was to build a common knowledge base
about the solutions found by diﬀerent species and share them. This was relatively easy to
implement because the “derivation” of this knowledge was present in the pheromone table. In
the case of PSO, this knowledge about global and local current optima is also quite natural,
present and easy accessible in the system. Therefore, we plan to introduce various species that
will take diﬀerent inspirations from the current optima of the other species, and to test the
resulting algorithms on the common benchmark functions.
In the next section, we provide the brief background, followed by a description of the socio-
cognitive inspirations that are the basis of our approach. Then we introduce the classic PSO,
and describe the socio-cognitive modiﬁcation of this algorithm. Finally, we present the results
of our experiments to evaluate the resulting algorithms, and then the conclusions.
2 PSO and its multi-species alternatives
Particle swarm optimization [5] is an iterative algorithm commonly used for mathematical
optimization of certain problems. PSO belongs to a set of algorthims called metaheuristics -
these algorithms do not guarantee ﬁnding the most optimum solution, but can yield a solution
close to it. This fact makes PSO suitable for solving problems where either there is no known
algorithm or execution of an exact algorithm consumes too much time or resources. Moreover,
PSO does not require that the function being optimized be diﬀerentiable, regular or constant
over time.
Particle swarm optimization was originally proposed for simulating social behavior, and
was used for simulating the group movement of ﬁsh schools, bird ﬂocks, and so on. But the
algorithm was also found to be useful for performing mathematical optimization after some
simpliﬁcation.
In the past, there have been other attempts to decompose the PSO into sub-populations
and sub-species, and here we would like to mention a few such notable approaches.
In [10], the authors demonstrated a cooperative PSO: they employed many swarms and
made them optimize diﬀerent parts of the solution vector in cooperation.
In another study[7], the authors modiﬁed PSO by introducing diﬀerent swarms sharing
information about their best solutions in order to escape the local extrema. Improved results
were obtained in continuous optimization using this approach.
In [4], the author extended the original PSO by dividing the particle swarm spatially into
multiple clusters called species in a multi-dimensional search space. Each species explored a
diﬀerent area of the search space to ﬁnd the global or local optima along that dimension.
In [12], the number of particles in the sub-swarms were dynamically adjusted, yielding a
competitive performance with respect to the examined benchmarks.
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All these examples of multi-species PSO make a good starting point for further hybridization
of this potent metaheuristic. The approach presented in this paper provides one such extension.
3 From perspective taking to enhancing PSO
Perspective taking is a core socio-cognitive ability which allows smooth social interactions be-
tween humans. There is substantial variability in human’s perspective-taking performance.
Part of the diversity can be explained by the relative weight that an individual gives to his/her
own perspective relative to the perspective of other surrounding people [1]. Thus, some individ-
uals give more weight to their own perspective (egocentric individuals) while other individuals
give more weight to other people’s perspective (altercentric individuals).
In [6], we have explored the usefulness of human perspective-taking characteristics on the
search capabilities of ACO, enhancing it by introducing diﬀerent sub-populations, e.g. Ego-
centric individuals (focused on their own knowledge) or Altercentric individuals (perceiving the
actions of other ants and using them as inspirations). Such complex populations achieved inter-
esting results in discrete optimization (namely solving TSP problem) increasing the eﬃciency
in many of the studied instances.
PSO, as another swarm intelligence algorithm, seems a natural candidate for introducing
socio-cognitive mechanism. In the case of ACO, the perspective was taken based on the diﬀer-
ent pheromone trails left by particular ant species, pushing the ants towards the sub-optimal
solutions found by the pheromone-depositing ant species from the population. However, in the
case of PSO, the mechanism of perspective taking may be implemented more easily. The act
of following diﬀerent current optima — best for the particular individual, best in the neighbor-
hood, best globally — will be elaborated in the rest of this paper, resulting in a metaheuristic
system that is conceptually similar to the socio-cognitive ACO.
4 Classic PSO
In the basic particle swarm optimization [5] implementation, the potential solutions are located
in a subspace of n-dimensional Euclidean space Rn limited in each dimension (usually a n-
dimensional hypercube). The search space is a domain of the optimized quality function f :
Rn → R.
A particle is a candidate solution described by three n-dimensional vectors: position X =
xi, i ∈ [1...n]; velocity V = vi, i ∈ [1...n]; best known position Ap = xi, i ∈ [1...n]. A swarm is a
set ofm particles. The swarm is associated with a n-dimensional vector As = xi, i ∈ [1...n] which
is swarms best known position (the solution with the currently highest quality). Neighborhood
is a subset of swarm. It is associated with a n-dimensional vector An = xi, i ∈ [1..n].
The execution of the algorithm begins by initializing the start values. Each particle P
belonging to the swarm S and in the neighborhood N is initialized with the following values:
1. position X of the particle P is initialized with a random vector belonging to the search
space D,
2. best known position is initialized with current particles position: Ap := X
3. velocity V of the particle P is initialized with a random vector belonging to the search
space D
4. swarm’s best position is updated by the following rule: iff(Ap) < f(As)thenAs := Ap
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5. the neighborhood’s best position is updated by following rule: iff(Ap) < f(An)thenAn :=
Ap
Once all the particles are initialized and uniformly distributed in the search space, the main
part of the algorithm starts executing. During each iteration of the algorithm, the following
steps are executed. These steps of the algorithm are executed until a termination criterion are
for each particle P in swarm S do
update particles position:
X := X + V
update particles velocity:
V := a(As −X) + b(An −X) + c(Ap −X) + ωV ; a, b, c ∈ [0, 1]
where ω is the inertia factor
update global best positions:
iff(Ap) < f(As)thenAs := Ap
iff(Ap) < f(An)thenAn := Ap
end for
met. The most common termination criteria for the particle swarm optimization are:
1. number of executed iterations reaches a speciﬁed value,
2. swarm’s best position exceeds a speciﬁed value,
3. the algorithm ﬁnd global optimum,
4. swarm’s best positions in two subsequent iterations are the same.
5 Socio-cognitively inspired PSO
The classic implementation of the PSO presented above makes the algorithm very likely to
become stuck in a local optima. Once each particle reaches its optimum state, the swarm
stabilizes and it is impossible for it to leave this state. In such a situation, the best position
of each particle, its neighborhood and the whole swarm will be located on the same point,
and the calculated velocity will always be 0. This situation is caused by the low number of
parameters aﬀecting a particle’s behavior. Each particle is inﬂuenced by three factors — it’s
own, the swarm’s and the neighborhood’s best positions — which aﬀect the particle equally.
This situation can be rectiﬁed by dividing the particles into diﬀerent classes called the species.
Each species has its own algorithm for calculating the velocity. The diﬀerences between
the algorithms for diﬀerent species lies in diﬀerent weight settings for each particle species. As
described above, a particles velocity is determined by the following equation:
V := a(As −X) + b(An −X) + c(Ap −X) + ωV ; a, b, c ∈ {0, 1}
Changing values of the parameters a, b, and c modiﬁes the impact of the three factors, while
at the same time making the individuals perceive the results achieved by the other PSO sub-
species. A further step is to incorporate the perspective-taking inspiration: namely the act of
receiving inspiration from the results achieved by the other sub-species.
The species described in this paper were created by choosing diﬀerent conﬁgurations of the
parameters a, b, c (see Table 1):
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Table 1: Conﬁgurations of the socio-cognitively inspired sub-species for diﬀerent decision factors
No. Species Swarm [a] Neighbor [b] Particle [c]
1 Normal 1 1 1
2 Global and local 1 0 1
3 Global and neighborhood 1 1 1
4 Local and neighborhood 0 1 1
5 Global only 1 0 0
6 Local only 0 0 1
7 Neighborhood only 0 1 0
8 Random random random random
• Normal : classic PSO where the particle’s decisions are aﬀected by the particle’s optimal
solution, the neighborhood’s optimal solution and the global optimal solution, but each
of these is given the same weight.
• Global and local This species is inﬂuenced only by its own best and global best positions.
• Global and neighborhood This species calculates its velocity by combining the inﬂuences
of the swarm and the neighborhood best positions.
• Local and neighborhood This species ignores the global best solution and takes into account
only the local bests - the neighborhood’s and its own best positions.
• Global only, Local only, Neighborhood only These three species of particles are inﬂuenced
only by a single factor: by it’s own, the neighborhood’s, or the swarms best position,
respectively.
• Random The last species of particles introduces randomness into the algorithm. It takes
into consideration all three parameters, but in each iteration the relative weights of the
parameters are randomly reassigned. (The sum of the weights is always equal to 3.) The
weight calculation is described by the following pseudocode:
a = random(0, 3)
b = random(0, 3− a)
c = 3− a− b
While conducting experiments with diﬀerent PSO conﬁgurations, we consider populations con-
taining ‘pure’ species (only one kind of species) as well as those containing various proportions
of diﬀerent species. This allows us to study the optimization potential of the proposed meta-
heuristics.
6 Experimental results
The experimental results presented here were obtained using one node of Zeus supercomputer
(Intel Xeon HP BL2x220c, 23 TB RAM, 169 TFlops total computing power). During the exper-
iments, the well-known benchmarks, namely Rastrigin, Griewank, Rosenbrock and Ackley [3]
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functions in 100 dimensions were executed. The search space was a 100-dimensional hypercube
limited in each dimension to range [-100,100]. The experiments were repeated 30 times. Each
experiment for Rastrigin and Rosenbrock benchmark consisted of conducting 3 · 106 iterations
of the algorithm. Experiments for Griewank and Ackley consisted of 3 · 106 or of iterations.
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(d) Local and neighbourhood species
Figure 1: Quality with diﬀerent fractions of socio-cognitive subpopulations optimizing Rastrigin
function (ﬁrst 4 species)
All the experiments were conducted for 25-particle swarms consisting of diﬀerent species.
The particles were grouped in one-dimensional neighborhoods of size 5, so that every swarm was
split into 5 neighborhoods each containing 5 consecutive particles. In each graph, presented
in Fig. 1 and Fig. 2, the proportion of the examined species in the tested population is
shown at the bottom, with all the other particles being divided equally among the remaining
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(d) Random species (remaining 4 species)
Figure 2: Quality with diﬀerent fractions of socio-cognitive subpopulations optimizing Rastrigin
function
species. Each species was examined by running simulations for 5 diﬀerent swarms. Each swarm
contained 0, 4, 11, 18 or 25 particles of the examined species and an equal share of the remaining
species. For example, if normal species is being examined, 100% means that the population
contains only classic PSO particles, while 44% means that the population consists of 11 classic
PSO particles, and the remaining 14 were divided equally among the 7 remaining species (so
two particles for each species.)
We searched for eﬃcient conﬁgurations of the whole system, checking them against the
executed benchmarks, being aware that, as suggested by the well-known No Free Lunch Theorem
[11], no one single conﬁguration can prevail for all possible optimization problems.
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Examining the graphs that display the best qualities observed for diﬀerent conﬁgurations of
species (Fig. 1 and Fig. 2) for optimizing Rastrigin function, we can see that in almost all the
experiments, the examined proportions of the species 44%, 16% and 72% yielded a performance
close to the optimum. The best achieved results for Rastrigin function were around 4700. Of
course, it was still far from the global optimum; however it reached much closer to the global
optimum than the classic PSO which got stuck at 35129.23.
This experiment allowed us to select a number of promising conﬁgurations by combining the
best swarms for which the results are shown in Figs. 1 and 2. The selected conﬁgurations are
described in Tab. 2. Once the conﬁgurations were selected, the experiments were run again for
each of the mentioned benchmarks. The new experiments were conducted for the same initial
conditions: 25 particles per swarm, one-dimensional neighborhood of size 5, 100 dimensions
and 3 · 106 iterations. The quality of the examined conﬁgurations is compared with the classic
PSO in Fig. 3.
The result of this experiment show that the proposed metaheuristic still needs the tuning
of parameters. However we can already see that Rastrigin and Ackley benchmarks made the
system stuck in local extrema (after about 500000 iterations), while in the case of Rosenbrock
and Griewank the system was still exploring, and might even go past the local optimum if the
experiments were prolonged.
7 Conclusions
We presented a new vision of the PSO consisting of diﬀerent, cooperating species. The species
constituting the swarm leverage socio-cognitive ideas by getting inspired by the results presented
by other species present at the same time in the population. Our results show that the proposed
metaheuristics perform better than the classic PSO. We have examined a number of diﬀerent
swarm conﬁgurations, and have gathered data for further development of the algorithm to
enhance their performance.
Our experiments are of course burdened with the curse of dimensionality, which makes
searching for the optimum quite diﬃcult. We would like to point out that Sugimoto et al.
[7] achieved tangibly better results by getting to 258 for 100-dimensional Rastrigin function.
We feel that our results show the eﬃcacy of the proposed metaheuristics, and improving their
overall eﬃciency will require a modiﬁcation of the initial algorithm.
The research in enhancing the PSO algorithm with introducing socio-cognitive inspirations
is continued. We plan to investigate the inﬂuence of parameters like inertia factor or velocity
limit on particular species. A new version of algorithm in which diﬀerent particles can have
diﬀerent values of mentioned parameters will be tested with selected benchmarks. The next
phase of studies will be to prepare swarms consisted of particles dynamically changing their
species. In such case the change will depend on the eﬀectiveness of a given particle.
Acknowledgments
This research received partial support from Polish-Belgian Joint Research Project (2015–2017),
under agreement between the PAN and FNRS: “Modelling the emergence of social inequality in
multi-agent systems”. This research received partial support from AGH University of Science
and Technology, Faculty of Computer Science, Electronics and Telecommunications Dean’s
Grant for Young Scientists. This research was supported in part by PL-Grid Infrastructure.
Socio-cognitively Inspired. . . I. Bugajski et al.
811
Table 2: Number of particles of given species in selected conﬁgurations
Swarm
name
Normal Glob.
and
local
Global
and
neigh.
Local
and
neigh.
Global
only
Local
only
Neigh-
bour
only
Random
weights
Classic 25 0 0 0 0 0 0 0
Swarm 1 5 10 5 0 0 0 0 5
Swarm 2 5 10 5 5 0 0 0 0
Swarm 3 0 0 0 0 7 7 7 4
Swarm 4 6 0 0 0 5 5 5 4
Swarm 5 3 6 4 2 2 2 2 4
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Figure 3: Quality of selected conﬁgurations for each mentioned benchmark
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