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Prediction and control of boundary layer transition from laminar to turbulent is important
to many flow regimes and vehicle designs, including vehicles operating at hypersonic conditions
where nonequilibrium effects may be encountered. Wall cooling is known to affect the insta-
bility characteristics of the boundary layer and subsequently the transition location. Design
considerations, including material failure and fuel chemistry, require the use of actively cooled
walls in hypersonic vehicles, further motivating the study of wall temperature effects on top
of the considerations of reducing heat flux, drag, and uncertainty. In this work, we analyze
the stability of a boundary layer with chemical and thermal nonequilibrium on a Mach 20, 6◦
wedge. We investigate the effects of wall temperature on multiple unstable modes individually
and on the integrated growth of disturbances along the surface. We use the LAngley Stability
and TRansition Analysis Code (LASTRAC) to evaluate boundary layer stability, using capabil-
ities implemented by the authors. Included are results that address chemical nonequilibrium
with both thermal equilibrium and nonequilibrium.
I. Nomenclature
ρ = density [kg m−3]
p = pressure [Pa]
T = temperature [K]
Tw = wall temperature [K]
Twa = wall adiabatic or recovery temperature [K]
Cs = mass fraction for species s
k = thermal conductivity [J m−1s−1K−1]
µ = viscosity [N s m−2]
ν = kinematic viscosity [m2 s−1]
λ = 2nd viscous coefficient [N s m−2]
t = time [s]
f = frequency [Hz]
` = boundary layer length scale [m]
x, y, z = body-fitted coordinates
h1, h3 = curvature terms
~V = velocity vector [m/s]
τs = vibrational-translational relaxation time [s]
ω˙s = species production rate [kg m−3 s−1]
γ = ratio of specific heats
Re = Reynolds number
Reu = unit Reynolds number [m−1]
Le = Lewis number
Pr = Prandtl number
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Ec = Eckert number
M = Mach number
F = nondimensionalized frequency
φ = disturbance vector
αi = imaginary component of complex wave number α
()s = species quantity
()e = edge of boundary layer
()d = dimensional quantity
(¯) = mean value
()′ = disturbance value
()el = electronic value
()V = vibrational-electronic value
()tr = translational-rotational value
CNE = Chemical Nonequilibrium with thermal equilibrium
TNE = Thermochemical Nonequilibrium
CE = Chemical Equilibrium
II. Introduction
Boundary layer transition is crucial to vehicle design and performance optimization in many flow regimes. Muchremains to be understood about this phenomenon in the high temperature, nonequilibrium flow regime above
approximately Mach 5 referred to as hypersonic flow. Potential applications of improved hypersonic boundary layer
transition prediction include shuttle and capsule reentry vehicles, hypersonic transport, and defense applications. In this
work, we focus specifically on the effects of wall temperature on the stability of a hypersonic boundary layer over a 6◦
wedge at Mach 20. Wall cooling has been shown experimentally and computationally to affect transition locations at
high Mach numbers [1–5], and wall cooling is also used in hypersonic vehicles for prevention of material failure due to
the high temperatures encountered. Wall cooling is often achieved through circulating fuel close to the surface of the
vehicle, which in the case of some hydrocarbon fuels can also have beneficial effects for combustion [6]. In addition,
many transition experiments are conducted under cold wall conditions, where further understanding of how transition
depends on wall temperature is needed. A high degree of uncertainty is often encountered in predicting fluid flow in this
regime, further motivating improved transition prediction methods.
Kimmel [7] provides a thorough review of hypersonic transition control techniques, including the observation that
one of the difficulties of hypersonic transition control is that the techniques applied at lower speeds cannot be extrapolated
to the high heating environment and the physical phenomena occurring within these boundary layers. At the same
time, the potential benefits of a greater understanding of hypersonic boundary layer transition are significant. Analysis
of the National AeroSpace Plane (NASP) aerodynamics [8] estimated that the possible payload of an air-breathing
single-stage-to-orbit vehicle would double if it was fully laminar as compared to fully turbulent. Wall cooling is effective
in stabilizing the first Mack mode but destabilizing to the 2nd mode [7, 9]. Several experimental studies examining
the effect of wall cooling in hypersonic flow have been conducted, including Richards et al. [1] and Reda [2], that
observe the phenomena of transition reversal, where a trend of transition location moving upstream with decreased wall
temperature reverses to delay transition as wall temperature is cooled further, with re-reversal also observed in some
cases. Transition reversal has been suggested to be due to disturbances at frequencies associated with the 1st Mack
mode being significant in wind tunnel environments by Reshotko [3] and Stetson [4].
Although Mach number and Reynolds number based on momentum thickness are commonly used for developing
correlations to predict transition points, these correlations require a significant amount of data in order to be reliable,
and there is a large degree of uncertainty in applying such a correlation to situations outside the specific flow conditions
or geometry used to gather the data. Linear Stability Theory (LST), linear Parabolized Stability Equations (PSE), and
Nonlinear PSE (NPSE) methods provide a physics-based analysis of boundary layer stability. These eN methods used
for transition prediction are semiempirical due to requiring knowledge of the critical N-Factor for transition onset,
and in the case of NPSE the initial disturbance amplitude is also required. Saric et al. [10] reviewed the instability
mechanisms that lead to laminar-turbulent transition, which for high-speed flows can be categorized as streamwise
(Mack 1st and 2nd modes), crossflow, centrifugal (Görtler), and attachment-line. Predicting the exact point of transition
is a difficult task that requires not only detailed analysis of boundary layer stability, but also detailed knowledge of the
disturbances that will be encountered. Under most situations, the exact point of transition cannot be predicted due to a
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lack of knowledge about the freestream disturbances. The accepted practice is to reduce the N-Factor of a vehicle design
in order to delay transition and improve the performance through a reduction of the percentage of the surface impacted
by turbulent flow, despite not knowing the exact transition location or critical N-Factor prior to flight testing.
Chemical and thermal nonequilibrium are relevant to hypersonic conditions where the temperature within the
boundary layer and behind strong shocks can rise above the point where molecular dissociation and chemical reactions
will occur. At high enough temperatures, ionization reactions are possible, and in the case of ablative Thermal Protection
Systems (TPS), the ablating material may react with the surrounding atmosphere, with the reaction mechanism depending
on the chemical composition of the material. In order to accurately model the aerodynamics and boundary layer
stability of this system, the chemistry effects must be taken into account. The presence of transitional flow, and the
difficulty of accurately predicting the point of transition, is a major source of uncertainty, particularly for predicting
heating [11] for hypersonic vehicles. A number of analytical studies focusing on hypersonic boundary layer transition
neglecting chemistry effects are available in the literature [12–16], as well as experimental studies that use sufficiently
low temperatures to avoid significant chemical reactions [17]. Relatively fewer experimental results that include
chemistry effects are available [18–21], however, this is currently an active area of research and more results may be
available in the future. Boundary layer stability with chemical equilibrium, chemical nonequilibrium or finite-rate
chemistry, and thermochemical nonequilibrium have been compared computationally as well [22–25].
A relatively simple chemical model is used in this work, employing Arrhenius coefficients for reaction rates and
curve fits for transport properties. The code used in this work has been developed with the intention of being compatible
with any user-provided chemical model. While further investigation on the effects of the chemical model are outside the
scope of this work, it has been shown that nonequilibrium chemistry is sensitive to the models used, and that boundary
layer stability specifically is sensitive to vibrational energy relaxation as shown by Bertolotti [26] and touched on briefly
in Figure 5 of Kline et al. [25]. A comparison of growth rates under different transport property curve fits is included;
otherwise the sensitivity of the boundary layer stability to further details of the chemical model is left for future work.
In this work, we focus on a simple case where multiple instability modes are present, and examine the effect of wall
temperature on these modes under chemical and thermal nonequilibrium at hypersonic speeds. On a two-dimensional
flat plate inclined at a small angle of attack at Mach 20, the 2nd Mack mode is dominant, supersonic modes appear
downstream of the 2nd Mack mode under some conditions, and a 3rd Mack mode can also be observed numerically. A
detailed investigation of supersonic modes, on a cone geometry, is included in concurrent work by Chau et al. [27].
In this work, we focus on a simple case where multiple instability modes are present, and examine the effect of wall
temperature on these modes under chemical and thermal nonequilibrium at hypersonic speeds. On a two-dimensional
flat plate inclined at a small angle of attack at Mach 20, the 2nd Mack mode is dominant, supersonic modes appear
downstream of the 2nd Mack mode under some conditions, and a 3rd Mack mode can also be observed numerically. We
investigate the effect of wall temperature on the different unstable modes individually and the effect of wall temperature
on the integrated effect of the growth of a disturbance as it encounters these instabilities sequentially along the surface,
by using the LAngley Stability and TRansition Analysis Code (LASTRAC). LASTRAC provides Parabolized Stability
Equations (PSE) as well as Linear Stability Theory (LST) to predict the stability of a boundary layer and transition with
the semiempirical eN method.
III. Methodology
LASTRAC has recently beenmodified to allow chemical equilibrium (CE), one-temperature chemical nonequilibrium
(CNE) in thermal equilibrium, and thermochemical nonequilibrium (TNE). These capabilities are required for hypersonic
boundary layer transition prediction since at the high temperatures experienced by hypersonic vehicles air can no longer
be assumed a perfect gas, and the chemical and thermochemical nonequilibrium effects should be taken into account.
Verification results and a more thorough description of the stability equations for CNE and TNE models are included in
previous work by Kline et al. [25, 28]. These methods are currently limited to linear PSE and two-dimensional flows.
LASTRAC includes capabilities to analyze boundary layer stability with LST and PSE. These methods assume a
disturbance vector solution to be a discrete sum of a Fourier series. The LST method assumes that the boundary layer is
quasiparallel, with negligible growth of the thickness of the boundary layer, and uses a mode shape for the Fourier series
that has a shape function and wave number independent of the streamwise direction. For the PSE, the assumed mode
shape uses a shape function that varies slowly in the streamwise direction. The PSE method numerically solves an
approximate form of the governing partial differential equations for the slowly-varying shape function with an actively
updated wave number along the streamwise direction, while the LST method assumes meanflow derivatives in the x
direction are negligible and solves for the shape functions and wave numbers locally. The nonlinear PSE is similar to the
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PSE, but retains nonlinear terms from the Navier-Stokes equations, and requires a known disturbance with finite initial
amplitude. Both LST and linear PSE are independent of the input disturbance amplitude but only valid for sufficiently
small disturbances. Further details on the capabilities previously available in LASTRAC are available in the LASTRAC
manual [29]. The methodology will be summarized here, leaving out a number of details included in cited works for
brevity. Linear PSE is used to generate the results shown in this work.
A. Boundary Layer Stability Analysis
Stability equations are derived starting from the nondimensionalized Navier-Stokes equations. Nondimensional
numbers that appear in the equations are: the Reynolds number, Lewis number, Prandtl number, Eckert number, and
Mach number:
Re = ue`νe , Le =
ρeDeCp,e
ke
, Pr = µeCp,eke ,
Ec = u
2
e
Cp,eTe
, Me =
|~Ve |√
γeReTe
(1)
where all normalizing values are taken at the edge of the boundary layer. Flow quantities listed in this work without
subscript should be assumed to be nondimensionalized unless otherwise stated,
T = Td/Te, ρ = ρd/ρe, ~V = ~Vd/ue
p = pd/(ρeu2e ), ` =
√
νe xd/ue, µ = µd/µe
x = xd/` k = kd/ke, Cp = Cp,d/Cp,e ,
(2)
where the subscript e indicates the dimensional value at the edge of the boundary layer along the normal to the surface,
and the subscript d indicates the local dimensional quantity. The quantity ` is the dimensional boundary layer length
scale, and xd is the dimensional coordinate in the streamwise direction. We take the solution to be composed of the
mean flow and a fluctuation,
u = u¯ + u′, v = v¯ + v′, w = w¯ + w′
p = p¯ + p′, ρ = ρ¯ + ρ′, T = T¯ + T ′
µ = µ¯ + µ′, λ = λ¯ + λ ′, k = k¯ + k ′,
(3)
which is substituted into the nondimensionalized Navier Stokes equations. A body-fitted coordinate system will be used
where x, y, and z are defined as streamwise, wall-normal, and spanwise, respectively. Element lengths are h1dx, dy,
and h3dz, accounting for streamwise and transverse curvature in the x and z directions. The mean flow equations are
subtracted from the result, giving the governing equations in terms of the the disturbance vector φ = {p′, u′, v′,w′,T ′}T .
φ also includes species mass fractions C ′s for CNE or TNE models, and also includes the vibrational-electronic
temperature T ′V for the TNE model. The disturbance equations in vector form are:
Γ
∂φ
∂t
+
A
h1
∂φ
∂x
+ B
∂φ
∂y
+
C
h3
∂φ
∂z
+ Dφ =
1
Re0
*,Vxxh21 ∂
2φ
∂x2
+
Vxy
h1
∂2φ
∂x∂y
+ Vyy
∂2φ
∂y2
+
Vxz
h3
∂2φ
∂x∂z
+
Vyz
h3
∂2φ
∂y∂z
+
Vzz
h23
∂2φ
∂z2
+- ,
(4)
where Γ, A, B, C, D, Vxx , Vxy , Vxz , Vyz , and Vzz are the Jacobians for this system, representing the dependence of the
mass, momentum, and energy on the disturbances φ. In the case of CNE or TNE models, these Jacobians also include
species conservation, and for TNE, the vibrational-electronic energy conservation. Re is the Reynolds number, and
Re0 =
ue`0
νe
, where `0 is the reference length scale, ue is the boundary layer edge velocity, and νe is the kinematic
viscosity at the boundary layer edge.
Since the Jacobians at this point depend on perturbed quantities, there are 2nd-order and higher perturbations
included in Equation 4. The linearized form is found by separating each Jacobian into two parts that respectively contain
only mean flow quantities or only perturbation quantities, e.g., A = A¯+ A′. Because φ is a vector of perturbed quantities,
the linearized form of these equations retains only the mean flow portion of the Jacobians,
Γ¯
∂φ
∂t
+
A¯
h1
∂φ
∂x
+ B¯
∂φ
∂y
+
C¯
h3
∂φ
∂z
+ D¯φ =
1
Re0
*, V¯xxh21 ∂
2φ
∂x2
+
V¯xy
h1
∂2φ
∂x∂y
+ V¯yy
∂2φ
∂y2
+
V¯xz
h3
∂2φ
∂x∂z
+
V¯yz
h3
∂2φ
∂y∂z
+
V¯zz
h23
∂2φ
∂z2
+- .
(5)
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The disturbance field φ is assumed to be periodic in one dimension of space and in time, and so the disturbance
vector can be expressed as a Fourier series,
φ(x, y, z, t) =
M∑
m=−M
N∑
n=−N
χmn (x, y)ei (nβz−mωt ) , (6)
where M and N represent the numerical resolution in time and space, respectively.
Substituting a single disturbance mode defined by the wave number ω = 2pi`ue f and spanwise wave number β =
2pi
λz
into the disturbance governing equations results in the Linearized Navier-Stokes (LNS) equation. Simplifications lead to
approximate solutions that are obtained at a lower computational cost for engineering applications. The Parabolized
Stability Equations (PSE) decompose the mode shape into two parts: a complex wave number α that varies only in x
and a shape function that varies in x and y,
χ = χˆ(x, y)ei
∫ x
x0
α(ξ)dξ
. (7)
When the products of disturbances, or 2nd-order perturbations, and the second derivative with respect to x of the shape
function χˆ are neglected, these equations become the linear PSE, which is what is used in this work. The value of alpha
is iterated on during the solution procedure in order to ensure a slowly-varying χˆ. Another possible simplification is the
quasiparallel assumption that neglects velocity normal to the wall and all mean flow variation in the x direction, where
χ is a function of y only, leading to the Linear Stability Theory (LST) solutions. The derivation is repeated in a similar
form for CE, CNE, and TNE gases. The resulting equations are in the form shown in Equation 5, with the contents and
dimensions of φ, χ, and the Jacobian matrices modified to reflect the additional equations, disturbance quantities, and
thermodynamic relationships, as noted previously.
Under thermal equilibrium, it is assumed that the vibrational, electron, translational, and rotational energies had
equilibrated and a single temperature is sufficient. In other words, we assume that the relaxation time between these
energy modes is sufficiently shorter than the time scale of the flow phenomena. This is not necessarily true for
hypersonic problems. For this reason, thermal nonequilibrium should be considered, where multiple temperatures
are required to describe the thermodynamic state of the gas. In this work, we will use a two-temperature model for
thermochemical equilibrium, where the vibrational-electronic energies are associated with TV = Tvib = Tel , and the
translational-rotational energy is associated with T = Ttrans = Trot . As compared to thermal equilibrium with chemical
nonequilibrium (the finite-rate chemistry model), an additional equation and variable are added to the system, with the
associated disturbance T ′V . In addition, the chemistry model takes into account different rate controlling temperatures
based on T and TV depending on what type of reaction is occurring.
The included results are presented in terms of a nondimensional frequency F, Reynolds number based on boundary
layer length scale Re` , the complex part of the wavenumber αi , and the N-Factor based on disturbance kinetic energy,
F =
2piρe
µeu2e
f
Re` = ρeue`/µe
αi = = (α(x))
E =
∫ y∞
0
ρ(|u′ |2 + |v′ |2 + |w′ |2)dy
σ(x) = −αi (x) + 12E
dE
dx
N (x) =
∫ x
x0
σ(ξ)dξ = log
(
A
A0
)
.
(8)
Re` is equivalent to
√
Rex , using the definition of ` from Equation Set 2, and is often referred to in literature as simply
R. The N-Factor N refers to the logarithm of the amplitude change of a disturbance with initial amplitude A0, calculated
using the integrated growth rate, σ, based on disturbance kinetic energy E, which is evaluated up to the edge of the
domain. The integral defining N is evaluated with the neutral point where the imaginary part of α first becomes negative
as the lower bound. The critical N-Factor (Ncr it ) is the value of the N-Factor where transition would be expected to
occur based on experimental correlations. When αi is negative, the associated eigenmode is unstable.
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B. Mach 20, 6◦Wedge and Mean Flow Results
The case used for this work is a 18.288m (60 ft), 6◦ sharp wedge, based on a verification case used in literature [24, 25].
The flow conditions are freestream unit Reynolds number 2.95 × 106 per meter (9 × 105 per foot) and freestream
Mach number 20. For the finite-rate chemistry cases, this is approximated by a flat plate using Blottner’s chemical
nonequilibrium boundary layer code [30]. Small modifications to this code were required to output in the LASTRAC
input format, and for compatibility with modern Fortran compilers. Edge conditions are set by the post-shock flow
conditions based on Rankine-Hugoniot equations with γ = 1.4. This results in boundary layer edge conditions of Mach
12.48, temperature 594.3 K, velocity 6068 m/s, pressure 4656 Pa, and a unit Reynolds number Reu of 5.55 × 106 per
meter (1.71 × 106 per foot). The wall temperature is varied in this work, set as either adiabatic, or as fractions of the
averaged adiabatic wall temperature. Temperature profiles at a selection of locations along the 60 foot length of the
wedge for the adiabatic wall case are shown in Figure 1. When averaged, the adiabatic wall temperature is 10.66 of
the boundary layer edge temperature. This averaged quantity, Twa = 6336 K is used as the baseline adiabatic wall
temperature Twa for the isothermal cases.
T / Te
y 
/ l
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0.05
0.1
0.15
0.2
x = 10 ft
x = 20 ft
x = 30 ft
x = 40 ft
x = 50 ft
x = 60 ft
Fig. 1 Temperature profiles relative to edge temperature for an adiabatic 6◦ wedge atMach 20, under finite-rate
chemistry assumptions. Y coordinate is scaled by the boundary layer length scale defined in Equation 2.
For the thermochemical nonequilibrium cases, a small blunt nose, radius 1mm, is added to avoid numerical
difficulties. The addition of a 1mm radius blunt nose on an 18 m wedge is considered a negligibly small change
compared to the sharp wedge, and is not expected to interfere with observations of the trend in stability relative to
wall temperature. Mean flow solutions with thermochemical nonequilibrium were generated using VULCAN [31, 32]
with the same species compositions and Arrhenius coefficients as used in the boundary layer stability computations.
CFD meshes were generated using Pointwise®, and the mesh refinement capabilities of VULCAN were used for shock
capturing. The mesh size used was 257 normal by 1153 streamwise points with 130 points concentrated on the nose
region. The averaged wall temperature from the adiabatic wall CFD results was ≈ 5980 K, which is used as the baseline
Twa for the isothermal cases. TNE results use Park reaction rates [33] for both mean flow and stability equations while
the CNE results use Dunn & Kang [34] as presented by Gupta et al. [35] for both mean flow and stability equations.
A number of the quantities needed for boundary layer stability are dependent on the gas composition, including
species production rates ω˙s , transport properties viscosity and thermal conductivity, and thermodynamic quantities
of specific heats and enthalpy. The one-temperature CNE model and two-temperature TNE model used to calculate
these quantities are the same as those described in previous work [25], where the CNE model was described as
finite-rate chemistry (FR). The models used in the mean flow are as described in the respective documentation for codes
used [30, 31]; there are some differences in the transport property models used, and the sensitivity of this case to the
effect of transport property models will be addressed in Section D.
6
IV. Results
The included results demonstrate the effect of wall cooling on a 6◦ wedge in Mach 20 flow under CNE and TNE
assumptions. First, the effect on the frequency of peak growth rate is shown, followed by the effect on growth rate at a
single frequency over the length of the wedge, and then the integrated effect on the N-Factors. The N-Factor envelopes
are shown, including investigation into a secondary peak in the N-Factor curves caused by the 3rd Mack mode. The
effect of thermal nonequilibrium is shown, first with an estimate of this effect through applying TNE stability equations
to an CNE mean flow, followed by comparisons between the CNE results and the TNE results. A brief section on the
sensitivity of the results to transport property models is also included. For all results, 5-species air is used. N-factors
and growth rates as a function of distance along the wedge, x, are calculated using the PSE method with LASTRAC.
The boundary conditions used in the stability equations use an isothermal wall and a nonreflecting boundary layer edge
condition.
A. Unstable Frequencies & Modes
Figure 2 illustrates the linear growth rate σ at a single streamwise location for a selection of wall temperatures,
listed as a fraction of the adiabatic wall temperature Twa . The 2nd and 3rd Mack mode growth rates are destabilized by
a lowered wall temperature, consistent with expectation in literature. The frequency of peak growth is greater for lower
wall temperatures at both Mack modes. As temperature decreases, the boundary layer thickness decreases as well, which
results in an increased frequency. In between the two peaks, the growth rate remains positive for the adiabatic wall case,
and is lower or more stable at lower wall temperatures. These growth rates are computed locally with the LST method.
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Tw = 0.5 Twa; CNE
Tw = Twa; CNE
Fig. 2 Dimensional frequency versus local growth rate at a selection of wall temperatures, at x≈4.66 m
(Re` ≈ 5114).
B. Effect of Wall Temperature on Growth Rates & Phase Speeds
The effect of wall temperature on the nonparallel growth rates at a single frequency can be seen in Figure 3. This
frequency was chosen for this plot because it shows the higher Mack modes that occur later on the wedge, illustrating the
effect of wall temperature on multiple modes simultaneously. An additional line for the lowest temperature at a slightly
higher frequency is included in order to compare a case where the 2nd mode peak occurs at approximately the same
x location. For each of the Mack modes, increasing wall temperature results in a more stable, more slowly growing,
instability. The location of the peak growth also shifts. In between the 2nd and 3rd Mack mode peaks, there is a region
of slow growth, where the trend reverses and the growth rate is higher at higher wall temperatures. This region appears
to be a result of overlapping 2nd and 3rd modes. For the 3rd Mack mode, the growth rate magnitude is less sensitive to
wall temperature, while the location of the peak is more delayed, as compared to the 2nd mode growth rate peak.
Downstream of the 2nd mode peak, oscillations in growth rate occur that are associated with supersonic modes.
Like the Mack modes, these are generally destabilized by cooling of the wall. For some conditions, these also occur
downstream of the third mode. The sharp peaks in growth rate are sensitive to the step size in the x- direction, and
sufficiently small streamwise step size is required to resolve these sharp peaks. A step size of 0.01 m was used in this
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work. Figure 4 illustrates the phase speeds for these same cases, showing that the phase speed dips below 1 − 1Me for all
but the adiabatic wall, and confirming the presence of supersonic modes. The phase speed increases for the 2nd mode
as Tw decreases, except between Tw = Twa and 0.9Twa , but is less sensitive to wall temperature at the 3rd mode.
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slow growth between Mack modes
less stable at higher Tw
3rd mode less stable
and delayed at lower Tw
Fig. 3 Nonparallel growth rates at f = 100 kHz at a selection of wall temperature conditions, under chemical
nonequilibrium. 120 kHz line for 0.1Twa included for illustration.
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Fig. 4 Phase speed at f = 100 kHz at a selection of wall temperature conditions, under chemical nonequilibrium.
C. Effect of Wall Temperature on N-Factor Curves
Figure 5 illustrates the N-Factors at a selection of frequencies for the wedge at a single wall temperatures. For
the higher frequencies shown in this figure, there are multiple peaks in the N-Factor value, caused by the multiple
instabilities observed in the growth rate plots. Since a nonzero growth rate occurs in between the Mack mode peaks,
the disturbance grows slowly rather than decaying, followed by a peak in the N-Factor caused by the 3rd Mack mode.
Although generally the 2nd mode is considered the most dominant, and the mode that defines the N-Factor envelope, in
some cases, the 3rd mode peak in the N-Factor at the higher frequency disturbances exceeds the 2nd mode peak from
lower frequencies. This means that the value of the critical N-Factor would determine whether the transition behavior
would be controlled by the 2nd mode alone or by the integrated effect of the 2nd , 3rd , and supersonic modes. This trend
can most clearly be seen in the 0.5Twa case in Figure 5b, and for the 0.1Twa case in Figure 5a where the 3rd mode
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peaks are nearly coincident with the 2nd mode peaks.
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Fig. 5 N-Factors at a selection of frequencies for each case.
Figure 6 illustrates the N-Factor envelopes defined by connecting the maximum values of the N-Factor curves. At
lower critical N-Factors, wall temperature is generally destabilizing, and would move the transition location upstream.
Past this point, at critical N-Factors that would only be encountered under smooth, free flight, conditions, the effect of
the 3rd mode peaks and supersonic modes makes the situation less clear, and the N-Factor envelopes overlap. This
circumstance deserves further study, particularly to investigate whether this behavior could have occurred in experiments
where an opposite trend with respect to wall temperature was observed.
The expected result of transition acceleration by wall cooling was observed in these results, however, the effects of
instabilities downstream of the 2nd Mack mode produce interesting behavior where, due to slow growth in between the
Mack modes, the 3rd mode can also affect transition even though it has a lower growth rate and occurs downstream of
the 2nd mode.
D. Effect of Transport Properties Model
The mean flow codes used in this work use different models from each other for transport properties. VULCAN
provides the McBride [36] model with Wilkes mixing, while Blottner’s code [30] uses a different polynomial model for
species viscosities also with Wilkes mixing. The Chapman-Enskog equations, based on collision integrals, were used in
the stability equations, and offer a model of viscosity and thermal conductivity more closely linked to physical theory.
However, the differences between the models used may affect the solution and introduce difficulties in comparing
between results produced by other stability codes. In this section, we examine the sensitivity of the solution with respect
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to these models, by evaluating the stability solution using the Blottner model with Wilkes mixing in LASTRAC.
Figure 7 compares the nonparallel growth rates extracted from PSE as computed with two different transport property
models, using the same mean flow solution generated from the boundary layer code. As shown by the nearly-identical
growth rates, the sensitivity of the solution to the transport property model is very small. From this plot, we can conclude
that the difference in transport models between the mean flow solutions and the stability solution is not significant in
this work.
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Fig. 7 Nonparallel growth rates calculated with two transport property models, with chemical nonequilibrium
and wall temperature 0.5Twa .
E. Effect of Thermal Nonequilibrium
TNE boundary layer stability using TNE mean flow solutions generated by VULCAN, as described in Section B,
will now be shown, compared against the analysis done with CNE assumptions. The streamwise step size used for the
PSE solutions in this section was 0.005 m. Figure 8 repeats the analysis illustrated in Figure 2 at the same x location for
the TNE case with a slightly blunted nose as described in Section B. The growth rates are lower as compared to the CNE
case. The trend of increasing peak frequency and growth rate with decreasing wall temperature is similar to that seen
with the CNE case. The 3rd Mack mode is significantly more stable, with the least-stable wall temperature producing a
stable peak growth rate at this location and all other TNE cases failing to capture the 3rd Mack mode. Growth rates are
10
stabilized by the inclusion of thermal nonequilibrium throughout, with the stabilizing effect apparently increasing with
increased frequency.
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Fig. 8 Dimensional frequency versus local growth rate at a selection of wall temperatures, at x≈4.66 m.
Figure 9 compares the eigenfunctions of translational and vibrational temperature at a frequency close to the peak
growth rate of the 2nd mode at the same x location shown in Figure 8 for both CNE and TNE. These eigenfunctions can
be interpreted as the perturbation profiles of these variables. The translational temperature shows the expected 2nd
mode shape, shifted further from the wall for the TNE case, while the vibrational temperature is more asymmetrical,
with the peak nearer the wall having a lower magnitude.
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Fig. 9 Eigenfunctions of translational and vibrational temperature at 70 kHz for a wall temperature of 0.5Twa
with TNE.
A comparison of nonparallel growth rates against thermal nonequilibrium results is shown in Figure 10. Similar to
Figure 8, the growth rates are more stable, and the 3rd Mack mode has been suppressed. The trend with respect to
wall temperature for the 2nd mode is consistent with that seen for CNE, although with a smaller change in growth rate
magnitude. As with the CNE results, the supersonic modes occur after the 2nd Mack mode. A result from the CNE case
included in Figure 10 at the same frequency shows that in addition to a lower magnitude, the peak growth location has
shifted downstream under thermal nonequilibrium, and the supersonic modes are now stable. The phase speed plot in
Figure 11 also shows consistent trends with respect to wall temperature as compared to the CNE case, and the phase
11
speed has been shifted significantly downwards as compared to the CNE results at the same dimensional frequency.
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In order to separate the nonparallel effects, and determine why the 3rd mode was not captured by PSE, Figure 12
superimposes the PSE result against the LST result for a single frequency from the 0.5Twa TNE case. The growth rates
in Figure 12a shows that while the 3rd mode can still be found in this case by LST, it is more stable than the supersonic
mode over most of the domain. Since the phase speed shown in Figure 12b for the supersonic mode is significantly
different than that for the 3rd mode, the PSE method will not switch to that mode even though the 3rd mode is less
stable over a small region. This plot also illustrates how the LST method, which is dependent on local analysis, switches
back and forth between modes discontinuously, which would not be likely to be found in nature, while the PSE method
is smoothly transitioning between different instability modes. The CNE results for phase speed in Figure 4 transition
smoothly from the 2nd Mack mode to supersonic mode and back to the 3rd Mack mode. This difference is due to the
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significant lowering of the supersonic mode phase speed for the TNE results.
x [m]
σ
 
[1/
m
]
0 5 10 15
-6
-4
-2
0
2
PSE
LST
100 kHz
Tw = 0.5 Twa</sub)
stable supersonic mode
captured by PSE
nearly-stable third mode
captured by LST but not by PSE
LST switches
between modes discontinuously
(a) Growth rates.
x [m]
C r
 
/ U
e
0 5 10 150.75
0.8
0.85
0.9
0.95
1
third Mack mode 
not captured by PSE
due to difference in phase speed
(b) Phase speeds.
Fig. 12 PSE versus LST at f = 100 kHz and wall temperature 0.5Twa for TNE.
Figure 13 illustrates the trends in nonparallel N-Factors envelope with respect to wall temperature for the TNE
results. The trend with respect to wall temperature is similar to that seen for the CNE case, with larger N Factors at
lower wall temperature, however, without the 3rd mode behavior described previously. The overall N-Factors are lower
compared to the CNE results.
V. Summary
The effect of wall cooling for the 2nd Mack mode, 3rd Mack mode, and supersonic mode on a wedge in hypersonic
flow was studied, including comparisons between chemical nonequilibrium and thermochemical nonequilibrium. Wall
cooling was found to be destabilizing to both the 2nd and 3rd Mack modes, but stabilizing for the slower growth
occurring in a region where the 2nd and 3rd modes overlap. This region of slow growth had the effect of making the 3rd
Mack mode more important for transition prediction, and the integrated effect along the surface may cause transition
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reversal with respect to wall temperature at very high critical N-Factors. This effect was suppressed in the thermal
nonequilibrium case. Similar behavior could have occurred in the experimental cases that observed a reversed trend in
transition location with respect to wall temperature, where previous analyses of those cases would have missed this
behavior either by using LST, or by using PSE with either an insufficiently small streamwise step size or using Dirichlet
instead of nonreflecting boundary conditions at the freestream edge. Although outside the scope of the current work,
it may be advisable to analyze those cases with the appropriate step sizes and boundary conditions to search for the
supersonic and 3rd mode behavior seen in this work.
The effect of wall temperature on phase speed was also observed, and seen to have higher phase speed for Mack
modes and a larger region of supersonic modes for lower wall temperatures. Thermal nonequilibrium was generally
stabilizing to all modes, with a more extreme stabilization seen at higher frequencies, all but eliminating the 3rd
mode seen under a thermal equilibrium (CNE) assumption. At a constant physical disturbance frequency, thermal
nonequilibrium has the effect of shifting peak growth rate location upstream, reducing the phase speed, and stabilizing
both the Mack and supersonic modes. At a constant x location along the wedge surface, thermal nonequilibrium has the
effect of reducing the peak growth rate while keeping approximately the same maximum growth rate frequency. The
effect of the transport property model on the nonparallel growth rates under chemical nonequilibrium was also observed,
and found to be negligible. The shift in the location of the 2nd mode peak due to thermal nonequilibrium was stronger
at a higher wall temperature, and may have been enough to reverse the trend of destabilizing wall temperature at low
critical N-Factors.
Understanding the effect of wall cooling on transition in hypersonic flow is important to the design of hypersonic
vehicles, not just because of the opportunity to reduce heat flux and drag or to reduce uncertainty, but also because
of the potential trade-offs with other effects of wall cooling - namely material failure and fuel heating. Since the
trend in the N-Factor envelope with respect to wall temperature is similar with or without thermal nonequilibrium
effects included for 2nd mode peaks, and since the overall effect of thermal nonequilibrium was stabilizing, it may
be acceptable to neglect thermal nonequilibrium when attempting to design for delayed transition using wall cooling,
but only when a low critical N-Factor is expected or the behavior downstream of the 2nd mode is neglected. More
accurate transition locations, and accurate capturing of the behavior downstream of the 2nd mode requires the inclusion
of thermal nonequilibrium. This applies only to conditions similar to those used in this work, and further study would
be required to extend these conclusions to a wider range of flow conditions and geometries.
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