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Abstract—In sparse recovery, the unique sparsest solution to an
under-determined system of linear equations is of main interest.
This scheme is commonly proposed to be applied to signal
acquisition. In most cases, the signals are not sparse themselves,
and therefore, they need to be sparsely represented with the help
of a so-called dictionary being specific to the corresponding signal
family. The dictionaries cannot be used for optimization of the
resulting under-determined system because they are fixed by the
given signal family. However, the measurement matrix is available
for optimization and can be adapted to the dictionary. Multiple
properties of the resulting linear system have been proposed
which can be used as objective functions for optimization. This
paper discusses two of them which are both related to the
coherence of vectors. One property aims for having incoherent
measurements, while the other aims for insuring the successful
reconstruction. In the following, the influences of both criteria
are compared with different reconstruction approaches.
I. INTRODUCTION
With the means of sparse recovery, it is possible to obtain
the unique sparsest solution to an under-determined system of
linear equations, if such a sufficiently sparse solution exists.
This principle is often applied to signal acquisition:
y = Φx,
where the vector x ∈ RN is the unknown signal, the measure-
ment vector y ∈ RM is obtained by applying the measurement
matrix Φ ∈ RM×N . Although discrete signals are discussed
here, the scheme can be extended to the continuous case as
well. Typically, signals of interest are not sparse themselves
but can often be sparsely represented with the help of a
dictionary Ψ ∈ RN×L:
x = Ψα,
where α ∈ RL is the sparse representation vector. With the
matrix product ΦΨ = A, the under-determined system of
linear equations
y = Aα
is obtained for which a sparse solution αˆ can be recovered.
The dictionary Ψ is fixed by the signal family under
consideration, and therefore, it cannot be used for further
optimization. However, the measurement matrix Φ is available
and can be optimized such that successful sparse recovery
is facilitated. There are different criteria proposed for such
optimizations. In the following, two of them, both based on
the coherence of vectors, are compared by their effectiveness.
The remainder of this paper is structured as follows: In
Section II, the considered criteria and their optimization meth-
ods are described. Afterwards, these schemes are evaluated by
numerical simulations in Section III. Finally, the results of this
paper are concluded in Section IV.
II. COHERENCE-BASED OPTIMIZATION CRITERIA
It should be noted that the term coherence is differently
used in the referred literature. In all variants, it refers to the
maximal absolute value of the inner product between vectors.
However, the vectors originate from different sources in the
respective publications.
A. Column Coherence of A
The mutual column coherence µ(A) describes the maximal
absolute value of the inner product between all columns of A:
µ(A) = max
i6=j
| 〈ai,aj〉 |
‖ai‖2‖aj‖2
,
where ai is the i-th column ofA. Multiple conditions on µ(A)
have been proposed guaranteeing the successful recovery for a
certain sparsity or the existence of a unique sparsest solution
[1]–[4]. Additionally, reconstruction algorithms like Orthogo-
nal Matching Pursuit (OMP) [5] rely on a low mutual column
coherence, and therefore, gain especially from its optimization.
Thus, the usage of this property is highly motivated.
Such conditions on the coherence are often used for sce-
narios, where the signal vector x is sparse itself (which
corresponds to the case of a dictionary being the identity
matrix Ψ = I). However, this property is also important for
arbitrary dictionaries. There are several approaches to optimize
Φ such that the columns of A are less coherent, e.g. [6]–[11].
In the remainder of this paper, the approach by Elad given
in [6] is considered for optimizing µ(A).
B. Row Coherence of Φ with respect to Columns of Ψ
Especially for the scenario of non-sparse signals, another
kind of coherence between Φ and Ψ is discussed in [12]:
µ(Φ,Ψ) = max
i,j
| 〈φi,ψj〉 |
‖φi‖2‖ψj‖2
,
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Fig. 1. Coherence distribution of
[
Φ
T ,Ψ
]
for M = 30, N = 200 and
L = 400. Intra column coherence of Ψ is removed.
where φi is the i-th row of Φ and ψj is the j-th column of Ψ.
This coherence property is motivated by the measurement
process: A small value of µ(Φ,Ψ) results in measurements
being more independent and equally adapted to all ψj .
The optimization method given in [13] is slightly adapted
to be used here in order to obtain measurement matrices Φ
optimized with respect to µ(Φ,Ψ).
III. NUMERICAL EVALUATION
In our simulations, measurement matrices Φµ(A) and
Φµ(Φ,Ψ) (optimized according to µ(A) and µ(Φ,Ψ) re-
spectively) are compared. As reference, a column-normalized
Gaussian random measurement matrices Φrand is considered as
well. We used a concatenation of identity and Discrete Cosine
Transform (DCT) matrix Ψ[I,DCT], and a column-normalized
Gaussian random matrix Ψrand, as dictionaries.
A. Verify Success of Optimizations
The coherence distribution of
[
Φ
T ,Ψ
]
can be used to
evaluate the success of a µ(Φ,Ψ) optimization. In Fig. 1,
the intra column coherence of Ψ, which cannot be changed,
is removed in order to evaluate the optimization results. As
expected, the coherence distributions of Φµ(Φ,Ψ) show the
effect of the optimization, whilst Φµ(A) performs as Φrand.
Therefore, the successful optimization is verified.
The success of a optimization with respect to µ(A), can be
observed by the coherence distribution of A shown in Fig. 2.
It is successful and independent of the used dictionary, c.f. [6].
The measurement matrix Φµ(Φ,Ψ) results in a coherence
distribution similar to the same for Φrand.
B. Evaluation of Effectiveness
The frequency of exact reconstruction over the sparsity
is used to determine which optimization approach is more
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Fig. 2. Coherence distribution of A for M = 30, N = 200 and L = 400.
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Fig. 3. Frequency of exact reconstruction with Ψ[I,DCT] for M = 30,
N = 200 and L = 400. BP is used for solid lines, OMP for dashed lines.
effective. A reconstruction is considered to be successful, if
‖Ψα−Ψαˆ‖2 < 10
−3. We performed 100000 iterations for
each sparsity level, where we used Basis Pursuit (BP) [14]
and OMP as reconstruction algorithms. The result for the
dictionary Ψ[I,DCT] is shown in Fig. 3. Both optimization
approaches lead to an increased efficiency, where OMP gains
especially forΦµ(A), as it can be seen in the figure. For BP, the
approach of Φµ(Φ,Ψ) is slightly better for almost all sparsity
levels. Thus, in case of reconstruction algorithms relying on
the column coherence of the sensing matrix A, approaches
aiming for low values of µ(A) are naturally superior. However,
for other reconstruction algorithms, µ(Φ,Ψ) should be con-
sidered as optimization objective as well. For other dictionaries
(e.g. Ψrand) similar results have been obtained.
IV. CONCLUSION
In our simulations, we showed that it is more effective to
optimize µ(A) rather than µ(Φ,Ψ) for the adaptation of the
sensing matrix Φ with respect to a given dictionary Ψ in case
of reconstruction algorithms which rely on the column coher-
ence of A, like OMP. For other reconstructions algorithms,
the optimization of µ(Φ,Ψ) might also be considered.
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