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Abstract
We introduce the partial vine monoidPVn. This monoid is related to the partial transformation semigroup
PT n in the same way as the braid group Bn is related to the symmetric group Sn, and contains both the
vine monoid [T.G. Lavers, The theory of vines, Comm. Algebra 25 (4) (1997) 1257–1284] and the inverse
braid monoid [D. Easdown, T.G. Lavers, The inverse braid monoid, Adv. Math. 186 (2) (2004) 438–455].
We give a presentation for PVn in terms of generators and relations, as well as a faithful representation in
a monoid of endomorphisms of a free group. We also derive a new presentation for PT n.
© 2007 Elsevier Inc. All rights reserved.
MSC: 20M05; 20F36; 20M18; 20M20
Keywords: Braids; Vines; Transformation semigroups; Presentations
1. Introduction
The braid group Bn, introduced in 1925 in Emil Artin’s seminal paper [1], is the group of
(homotopy classes of) geometric braids with n strings. The main results of [1] include a pre-
sentation for Bn in terms of generators and relations, and a faithful representation of Bn in the
group of automorphisms of a free group of rank n; in particular, this representation gives a so-
lution to the word problem for the aforementioned presentation, affording an algebraic solution
to the geometric problem of determining equivalence of braids. Motivated by the fact that Bn
maps homomorphically onto the symmetric group Sn, and that Sn is contained in a number of
different transformation semigroups, many authors have studied monoids which generalize the
braid groups; see for example [4,6,8–14,16,17]. The inverse braid monoid IBn [10] is the in-
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inverse semigroup In, in the sense that there is a natural epimorphism IBn → In which extends
the projection Bn → Sn alluded to above. The vine monoid Vn [17] consists of all vines with n
strings, and is a braid analogue of the (full) transformation semigroup Tn. The papers [8,10,17]
contain presentations, as well as representations in monoids of endomorphisms of a free group,
thus extending Artin’s results in a canonical way. Given that In and Tn are both submonoids
of the partial transformation semigroup PT n, it is natural to look for a braid analogue of PT n
which simultaneously contains both IBn and Vn, and fits neatly into the following diagram:
In this article we introduce the partial vine monoid PVn, which fills the missing place in
the above diagram. Elements of PVn are partial vines, and are multiplied by a process involv-
ing concatenation and the subsequent “pruning” of incomplete strings. Our main results include
a presentation for PVn as well as a representation in a suitably defined monoid of endomor-
phisms of a free group of rank n. As a corollary to our presentation, we also derive a presentation
for PT n. This presentation is similar to that discovered by Popova [21] (see also [15]) in the
sense that it contains Moore’s presentation [20] for Sn along with two additional generators;
however, our additional relations are fewer in number, and appear to be simpler than those used
in [21].
1.1. Presentations
If X is an alphabet (a set whose elements are called letters), then we denote by X∗ the free
monoid on X, which consists of all words over X (including the empty word 1). If R ⊆ X∗ ×X∗
then we denote by R the congruence on X∗ generated by R. To say that a monoid M has
presentation 〈X | R〉 is to say that M ∼= X∗/R or, equivalently, that there is an epimorphism
X∗ → M with kernel R; if ψ is such an epimorphism, then we say that M has presentation
〈X | R〉 via ψ . Elements of X and R are called generators and relations (respectively) and, in
practice, a relation (w1,w2) ∈ R will be written as an equation: w1 = w2.
1.2. Semigroups of partial transformations
For the remainder of this article we fix a positive integer n, and we write n for the
set {1, . . . , n}. The partial transformation semigroup PT n is the semigroup of all partial trans-
formations (partial functions) on n, under the operation of “composition wherever possible.”
If α ∈PT n we will write dom(α) and im(α) for the domain and image of α; we also write
J. East / Advances in Mathematics 216 (2007) 787–810 789Fig. 1. Some partial vines in PV4.
rank(α) = |im(α)| and corank(α) = |dom(α)|. The transformation semigroup Tn and symmetric
inverse semigroup In are defined by
Tn =
{
α ∈ PT n
∣∣ corank(α) = n} and In = {α ∈PT n ∣∣ rank(α) = corank(α)}.
Thus, Tn is the set of all (full) transformations on n, and In is the set of all partial permutations
on n. The symmetric group Sn consists of all (full) permutations on n, and is equal to Tn ∩ In.
1.3. The partial vine monoid
The definitions in this section are adapted from [17]. For i ∈ n we define points Pi = (i,0,1)
and P ′i = (i,0,0) in a three-dimensional Euclidean space R3. A string is defined to be a
piecewise-linear (continuous) embedding s : [0,1] → R3 of the unit interval [0,1] into R3 such
that
(i) s(0) = Pi and s(1) = P ′j for some i, j ∈ n; and
(ii) for all t ∈ [0,1], the z-coordinate of s(t) is 1 − t .
We define a partial vine on n to be a collection (si1, . . . , sik ) of strings where
(i) 1 i1 < · · · < ik  n and sip (0) = Pip for all p ∈ k; and
(ii) if p,q ∈ k and sip (t) = siq (t) for some t ∈ [0,1], then sip (u) = siq (u) for all u ∈ [t,1].
We write PVn for the set of all partial vines on n; see Fig. 1 for some examples. A partial vine
with n strings is a (full) vine (see [17] and Fig. 1(b)); a partial vine whose strings do not intersect
is a partial braid (see [10] and Fig. 1(c)); and a partial vine with n non-intersecting strings is a
(full) braid (see [1] and Fig. 1(d)).
For β = (si1, . . . , sik ) ∈ PVn, we write β¯ ∈ PT n for the partial transformation defined by
dom(β¯) = {i1, . . . , ik} and sip (1) = P ′ipβ¯ for all p ∈ k. For example, if β ∈ PV4 denotes the
partial vine in Fig. 1(a), then β¯ = ( 1 2 3 42 2 4 −).
Next we describe a product on the set PVn. If i ∈ n and s and t are two strings for which
s(1) = P ′i and t(0) = Pi , then we define a string st : [0,1] → R3 by
(st)(t) =
{
T1(s(2t)) for t ∈ [0, 12 ],
T (t(2t − 1)) for t ∈ [ 1 ,1],2 2
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where T1, T2 : R3 → R3 are the affine transformations defined by
T1(x, y, z) =
(
x, y,
z+ 1
2
)
and T2(x, y, z) =
(
x, y,
z
2
)
.
Suppose now that β = (si1 , . . . , sik ) and γ = (tj1 , . . . , tjl ) are two partial vines, and write
dom(β¯γ¯ ) = {p1, . . . , pq}. We define βγ = (sp1 tp1β¯ , . . . , spq tpq β¯ ). Informally, to calculate the
product βγ , one joins the bottom of β to the top of γ , removes any string fragments which do
not connect the upper plane to the lower plane, and then uniformly shrinks the resulting object
until it lies between the z = 0 and z = 1 planes; see Fig. 2 for an example. (Note that in Fig. 2,
and in many subsequent diagrams, we have drawn the strings of all partial vines as smooth arcs.)
We now define a notion of equivalence of partial vines. If s is a string, we define
image(s) = {s(t) ∣∣ t ∈ [0,1]}.
Now let β = (si1, . . . , sik ) be a partial vine, and write
image(β) = image(si1)∪ · · · ∪ image(sik ).
Suppose p ∈ k and that image(sip ) contains a straight section A. Let T ⊆ R3 be any solid triangle
with A as an edge, whose remaining sides, B and C, satisfy the conditions
(i) the z-coordinate of the vertex B ∩C lies (strictly) between the z-coordinates of the vertices
A∩B and A∩C; and
(ii) the interior of T is disjoint from image(β).
There is a unique string s′ip which satisfies image(s
′
ip
) = (image(sip )\A)∪B∪C. The collection
of strings β ′ = (si1, . . . , sip−1 , s′ip , sip+1 , . . . , sik ) is not necessarily a partial vine, but if it is we
say that β ′ is obtained from β by a -process. The appropriately defined inverse process is called
a −1-process. We say that two partial vines β,γ ∈ PVn are equivalent, and we write β ≡ γ ,
if there is a sequence β = β1, β2, . . . , βk = γ of partial vines for which each βi+1 is obtained
from βi by a - or −1-process. Informally, β ≡ γ if β may be continuously deformed in such
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Fig. 4. The braids ςi (left) and ς−1i (right) in Bn.
a way as to produce γ ; in Fig. 3 we picture a partial vine which is equivalent to the right-most
partial vine in Fig. 2.
We write [β] for the ≡-class of a partial vine β ∈ PVn. It is easy to see that the induced
product on ≡-classes is well defined and associative. Thus, the set
PVn = PVn/≡ =
{[β] ∣∣ β ∈ PVn}
of all ≡-classes of partial vines is a monoid, which we call the partial vine monoid (on n). The
identity of PVn is the ≡-class of the identity braid 1 ∈ PVn which consists of n vertical strings.
It is also clear that β¯ = γ¯ whenever β,γ ∈ PVn and β ≡ γ ; thus the map β → β¯ induces a
well-defined map PVn →PT n which is easily seen to be an epimorphism.
In what follows, we will never need to distinguish between a partial vine and its ≡-class. Thus,
we will view elements of PVn as partial vines, identifying two partial vines if they are equivalent.
In this way we see that PVn contains the vine monoid Vn [17], the inverse braid monoid IBn
[10], and the braid group Bn = Vn ∩IBn [1] which is easily seen to be the group of units of PVn.
1.4. Braid groups
For 1 i  n− 1 we denote by ςi, ς−1i ∈ Bn the (≡-classes of the) standard braid generators
pictured in Fig. 4. The image of ς±1i under the permutation map Bn → Sn is the simple transpo-
sition which interchanges i and i + 1; this transposition will be denoted si . Define an alphabet
S = {σ±11 , . . . , σ±1n−1} and consider the relations
σ±1i σ
∓1
i = 1 for all i, (A1)
σiσj = σjσi if |i − j | > 1, (A2)
σiσjσi = σjσiσj if |i − j | = 1. (A3)
Theorem 1. (See Artin [1].) The braid group Bn has presentation 〈S | (A1)–(A3)〉 via
ϕS :S
∗ → Bn :σ±1i → ς±1i .
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Fig. 6. A simple partial vine in PV8.
If w = σ±1i1 · · ·σ±1ik ∈ S∗, we will write w−1 = σ∓1ik · · ·σ∓1i1 . We also define w¯ = wϕS ∈ Sn.
The pure braid group Pn = {β ∈ Bn | β¯ = 1} is the set of all braids with trivial permutation.
For 1  i < j  n define a (pure) braid αij = (ςi · · ·ςj−2)ς2j−1(ς−1j−2 · · ·ς−1i ); see Fig. 5. For
2 j  n let Uj be the subgroup of Pn generated by {α1j , . . . , αj−1,j }.
Theorem 2. (See Markoff [19], cf. Artin [2].) We have the semidirect product decomposition
Pn = Un 
(Un−1  (· · ·  (U3  U2) · · ·)).
In particular, if β ∈ Pn then β = αn · · ·α2 for unique α2 ∈ U2, . . . , αn ∈ Un.
2. The monoid of planar partial vines
In this section we introduce planar and simple partial vines. In the context of (full) vines, these
two notions coincide with the simple vines of [17]. We will show that every partial vine β has
a decomposition β = γ δ where γ is a braid, and δ is a simple partial vine. In this factorization,
δ is unique although γ is not (unless β itself is a braid); but we give a necessary and sufficient
condition for another braid γ ′ to satisfy γ ′δ = γ δ. We also record a presentation for the monoid
of all planar partial vines.
We say that a partial vine is planar if it is contained in the plane y = 0. The set PPVn
of all planar partial vines is clearly a submonoid of PVn. The restriction to PPVn of the map
¯ :PVn →PT n yields an isomorphism from PPVn to POn, the set of all order-preserving partial
transformations on n. We say that a planar partial vine β is simple if dom(β¯) = k for some
0  k  n; see Fig. 6 for an example. Write SPVn for the set of all simple partial vines. (It is
easy to show that SPVn is a submonoid of PVn, although we will not need to use this fact.)
Let 0  k  n. An ordered partition of k is a collection (A1, . . . ,Al) of non-empty subsets
of k such that
(i) A1 ∪ · · · ∪Al = k; and
(ii) i < j whenever i ∈ Ap and j ∈ Aq with p < q .
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of all ordered partitions of k. Let A = (A1, . . . ,Al) ∈ P (k), and define Al+1 = {k + 1, . . . , n}.
For 1 i  l + 1, put Ai = Ai \ {max(Ai)}. We define BAn to be the subgroup of Bn generated
by the set
{
ςi
∣∣ i ∈ A1 ∪ · · · ∪Al+1}∪ {αij ∣∣ 1 i < j ∈ Al+1}.
Let δ ∈ SPVn be a simple partial vine with dom(δ¯) = k and im(δ¯) = {i1, . . . , il}, where
i1 < · · · < il . For 1 p  l, put Ap = ipδ¯−1, and let A(δ) = (A1, . . . ,Al) ∈P (k).
For the proof of the next lemma, recall that si ∈ Sn denotes the simple transposition which
interchanges i and i + 1.
Lemma 3. Let δ ∈ SPVn and write A = A(δ). Then BAn = {β ∈ Bn | βδ = δ} is the set of all
braids which are annihilated (on the right) by δ.
Proof. Write G = {β ∈ Bn | βδ = δ}. It is easy to check diagrammatically that the generators
of BAn are contained in G and, since G is clearly a subgroup of Bn, it follows that BAn ⊆ G. To
prove the reverse inclusion, suppose β ∈ G. Write A = (A1, . . . ,Ax), and suppose A ∈ P (y).
If y = 0 then BAn = Bn and there is nothing to show, while if y = n then we are done by [17,
Lemma 2], so suppose 1  y  n − 1, and put Ax+1 = {y + 1, . . . , n}. Since β¯δ¯ = δ¯, we see
that β¯ fixes each of the sets A1, . . . ,Ax+1 setwise. Thus β¯ = si1 · · · siz for some i1, . . . , iz ∈
A

1 ∪· · ·∪Ax+1. Put γ = ςi1 · · ·ςiz . Then γ ∈ BAn , and so β ∈ BAn if and only if β1 = βγ−1 ∈ BAn .
Now β¯1 = 1 and so, by Theorem 2, we have β1 = αn · · ·α2 for (unique) α2 ∈ U2, . . . , αn ∈ Un.
Now αn · · ·αy+1 ∈ BAn , so that β1 ∈ BAn if and only if β2 = αy · · ·α2 = (αn · · ·αy+1)−1β1 ∈ BAn .
Let β ′2 ∈ By be the braid obtained by removing strings y + 1, . . . , n from β2, and let δ′ ∈ SVy
be any simple (full) vine on y for which A(δ′) = A. Since β2δ = δ, we clearly have β ′2δ′ = δ′.
By [17, Lemma 2], we see that β ′2 ∈ 〈ς ′i | i ∈ A1 ∪ · · · ∪Ax〉 ⊆ By ; here we have written ς ′i ∈ By
for the braid obtained by removing strings y + 1, . . . , n from ςi ∈ Bn. This implies that β2 ∈
〈ςi | i ∈ A1 ∪ · · · ∪Ax〉, and the proof is complete. 
Proposition 4. If β ∈ PVn, then β = γ δ for some γ ∈ Bn and δ ∈ SPVn. Further, if γ1, γ2 ∈ Bn
and δ1, δ2 ∈ SPVn are such that γ1δ1 = γ2δ2, then δ1 = δ2 and γ−11 γ2 ∈ BAn , where A = A(δ1).
Proof. Let β ∈ PVn. As in [17, Sections 4 and 7], the fused strings of β may be split up so that
all intersections occur at height z = 0. This shows that β = γ ′δ for some partial braid γ ′ and
some planar partial vine δ with im(γ¯ ′) = dom(δ¯). By simultaneously shifting the terminal points
of γ ′ and the initial points of δ to the left (if necessary) we may in fact assume that δ is simple.
Now let γ be any braid which contains every string of γ ′. Then we clearly have β = γ ′δ = γ δ.
To prove the second statement, suppose γ1, γ2 ∈ Bn and δ1, δ2 ∈ SPVn, and γ1δ1 = γ2δ2. Now
im(δ¯1) = im(γ¯1δ¯1) = im(γ¯2δ¯2) = im(δ¯2); denote this set by I . For all i ∈ I , we have |iδ¯−11 | =
|iδ¯−11 γ¯−11 | = |iδ¯−12 γ¯−12 | = |iδ¯−12 |, which shows that δ¯1 = δ¯2 and, consequently, δ1 = δ2. Finally,
since δ1 = γ−11 γ2δ1, we see by Lemma 3 that γ−11 γ2 ∈ BAn . This completes the proof. 
We conclude this section by recording a presentation for PPVn. The first presentation of
POn(∼= PPVn) was discovered by Popova [22] (see also [15] for a discussion of this presenta-
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tion as well as several others). With this in mind, we define planar partial vines ei (1  i  n)
and lj , rj (1 j  n− 1) in Fig. 7.
Define alphabets E = {ε1, . . . , εn}, L = {λ1, . . . , λn−1}, and R = {ρ1, . . . , ρn−1}, and a homo-
morphism
φ : (E ∪L∪R)∗ →PPVn:
{ εi → ei,
λj → lj ,
ρj → rj .
Consider the relations
λ2i = ρiλi = λi, ρ2i = λiρi = ρi for all i, (B1)
λiλj = λjλi, ρiρj = ρjρi if |i − j | > 1, (B2)
λiρj = ρjλi if j = i, i + 1, (B3)
ρjλi = ρj , λiρj = λi if j = i + 1, (B4)
λiλjλi = λjλiλj = λjλi, ρiρjρi = ρjρiρj = ρiρj if j = i + 1, (B5)
ε2i = εi for all i, (B6)
εiεj = εj εi for all i, j, (B7)
λiεj = εjλi, ρiεj = εjρi if j = i, i + 1, (B8)
λiεi+1 = λi, εi+1λi = εi+1, ρiεi = ρi, εiρi = εi for all i, (B9)
λiεi = ρiεi+1 = εiεi+1 for all i. (B10)
We first state a presentation for SVn the monoid of all simple (full) vines. This presentation was
used by Lavers [17], where it was attributed to Aı˘zenštat [3].
Theorem 5. (See Aı˘zenštat [3], cf. Lavers [17].) The monoid SVn of all simple (full) vines has
presentation 〈
L∪R ∣∣ (B1)–(B5)〉
via φ|(L∪R)∗ .
Theorem 6. (See Popova [22].) The monoid PPVn of all planar partial vines has presentation〈
E ∪L∪R ∣∣ (B1)–(B10)〉
via φ.
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(A1)–(A7), (E1), (P1)–(P8), (P ′4), (P ′8) in [15], are equivalent to ours.
(i) Relations (B1)–(B5) are equivalent to (A1)–(A7), since they are both sets of defining rela-
tions for On (see Theorem 5 and [3,15,17]);
(ii) (B7) is just (E1), and (B6) is a simple consequence of (P1) and (P2); and
(iii) (B8)–(B10) are the same as (P1)–(P8), (P ′4), and (P ′8).
This completes the proof. 
Write ∼ for the congruence on (E ∪L∪R)∗ generated by (B1)–(B10).
Lemma 7. If w ∈ (E ∪L∪R)∗, then w ∼ w1w2 for some w1 ∈ E∗ and w2 ∈ (L∪R)∗.
Proof. Put β = wφ ∈ PPVn. Let γ be the planar partial braid for which γ¯ is the identity map
on dom(β), and choose any (full) planar vine δ which contains every string of β . It is clear that
β = γ δ. Write n \ dom(β¯) = {i1, . . . , ik} where i1 < · · · < ik . Then we clearly have γ = w1φ
where w1 = εi1 · · · εik ∈ E∗. By Theorem 5 there is a word w2 ∈ (L ∪ R)∗ such that w2φ = δ.
But then wφ = β = γ δ = (w1w2)φ, and the result follows from Theorem 6. 
3. A presentation for the partial vine monoid
In [10] and [17] presentations were given for the inverse braid monoid IBn and the
vine monoid Vn (respectively). Each of these presentations included Artin’s presentation [1]
for the braid group Bn, together with a single extra generator and a number of addi-
tional relations. Presentations were also deduced for the symmetric inverse semigroup In
in [10], and the transformation semigroup Tn in [17]. In this section we give a presenta-
tion for the partial vine monoid PVn which includes Artin’s presentation for Bn together
with two extra generators. We also deduce a presentation for the partial transformation semi-
group PT n.
It is interesting to note that the methods employed in [10] and [17] are completely differ-
ent: the proofs in [10] constitute an elaborate argument using manipulations of words; while the
author of [17] used a general result [18] concerning general products, and then simplified the re-
sulting presentation. Our approach here is different again, although it does bear some similarity
to that of [17]; we make use of presentations of the submonoids Bn and PPVn, although we do
not need to appeal to the theory of general products.
3.1. An initial presentation
By Proposition 4, and Theorems 1 and 6, we may define an epimorphism
Φ : (S ∪E ∪L∪R)∗ →PVn:
⎧⎪⎪⎨
⎪⎪⎩
σ±1i → ς±1i ,
εj → ej ,
λk → lk,
ρk → rk.
Consider the relations
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λiσi = ρi, ρiσi = λi, σiλi = λi, σiρi = ρi for all i, (C2)
λiσi+1 = λiλi+1, ρi+1σi = ρi+1ρi for all i  n− 2, (C3)
λi+1σi = σiσi+1λiλi+1, ρiσi+1 = σi+1σiρi+1ρi for all i  n− 2, (C4)
σiεj = εjσi if j = i, i + 1, (C5)
σiεi = εi+1σi, σiεi+1 = εiσi for all i  n− 2, (C6)
σiεiεi+1 = εiεi+1, σ 2i εi+1 = εi+1 for all i  n− 2, (C7)
and write ≈ for the congruence on (S ∪E ∪L ∪R)∗ generated by (A1)–(A3), (B1)–(B10), and
(C1)–(C7). Our first aim is to show that ≈ = kerΦ , so that PVn has presentation〈
S ∪E ∪L∪R ∣∣ (A1)–(A3), (B1)–(B10), (C1)–(C7)〉
via Φ .
Lemma 8. We have the inclusion ≈ ⊆ kerΦ .
Proof. It suffices to show diagrammatically that the relations hold as equations when the gener-
ators are replaced by their images under Φ . A sample calculation is provided in Fig. 8. 
Before moving on, we will state some results concerning presentations of the vine monoid Vn
and the inverse braid monoid IBn.
Theorem 9. (See Lavers [17, Lemma 13].) The vine monoid Vn has presentation〈
S ∪L∪R ∣∣ (A1)–(A3), (B1)–(B5), (C1)–(C4)〉
via Φ|(S∪L∪R)∗ .
Theorem 10. (See Gilbert [16, Theorem 4.8].) The inverse braid monoid IBn has presentation〈
S ∪E ∣∣ (A1)–(A3), (B6)–(B7), (C5)–(C7)〉
via Φ|(S∪E)∗ .
Remark 11. The presentations of Vn and IBn in the previous theorems appear slightly differ-
ent from those in [17] and [16]. The presentation in Theorem 9 includes relations which are
consequences of those in [17, Lemma 13], while the presentation in Theorem 10 has had some
Fig. 8. Part of relation (C3): liςi+1 = li li+1 for all i  n− 2.
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which are similar to the one in Theorem 10.
Lemma 12. If 1  i  n − 1, t ∈ {±1}, and w ∈ (E ∪ L ∪ R)∗, then wσ ti ≈ w1w2 for some
w1 ∈ S∗ and w2 ∈ (E ∪L∪R)∗.
Proof. By Lemma 7, we have w ≈ w3w4 for some w3 ∈ E∗ and w4 ∈ (L∪R)∗. Put
β = w4Φ ∈ SVn.
By Proposition 4, we have βςti = γ δ for some γ ∈ Bn and δ ∈ SVn. By Theorems 1 and 5, there
exist w1 ∈ S∗ and w5 ∈ (L ∪ R)∗ such that w1Φ = γ and w5Φ = δ. By Theorem 9, it follows
that w4σ ti ≈ w1w5. By (C5)–(C6) and (A1), we see that w3w1 ≈ w1w6 for some w6 ∈ E∗, and
the result follows with w2 = w6w5. 
Lemma 13. If w ∈ (S ∪E∪L∪R)∗, then there exists w1 ∈ S∗ and w2 ∈ (E ∪L∪R)∗ such that
w ≈ w1w2.
Proof. We prove the lemma by induction on k, the number of generators from S appearing
in w. If k = 0 then there is nothing to show. Otherwise, w = w3σ ti w4 for some 1  i  n − 1,
t ∈ {±1}, w3 ∈ (E∪L∪R)∗ and w4 ∈ (S ∪E∪L∪R)∗. By Lemma 12, w3σ ti ≈ w5w6 for some
w5 ∈ S∗ and w6 ∈ (E ∪L ∪R)∗. The result now follows after applying an inductive hypothesis
to w6w4. 
Lemma 14. If 1 i  n− 1, then εi+1σi ≈ εi+1ρi .
Proof. By (C6), (B9), and (C2), we have εi+1σi ≈ σiεi ≈ σiεiρi ≈ εi+1σiρi ≈ εi+1ρi . 
Lemma 15. If 0 k  n and 1 i1 < · · · < ik  n, then there exists w1 ∈ S∗ and w2 ∈ R∗ such
that εi1 · · · εik ≈ w1εn−k+1 · · · εnw2.
Proof. If k = 0 then there is nothing to show, so suppose k  1. We prove the result by (back-
wards) induction on i1 + · · · + ik . If (i1, . . . , ik) = (n − k + 1, . . . , n), then we are already
done. Otherwise, let 1  p  k denote the greatest index for which ip = n − k + p. Now, if
p + 1 q  k, then iq = n− k + q , and it follows that ip  iq − 2. But then
εi1 · · · εik ≈ σ−1ip σipεi1 · · · εip−1εipεip+1 · · · εik by (A1)
≈ σ−1ip εi1 · · · εip−1σipεipεip+1 · · · εik by (C5)
≈ σ−1ip εi1 · · · εip−1εip+1σipεip+1 · · · εik by (C6)
≈ σ−1ip εi1 · · · εip−1εip+1ρipεip+1 · · · εik by Lemma 14
≈ σ−1ip εi1 · · · εip−1εip+1εip+1 · · · εikρip by (B8),
and we are done, after applying an induction hypothesis to εi1 · · · εip−1εip+1εip+1 · · · εik . 
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and w2 ∈ (L∪R)∗ such that w ≈ w1εn−k+1 · · · εnw2.
Proof. By Lemmas 7 and 13 we have w ≈ w3w4w5 for some w3 ∈ S∗, w4 ∈ E∗, w5 ∈ (L∪R)∗.
Now by (B6)–(B7), we have w4 ≈ εi1 · · · εih for some 0  h  n and 1  i1 < · · · < ih  n.
By Lemma 15, there exists w6 ∈ S∗ and w7 ∈ R∗ such that εi1 · · · εih ≈ w6εn−h+1 · · · εnw7, and
it follows that w ≈ w1εn−h+1 · · · εnw2, where w1 = w3w6 ∈ S∗ and w2 = w7w5 ∈ (L ∪ R)∗.
Finally, we have
corank(wΦ) = corank((w3w4w5)Φ )= corank(w4Φ) = corank((εi1 · · · εih)Φ )= h,
so that in fact h = k. 
Lemma 17. Suppose w ∈ (E ∪ L ∪ R)∗ with wΦ ∈ SPVn, and write A = A(wΦ). Then
w′w ≈ w for any w′ ∈ S∗ with w′Φ ∈ BAn .
Proof. Suppose A = (A1, . . . ,Ax) ∈ P (y), and write Ax+1 = {y + 1, . . . , n}. By Theorem 1,
and the definition of the subgroup BAn , it suffices to prove the lemma when w′ is either
(i) σi , for some i ∈ A1 ∪ · · · ∪Ax+1; or
(ii) aij = (σi · · ·σj−2)σ 2j−1(σ−1j−2 · · ·σ−1i ), for some 1 i < j ∈ Ax+1.
Suppose first that i ∈ A1 ∪ · · · ∪ Ax+1. We then have li (wΦ) = wΦ and it follows, by
Theorem 6, that w ≈ λiw. But then σiw ≈ σiλiw ≈ λiw ≈ w, using (C2). Finally, sup-
pose 1 i < j ∈ Ax+1. Then ej (wΦ) = wΦ and so, by Theorem 6 again, we have w ≈ εjw.
But then
aijw ≈ (σi · · ·σj−2)σ 2j−1
(
σ−1j−2 · · ·σ−1i
)
εjw
≈ (σi · · ·σj−2)σ 2j−1εj
(
σ−1j−2 · · ·σ−1i
)
w by (C5) and (A1)
≈ (σi · · ·σj−2)εj
(
σ−1j−2 · · ·σ−1i
)
w by (C7)
≈ εjw by (C5) and (A1)
≈ w,
and the proof is complete. 
Theorem 18. The partial vine monoid PVn has presentation
〈
S ∪E ∪L∪R ∣∣ (A1)–(A3), (B1)–(B10), (C1)–(C7)〉
via Φ .
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corank(wΦ). By Corollary 16 we have
w ≈ w1εn−k+1 · · · εnw2 and w′ ≈ w′1εn−k+1 · · · εnw′2
for some w1,w′1 ∈ S∗ and w2,w′2 ∈ (L ∪ R)∗. Write β = w1Φ and β ′ = w′1Φ , and
δ = (εn−k+1 · · · εnw2)Φ and δ′ = (εn−k+1 · · · εnw′2)Φ . Then β,β ′ ∈ Bn and δ, δ′ ∈ SPVn, and
we have βδ = β ′δ′. It follows by Proposition 4 that δ = δ′ and β−1β ′ ∈ BAn , where we have
written A = A(δ). Thus,
w′ ≈ w′1εn−k+1 · · · εnw′2 ≈ w′1εn−k+1 · · · εnw2 by Theorem 6, since δ = δ′
≈ w1w−11 w′1εn−k+1 · · · εnw2 by (A1)
≈ w1εn−k+1 · · · εnw2 by Lemma 17, since β−1β ′ ∈ BAn
≈ w.
This completes the proof of the theorem. 
3.2. Refining the presentation
As a first step towards simplifying the presentation, we investigate the manner in which the
generating set may be reduced. First, by (C2), we may remove all generators ρi (1 i  n− 1),
replacing their every occurrence in the relations by λiσi . We now rename ε = εn and λ = λn−1.
For 1 i  n and 1 j  n− 1 we define words
ui = σi · · ·σn−1 and vj = (σj+1 · · ·σn−1)(σj · · ·σn−2).
Lemma 19. If 1 i  n, then εi ≈ uiεu−1i .
Proof. It is easy to check diagrammatically that ei = (ςi · · ·ςn−1)en(ς−1n−1 · · ·ς−1i ), and the result
follows from Theorem 18. 
By an identical method of proof we have the following.
Lemma 20. If 1 i  n− 1, then λi ≈ viλv−1i .
By Lemmas 19 and 20, we may also remove all generators εi (1  i  n − 1) and λj
(1  j  n − 2), replacing their every occurrence in the relations by the words uiεu−1i and
vjλv
−1
j (respectively). We denote the relations which result after making these substitutions by
(B1)′–(B10)′ and (C1)′–(C7)′, and we see that PVn has presentation
〈
S ∪ {ε,λ} ∣∣ (A1)–(A3), (B1)′–(B10)′, (C1)′–(C7)′〉
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Ψ :
(
S ∪ {ε,λ})∗ →PVn:
⎧⎨
⎩
σ±1i → ς±1i ,
ε → en,
λ → ln−1.
We write ≈′ = kerΨ , which is the congruence on (S ∪ {ε,λ})∗ generated by (A1)–(A3), (B1)′–
(B10)′, and (C1)′–(C7)′. Our next step is to simplify the list of relations. The next lemma
catalogues a number of relations which follow from (A1)–(A3), (B1)′–(B10)′, and (C1)′–(C7)′.
These relations are not independent—indeed it is easy to see that some are redundant—although
it will be convenient, for the moment, to work with this larger set of relations.
Lemma 21. The following relations are in ≈′:
σn−1λ = λσ 2n−1 = λσn−1σ 2n−2σn−1 = λ2 = λ, (D1)
λσi = σiλ if i  n− 3, (D2)
u = σn−2u = uσn−1σn−2σn−1, (D3)
λσn−2 = λσn−2λ, (D4)
λσn−2σ 2n−1σn−2 = σn−2σ 2n−1σn−2λ, (D5)
λvλv = vλvλ, (D6)
σ 2n−1ε = εσ 2n−1 = ε2 = ε, (D7)
εσi = σiε if i  n− 2, (D8)
σn−1εσn−1ε = εσn−1εσn−1 = εσn−1ε, (D9)
ελ = ε, λε = λ, λσn−1ε = εσn−1ε, (D10)
wλ = λw, (D11)
where u = λσn−1σn−2λ, v = σn−2σn−1σn−3σn−2, and w = σn−2σn−1εσn−1σn−2.
Proof. Again, pictures will suffice to prove the lemma. See Fig. 9 for some sample calcula-
tions. 
By Lemma 21, we may add relations (D1)–(D11) to the presentation. Our next aim is to show
that relations (B1)′–(B10)′ and (C1)′–(C7)′ may be removed, so that PVn has presentation〈
S ∪ {ε,λ} ∣∣ (A1)–(A3), (D1)–(D11)〉
via Ψ . Denote by ∼∼ the congruence on (S ∪ {ε,λ})∗ generated by (A1)–(A3) and (D1)–(D11).
Fig. 9. Part of relation (D10): el = e (left) and le = l (right), where e = en and l = ln−1.
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〈
S ∪ {λ} ∣∣ (A1)–(A3), (D1)–(D6)〉
via Ψ |(S∪{λ})∗ .
Proof. It is not difficult to show that relations (A1)–(A3) and (D1)–(D6) are equivalent to those
in [17, Theorem 4], after making the substitution g = λσn−1. 
Theorem 23. (See Easdown and Lavers [10, Theorem 3.1].) The inverse braid monoid IBn has
presentation
〈
S ∪ {ε} ∣∣ (A1)–(A3), (D7)–(D9)〉
via Ψ |(S∪{ε})∗ .
Lemma 24. Relations (B1)′–(B7)′ and (C1)′–(C7)′ may be removed.
Proof. By Theorem 22, any relation w1 = w2 (from (B1)′–(B10)′ or (C1)′–(C7)′) which involves
only letters from S ∪ {λ} may be removed if the equation w1Ψ = w2Ψ holds in Vn. In this way,
we may remove (B1)′–(B5)′ and (C1)′–(C4)′. A similar argument, using Theorem 23, shows that
relations (B6)′–(B7)′ and (C5)′–(C7)′ may be removed. 
Define words Ei (1 i  n) and Lj ,Rj (1 j  n− 1) by
Ei = uiεu−1i , Lj = vjλv−1j , Rj = Ljσj ,
where the words ui, vj ∈ S∗ were defined at the beginning of this section. It remains to show that
relations (B8)′–(B10)′ may be removed. In terms of the new notation, these relations say
LiEj = EjLi, RiEj = EjRi if j = i, i + 1, (B8)′
LiEi+1 = Li, Ei+1Li = Ei+1, RiEi = Ri, EiRi = Ei for all i, (B9)′
LiEi = RiEi+1 = EiEi+1 for all i. (B10)′
Lemma 25. If 1 i  n and w ∈ S∗, then w−1Eiw ∼∼Eiw¯ .
Proof. It is easy to see diagrammatically that β−1eiβ = eiβ¯ for any β ∈ Bn. The result now
follows from Theorem 23. 
Theorem 26. The partial vine monoid PVn has presentation
〈
S ∪ {ε,λ} ∣∣ (A1)–(A3), (D1)–(D11)〉
via Ψ .
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a reference to Theorem 22 or Theorem 23 indicates that two words are ∼∼-equivalent because
they contain subwords that map to equivalent vines or partial braids (respectively).
We begin with (B8)′. First note that if h = n− 1, n, then
λEh = λσh · · ·σn−3σn−2σn−1εσ−1n−1σ−1n−2σ−1n−3 · · ·σ−1h
∼∼ σh · · ·σn−3λσn−2σn−1εσn−1σn−2σ−1n−3 · · ·σ−1h by (D2) and Theorem 23
∼∼ σh · · ·σn−3σn−2σn−1εσn−1σn−2λσ−1n−3 · · ·σ−1h by (D11)
∼∼ σh · · ·σn−3σn−2σn−1εσ−1n−1σ−1n−2σ−1n−3 · · ·σ−1h λ by (D2), (A1), and Theorem 23
= Ehλ.
Now suppose 1 i  n and 1 j  n−1 with j = i, i+1. Put h = j v¯i , noting that h = n−1, n.
Then
LiEj = viλv−1i Ej
∼∼ viλv−1i Ejviv−1i by (A1)
∼∼ viλEhv−1i by Lemma 25
∼∼ viEhλv−1i by the previous calculation
∼∼ viEhv−1i viλv−1i by (A1)
∼∼ Ehv¯−1i viλv
−1
i by Lemma 25
= EjLi.
By Theorem 23 we have σiEj ∼∼ Ejσi , and so RiEj = LiσiEj ∼∼ LiEjσi ∼∼ EjLiσi = EjRi .
This shows that (B8)′ may be removed.
Next we consider (B9)′. By (A1), Lemma 25, and (D10), we have
LiEi+1 ∼∼ viλv−1i Ei+1viv−1i ∼∼ viλEnv−1i = viλεv−1i ∼∼ viλv−1i = Li
and, by an almost identical argument, we also have Ei+1Li ∼∼ Ei+1. The remaining relations in
(B9)′ now follow from Theorems 22 and 23 since
RiEi = LiσiEi ∼∼LiEi+1σi ∼∼Liσi = Ri
and
EiRi = EiLiσi ∼∼EiσiLiσi ∼∼ σiEi+1Liσi ∼∼ σiEi+1σi ∼∼Ei.
Finally, for (B10)′, we have
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∼∼ viλEn−1v−1i by Lemma 25
= viλσn−1εσ−1n−1v−1i
∼∼ viεσn−1εσ−1n−1v−1i by (D10)
= viEnEn−1v−1i
∼∼ viEnv−1i viEn−1v−1i by (A1)
∼∼ Ei+1Ei by Lemma 25
∼∼ EiEi+1 by Theorem 23,
and, by Theorem 23 and the previous calculation,
RiEi+1 = LiσiEi+1 ∼∼LiEiσi ∼∼EiEi+1σi ∼∼EiEi+1.
We have shown that relations (B8)′–(B10)′ may be removed. This completes the proof of the
theorem. 
Our final presentation is obtained by simplifying the list of relations.
Theorem 27. The partial vine monoid PVn has presentation〈
S ∪ {ε,λ} ∣∣ (A1)–(A3), (E1)–(E9)〉
via Ψ . Here (E1)–(E9) denote the relations
σ 2n−1ε = εσ 2n−1 = ελ = ε, (E1)
σn−1λ = λε = λ, (E2)
εσi = σiε if i  n− 2, (E3)
λσi = σiλ if i  n− 3, (E4)
εσn−1εσn−1 = εσn−1ε = λσn−1ε, (E5)
σn−2λσn−1σn−2λ = λσn−1σn−2λ, (E6)
λσ 2n−2 = σn−2σ 2n−1σn−2λ, (E7)
λvλv = vλvλ, (E8)
λw = wλ, (E9)
where v = σn−2σn−1σn−3σn−2 and w = σn−2σn−1εσn−1σn−2.
Proof. Write ∼∼′ for the congruence on (S ∪{ε,λ})∗ generated by (A1)–(A3) and (E1)–(E9). We
must show that ∼∼′ = ∼∼. First note that the only relation from (E1)–(E9) which does not appear
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and applying Theorem 26. This shows that ∼∼′ ⊆ ∼∼. To show the reverse inclusion, first note that
ε2 ∼∼′ ελε ∼∼′ ελ∼∼′ ε
by (E1) and (E2), and
σn−1εσn−1ε ∼∼′ σn−1λσn−1ε ∼∼′ λσn−1ε ∼∼′ εσn−1ε
by (E5) and (E2). In particular, (D7)–(D9) are in ∼∼′, and we may use Theorem 23 to conclude
that any two words over S ∪ {ε} are ∼∼′-equivalent if they have the same image under Ψ . We now
consider the remaining relations from (D1)–(D11) which are missing (or partially missing) from
(E1)–(E9).
(D1): By (E1) and (E2), we have λ2 ∼∼′ λελ∼∼′ λε∼∼′ λ, and λσ 2n−1 ∼∼′ λεσ 2n−1 ∼∼′ λε∼∼′ λ. By (E2)
and Theorem 23, we also have λσn−1σ 2n−2σn−1 ∼∼′ λεσn−1σ 2n−2σn−1 ∼∼′ λε ∼∼′ λ since, as
may easily be checked, enςn−1ς2n−2ςn−1 = en in IBn.
(D3): We must show that u ∼∼′ uσn−1σn−2σn−1 where u = λσn−1σn−2λ. Define a word x =
σn−2σn−1εσn−1σn−2ε. We then have
u ∼∼′ λεσn−1σn−2λε by (E2)
∼∼′ λσn−1σn−2σn−2σn−1εσn−1σn−2λε by Theorem 23
∼∼′ λσn−1σn−2λσn−2σn−1εσn−1σn−2ε by (E9)
= ux,
and we are done by Theorem 23, since (xΨ )ςn−1ςn−2ςn−1 = xΨ .
(D4): Using (E1)–(E3), we see that
λσn−2 ∼∼′ λεσn−2 ∼∼′ λσn−2ε ∼∼′ λσn−2ελ∼∼′ λεσn−2λ∼∼′ λσn−2λ.
(D5): By (E1)–(E3) and (E7), we have
λσn−2σ 2n−1σn−2 ∼∼′ λεσn−2σ 2n−1σn−2 ∼∼′ λσn−2εσ 2n−1σn−2
∼∼′ λσn−2εσn−2 ∼∼′ λεσ 2n−2 ∼∼′ λσ 2n−2 ∼∼′ σn−2σ 2n−1σn−2λ.
This completes the proof of the theorem. 
Remark 28. Since the braid group Bk is generated by ς1 and ς2 · · ·ςk−1 (see for example [7]),
we see that relations (E3) and (E4) may be replaced by
εσ1 = σ1ε, εσ2 · · ·σn−2 = σ2 · · ·σn−2ε, (E3)′
λσ1 = σ1λ, λσ2 · · ·σn−3 = σ2 · · ·σn−3λ. (E4)′
The resulting presentation of PVn includes Artin’s presentation of Bn as well as two extra gen-
erators and 15 extra relations.
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In this section we use Theorem 27 to derive a presentation for the partial transformation
semigroup PT n (Theorem 30 below). The first presentation for PT n appeared in [21]; see [15]
for a discussion of this presentation. The next lemma records an intermediate presentation. Recall
that si ∈ Sn denotes the simple transposition which interchanges i and i + 1.
Lemma 29. The partial transformation semigroup PT n has presentation〈
S ∪ {ε,λ} ∣∣ (A1)–(A4), (E1)–(E9)〉
via
Ψ :
(
S ∪ {ε,λ})∗ → PT n:
⎧⎨
⎩
σ±1i → si ,
ε → π,
λ → τ,
where π = ( 1 ··· n−1 n1 ··· n−1 −) and τ = ( 1 ··· n−1 n1 ··· n−1 n−1), and (A4) denotes the relation
σ 2i = 1 for all i. (A4)
Proof. First, Ψ is clearly surjective since it is the composition of the epimorphisms
Ψ :
(
S ∪ {ε,λ})∗ → PVn and ¯ :PVn →PT n.
Write ∼∼ for the congruence on (S ∪ {ε,λ})∗ generated by (A1)–(A4) and (E1)–(E9). Then ∼∼ ⊆
kerΨ since s2i = 1 in PT n for all i. To show the reverse inclusion, suppose (w,w′) ∈ kerΨ ,
and put β = wΨ,β ′ = w′Ψ ∈ PVn. By Proposition 4, we have β = γ δ and β ′ = γ ′δ′ for some
γ, γ ′ ∈ Bn and δ, δ′ ∈ SPVn. Since γ¯ δ¯ = γ¯ ′δ¯′ we conclude, as in the second paragraph of the
proof of Proposition 4, that δ¯ = δ¯′, whence δ = δ′. Choose w1,w′1 ∈ S∗ and w2 ∈ (S ∪ {ε,λ})∗
such that
w1Ψ = γ, w′1Ψ = γ ′, w2Ψ = δ.
By Theorem 27 we have w ∼∼ w1w2 and w′ ∼∼ w′1w2. Put w3 = w−11 w′1, noting that w3Ψ δ¯ =
γ¯−1γ¯ ′δ¯ = δ¯. Write A = A(δ). Suppose A = (A1, . . . ,Ax) ∈P (y), and write
Ax+1 = {y + 1, . . . , n}.
Since w3Ψ δ¯ = δ¯, we have w3Ψ = si1 · · · sik for some i1, . . . , ik ∈ A1 ∪ · · · ∪Ax+1. Put
w4 = σi1 · · ·σik .
Then w4Ψ ∈ BAn , and so w4w2 ∼∼ w2 by Theorem 27 and, by (A1), w−14 w2 ∼∼ w2. Now
(w3w
−1
4 )Ψ = 1 so that, by Theorems 1 and 2, w3w−14 ∼∼ a±1p1q1 · · ·a±1plql for some 1 pt < qt  n.
Now, by (A1) and (A4), we have
a±1pq = (σp · · ·σq−2)σ±2
(
σ−1 · · ·σ−1p
)∼∼ 1q−1 q−2
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w′ ∼∼w′1w2 ∼∼w1w−11 w′1w2 = w1w3w2 ∼∼w1w3w−14 w2 ∼∼w1w2 ∼∼w,
and the proof is complete. 
In the presence of relation (A4), the generators σ−1i (1  i  n − 1) may be removed, and
many of the relations may be simplified. The result of this (straight-forward) simplification is
given in the following theorem.
Theorem 30. The partial transformation semigroup PT n has presentation〈
σ1, . . . , σn−1, ε, λ
∣∣ (A2)–(A4), (F1)–(F8)〉
via
Ω : {σ1, . . . , σn−1, ε, λ}∗ → PT n:
{σi → si ,
ε → π,
λ → τ,
where π and τ are defined in Lemma 29, and (F1)–(F8) denote the relations
ελ = ε, (F1)
σn−1λ = λε = λ, (F2)
εσi = σiε if i  n− 2, (F3)
λσi = σiλ if i  n− 3, (F4)
εσn−1εσn−1 = εσn−1ε = λσn−1ε, (F5)
σn−2λσn−1σn−2λ = λσn−1σn−2λ, (F6)
λvλv = vλvλ, (F7)
λw = wλ, (F8)
where v = σn−2σn−1σn−3σn−2 and w = σn−2σn−1εσn−1σn−2.
Remark 31. As in Remark 28, we may replace relations (F3)–(F4) by (E3)′–(E4)′. The result-
ing presentation of PT n includes Moore’s presentation [20] of Sn as well as two extra generators
and 12 extra relations. This contrasts with Popova’s presentation [21] which, as discussed in [15],
consists of (a presentation equivalent to) Moore’s presentation of Sn along with two extra gener-
ators and 16 extra relations, many of which are quite complicated.
4. Representing partial vines by endomorphisms of a free group
Let Fn denote the free group on the set X = {x1, . . . , xn}, which we identify with the set of
all (freely) reduced words over X ∪ X−1. We also think of Fn as the fundamental group of a
plane with n co-linear points removed. We identify the generator xi with (the homotopy class
of) a loop from a base point which encloses the ith deleted point, and travels in a clockwise
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considering the action of a braid on a loop; see [5] for details. Since the word problem in Fn is
trivial, the injectivity of ζ solves the word problem in Bn. Artin also gave a description of the
automorphisms of Fn which arise as the image of a braid under ζ . Artin’s theorems have been
extended in the context of partial braids [8] and vines [17], and in this section we show how these
results may be extended to partial vines. We consider a subset Mn ⊆ End(Fn) equipped with a
binary operation  (defined below), and show that there is a faithful representation Ξ :PVn →
Mn; again, this representation solves the word problem inPVn. We also characterize the elements
of End(Fn) which arise as the image under Ξ of a partial vine.
In what follows, all endomorphisms f ∈ End(Fn) are considered to be left endomorphisms;
that is, the image under f of a word w ∈ Fn will be denoted f (w). In this way, endomorphisms
are composed right-to-left. Elements of PT n are still considered to be right (partial) maps, and
are composed left-to-right.
If I ⊆ n, we write FI for the subgroup of Fn generated by {xi | i ∈ I }, and we define a
homomorphism
I :Fn → Fn :xi →
{
xi if i ∈ I,
1 if i /∈ I.
Let Mn ⊆ End(Fn) denote the set of all (left) endomorphisms f :Fn → Fn for which there exists
a (right) partial transformation f¯ ∈PT n such that
(i) if i /∈ im(f¯ ) then f (xi) = 1; and
(ii) if i ∈ im(f¯ ), then there exists an ordering j1, . . . , jk of the set if¯−1, and words
w1, . . . ,wk ∈ Fdom(f¯ )
such that f (xi) = (w1xj1w−11 ) · · · (wkxjkw−1k ).
We define a product  on Mn by
f  g = dom(f¯ g¯) ◦ f ◦ g.
(It is important to remember that the product f¯ g¯ is understood to be composition as right maps.)
It is easy to check that f  g ∈ Mn, and that f  g = f¯ g¯. It is also routine to check that 
is associative, so that Mn forms a monoid. Also, by a simple induction, one may show that
for all f1, . . . , fk ∈ Mn we have f1  · · ·  fk = dom(f¯1···f¯k) ◦ f1 ◦ · · · ◦ fk. We now define a
homomorphism ξ : (S ∪ {ε,λ})∗ → Mn by
σiξ :xj →
⎧⎨
⎩
xj if j = i, i + 1,
xixi+1x−1i if j = i,
xi if j = i + 1,
εξ :xj →
{
xj if j = n,
1 if j = n,
σ−1i ξ :xj →
⎧⎨
⎩
xj if j = i, i + 1,
xi+1 if j = i,
x−1 x x if j = i + 1,
λξ :xj →
{
xj if j = n− 1, n,
xn−1xn if j = n− 1,
1 if j = n.i+1 i i+1
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w ∈ (S ∪ {ε,λ})∗.
Lemma 32. We have the inclusion ∼∼ ⊆ ker ξ .
Proof. We need to show that relations (A1)–(A3) and (E1)–(E9) hold as equations in Mn, when
the generators are replaced by their images under ξ . We do this for (E1). We must show that
the maps (σ 2n−1ε)ξ , (εσ 2n−1)ξ , and (ελ)ξ have the same action as εξ on the generating set X.
By definition, each of these maps act as the identity on {x1, . . . , xn−2}. Next, note that wξ =
id{1,...,n−1} for each of the words w ∈ {σ 2n−1ε, εσ 2n−1, ελ}. We then have, writing  = {1,...,n−1},
(
σ 2n−1ε
)
ξ :
⎧⎨
⎩xn−1
εξ−→xn−1 σn−1ξ−→ xn−1xnx−1n−1
σn−1ξ−→ xn−1xnxn−1x−1n x−1n−1
−→xn−1,
xn
εξ−→1 σ
2
n−1ξ−→ 1 −→1,
(
εσ 2n−1
)
ξ :
⎧⎨
⎩xn−1
σn−1ξ−→ xn−1xnx−1n−1
σn−1ξ−→ xn−1xnxn−1x−1n x−1n−1
εξ−→xn−1 −→xn−1,
xn
σn−1ξ−→ xn−1 σn−1ξ−→ xn−1xnx−1n−1
εξ−→1 −→1,
(ελ)ξ :
⎧⎨
⎩xn−1
λξ−→xn−1xn εξ−→xn−1 −→xn−1,
xn
λξ−→1 εξ−→1 −→1.
The other relations may be checked analogously. (In fact, all relations but (E1) hold in End(Fn)
itself.) 
As a result of this lemma, and Theorem 27, ξ induces a representation
Ξ :PVn → Mn
under which a partial vine β ∈ PVn is mapped to wξ , where w ∈ (S ∪ {ε,λ})∗ is any word for
which wΨ = β . It is our aim to show (see Theorem 33 below) that Ξ is faithful. Geometrically,
Ξ is a natural extension of Artin’s representation ζ :Bn → Aut(Fn) in the following way. Write
P0 and P1 for the planes z = 0 and z = 1 (respectively). Let β ∈ PVn, and write I = im(β¯) =
{i1, . . . , ik} and D = dom(β¯) = {j1, . . . , jl}, where i1 < · · · < ik and j1 < · · · < jl . We consider
the space R3 \ image(β). Identifying FI = 〈xi1, . . . , xik 〉 with the fundamental group of P0 \
{P ′i1, . . . ,P ′ik }, we push a loop  ∈ FI up through R3 \ image(β) until it reaches the plane P1,
resulting in a new loop in FD = 〈xj1 , . . . , xjl 〉. The homomorphism FI → FD which arises in
this way then extends to the endomorphism βΞ :Fn → Fn by defining (βΞ)(xp) = 1 for all
p ∈ n \ I .
Let A,B ⊆ n with |A| = |B|. We define δA,B to be the planar partial braid for which
dom(δ¯A,B) = A and im(δ¯A,B) = B , and we also write fA,B = δA,BΞ ∈ Mn. So, writing A =
{i1, . . . , ik} and B = {j1, . . . , jk} where i1 < · · · < ik and j1 < · · · < jk , we have fA,B(xjp ) = xip
for all p ∈ k, and fA,B(xq) = 1 if q /∈ B .
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is in the image of Ξ if and only if f (xi1 · · ·xip ) = xj1 · · ·xjq where we have written im(f¯ ) =
{i1, . . . , ip} and dom(f¯ ) = {j1, . . . , jq}, with i1 < · · · < ip and j1 < · · · < jq .
Proof. To prove the first statement, suppose (β, γ ) ∈ kerΞ . Then β¯ = γ¯ . Write I = im(β¯) and
D = dom(β¯), and put
β ′ = δq,DβδI,p and γ ′ = δq,Dγ δI,p,
where p = |I | and q = |D|, noting that β ′Ξ = γ ′Ξ . Thinking of β ′ and γ ′ as vines in Vq , we
see that β ′ = γ ′ by [17, Theorem 6], and it follows that
β = δD,qβ ′δp,I = δD,qγ ′δp,I = γ,
completing the proof that Ξ is injective.
Next, suppose f ∈ Mn satisfies the condition in the statement of the theorem, and write
I = im(f¯ ) and D = dom(f¯ ), and p = |I | and q = |D|. Put
f ′ = (fq,D  f  fI,p)|Fq ∈ Mq.
By [17, Theorem 6] again, there exists β ′ ∈ Vq such that f ′ = β ′Ξq , where Ξq :PVq → Mq is
the analogously defined representation. Extend f ′ to f ′′ ∈ Mn by defining f ′′(xi) = 1 for all
q < i  n. Thinking of β ′ as a member of PVn, we have f ′′ = β ′Ξ , so that
f = fD,q  f ′′  fp,I = (δD,qβ ′δp,I )Ξ,
and the theorem is proved. 
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