In a challenge to models that link the equity premium to rare disasters, Backus, Chernov, and Martin (2011) show that data on options imply negative events that are far smaller than these models suggest. We show that this result depends critically on the assumption that the probability of the rare event is constant. That is, a model with stochastic jumps in consumption can simultaneously explain options data and the equity premium. Indeed, such a model delivers an excellent fit to implied volatilities, despite being calibrated to match the equity premium and equity volatility alone. * First draft: March 18, 2013. Seo: sangseo@wharton.upenn.edu; Wachter: jwachter@wharton.upenn.edu.
Introduction
Century-long evidence indicates an economically significant equity premium: an expected return from holding equities over short-term government debt.
1 The source of this equity premium has been a subject of debate for nearly thirty years.
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One place to look for such a source is in options data. By holding equity and a put option, an investor can, at least in theory, eliminate the downside risk in equities. For this reason, it is appealing to explain both options data and standard equity returns together with a single model.
Such an approach is arguably of particular importance for a class of models that explain the equity premium through the mechanism of rare events. These models include Rietz (1988) , Barro (2006) and Weitzman (2007) . In these models, consumption and thus equity returns are subject to shocks that are rare and large. Options (assuming away, for the moment, the potentially important question of counterparty risk), offer a way to hold equities while eliminating the exposure to rare events. Thus it is of interest to know whether these models have the potential to explain option prices as well as equity prices.
Option prices are also of interest in their own right because their unusual payoff structure gives more information on the distribution of returns than equities alone. While international consumption data used by Barro (2006) and others gives some information on the probabilities of rare events that U.S. market participants impute into prices, option prices can offer a second, largely independent source of information. It is therefore of interest to see what option prices can teach us about the probability of rare events.
(2011) derive option prices in a rare events model similar to that of Rietz (1988) and Barro (2006) . They find that the resulting options prices are far from their data counterparts.
They argue that options data appear to be inconsistent with the hypothesis of large and rare shocks to equity returns. In particular, the implied volatilities resulting from rare events models are lower than in the data, and are far more downward sloping as a function of the strike price. This result suggests that these rare events are not the source of risk behind the equity premium. Further, they show through the lens of their model, that events of the magnitude required to explain the equity premium are virtually ruled out by option prices.
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In this paper, we follow the approach of Backus, Chernov, and Martin (2011) but with an important exception. Like the earlier literature discussed above, Backus et al. assume that the arrival of rare events is iid. Such a model can explain the equity premium, but cannot account for other features of equity markets, such as the volatility. Recent rare events models therefore seek to incorporate dynamics that can also account for such volatility (Gabaix (2012) , Gourio (2011 ), Wachter (2012 ). In this paper, we derive option prices in the model of Wachter. Importantly, we use the same parameters that have been shown to explain equity returns in that paper. We show that allowing for a stochastic probability of disaster has dramatic effects on implied volatilities. Namely, rather than being much lower than in the data, the implied volatilities are at about the same level. The slope of the implied volatility curve, rather than being far too great, also matches that of the data.
3 Backus, Chernov, and Martin (2011) derive the distribution of consumption growth implied by option prices. Besides using this to determine the probability of rare events implied by options, they also suggest such a calibration, which has more frequent and less severe events, is a useful alternative to that of Rietz (1988) and Barro (2006) in that it can also explain the equity premium. However, because of the frequency of the negative events, this calibration is unable to explain the exceptionally low volatility enjoyed by the U.S. during the 60-year post-war period. A period with such low volatility would have less than a 1 in 100,000 chance of occurring.
As we show, the type of model we consider nests that considered by Backus, Chernov, and Martin (2011) . This allows us to break apart the differences between the models, and consider what exactly is causing the difference. We conclude that it is indeed the time-variation in the probability of disaster that accounts for the majority of the difference. The reasoning is two-fold. First, by raising volatility during normal times, the model endogenously produces the stock price changes that occur during normal times and that are reflected in option prices. These changes are absent in iid rare event models, because, during normal times, the volatility of stock returns is equal to the (very low) volatility of consumption growth. Second, by assuming recursive utility, the model implies a premium for assets that covary negatively with volatility. This makes implied volatilities higher than what they would otherwise be.
Our findings relate to those of Gabaix (2012) , who also reports implied volatilities in a model with rare events. The papers differ in several ways. First, for tractability, Gabaix derives option prices for under different assumptions than those used to price equities. In our work, the underlying assumptions are the same for the two asset classes. Second, because our model nests that of Backus, Chernov, and Martin (2011) , we can drill down to uncover the explanation for why we find something different. Finally, our underlying model is different from those used in Gabaix. He assumes a linearity-generating process (Gabaix (2008) ) for prices. In his calibration, the investor has power utility and the sensitivity of dividends to changes in consumption is varying; however, the probability of a disaster is not. In our calibration, the investor has recursive utility and the probability is time-varying. We argue below that this has important consequences for the model's ability to account for implied volatilities.
Other recent work explores implications for option pricing in dynamic endowment economies.
Benzoni, Collin-Dufresne, and Goldstein (2011) derive options prices in a Bansal and Yaron (2004) economy with jumps to the mean and volatility of dividends and consumption. The jump probability can take on two states which are not observable to the agent. Their focus is on the learning dynamics of the states, and the change in option prices before and after the 1987 crash, rather than on matching the shape of the implied volatility curve. Du (2011) examines options prices in a model with external habit formation preferences as in Campbell and Cochrane (1999) in which the endowment is subject to rare disasters that occur with a constant probability. His results indicate the difficulties of matching implied volatilities assuming either only external habit formation, or a constant probability of a disaster. Also related is Drechsler and Yaron (2011) , who focus on the volatility premium and its predictive properties, rather than on implied volatilities. Besides the difference in focus, the papers also differ in the economic mechanism. In the work of Drechsler and Yaron, the equity premium arises from the combined effect of persistent growth rates in consumption, high risk aversion, and a high elasticity of intertemporal substitution (long-run risk), as opposed to rare events.
A second related strand of research focuses on uncertainty aversion or exogenous changes in confidence. Like some of the work mentioned above, Drechsler (2012) builds on Bansal and Yaron (2004) , but incorporates in dynamic uncertainty aversion (Knightian uncertainty). He argues that uncertainty aversion is important for matching implied volatilities. Shaliastovich (2009) shows that jumps in confidence can explain option prices when investors are biased toward recency. These papers build on earlier work by Bates (2008) and Liu, Pan, and Wang (2005) , who conclude that it is necessary to introduce a separate aversion to crashes to simultaneously account for data on options and on equities. Buraschi and Jiltsov (2006) explain the pattern in implied volatilities using heterogenous beliefs. Unlike these papers, we assume a rational expectations investor with standard (recursive) preferences. The ability of the model to explain implied volatilities arises from time-variation in the probability of a disaster rather than a premium associated with uncertainty.
The remainder of this paper is organized as follows. Section 2 discusses our model for asset returns Section 3 discusses the fit to the data and Section 4 concludes.
Model

Assumptions
In this section we describe a model with stochastic disaster risk (SDR). We assume an endowment economy with complete markets and an infinitely-lived representative agent.
Aggregate consumption (the endowment) solves the following stochastic differential equation
where B t is a standard Brownian motion and N t is a Poisson process with time-varying intensity λ t . This intensity follows the process
where B λ,t is also a standard Brownian motion, and B t , B λ,t and N t are assumed to be independent. For the range of parameter values we consider, λ t is small and can therefore be interpreted to be (approximately) the probability of a jump. We thus will use the terminology probability and intensity interchangeably, while keeping in mind the that the relation is an approximate one.
The size of a jump, provided that a jump occurs, is determined by Z t . We assume Z t is a random variable whose time-invariant distribution ν is independent of N t , B t and B λ,t . We will use the notation E ν to denote expectations of functions of Z t taken with respect to the ν-distribution. The t subscript on Z t will be omitted when not essential for clarity.
We will assume recursive generalization of power utility that allows for preferences over the timing of the resolution of uncertainty. Our formulation comes from Duffie and Epstein (1992) , and we consider a special case in which the parameter that is often interpreted as the elasticity of intertemporal substitution (EIS) is equal to 1. That is, we define continuation utility V t for the representative agent using the following recursion:
where
The parameter β is the rate of time preference. We follow common practice in interpreting γ as relative risk aversion. This utility function is equivalent to the continuous-time limit
(and the limit as the EIS approaches one) of the utility function defined by Epstein and Zin (1989) and Weil (1990).
Solving for asset prices
We will solve for asset prices using the state-price density, π t . 4 Duffie and Skiadas (1994) characterize the state-price density as
There is an equilibrium relation between utility V t , consumption C t and the disaster probability λ t . Wachter (2012) shows that
where a and b are constants given by
It follows that
Details are provided in Appendix A.1.
Following Backus, Chernov, and Martin (2011) and Wachter (2012) , we assume a simple relation between dividends and consumption: D t = C φ t , for leverage parameter φ. Let F (D t , λ t ) be the value of the aggregate market (it will be apparent in what follows that F is a function of D t and λ t ). It follows from no-arbitrage that Wachter (2012) shows that the stock price can be written explicitly as
where the price-dividend ratio G is given by
for functions a φ (τ ) and b φ (τ ) given by:
We will often use the abbreviation F t = F (D t , λ t ) to denote the value of the stock market index at time t.
Implied volatilities in the stochastic disaster risk model
Let P (F t , λ t , τ ; K) denote the time-t price of a European put option on the stock market index with strike price K and expiration t+τ . Because the payoff on this option at expiration is (K − F t+τ ) + , it follows from the absence of arbitrage that
At each time t, options are issued at a range of strike prices K near K = F t (namely, at the money). Let K n = K/F t , the normalized strike price (or "moneyness"), and define
We will establish below that P n is a function of λ t and the time to expiration alone. Clearly P n = P/F t . Because our ultimate interest is in implied volatilities, and because, in the formula of Black and Scholes (1973) , normalized option prices are functions of the normalized strike price (and the volatility, interest rate and time to maturity), it suffices to calculate P n .
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5 Given stock price F , strike price K, time to maturity T − t, interest rate r, and dividend yield y, the Black-Scholes put price is defined as
It follows from (8) that
Moreover, it follows from (7) that
Because the distribution of consumption and dividend growth between t and T , and because the distribution of λ s for s = t, . . . , T depends only on λ t , normalized put prices (and therefore implied volatilities) are a function of λ t and the horizon alone.
We therefore calculate (9), assuming the parameter values and distribution of disaster sizes in Wachter (2012) . We first approximate the price-dividend ratio G(λ t ) by a log-linear function of λ t , as described in Appendix B.1. As the Appendix describes, this approximation is highly accurate. We can then apply the transform analysis of Duffie, Pan, and Singleton (2000) to calculate put prices.
The implied volatility curve in the data represents an average of implied volatilities at different points in time. We follow the same procedure in the model, calculating an unconditional average implied volatility curve. To do so, we first solve for the implied volatility as a function of λ t . We numerically integrate this function over the stationary distribution of λ t . This stationary distribution is Gamma with shape parameter 2κλ/σ 2 λ and scale parameter σ 2 λ /(2κ) (Cox, Ingersoll, and Ross (1985) ).
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Given the put prices calculated from the transform analysis, inversion of this Black-Scholes formula gives us implied volatilities. Specifically, the implied volatility σ
where r b t is the model's analogue of the Treasury Bill rate, which allows for a probability of a default in case of a disaster (see Barro (2006) ; as in that paper we assume a default rate of 0.4).
6 At the parameter values we consider, the Feller condition (Feller (1951) ), namely 2κλ > σ 2 λ , is satisfied implying a finite density at zero.
The constant disaster risk model
Taking limits in the above model as σ λ approaches zero implies a model with a constant probability of disaster (Appendix A.2 shows that this limit is indeed well-defined and is what would be computed if one were to solve the constant disaster risk model from first principles). We use this model to evaluate the role that stochastic disaster risk plays in the First, though Backus, Chernov, and Martin (2011) assume power utility, their model can be rewritten as one with recursive utility with an EIS of one. The reason is that the endowment process is iid. In this special case, the EIS and the discount rate are not separately identified. Specifically, a power utility model has an identical stochastic discount factor, and therefore identical asset prices to a recursive utility model with arbitrary EIS as long as one can adjust the discount rate (Appendix A.3). In terms of the continuous/discretetime distinction, Appendix C shows that a calibration of the CDR model when observed in discrete time is identical to the model assumed by Backus et al. (based on that of Merton (1976)) There is one further difference in implementation between the present paper and that of Backus, Chernov, and Martin (2011) . Backus et al. define option payoffs not in terms of the price, but in terms of the total return. Moreover, it is not possible to compute option payoffs defined in terms of prices at their parameters because these prices do not converge.
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To evaluate the possible quantitative importance of this difference, we calculate implied volatilities in a calibration similar to that of Backus et al., but where we set the riskfree rate to be a high value so prices do converge. Because the dividend yield is low, this calibration will not artificially understate the size of the of replacing changes in prices with returns.
The results are reported in Appendix D. While there is a difference in implied volatilities, it is confined to in-the-money options. We conclude that the distinction between options on returns and prices is not an important determinant of the difference between the results they report and ours. However, it does affect the computation method used. When reporting results for their calibration, we use the method outlined in their paper. We have verified that the two methods produce the same answer (given the appropriate dividend yield adjustment) in settings where they both apply.
Comparison with the data 3.1 Data
Our sample consists of daily data on implied volatilities, options prices, volume and open interest for European put options on the S&P 500 index from OptionMetrics. We extract 7 Backus, Chernov, and Martin (2011) do not make a direct assumption about the discount rate. However, they do assume that the riskfree rate is 2%; this assumption is used to calculate implied volatilities. For consistency, we maintain this assumption when using their calibration, and back out the discount rate assuming recursive utility with EIS equal to one. The assumption of a 2% riskfree rate implies, given their other parameters, that prices will not converge.
observations with maturity of three months (91 days) from daily options data between 1996 and 2011. We apply standard filters to ensure that the contracts on which we base our analyses trade sufficiently often for prices to be meaningful. That is, we exclude observations with bid price smaller than 0.5 (Figlewski (2010) ) and those with zero volume and open interest smaller than one hundred contracts (Shaliastovich (2009) ). Note that the available range of liquid options will not be constant for each trade day, leading to potential bias. We therefore follow standard practice in using cubic spline interpolation and flat extrapolation (e.g. Carr and Wu (2009) ) to infer volatilities over the relevant range. (Wachter (2012) ), the two models are in a sense equivalent, and the comparison is valid. Second, this comparison will also allow us to reconcile our results with theirs. 8 However, in what follows, we will also compare the SDR model to a CDR model with the same parameters, except that σ λ is set equal to zero.
Calibration
As Table 1 shows, the two calibrations differ in their relative risk aversion, in the volatility of normal-times consumption growth, in leverage, in the probability of a disaster, and of course in whether the probability is time-varying. Some of these differences are less important 8 As described in the previous section, we consider a calibration that is isomorphic to that of Backus, Chernov, and Martin (2011) in which the EIS is equal to 1. This implies a discount rate of 0.0189, given that they calibrate their model assuming a riskfree rate of 2%. In contrast power utility implies a negative discount rate, reflecting the riskfree rate puzzle (Weil (1990) ).
than what may first appear: for example, higher risk aversion and lower disaster probability roughly offset each other. We will explore the implications of leverage and volatility in what follows.
The two models also assume different disaster distributions. For the SDR model, the disaster distribution is multinomial, and taken from Barro and Ursua (2008) Figure 3 shows the resulting implied volatilities as a function of the strike price, as well as implied volatilities in the data. Confirming previous results, we find that the CDR model leads to implied volatilities that are dramatically different from those in the data. First, the implied volatilities are too low, even though the model was calibrated to match the volatility of equity returns. Second, they exhibit a strong downward slope as a function of the strike price. While there is a downward slope in the data, it is not nearly as large. As a result, the implied volatilities for the in-the-money options implied by the consumption-based model are less than 10%, far below the option-based implied volatilities, which are over 20%.
Results
In contrast, implied volatilities for the stochastic disaster risk (SDR) model are much closer to the data, both in terms of the level and the slope. For out-of-the-money options, the implied volatilities are about 24%, close to the data value of 21%. Their is a downward slope, just as in the data, but it is much smaller than that of the CDR model. In the money options have implied volatilities of about 22%. The fit to the data is not perfect, but it is quite good, given that the model parameters were chosen without regard to the options data. Moreover, the data themselves contain some noise, as the pattern in implied volatilities exhibits substantial time variation (e.g. Benzoni, Collin-Dufresne, and Goldstein (2011)). Figure 3 shows population values for implied volatilities in the SDR model. This is appropriate in that the data averages implied volatility curves over the sample period. However, one might be concerned that, in the model, the population averages are skewed by periods during which disaster risk is relatively high. This would effect the robustness of the result. Figure 4 shows conditional implied volatilities in the SDR model for the median, the 20th, and the 80th percentile value. A higher disaster probability implies higher option prices and thus higher implied volatility. The figure also shows that the shape of the curve depends on the probability, when the curve is at the 20th percentile, it is noticeably flatter than when it is at the 80th percentile. Most importantly, the curve at the median value also lies near to that in the data.
Discussion
What is it about the SDR model that enables it to match the data? There are a number of differences between this model and the CDR model. In this section, we discuss which of these differences is primarily responsible for the change in implied volatilities.
In their discussion, Backus, Chernov, and Martin (2011) emphasize the role of the increased probabilities of very bad consumption realizations in the consumption-based model, as opposed to an implied consumption distribution from the option-based model. Therefore, this seems like an appropriate place to start. While the consumption distribution conditional on a disaster is actually more extreme in the case of the SDR model the leverage parameter used by Backus et al. is much higher than in the SDR model, 5.1 versus 2.6, implying that stock returns have fatter tails. Option prices will depend on both the consumption process and the dividend process, since the consumption process determines the pricing kernel. It is reasonable, therefore, to attribute the difference in the implied volatilities to the difference in the leverage parameter. Indeed, Gabaix (2012) conjectures that this is why Backus et al. find the results that they do. for the calibration with leverage of 2.6 is slightly higher than the slope for leverage of 5.1.
The main difference between the calibration is that, for lower leverage, the implied volatility curve shifts downward. Changing leverage does not only change the disaster distribution, it also changes normal-times volatility. This is what accounts for the large difference for the in-the-money options. However, the fact that the graph does not flatten for the out-of-the money options suggests that it is not the severity of the disasters that drives the differences in the results.
If not the severity of the disasters, then what does drive the difference? We consider another aspect of the CDR calibration, namely, normal-times volatility. In our benchmark case, consumption volatility is equal to the value of consumption volatility over the sample, namely 3.5%. Most of this volatility is accounted for by the disaster distribution, because, while the disasters are rare, they are severe. Therefore normal-times volatility is 1%.
The SDR model is calibrated differently; following Barro (2006) , the disaster distribution is determined based on international macroeconomic data, and the normal-times distribution is set to match postwar volatility in developed countries. The resulting normal-times volatility is 2%. To evaluate the effect of this difference, we solve for implied volatilities in the CDR model with leverage of 5.1 and normal-times volatility of 2%. In Figure 6 , the result is shown in the line denoted "higher normal-times volatility."
As Figure 6 shows, increasing the normal-times volatility by even a small amount has a dramatic effect on implied volatilities (note that raising normal-times volatility while keeping the other parameters unchanged does imply that the resulting stock return volatility will exceed that in the data). The implied volatility curve is higher and flatter. The change in the level reflects the greater overall volatility. The change in the slope reflects the greater probability of small, negative outcomes. Thus the difference in normal-times volatility could indeed be driving part of the difference between the CDR and the SDR models. However, the effect, while substantial, is not nearly large enough to explain the full difference. The level of the "higher normal-times volatility" smile is still too low and the slope is too high compared with the data.
We also consider results from a CDR model that based on taking the limit of our SDR calibration as σ λ approaches zero. The results are shown in Figure 5 . The resulting implied volatility smile is also too low and steep as compared with the data. Lower leverage and higher normal-times volatility combine to make this slope surprisingly similar to that of the benchmark CDR calibration, at least for out-of-the money options.
Given these results, it appears that the superior fit of the SDR model must arise from the fact that disaster risk is stochastic. A consequence of stochastic disaster risk, emphasized by Wachter (2012) , is high stock market volatility, not just during occurrences of disasters, but during normal periods as well. This is reflected in the relative shallowness of the volatility smile: while the existence of disasters lead to an upward slope for out-of-the money put options, high normal-period volatility imply that the level is high for put options that are in the money or only slightly out of the money. The same mechanism, and indeed the same parameters that allow the model to match the level of realized stock returns enable the model to match implied volatilities.
It is not obvious that this should be the case. Part of the puzzle of the implied volatility smile is that implied volatilities are higher than realized volatilities. The model can fit this aspect of the data because of a mechanism embedded in recursive utility. Recursive utility plays a number of roles in the model, including enabling the model to match realized volatilities; without recursive utility, the price-dividend ratio would not fall on an increased risk of rare disasters, because, at reasonable parameter values, the riskfree rate effect would be larger than the risk premium effect. However, there is a separate effect for options; As shown in Section 2.2, the state price density depends on the probability of disaster. Thus risk premia depend on covariances with this probability: assets that increase in price when the probability rises will be a hedge. Options are such an asset. Indeed, an increase in the probability of a rare disaster raises option prices, while at the same time increasing marginal utility. This can be seen in Figure 4 ; higher implied volatilities during disaster periods reflect higher option prices.
To directly assess the magnitude of this effect, we solve for option prices using the same process for the stock price and the dividend yield, but with a pricing kernel adjusted to set the above effect equal to zero. Risk premia in the model arise from covariances with the pricing kernel. We replace the pricing kernel in (7) with one in which b = 0. 9 Because b determines the risk premium due to covariance with λ, setting b = 0 will shut off this effect. Indeed, as Figure 7 shows, setting b = 0 significantly reduces option prices, and hence implied volatilities.
Our results are surprising given that incorporating stochastic moments has not, in pre-9 Note that a and η also depend on b: these expressions are also changed in the experiment. While it may first appear that b should also affect the riskfree rate, this does not occur in the model with EIS= 1. The riskfree rate satisfies a simple expression
. vious literature, appeared to affect the shape of the smile. Indeed, Backus, Chernov, and Martin (2011) reasonably make this very argument:
The question is whether the kinds of time dependence we see in asset prices are quantitatively important in assessing the role of extreme events. It is hard to make a definitive statement without knowing the precise form of time dependence, but there is good reason to think its impact could be small. The leading example in this context is stochastic volatility, a central feature of the option-pricing model estimated by Broadie et al. (2007) . However, average implied volatility smiles from this model are very close to those from an iid model in which the variance is set equal to its mean.
Furthermore, stochastic volatility has little impact on the probabilities of tail events, which is our interest here.
How is it, then, that this paper comes to such a different conclusion? The reason may arise from the fact that the literature referred to in the previous quotation has mainly focused on reduced-form models, in which the jump dynamics and volatility of stock returns are freely chosen. However, in an equilibrium model like the present, stock market volatility arises endogenously from the interplay between consumption and dividend dynamics and agents' preferences. While it is possible to match the volatility of stock returns and consumption in an iid model, this can only be done (given the observed data) by having all of the volatility occur during disasters. In such a model it is not possible to generate sufficient stock market volatility in normal times to match either implied or realized volatilities. Thus, while in the reduced-form literature, the difference between iid and dynamic models principally affects the conditional moments of volatility, in the equilibrium literature, the difference affects the level of volatility itself.
Conclusion
Since the early work of Rubinstein (1994) , the implied volatility curve has constituted an important piece of evidence against the Black-Scholes Model, and a lens through which to view the success of a model in matching option prices.
The implied volatility curve, almost by definition, has been associated with excess kurtosis in stock prices. Separately, a literature has developed linking kurtosis in consumption (which would then be inherited by returns in equilibrium) with the equity premium. However, much of the work up to now, as exemplified by a recent paper by Backus, Chernov, and Martin (2011) suggests that, at least for standard preferences, the non-normalities required to match the equity premium are qualitatively different from those required to match implied volatility.
We have proposed an alternative and more general approach to modeling the risk of downward jumps that can reconcile the implied volatility curve and the equity premium.
Rather than assuming that the probability of a large negative event is constant, we allow it to vary over time. The existence of very bad consumption events leads to both the downward slope in the implied volatility curve and the equity premium. However, the time-variation in these events moderates the slope, raises the level (at least in a model with recursive preferences) as well as generates the excess volatility observed in stock prices.
The model that we have developed in this paper is deliberately simple and parsimonious:
we show that a model that can match equity prices with no modifications can also match option prices. However, we anticipate that there are a number of interesting features of option and stock return data that cannot be matched using a model with a single state variable that follows a square root process. We look forward to exploring generalizations, guided by both the physical and risk neutral distributions of returns, in future work.
Equation (A.1) shows the state-price density can be expressed in terms of a locally deterministic term and a term that is locally stochastic. To obtain (11), we require both to be expressed in terms of C t and λ t . We derive the result for the stochastic term first.
It follows from (4) that
Wachter (2012) shows that continuation utility V t can be expressed in terms of C t as follows:
and
For future reference, we note that b is a solution to the quadratic equation
Substituting (A.3) and (A.4) into (A.2) implies that
It also follows from (4) that
Substituting in for V t from (A.3) and (A.4) implies
Finally, we collect constant terms:
Therefore, from (A.1) it follows that the state-price density can be written as
A.2 The iid limit of the SDR model.
In this section we compute the limit of the state price density π t . Note that b in equation (A.6) can be rewritten as
Applying L'Hopital's rule implies that (a + bλ t ) = lim
where we assume that λ 0 =λ and therefore that λ t =λ for all t.
We consider the limit of π t /π 0 as σ λ approaches zero. Note that for computing asset prices, we only care about ratios of the state price density at different points of time, and so it suffices to compute this quantity. It follows from (A.1), (A.8) and (A.9) that
which is equivalent to the result one obtains by calculating the state price density in the iid case when the EIS is equal to 1. Note that this result is not automatic, but rather holds only if we choose lower of the two roots of (A.7) as we do in this paper, a point made in a related context by Tauchen (2005) .
A.3 An isomorphism with power preferences under the iid assumption
In this section we show that, in an iid model, ratios of the state price density at different times implied by power utility are the same as those implied by recursive utility assuming the discount rate is adjusted appropriately. Thus the power utility model and the recursive utility model are isomorphic when the endowment process is iid.
Let π p,t be the state price density assuming power utility with discount rage β p and relative risk aversion γ. Then
For convenience, let π t be the state price density for recursive utility (with EIS equal to one).
As shown in Appendix A.2,
It follows that, for β given by
ratios of the state price densities are the same.
B Details of the calculation of option prices B.1 Approximating the price-dividend ratio
The formula for the price-dividend ratio in the SDR model is derived by Wachter (2012) and is given by
where a φ (τ ) and b φ (τ ) have closed-form expressions given in that paper. The algorithm for computing option prices that we use requires that log G(λ) be linear in λ. Define g(λ) = log G(λ). For a given λ * , note that for λ close to λ * ,
2)
The expression (B.2) has an interpretation: it is a weighted average of the coefficients b φ (τ ), where the average is over τ , and the weights are proportional to exp {a φ (τ ) + b φ (τ )λ * }. With this in mind, we define the notation
and the log-linear functionĜ
It follows from exponentiating both sides of (B.1) that
This log-linearization method differs from the more widely-used method of Campbell (2003), applied in continuous time by Chacko and Viceira (2005) . However, in this application it is more accurate over the relevant range. This is not surprising, since we are able to exploit the fact that the true solution for the price-dividend ratio is known. In dynamic models with the EIS not equal to one, the solution is typically unknown. Figure B .1 shows implied volatilities from option prices computed using the loglinear approximation described above, and from option prices computed by solving the expectation in (9) directly, using by averaging over simulated sample paths. To keep the computation tractable, we assume a single jump size of -30%. The implied volatilities are extremely close in the two cases.
B.2 Transform analysis
The normalized put option price is given as
It follows from (10), (11), and (B.4) that
where η, b and b * φ are constants defined by (A.10), (6) and (B.3), respectively. Then (B.5) can be rewritten as Equation (B.6 ) characterizes the put option in terms of expectations that can be computed using the transform analysis of Duffie, Pan, and Singleton (2000) . This analysis requires only the solution of a system of ordinary differential equations and a one-dimensional numerical integration. Below, we describe how we use their analysis.
To use the method of Duffie, Pan, and Singleton (2000) , it is helpful to write down the following stochastic process, which, under our assumptions, is well-defined for a given λ t .
Note that the {X τ } process is defined purely for mathematical convenience. Further define
and let
Note that {X τ } is an affine process in the sense defined by Duffie et al. It follows that
and therefore
where X 0 = [0, λ]. The terms written using the function G can then be computed tractably using the transform analysis of Duffie et al.
C The Poisson-normal model in continuous time
Backus, Chernov, and Martin (2011) specify a discrete-time model for consumption growth.
This specification can be mapped naturally to continuous time. In their paper, the log consumption growth has a two-component structure. The first component is normal and the second component is a Poisson mixture of normals. Consider the following continuous-time specification:
and therefore,
We can observe that the log consumption growth has a normal component and a jump component. Because the jump sizes are independent, and because each Z t has a normal distribution,
where j has a Poisson distribution. This is exactly the endowment process assumed by Backus, Chernov, and Martin (2011) .
D Options on total return versus price
In Figure D .2, we compare implied volatilities calculated from options written on the return of a security and from options written on the price of the security. We use parameter values as in the benchmark CDR case, however, so that the price-dividend ratio converges, we consider a higher riskfree rate, namely 8%. For out-of-the-money options, the two smiles are nearly identical. For in-the-money options, they diverge, with the curve corresponding to options written on the price curving upwards (becoming more "smile-like"). We conclude that, for out-of-the-money options, the issue of return vs. price is not quantitatively important. Notes: The probability density functions (pdfs) for consumption declines for log-normally distributed disasters and for the multinomial distribution assumed in the stochastic disaster risk (SDR) model. In the case of the SDR model, the pdf approximates the multinomial distribution from Barro and Ursua (2008) . The exact multinomial distribution is used to calculate the results in the paper. The pdfs are for the quantities 1 − e Z in each model. Table 1 ) and in the data. Notes: This figure shows implied volatilities for three-month options as a function of moneyness in the data and for three parameterization of the constant disaster risk model. The line labeled "CDR" shows the benchmark calibration. The line labeled "higher normal-times volatility" raises the volatility of consumption shocks that are not associated with disasters from 1% to 2% per annum but keeps all other parameters, including the consumption disaster distribution, the same. The line labeled "lower leverage" lowers the term multiplying dividends from 5.1 to 2.6, while keeping all other parameters the same. Notes: This figure shows implied volatilities when option prices are computed exactly (line with stars) versus when they are computed using an approximation (line with circles) in the SDR model. Implied volatilities assume that the disaster probability is fixed at its mean and that, in the event of disaster, consumption falls by a fixed amount, namely 30%. 
