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Vigilance declines when exposed to highly predictable and uneventful tasks. Monotonous tasks provide little 
cognitive and motor stimulation and contribute to human errors. This paper aims to model and detect vigilance 
decline in real time through participant’s reaction times during a monotonous task.  A lab-based experiment 
adapting the Sustained Attention to Response Task (SART) is conducted to quantify the effect of monotony on 
overall performance. Then relevant parameters are used to build a model detecting hypovigilance throughout the 
experiment. The accuracy of different mathematical models are compared to detect in real-time – minute by minute 
- the lapses in vigilance during the task. We show that monotonous tasks can lead to an average decline in 
performance of 45%.  Furthermore, vigilance modelling enables to detect vigilance decline through reaction times 
with an accuracy of 72% and a 29% false alarm rate. Bayesian models are identified as a better model to detect 
lapses in vigilance as compared to Neural Networks and Generalised Linear Mixed Models. This modelling could 
be used as a framework to detect vigilance decline of any human performing monotonous tasks. 
 
Statement of relevance 
Existing research on monotony are largely entangled with endogenous factors such as sleep deprivation, fatigue and 
circadian rhythm. This paper uses a Bayesian model to assess the effects of a monotonous task on vigilance in real 
time. We show that the negative effects of monotony on the ability to sustain attention can be mathematically 
modelled and predicted in real time using surrogate measures such as reaction times. This allows to model vigilance 
fluctuations. 
 
Keywords: Monotony, Vigilance, Sustained attention, Bayesian modelling 
 
Introduction 
Monotony is a complex phenomenon which can result in 
vigilance impairment during vigilance tasks. Monotony 
is largely entangled with fatigue in the literature since 
they both result in vigilance decrement. Most of the 
vigilance research has focused on endogenous factors 
contributing to fatigue, such as sleep deprivation and 
circadian rhythms. Biomathematical models have been 
developed to predict performance impairment due to 
these endogenous factors (Van Dongen et al., 2007). On 
the other hand, research on vigilance decrement 
prediction focuses on operator selection, that is to say 
finding the less likely persons to be impaired by 
vigilance tasks (Finomore, Matthews, Shaw, & Warm, 
2009) but does not try to detect or predict in real-time 
the effects of the vigilance task on performance, 
particularly with such biomathematical models.  
The aim of this paper is to model and detect vigilance 
decrement during a monotonous task, using surrogate 
measures (reaction times). Different mathematical 
models are compared in this study (Dynamic Bayesian 
Networks, Neural Networks and Generalised Linear 
Mixed Models) to determine the most reliable in 
detecting hypovigilance during monotonous tasks. This 
modelling is a first step towards predicting vigilance 
impairment due to monotony since the different models 
tested could be used not only for detection but also for 
predictions.  
Research in the field of vigilance has been largely 
unsuccessful in producing countermeasures to problems 
associated with sustained attention in operational 
settings (Donald, 2008). This is mainly due to the 
difficulty of controlling variables such as fatigue and 
time-on-task. A theoretically sound measure of 
sustained attention called Sustained Attention Response 
to Task (SART) is used in a controlled lab-based 
vigilance task experiment.  SART isolates and induces 
impairments due to monotony in a vigilance task. SART 
is a computer-assisted paradigm where participants are 
asked to respond to non-targets and not respond to 
targets (Robertson, Manly, Andrade, Baddeley, & 
Yiend, 1997) . Responses to SART occur to non-targets 
because real world vigilance tasks such as driving 
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require continuous monitoring and responses to stimuli 
with a preparedness to respond to infrequent critical 
events (Donald, 2008; Schmidt et al., 2009). Such an 
experiment enables the use of continuous, real-time 
surrogate measures - known to be correlated to vigilance 
– to predict vigilance impairment. It has been shown 
that performance on the SART correlates significantly 
with everyday life attention failures (Manly, Robertson, 
Galloway, & Hawkins, 1999). Therefore we have 
chosen the SART to assess sustained attention during 
continuous tasks. The authors are aware of the research 
debate related to the validity of the SART as a vigilance 
proxy (W. S. Helton, 2009; W. S. Helton, Kern, & 
Walker, 2009; William S. Helton, Weil, Middlemiss, & 
Sawers, 2010). However, this study takes the 
assumption that the SART induces hypovigilance. Such 
vigilance task is used in this paper to show the 
feasibility to detect and predict vigilance decrement in 
real-time using surrogate measures and appropriate 
mathematical modelling.  This study uses reaction times 
and errors measurements obtained from a SART 
experiment to validate a framework which assesses 
vigilance level in real time.  
Vigilance as assessed by performance has been shown 
to depend on the level of monotony and is correlated to 
reaction times (RTs) (Meuter, Rakotonirainy, Johns, 
Tran, & Wagner, 2006). Such a design enables us first to 
isolate and quantify the impact of different predictors on 
performance through logistic regression (analysis A). In 
this way the contribution of the monotony of the task to 
the loss of performance can be highlighted and 
disentangled from fatigue (time-on-task, sleeping 
habits). Predictors shown to impact significantly on 
performance are then used to model performance 
throughout the experiment in real-time (analysis B). 
Different models are fitted and compared in their ability 
to detect lapses in vigilance in real-time. Therefore this 
analysis is a first step in assessing in real-time the 
consequences of monotonous conditions on vigilance. 
This paper will first introduce the background of the 
research, and then provide a description of the 
experimental design. Results and discussion for each 
analysis will then be presented, followed by a 
conclusion on the implications of these results. 
Background 
Monotonous conditions can create impairments similar 
to the one observed during fatigue: mainly vigilance 
decline (hypovigilance) (Campagne, Pebayle, & Muzet, 
2004; Lal & Craig, 2001; Thiffault & Bergeron, 2003b). 
Hypovigilance leads to unwanted effects such as the 
inability to react to sole, emergency-type situations 
(Duta, et al., 2004). Vigilance is defined as the 
individual's ability to sustain attention and remain alert 
over extended periods of time for the purpose of 
responding to critical signals or changes in information 
or stimulus (Scerbo, 1998). In the case of vigilance 
tasks, vigilance commonly refers to a state of readiness 
to detect and respond to certain specified small changes 
occurring at random time intervals in the environment 
(Davies & Parasuraman, 1982).  
Vigilance tasks are the paradigm used to study sustained 
attention and its vigilance decrements. In the case of 
vigilance tasks, vigilance commonly refers to a state of 
readiness to detect and respond to certain specified 
small changes occurring at random time intervals in the 
environment (Davies & Parasuraman, 1982). 
The vigilance decrement during vigilance tasks is the 
result of lack of stimulation (Eysenck, 1982; Finomore, 
et al., 2009) according to the arousal theory. Indeed 
stimulation is required to sustain attention (Smit, Eling, 
& Coenen, 2004).  Stimulation is not sufficient in 
ensuring a good performance because reduced 
variability in the stimulation can also result in decreased 
alertness, which is the case of monotonous tasks. The 
Arousal theory also reveals that humans react differently 
to low arousal so that optimal level of arousal depends 
on the individual (particularly sensation seeking and 
introversion levels).  
Monotonous tasks are characterised by low or repetitive 
stimulation. The effects of such a task on performance 
can be further explained by the habituation theory since 
repetitive stimulation results in a decreased arousal 
response of the cortical activity (Mackworth, 1969). 
This reduces the ability to detect critical signs hence 
resulting in vigilance decrement. Such a process of 
habituation is dynamic and different in nature to fatigue. 
A change in the stimulation can result in an immediate 
improvement of performance whereas fatigue requires 
rest to regain performance.  
Some research challenges the arousal theory and 
suggests a resource theory of vigilance (Finomore, et al., 
2009). Attention resources are limited and divided 
between the different tasks needed to perform and the 
stages of information processing (Pashler, 1998; 
Wickens & Hollands, 2000). In the case of two 
demanding tasks, one task or the other suffers from this 
limitation of  resources (Wickens, 2002). In the case of a 
monotonous task, it is necessary to extend the resource 
theory to the Malleable Attentional Resources Model 
which says that the attentional capacity is reduced in the 
presence of mental underload, that is to say that the size 
of the resource pool is reduced rather than a drain on 
available information-processing assets (Finomore, et 
al., 2009). 
Vigilance only needs to be categorised to define whether 
an individual is able to perform a task with the expected 
performance. The following classification was 
developed by Duta et al. (2004) from the classification 
of the sleep-wake continuum obtained with an EEG (Lal 
& Craig, 2001): 
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• Alert: corresponds to responsive participant, 
capable of performing a task with full to acceptable 
performance. 
• Hypovigilant: corresponds to the participant no 
longer able to perform a task at an acceptable level 
of performance. 
• Sleeping participant. 
• Unknown. 
 
Often, vigilance level is assessed automatically by an 
algorithm through the estimated performance (from 0 to 
1) to a vigilance task (particularly with Neural 
Networks). In this case, results from the model can be 
used to classify the vigilance level by using the 
following method (Duta, et al., 2004): 
 
• Fully awake: 0.7-1 
• Intermediate: 0.3-0.7 
• Drowsy states: 0-0.3. 
 
Hypovigilance can be assessed through psychomotor 
tests (for instance by reaction time tests), since a 
reduction of performance in such tests is interpreted as a 
sign of decrease in vigilance (Davies & Parasuraman, 
1982). A loss of performance usually implies that the 
individual suffers from a decreased ability to maintain 
vigilance. Such psychomotor tests are expected to 
perform particularly well as an index of vigilance in 
monotonous contexts. When the task is monotonous, 
responses are automated leading to short reaction times 
and poor performance (Mackworth, 1969); and such 
responses are direct consequences of a decline in 
vigilance. This is supported by the fact that performance 
during a sustained attention task is correlated to changes 
in the EEG power spectrum at several frequencies 
(relatively variable between subjects but stable within 
subjects) (Jung, Makeig, Stensmo, & Sejnowski, 1997). 
Each individual has their personal optimal level of 
stimulation and arousal required to perform well.  
The profile of drivers more likely to be involved in 
fatigue-related crashes was determined in a simulator 
experiment (Thiffault & Bergeron, 2003a). In this 
experiment, the impact of the driver's personality on 
decline in vigilance was studied. Extraverts need more 
stimulation changes and as a consequence, they have 
less capability to perform a monotonous task however, 
this disadvantage disappears with time-on-task 
(Eysenck, 1967). It has also been found that introverts 
experience vigilance decrement slightly later than 
extroverts, particularly in the case of visual tasks 
(Koelega, 1992). Indeed extroverts are likely to 
experience boredom faster than introverts in 
monotonous conditions. Sensation-seeking drivers need 
varied, complex sensations and experiences and are able 
to take physical and social risks to achieve such 
experiences. This factor can be more or less developed 
but leads to risk taking driving and negative reactions to 
monotonous driving (Zuckerman, 1994). Another trait 
has an influence on vigilance: vulnerability to cognitive 
failures (Finomore, et al., 2009; Manly, et al., 1999). 
Robertson et al.(1997) and Manly et al. (1999) have 
shown that participants with higher cognitive failures 
are prone to miss critical events during a vigilance task 
such as the SART (Finomore, et al., 2009). 
The Sensation Seeking Scale (SSS) was developed to 
provide such a measure. High sensation seekers are 
expected to experience vigilance decrement faster than 
any other group. The SSS is determined through a 
questionnaire developed by (Zuckerman, 1972). At 
present, six forms of the SSS have been developed by 
Zuckerman, the fifth (SSSV) being the most reliable. 
Introversion level can be assessed through a 
questionnaire such as the Eysenck Personality 
Questionnaire (EPQ) or its revised version (EPQ-R). 
The scale to measure the vulnerability to cognitive 
failures is the Cognitive Failures Questionnaire (CFQ) 
(Finomore, et al., 2009). 
Different mathematical approaches can be used to 
predict vigilance decrement using surrogate measures. 
These approaches are assessed with the criteria 
presented here: 
 
• allow an implementation in real-time to allow 
the development of a real-time devices monitoring 
vigilance decrement 
• be adaptable to making predictions in time so 
that vigilance decrement is detected before or at its 
onset  
• have been successfully applied on operational 
settings to highlight their ability to be used on other 
vigilance tasks than the SART 
• be able to cope with inter-individual differences. 
since capability to resist to monotonous tasks 
largely depends on personality traits 
• aim at a reasonable time demand to be 
implemented (avoid selection of a model that can 
not be implemented due to unrealistic time 
demands) 
 
Various models were reviewed: Generalised Linear 
(Mixed) Models, Bayesian modelling, Kalman filters, 
Neural Networks, fuzzy logic and time series analysis 
(Brockwell & Davis, 2002; Nelder & Wedderburn, 
1972; Rabiner, 1989; Russell & Norvig, 2003). Only 
Generalised Linear Mixed Models, Bayesian modelling 
and Neural Networks follow all the criteria specified 
above. Therefore these models were selected for this 
study and are compared in their ability to predict 
performance impairment during the SART. 
To our knowledge there has not been any 
comprehensive research describing how vigilance 
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evolves with time under monotonous conditions. 
Nevertheless, it appears that hypovigilance can be 
observed in less than 5 minutes in monotonous tasks 
such as the SART. 
Experiment 
This experiment was designed by Michael and Meuter 
(2006) and we used the data they collected. 
Participants 
Forty students at an Australian university, 8 males and 
32 females (mean age = 22.6 years, SD = 9.2), 
volunteered to participate in this study. All subjects 
provided written consent for this study, which was 
approved by the university ethics committee. Students 
undertaking the first year psychology subject received 
course credit for their participation.  
Materials 
Experimental design 
Two adaptations of the SART were run on an IBM 
compatible computer using E-Prime. The conditions 
varied in terms of task monotony, with two different 
settings for target appearance: (i) probability 0.11 (low 
target probability) and (ii) probability 0.5 (high target 
probability). The first one creates a monotonous 
condition where a response can be predicted and leads to 
automatic responses. The second one, with a markedly 
higher stimulation, is a non-monotonous condition and 
results in a non-automatic response mode, associated 
with a lower response predictability (Michael & Meuter, 
2006). Data analysis is performed through statistical 
modelling. The software R version 2.5.0 and Matlab 
version 7.4.0.287 were used. 
Experimental conditions 
225 single digits (ranging from 1 to 9, height of 29 mm) 
were displayed randomly for 250 ms in the middle of a 
computer screen. An inter-stimulus interval of 1150 ms 
was used with a mask (height 29 mm) consisted of an 
“X”. The chosen target stimulus was the display of 
number 3. When a stimulus different from the target 
stimulus was displayed, the participant was asked to 
press the spacebar as fast as possible, and when the 
target number was displayed, action required was to 
withhold the response (that is to say not press the 
spacebar) (Michael & Meuter, 2006).  
Procedure 
Participants were tested individually in a quiet room, 
between 9am and 3pm, in a session lasting 
approximately 45 minutes. They were randomly 
assigned to one of two groups, each of which performed 
five short vigilance tasks (5.5 minutes each), as follows. 
Each participant performed a monotonous then a non-
monotonous task, followed by a repetition of these 
tasks, participants of the second group performing this 
sequence in a counterbalanced order with time (Michael 
& Meuter, 2006). Before the repetition of the 
monotonous and non monotonous task, another task was 
performed manipulating stimuli (moving presentation, 
change of stimulus). Such task was not used in this 
analysis. 
Prior to each condition, participants received written 
instructions on the computer screen. The instructions 
asked them to respond as quickly as possible to all 
stimuli, and this with the highest accuracy possible. On 
completion, participants filled out five short 
questionnaires (Michael & Meuter, 2006): (i) the 
Eysenck Personality Questionnaire - Revised (EPQR), 
(ii) Sensation Seeking Scale - Form V (SSS) and (iii) 
Cognitive Failures Questionnaire (CFQ) to identify any 
individual differences in vigilance, (iv) the General 
Health Questionnaire (GH-28) to screen and eliminate 
participants for psychiatric morbidity (found to impair 
performance using the SART) and (v) a general 
background questionnaire (control sleep pattern and 
caffeine consumption). 
Analysis A: Factors influencing vigilance level 
Data analysis 
Performance is assessed through the response to targets 
only. The performance (or accuracy) Acc of each 
participant is computed as the proportion of correct 
responses to targets. Performance is divided into states 
according to the following index, created from the 
alertness classification presented beforehand: (i) fully 
awake (performance from 70% to 100%), (ii) 
intermediate (30% to 70%) and (iii) hypovigilant (0% to 
30%) states. The predictor reaction time RT is computed 
as the mean response time to non-targets. Then 
Generalised Linear Mixed Models (GLMMs) from the 
binomial family are fitted to obtain the expected value 
of the performance Acc using the following formula: 
 
where ( )RTf i  are functions of the reaction times, iΨ  
and iΦ  are respectively the psychological, 
physiological parameters and ME are the mixed effects 
in the model. The functions of the reaction times 
considered here are (i) the average and (ii) the variance. 
The psychological parameters taken into account in this 
model are (i) the sensation seeking level of the 
participant, (ii) the CFQ and (iii) the EPQR. In all of 
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these, the participants are categorised into one of the 
following classes: low (less than one standard deviation 
(S.D.) in the available participants sample), normal 
(within one S.D.) or high (greater than one S.D.) 
(Zuckerman, 1972). The general information and 
physiological variables considered in this study are 
gender, age, both usual and sleeping hours on the 
previous day (categorised in less than 6 hours, between 
6 and 8 hours and more than 8 hours sleep), the average 
daily consumption of drinks with caffeine (more or less 
than 4 a day), the time since the last drink containing 
caffeine (more or less than 4 hours ago), the 
consumption of alcohol of the participant. The 
parameters related to time studied here are (i) the time-
on-task (two categories: first and second sequence of 
monotonous and non-monotonous tasks) and (ii) the 
influence of the order of the tasks sequences. The 
accuracy of the model is assessed through the Mean 
Squared Error:  
 
where Predi is the predicted accuracy using the model 
and Acci the observed experimental accuracy. 
To assess the robustness of the modelling, cross-
validation is performed. Cross-validation is a statistical 
method that tests the model's ability to cope with 
sampling variations. The data are randomly split into 
two different sets: the training and the test sets. The 
training set is used to train the model, and then the 
accuracy of the model is assessed on the test set only. 
This robustness is assessed through a stratified 10-fold 
cross-validation. In this technique data are divided into 
10 folds. The model is trained on 9 and tested on the 
remaining one. This is repeated so that each fold is used 
as a test sample (Kohavi, 1995). A stratified cross-
validation was used to avoid putting high and low 
sensation seekers (shown to cope with vigilance task 
differently) in the same fold. The data were divided into 
10 folds because it has been shown that this method 
gives low biased estimates with acceptable variance. 
Results 
Data collected during this experiment show that 
performance, as indexed by accuracy, is significantly 
worse in a monotonous context versus a non-
monotonous context. Moreover, such impairments 
emerged early in the vigilance task (less than 5 minutes) 
and were consistent over the course of the experiment. 
This suggests that monotony effects are independent of 
time-on-task and fatigue. Then both task demands and 
stimulus variability are independent moderating factors 
of sustained attention, with improved performance in 
conditions of increased task demands and stimulus 
variability. Also, differences are observed between 
participants in performing vigilance tasks characterised 
by low task demand: high sensation seekers performed 
far worse.  
GLMMs show that among the factors studied, the 
following have no statistically significant impact (p-
value p>0.05) on the performance of the SART: the 
EPQR scale (p=0.52), the CFQ scale (p=0.10), the 
gender (p=0.47), alcohol, at least the kind and quantity 
that were taken by some participants (p=0.17), the 
quantity of caffeine drinks taken in a day (p=0.10) and 
the time since the last caffeine drink was taken (p=0.10). 
The other factors influencing performance are given 
with their log-odds as well as their p-value in Table 1. 
Some of these factors, if statistically significant, have a 
small impact on performance and can be neglected in 
further analysis, hence focusing on the major factors 
changing the global performance of the participant. This 
is particularly the case for the quantity of sleep and the 
age. The main factors are the level of monotony of the 
task, the change in reaction time and sensation-seeking. 
                       
 
Table 1: Linear regression estimates 
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Figure 1: Influence of main factors on the accuracy 
 
 
The main impact of these factors can be seen in Figure 
1. Figure 1 shows how a change among the main factors 
(monotony of the task, reaction times and sensation 
seeking scale) impacts on performance. A reference is 
added and symbolises a change in parameters that would 
lead to no change in performance. 
For instance for an accuracy of 75% (average accuracy 
in the non-monotonous context) during the non-
monotonous scenario, a decrease in performance of 25% 
is expected during the more monotonous context. This 
impairment is amplified (since the effects are 
cumulative) by the fact that reaction times tend to 
decrease at the same time in the monotonous context.  
Reaction times are observed to be on average 75 ms 
shorter in the monotonous context, which leads to an 
additional decrease of performance of 20%. 
In terms of prediction and generalisation of the model 
(robustness) the stratified 10-fold cross-validation shows 
that the performance can be predicted on new data with 
an average error of ±14% (±18% in the monotonous 
case and ±8% in the non-monotonous case respectively). 
The difference observed in accuracy estimates between 
the monotonous and non-monotonous cases can be 
explained by the relatively small number of targets in 
the first case, which reduces the accuracy of the 
performance estimate. 
Discussion 
The monotony of the task results in an important 
performance impairment as assessed by target detection 
accuracy. Such impairment is both the result of the 
monotony of the task and the fact that under such 
conditions participants tend to favour speed over 
accuracy (faster reaction times). This comes from the 
fact that the participant is confident that they can predict 
the next target and tries to minimise their reaction time. 
Therefore, it appears that the monotony of the task itself, 
independently of time-on-task or physical fatigue can 
lead to poor performance.    
Participants react differently to the task according to 
their sensation seeking profile. We can see on Figure 1 
that the resulting accuracy is above the reference line in 
the case of low sensation seekers which means that the 
performance is improved, while the resulting accuracy 
for high sensation seekers is below the reference curve 
and reveals a decrease in performance. Low sensation 
seekers are more likely to perform well, whereas high 
sensation seekers perform slightly worse than average 
sensation seekers.  
Of all the parameters studied with statistically 
significant effects, the monotony, reaction times (mean 
and variance) and sensation seeking scale have the 
biggest impact on the performance, and only these 
parameters will be taken into account in the next 
analysis. 
Analysis B: Vigilance evolution with time 
Data analysis 
Performance measures 
Although they occur rarely, responses to target can help 
in quantifying the level of alertness of the subject at 
each time. Responses to target are converted into error 
rates in fixed time windows, defined as the fraction of 
targets not detected by the subject (i.e. lapses) within a 
fixed window.  Due to the small number of targets in the 
monotonous setting, a window size of 45 stimuli (targets 
and non-targets) was chosen to obtain an average 
number of 5 targets in the window in the monotonous 
setting. The window size was chosen to be the same for 
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the non-monotonous task. Performance is then divided 
into states as in the previous section. 
Predictors 
The predictors used in this analysis are of two different 
kinds: the ones evolving with time (average and 
variance of reaction times, time-on-task) and the ones 
not changing with time (monotony of the experiment, 
sensation seeking scale, sleeping hours habits and 
cognitive failure questionnaire results). Only predictors 
shown to have a significant impact on the performance 
in analysis A were used in this analysis (all parameters 
were tried with Neural Networks and Generalised Linear 
Mixed Models, but were not statistically significant or 
did not improve the model). For the particular case of 
Bayesian models, only the sensation seeking scale, the 
monotony of the task and the functions of reaction times 
were used. Time series data are processed the same way 
as performance measures, with the same windows. 
Dynamic Bayesian Networks DBNs 
Bayesian networks are graphical ways to model the 
dependencies between different variables. They result in 
a factorisation of the joint distribution. DBNs extend the 
static capabilities of Bayesian networks by modelling 
time series. They provide a time structure that takes into 
account causality, i.e. the fact that only past values 
impact the current values (Ghahramani, 1998). Such a 
representation can model complex processes. Often the 
number of parameters needs to be reduced for the 
calculations to be computationally feasible. The most 
common assumption is the Markov property, 
particularly of order one. In such assumption only the 
value at the previous time step has an effect on the 
current value (no memory) (Bilmes, 2006). 
Variables used in the network are the performance and 
the reaction times at each time step, the monotony and 
the sensation seeking scale. Monotony and sensation 
seeking scale impact the vigilance state, defined using 
the classification presented earlier: 
 
• Fully awake: 0.7-1 
• Intermediate: 0.3-0.7 
• Drowsy states: 0-0.3. 
 
The vigilance state then influences the observed 
reaction times (see  
Figure 2). The Markov property is assumed in this 
experiment for the performance variable only, since it 
seems reasonable for modelling vigilance. The 
advantage of such modelling is that the Markov property 
does not need to hold for the other variables. Reaction 
times and vigilance states are categorised beforehand. 
Performance is categorised using the index of alertness 
presented beforehand, whereas a different number of 
categories are tried for reaction times. Both are known 
when the model is fitted. That way, computing the joint 
distribution is only a matter of counting the different 
transitions from the different vigilance states and the 
probability of observation of the different RTs for each 
vigilance state (Bayesian learning) (Russell & Norvig, 
2003). Different DBNs are fitted for the different level 
of sensation seeking (i.e. different transition 
probabilities and observation probabilities). This enables 
us to show the difference between sensation seekers and 
obtain a more accurate modelling of the evolution of 
performance throughout the experiment (inter-individual 
differences). 
Assessment of the performance through reaction times is 
then performed. First the most probable vigilance state 
sequence at time t using the reaction times data until 
time t is computed with the Viterbi algorithm (Rabiner, 
1989). Then the assessment of the performance at time t 
is obtained as the state at time t in the time t Viterbi 
sequence. 
 
 
 
 
Figure 2: Graphical representation of the 
dependencies in a DBN 
 
Neural Networks NNs 
Neural networks are composed of a network of simple 
processing elements called neurons, which can exhibit 
complex global behaviour, determined by the 
connections between the processing elements and 
element parameters. An elementary neuron computes an 
output from the inputs as follows: first each input (here 
the observations such as reaction times) is weighted 
appropriately, then the sum of the weighted inputs and a 
bias form the input to a transfer function f which 
provides the output (here the accuracy) (Russell & 
Norvig, 2003). In this analysis, the hyperbolic tangent 
sigmoid transfer function was used since this function is 
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a good trade-off for neural networks where speed is 
important and the exact shape of the transfer function is 
not. 
NNs are capable of approximating any function with a 
finite number of discontinuities. Training the neural 
network consists of adjusting the values of the 
connections (weights) between elements. This permits 
the modelling of the complex relationship between the 
relevant measurements Obst (inputs) and the 
performance Acct (output) at time t. Particularly, 
multilayer feedforward networks can model such 
complex, non-linear relationships and when properly 
trained, provide reasonable answers when presented 
with totally new inputs. In such a network, inputs are 
processed through successive layers of neurons, the 
information moving in only one direction, forward, from 
the input nodes (taking the variables of the problem as 
inputs), through the hidden nodes (if any) and to the 
output node (whose outputs should be as close as 
possible to the observed outputs, using the MSE as a 
cost function), without any cycles or loops in the 
network. These networks are trained by 
backpropagation, which is a gradient descent algorithm 
in which the network weights are moved along the 
negative of the gradient of the performance function 
(Rumelhart, Hinton, & Williams, 1986). The 
Levenberg-Marquardt backpropagation algorithm was 
used in this experiment. 
Generalised Linear Mixed Models GLMMs 
The method is similar to the one used in analysis A, but 
is now performed at each time step (i.e. for each of the 
five windows). Also, time has been added as a predictor. 
Assessment of the prediction ability of the model 
The same 10-fold cross-validation as in analysis A was 
performed in order to assess the different model 
accuracies in predicting performance at each time. In 
order to compare the different models, results from NNs 
and GLMMs were categorised following the alertness 
index presented beforehand. Also, accuracy in detecting 
the hypovigilant state was estimated by computing the 
percentage of hypovigilant states detected as well as the 
percentage of false alarms. 
Results 
The optimal categorisation of the different variables is 
obtained using the accuracy of the DBNs fitted with 
cross-validation. Reaction times and their variance were 
divided into 1 to 30 and 1 to 10 categories respectively. 
The occurrence of error to non targets was also used 
(binary variable). The best result is obtained for 19 
categories for the RTs and 6 for their variance. Adding 
the variance of reaction times and the errors to non 
targets as predictors improves the prediction in the 
monotonous case, but is of small impact in the non-
monotonous scenario. This underlines the fact that 
during the monotonous experiment, responses change to 
automated ones, so that variance becomes an important 
contributing factor to the model. The optimal Bayesian 
models obtained are used in the rest of the analysis for 
comparison with other mathematical models. 
Neural networks were fitted in order to compare and 
assess the quality of the results obtained with the 
Bayesian modelling. Neural Networks were optimised to 
get the best prediction of vigilance (through the number 
of layers and neurons, using the MSE cost function). 
This enables us to choose the best parameters to model 
such complex vigilance evolution without overfitting the 
data and so avoiding poor generalisability. Best results 
were obtained for four layers and thirteen neurons. 
Therefore, a neural network with four layers and thirteen 
neurons per layer was used and compared to the other 
statistical models in the rest of the analysis. 
Finally GLMMs were fitted (see Table 2). The time-on-
task reveals that during the first half of the experiment, 
the participant's accuracy improves, and then decreases. 
The range of values for the logodds ratio of the time-on-
task parameters is between 0 and 0.3. This corresponds 
to a variation of performance during the experiment of 
5% with an inverted U shape. Task monotony's impact 
on the performance is consistent with what was found in 
the previous experiment (logodds increased by 2.1). 
This factor has a weight that is much bigger than any 
other predictors. For a performance of 75% in the non 
monotonous setting, a decrease to 35% is expected in 
the monotonous setting (-40%). Reaction times are 
mainly observed between 230 ms and 310 ms. The 
range of values for the logodds ratio of the RTs is 
between 0 and 0.4, which is quite similar to time-on-
task, that is to say a variation of performance around 
5%. Effects of RTs are reduced while effects of the task 
monotony are increased in this analysis. It results in a 
similar change (45% decrement) in performance –when 
combined - as observed in Analysis A. Also it appears 
that the longer the reaction time, the more accurate the 
response will be, which is consistent with a normal 
reaction time error trade-off. It has to be noted that the 
p-value of the variable RT is quite large (0.12) and 
could be not taken into account. The sensation seeking  
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Table 2: Linear regression estimates 
 
Table 3: Models comparison - State prediction accuracy 
 
 
 
Table 4: Models comparison - Lapses in vigilance detection 
 
 
Table 5: Models comparison - False alarms rates 
 
 
scale shows that a low sensation seeker is more likely to 
perform well (logodds increased by 0.7), which is 
almost the same as observed in Analysis A. Being in the 
young age category results in a drop in ability to 
perform the task (logodds decreased by 0.5). Sleeping 
usually more than eight hours improves performance 
(logodds increased by 0.6). Making no mistakes on non 
targets improves performance (logodds increased by 
0.3). All other parameters (particularly the variance of 
reaction times) are not statistically significant, which is 
consistent with results from analysis A. 
To assess generalisation of the latter models, the model 
training was then performed with cross-validation with 
the optimal parameters. The comparison of all the 
different models is done first through the accuracy in 
predicting the state of the participant (alert, 
intermediate, and hypovigilant) at each time (see Table 
3). All models perform fairly similarly, with a small 
advantage for the NNs.  
It is more relevant to assess the models by their ability 
to detect lapses in vigilance without alarming falsely, 
since the aim of the model is to detect lapses of 
performance in real-time (see Table 4 and Table 5). 
DBNs (71%) outperform NNs (55%) and GLMMs 
(58%) in detecting lapses in vigilance. This is 
particularly the case in the non-monotonous scenario. In 
fact, none of the models detects any of the two lapses in 
vigilance in the non monotonous setting. This can be 
explained by the fact that only a few (two) hypovigilant 
state occurrences are observed during the non 
monotonous experiment, whereas 104 occur in the 
monotonous one. This underlines the impact of 
monotony in rapidly leading to drowsiness during a 
short vigilance task. The false alarm rate in the 
monotonous scenario is better for DBNs and NNs with a 
29% false alarm ratio compared to GLMMs (36%). 
DBNs perform slightly better than all other models in 
detecting lapses of vigilance, and they also have the 
advantage that they describe the transition between 
states. Transition probabilities are reported in Table 6.  
During the monotonous experiment, the probability p of 
staying in the hypovigilant state was 66% for a normal 
sensation seeker, 78% for a high sensation seeker and 
70% for a low sensation seeker. Since the time spent in 
one state is geometrically distributed with parameter p, 
such probabilities correspond to an average sojourn time 
p−1
1
 of 2.9, 4.5 and 3.3 time steps respectively. 
Independently of the level of sensation seeking, a 
participant reaching the hypovigilant state is not likely 
10 
 
 
 
to escape it. No hypovigilant state was observed during 
the non monotonous setting, which highlights the 
particularity of the monotonous task. Also no high or 
normal sensation seekers stayed in the good 
performance category. On the contrary, low sensation 
seekers have a 74% chance to stay in this state. This 
reveals how differently the participant reacts to 
monotonous tasks. Nevertheless, all participants have 
similar transition patterns from the intermediate state in 
the monotonous condition. They have a 40% chance to 
stay in the same state (a bit higher for high sensation 
seekers with 52%), a 20% chance to improve and a 40% 
chance to worsen (a bit better for high sensation seekers 
with 30%). During the non monotonous setting, 
participants are highly likely to stay in the good 
vigilance state or to come back to this state rapidly, 
independently of their level of sensation seeking. Low 
sensation seekers come back to the good vigilance state 
with a probability of 72% (sojourn time of 1.4). This is 
faster than the other participants (sojourn time of 3.1 
and 2 for normal and high sensation seekers 
respectively). 
The reaction times for the different states are mainly 
between 230 and 290 ms, independent of the condition 
or the sensation seeking level of the participant. 
Nevertheless, reactions times are more often lower in 
the good vigilance state than in the poor vigilance state. 
Also, the occurrence of errors to non targets is more 
likely to be found in the poor vigilance state. This 
highlights that when the participant is not vigilant and 
evolves to an automatic mode of responses, reaction 
times are low with the presence of errors to non targets. 
It can also be noted that low sensation seekers have a 
tendency to be slower to answer. Therefore, the reaction 
times and errors to non targets are the most useful 
predictors (as opposed to the variance of reaction times).  
Discussion 
Different models reveal that the main parameters 
influencing the performance are the task monotony, the 
sensation seeking level, the reaction times and the 
occurrences of errors to non targets. The monotony of  
 
Table 6: DBN transition probabilities 
 
the scenario creates an important decrease in 
performance. Indeed almost all hypovigilant state 
occurrences are observed in the monotonous setting. 
This drop in vigilance is almost immediate (each short 
vigilance task of the experiment taking only five 
minutes and a half) and is of concern since the 
participant seems to remain in this hypovigilant state 
throughout the experiment. This is not the case in the 
non-monotonous experiment and it suggests that a 
“monotonous state” occurs during the monotonous 
experiment. This state is characterised by a reduced 
performance which remains constant throughout the 
experiment. This is particularly supported by the fact 
that time-on-task and sleeping patterns have a small 
impact on the participant performance. Nevertheless, 
participants react differently to a monotonous task, 
according to their level of sensation seeking. High 
sensation seekers perform similarly to normal sensation 
seekers, whereas low sensation seekers perform better 
than any other participants. 
This study also enables us to compare the ability of 
different mathematical models to detect hypovigilance. 
The non monotonous setting was not considered in this 
analysis because the low vigilance state almost never 
occurred in such setting. Accurate hypovigilance 
detection is obtained during the monotonous case. 
DBNs are better suited in this study for detecting lapses 
in vigilance in real-time as compared NNs and GLMMs. 
Therefore they appear to be the most promising models 
to detect lapses in vigilance in real time during 
monotonous tasks. Particularly, such modelling could be 
of interest to road safety research since drivers are prone 
to feel bored or experience highway hypnosis symptoms 
without being fatigued (Cerezuela, Tejero, Choliz, 
Chisvert, & Monteagudo, 2004; Wertheim, 1978).  
The main question about such modelling is about its 
capacity to be generalised to real world vigilance tasks. 
The models used here are shown to be adapted to the 
SART in this study. A criterion for the choice of the 
mathematical model was that such model has already 
been applied to real-world applications. DBNs are 
successfully and reliably used in speech recognition and 
driving manoeuvre recognition. Furthermore such 
models are highly likely to perform well and be useful 
in an operational setting as long as a continuous 
surrogate measures can be correlated to the level of 
vigilance (during a standard vigilance task). For instance 
during a vigilance task like driving, many continuous 
surrogate measures can be used - such as steering wheel 
movements, lane positioning, speed variance – to assess 
driver performance. Therefore such modelling is 
expected to be useful to real-world vigilance impairment 
during driving. Finally DBNs are quite flexible (true for 
NNs as well) and can be extended in case they do not 
model a particular problem accurately, due to the 
complexity of the processes involved for instance. 
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Efficient algorithms exist to learn the best structure of 
the relationship between variables. Therefore such 
modelling is likely to be robust enough to enable 
vigilance decrement modelling of more realistic 
vigilance tasks than the SART and should be further 
investigated on such vigilance tasks. 
Conclusion 
This experiment shows that the monotony of the task 
can lead to an important impairment which can be 
referred to as a “monotonous state”. Previous research 
showed that vigilance is hard to assess and this 
experiment showed that statistical models can lead to a 
72% accurate detection of lapses in vigilance with 29% 
false alarms through variables that are consequences of 
the vigilance state. Particularly Bayesian modelling 
(with Dynamic Bayesian Networks) is the best of the 
models tested in this study in detecting lapses in 
vigilance in real-time. The robustness of such modelling 
is supported through the cross-validation technique and 
the ability of the model to adapt to inter-individual 
differences. Further research is required to predict the 
occurrence of hypovigilance instead of only detecting it. 
In particular DBNs have been shown to give good 
detection and could be used for prediction. 
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