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In this paper linear stochastic integral evolution equations are studied. 
They are associated with formal stochastic partial differential equations as well as 
stochastic delay differential equations. The existence and uniqueness of a 
solution is established for systems with disturbances depending on the state, 
both current and past, using semigroups or more generally evolution operators 
and known properties of such operators. 
INTRODUCTION 
It is known that semigroups can describe a wide class of distributed parameter 
systems, including parabolic and hyperbolic differential equations as ,well as 
delay differential equations [4, 6, 131. The semigroup approach, or more 
generally, the evolution operator approach is used by several authors to solve 
quadratic control problems and filtering problems for linear systems [2-S, 10, 141. 
In this paper we develop existence and uniqueness theorems for linear 
stochastic integral equations with noises depending on the state of the systems, 
both present and past. Such equations can be interpreted as integrated version 
of either stochastic delay differential equations or systems described formally by 
stochastic partial differential equations, as we shall see in Section 2. 
Nonlinear stochastic partial differential equations have been studied recently 
by Pardoux [l l] using Lions theory of partial differential equations. His results 
are more general and stronger in a sense than ours as far as stochastic partial 
differential equations are concerned. But our evolution equation also describes 
systems such as stochastic delay differential equations and stochastic partial 
differential equations with noises depending on the history of the state. In some 
cases properties of evolution operators are well known or can be easily examined 
and the main advantage of our approach is that we can establish existence and 
uniqueness theorems quite simply for systems described by such operators. In 
applications this approach was used, for example, for solving stochastic regulator 
problems [8, 141 and for investigating stability of distributed parameter systems 
[7, 12, 141. 
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1. PRELIMINARIES 
We shall consider integral equations described by mild evolution operators 
which were introduced in [4]. 
DEFINITION 1.1: Mild evolution operators. Let H be a real Hilbert space, 
T = [t, , T] a real time interval and denote d(T) = ((t, s): t, < s < t < T}. 
Then U(., .): d(T) - P’(H), the space of bounded linear operators in H, is a 
mild evolution operator if 
(i) U(t, r) U(Y, s) = U(t, s) for t, < s < Y < t < T, 
(ii) U(t, t) = I, identity for t E T, 
(iii) U(t, s) is weakly continuous in s on [0, t] and in t on [s, T]. 
DEFINITION 1.2: Strong evolution operators. A mild evolution operator 
U(t, s) is called a strong evolution operator if there exists a closed, densely 
defined linear operator A(t) on H, t E T such that 
(i) U(t, s): &4(s)) ---f D(A(t)) for t > s, 
(ii) (a/&) U(t, s)h = d(t) U(t, s)h for h E D(A(s)), t > s, 
where D(A(t)) is the domain of the operator A(t). The operator A(t) is called 
the generator of U(t, s). 
Vector-valued stochastic processes. Let (Sz, .Z, CL) be a complete probability 
space, T = [to, T], and H, K real separable Hilbert spaces. 
DEFINITION 1.3. An H-valued random variable h is Gaussian if (h, ei) is 
a real Gaussian random variable for all i, where {e,} is an orthonormal basis 
for H. 
DEFINITION 1.4. An H-valued stochastic process on T is a map h: 
T x Q - H which is measurable, where we take Lebesgue measure on T. 
DEFINITION 1.5: Wiener process. An H-valued Wiener process is defined by 
w(t) = f A(t) ei , 
i=l 
(t, LU) almost everywhere, 
where /Ii(t) are real independent Wiener processes with incremental covariance 
(t - s) hi, {ei} is an orthonormal basis for H and CyzI hi < 00. Then w(t) has 
incremental covariance W(t - s), where W is a trace class positive operator 
given by Wei = hiei . 
DEFINITION 1.6. Let Ft , t E T be an increasing family of a-fields CZ. A 
stochastic process M(t) in H is said to be a martingale if 
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(i) M(t) is adapted to Ft , 
(ii) M(t) E&(Q, P, H), t E T, 
(iii) E(M(t) 1 F,) = M(s), s < t. 
Details on stochastic integrals in Hilbert space can be found, for example in 
P, 9, 111. 
2. STOCHASTIC EVOLUTION EQUATIONS 
Consider the linear stochastic evolution equation 
+ j-1 W, 4 f(s) 4 
where U(t, s), to < s < t < T is a mild evolution operator on a real separable 
Hilbert space H, w(t) is a Wiener process in a real separable Hilbert space K 
with covariance operator W, M(t) is a square integrable right continuous 
martingale in a real separable Hilbert space V, 3 H with increasing process 
W>(t), E I zo I2 -=c 00, 1 1 norm in H, w, M, z, are independent, and f(t) is a 
Vs-valued stochastic process adapted to F, = u(zo , w(s), M(S), s < t} and 
.fTo E II f(t>ll;, dt < co. We assume that there exists a Hilbert space V, such 
that VI C H-C V, with dense continuous injections and that 
(i) U(t, S) E Z(H, VI) for any t > s and 
II w, s)h II Y, G gdt - 4 I h I, h E H, g, ~JG(T), 
(ii) B E A?(L”(T, VI), L2(T; 6p(K, H)), (Ber)(t) depends only on D(S), 
s < t, and 
j-1 IWW I* ds G b2 j-1 II +)ll2v, ds II k II: 9 b > 0 for 2, EL2(T; V,), 
kEK,t>t,, (2.2) 
(iii) u(t, s) E 9(V2 , H) for any t > s and 
I w, s>v I \( g2(t - 4 II fJ Ilv, , u E v2 , g, EJ~,(T), 
(iv> glg2 E W?. 
THEOREM 2.1. The stochastic integral equation (2.1) has a unique solution 
adapted to Ft such that (z(t), h) is mean square continuous for any h E H and 
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x(.) E-UT x Q, VI). If w, > s is strongly continuous, then z(t) is continuous in 
mean square in H. 
First we shall look at examples which can be covered by this theorem. 
EXAMPLE 2.1. Consider the stochastic parabolic equation formally described 
by 
dz(t, x) = (P/3x2) z(t, x) dx + rz(t, x) d,!3(t), r > 0, 
(2.3) 
40, x) = 4x), n(t, 0) = z(t, 1) = 0, 
where p(t) is a real Brownian motion and E st za*(~) dx < co. Take T = [O, T], 
H = Vi = V2 = L,(O, l), K = R1, B E Y(H) defined by Bh = rh, h E Hand 
the semigroup T(t) on H 
T(t)h = f 2e-nznzt sin ~3c I1 sin myh(y) dy, h E H. (2.4) 
,,=l 0 
Then the integral equation corresponding to (2.3) is 
z(t) = T(t) z. + J‘b T(t - s) Bz(s) d/3(s) (2.5) 
and it has a unique solution which is mean square continuous. In fact z(t) = 
e-(l.‘l*)f+ract)T(t)zo and has continuous sample paths. 
EXAMPLE 2.2. 
dz(t, x) = @*/ax*) z(t, x) dt + r,z(t, x) d/l + r,S(x - x0) d/3(t), 
+A x) = z,(x), z(t, 0) = z(t, 1) = 0, 
(2.6) 
where pi(t) i = 1, 2 is a real Brownian motion and 0 < x0 < 1. In this case we 
take H = VI = L,(O, I), V, = H-+-G(O, l), a Sobolev space and the semigroup 
T(t) given by (2.4). Then we have the estimate 
and the assumption (2.2) is satisfied for small E > 0. 
EXAMPLE 2.3. 
dz(t, x) = & z(t, x) dt + 1;” - et x) dfi(t), tw, T>~>o, 
t < e, 
(2.7) 
@A 4 = ~064, z(t, 0) = z(t, 1) = 0. 
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Choose H = P’, = F’, = L,(O, 1) and define B E T(Lz(T, H)) by 
(Bh)(t) = rk(t - 6), t z 8, 
= 0, t < e. 
Then the integral equation 
(2-V 
z(t) = T(t) zo + Lt T(t - s)(Bz)(s) dP(s) 
has a unique mean square continuous solution in H. 
Remark 2.1. By a slight modification we can easily cover the case 
- dzk 4 = & 44 4 dt + (4 0, 4 d/w, t > 0, 
irzo(t _ 0, +&) #), t < 8, 
(2.9) 
z(4 x) = zo(t, x)9 -e<t<o, z(t, 0) = z(t, 1) = 0. 
EXAMPLE 2.4. 
dx(t) = j-O do&‘) x(t + 0) dt + &x(t) d/W) + 1” B,(e) x(t + 0) de d!,(t), 
-a -a 
O 
(2.10) 
44 = .~ow, --a,(OGO, E I 
1 xo(e)12 de < CO, --a 
where A(B) is an n x n matrix function of bounded variation, B, an n x n 
matrix, B(0) an n x n matrix with square integrable components and piI 
i = 1, 2 is a real Brownian motion. We take VI = V2 = H = Rn x 
L&-h, 0; R”), T(t) the semigroup on H (see [4, 61) generated by 
A 40) = ( 1 
s O 449) w -a 
44 
i - i 
dh ’ h(-)E D(A) = fW2(-a, 0) 
de 
and the operator B E Y(H, .49(R*, H)) 
B(e) Y(e) de x , 2= 
0 
E H. 
0 ,? 
Then the stochastic evolution equation associated with (2.10) is 
1 
t 
z(t) = T(t) zo + T(t - s) B@(s)) dw(t), 
‘0 
STOCHASTIC EVOLUTION EQUATIONS 271 
x0(0) 
z” = x,(B) ( 1 and w(t) = (ii::‘,). 
EXAMPLE 2.5. 
dx(t) = j:a de/l(B) x(t + 0) dt + I?(’ - el) dp(t)’ t 3 4 
t < es (2.11) 
x(e) = x0(e), --a<O,<O, 0 < e1 < a. 
We take H, T(t) as in Example 2.4, but B E 64(L2(T; H)) is now defined by 
(Bz)(,, = B (;) (t) = (“‘$- ‘l)), t ,> 01, 
= 0, f< 1. e 
Remark 2.2. As in (2.9) we can include noise depending on the initial state 
Bgo(t - 0) d&t), t < 0r . More generally, the delay equation 
dx(t) = j” doA(B) x(t f 0) dt + f Bix(t - Oi) d&(t), 
-a i=l 
-r(e) = x0(0 -a < e .< 0, o<e,< .-- < eN < a, 
(2.12) 
can be considered after some modification. Of course we can then mix (2.10), 
(2.12) to obtain more general delay equations. 
EXAMPLE 2.6. 
&(t, x) = - & z(t, x) dt + r & z(t, x) d/3,(t) + dw(t, x), 
(2.13) 
40, .y> = zo(x), z(t, 0) = z(t, 1) = & z(t, 0) = & z(t, 1) = 0, 
w(t, x) = 5 sin mxp,(t), 
7%=1 
where fin , n = 0, 1, 2,... are real Brownian motions with variance A,, and 
CL1 JL < UJ. 
We take H = .J: = L,(O, I), VI = I-p(O, 1) and the semigroup 
T(t)h = f 2e-n4n4t sin FZTX 1’ sin TZT$Z(~) dy, h E H. 
n-1 0 
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We define an operator B E L?( V, , H) by 
Ba =+, WEVl. 
Then we have the estimate 
II Wh Ilv, < (W’“) I h I, hEH, 
and assumption (2.2) is satisfied. So the integral equation 
z(t) = T(t) z,, + i* T(t - s) Bz(s) d&(s) + Jot T(t - s) dw(s) 
has a unique mean square continuous solution in H. 
EXAMPLE 2.7. We can replace w in (2.13) by 6(x - x,,) d&t), 0 < x,, < 1. 
Then we take Vz = H-*+(0, 1) and 1 T(t)o 1 < c/t*+tE 11 z, (ly, , v E V?. 
Let V- be the space of VI-valued stochastic processes v(t) adapted to Ft = 
u(zO , w(s), M(s), s < t} such that 
s 7 E II W2v, ds < ~0. to 
Then V” is a Hilbert space with inner product 
LEMMA 2.1. For each v E Y, J-i0 U(t, s)(Bv)(s) dw(s) E Y. 
Proof. 
T t < ss g12(t - s) E [I(Bv)(s)& tr W ds dt to to 7 T < 1. ss g12(t - s) dt E li(Bv)(s)/$, tr W ds to s 
(2.14) 
< b2 tr W Irg12(t) dt f E II Wl2v, ds 
to to 
< w. 
Here we have used (2.2i, ii). 
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Define a map A on Y by 
+ 1’ W, s)f(s> ds, z(e) Ev-. (2.15) 
LEMMA 2.2. A maps 9’” into itself. 
Proof. We need to check that last two terms in (2.15) are in 9’“. But this 
follows easily from the assumption (2.2). 
LEMMA 2.3. For each h E H, ((AZ)(t), h) is continuous in mean square, 
namely E((Az)(t), h)2 is continuous. If U(t, s) is strongly continuous as an operator 
on H, then (Ax)(t) is continuous in mean square as an H-valued process. Here we 
take z( .) E V. 
The proof of this lemma is similar to the one for Lemma 2.3 in [I] and 
therefore omitted (see also [2]). 
Define for each h > 0 a weighted norm on V by 
II 4+)llA = [c @E II v(t)ll?, df]“‘. 
Then clearly this norm is equivalent to the original one in V’. 
LEMMA 2.4. The mapping A has a unique fixed point in V. 
PYOOf. For each v E V 
< tr W 
s 
t g12(t - s) e--A(t--s)e--AsE ~~(Bv)(s)l~“y, ds. 
to 
So by integrating this we obtain 
/I Jt: W WW Ws) 11: 
< b” tr TV trg12(t) eeAt dt x 1’ e-*‘E 11 v(s)//tl ds. 
I 
Thus 
11 j-1 u(t, WV)(S) Ws) II1 < W W II g12(t> e-At ll~,d~~ II v I/A .
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Since grz( .) EL,(T), we can make 11 gr”(t) e-At ]IL1(r) as small as we like by choosing 
h > 0 sufficiently large. Note that /lz is affine in z, hence there exists a unique 
fixed point of A. 
Now Theorem 2.1 follows readily from Lemmas 2.1 and 2.4. 
Remark 2.3. Assume that A(t), A*(T - s) generate evolution operators 
U(t, s), U*(T - s, T - t), respectively and that M, f are H-valued. Then the 
solution of (2.1) is a weak solution of the corresponding stochastic differential 
equation in the sense (see [2, 51). 
( <,W f’(t) + A*(t) E(t)> dt + l.’ WW Wt), tV)> 
+ j”: <dMW, 5(t)> + (- <f (4, W> dt + <G, , E(O)) = 0 w.p.1, (2.17) 
where [(.) E C’(T; H), [(.) E D(A*(s)), t(r) = 0, and A*(s) t(s) is integrable. 
For V2-valued M, f we have a similar interpretation, but with additional as- 
sumptions on f(t) or on U(t, s). 
The special case. In some cases -the assumption (2.2) is too strong. The 
following example is very important and interesting, but it is not covered by 
Theorem 2.1. 
EXAMPLE 2.8. 
d4c x) = Y& z(t, x) dt + Y & z(t, LX) d/3(t), r constant, 
(2.18) 
40, x) = q)(x), z(t, 0) = z(t, 1) = 0, 
where j(t) is a real Brownian motion. The natural choice of the abstract setting 
is to take H = L,(O, l), V = H,‘(O, 1) and the semigroup T(t) given by (2.4). 
We define an operator B E L?( V, H) by 
Bv = r(a/C+, v E v. 
Then the integral equation corresponding to (2.18) is 
z(t) = T(t) z,, + s,’ T(t - s) Bz(s) d/3(s). 
In this case the estimate available is 
(2.19) 
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and (2.2i) is violated. But we shall show that (2.19) has a unique solution in 
L,(T x Q, V). D fi e ne V as the space of V-valued stochastic processes o(t) 
adapted to Ft = 0(/3(s), s < t} such that 
s 
T 
E 11 v(s)ll”y ds < co. 
0 
We also take the natural inner product in V as in (2.14). Let e, = 21i2 sin 1t7rx, 
f,, = 2ri2 cos nz-x and define for each v E V 
= 
I 
TO3 
c n2r2E(v(s), tQ2 ds 
0 n=1 I 
l/2 
. 
I 
l/2 
n%r2E(o(s), f,J2 ds (2.20) 
where ( , ) is the inner product in H. 
Then it is not difficult to show that I/ II1 is a norm in Yr equivalent to the 
original one induced by the inner product. Denote by A the map 
(W(t) = T(t) ~0 + Jot T(t - s) Bz(s) dk+>, z(-) E v-. (2.21) 
LEMMA 2.5. A maps Y into itself. 
Proof. We shall show that the stochastic integral is well defined. 
JOT ngl n2r2E (f: T(t - s) h(s) ds, e,,)2 dt, 
< yzi,‘g nq e-2nZn2(t-s)E(z(s), fn)2 n2r2 ds dt, 
Gy2r’i11: 
n2x2e-2nanP(t-s) dt n2r2E(z(s), f,J2 ds, 
T m 
0 
n2r2E(z(s), f,J2 ds, 
0 n=1 
n2r2E(z(s), e,,)l ds < co. 
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This implies 
I t Ij T(t - s) I3x(s)II”y ds < co for almost all t, 0 
and hence the stochastic integtal is well defined. 
LEMMA 2.6. A has a uniquefixedpoint in V if 1 r 12 < 2. 
Proof. 
11 Jot T(t - s) Bz(s) d/3(s) 111 = I’ nt n2m2E (f’ T(t - s) Bz(s) ds, en)2 dt, 
0 
so 
T m 
SC 
n2m2E(z(s), e,J2 ds. 
0 n=1 
Since AZ is affine in z and 1 r 1/21j2 < 1 there exists a unique fixed point of A 
in V. 
THEOREM 2.2. If 1 r I < 2l/” the integral equation (2.19) associated with 
(2.18) has a unique solution which is adapted to F, , mean square continuous and 
is in L2( T X 52; V). 
Remark 2.4. Pardoux [I l] considered an example of the (2.18) type and for 
the existence of a solution he also needed the condition I T I < 21j2. 
Remark 2.5. In our examples we consider only time-invariant systems, but 
this is not essential. There are many cases of time-varying systems which are 
covered by our theorem. 
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