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© 2008 Elsevier Ltd. All rights reserved.
1. Introduction
Variational inclusion is an important generalization of variational inequality, which has been studied extensively in
economics, optimization and control theory, operations research, transportation network modelling, and mathematical
programming by many authors (see, for example, [1–8] and the references therein). Very recently, Lan [6] first introduced a
new concept of (A, η)-monotone operators, which generalizes the (H, η)-monotonicity, A-monotonicity and other existing
monotone operators as special cases, and studied some properties of (A, η)-monotone operators and defined resolvent
operators associatedwith (A, η)-monotone operators. Then, by using the new resolvent operator technique, we constructed
some new iterative algorithms to approximate the solutions of a new class of nonlinear (A, η)-monotone operator inclusion
problemswith relaxed cocoercivemappings and also proved the existence of solutions and the convergence of the sequences
generated by the algorithms in Hilbert spaces. For more details, see [2,8–10] and the references therein.
On the other hand, it is well known that the study of the random equations involving the random operators in view of
their need in dealing with probabilistic models in applied sciences is very important. Motivated and inspired by the recent
research works in these fascinating areas, the random variational inequality problems, random quasi-variational inequality
problems, random variational inclusion problems and random quasi-complementarity problems have been introduced and
studied by Ahmad and Bazán [3], Huang [4], Huang et al. [5], Khan et al. [11], Lan [12], Noor and Elsanousi [13]. Very recently,
Beg and Abbas [14] proved the results regarding the existence of random fixed points of a nonexpansive random operator
defined on an unbounded subset of a Banach space. For related works, see, for example, [15].
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Inspired and motivated by the above works, the purpose of this paper is to introduce and study a new class of nonlinear
random (A, η)-resolvent operator equations with random relaxed cocoercive operators in Hilbert spaces. By using Chang’s
lemma, Theorem 3.1 of Liu and Li [7], and the resolvent operator technique for (A, η)-monotone operators due to Lan [6], the
existence theorems of the solutions and convergence theorems of the new generalized random iterative procedures with
errors for this nonlinear random (A, η)-resolvent operator equations involving non-monotone random set-valued operators
in Hilbert spaces are also proved. The results presented in this paper improve and generalize some known corresponding
results in the literature.
2. Preliminaries
Throughout this paper, we suppose that (Ω,A, µ) is a complete σ -finitemeasure space andH is a separable real Hilbert
space endowedwith the norm ‖·‖ and an inner product 〈·, ·〉.We shall write Ft(x) = F(t, x(t)) and at(x, y) = a(t, x(t), y(t))
for all t ∈ Ω and x(t), y(t) ∈ H and denote byB(H) the class of Borel σ -fields inH . Let 2H and CB(H) denote the family
of all the nonempty subsets ofH , the family of all the nonempty bounded closed sets ofH , respectively.
In this paper, we will use the following definitions and lemmas.
Definition 2.1. An operator x : Ω → H is said to be measurable if for any B ∈ B(H), {t ∈ Ω : x(t) ∈ B} ∈ A.
Definition 2.2. An operator f : Ω × H → H is called a random single-valued operator if for any x ∈ H , f (t, x) = y(t)
is measurable. A random operator f is said to be continuous (resp. linear, bounded) if for any t ∈ Ω , the operator
f (t, ·) : H → H is continuous (resp. linear, bounded).
Similarly, we can define a random operator a : Ω ×H ×H → H .
It is well known that a measurable operator is necessarily a random operator.
Definition 2.3. A set-valued operator G : Ω → 2H is said to be measurable if for any B ∈ B(H), G−1(B) = {t ∈ Ω :
G(t) ∩ B 6= ∅} ∈ A.
Definition 2.4. An operator u : Ω → H is called ameasurable selection of a set-valuedmeasurable operatorΓ : Ω → 2H
if u is measurable and for any t ∈ Ω , u(t) ∈ Γ (t).
Definition 2.5. A set-valued operator F : Ω × H → 2H is called a random set-valued operator if, for any x ∈ H , F(·, x)
is measurable. A random set-valued operator F : Ω ×H → CB(H) is said to be H-continuous, if for any t ∈ Ω , F(t, ·) is
continuous in H(·, ·), where H(·, ·) is the Hausdorff metric on CB(H) defined as follows: for any given A, B ∈ CB(H),
H(A, B) = max
{
sup
x∈A
inf
y∈B d(x, y), supy∈B
inf
x∈A d(x, y)
}
.
Definition 2.6. Let T , A : Ω ×H → H be two single-valued operators. T is said to be
(i) monotone if
〈Tt(x)− Tt(y), x(t)− y(t)〉 ≥ 0, ∀x(t), y(t) ∈ H, t ∈ Ω;
(ii) strictly monotone if, T is monotone and 〈Tt(x)− Tt(y), x(t)− y(t)〉 = 0 if and only if x(t) = y(t) for all t ∈ Ω;
(iii) r-strongly monotone if, there exists a real-valued random variable r(t) > 0 such that
〈Tt(x)− Tt(y), x(t)− y(t)〉 ≥ r(t)‖x(t)− y(t)‖2, ∀x(t), y(t) ∈ H, t ∈ Ω;
(iv) γ -strongly monotone with respect to A if, there exists real-valued random variable γ (t) > 0 such that
〈Tt(x)− Tt(y), At(x)− At(y)〉 ≥ γ (t)‖x(t)− y(t)‖2, ∀x(t), y(t) ∈ H, t ∈ Ω;
(v) β-cocoercive with respect to A if, there exists a real-valued random variable β(t) > 0 such that
〈Tt(x)− Tt(y), At(x)− At(y)〉 ≥ β(t)‖Tt(x)− Tt(y)‖2, ∀x(t), y(t) ∈ H, t ∈ Ω;
(vi)m-relaxed cocoercive with respect to A if, there exists a real-valued random variablem(t) > 0 such that
〈Tt(x)− Tt(y), At(x)− At(y)〉 ≥ −m(t)‖Tt(x)− Tt(y)‖2, ∀x(t), y(t) ∈ H, t ∈ Ω;
(vii) (, α)-relaxed cocoercive with respect to A if, there exist real-valued random variables (t), α(t) > 0 such that for
all x(t), y(t) ∈ H , t ∈ Ω
〈Tt(x)− Tt(y), At(x)− At(y)〉 ≥ −(t)‖Tt(x)− Tt(y)‖2 + α(t)‖x(t)− y(t)‖2;
(viii) s-Lipschitz continuous if, there exists a real-valued random variable s(t) > 0 such that
‖Tt(x)− Tt(y)‖ ≤ s(t)‖x(t)− y(t)‖, ∀x(t), y(t) ∈ H, t ∈ Ω.
Remark 2.1. Clearly, every β-cocoercive mapping is m-relaxed cocoercive, while each r-strongly monotone mapping is
(r + r2, 1)-relaxed cocoercive with respect to I (see [6,8]).
626 H.-y. Lan / Computers and Mathematics with Applications 57 (2009) 624–632
Definition 2.7. Let S, g : Ω ×H → H be a random operator. An operator N : Ω ×H ×H → H is said to be
(1) δ-monotone with respect to S and g in the second argument, if there exists a real-valued random variable δ(t) > 0
such that
〈Nt(St(x), ·)− Nt(St(y), ·), gt(x)− gt(y)〉 ≥ δ(t)‖x(t)− y(t)‖2,
for all x(t), y(t) ∈ H, t ∈ Ω;
(2) (ε, %)-relaxed cocoercive with respect to S and g in the second argument, if there exist real-valued random variables
ε(t), %(t) > 0 such that for all x(t), y(t) ∈ H, t ∈ Ω ,
〈Nt(St(x), ·)− Nt(St(y), ·), gt(x)− gt(y)〉 ≥ −ε(t)‖St(x)− St(y)‖2 + %(t)‖x(t)− y(t)‖2;
(3) -Lipschitz continuous in the second argument, if there exists a real-valued random variable (t) > 0 such that
‖Nt(x, ·)− Nt(y, ·)‖ ≤ (t)‖x(t)− y(t)‖, ∀x(t), y(t) ∈ H, t ∈ Ω.
Similarly, we can define the Lipschitz continuity in the third argument of N(·, ·, ·).
Definition 2.8. A single-valued operator η : Ω × H × H → H is said to be τ -Lipschitz continuous if there exists a
real-valued random variable τ(t) > 0 such that
‖ηt(x, y)‖ ≤ τ(t)‖x(t)− y(t)‖, ∀x(t), y(t) ∈ H, t ∈ Ω.
Definition 2.9. Let η : Ω ×H ×H → H and A,H : Ω ×H → H be single-valued operators. Then set-valued operator
G : Ω ×H → 2H is said to be
(i) monotone if
〈u(t)− v(t), x(t)− y(t)〉 ≥ 0, ∀x(t), y(t) ∈ H, u(t) ∈ Gt(x), v(t) ∈ Gt(y), t ∈ Ω;
(ii)m-relaxed η-monotone if there exists a real-valued random variablem(t) > 0 such that
〈u(t)− v(t), ηt(x, y)〉 ≥ −m(t)‖x(t)− y(t)‖2, ∀x(t), y(t) ∈ H, u(t) ∈ Gt(x), v(t) ∈ Gt(y), t ∈ Ω;
(iii) maximal monotone if G is monotone and (It + ρ(t)Gt)(H) = H for any real-valued random variable ρ(t) > 0,
where I denotes the identity operator onH and It(x) = x(t) for all x(t) ∈ H, t ∈ Ω;
(iv) (A, η)-monotone if G ism-relaxed η-monotone and (At + ρ(t)Gt)(H) = H for every ρ(t) > 0, t ∈ Ω .
(v) γ -H-Lipschitz continuous, if there exists a measurable function γ : Ω → (0,+∞) such that for any t ∈ Ω ,
H(Gt(x),Gt(y)) ≤ γ (t)‖x(t)− y(t)‖, ∀x(t), y(t) ∈ H .
Remark 2.2. (1) Ifm = 0 or A = I or ηt(x, y) = x(t)−y(t) for all x(t), y(t) ∈ H , t ∈ Ω , (A, η)-monotone operators reduces
to (H, η)-monotone operators, maximal η-monotone operators, H-monotone operators, classical maximal monotone
operators, A-monotone operators (see [6]).
(2) Further, map G is said to be generalized maximal monotone (in short GMM-monotone) if:
(i) G is monotone; (ii) At + ρ(t)Gt is maximal monotone or pseudomonotone for ρ(t) > 0, t ∈ Ω .
Definition 2.10. Let A : Ω ×H → H be a strictly η-monotone operator and M : Ω ×H → 2H be an (A, η)-monotone
operator. Then the corresponding random (A, η)-resolvent operator Jηt ,Mtρ(t),At : Ω ×H → H is defined by
Jηt ,Mtρ(t),At (x) = (At + ρ(t)Mt)−1(x), ∀x ∈ H, t ∈ Ω.
Lemma 2.1 ([6]). Let η : Ω ×H ×H → H be τ -Lipschitz continuous, A : Ω ×H → H be a r-strongly η-monotone operator
and M : Ω ×H → 2H be an (A, η)-monotone operator. Then the random (A, η)-resolvent operator Jηt ,Mtρ(t),At : Ω ×H → H is
τ
r−ρm -Lipschitz continuous, i.e.,
‖Jηt ,Mtρ(t),At (x)− Jηt ,Mtρ(t),At (y)‖ ≤
τ(t)
r(t)− ρ(t)m(t)‖x(t)− y(t)‖, ∀x(t), y(t) ∈ H, t ∈ Ω,
where ρ(t) ∈ (0, r(t)/m(t)) is a real-valued random variable.
Suppose that M : Ω × H × H → 2H is a random set-valued operator such that for each fixed t ∈ Ω and s ∈ H ,
M(t, ·, s) : H → 2H is an (A, η)-monotone operator and Range(p)⋂ domM(t, ·, s) 6= ∅. Let S, f , p : Ω × H → H ,
η : Ω×H×H → H and N : Ω×H×H×H → H be random single-valued operators, T : Ω×H → 2H be a random
set-valued operator. Now we consider the following problem:
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Find x : Ω → H such that
ft(x)− Jηt ,Mt (·,x)ρ(t),At (At(pt(x))− ρ(t)Nt(St(x), u)) = 0, ∀u ∈ Tt(x), t ∈ Ω, (2.1)
where Jηt ,Mt (·,x)ρ(t),At = (At + ρ(t)Mt(·, x))−1 and ρ(t) > 0 is a real-valued random variable.
The problem (2.1) is called the nonlinear random (A, η)-resolvent operator equation with random relaxed cocoercive
operators in Hilbert spaces.
It is easy to see that the problem (2.1) is equivalent to the problem as follows: find x : Ω → H such that
ft(x) ∈ Jηt ,Mt (·,x)ρ(t),At (At(pt(x))− ρ(t)Nt(St(x), Tt(x))), ∀t ∈ Ω. (2.2)
Some special cases:
(I) If f = p, then the problem (2.1) collapses to the following problem: find x : Ω → H such that
pt(x)− Jηt ,Mt (·,x)ρ(t),At (At(pt(x))− ρ(t)Nt(St(x), u)) = 0, ∀u ∈ Tt(x), t ∈ Ω, (2.3)
which is equivalent to finding x : Ω → H such that
0 ∈ Nt(St(x), u)+Mt(pt(x), x), ∀u ∈ Tt(x), t ∈ Ω. (2.4)
The problem (2.4) was studied by Cho and Lan [16] when Nt(St(x), u) = St (x)+u−a(t)λ(t) and M(t, x, s) = M(t, x) for all
t ∈ Ω , x, s ∈ H , where a : Ω → H is a given element and λ(t) > 0 is any real-valued random variable.
(II) If p ≡ I , the identity operator, andM(t, x, s) = M(t, x) for all t ∈ Ω , x, s ∈ H and for all t ∈ Ω ,M(t, ·) : H → 2H is
a (A, η)-monotone operator, then the problem (2.3) reduces to the following generalized nonlinear random set-valued
operator equation involving (A, η)-monotone operator in Hilbert spaces: find x : Ω → H such that
x ∈ Jηt ,Mtρ(t),At (At(x)− ρ(t)Nt(St(x), Tt(x))), ∀t ∈ Ω, (2.5)
where Jηt ,Mtρ(t),At = (At + ρ(t)Mt)−1.
(III) If M(t, ·) = ∂φ(t, ·) for all t ∈ Ω , where ∂φ(t, ·) denotes the subdifferential of a lower semi-continuous and η-
subdifferentiable function φ : Ω × H → R ∪ {+∞}, then the problem (2.5) becomes to finding x : Ω → H such
that
〈Nt(St(x), u), ηt(z, x)〉 ≥ φt(pt(x))− φt(z) (2.6)
for all u ∈ Tt(x), t ∈ Ω and z ∈ H , which is called the generalized nonlinear random variational inclusions for
random set-valued operators in Hilbert spaces. We note that the determinate form of the problems (2.4) and (2.6) is a
generalization of the problem considered in [2,9].
Remark 2.3. For appropriate and suitable choices of S, f , p,N ,η,A, T andM , a number of known classes of randomvariational
inequality, random quasi-variational inequality, random complementarity and random quasi-complementarity problems
were studied previously by many authors, see, for example, [5,11,13,16] and the references therein.
3. Random iterative algorithms
In this section, by using Chang’s lemma [17], we suggest and analyze a new class of iterativemethods and construct some
new random iterative algorithms with errors for solving problems (2.1) and (2.5), respectively.
Lemma 3.1 ([17]). Let M : Ω×H → CB(H) be aH-continuous random set-valued operator. Then for anymeasurable operator
x : Ω → H , the set-valued operator M(·, x(·)) : Ω → CB(H) is measurable.
Lemma 3.2 ([17]). Let M, V : Ω×H → CB(H) be twomeasurable set-valued operators,  > 0 be a constant and x : Ω → H
be a measurable selection of M. Then there exists a measurable selection y : Ω → H of V such that for any t ∈ Ω ,
‖x(t)− y(t)‖ ≤ (1+ )H(M(t), V (t)).
Remark 3.1. The equality (2.1) can be written as{
z = At(pt(x))− ρ(t)Nt(St(x), u),
ft(x) = Jηt ,Mt (·,x)ρ(t),At (z), ∀u ∈ Tt(x), t ∈ Ω.
This fixed point formulation enables us to suggest the following iterative algorithm.
Let T : Ω×H → CB(H) be a set-valued operator and αn : Ω → (0, 1] be ameasurable step size function for all n ∈ N .
For any given z0(·) ∈ H , we choose x0(·) ∈ H such that
ft(x0) = Jηt ,Mt (·,x0)ρ(t),At (z0),
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it is easy to know that x0 : Ω → H is measurable. Further, by Lemma 3.1 and Himmelberg [18], we know that for the
chosen x0(·), the set-valued operator T (·, x0(·)) is measurable. Let
z1(t) ∈ (1− α0(t))z0(t)+ α0(t)[At(pt(x0))− ρ(t)Nt(St(x0), Tt(x0))] + α0(t)e0(t)+ f0(t),
where ρ(t) and At , pt , Nt , St are the same as in (2.1) and e0, f0 : Ω → H are measurable functions. It is easy to know that
z1 : Ω → H is measurable.
For z1(·) ∈ H , we take x1(·) ∈ H such that
ft(x1) = Jηt ,Mt (·,x1)ρ(t),At (z1),
it is easy to know that x1 : Ω → H is measurable. Let
z2(t) ∈ (1− α1(t))z1(t)+ α1(t)[At(pt(x1))− ρ(t)Nt(St(x1), Tt(x1))] + α1(t)e1(t)+ f1(t).
By induction, we can get an iterative algorithm for solving the nonlinear operator equation problem (2.1) as follows:
Algorithm 3.1. Suppose thatM , f , S, p, η, N , T andH are the same as in (2.1). For given z0(·) ∈ H , we can obtain sequence
{xn(t)} inductively satisfying{
ft(xn) = Jηt ,Mt (·,xn)ρ(t),At (zn),
zn+1(t) ∈ (1− αn(t))zn(t)+ αn(t)[At(pt(xn))− ρ(t)Nt(St(xn), Tt(xn))] + αn(t)en(t)+ fn(t), (3.1)
where t ∈ Ω , αn : Ω → (0, 1](n ≥ 0) is a measurable step size function in (0, 1] with ∑∞n=0 αn(t) = ∞, and
en(t), fn(t) ∈ H(n ≥ 0) are real-valued random errors to take into account a possible inexact computation of the random
resolvent operator point satisfying the following conditions:
(i) en(t) = e′n(t)+ e′′n(t); (ii) limn→∞ ‖e′n(t)‖ = 0; (iii)
∑∞
n=0 ‖e′′n(t)‖ <∞,
∑∞
n=0 ‖fn(t)‖ <∞.
From Algorithm 3.1, we can get the following algorithm.
Algorithm 3.2. Suppose thatH , A, η, S and T are the same as in Algorithm3.1. LetM : Ω×H → 2H be a random set-valued
operator such that for all t ∈ Ω , M(t, ·) : H → 2H is an (A, η)-monotone operator. For given z0(·) ∈ H , we can obtain
sequences {xn(t)} satisfying{
xn(t) = Jηt ,Mtρ(t),At (zn),
zn+1(t) ∈ (1− αn(t))zn(t)+ αn(t)[At(xn)− ρ(t)Nt(St(xn), Tt(xn))] + αn(t)en(t)+ fn(t), (3.2)
where αn(t), en(t) and fn(t)(n ≥ 0) are the same as in Algorithm 3.1.
Remark 3.2. (1) If f = p, Nt(St(x), u) = St (x)+u−a(t)λ(t) andM(t, x, s) = M(t, x) for all t ∈ Ω , x, s ∈ H , where a : Ω → H is a
given element, and αn(t) ≡ 1, en(t) ≡ 0 and λ(t) > 0 is any real-valued random variable for all t ∈ Ω , then Algorithm 3.1
reduce to Algorithm 3.1 of [16].
(2) For all t ∈ Ω , x ∈ H , when Nt(St(x), Tt(x)) = St (x)+Tt (x)λ(t) , where αn(t) ≡ 1, en(t) ≡ 0 and λ(t) > 0 is any real-valued
random variable for all t ∈ Ω , we know that Algorithm 3.2 reduce to Algorithm 3.2 of [16]. That is, Algorithms 3.1 and 3.2
include several known algorithms of [1,4,5,7,8,10,16] as special cases.
4. Existence and convergence theorems
In this section, we will prove the existence of solutions for the problems (2.1) and (2.5), and the convergence of the
iterative sequences generated by Algorithms 3.1 and 3.2 in Banach spaces, respectively.
Lemma 4.1. Let {an}, {bn}, {cn} be three nonnegative real sequences satisfying the following condition: there exists a natural
number n0 such that
an+1 ≤ (1− tn)an + bntn + cn, ∀n ≥ n0,
where tn ∈ [0, 1] with∑∞n=0 tn = ∞, limn→∞ bn = 0, and∑∞n=0 cn <∞. Then an → 0(n→∞).
Proof. The proof directly follows from Lemma 2 in Liu [19].
Theorem 4.1. Assume that M : Ω × H × H → 2H is a random set-valued operator such that for each fixed t ∈ Ω and
x ∈ H , M(t, ·, x) : H → 2H is an (A, η)-monotone operator and A : Ω ×H → H is r-strongly η-monotone and -Lipschitz
continuous, respectively. Let T : Ω × H → CB(H) be γ -H-Lipschitz continuous, η : Ω × H × H → H be τ -Lipschitz
continuous, f : Ω × H → H be (d, α)-relaxed cocoercive and β-Lipschitz continuous, p : Ω × H → H be ξ -Lipschitz
continuous, S : Ω × H → H be ζ -Lipschitz continuous, N : Ω × H × H → H be ς-Lipschitz continuous in the third
argument, and (e, δ)-relaxed cocoercive with respect to S and g, and σ -Lipschitz continuous in the second argument, where
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g : Ω ×H → H is defined by gt(x) = At ◦ pt(x) = At(pt(x)) = A(t, p(t, x(t))) for all x : Ω → H and t ∈ Ω . If there exist
real-valued random variables ρ(t) ∈ (0, r(t)/m(t)) and κ(t) > 0 such that for any t ∈ Ω , x, y, z ∈ H ,
‖Jηt ,Mt (·,x)ρ(t),At (z)− Jηt ,Mt (·,y)ρ(t),At (z)‖ ≤ κ(t)‖x(t)− y(t)‖ (4.1)
and 
h(t) = κ(t)+
√
1− 2α(t)+ (1+ 2d(t))β2(t) < 1,
k(t) = m(t)τ−1(t)(1− h(t))+ ς(t)γ (t) < σ(t)ζ (t),
l(t) = r(t)τ−1(t)(1− h(t)) < β(t)(t), ρ(t) < l(t)/k(t),
δ(t) > k(t)+ e(t)ζ 2(t)+
√
(σ 2(t)ζ 2(t)− k2(t))(2(t)ξ 2(t)2 − l2(t)),∣∣∣∣ρ(t)− δ(t)− e(t)ζ 2(t)− k(t)σ 2(t)ζ 2(t)− k2(t)
∣∣∣∣
<
√
(δ(t)− e(t)ζ 2(t)− k(t))2 − (σ 2(t)ζ 2(t)− k2(t))(2(t)β2(t)2 − l2(t))
σ 2(t)ζ 2(t)− k2(t) ,
(4.2)
then for all t ∈ Ω ,
(1) there exists x∗(t) ∈ H such that x∗(t) is a solution of the problem (2.1);
(2) the iterative sequence {xn(t)} generated by Algorithm 3.1 converges strongly to x∗(t).
Proof. For every x ∈ H , take
Pt(x) = x(t)− ft(x)+ Jηt ,Mt (·,x)ρ(t),At (At(pt(x))− ρ(t)Nt(St(x), Tt(x))), ∀t ∈ Ω.
Thus x∗(t) is a solution of the problem (2.1) if and only if there exists x∗ ∈ H such that x∗(t) ∈ Pt(x∗) for all t ∈ Ω .
For any t ∈ Ω and x ∈ H , since Tt(x) ∈ CB(H), ft , pt ,Nt , St , At , ηt and Jηt ,Mt (·,x)ρ(t),At are continuous, we have Pt(x) ∈ CB(H).
Now for each fixed t ∈ Ω , we prove that Pt(x) is a set-valued contractive mapping.
In fact, for any (t, x), (t, xˆ) ∈ Ω ×H and any a ∈ Pt(x), there exists u ∈ Tt(x) such that
a = x(t)− ft(x)+ Jηt ,Mt (·,x)ρ(t),At (At(pt(x))− ρ(t)Nt(St(x), u)).
Note that Tt(xˆ) ∈ CB(H), it follows from Chang’s result [17] that there exist uˆ ∈ Tt(xˆ) such that
‖u− uˆ‖ ≤ H(Tt(x), Tt(xˆ)). (4.3)
Setting
b = xˆ(t)− ft(xˆ)+ Jηt ,Mt (·,xˆ)ρ(t),At (At(pt(xˆ))− ρ(t)Nt(St(xˆ), uˆ)),
we have b ∈ Pt(xˆ). It follows from (4.1) and Lemma 2.1 that
‖a− b‖ ≤ ‖x(t)− xˆ(t)− (ft(x)− ft(xˆ))‖
+‖Jηt ,Mt (·,x)ρ(t),At (At(pt(x))− ρ(t)Nt(St(x), u))− Jηt ,Mt (·,x)ρ(t),At (At(pt(xˆ))− ρ(t)Nt(St(xˆ), uˆ))‖
+‖Jηt ,Mt (·,x)ρ(t),At (At(pt(xˆ))− ρ(t)Nt(St(xˆ), uˆ))− Jηt ,Mt (·,xˆ)ρ(t),At (At(pt(xˆ))− ρ(t)Nt(St(xˆ), uˆ))‖
≤ ‖x(t)− xˆ(t)− (ft(x)− ft(xˆ))‖ + κ(t)‖x(t)− xˆ(t)‖
+ τ(t)
r(t)− ρ(t)m(t)‖At(pt(x))− At(pt(xˆ))− ρ(t)[Nt(St(x), u)− Nt(St(xˆ), u)]‖
+ ρ(t)τ (t)
r(t)− ρ(t)m(t)‖Nt(St(xˆ), u)− Nt(St(xˆ), uˆ)‖. (4.4)
By the assumptions on f , p, A, N, S, T and (4.3), we have
‖x(t)− xˆ(t)− (ft(x)− ft(xˆ))‖2 ≤ ‖x(t)− xˆ(t)‖2 + ‖ft(x)− ft(xˆ)‖2 − 2〈ft(x)− ft(xˆ), x(t)− xˆ(t)〉
≤ [1− 2α(t)+ (1+ 2d(t))β2(t)]‖x(t)− xˆ(t)‖2, (4.5)
‖At(pt(x))− At(pt(xˆ))− ρ(t)[Nt(St(x), u)− Nt(St(xˆ), u)]‖
≤
√
2(t)ξ 2(t)− 2ρ(t)(δ(t)− e(t)ζ 2(t))+ ρ2(t)σ 2(t)ζ 2(t)‖x(t)− xˆ‖, (4.6)
‖Nt(St(xˆ), u)− Nt(St(xˆ), uˆ)‖ ≤ ς(t)‖u− uˆ‖ ≤ ς(t)H(Tt(x), Tt(xˆ)) ≤ ς(t)γ (t)‖x(t)− xˆ‖. (4.7)
Combining (4.5)–(4.7) with (4.4), we infer
‖a− b‖ ≤ θ(t)‖x(t)− xˆ(t)‖, (4.8)
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where
θ(t) = κ(t)+
√
1− 2α(t)+ (1+ 2d(t))β2(t)
+ τ(t)[ρ(t)ς(t)γ (t)+
√
2(t)ξ 2(t)− 2ρ(t)(δ(t)− e(t)ζ 2(t))+ ρ2(t)σ 2(t)ζ 2(t) ]
r(t)− ρ(t)m(t) .
It follows from condition (4.2) that θ(t) < 1 for all t ∈ Ω . Hence, from (4.4), we get
d(a, Pt(xˆ)) = inf
b∈Pt (xˆ)
‖a− b‖ ≤ θ(t)‖x(t)− xˆ(t)‖.
Since a ∈ Pt(x) is arbitrary, we obtain
sup
a∈Pt (x)
d(a, Pt(xˆ)) ≤ θ(t)‖x(t)− xˆ(t)‖.
By using the same argument, we can prove
sup
b∈Pt (xˆ)
d(Pt(x), b) ≤ θ(t)‖x(t)− xˆ(t)‖.
It follows from the definition of the Hausdorff metric H on CB(H ×H) that
H(Pt(x), Pt(xˆ)) ≤ θ(t)‖x(t)− xˆ(t)‖
for all (t, x, xˆ) ∈ Ω ×H ×H , i.e., Pt(x) is a set-valued contractive mapping, which is uniform with respect to t ∈ Ω . By a
fixed point theorem of Chang [17], for each t ∈ Ω , Pt(x) has a fixed point x∗(t) ∈ H , i.e., x∗(t) ∈ Pt(x∗). By the definition of
P , we know that there exist u∗ ∈ Tt(x∗) such that (2.1) holds, i.e., x∗(t) is a solution of the problem (2.1).
Next, we prove the conclusion (2). Let x∗(t) be the solution of the problem (2.1). It follows from Remark 3.1 that
ft(x∗) = Jηt ,Mt (·,x∗)ρ(t),At (z∗), z∗ = At(pt(x∗))− ρ(t)Nt(St(x∗), u∗), ∀u∗ ∈ Tt(x∗), t ∈ Ω. (4.9)
Since for all t ∈ Ω , Tt(x∗), Tt(xn) ∈ CB(H), for any given t ∈ Ω , n ≥ 0 and ε > 0, it follows from Lemma 3.2 that there
exists measurable selection un(t) ∈ Tt(xn) such that
‖un(t)− u∗(t)‖ ≤ (1+ ε)H(Tt(xn), Tt(x∗)). (4.10)
From (3.1), (4.9) and (4.10) and the proof of (4.8), for all t ∈ Ω , we have
‖zn+1(t)− z∗(t)‖ ≤ (1− αn(t))‖zn(t)− z∗(t)‖ + αn(t)(‖e′n(t)‖ + ‖e′′n(t)‖)+ ‖fn(t)‖
+αn(t)‖At(pt(xn))− At(pt(x∗))− ρ(t)(Nt(St(xn), un(t))− Nt(St(x∗), u∗))‖
≤ (1− αn(t))‖zn(t)− z∗(t)‖ + αn(t)(‖e′n(t)‖ + ‖e′′n(t)‖)+ ‖fn(t)‖
+αn(t)‖At(pt(xn))− At(pt(x∗))− ρ(t)(Nt(St(xn), un(t))− Nt(St(x∗), un(t)))‖
+αn(t)ρ(t)‖Nt(St(x∗), un(t))− Nt(St(x∗), u∗)‖
≤ (1− αn(t))‖zn(t)− z∗(t)‖ + αn(t)‖e′n(t)‖ + (‖e′′n(t)‖ + ‖fn(t)‖)
+αn(t)[ρ(t)ς(t)γ (t)(1+ ε)
+
√
2(t)ξ 2(t)− 2ρ(t)(δ(t)− e(t)ζ 2(t))+ ρ2(t)σ 2(t)ζ 2(t)]‖xn(t)− x∗(t)‖. (4.11)
On the other hand, we know that
‖xn(t)− x∗(t)‖ ≤ ‖xn(t)− x∗(t)− (ft(xn)− ft(x∗))‖
+‖Jηt ,Mt (·,xn)ρ(t),At (zn)− Jηt ,Mt (·,xn)ρ(t),At (z∗)‖ + ‖Jηt ,Mt (·,xn)ρ(t),At (z∗)− Jηt ,Mt (·,x
∗)
ρ(t),At (z
∗)‖
≤ [κ(t)+
√
1− 2α(t)+ (1+ 2d(t))β2(t)]‖xn(t)− x∗(t)‖ + τ(t)r(t)− ρ(t)m(t)‖zn(t)− z
∗(t)‖,
which implies that
‖xn(t)− x∗(t)‖ ≤
τ(t)
r(t)−ρ(t)m(t)
1− κ(t)−√1− 2α(t)+ (1+ 2d(t))β2(t)‖zn(t)− z∗(t)‖. (4.12)
Combining (4.11) and (4.12), we get
‖zn+1(t)− z∗(t)‖ ≤ [1− αn(t)(1− ϑ(t, ε))]‖zn(t)− z∗(t)‖ + αn(t)‖e′n(t)‖ + (‖e′′n(t)‖ + ‖fn(t)‖), (4.13)
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where
ϑ(t, ε) = τ(t)
r(t)− ρ(t)m(t) ·
ρ(t)ς(t)γ (t)(1+ ε)+√2(t)ξ 2(t)− 2ρ(t)(δ(t)− e(t)ζ 2(t))+ ρ2(t)σ 2(t)ζ 2(t)
1− κ(t)−√1− 2α(t)+ (1+ 2d(t))β2(t) .
Let ε→ 0. Then we have ϑ(t, ε)→ ϑ(t), where
ϑ(t) = τ(t)
r(t)− ρ(t)m(t) ·
ρ(t)ς(t)γ (t)+√2(t)ξ 2(t)− 2ρ(t)(δ(t)− e(t)ζ 2(t))+ ρ2(t)σ 2(t)ζ 2(t)
1− κ(t)−√1− 2α(t)+ (1+ 2d(t))β2(t) .
Since 0 < ϑ(t) < 1, 1− ϑ(t) > 0 for all t ∈ Ω , it follows from (4.13) that
‖zn+1(t)− z∗(t)‖ ≤ [1− αn(t)(1− ϑ(t))]‖zn(t)− z∗(t)‖
+αn(t)(1− ϑ(t)) · 11− ϑ(t)‖e
′
n(t)‖ + (‖e′′n(t)‖ + ‖fn(t)‖). (4.14)
Since
∑∞
n=0 αn(t) = ∞ for all t ∈ Ω , it follows from Lemma 4.1 and (4.14) that ‖zn(t) − z∗(t)‖ → 0 (n → ∞),
i.e., zn(t) → z∗(t) for all t ∈ Ω . Hence, by (4.12), we know that the sequence {xn(t)} converges to x∗(t) for all t ∈ Ω .
This completes the proof.
From Theorem 4.1, we can get the following results.
Theorem 4.2. Let H , A, η, S and T be the same as in Theorem 4.1. Assume that M : Ω ×H ×H → 2H is a random set-valued
operator such that for each fixed t ∈ Ω , M(t, ·) : H → 2H is an (A, η)-monotone operator. Let N : Ω × H × H → H be
ς-Lipschitz continuous in the third argument, and (e, δ)-relaxed cocoercive with respect to S and A, and σ -Lipschitz continuous
in the second argument. If there exists a real-valued random variable ρ(t) ∈ (0, r(t)/m(t)) such that for all t ∈ Ω ,
s(t) = m(t)τ−1(t)+ ς(t)γ (t) < σ(t)ζ (t),
r(t) < τ(t)(t), ρ(t) < r(t)τ−1(t)s−1(t),
δ(t) > e(t)ζ 2(t)+ s(t)r(t)τ−1(t)+
√
(σ 2(t)ζ 2(t)− s2(t))(2(t)− r2(t)τ−2(t)),∣∣∣∣ρ(t)− δ(t)− e(t)ζ 2(t)− s(t)r(t)τ−1(t)σ 2(t)ζ 2(t)− s2(t)
∣∣∣∣
<
√
(δ(t)− e(t)ζ 2(t)− s(t)r(t)τ−1(t))2 − (σ 2(t)ζ 2(t)− s2(t))(2(t)− r2(t)τ−2(t))
σ 2(t)ζ 2(t)− s2(t) ,
(4.15)
then for any t ∈ Ω ,
(1) there exists x∗(t) ∈ H such that x∗(t) is a solution of the problem (2.5);
(2) the iterative sequence {xn(t)} generated by Algorithm 3.2 converges strongly to x∗(t).
Theorem 4.3. Suppose that H , A, η, S, T and M are the same as in Theorem 4.1. Let N : Ω × H × H → H be ς-Lipschitz
continuous in the third argument, and δ-monotone with respect to S and A, and σ -Lipschitz continuous in the second argument.
If there exists a real-valued random variable ρ(t) ∈ (0, r(t)/m(t)) such that for any t ∈ Ω ,
s(t) = m(t)τ−1(t)+ ς(t)γ (t) < σ(t)ζ (t),
r(t) < τ(t)(t), ρ(t) < r(t)τ−1(t)s−1(t),
δ(t) > s(t)r(t)τ−1(t)+
√
(σ 2(t)ζ 2(t)− s2(t))(2(t)− r2(t)τ−2(t)),∣∣∣∣ρ(t)− δ(t)− s(t)r(t)τ−1(t)σ 2(t)ζ 2(t)− s2(t)
∣∣∣∣
<
√
(δ(t)− s(t)r(t)τ−1(t))2 − (σ 2(t)ζ 2(t)− s2(t))(2(t)− r2(t)τ−2(t))
σ 2(t)ζ 2(t)− s2(t) ,
then for all t ∈ Ω ,
(1) there exists x∗(t) ∈ H such that x∗(t) is a solution of the problem (2.5);
(2) the iterative sequence {xn(t)} generated by Algorithm 3.2 converges strongly to x∗(t).
Remark 4.1. (1) If f , N ,M , λ, αn and en are the same as in (1) of Remark 3.2, then the results of Theorem 4.1 can be obtained
and so we see that Theorem 4.1 is the extension of [16, Theorem 3.1] in Hilbert spaces (see, [6, Theorem 4.6]).
(2) We know that Theorem 3.2 in [16] is a special case of the above Theorems 4.1 and 4.2 in Hilbert spaces when N , M ,
αn and en are the same as in (2) of Remark 3.2. See, for example, [8, Theorem 3.1] (the determinate forms). In brief, for a
suitable and appropriate choice of the mappings S, f , p, A, M, T , N, η and the spaceH , Theorems 4.1–4.3 include many
known results of generalized variational inclusions as special cases, see [1–16] and the references therein.
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