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The real world is full of uncertainties. Classical analyses usually favour deterministic
cases, which in practice can be too restricted. Hence it motivates us to add in randomness
to make models similar to practical situations. In this thesis, we mainly study two net-
work problems taken from the distributed computing world: iterative load balancing and
random walks. An interesting observation is that the problems we study, though not quite
related regarding their real world applications, can be linked by the same mathematical
toolkit: Markov chain theory. These problems have been heavily studied in the literature.
However, their assumptions are mostly deterministic, which causes less flexibility and
generality to the real world settings. The novelty of this thesis is that we add randomness
in these problems in order to observe worst cases vs. average cases (load balancing) and
static cases vs. dynamic cases (random walks).
For iterative load balancing, the randomness is added on the number of tasks over
the entire network. Previous works often assumed worst case initial loads, which may be
wasteful sometimes. Hence we relax this condition and assume the loads are drawn from
different probability distributions.
In particular, we no longer assume the initial loads are chosen by an adversary. Instead,
we assume the initial loads on each processor are sampled from independent and identically
distributed (i.i.d.) probability distributions. We then study the same problems as in
classical settings, i.e., the time needed for the load balancing process to reach a sufficiently
small discrepancy.
Our main result implies that under such a regime, the time required to balance a
network can be much faster. An insightful observation is that the load discrepancy is
proportional to the term t−1/4 where t is the time used to run the protocol. This implies
two main improvements compared with previous works: first, when the initial discrepancy
is the same, our regime can reach small discrepancy faster; second, we have established a
connection between the time and the discrepancy while previous analyses do not have.
For random walks, the randomness is added on the network topologies. This means at
each time step (considering discrete times), the underlying network can change randomly.
In particular, we want the graph “evolves” instead of changing arbitrarily. To model the
graph changing process, we adopt a model commonly used in the literature, i.e., the edge-
Markovian model. If an edge does not exist between the two nodes, then it will appear in
the next step with probability p, and if it does then in the next step it will disappear with
probability q. This model can simulate real world scenarios such as adding friends with
each other in social networks or a disruption between two remotely connected computers.
Our main contributions regarding random walks include the following results. First,
we divided the edge-Markovian graph model into different regimes in a parameterised way.
This provides an intuitive path to similar analyses of dynamic graph models. Dynamic
models are often hard to analyse in the field because of its complicated nature. We
present a possible strategy to reach some feasible solutions by using parameters (p, q
above) to control the process. Second, we again analyse the random walk behaviours
on such models. We have found that under certain regimes, the random walk still shows
similar behaviours especially its mixing nature as in static settings. For the other regimes,
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1.1 Problems and motivation
1.1.1 Distributed computing and our problems
Distributed computing is a field of computer science which studies networks of computers
that communicate with each other by sending and receiving messages. Nowadays, net-
works are everywhere due to the widespread of the Internet and developed infrastructure.
Networks not only connect the world but also provide us with high-performance comput-
ing models because a big computing task can be solved on a distributed system efficiently
while it may take years to finish on a single computer.
The idea of distributed computing can be seen in many situations where a large number
of queries and short response times are required. For example, massively multiplayer
online games, peer-to-peer applications, and online shopping providers like Amazon. It
can also be seen in situations where the number of related parties is massive, e.g., social
networks like Facebook and Twitter, citation networks, web graphs, etc. Usually, real
world networks may include the following features:
1. Small average degree
2. Small diameter
3. High connectivity and expansion
4. High clustering coefficients, especially for social networks
5. Dynamic behaviour
A computer in a network, even a very large network, may only communicate with its
neighbours because it has a connection limit, and also communicating with every other
computer in the network is wasteful in most cases. The diameter of the network is
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the maximum distance between any pair of computers. Usually, a computer needs to
communicate with another one in the network even if they are not directly connected.
Hence a real-world network tends to have a small diameter to guarantee efficiency. High
connectivity or expansion means that the network should remain connected with high
probability when some edges are removed, which corresponds to possible interruptions
between computers in a real network. Some networks like social networks are likely to
have clusters, which means among some computers the connections are significantly more
than those among these computers and the rest of the network. Real-world networks
are facing accidents every day. For instance, existing nodes or edges may disappear in a
network and new nodes or edges may be added.
Due to these features, it is important to design efficient local algorithms, i.e., algo-
rithms with the restrictions that any computer does not hold global information to make
decisions or strategies, to save resources while still achieving high-demanding tasks. Hence
it is natural to consider balancing the workload over the entire network, which leads to the
first topic of this thesis: load balancing. In particular, this means that each processor
only communicates with its neighbours and passes tasks from a high workload machine
to a lower workload machine.
The second topic of this thesis is random walks. They do not seem to have a direct
connection with distributed computing. They serve more as an integral subroutine in
distributed computing, such as load balancing [52], searching [29], pageranking [24, 82, 38],
voting [30, 31], and information propagation [53, 21]. In this thesis, we study random
walks on graphs. A random walk on a graph typically means that a particle jumps among
the nodes in the graph. Each time the particle picks one of its neighbours and jumps to
it with some well-defined probability [60, 31, 33].
1.1.2 Motivation
1.1.2.1 Motivation of using Markov chain theory
Although load balancing problems and random walks look quite irrelevant to each other,
the studies of them can be linked by Markov chain theory since both of them can be
modeled by it. We delay the formalisation in later chapters but give a plain explanation
in this section.
A Markov chain is a random process X0, X1, ... where Xis are chosen from a set of
states Ω. The indices often represent time steps in the process. From t to t+1, the process
jumps from the state Xt to Xt+1 with a probability p. For any two states u, v ∈ Ω, the
transition probability from u to v is set as a fixed value pu,v. In particular, if Xt = u,
then with probability pu,v, the process will jump from the state u to Xt+1 = v. If Ω is
finite, then for each Xi, it has a corresponding probability distribution µi such that µi(u)
is the probability that Xi = u.
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With the above quick introduction on Markov chains, we can now understand why
we can link load balancing problems and random walks by it. Assuming our distributed
computing problem is defined on a network G = (V,E) where V is the node set and E is
the edge set. Regarding load balancing, we can use µi to represent the load distribution
at time i. Simply normalising it would make it look like a probability distribution. With
respect to random walks, the probability µi(u) is exactly the probability that the particle
is at the node u at time i. Hence for both problems with standard settings, they can be
transferred to Markov chains.
In addition, Markov chain theory has been intensively studied in the past decades
[59]. Its applications in distributed computing have been widely used in the field, e.g.,
[75, 41]. We, therefore, choose to use it as our main toolkit because it has been proven
to be suitable for our analysis. Also, we would like to contribute more to this area by
adding more realistic assumptions to the theoretical problems.
1.1.2.2 Motivation of using randomness
As real-world events are more or less unpredictable, it motivates us to add a bit of ran-
domness when analyzing and building our mathematical models. Load balancing and
random walks have been mainly studied under fixed settings and regimes. In other words,
classical settings tend to have static graphs and strict quantities.
Real-world networks, however, tend to be large and complex. This implies that a global
description is impossible. Hence researchers turn to local descriptions, such as by which
local rules vertices are connected, or what the maximum degree is. The local rules are
preferred to be random because it can include various situations inside a huge network by
a few simple statements. In other words, randomness is an efficient way to deal with the
complexity of the network. Though it may not be able to describe a large and complex
network precisely, it decreases the difficulty of analysing such a network while a global
description is unnecessarily complicated and also intractable. In the book by Newman
[68], there are many empirical properties of and scientific methods for networks where
random graphs play a very important role. They also support the argument that using
randomness is a very efficient way to deal with large complex networks.
With respect to the above concerns, we consider more randomness in our regimes to
make our models approach real-world scenarios. For load balancing problems, we assume
randomness on the number of tasks distributed on the network. For random walks, we
assume dynamic evolving underlying networks.
We now introduce how to add randomness to these problems. Intuitively, if we want to
add the randomness somewhere, it can either be on the nodes or the edges of a network.
If we add the randomness on the nodes, then making the loads on each node random looks
like a natural choice. If the randomness is put on the edges, then it leads us to think of
the possibility that the edge can be broken or created. Hence we have the following two
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research directions: 1. load balancing with random loads; 2. random walks on evolving
graphs.
1.2 Load balancing with random input loads
Load balancing, as previously introduced, means we balance the load distributed over a
network. Given a large network, which is usually a group of connected processors, each
processor handles a number of tasks which we call tokens. In practice, it is natural for us
to expect that the load distribution is as even as possible in order to maximize the utility
of all processors. Since the real network is huge and each processor can only communicate
with its neighbours, a global solution is hard to achieve because that usually requires
a synchronisation among all nodes, which is very wasteful. Hence, we usually prefer
local protocols to deal with such problems. Therefore one important and classic problem
is the following: if we know the initial difference between the maximum load and the
minimum load is K, what algorithm can we use to reduce the difference by only allowing
the processors to transfer tokens locally and how small can that difference become?
Previous works always consider K directly or pick an initial load distribution by using
an adversary. However, statistically speaking, we can usually assume there exists a hidden
distribution or a function model for the real-world data. We believe that it would be more
realistic to assume that the initial token distribution is distributed according to some
distributions. This is where we add randomness for load balancing problems. In other
words, we do not assume the initial maximum difference is K, but instead assume that
the number of tokens at each node is sampled from a distribution with a range equal (or
close) to K. Since more assumptions are added, we will explore the previous algorithms
again and also expect that the results can be improved. Adding this new randomness
would change the core of the original problem. Hence this is novel and worth studying.
1.3 Random walks on evolving graphs
A random walk is a random process where a particle starts from a vertex in a graph and
at each step the particle jumps to a randomly chosen neighbour. It is also a special case
of a Markov chain.
Previous works mainly studied static graphs, e.g., [53, 21], which means that the
underlying graph that the particle moves on does not change over time. However, this is
not always true. Real networks tend to evolve, which changes the behaviour of random
walks on networks significantly. Therefore we are interested in studying random walks
on evolving graphs and investigating what their behaviour in such an environment is.
Dynamic graph models turn out to be very hard to analyze. In order to handle it, we
try to control the dynamic of the model by some parameters in this thesis. Our analysis
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can be potentially used elsewhere as long as the other dynamics create random graphs
instead of following some deterministic rules.
1.4 Related works and our main contributions
In this introductory chapter, we only present the most related works in the field to em-
phasize how we improve the key results. More detailed literature reviews will be provided
in Chapter 3 and 4.
Regarding load balancing problems, to the best of our knowledge, before our work,
the previous works mainly focused on fixed settings. The main question is concerned
about how fast the protocol can reach a small discrepancy, the difference between the
maximum and the minimum load. Classical works include [75, 41, 66, 85]. We compare









































Table 1.1: Here K is the initial discrepancy. λ is the second largest eigenvalue of the
round matrix. d is of order the maximum degree of G.
Our result looks weaker than previous ones because O(
√
log n) looks worse. However,
we should point out that the number of rounds is potentially much smaller especially
when we have poorly connected graphs where 1− λ can be O(1/n2) [58]. Also in reality
O(
√
log n) is usually very close to a small contant.
With respect to random walks in dynamic graph models, one important work is
done by Avin et al. [11], which studied the cover and mixing times in a dynamic graph
model. They also showed an exponential lower bound for the hitting time, proving that
we can never guarantee good results in arbitrary dynamic graph models. One recent
work is done by Sauerwald and Zanetti [87], where they showed general mixing and
hitting times for dynamic graph models, depending on the minimum probability in the
stationary distribution. The common defect of these works is that they both assumed
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that all the graphs in the dynamic graph model share the same stationary distributon for
the random walks on them when dealing with mixing times. This assumption is good for
their analyses but is relevantly unrealistic. In our work, we dropped this strong condition
and derive various results in different regimes. We refer our readers to the Table 4.4 in
Chapter 4 for more details. The following table compares our contribution with theirs.
Conditions Mixing Times Reference
Connected, d-regular
O(dhn log n)
Avin, Kouck and Lotker





Not necessarily connected O(log n) (dense graphs) Cai, Sauerwald and Zanetti
No uniform π No mixing or Ω(n) (sparse) (SIROCCO’20)
Table 1.2: Here π is the stationary distribution of the random walk on the graph. π? is
the minimum probability in π.
Another similar line of work focuses on the random walks in random graphs [23, 32,
39, 51, 18]. Note that this can be confused with the walk in dynamic graph models. The
main difference is that previous works chose one graph from the random graph model,
then the random walk is applied on this fixed graph. Hence in these works, they mainly
discuss the performance of the walk on the giant component in a random graph model,
e.g., Erdős-Rényi model. In contrast, in our regime, the graph keeps changing. However,
it is still worth studying the techniques in this topic because they provided a wide range
of relevant toolkits.
1.5 Outline of thesis
We give a summary of the contents of each chapter:
 Chapter 2 contains necessary background knowledge for the thesis. Mathematical
notations and definitions will be included. We need tools from probability, linear
algebra, and spectral graph theory. More Markov chain theory background will also
be presented there.
 Chapter 3 demonstrates the results of load balancing with random input tokens on
each processor in the network. We show how fast the network can be balanced,
i.e., how long it takes to make the difference between the maximum load and the
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minimum load small enough.1
 Chapter 4 contains the mixing times results for random walks in our evolving graph
model (edge-Markovian model). Intuitively, this shows how fast a random walk
converges into a stationary state.2
 Chapter 5 contains some auxiliary results related to the mixing times, such as the
mixing times results regarding the `∞ distance of the random walks in our evolving
graph model.
 Chapter 6 is a conclusion of the thesis, providing a summary of the thesis, a discus-
sion on the meanings of the work, and future possible directions.
In each chapter, we will start with a literature review of the topic, showing the impor-
tance of the work. Then the main mathematical proofs will be presented. Experimental
results will be added to show that our theoretical results are consistent with what would
happen in real scenarios. At the end of each chapter, we will give a discussion and a
conclusion for the topic in that chapter.
1The load balancing results have been published in The 44th International Colloquium on Automata,
Languages, and Programming (ICALP 2017).
2The random walk results have been published in The 27th International Colloquium on Structural





In this chapter, we introduce some necessary mathematical definitions and theorems.
Readers are assumed to have basic knowledge in probability, statistics, linear algebra and
graph theory, such as expectations, variance, matrix, eigenvalues, nodes and edges, etc.
We will also give necessary background knowledge on Markov chain theory because it
plays an important role in this thesis.
2.1 Markov chains and random walks
In this section we present fundamental concepts which are necessary for this thesis in
Markov chain theory. We will give the classical (that is, static) versions of the definitions.
Later in our dynamic models, we have to tweak the corresponding concepts such as the
mixing times of random walks.
A Markov chain is a process which moves among the elements of a set Ω in the
following way: when the process is at a state x ∈ Ω, the next position is chosen according
to a fixed probability P(x, ·) depending only on x. More precisely, a sequence of random
variables (X0, X1, ...) is a Markov chain with the state space Ω and transition probability
matrix P if for all x, y ∈ Ω, for all t, P [Xt+1 = y | Xt = x] = P(x, y). At the beginning
of the process, the distribution of the starting state is µ0. As the process proceeds, the
distribution of the state at time t is µt = µ0P
t.
2.1.1 Random walks
We study discrete Markov chains where Ω is discrete and finite. A random walk process is
just a concrete example of discrete Markov chains. Given a connected graph G = (V,E),
V is the state space of the random walk on the graph and E decides the transition matrix.




 1deg(u) u 6= v, {u, v} ∈ E,0 otherwise.
Intuitively the process jumps to one of the neighbours of u uniformly randomly and it
will not move to non-neighbouring nodes.
For technical reasons, a variant of the standard random walks is usually used in the
literature: lazy random walks, which means the process has 1
2
probability to stay where








u 6= v, {u, v} ∈ E,
0 otherwise.
The benefit of this definition is that the matrix P is guaranteed to be positive semi-definite.
It brings us non-negative eigenvalues of P, which gives us some technical benefits.
In this thesis, the lazy version will be used in later chapters unless stated otherwise.
One intuitive reason is that the simple version may not converge in some graphs. For
example, the simple random walk cannot converge on bipartite graphs.
2.1.2 Mixing times of Markov chains
In Markov chain theory, there is an important concept: mixing times. Before we reveal
its definition we need to do some preparations. We need to understand that the mixing
time is the time taken to make the distribution of a Markov chain sufficiently close to its
stationary distribution. Hence to define the mixing time we need: 1. a measure to check
the difference between two probability distributions; 2. the definition of the stationary
distribution.
Definition 2.1.1. The total variation distance between two distributions µ and ν is








Under some assumptions, after some time the probability distribution µt will remain
nearly unchanged. The resulting distribution π is called the stationary distribution of this
Markov chain. In other words, after some time T , we know that for all t ≥ T , µt = π.
Definition 2.1.2 (Stationary distribution). The stationary distribution π of a Markov




Under the condition that the chain is irreducible, the stationary distribution is unique.
In this definition we mention a concept: irreducible Markov chains. A Markov chain
P is called irreducible if for every x, y ∈ Ω, there exists a t such that Pt(x, y) > 0. It
means that it is possible to get from any state to any other state using only transitions
of positive probability.
Another important concept about Markov chains is: reversible Markov chains, which
will be used later in the thesis. Essentially a Markov chain is called reversible if
π(x)P(x, y) = π(y)P(y, x),
for all x, y ∈ Ω.
Now we can define the mixing time:
Definition 2.1.3 (Mixing times). Let P be the transition matrix of a Markov chain
defined in the previous section, and let π denote its stationary distribution. Assuming the
initial distribution of the random walk is µ0, the mixing time is defined by:
tmix(ε) := min{t :
∥∥µ0Pt − π∥∥TV ≤ ε}. (2.1)
Usually we require ε to be a very small value so that we can say the distance between
the chain distribution and the stationary distribution is small enough .
Remark 2.1.4. Note that the definitions in this section are modified to fit the purposes
of this thesis. More rigorous and detailed concepts can be found in classical references in
the literature, for example [58, 69].
2.2 Concentration tools in probability theory
In probability theory, an important observation is that for independently distributed
random variables, their sum usually concentrates around their mean with high probability.
A well-known theorem is the law of large numbers. Below we give two similar but more
general results.
Theorem 2.2.1 (Berry-Esseen [19, 37] for non-identical r.v.). Let X1, X2, ..., Xn be inde-
pendently distributed with E [Xi] = 0, E [X2i ] = Var [Xi] = σ2i , and E [|Xi|3] = ρi <∞. If







and Φ(x) is the standard normal distribution,
then
|Fn(x)− Φ(x)| ≤ C0ψ0,







i=1 ρi and C0 > 0 is a constant.
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Theorem 2.2.2 (Hoeffding’s Inequality [48]). Consider a collection of independent ran-










] ∣∣∣∣∣ > δ
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2.3 Measure theory and martingale
Martingale is a very useful but complicated tool in probability theory. In this thesis we
will use it to prove an important theorem (Theorem 3.5.3). To properly define it, we also
need some basic concepts in measure theory.
2.3.1 Measure theory
Given a set Ω, a σ-algebra is a collection F of subsets satisfying
1. Ω ∈ F .
2. If A1, A2, ... are elements of F , then ∪∞i=1Ai ∈ F .
3. If A ∈ F , then Ac := Ω \ A ∈ F .
Given a set Ω with a σ-algebra F , a function f : Ω → R is called measurable if
f−1(B) is an element of F for all open sets B. f is also called F -measurable.
Given (Ω,F), a random variable X is a measurable function defined on Ω. A filtration
{Ft} is a sequence of σ-algebras such that Ft ⊂ Ft+1 for all t. We say {Xt} is adapted
to {Ft} if Xt is Ft-measurable for all t.
2.3.2 Martingale
A martingale with respect to a filtration {Ft} is a sequence of random variables (Mt)
satisfying the following conditions:
1. E [|Mt|] <∞ for all t.
2. (Mt) is adapted to {Ft}.
3. E [Mt+1 | Ft] = Mt for all t ≥ 0.
Another important concept related to martingale is called a stopping time. A stop-
ping time for the filtration {Ft} is a random variable τ with values in {0, 1, ...} such that
τ = t ∈ Ft.
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2.4 Spectral graph theory
Spectral graph theory links the study of the graph properties and linear algebra. First
we define a combinatorial measure of a given graph: conductance. It is a cut measure or
a quantity that measures how well the graph can be divided into two clusters.
Definition 2.4.1. The conductance of a non-empty set S ⊆ V in a graph G is defined
as:
ΦG(S) :=





x∈V deg(x). deg(x) is the degree of the node x, which is the number of
neighbours of x. E(S, V \S) is the set of edges between S and V \S. The conductance of




|E(S, V \ S)|
vol(S)
.
The conductance of G and the second largest eigenvalue, λ2, of the transition matrix
P of a lazy random walk in G are related by the so-called discrete Cheeger inequality [7],
which we state below.
Theorem 2.4.2 (Cheeger inequality). Let P be the transition matrix of a lazy random
walk on a graph G. Then, it holds that
1− λ2(P) ≤ ΦG ≤ 2
√
1− λ2(P).
Essentially this theorem connects the graph conductance, which is a graph property,
with the second largest eigenvalue of the transition matrix of a lazy random walk on the
same graph.
Note that the quantity 1−λ2 is usually referred as the spectral gap. This is not just for
the random walk. It can be also used for general Markov chains because it only depends




Load Balancing with Random Inputs
3.1 Introduction of load balancing
In the last decade, large parallel networks have become widely available for industrial and
academic users. An important prerequisite for their efficient usage is to balance their work
efficiently. Load balancing is known to have applications to scheduling [92], routing [35],
numerical computation such as solving partial differential equations [94, 93, 91], and
finite element computations [50]. In the standard abstract formulation of load balancing,
processors are represented by nodes of a graph, while links are represented by edges. The
objective is to balance the load by allowing nodes to exchange loads with their neighbours
via the incident edges.
Even if the total number of the tasks and the number of processors are known, we
cannot easily arrange each processor to handle the average loads because the initial load
distribution which can be very unbalanced. Passing a specific task to a far neighbour
is time consuming and not worth doing. Due to these reasons, solving things locally
is required, i.e., all processors only communicate with their neighbours simultaneously,
to achieve a global balanced network. In this thesis, we will focus on decentralized and
iterative load balancing protocols where a processor knows only its current load and the
loads of the neighbouring processors. Based on that the processor decides how much load
should be sent (or received).
In the rest of this chapter, the basic concepts of load balancing will be introduced
first. Then we will present related works and summarise their contents to show the
existing works of the literature. After that we demonstrate our main theorems and their
proofs. In the end, the experiments are given to verify our theoretical results.
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3.2 Background
3.2.1 Load balancing protocols
In load balancing, protocols are classified into different classes based on their assumptions
on how processors transfer their loads. In this section, we introduce the concepts and delay
the literature review to the Section 3.3.
1. Diffusion model. A widely used approach is diffusion, where load balancing al-
gorithms distribute their loads to all their neighbours. In each step, the diffusive
process happens in parallel on each node.
2. Matching model. We also consider the matching model (sometimes also called
dimension exchange model), where in each round only the edges of a matching are
used to average the load locally.
In comparison to diffusion, the matching model reduces the communication in the
network and moreover tends to behave in a more “monotone” fashion than diffusion,
since it avoids concurrent load exchanges which may increase the maximum load or
decrease the minimum load in certain cases. It contains two subclasses:
 Random matching model. In each round a new random matching is gen-
erated by a simple distributed protocol, e.g., [43, 22].
 Balancing circuit model (a.k.a. dimension exchange). A fixed sequence
of matchings is applied periodically.
3.2.2 Metrics
To evaluate how good our load balancing protocols are, we apply two criteria: how small
the discrepancy is and the number of rounds used to reach this discrepancy.
Discrepancy. We measure the smoothness of the load distribution by the so-called
discrepancy which is the difference between the maximum and minimum load. In view
of more complex scenarios where jobs are eventually removed or new jobs are generated,
the discrepancy seems to be a more appropriate measure than the makespan which only
considers the maximum load.
Rounds. We measure the time by the number of rounds used by a protocol to achieve our
target discrepancy. In each round, some tokens are transferred among processors based
on the chosen iterative protocol. The goal is to run the protocol as shortly as possible by
design the protocol appropriately.
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3.3 Related works
The origin of load balancing can trace back to [20, 42, 91, 3, 34]. Since then, a series of
works have been studied, e.g., [75, 66, 13, 4, 17]. In this section, we first explore more in
the diffusion model vs. the matching model. Then for both models, there are different
types of cases with various assumptions. First we introduce the continuous case vs. the
discrete case. Next in line is the number of tokens transferred among processors can be
deterministic or randomised. Lastly, we demonstrate a relevantly new standard which has
not appeared as much in the literature, i.e., the worst case vs. the average case. Another
important line of work studies selfish load balancing, e.g., [14]. For the coherence of the
thesis, we do not include them in this section for now. A review on that topic will be in
Chapter 6.
Since each work can satisfy multiple assumptions, the following content may have
duplicated citations. The main purpose is to convince readers into appreaciating the
importance of these criteria. One reference may be only put in the section that shows its
importance the most even if it can be put in multiple sections.
Diffusion model vs. Matching model. Early works first consider the diffusion models
[3, 34]. Rabani et al. [75] created a solid foundation in recent load balancing research.
They studied both the diffusion model and the balancing circuit model and get the same
result for both. Hence this sheds light on the fact that the two models are essentially
connected and in many cases they may have similar performaces.
Later an important improvement is [17] where the authors continued the work in [75]
and analysed classes of deterministic algorithms that balance better than that in [75].
However they only did the diffusive part.
Regarding matching models, in [43] Ghosh and Muthukrishnan claimed that it is more
efficient to send many tokens to one neighbour than the diffusive way. Also in practical,
matching models are more feasible to implement because running diffusive protocols re-
quires concurrency. If the network is large and complex, this would be extremely hard.
In general, the analysis techniques for diffusion and matching models are very different.
For matching models, potential functions are used frequently, e.g., [43, 42]. A function
is chosen to represent the state of the network, and then the problem is simplified to
proving the potential decreases in each step. This, however, is very hard to be applied
for diffusion models. Intuitively, this is because the diffusion can change the state of the
network dramatically within one step. Diffusion models tend to be analysed by algebraic
methods, e.g., [34, 91, 67].
Continuous case vs. Discrete case. In load balancing, whether the loads are arbi-
trarily divisible is an important standard to classify the problems. If it can be divided
arbitrarily, it is called a continuous case. In that case, load balancing corresponds to a
Markov chain on the graph and one can resort to a wide range of established techniques
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to analyze the convergence speed [20, 42, 66]. In particular, the spectral gap, as described
in the previous chapter, captures the time to reach a small discrepancy fairly accurately,
e.g., see [88, 75] for the diffusion and see [22, 43] for the matching model.
However, in many applications the processor’s load may consist of tasks which are not
further divisible. That is why the continuous case has been also referred to as “idealized
case” [75]. A natural way to model indivisible tasks is the unit-size token model where
one assumes a smallest load entity, the unit-size token, and load is always represented by
a multiple of this smallest entity. In the following, we will refer to the unit-size token
model as the discrete case. [67] proved the first rigorous result for the discrete case in the
diffusion model. A commonly used model is called Rotor-Router [17, 4]. In each round,
every node distributes all of its tokens using the rotor. The rotor distributes the tokens
until nothing remains. Usually protocols in the discrete case distribute tokens as evenly
as possible. If it is not possible without splitting some tokens, the vertex redistributes
the extra tokens among all its neighbours randomly, e.g., [13].
Researchers are keen on filling in the gaps between the continuous case and the discrete
case. A number of works have been done in the field [5, 40]. This is very important in
this field because usually the techniques used for these two models can be very different
from each other. If we can connect them, then it means sometimes we can solve one case
by tackling the other one and then bridging the gap when the original case is hard.
Deterministic case vs. Randomised case. The deterministic case usually refers to
the protocol that assigns the token in a deterministic way. One classic deterministic load
balancing work was done by Berenbrink et al. [17]. They analysed diffusive models in
d-regular graphs, and showed that algorithms that are cumulatively fair can achieve a
small discrepancy quickly.
Unlike the deterministic rounding in most previous works, [41, 85] analyzed randomised
rounding based strategies, meaning that an excess token will be distributed uniformly at
random among the two communicating nodes. The authors of [41] showed that such
randomisation leads to a roughly square root of the achieved discrepancy in the same
time. The authors of [85] proved that with this strategy the time to reach constant
discrepancy in the discrete case is essentially the same as the corresponding time in the
continuous case. Their results hold both for the random matching and the balancing
circuit model.
Worst-case vs. Average-case. We study load balancing with the average case inputs
in this thesis. As mentioned in the introduction chapter, we assume the loads are drawn
from some probability distributions, hence we call it “average”. Note that we do not call
it the “random case” in order to distinguish it from the randomised case mentioned above.
Another reason is that in our analysis the expectation of the probability distribution where
the loads are drawn plays an important role. Hence we call it “average” to emphasise
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that. The majority of previous works adopted the usual worst-case framework for deriving
bounds on the load discrepancy [75]. That means any upper bound on the discrepancy
holds for an arbitrary input, i.e., an arbitrary initial load vector. While it is of course
very natural and desirable to have such general bounds, the downside is that for graphs
with poor expansion like cycles or 2D-tori, the convergence is rather slow, i.e., quadratic
or linear in the number of nodes n. This serves as a motivation to explore an average-
case input. Specifically, we assume that the number of tokens at each node is sampled
independently from a known distribution, e.g., uniform, binomial, geometric, Poisson and
power law distributions. Our main results demonstrate that the convergence of the load
vector is considerably quicker (measured by the time the protocol uses to achieve a small
load discrepancy), especially on networks with slow convergence in the worst-case such as
cycles and 2D-tori.
We point out that many related problems including scheduling on parallel machines
or load balancing in a dynamic setting (meaning that jobs are continuously added and
processed) have been studied under random inputs, e.g., [45, 9, 6]. To the best of our
knowledge, only very few works have studied this question in iterative load balancing.
One exception is [81], which investigated the performance of continuous load balancing
on tori in the diffusion model. In contrast to this work, only upper bounds are given
and they hold for the multiplicative ratio between maximum and minimum load rather
than the discrepancy. Another related work [12] presented a distributed algorithm for
community detection that is based on averaging a random {−1, 1} initial load vector.
3.4 Preliminaries
In this section, we present more details for the previous definitions and their formal
mathematical notations. We formalise our network as G = (V,E), that is an undirected,
connected graph with n nodes labelled in [1, 2, ..., n]. The maximum degree of G is denoted
by ∆ := maxu∈V d(u). The notations P [E ] and E [X] denote the probability of an event
E and the expectation of a random variable X, respectively. For any n-dimensional load
vector x, disc(x) = maxi xi−mini xi denotes the discrepancy. By 1n we denote the vector




For the continuous case where loads are divisible, let ξ0 ∈ Rn be the initial load represented
as a row vector, and in every round we apply our iterative load balancing protocol once.
We let ξt denote the load vector after t rounds. For the discrete case, tokens are indivisible
and unit-sized. Let x0 ∈ Nn be the initial load vector and xt denote the load vector after
t rounds.
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3.4.2 Load balancing protocols
All our load balancing protocols can be represented by a sequence of n× n matrices. In
each round, we multiply the load vector ξt−1 (or xt−1) by a round matrix defined by the
corresponding protocol (by conventions in the literature, we use P for the diffusion model
and M for the matching model) to get ξt (or xt).
1. Diffusion model. For any u and v, we define the round matrix P(u, v) = 1
γ∆
if
{u, v} ∈ E, if u = v then P(u, v) = 1 − deg(u)
γ∆
. Here ∆ is the maximum degree of
the graph. 1/γ usually serves as a parameter to control the laziness of a random
walk in Markov chain theory. Usually we choose γ = 2, which makes it correspond
to the lazy version of the random walk introduced in the previous chapter.
In our case we stick to regular graphs, so we may not need ∆ here. We also define
λ(P) to be P’s second largest eigenvalue (in absolute value, i.e., |λ2(P)|).
2. Matching model. In the matching model, every two matched nodes in round t
balance their load as evenly as possible. This can be expressed by a symmetric
n × n matching matrix Mt, where with slight abuse of notation we use the same
symbol for the matching and the corresponding matching matrix. Formally, matrix
Mt is defined by Mt(u, u) = 1/2, Mt(v, v) = 1/2 and Mt(u, v) = Mt(v, u) = 1/2 if
{u, v} ∈Mt ⊆ E, and Mt(u, u) = Mt(v, v) = 1, Mt(u, v) = 0 (u 6= v) if u, v are not
matched.
In the balancing circuit model, its round matrix is made by a specific sequence of
matchings applied periodically. More precisely, let M1, . . . ,Md be a sequence of
d matching matrices, also called period 1. In our work, we assume that d = O(1).
Then in step t ≥ 1, we apply the matching matrix Mt := M((t−1) mod d)+1. We define
the round matrix by M :=
∏d
s=1 Ms. If M is symmetric, we define λ(M) to be its
second largest eigenvalue (in absolute value). Following [75], if M is not symmetric
(which is usually the case), we define λ(M) as the second largest eigenvalue of the
symmetric matrix M ·MT , where MT is the transpose of M. We always assume
that λ(M) < 1, which is guaranteed to hold if the matrix M is irreducible. Since M
is doubly stochastic, all powers of M are doubly stochastic. This eigenvalue plays
an important role in our work. A natural choice for the d matching matrices is
given by an edge coloring of G. There are various efficient distributed edge coloring
algorithms, e.g. [71, 72].
We demonstrate the balancing circuit model on specific topologies here. For cycles,
we will consider the natural “Odd-Even” scheme meaning that for M1, the matching
consists of all edges {j, (j + 1) (mod n)} for any odd j, while for M2, the matching
1Note that d = O(1) may be different from the maximal degree (or degree) of the underlying graph.
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has all edges {j, (j + 1) (mod n)} for any even j. More generally, for r-dimensional
tori with vertex set [0, n1/r − 1]r, we will have 2 · r matchings in total, meaning
that for every dimension 1 ≤ i ≤ r we have two matchings along dimension i,
similar to the definition of matchings for the cycle. For hypercubes, the canonical
choice is dimension exchange consisting of d = log2 n matching matrices Mi by
Mi(u, v) = 1/2 if and only if the bit representation of u and v differ only in bit i.
In the random matching model, one generates a random matching in each round.
There are several different protocols to generate the matchings. Muthukrishnan and
Ghosh [43] analyzed a protocol for d-regular graphs where in the first stage every
node picks an incident edge independently with probability Θ(1/d). In the second
stage, we consider the matching formed by all edges that are not incident to any
other edge chosen in the first stage. A similar protocol also works for non-regular





P [{u, v} ∈Mt] ,
we have pmin ≥ cmin · 1∆ for some constant cmin. Second, random matchings generated
in different rounds are mutually independent.
Remark 3.4.1. Note that in this thesis, we would like to highlight that the reader should
not confuse Pt with Pt. When the time t shows as a superscript,it is the exponent in the
matrix multiplication. When it is a subscript, it is the specific matrix at time t. In the
published version of the load balancing results, Pt was written as P
(t) to be distinguished
from Pt. In this thesis we use Pt to make it consistent with the random walk and graph
theory conventions so that we can reduce the abuse of some notations.
3.4.3 Continuous case vs. Discrete case
In the continuous case, load is arbitrarily divisible. We simply do the multiplication, i.e.,
ξt = ξt−1P for the diffusion model and ξt = ξt−1M for the matching model.
When turning to the discrete case, let xt be the load vector at the end of round t. For
the diffusion model, the number of tokens transmitted is rounded down to the nearest
integer [75]. For the matching model, when the sum of tokens of the two paired nodes is
odd, we employ the random orientation (or randomized rounding) [75, 85]. More precisely,
if there are two nodes u and v with load a and b being paired by matching Mt, then node




c tokens, with probability 1/2 each. The remaining tokens are
assigned to node v.
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3.4.4 The average-case setting
We refer to average-case when each entry of the initial load vector is drawn from a fixed
(discrete) distribution. In this thesis, we study the following distributions:
1. Exponentially concentrated distributions: uniform, binomial, geometric, Poisson
distributions. These are commonly known distributions.
2. Non-exponentially concentrated distribution: power law distribution, which will be
defined in Section 3.5.2.
Exponentially concentrated distributions are defined as below.
Definition 3.4.2. A distribution D over N ∪ {0} with expectation µ and variance σ2 is
exponentially concentrated if there is a constant κ > 0 so that for any X ∼ D, δ > 0,
P [|X − µ|≥ δ · σ] ≤ exp (−κδ) .
A Poisson distribution can be proved to be exponentially concentrated. Here we
directly use a theorem from [8].
Theorem 3.4.3 ([8, Theorem A.1.15]). Let X have a Poisson distribution with mean µ.
Then for any ε > 0,
P [X ≤ (1− ε)µ] ≤ e−ε2µ/2,




Lemma 3.4.4. The uniform distribution, binomial distribution, geometric distribution
and Poisson distribution are all exponentially concentrated.
Proof. Note that bounded distributions like the uniform distribution Uni[0, k] are trivially
exponentially concentrated, since σ = Θ(k). The distributions with unbounded range may
be exponentially concentrated, with one example being the geometric distribution Geo(p).
To verify this, first note that we have µ = 1/p and σ =
√
(1− p)/p2 (and so µ = Θ(σ))
and thus P [µ−X ≥ δ · σ] ≤ exp (−κδ) holds trivially for a sufficiently small constant
κ > 0. Secondly, for the upper tail, by Markov’s inequality, P [X ≥ 2 · E [X]] ≤ 1/2,
and by the memoryless property of the geometric distribution, for any integer j ≥ 1,
P [X ≥ j · 2 · E [X]] ≤ 2−j.
For the binomial distribution Bin[m, p] with expectation µ = m · p and standard
deviation σ =
√
m · p · (1− p), we will assume w.l.o.g. that p ≤ 1/2, so that σ =
Θ(
√














For the lower tails, we use P [µ−X ≥ ε · µ] ≤ e−1/2ε2µ and obtain a similar result as before
(see again [63, Theorem 2.3]).
For the Poisson Distribution Poi[µ], we can verify in an analogous way that it is
exponentially distributed by using two Chernoff bounds for Poisson random variables
(Lemma 3.4.3).
Therefore, our distributions can be partitioned into two simple classes: exponentially
concentrated distributions without heavy tails and power law distributions with heavy
tails (see also Definition 3.5.7).
Lemma 3.4.5. Let D be an exponentially concentrated distribution and let X ∼ D. Then,
for a constant κ
P [|X − µ| ≤ 8/κ · σ log n] ≥ 1− n−3.
In particular, the initial discrepancy satisfies disc(x0) = O(σ · log n) with probability 1 −
n−3.
The advantage of Lemma 3.4.5 is that we can use a simple conditioning trick to
work with distributions that have a finite range and can therefore be analyzed by Ho-
effding’s inequality. Therefore in the analysis we may simply work with a bounded-
range distribution D̃, which is D under the condition that only values in the interval
[µ−8/κ ·σ log n, µ+8/κ ·σ log n] occur. Note that the constant 8 is not the smallest num-
ber to guarantee this probability, but it is sufficiently good and its influence is negligible
(in asymptotic terms).
3.5 Main theorems
In this thesis, we study average case load balancing with discrete loads. Regarding the
load balancing protocols, we analyze the diffusion model and the matching model together
because they are more related. The underlying graph is assumed to have a bounded degree,
i.e., the maximum degree has a fixed bound d. An example of unbounded graph models is
hypercubes, where the degree is an unbounded function of n. As for the random matching
model, the result can be proved similarly.
As mentioned before, we classify the types of the possible distributions into two classes:
exponentially concentrated distributions and power law distribution. We will establish
this classification in the next two subsections, respectively.
3.5.1 Exponentially concentrated distributions results
In this subsection, we present our theoretical results for the diffusion model and the match-
ing model whose initial loads are drawn from independent and identically distributed ex-
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ponentially concentrated distributions. The distribution has a mean of µ and a variance
of σ2.
The first result is a general formula that expresses the load difference between an
arbitrary pair of nodes in round t for both the diffusion model and the balancing circuits.
Theorem 3.5.1. Consider the diffusion model with an arbitrary round matrix P where
the initial loads are drawn from an exponentially concentrated distribution. Then for any
















≤ 2 · e−δ2 + 2n−3.
Furthermore, for any pair of vertices u, v, we have the following lower bound:
P
[
|xt(u)− xt(v)| ≥ σ/(2
√










Here Pt(., u) is the u-th column vector in the matrix Pt which is the t-step transition
matrix. Intuitively, Pt(w, u) is the portion of load that the node w transfers to the node
u after t steps. So this theorem bounds the difference between the loads of any two nodes
after round t. We delay the proof to Section 3.6.
Remark 3.5.2. The lower bound above is not helpful if σ is small, say, at most a constant.
However for sufficiently large σ, the lower bound gives a useful result (see also Section
3.10 & 3.11).
For the matching model, the P in the above theorem should be replaced by the round
matrix M. For simplicity, we omit it here. One detail is that the time t for the balancing
circuit model actually means that it applies the round matrix t times. However, in fact it
is t · d matchings. Therefore, the time complexity for the balancing circuit model in this
thesis actually differs from the real complexity by d. Since we have already assumed that
d is a constant 3.4, this will not affect our results too much.
The proof of the upper bound in Theorem 3.5.1 relies on a previous result relating
continuous and discrete load balancing from [85]. The lower bound is technically more
challenging and applies a generalized version of the central limit theorem (Theorem 2.2.1).
Together, the upper and lower bound above establish that the load deviation between
any two nodes u and v is essentially captured by the `2 norm ‖Mt(., u)−Mt(., v)‖2.
However, in some instances it might be desirable to have a more tangible estimate at






(see Lemma 3.7.1). Hence we are left with the problem of
bounding the t-step probability vector Mt(., k).
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For reversible Markov chains, the upper bound has been analyzed in several works.
For example, [61, Lemma 3.6] implies that for random walks on graphs, Pt(u, v) =
O(deg(v)/
√
t). For the diffusion model, we can bound the t-step probability similarly.
However, the Markov chain associated to M for the matching model is not reversible
in general. Bounding the t-step probability for the matching model is the most important
part in this thesis. For the balancing circuits, we adopt the so-called evolving set process
used in [59]. Specifically, they proved in [59, Theorem 17.17] that if P denotes the
transition matrix of a lazy random walk (i.e., a random walk with loop probability at
least 1/2) on a graph with maximum degree ∆, π the stationary distribution of P, then
for any vertex x ∈ V : ∣∣Pt(x, x)− π(x)∣∣ ≤ 3∆5/2√
t
.
Such estimates have been used in applications besides load balancing, including dis-
tributed random walks and spanning tree enumeration [84, 61]. We generalize this result
to Markov chains with an arbitrary loop probability and to arbitrary t-step transition
probabilities. This is an important result gained on the way to our main result.
Theorem 3.5.3. Let P be the transition matrix of an irreducible Markov chain and π its
stationary distribution. Then we have for all states x, y and step t,







1− β + α
αt
,
where α := min
u6=v
P(u, v) > 0 and β := min
u
P(u, u) > 0. πmax, πmin are the maximum and
minimum entries in the stationary distribution respectively.
Applying this bound to a round matrix M formed of d = O(1) matchings for the
balancing circuit model we obtain |Mt(u, v)− 1/n| = O(t−1/2). It should be noted that
[85, Lemma 2.5] proved a weaker version where the upper bound is only O(t−1/8) instead
of O(t−1/2). As discussed in Lemma 3.10.3, the bound O(t−1/2) is asymptotically tight if
we consider the balancing circuit model on poorly connected graphs like cycles or tori.
For the random matching model, we prove a similar O(t−1/2) bound.
Theorem 3.5.4. Consider the random matching model with a sequence of random match-
ing matrices. Let Mt denote the product of the first t random matching matrices generated
by the protocol. Then the expected value of ‖Mt(u, .)‖22 is bounded by O(t−1/2).
Note that Theorem 3.5.3 works for the diffusion model and the balancing circuit model
and Theorem 3.5.4 is used for the random matching model. We combine these t-step
bounds with the upper bound in Theorem 3.5.1 to yield the following Corollary.
Corollary 3.5.5. Consider the diffusion model and the matching model where the initial
loads are drawn from an exponentially concentrated distribution. Then the load discrep-
ancy after t rounds is O(t−1/4 · σ · (log n)3/2 +
√
log n) with probability 1−O(n−1).
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Since the initial discrepancy is O(σ · log n) (see Lemma 3.4.5), Corollary 3.5.5 implies
that in the average case, there is a significant decrease (roughly of order t−1/4) in the
discrepancy, regardless of the underlying topology. For round matrices with small second
largest eigenvalue, the next result provides a significant improvement:
Theorem 3.5.6. Consider the diffusion model and the balancing circuit model with ar-
bitrary round matrices P,M with small second largest eigenvalues respectively where the
initial loads are drawn from an exponentially concentrated distribution. M consists of
d = O(1) matchings. Let λ be λ2(P) for the diffusion model and λ2(M) for the balancing




Hence for graphs where λ is bounded away from 1, we even obtain an exponential
convergence. In Section 3.10, we derive bounds on the discrepancy for concrete topologies
(see Figure 3.1).
Note that we only mention the diffusion model and the balancing circuit model in this
improved theorem. Essentially the balancing circuit model is more similar to the diffusion
model than it to the random matching model because once the n× n matrices, P for the
diffusion model and M for the balancing circuit model, are fixed, we just apply them
to our load distribution every round. We do not include the random matching model
because in each round the protocol generates a new random matching and we do not keep
a fixed round matrix as we do when using the diffusion model and the balancing circuit
model.
Graph disc(xt)
Cycle t−1/4 · σ
r-dim. Torus t−r/4 · σ
Expander λt/4 · σ
Hypercube 2−t/2 · σ
Figure 3.1: Discrepancy bounds (without logarithmic factors) for different topologies.
disc(xt) is the discrepancy of xt, which means the difference between the maximum and
the minimum entries of xt.
3.5.2 Non-exponentially concentrated distribution results (Power
law distribution)
In contrast to exponentially concentrated distributions, we also study the power law dis-
tribution which has a heavy tail, meaning that its tail is not exponentially bounded. There
are different types of power law distributions that share a general definition. However,
to analyse it we need a more specific version of it. Here we give a formal definition of a
power law distribution taken from [46] for this thesis:
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Definition 3.5.7. A power-law distribution, a.k.a. the zeta distribution or discrete Pareto
distribution is defined as




where α > 1, x is a positive integer and ζ is the Riemann zeta function defined as∑∞
k=1 k
−α+1.
In our work, we restrict α ∈ (2, 3) where the expectation exists but the variance is
infinity. The case with the power law distribution is special because it has an unbounded
range and its tail cannot be exponentially bounded. Hence concentration tools are not
applicable. Instead of showing nearly matching lower and upper bounds on the discrep-
ancy as in the exponentially concentrated cases, here we only present an upper bound on
the expected discrepancy:
Theorem 3.5.8. Consider the diffusion model and the balancing circuit model and the
initial loads are drawn from i.i.d. power law distributions defined in Definition 3.5.7. The
expected discrepancy is O(log(n)n1/(α−1)t−1/2).
Later in Section 3.11, we discuss our results and compare them with the convergence
of the discrepancy in the worst-case. On a high level, these results demonstrate that on
all the considered topologies, we have much faster convergence in the average-case than
in the worst-case. However, if we are only interested in the time to achieve a very small,
say, constant or poly-logarithmic discrepancy, then we reveal an interesting dichotomy:
we have a quicker convergence than in the worst-case iff the standard deviation σ (of the
exponentially concentrated distribution) is smaller than some threshold depending on the
topology. We observe the same phenomena in our experiments.
3.6 Proof of Theorem 3.5.1
Theorem 3.5.1 consists of an upper bound and a lower bound. We prove them separately.
3.6.1 Proof of Theorem 3.5.1 (Upper Bound)
We will use the following result from [85] that bounds the deviation between the continuous
and discrete load, assuming that we have ξ0 = x0.
Theorem 3.6.1 ([85, Theorem 3.6(i)]). For any sequence of matchings, let x0 = ξ0. Then











The basic proof idea is as follows. Since ξt(u) − ξt(v) =
∑
w∈V ξ0(w) · (Mt(w, u) −
Mt(w, v)), it is a weighted sum of n i.i.d. random variables and its expectation is 0. We
then can apply Hoeffding’s inequality to obtain the theorem.
Proof of Theorem 3.5.1 (Upper Bound). Recall that the initial vector ξ0 = x0 consists of





{|ξ0(w)− µ| ≤ 8/κ · σ · log n} .
By Lemma 3.4.5, P [E ] ≥ 1−n−2. In the remainder of the proof, all random variables are




t(w, u), the load ξt(u) is just a weighted sum of i.i.d. ran-









which is in fact still a weighted sum of n i.i.d. random variables. The expectation is













E [ξ0(w)] = 0,





t(w, v) = 1. Also E [ξ0(w)] is the same for all w ∈ V because they are all drawn
from i.i.d. Thus we can take the expectation out and combine the terms.
By applying Hoeffding’s inequality (Theorem 2.2.2) and recalling that conditional on
E , the range of each ξt(w) is 16/κ · σ · log n, we obtain that
P [|ξt(u)− ξt(v)| ≥ δ] ≤ 2 exp
(
−2δ2
256/κ2 · σ2 log2 n ‖Mt(., u)−Mt(., v)‖22
)
.
Applying Theorem 3.6.1 yields
P
[







256/κ2 · σ2 log2 n ‖Mt(., u)−Mt(., v)‖22
)
+ 4n−3.
The statement of the theorem follows by scaling δ and recalling that P [E ] ≥ 1− n−2.
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3.6.2 Proof of Theorem 3.5.1 (Lower Bound)
The proof of the lower bound will use the following quantitative version of a central limit
type theorem for independent but non-identical random variables.
With the concentration tool (Berry-Esseen) at hand, we are able to prove the lower
bound in Theorem 3.5.1. Unfortunately, it appears quite difficult to apply Theorem 2.2.1
directly to ξt(u)−ξt(v), since we need a good bound on the error term ψ0. To this end, we
will first partition the vertex set V into buckets with equal contribution to ξt(u)− ξt(v).
Then we will apply Theorem 2.2.1 to the bucket with the largest variance.
Proof of Theorem 3.5.1 (Lower Bound). We first consider the deviation ξt(u) − ξt(v) for
any u, v:








which is a weighted sum of i.i.d. random variables with expectation µ and variance σ2.
E [dev] =
∑
w∈V E [ξ0(w)] · (Mt(w, u)−Mt(w, v)) = 0 since M is a doubly stochastic
matrix. We will first partition the above sum into buckets where the weights of the
random variables are roughly the same in order to apply the Berry-Esseen theorem. More
precisely, we will partition V into d2 log2 σe buckets, where for each i we have
Vi :=
{
w ∈ V : |Mt(w, u)−Mt(w, v)|∈ (2−i−1, 2−i]
}




w ∈ V :




Further, let us consider the variance of dev, σ2dev. Since Var [aX] = a
2Var [X] and the































Case 1: If i = 2 log2 σ, we can derive that for any u, v,∥∥Mt(Vi, u)−Mt(Vi, v)∥∥22 ≤ ∥∥Mt(Vi, u)−Mt(Vi, v)∥∥∞ · ∥∥Mt(Vi, u)−Mt(Vi, v)∥∥1
≤ 1
σ2
· 2 = O(σ−2).
Then in Theorem 3.5.1 ‖Mt(., u)−Mt(., v)‖2 is O(
√
log2 σ · σ−1) and the lower bound
holds trivially becasue the event becomes a comparison between an absolute value and a
negative value. The probability on the left hand side is 1.
Case 2: In the remainder of the proof we assume that i ∈ [1, 2 log2 σ]. We now decompose
















We apply Theorem 2.2.1 to S. Before applying Theorem 2.2.1, we scale the original
distribution to ξ′0(w) = ξ0(w)−µ to make the expectation be 0. In preparation for this, let
us first upper bound ψ0. Using the definition of exponentially concentrated distributions,






























Case 2.1: In the following, we will assume that |Vi|≥ C1, where C1 > 0 is a sufficiently
large constant to be specified later. Since Var [aX] = a2Var [X], we have
Fn(x) = P
















C1 > 0 such that C0 · ψ0 ≤ C2 and
P
S − E [S] ≥ xσ√∑
w∈Vi
(Mt(w, u)−Mt(w, v))2
 ≥ Φ(−x)− C0ψ0 ≥ Φ(−x)− C2.
Now let Φc(x) denote the complement of the standard normal distribution. By using [1,













Hence by Φ(−x) = Φc(x), choosing x = 1 and C1 sufficiently large, the constant C2 is
therefore almost negligible in the lower bound formula. Then we have
P






Similarly, we can derive that
P






Hence, independent of what the value Sc is, there is still a probability of at least 1/16 so
that |S+Sc|≥ σ/2 ·
√
1/(2 log2 σ) ·
√∑
w∈V (M
t(w, u)−Mt(w, v))2, which completes the
proof for the case |Vi|≥ C1. Intuitively, S has smaller variance and is more concentrated,
and if we know the lower bound of the probability that S deviates from its expectation
by its standard deviation, then we know that for Sc this probability can only be larger
since it deviates more.
Case 2.2: The case |Vi|< C1 is similar. The basic idea is not to apply Berry-Esseen but
simply use the fact that any exponentially distributed random variable deviates from the
expectation by Ω(σ) with constant probability.
Let X be an exponentially concentrated random variable. By definition, there exists
a constant κ > 0 such that for any λ > 0, P [|X − µ|≥ λ · σ] ≤ exp (−κ · λ). For sim-
plicity let us assume that E [X] = µ = 0. Suppose for the sake of contradiction that
P [|X|≥ σ/(100κ̃3)] ≤ exp(−10/κ2), where κ̃ := max{κ, 1}. Essentially, this assumes that
with very low probability can the random variable deviate too far from the expectation.
























































which is the desired contradiction since this should be equal. The second line shows a
partition. The first term uses 1 to upper bound the probability for the first σ2/100κ̃3
terms in the summation. The second term uses σ2/(100κ̃3) to upper bound the first
100σ2/κ2.
















The first inequality is simply from the Taylor series which implies for any x ≥ 0, exp(x) ≥






In conclusion, we have shown so far that for exponentially concentrated random vari-
ables the probability that it deviates from its mean is not exponentially bounded. Hence
there exist constants λ, c > 0 such that
P [|X|≥ λ · σ] ≥ c.
Suppose now w.l.o.g. we remove the absolute value,
P [X ≥ λ · σ] ≥ c/2,
the argument works in the same way if we have P [X ≤ −λ · σ] ≥ c/2. We then increase
how far X deviates from its mean and the probability should decrease dramatically. Our
claim is now that it must be also true that
P [X ≤ −λ · c/3 · σ] ≥ c′,
where c′  c/2 is another constant, which has to be chosen sufficiently small so that the
following derivation works.
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For the sake of contradiction, we assume the opposite, i.e.,
P [X ≤ −λ · c/3 · σ] < c′.








k · P [X = k] +
0∑
k=−λ·c/3·σ




k · P [X = k] +
−c′′·σ∑
k=−∞
k · P [X = k] ,
where c′′ > 0 is a sufficiently large chosen constant so that the fourth term is sufficiently
large (note that the fourth term is negative), say, it is at least −λc/64. The constant
c′ > 0 must be chosen sufficiently small to compensate that (specifically, we may want
c′ ≤ λc/(64c′′)). We continue to lower bound E [X]:
E [X] ≥ P [X ≥ λσ] · λσ − λc/3 · σ + P [X ≤ −λc/3σ] · (−c′′σ)− λc/64
≥ λc/2 · σ − λc/3 · σ − c′c′′σ − λc/64
> 0,
where the last inequality holds due to our choice of c′. However, E [X] > 0 contradicts
E [X] = 0, which means that our assumption P [X ≤ −λ · c/3 · σ] < c′ was wrong and we
must have P [X ≤ −λc/3 · σ] ≥ c′. Hence overall there is a (sufficiently small constant)
c5 > 0 such that P [X ≤ c5 · σ] ≥ c5, and P [X ≤ −c5 · σ] ≥ c5.
3.7 Proof of Corollary 3.5.5 (Universal upper bound
for diffusion models and matching models)
In the previous section we proved that the deviation between the loads of two nodes u
and v is essentially captured by ‖Mt(., u)−Mt(., v)‖2. However, in some cases it might
be hard to compute or estimate this quantity for arbitrary vertices u and v. Therefore we
will establish Corollary 3.5.5 which gives a more concrete estimate.
The proof of Corollary 3.5.5 is fairly involved and we sketch the high level ideas before
giving the formal proof. We first show that ‖Mt(., u)−Mt(., v)‖22 can be upper bounded
in terms of the `2-distance to the stationary distribution. Then we will combine that
with a direct application of a general bound on the t-step probabilities of an arbitrary,
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possibly non-reversible Markov chain, as given in Theorem 3.5.3 from page 27 whose proof
is deferred to Section 3.7.1.
Lemma 3.7.1. Consider the balancing circuit model with an arbitrary round matrix M.
Then for all u, v ∈ V , we have ‖Mt(., u)−Mt(., v)‖22≤ 4 ·maxk∈V ‖Mt(., k)− 1n‖
2
2. Further,
for any u ∈ V we have maxv∈V ‖Mt(., u)−Mt(., v)‖22≥ ‖Mt(., u)− 1n‖
2
2.







































We first look at the difference between these two terms squared. That is, for any







































































































































































































































































n · (n− 1)
+
1





where the second last inequality holds since M is doubly stochastic.





t). This result will be a direct application of Theorem 3.5.3.

















≤ 2e−δ2 + 2n−3.
where Mt can either be the matrix for the balancing circuit model or the diffusion model.
Hence we can find a δ =
√
3 log n so that the latter probability gets smaller than 4n−3.
Further, by applying Theorem 3.5.3 with α = β = 2−d to P = M we conclude that for
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the balancing circuit model ‖Mt(., k)− 1
n
‖∞= O(t−1/2), since d = O(1). For the random
matching model, we just insert Theorem 3.5.4. Using ‖.‖22≤ ‖.‖∞·‖.‖1, ‖Mt(., k)− 1n‖
2
2=
O(t−1/2) and the union bound, disc(xt) = O(t
−1/4 ·σ · (log n)3/2 +
√
log n) with probability
at least 1− 4n−1.
3.7.1 Proof of Theorem 3.5.3
As mentioned in the previous proof, Theorem 3.5.3 is very important to upper bound
the t-step transition probability to O(1/
√
t). This section is devoted to completing the
missing proof of Theorem 3.5.3.
Our proof is based on the evolving-set process, which is a Markov chain based on any
given irreducible, not necessarily reversible Markov chain on Ω. For the definition of the
evolving set process, we closely follow the exposition in [59, Chapter 17].
Let P denote the transition matrix of an irreducible Markov chain and π its stationary
distribution. Pt is the t-step transition probability matrix. The edge measure Q is defined
by Qx,y := π(x)P(x, y) and Q(A,B) =
∑
x∈A,y∈B Qx,y.
Definition 3.7.2. Given a transition matrix P, the evolving-set process is a Markov
chain on subsets of Ω defined as follows. Suppose the current state is S ⊂ Ω. Let U be a
random variable which is uniform on [0, 1]. The next state of the chain is the set
S̃ =
{





This chain is not irreducible because ∅ and Ω are absorbing states. It follows that




since the probability that y ∈ St+1 is equal to the probability of the event that the chosen
value of U is less than Q(St,y)
π(y)
.
Proposition 3.7.3 ([59, Proposition 17.19]). Let (Mt) be a non-negative martingale with
respect to (Yt), and define Th := min{t ≥ 0 : Mt = 0 or Mt ≥ h} Assume that for any
h ≥ 0
1. For t < Th, Var [Mt+1 |Y0, . . . , Yt] ≥ σ2, and
2. MTh ≤ Dh.





The definition of the martingale can be found in Section 2.3. We now generalize [59,
Lemma 17.14] to cover arbitrarily small loop probabilities.
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Lemma 3.7.4. Let (Ut) be a sequence of independent random variables, each uniform on
[0, 1], such that St+1 is generated from St using Ut+1. Then with β := min
u
P(u, u) > 0,
E [π(St+1) |Ut+1 ≤ β, St = S] ≥ π(S) +Q(S, Sc),




We list a few auxiliary results from [59] about the evolving set process that will be
used to prove this lemma.
Lemma 3.7.5 ([59, Lemma 17.12]). If (St)t≥0 is the evolving-set process associated to the




P{x} [y ∈ St] .
Recall that (St) is the evolving-set process based on the Markov chain whose transition
matrix is P. P{x} [y ∈ St] means the probability of the event y ∈ St with the initial state
of the evolving set being {x}.
Lemma 3.7.6 ([59, Lemma 17.13]). The sequence {π(St)} is a martingale.
Theorem 3.7.7 ([59, Corollary 17.7]). Let (Mt) be a martingale and τ a stopping time.
If P [τ <∞] and |Mt∧τ |≤ K for all t and some constant K where t∧ τ := min{t, τ}, then
E [Mτ ] = E [M0].
Proof of Lemma 3.7.4. Given Ut+1 ≤ β, the distribution of Ut+1 is uniform on [0, β].








∣∣∣Ut+1 ≤ β, St = S] = Q(S, y)
βπ(y)
,





















Since y ∈ St+1 if and only if Ut+1 ≤ Q(St, y)/π(x), we therefore can combine the above
results by using an inequality and conclude that
P [y ∈ St+1 |Ut+1 ≤ β, St = S] ≥
Q(S, y)
π(y)
for y /∈ S.
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because β ≤ 1 and Q(S, y)/π(y) ≤ 1.
Case 2: For y ∈ S, we have Q(S, y)/π(y) ≥ Q(y, y)/π(y) ≥ β, it follows that when
Ut+1 ≤ β
P [y ∈ St+1 |Ut+1 ≤ β, St = S] = 1 for y ∈ S.
We have









π(y)P [y ∈ St+1 |Ut+1 ≤ β, St = S] +
∑
y/∈S
π(y)P [y ∈ St+1 |Ut+1 ≤ β, St = S] .
Based on previous results, we can see that
E [π(St+1) |Ut+1 ≤ β, St = S] ≥ π(S) +Q(S, Sc).
By Lemma 3.7.6 and the formulas above,
π(S) = E [π(St+1) |St = S]
= β · E [π(St+1) |Ut+1 ≤ β, St = S] + (1− β) · E [π(St+1) |Ut+1 > β, St = S] .
Rearranging shows that




The derivation of the next lemma closely follows the analysis in [59, Chapter 17].
Theorem 3.7.8 (Optional Stopping Theorem [59, Corollary 17.7]). Let (Mt) be a mar-
tingale and τ a stopping time. If P [τ <∞] and |Mt∧τ |≤ K for all t and some constant
K where t ∧ τ := min{t, τ}, then E [Mτ ] = E [M0].
Lemma 3.7.9. For any two states x, y, |Pt(x, y)− π(y)| ≤ π(y)
π(x)
· P{x} [τ > t] .
Proof. First of all, let the hitting time
τ = min{t ≥ 0 : St ∈ {∅,Ω}}.
We have Sτ ∈ {∅,Ω} and π(Sτ ) = 1{Sτ=Ω}. We consider an evolving set process with
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S0 = {x}. By Theorem 3.7.8 and Lemma 3.7.6,




= P{x} [Sτ = Ω] = P{x} [x ∈ Sτ ] .
(3.3)
For the last equality, it is true because we know that Sτ can only be ∅ or Ω. Hence,
the probability that x is an element in Sτ is equal to the probability that Sτ is Ω. Note
that here the second x in the last line can be any other element in Ω. For example, we
also know that
∀y ∈ Ω,P{x} [Sτ = Ω] = P{x} [y ∈ Sτ ] . (3.4)
For our bound, we know that by Lemma 3.7.5 and (3.3),
∣∣Pt(x, y)− π(y)∣∣ = π(y)
π(x)




∣∣P{x} [y ∈ St]− P{x} [Sτ = Ω]∣∣ .
By (3.4),
P{x} [y ∈ St] = P{x} [y ∈ St, τ > t] + P{x} [y ∈ St, τ ≤ t]
= P{x} [y ∈ St, τ > t] + P{x} [Sτ = Ω, τ ≤ t] .
(3.5)
By simple substitution we obtain
∣∣Pt(x, y)− π(y)∣∣ = π(y)
π(x)




∣∣P{x} [y ∈ St, τ > t]− P{x} [Sτ = Ω, τ > t]∣∣
≤ π(y)
π(x)
P{x} [τ > t] .
The last line is true because we remove all possible intersections.
Now we want to use Proposition 3.7.3 to bound P{x} [τ > t]. To apply it, we substitute
the following parameters: M0 is chosen to be π({x}), Yt is St, and T = T1 := min{t ≥
0 : π(St) = 0 or π(St) ≥ 1}. Hence in our case, τ is the same as T (or T1) in the
proposition. The following two lemmas elaborate on the two preconditions (i) and (ii) of
Proposition 3.7.3.
Lemma 3.7.10. For any time t and S0 = {x}, VarSt [π(St+1)] ≥ βπ2minα2.
Proof. Conditioning always reduces variance and St 6= ∅ or Ω, we have














E [π(St+1) |Ut+1 ≤ β, St = S] , w.p. β,E [π(St+1) |Ut+1 > β, St = S] , w.p. 1− β,




]≥ π(S) +Q(S, Sc), w.p. β,≤ π(S)− βQ(S,Sc)
1−β , w.p. 1− β.




be X, E [π(St+1) |Ut+1 ≤ β, St = S] be x1












= βx21 + (1− β)x22 − (βx1 + (1− β)x2)2
= (β − β2)(x1 − x2)2.
In order to derive a lower bounds on this variance, based on Lemma 3.7.4 we let
x1 = π(S) +Q(S, S




















The last inequality follows from the fact that if S /∈ {∅,Ω} then there exist u ∈ S, v /∈





πsPs,w ≥ πuP(u, v) ≥ πminα.
Since 1− β < 1, we finally obtain
VarSt [π(St+1)] ≥ βπ2minα2.
Finally, we derive an upper bound on the amount by which St can increase in one
iteration.




















If U decreases to 0, then every y ∈ St+1 is at least connected to an x ∈ St. In other words,
P(x, y) > 0 for x ∈ St and y ∈ St+1. Hence |St+1|≤ (1−βα + 1)|St|.
We also know that
















The proof of Theorem 3.5.3 follows then by combining Proposition 3.7.3, Lemma 3.7.4,
Lemma 3.7.9, Lemma 3.7.10 and Lemma 3.7.11.
Proof of Theorem 3.5.3. With the help of the previous three lemmas, we can apply Propo-








|Pt(x, y)− π(y)| ≤ π(y)
π(x)


























1− β + α
αt
.
3.7.2 Proof of Theorem 3.5.4
We show the upper bound for |Mt(u, v)− 1/n| = O(t−1/2). Here for random matching,
we cannot use this bound because unlike balancing circuit this random matching model
does not have a fixed transition matrix. Also it is not “irreducible”.
The random matching model we analyse in this thesis is the model defined by Muthukr-
ishnan and Ghosh. In the first stage, every node picks an incident edge independently
with probability O(1/d). In the second stage, we consider the matching formed by all
edges that are not incident to any other edge chosen in the first stage.
3.7.2.1 Bounded degree case
We consider the easier case of a bounded-degree graph before moving on to the general
case of a d-regular graph.
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We will consider a random matching model with the property that each edge is included
in any round with probability at least pmin = Ω(1/d), where d is the degree of the graph.
Lemma 3.7.12. Let G be any connected, bounded-degree graph and P be the matrix






We assume that 1/n ≤ β ≤ 1 because β should not be too small otherwise it is almost
balanced. (Also, if it is just 1/n, then the lemma is not true since we cannot expect to
have any improvement.)
Proof. First note that if σmax ≤ β/100, then since ‖.‖22≤ ‖.‖1·‖.‖∞ we obtain ‖σ‖22≤
β/100, a contradiction. Hence we must have σmax ≥ β/100. Consider now a shortest path
from the vertex, say, i corresponding to σmax to a vertex j with σj ≤ β/200. Since σ is a
probability vector, the length of the shortest path is at most 200/β. Let us denote this
shortest path by (v1 = i, v2, . . . , v` = j), where ` ≤ 200/β.
Every edge, in particular any edge {vk, vk + 1} with 1 ≤ k < `, is included in the
random matching with probability pmin = Ω(1/d) = Ω(1), and if the edge is included
no other edges incident to k or k + 1 are included, which means that in this case the















































which completes the proof.
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3.7.2.2 Unbounded degree case
Let us now consider the case where G may be of unbounded degree. We first make the
following simple observation:
Observation 3.7.13. Let G be a d-regular graph. Then for any integer x ≥ 1, the number
of vertices reachable in x hops is at least Ω(d · x).
Lemma 3.7.14. Let G be any connected graph and P be the matrix representing a random






Proof. We proceed similarly as the proof before. However, using the lemma above we
conclude that there must be a shortest path (v1 = i, v2, . . . , v` = j) with σi ≥ β/100 and
σj ≤ β/200, but here we have the stronger condition ` ≤ 200/(β · d). (This is because
within ` hops, we reach Ω(d · `) vertices and not all of these Ω(d · `) vertices r can have
















Now we have proved the expected one-step decrease. We prove the original theorem
by accumulating t one-step decreases.
Proof of Theorem 3.5.4. Now we bound the time used to reduce the norm from β to β/2
by bounding the expected drops across all rounds. Let Xt = ‖σt‖22, tgoal := {min t :
Xt ≤ β/2}. We know that for any t, 1n ≤ βt = ‖σt‖
2
2≤ 1. Also we can prove that βt is





≤ Xt −X3t .
This one is a strong and general thing we want to prove, but it might be difficult. Hence















≤ (Xt − β3/8)1{tgoal≥t+1} ≤ (Xt − β
3/8)1{tgoal≥t}.
The last inequality holds because first if tgoal < t or tgoal ≥ t + 1 then they are equal,

























P [tgoal ≥ i] .







≤ E [X0]− β3/8 ·
∞∑
i=0
P [tgoal ≥ i]



















= 0, in other words, the process will eventually
stop. To prove it can stop, we show that there exists small ε1, ε2 > 0,
P [Xt −Xt+1 ≥ ε1] ≥ ε2.
In random matching model, we know that whenever we match two nodes, our Xt would
not increase. We define Z = Xt −Xt+1. Then we have 0 ≤ Z ≤ 1, E [Z] = Ω(β3/8), and
Z ≥ 0.
Theorem 3.7.15 (The reverse Markov inequality). Let X be a random variable that is
never larger than B. Then, for all a < B,
P [X ≤ a] ≤ E [B −X]
B − a
.
We apply the above theorem on Z and we want to get P [X ≤ a] ≤ 1
ε
for positive a, ε.
Hence we choose B = 1 and a = 1− ε+ ε · E [Z]. Then we let ε = 1 + c · E [Z] where c is
a constant less than 1. Now we have
P [Z ≤ 1− (1 + c · E [Z]) + (1 + c · E [Z]) · E [Z]] ≤ 1
1 + c · E [Z]
.
By adjusting terms:
P [Z ≥ c · E [Z]] ≥ 1
1 + c · E [Z]
.
Hence now we have proved that there exist positive ε1, ε2 such that P [Xt −Xt+1 ≥ ε1] ≥
ε2. Therefore, the process will eventually stop and we get E [tgoal] ≤ 8/β2 − 1 = O(β2).




to its half. It only takes t
c2
< t time. Hence, we can get a bound on the expected value
of Xt = ‖Mt(u, .)‖22, which is just O( 1√t).
3.8 Proof of Theorem 3.5.6
We now prove the following discrepancy bound that depends on the λ(M), as defined in
Section 3.4.
Proof of Theorem 3.5.6. By [85, Lemma 2.4], for any pair of vertices u, v ∈ V ,∣∣∣∣Mt(u, v)− 1n
∣∣∣∣ ≤ λ(M)t/2.
Hence by Lemma 3.7.1 ‖Mt(., u)−Mt(., v)‖2 = O(λ(M)t/4), and the bound on the dis-
crepancy follows from Theorem 3.5.1 and the union bound over all vertices.
3.9 Proof of Theorem 3.5.8














which is in fact still a weighted sum of n i.i.d. random variables. The expectation is













E [ξ0(w)] = 0,
where the last equality holds since M is doubly stochastic and the fact that ξ0(w) are
identically distributed.
Now applying Hoeffding’s inequality (Theorem 2.2.2), we obtain that
P [|ξt(u)− ξt(v)| ≥ δ] ≤ 2 · exp
(
−2δ2
(range(ξ0))2 · ‖Mt(., u)−Mt(., v)‖22
)
.
This is what we may have when still applying Hoeffding. If we assume the initial
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discrepancy is K, then we would get δ = K
√
log n ·t−1/4. We should also use the following
theorem, which is a classic tail bound.
Theorem 3.9.1 (Theorem 2.7, [63]). Let the random variables X1, ..., Xn be independent,
with Xk − E [Xk] ≤ b for each k. Let Sn =
∑
Xk, and let Sn have expected value µ and
variance V (the sum of the variances of the Xk). Then for any t ≥ 0,




2V (1+(bt/3V )) ,
where ε = bt/V .
We attempt to bound the discrepancy between an arbitrary pair of nodes u, v. Here
Xk = ξ
(0)
k · (Mt(k, u)−Mt(k, v)), so µ = 0, hence we have (replace t by δ):
P [Sn ≥ δ] ≤ e−
δ2
2V+(2bδ/3) . (3.6)
So here δ is a value greater than 0. Sn =
∑
(w)ξ0(w)(M
t(w, u) −Mt(w, v)), V =
var(Sn).
Var [Sn] = Var [ξ0] ‖Mt(., u)−Mt(., v)‖22.
Note that in our case, we have expectations for ξs but without variances. To deal with
this infinite variance, we manually assume that after we’ve sampled loads for initial inputs
the maximum input is K. The probability that this could happen is upper bounded by
K−α. We can let b = O(Kt−1/2 − E [ξ(w)]).
For a certain node w, let c =
∑K
i=0 P [ξ0(w) = i].
P [ξ0(w) = i|ξ0(w) ≤ K] =
P [ξ0(w) = i]
c
,
E [ξ0(w)|ξ0(w) ≤ K] =
1 · 1
1α
+ 2 · 1
2α









































Let EK be the event that the maximum input load is K and disct is the discrepancy
of the load vector at time t, then
P [disct ≥ δ | EK ] =




In our case, we bound P [disc ≥ δ | EK ] to be smaller than 1/n2. So
Var [ξ0|∀w, ξ0(w) ≤ K] ≤ K.




= 2 log(n). (3.8)
Since δ > 1, we know 6K(3−α)‖.‖22≤ 2Kt−1/2·δ. Hence, we can derive δ = O(log(n)Kt−1/2).
Formally, our conclusion would be: when knowing the initial discrepancy K, for an arbi-
trary pair u, v, we know their discrepancy satisfies:
P [|ξt(u)− ξt(v)| ≥ δ | EK ] ≤
1
n2
where δ = O(log(n)Kt−1/2).
So, if we want to get a general bound on the discrepancy, without having this specific
K, what we do is to find the ’expected discrepancy’. Let δK be the discrepancy when
knowing a specific K. So for any pair u, v, their expected discrepancy in the end is
We try to find the expected maximum initial load. For every initial load xi which
is drawn from a power law distribution. We can prove that ∃c1, c2 > 0, c1 · K1−α ≤




P [xi ≥ K] ≤
∫∞
K















= (P [X ≤ K])n ≤ (1− c1 ·K1−α)n ≤ exp(−c1 · n ·K1−α).
This probability is smaller than exp(−1/2) ≈ 0.6 if K ≤ n1/(α−1). If K becomes
larger, this probability will be smaller. Therefore we can choose K to be a little larger,
say, K ≥ c3 · n1/(α−1) where c3 is a small but sufficiently large constant such that the
probability above is less than 1/2. Hence with this K, we have
P [disc0 ≥ K] ≥ 1− exp(−c1 · n ·K1−α) ≥ 1/2.








≥ (1− c2 ·K1−α)n ≥ 1− c2 · n ·K1−α ≥ 10−c2·n·K
1−α
.
The last inequality holds since the second last formula is linear and the last one is expo-
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nentially decreasing. More generally, we have for any integer τ ∈ N,
P
[




discmax0 ≥ τ · n1/(α−1)
]
≤ 1− 10−c2·τ1−α
= 1− exp(−c2 ln(10) · τ 1−α)
≈ 1− (1− c2 ln(10) · τ 1−α)
≈ c2 ln(10) · τ 1−α,
where we have used the fact that exp(−x) ≈ 1− x for any x close to 0. Hence the upper




























2δ · n1/(α−1) ≤ max
u
ξ0(u) ≤ 2δ+1 · n1/(α−1)
]
· 2δ+1 · n1/(α−1)





Till now we have proved that E [maxu ξ0(u)] = Θ(n1/(α−1)). By applying our Theorem
(3.6), we can say that the expected discrepancy is O(log(n)n1/(α−1)t−1/2).
3.10 Applications to different graph topologies
3.10.1 Cycles
Recall that for the cycle, V = {0, . . . , n−1} is the set of vertices, and the distance between
two vertices is dist(x, y) = min{y − x, x+ n− y} for any pair of vertices x < y.
The upper bound on the discrepancy follows directly from Corollary 3.5.5, and it
only remains to prove the lower bound. To this end, we will apply the lower bound in
Theorem 3.5.1 and need to derive a lower bound on ‖Mt(., u)− 1
n
‖22. Intuitively, if we had
a simple random walk, we could immediately infer that this quantity is Ω(1/
√
t). Since
after t steps, the random walk is with probability ≈ 1/
√
t at any vertex with distance at
most O(
√
t). To prove that this also holds for the load balancing process, we first derive a
concentration inequality that upper bounds the probability for the random walk to reach
a distant state:
50
Lemma 3.10.1. Consider the standard balancing circuit model on the cycle with round
matrix M. Then for any u ∈ V and δ ∈ (0, n/2− 1), we have
∑
v∈V :dist(u,v)≥δ







Proof. The proof of the lemma above makes uses of the following variant of Azuma’s
concentration inequality for martingales, which can be for instance found in McDiarmid’s
survey on concentration inequalities.
Lemma 3.10.2 ([63, Theorem 3.13 & Inequality 41]). Let Z1, Z2, . . . , Zn be a martingale
difference sequence with ak ≤ Zk ≤ bk for each k, for suitable constants ak, bk. Then for


















Note that the balancing circuit on the cycle corresponds to the following random walk
(X1, X2, . . . , Xt) on the vertex set V = {−n/2+1, . . . , 0, . . . , n/2−1}, where for any time-
step t ∈ N, Xt denotes the position of the random walk after step t. First, we consider
the transition for any odd s: If Xs is odd, then with probability 1/2, Xs+1 = Xs + 1
and otherwise Xs+1 = Xs. If Xs is even, then with probability 1/2, Xs+1 = Xs − 1 and
otherwise Xs+1 = Xs (additions and subtractions are under the implicit assumptions that
−n/2 + 1 ≡ n/2− 1 and n/2 ≡ −n/2 + 1). The case for even s is analogous.
We will couple the random walk (Xt)t≥0 with another random walk (Yt)t≥0 on the
integers N, where again Yt denotes the position of the walk after step t. The transition
probabilities are exactly the same as for the walk (Xt)t≥0, the only difference is that we
don’t use the equivalences −n/2 + 1 ≡ n/2− 1 and n/2 ≡ −n/2 + 1. It is clear that we
can couple the transitions of the two walks so that they evolve identically as long as the
walks do not reach any of the two boundary points −n/2 + 1 or n/2− 1.
Let us first analyze E [Yt] for an odd time step. As described above, the distribution
of Yt − Yt−1 depends on whether Yt−1 is even or not. However, notice regardless of where
the random walk is at step t − 2, the random walk will be at an odd or even vertex at
step t− 1 with probability 1/2 each. Hence for any starting position y,
E [Yt − Yt−1 | Y0 = y]


















|Y1 − Y0|≤ 1.
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Combining the last two inequalities shows that for any start vertex y,
|E [Yt | Y0 = y]− y| ≤ 1.
With the same arguments as before we conclude that for any fixed start vertex Y0 = y0,
max
a,b∈V
|E [Yt − Yt−1 | Y1 = a]− E [Yt − Yt−1 | Y1 = b]| ≤ 2,
because the expected differences of Yt − Yt−1 are all zero whenever t ≥ 3.
Let us now consider the martingaleWi = E [Yt | Y0, Y1, . . . , Yi], and let Zi := Wi−Wi−1
be the corresponding martingale difference sequence. As shown before, |Wi −Wi−1|≤ 2.


















If for every 1 ≤ j ≤ t,
∑j
i=1Wi < δ holds, then this implies both random walks (Xt)t≥0
and (Yt)t≥0 behave identically since none of them ever reaches any of the two boundary
points −n/2 + 1 or n/2− 1. In particular we conclude that for the original walk (Xt)t≥0,
∑
v∈V :dist(u,v)≥δ



































∣∣∣∣∣ ≥ δ − 2
]







where the second-to-last inequality is due to the fact that E
[∣∣∣∑ji=1 Yt∣∣∣] ≤ 2.
With the help Lemma 3.10.1, we can indeed verify our intuition:
Lemma 3.10.3. Consider the standard balancing circuit model on the cycle with round











Mt(w, u) = 1−
∑
w/∈Sδ





























Lemma 3.10.3 also proves that the factor
√
1/t in the upper bound in Theorem 3.5.3
is the best possible. The lower bound on the discrepancy now follows by combining
Lemma 3.10.3 with Theorem 3.5.1 and Lemma 3.7.1 stating that for any vertex u ∈ V ,







In this section we consider r-dimensional tori, where r ≥ 1 is any constant. For the upper
bound, note that the computation of Mt.,. can be decomposed to independent computa-
tions in the r dimensions, and each dimension has the same distribution as the cycle on n1/r
vertices. Specifically, if we denote by M̃ the round matrix of the standard balancing cir-
cuit scheme on the cycle with n1/r vertices and M is the round matrix of the r-dimensional
torus with n vertices, then for any pair of vertices x = (x1, . . . , xr), v = (y1, . . . , yr) on
the torus we have Mt(x, y) =
∏r
i=1 M̃
t(xi, yi). From Theorem 3.5.3, |M̃t(xi, yi) − 1n1/r |=









= O(t−r/2 + n−1),
and thus




= O(t−r/2) for any pair of vertices x, y. Hence by Lemma 3.7.1,∥∥Mt(., u)−Mt.,v∥∥22 = O(t−r/2). Plugging this bound into Theorem 3.5.1 yields that the
load difference between any pair of the nodes u and v at round t is at most O(t−r/4 · σ ·
log3/2 n+
√
log n) with probability at least 1− 4n−1. The bound on the discrepancy now
simply follows by the union bound.
We now turn to the lower bound on the discrepancy. With the same derivation as in
Lemma 3.10.3 we obtain the following result:
Lemma 3.10.4. Consider the standard balancing circuit model on the r-dimensional torus
with round matrix M. Then for any vertex u ∈ V , ‖Mt(., u)− 1
n
‖22= Ω(t−r/2).
The lower bound on the torus follows by combining Lemma 3.10.4 and Theorem 3.5.1.
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3.10.3 Expanders
The upper bound O(λ(M)t/4 · σ · (log n)3/2 +
√
log n) for expanders follows immediately
from Theorem 3.5.6. For the lower bound, since the round matrix consists of d matchings,
it is easy to verify that whenever Mt(u, v) > 0, we have Mt(u, v) ≥ 2−d·t. Consequently,





= Ω(2−d·t). Plugging this into Theorem 3.5.1 yields




For the hypercube, there is a worst-case bound of log2 log2 n+O(1) [62, Theorem 5.1 & 5.3]
for any input after log2 n iterations of the dimension-exchange, i.e., after one execution
of the round matrix. Hence, we will only analyze the discrepancy after s matchings,




(s)(u, v) − 1
n
|≤ 2−t, we obtain that the discrepancy is O(2−t/2 · σ · (log n)3/2 +
√




In this section, we discuss where our result fits in the literature. To see this, we need
to compare the worst-case (classical settings) and the average-case (our setting). Our
main result, as shown above, considers an average-case scenario where the load inputs are
drawn from a fixed probability distribution, complementing previous worst-case analyses.
To be more specific, for different topologies of networks such as cycles, tori, hypercubes
and expanders, we obtain almost matching upper and lower bounds on the discrepancy,
the difference between the maximum and the minimum load. Our bounds hold for a
variety of probability distributions including uniform and binomial distributions but also
distributions with unbounded range such as geometric, Poisson and power law distribu-
tions. For graphs with slow convergence like cycles and tori, our results demonstrate a
substantial difference between the convergence in the worst-case and average-case.
An important ingredient in our analysis is a new upper bound on the t-step transition
probability of a general Markov chain, which is derived by invoking the evolving set
process.
3.11.1 Worst-case vs. Average-case
We will now compare our average-case to a worst-case scenario on cycles, 2D-tori and
hypercubes. For the sake of concreteness, we always assume that the input is drawn from
the uniform distribution Uni[0, 2K], where K will be specified later. Note that the total
number of tokens is ≈ n · K, and the initial discrepancy will be Θ(K). Our choice for
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the worst-case load vector will have the same number of tokens and initial discrepancy,
however, the exact definition of the vector as well as the choice of the parameter K will
depend on the underlying topology.
Cycles. As one representative of a worst-case setting, fix an arbitrary node u ∈ V and
let all nodes with distance at most n/4 initially have a load of 2K while all other nodes
have load 0. This gives rise to a load vector with n ·K tokens and initial discrepancy 2K.
2D-Tori. Again, we fix an arbitrary node u ∈ V and assign a load of 2K to the n/2-
nearest neighbours of u and load 0 to the other nodes. Again, this defines a load vector
with n ·K tokens and initial discrepancy 2K.
The next result provides a lower bound on the discrepancy for cycles and 2D-tori in
the aforementioned worst-case setting. It essentially shows that for worst-case inputs,
Ω(n2) rounds and Ω(n) rounds are necessary for the cycle, 2D-tori, respectively, in order
to reduce the discrepancy by more than a constant factor. This stands in sharp contrast
to Corollary 3.5.5, proving a decay of the discrepancy by ≈ t−1/4, starting from the first
round.
Proposition 3.11.1. For the aforementioned worst-case setting on the cycle, it holds for









64 log n, with probability












64 log n, with probability at least 1− n−1.
Proof. We first consider the case of a cycle. Let S1 be the subset of nodes that have
a non-zero initial load; so |S1|= n/2. Clearly, there is a subset of nodes S2 ⊆ V with




We will now derive a lower bound on the discrepancy in this worst-case setting by
upper bounding the load of vertices in the subset S2. To lower bound the discrepancy at
round t, recall that by Lemma 3.10.1 we have that
∑
v∈V :dist(u,v)≥δ














































where K is the average load. Recalling that |S2|= n/8, by the pigeonhole principle there



















This immediately implies the following lower bound on the discrepancy:









where ξ̄ = K is the average load. The corresponding lower bound on disc(xt) follows by
Theorem 3.6.1 and the union bound.
The proof for the 2-dimensional torus is almost identical. Again, let S1 be the set of
nodes that have a non-zero load. Clearly, there is a subset S2 ⊆ V with |S2|= n/8 so that
for each node u ∈ S2, only nodes v with dist(u, v) ≥
√
n/16 can have x
(0)
v > 0.
Let us now view M as the transition matrix of a Markov chain. Then Mt is obtained
by running two independent Markov chains (one for each dimension), where each of the
two Markov chains corresponds to the round matrix of the cycle. We can still apply
Lemma 3.10.1 as before, even though here the size of each cycle is
√
n, to obtain that
∑
v∈V :dist(u,v)≥δ







Here we choose δ =
√
n/16, and the remaining part of the proof is exactly the same as
before.
Hypercube. Regarding the hypercube, we will consider only log2 n rounds, since the
discrepancy is log log2 n + O(1) after log2 n rounds and O(1) after 2 log2 n rounds [62] in
the worst case. A natural corresponding worst-case distribution is to have load 2K on all
nodes whose log2 n-th bit is equal to 1 and load 0 otherwise. This way, the discrepancy
is only reduced in the final round log2 n. However in the average case, the discrepancy
reduces in a more smooth way, i.e., it keeps improving during the whole process.
3.12 Conclusion
Now we conclude our results and emphasise their importance. The main contribution of
our load balancing study focuses on the analysis of the average-case load balancing. To
56
be more specific, this setting assumes the initial loads are sampled from a probability
distribution instead of being chosen by an adversary as the worst-case analyses in the
literature. On our way to the analysis, we develope a general Markov chain related
theorem (Theorem 3.5.3), which is potentially useful elsewhere.
In particular, our main analysis consists of almost matching upper and lower bounds
on the discrepancy, which are close to the classical results. In addition, we also establish a
connection between the time used and the discrepancy, which is not often seen in previous
works. We also compare our bounds and previous results on different graph topologies to
see how our work fits in the field. In the next section, we will present our experimental
results to simulate our regimes and validate our theorems.
3.13 Experiments
Lastly, we demonstrate our experimental results to simulate the process of our regimes.
For each of the three graphs cycles, 2D-tori and hypercube, we consider two comparative
experiments with an average-case load vector and a worst-case initial load vector each.
The plots and tables on the next two pages display the results, where for each case we
took the average discrepancy over 10 independent runs.
The first experiment considers a “lightly loaded case”, where the theoretical results
suggest that a small (i.e., constant or logarithmic) discrepancy is reached well before the
expected “worst-case load balancing times”, which are ≈ n2 for cycles and ≈ n for 2D-tori.
The second experiments consider a “heavily loaded case”, where the theoretical results
suggest that a small discrepancy is not reached faster than in the worst-case.
Specifically, for cycles and 2D-tori, we choose for the lightly loaded case K =
√
n and
for the heavily loaded case K = n2. The experiments confirm the theoretical results in the
sense that for both choices of K, we have a much quicker convergence of the discrepancy
than in the corresponding worst cases. However, the experiments also demonstrate that
only in the lightly loaded case we reach a small discrepancy quickly, whereas in the heavily
loaded case there is no big difference between worst-case and average-case if it comes to
the time to reach a small discrepancy.
On the hypercube, since we are interested in the case where 1 ≤ t ≤ log2 n, our bounds
on the discrepancy indicates that we should choose K smaller than in the case of cycles
and 2D-tori. That is why we choose K = n1/4 in the lightly loaded case and K = n
in the heavily loaded case (As a side remark, we note that due to the symmetry of the
hypercube, any initial load vector sampled from Uni[0, β ·(n−1)] is equivalent to an initial
load vector sampled from Uni[0, n− 1].) With these adjustments of K in both cases, the
experimental results of the hypercube are inline with the ones for the cycle and 2D-tori.
The details of the experiments containing plots and tables with the sampled discrep-

























Experimental Results: Experiments (i) on the cycle with n = 212 and initial












1 24 28 212 216 220 224
discwc(xt)discac(xt)
t discac discwc
0 3.35× 107 3.35× 107
20 2.83× 107 3.35× 107
22 1.96× 107 3.35× 107
24 1.34× 107 3.35× 107
26 9.17× 106 3.35× 107
28 5.94× 106 3.35× 107
210 3.72× 106 3.35× 107
212 2.30× 106 3.35× 107
214 1.43× 106 3.35× 107
216 8.19× 105 3.32× 107
218 3.58× 105 2.30× 107
220 5.34× 104 3.62× 106





















Experimental Results: Experiments (ii) on the cycle with n = 212 and initial
discrepancy 225 = 33, 554, 432, and (iii) on the 2D-torus with n = 216 and initial
discrepancy of 29. For the heavily loaded case, we used logarithmic scaling on the
y-axis to highlight the behaviour when t is close to the worst-case load balancing













1 24 28 212 216
discwc(xt)discac(xt)
t discac discwc
0 8.59× 109 8.59× 109
20 4.83× 109 8.59× 109
22 1.89× 109 8.59× 109
24 8.28× 108 8.59× 109
26 3.58× 108 8.59× 109
28 1.44× 108 8.50× 109
210 4.52× 107 6.38× 109
212 5.91× 106 1.03× 109























Experimental Results (cntd.): Experiments (iv) on the 2D-torus with n =
216 and initial discrepancy 233 = 8, 589, 934, 592, (v) on the hypercube with
n = 228 and initial discrepancy 256. For the heavily loaded cases, we used
logarithmic scaling (log2) on the y-axis to highlight the behaviour when t is close













1 5 10 15 20 25 28
discwc(xt)discac(xt)
t discac discwc
0 2.68× 108 2.68× 108
1 2.68× 108 2.68× 108
2 2.65× 108 2.68× 108
3 2.41× 108 2.68× 108
4 1.88× 108 2.68× 108
5 1.37× 108 2.68× 108
10 2.21× 107 2.68× 108
15 3.26× 106 2.68× 108
20 4.23× 105 2.68× 108
25 2.98× 104 2.68× 108
27 1.29× 104 2.68× 108
28 3.0 3.0
Experimental Results (cntd.): Experiments (iv) on the 2D-torus with n =
216 and initial discrepancy 233 = 8, 589, 934, 592, (v) on the hypercube with
n = 228 and initial discrepancy 256, and (vi) on the hypercube with n = 228 and
initial discrepancy of 228 = 268, 435, 456. For the heavily loaded cases, we used
logarithmic scaling on the y-axis to highlight the behaviour when t is close to





Random Walks on Dynamic Graphs
4.1 Introduction of random walks
4.1.1 Classical random walks
A random walk on a network is: given an undirected graph G = (V,E), the walk starts at a
fixed vertex. Then at each step, the random walk moves to a randomly chosen neighbour 1.
Due to their simplicity and locality, random walks are a very useful algorithmic primitive,
especially in the design of distributed algorithms [84, 52, 29, 24, 82, 38, 30, 31, 53, 21]. In
contrast to topology-driven algorithms, algorithms based on random walks benefit from
a strong robustness against structural changes in the network.
One key property of random walks is that, under mild assumptions on the underlying
network, they converge to a stationary distribution – an equilibrium state in which every
vertex is visited proportionally often to its degree. The time for this convergence to
happen is called mixing time, and understanding this time is crucial for many sampling
or exploration related tasks. In particular, whenever a graph has a small mixing time,
also its cover time (the expected time to visit all vertices of the graph) is small as well.
4.1.2 Motivation
While most of the classical research has focused on static graphs, many networks today are
subject to dramatic changes over time. Hence understanding the theoretical power and
limitations of dynamic graphs has been identified as one of the key challenges in computer
science [64]. Several recent works have indeed considered this problem and studied the
behavior of random walks [10, 11, 83, 36, 56, 76, 78] or similar processes [15, 25, 28, 44, 55]
on such dynamic graphs, and their applications to distributed computing [10, 83, 55].
Moreover, rather than a property of the underlying network itself, dynamic graphs may
1In case of a lazy random walk, the walk would remain at the current location with probability 1/2,
and otherwise move to a neighbour chosen uniformly at random.
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naturally arise in distributed algorithms when communication is performed on a changing,
possibly disconnected, subgraph like a spanning-tree or a matching (see, e.g., [22]).
4.1.3 Our model
In this chapter, we study the popular evolving graph model. That is, we consider sequences
of graphs G1, G2, . . . over the same set of vertices but with a varying set of edges. This
model has been studied in, for example, [11, 86, 56]. Both [11] and later [86] proved a
collection of positive and negative results about the mixing time (and related parameters),
and they assume a worst-case scenario where the changes to the graph are dictated by
an oblivious, non-adaptive adversary. For example, [11] proved the following remarkable
dichotomy. First, even if all graphs G1, G2, . . . are connected, small (but adversarial)
changes to the stationary distribution can cause exponential mixing (and hitting) times.
Secondly, if the sequence of connected graphs share the same stationary distribution i.e.,
the degrees (or relative degrees) of vertices are time-invariant, then mixing and hitting
times are polynomial. This assumption about a time-invariant stationary distribution is
crucial in the majority of the positive results in [11, 86].
In contrast to [11, 86], we do not impose such assumptions, but instead study a model
with incremental changes. When the graph is disconnected, the random walks on such
graphs can have multiple stationary distributions. For technical reasons, we would always
assume these vertices hold zero probabilities in their stationary distribution so that one
graph can only have one stationary distribution (defined as “canonical” distribution in
Section 4.3). Specifically, we consider a setting where the evolving graph model changes
randomly and study the so-called edge-Markovian random graph G(n, p, q), which is de-
fined as follows (see Definition 4.3.3 for a more formal description). For each edge slot,
there is a two-state Markov chain that switches from off to on with probability p and
from on to off with probability q. This model can be seen as a dynamic version of the
Erdős-Rényi random graph, and has been studied in the context of information spreading
and flooding [25, 26, 27]. While these results demonstrate that information disseminates
very quickly on these dynamic graphs, analysing the convergence properties of a random
walk seems to require new techniques. In the previous results, the analyses mainly ap-
plied inductive arguments, i.e., given the state of the current set of informed nodes, they
derived the set for the next time step. However, when analysing the mixing time, the
degree fluctuations make the use of any such arguments very difficult – from one step to
another, the distribution of the walk could become worse, whereas in previous works the
set of informed (or reachable) nodes can never decrease.
Furthermore, we will investigate the new mixing time of a random walk on such
evolving graphs. It turns out that, as our results demonstrate, the mixing time depends
crucially on the density of the graph as well as on the speed by which the graph changes.
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We remark that deriving bounds on the mixing time on G(n, p, q) brings some unique
challenges, which are not presented in the positive results of [11, 86]. The main difficulty
is that there is no time-invariant stationary distribution in G(n, p, q) due to the changing
degrees of the vertices, and the traditional notion of the mixing time must be adapted
to our dynamic setting. Informally, what we ask, then, is how many steps the walk
needs to take before the distance to a time-dependent stationary distribution becomes
small enough. Furthermore, in contrast to static graphs, where the distance between the
distribution of the walk and the stationary distribution can only decrease, in dynamic
graphs the distance to the time-dependent stationary distribution might increase with
time. For this reason, we also ask that the distribution of the walk remains close to a
time-dependent stationary distribution for a long enough interval of time (for a precise
definition of our notion of mixing time, see Definition 4.3.5). We believe this requirement
is necessary for our definition of mixing time to be useful in potential applications.
4.2 Related works
A random walk is a basic stochastic process on graphs and a key primitive in the design
of distributed algorithms [84] ranging from load balancing [52], searching [29], pagerank
[24, 82, 38], voting [30, 31] and information propagation [53, 21]. Random walks are
lightweight, for they do not need to maintain many complicated states. Hence they are
very useful for self-organising networks. As discussed before, previous research has focused
on static graphs, while there has been a growing trend for research on dynamic graphs.
Recently, [56] analysed the cover time of so-called “Edge-Uniform Stochastically-
Evolving Graphs”, that include our model as a special case (i.e., the history is k = 1).
Their focus is on a process called “Random Walk with a Delay”, where at each step,
the walk picks a (possible) neighbour and then waits until the edge becomes present. In
[56, Theorem 4], the authors also relate this process to the standard random walk, and
prove a worst-case upper bound on the cover time. However, one of the key difference
to [56] is that we will study the mixing time instead of the cover time because it is more
complicated and also after we get the mixing time we can quickly derive some bounds
on the cover time. In this line of work, [11, 86] definitely contributed significantly. Their
results have been introduced in the previous section.
Other than the previously mentioned results which studied the edge-Markovian model
[25, 26, 27], in [89], the authors analysed a continuous-time version of the edge-Markovian
random graph. However, unlike the standard random walk, they consider a slightly differ-
ent process: when the random walk tries to make a transition from a vertex u, it picks one
of the n−1 other vertices and moves there only if the edge is present; otherwise it remains
still. For this process, they were able to derive very tight bounds on the mixing time that
establish the so-called cutoff phenomena. The same random walk was also analysed on a
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dynamic graph model of the d-dimensional grid in [74, 73], and more generally, in [47].
4.3 Preliminaries
4.3.1 Random walk and conductance
In this section, we introduce relevant notations and basic results about Markov chains
that we will use throughout the thesis. More background on Markov chains and random
walks can be found in [58].
Let G = (Gt)t∈N be a sequence of undirected and unweighted graphs defined on the
same vertex set V , with |V |= n, but with potentially different edge-sets Et (t ∈ N). We
study (lazy) random walks on G : suppose that at a time t ≥ 0 a particle occupies a vertex
u ∈ V . At step t+ 1, the particle will remain at the same vertex u with probability 1/2,
or will move to a random neighbour of u in Gt. In other words, it will perform a single
random walk step according to a transition matrix Pt, which is the transition matrix of
a lazy random walk on Gt: Pt(u, u) = 1/2, Pt(u, v) = 1/(2 degt(u)) (where degt(u) is the
degree of u in Gt) if there is an edge between u and v in Gt , or Pt(u, v) = 0 otherwise.
Given an initial probability distribution µ0:V → [0, 1], which is the distribution of
the initial position of the walk, the t-step distribution of a random walk on G is equal to
µt = µ0P1 ·P2 · . . . ·Pt. In particular, we use µxt to denote the t-step distribution of the
random walk starting at a vertex x ∈ V . Hence µx0(x) = 1 and µx0(y) = 0 for x 6= y ∈ V .
Furthermore, we use πt to denote the (“canonical”) probability distribution with entries
equal to πt(x) = degt(x)/(2|Et|) for any x ∈ V . This distribution is stationary for Pt (i.e,
it satisfies πtPt = πt) and, if Gt is connected, it is the unique stationary distribution of Pt.
If Gt is disconnected, Pt will have multiple stationary distribution. However, unless stated
otherwise, we will consider only the “canonical” stationary distribution πt defined above.
Finally, while any individual Pt is time-reversible (it satisfies πt(x)Pt(x, y) = πt(y)Pt(y, x)
for any x, y ∈ V ), a random walk on G may not. 2
If P is a transition matrix of a reversible Markov chain, it has n real eigenvalues, which
we denote with −1 ≤ λn(P) ≤ · · · ≤ λ1(P) = 1. If P is the transition matrix of a lazy
random walk on a graph G, it holds that λn(P) ≥ 0. Moreover, λ2(P) < 1 if and only if
G is connected.
For two probability distributions f, g:V → [0, 1], the total variation distance be-








and ‖f‖∞ = maxx∈V |f(x)| the standard `2 and `∞ norms of f . Given a
2For example, it might happen that P1 · · ·Pt(x, y) > 0 while P1 · · ·Pt(y, x) = 0. This cannot happen
in the “static” case where P1 = · · · = Pt = P with P reversible.
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By Jensen’s inequality, it holds for any f, g that ‖f − g‖TV ≤ ‖f − g‖2,π. The lemma
below relates the decrease in the distance to stationarity after one random walk step to
the spectral properties of its transition matrix.
Lemma 4.3.1 (Lemma 1.13 in [65], rephrased). Let P be the transition matrix of a
lazy random walk on a graph G = (V,E) with stationary distribution π. Then, for any








In the lemma above and throughout the thesis, a division between two functions is to
be understood entry-wise, while 1 refers to a function always equal to one. An important
quantity which can be used to obtain bounds on λ2(P) is the conductance of G, which is
defined as follows.
Finally, we use the notation on(1) to denote any function f : N → R such that
limn→+∞ f(n) = 0. We often drop the subscript n.
4.3.2 Dynamic graph models
In this section we formally introduce the random models of (dynamic) graphs that are
the focus of this work. We start by recalling the definition of the Erdős-Rényi model of
random (static) graphs.
Definition 4.3.2 (Erdős-Rényi model). G = (V,E) ∼ G(n, p) is a random graph such





possible edges appear independently, each with probability p.
We now introduce the edge-Markovian model of dynamic random graphs, which has
been studied both in the context of information spreading in networks [25, 26] and random
walks [56]. This model is the focus of our work.
Definition 4.3.3 (edge-Markovian model). Given a starting graph G0, we denote with
(Gt)t∈N ∼ G(n, p, q) a sequence of graphs such that Gt = (V,Et), where V = {1, . . . , n}
and, for each t ∈ N, any pair of distinct vertices u, v ∈ V will be connected by an edge in
Gt independently at random with the following probability:
P [{u, v} ∈ Et+1 | Gt] =
1− q if {u, v} ∈ Etp if {u, v} 6∈ Et.
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Notice that different choices of a starting graph G0 will induce different probability
distributions over (Gt)t∈N. In general, we try to study G(n, p, q) by making the fewest
possible assumptions on our choice of G0. Moreover, as pointed out for example in [56],
the probability that we sample a graph (Gt)t∈N ∼ G(n, p, q) is the same as sampling a
graph from G(n, p̃) with p̃ = p/(p + q). We leave considerations about the speed of this
convergence and how this affects our choice of G0 to Section 4.9 and, in particular, Remark
4.9.2 .
4.3.3 Mixing time of random walks on dynamic graphs
One of the most studied quantities in the literature about time-homogeneous (i.e., static)
Markov chains (random walks included) is the mixing time, i.e., the time it takes for the
distribution of the chain to become close to stationarity. Formally, it is defined as follows.
Definition 4.3.4 (Mixing time for time-homogeneous Markov chains). Let µxt be the t-
step distribution of a Markov chain with state space V starting from x ∈ V . Let π be its
stationary distribution. For any ε > 0, the ε-mixing time is defined as
tmix(ε) := min{t ∈ N : max
x∈V
‖µxt − π‖TV ≤ ε}.
A basic fact in random walk theory states that a lazy random walk on a connected
undirected graph G = (V,E) has always a finite mixing time. In particular, if |V |= n,
tmix(1/4) = O(n
3). Moreover, considering a different ε does not significantly change the
mixing time: for any ε > 0, tmix(ε) = O(tmix(1/4) log(1/ε)) (see, e.g., [58]). Also, it is
a well-known fact that ‖µxt − π‖TV is non-increasing. This is also similar to the load
balancing discrepancy convergence in the previous chapter.
However, in the case of random walks on dynamic graphs, convergence to a time-
invariant stationary distribution does not, in general, happen. For this reason, other works
have studied alternative notions of mixing for dynamic graphs, such as merging [77], which
happens when a random walk “forgets” the vertex where it started. In this work, instead,
we focus on a different approach that we believe best translates the classical notion of
mixing from the static to the dynamic case. More precisely, let us consider a dynamic
sequence of graphs (Gt)t∈N with corresponding stationary distributions (πt)t∈N. Our goal
is to establish if there exists a time t such that the distribution µt of the walk at time t
is close to πt. Moreover, to make this notion of mixing useful in possible applications, we
require that µs remains close to πs for a reasonably large number of steps s ≥ t. Formally,
we introduce the following definition of mixing time for dynamic graph sequences.
Definition 4.3.5 (Mixing time for dynamic graph sequences). Let G = (Gt)t∈N be a
dynamic graph sequence on a vertex set V , |V |= n. The mixing time of a random walk
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in G is defined as
tmix (G) = min
{
t ∈ N : ∀s ∈ [t, t+
√
n], ∀x ∈ V, ‖µxs − πs‖TV = on(1)
}
,
where πs is the stationary distribution of a random walk in Gs, and µ
x
s is the s-step
distribution of a random walk in G that starts from x ∈ V .
First observe we require that the total variation distance between µs and πs goes to
zero as the number of vertices increases.3 This is motivated by the fact that the distance
to stationarity, unlike in the static case, might never drop beyond a certain threshold: for
this reason, we explicitly require that such threshold becomes smaller and smaller with
an increasing number of vertices. Secondly, we require that such distance remains small
for
√
n steps (recall n is the number of vertices in the graph). This is due to the fact that,
for all dynamic graph models we consider, we cannot hope for such distance to stay small
arbitrarily long. However, we believe that
√
n steps is a long enough period of time for
mixing properties to be useful in applications.
Since our goal is to study the mixing property of G(n, p, q), we now introduce a defi-
nition of mixing time for edge-Markovian models that takes into account the probabilistic
nature of such graph sequences. Essentially, we say that the mixing time of G(n, p, q)
is t if a random walk on a dynamic sequence of graphs sampled from G(n, p, q) mixes
(according to the previous definition) in t steps with high probability over the sampled
dynamic graph sequence.
Definition 4.3.6 (Mixing time for edge-Markovian models). Given an edge-Markovian
model G(n, p, q), its mixing time is defined as
tmix (G(n, p, q)) = min
{
t ∈ N: PG∼G(n,p,q) [tmix (G) ≤ t] ≥ 1− on(1)
}
.
The reason of having this probabilistic version is that a “bad” graph (e.g., a sparse
and disconnected graph) can appear in the sequence with probability 1 given sufficiently
long time, which can cause a huge gap between the walk distribution and the stationary
distribution. Also it is always possible to have a sequence of poorly connected graphs.
Hence we use the definition above to emphasise that in practice it is enough to know the
probability that the sampled graph sequence has a quick mixing time is large.
Finally, we remark that, while in static graphs connectivity is a necessary prerequisite
to mixing, random walks on sequences of disconnected dynamic graphs might nonetheless
exhibit mixing properties. Examples of this behavior were studied in [86].
3We are implicitly assuming there is an infinite family of dynamic graph sequences with increasing n.
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4.4 Main results
We study the mixing properties of random walks on edge-Markovian random graphs
G(n, p, q). In particular, we consider six different settings of parameters p and q, which
separates edge-Markovian models based on how fast graphs change over time (slowly vs.
fast changing), and how dense graphs in the dynamic sequence are (sparse vs. semi-sparse
vs dense).
As noted in previous works (see, e.g., [25]), a dynamic sequence sampled from G(n, p, q)
is equivalent to a sample in the Erdős-Rényi random graph G(n, p̃) where p̃ = p
p+q
(for
the sake of completeness, we give a proof in Section 4.9). We use the expected degree in
such a random graph, which is equal to d = (n− 1)p̃, to separate edge-Markovian models
according to their density as follows:
1. Sparse d = o(log n)
2. Semi-sparse d = Θ(log n)
3. Dense d = ω(log n).
Notice that the sparse regime corresponds to random graphs with density below the
connectivity threshold of Erdős-Rényi random graphs.











(1 − p̃)p be the expected number of changes at each step, when
starting from a stationary initial graph G0 ∼ G(n, p̃). We consider the following two
opposite regimes.
1. Fast-changing δ = Θ(dn).
2. Slowly-changing δ = O(log n)
Notice that the fast-changing regime corresponds to graphs for which a constant fraction
of edges change at each step in expectation.
For a cleaner exposition, we consider six different settings based on fast-changing vs.
slowly-changing rates and dense vs. medium vs. sparse graphs (Table 4.4). The density
of the graph refers to the expected degree of the graph sampled from the stationary graph
distribution (Sec. 4.3) of the model. Moreover this quantifies the expected degree d = np̃.
For reasons of space, we will not analyse all combinations of p and q. Also note that some
choices of p and q are not interesting, for example, small values of p (and q) may trap the
walk inside a small region for a long time.
The main results of our work are presented in Table 4.4. Here, we assume G0 is
sampled from the stationary graph distribution G(n, p̃). In the fast-changing regime, as
4In this regime we are not able to prove finite mixing time. However, we show that the distribution
of the walk will “flatten out” after O(log n) steps. We refer to this behavior as coarse mixing.
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Fast-changing Slowly-changing
δ = Θ(dn) δ = O(log n)
Sparse tmix =∞ tmix = Ω(n)
d ∈ [1, o(log n)] Thm 4.4.1 Proposition 4.4.4
Semi-sparse Coarse mixing4 in O(log n)
d = Θ(log n) Prop 4.5.2 tmix = O(log n),
Dense tmix = O(log n) Thm 4.4.3
d ∈ [ω(log n), n/2] Thm 4.4.2
Table 4.1: Summary of our main results (informal). See referenced theorems for the
precise and complete statements.
highlighted in Remark 4.9.2, this is without loss of generality. For slow-changing models,
instead, different choices of G0 can result in drastically different outcomes with regard
to the mixing time. For ease of presentation, we assume in Table 4.4 that G0 ∼ G(n, p̃),
but this assumption can usually be relaxed, and we refer to the full statement of the
corresponding results for our actual assumptions on G0.
Next we formally state the four main results of our work. The formal definitions of
mixing time for random walk on dynamic graphs will be presented in Section 4.3 (see in
particular Definition 4.3.5 and Definition 4.3.6). The first theorem is a negative result
that tells us that, for fast-changing and sparse edge-Markovian graphs, random walks
don’t have finite mixing time. Its proof will be presented in Section 4.5.1.





and q = Ω(1).
Then, tmix(G(n, p, q)) =∞.
The following theorem is, instead, a positive result that establishes fast mixing time
in the dense and fast-changing regime. Its proof is presented in Section 4.5.2.
Theorem 4.4.2 (Fast-changing and dense, fast mixing). Let p = ω (log n/n) and q =
Ω(1). Then, tmix(G(n, p, q)) = O(log n).
The only case missing in the fast-changing regime is the semi-sparse case, where nodes
have average degree d = Θ(log n). We do not have a definitive answer on the mixing
time of random walks in such case, however, we do have a partial result that guarantees
at least that random walk distributions will be “well spread” over a large support after
O(log n) steps (we call this behavior coarse mixing). This statement can be made formal
by considering the `2-norm of the distribution of the walk. Because of its technical nature,
we defer the formal statement to Proposition 4.5.2.
We now turn our attention to the slowly-changing regime, where at most δ = O(log n)
edges are created and removed at each step. Unlike the results for the fast-changing
regime, where the choice of the starting graph G0 does not really affect the mixing time of
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a random walk (see Section 4.9 and Remark 4.9.2 for a discussion), in the slowly-changing
regime the choice of G0 will affect the properties of Gt for a large number of steps t.
The following theorem shows that in the slowly-changing and dense regime, under
mild conditions on the starting graph G0 = (V,E0) (which are satisfied for G0 drawn
from the limiting distribution of dense G(n, p, q)), random walks will mix relatively fast.
We use E0(S, V \S) to indicate the set of edges in G0 between a subset of vertices S ⊂ V
and its complement, and ΦG0to indicate the minimum conductance of G0 (see Definition
2.4.1).
Theorem 4.4.3 (Slowly-changing and dense, fast mixing). Let d = Ω(log n), p = O(log n/n2),
and q = O(log n/(dn)). Let the following assumptions on the starting graph G0 = (V,E0)
be satisfied for large enough constants c1, c2, c3 > 0.
1. deg0(x) = Θ(d) for any x ∈ V ;
2. |E0(S, V \ S)|≥ c2 log n|S|, for any S ⊂ V with |S|≤ c1 log n;
3. ΦG0 ≥ c3 log d/d.
Then, tmix(G(n, p, q)) = O(log n/Φ2G0).
Let us briefly discuss the assumptions and results of Theorem 4.4.3.First of all notice
that the parameters p and q are defined so that the average degree d = Ω(log(n)) and the
number of changes in the graph at each step is δ = O(log(n)). Assumption (1) just require
the degree of the vertices in G0 to be of the same order as the degree of the vertices in
the limiting graph G(n, p̃). Assumption (2) guarantees that for any small set S there are
enough edges going from S to the rest of the graph. Assumption (3) is a mild condition
on the conductance of G0. These two conditions ensure that the conductance of Gt will
not be much lower than the conductance of G0 for a large number of steps t. Finally,
notice that O(log n/Φ2G0) is a classic bound for the mixing time of a static random walk
on G0. Theorem 4.4.3 essentially states that, if the three assumptions are satisfied, the
mixing time of a random walk on G(n, p, q) will not be much larger. In particular, all
the three assumptions are satisfied for a starting graph G0 ∼ G(n, p̃) with p̃ = p/(p+ q).
Furthermore, in such case tmix(G(n, p, q)) = O(log n). The proof of this theorem can be
found in Section 4.6.1.
We conclude this section by stating our result in the slowly-changing and dense regime.
We prove a negative result: we show that the mixing time of G(n, p, q) is at least linear
in n.
Proposition 4.4.4 (Slowly-changing and sparse, slow mixing). Let p = O(1/n2) and
q = ω(1/(n log n)). Consider a random walk on G(n, p, q) with starting graph G0 ∼ G(n, p̃)
with p̃ = p/(p+ q). Then, tmix(G(n, p, q)) = Ω(n).
72
4.5 Results for the fast-changing case
4.5.1 Negative result in the sparse and fast-changing case
In this section we consider random walks on sparse and fast-changing edge-Markovian
graphs. In particular, we study G(n, p, q) with 0 < q = Ω(1) and p = Θ( 1
n
). Since
Ω(1), by Remark 4.9.2, we can restrict ourselves to consider the case where G0 ∼ G(n, p̃)
with p̃ = p/(p + q). We will show a negative result on the mixing of random walks in
this regime: no matter how small is the distance between µt and πt, the total variation
distance will increase to a positive constant with constant nonzero probability.





and q = Ω(1).
Then, tmix(G(n, p, q)) =∞.
The key idea behind this result is that due to the fast-changing nature, the degrees
of nodes change rapidly. In particular, for a linear number of nodes u, there is at least
one neighbour vmin ∈ Γt(u) whose degree may change from one constant in round t to,
basically any other constant (this also makes use of the assumption on p, ensuring that
the graph is sparse). The proof then exploits that, due to the “unpredictable” nature
of this change, the probability mass received by vmin in round t + 1 is likely to cause a
significant difference between µt+1(u) and πt+1(u). Since this holds for a linear number
of nodes u, we obtain a sufficiently large lower bound on the total variation distance, and
the theorem is established.
Proof of Theorem 4.4.1. We will prove that no matter how small the distance between µt
and πt is, the total variation distance between µt+1 and πt+1 will increase to a positive
constant with constant nonzero probability. This will yield the theorem.
In this regime, at a time t the graph has converged to G(n, p̃), and when the graph has
isolated nodes, the stationary distribution of the random walk on a disconnected graph
is not unique. Recall that in this case, we choose πt(u) = deg(u)/2|Et| as the stationary
distribution.























where by Chernoff bound, we know |Et+1|/|Et| is close to 1 and both of them are Θ(n) in





p̃ to replace either of them to get an approximation.







. The same result still holds for p = c/n with small constant c. If we increase c,
some constants and quantities below should be changed according to how large c is. If
it gets too large, we may consider that it will be classified into the dense case instead of
this case.
For a vertex u ∈ V , let vmin ∈ Γt(u) be the neighbour of u with the smallest de-







, the contribution by all neighbours of u instead of vmin.
Also let us define β :=
∑
v∈Γt+1(u) 1{{v,vmin}∈Et+1}, the number of neighbours of vmin
in Γt+1(u) and γ :=
∑
v∈V \Γt+1(u) 1{{v,vmin}∈Et+1}, the number of neighbours of vmin in
V \ Γt+1(u). Let us define the following events:
A := {|Et+1|= (1±
√
10 log n/n)|E|} ∩ {|Et|= (1±
√
10 log n/n)|E|},
B := {β ≤ 80} ,
C :=
{∣∣∣∣α + (degt(vmin)β + γ − 1
)∣∣∣∣ ≥ c4} ,






p̃ is the expected number of edges of a stationary graph, and c4 > 0 is a
proper constant that is defined later.
Using Chernoff bound, we have that






for some constant c.
Note that P [A] ≥ 1− o(1), P [B] ≥ 3/4 and P [D] = 1− q > 0 which is also a constant


































Now let us expose all degrees for v ∈ Γt+1(u) \ {vmin}, subject to event B holding. Hence












Recall that α and β ≤ 80 are arbitrary. Further, γ is independent of α and β. Also for
any constant c1 > 0, P [γ = c1] > c2 for some other constant c2 > 0. Note in order for





− 1 = 0,





There is at most one possible (positive integer) value for γ that solves this equation after
α, β have been revealed. In particular, there is at least one constant c3 > 0 so that∣∣∣∣α + degt(vmin)β + c3 − 1
∣∣∣∣ > c4,
for some other constant c4 > 0 because vmin ≤ 20 and β ≤ 80. This proves P [C | B] ≥ c5.
Further,
P [A ∩ C] ≥ P [A]− P [¬C]
≥ P [A]− 1 + P [C]
≥ P [A]− 1 + P [C ∧ B]
≥ P [A]− 1 + P [B] · P [C | B]
≥ −o(1) + 3
4
· c5 > 0.
Hence with constant probability, any vertex u ∈ V in Gt that has a neighbour vmin with
degt(vmin) ≤ 20 will contribute Ω(1/|E|) to the `1-norm with constant probability c6 > 0.
Let us now lower bound the number of such vertices,
St :=
{





Fix any vertex u ∈ V . With constant probability C1 > 0, it has at least one neighbour,
say, w. Further, that neighbour w will have at most 19 neighbours (besides u) with
constant probability C2 > 0. Hence E [|St|] ≥ (C1C2) · n. Using Markov’s inequality, it
follows that








have |St|≥ (C1C2/2) ·n. Hence the overall contribution of St is at least Ω(n) ·Ω(1/|E|) =
Ω(1) (as |E|= Θ(n) in this regime), with some constant probability c7 > 0.
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4.5.2 Positive results in the dense and fast-changing case
In this section we analyse the mixing properties of G(n, p, q) for p = Ω(log n/n) and
q = Ω(1). Since q is large, for simplicity we will assume throughout this section that
G0 ∼ G(n, p̃), where p̃ = pp+q (see Remark 4.9.2 for an explanation of why this is not a
restriction). The main result of this section is the following theorem.
Theorem 4.4.2 (Fast-changing and dense, fast mixing). Let p = ω (log n/n) and q =
Ω(1). Then, tmix(G(n, p, q)) = O(log n).
While in this thesis we study for simplicity only lazy random walks on graphs, to prove
Theorem 4.4.2, however, we need to introduce simple random walks on graphs: given a
graph G = (V,E), a simple random walk on G has transition matrix Q such that, for any
x, y ∈ V , Q(x, y) = 1/deg(x) if {x, y} ∈ E, Q(x, y) = 0 otherwise. The following lemma,
whose proof is the main technical part of the section, shows that if the simple random
walk on a sequence of graphs G = (Gt)t∈N exhibits strong expansion properties, and the
time-varying stationary distribution is always close to uniform, then a lazy random walk
on G will be close to the stationary distribution of Gt for any t large enough. We remark
that a strong expansion condition on lazy random walks can never be satisfied; luckily,
we just need this strong expansion condition to hold for their simple counterpart.
Lemma 4.5.1. Let (Gt)t∈N be a sequence of graphs, and (Pt)t∈N (resp. (Qt)t∈N) the
corresponding sequence of transition matrices for a lazy (resp. non-lazy) random walk.
Assume there exists 1 < C = O(1) such that, for any t ≥ 1 and any x ∈ V , 1/(C · n) ≤
πt(x) ≤ C/n. Moreover, also assume that, for any t ∈ N, max{|λ2(Qt)|, |λn(Qt)|} ≤ λ =
o(1). Then, there exists an absolute constant C ′ such that, w.h.p., for any t ≥ C ′ log n
and any starting distribution µ0,∥∥∥∥µtπt − 1
∥∥∥∥2
2,πt
≤ 10C2(C − 1)2,
where µt = µ0P1 · · ·Pt.
Proof of Lemma 4.5.1. We first relate the `2(π) distance to stationarity to the `2 dis-
tance from the uniform distribution. We start by observing that, for any t ∈ N, by our
assumptions on πt, it holds that






























≤ Cn · ‖p− πt‖22
≤ 2Cn ·
(





‖p− 1/n‖22+(C − 1)2/n
)
= 2Cn · ‖p− 1/n‖22+2C(C − 1)2, (4.2)
where (4.1) holds by the triangle inequality and the basic inequality (a+ b)2 ≤ 2a2 + 2b2.



















≥ (n/C) · ‖p− 1/n‖22−3(C − 1), (4.4)
where (4.3) holds by the triangle inequality and the basic inequality (a− b)2 ≥ a2/2−3b2.
Notice that the distance to the uniform distribution does not change if at step t we
perform a lazy step, which happens with probability 1/2. Conditioning on the fact that
we don’t take a lazy step, at time t we can bound the decrease in the distance to the









2Cn · ‖µt − 1/n‖22+2C(C − 1)2
)
, (4.5)
where the first inequality follows from Lemma 4.3.1 and the second by (4.2). Moreover,
we have that




+ 3C(C − 1)
≤ o(‖µt − 1/n‖22+C2(C − 1)2) + 3C(C − 1), (4.6)
where the first inequality follows from (4.4), and the last from (4.5) and the assumption
λ = o(1).
This implies that whenever n · ‖µt − 1/n‖22 is large enough (e.g., n · ‖µt − 1/n‖22≥
4C(C−1)), if we condition on the walk not taking a lazy step at time t, the distance to the
uniform distribution will shrink significantly (this follows because λ = o(1)). Therefore,
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we just need O(log n) non-lazy steps for such distance to become small. Hence, after
t = O(log n) steps, it holds w.h.p. that
n · ‖µt − 1/n‖22≤ 4C(C − 1), (4.7)
which also implies by (4.2) that∥∥∥∥µtπt − 1
∥∥∥∥2
2,πt
≤ 10C2(C − 1)2.
Moreover, after O(log(n)) steps, this distance will continue to be small. In fact, let µt
satisfy (4.7). If we condition on taking a lazy step at time t + 1, such distance will not
change. If instead we take a non-lazy step, by (4.6),
n · ‖µt − 1/n‖22≤ 3C(C − 1) + o(C2(C − 1)2) ≤ 4C(C − 1),
and, therefore, the distance to the uniform distribution again satisfies (4.7). The lemma
follows by applying (4.2) once again.
We now show how it can be used to derive Theorem 4.4.2. First recall that since
we are assuming G0 ∼ G(n, p̃), all graphs in the sequence (Gt)t∈N are sampled (non-
independently) from G(n, p̃) (see Section 4.9). Furthermore, for any t ∈ N, the assump-
tions of Theorem 4.4.2 on λ2(Qt) and λn(Qt) are satisfied with probability 1− o(1/n2) for
any graph sampled from G(n, p̃) with p̃ > 2 log n/n by [49, Theorem 1.1]. Moreover, for
p̃ = ω (log n/n), by standard Chernoff bounds argument we can show that, with probabil-
ity 1−o(1/n2), all vertices of a graph sampled from G(n, p̃) have degree (1+on(1))np̃. This
implies that, for any t, w.h.p, the stationary distribution of Gt satisfies the assumptions
of Lemma 4.5.1 with C = 1 + o(1), which yields Theorem 4.4.2.
It is natural to ask if we can relax the condition on p. Assume for example that p, q
are such that p̃ = p/(p + q) > 2 log n. By [49, Theorem 1.1], the conditions on λ are
still satisfied. However, it only holds that C = Θ(1). Therefore, Lemma 4.5.1 can only
establish that the `2(πt)-distance to stationarity is a constant (potentially larger than
1). This, unfortunately, does not give us any meaningful bound on the total variation
distance. However, if the `2-distance between two distributions µ and π is small, µ(x)
cannot be much larger than π(x). In a sense, this result can be interpreted as a coarse
mixing property. This is summarised in the following proposition.
Proposition 4.5.2. Let (Gt)t∈N ∼ G(n, p, q) with p/(p + q) > 2 log n/n and q = Ω(1).
Let πt be the stationary distribution of Gt. Then, there exists absolute constants c1, c2 > 0
such that, for any starting distribution µ0 and any c1 log n ≤ t ≤
√










4.6 Results for the slowly-changing case
4.6.1 Positive result for mixing in the dense and slowly-changing
case
The aim of this section is to prove the following theorem.
Theorem 4.4.3 (Slowly-changing and dense, fast mixing). Let d = Ω(log n), p = O(log n/n2),
and q = O(log n/(dn)). Let the following assumptions on the starting graph G0 = (V,E0)
be satisfied for large enough constants c1, c2, c3 > 0.
1. deg0(x) = Θ(d) for any x ∈ V ;
2. |E0(S, V \ S)|≥ c2 log n|S|, for any S ⊂ V with |S|≤ c1 log n;
3. ΦG0 ≥ c3 log d/d.
Then, tmix(G(n, p, q)) = O(log n/Φ2G0).
We start by proving that, if the three assumptions of Theorem 4.4.3 are satisfied, then,
for any t = O(nd log n), the conductance of Gt is not much worse than the conductance
of G0 (with high probability).
Lemma 4.6.1 (Conductance lower bound). Let d = Ω(log n), p = O(log n/n2), and
q = O(log n/(dn)). Assume that G0 satisfies assumptions (1),(2),(3) of Theorem 4.4.3.
Then, there exists a constant c > 0 such that, for any t = O(nd log n) and any vertex










P [ΦGt ≥ c · ΦG0 ] = 1−O(n−4).
The proof of this lemma proceeds as follows: for any S ⊂ V , when an edge is randomly
added or removed from the graph, we show that the probability that |Et(S, V \S)| increases
is usually larger than the probability it decreases. Therefore, we model |Et(S, V \S)| as a
random walk on N with a bias towards large values of |Et(S, V \S)|, i.e., a birth-and-death
chain. Using standard argument about birth-and-death chains, we show in Lemma 4.6.1
that it is very unlikely that |Et(S, V \ S)| becomes much smaller than |E0(S, V \ S)|. By
a similar argument, in Lemma 4.6.3 we also show that the degrees of all nodes in S are
approximately the same as their original degrees in G0. This ensures that the conductance
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of a single set S is preserved after t = O(dn log n) steps. We then use a union bound
argument to show that, with high probability, the conductance of the entire graph is
preserved. For certain value of d, however, we cannot afford to use an union bound an
all the possible sets of vertices. To overcome this, we show that we need to apply this
union bound only for connected sets S. By carefully bounding the total number of such
sets with respect to the maximum degree in G0, we are able to establish the lemma.
We can now give an outline of the proof of Theorem 4.4.3. The idea is to show
that
∥∥∥µt+1πt+1 − 1∥∥∥2,πt+1 is smaller than
∥∥∥µtπt − 1∥∥∥2,πt (unless the latter is already very small).
We do this by first relating
∥∥∥µtπt − 1∥∥∥2,πt with
∥∥∥µt+1πt − 1∥∥∥2,πt . More precisely, we can use
Lemma 4.3.1 and Lemma 4.6.1 to show that the latter is smaller than the former by
a multiplicative factor that depends on ΦG0 . Then, we bound the difference between∥∥∥µt+1πt − 1∥∥∥2,πt and
∥∥∥µt+1πt+1 − 1∥∥∥2,πt+1 . In particular, by exploiting the fact that at each step
only O(log n) random edges can be deleted with high probability, we are able to show
that
∥∥∥µt+1πt+1 − 1∥∥∥2,πt+1 is not much larger than
∥∥∥µt+1πt − 1∥∥∥2,πt . Finally, by putting together
all these argument, we show that
∥∥∥µtπt − 1∥∥∥2,πt is monotonically decreasing in t, at least
until the walk is mixed. This establishes the theorem.
In the following analysis we need a standard Markov chain called birth-and-death
chain [58, Chapter 2]. It is a random walk (Zt)t∈N on N whose transition probabilities are
position based. Formally, we define
∆Zt := Zt+1 − Zt =

+1 w.p. bZt
0 w.p. rZt = 1− bZt − dZt
−1 w.p. dZt
, (4.8)
where (bZt , rZt , dZt) are the probabilities that the position of the walk increases by 1,
remains, and decreases by 1. bZt and dZt are functions depending on the position Zt
of the walk. Furthermore, we also need to define the hitting time of a random walk
τab := min{t ∈ N : Zt = b, Z0 = a}, which is the time the walk requires to hit b starting
from Z0 = a.
For a birth-and-death chain moving between 0 and m, the stationary distribution of










and if all bZt = b
′ and dZt = d
′, wk = (b
′/d′)k. The birth-and-
death Markov chain is time-reversible [58] as defined in Sec. 4.3. Hence π(x)P t(x, y) =
π(y)P t(y, x) where P is the transition matrix of the Markov chain and P t(x, y) is the
t-step transition probability from x to y.
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To prove Lemma 4.6.1, we first lower bound the number of edges in Et(S, V \ S) and
then upper bound the volume of S in Gt for any t = O(nd log n). The following lemma
proves that the number of edges on the boundary of any set S will not decrease to ε less
than the initial number with high probability.
Lemma 4.6.2 (Lower bounding |Et(S, V \S)|). Given the assumptions in Lemma 4.6.1,
for one set S, let Mt = |Et(S, V \ S)| be the number of edges on the boundary of S in Gt.
Let M0 = m0 be the initial number. Denote P [τab ≤ t] the probability that a walk starting
from a hits b before t. Then for any constant ε ∈ (0, 1), we have
P
[
τm0mT = O(nd log n)
]
=
O(n−c1|S|) if |S|= O(log n)O ( log d
d
)−c2|S|
if |S|= ω(log n)
,
where mT = b(1− ε)m0c and c1, c2 ≥ 4 are constants.
Proof. By the settings of the regime and a Chernoff bound, the number of total changes
in the graph is upper bounded by O(log n), and this holds for each of the first n3 steps
with probability 1−n−Ω(1). Hence in one graph changing step, the quantity |Et(S, V \S)|
changes by at most O(log n). In the following analysis, we condition on this event being
true.
We study the changes of the number of edges in Et(S, V \ S) by modeling it as a
birth-and-death Markov chain. As mentioned above, from Mt to Mt+1, there are at most
O(log n) possible modifications. If we “unpack” them into single changes, then each
change can be regarded as a random change on the number of edges in E(S, V \ S).
Each change on an edge slot can add an edge if there is no edge, remove an edge if there
is an edge, or keep it as it is. Hence we build a birth-and-death chain (M ′s)s∈N where
M ′0 = M0 = m0 = m
′
0 and mT = m
′
S = b(1 − ε)m0c. M ′s is still the number of edges
in E(S, V \ S), but the time stamp represents the number of random changes we apply
on the graph. From Mt to Mt+1, the graph changing step can contribute O(log n) such
random changes for (M ′s)s∈N. We denote s(t) be the total number of random changes
before time t (included).
Hence the transition probability of this birth-and-death chain is then defined as: for
all s ∈ [s(t), s(t+ 1)],
∆M ′s := M
′
s+1 −M ′s =






0 w.p. rM ′s = 1− bM ′s − dM ′s
−1 w.p. dM ′s ≤
Mt+O(logn)
|S|(n−|S|) · q
When the chain is at the position M ′s and one random change happens, the probability







· p because it first needs to choose an
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and then with probability
p it adds an edge. However note that from Mt to Mt+1, the random changes are not
independent because if one random change picks one edge slot, the other changes caused
by the same graph changing step cannot choose the same edge slot again. Hence the
actual number of empty slot is in fact lower bounded by |S|(n − |S|) −Mt − O(log n).
Hence the probability bM ′s has the lower bound as shown above. This argument works
similarly for dM ′s . Due to the assumption that the initial graph has degree Ω(log n), these
bounds would still remain to be of the same order.










, hence the ratio is
bM ′s
dM ′s
≥ (|S|(n− |S|)−Mt +O(log n)) · p
(Mt +O(log n)) · q
= Ω(|S|).
The current regime can give us appropriate constants such that
bM′s
dM′s
≥ 4. Even if at the
beginning the ratio may not satisfy this condition, there always exists a constant threshold
ε′ such that when M ′s falls below (1− ε′)m′0,
bM′s
dM′s
becomes less than 4. Hence w.l.o.g. we
can wait until then and assume we start with
bM′s
dM′s
≥ 4. Note that m′0 depends on |S| so
we do the following case analysis.
For small sets, |S|≤ 100 log n: By the assumption that the conductance is a constant,
we have M0 = Ω(|S|log n). By (4.9) π(m′S) = O(1/4εm
′
0) and π(m′0) ≥ 3/4. By the




















































where c1 ≥ 4 is a constant.
For larger sized sets, |S|> 100 log n: By our assumption that the conductance is
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Ω(log d/d). We have m′0 = Ω(|S|log d). Then
bM′s
dM′s
becomes O(d/log d). Hence π(m′S) =
O((log d/d)εm
′




















where c2 ≥ 4 is a constant.
Lemma 4.6.3 (Upper bounding the volume, vol(S)). Given the assumption in Lemma
4.6.1, for one set S, let Nt = volt(S), the sum of the degrees of the vertices of S in Gt.
Let N0 = n0 be the initial volume. Denote by P [τab ≤ t] the probability that a walk starting
at a hits b before t. Then for any constant δ ≥ 0, we have
P
[
τn0nT = O(nd log n)
]
= O(n−c|S|),
where nT = d(1 + δ)n0e and c ≥ 4.
Proof. Denote Nt the volume of the set S at time t then we have another birth-and-death
chain (N ′s)s∈N similar to the previous proof where N
′
0 = N0 = n0. Let s(t) denote the
number of random changes before time t (included). For all s ∈ [s(t), s(t+ 1)],
∆N ′s := N
′
s+1 −N ′s =







0 w.p. 1− bN ′s − dN ′s
−1 w.p. dN ′s ≥
Nt−O(logn)
(n−1)|S| · q





((n− 1)|S|−Nt +O(log n)) · p
(Nt −O(log n)) · q
)
.
This ratio is always a constant in our regime. Similar to the previous proof, we may
not have a good ratio at the beginning, but there is always a constant threshold δ′ such
that when N ′s = (1 + δ
′)N ′0 the ratio b/d is less than 1. Then by applying the same
birth-and-death chain technique, we prove the lemma.
Now by combining the above two lemmas we can prove Lemma 4.6.1.
Proof of Lemma 4.6.1. We have showed that for one set S, within O(n log2 n) steps, the
number of the edges on the boundary will not be ε smaller and the volume will not be δ
larger than they originally were with high probability.
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We apply a union bound to bound the conductance ΦG of the entire graph. By Lemma
4.9.3, ΦG is revealed by just looking at the connected sets. Let G̃ be the union of all graphs
from G1, ..., Gt. Then all the possible connected sets that ever exist in G can be found in
G̃. The number of all connected sets for one certain graph Gi is upper bounded by those
in the union graph. By Lemma 4.9.4, the number of connected sets of size |S| is bounded
by n ·∆|S| where ∆ is the maximum degree in G̃. By applying the birth-and-death chain
argument for |S|= 1, the maximum degree ∆ of the union graph should be upper bounded
by O(d). Hence below we use n ·O(d2|S|−2) for the union bound when needed.
Denote E1(S) the event that the number of the edges on the boundary of S ever reaches
the ε less than the beginning. By union bound and Lemma 4.6.2, the probability that
















































where c1, c2 are the constants used in Lemma 4.6.2 and c3 ≥ 4 is a constant.
Denote E2(S) the event that the volume of S reaches δ larger than the beginning.

















where c is the constant used in Lemma 4.6.3 and c′ ≥ 4 is a constant.
By combining everything above, we can lower bound the conductance. If the initial
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where ε, δ are the constants used in Lemma 4.6.2 and Lemma 4.6.3. For simplicity and
also because of the arguments we have made along this proof, we choose come constants
to be 4 in our final statement of the lemma.
Proof of Theorem 4.4.3. We establish the theorem by showing unless
∥∥∥µtπt − 1∥∥∥2,πt is al-
ready small,
∥∥∥µtπt − 1∥∥∥2,πt will significantly decrease at each step. In particular we relate∥∥∥µtπt − 1∥∥∥2,πt to
∥∥∥µt+1πt+1 − 1∥∥∥2,πt+1 in two steps:
(1) We lower bound the change between
∥∥∥µtπt − 1∥∥∥2,πt and
∥∥∥µt+1πt − 1∥∥∥2,πt ;
(2) We upper bound the difference between
∥∥∥µt+1πt − 1∥∥∥2,πt and
∥∥∥µt+1πt+1 − 1∥∥∥2,πt+1 .




















where λ2(Pt) is the second largest eigenvalue of Pt, the transition matrix of Gt.
Step 2: Next, we upper bound the difference between
∥∥∥µt+1πt − 1∥∥∥2,πt and
∥∥∥µt+1πt+1 − 1∥∥∥2,πt+1 .
Due to the randomness of the graph we will compute the expectation of this difference. In
the following analysis we condition on the event that at any time t, |Et|∈ [(1−o(1))nd, (1+































































































degt(y) · (1− ε) degt(y)
(1− (1− q)degt(y)) (4.11)





























where |E|= nd and d = (n− 1)p̃. The ε is the constant used by Lemma 4.6.1. degt+1(y)
will not decrease to ε smaller than degt(y) with probability 1−O(n−c). From line (4.10)
to line (4.11) we upper bound the expectation by only considering the cases where the
difference is positive, i.e., degt(y) ≥ degt+1(y). In line (4.11), by Lemma 4.6.1 we know
degt+1(y) will not be smaller than
1
2
· degt(y) with probability 1−O(n−4). Moreover, the
probability 1 − (1 − q)degt(y) is the probability that at least one of the edges connected
to y at time t changes at t + 1. In line (4.12), we hide unimportant constants in the O-
notation and we use the inequality (1− q)degt(y) ≥ 1− q ·degt(y). Since q = O(log n/(dn))
by assumption, we get O(log n/n) in line (4.12).









































































By Theorem 2.4.2 and the laziness of the walk,
Φ2Gt
2
≤ 1− λ2(Pt) ≤ 2ΦGt .
Since we assume the conductance is lower bounded by O(log d/d), we have λ2(Pt) ≤
1 − O(log2 d/d2) and hence ((n + log n)/n)λ22(Pt) ≤ 1. Therefore in expectation the `2
distance shrinks by a factor less than 1 but with an additive term. By a similar analysis
for the static graph in [58], after O(log n/Φ2G0) rounds, the expected distance to πt is
at most O(
√
log n/n). By Lemma 4.6.1, we know this holds for poly(n) time. Hence it
suffices to apply Markov’s inequality and union bound to show that the expected distance
is small with probability 1 − O(n−c) on a polynomially long time interval as required in
the mixing time notion.
4.6.2 Negative result for mixing in the sparse and slowly-changing
case
Proposition 4.4.4 (Slowly-changing and sparse, slow mixing). Let p = O(1/n2) and
q = ω(1/(n log n)). Consider a random walk on G(n, p, q) with starting graph G0 ∼ G(n, p̃)
with p̃ = p/(p+ q). Then, tmix(G(n, p, q)) = Ω(n).
Proof. Consider the graph G0 ∼ G(n, p̃). Notice that p̃ = o(log n/n) is well below the
connectivity threshold of Erdős-Rényi random graphs. Therefore, with high probability,
there is at least one isolated vertex in G0; call this vertex u and assume the random walk
starts from that vertex. The probability that u remains isolated in the steps 1, 2, . . . , t is
at least
(1− p)(n−1)·t ≥ (1−O(1/n2))(n−1)·t ≥ 1−O(t/n).
Therefore, with at least constant nonzero probability, there exists a constant c > 0 such
that, for any t ≤ c · n, µut (u) = 1. Since πt(u) = 0, this implies that ‖µut − πt‖TV = 1.
Actually the proof reveals a stronger “non-mixing” property; if the random walk starts
from a vertex that is isolated in G0, then this vertex will remain isolated for Θ(1/(np))
rounds in expectation, and in this case the random walk did not move at all!
87
4.7 Discussion
We now discuss where our results fit in the literature. Classical research studies random
walks on static graphs with different topologies (see references in the introductory section).
Recently, more and more research has started focusing on dynamic graphs [11, 56, 25, 26,
27, 89, 74, 73, 47, 86].
To be more practical, we intentionally choose a special type of dynamic graph, i.e., the
evolving graph model. The main feature of this type is that each graph (except for the
first one) depends on the previous graph in the sampled graph sequence, which is closer
to the real-world scenarios. Another benefit is that this helps us avoid some unnecessary
counter examples in the analysis because an arbitrary dynamic graph sequence can be
used by an adversary to create a bad graph to deny many meaningful results.
Previous results, especially in [11, 86], assumed that the graphs in the sequence share
the same stationary distribution, which is quite a strong assumption. In our analysis, we
do not assume it and classify the model into smaller regimes by controling the parameters
(p and q). Since we relax the condition, the result is slightly weaker than previous ones.
We show the convergence behaviours in certain regimes (like slowly-changing and dense
regime) and some negative results in the other regimes. This is the main difference and
contribution we have made in our research.
4.8 Conclusion
In this chapter, we investigated the mixing time of random walks on the edge-Markovian
random graph model. Our results cover a wide range of different densities and speeds
by which the graph changes. On a high level, these findings provide some evidence of
the intuition that both of the two properties “high density” and “slow changes” correlate
with fast mixing.
For further work, one interesting setting that is not fully understood is the semi-sparse
(d = Θ(log n)) and fast-changing (q = Ω(1) > 0) case. While we proved that the random
walk achieves some coarse mixing in O(log n), we conjecture that strong mixing is not
possible. Another possible direction for future work is, given the bounds on the mixing
time at hand, to derive tight bounds on the cover time (i.e., the expected time for a particle
to walk through all vertices). Finally, it would be also interesting to study the mixing
time in a dynamic random graph model, where not all edge slots are present (similar to




As mentioned before, the edge-Markovian graph model G(n, p, q) is similar to an Erdős-
Rényi graph G(n, p̃) where p̃ = p
p+q
. The mixing time of the graph chain has not been
proven formally in previous works. Hence, we provide a proof for the sake of complete-
ness. We remark that since an edge-Markovian model is a time-homogeneous (i.e., static)
Markov chain, the classical definition of mixing time (Definition 4.3.4) applies.
Theorem 4.9.1 (Graph chain mixing time). For an edge-Markovian model G(n, p, q), the
graph distribution converges to the graph distribution of the random graph model G(n, p̃)
where p̃ = p
p+q






for p+ q 6= 1, and tmix(ε) = 1 if p+ q = 1.














. By using standard Markov chain arguments (see,
e.g., [58, Chapter 1]), 1 − p − q is an eigenvalue of the transition matrix. Hence the
convergence rate at each step is 1− p− q, i.e.,
‖µt+1 − π‖TV ≤ |1− p− q|‖µt − π‖TV .






















. When p+q = 1, instead, the graph mixes immediately, which confirms
the fact that in this regime the graph model is equivalent to a sequence of independent
graphs from G(n, p̃).
Remark 4.9.2. Theorem 4.9.1 essentially tells us that, whenever at least one between
p and q is large (e.g., Ω(1)), the graph chain quickly converges to G(n, p̃) with p̃ = p
p+q
.
This suggests that for a fast-changing edge-Markovian model G(n, p, q) with q = Ω(1), we
can consider w.l.o.g. the starting graph G0 as sampled from G(n, p̃).
The graph chain mixes like a standard Markov chain. This in fact makes us think if
we can prove our results from that perspective. Unfortunately the hard technical problem
in that direction is that the graph chain is non-reversible, which means many good tools
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for reversible chains cannot be applied. Also the graph chain has a huge space compared
with n. It should contain all possible graphs with n nodes. Therefore in this thesis, we
consider more combinatorial methods to solve the problem. However the mixing property
of the graph chain is still an interesting problem, which deserves more research.
4.9.1 Missing proofs in Section 4.6.1





Proof. By definition the conductance of a graph ΦG is
ΦG = min
S⊆V,|S|≤n/2
|E(S, V \ S)|
vol(S)
Assuming the graph conductance is achieved by a disconnected set D. W.l.o.g. we
assume it has two connected components A and B. Then since there are no edges between
A and B, we have
ΦG = ΦG(D) =
|E(A, V \ A)|+|E(B, V \B)|
vol(A) + vol(B)
Then by a simple inequality,
ΦG(D) ≥ min
{






where |A|, |B|≤ |D|≤ n/2. By induction, this holds for all disconnected sets with more
than two connected components. Hence if there exists a disconnected set D which gives
the minimum conductance over the entire graph then there must exist a connected set S
in the graph which also achieves this conductance.
Lemma 4.9.4. Let G be a graph with n vertices and the maximum degree is ∆. The
number of all the connected sets with k vertices is at most n ·∆2k−2.
Proof. For a fixed k > 0, we define an encoding which can represent a path of length
2k starting from a certain node. First we label n vertices from 1 to n. Then when
enumerating all paths of length 2k, we first output the label of the starting vertex, then
for its neighbours we sort them based on their labels and then use the ranks in the
following output.
The output should start with a label which represents the root node which is from 1
to n. Then the following numbers are all less than ∆ because each of them only means
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the rank of a node among all the neighbours of its predecessors. Hence at most we have
n ·∆2k−2 encodings.
There is an injective map between all the connected set of size k with the encoding.
For any such set, there is a spanning tree of size k. A DFS traversal of this tree would
only use each edge of the spanning tree twice. Hence a not necessarily simple path of
length 2(k − 1) must exist. Our encoding essentially gives all possible paths of length
2(k − 1). So there must be such an injective map. The number of the strings in our





Additional Results for Random
Walks on Dynamic Graphs
On the way of the study of the mixing property of the random walks in dynamic graph
models, we also developed some other related results, which can help us understand the
fluctuation of the random walk distribution better.
The reason why we get these results is that, at the very beginning, we are not sure
which the best way is to analyse the behaviour of the distribution of the walk. Since the
chain is essentially time inhomogeneous, which means the transition matrix of the random
walk is changing over the time, it is natural to think of the measure used in Saloff-Coste
et al. [79, 80]: merging time. Intuitively speaking, this means that for any two initial
distributions µ0 and µ
′
0, after running the random walk process for both of them on
the same inhomogeneous chain, the distance between the two probability distributions is
small. In other words, µt = µ0P1P2 · · ·Pt and µ′t = µ′0P1P2 · · ·Pt are close to each other.
However, it is extremely hard to analyse the case where Pi and Pi+1 has dependencies as
defined in the edge-Markovian model. Hence in our study we only analyse the independent
case, which corresponds to the edge-Markovian model with p+ q = 1.
Another natural idea is just to look at the largest probability in the distribution, so
we can monitor the amplitude of the entire distribution. If it is upper bounded by a
sufficiently small value, then we can tell that even thought the walk distribution does not
converge to a stationary distribution, it would not fluctuate very much.
5.1 Merging time: another dynamic mixing
In this section, we present the definition of the merging property. Note that we only
consider the independent case from the edge-Markovian model. We then prove that the
merging phenomenon does appear in the independent case.
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Definition 5.1.1 (Merging times). Given two starting distribution µ0 and µ
′
0, the tran-
sition matrices at each time is {Pt}nt=0, the merging time is defined as:
tmerg(ε) := min{t ∈ N : ‖µt − µ′t‖TV ≤ ε},
where µt = µ0
∏t







The merging time essentially captures the phenomenon that if we start from two
different distributions and going along the same time inhomogeneous Markov chain, they
eventually get close to the same distribution. This is not generally true for any time
inhomogeneous Markov chain, but we can here prove that it can be true for the chain
created by the independent case edge-Markovian model, which is interesting.
Theorem 5.1.2 (Merging time in the independent case). For the independent edge-
Markovian model G(n, p, q) where p + q = 1, starting from two different simple random
walk distributions µ0 and µ
′
0 and {Pt}nt=0 are the transition matrices corresponding to the
graphs generated by the edge-Markovian model, the merging time is O(log n).
Before moving on to the proof of this theorem, we first need to prove a helping lemma.
Lemma 5.1.3. Given G(n, p, q) where p+ q = 1, let µt be the distribution of the random
walk on G at time t. Let d = (n − 1)p̃ ≥ 2 be the expected degree where p̃ = p/(p + q) =
p. For any two initial distributions x0 and y0 running on the G(n, p, q), i.e. xt+1 =














‖xt − yt‖22 .
Proof. We use the 2-norm notation only in this proof to avoid unnecessary coefficients.





















P [|Γt(u)|= 0] · (xt(u)− yt(u))2 + P [|Γt(u)|≥ 1] · E
[
(xt+1(u)− yt+1(u))2
∣∣∣ |Γt(u)|≥ 1]] .





e−d · (xt(u)− yt(u))2 +
1
4













which is the desired result.
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Now we can prove Theorem 5.1.2 by using this lemma.
Proof of Theorem 5.1.2. We apply the previous lemma t times and we will get that after
time t = Θ(log n) the expected distance between the two distributions is exponentially
small. Hence for a time interval we can use Markov’s inequality and union bound to prove
that in that interval the distance keeps being small with probability 1− O(n−c) where c
is a constant greater than 1. After the two distributions become the same, their distance
keeps being 0 forever.
The decreasing 2-norm does not directly imply the decrease of the total variation.
However, if the 2-norm distance decreases to an exponentially small value, the total
variation distance cannot be too large. For example, if the 2-norm distance is 1/n3, then
the total variation distance is at most 1/n. This gap may look huge but it is acceptable
because we can reach 1/n3 regardint the 2-norm distance in O(log n) time.
5.2 A lower bound for the sparse case
On the way to study the random walk in dynamic graphs, we discover an interesting
phenomenon: even if the graph at each step is very sparse (please review Section 4.4 for
its definition) and also the walk distribution has become smooth already, it can still get
some fluctuation with respect to its `∞ norm (the maximum entry) of the distribution
very quickly. This means that the walk distribution will never smooth for a long time,
even if the graph changes slowly. It is interesting because usually for normal random
walks on sparse graphs, the fluctuation in the walk distribution is very small and may
keep steady for a while. However, here we show that even in the next step, the change in
the entire distribution can be huge for sparse dynamic graphs.
Theorem 5.2.1. For all t = Ω(log n) and a constant 0 < c ≤ 1/600, with probability
1−O((log n)log log logn) the `∞ is at least Ω
(
c logn
n log log2 n
)
.
Proof. After t = Ω(log n), the graph process converges to G(n, p̃). The proof of this lemma
mainly uses the following lemma. The idea is to show that even at a certain time t the
probability distribution µt is smooth, with high probability in the next time step, there
will be a high probability node created.
Lemma 5.2.2. Starting at an arbitrary time step t = Ω(log n), then with probability
1 − n−ε where ε is a positive constant smaller than 1, the sampled graph Gt−1 ∼ G(n, p̃)





, then with probability 1 − O(1/(log n)log log logn) over the randomness of Gt
given Gt−1, we have Ω(n





in Gt and they hold probability




in µt+1 after one step random walk in Gt where c is a constant
such that 0 < c ≤ 1/600.
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The proof of the above lemma can be found after this proof. The lemma says that if
we do not have large probabilities in the vector µt, i.e., the distribution is smooth, then
with high probability in µt+1 we have at least Ω(n




n log log2 n
)
.
Furthermore, please note that we have shown that there are not only constant many
such nodes but Ω(n0.8) such nodes. This means the distribution can be far away from
being uniform or smooth with high probability even if in the previous step it is already
very smooth. We can derive a quick corollary from the previous theorem.
Corollary 5.2.3. For all t = Ω(log n), the total variation distance between µt and a
uniform distribution is lower bounded by Ω
(
logn
n1−ε log log2 n
)
where ε ∈ (0, 0.8) with probability
1−O((log n)log log logn).
Below we complete the above proof by filling in the details of Lemma 5.2.2.
Proof of Lemma 5.2.2. In this proof we set precise thresholds, a “high load node” holds
probability larger than or equal to c · logn
n log log2 n
and a “low load node” has probability
strictly less than c · logn
n log log2 n
, where c is a constant in [0, 1/600]. Similarly, a “high degree
node” has more than or equal to logn
log logn




Notice that the nodes with very low load cannot contribute much no matter what
degrees they have. From this point on we only consider the set of nodes with sufficiently
large loads in µt. We only focus on the ones that get degrees below log log n in Gt













x∈St µt(x) ≥ 0.9 because µt(V \St) ≤ n ·
0.1
n
= 0.1. Since there are no high
load nodes at time t, the size of St can be lower bounded:
|St|≥ n ·
0.9 log log2 n
c log n
.
Denote degt(x) the degree of the node x in Gt and deg
S
t (x) the number of neighbours
of x in the set S ⊆ V . The proof sketch is:
1. We extract a subset S ′t ⊆ St in which all nodes have degrees less or equal than
log log n in Gt−1 because the nodes with degrees larger than log log n are very likely
to keep most of their neighbours and contribute less in the next step. Formally:
S ′t =
{




2. We only expose the edges inside S ′t in Gt conditioning on the fact that they have
less than log log n neighbours in Gt−1. After the exposure, we remove the nodes









x ∈ S ′t : deg
S′t
t (x) ≤ 2 log log n
}
.






Step 1 Since t = Ω(log n), Gt−1 can be seen as a sample from G(n, p̃) where p̃ = pp+q . We
apply Lemma 5.5.1 on Gt−1 . By Lemma 5.5.1 and picking the constant in that lemma
δ = 0.9, then there are at least (1−1/log n)|St| nodes in St with degrees less than log log n
in Gt−1. Taking them out would give us S
′







Step 2 Here we only expose the randomness of the edges {u, v} for all u, v ∈ S ′t for Gt. If
the node already gets more than 2 log log n edges within S ′t in Gt, we abandon them and
get S
′′
t . We apply a similar argument as Lemma 5.5.1. By union bound, the probability
that a node in S ′t has degree more than 2 log log n in S
′
t with Gt conditioning on Gt−1 is:








































































































2 log log n− log log n






log n− log log n
)logn−log logn
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≤ log n · 1
(log n)log log logn





(log n)log log logn
)
.





is maximized when i is maximized. Hence the











log logi n · (log log log n− log i− 1)
ii
.
So the zero point is when i = log logn
2
hence the maximum of it is
√
log n. Again we apply
Chebyshev’s inequality as in Lemma 5.5.1:
Var
[∣∣∣{x ∈ S ′t : degS′tt ≥ 2 log log n}∣∣∣] = O(|S ′t|),
and
E













Hence we take S
′′




x ∈ S ′t : deg
S′t
t (x) ≤ 2 log log n
}
and |S ′′t |≥
|S ′t|· (1− 1/log n).
Step 3 For technical reasons we need to restrict the size of St to n/2. If it is less than
n/2 then we do nothing. If it is greater, then we simply move the nodes with smaller
probabilities to V \ St. Now we design an algorithm to expose the randomness little by




t (x) ≥ 0.1 lognlog logn for all x ∈ H.
To prove this algorithm succeeds with high probability we need to prove the following
things:
1. (Line 7-13) With probability 1−O(exp(−n0.8)) the algorithm finds at least Ω(n0.8)
nodes in V \ St such that their degrees in St are greater than 0.1 lognlog logn .
2. (Line 16-22) With probability 1 − O(exp(−n0.8)) there are at least |H|/2 nodes in
H such that all their neighbours have degree less than 3 log log n+ 1.
Proof of point 1: Let k = 0.1 logn
log logn






















t , V \ St, Gt−1.
Output: A set H of nodes with degree at least 0.1 logn
log logn
in Gt and all their neighbours have
degrees less than 3 log log n+ 1.
1 begin
2 H ←− ∅ L1 ←− S
′′
t for i = 1 to |V \ St| do
3 Consider the node ui ∈ V \ St degLit (ui)←− 0 for j = 1 to |Li| do
4 Consider the node wj ∈ Li Reveal the edge {wj, ui} for Gt if {wj, ui} ∈ Gt
then
5 degLit (ui)←− degLit (ui) + 1





8 Let {w̃1, w̃2, ..., w̃degLit (ui)} be the neighbours of ui in Li T ←− true for k = 1
to |degLit (ui)| do
9 if degtV \St(w̃k) > log log n then
10 T ←− false break
11 if T is true then
12 H ←− H ∪ {ui}






In the for loop, each round can remove at most k nodes from Li. Hence there are at least
|S ′′t |/k nodes in V \St to be checked. To prove 1, we use the second moment method. We
define a random variable |H|= |{ui ∈ V \ St : degLit (ui) ≥ k}|. The expectation of X is:















































& exp (log n+ k(log log log n− 2 log k) +O(log log n))
& exp
(
log n− 0.1 log n
log log n
(2 log log n+ 2 log 0.1− 2 log log log n) +O(log log n)
)
= Ω(n0.8).




























Proof of point 2: For all the neighbours of ui, {w̃1, w̃2, ..., w̃degLit (ui)}, for any w̃j,
deg
V \St
t (w̃j) ≤ log log n. In other words, for all w̃j, degt(w̃j) ≤ 3 log log n. By a simi-






t (w̃j) ≥ log log n+ 1
 = O( 1









t (w̃j) ≤ log log n+ 1
 ≥ 1−O( 1
(log n)log log logn
)
.
In conclusion, there are An0.8 high degree nodes in H where A is a constant. For
each of them the probability that all its neighbours have degree less than 3 log log n + 1
is at least 1− O(1/(log n)log log logn). We define a random variable Y := |{ui ∈ H : ∀w̃j ∈
Γ(ui), degt(wj) ≤ 3 log log n+ 1}|. E [Y ] ≥ An0.8(1−O(1/(log n)log log logn)). By applying
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Chernoff again we can have
P
[
















For all the nodes in H, they have at least 0.1 logn
log logn
neighbours each of which has load at least
0.1/n. Hence each would contribute at least 1
60n log logn
considering the laziness. Then the
lower bound of the loads of the nodes in H is logn
600n log log2 n
.
In sum, the total probability of this big event is restricted by step 2, hence the overall
probability bound should be 1−O(1/(log n)log log logn).
5.3 Discussion and Experiments
In sum, the merging or the lower bound results both show some interesting properties
of the random walk on the edge-Markovian model. The merging result shows that if the
graphs are independent from each other, then no matter where you start the random walk,
the walk distribution will eventually reach the same distribution after O(log n) time. The
lower bound result shows that the probability distribution will fluctuate quickly even if
the underlying graph changes slowly.
We support these observations by some simulations and the results are presented
below. We can see that the simulations verified our theoretical results nicely.
5.3.1 Simulation for the merging result
In our simulation (Figure 5.1), the graph has 1000 nodes. The random walk is simple,
i.e., without any laziness. Here p = 1/n = 0.001 and q = 0.5. The graph essentially
is very sparse and also changes fast. The starting distributions µ0 and µ
′
0 are two delta
distributions with different positions holding 1 (hence the initial distance is 2). We can
see that after 10 steps (which is roughly log n) the distance become very small, which
verifies our result.
Figure 5.1: Simulation for merging
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5.3.2 Simulation for the lower bound result
In this simulation (Figure 5.3), the graph has 1000 nodes again. This time we observe the
change of the fluctuation of the `∞ norm of the distribution. We can see that it decreases
first and then fluctuate around a certain value. It never falls below some threshold from
the experimental data. The figure may not show the fluctuation clearly but the data
fluctuate in [0.0025, 0.0041]. The data below was computed by averaging 10 independent
runs.
Figure 5.2: Simulation for the `∞ norm of µt
As also mentioned in Corollary 5.2.3, another way to amplify the fluctuation for us
to observe is to check the total variation distance between the distribution µt and the
uniform distribution. Here we use the same data but this time we do not only check the
`∞ norm of it to verify this corollary. We compute the total variation distance between
it and the uniform distribution.
Figure 5.3: The total variation distance between µt and the uniform distribution
We can see that the fluctuation never stops but it always stays within a range. The
value becomes smaller than the previously mentioned interval because in the total varia-
tion distance each entry of µt needs to subtract 1/n.
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5.4 Missing proofs
5.4.1 Missing steps in Lemma 5.1.3
Here we show the missing steps in the previous section. Due to the technical reasons, we
use a top-down style to present it, i.e., we first demonstrate the main steps and leave the





















P [|Γt(u)|= 0] · (xt(u)− yt(u))2 + P [|Γt(u)|6= 0] · E
[






P [|Γt(u)|= 0] · (xt(u)− yt(u))2





































2 ∣∣∣∣∣ |Γt(u)|6= 0

(5.1)










‖xt − yt‖22 ,
where Zv is the random variable for the number of neighbours of a vertex v except u
after we have known that v is a neighbour of u. Note that for v1, v2 ∈ Γt(u), Zv1 , Zv2 are
negatively correlated. |Γt(u)| is a binomial random variable from Bin(n − 1, p̃) and 11+Zv
is also a random variable.
5.4.2 Expansion of Line (5.1)






















































































5.4.3 Expansion of the numbered lines































P [Zv1 = z1, ..., Zvi = zi]
∑
v1,...,vi










































































































































In the above and below calculations, (5.4) is used many times. It involves the expectation
of the reciprocal of the random variable Zv. The details on how to compute this quantity
is delayed to Section 5.4.4.2.













































































































Here (5.5) is similar to (5.4). We leave the calculation of it in Section 5.4.4.2.
5.4.4 Missing proofs in the previous section
5.4.4.1 Negative correlation
We need to use a concept in probability in the above proof: negative correlation. X, Y
are called negatively correlated if P [X, Y ] ≤ P [X] · P [Y ].
Proposition 5.4.1. Let Zv be the random variable which represents the number of neigh-



















(xt(v)− yt(v))(xtv′ − ytv′)




































(xt(v)− yt(v))(xtv′ − ytv′)
















(xt(v)− yt(v))(xtv′ − ytv′)
(1 + Zv)(1 + Zv′)
]












∣∣∣∣ |Γt(u)|≥ 1]E [xt(v)− yt(v)1 + Zv
]2
.
Note that the second equality is true because we can apply Wald’s equation on both terms.
The number of the first quadratic term is simply |Γt(u)|, as for the second quadratic term,
we are choosing 2 different vertices out of Γt(u).
We now can show the last inequality above:
E
[
(xt(v)− yt(v))(xtv′ − ytv′)




(xt(v)− yt(v))(xtv′ − ytv′)
(1 + Zv)(1 + Zv′)
∣∣∣∣∣ v ∼ v′
]
P [v ∼ v′]
+ E
[
(xt(v)− yt(v))(xtv′ − ytv′)
(1 + Zv)(1 + Zv′)
∣∣∣∣∣ v  v′
]
P [v  v′]





(xt(v)− yt(v))(xtv′ − ytv′)
(2 + i)(2 + j)
P [Zv = i+ 1|v ∼ v′]P [Zv′ = j + 1|v ∼ v′]





(xt(v)− yt(v))(xtv′ − ytv′)
(1 + i)(1 + j)
P [Zv = i|v  v′]P [Zv′ = j|v  v′]










P [Zv′ = j + 1|v ∼ v′]

































P [Zv′ = j, v  v′]





















































































Note that P [Zv = 0, v ∼ v′] = 0,P [Zv = n− 2, v  v′] = 0.
5.4.4.2 Calculating (5.4), (5.5)





, which was labeled as
(5.4). Now we show how to compute it.
Proposition 5.4.2. For a Binomial random variable X ∼ Bin(n, p),




















E [X|X ≥ 1] =
n∑
i=0




i · P [X = i]
P [X ≥ 1]
=
E [X]
















i2 · P [X = i]
P [X ≥ 1]
=
E [X2]
1− P [X = 0]
=
np(1− p) + n2p2
1− (1− p)n















Before we prove this proposition, we show the following proposition to help us.
Proposition 5.4.4. Let P be the transition matrix of a simple random walk on a graph
G = (V,E) ∼ G(n, p). Then, for any u, v ∈ V , it holds that
E [P(u, v)] =
(1− p)n−1 conditioning on u = v1−(1−p)n−1
n−1 conditioning on u 6= v
Proof. First notice that, for any u ∈ V ,
E [P(u, u)] = P [u is isolated] = (1− p)n−1.
By symmetry, E [P(u, v)] = E [P(u,w)] for any v, w ∈ V \{u}. Moreover, E [P] is a linear
combination of stochastic matrices and, hence, stochastic itself. Therefore, for any u 6= v,




Now we are ready to prove Proposition 5.4.3.
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Proof of Proposition 5.4.3. Let Zv ∼ Bin(n− 2, p). Notice that, for u 6= v,
































5.5 Missing proofs in Section 5.2
Lemma 5.5.1. For G(n,O(1/n)) and any constant δ > 0,
P
[










Proof. The probability that a node has degree greater than k is


























. We apply Chebyshev’s
inequality. Thus need to find the covariance of 1deg(x)≥k and 1deg(y)≥k for any two nodes






























































≤ n(γ − γ2) + n2O(γ2/n)
≤ nγ − nγ2 +O(n)
= O(n),
and
E [X] = n · log n
(log n)log log logn































In this final chapter, we give a conclusion of the thesis and discuss our results and their
relevance to previous works again. We will emphasise again the origin and main motivation
of the thesis. We also discuss our results and models on a high level, and point to some
potential refinements and extensions. In addition, we also explain how our works fit in
the related literature and a wider computer science world. At the end of this chapter, we
will also conclude potential further research directions.
6.1 Summary of our results
The main motivation of this thesis is to understand how randomisation impacts two
classical distributed computing problems: load balancing and random walks on graphs.
The two problems are naturally linked by their analyses based on Markov chain theory due
to their mathematical nature. Our motivation on adding in the randomness is to make
the classical models more realistic, i.e., getting closer to real-world settings. The thesis
studies a number of questions regarding the convergence properties of these processes.
In Chapter 1, we present a general picture of the literature and why we are interested in
our problems. We also give an introduction of our main contribution and results. Chapter
2 provides sufficient background knowledge to understand the mathematical concepts
mainly used in this thesis. Chapter 3 studies the average-case load balancing on networks.
In addition, a more comprehensive literature review is given. The novelty of our results
is to characterise the time used to reach a small discrepancy when the initial loads are
drawn from certain probability distributions instead of considering the worst-case regime
set by an adversary. Chapter 4 is concerned with the analysis of random walks on evolving
graphs. The edge-Markovian model has been studied in the literature before and is an
established and well studied model for dynamic graphs. The contribution of our results
is that we do not assume a uniform (i.e., time-invariant) stationary distribution time as
in [11, 86]. Only a few works in the literature [80, 89] have done the same. Chapter 5
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presents additional results which refine and complement some of the results in Chapter 4.
We believe that these results might be of interest in order to analyse other random walk
parameters, besides the classical notion of mixing time.
6.2 Significance of our results and models
6.2.1 Average case load balancing
The load balancing problem has been intensively studied for several years [20, 42, 91, 3,
34, 75, 66, 13, 4, 17]. Different aspects and models like diffusion vs. matching, continuous
vs. discrete and deterministic vs. randomised, have been intensively studied (see Chapter
3 for more details). They have been used to formalise many problems and usually led
to fairly tight convergence bounds. The essence of load balancing contains only these
key parts: loads, processors, underlying graphs and how the processors transfer their
loads. Since the load balancing protocols are preferred to be local, it is natural to either
communicate with all neighbours (diffusion) or only one (matching); whether the load
can be arbitrarily divided (continuous) or not (discrete); whether we follow exact rules
(deterministic) or not (randomised).
Hence we can see that the existing load balancing literature has already established a
variety of significant results in different models. The novelty of our approach is, however,
to add the randomness somewhere else. Previous randomised load balancing works involve
randomisation only in either the rounding of the loads (analysing the error term) or the
random matching (relating to underlying graphs). Another important direction in load
balancing is called selfish load balancing [14, 16, 2]. There, in each round, every token
chooses a neighbour randomly and decides probabilistically whether or not to migrate to
that neighbour. It is a model which is even more decentralised, because here it is not the
nodes who decide with their neighbours how many tokens should be transferred, but that
decision is left to the tokens themselves, which are selfish agents.
We analyse a setting with randomised initial loads. With this new assumption, we are
initiating a new direction apart from the classical worst-case setting. We derive almost
matching upper and lower bounds on the discrepancy in this case. More importantly, it
also allows us to derive a stronger connection between the time run by the protocol and
the achieved discrepancy. We also compared our results and the previous ones in different
graph topologies, finding that our case converges faster than the worst-case results.
As an important tool to establish our results, we derived a general mathematical the-
orem (Theorem 3.5.3), which shows the gap between the t-step transition probability and






return probabilities of random walks and Markov chains is useful for many other random
processes, e.g., [70].
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6.2.2 Random walks on evolving graphs
Our study follows a line of previous works of random walks on dynamically changing
graphs, e.g., [11, 86, 26, 25, 89]. Dynamic graphs is not new in the random walks field.
Evolving graphs, as an extension, emphasise more on the dependencies between two adja-
cent graphs in the graph sequence. They are often hard to analyse due to their complicated
nature. In most research works, some conditions have to be assumed in order to make
analysing these problems easier. Therefore, one thing that we overcome in this thesis is
that we remove a condition that previous works favour. This makes the problem more
realistic but also much harder.
In our study, we study the behaviours of the random walk on a well-studied evolving
graph model: the edge-Markovian model. In the graph sequence, each graph (except for
the first one) depends on its previous graph. If an edge exists in the previous one, then
it has probability q to disappear in the current graph. If an edge does not exist in the
previous one, it has probability p to appear in the current one. We provide various results,
both positive and negative, for different regimes of this model. Our main observation is
that the random walks on the edge-Markovian model can have a mixing behaviour when
the graph parameters (p, q) make the graph change slowly and dense. For other regimes,
we show negative results like the walk will never mix or weakly mix. The novelty of our
work is that we do not assume the graphs all share the same stationary distribution. We
also give a way to define the mixing time for the random walks in dynamic graphs, which
has not been formally given before.
By randomisation, we bring theoretical models one step closer to real world settings.
Our proof techniques can potentially help with future works where we want to extend
classical results to evolving graphs. For example, the ideas of studying different regimes,
separating the process into different stages and classifying regimes using controlled pa-
rameters can be useful.
We also propose how to analyse such complicated problems: we clean them up before
we analyse them. In our analysis, when encountering the edge-Markovian model, we
divide the model into several smaller regimes. This distinction might be useful in future
studies, for example, to refine our bounds on mixing times or analyse other random walk
parameters such as hitting times or cover times.
6.3 Future work
Generally, it might be hard to develop new protocols other than the diffusion model or the
matching model as discussed in Chapter 3. However, the impact of randomness, as the
entire thesis suggests, can be powerful. A possible but potentially challenging problem
is to study the load balancing in evolving graphs (a combination of the two topics in
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this thesis), where the underlying graph is dynamic. Load balancing in dynamic graphs
is relatively new compared with previous works. When dynamics are involved, problem
usually becomes quite complex in full generality, which may require further restrictions,
leading to different models that could be worth exploring.
With respect to random walks on evolving graphs, in our thesis, the analysis given here
on the edge-Markovian model is already quite complex. Nevertheless, the changing graph
is still (almost) regular and very close to the well-studied Erdős-Rényi random graph.
Hence we can see that analysing evolving graphs, even if there is only a minor modification
on a well-studied model, can still be very challenging. One main benefit of choosing this
edge-Markovian model is that we can borrow some techniques from the results made for
the static Erdős-Rényi model. A huge number of results is known for the connectivity
(conductance and eigenvalues), diameter, degree distribution, giant component (if the
graph is not connected) etc [57, 23, 32, 39, 51, 18]. Since this model was motivated
by other distributed computing algorithms, in particular, information spreading research
results [25, 26, 27], we would hope that that our random walks results might be useful to
understand information spreading, consensus or other dynamics on Markovian-evolving
graphs. One possible line of work is [54] where the authors studied dynamic graphs but
with a backbone (an invariant) in each graph.
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[80] Saloff-Coste, L., and Zúñiga, J. Merging and stability for time inhomogeneous
finite Markov chains. arXiv preprint arXiv:1004.2296 (2010), 1–26.
[81] Sanders, P. Analysis of nearest neighbor load balancing algorithms for random
loads. Parallel Computing 25, 8 (1999), 1013–1033.
[82] Sarma, A. D., Gollapudi, S., and Panigrahy, R. Estimating pagerank on
graph streams. Journal of the ACM (JACM) 58, 3 (2011), 1–19.
[83] Sarma, A. D., Molla, A. R., and Pandurangan, G. Distributed computation
in dynamic networks via random walks. Theor. Comput. Sci. 581 (2015), 45–66.
[84] Sarma, A. D., Nanongkai, D., Pandurangan, G., and Tetali, P. Dis-
tributed random walks. J. ACM 60, 1 (2013), 2:1–2:31.
[85] Sauerwald, T., and Sun, H. Tight bounds for randomized load balancing on
arbitrary network topologies. In Proc. 53rd Symp. Foundations of Computer Science
(FOCS) (2012), pp. 341–350.
123
[86] Sauerwald, T., and Zanetti, L. Random walks on dynamic graphs: mixing
times, hitting times, and return probabilities. In 46th International Colloquium on
Automata, Languages, and Programming, vol. 132 of LIPIcs. Leibniz Int. Proc. In-
form. 2019, pp. Art. No. 93, 15.
[87] Sauerwald, T., and Zanetti, L. Random walks on dynamic graphs: Mix-
ing times, hittingtimes, and return probabilities. arXiv preprint arXiv:1903.01342
(2019).
[88] Sinclair, A., and Jerrum, M. Approximate counting, uniform generation and
rapidly mixing Markov chains. Information and Computation 82, 1 (1989), 93–133.
[89] Sousi, P., and Thomas, S. Cutoff for random walk on dynamical Erdos-Renyi
graph. arXiv preprint arXiv:1807.04719 (2018).
[90] Sousi, P., Thomas, S., et al. Cutoff for random walk on dynamical erdős–rényi
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vol. 56, Institut Henri Poincaré, pp. 2745–2773.
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