To make the increasing amounts of data about the performance of public sector organisations digestible by decision makers, composite indicators are commonly constructed, from which a natural step is rankings and league tables. However, how much credence should be given to the results of such approaches? Studying English NHS maternity services (N ¼ 130 hospital trusts), we assembled and used a set of 38 indicators grouped into four baskets of aspects of service delivery. In the absence of opinion on how the indicators should be aggregated, we focus on the uncertainty this brings to the composite results. We use a large two-stage Monte Carlo simulation to generate possible aggregation weights and examine the discrimination in the composite results. We find that positive and negative "outliers" can be identified robustly, of particular value to decision makers for investigation for learning or intervention, however results in between should be treated with great caution.
Introduction
Healthcare systems, and their failures, have a very high profile in public and political consciousness. There are many groups with an interest in assessing the performance of organisations providing healthcare: the public as consumers and (directly or indirectly) as funders; patient advocate groups, charities and the media; health professionals and the provider organisations' own staff; and, most directly, those with a surveillance, regulatory and/or policy-making role (whom we will term here "decision makers"). These groups present a challenge to analysts, continually calling for more data to be made available whilst desiring an easily-digestible overview, avoiding the need to delve into the detail and context, but without clear and consistent views of how this should be done (Pidd, 2012) . A particular goal of decision makers is to find signals of outliers: bestperforming organisations (for reward or "bestpractice" learning) and the worst (for punishment or intervention/assistance).
Investigations into a succession of major patientsafety scandals in the UK NHS over the last three decades call for more and better data and communication. However, the volume of data is not necessarily the issue. Several of these public inquiries use terms like "awash with data" (Kennedy, 2001, p. 3; Macrae, 2014) , criticising organisations for their inability to make use of data, but nevertheless recommending the collection of yet more. Burgess (2012) notes the very large number of "quality" performance indicators in use in the NHS, which has been characterised as a "hypercomplex" system (Klein & Youngng, 2015) with multiple goals and stakeholders. Macrae (2014) points out that having so much data makes it harder to spot signals, especially "weak signals" (Ansoff, 1975) , of major problems in healthcare systems. The NHS regulator, the Care Quality Commission, is itself wrestling with how to identify potential risks from these big datasets (Bardsley et al., 2009) , as yet unsuccessfully (Griffiths, Beaussier, Demeritt, & Rothstein, 2017) . Such issues are not confined to the UK. For example, in Australia an investigation into excess perinatal deaths (Wallace, 2015) led to the dismissal of a health services board and criticism over failure to detect problems much earlier (Davey, 2015) .
In this environment the use of composite indicators, rankings and league tables for easy consumption by decision makers is very common and appears inevitable (Jacobs & Goddard, 2007; Talbot, 2010) . This is despite criticisms from academics about issues such as how aggregation weightings are chosen, the effects of uncertainty in the underlying data and, in particular, evidence that resulting league tables tend to have little discrimination in mid-ranges, see Goldstein and Spiegelhalter (1996) , Jacobs, Goddard, and Smith (2005) and Leckie and Goldstein (2009) . As Pidd (2012) concludes, apparent differences in performance must be approached with great care, particularly in the mid-reaches of league tables where the effects of variation tend to be greatest, though they may be of use in identifying the extremes, that is their real value may be to provide actionable signals of outlying performance. This is apparent in the confidence-interval approach to aggregate scores produced during examining the robustness of ranking of schools (Leckie & Goldstein, 2009 ) and hospitals (Jacobs & Goddard, 2007) , though this is not a point these authors focus on.
Research into rankings from composite indicators has generally focused on uncertainty about values of the data, making parametric assumptions about the nature of the data-generation mechanisms and searching for statistically-significant outliers, whether as the signal to be identified or as extreme noise to be corrected for (e.g., Spiegelhalter et al., 2012) . Our approach in this paper is to avoid such assumptions which continue to be critiqued (Mingers, 2006; Ziliak & McCloskey, 2008 ) and which we argue would be artificial with the sort of situation we are interested in. Instead we focus on the effects of different weightings that could be used in aggregating the indicators to form a composite score. Therefore, rather than statistical significance, we focus on robustness and size of effects.
The work reported in this paper focuses on the nationally-available performance indicators for maternity services in NHS acute hospital trusts. Maternity is a particularly high-profile domain, and one in which a large number of indicators has recently become available, spanning clinical processes, mortality, regulator judgements and patient experience, but with no consensus on how these might be aggregated. The key effect of uncertainty that we are concerned with here is the impact of possible sets of weights.
Our research questions are:
RQ1. Do the indicators suggest that trusts can be ranked meaningfully? RQ2. Do the indicators suggest that there are clear high-and low-performing trusts?
We assembled data from a wide range of sources, the first time such a comprehensive set has been assembled for maternity; previous studies have focused on particular aspects such a clinical indicators (Carroll, Knight, Cromwell, Gurol-Urganci, & van der Meulen, 2016) or mortality (Manktelow et al., 2015) . We first use population (rather than sample) focused statistical techniques to look for structure across the indicators, but the core technique is a two-level Monte Carlo simulation to perform a probabilistic sensitivity analysis of the effects of different indicator weightings. Thus we are taking the opportunity for operational research (OR) to contribute to this challenge of searching for robust meaning in complex datasets with approaches from the simulation and data mining facets of the discipline (Baesens, Mues, Martens, & Vanthienen, 2009 ). Indeed Royston (2013) lists "accommodating analytics" as one of the challenges for "OR". OR can bring perspectives and techniques beyond econometric-type multivariate statistics which, as Mingers (2006) points out, can be applied with naïve epistemology and very poor predictive performance. Previously, simulation has been used to examine the effect on rankings of random variation (noise) in the individual indicators (Jacobs & Goddard, 2007; Marshall & Spiegelhalter, 1998) but the suggestion to apply it to the aggregation weights (Spiegelhalter et al., 2012 , Expert discussion on the paper) does not appear to have been taken up.
Our results clearly and transparently exhibit an important case of where ranking-position is not very meaningful for "middling" organisations but the extremes can be identified robustly. The message for decision makers is that ranking organisations through composite indicators is dangerous, but potentially valuable for identifying these outliers. This is an interesting situation in which the outliers are the signal in data rather than being distorting noise. We demonstrate the use of simulation, a different and more sophisticated method than applied previously, to combine multiple sources of data and robustly handle uncertainty about the relative weightings of a large number of performance indicators.
Outliers in data
The term "outlier" is used differently in different disciplines and contexts, and consequently appropriate reactions to their presence in data differ. In mainstream statistics an outlier in data often represents a problem. It is generally seen as a rogue, unrepresentative observation, contaminating a dataset and "reducing and distorting the information about the data source or generating mechanism" (Barnett & Lewis, 1994, p. 4) ; it "distorts statistics" (Tabachnick & Fidell, 2013, p. 72) about the underlying "regular" population of interest. Similarly, in the modelling fields spanned by OR, outliers tend to be regarded as disruptive noise in empirical data, inhibiting our estimation of parameters for models in, for example: regression modelling (e.g., Hindle, Hindle, & Souli, 2009 ); demand analysis (e.g., Banerjee & Meitei, 2010; Zhao, Zhao, & Shen, 2017) forecasting (e.g., Trapero, Kourentzes, & Fildes, 2015) and model selection (e.g., Tofallis, 2015) ; simulation (e.g., Hoad, Robinson, & Davies, 2010) ; credit risk scoring (e.g., Florez-Lopez, 2010) ; efficiency frontier analysis (e.g., Daraio & Simar, 2016) ; and case classification (e.g., Yan, Bai, Fang, & Luo, 2016) . Common methodologies are to seek to detect outliers, then consider remedies such as segmenting the data, accommodating them through "robust" methods, or deleting, replacing or down-weighting such data points (Ord & Fildes, 2013; Tabachnick & Fidell, 2013) .
In contrast, there are situations where "outliers" represent some or the important information: valuable signals of unexpected or different (usually interesting) behaviour from the target system under investigation. At the research strategy level, outliers ("anomalous" or "deviant" cases) are crucial in the deductive part of cycles of theory testing and building according to the scientific method, refutation of hypotheses signalling the need for new and better theory (Christensen, 2006; Flyvbjerg, 2011) . In datadriven methods (for example machine learning or data mining), the detection of outliers (commonly termed "anomalies") can also be the goal, detecting cases of interest for example potential financial fraud or equipment fault (Chandola, Banerjee, & Kumar, 2009 ). Howell and Proudlove (2007) found major outliers in fits of multiple-regression models to very noisy retail data picked out cases of fraud or gross mismanagement by store managers. In healthcare, Harley, Mohammed, Hussain, Yates, and Almasri (2005) and Mohammed, Cheng, Rouse, and Marshall (2001; show how statistical detection of outliers in routinely-collected NHS performance data might have alerted authorities to medical malpractice many years earlier, including the case of the mass-murdering general practitioner Harold Shipman. In OR, an outlier may be a divergent individual in a group decision support process who may have a valuable perspective or resist dangerous groupthink in problem structuring (Shaw, Westcombe, Hodgkin, & Montibeller, 2004) or "special cause variation" that needs to be investigated to learn how further occurrences might be designed in or out of a process (Pidd, 2012; Wood, Capon, & Kaye, 1998) .
There are conventional (or "frequentist") statistical approaches to the detection of outliers, for example the Mahalanobis distance (Gnanadesikan, 1997) and funnel-plots are now often recommended to pick out potentially meaningful outliers (Bird, Farewell, Goldstein, Holt, & Smith, 2005) . These rely on assumptions about the distribution of parameters, sometimes after scale transformation, under null hypotheses in order to calculate p-values.
However, assumptions about distributions may be without empirical justification, transformations may be perceived as opaque and unfair, and the distributions of data can mask outliers from p-value detection based on the Mahalanobis distance (Spiegelhalter et al., 2012 , Expert discussion on the paper).
Methodology
The work described in this paper is part of a wider project funded by the Health Foundation in the UK. The project seeks to understand the relationships between structures, processes and capabilities in NHS healthcare providers and their ability to deliver clinical quality and performance improvement (Darley, Walshe, Boaden, Proudlove, & Goff, 2018) . This wider project uses a multimethod approach. The quantitative modelling components described in this paper supported the early stages of the project, examining patterns and structure in the publicallyavailable data. The research questions addressed in this paper informed where to look (at what performance aspects and which trusts) for the qualitative fieldwork case investigation of underlying causal mechanisms.
The collection and reporting of indicators are subject to complex mechanisms which add "noise" to any underlying signal of actual performance. Attempts have been made to estimate the extent of this noise in these types of data by assuming it is random variation and using regressions on longitudinal (3 years plus) data series (resulting in estimates from 1% to 98%), then assuming all the organisations are subject to this randomness drawn from a common normal probability distribution (Jacobs et al., 2005; Jacobs & Goddard, 2007) .
In our case, few of our indicators are regularly and systematically captured, processed and published, so we cannot attempt to do this. However there are also other reasons we chose not to go down this type of statistical route. While there may well be mechanisms involved in the generation of some indicators in some organisations which in aggregation do look like simple natural randomness, other indicators are subject to policy control with different choices being made in different organisations. So assuming a common mechanism seems hard to justify, as would be assuming smooth, unimodal error probability distributions (normal, Poisson, etc.) to enable the calculation of p-values and confidence intervals.
A deeper objection is that the above approach assumes that a set of indicators (e.g., for a year) is a sample (but with n ¼ 1) drawn from a "population" of possible values with inferred characteristics. This focus on sampling error, with necessary distributional assumptions or transformations, then typically takes statisticians down the route of statistical significance as the prime criterion for detecting unusual performance (e.g., Spiegelhalter et al., 2012) . The misuse in many fields of such chains of logic leading to "sizeless" conclusions (ignoring the importance of material significance), and even wrong or non-robust (e.g., non-replicable) "knowledge," is demonstrated and critiqued thoroughly by Ziliak and McCloskey (2008) . Mingers (2006) also draws together the many issues in the (mis-) use of inferential statistics, with particular reference to applications in OR.
Since we have datasets covering all providers (with the caveats below), we regard our data as a population, rather than a sample with some assumed error characteristics. We therefore are using descriptive statistics and inductive structurefinding techniques, rather than conventional inferential statistics based on parametric models from sampling theory. The motivation behind the work is to look for large and robust variation in performance between the hospital trusts which may indicate different causal behaviours and so inform subsequent qualitative fieldwork investigation (the sort of multimethod approach advocated by Mingers, 2006) . There is therefore an implicit assumption that patterns found from these (recent) historical data say something about current performance. A recent study of NHS trusts' performance over many years in a different activity area (short-notice cancelled elective operations) demonstrates both that variation between trusts is large and that relative performance is highly persistent over time (Proudlove, Samarasinghe, & Walshe, 2018) .
In summary, a key feature of our approach is the avoidance of the statistical assumptions and approaches commonly used in performance assessment. Our approach is, though, not completely assumption-free, and we will use the shorthand "assumption-light".
Maternity performance indicator data
We chose to look at maternity services since (i) they are relatively self-contained, isolated in many ways from wider issues affecting the performance of a hospital trust, (ii) they are important, accounting for a disproportionately large and rising share of the NHS's litigation costs (National Audit Office, 2013), (iii) there is a relatively large number of performance measurement indicators becoming available, and (iv) they are particularly high-profile, including the recent Morecambe Bay maternity care scandal (Kirkup, 2015) and concern over unexplained performance variation (e.g., Carroll et al., 2016). Maternity data are collected and published for a range of purposes, and much has become available for the first time very recently. Table 1 lists the sources from which we assembled our dataset.
There are many more indicators on some aspects than others. To prevent some aspects drowning out others we aggregate them hierarchically into four meaningful "baskets" (Spiegelhalter et al., 2012) as shown in Figure 1 .
Despite the effort put into collecting, cleaning, correcting and filtering these national datasets, all sources acknowledge the variable and uncertain quality of the data (e.g., Carroll et al., 2016) . Our approach here is to not regard "outliers" in our population as rare chance outcomes from distributions of (specifiable) randomness or invalid data points, but as real members of the population, though taking a robust approach, as detailed below.
As common, (e.g., Harley et al., 2005; Proudlove, 2012; Spiegelhalter et al., 2012) we use Z-scoring, so that each indicator has a mean of zero and a standard deviation of one, to make them comparable, and with a high Z-score being "bad" (an indicator worse than the mean); where appropriate, indicators are reverse scored. We note that the clinical indicators are not all straightforwardly directional (in the sense that a higher or lower value can be definitively regarded as better or worse). For example, assisted delivery is of course sometimes required for safety, but is also associated with risk of harm so should only be used when necessary; consequently there has been concern about increased rates of intervention without corresponding improvements in maternal or neonatal outcomes, suggesting over-intervention (The Royal College of Midwives, 2007; The King 's Fund, 2008) . Similarly, there is concern about the rise in the caesarean section rate in the UK without evidence of net benefit in terms of outcomes and without evidence of the impact on the long-term consequences for maternal health (Savage, 2000) . CQC inspection reports sometimes praise initiatives to reduce rates of intervention in particular maternity departments (e.g., Care Quality Commission, 2015). We argue, therefore that, in the range of values, higher Z-values generally indicate worse practice.
We noted the frequent caveats from the sources about data quality issues; further, many of the indicators are derived from ratios (rates of occurrences) which can inflate the spread in data. We therefore take the simple, conservative and robust approach, as is common in such circumstances (Baesens et al., 2009; Spiegelhalter et al., 2012) , of Winsorizing the Z-scored indicators (constraining them to ±3) and Z-scoring again to restore centring at zero and spread of one. In practice we found this made little difference to the results.
Additional contextual factors about trusts are maternity volume, MBRRACE Table (risk) category and Unit level (intensity of service), and a measure of complex social factors (CSFs; ethnic and deprivation factors known to influence maternity outcomes; Carroll et al., 2016) but only available for about a third of the cases.
Aggregating indicators
Techniques to deal with multiple indicators, which may be aggregated hierarchically, should be straightforward, easy to explain to a range of stakeholders and robust to potential issues with data quality (Spiegelhalter et al., 2012) . Linear additive models, with weights scaled to sum to one, are straightforward and transparent. Several approaches have been suggested to setting the weights: normative weights (based on expert judgement or surveys) perhaps calculated from multi-attribute decision making techniques such as pairwise comparison; equal weighting; or, since correlations between indicators can result in more weight being put on one aspect than intended (or apparent), setting weights accounting for this, for example derived from conjoint analysis, principal components analysis (PCA) or down-weighting positively correlated variables (Pidd, 2012; Spiegelhalter et al., 2012) . Other simple aggregation systems include decision rules, as used by the CQC in aggregating its five domain ratings to an Overall rating, which can have more face validity for decision makers or clinicians but the results are particularly sensitive to the rules and thresholds imposed (Jacobs et al., 2005) . More complex, so less transparent to stakeholders, methods include "benefit-of-the-doubt": setting each unit's weights to give it the highest relative score, subject to constraints; a special case of data envelopment analysis (Karagiannis, 2017) . However indicators are aggregated though with weighting or rule structures there is often little consensus about how these should be determined, and the results are sensitive to the methodological choices made (Jacobs & Goddard, 2007) . For maternity, there is no expert or normative model for the weightings, as confirmed by our project's small reference group of expert practitioners and clinical academics. Midwives and obstetricians tend to regard birth through different lenses, which give them different professional framings of quality (Graham & Oakley, 1986; MacKenzie Bryers & van Teijlingen, 2010) . There has been a lack of consistency in the quality indicators being used (Boulkedid, Alberti, & Sibony, 2013) , which explicitly motivated RCOG's own clinical indicators project (Carroll et al., 2016) , which deliberately produced a wide set, which we use in this study. Spiegelhalter et al. (2012, Expert discussion on the paper) contains a suggestion to use Monte Carlo simulation to examine the effects of different weights, for example in the range between equal weights and expert (e.g., clinical) judgement. Here, without a steer from such expert judgements, we allow the simulation to pick weights in the range (0,1) for each indicator (which are then scaled to sum to one). In previous work healthcare performance indicator analysis, simulation has been used to examine the possible effects of uncertainty (measurement and random error), with weights only varied deterministically to construct a few scenarios (Jacobs & Goddard, 2007) . Brailsford, Harper, Patel, and Pitt (2009)'s review of healthcare modelling found Monte Carlo simulation to be a fairly common approach, but overwhelmingly used as a secondary technique to a primary method, often for probabilistic sensitivity analysis. Here this is our primary technique.
The basket structure (Figure 1 ) was constructed to allow equal prominence to the four main aspects of performance covered, so we use a two-level simulation design. We use Monte Carlo sampling to generate weights for the indicators within each basket, scaling the weights to sum to one. This is repeated at the higher level, weighting the four baskets to give an overall possible score for each trust. So, for each of n simulation trials a vector of results is produced for the set of t trusts, so this produces a t Â n matrix for each basket. The four basket matrices are then stacked in a third dimension, to form a t Â n Â 4 array (a tensor of rank 3). The higher level of the simulation generates weights for each basket on each trial in the form of a 4 Â n matrix. This is then multiplied along the trials dimension to produce a t Â n results matrix from which the final results are derived. We used the R high-level programming language (The R Foundation), version 3.3.1 for our analyses. In R these operations can be coded very succinctly using array and tensor functions and executed very quickly for example <20 s for 100,000 trials on a not particularly powerful PC. With this number of trials, different random number generator seeds produced no material difference in the final results. R is also very powerful for designing customised graphical output.
Findings

Initial analysis
After excluding trusts that have been dissolved or undergone very major reorganisations over the timeframe of our dataset, we had data for 130 trusts. 55 had some missing data, all this being in the clinical indicators basket. Some of these resulted from the HSCIC's judgements that figures from HES data (submitted by trusts themselves) were too limited or of insufficient quality for the HSCIC to publish. Overall, 8% of the indicator values were missing. With generally low correlations between indicators, and some trusts missing quite a large number of data points, we did not attempt imputation. For the simulation we ran both the complete data only (N ¼ 75) and all trusts (N ¼ 130) with missing values replaced with Z-scores of zero: a neutral contribution. Processes and outcomes in healthcare are obviously affected by the clinical severity of patient cases (case-mix), and larger (higher-volume) services also tend to have facilities to treat higher-intensity cases. The RCOG data have some degree of risk-adjustment, though they note some maternal risk factors were not available to them (Carroll et al., 2016) . Where the same indicator is present in the RCOG and HSCIC sources we found little difference in value. The only major issue with risk-adjustment found in our dataset was Mortality. MBRRACE presented mortality data stratified into five tables (groups) based on the intensity of service provision and volume of cases; the differences in mean mortality rates between tables are material. Therefore, for this study we Z-scored the mortality data separately within each table, with the two lowest-risk tables combined since the smallest contained few trusts.
Considering just the complete cases (N ¼ 75 trusts), an initial correlation sweep of the 47 indicators revealed some very strong intercorrelations (r > 0.8): some variables being essentially proxies for others. To remove this collinearity, nine indicators (eight RCOG and one CQC Inspection) were removed, resulting in the set of 38 across four baskets used (Figure 1 ). Excluding trusts with incomplete data where necessary, we used PCA to look for structure within the indicators both across all variables and within each basket. The structures are weak, with little useful opportunity to collapse the 38 variables into fewer components, which would anyway come at the expense of much-reduced interpretability.
To examine correlations between the baskets, average scores were calculated by equally weighting the sets of metrics within each. Table 2 shows the correlations between these average basket scores plus with an equally-weighted (averaged) total score and also with the contextual variables. The Mortality $ Clinical Indicators correlation just reaches "medium" strength (| r | > 0.3). This may be a result of residual case-mix risk. As noted above, there is risk adjustment in some of the indicators for the type of maternity provision in a trust, but only for some aspects of factors to do with the mother and baby. The other correlations between the baskets and with contextual variables are weak, so overall we have four essentially independent dimensions. The lack of correlation between the Regulator Assessment and the other three baskets is interesting. It suggests that, though the CQC Inspection teams have access to performance indicator data, they may not make much use of it, or that the qualitative data and first-hand observations gathered during the inspection visits may dominate their assessments. Similar conclusions were reached by studies of the inspection process (Walshe, Addicott, Boyd, Robertson, & Ross, 2014) and trying to relate outcomes to sets of indicator data considered particularly relevant in particular service areas by the CQC (Griffiths et al., 2017) . Figure 2 shows the results of using simulation to generate many different sets of weightings of the 38 indicators and four baskets. Essentially this is examining how sensitive the trusts' overall scores are to different weighting possibilities. Figure 2 shows the great variability in total score possible. Only two trusts come out better than average (total score <0) and one worse (total score > 0) in every trial. Trusts with widely-varying scores across individual indicators have a wide range of total score. In particular the trust indicated by the downward pointing triangle has a "tail" of high (bad) total scores, sufficient to frequently produce a higher (worse) score than many of its neighbours when simply arranged by mean (as on Figure 2 ). In fact it has good performance on Clinical Indicators, Regulator Assessment and Patient Experience, but very poor performance on Mortality. When mortality is relatively-highly weighted in a trial, the trust comes out higher (worse) than its neighbours. The other trust picked out (upward-pointing triangle) has very poor performance on Patient Experience, but is good on the other three baskets, resulting in a tail of low (good) scores relative to its neighbours.
Simulation results
Given the variability in trusts' scores under different weighting systems (Figure 2) , we used the percentage of trials in which a trust appeared in the top or bottom deciles (top or bottom 13 trusts) as an overall assessment of its performance. This is shown in Figure 3 .
We included in the simulation the 55 trusts with some indicator data missing, by replacing the missing data with Z-scores of zero (neutral contribution). These trusts are displayed with hollow markers in Figure 3 , and unshaded in Table 3 . They are scattered through the results, and only two exceed the threshold for the number of missing values accepted in previous studies with messy healthcare data (e.g., Jacobs et al., 2005) . Table 3 shows the trusts that come out in the top or bottom decile in more than 50% of the trials. These are the trusts we tentatively identify as outliers. The patterns of performance across the baskets are fairly consistent. Only for trusts BP, DU, and CW is the result dominated by one very good or very poor basket. CW might be a particular concern for the regulator (and potentially for patients) because, as well as the terrible Regulator Assessment, it has a lot of missing data on Clinical Indicators, so the roughly average score (close to zero) on this may be missing unreported poor performance on some clinical aspects. There are no trusts in these top or bottom deciles with very good/poor performance on one basket despite very poor/good performance on the others. The closest is DS, with a fairly good Regulator Assessment but poor performance across the other baskets.
The variances and covariances in the data mean that the simulation produces a selection and ordering of these "outliers" that is more interesting than just an ordering by averages. Region D and smaller (lower volume) trusts do well, but there is insufficient evidence of a pattern. Reordering Figure 3 by number of maternities does not show a relationship by size, so the results we observe are not driven by the natural tendency of smaller-volume units to have relatively higher random variability. Whilst there is a little evidence that CSFs have an impact, the data available on this are very sparse. 
Discussion
As common in the public sector, collecting and using maternity data has been a persistent issue. Over two decades ago a national maternity expert group recommended the routine collection of activity-related data for the purposes of audit, comparison, and service development and planning (Department of Health, 1993) and this is still being pursued. One of the main recommendations of the recent National Maternity Review (Cumberlege, 2016) was to develop a national set of indicators to help local maternity systems track, benchmark and improve the quality of maternity services. The Government now plans for this data system to be operational and publicly available by 2018, and has launched an improvement and innovation programme to learn from best practice, investigate problems and reduce variation in performance (Department of Health, 2016) . There are no recommendations on how providers and the public use and potentially aggregate the planned data for comparison.
The lack of strong evidence from our PCA of patterns amongst our 38 indicators does not help with this. It is perhaps surprising, though fits with the observation that indicators are collected for a wide variety of different primary purposes (Bardsley, 2016; Pidd, 2012) and that quality of healthcare is a highly contested concept (Boaden & Furnival, 2016) .
RQ1: Do the indicators suggest that trusts can be ranked meaningfully?
Our results show that rankings must be treated with great caution, especially in the middle-ranges of "league tables". Figure 2 is more evidence for Goldstein and Spiegelhalter (1996) 's view that rankordering units may lead to spurious, non-robust results, and for the recommendation from the Royal Statistical Society (Bird et al., 2005) that performance measures should always be reported with consideration of the uncertainty underlying their construction. The use of league tables by organisations to accrue status, or by governments to reward organisations (for example with greater autonomy; Talbot, 2010) , should be approached with care and caveats.
RQ2: Do the indicators suggest that there are clear high-and low-performing trusts?
Given the findings on RQ1, rather than absolute rankings, we constructed a metric based on the frequency of membership of the top and bottom deciles (Figure 3 ) to search for trusts that were robustly appearing in these deciles under the majority of Table 3 . Trusts identified as likely to be in the top or bottom decile of trusts across different weighting systems. weightings trials. The trusts identified were shown in Table 3 . We consider these to be "outliers," of potential interest to investigate in order to consider learning from or (for regulators) to intervene in. Indeed the fieldwork part of the wider project conducted in-depth qualitative investigations in a sample of trusts. Inevitably, such very intensive casework can cover only a small number of the 130 trusts, and there is (of course) no objective criterion against which to evaluate the simulation results. Nonetheless, in this small field-investigation sample the classification by the simulation of the trusts into good outlier, "middling," or poor outlier does correlate with the judgemental ratings made by the fieldwork team about the trusts' improvement capability attributes (Darley et al., 2018) . This lends the simulation results at least a modicum of face validity (Balci, 1998) .
Other possible validation approaches could be prediction of future high-profile scandals in maternity care, though these would obviously take some long time to manifest, and replication over time. Replication would be powerful, and should be possible once comprehensive data are released more regularly. However this is not yet possible. We used the useful data available, much of it only very recently released as irregular or one-off analysis projects or programmes.
The findings on RQ1 and 2 are in line with previous research evidence from other healthcare areas that analysis of secondary data may be used to identify potentially divergent practice in healthcare (Harley et al., 2005; Mohammed et al., 2001 Mohammed et al., , 2004 Mohammed, Worthington, & Woodall, 2008; Spiegelhalter, 2005; Tennant, Mohammed, Coleman, & Martin, 2007) . Pidd (2012) also discusses this in the context of educational providers. Though our overall conclusion is the same, new in this article are: the application to maternity services, analysis of so many indicators, the focus on the weightings as the source of the underlying uncertainty, and the use of Monte Carlo simulation to investigate this.
Limitations
There are persistent concerns about the value and quality of performance data in healthcare, including in maternity services, most recently highlighted in the National Maternity Review (Cumberlege, 2016) . Most obviously this was manifest in our data in the form of some missing indicator values. Nonetheless, the aim in this project was to investigate what could be done with the data publicly available, and avoiding parametric assumptions about the mechanisms that generated them. Imputation of missing values was not attempted since the volume was large and we did not wish to make the analysis overly technical and opaque. Due to the way the data were made public, the datasets do not all relate to the same time period, nor is it yet possible to replicate the analyses for other time periods (other than for a very small subset of the indicators). The planned national datasets should enable comparison and monitoring over time.
Though there was quite a lot of missing data, the simulation results were robust to inclusion of the trusts with incomplete data: all the outliers for the N ¼ 75 complete-data trusts were part of the outlier set for the N ¼ 130 all-trusts results, and the incomplete-data trusts' results were scattered through the results without pattern (Figure 3) .
As there was no prior consensus about the relative importance of some indicators over others in the literature or from our Project Advisory Group, our indicator and basket weights were sampled from a uniform distribution with limits (0,1). Where there is justified belief, or some normative model is to be imposed (e.g., Proudlove, 2012) , then other restrictions could be placed on the weights generated in a simulation and/or particular probability distributions used, for example simple triangular distributions around the point judgements of domain experts. Alternatively, a suggestion in Spiegelhalter et al. (2012, Expert discussion on the paper) is to sample weights from the interval between equal weights and a set suggested by clinicians.
Our results on maternity services are, of course, tentative and should not be extrapolated to other units of the hospital trusts. Application to other areas in healthcare and the public sector would be interesting, and we would expect similar results.
Conclusions
This article demonstrates a generic approach to separating signal from noise in situations in which there are several performance indicators. We have used an OR technique, Monte Carlo simulation, to do this more robustly than previous parametric statistical approaches. This new approach reinforces previous findings that when trying to form an overall view from this sort of multi-attribute performance data, there is often little meaningful signal in the middle-range of scores and rankings but that it may still be possible to identify high and low "outliers". The "bathtub curve" shape of Figure 3 is a characteristic of this: showing that a particular small group of organisations appear at the extremes for the majority of weighting possibilities. This is useful since it is these extremes of performance that are what is of most concern to decision makers with a direct role in oversight, regulation and improvement (such as the CQC and NHS Improvement). Previous work in the literature has focused on statistical uncertainty about raw indicator values, and used either fixed aggregation weights or a few sets of weights to produce scenarios. Here we have taken an assumption-light approach and focused on the effect of uncertainty about the weights used to construct a composite indicator in a situation where no normative or expert-judgement weighting model exists.
The R software proved a powerful tool for compact coding, handling the two-and three-dimensional data arrays involved, rapid execution of a very large number of Monte Carlo trials, post-simulation results processing, and designing customised graph formats.
Statement of contribution
The performance of public services is of great concern to governments, the public and the provider organisations themselves. This is particularly true of public health services. In the UK there has been a series of high-profile healthcare scandals, only detected after considerable avoidable death and suffering, resulting in a string of major public inquiries and national initiatives towards improved and more-visible regulatory oversight and monitoring. Large numbers of performance indicators are becoming publically available, leading to inevitable aggregation to produce rankings and league tables. But how reliable and useful are these?
Previous academic work by statisticians suggests that extremes of performance ("outliers") may be identifiable, which is valuable as these are of particular concern to all stakeholder groups, but that between the extremes little discrimination is possible -so league tables are dubious. These studies have used statistical techniques to analyse the impact of uncertainty (noise) in the underlying indicator data. These make parametric assumptions, which are questionable in many circumstances, and the impact of uncertainty about the aggregation weights has not been investigated beyond a few deterministic scenarios.
There is a powerful contribution that OR can make in this consequential area to go beyond conventional statistical approaches, and which is in line with the current OR agenda to engage with "data analytics". In this article, we use a large two-level Monte Carlo simulation to investigate the impact of varying the aggregation weights in a large set of indicators. With this assumption-light approach we demonstrate that identification of divergent performance is also possible in the presence of aggregation weight uncertainty.
The paper also promotes to OR analysts the use of the R software, which is free, scalable, conveniently handles high-dimensional data arrays, has a large library of statistical and other libraries and is very powerful for constructing customised graphical output.
