Graphics Processing Units (GPUs) with high computational capabilities used as modern parallel platforms to deal with complex computational problems. We use this platform to solve large-scale linear programing problems by revised simplex algorithm. To implement this algorithm, we propose some new memory management strategies. In addition, to avoid cycling because of degeneracy conditions, we use a tabu rule for entering variable selection in the revised simplex algorithm. To evaluate this algorithm, we consider two sets of benchmark problems and compare the speedup factors for these problems. The comparisons demonstrate that the proposed method is highly effective and solve the problems with the maximum speedup factors 165.2 and 65.46 with respect to the sequential version and Matlab Linprog solver respectively.
1: Introduction
To solve linear programing problems, the modern computers and efficient algorithms with reasonable computational time have been pursued [1] . The most important groups of solution methods for these problems are Simplex algorithm [2] , Interior-point algorithm [3] , Khachiyan algorithm [4] and so on. Simplex algorithm is one of the best solutions for real problems, although it can fail in degeneracy and cycling. One of the most popular versions of Simplex algorithm is Revised Simplex algorithm [1] .
It should be noted that different applications are developed for solving linear programing problems such as Groubi, AMPL, CPLEX and Matlab see e.g. [5] [6] [7] . Nowadays, graphics processing units (GPUs) along with their distinct memories can be used as coprocessors in modern devices for improving the speed and solving quality of the algorithms. Using such devices alongside CPUs can provide a high performance and efficiency in distributed systems [8] . Various frameworks are developed based on different programing languages for using these capabilities, for example, CUDA, a framework similar to C language, has been designed for NVIDIA GPUs [9] . Also this framework includes some libraries for different purposes, CULA, CUBLAS and NVIDIA LAPAC which are used in numerical calculations [10, 11] .
Although parallel algorithm implementation on GPU needs to understand its architecture to adapt with algorithm, the primary issue is hierarchy memories management method in GPU [8, 12] .
GPU has been used in many computational projects in recent decades. Bolz et al. [13] used GPU to execute conjugate gradient method to solve spars matrix in 2003. In the same year, Krueger and Westermann solved linear systems by GPU instead of CPU [14] .
In [15] researchers have tried to exploit the capability of GPU architecture to solve difficult problems in operating research area. Among computational problems, GPU is widely used to implement optimization algorithms. In Table 1 , we have presented the most outstanding papers in this category. Table 1 . The most important references that have used GPU to implement optimization algorithms.
Reference

Type of Optimization Problem Approach Speedup
Jung and O'Leary [16] Linear Optimization Problem interior point method Do not report
Bieling et al. [17] Linear Optimization Problem revised simplex algorithm 18 Spampinato and Elstery [18] Linear Optimization Problem revised simplex algorithm 2.5
Lalami et al. [19] Linear Optimization Problem simplex algorithm 12.5
Lalami et al. [20] Linear Optimization Problem revised simplex algorithm on two GPUs One important concept in the improvement of optimization algorithms on GPU is the method of matrix multiplication. Hull et al. [29] devised a strategy to overcome bandwidth problem in matrix multiplication by using Texture memory. The matrix-matrix multiplication performance has been studied in [30] . Reference [31] , shows usage of GPU for matrix-vector multiplication in a high performance way. In that study, the speedup was reported more than 32 times faster than sequential implementation. In [32] , a high performance method was proposed to compute matrix-matrix multiplication.
To solve these problems, in continuation of these works, in this study, by using the GPUs capabilities, we tried to implement the Revised Simplex algorithm to solve large scale linear programing problems efficiently. For this aim, our contribution includes:
 Applying some strategies for GPU memory management  Using tabu rule for entering variable to avoid cycling problems
To evaluate the proposed Simplex algorithm, various comparisons have been made on famous benchmark of linear programing problems [33] and random linear programing problems with different scales.
The outline of this study is as follows: in Section 2, the Revised Simplex algorithm and GPU architecture are discussed. In Section 3, we propose some strategies to implement the Revised Simplex algorithm on GPU. In Section 4, the experimental results are illustrated; Final section includes conclusion and future directions.
2: Preliminaries
Revised Simplex algorithm
Any linear programing problem can be replaced as the following problem:
Where = ( 1 , … , ) ∈ is the decision variables, ′ = ( 1 , 2 , … , ) ∈ is the vector of variable costs and matrix
) ∈ × is the constraints coefficients. = ( 1 , … , ) ∈ also denotes the right hand side of constraints. , are the number of variables and the number of constraints.
To solve this problem, in 1974, Dantzig presented the Revised Simplex algorithm [2] . Revised Simplex algorithm contains the following steps: (see e.g. [1] for details),
Step 1: Decompose the matrix A as = ( , ), in which B is an invertible × matrix.
With respect to this decomposition, consider X as = ( , ) in which XB is an m vector. Similarly, we can decompose = ( , ). In this case, we can rewrite the standard linear program as the following.
B is a basic matrix, N is a non-basic matrix, XB is vector of basic variables and XN is vector of non-basic variables.
Step 2: If = −1 = ̅ , ≥ 0 and = 0, then = ( , ) is a feasible basic solution for the linear programing problem with the objective value = C B B −1 ̅ .
Step 3: Calculate the reduced costs for each non-basic variable as the following:
where is a column of matrix N with respect to j th non-basic variable.
Step 4: Determine the maximum of reduced costs, − = ( − ). If this value is not positive, the basic solution = ( , ) is optimal and the process terminates.
Step 5: Calculate = −1 , if ≤ 0, then the objective function is unbounded and the process terminates.
Step 6: Denote the r th variable of the basic solution with X B where the index 'r' is determined from the following test:
Step 7: The k th non-basic variable enters the basic variables instead of X B .
Step 8: Update the parameters and go to Step 2. For this aim, it is possible to use the tableau given in Figure 1 . Then, r th row is divided by . For other rows such as 'i', the modified r th row is multiplied by − and the results are added to row 'i'. 
Procedures for preventing cycling
Sometimes, the Revised Simplex algorithm drops in a degenerate extreme solution and it is very hard to leave this solution and move to another extreme solution. In the worst case, it is possible to return to a degenerate solution repeatedly and the algorithm cannot terminate which is called cycling. Although the Lexicographic rule is high computational strategy for cycling avoidance, it is the most important rule that is used by many researchers [1] . In the proposed version of our Revised Simplex algorithm, we use another approach namely Tabu rule. Based on the Tabu rule, if we do not have unitary leaving element in an iteration of the Revised Simplex algorithm, we check the improvement of the objective function for every leaving element and the leaving element is chosen based on the most noticeable improvement in the objective function. Then, the selected leaving variable is augmented to a Tabu list related to the entering variable. These leaving elements cannot be selected in the next iterations by the algorithm and this approach avoids cycling.
GPU architecture
GPU architecture belongs to single instruction, multiple data (SIMD) class of parallel computers. A GPU includes several processors known as Thread processor and each of them includes special registers. Several Thread processors are titled as SM that access a shared memory. Each GPU includes several types of memories and different kinds of access to these memories are possible by the CPU and the Thread processors.
Each running process on the GPU is called a Kernel which includes a Grid; each Grid includes several Blocks and each Block includes several Threads. The process is started on the CPU and then, it is transferred to the GPU by calling a Kernel. When all Threads finish their tasks in the Grid, the Kernel is terminated and the process will continue on the CPU again. By calling each Kernel, each SM should process a Block in 32 Threads group known as Warp; see [8, 12] for further information.
GPU-based Revised Simplex algorithm
In this section, the implementation of our proposed Revised Simplex algorithm is presented in details. For this aim, the applied techniques for memory allocation, finding the initial feasible solution and cycling prevention are discussed.
It should be noted that all of the steps of Revised Simplex algorithm can be implemented in parallel manner and so, using GPU is an acceptable framework for this implementation.
We used CUBLAS algebraic library for vector scaling, matrix-vector multiplication and copying a vector into the deferent memories. The pivoting or matrix updating was programmed completely by CUDA. The memory management method is an important issue in GPU to improve the performance of software. There are different implementation procedures based on the place which the whole tableau or a part of it, is kept on the Global memory of the GPU which are used. The flowchart of Figure 2 is implemented in which the free accessible Global memory of GPU is queried. Based on these amounts, the following cases are taken into consideration: Figure 2 . The flowchart of available Global memory on the GPU.
Case 1: The GPU's Global memory is sufficient for keeping the whole Simplex tableau
In this case, although the GPU Global memory size is sufficient to save all the tableau's elements, the tableau is transferred to GPU at once and it is kept in the GPU's Global memory up to algorithm termination. In this case, computational overhead of transferring between the main memory and GPU's memory is minimal. The details of implementation of the algorithm in this case are presented in Figure 3 . Figure 3 . The implementation of algorithm on the GPU with sufficient Global memory.
Case 2: The GPU's Global memory is insufficient for keeping the whole Simplex tableau
In this case, we should unfortunately update the tableau through several steps according to the free accessible GPU's Global memory size. In this case, the tableau is divided into several parts according to the free accessible Global memory of the GPU and each part is updated separately. Therefore after updating a part of the tableau, it is transferred to the system's main memory and another part is sent to the GPU for updating. Thus in this case the performance is low especially when the number of transferring between the main memory and the GPU memory increases. To decrease the number of these transfers, the last part of the tableau is kept for the next updating. In addition to accelerating the process, the parts of the tableau are chosen in a way that several consecutive rows are considered in a part every time. In this case, r th row of tableau is transferred one time; see Figure 4 for details. 
Tableau updating
To update the Revised Simplex tableau in GPU, after identifying the entering variable 'k' and leaving row 'r', in the first step r th row elements of tableau are divided by pivot The summarization of this updating procedure is illustrated in Figure 5 . Figure 5 . The summarization of updating process.
Allocation memory
The most important part of proposed algorithm is updating process. If 'kernel 1' is used for updating process and each block dimension is 16 × 16 which includes 256 Threads then 4 × 256 Global memory accesses are performed for each block updating. However, if the parts of d_y and d_x arrays (arrays that present and r th row of tableau respectively) which should be accessible frequently by Threads in each Block are saved into the Shared memory of GPU then 32 + 2 × 256 Global memory accesses are needed.
With regard to efficiency of GPU's Shared memory, we used 'kernel 2' for updating process.
Kernel 1:
__global__ void Updating_Kernel (double* d_A, double* d_x, double* d_y, int m, int n){ int i = blockIdx.y*blockDim.x + threadIdx.y; int j = blockIdx.x*blockDim.y + threadIdx.x; if (i < m && j < n)
Kernel 2:
__global__ void Updating_Kernel (double* d_A, double* d_x, double* d_y, int m, int n){ int i = blockIdx.y*blockDim.x + threadIdx.y; int j = blockIdx.x*blockDim.y + threadIdx.x; int p = threadIdx.x; int q = threadIdx.y; __shared__ double d_xs [16] ; __shared__ double d_ys [16] ; 
Block size determination
There are some restrictions on the Shared memories, the registers memories, the number of Threads in a Block, the number of Blocks in a Grid, and the maximum number of allocated Blocks to each SM on each GPU. So, block size determination is necessary for implementation of GPU based algorithm before running each Kernel. As a result, the high performance can be provided by choosing desirable block size.
To maximize GPU occupancy, in our implementation, each Block can be involved in 256
Threads according to CUDA occupancy calculator [9] , so the blocks size is chosen 16 ×
Cycling prevention
As mentioned in Section 2, we can use Lexicographic rule to implement the Revised Simplex algorithm to prevent cycling. In the proposed version of our Revised Simplex algorithm, we use another approach namely Tabu rule. Based on the Tabu rule, if we do not have unitary leaving element in an iteration of the Revised Simplex algorithm, we check the improvement of the objective function for every leaving elements and the leaving element is chosen based on the most noticeable improvement in the objective function. Then, the selected leaving variable is augmented to a Tabu list related to the entering variable. These leaving elements cannot be selected in the next iterations by the algorithm and this approach avoids cycling.
Finding the initial feasible solution
Recall that the Revised Simplex method starts with a basic feasible solution and moves to an improved basic feasible solution, until the solution is reached. However, in order to initialize the Revised Simplex method, an initial feasible solution must be available. To find such a solution, we defined artificial variables and used the two-phase method to eliminate them in our algorithm. For further study, refer to [1] . In this study, 36 optimization linear problems form Netlib benchmark and 26 randomly generated feasible linear problems with different number of variables and constraints were used, out of randomly generated problems, 12 problems were of dense type (D). The remaining 14 problems were divided into two parts, in 7 of which (S20), 20 present of the elements in constraints coefficient matrix (A), and in the other 7 (S60), 60 present were considered zero. The specifications of the problems are given in Appendix A.
Computational results
The computational comparison of GPU-based implementation of Revised
It is necessary to mention that dense linear problems have commonly happened in a lot of applications [34] . Also the reported results by most of GPU-based algorithms have been compared on dense linear programing problems. The optimum values of problems in this study checked by Linprog function of Matlab software. In order to prevent cycling, Tabu rule has been used throughout the implementations. Global memory along with Shared memory is used in order to update operation in the GPU-based implementation.
In order to assess the efficiency of the proposed algorithm, each problem was solved using the proposed algorithm as well as the Simplex and Interior-point algorithms available in the Linprog function provided by Matlab software package. The runtime of each algorithm in achieving the optimal solution was calculated in seconds. Since the proposed and simplex algorithms include some iteration to update the Simplex tableau, time per iteration (TPI) was additionally obtained for these two algorithms. Given the parallel processing capability of Matlab, in order to demonstrate the efficiency of using GPU in the proposed method, the results of sequential version of the algorithm, in which merely the CPU is used as the processor, were considered in some of the instances. To analyse the performance of the proposed GPU-base algorithm, the following speedup factor has been considered:
where n is the problem size, p is the number of processors,T * (n) is the execution time of the sequential or Matlab implementation and ( ) is the execution time of the parallel implementation (GPU implementation). The obtained results for each instance of the studied set are presented in Tables 2 and 3 .
As shown in Table 2 , in the case of randomly generated spars linear problems, the Interior point algorithm of Matlab was unable to find a solution to the problem as the scale of the problem increased, and was ultimately terminated with an 'Out of Memory' error. In Figure 6 diagram, the TPI of the proposed algorithm is compared to its sequential version (Mentioning that the number of iterations for GPU-based and CPU-based algorithms is same). As the graph shows clearly, there is a meaningful difference between TPI on CPU and GPU so that, TPI on GPU is at most 165 times less than the TPI on CPU.
In addition, when the computational complexity of the problem increases, TPI on GPU increases gradually which shows that GPU-based implementation is more efficient than CPU-based implementation. Therefore, using GPU for solving linear programing problems with a great number of constraints and variables is more efficient than using CPU. Figure 6 . The comparison between TPI on CPU and TPI on GPU.
In Figure 7 diagram, the speedup of the proposed algorithm against the runtime to solve the problem using Matlab, is illustrated. As shown, as the solution runtime increases, the more appropriate speedups are expected, meaning that the more incapable Matlab in solving the problems, the more efficient the proposed algorithm in doing so. This indicates the increased efficiency of the algorithm in solving large-scale problems. In Figure 10 diagram, the obtained speedups for Netlib benchmark problems are compared to that of Interior-point algorithm available in Matlab. In this case, as the computational complexity of the problem increases, the proposed algorithm better demonstrates its capability. It should be noted that due to the regular structure of such problems, each stage involved in the Interior-point algorithm is efficiently solved.
However, in the case of randomly generated spars problems, which are irregular in structure, this algorithm proves inefficient so that it is not able to find a solution for many of the considered problems. This is demonstrated in Table 2 . In Table 4 , the maximum and mean of achieved speedups are shown, according to which, it can be stated that compared to its sequential version, the proposed algorithm is highly capable in terms of computational power. Compared to the Simplex algorithm available in Matlab, the proposed algorithm, for both randomly generated problems as well as the Netlib benchmark problems, proves considerably efficient and finally it can easily compete with the Interior-point algorithm of Matlab, particularly in problems with irregular and sparse numerical structures. 
Conclusion
In this paper, with the help of CUDA, double precision implementation of the revised simplex algorithm is presented to solve the large scale linear programing problems on the GPU. For this aim, efficient memory management strategies have been considered. In addition to avoiding cycling in degenerate solutions, a new Tabu rule is considered. The speedup factor is considered to compare the results of this paper with the Matlab software.
The value of the maximum speedup which has been achieved in this paper is 25.27 for randomly generated linear problem and 65.46 for Netlib benchmark linear problem. Thus, the presented implementation can be considered as the base structure in a series of problems which need to solve large-scale linear programing problems in real time. Our next works cover the application of such strategies for nonlinear programing problems.
