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Abstract
Pushing actions are common mechanisms present in most human and industry ma-
nipulations. Nevertheless, finding a precise description for the motion of pushed objects
is still an open problem. In this work, we will develop the first data-driven models that
can describe the pushing motion taking into account its uncertainty. We will also explain
how we collected a high-quality data set for pushing using real experiments that will be
available online to motivate research in the pushing domain.
A key challenge to describe pushing is understanding friction properly. In most sit-
uations, friction makes systems stochastic and introduces uncertainty in our predictions.
Moreover, in robot applications, sensors can also add noise into our observations making
our state-estimations uncertain. In consequence, our work will consider probabilistic al-
gorithms such as Gaussian Processes to introduce for the first time the uncertainty of our
system into the modeling of pushing.
In this thesis, we also investigate how these models behave for the particular case of
a square object being pushed in a single contact point. This is a good starting point for
future generalizations of our models and has already allowed us to simulate properly the
motion of pushed objects and validate or refute most typical assumptions considered when
trying to describe the pushing problem theoretically.
x Abstract
xi
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11 | Introduction
Pushing objects is a common mechanism observed in most of the mechanical ma-
nipulation tasks. Many applications take advantage of pushing as it can reliably reduce
uncertainty, move simultaneously multiple objects and relocate objects that might be hard
to grasp (see Mason in [1] and [5], or Fazeli in [24]).
However, understanding the mechanics of pushing from a theoretical point of view
is challenging. This complexity arises from the fact that frictional forces are usually
unknown, but have a dominant role during motion. As a consequence, the movement of
objects under pushing becomes indeterminate in many practical situations.
During the last two centuries, several researchers have brought some light into the
mechanics of pushing. Nevertheless several assumptions still need to be made in order to
have reasonable models that can be efficiently computed and applied. In this work, we
will review the most important developments in the theoretical treatment of pushing and
remark their main advantages and disadvantages.
We will start from the basis established by Mason[1] and Ruina[2] and then we will
consider some assumptions and approximations that simplify the pushing problem and
allow us to derive an analytical model for the motion of pushed objects (see chapter 2).
Nevertheless, the number of assumptions required to develop this model is sufficient to
doubt on its capability to properly reproduce most of the real pushing interactions. There-
fore, it becomes necessary to develop better and more general approaches to understand
the behaviour of objects under pushing.
Motivated by the work of Rodriguez [7], in this project we have developed data-
driven models for pushing that extremely reduce the number of assumptions needed and
can incorporate the uncertainty of the system. These models represent a complete new
approach of the pushing problem as they use machine learning techniques to regress from
data the stochastic motion of the objects during pushing. In particular, we will center this
work in the case of pushing a square object; however, future work will generalize these
models to any type of shape (see chapter 7).
To develop our models, we have also created, in [14], the first high-fidelity data set
for planar pushing. In chapter 4, we will explain how we collected these data and how we
used them to develop our own data sets to enable our data-driven models to learn from
them.
To introduce probability in our models, we present in chapter 3 one of the most
important non-parametric Bayesian methods for regression: Gaussian Processes. However,
as they are computationally expensive, we will propose two other fast algorithms based
on Gaussian processes that do not limit our capability of getting good accuracies when
modeling: sparse Gaussian Processes and approximated Gaussian processes using random
features. Another motivation for using probabilistic models to describe motion is their
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increasing role in robotics where environments are stochastic and robots need to move
reliably in them assuming that they can not have a deterministic control on their actions
or positions.
In chapter 5, we will present our data-driven models for pushing and we will also
use them to discuss the validity of the assumptions taken in the theoretical models. In
particular, we will determine when it is possible to consider that the system is quasi-static
(one of the basic assumptions of theoretical methods) and how much data is required to
improve the predictions made by the analytical model. We will also open the possibility
of introducing the analytical model as prior knowledge for our data-driven models.
We will also use our models to simulate the motion of pushed objects and understand
how the uncertainty in their positions is propagated during time. To achieve this goal,
our data-driven models will provide a Gaussian distribution for the position of the object
after a certain time step and using a Particle Filter we will be able to propagate these
distributions through time. Moreover, we will also simulate the analytical model and
compare it with our data-driven models and the real experiments.
Finally, also in chapter 6, we will create new trajectories for the objects to make
sure that they properly reproduce real motions. Achieving this goal reliably and with an
accurate sense of the uncertainty propagation is crucial in order to introduce these models
into more complex robotic systems that could use them for state estimation, control and
planing of pushed objects.
We will also propose three different ways to improve our models: generalizing them,
finding better methods to describe their uncertainty and validating our methods by re-
peating some experiments and computing their uncertainty. More details on how this
future work will be faced can be found in chapter 7.
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Understanding the mechanics of pushing from a theoretically point of view is chal-
lenging. This complexity arises from the fact that frictional forces play a dominant role
during motion and applied forces tend to be unpredictable. As a result, the motion of
pushed objects becomes indeterminate and even stochastic.
It is important to recall that one of the key reasons why friction turns problems into
hard ones is because of its own nature. Friction has been conceived as a macroscopic way
to describe the micro-mechanisms involved during energy dissipation such as adhesion and
plastic deformations and this makes it behave in unpredictable ways.
During the last two centuries, several researchers have brought some light into the
mechanics of pushing, nevertheless several assumptions still need to be made in order to
end up with reasonable models that can be efficiently computed and applied.
On the friction side, the first attempts to understand how this physical process works
were made by Coulomb in 1835. He found that in most cases frictional forces are almost
only dependent on the magnitude of the normal force. Actually, Coulomb’s friction
is proportionally related to normal forces through the coefficient of friction µ which only
depends on the materials involved during contact and its direction is opposite to the
velocity direction of the object. It is important then to notice that Coulomb’s friction
does not depend on the magnitude of the relative velocity between objects and its value
will remain constant during motion if, for instance, there is only gravity acting in the
vertical direction. We can express it as:
ff = −µfn v|v| (2.1)
In 1835, Moseley provided a geometric interpretation of the Coulomb’s law: the fric-
tion cone. Given a single contact point moving on a surface, the total contact force
f acting on it can be understood as the combination of the normal force fn due to the
stiffness of the surface and the tangential force due to Coulomb’s friction ft = µfn. As a
result, all possible contact forces form an angle with respect to the normal of the surface,
α = tan−1(µ) = tan−1(ft/fn), and this results in the friction cone described by Moseley
(see figure 2.1).
For the pushing problem, we will mainly consider and explain the basis established
by Mason[1] and Goyal[2] in 1989 and 1990 respectively. Other attempts to derive the
mechanics of pushed objects under friction had already been made. However, they used
to consider too restrictive assumptions for the pressure distribution and the applied forces
that their resulting models became hard to generalize.
Before going into more details, we will pose the basis of the problem that we want to
solve (see also 2.2):
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Figure 2.1: Friction cone resulting from the interaction between a sliding punctual particle and
its horizontal support. The cone becomes full determined by the angle α and encloses the set of
possible forces f that the particle can experiment due to friction.
 We consider a solid rigid object that lies on a horizontal surface and can slide on
this support while being pushed.
 The pusher can only be in contact with the object through a single contact point.
The contact point position and the pusher’s velocity are known.
 The support forces between the object and the support are distributed over a finite
area, maybe all the object. Consequently, they induce a finite pressure distribution.
 The external forces acting on the object will be the pushing force, always horizontal,
and the gravity. We will also know the center of mass (COM) of the object which
in this case coincides with the center of pressure because there are no other vertical
forces. We will use the COM as the origin of our 2D system of reference.
 When studying the motion due to pushing, we will only consider isotropic Coulomb’s
friction. However, for understanding the sliding motion between the object and the
support surface, sometimes more generality in the friction side will be allowed.
 Another assumption that will be implicit in our derivations is that our system is
quasi-static, i.e., frictional forces dominate inertial forces. As a result, applied
forces will be compensated by the support forces and the motion will not accelerate
over time.
 Our aim is to describe the motion of the object depending on the velocity and
position of the pusher with respect to the object.
As the object is a solid rigid, all the points’ velocities will be strongly related. At
each instant, there will be a center of rotation (COR) which is in rest while all other
points are rotating with respect to it with angular velocity ω. Thus for a given point
a = (xa, ya) of the object, its total velocity is:
va = (0, 0, ω)× (xa − xc, ya − yc, 0) = ω × rc (2.2)
where rc = (xc, yc) represents the coordinates of the COR with respect to the origin (the
COM). In the case of a pure translation, the COR is placed at infinite and all the points
of the object have the same velocity.
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Figure 2.2: The pusher is in contact with the object through a single point and its velocity
with respect to the object is well defined. Accelerations are not considered because the problem is
quasi-static. The velocity of any point a of the object is determined if the angular velocity of the
object and its COR are known.
2.1 Basic equations for pushing
When an object lies on a horizontal support and is pushed, two different frictional
interactions occur. The simplest one is the pusher-object interaction where there are only
two points in contact. In this case, we can construct the friction cone for the pusher’s
forces onto the object. The aperture of the cone will be twice the angle α = tan−1(µp)
where µp is the coefficient of friction between the object and the pusher (see figure 2.3).
α α
Pusher
Object
Figure 2.3: Representation of the friction cone resultant from the contact between the pusher
and the object. The boundaries of the cone are delimited by the angle α. In this case, the cone
only expands in the horizontal dimensions (it is a 2D cone).
The second frictional interaction comes from the contact between the object and
its support. In this case, the frictional forces can be expressed through the pressure
distribution, p(a), between the support and the contact points of the object: a with
ra = (xa, ya). We will denote A as the planar region of the object that contains all the
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points in contact with the support, a ∈ A. Therefore, the normal force in each contact
point is:
fn(a) = p(a)dA (2.3)
If we consider the particular case of Coulomb’s friction, then we can easily write the
friction force as:
ft(a) = −µp(a) va|va|dA (2.4)
recalling that Coulomb’s friction opposes the direction of motion. Adding up all the
friction forces, we obtain the total friction force between the object and its support:
Ff =
∫
A
−µp(a) va|va|dA (2.5)
and the total friction moment:
Mkˆ =
∫
A
ra ⊗
(
−µp(a) va|va|
)
dA =
∫
A
−µp(a)xavay − yavax|va| dA (2.6)
where kˆ represents the unitary vertical vector and va = (vax, vay) . Taking into account
that the velocities of each point are related through the COR, we can observe that it is
sufficient to know the COR and the pressure distribution to compute the total frictional
force and moment.
Without knowing p(a) and the COR, it is still possible say something about the
object’s motion. For example, Mason in [1] proved that it is possible to determine if the
object translates or rotates and, in this last case, to know the sense of rotation of the
object: clockwise or counter-clockwise.
Also in [1], Mason introduced the notion of motion cone: a geometric construction
similar to the friction cone but for velocities. It basically delimits the range of possible
velocity directions of the object during pushing. To compute its boundaries, it is necessary
to find the locations of the CORs when the friction force between the object and the pusher
is in the friction cone boundaries. For both boundaries, the normal with respect to the
line created from the COR to the point of contact will define one of the boundaries of the
motion cone (see figure 2.4). This construction will be useful later in section 3.1 when we
try to understand if the pusher sticks (its velocity lies into the motion cone) or slides (the
velocity transmitted to the object is parallel to one of the motion cone boundaries).
2.2 The limit surface
The previous formulation for the pushing problem prevents us from being able to
recover easily the COR given the pressure distribution, p(a), and the total frictional forces
and moment, Ff and M . To solve this problem, Goyal and Ruina[2] introduced in 1990
the concept of limit surface. To introduce this concept, we will consider a more general
problem than pushing and we will focus on understanding which are the object forces
(that might include pushing forces) that can overcome support friction forces and how the
object motion is related to them.
The limit surface (LS) is a geometric description that lives in the load space, the
space formed by the set of all possible frictional forces and moments. The LS defines a 2D
convex and closed surface that contains the set of possible net loads that the object must
2.2 The limit surface 7
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Figure 2.4: Representation of the motion cone boundaries (Mleft, Mright) computed using the
boundaries of the friction cone and their respective centers of rotation: CORleft and CORright.
We can observe how the boundaries of the motion cone are orthogonal to the lines created from
the contact point to the their respective COR.
apply to overcome the frictional resistance of the support during motion. At the same
time, it will enable us to compute the final expected motion of the object.
During calculations, all the net frictional loads P = (Fx, Fy,M) are computed in
the origin O (which is the COM for us) with Fx and Fy being the net forces exerted by
the object on the support surface and M being the net moment passing through O.
To construct the LS some assumptions are needed. First, we must know how friction
acts on each point of contact and which is the distribution of pressure p(a). Moreover, it
is crucial to have a quasi-static system such that P represents the total external load that
must be applied to overcome the contact friction with the support.
Although there are some necessary assumptions, this method is still general enough
to permit a wide range of friction law’s (including Coulomb’s law) while they accomplish
the following conditions for a single point in contact with a support:
 Friction laws must be rate-independent, i.e., the friction force value must not
depend on the velocity magnitude.
 When there is motion, the possible values of the friction force for a single contact
point must lie in the limit curve (LC), a closed curve in force space that encloses
the origin of forces (see figure 2.5). This last property ensures that the friction
dissipation is positive.
 The maximum-power inequality must be satisfied:
(f− f∗) · v ≥ 0 (2.7)
where f and v are the actual friction force and slip velocity of a single point in
contact with a support, and f∗ is a force from on or inside its LC. This property can
be written as f · v ≥ f∗ · v for all f∗, thus the force f maximizes the power over all
other possible forces of the LC. This inequality also implies that the LC must be
convex and close. This is because given any velocity v of the object, we know that
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the (f−f∗) ·v = 0 only if (f−f∗) is perpendicular to v. This delimits a hyperplane, in
this case a line, that divides the force space in two convex parts. Given f, one of these
two regions will be formed by the set of all possible f∗ that accomplish the inequality
(2.7). Thus for each f and v we can find this region which is convex by construction.
The intersection of all these regions becomes the set of possible forces, f∗, that are
on or inside the LC. In particular, its boundary is the LC (the set of forces f) which
will be in consequence convex and closed. Summarizing, the LC implies that when
v = 0 the value of f is not unique and can be inside the LC whereas when v 6= 0, if
the curve is well defined, then there must exist a f such that the gradient of the LC
in it is parallel to v and satisfies the maximum-power principle (see figure 2.5).
f 
f!
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Figure 2.5: Representation of the limit curve and a set of different possibilities for the velocity
direction depending on the friction force f considered. In this case for each given force we can find
a unique velocity direction computing the gradient of the LC in this point.
In particular, these properties hold true for the Coulomb’s friction where the LC is a
circle centered at the origin with radius |f| = µ|fn| and, when there is motion, the friction
force always opposes the velocity direction.
Given the corresponding friction forces for every contact point in A, we can again
compute the total load as we did before in 2.5 and 2.6, but considering that now the
friction forces in each contact point can result from different frictions laws:
Fx =
∫
A
faxdA Fy =
∫
A
faydA M =
∫
A
xafay − yafaxdA (2.8)
where fa = (fax, fay) represents the friction force that each contact point is applying. In
the case of a finite number of contact points, these integrals can be replaced by discrete
sums.
Considering a rigid solid instead of a single contact point, we will see that we can
derive for the limit surface similar results and conclusions to those found analysing the
LC of a single contact point. For instance, for our solid rigid the principle of virtual
power can be expressed as:
PQ =
∑
a
fa · va (2.9)
where P is the total net friction load at the origin and Q = (Vx, Vy, ω) its velocity. For
simplicity, we consider a finite set of contact points, but if we considered a continuous
distribution of them, the summation should simply be replaced by an integral.
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As all the contact-point velocities are dependent, we can relate them thorough the
rigid body compatibility equation:
va = (vax, vay) = V−ω × r = (Vx − ωya, Vy + ωxa) (2.10)
Knowing the COR (eq. 2.2) or the vector Q (eq. 2.10) is enough to know the velocity
va of each point of the object. Thus, for each possible COR, we can consider the friction
distributions f and f∗ (the set of forces experienced for all contact points) such that
for any contact point its frictional force is in or inside its LC and f, in particular, is also
consistent with the velocities of the solid rigid (f accomplishes 2.2 at each contact point).
In this case, given Q, f and f∗, we can obtain the associated friction loads P and P∗ using
the inequality 2.9 even though for the force distribution f∗ the resultant P∗ will not have
necessarily physical sense because the velocity directions obtained from the LC of each
point might not correspond with the dependent velocities of a solid rigid.
Using now the inequality 2.7 and the principle of virtual power 2.9, we get the next
inequality:
PQ−P∗Q =
∑
(f− f∗) · v ≥ 0 . (2.11)
that can be rewritten considering q = Q/|Q| as:
(P−P∗)q ≥ 0 (2.12)
This equation, analogous to the one provided in 2.7, allow us to identify how the set
of possible loads, P, defines the LS. It also makes us realize that as P∗ and P form the set
of all possible friction loads that accomplish 2.9, P must be in its boundary and thus the
boundary of this set corresponds to the LS. Moreover, the equation 2.12 fully describes
the relations between the objects motions, q, and the friction loads, P, as we will explain
latter (see also figure 2.6).
In the way the LS is defined, it also fulfils that it is closed, convex and encloses the
origin. This is because, as happened with the LC, given P and v, the elements (P−P∗)
such that (P−P∗)·v = 0 define a hyperplane orthogonal to v that separates the load space
in two convex parts and one of them contains the set of all possible P∗ that accomplish
2.12. The intersection of all these regions gives a convex region that has as a boundary
the LS.
Other properties of the limit surface given by equation 2.12 that relate it with the
object motion, q, are the following:
 If P is inside the LS, then q = 0.
 If the LS surface is smooth in some region, then for each P in it, there is only one
possible value of q which must be orthogonal to the LS, i.e., parallel to its gradient
as also happens in the LC.
 If the limit surface has a vertex in P, then the gradient of the LS is not well defined
and there is not a unique possible vector of motion q for that P.
 Finally, if there is a flat region in the limit surface (like the case of a plane or
a cylinder), then for the orthogonal motion vector q in this flat region, there are
multiple possible values of P.
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Figure 2.6: Representation of the limit surface and a set of different possibilities for the velocity
direction q depending on the friction load P considered. This limit surface is build from an ellipse,
a cylinder and a sphere and some of the possible velocity directions, q, are represented as arrows
in the LS (the blue arrows are parallel to the gradient of the ellipsoidal part, the green arrows are
of the cylinder and the red ones of the sphere). The cylinder is an special case where we can find
different loads P associated to the same velocity direction q because the gradient in them is the
same.
2.3 Construction of limit surfaces
In practice, the construction of limit surfaces is usually seen as a bottom-up process.
Given the LS of each individual contact point, we can properly add them to build the
final LS. In consequence, we will first explain how to construct the LS for a single contact
point and then how these limit surfaces can be added to build the limit surface of bigger
contact regions.
When there is only one contact point, we know that the set of all possible P∗, given
by the equations 2.8, can be written as:
Fx = fax Fy = fay M = xafay − yafax (2.13)
being a the only contact point of our solid. Given all possible values of fa that belong
to its LC, we will obtain the set of all possible P∗. For the case of Coulomb’s friction,
the LC is a circle and consequently the final LS is an ellipse tilted in the direction of
(xa,−ya). We can also observe that the projection of the LS into the force plane will be
the corresponding LC (see figure 2.7).
For the case of multiple contact points, we know that P = ∑Pi, and the set of all
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Figure 2.7: Representation of the limit surface of a single contact point placed in the middle of
the object (2.7(a)) or in a point at (0,0.5) m from the origin (2.7(b)).
these possible sums depending on Pi has as a boundary the LS. Consequently, we can
understand the LS as the boundary of the Minkowsky sums of all the individual limit
surfaces of the contact points. Recall that the Minkowsky sum of two sets, B and C,
is defined as the resulting set of adding all the elements of B with all the elements of C:
sum(B,C) = {b+ c | b ∈ B, c ∈ C}.
Similarly, the LS can be generated taking into account that the convex hull of a
Minkowski sum is the Minkowski sum of the convex hulls of each set. As a result, it is
possible to add two different LS, get their boundary and continue adding up the resulting
boundaries from the addition of individual limit surfaces.
For the case of two and three contact points equispaced with respect to each other
and the origin, we can compute their LS using these methods (see figure 2.8).
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Figure 2.8: Representation of the limit surfaces for two (2.8(a)) and three (2.8(b)) contact points
placed equidistant to the origin O, i.e., forming a line centered at the origin or an equilateral triangle
centered at the origin. It can be observed that in the positive side of the LS there are as many
flat surfaces as the number of contact points (the same happens for the negative side of the LS).
When the distribution of contact points becomes continuous, the LS becomes also continuous and
thus has no vertexes or flat faces.
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2.4 Approximation of limit surfaces
Although these methods can work for a small number of contact points, in practice
we would like to use a continuous set of contact points. This would be too time consuming
even if we tried to sample the number of contact points or make some fancy tricks sampling
in the space of CORs.
To address this problem, Lee and Cutkosky[3] proposed in 1991 an ellipsoidal ap-
proximation for the LS when friction is isotropic (it always has the same value without
mattering the motion direction). Their simplification is based on the fact that when the
distribution of contact points is continuous, the limit surface has no vertexes or flat re-
gions ([2]) and the axes of the ellipsoid can be identified with the loads P of maximum
momentum and maximum forces. However, for our purposes we can add an extra assump-
tion that extremely simplifies the ellipsoidal approximation of the LS ([4], [5] and [6]):
uniform pressure.
This is a reasonable assumption because when computing the LS we need to specify
a certain pressure distribution and usually we do not have any prior knowledge of it. As
a consequence, it can be seen in [2] that in this case the COM is also the center of torsion
and the center of friction. These points are relevant because they infer special properties
to our origin an thus to our friction loads. For the case of the center of friction, Mason in
[1] demonstrates that translations can be reduced to a force and moment applied into the
center of friction. As our center of friction is the origin, the resulting moment is zero and
the total frictional forces are maximum. As translation is not restricted to any direction,
this implies that the limit surface in the force plane is a circle with radius equal to the
maximum force, Fmax.
Similarly, Ruina in [2], explains that when the COR is in the torsion center, the
friction load is pure moment and the frictional force there is zero. Consequently, we
can also determine that as the limit surface is convex, another axis of the ellipsoidal
approximation lies in the moment axis and the LS has maximum moment there, Mmax.
Summarizing, we have that for uniform pressure the ellipsoidal approximation leads
to an ellipsoid of the form:
LS :
(
Fx
Fmax
)2
+
(
Fy
Fmax
)2
+
(
M
Mmax
)2
= 1 (2.14)
2.5 Using the limit surface for the pushing problem
Going back to our initial problem, we will use the already computed LS (2.14) to de-
termine how an object will move under the assumptions of quasi-static movement, uniform
pressure distribution and Coulomb’s friction.
We will first consider the interaction between the object and the pusher. As there are
only two contact points involved, we can build the friction cone that determines how the
force applied for pusher affects the object (see figure 2.3). To find its boundaries, we just
need to use the coefficient of friction between the object and the pusher, µp, because its
aperture is twice α = tan−1(µp).
Knowing the boundaries of the friction cone, we can use them to determine how is
the motion of the COM of the object using the LS. To do this, we just need to recall that
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Figure 2.9: Representation of the limit surface using the ellipsoidal approximation and consid-
ering that the pressure distribution is uniform. The horizontal vertexes of the ellipsoid correspond
with Fmax and the vertical vertice corresponds to Mmax.
the pushing force received by the object corresponds to the frictional load, P, that the
object is applying to overcome friction with its support. To get the velocity direction q,
we need to compute the gradient of the LS at P:
( 2Fx
Fmax
,
2Fy
Fmax
,
2M
Mmax
)
(2.15)
As we know that the gradient of the LS is parallel to q and Q = (vx, vy, ω), we can
express this relation as:
vx
ω
= c2Fx
m
vy
ω
= c2Fy
m
(2.16)
where c = Mmax/Fmax, using 2.15.
Finally, with the direction of the COM velocity q, we can retrieve the velocity direction
of the contact point with the pusher using the solid-rigid equation:
vp = vCOM +ω × rp (2.17)
where vp and rp represent the velocity and the position of the object’s point in contact
with the pusher. Finally, we know that the direction of vp gives us the direction of the
boundaries of the motion cone. Summarizing, we have use the direction of the friction
cone boundaries (fleft,fright), find the direction of its friction load (Pleft, Pright), compute
the velocity directions of the COM in these cases and finally use them to compute the
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velocity directions of the object’s point in contact with the pusher that correspond with
the boundaries of the motion cone.
Once we know which are the boundaries of the motion cone, given the pusher’s velocity
we are able to determine if the pusher will stick or slide (see also figure 2.10). In the case
of sticking (fig. 2.10(a)), the velocity of the pusher is inside the motion cone and is the
same as the velocity of the object’s point in contact with it. However, in the sliding case
(fig. 2.10(b)), the pusher’s velocity is outside the motion cone and thus the velocity of
the object in the contact point, vp, remains in the appropriate boundary of the motion
cone with a magnitude reduced by a factor vpusher·nˆvˆboundary ·nˆ where vpusher is the velocity of the
pusher, vˆboundary is the unitary direction of the velocity in the appropriate boundary of
the motion cone and nˆ is the normal with respect to contact point of the object.
The pusher sticks
v !"#
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v()*'!$
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The pusher slides
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(b)
Figure 2.10: In the first figure we can see how the velocity of the pusher is inside the motion
cone and thus it sticks with the object (vpusher = vp). In the second figure, the pusher slides with
respect to the object because its velocity is outside the motion cone, thus vp is parallel to vleft).
Once we are able to determine which is the velocity of the object point in contact
with the pusher vp, we can use it to determine how the COM will move from the solid
rigid equation (2.17).
This gives us two equations and we have three variables: vCOM = (vx, vy) and ω. To
find our last equation, we will use the fact that, when computing the gradient, the friction
load becomes parallel to our variables. Consequently, using the definition of the moment
generated on the object we find that:
M = xpFy − ypFx = M
c2ω
(xpvy − ypvx) → ω = (xpvy − ypvx)
c2
(2.18)
Where vx and vy represent the motion of the origin, i.e., the COM. Now that we have
three equations we can solve them and get the following equations for the origin motion:
vx =
(c2 + x2p)vpx + xpypvpy
c2 + x2p + r2y
vy =
xpypvpx + (c2 + y2p)vpy
c2 + x2p + r2y
ω = (xpvy − ypvx)
c2
(2.19)
Finally, we need to compute c2 using that the pressure distribution is uniform and the
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friction considered follows Coulomb’s law. To find Fmax we just need to remember that
it occurs when the motion is a pure translation. Using the formula 2.5, we obtain that
Fmax = µsFn where µs is the coefficient of friction between the object and the surface.
For the case of maximum moment, using equation 2.6 we get that:
Mmax = −µs
∫
A
|ra|p(a)dA (2.20)
being p(a) = Fn/A and A the area of the object. Thus, when computing c2 we can also
notice that we do not need to know µs or the value of Fn (that requires knowing the mass
of the object). Consequently,
c = 1
A
∫
A
|ra|dA (2.21)
is the average value of the distances of the contact points to the origin. Therefore, com-
puting this integral gives us all the information necessary to complete our derivation of
the analytical model for the motion of a pushed object.
2.6 Analytical model for a square-shaped object
In the introduction of this work, we motivated the importance of finding the limi-
tations of analytical models for pushing and developing better ones using real data and
incorporating the uncertainty of the system. In this chapter, we have made the necessary
theoretical development to compute an analytical model for pushed objects that can now
be used to make comparisons and justify the validity of the models that we are going to
build in the following chapter.
During all our applied models, we will consider the same object with square shape.
The characteristics of the materials and other properties are collected in section 4. As
mentioned before, we assume we know the pusher’s velocity and its contact point with the
object. From this, we can find the displacement and change in orientation of the object
for a given time step.
Thus given the contact point with the pusher (see figure 4.5(a)) and the angle that
the pusher’s velocity forms with the normal of contact (see figure 4.5(b)) we can obtain
the displacement of the object (see figure 2.11) after a certain time step. We define the
displacement of the object using three variables: the displacement ∆x with respect to
the pusher’s direction, the displacement ∆y with respect to the normal of the velocity
(see figure 4.6(a)) and the change in orientation of the object ∆θ measured from its own
framework (see figure 4.6(b)). All this definitions are explain in more detail in section 4.3
and the intuition behind this model is given in 5.1.
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Figure 2.11: Representation of the three different outputs computed using the analytical model.
They define the motion of an square object after a certain time step depending on the contact point
and the velocity of the pusher. In this case, the velocity of the pusher is considered to be 20 mm/s
with a time step of 0.2 s.
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In many physical problems, analytical derivations from physical laws are enough to
compare them with real experiments. However, for the case of pushing we have shown
how remarkable it is the number of assumptions required before being able to develop
a reasonable model. Consequently, it becomes crucial to develop a better and general
approach to model the motion of a pushed object.
In this work, we propose to use data-driven models that require the minimal number
of assumptions and are able to generate realistic models for the pushing problem. More-
over, we also incorporate the fact that real systems have uncertainty using probabilistic
techniques and considering our problem as stochastic. Using probabilistic models to de-
scribe motion has become an important goal in robotics: motion increases our uncertainty
while measurements can reduce it and help us to achieve, with confidence, our goals.
In the particular case of the pushing problem, considering uncertainty becomes an
unavoidable requirement for many reasons. As we describe in section 4, our sensors and
tools for capturing motion are considerably noisy. Moreover, as we have seen in section
2, friction is a hard phenomena that easily introduces stochasticity in the trajectories
followed by pushed objects (we will also see this in 6.4). Consequently, during this section
we will present non-parametric Bayesian models that later will be used to construct our
pushing models from real data.
We have considered three different models during our experiments. Firstly, we used
Gaussian Processes. These are reliable probabilistic methods capable of fitting any func-
tion if the number of data provided is large enough; however their computational cost also
increases in an unreasonable way with the number of data. To solve this problem with-
out losing accuracy, we will use sparse Gaussian processes and finally we will introduce
our own method to approximates Gaussian processes using random features from kernel
approximation.
3.1 Introduction to Gaussian Processes: linear regression
To present Gaussian Processes (GPs), it is really useful to follow the reasoning made
by Rasmussen in [8] and understand how GPs are related to Bayesian linear regression.
We will realize that while linear regression uses a finite set of features to approximate
another function, Gaussian processes do not need to use an explicit and predefined set
of functions. This makes GPs a non-parametric model much more flexible for doing
regression. In this part, we will introduce GPs making first a brief review of Bayesian
linear regression(BLR).
Consider an unknown function f(x) where x ∈ Rd and f(x) ∈ R. We will suppose
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that we can express f(x) as a linear combination of features:
f(x) = φ(x)Tw (3.1)
where φ(x) ∈ RD is the set of features and w ∈ RD are the weights associated to
each feature. Our goal during BLR is to assign a probability distribution to the space of
possible weights w considering the available observations of f(x).
In this case, we will consider that we have a data set, D = {X,y}, such that X is
composed of n inputs, xi, with noisy outputs yi = f(xi) + ε.
We assume that our observations yi have independent Gaussian noise given from:
ε ∼ N(0, σ2n) (3.2)
where σ2n represents the variance of the noise.
As we are in the Bayesian framework, we will also need to incorporate the prior
knowledge for our weights:
w ∼ N(0,Σp) (3.3)
where Σp represents the covariance matrix.
Given a certain weights w, we already have enough to compute the likelihood of
the observations conditioned to the chosen weights:
p(y|X,w) =
n∏
i=1
p(yi|xi,w) =
n∏
i=1
1√
2piσ2n
exp
(
−(yi −φ(xi)
Tw)2
2σ2n
)
= 1
(2piσ2n)n/2
exp
(
−|y −Φ
Tw|2
2σ2n
)
= N(ΦTw, σ2nI)
(3.4)
where Φ = φ(X).
Now we can also obtain the probability distribution of the weights conditioned to the
data set using Bayes’s rule:
p(w|X,y) = p(y|X,w)p(w)
p(y) ∝ p(y|X,w)p(w) (3.5)
p(w|X,y) = N
( 1
σ2n
A−1Φy, A−1
)
(3.6)
where A = σ2nΦ ·ΦT + Σ−1p . This result can be easily proved reordering the terms after
explicitly multiplying the distributions involved, thus we will skip it.
Having the weights’ probability, we can use it to make predictions of f(x). Given a
point x∗, the probability for a value of the function in x∗ is:
p(f∗|x∗,X,y) =
∫
p(f∗|x∗,w)p(w|X,y)dw
= N
( 1
σ2n
φ(x∗)TA−1Φy,φ(x∗)TA−1φ(x∗)
) (3.7)
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The prediction probability can also be rewritten in a more useful form for our purposes
replacing A and making some computations (the proofs of these results are also skipped
as they only involve algebraic manipulations):
p(f∗|x∗,X,y) = N(φT∗ ΣpΦ(ΦTΣpΦ + σ2nI)−1y,
φT∗ Σpφ∗ −φT∗ ΣpΦ(ΦTΣpΦ + σ2nI)−1ΦTΣpφ∗)
(3.8)
where φ∗ = φ(x∗). With this representation, its easy to see how all Σp and φ(x) can be
replaced using the function:
k(x,x′) = φ(x)TΣpφ(x’) (3.9)
which is usually called covariance function or kernel (we will use both names). In fact,
now prediction can be summarized as:
p(f∗|x∗,X,y) = N(kT∗ (K + σ2nI)−1y, k∗ − kT∗ (K + σ2nI)−1k∗) (3.10)
with k∗ = k(x∗,x∗), k∗ = k(x∗,X) a vector such that k∗,i = k(x∗,xi) and K = K(X,X)
a matrix such that Kij = k(xi,xj).
This new function, k(x,x’), has several important properties for our problem:
 The covariance function is an inner product with respect to Σp.
 As Σp is a positive definite matrix, Σ1/2p exists and defining ψ(x) = Σ1/2p φ(x) we
have that k(x,x’) = ψ(x)T · ψ(x’) becomes also a dot product operation which will
be useful later in 3.4 .
 Given the kernel function k(x,x’) we do not need to know the set of features φ(x)
nor the covariance matrix Σp in order to do predictions with BLR.
 Given a reasonable kernel function, Mercer’s theorem (see [9]) demonstrates that we
can find a basis of infinite functions that defines the kernel as:
k(x,x’) =
∞∑
i=1
λiφi(x) ·φi(x’) (3.11)
with an appropriate set of λi.
This idea of using kernels that came from an infinite basis of functions will be the key
piece of Gaussian processes. Using only the covariance function, we will be able to regress
any function while we have enough data from it.
When we derive the basic equations for GPs, we will also found out that prediction is
done using the same formula derived for BLR (3.10). The conclusion that we can achieve
from this is that GPs and BLR are intimately related and once we consider the kernel
of our BLR they become practically the same method. Nevertheless, GPs will usually be
more flexible as they are non-parametric models whose kernel do not necessary come from
a finite set of functions as happens with BLR.
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3.2 Gaussian Processes
From the previous discussion, we have seen that kernels can be the result of an
expansion of an infinite basis of functions. This property will allow us to make regression
using implicit functions, which will lead us to richer outcomes than those of the BLR. In
this section we will introduce the definition and main properties of Gaussian Processes.
Finally, we will explain some computationally aspects that must be taken into account
when applying GPs.
We can define a Gaussian Process as a collection of random variables, f(x), such
that any finite number of them have a joint Gaussian distribution. It is completely defined
given its mean function, m(x), and its covariance function o kernel, k(x,x’).
Give an unknown function, f(x), we will consider:
m(x) = E[f(x)]
k(x,x’) = E[(f(x)−m(x))(f(x’)−m(x’)) (3.12)
As we can deduce from this, the covariance function must accomplish some properties
such as being positive when x = x’ and symmetric k(x,x’) = k(x’,x). Indeed, it must be
positive definite in order to accomplish that given any set of random variables of the form
f(x) their joint distribution has a feasible covariance matrix.
When we do regression with GPs, we chose a certain type of kernel function with
some parameters θˆ that need to be optimized using our data set. In our case, we will also
consider for simplicity that the mean, m(x), is a constant m and thus another parameter.
Adding the variance of the observations’ noise, σ2n, the set θ = {m,σ2n, θˆ} is called the set
of hyperparameters of our GP that needs to be determined through optimization. The
better we can optimize these parameters, the better our fittings will be.
In advance, we will always also consider that the mean for our GPs is zero. If it was
not, we could always subtract the hyperparameter m to the observations of our data set
and use GPs with the new data of zero-mean.
Thus, we have that the prior for a function f(X) at points X can be written as:
p(f |X, θ) = N(0,K(X,X)) (3.13)
where X is a matrix representing the set of xi values and K(X,X) a matrix such that
Kij = k(xi,xj).
Given the data set D = {X,y} with noisy observations with Gaussian Noise ε ∼
N(0, σ2n), we would like to predict the value of the function f∗ at some points X∗. We
know that the joint probability distribution of y and f∗ can be written as:[
y
f∗
]
∼ N
(
0,
[
K(X,X) + σ2nI K(X,X∗)
K(X∗, X) K(X∗, X∗)
])
(3.14)
where the first element of the covariance matrix includes the noise variance because indeed
our data set observations are noisy. In the other cases, as f∗ are the actual values of f(x∗),
it does not makes sense to introduce this term.
Finally, to make predictions we just need to compute the conditioned distribution of
f∗ (the proof of this result can be found in [8]):
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p(f∗|X∗, X,y) = N(K(X∗, X)(K(X,X) + σ2nI)−1y,
K(X∗, X∗)−K(X∗, X)(K(X,X) + σ2nI)−1K(X,X∗))
(3.15)
which for the case of a single point x∗ with image f∗ we have that:
p(f∗|x∗, X,y) = N(kT∗ (K + σ2nI)−1y, k∗ − kT∗ (K + σ2nI)−1k∗) (3.16)
This formula is exactly the same one that we derived for the case of Bayesian linear
regression (3.10). Consequently, we finally can see the tight relation between BLR and
GPs. Apart from that, we also know that if we wanted have the distribution of the
observations of f∗ we should add to they covariance the term σ2nI because indeed we have
considered that our observations are noisy.
Depending on the type of kernel used and the distribution of the data points, we
can observe different behaviours of the GPs. For instance in figure 3.1, we can see how
depending on the properties of our kernel it comes from different basis of functions and
the prior functions that we can expect from it change in concordance. Also in figure 3.2
we can see how the variance obtained depends on the position of the data points. In
particular, high density of points tends to decrease the variance in that regions.
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Figure 3.1: Depending on the type of kernel considered, the prior function obtained varies
significantly. In figures 3.1(a) and 3.1(b), the kernels used are squared exponential covariance
functions (see eq. 3.17) with different length l1 > l2; we can see then that the function variations
on the first figure are much slower than in the second one. The third figure uses a SE kernel
with an extra periodic element exp(−2sin(pi(x − x’)/T )2) where T represents the period of the
prior functions obtained. All these functions have been obtained sampling from their respective
distributions N(0,K) that represent our prior knowledge of the model.
In advance, we will always use the same kernel, the squared exponential (SE)
covariance function:
k(x, x′) = σ2mexp
(
−|x− x
′|
2l
)
(3.17)
with hyperparameters σ2m and l. As we have seen in figure 3.1, the value of l determines
how easily the resulting functions can change their values. Moreover, as this kernel is C∞,
this will ensure that the regressed functions are also smooth and even C∞.
Finally, it is important to discuss the computational cost of the algorithms encharged
to learn the hyperparameters and do predictions with GPs. To learn the hyperparmeters,
it is necessary to optimize them maximizing the marginal likelihood:
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Figure 3.2: Depending on the distribution of the points X, not only the mean (blue line) of the
Gaussian process will change, but also it will have a dramatic effect on its variance (red lines). As
we can easily observe, for the same latent function f(x), depending on the density of points and
thus or knowledge of the function there, the variance tends to be higher or smaller. The points
used to compute these GPs are marked in green on the horizontal axis of the figures.
p(y|X, θ) = N(0,K + σ2I) (3.18)
This implies to compute the inverse matrix of K + σ2nI which is by far the most
expensive operation of equation 3.18. Thus, if we have n data points, for each iteration of
the optimization, we will need to do O(n3) operations.
Once we learn the hyperparamenters, the previous matrix is already computed. Thus
for each new element that we want to predict, we only need to do O(n) operations for
finding its mean and O(n2) for computing its variance. This is easily seen from equation
3.16.
It consequence, as the number of data points increases, learning the model becomes
truly expensive. Similarly, if we also want to predict a large amount of points, it might
not be reasonable predict each point in O(n2). To solve this problem, during the last ten
years there have appeared different techniques for introducing sparcity into GPs (see [10],
[11], [12], [13]). In this work, we will consider sparse GPs that use pseudo-inputs, i.e., the
predictions are made with new inputs that do not belong to the data set. Apart from this
method, we also introduce another fast way to approximate GPs from selecting a random
subset of features from their infinite basis of functions.
3.3 Sparse Gaussian Processes
We have seen that it would be worthy to reduce the computational cost of using
GPs. However, fast algorithms using approximations can also include a considerable loss
of accuracy that might not compensate its computational efficiency. However, sparse GPs
have totally demonstrate their effectiveness during last years without needing to use large
amounts of data to achieve or improve GPs results. In this section we will present the
Sparse Pseudo-Input Gaussian processes (SPGPs) introduced by Snelson[13] in 2006.
The basic idea behind this method is to optimize the location of M pseudo-inputs
that do not belong to our data set and make predictions using them. This results in a
much faster way to learn the hyperparameters and make predictions.
The main parts of the algorithm and theory are developed below, however we will
skip some of the proofs because they involve tedious calculations that lack any interesting
insight.
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We consider that our pseudo-inputs are X¯ = {x¯m}Mm=1 and the value of the function
f(x) in those points is f¯. If we used these points as our data set, we would know from the
previous section and, in particular, from equation 3.16 that the probability of a new noisy
observation can be written as:
p(y∗|x∗, X¯, f¯) = N(kT∗K−1M f¯, k∗ − kT∗K−1M k∗ + σ2n) (3.19)
where KM and k∗ are computed using the pseudo-inputs instead of the data points,
KM,mmˆ = k(xm,xmˆ) and k∗m = k(xm,x∗).
Considering our real data set as D = {X,y}, we would like to compute its total
likelihood conditioned to X¯ and f¯:
p(y|X, X¯, f¯) =
n∏
i=1
P (yi|xi, X¯, f¯) = N(KnMK−1M f¯,Λ + σ2n) (3.20)
where KnM represents the matrix obtained when applying the kernel function to each
point xi and xm, KnM,im = k(xi,xm). Moreover, Λ = diag(λ) with:
λi = ki − kTi K−1M ki. (3.21)
This result (3.21) corresponds to the covariance that prediction would have given if
we were just having the point xi.
If we just consider the prior distribution of the points f¯ from the GPs we get that:
p(¯f|X¯) = N(0,KM ) (3.22)
This is enough to compute the probability of f¯ conditioned to the data set using the
Bayes’ formula:
p(¯f|X,y, X¯) = p(y|X, X¯, f¯)p(¯f|X¯)
p(y|X, X¯) = N(KMQ
−1
M KMn(Λ + σ
2
n)−1y,KMQ−1M KM ) (3.23)
with QM = KM +KMN (Λ + σ2nI)−1KNM .
Finally, we can do prediction integrating over the set of possible f¯:
p(y∗|x∗,X,y, X¯) =
∫
p(y∗|x∗, X¯, f¯)p(¯f|X,y, X¯) = N(µ∗, σ2∗)
with
µ∗ = kT∗Q−1M KMN (Λ + σ2nI)−1y
σ∗ = k∗ − kT∗ (K−1M −Q−1M )k∗ + σ2n
(3.24)
As we can see from these equations, after learning the hyperperameters of the SPGP
and finding the best X¯, we can compute the mean of a new point in O(M) and its variance
in O(M2). While the number of data points can be really big, in general we will need a
much smaller number on pseudo-inputs making this model a much more reasonable one
in terms of its computational cost. Also in terms of its accuracy, this method can obtain
the same accuracy of GPs without requiring many more data points and in some cases it
can even improve GPs results (see [13]).
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Finally, in order to train a SPGP, we need to optimize the hyperparameters together
with the location of the pseudo-inputs X¯. This is done solving an optimization problem
where the function that we want to maximize is the marginal likelihood:
p(y|X, X¯, θ) =
∫
p(y|X, X¯, f¯)p(¯f|X¯)df¯
= N(0,KnMK−1M KMn + Λ + σ
2
nI)
(3.25)
The cost of each optimization iteration becomes O(nM2) because now computing the
inverse of K−1M is not the most expensive element of this computation, indeed now the
bottleneck terms are the multiplications that involves KMn and KnM (considering that
M is much smaller than n).
Another interesting property of this method is that, if the number of pseudo-inputs
becomes the same as the number of data points, the resultant model coincides with a
GP using these data points. However, in general we will see that a small number of
pseudo-inputs will be enough to get really good results (see section 5.2).
3.4 Approximated Gaussian Processes using Random Fea-
tures
The other fast algorithm that we want to present has the virtue of combining the
advantages of linear and non linear approaches for regression. The basic idea of this
algorithm is to approximate our kernel with a set of random features chosen properly
from our infinite basis and use this to approximate Gaussian processes. Its computational
cost will be low because we will end up doing linear regression.
To approximate our kernel, it is necessary to recall that it can be written as a dot
product: k(x,x’) = ψ(x)Tψ(x’). Consequently, we might be able to find a set of random
features z(x) such that:
k(x,x’) ≈ z(x)T z(x’) (3.26)
This becomes useful in the case of GPs because from equation 3.16 we can see how
the prediction of new inputs is written as:
E[f(x∗)] = kT∗ (K + σ2nI)−1y =
n∑
i=1
cik(x∗,xi) (3.27)
where (K + σ2nI)−1y depends on the data set D but not on x∗ and thus we can consider
it as a constant vector c.
From this result, we can observe that computing the value of c becomes a linear
regression problem where what we want to minimize is the distance ||y − f(X)|| subject
to c. Thus, once we know how to approximate our kernel, we will only need to do linear
regression to find c using the advices from Andrew Ng[15] that include normalizing our
data, doing cross-validation and adding a regularization term for the elements of c.
In advance, we will concentrate on explaining how we can approximate properly our
covariance function k(x,x’) using [17]. We will only consider the case of the SE kernel as
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it is the most common one, but also the most appropriated for our problem as we expect
our results to be smooth and continuous.
If we realize that our kernel can be written as k(δ) with δ = x−x’, we can apply then
Bochner theorem [16] to it. The theorem states that the Fourier transform of a kernel
k(δ), properly normalized, is a probability distribution p(ω):
k(x− x’) =
∫
Rd
p(ω)ejωT (x−x’)dω = Eω [ζω(x)ζω(x’)∗] (3.28)
where ω,x,x’ ∈ Rd and we have considered that ζω(x) = ejωTx.
By now, we have that the sum of ζω(x)ζω(x’)∗ is an unbiased estimate of k(x,x’)
if all ω are drawn from p(ω). However, as p(ω) and k(x − x’) are both real, we know
that the integral also converges if instead of ζω(x) we use cosines functions. Thus we will
approximate k(x− x’) as
z(x)T z(x’) = 1
D
D∑
j=1
zωj (x)zωj (x’) (3.29)
where zω(x) =
√
2cos(ωTx + b) represents one of our random features. The values of
ω will be taken at random from the distribution p(ω), which is a normal, N(0, 1/l) in the
case of a SE kernel, and the values of b will be taken uniformly from [0, 2pi].
The convergence of this approximation is demonstrated in [17]. Thus this algorithm
becomes another fast method for prediction where we first do linear regression for com-
puting c and then for each new point considered, making predictions has a cost of O(Dd)
with D the dimension of the vector z, i.e., the number of features used to approximate
the kernel.
The last detail that we need when incorporating this kernel approximation to Gaussian
processes is how to compute the hyperparameters. We have found that it is enough to
learn them using a GP with a very reduced number of data points such that this does not
decrease the computational effectiveness of the rest of the model.
Summarizing, we have found a way to approximate GPs using a set of random features
from our kernel’s basis. This set of features is enough for doing linear regression applying
the equation 3.26 and allows us to get good predictions for the outputs while decreasing
their computational complexity.
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4 | Data Set for Planar Pushing
In section 2, we have seen that the analytical treatment of the pushing problem is not
enough to describe the real motion of pushed objects. The amount of assumptions needed
to compute these models prevents them from being used in real world applications such
as state estimation, control or planning of new trajectories. Thus, we have created and
presented in [14] the first high-fidelity data set for planar pushing and we hope that it
will become a benchmark for pushing prediction using learning methods. In this chapter
we will explain how we have collected these data from real experiments and how we have
adapted them for being use in our data-driven models (see section 4.3).
There are several aspects that we would like to tackle using this data set. For instance,
we believe that it is crucial to study and check the validity of the assumptions made in
the analytical models. Moreover, the current algorithms used in simulations tend to fail in
real scenarios, whereas using data to improve them could solve this problem satisfactorily.
Finally, while there is some work in the quasi-static domain, the theoretical work done to
understand dynamic pushing is scarce. Using real data from the dynamic regime of motion
could draw more attention in this direction and our work in section 5 is an example of it.
4.1 Data collection system
The system used to collect our data set consists on an industrial robot arm controlling
an attached rod that works as a pusher (see image 4.1). For each object’s shape and
support surface considered, we do several experiments varying the pusher’s velocity and
the initial contact point between it and the object. Once in contact, the pusher always
follows an straight line at constant speed and we collect using sensors the positions of the
object and the pusher and the force between them (see figure 4.3).
During the experiments, the data collection system is formed by the following ele-
ments:
 Robot: we use an industrial robot arm ABB IRB120 that has 6 degrees of freedom.
It provides precise control of the position, velocity and acceleration of the pusher’s
center point. It also has a payload of 3 kg, sufficient to push reliably the objects
considered (their mass is around 1 kg).
 Pusher: it consists on a stiff cylindrical steel rod attached to the robot arm in its
last link (see figure 4.1). The length of the pusher is 200 mm and its diameter is 9.5
mm.
 Objects: for building our data set we have used 11 different types of objects (see
image 4.2), although in this work we will concentrate on the square one with a width
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Figure 4.1: Preview of the system in charged to collect the data. We can observe the square
object in front of the robot that has also attached the pusher.
and height of 90 mm and a mass of 0.8374 Kg. All the objects are water-jet cut in
stainless steel for durability and bead blasted to remove burrs and obtain a more
realistic “rough” surface. They also incorporate 4 markers to improve the accuracy
of the tracking process. All objects thickness is 13mm and the coefficient of friction
between the objects and the pusher is µp = 0.25.
 Cameras: we use the Vicon motion tracking system of 4 Bonita cameras to record
the trajectories of the object and the pusher. These cameras provide a wide field of
view to record the motion.
 Force sensor: we rigidly attached a ATI Gamma force-torque sensor to the last
link of the arm to measure the interaction in plane during planar pushing. This
sensor provides high sensitivity: the tangential force resolution is 1/160N and the
normal force resolution is 1/80 N.
All these components were integrated using ROS (Robot Operating System). The data
streams from the robot where received at a rate of 86 Hz while the Vicon cameras and the
force-torque sensors messages were recorded at a rate of 100 Hz.
4.2 Data collection process
The experiments used to collect the data always followed the same process. Its basic
structure is schemed below:
1. Locate the position of the object using its markers information.
2. Given a certain speed and velocity direction for the pusher and an initial contact
point, the pusher follows a straight line that contacts the object in the initial contact
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Figure 4.2: Collection of the objects used during experiments. In this work, we have only
considered the square shape as it is a good starting point for modeling and a good reference for
future work. We can also observe 4 markers on the objects (metal spheres) and a black circle used
to reallocated the objects during experiments.
point and then moves with its predefined direction and velocity. During the motion
execution, the sensors record the interaction (see figure 4.3).
3. The robot relocates the object close to the center of the support to help the next
manipulation.
4. The process is repeated as many times as the number of different velocities, directions
and contact points combinations has been tried. Then we need to change manually
the object and repeat the same experiments for it.
The set of speeds considered for the pusher is vpusher = {20, 50, 100, 200, 400} mm/s.
The number of initial contact points for each object is 44. For the particular case of
the square one, we have 11 contact points for each edge and we will denote them as
{0.0, 0.1, 0.2, ..., 0.9, 1.0} where 0.5 denotes the middle of the edges, and 0.0 and 1.0 their
vertexes (see figure 4.5(a)). The velocity directions are considered with respect to the
initial normal of contact of the object and go from −80◦ to +80◦ degrees in steps of 20◦
degrees (see figure 4.5(b)).
4.3 Data set for modeling
To create the data set that we will use later for modeling, we consider the information
collected from the cameras and the force sensor. In particular, we need to understand when
the contact starts and ends. We also need to find out an appropriate way to interpolate the
trajectories of the pusher and the object from the measurements to avoid mattering about
the frequencies at which observations are collected. Finally, we have to define which will
be our inputs and outputs for our model, i.e., the observations from the latent functions
that we want to regress (outputs) and the variables in which they depend (inputs).
Using the force sensor, we can detect when pushing begins and ends. In figure 4.4,
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(a) (b)
Figure 4.3: Examples of the straight trajectory of the pusher (circle) and the movement of the
object (square). The first push is done in the middle of the edge (contact point at 0.5) with no
angle, i.e., equal to 0. The second one is at the contact point 0.3 with and angle of −60◦. See
figures 4.5(a) and 4.5(b) to understand the notation used for the inputs of the model.
we can see that the force profile exerted by the pusher clearly determines when there is
contact or not (the magnitude of the force goes from zero to a certain value and after
motion it goes to a clearly lower value). We can also observe a short peak of force at
the beginning of contact. This is because the object is still in repose and the coefficient
of friction involved is the static one which is usually higher than the dynamic (the one
used in section 2 to model the motion analytically). During contact, the force detected is
approximately constant and close to the expected friction force:
ff = µs ·m · g = 2N (4.1)
being µs = 0.25 the coefficient between the support and the object, g the gravity and m
the mass of the object. This corroborates that assuming Coulomb’s friction to compute
the analytical model is a good choice.
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Figure 4.4: Typical measurement of the magnitude of the force made by our force sensor. It is
clear that contact starts when there is the first peak of force and ends when the force decreases to
a value closer to zero.
Once we know how to determine when the motion starts and ends, we concentrate
on approximating the positions of the object and the pusher at any instant. To achieve
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this, we use cubic splines to interpolate the expected value of the positions. This prevents
us from being constrained by the different frequencies of measurements. Moreover, while
computing our models, it will be useful to establish any time step to create different data
sets from the same experiments.
We define below the inputs of our model, i.e., the variables of our regression problem,
x. These are the contact point between the object and the pusher, p ∈ [0, 1], and the
angel of the pusher’s velocity with respect to the normal of contact β ∈ [−pi, pi]. As we
are considering a square object, we will make a trick and reduce the problem considering
its 4 edges as a single one. This can be done due to the symmetries of the square and has
two main advantages: we have four times more data and these data will incorporate some
extra noise because actually no edge of the square behaves identically under pushing. In
consequence, this increment in noise is useful because it makes the model more realistic as
it can contemplate better the fact that even equal objects have imperfections that make
them different under pushing.
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Figure 4.5: In the first image we can see the notation used for the contact points of the square
object. In the second one, we can observe how the angles of the pusher’s velocity direction are
defined with respect to the normal of contact.
We will not consider in this work the velocity of the pusher as an input for regression.
For our data sets, we will only use data that comes from experiments where the pusher has
the same velocity magnitude. In consequence, most of the time we will only be working
with data corresponding to a certain pusher’s speed, usually 20 mm/s. Only in one case
we will mix data from different velocities, but rescaling it appropriately to ensure that
again the magnitude of the velocity plays no role.
Finally, we consider as our outputs the displacements ∆x and ∆y of the object COM
in the direction of the pusher and its change in orientation ∆θ. These outputs are enough
to define completely the motion of our object and behave well for regression (see figure
4.7). The displacement ∆x is defined with respect to the direction of the pusher and ∆y
is considered parallel to the normal of the pusher’s object (see figure 4.6(a)). The change
in orientation of the object, ∆θ, is defined as the rotation of the object with respect to its
own framework (see figure 4.6(b)).
Once we have computed the inputs and outputs of our experiments at a given speed
and time step, we obtain our final data set. For a velocity of 20mm/s and a time step of
0.2 s, we can represent the different outputs with respect to the inputs and obtain the plots
in figure 4.7. At first sight, these plots seem well defined surfaces, this is a good indicative
that, even though our system is noisy, there is still room for modeling and reasoning about
it.
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Figure 4.6: In the first figure we can see the definitions used for computing the displacement
of the COM during motion. In the second one, we can observe how we define the change of the
object’s orientation and its signe.
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Figure 4.7: Representation of the outputs of the data set with respect to the inputs: contact
point and angle of the velocity. The data set considered has a velocity of 20 mm/s and a time step
of 0.2 s. The axes of the plots are intentionally rotated to allow a better visualization of the data.
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5 | Data-driven models for the
pushing problem
In the first part of this chapter, we will discuss how our data set can be used to create
realistic data-driven models. We will present some of the results obtained applying the
probabilistic models described in section 3 to fit our data set and we will explain how we
have adjusted several parameters such as the time step and the number of pseudo-inputs
and random features for SPGPs and GPs with kernel approximations, respectively.
In the second part, we will try to answer some fundamental questions such as: How
good are our predictions? When are the assumptions of the analytical model violated?
Do data explain better the pushing interaction? When is it reasonable to still use some of
the assumptions or the analytical model itself to do predictions or even improve them?
5.1 Probabilistic models for pushing
Before presenting the models obtained using Gaussian processes or its approxima-
tions (SPGPs and random features), we will draw some attention into the relevance of
using probabilistic methods instead of deterministic to describe pushing. In first place,
probabilistic models can capture the inherent noise of our system and in particular of
our sensors (see figures 5.1). But what is also remarkable, they can take into account the
stochasticity of the problem. In chapter 2, we saw that even subtle changes in the pressure
distribution can have a tremendous effect on the trajectories followed by objects, thus it
becomes a priority to compute models that can also cover these kinds of uncertainties.
In the deterministic domain, we can already find some work done for determinis-
tically predicting pushing motion using data. The first attempt was made in 1993 by
Salganicoff[18] when he tried to learn online his pushing model from experiments. Also in
2008 and 2014, Salisbury[19] and Meriçli[20] presented two other models for understand-
ing deterministically the pushing interaction. Nevertheless, Salisbury only considered the
case where the pusher’s velocity is parallel to the normal of contact and Meriçli built his
model using only objects that are on top of passive caster wheels avoiding thus to consider
the objects’ shapes in the model. Therefore, we believe that our probabilistic models for
addressing the pushing problem are a deep change of paradigm that generalize better and
provide a notion of uncertainty that is essential in modern robotics applications.
In our models, we consider as known our inputs (the contact point and the angle of
the pusher’s velocity, see figures 4.5(a) and 4.5(b)) and our goal is to regress a Gaussian
distribution for each output that represents the motion of the object after a certain time
step (recall figures 4.6(a) and 4.6(b)). We learn the distribution of each output using
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Figure 5.1: Representation of two examples of noise in the sensors. The first one represents a
considerably noisy force measurement, while the second one represents the trajectory of the object
in the robot’s frame captured by the cameras. It is clear that these measurements are significantly
noisy.
our data set (created from a fixed speed and time step) and the probabilistic models
described in section 3 (GPs, SPGPs and random features for GPs). To regress the output
we develop an independent model for each one. This does not take into account the
correlations between the outputs, but provides simplicity and allows us to address one
problem at a time. Moreover, having enough data should be enough to regress properly
the distribution of each output without using the information given from correlations. In
figure 5.2 we can see represented both the mean and the variance of our outputs (∆x,∆y
and ∆θ) using GPs (for the other two models, the plots are almost indistinguishable
because their accuracy is very similar and good).
We believe it is useful to comment how the outputs’ means match well with our
intuition. For the first output, ∆x, we can observe that in the center of its mean’s plot
there is maximum displacement (see figure 5.2(a)). This is reasonable because the center
corresponds to pushing in the middle of the square edges, p ∈ (0.4, 0.6), with the velocity
of the pusher almost parallel to the normal of the contact point, β ∈ (−20◦, 20◦). In
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Figure 5.2: Representation of the data-driven model computed using GPs for a velocity of 20
mm/s and a time step of 0.2 s. The first column represents the mean of the outputs and the
second one represents their variance with respect to the contact point and the direction of the
pusher during motion.
addition, when pushing with a lot of angle or close to a vertex, the displacement in the
direction of the pusher is clearly much smaller (see figure 5.2(a)).
For the second output of the model, ∆y, we can observe that its dependence with the
contact position is considerably smaller compared to its dependence with the angle of the
pusher (see figure 5.2(c)). We can also observe that when the pusher’s angle is positive,
the object tends to move in the negative direction of the normal of the pusher’s velocity.
Consequently it is reducing the angle between the pusher’s velocity and the edge of the
object.
Finally, we can observe an opposite result in the third output, ∆θ. In this case, there
is a much clearer dependence with the contact point than with the pusher’s angle. In
fact, if the contact point lies between [0, 0.5) the object is much more likely to rotate
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clockwise while if the contact point lies between (0.5, 1], the object will probably rotate
counter-clockwise and ∆θ will be negative. This idea links well with our own intuition of
how pushing works (you can try it yourself imaging a pushed object and answering the
question: how do I expect it to rotate?) and it is also present in the analytical model (see
2.11).
For the variance of the outputs, we can observe that its is almost the same everywhere
and only increases considerably in the boundaries of the inputs. This is because there is
less data in these regions but also because pushing in the vertexes or with big velocity
angles tends to be more stochastic. Nevertheless, these regressed variances are no good
enough in some occasions to enclose properly all the possible outcomes of the motion (see
section 6.4). Actually, when we compute the variance of the model, this is subject to the
same kernel used for the mean and thus its variations and form are limited by the kernel.
This can easily limit the power of GPs to regress properly the real variance of the motion.
In section 7, we will propose some ways to improve the estimation of the variance.
5.2 Cross-validation of the models
When learning a data-driven model, it can have some parameters that need to be
adjusted doing cross-validation, i.e., selecting the value of the parameter that minimizes
the error in the predictions. In our models, we need to do cross-validation on the time
step size and, in the case of SGPGs and random features for GPs, we must also do cross
validation respectively on the number of pseudo-inputs and random features.
To do cross-validation, we split our data set randomly in two equal parts: the training
data and the test data. When varying the parameter that we want to optimize, with
the training data we will learn the hyperparameters of the model and with the test data
we will compute the prediction error of the model. Thus, varying the desired parameter
we can find the value that minimizes the prediction error. To improve the statistically
significance of our conclusions, we will choose different permutations of the data set and
average the obtained prediction errors to ensure that our final value for the parameter has
statistical validity.
For the case of the time step, we made all the calculations with the fast algorithms
(SPGPS and random features) because using only GPs would be too slow (for each time
step considered, we need compute a GP as many times as the number of permutations we
have selected). Using both algorithms, we reach the same conclusions on the optimal time
step. For the data set where the pusher can only have a speed of 20 mm/s, we obtained
that the ideal time step is ∆t = 0.2 s and for the other velocities, we obtain smaller time
steps.
The way we recognize that this time step is our best choice is looking at the plots 5.3
where we can see that the average error in the predictions decreases abruptly until around
0.2 s, and then becomes constant. Although the average error becomes almost constant
or increases, having a bigger time step implies having less data and thus more unexplored
regions. Consequently it is better to use 0.2 s as our time step. The main reason why
smaller time steps have worst prediction error is because our measurements are noisy, and
for too small time steps we end up in the range of the noisy perturbations where our data
set has corrupted elements that prevent it from giving accurate representations of the real
motion.
We can also do cross-validation on the number of pseudo-inputs used for the SPGPs.
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Figure 5.3: Prediction error of the test set depending on the time step considered for the data
set when the pusher has a velocity of 20 mm/s. We are showing the error obtained for the third
output, but results hold true for all the other outputs.
In this case, we know that a few pseudo-inputs will limit our capability of making good
predictions as they can not produce enough complex models. However if we use a large
number of them we can increase in an unreasonable way the computational cost of the
algorithm. From our data, we can see in figure 5.4 that the optimal number of pseudo-
inputs lies between 50 and 80 pseud-points. This is because the average error in the
predictions after 80 pseudo-inputs becomes almost constant and thus we stop making real
improvements in the prediction of our test data.
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Figure 5.4: Prediction error of the test set depending on the number of pseudo-inputs considered
for the SPGPs (we are showing the error obtained for the third output, but results hold true for
all the other outputs). These errors have been computed using the data-set where the velocity of
the pusher is 20 mm/s and the time step is 0.2 s.
We can use a similar argument for the number of random features needed to do good
predictions. In this case, we obtain that the optimal number of random features is around
100 cosines functions. This can be seen in figure 5.5 where again there is a compromise
between having sufficient random features to predict the test set correctly and increasing
the complexity of our model.
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Figure 5.5: Prediction error of the test set depending on the number of random features consi-
dered when approximating our kernel (we are showing the error obtained for the first output, but
results hold true for all the other outputs). These errors have been computed using the data-set
with a pusher’s velocity of 20 mm/s and a time step of 0.2s. We can observe that it is enough to
use around 100 random features.
5.3 Validity of the assumptions
When we developed the analytical model, we considered two basic assumptions from
the beginning: Coulomb’s friction and a quasi-static system without inertia effects. In
figure 4.4, we already observed that it is a good idea to consider Coulomb’s friction. Now
we would like to figure out whether the assumption of a quasi-static system is appropriate
or not.
To check this assumption, we will consider the data sets associated to velocities: 20,
50, 100, 200 and 400 mm/s. We know that the data set with the lowest velocity is the
one that should be more similar to a quasi-static system. In consequence we will create
new sets adding each time the next lowest velocity to them until our last set includes all
the velocities (thus our first set will only contain the speed of 20 mm/s and the third one
will contain the velocities 20, 50 and 100 mm/s). Each time we add a velocity, we will
rescale it in such a way that it can be compared to the rest of the data. To do so, we
will change the time step considered taking into account that in quasi-static systems the
motion produced at a velocity v during a time step ∆t is the same as considering twice the
velocity, 2v, during half of the time ∆t/2. Summarizing, we can rescale all the sets that
combine different velocities assuming quasi-staticness and use them to make predictions.
If we put this in practice, we know that sets including less velocities will have less data.
If the system is actually quasi-static, considering data sets with more velocities should be
beneficial as we are just adding more data to our model and thus making better predictions.
However, if this assumption is not fulfilled after some threshold velocity, adding rescaled
data from higher velocities will worse the regression and increase the prediction error
because we will be adding data sets that do not follow the same dynamics.
We computed this with our data sets, rescaling our data carefully, and in fact we
obtained that adding data from higher velocities can be reasonable or even beneficial until
a certain velocity and, after it, adding more data worsens our methods considerably. This
can be seen in figure 5.6 where until velocity 100 mm/s our error in the predictions remains
constant or even improves, but after adding higher velocities the error becomes bigger and
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predictions worse. In consequence, we know that velocities 200 and 400 mm/s can not be
considered in the quasi-static regime. Moreover, we can deduce that there is a threshold
around 100 mm/s where below it, it is still reasonable to consider that the system is quasi-
static while above it the system is clearly dynamic, inertia can not be neglected and using
our analytical models will not be reasonable at all.
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Figure 5.6: Representation of the prediction error for rescaled data. This plot shows when it
is reasonable or not to consider that our system is quasi-static attending at the prediction error.
It becomes clear that after the 100 mm/s, adding rescaled data from higher velocities worsens the
problem as that data comes from a dynamical system with inertia instead of a quasi-static one.
While we have seen that our analytical model it is not appropriate for fast motions as
they belong to the the dynamical regime, our data-driven models work properly on them.
This is because they do not require to know much about the system in order to make
reasonable predictions and consequently they are also able to regress properly the motion
of objects pushed at high speeds.
5.4 Comparison of the analytical model with the data-
driven one
Comparing the errors in the prediction of the test set, we will prove that our data-
driven model in its deterministic form (only considering the mean) is sufficient to improve
the predictions made by the analytical model. To do so, we will analyze the number of
data needed in order to overcome the analytical problem for the case of 20 mm/s. This is
extremely important because we must keep in mind that learning algorithms for mechanical
systems have a big constrain: collecting data. The process of gathering data requires an
extensive hardware setup, carefulness, automation and sufficient time. Therefore, as we
can not collect easily all the data that we want, it becomes useful to know the order of
data needed to obtain reasonable predictions.
In figure 5.7, we can observe that after a certain amount of training data, the pre-
diction error of the data-driven models overcomes the analytical model. We can also see
that after adding some more data, the prediction error of the data-driven model becomes
almost constant.
Finally, also in the figure 5.7, we have added an hybrid model that combines the
analytical model with the power of GPs. It consists on computing with the GPs the
remainder between the real model and the analytical one. To do so, we simply subtract
from the output of the data set the expected value of the analytical model. This idea
should help to reduce the number of data required to train the model. In figure 5.7 we
observe that indeed using the hybrid model has the capability to reduce the amount of
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data needed to obtain good results. In addition, when we have enough data we can also
observe that this method and the data-driven model converge to the same prediction error.
However, if the analytical model considered was not good enough, as it happens for high
velocities, the hybrid model can worsen our results because our “prior” knowledge does
not reflect properly the system behaviour.
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Figure 5.7: Representation of the prediction error for the GP and the hybrid model (analytical
model with GPs) depending on the number of data used to learn them. We also plot the prediction
error of the analytical model in order to be able to observe when the two data-driven models
overcome it.
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6 | Uncertainty propagation
In chapter 5 we have built models that describe the motion of a pushed object after a
certain time step giving a Gaussian distribution. This implies that given a certain input we
obtain a mean and a variance for each output. In this chapter, we will try to understand
how the uncertainty of our models is propagated during time in a pushing action.
To achieve this goal, we will present a simple algorithm, the particle filter, that will
enable us to propagate our uncertainty in the object position knowing the trajectory
followed by pusher. We will create our own trajectories for the pusher, but also use those
trajectories obtained in real experiments used for collecting data. As a result, we will
be able to compare our motion model with the real motion of the object and with the
predictions made by the analytical model. Finally, we will also point out some stochastic
effects that can be seen during motion such as some transitions between sliding and sticking
that can not be predicted by our data-driven models.
Being able to verify that our model propagates properly the motion of the square ob-
ject in the vast majority of scenarios will be crucial for its generalization and incorporation
into more complex applications such as state estimation, control and planing of pushed
objects.
6.1 Particle filter
Although our motion model only involves Gaussian distributions, propagating them
during time is not a simple task. Depending on the input, the variance on the expected
output changes and this complicates the possibility of finding a closed form for the prop-
agation fo the uncertainty during motion. Indeed, it is also not possible to ensure that
the final distribution is unimodal (with only one maximum of probability) and thus ap-
proximating it by a Gaussian (using for example Kalman filters) is also a non-reasonable
option. In consequence, we need to find a non-parametric model that allows us to model
a wide range of distributions and also ensures some kind of convergence to the actual
distributions.
A simple but powerful algorithm that provides these properties is the particle filter
(PF), see Thurn at [21]. Given a distribution of probability, particle filters can propagate
it in time using a given probabilistic model of motion. Their versatility of this algorithm
is based on using particles to represent the distributions. In our case, these particles will
populate the state space of the object, i.e., the space formed by the coordinates of the
object COM and its orientations. The density of the particles in a certain region of the
space determines its probability, thus high probability regions will have lots of particles in
them.
42 6 Uncertainty propagation
We will denote these particles at a time t as:
Xt = {X1t , X2t , ..., XMt } (6.1)
The basic procedure followed by a particle filter consists in using recursively the set
of particles from the previous time step to compute the next one using a probabilistic
model to move them. In our case, given the previous particles, we compute their contact
point with respect to the the pusher and the angle of its velocity. From that, we use our
data-drive model to compute the mean and variance of their expected displacement and
sample from the resulting Gaussian distribution the final displacement of each particle and
the probability of that displacement. Finally, taking into account the previous probability
of each particle and the probability of the current displacement, we resample them using
their probability as a weight. The basic algorithm followed by a particle filter is schemed
in [21].
In general, the final distribution of the particles is a good estimator of the propagated
uncertainty. However, it is required that the number of particles, M, is a large number to
ensure that all regions with high probability are sufficiently populated. The convergence
of the model is asymptotic ino M and it usually converges as O( 1√
M
).
Although the algorithm works well in general, there are still some issues arising from
the fact that the we are approximating the distribution:
 There can be bias in our distribution. If we imagine the case of a single particle,
no matter how improbable it is, when resampling we will assign to it maximum
probability. This effect is due to normalization that reduces the space ofM particles
to a probability space with only M − 1 degrees of freedom. However, this problem
will not affect us considerably while our number of particles becomes large enough.
 The randomness introduced when resampling implies that more probable particles
become easily repeated during resampling and thus we loss diversity. This problem
is called variance of the estimator because, while resampling decreases the variance
of the particles, the variance of the total set can increase. To solve this problem, one
option is to reduce resampling using some heuristic. In our case we sum the inverse
of the weights and use a threshold to decide if resampling must be done or not. In
addition, there is another extended solution that changes the way in which we do
resampling. It is called low variance sampling and uses only one random number to
get the next set of particles (see the algorithm in [21]). This new implementation
has three advantages:
1. The computational cost is reduced from O(Mlog(M)) to O(M).
2. During resampling we are cycling over the set of possible particles. This makes
that their election is not independent but more consistent.
3. Finally, for the case where all the particles have the same weight we can ensure
that the final set will be the same. Moreover, those particles with a probability
higher than 1/M will always appear in the new particle set at least once.
 For the case of high-dimensional spaces, it can easily happen that there are no
particles in the vicinity of the correct state. The simplest way to solve this problem
is adding more particles, however there are some other techniques such as adding a
few random particles that could be used as a last resort option.
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In conclusion, PFs provide a simple but effective way to understand how the uncer-
tainty is propagated during motion. We have seen that one of the fundamental aspects
of a particle filter is to chose appropriately the number of particles, M, however there are
no empirical ways to decide which should be this number. For our purposes, in general
we will use around 10000 particles to avoid high computational costs without resigning to
good accuracies. However most of the plots only include 500 particles to enable a better
visualization of the particles’ density.
6.2 Simulation of the experiments
When we want to use a PF to simulate the motion of an object and its uncertainty,
it is important to make sure that the trajectories generated correspond well with the ones
followed by real experiments. In this section we will see some simulations of our recorded
experiments using our data-driven models with PFs, and we will analyze how much the
position uncertainty grows. We will also compare these trajectories with those resulting
from considering the analytical model that we have derived in section 2.
In figure 6.1, we can see several trajectories simulated using our data-driven models as
motion models. As expected, the distribution of the particles wides as they are propagated.
To have an idea of how well the particles approximate the simulations, we can plot the
differences between the real position of the object and the position of the particles in
histograms (see figure 6.2). We can see that, as expected, it does not seem reasonable
to approximate these functions by Gaussian distributions as they do not have apparent
symmetries or unimodality. In consequence, using a PF becomes justified as it should
allows us to approximate any type of distribution.
In a similar way, we can also compare the results of the propagation of our data-driven
model with the analytical one. Both can be simulated over time and we can compare their
errors with respect to the real trajectory obtained from experiments. This also permits us
to know when one outperforms the other and when the analytical model is not capable of
reproducing properly the real trajectories of the object (see figure 6.3).
6.3 New trajectories
The main aim of our model is to contribute to complex robotic activities such as state
estimation, control and planning. In consequence, it must be able to simulate properly
complex trajectories of the pusher, not only the straight lines from our experiments. To
achieve this aim, we have created new trajectories for the pusher and observed how our
models perform on them (see figure 6.4).
In general, the results look reasonable at first sight, but to really check how well they
are, we should compare these results with new experiments where the pusher follows these
new trajectories (this will be done as future work, see section 7).
6.4 Limitations of GPs
Finally, we would like to show some special cases that make our data-driven model
fail, or at least, not to give the best possible results. This happens in the vertexes of the
object where we have observed that transitions between sliding and sticking can happen
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(a)
(b)
(c)
Figure 6.1: Representation of three simulated trajectories where we have changed the contact
point and the pusher’s velocity angle. The black line represents the real trajectory of the object
in the experiment. The point clouds of different colors represent the particles of the PF in each
time step after using our data-driven model to propagate them. The first figure represents the case
of pushing in the middle of the object without no angle and we can observe that both the object
and the model follow almost a prefect straight line. In the third case, the real experiment is quite
shaky, but our model is still able to enclose properly the motion and enlarge the variance in the
appropriate direction.
without any particular reason. This is not only a clear example of stochasticity, but also
a case of hybridness where the system goes from sticking to sliding and thus its behaviour
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Figure 6.2: Histograms of the error in each output comparing the simulated particles with the
real trajectory. When the histograms are almost centered at zero, we can easily agree that the
simulation follows well the experiment. In this case, we can assert that the first two outputs are
well propagated while the change in orientation is wrongly tilted to positive rotations instead of
being centered at zero.
totally changes. In consequence, we have that the motion distribution for these cases
is not unimodal because there are “two” options during pushing. For these cases, our
Gaussian distributions will fail to approximate their motion distribution and the only
way that Gaussian distribution could somehow contemplate these effects is associating to
them a high variance in order to enclose the real distribution. However, our models do
not incorporate this property by themselves and fail to predict correctly these transitions
(see figure 6.5).
In consequence, we will propose in section 7 several ways to solve this problem. Never-
theless, this should not be a big problem in practice because when we want to use pushing
in real applications, it is recommendable to use safe pushes that have less variability and
tend to be in the center of the edges.
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(a)
(b)
Figure 6.3: These two figures are examples of the limitations of the analytical model. In both
case, the data-driven (blue line) is capable of reproducing the real motion of the object (black
line) and enclose it using the particles (cloud of points representing the uncertainty in the final
position), while the analytical model (green line) fails.
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(a)
(b)
Figure 6.4: We can define new trajectories of the pusher keeping its velocity constant at 20
mm/s. In these figure we can see the motion followed by the object (blue squares) after being
pushed by the pusher (black spheres) following the red trajectory created by us. The cloud of
points represents the final distribution of the particles and thus the uncertainty in the object
position.
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Figure 6.5: This example happens at the corner of the object when pushing without angle. We
can observe that the trajectory of the pusher (black line) suffers a significant change in behaviour.
In the first part of, the pusher is sticking to the initial contact point while in the second one the
pusher slides with respect to the object. It is clear that our model fails to describe the second
behaviour of the motion while it can perform reasonable well for the sticking case. Moreover, our
uncertainty is also not sufficient to enclose both motions.
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7 | Conclusions and future work
Motivated by the need of better understanding pushing for robotic applications, we
have presented a set of models capable of reproducing the motion of a square pushed object
under friction. We have also introduced the possibility of considering the uncertainty of
the system due to motion allowing our models to be used in stochastic systems where the
environment is dynamic and observations can be noisy.
We have shown that the analytical models proposed for pushing can be improved using
data-driven models and have discussed when some of their assumptions are reasonable or
not. To develop our models, we have created a high-fidelity data set for pushing that can
be used for a wide range of applications ([14], [6]) and will be available online to lead more
work into the pushing domain.
We have also provided fast algorithms for doing motion prediction. This is crucial in
control applications and online planing where search and optimization over the space of
actions needs to be done. Moreover, we have shown how our model is capable to reproduce
correctly the trajectories of our experiments and can perform well in new trajectories.
Nevertheless, there is still room for improving these models. Our future research will
center its efforts in three main aspects: improve the uncertainty of our models, generalize
them by introducing new inputs and validate our conclusions creating specific experiments.
In the first branch of our future work, our main aim is to obtain a better estimation of
the variance of our models. We have seen that in some cases the variance obtained is not
good enough and underestimates the real uncertainty of the motion. For instance, pushing
in the vertices has shown that the motion can arbitrarily change from sticking to sliding
(see 6.4). One of the solutions we will consider is to introduce heteroscedasticity in the
GPs, i.e., to consider directly in the observations that the noise of the motion depends on
the input (see [22]). Apart from that, it is also important to find better ways to propagate
our uncertainty than using PF (see [23]) that permit to have a clearer representation of
the final distribution of the uncertainty.
In the direction of generalizing our models, we will focus our first efforts in introducing
our velocity as another input. We will also try to generalize our models for different types
of object shapes. However this will imply introducing new inputs in our models such as the
curvature of the object in the contact point or its normal and, as a consequence, having
already developed fast data-driven algorithms to approximate GPs, such as SPGP and
random features, will become really useful for our future work.
Finally, we consider it is crucial to validate our probabilistic methods checking that our
approximations of the uncertainty are correct. To achieve this goal, we will create different
experiments that can allow us to validate both the uncertainty in the motion and how it
is propagated in time. For instance, we will create some experiments that repeatedly push
the object in the same position to see if the final distribution of the motion is similar to the
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obtained with GPs. Furthermore, we will also reproduce and repeat different trajectories
for the pusher to validate that trajectory followed by the object is coherent with the results
obtained when propagating the uncertainty of our models.
51
Bibliography
[1] M. T. Mason “Mechanics and planning of manipulator pushing operations,“ Interna-
tional Journal of Robotics Research, vol. 15, no. 6, pp. 533–556 (1986).
[2] S. Goyal, A.Ruina, and J. Papadopoulos, “Planar Sliding with Dry Friction Part 1.
Limit Surface and Moment Function,” Wear, vol. 143, pp. 307–330 (1991).
[3] S. H. Lee and M. Cutkosky, “Fixture planning with friction,” Journal of Manufacturing
Science and Engineering, vol. 113, no. 3, pp. 320–327 (1991).
[4] K.M. Lynch, H. Maekawa, and K. Tanie, “Manipulation and active sensing by pushing
using tactile feedback,” IROS, pp. 416–421 (1992).
[5] K. M. Lynch, M. T. Mason, “Stable Pushing: Mechanics, Controllability, and Plan-
ning,” IJRR, vol.18, no. 1, pp.64–92 (1999).
[6] K. T. Yu, J. Leonard, A. Rodriguez, “Shape and Pose Recovery from Planar Pushing,”
IROS, (2015).
[7] R. Paolini, A. Rodriguez, S. S. Srinivasa, M. T. Mason, “A data-driven statistical
framework for post-grasp manipulation,” IJRR, vol- 33, no. 4, pp.600-615, (2014).
[8] C. E. Rasmussen and C. K. I. Williams, Gaussian Processes for Machine Learning,
MIT Press, (2006).
[9] E. König, Eigenvalue distribution of compact operators, Springer, (1986).
[10] L. Csato, and M. Opper, “Sparse on-line Gaussian processes,” Neural Computation,
vol. 14, no. 3, pp. 641–668 (2002).
[11] M. Seeger, and C. Williams, “Fast forward selection to speed up sparse Gaussian
process regression,” Workshop on AI and Statistics 9, (2003).
[12] A. Smola, and P. Bartlett, “Sparse greedy Gaussian process regression,” Advances in
neural information processing systems (NIPS), pp. 619–625, (2001).
[13] E. Snelson, and Z. Ghahramani, “Sparse Gaussian processes using pseudo-inputs,”
Advances in neural information processing systems (NIPS), pp. 1257–1264, (2006).
[14] K. T. Yu, N. Fazeli, M. Bauzà, J.Leonard, A. Rodriguez, “A Comprehensive and
High-Fidelity Data Set for Understanding Planar Pushing in the Real World,” ICRA,
Submitted (2016).
[15] A. NG, “Machine Learning“, Coursera, (2008).
[16] W. Rudin, Fourier Analysis on Groups, Wiley Classics Library. Wiley–Interscience,
New York, reprint edition, (1994).
[17] A. Rahimi and B. Recht., “Random features for large-scale kernel machines,” Ad-
vances in neural information processing systems (NIPS), (2007).
[18] M. Salganicoff, G. Metta, A. Oddera and G. Sandini, A vision-based learning method
for pushing manipulation, University of Pennsylvania, Department of Computer and
Information Science, (1993).
52 BIBLIOGRAPHY
[19] S. Walker and J.K. Salisbury, “Pushing using learned manipulation maps,” in IEEE
ICRA, pp 3808-3813, (2008).
[20] T. Meriçli, M. Veloso, and H.L. Akin, “Push-manipulation of complex passive mobile
objects using experimentally acquired motion models,” Autonomous Robots, vol. 38,
pp. 317-329, (2014).
[21] S. Thrun, W. Burgard, and D. Fox, Probabilistic robotics, MIT press, (2005).
[22] K. Kersting, C. Plagemann, P. Pfaff, and W. Burgard, “Most likely heteroscedastic
Gaussian process regression,” in Proceedings of the international conference on machine
learning (ICML), (2007).
[23] J. Ko, D. Fox “GP-BayesFilters: Bayesian filtering using Gaussian process prediction
and observation models,” in Autonomous Robots vol. 27, pp. 75-90, (2009).
[24] N. Fazeli, R. Tedrake, and A. Rodriguez, “Identifiability Analysis of Planar Rigid-
Body Frictional Contact,” in International Symposium on Robotics Research (ISRR),
(2015).
