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Recent years have seen a renaissance of semi-empirical quantum
mechanical (SQM) electronic structure theory methods. This is mainly
due to the fact that they still provide ‘unprecedented bang for thevier B.V. on behalf of the Research Ne
y/4.0/).buck’, as Tim Clark has once put it [1]. Because computer scientists
and engineers have again provided theoretical chemists with largely in-
creased computer power over the last decade, realistic model systems
for biomacromolecules and nanostructures have now come into the
reach of SQM (but not yet DFT) methods. A number of recent successes
in the application of SQMmethods in these ﬁelds (see below for details)
have also made people more aware of the ‘SQM gap’ between classical
molecular mechanics (MM) and fully quantum mechanical (QM)twork of Computational and Structural Biotechnology. This is an open access article under
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theory (DFT) approaches: The difference of about six ordersmagnitudes
between the typical run times of MM and DFT calculations is so large
that there is by far enough space for an intermediate level of theory in
between these two. And indeed, SQM calculations are roughly three or-
ders of magnitude faster than DFT calculations, but still three orders of
magnitude slower than MM ones: Whenever a system is in the reach
of DFT SQM methods will allow fast (pre-)optimization, dynamical
studies and high-throughput-screening based in silico optimization of
this system. Nowadays, ‘linear scaling’ approaches have made the DFT
treatment of large biomolecular systemspossible [2]; similar techniques
are of course available for SQM (e.g. MOZYME in MOPAC). The biggest
advantages of SQM methods are thus their speed in comparison to
DFT and versatility in comparison to MMmethods. Very accurate struc-
tures and energies are obtained for ‘standard’ organic chemistry [3]. The
often comparably simple electronic interactions in biomolecules and
non-covalent interaction dominated nano-systems (as opposed to for
instance heterogeneous catalysis) makes SQM methods especially use-
ful also for work in life science and in some ﬁelds of materials science.
For the latter two application ﬁelds, an accurate treatment of non-
covalent interactions is absolutely essential, which is why it seems fair
to say that ‘enhanced’ (empirically corrected) SQM methods of the
SQM-DH type have contributed substantially to the above mentioned
renaissance of SQMmethods.
The accurate modeling of non-covalent interactions is indeed prob-
lematic for ‘pure’ SQMmethods [4]. Unlike standard MMmethods [5,6],
SQMcan take charge transfer and polarization effects into account, but re-
sults for dispersion and hydrogen-bond interactions are not accurate
enough [1,7–9], though several examples of successful biomolecular sim-
ulation with ‘pure’ SQM methods exist [10–18], sometimes with some
corrections for hydrogen-bond interactions [1,9,19–23]. It is noteworthy
that most standard MM methods also have substantial problems with
hydrogen-bonds [24], but dedicated (three or more body) hydrogen cor-
rection terms are usually too costly for the typical biomolecular forceﬁeld
application scenarios, e.g. dynamical studies of large biologically relevant
molecular systems. We have reviewed the historical development and
technical details of SQM-DH methods before [25], so that here we will
take the opportunity to focus on a discussion of the recent successes
and failures of the application of these approaches after a very short over-
view of the basics in Section 2. Section 3 is devoted to the development
and benchmarking of SQM-DH methods, Section 4 gives on overview of
studies using these methods. Two paragraphs at the of Section 4 are ded-
icated to applications in materials science and in general chemistry, be-
fore a summary of themainﬁndings and an outlook are given in Section 5.
2. Empirical correction terms
SQM-DHmethods, with empirical MM-type correction terms for ei-
ther or both dispersion (D) and hydrogen-bond (H) interactions have
been introduced only rather recently. The D terms are the same as for
DFT-D methods:
Edispersion ¼−s6
XN
n
XN
m
C6
R6nm
 f damping : ð1Þ
They make use of either system-independent (D2-type [26]), or
system-speciﬁc (D3-type [27]) C6 coefﬁcients, and (s6 and damping
function) parameters reﬁtted for the speciﬁc SQM methods at hand.
The H terms are running over all possible donor (D)–hydrogen (H)–
acceptor (A) combinations, and differ mainly in how they make use of
geometric information to model the directionality of hydrogen-bonds.
The full description of the arrangement of two molecular fragments re-
quires 4 coordinates, for instance one distance (H…A), the ‘main’
hydrogen-bond angle (D–H…A, θ), a ‘secondary’ (H…A–R angle, ϕ)
and a (H…A–R–R, ψ) torsion angle. But this requires a pre-deﬁnitionof which electronegative atom is the donor and which one is the accep-
tor and if this distinction should be avoided, three more coordinates
(distance, angle, torsion angle) are needed. A detailed overview of all
technical details can be found in the above mentioned review [25],
where we have also introduced a distinction between zeroth-, ﬁrst-,
second- and third-generation H terms based on how complete the geo-
metric picture is as follows:
Ehydrogen‐bond ¼ gdistance  horientation ð2Þ
g0th=1st=2nd‐generationdistance ¼ f rHAð Þ ð3Þ
g3rd‐generationdistance ¼ f rDAð Þ ð4Þ
h0th‐generationorientation ¼ 1 ð5Þ
h1st‐generationorientation ¼ f θð Þ ð6Þ
h2nd‐generationorientation ¼ f θ;ϕ;ψÞð ð7Þ
h3nd‐generationorientation ¼ f θ;ϕ;ϕ2;ψ;ψ2; rHXÞ:ð ð8Þ
For zeroth-generation approaches, non-directional terms are added;
within the ﬁrst generation directional terms that depend only on the
acceptor–hydrogen distance and themain (donor–hydrogen–acceptor)
angle are introduced; within the second generation these terms depend
also on secondary (base–donor/acceptor–hydrogen) angles and tor-
sional (base–donor/acceptor–hydrogen) angles. For third-generation
schemes (currently only PM6-DH+), the distinction between acceptor
and donor atoms is skipped to allow for proton transfer processes and
avoid several conceptual problems with adding MM-type terms to an
electronic structure theory method. Third generation terms thus
model hydrogen-bonds as an interaction between two electronegative
atoms, which is smoothly switched on by the favorable placement of
one (or more) hydrogen atom(s) in between them. This way, PM6-
DH+ needs only one ﬁt parameter per electronegative element (O,N)
to reach chemical accuracy in comparison to high-level CCSD(T)/CBS
references for typical benchmark sets of non-covalently bound com-
plexes. The main beneﬁt of second-generation terms was the exclusion
of unphysical interaction contributions which arise for ﬁrst-generation
terms [25,28,29], leading to substantial problems with geometry opti-
mizations. One beneﬁt of the SQM H terms in comparison to the earlier
MM correction terms is their excellent transferability and the very low
number of parameters needed for high accuracy. Also the DH2 scheme
for instance is based on only 3 global and 5 method-speciﬁc atom-
type based parameters which were optimized for OMx, PM6, AM1 and
SCC-DFTB and lead to a very similar and excellent performance (again
in comparison to high-level CCSD(T)/CBS references) for all investigated
SQM methods. Further important developments were introduced by
Foster and Sohlberg and Hobza and co-workers: In 2012 Foster and
Sohlberg published a scheme for the self-consistent addition of
charge-dependent terms (a problem most of all for PM6-DH2) [30].
Hobza and co-workers additionally included halogen-bond (X) terms,
which work analogously to hydrogen-terms, but with an opposite
sign, as standard SQM methods underestimate repulsion in halogen-
bonds and thus deliver distances too short and interaction energies
too high [31,32].
3. SQMmethods, SQM-DHmethod development and benchmarking
3.1. SQM methods
Recent reviews on ‘pure’ SQM methods were published by Voityuk
[33] and Thiel [34], the related density functional tight-binding (DFTB)
approachwas covered by Gaus et al. [35]with a special focus on organic
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investigation of dynamical effects on complicated electronic processes
with his MRCI-SQM approach. His work highlights the fact that simula-
tions of sufﬁciently large system size and simulation length are not pos-
sible with other QM methods. Voityuk especially emphasizes the
importance of semi-empirical methods when screening electronic
properties or analyzing trends rather than focusing on individual sys-
tems. Reviews related to the topic of describing non-covalent interac-
tions with SQM methods have been published before by Foster and
Sohlberg [36] (including a comparison to DFT methods), Korth [37]
(focusing on hydrogen-bond correction terms), and Hobza [38,39]
(concerning non-covalent interactions and accurately describing
protein–ligand interactions).
3.2. SQM-DH method development
The ﬁrst dispersion corrected SQMmethodswere developed indepen-
dently of each other by Collignon et al. in 2006 (AM1-D) [40] and McNa-
mara and Hillier [41] in 2007 (PM3-D, AM1-D). Tuttle and Thiel
published a corresponding version of OMx in 2008 [42]. In 2009, Rezac
et al. [43] published the ﬁrst dispersion and hydrogen-bond corrected
SQMmethod, PM6-DH, which was soon revised into PM6-DH2 by Korth
et al. [44] A somewhat similar approach to add MM dedicated
hydrogen-bond terms as a QM/MM interface term (in addition to the
usual dispersions and repulsion terms) was pursued by Wang and Bryce
in 2009 [45]. In 2010 Foster and Sohlberg published their AM1-FS1
model [30], which also makes use of both hydrogen-bond and dispersion
terms. Korth continued after PM6-DH2 with focusing on conceptual im-
provements in his PM6-DH+ approach [46], which allows for proton
transfer reactions and uses only 2 ﬁt parameterswhile not loosing accura-
cy in comparison to PM6-DH2. Rezac andHobza continued after PM6-DH2
as well, with including also halogen-bond correction terms in their PM6-
DH2X model [47] in 2011 (similar corrections were later on also applied
to MMmethods [48,49]). In 2012, Rezac and Hobza developed the PM6-
D3H4 model with both improved dispersion corrections terms of D3-
type and a new hydrogen-bond correction scheme of second-generation
type, but with an increased robustness for geometry optimizations and
molecular dynamics simulations [50]. Foster and Sohlberg continued
their work with self-consistent, atomic charge dependent hydrogen-
bond correction terms (which are usually added as post-SCF correction
and thus lead to non-variational methods if partial charges are used) in
2012 [51]. In 2013, Stewart published the PM7model [52], which includes
dispersion andhydrogen-bond correction termsofmixedPM6-DH2/PM6-
DH+ type directly into the SQM ﬁtting process. Together with Korth,
Jensen and co-workers published PM6-D3H+, an updated PM6-DH+
modelwith improveddispersion corrections ofD3-type andamore robust
(third-generation) H+ term for an improved performance in geometry
optimizations and molecular dynamics, in 2014 [53]. Later in 2014,
Grimme, Bredow and co-workers published MSINDO-D3H+ [54], using
the more recent D3-type terms and the above mentioned improved im-
plementation of the H+ term for enhancing Bredow'sMSINDO approach.
Apart from the above listed substantial contributions, a number of
additional PM3-D and AM1-D models were published, for instance by
Anikin et al. [55] in 2012, though methods like PM6-DH2 and PM6-
DH+ are readily available in MOPAC [56] fromMOPAC2009 on. An im-
portant development related to SQM-DH type methods was the publi-
cation of corresponding GPU-enabled algorithms by Carvalho Maia
et al. [57] in 2012, which allowed for a very impressive illustration of
the capability of PM6-DH+ to identify native protein structures out of
large sets of decoy conformations.
3.3. SQM-DH method benchmarking using small biomolecular
model systems
Extensive benchmarkingwas done for all SQM-DHmethods already
in the original papers and in a number of dedicated benchmark papers.Both the original and most benchmark studies have a strong focus on
biomolecular systems and base their conclusions on benchmark sets of
comparably small model systems: In 2011, Prenosil et al. have studied
hydrogen-bond cooperativity effects with PM6-DH2 in comparison to
MM, DFT and WFT methods [58]. Unlike MMmethods, PM6-DH2 per-
forms reasonable accurate in comparison to high-level Coupled Cluster
data. In 2012 Rezac et al. investigated the performance of their newer
PM6-DH2X and PM6-D3H4X models for a large number of haloge-
nated systems [59]. In 2013 Hostas et al. in addition used OMx-D
and PM7 to benchmark the performance of all these methods for
non-covalent interactions including conformational changes [60].
Sedlak et al. ﬁnds an excellent price/performance ratio for enhanced
SQM methods in a study on large dispersion-dominated biomolecu-
lar systems in 2013 [61]. In 2014, Li et al. published a benchmark
with Hobza's BEGDB benchmark database using several SQM, SQM-
DH, DFT, and symmetry-adapted perturbation theory (SAPT)
methods [62]. They conclude that SQM-based methods are dramati-
cally faster than DFT and SAPT methods (and thus readily available
for large systems), but also that they are somewhat less accurate.
No tested SQM-DH methods was found to be clearly superior with
respect to the achieved accuracy; the authors do not discuss the con-
ceptual advantages and disadvantages of the individual methods.
Barberot et al. published a very interesting benchmark in 2014
[63], using their AlgoGen genetic algorithm approach for the exten-
sive sampling of the conformational space of typical benchmark set
systems to investigate the performance of the PM6-DH+ model,
for which several spurious minima are found.3.4. SQM-DH method benchmarking using large biomolecular
model systemsx
Few benchmark studies try to systematically evaluate SQM-DH
methods for sets of realistically large model systems: In 2012, Mikulskis
et al. investigated the performance of MM and SQMmethods including
(their own versions of) dispersion and hydrogen-bond corrections for
protein–ligand interactions [64]. They highlight the importance of em-
pirical corrections for SQMmethods and suggest their AM1-DH version
as a competitive alternative toMM/GBSA calculations. In 2013, Yilmazer
and Korth studied the performance of PM6-DH+ in comparison to DFT
methods for several hundred systematically generated protein–ligand
model systems from the PDBbind2007 benchmark set [65]. An excellent
performance of the SQM-DH method in comparison to DFT-D data is
found. In 2014, Korth and co-workers continued with comparing
PM6-DH+ and DFT methods to high-level WFT reference data for the
smallest complexes of their previous study [66], giving further support
to their earlier conclusions.3.5. SQM-DH method benchmarking for interactions in water
A number of studies focus on the performance of (enhanced) SQM
methods for describing interactions in water, including solvation and
proton-transfer phenomena (with the latter one being accessible to
SQM, but not standard MM methods): Bulo et al. published a bench-
mark of solute–water interactions using PM6-DH+ and DFTB in a
QM/MM setup in 2013 [67], focusing on the investigation of QM/MM
setup parameters. In 2014, Marion et al. benchmarked the performance
of amongst other methods OMx-D, PM6-DH2, PM6-DH+, PM6-D3H4
and PM7 for the interaction of water with hydrophobic groups [68],
and arrived at a new model, PM3-PIF3 to describe systems in aqueous
solutions. Work on constructing special models for proton-transfer in
water (OM3n by Wu et al. in 2013 [69] or AM1-W and AM1PGG-W by
Wang et al. in 2014 [70]) has shown that such models outperform
‘pure’ SQM methods, but consistent data for a comparison with SQM-
DH methods is still missing.
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A series of papers by Merz and co-workers investigated the pro-
pagation of systematic and random errors in the computation of pro-
tein–ligand interaction energies and protein-folding including MM,
SQM(-DH) and DFT data [71–74]. As expected, DFT was found to be
the best choice, but interestingly some MM potentials outperformed
some (non-enhanced) SQMmethods, illustrating the need for empirical
corrections. Truhlar and co-workers benchmarked amongst other
methods PM7 in their papers on the development of their polarizedmo-
lecular orbital (PMO) method [75–77] (with damped dispersion and p
orbitals onH atoms for— also hydrogen–bond type–polarization effects,
currently parameterized forH, C, N, O, and S),ﬁnding that PMO2outper-
forms PM7 for instance on their set of atmospherically relevant com-
pounds. Many benchmark studies do unfortunately not include SQM-
DHmodels, but only AM1-D and PM3-D their work [78,79], accordingly
ﬁnding a sub-optimal performance of SQM methods for hydrogen-
bonded systems.
4. Applications
4.1. (Pre-)optimization, dynamical studies, structure reﬁnement,
conformational searches
Typical applications for SQM-DHmethods include the fast optimiza-
tion ofmolecular systems [80,81], especially for the evaluation of exper-
imental data [82–85], the pre-optimization of biomolecular systems for
subsequent higher-level computations [86,87], dynamical QM studies of
biomolecular systems [88–92], and the use of SQM-DH methods as in-
termediate level for multilayer hybrid approaches, for instances within
DFT-D/SQM-DH/MM computations [93], or even as QMmethod in dy-
namical QM/MM simulations [94]. An application which will likely be-
come more and more important in the future is the SQM-DH based X-
ray structure reﬁnement [95]. If non-covalent interactions are essential,
SQM-DHbased reﬁnement of structuresmight in general be a good idea
[96]. Lupan et al. for instance found very good results forα-helical struc-
tures [97], also in comparison to DFT methods. Especially PM6-DH+
proved valuable as a basis for the non-local optimization of molecular
structures, for instance for screening the conformational space of the
FGG tripeptide [98] or DNA quadruplex/molecule complexes [99].
4.2. Host/guest systems
The very good accuracy of SQM-DHmethods for biomolecular inter-
actions in comparison to high-level CCSD(T)/CBS references begs the
question of whether these methods might not be good enough to re-
place DFT-D methods for the accurate computation of such interactions
inmediumsized systems. Accordinglymany studies on host/guest or in-
clusion complexeswere published over the last years [100–104], aswell
as on molecular tweezers [105], non-covalent complexation in general
[106–110], and supramolecular chemistry [111,112], most of them
with very promising results at SQM-DH level. Muddana and Gilson pre-
sented a study on 29 CB7 host-guest systems with PM6-DH+/COSMO
based on their ‘minima mining’ (M2) approach for predicting binding
afﬁnities and found good agreement with experiment [113]. Their
blind prediction of 14 CB7 binding afﬁnities within the SAMPL4 chal-
lenge [114] was less successful due to two unclear outliers possibly re-
lated to technical problems [115].
4.3. Virtual drug design
SQM-DHmethods are already and very successfully used as an accu-
rate but fast tool for rational drug design and optimization (as DFT-D
methods are usually not applicable to a large number of large enough
model systems): An excellent illustration of the opportunities offered
by SQM-DH methods was given by an impressive study from AvilaSalas et al. in 2012 [116]. The interaction energies of 4 drug molecules
with 8 polyamidoamine dendrimer fragments were computed from
overall 320 million conﬁgurations of about 30 to 170 heavy atoms
with PM6-DH+on a compute grid. The SQM-DH results show an excel-
lent correlationwith experiment (R2=0.9), especially in comparison to
MM data (R2 = 0.75). Benson et al. [118] on the other hand used PM6-
DH2 to predict the enthalpic part of the SAMPL3 challenge [117] tryp-
sin/fragment binding afﬁnities in combination with different solvation
models [118]. They emphasize the importance of (multiple) docking
poses and the inﬂuence of the solvation model, so that at least in their
approach SQM-DH methods offer no beneﬁts over purely empirical
scoring functions. Hobza and co-workers scored 22 HIV-1 ligands
with PM6-DH2/SMD (and MM-based entropy terms) [119], resulting
in a ‘dramatic’ improvement over the conventional DOCK procedure.
The authors emphasize that their scheme is free of system-speciﬁc pa-
rameters and thus readily available also for other protein/ligand sys-
tems. In 2011 they continued with scoring 15 structurally diverse
CDK2 inhibitors with PM6-DH2/COSMO and again found very good
agreementwith experiment [120]. Later on they investigated SmCB1 in-
hibitors and obtained results in close agreement with DFT-D data [121,
122]. Very recentlyHobza and co-workers investigatedmalonate-based
inhibitors of mammalian serine racemase [123] and decided to add a
new repulsion correction to their PM6-D3H4X/COSMO approach.
SQM-DHmethods are nowmore andmore often used for QM-based
scoring [124,125], QM/MM-based scoring [126,127] (sometimes unsuc-
cessfully though still in good agreementwith DFT [128]) and the in silico
design of biologically active compounds [129]. Two especially interest-
ing studies need to be highlighted: In 2012 Stigliani et al. presented a
docking study based on Autodock Vina structures re-ranked with
PM6-DH2/COSMO, clearly improving the results [130]. In 2014 Ucisik
et al. published a very interesting study on predicting protein–ligand
binding afﬁnities usingMonte Carlo estimates of the conﬁguration inte-
grals based on SQM-DHmicrostate energies using different implicit sol-
vation models [131]. A especially good correlation with experiment is
found for PM6-DH2-based estimates. For the future, it seems likely
that SQM-DH methods will turn to be particularly useful for the de
novo design and optimization of functional biomacromolecules, a task
for which MM methods are not accurate enough and DFT-D methods
are not fast enough. First attempts include for instance the screening
of peptides with anti-breast-cancer properties at different theoretical
levels [132], the computation of DNA/zinc–ﬁnger–protein interactions
[133], or the investigation of complete nucleic acids building blocks
[134]. Similarly challenging are the interactions of organic molecules
in the solid state and in solution [135].4.4. Materials science
Turning from life science to materials science applications, a large
number of ‘nano-systems’ including graphite, graphene, fullerenes,
nano tubes, DNA bases and combinations thereof were successfully in-
vestigated with SQM-DH methods [136–149]. The low computational
cost of thesemethodsmake them especially useful also for investigating
molecular self-assembly [150–153], molecular switches [154] and for
the screening of thousands of compounds for methane storage
[155–157], as well as hydrogen storage [158]. To mention just one
study in the ﬁeld of materials science in more detail, Vincent and Hillier
found that PM6-DH2 predicts adsorption energies of molecules on
graphene with an accuracy comparably to DFT-D and in good agree-
ment with experiment [159]. Conti and Cecchini ﬁnd PM6-DH+ to be
the most efﬁcient method for the calculation of small molecule adsorp-
tion energies on graphene in comparison to FF, other SQM and DFT ap-
proaches. They observe almost chemical accuracy for PM6-DH+ results
in comparison to temperature-programmed desorption experiments
and present ﬁrst tests for the rational design of improved graphene sur-
factants [160].
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performance of SQM-DH methods similar to DFT-D [84,91,92,97,122,
143,144,153,161–166], sometimes even when aiming for high accuracy
in complicated cases (like for instance the interaction of DNAbaseswith
Li@C60 [167]), but a number of studies (often relying on the older AM1-
D or PM3-D models) observe a lower quality of SQM-DH results
[168–170].
The equally good performance of DH models for problems both in
life and materials science illustrates the robustness of the general ap-
proach and is of high interest for inter-disciplinary research for instance
on bio-nano structures and (bio-)organic/inorganic hybrid materials.
4.5. Other
More exotic applications include chiral discrimination [171] or
piezoelectric effects of applied electric ﬁelds on hydrogen-bond interac-
tions [172]. In 2013, AmorimMadeira et al. presented a very interesting
application of PM6-DH+, computing protonation sites and proton af-
ﬁnities of amino acids with the goal of solvingmass spectrometry prob-
lems [173]. Another especially interesting studywas presented by Preiss
and Saleh in 2013 [174], in which PM6-DH+-derived descriptors are
used to estimate the glass transition temperature of 209 molecular liq-
uids. Finally, Rappoport et al. need to be mentioned, who have devel-
oped a heuristic approaches to estimate kinetic effects in complex
chemical reaction networks [175], using PM7 (including DH terms) for
structure optimization and reaction thermodynamics.
5. Conclusions and outlook
The overview given above clearly illustrates the substantial contri-
bution of DH corrections to the revival of SQM methods in general by
opening up the ﬁelds of life and (some parts of) materials science for
their application. The most important message seems to us: Similar to
D-type corrections for DFT methods, DH-type corrections for SQM
methods should be usedwhenever non-covalent interactions are essen-
tial for the problem at hand; the actual version of the correction is less
(though not un-)important. As forMMmethods, the importance of ded-
icated hydrogen-bond terms [176] and the use of a complete geometric
description is questioned sometimes [177], but these negative conclu-
sions are almost exclusively based on data from simple potential func-
tions, while the opposite is found when complete models are
investigated [28,29,178].
Almost all SQM-DH methods reach an excellent accuracy for non-
covalent interactions in comparison to DFT methods, but some of
them offer conceptual advantages over others (see Introduction sec-
tion). The biggest problem seems to be the existence of artifacts on
the potential hypersurfaces of most models, like oscillations during ge-
ometry optimization of small, highly-symmetric systems with for in-
stance PM6-DH+. Hobza claims to have solved this with his latest
approach (but has sacriﬁced the complete geometrical description for
this), Korth, Jensen and co-workers have released a new implementa-
tion of the DH+model (also with updated D3 dispersion terms) to ad-
dress this problem. To the best of our knowledge, only PM6-DH2, PM6-
DH+ and PM7 (including mixed DH+/DH2-type terms) are publicly
available (through MOPAC [56] from MOPAC2009 on) at the time of
writing, though also the improvedD3H+codebyKromannet al. is free-
ly available on GITHUB [179].
From the methodological point of view, several further improve-
ments of SQM-DHmethods seempossible, as almost no part can be con-
sidered perfect (see our previous review for details [25]). One should on
the other hand mention, that the theoretically most stringent way to
deal with hydrogen-bonds in SQMmethods is likely the inclusion of or-
thogonalization corrections, as it is done within the OMx methods by
Thiel and co-workers [180–183]. Currently, these methods are parame-
terized only for ﬁrst-row elements, but there are many activities in
Thiel's group to make OMx methods more versatile and even moreaccurate. Nevertheless, SQM-DHmethods are clearly a valuable addition
to the method zoo of computational chemistry. Other important devel-
opments in the ﬁeld include substantially improved SQM models like
the abovementioned PMOby Truhlar and co-workers, aswell asmodels
derived from higher-level theory approaches like the one suggested by
Laikov in 2011 [184]. There is also the recently developed AM1/d-CB1
method (including some d-orbitals and new core-core repulsion
terms) [185,186], but benchmark data in comparison to SQM-DH is
not yet available.
Noteworthy is also the further development of minimal QMmodels
(especially HF-3c by Sure and Grimme [187]), which are somewhat
slower, but generally more robust than SQM-DHmethods and thus ca-
pable of ﬁlling the gap between SQM and DFT methods in terms of cost
and accuracy. In a recent perspective Grimme, Bredow and co-workers
highlight several variants of low-cost quantum chemical methods
(SQM-DH, HF-3c, SCC-DFTB) as pre-screening tools and for computing
thermostatistical corrections. The authors conclude that due to their im-
proved accuracy and application range ‘the future for low-cost quantum
chemical methods for investigating NCIs in all of their aspects seems
bright’ [54]. There is not much to add to this from our side.
Acknowledgment
NDY and MK gratefully acknowledge the ﬁnancial support from the
Barbara-Mez-Starck Foundation and would also like to thank Tobias
Schwabe, Walter Thiel, Jimmy Stewart, Alexander Voityuk, Pavel
Hobza, and Karl Sohlberg for helpful comments.
References
[1] Clark T. THEOCHEM 2000;530:1–10.
[2] Fox SJ, Dziedzic J, Fox T, Tautermann CS, Skylaris C-K. Proteins 2014;82:3335–46.
[3] Korth M, Thiel W. J Chem Theory Comput 2011;7:2929–36.
[4] Seabra GM, Walker RC, Roitberg AE. J Phys Chem A 2009;113:11938–48.
[5] Wollacott AM, Merz KM. J Chem Theory Comput 2007;3:1609–19.
[6] van der Vaart A, Merz KM. J Am Chem Soc 1999;121:9182–90.
[7] Dannenberg JJ. THEOCHEM 1997;401:279–86.
[8] Csonka GI, Ángyán JG. THEOCHEM 1997;393:31–8.
[9] Winget P, Selcuki C, Horn AHC, Martin B, Clark T. Theor Chem Accounts 2003;110:
254–66.
[10] Möhle K, Hofmann H-J, Thiel W. J Comput Chem 2001;22:509–20.
[11] Elstner M, Jalkanen KJ, Knapp-Mohammady M, Frauenheim T, Suhai S. Chem Phys
2001;263:203–19.
[12] Nikitina E, Sulimov V, Zayets V, Zaitseva N. Int J Quant Chem 2004;97:747–63.
[13] Vasilyev V, Bliznyuk A. Theor Chem Accounts 2004;112:313–7.
[14] Villar R, Gil MJ, Garca JI, Martnez-Merino V. J Comput Chem 2005;26:1347–58.
[15] Raha K, Merz KM. J Med Chem 2005;48:4558–75.
[16] Nikitina E, Sulimov V, Grigoriev F, Kondakova O, Luschekina S. Int J Quant Chem
2006;106:1943–63.
[17] Raha K, Peters MB, Wang B, Yu N, Wollacott AM, et al. Drug Discov Today 2007;12:
725–31.
[18] Thiriot E, Monard G. THEOCHEM 2009;898:31–41.
[19] Bernal-Uruchurtu MI, Ruiz-López MF. Chem Phys Lett 2000;330:118–24.
[20] Monard G, Bernal-Uruchurtu MI, Van Der Vaart A, Merz KM, Ruiz-López MF. J Phys
Chem A 2005;109:3425–32.
[21] Repasky MP, Chandrasekhar J, Jorgensen WL. J Comput Chem 2002;23:1601–22.
[22] Yang Y, Yu H, York D, Cui Q, Elstner M. J Phys Chem A 2007;111:10861–73.
[23] Mucs D. Bryce RA. Expert opin drug discov 2013;8:268–76.
[24] Paton RS, Goodman JM. J Chem Inf Model 2009;49:944–55.
[25] Korth M. Chem Phys Chem 2011;12:3131–42.
[26] Grimme S. J Comput Chem 2004;25:1463–73.
[27] Grimme S, Antony J, Ehrlich S, Krieg H. J Chem Phys 2010;132:154104.
[28] Korth M, Pitonak M, Rezac J, Hobza P. J Chem Theory Comput 2009;6:344–52.
[29] Vedani A, Huhta DW. J Am Chem Soc 1990;112:4759–67.
[30] Foster ME, Sohlberg K. J Chem Theory Comput 2010;6:2153–66.
[31] Rezac J, Hobza P. Chem Phys Lett 2011;506:286–9.
[32] Rezac J, Riley KE, Hobza P. J Chem Theory Comput 2012;8:4285–92.
[33] Voityuk AA. Semi-empirical methods: current status and future directions. In:
Banting L, Clark T, editors. Drug design strategies: computational techniques and
applications. London: RSC Publishing; 2012.
[34] Thiel W. WIREs Comput Mol Sci 2014;4:145–57.
[35] Gaus M, Cui Q, Elstner M. WIREs Comput Mol Sci 2014;4:49–61.
[36] Foster ME, Sohlberg K. Phys Chem Chem Phys 2010;12:307–22.
[37] Korth M. Chemphyschem 2011;12:3131–42.
[38] Hobza P. Acc Chem Res 2012;45:663–72.
[39] Lepsik M, Rezac J, Kolar M, Pecina A, Hobza P, et al. ChemPlusChem 2013;78:
921–31.
174 N.D. Yilmazer, M. Korth / Computational and Structural Biotechnology Journal 13 (2015) 169–175[40] Collignon B, Hoang PNM, Picaud S, Liotard D, Rayez MT, et al. THEOCHEM 2006;
772:1–12.
[41] McNamara JP, Hillier IH. Phys Chem Chem Phys 2007;9:2362–70.
[42] Tuttle T, Thiel W. Phys Chem Chem Phys 2008;10:2159–66.
[43] Rezac J, Fanfrlik J, Salahub D, Hobza P. J Chem Theory Comput 2009;5:1749–60.
[44] Korth M, Pitonak M, Rezac J, Hobza P. J Chem Theory Comput 2010;6:344–52.
[45] Wang Q, Bryce RA. J Chem Theory Comput 2009;5:2206–11.
[46] Korth M. J Chem Theory Comput 2010;6:3808–16.
[47] Rezac J, Hobza P. Chem Phys Lett 2011;506:286–9.
[48] Ibrahim MAA. J Chem Inf Model 2011;51:2549–59.
[49] Ibrahim MAA. J Phys Chem B 2012;116:3659–69.
[50] Rezac J, Hobza P. J Chem Theory Comput 2012;8:141–51.
[51] Foster ME, Sohlberg K. Comp Theor Chem 2012;984:9–12.
[52] Stewart JJP. J Mol Model 2013;19:1–32.
[53] Kromann JC, Christensen AS, Steinmann C, Korth M, Jensen JH. Peer J 2014;2:e449.
[54] Brandenburg JG, Hochheim M, Bredow T, Grimme S. J Phys Chem Lett 2014;5:
4275–84.
[55] Anikin NA, Bugaenko VL, Kuzminskii MB, Mendkovich AS. Russ ChemBull 2012;61:
12–6.
[56] OPENMOPAC. http://www.openmopac.net. [Accessed: 2015-01-13].
[57] Carvalho Maia JD, Urquiza Carvalho GA, Mangueira Jr CP, Santana SR, Formiga
Cabral LA, et al. J Chem Theory Comput 2012;8:3072–81.
[58] Prenosil O, Pitonak M, Sedlak R, Kabelac M, Hobza P. Z Phys Chem 2011;225:
553–74.
[59] Rezac J, Riley KE, Hobza P. J Chem Theory Comput 2012;8:4285–92.
[60] Hostas J, Rezac J, Hobza P. Chem Phys Lett 2013;568:161–6.
[61] Sedlak R, Janowski T, Pitonak M, Rezac J, Pulay P, et al. J Chem Theory Comput
2013;9:3364–74.
[62] Waller MP, Kumbhar S, Yang J. Chem Phys Chem 2014;15:3218–25.
[63] Barberot C, Boisson JC, Gerard S, Khartabil H, Thiriot E, et al. Comp Theor Chem
2014;1028:7–18.
[64] Mikulskis P, Genheden S, Wichmann K, Ryde U. J Comput Chem 2012;33:1179–89.
[65] Yilmazer ND, Korth M. J Phys Chem B 2013;117:8075–84.
[66] Yilmazer ND, Heitel P, Schwabe T, Korth M. J Theor Comput Chem 2015;14:
1540001.
[67] Bulo RE, Michel C, Fleurat-Lessard P, Sautet P. J Chem Theory Comput 2013;9:
5567–77.
[68] Marion A, Monard G, Ruiz-Lopez MF, Ingrosso F. J Chem Phys 2014;141:034106.
[69] Wu X, Thiel W, Pezeshki S, Lin H. J Chem Theory Comput 2013;9:2672–86.
[70] Wang S, MacKay L, Lamoureux G. J Chem Theory Comput 2014;10:2881–90.
[71] Merz Jr KM. J Chem Theory Comput 2010;6:1769–76.
[72] Faver JC, BensonML, He X, Roberts BP, Wang B, et al. J Chem Theory Comput 2011;
7:790–7.
[73] Faver JC, Benson ML, He X, Roberts BP, Wang B, et al. PLoS One 2011;6:e18868.
[74] Faver JC, Yang W, Merz KM. J Chem Theory Comput 2012;8:3769–76.
[75] Zhang P, Fiedler L, Leverentz HR, Truhlar DG, Gao J. J Chem Theory Comput 2011;7:
857–67.
[76] Isegawa M, Fiedler L, Leverentz HR, Wang Y, Nachimuthu S, et al. J Chem Theory
Comput 2013;9:33–45.
[77] Fiedler L, Leverentz HR, Nachimuthu S, Friedrich J, Truhlar DG. J Chem Theory
Comput 2014;10:3129–39.
[78] Raju RK, Burton NA, Hillier IH. Phys Chem Chem Phys 2010;12:7117–25.
[79] Leverentz HR, Qi HW, Truhlar DG. J Chem Theory Comput 2013;9:995–1006.
[80] Todoroki K, Nakano T, Watanabe H, Min JZ, Inoue K, et al. Anal Sci 2014;30:865–70.
[81] Kamachi T, Yoshizawa K. Org Lett 2014;16:472–5.
[82] Morales-Toyo M, Alvarado YJ, Restrepo J, Seijas L, Atencio R, et al. J Chem
Crystallogr 2013;43:544–9.
[83] Nunez-Dallos N, Reyes A, Quevedo R. Tetrahedron Lett 2012;53:530–4.
[84] Pietrusiewicz KM, Flis A, Ujj V, Koertvelyesi T, Drahos L, et al. Heteroat Chem 2011;
22:730–6.
[85] Pistara V, Corsaro A, Resciﬁna A, Catelani G, D'Andrea F, et al. J Org Chem 2013;78:
9444–9.
[86] Dresselhaus T, Weikart ND, Mootz HD, Waller MP. RSC Adv 2013;3:16122–9.
[87] Enriquez-Victorero C, Hernandez-Valdes D, Montero-Alejo AL, Durimel A, Gaspard
S, et al. J Mol Graph Model 2014;51:137–48.
[88] Daido M, Kawashima Y, Tachikawa M. J Comput Chem 2013;34:2403–11.
[89] Gengeliczki Z, Callahan MP, Kabelac M, Rijs AM, de Vries MS. J Phys Chem A 2011;
115:11423–7.
[90] Jimenez AJ, Lin M-J, Burschka C, Becker J, Settels V, et al. Chem Sci 2014;5:608–19.
[91] Wang Q, Suzuki K, Nagashima U, Tachikawa M, Yan S. Chem Phys 2013;419:
229–36.
[92] Wang Q, Suzuki K, Nagashima U, Tachikawa M, Yan S. Chem Phys 2013;426:38–47.
[93] Fanfrlik J, Kolar M, KamlarM, Hurny D, Ruiz FX, et al. ACS Chem Biol 2013;8:2484–92.
[94] Li A, Muddana HS, Gilson MK. J Chem Theory Comput 2014;10:1563–75.
[95] Borbulevych OY, Plumley JA, Martin RI, Merz Jr KM, Westerhoff LM. Acta
Crystallogr Sect D: Biol Crystallogr 2014;70:1233–47.
[96] Muddana HS, Sapra NV, Fenley AT, Gilson MK. J Chem Phys 2013;138:224504.
[97] Lupan A, Kun A-Z, Carrascoza F, Silaghi-Dumitrescu R. J Mol Model 2013;19:
193–203.
[98] Dresselhaus T, Yang J, Kumbhar S, Waller MP. J Chem Theory Comput 2013;9:
2137–49.
[99] Husby J, Todd AK, Platts JA, Neidle S. Biopolymers 2013;99:989–1005.
[100] Kubota D, Lopes Macedo OF, Santana Andrade GR, Conegero LS, Almeida LE, et al.
Carbohydr Res 2011;346:2746–51.
[101] Leclercq L, Suisse I, Roussel P, Agbossou-Niedercorn F. J Mol Struct 2012;1010:
152–7.[102] Xia Y, Wang X, Zhang Y, Luo B. Comp Theor Chem 2011;967:213–8.
[103] Gavvala K, Sengupta A, Hazra P. Chemphyschem 2013;14:532–42.
[104] Grimme S. Chem Eur J 2012;18:9955–64.
[105] Kessler J, Jakubek M, Dolensky B, Bour P. J Comput Chem 2012;33:2310–7.
[106] Miletic T, Kyriakos K, Graovac A, Ibric S. Carbohydr Polym 2013;98:122–31.
[107] Mora AJ, Belandria LM, Avila EE, Seijas LE, Delgado GE, et al. Cryst Growth Des
2013;13:1849–60.
[108] Nachtigallova D, Aquino AJA, Horn S, Lischka H. Photochem Photobiol Sci 2013;12:
1496–508.
[109] VuongQV, SiposovaK,NguyenTT, Antosova A, Balogova L, et al. Biomacromolecules
2013;14:1035–43.
[110] Zimnicka M, Troc A, Ceborska M, Jakubczak M, Kolinski M, et al. Anal Chem 2014;
86:4249–55.
[111] Krieg E, Weissman H, Shimoni E, On (Ustinoy) AB, Rybtchinski B. J Am Chem Soc
2014;136:9443–52.
[112] Leclercq L, Lubart Q, Dewilde A, Aubry J-M, Nardello-Rataj V. Eur J Pharm Sci 2012;
46:336–45.
[113] Muddana HS, Gilson MK. J Chem Theory Comput 2012;8:2023–33.
[114] Muddana HS, Fenley AT, Mobley DL, Gilson MK. J Comput Aided Mol Des 2014;28:
305–17.
[115] Muddana HS, Yin J, Sapra NV, Fenley AT, Gilson MK. J Comput Aided Mol Des 2014;
28:463–74.
[116] Avila-Salas F, Sandoval C, Caballero J, Guinez-Molinos S, Santos LS, et al. J Phys
Chem B 2012;116:2031–9.
[117] The SAMPL experiment. http://www.eyesopen.com/SAMPL. [Accessed: 2015-01-
13].
[118] Benson ML, Faver JC, Ucisik MN, Dashti DS, Zheng Z, et al. J Comput Aided Mol Des
2012;26:647–59.
[119] Fanfrlik J, Bronowska AK, Rezac J, Prenosil O, Konvalinka J, et al. J Phys Chem B
2010;114:12666–78.
[120] Dobes P, Fanfrlik J, Rezac J, Otyepka M, Hobza P. J Comput Aided Mol Des 2011;25:
223–35.
[121] Jilkova A, Rezacova P, Lepsik M, Horn M, Vachova J, et al. J Biol Chem 2011;286:
35770–81.
[122] Fanfrlik J, Brahmkshatriya PS, Rezac J, Jilkova A, Horn M, et al. J Phys Chem B 2013;
117:14973–82.
[123] Vorlova B, Nachtigallova D, Jiraskova-Vanickova J, Ajani H, Jansa P, et al. Eur J Med
Chem 2015;89:189–97.
[124] Kamel K, Kolinski A. Acta Biochim Pol 2011;58:255–60.
[125] Kamel K, Kolinski A. Acta Biochim Pol 2012;59:653–60.
[126] Fong P, McNamara JP, Hillier IH, Bryce RA. J Chem Inf Model 2009;49:913–24.
[127] Pan X-L, Liu W, Liu J-Y. J Phys Chem B 2013;117:484–9.
[128] Pavlicek J, Ptacek J, Cerny J, Byun Y, Skultetyova L, et al. Bioorg Med Chem Lett
2014;24:2340–5.
[129] Ahmed M, Sadek MM, Abouzid KA, Wang F. J Mol Graph Model 2013;44:220–31.
[130] Stigliani J-L, Bernardes-Genisson V, Bernadou J, Pratviel G. Org Biomol Chem 2012;
10:6341–9.
[131] Ucisik MN, Zheng Z, Faver JC, Merz KM. J Chem Theory Comput 2014;10:1314–25.
[132] Temelso B, Alser KA, Gauthier A, Palmer AK, Shields GC. J Phys Chem B 2014;118:
4514–26.
[133] Nagy G, Gyurcsik B, Hoffmann EA, Koertvelyesi T. J Mol Graph Model 2011;29:
928–34.
[134] Kruse H, Havrila M, Sponer J. J Chem Theory Comput 2014;10:2615–29.
[135] Quevedo R, Nunez-Dallos N, Wurst K, Duarte-Ruiz A. J Mol Struct 2012;1029:
175–9.
[136] Lukas M, Meded V, Vijayaraghavan A, Song L, Ajayan PM, et al. Nat Commun 2013;
4:1379.
[137] Cousins BG, Das AK, Sharma R, Li Y, McNamara JP, et al. Small 2009;5:587–90.
[138] McNamara JP, Sharma R, Vincent MA, Hillier IH, Morgado CA. Phys Chem Chem
Phys 2008;10:128–35.
[139] Chamorro-Posada P, Vazquez-Cabo J, Sanchez-Arevalo FM, Martin-Ramos P,
Martin-Gil J, et al. J Solid State Chem 2014;219:232–41.
[140] Ramraj A, Hillier IH. J Chem Inf Model 2010;50:585–8.
[141] Robert PT, Danneau R. New J Phys 2014;16:013019.
[142] Schrier J. ACS Appl Mater Interfaces 2011;3:4451–8.
[143] Polynski MV, Ananikov VP. Computational Modeling of Graphene Systems Contain-
ing Transition Metal Atoms and Clusters. In: Ananikov VP, editor. Understanding
Organometallic Reaction Mechanisms and Catalysis. KGaA, Weinheim: Wiley-
VCH Verlag GmbH & Co.; 2014.
[144] Ramraj A, Hillier IH, Vincent MA, Burton NA. Chem Phys Lett 2010;484:295–8.
[145] Vijayaraj R, Raman SS, Kumar RM, Subramanian V. J Phys Chem B 2010;114:
16574–83.
[146] Wang H, Xu X, Lee C, Johnson C, Sohlberg K, et al. J Phys Chem C 2012;116:4442–8.
[147] Yamada M, Harada K, Maeda Y, Hasegawa T. New J Chem 2013;37:3762–9.
[148] Araujo RF, Silva CJR, PaivaMC, Franco MM, ProencaMF. RSC Adv 2013;3:24535–42.
[149] Foster M, Sohlberg K. Fullerenes Nanotubes Carbon Nanostruct 2012;20:72–84.
[150] Bende A, Grosu I, Turcu I. J Phys Chem A 2010;114:12479–89.
[151] Bende A, Turcu I. Int J Mol Sci 2011;12:3102–16.
[152] Garcia F, Costa RD, Arago J, Bolink HJ, Orti E, et al. Langmuir 2014;30:5957–64.
[153] Molla MR, Gehrig D, Roy L, Kamm V, Paul A, et al. Chem Eur J 2014;20:760–71.
[154] Simpson S, Van Fleet A, Zurek E. J Chem Educ 2013;90:1528–32.
[155] Haranczyk M, Lin L-C, Lee K, Martin RL, Neaton JB, et al. Phys Chem Chem Phys
2013;15:20937–42.
[156] Martin RL, Shahrak MN, Swisher JA, Simon CM, Sculley JP, et al. J Phys Chem C
2013;117:20037–42.
[157] Martin RL, Simon CM, Smit B, Haranczyk M. J Am Chem Soc 2014;136:5006–22.
175N.D. Yilmazer, M. Korth / Computational and Structural Biotechnology Journal 13 (2015) 169–175[158] Sigal A, Villarreal M, Rojas MI, Leiva EPM. Int J Hydrog Energy 2014;39:5899–905.
[159] Vincent MA, Hillier IH. J Chem Inf Model 2014;54:2255–60.
[160] Conti S, Ceccini M. J Phys Chem C 2015;119:1867–79.
[161] Foster ME, Sohlberg K. J Phys Chem A 2011;115:7773–7.
[162] Gordeev EG, Polynski MV, Ananikov VP. Phys ChemChem Phys 2013;15:18815–21.
[163] Margiotta N, Marzano C, Gandin V, Osella D, Ravera M, et al. J Med Chem 2012;55:
7182–92.
[164] Raju RK, Hillier IH, Burton NA, Vincent MA, Doudou S, et al. Phys Chem Chem Phys
2010;12:7959–67.
[165] Ramraj A, Raju RK, Wang Q, Hillier IH, Bryce RA, et al. J Mol Graph Model 2010;29:
321–5.
[166] Sharma R, McNamara JP, Raju RK, Vincent MA, Hillier IH, et al. Phys Chem Chem
Phys 2008;10:2767–74.
[167] Sun W, Bu Y, Wang Y. J Comput Chem 2012;33:490–501.
[168] Morgado CA, McNamara JP, Hillier IH, Burton NA. J Chem Theory Comput 2007;3:
1656–64.
[169] Narth C, Gillet N, Levy B, Demachy I, de la Lande A. Can J Chem 2013;91:628–36.
[170] Strutynski K, Gomes JANF, Melle-Franco M. J Phys Chem A 2014;118:9561–956.
[171] Keunchkarian S, Franca CA, Gagliardi LG, Castells CB. J Chromatogr A 2013;1298:
103–8.
[172] Werling KA, Hutchison GR, Lambrecht DS. J Phys Chem Lett 2013;4:1365–70.[173] Amorim Madeira PJ, Vaz PD, Bettencourt da Silva RJN, Florencio MH.
ChemPlusChem 2013;78:1149–56.
[174] Preiss UP, Saleh MI. J Pharm Sci 2013;102:1970–80.
[175] Rappoport D, Galvin CJ, Zubarev DY, Aspuru-Guzik A. J Chem Theory Comput 2014;
10:897–907.
[176] Hagler AT, Huler E, Lifson S. J Am Chem Soc 1974;96:5319–27.
[177] Wendler K, Thar J, Zahn S, Kirchner B. J Phys Chem A 2010;114:9529–36.
[178] Vedani A. J Comput Chem 1988;9:269–80.
[179] Hydrogen-bond-correction-f3. https://github.com/jensengroup/hydrogen-bond-
correction-f3. [Accessed: 2015-01-13].
[180] Kolb M, Thiel W. J Comput Chem 1993;14:775–89.
[181] Weber W. Ein neues semiempirisches NDDO-Verfahren mit
Orthogonalisierungskorrekturen: Entwicklung des Modells, Parametrisierung und
Anwendungen. (Thesis) Universitat Zurich; 1996.
[182] Weber W, Thiel W. Theor Chem Accounts 2000;103:495–506.
[183] Scholten M. Semiempirische Verfahren mit Orthogonalisierungskorrekturen: Die
OM3 Methode. (Thesis) Heinrich-Heine-Universitat; 2003.
[184] Laikov DN. J Chem Phys 2011;135:134120.
[185] Govender K, Gao J, Naidoo KJ. J Chem Theory Comput 2014;10:4694–707.
[186] Govender KK, Naidoo KJ. J Chem Theory Comput 2014;10:4708–17.
[187] Sure R, Grimme S. J Comput Chem 2013;34:1672–85.
