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Abstract. AI based Speech Recognition has been widely used in the consumer field for control of smart home personal assistants, 
with many such devices on the market. Smart home assistants that could detect the user’s emotion would improve the 
communication between a user and the assistant enabling the assistant to offer more productive feedback. Thus, the aim of this 
work is to analyze emotional states in speech and propose a suitable algorithm considering performance verses complexity for 
deployment in smart home devices. The four emotional speeches were selected from the Berlin Emotional Database (EMO-DB) 
as experimental data, 26 MFCC features were extracted from each type of emotional speech to identify the emotions of happiness, 
anger, sadness and neutrality. Then, speaker-independent experiments for our Speech emotion Recognition (SER) were 
conducted by using the Back Propagation Neural Network (BPNN), Extreme Learning Machine (ELM), Probabilistic Neural 
Network (PNN) and Support Vector Machine (SVM). Synthesizing the recognition accuracy and processing time, this work 
shows that the performance of SVM was the best among the four methods as a good candidate to be deployed for SER in smart 
home devices. SVM achieved an overall accuracy of 92.4% while offering low computational requirements when training and 
testing. We conclude that the MFCC features and the SVM classification models used in speaker-independent experiments are 
highly effective in the automatic prediction of emotion.  
Keywords: Emotion recognition, back propagation neural network, extreme learning machine, Mel-frequency cepstral 
coefficients, smart home, support vector machine 
1.  Introduction 
Speech Emotion Recognition (SER) was first 
proposed in 1997 by Picard [1] and has attracted 
widespread attention. It is well known that language 
communication is the preferred method when 
communicating with others in daily life, and human 
language is first formed through speech. It can be said 
that speech plays a decisive supporting role in 
language. Human speech not only contains important 
semantic information, but also implies rich emotional 
information [2]. The aim of SER is to obtain the 
emotional states of a user derived from their speech 
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[3], thereby achieving harmonious communication 
between humans or between humans and machines. 
Emotion is a comprehensive state that occurs when 
an individual receives an internal or external stimulus, 
including physiological reaction, subjective 
experience and external behavior [4]. When the 
internal or external stimulus are consistent with a 
user's needs or requests, they will experience positive 
emotions, whereas negative emotions can be 
experienced with unpleasant experiences or distress. 
The ability for consumer devices to detect emotion 
has been a hot research topic since 2006 with the 
introduction of an early music recommender system 
[5], and facial expression recognition [6] for personal 
cameras in 2010. The first emotion recognition 
systems in the consumer field appeared in 2011 that 
used a database [7], and then biofeedback [8]. While 
research into music recommender systems has been 
buoyant [9,10], other interesting systems for human 
emotion include lighting for emotion [11] and emotion 
aware service robots [12], [13]. Recent research 
indicates seamless human-device interaction [14]. 
With the advent of smart consumer home devices [15], 
consumers can live in their home for longer, safer [16] 
and to live healthier lifestyles [17]. 
McNally [18] presented six basic emotions - anger, 
disgust, fear, happiness, sadness, surprise, and these 
are widely used in current research. Emotion can be 
roughly divided into two forms: discrete and 
dimensional [19]. Discrete emotion description 
utilizes fixed labels to describe emotions, such as 
happiness, anger and sadness. The dimensional 
emotion description describes emotional attributes 
with points in multi-dimensional space, such as the 
arousal-valence model in two dimensions [20,21], the 
position – arousal–dominance model in three 
dimensions [22] and the Hevner emotion ring model 
[23]. The two emotion description methods have their 
own advantages. Discrete emotion description has 
been widely used for SER with its advantages of being 
simple and easy to understand. At present, the acoustic 
features have been widely applied to study SER, and 
many remarkable achievements have been made 
[24,25]. 
The emotional features based on acoustics can be 
roughly classified into three types: prosodic features, 
spectral features and sound quality features [26]. The 
prosodic features [27] can reflect the changes of 
intensity and intonation in speech. The commonly 
used prosodic features have duration, pitch and energy. 
The spectral features may be divided into linear 
spectral features and cepstral features. The linear 
spectral features include the linear predictor 
coefficient (LPC) and the log-frequency power 
coefficient (LFPC). The cepstral features [28] include 
the Mel-Frequency Cepstral Coefficient (MFCC) and 
the linear predictor cepstral coefficient (LPCC). 
Among them, the MFCC is the most commonly used 
spectral feature for SER because of its characteristics 
being similar to the human ear. Sound quality features 
have a great influence on the emotional state 
expressed in speech, and it mainly includes sounds 
from breathing, brightness and formant [29]. Acoustic 
features are typically extracted in frames and enable 
emotional recognition through simple statistical 
analysis.  
The rapid development of SER cannot be separated 
from the support of computer technology. Advanced 
computer technology has laid a solid foundation for 
the development of SER [30]. The task of SER is to 
extract the characteristic parameters that can reflect 
emotions from speech signals and then find out the 
mapping relationship between these characteristic 
parameters and human emotions [31]. 
As shown in Figure 1, a SER system generally 
consists of three modules: speech acquisition module, 
feature extraction module and emotion recognition 
module [32]. Natural speech is imported into the 
system through the sensors in the speech acquisition 
module, and then transmitted to the feature extraction 
module to extract the emotional features. Finally, the 
emotion recognition module performs a determination 
process based on the emotional features extracted. 
Natural speech is greatly affected by external factors 
which may lead to a reduction of recognition accuracy. 
Therefore, before the SER system can be established, 
it is necessary to collect an emotional corpus 
according to emotion description methods and record 
a high-quality emotion speech database [33]. 
 
Fig. 1 Framework of a Speech Emotion Recognition (SER) system. 
 









SER is essentially a pattern recognition problem; it 
can be realized through using the standard pattern 
classifiers [34]. At present, the classifiers commonly 
used for SER are: Artificial Neural Network (ANN), 
Support Vector Machine (SVM), Hidden Markov 
Model (HMM) and Gaussian Mixture Model (GMM). 
Rajisha et al. [39] extracted MFCCs, energy and pitch 
as emotional features and performed emotional 
recognition on the Malayalam emotion database using 
ANN and SVM as classifiers. The experimental 
results showed a classification accuracy of 88.4% for 
ANN and the classification accuracy of 78.2% for 
SVM. Sujatha and Ameena [40] conducted speaker-
independent and speaker-dependent emotional 
recognition on the IITKGP-SESC and IITKGP-
SEHSC databases. The recognition results using 
GMM, HMM and SVM as classifiers were that the 
recognition for seven different emotions in the 
speaker-dependent case was better than the speaker-
independent case. In the speaker-independent case, 
GMM performed better on anger and surprise 
emotions and HMM performed better on disgust, fear 
and neutrality emotions. SVM achieved an average 
recognition accuracy of 86.6% for test samples of an 
unknown emotion. Lanjewar et al. [41] used GMM 
and K-Nearest Neighbor (KNN) as classifiers to 
identify six emotions in speech (including happiness, 
anger, sadness, fear, surprise and neutrality) using the 
Berlin Emotional Database (EMO-DB) [42]. GMM 
was more effective on the anger emotion with a 92% 
recognition rate while KNN achieved the highest 
recognition rate of 90% on happiness emotion. 
Although many classifiers can be applied to identify 
emotions in speech, each classifier has its own 
advantages and disadvantages, so the appropriate 
classification model needs to be selected according to 
the requirements. 
This paper is concerned with defining suitable 
technology to enable smart home assistants, as a voice 
sensor, to predict the emotional state of a user, and in 
doing so offer more suitable responses to questions 
and home events. The work considers many classifiers 
and has found that the Support Vector Machine 
(SVM) is an excellent candidate for SER when 
considering both recognition performance, and real-
time operation. 
The rest of the article is structured as follows: The 
specific process to perform SER will be provided in 
Section II. Section III will introduce the testing 
methodology in detail. The experimental results and 
relevant discussion are presented in Section IV. 
Finally, conclusion and future works will be given in 
Section V. 
2. Materials and Methods 
In a practical system deployment, real-time user 
speech would be used. However, in order to compare 
and validate with other works, the EMO-DB database 
[42] has been used. The specific process of performing 
SER in this work is shown in Figure 2. The emotional 
speech selected from the database is first preprocessed 
to reduce noise interference and keep information 
integrity [43]. Then, extraction of emotional features 
is performed. The extracted data is then divided into 
training data and test data. The training data is used to 
train models and obtain classification rules whereas 
the test data is determined to belong to which type of 
emotions based on classification rules obtained from 
the training data. Finally, the recognition results are 
outputted. In this section, each step of SER is 
described in detail. 
2.1. Emotion speech database 
The EMO-DB database contains seven emotions: 
happiness, anger, sadness, neutrality, fear, disgust and 
boredom [44]. It was created using five male and five 
female actors who simulated emotions on five long 
sentences and five short sentences. Finally, the 535 
speech recordings are retained after listening 
experiments of 10 males and 10 females with the 
length of each speech being 3~8s. The EMO-DB 
database was stored at a sampling rate of 16 kHz 16-
bit quantization and stored in the common .wav file 
format. 
2.2. Speech preprocessing 
The purpose of preprocessing is to highlight the 
emotional information and reduce the impact of other 
information. The speech signal is a non-stationery and 
time-varying signal [45], but its characteristics remain 
basically unchanged in a short time range (generally 
considered to be 10-30ms), i.e. speech has short-term 
stability. Therefore, most systems adopt framing to 
preprocess speech [39]. Generally, the frame length is 
10 to 30ms. 
Before extracting emotional features, this work has 
used the Music Analysis, Retrieval and Synthesis for 
Audio Signals (MARSYAS) tool [46] to automatically 
frame speech, and its parameters are set as shown in 
Table 1. 
 
Table 1. Parameter Settings for Framing Speech 
Parameter Value 
Sampling frequency 22.05 kHz 
Down-sampling factor 1 
Window size (-ws) 512 (sampling points) 
Hop size (-hp) 512 (sampling points) 
2.3. Feature extraction 
2.3.1. Extracting features using MARSYAS 
Feature extraction refers to the process of obtaining 
parameters which can describe characteristics of 
speech from a speech waveform [47]. In this work, we 
have used MARSYAS to extract 26 MFCC features 
from happiness, anger, sadness and neutrality speech 
in the EMO-DB database. MARSYAS is mainly used 
to extract the texture features of speech signals. When 
extracting MFCC features, we created four emotion 
audio sets (Happiness, Anger, Sadness and Neutrality). 
Then, 26 MFCC features were extracted from the 
audio sets that included the mean and standard 
deviation of the static MFCC and the 1~12 order 
MFCCs. 
2.3.2. Mel-Frequency Cepstral Coefficients 
MFCC is one of the characteristic parameters 
commonly used in SER and it is put forward based on 
the Mel filter. The Mel filter is designed according to 
the human ear hearing system. It considers the process 
and characteristic which humans make voices and 
human ear accepts voice [28]. The frequency of the 
Mel filter is termed the Mel frequency and it is 
consistent with the auditory characteristics of the 
human ear and closely related to the actual voice 
frequency. The Mel frequency has a nonlinear 
relationship with frequency [33]. The specific 
relationship between the Mel frequency and the actual 
frequency is: 
         𝑓𝑀𝑒𝑙 = 2595 × 𝑙𝑔 (1 +
𝑓
700
)                           (1) 
where f is the actual speech frequency (Hz). The 
MFCC is the prediction cepstral coefficient obtained 
on the Mel frequency. The steps of extracting MFCC 
are: 
Step 1: Preprocessing: the finite discrete signal 
(𝑥𝑖(𝑛)) is obtained after framing, where i represents 
the i-th frame.  
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Step 2: The Fast Fourier Transform (FFT) is applied 
to each frame: 




     
𝑘 = 0,1, … , 𝑁 − 1      (2) 
where N is the number of sampling points in each 
frame. Then the power spectrum is obtained: 
𝐸(𝑖, 𝑘) = [𝑋(𝑖, 𝑘)]2                                               (3) 
Step 3: Calculate the energy through the Mel filter. 
𝑆(𝑖, 𝑚) = ∑ 𝐸(𝑖, 𝑘)𝐻𝑚(𝑘)
𝑁−1
𝑘=0
                              (4) 
Step 4: Calculate MFCC using the Discrete Cosine 
Transform (DCT). 











𝑛 = 1,2, … , 𝐿             (5) 
where n represents the order of the MFCC, and L is 
usually taken as 12. M is the number of Mel filters. 
2.4. Classification model 
2.4.1. Back Propagation Neural Network (BPNN) 
BPNN is a multi-layer feedforward neural network 
[48] famous for being a back propagation (BP) 
algorithm. The BPNN algorithm includes two 
processes: forward transmission of signals and back 
propagation of errors [49]. In the forward transmission 
speech signals are transmitted from the input layer 
through the hidden layer to calculate the outputs of 
output layer. In back propagation of errors, the output 
error of network is first calculated as: 
𝐸 =  
1
2




     𝑘 = 1,2, … , 𝑚           (6) 
where 𝑇𝑘 and 𝑂𝑘 represent the expected output and 
the actual output of the k-th node in the output layer 
respectively. Then, according to the gradient descent 
algorithm Error! Reference source not found., the 
adjustment formula for the weights ( 𝑤𝑘𝑖&𝑤𝑖𝑗 ) and 
thresholds (𝑎𝑘&𝜃𝑖) are obtained: 
𝑤𝑘𝑖 = 𝑤𝑘𝑖 + ∆𝑤𝑘𝑖 = 𝑤𝑘𝑖 − 𝜂
𝜕𝐸
𝜕𝑤𝑘𝑖
                 (7) 
𝑎𝑘 = 𝑎𝑘 + ∆𝑎𝑘 = 𝑎𝑘 − 𝜂
𝜕𝐸
𝜕𝑎𝑘
                          (8) 
𝑤𝑖𝑗 = 𝑤𝑖𝑗 + ∆𝑤𝑖𝑗 = 𝑤𝑖𝑗 − 𝜂
𝜕𝐸
𝜕𝑤𝑖𝑗
                   (9) 
𝜃𝑖 = 𝜃𝑖 + ∆𝜃𝑖 = 𝜃𝑖 − 𝜂
𝜕𝐸
𝜕𝜃𝑖
               (10) 
where  𝑤𝑘𝑖  represents the weight between the k-th 
node in the output layer and the i-th node in the hidden 
layer, 𝑎𝑘 represents the threshold of the k-th node in 
the output layer, 𝑤𝑖𝑗 represents the weight between 
the i-th node in the hidden layer and the j-th node in 
the input layer, 𝜃𝑖 represents the threshold of the i-th 
node in the hidden layer and 𝜂 represents the learning 
rate. 
2.4.2. Extreme Learning Machine (ELM) 
ELM was proposed in 2004 by Huang [51]. 
Different from traditional algorithms (such as BP 
algorithm), ELM randomly generates the weights 
between the input layer, the hidden layer, and the 
thresholds of the hidden layer node. The thresholds do 
not need to be adjusted during the training process. It 
only needs to set the number of nodes in the hidden 
layer to determine the weights between the hidden 
layer and the output layer by solving the equation set 
[52]. 
Let the number of neurons in the input layer, hidden 
layer and output layer be n, l and m respectively, the 
weight matrix between the hidden layer and the input 
layer is 𝒘 = [𝑤𝑖𝑗]𝑙×𝑛, the weight matrix between the 
hidden layer and the output layer is 𝜷 = [𝛽𝑖𝑘]𝒍×𝒎, the 
threshold matrix of the hidden layer is 𝒃 = [𝑏𝑖]𝑙×1, the 
input sample is 𝒙 = [𝑥𝑗]𝑛×1 , and the activation 
function of the hidden layer is 𝑔(𝑥), then the actual 
output matrix of the output layer (𝑶 = [𝑂𝑘]𝑚×1) can 
be expressed by: 
𝑯𝜷 = 𝑶𝑻                                                    (11) 
where 𝑯 = [𝑔(𝒘𝑖𝐱 + 𝒃𝒊)]𝟏×𝒍 is the output matrix of 
the hidden layer, 𝒘𝑖  represents the i-th row of matrix 
𝒘; 𝑶𝑻 is the transpose of the matrix 𝑶. The ELM 
optimization not only minimizes the network error, 
but also minimizes the weights between the hidden 
layer and the output layer. Therefore, the optimization 
objective equation is: 
𝑚𝑖𝑛
𝛽
∥ 𝑯𝜷 − 𝑻𝑻 ∥                                    (12) 
where 𝑻 = [𝑇𝑘]𝑚×1 is the expected output matrix of 
the output layer, 𝑻𝑻 is the transpose of the matrix 𝑻. 
Finally, the weights of between the hidden layer and 
the output layer is given by: 
?̂? = 𝑯+𝑻𝑻                                              (13) 
where 𝑯+ is the Moore-Penrose generalized inverse 
of matrix H. 
2.4.3. Probabilistic Neural Network (PNN) 
The theoretical basis of PNN is the Bayesian 
decision theory and Parzen probability density 
estimation [53]. During training, PNN does not need 
error back propagation like BPNN as it only contains 
a forward calculation process [54]. PNN consists of an 
input layer, pattern layer, accumulation layer and 
output layer. The first layer is the input layer 
responsible for transmitting the feature vectors in the 
training samples to the network. The number of 
neurons in this layer is equal to the dimension of the 
feature vector. The second layer is the pattern layer, its 
function is to calculate the matching relationship 
between the feature vector and each category, and the 
number of neurons in this layer is same with the sum 
of training samples. The output of the j-th neuron of 







(𝒙 − 𝒄𝒊𝒋)(𝒙 − 𝒄𝒊𝒋)
𝑇
𝜎2
]   
𝑖 = 1,2, … , 𝑀; 𝑗 = 1,2, … , 𝐿𝑖       (14) 
where 𝒙  represents the input vector with d as its 
dimension, 𝒄𝒊𝒋  represents the center of the j-th 
neuron of the i-th category in the pattern layer, M is 
the number of categories in the training samples, 𝐿𝑖 
is the number of neurons of the i-th category in the 
pattern layer, 𝜎 is the smoothing factor, it plays an 
important role in network performance. 
The third layer is the accumulation layer, it 
accumulates the probability density function of each 








where 𝑣𝑖  represents the output of the i-th category. 
The number of neurons in the accumulation layer is 
equal to M. Finally, the adjudicative result is output by 
the output layer. There is only one ‘1’ in the output 
result and the rest are ‘0’. The output of the class with 
the largest probability density function is 1, that is: 
𝑦 = 𝑎𝑟𝑔𝑚𝑎𝑥(𝑣𝑖) (16) 
2.4.4. Support Vector Machine (SVM) 
SVM is a supervised machine learning method 
based on statistical learning theory and structural risk 
minimization [55]. The basic idea of SVM is - for the 
nonlinear and separable problem of the input space, 
the input vector is mapped to the high-dimensional 
feature space through selecting the appropriate kernel 
function. Then, the optimal separating hyperplane is 
constructed in the high-dimensional feature space to 
make the corresponding sample space linearly 
separable [56]. The objective function corresponding 
to the nonlinear separable SVM is: 




𝒘𝑇𝒘 + 𝐶 ∑ 𝜉𝑖
𝑁
𝑖=1
)   
𝑠. 𝑡. 𝒀𝑖(𝒘
𝑇𝑿𝑖 + 𝑏) + 𝜉𝑖 ≥ 1
 
𝜉𝑖 > 0, 𝑖 = 1,2, … , 𝑁        (17) 
where {𝑿𝑖 , 𝒀𝑖} represents the training sample set, 𝑿𝑖  
is the n dimensional feature vector, 𝒀𝑖 ∈ {−1,1} 
represents the sample category, N represents the 
number of the training samples, w is the weight vector, 
b is the classification threshold, 𝑠. 𝑡. represents the 
constraint condition, C is the penalty coefficient, it 
controls the degree of punishment for the wrong 
classification samples and it has the effect of 
balancing complexity and loss error of the model, 𝜉𝑖 
is the relaxation factor which is used to control the 
classification surface to allow the existence of the 
wrong classification samples in classifying. 
The input vectors 𝑿𝑖  and 𝑿𝑗  adopt the mapping 
function 𝝓(∙) from the data space to the feature space, 
and the kernel function transformation equation 
(𝑿𝑖 , 𝑿𝑗) → K(𝑿𝑖 , 𝑿𝑗) = 𝝓(𝑿𝑖) ∙ 𝝓(𝑿𝑗)  to get the 
optimal hyperplane function: 
𝑓(𝑥) = 𝑠𝑔𝑛 [∑ 𝛼𝑖𝒀𝑖𝐾(𝑿𝑖 , 𝑿)
𝑁
𝑖=1
+ 𝑏]    (18) 
where 𝛼𝑖 is the Lagrangian multiplier and 𝑠𝑔𝑛(∙) is 
the sign function. Finally, the classification results are 
output according to the optimal hyperplane function. 
The SVM algorithm is originally designed for 
binary classification. When dealing with multi-
classification problems, it is necessary to construct a 
suitable multi-classification SVM. The common 
method for constructing multi-classification SVM is 
the one-to-one method, it is to design a SVM between 
any two classes, which can convert c-class 
classification patterns into 𝑐(𝑐 − 1)/2  two-class 
classification patterns [57]. The four emotions of 
happiness, anger, sadness and neutrality in speech are 
classified, so six SVMs need to be built. Each SVM is 
used to identify any two emotions of the four emotions, 
namely happiness-anger, happiness-sadness, 
happiness-neutrality, anger-sadness, anger-neutrality 
and sadness-neutrality. When classifying an unknown 
sample, the six SVMs discriminate it, and finally the 
emotional category with the highest win frequency is 
taken as the emotion of the unknown sample. The win 
frequency for each class refers to the ratio between the 
number which the unknown sample is divided into this 
class and the total number which the unknown sample 
is divided into all classes. Figure 3 shows the system 
of multi-classification SVM. 
3. Experiment setup 
3.1. Data preprocessing 
Four emotional speech patterns of happiness, anger, 
sadness and neutrality in the EMO-DB database were 
used to test the speaker-independent emotion 
recognition system. Each kind of emotional speech 
was extracted from the 500 groups of 26 MFCC 
features, of which 375 groups are selected as training 
data and 125 groups are used as test data. The training 
set included 1500 groups of feature data and the test 
set included 500 groups of feature data. Different 
types of emotional data were marked by happiness=1, 
anger=2, sadness=3 and neutrality=4. The emotional 
data extracted and stored in a group. The data group 
had 27 columns, the first column being the emotion 
label and the latter 26 columns were the emotional 
feature. 
Before network training, normalization was applied 
to eliminate the difference in dimension and order of 
magnitude between data and reduce the network 
prediction error caused by them. The Min-Max 






where 𝑥𝑛  represents the original data,  𝑋𝑛 
represents the normalized data, and 𝑥𝑚𝑖𝑛 and 𝑥𝑚𝑎𝑥  
are the minimum and maximum values of the original 
data respectively. 
3.2. Parameter settings for training models 
3.2.1. Parameter settings for BPNN training 
For BPNN, the number of hidden layer nodes had a 
great influence on the network prediction accuracy. A 
small number of nodes led to a low recognition 
accuracy, and the large number of nodes resulted in 
over-fitting. The optimum number of hidden layer 
nodes, l was: 
     𝑙 < √𝑚 + 𝑛 + 𝑏  (20) 
where 𝑛 is the number of input layer nodes, 𝑚 is the 
number of output layer nodes, and 𝑏  is a constant 
between [0, 10]. 
The number of nodes in the input layer and output 
layer were automatically determined according to the 
input matrix and the output matrix when building the 
BPNN. Through comparing the preliminary results, 
the number of hidden layer nodes was determined as 
13. The specific parameter settings of the BPNN was 
as shown in Table 2. 
 
Table 2. Parameter Settings for BPNN 
Network parameters Value 
Number of hidden layer nodes (l) 13 
Number of network training (epochs) 150 
Mean squared error goal (goal) 0.0001 
Learning rate (lr) 0.2 
 












3.2.2. Parameter settings for ELM training 
The parameter settings of ELM are shown in Table 
3. The number of neurons in the hidden layer was also 
is an important parameter that affected the 
performance of the ELM. It was generally much 
smaller than the number of training samples. When 
using ELM to conduct the speaker-independent 
experiments, the number of hidden layer neurons, N, 
was set to 100. TF represents the activation function 
of the hidden layer neurons, and its value was set to 
‘sig’. TYPE is the application type of ELM, which 
takes a value of 0 for regression and 1 for classification. 
The experiments conducted in this article belong to the 
classification problem, so the value of TYPE was set 
to 1. 
 
Table 3. Parameter Settings for ELM 
Network parameters Value 
Number of hidden layer nodes (𝑵) 100 
Activation function of hidden layer nodes (TF) ‘sig’ 
Application type of ELM (TYPE) 1 
3.2.3. Parameter settings for PNN training 
For PNN, only parameter Spread was needed to be 
set. Spread is the expansion coefficient of radial basis 
function. When its value was close to 0, the created 
PNN was equal to a nearest neighbor classifier. When 
its value was large, the created PNN constituted the 
adjacent classifier to several training samples. After 
trying different values of Spread, it was set to 0.3 for 
this work. 
3.2.4. Parameter settings for SVM training 
The LINSVM toolbox [58] was used to conduct the 
SVM experiment. When using the SVM to perform 
classification experiments, the ideal prediction results 
are obtained through adjusting the network parameters, 
among which the most important parameters were the 
penalty parameter, c, and the kernel function 
parameter, g. Cross Validation (CV) was used to 
verify the performance of classifiers and we used it to 
obtain the values c and g. The specific method was - 
let c and g take values in a certain range, then the 
classification accuracy under the selected c and g was 
obtained by using the training set as the data set and 
CV method. The group c and g which created the 
classification accuracy of training set to be the highest 
were then selected. The parameters c and g were 
determined by different ranges of values, the value 
range of c was: 
2−2，2−1.5，… , 23.5，24 
and the value range of g was: 
2−4，2−3.5，… , 23.5，24 
After using CV method, the best values for c and g 
were 4 and 4 respectively, and the highest recognition 
accuracy of training set was 92.2%. Other parameters 
of SVM were set as default values. 
3.3. Experimental platforms 
All experiments are conducted on a standard PC 
using standard mathematical design software and the 
MARSYAS framework. 
4. Results and discussion 
To avoid overfitting and underfitting problems, we 
adopted the following measures: firstly, we randomly 
selected emotional speech contained different texts 
and different persons before extracting speech 
features; secondly, we used random allocation 
methods to separate training set and test set, and the 
train set was shuffled before training; thirdly, when 
training models, we set the training epoch to avoid 
overfitting due to excessive time. For SER, the 
features extracted from each type of emotional speech 
were regarded as a pattern. Then the classification 
results were obtained by matching with existing 
reference patterns. BPNN, ELM, PNN and SVM were 
used as recognizers to carry out the speaker-
independent emotion recognition experiments in this 
work. To intuitively reflect the property of each 
classifier, the confusion matrix has been applied to 
show the experimental results. 
Table 4 shows the recognition results of four 
emotions when the BPNN was used as a classifier. It 
can be seen from Table 6 that 95 happiness samples 
were correctly identified out of 125. The numbers of 
samples misidentified as anger emotion, sadness 
emotion and neutrality state were 13, 7 and 10 
respectively. Among the 125 anger samples, 89 
samples were correctly recognized with most of the 
remaining samples incorrectly identified as happiness. 
For the recognition of sadness, there were 111 samples 
correctly identified and 14 samples incorrectly 
identified. Under the neutrality state, the number of 
samples correctly recognized was 94 with other 
samples largely misidentified as sadness. Interestingly, 
the BPNN results showed that anger was easily 
confused with happiness, and neutrality state was 
easily recognized as sadness. The recognition 
accuracy of four emotions when using BPNN as a 
classifier is indicted in Table 5. 
Table 4. Recognition Results of BPNN Classifier 
Actual 
emotion 








Happiness 95 13 7 10 
Anger 22 89 6 8 
Sadness 3 4 111 7 
Neutrality 2 7 22 94 
 






Happiness 76 125/95 
Anger 71.2 125/89 
Sadness 88.8 125/111 
Neutrality 75.2 125/94 
 
Table 6. Recognition Results of ELM Classifier 
Actual 
emotion 








Happiness 92 17 6 10 
Anger 22 98 1 4 
Sadness 5 7 106 7 
Neutrality 11 4 14 96 
 






Happiness 73.6 125/92 
Anger 78.4 125/98 
Sadness 84.8 125/106 
Neutrality 76.8 125/96 
 
Table 8. Recognition Results of PNN Classifier 
Actual 
emotion 








Happiness 110 6 7 2 
Anger 16 83 8 18 
Sadness 0 1 111 13 
Neutrality 6 0 18 101 
 






Happiness 88 125/110 
Anger 66.4 125/83 
Sadness 88.8 125/111 
Neutrality 80.8 125/101 
 
Compared with BPNN, the recognition effect of 
ELM was significantly improved. The classification 
results and the recognition accuracy are shown in 
Table 6 and Table 7 respectively. As can be seen, the 
recognition of sadness emotion was the best among 
the four emotions with 106 sadness samples identified 
correctly and the recognition accuracy reaches 84.8%. 
The recognition rates of anger and neutrality state 
were more than 75% whereas the recognition results 
for happiness was not as good. In addition, we obtain 
conclusions similar with BPNN where confusion 
arises between anger and happiness. 
Tables 8 and Table 9 represent the classification 
results of four emotions when using PNN as a 
recognizer. It can be seen that the PNN does not 
perform well on the identification of the angry 
emotion. The recognition performance for the other 
three emotions are better than ELM and BPNN. 
From the recognition results of SVM shown in 
Tables 10 and Table 11, the recognition of happiness 
is the best performing among the four emotions at 
96.8%. The predictions for the sadness emotion and 
neutrality state achieve better than 90%. The number 
of anger samples correctly identified is the worst 
amongst the four emotional states but the best across 
all the classifiers tested. 
 
Table 10. Recognition Results of SVM Classifier 
Actual 
emotion 








Happiness 121 3 1 - 
Anger 13 110 - 2 
Sadness 1 3 116 5 
Neutrality 4 3 3 115 
 






Happiness 96.8 125/121 
Anger 88 125/110 
Sadness 92.8 125/116 
Neutrality 92 125/115 
 
To objectively compare the performance of BPNN, 
ELM, PNN and SVM, their overall accuracy is 
presented in Table 12. When conducting the speaker-
independent emotion recognition experiments, the 
performance of the BPNN, ELM and PNN were not 
significantly different. However, the recognition 
property utilizing SVM is the best and its overall 
accuracy was up to 92.4% across the four emotions. 
Compared with other three algorithms, the overall 
accuracy of SER system increases by 11.4% to 14.6%. 
In order to understand the computational 
requirements, we also recorded the training time and 
the testing time for each classifier, as shown in Table 
13. The training time and testing time of ELM was the 
shortest, but the training time and testing time of SVM 
is still impressive and certainly within requirements 
for real-time operation. Combined with the accuracy 
indicators of SVM as detailed above, then SVM 
clearly realizes the best overall performance among 
the four tested classifiers. Although the emotional 
classification performance of BPNN, ELM and PNN 
were not as good as SVM, they must still be 
considered as potential models for a practical SER 
system. Each model has its own merits and demerits, 
and many external factors may lead to a decline in 
network performance. Therefore, it is not only 
required to select a suitable model according to 
specifications, but designers must attempt to avoid 
interference of external factors on the system in order 
to obtain the optimal results. 
 
Table 12. Overall Accuracy of Classifiers 

















Training time 2.9343 0.0671 1.2515 0.2532 
Testing time 0.3235 0.0242 0.5990 0.0658 
 
5. Conclusions 
In this article, the Mel-Frequency Cepstral 
Coefficient (MFCC) features were applied to conduct 
speaker-independent experiments for a Speech 
Emotion Recognition (SER) element for an AI based 
smart home assistant to predict the user’s emotional 
state. To study the expression effect of MFCC features 
on speech emotion in detail, we used BPNN, ELM, 
PNN and SVM as classifiers to identify the four 
emotions of happiness, anger, sadness and neutrality 
from the EMO-DB database. By considering accuracy 
and computational time indicators, the overall 
performance of SVM was clearly the best compared 
with other three models and an ideal candidate to be 
used with in smart home assistants. When using SVM 
as a classifier, the recognition accuracy of happiness 
emotion, anger emotion, sadness emotion and 
neutrality state were 96.8%, 88%, 92.8% and 92% 
respectively, and the training time and testing time 
consumed were relatively short indicating an ability to 
operate in real-time and as an excellent candidate for 
enabling AI smart home assistants to predict the 
emotion of the user with the aim to improve assistance 
and feedback. Despite the recognition effect of BPNN, 
ELM and PNN being not as good as SVM, they can 
meet common identification requirements which 
suggests that the emotional characteristics extracted 
are effective. 
In future work, it will be a top priority to collect and 
record enough emotional speech recordings to avoid 
the low recognition accuracy of a classifier from 
insufficient experimental data, and to report on the 
acceptance of real-time identification with consumers. 
Furthermore, we will attempt to extract multiple types 
of acoustic features to fuse features of advanced 
classification models for SER. Other indicators will 
also be added to evaluate the performance of a 
classification model synthetically. 
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