We consider a large scale multistage stochastic optimization problem involving multiple units. Each unit is a (small) control system. Static constraints couple units at each stage. To tackle such large scale problems, we propose two decomposition methods, whether handling the coupling constraints by prices or by resources. We introduce the sequence (one per stage) of global Bellman functions, depending on the collection of local states of all units. We show that every Bellman function is bounded above by a sum of local resourcedecomposed value functions, and below by a sum of local price-decomposed value functions -each local decomposed function having for arguments the corresponding local unit state variables. We provide conditions under which these local value functions can be computed by Dynamic Programming. These conditions are established assuming a centralized information structure, that is, when the information available for each unit consists of the collection of noises affecting all the units. We finally study the case where each unit only observes its own local noise (decentralized information structure).
We refer to [1] and [2] for a generic description of decomposition methods in stochastic programming problems. We sketch decomposition methods along three dimensions: temporal decomposition methods like Dynamic Programming [3, 4] break the multistage problem into a sequence of interconnected static subproblems; scenario decomposition methods [5] split large scale stochastic optimization problems scenario by scenario, yielding deterministic subproblems; spatial decomposition methods break the spatial coupling of the global problem to obtain local decoupled subproblems. Dynamic Programming methods, and their extensions, have been used on a wide panel of problems, for example in dam management [6] . Scenario decomposition is a well-established method and has been successfully applied to the resolution of unit-commitment problems [7] , among others. Such methods gain a lot of interests recently, with extension to mixed-integer problems [8, 9] and network formulations [10] . Spatial decomposition of large-scale optimization problems was first studied in [11] , and extended to open-loop stochastic optimization problems [12] . Recent developments have mixed spatial decomposition methods with Dynamic Programming to solve large scale multistage stochastic optimization problems. This work led to the introduction of the Dual Approximate Dynamic Programming (DADP) algorithm, which was first applied to unit-commitment problems with a single central coupling constraint linking different stocks altogether [13] , and later applied to dams management problems [14] . Once the global problem decomposed by DADP, it is possible to solve each subproblem locally by temporal decomposition, that is, by Dynamic Programming (DP).
This article moves one step further by considering altogether two types of decompositions when dealing with general coupling constraints among units. Such constraints often arise from flows conservation on a graph. Optimization problems on graphs (monotropic optimization) have been studied since long [15, 16] . The motivation of this paper comes from electrical microgrid management. In particular, we are interested in multistage stochastic problems corresponding to a district microgrid with different prosumers exchanging energy via a local network. The global problem can naturally be formulated as a sum of local multistage stochastic optimization subproblems coupled together via a global network constraint. Such a problem is analyzed in a companion paper [17] , which presents a case study consisting of a large scale district microgrid coupling up to 48 small scale units together.
The paper is organized as follows. In Sect. 2, we introduce a generic stochastic multistage problem with different subsystems linked together via a set of coupling constraints. For this problem, we present price and resource decomposition schemes, that make use of so-called admissible coordination processes. We show how to bound the global Bellman functions above by a sum of local resource-decomposed value functions, and below by a sum of local price-decomposed value functions. In Sect. 3, we study the special case of deterministic coordination processes. First, we show that the local price and resource decomposed value functions satisfy recursive Dynamic Programming equations. Second, we outline how to improve the bounds obtained by the decomposition algorithms. Third, we provide an analysis of the decentralized information structure, that is, when the controls of a given subsystem only depend on the past observations of the noise in that system. Finally, we show how to use the decomposed Bellman functions to devise admissible policies for the global problem.
Upper and lower bounds by spatial decomposition
We focus in §2.1 on a generic decomposable optimization problem and present price and resource decomposition schemes. In §2.2, we apply these two methods to a multistage stochastic optimization problem, by decomposing a global static coupling constraint by means of so-called price and resource coordination processes. For such problems, we define the notions of centralized and decentralized information structures.
Bounds for an optimization problem under coupling constraints via decomposition
We first introduce a generic optimization problem under coupling constraints in §2.1.1 and show in §2.1.2 that, by decomposition, we are able to bound its optimal value.
Global optimization problem formulation
We describe a generic optimization problem coupling different local units. We borrow here the abstract duality formalism of [18] .
Let Z 1 , . . . , Z N be N sets and J i : Z i → (−∞, +∞], i ∈ 1, N , be local criteria taking values in the extended reals and supposed proper (J i ≡ +∞), where 1, N = {1, 2, · · · , N − 1, N } denotes the set of integers between 1 and N . Let R 1 , . . . , R N be N vector spaces and ϑ i : Z i → R i , i ∈ 1, N , be mappings that model local constraints.
From these local data, we formulate a global minimization problem under constraints. We define the product set Z = Z 1 × · · · × Z N and the product space R = R 1 × · · · × R N . Finally, we introduce a subset S ⊂ R that captures the coupling constraints between the N units.
We define the global optimization problem as
under the global coupling constraint
The set S is called the primal admissible set, and an element (r 1 , · · · , r N ) ∈ −S is called an admissible resource vector. We note that, without Constraint (1b), Problem (1) would decompose into N independent subproblems in a straightforward manner. We moreover assume that the spaces R 1 , . . . , R N (resources) are paired with spaces P 1 , . . . , P N (prices) by the bilinear forms · , · : P i × R i → R (duality pairings). We define the product space P = P 1 × · · · × P N , so that R and P are paired by the duality pairing p , r = N i=1 p i , r i (see [18] for further details; a typical example of paired spaces is a Hilbert space and its topological dual space).
Upper and lower bounds from price and resource value functions
Consider the global optimization problem (1) . For each i ∈ 1, N , we introduce local price value functions V i :
and local resource value functions
We denote by S ⋆ ⊂ P the dual cone associated with the constraint set S defined by
The cone S ⋆ is called the dual admissible set, and an element (p 1 , · · · , p N ) ∈ S ⋆ is called an admissible price vector. The next proposition states that lower and upper bounds are available for Problem (1) , and that they can be computed in a decomposed way, that is, unit by unit. Proposition 2.1 For any admissible price vector p = (p 1 , · · · , p N ) ∈ S ⋆ and for any admissible resource vector r = (r 1 , · · · , r N ) ∈ −S, we have the following lower and upper decomposed estimates of the global minimum V ♯ of Problem (1) :
Proof. For a given p = (p 1 , · · · , p N ) ∈ S ⋆ , we have
which gives the lower bound inequality. The upper bound arises directly, as the optimal value V ♯ of Problem (1) is given by
for any r ∈ −S.
The special case of multistage stochastic optimization problems
Now, we turn to the case where Problem (1) corresponds to a multistage stochastic optimization problem elaborated from local data (local states, local controls, and local noises), with global coupling constraints at each time step. We consider a time span {0, . . . , T } where T ∈ N ⋆ is a finite horizon, and a number N ∈ N ⋆ of local units.
Local data for local stochastic control problems
We detail the local data describing each unit. Let X i t t∈ 0,T , U i and a measurable local final cost K i : X i T → (−∞, +∞]. We incorporate possible local constraints (for instance constraints coupling the control with the state) directly in the instantaneous costs L i t and the final cost K i , since they are extended real valued functions which can possibly take the value +∞.
Global data and information structures
From local data given above, we define the global state, control, noise, resource and price spaces at time t as products (over units) of the local spaces as
and we introduce the global constraint set S t ⊂ R t at time t. The global coupling constraint at time t is a combination of the local couplings terms Θ i t :
We also define the global resource and price spaces R and P, as well as the global set S ⊂ R, as
and we denote by S ⋆ ⊂ P the dual cone of S (see Equation (4)).
We introduce a probability space (Ω, F , P). For all i ∈ 1, N , we introduce local exogenous noise processes
is a random variable. 1 We denote by W = (W 1 , · · · , W T ) the global noise process, where
We consider two possible information structures [19, Chap. 3] for decision making in stochastic optimization problems.
• The centralized information structure is associated with the global noise process W , which materializes at any time t ∈ 0, T through the σ-field F t generated by all noises up to time t:
with the convention F 0 = {∅, Ω}. The σ-field F t captures the information provided by the uncertainties in all units at time t. We introduce the filtration F = (F t ) t∈ 0,T .
• We also consider a decentralized information structure. For any t ∈ 0, T and any i ∈ 1, N , we denote by F i t the i-th local σ-field which captures the information provided by the uncertainties in unit i only up to time t:
In the sequel, for a given filtration G and a given measurable space Y, we denote by L 0 (Ω, G, P; Y) the space of G-adapted processes taking values in the space Y.
Global stochastic control problem
With the data detailed in §2.2.1 and §2.2.2, we formulate the global optimiza-
s.t. , ∀t ∈ 0, T −1 ,
is the σ-field generated by the random variable U i t , and where the σ-field G i t is either equal to F t (centralized information structure) or to F i t (decentralized information structure), as detailed in §2.2.2.
Constraints (8c) express the fact that each decision U i t is G i t -measurable, that is, measurable either with respect to the global information available at time t (see Equation (7a)) or to the local information available at time t for unit i (see Equation (7b)). Note that Constraints (8d) have to be taken in the P-almost sure sense.
We denote by X t = (X 1 t , · · · , X N t ) and U t = (U 1 t , · · · , U N t ) the global state and global control at time t. The stochastic processes X = (X 0 , · · · , X T ) and U = (U 0 , · · · , U T −1 ) are called global state and global control processes. The stochastic processes X i = (X i 0 , · · · , X i T ) and U i = (U i 0 , · · · , U i T −1 ) are called local state and local control processes.
s.t. , ∀s ∈ t, T −1 ,
with the convention V T = N i=1 K i . Of course, the value function defined by (9) for t = 0 is the same as the function V 0 defined by (8) . In the global value function (9) , the expected value is taken w.r.t. (with respect to) the global uncertainty process (W t+1 , · · · , W T ). We assume that the expected values in problems (8) and (9) are well defined. In order to have optimal policies, we also assume that the sets defined by the optimal solutions of Problems (9) are nonempty.
Local price and resource value functions
As in §2.1.2, we are able to define local price and local resource value functions for the global multistage stochastic problem (8) .
Let i ∈ 1, N be a local unit, and P i = (P i 0 , · · · , P i T −1 ) ∈ L 0 (Ω, F , P; P i ) be a local price process, that is, adapted to the global filtration F in (7a) generated by the global noises (note that we do not assume that it is adapted to the local filtration F i in (7b) generated by the local noises). When specialized to the context of Problem (8), the local price value function defined in Equation (2) is written
We introduce paired spaces L(Ω, F , P; R i ) and L ⋆ (Ω, F , P; P i ) such that the duality product terms E a bounded random variable, and that P i t ∈ L 1 (Ω, F t , P; P i t ). We refer to [20] for a discussion about the duality in the (L ∞ , L 1 ) pairing case.
At each time t ∈ 0, T , we also introduce the local price value functions
with the convention V i T [P i ] = K i . We define the global price value function at time t ∈ 0, T as the sum of the corresponding local price value functions:
In the same vein, let R i = (R i 0 , · · · , R i T −1 ) ∈ L(Ω, F , P; R i ) be a local resource process. The local resource value function, defined in Equation (3) is written here
We introduce the local resource value functions V i t [R i ] : X i t → (−∞, +∞] at each time t ∈ 0, T as, for all
with the convention V i T [R i ] = K i . We define the global resource value function at time t ∈ 0, T as the sum of the local resource value functions as
We call the global processes R ∈ L(Ω, F ; P, R) and P ∈ L ⋆ (Ω, F , P; P) coordination processes.
Global upper and lower bounds
Applying Proposition 2.1 to the local price value functions (10) and resource value functions (13) makes it possible to bound the global problem (8) . For this purpose, we first define the notion of admissible price and resource coordination processes. We introduce the primal admissible set S of stochastic processes associated to the almost sure constraints (8d):
We also define the dual admissible cone of S as
We say that P ∈ L ⋆ (Ω, F , P; P) is an admissible coordination price process if P ∈ S ⋆ . In a similar manner, we say that R ∈ L(Ω, F , P; R) is an admissible coordination resource process if R ∈ −S.
By considering admissible price and resource coordination processes, we are able to bound up and down Problem (8) and all the global value functions (9) with the local value functions (11) and (14) . Proposition 2.2 Let P = (P 1 , . . . , P N ) ∈ S ⋆ be any admissible coordination price process and let R = (R 1 , · · · , R N ) ∈ −S be any admissible coordination resource process. Then, for any t ∈ 0, T and for all
Proof. For t = 0, the proof of the following proposition is a direct application of Proposition 2.1 to Problem (8) .
For t ∈ 1, T −1 , from the definitions (16) of S and S ⋆ , the assumption that (R 0 , · · · , R T −1 ) (resp. (P 0 , · · · , P T −1 )) is an admissible process implies that the reduced process (R t , · · · , R T −1 ) (resp. (P t , · · · , P T −1 )) is also admissible on the reduced time interval t, T − 1 , hence the result by applying Proposition 2.1.
Decomposition of local value functions by Dynamic Programming
We have seen in §2.2 that we are able to obtain upper and lower bounds of optimization problems by spatial decomposition. We now show that spatial decomposition schemes can be made compatible with time decomposition. We will thus obtain a mix of spatial and time decompositions. In §3.1, we show that the local price value functions (10) and the local resource value functions (13) can be computed by Dynamic Programming if price and resource processes are chosen deterministic. In §3.2, we detail methods to obtain tighter bounds by appropriately choosing the deterministic price and resource processes. In §3.3, we analyze the case of a decentralized information structure. Eventually, in §3.4, we show how to use the local price and resource value functions as a surrogate for the global Bellman value functions in order to compute global admissible policies.
In the sequel, we make the following key assumption.
Assumption 1. The global uncertainty process (W 1 , · · · , W T ) in (6) consists of stagewise independent random variables.
Under Assumption 1, and in the case where G i t = F t for all t and all i (centralized information structure), Problem (8) can be solved by Dynamic Programming, and the global value functions (9) satisfy the Dynamic Programming equation (see [19] for further details):
and, for t = T −1, . . . , 0,
In the case where G i t = F i t for all t and all i (decentralized information structure), the common assumptions under which the global value functions (9) satisfy a Dynamic Programming equation are not met.
Decomposed value functions by means of deterministic coordination processes
We prove now that, if the coordination price process P and the coordination resource process R are deterministic, the local problems (10) and (13) satisfy local Dynamic Programming equations, provided that Assumption 1 holds true. We first study the local price value function (10) . Proposition 3.1 Let p i = (p i 0 , · · · , p i T −1 ) ∈ P i be a deterministic price process. Then, be it for the centralized or the decentralized information structure (see §2.2.2), the local price value functions (11) satisfy the recursive Dynamic Programming equation:
Proof. Let p i = (p i 0 , · · · , p i T −1 ) ∈ P i be a deterministic price vector. Then, the price value function (10) has the following expression:
In the case where G i t = F t , and provided that Assumption 1 holds true, the optimal value of Problem (20) can be obtained by the recursive Dynamic Programming equation (19) . Consider now the case G i t = F i t . Since the i-th local value function and local dynamics in (20) only depend on the local noise process W i , there is no loss of optimality to replace the constraint σ(U i t ) ⊂ F t by σ(U i t ) ⊂ F i t . Moreover, Assumption 1 implies that the local uncertainty process (W i 1 , . . . , W i T ) consists of stagewise independent random variables, so that the solution of Problem (20) can be obtained by the recursive Dynamic Programming equation (19) . Finally, replacing the global σ-field F t by the local σ-field F i t (see Equation (7)) does not change anything in Problem (20) .
A similar result holds for the local resource value function (13) . The proof of the following proposition is left to the reader. Proposition 3.2 Let r i = (r i 0 , · · · , r i T −1 ) ∈ R i be a deterministic resource process. Then, be it for the centralized or the decentralized information structure, the local resource value functions (14) satisfy the recursive Dynamic Programming equations:
In the context of deterministic admissible coordination price and resource processes, the double inequality (17) 
• Both in the lower bound and the upper bound of V t in (22), the sum over indices i materializes the spatial decomposition for the computation of the bounds. For each of the bound, this decomposition leads to N independent optimization subproblems that can be processed in parallel. Fig. 1 Mix of spatial and temporal decompositions Remark 3.1 The results obtained in §3.1 when considering deterministic coordination processes p and r can be extended to the case of Markovian coordination processes P and R. The reader is referred to [21, Chap. 7] for further details. ♦
Improving bounds
We have seen that given deterministic admissible price and resource coordination processes we are able to obtain upper and lower bounds for the global Bellman functions (9). By choosing the best possible coordination processes, we will obtain tighter bounds in Equation (22). Moreover, that allows to interpret the problems corresponding to the class of deterministic coordination processes in terms of a relaxation (for price) or a restriction (for resource) of the original primal problem (8).
Selecting a deterministic global price process
By Propositions 2.2 and 3.1, for any deterministic p = (p 0 , · · · , p T −1 ) ∈ S ⋆ , we have
As a consequence, solving the following optimization problem
σ(U i
Selecting a deterministic global resource process
By Propositions 2.2 and 3.2, for any deterministic r = (r 0 , · · · , r T −1 ) ∈ −S, we have
Solving the following optimization problem
Then,
Proof. Using Assumption (27), Problem (8) can be written as
the last equality arising from the definition of V i 0 [r i ] in (13) . As an application of the previous proposition, we consider the case of a decentralized information structure, and we assume moreover that
• the global uncertainty process (W 1 , · · · , W N ) consists of independent random processes, that is, the processes W 1 , · · · , W N are (spatially) independent to each others. • the coupling constraints (8d) are of the form N i=1 Θ i t (X i t , U i t ) = 0. Note that we add here an independence assumption in space, whereas Assumption 1 was an independence assumption in time.
A well-known result is that, if a sum of independent random variables is zero, then every random variable in the sum is constant (deterministic). From the dynamic constraint (8b) and from the measurability constraint (8c), we conclude that each term Θ i t (X i t , U i t ) is F i t -measurable in the decentralized information structure case. From the space independence assumption, the random variables Θ i t (X i t , U i t ) are independent, and hence constant. By introducing new variables (r 1 t , . . . , r N t ), Constraints (8d) is written equivalently Θ i t (X i t , U i t ) − r i t = 0 ∀ i ∈ 1, N and N i=1 r i t = 0. From Proposition 3.3, we deduce that the optimal value of the problem with a decentralized information structure is, in that case, equal to the upper bound obtained by resource decomposition provided that the deterministic resource process (r 1 , · · · , r N ) is chosen at best:
In this specific example, resource decomposition allows to compute the optimal value of the global problem (8) when using a decentralized information structure.
Proof. We prove the result by backward induction. At time t = T , the result is straightforward as V i t = K i for all i ∈ 1, N . Let t ∈ 0, T − 1 such that (32) holds true at time t + 1. Then, for all x t ∈ X t ,
since Dynamic Programming applies to (31). Now, using the induction assumption, we deduce that
From the very definition (30) of the global resource policy, γ , we obtain V γ t (x t ) ≤ min hence the result at time t.
Furthermore, for any admissible policy γ, we have V t (x t ) ≤ V γ t (x t ) as the global Bellman function gives the minimal cost starting at any point x t ∈ X t . We therefore obtain the following bounds
and
