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Introduction
is thesis is based on the unpublished joint work of Jean-Marc Fontaine and Uwe Jannsen [FJ05].
e motivation for this thesis is twofold. On the one hand we have the following classical theorem
of Dieudonné.
eorem (see [Dem86, Chapter IV, section 8]). — e functor G ↦ M(G) is an antiequivalence
of categories between the category of p-torsion formal groups and the category of Dieudonné
modulesM such thatM is nitely generated asW(k)-module.
Recall that a Dieudonné module over a perfect eld k of characteristic p > 0 is a moduleM over the
ringW(k) of Witt vectors with coecients in k (see chapter 1 section 1) together with two group
endomorphisms FM and VM satisfying the following relations for all λ ∈W(k) and m ∈ M:
FM(λm) = σ(λ)FM(m)
VM(σ(λ)m) = λVM(m)
FMVM = VMFM = pidM .
Here σ ∶W(k) → W(k) denotes the Frobenius. We can introduce the ring D ∶= W(k)[F ,V],
which is a noncommutative polynomial ring overW(k) in two variables F and V satisfying the
relations
F ⋅ λ = σ(λ) ⋅ F
V ⋅ σ(λ) = λ ⋅ V
FV = VF = p.
Using this ring D we see that a Dieudonné module in the above sense is just a module over the
ring D and each D-module is a Dieudonné module. e drawback of the ring D is that it is
not commutative. One objective of this thesis is to replace the ring D by a commutative ring D
such that each Dieudonné module gives rise to a module over D. Because of the relations the
group endomorphisms FM and VM must satisfy, we need some more structure on the ring D.is
additional structure is motivated by the ring automorphism σ ∶W(k) →W(k). All this leads us
to the notion of a φ-ring. We will not give a denition of φ-rings in this introduction, but refer
the reader to chapter 5. Actually, we will construct a sheaf of rings on the small syntomic site of a
perfect eld k of positive characteristic, whose global section over Spec(k) is the ring D.
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e syntomic site was rst introduced by Mazur and it was Fontaine and Messing [FM87], who
made use of it in p-adic Hodge theory. In their paper Fontaine and Messing argued very sketchy.
Nevertheless, all themain ideas in the construction of our sheaf of φ-rings for the syntomic topology
can be found in their paper.e rst step is to dene a sheaf of ringsOcrisn for the syntomic topology
over Spec(k).is is done using the crystalline site of Berthelot.e main point for us is the fact
that this sheaf, considered on the small syntomic site, is at overWn(k), whereWn(k) is the ring
of Witt vectors of length n. is is stated without proof in [FM87]. We give a full proof of this
property here.e restriction to the small syntomic site over a perfect eld seems to be important,
so this restriction should also be applied in [Sch09], as far as we can see.
e atness of Ocrisn implies the exactness of the sequence
0 Ocrism O
cris
m+n Ocrisn 0.
is is crucial for everything that follows. We will use this sequence to construct a sheaf of rings
denoted Gn on the small syntomic site of Spec(k). It turns out that Gn is a φ-ring and Gn(k) equals
D. Having constructed this fundamental φ-ring we will consider sheaves of modules over Gn.is
leads to the notion of φ-modules and φ-gauges and we achieve one of the goals of this thesis, namely
to lay the foundations for a new p-adic cohomology theory, which will be developed by Fontaine
and Jannsen (see Jannsen’s talk [Jan]). It must be noted that Schnellinger [Sch09] also constructed
these fundamental sheaves of rings Gn, however there are many details missing and he works on
the big syntomic site of an Fp-scheme X, for which there is no proof of atness of Ocrisn , but he
heavily uses this property. We also remark that our strategy of proof diers from his one.
As stated in the beginning, there is a second motivation for this thesis. Instead of working over a
perfect eld k of positive characteristic and classify p-divisible groups over k, one may ask for a
classication of p-divisible groups over a ring R of characteristic p or even over a p-adic ring.is
motivated Zink [Zin02] to invent the notion of displays. A display is a projectiveW(R)-module
with some additional data. It was Zink who obtained a classication of p-divisible formal groups
over R in terms of displays over R under the restriction that R is excellent. Lau extended this result
to all p-adic rings R, which are seperated and complete in the p-adic topology. In the joint work
[LZ07] Langer and Zink generalized the notion of a display. In many examples there is a display
structure on the crystalline cohomology of a smooth and projective scheme. Displays are also
connected to so called F-zips, which are objects introduced by Moonen andWedhorn [MW04].
While displays over a ring R are actually modules over the ring of Witt vectorsW(R), an F-zip
is a module over R with some additional data. To be more precise, we assume that R is a ring of
characteristic p > 0.en a display is a quadruple (Pi , ηi , αi , θ i)i∈N where each Pi is a projective
W(R)-module. An F-zip is a quadruple (M ,C i ,Di , φi)i∈Z where M is a projective R-module.
ere is a more general notion of F-zip, where R is replaced by an Fp-scheme S andM is a locally
free OS-module. But in this introduction we will stick to the more elementary situation of modules
over a ring, since for displays there is no such generalization. In a sense made precise in chapter 2,
F-zips are the reduction modulo p of displays. We introduce the notion of F-gauges, which should
not be confused with φ-gauges.e main dierence between these two objects is that F-gauges
can be dened for any sheaf of rings, while φ-gauges are only dened over φ-rings.e notion of
F-gauge enables us to clarify the relation between F-zips and displays. An F-gauge over a ring S
is a family (Mr)r∈Z of S-modules together with S-linear maps fr ∶Mr → Mr+1 and vr ∶Mr → Mr−1
satisfying the relations fr−1 ○ vr = vr+1 ○ fr = pidMr . If R is ring of characteristic p > 0 then we show
vi
that there is a (fully) faithful functor from displays over R to F-gauges overW(R) and a fully faithful
functor from F-zips over R to F-gauges over R. Now if (Mr)r∈Z is an F-gauge overW(R) we can
consider the F-gauge (Mr/pMr)r∈Z, which is an F-gauge over R.is reduction corresponds to
the reduction of a display and thereby establishes the following commutative rectangle
(displays over R) (F-gauges overW(R))
(F-zips over R) (F-gauges over R)
Over a perfect eld it is an easy consequence of the theory of elementary divisors that the isomor-
phism classes of displays and F-zips can be described in terms of matrices.
As a nal remark let us mention that this thesis has two independent parts, which may be pictured
as follows:
Chapter 1, Sections 1 and 2 Chapter 1
Chapter 2 Chapter 3
Chapter 4
Chapter 5
Figure 1: Leitfaden
It must be pointed out that the categories considered in chapter 2 are in general not abelian, while
those considered in chapter 5 are abelian, which is an important feature for the cohomology theory
to be developed by Jannsen and Fontaine.
We describe the contents of the individual chapters now: Chapter 1 is preliminary and is for the
convenience of the reader.ere we collect mostly without proofs all facts needed later on. Section
1 gives an overview of the ring of Witt vectors, section 2 deals with semi-linear algebra, section 3
introduces divided powers and proves the existence of divided powers for the ring of Witt vectors
and section 4 collects all necessary facts about Grothendieck topologies and sites. We use this
chapter also to x our notation.e reader who is already familiar with these contents should skip
this chapter and come back to it when needed.
Chapter 2 contains the rst main result of this thesis, which claries the connection between displays
and F-zips. In section 1 we introduce F-gauges and establish some properties of them. Over a
perfect eld there is the notion of an F-crystal, which is the content of the second section. Section
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3 introduces F-zips. Our denition diers slightly from the one of Moonen and Wedhorn (see
remark 2.3.24). Section 4 contains the theory of displays as given by Langer and Zink [LZ07] and
we have included some proofs, which were omitted in their paper. In each section we construct
functors from the objects considered there to F-gauges and we end up by describing how these
functors are related.
Chapter 3 recalls the denitions of syntomicmorphisms, the syntomic topology and of the crystalline
site. We have also included the notion of p-morphisms and quiet morphisms, which are also
interesting classes of morphisms in characteristic p.ese are only included for completeness, but
we do not use them in the sequel. It should be noted that many results stay valid, if one replaces
syntomic by quiet or even p-morphism. One may consult [Sch09, Chapter 3], where it is shown
that cohomology of quasi-coherent crystals is independent of the p-topology.
Chapter 4 is the technical main part of this thesis. Here the sheaves Ocrisn are constructed.is is
done in two dierent ways. First they can be just dened as the sheaves associated to
O crisn ∶X H0((X/Wn)cris ,OX/Wn)
on the syntomic site. We will prove, that these presheaves are already sheaves, i.e. sheacation is
unnecessary.e second section gives a dierent construction using the ring of Witt vectors and
divided powers. It is proved, that the two constructions give isomorphic sheaves.e last section
in this chapter establishes the atness of Ocrisn , which is crucial for the construction of the ring Gn
in the last chapter. As has already been pointed out, to prove atness we have to work on the small
syntomic site of a perfect eld k.
e last chapter 5 gives the construction of the sheaves of rings Gn and introduces the notion of
φ-gauges, which is the starting point of the theory of Fontaine and Jannsen, which is currently
developed. e reader is advised to note the dierence of the objects studied in chapter 2 and
chapter 5.e dierence might be stated by the phrase
σ-linear isomorphism ≠ σ-linear bijective map.
is holds for all rings for which σ is not an automorphism. Chapter 5 nishes by showing that
there is an adjoint pair of functors Γ∗Gn and Γ∗. Moreover, we will see that Γ∗Gn is fully faithful.
Notations and Conventions. — We use the usual notations N, Z and Q for the natural
numbers including 0, the integers and the rational numbers respectively. For a prime p the notation
Fp means a nite eld with p elements, i.e. the prime eld of characteristic p, which we identify
with Z/p by the natural mapping 1↦ 1. By ring we always mean commutative ring with unit and a
homomorphism of rings always maps 1 to 1. A scheme means a locally ringed space, which is locally
isomorphic to the spectrum of a commutative ring. In earlier days, for example by Grothendieck in
[Gro60], this was called a prescheme.
e symbol ∎ indicates the end of a proof, the symbols ◂ and ◃ indicate the end of a remark and
example, respectively.
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1
Preliminaries
In the first section we briefly recall the theory of Witt vectors without proofs. The
second section deals with semi-linear algebra, which is elementary but essential
for the rest of this thesis. In the third section divided powers are introduced and
it is shown that the maximal ideal of the ring of Witt vectors with coefficients in a
perfect field has a canonical structure of divided powers. The last section summarizes
the theory of Grothendieck topologies. This chapter also fixes our notations and
terminology used throughout this thesis.
§1 The ring of Witt vectors
We x a prime number p ∈ N. is section gives a brief overview of the construction of a ring
W(A)— the ring of Witt vectors — for any ring A. For details the reader is referred to [Bou06b,
chap IX, §1], which we follow closely.
Definition 1.1.1. — For n ∈ N dene wn ∈ Z[X0, . . . , Xn] by
wn ∶= n∑
i=0 piX
pn−i
i = X pn0 + pX pn−11 +⋯ + pnXn .
Remark 1.1.2. — We obviously have the relations
w0 = X0,
wn+1 = wn(X p0 , . . . , X pn) + pn+1Xn+1,
wn+1 = X pn+10 + pwn(X1, . . . , Xn+1). ◃
Let A be a ring and denote by AN the product ring with ring structure given componentwise. As a
set we deneW(A) ∶= AN and write an element a ∈W(A) as a = (an)n∈N.e Witt polynomials
dene a map
w∶W(A)→ AN
by (an)n∈N ↦ (wn(a0, . . . , an))n∈N.
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e value wn(a0, . . . , an) is called the n-th ghost component of a = (an)n∈N. e ring structure
onW(A) will be such that w becomes a homomorphism of rings. We wantW(A) to have two
additional operators. In order to construct them, we rst introduce their counterparts for the ring
AN:
f ∶ (an)n∈N ↦ (an+1)n∈N,
v∶ (an)n∈N ↦ (0, pa0, pa1, . . . ).
Note that f is an endomorphism of the ring AN, while v is only an endomorphism of additive
groups.
Proposition 1.1.3. — Let A be any ring.
(i) If p is not a zero divisor in A, then the map w is injective.
(ii) If p is invertible in A, then w is bijective.
(iii) Assume there exists an endomorphism σ of A such that σ(a) = ap mod pA for all a ∈ A.en
the image of w is a subring of AN, consisting of those elements (an)n∈N such that σ(an−1) ≡
an mod pnA for all n ∈ N ∖ {0}. Moreover, the image of w is stable under the operators f and
v.
Let us denote by X = (Xn)n∈N and byY = (Ym)m∈N countable sequences of indeterminates and by
R ∶= Z[X,Y] the polynomial ring in the indeterminates Xn and Ym. We dene an endomorphism
σ of the ring R by
z ↦ z for z ∈ Z,
Xn ↦ X pn for n ∈ N,
Ym ↦ Y pm for m ∈ N.
Since p is not a zero divisor in R it follows from Fermat’s little theorem that
σ(r) ≡ rp mod pR
holds for all r ∈ R.e following lemma allows us to dene a ring structure onW(R).
Lemma 1.1.4. — Let R = Z[X,Y] and σ ∶R → R be as above. Let Φ ∈ Z[T1, T2].en there exists
a unique sequence ϕ = (φn)n∈N of polynomials with
φn ∈ Z[X0, . . . , Xn ,Y0, . . . ,Yn] ⊂ R,
i.e. ϕ ∈W(R) such that w(ϕ) = Φ(w(X),w(Y)).
Applying this lemma to the polynomials T1 + T2, T1T2 and −T1 yields elements S,P, I ∈W(R) such
that
w(S) = w(X) +w(Y),
w(P) = w(X)w(Y),
w(I) = −w(X).
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Example 1.1.5. — We will compute a few polynomials explicitely. First of all, it is easy to see that
S0 = X0 + Y0,
P0 = X0Y0,
I0 = −X0.
e polynomial S1 is determined by
w1(S0, S1) = w1(X0, X1) +w1(Y0,Y1).
Evaluating gives
Sp0 + pS1 = X p0 + pX1 + Y p0 + pY1.
Inserting S0 = X0 + Y0 and manipulating the above equality yields
pS1 = pX1 + pY1 − p−1∑
i=1 (pi)X pi Y p−ii .
Now, each (pi) is divisible by p for 1 ≤ i ≤ p − 1 and p is not a zero divisor in Z[X0, X1,Y0,Y1], so
we obtain
S1 = X1 + Y1 − p−1∑
i=1 p−1(pi)X pi Y p−ii .
In a similar way, one gets
P1 = pX1Y1 + X p0Y1 + X1Y p0 .
At last, let us compute I2. It holdsw1(I0, I1) = Ip0 + I1 = (−X0)p+ pI1 and −w1(X0, X1) = −X p0 − pX1.
We have to distinguish between p = 2 and p ≠ 2. Hence we obtain
I1 = ⎧⎪⎪⎨⎪⎪⎩−X1, if p ≠ 2−(X20 + X1), if p = 2.
Moreover, if p ≠ 2 we see that In = −Xn for all n ∈ N. ◂
Using these polynomials we can already construct the ring structure onW(A) for any ring A. But
as mentioned earlier, we want to haveW(A) equipped with two additional operators. Consider the
ring R = Z[X,Y] again. We know by proposition 1.1.3 (iii) that the image of w is stable under f
and v.is means that the element f (w(X)) is also in the image of w. Hence there is a unique
element F ∈W(A) such that w(F) = f (w(X)). Explicitely, F = (Fn)n∈N is determined by
wn(F0, . . . , Fn) = wn+1(X0, . . . , Xn+1).
For example, we have
F0 = X p0 + pX1,
F1 = X p1 + pX2 − p−1∑
i=0 (pi)pp−i−1X pi0 X p−i1 .
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Analogously, the element v(w(X)) is in the image of w and thus there must exist an element
V ∈W(A) such that w(V) = v(w(X)). It is easy to see that
Vn = ⎧⎪⎪⎨⎪⎪⎩0, if n = 0Xn−1, if n > 0.
Let A be any ring. For a = (an)n∈N, b = (bn)n∈N ∈ W(A) we dene their sum and product in
W(A) by
a + b ∶= S(a, b) = (Sn(a0, . . . , an , b0, . . . , bn))n∈N,
ab ∶= P(a, b) = (Pn(a0, . . . , an , b0, . . . , bn))n∈N.
e inverse of a is given by
−a ∶= I(a) = (In(a0, . . . , an))n∈N.
We have to show that the above laws of composition indeed dene a ring structure onW(A). To
establish this, we use the map w∶W(A)→ AN. By the construction of S and P we know that if they
dene a ring structure onW(A), then w is a homomorphism of rings. If p is not a zero divisor in
A, then w is injective and hence denes a bijection betweenW(A) and im(w). By slight abuse of
notation we denote the inverse by w−1∶ im(w)→W(A).us, we get
a + b = w−1(w(a) +w(b)),
ab = w−1(w(a)w(b)),−a = w−1(−w(a)).
So we see that in this caseW(A) can be given a ring structure by S and P. To treat the general case,
we use the following lemma.
Lemma 1.1.6. — Let A be any ring. en there exists a pair (B, ρ) consisting of a ring B and a
surjective homomorphism ρ∶B → A such that p is not a zero divisor in B and B has an endomorphism
σ satisfying σ(b) ≡ bp mod pB for all b ∈ B.
Proof. — Set B ∶= Z[Xa , a ∈ A] and let σ be the idendity on Z and σ(Xa) ∶= X pa . en σ(b) ≡
bp mod pB.e homomorphism ρ is determined by ρ(Xa) ∶= a for a ∈ A. ∎
If ρ∶B → A is a homomorphism of arbitrary rings, we dene two maps ρN∶BN → AN and
W(ρ)∶W(B) → W(A) by (bn)n∈N ↦ (ρ(bn))n∈N. e following relations are easily seen to
be true for all b, b1, b2 ∈W(B):
W(ρ)(b1 + b2) =W(ρ)(b1) +W(ρ)(b2),
W(ρ)(b1b2) =W(ρ)(b1)W(ρ)(b2),
W(ρ)(−b) = −W(ρ)(b),
ρN(wB(b)) = wA(W(ρ)(b)).
Here, wA∶W(A)→ AN and wB∶W(B)→ BN are the usual ghost component maps.
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Theorem 1.1.7. — Let A be a ring. en W(A) is again a ring with addition given by S and
multiplication given by P.e additive neutral element is 0 ∶= (0, 0, 0, . . . ) and the multiplicative
neutral element is 1 ∶= (1, 0, 0, . . . ).e additive inverse of an element a ∈W(A) is I(a).
Definition 1.1.8. — Let A be a ring.e ringW(A) is called the ring of Witt vectors of A.
e ring of Witt vectors of any ring A comes equipped with two mappings denoted F and V
respectively.e map F∶W(A)→W(A) is dened by
F(a) = (Fn(a0, . . . , an+1))n∈N
and called Frobenius and the map V ∶W(A)→W(A) is given by
V(a) = (0, a0, a1, . . . )
and called Verschiebung. Here Fn denotes the n + 1-st polynomial (recall our convention 0 ∈ N)
in the family F = (Fn)n∈N introduced on page 3. To ease notation we will from now on simply
write a instead of bold a for an element ofW(A).e interaction between the maps F and V is
summarized in the next proposition.
Proposition 1.1.9. — Let A be a ring.
(i) e map V is a homomorphism of the additive group of W(A).
(ii) e map F is an endomorphism of the ring W(A).
(iii) For a ∈W(A) it holds F(V(A)) = pa = ∑pi=1 a.
(iv) For a, b ∈W(A) it holds
V(a ⋅ F(b)) = V(a) ⋅ b
V(a) ⋅ V(b) = pV(a ⋅ b).
(v) For a ∈W(A) it holds V(F(a)) = V(1) ⋅ a.
ere is a map τ∶A→W(A) given by x ↦ (x , 0, . . . ).is map is in general not additive but only
multiplicative: τ(xy) = τ(x) ⋅ τ(y).
Definition 1.1.10. — For x ∈ A the element τ(x) ∈W(A) is called the Teichmüller representative
of x.
Witt vectors of finite length. — An element a = (an)n∈N ∈W(A)may be decomposed as
a = (a0, . . . , am−1, 0, . . . ) + (0, . . . , 0, am , am+1, . . . )
for any m ∈ N. e set of all a = (an)n∈N ∈ W(A) such that an = 0 for 0 ≤ n < m is denoted by
Vm(A). Let Vm = V ○ ⋯ ○ V m-times, then the last proposition yields
Vm(a + b) = Vm(a) + Vm(b)
Vm(a) ⋅ b = Vm(a ⋅ Fm(b))
Here Fm denotes the composition of F with itself m-times.us we see that Vm(A) is an ideal in
W(A).
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Definition 1.1.11. — Let A be a ring and n ∈ N.e quotientW(A)/Vn(A) is denoted byWn(A)
and called the ring of Witt vectors of length n over A.
e homomorphism pin∶W(A)→Wn(A) is explicitely given by(ai)i∈N (a0, . . . , an−1).
If m, n ∈ N are two integers with 1 ≤ n ≤ m then Vn(A) ⊃ Vm(A) and there is a canonical map
pin,m∶Wm(A)→Wn(A) explicitely given by(a0, . . . , am−1) (a0, . . . , an−1).
In this way we get a projective system (Wn(A), pin,m) and the map a = (an)n∈N ↦ (pin(a)) induces
a homomorphism of rings pi∶W(A)→ lim←Ðn∈NWn(A). It is not hard to see thatW(A) is separated
and complete with respect to the topology induced by the ltration (Vn(A))n∈N. Hence, pi is an
isomorphism of rings.
Example 1.1.12. — One can show thatWn(Fp) ≅ Z/pnZ, which gives an isomorphismW(Fp) ≅
Zp with the ring of p-adic integers. ◂
For two natural numbers n,m we have an exact sequence
0 W(A) W(A) Wm(A) 0V n πn
and by going to the quotient modulo Vm(A) we obtain an additive map V nm∶Wm(A)→Wm+n(A)
tting in the commutative diagram
W(A) W(A)
Wm(A) Wm+n(A)
V n
πm πm+n
V nm
is induces the exact sequence
0 Wm(A) Wm+n(A) Wn(A) 0.V nm πn ,m+n
Similarly, Fn∶W(A)→W(A) induces a homomorphism of rings Fnm∶Wn+m(A)→Wm(A) tting
in the commutative diagram
W(A) W(A)
Wn+m(A) Wm(A)
Fn
πn+m πn
Fnm
Witt vectors in characteristic p. — Finally, we turn to the special but very important
situation when A is a ring of characteristic p > 0.is is equivalent to saying that A has a structure
of an Fp-algebra given by the natural map of rings Fp → A.
Proposition 1.1.13. — Let A be an Fp-algebra. en for all a = (an)n∈N, b ∈ W(A) and all
n,m ∈ N it holds
(i) F(a) = (apn)n∈N;
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(ii) pa = VF(a) = FV(a) = (0, ap0 , ap1 , . . . );
(iii) Vm(a) ⋅ V n(b) = Vm+n(Fn(a) ⋅ Fm(b)).
Proposition 1.1.14. — Let k be a eld of characteristic p > 0.en W(k) is a local integral ring
with maximal ideal V1(k) and residue eld isomorphic to k. If moreover k is perfect, then W(k) is a
discrete valuation ring with maximal ideal pW(k).
§2 Semi-linear algebra
We collect some basic facts about semi-linear algebra. Let A be a ring and σ ∶A→ A an endomor-
phism. Amap f ∶M → N of A-modules is called semi-linear with respect to σ or σ-linear, if f is linear
as a map of abelian groups and f (λm) = σ(λ) f (m) for all λ ∈ A andm ∈ M. If we consider A as an
A-algebra via the endomorphism σ ∶A→ A, then we can form the tensor productM(σ) ∶= M ⊗σ A.
To each σ-linear map we can associate its linearization f ♯∶M(σ) → N dened by m ⊗ λ ↦ λ f (m).
We say that f is a σ-linear monomorphism, σ-linear epimorphism or σ-linear isomorphism, if its
linearization f ♯ is a monomorphism, epimorphism or isomorphism of A-modules.
e kernel of a σ-linear map is always a submodule, while the image is in general not a submodule.
e following lemma gives a characterization of a σ-linear isomorphism, if σ is an automorphism
of A.
Lemma 1.2.15. — Let σ ∶A→ A be an automorphism and let f ∶M → N be a σ-linear map.en
f is a σ-linear isomorphism, if and only if f is bijective.
Proof. — We rst note that every element ofM(σ) can be written in the form m ⊗ 1: Since σ is an
automorphism, we have m ⊗ λ = (σ−1(λ)m)⊗ 1. Assume f ♯∶M(σ) → N is an isomorphism. Let
m ∈ M with f (m) = 0. en f ♯(m ⊗ 1) = f (m) = 0, hence m ⊗ 1 = 0 and so m = 0. Let n ∈ N .
en x ∶= ( f ♯)−1(n) ∈ M(σ) can be written as x = m ⊗ 1 by the above. It follows f (m) = n. For
the reverse implication, assume f is bijective. Let x ∈ M(σ), then x = m ⊗ 1 for some m ∈ M. If
0 = f ♯(x) = f (m) then m = 0 and thus x = 0. So f ♯ is injective. Let n ∈ N and m ∶= f −1(n) ∈ M.
en f ♯(m ⊗ 1) = f (m) = n and f ♯ is surjective. ∎
Remark 1.2.16. — If σ is an automorphism and f is a σ-linear bijective map, then the inverse
map f −1 of f is σ−1-linear. ◃
Example 1.2.17. — e situation we are interested in, is the following: Let R be a ring of charac-
teristic p > 0 andW(R) the ring of Witt vectors with coecients in R. LetW(R)[F] be the scalar
restriction by F (see below).e Verschiebung V ∶W(R)[F] →W(R) is aW(R)-linear morphism
and the image is the ideal I. Its "inverse" induces a F-linear bijective map ρ∶ I →W(R), which is
not an isomorphism, unless F is an automorphism ofW(R), i.e. R is perfect. If R is not perfect, let
λ ∈W(R)∖ im(F).en the element V(1)⊗ λ −V(λ)⊗ 1 ∈ I ⊗FW(R) is a nontrivial element in
the kernel of ρ♯. ◂
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Restriction and extension of scalars. — Let us return to the general setting: A is a ring
with an endomorphism σ . For an ideal I ⊂ A, we let I(σ) be the ideal in A generated by the image
σ(I). If I = (a1, . . . , ar), then I(σ) = (σ(a1), . . . , σ(ar)). Note that σ(I) is in general not an ideal
in A. IfM is an A-module, then using σ there are (at least) two possibilities to get a new A-structure
onM:
• Restriction of scalars along σ ;
• Extension of scalars along σ .
First, we consider restriction of scalars. For an A-module M we denote by M[σ] the A-module,
which is equal toM as abelian group but the module structure is given by
a ⋅m = σ(a)m for a ∈ A and m ∈ M .
In this way we get a functorR∶M ↦ M[σ], which is exact, since exactness can be checked on the
underlying abelian groups and the group homomorphisms are not changed under this functor.
Next we consider extension of scalars.is can be seen as a functor from the category of A-modules
to itself and is simply given by the tensor product
F ∶M ↦ M ⊗σ A,
where we view A as an A-algebra via σ . Explicitely, the A-module structure can be described by
λ(m ⊗ a) = m ⊗ (λa) and (λm)⊗ a = m ⊗ (σ(λ)a)
for λ, a ∈ A and m ∈ M. Here are some properties of this functor:
(i) e functor F is right exact, since tensor product is right exact;
(ii) F(A) ≅ A as A-modules;
(iii) F(A/I) ≅ A/I(σ) for any ideal I in A.
Matrices and σ-linear maps. — We want to give a description of σ-linear maps in terms
of matrices in the case A = k for a eld k of positive characteristic and σ the Frobenius of k. So
let V be a nite dimensional k-vector space and f ∶V → V a σ-linear endomorphism. Choosing a
basis v1, . . . , vn of V , we can associate a matrix A f = (ai j) to f , where
f (v j) = n∑
i=1 ai jvi .
Given a vector v ∈ V we may write v = ∑ni=1 αivi and then we have
f (v) = A f ⋅ ⎛⎜⎝
σ(α1)⋮
σ(αn)
⎞⎟⎠
Lemma 1.2.18. — ere is a bijection{σ-linear maps f ∶V → V} Mat(n, k)∼
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e proof is the same as in linear algebra and therefore omitted. For A = (ai j) ∈Mat(n, k) we set
σ(A) ∶= (σ(ai j)).e following identities are true:
• σ(A+ B) = σ(A) + σ(B);
• σ(AB) = σ(A)σ(B);
• σ(En) = En.
In particular, this yields a group homomorphism
σ ∶GLn(k) GLn(k)
A σ(A)
is homomorphism is injective and if σ ∶ k → k is bijective (i.e., k is perfect) then this homomor-
phism is also. Let v1, . . . , vn and w1, . . . ,wn be two bases of V .e base change matrix B = (bi j) is
dened as usual
w j = n∑
i=1 bi jvi .
Lemma 1.2.19. — Let f ∶V → V be a σ-linear map, v1, . . . , vn and w1, . . . ,wn be two bases of V
and A f and C f be the matrices associated to f with respect to v1, . . . , vn and w1, . . . ,wn respectively.
Moreover, let B be the base change matrix like above.en
C f = B−1A f σ(B).
is simple computation is le to the reader. Motivated by this lemma we dene the following
equivalence relation on GLn(k).
Definition 1.2.20. — Two matrices A,C ∈ GLn(k) are called σ-conjugated, if there is a matrix
B ∈ GLn(k) such that C = B−1Aσ(B).
Frobenius and Flatness. — e last point in this section covers a theorem of Kunz, which
gives a connection between the atness of the Frobenius and the regularity of the ring. If A is a ring
of characteristic p > 0 and σ is the n-th power of the Frobenius endomorphism, σ ∶ a ↦ apn , then
we write Apn for the image of A under σ . For an ideal I in Awe write I(pn) ∶= I(σ). In particular, if
I = (a1, . . . , ar) then we have I(pn) = (apn1 , . . . , apnr ). For a prime ideal p in A it holds
σ−1(p) = {a ∈ A ∣ apn ∈ p} = p.
e following result of Kunz [Mat80,eorem 107] gives a connection between the regularity of A
and the atness of σ .
Theorem 1.2.21. — Let Abe a Noetherian local ring of characteristic p > 0.e following assertions
are equivalent:
(i) A is a regular local ring;
(ii) A is reduced and A is at over Apn for every n > 0;
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(iii) A is reduced and A is at over Apn for some n > 0.
is theorem applies for example to a smooth algebra A over a perfect eld k of characteristic p > 0,
since smoothness is a local property and over a perfect eld smoothness is equivalent to regularity
(cf. [Mat80, Chapter 11]). We see that in this case the Frobenius σ ∶A→ A is at. Since σ−1(p) = p,
the Frobenius is even faithfully at.
§3 Divided powers
Let A be a commutative ring with unit 1 and let I be an ideal of A.
Definition 1.3.22. — A divided power structure (DP-structure) on I is a family γn∶ I → A of maps
for n ∈ N satisfying
(i) γ0(x) = 1 and γ1(x) = x for x ∈ I;
(ii) γn(x) ∈ I for n ≥ 1 and x ∈ I;
(iii) γn(x + y) = ∑ni=0 γi(x)γn−i(y) for x , y ∈ I;
(iv) γn(λx) = λnγn(x) for λ ∈ A and x ∈ I;
(v) γn(x)γm(x) = (n+mn )γn+m(x) for x ∈ I and n,m ∈ N;
(vi) γn(γm(x)) = (nm)!n!(m!)n γnm(x) for x ∈ I and n,m ∈ N.
Remark 1.3.23. — (i) Note that (nm)!n!(m!)n is just the number of partitions of a set with nm ele-
ments into n subsets with m elements.us, this is an integer.
(ii) It follows from (i) and (v) that xn = n!γn(x) for n ∈ N. Indeed, this is true by (i) for n = 1.
For n > 1 we have nγn(x) = γn−1(x)γ1(x) by (v) and hence
n!γn(x) = (n − 1)!γn−1(x)γ1(x) = xn−1x = xn .
(iii) For n > 0 it holds γn(0) = 0 by (iv). ◃
We say that (I, γ) is a DP-ideal in A and that (A, I, γ) is a DP-ring.
Example 1.3.24. — (i) I = {0} is a DP-ideal with γn(0) = 0 for all n ∈ N.
(ii) Let A be aQ-algebra.en every ideal has a unique DP-structure given by γn(x) = xn/n!.
(iii) If there exists 0 ≠ m ∈ N with mA = 0, then every DP-ideal (I, γ) is a nilideal. In fact, we
have for x ∈ I by the above remark xn = n!γn(x) and for n ≥ m it follows xn = 0. ◂
We are mainly interested in divided powers on the maximal ideal in the ring of Witt vectors of
a perfect eld of characteristic p > 0. Actually, we can dene divided powers in a slightly more
general situation. So let A be a ring of characteristic p > 0 and W(A) its ring of Witt vectors.
Denote the ideal V(A) by I.
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Lemma 1.3.25. — Let p ∈ N be a prime and n > 0 an integer. Let n = ∑ri=0 ai pi be the p-adic
expansion of n.en
vp(n!) = n −∑ri=0 aip − 1 .
Proof. — Denote by ⌊x⌋ the largest interger less than or equal to x. We claim that
vp(n!) = ⌊ ln nln p ⌋∑
r=1 ⌊ npr ⌋ .
Let 1 ≤ m ≤ n be divisible by pr .en pr ≤ m ≤ n and r ≤ ⌊ ln nln p⌋.us
vp(m) = ⌊ ln nln p ⌋∑
r=1
pr ∣m
1.
It follows
vp(n!) = n∑
m=1 vp(m) =
n∑
m=1
⌊ ln nln p ⌋∑
r=1
pr ∣m
1
= ⌊ ln nln p ⌋∑
r=1
n∑
m=1
pr ∣m
1 = ⌊ ln nln p ⌋∑
r=1 ⌊ npr ⌋ .
since there are exactly ⌊ npr ⌋ integers in the interval [1, n], which are divisible by pr .is proves the
claim. Now, if
n = a0 + a1p +⋯ + arpr , 0 ≤ ai < p
is the p-adic expansion of n, then
⌊n
p
⌋ = a1+a2p+⋯+ar pr−1
⌊ n
p2
⌋ = a2 +⋯+arpr−2
⋮
⌊ n
pr
⌋ = ar
Summing up yields
vp(n!) = a0 p0 − 1p − 1 + a1 p1 − 1p − 1 + a2 p2 − 1p − 1 +⋯ + ar pr − 1p − 1
= n −∑ri=0 ai
p − 1 . ∎
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Remark 1.3.26. — e claim in the proof implies
vp(n!) = ⎧⎪⎪⎪⎪⎨⎪⎪⎪⎪⎩
0 , if n < p⌊n
p
⌋ + vp (⌊np⌋!) , otherwise. ◃
By our assumption, A is an Fp-algebra. e structure morphism Fp → A induces a morphism
Zp = W(Fp) → W(A) and we can consider Zp as a subring ofW(A). For n ∈ N with n ≥ 1 the
above lemma implies
vp ( pn−1n! ) = n − 1 − n −∑ri=0 aip − 1 > 0.
ismeans that pn−1/(n!) is an element ofZp and hence ofW(A).erefore the following denition
makes sense.
Definition 1.3.27. — Let A be a ring of characteristic p > 0 and I = V(W(A)). For n ∈ N dene
γn∶ I →W(A) by
γn(V(x)) = ⎧⎪⎪⎨⎪⎪⎩1 , if n = 0pn−1n! V(xn) , if n > 0.
Lemma 1.3.28. — e mappings γn endow I with a DP-structure.
Proof. — We verify the properties of denition 1.3.22. Property (i) is obviously true and (ii) follows
from the above discussion. To check the remaining properties, we use proposition 1.1.9. For (iii) let
x , y ∈W(A). We compute
n∑
i=0 γi(V(x))γn−i(V(y)) =
n∑
i=0
pi−1
i!
V(x i) ⋅ pn−i−1(n − i)!V(yn−i)
= n∑
i=0
pn−2
i!(n − i)! V(x i)V(yn−i)´udcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymod¸udcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymod¶=pV(x i yn−i)
= n∑
i=0
pn−1
n!
⋅ n!
i!(n − i)!V(x i yn−i)
= pn−1
n!
n∑
i=0(ni)V(x i yn−i)= pn−1
n!
V ( n∑
i=0(ni)x i yn−i)= pn−1
n!
V((x + y)n)= γn(V(x + y)).
For (iv) let λ ∈W(A) andV(x) ∈ I. Using λV(x) = V(F(λ)x) and that F is a ring homomorphism,
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this follows immediately from the denition of γn. For (v) let V(x) ∈ I.en
γn(V(x))γm(V(x)) = pn−1n! ⋅ pm−1m! V(xn)V(xm)= pn+m−1
n!m!
V(xn+m)
= (n +m)!
n!m!
⋅ pn+m−1(n +m)!V(xn+m)= (n +m
n
)γn+m(V(x)).
For (vi) let V(x) ∈ I.en
γn(γm(V(x))) = γn ( pm−1m! V(xm))
= γn (V (F ( pm−1m! ) xm))
= pn−1
n!
V (F ( pm−1
m!
)n xnm)
= pn−1
n!
⋅ pnm−n(m!)n V(xnm)
= pnm−1
n!(m!)nV(xnm)
= (nm)!
n!(m!)n ⋅ pnm−1(nm!)V(xnm)
= (nm)!
n!(m!)n γnm(V(x)). ∎
Since A has characteristic p > 0, we have F(V(x)) = px = V(F(x)) for any x ∈ W(A) and in
particular px ∈ I.erefore, it makes sense to calculate
γn(px) = γn(V(F(x)))
= pn−1
n!
V(F(x)n)
= pn−1
n!
V(F(xn))
= pn
n!
xn .
If the ring A is in addition perfect, then I = pW(A) and any x ∈ I can be written as x = py.is
implies γn(x) = pnn! yn = xnn! . If moreover k is a perfect eld, thenW(k) is a discrete valuation ring
and it follows from remark 1.3.23 (ii) that its maximal ideal pW(k) has a unique DP-structure. We
summarize our discussion in the following lemma.
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Lemma 1.3.29. — Let k be a perfect eld of characteristic p > 0.en the maximal ideal pW(k)
has a unique DP-structure given by γn(x) = xnn! for x ∈ pW(k).
Definition 1.3.30. — Let (A, I, γ) and (B, J , δ) be two DP-rings. A DP-morphism f ∶ (A, I, γ)→(B, J , δ) is a ring homomorphism f ∶A→ B such that
(i) f (I) ⊂ J;
(ii) f (γn(x)) = δn( f (x)) for all n ∈ N and all x ∈ I.
If A is a ring, I an ideal in A and 0 ≠ m ∈ N an integer with Im = 0 such that (m − 1)! is invertible
in A, then I has a DP-structure given by
γn(x) = ⎧⎪⎪⎨⎪⎪⎩
xn
n! , if n < m
0 , if n ≥ m.
But in general there are many dierent DP-structures on I.
We turn our attention to the truncated ring ofWitt vectorsWm(k) of a perfect eld k of characteristic
p > 0. e maximal ideal pWm(k) has many DP-structures (see [Ber74, Chap. I, 1.2.6] for an
example when k = Fp), but there is one which is natural in the sense that it is the one induced from
the unique DP-structure on the ideal pW(k) inW(k).is is justied by the next proposition.
Before stating this proposition, we need a denition.
Definition 1.3.31. — Let (A, I, γ) be a DP-ring. An ideal J ⊂ I is called a sub-DP-ideal if γn(y) ∈ J
for all y ∈ J and n ∈ N.
Proposition 1.3.32. — Let (A, I, γ) be a DP-ring.
(i) Let J ⊂ A be an ideal.en there exists a unique DP-structure γ¯ on I¯ ∶= I/(I ∩ J) such that the
canonical homomorphism (A, I, γ)→ (A/J , I¯, γ¯) is a DP-morphism, if and only if I ∩ J ⊂ I is
a sub-DP-ideal.
(ii) Let (J , δ) be a DP-ideal in A.en IJ is a sub-DP-ideal of I and J and the DP-mappings γ and
δ agree on IJ.
Proof. — (i) see [BO78, 3.5], (ii) see [BO78, 3.10]. ∎
Let (A, I, γ) be a DP-ring and B an A-algebra. When do we have a DP-structure on the image IB of
I in B?
Definition 1.3.33. — Let (A, I, γ) be a DP-ring and B an A-algebra. We say that γ extends to B, if
there exists a DP-structure γ on IB such that the map (A, I, γ)→ (B, IB, γ) is a DP-morphism.
Remark 1.3.34. — Assume that γ extends to B. en γ is unique. Indeed, let f ∶ (A, I, γ) →(B, IB, γ) be the corresponding DP-morphism. Each element of IB may be written as f (a)b with
a ∈ I and b ∈ B. It follows from the denition of divided powers and because f is a DP-morphism
that
γn( f (a)b) = bnγn( f (a)) = bn f (γn(a)).
us, the extension γ is unique if it exists. ◃
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Lemma 1.3.35. — Let (A, I, γ) be a DP-ring and B an A-algebra.
(i) If I is principal, then γ extends to B.
(ii) If B is a at A-algebra, then γ extends to B.
Proof. — (i) see [BO78, 3.15], (ii) see [BO78, 3.22]. ∎
ere is an analogue of the symmetric algebra of an A-module in the context of divided powers.
Theorem 1.3.36. — Let A be a ring and M be an A-module.ere exists a DP-algebra(ΓA(M), Γ+A(M), γ)
and an A-linear map φ∶A→ Γ+A(M) satisfying the following universal property:
Given any A-DP-algebra (B, J , δ) and A-linear map ψ∶M → J, there is a unique DP-morphism
ψ∶ (ΓA(M), Γ+A(M), γ)→ (B, J , δ)making the diagram
M J
Γ+A(M)
ψ
φ
ψ
commute.
Proof. — See [BO78, 3.9]. ∎
Remark 1.3.37. — (i) e A-algebra ΓA(M) is graded, ΓA(M) = ⊕n∈N ΓnA(M). We have
Γ0A(M) = A, Γ1A(M) = M and Γ+A(M) =⊕n≥1 ΓnA(M).
(ii) For x ∈ M we write x[1] ∶= φ(x) ∈ Γ+A(M) and x[n] ∶= γn(φ(x)) ∈ ΓnA(M).
(iii) ΓnA(M) is generated as A-module by {x[q] = x[q1]1 ⋯x[qm]m ∣ ∑ qi = n, xi ∈ M}. In particular,
ifM is free with basis {xi ∣ i ∈ I}, then ΓnA(M) is free with basis {x[q] = x[q1]1 ⋯x[qm]m ∣ ∑ qi =
n, i ∈ I}. ◃
Given a PD-ring (A, I, γ) and anA-algebra B together with an ideal J ⊂ B, it is sometimes neccessary
to construct a DP-ring (DB,γ(J), J , δ) with divided powers δ compatible with the divided powers
γ.is is the content of the next proposition.
Proposition 1.3.38. — Let (A, I, γ) be a DP-ring and let J be an ideal in an A-algebra B.en
there exists a B-algebra DB,γ(J) with a DP-ideal (J , δ) such that JDB,γ(J) ⊂ J and δ is compatible
with γ, satisfying the following universal property: For any B-algebra C with DP-ideal (K , ρ) such that
JC ⊂ K and ρ is compatible with γ, there exists a unique DP-morphism (DB,γ(J), J , δ)→ (C ,K , ρ)
making the following diagram commute(DB,γ(J), J , δ)
(B, J) (C ,K , ρ)
(A, I, γ)
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Proof. — [BO78, 3.19]. ∎
Example 1.3.39. — Let A be a ring and B = A[X1, . . . , Xn] be the polynomial algebra over A.en
the DP-envelope DB,0(J) with J = (X1, . . . , Xn) is just ΓA(B) and will be denoted by A⟨X1, . . . , Xn⟩
(cf. [BO78, 3.20.5]). It is called the PD-polynomial algebra over A. is name is justied by the
following universal property: Given any A-DP-algebra (C ,K , ρ) and y1, . . . , yn ∈ K, there exists a
unique A-DP-morphism A⟨X1, . . . , Xn⟩→ (C ,K , ρ) such that Xi ↦ yi for 1 ≤ i ≤ n. ◂
e following proposition will be used in the subsequent chapters.
Proposition 1.3.40. — Let A be a ring and I an ideal in A generated by a regular sequence. Let(D, J , δ) be the DP-envelope of A with respect to I.en there is a unique DP-morphism
⊕
m∈N ΓmA/I(I/I2) ⊕m∈N J[m]/J[m+1],
which is an isomorphism.
Proof. — See [Ber74, Chap. I, 3.4.4]. ∎
§4 Grothendieck topologies, sites and topoi
In this section we recall the main denitions and properties of topoi as needed in the subsequent
chapters. In order not to run into any set-theoretical diculties, we choose once and for all a
universe U and make the agreement that all categories are small with respect to U . For example,
if we consider the category of X-schemes, then it is tacitly understood that X is an element of U .
Having xed a universe, we will not mention it in the following anymore, but the reader should
remember that there is always a universe in the background. For more details see [SGA72a] and
[SGA72b].
Definition 1.4.41. — Let C be a category. A Grothendieck topology on C consists for each object
X of C of a set Cov(X) of families of morphisms in C with xed target X, called coverings of X,
satisfying the following properties:
(i) If V → X is an isomorphism in C, then {V → X} ∈ Cov(X);
(ii) if {Ui → X}i∈I ∈ Cov(X) and for each i ∈ I we have {Vi j → Ui} j∈J i ∈ Cov(Ui), then the
composition {Vi j → X}i∈I, j∈J i is in Cov(X);
(iii) if {Ui → X}i∈I ∈ Cov(X), then for any morphism V → X in C the bre product Ui ×X V
exists in C for every i ∈ I and {Ui ×X V → V} ∈ Cov(V).
Remark 1.4.42. — Condition (ii) in the above denition is sometimes referred to as “stable under
composition” and condition (iii) as “stable under base change”. ◃
Definition 1.4.43. — A site is a category endowed with a Grothendieck topology.
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Let (Ab) denote the category of abelian groups. If C is any category, a presheaf is a contravariant
functorF ∶C → (Ab). A morphism of presheaves is a morphism of contravariant functors. If C
is a site, then a presheafF is called a sheaf, if for every U in C and every covering {Ui → U}i∈I ∈
Cov(U) the diagram
F (U) ∏
i
F (Ui) ∏
i , j
F (Ui ×U U j)
is exact in C. Morphisms of sheaves are dened as morphisms of presheaves. e category of
(abelian) sheaves on a site C is denoted by Sh(C).
Definition 1.4.44. — Let C andD be sites. A functor u∶C → D is called continuous, if for every
U in C and every covering {Ui → U}i∈I ∈ Cov(U)
(i) {u(Ui)→ u(U)}i∈I ∈ Cov(u(U));
(ii) for any morphism V → U in C the morphism u(Ui ×U V) → u(Ui) ×u(U) u(V) is an
isomorphism inD.
Lemma 1.4.45. — Let u∶C → D be a continuous functor andF be a sheaf onD. then usF ∶=F ○u
is a sheaf on C.
Proof. — Let {Ui → U}i∈I be a covering in C. By assumption {u(Ui) → u(U)}i∈I is a covering
inD and u(Ui ×U U j) ≃ u(Ui) ×u(U) u(U j). Hence the sheaf condition for usF and the covering{Ui → U}i∈I is equivalent to the sheaf condition forF and the covering {u(Ui)→ u(U)}i∈I . ∎
Proposition 1.4.46. — Let u∶C → D be a continuous functor.e functor us ∶ Sh(D)→ Sh(C) is
le exact and admits a le adjoint us ∶ Sh(C)→ Sh(D).
Proof. — See [Tam94, Ch I 3.6.2]. What Tamme calls a morphism of topologies is in our termi-
nology a continuous functor. ∎
Remark 1.4.47. — Being le adjoint to us implies that the functor us is right exact. ◃
Definition 1.4.48. — Let C andD be sites. Amorphism of sites f ∶D → C is given by a continuous
functor u∶C → D such that us is exact.
Note that u and f go in opposite directions. If f is a morphism of sites, we set f −1 ∶= us and f∗ ∶= us
and call f −1 the inverse image functor and f∗ the direct image functor.e following lemma gives a
criterion for a continuous functor to induce a morphism of sites.
Lemma 1.4.49. — Let u∶C → D be a continuous functor of sites. Assume that
(i) C has a nal object X and u(X) is a nal object ofD;
(ii) in C all nite bre products exist and u commutes with them.
en the functor us is exact.
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Proof. — See [Tam94, Ch I 3.6.7]. ∎
Let U be an object of a site C. We dene an additive and le exact functor
ΓU ∶ Sh(C)→ (Ab)
by ΓU(F ) ∶=F (U) (cf. [Tam94, Ch I 3.3]). If C has a nal object X, we call ΓX the global section
functor. It is easy to see that in this case we have
F (X) = ΓX(F ) = HomSh(C)(e ,F ),
where e denotes the abelian sheaf associated to the constant presheaf Z. For an arbitrary site we
dene the global section functor Γ by
Γ(F ) ∶= HomSh(C)(e ,F ).
It is well known that the abelian category Sh(C) of abelian sheaves on a site C has enough injective
objects (cf. [Tam94, Ch I 3.2.2]).is enables us to dene cohomology as the right derived functor
of Γ.
Definition 1.4.50. — Let C be a site, U an object of C and F an abelian sheaf on C. e i-th
cohomology group ofF on U is dened by the i-th right derived functor of ΓU
Hi(U ,F ) ∶= RiΓU(F ).
e i-th cohomology group ofF on C is dened by the i-th right derived functor of Γ
Hi(C ,F ) ∶= RiΓ(F ).
Remark 1.4.51. — In general, a global section s of a sheafF is a compatible system (sT)T∈C , i.e.
an element of lim←ÐT∈C ΓT(F ). ◃
Theorem 1.4.52 (Leray spectral sequence). — Let u∶C → D be a continuous functor of sites
and U be an object of C.en for any abelian sheafF onD there is a spectral sequence
Epq2 = Hp(U , Rqus(F ))Ô⇒ Ep+q = Hp+q(u(U),F ),
which is functorial inF .
Proof. — See [Tam94, Ch I 3.7.6]. ∎
For many Grothendieck topologies cohomological calculations can be done on the big or on the
small site of a scheme.is is a consequence of the Leray spectral sequence. To make this more
precise, we introduce the notion of a cocontinuous functor between sites. To state the denition,
we rst need another denition, which is also useful on its own.
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Definition 1.4.53. — Let C be a category and let {Ui → U}i∈I be a family of morphisms in C. A
renement of {Ui → U}i∈I is a family {Vj → U} j∈J of morphisms in C such that there is a map of
sets ε∶ J → I and for each j ∈ J there is a morphism Vj → Uε( j) in C, which makes the diagram
Vj Uε( j)
U
commutative.
Definition 1.4.54. — Let C andD be sites. A functor u∶C → D is called cocontinuous, if for every
U in C and every covering {Vj → u(U)} j∈J in D, there exists a covering {Ui → U}i∈I in C such
that {u(Ui)→ u(U)}i∈I is a renement of {Vj → u(U)} j∈J .
Remark 1.4.55. — Note that we do not require the family {u(Ui) → u(U)}i∈I in D to be a
covering. ◃
Proposition 1.4.56. — Let u∶C → D be a functor of sites and assume that
(i) u is continuous;
(ii) u is cocontinuous;
(iii) u is fully faithful.
en the adjoint morphismF → ususF is an isomorphism for all sheavesF on C and us is exact.
Proof. — See [Tam94, Ch I 3.9.2]. ∎
Corollary 1.4.57. — Let u be as in the proposition.en we have for all abelian sheavesF on C
and all abelian sheaves G onD functorial isomorphisms
Hi(C ,F ) ≅ Hi(D, usF ) and Hi(C , usG ) ≅ Hi(D,G ).
Proof. — See [Tam94, Ch I 3.9.3]. ∎
Example 1.4.58. — Let S be a scheme and denote by (Sch/S) the category of S-schemes with
morphisms the S-morphisms of schemes.e big Zariski site of S is the category (Sch/S) with
coverings given for any S-scheme X by surjective families {Ui → X}i∈I , where Ui → X is an open
immersion of S-schemes.is site will be denoted by SZAR.e small Zariski site of S is the full
subcategory of (Sch/S) consisting of all S-schemes X such that the structure morphism X → S is
an open immersion.e coverings of X are the surjective families {Ui → X}i∈I , where Ui → S is
an open immersion.is site is denoted by SZar.e functor u∶ SZar → SZAR obviously satises all
the properties of the proposition and the corollary tells us that it does not matter, if we calculate the
cohomology of a sheaf on the big or on the small Zariski site of S. ◂
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Let C be a category and X an object of C. We dene the category of objects over X, denoted by C/X,
as the category with objects the morphisms Y → X in C. A morphism of two arrows Y → X and
Y ′ → X is a morphism in C such that the diagram
Y Y ′
X
commutes.e category C/X has a nal object, namely X → X.ere is a functor pX ∶C/X → C,
which takes an arrow Y → X to its source Y . If C is a site, then we dene a Grothendieck topology
on C/X by declaring a family {Ui → U}i∈I of morphisms over X to be a covering in C/X, if it is a
covering in C. It is then immediate that the functor pX is continuous.
Lemma 1.4.59. — Let C be a site and X an object of C.e functor psX ∶ Sh(C)→ Sh(C/X) induced
by pX is exact.
Proof. — See [Tam94, Ch I 3.8.1]. ∎
Corollary 1.4.60. — Let the notation be as in the lemma. For all abelian sheavesF on C there is a
functorial isomorphism
Hi(C ,F ) ≅ Hi(C/X , psXF ).
Proof. — See [Tam94, Ch I 3.8.2]. ∎
Let S be a scheme and consider the category (Sch/S) of all S-schemes with morphisms the mor-
phisms of S-schemes.
Definition 1.4.61. — Let E be a class of morphisms of (Sch/S), which
(i) contains all isomorphisms;
(ii) is stable under composition, i.e. the composition of two morphisms in E is again in E;
(iii) is stable under base change, i.e. for any morphism of S-schemes, the base change with a
morphism in E is again in E.
en the big E-site of S is the category (Sch/S)with the Grothendieck topology, where the coverings
are the surjective families of morphisms in E.e small E-site of S is the full subcategory of all X-
schemes with structure morphism in E and coverings again the surjective families of E-morphisms.
e items (i) - (iii) ensure that we really get a site, i.e. the axioms for coverings are satised. For
completeness we close this section with the following denitions.
Definition 1.4.62. —
(i) A category E is called a (Grothendieck) topos, if there exists a site C such that E is equivalent
to Sh(C).
(ii) A morphism f ∶E1 → E2 of topoi is a pair f = ( f∗, f −1) of adjoint functors, where f∗ is right
adjoint to f −1 and f −1 is exact.
Remark 1.4.63. — ere is a more general notion of a topos, see [MLM94]. But our denition is
enough for applications in algebraic geometry. ◃
Chapter
2
F-gauges and displays
This chapter contains the first part of the main results of this thesis. The notion of
F-gauges is introduced and the connections to F-zips and displays is given. The
notion of F-gauges enables us to clarify the relation between F-zips and displays. For
a perfect field there is the notion of F-crystals. We also give the relations between
all those objects in this case. The last section about displays contains some proofs
omitted in the paper by Langer and Zink.
§1 F-gauges
LetA be an additive category. We denote by Gr(A) the category of Z-graded objects inA, i.e. an
object in Gr(A) is a familyM = (Mr)r∈Z with eachMr an object inA and a morphism α∶M → N
in Gr(A) is a family of morphisms α = (αr)r∈Z such that αr ∶Mr → N r is a morphism inA. IfA is
abelian, then the kernel of a morphism α is (ker(αr))r∈Z, where ker(αr) is the kernel inA. With a
similar denition of cokernels, we see that Gr(A) is again an abelian category ifA is.
For d ∈ Z and two objects (Mr)r∈Z and (N r)r∈Z ofGr(A)we call a family of morphisms f = ( fr)r∈Z
with fr ∶Mr → N r+d a morphism inA, a morphism of degree d = deg( f ). IfM ,N , P are objects of
Gr(A) and f ∶M → N is a family of morphisms of degree d and g∶N → P is a family of morphisms
of degree e, then the composition g ○ f ∶M → P with
(g ○ f )r ∶= gr+d ○ fr ∶Mr N r+d Pr+d+e
has degree deg(g f ) = deg(g) + deg( f ) = d + e. Morphisms of degree 0 are just the morphisms in
the category Gr(A).
Definition 2.1.1. — LetA be an additive category and p ∈ N be a prime number.
(i) e category FG(A) of F-gauges has as objects graded objects M = (Mr)r∈Z in Gr(A)
together with two families of morphisms f , v∶M → M of degrees deg( f ) = 1 and deg(v) = −1
satisfying fr−1 ○ vr = pidMr = vr+1 ○ fr for all r ∈ Z. An F-gauge is denoted by the triple(M , f , v). Amorphism of F-gauges α∶ (M , fM , vM)→ (N , fN , vN) is a morphism α∶M → N
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in Gr(A) such that the diagrams
Mr N r Mr N r
Mr+1 N r+1 Mr−1 N r−1
αr αr
αr+1 αr−1
fM ,r fN ,r vM ,r vN ,r
commute for all r ∈ Z.
(ii) Let s ∈ Z be an integer. An F-gauge (M , f , v) is called of level ≥ s, if vr is an isomorphism
for r ≤ s. It is called of level ≤ s, if fr is an isomorphism for r ≥ s. e corresponding
subcategories are denoted by FG≥s(A) and FG≤s(A), respectively.
(iii) Let a, b ∈ Z be integers with a ≤ b.e category FG[a,b](A) is the subcategory of F-gauges
which are of level ≥ a and ≤ b. Such an F-gauge will be called of nite level.
(iv) An F-gauge is called bounded below (resp. bounded above), if it is of level ≥ a for some a ∈ Z
(resp. of level ≤ b for some b ∈ Z). It is called bounded, if it is bounded below and above.e
corresponding subcategories are denoted by FG+(A), FG−(A) and FG♭(A) respectively.
(v) An F-gauge of level ≥ 0 is called eective, one of level ≤ 0 is called coeective.
Remark 2.1.2. — Let (M , f , v) be an F-gauge in FG[a,b](A).en (M , f , v) is simply given by
a nite diagram of the form
Ma ⋯ Mr−1 Mr Mr+1 ⋯ Mb .fa fr−2 fr−1 fr fr+1 fb−1vbvr+2vr+1vrvr−1va−1
Indeed, consider for example the relation fr−1 ○ vr = p for r ≤ a.en vr is an isomorphism and
hence fr−1 is uniquely determined by fr−1 = pv−1r . Similarly, fr is an isomorphism for r ≥ b and
hence vr+1 = p f −1r is uniquely determined by fr . We see that there is a natural isomorphism of
F-gauges, where the upper row is the given F-gauge and the lower row is the F-gauge corresponding
to the nite diagram above:
⋯ Ma−1 Ma ⋯ Mb Mb+1 ⋯
⋯ Ma Ma ⋯ Mb Mb ⋯
fa−2 fa−1 fa fb−1 fb fb+1
p p fa fb−1 = =
va−1 va va+1 vb vb+1 vb+2
= = va+1 vb p p
v−1a f −1b
is means that all the information is contained in the interval [a, b]. In the same way we see that to
give a morphism of F-gauges in FG[a,b](A) amounts just to give a morphism of the corresponding
nite diagrams. ◃
IfA is an abelian category, then as already remarked earlier Gr(A) is an abelian category and the
category FG(A) and all its subcategories are abelian too. For an arbitrary additive categoryA we
have the forgetful functor FG(A)→ Gr(A), which is faithful but in general not full.
§1 F-gauges 23
To an object A ofA we can associate an F-gauge A(0) in FG[0,0](A), where A(0) is the F-gauge
concentrated in degree 0
deg ∶ −1 0 1
⋯ A A A ⋯p p = =
pp==
It is le to the reader to check that this establishes an equivalence of categoriesA→ FG[0,0](A).
In our applications the categoryA is either the category of modules over a ring or the category of
sheaves of OS-modules over a scheme S. In these cases,A is abelian and so is FG(A).
Filteredmodules and F-gauges. — One of the main examples of F-gauges comes from
ltered modules. We rst give a precise denition of what we mean by ltered module and then
construct a functor to F-gauges.
Definition 2.1.3. — Let A be an object of an abelian categoryA.
(i) A decreasing ltration on A is a family {FiliA}i∈I , where each FiliA ⊂ A is a subobject of A
and Fili+1A ⊂ FiliA for all i ∈ I.
(ii) An increasing ltration on A is a family {FiliA}i∈I , where each FiliA ⊂ A is a subobject of A
and Fili+1A ⊃ FiliA for all i ∈ I.
Instead of writing {FiliA}i∈I we will also denote this family simply by Fil●A. Actually, we are
interested in ltrations with some additional properties.
Definition 2.1.4. — A ltration {FiliA}i∈I on an object A of an additive categoryA is called
(i) separated, if ⋂i∈I FiliA = 0;
(ii) exhaustive, if ⋃i∈I FiliA = A.
Moreover, if p ∈ N is a prime number and A is p-torsion free, then the ltration is called p-adapted,
if it is decreasing and pFiliA ⊂ Fili+1A for all i ∈ I.
We denote by Fil(A) the category of pairs (A, Fil●A), where A is an object of A and Fil●A is a
decreasing, separated and exhaustive ltration on A indexed by Z. A morphism in this category
α∶ (A, Fil●A) → (B, Fil●B) is a morphism α∶A → B in A such that α(FiliA) ⊂ FiliB for all i ∈ Z.
e subcategory of all p-adapted ltrations is denoted by Filp−sep(A). We note that the category
Fil(A) is additive but in general not abelian.
Example 2.1.5. — Let k be a eld and consider the category Veck of nite dimensional vector
spaces over k. By a ltered vector space we mean an object in the category Filk ∶= Fil(Veck). If(V , Fil●V) is a ltered vector space, then the condition that the ltration is separated just means
that FiliV = 0 for i ≫ 0 and that the ltration is exhaustive just means that FiliV = V for i ≪ 0.
Here we used the nite dimensionality. Let f ∶ (V , Fil●V)→ (W , Fil●W) be a morphism of ltered
vector spaces.e kernel of f is given by the subspace ltration
Fili ker( f ) = ker( f ) ∩ FiliV
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and the cokernel of f is given by the quotient ltration
Filicoker( f ) = (FiliW + im( f ))/im( f ).
It is le to the reader to check that these kernels and cokernels indeed satisfy the universal properties
of kernels and cokernels. But it may happen that ker( f ) = coker( f ) = 0 and nevertheless f may
not be invertible in Filk . Consider for example a vector space V with the trivial ltration
FiliV = ⎧⎪⎪⎨⎪⎪⎩V , if i ≤ 00, if i > 0
On the other hand considerW = V with the ltration
FiliW = ⎧⎪⎪⎨⎪⎪⎩W , if i ≤ 10, if i > 1
en the idendity induces a map of ltered vector spaces V → W , whose kernel and cokernel
vanish, but there is no inverse in the category Filk . ◂
Example 2.1.6. — e category Filp−sep(A) is in general not abelian. For example letW be the
ring of Witt vectors of a perfect eld k. LetM = N =W and consider the two ltrations
FiliM = ⎧⎪⎪⎨⎪⎪⎩p
iW , if i > 0
W , if i ≤ 0 and FiliN =
⎧⎪⎪⎨⎪⎪⎩p
iW , if i > 1
W , if i ≤ 1
en (M , Fil●M) ⊂ (N , Fil●N), but the ltration on the quotient N/M is given by
Fili(N/M) = (FiliN)/(FiliM),
which is obviously not p-adapted. ◂
ere is one last denition, which is useful in the context of ltrations.is denition is similar to
denition 1.1 in [Ogu01].
Definition 2.1.7. — Let a, b ∈ Z be integers with a ≤ b.e full subcategory Fil[a,b]p−sep(A) consists
of pairs (A, Fil●A), where FilaA = FiliA for all i ≤ a and pFiliA = Fili+1A for all i ≥ b. In this case
the ltration is called of level [a, b].
Example 2.1.8. — Let k be a perfect eld of characteristic p > 0 andW be the ring of Witt vectors
of k. For a freeW-module Awe dene the p-adic ltration on A by
FiliA ∶= ⎧⎪⎪⎨⎪⎪⎩p
iA, if i > 0
A, if i ≤ 0.
is ltration is of level [0, 0] and p-adapted. ◂
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Fix a prime p ∈ N. In order to dene a functor from the full subcategory Filp−sep(A) of p-adapted
objects of the category Fil(A) to the category FG(A), let (A, Fil●A) be p-seperated. We set
Mr ∶= FilrA for r ∈ Z.
e map vr ∶Mr → Mr−1 is given by the inclusion FilrA ⊂ Filr−1A and the map fr ∶Mr → Mr+1 is
given by p-multiplication, which is well dened since the ltration is p-adapted. If α∶ (A, Fil●A)→(B, Fil●B) is a morphism in Fil(A), then α obviously induces a morphism between the associated
F-gauges, since α(FiliA) ⊂ FiliB by denition of a morphism in Fil(A). We denote this functor by
Fg∶Filp−sep(A)→ FG(A).
Proposition 2.1.9. — e functor Fg is fully faithful. Moreover, for integers a ≤ b the restriction
of Fg to Fil[a,b]p−sep(A) has image in FG[a,b](A).
Proof. — We have to show that for two objects (A, Fil●A) and (B, Fil●B) of Filp−sep(A) and
M ∶= Fg(A, Fil●A) and N ∶= Fg(B, Fil●B) the induced map
HomFil(A)((A, Fil●A), (B, Fil●B)) HomFG(A)(M ,N)
is bijective. To show surjectivity, let β∶M → N be a morphism in FG(A).is means that we have
a family β = (βr)r∈Z with βr ∶Mr → N r and that the diagrams
Mr N r Mr N r
Mr+1 N r+1 Mr−1 N r−1
βr βr
βr+1 βr−1
fM ,r fN ,r vM ,r vN ,r
commute for all r ∈ Z. We set M̃ ∶= ⋃r∈ZMr and Ñ ∶= ⋃r∈Z N r .en M̃ = A and Ñ = B are objects
ofA since the ltrations are exhaustive and we can dene a morphism α∶ M̃ → Ñ by the following
rule: If m ∈ M̃, then there exists a minimal r ∈ Z with m ∈ Mr , since the ltration is separated, and
we set α(m) ∶= βr(m).e ltrations are simply given by FiliM̃ ∶= M i and similarly for Ñ . Hence
M i = FiliA and N i = FiliB. By the denition of α and the above commutative diagram on the right
hand side it follows that α(FiliA) ⊂ FiliB. It is clear from the construction that Fg(α) = β. To show
injectivity, let α∶ (A, Fil●A)→ (B, Fil●B) be a morphism in Fil(A) such that (βr)r∈Z = Fg(α) = 0.
is means that each βr is zero.us the induced map ⋃r∈ZMr → ⋃r∈Z N r is zero and since the
ltrations are exhaustive, α must be zero.e second statement in the proposition is clear. ∎
Corollary 2.1.10. — Assume thatA is an additive category such that each object inA is p-torsion
free and that direct and inverse limits indexed by N exist.en the functor Fg gives an equivalence of
categories from Filp−sep(A) to the full subcategory of FG(A) of objects (Mr)r∈Z with lim←Ð fr Mr = 0.
Proof. — Obviously, the image of Fg lies in the required subcategory. By the proposition it
remains to show that Fg is essentially surjective. So letM = (Mr)r∈Z be an object of FG(A) with
lim←Ð fr Mr = 0. By assumption eachMr is p-torsion free, i.e. p-multiplication onMr is injective.e
relation fr−1vr = vr+1 fr = p onMr implies the injectivity of vr . We dene
A ∶= limÐ→
r∈NM
−r ,
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where the transition maps are given by the inclusions vr ∶Mr → Mr−1. We obtain a ltration on A
by setting FiliA the image of M i via the composition of the vr in A = limÐ→r∈NM−r . is gives an
object (A, Fil●A) of Fil(A). Note that we have an isomorphism v∞r ∶Mr → FilrA by the injectivity
of the vr . Since for m ∈ Mr it holds pm = vr+1( fr(m)), we get pFilrA ⊂ Filr+1A for all r ∈ Z. Hence(A, Fil●A) is actually an object of Filp−sep(A).e simple calculation
v∞r+1(m) = v∞r (vr+1( fr(m)))= v∞r (pm)= pv∞r (m)
for m ∈ Mr shows that the diagram
Mr Mr+1
FilrA Filr+1A
fr
vr+1
p⊃
v∞r v∞r+1
commutes for all r ∈ Z.is means that the F-gauges (Mr)r∈Z and Fg(A, Fil●A) are isomorphic
via the family (v∞r )r∈Z. ∎
§2 F-crystals
Let k be a perfect eld of positive characteristic p and denote by W ∶= W(k) the ring of Witt
verctors of k. Moreover, let B ∶= B(k) ∶= Quot(W(k)) be the quotient eld ofW .e Frobenius
of k,W and B is denoted by the letter σ . If ϕ∶M → M is a σ-linear map ofW-modules, then the
linearization of ϕ is dened by
ϕ♯∶M(p) ∶= M ⊗σ W M , m ⊗ λ λϕ(m).
Definition 2.2.11. — An F-crystal over k is a pair (M , ϕ), where M is a nitely generated free
W-module and ϕ∶M → M ⊗W B is a σ-linear injective map.
Example 2.2.12. — Let X be a proper and smooth scheme over k.en the absolute Frobenius Fabs
on X induces a σ-linear map ϕ∶Hi(X/W)→ Hi(X/W) on the crystalline cohomology groups of
X. If T is the torsion submodule of Hi(X/W), then (Hi(X/W)/T , ϕ) is an F-crystal. In particular,
if i = 1, then H1(X/W) is torsion free and (H1(X/W), ϕ) is an F-crystal, the Dieudonnè module
of the p-divisible group associated to the Albanese variety of X (see [BM90, II 3.11].). ◂
Definition 2.2.13. — Amorphism of F-crystals α∶ (M , ϕ)→ (N ,ψ) is a homomorphism α∶M →
N ofW-modules such that the diagram
M M ⊗W B
N N ⊗W B
ϕ
ψ
α α⊗idB
commutes.
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With these denitions we get the category of F-crystals over k.is is an additive category, which
is not abelian since cokernels do not exist in general.
If (M , ϕ) is an F-crystal, then the natural map M → M ⊗W B,m ↦ m ⊗ 1 identiues M with a
lattice inM ⊗W B. SinceM is nitely generated, the B-vector spaceM ⊗W B is nite dimensional
and it follows that there are a, b ∈ Z such that pbM ⊂ ϕ(M) ⊂ paM.
Definition 2.2.14. — An F-crystal (M , ϕ) over k is called eective, if ϕ(M) ⊂ M.
Remark 2.2.15. — Some authors dene F-crystals as what we call an eective F-crystal and use
the term virtual F-crystal for an F-crystal in our sense. ◃
F-crystalsandelementarydivisors. — SinceW is a discrete valution ring (cf. proposition
1.1.14), we can apply the theory of elementary divisors (see [Lan02, IIIeorem 7.8 and 7.9]) and
conclude that there is a pair bases e1, . . . , eh and f1, . . . , fh ofM such that theW-linear injective
map ϕ♯∶M(p) → M ⊗W B is given by a matrix of the form
⎛⎜⎜⎜⎝
pµ1 0 ⋯ 0
0 pµ2 ⋱ ⋮⋮ ⋱ ⋱ 0
0 ⋯ 0 pµh
⎞⎟⎟⎟⎠
with µ j ∈ Z and µ1 ≤ ⋯ ≤ µh.
Definition 2.2.16. — e height of an F-crystal (M , ϕ) is the dimension of the B-vector space
M ⊗W B.
We want to give a classication of F-crystals of height h in terms of matrices. erefor, let
α∶ (M , ϕ) → (N ,ψ) be an isomorphism of F-crystals. is actually implies that (M , ϕ) and(N ,ψ)must have the same height h and thatM and N are both abstractly isomorphic toWh as
W-modules.eW-linear isomorphism α induces an isomorphism of vector spaces αB ∶= α ⊗ idB,
hence the diagram
M ⊗W B M ⊗W B
N ⊗W B N ⊗W B
ϕB
αB αB
ψB
commutes or put it dierently that we have
ϕB = α−1B ○ ψB ○ αB .
us ϕB is uniquely determined by ψB. By the above considerations we can choose a basis of M
such that the σ-linear map ϕ is given by a matrix of the form
A ∶= ⎛⎜⎜⎜⎝
pµ1 0 ⋯ 0
0 pµ2 ⋱ ⋮⋮ ⋱ ⋱ 0
0 ⋯ 0 pµh
⎞⎟⎟⎟⎠
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with µ j ∈ Z and µ1 ≤ ⋯ ≤ µh .e relation ϕB = α−1B ○ψB ○ αB implies that the represanting matrices
are σ-conjugated. We obtain the following classication of F-crystals of height h. For shortness we
set GLh ∶= GLh(W).
Theorem 2.2.17. — Let k be a perfect eld of characteristic p > 0.en there is a bijection of sets⎧⎪⎪⎪⎨⎪⎪⎪⎩
F-crystals of height h
with elementary divisors
µ1 ≤ ⋯ ≤ µh
⎫⎪⎪⎪⎬⎪⎪⎪⎭/ ≅ GLh
⎛⎜⎝
pµ1 0⋱
0 pµh
⎞⎟⎠GLh/ ∼σ∼
with µi ∈ Z.
F-crystals and F-gauges. — e connection to F-gauges is given by the following con-
struction: Let (M , ϕ) be an F-crystal over k. We dene an F-gauge (Mr)r∈Z by setting
Mr ∶= {m ∈ M ∣ ϕ(m) ∈ prM}
for r ∈ Z.emap v is given by the inclusionMr ⊂ Mr−1 and f is given bymultiplication with p. It is
clear that this gives an F-gauge and that the construction is functorial. But there is some additional
structure on such F-gauges, which arises from F-crystals. Namely, the map ϕ∶M → M ⊗W B
induces σ-linear maps
φr ∶Mr M
dened by φr(m) ∶= p−rϕ(m).is makes sense, since by denition ofMr we have ϕ(m) ∈ prM
andW is torsion free. So, φr(m) is a well dened element ofM. Moreover, we have pm ∈ Mr+1 ⊂ Mr
for m ∈ Mr and hence by the σ-linearity
φr+1( fr(m)) = φr+1(pm) = pφr(m).
We have two projective systems (Mr , fr)r∈N and (M−r , v−r)r∈N and we set
M+∞ ∶= limÐ→
fr
Mr and M−∞ ∶= limÐ→
v−r
M−r .
In our case we can identify theseW-modules to
M+∞ ≅ Mb and M−∞ ≅ Ma ,
where pbM ⊂ ϕ(M) ⊂ paM for suitable a, b ∈ Z. Moreover, we see that Ma = ⋃r∈ZMr = M,
because vr is the inclusion. Using these informations we get a diagram
Mr Mr+1
limÐ→
fr
Mr
M
fr
φ
φr φr+1
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is implies that there exists a unique σ-linear map φ∶Mb → M making the diagram commute.
e maps φr are injective, since ϕ is by denition injective. Hence φ is injective. On the other hand
we have φb(Mb) = M and this shows that φ is surjective.us φ is a σ-linear bijective map, which
by lemma 1.2.15 is the same as a σ-linear isomorphism.is motivates the following denition.
Definition 2.2.18. — Let S be a scheme and σ be an endomorphism of sheaves of rings of OS . A
φ-F-gauge over OS is an F-gauge (Mr)r∈Z over OS , where eachMr is a quasi-coherent OS-module
such that there is a σ-linear isomorphism of OS-modules
φ∶ limÐ→
fr
Mr limÐ→
vr
Mr .
A morphism of φ-F-gauges is a morphism of F-gauges compatible with φ.e category of φ-F-
gauges over OS is denoted by FGφ,♯(OS).
e following denition will be useful in the sequel.
Definition 2.2.19. — Let S be a scheme over Fp. An F-gauge (Mr)r∈Z over OS is called
(i) strict, if the map ( f∞r , v∞r )∶Mr → M+∞ ⊕M−∞ is injective for all r ∈ Z;
(ii) quasi-rigid, if the sequence
Mr Mr+1 Mr Mr+1fr vr+1 fr
is exact for all r ∈ Z;
(iii) rigid, if it is strict and quasi-rigid.
If S = Spec(A) for a ring A and σ is an endomorphism of A, then the category FGφ,♯(OS) is
equivalent to the category of F-gauges over A such that there is a σ-linear isomorphism φ∶M+∞ →
M−∞ of A-modules.is equivalence is just given by the well-known equivalence of the category
of quasi-coherent OS-modules and the category of A-modules. Using this equivalence we will
denote the category of φ-F-gauges over A by FGφ,♯(A). In particular, if A = W(k) is the ring
of Witt vectors of a perfect eld k of characetristic p > 0 and σ is the Frobenius on A, then our
discussion above shows that we have a functor from the category of F-crystals over A to the category
of φ-F-gauges over A. It is not hard to see that this functor is fully faithful, but it is not essential
surjective. For details see section 5.3.
ReductionofF-gauges. — Although the following considerations are true inmore general-
ity, we focus only on the case needed in the sequel. So let k be a perfect eld of positive characteristic
p andW be the ring of Witt vectors of k. For a natural number n ∈ N we consider multiplication by
pn onW .is map is injective and its cokernel is isomorphic toWn ≅W/pnW . Given an F-gauge(Mr)r∈Z overW , we get an F-gauge (Mr/pnMr)r∈Z overWn by reducing everything mod pn. For
n = 1 we get F-gauges over k with the relations f v = v f = 0, since p operates as 0 on k.e same is
true for φ-F-gauges overW .
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Lemma 2.2.20. — Let (Mr)r∈Z be a φ-F-gauge overW and n ∈ N be an integer.en the reduction
mod pn of (Mr)r∈Z is a φ-F-gauge over Wn.
Proof. — e only thing to note is that direct limits commute with tensor products and hence we
have limÐ→ fr Mr ⊗W W/pnW ≅ limÐ→ fr(Mr/pnMr) asWn-modules. ∎
We can now dene the notion of strictness also for F-gauges overW .
Definition 2.2.21. — Let k be a perfect eld of characteristic p > 0 andW be the ring of Witt
vectors of k.
(i) An F-gaugeM = (Mr)r∈Z overW is called of nite type, ifM is of nite level and eachMr is
of nte type overW .
(ii) An F-gaugeM = (Mr)r∈Z overW is called strict, if its reduction mod p is strict.
§3 F-zips
Let S be a scheme over Fp. For a OS-moduleM we set
M (p) ∶= F∗absM =M ⊗Fabs OS
where Fabs∶X → X is the absolute Frobenius on X that is it is the idendity on the underlying
topological space and maps a section a of OS to ap. We set σ ∶= Fabs. Note that σ is a ring
endomorphism ofOS , but in general it is not an automorphism. Hence there is a dierence between
σ-linear isomorphisms and bijective σ-linear maps!
Definition 2.3.22. — LetM be an OS-module.
(i) A descending ltration onM is a family (C i)i∈Z of OS-submodules ofM , which are locally
direct summands and
• C i ⊃ C i+1 for all i ∈ Z;
• ⋃i∈Z C i =M ;
• ⋂i∈Z C i = 0.
(ii) An ascending ltration onM is a family (Di)i∈Z of OS-submodules ofM , which are locally
direct summands and
• Di ⊂ Di+1 for all i ∈ Z;
• ⋃i∈Z Di =M ;
• ⋂i∈Z Di = 0.
Definition 2.3.23. — Let S be a scheme over Fp. An F-zip over S is a quadrupel
M = (M ,C●,D●, φ●),
where
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• M is a locally free OS-module of nite rank;
• C● = (C i)i∈Z is a descending ltration onM (p);
• D● = (Di)i∈Z is an ascending ltration onM ;
• φ● = (φi)i∈Z is a family of OS-linear isomorphisms
φi ∶C i/C i+1 Di/Di−1.
Remark 2.3.24. — Our denition of F-zip diers from the denition of Moonen and Wedhorn
[MW04]. We use the denition given byWedhorn in [Wed08]. By lemma 1.2.15, the two denitions
are equivalent, if S is the spectrum of a perfect ring. ◃
Fix a scheme S over Fp and letA be the category of quasi-coherent OS-modules.is is an abelian
category and hence FG(A) is also abelian.
F-zipsandF-gauges. — To any F-zipM = (M ,C●,D●, φ●) overOS wewill associate an F-
gauge by the following construction: First we deneOS-modules griC ∶= C i/C i+1 and grDi ∶= Di/Di−1.
Moreover, we let grD ∶=⊕i∈Z grDi . With this notation, the maps φi are just the linear isomorphisms
griC → grDi . Using the canonical projections prC i ∶C i → griC and prD i ∶Di → grDi , we set
Mr ∶= Cr ×grDr Dr .
By this we mean the bre product in the category of OS-modules, i.e. the following diagram is a
cartesian square:
Cr ×grDr Dr Dr
Cr grDr
π2
π1 prDr
φr○prCr
e OS-moduleMr may be identied with
Mr ≅ ker(Cr ⊕ Dr grDr , (c, d) φr(prCr(c)) − prDr(d)).
To get an F-gauge we must dene maps f and v, which satisfy the relation f v = v f = 0. For r ∈ Z
there is a OS-linear map
Cr ⊕ Dr Cr+1 ⊕ Dr+1, (c, d) (0, d)
given by the inclusion Dr ⊂ Dr+1.e restriction of this map toMr has obviously image inMr+1
and we let fr be this map. Similarly, there is an OS-linear map
Cr+1 ⊕ Dr+1 Cr ⊕ Dr , (c, d) (c, 0)
given by the inclusion Cr+1 ⊂ Cr .e restriction of this map to Mr+1 obviously has image in Mr
and we let vr+1 be this map. It is clear that the relation f v = v f = 0 holds. Hence we have associated
an F-gauge to an F-zip.
32 Chapter 2 • F-gauges and displays
We are going to show that the F-gauge associated to an F-zip is rigid. First, the map
Mr Mr+1 ⊕Mr−1
is given by (c, d)↦ ((0, d), (c, 0)) which is obviously injective. It follows that the map ( f∞r , v∞r )
is also injective and hence the associated F-gauge is strict. Second, we show ker(vr+1) = im( fr).e
inclusion im( fr) ⊂ ker(vr+1) is clear from the relation v f = 0. Letm ∈ Mr be such that vr+1(m) = 0.
Writingm = (c, d) with c ∈ Cr+1 and d ∈ Dr+1, we must have c = 0 and hencem = (0, d). ButMr+1
may be identied with the kernel of the map Cr+1 ⊕ Dr+1 → grDr+1 which in our case means that it
actually holds d ∈ Dr . Setting n ∶= (0, d) ∈ Mr we nd fr(n) = m.e equality ker( fr) = im(vr+1)
is shown in a similar fashion. us, the associated F-gauge is also quasi-rigid and in total it is
rigid. As a last step we show that there is also a σ-linear isomorphismM+∞ → M−∞.erefor, we
compute both OS-modules. We have
M+∞ = limÐ→
fr
Mr
≅ limÐ→
fr
ker(Cr ⊕ Dr → grDr )
≅ ⋃
r∈ZDr=M .
Here we used that fr annihilates Cr and that Dr = Dr+1 for r ≪ 0. Analogously, we nd
M−∞ = limÐ→
vr
Mr
≅ limÐ→ker(Cr ⊕ Dr → grDr )≅ ⋃
r∈ZCr=M (p).
We dene a σ-linear map φ∶M+∞ → M−∞ by using the above OS-linear isomorphism and the
natural map
M M (p) =M ⊗σ OS .
is is apparently a σ-linear isomorphism.
Next, we construct a quasi-inverse functor from the category of those rigid φ-F-gauges over OS ,
which are locally free, to the category of F-zips. Let (Mr)r∈Z be a rigid φ-F-gauge such that allMr
are locally free OS-modules.e associated F-zip is obtained in the following manner:
M ∶= M+∞
C i ∶= im((φ♯)−1 ○ v∞i ) ⊂M (p)
Di ∶= im( f∞i ) ⊂M
In order to construct the isomorphisms φi ∶ griC → grDi , some work is needed. We claim that for
each r ∈ Z there is an exact sequence
Mr−1 ⊕Mr+1 Mr grDr 0( fr−1 ,vr+1) prDr ○ f∞r
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of OS-modules. Clearly, the second map is surjective. Let m ∈ Mr−1 and n ∈ Mr+1.en it holds
f∞r ( fr−1(m) + vr+1(n)) = f∞r−1(m) + f∞r (vr+1(n))= f∞r−1(m)
again because of the relation f v = 0. Moreover, we have f∞r−1(m) ∈ Dr−1 ⊂ Dr by denition of
Dr−1, hence prDr( f∞r−1(m)) = 0. Now let m ∈ Mr with prDr( f∞r (m)) = 0. Since ker(prDr) = Dr−1,
this implies f∞r (m) = f∞r−1(n) for some n ∈ Mr−1. We nd f∞r (m − fr−1(m)) = 0, which means
m − fr−1(n) ∈ ker( f∞r ). But by rigidity we have ker( f∞r ) = ker( fr) = im(vr+1).is yields
m ∈ im( fr−1) + im(vr+1).
A similar argument shows that there is for each r ∈ Z an exact sequence
Mr−1 ⊕Mr+1 Mr grrC 0.( fr−1 ,vr+1) prCr ○(φ♯)−1○v∞r
From these two exact sequences we obtain a commutative diagram
Mr−1 ⊕Mr+1 Mr grrC 0
Mr−1 ⊕Mr+1 Mr grDr 0
φr
which denes the OS-linear isomorphism φi ∶ griC → grDi .e connection between F-gauges and
F-zips is summarized in the next proposition.
Proposition 2.3.25. — Let S be a scheme overFp.e above construction establishes an equivalence
of categories between the category of F-zips over OS and the category of rigid φ-F-gauges over OS ,
which are locally free.
Proof. — is is straightforward (see [Sch09]). ∎
F-zips over perfect fields. — Let us consider the special case, where S = Spec(k) for a
perfect eld k of characteristic p > 0. To any F-crystal over k we have constructed a φ-F-gauge
overW ∶=W(k). We will now see that there is a commutatice square
F-crystals FGφ,♯(W)
F-zips FGφ,♯(k)
FW
Z mod p
Fg
We already know three of the four functors.e functor Z is constructed in the following way: Let(M , ϕ) be an F-crystal over k.us,M is a freeW-module of nite rank and ϕ∶M → M ⊗W B is a
σ-linear injective map, where B is the quotient eld ofW . In order to associate an F-zip to (M , ϕ),
we proceed in two steps: First, we set
C̃ i ∶= {m ∈ M(p) ∣ ϕ♯(m) ∈ piM}
φ̃i ∶= p−iϕ♯∣C̃ i ∶ C̃ i → M
D̃i ∶= im(φ̃i).
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Second, we dene
M ∶= M/pM
C i ∶= im(C̃ i → M(p)/pM(p)) ⊂ M(p)
Di ∶= im(D̃i → M/pM) ⊂ M
To dene the k-linear isomorphism φi we use the theory of elementary divisors (see [Lan02, III
eorem 7.8 and 7.9]). SinceW is a discrete valution ring, we can apply the theory of elementary
divisors and conclude that we can choose a basis e1, . . . , en ofM such that theW-linear injective
map ϕ♯∶M(p) → M ⊗W B is given with respect to the basis e(p)1 , . . . , e(p)n ofM(p) and e1, . . . , en of
M by a matrix of the form ⎛⎜⎜⎜⎝
pµ1 0 ⋯ 0
0 pµ2 ⋱ ⋮⋮ ⋱ ⋱ 0
0 ⋯ 0 pµn
⎞⎟⎟⎟⎠
with µ j ∈ Z and µ1 ≤ ⋯ ≤ µn. In terms of this representation, we can quite explicitely describe the
submodules C̃ i ofM(p) and D̃i ofM.eW-module C̃ i has basis⎧⎪⎪⎪⎪⎪⎨⎪⎪⎪⎪⎪⎩
e(p)1 , . . . , e(p)n , if i ≤ µ1
pi−µ1 e(p)1 , . . . , pi−µ j e(p)j , e(p)j+1 , . . . , e(p)n , if µ j < i ≤ µ j+1
pi−µ1 e(p)1 , . . . , pi−µn e(p)n , if i > µn
If we denote the k-basis ofM(p) by e(p)1 , . . . , e(p)n , then C i has basis⎧⎪⎪⎪⎪⎪⎨⎪⎪⎪⎪⎪⎩
e(p)1 , . . . , e(p)n , if i ≤ µ1
e(p)j+1 , . . . , e(p)n , if µ j < i ≤ µ j+1∅, if i > µn
e k-vector space Di has basis ⎧⎪⎪⎪⎪⎨⎪⎪⎪⎪⎩
∅, if i < µ1
e1, . . . , e j , if µ j ≤ i < µ j+1
e1, . . . , en , if i ≥ µn
From this description it is now obvious that φi ∶C i/C i+1 → Di/Di−1 is just given by mapping e(p)l
to e l , if e
(p)
l is a basis vector ofM
(p).is completes the construction of Z.
Example 2.3.26. — SetM ∶=W ⊕W with basis {e1, e2} and dene ϕ∶M → M ⊗W B by
e1 p−1e1
e2 pe2
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Let e(p)j ∶= e j ⊗ 1 ∈ M(p) = M ⊗σ W . We compute
C̃−1 = M(p)
C̃0 = pW(p) ⊕W(p)
C̃1 = p2W(p)⊕W(p)
C̃2 = p3W(p)⊕ pW(p)
and
D̃−2 = pW⊕ p3W
D̃−1 =W ⊕ p2W
D̃0 =W ⊕ pW
D̃1 = M
is yields the following ltrations
C−1 = M(p) = k(p) ⊕ k(p)
C0 = 0⊕ k(p)
C1 = 0⊕ k(p)
C2 = 0
and
D−2 = 0
D−1 = k ⊕ 0
D0 = k ⊕ 0
D1 = M
Denoting e(p)j and e j the basis vectors of M(p) and M respectively, the k-linear ismorphisms φi
are given by
φ−1∶ e(p)1 e1
φ1∶ e(p)2 e2
and zero otherwise. ◂
Lemma 2.3.27. — LetM = (M ,C●,D●, φ●) be an F-zip over k. en there exists an F-crystal(M , ϕ) over k such that Z(M , ϕ) ≅M.
Proof. — Let the support of the type ofM be {d1 < ⋯ < ds}. For j = 1, . . . , s we set n j ∶= τ(d j).
Choose a basis es1 , . . . , esns of C
ds = Cds/Cds+1. Since we have the ascending chain
Cds ⊂ Cds−1 ⊂ Cds−2 ⊂ ⋯ ⊂ Cd2 ⊂ Cd1 = M(p),
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we can extend this basis to a basis es−11 , . . . , es−1ns−1 , es1 , . . . , esns of Cds−1 . Repeating this process, we get
nally a basis e11, . . . , e1n1 , . . . , e
s
1 , . . . , esns ofM
(p).
Next we observe that it follows right from the denition
Dd j ≃ Dd j/Dd j−1 ⊕ Dd j−1.
e images of the basis es1 , . . . , esns under the isomorphism φds are linearly independent and can
thus be considered as part of a basis of Dd j by the above identication. We denote this part of a basis
of Dds by f
s
1 , . . . , f
s
ns . Since Dds ⊂ Dds−1−1 ⊂ Dds−1 , we obtain in a similar way a part f s−11 , . . . , f s−1ns−1
of a basis of Dds−1 and f s−11 , . . . , f s−1ns−1 , f s1 , . . . , f sns are linearly independent. Proceeding in that way,
we obtain a second basis f 11, . . . , f
1
n1 , . . . , f
s
1 , . . . , f
s
ns ofM.
Let M ∶= ⊕ni=1W be a freeW-module of rank n = ∑sj=1 n j. We can li the k-basis f 11, . . . , f sns to
aW-basis f 11 , . . . , f 1n1 , . . . , f
s
1 , . . . , f sns of M. Similarly, we can li the k-basis e
1
1, esns of M
(p) to a
W-basis e11 , . . . , e1n1 , . . . , e
s
1 , . . . , esns ofM
(p).
At last, we have to dene a σ-linear injective map ϕ∶M → M ⊗W B.is is achieved by the rule
e ji j ↦ pd i f ji j
for j = 1, . . . , s and i j = 1, . . . , n j. By construction it is clear that this F-crystal induces an F-zip
isomorphic to the given one. ∎
§4 Displays
is section is based on the article [LZ07] by Langer and Zink. We proof some simple facts, which
were omitted in this paper.
The Category of Predisplays. — Let R be a ring of characteristic p > 0. We denote
by W(R) the ring of Witt vectors of R and σ denotes the Frobenius on R and on W(R). Let
I ∶= V(W(R)), then we have pW(k) ⊆ I, but in general this is not an equality since the Frobenius-
endomorphism need not to be surjective. If ϕ∶M → N is a σ-linear homomorphism ofW(R)-
modules, we dene a σ-linear homomorphism ϕ̃ by
ϕ̃∶ I ⊗W(R) M N
V(ξ) ⊗m ξϕ(m), (2.4.1)
where V ∶W(R) → W(R) denotes the Verschiebung, which is an injective homomorphism of
additive groups. With these preliminaries we can dene the notion of a predisplay.
Definition 2.4.28. — A predisplay over R consists of the following data:
(i) A chain of morphisms ofW(R)-modules
⋯ Pi+1 Pi ⋯ P1 P0.η i η0
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(ii) For each i ≥ 0 aW(R)-linear map
αi ∶ I ⊗W(R) Pi → Pi+1.
(iii) For each i ≥ 0 a σ-linear map
θ i ∶ Pi → P0.
ese data are subjected to the following axioms:
(D1) For each i ≥ 1 the following diagram is commutative and its diagonal is the multiplication.
I ⊗ Pi Pi+1
I ⊗ Pi−1 Pi
α i
idI⊗η i−1 η i
α i−1
For i = 0 the following map is the multiplication:
I ⊗ P0 P1 P0α0 η0
(D2) For each i ≥ 0
θ i+1αi = θ̃ i ∶ I ⊗ Pi P0,
where θ̃ i is dened by (2.4.1).
We denote a predisplay overW(R) by P = (Pi , ηi , αi , θ i)i∈N.
Definition 2.4.29. — Let P = (Pi , ηi , αi , θ i)i∈N and Q = (Qi , ρi , βi , τi)i∈N be two predisplays.
Amorphism
X∶ P Q
of predisplays is a family of morphism ofW(R)-modules χi ∶ Pi → Qi , such that for all i ∈ N each
diagram
(i)
Pi+1 Pi
Qi+1 Qi
η i
ρ i
χ i+1 χ i
(ii)
I ⊗ Pi Pi+1
I ⊗ Qi Qi+1
α i
β i
idI⊗χ i χ i+1
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(iii)
Pi P0
Qi Q0
θ i
τ i
χ i χ0
commutes.
With these denitions we get a category (Pdis/R) of predisplays over R. A predisplayQ is called a
subpredisplay of a predisplay P , if for all i ∈ N theW(R)-module Qi is a submodule of the module
Pi and the maps ρi , βi and τi are the restrictions of ηi , αi and θ i , respectively, to Qi .
Our next task is to show that (Pdis/R) is an abelian category. Let P andQ be two predisplays over
R. We dene the direct sum
P ⊕Q = (Pi ⊕ Qi , ηi ⊕ ρi , αi ⊕ βi , θ i ⊕ τi)i∈N.
It is clear from the denition of the direct sum that P ⊕Q is also a predisplay over R.
Now, we dene kernels and cokernels. Let
Ξ∶ P Q
be a morphism of predisplays. We consider the following diagram
0 0 0 0
⋯ ker χi+1 ker χi ⋯ ker χ1 ker χ0
⋯ Pi+1 Pi ⋯ P1 P0
⋯ Qi+1 Qi ⋯ Q1 Q0
µ i µ0
η i η0
ρ i ρ0
χ i+1 χ i χ1 χ0
e maps µi ∶ker χi+1 → ker χi are given by restricting ηi to ker χi+1. In this way, we get a predisplay
ker Ξ = (ker χi , µi , γi , σi)i∈N
where γi and σi are the restrictions of αi and θ i , respectively.at ker Ξ fullls the axioms (D1)
and (D2) is obvious from the denition of the maps µi , γi and σi .
Cokernels are dened in a similar way.
Summing up, we get the following proposition.
Proposition 2.4.30. — e category (Pdis/R) of predisplays over R is abelian.
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Properties of Predisplays. — LetP be a predisplay.en we have a commutative diagram
Pi+1 P0
Pi P0
θ i+1
θ i
η i p (2.4.2)
where the righthand arrow is multiplication by p. Indeed, let x ∈ Pi+1 and consider the commutative
diagram obtained from (D1)
I ⊗ Pi+1 Pi+2
I ⊗ Pi Pi+1
α i+1
idI⊗η i η i+1
α i
Since the diagonal is multiplication, we have
αi(V(1)⊗ ηi(x)) = (V(1))x .
Now applying θ i+1 to this equation and using (D2) yields
θ i(ηi(x)) = pθ i+1(x).
e commutative diagram (2.4.2) induces a unique map from Pi+1 to the bre product
Pi+1
Pi ×P0 P0 P0
Pi P0
θ i+1
η i
δ i
p
θ i
Definition 2.4.31. — ApredisplayP = (Pi , ηi , αi , θ i)i∈N is called separated, if themaps δi ∶ Pi+1 →
Pi ×P0 P0 are injective for all i ∈ N.
Proposition 2.4.32. — Let P be a predisplay.en there exists a separated predisplay P sep and a
canonical surjection P → P sep.
Proof. — We set Psep0 ∶= P0 and θsep0 ∶= θ0. For i ≥ 0 we dene Psepi+1 as the image of Pi+1 under the
map to the bre product
Pi+1
Psepi ×P0 P0 P0
Psepi P0
θ i+1
p
θsepi
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where
Pi+1 Pi Psepiη i
is the lehand map.e map ηsepi is given by the commative diagram
Pi+1 Psepi+1
Pi Psepi
η i ηsepi
and the map αsepi is dened by the commutative diagram
I ⊗ Pi Pi+1
I ⊗ Psepi Psepi+1
α i
αsepi
To show that P sep satises axiom (D1), we consider the diagram
I ⊗ Pi Pi+1
I ⊗ Psepi Psepi+1
I ⊗ Psepi−1 Psepi
I ⊗ Pi−1 Pi
α i
αsepi
αsepi−1
α i−1
idI⊗η i−1 idI⊗ηsepi−1 ηsepi η i
From the denitions of the maps αsepi and η
sep
i it follows that this diagram is commutative. Hence,
axiom (D1) is satised. Axiom (D2) is even easier to prove.at P sep is really separated and that
the map P → P sep is surjective is an immediate consequence of the construction of P sep. ∎
Remark 2.4.33. — e functorP ↦ P sep is le adjoint to the forgetful functor, but it is not exact.◃
Recall that the Verschiebung V ∶W(R)→W(R) is injective.
Definition 2.4.34. — Let n ∈ N.e map
ν(n)∶ I⊗n I
V(ξ1) ⊗⋯⊗ V(ξn) V(ξ1⋯ξn)
is called Verjüngung.
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For a predisplay P we form the iteration of the maps αi by picking up the last factor of I⊗:
γ(n)i ∶ I⊗n ⊗ Pi I⊗n−1 ⊗ Pi+1 ⋯ Pi+nα i α i+1 α i+n−1 (2.4.3)
Proposition 2.4.35. — For a separated predisplay P the iteration (2.4.3) factors uniquely through
the Verjüngung ν(n). To be more precise, there is for any i , n ∈ N a unique map α(n)i such that the
following diagram is commutative:
I⊗n ⊗ Pi Pi+n
I ⊗ Pi
γ(n)i
ν(n)⊗idPi α(n)i
Proof. — For n = 1 the map α(1)i must be αi . For arbitrary n, we dene the map α(n)i by
(V(ξ)⊗ x)↦ γ(n)i (V(1)⊗⋯⊗ V(1)´udcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymod¸udcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymod¶
n−1 times
⊗V(ξ)⊗ x)
Assume we have proved the uniqueness of α(n)i .en consider the diagram
I ⊗ Pi
Pi+n+1
Pi+n ×P0 P0 P0
Pi+n P0
p
θ i+n
V(1)⋅α(n)i
θ̃ iα(n+1)i
δ i+n
η i+n
θ i+n+1
It is easy to see that this diagram is commutative. us the map δi+n ○ α(n+1)i is unique by the
universal property of the bre product. But the predisplay is separated, so δi+n is injective. It follows
that α(n+1)i is also unique with respect to the imposed properties. ∎
Remark 2.4.36. — e last proposition shows that forming the iteration γ(n)i is independent of
the factor I of I⊗m we choose. ◃
For a separated predisplay we have the following lemma.
Lemma 2.4.37. — Let P = (Pi , ηi , αi , θ i)i∈N be a separated predisplay. en the maps αi are
uniquely determined by the other data.
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Proof. — We have a commutative diagram
I ⊗ Pi
Pi+1
Pi ×P0 P0 P0
Pi P0
α i
θ i+1
η i
θ̃ i
δ i
p
θ i
Since P is separated, the maps δi are injective. By the universal property of the bre product the
uniqueness of αi follows. ∎
Let d ∈ N be an integer. Assume that we are given data
P0, . . . , Pd , η0, . . . , ηd−1, α0, . . . , αd−1, θ0, . . . , θd
satisfying the axioms for a predisplay. We have a commutative diagram of solid arrows
I ⊗ Pd
Pd ×P0 P0 P0
Pd P0
θ̃d
αd−1○(idI⊗ηd−1)
p
θd
ere is a unique map αd ∶ I ⊗ Pd → Pd ×P0 P0 making the whole diagram commutative. Let Pd+1 be
the image of αd . Let ηd be the restriction of the rst projection and θd+1 be the restriction of the
second projection to Pd+1. Inductively we get a predisplay associated to these data. In fact, all the
axioms are trivially satised by construction.is shows that a set of data satisfying the predisplay
axioms may be extended in a canonical way to a predisplay.
Definition 2.4.38. — A predisplay is of degree d (or a d-predisplay), if for all i ≥ d the map αi is
surjective and d ∈ N is minimal with this property. If no such d exists, the degree is∞.
Remark 2.4.39. — From Lemma 2.4.37 and the above discussion it follows that a separated pre-
display of degree d is uniquely determined by the data
P0, . . . , Pd , η0, . . . , ηd−1, α0, . . . , αd−1, θ0, . . . , θd . ◃
We end this subsection by showing that everyW(R)-module gives rise to a predisplay.
Lemma 2.4.40. — e category (Pdis/R) of predisplays over R contains the category of W(R)-
modules as a full subcategory.
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Proof. — LetM be aW(R)-module. We dene a predisplay over R by
Pi ∶= ⎧⎪⎪⎨⎪⎪⎩M , for i = 0,I ⊗M , for i > 0.
Let η0∶ I ⊗M → M be multiplication ξ ⊗ x ↦ ξx and let ηi ∶ I ⊗M → I ⊗M be multiplication by p
for all i > 0.e maps αi ∶ I ⊗ Pi → Pi+1 are given by
αi ∶= ⎧⎪⎪⎨⎪⎪⎩idI⊗M , for i = 0,ν ⊗ idM , for i > 0,
where ν = ν(2) is the Verjüngung. e σ-linear maps θ i are all identically zero. is denes a
predisplay. If f ∶M → N is a homomorphism ofW(R)-modules andM andN are the associated
predisplays, then we get a morphism Ξ∶M → N by χ0 ∶= f and χi ∶= idI ⊗ f for all i > 0. By
construction of the functor from the category ofW(R)-modules to (Pdis/R) it is clear that this
functor is faithfull. Now, letM and N be twoW(R)-modules and let Ξ∶M→ N be a morphism
of the associated predisplays.en f ∶= χ0∶M → N is a homomorphism ofW(R)-modules. By
property (ii) in the denition of a morphism of predisplays we have a commutative diagram
I ⊗M I ⊗M
I ⊗ N I ⊗ N
α0
idI⊗χ0 χ1
β0
Since α0 = idI⊗M and β0 = idI⊗N it follows that χ1 = idI ⊗ f . Considering the above commutative
diagram for arbitrary i > 0
I ⊗ I ⊗M I ⊗M
I ⊗ I ⊗ N I ⊗ N
α i
idI⊗χ i χ i+1
β i
and assuming that χi = idI ⊗ f we nd
χi+1(V(ξ)⊗ x) = χi+1(αi(V(1)⊗ V(ξ)⊗ x))= βi(idI ⊗ χi(V(1)⊗ V(ξ)⊗ x))= βi(V(1)⊗ χi(V(ξ)⊗ x))= βi(V(1)⊗ V(ξ)⊗ f (x))= V(ξ)⊗ f (x).
us, we see that χi+1 = idI ⊗ f .e assertion follows now by induction. ∎
TheCategoryofDisplays. — We aremainly interested in predisplays with some additional
structure. Such predisplays will be called displays and we are now going to dene them.
Definition 2.4.41. — Let d ∈ N and let R be a ring of characteristic p > 0. A set of standard data
for a display of degree d is
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(i) a sequence L0, . . . , Ld of nitely generated projectiveW(R)-modules and
(ii) a sequence of σ-linear maps
ϕi ∶ Li → L0 ⊕⋯⊕ Ld ,
such that themapΦ ∶=⊕di=0 ϕi is a σ-linear automorphism of theW(R)-module L0⊕⋯⊕Ld .
To a set of standard data we associate a predisplay in the following way: For i ≥ 0 set
Pi ∶= (I ⊗ L0)⊕⋯⊕ (I ⊗ Li−1)⊕ Li ⊕⋯⊕ Ld .
Note that Pi = Pd+1 for i > d, but this identication is not part of the predisplay structure we are
going to dene.
We denote by µi ∶ I ⊗ Li → Li the multiplication.e map ηi ∶ Pi+1 → Pi is given by the following
diagram (I ⊗ L0) ⊕⋯⊕ (I ⊗ Li−1) ⊕ (I ⊗ Li) ⊕ Li+1 ⊕⋯⊕ Ld
(I ⊗ L0) ⊕⋯⊕ (I ⊗ Li−1) ⊕ Li ⊕ Li+1 ⊕⋯⊕ Ldp p µ i id id
e map αi ∶ I ⊗ Pi → Pi+1 is given by the next diagram
(I ⊗ (I ⊗ L0)) ⊕⋯⊕ (I ⊗ (I ⊗ Li−1)) ⊕ (I ⊗ Li) ⊕ (I ⊗ Li+1) ⊕⋯⊕ (I ⊗ Ld)
(I ⊗ L0) ⊕⋯⊕ (I ⊗ Li−1) ⊕ (I ⊗ Li) ⊕ Li+1 ⊕⋯⊕ Ldν ν id µ i+1 µd
where ν = ν(2) is the Verjüngung.
e σ-linear map θ i ∶ Pi → P0 is given by
(I ⊗ L0) ⊕⋯⊕ (I ⊗ Li−1) ⊕ Li ⊕ Li+1 ⊕⋯⊕ Ld
L0 ⊕⋯⊕ Ld
ϕ̃0 ϕ̃ i−1 ϕ i pϕ i+1 pd−iϕd
Remark 2.4.42. — If R is a reduced ring, then the maps ηi in the above construction are injective.
Indeed, we always have p = F ○ V and V injective as a homomorphism of additive groups. Now, F
is injective as an endomorphism ofW(R) if and only if the underlying ring R is reduced. It follows
that for a reduced ring R the predisplay just constructed is separated. ◃
Actually, the predisplay constructed from standard data is always separated.
Lemma 2.4.43. — e above construction yields a separated predisplay.
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Proof. — We rst prove axiom (D1).e commutativity of the diagram
I ⊗ Pi Pi+1
I ⊗ Pi−1 Pi
α i
idI⊗η i−1 η i
α i−1
is readily read o from the denitions of the involved maps. We must show that the diagonal is
multiplication. To prove that ηi ○ αi is multiplication, it is enough to prove this for each component
of the direct sum. It is clear that this holds for the j-th component for every j ≥ i. So we just have
to prove that pν is multiplication. Let x ∈ L j, and ξ1, ξ2 ∈W(k).e map pν is given by
I ⊗ I ⊗ L j I ⊗ L j I ⊗ L j
V(ξ1) ⊗ V(ξ2) ⊗ x V(ξ1ξ2) ⊗ x p(V(ξ1ξ2) ⊗ x)
ν p
But by proposition 1.1.9 (iv) we have pV(ξ1ξ2) = V(ξ1)V(ξ2), so that
p(V(ξ1ξ2)⊗ x) = V(ξ1)(V(ξ2)⊗ x).
Axiom (D2) is also proved componentwise. For j < i let x ∈ L j and ξ1, ξ2 ∈W(k). It is
ϕ̃ j(ν(V(ξ1)⊗ V(ξ2)⊗ x)) = ϕ̃ j(V(ξ1ξ2)⊗ x) = ξ1ξ2ϕ j(x)
and ̃̃ϕ j(V(ξ1)⊗ (V(ξ2)⊗ x)) = ξ1ϕ̃ j(V(ξ2)⊗ x) = ξ1ξ2ϕ j(x).
e case j = i is trivial. For j > i let x ∈ L j and ξ ∈W(k). We have
p j−i ϕ̃ j(V(ξ)⊗ x) = p j−i ξϕ j(x).
and
p j−i−1ϕ j(µ j(V(ξ)⊗ x)) = p j−i−1ϕ j(V(ξ)x) = p j−i ξϕ j(x)
Here we used F(V(ξ)) = pξ. Note that ϕ j is σ-linear.
To show that this predisplay is separated, we just have to look at the denitions of the involved
maps. By the construction of the bre product in the category ofW(R)-modules we have
Pi ×P0 P0 = ker(Pi ⊕ P0 P0 ∣ (a, b) θ i(a) − pb).
e map Pi+1 → Pi ×P0 P0 is given by x ↦ (ηi(x), θ i+1(x)). Writing P0 = L0 ⊕⋯⊕ Ld , then
Pi+1 = (I ⊗ L0)⊕⋯⊕ (I ⊗ Li)⊕ Li+1 ⊕⋯⊕ Ld
and we can write x = x0 +⋯ + xd according to this decomposition. Now assume that(ηi(x), θ i+1(x)) = (0, 0).
en by denition of ηi we have xi+1 = ⋯ = xd = 0. On the other hand, θ i+1(x) = 0 implies∑ij=0 ϕ̃ j(x j) = 0 and since⊕di=0 ϕi is a σ-linear automorphism, it follows x0 = ⋯ = xi = 0, thus
x = 0. ∎
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Definition 2.4.44. — A predisplay is called a display, if it is isomorphic to a predisplay associated
to a set of standard data. Amorphism of displays is a morphism of predisplays.
If P = (Pi , ηi , αi , θ i) is a display given by standard data (Li , ϕi), then we call the decomposition
P0 = L0 ⊕⋯⊕ Ld a normal decomposition for P . With these denitions we get a category (Dis/R)
of displays over R.is category is obviously a full subcategory of the category of predisplays. But
in contrast to the category of predisplays, the category of displays is not abelian, since the quotient
of two displays is not a display in general.
Let P = (Pi , ηi , αi , θ i) be a display of degree d given by standard data (Li , ϕi)i=0,...,d and letQ = (Qi , ρi , βi , τi) be a predisplay. Assume we are given maps λi ∶ Li → Qi .en we dene maps
χi ∶ Pi = (I ⊗ L0)⊕⋯⊕ (I ⊗ Li−1)⊕ Li ⊕⋯⊕ Ld → Qi
by the following rules: On the summand I ⊗ Li−k for 1 ≤ k ≤ i the map χi is the composition
I ⊗ Li−k I ⊗ Qi−k Qi ,idI⊗λ i−k β(k)i−k
and on the summand Li+k for 0 ≤ k ≤ d − i the map χi is the composite
Li+k Qi+k Qi ,λ i+k ρ(k)i
where ρ(k)i is the composition of the ρ j for j = i , . . . , i + k − 1.
Proposition 2.4.45. — e above dened maps χi induce a morphism of predisplays if and only
if the diagram
Li Qi
P0 Q0
λ i
ϕ i τ i
χ0
is commutative for every i ∈ N.
Proof. — If the χi induce a morphism of predisplays, then we have for every i ∈ N obviously a
commutative diagram
Li Pi Qi
P0 Q0
λ i
ϕ i θ i
χ i
τ i
χ0
For the “if ” part wemust prove that the three diagrams in the denition of amorphismof predisplays
commute. We start with diagram (i):
Pi+1 Pi
Qi+1 Qi
η i
ρ i
χ i+1 χ i
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Because all the maps involed are dened componentwise, it suces to prove the commutativity in
each component.erefor x an i ∈ N. We destinguish three cases:
Case (1)— 0 ≤ k < i: Let V(ξ)⊗ x ∈ I ⊗ Lk ⊂ Pi+1.en the following equalities hold:
χi(ηi(V(ξ)⊗ x)) = χi(pV(ξ)⊗ x)= β(i−k)k (idI ⊗ λk(pV(ξ)⊗ x))= β(i−k)k (pV(ξ)⊗ λk(x)).
On the other hand we have
ρi(χi+1(V(ξ)⊗ x)) = ρi(β(i−k+1)k (idI ⊗ λk(V(ξ)⊗ x)))= ρi(β(i−k+1)k (V(ξ)⊗ λk(x)))= ρi(βi(idI ⊗ γ(i−k)k (V(1)⊗⋯⊗ V(1)⊗ V(ξ)⊗ λk(x))))= ρi(βi(V(1)⊗ β(i−k)k (V(ξ)⊗ λk(x))))= V(1)β(i−k)k (V(ξ)⊗ λk(x)).
Now using the fact that V(1) = p (this holds by proposition 1.1.13 (ii) since R is of characteristic p)
and β(i−k)k being linear, we see that the two sides agree. Here we used the denition of the map
β(i−k)k and the commutativity of the following diagram for all n ∈ N
I ⊗ I(n) ⊗ Qk I ⊗ Qk+n Qk+n+1
I ⊗ I ⊗ Qk
I ⊗ Qk
γ(n+1)k
idI⊗γ(n)k βk+n
idI⊗ν(n)⊗idQk
ν(2)⊗idQk
idI⊗β(n)k
β(n+1)k
Note that the vertical arrow on the le is just ν(n+1) ⊗ idQk .
Case (2)— k = i:is follows easily from the commutative diagram below. Just note that ρi ○ βi is
multiplication by axiom (D2) of a predisplay.
Pi+1 ⊃ I ⊗ Li I ⊗ Qi Qi+1
Pi ⊃ Li Qi
idi⊗λ i β i
µ iη i ρ i
λ i
Case (3)— i < k ≤ d:is case is also easy and le to the reader.
e commutativity of the diagram
I ⊗ Pi Pi+1
I ⊗ Qi Qi+1
α i
idI⊗χ i χ i+1
β i
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follows along the same lines as above and is also le to the reader.
ere is still the commutativity of the following diagram to prove.
Pi P0
Qi Q0
θ i
χ i χ0
τ i
Case (1)— k = i:is is just our hypothesis.
Case (2)— k < i: From our hypothesis we get a commutative diagram
I ⊗ Lk P0
I ⊗ Qk Q0
ϕ̃k
idI⊗λk χ0
τ̃k
On the other hand it follows easily from the predisplay axiom (D2) that
τ̃k = τi ○ β(i−k)k .
Combining these two facts, we arrive at the desired commutative diagram
I ⊗ Lk P0
I ⊗ Qk Q0
Qi
ϕ̃k
idI⊗λk χ0
τ̃k
β(i−k)k τ i
Case (3)— k > i:is case is again le to the reader. ∎
Displays and F-zips. — e connection between F-zips and displays is given by the
following construction: Let R be a ring of characteristic p > 0 and P = (Pi , ηi , αi , θ i)i∈N be a
display over R. We set
M ∶= P0/IP0
and dene two ltrations C● and D● by
C i ∶= im(Pi P0 M) ⊗σ R
Di ∶= im(Pi ⊗σ W(R) P0 M)
η i
θ♯i
Here, ηi denotes the composition η0 ○⋯ ○ ηi−1∶ Pi → P0.e R-linear isomorphisms φi ∶C i/C i+1 →
Di/Di−1 are induced by the maps θ♯i . In fact, we choose a normal decomposition P0 = L0 ⊕⋯⊕ Ld
and obtain identications
C i/C i+1 ≅ L(p)i /IL(p)i and Di/Di−1 ≅ θ♯i(L(p)i )/Iθ♯i(L(p)i ).
§4 Displays 49
From these descriptions it is obvious that θ♯i induces an R-linear isomorphism φi ∶C i/C i+1 →
Di/Di−1. Hence we get an F-zipM = (M ,C●,D●, φ●) over R.
Displays and F-gauges. — We can also construct an F-gauge out of a predisplay.erefor,
let P = (Pi , ηi , αi , θ i)i∈N0 be a predisplay over R. We set
Mr ∶= ⎧⎪⎪⎨⎪⎪⎩Pr , if r ≥ 0,P0, if r < 0, and vr+1 ∶=
⎧⎪⎪⎨⎪⎪⎩ηr , if r ≥ 0,idM0 , if r < 0.
We dene a map Pr → I ⊗ Pr by x ↦ p⊗ x. For r ≥ 0 let fr ∶Mr → Mr+1 be the composition of the
map Pr → I ⊗ Pr followed by αr and for r < 0 let fr be multiplication by p. We have to verify that
fr−1 ○ vr = vr+1 ○ fr = p holds. Let x ∈ Mr . By denition of fr we have
vr+1( fr(x)) = vr+1(αr(p⊗ x)) = ηr(αr(p⊗ x)) = px ,
since by the predisplay axiom (D1) the map ηr ○ αr is multiplication. For the second identity let
x ∈ Mr+1.en
fr−1(vr(x)) = αr(p⊗ ηr(x)) = px ,
which also follows from (D1) by considering the commutative diagram
I ⊗Mr+1 Mr+2
I ⊗Mr Mr+1
αr+1
idI⊗ηr ηr+1
αr
where the diagonal is multiplication. SinceMr = M0 for r ≤ 0, we haveM−∞ = M0.is gives an
F-gauge (Mr)r∈Z overW(R).ere is also a σ-linear map
φ∶M+∞ = limÐ→
fr
Mr → limÐ→
vr
Mr ,
but this map is of some dierent nature (it is not a σ-linear isomorphism) as we will see later. Note
thatM0 ≅ limÐ→vr Mr and let
φr ∶= ⎧⎪⎪⎨⎪⎪⎩θr , if r ≥ 0,θ0, if r < 0.
Because the maps θr are σ-linear, the maps φr are also. By the denition of fr and the predisplay
axiom (D2) we have for x ∈ Mr
φr+1( fr(x)) = φr+1(αr(p⊗ x)) = φ̃r(p⊗ x) = φr(x),
which means that φr = φr+1 ○ fr .us, the maps φr induce a unique σ-linear map
φ∶ limÐ→
fr
Mr → M0,
such that
φr = φ ○ ιr ,
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where ιr ∶Mr → limÐ→Ms is induced by the natural inclusion Mr → ∐Ms. In this way we get anF-gaugeM(P) together with a σ-linear map φ associated to the predisplay P .
Now, we have to deneM on morphisms. So let P = (Pi , ηi , αi , θ i)i∈N andQ = (Qi , ρi , βi , τi)i∈N
be two predisplays and let
X∶P → Q
be a morphism of predisplays. By the above construction we get two φ-modules
R ∶=M(P) = (Mr , fr , vr , φ)r∈Z and S ∶=M(Q) = (N r , gr ,wr ,ψ)r∈Z.
Let
E ∶=M(Ξ)∶R→ S
be a map associated to Ξ by setting
εr ∶= ⎧⎪⎪⎨⎪⎪⎩χr , if r ≥ 0χ0, if r < 0.
To show that E is a morphism of F-gauges, we let x ∈ Mr .en by denition of fr and since X is a
morphism of predisplays we have
εr+1( fr(x)) = χr+1(αr(p⊗ x)) = βr(p⊗ χr(x)) = gr(εr(x)).
erefore, the diagram
Mr Mr+1
N r N r+1
fr
gr
εr εr+1
is commutative.e commutativity of the diagram
Mr Mr+1
N r N r+1
vr
wr
εr εr+1
is obvious. Actually, these maps commute with φ and ψ, i.e. the diagram
M+∞ M−∞
N+∞ N−∞
φ
ψ
ε+∞ ε−∞
also commutes. First note thatM−∞ = M0 and N−∞ = N0, so that ε−∞ = ε0. By the construction
of φr and ψr and the fact that X is a morphism of predisplays, we have for all r ∈ Z a commutative
diagram
Mr M0
N r N0
φr
ψr
εr ε0
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us, the induced diagram
M+∞ M0
N+∞ N0
φ
ψ
ε+∞ ε0
commutes, too.
Summing up, we have constructed a functorM∶ (Pdis/R) → FG(W(R)) from the category of
predisplays over R to the category of F-gauges overW(R), which are equipped with a σ-linear map
φ.
Example 2.4.46. — Consider the display dened by
Pi = ⎧⎪⎪⎨⎪⎪⎩W(R), if i = 0I, if i > 0
with η0 the natural inclusion I ⊂W(R) and ηi multiplication by p for all i > 0.e map α0∶ I ⊗
W(R)→W(R) is multiplication and the map αi ∶ I⊗ I → I is given by the Verjüngung ν(2) for i > 0.
e σ-linear maps θ i ∶ I →W(R) for i > 0 are given by V−1∶ I →W(R), V(ξ)↦ ξ (cf. 1.2.17).e
map θ0 is the Frobenius onW(R).is display is called the unit display.e associated F-gauges
is given by the diagram
W(R) W(R) I Ip p =
p⊃=
Here we haveM+∞ = I andM−∞ =W(R) and the map φ is dened byV(ξ)↦ ξ.is is a σ-linear
bijective map, hence in particular it is surjective (see also 1.2.17). ◂
We introduce a new category FGφ(W(R))with objects pairs (M , φM), whereM is an F-gauge over
W(R) and φM ∶M+∞ → M−∞ is a σ-linearmap.emorphisms in this category are themorphisms
in FG(W(R)), which are also compatible with φ.e subcategory of FGφ(W(R)) of all F-gauges
equipped with a σ-linear surjective map φM ∶M+∞ → M−∞ is denoted by FGφ,♮(W(R)). For two
W(R)-modulesM and N and a σ-linear map ϕ∶M → N , we have dened a σ-linear map
ϕ̃∶ I ⊗W(R) M N
V(ξ) ⊗m ξϕ(m)
Lemma 2.4.47. — Let M and N be two W(R)-modules and ϕ∶M → N a σ-linear isomorphism.
en ϕ̃ is a σ-linear surjective map.
Proof. — Apparently, the map ϕ̃ is σ-linear. Let n ∈ N and consider the preimage (ϕ♯)−1(n) =∑ αi ⊗mi ∈ M ⊗σ W(R). We set m ∶= ∑V(αi)⊗mi ∈ I ⊗W(R) M.en it holds
ϕ̃(m) =∑ αiϕ(mi)= ϕ♯(∑ αi ⊗mi)= n
and ϕ̃ is surjective. ∎
52 Chapter 2 • F-gauges and displays
Let P = (Pi , ηi , αi , θ i)i∈N be a display. In particular, P is a predisplay. We dene a functorG as the
restriction of the functorM to (Dis/R).
Lemma 2.4.48. — For a display P , the F-gaugeG(P) lies in FGφ,♮(W(R)).
Proof. — Without loss of generality we can assume that P is the display of degree d associated to
the standard data L0, . . . , Ld with σ-linear maps ϕi . We already know thatG(P) is an F-gauge. It
only remains to show that the map φ∶ I ⊗W(R)M+∞ → M0 is surjective. We rst show that fr is the
identity if r ≥ d + 1. For r ≥ d + 1 the map αr is given in each component by the Verjüngung ν(2).
erefore the map fr ∶Mr → Mr+1 is given by
(V(ξ0)⊗ x0)⊕⋯⊕ (V(ξd)⊗ xd)↦
p⊗ ((V(ξ0)⊗ x0)⊕⋯⊕ (V(ξd)⊗ xd))↦(V(ξ0)⊗ x0)⊕⋯⊕ (V(ξd)⊗ xd),
since p = V(1). It follows that limÐ→Mr ≅ Md+1.e map φ = φd+1 is given by⊕ ϕ̃i .e map Φ =⊕ ϕi is by denition a σ-linear automorphism ofM0. NowMd+1 = (I⊗W(R)L0)⊕⋯⊕(I⊗W(R)Ld)
is canonically isomorphic to I ⊗W(R) M0. Using this isomorphism we get a commutative diagram
of abelian groups
Md+1 M0
I ⊗W(R) M0
φ
Φ̃
e above lemma now implies the surjectivity of Φ̃ and hence φ is also surjective. ∎
e last Lemma implies thatG is a functor from the category of displays over R to the category of
gauges over R.
TheMain Theorem. — We are now going to prove the main theorem about the functors
M andG. Here we must assume, that R is perfect.
Theorem 2.4.49. — Let R be a perfect ring. e functorM∶ (Pdis/R) → FGφ(W(R)) is fully
faithful.
Proof. — From the construction ofM it follows trivially thatM is faithful. So, we only have to
show thatM is full. Let P = (Pi , ηi , αi , θ i)i∈N andQ = (Qi , ρi , βi , τi)i∈N be two predisplays and
let
E∶M(P)→M(Q)
be a morphism of F-gauges, which is compatible with φ and ψ. For i ∈ N we set
χi ∶= εi .
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In this way, we get a map X∶P → Q. To show thatM is full, it must be veried that X is a morphism
of predisplays and thatM(X) = E. We have only to show the rst assertion, since the second is
then obvious.e commutativity of the diagram
Pi+1 Pi
Qi+1 Qi
η i
ρ i
χ i+1 χ i
is clear. Now consider the following diagram
Pi I ⊗ Pi Pi+1
Qi I ⊗ Qi Qi+1
α i
β i
χ i idI⊗χ i χ i+1
f i
g i
Let ζ ⊗ x ∈ I ⊗ Pi . Since I = pW(R), we can write ζ = pξ, so that ζ ⊗ x = p⊗ ξx. We have
χi+1(αi(ζ ⊗ x)) = χi+1( fi(ξx)).
On the other hand we have
βi(ζ ⊗ χi(x)) = gi(χi(ξx)).
e whole diagram above is commutative, so we obtain
χi+1(αi(ζ ⊗ x)) = βi(ζ ⊗ χi(x)),
which means that the righthand square is also commutative. At last, consider the diagram
Pi P+∞ P0
Qi Q+∞ Q0
φ
ψ
χ i ε+∞ χ0
φ i
ψ i
All the four small squares commute by construction. Hence, the whole diagram commutes. Just
note that φi = θ i and ψi = τi .is completes the proof. ∎
Since the inclusion functor (Dis/R)→ (Pdis/R) is by the denition of a morphism of displays full
andG is the composition of this inclusion functor withM, which is fully faithful by the theorem,
we obtain the following corollary.
Corollary 2.4.50. — e functorG∶ (Dis/R)→ FGφ,♮(W(R)) is fully faithful.
In particular we see that if an φ-F-gauge overW(R) comes from a display over R, then its reduction
mod I = V(W(R)) even belongs to FGφ,♯(R).
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Summing up, we have established the following gure:
(Dis/R) FGφ,♮(W(R)) FGφ(W(R))
(F-zips/R) FGφ,♯(R) FGφ(R)
Figure 2.1: Connection between display, F-zips and F-gauges for a ring R with char(R) = p > 0
Displays over perfect fields. — Let k be a perfect eld of characteristic p > 0, W be
the ring of Witt vectors of k and σ be the Frobenius on k andW .enW is a discrete valuation
ring with maximal ideal pW (see proposition 1.1.14). We claim that in this situation a displayP = (Pi , ηi , αi , θ i)i∈N is uniquely determined by P0 and θ0, i.e. by the eective F-crystal (P0, θ0).
Indeed, let B be the quotient eld ofW and by abuse of notation denote the Frobenius on B again by
σ .e σ-linear map θ0∶ P0 → P0 induces a σ-linear map θ0⊗ B∶ P0⊗W B → P0⊗W B. By denition
theW-module P0 is projective and hence it is even free, sinceW is a principal ideal domain.us,
θ0 ⊗ B is a σ-linear map of nite dimensional B-vector spaces, which in this situation must be an
isomorphism, since by denition displays come from standard data. Using the natural inclusion
P0 ↪ P0⊗W B we identify P0 with a lattice in P0⊗W B.e preimage of this lattice P0 under θ0⊗ B
is again a lattice, which contains P0, i.e. P0 ⊂ (θ0 ⊗ B)−1(P0). Using the theory of elementary
divisors ([Lan02, IIIeorem 7.8 and 7.9]) we nd a decomposition P0 = L0 ⊕⋯⊕ Ld such that(θ0 ⊗ B)−1(P0) = L0 ⊕ p−1L1 ⊕⋯⊕ p−dLd .
e restriction of p−iθ0 to Li denes a σ-linearmap ϕi ∶ Li → P0 such that⊕ ϕi is a σ-linear bijective
map (cf. lemma 1.2.15).is gives standard data for the display P .is discussion establishes the
following lemma.
Lemma 2.4.51. — ere is a bijection
{displays over k}/ ≅ {eective F-crystals over k}/ ≅∼
given by (Pi , ηi , αi , θ i)i∈N ↦ (P0, θ0).
Using this lemma in conjuction with theorem 2.2.17 we obtain the following classication of displays
in terms of matrices.e height of a display is just the rank of the freeW-module P0, which in
turn is the height of the associated F-crystal.
Theorem 2.4.52. — Let k be a perfect eld of characteristic p > 0.en there is a bijection of sets⎧⎪⎪⎪⎨⎪⎪⎪⎩
displays of height h
with elementary divisors
µ1 ≤ ⋯ ≤ µh
⎫⎪⎪⎪⎬⎪⎪⎪⎭/ ≅ GLh
⎛⎜⎝
pµ1 0⋱
0 pµh
⎞⎟⎠GLh/ ∼σ∼
with µi ∈ N.
Chapter
3
Topologies in positive
characteristic
This short chapter recalls the definition and some simple properties of syntomic
morphisms. We also introduce some other classes of morphisms in characteristic p.
The second section gives the definition of the crystalline category and describes the
syntomic topology on that category.
§1 Syntomic morphisms
A syntomic morphism is a morphism, which is at, locally of nite presentation and locally a
complete intersection. We recall what it means for a morphism to be a locally complete intersection.
is notion is related to the notion of a regular immersion.e denition of a regular immersion in
[Gro67, 16.9.2] is not well-behaved for non Noetherian schemes.erefore, we use the denition
in [SGA71, Exp. VII], which is the right one in the general situation and agrees with the one in
[Gro67] in the locally Noetherian case (cf. [Gro67, 19.5.1]).
Let R be a ring. A sequence x1, . . . , xr ∈ R is called regular, if
• the ideal (x1, . . . , xr) ⊊ R is proper;
• the image of xi+1 in R/(x1, . . . , xi) is a nonzerodivisor.
If R is a Noetherian local ring, it is well known that any permutation of a regular sequence is again
regular.is may fail in the non Noetherian case. For a general discussion of dierent notions of
regularity and counterexamples see [Kab71].
Definition 3.1.1. — Let R be a ring and x = (x1, . . . , xr) a sequenece in R. e sequence x is
called Koszul-regular, if the associated Koszul-complex is acyclic in degrees ≥ 1.
Remark 3.1.2. — A regular sequence is always Koszul-regular, but in general not conversely. See
[Gro67, 19.5.1] for the rst part and [Kab71, Section 3 Example 3] for a counterexample. ◃
Definition 3.1.3. — Let f ∶X → Y be an immersion of schemes and choose an open subsetU ⊂ Y
such that f ∶X → U is a closed immersion. Let J be the quasi-coherent ideal sheaf inOU , which
denes this closed immersion.en f is called a regular immersion, if for each x ∈ Supp(OU/J )
there is an ane open neighbourhood V = SpecA of x such that J ∣U = Ĩ for some ideal I of A,
which can be generated by a Koszul-regular sequence g1, . . . , gr ∈ A.
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Remark 3.1.4. — is denition is obviously independent of the open set U chosen. ◃
Definition 3.1.5. — Let f ∶X → Y be a morphism of schemes. We call f a locally complete
intersection morphism, if for each x ∈ X there is an open neighbourhood U ⊂ X of x and a smooth
Y-scheme V such that f ∣U factors as
U V
Y
f ∣U
i
h
where i∶U → V is a regular closed immersion and h∶V → Y is smooth.
Since the class of locally complete intersection morphisms is only stable under base change for at
morphisms, we cannot use it to dene a Grothendieck topology. But if we add a atness hypothesis,
we get a good class of morphisms.
Definition 3.1.6. — A morphism of schemes is called syntomic, if it is at, locally of nite presen-
tation and a locally complete intersection morphism.
Locally, a syntomic morphism f ∶X → Y is of the form
SpecA[x1, . . . , xn]/(g1, . . . , gr)→ SpecA
for a regular sequence g1, . . . , gr , where the map
A→ A[x1, . . . , xn]/(g1, . . . , gr)
is at (cf. [Gro66, 11.3.8]). Moreover, by [Gro67, 19.2] we can assume g1, . . . , gr to be transversally
regular, i.e. g1, . . . , gr is a regular sequence and A[x1, . . . , xn]/(g1, . . . , gi) is a at A-algebra for
each 1 ≤ i ≤ r.
Syntomic morphisms have the following properties.
Proposition 3.1.7. —
(i) An open immersion is syntomic.
(ii) e composition of syntomic morphisms is syntomic.
(iii) Any base change of a syntomic morphism is syntomic.
Proof. — is follows from [SGA71, Exp. VIII, Prop. 1.4] and [Gro67, 19.3.9]. ∎
ese properties enable us to dene aGrothendieck topology on the category of X-schemes. So let X
be a scheme and consider the category (Sch/X) of all X-schemeswithmorphisms the X-morphisms.
A covering of a X-scheme U is a surjective family { fi ∶Ui → U}i∈I of syntomic morphisms, i.e.
U = ⋃i∈I fi(Ui) and each fi is a syntomic X-morphism. We denote the coresponding site by
XSYN and call it the big syntomic site of X. Analoguously, one denes the big Zariski site XZAR of
X. e small syntomic site of X, denoted by Xsyn is the full subcategory of XSYN of all syntomic
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X-schemes with coverings again the surjective families of syntomic morphisms.e small Zariski
site is denoted by XZar . In contrast to the small Zariski site, the bre product of two objects of the
small syntomic site does in general not exists.e problem is, that a morphism in Xsyn is in general
not syntomic. But for cohomological considerations we can use both the big or the small syntomic
site:e natural functor u∶Xsyn → XSYN is obviously continuous, cocontinuous and fully faithful.
By corollary 1.4.57 the cohomology groups of an abelian sheaf are canonically isomorphic.
Remark 3.1.8. — It is an immediate consequence of Delign’s theorem (see [SGA72b, expose VI, 9.
appendice]) that the big syntomic site over a noetherian base has enough points.e main step is
to show that each covering has a nite subcovering.is is almost literally the same as in [Tam94,
Ch II 3.1.1]. Note that one cannot use Delign’s theorem to show that the small syntomic site has
enough points, since the bre product of two syntomic schemes is in general not syntomic. ◃
Although we will work in this paper only with the syntomic topology, there are some coarser
topologies in positive characteristic which one could also use. To deal with inseparable extensions
of elds in characteristic p > 0, one has to enlarge the class of étale morphism. What one needs is
to treat extensions given by a polynomial of the form x p − a.
Definition 3.1.9. —
(i) A morphism f ∶ SpecB → SpecA is called an extraction of p-th roots, if the corresponding ring
homomorphism can be written as a chain
A0 = A→ A1 → ⋯→ An = B,
such that Ai+1 ≅ Ai[x]/(x p − ai) for some ai ∈ Ai .
(ii) A morphism f ∶X → Y of schemes is said to be a p-morphism, if for every x ∈ X there is an
ane open neighbourhood U ⊂ X of x and an ane open neighbourhood V ⊂ Y of f (x)
such that f (U) ⊂ V and f ∣U ∶U → V is an extraction of p-th roots.
Remark 3.1.10. — e case n = 0 is allowed in part (i). Hence the identity is an extraction of p-th
roots. ◃
Now, to be able to handle arbitrary nite eld extensions in positive characteristic, we combine
the notion of an étale morphism with that of a p-morphism.e leading example is the classical
statement, that an algebraic eld extension E/k can be decomposed into E ⊃ F ⊃ k, where F/k is
separable and E/F is purely inseparable (see [Lan02, V §6 Prop. 6.5]).
Definition 3.1.11. — Let f ∶X → Y be a morphism of schemes. We call f a quasi-étalemorphism,
quiet for short, if for any x ∈ X there is an ane open neighbourhood U ⊂ X of x and an étale
ane Y-scheme V such that the diagram
U V
X Y
g
f
commutes and g∶U → V is an extraction of p-th roots.
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Remark 3.1.12. — It is a classical result that each nite group scheme over a eld k of characteristic
0 is étale (see [Wat79, section 11.4]).is yields an equivalence of categories between the category
of nite group schemes over k and the category of étale sheaves over Spec(k). If k has characteristic
p > 0 then by the structure theorem for nite group schemes over k (see [Wat79, section 14.4]) one
gets an equivalence of categories between the category of nite group schemes over k and the quiet
sheaves over Spec(k), which are representable. ◃
It is not hard to show that p-morphisms and quiet morphisms are stable under composition and
base change. For quiet morphisms one can use the topological invariance of étale morphisms
[SGA72b, Exp. VIII, 1.1] to show stability of composition. Here are some examples of classes of
morphisms in characteristic p > 0.
Example 3.1.13. — We have the following inclusions of classes of morphisms in characteristic
p > 0:
{open immersions} {étale morphisms} {fppf morphisms}
{p-morphisms} {quiet morphisms} {syntomic morphisms}
Figure 3.1: Morphisms in positive characteristic
In this paper, we will only work with syntomic morphisms. But many results carry over without
diculty to other classes of morphisms and the Grothendieck topology they generate. In positive
characteristic this is especially the case for the classes in the lower line of the above gure.
§2 The crystalline-syntomic site
We will dene the big and small crystalline-syntomic site on the category CRIS(X/S). In our
applications X will be the spectrum of a perfect eld k and S the ring of truncated Witt vectors of
length n of k. Before we proceed, we recall the denition of the crystalline category.
Definition 3.2.14. — Let S be a scheme, (J , γ) a quasi-coherent sheaf of ideals in OS with
divided powers and X be an S-scheme such that
• p is locally nilpotent in X;
• the divided powers γ extend to X.
e category CRIS(X/S ,J , γ) has as objects quadrupels (U , T , i , δ), where
(i) U is an X-scheme;
(ii) T is an S-schemes such that p is locally nilpotent in T ;
(iii) i∶U ↪ T is a closed S-immersion;
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(iv) δ is a DP-structure on the ideal in OT dened by the closed immersion i and compatible
with γ.
A morphism (u, v)∶ (U ′, T ′, i′, δ′)→ (U , T , i , δ) in CRIS(X/S ,J , γ) is a commutative diagram
U ′ T ′
U T
i′
i
u v
where u is an X-morphism and v is a DP-morphism over S.
Remark 3.2.15. — (i) If the idealJ is locally principal, then theDP-structure γ always extends
to any S-scheme (cf. 1.3.35). In particular, if k is a perfect eld, S = SpecWn(k) andJ = (p)
with its canonical DP-structure, then the above conditions are satised.
(ii) For any object (U , T , i , δ) in CRIS(X/S ,J , γ), the closed immersion i∶U ↪ T is a nil-
immersion, because p is locally nilpotent in T and the DP-structure δ is required to be
compatible with γ (cf. 1.3.24 (iii)). ◃
To topologize this category we use syntomic morphisms. Actually, by replacing “syntomic” in the fol-
lowing denition by any class E like in 3.1.13, we get a Grothendieck topology on CRIS(X/S ,J , γ).
Definition 3.2.16. — Let (U , T , i , δ) be an object ofCRIS(X/S ,J , γ). A covering of (U , T , i , δ)
is a family (Uα , Tα , iα , δα) of objects of CRIS(X/S ,J , γ) together with morphisms
(uα , vα)∶ (Uα , Tα , iα , δα)→ (U , T , i , δ)
such that the diagram
Uα Tα
U T
iα
i
uα vα
is cartesian and {vα ∶Tα → T} is a surjective family of syntomic morphisms.
Remark 3.2.17. — Since the above diagram is required to be cartesian, we have Uα ≅ U ×T Tα
and the map Uα → U is also syntomic, for syntomic morphisms being stable under base change.◃
e big crystalline-syntomic site of X/S is the category CRIS(X/S ,J , γ) with the just dened
Grothendieck topology. is site is denoted CRIS(X/S ,J , γ)SYN and the associated topos by(X/S ,J , γ)CRIS−SYN. In the sequel we will write CRIS(X/S) for the category CRIS(X/S ,J , γ)
when the DP-structure is clear from the context and for objects we will write (U , T) instead of(U , T , i , δ). If S = SpecA is ane, we will write CRIS(X/A) instead of CRIS(X/S).ere is also a
small crystalline-syntomic site. It is the full subcategory of CRIS(X/S) of objects (U , T), whereU is a
syntomic X-scheme and the coverings are the surjective families {(Uα , Tα)→ (U , T)} of syntomic
morphisms like above. It follows from the general theory (1.4.57) that cohomological calculations
can be done on either site.e small crystalline-syntomic site will be denoted by CRIS(X/S)syn and
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the associated topos by (X/S)cris−syn. In the sequel we also have to use the crystalline category with
the Zariski topology.is site (called big crystalline-Zariski site) is denoted by CRIS(X/S)ZAR and
the associated topos by (X/S)CRIS. For the small variants we use the notations CRIS(X/S)Zar and(X/S)cris repsectively. For more details about the crystalline-syntomic site the reader is referred
to [Bau92] and [BM90], where the crystalline category is endowed with dierent topologies and
many of the results there carry over to the crystalline-syntomic site.
Chapter
4
The sheavesOcrisn
This chapter contains the definition and the technical most important facts about
the syntomic sheafO crisn . Section one gives the basic definition of these sheaves and
section two describes an alternative way of constructing these sheaves using the ring
of Witt vectors and divided powers. This is used in the third section to show flatness
of these sheaves.
§1 Definition ofOcrisn
Many of the results proved in this chapter can be found in [Bre96] for the log-syntomic setting and
our presentation will follow this paper in many places.
Let k be a perfect eld and Wn ∶= Wn(k) the truncated ring of Witt vectors of k of length n.
e Frobenius on k andWn will be denoted by the same letter σ . We dene a presheaf Ocrisn on(Speck)SYN by
O crisn ∶X H0((X/Wn)cris ,OX/Wn)
is assignment is in fact functorial, since for any map f ∶X → Y of k-schemes there is a morphism
of ringed topoi
fCRIS∶ (X/Wn ,J , γ)CRIS−SYN (Y/Wn ,J , γ)CRIS−SYN,
i.e. there is a map of sheaves OY/Wn → fCRIS,∗OX/Wn [BBM82, 1.1.10]. From this morphism and
the edge morphism of the Leray spectral sequence we obtain the desired map
H0(Y/Wn ,OY/Wn) H0(Y/Wn , fCRIS,∗OX/Wn) H0(X/Wn ,OX/Wn).
Obviously, the cohomology group H0((X/Wn)cris,OX/Wn) is aWn-module and the absolute Frobe-
nius Fabs on X induces by functoriality a σ-linear homomorphism of rings
F∗abs∶H0((X/Wn)cris,OX/Wn) H0((X/Wn)cris,OX/Wn)
Hence we obtain a σ-linear map
φ∶Ocrisn Ocrisn ,
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which is a homomorphism of sheaves of rings.is map φ is called the Frobenius onOcrisn . In order
to show that the presheaf Ocrisn is actually a sheaf, we need the following lemmas.
Lemma 4.1.1. — Let s∶A→ B be a surjective homomorphism of rings with nilpotent kernel. Let
C = B[x1, . . . , xn]/(g1, . . . , gr) be an B-algebra for a transversally regular sequence g1, . . . , gr ∈
B[x1, . . . , xn]. Choose preimages ĝi ∈ A[x1, . . . , xn] of gi under the natural surjection induced by s.
en the sequence ĝ1, . . . , ĝr is transversally regular in the A-algebra A[x1 . . . , xn].
Proof. — is is a special case of [Bou06a,éorème 1, chap. III §5 No. 2]. Fix 1 ≤ i ≤ r and apply
the equivalence of (i) and (iii) of this theorem with I the kernel of A[x1, . . . , xn]/(ĝ1, . . . , ĝi) →
B[x1, . . . , xn]/(g1, . . . , gi), which is nilpotent since ker(s) is nilpotent by hypothesis. ∎
Lemma 4.1.2. — Let X ↪ Y be an object of CRIS(Speck/Wn) and V → X a syntomic morphism.
en each x ∈ V posesses a Zariski-open neighborhood Ux such that there exists a syntomic Y-schemes
Tx , which is a DP-thickening of Ux and the family {Ux ↪ Tx}x∈V is a syntomic covering of {X ↪ Y}.
Proof. — Since the question is local, we can assume that X = SpecB andY = SpecA andV = SpecC
with C ≅ B[x1, . . . , xn]/(g1, . . . , gr) for a transversally regular sequence g1, . . . , gr ∈ B[x1, . . . , xn].
Denote by s∶A → B the surjection with nilpotent kernel and let ĝ1, . . . , ĝr ∈ A[x1, . . . , xn] be
preimages of g1, . . . , gr under the natural map A[x1, . . . , xn] → B[x1, . . . , xn] induced by s. Set
D ∶= A[x1 . . . , xn]/(ĝ1, . . . , ĝr) and let ŝ∶D → C be the natural surjection.en ker(̂s) is nilpotent
and C ≅ B ⊗A D. By the previous lemma, the sequence ĝ1, . . . , ĝr is transversally regular and D is
a at A-algebra. Hence, SpecD → SpecA is syntomic and the divided powers of ker(s) extend to
ker(̂s) by 1.3.35 (ii). ∎
Proposition 4.1.3. — e presheaf Ocrisn is already a sheaf on (Speck)SYN.
Proof. — Let U be an object of (Speck)SYN and {Ui → U} be a syntomic covering of U . We have
to show that the sequence
0 Ocrisn (U) ∏
i
Ocrisn (Ui) ∏
i , j
Ocrisn (Ui ×U U j)
is exact. Let s ∈ Ocrisn (U) = H0(U/Wn ,OU/Wn). By the denition of the global section functor
s = (sT) for a compatible family (sT) of sections sT ∈ Γ(T ,OT), where V ↪ T is an object of
CRIS(U/Wn). Assume s maps to 0 in∏i Ocrisn (Ui). Let V ↪ T be an object of CRIS(U/Wn) and
set Vi ∶= Ui ×U V .en the projection on the second factor Vi → V is syntomic since Ui → U is
syntomic and syntomic morphisms are stable under base extension. By lemma 4.1.2 we can nd a
syntomic covering {Wl ↪ Tl} of V ↪ T such that the diagram
Wl Tl
Vi
V T
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is cartesian. Since (sT)↦ 0 in∏i Ocrisn (Ui), we have in particular resTl ,T(sT) = 0 for all l . But OT
is a syntomic sheaf and Tl a syntomic covering of T , hence sT = 0.is holds for all objects V ↪ T
of CRIS(U/Wn) and we deduce s = 0. A similar argument shows exactness at the second node. ∎
For any k-scheme X, the sheaf Ocrisn can also be considered as a sheaf on XSYN by using the inverse
image functor f −1∶ (Speck)SYN → XSYN induced by the structure morphism f ∶X → Speck.
We will now construct morphisms from the crystalline-syntomic topos to the (big) syntomic topos
and to the crystalline-Zariski topos. It will be shown that the syntomic sheaf Ocrisn “computes” the
crystalline cohomology of the crystalline structure sheaf.e next two lemmas are true for every
pair X/S satisfying the requirements in the denition of the crystalline category 3.2.14.
Lemma 4.1.4. — ere is a morphism of topoi
u∶ (X/S)CRIS−SYN XSYN
given by
• u∗F (U) ∶= H0((U/S)CRIS−SYN,F ) for an abelian sheafF on CRIS(X/S)SYN and an object
U of SYN(X).
• u∗G (U , T , δ) ∶= G (U) for an abelian sheaf G on SYN(X) and an object (U , T , δ) of
CRIS(X/S)SYN.
Proof. — See [Bau92, Proposition 1.10]. ∎
Remark 4.1.5. — Note that u is not a morphism ringed topoi, if we consider both topoi with their
natural structure sheaves. But if we let S = Spec(Wn) and X be a k-scheme, then we can view
XSYN as a ringed topos with the sheaf associated to the constant presheaf with valueWn (abusively
also denoted byWn) as ring sheaf. For (U , T) an object of (X/Wn)CRIS−SYN we have by denition
OX/Wn(U , T) = Γ(T ,OT) and this is a Wn-algebra. Hence we have a map u−1Wn → OX/Wn of
sheaves or by adjunctionWn → u∗OX/Wn . ◃
Example 4.1.6. — Let X = Speck for a perfect eld k of characteristric p > 0 and S = Spec(Wn).
en we have Ocrisn = u∗OSpeck/Wn . ◂
Lemma 4.1.7. — ere is a morphism of topoi
v∶ (X/S)CRIS−SYN (X/S)CRIS
given by
• v∗F (U , T , δ) ∶= F (U , T , δ) for an abelian sheaf F on CRIS(X/S)SYN and an object(U , T , δ) of CRIS(X/S)ZAR.
• v∗G is the sheaf associated to the presheaf (U , T , δ)↦ G (U , T , δ) for an abelian sheaf G on
CRIS(X/S)ZAR and an object (U , T , δ) of CRIS(X/S)SYN.
Proof. — is is evident, since open immersions are syntomic. ∎
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Lemma 4.1.8. — For all i ≥ 1 we have
Riu∗OX/S = 0 and Riv∗OX/S = 0.
Proof. — For the rst part see [Bau92, Proposition 1.17] and for the second part see [BBM82,
1.1.18 and 1.1.19]. ∎
Corollary 4.1.9. — Let X be an object of SYN(Speck). en there is for any i ≥ 0 a canonical
isomorphism
Hi(XSYN,Ocrisn ) ≅ Hi((X/Wn)CRIS−ZAR ,OX/Wn)
compatible with Frobenius.
Proof. — See [FM87, II 1.3]. ∎
§2 Witt vectors andOcrisn
In this section we will construct an isomorphism from the sheaf W̃DP,crisn associated to the divided
power envelope of the ring of Witt vectors of length n to the sheaf Ocrisn on the site (Speck)SYN.
If A is a ring of characteristic p > 0 such that the Frobenius is surjective on A, then we get an
isomorphismWDPn (A)→ Ocrisn (SpecA).is enables us to compute the value of Ocrisn for special
coverings. We keep the notation of the last section: k is a perfect eld of characteristic p > 0.
We writeWn for the ring of Witt vectors of k of length n. For a k-algebra Awe viewWn(A) as a
Wn-algebra via the map
Wn Wn Wn(A),F−n
where F is the Frobenius onWn (which is an isomorphism since k is perfect) andWn →Wn(A) is
the canonical map induced by k → A. Note thatWn(A) asWn-algebra in the above sense can be
identied withWn(A)⊗Fn Wn via the isomorphism a ⊗ λ = F−n(λ)a ⊗ 1↦ F−n(λ)a.
We consider the following commutative diagram in the category CRIS(Speck/Wn).
SpecA SpecB
Speck SpecWn
e nilimmersion SpecA↪ SpecB is induced by a surjection s∶B↠ A.e kernel ker(s) has di-
vided powers compatible with the natural divided powers on pWn by the denition of the crystalline
category. Dene a homomorphism of rings by
σn∶Wn(A)→ A, (a0, . . . , an−1)↦ apn0 .
For a ∈ Awe denote by â ∈ B a preimage of a under the map s and dene a map by
σ̂n∶Wn(A)→ B, (a0, . . . , an−1)↦ â0pn + pâ1pn−1 +⋯ + pn−1 ân−1p .
e next two lemmas show that this is a well-dened homomorphism ofWn-algebras.
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Lemma 4.2.10. — e map σ̂n is well-dened.
Proof. — Two preimages of a ∈ A dier by an element α ∈ ker(s). Let (a0, . . . , an−1) ∈ Wn(A)
and âi , b̂i ∈ B two preimages of ai .ere exists αi ∈ ker(s) such that âi = b̂i + αi . We compute
pi âi p
n−i = pi(b̂i + αi)pn−i
= pi b̂i pn−i + pn−i∑
j=1 pi(p
n−i
j
)b̂i pn−i− jα j .
Since the ideal ker(s) has divided powers γ, we can write α j = j!γ j(α).e following elementary
lemma says that the p-valuation of (pn−ij ) is pn−i − vp( j).us we have
vp (pi ⋅ (pn−ij ) ⋅ j!) = i + n − i − vp( j) + vp( j!) ≥ n
for 0 < j ≤ pn−i . But B is asWn-algebra annihilated by pn. Hence, all the coecients in the sum are
zero, which completes the proof. ∎
Lemma 4.2.11. — Let p ∈ N be prime and e ≥ 1 be an integer.en for all 0 < j ≤ pe one has
vp ((pej )) = e − vp( j).
Proof. — We use induction over j. For j = 1 the assertion is true. Let j > 1.en
vp ((pej )) = vp (( pej − 1) ⋅ pe − ( j − 1)j )
= vp (( pej − 1)) + vp(pe − ( j − 1)) − vp( j)= e − vp( j − 1) + vp(pe − ( j − 1)) − vp( j).
In the last line we used the induction hypothesis. But vp(pe − ( j − 1)) is equal to vp( j − 1) and this
implies the lemma. ∎
Lemma 4.2.12. — e map σ̂n∶Wn(A)→ B is a homomorphism of Wn-algebras.
Proof. — e surjectivemap s∶B↠ A induces a surjective ring homomorphismWn(s)∶Wn(B)↠
Wn(A).e commutative diagram
Wn(B)
Wn(A) B
wnWn(s)
σ̂n
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now shows that σ̂n is a ring homomorphism. Next note thatWn(B) is aWn(Wn)-algebra, since B
is aWn-algebra.e following diagram on the le hand side gives the commutative diagram on the
right hand side:
A B Wn(A) Wn(B)
k Wn Wn Wn(Wn)
s Wn(s)
Let (α0, . . . , αn−1) ∈Wn. Because we viewWn(A) as aWn-algebra via F−n it follows
(α0, . . . , αn−1) ⋅ (1, 0, . . . , 0) = (αp−n0 , . . . , αp−nn−1) ∈Wn(A).
e element α ∶= ((αp−n0 , 0, . . . , 0), . . . , (αp−nn−1 , 0, . . . , 0)) is a preimage of (αp−n0 , . . . , αp−nn−1) in
Wn(B). For (b0, . . . , bn−1) ∈Wn(B) we have
wn(α ⋅ (b0, . . . , bn−1)) = wn(α)wn((b0, . . . , bn−1))
= (n−1∑
i=0 pi(αp−ni , 0, . . . , 0)pn−i) ⋅ (
n−1∑
i=0 pi âi p
n−i)
where s(bi) = âi . We compute pi(αp−ni , 0, . . . , 0)pn−i ∈Wn. First,
(αp−ni , 0, . . . , 0)pn−i = (αp−ii , 0, . . . , 0)
and second pi = V iF i , which yields
pi(αp−ii , 0, . . . , 0) = (0, . . . , 0, αi , 0, . . . , 0).
Finally, we get∑n−1i=0 pi(αp−ni , 0, . . . , 0)pn−i = (α0, . . . , αn−1). ∎
Since A is a k-algebra, multiplication by p is zero and we obtain a commutative diagram of rings
Wn(A) A
B A
σn
s
σ̂n
We set
Wcrisn (SpecA) ∶=Wn(A).
Consider the morphism σn∶Wcrisn (SpecA)→ A. Its kernel is
IA ∶= {(a0, . . . , an−1) ∈Wcrisn (SpecA) ∣ apn0 = 0}.
LetWDP,crisn (SpecA) be the divided power envelope ofWcrisn (SpecA) with respect to I and compat-
ible with the canonical DP-structure on pWn (cf. proposition 1.3.38).e next step is to construct a
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canonical morphismWDP,crisn (SpecA) → Ocrisn (SpecA).erefor let A′ be a syntomic A-algebra
and SpecA′ ↪ SpecB′ be aWn-DP-thickening:
SpecA′ SpecB′
SpecA
We dene a mapWcrisn (SpecA)→ B′ ofWn-algebras as the composition
Wcrisn (SpecA) Wcrisn (SpecA′) B′.
is gives a commutative diagram
Wcrisn (SpecA′) B′ A′
Wcrisn (SpecA) A
σ̂ ′n s′
σn
e commutativity implies that the image of IA = ker(σn) in B′ is contained in ker(s′). Moreover,
the DP-structure δ′ on ker(s′) is compatible with the canonical DP-structure on pWn. By the
universal property of the DP-envelope (see proposition 1.3.38) we get a unique mapWDPn (A)→ B′
ofWn-DP-algebras making the diagram commute:
(WDPn (A), IA, γ)
(Wn(A), IA) (B′, ker(s′), δ′)
Given twoWn-DP-thickenings SpecAi ↪ SpecBi for i = 1, 2, where A1 is a syntomic A-algebra and
A2 is a syntomic A1-algebra, and aWn-DP-morphism SpecB2 → SpecB1 such that the diagram
SpecA2 SpecB2
SpecA1 SpecB1
commutes, we get with the same reasoning as above for i = 1, 2 a unique map ofWn-DP-algebras
WDP,crisn (SpecA) Bi .
From the uniqueness of these two maps it follows that the triangle ofWn-algebra homomorphisms
WDP,crisn (SpecA)
B1 B2
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commutes. Since the sectionsOcrisn (SpecA)may be computed as the inverse limit over all diagrams
SpecA′ SpecB′
SpecA
where A′ is a syntomic A-algebra and B′ is a Wn-DP-thickening, there is a unique map of Wn-
algebras to this inverse limit and we obtain our desired canonicalWn-algebra homomorphism
WDP,crisn (SpecA) Ocrisn (SpecA).
To show functoriality in the category of ane k-schemes, let f ∶ SpecA→ SpecB be a morphism of
k-schemes.en f induces obviously two morphisms
WDP,crisn (SpecB) WDP,crisn (SpecA)
Ocrisn (SpecB) Ocrisn (SpecA)
Our construction above gives a commutative square
Wcrisn (SpecB) Wcrisn (SpecA)
Ocrisn (SpecB) Ocrisn (SpecA)
and the universal property of DP-envelopes implies the commutativity of the square
WDP,crisn (SpecB) WDP,crisn (SpecA)
Ocrisn (SpecB) Ocrisn (SpecA)
Aer having dened the presheafWDP,crisn on the category of ane k-schemes it is straightforward
to extend this denition to the category (Speck)SYN: Let O be the structure sheaf of (Speck)SYN.
For an object X of (Speck)SYN we set
Wcrisn (X) ∶=Wn(O(X)).
If IX denotes the kernel of the map σ̂n∶Wcrisn (X) → Wn(O(X)), we dene WDP,crisn (X) as the
DP-envelope ofWcrisn (X) with respect to IX and compatible with the canonical DP-structure on
pWn. Obviously, this construction is functorial and we get a presheaf ofWn-algebras
X WDP,crisn (X)
on (Speck)SYN. To construct a morphism of presheavesWDP,crisn → Ocrisn just note the description
of Ocrisn (X) as a projective limit like in the proof of 4.1.3. Exactly the same arguments as in the
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ane case establish now the canonical morphism of presheaves ofWn-algebrasWDP,crisn → Ocrisn .
is morphism gives rise to a morphism of sheaves ofWn-algebras on (Speck)SYN
W̃DP,crisn Ocrisn ,
where W̃DP,crisn is the syntomic sheacation ofWDP,crisn . Our goal is now to show that this mor-
phism is actually an isomorphism of sheaves. In order to proof this, we rst proof a proposition,
which is also useful for computing global sections of Ocrisn for k-algebras with surjective Frobenius.
Proposition 4.2.13. — Let A be a k-algebra and assume that the Frobenius endomorphism of A is
surjective.en we have a canonical isomorphism
WDPn (A) Ocrisn (SpecA).∼
Proof. — e main point is to observe that
SpecA Spec(WDPn (A))
is an object of CRIS(Speck/Wn): Since the Frobenius is assumed to be surjective, the map
Wn(A) Aσn
is surjective as well with kernel IA and forming the DP-envelope gives a map of DP-rings
(WDPn (A), IA, δ) (A, {0}, 0).
eWn-algebraWDPn (A) is annihilated by pn and hence the DP-ideal IA is a nilideal by example
1.3.24.is shows that
SpecA Spec(WDPn (A))
is an object of CRIS(Speck/Wn). Moreover, this object is aWn-DP-thickening of SpecA. Let ϕ
denote the canonical map ofWn-algebras
ϕ∶WDPn (A) Ocrisn (SpecA).
e sheaf Ocrisn (SpecA) is the inverse limit over allWn-DP-thickenings of SpecA. Let
ψ∶Ocrisn (SpecA) WDPn (A)
be the projection to the component SpecA↪ Spec(WDPn (A)). We claim that ϕ and ψ are inverse
to each other. By the universal property of the inverse limit, we must have
ϕ ○ ψ = id.
On the other hand, the equality ψ ○ ϕ = id is clear by the construction of the map ϕ.is completes
the proof. ∎
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Remark 4.2.14. — If A is a k-algebra with surjective Frobenius, then the object
(SpecA, Spec(WDPn (A)))
is a nal object in the category CRIS(SpecA/Wn).is follows from the universal property of the
DP-envelope ofWn(A). ◃
Corollary 4.2.15. — Let R be a perfect ring of characteristic p > 0. en there is a canonical
isomorphism
Wn(R) Ocrisn (SpecR).∼
Proof. — e kernel of σn∶Wn(R)→ R is
IR = {(a0, . . . , an−1) ∈Wn(R) ∣ apn0 = 0}.
But a perfect ring is reduced and we see that IR = V(Wn(R)).is ideal already has divided powers
compatible with the canonical divided powers on pWn.erefore, the DP-envelope ofWn(R) with
respect to IR isWn(R) itself and the result follows from the proposition, for the Frobenius being by
assumption an isomorphism and in particular surjective on R. ∎
Now we are ready to state the main theorem of this section.
Theorem 4.2.16. — Let k be a perfect eld of characteristic p > 0.en the canonical morphism
dened above
W̃DP,crisn Ocrisn
is an isomorphism of sheaves on (Speck)SYN.
Proof. — LetPK be the kernel andPC be the cokernel of the map of presheavesWDP,crisn →
Ocrisn . Denote the associated sheaves byK and C respectively. We have to show thatK (X) = 0 =
C (X) for every k-scheme X. It is actually enough to show this for ane schemes X = SpecA0. So
let A0 be a k-algebra. Consider the set
J ∶= {nite subsets of A0} ×N
with the partial order
(E1, n1) ≤ (E2, n2) ∶⇐⇒ E1 ⊂ E2 and n1 ≤ n2.
For j = (E , n) ∈ J we construct a A0-algebra
A j ∶= A0[Xa ∣ a ∈ E]/(X pna − a ∣ a ∈ E).
If j1 ≤ j2 then there is an obvious morphism SpecA j2 → SpecA j1 . is morphism is actually a
syntomic covering, since it is a successive extraction of p-th roots. We set A ∶= limÐ→ j∈J A j. By
construction, the Frobenius is surjective on A. Since J is partially ordered, the direct limit is ltered
and thus exact.e idea of the proof is now to show that given a section s ∈PK (SpecA0), the
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restriction of s to some SpecA j vanishes. But rst we compute limÐ→ j∈J Ocrisn (SpecA j). By denition
we have
limÐ→
j∈J O
cris
n (SpecA j) = limÐ→
j∈J H
0(SpecA j/Wn ,OSpecA j/Wn).
It follows from the general theory of [SGA72b, Exp. VI, 8.1 - 8.7] that
limÐ→
j∈J H
0(SpecA j/Wn ,OSpecA j/Wn) ≅ H0(SpecA/Wn ,OSpecA/Wn)
and we nally get
limÐ→
j∈J O
cris
n (SpecA j) ≅ Ocrisn (SpecA).
On the other hand we have
limÐ→
j∈J W
DP,cris
n (SpecA j) ≅WDP,crisn (SpecA),
since taking divided power envelopes commutes with direct limits by [Ber74, Chap. I, 2.4.1].
erefore, there is an exact sequence
0 limÐ→
j∈J PK (SpecA j) WDP,crisn (SpecA) Ocrisn (SpecA) limÐ→j∈J PC (SpecA j) 0
But the Frobenius is surjective on A and it follows from proposition 4.2.13 that
WDP,crisn (SpecA) Ocrisn (SpecA)
is an isomorphism.us,
limÐ→
j∈J PK (SpecA j) = 0 = limÐ→j∈J PC (SpecA j).
Hence there exists a j ∈ J such that resSpecA j ,SpecA0(s) = 0.is implies that the associated sheafK
of the presheafPK is zero.e same argument shows that C = 0. ∎
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From now on we work on the small syntomic site (Speck)syn. By abuse of notation we denote the
restriction of Ocrisn to the small site again by Ocrisn . In this situation we can show that the sheaves
Ocrisn on (Speck)syn are atWn-modules. From this result we derive a very important short exact
sequence of sheaves
0 Ocrism O
cris
m+n Ocrisn 0,
which is crucial for the construction of the gauges Gn in the next chapter.
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e following criterion of atness is well known (at least in the case of modules over a ring). We
state and proof it in the form which will be used in the sequel.
Lemma 4.3.17. — Let k be a perfect eld of characteristic p > 0 and let n ∈ N be an integer. For a
sheafF of Wn-modules on the small syntomic site of Speck the following are equivalent:
(i) F is a at sheaf of Wn-modules;
(ii) ker(pi) = im(pn−i) for all 0 ≤ i ≤ n.
Proof. — e proof follows closely [Mes72, Chapter I, Lemma 1.1]. We rst show (i) implies (ii).
We have the exact sequence
Wn Wn Wn
pn−i pi
and applying − ⊗F yields by (i) the exact sequence
F F F ,
pn−i pi
which gives (ii). For the converse we use the following criterion of [Bou06a,m. 1 and Prop. 1,
chap. III §5 No. 2] which holds with the same proof also for sheaves of modules:
e following are equivalent:
(i) F is a at sheaf ofWn-modules;
(ii) a) F /pF is a at sheaf of k-modules;
b) TorWn1 (Wm ,F ) = 0 for all m ≥ 0.
Since k is a eld, (a) is trivial. To show (b), we consider the exact sequence
0 Wn−i Wn Wi 0pi
and obtain by applying − ⊗F the exact sequence
0 TorWn1 (Wi ,F ) F /pn−iF F F /piF 0pi
But our assumption ker(pi) = im(pn−i) tells us that pi ∶F /pn−iF →F is injective and we must
thus have TorWn1 (Wi ,F ) = 0. ∎
To show that the sheaves Ocrisn are atWn-modules, we introduce the notion of a perfection of a
ring A of characteristic p > 0.
Definition 4.3.18. — Let A be a ring of characteristic p > 0.e perfection of A is a perfect ring
Ap−∞ of characteristic p > 0 together with a map i∶A→ Ap−∞ satisfying the following universal
property: Given any perfect ring B and a homomorphism of j∶A → B, there exists a unique
homomorphism φ∶Ap−∞ → B making the diagram
A B
Ap
−∞
j
i φ
commute.
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Obviously, the perfection of A is unique (up to unique isomorphism) if it exists. To construct the
perfection, let us denote the Frobenius endomorphism a ↦ ap of A be σ . We consider the diagram
A A A A ⋯σ σ σ σ
and set Ap−∞ the direct limit over this diagram. It is easy to see, that this ring satises the requiered
properties.e details may also be found in [Bou07b, Chap. V §1 No. 4].e map i∶A→ Ap−∞ is
the natural map of A to this direct limit and the kernel of i consists of the nilpotent elements of A.
Example 4.3.19. — Let k be a eld of characteristic p > 0.en kp−∞ is the inseparable closure
of k. ◂
Example 4.3.20. — Let A ∶= k[X1, . . . , Xm] be the polynomial ring over a perfect eld of char-
acteristic p > 0.e perfection of A is denoted by Ap−∞ ∶= k[X p−∞1 , . . . , X p−∞m ].is means that
for 1 ≤ i ≤ m and every s ∈ N there exists an element Y ∈ k[X p−∞1 , . . . , X p−∞m ] with Y ps = Xi .is
element Y will be denoted by X p
−s
i . Hence, the perfection of Amay be described as a polynomial
ring over k (since k is assumed to be perfect, the perfection of k is k itself) in innite many variables
X1, . . . , Xm , X p
−1
1 , . . . , X
p−1
m , X
p−2
1 , . . . , X
p−1
m , . . .
modulo the obvious relations. Note that the perfection of a polynomial ring is not Noetherian. ◂
We set for B = k[X1, . . . , Xm]
Bi ∶= k[X p−i1 , . . . , X p−in ].
en Bp−∞ = B∞ ∶= limÐ→i∈N Bi with the injective maps Bi → Bi+1 induced by X p−ij ↦ (X p−i−1j )p. We
note that
Bi ≅ B[Y1, . . . ,Ym]/(Y pi1 − X1, . . . ,Y pim − Xm).
us the maps Bi → Bi+1 are faithfully at p-th roots. Since any syntomic k-algebra can locally
(for the Zariski topology) be written as A = k[X1, . . . , Xm]/( f1, . . . , fr) for a (transversally) regular
sequence f1, . . . , fr , we set
Ai = k[X p−i1 , . . . , X p−im ]/( f1, . . . , fr)
and still have injective maps Ai → Ai+1 given by X p−ij ↦ (X p−i−1j )p. Using these maps we dene
A∞ = limÐ→i∈N Ai .is is not the perfection of A, but the Frobenius on A∞ is surjective and this is all
we need. Moreover, the maps Ai → Ai+1 are faithfully at syntomic morphisms. In particular each
Ai is a faithfully at syntomic k-algebra.e next easy lemma is a technical key step in proving the
atness of Ocrisn overWn.
Lemma 4.3.21. — Let A = k[X1, . . . , Xm]/( f1, . . . , fr) for a regular sequence f1, . . . , fr and let Ai
and A∞ be as above. LetF → G →H be a sequence of sheaves on (Speck)syn.en the sequence
0 F G H 0
is exact, if the sequence
0 F (SpecA∞) G (SpecA∞) H (SpecA∞) 0
is exact, whereF (SpecA∞) ∶= limÐ→i∈NF (SpecAi) and the same for G andH .
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Proof. — is is immediate from the fact that SpecAi+1 → SpecAi is a faithfully at syntomic
morphism. ∎
Remark 4.3.22. — Since the perfection of a Notherian ring A is in general not Noetherian, we
cannot evaluate a sheafF on (Speck)syn in Ap−∞ , because this may not be an object of our site.
at is the reason for the conventionF (SpecA∞) ∶= limÐ→i∈NF (SpecAi) in the lemma. ◃
Proposition 4.3.23. — Let the notations be as above.en the Wn-algebra Ocrisn (SpecA∞) is at.
Proof. — Step 1:We rst show theWn-linear isomorphism
Ocrisn (SpecA∞) ≅ (Wn(A∞)⊗Fn Wn)DP ,
where the DP-envelope is with repsect to the kernel of theWn-linear map σn∶Wn(A∞)⊗Fn Wn →
A∞ of section 2 page 64. Let us compute
limÐ→
i∈N O
cris
n (SpecAi) = limÐ→
i∈N H
0((SpecAi/Wn)CRIS,OSpecA i/Wn)
≅ H0((SpecA∞/Wn)CRIS,OSpecA∞/Wn)≅ (Wn(A∞)⊗Fn Wn)DP .
e rst isomorphism follows from [SGA72b, Exp. VI, 8.1 - 8.7] (compare the proof of theorem
4.2.16), and the second follows from proposition 4.2.13 or the remark following that proposition,
since the Frobenius is surjective on A∞.
Step 2: By step 1 it is enough to show that (Wn(A∞)⊗Fn Wn)DP is at overWn.erefor, consider
k[X p−∞1 , . . . , X p−∞m ], the perfection of the polynomial ring over k.e image of the regular sequence
f1, . . . , fr ∈ k[X1, . . . , Xm] in the perfection is again regular and is still denoted by f1, . . . , fr . Using
lemma 4.1.1 we can li this sequence to a regular sequence f̂1, . . . , f̂r inWn[X p−∞1 , . . . , X p−∞m ], since
the kernel of the natural surjection is (p), which is a nilpotent ideal. We get a natural surjection
s∶Wn[Xp−∞1 , . . . , Xp−∞m ] k[Xp−∞1 , . . . , Xp−∞m ]/( f1, . . . , fr) = A∞
with kernel I = (p, f̂1, . . . , f̂r). Let (Wn[X p−∞1 , . . . , X p−∞m ])DP be the DP-envelope with respect to I
and compatible with the canonical divided powers on pWn.
Step 3:ere is a canonical isomorphism
(Wn(A∞)⊗Fn Wn)DP (Wn[Xp−∞1 , . . . , Xp−∞m ])DP .
First, the canonical surjection k[X p−∞1 , . . . , X p−∞m ]→ A∞ gives a canonical surjection
s′∶Wn(k[X p−∞1 , . . . , X p−∞m ])→Wn(A∞).
Let (Wn(k[X p−∞1 , . . . , X p−∞m ]) ⊗Fn Wn)DP be the DP-envelope with respect to ker(σn ○ (s′ ⊗Fn
idWn)).e DP-envelope of an algebra (B, J) is by construction a quotient of ΓB(J) and the image
§3 Flatness ofO crisn 75
of ker(s′⊗Fn idWn) in (Wn(k[X p−∞1 , . . . , X p−∞m ])⊗Fn Wn)DP is zero. Applying [BO78, 3.20.7], we
obtain an isomorphism
(Wn(k[Xp−∞1 , . . . , Xp−∞m ])⊗Fn Wn)DP (Wn(A∞)⊗Fn Wn)DP .
On the other hand, there is a canonical isomorphism
(Wn(k[Xp−∞1 , . . . , Xp−∞m ]))⊗Fn Wn Wn[Xp−∞1 , . . . , Xp−∞m ]
induced by (g0, . . . , gn−1)↦ ∑n−1i=0 pi ĝpn−ii , where ĝi is a liing of gi toWn[X p−∞1 , . . . , X p−∞m ] (com-
pare page 64). Since the ideal (p) is nilpotent and has divided powers, this map is well-dened.
e composition σn ○ (s′ ⊗Fn idWn) now factors as
(Wn(k[Xp−∞1 , . . . , Xp−∞m ]))⊗Fn Wn Wn[Xp−∞1 , . . . , Xp−∞m ]
A∞
∼
σn○(s′⊗Fn idWn ) s
Hence we get the desired isomorphism
((Wn(k[Xp−∞1 , . . . , Xp−∞m ]))⊗Fn Wn)DP (Wn[Xp−∞1 , . . . , Xp−∞m ])DP
Step 4: Let us set B ∶=Wn[X p−∞1 , . . . , X p−∞m ] and f̂0 ∶= p.en I = ( f̂0, . . . , f̂r) is the kernel of the
surjection s∶B → A∞ (Step 2). We consider the ring
C ∶= (B ⊗Wn Wn[T0, . . . , Tm]/(T pn0 , . . . , T pnm ))/(T0 − f̂0, . . . , Tm − f̂m).
e canonical map B → C is surjective and gives an isomorphism BDP ≅ CDP , where BDP is the
DP-envelope of B with respect to I and CDP the DP-envelope of C with respect to the image of I in
C.e image of I in C is equal to the ideal (T0, . . . , Tm).
Step 5: By the criterion of atness of a regular sequence it follows that C is at over
S ∶=Wn[T0, . . . , Tm]/(T pn0 , . . . , T pnm ).
Now [BO78, 3.21] yields an isomorphism
CDP ≅ C ⊗S Wn⟨T0, . . . , Tm⟩.
It follows that CDP is at over Wn⟨T0, . . . , Tm⟩. SinceWn⟨T0, . . . , Tm⟩ is by construction a free
Wn-module, it is at overWn and so CDP is at overWn. Combining the isomorphism above with
the isomorphisms obtained in the previous steps, we nally get
(Wn(A∞)⊗Fn Wn)DP ≅ C ⊗S Wn⟨T0, . . . , Tm⟩.
us, (Wn(A∞)⊗Fn Wn)DP is at overWn. ∎
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Corollary 4.3.24. — e sheafOcrisn on (Speck)syn is at over Wn and we have an exact sequence
0 Ocrism O
cris
m+n Ocrisn 0.π ν
Remark 4.3.25. — In terms of the ring of Witt vectors one should think of the exact sequenece in
the following way: Consider the exact sequnece
Wm+n Wm+n Wm+n .pn pm
It is very easy to check that we have a commutative diagram with exact rows
Wm+n Wm+n Wm+n
0 Wm Wm+n Wn 0
pn pm
id
π ν
where pi∶Wm →Wm+n is given by (a0, . . . , am−1) ↦ (0, . . . , 0, apn0 , . . . , apnm−1) and ν∶Wm+n →Wn
by (a0, . . . , am+n−1)↦ (apm0 , . . . , apmn−1).e vertical maps are the natural truncations(a0, . . . , am+n−1)↦ (a0, . . . , am−1). ◃
Chapter
5
Gauges
This chapter contains the second part of the main theorem of this thesis. After
first introducing the notion of φ-rings and φ-gauges, we construct in the second
section a sheaf of rings on the small syntomic site of a perfect field, which is the
fundamental object in the theory of Fontaine and Jannsen. We proof some important
facts about this sheaf of rings. The last section deals with the connection between
p-torsionW-modules and p-torsion syntomic sheaves. We show that there is a pair
of adjoint functors. It is most important to note that the objects in chapter two
and in this chapter are quite different although they might seem to be quite similar.
The difference is that we required in chapter two the map φ to be a semi-linear
isomorphism, while in this chapter we require the map to be semi-linear and bijective.
§1 φ-rings, φ-modules and φ-gauges
is sections contains the main denitions of the new objects introduced by Fontaine and Jannsen.
Graded modules. — A graded ring R = ⊕r∈Z Rr is a commutative graded ring with
graduation indexed by Z. A graded R-module M is a module such that there is a decomposition into
abelian groupsM =⊕r∈ZMr and it holds Rs ⋅Mr ⊂ Ms+r . A homomorphism of graded R-modules
f ∶M → N is a homomorphism of modules in the usual sense such that f (Mr) ⊂ N r .e category
of graded R-modules is obviously R0-linear and abelian.
Tensor product of gradedmodules. — Let R be a graded ring andM and N be graded
R-modules. Under the canonical inclusion R0 → R the modules M and N can be considered as
R0-modules. We set (M ⊗R0 N)r ∶=⊕i+ j=rM i ⊗R0 N j for r ∈ Z and denote by Lr ⊂ (M ⊗R0 N)r
the subgroup generated by λx ⊗ y − x ⊗ λy for λ ∈ Rk , x ∈ M l and y ∈ N s with k + l + s = r. By the
construction of a tensor product we have
M ⊗R N =⊕
r∈Z(M ⊗R N)r
with (M ⊗R N)r = (M ⊗R0 N)r/Lr (see [Bou07a, Chap. III, §4 No. 8]).
77
78 Chapter 5 • Gauges
Tate twists. — Let i ∈ N be an integer. For a graded R-moduleM we dene the i-th Tate
twist of M to be the graded R-module M(i) with M(i)r ∶= M i+r .e functor M ↦ M(1) from
the category of graded R-modules to itself is an equivalence of categories with quasi-inverse given
by N ↦ N(−1). We have the following rules:
• M(0) = M;
• M(i)( j) = M(i + j) for all i , j ∈ Z;
• M(i) ≅ R(i)⊗R M for all i ∈ Z.
Definition 5.1.1. — A graded R-module M is called free of rank 1, if there is an isomorphism
M ≅ R(i) of graded R-modules for some i ∈ Z. A graded R-module is called free, if it is isomorphic
to a direct some of free graded R-modules of rank 1.
φ-rings. — Let R =⊕r∈Z Rr be a Z-graded commutative ring and f ∈ R1 and v ∈ R−1 be two
homogeneous elements. We set
R+∞ ∶= R/( f − 1) and R−∞ ∶= R/(v − 1).
is notation is justied by the simple fact that we have a canonical isomorphism of R0-modules
R+∞ ≅ limÐ→
r↦+∞R
r and R−∞ ≅ limÐ→
r↦−∞R
r ,
where the transition maps are given by f ∶Rr → Rr+1 and v∶Rr → Rr−1, respectively.
Definition 5.1.2. — A φ-ring is a quadruple (R, f , v , φ), where R is a Z-graded commutative
ring, f ∈ R1 and v ∈ R−1 are homogeneous elements and φ∶R+∞ → R−∞ is an isomorphism of
rings.
e following example of a φ-ring is one of the most important examples and will be treated in
detail in section 3. Section 2 is devoted to the construction of another fundamental example of a
φ-ring.
Example 5.1.3. — Let k be a perfect eld of characteristic p > 0 and W be the ring of Witt
vectors of k. We set R ∶=W[S , T]/(ST − p), where S is an indetermined in degree 1 and T is an
indetermined in degree −1. Let f be the image of S in R and v be the image of T in R.en R is a
Z-graded ring with R0 =W , f ∈ R1, v ∈ R−1 and f v = v f = p. Since p-multiplication is injective in
W , we see from the relation of f and v that multiplication with f respectively v is injective. Hence
we get identications R/( f − 1) ≅W and R/(v − 1) ≅W asW-modules. Using this identication,
we get the structure of a φ-ring by letting φ∶R+∞ → R−∞ be the Frobenius onW , which is a ring
isomorphism since k is assumed to be perfect. Replacing k by any perfect ring yields obviously also
an example of a φ-ring. ◂
§1 φ-rings, φ-modules and φ-gauges 79
φ-modules. — Let (R, f , v , φ) be a φ-ring. To avoid confusion we will denote the map
φ∶R+∞ → R−∞ by φR in the sequel. For a Z-graded R-moduleM we can consider the R+∞-module
M+∞ and R−∞-moduleM−∞, where
M+∞ ∶= R+∞ ⊗R M and M−∞ ∶= R−∞ ⊗R M .
Here, R+∞ is considered as R-module via the canonical map R → R/( f − 1) and similarly for R−∞.
Hence, we may also write
M+∞ = M/( f − 1)M and M−∞ = M/(v − 1)M .
As R0-modules we get also an identication
M+∞ ≅ limÐ→
r↦+∞M
r and M−∞ ≅ limÐ→
r↦−∞M
r .
Definition 5.1.4. — A φ-R-module is a pair (M , φM), where M is a Z-graded R-module and
φM ∶M+∞ → M−∞ is a homomorphism of groups such that
φM(λm) = φR(λ)φM(m)
for λ ∈ R+∞ and m ∈ M+∞.
We dene a morphism of φ-R-modules α∶ (M , φM) → (N , φN) to be a morphism of graded R-
modules α∶M → N (i.e. α(Mr) ⊂ N r for all r ∈ Z) such that for α+∞ ∶= idR+∞ ⊗ α∶R+∞ ⊗R M →
R+∞ ⊗R N and α−∞ ∶= idR−∞ ⊗ α the induced diagram
M+∞ N+∞
M−∞ N−∞
α+∞
α−∞
φM φN
commutes. Here, α+∞ is a morphism of R+∞-modules and α−∞ is a morphism of R−∞-modules.
With these denitions we get a categoryM(R, f , v , φ) of φ-R-modules over the φ-ring (R, f , v , φ).
Lemma 5.1.5. — e categoryM(R, f , v , φ) is abelian.
Proof. — Let (M , φM) and (N , φN) be two φ-modules.e direct sum is given by (M⊕N , φM ⊕
φN) and is easily seen to satisfy the universal property of a direct sum inM(R, f , v , φ). Let
α∶ (M , φM)→ (N , φN) be amorphismof φ-R-modules. LetK ∶= ker(α) be the kernel of α∶M → N
in the category of R-modules.en obviously K is again a Z-graded R-module. For each r ∈ Z we
have an exact sequence of R0-modules (and thus of the underlying abelian groups, which suces
for exactness questions)
0 Kr Mr N rα
and taking the direct limit, which is an exact functor, yields the commutative diagram (of abelian
groups) with exact rows
0 K+∞ M+∞ N+∞
0 K−∞ M−∞ N−∞
α+∞
α−∞
φK φM φN
A trivial diagram chase now shows that this gives amap φK ∶K+∞ → K−∞with the desired properties.
e existence of cokernels is even easier to prove. ∎
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φ-gauges. — Again, (R, f , v , φ) denotes a φ-ring.
Definition 5.1.6. — A φ-R-gauge is a φ-R-module (M , φM) such that
φM ∶M+∞ → M−∞
is an isomorphism of groups.
A morphism of φ-R-gauges is just a morphism of φ-R-modules. We denote the category of φ-R-
gauges by G(R, f , v , φ).is is by denition a full subcategory ofM(R, f , v , φ).
Proposition 5.1.7. — e category G(R, f , v , φ) is abelian.
Proof. — We show that G(R, f , v , φ) is stable under forming kernels.e other properties are
proved similarly. So let α∶ (M , φM)→ (N , φN) be a morphism of φ-R-gauges and (K , φK) be the
kernel of α in the category of φ-R-modules. We must show that (K , φK) is actually a φ-R-gauge,
i.e. the φR-linear map φK ∶K+∞ → K−∞ is an isomorphism of groups. But since φM and φN are
isomorphisms of abelian groups, the commutative diagram
0 K+∞ M+∞ N+∞
0 K−∞ M−∞ N−∞
α+∞
α−∞
φK φM φN
implies that φK is also an isomorphism of abelian groups. ∎
Tensor product and Tate twists. — If (M , φM) and (N , φN) are two φ-R-modules, we
have (M ⊗R N)+∞ = M+∞ ⊗R+∞ N+∞ and (M ⊗R N)−∞ = M−∞ ⊗R−∞ N−∞
and thus φM ⊗ φN endowsM ⊗R N with the structure of a φ-R-module. If (M , φM) and (N , φN)
are even φ-R-gauges, thenM ⊗R N is also a φ-R-gauge.
Since it holdsM(i)+∞ = M+∞ andM(i)−∞ = M−∞ for all i ∈ Z, we can extend the denition of
Tate twists to φ-R-modules and φ-R-gauges.
§2 The φ-ring Gn
We consider the small syntomic site over k with associated topos (Speck)syn.e sheavesO crisn are
atWn-modules and we have the exact sequence (see corollary 4.3.24)
0 O crism O
cris
m+n O crisn 0,π ν
is sequence will be called the fundamental exact sequence in the sequel.e goal is to construct a
graded sheaf of rings Gn on (Speck)syn for each n ∈ N.erefor, let r ∈ Z. If r ≤ 0 we set
G rn ∶= O crisn .
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e subring⊕r≤0 G rn is just the polynomial ring in one variable v with coecients in O crisn , i.e. for
each syntomic k-scheme X the sheaf G rn(X) is a free O crisn (X)-module of rank one with basis v−r .
e isomorphism is given by
O crisn ∋ 1 v−r ∈ G rn .
Under this identication, v may be identied with the section 1 ∈ O crisn = G −1n .e degree of v is
therefore −1.
Now let m, r ∈ N with m ≥ r and set
Ĝ rm ∶= ker(O crism O crism O crisr ).φ ν
Lemma 5.2.8. — Let X be a syntomic k-scheme and a ∈ Ĝ rm(X) be a section. en there is a
syntomic covering {Ui → X} and sections bi ∈ O crism (Ui) such that resU i ,X(a) = prbi .
Proof. — By denition of Ĝ rm we have φ(x) ∈ ker(ν).e fundamental exact sequence implies
ker(ν) = im(pi) andwe know that im(pi) = im(pm∶O crism → O crism ).is gives by the very denition
of the image sheaf the lemma. ∎
Informally, the lemma just says that Ĝ rm is the set of section of O crism , for which the Frobenius is
locally (for our topology) divisible by pr :
Ĝ rm = {a ∈ O crism ∣ φ(a) ∈ prO crism }
Since for xed r the sheaves Ĝ rm depend on m, we x n ∈ N and dene for m ≥ n + r
G rn ∶= coker(Ĝ rm Ĝ rm).pn
is is easily seen to be independent of m.
Lemma 5.2.9. — Let n, r ∈ N.e denition of
G rn = coker(Ĝ rm Ĝ rm)pn
does not depend on m ≥ n + r.
Proof. — First note that G rn = Ĝ rm ⊗Wm Wm/pn by atness of O crism . Now let s ≥ r be an integer. It
obviously holds pn+rO crisn+s ⊂ Ĝ rn+s and we have an exact sequence
O crisn+s O crisn+s O crisn+r 0.pn+r
ese two facts yield the exact sequence ofWn+s-modules
O crisn+s Ĝ rn+s Ĝ rn+r 0.pn+r
Applying − ⊗Wn+s Wn+s/pn to this sequence and noting that pn+rO crisn+s ⊂ pn ⋅ prO crisn+s ⊂ pnĜ rn+r we
nally obtain the isomorphism
Ĝ rn+s ⊗Wn+s Wn+s/pn ≅ Ĝ rn+r ⊗Wn+s Wn+s/pn . ∎
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e next step is to dene a ring structure on ⊕r∈Z G rn . So let X be a syntomic k-scheme and
n,m, r, s ∈ N with m ≥ max{n, r + s}. For a ∈ Ĝ rm(X) and b ∈ Ĝ sm(X) it holds: Locally φ(a) is
divisible by pr and φ(b) by ps. Hence we might nd a covering of X such that ab restricted to
each member of this covering is divisible by pr+s, i.e. ab ∈ Ĝ r+sm (X). By going to the quotient
modulo pn we get a well-dened multiplication G rn × G sn → G r+sn . For negative s the same as just
said applies with the only dierence that b need not be divisible by p, which does not matter, since
the degree drops and the product is divisible by pr since a is. Because multiplication in O crism is
commutative the same is true with r and s interchanged. It remains only to dene multiplication
with v∶G rn → G r−1n for r ≥ 1: It is induced by the inclusion Ĝ rm ⊂ Ĝ r−1m . For r ≤ 0 multiplication has
already been dened above. Summing up, we have constructed a graded sheaf of rings
Gn ∶=⊕
r∈Z G rn
on (Speck)syn.
Proposition 5.2.10. — For all n ∈ N the sheaf G rn is at over Wn for any r ∈ N.
Proof. — It is enough to show that the map G rm → G rn induced by pn−m∶G rn → G rn is injective for
0 ≤ m ≤ n. We have the exact sequence
Ocrisn+r Ocrisn+r Ocrisn+r ,pm+r pn−m
which yields the exact sequence
Ocrisn+r Ĝ rn+r Ĝ rn+rpm+r pn−m
since pm+rOcrisn+r ⊂ Ĝ rn+r . Moreover, it holds
pm+rOcrisn+r ⊂ pm ⋅ prOcrisn+r ⊂ pmĜ rn+r
and this implies that the map G rm → G rn induced by pn−m∶G rn → G rn is injective. ∎
Corollary 5.2.11. — ere is for all m, n ∈ N an exact sequence
0 Gm Gm+n Gn 0.π ν
In order to get on Gn the structure of a φ-ring, we have to dene the global sections f ∈ G 1n(k) and
v ∈ G −1n (k) = Ocrisn (k) and a morphism of sheaves of rings
φ∶G +∞n G −∞n .
e section v has already been constructed above. For all m ∈ N we have Ocrism (k) = Wm and
p ∈Wm. For n ∈ N and m ≥ n + 1 the image of p belongs to Ĝ 1m(k) and we dene f as the image
of p in G 1n(k). en we have f v = v f = p. Now we dene the map φ: By construction we have
G −∞n = Ocrisn . Let r ∈ N and U be a syntomic k-scheme. For x ∈ G rn(U) = (Ĝ rm / pnĜ rm)(U)
and some m ≥ n + r there is a syntomic U-scheme V and a y ∈ Ĝ rm(V) such that x∣V = y¯, where
y¯ ≡ y mod pn. Moreover, we can nd a syntomic V-scheme W and a z ∈ Ocrism (W) such that
φO crism (y∣W) = prz. e existance of such coverings follows by unwinding the denitions. Let
z′ ∈ Ocrisn (W) be the image of z ∈ Ocrism (W) under the map ν∶Ocrism → Ocrisn .
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Lemma 5.2.12. — e element z′ ∈ Ocrisn (W) is independent of all choices made.
Proof. — Step 1: It follows from lemma 5.2.9 that z′ is independent of m ≥ n + r.
Step 2: We show that z′ is independent of y ∈ Ĝ rm(V). Choosing y1, y2 ∈ Ĝ rm(V) such that
y¯1 = x∣V = y¯2 means that y1 = y2 + pna for some a ∈ Ĝ rm(V).en
φ(y1∣W) = φ(y2∣W) + pnφ(a∣W)
and we see that φ(y1∣W) ≡ φ(y2∣W) mod pn.
Step 3: Let V1 and V2 two syntomic U-schemes with the required properties. en V1∐V2 is a
common renement and we may assume that V2 is a syntomic V1-scheme. Since x∣V2 = (x∣V1)∣V2
we get the independence of the chosen coverings. A similar argument shows the indepence ofW .∎
Since z′ is independent of all choices, it follows that z′ actually belongs toOcrisn (U) for x ∈ G rn(U). In
this way we obtain a map ϕr ∶G rn → Ocrisn by x ↦ z′. For x ∈ G rn it obviously holds ϕr(x) = ϕr+1( f x).
us, these maps ϕr induces a map
φ∶ limÐ→
f
G rn O
cris
n
and we are done. e main theorem will be proved in a forthcomming paper by Fontaine and
Jannsen.
Theorem 5.2.13. — e map φ∶G +∞n → G −∞n is an isomorphism of rings.
With this theorem the construction of the φ-ring Gn is complete.
§3 φ-Gauges over perfect fields
Now k is a perfect eld of characteristic p > 0 andW the ring of Witt vectors of k. For a natural
number n ∈ N the ring of Witt vectors of length n is as usual denoted byWn. We will compute the
global sections of the sheaf Gn over Speck. We already know that Ocrisn (Speck) ≅Wn by corollary
4.2.15.is is an isomorphism ofWn-algebra, but we are only interested in it as an isomorphism of
rings. By construction we have
Ĝ rm ∶= ker(O crism O crism O crisr )φ ν
for m, r ∈ N with m ≥ r. Since the Frobenius is an automorphism ofWn we obtain
Ĝ rm(Speck) ≅Wm−r .
UsingWm−r/pn ≅Wn for n ≤ m − r it follows immediately
G rn(Speck) ≅Wn .
Under this identication the map φ∶G +∞n → G −∞n is just the usual Frobenius onWn. So we are led
to consider the following φ-ring D.
84 Chapter 5 • Gauges
φ-W-Gauges. — Consider the graded ringW[S , T], where deg S = 1 and degT = −1.e
ideal (ST − p) is homogenous and we get a graded ring D ∶=W[S , T]/(ST − p).e images of
S and T are denoted by f and v respectively. Sometimes we may also write D =W[ f , v], where
deg f = 1, deg v = −1 and f v = v f = p. We turn D into a φ-ring by observing D+∞ = D−∞ = W
and dening the map φ∶W →W to be the Frobenius, which is an isomorphism of rings, since k is
perfect.
Definition 5.3.14. — A D-module is a nitely generated graded module over D.
LetM =⊕r∈ZMr be a D-module.en we may viewM as a diagram
⋯ Mr−1 Mr Mr+1 ⋯ ,fr−2 fr−1 fr fr+1vr+2vr+1vrvr−1
where fr ∶Mr → Mr+1 is the map induced by m ↦ f ⋅m and analogously for vr . Moreover, we must
have vr+1 ○ fr = fr−1 ○vr = p for all r ∈ Z. SinceM is assumed to be nitely generated, we may choose
generators m1, . . . ,ms and assume without lost of generality that mi is homogeneous of degree
di . en there is a surjection ⊕si=1 D(−di) → M mapping 1 in D(−di) to mi . Let n1, . . . , nl be
homogeneous generators of the kernel of this map.en for r ≥ max{deg ni , d j ∣ 1 ≤ i ≤ l , 1 ≤ j ≤ s}
the maps fr are isomorphisms and for r ≤ min{−deg ni ,−d j ∣ 1 ≤ i ≤ l , 1 ≤ j ≤ s} the maps vr are
isomorphisms.us, a D-module can actually be viewed as a nite diagram
Ma ⋯ Mr−1 Mr Mr+1 ⋯ Mb ,fa fr−2 fr−1 fr fr+1 fb−1vbvr+2vr+1vrvr−1va−1
since we have fr−1 = p ⋅ v−1r for r ≤ a and vr+1 = p ⋅ f −1r for r ≥ b und hence there is no new
information in these degrees.
Definition 5.3.15. — A D-module is called eective, if it can be given by a nite diagram as above
with a ≥ 0.
For aW-algebra Awe introduce the following D-module A(−i):
deg ∶ i − 1 i i + 1
⋯ A A A ⋯p p = =
pp==
Here, p denotes multiplication by p.
Definition 5.3.16. — A D-moduleM is called free, ifM ≃⊕di=0 D(−di) for some di ∈ Z.
e proof of the next lemma is easy and le to the reader.
Lemma 5.3.17. — Let M =⊕di=0W(−di) be a D-module for some di ∈ Z.
(i) M is a free D-module isomorphic to⊕di=0 D(−di).
(ii) M is eective, if and only if di ≥ 0 for all i = 0, . . . , d.
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For the convenience of the reader we give the denition of a φ-modules and a φ-gauge in this
context, since we use a slightly dierent terminology compared with the general setting.
Definition 5.3.18. —
(i) A φ-W-module M is a D-module together with a σ-linear map φ∶M+∞ → M−∞.
(ii) A φ-W-gauge M is a φ-W-module such that the induced map
φ∶M+∞ M−∞
is an isomorphism of groups.
Remark 5.3.19. — By lemma 1.2.15 we know that in this special case, a σ-linear bijective map is
the same as a σ-linear isomorphism. ◃
We note that there are φ-W-gauges, which are equal as D-modules, but not as φ-W-gauges.
Example 5.3.20. — Let M = D(0)⊕ D(0) be a free D-module with basis e1, e2. Let φ1∶M+∞ =
We1 ⊕We2 → M−∞ =We1 ⊕We2 be the idendity on the underlying abelian groups and let φ2 be
the map interchanging e1 and e2. We get two dierentW-gauges (M , φ1) and (M , φ2), which are
equal as D-modules. ◂
We have seen in chapter 2 that to every F-crystal over k we can associate an φ-F-gauge overW .
e last remak tells us that φ-F-gauges are the same as φ-W-gauges. But one has to be very careful,
since in general these two notions are dierent.
Let C be the functor from chapter 2, which assigns to an F-crystal over k a φ-W-gauge.
Proposition 5.3.21. — Let (M , ϕ) be an F-crystal over k.en the φ-W-gauge C(M , ϕ) is free
as D-module.
Proof. — SinceW is a discrete valuation ring with maximal ideal (p), the theory of elementary
divisors apply and we can choose a W-basis e11 , . . . , e1n1 , . . . , e
s
1 , . . . , esns of M
(F) and a W-basis
f 11 , . . . , f 1n1 , . . . , f
s
1 , . . . , f sns of M such that Φ♯ is given with respect to these bases by the diagonal
matrix ⎛⎜⎝
pd1 ⋅ In1 ⋱
pds ⋅ Ins
⎞⎟⎠ ,
where In is the idendity matrix of rank n and di ∈ Z with di < d j for i < j. It follows that we can
write
Mr = ⎧⎪⎪⎨⎪⎪⎩⊕
s
j=1⊕n ji=1W(F)e ji , for r < d1,⊕sj=1⊕n ji=1 pmax{pr−d j ,0}W(F)e ji , for r ≥ d1.
Fix j for the moment and consider for r > d j theW-module
n j⊕
i=1 pr−d jW(F)e ji .
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We have an isomorphism
n j⊕
i=1W(F)e ji →
n j⊕
i=1 pr−d jW(F)e ji
induced by p-multiplication. Using these isomorphisms, it is easily seen that the gauge Ig(M , Φ)
is as D-module isomorphic to
s⊕
j=1
n j⊕
i=1W(F)(−d j).
Freeness follows from Lemma 5.3.17. ∎
Reduction of φ-W-gauges. — Given a φ-W-gaugeM and an integer n ∈ N, we consider
the graded D-module M ∶= M/pn ∶= ⊕r∈ZMr/pnMr .e maps f r and vr are the induced ones.
Since limÐ→ commutes with⊗, we haveM−∞ = M−∞/pnM−∞ andM+∞ = M+∞/pnM+∞. Hence the
σ-linear isomorphism φ induces a σ-linear isomorphism φ∶M−∞ → M+∞.is is an isomorphism
ofWn ∶=W/pn-modules. Let us denote by Dn the reduction of D modulo pn.en we can dene
Dn-modules and φ-Wn-gauges just analogously to D-modules and φ-W-gauges. Our discussion
shows that the reduction of a φ-W-gaugeM modulo pn yields a φ-Wn-gaugeM.
Example 5.3.22. — Consider the σ-W-gaugeW(−i).e reduction modulo pn is then the gauge
deg ∶ i − 1 i i + 1
⋯ Wn Wn Wn ⋯p p = =pp==
where p denotes the map given by 1↦ p ⋅ 1.is gauge is denoted byWn(−i). ◂
Remark 5.3.23. — In the above example, the map p is actually the same as p-multiplication. But
in general one has to be carefull. For example consider the D-module
⋯ W pW p2W ⋯p p p p⊃⊃⊃⊃
and reduce modulo p. We get
⋯ W/p pW/p2 p2W/p3 ⋯p p p p⊃⊃⊃⊃
Now, the map p∶W/p → pW/p2 is not multiplication by p (which is zero), but the map induced
by p-multiplication onW , namely 1 mod p ↦ p ⋅ 1 mod p2. is is actually an isomorphism of
W1-modules. On the other hand, the map " ⊃ "∶ pW/p2 →W/p is the zero map. But this is exactly
what one expects, since the given D-module is isomorphic toW(−i) for some i and hence one
exspects the reduction to be isomorphic toWn(−i). ◃
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Rigid Dn-modules. — Fix an integer n ∈ N.
Definition 5.3.24. —
(i) A Dn-moduleM is called strict, if the map( f∞r , v∞r )∶Mr → M+∞ ⊕M−∞
is injective for all r ∈ Z.
(ii) A Dn-moduleM is called quasi-rigid, if
ker( f nr ) = im(vnr+n) and ker(vnr ) = im( f nr−n)
holds for all r ∈ Z.
(iii) A Dn-module is called rigid, if it is strict and quasi-rigid.
Lemma 5.3.25. —
(i) If M is a strict Dn-module, then ker( f nr ) = ker( f∞r ) and ker(vnr ) = ker(v∞r ) for all r ∈ Z.
(ii) A Dn-module M is strict, if and only if
ker( f nr ) ∩ ker(vnr ) = 0
for all r ∈ Z.
Proof. — (i) We clearly have ker( f nr ) ⊂ ker( f∞r ). Let x ∈ ker( f∞r ).en( f∞r+n , v∞r+n)( f nr (x)) = ( f∞r (x), pnv∞r (x))= 0,
and hence f nr (x) = 0, forM is strict.e proof for v is similar.
(ii) By (i) neccessity is clear. For the converse we show that
ker( f knr ) ∩ ker(v lnr ) = 0
for all k, l ∈ N. For k = l = 1 this is our assumption. Suppose, we have already shown that
ker( f knr ) ∩ ker(vnr ) = 0
for some k ∈ N. Let x ∈ ker( f (k+1)nr ) ∩ ker(vnr ).en( f nr+kn , vnr+kn)( f knr (x)) = 0
and thus f knr (x) = 0 by assumption.is yields x ∈ ker( f knr ) ∩ ker(vnr ) = 0. Now x k ∈ N and a
similar induction over l shows
ker( f knr ) ∩ ker(v lnr ) = 0.
Since a Dn-module is by denition nitely generated, the maps fr and v−r are isomorphisms for
r ≫ 0.us, ker( f∞r ) = ker( f knr ) for k ≫ 0 and ker(v∞r ) = ker(v lnr ) for l ≫ 0. ∎
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Lemma 5.3.26. —
(i) If M is a strict Dn-module such that all Mr are free Wn-modules, then the reduction M/psM
is again a strict Ds-module for all 1 ≤ s ≤ n − 1.
(ii) If M is a quasi-rigid Dn-module, then the reduction M/psM is a quasi-rigid Ds-module for all
1 ≤ s ≤ n − 1.
(iii) Let M be a quasi-rigid Dn-module.en we have ℓ(Mr) = ℓ(Mr+1) for all r ∈ Z, where ℓ(−)
denotes the length of a Wn-module.
Proof. — (i) Let r ∈ Z and x ∈ Mr with f sx = ps y and vsx = psz for some y ∈ Mr+s and z ∈ Mr−s.
en f nvn−sx = f spn−sx = 0 and similarly vspn−sx = 0. By strictness ofM it follows pn−sx = 0. But
Mr is a freeWn-module and hence we must have x = psa for some a ∈ Mr .
(ii) Let r ∈ Z and x ∈ Mr with f sr (x) = ps y for some y ∈ Mr+s. Writing ps = f sr ○ vsr+s we get
f sr (x − vsr+s(y)) = 0 and in particular x − vsr+s(y) ∈ ker( f nr ), since s ≤ n. ButM is quasi-rigid, so
there is an z ∈ Mr+n with x − vsr+s(y) = vnr+n(z).is yields x = vsr+s(y − vn−sr+n(z)).
(iii) For r ∈ Z there are by quasi-rigidity exact sequences
0 im( f nr ) Mr+n im(vnr+n) 0
0 im(vnr+n) Mr im( f nr ) 0
ofWn-modules.is implies by the additivity of the length
ℓ(Mr) = ℓ(Mr+n)
for all r ∈ Z. ButM is nitely generated as Dn-module. Hence it holdsMr = Mr+1 for r ≫ 0, which
gives the claim. ∎
Lifting φ-W-Gauges. — LetM be a φ-W-gauge, which is free as D-module. We claim that
under one mild restriction there is an F-crystal (M̃ , ϕ) such that C(M̃ , Φ) is isomorphic toM as
φ-W-gauge.
Definition 5.3.27. — A D-moduleM is called strict, if the reduction modulo p is strict.
Example 5.3.28. — We consider the D-module
W W W
= p=p
and its reduction mod p
k k k.
= 0=0
is D-module is not strict. ◂
Proposition 5.3.29. — Every free D-module is strict.
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Proof. — e reduction of the D-moduleW(−i) is
deg ∶ i − 1 i i + 1
⋯ W1 W1 W1 ⋯0 0 = =00==
which is clearly strict. Since every free D-module is a nite direct sum of modules of the above
type, the proposition follows. ∎
We call a gauge strict, if the underlying module is strict.
Corollary 5.3.30. — Let (M , ϕ) be an F-crystal over k.en C(M , Φ) is a strict free φ-W-gauge.
Proof. — We have already seen in Proposition 5.3.21 that C(M , ϕ) is free and hence the claim
follows from the proposition. ∎
e main theorem of this section is the following.
Theorem 5.3.31. — Let M be a free φ-W-gauge. en there is an F-rystal (M̃ , ϕ) such that
C(M̃ , ϕ) = M as φ-W-gauge.
Proof. — eW-module M−∞ is free and we dene M̃ ∶= M−∞F . Since M is free as D-module,
we can write
M = s⊕
j=1
n j⊕
i=1W(−d j).
In particular,M−∞ is a freeW-module of rank∑sj=1 n j. Choose a basis e11 , . . . , e1n1 , . . . , es1 , . . . , esns
of M−∞.en, we let Φ(e ji) ∶= pd jφ(e ji) be the Frobenius-linear injective map Φ∶ M̃ → M̃ ⊗F B.
is yields an isocrystal (M̃ , ϕ), and one veries immediately that this F-crystal induces the given
gauge. ∎
We end this section by giving another characterization of free D-modules.
Lemma 5.3.32. — Let M be a D-module such that each Mr is torsion free.en the reduction mod
pn of M is quasi-rigid. In particular, the reduction of a free D-module is quasi-rigid.
Proof. — Every torsion free module over a principal ideal domain is free. us, every Mr is a
freeW-module. Since p-multiplication is injective on freeW-modules, we see that the maps fr
and vr are all injective. We denote by the reduction map. Let x ∈ ker( f nr ). is means that
f nr (x) ∈ pnMr+n.us, there is a y ∈ Mr+n such that f nr (x) = pn y.is implies
f nr (x) = pn y = f nr (vnr+n(y)),
and because of the injectivity of fr we have x = vnr+n(y), i.e. x ∈ im(vnr+n).e reverse inclusion
im(vnr+n) ⊂ ker( f nr ) is clear.e equality ker(vnr+n) = im( f nr ) is shown similarly. ∎
Theorem 5.3.33. — A D-module M is free, if and only if M is strict and every Mr is torsionfree as
W-module.
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Proof. — Neccessity is clear by Proposition 5.3.29. For the converse consider the reduction mod
p ofM. By our assumption,M/pM is strict and the above lemma implies thatM/pM is actually
rigid. By Lemma 5.3.26 all Mr a nite dimensional k-vector spaces of the same dimension. By
strictness, we can write
Mr = ker( fr)⊕ ker(vr)⊕ Br ,
where Br is zero for all but nite many r ∈ Z, sinceM is nitely generated. Let d1,⋯ , ds be these
integers, for which Br ≠ 0. Letting n j ∶= dimBd j , we have
M/pM ≃ s⊕
j=1
n j⊕
i=1 D1(−d j).
is can be lied and we obtain
M ≃ s⊕
j=1
n j⊕
i=1 D(−d j). ∎
§4 The adjoint functors Γ∗Gn and Γ∗
Again, k denotes a perfect eld of characteristic p > 0 andW the ring of Witt vectors of k. We
consider the topos (Speck)syn associated to the small syntomic site of Speck.e small Zariski site
of Speck gives the trivial topos.e morphism of topoi
Γ = (Γ∗, Γ−1)∶ (Speck)syn (Speck)Zar
can thus be described as follows: IfF is an abelian sheaf on syn(Speck), then Γ∗(F ) =F (k) is
an abelian group, and ifM is any abelian group, then Γ−1(M) is the constant sheaf associated toM.
Recall that we have Ocrisn (k) =Wn(k) by corollary 4.2.15.
Definition 5.4.34. — LetR = (Rn)n∈N be a family of sheaves of rings on (Speck)syn such that
for all n ∈ N we have an isomorphism of sheaves of ringsRn+1/pn ≅Rn.enR is called a p-adic
ring.
Example 5.4.35. — We know by the exact sequence in corollary 4.3.24 that Ocris = (Ocrisn )n∈N is a
p-adic ring. Moreover, corollary 5.2.11 tells us that G = (Gn)n∈N is also a p-adic ring. ◂
Definition 5.4.36. — LetR = (Rn)n∈N be a p-adic ring on (Speck)syn.enR is called at, if
there is an exact sequence
Rn Rn Rn
p pn−1
for all n ∈ N.
Example 5.4.37. — Corollary 4.3.24 tells us that Ocris is at and proposition 5.2.10 tells us that G
is at. ◂
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Definition 5.4.38. — LetR = (Rn)n∈N be a p-adic ring on (Speck)syn. A p-torsionR-module
on (Speck)syn is a p-torsion abelian sheafM on (Speck)syn such that for all n ∈ N the kernel of
pn-multiplicationMn has a structure ofRn-module and the diagram
Rn+1 ×Mn+1 Mn+1
Rn ×Mn Mn
commutes. Amorphism of p-torsionR-modules is a morphism of the underlying abelian sheaves,
which satises the obvious compatibility conditions. e category of p-torsion R-modules is
denoted by Gp−tor(R).
SinceW is a discrete valuation ring with maximal ideal pW , torsionW-modules and p-torsionW-
modules are the same in this case. LetM be a torsionW-module.enwe canwriteM = limÐ→n∈NMn.
We want to associate a Ocris-module to M. First assume that M is killed by pn for some n ∈ N.
enM = Mn and we set Γ∗Wn(M) = Γ−1(Mn)⊗Wn Ocrisn , i.e. the sheacation of the presheaf
U Γ−1(Mn)⊗Wn Ocrisn (U).
Obviously, the functor Γ∗Wn is le adjoint to Γ∗, since this is true for the functor Γ−1 and the
statement follows from that like in the classical case. Actually, ifM is an Ocrisn -module, then
Γ∗(M ) =M (Speck) is aWn-module. For an arbitrary torsionW-moduleM we set
Γ∗W(M) ∶= limÐ→
n∈N(Γ−1(Mn)⊗Wn Ocrisn ).
Hence we get a functor Γ∗W ∶Gp−tor(W)→ Gp−tor(Ocris). It is clear that the functor Γ∗W is le adjoint
to Γ∗.
Let D = W[ f , v] with the relation f v = v f = p and the isomorphism of rings D+∞ = W →
W = D−∞ given by the Frobenius onW .is is a φ-ring and by reduction we have the φ-rings
Dn = D/pn.e canonical isomorphism D = lim←Ðn∈N Dn implies that D is a at p-adic ring. IfM is
a Dn-module, we dene Γ∗Dn(M) ∶= Γ−1(M)⊗Dn Gn, i.e. the sheacation of
U Γ−1(Mn)⊗Dn Gn(U).
e discussion above immediately shows that Γ∗Dn is le adjoint to Γ∗. Moreover, ifM is aGn-module,
then Γ∗(M ) is a Dn-module. IfM is any p-torsion D-module, we can writeM = limÐ→n∈NMn, where
Mn is the kernel of pn-multiplication onM, and set
Γ∗D(M) ∶= limÐ→
n∈N(Γ−1(Mn)⊗Dn Gn).
We nally obtain a functor
Γ∗D ∶Gp−tor(D)→ Gp−tor(G ).
Theorem 5.4.39. — e functor Γ∗D is fully faithful.e restriction of the global section functor Γ∗
to the essential image of Γ∗D is a quasi-inverse.
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Proof. — Fix n ∈ N.e adjointness of Γ∗ and Γ∗Dn gives
HomGn(Γ∗Dn(M),N ) HomDn(M , Γ∗(N )).≃
IfN is in the essential image of Γ∗Dn , then there exists a Dn-module N such that
N ≅ Γ∗Dn(N).
By the construction of our functors Γ∗ and Γ∗Dn and since (Speck)Zar is trivial we have
Γ∗(Γ∗Dn(N)) ≅ N .
Using this together with the adjointness property yields an isomorphism
HomGn(Γ∗Dn(M), Γ∗Dn(N)) ≅ HomDn(M ,N).
Taking the direct limit over all n ∈ N proves the theorem. ∎
Remark 5.4.40. — e proof of the theorem is actually a special case of the following formal fact
about adjoint pairs: Let C andD be categories and let
C DL
R
be a pair of adjoint functors, where L is le adjoint to R.en there exists a morphism of functors
ε∶ idC R ○ L
called the unit of the adjunction.en L is fully faithful if and only if ε∶R ○ L is an isomorphism
(see [KS06, proposition 1.5.6 (ii)]). ◃
As an immediate consequence of the theorem we obtain the following corollary.
Corollary 5.4.41. —
(i) If M is a φ-module over D, then Γ∗D(M) is a φ-module over G and the restriction of Γ∗D to
φ-modules is fully faithful.
(ii) If M is a φ-gauge over D, then Γ∗D(M) is a φ-module over G and the restriction of Γ∗D to
φ-gauges is fully faithful.
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