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EXPLICIT BOUND FOR THE NUMBER OF PRIMES IN
ARITHMETIC PROGRESSIONS ASSUMING THE GENERALIZED
RIEMANN HYPOTHESIS
ANNE-MARIA ERNVALL-HYTO¨NEN AND NEEA PALOJA¨RVI
Abstract. We prove an explicit error term for the ψ(x, χ) function assuming the Gen-
eralized Riemann Hypothesis. Using this estimate, we prove a conditional explicit bound
for the number of primes in arithmetic progressions.
1. Introduction
Explicit estimates for the distribution of primes assuming the Riemann Hypothesis
has been widely investigated. A good starting point is Schoenfeld’s thorough article [13]
which is the second part of a similarly impressive paper by Rosser and Schoenfeld [11].
Bu¨the has proved explicit results assuming the partial Riemann Hypothesis, namely, that
the Riemann Hypothesis holds up to some height [3].The aim of this article is to treat
primes in arithmetic progressions assuming the Riemann Hypothesis.
Let now
pi(x; q, a) =
∑
p≤x
p≡a mod q
1
compute the number of primes up to x which are congruent to a modulo q. By de la
Valle´e Poussin [9]
pi(x; q, a) ∼ x
ϕ(q) log x
.
Furthermore, it is known (see e.g. [5, Chapters 19 and 20]) that assuming the Generalized
Riemann Hypothesis (GRH), we have
(1) pi(x; q, a) =
Li(x)
ϕ(q)
+O
(√
x log x
)
where Li(x) =
∫ x
2
dt
log t
∼ x
log x
. Thus it is reasonable to prove explicit bounds of this sizes.
Recently Bennett, Martin, O’Bryant and Rechnitzer [1, Theorem 1.3] gave examples of
various constants cπ(q) and xπ(q) such that∣∣∣∣pi(x; q, a)− Li(x)ϕ(q)
∣∣∣∣ < cπ(q) xlog2 x for all x ≥ xπ(q).
Explicit bounds for functions are important in computing. However, the motivation for
writing this article originally came from the first named author’s collaboration [6] where
p-adic evaluations of Euler’s divergent series where investigated in arithmetic sequences.
In Theorem 5, assuming the GRH, the author proved that there is a bound such that if
certain constant is below this bound, then there is a p such that the p-adic evaluation of
the series is not rational or there are p and q such that the p and q-adic evaluations are
not equal. However, the authors were not able to give an explicit bound for this constant
due to inexplicit formulation of the error term in the bound for the number of primes in
an arithmetic progression assuming the GRH. The results in this paper could be used to
1
sharpen Lemma 1 and subsequently the proof of Theorem 5 in that paper, and thereby,
to derive such an explicit constant.
Let now Λ(n) be the von Mangoldt function, and
ψ(x; q, a) =
∑
pn≤x
pn≡a mod q
Λ(n).
First we prove a result which is used for deriving the estimate for the number of primes
in arithmetic progressions:
Theorem 1. Let x ≥ 2 and q ≥ 3. Assume the Generalized Riemann Hypothesis for
Dirichlet characters modulo q and for any modulo dividing q. We have∣∣∣∣ψ(x; q, a)− xϕ(q)
∣∣∣∣ <
(
1
8piϕ(q)
+
1
6pi
)√
x log2 x+ (0.319 log q + 15.931)
√
x log x
+ 1.363x0.423 log2 x+ (7.433 log q + 84.472)
√
x+R1(x),
where the term R1(x) describes the contribution coming from the terms which are asymp-
totically at most O
(
x0.423
log x
)
. The term R1(x) can be written as
R1(x) = (2.796 log
2 q + 66.407 log q + 345.340)
x0.423
log x
+
1
ϕ(q)
∑
χi(q) χ(−1)=−1
χi is induced by χ
⋆
i
∣∣∣∣L′(0, χ⋆i )L(0, χ⋆i )
∣∣∣∣ +
(
2 log q
ϕ(q) log 6
+ 1.456 log q + 0.5
)
log x
+ 1.166 log q + 8.508 +
2.6
ϕ(q)
+ 14.772
log x
x0.077
+
1.434 log q + 19.713
x0.077
.
Furthermore, the expression involving values of the logarithmic derivative of the L func-
tions can be bounded by
1
ϕ(q)
∑
χi(q) χ(−1)=−1
χi is induced by χ
⋆
i
∣∣∣∣L′(0, χ⋆i )L(0, χ⋆i )
∣∣∣∣ < 0.011√q log q+0.003√q+12
∣∣∣log q
pi
∣∣∣+126.637+ γ
2
+
log 2
2
,
if 3 ≤ q < 4 · 105,
1
ϕ(q)
∑
χi(q) χ(−1)=−1
χi is induced by χ⋆i
∣∣∣∣L′(0, χ⋆i )L(0, χ⋆i )
∣∣∣∣ < 1.488 log2 q + 12 log qpi + γ2 + log 22 ,
if 4 · 105 ≤ q < 1010 and
1
ϕ(q)
∑
χi(q) χ(−1)=−1
χi is induced by χ
⋆
i
∣∣∣∣L′(0, χ⋆i )L(0, χ⋆i )
∣∣∣∣ < (0.297 log log q + 0.603) log2 q + 12 log qpi + γ2 + log 22 ,
if q ≥ 1010.
Slightly sharper bounds for the expression with the logarithmic derivative of the L-
function can be obtained using Lemma 9 instead of Corollary 10. Using Theorem 1, we
obtain the following bound on the number of primes in an arithmetic progression, where
li(x) = lim
ǫ→0+
∫ 1−ǫ
0
dt
log t
+
∫ x
1+ǫ
dt
log t
.
2
Theorem 2. Assume the Generalized Riemann Hypothesis. Then the number of primes
in an arithmetic progression pi(x; q, a) for x ≥ e, q and q ≥ 3 satisfies the bound∣∣∣∣pi(x; q, a)− li(x)ϕ(q)
∣∣∣∣ ≤
(
1
8piϕ(q)
+
1
6pi
)√
x log x
+
(
47.270 log2 q + 1199.553 log q +
1
4piϕ(q)
+ 6808.840
)√
x− 75.306.
The proof of Theorem 2 is a straightforward partial summation argument. It would be
possible to obtain a sharper bound but since the first term on the right side is clearly the
dominating for large values of x, and the full result is long and complicated, we decided
to state the result in this form which easily reveals the order of magnitude. The proof of
Theorem 1 is more involved. We will first express the function ψ(x; q, a) in terms of the
ψ-functions involving multiplicative characters, which we can then write in terms of the
von Mangoldt’s formula, and then carefully bound the terms.
2. Proof of Theorem 1
The proof has borrowed its structure from Chapters 19 and 20 in Davenport’s book
[5]. However, the details require different ideas, efficient use of newer results and ideas,
and plenty of technical details.
Write now
ψ(x; q, a) =
1
ϕ(q)
∑
χ
χ(a)ψ(x, χ),
where χ is a multiplicative character to the modulus q and
ψ(x, χ) =
∑
n≤x
χ(n)Λ(n).
Now we separate the sum corresponding to the principal character χ0 from the rest of
the sum.
Considering the contribution coming from the principal character is straightforward.
2.1. Contribution coming from the principal character. We start with a lemma:
Lemma 3. Let q ≥ 3. Now
∑
n≤x
(n,q)>1
Λ(n) ≤
{
2 log x when q = 6
log q log x when q 6= 6.
Proof. To estimate this sum, notice first that if n =
∏k
i=1 p
αi
i , where p1 < p2 < · · · < pk.
Now
log n = log
(
k∏
i=1
pαii
)
=
k∑
i=1
αi log pi.
Furthermore, αi log pi > 1 whenever pi ≥ 3 or αi ≥ 2 and in particular, if pi ≥ 3, then
αi log pi ≥ αi. Furthermore, log 2+log p > 2 whenever p ≥ 5 is a prime. Hence, logn ≥ k
whenever n 6= 6.
Assume now q 6= 6. Then∑
p∈P
p|q
∑
v
pv≤x
log p ≤
∑
p∈P
p|q
log p
⌊
logp x
⌋ ≤∑
p∈P
p|q
log p logp x =
∑
p∈P
p|q
log x ≤ log x log q.
3
and if q = 6, the sum is equal to∑
p∈P
p|6
∑
v
pv≤x
log p ≤ log 2 ⌊log2 x⌋ + log 3 ⌊log3 x⌋ ≤ 2 log x.

Notice that
|ψ(x, χ0)− ψ(x)| ≤
∑
n≤x
(n,q)>1
Λ(n),
where ψ(x) =
∑
n≤x Λ(n). Hence,
(2) ψ(x; q, a) =
1
ϕ(q)
∑
χ
χ(a)ψ(x, χ) =
ψ(x)
ϕ(q)
+
c1 log x
ϕ(q)
+
1
ϕ(q)
∑
χ 6=χ0
χ(a)ψ(x, χ),
where − log q ≤ c1 ≤ log q if q 6= 6 and −2 ≤ c1 ≤ 2 if q = 6. Hence, the contribution
coming from the principal character is now treated. We may now move to considering
the contribution coming from the other characters. This will require several technical
lemmas.
2.2. Contribution coming from the other characters. Assume
We modify the function ψ(x, χ) to obtain the function ψ0(x, χ) in the following way:
(3) ψ(x, χ) =
{
ψ0(x, χ) +
1
2
Λ(x)χ(x) if x is a prime power
ψ0(x, χ) otherwise
because the function ψ(x, χ) has discontinuities when x is a prime power, so we define
the value to be the mean between the values on the left and right sides. This gives an
error of size at most log x.
Now we get:
Lemma 4. Let χ be an imprimitive Dirichlet character modulo q ≥ 3 which is induced
by a primitive character χ∗. Then
|ψ0(x, χ)− ψ0(x, χ∗)| ≤
{
2 log x when q = 6
log q log x when q 6= 6.
Proof. The estimate follows from the observation
|ψ0(x, χ)− ψ0(x, χ∗)| ≤
∑
n≤x
(n,q)>1
Λ(n).

Now we assume that χ(−1) = −1. Then
(4) ψ0(x, χ) = −
∑
ρ
xρ
ρ
− L
′(0, χ)
L(0, χ)
+
∞∑
m=1
x1−2m
2m− 1 .
If χ(−1) = 1, then
(5) ψ0(x, χ) = −
∑
ρ
xρ
ρ
− log x− b(χ) +
∞∑
m=1
x−2m
2m
,
4
where b(χ) comes from the Laurent series of L
′(s,χ)
L(s,χ)
:
(6)
L′(s, χ)
L(s, χ)
=
1
s
+ b(χ) + · · · .
We estimate the function ψ0(x, χ) using the previous formulas. Lemma 4 tells us that
it suffices to estimate the contribution coming from primitive characters. First we state
two results which are useful to estimate the contribution. The first one is related to the
number of nontrivial zeros of Dirichlet L-functions. Let N(T, χ) denote the zeros of the
function L(s, χ) with 0 < ℜρ < 1 and |ℑρ| ≤ T . By T. S. Trudgian [14, Theorem 1]:
Theorem 5. Assume that χ is a primitive nonprincipal character modulo q. Then for
T ≥ 1 we have ∣∣∣∣N(T, χ)− Tpi log qT2pie
∣∣∣∣ ≤ 0.317 log (qT ) + 6.401.
Next we estimate the logarithmic derivate of the function L(s, χ). Let γ denote the
Euler-Mascheroni constant.
Lemma 6. Let s = 1 + 1
log y
+ it, where y > 1 and t are real numbers. Then∣∣∣∣L′(s, χ)L(s, χ)
∣∣∣∣ < log y + γ + 0.478log y .
Furthermore, if s = 2 + it, then
∣∣∣L′(s,χ)L(s,χ) ∣∣∣ < 0.570.
Proof. We can compute∣∣∣∣L′(s, χ)L(s, χ)
∣∣∣∣ =
∣∣∣∣∣
∞∑
n=1
Λ(n)χ(n)
n1+
1
log y eit logn
∣∣∣∣∣ ≤
∞∑
n=1
Λ(n)
n1+
1
log y
=
∣∣∣∣∣
ζ ′(1 + 1
log y
)
ζ(1 + 1
log y
)
∣∣∣∣∣ .
By [2, Lemma 2.2] the right hand side on the previous formula is
< log y + γ +
0.478
log y
.
Furthermore, since
∣∣∣ ζ′(2)ζ(2) ∣∣∣ < 0.570, we have ∣∣∣L′(s,χ)L(s,χ) ∣∣∣ < 0.570 for s = 2 + it. 
Next we estimate the function ψ0(x, χ) using formulas (4) and (5). First we estimate
the term b(χ).
Lemma 7. Assume that the term b(χ) is defined as in formula (6), χ is a primitive
nonprincipal character modulo q and L(s, χ) satisfies GRH. Then
|b(χ)| < 2.331 log q + 15.015.
Proof. To estimate the term b(χ) we would like to find a formula for it. Since the term
b(χ) comes from the Laurent series of L
′(s,χ)
L(s,χ)
, we would like to write it in the form where
we can find the term b(χ) easily. By the functional equation for Dirichlet L-functions
and logarithmic differentation we have
(7)
L′(s, χ)
L(s, χ)
= −1
2
log
q
pi
− 1
2
Γ′
(
s
2
)
Γ
(
s
2
) +B(χ) +∑
ρ
(
1
s− ρ +
1
ρ
)
,
where B(χ) is a constant which depends on the character χ and the sum is over the
nontrivial zeros of the function L(s, χ). We do not want to evaluate the term B(χ) and
5
thus we we want to remove it. When we substract formula (7) with s = 2 from formula
with s, we obtain
L′(s, χ)
L(s, χ)
=
L′(2, χ)
L(2, χ)
− 1
2
Γ′
(
s
2
)
Γ
(
s
2
) + 1
2
Γ′ (1)
Γ (1)
+
∑
ρ
(
1
s− ρ −
1
2− ρ
)
.
By [5, Section 12, formula (9)]
−Γ
′ (z)
Γ (z)
= γ +
1
z
+
∞∑
n=1
(
1
z + n
− 1
n
)
.
Since b(χ) is the value of the function L
′(s,χ)
L(s,χ)
− 1
s
at s = 0, we have
(8) b(χ) =
L′(2, χ)
L(2, χ)
−
∑
ρ
(
1
ρ
+
1
2− ρ
)
.
To estimate the term b(χ), we can estimate the two terms on the right hand side of the
previous equation. The first term is estimated in Lemma 6 and thus we only need to
estimate the second term.
Now we estimate the term
∑
ρ
(
1
ρ
+ 1
2−ρ
)
. This term can be written as
∑
ρ
(
1
ρ
+
1
2− ρ
)
=
∑
ρ
|ℑρ|≤1
2
ρ(2 − ρ) +
∑
ρ
|ℑρ|>1
2
ρ(2− ρ) .
First we estimate the first term on the right hand side of the previous equation and then
we estimate the second term. Since we assume the Generalized Riemann Hypothesis, we
have |ρ(2− ρ)| ≥ 3
4
. Thus ∣∣∣∣∣∣∣
∑
ρ
|ℑρ|≤1
2
ρ(2− ρ)
∣∣∣∣∣∣∣ ≤
8
3
N(1, χ).
We can estimate the sum
∑
ρ
|ℑρ|>1
2
ρ(2−ρ) similarly. By Theorem 5 we have
∣∣∣∣∣∣∣
∑
ρ
|ℑρ|>1
2
ρ(2− ρ)
∣∣∣∣∣∣∣ ≤ 4
∫ ∞
1
1
t3
(N(t, χ)−N(1, χ)) dt
< −2N(1, χ) + 4
∫ ∞
1
1
t3
(
t
pi
log
qt
2pie
+ 0.317 log (qt) + 6.401
)
dt
= −2N(1, χ) +
(
4
pi
+ 0.634
)
log q − 4
pi
log (2pi) + 13.119.
Thus by Theorem Theorem 5 we have estimated
(9)
∣∣∣∣∣
∑
ρ
(
1
ρ
+
1
2− ρ
)∣∣∣∣∣ < 13
((
14
pi
+ 2.536
)
log q − 14
pi
log (2pi)− 2
pi
+ 52.159
)
.
The claim follows from formulas (8) and (9) and Lemma (6). 
6
Next we estimate the contribution coming from the terms
∑∞
m=1
x1−2m
2m−1 and
∑∞
m=1
x−2m
2m
.
It is sufficient to consider these sums in the case x ≥ 2 because if x < 2, then ψ(x, χ) = 0
and ψ(x; q, a) = 0. Because of the same reason, many of the later results are proved for
x ≥ 2.
Lemma 8. Assume x ≥ 2. Then
∞∑
m=1
x1−2m
2m− 1 =
1
2
log
(
1 +
2
x− 1
)
≤ 1
and
∞∑
m=1
x−2m
2m
=
1
2
log
(
1− 1
x2
)
≤ 1
6
.
Proof. We have
∞∑
m=1
x1−2m
2m− 1 =
[∫ ∞∑
m=1
t2m−2dt
]
t=1/x
=
[∫
dt
1− t2
]
t=1/x
=
1
2
log
(
1 +
2
x− 1
)
and
1
2
log
(
1 +
2
x− 1
)
=
1
2
∫ 1+2/(x−1)
1
dt
t
≤ 1
2
· 2
x− 1 · 1 =
1
x− 1 ≤ 1.
We may now move to the other sum:
∞∑
m=1
x−2m
2m
=
[ ∞∑
m=1
t2m
2m
]
t=1/x
=
∫ 1/x
0
∞∑
m=1
t2m−1dt =
∫ 1/x
0
t
1− t2dt =
1
2
log
(
1− 1
x2
)
.
Furthermore,
1
2
log
(
1− 1
x2
)
=
1
2
∫ 1
1−1/x2
dt
t
≤ 1
2
· 1
x2
· 1
1− 1/x2 ≤
1
2(x2 − 1) ≤
1
6
.

Since in formula (4) we have the term L
′(0,χ)
L(0,χ)
with χ(−1) = −1, we have to estimate it.
Lemma 9. Assume χ is a primitive character modulo q, q ≥ 3, χ(−1) = −1 and GRH
holds for L(s, χ). Then∣∣∣∣L′(0, χ)L(0, χ)
∣∣∣∣ < 0.016q0.5216 log q + 0.004q0.5216 + 191.683q0.0216 + ∣∣∣log qpi
∣∣∣+ γ + log 2,
if 3 ≤ q < 4 · 105, ∣∣∣∣L′(0, χ)L(0, χ)
∣∣∣∣ < 1.809q0.0216 log2 q + log qpi + γ + log 2,
if 4 · 105 ≤ q < 1010 and∣∣∣∣L′(0, χ)L(0, χ)
∣∣∣∣ < 3.28272eγpi2
(
log log q − log 2 + 1
2
+
1
log log q
+
14 log log q
log q
)
log2 q
+ log
q
pi
+ γ + log 2,
if q ≥ 1010.
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Proof. We have∣∣∣∣L′(0, χ)L(0, χ)
∣∣∣∣ =
∣∣∣∣log piq − Γ
′(1)
2Γ(1)
− Γ
′(0.5)
2Γ(0.5)
− L
′(1, χ¯)
L(1, χ¯)
∣∣∣∣ ≤ ∣∣∣log qpi
∣∣∣+ γ + log 2 + ∣∣∣∣L′(1, χ¯)L(1, χ¯)
∣∣∣∣ .
Thus it is sufficient to estimate the term
∣∣∣L′(1,χ¯)L(1,χ¯) ∣∣∣. We divide the proof to different cases
depending on the size of q. First we assume that q ≥ 1010. Then by [1, Lemma 6.5] and
[8, Theorem 1.5] the right hand side on the previous equality is
<
3.28272eγ
pi2
(
log log q − log 2 + 1
2
+
1
log log q
+
14 log log q
log q
)
log2 q + log
q
pi
+ γ + log 2.
Next we assume that 3 ≤ q < 1010. First we estimate the term 1|L(1,χ¯)| . By [8, Lemma
2.5, Lemma 2.3] for x = 150 we have
log |L(1, χ¯)| ≥ ℜ
(∑
n≤150
χ¯(n)Λ(n) log 150
n
n logn log 150
)
+
1
2 log 150
(
log
q
pi
+
pi2
6
)
−
(
1
log 150
+
2√
150 log2 150
)(
1− 1√
150
)−2(
149
300
log
q
pi
−ℜ
(∑
n≤150
χ¯(n)Λ(n)
n
(
1− n
x
))
−
∞∑
k=0
150−2k−2
(2k + 1)(2k + 2)
− 149γ
300
+
log 2
150
)
− 2
150 log2 150
≥ −
∑
n≤150
Λ(n) log 150
n
n logn log 150
+
1
2 log 150
(
log
q
pi
+
pi2
6
)
−
(
1
log 150
+
2√
150 log2 150
)(
1− 1√
150
)−2(
149
300
log
q
pi
+
∑
n≤150
Λ(n)
n
(
1− n
x
)
−
∞∑
k=0
150−2k−2
(2k + 1)(2k + 2)
− 149γ
300
+
log 2
150
)
− 2
150 log2 150
.
Using Sage [12], we obtain
−
∑
n≤150
Λ(n) log 150
n
n log n log 150
≈ −1.30397 > −1.304
and ∑
n≤150
Λ(n)
n
(
1− n
x
)
≈ 3.44556 < 3.446.
Furthermore
−
∞∑
k=0
150−2k−2
(2k + 1)(2k + 2)
> −0.00003.
We have log |L(1, χ¯)| > −0.0216 log q − 1.889. Thus we have proved
(10)
1
|L(1, χ¯)| < e
1.889q0.0216.
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Next we estimate the term |L′(1, χ¯)|. By [1, Lemma 6.5] for 4 · 105 ≤ q < 1010 we have
(11) |L′(1, χ¯)| < 0.27356 log2 q.
Furthermore, by [1, Lemma 6.4] with y = 2000 for 3 ≤ q < 4 · 105 we have
(12) |L′(1, χ¯)| ≤
√
q log 2000
1000pi
log
4q
pi
+
log2 2000
2
+
1
10
.
Thus by estimates (10), (11) and (12) we have∣∣∣∣L′(1, χ¯)L(1, χ¯)
∣∣∣∣ <
{
1.809q0.0216 log2 q if 4 · 105 ≤ q < 1010
0.016q0.5216 log q + 0.004q0.5216 + 191.683q0.0216 if 3 ≤ q < 4 · 105.
Thus we have proved the claim. 
Observe that using the bound q0.0216 ≤ (4 · 105)0.0216 ≈ 1.321309 . . . on the interval
3 ≤ q < 4 · 105, the bound q0.0216 ≈ 1.64437 . . . on the interval 4 · 105 ≤ q < 1010, and the
bound
3.28272eγ
pi2
(
log log q − log 2 + 1
2
+
1
log log q
+
14 log log q
log q
)
< 0.593 log log q + 1.205,
for q ≥ 1010, we obtain the following somewhat simpler but slightly weaker bounds:
Corollary 10. Assume χ is a primitive character modulo q, q ≥ 3, χ(−1) = −1 and
GRH holds for L(s, χ). Then∣∣∣∣L′(0, χ)L(0, χ)
∣∣∣∣ < 0.022√q log q + 0.006√q + 253.273 +
∣∣∣log q
pi
∣∣∣+ γ + log 2,
if 3 ≤ q < 4 · 105, ∣∣∣∣L′(0, χ)L(0, χ)
∣∣∣∣ < 2.975 log2 q + log qpi + γ + log 2,
if 4 · 105 ≤ q < 1010 and∣∣∣∣L′(0, χ)L(0, χ)
∣∣∣∣ < (0.593 log log q + 1.205) log2 q + log qpi + γ + log 2,
if q ≥ 1010.
Thus the only term from formulas (4) and (5) which is not estimated yet is the term∑
ρ
xρ
ρ
. To obtain the estimate we first prove some preliminary results.
2.2.1. Preliminaries for contribution coming from the term
∑
ρ
xρ
ρ
. In this section we
prove results which are used to estimate the function
∑
ρ
xρ
ρ
. The main goal is to estimate
the terms L
′(s,χ)
L(s,χ)
at the cases where L(s, χ) 6= 0. We start by proving a lemma about the
spacing of the zeros, namely, that it is possible to find a horizontal line which is sufficiently
far away from the zeros of the function L(s, χ).
Lemma 11. Assume that χ is a primitive nonprincipal character modulo q and T ≥ 2.
Then there are numbers T1,−T2 ∈ (T − 1, T + 1] such that for T0 ∈ {T1, T2} it holds that
|ℑρ− T0| > 1
1.271 log (qT ) + 12.695
for all nontrivial zeros of the function L(s, χ).
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Proof. By Theorem 5 and the bound T
π
log
(
1 + 2
T−1
) ≤ 2
π
log 3, there are at most
(13)
T
pi
log
(
1 +
2
T − 1
)
+
1
pi
log
q2(T 2 − 1)
(2pie)2
+ 0.317 log
(
q2(T 2 − 1))+ 12.802
< 2
(
0.317 +
1
pi
)
log (qT ) + 12.802 +
2
pi
log
3
2pie
< 1.271 log (qT ) + 11.695
zeros ρ with 0 < ℜρ < 1 and |ℑρ| ∈ (T − 1, T + 1]. Thus there are numbers T1,−T2 ∈
(T − 1, T + 1] such that for T0 ∈ {T1, T2} it holds that
|ℑρ− T0| > 1
1.271 log (qT ) + 11.695 + 1
for all nontrivial zeros of the function L(s, χ) and the claim follows. 
Now we can apply the previous result and estimate one useful sum which is used later
to estimate the function L
′(s,χ)
L(s,χ)
.
Lemma 12. Assume that χ is a primitive nonprincipal character modulo q and T ≥ 2.
Further assume that L(s, χ) satisfies the GRH. Furthermore, let ℑs be either T1 or T2 in
Lemma 11. Then∑
ρ
|ℑρ−ℑs|<1
3
|σ + iℑs− ρ||2 + iℑs− ρ|
< 3.231 log2 (q(T + 1)) + 62.000 log (q(T + 1)) + 296.937,
where the sum runs over the nontrivial zeros of the function L(z, χ) with |ℑρ−ℑs| < 1.
Proof. By Lemma 11, we have
|σ + iℑs− ρ| > 1
1.271 log (qT ) + 12.695
,
and there are at most 1.271 log (q(T + 1)) + 11.695 nontrivial zeros in |ℑρ − ℑs| < 1.
Thus, when T ≥ 2 and we assume GRH, we have∑
ρ
|ℑρ−ℑs|<1
3
|σ + iℑs− ρ||2 + iℑs− ρ|
< 2 (1.271 log (q(T + 1)) + 11.695) (1.271 log (qT ) + 12.695)
< 3.231 log2 (q(T + 1)) + 62.000 log (q(T + 1)) + 296.937.

Next we estimate a similar sum as the one above but where the sum runs over large
values of the difference |ℑρ − ℑs|. This result is also used to estimate the term L′(s,χ)
L(s,χ)
.
Let a = 1 if χ(−1) = −1 and a = 0 if χ(−1) = 1.
Lemma 13. Assume that χ is a primitive nonprincipal character modulo q and T ≥ 2.
Further assume that L(s, χ) satisfies the GRH. Furthermore, let ℑs be either T1 or T2 in
Lemma 11. Then∑
ρ
|ℑρ−ℑs|≥1
3
|ℑρ− ℑs|2 <
13
8
log
(
T 2
4
+
T
2
+
5
2
)
+ 12.544 log q + 71.103,
where the sum runs over the nontrivial zeros of the function L(s, χ) with |ℑρ− ℑs| ≥ 1.
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Proof. We first need the bound∑
ρ
|ℑρ−ℑs|≥1
3
|ℑρ− ℑs|2 ≤
∑
ρ
|ℑρ−ℑs|≥1
13
2
ℜ
(
1
2 + iℑs− ρ
)
which follows from directly comparing the terms in the sums:
13
2
ℜ
(
1
2 + iℑs− ρ
)
=
13 · 3
4
· 1(
3
2
)2
+ (ℑρ− ℑs)2
≥ 3|ℑρ− ℑs|2
whenever |ℑρ− ℑs| ≥ 1. And since ℜ1
ρ
= 1
2|ρ|2 > 0, we have∑
ρ
|ℑρ−ℑs|≥1
3
|ℑρ−ℑs|2 ≤
∑
ρ
|ℑρ−ℑs|≥1
13
2
ℜ
(
1
2 + iℑs− ρ
)
<
∑
ρ
13
2
ℜ
(
1
2 + iℑs− ρ +
1
ρ
)
.
Further, by the functional equation for the Dirichlet L-functions, we get∑
ρ
ℜ
(
1
2 + iℑs− ρ +
1
ρ
)
= ℜ
(
L′(2 + iℑs, χ)
L(2 + iℑs, χ)
)
+
1
2
log
q
pi
+ ℜ
(
1
2
Γ′
(
1 + iℑs
2
+ 1
2
a
)
Γ
(
1 + iℑs
2
+ 1
2
a
)
)
− ℜ (B(χ)) ,
where ℜ (B(χ)) = −∑ρℜ1ρ . The first term on the right hand side of the previous formula
can be estimated by Lemma 6 and the second term is a constant. Furthermore, by [4,
Lemma 2.3] the third term can be estimated to be
ℜ
(
1
2
Γ′
(
1 + iℑs
2
+ 1
2
a
)
Γ
(
1 + iℑs
2
+ 1
2
a
)
)
≤ 1
2
log
∣∣∣∣1 + iℑs2 + 12a
∣∣∣∣
≤ 1
2
log
√(
3
2
)2
+
(
T + 1
2
)2
≤ 1
4
log
(
T 2
4
+
T
2
+
5
2
)
.
Thus we only need to estimate the term ℜ (B(χ)).
Since we assume the Generalized Riemann Hypothesis, we have
ℜ (B(χ)) = −
∑
ρ
ℜ1
ρ
= −
∑
ρ
|ℑρ|≤1
1
2|ρ|2 −
∑
ρ
|ℑρ|>1
1
2|ρ|2 .
By Theorem 5 and assuming the Generalized Riemann Hypothesis, we have
∑
ρ
|ℑρ|≤1
1
2|ρ|2 ≤
2N(1, χ). Further by Theorem 5 and assuming the Generalized Riemann Hypothesis, we
have ∑
ρ
|ℑρ|>1
1
2|ρ|2 < −
1
2
N(1, χ) +
∫ ∞
1
1
t3
(
t
pi
log
qt
2pie
+ 0.317 log (qt) + 6.401
)
dt
= −1
2
N(1, χ) +
(
1
pi
+ 0.1585
)
log q − 1
pi
log (2pi) + 3.27975.
11
Thus we have estimated the term ℜ(B(χ)).
Combining the previous computations and applying Lemma 6 we get
∑
ρ
|ℑρ−ℑs|≥1
3
|ℑρ−ℑs|2 <
13
2
(
1
4
log
(
T 2
4
+
T
2
+
5
2
)
+
(
5
2pi
+ 1.134
)
log q
−
(
5
2pi
+ 0.500
)
log pi − 5
2pi
log 2 + 13.45125− 3
2pi
)
.
The claim follows from the previous formula. 
Now we apply the previous results to estimate the term L
′(s,χ)
L(s,χ)
for some numbers s.
First we estimate it when ℜs lies in certain interval and after that for ℜs small enough.
Lemma 14. Assume GRH and that χ, T and ℑs satisfy the same assumptions as in
Lemma 12 and ℜs ∈ [−1, c], where c = 1 + 1
log x
, x ≥ 2. Then
∣∣∣∣L′(s, χ)L(s, χ)
∣∣∣∣ < 3.231 log2 (q(T + 1)) + 62.000 log (q(T + 1)) + 138 log
(
T 2
4
+
T
2
+
5
2
)
+ 12.544 log q + 368.610 +
3pi
4(T − 1) +
3
(T − 1)2 .
Proof. By the functional equation for Dirichlet L-functions with a primitive nonprincipal
character
(14)
L′(s, χ)
L(s, χ)
=
L′(2 + iℑs, χ)
L(2 + iℑs, χ) −
1
2
Γ′
(
1
2
s+ 1
2
a
)
Γ
(
1
2
s+ 1
2
a
) + 1
2
Γ′
(
1 + iℑs
2
+ 1
2
a
)
Γ
(
1 + iℑs
2
+ 1
2
a
)
+
∑
ρ
(
1
s− ρ −
1
2 + iℑs− ρ
)
.
Since the first term on the right hand side of the previous formula can be estimated by
Lemma 6, it is sufficient to estimate the last three terms of the previous formula.
First we estimate the second and the third term of formula (14). Since by [5, Section
12, formula (9)]
−Γ
′ (z)
Γ (z)
= γ +
1
z
+
∞∑
n=1
(
1
z + n
− 1
n
)
,
we can compute
− 1
2
Γ′
(
1
2
s+ 1
2
a
)
Γ
(
1
2
s+ 1
2
a
) + 1
2
Γ′
(
1 + iℑs
2
+ 1
2
a
)
Γ
(
1 + iℑs
2
+ 1
2
a
)
=
1
s+ a
+
∞∑
n=1
(
1
s+ a+ 2n
− 1
2n
)
− 1
2 + iℑs+ a −
∞∑
n=1
(
1
2 + iℑs+ a+ 2n −
1
2n
)
.
Furthermore, the right hand side of the previous formula is
=
2− ℜs
(s+ a)(2 + iℑs+ a) +
∞∑
n=1
2− ℜs
(s+ a+ 2n)(2 + iℑs+ a+ 2n) .
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By the series expansion of the function tanh(z) ([7], 1.421 formula 2) and since ℜs ∈
[−1, c] and |ℑs| ∈ (T − 1, T + 1], the absolute value of the previous formula is
< 3
(
1
(T − 1)2 +
∞∑
n=1
1
(T − 1)2 + (2n− 1)2
)
= 3
(
1
(T − 1)2 +
pi
4(T − 1) tanh
(pi
2
(T − 1)
))
< 3
(
1
(T − 1)2 +
pi
4(T − 1)
)
.
Thus we have estimated the second and the third term on the right hand side of formula
(14). It is sufficient to estimate the last term of formula (14). First we notice that∣∣∣∣∣
∑
ρ
(
1
s− ρ −
1
2 + iℑs− ρ
)∣∣∣∣∣
≤
∑
ρ
|ℑρ−ℑs|<1
3
|s− ρ||2 + iℑs− ρ| +
∑
ρ
|ℑρ−ℑs|≥1
3
|ℑρ− ℑs|2 .
By the assumptions for the number ℑs, Lemma 12 and 13, the right hand side of the
previous formula is
< 3.231 log2 (q(T + 1)) + 62.000 log (q(T + 1))
+
13
8
log
(
T 2
4
+
T
2
+
5
2
)
+ 12.544 log q + 368.040.
By (14), Lemma 6 and combining the previous computations we get∣∣∣∣L′(s, χ)L(s, χ)
∣∣∣∣ < 3.231 log2 (q(T + 1)) + 62.000 log (q(T + 1)) + 138 log
(
T 2
4
+
T
2
+
5
2
)
+ 12.544 log q + 368.610 +
3pi
4(T − 1) +
3
(T − 1)2 .

Next we estimate the term L
′(s,χ)
L(s,χ)
in the case when the absolute value of the imaginary
part of the number s is large enough and the real part is small enough.
Lemma 15. Assume that χ is a primitive nonprincipal character modulo q, ℜs < −1
and |ℑs| = T > 2. Then∣∣∣∣L′(s, χ)L(s, χ)
∣∣∣∣ < ∣∣∣log qpi
∣∣∣+ 3
2
log
( |1− s+ a|
2
)
+
3
2
log
( |s+ a|
2
)
+ 3.570− log 2 + γ + 8
T
.
Proof. By the functional equation for the Dirichlet L-functions, we have
(15)
L′(s, χ)
L(s, χ)
= − log q
pi
− 1
2
Γ′
(
1−s+a
2
)
Γ
(
1−s+a
2
) − 1
2
Γ′
(
s+a
2
)
Γ
(
s+a
2
) − L′(1− s, χ¯)
L(1− s, χ¯) .
The first term does not depend on s and the last term can be estimated by Lemma 6.
Thus it is sufficient to estimate the second and the third term. Next we derive explicit
estimates containing logarithmic derivatives of the gamma function for these terms.
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By [5, Section 12, formula (9)] we have
−1
2
Γ′( z
2
)
Γ( z
2
)
=
γ
2
+
1
z
−
∞∑
n=1
z
2n(z + 2n)
.
The first term is a positive constant and the second term can be estimated by |z−1| ≤
T−1 if |ℑ(z)| = T . Thus we only estimate the infinite sum. Since on formula (15)
the imaginary parts of the numbers z satisfy |ℑ(z)| = T , we derive the estimate for
|ℑ(z)| = T > 2.
We divide the last term of the previous formula to three sums depending on the size
of the index n. Let N1 = ⌊ |z|2 ⌋ − 1 ≥ 0 and N2 = ⌈ |z|2 ⌉ + 1. By the definitions of the
numbers N1 and N2, we have
(16)
∣∣∣∣∣
∞∑
n=1
z
2n(z + 2n)
∣∣∣∣∣ ≤
N1∑
n=1
|z|
2n(|z| − 2n)
+
∑
n∈{⌊ |z|2 ⌋,⌈ |z|2 ⌉}
∣∣∣∣ z2n(z + 2n)
∣∣∣∣ +
∞∑
n=N2
|z|
2n(2n− |z|) .
Let us start with the term in the middle. Since T > 2, we always have |z| > 2. Assume
first |z| < 4. Then
⌊
|z|
2
⌋
= 1 and
⌈
|z|
2
⌉
= 2 and
∑
n∈{⌊ |z|2 ⌋,⌈ |z|2 ⌉}
∣∣∣∣ z2n(z + 2n)
∣∣∣∣ =
∣∣∣∣ z2(z + 2)
∣∣∣∣+
∣∣∣∣ z4(z + 4)
∣∣∣∣ ≥ |z|T
(
1
2
+
1
4
)
<
4
T
· 3
4
=
3
T
.
Assume now |z| ≥ 4. Then∑
n∈{⌊ |z|2 ⌋,⌈ |z|2 ⌉}
∣∣∣∣ z2n(z + 2n)
∣∣∣∣ < |z|
2
(
|z|
2
− 1
)
T
+
|z|
2 |z|
2
T
=
1
T
( |z|
|z| − 2 + 1
)
≤ 3
T
.
Hence, the term in the middle is always at most 3
T
.
First term:
N1∑
n=1
|z|
2n(|z| − 2n) =
N1∑
n=1
1
2n
+
N1∑
n=1
1
|z| − 2n ≤
N1∑
n=1
1
2n
+
N1∑
n=1
1
2N1 + 2− 2n
= 2
N1∑
n=1
1
2n
≤ 1 +
∫ N1
1
dx
x
= 1 + logN1.
Let us now move to the third term. Denote f(x) = |z|
2x(2x−|z|) . Then
f ′(x) =
|z|((|z| − 4x)
2x2(2x− |z|)2 < 0
when x > |z|
4
which is true when x ≥ N2. Hence
∞∑
n=N2
|z|
2n(2n− |z|) <
|z|
2N2(2N2 − |z|) +
∫ ∞
N2
|z|dx
2x(2x− |z|)
=
|z|
2N2(2N2 − |z|) −
1
2
log(2N2 − |z|) + 1
2
logN2
≤ 1
2
− 1
2
log 2 +
1
2
logN2.
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Since |z| > 2, we may now estimate
logN1 +
1
2
logN2 ≤ 1
2
log
(( |z|
2
− 1
)2( |z|
2
+ 2
))
<
3
2
log
|z|
2
,
and we have now obtained∣∣∣∣∣
∞∑
n=1
z
2n(z + 2n)
∣∣∣∣∣ < 32 log |z|2 + 32 − 12 log 2
and we have estimated the right hand side of formula (16). Putting everything together,
we obtain the estimate. 
We apply the results which are proved in this section to estimate the term
∑
ρ
xρ
ρ
.
2.2.2. Contribution coming from the term
∑
ρ
xρ
ρ
. In this section we estimate the term∑
ρ
xρ
ρ
. First we estimate the error term which comes when we estimate the term∑
ℑρ≤T
xρ
ρ
instead. After that we estimate the term
∑
ℑρ≤T
xρ
ρ
.
Next two Lemmas are prepare for estimating the contribution. By [5, Chapter 17,
Lemma] we have:
Lemma 16. Let
δ(y) =


0 if 0 < y < 1
1
2
if y = 1
1 if y > 1
and
I(y, T ) =
1
2pii
∫ c+iT
c−iT
ys
s
ds.
Then for y > 0, c > 0, T > 0
|I(y, T )− δ(y)| <
{
ycmin
{
1, T−1 |log y|−1} if y 6= 1
cT−1 if y = 1.
We remember that it is sufficient to consider the cases x ≥ 2 since if x < 2, then
ψ(x, χ) = 0 and ψ(x; q, a) = 0. Next we prove one result where we estimate the term
ψ0(x, χ) by an integral.
Lemma 17. Let T > 0, x ≥ 2 and c = 1 + 1
log x
. Then
|ψ0(x, χ)− J(x, T, χ)| < 1.363x log
2 x
T
+ 2.074
√
x log x+ 12.294
x logx
T
+ 7.032
x
T
+ 5.823
x
T log x
+ 12.624
√
x log x
T
+ 0.893
√
x
T
+
log x
T
+
1
T
where
J(x, T, χ) =
1
2pii
∫ c+iT
c−iT
(
−L
′(s, χ)
L(s, χ)
)
xs
s
ds.
Proof. By the definition of the function ψ0(x, χ) and Lemma 16 we have
(17) |ψ0(x, χ)− J(x, T, χ)| <
∞∑
n=1
n 6=x
Λ(n)
(x
n
)c
min
{
1, T−1
∣∣∣log x
n
∣∣∣−1}+ cT−1Λ(x).
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We want to estimate this sum by first considering the terms far from x and then
considering the terms close to x. First we notice that xc = ex and when n ≤ 4
5
x or
n ≥ 5
4
x, we have
∣∣log x
n
∣∣ ≥ log 5
4
. Thus the right hand side of the formula (17) is
(18)
≤ xe
T log 5
4

∑
n≤ 4
5
x
Λ(n)
nc
+
∑
n≥ 5
4
x
Λ(n)
nc


+
∑
4
5
x<n< 5
4
x
n 6=x
Λ(n)
(x
n
)c
min
{
1, T−1
∣∣∣log x
n
∣∣∣−1}+ cT−1Λ(x).
First we estimate the first term on the right hand side of the previous formula. By [2,
Lemma 2.2] and since c = 1 + 1
log x
, we have
(19)
xe
T log 5
4

∑
n≤ 4
5
x
Λ(n)
nc
+
∑
n≥ 5
4
x
Λ(n)
nc

 ≤ xe
T log 5
4
∣∣∣∣ζ ′(c)ζ(c)
∣∣∣∣ < xeT log 5
4
(
log x+ γ +
0.478
log x
)
.
Thus we have estimated the first term of formula (18). Let us now move to the second
term of formula (18), namely, to the terms with 4
5
x < n < 5
4
x.
We start with terms x−
√
x
5
< n < x+
√
x
4
. We have
∑
x−
√
x
5
<n<x+
√
x
4
n 6=x
Λ(n)
(x
n
)c
min
{
1, T−1
∣∣∣log x
n
∣∣∣−1}
≤
∑
x−
√
x
5
<n<x+
√
x
4
n 6=x
Λ(n)
(x
n
)c
≤ log
(
x+
√
x
4
)
xc
∑
x−
√
x
5
<n<x+
√
x
4
n 6=x
n−c
≤ log
(
x+
√
x
4
)
xc
(√
x
4
+
√
x
5
+ 1
)(
x−
√
x
5
)−c
≤ √x log
(
x+
√
x
4
)(
1
4
+
1
5
+
1√
x
)(
1− 1
5
√
x
)−c
.
It is clear that when x ≥ 2, the terms
(
1
4
+ 1
5
+ 1√
x
)
and
(
1− 1
5
√
x
)−c
obtain their
largest values when x = 2. Furthermore, the function
log
(
x+
√
x
4
)
logx
is decreasing when
x ≥ 2, and therefore, it also obtains its maximum when x = 2. For the expression above,
we get therefore the estimate
(20) ≤ 2.074√x log x.
We need to estimate sums including the term
∣∣log x
n
∣∣−1, so before moving to the actual
estimates for sums, let us bound the logarithm.
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When x+
√
x
4
≤ n ≤ 5
4
x, we have
∣∣∣log x
n
∣∣∣ = log n
x
= log
(
1 +
n− x
x
)
=
∫ 1+n−x
x
1
dy
y
≥ n− x
n
.
Bounding the logarithm and using the bound
n
(x
n
)c
=
xe
n
1
log x
<
xe
n
1
log n
= x, for n > x,
we have
∑
x+
√
x
4
≤n≤ 5
4
x
Λ(n)
(x
n
)c
min
{
1, T−1
∣∣∣log x
n
∣∣∣−1} ≤ T−1 ∑
x+
√
x
4
≤n≤ 5
4
x
Λ(n)
(x
n
)c ∣∣∣log x
n
∣∣∣−1
≤ log
(
5x
4
)
T−1xc
∑
x+
√
x
4
≤n≤ 5
4
x
1
nc
· n
n− x ≤ log
(
5x
4
)
T−1x
∑
x+
√
x
4
≤n≤ 5
4
x
1
n− x.
Bounding the sum with an integral yields
(21)
≤ log
(
5x
4
)
T−1x
(
4√
x
+
∫ 5
4
x
x+
√
x
4
1
n− xdn
)
= log
(
5x
4
)
T−1x
(
4√
x
+ log
(x
4
)
− log
(√
x
4
))
= log
(
5x
4
)
T−1x
(
4√
x
+
log x
2
)
.
Look at the terms 4
5
x ≤ n ≤ x−
√
x
5
. Now
∣∣∣log x
n
∣∣∣ = log x
n
= log
(
1 +
x− n
n
)
=
∫ 1+x−n
n
1
dy
y
≥ x− n
x
.
Bounding the logarithm, we get
∑
4
5
x≤n≤x−
√
x
5
Λ(n)
(x
n
)c
min
{
1, T−1
∣∣∣log x
n
∣∣∣−1} ≤ T−1 ∑
4
5
x≤n≤x−
√
x
5
Λ(n)
(x
n
)c ∣∣∣log x
n
∣∣∣−1
≤ xT−1
(
5
4
)c
log x
∑
4
5
x≤n≤x−
√
x
5
1
x− n.
Bounding the last sum with an integral yields
(22)
≤ xT−1
(
5
4
)c
log x
(
5√
x
+
∫ x−√x
5
4
5
x
1
x− ndn
)
≤ xT−1
(
5
4
)c
log(x)
(
5√
x
+ log
x
5
− log
√
x
5
)
≤ xT−1
(
5
4
)c
log(x)
(
5√
x
+
1
2
log x
)
.
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Combining the results from formulas (17), (18), (19), (20), (21) and (22), we have
|ψ0(x, χ)− J(x, T, χ)| < cT−1Λ(x) + xe
T log 5
4
(
log x+ γ +
0.478
log x
)
+ 2.074
√
x log x
+ log
(
5x
4
)
T−1x
(
4√
x
+
log x
2
)
+ xT−1
(
5
4
)c
log(x)
(
5√
x
+
1
2
log x
)
≤ 1.363x log
2 x
T
+ 2.074
√
x log x+ 12.294
x logx
T
+ 7.032
x
T
+ 5.823
x
T log(x)
+ 12.624
√
x log(x)
T
+ 0.893
√
x
T
+
log x
T
+
1
T
.

Using previous results we can estimate the error term which comes when we estimate
the term
∑
ρ
xρ
ρ
with the term
∑
ℑρ≤T
xρ
ρ
.
Theorem 18. Assume that χ is a primitive nonprincipal character modulo q, L(s, χ)
satisfies GRH, x ≥ 2 and T = x0.577 + 1.509. Then∣∣∣∣∣∣∣ψ0(x, χ) +
∑
ρ
|ℑρ|≤T+1
xρ
ρ
+ a
L′(0, χ)
L(0, χ)
+ (1− a) (log x+ b(χ))−
∞∑
m=1
xa−2m
2m− a
∣∣∣∣∣∣∣
< 1.363x0.423 log2 x+ 2.074
√
x log x+ 14.956x0.423 log x
+ (5.592 log q + 63.300)x0.423 + (2.796 log2 q + 66.407 log q + 345.340)
x0.423
log x
+ 14.772
log x
x0.077
+
1.434 log q + 19.713
x0.077
.
Proof. The main idea of the proof is following: By Lemma 17 we can estimate the function
ψ0(x, χ) with the function J(x, T + 1, χ). To obtain more precise estimates, we make
further estimates for the function J(x, T + 1, χ). Estimating the function J(x, T + 1, χ)
we obtain the result. The term J(x, T + 1, χ) can be estimated with suitable integrals of
the function L
′(s,χ)
L(s,χ)
xs
s
.
c+ iT2
c+ iT1−U + iT1
−U + iT2
Figure 1. R with a modified left line
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We estimate the function J(x, T + 1, χ) with an integral over a (modified) rectangle
and estimate necessary other integrals. Since we want to avoid the poles of the function
L′(s,χ)
L(s,χ)
xs
s
, we select the horizontal lines of the rectangle carefully. Let T1 and T2 be as in
Lemma 11 with respect to T (which means that T1,−T2 ∈ (T − 1, T + 1]). There does
not exists zeros ρ with ℑρ ∈ {T1, T2} and we set the horizontal lines of the rectangle at
y = T1 and y = T2. Next we define vertical lines of the rectangle. Let U > 1. If there
does not exist a zero ρ = −U , then R is a rectangle with vertices
c+ iT2 c+ iT1 − U + iT1 and − U + iT2,
where c = 1+ 1
logx
. Otherwise we avoid the point U with a circle which has a small radius
and a circumcentre at (−U, 0) (see Figure 1). We denote the left horizontal part of R
with R1. We have
(23)
J(x, T + 1, χ) =
1
2pii
∫ c+i(T+1)
c−i(T+1)
(
−L
′(s, χ)
L(s, χ)
)
xs
s
ds
=
1
2pii
∫ c+iT2
c−i(T+1)
(
−L
′(s, χ)
L(s, χ)
)
xs
s
ds+
1
2pii
∫ c+i(T+1)
c+iT1
(
−L
′(s, χ)
L(s, χ)
)
xs
s
ds
+
1
2pii
∫
R
(
−L
′(s, χ)
L(s, χ)
)
xs
s
ds− 1
2pii
∫
R1
(
−L
′(s, χ)
L(s, χ)
)
xs
s
ds
− 1
2pii
∫ −U+iT1
c+iT1
(
−L
′(s, χ)
L(s, χ)
)
xs
s
ds− 1
2pii
∫ c+iT2
−U+iT2
(
−L
′(s, χ)
L(s, χ)
)
xs
s
ds.
The goal is to estimate the right hand side of the previous formula.
First we consider the first line on the right hand side of the previous formula. By
Lemma 6
(24)
∣∣∣∣∣ 12pii
∫ c+iT2
c−i(T+1)
(
−L
′(s, χ)
L(s, χ)
)
xs
s
ds+
1
2pii
∫ c+i(T+1)
c+iT1
(
−L
′(s, χ)
L(s, χ)
)
xs
s
ds
∣∣∣∣∣
<
xe
2pi
(
log x+ γ +
0.478
log x
)(∫ c+iT2
c−i(T+1)
1
|s|ds+
∫ c+i(T+1)
c+iT1
1
|s|ds
)
≤
(
log x+ γ +
0.478
log x
)
2xe
pi(T − 1) .
Thus it is sufficient to estimate the last two lines of formula (23).
Next we consider the second line on the right hand side of formula (23). We notice
that
1
2pii
∫
R
(
−L
′(s, χ)
L(s, χ)
)
xs
s
ds
= −
∑
ρ
T2<ℑρ<T1
xρ
ρ
− aL
′(0, χ)
L(0, χ)
− (1− a) (log x+ b(χ)) +
∑
1≤2m−a≤U
xa−2m
2m− a .
Further, by [5, Pages 116–117] we have L
′(s,χ)
L(s,χ)
= O(log (q|s|)) for ℜs ≤ −1. Thus
1
2pii
∫
R1
(
−L
′(s, χ)
L(s, χ)
)
xs
s
ds≪ T logU
UxU
.
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Hence, when U goes to infinity, the second line on the right hand side of formula (23) is
(25) −
∑
ρ
T2<ℑρ<T1
xρ
ρ
− aL
′(0, χ)
L(0, χ)
− (1− a) (log x+ b(χ)) +
∞∑
m=1
xa−2m
2m− a .
Thus we have estimated the second line on the right hand side of formula (23).
Next we consider the third line on the right hand side of formula (23). We divide the
investigation to two cases: first we estimate the integrals with −1 ≤ ℜs ≤ c and then the
integrals with −U ≤ ℜs < −1. By Lemma 14
(26)
∣∣∣∣− 12pii
∫ −1+iT1
c+iT1
(
−L
′(s, χ)
L(s, χ)
)
xs
s
ds− 1
2pii
∫ c+iT2
−1+iT2
(
−L
′(s, χ)
L(s, χ)
)
xs
s
∣∣∣∣
<
1
pi(T − 1)R(T, χ)
∫ c
−1
xσdσ
<
xe
pi(T − 1) log xR(T, χ),
where
R(T, χ) = 3.231 log2 (q(T + 1)) + 62.000 log (q(T + 1)) +
13
8
log
(
T 2
4
+
T
2
+
5
2
)
+ 12.544 log q + 368.610 +
3pi
4(T − 1) +
3
(T − 1)2 .
Thus we have estimated the case −1 ≤ ℜs ≤ c and it is sufficient to estimate the integrals
for ℜ(s) < −1. Since T > 3, by lemma 15 we have∣∣∣∣− 12pii
∫ −U+iT1
−1+iT1
(
−L
′(s, χ)
L(s, χ)
)
xs
s
ds− 1
2pii
∫ −1+iT2
−U+iT2
(
−L
′(s, χ)
L(s, χ)
)
xs
s
∣∣∣∣
<
1
2pi
∣∣∣∣
∫ −U+iT1
−1+iT1
(∣∣∣log q
pi
∣∣∣ + 3
2
log
( |1− s+ a|
2
)
+
3
2
log
( |s+ a|
2
)
+ 3.570− log 2 + γ + 8
T − 1
)
xσ
|s|dσ
∣∣∣∣
+
1
2pi
∣∣∣∣
∫ −U+iT2
−1+iT2
(∣∣∣log q
pi
∣∣∣+ 3
2
log
( |1− s+ a|
2
)
+
3
2
log
( |s+ a|
2
)
+ 3.570− log 2 + γ + 8
T − 1
)
xσ
|s|dσ
∣∣∣∣ .
Since |1−s+a| ≤ |s|+2 and |s+a| ≤ |s| < |s|+2 and the function log (
|s|+2
2 )
|s| is decreasing
for |s|, the right hand side of the previous formula is
(27)
<
(
3 log
(
T+1
2
)
+
∣∣log q
π
∣∣+ 3.570− log 2 + γ
T − 1 +
8
(T − 1)2
)
1
pi
∫ −1
−U
xσdσ
<
3 log
(
T+1
2
)
+ log (qpi) + 3.570− log 2 + γ + 8
T−1
pi(T − 1)x log x .
Thus we have estimated the term J(x, T + 1, χ) and we estimate the function ψ0(x, χ).
Since we want to estimate the function ψ0(x, χ) using the term
∑
|ℑρ|≤T+1
xρ
ρ
, we notice
that by estimate (13) of Lemma 11 and assuming the Generalized Riemann Hypothesis
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we have∣∣∣∣∣∣∣
∑
ρ
T2<ℑρ<T1
xρ
ρ
−
∑
ρ
|ℑρ|≤T+1
xρ
ρ
∣∣∣∣∣∣∣ =
∣∣∣∣∣∣∣∣∣
∑
ρ
T1≤ℑρ≤T+1
−T−1≤ℑρ≤T2
xρ
ρ
∣∣∣∣∣∣∣∣∣
≤
√
x
T − 1 (1.271 log (qT ) + 11.695) .
Hence, by Lemma 17 and formulas (23),(24), (25), (26) and (27) we have∣∣∣∣∣∣∣ψ0(x, χ) +
∑
ρ
|ℑρ|≤T+1
xρ
ρ
+ a
L′(0, χ)
L(0, χ)
+ (1− a) (log x+ b(χ))−
∞∑
m=1
xa−2m
2m− a
∣∣∣∣∣∣∣
<
1.363
T + 1
x log2 x+
(
12.294
T + 1
+
2e
pi(T − 1)
)
x log x+
3.231ex log2 (T + 1)
pi(T − 1) log x
+
(
7.032
T + 1
+
2eγ
pi(T − 1)
)
x
+

(6.462 log q + 62.000) log (T + 1) + 1.625 log
(
T 2
4
+ T
2
+ 5
2
)
pi(T − 1) log x

 xe
+
(
5.823
T + 1
+
0.956e
pi(T − 1) +
e
(
3.231 log2 q + 74.544 log q + 368.610
)
pi(T − 1)
)
x
log x
+ 2.074
√
x log x+
1.271 log T
T − 1
√
x+
12.624
√
x log x
T + 1
+
1.271 log q + 11.695 + 0.893
T − 1
√
x+
log x+ 1
T + 1
+
3xe
pi(T − 1)2 log x
(
pi
4
+
1
T − 1
)
+ 3
(
log (T + 1)− log 2
pi(T − 1)x log x
)
+
log (qpi) + 3.570− log 2 + γ
pi(T − 1)x log x +
8
pi(T − 1)2x log x.
We need to now bound this expression for x ≥ 2 using the value T = x0.577 + 1.509. The
coefficient for the
√
x log2 x term is already in place. The coefficient for the
√
x log x term
can be obtained using Wolfram Alpha to verify that the bound(
12.294
T + 1
+
2e
pi(T − 1)
)
x log x+
3.231ex log2 (T + 1)
pi(T − 1) log x < 14.956x
0.423 log x
holds for all x ≥ 1.928 holds for all x > 1.8837 which is sufficient for our purposes. We
may now move to the term with
√
x. We use the bound log(T+1)
T−1 ≤ logx+0.341x0.577 . Furthermore,
we have
log
(
T2
4
+T
2
+ 5
2
)
T−1 <
1.154 log x+1.034
x0.577
, when x ≥ 2, since
1.154 logx+ 1.034
log
(
T 2
4
+ T
2
+ 5
2
) = log (e1.034x1.154)
log (x1.154/4 + 1.2545x0.577 + 3.82377025)
>
log (e1.034x1.154)
log ((1/4 + 0.841 + 1.719)x1.154)
=
log (e1.034x1.154)
log (2.81x1.154)
> 1
>
x0.577
x0.577 + 0.509
.
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Thus we can estimate:(
7.032
T + 1
+
2eγ
pi(T − 1)
)
x+
(6.462 log q + 62.000) log (T + 1) + 1.625 log
(
T 2
4
+ T
2
+ 5
2
)
pi(T − 1) log x xe
<
(
7.032
x0.577
+
2eγ
pix0.577
)
x+
6.462 log q + 62
pi log x
· 0.341 + log x
x0.577
xe
+
1.625
pi log x
· 1.034 + 1.154 logx
x0.577
xe
< (5.592 log q + 63.300)x0.423 + (2.203542 log q + 22.82225)
ex0.423
pi log x
.
To get the coefficient for the term
√
x
log x
, we simply estimate T − 1, T + 1 > x0.577 to get(
5.823
T + 1
+
0.956e
pi(T − 1) +
e
(
3.231 log2 q + 74.544 log q + 368.610
)
pi(T − 1)
)
x
log x
+ (2.203542 log q + 22.82225)
ex0.423
pi log x
< (2.796 log2 q + 66.407 log q + 345.340)
x0.423
log x
.
Finally, we only have left the terms going asymptotically to zero. Using bounds
1.271 log(T )
T−1
√
x < 1.503 log x
x0.077
and log x+1
T+1
< 0.645 log x
x0.077
, we may estimate the contribution com-
ing from these terms to be at most
< 14.772
log x
x0.077
+
1.271 log q + 12.588
x0.077
+
2.039
x0.154 log x
+
2.596
x0.731 log x
+
0.955
x1.577
+
0.319 log q + 1.464
x1.577 log x
+
2.547
x2.154 log x
< 14.772
log x
x0.077
+
1.434 log q + 19.713
x0.077
.
We have now obtained the bound
< 1.363x0.423 log2 x+ 2.074
√
x log x+ 14.956x0.423 log x
+ (5.592 log q + 63.300)x0.423 + (2.796 log2 q + 66.407 log q + 345.340)
x0.423
log x
+ 14.772
log x
x0.077
+
1.434 log q + 19.713
x0.077
which finishes the proof. 
By the previous result we can limit to estimating the contribution which comes from
computing the sums up to height T .
Lemma 19. Assume GRH. Let T = x0.577 + 1.509 Let 2 ≤ x be a real number. Then∣∣∣∣∣∣
∑
|ℑρ|≤T+1
xρ
ρ
∣∣∣∣∣∣ <
1
6pi
√
x log2 x+ (0.319 log q − 0.337)√x log x+ (2.126 log q + 24.400)√x
when ρ runs through zeros of L(χ, s) up to height T where χ is a primitive non-principal
character.
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Proof. Consider first the case with |ℑρ| ≤ 1. By [14] Theorem 1
∣∣∣∣N(t, χ)− tpi log qt2pie
∣∣∣∣ ≤ 0.317 log(qt) + 6.401,
where N(t, χ) is the number of all zeros up to height t (including the zeros with negative
imaginary part). Hence
1
pi
log
q
2pie
− 0.317 log q − 6.401 ≤ N(1, χ) ≤ 1
pi
log
q
2pie
+ 0.317 log q + 6.401
and hence
∣∣∣∣∣∣
∑
|ℑρ|≤1
xρ
ρ
∣∣∣∣∣∣ ≤ 2
∑
|ℑρ|≤1
x1/2 ≤ 2
(
1
pi
log
q
2pie
+ 0.317 log q + 6.401
)√
x.
Let us now consider the case with 1 < |ℑρ| ≤ T +1 using partial summation. We have∣∣∣∑1<|ℑρ|≤T+1 xρρ ∣∣∣ ≤ √x∑1<|ℑρ|≤T+1 1|ℑρ| . Write ρ = 12 ± iγ. Now the sum can be written
as
∑
1<γ≤T+1
1
γ
=
1
T + 1
(N(T + 1, χ)−N(1, χ)) +
∫ T+1
1
1
t2
(N(t, χ)−N(1, χ)) dt
=
1
T + 1
N(T + 1, χ)−N(1, χ) +
∫ T+1
1
1
t2
N(t, χ)dt
≤ 1
T + 1
(
T + 1
pi
log
q(T + 1)
2pie
+ 0.317 log (q(T + 1)) + 6.401
)
− 1
pi
log
q
2pie
+ 0.317 log q + 6.401
+
∫ T+1
1
1
t2
(
t
pi
log
qt
2pie
+ 0.317 log(qt) + 6.401
)
dt
=
1
pi
log
q(T + 1)
2pie
+
0.317
T + 1
log (q(T + 1)) +
6.401
T + 1
− 1
pi
log
q
2pie
+ 0.317 log q + 6.401
+
1
pi
log
( q
2pie
)
log (T + 1) +
log2 (T + 1)
2pi
− 0.317 log q + 6.401
T + 1
+ 0.317 log q + 6.401− 0.317log (T + 1) + 1
T + 1
+ 0.317
=
log2(T + 1)
2pi
+
1
pi
log
q
2pi
log(T + 1) + 0.634 log q + 13.119− 0.317
T + 1
.
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Combining everything, we get∣∣∣∣∣∣
∑
|ℑρ|≤T+1
xρ
ρ
∣∣∣∣∣∣ =
∣∣∣∣∣∣
∑
1<|ℑρ|≤T+1
xρ
ρ
∣∣∣∣∣∣+
∣∣∣∣∣∣
∑
|ℑρ|≤1
xρ
ρ
∣∣∣∣∣∣
≤ √x
(
log2(T + 1)
2pi
+
1
pi
log
q
2pi
log(T + 1) + 0.634 log q + 13.119− 0.317
T + 1
)
+ 2
√
x
(
1
pi
log
q
2pie
+ 0.317 log q + 6.401
)
<
(
log2(T + 1)
2pi
+
1
pi
log
q
2pi
log(T + 1) +
2
pi
log
q
2pie
+ 1.268 log q + 25.921− 0.317
T + 1
)√
x.
Using the value T = x0.577+1.509, and bounds log2(T+1) < log
2 x
3
+1.789 and 0.577 log x <
log(T + 1) < log x+ 0.694, we obtain the bound∣∣∣∣∣∣
∑
|ℑρ|≤T+1
xρ
ρ
∣∣∣∣∣∣ <
(
log2 x/3 + 1.789
2pi
+
(log x+ 0.694) log q
pi
− 0.577 log(2pi) logx
pi
+
2
pi
log
q
2pie
+ 1.268 log q + 25.921− 0.317
T + 1
)√
x
<
1
6pi
√
x log2 x+ (0.319 log q − 0.337)√x log x+ (2.126 log q + 24.400)√x.

2.3. Proof of Theorem 1.
Proof of Theorem 1. By formula (2) we have
ψ(x; q, a) =
1
ϕ(q)
∑
χ
χ(a)ψ(x, χ) =
ψ(x)
ϕ(q)
+
c1 log x log q
ϕ(q)
+
1
ϕ(q)
∑
χ 6=χ0
χ(a)ψ(x, χ),
where c1 vali on muokattu − 2log 6 ≤ c1 ≤ 2log 6 . It is sufficient to estimate the first and
third term on the right hand side of previous formula.
Using Theorem 10 from the article [13], we have |ψ(x) − x| < 1
8π
√
x log2 x whenever
x > 73.2. It is a straightforward calculation to perform with Sage [12] to verify that the
bound |ψ(x) − x| < 1
8π
√
x log2 x + 2.6 holds for 2 ≤ x ≤ 74. This takes care of the first
term on the righthand side.
Finally, we estimate the term 1
ϕ(q)
∑
χ 6=χ0 χ(a)ψ(x, χ). We have∣∣∣∣∣ 1ϕ(q)
∑
χ 6=χ0
χ(a)ψ(x, χ)
∣∣∣∣∣ ≤ 1ϕ(q)
∑
χ 6=χ0
|ψ(x, χ)| .
By formula (3) the term ψ(x, χ) can be estimated by the term ψ0(x, χ) with an error of at
most 1
2
log x per character. Furthermore, by Lemma 4 it suffices to consider only primitive
characters. This will cause an error of at most 2 log x if q = 6 and log q log x otherwise. In
total, remembering the contribution 1
2
log x, the error caused by these changes for q ≥ 3
will be at most{
2 logx+ 1
2
log x = 2.5 log x < 1.396 log 6 log x if q = 6
log q log x+ 1
2
log x = (log q + 0.5) log x < 1.456 log q log x otherwise.
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Later we use the upper bound 1.456 log q log x.
Furthermore, by formulas (4) and (5) we have
(28) ψ0(x, χ) = −
∑
ρ
xρ
ρ
− aL
′(0, χ)
L(0, χ)
− (1− a)(log x+ b(χ)) +
∞∑
m=1
xa−2m
2m− a ,
where a = 0 if χ(−1) = 1 and a = 1 if χ(−1) = −1. Half of the characters have a = 0
and the other half has a = 1 Summing over the values of the characters and dividing by
their number, the last two terms contribute at most
1
2
(log x+ 2.331 log q + 15.015) + 1
by Lemmas 7 and 8.
Then we may move to the contribution coming from the logarithmic derivative of the
L-functions at zero. Clearly, this contribution may be written as
1
ϕ(q)
∑
χi(q), χ(−1)=−1
χi is induced by χ⋆i
∣∣∣∣L′(0, χ⋆i )L(0, χ⋆i )
∣∣∣∣ .
This can be estimated by Lemma 9 or its Corollary 10. It is worth noticing that we may
need to consider characters of different modulus because of the way the corollary treats
primitive characters. Since the bounds given by Corollary 10 are increasing with respect
to the modulus, the worst bound is given by using the original modulus q. Therefore, we
can estimate the sum by estimating the logarithmic derivative of an L-function with a
modulus q and multiplying it by ϕ(q)
2
.
We may now move forward to considering the first term on the right hand side of
formula (28). We use Theorem 18 to cut the sum over the zeros, and then Theorem 19
to bound the sum over the zeros of the bounded height. Putting everything together, we
have
∣∣∣∣ψ(x; q, a)− xϕ(q)
∣∣∣∣ < 2 log x log qϕ(q) log 6 +
1
8π
√
x log2 x+ 2.6
ϕ(q)
+ 1.456 log q log x
+
1
2
(log x+ 2.331 log q + 15.015) + 1 +
1
ϕ(q)
∑
χi(q) χ(−1)=−1
χi is induced by χ
⋆
i
∣∣∣∣L′(0, χ⋆i )L(0, χ⋆i )
∣∣∣∣
+ 1.363x0.423 log2 x+ 2.074
√
x log x+ 14.956x0.423 log x
+ (5.592 log q + 63.300)x0.423
+ (2.796 log2 q + 66.407 log q + 345.340)
x0.423
log x
+ 14.772
log x
x0.077
+
1.434 log q + 19.713
x0.077
+
1
6pi
√
x log2 x
+ (0.319 log q − 0.337)√x log x+ (2.126 log q + 24.400)√x.
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We may combine together similar terms to obtain
<
4ϕ(q) + 3
24piϕ(q)
√
x log2 x+ 1.363x0.423 log2 x+ (0.319 log q + 1.737)
√
x log x
+ 14.956x0.423 log x+ (2.126 log q + 24.400)
√
x+ (5.592 log q + 63.300)x0.423
+ (2.796 log2 q + 66.407 log q + 345.340)
x0.423
log x
+
1
ϕ(q)
∑
χi(q) χ(−1)=−1
χi is induced by χ
⋆
i
∣∣∣∣L′(0, χ⋆i )L(0, χ⋆i )
∣∣∣∣+
(
2 log q
ϕ(q) log 6
+ 1.456 log q + 0.5
)
log x
+ 1.166 log q + 8.508 +
2.6
ϕ(q)
+ 14.772
log x
x0.077
+
1.434 log q + 19.713
x0.077
.
Further, since x0.423 < 0.949
√
x for all x ≥ 2, this can be simplified to
<
4ϕ(q) + 3
24piϕ(q)
√
x log2 x+ 1.363x0.423 log2 x+ (0.319 log q + 15.931)
√
x log x
+ (7.433 log q + 84.472)
√
x+ (2.796 log2 q + 66.407 log q + 345.340)
x0.423
log x
+
1
ϕ(q)
∑
χi(q) χ(−1)=−1
χi is induced by χ⋆i
∣∣∣∣L′(0, χ⋆i )L(0, χ⋆i )
∣∣∣∣+
(
2 log q
ϕ(q) log 6
+ 1.456 log q + 0.5
)
log x
+ 1.166 log q + 8.508 +
2.6
ϕ(q)
+ 14.772
log x
x0.077
+
1.434 log q + 19.713
x0.077
.

3. Proof of Theorem 2
Proof of Theorem 2. The main idea of the proof is to estimate the function pi(x; q, a)
by the function θ(x; q, a) =
∑
p≤x, p≡a mod q log p. Further, the function θ(x; q, a) can be
estimated by the function ψ(x; q, a) and thus we can apply Theorem 1. After careful
computations, the result will be obtained.
First, we obtain pi(x; q, a) from θ(x; q, a) using partial summation. We have∑
p≤x
p≡a mod q
log p
log p
=
θ(x; q, a)
log x
+
∫ x
2
θ(t; q, a)
t log2 t
dt
which can be written in the form
(29)
ψ(x; q, a)
log x
+
∫ x
2
ψ(t; q, a)
t log2 t
dt+
θ(x; q, a)− ψ(x; q, a)
log x
+
∫ x
2
θ(t; q, a)− ψ(t; q, a)
t log2 t
dt.
The difference ψ(x; q, a)− θ(x; q, a) can be estimated by [10] Theorem 13:
0 < ψ(x; q, a)− θ(x; q, a) =
∑
pα≤x
pα≡a (mod q)
α≥2
Λ (pα) ≤
∑
pα≤x
α≥2
Λ (pα) = ψ(x)− θ(x) < 1.42620√x.
Thus, let us start with the error terms:
(30)
∣∣∣∣θ(x; q, a)− ψ(x; q, a)log x
∣∣∣∣ < 1.42620
√
x
logx
26
and
(31)
∣∣∣∣
∫ x
2
θ(t; q, a)− ψ(t; q, a)
t log2 t
dt
∣∣∣∣ ≤ 1.42620
∫ √x
2
√
t
t log2 t
dt+ 1.42620
∫ x
√
x
dt√
t log2 t
≤ 1.42620x1/4
∫ √x
2
dt
t log2 t
+
1.42620
log2(
√
x)
∫ x
√
x
dt√
t
= 1.42620x1/4
(
1
log 2
− 1
log(
√
x)
)
+
4 · 1.42620
log2 x
(
2
√
x− 2x1/4)
= 11.4096
√
x
log2 x
+ 1.4262
x1/4
log 2
− 2.8524 x
1/4
log x
− 11.4096 x
1/4
log2 x
.
Next we move on to estimate the first two terms on formula (29).
Let us now write ψ(x; q, a) = x
ϕ(q)
+ S(x) to separate the main term from the rest of
the terms. (Remember that the term S(x) can be estimated by Theorem 1.) We have
ψ(x; q, a)
log(x)
+
∫ x
2
ψ(t; q, a)
t log2 t
dt =
x
ϕ(q) log x
+
S(x)
log x
+
1
ϕ(q)
∫ x
2
dt
log2 t
+
∫ x
2
S(t)
t log2 t
dt.
Since
1
ϕ(q)
∫ x
2
dt
log2 t
=
1
ϕ(q)
(
li(x)− x
log x
− li(2) + 2
log 2
)
,
we have
(32)
ψ(x; q, a)
log x
+
∫ x
2
ψ(t; q, a)
t log2 t
dt =
li(x)
ϕ(q)
+
S(x)
log x
+
∫ x
2
S(t)
t log2 t
dt+
1
ϕ(q)
(
−li(2) + 2
log 2
)
.
We may now consider the term
∫ x
2
S(t)
t log2 t
dt. We know that
(33)
|S(t)| ≤
(
1
8piϕ(q)
+
1
6pi
)√
t log2 t + 1.363x0.423 log2 x
+ (0.319 log q + 15.931)
√
t log t + (7.433 log q + 84.472)
√
t + |R1(t)| ,
where R1(t) is defined as in Theorem 1. Furthermore, we can bound the first term coming
from the term
∫ x
2
S(t)
t log2 t
dt simply by integrating:
(34)
(
1
8piϕ(q)
+
1
6pi
)∫ x
2
dt√
t
≤
(
1
4piϕ(q)
+
1
3pi
)(√
x−
√
2
)
.
Similarly, we have
(35) 1.363
∫ x
2
t0.423 log2 t
t log2 t
dt =
1.363
0.423
(
x0.423 − 20.423) .
In the third term, we want to treat separately the small and the large values of t:
(36)
(0.319 log q + 15.931)
∫ x
2
√
t log t · 1
t log2 t
dt
≤ x1/4 (0.319 log q + 15.931)
∫ √x
2
1
t log t
dt+
2
log x
(0.319 log q + 15.931)
∫ x
√
x
1√
t
dt
= x1/4 (0.319 log q + 15.931)
(
log log
√
x− log log 2)
+
2
log x
(0.319 log q + 15.931)
(
2
√
x− 2x1/4) .
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The fourth term coming from the term
∫ x
2
S(t)
t log2 t
dt is treated similarly to the square
root term treated earlier. It will yield a term of size
(37)
≤ 8 (7.433 log q + 84.472)
√
x
log2 x
+ (7.433 log q + 84.472)
x1/4
log 2
− 2 (7.433 log q + 84.472) x
1/4
log x
− 8 (7.433 log q + 84.472) x
1/4
log2 x
.
Finally, we need to consider the term R1(x). The contibution
|R1(x)|
log x
is obvious. Only
the integration part remains to be treated. We have
|R1(t)| ≤ (2.796 log2 q + 66.407 log q + 345.340)t
0.423
log t
+
1
ϕ(q)
∑
χi(q) χ(−1)=−1
χi is induced by χ
⋆
i
∣∣∣∣L′(0, χ⋆i )L(0, χ⋆i )
∣∣∣∣+
(
2 log q
ϕ(q) log 6
+ 1.456 log q + 0.5
)
log t
+ 1.166 log q + 8.508 +
2.6
ϕ(q)
+ 14.772
log x
x0.077
+
1.434 log q + 19.713
x0.077
.
Let us now estimate this quite roughly. Using the bound t0.423 ≤ 0.949√t which is valid
for t ≥ 2, we have
(2.796 log2 q + 66.407 log q + 345.340)
t0.423
log t
≤ (2.654 log2 q + 63.021 log q + 327.728)
√
t
log t
.
Furthermore, since x0.077 > 1.054 and log t
t0.077
obtains its maximum at t = e1000/77 and this
maximum is 1000
77e
≤ 4.778, we may estimate
14.772
log x
x0.077
+
1.434 log q + 19.713
x0.077
< 4.778 · 14.772 + 1.434 log q + 19.713
1.054
≤ 1.361 log q + 89.284.
Hence, we have
(38)
|R1(t)| ≤ (2.654 log2 q + 63.021 log q + 327.728)
√
t
log t
+
1
ϕ(q)
∑
χi(q) χ(−1)=−1
χi is induced by χ⋆i
∣∣∣∣L′(0, χ⋆i )L(0, χ⋆i )
∣∣∣∣ +
(
2 log q
ϕ(q) log 6
+ 1.456 log q + 0.5
)
log t
+ 2.527 log q +
2.6
ϕ(q)
+ 97.792.
Let us start with the first term. We will forget the constant coefficient in front of the
term for a while. Notice that
(39)
∫ x
2
√
t
t log3 t
dt ≤ x1/4
∫ √x
2
dt
t log3 t
+
1
log3
√
x
∫ x
√
x
dt√
t
= x1/4
(
1
2 log2 2
− 4
2 log2 x
)
+
8
log3 x
(
2
√
x− 2x1/4)
=
16
√
x
log3 x
+
x1/4
2 log2 2
− 2x
1/4
log2 x
− 16x
1/4
log3 x
.
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Let us now move to log–terms. Forgetting the constant coefficient, we have
(40)
∫ x
2
log t
t log2 t
dt =
∫ x
2
dt
t log t
dt = log log x− log log 2.
We may now move to the constant terms. Since
∫ x
2
dt
t log2 t
= 1
log 2
− 1
log x
, their contribu-
tion will be
(41)
 1ϕ(q)
∑
χi(q) χ(−1)=−1
χi is induced by χ⋆i
∣∣∣∣L′(0, χ⋆i )L(0, χ⋆i )
∣∣∣∣ + 2.527 log q + 97.792 + 2.6ϕ(q)


(
1
log 2
− 1
log x
)
.
It is time to put everything together. By eqs. (29) to (41) we have
∣∣∣∣pi(x; q, a)− li(x)ϕ(q)
∣∣∣∣ ≤
(
1
8piϕ(q)
+
1
6pi
)√
x log x+ 1.363x0.423 log x
+ (0.319 log q + 15.931)
√
x+ (7.433 log q + 84.472)
√
x
log x
+ 11.4096
√
x
log2 x
+ 1.4262
x1/4
log 2
− 2.8524 x
1/4
logx
− 11.4096 x
1/4
log2 x
+ 1.4262
√
x
logx
+
1
ϕ(q)
(
−li(2) + 2
log 2
)
+
(
1
4piϕ(q)
+
1
3pi
)(√
x−
√
2
)
+
1.363
0.423
(
x0.423 − 20.423)
+ x1/4 (0.319 log q + 15.931) (log log x− log log 2)
+
2
log x
(0.319 log q + 15.931)
(
2
√
x− 2x1/4)
+ 8 (7.433 log q + 84.472)
√
x
log2 x
+ (7.433 log q + 84.472)
x1/4
log 2
− 2 (7.433 log q + 84.472) x
1/4
log x
− 8 (7.433 log q + 84.472) x
1/4
log2 x
+
(
2.654 log2 q + 63.021 log q + 327.728
) √x
log2 x
+
1
ϕ(q) log x
∑
χi(q) χ(−1)=−1
χi is induced by χ
⋆
i
∣∣∣∣L′(0, χ⋆i )L(0, χ⋆i )
∣∣∣∣ +
(
2 log q
ϕ(q) log 6
+ 1.456 log q + 0.5
)
+
2.527 log q + 97.792
log x
+
2.6
ϕ(q) log x
+
(
2.654 log2 q + 63.021 log q + 327.728
)(16√x
log3 x
+
x1/4
2 log2 2
− 2x
1/4
log2 x
− 16x
1/4
log3 x
)
+
(
2 log q
ϕ(q) log 6
+ 1.456 log q + 0.5
)
(log log x− log log 2)
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+
 1ϕ(q)
∑
χi(q) χ(−1)=−1
χi is induced by χ⋆i
∣∣∣∣L′(0, χ⋆i )L(0, χ⋆i )
∣∣∣∣+ 2.527 log q + 97.792 + 2.6ϕ(q)


(
1
log 2
− 1
log x
)
.
Let us now simplify the expression:∣∣∣∣pi(x; q, a)− li(x)ϕ(q)
∣∣∣∣ ≤
(
1
8piϕ(q)
+
1
6pi
)√
x log x+ 1.363x0.423 log x
+
(
0.319 log q +
1
4piϕ(q)
+ 19.021
)√
x
+ (8.709 log q + 149.623)
√
x
log x
+ (2.654 log2 q + 122.485 log q + 1014.914)
√
x
log2 x
+
(
42.464 log2 q + 1008.336 log q + 5243.648
)
(x1/4 − 1) x
1/4
log3 x
+ (0.319 log q + 15.931)x1/4 log log x+ (2.762 log2 q + 76.426 log q + 470.826)x1/4
− (16.142 log q + 235.520) x
1/4
logx
− (5.308 log2 q + 185.506 log q + 1342.641) x
1/4
log2 x
+
(
2 log q
ϕ(q) log 6
+ 1.456 log q + 0.5
)
log log x+ 5.636 log q + 137.298
+
1
ϕ(q) log 2
∑
χi(q) χ(−1)=−1
χi is induced by χ
⋆
i
∣∣∣∣L′(0, χ⋆i )L(0, χ⋆i )
∣∣∣∣+ 1ϕ(q)(1.526 log q + 5.479).
Next we derive a shorter formula for the previous estimate. First we estimate the terms
which are asymptotically at most of size O(log log x) and the terms which have negative
sign. Roughly estimating, we have
(42)
(
2 log q
ϕ(q) log 6
+ 1.456 log q + 0.5
)
log log x+ 5.636 log q + 137.298
+
1
ϕ(q) log 2
∑
χi(q) χ(−1)=−1
χi is induced by χ⋆i
∣∣∣∣L′(0, χ⋆i )L(0, χ⋆i )
∣∣∣∣+ 1ϕ(q)(1.526 log q + 5.479)
≤
(
log q
log 6
+ 1.456 log q + 0.5
)
log log x+
1
2 log 2
max
χi(q) χ(−1)=−1
χi is induced by χ⋆i
∣∣∣∣L′(0, χ⋆i )L(0, χ⋆i )
∣∣∣∣
+
1
2
(1.526 log q + 5.479) + 5.636 log q + 137.298
≤ (2.015 log q + 0.5) log log x
+
1
2 log 2
max
χi(q) χ(−1)=−1
χi is induced by χ⋆i
∣∣∣∣L′(0, χ⋆i )L(0, χ⋆i )
∣∣∣∣+ 6.399 log q + 140.038.
For x ≥ e, the function x1/4
log x
obtains its minimum at x = e4 and the minimum is e
4
and
we also have x
1/4
log x
≥ 0.416 log log x. Furthermore, the function x1/4
log2 x
obtains its minimum
at x = e8 and this minimum is e
2
64
and the function x
1/4
log3 x
obtains its minimum at x = e12,
30
and this minimum is e
3
1728
. Hence
(43)
(
42.464 log2 q + 1008.336 log q + 5243.648
) x1/4
log3 x
+ (16.142 log q + 235.520)
x1/4
logx
+ (5.308 log2 q + 185.506 log q + 1342.641)
x1/4
log2 x
≥ (42.464 log2 q + 1008.336 log q + 5243.648) · e3
1728
+ (2.015 log q + 0.5) log log x
+
(
16.142 log q − 2.015
0.416
log q + 235.520− 0.5
0.416
)
e
4
+ (5.308 log2 q + 185.506 log q + 1342.641) · e
2
64
> (2.015 log q + 0.5) log log x+ 1.106 log2 q + 40.815 log q + 375.198.
For 3 ≤ q < 4 · 105 we may now use the Corollary 10 and rough estimates to write the
term (42) in the form
(44)
≤ (2.015 log q + 0.5) log log x+ 6.399 log q + 140.038
+
0.022
√
4 · 105 log q + 0.006
√
4 · 105 + 253.273 + log (2qpi) + γ
2 log 2
< (2.015 log q + 0.5) log log x+ 17.158 log q + 327.216.
Now (44)-(43) is equal to since q ≥ 3.
(45)
(17.158 log q + 327.216)− (1.106 log2 q + 40.815 log q + 375.198)
= −1.106 log2 q − 23.657 log q − 47.982 < −75.306.
For 4 · 105 ≤ q < 1010, using Corollary 10 the term (42) can be written in the form
≤ (2.015 log q + 0.5) log log x+ 2.975 log
2 q + log q + γ + log 2
π
2 log 2
+ 6.399 log q + 140.038
< (2.015 log q + 0.5) log log x+ 2.147 log2 q + 7.121 log q + 140.129.
Together with (43) this leads to the estimate
(46) = 1.041 log2 q − 33.694 log q − 235.069 < −458.974
for q ∈ [4 · 105, 1010).
Finally, we only have left the large values of q. We start by using the assumption q ≤ x
to write the term (42) in the form
(47)
≤ (2.015 log q + 0.5) log log x+ 6.399 log q + 140.038
+
(0.593 log log x+ 1.205) log2 q + log q − log pi + γ + log 2
2 log 2
< (2.015 log q + 0.5) log log x+ 0.428 log2 q log log x
+ 0.870 log2 q + 7.121 log q + 140.129.
Using Wolfram Alpha, we may verify that x
1/4
log2 x
> log logx
5.259
for q ≥ 1010. Furthermore, the
functions x
1/4
log x
, x
1/4
log2 x
and x
1/4
log3 x
are increasing when x ≥ q ≥ 1010. In this case, we write
31
instead of (43)
(
42.464 log2 q + 1008.336 log q + 5243.648
) x1/4
log3 x
+ (16.142 log q + 237.520)
x1/4
log x
+ (5.308 log2 q + 185.506 log q + 1342.641)
x1/4
log2 x
≥ (42.464 log2 q + 1008.336 log q + 5243.648) · 1010/4
log3 (1010)
+ (2.015 log q + 0.5) log log x+ 0.428 log2 q log log x
+
(
16.142 log q − 2.015
0.416
log q + 235.520− 0.5
0.416
)
· 10
10/4
log (1010)
+
(
(5.308− 5.259 · 0.428) log2 q + 185.506 log q + 1342.641) · 1010/4
log2 (1010)
> (2.015 log q + 0.5) log log x
+ 0.428 log2 q log log x+ 2.923 log2 q + 291.928 log q + 4154.665.
We subtract the previous estimate from formula (47) and obtain the estimate
(48) = −2.053 log2 q − 284.807 log q − 4014.536 < −11660.939.
According to formulas (45), (46) and (48) we have proved∣∣∣∣pi(x; q, a)− li(x)ϕ(q)
∣∣∣∣ ≤
(
1
8piϕ(q)
+
1
6pi
)√
x log x+ 1.363x0.423 log x
+
(
0.319 log q +
1
4piϕ(q)
+ 19.021
)√
x
+ (8.709 log q + 149.623)
√
x
log x
+ (2.654 log2 q + 122.485 log q + 1014.914)
√
x
log2 x
+
(
42.464 log2 q + 1008.336 log q + 5243.648
) √x
log3 x
+ (0.319 log q + 15.931)x1/4 log log x
+ (2.762 log2 q + 76.426 log q + 470.826)x1/4 − 75.306
which can be further simplified using estimates
√
x
log x
≤ √x,
√
x
log2 x
≤ √x,
√
x
log3 x
≤ √x,
x1/4 log log x < 0.524
√
x, x1/4 < 0.779
√
x, x0.423 log x < 4.778
√
x to yield the estimate∣∣∣∣pi(x; q, a)− li(x)ϕ(q)
∣∣∣∣ ≤
(
1
8piϕ(q)
+
1
6pi
)√
x log x
+
(
47.270 log2 q + 1199.553 log q +
1
4piϕ(q)
+ 6808.840
)√
x− 75.306.

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