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INTRODUÇAO 
O título desta lese lrala de rcsulllir o couteúdo da mesma, como pretendemos mos-
trar a seguir. 
Em Teoria de 1'1odelos, os espaços de estruturas {só cousidenuernos, por simpli-
cidade, estruturas uuissortidas, i.e. com apenas um domínio) admitem uma topologia 
intimamente relaciouada com as propriedades lógicas das estruturas consideradas. Por 
exemplo, seguindo Tarski, demonstra-se facilmente que a compacidade lógica é equiva-
lente à compacidade topológica desses espaços. 
Em teoria de modelos abstra.La, ou cxtcodid<l-, a compacidade de uma lcJgica significa 
garantir a Hexistência'' de tuodclos co111 propriedades prcviarncute cstipulada.'L A lógica 
elementar, ou de la. ordem, Lww é compacta e urna de suas principais consequências, do 
ponto de vista dos fundamentos da matemática por exemplo, é que permite "atingir" o 
infinito atual a partir do infinito potencial: toda coleção L de sentellças que têm modelos 
arbitrariamente grandes, tên1 lnodclos iiJfiHilos; Clll particular, todo "cotJjunto" arbitra-
riamente grande é inllnito, observe que o conceito de "conjunto" não é capturado por 
Lw-..~. No entanto, veremos que o mesmo fcnÔilleno de compacidade, aplicado a uma outra 
lógica, permitirá separar essencialmente aqueles dois conceitos, mostrando a existência 
de uobjetos'' finitos arbitrariamente grandes, objetos cuja natureza, em princípio, não é 
capturada pela lógica considerada (ver seçào 3.:3). 
Desde o aparecimento das lógicas que extendem L"'""' a propriedade de compacidade 
é considerada natural, a tal ponto que, se uma lógica não era compacta, procurava-se 
alguma propriedade análoga onde o conceito de "finilo'1 fosse substituído por uma noção 
diferente de "pcqueno11 ( cf. [Da} pag. 7). 
Embora a propriedade de cornpaádade de uma lógica seja considerada natural, 
Lindstrúm demonstrou que as lógicas compactas eram relativamente escassas: com a 
propriedade adicional de Lõwenheim-Skolem reduziam-se a L,..,,..,. Mas, neste ponto deve-
mos esclarecer que a compacidade a que o teorema de Lindstrüm se refere está ligada à 
semântica dada pelas estruturas clássicas, i.c. algébricas ou rdacionais. Ali<Í.s 1 as lógicas 
consideradas na teoria de modelos abstrata têm como semântica aquele tipo de estruturas 
(cf. [E] pags. 26 ss). 
Por outro lado, como a compacidade lógica é equivalente à compacidade de certos 
espaços topológicos c, em princípio, sempre {! por;sívcl con1pa.ct.i/lcar 11!11 cspil.ço, o pro-
blema natural que se nos aprcscuta., colocado Clll forma simples, é o de cnconlmr alguma 
compactificação adequada dos espaços de estruturas que tenha um conteúdo lógico, mais 
precisamente, que torne a lógica compacta a respeito dessa nova semântica. 
De fato, tal compactificação daria uma nova semâ.ntica pois, compactificar envolve a 
1 
adjunção de elementos impróprios ou ideais. 
A alternativa de modificar a semântica é já mencionada por Barwise ( cf. [13a] pag. 
21): "Lindslrüm's t.heorcm poses a dilcmlna: Givc up ciliJCr compaclncss or LOwcnheim-
Skolem. llowever, Lhere is a.n escape from lhe lwrus of Lhe dilcmma meutioncd earlier. 
lmplicit in Lhe discussion ... has bccn the assumption lltal wc wcre discussing logics that 
have the same basic sort of synlax and scnw.ntics as flrsl-order logic. Therc is always 
the possibility of violati11g onc or botlt of thcsc ass\llllption.'l by sludying logics tbat havc 
different sorls of slrudures, or have syntactic rules that are strongcr in some ways than 
first-order logic but weaker in others". 
A compacidade e, em consequência, a possibilidade de compactificação, tanto a nível 
topológico como lógico, que é o tema central que nos ocupa, é de transcendente im-
portância, como já dissemos, pelo simples foto de estar ligada a provas de existência. Os 
teoremas de compacidade em Topologia e etn Análise Funcional, assim como em Teoria 
de Modelos, garantem a existência de certas entidades matemáticas, na maioria dos ca-
sos, ligadas à "convergt~ncia" de outras entidades coniLecidas. Como ilusLraçfLo podemos 
mencion<tr que, em Análise Funcional, o coniLccido teorema de arroxirnaçií.o de Stonc-
\Vcim·str<L.ss usa, como argumento de compacidade, o faLo que a bola unitária do dual de 
um espaço normado é compacta com relação à topologia fraca-*. 
Os teoremas de compacidade e os processos de compactificação são também um "ins-
trumento" de volta ao finito, quando os argumentos de finitude não são aplicáveis. 
Acrescentar elementos ideais para compactificar um espaço ou para fechar uma teoria 
são processos frequentes em Matemática: aparecem na construção dos espaços projetivos 
como pontos e retas no infinito, na compaclificação do plano complexo para o estudo 
das funções meromorfas, na própria construção dos números complexos para garantir a 
existência de raízes de toda equação polinomial, ou na construção dos números reais como 
completamento dos racionais, eLe. 
A introdução de elementos ideais também está na mesma origem da metamatemática 
como teoria da demonstração. D. Hilbert, no seu artigo fundamental "On lhe Infiniten 
(cf. (IIi]), argumenta primeiro sobre a existência de uma base matemática segura, na 
qual inclui a teoria de ntímcros, um domíuio "real" cujo conhecimento é baseado no 
imediatamente dado à nossa intuição: a matemática finilisla ou finitária. 
Para Hilbert, a virtude da matemática finilária é a sua segurança e esta radica no fato 
que os números, e mais geralmente os signos, são representáveis na intuição, no entanto, 
as funções, conjuntos c outros objetos ~~LransfiniLos", como o innnito, as demonstrações, 
etc., são idéias da razào pura. 
Tais elementos não reais, i.e. não intuitivos, que Hilbert chamará de elementos "ide-
ais", são objetos sem conteúdo prévio, cuja introduçã.o na matemática supõe uma extensão 
da base finitária cuja legitimidade é o principal problema do Programa de Hilbert. 
Consequentemcute, a introdução de modelos "ideais" no processo de COliJpactificar 
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uma lógica está intimamente relacionada com o problema da consisLência das teorias 
matemáticas no sentido do programa de lli!bert. 
A introdução destes objetos ideais uos espaços de estmturas, i.c. a introdução de 
"modelos generalizados", não é fato novo em teoria de modelos. Eles já aparecem, por 
exemplo, como cadeias de modelos dirigidos por inclusão, introduzidas por Karp para o 
estudo semântico de certas lógicas infinitárias (cf. [Ka2]), ou como modelos de Kripke 
para a lógica intuicionista. Atualmente está-se desenvolvendo, em forma mais geral, uma 
teoria de modelos sobre feixes de estruturas ( cf. [S-Ca]). 
O nosso problema, então, é o de compactiHcar uma lógica, i.e. construir, para 
uma lógica dada, uma semântica nova que seja logicamente compacta, mediante certos 
processos de compactificação de espaços topológicos. Este é um problema que nesta 
tese não pretendemos solucionar, ape11as darernos um peq11eno passo na Hllit Holuç;i.o: 
prdt~ndemos COlllJH"et'lldê-lo e fundament<í.-lo devidamente (daí a pri1ncira pnrtc do título 
deste trabalho), daudo uma solução parcial ao lnesHIO e levantando urna série de problemas 
conexos, cujo empreendimento será a continuação natural desta pesquisa. 
Adiantamos que a nossa solução será parcial na medida que a semântica aqui cons-
truída para os modelos gcueralizados basear-se-á somente na noção de "verdade'', dei-
xando em suspense a noção mais importante de "satisfação". Isto é devido a que a 
topologia dos espaços de estruturas é defmida a partir das sentenças da linguagem con-
siderada, e não a partir das fórmulas com variáveis livres. O problema de estender a 
semântica para este caso não é trivial e consiste em encontrã.r o domínio ontológico das 
variáveis em relação aos novos modelos. Por exemplo, nos feixes de estruturas, o domínio 
de variação das variáveis está constituído pelas seções locais do feixe. 
A solução deste segundo problema, sobre a noção de satisfação, está intimamente 
relacionada com a definição da noção de isomorfismo na nova categoria, e por conseguinte, 
com o desenvolvimento efetivo da teoria de modelos destes novos objetos. Portanto, o 
segundo passo na solução de nosso problema deve ser nessa direção. 
Esta tese começou com a seguinte motivação. R. Fraissé, para o caso da lógica de 
la. ordem, e X. Caicedo, para o caso de lógicas mais gerais, observaram que a topologia 
dos espaços de modelos admite uma estrutura uniforme subjacente. Portanto, para esses 
espaços faz sentido a pergunta pelo seu completalncu!.o no scuLido de Cauchy, c qual o 
conteúdo lógico desse completamento. 
No caso das lógicas compactas, i.e. de espaços de estruturas compactos, a topologia 
uniforme garante a completude desses espaços. Em particular, os espaços de estruturas 
correspondentes à lógica de 1 a. ordem são Cauchy-compleLos. A nossa idéia inicial foi 
tcsta1· o faLo de se a construç;i.o de ultraprodutos, llo teorema de -boS, corrcspondc à 
construção dos limites das redes de Cauchy do espaço, com o qual provaríamos que o 
teorema de-h oS é uma demonstração da completude de Cauchy dos espaços de estruturas. 
É já conhecido que a compacidade destes espaços é consequência do teorema de-h oS. 
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De fato, a nossa suposição foi verificada pa.ra o caso dos espa.ços de estruturas de 
tipo de similaridade finito por D. Mundici e A. fvf. Selle, e logo geueralizada por nós para 
o caso de tipo arbitrário (cf. [C-M-S]). 
O estudo deste caso é o conteúdo do capítulo 1 sob o título "Fundamentos To-
pológicos da Teoria de Modelos". Nele incluímos uma discussão histórica e metodológica 
dos métodos topológicos desta teoria, em especial, a fundamentação conjuntista de uma 
teoria de espaços topológicos grandes com topologias pequenas, i.e. classes próprias mu-
nidas de uma topologia que pode ser para.lllelriza,da por Ulll conjunl.o. lncluíum~ também, 
em decorrência da análise da convergência uos espaços de estruturas, uma versão abstrata 
do teorema de .f:. oS para qualquer lógica L, a qual demonstramos ser equivalente à com-
pacidade da lógica. 
No capítulo 2 são colocados estes rcsullados no contexto ahst.rat.o dos espaços to-
pológicos zero-dimensionais, obtendo versões topológicas do teorema de-I:. oS, principal in-
grediente dos métodos desenvolvidos neste trabalho (daí a segunda parte do título desta 
tese). A partir dessas versões obtem-se caracterizações da compacidade e ela comple-
tude de Cauchy dos espaços considerados, e como corolários, caracterizações das classes 
elementares ECD. e EC relativas a uma lógica compacta. 
Neste capítulo, sob o título H Estrutura Uniforme dos Espaços zero-dimensionais: O 
caso compacto", aplicamos os métodos desenvolvidos à análise, por exemplo, dos espaços 
de n-tipos, do espectro real de um anel, e elo espectro primo de um anel de Boole, todos 
eles como consequência da análise da convergência no espaço de Stone de uma álgebra de 
Boole. 
No capítulo 3, com o título "Compactiftcação de Espaços Topológicos mediante Ul-
trafiltros Locais", construímos uma nova compactificação para qualquer espaço topológico 
sem nenhuma condição de separação, estudamos suas propriedades funtoriais e a corres-
pondente propriedade de cxtcnsií.o de funções contínua.::~, mostra.ndo suas vantagens no 
caso dos espaços zero-dimensionais. Neste último caso, tal compactificação é também o 
completamento de Cauchy destes espaços. 
Aqui aplicamos os métodos de compact.ificação introduzidos ao estudo da compacti-
ficação e completamento de uma lógica abstrata. 
Devemos salientar, neste capítulo, a observação de uma diferença importante nas 
demonstrações da compacidade do espaço compact.iftcado, nos casos do espaço original 
ser uma classe própria ou um conjunto: no primeiro caso precisa-se do axioma da escolha, 
no segundo, entretanto, apenas do teorema do ultrafiltro, o qual é reconhecidamente mais 
fraco que aquele. 
Também sã.o desenvolvidas, neste capítulo, técnicas topológicas especiais, como a 
de quase-homeomorfismos, as quais permitirão estabelecer a relação estreita entre um 
espaço e seu compaclificado, no caso compacto (relação não trivial já que os espaços con-
siderados em geral não são Ilausdorff). Além disso, como um subproduto destas técnicas 
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poderemos explicitar a relação entre dois quaisquer complelamentos de um espaço uni-
forme não-1-Iausdodf, assim como a relação íntima entre um anel e qualquer um dos seus 
quocientes não-triviais, ou qualquer urna de sua.s localizações. 
No capítulo 4, e final, com o título "Uma Semântica Compacta Mínima para Lógicas 
com Modelos Fracos", apresentamos, devidamente fundamentados, basicamente três pro-
blemas conexos com a nossa pesquisa. O problema de compactificar uma lógica abstrata 
(i.e. os espaços de modelos correspondentes) mediante o seu mergulho numa lógica com-
pacta, como é o caso dos modelos standard da lógica de 2a. ordem, e ordem superior, a 
respeito dos modelos fracos (modelos gerais "a la Ilenkin")i o problema de cxtender o 
método de compactificação de Fra.Tssé da lógica de 1 a. ordem (que apresentamos como 
apêndice do capítulo 1) a outras lógicas mais gerais, por exemplo, àquelas que permitem 
uma caracterização tipo back-and-forth para a equivalência elementar correspondente, 
em especial a algumas lógicas infinitárias; e o problema do complctamento de uma es-
trutura, i.e. a obtenção de uma. extensão elementar de uma estrutura dada que seja um 
completamento de Cauchy da mesma. 
A respeito do primeiro problema salientamos sua forte dependência com o teorema 
de incompletude de Güdel: devido a este teorema, o espaço de modelos standard não é 
denso no espaço de modelos fracos. Este fato nos permite levantar aquele problema para o 
caso de lógicas com quantificadores gcnera.lizados, cuja scrnfwlica admite modelos lracos. 
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CAPÍTULO 1 
FUNDAMENTOS TOPOLÓGICOS DA 
TEORIA DE MODELOS 
Est.a prinwirn (Jil.l'lt· ~~ i11l rcHltii/Jri<l t' I'XpÚ!' con1 cn(.o ,[!'talhe· o <Lrt.igo, t'lll colfibor;u;ào 
com D. F\lu1Hiki t' A.l\1. SeU(', "Ca.uch_y (\Jitlplet.t•III'SS in Elt·ltlf'll!.rlry Logic" (d. [C-M-S]). 
Alt~lll disso, i11Ciui ilS ddi11itJws c• rt•stdLados n·lt•va.nL«'S para Lodo o trabalho. 
Aqui SI' rm~ urna. discussão suficif'll!.<'tlll'tll.c· ~unpla, do ponto df' visl.<J his1.círiro e 
Illel.odológico, dos nlí'•t.odos l.o[Jo]/Jgicos usados nn L1•oria de lJJOtlclos La.11l.o c];Ís.sica co1no 
abstrata, e a riunlidade principnl ~ apresentar uma 11ova dcmonstraçào topológica do 
Tf'orf'mn d<· Colll(H\.cidndt• da lógica r•l('llH'Jd.ilr no conkxl.o d{l koria de· t·sp<IÇOS nniforrncs 
(cf. [1\c] caps. 2, 5 c G), sillil'(l\.aJHio i\. :ma. roHexil.o ro1n o Tc•oJTIII<-t de~ Ul1r<~produl.os de 
-boS, conexào que, como vcrf'mos, está. intimamente ligada à propriedade dr Completude 
de Cauchy elos espaços considerados. 
Indui-se uma rf'fcr(·Hcia aos métodos uniforme.'! desenvolvidos principalnwntc por X. 
Cai('(:-do c se apresenta det.a.lhadarncute, a. lll<l!lcira dt• apr~ndicc, a deJllOJJs1.ração da com-
pacidade da lógica elementar dada por R. f'rn.Tssé (cf. [Fr] cap. 6), porém numa versão 
simplificacl«. sugerida por A. M. Sette (cL [S-C]). 
1.1 O MÉTODO TOPOLÓGICO EM TEOIUA DE MODELOS 
O teorema de COlllpacidade da lógica de!llC'HLar Lww• int.erprct.a.Jo l.opologicarncnLc 
pela primeira vc~ por A. Tarski c1n !D!JO (cf. ['!'«.]),é inlporL<t-nl.c, nas próprios palavras 
ele Ta.rski, porque "providc us w'tl.h a rat.hcr g<'JWr<1l nwlhod of consl.rurt.ing (or, ã.l. lcãst, 
proving t.lw cxist.cJH'I' of) nlg1·hra.ic ,'iy.-d.l'lllH wiLI1 SOJJH' projwr1.ic-s jm·scrilwcl i11 i1dva.ncc" 
([Ta] pag. 717), jH'l'lnit.indo c.scl<ll"<•cer a.lguns prulJ!('JlliiS de~ definihilidadc t· cxprcssalJili-
dade (i.e. possibilidade de axiornaLização) das teorias ma.lcmálica.s. 
Tarski forneceu a inlcrpreLaçã.o topológica do teorema de conJpacidndc para os 
espaços ele cRtrutnra.s St' com Lipo de similarida.de T fi.niLo (embora, de> n<:ordo com 
Tar,c;ki, a fini1.ud(' dt> T uiio <~ c•ss<•ucial). Ele iu1.roduz a topologia clelllenl.ar JJcssc·s C'SfHH;os 
mcdiant.(' o sf'gnint.(' OJl<'l'rtdm (k• rccho (cf. ['1'<1] pap;. 7J:q: para 1\' ç St', 
C( I\')= n{ I\lod(tp)/r.p é uma S('JI{.('JlCJI de L~ e [\' ç; I\lod(r.p)}, 
Sf'ndo f\-'rod()-0) a ml('ç~o do.~ modf'lo,c; (f'm SI' f' C'Oill n·lélç~o a Lww) de r.p. 
Para Télr.c;ki, a topologia f'lf'llWJJI.a.r dcfi.nidil éiSHÍlll uiío era. 11ma topologia no scntido 
adotado nnquela f.poC"a, que exigia u1na. certa condiçào de separação. Torski oiJscrva que 
"Sinrc, lHJ\\'('\'1'1', {A} i- ('({A}) ror (\11.)' A E [.'í'tT] i\. lS IIOt a Lopologirnl spncc in 
tlw Tl<Hl'O\\'er s!'ll~(' (i.1· .. 11ol ;1 '/'1-sp<ln')" ([Ta] p:1p;. 711 ). EsL;, f'Xig/'wio r~ dr·coiTt'lllc 
da tHT!'ssid;tdl' d1· p11'S!'I'\'ilr <ls IJ\!iiS prupri('d:td!•s dus ('spil!;us nu'·l.rÍ!'fJS IIUS l'::.ipilt;os lll(I.ÍS 
gnn.is, dclll.rl' f'las, por \'X!'llljl]o, a de qtlt' Ulll roujun(o rornp:1rl.o, I lO S('lll ido rlr• lkine-
Borf'I-LclH"sgtrc (i.t·. qtll' tudo rohrinwn!.o por alwri.!JS ndtnila ttlll suhcohrinwnlo finito) 
d('YC ser ft•rhado, !' lllll poulo, qui' ohvia.nwn(.r· r'• CO!llpado, 11~0 s1·ria kclwdo ltil definição 
dP Tarski. 
En\.;io, dl'lillÍIHlo t'lll ,'-,'/' a relaç;-lo dr· equivalf·nria S!'gtlitd.!·: A;;;:; l3 sr· r· sonwnle se 
C( {A}) =C( {B}), o qn<~l ''((UÍYak a A(' B spn•rn P\PnwuLamH•Htc cqtlÍ\'tdPnll'S (arilh-
metindly ('quivaknt), Tarski lllos\,ra qu(> o C'spaço quoci(-'ule rcspf'divo S'f' / ::::::, com o 
operador de fecho induzido, é um espaço lopol()gico (no sentido estrilo) tolnlnwnle dcs-
cmwxo, wmpact.o f', JH'la. finitudc de T, H<'p<lrá.vcl, i.r·. a hasc indu:r:ida <'111 St') :::: p<'la 
co]t"çiío d(• clas.•ws ,.J,•nH·ul.an•s (;H·it.htlll'l.ical classes) !3' = { tvlud(tp)/~p r'· lllllil scr!l.t·llf;<1 d1~ 
L:,J é ('llllllwrti.vPI (d. [1\.t•] p<HH ::~s noções w::uais dP topologia. ger::~l). 
A passí'lgcnl ao quoci<"nlt•, que JHHa TarHki <'HI conwuie11tc por razõ('s topológicas, 
a.indn <H'illT<'I.il cn\.a.s cot11plinH.;()('s dl' <'il.r;Íl.IT I'Oiljlttll.isL;I .. O pmldr·nl<t rr·sid(' r·rn rpw, 
Sl'nrlo a. roll'l~;\o :-."Ir lllll<l cl<l:-lSt' prúprÍ<l, os prorT.o.;sos !'oJt_jiiiJl.isL;,s t'JIVI!Ivid!,s 11a "nms-
t.ruçil.o" da rok</lo L)', qtw t'• lllllil. rult-r;;i.tJ di' classt·.o.; pr<Ípria.s, c l!Hl.nts cokr;twH siu,ibn:fl 
que possam ser construídas na teoria de classes ckmcutarcs, cxig<~lll urn Ci'rto grau de 
legitimidade. Tarski, ciente desta exigência teórica c, embora convencido da kgit.imidade 
de tais processos, num inl.enLo de dar uma soluçã.o alternativa afinua o seguinte: "To avoid 
any a.ppE'a.rancc of antinomia] conslrudion::; wc ran agrf'e Lo rest.rid oursclvf's lo a!gcbras 
< A, ... > in which A is a subscl. of a ccrtain infinil.e sd U fixcd in adwwcc. Witlt this 
restriction, thc sct [Strj and al! olher scl.s iuvolved in lhe Jiscussion becomc lcgilimate 
mathematical entities whose existence can be derived from axioms of sel lhcory" ([Ta] 
pag. 706 footnote). 
A escolha do universo U illdicado nii.o ó explicitada c acarreta as nws1nas dificuldades 
que têm os processos de relativizaçã.o que o próprio Tarski descreve mais adiante: " ... V 
being the sei. of all algebraic systems in which we are inlerestcd, we inlrodure lhe nolions 
of an ... arilhmetica.l class, etc., relative lo V, ... in particular, that arithmct.ical classes 
rela.tive lo V are simply iulcrscctions of V with arithmctical classes in t.be absolutc scnsc, 
1.e. rcla.Live \.o [Str] ... l'v1ost lheorr'lll:-i sl.at.cd in this paper ;wl.ol!lid.ically exl.cnd to 
rclativizcd nolious. l11 a. fcw in1porlant cases, lrowcvcr, sonw rcstricl.ivc assumptions 
concerning \1 are ncccssary. For ittsl.aJJCe, Thcorems 17-19 [relativc \.o COlllpaclncss] do 
not apply lo arilhmcl.ical classes n•la.tivc \.o an arhitrary set V, but thcy prove to ho\d 
mHkr !.h<' a.sstunpi.ÍOil Lha\.\.' is il.st'lf a. 11\l'tllh!'l' of ;\(;[LI I!' class or ari1.hrttl'l.ical classes] or, 
more gencra.lly, of AC6 [t!tc c:la.ss of inLerseclions of <1.rit.ltrndical classes] (in tlw absolut.f~ 
sense)" ([Ta] pag. 711-15). 
O mesmo problema sobre a escolha do universo U ainda é observado por J. L. Bel\ 
e A. Il. Sl01nson: "'0/(' ca.n gc\. ovcr \.bis diffic:ul\.y by working ins\.cad of wit.h [StT], with 
a snbsd of [Str], wltich a.!t.hougb .'mflicicnt.ly snmll \.o lw a. sd., is still r<J(!lll.Y cnougb to 
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allow lhe slandard model tllC'orct.ic constructions (formation of ultrapO\\'Prs, productions 
of models of consisteut scts of scntcnces, etc.) to lw out within it" ([B-S] p<~g. 1.57). 
O quocif'n(.e Slr / ~ é tllll<l. col('çii.o rk d;Jssc•s próprias, as cl;u.;ses d(• <'fjltivah~ocia 
módulo =:, a qual tem a seguinte propriedade "sutil": Str / - pode ser panunetrizada 
por Ulll c:onjunt.o, o conjunto dP t.c~orifl.o'i consistrn\.c~ f' colllpldas de L:w, e isso é devido 
a qu<' a lógica. /,ww (• pn;urna, i.<'. para. todo tipo T, a colPçào de sen1.rttr~;ts de L~ é 
11111 conjut!l.o. Clas:w.~ p<li"Hnwl.riz;Jd;ts por c·ottjllld-os s~.o ltSI!<l.lllwnl.r· charrtil.rla,'l r]" dassr.'l 
pnJIIf'lra.~. A hasl' l1' (: (.;uttiH~tn lllllit. cli!SSI' )l\'(jlll'tta pois pode· .'i('t' pitrilltll'lrizada pelo 
ron'junt.o de ~cn(.('ll<'êlS de-// . 
. ' "'"-' 
lntuit.ivanu•n(.t•, as classes JH't!IH'II<lS s~o suficit'lll.t•!!Jt'lll.t' ('I('IJH'IJI.arcs [><ll"él st•rcrn arei-
tas sem pwhlt'JIIilS do po11t.o d(' vist.a dos fliiJdanwnl.os da l.t'oria. dos conjiJlll.os. Elas 
podPJll St'r E'IJI.c•nclidas, p<ll" <'Xt'lttplo, i<lt•lll.i!icando classes de estruturas co1n propriedades 
de' c·sl.rul.lti"<IS; assi111, SP a lill]-!;ll<lJ.!,I'lll c~ 11111 ("ottjltu1.o, coiPc/){'s de cl<is.sC's de~ c·s1.nt1.ttras são 
Lil.o lt·'gÍ!.imas COlHO conjull(.os de• propril'dadcs. "lnsl.l'ad of propl'rties of rda1.ionill syslems 
we shall spcak of clcts:'K'S of syst .. ms" ([F-l\·1-S] pag. 21 I). 
Div('rsos aut.orc•s que (.rahnlltam nos nspcdos topoh)gicos da. teoria de• rnnd('los, in-
clusive a n'Sfwi1.o de lúgica.s c1hs!.ral.as (cf. [E] paril ilR llOÇÔc·s n•l<~ciolt<Hlas COlll lógica.'! 
abstratas, i.c. modcl - thcordic logics, e ver tambc"•Jn a Bota l.:L:J), t.(·m feito uso in-
discriminado de do.sses JH'CJHCJlRS C' de operações boolf'a.nas inl1nitárias sohrc c]as. Como 
ilust.ração mencionaremo::; ;:dguns deles. S. Kochen al1nna: 1'Tbc class AC [of aritbmctical 
class('s] forms a hoolcan a.lgcbra. undcr i.hc sct-tlworctical opcrn1.ious" ([Ko] pag. 223). I!. 
Sa.ycki (r f. [Sa]) analisa. a. intt•ra~·<i.o cnt.rc S'lr e se I=,(' US<I. intplicita.IJH'IILP Ulll certo 
axioma. de escolha JHll"fl. classes JH'C(liC"Itas, pois a prcípria construção do quocic•ute S'tr I=: 
equivale à cscolllil. de Ulll rcprl':wnt.anl.c de e<ula cl<tSSI' de cquivalôncia. módulo=:. li. Man-
nila (cf. [1\fa.]) opem ;uhil.rariallJt'IILc COIII famílias de classes próprias paralllt'Lrizada.s por 
cardiuüis. 
U . .1\lundici, Clll [l'vlu] pag. 785, rdPrindo-se a llllla 16g,ica COlll quantificadorc•s gene-
ralizados pequena L= Lww(Qi)iEI• i.c. co111 I um conjunto, diz: 11 Sincc f is a sct, for each 
type r the family of equivalcucc classes ou [Sr] detcnniucd by =L is actually (idcutil1able 
with) a set [SI'/ =c]". 
Para X. Ca.iccdo (cL [Cal] pa.g. 35): 11Siucc tltc logic is small, t.lle tupologics uf thcsc 
space are also small (they are indexed by scts) and t!Jere is not danger in working with 
them a.s with ordinary topologiral spaces". 
Este üllimo autor é mais explícito a respeito da solução alternativa sugerida já por 
Tarski: "Of course, one could also make tl1e spaces [Sr] sma!l, by working with iso-
morphism classes or strudurcs of cardina.lity no grc~a.tcr than tilc LõwcJJileim numbcr of 
theories in [Lr], T bcing Lhe largC'st voca.bula.ry involvcd in Lhe a.rgumcn!.s" ([Cal] pag. 
35). 
O número de Lõwenhcim de uma. lógica L (na realidade de LT já. que dqwnde do tipo 
de similaridélde r em considNaçã.o) é o nwnor ca.rdin<t! n t..'ll qu0. tod.'l. col('ç~o d<· s0.n!.cnç<ts 
de r,r cpH' (.t•Jn lllll Jll()(!(•lo, ildtni!.c• ll!ll lllodt•lo t[,. ("/l.rditlidiclnclc ~ (Y, AnnlclgillJICJl!.C, 
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define-se o número de Jla.nf de uma. lógica L como o menor cardinal a tal que toda 
coleção de sentenças que tem modelos de cardinalidade 2:: a, tem modelos de ci!rdinalidade 
arbitrarianwntc grande. A existência do nlnlll'fO de L()wPtdtcim c do HÚJ!lf't'O de llanf para 
lógicas pcqu<'llas, i.c. lógicaH /" o1u!c para ca.d<t tipo T, a co!cçiio dt~ s<·n1.<•nça.'l de /,r~ urn 
conjunto, foi delllollstrada. por llanf (cf. [B-S] pag. S!J). 
Se L é uma lógica p('qucna, a afirmação de Caiccdo mencionada anteriormente pode 
ser esclarecida mediante a. geguiute argutncnlaçã.o: seja a o nümero de LOwenhcim de U 
e St~ a sub classe de sr das estruturas de cardinalidadeS a; então St: com a topologia 
induzida é um subespaço denso de SF e, se L é compa.da, ent.ào S't~ é urn subespaço 
compacto (não-f('clwdo) dt' S'lr. Sl~ (i<btLificando estruturas isontot{a:;) é unt conjunto. 
Neste trabalho nào adotarE"mos esta soluçào pois não está. claro que todas as cons-
truções de teoria de modelos possam ser feitas em Sl~, principalmente as relacionadas com 
ultraprodut.os. Por f'ssa raúí.o insistir<'tllos no uso d(' class<'.'l p<~qHPH<~s, i.e. de coleções de 
classes (possivelnH'III.P clas~ws próprias) paratttdri:.:adas por cottjuntos, c por tal motivo, 
para o estudo dos espaços de <'struturas que aparecem na teoria de modelos, rcst.riltgiremos 
a nossa at.<'nçã.o ao caso d(' lógicas pequena::;. Esta cscol!ta permite l.atnhl•tn o ('studo dos 
espaços Str' com preferência aos cspa.ços se I:::::, pob fl.lguma.<; situnçÜ('S rf'if'Yi-l.ll1.rs (jp StT 
não se rdk1.t·nl nos qtH)('il'rd.t's; por t•Xt'ltlplo, itnagt·tts dt• Slrbc!;J.SS<'S proj<·Li\'<!S disjwd.as 
('[JJ ,S'F pod<·riattt ttiio SI' r disjllfil.as ('I[ I str I=:, o qtt<' pn·jttdica it illliÍlis<· da propriedade 
d<' iltl.t'rpo!nt.:;lo Jtt•s(.t•s <ttto<·it•ttl·<'S. 
Uma t.coria. d<' ronjttnt.os sufici<'lt(.<'ll!t'tll.(' for L<'<' r<"lativattwtde consisl<'nlc com ZF+ 
{ exisl.f' pelo nwttos llttt cardiltill 'tnnrcssÍvP! O)(· sugt'rida por Levy t'lll [Lc] pa~. 20·1: "A 
dilkrt•td- \'arian!. ... is oiJl.<titlt'd il' \\'t' ildli!'l'l' 1.u (li<' litniLtLioll of siZI' docLrill<" !Jy twptiring 
1.hat. n Hln;d] c];ls ..... ('·/!.· a fi11ik cl;1ss, lw il sl'l. t'\'!'11 i f' i1.s lllt'tttiH'l'S ill'f' propr~r r);-I~SC$. ftt 
t.ltis varia.nt. \\'!' a.ttl('tl!l (.h(' ;txioltt of rt'pl<-H'!'tll('ltL ... t.o r<'ild: ]f F is a fuwLiott and n 
is a sct., t.!wn tiH't'l' i:-i a. sei wllirll ro11t.ains ('X<ldly t.lw \'illtH·s F(X). wltirh lll<IY hf' sels 
or dassl's, for a.ll IIH'Iitlwrs X of a w!lidt ar<' itt tlw dotnnin of F" Um n10dclo natural 
de ta.! sis(.ctua pod<•ria S<'r oht.ido, por t'X<'!llplo, iliL('rprd<ltJdo ''classr·'' por "c<)(ljunlo" e 
"conjunto'' por "ron,iunLo d<' cardiltal'ttbdt• <O''. 
Nã.o pretender nos fazer aqui 1\Jlla. discussão desta "teoria de conjutt(os ck Levy", no 
entanto supô-la-('ttlos j;:í. desctrvo!vida. c fccltaretJJos esta. p('C)\ICJJa digrc;;sào fnzcJJ(Io apenas 
os seguintes coiiiCttL:írios que considera111os itttcrcs::;a.n(.f•s e relev;ut!.<'s par<~ os fund(lmcntos 
do nosso tnd)a.lho: <'IH prinwiro lugar, na. t<·oria dt• Lr·vy, ns vari;Ívt·is ri<'W'rtl variar sobre 
cla..;;see; <'111 g('ral, poiH <'ttl caso CottLrcí.rio, por <'X<'Illplo, a col('çi\o de classe'-" próprias {Jtd,Et 
não poderia sc~r ro-cxtensiva co111 a propriedade (('xpn'ssa ('lll alguma linguagem adequada) 
v,E,(x :=A;). E!iLP fato, tto contt>xLo da teoria de lllOdf'los, poderia. invalitLu· os efeitos 
dJ rompacid;ld<' COliJO Jll'O\'a ~~~~ "<·xisLt·ncia" <1(' rtto<lr·los. Jlor O!l!.ro !;((lo, Hli)JOr<'IJI(Js qtiC 
ltossa "!.<•oria dt• t'onjnn(.os ,],. Lt·vy'' l'O!IL.'·Jll 11111 ;,xioJn<~ dt• q;cu!IJil. jli!fil. coktJJcs jH'(jiJCtlits 
cle classes, i.e. S<_' {A;};Et t~' Ulll<l. col<•c;ií.o peqw·na. de da.s.st•s (próprias), exist,(' ll!ll conjunto 
A contendo um e!ctncnto de cada classe do. colcçií.o. Esta. versào ser;Í denotada por ;1Cw. 
Assumindo estas idéi.a.s pode-:=;e desenvolver em fonna razoável urna teoria. de espaços 
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topológicos "grandes" com topologias "pequenas". Este é o caso elos espaços de estruturas 
str com T arbitrário, pois SPndo a base BT pcqU('!Iél., a topologia gerada por C'] a f.. também 
pl'(]Hí'll<l.. 
Num espaço deste Lipo, i.c. con1 llllltt topologia pequena, os conceitos de inl.(~rior c 
fecho podem ser definidos pois envolvem apenas uniões e interseções de coleções pequenas 
de abertos e de fechados respectivamcn\.e. A propriedade de compacidade envolve somente 
cobrimentos por famílio"' JW<JIIcnas d<' ah<'rLos ou fan1ílias /)(~qtwmts de fechados com a 
Propriedade de lnt('rseçào Fitlita. (PIF), e a conwrgôncia pode ser estudada mediante 
redes definidas em conjuntos (não classes) dirigidos. Em particular, 110 caso de estruturas 
uniformes pequena._<; (entenda~se definidas a partir de uma base pequena) definidas em 
classes próprias, a noção d(' completude de Cauchy envolve apenas a convergência de 
redes pequenas de Cauchy. 
Ent.rd;ud.o, dt'Vl'lllOH a.kr!.a.r sohn' o f!t•guint.t' ra.to: a. tf'Ol"ia g{:ral dt· COIIW'I'p/·ncia 
usando filtros e ultra.filtros não é ilplirávelncsle coHL<'xto pois os filtros c ult.rafiltros não 
sào classes pequenas, nrcs!no que as bases de filtro (filterbascs) que os geram o sf'jam, já 
qut" oquf'lf's C'stão definidos 110 t•sp<H.;o todo. 
Ah;111 disso, a !.t•ori<t d<· <"Ottjutd.os stthj;JCl'td.t• Jtilo poderia. g<ll"illltir <1 t·xisU·ncia de 
ul!.r;J[i!t.ru~, d(·litl.tdo . ..; no <'Sjlil(O Lo<lo, cotJ(.<'IJ<Io fnttiÍ]i;l,'> [H'<jlll'JiiiS I"OIIl il. ]J]F, ·1.<~. csla 
V('rsão forte do TcOJTliJa. do U!Lrafiltro poderia não scr dcnJousl.rável na l.f'oria de conjun-
tos de Levy, lllr':>lllO coto o ;1xionm d(' t•scolhct ;\C'". Porl.anl.o, é ilnporl.anLt· caracterizar os 
conccit.os topológicos qul' IIm> int.t•n•ss<HII t'lll t.t'rllHJS dt· !ltH.,"Ôt•s, nJlllO a dt• bitSf' rir: flltro, 
nil.o l'llvolvcndo o t'Spit(o Lodo I li\ sua ddinit;ilo. llusl rart•lnos is(.o llit st•gJJilll.f• r<Jraclc-
riza(ci.o ria coJilP:t<'idn<lt'. 
1.1.1 Defiuiç~o. 
i) Sej;1 X lllllil cl<Jss<' (prÓpri<l) ('r tllllil l.opolof!,iil jwqtiCllil sulnl' X. Sf·ja 6 urrw. 
cokç;i.o df' sttbclass<'S de X, diz<'ll\OS que B /· lmsr dr· ji/lm :-,(• 
a) 8 oJ ~ 
b) ~ rt 8 
c) S{' A, !1 E B ('1\L;"i.o, (';\Ísi.P c E B tal quf' c ç; ;l n n. 
ii) Sr B é ullla. base ck f11t.ro p('qllf'lla. podt·mos ddinir Adh l3 = n{JJ/ n E B} (a barra 
denota o ft•rho na t.opologia T). Os f'knwnl.os dr' Adh B sào chnJnndos df' pontos 
de adf'rt'ucia. d(• B. 
iii) S(•ja {.r;}iE/J llJJJ<I JTd(• l'lll X co1n /) t"OtljtiiJl.o. lkfitliiJIOS arlh {:ri} nnr1o it colt~çii.o 
dos .TE X tais que para toda vizinha11Ça V 3 :r c para todo /,:E lJ exisl.(• i 2'. k tal 
que :r; E V. Os clenwnt.os de adh {:ri} sào c!Ja.ma.dos de pontos de ader(•ncia Ja 
rede (dust.er points). 
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iv) Seja {:ri}iED uma rede em X com D conjunto. Definimos limixi corno a coleção 
dos x E X tais que para toda vizinbança. V 3 x existe k E D tal que para todo 
i 2: k, X i E V. Os elementos cle limi Xi são chamados de pontos limites da rede. 
v) X é compad.o se e somente se toda família (pequena) de abertos que cobre X tem 
uma subfamília. fi11it.a que cohrc Xj ou cquivalc~nt.cllwn\.c, toda família (pf'fJIICna) 
de fechados co1n i\. Pl F, tem iutcnwçii.o nã.o-va;-;ia. 
1.1.2 Proposição. X é compact.o {::}toda base df' filtro pequena tem ponto de adcri'mcia. 
De1nonstração. 
(=?)Seja B uma base de filtro pequena c C= {13/13 E B) 
Afirmação. C é uma. cokc;ii.o (p<'<[IH'Jia.) de~ fpcflado.<; con1 a PIF. 
Com f'ff'it.o, ~(' /11 n ... n TI,. = r/>, Prll.ilo /11 n ... n 13" = 1> poi~ 111 n ... n /J, ç ll 1 n ... n IJ "' 
logo, 4> E B, uma coul.radiçào. 
Portanto, como X é comparto, existe X E nc = J1.dh B. 
(~)Seja {Fi}iE/ uma falllíliil [wqurno dr fc•chados co1n a PIF (i.e. f é 11m mnjUilto). Po-
demo:o; supor a filrnília fc•chada por illl.<'rs<'çÕes finitas (que é unHt operação conjllnt.ista), 
entã.o {Fi};E[ é Ull\rt. ba.<;e de filtro B, logo, por hipótese, n /·i= nF; = !\dh B i- 4Y, 
iEl iE/ 
porhmt.o, X r COlllp<lrl.o 
• 
1\.cll(•y, ('lll [1...:!'] p<tp;. J:Hi, d;l <t. sq?;tlÍitLt· ntracl.(•rizcH;i-lo da. COillpacid;tde usando 
red<'s, a qllal pode ser a.dopt.ada <lo Cil:'iO de• f'.'>pii!,'Os gnmdc•s cont \.opologias p('qtwnas: X 
é romparl.o {::} t.od;1 n•clt• (pc·cpwna) t'lll X 1.t'lll ponl.o dí' <HI('n-;!lcia. 
A n·stwiLo da d('lliOil."'d.r;H,;flo d(' I...:t•llt'y, 110 Cilso dt• espaços grandPs com t.opologias 
prqll<'lWS, d('n'lllllS llll'Hciollill' qtlt' t•la t; possívcl tllllil \'t•z l[llP c·~ t'!-d.;tiH•lc•cid;t a :o;eguinte 
r<'lação <'!ll I'P h<tSl'S de fil1.ro f' rl'dl'~ t'tll X: 
a) Se {.r,};Eu /· tlllla n·dt· t'lll X (co111 /J conjtlttl.o), Cll!.iio para cad<-1 /.:E/) ddinimos 
!Jk = {.r,j1 2: /.:}. T('n1os qut' <t f<llllílin {/h}kE!J l.t'lll a. P!F, t' portfllt\.o c'· ltlll<t base 
de flll.ro p('([lll'llil ('Jll X, c· adh {.r,}= ;1dh {/h}. 
b) Seja B uma ba.se dC' filtro J><'qtwnil <'111 X (podt'lllos supor B fechada por iui.C'rscçôes 
finitas), eut.ão B é dirigida por inclusã.o im·er~il. Aplicando o <~xiozno dc escolha 
AC:w, para cada 13 E B csco!l]('lJlos J'H E /J 1 t•nl.iío {:rH}HEL' (~ lllllfl rede ('lll X c 
adh{J· 8 ) Ç Adh B. 
A tílt.im<'l indusii.o, <'lnhom não sl'jo. tllWl. igtwldadf', c~ suflcicntt' po.ra d('lr!Oilstrar a. 
cara.cleriz<1çào dn colupacidad<' !1<1 \'l'rsão de 1\elky. 
li 
1.2 ANÁLISE DA COMPACIDADE DE Lww 
A compacidade lógica de Lww é usuallllente formulada da seguinte man('ira: para iodo 
tipo T, se L: é uma coleção de sentenças de L:W tal que toda subcolcção finita tem modelo 
(em SF), então L tem modelo (em Str). Equivalenlcmcnte, se p<Lra toda subcoleção 
finita D. Ç I:, Mod(D.) ~ n Mod(<p) cl1, então Mocl(L) ~ n Mocl(<p) c11. 
~Eó ~EÍ: 
Observando que os espaços Str sào zcro-dilncnsiouais no seu tido que as bases l3r são 
bases de clopens (abertos- fechados), vemos que a segunda vcrsào significa a compacidade 
topológica de cadaStrem termos de famílias de fechados (básicos) com a PIF. 
As demonstrações mais conhecidas de caráter puramente semântico da compacidade 
de Lww usam a construçã-o de ultraprodutos e o teorema de -boS para sentenças, o qual 
afirma o S('gllink: para Lodo tipo T, se {A;};E/ (~unta família de md.nd.ums f'JJJ SI' (observe 
que I() UI li conjunto) e {f t~ 11111 ulLra.lilLro sohrc /, d('JlOl.a.ndo COlll nu A; o ul!.raprodll!.O 
da fa111ília m6dulo U, l.t•tnos que p<Hi\. toda st·nl.cnça. 1.p d{' c:..,w, 
(*) lluA; E Mod(<p)"" {i E 1/A; E Mod(<p)} EU 
Estas ckmon~traçô('s (cf. [F-l\1-S] pa.g. 21G ou [B-SJ pag. 102) escollwtn, usando 
implicitamcutc o axioma AC"', para cada LJ. E Pw(L) (partes finitas de L) um An E 
"tvlod(LJ.), e mostram que para um determinado ullrafiltro U sobre 'Pw(L), Tlu A 11 E 
Mod(L). 
Uma p('qucmt obs('tYaçã.o mostra que a própria construçào do ttll.raprodttl.o HRadu 
nào é C'SRCilcial, ha.R!.itri;t (llla.lqtH'l' cs!.ru!.ttra. A sa.l.isfazcnrlo (*), ()]]] VC7, de nu A;. Este 
fn.to motiva a. seguinte dcfluiçào: 
1.2.1 Definição. Para toda família {A;};eJ rrn St' c todo ultrafiltro U Rohrc /,definimos 
limu A; como a mh:>çiio das cst.ruLuras A E SF LniR (jll(' pnra toda sentença 1.p de L~, 
A E ~!od(cp)"" {i E 1/A; E ~lod(cp)} EU. 
Cottto _icí ollst·n·;ltttos, a st·~ttittl.r· fonllil. <tl1sl r;t.f.;1 do l.r•ort'ltta dt•·l,oS t'• sttficir•IJIP para 
]lt'O\"ill' O (t'Ol't'Tll<l dl' CllllljJ<ICÍdadt• (csl;\ podr• S('l' rortlllii:Jd;t par<t !jll;liqtH'I' ~~~~~(il. {,): 
1.2.2 Teorenw de -boS Abstrato (TI:, A). 
Para iodo tipo T. lod;\ ratníli:t \A,},FI (']li .C.'t" (' f.odo ldtr;dill.l'O {f Rohrr. 
I, lintu A, i= ~? • 
Segur-S(' di! dd!lli(;;iu iiCÍlll<l qtll' litnuA; = n{ 1\lod(t.p)/{i E f/A; E 1\lod{c.p)} EU}. 
Isto mostra quf' o tron•tna dP cotllpacid:t.d(• intplic<t latniH;Ill T-1-,A, pois li1nuA; <'·expressa 
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como intcrseçií.o de uma fa1nília de fechados hoisicos com a PIF. 
Os argumentos prévio:-;, enquanto nào utilizalll a. construçào d0 u!1.raprodutos, sao 
t.a.lllhf.m nplic<Í.wis a. qua.l~]llC'r lógica. nbstrata n•p;1dar JH'qii('JJ<t. 
1.2.3 Nota. Uma lógica abstrata é Ulll par < L, FL> onde L é uma a.plicaçào definida 
sobre a coleção de vocabulários (ou tipos de sillli]aridade) T, tal que para cada T, L" é a 
classe das sentenças de L de tipo r, c f:r,Ç U(..'il" x L") é a relação de satisfação de L, 
' 
satisfazendo as seguintes propriedades dadas em [E] pag. 27, DeL 1.1.1: 
eJ) Se T Ç a, cut.ão, LT Ç L". 
e,) Se A FL <p, então, <p E L'(A)_ 
e3 ) Se A I= r, <p c 8 3! A, c,.l.ão, 8 I= r. <p. 
e.l} Se r..p E L r c T Ç r( A), então, 
cr,) Se f': T--+ rr t' 11111 "rcn<uning:", Pll1.iÍ.u, para. l'iHlil r..p E /,r c•xisl.c~ r..p 1' E //'tal q11c 
para. toda. A E ,<.,'f. r, 
Uma lógica L é dita pequena se para. cada T, L" é um conjunto. 
Exigiremos de c<1da lógica /., (]IH' ~wja f'Xtf'n.•:;.;;o de Lww no :wguin1.c fi(~ntido. Se 
ModL(<p) = {A E SF /A F= 1, r..p}, ('Jitiio, siio sa.ti:·d'ci!.as: 
i) Propriedade das sentenças atômicas: para todo Te t.oda scuteuça atômica t.p E L~, 
existe V' E L' tal que Moddv') = ModL •• ('P)-
ii) Proprinlarlc da nrgrrçii.o: pctrn. todo r e toda r.p E U, existe 1j1 E LT tal que 
ModL(l/1) = J\.1odL(r.py (o COIIIplPmcntar em St"). 
iii) Prop1'Ú:daâe da conjunção: para todo T <' quaJS(jiH:'r r..p,~' E L r, existe O E L" tal 
que ~lodL(O) = ModL(<p) n Moddv·). 
h·) Proprinladr rir porlirularí::oçâo: SI' r· E T, c•JJ!.iio, para. Lodo r..p E U, r"xistc 1/J E 
p\{d t.nl qtl<' pa.ra. toda A=< ;\, ... >E Slr\(<'l, A FI, 1}· {::} para algum a E A, 
<A, a >l=r. <p. 
SC' /, I~ 11111:1 l1Íp,icc1 aJJsl.ra!.a, O ('UlJC('ito dC' frÍI'Illl![a pod1• SC'I' d1'ri11ir!o da SC"gllÍJll.(' 
lll:lllt'i f'il: lllllil fril'lllllffl 11 -rÉ 1'1<1 .j,. /, 1 (· (jll;d'll lei' S!'ll f !'11<;<1 't-~ C /, ,' O!ldl' T 1 --- T!) f r·) 1 ••• 1 r·,} 
<' r· 1, ... ,e., f/- T. N,•sl.<' cn:->o, sr• A=< A, ... >E,'-,'(', ddiJJilliOS <p'1 = {< f/J 1 ••• ,a, >E 
;tn / < A, OJ, · · · 1 an >F/, !f'}· 
Com <l:'i coll\'<'ll~·ô<·s a11Lniorcs, diz('lllOS qtl<' L~~ I'I_(Jitfar· se snt.isfa;;; as seguintes pro-
]nicdéldc's (cf. [(~;12]): 
1:1 
a) Propriedade de substiluiçrio: para quaisquer fórmulas tp 1 , ••• , lfJk E L r, seu do tp 1 ni-
á.ria., e qualquer O E f./', onde T 1 =TU {17.1, ... , /h} e Ri é 11i-Aria., existe o(O) = 
0(/l,jtp,, ... ' a~.ji.pk) E /,r ta.l ([Ut' pa.m todo A=< 11, ... >E StT,A f= I, n(O) {:::> 
< A,tpí1, ••• ,!fi} >f= L o. 
b) Propriedade de relafivizaçiio: para Lodo predicado monádico P E r c toda r_p E 
Lr\{P} existe r_pp E Lr tal que para t.oda A=< A, ... >E S'lr,A f=L r_pp {::} 
AfPA FL <p. 
As propriedades (i), (ii) e (iii) anteriores garantem que a coleção Br 
{ ModL(4?)/4? E L r} é base para uma topologia zero-dimensional sobre Str, fechada para 
interseções finitas e complementares. Denotaremos com Slr(L) o espaço Str munido dessa 
topologia, e simpl<'SllH'IlLP SI. r RI~ a I.Oj)(llogi:t ~~ d;u]a jlOI' /,ww· 
Com estes preliminares, lemos então demonstrada a seguinte proposição. 
1.2.4 Proposição. Se L é uma lógica a.bstra.ta regular pequena que extende Lww, então 
sào equivalentes: 
i) L é compacLa. 
ii) TbA 
• 
Para lógicas COIIIJ>il.d.<t.'-l difPn~uLcs de /,ww pode-se levantar aqui o interes.'mnte pro-
blema da "construçã.o", para cada família {A;};EJ e cada ult.rallltro U sobre I, de uma 
estrutura A E limu A;. 
Os itens 1.2.1, 1.2.2 e 1.2A podem ser considerados o ponto de partida deste tra-
ba.lho. Aí estão contidas a noç::i.o de conv<•rgôucia adc·quada ao estudo dos espaços 7.ero-
dimensionais (ver definição 2.2.1L uma versão topológica. do teorema de -boS (ver ob-
servação 2.2.8), e uma caraderiza.ção da compacidade c a COI11plclude daqueles espaços 
em termos destas noções (ver proposiçào 2.2.7). Elas, embor;, motivadas pelos espaços 
de estrutura.<;, serào estudadas Prn forma abstrata no ca.pít.ulo '2 não somente para o caso 
zero-dimensional mas lamb/'m para espaços topológicos arbitrários. 
O conceito de limu já aparece em [F-!vl-S] pa.gs. 223 ss. como "operação ultralirnite" 
para o caso dos espaços booleanos, os quais são zero-dimensionais. Em [C-K] pags. 11 
ss. é definido limrr pa.ra. os f'spa.ços coiTlpücl.os de llausdorff nâo nccessa.ria.mcntc zcro-
dinH'nsiollilis. E111 ;unho~ o~ caso~, il co1Hli1;ii.o dr~ sPr ILuJ.'>dorfr 11~0 /~ cssPJH:iil.l, ;qwna.'l 
garn.rll.(' a unirid<ak do lirll1,; a cuJlljl<t{'id;u[l·, ro111o VI'\'Clll()s, gara.11tiui fillil exisLÍ!ncla. 
Uma outra. dc1nonstraçilo topológicil do teorema de comp;1cidf!de, baseada também 
uo teor('Jllil d,·..J)oS, {o dad;J, crnbora. scrn llli'JJ<.)io explícita, por I\oclrf'H (cf. [Ko] pag. 255, 
Th. li. I). Ek pro\·a q1w St' /\ .. = {A;}iE/ t· 11111<1 L1111Ília. d{' {'sLr11!.11r<IS, I'Jiti'íiJ o fl'cho de 
I\, i.e. a coleção d{' ponto~ de a.dcn"-ncin de/\'(·('(/\')= {nu AJU ~~um ultraf!ltro sobre 
!}. Temos ent.ão aqui o tcorl'trlil. de comp<-lcidndc (topológico) n p<HLir do Vf'rs~o de I\ell('y 
dada a\ima. 
1.3 ESTRUTURA UNIFORME DOS ESPAÇOS SI" 
R. FraTssé (cf. [F'r] pag. 129) foi o prinl{·iro a ohsPrvar, no caso da lógica Lww c 
para r fiuilo, que a topologia elementar dos espaços Sr é unifonuir-<-ivcl, c explícita uma 
base (pequena) de uuifonnida.dc usando a Iloçãn de isomorfismos parciais: t'La topologic 
cousiJ,;rt'-t' <'s\. uni fon111', l'll pn'li<Ul L COIIIIIII' 1'11 !.ou ra.gPs, po llr c h a.q IH' c ar ar ti ris ti qu(~ ( k, p), 
ot'l ~· t•!. }I sout. d<'s l'lll.iers lla!.llrl'ls, la cla.ss<' des coupl(•s <I<• rdati011s (k,]J)-t'·<JIIivalcJii.Ps". 
Aqui ado\.arclllos a s<•guint.c dcfinio:.}i.o dada C'lll [l<e] pa.g. 177: 
1.3.1 Definição. Se X é uma classe, uma família \)C'(jtlf'na B = {Ui},Ef de suhclasscs de 
X x X é base para alguma uniformidade sobre X se 
a) Para. l.odo i E /,Ui <·o1d.(~lll a. dia.gona.l..6. = {(:l',:r)/:1' E X}. 
b) Para todo i E J, existe j E I tal que Ui Ç U;- 1 • 
c) Para Lodo i E I, exiRLC' j E I t.al que Ui o Ui Ç U;. 
d) Para Lodo i,j E I, existe k E I Lal que Uk Ç U; nU;. 
Se B satisfaz somcnt.e (a), (b) c (c) tcmofi Ulllil. sub-base de uniformidade. 
Atualmente é usual mthstit.uir a noção de (k, p)-Pqttivil.l(•ncia de Fml.:>sc~ pclü de n-
cquivil.lf-ncia. de Karp 1 RC'IHlo n lllll inteiro na.!.ura.l (cf. [1\a.J]): dilll.s l'sl.n!l.ttrn.s A = 
<A, ... > c 8 =< JJ, ... > sã.o di Las n cquiva.lcuks (11 2': 1), em :-;Íntl,olos A ~n 13, se existe 
uma sequência !0 ~ / 1 ~ ... ~ fu-I de colljunto::; nào-Vil.zios de isomorfismos paxciais que 
satisfaz a seguinte propriedrule de bnck-awl-forfh: pa.ra. todo m tal quem+ 1 < n, f E Im+t 
e a E A (re::;pectivamente {,E 11) f'xisl.c g E !,., tal que f Ç g e a E dom q ( rf'sprcl.ivamcnlc 
b E im. g). A e 8 sào ditas 0-f'<jllÍvalcntcs se existe um isomorfismo parcial de A em 13. 
Os elementos de!,, m = 01 ••• , n- 1, são chamados de m-isomor!lsrnos parciais de 
A em 6, ou abreviadamente1 m-iso. 
Definindo o grau quant.i!lca.cional qr( r.p) de lllWl fórmula. r.p cmllo em [Kal] pag. 408 
(v('r também scçiio 3.'1.), a n-cquivah~ncia. de 1\a.rp adnlil.r a scgui11t<· vrrsfl.<) ling11ística 
dada pelo teorema de Fra..fss<'·-1\arp: p<tra T finito, n E w c A, B E .S'(' temos que A~" 
B {::}A:=,. B, onde ::., f. a equivalência elcllJCIILar a respeito da coleçflo d(• se11tenças r.p 
com q1·(<p) S 11 (cf. [Kal) pag. 109 e [Fr) pag. 120). 
Portanto, a uniformidade de Frai'ssé pode Sf't' definidA a partir da seguinte base BF 
(base de Fraissé) = {Un},Ew• onde para cada 11 E u...•, Un = {(A,13) E Slr X SI. r /A::::;, B}. 
Por outro lado, para Lodo tipo r, a l.opologia cknwnl.ar de Str adn1il.c a seguinte 
base uiJa.l.ura.l" de unifonnidadc sugerida pela. zcro~dinwnsionalidctdc do espaço: 13N (base 
na.tural) = {U.pf<P é lllll conjunto finito de S!'ll\.cnc.;as d<' L:,",.}, onde para cada <ll, U1> = 
{ (A, B) E S f r X :=.:r r /.A = ,1, B} , .st•ndo ~.1, a. ('qui vai i'•rwi a P!f' Jl\('1! tar COIIl rPI<I(; ~o à colf'Ç âo 
q,. 
Oh~t'l'\'(H;(• qll(' o~ l'l('lll('il!.os li das lms('S B1: t' BN t•sti'J.o ddiu'1dos rrwd'lan1.r rdaçê'Jes 
de Pquival;.nri<l, (-')li parl.ind;u, u-I= u (' u oU ç U. 
A bas(' BN \.t'lll as S('guilli.C'S propriC'dadcs (<l.hrcvi<Jmlo u{·-rJ por U.+'): se <fJ 
{cp,, ... ,cpk} l'lli<io 11., = U,., n ... n/1,., I' para'"·"" cp, li.,[A[ = {lJ E Si'/(A,lJ) E 
u _ { ~lod(cp), "' A f= r ~J- ~lod(~cp), "' A"' 'P. 
Esla última propriedade garautt• para todo tipo T que o espaço uniforme rc•sultanle é 
totalmente limitado ou pré-compacto, i. c·. p<~ora. toda. S<'lll.cnça r..p cxistt'lll A 1, ... , Am E Str 
tais que U<+'[As] U ... UU""[A,J = Slr (rL [1\e] pap;. !!18)," que a ha.s(' d{' 1111iforrnidade 
dada gNi'l <t topologia cknwnt.ar. 
1.3.2 Proposição. Parn T finito, as has!'s Br (' BN s<1o UllifonJH'llH'Ill.P Pquivall·ntc-s no 
,<;pguiut.c S('l\l.ido (cL [!\(•] pag. !SI): j)ill'il cada 11 E w t•xist(~ fjl /in i tu tal qiH' u<l> ç U,l e 
pnrn cndn fjl finito ('Xis!.(' 11 E w L;d qll(' Un Ç U,,. 
Demonstração. 
Seja 11 E w, cnUI.o, corno já tínhan1os oh~wrvado, ~~xisl.cn1 no llliiXIlllo !HII 111'ancro 
finito d(' scnU'Ilt.;llS não logir<Ulll'lll.(• (•quiv;d('il\.(•s ('IJI.n• si dP grau quantifin1cioual ::; n. 
Logo, tomando !}I COlllO t.al coleção de scni.PHÇ<l.S temos que u<l> ç; u,.. 
Seja !I>= {~ 1 , ••. ,~k}, enUio tomando n = max(qr(rp 1), ••• ,qr(<pk)) temos que 
U,. ç; U<t> • 
Como conscqnência l.Pn1os lamb(~Jll que a ha.sc BF (~ totalmente lillliLada c g('ra a 
topologia elementar de Slr (r finito). 
A base 6p (sempre no caso T finito) tem a seguinte propriedade adicional: para 
cada n E w, U,. ;::2 u .. +t· Além disso, como o C'Spaço SlT tem base CllUJll('!'ávcl, é pscudo-
metrizável (cf. [Ke] pag. lSG) e as propriedades de Br permitem demonstrar <t seguinte 
proposiçií.o geral: 
1.3.3 Proposição. SPja. {U,., }nEw uma base de uniformidade (sobre um espaço X) tal 
que cada Uu é uma rcla\ãO de !'<]Uivalt~ncia c un ::2 U.,+l; cntão, ddinindo 
dCr, y) =in f'{ n ~ l /(.r,y) EU,.) 
temos que d é uma pseudo-métrica f'm X nào-arquinwdiann, 1.c. salisfCI;>; <1- desigual-
dade ultramétrica d(:r,y) :::; nlax(d(~r,::.), d(z,y)), 0 tal q1u~ para. cada. n E w, Un = 
IG 
l {(x,y)/d(x,y) < -}. 
n 
Demonstração. 
i) É óbvio que d(x,y) 2: Üj além disso, d(:r,x) =O pois .6. Ç Un para todo n E~.<.!. Em 
geral, d(.T, y) =o R·e ('sóS(' (x, y) E nun. 
"Ew 
ii) d(:r, y) ~ d(y, :r) pela. simetria de cada Un· 
iii) (deRigualda.dt• ult.r~lllH~t.rica) suponhamos rl(:r,y) > rnax{d(x,z), d(z,y)), então 
I I I 
t•xisl.t'11 E u.J t.al cplt' d(.r,y) =--c· d(:r,z) < --, d(z,y) < --. 
n + l 11 + I n + 1 
Pdn.R propric·dndP:-> do ínfi1no l.t'lllOS q1w c·xisl.c•nJ r, 8 E w (podemos supor 
r :S: $) taisque-1-c --1- ::;ào < - 1-, i.f'. n <r· :=;se(:r,z) EUn (z,y) EU., 
r+l s+I n+l 
lll<~s, !{, Ç U,. ç; li.,, logo, (:r,z), (::,y) E Un por tanto, )lf'la trnnsitividôde de 
. . I . I I 
Ur, (:l',y) E Uno qtw 1111phca quP d(:r, IJ) < --, J.e. --<--ou r .S n, 
'-,·+1 n+l-r+l 
uma contradição. 
Obviamente a dPsigualdadc ultramPLrira implicn a de.sigualdadc triangular. 
iv) Suponhamos que d(:r,y) < I {1/ }I . -, i.e. in f (:r,y) E Um <-,então CXJste mE 
n m + 1 n 
1 
w com ---,--,- < -, I.P. 11 ~ m, e (:r, y) E U,.,, logo, como U, Ç Un temos que 
m+ 1 n 
(:r,y) EU,. 
Heciprocamentc, :'1tlpouhaJnos (:r, y) 
I 
d(x,y) <- • 
n 
E < 
n + 1' I. C. 
No caso dos <'spaços de Pstruturas Str, para T finito, temos que a topologia elementar 
admite a seguinte pseudo-métrica: para A, B E Str, 
d(A,B) = inf {-1-1/A =, B) n+ 
A intuição desta pseudo-métrica, ainda para lógicas mais gerais que Lww• por exem-
plo, lógicas com quantificadores generalizados, foi obtida por X. Cai cedo (c f. [Ca2]). Ela 
mede o grau de proximidade entre A e B, no sentido que A e l3 eslào tão próximas 
quanto o máximo grau quantificaciona.l das sentenças que satisfazem simultaneamente. 
Em particular, d(A,B):::: O se e só se A= B. 
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Pode-se provar facilmentc> que a seguinte é uma pseudo-métrica eqllivalcntc à dada 
na proposição 1.3.3: 
I 
d( X' y) ~ ,-I --:-+_s_u r'{~n--:E:-w.:_/;.,-( x-, -y"") "'E ~u;-;-n} 
Cai cedo (c f. [Ca2]) iniciou o estudo sist.emát.ico da teoria de rnodcloR de lógicas 
abstratas a partir das propriedades uniformes da topologia elementar dos espaços de 
estruturas. Ele observa, por exemplo, que as propriedades de substituição e relativização 
que uma lógica abstrata regular satisfaz, são formas fortes de continuidade uniforme de 
certas aplicações entre espa.ços de estruturas. 
Veremos no capítulo 2 (ver proposição 2.1.9) uma versã.o topológica desta forma forte 
de continuidade uniforme a qual, no contexto ela teoria de modelos, equivale à seguinte 
propriedade de reduçã.o tmiforme. 
1.3.4 Definição. s,•ja.tn /,1 (' [,2 ],)gicii.S ('F: .'>'Ir( LI}---+ S'U'(/,1) lllllil ilplicm;ií.o (po~·L'IÍ­
veln}{'llte parcial). Diz('Jllos quP F tPm a proprifflarlr fir rrduçâo nniformr com rclaçã.o a 
Lt e L2 se para. toda tp E Li existe T(tp) E L; tal CJll<' para toda A E S'l': 
A função T é dita llllli1 lnuluçlio p<tr<\ F. 
As proprif'dadf's df' subst.it.uiçào e relativização df' Ullla. ltígira. abst.rat.n L f'Xprcssarn 
o fato que as sf'guint.es aplicaçÚ('R tP111 a [ll·opri(•dade dC' rf'duçào llllifonw~ rolll rPlação a 
L 
a) Dadas tp 1 , ••• ,<pk E ];r com tp; n;-ária, e relações fl 1, ••• , Rk com R; n;-ária não em 
r, a aplira.çào F: .'il."(l~)--> St"'(L),r' =TU {11 1,,,,,11,), definida por F(A) = 
A A A < ,<pJ,•···l.Pk>· 
b) Para cada predicado lllOH<Í.dico p E T, a aplicaçào F: St'(L)---+ sr\{Pl(L} dada 
por F( A)= Ar pA 
1.4 COMPLETUDE DE CAUCHY DOS ESPAÇOS St" 
Na teoria de espaços uniformf's tem-se o seguinte resultado fundamental (o qual é 
também válido para espaços grandes com topologias pequenas): 
COMPACIDADE= COMPLETUDE DE CAUCIIY +LIMITAÇÃO TOTAL 
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( cf. [!{e] pag. 198). 
Aqui, a completude de Cauchy define-se como a convergência de toda rede de Cauchy 
(para os conceitos de rede de Cauchy e limite de uma rede de Cauchy ver definição 2.2.5), 
e no caso do espaço ter base enumerável, como a convergência de toda sequência de 
Cauchy. Obviamente a completude e limitação total de um espaço uniforme dependem 
da uniformidade considerada. 
No caso dos espaços d<' estruturas Str, T arbitrário, mtmidos da rstrutura uniforme 
gerada pela base natural BN, provar a compacidade da topologia elementar equivale a 
provar a completude de Cauchy da estrutura uniforme subjacente pois, como já vimos, 
ela é tot.altn<'ll!.<' limitada. 
Para o caso de r flui Lo, colllpacidade equivale a compacidade enumerável que, pela 
sua vez, equivale a compacidade sequencial, i.e. toda sequência contêm uma subsequência 
convergente (cf. [Ke] pag. 162). 
Fra.i'ssê ( cf. [f' r] pa.g. 127) foi o primeiro que provou a completude de Cauchy dos 
espRÇOS Sfr para T finito, <' C'OillO COIIS<~(jllência. disso a COlllj><tCÍJade .'WqiJCilCÍa[ desses 
espaços (cf. [F'r] pag. 128). EIP usa S('lll nwnçã.o explídta a cquiva](•ncia f'Jitrc aR hases 
BF e BN, e prova que os limites Je sequências de Caucliy de estruturas podem ser obtidos 
como limites indutivos de certas famílias de estruturas dirigidas por isornorfisrnos parciais. 
Incluiremos, como apêndice dcstP capítulo, uma versão desta prova usando a noção de n-
equivalência de 1\arp, a qual, devidamente adaptada, permitirá futuramente a análise de 
lógicas Cauchy-compl(~tas que não seja.m compactas. Este problema, no caso de algumas 
lógicas infinitárias, será levantado no capítulo 4. É importante salientar que o rnét.odo de 
FraTssé nã.o faz uso de ultra.produtos twm do teorf'm(l. de+,oS. 
Da.rt'mos aqni um eshoçn dt> uma d<'lllOIIstra.ção mais si1nples da. roJnpldudc dr. 
Cand1y dos <>S[HlÇOK S/r p;1rn T arbil.riÍ-rio, a Jlli'SIIIil. que ~·wrá trat<Jda ctn fonna mais geral 
no rapít.ulo 2. Prdcndcn1os l!lostrar que, no raso da. lógica. elcJncnt.ar L...,,.,, o teorema 
<k -boS fornece u1wt. df'monst.ra.,ào da compktudP de Cauchy onde os ult.r.,produtos de 
redes de Caurhy de cst.rut.un1s s~o os lin1it.es rorrt'spondt'lltcs (cf. [C-i\1-Sj). Adaptando 
a demonsl.ração para T fin'1t.o m<>dinntf' o uso da ps<'IH[O-lllc'·t.rira. def1nida anteriormente, 
obt.f'Jnos uma prova sitnpks da. completude de Cauchy destes espaços. 
Seja {l-(,} UI lia bnse de 1111il'orn1idade suhjan·ul.c· ao c.c;pa.ço St.,. (não nen•ssariamente 
totalmente limita.da, <'111bora. qualquer uma o S('ja. j~ que no C (1St) de l,ww, os espaços Str 
são Cülllpô.cl-os). L~lll ]>iH!.icular, para. cndn n (' ]HHa rada. A E sr' U"[AJ p aberto na 
topologia Fkmcntar. 
1.4.1 Definição. Seja (D, :::;) um conjunto dirigido. 
i) Uma rede de Cauehy<'lll SI.'~' é uma família de f'struturas {A,}iED tal que para todo 
o existe 1.: E D ta.l que para. Lodo i,j 2: k, (A,Aj) E U0 • 
ii) Seja {A;};ED uma r~dc; lim; A; é a colc•çã.o dos A E Str tais que para todo o existe 
k E D tal que pam todo i 2: J..~, (A, A;) E U0 • 
I!J 
iii) Seja U um ultrafilLro sobre De {A;Leo urna rede; limu A; é a co!C'çào dos A E Se 
tais que para todo n existe X E U tal que para Lodo i E X, (A, A;) E Uo; ou 
equivalentemente, se para t(xlo a, { 1. E D /(A, A;) E Uo} E U. 
iv) Um ultrafiltro U sobre D é chamado liV1·e se contém todos os subconjuntos }}. 
{i ED/i 2 k) para kE D. 
A parte (iii) da definição acima coincide com a definição 1.2.1 no caso de {U0 } ser a 
base natural BN; neste caso D não é necessariamente uma rede. Por outro lado, a noção de 
ultrafiltro livre sobre um conjunto dirigido generaliza a noção de ultrafi!tro não-principal 
sobre w. Observe que a família {lkheo tem a PIF. 
Os elementos de lim; A; são os limites de Cauchy da rede dada, os quais não são 
necessariamente únicos, já que os {~spaços sr não são Ilausdorff. 
A sf'gtlint.c• pro]H>,<liçil.o <~o 'Ihm·nta. dc-LoH AlniLral.o (T-LJ\) fornttdado p;tril qtlitlqw:r 
1111ifor111id;Hic suhja('('ld,<• :\topologia dentclltar de ,5'[T para qualqiHT tipo T. 
1.4.2 Proposição. Em Lww temos: para todo tipo T, toda família {A;};ED em SF c 
todo ultrafiltro U sobre D, limu A; 'I cf. 
Demonstração. Mostraremos que fluA; E limu A;. Suponhamos pelo absurdo que 
existe a tal que {i E D/(A,A;) r(c Ua) =(i E DjA; r(c U0 [A]) EU. 
Como U0 [AJ é aberto na topologia elementar e A E U0 [AJ, existe WA tal que 
A E Mod(,PA) Ç Uo[A], i.c. A i= V'A e Uo[A] :::J Mod(tPA)· Logo, {i E D/A; r(c 
Ua[A]) Ç (i E D/A; r(c Mod(t/•A)), i.<'. {i E IJ/A; i= ~tf•A) EU, porbu<l.o, pc-lo l.t·<>eema 
de .I, oS, A F -qf-;.A 1 uma contradição • 
O seguinte lema é essencial p<J..ra a demonstração da completude de Cauchy dos 
espaços St' e é devido fumlnmen\.a.lmC'ntc a D. Munclici e A. M. Sctte; a importância que 
ele tem para a interpretação da convergência nos espaços de estruturas sugere llte dar um 
nome e aqui será cbamado de "Lema de Convergência". Ele admite uma. versã-o topológica 
geral a qual será. enunciada e demonstrada no capítulo 2 (ver proposiçào 2.2.7). 
1.4.3 Lema de Couvergência. Se {A1Len (~tinJa n·dc dP C;wc!ty ('lll SI.'(~ f! P um 
ul!r<1fllt.ro !in(' sohrc /), <'IJ1.ào li1n,A, = lintpÂ,. J•:nl parl.i('ldar, )intuA; indq)('Jtde do 
ult-ralil!.ro li\T(' {! • 
1.4.4 Corolário. Em Lww t.cnH>s: ]HHit. t.odo l.ipo T, o t·sp;-tço Str é C.wclty-colllpleto. 
Demonstração. Se {A;Len (·uma rt'd(' dl' C'attclty cnl.'llr, <·nl.;l.o, pPla proposiçiío 1.4.2 
existe A E limu Ai, sendo U qua!qu('r ult.rnfl!Lro sob r<' f) o qual podemos ('scolher line; 
logo 1 pelo lema de coJJV('rg(·nria, A é um linJil.1' de Cauchy da redP. dada • 
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X. Caicedo obteve indcJWlHlcnt.cnJcntc uma prova :;;imilar da complf't.udc de Cnuchy 
dos espaços St' (cf. [Ca2]). 
A discus:;;ã.o feita TH'.'>t.(' capíltdo llHmLra que o e,.,l,udo da compctctifica.c;ão de lógicas 
abstratas mediante o complctameuto de Cauchy dos espaços de estruturas é viável, e é o 
problema que pesquisaremos nos capítulos seguintes. 
1.5 APÊNDICE DO CAPÍTULO 1: 
O MÉTODO DE FRAISSÉ PARA A CONSTRUÇÃO DE LIMITES 
DE CAUCHY DE SEQUÊNCIAS DE ESTRUTURAS 
Neste apêndice adaptaremos o método de Fraissé ( cf. [Fr] pags. 126 ss.) à construção 
de limites de Cauchy de sequêucias de estruturas para a lógica L:W com T finito. Mostra-
remos que estes limites podem ser obtidos como lirnites indutivos de certas subscquências 
das sequências dadas. 
Esta construção estabelecerá a completude de Cauchy dos espaços Str corn r finito, 
já que, para tal efeito, ba,c;t.a a anfÍ.lis<' da convcrgc~ncia de scquências, c nii.o de redes em 
geral, pois os espaços cn1 consideração têm base euumcrávcl. 
Seja r um tipo de similaridade finito ( o qual podemos supor, por simplicidade, 
relaciona!). Suporemos Sr munido da uniformidade de Fral'ssé, i.e. a uniformidade 
gerada pela base BF = {U,},Ew OJJdc para cada n E w, U, = {(A,B)/A ::::, B}. Lembrar 
que o teorema de Fra.i'ssé-1\arp estabelece que para todo n E w c para todo A, B E Slr : 
A=· B ç:. A~. B. 
Se A=< A, ... >E SF, S Ç A,n E w e a E A, então, denotamos com [a]S o 
conjunto: [a]$= {a' E A/ existe um n-iso 9: A----+ A tal que gfS =idA c g(a) =a'}. 
1.5.1 Lema. Para todo n E w e todo S ç_ A finito, os conjuntos [a].S formam uma 
partição finita de A. 
Demonstração. Basta observar que para A=< A, ... >E SF (r finito), n E w e S Ç A 
finito, os conjuntos [a]S são as classes de equivalêtJcia da relaçã.o a ""5 a'{::> 9: SU {a}----+ 
S u {a'} definida. por 9 rs = id11 e 9(a) = a' é um n-iso de A {::} < A, a >~n < A, a' > na 
linguagem L:~su{c) <*para toda <;{r) E L'05 com qr(cp) :S n: A F cp[a] <*A F cp[a1; 
portanto, a relaçã.o ""S está determinada pelas cp(:r) E pus com qr(tp) :S n, as quais, 
salvo equivalência. lógica, :c;;lo um núnwro finito • 
1.5.2 Proposição (Const.ruçiio de Fra.Tss(~). Seja {An} uma scqul·ncia de Cauchy ern 
Sr. Ent.ão, cxist.r tllll diagrallla (sistcnm dirigido) < {l3,}, {.fn} > nssociado a {A,} 
sat.isfazC'ndo as S('guint('S condições: 
2. para todo 11, f, : Bn----+ B,.+l (> Ulll 11-iso <'0111 im .fn Ç dum fn+l· 
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3. dom fn é finilo para todo n. 
4. para todo a E n,. exiHtC'lll f, E dom fn+l e In 2 fn tal que/,. é um (n- 1)-iso e 
fn(a) = b. 
Demonstração. o dia.grnma. < {Bn}, {fn} > fi('r<Í. corrstnrído por irtdução. n~vc-.'lC 
observar que {An} t~ de Cauchy ::11' <' sonwnt.e S(~ para todo m {~xist1~ km t.al qtw para 
quaisquer i, j ?: km tem-se que A; 9::m Aj, i.e., 1/J: A; --t Ai é um m-iso. 
n = 0: tomando m = 1 existe k1 (que podemos supor mínimo) tal que para z, J > 
k11 A;~~ Aj, i.e., 1/J: Ai ----t Ai é um l-iso. 
Consideremos a subsequência A,~; 1 ~ Ak1+I ~ Ak1+2 ~ e deAnamos 
80 = Ak1 , B1 = Akdl e fo = 1/J que satisfa.?:cm trivialmente as condições 1 - 4. Observa-se 
• · '1 B 1' B 0 A 0 I f - I -que na Requencia. constnll( a 0 --t 1 --+ k,+2 --t ... to{ as as unçoes su )Sequentes sao 
l-iso e tem domínio finito, f' <'lll toda a sequ(•ncia a irna.g<·m de urna funçii.o f'SLiÍ. contida 
no domínio da seguinte. 
n > 0: em geral, como hipótese indutiva para o passo n suporemos construída uma sub-
sequência 
B lo B 1' B 1"_, B ' A A O--+ I --+ · · · n-1 --+ n --t k--+ k+J --t · · · 
para um certo k, onde J0, ... ,fn-l satisfazem as condições 1-4, as funções subscqucntcs 
são n-iso e tem domínio finito, e em toda a scquência a imagem de uma funçã.o está con-
tida no domínio da seguinte. 
Sejam= d + nCn + (11 +i) onde d =!dom fli c f"= l{[bJ:lom .Q/b E /Jn \dom g}l, 
então existe km ~ k (mínimo) tal que para i, j ?: k111 , rP: A; -t A1 é um m-iso. Temos 
então 
B lo B " B 1"-' B ' ' A • A • O ......j. 1 --+ · · · n-1 --+ n --t · · · --+ k.., --+ k..,+1 --+ · · ·; 
observa-se que l = h o ... o g é um n-iso por hipótese indutiva. Podemos de-
finir então Bn+t = A,~;.., e fn = g' e tem-se, também por hipótese indutiva, que 
im fn-1 Ç dom fn(= dom g' =dom g). 
A seguir construiremos as funções suhscqucnl.f'S dc La.l111a.neira que sf'jam (n +I )-iso 
e em toda. a. sequêucia a imag<'m de uma funçào esteja contida no domínio da seguinte. 
Estendemos o 1n-iso rP: Bn+t --+ Ak,+l a imf,, a qual tem d elenJcn\.os, obtendo um 
nfn + (n + 1 )-iso que rhamcHf'JHos de g". Agora COIJsidf'rC'mos a partiçã.o dP R,. dada por 
{[b]S/h E /J,.} Sf'ndo S =dom f,.= dmn g. 
D(' C<Hia c!ass(' [f1J:J 1'01!1 b rj. dom f, I'SC"ollu•mos no 1n:íximo n <•h•nu•Jt!.os, Pnt.ão, como 
f" é um n-iso, para cada Ulll d;·ll's, digamos c, f'Xist.e um ell'nrcnlo dE 13n+I \ im fn c uma 
extensão fn 2 fn que é um (n -1)-iso tal que /,(c)= d. Percorrendo todas as classes 
[b]S obtemos em Bu+l \ im fn no má.xillJO n(, elementos. FinahncuLe esL<'udcmos g'1 a 
esses n€,. elementos obteudo um (n +I )-iso l 11 : 8,.+ 1 -+ Ak,,+l tal que dorn l 11 é finito e 
im f,. Ç dom g111 • Deve-se observar que dom g111 será tomado como dom f,+, no passo 
indutivo seguinte. 
O processo se conclui estendendo rP: Ak,.,.,+t -+ Ak.,.+2 a im l", que tern no máximo 
d + n€11 elementos, obtendo um (n + 1)-iso, e repetindo-o para as subsequentes funções cjJ. 
É importante observar <p!e a partição de /J,., módulo a existôncia de um n-iso 
em B,., foi escolhida justaHH~nü~ para satisfazer a condição ti, já que se a E Bn, 
existe a1 E (a]S que, pelo processo anterior, é levado por uma extensão fn de f,. a 
dom fn+l ( = dom l 11 ) • 
1.5.3 Definição. Se {Au} é de Cauchy em St.,. c < {l311 }, {fn} > é um diagrama 
que satisfaz as condições 1- 4 da proposição 1.5.2, definimos e{l3n} = l~n l3nfdom ! .. , 
onde lim B,.fdom In =< B, ... >com B = {< a,n > /n E w e a E dont In}/"', 
-sendo que a relação ......, é dada por: < a, n > "' < ú, m > com n ::; m se 
fn,m(a) = fm-t o ... o fn(a) = b. Além disso, denotando com [a,n] a classe de equi-
valência de< a1n >,define-se para cada R E r, R8 ([a11 nJ], ... ,[ann.,.]) se e só se 
Bn F R[fn1 ,n( at), ... 1 fnr,n( ar)] onde n = max( n1 , ... , H r). É claro que, neste caso, se 
m ~ n, então Bm F R[fn,,m(ai), ... , fn,m(a,)]. 
Para cada n E w dcnncm-se R.s proj<·çõcs J,:: domfn C JJ,.-+ fl por f~( a)= [a,n]. 
Observa-se que o seguinte diagrama comuta: 
I.: '. / !.:+, 
f{Bn) 
pois se a E dom f,, lemos que f~+' o fn(a) = f~+ I (fn(a)) = [fn(a), n +I] = [a, n] = f~(a) 
já que< a,n >- < fn(a),n +I>. 
1.5.4 Proposição. Para todo n E w, g é um n-iso. 
Demonstração. É claro que J; = cjJ é um 0-iso e que todo f~ é um 0-iso, i.e. um Jsomor-
fismo parcial, pois se R E T, então, R8 (J~(a.), ... , f~(ak)) <> R 8 ([ar. n], ... , [a,. n)) <> 
6, F R(f,,,(a.), ... , f,,,(ak)) <> 6, F ll[ar. ... ,ak]. 
Suponhamos como hipótese indutiva que J;, ... , J,:_ 1 são k-iso (k = O, ... , n- 1 
respectivamente), e que para todo r 2: O, !,7+.,. é (n- 1)-iso. 
Observe que para n = 1 temos a situação anterior. 
Afirmação. Paro todo 1· ~ O, J,;+r (. n-iso, Clll pa.rt.indor, f,: t~ 11-iso. 
i) Sejo a. E Bn+r, eu!.iio, pela condiçã.o '1 1 ~xistP b E dom fn+r+l e g 2 .fn+r(ll +r -1)-
iso, tal qtl(', g{a) = b, ('1\\ p«.dirular, g 6 (11- 1)-Í.<;o. 
Ddinilldo g' = ,{,~+r+l o g : Bntr _____,. C{Bn} tentos qtle g' t'• (n - 1)-iso já 
que, por hipótese iudutiva, .f~+rtl é (n- 1)-iso, alólll disso, a E dom g' pois 
a E dom g (g'(a) = J,;+,+l (g(n)) = J,;+,+< ( b) = [b, n + ,. + I]). 
Por ouLro lado, g' 2 f~tr pois se c E dom J,:+r(= dotn fntr), ('11\.ào, g'(c) = 
f~+,+J(g(c)) =[g(c),n+r+l] = [f(c),n+r+ 1] = [c,n+r] =f~+,(c) 
ii) Seja [b,m] E B, então b E dom J,. e J,~(b) = [b,m]. 
Caso 1. 111 ::::; n + 1': 
Tomando a= fn+•·-1 o ... o fm(b) tt'll\OH <[IH~ r1. E dom fu+r(= dom J,:+r) pda 
condiçào 2, ('que [b, m] = [a, 11 +r] = J,:+r(a), logo, a própria J~+r pode ser tomada 
como extensão. 
Caso 2. n +r< m: 
Consideremos o seguinte diagrama: 
B fn-+r B fm-1 n+r .:..:....t • • • --t rn-1 --t 
e seja h = fm-1 o.,. o fntn então, h é (n + r)-iso e dom h = dom fntr· Como 
b E Em, existe h' 2 h (n +r- 1)-iso tal que b E im h'. 
Vejamos que J,: o h' 2 f~tr e [b, m] E iln J,: o h'. Com efeito, se 
c E dom J,;+,(= dom f,.+c =dom h), então, f~, o h'( c)= J:,(h'(c)) = [h'(c),m] = 
[h(c),m] = [c,n + 1·] = f~+r(c). FinalmC'nLe, como b E im h1 , então, existe 
a E dom h' tal que //(a) = b, logo, f~, o h'( a) = J,;,(h'(a)) = J:.(b) = [b, m] • 
A seguinte proposição ('Stabel('ce que e { B,} é um limite de Caucby da scqut:ncia { Bn}' 
e portanto de {A,.} já que {B,.} é subsequência de {A,}, c esta última é de Cauchy. É 
conveniente observar que em termos da uniformidade de FraTssé I3p = {U,.},.ew• C{B,} E 
lim, B,. se e só se para todo m existe 1..· tal que para todo i;:::: k, C{Bn} =m B;. 
1.5.5. Proposição. C{ B,.} E lirn11 Bn. 
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Demonstração. Sejam E w, então, pela proposição 1 .. 5.4 ternos que C{Bn} :::::-m Bm, i.e. 
l{B,)-m Bm. 
Tornemos k = m e consideremos i 2: k, então C{Bn} :::::::; B;, logo, corno U; Ç 
Um,e{Bn} =m B;, portanto, l'{Bn} E lim11 .611 • 
Tcnnina.n·mos este ilpt·ndin· c•xplici1.a.ndo a rdac;ào de :mlisfaçrio para o limite de 
Frai'ssé ( { B,.}. 
1.5.6 Lema. s(' r.p(.TJ, ... ,.Tk) ;~ \1\lla. fíÍ!'Jllllia d{' D:W (r !"f' I acionai finito) ('0111 qr(r.p) s; n, 
e a1, ... , Cl.k E dom. J,, então 
Demonstração. I~ cons('qni'-ncio. inwdiat.a. do faLo de· Lc·rmos J,:: Bn ~" f{Bn} 
• 
1.5.7 Proposição. Se tp(:l'j, ... ,:rk) (~ lllllil f{JrtllUia c!P r:w, eiJI.âo, .'i(' [a!,nJ], ... , 
[ak, n k] E B e n = max( qr( tp ), n1. ... , 11 k) !.('mos que: 
Demonstração. Corno qr(tp) S 
fn,,n(ai), ... ,Jnk,n(ak) E dom 
... ,f,,,,(a.)] Ç} 1{8,} I= 
\"[[!,,,,(ai), n], ... , [f,,,,("'), n]] 
n, e como a1 E dom frq•···,ak E dom fnk implicam 
fn, temos que, pelo lema: Bn F r.p[/,. 1 ,n(aJ), 
I"I!.:U .. , ... (al)), ... ,.f.:U ...... (a,))] Ç} I{B,) 1= 
# f{B,.} I= r.p[[a 1,11 1], ..• ,[ak,nk]], sc•nclo qttc• Psl.a 
última C'quivalt·nda é devida n.o fa.t.o d(' < fn,,n(a;), n > ,..._, <a.;, 11.; > • 
' CAPITULO 2 
ESTRUTURA UNIFORME DOS ESPAÇOS 
ZERO-DIMENSIONAIS: O CASO COMPACTO 
Neste capítulo estudaremos em forma abstrata uma estrutura uniforme "natural" 
subjacente aos espaços topológicos 7.ero-dimcnsionais, mostrando que é totalmente limi-
tada, e caract.erizéln•mo:;; él complf'Ludc d<~ CauciLy destes espaços, c porla11t.o sua cornpa-
cidadt•, <'111 l.<'rtllos d,, 1111\él v<•rsii.o topológica do 'lh>rema de Ult.raprod1tl.os dc+JoS. 
A noçã.o de couvcrgôucia, que cltanw.rcmos de U-couvcrgência, quP está por trás do 
teorema de f, oS é facilmente adaptável a qualquer espaço topológico, nào nf'cessariamente 
zNo-diJIII'llSÍOllill, fonH•n·ndo 11111:t mtl.ra c:Jril.dl•fizac)ío tia. COJllpa.cid;Hic· dl'.'ltc~s t'."['ac;os. 
Devemos salientar que as \.t:cnira.s utilizadas Ht•sLP capílulo (c 11o capítulo:!) são v~.lidas 
para espaços topológicos grandes com lopologias pequenas. 
No final serão analisados com certo detalhe os seguintes exemplos entre outros: (a) 
os espaços de n-tipos de uma teoria. completa na lógica elementar, (b) o espectro real de 
um anel com as topologias ordin~.ria c construtiva, e (c) o espectro primo de um anel de 
Boole, sendo todos eles espaços de Ilausdorff zero-dimensionais compactos. 
2.1 ESPAÇOS ZERO-DIMENSIONAIS 
Seja X um espaço topológico (grande). Dizemos que X é zero-di.lnensi.onal (z-d) se 
a topologia de X admite uma base de clopens (i.e. abcrtos-fcc!Jados). 
Observa-se que um espaço com uma sub-base de clopcns é um espaço zero-
dimensional, que o fecho por interseções finitas e conlplemcnlares de uma base de clopens 
é ainda uma base de dopem;, e que a co\cç~.o de lodos os abcrt.o.q-fcclw.dos de um espaço 
zero-dimensional é uma base do espaço. Nem toda base de clopens é fechada por com-
plementares, por exemplo, todo espaço discreto é zero-dimensional c admit.e como base 
a coleção de todos os subconjuntos unitá.rios. É claro que uma. classe própria munida de 
uma topologia pequena não pode ser um espaço discreto, além disso, ncst.e caso, a coleção 
de fechos das subclasses do espaço é um conjunto. 
A seguir T denota a topologia do espaço X e T a coleção de todos os fechados de X. 
2.1.1 Proposição. X é z-d <::::> para todo x E X e t.odo F E T com x f/_ F, existe A 
clopen tal que X E A e A n F = cp. 
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Demonstração. 
(=>-)Seja x E X e F E T tal que x rf. F, então x E pc E r, logo, existe A clopen (i.e. 
na base) tal que X E A ç F', i.e. X E A e A n F= ,P. 
({::;:)Seja B E T ex E B, então B' E Te x rf. Bc, logo, existe A clopen tal que x E A e 
A n BC= ,P, i.e. X E A ç B, portanto, T admite uma base de clopens • 
2.1.2 Corolário. Todo espaço zcro-dimeusional é regular. 
Demonstração. Pela proposição anterior, toda vizinhança de um ponto contém uma 
vizinhança fechada do ponto • 
Pode?mos mdltorar o resultado do corolâ.rio anterior na Sf:guinte proposição. 
2.1.3 Proposição. Todo espaço ?.f'ro-dimcnsioual é COillplelamcntc regular. 
Demonstrnção. St'j;1 .r E X(' F E T tal que ;r 9(. F. SPja A cloJH'II tal <]IH' ;r. E A Ç F', 
cutào i\ funçúo ca.mrfcn:~tinl d(' A /f' A :X-+ 1/l 1! contínua. (pois tp- 1 [WJ é r/J, A, k' ou X 
pMa diferentes abertos W de 0?.), 'P.-~rF =O c tpA(:r.) =I • 
A proposiçã.o 2.1.3 é importante pois garante a existi'•ncia de uma f'strut.ura uniforme 
subjaceiÜ(' a todo 0S[Hl-ÇO z-d, já. que Ulll espaço topológico é unifonni?.iÍvcl se c somente 
se é completamente regular (cf. [1\c] pag. 188). 
Ivlais adiante definiremos uma estrutura uniforn1c "natural" em t.odo espaço z-cl. 
2.1.4 Proposição. Todo espaço zcro-di111ensional 1'1 é llausdorfL 
Demonstração_ Suponhamos x i y, eu tão, como X\ { :z:} é aberto c y E X\ { x} temos 
que existe A clopcn tal que y E A Ç X\{x}. Tomando ll = Ac tcn1os que B é aberto, 
xEBeAnB=<f • 
2.1.5 Proposição. Todo t'~[w.ço 7:1 (i.e. nornml e TI) Clllltllerável e zero-dimensionaL 
Demonstração. Seja X um tal espaço. Seja C aberto em X ex E G, construiremos um 
clopen C tal que .T E C Ç G; portanto, X leria uma base clc clopellS. 
Sendo X um espaço 74., então é regular, logo, existe V aberto tal que x E V Ç V Ç G 
(V é o fecho de V na topologia de X). Como X é normal, pelo Lema de Urysohn (cf. 
[Ke] pag. 115), existe uma função contínua f: X_, [0, 1] tal que f [V= 1 e JrG" =O. 
Como X é enumerável e [0, 1] é não-enumerável, existe O < n < 1 tal que n 9(. im f. 
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Seja C= {z E X/f(z) >o}, então temos que C é clopen pois o seu complementar 
é {z E X/ f(z) <a}; além disso, x E C Ç G • 
Os resultados anteriores e os seguintes exemplos são incluídos aqui não somente para 
criar uma intuição sobre os espaços z-d, senão para futuras aplicaçõc.'l da teoria desenvol-
vida. 
2.1.6 Exemplos 
a) Os racionais CU com a topologia induzida de .Dl é zero-dimensional. Este exemplo 
é um caso particular da proposição anterior. Observa-se que CQ é um espaço de 
Ilausdorff não compacto, além disso, com a uniformidade proveniente da métrica 
usual, não é um espaço totalmente limitado. 
b) Todo subespaço de um espaço z-d é um espaço z-d. 
c) Os espaços de eslrut.ums: 
Seja T um tipo de similaridade e L uma lógica abstrata regular pequena, por-
tanto fechada para conjunções flui tas e negações, sendo L' o conjunto de sentenças 
de tipo r. Então, Br = { ModL(~)/~ E L'} é uma base de clopens para a topolo-
gia elementar de Si'( L) fechada para interseções finitas e complctamentares (para 
lógicas infinitárias, Br é também fechada para algumas interseções infinitas). Pela 
interpretação de Tarski temos que L é uma lógica compacta se e somente se para 
todo r, o espaço Si'( L) é compacto. 
Em St'(D) os fccha.dos siio cob;ões da foriT!a Mod,(L,) OIHl~ :[; Ç L r. O 
lcorcnHl de lla.nf sohn· a cxist(·ncia do número de li<tnf JHlra lllllil lógica pequena 
(cf. [B-S] pa.g. 85) garante que o espo.ço St'(L) nunca é IIausdorff. 
d) Seja r Ulll tipo d(' similaridade. Em SF(L) ddinin10s a rf'laç~o de eqtlivalência 
seguinte: A""!~ 8 S{' c só se {A} = {B}. Verifica-se faci!tncnte que A ""L 13 se c 
só se A =L B se e só Sf' '!'h L( A)= 7'/q,{B), scll(lo :=1, a rd<~çiio de L-equivalência 
elcrncutar, e ThL(A) = {tp E L r /A FL tp} é a teoria em L de A. 
Cousidcrcntos S/.r(L)/ =1, conl <t topologio. quociente da.da pela projeção 
canônica 1r: Slr(L)---+ SI.'(L)/ '=L· EuLào, vcriUcrt-se fn.cilnlciJ1.c que a coleção 
{7r[l\·1odt(tp)]/tp E L'}(~ llllla ha.s<' de dop<'llS pil.ra. essa. topologia a quallamhém 
é fechada para interseções fiuita.s c complementares. Além disso, Str(L)/ =L é um 
espaço de Hausdorff e, é compacto se e só se Str(L) é compacto. 
e) Os espaços de n-tipos: 
Sejam A=< A, ... >E St' e Y Ç A. Seja L a linguagem de la. ordem ade-
quada à estrutura A com parâmetros em Y e cousiderellJos T = Th d < A, y >yEl' ). 
Ê claro que T é uma teoria completa. 
Se ~t?( x 1 , ... , x ,) E L, dizemos que tp( x 1 , ..• , x,) é consistente com T 
se T f- (3xt) ... (3x,)1f(Xt 1 ••• , x,), ou equivalentemente, < A, y >yEY F 
(3xt) ... (3x,)tp{XJ 1 ••• ,x,). Uma coleçã.o p de fórmulas com no máximo as 
variáveis livres x 1 , ••• , x, é dita consistente com T se para qualquer { .:p1, ... , .:Pk} Ç 
p temos que .:p 1 A ... A I.Pk é consistente com T. Um n~tipo sobre T é um conjunto 
maximal de fórmulas, nas variáveis livres x1, ... , x,, consistente com T. 
Chamamos de S,T a coleção de n~tipos sobre T. 
Se p E S,T, então são satisfeitas as seguintes propriedades básicas: se tp, 1/J E 
p, então cp A t/J E p, e 1.p rf. p se e só se •<p E p. 
A partir daqui podemos definir sobre S,T a seguinte base de clopens: 
{ U,jcp(x 1 , ••• , x.) E L}, onde U, = {p E S.T fcp E p}, tornando S.T num espaço 
z~d. A base dada é fechada para interseções finitt~B c complcnwntarcs. 
O espaço S,T .é lla.u:;;dorff pois .se p,q E S,.1' com 1' i- q, entii.o, por exemplo, 
existe tp E p corn .:p f/. q, i.e. '!.f E q, logo, p E U"', q E U."' c obviamente 
u, nu,,=~-
SnT é l.a11\h(~lll 11111 {'SJHH.;o conlp<l-do, o (jll(~ (~ COIIHP(jlH"·ncia. d;1. nlrnpacída.de 
de Lww. Mas este fato será demonslrado mais adiante pelas técnicas desenvolvidas 
neste capítulo (ver 2.3.5). 
Terminaremos este exemplo mencionando o seguinte: SnT tem como su~ 
bespaço denso, o subespaço dos n~tipos principais, onde um n-tipo pé dito prin~ 
cipal se existe Ulll<t n-upla < a1, ••• ,a" >E 11 11 tal que p::::: {!fl(x 1, .. . ,x,) E L/ 
< A,y >vE}'I== cp[at, ... ,a,.]} que denotaremos com P<a 1 , ••• ,a,>· Com efeito, se 
U"' -=/:- c/J, então, existe p E U"', i.e. tp E p, o que significa que cp é consistente com 
T, i.e. < A, y >,Ed= (:Jxt) ... (:Jx.)cp, logo, existe < a, ... , a. >E A" tal que 
< A,y > 11Et'f: !f~[ a,, ... , a,], i.e. <p E P<a 1 , •.. ,a,>• ou P<a 1 , •.. ,an> E U"'; portanto, U"' 
contém um n-tipo principal. 
f) O espectm real de mn anel: 
Seja. A um anel romu\.ativo com identidade 1. Um idf'a! f ch~ ;1 é dito real 
se a:+ ... + a~ E f implica q1w a 1, •.• , a, E !. Um a.rwl cprP admitc ideais reais 
primos é chcurr;:ulo de .c:cm.i~rral (c r. [L] pag. 77'2-7n ). 
Seja n Ç A, n é dito tlltl ronc primo de ;\ se (i) n + n Ç n, (ii) o:· o: Ç a, 
(iii) 112 Ç a, (i v) ~ J fj_ n ('(v) ab E ~n implica. que o E n 011 /1 E n. Verifica-se 
faci!rncn!.c qnf' a rot1dic;iio (v) i· c•quivalc•tll.e a (v') n:U ~n =A(' o n -n (~um ideal 
primo (re<d) de· A. O id(•;d n n -cr i· charnadu d(· 8upodr rlr· n c~ dc·rJOt.ado por 
SliJlJI(O!). 
A cxis!.énria d<' co11cs primos de A é cquivalcn!.c a A sN um anel scmi-rçal 
e também ao fat.o de· ~I r/. L: A 2 . Denotamos com Spc('r( A) a coleção de cones 
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primos de A (cf. [B-C-R] pags. 80 ss). 
Define-se a topologia ot·dinária sobre Spt::cr(A) pela seguinte sub-base de aber-
tos: B ~ {HA(a))"EA onde IIA(a) ~ {a E Spec,(A) / a ~ -a). A topologia 
constnLliva sobre Specr(A) é definida tomando como base o fecho booleano de 8, 
i.c. a coleção de COinhinaçõe~ boolcana'l finitas de elclllenLos de 8. I~ claro que a 
topologia construtiva é mais fina que a topologia ordinária. 
Um caso particular importante é quando o anel é um corpo real F, i.e. -1 
não é soma de quadrados em F. Neste caso, os cones primos de F são exatamente 
os cones positivos de ordens de F, e Specr(F), denotado também por XF, é o 
espaço de ordens de F (um cone de ordem em F é um subconjunto P Ç F tal 
que: P + P <; P,P · P <; P,P n -P ~ {O} e PU -P ~ F). A topologia 
ordinária e a topologia construtiva coincidem pois B é fechado por complementares 
(Hp(a)c = Jfp( -a)). Esta topologia é chamada de topologia de Jlarrison sobre Xp. 
Observa-se que Specr(A) com a topologia construtiva é um espaço zero-
dimensional, cuja topologia é gerada pela seguinte sub-base: {IlA(a)}aeA U 
{JIA(a)")"EA· 
A topologia ordiwíria sobre SjJCCr(A) mu geral nao é llausdorfr desde que 
um cone primo a pode ter especializações próprias, i .e. cones primos f3 2 a com 
f3 f a, pois verifica-se facilmente que a Ç f3 se e só se f3 E {a} (a barra denota o 
fecho na topologia ordinária). No entanto, a topologia construtiva sobre Spccr(A) 
é 1-Iausdodf. Com efeito, pela. proposição 2.1.4 basta prowu· que é 7'1: seja a E 
Specr( A) e f3 E cl( {a}) ( cl denota o fecho na topologia construtiva), então, usando 
a sub-base dada, temos que, para todo a E A, P' E liA(a) implica o E IIA(a), e 
/3 E lfA(a)" implica a E IfA(a)", i.e. para todo a E A, a~ -/3 implica a ~-a, e 
a E -P' implica a E -o, ou seja, para todo a E A, a E a implica a E /3, e a E f3 
implica a E a, portanto, f3 = a, logo, c/( {a}) = {a}, 
Specr(A), com a topologia construtiva, é um espaço compacto. A prova usual 
deste fato consiste em mergulhar Spccr(A) no espaç.o {0, l}A, munido da topologia 
produto, como um subespaço fechado, portanto, ele será compacto já que, pelo 
teorema de Tychonoff, {0, l}A é compacto. O mergulho procurado é o seguinte 
'P' Spec,(A) ~ {0, l}A 
O ~ 'Pu : A ~ {0, 1} 
(cf. [L] png. 782). Daremos uma dcmons-
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g) O especli'O primo de um anel de Boolc: 
Um anel A comutativo com identidade l é dito um anel de Boole se para todo 
x E A: x 2 ""'x, i.e. todo elemento de A é um idempotente. 
O espectro primo de A, Spec(A), é o conjunto dos ideais primos de A. Para 
cada a E A definimos V"= {P E Spec(A)fa rf. P), então, a família {V,.JaeA é base 
JHHa a. topologia. dt' Zariski Hohre S]wc(A) (VI~rilica.-se facilnwllte l[lH' V,, n vb = Vab 
e v; = Spec(A)). 
Para cada a E A, V,. é clopen: com efeito, se a E A, então a2 = a, logo, 
a(l ~a) =O, daqui resulta que v"c = V1_a, portanto, Spec(A) é um espaço zero-
dimensional e a base dada é fechada para interseções finitas c complementares. 
O espaço Spec(A) é Ilausdorff: com efeito, como é z-d, basta provar que é T1 . 
Seja P E Spec(A), então é consequência imediata da definição que Q E {P} se e 
só se P Ç Q. Por outro lado, num anel de Doole todo ideal primo é maximal (cf. 
[A-M] pag. 13), portanto, se Q E {P}, então Q = P, i.e. {P} = {P}. 
Spec(A) é um espaço compacto, mesmo que A não fôssc um anel de Doolc, c 
tal fato, no caso zero-dimensional, será consequência da proposição 2.3.2. 
Na realidade os espaços St'(L)/ -L (para L compacta), SS,Spec,(A) e Spec(A) 
como descritos nos exemplos (d), (e), (f) e (g) são realizações diferentes de uma mesma 
construção: o espaço de St.one de uma álgebra de Doolc (ver exemplo (h) a seguir). Assim 
temos que, St"(L)/ :=L, sendo um espaço booleano (i.e. 1-Iausdorff, compacto e z-d) é 
homeomorfo ao espaço de Stone de sua álgebra característica, i.c. a álgebra de Boole 
dos clopens do espaço (c f. [D-S] pa.g. 2G); S,.T é (homeomorfo a) o cspa.ço clc Stone da 
á.lgcbra de Doolc das clnsst'S de equivalência das fórJJJU!a.s r.p(:r 1, ... , :rn) da lingiJagern de 
T módulo a equivalência t..p"' 'ljJ se c só se 1' 1- r.p H 1/J (cf. [S] pag. 72); S'pccr(l1), com 
a topologia construtiva, é (homeomorfo a) o espaço de Stonc da álgebra de Boole dos 
conjuntos construtíveis de Specy(A) (cf. [B-C~R] pag. 114); e Spec(AL no caso de A ser 
um anel de Boole, é o espaço de Stone da álgebra de Doole definida em A mediante as 
operaç.ões a V b =a+ b + ab, a A b = ab e o complementar a"= 1- a (cf. [A-M] pag. 
15-16). 
h) O espaço de Stone de uma álgebra de Boole: 
Seja B uma álgebra de 13oole (cf. [13-S] cap. 1) e S(B) a coleção de todos 
os ultrafiltros de B. Pnra cada x E B definimos Vx = {U E S(B)fx E U}, 
então a família {Vx}xEB é uma base de clopcns fechada para iuterseções fmitas e 
complementares, para uma topologia zero-dimensional sobre S(B). O espaço assim 
construído é chamado de e,<ipaço de Stone de B. 
S(B) é um eiipa.ço compacto, Ilausdorff e zero-dimf'nsiona!, i.c. é um espaço 
booleano, c <1. contparidilde dele ~ení. e:.-~tabdccida. conto corolrí.rio da propo.">içií.o 
2.3.2. 
Tcrmina.n·mos n. no.ssa lista. ck t'X('Illplos co1n li IH t'Xt'lllplo fr('qucu!.t• em Algcbra e 
Aná.!isc Funcional, os gnqHJs (auf.is 011 Pspnços vdoriais) topológicos nào-arquimrdianos. 
i) 08 gr11pos topológico.~ uiio-arquimcdianos: 
Seja G um gmpo com e a identidade de G. Um subconjunto S Ç G é dito 
não-arquimediano se S · S Ç S. Seja < G', T > um grupo topológico, sendo T 
a topologia de G, Uizemos que G é um grupo topológico não-arquimediano se T 
admite uma base local C'Ill e de conjuntos nào-arquirncdiauos. 
Vejamos que toda vizinhança (não necessariamente aberta) nâo-arquimediana 
V de e é um clopen: corn efeito, V é aberto, pois se :r E V, então x ·V é uma 
vizinhança de :r com:!' E :1: ·V c, pela não-arquinwdianidadc de V, x ·V Ç V; vc 
() ta.mhi•lll a.h<'rto, pois S(' .T E \/", t•Jd.ilO :r. v-! f: tllllil. vi:~.inha.nça dt) .r tal (jiiC 
;r. v- 1 ç I''' {p<t.ra V!']' t•.o.;ta. t'JitiJilil relaç:i.o, suponlHt.JllOS <[IH; exista y E v nx. v- 1' 
então y E V c existe z E V tal que y = xz- 1 , i.c. x = yz com y, z E V, logo, pela 
não-arquimcdianida.dl' de V, :z.· E V, uma. contradh;ão). 
Em consequência, todo grupo topológico nii.o-a.rquimcdiano é zero-
dimensional. Observa-se que a base dada, elllhora possa ser fcch;ula. para intcrscçôes 
finitas, não é fechada por complementares. 
Análoga descrição adquirem os anéis ou espaços vetoriais topológicos nao-
arquimedianos, substituindo a mulliplic.:"tçã.o pela adiçã.o nas definições acima. 
Um exemplo particul.a.rmente importante, que aparece em Álgebra Comutativa, é o 
caso de um anel A munido da topologia /-ádica, onde I é um ideal de A. Esta topologia 
é definida pelo seguinte sistema fundamental de vizinhanças no zero: A = I 0 2 I 2 J2 2 
... 21n2 .... 
A topologia I-ádica .sobre A adJuÍLc a seguinte base de unifor111ídadc: para cada 
n E w, u,. = {(:v,y) E Jl. X A/:v -y E r}. Observa-se que cadaU,. est;í ddiJJida mediante 
uma relação de equivalência e que U,. 2 U,.+ 1 , portanto, pela proposição 1.3.3, essa 
topologia pode ser definida. a partir da pseudo-métrica d(x,y) = inf{-1-jx- y E!"}, 
n+l 
para a qual os conjuntos U,.[.r] = {y E A/x- y E /"} = x + /" com;tittwm o sistema 
fundamenta.! de viziuhauças uo pou\.o :r. 
Pode-se observar facilmente que o a.uel A como espaço uniforme é totalmente limi-
tado se e só se para todo n E w, o anel quociente A/ r é finito; basta observar que uma 
decomposiçào da forma A = Unf.rt] U ... U Un[x,] = (x 1 +I") U ... U (x, +I") é uma 
decomposiçã-o mediante cl<J.sR~s ]aLcra.is módulo/". 
A seguir descreveremos a estrutura uniforme dos espaços zero·dimcnsionais. 
2.1. 7 Definição. Seja X UIH e::; paço z-d c B uma bo."ie de clopc11s d<~ X, a qual podemos 
supor fecha.da por intcrseç()e::; fiuit<ls c CO!llplellJcut;ucs. DefiitÍIJios ct uuifonnirlarle na/um! 
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sobre X media.nt(' a seguilli.t' suh-bas(': {U\' h·ELl onde Uv = {(:r,y) E X x X/:r E V 
<ri !I E V}. A base na.!. mal dr uniformidade é ddlnidn entào por BN = {Uvl n ... n 
U,·,./1'1 , ..• , lé, E Ll). 
ObsNva-sC' qtlC U1' =(V X V) U (Vc x V(') o tllH' llJOsLra., (~tn particular, qtlc os Uv 
sào clopens ua topologia do produto X x X. 
2.1.8 Observação. Nos t'X('l\lplos dados acima{' na deflniçáo anterior, insistimos em 
mencionar que Ulllil. det.(•rminada bmw {• ft•chada. por intcrst•çúes fini1.<ts e compl(·mcnt.a.res 
porque, Plll geral, Jllllitas das construções feitas em topologi<~, corno por exemplo as com· 
pactificações tipo Wallman que serão de nosso especial interesse, dependem da base de 
início. 
Dada urna base de clopens de X, sempre é possível obter uma base de clopens fechada 
para. int.('rscçõcs fit1itas f' conlpknl('ll!.an·,<;, hfls1.a. Lolllilr o fl'clto hoolt·;uto da hnsf' dada. 
A sub-base da.d<t tem a seguiu te propricda.de, a qual, êllétn de garantir que a topolo-
gia do espaço é gerada por cs>Ja uniformidade, mostra que o espaço uniforme resultante 
é totalmente limitado: para todo :r E X c> todo V E B,Uv[x] = {y E X/(.T,y) E Uv} = 
{
V, se :rE\1 
vc, S<' :1' r/- l/. 
Para ver que é totahncutc limitado basta observar que: se \1 = ~~então v c = X, logo, 
para qualquer x,Uv[x] = yc =X; se V= X, então, para qualquer :~:,U 11 [:r] =V= X; e 
se V i 1,X, então para qualquer x E V e y E VC,Uv[x] UUv[Y] =V U V'= X. 
Em geral, o argumento anterior pode ser cxtendido da seguinte maneira: para cada 
n ~ 1 definimos s,. = {a = (EJ, ... 'E,.)jE; = o, i}' então, dados v], ... ' v,. E 8 podemos 
decompor X = U ("\"t"1 n ... n v;") onde v;~; = { J~ se Ej .: 10 ; portanto, tomando, aES.. 1 ' se ê1 
para cada u E S,., x.,. E Vt1 n ... n v:" (se não for vazio) temos fJUe X= U (Uv1 n ... n 
Uv")[x.]. 
A prova anterior da limitação total e o fato da sub-base de uniformidade dada gerar 
a topologia de X, independem do fato de 8 ser fechada por interseções finitas e comple-
mentares. 
Para os espaços zcro-dimcllsio!l<l.i:-;, munido.'i d<L unifonnid<tdc na!.tlrrd, rwndo total-
mente limitados, temos que, ser Caucby-compldo {~ cquiva.lelltc a ser COIIIJHtc!.o. 
Na próxima scçào daremos uma ca.radcríza.çào da conlpacidadc, c portanto dn com-
pletude de Cauchy, dos espaços zero-dimensionais, em termos de uma versão topológica 
do teorema de-f._, oS. A t1oçii.o df' C'onvcrgi'~IH:ia (pw f'st:í. por tnís dcstn vcrs;io do t.(~OJTnm de 
-boS pode ser dcfmida. para (~spa.ços l.opológicos arllit.r;Í.rios, fonH·et~ndo llllla car:u:l.criz;v;fLO 
da compacidade de qualquer espaço. 
Terminaremos esta seçã.o dando uma definiçii.o de cont.inuidn.dc uniforme forte entre 
espaços z-d, de especial inter('sse para <LS aplicações à tcori<L de modelos. 
2.1.9 Proposição. Sejam X e Y espaços z-d com B e C bases de clopens respectivamente, 
e seja f : X -----+ Y uma a.plicaçã.o. Então, são equivalentes: 
i) Para lodo W E C existe V E 8 tal que para todo x E X: x E V'* J(x) E IV. 
ii) Para todo li' E C cxi.sl1~ V E B tal que para quaisqtwr x,y E X: (:r,y) E Uv {:> 
(J(x),.f(y)) E Uw. 
Demonstração. 
(i)=} (ii): Sejnm IV E C,x,y E X c V E B que por (i) cxi,•üc. Entiio, se y E V ternos que 
.f(y) E lV e (x,y) E Uv '* x: E Uv[yj =V'* f(x) E IV= Uw[f(y)j '* (J(,),J(y)) E Uw, 
analogamente, se y rf. V, então, f(y) rf. W e (x,y) E Uv '* x E Uv[yj = vo '* x rf. V'* 
f(x) rf. W '* f(x) E W' = Uw[f(y)j '* (f(x),J(y)) E Uw. 
(ii) ::::> (i): Seja 111 E C (podPmos Stlpor W f- r/;), eutão, existe \11 E B tal que para todo 
x, y E X, ( x, y) E Uv1 {:> (f( x), J(y)) E Uw. Como X é totahuenle limitado, existem 
x1, •.. 1 Xn E X tais que Uv1 [x 1] U ... UUv1 [xn] = X, além disso, podemos escolhe-los de tal 
modo que f(xn) E W. Definimos V= U{Uv, [x;]/ f(x;) E W), então V f</> e: x E V~ 
existe i tal que f(x;) E W e x E Uv, [:r;] ~ f(x;) E W e (x, x;) E Uv, ~ J(x;) E W 
e (f(x),f(:r;)) E Uw ~!(.,)E Uw[f(:r;)] = W; rcciprocamcnl.c, f(:r) E W ~(como 
f(x.) E W) J(x) E Uw[f(.x")j ~ (f(:c),f(:r")) E Uw =<> (x,x.) E Uv, ~ x E Uv,[xn] ~ 
xEV • 
2.1.10 Observnçil.o. OIHH'l'Va.-Re q111~ o \1 c11ja ~~xiH1.Í•ttcin. l·~ arirnt;HI<t 1HtjliJ.I"1.c (i) da pro-
posição anterior é único, pois se houver V1 c V2 lcríawos para lodo x E X,x E V1 # 
J(x) E W '* x E V,, portanto, Vi= V2 • De falo, V= f- 1 [Wj e a parte (i) da proposição 
anterior equivale à. seguinte forma forte de continuidade: para todo W E C, J- 1 [\V] E /3. 
2.1.11 Definição. Uma aplicação f satisfazendo as condições (i) ejou (ii) da pro-
posição 2.1.9 será chamada de fo1'lemente uniformemente contínua1 abreviadamente .'l-
uniformemente contínua. 
Obviamente toda aplicação s-uniformemente couLínua é uniformemente contínua ( cf. 
[Ke] pag. 180). 
2.1.12 Corolário. Uma aplicação F: Str(L1)-----+ Sli'(L2 ) tem a propriedade de redução 
uniforme (ver definição 1.3.4) se e somente se és-uniformemente contínua (a respeito das 
bases elementares Br e Bt' respectivamente) • 
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2.2 UMA VERSÃO TOPOLÓGICA DO TEOREMA DE !,OS E 
CARACTERIZAÇÃO DA COMPACIDADE 
Nesta seção daremos uma caracterizaçã.o dos espaços topológicos (grandes com to~ 
pologias pequenas) compactos, e em especial dos espaços zero-dimensionais compactos, 
em termos de uma noção de convergência definida por ultrafiltros locais, onde entende-
mos por ultrafiltro local sobre um espaço X, um ultrafiltro definido sobre algum conjunto 
contido em X. Esta noção de convergência, que chamaremos de V-convergência, está por 
trás do teorema de -h oS e faz dele um teorema de completude de Cauchy. 
2.2.1 Definição (U-convergêucia). Seja X um espaço qualquer e 13 uma base de X. 
Sejam {:ri}iE/ uma família de clcmcnt.os de X (com I conjunto) cU um ultrafiltro so-
bre I. DdinitllO~ lilll(l :r, COlHO a coll'f;~.o dos :r E X t.ai~ que para Lodo V E B com 
:r E F: {i E I /:r; E li} E r r, Oll ('qnivaklll.l'llll'lll.l', para todo v E 13 C:Olll :r E V, Pxiste 
A EU tal que para todo 1 E !l,:r; E\/. Neste caso dizcn1os que {:r;};Ef U-convcrgc a x 
ou que x é V-limite de {:1·i};E/· 
2.2.2 Observação. Pode-se provar fa.cillllcllte que se X é um espaço z-d e 8 é uma base 
de clopens de X cHtã.o Hão cquiva.lcnLcs (usaJJdo n UllifonJJidade JI<Ütlral ddcrndnada por 
6): 
a) x E limu :ri. 
b) Para todo V E B, existe A EU tal que para todo i E 11, (:1:,x;) E Uv. 
c) Para todo V E 6,{i E I((x,x;) EUv) EU. 
d) Para todo V E 6,x E V<* {i E I(x; E V} EU. 
A forma (d) dada acima, no caso dos espaços de estruturas Ser com a base das clas-
ses elementares 13r, é a forma de convergência que o teorema de -boS nos fornece. Além 
disso, (d) diz que, no caso zcro·dimensional, limu x; = n(V E 6/{i E J(x; E V} EU), 
portanto, é a interseção de uma família de fechados com a PIF. 
Consideremos para cada x E X a base local em x,11x ={V E 8/x E V}. Então, é 
consequência da definição acima que X E limu Xj se e só se Vr ç u n 1/x;l sendo esta 
AEV iEA 
inclusão uma igualdade no caso zero-dimensional (basta observar que {i E Ijx; E V} E 
U #existe A EU tal que para Lodo i E A,x; E V# V E U nvx,)-
AEV iEA 
Além disso, u nl/x; é uma base de filtro (pequena) em X, portanto, X E lirnu X; 
AEU iEA 
se e só se u n/Jx; converge a x. 
A eU iEA 
3.5 
No caso zero-dimensional, se x 1 y E limu xi, então para todo V E B,x E V se e só 
se y E v, i.e. (x,y) E nuv. Portanto, se X é llausdorff c XJ!J E lirnux;, então X= y. 
VeB 
Abreviaremos por X= y o fato de (x,y) E n Uv. 
VeB 
2.2.3 Proposição (Caracterização da compacidade). Seja X um espaço topológico qual-
quer, então são equivalentes. 
i) O espaço X é compacto. 
ii) Para toda família {x;};Ef e todo ultrafiltro U sobre J,limu x; #- tjJ (i.e. a base de 
filtro u nvr, converge). 
AEViEA 
iii) Para toda rede { Xi}iED e todo ultrafiltro U livre sobre D, Iimu x; =f t/J. 
Demonstração. 
(i) :::::} (ii): Supouhomos qtlc para Lodo :r E X existe Vx E B tal que x E Vx c 
{i E Ijx; E V.,} f/_ U. Obviamente, a família {V._.}.,EX (que pode ser parametrizada 
por um conjunto) é um cobrimcnlo aberto de X, logo, como X é compacto, existem 
:r 1, ... ,:r,. E X t.ais <[UP {\~.k} (~ aitula !llll cobrinlP!li.O d(~ X. 
Afirmação 1. {i E I (r; E V.,} U ... U {i E I (r; E V,J ~ I. 
" Com efeito, dado i E /,X; E X = u v~ .. k' cnl.ii.o, existe J.· E { 1, ... 1 n} tal que 
~·=\ 
X; E V._.k, i.e. i E {i E ljx; E V~.J. 
Portanto, como I E U e U 1; uttt ultrnllltro, existe k E {1, ... ,n} tal que 
{i E Ijx; E v ... k} EU, uma contradição, logo, limu X; i ifJ. 
(ii) => (iii): Óbvio. 
(iii):::::} (i): Seja {FJ}jEJ uma família de fecha.dos de X com a Plf' (observe que J é um 
conjunto). Seja f(= Pw(J) a coleção de subconjuntos ftnitos de J, c para cada 6. E f{ 
seja xa E n Fj. Consideremos a família {xa}Ll.EA"i esta família é uma rede com a ordem 
jEtl 
natural .sobre [( dada pela indu.siio. 
Para cada 6. E]{, seja ALl. = {6.1 E I</6. Ç 6.'}, cutào {ALl.}Ll.EK tctn a PIF poi~>, 
para quaisquer 6.1,''. 1 Ó..n E I<, Ó.t u ... u Ó.n E ALl.! n ... n ALl.,. Seja u Ulll ultrafiltro 
sobre I< tal que {Atl)AEf,· Ç U, então, Ué livre e, por (iii), existe x E limu XA. 
Afirmação 2. X E n Fj. 
jEJ 
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Com efeito, seja 8 E J e suponhamos que x rf_ F~, então, x E F.,c que é aberto, logo, 
existe V E B com x E V e V n F., = ifJ. Ma.s, como x E limu xa, para aquele V temos que 
{L'. E I<fxt. E V} EU; além disso, A{•) EU, em particular, {L'. E K(xt. E V} nA{•} ,< ~. 
i.e. existe L\. E f{ com 8 E L\. tal que Xó. E v. Por outro lado, Xó. E n Fj, em particular, 
jEil 
Xô E F.,, i.e. V n F~ =J. ifJ, uma contradição • 
Com a seguinte proposição pretendemos discutir qual a rclaçào da IHmsa caracte-
rização da compacidade de um espaço topológico com a dada na proposição 1.1.2. 
2.2.4 Proposição. Definindo, para toda família {xdiE/ c lodo ullraflltro U sobre 
!,8/,u ={A/A Ç X c {i E l(x; E A} E V}, cuLiio 
i) B1,U é uma base de filtro pequena em X, 
ii) Iimu x; = Adh B1,u. 
Demonstração. 
i) É óbvio que l31,u é uma base de filtro pelas propriedades do ultrafiltro U, e ela é 
pequena pois, embora A possa ser qualquer sub classe de X, A é sempre um fechado 
e a coleção de fechados de X é uma classe pequena. 
ii) Suponhamos x E limuxi, então, para todo V E l3 com x E V,{i E Ijx; E V} EU. 
Suponhamos que existe A Ç X tal que {i E Ijxí E A} EU ex~ A, então x E Ac 
que é aberto, logo, existe 1V E B tal que x E W Ç Jlc; portanto, por hipótese 
{i E l(x; E W} EU, logo, {i E/(,, E A'} E V, mas {i E l(x; E A} E V, uma 
cout.radiçii.(). Em couRcquêucia., liulu :ri Ç Jldh B1,U· 
Seja :t' E Jldh B1,u e suponhamos que existe V E B com x E V e 
{i E fjxi E F}~ U, então {i E lfxi E Vc} EU, logo, por hipótese x E Vc = Vc, 
uma contradição. Porla.nlo, 11dh BI,U Ç limu :ri a 
Da propos1çao 2.2A c de nossa caractcrizaçã.o da compacidade (proposição 2.2.3) 
podemos concluir então <JUC unJ espaço X é compn.ct.o se c somente se a aderência de toda 
base de filtro da forma B 1 u é nã.o-var,ia. 
No caso de ser o próprio espaço X um conj1111to, cntflo, para toda base de filtro B 
podemos encontrar I eU tais que Adh l3 = Adh 8 1,u; basta tornar f = UB eU um 
ultrafiltro sobre I que contém B. Neste caso, as proposições 1.1.2 c 2.2.3 são equivalentes. 
Se X é uma classe própria não é claro que a afirmação acima seja verdadeira. De 
fato, no argumento anterior, I poderia não ser um conjunto. Neste caso, a proposição 
2.2.3 generaliza a. proposição 1.1.2. 
!!7 
Daí a nossa denominação de "ultrafiltros locais" para os ultrafi.ltros definidos so-
bre conjuntos contidos f~lll X (' a nossa pref<'rência desses u]t.ra.fi!tros para o nstudo da 
COIIVCfgência. Clll cJa.'lS('S pnÍj>t·ia.s. 
Uma outra conexão, no caso de ser X um conjunto, de nossa caracLerização da 
compacidade com a dada pela convergência de todo ultrafiltro sobre X, é a seguinte, de 
verificação imediata: para U um ultrafiltro sobre X e considerando X como uma família 
parametrizada por seus próprios elementos, x E limu X se e só seU converge a x. 
2.2.5 Definição. Sejam X um espaço z-d e { xi}ieD uma rede em X. 
i) { Xj} iED é dita rede de Cauchy se para todo vl' ... ' Vn E B existe k E D tal que 
para todo i,j 2 k, (x;, Xj) E Uvl n ... n Uvn' 
i i) Define-selim; x; como o conjunto dos x E X tais que para quaisquer V1 , ••• , Vn E B, 
existe k E D tal que para todo i ?: k, (x, xi) E Uv1 n ... n Uv.,. 
2.2.6 Observação. Jt fácil ver q11c na dl'finic;iio acinm, por ser IJ um conj1ud.o dirigido, 
pode-se substituir v., ... 1 vn por apenas Ulll v E !3, i.e. pode-se substituir il base pela 
sub-base de uniformidade. Neste caso, a definição do lim; x; é a versão zero-dimensional 
da que foi dada na definição 1.1.1 (iv). 
A seguinte é a versão topológica do Lema de Convergência dado em 1.1.3. 
2.2.7 Proposição (Lema de Convergência). Seja {xi}iED uma rede de Cauchy em X 
e U um ultrafiltro livre sobre D, então lim; x; = limu x; (e, em consequência, limu x; 
independe do ultrafillro livre U). 
Demonstração. 
a) Seja x E lim;Xi e seja V E B com x E V; temos que existe k E D tal que para todo 
i 2 k, (x,x;) E Uv, i.c. '''E Uv[x] ~V, logo, A,~ {i E D/i 2 l•} Ç {i E D(x; E 
V}, portanto, como Ué livre temos que {i E D/x; E V} EU, i.e. :~;E limux;. 
b) Sejam x E limu X; e V E !3, então, existe Av E U tal que para todo i E Av, (x, x;) E 
Uv. Por outro lado, como a rede {xi};eD é de Cauchy, existe kF E D tal que para 
i,) 2 !•v,(x;,,j) E Uv. Seja A,,~ {i E D/i 2 Ã•v }. 
Considl'!'('\ll()fl z = Av n A~,-v, ('lll.iio z E u por .'!Cl' u livre, Glll particular, 
Z :f if!. Seja. 1.: E ~ <[llill<pwr. 
Afirmação. Para. \.o do i 2: 1.:, (:r, :r i) E Uv. 
Com efeito, se i ;::: 1·:, então, como /,· E Av, tPmos que (.T, :ri;) E Uv. Além 
disso, como i,k;::: /.:~· ternos que (.r~,-,:c;) E Uv, logo, (:r, :r;) E Uv o Uv Ç Uv. 
Portanto, x E lim; x; 
• 
A parte (a.) da demonstração acima é facilmente ad<tplávcl a qualquer espaço to-
pológico, mostrando que se { x; LED é uma rede cU é livre sobre D, cutão, lim; x; Ç limu X;. 
2.2.8 Proposição (Caraderizaçã.o da completude de Cauclty dos espaços z-d). As se-
guintes afirmações sã.o equivalentes para espaços z-d: 
i) Para toda família {xdiE/ e todo ultraflltro U sobre I,lirnux; #- rjJ. 
ii) Para toda rede de Cauchy {xi}iED e todo ultrafiltro livre U sobre D, limu X;#- rjJ. 
iii) O espaço X (munido da uniformidade natural) é Cauchy-completo, i.e. para toda 
rede de Cauchy {x;Lev,lim;x;"' ~. 
iv) O espaço X é compacto. 
Demonstração. 
(i) =} (ii): Trivial. 
(ii) =? (iii): É cousequência imediata do Lema de Convergência. 
(iii) =? (iv): É imediato por ser X um espaço uniforme totalmente limitado. 
(i v) =? (i): É imediato pela proposição 2.2.3 ou, em forma mais simples tratando-se de 
espaços z-d, pelo fato de que !ilnu :r; CXJlt'C."'fHt.-se corno int.er."'c<;iiü de urna família 
de fechados com a P IF • 
2.2.9 Observação. A afirmação (i) da proposição anterior é a versão topológica do teo-
rema de-boS abstrato (T-b A) num espaço z-d. É importante salientar que ela é equivalente 
à compacidade do espaço, e tratando-se de uma lógica abstrata L, se for válida em todo 
espaço Sr(L), é equivalente à compacidade da lógica (ver proposiçã.o 1.2.4). 
2.2.10 Proposição. Seja X um espaço topológico qucdquer e C Ç X. Ent~.o x E C se e 
somente se existem {x;};Ef eU ultrafiltro sobre I tais que x E limu x;. 
Demonstração. Seja I~ {V E E(x E V}(~ v,). Então, se x E C, para todo V E 
I, C n V i= ~- Usando o axioma de escolha AC"', seja :z:v E C n V, eu tão { xv} Ç C. 
Observa-se que I é um conjunto dirigido pela inclusão irrvcrsa (e [I[::;; [6[). 
Consideremos para ca.da V E I, Av = { W E f jW Ç V}, então a família {Av} tem 
a PIF. 
Seja U um ultrafiiLro sobre f tal que {1\v} Ç (f c sl'ja. V 3 ;r, t.e. V E f, então 
Av Ç {lV E Jf;rw E VJ, pois .'w ~V E 11v, então W Ç V, nla.S :rw E W, logo, :vw E V. 
Portanto, {W E l/;rw E V} EU, i.c. :r E liutu :rv. 
Para a recíproca basta observar que se {:r;};EI Ç C, então limux; Ç {:r.,};e1 Ç C • 
2.2.11 Corolário. Seja L uma lógica abstrata qualquer e H Ç Str(L) (T arbitrárioL 
então A E I< = ModL(ThL(Jí)) <> existe {AdiE/ Ç /í c U ultrafillro sobre I tal que 
A E limu A; • 
A seguir precisaremos das seguintes notações: seja I< Ç Str(L), dizemos que f( é 
uma classe EC se existe tnna sentença cp E Lr tal que f(= Mod 1,(tp); f{/~ tlma classe 
ECt:. se existe uma ('Ol<•<;il.o (' S('tli,enç;u'l L ç u tal que f{= Modi.{L) = n Modd·p); 
•EL 
[(é uma classe ECE se existe ulila coleção de sentenças r Ç L r tal que/( = U ModL(r.p). 
<PE [' 
2.2.12 Corolário. Seja L uma lógica compacta qualquer c/{ Ç ST(L) (T arbitrário). 
Então,!( é uma classe EC e:. se e só se 
i) f{ é fechada por equivalência elementar, 
ii) K n limuAi =f <P para toda família {A;}ieJ ç H e todo ultra.filtro U sobre I. 
Demonstração. 
(=>)Trivial. A parte (i i) é consequência do fato que, sendo f( fechado e L compacta, 
então f( é um subespaço z-d compacto de Str(L). 
( 1=) Suponhamos que f{ satisfaz (i) c (ii). Provaremos que 1\ Ç /(. 
Seja A E K, então, pelo corolário 2.2.11, A E lirnu Ai para alguma família 
{AdiEI Ç f(, logo, pela condição (ii) existe B E f{ tal que B E limuÂ;, o que 
implica B =L A, portanto, pela coudiçã.o (i), Â E f{ • 
Se L é uma lógica compacta, então, é de fácil veriHcação que a classe de classes 
elementares EC tem a seguinte propriedade: EC= EC~ nEC" (cf. [B-SJ pag. 144). Em 
consequência, temos a seguinte caracterização das classes EC. 
2.2.13 Proposição. Seja L uma lógica compacta qualquer e f( Ç Str(L) (T arbitrário). 
Então, f{ é uma classe EC se e só se 
i) f{ é fechada por equivalência elementar, 
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ii) K n !imuAi i- 4> e J\'C n !irnwBJ i- 1> para quaisquer famílias {AdiEI c 
!\", {BjLEJ Ç /\.,.. <' tJI!.ra.filtros {1 sobre I I' W sohn•.! n'slwrtiv;unentl~. 
Demonstração. 
(::::}) f~ c.uwwqu0uci;1 inwdi;l\.a. do corolário '2.2.12 pelo fat.o de /\ c /\c serem classes 
EC:t.-
(-{::::)Como]( é fecha.dn por l'quiva.li•ttci;l cbncnt;u, CIJI.ào f,·c t;unb!~lll o(·. Logo, pelo 
corolário 2.2.12, ]\"e gc são classes FCt., em particular, H{~ PCr. por ser [\"c uma 
cla.<;SC EC:ó.· Port.:wt.o, pela observaçfio pn'·via, [\" ~~ tlftl(l classp r~c • 
O corolário 2.2.12 e a. proposição 2.2.1:J sào versões gerais, para. lógicas compactas, 
da caradcrihaçâ.o da."i cla."iS<':'l PC6 e PC dada . .;; em [B-S] pélgs. l!"íl-Uí2. 
2.3 ANÁLISE DA CONVERGÊNCIA NO ESPAÇO DE STONE DE UMA 
ÁLGEBRA DE llOOLE: APLICAÇÕES 
Seja B Ullt<l. álgebra. de Boolc c S(IJ) o espaço de Stoll!" corrcspond!'ltl.c. E11tiio, S(JJ) 
é um espaço z-d, logo, a estrutura uniforme natura.! sobre S(/3) <~ totalmente limitada. 
Como já vimos, S(B) é também urn espaço de IIausdorfL 
Nesta seção provaremos a compaciJ.aJ.e de 5(13) provando sua completude de Cau-
chy, e para tal efeito, caracterizando mcdiaut.c a nossa vers;í.o topológica do teorema de 
-boS, os limites (os quais são únicos) das redes de Cauchy do espaço. 
2.3.1 Lema. Sejam A =< A, ... >E St', P um predicado monádico adicional e L = 
L~{P}. Sejam { < A, c i >LEI uma família de estruturas em srru{P} e u um ultrafiltro 
sobre/. Definindo C= {a E A/{i E !(a E Ci} EU}(= U nc,) temos que se satisfaz 
a seguinte versão do teorema de-boS: 
a) Se <p(xi, ... , xn) E L é urna fórmula CUJa forma normal prenex é exi5Lencial e 
a,, ... ,a" E A então 
< A, C >F <p[at, ... , a,.] =} {i E I/ < A, C; >F l'[at, ... , a,]) E U . 
b) Se r,p(xt 1 ••• ,xn) E L é uma fórmula cuja forma uormal prcncx é universal e 
a1, ... 1 a,. E A, então 
{i E I/ <A, C, >F'P[a~, ... ,a"]) EU=>< A,C>F'P[a~, ... ,an] 
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Demonstração. É claro que (a) e (b) são equivalentes. Demonstraremos (a) por indução 
sobre a complexidade de rp. 
Caso 1. Se r.p é t1 = t2 com /. 1 e t 2 termos de L: 
< A,C >I= (t 1 = t 2 )[a 1 , ... ,a,.J <=> tt[a1 , ... ,a,J = tda 1 , ••. ,a,.J <=>para todo 
i E l,< A, C; >I== (1. 1 =1 2 )[a 1 , ... ,o.,.J (pois r.p nã.o dt'JH'ltde dei)<=> {i E /f< A, C; >I= 
(1 1 = 12)[a1, ... ,11,j)(= I) E 11. 
Caso 2. Se r..p é H(t 1, ••• ,I,) com R E Te l 1, ... ,l, tennos de L: análogo ao caso 1. 
Caso 3. Se r.p P P(l) co!lt t ll!ll t.t'l"!llo dt~ [,: 
<A,(: >p l'(f)[u 1, ... ,11,j ~.} l[a1, ... ,a,J E(.' {c} (por ddirrir;;io rir- C) {i E 1/ 
l[a 1, ... ,a,J E/.';} E {I {c} {i E 1/ < A,C; >p l'(l)[a,, ... ,a,j) EU. 
Caso 4. Se 'f' f. -,Jj• ou V• 1\0: {· inwdiato pclns propricdad(•s cl('llH'JlLfltTs do ultrafilt.ro U. 
Caso 5. Se <pé (3;r)</•; 
<A, C >p (3x)!/,[a 1, ..• , a,J o> existe b E A tal que< A, C >p v•[b, a,, ... ,a,] o> (por 
hipótese indutiva) existe b E A tal que {i E 1/ < A,C; >p 1/•[b,a 1, ... ,a,]) EU o> 
{i E 1/ <A, C, >p (3a·)v•[a,, ... ,a,.]) EU • 
Obscrva.-:w que a VtT.'iito do L<•ort'ttm t!c-hoS da.da 110 lcttta cutL<:rior 11~.o dcpc!Jde Jo 
axioma de escolha; de fn.t.o, a cstru\.ura. < A, C > aí con::;iruídt\ 11iio ~~ um uliraproduto 
das estruturas < A,Ci >, uo cttiaJtto, podcJJJos obscrva.r (por sugestão do Prof. A. 
J. Engler) que se contruintos o u!traproduto das estrutura::;< A, C; >módulo U, i.c. 
nu < A, C, >=< A' /U, nu C, >, erri.ito l.errros qoe mu C,) n A = U nc;(= C). 
JEUiEJ 
Com efeito, denotando com *a a classe de equivalência de a( E A) módulo U e usando o 
teoremade-hos, temos que: a E (nu C;) nA* nu< A, C, >p •a E nu c,* {i E I/ 
a E C;} EU'* a E C. 
Por outro lado, deve-se observar também que se r..p é uma fórmula sem quantificado-
res, então, as implicações dadas em (a) e (b) do lema aulerior, são equivalências. 
Na realidade, o lema anterior pode ser generalizado da seguinte maneira: sejam 
A =< A, ... >E se·, {PdkEK uma coleção de predicados nk-á.dicos c L = L~ onde 
7 1 = TU {PkheKi se { < A, { RiheK > }iei é uma família de estruturas em StT' c U 
é um ultrafilt.ro sobre/, dcfitdudo pn.ra cada k E /{, Rk = {< a 1 , ... ,ank >E Jl.nk/ 
{i E I I R~(at, ... ) ank)} E U}( = u n Ri) temos que a estrutura < A, { Rk} kEl\ > satis-
JEU iEl 
faz as condições (a) c (b) dadas no lema. 
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2.3.2 Proposição. Seja {VV;};EJ uma família (de ultra.filtros) em S(B) cU um ultrafiltro 
sobre I. Seja VV = U n lV;, então: 
JEV iEJ 
i) lV E S(H), i.e. \V é um ultraültro de B. 
ii) W = limu ~Vi. 
Demonstração. 
i) É consequência imediata do lema (parte (b)) pois as propriedades que caracterizam 
os ultrafiltros da álgebra de Boole lJ podem ser expressas mediante fórmulas, com 
forma llOI'!lla} [)t'P]lf'X llllÍVCt'SH.J, de {,:;::{P), sendo TO tipo dt' /3. 
ii) Seja ;r E /J t• Sli[HlllhillliOS qtH' IV E \~:-, l'lll.ilo :r E IV, lol!,o, pela ddillit;;io de 
\F,{; E /f.•· E 11';) E /1, i.<'.{; E lj!V, E lê) E 11 • 
2.3.3 Corolário. S( ll) i· Cauchy-contpkt.o, e portanto, coJupado 
• 
A proposição 2.a.2 a.cinm l.t•m o s('guintc Ílnporl,;-wtc signirirado: fW { W;} iED é urna 
rede de Cauthy em S(!J), entà.o, o limite de Cauchy da rede fica uuivorarncnl.e determi-
nado por lV = u nwi (a unicidade ó ('()JlSC(jtiC';!lcia. d(' ser S(IJ) lltll espaço d(' Ilaus-
dodf). 
Um caso particula.r f' de nosso interesso é qt1ando a cí.lgchra de Boole l3 é atômica, 
i. e. para todo :r f; O em B existe a E B á.tomo tal que a S x. Pode~ se provar facilmente 
que, no caso de a ser um átomo, então o filtro IV11 =- { x E JJ f.r _2:: a} é um n!trafiltro, 
chamado de ultrafiltro principal. Com efeito, i-ie x rf_ W,., então, :r i_ a, i.c. x 1\ a i- a, mas 
x 1\ a 5 a, logo, por ser a um á.t.on1o, :r 1\ a = O, i .e. a _:o; :r~, logo, :r" E lV,.. Mais ai !I(! a, se 
a é um átomo, entii.o ~Va é um ponto isolado de S(fl): cont efeito, V"= UV E S'(/J)/a E 
W) ~{IV E S(li)/Wo Ç W) = {W E S(B)/W = Wo) ={IVo)· 
Estes prelinúnares são necessários para a seguinte proposi~·ào. 
2.3.4 Proposição. Seja JJ uma álgebra de Uoole atômica, cJttào: 
i) A coleção de ultrafiltros principais de S(B) é densa em S(B). 
ii) Para todo J..V E S(B), existe uma família de átomos {a;};Er ern fl c um ultrafiltro 
U sobre I, tal que IV= limu IVo;(= U nwo,)· 
JEU tEJ 
Demonstração. 
i) Seja Vx f:. 4> um membro da base de S(B), então x -=J. O c existe VV E Vx, i.c. x E W. 
Como X f:. O c 13 (~ atôntica, existe um éílunHJ a E 11 tal qtw a.<:; :1:, logo, x E Wa, 
i.e. W11 E Vx. 
ii) Se W E S(B) então está no fecho da coleção de ultrafiltros principais, logo, existe 
uma rede {VVaJief tal que lim; Wa, = W, portanto, pelo lema de convcrgôncia, se 
Ué um ultrafiltro livre sobre I, W = limu VVa; • 
2.3.5 Consequências. 
Todos estes fatos a respeito do espaço de Stone de uma álgebra de Boolc, tem con· 
sequências interessantes na interpretação da convergência nos diversos exemplos conside-
rados na seção 2.1. 
Por exemplo, 110 caso dos quocicnt('S S'tr(D)j := 1,, para/., compacta, Lc1nos o seguinte 
(denotando com [A] a classe de equivalência da estrutura A): se {[A;]};e/ é uma família 
em Str(L)j =r. eU é um ultrafiltro sobre/, então, limu[A;] = U n[A;] = [A*] para 
alguma estrutma A•. 
No caso de ser/,= f_.ww, temos que lintu[A,] =[nu A;]= [li..!_n ITA;J. Esta última 
JEU iEJ 
igualdade sugere a idéia que lintu t~ tllll certo tipo de lilllite indutivo, c rdorça a pro-
blemática da construção de tal lintite para uma lógica compacta qualquer. 
No caso comp«do geral 1 fazcudo a idcntiflca<;ào [A] <--Jo Th.(AL podemos concluir 
que à família {[A;] Ler do espaço Slr(L)/ =L, lhe corrcspondc a família {Th(Ai)}ie/ no 
espaço de teorias completas de Lr, no quallimu1'h(Ai) = U n1'h(A;) = Th(A•)i i.e. 
JeU iEJ 
limu Th(A;) = Th(A•) onde A• E limv A,. 
Vejamos o caso dos espaços de 11-tipos SnT(= SnTilf_,(< A,y >yel') com A E Slr). 
Em geral, se {Pi}iE/ é uma família de n-tipos eU é um ultraflltro sobre/, então limu Pi = 
U nPi é um n-tipo e é o limite indutivo dos n-tipos Jl;. 
Jeu ieJ 
G. Sacks em [S] p«g. 73 demonstra que se A é uma estrutura inflllila e Jl E 5.,..1', 
então, existe uma extcnsilo clcnwntar B >- A tal que p c~ realizado em B. A Jern()n~Lração 
de Sacks é Ullla prova Jc existência usalldo um arguntento de compacidade. A seguir 
melhoraremos este resultado explicitando B como uma ultrapot.ência de A, cujo conjunto 
de índices é o mesmo que o das redes que convergem a p em SnT. 
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2.3.5.1 Proposição. Seja A uma estrutura infinita e p E SnT· Então, existe um con· 
junto dirigido I tal que para qualquer ultrafi!Lro U livre sobre I, pé realizado em A1/U. 
Demonstração. É consequência do fato que SnT é o espaço de Stone de uma álgebra 
de Boole atômica, correspondendo aos seus átomos os tipos principais. 
Seja p E SnT, corno a coleção de tipos principais é densa temos que existe uma 
família {ãi}iE/ Ç A" tal que p = limiPa-;· Então, pelo Lema de Convergência, para 
qualquer ultrafiltro u livre sobre l,p = limu]Ja~ = u n]Ja~ {(j?(Xt, ... ,xn)/{i E 
JEU iEJ 
lj<pEp.;) EU}= {'P(x~o ... ,xn)f{i E IfAp<p[ai]) EU). 
Seja f: I-+ An definida por [(i) = ãi, e • f a classe de equivalência de f módulo 
U, então, pdo teorema d<~ ..J-,o~ temos que A 1 /U F (j?[•j) {:} {i E f /A F (j?[ai]} E U, 
portanto, p = {<p(x~o ... , xn)/ A 1 /U p <p[" jJ}( = p. j), i.e. p é realizado por • f em A 1 fU• 
Como consequência da proposição anterior temos que se SnT tem base enumerável 
e p E SnT, então, para todo ultrafiltro U não-principal sobre w, pé realizado em Aw/U, 
t.c. Aw /U realiza todos os n..tipos de< A, y >uEV· 
Consideremos agora o caso do espectro real Specr(A) de um anel A com a to-
pologia construtiva. A mesma análise é válida para o espectro primo de um anel 
de Boole. Temos que se {ai};o é uma família de cones primos em A e U é um 
ultrafiltro sobre I, então, a• = c-limu a 1 (o U-limite a respeito da topologia cons-
trutiva) u na; é um cone primo e é o limite indutivo dos a;, i.e. a* é 
JEU iEJ 
umco e satisfaz o teorema de -boS respectivo: para todo a E 11, o" E IIA(a) {:} 
{i E lja; E IIA(a)) EU. 
E iutercssantc ohscrvcu que se {o:;};E/ (~uma família de cones primos em ;1 cU é um 
ultra.filtro sobre r, então, o ultr<lproduto nu Oj é um cone primo Clll ;1/ /U(2_ A) tal que 
(!1ua;) nA~ a'. 
Isto estabelece a coltlpacidade da topologia construtiva de Spccr(A) mediante sua 
completude de Canchy. C01no conscquf>nria tf·mos que a topologia ordinária sobre 
Specr(A) é também compacta por ser menos fina. 
Se denotamos com o-limu o U-limitc a respeito da. topologia ordinária, eut.ão, dada 
qualquer família {o-;};E/ Ç S']lcc,.(AL temos que o-lilllu n; =f 4; (podendo não ser um 
conjunto unitário por não ser Spccr(A) um espaço de IJausUorff), c para qualquer {3 E 
o-limuai e qualquer a E A: se f3 E I!A(a), então {i E l/a; E //A(a)} EU (i.e. 
a• E HA(a)), logo, para qualquer a E A, se a ri -{3, eutão, a rf. -o", portanto, a" C {3, i.e. 
o-limu a; = {a"'} (o fecho na topologia ordinária), ou seja, o-limu o; = {c- limu o,}. 
CAPÍTULO 3 
- ' COMPACTIFICAÇAO DE ESPAÇOS TOPOLOGICOS 
MEDIANTE ULTRAFILTROS LOCAIS 
No capítulo 2 definimos, para cada família de elementos do espaço X, {x;};eJ (com 
I um conjunto), e todo ultrafiltro U sobre I, a coleção limux;. É claro que esta pode ser 
definida para qualquer conjunto I< contido em X e qualquer ultrafiltro U sobre f(, obtendo 
limu [{ (basta considerar J( como uma família cujos elementos são parametrizados por 
eles próprios). 
Por outro lado, dada uma família {xi};EJ eU um ultraflltro sobre I, entendendo a 
família como uma funçií.o :c: I--. X tal que para todo i E l,x(i) = x;, podemos definir 
Kx = x[l] c Ux = {A Ç :r[l]/x-1[/\] E U}. É claro que l(r é um conjunto contido 
em X e que Ux é um ultra.Iiltro sobre !(:;;. Além disso, temos o seguinte: para todo 
V E B,x-1 [{z E x[I]/z E V)]= (i E Ifx; E V), de onde limux; = limu, I<x. Portanto, 
os pares (K, U) com f( um conjunto contido em X eU um ultrafiltro sobre J< 1 determinam 
completamente os U-limites de famílias de elementos em X. Para estes pares, a definição 
de limu adota a seguinte forma: x E limu f{ {:} para todo V E 8 com x E V, f{ n V E U 1 o 
que implica, no caso zero-dimensional, que limu f{= n{V E 8/ f{ n V EU}. Observa-se 
que [( n V E U se e só se existe A E U tal que A Ç V, fato que será importante para 
comparar o nosso método de compactificação (a seguir) com as compactificações tipo 
Wa.llman. 
Pelo exposto, os pares ( J(, U) serão chamados de ultrafiltros locais sobre X. Eles 
constituirão os elementos "ideais" que teremos de acrescentar ao espaço X para compac-
tifi.cá-lo, de tal maneira que toda colcçã.o limu ]{ no novo espaço seja não-vazia. 
Neste capítulo exporemos o nosso método de compactificação mediante ultrafiltros 
locais para espaços arbitrários em geral, e para espaços z-d em especial. Estudaremos 
algumas propriedades topológicas desta compactificação, como uma certa propriedade de 
extensão de funções contínuas, e a aplicaremos à análise da cornpactifica~ão de lógicas 
regulares pequenas. Finalmente, analisaremos o cornplctamcnt.o de certas lógicas que 
ad1nitesn Ulllil.- ustiformidcHlc tipo Fra.i'ss<~. 
No d('('OJT<'l' deste capítulo dc:wnvolven~snos a.lgunws técnicn.s topológicas especiais, 
como a de quase-ltomeonwrfbmos, que nos permitirão analisar de um ponto de vista 
topológico e lógico, a relação estreita que existe entre alguns dos espaços considerados. 
Jt importantf' salientar que o nosso mótodo de compad.ificaçPí.o c as t0cnicas to-
pológicas d(•senvolvidas siio idôneas para o estudo dos espaços uão-IIausdorff. Neste 
capítulo, se X é um espaço qualquet', B é uma base de X e x,y E X, então defi-
nimos x = y se c someute se x e y pertencem aos mesmos abertos, i.e. para todo 
V E B,x E V{::} y E V. Prova-se facilmente que x = y equivale a {:r}= {y}, e no caso 
1G 
zero-dimensional, a (x,y) E n{Uv/V E B). 
3.1 MÉTODO DE COMPACTIFICAÇÃO 
O seguinte é um método de compactificação de todo espaço topológico (grande com 
topologia pequena) sem nenhuma condição de separação. No caso zero-dimensional, sob 
certas condições sobre a base de clopcns, ele preserva a zcro-dimcnf'!Íonalidade do espaço. 
Seja X um espaço topológico qualquer e 8 uma base de X fechada por interseções 
finitas e contendo X e~ (pode-se considerar a própria topologia gerada por 8). 
Construiremos uma compactificação 1X de X onde toda família de elementos de 
X U-convirja em 1X e onde todo ponto de 1X seja U-limite de alguma família em X. 
Deste ponto de vista, 1X pode ser considerado o "completamento" de X com relação à 
U -convergência. 
3.1.1 Definição. 
Seja 1X a coleção de todos os pares (I<, U) onde I< é um conjunto contido em X 
eU é um ultrafiltro sobre f{, Definimos sobre 1X a seguinte base: B* ={V* f V E B} 
onde v·= {(I\,U) E/X I I<nVE U). 
Esta base é fechada para interseções finitas e, no caso zero-dimensional, se B é fechada 
por complementares, a• também o é, pois, v· n lV'" =(V n Wt c (V•)c = (Vc)*. Além 
disso, rjJ• = rjJ ex·= ,x. Observa-se que a topologia de ,x depende fortemente da base 
8 considerada em X. 
Por exemplo, consideremos X um espaço discreto infinito e B = { {x}fx E X} U 
{q),X}. É evidente que X é um espaço z-d e 8 é uma base de clopens de X fechada por 
interseções finitas e contendo cP e X, mas não é fechada por complementares. 
Vejamos que B" não é base de clopens de 1X: consideremos {xj• = {(I<,U)/K n 
{x) EU}= {(K,U)fx E [(eU= U, (o ultrafiltro principal gerado por x)). Seja 
(M, W) E {x}•c com M infinito e W não-principal sobreM. Se {x}•c fosse aberto, exis-
tiria y E X tal que (M, W) E {y )" Ç { x) "', o que é impossível pois {y }" só consta de 
pares (K, U) com y E I< eU= Uy, portanto, {x }'"não é fechado, i.e. não é um clopen de 
,x. 
Consideremos a seguinte aplicação injetora <p : X -+ 1X dada por <p(x) = 
( {X), { {X}}). Verifica-se facilmente que: (a) <p(x) E v· "" X E v, (b) 'P é um mergulho 
de X em ,x pois v· n <p[X] = <p[V], e (c) <p[X] é denso em ,x, já qne se(!\, U) E V" 
existe X E f{ tal que !f( :r) E v·. 
A Sf'guir diiH'lliOR c luas demonstrações do faLo de 1X ser compacto; a primeira, mais 
pprol, pa.ra. o c;n;o de ser X ll!llil. cla.ss\~ {possivdnw11L(' própria), <'xplicit.ando o ponto onde 
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se requer a aplicação do axioma de escolha ACw; a segunda, para o caso de ser X um 
conjunto, mencionando que neste caso apenas se requer a aplicação do teorema do ultra-
filtro, o qual é essencialmente mais fraco que o axioma de escolha. 
3.1.2 Proposição. 1X é compacto, sendo X uma classe própria. 
Demonstração. Seja {v;~c}iEI uma coleção de fechados básicos com a PIF (observe-se 
que I é um conjunto). Temos que provar que nv;·c #- ,P. 
iE! 
Seja J = Pw(I) (partes finitas de I) e para cada~ E J escolhemos (baseados no 
axioma ACW) um elemento (K~,u~) E nv;·c. Temos que {K~}~EJ é uma coleção de 
conjuntos e I<= U J(ó é um conjunto. 
~EJ 
Afirmação 1. A família {J\ n V/};er tem a PIF. 
Com efeito, seja ~ E J l então, como (f{~' u A) E n \li•c ternos que para i E ~. f{~ n 
iE.ó. 
V; cj U~, i.e. f{~ n V;' EU~, logo, [(~ n ( n V,') EU~, em particular,[(~ n ( n V,')# </1, 
iE.ó. iEt:. 
portanto, n (J( n V,')= [( n ( n V,')# <P pois/(~ ç; [(. 
iE~ iE6 
Seja !v!= UU\ n V/), então, M é um conjunto e existe um ultrafiltro W sobreM 
iEl 
tal que {K n V,'};EI Ç W. 
Afirmação 2. (M, W) E nv,". 
iEl 
Com efeito, seja j E I, então, como f{ n ~c E W eM n Vjc = U(I( n V:c) n Vjc = 
i EI 
U(K n V,') n (K n vn = f( n 10' temos que M n 10' E W, i.e. M n v, '/ W, logo, 
iEl 
(M, W) E V,". Portanto, (M, W) E nv.·' • 
iE! 
3.1.3 Proposição. jX é compacto, sendo X um conjunto. 
Demonstração. Seja {v;•c}iel uma coleção de fechados básicos com a PIF. 
Afirmação 1. {Vj~};er tem a PIF. 
Com efeito, se i 1, •.. , i,.. E I, existe (I\, U) E v;;cn .. . nv,:c, ie. Kn(Vj~n ... nv;~) EU, 
logo, existe X E [( ta.l que X E V;: n ... n V;~. 
SejaM= Uv;c, então existe um ultrafiltro W sobre 1\1 que contém {l!;c}tei· 
i E! 
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Afirmação 2. (M, W) E nV;''. 
i E/ 
Basta ohRNV<H que para cada i E I, Jll n V' = V' E W • 
' ' 
Na realidade, a prova da proposição 3.1.3 reproduz a prova da proposição 3.1.2, to-
mando /( = X, o que nã.o precisa do axioma ACw. 
3.1.4 Observa<;ão. Podemos modificar a construção de 1X da seguinte maneira: seja 
• = IBI e definamos .\X = { (K, U)/ [{ Ç X, IKI S • e Ué um ultrafiltro sobre K), sendo 
V'= {(K, U) E .\X/ f( n V E U} para cada V E 8. Então, a prova que .\X é compacto 
segue os mesmos passos que na proposição 3.1.2, observando que os conjuntos I< e AJ 
definidos aí têm cardinalidade ~ r;,, No caso de ser X um conjunto, a demonstração da 
proposição 3.1.3 já não é mais válida, portanto, para preservar a limitação dos conjuntos, 
tanto para X classe própria. ou conjunto, precisa-se do axioma ACw. O mergulho de X 
em >.X é o mesmo dado acima. 
Por C'XC'mplo, se X lcm h:-tse CllUII\(~rávcl, hastnm suhconjun!.of! cnlllH~ráveis de X 
para C'OIIIJIH.difní-lo. 
Esta forma altcrnn.tiva de compadificar X é muito importante porque permitirá cal-
cular ou controlar a cardinalidade de ÀX em função da cardinalidade de X e, no caso da 
teoria de modelos, porque permitirá limitar as construções que envolvem 1'ultraprodutos" 
a ultraprodutos de cardinalidade máxima. 
3.1.5 Proposit;ão. Se X é compacto zero-dimensional, então, para todo (I{, U) E 1X 
existe x E f{ (o fecho em X) tal que rp(x) = (K, U), i.e. para todo V E B, rp(x) E V* <=> 
(K, U) E v·, o que equivale a termos c!{ rp(x)} = cl{(K, U)} onde cl denota o fecho em 
"f X. 
Demonstração. Seja (I<, U) E 1X e consideremos a família de fechados de [{ : { [{ n 
Vj(K, U) E V'). 
Verifica-se facilmente que essa família tem a PIF. Em consequência, como]{ é com-
pacto (já que X o é) existe x E n{l( n Vj(f(, U) E V'} = f{ n n{Vj(K, IJ) E V'}, i.e. 
x E]{ e <p(x) E n{V'j(I<,U) E V'}, logo, para todo V,(f(,U) E v• =} <p(x) E v·, o que 
implica, tomando complementares, rp( X) E v· {::} (f{, U) E v· l i.e. rp( X) = (f{, U) • 
A proposição anterior têm como consequêucia que se X é Ilausdorfr (compacto, zero-
dimensional), então 1X/ =é homeomorfo a X. Em geral, se X é compacto, 1X não se 
reduz a X, por outro lado, 1X nunca é Hausdorff, mesmo que X fôsse, como veremos a 
seguu. 
Seja (I<, U) E 1X e J Ç K, então urJ = {A n Jj A E U) é um ultrafiltro sobre J 
que satisfaz trivialmente: para todo A Ç K, A EU se e só se A n J E UfJ. 
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3.1.6 Proposição. Para todo (K, U) E 1X e todo J Ç K, (K, U) = (J, UfJ), em 
particular, se x E /{ e U2• é o ultraftllro principal (sohrc K) gerado por :r, então, 
(f\, (I,)= (Cr),{{.r))) (corllp<trill'COlll [B-S] pag. 12:1, Tlr. 22). 
Demonstração. 
i) Seja(!<, U) E V*, i.c. [{ n V EU, suponhamos J n V f/_ UfJ, cntã.o, para t.odo 
A E U, J n V #- 11. n J, em particular, para A = I< n V temos que J n V i-
I< n V n J = J n V (pois J Ç I(), uma contradiçoo, logo, ( J, U fJ) E v·. 
ii) Seja (J,UfJ) E v•, i.e. J n V E UfJ, entoo, existe A EU tal que J n V= A n J; 
suponhamos que [( n V ~ U, então, [( n yc E U, logo, /( n yc n J E Ufl, 
i.e. J n yc E UfJ, portanto, J n V 'f. UfJ, uma contradição, em consequência, 
(I\, U) E v·. 
Para o caso de (K, Ux) basta tomar J = { x} de onde U, [J = { { x}} • 
Como consequência desta proposição temos quc,1X não é um enrHtço T1 (c portanto 
não é llausdorlf) pois, em geral, cl{(I(,U)) # {(Ií,U)). 
3.1.7 Proposição. Seja (x;)iel uma família em X entendida como uma função x: I--+ X, 
eU um ultrafiltro sobre I. 
Seja Ilx = x[l] e Ux ={A Ç Iíx I x- 1[A] EU). 
Então, identificando xi(E X) com !f'(xi) (E 1X}, temos que, em 1X: (Kx, Ux) E 
limuxh i.e. toda família de elementos de X V-converge em 1X. 
Demonstração. Observando que são equivalentes Xi E V com r.p(xi) E V'", devemos 
provar que para todo v· com (I(., Ux) E v·, {i E I I X; E V} Eu. 
Com efeito, se ([(., Ux) E V", então I\x n V E U., logo, por definição, x- 1[l(x n \f] E 
U, ma.s x-'[Kx n V]= {i E I I x; E V}, portanto, {i E I I x, E \f} EU • 
3.1.8 Proposição. Em 1X: limuK = ci{(K,U)}, em particular, se (K, U) E 1X, 
então (K, U) E limu f(, i.e. todo ponto de 1X é U-limite de uma família em X. 
Demonstração. (A, W) E limu I( # para todo v· com (A, W) E v· : {x E Iílx E 
V) E U,ma.s, {xE Klx E V} E U<c> Kn\f EU <c> (K,U) E v· <c> v·n{(K,U)} #~, 
logo, (A, W) E lim1, U <c> para todo v• com (A, W) E v· : v• n {(fí, U)) # ~ <c> 
(A, W) E ci{(I\, U)} • 
3.1.9 Observação. 1X é uma compactificação de X em qualquer caso, zero-dimensional 
ou não. No caso zero-dimensional é também o completarnento de Cauchy correspondente. 
No caso arbitrário, 1X pode ser considerado corno o completamento ?e X a respeito da 
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U-convergência como já dissemos, onde toda família de elementos de X U-converge a 
algum limite em r X, e todo ponto de 1X é U-limite de alguma família de elementos de 
X. 
O processo de identificar elementos, fundamentalmente em 1X\X, mediante a 
relação =, pode reduzir em forma apreciável a compactificação de X. O estudo destas 
compactificações reduzidas nào será feito aqui. 
Por ~x~mplo, parn. dcit.ofl dn t(•orin d~ mod(•lo~, al(~ll\ da n·d11çii.o dn.da na proposiçfí.o 
:J.l.G, podl'liiOS fonnular o :-wgt1i11te. 
3.1.10 Proposição. Seja [( um conjunto infinito contido em X e U um ultrfiltro não-
principal sobre I<, então, existe J Ç [( e ~V ultrafiltro ühiformc sobre J (i. e. para todo 
A E W: IAI ~ IJI) La! que (K, U) = (J, W) (comparar com 113-SJ pag. 124 cor. 2.4). 
Demonstração. Seja a::::: min{IAI/A EU} e seja J EU qualquer com IJI =o:, então, 
pela proposição 3.1.6, (J<,U) = (J,U[J) (seU fôsse principal, então a~ 1 e J ~ {x} 
com X E [(, sendo U r J = { {X}} que é uniforme, Jogo, O caso que interessa é quando U é 
não-principal). 
Afirmação. UfJ é uniforme, i.e. para todo B E Uf J, lEI~ a. 
Com efeito, se B E UfJ, então, existe A E U tal que B = A n J. Temos que 
IBI = IAnJI::; IJI = 0', por outro lado, como A,J Eu, temos que, n Eu, logo, IDI?:: Q 
pois o é mínimo, portanto, 1111 = o • 
Observa-se que a proposição 3.1.6 reduz os ultrafiltros principais sobre [(a elementos 
de X, e a proposição 3.1.10 reduz os ultrafiltros não-principais a ultrafiltros uniformes. 
Por outro lado, se X é um conjunto, podemos ter a seguinte redução. 
3.1.11 Proposição. Para todo (I<, V) E JX, existe um ultrafiltro H1 sobre X tal que 
(I<, U) ~(X, W). 
Demonstração. Seja (K, U) E 1X, então U, como coleção de subconjuntos de X, é uma 
família com a PIF, logo, existe W ultraflltro sobre X tal que W :2 U. 
i) Seja (X, W) E v·, i.e. V E W, e suponhamos que f( n V 'fc U, então, f( n V' E 
U, logo, J( n yc E W, portanto, 4> = [{ n yc n V E W, uma contradição, em 
consequência, (!<, U) E v•. 
ii) Suponhamos (X, W) r;{ v•, i.e. V r;{ W, então V' E W. Se f( n V E U, então 
I< n V E W, logo, cP = f( n V n vc E W, uma contradição, portanto, (!<, U) ~ V*• 
Observa-se que se (K,U) = ({x},{{x}}), então o 1'1nico ull.mfiltro sobre X que 
ex tende { { x)} é o ullrafi!Lro principal U., logo, ( { x}, { { x J J) = (X, U,). 
51 
Por tanto, o espaço quociente 1X/ =:pode ser identificado com a coleção {U/U é 
ultrafiltro sobre X} estando X mergulhado mediante a aplicação x ~---+ Ux· A topologia 
sobre este espaço é dada por: para cada V E 8, v·= {UIVE U} = {UI existe A EU 
com A Ç V}. Observa-se que a topologia gerada é uma subtopologia da compactificação 
de Wallman de X, suposto X munido da topologia discreta ( cf. [En] pag. 231 ). 
3.2 PROPRIEDADES FUNTORIAIS E EXTENSAO DE FUNÇOES 
CONTÍNUAS 
A seguir definiremos um funtor *da categoria dos espaços topológicos< X, B >com 
urna base distinguida na categoria dos espaços compactos também com uma base distin-
guida. Um morfismo nesta categoria é uma função contínua f:< X, B > -1- < Y, C >que 
pr('~wrva as base,s r('Sp('ctiva:=;, i.1•. se VV E C, cntii.o f- 1[W] E B. Dircmofl flirnpl(~srnentc 
que f f..· -~-cont.ínua. (strongly continuous). Ohs1~rva-se q1w se os CSJHLÇOfl considerado.<> são 
z-d e as bases B e C sào bases de clopens, então, pela proposição 2.1.9, f é .s-contínua 
se e só se f é B-unifonncmente contínua. Analogamente, definem-se função .s-aberta e 
s-IJomeomorfismo. 
3.2.1 Definição. Define-se f*:< X*, B* > --t <v·, c·>, onde x· = 1X c v·= 1Y, 
de modo que o seguinte diagrama comute (sendo r.p c 'l.j; as imersões canônicas): 
Se (I<, U) E x•, f"(J<, U) 
f- 1[AJ EU}. 
X 
'P l 
x· 
I 
___, 
f' 
y 
l 1/; 
y· 
{A c f[[(J 1 Kn 
r tem a.s seguintes propriedades: (a) U1 é um ultrafiltro sobre K1, (b) rar.p = 1/;of, 
i.e. rrx=J, (c) (idx)" = idx·, (d) u,of =(Ut),, donde (gol)" =g"of". 
Na definição anterior podem ser substituídos 1X e 1V por,\)( e .\Y respectivamente, 
pois se [KI :S K, então, IJIKJI :S K. 
3.2.2 Proposição. r é 8-Contínua. 
Demonstração. Provaremos que para cada W E C, (f"t' [W"] = (f-1 [W])•. Seja w· = 
{(I\', U') E y• I[(' n w EU') E C", então UT'[W"] = {(!<, U) Ex· I !(I<, U) E 
w·) = {(K, U) Ex· 1 (I<1, U1) E w·j ={(I<, U) Ex· 1 I<1nw E u1) ={(I\, U) E 
x· 1 KnJ-'If[K]nw] EU}= {(K, U) Ex· 1 I\nf-'[WJ Eu}= u-'[W])" E s· • 
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A seguir daremos os resultados referentes à propriedade de extensão da compacti-
ficação construída. 
3.2.3 Lema (X. Caicedo). Seja X um espaço regular com r a topologia sobre X, f{ um 
conjunto contido em X eu um ultrafiltro sobre I<. Então, em X: limu f{= n{v /V E T 
e f( n V EU} (a barra denota o fecho em X). 
Demonstração. 
i) Seja x E Iimui<, i.e. para todo V E r com x E V,I< n V EU, e seja V E T com 
f{ n V E U, se x ~ V, então x E Vc que é aberto, logo, por ser X um espaço 
regular, existe W E r tal que x E W Ç W Ç Vc; como x E W temos, por hipótese, 
que f( n W EU, portanto, f( n (V n W) EU, uma contradição, pois V n W = ~· 
ii) Seja X E n{v /V E Te I< n v E U} e suponhamos que X~ limu I<, então, existe 
V E r com x E V e I< n V ~ U. Seja W E r tal que x E W Ç l.Y Ç V, então, 
1\ n f V ~ u' logo, 1\ n \Vc E u' c como w" E T) por h i pó tese t.PJnO.'I que T E wc; 
isto signitlca I[IW todo aberto que COJll/•]1\ :r. deve illlet'S('Cat' w", Jlllt."' X E w c 
Wc n W = r/J, Ull\a contradição • 
3.2.4 Proposição. Seja X um espaço compacto regular e 1X a compactiHcação de X 
construída considerando 8 =r {a topologia de X). Então X é um retrato de JX, i.e. 
existe g: 1X--+ X contínua tal que grX = idx (a função g é chamada de retração). 
Demonstração. Definimos g: r X --t X da seguiut~ maneira: seja (!\, U) E ;X, então, 
corno X é compa.cto existe ;r E limu f{, i.e. para. todo V E r com x E V, f( n V E U; 
definimosg{I<,U) = x (observar queaescolhadex é arbitrária). Se (f(, U) = ( {z}, { {z} }) 
com z E X, temos que n(V/V E Te (z} n v E {(z})) = n(V/V E Tez E V), logo, 
neste caso definimos g( f(' U) = z obtendo que g r X = id X. 
Provaremos que g é contínua em (I{, U): seja V E r tal que g(l{, U) = x E V, então, 
como X é regular, existe VV E T tal que W Ç W Ç V. É claro que(!\, U) E W'" pois, 
por definição de X, Ií n w Eu. 
Afirmação. g[W') c; V. 
Com efeito, sejél. (!{1, UJ) E VV\ então, [(1 n W E U1, logo, como x 1 = g(/(1, UJ) E 
limu1 ](h pelo lcum, XJ E W Ç V, portanto, g(/{~, U1) E V • 
Se o espaço X é zero-dimensional, então o resultado anterior pode ser melhorado 
substancialmente. Neste caso, o Lema 3.2.3 pode ser reformulado da seguinte maneira: 
sendo X um espaço z-d, se I< é um conjunto contido em X eU é um ultrafiltro sobre K, 
então, em X, limu f(= n{V E BfKn V EU}. 
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3.2.5 Proposição. Se X é uma espaço z-d compacto, então existe uma aplicação g : 
'YX -+ X que satisfaz as seguintes propriedades: 
i) g és-contínua e grX = idx (identificando X com <p[X]), em particular, X é um 
retrato de 1 X. 
ii) g és-aberta. 
iii) Para todo V E B: g-1 [g[V•J] ~v·. 
iv) g é uma aplicação própria, i.e. g é fechada e se f( Ç X é compacto, então g-1 [K] 
é compacto em "f X. 
v) 1X e X tem as topologias induzida e co-induzida por g respectivamente. 
Demonstração. Seja (1<, U) E 'YX, então, pela propo~içã~ 3.1.7, (/{, U) E lirnu f(, 
além disso, existe x E X tal que x E limu J(. Definimos g(/(, U) = x (observar que a 
escolha de x é, em princípio, arbitrária em limu I<). No ca.'lo de (1\, U) = ( { z}, { { z}}) 
com z E X temos que n{ v E 6 I { z} n v E { { z}}} ~ n(V E 6 I z E V}, logo, definimos 
g(I<, U) = z satisfazendo a exigência de ter grx = idx. 
i) Para provar a s-continuidade de g provaremos que para todo V E B : g- 1 [V] = V*. 
Se (I<, U) E g- 1 [V], então x = g(I(, U) E V, mas como x E limu I< temos que, 
para aquele V, fí n V E 1/, i.e. (Ií, U) E v·. 
Se (!\-, U) E 11 .. , <'nLiío, por ddiniç:ío, :r = g(f(, U) E liiTlu /( = n{W E 
B I /\" n w E u}, (']]] part.icul:-~r, CO!llO /\ n v E u t.emos (!lle X E v' portanto, 
(i\, U) E g- 1 [\f]. 
i i) De (i) r('sulta que se V E B, ,q[V~] = ,q[.q- 1[\1]] =V por srr g (ohviarrH'nte) sobrejctora. 
Portanto, g é aberta. 
iii) É consequência imediata de (i) e (ii) que para Lodo V E 6: g- 1 [g[V•JJ = g- 1[\f] ~v·. 
i v) O fat.o de g ser fechada será provado em duas partes. 
a) Para todo V E B, g[V*cJc E 8: com efeito, provaremos que g[V•cj = Vc; da de-
monstração da parte (i) resu!La que v·~ g-1 [\f], donde v·c ~ g-lwr ~ g- 1[\f'], 
logo, g[V•c] ~ g[g- 1 [V0]] ~V' por ser g sobrejetora. 
b) g[nv;·'] ~ n.q[ln: 1'0111 deito, nv;·' ~ ng- 1[V;'] ~ g-'lnV;'], lo~o, urn~~;·'] ~ 
iE! iE! iE! iE/ iEI iEI 
nv;' ~ ng[v;·'J. 
iEI iEl 
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Seja K >:;X compacto e suponhamos que g-'[K] ~ uv;·, então, Ií = g[g- 1 [[(]] ç; 
i EI 
g[UV.:*] = Ug[Vj*] = Uv;, logo, como é f{ compacto, existem il! ... , Ín E I tais que 
iEI iEl iEl 
" " " /{ ç Uv;h, portanto, g- 1 [1<] ç ug-1[Vik]::;; uv::, ie. g-1[K] é compacto. 
k=I k:l hd 
v) Basta provar que -yX e X tem como bases a induzida e co-induzida por g respectiva-
mente. 
Com efeito, como para todo V E B temos que g- 1[VJ = V•, então, 8' = (v· /V E 
B) = {g- 1 [V]/V E B} =base induzida por g; analogamente, B = {V/V• E W) 
{V/g-'[V] E W} =base co-induzida por g 8 
A pa.rte (v) da proposição anterior diz que X é um quociente de 1X (sempre no caso 
de X z-d compacto). O seguinte corolário dá o quociente explicitamente. 
3.2.6 Corolário. Definindo em 1X a relação de equivalência determinada por g, i.e. 
(I<,U) ~, (M, W) ""g(I<,U) = g(M, W), ternos que o espaço quociente 1X/g é a-
homeomorfo a X. 
Demonstração. Denotando com [Ií,U] a classe de equivalência de (K, U) em 1X, 
podemos definir a aplicação jj: JX/g ~X por .§([K, U]) = g(K, U) que obviamente está 
bem definida e é uma bijeção. 
Finalmente1 a partir das rclaçõ('S cncoutraJa.c; JJ<t propo.">ição anterior pode-se provar 
facilmente que para todo V E B: 
e 
g[K[V.J] = V 
sendo 1r; 1X----+ 1X/g a projeção canônica, o que prova que _q é .s-contínua e s-aberta, 
i.e. é um $-homeomorfismo • 
3.2.7 Proposição. Seja X um espaço topológico, B uma base de X e 1X construído a 
partir de 8. 
a) 
b) 
Seja Y um espaço regular compacto e f: X -----Jo Y contínua, então, existe J: 1X----+ 
Y contínua tal que Jrx =f. 
Seja.}" um espaço z-d compacto e f: X----+ Y s-contínua, então, existe j: 1X----+ Y 
s-contínua tal que irx =f. 
Demonstração. Uasta considerar o seguinte diagrama: 
X I y -~ 
'I' L L ,p 
x· 
-
y• 
-
y 
,. g 
Definindo f= g o f'" temos que j é contínua no caso (a) e s-conlínua no caso (b) pelas 
proposições 3.2.2, 3.2.4 e 3.2.5, e que se x E X, J(x) = g(J'(x)) = g(J(x)) = f(x), ie. 
Jrx = J • 
Terminaremos esta seção enunciando um teorema de caracterização da compacidade 
no caso dos espaços zero-dimensionais. Este será. demotL'>trado, no caso dos espaços de 
modelos, na próxima seção, no lema 3.3.11 e na proposição 3.3.15. A demonstração, no 
caso geral, segue os mesmos passos. 
3.2.8 Proposição. Seja X um espaço z-d, então, são equivalentes: 
a) X é compacto, 
b) 1X/ =é homeomorfo a X/= • 
Na seção seguinte aplica-se o método de compacLificação desenvolvido nesta seção 
ao caso de uma lógica abstrata regular pequena. Ela copia parte essencial do artigo 
''Compacidad y Compactificación en Teoría de Modelos" (cf. [Ci1]), apresentado no IX 
Simpósio Latinoamericano de Lógica Matemática (Bahía Bla.nca, Argentina, 1992), e por 
tal motivo está escrito em espanhol. Ele reproduz, em forma adaptada, algumas das 
demonstrações feitas nesta seção para salientar o peculiar comportamento, no contexto 
lógico, das propriedades estudadas i e outras são feitas de modo diferente, por exemplo, na 
proposição 3.3.6 demonstra-se a propriedade de extensão de funções contínuas sem fazer 
uso do funtor *. 
3.3 COMPACTIFICACIÓN DE St"(L) 
Para cada. r definimos C8F = {(I(, U)/ f( Ç SF es un "conjunto" y U es un 
ullrafiltro sobre[\'}, y pa.ra nH!a <p E Lr ddiuimos Mod~(<p) = {(1\,U) E CStr/{A E 
I\(Af=<p) E li)= {(/\,li) E CSt"(l\n Mocl(<p)E U). 
MoJ*(<p) es la colección de "Modelos Gent"raliza.dos'' de r.p. De este punlo de vista 
podemos definir la "verda.cP' (truth) de <p en (K, U) como 
( K, U) I f- 'I' ç;. (I(, U) E Mocl·( <p) ç;. (A E I(/ A f= <p} E U ç;. I\ n ~!od( <p) E li, 
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por lo tanto, (I<, U) se comporta como un ultraproducto de f( módulo U. De hecho, si 
L= L~, entonces para todo <p, (K, U) lf-'P"" riu[{ F <p, ie. (K, U) =riu[{ (= denota 
la relación de equivalencia e! ementa! de L). 
La colección { Mod•(r.p)/r.p E Lr] tiene las siguientes propiedades: 
i) Mod.(<p) n Mod·(rp) = Mod•('P 11 ri>) 
ii) Mod.(<p)" = Mod·(~<p) 
iii) (St')" = CSt'. 
Por lo tanto, es una base de clopens para una topología pequeiia cera-dimensional 
en CStr, que es cerrada para intersecciones finitas y complementos. 
Consideremos la aplicación h: St' ~ CSt' dada por h( A)= ({A}, {{A))). 
Puede probarse facilmente lo siguiente: 
a) h es inyectiva. 
b) para todo A E St' y todo <p E L': h( A) lf-'P ""A I= <p, por lo tanto, la semântica 
de csr extiende la semántica de Str (es importante observar que el lenguaje LT 
no ha cambiado al extcnder la semántica). 
c) Mod•(r.p) n h[SF) = lt(Mod(r.p)), lo que implica que h es un homeomorfismo de Str 
sobre h[St,-], ie. Sl,_ puedc ser considerado como un subespacio de CSlr. 
En lo que sigue identificaremos h[Sr] con Str y h( A) con A. 
3.3.1 Proposición. Str cs un subespacio denso de CStT. 
Demonstración. Sea <p E L' tal que Mod•('P) i'</>, entonces existe (H, U) E Mod•(<p), 
ie. {A E K/A I= <p} EU, en particular, como U es un filtro pro pio, existe A E J( tal que 
A F <p, ie. (por (b)) A lf--<p, luego, A E Mod•('P) • 
La compacidad lógica de L r con respecto a la semántica extendida C Str puede ser 
formulada de la siguiente manera: sea L Ç L r tal que todo subconjunto finito de L tiene 
modelo generalizado (ie. en CStr), entonces L tienc modelo generalizado. 
La cero-dimensionalidad de CSF implica que la compa.cidad lógica de L r es equiva-
lente a la compacidad topológica de c str. 
3.3.2 Proposición. C SF es compacto. 
Demonstración. S('a { Mod•(r.pi)}iEl una colección (pequeíla, ic. I cs nn conjunto) de 
n:·rrados h;í.sicos de CSlr con la propi<•dad de inter.'lccción Onita . 
. 1)7 
Sea J = Pw(J) (partes finitas de f) y para cada Ll E J "elegi mos" (I< a, Ua) E 
n Mod•(<p;). 
iEA 
Aqui está siendo usado el axioma de clección para clases pequeiías ACw. 
Consideremos I< = U /{4 el cual es un conjunto. Construiremos un ultrafiltro tV 
C.EJ 
sobre I< de tal modo que (I<, W) E n Mod•(<p;). 
iEf 
Afirmación 1. {K n Mod(rp;)};El es una colecciôn de subconjuntos de I< que tiene la 
propiedad de intersección finita. 
En efecto, sea .ó. E J, enlonet~s, como (I<4 ,Uà.) E n Mod*(rpi) tenemos que para 
íEâ 
cada i E ô.,l{6 n Mod(rpi) E Ua, luego, I<â n Mod(AeA<pi) EUA, en particular, existe 
A E I< c. Ç [{ tal que A F 1\;E,; <p;. 
Scn H' un ultra.filtro sohre 1\ que conticnc la familia {I< n MoJ(rpi)}iEl· 
Afirmación 2. (I<, W) E n Mod.(<p;). 
íEl 
En efedo, sea i E J, enlonces f{ n Mod(rp;) E W, ie. por definición, (K, W) E 
Mod•(<p;). 
En consecuencia, C Sr es compacto • 
3.3.3 Proposición. Si Str es compacto, entonces para todo (K, U) E CStr existe 
A E SF tal que A= (I<, U), ie. para todo 'P E L',A F 'P"" (I(, U) fl-<p. Además, 
podemos escoger .A E I<, donde f( es la clausura de f( en Sr. 
Denlonstración. Sea (K, U) E se· y consideremos la siguiente familia de cerrados de 
[{:{I< n Mod('P)/(I<, U) if-'P}· 
Afirmación. La familia dada ticne la propiedad de intcrsccción finita. 
En efecto, sean r.p 11 ... , tpn tales que { K, U) lt-rp;, i = 1, ... , n, entonces f{ n Mod( r.pJ) E 
U, ... ,I< n Mod('Pn) E U, luego, (I\ n Mod(<pl)) n ... n (K n Mod(<p.)) EU, en particular 
es fo ,P. 
En consecuencia, como SF cs compacto, ~ambién f{ es compacto, por lo tanto, existe 
A E n{Iín Mod(<p)j(I<,U) lf-'P} =I< nn{Mod('P)/(I{,U) lf-'P}, ie. existe A E f( tal 
que para todo rp E LT, (K, U) lt-rp =}A I= r.p, luego, considerando ias ncgaciones 1 tenemos 
(I<, U) lf-'P ... A F 'P. 
Hemos conseguido entonces compactificar la lógica L extendiendo la semântica. Más 
aún, hemos obtenido una compactificación topológica del espacio Str. Sin embargo, si Str 
es compacto, csr no se reduce a StT pues este último no es Ilausdorff (ver proposición 
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3.3.9). 
UNA APLICACIÓN 
En el parágrafo anterior se ha demostrado que toda lógica (regular y pequeõa) admite 
una semântica compacta que extiende la semântica usual. 
La compacidad (lógica) de la nueva semântica, ai igual que la compacídad de la 
lógica elemental, es importante por sus comecuencia.s, no solo porque permite garantizar 
la existencia de ciertos "modelos" satisfaciendo determinadas propiedades, sino por su 
poder en el análisis de la expresabilidad de las teorías matemáticas. 
A continuación veremos un pequeiío ejemplo de este análisis, sugerido por A.M. 
Sette. 
Sea te un cardinal infinito y consideremos la lógica infinitaria L = L~,.(Q,.) donde 
Q,. es el cuantificador cardinal cuya interpretación en una estructura A = < A, ... > 
<'S la siguicnle: A I= (Q,,·)'P(") <* [{a E A( A I= <p[aiJ[ 2: K (Q, c< denol.ado a veccs 
por Qcx siendo o e! ordinnl tal f1UC K = N.a)· L permite conjunciones, clisyuncioncs y 
cuantificaciones universa.les y exisleuciales de longitud < K (cf. [B-S] cap. 13 y 14). 
En L puede ser expresado cl hccho que un conjunto A tenga jAj < l'i:j en efecto, 
IAI < K {:} A f= •(Q 11 x)(x = x). Por otro lado, para cualquicr À < K, puede ser 
expresado también el hecho que IAI 2: À de la siguicnte manera: ::;ca :3::::À e! enunciado 
(3:r0 ) ... (3:r,,) ... (\ (:r, i' :rp) con 'I< À, cnl.onccs, se verifica que [A[ 2: À<* A I= 3~'. 
a<(J< >.. 
Puede observarse facilmente que si A es un conjunto (i e. A E St"', donde $ es el tipo 
de similarida.d vacío, o sea., e! único símbolo de relación permitido en las cstructuras de 
Stf es la igua.ldad =), entonces, IAI 2: À para todo À< K implica IAI 2: K, lo que está 
virtualmente en contradicción con IAI < K. Sin embargo, mostraremos que e! conjunto 
de enunciados L = { 3?:" j À < K} U { ..,( Q .. x )( x = x)} es no-contradictorio dei punto de 
vista semántico, ie. existe algún modelo generalizado de L. De hecho, la existencia queda 
garantizada por la compa.cidad de CStl/! pues todo subconjunto finito de L tiene modelo 
en Stl/!. En lo que sigue construiremos un modelo concreto de L· 
Consideremos el espacio St,J, y para cada À < K escojemos A>. E St"' tal que IA>. I = À. 
Sea [(={A.\/,\ < K.} (se observa que I[( I= x:). Obviamente, para cualquier ultrafiltro 
U sobre f{ l.encmos que (K,U) [[-~(Q,x)(x = x) pues {A E K(A I= ~(Q,x)(x = x)) = 
{A E K([A[ < •} = K EU. 
Construiremos ahora un u!trafiltro U sobre f( tal que para lodo À< K 1 (H, U) ll-3~". 
Para cada À< K 1 sea M>. ={A E K/IAI ~À}, entonces, la família {.M>,}>.<~< tiene la 
propiedad de intersección finita, pues si ..\1, ... , -'n < /'i, 1 tenemos que A E A1>. 1 n ... n Nh, ~ IAI ~ máx (Àx, ... ,Àn), y como máx (Àt 1 ... 1 Àn) <ti,, existe A E M>. 1 n ... n M>.,. 
Es más, si ti, es regular, ie. para toda familia de cardinales {a,},.1<>. con). < x: y cada 
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a, < 1\. se tiene que sup11 <>. a>7 < K., entonces, la família { M,-J >.<K ticne la propiedad de 
K.·intersección, ie. nMo,., f. cjJ para toda familia de cardinales {a,} 110 como Ia descrita 
'<' 
antes. En este caso, el filtro generado por la família es /'\:-completo. 
Sea U un ultrafiltro que contiene la família {M>.} >.<K (de hecho U es no-principal), 
enlonces para todo,\< •,(I<,U) lf--3~' pues {A E I</ A F 3~'} ={A E K/jAj2: .\} = 
M, EU. 
Luego, (I<, U) es cl modelo generalizado que hace compatibleslos conceptos de "tencr 
cardinalidad ;:::: ). para todo ). < K: 11 y "tener cardinalidad < K: 11 • En e! caso particular de 
ser K. = N0 , son compatibles los conceptos de ''ser arbitrariamente grande" y "ser finito". 
DISCUSIÓN SOBRE LA COMPACIDAO DE CSF 
Ya hemos visto que la colección { Mocl•('P)/'P E L'} es una base ele clopens para 
el espacio C St', por lo tanto, podemos adaptar la definición de Iimu cn su versión cero-
dimensional, ai espacio CSt', y definir para una familia {(JC,Ui)}iei y un ultrafiltro U 
sobre I: (J\tf, VV) E limu(I\;, Ui) si y solo si para todo cp E L', 
(M, W) E Mod"('P) '*{i E 1/(I(;,U,) E Mod"(<p)} EU, 
Je. 
{A EM/A F 'Pl E w.,. {i E 1/{A E 1(;/A F'!'} E Ui} EU, 
o aún, escrita en términos de las famílias Af = {AiLEJJ{i = {Aij}jEJ;, con ultrafiltros 
~V en J y U; cn J; tcspectiva.mcnt.e, tenemos 
{j E .J(Aj F'!'} E w \;!{i E 1/(j E Ji(A;j F'!'} EU,) EU. 
Ahora., la proposición 2.2.8, ndaptada ai ca:-;o dcl espacio CSt', junto con la pro-
posición 3.3.2, tienen çomo consecuencia para cuolquier lógica L que, para cada fa-
milia {(1\i,UdLEI cn CS't' y cada ulLrafilt.ro lJ sobre I,Iimu(I(;,U;) i- 1>, ie. existe 
(Af, lV) E CS'lr satisfadcndo la equiva.lencia (*). Itsto pucde ser considerado como e! 
correspondiente Teorema de~os para. los espa.cios CStr. El problemn de la construcción 
del par (.M 1 ltV) para cua.lquier lógica L queda aquí sugerido. 
3.3.4 Proposición. Si L cs cowpada, entonces 1 para todo T, toda falllilia {(I(;, U;) };EI 
en CStT, con f{i = {Aij}jEJ; y ui ultrafiltro sobre Ji, existe A E sr tal que para todo 
'P E L': 
A F 'P.,. (i E 1/{j E .!;/A; F 'I'} EU.) EU. 
GO 
Demonstración. Es consecuencia inmediata de la discusión anterior y de la proposición 
3.3.3 
• 
En Lww esta estructura A puede ser realizada explicitamente como el ultraproducto 
llu(llu,A;;). 
3.3.5 Observación. Si (I(, U) E CSrr, entonces considerando f( como una família 
en csr cuyos elementos están parametrizados por ellos mismos, es fácil probar que 
limu [{ = c/ { ( [{, U)) (c/ denota la clausura en C St'). En particular, ( [{, U) E lirnu [(, lo 
que refuerza la interpretación de(!<, U) como un ultraproducto generalizado de I< módulo 
u. 
PROPIEDAD DE EXTENSIÓN 
Sean < X, B > y < Y, C > dos espacios cero-dirncnsionalcs con /3 y C bases de 
clopens de X e Y respectivamente, cerradas para interseccioncs finitas y complementos. 
Sea f: X ----4 Y una función, recordemos que f es s-continua (strongly continuous) si para 
todo W E C, f- 1 [TV] E B. Obviamente toda función s-continua es continua. También, f 
es s-abierta si para todo V E B, f[Vj E C. 
Son ejemplos de funciones s-continuas los siguientcs: 
1. h: Str ----4 CStr es s-continua ya que para todo r.p E Lr tenemos h-1 [Mod*(r.p)] 
Mod'(<p) n SI.'= MoJ(<p). 
2. Si L 1 ~ /, 2 (i<'. pnra cHia. r.p E Lr exis1.{~ 1/1 E L; tal qHP ModJ,l(1/l) = Modr,,(r.p)) 
entonces, la idcntidad I: Str(L2 ) __,. Str(/_, 1) es s-continua. En particular, si L1 s; L2 
y L2 S L1 entonces la. identidad I mencionada es un homeomorfismo que preserva 
las bases. Un tal homeomorfismo, ie. una función hiyectiva s-continua y s-abierta, es 
llamaclo ''s-homcomorfismo". 
3.3.6 Proposición. Scan < X, l3 > un espacio cero-dimensional compacto con B una 
base de clopens cerrada para intcrseccioues fmitas y complementos, y f : Str __,. X una 
(unción s-continua (Str es considerado con la ba.se dada anteriormente),entonces existe 
F: CSt'...., X s-conlinua tal que F[St' =f. 
Demonstración. Sea (K, U) E CStr y consideremos la colección AI= {V E B/ 
f{ n J-'[VJ EU). 
Afirmación 1. .M es una colección de cerrados de X con la propicdad de intersección 
finita. 
Gl 
En efecto, obviamente M consta de cerrados pues 8 es una base de clopens. Ahora, 
si Vi, ... , v. E M, entonces, f{ nj-1 [\li], ... ,f{ nj-1[V.) E U, luego, Jín f- 1 [V1 n ... n V.) = (Iínf-1[Vi))n ... n(Iínf-1 [V.)) E U, en particular, f- 1 [Vin ... nV.] 'I <f, i e. V1 n ... nv. 'I <f. 
En consecuencia, como X es compacto, para cada (K, U) E CSr tenemos que 
n{V E 8( fí n j-1[V] EU} 'I <f. 
Definimos F(Ií,U) E n{V E B(Ií n f-1[V] E U} en forma arbitraria con la 
única siguiente restricción: si (I{, U) = ({A}, { {A}}) con A E St' se observa que 
n{V E B(Ií n f-' [V] EU}= n{V E B(J(A) E V}= {!(A)}, luego, exigiendo que 
F( {A}, {{A}})= J(A) tenemos que F[St' =f. 
Afirmación 2. Para todo V E B, F-1[V) = (f-1[V])'. 
Observemos primero que como f es s-continua, para cada V E 8 existe tp E LT tal 
que J-1[V] = Mod(<p), lucgo, (!-1[V))' significa Mod'(<p). 
Sca (K, U) E p-t [V], cutonces, F(Ií, U) E V, por otro lado, F(/í, U) E n{ W E 
B(Ií n J- 1[W] E U). Supongamos que (Ií,U) (i (f-1 [V])" = Mod'(<p), cntonces, 
(Ií, U) E Mod'(•<p), ie. Ií n Mod(•<p) E U, pera Mod(•<p) = J-1 [V'] y V' E B, 
luego, fí n f- 1 [V'] = fí n Mod(•<p) EU, ie. para W =V' tcncmos que (Ií, U) E W, 
una contradicciôn, por lo tanto, (K, U) E (J- 1 [VJ)~. 
Sea (I<, U) E (f-1[V])' = Mod'(<p), entonces, Iín Mod(<p) EU, ie. Hnr'[VJ EU, 
luego, como F (I<, U) E n{W E B (f{ n /-1 [W) E U} tenernos que F(Ií, U) E V, i e. 
(Ií, U) E F-1[V]. 
En consecuencia, F es s-continua • 
3.3.7 Corolario. Sean L1 :;:.:; L2 con L1 compacta, entonces, para todo tipo r,StT(L 1 ) es 
un retracto s-continuo de CSF(L2 ), ie. existe F: CSF(L 2)--+ Sr(Lt) s-continuo tal que 
FfSF(L2 ) =I (la identidad). F es llamado también un retracto. 
Demonstración. CousiJcrcmos la idcntidad I; St""(/,2 )--+ SlT(I. .. 'l) que, corno ya vimos, 
es s-continua. Entonces, corno StT(L 1) es compacto cero-dirnensional, por la propie-
dad de extensióu (proposición 3.3.6) existe F: CStT(L 2 ) ~ Sr(Lt) s-continua tal que 
FfStT(L2) =I, ie. sr(L,) es trivialmente un retracto s-conlinuo de CS'tT(L2). 
3.3.8 Observación. La s-coutinuidad de la F construída cn cl corolMio anterior se puede 
expresar, siguiendo la a!lrr:nacióu (2) de la proposición 3.3.6, de la siguiente rnanera: para 
todo <p E L[ existe ,P E L; tal que F-'[ModL,(<p)] = Modi_,(Jj,). 
Desde cl punto de vista lógico, y cn el caso de L1 = L2 , podemos obtencr aún una 
rnejor descripción de la rclación entre CSlT y StT eu c! caso compacto. Primcro observemos 
que la propiedad: F-1 [Mod(cp)] = Mod.(tp) para todo tp, dada en la a!lrmación (2) de 
la proposición 3.3.6, expresa lo siguicnle: para todo tp E LT,(K,U) E lvlod*(tp) {:::} 
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F(K,U) E Mod('l'); y dado que F es sobre tenemos que: para todo 'P E L' 
(K, U) E Mod•('l') ç; F(K,U) E F[Mod·('l')]. 
Esto motiva la siguiente definición de Quasi-Homcomorfismo. 
QUASI-HOMEOMORFISMOS 
Consideremos estrucLura.s topológicas < X, B > y < Y, C > siendo B y C bases de 
abiertos, y una aplicación f : X --+ Y sobreyectiva, s-continua y s-abierta tal que para 
todo a E X y para todo A E 8: 
a E A W f( a) E f[A]. 
Se observa facilmente que la coudición (Ll) exigida, es equivalente a: para todo A E 
13, A= J-1 [f[ A]], i e. cada A E 13 es saturado con respecto a f. Una función f satisfaciendo 
las condiciones dadas en e! párrafo anterior será lla.mada "q-homeornorfismo" (ie. quasi-
hom<'Oillorfismo, ya que f sería inycctiva si y solo si para todo B Ç X, 13 = J~ 1 [f[B]]) 
(cf. [Ci2] parag. 1.4.4). 
E! retracto F : CStT(L) ----Jo SF(L) P..S un q-homeomorfi.smo. Es más, se puede 
demostrar facilmellte, adaptando la demo::;tración de la proposición 3.2.5, que todo q-
homeomorfisrno cumple las propicda.dcs cuuucia.do.s eu dicha proposición. 
Para todo par de cardinalcs K, 2: À 2: w, sea L~.\ e! lenguoje formal que tiene como 
símbolos primitivos: variables .1:0 , .1: 1 , ... , X 0 , .•• ,a < K, para elementos de X (respectiva-
mente Y), V0 , Vt, ... , V"', ... , O' < K, para elementos de 8 (respectivamente C), el símbolo 
de pertenencia "E" que relaciona elementos de X con elementos de 13 (i e. xi E Vj ), y e! 
símbolo de igualdad "=" entre elementos de B (ie. v;= Vj). Este lcnguaje permite con-
junciones y disyunciones infinitas de longitud < K 1 y cuantificación universal y existencial 
infinita de longitud <À, pera no permite la igualdad entre elementos de X. 
En este lenguaje podemos expresar, por ejernplo, e! hccho de ser l3 base de una 
topología, así como el hecho de ser X un espacio con base enumerablc, o de ser un espacio 
normal o regular. Sin embargo, la propicdad de ser Ilausdorff no es cxprcsahlc porque 
involucra la igualdad entre elementos de X. 
En la siguiente proposición X y V denotan secuencias finitas o infinita<; de va.riablcs. 
3.3.9 Proposición. Sea f:< X,B >- < Y,C > un q-homcornorfisrno. Si rp(.T, V) es 
una fórmula de L-;.;., entonces para toda secuencia â de elementos de X y Ã de elementos 
de 8 tenemos: 
< X,B >)= 'l'[ã,Ã) ç; < Y,C >)= 'I'IJ(ã),J[ÃJJ; 
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en particular,< X,B >=L-< Y,C >. 
"' 
Demonstración. La demostración es por inducción sobre la complejídad de la fórmula 
'f!· 
Caso 1. Si r.p es atômica de la forma x, E Vj: 
< X,B >f= (x; E Vj)[a,A] <*a E A<* (por la condición (l>))f(a) E f]A] <* 
< Y,C >f= (x, E Vj)[J(a),fiA]]. 
Caso 2. Si r.p es atômica de la forma v; = Vj : 
< X,B >f= (V; = Vj)[A,B] <* A = B <* fiA] = f[B] (ya que para todo 
A E B, A = f- 1 [fiA]]) <* < Y, C >f= (V; = Vj )[f[ A], f[B]]. 
Caso 3. Si r.p es ...,t/J o ÂiEI'Pi con III < K.: es trivial. 
Caso 4. Si <p(:i', V) es (3i"),P(z,x, V): 
< X,B >f= (3i),P[ã,Ã] <*existe b E X tal que< X,B >f= ,P[b,ã,Ã] <*(por 
hipótesis inductiva) existe b E X tal que < Y,C >f= .P[f(b), f(ã), f[Ã]] <* 
(por ser f sobre) existe ê(= f(b)) E Y tal que< Y,C >f= ,P[c,f(ã),f[Ã]] <* 
< Y,C >f= (3i")V>[f(ã),J[Ã]]. 
Caso 5. Si <p(:i', V) es (3~V),P(:i', V, W): 
< X, B >f= (3W),P[ã, Ã] <* existe B E B tal que < X, B >f= 1/J[â, Ã, B] <* 
(por hipótesis inductiva) cxi,te B E B tal que< Y,C >I= 1/>[f(ii), f[Â], f[B]] <* 
existe C(= f[B]) E C tal que < Y,C >f= ,P[f(ã),f[Â],C] <* < Y,C >f= 
(3W).P[f(ã).J[Ãll• 
Una consecuencia inmediata de la proposición anteriores que, si f : X ---+ Y es un 
q-homeomorfismo, entonccs, X es compnclo (normal, regular) si y solo si Y cs compacto 
(normal, regular). 
Un ejemplo genérico de q-homcomorfismos se da cu la síguientc proposición. 
3.3.10 Proposición. Sea X un espacio topológico. Definimos sobre X la siguiente re-
lación de equivalencia: x::::::: y ~ {x} = {y}, donde la barra denota la clausura en X. 
Entonces, si X/= es cl espacio cociente respectivo (llamado "cspacio de Kolrnogoroff de 
X''), la proyección can6nica 1r ~X---+ Xj = cs un q-homcolllorfiRmo. 
Demonstración. Obviamente, considerando los cspacios con sus topologías lola.!es corno 
bases, 1r es sobre y s-conlinua. Si probamos que todo abierto A de X es saturado con 
G1 
respedo a 1!' 1 ie. 1l'-1[1t'[A]J =A, será. inmediato que 1!' es s-abierta y ademá.s satisface la 
condición (~). 
Basta probar que IT-1[IT[A]] Ç A. Sea x E IT-1[IT[A]], entonces, IT(x) E IT[A], luego 
existe z E A tal que ITtl = IT(z), ie. {x} = {z ). Si x 'I A, entonces, x E A' (que es 
cerrado), luego, {z}:::: {x} ç; Ac = Ac, ie. z E Ac, lo cual es una contradicción, por lo 
tanto, x E A • 
En teoría de modelos tenemos que, si A,B E Str(L) entonces, con respecto a la 
topología elemental, {A} = {B} ç; A -L B, por lo tanto, la proyección IT : St'(L) ___, 
Str(L)I ;:;;:L es un q-homeomorfismo; es más, es un q-homeomorfismo con respecto a las 
bases elementales. En particular, SC(L) es compacto si y solo si Str(L)/ =L es compacto. 
Análoga descripción puede hacerse con respccto al espacio CSF(L ). Aquí, (I( U) =.L 
(M, W) significa que para todo 'P E L', (K,U) [f-'P ç; (M, W) lf-'P· Luego, la proyección 
tr: CStr(L)--.. CStr(L)/ ~L es un q-homeomorfismo (con respecto a las bases elcmcnta-
les). En este caso, ambos espacios son compactos. 
DcbC'mos observar que Bi L uo cs una lógica colllpada, entoJJceH, e11 ge11cral, CSlr I= 
no es homeomorfo a Slr f =· Sin embargo, si L cs compacta, cntonces, probarernos cn la 
proposición 3.3.12 siguiente que, para todo tipo T, C Str I =. es homeomorfo a Str I =· Es 
más, el homeomorfismo construido será un s-homeomorfismo. 
3.3.11 Lema. Si StT es compacto, entonces, con respecto al retracto F : csr __.. StT 
tenemos lo siguiente: (!(, U) = (M, W) ç; F(J(, U) = F(M, W). 
Demonstración. 
Supongamos (I(, U) = (M, W), entonces, para todo 'P E L', (f(, U) lf-'P ç; (M, W) 
lf-'f', ie. f( n Mod(<p) EU# M n Mod(<p) E W. 
Probaremos que F(J(, U) = F(M, W). Sea 'P E L' tal que F(K, U) F <p, 
ie. F(Ií, U) E Mod(<p), entonces, [{ n Mod(<p) E U, pues si no, tendríamos que 
[( n Mod(•<p) EU, luego F(K,U) E Mod(•<p) ya que, por construcción, F(K,U) E 
n{ Mod( V')/ f( n Mod(,P) E U}, una contradicción. Tenemos enlonces queM n Mod(<p) E 
W, por lo tanto, como F( M, W) E n{ Mod( v• )f M n Mod( V') E W), F(M, W) E Mod(<p ), 
te. F(M, W) F\"· 
Analogamente se prucba que F(AI, IV) I= 'f implica F([{, U) I= t.p. 
Supongamos que F{/\·, U) = F(/\1, W), <'llLouces, pa.ra todo 'P E U, F( H, U) E 
Mod(<p) # F(M, W) E Mod(<p). 
Probaremos que (I\, U) = (M, W). Sca 'P E L' tal que (!\, U) 11 -<p, ie. 
f( n Mod(<p) E U, entonces, F(J(,U) E Mod(l') pues, por constrncción, F(lí,U) E 
n{ Mod( V' )f f( n Mod (V') E U}, lu ego, F( M, J.V) E Mod( 'P ), de a h í M n Mod( 'P) E W pues 
si no tendríamos que Mn Mod( ''P) E W, y como F(M, W) E n{ Mod( V')/ Afn Mod( ,P) E 
W), tendríamos que F(M, W) E Mod(~<p), una contradicción. Por lo tanto, (Af, W) [f--'f'. 
Analogamente se prueba que (M, W) lf--'f' implica (f{, U) [f--'f' • 
3.3.12 Proposición. Para cualquier lógica L y cualquier tipo T tenemos: para ser SF 
compacto es necesario y suficiente que C SF / = sea homeomorfo a Str f =:. 
Demonstración. 
Suficiencia. Si csrr I= es homeomorfo a StT I=, entonces sr I= es compacto, luego, 
como la proyección 7r: Sr - sr I = es un q-homeomorfismo, también es compacto StT. 
Necesidad. Supongamos SF compacto, y consideremos e! retracto F: C Str --+ Srr y la 
proyección 1r : StT -J. SF / =-
F induce la aplicación F': CSt' I= ~ St' I= dada por F'([J{, U]) = rr(F([{, U)), 
donde [K, U] denota la clase de equivalencia de(!{, U) en CSt'). 
Es fácil ver que F' está bien definida pues, por e! lema anterior, (K, U) = (M, W) ::::> 
F(K,U) = F(M, W). Por otro lado, la otra implicación dada por ellema, ie. F(K, U) = 
F(M, W) ::::} {I<, U) = (M, W), garantiza que F' es inyectiva. Por lo tanto, F' es una 
biyección ya que es obviamente sobreyediva. 
Afirmación. F es continua y abierta. 
En realidad probaremos que F' es s~continua y s~abierta. Para esta tenemos que 
explicitar Ias bases de csr 1 = y srr 1;:::::: respectivamente. 
Consideremos i«.s proyccciones canônicas 1fJ : St'" -+ St'" I ::::::: y 11"2 : C'Sl'" -+ 
CSF f .= ; como ellas son q-homeomorllsmos, es fácil de verificar que las colcccioncs 
{7ri(Mod(<p)]I'P E L'} y {7r2[Mod"(<p)]l'f' E C) son bases (de clopens) de St' I "'y 
CSt,. /=respectivamente. 
A partir de ahí es de rutina demostrar que para todo tp E L,., 
y 
(F')[,.2 [Mod"('P)]] = rri[Mod(<p)] 
(siendo ambas equivalentes por ser F' una biyección). Ésto termina la demostración • 
GG 
3.4 COMPLETAMENTO DE CAUCHY DE UMA LÓGICA A PARTIR DA 
UNIFORMIDADE DE FRAISSÉ 
Nesta seção estudamos o completamento de Cauchy dos espaços de estruturas StT(L) 
usando a uniformidade de Frafssé, quando esta é definível. Para t,al efeito escolhemos, 
como um exemplo típico, a lógica L= Lww(Q1 , ••• , Qn), onde cada Qi é um quantificador 
(mouádico por simplicidade} cuja interpretação numa cstrutum 1 =< A, ... > é dada 
por uma coleção q;(A) C: P(A) la! que, 
A F (Q;x)<p(x) <>{a E A/A F <p[a]} E q;(A), 
e T é um tipo relaciona! finito. 
Neste ca.so, a topologia elementar gerada por L" é definível a partir da seguinte 
uniformidade de Frafssé: {Um)mew, onde Um= {(A,B}/A =m B} e =m é a equivalência 
elementar com relação às sentenças r.p E LT com grau quantificacional qr(~.P) :S: rn. qr(r.p) 
é definido (de modo usual) como segue: 
i) qr(r.p) =O se tp é atômica, 
ii) qr(~'P) = qr(<p), 
iii) qr(<p1 A <p2 ) = max(qr(<p,), qr(<p2 )), 
iv) qr((3x)<p) = qr((Q;x)<p) = qr(<p) +I. 
Neste caso, a proposição 1.3.2 é também válida mostrando que a uniformidade de 
Fraissé é uniformemente equivalente à uniformidade natural. Isto significa, entre outras 
coisas, que ambas as uniformidades defmem as mesmas sequência.s de Cauchy e, portanto, 
os completamenLos são equivalentes. 
Como a topologia dos espaços St',.(L) tem base enumerável, bastam sequências para 
o estudo da convergência nestes espaços. 
Estenderemos a noção usual de modelo (como uma estrutura 
< A,q1(A), ... ,q11 (A) >,que abreviaremos apenas por A) à noção mais geral de sequência 
de Cauchy de eslrttluras, da mesma maneira como os racionais são estendidos aos reais 
mediante sequências de Cauchy de racionais. 
3.4.1 Estrutura Métrica de St'(L). 
Dados A, B E St'(L) definimos d(A, B) = { 1 /A } 1 + sup m E w =m B 
Como o número de fórmulas <p de L'T" com qr(<p) S n é finito, a menos de equivalência 
lógica, segue-se que o espaço pseudo-métrico< Sr(L), d >é totalmente limitado (uma 
vez que dados, o conjunto das bolas b,(A) = {B E St'(L) f d(A, B) < s) que cobcem 
SF(L) é finito), portanto, o espaço< SF(L), d >é compacto se c somente se ele for 
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completo (cf. [Ke) pag. 198). Um argumento conhecido mostra que a compacidade to-
pológica coincide, neste ca.so, com a compacidade lógica de L' (supondo que os "modelos" 
são os objetos de Si'( L)). 
Por exemplo, como 6 sabido (cf. (U- S] pag. 2G3) L= L:w(Qo), onde A F Q0 xip(x) 
significa "existe um número infinito de elementos a E A tais que A F lf'(a]", não é 
compacto, portanto, o espaço correspondente< St'(L), d >não é completo. 
No que segue consideraremos o completamenLo usual de < Sr( D ), d > ( cf. [Ke] 
pag. 195). 
Por FSt"" designamos a classe de todas as sequências de Cauchy de St'(L) e por 
< FSt\ d• > o completamento de < St'(L), d >, onde dadas as sequências 
{An), {Bn) E FSt' define-se: 
d.( {An), {B.)) = lim d(A,, B,). 
k-oo 
Com esta definição ternos que i : Str(L) --+ FSt' definida por í(A) = {A,.} com 
An = A para todo n, é uma imersão isométrica, i(St'(L)J é denso ern FStT e FStT é 
completo (cf. [Kc] pag. 19G). 
Observemos que a construção de< FSt\ d" >é puramente topológica (geométrica) 
e, em princípio, nada tem a ver com a lógica (a não ser através da métrica inicial d). 
Veremos a seguir que existe uma maneira canônica de se introduzir uma nova métrica d' 
em FSr' derivada da lógica L e equivalente a d'". 
3.4.2 Estrutura Lógica de FSF. 
Dado {An} E F Si" e uma sentença rp E L\ dizemos que a sequência {An} satisfaz 
<p, em símbolos {A.)~ <p, se existe k0 E w tal que A, f= 'I' (no sentido usual) para todo 
k <': k,. 
Observemos que: 
1. Dados {An} E FSF e R E w existe k0 E w tal que para todo k, k' 2:: k0 , Ak =t Ak'i 
portanto, se rp é uma sentença de Lr com qr(rp) ::; e temos que {A,.}]= 'f' ou 
{A.JI= ~'I' (e não ocorre ambos os casos), i.e. {A.} I"" 'I' está bem definida e 
{A.)~ ~'I' see {An) ~'f'. 
2. {A.}~ 'I'! A<p 2 scc {A.)~<p 1 e {A.}~<p2 -
3. A semântica dada por ~é uma extensão da semântica usual F uma vez que A I= lf' 
see i(A)~ tp, qualquer que seja a sentença lf' E L". 
Com estes preliminares definimos então para {An}, {Bn} E FStr 
d'( {A.), {B.)) ~ I+ sup{m E w /{A.) =m {B.))' 
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onde, neste caso, {An} =m {Bn} tem o significado da m-equivalência correspondente à 
nova semântica. 
Verifie<l.-l>P fa.cilnll'td.<· qtw d' <~ tnna pseudo-md.rica elll Ji'Slr 1 <[li(~ o espaço uniforme 
definido é totalmente limitado, pela mesma razão que no caso de d, e que a topologia 
gerada é definida tomando-se como base as classes elementares de sequências de Cauchy. 
Portanto, no caso de ser o espaço < F'SF, d' > topologicamente compacto, a lógica 
Lr será logicamente compacta Jto seguinte sentido: seja L urn conjunto de sentenças de 
L r, então L tem modelo (generalizado) em FSC se e somente se todo subconjunto finito 
de I: tem modelo em FSt'. 
3.4.3 Proposição. A identidade I:< FStr, d' >--+ < F'SF, J• >é urna isometria. 
Demonstração. Dasta provar que sup{m E w I {An} :::::::m {Bn}} = lim sup{m E wl 
·-= 
1. Suponhamos que sup{m I {.A,.}:::::::, {Bn}} =f E w, cntã.o tem-se qttc 
Afirmação. Existe k0 tal que para todo k 2 k0 , Ak =e Bk e A~;; '/É(+t 8~;;, isto impli-
cará que para k 2 ko, sup{m I A~;; =m Bk} =e, i.e., lirn sup{rn I Ak :=;;m Bk} =e. 
k-oo 
Com efeito, por (a), para toda sentença rp com qr(~) S e tem-se que {An} ~ rp 
see {B.}~ 'P· Seja 'Pt = Â{'P f qr(<p)::; e e {A.}~ <p), então {A.]~ 'Pt e portanto, 
{Bn}l= ~(.,logo, existem k1 e k1. tais que se k ~ k1 então Ak I= 'f'l e se k;::: k2 então 
8~;; F~(; tomando k' = max(k1, k2) temos que para k;::: k', Ak I= lfJt e 13k I= i.pt, 
i.e. Ak =( Bk-
Por (b) existe <f; com qr(<f;) =e+ I tal que {A.} I- <f; e {B.JI= ,,p, logo, 
existe k11 tal que para todo k ;::: k" temos que A~;; I= 1/J e Bk I= •1/J, i.e. Ak '/Ét+I Bk· 
Finalmente, tomando k0 = max(k', k") segue-se a afirmação. 
2. Suponhamos agora que lim sup{ m I Ak .::;;m Bd = e E w, então existe k' tal 
k-oo 
que para todo k ~ k', sup{m I Ak =m Bk} = e, i.e. para k ;::: k' tem-se que 
A, =t B, e A, ;'1+1 B,. Daí segue-se que {A,.} "'' {B.} e {A.) ;"1+1 {B.), i.e. 
sup{m/ {A,.)=,. {B,.)) =e. 
De (1) e (2) segue-se que sup{m/{A.} =m {B.)} 
sup{ m I Ak =m B~;;-} = oo. Isto completa a demostraçã.o. 
• 
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= oo see lim 
k-oo 
Demonstramos então a seguinte proposição: 
3.2.4 Proposic;ão. Para. toda lógica L= L:X.,(Q 1 , ••• ,Qn) com T finito existe uma 
extensão FSF da semântica usual SF(L), com relação à uniformidade de Fraissé, tal 
que: 
1. FSC' é um espaço topológico uniforme cuja topologia é gerada pelas classes ele-
nwnt.ares corrcspondcules. 
2. SI'( L) é denso em FSt'. 
3. FStr é totalmente limitado. 
4. FStr é completo e, em consequência, compacto. 
5. L~( Q1 ,, •• , Qn) é compacta com relação à semântica estendida. • 
Existe uma outra. forma de se introduzir uma lógica subjacente a FSF que é equi-
valente à dada por I=· Observe-se que a equivalência mencionada é dada, na proposição 
3.4.5 a seguir, na forma de um teorema de-boS para FStr e é consequência da proposição 
2.2.7, pois o espaço FSF é zero-dimensional compacto. Aqui será dada uma outra de-
monstração, já que a uniformidade considerada é a d0 FraTssé. 
Sejam {An} uma scquêucia de estruturas em Sr(L), U um ultrafiltro não-principal 
em w e t.p uma sentença de L r. Dizemos que {An} V-satisfaz t.p, em símbolos {A,.} f=u tp, 
se { k E w I Ad'" <p} E U. 
3.4.5 Proposição. Se {An} E FSr eU é um ultrafiltro não-principal em w, então, para 
toda sentença t.p E L r temos 
{A.)1= 'P see {A.} F=u <p. 
Demonstração. 
1. Suponhamos { An} J= r..p, então existe k0 tal que para k ;:::: k0, Ak I= t.p, portanto, o 
conjunto X= {k E w / Ak I= cp} é cofinito, i.e. X EU por ser U não-principal, 
logo, {An) pu 'P· 
2. Se {A.} f=u <p, então o conjunto X= {k E w I A, F 'P} E U, logo, como Ué 
não-principal, X é infinito, portanto, cofinal, i.e. para todo k E w existe j > k tal 
que j E X. 
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Afirmação. Existe k0 tal que para k ?: k0 , Ak F cp. 
Com efeito, como {An} é de Cauchy, para e = qr(tp) existe k1 tal que para todo 
i, j ~ k1, Ai =t Aj, em particular para rp, Ai I= tp see Ai F tp. 
Pela cofinalidade de X, para k1 existe k0 > k 1 tal que k0 E X, i.e. A~;0 F <p, logo, se 
k ~ k0 (> ki) temos que A, F <p; portanto, {An)~ <p • 
3.4.6 Corolário. Se { An} é uma sequência convergente em SF(L) e A E limn An, então 
para toda sentença <p E LT: 
A F 'I' see {An) FU 'I'· 
Demonstração. l3asta provar que {An} :=r, l(A) no sentido de~· Seja r.p E r·, e k' tal 
que para t.odo k 2: h:', A" =tA, sendo C= qr(r.p). 
1. Se {An} f= r.p entào existe Ã:0 tal que para todo k > k0 , Ak F r.p. Logo, 
tomando k 2:: nmx(l:', 1.:0 ) lemos que A F rp, i.c. !(A)~ r.p. 
2. Se !(A)~ <p, i.e. A F <p, então, para todo k ~ k', A, F <p, logo, {An)~ <p • 
A proposição 3.4.5 e o corolário 3.4.6 são outra forma de dizer que {An} E limu i{An} 
para todo ultrafiltro não-principal U sobre w, no sentido da topologia de FStr. 
Análoga construçào pode ser feita em qualquer espaço z-d X com base de clopens 
enumerável B. Se B = {V,,}nEw é uma enumeração da base, então, pode ser definida a 
seguinte uniformidade de Fra"issé: para cada n E w,Un = {(x,y) E X X X/ para todo 
k < n, X E l'k {:} y E vk} = n Uvk. Para esta uniformidade é igualmente válida a pro-
k<n 
posição 1.3.2 e, portanto, todos os desenvolvimentos desta seção. A construção de uma 
uniformidade de PraTssé para o caso de uma base não-enumerável pode resultar numa 
estrutura uniforme não lolalmculc limitada e, portanto, o completamcnto correspondente 
não daria uma compactificação do espaço. Este caso será analizado brevemente na seção 
4.2. Aí será levantado o problema de extender o método de Fral'ssé, exposto na seção 
1.5, para lógicas que admitem uma caraterização tipo back-and-forth para a relação de 
equivalência elementar correspondente. Uma caracterização deste tipo permitirá traduzir 
as redes de Cauchy, usualmente definidas a partir da uniformidade de Frafssé determi-
nada pela equivalência elementar, em sistemas dirigidos, por isomorfismos parciais, de tal 
maneira que o limite indutivo de tais sistemas seja o limite de Cauchy procurado. 
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3.5 APÊNDICE DO CAPÍTULO 3: 
A TÉCNICA DE QUASE-HOMEOMORFISMOS NUM CONTEXTO 
GERAL 
Na seção 3.3 introduzimos a noção de quase-homeomorfismo para estruturas de um 
tipo muito especial: espaços topológicos < X, B > com uma base distinguida. Neste 
apêndice cstenderemo~ cflta noçií.o para espaços topológicos em sentido amplo (s.a.), i.c. 
estruturas <X, T > onde X f. 4> é uma classe qualquer e T qualquer coleção (pequena) 
de sub classes de X. Neste caso, os conceitos de função contínua, aberta ou fechada, de 
homeomorfismo, fecho ou compacidade, etc. serão os usuais da topologia considerando os 
elementos de r como "abertos" em sentido amplo. 
Muitas das proposições desta seção serão apenas enunciadas sem demonstração, por~ 
que os argumentos envolvidos são triviais (pode-se ver também (Ci2] parág. 1.4.4). 
3.5.1 Definição. Sejam< X, r> e< Y,u >espaços s.a. Um quase-homeomorfismo 
( q-h) de < X, T > {'111 < r, CT > é um par de fuuçôcs < J, g > 1 onde f : X --t y c g : T --t O' 
galisfazcndo: para todo :r E X c todo A E T, 
x E A~ f(x) E g(A). 
3.5.2 Definição. Sejarn < X, T > e < Y, O' > espaços s.a., f: X --t Y e g: r --t u. 
i) f é dita. r-snturada se toJo A E T é saturado com relação a f, i.e. para todo 
A E r, A= f- 1[f[A]] (os colchetes denotam imagem direta ou inversa segundo o 
caso). 
ii) g é dita r-compalíuel com f se para lodo A E r, f[ A]~ g(A) n f[ X]. 
3.5.3 Proposição. São equivalentes: 
i) O par < f, g > é um q-h. 
ii) Para todo A E r, A~ J-I[g(A)]. 
iii) f é r-saturada e g é r-compatível com f 
• 
Observar que (ii) da proposição acima garante que g é sempre injetora. De fato, 
os casos interessantes são quando g é também sobrejetora. Neste caso, além de termos 
]r]~ ]u], temos que f é contínua s.a.; e se f for injetora e g(if>) ~ if> (no caso de if> E r), 
então X é imerso mediante f em Y como um subespaço denso s.a .. Aliás, o fato de ser 
g r-compatível com f (e termos g(if>) ~</>no caso de</> E r) diz que ![X] é um subespaço 
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denso s.a. em Y. Daqui em diante só consideraremos g sobrejetora. 
3.5.4 Proposição. Se f é sobrejetora (sendo g também sobrejetora), são equivalentes: 
i) O par <f, g > é um q-h. 
ii) f é contínua, aberta, r-saturada e g está dada por g(A) = f[AJ para todo A E r• 
Baseados na propos1çao anterior podemos adotar a convenção de chamar de q-h 
de 1"· espécie (ou simplesmente q-h se não houver confusão), uma função f :X --1- Y 
sobrejetora, contínua, aberta e r-saturada. Observa-se que um q-h de 1"· espécie f, na 
medida que é r-saturado, não está longe de ser um homeomorfismo s.a., pois o fato de ser 
injetora equivale a que toda subclasse de X é saturada a respeito da f. 
O fato de ser f :< X, r >--~-< Y, u > um q-h de 1"· espécie é uma relação muito forte 
entre os espaços X e Y. Por exemplo, verifica-se facilmente que, neste ca::lo, r c a são as 
topologias s.a. induzida c co-induzida por f em X e Y respectivamente. Em particular, 
o quociente X/f, do espaço X pela relação x ,...._, y se e só se f(x) = f(y), é homeomorfo 
s.a. a Y. 
Mais ainda, se LJ:;.. é a linguagem infinitária descrita na seção 3.3, então, é válida a 
proposição 3.3.9 para um quase-homeomorfismo f :< X, r >--~-< Y, a > qualquer. Em 
particular,< X, r >=L- < Y, a>. 
H 
Se L!;} denota a subliiJguagem úe L;_\ consistindo das fórmulas sem quantificadores 
sobre variáveis individuais, e< J,g >:<X, r>-+< Y, a> é um q-h (não necessariamente 
de 1"· espécie), então, temos o seguinte transfer. 
3.5.5 Proposição. Se cp(:l:', i/) ~ uma. fónnu!<t de Li;,~, eu tão, para. toda scquência â de 
elementos de X e Â de elementos de r temos: 
<X, r >p <p[ã, Ã] ~< Y, u >p <p[f(ã),g(Ã)]; 
Observe que a compacidade (pela sua condição de cobrimento), embora possa ser 
expressa em LJ;;.., não o é em Li;}. 
A seguir daremos alguns exemplos que ilustrem a generalidade do conceito de quase-
homeomorfismo. 
Exemplo 1. O seguinte é um exemplo genérico de quase~homeomorfismos de 1 a. cspec1e 
(ver proposição 3.3.10): seja X um espaço s.a. e X/=: o espaço de Kolmogoroff de X, 
i.e. o quociente de X pela rela.çii.o :r= y {::} {:r} = {Y}i cJtti~.o, a projeção canônica 
1T : X -+ X/ = é Ulll q-lt. 
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Em teoria de modelos, corno já vimos na seção 3.3, ternos como casos particulares 
as projeções St'(L) -+ St'(L)/ "'L e CSt'(L) -+ CSt'(L)/ "'L com relação às bases 
elementares. Ou, em forma mais geral, se X é um espaço topológico, então a projeção 
X --+ X/ :::: é um q-h, onde x = y se e só se para todo V E 8 : x E V <=> y E V, que no 
caso zero-dimensional equivale a (x,y) E nuv. 
VEB 
O processo, descrito acima para um espaço z-d, pode ser aplicado a qualquer espaço 
uniforme < X,U >, sendo U uma estrutura uniforme sobre X (cf. [KeJ pag. 176); o 
espaço separado (i.e. Hausdorff) correspondente< X,U > obtém-se quocientando pela 
relação X"' y <=> (x,y) E nU. Pode-se verificar facilmente que X é o espaço de Kol-
mogoroff de X, portanto, a projeção 1r: X --+X é um q-h (com relação às topologias 
respectivas e nã.o às uniformidades). 
Seja < X,U > um espaço uniforme separado. Sabe-se que se < X 1,U1 > e 
< X 2 ,U2 > são dois completamentos de Cauchy de< X,U >,então, eles são unifor-
memente homeomorfos {cf. (Ke] pag. 197); no entanto, se< X,U >não é separado, não 
há um resultado análogo. Na seguinte proposição estabeleceremos a relação Íntima entre 
dois tais completamcntos no caso não-separado. 
3.5.6 Proposição. Sejam < X,U > um espaço uniforme não-separado, e < XI, UI >, 
< X2 ,U2 > dois completamentos. Então, se r1 e r 2 são as topologia..'l correspondentes, 
temos que< Xll TJ >=L- < X2, T2 >. 
H 
Demonstração. Basta observar o seguinte diagrama: 
<X1 ,U1 " < .l;, ,UI > -~ > 
;, 
" / / 
' - -<X,U> --+ < X,U > 
" " ,, ]' 
Demonstra-se que< .\'1 ,ÚI >e< ;f:2,lÂ2 >são completamentos de< X,U >(que 
é um espaço separado) mediante j 1 e h definidas de tal maneira que o diagrama comute. 
Neste caso t('mos: 
• 
Exemplo 2. Seja L uma lógica abstrata regular c seja r um tipo de similaridade com 
c E r, consideremos a aplicação f: Str(L)--+ Str\{c}(L) dada por< A, a>~--+ A. Então, 
pela propriedade de particularização (ver nota 1.2.3) podemos definir g ; BT --t BT\{c} 
dada por Mod(<p) ,_. Mod(,P), de tal maneira que o par< J,g >é um q-h. Observa-se 
que f e g são ambas sobrejetoras, portanto, pela proposição 3.5.4, g fica determinada por 
f da seguinte maneira: Mod(,P) = g( Mod(<p)) = fi Mod(<p)) = {A E sr\l'J / para algum 
a E A,< A, a >I= rp}. Logo, f é um q-h de la. espécie. 
Este exemplo é particularmente importante para nossa pesquisa, porque a proprie-
dade de particularização, que permite definir o quantificador existencial na lógica L, não 
pode ser extendida em forma natural aos espaços CStr, principal problema na definição 
da noção de satisfação na nova semântica. 
Corno a f definida é s-contínua a respeito das bases elementares, talvez um passo 
adiante possa ser dado mediante a análise da aplicação do funtor * (ver definição 3.2.1) 
no seguinte diagrama: 
St' f St•\('J -~ 
l l 
CSt' 
--
cst•I(,J 
r 
Como r é .s-contínua. (também a respeito das ba.'iCH dcmentarcH que são definida'! 
a partir da mesma linguagem L), o diagrama anterior permite formular a propriedade 
de particularização para os espaços CStr da seguinte maneira (comparar com a nota 
1.2.3): para toda <p E L' existe ,P E L'l{') tal que para todo (M, W) E CSt•\{o} temos, 
(M, W)I~,P #existe (K,U) E (f't'(M, W) tal que (I<,U)I~ 'I'· 
Exemplo 3. Na nossa teoria de compactiflcaçã.o lemos os dois seguintes exemplos de 
quase-homcomorfismos: o par < rp, h > onde rp ; X --t tX é o mergulho dado por 
'I'( x) = ( { x), {{ x))) e V >-". v·; observa-se que h é sobrejetora por definição, no entanto, 
rp não é, portanto, pela propriedade x E V{::} rp(x) E V\ ternos que o par< rp,h >é 
um q-h não de la. espécie. Para este caso, X ::L-2 tX. Um outro exemplo é dado pela 
" retração g : tX --t X (ver proposição 3.2.5) no caso de X ser um espaço z-d compacto. 
Neste caso, a respeito das bases B* e B respectivamente, g é sobrejetora, s-contínua, 
.s-aberta e 8~-saturada, portanto, é um q-h de la. espécie, em particular, tX =L- X 
" (ver também corolário 3.2.6). Os nossos argumentos não nos permitem concluir o mesmo 
result.ado no caso dc sN X um C':>paço compacto qucdqucr (não llCCf'Ssarianwntc z-d). 
Ainda, na nossa teoria de compactificação podemos construir o seguinte exemplo de 
quase-homeomorfismo de 1 a. espécie: consideremos o espaço tX (X qualquer) e definamos 
a seguinte relação de equival&ncia (11, U) "' ( fJ, W) se e só se A= B c BA n (} = BA n rv, 
onde BA = {;1 n \//V E B} é a. base relativa. a.o subespaço A. Podernos entender BA nu 
como o traço de U na topologia de A, ou U como um u!trafiltro sobre A que contém a 
base de filtro BA· Portanto, a relação""" idcntiflca. todos os ultrafiltros sobre A que contém 
BA-
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Consideremos 1X/"" com a topologia quociente e a projeção 1r: 1X ~ 1X/ rv. 
3.5.7 Proposição. Para todo V E E e todo (A, U) E 1X: 
(A, U) E V'# ~((A, U)) E ~[V'], 
portanto, 1r é um q-h de la. espécie. 
Demonstração. 
( =?) Óbvio. 
({o=) Se ~((A,U)) E ~[V'], então, existe (B, W) E V' tal que (A,U) ~ (B, W), 
i.e. B n v E w, A ~ /3 c BA n u ~ BA n w, logo, A n v E w, i.c. 
A n v E BA n w ~ BA nu, porl.ant.o, A n v Eu, i.c. (A, U) E v· • 
Este exemplo é interessante porque fornece urna outra cornpactificação do espaço X 
que é Lk>.-equivalente a 7X, já que X/,....., é compacto e 71"rx é injetora (basta observar 
que se (A,U) ~ ({x},{{x))), então A~ {x} eU~ {{x})). 
Os dois últimos exemplos seguintes são tornados da Álgebra. 
Exemplo 4. Seja f: A~ B um epimorflsmo de anéis (comutativos com identidade), 
T a coleção de ideais próprios de A (resp. ideais primos, primários ou maximais) que 
contém Kerf, e (J" a coleção de ideais próprios de B {resp. ideais primos, primários ou 
maximais). Então f é um q-h de la. espécie, Em particular, se I é um ideal próprio 
de A, entâ.o A =L- A/I com relação à.s coleções Te (J" mencionadas (basta considerar a 
H 
projeção ~ : A --> A/!). 
Exemplo 5. Seja A um anel comutativo com identidade e S um sistema multiplicativo 
a 
de A com 1 E S. Sejam f: A.....;. As o homomorfismo canônico a,........ 1' T = {P ~ A/P 
é Ul11 ideal primo t' p n 8 = ifo} Cu= {Q Ç lls/Q é Ulll ideal primo} (Jls, denotado 
também por s- 1A, (· () au('l d(~ frações de A móduloS; cf. (A-M] pags. 1!1 S.'l.). 
Definindo g: T """"""+ u por g(P) = pe (a extensã.o de P em As) temos que g é sobre-
jetora, já que todo ideal (primo) de As é um ideal extendido (cf. [A-~·'1] pag. 47}. 
3.5.8 Proposição. Para !.odo a E ;l ~~ lodo P E T, 
aEP#f(a)EP', 
portanto, o par < f, g > é urn q-h. 
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Demonstração. 
(=>)Se a E P então, f( a)= f E f[P[ <; P'. 
C<=) Suponhamos~ E PC, então a E f- 1[Pe] = pec = U(P: s), i.e. existes E S tal 
1 ~ES 
que a E (P: s) = {x E Ajxs E PL logo, as E P, portanto, como Pé primo, a E P 
ou 8 E P, mas 8 rf. P pois P n S = </>, logo, a E P • 
Em particular, se Pé um ideal primo de A, temos que A ~L-2 Ap. 
" 
Terminaremos este apêndice dando algumas propriedades adicionais dos quase~ 
homeomorfismos de 1 a. espécie, todas elas de verificação rotineira. 
3.5.9 Proposic;ão. Se f:< X, r>--.< Y,u >é um q-h de 111.. espécie c {AdiEI Ç r, 
denotando com .B{A.-} uma combinação booleana arbitrária dos Ai (incluindo uniões e 
interseções infinitas), temos: 
i) ![,13{A;}] = ,13{f[A;]}, em particular, a função g: r->" dada por g(A) =f[ A] é 
um isomorfismo com relação à operação (J. 
ii) r é fechada para a operação {3 se e somente se u o é. 
iii) ,B{Ai} é saturada com relação a f. 
iv) Se rt1 e uf3 são os fechos de r e O' com relação à operação {3, então, f:< X,ri3 >--. 
< Y, ufJ > é un q-h; em particular, se T~at é a coleção de subclasses de X saturados 
com relação a f, então Tsat é uma topologia (no sentido usual) z-d sobre X maximal, 
para a qual f é um q-h. 
v) f é uma aplicação própria s.a., i.e. f é fechada s.a. e para todo [{ Ç Y compacto 
s.a., J-1[I<J é compact.o s.a. em X. 
vi) Para todo x E X, .f[{x}] = {f(x)}, em particular, se X é um espaço To s.a., i.e. 
:r =J. y implica {:r} =J. {y}, então f é um honwomorfisn1o s.a. • 
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• CAPITULO 4 
• • UMA SEMANTICA COMPACTA MINIMA 
PARA LÓGICAS COM MODELOS FRACOS 
Este último capítulo pretende colocar, devidamente fundamentados, basicamente 
três problemas relacionados com a pesquisa que nos ocupa. Para o autor desta tese, estes 
problemas deveriam ter sido suficientemente analisados para ser apresentados aqui em 
forma mais completa, entretanto, a sua importância, que pretendemos destacar, nos exige 
colocá-los em forma de problemas em aberto para pesquisas futuras. 
De fato, o título deste capítulo refere-se ao primeiro destes problemas que, numa 
opinião pessoal, consideramos, senão o mais importante, talvez o mais interessante. Este 
será descrito no parágrafo 4.1 analisando, como um exemplo de destaque, o caso da lógica 
de 2a. ordem monádica. A importância deste problema, veremos, reside nas suas conexões 
com o teorema de incompletude de GOdel. 
No parágrafo 4.2 analisaremos a possibilidade de aplicar o método de FraTssé a algu-
mas lógicas cuja equivalência elementar admite uma caracterização tipo back-and-forth. 
Um exemplo de destaque é a lógica infinitária Loow· Uma solução positiva deste pro-
blema forneceria exemplos de lógicas Cauchy-completas que não são compactas, dado que 
a uniformidade de Fraissé motivada pelo back-and-forth mencionado, em geral não é to-
talJncntc limitada. 
O terceiro problema considerado é o completamento de uma estrutura a respeito da 
lógica de 1 a. ordem. Ele é apresentado no parágrafo 4.3 e pretende analisar a possibilidade 
de "construir" extensões elementares de uma estrutura que simultaneamente sejam o seu 
completamento de Cauchy com relação a urna determinada uniformidade. 
Muitos outros problemas têm sido sugeridos e esboçados ao longo destas pagmas. 
Faremos um pequeno resumo deles. Em primeiro lugar, e o mais importante, é a definição 
de satisfação para os modelos generalizados, problema que, como é sugerido no exemplo 2 
da seção 3.5, está intimamente relacionado com o comportamento do quantificador exis-
tencial nos novos modelos. Um outro problema estreitamente relacionado com aquele é 
o das definições de isomo1:{ismoJ subestrutura e subestrutura elementar na nova categoria. 
de modelos. Tais definições permitiriam a descrição uadequada11 dos novos objetos e o 
dPsenvolvimento da teoria de modelo~ das diferentes cornpadifica.çõcs estudadas (cadeias 
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elementares, teoremas de Lõwenheim-Skolern, omissão de tipos, teorema da ultrapotência 
de Keisler, etc). 
Um outro problema que também se apresenta urgente, do ponto de vista topológico, 
é o estudo detalhado da dependência da base na construção do espaço compactificado 
1X, assim como sua relação com as diferentes compactificações conhecidas: Wallman, 
Stone-Cech, etc, relação que foi apenas esboçada no capítulo 3. Ligado a este problema, 
e de profundo interesse para a teoria de modelos, é o estudo de outros tipos de compaci-
dade, como a [K,À]-compacidade, qual o teorema de-boSque está por trás deste tipo de 
compacidade, e a [K, ..\)-compactificação correspondente. Um primeiro estudo, e motivado 
pelos nossos interesses comuns, foi feito por X. Caicedo durante sua permanência como 
Professor Visitante junto ao IMECC, no segundo semestre de 1992 (cf. [Ca3]). 
Finalmente, devemos mencionar novamente o problema da "construção", no caso 
das lógicas compactas, para cada família {Ai}iE! e cada ullrafiltro U sobre I, de um 
representante canônico de limu A;. No caso da lógica de 1 a. ordem é o ultraproduto 
nu A; :::;: liEfi TI A;. Para o caso de outras lógicas talvez deva-se Rubstituir o produto 
JE.U iEJ 
cartesiano por algum outro "produto generalizado" do estilo de Fcfcrman- Vaught, por 
exemplo. 
4.1 UMA SEMÂNTICA COMPACTA MÍNIMA PARA A LÓGICA DE 
SEGUNDA ORDEM 
Existem dois métodos gerais de completar um espaço uniforme: (a) mergulhar o 
espaço como um subespaço denso no espaço de todas as redes de Cauchy do referido 
espaço, como feito na seção 3.4, e (b) mergulhar o espaço num outro espaço que seja 
completo e tomar o fecho respectivo. Nesta seção aplicaremos o segundo método para 
compactificar uma lógica. 
Para tal efeito consideraremos lógicas cuja semântica admite modelos fracos, i.e. 
modelos onde a interpretação de alguns dos seus símbolos, usualmente quantificadores , 
não é a standrml. Tal P o C<IRO das lógicas de 2"· ordem e ordem superior, e das lógica'! 
com quantificadorf's generalizados (ver seção 3.4). 
Nesta seção analisaremos o caso da lógica de 2"· ordem (monádica por simplicidade) 
e transladaremos a problemática levantada, para o caso de lógicas com outros quantifica-
dores. 
Denotamos com St: a classe de todos os pares < A, q >onde A=< A, ... >E str· 
e ,P 'f:. q Ç P(A). St~ será o ambiente natural para defiuir uma semântica compacta 
tanto para a lógica de 2"· ordem monâ.dica Ll1 , como para lógicas com quantificadores 
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monádicos L(Q). 
A linguagem de L'fw tem dois tipos de variáveis: 
-variáveis de la. ordem (para elementos): x 0 ,x1 , •.• ,xn,··· 
-variáveis de za. ordem (para subconjuntos): X 0 ,X1 , ••• ,Xn, .. . , 
e a relação de pertinência E que liga uma com a outra; 
no entanto, a linguagem de L(Q) apenas precisa do primeiro tipo. 
As cláusulas para a relação de satisfação fraca dos novos quantificadores são respec-
tivamente: 
1. Para LÃf, 
< A, q >F (:JX)<p(X) <* 
< A,q >F (VX)<p(X) <* 
2. Para L(Q), 
existe SE q tal que < A,q >F <p[5], 
para todo SE q, < A,q >F <p[S]; 
< A,q >F (Qx)<p(x) <* {a E A/< A,q >F <p[a]} E q, 
e se q é uma classe monótona, i.e. St E q e 82 2 St implicam S2 E q, então, esta última 
é equivalente a: existeS E q tal que para todo a E S,< A,q >F ~[a]. No caso de ser q 
uma classe monótona, < A, q > é chamada de estrutura monótona. 
O espaço St:;;,(LÃf ), também chamado de "semântica de Ilenkin", tem um subespaço 
distinguido: aquele dos modelos standard da lógica de za. ordem, onde < A, q > é dito 
slandard se q = P(A). Este subespaço será denotado por StQ(L"if). Analogamente, se Q 
é um quantificador {monádico) e a sua "interpretação standard11 está dada pela aplicação 
Fo que a cada conjunto A associa uma determinada coleção Fq(A) C::: P(A), então o 
subespaço St0(L(Q)) dos modelos standard de L(Q) é a subcoleção de St~(L(Q)) que 
consta das estruturas <A, Fq(A) >. 
Neste contexto, um quantificador Q é dito monótono se para todo conjunto A, FQ(A) 
é uma coleção monótona de subconjuntos de A. Por exemplo, os quantificadores cardinais 
Q. são monótonos, pois para cada conjunto A, F o,( A) = {X C::: A/lXI 2 ~.} é uma classe 
monótona. 
Alguns autores restringem a classe St~, no caso da lógica L(Q), ~ suhcla.sse das 
estruturas monótonas (cf. [M-T]), e no caso da lógica L"fw, à suhclassc da.G estruturas 
< A, q > qtw sa.t.isfa?-t'lll o C'HtJIH'Jlla dt> COIH[HPt>Hsâo c o axionm da c•xtc~nsion;~Jidade, 
sendo estes os seguintes: 
a) E$q11enw de compreensão: Dada <,o(z 1, ... ,z,.,x), temos 
(V zJ) ... (V z,.)(3X )(Vx )( <p( z1, ••• , z,, x) ~ x E X). 
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b) Axioma de extensionalidade: (Vx)(x E X~ x E Y)--> X= Y. 
Nós adotaremos estas restrições se for necessário. 
É conveniente mencionar neste ponto que a determinação exala de St~ e St&, tanto 
para a lógica LÃf como para L( Q), depende fortemente da teoria de conjuntos subja-
cente à nossa metateoria. Por exemplo, se assumimos ou não a Hipótese Generalizada 
do Contfnno, o conjunto pot.ênda P(A) terá propriedades diferentes. lJrnfl. análise da 
influência da teoria de conjuntos na lógica de 211 • ordem é fdla, por exemplo, üUl [lia] e 
[H-0[. 
A seguir esboçaremos brevemente a demonstração de que os espaços St:,(LÀf) e 
St~(L(Q)) sã<> (zero-dimensionais) compactos. 
4.1.1 Proposição. St:,(LÃJ) é compacto. 
Demonstração. Basta traduzir a linguagem LÀf na linguagem de P· ordem de tal 
maneira que os modelos se correspondam. 
A tradução se faz mediante a seguinte operação: 
(xn)* = Xzn 
(XnJ" = X2n+l 
(x E X)'= P(x', X') 
('P 1\ </;)' = <p'l\ ,p· 
(~<p)' = ~<p', 
sendo P um predicado binário que traduz a upertinência''. E introduzindo os predicados 
V(x) para 11 X é um elemento'', e U(x) para ''x é um predicado unário'', temos que: 
((Vx)<p(x))' 
( (3x )<p( x) )' 
((\fX)<p(X))' 
((3X)<p(X))' 
(Vx')(V(x')--> <p'(x')) 
(3x')(V(x') 1\ <p'(x')) 
(\fX')(U(X')--> <p'(X')) 
(3X')(U(X') 1\ <p'(X')) . 
A correspondência entre os modelos se consegue mediante os seguintes axiomas que 
governam os símbolos introduzidos: 
i) (Vx)(\fy)(V(,·) 1\ U(y)--> x ,< y), 
ii) (Vx)(Vy)(P(x,y)-. V(x) 1\ U(y)), 
iii) (Vz,) ... (\fz,)(3x)(Vy)(<p(zt>··-,z,,y) ~ P(y,x)) (esta é a versiW em primeira 
ordetll do ('IH11H'11\a di' COlll!Jrt'l'llR<io), 
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iv) ('v'z)(P(z,x) t-t P(z,y)) --t x = y (esta é a versão em primeira ordem do axioma 
de extensionalidade ). 
Finalizaremos mencionando que, em particular, o axioma de exlensionalidade é im-
portante pelo seguinte: se < A, S > é um modelo de 1 a. ordem obtido, sendo P a relação 
de "pertinência" entre elementos de A e elementos de S, então, podemos obter o modelo de 
2'· ordem correspondente< A,q >definindo q = {z/z E S}, onde z = {x E AfP(x,z)). 
Prova-se, usando extensionalidade, que < A, S > e < A, q > são isomorfos como estrutu-
ras de espécie dupla • 
4.1.2 Proposição. St~(L(Q)) é compacto. 
Demonstração. A compacidade deste espaço será estabelecida pela determinação de 
um elemento canônico de limu <A;, q; >,onde {<A;, q; >}tE/ é urna família qualquer e 
Ué um ultrafiltro sobre I (ver proposição 2.2.8), i.c. construiremos um ullraproduto da 
família que satisfaça o teorema de .b oS. 
Sejam {<A;, q; >}i EI uma família cU um ullraflltro sobre I, então, o ultraproduto 
da família módulo Ué dado por Tiu < Ai,q; >=< TiuA;,q >onde q(Ç P(fluAi)) é 
construído da seguinte maneira: consideremos as projeções 1r; : f1 Ai --t A; c extendamos 
a -fi";: 'P(flAJ) ~ 'P(A;) mediante a função "imagem direta\ i.e. ir;( C)= 1ri[C]; então, 
podemos definir q = U nn-; 1 [qi) ç P(TI A;). Finalmente, considerando a projeção 
JEUiEJ 
p: nA; --t nu A; e sua extensão p: P(n A;) --t P(nu A;), definimos q = f)[ I}]. 
Neste caso temos que: se •JI, ... ; fn E ITuA;,< ITuA;,q >f= (Qx)<p[•fi, ... ; fn] 
{o} {•g E ITuA./ < ITuA.,q >f= <p[•ft, ... ;J.;g]) E q <o? existe C E q tal que 
(•g E ITuA/ < ITuA;,q >f= <p[•j,, ... ; J,;g]) = p(C) = p[C], i.e. C= {g E 
ITA<f < ITuA;,q >f= <p[•J,, ... ;J,,'g]) E q <o? existe J EU tal que para todo 
i E J,C E .. i 1 [q;], i.e. ..,(C) = ~;[C] E q; <o? {i E If~;[CJ E q;} E U, m"-", 
~,[C] = {a; E A ;f < ITu A;, q >f= I'[• fi, ... : f,,' g]) sendo g definida por g(i) = a; 
(para os i pertinentes); além disso, por hipótese il!dutiva teríamos < Tiu A;,q >F 
I'[•J,, ... ,' J,,•gj se c só se {i E I/< A;,q; >f= <plf1(i), ... ,f,(i),g(i)]) EU, por-
tanto, se i é tal que 71";[CJ E q;, ternos que < A;, q; >~ )O[fr(í), ... , J,.(i), a;], logo, 
{i E If~;[CJ E q;) EU <o? {i E If{a; E A;/< A;,q; >f= <plf1(i), ... ,f,(i),a;Jl E 
q;)EU<o?(iEI/<A,,q,>f=(Qx)l'l.f1(i), ... ,f,(i)]}EU • 
Demonstrações an<Íloga.s d(~stc fat.o siio feiLa.'l ('Jll [ih] c [M-T]. 
Com a exposição pr("ccdenle criarnos o ambiente para colocar o nosso problema cen-
tral: sob que condições o subespaço StJ dos modelos slundard (em qualquer uma das 
lógicas consideradas) é d-enso ou nã.o \lo espaço compacto St~ dos modelos fracos. Aqui 
analisaremos com detalhe o caso da lógica L~1 explicilamlo sua conexão com o teorema. 
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de incompletude de Gõdel. Veremo.s que o teorema de Gõdel permite demonstrar que a 
semântica de Henkin é "grande demais", e os métodos topológicos permitirão estudar a 
mínima semântica compacta contida naquela e que contém aos modelos standard. Deno-
taremos, em qualquer caso com St~ o fecho de St~ em St~. O espaço St~ é um subespaço 
z-d compacto de Sl~ e é a mínima semântica compacta que contém St~. 
Pode-se ver facilmente que a classe St~ (como subclasse de St:) é axiomatizável pela 
coleção de todas as sentenças de L r (LÃJ ou L(Q)) que são satisfeitas por todos os modelos 
standard: com efeito, St0 = ModL(Tht(StQ)). Por outro lado, é claro que ThL(St&) não 
é uma coleção recursiva de sentenças de L r. 
Seja L: qualquer subcoleção recursiva de ThL(St~) e Sti: = Modt(L:). É claro que 
St0 Ç St!; ~ St~. 
4.1.3 Proposição. Se L = L'i,, então, para todo L recursivo como acima, temos que 
St~ ::f. Stf:, i.e. St~ é essencialmente não denso em St~. 
Demonstra.;ão (Esta demonstração foi sugerida por X. Caicedo). Seja To o tipo de 
similaridade dos números naturais IN (na linguagem da aritmética de Peano AP1 ) e 
'T 2 To. Seja <.p E Lr uma sentença da aritmética que seja verdadeira em IN mas não 
demonstrável em AP1 (i.c. <.p é uma sentença de Gõdcl). 
Sejam a o axioma de indução completa (i.e. de 2a. ordem) e r= AP1 U L.::U{a}. 
Afirmaç:ão 1. r l=o r.p O=o é a relação de .o:mtisfaçã.o a respeito dos modelo.'! standa.rd). 
Com efeito, se< A,q >E St~ e< A,q >F r, então, pela categoricidadc de IN 
(em 2"· ordem) temos que < A,q > "" < IN, P(IN) >,mas < IN, P(IN) >I= <p, logo, 
<A,q>I='P· 
Afirmação 2. Existe uma sentença O E L' tal que ModL{ •O) n SI~ i' q, e ModL{ ·O) n 
St[, = rjJ. Isto estabelece a não-densidade de St& em Stf:. 
Consideremos* IN >-L..,..., IN um modelo não-standard de AP1 em que seja falsa tp, e 
qd Ç P(~IN) a coleção dos subconjuntos definíveis de *IN. Neste caso,< •JN,qd >F a 
pois a, referido aos conjuntos definíveis, coincide com o esquema de indução de la. ordem. 
Além disso, obviamente< •JN,qd >I= AP1 uI:, logo,< *IN,qd >I= f, em particular, 
< •IN, qd >E Stf: \St~. 
Seja f o= APJ U LoU{a} onde APJ é a axiomática de Peano de la. ordem sem o 
esquema de induçã.o (de P· ordem), c I::o Ç L finito qualquer contendo os axiomas de 
extensionalidade e compreensão, e seja O= Aro --1- tp. Obviamente,< •JN,qd >I=--,(), 
portanto, ModL{--,0) n StÉ f:- c/J. Por outro lado, se existisse algum modelo standard 
< A,q >F --,0, cntiio < A,q >F /\f'0 t\ '<.p, logo, novarnf'nte pela catcgoricidadc de 
IN,< A,q > ~ < IN, P(l!V) >, uma contradição, pois tp é verdadeira em IN, em con-
8:) 
sequência, ModL( •B) n St~ ~ ~ • 
Para o caso das lógicas L(Q), o problema de determinar a densidade ou não de St~ 
em St~ obviamente depende do quantificador Q e de sua função de interpretação stan-
dard Fq. Talvez os quantificadores Q para os quais não haja densidade escondam algum 
"teorema tipo GOdel" para L(Q). Observar que na demonstração da proposição 4.1.3, o 
fato d(' <'XÍstir um núuwro flnit.o de :-wJtt,~nças que dditlitttt c;ü{'goricanwntc uma ~~.'ltrlltllfa, 
parece ser essencial. 
4.2. APLICAÇÃO DO MÉTODO DE FRAISSÉ À LÓGICA Loow 
Nesta seçã.o faremos somente a proposta de dois problemas relacionados com o 
método de Fr~Tssé, exposto na seção 1.5 para o ca.."!o de Lww. O primeiro deles ligado à 
possível extensão deste método ao caso da lógica LO<w, e o segundo ligado a uma possível 
interpretação desse método do ponto de vista dos feixes de estruturas. 
Em primeiro lugar, devemos mencionar que a lógica Loow não é uma lógica pequena, 
mas este fato não é importante para efeitos do método de FraTssé. 
A nossa suposição de que o método de Fraissé funciona para este caso baseia-se no 
fato que a relação de equivalência elementar =oow admite uma caracterização tipo back-
and-forth como no caso da lógica Lww· Definindo o grau quantiflcacional e a relação =~w' 
onde a é um ordinal, como em [Bal] tem-se o seguinte (cf. [13al] pag. 17): para todo 
A, B E Str e para todo ordinal o, são equivalentes, 
a) A =~w B 
b) Existe urna sequência / 0 ~ [ 1 ;;2 ... ;;2 ler, tal que para todo j3 :S a,IfJ é um 
conjunto não-vazio de isomorfismos parciais entre subeslruluras de A c 8, c se 
j3 + 1 :S a, f E JfJ+I c a E A (resp. b E B), então, existe g E JfJ com f Ç g e 
a E dom g (resp. b E im g). 
Os elementos de lt3 serão chamados de P-iso. 
Nós conjecturamos que a construção de Fralssé dada na proposição 1..5.2 é possível 
de ser adaptada ao caso de Loow na seguinte versão: 
4.2.1 Proposição. Seja {.A;};eD uma rede de Cauchy em Str. Então, existe um sistema 
dirigido< {Bo}, {ler} >er<IDI associado a {A;};eD satisfazendo as seguintes condições: 
1. {Ber}er<IDI é uma subrede linearnlente ordenada de {Ai};eD· 
2. Para todo a< IDI,Jer: Ber---+ Ber+t é um ll'-iso com im fa Ç dom fa+I· 
3. Se.\(< IDI) é um ordinal limite, então E"~ lit;n Epfdom fo. 
0<' 
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4. Para todo a E Bo existem b E dom fo+t e ?c.;:::? j 01 tal que ?a é um ,B-iso para todo 
/3 < a e f"( a) = b • 
Neste caso, lim BC> rdom }~ dnria o limite de Cauchy da rede, e portanto, estabele-
a<1DI 
ceria a completude de Cauchy de Str(Loc;w) com relação à uniformidade de Fra.Tssé, a qual 
é dada por {Ua}r>EOn onde para cada ordinal a, Ua = {(A,B)/A =~w B}. 
De fato, a uniformidade de Fraissé gera a topologia elementar de SF pois Ua[A] = 
{8/A =:;;,w 8) = {8/ para toda <p com qr(<p) S": A E Mod(<p).,. 8 E Mod(<p)} = 
n n { Mod(<p), se AF'P } (\ U,[A] = Mod(• ) se A F, = Mod( {<p/ A F <p}) (esta 
qr(o.p)$Dt qr(o.p)'Sa cp ' cp qr(o.p)Sa 
última igualdade devido a que qr( •<p) = qr( <p) ). 
Portanto, se a nossa conjectura é válida teríamos um exemplo de urna lógica Cauchy-
completa que não é compacta (aliás, Lcow não é compa.cla, pois a uniformidade de FraTssé 
dada acima nã.o é totalmente limitada). 
Por outro lado, a respeito do método de Fra'issé cxi<lLe uma outra linha de pcRquisa 
iniciada por Caiccdo e Sette em [Ca-SJ. 
Sem entrar em detalhes podemos dizer que, no caso de Lww 1 eles associam à sequência 
< {Bn}, {/11 } > construída na proposiçã.o 1.5.2, um feixe de estruturas dcnnido sobre a 
compactificação de Alexandroff w U { oo} (do espaço w com a topologia discreta), de tal 
maneira que a fibra sobre co é genérica, i.e. o "forcing" e a "verdade" coincidem. Logo, 
existe uma estrutura "real" (no oo) que é o limite clc Cauchy da sequéncia. 
Neste contexto podemos propor a seguinte conjectura: se L é uma lógica cuja 
equivalência elementar é caracterizável por um back-and-forth, c se SF(L) tem base 
enumerável, então, Str(L) é compacto se e somente se para toda scquência de Cauchy 
{An)n<w Ç SF(L), a fibra sobre oo do feixe construído (como em [Ca-S]) sobre w U {oo} 
é genérica. 
Para concluir esta seção, também conjecturamos, junto com Caicedo e Sette, que 
o espaço de feixes Shr(w U {oo}) com a topologia natural dada pelas classes da forma 
o.= {SE Sh,(wU {oo})/Sif- <p) é compaclo. 
Neste caso, Sh,(w U {oo}) forneceria uma compactiHcação de Slr(L) já que este 
último espaço pode ser mergulhado continuamente naquele mediante a identificação de 
uma estrutura A com o feixe constante A sobre w U { oo }. 
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4.3 SOBRE O COMPLETAMENTO DE UMA ESTRUTURA 
Seja L= Lww e A=< A, ... >E Str que por simplicidade consideraremos relaciona!. 
Seja Y Ç A e considcrcmo,c; Lrul' a lingua.gclll de A com parfunclros em Y, i.c. a linguagem 
de< A,y >yeY· 
Definimos sobre A a seguinte topologia: para cada r.p(x) em LruY, seja V<P(r) ={a E 
A/< A,y >yel'l= r.p[a]}. I~ claro que {V10(x)}<p(x)E~ruY é Ullla base de clopcn,c; sobre Jl. 
Seja = a relnção de equivalência sobre A definida por: a ::::::: b se c só se para toda 
<p(;r) E Lrul',< A,y >yel'l= tp[u] {::} < A,y >yeYI= <p[bj, i.e. os l-tipos Pa e Pb gerados 
por a e h respectivamente (na teoria Th( < A, y >yeY)) são iguais. Então, o quociente 
A/= com a topologia quociente pode ser mergulhado densamente no espaço compacto (e 
Hausdorff) 511' =51Th(< A, y >,a). 
O problema que propolllo,c; é o de cncont.ra.r uma. extensão elementar A ~ A tal que 
feche o seguinte diagrama.: 
A -< A ---> 
l l 
A/= 
---
511' 
1-1 
A tem a seguinte topologia induzida pela de .A: para cada <p(x) E u·uY, os abertos 
básicos são dados por V l"(x) = fã E A/< A,y >vEl' ~ cp[ã]}. Nesse caso, A será chamado 
o "completa.HHmto de .A", se a topologia ddi11ida acima é compa.cta. 
De fato, .A csl.éí. mergulhado densamente em qualquer extensão elementar sua, pois 
se V I"( a:) -:f= </>, então, existe a E A tal que < A, y >vel' I= cp[ã), mas, como A -< A, existe 
a E A tal que < A, y >yEY f= <p[a], logo, a E V,(xJ( = V •lx) nA). 
Um candidato para A está dado em [S] pag. 73, Prop. 15.1 (2), sendo aí A uma 
extensão elementar de A que realiza todos os l-tipos de Th( < A, y >vEl' ). 
A seguir propomos a seguinte construção para um completamcnto A de A no caso de 
T ser um tipo de similaridade (relacional) no máximo enumerável e Y um subconjunto de 
A no máximo enumerável. Neste caso, a topologia definida sobre A tem base enumerável 
e, para o estudo da convergência em A são suficientes as sequências. 
Seja {an} uma sequência em A, então, {an} é de Cauchy se para toda tp(x) E LruY 
existe n E w tal que para todo i,j 2:: n, < A,y >vEl'l= cp[ai] {::}< A,y >vEY~ cp[aj]. 
Sejam A'" a coleçã.o de todas as scquências de Cauchy de J1 c D um ultranltro 
não-principal sobre w. Então, definimos A= A'" f D, subcoleção da ultrapotência Aw f D. 
Denotaremos a classe de equivalência de {an} módulo D por< an >. 
Se R E Te< a~1 >, ... ,<a~ >E A, definimos R(< a:1 >, ... ,<a~>){::} 
{n/R(a:" ... ,a~)} E D. Então, a nova estrutura A é subcslrulum de Aw/D e satisfaz 
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o teorema de .-h oS seguinte: para toda cp(xt, ... , xk) em L"uY e < a~ >, ... , < a~ >E A 
temos que, 
A F <p[< a~>, ... ,< a~>]<* {n/ A F <p[a~, ... ,a;,]} E D. 
O passo crítico na demonstração deste fato é para 'P = (3x)1f e na direção ".ç,". 
Suponhamos que {n/A F (3x),P[a:., ... ,a~]} E D. Então, {n/ existe bn E A com 
A F tf(a~11 ••• ,a~ 1 b11 ]} E D; como a topologia sobre A é z-d c1 portanto, totalmente 
limitada, então, a sequência {bn} tem uma subsequência {bnr} de Cauchy. Verifica-se 
facilmente que {r/ A F ,P[a:,,, ... , a~,, b.,]} E D, portanto, por hipótese indutiva, A F 
tf[< a~r >, ... ,< a~r >,< bnr >],logo, .A F (3x)1f[< a~,r >, ... ,< a~r >];finalmente, 
como D é não-principal, temos que < a;,r >=< a~ > para i= l, ... , k, portanto, A\= 
(3x)~•[< a:,>, ... ,< a~>]. 
O ftrgumeulo aut.erior implica que A --< A e porlaulo, .A está mergulhado densamente 
em A como já. vimos. 
Observa-se que a construção da cxtcnsã.o elementar A >- A dcp('nde da lógica; no 
entanto, a construção da exl.ensão cl<'mcnl.<lr Aw /f)>- A ú puranwnt.f' algr'ihrica. 
Provaremos que A com a topologia z-d proveniente da linguagem L"uY é um espaço 
compacto e que realiza todos os l-tipos de < .A, y >yEY. 
Para provar a compacidade provaremos que A satisfaz o teorema abstrato de -boS, 
i. e. para toda família { < a:~ >} kEw e todo ullrariltro U sobre w,Iimu < a~ >f- !f. 
Seja { < a~ > hEw uma família em A e U um uHrafiltro sobre w. Construiremos um 
< bn >E limu <a~> (sendo {bn} de Cauchy). < bn >deve satisfazer o seguinte: para 
toda<p(x) E uuY, 
t.e. 
A F <p[< b. >] <* {k/A F <p[< a;>]} EU 
ou seja, pelo teorema de .I:. oS, 
{n/ A F <p[l>,]} E D <* {!){n/A F <p[a;]} E D} EU. 
Um argumento diagonal permite escolher uma sequência { bn} satisfazendo esta 
última equivalência. 
É consequência imediata da compacidade que A realiza todos os l-tipos de 
< A,y >vEY: seja p E StTh(< A,y >yEY), então, por definição, todo subconjunto fi-
nito de pé realizado em< A,y >yEY• i.e. a coleção {V"'(x)/'P E p) é uma família de 
fechados (básicos) com a PIF, logo, como A é compacto, existe< an >E n{V <p(x)/'P E p}, 
i.e. para todo cp E p, A I= cp[< an >],portanto, < an > realiza p em A. Aliás, pode-se 
provar facilmente que se B >-- A, então, a topologia sobre B induzida pela de A é compacta 
se e somente se B realiza todos os l-tipos de A. 
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Concluímos colocando o problema de generalizar este método de construção, do 
completamento de uma estrutura, cuja motivação é consequência do trabalho conjunto 
com A. M. Sette e W. A. Camielli, aos casos não-enumeráveis, assim como o estudo das 
suas conSequências nas teorias de omissão de tipos e modelos saturados. 
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