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[1] A recently introduced measurement approach allows in situ determination of subsurface
soil water evaporation by means of heat-pulse probes (HPP). The latent heat component of
subsurface evaporation is estimated from the residual of the sensible heat balance. This heat
balance method requires measurement of vertical soil temperature and estimates of thermal
properties for soil water evaporation determination. Our objective was to employ
numerically simulated thermal and hydraulic processes using constant or diurnally cycled
surface boundary conditions to evaluate and understand this technique. Three observation
grid spacings, namely, 6 mm (tri-needle HPP), 3 mm (penta-needle HPP) and 1 mm, along
with three soil textures (sand, silt, and silty clay) were used to test the heat balance method.
The comparison of heat balance –based evaporation rate estimates with an independent soil
profile water balance revealed substantial errors when thermal conductivity ðÞ was
averaged spatially across the evaporation front. Since the conduction component of heat flux
is the dominant process at the evaporation front, the estimation of evaporation rate was
significantly improved using depth-dependent  instead of a space-averaged . A near-
surface ‘‘undetectable zone’’ exists, where the heat balance calculation is irreconcilable,
resulting in underestimation of total subsurface evaporation. The method performs better for
medium- and coarse-textured soils than for fine-textured soils, where portions of the drying
front may be maintained longer within the undetectable zone. Using smaller temperature
sensor spacing near the soil surface minimized underestimation from the undetectable zone
and improved accuracy of total subsurface evaporation rate estimates.
Citation: Sakai, M., S. B. Jones, and M. Tuller (2011), Numerical evaluation of subsurface soil water evaporation derived from
sensible heat balance, Water Resour. Res., 47, W02547, doi:10.1029/2010WR009866.
1. Introduction
[2] Soil water evaporation is a key process for water
exchange between soil and the atmosphere; it is involved in
plant physiological functioning and affects the amount of
available water for plants and microorganisms inhabiting
the soil. Bare soil evaporation and plant– soil–atmospheric
interactions are important components of the water balance
in semiarid and arid regions. Drying and evaporation proc-
esses are also of interest for many engineering and industrial
applications, such as food processing and preservation, pro-
duction of ceramics and paper, eye and skin care, and
numerous construction activities [Lehmann et al., 2008].
Because it is difficult to directly measure evaporation rates
from soils with the exception of using lysimeters [Evett et
al., 1995], the options are limited to indirect methods
such as the Bowen ratio–energy balance or the eddy covari-
ance method [Warrick, 2002]. Although numerical simula-
tion models for soil water flow and heat transport allow
calculation of evaporation rates from variably saturated
soils [Saito et al., 2006], determination of the required ther-
mal and hydraulic soil properties for model parameteriza-
tion is laborious.
[3] The rate of soil evaporation is affected by both atmos-
pheric demand (humidity, temperature, and velocity of ambi-
ent air) and soil pore space and transport properties (thermal
and hydraulic conductivities and vapor diffusivity). This
complexity leads to highly dynamic interactions between
media properties, transport processes and boundary condi-
tions and results in a broad range of evaporation behaviors
as discussed by van Brakel [1980] and Prat [2002]. Evapora-
tion from soil surfaces involves mass and energy transport
including phase change, vapor diffusion, and liquid flow
resulting in complex displacement patterns that affect the
drying rate, which varies with time. Soil water evaporation
can be separated into two stages [Jury and Horton, 2004]
with a relatively high and constant initial evaporation rate
(stage 1) that is followed by a lower rate controlled by vapor
diffusion (stage 2) [Kaviany and Mittal, 1987; Salvucci,
1997; Schultz, 1991; van Brakel, 1980]. During stage 1 the
rate of water loss per unit surface area remains nearly con-
stant and is close to the evaporation rate from a free water
surface. The establishment of this nearly constant initial rate
is notable considering the significant change of fluid distri-
bution within the medium and the continuous retreat of the
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drying front [van Brakel, 1980; Yamanaka and Yonetani,
1999; Shokri et al., 2009a, 2009b]. At a critical surface
water content [Keey, 1972] or drying front depth [Lehmann
et al., 2008] the first stage abruptly ends and is followed by
a lower rate stage that is primarily controlled by diffusive
mass transfer [Schultz, 1991]. The conditions and mecha-
nisms controlling drying from porous media are discussed in
numerous studies [Chen and Pei, 1989; Coumans, 2000;
Lehmann et al., 2008; Scherer, 1990; Schlünder, 1988; van
Brakel, 1980].
[4] Studies that are focused on subsurface soil heat bal-
ance including sensible heat flux, sensible heat storage, and
latent heat of vaporization have been conducted by Mayoc-
chi and Bristow [1995]. More recently Heitman et al.
[2008a] introduced a heat balance technique to compute
stage 2 evaporation rates from in situ heat-pulse probe
(HPP) measurements. Heitman et al. [2008b] reported that
daily subsurface evaporation computed with this method
was in good agreement with Bowen ratio and microlysime-
ter estimates of subsurface evaporation rates.
[5] Though the accuracy of evaporation rate estimates
depends on many factors like soil temperature observation
spacing and soil texture, the theoretical limitations of the
heat balance method have not been thoroughly evaluated.
In general, the HPP allows measurement of thermal diffu-
sivity, thermal conductivity, and soil water fluxes [e.g.,
Bristow, 1998; Kluitenberg et al., 2007; Yang and Jones,
2009].
[6] There are a number of different HPP designs that
have been previously employed for research. A dual-needle
HPP with one heater needle and one temperature sensor nee-
dle with 6 mm separation distance was introduced by Camp-
bell et al. [1991]. A tri-needle HPP with one heater needle
and two temperature sensing needles with 6 mm spacing
was developed by Ren et al. [2000]. More recently, a penta-
needle HPP has been developed to determine two dimen-
sional water fluxes. The spacing between the thermistor and
heater needles of the penta-needle HPP designed by Endo
and Hara [2007] was 10 mm, and the one used by Yang and
Jones [2009] had 6.5 mm spacing. When one pair of oppos-
ing thermistor needles in the penta-needle HPP is rotated
27.3 from a vertical orientation and a thermistor is included
within the heating needle, temperature measurements are
provided every 2.98 mm within the soil profile. Very
recently, novel attempts to provide finer thermistor spacings
(i.e., 1 mm) at the soil surface area have been made.
[7] The objective of this study was to evaluate the
applicability and potential limitations of the heat balance
method for estimation of subsurface evaporation rates. This
was accomplished by using numerically generated water
contents, temperatures, and thermal properties during soil
water evaporation, where both the water and heat balance
were accurately accounted for and compared. Initially, sim-
ulations with constant atmospheric conditions driving evap-
oration were conducted in order to theoretically examine
the impact of temperature sensor spacing and soil textures
on sensible heat balance –based subsurface evaporation
estimation without the complication of variable boundary
conditions. In a second step, diurnal cycling of the energy
inputs was employed as a means for assessing the applic-
ability of the sensible heat balance method under field-
simulated conditions.
2. Theoretical and Experimental Considerations
2.1. Model for Calculating Subsurface Evaporation
Rate
[8] The heat-pulse technique is a well-known method for
estimation of thermal properties in soils [Bristow, 1998].
Neighboring temperature sensors measure the heat-pulse
response from a heater needle (Figure 1). By analyzing
temperature rise, soil thermal diffusivity and thermal con-
ductivity are estimated for the soil between the heater and
temperature sensors. Soil heat capacity is obtained from a
ratio of thermal diffusivity and thermal conductivity. Heit-
man et al. [2008a, 2008b] introduced a method for compu-
tation of subsurface evaporation rates based on the sensible
heat balance determined from soil temperatures and soil
thermal properties measured by heat-pulse probe (heat bal-
ance method, Figure 1):
LE ¼  Ti  Tiþ1
zi  ziþ1
 
  Ti1  Ti
zi1  zi
  
S ; ð1Þ
where E is the subsurface evaporation rate (m s1), L is the
volumetric latent heat of vaporization (J m3; ¼ 2.495 
109 – 2.247  106 T [Forsythe, 1964]),  is the soil ther-
mal conductivity (W m1 C1), T is the soil temperature
(C), z is the depth in meters (z ¼ 0 at the soil surface and is
negative below the surface), the subscript i is an index vari-
able related to the soil layer depth increment, and S is the
change in soil sensible heat storage (J m2 s1), given as:
S ¼
XN
i¼1
Cj1i
T ji  Tj1i
tj  tj1 zi  zi1ð Þ ; ð2Þ
with C as the volumetric heat capacity of moist soil (J m3
C1) at the previous time step, j 1, t as time (s), and the
superscript j as an index variable for the time step. Using
HPP measurements, the average  and C between neigh-
boring temperature sensors can be obtained within a 12 mm
Figure 1. A schematic diagram of the heat balance
method used with a tri-needle heat pulse probe after Heit-
man et al. [2008b].
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interval shown in Figure 1 [Heitman et al., 2008a, 2008b].
Using the measured soil temperatures at the three depths
(T1, T2, and T3) coupled with the calculated , conductive
heat fluxes for the two depths are calculated (first term on
the right-hand side in equation (1)). The change of sensible
heat storage, S (equation (2)), and latent heat of vaporiza-
tion, L, are calculated using the measured soil temperature
at T2. Finally the subsurface evaporation rate, E, between
zi1/2 and ziþ1/2 is calculated from equation (1). We refer to
determined E using the Heitman et al. [2008a, 2008b]
method for as the subsurface evaporation rate from heat
balance (SEHB) method to make a clear distinction from E
determined with the subsurface evaporation rate from a
water balance (SEWB) approach, defined later.
2.2. Numerical Simulations
[9] Different surface boundary conditions were applied
to numerically simulate vertical profiles for soil tempera-
ture and water content changes during evaporation. First,
evaporation from a 15 cm long soil column under a simple
constant atmospheric condition was simulated to detect
limitations of the heat balance method. Second, evapora-
tion from a 20 cm long soil column under diurnally varied
atmospheric conditions was simulated to test the applicabil-
ity of the heat balance method for field measurements. The
following governing flow equations and initial and bound-
ary conditions for water and heat transport were used for
simulating nonisothermal liquid water, water vapor, and
heat flow.
2.2.1. Governing Flow Equations
[10] The one-dimensional conservation of water equation
including both liquid water and water vapor for nonisother-
mal conditions in a variably saturated soil is given as [Phi-
lip and de Vries, 1957; Saito et al., 2006]:
@ w þ vð Þ
@t
¼  @ qw þ qvð Þ
@z
¼ @
@z
KLh
@h
@z
þ 1
 
þ KLT @T
@z
þ Kvh @h
@z
þ KvT @T
@z
 
;
ð3Þ
where w is volumetric liquid water content (m
3 m3), v is
volumetric water vapor content (expressed as an equivalent
water content, ¼ air  v =w; m3 m3), air is volumet-
ric air content (m3 m3), v and w are densities of water
vapor and liquid water (kg m3), qw and qv are the flux den-
sities of liquid water and water vapor (expressed as an
equivalent water flux density, m s1), h is the soil water
pressure head (m), KLh (m s
1) and KLT (m
2 C1 s1) are
the isothermal and thermal hydraulic conductivities for liq-
uid water fluxes, respectively, and Kvh (m s
1) and KvT (m
2
C1 s1) are the isothermal and thermal vapor hydraulic
conductivities, respectively. The expressions for hydraulic
conductivities are detailed in Table 1.
[11] The principle of heat conservation is given as [de
Vries, 1958]:
@Sh
@t
¼  @qh
@z
; ð4Þ
where Sh is soil heat storage (J m
3), and qh is the soil heat
flux density (J m2 s1). The total soil heat flux density, qh,
is defined as the sum of (1) conduction of sensible heat ; (2)
sensible heat by convection of liquid water and (3) water
vapor; and (4) latent heat of vapor flow [de Vries, 1958]:
qh ¼  @T
@z
þ Cw T  Trð Þqw þ Cv T  Trð Þqv þ Lqv ; ð5Þ
where Tr is an arbitrary reference temperature (C), and Cw
and Cv are volumetric heat capacities of liquid water (¼4.18
MJ m3 C1) and water vapor (¼1.8 MJ m3 C1),
respectively. The soil heat storage, Sh, is defined as the sum
of sensible and latent heat:
Sh ¼ Cs T  Trð Þs þ Cw T  Trð Þw þ Cv T  Trð Þv þ Lv
¼ Css þ Cww þ Cvvð Þ T  Trð Þ þ Lv ¼ C T  Trð Þ þ Lv
;
ð6Þ
where Cs is the volumetric heat capacity of the solid phase
(¼1.92 MJ m3 C1), and s is volumetric fraction of the
solid phase (m3 m3). In equations (5) and (6), local ther-
mal equilibrium between the solid, liquid, and water vapor
phases is assumed.
2.2.2. Initial and Boundary Conditions
[12] Initial conditions for the water and heat flow equa-
tions are given by
h z; 0ð Þ ¼ hi zð Þ ð7Þ
T z; 0ð Þ ¼ Ti zð Þ ; ð8Þ
where hi(z) and Ti(z) are initial soil water pressure head and
soil temperature, respectively.
[13] Soil surface heat flux and evaporation rate were
determined from the partition of the energy balance and
were applied as surface boundary conditions for the water
and heat flow equations [e.g., Saito et al., 2006];
qw 0; tð Þ þ qv 0; tð Þ ¼ Es f ð9Þ
 @T
@z
þ Cw T  Trð Þ qL þ qvð Þ þ Lqv
 
z¼0
¼ G
¼ Rn þ Hs þ LEs f ; ð10Þ
where Esf is the surface evaporation rate (m s
1), G is the
surface heat flux density (W m2), Rn is the net radiation
(W m2), and Hs is the sensible heat flux density (W m
2).
While Rn and G are positive downward, Hs and LEsf are pos-
itive upward. The soil surface evaporation can be calculated
from the difference between the water vapor densities of the
air, va (kg m
3), and the soil surface, vs (kg m
3):
Es f ¼ vs  va
w  ra ¼
RHs fsv  RHairsv
w  ra ; ð11Þ
where w is the density of liquid water (kg m
3, see Table 1),
ra is the aerodynamic resistance to water vapor flow and
heat transfer (s m1), RHsf and RHair are the relative hu-
midity (-) at the soil surface (Table 1) and the air, respec-
tively, and sv is the saturation vapor density (kg m
3,
Table 1). The sensible heat flux, Hs, can be defined as [van
Bavel and Hillel, 1976]:
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Hs ¼ Ca Ts  Tara ; ð12Þ
where Ca is the volumetric heat capacity of air (¼1200
J m3 C1), and Ts and Ta are temperature (C) of the soil
surface and the air, respectively.
2.2.2.1. Simulation Under Constant Atmospheric
Conditions
[14] To simulate evaporation from the 15 cm long soil
column, constant atmospheric conditions and simplified
parameters were employed throughout the simulated time
period of 30 days. Although Rn has a large impact on accel-
erating the evaporation rates [Penman, 1941; Fritton et al.,
1970], we simulated a laboratory evaporation experiment in
a chamber with no heater lamps enhancing the evaporation
rate. With this in mind, Rn was assumed to be 0, Ta was
25 C, and RHair was assumed to equal 0.20 (20%).
Although ra is a function of wind speed, air- and soil-tem-
peratures [Camillo and Gurney, 1986], a constant value of
200 s m1, which corresponds to an approximate wind speed
of 1.7 m s1 [Jensen et al., 1990], was assumed. The values
of ra and RHair were chosen so that evaporation rate at stage
1 would be around 0.4 cm d1 (shown in section 3.1.1).
[15] Zero water flux and a constant temperature equal to
25 C were applied as the lower boundary conditions for
the column, written here as:
qw 15; tð Þ þ qv 15; tð Þ ¼ 0 ð13Þ
T 15; tð Þ ¼ 25 : ð14Þ
[16] Initial conditions for the saturated soil column
included hydrostatic equilibrium with 15 cm pressure
head at the top of the soil column (0 cm at bottom, hi(z) ¼
z15), and the initial temperature was assumed constant
at 25 C (Ti(z) ¼ 25).
2.2.2.2. Simulation Under Diurnal Atmospheric
Conditions
[17] In order to simulate evaporation under field-like
conditions, diurnally varying air temperature, Ta ; relative
humidity of the air, RHair ; and solar radiation, Rs, were
employed. The air temperature and relative humidity were
determined by trigonometric cosine functions as follows
[Kirkham and Powers, 1972];
Ta ¼ Tmax þ Tmin2 þ
Tmax  Tmin
2
 cos 2 t  13
24
  
ð15Þ
RHair ¼ RH þ RHmax  RHmin2  cos 2
t  1
24
  
; ð16Þ
where Tmax and Tmin are the maximum and minimum air
temperatures, respectively, and RH, RHmax, and RHmin are
the average, maximum, and minimum air relative humidities,
respectively. Assuming that the atmospheric actual vapor
pressure is constant during the day, RHmax and RHmin can
be determined from given Tmax, Tmin, and RH values. A
value of the incoming shortwave solar radiation, Rs, at any
given time can be calculated based on the work of Campell
[1985].
Rs ¼ f  max Rds sin’ sin  þ cos’ cos  cos 2 t  12ð Þ=24½ ; 0
 
:
ð17Þ
where Rs
d is the daily solar radiation (W m2), ’ (rad) is
the site latitude, and  is the solar declination (rad). A fac-
tor, f, is used to adjust the daily summation of Rs equal to
Rs
d. Net radiation is determined by
Rn ¼ 1  ð ÞRs þ "s "aTa4  Ts4
	 

; ð18Þ
where  is the soil albedo,  is the Stefan –Boltzmann con-
stant, and "s and "a are the emissivity of soil and atmos-
phere, respectively. Although the aerodynamic resistance
to water vapor flow and heat transfer, ra, is assumed as a
constant value in simulations with constant atmospheric
conditions, it was calculated by an iterative procedure pro-
posed by [Camillo and Gurney, 1986] as follows;
Table 1. Hydraulic Conductivities (K) for Liquid (L) and Vapor (v) Water-Flux Accounting for Isothermal (h) and Thermal (T)
Conditions
Hydraulic Conductivity Parameter Constant/Equationa
KLh ¼ Ks Sel
R Se
0
d Se
hj j
.R 1
0
d Se
hj j
 2
l ¼ Pore connectivity coefficient 0.5
KLT ¼ KLh hGwT 1	0
d	
dT
  GwT ¼ Gain factor 7
	 ¼ Surface tension of soil water, g s2 75.60.1425 T2.38  104 T2
	0 ¼ Surface tension at 25 C, g s2 71.89
Kvh ¼ Dw sv
Mg
RTabs
RHsf
D ¼ Vapor diffusivity in soil, m2 s1 
a air Da

a ¼ Tortuosity factor in gaseous phase air7=3 =2sat
Da ¼ Vapor diffusivity in air, m2 s1 2.12  105 (Tabs/273.15) 2
w ¼ Density of liquid water, kg m3 10007.37  103 (T4)2 þ 3.79  105 (T4)3
sv ¼ Saturation vapor density, kg m3 exp (31.376014.79/Tabs7.92  103 Tabs)/Tabs  103
RHsf ¼ Relative humidity of soil surface exp (h M g/R Tabs)
M ¼ Molecular weight of water, kg mol1 0.018015
g ¼ Gravitation acceleration, m s2 9.81
R ¼ Universal gas constant, J mol1 K1 8.341
KvT ¼ Dw RHsf
dsv
dT  ¼ Enhancement factor  ¼ 9:5 þ 3w=sat  8:5 exp  1 þ 2:6=
ffiffiffi
fc
pð Þw=sat½ 4
n o
fc ¼ mass fraction of clay (fc) 0.02
aKs, saturated hydraulic conductivity; Se, effective liquid saturation; T, temperature in Celsius; Tabs, absolute temperature; h, pressure head; w, volu-
metric water content; sat, saturated water content; air, volumetric air content.
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ra ¼ 1Uzk2 ln
zm  d þ zom
zom
 
þ  m
 
ln
zh  d þ zoh
zoh
 
þ  h
 
;
ð19Þ
where Uz is wind speed (m s
1), k is the von Karman con-
stant, d is the zero plane displacement (m), zm and zh are the
height of wind speed and temperature measurement (m),
respectively, zom and zoh are the surface roughness length
for momentum flux and heat flux (m), respectively, and  m
and  h are the atmospheric stability correction factors for
momentum flux and heat flux (-), respectively. In this study,
we used Tmax ¼ 30 C, Tmin ¼ 20 C, RH ¼ 0.6 (60%),
Uz ¼ 3 m s1, and Rsd ¼ 180 (W m2) for all 20 simulation
days. Figure 2 shows the diurnal variations of Ta, RHair, and
Rs. Ta has the maximum (30 C) and minimum values
(20 C) at 1 pm and 1 am, respectively, while RHair has the
maximum (0.77) and minimum values (0.43) at 1 am and
1 pm, respectively. Rs shows the peak of 718 W m
2 at
noon.
[18] Zero gradients of pressure head and temperature
were applied as the lower boundary conditions.
dh=dz ¼ 0 ð20Þ
dT=dz ¼ 0 ; ð21Þ
and uniform pressure head of 100 cm (hi(z) ¼ 100) and
soil temperature of 20 C (Ti(z) ¼ 20) were given as initial
conditions.
2.2.3. Soil Hydraulic Properties and Thermal
Conductivities
[19] In the simulations, three arbitrarily chosen soils with
different textures were used. We also assumed the noniso-
thermal water flow equation proposed by Philip and de
Vries [1957] and heat transport equation proposed by de
Vries [1958] are applicable in these soils. Three different
soil textures (i.e., sand, silt, and silty clay) from the
database of Carsel and Parrish [1988] were used for nu-
merical simulations of soil water evaporation. Although
Carsel and Parrish focused on the Mualem–van Genuchten
[van Genuchten, 1980] parametric model, the residual water
content in this model is an empirical parameter and it is
unrealistic that water content reduction stops at the residual
water content in the case of evaporation. It was found that
this model leads to numerical simulation instabilities and
underestimates the unsaturated hydraulic conductivity for
dry regions close to the residual water contents [Sakai et al.,
2009]. Because the water content for coarse textured soils
approaches its residual value already at relatively high pres-
sure heads, the soil water retention–pressure head relation-
ship proposed by Fayer and Simmons [1995] was used for
sand and silt.
w ¼ a þ sat  að Þ 1 þ hð Þn½  11 = nð Þ ; ð22Þ
where sat is the saturated water content (m
3 m3), and 
(m1), n, and a (m
3 m3) are empirical shape parame-
ters. The parameter  is described as 1ln(h)/ln(hm),
where hm is the pressure head at the water content equal to
0 (i.e., ¼ 107 cm). The van Genuchten model parameter-
ized with values from Carsel and Parrish [1988] was used
for silty clay:
w ¼ r þ sat  rð Þ 1 þ hð Þn½  11=nð Þ ; ð23Þ
where r is the residual water content (m
3 m3). The unsat-
urated hydraulic conductivity was estimated with Mualem’s
[1976] pore size distribution model for both retention func-
tions. The parameters employed for each of the soils are
shown in Table 2, and Figure 3 illustrates the modeled soil
water retention (Figure 3a) and hydraulic conductivity
curves (Figure 3b).
[20] The Chung and Horton [1987] model was used to
describe the water content – dependent thermal conductiv-
ity:
 ¼ b1 þ b2w þ b3w0:5 ; ð24Þ
where b1, b2, and b3 are empirical parameters (W m
1
C1). The parameters for sand, loam, and clay used in
Chung and Horton [1987] were used for sand, silt, and silty
clay, respectively (Table 2). All three soil textures were
used in simulations under constant atmospheric conditions,
while only silt was used for simulation under diurnal
atmospheric cycles.
[21] Governing equations (3) and (4) describing coupled
movement of liquid water, heat, and water vapor were
solved using the HYDRUS-1D code [Simu˚nek et al., 2008].
Since mesh densities affect the results of this coupled trans-
port simulation [Novak, 2010], a maximum density was
found that minimized numerical oscillations and differences
in results when compared with different mesh-sized simula-
tions. The 15 cm long soil profile for simulation with con-
stant atmospheric conditions was divided into 300 elements,
with thicknesses that increased linearly from 0.00099 cm at
the surface to 0.099 cm at the bottom. The 20 cm long soil
profile (i.e., diurnal atmospheric boundary simulation) was
divided into 400 elements, with thicknesses of 0.00099 cm
Figure 2. Diurnal variations of air temperature (Ta, solid
line), relative humidity of air (RHair, long dashed line), and
solar radiation (Rs, short dashed line) used in the
simulation.
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at the top increasing to 0.099 cm at the bottom. The time
step was allowed to vary between the initial and maximum
time steps of 1108 and 0.01 day, respectively. Soil tem-
peratures and water contents for each discretized node were
output in 0.01 day (15 min) time intervals. Simulated soil
temperatures were output with a resolution of 0.001 C to
be consistent with the output resolution of thermistors used
in heat-pulse probes. Simulated temperatures of three
depths, thermal conductivity (equation (24)), and heat
capacity of soil (equation (6)) based on simulated water
contents were used to calculate subsurface evaporation rates
from equation (1). In order to evaluate the impact of three
different observation grids of 6, 3, and 1 mm on subsurface
evaporation rate estimation, water contents and tempera-
tures for every 1 mm of depth were derived by linearly
interpolating the simulated results at two neighboring finite
element nodes after simulation. Thermal water vapor flux
induced by a heat pulse from the HPP measurement was
studied in detail previously and is small except when using
larger heater needles (i.e.,  4 mm) or larger pulse intensity
(i.e.,  600 W m1) as shown by Saito et al., [2007]. To
focus on estimation of evaporation rates from heat balance,
the heat-pulse stage was not simulated in this study.
2.2.4. Subsurface Evaporation Rate Calculation From
Water Balance
[22] While the model suggested by Heitman et al.
[2008a, 2008b] is based on heat balance considerations
(equation (1)), subsurface evaporation rates may be also
calculated with a water balance approach using numerical
simulations to compute volumetric water vapor contents
and water vapor fluxes. A mass conservation equation that
accounts for water vapor content is given as [Nassar et al.,
1992]:
@v
@t
¼  @qv
@z
þ e ; ð25Þ
where e is a depth-dependent evaporation rate with units of
1 s1 (E ¼ e dz, cm s1). The evaporation rate at each inter-
nal node can be calculated with a discretized form of equa-
tion (25) [Sakai et al., 2009]:
Eji ¼ vji  vj1i
  dz
dt
þ qvj1=2iþ1=2  qvj1=2i1=2
 
: ð26Þ
[23] We now define this subsurface evaporation rate, Eji,
determined by equation (26) as the subsurface evaporation
rate from a water balance (SEWB) to distinguish from the
heat balance method (equation (1)), SEHB. Since the error
in water mass balance from HYDRUS simulations was
extremely small, directly estimated SEWB values provide
an accurate reference to test indirectly estimated SEHB
values.
3. Results and Discussions
[24] Below we discuss results from numerical HYD-
RUS-1D simulations, which allow a theoretical assessment
of the heat balance method and illustrates some limitations
of this approach. We apply the heat balance method for
subsurface evaporation assessment using numerical data at
different spacings to examine the tradeoff between
Table 2. Hydraulic Property and Thermal Conductivity Parameters Used in Numerical Simulations
Sample
Hydraulic Property Thermal Conductivity
r (a) sat  (cm
1) n
Ks
(cm d1)
b1
(W m1 C1)
b2
(W m1 C1)
b3
(W m1 C1)
Sand 0.0625 0.43 0.147 2.73 712.8 0.228 2.406 4.909
Silt 0.16 0.46 0.0167 1.48 6 0.243 0.393 1.534
Silty Clay 0.07 0.36 0.005 1.09 0.48 0.197 0.962 2.521
Figure 3. (a) The soil water retention curves and (b) soil hydraulic conductivities modeled for the nu-
merical experiments. We point to Emax, which represents the potential evaporation rate for stage 1 and is
given for comparison to the hydraulic conductivities near saturation.
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maximizing accuracy and minimizing the required number
of HPP thermistors. Physical challenges associated with
application of the heat balance method related to the probe
geometry and needle configuration are also discussed.
3.1. Evaporation Simulations With Constant
Boundary Condition
3.1.1. Simulated Results of Coupled Water and Heat
Transport
[25] Water flow and heat transport were simulated with
HYDRUS-1D to quantify the soil water evaporation pro-
cess. Figures 4a, 4b, and 4c show simulated individual liq-
uid- (LPF, qw(0, t)) and vapor-phase fluxes (VPF, qv(0, t))
as well as total flux (LPFþVPF, Esf) at the soil surface. The
LPF is here defined as the liquid water flow within the soil
arriving at and evaporating from its surface into the atmos-
phere [Novak, 2010]. Figures 4d, 4e and 4f show soil pro-
file temperature changes for sand, silt, and silty clay.
Results obtained for sand (Figure 4a) and silt (Figure 4b)
clearly distinguish stage 1 and stage 2 evaporation proc-
esses. A mean stage 1 evaporation rate of 0.4 cm d1 was
maintained for 5.7 days for sand; and 0.43 cm d1 was
maintained for silt over 6.2 days. Thereafter evaporation
rates decreased. The liquid-phase flux was dominating dur-
ing stage 1, while the vapor-phase flux dominated stage 2
evaporation as shown in Figures 4a and 4b [Yamanaka and
Yonetani, 1999]. The initially large evaporation rates near
0.43 cm d1 found in sand and silt simulations during stage
1 evaporation were sustained by relatively high hydraulic
conductivities characteristic of these soil textures (i.e., see
Figure 4. (a – c) Simulated soil surface water fluxes with components of liquid- (LPF) and vapor-phase
fluxes (VPF) for sand, silt, and silty clay textures, respectively. (d – f) Soil temperature changes given for
sand, silt, and silty clay textures, respectively. Note Figures 4c and 4f are plotted at 1/6 the temporal
scale for emphasis of the early conditions.
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Figure 3b). In contrast to sand and silt textures, stage 1
evaporation was not maintained for the silty clay (Figure
4c) because its saturated hydraulic conductivity was an
order of magnitude less and about equal to the potential
evaporation rate shown in Figure 4b. The silty clay evapo-
ration process exhibited rapid transition to stage 2 and was
therefore only plotted for 5 days in Figures 4c and 4f. The
low hydraulic conductivity of silty clay coupled with a rela-
tively small matric potential gradient limited the rate of
water supply to the soil surface, which yielded a stage 1
evaporation rate that was lower than the potential evapora-
tion rate determined by atmospheric demand [Jury and
Horton, 2004].
[26] The simulated soil temperature in sand (Figure 4d)
and silt (Figure 4e) exhibited similar trends where tempera-
tures quickly decreased from 25 C (initial value) to values
between 17.5 and 21 C, thereafter decreasing gradually
throughout stage 1 evaporation. The transition to stage 2
evaporation was accompanied by a rapid increase in soil
temperature that gradually diminished as it approached the
25 C boundary temperature. This temperature change trend
during stage 1 and stage 2 evaporation was also demon-
strated in laboratory measurements by Qiu and Ben-Asher
[2010]. The expected maximum temperature decrease at the
soil surface caused by heat loss from the latent heat of va-
porization reduced temperatures to around 16 C for sand
and to 17 C for silt during stage 1. This large drop in soil
surface temperature reduced the soil surface vapor density,
resulting in an approximate 45% reduction of the initially
computed evaporation rate of 0.79 cm d1 (equation (11)).
Under the 25 C isothermal boundary conditions imposed in
the simulation, the energy transition from stage 1 to stage 2
is remarkably clear in Figure 4. As the evaporation front
moved below ground, latent heat depletion was efficiently
reduced by the insulating drier soil layer between the drying
front and soil surface. Temperatures in the silty clay simula-
tion exhibit no stage 1 evaporation process but also
decreased from 25 to 18 C during the first few hours and
then showed the gradual increase back to the boundary con-
dition temperature of 25 C.
[27] Figure 5 shows temporal snapshots of the upper
5 cm profile of simulated subsurface evaporation rate
(determined by water balance, equation (26)), soil temper-
ature, water content, and thermal conductivity (equation
(24)) on days 5, 6.2, 10, 20, and 30 for the silt simulation.
Note that day 6.2 was the transition time between stage 1
and stage 2 evaporation, discussed in section 3.1.4. Short
time profiles of evaporation rate as well as temperature
overlapped on days 5 and 6.2 where stage 1 evaporation
was ongoing (i.e., not seen in Figure 5a). Temperature pro-
files increased linearly with depth and the water content
profile was relatively uniform during stage 1 (Figures 5b
and 5c). During stage 2 (days 10, 20, and 30), soil water
evaporation occurred across a relatively narrow soil profile
showing a normally distributed rate around the peak value
(Figure 5a), where the distribution of the evaporation front
spread and diminished in magnitude as it retreated deeper
into the soil. Considering the temperature profile, each of
the peak rates shown in Figure 5a have corresponding
inflections in the temperature profiles shown in Figure 5b,
which result from maximum cooling at the drying front.
At the three depths shown, water content profiles (Figure
5c) exhibit a dramatic transition that is directly associated
with the diminishing water content at the drying front. Just
above the drying front the soil water content is approach-
ing the residual water content (i.e., w 	 0:03 cm3 cm3)
and water vapor is the dominant form of transport to the
surface [Yamanaka and Yonetani, 1999]. This reduction of
water content at the drying front had a commensurate
effect on thermal conductivity (Figure 5d). In the follow-
ing the heat balance method (equation (1)) is employed to
independently compute subsurface evaporation based on
these simulated soil profiles of temperature, water content,
and thermal conductivity.
3.1.2. Location of Soil Water Vaporization
[28] Subsurface evaporation was computed using a water
balance (SEWB, equation (26)) in order to plot the descend-
ing depth-dependent evaporation front between the soil sur-
face and a 4 mm depth (Figure 6). Subsurface evaporation
calculations begin at the first subsurface node 0.00099 cm
below the surface, therefore, liquid-phase water fluxes at
the soil surface are plotted in Figure 6 as evaporation rates
at the surface (LPF in Figure 4). We distinguish between
liquid water vaporized at the soil surface, referred to as
‘‘surface evaporation’’ and liquid water vaporized in the
subsurface, referred to as ‘‘subsurface evaporation.’’ We
also acknowledge a combination of these two processes
can occur and refer to it as ‘‘transient evaporation,’’ which
occurred on day 1 in sand and day 6.3 in silt (Figures 6a
and 6b). In this case the transient evaporation from the soil
surface came from both liquid- and vapor-phase compo-
nents illustrated in Figures 4a and 4b. The surface evapora-
tion rate contribution was 0.41 cm d1 with an additional
0.01 cm d1 contributed from vapor phase flux in sand
(Figure 4a), which occurred between the surface and the
first mesh node at 0.00099 cm. Subsurface evaporation in
sand started from day 6, and the recession of the drying
front downward was faster than in the finer textured soils
(the peak was 0.11 cm at 6.3 days and 0.33 cm at 7.5 days).
In the transient and subsurface evaporation stage, water va-
porization occurred over depths (‘‘evaporation region’’) of
up to 0.07 cm. By comparison, Novak [2010] showed a
simulated subsurface evaporation zone with a width of
0.02 – 0.07 cm, which is consistent with our result.
[29] During day 1 in silt (Figure 6b), only surface evapo-
ration occurred at a rate of 0.44 cm d1, while there was no
subsurface evaporation below a 0.00099 cm depth. This is
consistent with all cases where only surface water flux was
taking place as liquid-phase (i.e., no vapor-phase flow,
Figure 4b). Meanwhile, on day 7.5 in silt, all of the water
vaporization occurred within the subsurface with the peak
being 0.1 cm d1 at the 0.18 cm depth. In this case the
vapor-phase flow was the dominant source for soil water
flux emitted at the surface (Figure 4b). During day 6.3 in
silt a transient evaporation stage occurred, exhibiting both
surface evaporation (0.02 cm d1) and subsurface evapora-
tion (peak of 0.13 cm d1 at 0.02 cm depth). In the case of
silty clay (Figure 6c) an extremely short surface evaporation
stage was followed by a lengthy transition stage extending
to nearly 0.5 days. In the subsurface evaporation stage
beyond 0.5 days, the evaporation rates were smaller than
for coarser textures and the recession of the evaporation
region occurred at a slower rate (0.025 cm descent between
6.3 and 7.5 days).
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3.1.3. Local and Total Subsurface Evaporation Rates
[30] Results from the simulated subsurface evaporation
process were used to test the heat balance method based on
equation (1). One of the major objectives was to investigate
the impact of temperature observation grid spacing on the
resulting subsurface evaporation calculations. Three differ-
ent spacings were considered; 6 mm spacing corresponding
to the tri-needle HPP [Heitman et al., 2008a, 2008b], 3 mm
spacing corresponding to the penta-needle HPP [Yang and
Jones, 2009], and 1 mm temperature observation grid
spacing. The soil thermal conductivity, , and volumetric
heat capacity of moist soil, C, used in equations (1) and (2)
were computed from equations (6) and (24). Average val-
ues of  and C between the top and bottom temperature
sensors were obtained from HPP measurements (Figure 1).
To be consistent with this HPP measurement,  and C val-
ues in this numerical study were calculated from averaged
water content between the top and bottom temperature ob-
servation grids. Figure 7a shows temporal changes in calcu-
lated local subsurface evaporation rates, SEHB, for each
Figure 5. Simulated silt texture profiles at 5, 6.2, 10, 20, and 30 days showing (a) evaporation rates
based on water balance (SEWB, equation (26)), (b) soil temperatures, (c) water contents, and (d) thermal
conductivity. Note that the temperature profile at 6.2 days overlaps that of the 5 day profile.
Figure 6. Simulated evaporation rate profiles for (a) sand, (b) silt, and (c) silty clay based on a water
balance (SEWB equation (26)) at 1, 6.3, and 7.5 days. Dotted lines represent the undetectable zones (half
grid spacing) of the heat balance method with 1, 3, and 6 mm temperature measurement spacing. Note
Figure 6c is plotted at 1/10 the x axis scale for clarity and dots at the surface in Figures 6a and 6b are
LPF values indicating water vaporization at the surface.
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soil depth increment defined by a 3 mm temperature obser-
vation grid for silt (i.e., 1.5 –4.5, 4.5 – 7.5, 7.5 –10.5 mm).
To calculate SEHB in the 1.5 –4.5 mm depth, temperatures
at 0, 3, and 6 mm depths were used in equation (1) and 0.1
days (15 min) was used as the observation time interval,
t jt j1, in equation (2). Here averaged water contents
between a 0 and 6 mm depth were used to calculate  and
C. Each 3 mm soil depth increment exhibited a peak rate of
evaporation in descending order. In the 1.5 –4.5 mm
region, soil water evaporation started on day 6 achieving a
maximum SEHB calculation of 0.16 cm d
1 on day 8 and
diminished to near zero by day 12. This suggests soil water
evaporation took place at the soil surface and possibly
down to 1.5 mm depth before day 6 of the simulation. The
general trend is for the shallower depths to exhibit larger
peaks at earlier times and for the deeper depths to exhibit
smaller peaks at later times (i.e., 0.04 cm d1 at day 21 for
the 16.5 – 19.5 mm depth). This trend was consistent with
the field measurements of Heitman et al. [2008b] showing
larger peaks in the upper layer (3 –9 mm depths) at earlier
times and in the lower layer (9 –15 mm depths) at later
times. As the drying front went deeper with time, the evap-
oration rates diminished by a factor of 4 over 20 days,
which was consistent with the simulated subsurface evapo-
ration rates determined from water balance (SEWB, Figure
5a). The overlapping of SEHB for each increment demon-
strates that evaporation occurred not from a plane but from
a soil layer of finite width [Heitman et al., 2008b]. The total
subsurface evaporation rate from heat balance (TSEHB)
during the evaporation simulation was determined by sum-
ming up all the calculated SEHB from 1.5 mm to the 100
mm depth. The total subsurface evaporation rates from
water balance (TSEWB) below 1.5 mm depth was also plot-
ted in Figure 7 to compare with TSEHB, which exhibited
negative values from the beginning of the simulation up to
day 6. Although negative evaporation rate values can sug-
gest subsurface condensation [Heitman et al., 2008a; Sakai
et al., 2009], water vapor condensation could not happen in
this simulation with a constant atmospheric boundary
because the TSEWB exhibited no negative values. Further-
more, TSEHB underestimated the resulting TSEWB until
day 20. This indicates that calculating the subsurface evap-
oration using equation (1) contains some systematic errors.
3.1.4. Improvement of Subsurface Evaporation
Estimation
[31] To investigate the underestimation of the SEHB, we
focused on the calculation in the 1.5 – 4.5 mm soil layer at
day 6.2 when a large underestimation was observed just
before subsurface evaporation in this soil layer started to
increase (Figure 7a). The large water content gradient
illustrated in Figure 5c is associated with evaporation on
day 6.2 and since thermal conductivity is water content –
dependent, the  profile also shows a large gradient at the
drying front (Figure 5d). At this same time, soil tempera-
ture was minimal at the surface and conductive heat flux
was upward throughout the profile (Figure 5b).
[32] To illustrate the importance of accurately estimating
, especially near the drying front, we plot the spatial and
temporal variation in estimated evaporation rates using
both locally determined (Figure 7b) versus averaged ther-
mal conductivity (Figure 7a). When averaging  across the
0 –6 mm depth, which was used to calculate SEHB between
the 1.5 –4.5 mm soil layer, the resulting thermal conductiv-
ity was 0.92 W m1 C1. However, when computing local
values of  in the 0–3 mm and 3– 6 mm depths, the results
were 0.89 W m1 C1 and 1.00 W m1 C1, respec-
tively. The incoming conduction heat flux into the 1.5 –
4.5 mm layer from the lower profile was smaller when
using average  since it was less than  in the 3– 6 mm
layer. The outgoing conduction heat flux from the 1.5– 4.5
mm layer toward the surface was larger when using aver-
age , since it was greater than  in the 0 –3 mm layer.
Hence, using an averaged  made the increase of sensible
heat in the 1.5 –4.5 layer smaller than when using a local
(or depth-specified) , resulting in underestimation of sub-
surface evaporation rate. To correct this error, equation (1)
can be modified as follows;
LE ¼ iþ1=2 Ti  Tiþ1zi  ziþ1
 
 i1=2 Ti1  Tizi1  zi
  
S ;
ð27Þ
where iþ1=2 and i1=2 are the thermal conductivities
between depth ziþ1 and zi, and between depth zi1 and zi in
Figure 1, respectively. Figure 7b shows calculated local
and total subsurface evaporation rates for silt using equa-
tion (27). Calculated TSEHB in equation (27) had no nega-
tive values, showing that the maximum value at day 7
Figure 7. Change of the local subsurface evaporation
rates for silt determined by the heat balance method (SEHB,
equation (1)) using 3 mm temperature observation grids
and (a) average thermal conductivity, and (b) local thermal
conductivity. The dark dashed line and dotted line indicate
the total subsurface evaporation rate from heat balance
(TSEHB) and from water balance (TSEWB, equation (26))
below 1.5 mm depth, respectively.
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increased from 0.15 cm d1 to 0.17 cm d1 and agreed
well with the TSEWB. This illustrates how using space-
averaged  induces errors in estimation of subsurface evap-
oration rates and how using locally determined  can
improve estimation of evaporation. Although  is measured
by the heat-pulse probe as an average value of the probe
area [Yang and Jones, 2009], tri-needle [Ren et al., 2000]
or penta-needle probes [Endo and Hara, 2007; Yang and
Jones, 2009] have the potential to estimate depth-specified
 instead of averaging over paired thermistors above and
below heater needles as shown in Figure 1. The following
discussion is based on the calculations resulting from equa-
tion (27).
[33] While the soil heat flux is defined only by the con-
duction phase in equation (1), a more detailed treatment of
soil heat flux may include the summation of: (1) conduction
of sensible heat, (2) sensible heat by convection of liquid
water and (3) water vapor, and (4) latent heat transfer by
vapor flow as described in equation (5) [de Vries, 1958].
The differences between incoming and outgoing heat flux
in the 1.54.5 mm soil increment (for silt soil) were com-
pared to observe the impact when calculating subsurface
evaporation rates (Figure 8). Differences in properties at ad-
jacent sensing nodes include, (CwTqw)iþ1/2(CwTqw)i1/2,
(CvTqv)iþ 1/2(CvTqv)i1/2, and (Lqv)iþ1/2(Lqv)i1/2 corre-
sponding to (dT/dz)iþ1/2(dT/dz)i1/2 in Figure 1.
When evaporation occurred in this 1.5–4.5 mm soil incre-
ment from day 6 to day 11 (Figure 7b), the latent heat by
vapor-phase flow (Lqv) exhibited large negative values indi-
cating energy was exiting by evaporation, and the conduc-
tion phase (dT/dz) had large positive values indicating
the main source supplying energy for water vaporization.
The sensible heat by convection of the vapor-phase and sen-
sible and latent heat storage phases were negligibly small.
Although the convection of liquid-phase water showed
small positive values, it was approximately 3% of the con-
duction phase because of the small liquid-phase flux at the
drying front (i.e., less than 0.1 cm d1). When calculating
the subsurface evaporation rate, heat convection of the
liquid-phase was less sensitive compared to the conduction
phase, and S in equation (1) was also negligibly small. In
the field measurement shown in Heitman et al., [2008b], the
change of S was much smaller than the change of conduc-
tion phase, which is consistent with the results shown in our
study.
3.1.5. Impact of Temperature Observation Grid
Spacing and Soil Texture on the Heat Balance Method
[34] Figure 9 shows various calculated results of total
subsurface evaporation rate from the heat balance method
(TSEHB, equation (27)) comparing results from 1, 3 and
6 mm temperature observation grids. Also included is the
total surface/subsurface evaporation obtained from com-
bined liquid- (LPF) and vapor-phase fluxes (VPF) emitted
from the soil surface (Figures 4a –4c). Remembering LPF
represents water flux evaporating at the soil surface into the
atmosphere, VPF therefore represents the total subsurface
evaporation rate. During stage 1 evaporation, the TSEHB
with observation grids of 1, 3, and 6 mm all agreed with
VPF estimates near zero cm d1 for sand and silt, but be-
ginning with stage 2 evaporation, diminished correlations
arose for all texture types and grid spacings. The large dis-
crepancies found at the beginning of stage 2 evaporation
were evident for each of the three soils with greater differ-
ences exhibited for the finer textured soil and larger spac-
ing. By the end of the 30 day simulations, cumulative
subsurface evaporation estimate disagreements between
total subsurface evaporation rate (VPF) and TSEHB were
similar in sand and silt being on the order of 16, 24, and
34% for 1, 3, and 6 mm spaced grids, respectively. In silty
clay error estimates were 25, 50, and 69% for the 1, 3, and
6 mm grid calculations, respectively. These discrepancies
were largely the cause of the ‘‘undetectable zone’’ within
the soil profile extending from the surface down to the first
midpoint of the prescribed grid spacing (i.e., sensor spac-
ing). Assuming the top temperature sensor is located at the
soil surface (z1 ¼ 0 in Figure 1), equation (1) cannot
account for half of the top observation grid. Hence subsur-
face evaporation between the surface and 0.5, 1.5, and 3
mm depths cannot be detected for 1, 3, and 6 mm grids,
respectively (Figure 6). This indicates that by using finer
observation grids close to the soil surface makes the unde-
tectable zone smaller and makes the subsurface evaporation
estimation possible from earlier time after stage 2 evapora-
tion started.
[35] The discrepancies in accounting for subsurface
evaporation were truncated for coarse textured soil and
lasted longer for fine textured soil (Figure 9). In the case
of the 6 mm grid, the discrepancy occurred from days 5.5
to 9 for sand, from days 6 to 11 for silt, and from days 0
to 20 (not shown in Figure 9c) for silty clay. Differences
in the drying front speed of descent for each soil texture
determine the temporal extent of this disagreement. Under
the same atmospheric conditions, the speed of descent in
sand is faster than silty clay and the drying front goes
deeper below the undetectable zone (Figure 6). This indi-
cates that the heat balance method for subsurface evapora-
tion estimation is more applicable for coarse textured soils
than finer textured soils and furthermore, corrections or
additional algorithms that account for evaporation in the
undetectable zone are needed to reduce the extent of this
discrepancy.
Figure 8. Components of energy change in a soil layer of
1.5– 4.5 mm during subsurface evaporation of silt (dark
solid line: conduction, light solid line: convection of liquid
water, dark dotted line: convection of water vapor, light
dotted line: sensible heat storage, dark dashed line: latent
heat storage, light dashed line: latent heat flow).
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3.2. Evaporation Simulation With Diurnal
Boundary Condition
3.2.1. Simulated Soil Surface Flux and Soil
Temperatures
[36] Figure 10a shows individual liquid- (LPF, qw(0, t))
and vapor-phase fluxes (VPF, qv(0, t)) exiting the soil sur-
face, simulated in silt soil under diurnal atmospheric bound-
ary conditions. For all simulated days, evaporation rates
were maximum at noon corresponding with incoming solar
radiation peaks (Figure 2), and minimum was between mid-
night and early morning. It is evident that solar radiation
was the main force of soil water evaporation [Penman,
1941; Fritton et al., 1970]. The initial pressure head of the
soil profile simulation was relatively high (100 cm),
resulting in high evaporation rates for the first few days of
simulation (1.4 cm d1 at day 0.5) with reduced rates in
time (0.1 cm d1 at day 19.5). The LPF was the dominant
source of evaporation with water vaporization at the soil
surface occurring for 2.5 days before subsurface vaporiza-
tion began. Between days 2 and 10 LPF is the dominant
source early in the day and VPF took over for the rest of the
day with some overlap where both LPF and VPF occurred
simultaneously. This indicates the soil profile was wet
enough to supply water toward the soil surface overnight
and into the morning. But the reduction in soil water content
by evaporation near the surface meant the drying front
Figure 9. Total subsurface evaporation rates determined by heat balance (TSEHB, equation (27)) for
each temperature observation grid (1, 3, and 6mm) for (a) sand, (b) silt, and (c) silty clay. Light dotted lines
and light solid lines show surface evaporation rate (LPFþVPF) and surface vapor-phase flux (VPF),
respectively. Note Figure 9c is plotted at 1/3 the temporal scale for emphasis of the early conditions.
W02547 SAKAI ET AL.: NUMERICAL MODELING OF SUBSURFACE SOIL EVAPORATION W02547
12 of 17
penetrated deeper with time and vaporization occurred
more in the subsurface. Small increases of LPF were found
in the late afternoon (e.g., day 2.7), meaning there was
some rewetting of the soil surface from below as a result of
reduced atmospheric evaporation demand [Novak., 2010].
After 10 days, VPF was the sole evaporation source mean-
ing all of the vaporization occurred within the subsurface.
Figure 10a shows negative values of LPF during midnight
to morning time suggesting water vapor condensation at the
soil surface. Since VPF values were close to zero in the
early morning, vapor in the atmosphere condensed mainly
on the soil surface.
[37] Simulated soil temperatures are shown in Figure
10b where for all the simulation days, the temperature at
the soil surface was maximum around 1 pm based on the
maximum solar radiation at noon and the maximum air
temperature at 1 pm (Figure 2). The minimum temperatures
occurred around 5 am based on the minimum air tempera-
ture at 1 am and no solar radiation at night. Temperatures
at shallower depths were larger than deeper depths during
daytime and smaller in the nighttime. The daily tempera-
ture amplitudes were smaller initially, because the heat
capacity of soil was higher because of higher water con-
tents and heat depletion by evaporation was larger.
3.2.2. Diurnally Varied Subsurface Evaporation
Estimates Using the Heat Balance Method
[38] Using the same procedure as described for constant
atmospheric conditions (section 3.1.3), subsurface evapora-
tion rates were calculated using the heat balance method
(equation (1) or equation (27)) using calculations of soil
temperature and thermal properties ( and C) from simu-
lated water contents. The 1, 3, and 6 mm temperature obser-
vation grid spacings were evaluated and here we begin by
showing results from the 3 mm spacing. Figure 11a shows
spatial and temporal variation in the calculated local subsur-
face evaporation rates from heat balance (SEHB) for each of
three soil depth increments defined by the 3 mm tempera-
ture observation grid (i.e., 1.5–4.5, 4.5–7.5, and 7.5–10.5
mm). In this case, local (depth-specified)  was used for
estimating SEHB (equation (27)). During the initial 2.5 days,
SEHB was nearly zero since all of the evaporation occurred
at the soil surface or above the undetectable 1.5 mm zone.
The SEHB resulting from the 1.5–4.5 mm layer was greater
than the deeper layers from day 2.5–13.5. The SEHB from
4.5–7.5 mm began to exceed evaporation from 1.5–4.5
mm after day 13.5. The 7.5–10.5 mm zone became the
dominant layer for evaporation after day 16.5. This shifting
pattern is similar to field measurement results shown in
Heitman et al. [2008b].
[39] The total subsurface evaporation rates from the heat
balance method (TSEHB) between 1.5 mm to 100 mm are
plotted in Figure 11b as well as the total subsurface evapo-
ration rate from water balance estimates (TSEWB, equation
(26)) for all depths down to 100 mm, excluding the soil sur-
face. In Figure 11b, two TSEHB calculated using the aver-
age  and the local  are shown for comparison. From day
2.5 to 7.5, the TSEHB from with local , underestimated
TSEWB, indicating that subsurface evaporation was occur-
ring in the undetectable zone from 0 to 1.5 mm depth. After
day 7.5, TSEHB agreed well with TSEWB, suggesting that
after the drying front progresses below the undetectable
zone (i.e., below 1.5 mm depth) the heat balance method
provides reasonable estimates of subsurface evaporation
rates using local estimates of .
[40] Meanwhile, using the heat balance method with
averaged  substantially overestimated the TSEHB com-
pared with daytime estimates of TSEWB and underesti-
mated nighttime predictions compared with TSEWB. These
negative evaporation rates, also seen in Heitman et al.
[2008a, 2008b], indicate condensation occurring within the
Figure 10. Simulated (a) soil surface water flux with components of liquid- (LPF) and vapor-phase
fluxes (VPF), and (b) soil temperature change under diurnal atmospheric cycles.
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subsurface. Based on this comparison using numerical sim-
ulation, the nighttime condensation arises from averaging
of  and is virtually nonexistent when space-averaged  is
used. To illustrate this important concept in greater detail,
we focus in on the 1.5–4.5 mm soil layer between day 8
and 10 in Figure 11a and plot the temporally varying aver-
age  between 0–6 mm along with local  for 0 –3 mm
and 3–6 mm in Figure 12a. We also plot temporal variation
in the conduction component of energy (first term on the
right-hand side of equations (1) or (27)) and in the sensible
heat storage component of energy (equation (2)) for the
1.5 –4.5 mm soil layer shown in Figure 12b. Since there
was no irrigation or rainfall in this simulation, the soil pro-
file was generally drier close to the surface and wetter
deeper in the profile. Corresponding to these water content
conditions, the locally derived  between 0 and 3 mm was
smaller than the locally determined  between 3 and 6 mm,
where the largest differences occurred in the afternoon. The
averaged  naturally fell between these two local  values.
Daytime soil temperatures were maximum at the surface
and cooler in the profile (Figure 10b), generating downward
conduction heat flux. This downward conduction heat flux
was smaller using the local  than when average  was
used in calculations because average  was larger than
local  between the 0–3 mm depth. By contrast, the con-
duction heat flux going out from the layer was larger in
case of local  than average , because local  for the 3–
6 mm layer was larger than average . Because of these
conduction heat flux differences, the increase in sensible
heat within the 1.5–4.5 mm layer (Figure 12b) was much
larger for average  compared with local , resulting in
overestimation of the subsurface evaporation rate.
[41] Meanwhile during late afternoon and nighttime (i.e.,
day 8.7 – 9.3), temperature gradients were reversed and the
direction of conduction heat flux was upward to the surface.
The incoming heat flux to the layer from the lower profile
was larger in the case of local  than for average  because
local  was larger in the 3– 6 mm layer, and the outgoing
heat flux from the layer to the soil surface was smaller in
the case of local  than for the average  since local  in
the 0–3 mm layer was smaller. This created the smaller
(sometimes negative) increase in sensible heat within the
layer for the case of average  and the resulting underesti-
mation of subsurface evaporation rate. The change of sensi-
ble heat storage, S, was much smaller than the change by
conduction heat flux, which is consistent with the results of
our simulation using a constant atmospheric boundary con-
dition (Figure 8) and with field measurements presented in
Heitman et al. [2008b]. Hence, accurate determination of 
appears to be the most important component in calculations
of the heat balance method. As suggested in section 3.1.4,
using measurements of local (depth-specified)  with tri-
needle HPP or penta-needle HPP appears to significantly
improve estimation of subsurface evaporation rate using
the heat balance method.
3.2.3. Comparison of Daily Evaporation
[42] Total subsurface evaporation rate from the heat bal-
ance method were calculated for 1, 3, and 6 mm temperature
observation grids using local . Figure 13 shows the daily
total evaporation estimates (daily sum of Figure 11b) using
the heat balance method (TSEHB) as well as daily total evap-
oration based on the water balance (TSEWB) in addition to
the total daily evaporation (daily sum of Figure 11a). The
total evaporation was 0.32 cm on day 1 and decreased with
Figure 11. (a) Change in local subsurface evaporation rates under diurnal atmospheric cycles deter-
mined by the heat balance method (SEHB, equation (27)) using 3 mm temperature observation grids and
local thermal conductivity ðÞ, and (b) comparison between total subsurface evaporation rate from heat
balance (TSEHB) using average  (dotted line), using local  (solid line), and from water balance
(TSEWB, dashed line).
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time down to 0.05 cm d1 on day 20. The computed TSEWB
was smaller than the total evaporation until the 10th day
because water vaporization occurred at the soil surface as
well as within the subsurface (surface and transient evapora-
tion stage). Beyond day 10, the TSEWB was consistent with
the total evaporation (subsurface evaporation stage). The
TSEHB results were underestimated compared with TSEWB
initially because of the ‘‘undetectable zone’’. As expected,
TSEHB estimates using smaller observation grid spacing
approach the TSEWB earlier because of the smaller undetect-
able zone. Predictions of TSEHB with 1, 3, and 6 mm grid
spacing complied with TSEWB after 8, 10, and 12 days,
respectively. This result endorses the use of HPP with
smaller spacings at least near the soil surface where the
undetectable zone can be minimized, leading to more accu-
rate estimates of total subsurface evaporation rate. Although
this simulation required 10 days before all of the water va-
porization took place in the subsurface, we note that the
speed of the drying front descent will vary with soil texture
(i.e., coarse texture is faster as shown in Figure 6) and
atmospheric forcing conditions (i.e., higher wind speed,
lower humidity, or larger solar radiation increasing evapora-
tion rate). For example, in the field measurements shown in
Heitman et al. [2008b], subsurface evaporation was detected
by the heat balance method only 3 days after irrigation.
[43] Daily TSEHB with a 3 mm observation grid and
using the average  estimate is also plotted in Figure 13.
Based on the simulated soil texture, , water content and
atmospheric boundary conditions in this study, estimates of
subsurface evaporation derived using the average  were
almost double the estimate from TSEWB after 10 days (also
see Figure 11b). However, in Heitman et al. [2008b], good
agreement was shown between daily evaporation rate from
the heat balance method using a 6 mm observation grid
Figure 13. Comparison of daily evaporation obtained by total evaporation (water flux) at the soil sur-
face () and total subsurface evaporation based on a water balance (þ, TSEWB). In addition, heat balance
(TSEHB) based estimates are given for both local and average  using 3 different grid (sensor) spacings.
Figure 12. (a) Local and average thermal conductivity in the 0–6 mm depth and (b) components of sen-
sible energy change in the 1.5–4.5 mm soil layer under diurnal atmospheric cycling during days 8–10.
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with an average  estimate and the daily evaporation rates
independently measured using microlysimeter and Bowen
ratio methods. Since our simulation conditions differed
from the field conditions of Heitman et al. [2008a, 2008b]
comparisons described here are limited and readers should
be aware that additional factors not considered in simula-
tions may impact daily evaporation rate estimates under
field conditions. Therefore, results of these numerical simu-
lations and the suggestion that local  rather than average
 yield more accurate estimates of subsurface evaporation
rate from the heat balance method need to be further stud-
ied and verified with additional laboratory and field
experiments.
4. Summary
[44] In this study, the applicability and potential limita-
tions of the heat balance method for determining in situ sub-
surface soil water evaporation rate was evaluated. It was
based on measured or estimated soil temperature and ther-
mal properties using a heat-pulse probe (HPP). First, soil
temperatures, water contents, and thermal properties gener-
ated from soil water evaporation simulations under constant
atmospheric boundary condition were used to estimate
subsurface evaporation rates using the heat balance method
(SEHB). The SEHB values calculated in each soil layer,
where segregated by observation node spacing related to
what would be the temperature sensor spacing if the method
were applied experimentally. Shallower layers exhibited
larger SEHB values in the early stages of subsurface evapo-
ration while deeper layer estimates revealed smaller values
later on, corresponding to the drying front deepening and
evaporation rates decreasing with time. Since SEHB is an
indirect estimate, it was evaluated by comparing to directly
determined subsurface evaporation rate calculations from a
water balance (SEWB). Results of SEHB underestimated
those from SEWB when averaged thermal conductivity, ,
was used for heat balance calculations. This is especially
true when there is a large  gradient at the drying front (i.e.,
smaller  above and larger  below), where the average 
causes an underestimation of sensible heat increase by con-
duction heat flux in the layer. A modification using local (or
depth-specified)  instead of average  was suggested to
improve subsurface evaporation estimation. The impact of
soil thermal components on estimation of subsurface evapo-
ration rate was also investigated. The conduction phase was
shown to be the main component supplying energy for soil
water vaporization, while convection of liquid water flux
was only about 3% of the conduction phase because of the
small liquid water flux, i.e., less than 0.1 cm d1 at the dry-
ing front. Even the change in sensible heat storage compo-
nent (S in equation (1)) was negligibly small. It is
therefore obvious that accurate measurement of thermal con-
ductivity using the HPP is more critical than measurement
of heat capacity for accurate estimation of subsurface evapo-
ration using the heat balance method supported through HPP
measurements.
[45] The impacts of temperature observation grid (sensor)
spacing (1, 3, and 6 mm) and soil texture (sand, silt, and
silty clay) on subsurface evaporation estimation were also
investigated. The heat balance method includes an ‘‘unde-
tectable zone’’ within the soil profile extending from the
soil surface down to the midpoint of the first temperature
observation grid point (sensor). A key to estimating total
subsurface evaporation more accurately early on after initia-
tion of stage 2 evaporation, was to minimize the depth of
the undetectable zone and the time evaporation occurs
within it. The speed of drying front decent downward into
the soil was faster in sand than in silt and in silty clay using
similar surface boundary conditions. Corresponding to these
effects, differences between simulated total subsurface
evaporation and SEHB were smallest for sand with a 1 mm
observation grid and largest for silty clay with a 6 mm grid.
These results theoretically demonstrate that finer spacing,
(i.e., 1 mm) provides improved accuracy of subsurface
evaporation estimation than coarse (i.e., 6 mm), and there-
fore, developing a HPP with smaller temperature sensor
spacing close to the soil surface should improve measure-
ment resolution. Furthermore, the heat balance method
yields better results in coarse textured soils (sand or silt in
this study) than in finer textured soils in part because there
may be sustained evaporation (combined surface and sub-
surface) within the undetectable zone.
[46] Second, a simulation with diurnal atmospheric cy-
cling was conducted to test the applicability of the heat bal-
ance method to more field-like conditions. Calculated SEHB
values were at maximum around midday and near zero at
night corresponding to daily cycles of air temperature, rela-
tive humidity, and solar radiation. As with the constant
boundary conditions, the overlapping contributions of each
soil layer in which SEHB was computed are seen in time to
diminish in magnitude with depth. The comparison of
SEHB using average  with the water balance–based sub-
surface evaporation rate estimates (SEWB) revealed sub-
stantial overestimation during the day and underestimation
(sometimes showing negative values) at night. Again, these
discrepancies are associated with large  gradients at the
drying front. During daytime when surface temperature
was maximum and conduction heat flux direction was
downward, the sensible heat increase by conduction heat
flux was overestimated, as was soil layer subsurface evapo-
ration rate when using average . Minimum surface tem-
perature causing upward conduction heat flux at night was
associated with underestimation of sensible heat increase in
the soil layer and underestimation of evaporation rate. The
use of local  for SEHB estimates instead of average  sub-
stantially improved the agreement between SEHB and
SEWB estimates. On the basis of these simulation results,
we suggest two improvements to HPP-based estimates of
subsurface evaporation; (1) reduction of the ‘‘undetectable
zone’’ using closer temperature sensing spacing near the
surface, and (2) use of locally determined  between each
heater needle and temperature sensor needle in place of
averaging  across both sides of a heater needle. These
adjustments to the heat balance method for subsurface
evaporation should improve the accuracy of laboratory-
and field-based estimates.
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