A hypergraph is cancellative if it does not contain three sets A, B, C such that the symmetric difference of A and B is contained in C. We show that for every r ≥ 3 a cancellative r-graph H has a stability property whenever the sizes of H and the shadow of H satisfy certain inequalities. In particular, our result for r = 3 generalizes a stability theorem of Keevash and Mubayi and it shows that for every k ≡ 1 or 3 (mod 6) a 3-graph H is structurally close to a balanced blow up of a Steiner triple system on k vertices whenever the shadow density of H is close to (k − 1)/k and the edge density of H is close to (k − 1)/k 2 . Our result for r ≥ 3 extends a stability theorem of Keevash about the Kruskal-Katona theorem to cancellative hypergraphs, and also addresses an old conjecture of Bollobás about the maximum size of a cancellative r-graph.
Introduction
Let r ≥ 2 and F be a family of r-graphs. An r-graph is F-free if it does not contain any member of F as a subgraph. The Turán number ex(n, F) of F is the maximum size of an F-free r-graph on n vertices, and the Turán density of F is π(F) := lim n→∞ ex(n, F)/ n r . It is one of the central problems in extremal combinatorics to determine ex(n, F) for various families F.
Much is known about ex(n, F) when r = 2 and one the most famous results in this regard is Turán's theorem [19] , which states that for ℓ ≥ 2 the Turán number ex(n, K ℓ+1 ) is uniquely achieved by T (n, ℓ) which is the ℓ-partite graph on n vertices with the maximum number of edges. However, for r ≥ 3 determining ex(n, F), even π(F), is notoriously hard. Compared to the case r = 2, very little is known about ex(n, F) for r ≥ 3, and we refer the reader to [9] for results before 2011.
In 1960's, Katona tried to generalize Turán's theorem to 3-graphs and conjectured that the maximum size of a 3-graph on n vertices that does not contain three sets A, B, C with A△B ⊂ C is achieved by the balanced 3-partite 3-graph, i.e. every two part sizes differ by at most one. Katona's conjecture was later proved by Bollobás [1] . In order to state Bollobás' result formally let us introduce some notations.
Let r ≥ 2 and T r be the family of r-graphs with at most 2r − 1 vertices and three edges A, B, C such that A△B ⊂ C. An r-graph is cancellative iff it is T r -free. Let ℓ ≥ r and V 1 ∪ · · · ∪ V ℓ be a partition of [n] := {1, . . . , n} with each V i of size either ⌊n/ℓ⌋ or ⌈n/ℓ⌉. The generalized Turán graph T r (n, ℓ) is the collection of all r-subsets of [n] that have at most one vertex in each V i . Let t r (n, ℓ) = |T r (n, ℓ)| ∼ ℓ r (n/ℓ) r . Theorem 1.1 (Bollobás, [1] ). A cancellative 3-graph on n vertices has size at most t 3 (n, 3) , with equality only for T 3 (n, 3).
Actually the original statement of Theorem 1.3 is stronger and we refer the reader to Theorem 1.5 in [11] for details. A similar stability theorem for cancellative 4-graphs follows from Pikhurko's results in [15] .
Let H be an r-graph on n vertices. The shadow of H is
The edge density of H is d(H) := |H|/ n r and the shadow density of H is d(∂H) := |∂H|/ n r−1 . The classical Kruskal-Katona theorem gives a tight upper bound for |H| as a function of |∂H|, and we state the following technically simpler version of the Kruskal-Katona theorem which is due to Lovász. Theorem 1.4 (see Lovász [14] ). Let H be an r-graph, and suppose that |∂H| = z r−1 for some real number z ≥ r. Then |H| ≤ z r . The feasible region Ω(F) of F is the set of points (x, y) ∈ [0, 1] 2 such that there exists a sequence of F-free r-graphs (H k ) ∞ k=1 with lim k→∞ v(H k ) = ∞, lim k→∞ d(∂H k ) = x and lim k→∞ d(H k ) = y. Mubayi and the author introduced this notation recently in [12] as a way of studying the extremal properties of F-free hypergraphs that goes well beyond just the determination of π(F). In particular, we proved that Ω(F) is completely determined by a left-continuous almost everywhere differentiable function g(F) : projΩ(F) → [0, 1], where projΩ(F) = {x : ∃y ∈ [0, 1] such that (x, y) ∈ Ω(F)} , and g(F, x) = max {y : (x, y) ∈ Ω(F)} , for all x ∈ projΩ(F).
Note that for fixed r ≥ 3, the Kruskal-Katona theorem (and some other observations) implies that g(∅, x) = x r/(r−1) for all x ∈ [0, 1]. For cancellative hypergraphs, the following results were proved in [12] . In particular, for every x ∈ projΩ(T r ),
Moreover, equality holds for all x ∈ [0, (r − 1)!/r r−2 ]. Let 6N + {1, 3} denote the set of all positive integers k with k ≡ 1 or 3 (mod 6). Theorem 1.6 ( [12] ). Let H be a cancellative 3-graph on n vertices. Then |H| ≤ n 2 − 2|∂H| |∂H| 3n + 3n 2 .
In particular, g(T 3 , x) ≤ x(1 − x) for all x ∈ [0, 1]. Moreover, for every k ∈ 6N + {1, 3}, g(T 3 , (k − 1)/k) = (k − 1)/k 2 .
Theorems 1.5 and 1.6 imply that
which is a weak version of Theorem 1.1. On the other hand, for every k ∈ 6N + {1, 3} the lower bound for g(T 3 , (k − 1)/k) is given by balanced blow ups of Steiner triple systems (which will be explained in detail later), and in [12] the following problem was posed. In this paper we study the stability property of cancellative r-graphs H for r ≥ 3 when (d(∂H), d(H)) is close to ∂Ω(T r ). Our result for r ≥ 3 is an extension of a stability theorem by Keevash [8] On the other hand, studying the stability property of points in ∂Ω(F) is also helpful in understanding the local property of g(F). For example, in [12] the stability property of the the family D r (we refer the reader to [12] for the definition of D r ) was successfully applied to show that the function g(D r ) has a discontinuity. In [13] , the stability property of an M-free (we refer the reader to [13] for the definition of M) 3-graph H when (d(∂H), d(H)) is close to (5/6, 4/9) or (8/9, 4/9) was used to show that {(5/6, 4/9), (8/9, 4/9)} are (the only) global maximums of the function g(M).
Before stating our results formally let us introduce some definitions. Definition 1.9. Let r ≥ 3 and F be a family of r-graphs, (x 0 , y 0 ) ∈ Ω(F) and ǫ > 0. Let
Definition 1.10 (Graph edit distance). Let r ≥ 2 and H 1 , H 2 be two r-graphs with v(H 1 ) = v(H 2 ). The edit-distance between H 1 and H 2 , denoted by ed(H 1 , H 2 ), is the minimum integer d such that H 1 can be transformed into a copy of H 2 by removing and adding d edges.
Definition 1.11 (t-stable points). Let r ≥ 3 and F be a family of r-graphs. A point (x 0 , y 0 ) ∈ Ω(F) is said to be t-stable for t ≥ 1 if there exists m 0 and G 1 m , . . . , G t m for all integer m > m 0 such that the following holds. For every δ > 0 there exists ǫ > 0 and n 0 such that every F-free r-graph H on n ≥ n 0 vertices with
In particular, 1-stable points are called stable points. If (x 0 , y 0 ) ∈ Ω(F) is not t-stable for any t > 0, then it is called ∞-stable. Definition 1.12 (Stability number of a point). Let r ≥ 3 and F be a family of r-graphs, (x 0 , y 0 ) ∈ Ω(F). The stability number of (x 0 , y 0 ), denoted by ξ F (x 0 , y 0 ), is the minimum integer t such that (x 0 , y 0 ) is t-stable. If there is no such t, then we set ξ F (x 0 , y 0 ) = ∞.
For the case r ≥ 3 and F = ∅, Keevash [8] proved a corresponding stability theorem of Theorem 1.4. Theorem 1.13 (Keevash, [8] ). For every r ≥ 2 and δ > 0 there exists ǫ > 0 such that every r-graph H with |∂H| = z r−1 and |H| > (1 − ǫ) z r contains a set S of size ⌈z⌉ such that all but at most δn r edges of H are contained in S.
Let x ∈ [0, 1] and α = x 1/(r−1) . Let K r (n, x) be the disjoint union of a complete 3-graph on ⌈αn⌉ vertices and a set of n − ⌈αn⌉ isolated vertices. Theorem 1.13 says that for fixed r ≥ 3, for every x ∈ [0, 1], (x, g(∅, x)) ∈ Ω(∅) is stable with respects to K r (n, x).
Fix x ∈ [0, (r − 1)!/r r−2 ] and let α ′ = (xr r−2 /(r − 1)!) 1/(r−1) . The r-graph H r (n, x) is the disjoint union of T r (⌈α ′ n⌉ , r) and a set of n − ⌈α ′ n⌉ isolated vertices. Our first result extends Theorem 1.13 to cancellative hypergraphs and it shows that for every r ≥ 3, (x, g(T r , x)) ∈ Ω(T r ) is stable with respects to H r (n, x).
and y = g(T r , x). For every δ > 0 there exists ǫ > 0 and n 0 such that the following holds for all n ≥ n 0 . Suppose that H is cancellative r-graph on n vertices with (d(∂H), d(H)) ∈ B ǫ Tr (x, y). Then ed (H, H r (n, x)) < δn r . In particular, ξ Tr (x, y) = 1. A Steiner triple system (STS) on k vertices is a 3-graph on k vertices such that every pair of vertices is contained in exactly one edge. It is known that a k-vertex STS exists iff k ∈ 6N + {1, 3}. (e.g. see [20] ). Let STS(k) denote the family of all Steiner triple systems on k vertices. For example, STS(3) comprises only one 3-graph K 3 3 , STS(6) comprises of only one 3-graph, which is the Fano plane, and STS(9) comprises of only one 3-graph, which is the affine plane of order 3. For k ∈ 6N + {1, 3} let s k denote the maximum number of pairwise nonisomorphic 3-graphs in STS(k). It is known that s 3 = s 7 = s 9 = 1, s 13 = 2 (see [2] ), s 15 = 80 (see [7] ), and Keevash (see [10] and [21, 3, 4] ) proved that
Let S(n, k) be the collection of all 3-graphs on n vertices that can be obtained from a member of STS(k) by replacing each vertex by a set of size either ⌊n/k⌋ or ⌈n/k⌉ and replacing each edge by a corresponding complete 3-partite 3-graph, i.e. every 3-graph in S(n, k) is a balanced blow up of a member in STS(k). Let s(n, k) = max{|H| : H ∈ S(n, k)} and note that s(n, k) ∼ (k − 1)n 3 /(6k 2 ). Our next result shows that for every k ∈ 6N + {1, 3}, (k − 1)/k, (k − 1)/k 2 is s k -stable respects to S(n, k).
For every δ > 0 there exists ǫ > 0 and n 0 such that the following holds for all n ≥ n 0 . Suppose that H is cancellative 3-graph on n vertices with (d(∂H), d(H)) ∈ B ǫ T 3 ((k − 1)/k, (k − 1)/k 2 ). Then ed (H, G) < δn r for some G ∈ S(n, k).
Moreover, we are able to determine exactly the maximum size of a cancellative 3-graph H with n vertices and |∂H| = t 2 (n, k) when n is large. Theorem 1.16. Let k ∈ 6N + {1, 3} and n be sufficiently large. Suppose that H is a cancellative 3-graph on n vertices with |∂H| = t 2 (n, k). Then |H| ≤ s(n, k), and equality holds only if H ∈ S(n, k).
The remainder of this paper is organized as follows. In Section 2 we prove Theorem 1.14. In Section 3 we prove Theorems 1.15 and 1.16.
Stable points in ∂Ω(T r ) for all r ≥ 3
In this section we will prove the following statement, which implies Theorem 1.14.
Theorem 2.1. Let r ≥ 3 and c > 0 be a constant. For every δ > 0 there exists ǫ > 0 and n 0 such that the following holds for all n ≥ n 0 . Suppose that H is a cancellative r-graph on n vertices with |∂H| ≥ cn r−1 and |H| > (1 − ǫ) (|∂H|/r) r/(r−1) . Then, ed(H, H r (n, x)) < δn r , where x = |∂H|/ n r−1 . The proof of Theorem 2.1 contains two parts: Lemma 2.5 and Lemma 2.14. Lemma 2.5 reduces the stability of (x, g(T r , x)) to the stability of (r−1)! r r−1 , r! r r , and Lemma 2.14 shows that (r−1)! r r−1 , r! r r is 1-stable respects to T r (n, r).
For 1 ≤ i ≤ r − 1, the i-th shadow of an r-graph H is
We will omit the subscript if it is clear from context. Lemma 2.2 (e.g. see [12] 
and
The following lemma will be used intensively in our proofs (including Section 3).
Lemma 2.4. Let f : R → R be a function, δ 1 and δ 2 be two nonnegative real numbers, and S ⊂ R be a finite set.
Proof. By assumption,
which implies that |S ′ | < δ 2 |S|/(δ 1 + δ 2 ).
The next lemma reduces the proof of Theorem 2.1 to the case |∂H| ∼ n r−1 /r r−2 .
Lemma 2.5. Let r ≥ 3, c > 0 be a constant, ǫ > 0 be sufficiently small, and n be sufficiently large. Suppose that H is a cancellative r-graph on n vertices with |∂H| ≥ cn r−1 and |H| > (1 − ǫ) (|∂H|/r) r/(r−1) . Then, there exists U ⊂ V (H) with
Proof. We prove this lemma through a series of claims.
Proof of Claim 2.6. The inequalityσ ≤ |∂H| follows from Lemma 2.2, so we may focus on the lower bound forσ. It follows from our assumption and (1) that
Consequently,
Proof of Claim 2.7. First, we prove that
Suppose that (5) is not true. Then
, a contradiction. Therefore, (5) is true. Now suppose that Claim 2.7 is not true. Assume that E = {v 1 , . . . , v r } and without loss of generality we may assume that |d(v 1 ) −σ/r| ≥ (2rǫ) 1/2σ . Then
which contradicts (5) .
Suppose that (6) is not true and fix
and it follows from (3) that
a contradiction. Therefore, (6) holds for all v ∈ E, and it follows from Lemma 2.4 that
Proof of Claim 2.9. By definition, for every v ∈ E and S ∈ L v ,
Therefore, by Lemma 2.2,
Proof of Claim 2.10. Suppose this is not true and let u ∈ V (H) such that
Then, for every S ∈ L(u),
Therefore, L(u) ∩ G = ∅, and hence
which contradicts Claim 2.9.
Let U = ∂ r−2 G and note that U ⊂ V (H).
Proof of Claim 2.11. First we show that for every v ∈ U ,
Suppose that there exists u ∈ U such that (7) is not true for u. Then choose a set S ∈ G such that u ∈ S. By the definition of G,
which contradicts Claim 2.10. Therefore, (7) holds for all v ∈ U , and it follows from v∈U d(v) ≤ r|H| and Theorem 1.5 that
Proof of Claim 2.12. By assumption,
and n > r
Therefore,
Proof of Claim 2.13. It follows from Claims 2.10 and 2.12 and u∈U d H (u) ≥ r| G| that
Now we are ready to finish the proof of Lemma 2.5. First, Claims 2.11 and 2.13 imply that
On the other hand, since G ⊂ ∂(H[U ]) and G ⊂ H[U ], it follows from Claim 2.9 that
and it follows from Claim 2.12 that
Let n ′ = |U | and H ′ = H[U ]. Then Lemma 2.5 implies that
On the other hand, by Theorem 1.5,
for some sufficiently small ǫ > 0, then H is structurally close to T r (n, r). This will be used to show that ed (H ′ , T r (n ′ , r)) is small. Lemma 2.14. Let r ≥ 2. For every δ > 0 there exists ǫ > 0 and n 0 such that the following holds for all n ≥ n 0 . Suppose that H is a cancellative r-graph on n vertices with
Then ed (H, T r (n, r)) < δn r .
Proof. The proof of this lemma is by induction on r. When r = 2, this is Simonovits' stability theorem [18] . So we may assume that r ≥ 3.
Let
Proof of Claim 2.15. Since |H| > (1 − ǫ) (|∂H|/r) r/(r−1) and |∂H| > (1/r r−2 − ǫ)n r−1 , it follows from Lemma 2.5 and the proof of Claim 2.11 that there exists U ⊂ V (H) with
Proof of Claim 2.16. It is easy to see that for every v ∈ V (H), L(v) is also cancellative, so by Theorem 1.
which together with (13) gives
Claims 2.15 and 2.16 imply that |V L ∩ V L | > 1 − 130r 5 ǫ 1/2 n, and since
On the other hand,
Fix v ∈ E and let H v = L(v), and note that H v is a cancellative (r − 1)-graph. So (14) and Theorem 1.5 imply that
and (15) and (16) give
(17) and (18) imply that
Since H v is also cancellative, by (17) and Lemma 2.5, there exists
such that
Then, (19) , (20) and (21) imply that
and (17), (21) and (22) imply that
Therefore, by the induction hypothesis, there is a sufficiently small δ ′ > 0 (and we may assume that
In other words, there exists a partition U v = V 1 ∪ · · · ∪ V r−1 such that all but at most
and it is easy to see that Proof. By Claim 2.17, for every u ∈ E, all but at most (8r 2 ǫ 1/2 + δ ′ )n r−1 sets S ∈ L(u) satisfies |N (S)| ≤ |V (H) \ U u | < 1/r + 16r r+3/2 ǫ 1/2 n. Therefore, all but at most
On the other hand, |H| > (1 − ǫ) (|∂H|/r) r/(r−1) > n r /r r − ǫn r . Therefore,
Here we used δ ′ ≥ ǫ 1/2 . Now we are ready to finish the proof of Lemma 2.14. Let δ = 256r 5/2 (δ ′ ) 1/2 . Recall that we already have a partition U v = V 1 ∪ · · · ∪ V r−1 . Let V r = V (H) \ U v , and we claim that all but at most δn r edges in H have exactly one vertex in each V i . Indeed, by Claim 2.18 all but at most |∂H| − |S L | < 1 r r−2 + ǫ n r−1 − 1 − 32r r+3/2 ǫ 1/4 n r−1 r r−2 < 64r 5/2 ǫ 1/4 n r−1 sets S ∈ K satisfying |N (S)| > 1/r − (δ ′ ) 1/2 n. It follows from Claim 2.17 that at least
edges in H have exactly one vertex in each V i . Here we used |H| ≤ (|∂H|/r) r/(r−1) < n r /r r + ǫn r in the last inequality. Now we are ready to prove Theorem 2.1.
Proof of Theorem 2.1. Let H be a cancellative r-graph on n vertices that satisfies assumptions in Theorem 2.1. Let δ be obtained from Lemma 2.14 by replacing ǫ with 128r 5 ǫ 1/2 c 1/(r−1) . Let δ = 64r 5 ǫ 1/2 c 1/(r−1) + δ. Let x = |∂H|/ n r−1 and α = (xr r−2 /(r − 1)!) 1/(r−1) . First, by Lemma 2.5, there exists U ⊂ V (H) such that H ′ := H and n ′ := |U | satisfy (10), (11) , and (12) , and
Then, applying Lemma 2.14 to H ′ , we obtain ed (H ′ , T r (n ′ , r)) < δn r . Therefore,
In this section we prove Theorems 1.15 and 1.16. Let G be a graph. The clique number ω(G) of G is the largest integer ω such that there is a copy of K ω in G. For an r-graph H and S ⊂ V (H), we use H[S] to denote the induced subgraph of H on S. The following results will be used in our proofs. Theorem 3.1 (Graph removal lemma, see [5] ). For every graph F and every ǫ > 0 there exists δ > 0 such that every graph on n vertices which contains at most δn v(F ) copies of F can be made F -free by removing at most ǫn 2 edges. Theorem 3.2 (Stability of K ℓ+1 , see [6] ). Let ℓ ≥ 2 and G be a K ℓ+1 -free graph with n vertices and t 2 (n, ℓ) − m edges for some m ≥ 0. Then G contains an ℓ-partite subgraph with at least t 2 (n, ℓ) − 2m edges. 
The following algorithm will be used in the proofs.
Algorithm 1 (Withdraw cliques with threshold κ)
• Input: A 3-graph H and an integer κ.
• Initial step: Let H 0 = H, G 0 = G = ∂H, and ω 1 = ω(G 0 ). If ω 1 < κ, then terminate this algorithm. Otherwise, we repeat the following operation.
• Iteration: For i ≥ 1, if ω i < κ or G i−1 = ∅, then terminate this process. Otherwise,
• Output: A descending chain of induced subgraphs of H for some t ≥ 0, Lemma 3.4. Let H be a cancellative 3-graph on n vertices. Applying Algorithm 1 to H with threshold κ and suppose that it stops after t steps and we obtain a sequence of induced subgraphs of H, namely, H = H 0 ⊃ H 1 ⊃ · · · ⊃ H t . For every i ∈ [t] let e i denote the number of edges in G i that have at least one vertex in S i , W i = i j=1 ω j , and E i = i j=1 e j . Then, the following inequalities hold.
Proof. It follows from Lemma 3.17 that
On the other hand, by Algorithm 1, for every i ∈ [t], every vertex in T i is adjacent to at most ω i − 1 vertices in S i . Therefore, e i ≤ |T i |(ω i − 1) + ω i 2 , and hence
(ω i − 1)n = (W i − i) n.
Stability result
In this section we prove the following statement, which implies Theorem 1.15.
Theorem 3.5. Let k ∈ 6N + {1, 3} and k ≥ 3. For every δ > 0 there exists an ǫ > 0 and n 0 such that the following holds for all n ≥ n 0 . Suppose that H is a cancellative 3-graph on n vertices with |∂H| ≥ (1 − ǫ)(k − 1)n 2 /(2k) and |H| ≥ (1 − ǫ)(k − 1)n 3 /(6k 2 ). Then, H can be transformed into a subgraph of a 3-graph in S(n, k) by removing at most δn 3 edges.
The proof of Theorem 3.5 is consist of the following steps. First we show that the number of copies of K k+1 in ∂H is very small, and by Theorem 3.1, we can get a K k+1free graph ∂H ′ from ∂H by removing very few edges. Since |∂H ′ | is still very close to t 2 (n, k), by Theorem 3.2, the structure of ∂H ′ is very close to the Turán graph T 2 (n, k), and so is ∂H. The final step is to show that the structure of H is close to a 3-graph in S(n, k) using the structure of ∂H.
Proof of Theorem 3.5. We will prove Theorem 3.5 through a series of claims, and we will omit the floor and ceiling signs when they are not crucial in the proof. Let G = ∂H and e = |G|. First, we give an upper bound for e in the following claim. Claim 3.6. e < k−1 k + 4ǫ n 2 . Proof. It follows from our assumption and Theorem 3.3 that
Since k ≥ 3 and n is sufficiently large, the inequality above implies that e < 1 4
Our next claim gives an upper bound for the clique number of G. 
Since −2e 2 s + 4e − (1 − a) 2 n 2 e s is increasing in e s when e s ≤ e − (1 − a) 2 n 2 /4 and
we may substitute e s = an 2 into (27) and obtain |H| ≤ −2e 2 + (1 + a) 2 n 2 + 3(1 − a)n e − (1 + a 2 )an 4 3(1 − a)n + 3(1 − a) 2 n 2 .
Since −2e 2 + (1 + a) 2 n 2 + 3(1 − a)n e is decreasing in e when e ≥ (1 + a) 2 n 2 /4 + 3(1 − a)n/4 and
we may substitute e = (1 − ǫ)(k − 1)n 2 /(2k) into (28) and obtain
The next step is to show that the number of copies of K k+1 in G is small. If G is K k+1free, then there is nothing to prove. So we may assume that ω(G) ≥ k + 1. Applying Algorithm 1 to H with threshold k + 1. Suppose that the algorithm stops after t steps and we obtain a sequence of induced subgraphs of H, namely,
For convenience, we will keep using the notations in Algorithm 1 and Lemma 3.4.
Proof of Claim 3.8. Let β = 20k 2 ǫ and assume that W t ≥ βn. By Claim 3.7, ω i < 10kǫn for all 1 ≤ i ≤ t. So there exists t ′ < t such that βn − 10kǫn < W t ′ < βn + 10kǫn, and without loss of generality we may assume that W t = βn (since we may replace W t by W t ′ and the exact value of β is not crucial in the proof). Let x ′ = 2(e − E t )/(n − W t ) 2 and it follows from Theorem 3.3 and (25) that
Similar to the proof of Claim 3.7 and by (26), we may substitute E t = (W t − t) n into (29) and obtain
Since t ≤ W t /(k + 1) and −2n 2 t 2 + n(n + W t ) 2 − (n + 3W t )e t is increasing in t when t ≤ n(n + W t ) 2 − (n + 3W t )e /(4n 2 ), we may substitute t = W t /(k + 1) into (30) and obtain |H| ≤ (k + 1) −2(k + 1)e 2 + (k + 1)n 2 + (2k + 1)W t n + (k − 2)W 2 t e 3(k + 1) 2 (n − W t )
Since −2(k + 1) 2 e 2 + (k + 1) (k + 1)n 2 + (2k + 1)W t n + (k − 2)W 2 t e is decreasing in e when e ≥ (k + 1)n 2 + (2k + 1)W t n + (k − 2)W 2 t 4(k + 1) , we may substitute e = (1 − ǫ)(k − 1)n 2 /(2k) into (31) and obtain
a contradiction. Here we used β = 30k 2 ǫ.
Our next claim gives an upper bound for the number of copies of K k+1 in G.
Claim 3.9. The number of copies of K k+1 in G is less than 30k 2 ǫn k+1 .
Proof of Claim 3.9. Since we are applying Algorithm 1 to H with threshold k + 1, G t is K k+1 -free. So every copy of K k+1 in G has at least one vertex in V (H) \ T t . By Claim 3.8, |V (H) \ T t | = W t < 30k 2 ǫn. Therefore, the number of copies of K k+1 in G is less than 30k 2 ǫn n k < 30k 2 ǫn k+1 . By Theorem 3.1 and Claim 3.9, we can obtain a K k+1 -free graph G ′ from G by removing at most bn 2 edges, where b = b(k, ǫ) > 0 is a constant only related to k, ǫ and it is sufficiently small. In other words, G contains a K k+1 -free subgraph G ′ with at least |G| − bn 2 > (k − 1)n 2 /(2k) − (ǫ + b)n 2 edges. Therefore, by Theorem 3.2, there exists a partition V (H) = V 1 ∪ · · · ∪ V k such that at least (k − 1)n 2 /(2k) − 2(ǫ + b)n 2 edges in G have at most one vertex in each V i . Let ǫ 1 = ǫ + b,
and by Claim 3.6 and (32),
Our next step is to show that the structure of K is close to some member of S(n, k). Recall that for every {u, v} ⊂ V (K) (which equals V (H)), the neighborhoods of uv in K is
and we will omit the subscript if it is clear from context. 
which implies that n/k − 2ǫ 1/2 1 n < β < n/k + 2ǫ 1/2 1 n. The set of missing edges of K is
and it follows from Turán's theorem that
Let α(K) denote the independent number of K, i.e. α(K) is the largest integer α such that there exists an independent set S ⊂ V (K) in K with |S| = α. Our next claim gives an upper bound for α(K). Proof of Claim 3.11. Suppose that α(K) ≥ n/k + 3ǫ 1/2 1 n and let S ⊂ V (H) be an independent set in K with size α(K). Since there is no edge between S ∩ V i and S ∩ V j for all {i, j} ⊂ [k], it follows from Claim 3.10 that
which contradicts (35).
Let uv ∈ G. Since H is cancellative, it is easy to see that N H (uv) is an independent set in H, i.e. every edge in H has at most one vertex in N (uv). Therefore, N H (uv) is an independent set in K, and it follows from Claim 3.11 that |N H (uv)| < n/k + 4ǫ
Let B E = {uv ∈ K : |N K (uv)| ≤ n/(2k)}. Our next claim shows that |B E | is small. 
Our next claim shows that for each uv ∈ K most of N K (uv) is contained in some V i . Since N K (uv) is an independent set, there is no edge between N K (uv)∩ V i and N K (uv)\V i . So |M K | ≥ β(α − β), and it follows from (35) that β(α − β) < 2ǫ 1 n 2 . Therefore, β < 4ǫ 1 n 2 /α or β > α − 4ǫ 1 n 2 /α. Now, suppose that |N K (uv)| > n/ĉ and (2ǫ 1 k) −1/2 . Since
Since |N K (uv)| − 4ǫ 1ĉ n > |N K (uv)|/2, such i is unique.
Recall that the link of v ∈ V (K) in K is L K (v) = {S ⊂ V (K) : {v} ∪ S ∈ H} and d K (v) = |L K (v)|. Let ∆(K) = max v∈V (K) {d K (v)} be the maximum degree of K. Our next claim gives an upper bound for ∆(K). Proof of Claim 3.14.
Fix v ∈ V (K) and it suffices to show that d K (v) < k−1 2k 2 n 2 + 3ǫ 1/2 1 n 2 . Without loss of generality, we may assume that v ∈ V 1 . Let w ∈ N K (v) ⊂ k i=2 V i , and let d v (w) denote the degree of w in L(v). By (36), d v (w) = |N K (vw)| < n/k + 4ǫ
Our next claim gives an upper bound for |B V |. 
It is easy to that the link of every vertex in a k-vertex Steiner triple system is a matching with (k − 1)/2 edges, i.e. a graph consisting of (k − 1)/2 pairwise disjoint edges. Also, notice that a blow up of an edge is a bipartite graph. Our next claim shows that for every v ∈ V (H) \ B V , L K (v) is almost (i.e. after removing a small number of edges) consisting of (k − 1)/2 pairwise vertex disjoint bipartite graphs.
is consisting of (k − 1)/2 pairwise vertex disjoint bipartite graphs.
Proof of Claim 3.16. Fix v ∈ V (H) \ B V and without loss of generality, we may assume
Then, it follows from Lemma 2.4 that 
Therefore, by (37) and the Pigeonhole principle, there exists
) such that all vertices in U i have at least n/k − 251ǫ
and notice that
which implies that
Therefore, by Claim 3.13
So, by the Pigeonhole principle, there exists
, and a similar argument as above shows that there exists
Therefore, we can remove at most
Repeating the same argument as above, we know that members in {2, . . . , k} form (k − 1)/2 disjoint pairs {i, i ′ }, . . . , {j, j ′ } such that one can remove at most
edges from L K (v) such that the resulting graph L ′ K (v) is consist of (k − 1)/2 pairwise vertex disjoint bipartite graphs with sets of parts 
and without loss of generality, we may assume that i = 1. Since the number of differen functions ϕ : [k] → [k] that satisfy (a) and (b) is at most k!, by Pigeonhole principle and Claims 3.10 and 3.15, there exists
Define an auxiliary bipartite graph M with two parts C = V 1 and D = V i × V ϕv(i) as follows: for every a ∈ C and b ∈ D, ab is an edge in M iff b ∈ L K (a). By Claim 3.16, there exists
is consisting of (k − 1)/2 pairwise vertex disjoint bipartite graphs and
Therefore, by Claim 3.10, the induced bipartite subgraph
So by the definition of M ,
and by Claim 3.10 and Lemma 2.4, at least
In other words, there are at least n 2
. Therefore, by Claim 3.13,
edges from K such that every remaining edge {w 1 , w 2 , w 3 } satisfies that if w 1 ∈ V i and w 2 ∈ V ϕv(i) , then w 3 ∈ V 1 . Repeating the same argument as above to all pairs (j,
Repeating the argument above to V ℓ for 2 ≤ ℓ ≤ k, it is easy to see that after removing at most 290ǫ 1/2 1 k 6 n 3 edges from K, the remaining 3-graph K ′ is a subgraph of a member of S(n, k).
Exact result
In this section we will prove Theorem 1.16. The following lemma, which will be used in the proof of Theorem 1.16, is an extension of Lemma 3.17.
Given a graph G and S, T ⊂ V (G) and S ∩ T = ∅, we use G[S, T ] to denote the induced bipartite subgraph of G with the set of parts {S, T }. The idea of the proof of Theorem 1.16 is first to show that ∂H is K k+1 -free. Then, by Turán's theorem, ∂H ∼ = T 2 (n, k). Finally, we show that H is a copy of some member in S(n, k) using the structure of ∂H, and this part is basically the same as the corresponding part in the proof of Theorem 3.5. In order to keep the calculations simple, let us assume that n is a multiple of k.
Proof of Theorem 1. 16 . Let H be a cancellative 3-graph on n vertices with |∂H| = t 2 (n, k) = (k − 1)n 2 /(2k) and |H| ≥ s(n, k) = (k − 1)n 3 /(6k 2 ). It suffices to show that H ∈ S(n, k).
Let G = ∂H. Applying Algorithm 1 to H with the threshold k + 1. Suppose that the algorithm stops after t steps and we obtain a sequence of induced subgraphs of H, namely,
We will keep using the notations in Algorithm 1 and Lemma 3.4.
Our first goal is to show that G is K k+1 -free. If ω(G) = k, then we are done. So we may assume that ω(G) ≥ k + 1. Notice that ω 1 ≥ · · · ≥ ω t ≥ k and let t ′ be the largest integer such that ω t ′ ≥ k + 1. Let e = |G|. For every 1 ≤ i ≤ t let e i be the number of edges in G i−1 that have at least one vertex in S i , E i = i j=1 e j , and W i = i j=1 ω j . Claim 3.18. W t ′ < 100k(k + 1), and hence t ′ < 100k.
Proof of Claim 3.18. The proof is very similar to the proof of Claim 3.8 and in order to keep our proof short, we will omit some details in the calculations.
Similar to the proof of Claim 3.8,
Since ω i ≥ k + 1 for all 1 ≤ i ≤ t ′ , t ′ ≤ W t ′ /(k + 1). Therefore, we may substitute t ′ = W t ′ /(k + 1) into (39) and obtain |H| ≤ (k + 1) −2(k + 1)e 2 + (k + 1)n 2 + (2k + 1)
Substituting e = (k − 1)n 2 /(2k) into (40) we obtain |H| ≤ k − 1 6k 2 n 3 − (k + 1) 2 n 2 − k(k 3 + 2k 2 − k + 2)W t ′ n + 2k 3 (k + 1)W 2 t ′ W t ′ n 6k 2 (k + 1) 2 (n − W t ′ ) + 3n 2 .
If W t ′ ≥ 100k(k + 1), then the inequality above implies that |H| < (k − 1)n 3 /(6k 2 ), a contradiction. Therefore, W t ′ < 100(k + 1) and t ′ ≤ W t ′ /(k + 1) < 100k.
Our next claim gives an upper bound for |T t |.
Claim 3.19. |T t | < 20k 2 n 1/2 . Proof of Claim 3.19. First, note that G t is K k -free, so by Turán's theorem, |G t | ≤ (k − 2)|T t | 2 /(2(k − 1)). For every 1 ≤ i ≤ t, since every vertex in T i is adjacent to at most ω i − 1 vertices in S i , |G i−1 | ≤ |G i | + (ω i − 1)|T i | + ω i 2 . Therefore,
Since t − t ′ = (n − W t ′ − |T t |)/k, the inequality above and |G| = (k − 1)n 2 /(2k) imply that
which implies that |T t | < 20k 2 n 1/2 .
For every 1 ≤ i ≤ t let x i = 2|G i |/|T i | 2 . Notice that the upper bound for |H| in Theorem 1.6 has an error term 3n 3 . Our next claim improves this error term to O(n). Claim 3.20. For every t ′ ≤ i ≤ t,
Proof of Claim 3.20. We proceed by backward induction on i. When i = t, by Theorem 1.5,
Now assume that the claim is true for some i + 1 with t ′ + 1 ≤ i + 1 ≤ t and we want to show that it is also true for i. By Lemma 3.17 and the induction hypothesis,
and it suffices to show that ∆ ≥ 0. Note that |G i+1 | = |G i | − e i+1 and |T i+1 | = |T i | − k, so
We may substitute e i+1 = (k − 1)(|T i | − k) + k 2 into the inequality above and obtain
On the other hand, since G i is K k+1 -free, by Turán's theorem, we may substitute |G i | = (k − 1)|T i | 2 /(2k) into the inequality above and obtain ∆ ≥ (11k + 1)k/12 > 0. Therefore,
Claim 3.21. G is K k+1 -free.
Proof of Claim 3.21. Recall that t ′ is the largest integer such that ω t ′ ≥ k + 1 and W t ′ = t ′ i=1 ω i . So it suffices to show that t ′ = 0, i.e. W t ′ = t ′ i=1 ω i = 0. Suppose that this is not true, i.e. W t ′ > 0. By Lemma 3.4 and Claim 3.20,
and by assumption we should have ∆ ≤ 0. Substituting x t ′ = 2(e − E t ′ )/(n − W t ′ ) 2 and |T t ′ | = n − W t ′ into (41) we obtain ∆ ≥ k − 1 6k 2 n 3 − −2E 2 t ′ + 4e − (n − W t ′ ) 2 E t ′ + (n − W t ′ ) 2 e − 2e 2 3(n − W t ′ ) + t ′ e + 1201k 4 n .
Similar to the proof of Claim 3.18, we may substitute E t ′ = (W t ′ − t ′ ) n, t ′ = W t ′ /(k + 1), and e = (k − 1)n 2 /(2k) into the inequality above and obtain ∆ ≥ (k + 1) 2 n 2 − k(k 3 + 2k 2 − k + 2)W t ′ n + 2k 3 (k + 1)W 2 t ′ W t ′ n 6k 2 (k + 1) 2 (n − W t ′ ) − 1201k 4 n, which is greater than 0 when n is sufficiently large, a contradiction.
Since G is K k+1 -free and |G| = t 2 (n, k), by Turán's theorem, G ∼ = T 2 (n, k). The following claim completes the proof of Theorem 1.3. The proof of Claim 3.22 is basically the same as the corresponding part (starting from Claim 3.12) in the proof of Theorem 3.5. One may just replace ǫ 1 by 0 in the proofs and it is easy to obtain the conclusion that H ∈ S(n, k).
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