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[1] During the FETCH experiment in NW Mediterranean Sea (March and April 1998),
surface fluxes were measured on board a research vessel and on a moored buoy. To
provide the ocean surface forcing at the mesoscale, output fields of three meteorological
models (European Centre for Medium-Range Weather Forecasts (ECMWF) and Meteo-
France ARPEGE and ALADIN) were gathered as well as satellite data. To evaluate the
consistency of model fields, we compare ship measurements to the predicted radiative and
turbulent surface fluxes and to turbulent fluxes derived from analyses using a bulk
formula. We first analyze the quality of the ship bulk fluxes in terms of possible effects of
the flow distortion and of intrinsic variability as function of the integration time. The
airflow distortion over the ship is found to significantly affect fluxes, but the mean fluxes
over the experiment remain unchanged because of compensation between positive and
negative errors due to the varying apparent wind direction. Spectral analysis of the ship
time series as well as comparison of fluxes obtained by using several averaging times from
1 to 90 min show that the optimal scale for computing ship fluxes is about 20 min,
ensuring consistency with the derivation of bulk drag and exchange coefficient. These
fluxes are then taken as reference for the comparison with models and satellites. None of
the predicted radiative fluxes is consistent with ship measurements. Model turbulent fluxes
differ from each other, and the main reason is the discrepancy between modeled and
observed atmospheric features. Large discrepancies are found between predicted fluxes
and ship fluxes in strong wind conditions due to the different flux parameterization for
heat fluxes. Model bulk fluxes thus compare better to ship than predicted fluxes,
particularly during the middle period of the experiment depending on the model. On the
contrary, the Meteosat-derived downward radiative fluxes are comparable to the ship data,
and their high time sampling allows us to describe the diurnal cycle of the solar heating.
They can be used either at an instantaneous scale (comparison of the satellite flux
averaged over 0.1  0.1 with 10 min averaged ship fluxes) or at a larger scale (0.3 
0.3, 1 hour). It is shown that the surface latent heat flux, derived from a combination of
Special Sensor Microwave Imager (SSMI) brightness temperatures and sea surface
temperature (SST), as obtained from IR sensors (Advanced Very High Resolution
Radiometer (AVHRR), is of a quality similar or better to model bulk fluxes. INDEX
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1. Introduction
[2] For investigating ocean–atmosphere interactions, the
most accurate source of data is ship/buoy measurements.
However, such data do not allow investigation of the
mesoscale features, in relation with either atmospheric
structures (e.g., synoptic midlatitude perturbations and
boundary layer convective organizations) or ocean surface
structures (e.g., eddies or currents associated with a sea
surface temperature (SST) front). At larger scale, the scar-
city of in situ data makes them difficult to use in ocean–
atmosphere coupling investigations. Meteorological models
are therefore currently used for mesoscale to large-scale
studies, and efforts are ongoing to improve satellite-derived
informations. However, the consistency of these fields for
the surface energy budget remain questionable: at the global
scale, Garnier et al. [2000] have evaluated the European
JOURNAL OF GEOPHYSICAL RESEARCH, VOL. 108, NO. 0, XXXX, doi:10.1029/2001JC001207, 2003
1Centre d’Etude des Environnements Terrestre et Plane´taires (CETP)/
IPSL/Centre National de la Recherche Scientifique (CNRS), Velizy, France.
2Jet Propulsion Laboratory (JPL), Pasadena, California, USA.
3Meteo-France/Centre de Me´te´orologie Spatiale de Meteo France
(CMS), Lannion, France.
4Meteo-France/SCEM, Toulouse, France.
Copyright 2003 by the American Geophysical Union.
0148-0227/03/2001JC001207$09.00
FET X - 1
Centre for Medium-Range Weather Forecasts (ECMWF)
reanalyses, showing deficiencies in the radiative budget,
and regional errors. At the mesoscale, field campaigns offer
the opportunity to analyze the quality of model fields, as
well as testing satellite retrieval methods, in order to
produce consistent energy budgets. Nuret and Chong
[1996] compared ECMWF operational analyses with Trop-
ical Ocean-Global Atmosphere/Coupled Ocean-Atmosphere
Response Experiment (TOGA/COARE) in situ measure-
ments from ships in the equatorial Pacific ocean. They
observe errors in the wind and humidity fields. Eymard et
al. [1999] compared ECMWF surface fluxes with ship data
during the Couplage avec l’Atmosphe`re en Conditions
Hivernales/Frants and Atlantic Storm Track Experiment
(CATCH/FASTEX) in the NWAtlantic ocean, finding large
errors in the radiative fluxes, and an underestimation of
turbulent fluxes. Thus, despite the strong improvement of
meteorological models due to progresses in data assimila-
tion, increases in the horizontal and vertical resolution, and
the continuous update of physical parameterizations, pre-
dicted surface fluxes cannot be used without careful exami-
nation of their quality.
[3] However, it is difficult to get conclusions from the
numerous intercomparisons, because of the different vali-
dation methods used. Ship and buoy data are local
measurements, and depict time variations (ship displace-
ments are generally slow compared with atmospheric
systems), whereas model and satellite provide spatial
variations (the time sampling of routine model outputs is
a few hours, and often 12–24 hours for satellites). The
question to answer is then how to properly use data from
ships and buoys for validating model and satellite fields?
This problem was recently discussed during workshops of
the SEAFLUX group [Curry, 2000], and the WCRP/
SCOR workshop [Taylor, 2001]. Two major aspects enter
in this question: (1) the accuracy of fluxes derived from
these local data and (2) the optimal time/space sampling
for comparisons.
[4] To measure turbulent fluxes over the sea surface with
the best accuracy, two main methods are used: the inertial
dissipation method (IDM) [see Edson and Fairall, 1997]
and the eddy correlation method (ECM) [see Fujitani,
1981]. Although the ECM is the reference method to
compute turbulent fluxes, indirect methods are often used
because of the difficulty to correct for the platform motion,
and to accurately measure the turbulent fluctuations of
temperature and humidity. For determining the momentum
flux, the IDM has been shown to provide consistent results,
and to compare favorably with ECM [e.g., Dupuis et al.,
1999; Fairall and Larsen, 1986], without requiring correc-
tions for the platform motion. The measurement of turbulent
fluctuations of humidity in any conditions was solved by
using a microwave refractometer [Delahaye et al., 2001],
but the problem of accurately measuring temperature turbu-
lent fluctuations is still open. So, despite these progresses in
determination of turbulent fluxes, users need robust and
simple methods for estimating fluxes in order to validate
model or satellite fields using ‘‘slow’’ routine sensors. The
bulk formulae of turbulent fluxes are aimed at relating
fluxes and mean parameters through the following equa-
tions, respectively for the kinematic stress, the sensible and
latent heat flux:
t ¼ u*2 ¼ CD Ua Usð Þ
2 ð1Þ
SHF ¼ rCp CH Ua Ts Tað Þ ð2Þ
LHF ¼ rLCE Ua Qs Qað Þ ð3Þ
where Ua, Ta, and Qa are the mean wind speed, potential
temperature and specific humidity at the measurement height
(in the surface layer), Ts and Qs being the temperature and
humidity at the surface, Us is the mean current intensity,
which is generally negligible compared to the mean wind
except in some cases over strong currents, CD, CH and CE are
the drag and exchange coefficients, r is the air density, L the
latent heat constant, and Cp the specific heat of air.
[5] The drag and exchange coefficients from ship or buoy
data are derived from ECM or IDM flux calculations, as
discussed by H. Dupuis et al. (Impact of flow distortion
corrections on turbulent fluxes estimated by the inertial-
dissipation method during FETCH experiment on R/V
Atalante, submitted to Journal of Geophysical Research,
2002, hereinafter referred to as Dupuis et al., submitted
manuscript, 2002) using statistical relationships established
as function of the mean wind and stability. Since the
eighties, several bulk formulations have been proposed,
including various parameterizations for representing the
sensitivity to the wind magnitude, the sea state, and the
stability. Although the generation of bulk parameterizations
is based on scattered relationships, application of bulk
formulae to various in situ data sets is consistent and
associated with low scatter. However, Chang and Gross-
mann [1999] and Zeng et al. [1998], among others, showed
that the discrepancy between algorithms is up to 20–30% in
some cases due to the different parameterizations. Parame-
terizations used in some operational models were also tested
in these studies, and their behavior was found consistent
with other bulk algorithms.
[6] However, the accuracy on bulk fluxes depends not
only on the parameterization but also on the determination
of the mean meteorological parameters. The impact of
correcting or not for the flow distortion has to be evaluated,
and the choice of the time sampling for computing bulk
fluxes must be discussed to minimize the uncertainty on
ship bulk fluxes before using them for comparison with
other flux fields from models and satellites.
[7] With this in mind, we analyzed the fluxes derived from
mean measurements performed on a shipborne instrumented
mast during the FETCH experiment (radiative fluxes, bulk
fluxes), and compared them to operational meteorological
models and satellite-derived fluxes. In section 2, the FETCH
experiment and the ship data set are presented. The sensi-
tivity of the wind speed and bulk fluxes to the airflow
distortion, and the analysis of time sampling for estimating
bulk fluxes are discussed in section 3. The next sections are
concerned with the comparison between model and satellite
fluxes (turbulent and radiative fluxes) with ship data.
2. The FETCH Experiment and Data Sets
2.1. The Experiment
[8] The FETCH experiment was conducted in NW Med-
iterranean Sea from 13 March to 15 April 1998 [Hauser et
al., 2002]. A major objective of the experiment was to
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improve the parameterization of surface turbulent fluxes, by
using ship and buoy measurements, and by analyzing the
effect of the sea state development on fluxes. Aircraft,
satellites, and models were used to extend these measure-
ments to the scale of the experimental domain, which
covered the Gulf of Lion (from Marseille at the east to the
Cape de Creus at SW: 3.3–5.5E, 42.4–42.5N). Objec-
tives at this scale include the forcing of the oceanic circu-
lation by the atmosphere at the end of winter, the
atmospheric boundary layer structure in a coastal area and
better interpretation of spaceborne microwave remote sens-
ing in a short FETCH region.
[9] The time of the experiment was therefore chosen on
the basis of climatology to maximize the occurrence of off-
coast winds, which are frequently observed in the Gulf of
Lion: the so-called Mistral and Tramontane winds occur
when the synoptic flow is oriented from west or north (after
overpassing of a low on western Europe, or in association
with an anticyclonic system centered on the west of
Europe). They often persist for several days, with moderate
to strong wind, because of the channeling effect of moun-
tains, Pyrenees, Massif Central, and Alps, respectively at
west, NW, and NE of the area. These regional winds also
have a strong impact on the Mediterranean upper layer
mixing and convection down to deep layers.
[10] Hauser et al. [2000, 2002] present the general
meteorological and oceanic conditions during FETCH.
Three main meteorological situations may be identified:
1. The Mistral period (hereafter noted as MI) from 13 to
25 March (Julian days 73–84). The wind was mainly
northerly, with speed varying from moderate to strong (up
to 20 m s1); the weather was clear, cold and very dry; a
diurnal cycle was observed during several days, associated
with a daily modulation of the wind intensity;
2. The E/SE wind period, hereafter noted as EW, from 26
March to 4 April (days 85–94), was characterized by low
wind speed most of the time, high temperature and humidity
associated with clouds, and rain during frontal overpasses;
3. Finally, the westerly and Tramontane period, hereafter
noted as TR, from 7 to 14 April (days 97–104): westerly
flows were associated with overpassing of lows, and the
Tramontane established at the end of the period (11–14
April). Moderate to strong winds were again observed during
this period, with a progressive decrease of air temperature
and humidity.
[11] The operation plan was designed to observe the
atmosphere, surface and the sea structure from the coast
to open sea, and to cover the entire domain. Two buoys
were anchored, one of them measuring low atmosphere,
surface waves and ocean properties in the center of the
domain, at about 80 km of the coast. Measurements are
detailed by Hauser et al. [2002].
2.2. The Near Surface Meteorological Measurements
[12] The R/V L’Atalante is a 85 m ship, on which an 11 m
high instrumented mast was installed at the bow. The
meteorological mast was equipped by Centre d’Etude des
Environnements Terrestre et Plane´taires (CETP) and the
Centre National de Recherche Me´te´orologique of Meteo-
France (CNRM) with sensors mounted at a level of 17.8 m
above the mean sea level. Conventional sensors were used
to measure mean parameters: wind speed and direction
(Young propeller), air pressure, dry air temperature, relative
humidity, incident solar and IR radiation. To complement
the incoming radiation measurements, a radiation sensor
(REPS.Q7) measured the net radiative flux on a horizontal
boom fixed ahead of the bow of the ship, above the sea
surface and 8 m ahead of the ship hull. All these meteoro-
logical data as well as several data from the navigation
system of the ship (ship position, ship heading, ship speed,
etc.) and thermosalinograph data were recorded by a unique
data acquisition system. Measurements of the wind, temper-
ature, humidity, pressure were continuously made, at a
sampling rate of 10 s, then averaged over 1 min and stored
in daily files. Similarly were processed the incoming short-
wave and longwave radiative fluxes and rain rate, as well as
the SST, GPS and ship navigation parameters.
[13] The top of the mast was also equipped with sensors
for turbulent measurements: a three-axis ultrasonic ane-
mometer (R3 research HS, from Gill Instruments Ltd.),
which provides the three components of wind velocity
and the sonic temperature, and a refractometer, based on a
resonant microwave cavity to measure the refractive index
of the air and then derive the latent heat flux [Delahaye et
al., 2001]. Both instruments were synchronized, and con-
tinuously sampled at 50 Hz. An inertial navigation platform
was also mounted on the mast to acquire the ship attitude
(pitch, tilt, and roll) at the same sampling rate as for the
instruments for turbulent measurements.
3. Analysis of Bulk Fluxes Derived From Ship
Data
[14] Large and Pond [1981, 1982] and Smith [1980,
1989], among others, discussed the validity of bulk for-
mulae, and proposed parameterizations of the drag and
exchange coefficients, based on comparisons with ECM
and IDM results. Dupuis et al. (submitted manuscript, 2002)
compare various parameterizations of the drag coefficient to
the results from IDM during FETCH: all parameterizations
show an increase of CDN with the wind, but they slightly
differ from each other. Among the reasons for this
discrepancy, W. M. Drennan et al. (On the wave age
dependence of wind stress over pure wind seas, submitted
to Journal of Geophysical Research, 2002) established the
sensitivity of CDN to the wave age, showing that it is higher
in case of a ‘‘young’’ sea than for well-developed wind
waves. Such effects could explain the large scatter of the
drag and exchange coefficients derived from IDM and ECM
results, as shown by Dupuis et al. (submitted manuscript,
2002). But other causes of error and scatter when computing
turbulent fluxes come from the airflow distortion when
overpassing the ship, or inadequate sampling, sensor noise,
etc. The high importance of correcting the sonic anemom-
eter data from airflow distortion effects was evidenced by
Dupuis et al. (submitted manuscript, 2002): without correc-
tion, a significant deviation is found between the drag
coefficients derived from measurement and the Smith
[1980] bulk formula; after correction using a numerical
model described by Dupuis et al. (submitted manuscript,
2002), the difference is reduced to 2% for CDN. At high
wind, the reduced number of samples makes estimates of
the drag coefficient more inaccurate. The maximum differ-
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ence between FETCH results and the Smith [1980] results is
about 6%.
[15] The exchange coefficients are generally assumed to
be constant, but a slight increase with the wind was
observed by Dupuis et al. (submitted manuscript, 2002).
However, these apparent variations of the exchange coef-
ficients could be due to the sonic temperature noise. A
maximal error of 20% is obtained by using a constant
coefficient with respect to their results and those of R.
Pedreros et al. (Momentum and heat fluxes by eddy
correlation method on R/V L’Atalante and ASIS buoy
during FETCH experiment, submitted to Journal of Geo-
physical Research, 2002, hereinafter referred to as Pedreros
et al., submitted manuscript, 2002). Until all causes of
variation and scatter of the drag and exchange coefficients
will be ascertained, only the mean variations are to be
considered. These mean variations are nevertheless mean-
ingful, since several data sets obtained in various exper-
imental and meteorological conditions fit the same mean
laws, at least for moderate winds. Chang and Grossmann
[1999] compared various bulk formulations to ECM fluxes,
showing that the instrumental errors (initial fields error), as
well as the choice of sampling significantly contribute to the
scatter. Due to the various data sets used for deriving bulk
formulae, as well as the statistical method used for obtaining
the coefficients, the sensitivity to the wind magnitude, the
surface roughness dependence on the sea state strongly
differ [Zeng et al., 1998; Chang and Grossmann, 1999].
[16] As many comparisons have already been performed,
our purpose is not to further analyze the intrinsic difference
of bulk parameterizations, but to evaluate the impact of the
calculation method of bulk formulae on fluxes. The overall
uncertainty on bulk fluxes will have to be taken into account
when comparing with model and satellite fields. In the
following, we use a bulk algorithm described by Eymard
et al. [1999], in which the Smith [1980] parameterization is
used for the stress, the exchange coefficients are taken
constant and equal to 1.2  103 in neutral and unstable
cases, CH being changed to 0.7  103 in stable situations,
in agreement with the studies of DeCosmo et al. [1996] and
Smith [1989]. These parameterizations are within the range
of uncertainty of ECM and IDM flux calculations on the
FETCH data set by Dupuis et al. (submitted manuscript,
2002) and Pedreros et al. (submitted manuscript, 2002).
Note that the SST is a bulk temperature (in absence of an IR
radiometer), measured at depth 2.4 m. This measurement
does not induce biases in bulk flux estimate in most cases,
except possibly during a few cases observed during the EW
period. The wind speed used is from the sonic anemometer
instead of the conventional anemometers, because the air-
flow distortion effect was evaluated only for this sensor,
which is centered with respect to the ship width.
[17] Starting from the daily files with a sampling rate of
1 min, the bulk fluxes can be computed using various
procedures that will be compared in this section. They include
the airflow distortion effect, the choice of the averaging
period, and the calculation method for the mean wind speed.
3.1. Effect of the Flow Distortion on the Horizontal
Wind and Bulk Fluxes
[18] The ship was paneled, then a hydrodynamic numer-
ical model was applied for various incidence angles of the
wind with respect to the ship and for various wind speeds
(P. L. Nacass, Shipborne wind measurements corrected for
airflow distortion by computational fluid dynamics, sub-
mitted to Journal of Geophysical Research, 2002, herein-
after referred to as Nacass, submitted manuscript, 2002).
From the simulations, fifth- and fourth-degree polynomial
corrections were derived for correcting the measured hori-
zontal wind speed and its apparent direction, respectively, as
a function of the wind speed. Dupuis et al. (submitted
manuscript, 2002) discussed the relevance of this distortion
correction. They observed that the airflow distortion induces
an underestimation of the wind when facing the ship bow
(0 azimuth) and an overestimation in case of transverse
wind. The wind direction is also modified. Finally, the
streamlines are shifted upward above the ship, so the
measurement at the sensor height is linked to the undis-
turbed air properties at a lower height. This shift is close to
1.2 m (Nacass, submitted manuscript, 2002).
[19] The mean difference between the corrected and initial
wind is 0.65 m s1 for facing winds (±10), 0.13 m s1 for
directions ranging from 10 to 50, 1.21 m s1 for trans-
verse winds (50–90), and 0.1 m s1 for backward winds
(120–180). Because of the compensation between the
negative and positive errors, the mean difference between
the wind magnitudes is 0.03 m s1 over the experiment and
there is no major change in the distributions.
[20] Although the airflow distortion looks smaller for
backward apparent winds, the numerical simulation of the
distortion is less accurate for these angles (only one simu-
lation at 180), and it is probable that heating effects from
the ship are overimposed to purely dynamic effects in these
conditions.
[21] In the following sections, only ‘‘facing’’ winds are
considered, for apparent azimuth less than ±90 with respect
to the ship bow.
[22] Bulk fluxes were computed using averaged meteoro-
logical data over 10 min, to evaluate the impact of the
airflow distortion. The impact on the friction velocity is
very similar to the one on the wind, with a positive differ-
ence at low angles, and a negative difference for transverse
wind. A rather similar effect, but with more noise, is
observed on the sensible and latent heat fluxes. The mean
difference over the experiment is again very small as shows
Figure 1 (1% for u
*
and LHF, 2% for SHF), because
positive and negative errors compensate, although differ-
ences may reach up to 30–50% of the mean flux value.
Despite this small mean effect, it is therefore important to
correct for the airflow distortion before computing fluxes.
3.2. Analysis of the Sampling Interval
[23] Bulk fluxes refer to mean quantities (low rate sam-
pling), contrary to ECM and IDM, which require higher
sampling rates to capture turbulent scales (higher frequen-
cies are required for IDM than ECM). For IDM, dissipation
rates are computed in the inertial subrange. ECM requires
samples long enough to ensure that the production range is
included, since momentum production is supposed to be
small in the inertial subrange. Finkelstein and Smith [2001]
discussed the effect of the sampling duration on the ECM
flux accuracy. They concluded that an inappropriate sam-
pling duration can lead to significant errors in fluxes (10–
30% depending on the flux) because of problems with
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energy balance closure. The problem is to find the relevant
time sampling, which depends on the mean flow character-
istics. In the literature, the averaging period used for
applying bulk formula ranges from 10 min (the standard
meteorological averaging duration) up to daily and monthly
averages for climate analysis [Bumke, 1995; Fairall and
Larsen, 1986; Zhang, 1997]. However, authors concerned
with establishment and comparison of bulk formulae gen-
erally use time averages similar to the one on which they
apply ECM/IDM calculations, i.e., from 15 to 20 min to 1
hour [e.g., Bradley et al., 1991; Large and Pond, 1981,
1982]. The ‘‘classical’’ method consists of calculating mean
meteorological parameters, then computing fluxes, but there
is thus no general agreement on the averaging period for
computing fluxes. Khalsa and Businger [1977] noted that a
long averaging period can lead to an underestimation of the
mean wind, because the high wind episodes (which are the
major contributions to fluxes) are smoothed, but Esbensen
and MacPhaden [1996] claim that the classical method can
be applied confidently at monthly scale. Moreover, the
mean wind is obtained by a vector average. Jabouille et
al. [1996] noted, however, that in mesoscale convection
cases, the mean wind vector may vanish, but the flux may
be significant due to the wind convergence associated with
convective systems. For this reason, Esbensen and McPha-
den use the wind magnitude average rather than the vector
average (hereafter noted as the ‘‘module’’ method. Note
than in some bulk schemes, the free convection process
(small scale) is accounted for by introduction of a gustiness
term which increases the drag coefficient [Fairall et al.,
1996; Dupuis et al., 1997].
3.2.1. Spectral Analysis
[24] Arguments to select an averaging time could come
from spectral analysis of time series. Over land, Kaimal et
al. [1972] established the typical shape of wind component
spectra over periods no longer than 1 hour: the dissipation
subrange was observed at a normalized frequency greater
than 0.1 (the frequency is normalized using the mean wind
speed and the measurement height on a mast) and the
production subrange was observed to present a maximum
near 0.05 then decrease at larger scales (the spectral gap).
Bradley et al. [1991] and Nicholls and Readings [1981],
among others, reported similar observations even over sea.
They all limited the analysis to rather small scales, so
mesoscale structures could not be analyzed. It has been
shown by several authors as LeMone and Pennell [1976]
that secondary circulations in the marine boundary layer can
induce wind and flux structures at scales much larger than in
cases of homogeneous turbulence. These situations, which
often occur in moderate to strong wind conditions, thus
induce horizontal inhomogeneities which makes it impos-
sible to ensure the time/space scale equivalence hypothesis
except at very small scale.
[25] Using daily files, spectra were computed as function
of wave numbers over a given duration, then averaged:
samples of 128 and 256 min were tested, to evaluate the
impact of the flow trend on the mean spectrum consistency,
and to detect mesoscale structures. Only winds coming
from azimuth lower than 90 with respect to the ship bow
were considered, and flow distortion was corrected for.
Figures 2a and 2b show the mean wind spectral density for
the three main periods (MI, EW, and TR, as defined in
section 2) and over the entire experiment over 128 min. The
conversion from frequency to wave number is made by
using the mean wind within the interval. The maximum
wave number is limited to 2  103 m1 to get a significant
number of individual spectra reaching this value (depending
on the mean wind), but noise increases spectral energy at
(1–1.5)  103. The corresponding nondimensional fre-
quency is 0.02, so it is lower than the one of maximum
Figure 1. Impact of the airflow distortion correction on the
bulk fluxes. (a) Difference of u* using the corrected wind and
the initial wind as a function of the apparent wind direction.
(b) Same as (a), but for SHF. (c) Same as (a), but for LHF.
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spectral energy in Kaimal’s spectra in the production
subrange.
[26] At larger horizontal scales, relative minima corre-
spond to 5 km for MT and EW, and to 10 km for TR. They
are observed on wind and humidity spectra, and less clearly
on temperature spectra. This weaker correlation between
temperature and wind than humidity and wind in the surface
layer suggests that the thermal contrast between structures is
lower, perhaps due to the local thermal effect of the surface
at the measurement height.
[27] By taking samples of 256 min, the general shape of
spectra is altered with respect to spectra over 128 min,
because of the mean flow variations within the interval,
leading to different mean values for different durations. The
same first minimum is observed, and mesoscale peaks
appear in MI and TR cases at 20–25 km (on wind temper-
ature and humidity spectra), but not in EW period. Spectra
for the entire data set (Figure 2c) present a maximum at 1.6
km (0.01 nondimensional frequency) on the wind but not on
temperature and humidity, and a relative minimum appears
for a 5 km scale on the three parameters.
[28] This analysis suggests that 10–20 min samples (5–10
km), depending on the meanwind, should contain most of the
small-scale energy. Samples should be shorter than 30–40
min (<20–25 km) to be free of mesoscale structure effects.
3.2.2. Sensitivity of Flux Calculation on the Sampling
Time
[29] To evaluate the sensitivity of bulk calculation on
varying the averaging time, we computed them over sam-
ples ranging from 10 to 90 min. Time series of fluxes and
wind speed are indeed consistent, but small differences can
be observed between the time series for 20 and 90 min
(Figure 3). The histograms are similar to each other, as
shows Figure 4 for the entire experiment (again plotted for
20 and 90 min samples). The distributions are not Gaussian,
but right skewed and present a maximum for low values (at
4 m s1 for the wind, 0.1 m s1 for u*, at 20–30 W m
2 for
LHF, but with a secondary maximum at 250 W m2, and
near 0 for SHF. As the distributions are similar, we expect
that the mean values will compare to each other, despite
their non-Gaussian shape.
[30] Table 1 summarizes the mean results for the whole
experiment, and for each of the three major periods (MI,
EW, and TR). The first conclusion about the average values
is that the difference is small: less than 3.5 W m2 for the
latent heat flux, 1 W m2 for the sensible heat flux, and 0.1
m s1 for the friction velocity. However, there is a slight
negative trend with the averaging duration as well as on the
mean values and on the standard deviations. Fluxes com-
puted using 10–40 min samples do not significantly differ.
The decrease becomes significant for longer samples (60
and 90 min), except for TR (fluxes at 60 min do not differ
from shorter sample fluxes): by using 90 min. samples, the
underestimate of friction velocity and heat fluxes is respec-
tively 2 and 1% during MI and TR, but it reaches 3% on u*,
5% on LHF and 10% on SHF during EW, compared to the
10–30 min samples.
[31] To evaluate the possible role of organized structures,
we computed fluxes using the average of wind magnitude.
This way, convergence and divergence of the wind field does
not result in a lower value. Table 2 shows the resulting
difference in mean values over the experiment for samples of
Figure 2. Spectrum of the wind, temperature, and humidity for the three periods (MI, EW, and TR) (a) and
the whole experiment (b) for samples of 128 min each day (12 per day). (c) Same as (b), but over 256 min.
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10, 30, 60, and 90 min. The standard deviations of u*, SHF
and LHF do not significantly differ, for any of the sample
lengths. The mean difference (module vector) is negligible
for 10–30 min. It becomes about 1% for 90 min samples.
The difference is however greater for TR than the other
periods, as shows the last line in Table 2 (up to 0.11 m s1 on
the wind, 1.4 W m2 in LHF), perhaps related to the
mesoscale structures detected on spectra. The slight decrease
of fluxes with the sample duration is as well observed for 60
and 90 min samples on ‘‘module’’ fluxes, whereas it is not
significant for shorter samples. By using either the ‘‘vector’’
or the ‘‘module’’ average wind speed, the standard deviation
of the wind speed within each sample increases with the
sample length (it doubles from 10 to 90 min), showing the
effect of the flow variations within the sample.
[32] Josey et al. [1995] discussed the difference between
‘‘sampling’’ and ‘‘classical’’ methods for heat fluxes over
long time samples (1 month) by decomposing the param-
eters in the mean plus a fluctuation term, taking hourly
fluxes as references for their study. They interpreted the
positive or negative biases as the effect of synoptic flow
characteristics (positive or negative correlations between
the wind and temperature/humidity), taking into account the
variations of the exchange coefficients within the sample
duration.
[33] From the above comparison, values over 20 min can
be taken here as reference ‘‘sampling’’ fluxes. Fluxes
computed over longer samples are therefore ‘‘classical’’
estimates. The bulk parameterization used is the one of
Smith [1980], which presents a linear function with the wind
over 5 m s1 (CD = aWs + b, with a = 0.063 and b = 0.61),
and the heat exchange coefficients are taken constant (we
neglect here the few stable cases). By decomposing the
wind speed, temperature and humidity following the study
of Josey et al. [1995]:
Ua ¼ Uah i þ Ua0 ð4Þ
T ¼ Th i þ T0 ð5Þ
Q ¼ Qh i þ Q0 ð6Þ
Figure 3. Time series of u*, SHF, LHF, and wind speed
from top to bottom. Thin line, 20 min; thick line, 90 min;
triangles, 1 day.
Figure 4. Normalized histograms of u* (a), LHF (b), SHF
(c), and wind speed (d). Thin line, 20 min; thick line, 90
min.
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the stress and heat fluxes (sampling method) may be written
as:
ts ¼ CDUa2
  ¼ CDh i Uah i2þ CD 0Ua02
 þ 2 Uah i CD0Ua0h i




[34] The first term is the ‘‘classical’’ stress tc. The differ-
ence between the ‘‘sampling’’ and the ‘‘classical’’ stresses is
finally:
ts  tc ¼ 3a Wsh i þ bð Þ Ws02
 þ a Ws03  ð8Þ
Similarly, the heat flux difference can be written:
SHFs  SHFc ¼ rCH Ws0T0h i ð9Þ
and
LHFs  LHFc ¼ rLCE Ws0Q0h i ð10Þ
assuming that r is constant over the sample.
[35] Thus, the bias between the fluxes obtained for short
and long sample duration can be related to the wind
variance and the wind skewness for the stress, and to the
correlation between the wind and temperature/humidity for
heat fluxes.
[36] Using the results in Table 1, we evaluated the stress
difference for 90 min samples, compared with reference
‘‘sampling’’ values. Using either 20 min values, ts  tc fit
the variance term of (8) by less than 1% for the three periods
and the global experiment.
[37] An additional test was performed by computing also
daily fluxes using both the mean wind vector and the mean
wind module, to evaluate the consistency of applying a bulk
formula on long samples, as is usually done for climate
studies. Daily fluxes are plotted on Figure 3, evidencing the
resulting sampling, and Table 3 summarizes the results:
using the mean wind vector leads to a strong underestimate
of ‘‘classical’’ flux estimates and the mean wind speed,
except for SHS, which is overestimated with respect to the
sampling flux; using the mean module gives a less biased
wind speed and friction velocity, but heat fluxes are biased,
either positively or negatively. Again, we computed ts  tc
and the variance term in (8), using the module average for
the wind in order to avoid wind divergence effects. The
variance term is found to have a greater magnitude than the
stress difference (ts  tc  (3ahWsi + b) hWs02i is always
negative), the difference reaching 10 to 20% of the stress in
any case. Thus, the skewness term is important at the daily
scale. It should be negative to compensate for the strong
variance term. The correlation between wind and temper-
ature gradient and wind and humidity gradient are different
from each other: it is systematically negative for temper-
ature, perhaps because of the diurnal cycle in this coastal
area (sea breeze effect), whereas the correlation is either
Table 1. Analysis of the Integration Timea
Averaging Time 10 20 30 40 60 90
FETCH
Ua 8.08 8.05 8.05 8.05 8.00 7.90
SD Ua 0.45 0.54 0.62 0.68 0.77 0.89
u* 0.285 0.284 0.283 0.284 0.280 0.277
LHF 103.1 102.5 102.3 102.8 100.6 99.6
SHF 18.7 18.5 18.5 18.6 18.1 17.9
MI
Ua 9.73 9.67 9.70 9.74 9.62 9.55
SD Ua 0.56 0.67 0.76 0.82 0.91 1.03
u* 0.364 0.359 0.360 0.360 0.356 0.357
LHF 150.0 148.2 148.4 148.6 146.3 148.7
SHF 19.3 18.8 19.2 19.4 18.6 18.8
EW
Ua 5.48 547 5.44 5.44 5.42 5.35
SD Ua 0.28 0.36 0.41 0.47 0.54 0.68
u* 0.175 0.175 0.173 0.174 0.171 0.169
LHF 29.6 29.5 29.2 29.7 28.9 28.1
SHF 2.4 2.3 2.2 2.3 2.2 2.1
TR
Ua 8.65 8.65 8.60 8.58 8.60 8.48
SD Ua 0.49 0.59 0.65 0.72 0.83 0.95
u* 0.308 0.308 0.307 0.306 0.307 0.302
LHF 129.1 130.2 129.1 129.1 129.1 127.2
SHF 36.5 37.4 37.0 36.8 36.9 36.4
aMean wind velocity Ua, SD of the wind speed in each averaging interval
(SD Ua), friction velocity u*, latent and sensible heat fluxes (LHF and SHF)
for various averaging times. First four lines: whole experiment. Succeeding
lines: Mistral period, then Easterly wind, and finally Tramontane.
Table 2. Difference in Bulk Calculations by Using the Mean
Magnitude of the Wind Instead of the Mean Vector for Samples of









10 min 0.02 0.001 0.0 0.1
30 min 0.04 0.001 0.0 0.3
60 min 0.07 0.002 0.1 0.6
90 min 0.1 0.002 0.1 0.6
90 min (TR) 0.11 0.004 0.4 1.4
aCalculation is made over the whole experiment.
Table 3. Mean Wind Speed and Fluxes Obtained Over the
Experiment and for Each Main Period Using Daily Mean
Averagesa
Averaging Time 1 day (Vector) 1 day (Module) 20 min (Module)
FETCH
Ua 6.62 8.20 8.08
SD Ua 4.88 2.93 0.54
u* 0.221 0.283 0.285
LHF 84.7 98.0 102.7
SHF 20.5 22.3 18.5
MI
Ws 8.85 9.92 9.70
SD WS 5.06 3.52 0.67
u* 0.297 0.338 0.360
LHF 119.4 135.2 148.3
SHF 21.8 26.1 18.8
EW
Ws 3.76 5.42 5.49
SD WS 3.84 2.06 0.36
u* 0.121 0.171 0.176
LHF 25.8 33.7 29.6
SHF 4.4 5.6 2.3
TR
Ws 7.12 8.95 8.68
SD WS 5.3 2.95 0.59
u* 0.253 0.313 0.310
LHF 115.5 144.5 130.6
SHF 40.2 45.0 37.5
aThe mean wind vector and the mean wind magnitude are used. The third
column shows the 20 min values obtained with the module average.
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positive or negative for humidity (positive for MI, slightly
negative for EW and TR).
[38] In conclusion, this analysis shows that bulk formulae
are sensitive to the application method. As these parameter-
izations are established using samples of 15–60 min, they
should not be applied to long samples. For computing daily
fluxes, it is preferable to use the sampling method, then to
average fluxes. Using 20 min samples ensures that the bulk
formulae can be confidently applied: most of the production
subrange is taken into account, the flow can be assumed
stationary, and the fluxes obtained with the wind module do
not significantly differ from those using the mean vector
wind.
4. Comparison With Model Fluxes
4.1. The Three Models
[39] Three models are used in this comparison study:
ECMWF operational model IFS, Meteo-France global
operational model ARPEGE, and the mesoscale operational
model ALADIN.
[40] The ECMWF IFS model is a spectral model. During
the FETCH experiment, its frequency cutoff was T213, with
a Gaussian distribution with latitude, corresponding to an
approximate grid spacing of about 50 km in the FETCH
area. The atmospheric parameters are nevertheless
smoothed over adjacent points, and the actual horizontal
resolution is closer to 100 km. The lowest level is at about
17 m over surface. The time step is 30 min. The 4D-var
assimilation provides four analyses and first guesses per
day. Analyses contain all meteorological parameters derived
from assimilation. Other parameters, such as cloudiness,
rain, and surface fluxes, are computed and given in first
guesses and forecasts.
1. In the IFS model, the turbulent surface fluxes are
based on the Monin-Obukhov similarity theory. Over sea,
the roughness lengths for momentum, heat and moisture are
expressed following the study of Beljaars [1994]. At the
time of FETCH experiment, the wave model was not yet
coupled with the atmospheric model, and the Charnock
coefficient was set to 0.018 in the roughness length
expression. A free convection velocity scale is used to
represent the near surface wind induced by large eddies in
the free convection regime. The drag and exchange
coefficients increase with the wind, as shown by Zeng et
al. [1998]. Surface radiative and turbulent flux products are
integrated over the last 6 hours.
2. ARPEGE is the short-range oriented version of the
jointly developed IFS/ARPEGE NWP software package
[Courtier et al., 1991]. The vertical resolution is 31 levels
(top at 5 hPa, bottom around 17 m). The vertical integration
method is the one of ECMWF. The horizontal resolution is
varied with location [stretched geometry in spectral space
following Courtier and Geleyn, 1988], 19.0 km at the point
of maximum resolution (46.5N/2.6E) and about 20 km in
the FETCH area. The 3D-var data assimilation provides
four analyses per day and first guesses, similarly to IFS. The
surface layer and planetary boundary layer fluxes follow a
much-retuned version of Louis et al. [1981], with an
imbedded shallow convection parameterization [Geleyn,
1987]. The radiation scheme is kept very simple in order to
be called at every time step for a correct handling of the
short timescale interactions with cloud variations and the
surface diurnal cycle. 6 hour integrated fluxes are provided
in first guesses.
3. ALADIN is the extension of the IFS/ARPEGE model
to a limited area [Geleyn, 1987]. It is jointly developed and
maintained by 15 National Meteorological Services [see
ALADIN International Team, 1997]. The domain of size
2739  2739 km2 is such (in conformal Lambert geometry)
that the latitude/longitude postprocessing domain just fits
within 35–57N/11W–17E. The vertical resolution is
currently the same as for ARPEGE. The operational
ALADIN version has a mesh size of 9.5 km (half that of
ARPEGE in its central point 46.5N/2.6E). The time
integration scheme is half that of ARPEGE (8 min). The
parameterization schemes use an identical code to the one of
ARPEGE. Contrary to the previous models, there are only
two analyses per day, but forecasts are available every 3
hours. Note that there is no first guess associated (short-term
forecast), so fluxes should be obtained from the previous 12
hour forecast (integrated over 3 hours).
[41] All three models assimilated the FETCH ship sound-
ings and surface reports. Nevertheless, each observation
type is weighted, so the comparison of analyses with ship
data may be imperfect.
4.2. Comparison Method
4.2.1. Predicted Fluxes
[42] The above discussion about the relevant sampling
time for fluxes cannot apply to comparison with model
predicted fluxes, since significant synoptic evolution is
expected during their integration (6 hours for IFS and
ARPEGE, 3 for ALADIN). The ship fluxes were calculated
over 20 min samples then averaged over the respective
model integration periods. The mean ship location within
the model integration interval was determined first then the
model flux field was linearly interpolated at the ship
location.
[43] The same comparison method will be used for
radiative fluxes as for turbulent fluxes.
4.2.2. Bulk Fluxes
[44] Model errors could be due either to the flux param-
eterization or to the forecast, which also depends on all
other physical parameterizations and on data assimilation.
The use of integrated fluxes makes difficult to separate the
various possible causes (e.g., dynamic error in the advection
of synoptic systems and regional errors due to the repre-
sentation of relief in this coastal zone). To better evaluate to
model outputs, we also compared the near surface mete-
orological data, and we computed bulk fluxes using the
same parameterization as for the ship.
[45] Calculation of bulk fluxes from the models was made
using analyzed (IFS, ARPEGE) or predicted (ALADIN)
fields. As noted above, the model fields cannot be considered
as local data at the grid points, because of the implicit
smoothing induced by the spectral resolution of equations.
To calculate fluxes, we used the lowest model grid level for
IFS. The near surface extrapolated fields (at 10 m for the
wind, and 2 m for temperature and humidity) are derived
assuming a neutral profile, and they are rather far from the
ship measurement height (17.8 m). For ARPEGE and ALA-
DIN, we used interpolated fields at 20 m (level close to the
lowest model level), also close to the measurement height.
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[46] The comparison method is the following:
1. Calculation of the mean ship location over 20 min
centered at the model time. The equivalent corresponding
horizontal distance (about 15 km, for a mean wind of 8 m
s1) is close to ALADIN grid but much smaller than the IFS
grid (about 50 km).
2. Average ship fluxes over this time interval, then
interpolate model bulk fluxes at the mean ship location.
4.2.3. Comparison Analysis
[47] The comparison was performed by computing mean
differences between model and ship, standard deviations of
the difference, and correlation coefficient. The three major
periods of the FETCH campaign ware distinguished.
4.3. Results for Turbulent Fluxes
[48] The first result is that the distortion correction has a
very small effect, when averaging all cases. The only
significant impact is on u* bulk, for which biases are
reduced by 0.001 m s1 and the correlation coefficient is
increased by 0.02. Looking at the three periods, the impact
appears only for the TR period (smaller standard deviations
by 0.02 m s1, higher correlation coefficients by 0.09 on
bulk friction velocity).
[49] Table 4 gives the mean results of the comparison
between model fluxes (bulk and integrated) and ship data
(corrected for airflow distortion) for the whole experiment
and Tables 5, 6, and 7 the results for MI, EW, and TR,
respectively.
[50] The results can be analyzed as follows for each flux:
1. Sensible heat flux: over the whole experiment, the
three models are found to overestimate SHF by a few W
m2. During MI, the bias is smaller, and standard deviations
of ARPEGE and ALADIN bulk fluxes are much better than
those of integrated fluxes, whereas the comparison is similar
for bulk and integrated IFS fluxes. Biases are greater during
EW, and the same difference appears between integrated
and bulk SHF for ARPEGE and ALADIN, associated with
a poor correlation coefficient, whereas no such difference
appears during TR.
2. Latent heat flux: a contrasted result is obtained
between IFS and ARPEGE/ALADIN: the former under-
estimates LHS whereas the others overestimate it, this
behavior being associated with high standard deviations of








H (W m2) BULK 18.4 3.5 17.1 0.85
INT 6 h 19.2 6.4 15.6 0.87
LE (W m2) BULK 101.0 17.1 42.2 0.87
INT 105.6 11.5 39.5 0.87
u* (m s
1) BULK 0.284 0.066 0.106 0.81
INT 0.293 0.038 0.114 0.74
ARPEGE
H (W m2) BULK 18.4 4.4 17.2 0.85
INT 6 h 19.2 4.9 24.3 0.87
LE (W m2) BULK 101.0 +5.5 49.0 0.82
INT 105.6 41.4 55.5 0.87
u* (m s
1) BULK 0.284 0.033 0.118 0.75
INT 0.293 +0.004 0.094 0.84
ALADIN
H (W m2) BULK 18.4 8.2 13.6 0.90
INT 3 h 19.2 7.0 26.0 0.88
LE (W m2) BULK 101.0 +11.9 43.6 0.86
INT 105.6 50.9 64.4 0.88
u* (m s
1) BULK 0.284 0.012 0.108 0.80
INT 0.293 +0.015 0.099 0.84
aShip bulk fluxes are calculated over 20 min, and bulk model fluxes are
obtained by interpolating the model field (obtained using the same bulk
parameterization as for the ship) at the ship location at model time.
Integrated fluxes are those predicted by models and averaged over 6/6/3
hours for IFS, ARPEGE, and ALADIN, respectively. Corresponding ship
fluxes are obtained by averaging bulk fluxes (calculated over 20 min) over
the same duration. The model fields are interpolated at the mean ship
location during the model integration time. The ship data are corrected for
flow distortion.
Table 5. Same as in Table 4, but for the Mistral Period
Ship Flux
Bias




H (W m2) BULK 15.6 5.1 17.3 0.83
INT 15.4 8.7 16.1 0.82
LE (W m2) BULK 138.5 31.1 48.7 0.85
INT 140.5 22.5 51.9 0.78
u* (m s
1) BULK 0.349 0.085 0.120 0.79
INT 0.362 0.043 0.153 0.62
ARPEGE MI
H (W m2) BULK 15.6 3.2 15.0 0.88
INT 15.4 2.1 27.8 0.85
LE (W m2) BULK 138.5 0.1 55.9 0.78
INT 140.5 +51.6 61.3 0.86
u* (m s
1) BULK 0.349 0.060 0.125 0.74
INT 0.362 +0.002 0.094 0.87
ALADIN MI
H (W m2) BULK 15.6 5.3 14.2 0.90
INT 15.4 4.2 30.8 0.86
LE (W m2) BULK 138.5 +13.9 49.9 0.82
INT 140.5 +74.3 74.4 0.78
u* (m s
1) BULK 0.349 0.007 0.135 0.71
INT 0.362 +0.022 0.111 0.83
Table 6. Same as in Table 4, but for the East Wind Period
Ship Flux
Bias




H (W m2) BULK 3.2 2.8 4.4 0.87
INT 1.8 3.7 10.0 0.81
LE (W m2) BULK 27.5 8.7 12.2 0.87
INT 27.9 6.6 12.3 0.79
u* (m s
1) BULK 0.180 0.034 0.041 0.92
INT 0.173 0.023 0.052 0.88
ARPEGE EW
H (W m2) BULK 3.2 6.4 5.8 0.83
INT 1.8 15.8 19.7 0.40
LE (W m2) BULK 27.5 +11.9 38.1 0.07
INT 27.9 +21.3 40.6 0.18
u* (m s
1) BULK 0.180 0.002 0.085 0.85
INT 0.173 +0.016 0.087 0.76
ALADIN EW
H (W m2) BULK 3.2 9.2 6.9 0.79
INT 1.8 16.8 20.7 0.34
LE (W m2) BULK 27.5 +12.5 35.3 0.15
INT 27.9 +19.6 37.3 0.25
u* (m s
1) BULK 0.180 0.009 0.063 0.89
INT 0.173 +0.013 0.080 0.76
FET X - 10 EYMARD ET AL.: SHIP MEAN DATA FOR VALIDATING FLUX FIELDS DURING FETCH
integrated fluxes. This overestimation is greater during MI
and TR than EW, and the comparison of integrated fluxes is
much worse than for bulk fluxes: a standard deviation of
75 W m2 is found for ALADIN during MI, and there is no
significant correlation between ARPEGE/ALADIN and the
ship during EW. Figure 5 shows the bulk and integrated
time series of heat fluxes: the discrepancy of integrated
ARPEGE and ALADIN with respect to the ship is obvious
(larger variations, including strongly negative SHF), and the
weakness of EW fluxes explains the low correlation of LHF.
3. Friction velocity: over the entire experiment, IFS
underestimates u* by more than 10%, whereas ARPEGE
and ALADIN biases are of opposite signs for integrated and
bulk values. Standard deviations are rather large (40% of the
average), and correlation coefficients are lower than for heat
fluxes. They are very similar for bulk and integrated fluxes.
Better agreement with the ship is obtained with ALADIN,
particularly during MI.
[51] Looking at the comparison of mean meteorological
parameters (Figure 6) will help explain some of the above
differences: the underestimate of IFS u* is due to the
overestimate of pressure during the Mistral regime (by 3.6
hPa), and continuing until the middle of the experiment.
The wind is consequently too low. The overestimation of
LHF by ARPEGE and ALADIN is partly due to the lower
humidity during several events distributed over the experi-
ment, by more than 1g/kg. No such difference is observed in
the air temperature, but the SST, which is used in both SHF
and LHF (the surface humidity is taken as 98% of the
saturation humidity, thus directly linked to the SST)
presents biases by 0.5–1C during the experiment. The
bad correlation of ARPEGE and ALADIN LHF during EW
is due to one particular event (days 93 and 94) for which
both the model SST and the air humidity are strongly
biased.
[52] The time variation of the ship SST is due to a
combination of meteorological situations and ship distance
from the coast: the Mistral and Tramontane winds are
strong winds which cool the surface water by mixing the
upper ocean (during MI, the water was as the same
temperature within the first 100 m, i.e., the total water
layer over the continental plateau; see the paper by
Estournel et al. [2002] for details of the sea character-
istics); the EW period favored an increase of SST, due to
the lower wind and high temperature and humidity. In this
period, coastal water was warmer than open ocean water,
so the SST varied with the distance from the coast. Model
SST is taken from the Reynolds’ climatology, which is
smoothed over large scales in time and space (about 2, 8
days). Therefore, models are neither able to reproduce the
rapid changes of the SST following a strong wind event,
nor to exhibit an accurate horizontal variation near coasts.
Table 7. Same as in Table 4, but for the Tramontane Period
Ship Flux
Bias




H (W m2) BULK 34.3 +2.2 15.1 0.91
INT 37.1 4.4 14.0 0.92
LE (W m2) BULK 123.8 +1.7 35.1 0.87
INT 131.6 +2.3 30.0 0.91
u* (m s
1) BULK 0.310 0.060 0.111 0.81
INT 0.314 0.039 0.093 0.80
ARPEGE TR
H (W m2) BULK 34.3 1.4 18.8 0.84
INT 37.1 +2.0 21.6 0.88
LE (W m2) BULK 123.8 +12.4 47.5 0.76
INT 131.6 +52.9 58.9 0.84
u* (m s
1) BULK 0.310 0.010 0.128 0.70
INT 0.314 +0.014 0.105 0.75
ALADIN TR
H (W m2) BULK 34.3 11.0 17.6 0.87
INT 37.1 3.5 22.5 0.89
LE (W m2) BULK 123.8 +11.5 45.2 0.78
INT 131.6 +51.8 65.0 0.82
u* (m s
1) BULK 0.310 0.016 0.114 0.76
INT 0.314 +0.011 0.103 0.79
Figure 5. Overimposition of ship and model heat fluxes
over the experiment. Upper two panels, bulk fluxes; Bottom
panels, integrated fluxes (predicted). The ship flux is
indicated by a thick line. Diamonds, IFS; triangles,
ARPEGE; crosses, ALADIN.
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Moreover, the meteorological parameters in grid meshes
close to the coast are a mixture of land and sea properties,
inducing unrealistic results. We filtered out those meshes
which appeared ‘‘contaminated’’ by land using a threshold
on the SST horizontal gradient, so that no correlation
could be found between the SST bias and the ship
location close to the coast, but some small effects may
remain in the interpolated files when the ship is close to
the coast.
[53] This comparison of mean parameters does not
explain, however, the difference between bulk and inte-
grated heat fluxes of ARPEGE and ALADIN, which is
mainly due to the flux parameterizations: the model drag
coefficient increases with the wind, slightly stronger than
Smith’s one, improving the correlation coefficient and the
bias during MI and end of TR. The model exchange
coefficient also increases with the wind, whereas we used
a constant value. As the model humidity is too low during
MI, the model predicted latent heat flux is overestimated,
and this overestimation is correlated with the wind speed.
On the contrary, the IFS exchange coefficient is nearly
constant, so the bulk and integrated heat fluxes are close
to each other. In stable cases, bulk and integrated SHS also
differ, the three models yielding more negative values than
bulk estimates, again due to the different parameterizations.
It must be noted that bulk formulae are less certain in stable
than in unstable conditions, due to the smaller number of
observations.
[54] An additional cause of differences between bulk and
integrated fluxes could be the horizontal versus temporal
variability: due to their rather small grid mesh (25 km for
ARPEGE, 10 km for ALADIN), the ship displacement
within the 6/3 hours of flux integration may be significantly
greater than one grid spacing (the maximum ship speed is
10 knots, so the maximum displacement is about 100 km in
6 hours). This effect is maximal in the EW period, because
of the high variability of the flow over durations longer than
2 hours as noted in section 3.2. Smaller horizontal scales are
probably associated with the small timescales, making
inconsistent in some cases the approximation we made by
interpolating the model at the mean ship location during the
interval. This occurred on days 92, 93, and 97, during which
the ship displacement was greater than 1 in either latitude
or longitude within the day, explaining the large bias with
models. On the contrary, a similar displacement on days 73,
83, and 100 is not associated with a large bias (MI and TR
periods).
[55] In conclusion, the discrepancy between models and
ship turbulent fluxes is partly due to the different flux
parameterization, but errors in the meteorological fields
(wind, temperature, and humidity) and the SST, are the
major causes of difference observed during FETCH. Com-
Figure 6. Model and ship meteorological variables and SST. From top to bottom: surface pressure, SST,
air temperature, and air specific humidity. Symbols are the same as in Figure 5.
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parison with the ship is better for bulk fluxes than for
predicted fluxes, because of the use of the same bulk
formula, and because of the integration over several hours,
during which the ship displacement is sometimes greater
than the flow horizontal scale.
4.4. Comparison of Radiative Fluxes
[56] The same method was used to compare ship and
model radiative fluxes as for integrated turbulent fluxes.
The net surface solar (Snet) and longwave (Lnet) fluxes
were compared with the ship measurements. Indeed the
problem of time/space scales due to ship displacement could
also occur, since cloudiness horizontal scales may range
from about 1 km (fair weather convection) up to more
than100 km (frontal systems).
[57] Ship downward fluxes are direct measurements (with
a leveling system) which can be used confidently, but
calculating the net solar and longwave fluxes required use
of the measured SST and estimated constant values of
albedo and emissivity (0.06 and 0.97, respectively), whose
variations with the surface roughness are not well known.
Moreover, using a bulk SST instead of a skin measurement
may induce errors in case of quiet conditions with strong
diurnal cycle, by up to 1C [e.g., Donlon, 2001]. It is
therefore difficult to estimate the ship flux error.
[58] The mean results are summarized in Table 8 and
Figure 7. The MI period is characterized by clear sky most
of the time. Because of the ARPEGE and ALADIN low
humidities, the net longwave flux has a greater magnitude.
The IFS solar and longwave fluxes are more consistent, but
the correlation coefficient is lower because of a few points
at the end of the period. During EW, the solar flux is lower
due to the occurrence of clouds associated with lows.
Again, ARPEGE and ALADIN overestimate the longwave
flux magnitude, more than IFS within this period. The TR
period is not as clear as MI, because the Tramontane wind
establishes really only at the end of the period, and some
perturbations are observed. This evolution is rather badly
depicted by the three models, explaining the lower correla-
tion with the ship. In conclusion, all models overestimate
the radiative cooling, probably because of the insufficient
cloud cover. ARPEGE and ALADIN are quite similar, and
appear more biased than IFS, both in longwave and solar
flux (positive bias on the solar flux during MI and TR).
Their underestimate of humidity in the low atmosphere
further enhances the bias on the longwave flux.
[59] As ARPEGE and ALADIN mostly share the same
physical parameterizations, it is not surprising to find
similar problems. Such a systematic underestimate of radi-
ative fluxes by IFS and ARPEGE was observed in previous
comparisons with ship data [Eymard et al., 1999].
5. Comparison With Satellite Fluxes
[60] The previous section showed that meteorological
models derived radiative fluxes are far from satisfactory.
Model turbulent fluxes are of much better quality, but errors
in the analyzed meteorological and surface fields lead to
errors in bulk fluxes, whereas predicted fluxes are obtained
using parameterizations which differ from the one used for
ship data. Moreover, errors in the different fluxes are
correlated through the model physical parameterizations,
and the model run between two guesses makes them also
correlated at the successive times. Satellite retrieval meth-
ods provide an alternative approach, which might be com-
plementary with models for describing the mesoscale
surface fluxes. Nowadays, most methods to retrieve surface
fluxes over the ocean from satellites concern solar and
longwave fluxes, and the latent heat flux:
1. The retrieval of the solar flux is generally based on a
simplified radiative transfer model based on assumptions on
cloud characteristics, and ozone and water vapor profiles, to
make the method applicable to operational geostationary
satellite data following the study of Gautier et al. [1980], as
the one proposed by Le Borgne and Marsouin [1988] and
Brisson et al. [1994]. The cloud cover effect is taken into
account through empirical parameterizations accounting for
reflection and absorption.
Table 8. Comparison of Net Surface Longwave and Solar Fluxes for the Global Experiment and Each of the Major Periodsa
L Net (W m2) Bias (Model  Ship) SD Correlation Coefficient S Net (W m2) Bias (Model  Ship) SD Correlation Coefficient
Ship: 66.9 Ship: 174.2
IFS 14.2 19.3 0.63 9.9 59.1 0.95
ARPEGE 44.3 15.6 0.72 +12.2 55.3 0.96
ALADIN 43.5 16.9 0.70 +12.8 63.6 0.96
MI
Ship: 78.3 Ship: 163.5
IFS 14.6 20.3 0.46 16.9 47.4 0.97
ARPEGE 43.2 10.5 0.76 +14.5 43.1 0.98
ALADIN 41.1 9.9 0.81 +20.9 41.3 0.99
EW
Ship: 51.0 Ship: 176.5
IFS 17.6 16.3 0.62 12.0 53.5 0.96
ARPEGE 43.6 15.3 0.58 +1.1 42.2 0.97
ALADIN 43.7 16.0 0.56 0.5 58.3 0.96
TR
Ship: 68.3 Ship: 185.3
IFS 8.3 19.5 0.62 5.3 75.6 0.93
ARPEGE 43.6 19.6 0.58 +13.1 75.3 0.93
ALADIN 43.3 23.2 0.45 +9.6 85.5 0.93
aAs for turbulent fluxes, the bias between model and ship is given as well as the SD of the difference over the period and the correlation
coefficient.
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2. The longwave flux is essentially dependent on the
radiation from a shallow layer near the surface, and cloud
relevant parameters are cloud base height and temperature,
cloud cover and emissivity. The longwave flux is much
more difficult to retrieve than the solar flux retrieval using
pure satellite methods: Schmetz et al. [1986] used opera-
tional meteorological fields at 1000 and 850 hPa, and
Brisson et al. [1994] applied a bulk formula to meteor-
ological model analyses, in complement of a cloud
classification, based on Meteosat visible/IR images, to get
the cloud parameters (prescribed for each cloud type).
3. Liu [1984] established the feasibility of latent heat flux
estimate over oceans from spaceborne microwave radio-
meters, using their sensitivity to the atmospheric water
vapor content and to the surface wind, the SST being given
either by the same instrument or by an IR radiometer. Since
this first attempt, several improvements were proposed to
refine the sensitivity to the low level humidity and to apply
the method to individual satellite fields instead of monthly
means [Liu et al., 1991; Hsu and Blanchard, 1989; Curry et
al., 1999; Schultz et al., 1997]. Bourras et al. [2002a,
2002b] proposed a statistical relationship between satellite
measurements and the surface latent heat flux, established
on a global data set of ECMWF bulk fluxes and satellite
data, which does not require any space/time averaging.
[61] Contrary to model fields, satellite fields are real
instantaneous measurements in each pixel. The horizontal
spacing corresponds more or less to the horizontal spacing
of the measurements, but a multichannel radiometer as
Special Sensor Microwave Imager (SSMI) includes low
frequency channels (at 18.7 GHz) whose footprint size is
much larger than the horizontal spacing (60 and 25 km,
respectively). Thus, the minimum horizontal scale is larger
than the sampling size. Nevertheless, most of users combine
the various channels of various instruments without taking
too much care of this sampling problem.
5.1. Radiative Fluxes
[62] In this section, we compare the ship measurements
(downward fluxes) with Meteosat solar and longwave
fluxes, obtained with a 4 km and 8 km resolution respec-
tively during daytime every hour, provided by the Centre de
Me´te´orologie Spatiale de Meteo France (CMS), following
the study of Brisson et al. [1994]. As in previous compar-
isons on SEMAPHORE [Eymard et al., 1996] and CATCH
[Eymard et al., 1999], we used 1 hour averaging intervals
for ship data and 0.3 average of Meteosat data. In addition,
we tested the coincidence of Meteosat/ship data by taking
10 min/0.1. Results are summarized in Table 9 and Figure
8. The result is surprisingly good when using the 0.1
sampling, showing both the good geographic positioning of
Meteosat images, and the performance of the algorithms. In
clear sky conditions, the Meteosat solar flux fits the ship
measurements perfectly, except for sunrise and sunset, at
which a negative bias occurs (up to 50 W m2). This
situation was encountered during MI and end of TR
periods, whereas the cloudiness was greater during most
of EW and beginning of TR. In these cases, the Meteosat
Figure 7. Scatterplots of model and ship radiative fluxes.
Upper panel, longwave net flux; bottom panel, solar net
flux. Models are identified by the same symbols as in Figure
5. Linear fits are overimposed. Thick line, IFS; medium
thick line, ARPEGE; thin line, ALADIN.
Table 9. Comparison of Downward Longwave and Solar Fluxes
(Noted L# and S#) From Ship and Meteosata
Ship Bias Rms Correlation
L# (W m2)
FETCH (0.1 ) 304.2 2.1 16.6 0.85
FETCH (0.3 ) 304.0 2.2 16.8 0.85
CATCH 322.6 0.3 17.0 0.84
SEMAPHORE 370.0 4.3 15.7 0.71
S# (W m2)
FETCH (0.1) 402.0 13.3 65.8 0.95
FETCH (0.3) 403.3 12.2 60.6 0.96
CATCH 133.1 1.3 49.9 0.84
SEMAPHORE 304.5 10.6 58.1 0.95
aResults obtained for previous experiments (CATCH and SEMAPHORE)
are recalled for comparison with FETCH. For FETCH, two comparison
scales were used: 0.1 for Meteosat compared with 10 min averages from
the ship and 0.3 with 20 min.
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solar flux is either higher or lower, but there is no
associated systematic bias. The Meteosat longwave flux
error is also correlated with the cloudiness: in clear sky,
there is a small positive bias at sunrise and a small negative
bias at sunset (less than 10 W m2), and the scatter
considerably increases when clouds occur (up to ±40 W
m2 difference). Thus, the method, which combines Meteo-
sat IR and cloud classification data with ARPEGE low level
humidity, appears efficient for obtaining downward fluxes
at the mesoscale.
[63] These results confirm those obtained during CATCH.
Despite the low zenithal angle during CATCH due to the
high latitude (45) and winter season, use of an improved
cloud classification with respect to SEMAPHORE has
clearly improved the comparison.
5.2. Latent Heat Flux
[64] To retrieve the latent heat flux, two main methods are
available:
1. The first one, which follows the study of Liu [1984],
consists of retrieving the surface wind, the SST and low
level atmospheric humidity from one or several sensors,
then applying a bulk formula to get the flux. Its advantage is
that the quality of each variable may be checked before
calculating the flux. However, using the same sensor (e.g.,
SSMI) to retrieve both surface wind and specific humidity
may induce correlated errors, and the rather poor quality of
each retrieval leads to a large error on the flux. Using
different sensors (e.g., SSMI + scatterometer) adds the
problem of time/space colocation of data. This explains why
most flux retrieval proposals have focused at the monthly
scale.
2. The second one is based on the idea that sensitivity of
satellite measurements to surface fluxes is implicit, so that it
is possible to directly relate them. The difficulty in this
approach is to build a database to learn the retrieval.
Bourras et al. [2002a] showed that ECMWF global
analyzed fields, colocated with SSMI data, can be used in
this purpose. Problems with ECMWF analyses (humidity
and wind) in tropical latitudes were solved by adding TAO
data to the database. The statistical inversion uses neural
network. There is no constrain on the time/horizontal scales,
but the scatter is rather high: at global scale, the RMS of the
resulting fluxes is 35 W m2, compared with 55 W m2 for
Liu’s method. Note that these figures do not account for the
error in SSTs, which are not retrieved in the study of
Bourras et al. [2002a]. In the present study, the SST is
derived from NOAA/Advanced Very High Resolution
Radiometer (AVHRR) imaging IR radiometer, using a
standard algorithm.
[65] The two methods were evaluated using comparisons
with ship data from SEMAPHORE, CATCH, and TOGA/
COARE experiments. Due to the intrinsic sensitivity of the
microwave radiometer channels, and to the bulk formula-
tion, Bourras et al. [2002a] showed that the retrieval is
better in situations with low humidity and varying wind
than in tropical cases, with high humidity and low wind.
Despite the statistical error on retrieval, the satellite retriev-
als were shown to provide a good description of mesoscale
features, compared with model analyses [Bourras et al.,
2002b].
[66] To test these retrievals on the FETCH experiment,
we used AVHRR SST fields, associated with SSMI data
(seven channels, for frequencies 18.7–85.5 GHz). The
retrievals do not work properly in cloudy cases, so a cloud
liquid water algorithm [Ge´rard and Eymard, 1998] was
applied to eliminate them. To apply Liu’s method, the
surface wind was retrieved using the Goodberlet et al.
[1989] algorithm, and the low level humidity was retrieved
using the Schluessel et al. [1995] algorithm. The exchange
coefficient is 1.2  103.
[67] A major limitation lies in the sensitivity of micro-
wave radiometers in this frequency range to the surface
emissivity, which is very different between sea and land: it
is less than 0.5 for the sea surface, whereas it is close to
unity for land, leading to differences up to 100 K on
brightness temperatures over sea and land (e.g., 200 K over
sea and close to 300 K over land). This strong contrast
requires elimination of all data at a distance shorter than the
footprint size, for each channel. As all channels are com-
Figure 8. Time series of Meteosat and ship radiative fluxes. Upper panel, longwave downward flux;
bottom panel, solar downward flux. The ship measurements are shown by a thick line and Meteosat
retrieved fluxes by + signs.
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bined in the retrieval, elimination must be made based on
the poorest horizontal resolution (18.7 GHz, whose foot-
print size is about 60 km).
[68] Consequently, we removed all data at less than 0.3
from the coast in longitude and latitude, as shown in Figure 9,
reducing the total number of comparison points to about 50.
As in the previous comparisons, we compared ship data
averaged over 20 min with satellite retrievals, interpolated
at the ship location (the SSMI data spacing is 25 km).
[69] Results are plotted in Figure 10 for the two methods.
Both are found to correctly capture the major flux varia-
tions, but both underestimate high fluxes during MI. The
lack of comparison points during EW is due to the cloudi-
ness. Table 10 summarizes the statistical results. The bias,
standard deviation of the difference and correlation coef-
ficients are better for Bourras’ method than Liu’s.
[70] To evaluate the role of errors in SST, wind and
humidity on the flux using Liu’s method (the AVHRR
SST is also used in Bourras’), we also compared them with
the ship measurements, using the same comparison criteria.
Results are given in Table 10:
1. The AVHRR SST fits the ship rather well, since the
bias is less than 0.1C and the standard deviation is 0.4C.
Small biases occur in case of abrupt time variations. They
might be due to the time smoothing of AVHRR data over 5
days, necessary to overcome the cloud problem (no SST
estimates through clouds). As only midnight data were
available, the cloudiness is different from the one detected
from SSMI (overpasses near 6–8 am and pm).
2. The SSMI surface wind is overestimated (by 1.38 m
s1), corresponding to an error of 18 W m2 on LHF, and
the standard deviation is 2.6 m s1, which is 0.6 m s1
larger than the nominal error of the Goodberlet et al. [1989]
algorithm. There is no dependence of this error on wind
magnitude.
3. The RMS error of low level humidity estimate is 1.6 g/
kg. It has a positive bias of 1.8 g/kg, which translates into
56 W m2 in terms of flux. The time variations are
generally consistent, but the increase of humidity between
MI and EW (from 5 to 7 g/kg) is overestimated.
[71] In summary, the quality of the satellite SST is
satisfactory and cannot be the cause of satellite flux under-
estimation. Neglecting this error, the bias on Liu’s LHF is
mainly due to the overestimation of atmospheric humidity
and wind: the sum of both contributions leads to an error of
38 W m2, similar to the one observed. The bias is lower for
Bourras’ LHF than for Liu’s LHF, as was also concluded by
Bourras et al. [2002b] in other situations. The reason is that
Figure 9. Location of the ship/SSMI coincident points.
Diamonds correspond to points close to the coast (by less
than 0.3 in latitude or longitude) and eliminated because of
probable contamination of SSMI brightness temperatures by
land.
Figure 10. Comparison of ship (thick line) and SSMI fluxes using Liu’s method (stars) and Bourras’
method (squares). Negative values and anomalous fluxes were eliminated (difference higher than 200 W
m2 with respect to the ship).




(Satellite  Ship) SD
Correlation
Coefficient
Bourras’ LHF (W m2) 110.0 26.9 45.8 0.80
Liu’s LHF (W m2) 34.5 55.9 0.68
AVHRR SST (C) 13.31 0.09 0.41 0.44
SSMI 10 m wind (m s1) 8.9 1.4 2.6 0.86
SSMI 10 m humidity (k/kg) 5.9 1.8 1.6 0.55
aLHF using the methods of Bourras et al. [2002a, 2002b] and Liu [1984].
SST is used in both methods. Surface wind speed and low level humidity
are used in Liu’s method.
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the use of a direct retrieval method bypasses the different
stages of Liu’s method, and subsequently reduces the errors
in LHF. Note however that the bias of Bourras’ LHF is not
negligible, that is 27 W m2. Nevertheless, recalling the
model–ship global comparison for LHF, we found biases
ranging between 17 and +12 W m2 (bulk fluxes), and
standard deviations of the differences of about 45 W m2
(even worse using integrated fluxes). For none of the three
periods were results significantly better. Thus, the satellite
LHF retrievals are of a similar quality as models or even
better, compared with the ship estimates.
6. Conclusion
[72] In this study, we took benefit of the ship data set
taken during the FETCH experiment in March and April
1998 to analyze ship bulk fluxes and evaluate surface fluxes
from three operational meteorological models (ECMWF/
IFS, Meteo-France/ARPEGE and ALADIN).
[73] Using bulk formulae (the Smith [1980] formula for
the stress and the DeCosmo et al. [1996] formula for heat
exchange coefficients), we studied the impact of airflow
distortion and of the calculation method:
1. The airflow distortion of the mean wind was corrected
with a polynomial fit of numerical simulations performed
for various wind speeds and directions, following the study
of Dupuis et al. (submitted manuscript, 2002). The impact
of this correction was found significant when considering
individual cases (up to 0.2 m s1 for the friction velocity,
20 W m2 for the sensible heat flux and 60 W m2 for the
latent heat flux for strong transverse winds), but the
resulting mean error over the experiment is small because
positive and negative biases compensate when no filter is
applied to the wind azimuth.
2. Bulk algorithms were established using ECM or IDM,
using rather short samples (15–60 min, depending on the
author). The ‘‘classical’’ application of these formulae is
performed by averaging mean meteorological parameters
then calculating fluxes, the sample duration ranging from 10
min to 1 month in the literature. Spectral analysis of FETCH
data showed that the file sampling (1 min) corresponds to
the limit between the dissipation and the production
subrange, and a relative minimum in the spectral energy
was found for a 5–10 km scale, corresponding to about 20
min, for a 8 m s1 mean wind. Computation of the fluxes
using sampling times ranging between 10 and 90 min was
performed. The longest sampling led to lower values of the
mean wind and friction velocity by a few percents. Values
obtained using 10–30 min do not significantly differ, in
agreement with the spectral analysis. The flow trend,
depicted by the higher standard deviation of the wind
velocity within the samples, is the major cause of the bias of
mean fluxes for 90 min samples, as shown by establishing
the relationship between fluxes obtained over 20 min
(‘‘sampling’’ reference) and over 90 min (‘‘classical’’
estimate), following the study of Josey et al. [1995]. This
was confirmed by calculating fluxes using daily averages: a
strong underestimate was found on the friction velocity
compared with previous calculations by using the mean
vector average wind; using the mean wind magnitude led to
a slightly better comparison of the wind and friction
velocity, but heat fluxes were found to be biased in any
case, in agreement with the ‘‘sampling’’–‘‘classical’’
relationship for momentum and heat fluxes.
[74] Despite these differences are small compared with
the discrepancies induced by the different bulk formulae,
they must be taken into account.
[75] The second part of this study consisted of comparing
ship bulk fluxes, calculated using 20 min sampling, with
fluxes derived from the three models. Predicted fluxes are
average values over 6 hours for IFS and ARPEGE, and 3
hours for ALADIN, and bulk fluxes were calculated using
the model analyzed and predicted fields, and the same bulk
parameterization as for the ship data. Model fluxes were
interpoled at the mean ship location within the sampling
interval (20 min for bulk fluxes, 6 or 3 hours for model
predicted fluxes). The differences between bulk fluxes
could be easily interpreted as resulting from errors in the
mean meteorological fields: lower wind speed (higher
pressure) for IFS during the MI period; lower humidity
field for ARPEGE and ALADIN most of the time; errors in
the SST field for all models, due to time and space
smoothing of the SST map. The differences between ship
and predicted fluxes was found higher for heat fluxes,
including a large scatter, particularly for ARPEGE and
ALADIN: the model exchange coefficient increases with
the wind speed contrary to the ship bulk algorithm, leading
to unrealistically high fluxes during MI; in stable cases, the
model sensible heat flux is much lower than the ship one.
An additional problem was detected for EW, because of the
smaller horizontal correlation scale, making the model flux
inconsistent with the ship mean value over 3 or 6 hours
when its displacement is greater than 2–3 model grid
meshes. The mean results over the experiment are rather
satisfactory for the friction velocity, for all three models and
both bulk and predicted fluxes, indicating a good represen-
tation of the wind associated with an agreement of drag
coefficients.
[76] Comparison of predicted and ship radiative fluxes
showed strong biases due to the insufficient cloud cover in
all models. ARPEGE and ALADIN were found more biased
than IFS, perhaps because of their too dry atmosphere during
the experiment. This result confirmed previous comparisons,
showing that the question of cloud parameterization in
operational meteorological models is far from being solved.
[77] In view of the model deficiencies for both the
radiative fluxes and heat fluxes, we evaluated satellite
retrieval methods:
1. Downward radiative fluxes, derived from METEO-
SAT radiances and brightness temperatures using rather
simple algorithms [Brisson et al., 1994], were found to fit
very well the measured fluxes on the ship, even using a
small time/space window (10 min/0.1). The were found as
systematic biases at sunrise/sunset for the solar flux. On the
longwave flux, largest discrepancies were observed during
EW, when cloud occurrence was maximal. Despite the
underestimation of humidity by ARPEGE, the longwave
flux is not biased during MI (ARPEGE humidity is used in
the algorithm).
2. Since LHF retrieval has been proposed by Liu [1984],
several methods have been developed. We evaluated Liu’s
derived flux, which is based on the retrieval of the 10 m
wind and specific humidity from a microwave radiometer as
SSMI before calculating the LHF using a bulk formula, and
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the Bourras et al. [2002a, 2002b] direct retrieval of LHF
from SSMI brightness temperatures, the SST being
provided from AVHRR in both cases. Both methods were
first adjusted on a global learning database including SSMI
brightness temperatures colocated with ECMWF meteor-
ological fields and TAO buoy data. After eliminating cloudy
cases and ship data too close to the coast, for which the flux
retrieval method do not work, the obtained global agree-
ment with ship LHF is similar to model bulk fluxes.
Bourras’ method was found to better agree with ship fluxes
than Liu’s, probably because of the combined error on the
retrieved wind and specific humidity.
[78] Thus satellite flux retrievals appear as alternative to
model fields, which present systematic deficiencies of the
predicted cloud cover, and of the analyzed SST: compar-
isons from other experiments such as SEMAPHORE and
CATCH showed the poor quality of the operational model
SST in regions characterized by SST horizontal gradients
associated with currents (Azores current, North Atlantic
current). This comparison study should therefore be com-
pleted by a systematic satellite/model comparison during the
FETCH experiment, over the northwestern Mediterranean
sea, to evaluate the impact on fluxes of the identified errors.
[79] The FETCH ship flux data is thus a valuable data set
for evaluating model and satellite fluxes and meteorolog-
ical/surface variables in a coastal area, characterized by
contrasted conditions (offshore dry strong wind–moderate
wind wet atmosphere). The flux estimates (from IDM,
ECM, and bulk parameterization) are already included in
a dedicated database [Eymard et al., 2001], as well as data
from other mesoscale field campaigns in open ocean, to be
used for further studies on surface fluxes.
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