For certain complex projective manifolds (such as K3 surfaces and their higher dimensional analogues, the complex symplectic projective manifolds) the period map takes values in a locally symmetric variety of type IV. It is often an open embedding and in such cases it has been observed that the image is the complement of a locally symmetric divisor. We explain that phenomenon and get our hands on the complementary divisor in terms of geometric data.
Introduction
A period map assigns to a complex nonsingular projective variety the Hodge structure on its cohomology. One usually restricts to the primitive part of the cohomology in a fixed degree, regards this as a polarized Hodge structure and then isolates the latter from the variety by passing to its isomorphism type. This yields a map that goes from a moduli space which parameterizes varieties to a moduli space which parameterizes polarized Hodge structures. The latter is always a locally homogeneous complex manifold which comes with an invariant metric. It need not be locally symmetric, but when it is, then the period map is often a local isomorphism. Prime examples are (besides the somewhat tautological case of polarized abelian varieties) projective K3 surfaces and more generally, projective complex symplectic manifolds: the period map then takes values in a locally symmetric variety of type IV or a locally symmetric subvariety thereof (such as a ball quotient). In many of these cases, the period map can be proved to be even an open immersion and we then find ourselves immediately wondering what the complement of the image might be. It has been observed that this is almost always a locally symmetric arrangement complement, that is, the complement of a finite union of locally symmetric hypersurfaces and this was the main reason for the first author to develop a compactification technique (that generalizes the Baily-Borel theory) for such complements.
In this paper we approach the issue from the other, geometric, side, by o¤ering an explanation for the said observation (which implicitly includes a technique for characterizing the arrangement). Our main result in this direction is Corollary 2.2 which gives su‰-cient conditions for the image of a period map to be a locally symmetric arrangement complement once it is known to be an open embedding. The point is that in many cases of interest these conditions are known to be satisfied or are verified with relative ease. This is particularly so with K3 surfaces and we illustrate that with the Kulikov models and a case that was already analyzed by Kō ndo [4] , namely the quartic surfaces that arise as a cyclic cover of the projective plane along a quartic curve. But our chief motivation is to apply this to cases where the image of the period map has not yet been established, such as cubic fourfolds (whose period map takes values in a locally symmetric variety of type IV of dimension 20), and more specifically, to those that arise as a cyclic cover of P 4 along a cubic hypersurface (whose period map takes values in a locally complex hyperbolic variety of dimension 10). This last case is treated in our paper [9] .
It is worth noting that our main result also provides a criterion for the surjectivity of the period map; this refers of course to the case when it implies that the locally symmetric divisor is empty. What we like about this criterion is that it is nonintrusive: it deals with degenerations as we encounter them in nature, while leaving them untouched and, as Lemma 2.4 will testify, does not ask us to subject the degenerating family to some kind of artificial processing (of which is unpredictable how and when it will terminate).
The title of this paper is explained by the fact that almost every significant result in this paper has as a hypothesis that some period map is an open embedding. This can be hard to verify, even if we know the period map to be a local isomorphism. Nevertheless the technique developed here sometimes allows us to derive this hypothesis from much weaker assumptions (see Remarks 1.11 and 3.5) .
Finally a few details about the way this paper is organized. The first section is about polarized variations of Hodge structure 'of type IV' defined on the generic point of an irreducible variety. It begins with a simple lemma (namely 1.2), which contains one of the basic ideas on which this paper is built. We develop this idea with the help of our notion of boundary extension of a polarized variation of Hodge structure, leading up to the main results of this section, Propositions 1.10 and 1.12. Such a boundary extension yields rather precise information on the image of the classifying map of certain variations of polarized Hodge structure (also the injectivity of the classifying map is addressed, here). Section 2 brings the discussion to the geometric stage, specifically, to the setting of geometric invariant theory. It contains our main result Corollary 2.2. One can see this corollary at work in the next section, where it is applied to (families of) K3 surfaces. We here also make the connection with the classical theory of Kulikov models and we illustrate the power of the theory by applying it to the (well-understood) case of the moduli space of quartic curves. In the appendix we show that the Baily-Borel type compactifactions of locally symmetric arrangement complements come with a natural boundary extension.
In what follows a Hodge structure is always assumed to be defined over Q and if the Hodge structure is polarized, then this also applies to the polarizing form. This allows us to identify a polarized Hodge structure of weight zero with its dual. A variation of Hodge structure is not only supposed to have an underlying local system of Q-vector spaces, but the latter is also assumed to contain some unspecified (flat) Z-sublattice.
If H is a variation of Hodge structure over a complex manifold M, then we denote by F ðHÞ the Hodge flag on O an M n C M H. We use the traditional superscript Ã as the generic way to indicate the dual of an object, where of course the meaning depends on the category (which we usually do not mention since it is clear from the context). So H Ã is the C M -dual of H as a variation of Hodge structure, but F p ðHÞ Ã is the O an M -dual of F p ðHÞ.
A limit theorem for certain period maps
A local discussion. The following notion will be used throughout.
Definition 1.1. A Hodge structure of even weight 2k is said to be of type IV if it is polarized and its Hodge number h kþi; kÀi is 1 for jij ¼ 1 and 0 for jij > 1.
This implies that its quadratic form has signature ðh k; k ; 2Þ or ð2; h k; k Þ according to whether k is even or odd. Notice that tensoring with the Tate structure CðkÞ turns a weight 2k Hodge structure of type IV into a weight 0 Hodge structure of that type.
If we are only given a vector space H with Q-structure endowed with a Q-quadratic form of signature ðm; 2Þ, then to make it a weight zero Hodge structure H of type IV is to choose a complex line F 1 H H with the property that F 1 is isotropic for the quadratic form and negative definite for the Hermitian form: if a A F 1 is a generator, then we want a Á a ¼ 0 and a Á a < 0. The subset of H defined by these two conditions has two connected components, interchanged by complex conjugation. If H þ is one of these components, then the projectivization PðH þ Þ is the symmetric space for the orthogonal group of HðRÞ and is known as a symmetric domain of type IV. This explains our terminology, since PðH þ Þ classifies Hodge structures of that type.
We shall also consider situations where is given a finite group A, acting on H and a character w : A ! C Â with H w 3 H w . We then assume that the eigenspace H w meets H þ . This implies that H w and (hence also H w ) has hyperbolic signature ðm; 1Þ relative to the Hermitian form so that ðH w þ H w Þ ? is positive definite. (Conversely, if ðH w þ H w Þ ? is positive definite, then both H w and H w have hyperbolic signature and one of the two will meet H þ ; we then simply adapt H þ to this situation and replace H þ by its complex conjugate to ensure that H w X H þ 3 j.) We observe that H w is isotropic for the quadratic form, for given a; b A H w and g A A such that wðgÞ 3G1, then
The open subset H þ; w of H w defined by a Á a < 0 has as its projectivization PðH w; þ Þ a complex ball in PðH w Þ. This ball is the symmetric space of the unitary group of the Hermitian form on H w and is apparently also the classifying space for Hodge structures of type IV with a certain A-symmetry.
We now state and prove a simple lemma and discuss its consequences. Condition (ii) says that on the given principal submodule (which is generated by a 7 ! 1), the Hodge norm goes to zero at o (so that the norm on its dual goes to infinity).
Types of degeneration. We return to the situation of Lemma 1.2. Let p A B be a fixed base point and let us write H for the vector space underlying HðpÞ while retaining its Q-structure and the polarizing quadratic form. The latter has signature ðdim H À 2; 2Þ. We recall that the set of a A H with a Á a ¼ 0, a Á a < 0 has two connected components, one of which, denoted H þ , contains a generator of F 1 ðpÞ. Its projectivization PðH þ Þ is a symmetric domain for the orthogonal group of HðRÞ; it is also the domain for a classifying map of H, for we can think of P as taking values in PðH þ Þ. This is also a good occasion to recall that the boundary of PðH þ Þ in PðHÞ decomposes naturally into boundary components: a boundary component is given by a nontrivial isotropic subspace J H H defined over R (so dim J A f1; 2g): the corresponding boundary component is the PðJÞ-interior of PðJÞ X PðH þ Þ À . So if dim J ¼ 1, it is the singleton PðJÞ and if dim J ¼ 2 we get an open half space on PðJÞ. The only incidence relations between these boundary components come from inclusions: if the closure of the boundary component attached to J meets the one associated to J 0 , then J 0 H J.
Assume now that V is defined over R. We are given that there exists a sequence ða i Þ i in H þ with the lines ðCa i Þ i converging to some line F lim H H. According to Lemma 1.2 we have F lim ? V so that ½F lim A PðV ? Þ X PðH þ Þ À . The following is clear. Lemma 1.4. Let V 0 H V denote the nilspace of the quadratic form. If the image of V in ð j Ã HÞ o is defined over R, then we are in one of the following three cases:
(1) V 0 ¼ 0. Then V is positive definite, V ? has signature ðdim V ? À 2; 2Þ and PðH þ Þ X PðV ? Þ is a nonempty (totally geodesically embedded) symmetric submanifold of PðH þ Þ.
(3) dim V 0 ¼ 1 and PðV ? Þ X PðH þ Þ À is the union of the boundary components of PðH þ Þ that have PðV 0 Þ in their closure.
So in the last two cases, PðV ? Þ does not meet PðH þ Þ, but does meet its boundary. We would like to be able to say that in case (1) ½F lim A PðH þ Þ, that in the other two cases ½F lim lies in the boundary component defined by V 0 and that V is also positive semidefinite in case (3) . We shall see that we come close to fulfilling these wishes if we assume:
But then the discussion is no longer elementary, as we need to invoke the mixed Hodge theory of one-parameter degenerations. For this purpose we make a base change over the open unit disk D H C, which sends 0 to o and D Ã to B . We assume here simply that H is the fiber of a base point in the image of D Ã . Let T : H ! H denote the monodromy operator of the family over D. It is known that some positive power T k is unipotent. Since we can arrive at this situation by a finite base change, we assume that this is already the case. Now T À 1 is nilpotent (we shall see that in the present case its third power is zero) and hence N :
1 k ð1 À TÞ k is a finite sum and nilpotent also. Notice that N will be a rational element of the Lie algebra of the orthogonal group of H. If N is not the zero map, then there exist linearly independent Q-vectors e, u in H with e Á e ¼ e Á u ¼ 0 such that
Hence T lies canonically in the natural one-parameter subgroup (take w ¼ 1)
We have three cases:
Let J denote the span of e and u and J 0 the nilspace of the form restricted to J (so J 0 equals J resp. Ce in case II resp. case III). Notice that V H KerðNÞ ¼ J ? and that V Ã is a quotient of CokerðNÞ ¼ H=J.
We kill the monodromy by counteracting it as follows. A universal cover f D Ã D Ã ! D Ã of D Ã can be taken to be the upper half plane with coordinate w so that the covering projection is given by s ¼ expð2p ffiffiffiffiffiffi ffi À1 p wÞ and w 7 ! w þ 1 generates the covering group. The variation of Hodge structure over D Ã is given by a holomorphic map P : f D Ã D Ã ! PðH þ Þ with Pðw þ 1Þ ¼ TPðwÞ. Then expðÀwNÞPðwÞ only depends on s ¼ expð2p ffiffiffiffiffiffi ffi À1 p wÞ and so we get a holomorphic map f : D Ã ! PðHÞ. Schmid [11] proved that the latter extends holomorphically across 0 A D. The line F lim defines the Hodge filtration of a mixed Hodge structure H lim on H whose weight filtration is the Jacobson-Morozov filtration W defined by N. This makes N a morphism of mixed Hodge structures N : H lim ! H lim ðÀ1Þ. The pure weight subquotients are polarized with the help of N. It follows that H=J has a natural mixed Hodge structure with p J ðF lim Þ defining the Hodge filtration. In particular p J ðF lim Þ is nontrivial. Since N is the zero map in H=J, it follows that if take limits in H=J instead, we find that lim ImðwÞ!y
where p J : H ! H=J is the projection. Notice that if the image of the left-hand side under the projection H=J ! V Ã is nonzero, then it must equal F . So if in addition V Ã has a mixed Hodge structure for which H=J ! V Ã is an MHS-morphism, then its Hodge filtration is given by F .
Let us now go through the three cases.
(I) H lim is pure of weight zero and the period map factors through an analytic map D ! PðH þ Þ which takes in 0 the value ½F lim . So in this case V is positive definite and is a Hodge substructure of H lim which is pure of bidegree ð0; 0Þ. In particular, the line F H V Ã has no Hodge theoretic significance.
projects nontrivially in H=J ? G J Ã ; the latter has a Hodge structure of weight 1 and J ? =J which is pure of bidegree ð0; 0Þ. The line F H V Ã is the image of F lim in V Ã , but we cannot conclude that V Ã thus acquires a Hodge structure for which H=J ! V Ã is an MHS-morphism unless we know that
The latter is isomorphic to CðÀ1Þ and polarized by the form ðN 2 a Á bÞ. Since we have ðN 2 a Á aÞ ¼ Àðu Á uÞða Á eÞ 2 it follows that ðu Á uÞ < 0. So J is negative semidefinite and J ? is positive semidefinite (and hence so is V ). In particular, V 0 ¼ J 0 . Thus V Ã acquires a Hodge structure with ðV =V 0 Þ Ã pure of bidegree ð0; 0Þ and V Ã 0 of bidegree ð1; 1Þ.
We sum up our findings and use the occasion to make a definition:
Proposition-Definition 1.5. Assume that in the situation of Lemma 1.2, V H ð j Ã HÞ o is defined over Q and that the image of a in V Ã under evaluation in o spans a nonzero line F H V Ã . Then V is positive semidefinite and V Ã has a mixed Hodge structure characterized as follows: ðV =V 0 Þ Ã is of bidegree ð0; 0Þ, V Ã 0 has pure weight equal to its dimension and if V 0 3 0, then F ¼ F 1 ðV Ã Þ. It has the property that if we make a base change over an analytic curve D ! B whose special point goes to o and whose generic point to B , then the natural maps V ! H lim and H lim ! V Ã are morphisms of mixed Hodge structure, unless dim V 0 ¼ 1 and the base change is of type II.
If this last case never occurs, we say that V H ð j Ã HÞ o is a mixed Hodge subspace.
It is obvious that ð j Ã HÞ o itself is a mixed Hodge subspace.
A global version. Suppose now that we are given an irreducible normal variety S and a variation of polarized Hodge structure H of type IV weight zero over a Zariski open-dense subset j : S H S. Let S f H S denote the set of s A S where j Ã H has finite monodromy. This is a Zariski open subset which contains S . We put S y :¼ S À S f H S. We choose a base point p A S and let H and H þ have the same meaning as before. We have a monodromy representation p 1 ðS ; pÞ ! ðHÞ, whose image is the monodromy group G of H. It preserves H þ and defines an unramified G-coveringS S ! S on which is defined the classifying map P :S S ! PðH þ Þ. This map is G-equivariant. The G-covering S S ! S extends canonically as a ramified G-coveringS S f ! S f with normal total space. We know that the classifying map then extends as a complex-analytic G-equivariant map
Recall that the Baily-Borel theory asserts among other things that in case G is arithmetic, GnPðH þ Þ admits a natural projective completion GnPðĤ H þ Þ whose boundary is Zariski closed (so that GnPðH þ Þ is in a natural manner a quasiprojective variety). Under mild assumptions, we are in that situation: Lemma 1.6. If S is complete, H has regular singularities along S y and P :S S f ! PðH þ Þ is an open map, then G is arithmetic and P descends to an open morphism S f ! GnPðH þ Þ in the quasiprojective category.
Proof. To prove that G is arithmetic, choose an arithmetic G 0 I G (since G stabilizes a lattice, we can take for G 0 the orthogonal group of that lattice). Then P determines an analytic map S f ! G 0 nPðH þ Þ. Domain and range have algebraic compactifications (namely S and the Baily-Borel compactification G 0 nPðĤ H þ Þ) and since the singularities of this map have no essential singularities, its graph in S Â G 0 nPðĤ H þ Þ has algebraic closure. This implies that S f ! G 0 nPðH þ Þ has finite (positive) degree. Since that map factors through GnPðH þ Þ, it follows that ½G : G 0 is finite. This proves that G is arithmetic also and that P descends to an open morphism S f ! GnPðH þ Þ in the quasiprojective category. r Suppose now the variation of polarized Hodge structure H comes with a (fiberwise) action of a finite group A and let be given a non real character w : A ! C Â of A so that H w has hyperbolic signature and hence the classifying map induces a morphism taking values in PðH w; þ Þ. We then have the following counterpart of the above lemma (whose proof is similar to the case treated and therefore omitted): We are now ready to introduce the notions that are central to this paper. Definition 1.8. We call a constructible subsheaf V of j Ã H a boundary extension for ðS; HÞ if it is defined over Q, its quotient sheaf has support on S y and the image of the sheaf map
generates an invertible O S -submodule (whose restriction to S will be O S n F 1 ðHÞ Ã ) such that its (degenerating) norm defined by the polarization of H tends to zero along S y . If in addition the stalks of V define mixed Hodge subspaces of the stalks of j Ã H (in the sense of Proposition-Definition 1.5) then we say that V is the boundary extension of Hodge type. If j Ã H is a boundary extension, then we say that H is tight on S.
Clearly, a tight boundary extension is of Hodge type. We shall denote the O S -dual of the image of V in j Ã F 1 ðHÞ Ã by F. It is an extension of F 1 ðHÞ across S as a line bundle and has the property that the norm on F relative to the polarization of H tends to infinity along S y . So this reproduces the situation of Proposition-Definition 1.5 stalkwise. We shall refer to F as the Hodge bundle of the boundary extension. Remark 1.9. It can be shown that boundary Hodge extension carries in a natural manner the structure of a polarized Hodge module in the sense of M. Saito [10] . In particular, if we are given a boundary extension V of ðS; HÞ as in Definition 1.8, then we can stratify S into smooth subvarieries such that the restriction of V to every stratum is a variation of polarized mixed Hodge structure.
Let V H j Ã H be a boundary extension for ðS; HÞ. According to Lemma 1.2, for every s A S À S f , V s determines a G-orbit in the Grassmannian GrðHÞ of H. We denote by K s H GrðHÞ the collection of orthogonal complements of these subspace (which is also a G-orbit). It has a type (1, 2 or 3) according to the distinction made in Lemma 1.4. If we stratify S y into connected strata in such a manner that V is locally constant on each stratum, then s 7 ! K s is constant on strata and so K :¼ S s A SÀS f K s is a finite union of G-orbits in GrðHÞ. We decompose according to type:
The members of K 2 W K 3 do not meet H þ , whereas the collection of linear sections fPðK þ Þg K A K 1 is locally finite on PðH þ Þ, because G preserves a lattice in H (see [7] ). So if we put
It is known that for every linear subspace K A H of signature ðn; 2Þ, the image of PðK þ Þ in GnPðH þ Þ is a closed subvariety (see [7] for a proof If moreover S y is everywhere of codimension f 2 in S, F is ample and P is injective, then the C-algebra of meromorphic automorphic forms L
Proof. Under these hypotheses Lemma 1.6 applies so that the monodromy group G is arithmetic and GnP :
an open morphism of varieties. This implies that
GnP has Zariski open image and that the image of P is open-dense in PðH þ Þ.
Pass to a subsequence so that the image sequence ðs i A S f Þ i converges to some s A S. We cannot have s A S y , for then we must have a A PðKÞ for some
to Pðs sÞ and a respectively. From the fact that G acts properly discontinuously on PðH þ Þ, it follows that a subsequence of ðg i Þ i is stationary, say equal to g, so that a ¼ Pðg À1s sÞ A PðS S f Þ.
If K A K 1 is such that the image of P meets PðK þ Þ, then P meets PðK þ Þ in a nonempty open subset and hence the same is true for the image of the induced open embedding GnP : S f ! GnPðH þ Þ with regard to the image of PðK þ Þ. In this last case, it does not matter whether we use the Hausdor¤ topology or the Zariski topology. This implies that
The line bundle F is the pull-back of the automorphic line bundle L on GnPðH þ Þ. So if S y is everywhere of codim f 2 in S, then for every integer d f 0 we have an injection
If in addition P injective and F is ample, then the displayed injection is an isomorphism
The requirement that P be injective is (under the assumption that P is open) the conjunction of two conditions: that P be a local isomorphism and that P be of degree one. While it is often not di‰cult to verify the former, the latter is in general much harder to settle. Sometimes the injectivity can be established along the way if all the assumptions of Proposition 1.10 are known to be fulfilled (including the ampleness of F and the codimension condition for S y ) except that instead of P being injective, we only know it to be a local isomorphism. To explain what we mean, let us regard GnP as a rational map between two projective varieties: from S to some compactification of GnPðH ? þ Þ (for instance the Baily-Borel compactification of GnPðH þ Þ or the one we discuss below). If we are lucky enough to find a boundary point in the latter compactification such that the rational map is regular over a Hausdor¤ (or formal) neighborhood of that point and is there an isomorphism, then we may conclude that P is injective so that the last assertion of Proposition 1.10 still holds.
A natural completion of a variety of the form GnH ? þ was constructed in the two papers [7] . This completion GnPðĤ H þ Þ has the property that the automorphic line bundle on GnH ? þ extends over it as an ample line bundle (in the orbifold sense, of course), so that the completion is in fact projective. We recall its construction in the appendix and also show that it comes with a natural boundary extension of the tautological variation of type IV Hodge structure over GnH ? þ . Following Theorem 4.4 it is tight over this compactification in case the boundary of the completion is everywhere of codim f 2. The question comes up whether we get in the situation of the previous proposition the same projective completion with the same boundary extension. Presumably the answer is always yes. Here we prove this to be so under some additional hypotheses. Proof. The additional assumption and the fact that
imply that the boundary of the compactification of GnPðH þ Þ H GnPðĤ H þ Þ is of codim f 2 everywhere. Since the automorphic line bundle L on GnPðH þ Þ extends as an ample line bundle over the completion GnPðH þ Þ H GnPðĤ H þ Þ, it follows that
This shows that P induces an isomorphism S G GnPðĤ H þ Þ. The assertion concerning the boundary extension follows from Theorem 4.4. r Suppose H and its boundary extension over S come with a (fiberwise) action of a finite group A and w : A ! C Â a nonreal character so that H w has hyperbolic signature. Then we have the following counterpart of Propositions 1.10 and 1.12 (proofs are omitted since they are similar to the case treated): If moreover P is injective, S y is everywhere of codim f 2 in S and F is ample, then in fact H
If in addition the Hermitian form takes a positive value on every two-dimensional intersection of the hyperplanes of the form K w , K A K 1 , then the isomorphism S f G GnPðH w; þ Þ extends to an isomorphism of S onto the natural compactification GnPðĤ H w; þ Þ of GnPðH w; þ Þ which underlies an isomorphism of polarized variations of Hodge structure with boundary extension. In particular, the boundary extension is the direct image of the dual of H on S.
The geometric context
We begin with a definition: 
If f is projective (so that the primitive part H of R 2k f Ã f À1 O S ðkÞ j S is a polarized variation of Hodge structure), then we say that such a geometric Hodge bundle has a proper norm if (iii) the Hodge norm stays bounded on F at s, precisely when R 2k f Ã Q X j S has finite monodromy at s.
The justification of this definition is that a geometric Hodge bundle F with proper norm determines a boundary extension V f H j Ã H as follows. For every s A S, there exists a neighborhood B of s in S and a retraction r : X B ! X s which is C y -trivial over the smooth part X s; reg of X s so that we get a B-embedding i s : X s; reg Â B ! ðX B =BÞ reg in the C y -category. This embedding is unique up to B-isotopy. In particular, we have a well-defined map i s s 0 Ã : H 2k ðX s; reg ; CÞ ! H 2k ðX s 0 ; reg ; CÞ for every s 0 A B. This defines a constructible sheafṼ V f on S whose stalk at s is H 2k ðX s; reg ; CÞðÀkÞ. By means of fiber-wise Poincaré duality (or rather Verdier duality), this sheaf can also be identified with R 2ðmÀkÞ ð f reg Þ ! Cðm À kÞ. The homomorphism H Ã H j ÃṼ V f dualizes to a sheaf homomor-phismṼ V f ! j Ã H Ã G j Ã H and we let V f be the image of the latter. So the stalk V f ; s is the image of H 2k ðX s; reg ; CÞðÀkÞ in Hðs 0 Þ Ã G Hðs 0 Þ, where s 0 A S is close to s. In order that V f defines a boundary extension, we need that the image of
generates a line bundle. This is the case: that line bundle can be identified with the dual of F. The assumption that F has proper norm ensures that V f defines a boundary extension.
We now prepare for a geometric counterpart of the discussion in Section 1. If H is a variation of a polarized Hodge structure H over a quasi-projective base, then according to Deligne [2] , H is semisimple as a local system and its isotypical decomposition is one of variation of a polarized Hodge structure. In particular, the part invariant under monodromy is a polarized Hodge substructure and so is its orthogonal complement. We refer to the latter as the transcendental part of H.
Part of the preceding will be summed up by Corollary 2.2 below. We state it in such a manner that it includes the ball quotient case, but our formulation is dictated by the applications that we have in mind, rather than by any desire to optimize for generality.
Let be given (v) F j S ss can be given the structure of a geometric Hodge bundle for f S ss in degree 2k such that it has proper norm.
Then a period mapS S f ! PðH w; þ Þ is defined on the monodromy coveringS S f of S f . Since G is semisimple, the G action on S f lifts to an action ofS S f , perhaps after passing to a connected coveringG G of G such that the period map factors throughG GnS S f . We finally require:
(vi) (Torelli property) The mapG GnS S f ! PðH w; þ Þ through which the period map factors is an open embedding. Corollary 2.2. Under these assumptions the monodromy group G of H w is arithmetic in its unitary resp. orthogonal group. The collection hyperplanes of H w that appear as the kernel of a member of the natural G-orbit of maps H w ! H 2k ðX s; reg ; CÞ w , where s A S ss À S f has a closed orbit in S ss , and which meet H w; þ (that is, are of type 1) make up a G-arrangement whose associated arrangement complement PðH w; þ Þ H PðH w; þ Þ is the exact image of the period map so that there results an isomorphism GnS f G GnPðH w; þ Þ. If dim S f 3 (or f2 in case l f 3), then the associated boundary extension of H over S ss is tight.
Proof. It is known that a variation of polarized Hodge structure of geometric origin has regular singularities. Since GnnS ss ¼ Proj The conditions (i)-(iv) and (vi) of Corollary 2.2 are often easily checked in practice or are known to hold-it is usually the verification of (v) that requires work. This motivates the following definition. Definition 2.3. Let X H P N be a projective variety of pure dimension m and k a positive integer e m such that X admits a projective smoothing in P N whose general fiber has cohomology in degree 2k of type IV. We shall call a one dimensional subspace F H H 2k ðX reg ; CÞ a residual Hodge line if every such smoothing admits a geometric Hodge bundle in degree 2k which has F as closed fiber (this F will be unique, of course). If in addition, the geometric Hodge bundle has proper norm, then we say that X is a boundary variety in dimension 2k and call ðX ; F Þ a boundary pair in degree 2k.
A smoothing of such a boundary variety will have a type. Mixed Hodge theory allows us to read o¤ this type from the pair ðX ; F Þ without any reference to a smoothing: Lemma 2.4. Let ðX ; F Þ be a boundary pair in degree 2k and let wðF Þ be such that F embeds in the weight 2k þ wðF Þ subquotient of H 2k ðX reg ; CÞ. Then wðF Þ A f0; 1; 2g and the type of any smoothing is wðF Þ þ 1 (in Roman notation).
Proof. If f : ðX; X Þ ! ðD; 0Þ is a projective smoothing of any projective variety X over the unit disk, then we have a natural map H 0 ðD Ã ; R f Ã Q X Þ ! H ðX reg ; QÞ, and hence also a map H 0 ð f D Ã D Ã ; R f Ã Q X Þ ! H ðX reg ; QÞ. It is known that if we give H 0 ð f D Ã D Ã ; R f Ã Q X Þ the limiting mixed Hodge structure and H ðX reg ; QÞ the usual mixed Hodge structure, then this becomes an MHS-morphism. This fact, combined with the discussion following Lemma 1.4 leading up to the three cases I, II and III immediately yields the assertion. r
Examples
If in the setting of Corollary 2.2 the general fiber is a K3-surface (and k ¼ 1), then a logical choice for F is f Ã o X=S and (v) then boils down to the statement that for s A S ss , a generator of H 0 ðX s ; o X s Þ defines a nonzero class in H 2 ðX s; reg ; CÞ and does not lift as a regular form to a resolution of X s . However, this last condition tends to be always fulfilled:
Proposition 3.1. Let X be a projective surface with H 1 ðX ; O X Þ ¼ 0 and with trivial dualizing sheaf o X . Then every smoothing of X is a K3 surface. A generator of o X is square integrable on X precisely when X is a K3 surface with only rational double point singularities (so that X is smoothable with finite local monodromy group).
Proof. A smoothing of X will be a surface with vanishing irregularity and trivial dualizing sheaf and hence is a K3 surface.
Assume now that a generator of o X is square integrable on X . We first show that X has isolated singularities. If not, then a general hyperplane section has a Gorenstein curve singularity with the property that a generator of its dualizing module is regular on the normalization. But this is impossible, since the quotient of the two modules has dimension equal to the Serre invariant, which vanishes only in the absence of a singularity. Since X has only isolated singularities, then these must be normal in view of the fact that X has no embedded components and H 1 ðX ; O X Þ ¼ 0. According to Laufer [5] , the square integrability of a is then equivalent to X having only rational double points as singularities. Then X has a minimal resolutionX X with H 1 ðX X ; OX X Þ ¼ 0 and trivial dualizing sheaf. This implies thatX X is a K3 surface. r If X is a smoothable projective surface as in the previous proposition (so with vanishing irregularity and trivial dualizing sheaf) and a generator of o X is not square integrable and has nonzero image in H 2 ðX reg ; CÞ, then it is clear from the definitions that X is a boundary surface. With the help of Lemma 2.4 we can specify the type. Let us first do this for some special cases. Proposition 3.2. A smoothable projective surface with vanishing irregularity and trivial dualizing sheaf which has a simple-elliptic resp. cusp singularity is a boundary surface of Hodge type 2 resp. 3.
Proof. Let X be such a surface and let a be a generating section of o X and let X have at p a simple-elliptic or a cusp singularity.
If p is simple elliptic, then the exceptional curve C of the minimal resolution of the germ X p is a smooth genus one curve C and a has a simple pole of order one along C with residue a generator of the dualizing sheaf of C. It follows that we have an embedding of Hodge structures H 1 ðC; QÞðÀ1Þ H H 2 ðX reg ; QÞ whose image subsists in the cohomology of a limiting mixed Hodge structure of a smoothing. This implies that X is of type 2.
If p is a cusp singularity, then the exceptional curve C of the minimal resolution of the germ X p is a cycle of rational curves and it is still true that a has a simple pole of order one along C with residue a generator of the dualizing sheaf of C. The latter will have a nonzero residue at a singular point of C. It follows that we have an embedding H 1 ðC; QÞðÀ2Þ H H 2 ðX reg ; QÞ whose image subsists in the cohomology of a limiting mixed Hodge structure of a smoothing. Hence X is of type 3. r By essentially the same argument we find: Proposition 3.3. Let X be a smoothable projective surface with vanishing irregularity and trivial dualizing sheaf o X . Suppose that for some resolutionX X of X there exists a connected component C ofX X À X reg that is smooth of genus one or a cycle of rational curves with only rational double points, and has the property that a generator of o X has a pole of exactly order one along C. Then X is a boundary surface of Hodge type 2 resp. 3 if C is smooth resp. a rational cycle.
The customary approach to studying the period map of a degenerating family of K3 surfaces over the unit disk is to pass to a standard situation, called a Kulikov model. This involves a combination of a base change and a blowing up over the central fiber (whose e¤ect on the period map is merely a base change). The model in question has then the property that it has a smooth total space, a trivial dualizing sheaf and a reduced normal crossing divisor as central fiber. But this process is highly nonunique and arriving at such a model tends to be a nontrivial task. The interest of our approach lies in the fact that we leave such degenerations untouched and deal with them in the way they come: neither a central modification, nor usually a base change are needed to extract useful information about the limiting behavior of the period map. Let us nevertheless see how our method deals with the Kulikov models. These models fall into three classes according to the type of the central normal crossing surface X :
(i) X is a smooth K3 surface.
(ii) X is a chain of (at least two) smooth surfaces (the dual graph is an interval) whose double curves are mutually isomorphic smooth genus one curves. The surfaces at the end are rational and the surfaces in between are elliptic ruled surfaces.
(iii) The normalization of X consists of smooth rational surfaces and the incidence complex of these surfaces is a triangulated two-sphere. The double curve meets every component in an anticanonical cycle.
In case (i) there is nothing to do and Proposition 3.3 is applicable to the other two cases: a resolution of X is given by normalization. In case (ii) a member at the end of a chain in a rational surface Y which meets the rest of the chain along a smooth genus one curve C and we have O Y G o X n O Y ¼ o Y ðCÞ, so that X is a boundary surface of Hodge type 2. In case (iii), let Y be any connected component of the normalization of X . Then Y is rational and the preimage C H Y of X sing is a cycle of rational curves. So it is a boundary surface and according to Proposition 3.3, X is a boundary surface of Hodge type 3.
A worked example: the moduli space of quartic curves. The result we are going to discuss is essentially due to Kō ndo ( [4] , see also [8] )-the point of what follows is merely to show how e¤ectively it is reproduced by our method. Let G H SLð4; CÞ be the stabilizer of the decomposition C 4 ¼ C 3 l C. This group is clearly isogenous to SLð3; CÞ Â C Â . It acts on the space of quartic forms in four complex variables ðZ 0 ; Z 1 ; Z 2 ; Z 3 Þ of the shape 4 3 . Let us denote the projectivization of that space by S. This projective space supports a quartic surface X H P 3 S with m 4 -action. It is clear that the open subset defined by f 3 0 3 l parameterizes quartic surfaces in P 3 that are m 4 -covers of quartic curves in P 2 . The G-semistable surfaces all lie in this open subset. The surface X s H P 3 is G-(semi)stable if and only if the corresponding quartic plane curve C s H P 2 is so relative to the quotient SLð3; CÞ of G. Following Mumford, s A S st precisely when C s has only ordinary double points or (ordinary) cusps (this means that X s has singularities of type A 3 or E 6 ) and s A S ss À S st has a closed orbit in S ss À S st precisely when C s is a union of two conics C 0 , C 00 with C 0 smooth, C 00 not a double line and for which either C 0 and C 00 meet in two points of multiplicity two, or C 0 ¼ C 00 . So if C 0 3 C 00 , then either C 00 is nonsingular and C 0 and C 00 have common tangents where they meet or C 00 is the union of two distinct tangents of C 0 . These are represented by the one-parameter family ðZ 1 Z 2 À Z 2 0 ÞðZ 1 Z 2 À tZ 2 0 Þ, with t A C (but notice that we get the same orbit in S for t and t À1 ). This shows that S f ¼ S st .
If C ¼ C s is smooth, then X ¼ X s is a polarized K3 surface of degree 4 with m 4action. According to [4] the eigenspace H 2 ðX ; CÞ w is hyperbolic of dim 7 and defined over Qð ffiffiffiffiffiffi ffi À1 p Þ.
There is a G-equivariant isomorphism of f Ã o X=S j X ss G O S ss ð1Þ defined as follows: to every F A C½Z 0 ; Z 1 ; Z 2 ; Z 3 as above defining a G-semistable surface X , we associate the generator
of o X . Since F appears here with degree À1, we get the asserted line bundle isomorphism. It is evidently G-invariant. So if we take F ¼ O S ð1Þ, then we have all the data in place for the verification of the properties of Corollary 2.2.
Proposition 3.4. All the conditions of Corollary 2.2 are satisfied for F ¼ O S ð1Þ and hence so is its conclusion: we get an isomorphism GnnS ss G GnPðĤ H w; þ Þ. Here H w is a vector space of dim 7 endowed with a Hermitian form of hyperbolic signature defined over Qð ffiffiffiffiffiffi ffi À1 p Þ and H w; þ is the arrangement complement and the G-arrangement defining H w; þ consists of a single G-orbit of hyperplanes of H w (these are perpendicular to a sublattice of H Z of type 2I ðÀ2Þ on which m 4 acts faithfully). We have S f ¼ S st and S ss À S f has two strata: one stratum parameterizes unions of distinct conics, one of which is nonsingular and having exactly two points in common and is of Hodge type 2, whereas the other is the orbit of double nonsingular conics and is of type 1.
Proof. Conditions (i) and (ii) of Corollary 2.2 are clearly satisfied. We have already seen that S f ¼ S st , so that also (iii) holds. We found that the orbit space GnnðS ss À S f Þ is of dimension one, and hence (iv) is satisfied. Property (vi) is a consequence of the Torelli theorem for K3-surfaces. So it remains to verify (v). We first check that F indeed defines a geometric Hodge bundle over S ss À S f . A semicontinuity argument shows that it is enough to do this in the closed orbits of G. We therefore assume that C ¼ C s is the union of two conics C 0 and C 00 as described above.
The case C 0 ¼ C 00 . So C is a nonsingular conic with multiplicity 2. Since X ¼ X s H P 3 is a m 4 -cover over P 2 totally ramified along C H P 2 , it consists of two copies S 0 , S 00 of P 1 Â P 1 joined along their diagonal D H P 1 Â P 1 . A generating section a of o X is obtained as follows. If z is the a‰ne coordinate on P 1 , then z :¼ ðz 0 À z 00 Þ À2 dz 0 5dz 00 extends as a regular 2-form on P 1 Â P 1 À D with a pole of order 2 along D. Then let a be on S 0 equal to this form and on S 00 minus this form.
It is clear that z (and hence a) is not square integrable. We next verify that its cohomology class in H 2 ðP 1 Â P 1 À D; CÞ is nonzero (so that the cohomology class of a in H 2 ðX reg ; CÞ is nonzero, also). This we verify by evaluating the integral of z over the integral generator of H 2 ðP 1 Â P 1 À D; CÞ. A generator can be represented as follows: the algebraic cycle ½P 1 n 1 À 1 n ½P 1 on P 1 Â P 1 is homologous to a (nonalgebraic) cycle which avoids D. The homology takes place on a small neighborhood of ð0; 0Þ: we let G e be the sum of the holed Riemann spheres ðP 1 À D e Þ Â f0g and f0g Â ðP 1 À D e Þ with opposite orientation (where D e is the open e-ball centered at 0 A P 1 ) and the tube T e of ðz 0 ; z 00 Þ A C Â C H P 1 Â P 1 with z 0 À z 00 ¼ e ffiffiffiffi ffi À1 p y and z 0 þ z 00 ¼ te ffiffiffiffi ffi À1 p y , À1 e t e 1. Then up to sign, we have
Notice that the selfintersection number of G e is that of ½P 1 n 1 À 1 n ½P 1 and hence equal to À2. Let g be the corresponding class in H 2 ðP 1 Â P 1 À DÞ lifted to H 2 ðX reg Þ. If g A m 4 is a generator, then g 2 g ¼ Àg and H 2 ðX reg Þ is freely generated by g and gg. Thus, H 2 ðX reg Þ is a m 4 -module isomorphic to the Gauss lattice Z½ ffiffiffiffiffiffi ffi À1 p endowed with the quadratic form À2kzk 2 . This lattice has no even overlattices and so a copy of it gets primitively and m 4equivariantly embedded in the primitive homology of a nearby smooth quartic surface of the above type. This lattice is negative definite and hence defines a hyperplane section of PðH w; þ Þ; we are in the type 1 case (compare [4] ).
The case C 0 3 C 00 . Then the associated m 4 -cover X has simple-elliptic singularities of degree 2 at the two points of C 0 X C 00 . We can therefore invoke Proposition 3.2 to conclude that property (v) holds. Let us nevertheless do this in some detail. The two conics generate a pencil of which the generic member completely decomposes in X . If we resolve the simple-elliptic singularities minimally, we get a surfaceX X with m 4 -action that is obtained as follows. Let E be a smooth genus one curve with m 4 -action isomorphic to C=Z½ ffiffiffiffiffiffi ffi À1 p with its obvious m 4 -action. This action has two distinct fixed points which we denote by p 0 , p 00 . Now let m 4 act on P 1 via C Â H P 1 and consider P 1 Â E with the diagonal m 4 -action. Blow up ð0; p 0 Þ and ð0; p 00 Þ in P 1 Â E and then blow down the strict transforms of P 1 Â fp 0 g and P 1 Â fp 00 g. The result is a P 1 -bundle X ! E with m 4 -action. The fixed point set of the action is the union of the fibers over p 0 and p 00 . The 'zero section' has selfintersection À2 and the 'section at infinity' has self-intersection þ2. Now choose q A E.
If q is not fixed by the m 4 -action, then we letX X ! X be the blow up of the m 4 -orbit of ðy; qÞ. The sections E 0 , E y ofX X ! E at zero and infinity have both self-intersection À2 so that their contractionX X ! X yields a surface X with two simple-elliptic singularities. The latter inherits a m 4 -action whose orbit space is isomorphic to P 2 . The fiber over p 0 and p 00 map to C 0 and C 00 and the fiber over q maps to the union of the common tangents of C 0 and C 00 . We have that X reg GX X À E 0 À E y and a straightforward calculation shows that we have an exact sequence 0 ! CðÀ1Þ ! H 2 ðX reg ; CÞ w ! H 1 ðE 0 ; CÞðÀ1Þ ! 0; in particular, dim H 2 ðX reg ; CÞ w ¼ 2. If q is a fixed point, say q ¼ p 00 , then we letX X ! X be obtained by blowing up four times over q (always on the strict transform of fyg Â E). This produces over q a string of three ðÀ2Þ-curves that can be contracted to an A 3 -singularity. The morphismX X ! X contracts also the sections E 0 and E y . Then H 2 ðX reg ; CÞ w ¼ H 2 ðX X À E 0 À E y ; CÞ w G H 1 ðE 0 ; CÞðÀ1Þ, hence has dim 1. In either case, a generating section of o X is obtained as follows: if a E is a nowhere zero regular di¤erential a E on E, then z À1 dz n a E defines a rational di¤erential onX X with divisor ÀE 0 À E y which is the pull-back of a unique generating section a of o X . By Proposition 3.2 we are in the type 2 case. r Remark 3.5. The use of the Torelli theorem for K3 surfaces to establish property (v) of Corollary 2.2 can be avoided if we use an argue as in Remark 1.11 by taking as compactification of GnPðH þ Þ the natural one: over the point of a one-dimensional stratum of the latter we find the simple-elliptic locus. The period map near that locus is su‰ciently well understood [6] for proving that along this locus we have a local isomorphism for the Haus-dor¤ topology.
Appendix. The boundary extension attached to an arrangement compactification
We show here that the arrangement compactifications introduced in [7] come with a natural boundary extension. The setting in which this construction is carried out is essentially the one that we are dealing with, for it needs the following input:
(i) a complex vector space H with Q-structure of dimension n þ 2 f 4 endowed with a nondegenerate quadratic form, also defined over Q and of signature ðn; 2Þ, and a con- We shall refer to these data as a G-arrangement in H þ and we call
We let K 1 be the collection of subspaces of H with positive definite orthogonal complement that arise as an intersection of members of H (this was denoted PO À H j PðH þ Þ Á in [7] ). If J H H is an isotropic plane defined over Q, then denote by K J the common intersection of J ? and all the members of H which contain J (so K J ¼ J ? if no member of H contains J). This will be our collection K 2 ; it is clearly in bijective correpondence with the set isotropic planes defined over Q.
Let now J H H be an isotropic line defined over Q. Then J ? =J is nondegenerate defined over Q and has hyperbolic signature ðn À 1; 1Þ. Let e A JðQÞ be a generator. The map p e : H À J ? ! ðJ ? =JÞðRÞ, a 7 ! Im À ða Á eÞ À1 a Á has the property that H þ is the preimage of a component C e of the quadratic cone in J ? ðRÞ=JðRÞ defined by y Á y < 0. It is more intrinsic to consider instead p J : H À J ? ! ðJ n J ? =JÞðRÞ given by a 7 ! e n Im À ða Á eÞ À1 a Á . So in the latter space there is a quadratic cone C J such that H þ ¼ p À1 J ðC J Þ. (This map factors through PðH þ Þ and gives rise to the latter's realization as a tube domain of the first kind.) Any member of H which contains J defines a hyperplane section of C J G C e . These hyperplane sections are locally finite on C J and decompose C J into locally polyhedral cones. Denote this collection of cones by S J . For any s A S J , denote by K s the subspace of J ? defined by the complex-linear span of s in J ? =J. So if no member of H contains J, then C J is the unique member of S J and we then have K C J ¼ J ? . This is in general not an injectively indexed collection of subspaces, for it often happens that for distinct s, s 0 we have K s ¼ K s 0 . Notice that S J is in a natural manner a partially ordered set. The disjoint union K of the S J , where J runs over all the Q-isotropic lines in H, K 1 and K 2 is then also partially ordered by taking the inclusion relation between corresponding subspaces they define, except that on each S J we replace this by the inclusion relation between cones. Now given our G-arrangement H, we define an index setS S parameterizing such subspaces that is a unionS
of which the first two members are self-indexing in the sense that these are collections of subspaces of H.
For every linear subspace K H H defined over Q for which PðKÞ meets the closure of PðH þ Þ (so that K is of type 1, 2 or 3), we denote by p K the projection H ! H=K and by Pp K : PðHÞ À PðKÞ ! PðH=KÞ its projectivization. Consider the disjoint union
In [7] , II, p. 570, the latter is endowed with a G-invariant Hausdor¤ topology which induces the given topology on the parts. The former is not formally introduced there, but its definition is completely analogous for it is such that the obvious mapĤ H þ ! PðĤ H þ Þ is the formation of a C Â -orbit space. Both have the property that the partial ordering prescribes the incidence relations. Notice that each of these spaces comes with a G-invariant structure sheaf of continuous complex valued functions, namely the functions that are holomorphic on every member of the partition. The G-orbit spaces PðGnĤ H þ Þ and GnĤ H þ are Hausdor¤ and compact resp. locally compact and their structure sheaves make them normal analytic spaces for which the natural projection GnĤ H þ ! GnPðĤ H þ Þ is a C Â -bundle in the orbifold sense. The associated orbifold line bundle (which we denote by F) turns out to be ample, so that GnPðĤ H þ Þ is projective.
We will need the following lemma, which almost captures the topology ofĤ H þ . 
This result is somewhat hidden in [7] , II, which makes it a bit hard to explicate. The construction of PðĤ H þ Þ involves an extension of PðH þ Þ (which we will here denote by PðĤ H þ Þ, but which is there denoted D SðHÞ ). We first notice that the linear subspaces which do not meet H þ are indexed by S :¼ K 2 W S J S J , so that we can form
The topologies are described in [7] , II, p. 566. In case H is empty, thenĤ H þ is the Baily-Borel extension H bb þ of H þ : the orbit space GnPðH bb þ Þ is the Baily-Borel compactification of GnPðH þ Þ and the C Â -bundle H bb þ ! PðH bb þ Þ is associated to the basic automorphic line bundle: if L denotes the line bundle over PðH bb þ Þ obtained as a quotient of C Â H bb þ by the C Â action defined by lðz; aÞ ¼ ðzl À1 ; laÞ, then the G-automorphic forms of degree l are the continuous G-equivariant sections of L nl that are holomorphic on strata.
There is an evident G-equivariant mapĤ H þ ! H bb þ . It is such that the resulting map GnPðĤ H þ Þ ! GnPðH bb þ Þ is a morphism and involves a modification of the Baily-Borel boundary. This modification has the property that the closure of the image of every PðK þ Þ, K A H, is a Q-Cartier divisor. In other words, it can locally be given by a single equation. Notice that the pull-back of the basic automorphic line bundle is the line bundle associated to the C Â -bundleĤ H þ ! PðĤ H þ Þ.
The relation between PðĤ H þ Þ and PðĤ H þ Þ is as follows: letP PðH þ Þ be the blow up of PðĤ H þ Þ obtained by blowing up the closures of the linear sections PðK þ Þ H PðH þ Þ, K A K 1 , in the order of increasing dimension (where we of course take their strict transforms). Then there is a blowdownP PðH þ Þ ! PðĤ H þ Þ obtained as follows: if K A K 1 is of codimension r, then the exceptional divisor inP PðH þ Þ associated to K has a product structure with one factor equal to a modified P r . We successively blow down onto these factors, starting with the factors of lowest dimension first with indeed PðĤ H þ Þ as the final result. Let us denote bŷ L L the line bundle over PðĤ H þ Þ that is associated toĤ H þ ! PðĤ H þ Þ (in the same way as H bb þ ! PðH bb þ Þ is to L). On the common blowupP PðH þ Þ, the pull-back ofL L is the pullback of LðHÞ :¼ L P K A H . This helps us to settle part of the proof of Lemma 4.1.
Proof of Lemma 4.1. Suppose that the K appearing in the lemma is a member of K 1 . We regard H þ as an open subset of the total space of the pull-back of LðHÞ to to a y A p K H þ means that there exist a sequence ðg i A GÞ i which leave s invariant and fix H=K pointwise and a sequence ðy i A sÞ i converging to a point y y at infinity in the relative interior of the projectivized s such that ða 0 i :¼ c À1 e; y i ffiffiffiffi ffi À1 p g À1 i a i Þ i converges to some a 0 y A H þ . Then a y ¼ p K ða 0 y Þ and a i Á a i ¼ c e; y i ffiffiffiffi ffi À1 p a 0 i Á c e; y i ffiffiffiffi ffi À1 p a 0 i ¼ a 0 i Á a 0 i þ 4ja 0 i Á ej 2 p e ða 0 i Þ Á y i þ 1 2 y i Á y i ; which tends to Ày as i ! y. r
Let for s AS S, G s stand for the group of g A G that leave the stratum p K s ðH þ Þ ofĤ H þ pointwise fixed. This is also the group of g A G which fix K ? s pointwise and leave s invariant. In certain cases these subgroups separate the strata: Proof. Denote by G K ? the group of orthogonal transformations of H which leave K ? pointwise fixed. Suppose first that K ¼ K s is of type 1, so of signature ðdim K À 2; 2Þ. Then by definition G s is the group of g A G which leave K ? pointwise fixed. The latter is an arithmetic group in the orthogonal group of K. Since dim K f 3, this orthogonal group is not anisotropic. This implies [1] that it contains G K ? as a Zariski dense subgroup.
Next we do the case when K is of type 2. Then again G s is arithmetic in G K ? . In particular, it meets the unipotent radical UðG K ? Þ of the latter in an arithmetic subgroup. We observe that UðG K ? Þ is the group of unipotent orthogonal transformations of H which leave K ? pointwise fixed and has K ? as its fixed point set in H. Hence this is also the fixed point set of G s .
Finally, we do the case when s A S J , with J a Q-isotropic line. So K I J and K=J has hyperbolic signature. Choose a generator e of JðQÞ so that we have defined the distinguished quadratic cone C e H ðJ ? =JÞðRÞ and S J is a locally rational polyhedral decomposition of that cone. The span of s is K=J. Our assumption implies that no member of S J is of dimension one. So the one dimensional rays on the boundary of s must all be improper, that is, lie on Q-isotropic lines in C e . In particular, the collection L of such lines spans K=J. If L A L, then its preimage inL L in H is a Q-isotropic plane which contains J. Let e L AL LðQÞ be such that ðe; e L Þ is basis ofL L. Then the transformation c e; e L : H ! H; c L ðaÞ ¼ a þ ða Á eÞe L À ða Á e L Þe hasL L ? as its fixed point set. It also acts trivially on J ? =J and hence does so on K=J. Some power of c e; e L will lie in G and so upon replacing e L be a positive multiple, we may assume that c e; e L A G. It is clear that then c e; e L A G s . Hence the fixed point set of G s equals T L A LL
sume that H 0 is a union of a finite number of G 0 -equivalence classes. The open subset H w; þ H H w; þ is defined as usual, but the role ofS S is now taken by a selfindexed collection K 0 ¼ K 0 1 W K 0 2 (the fact that there are no subspaces of type 3 is the reason that things simplify). Here K 0 1 is the collection of intersections of members of H 0 of hyperbolic signature and K 0 2 is bijectively labeled by the collection of the isotropic lines J 0 H H w for which J ¼ J 0 þ J 0 is defined over Q (this is then a Q-isotropic plane): for each such J 0 we let K J 0 be the intersection of J ? X H w with the collection of members of H 0 which contain J 0 . From this point onwards one proceeds as in the case considered above. We obtain a projective compactification of M 0 :¼ G 0 nH w; þ , M 0 HM M 0 and an ample extension F 0 overM M 0 of the automorphic line bundle over M 0 and find: 
