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1. Introduction
During the last decades, the set-valued optimization theory and its applications have been investigated bymany authors;
see [1–3] and the references therein.
The general expression of a set-valued optimization problem is
(P)
{
Minimize F(x)
subject to x ∈ X
where F is a set-valued map from a nonempty set X to a linear space Y ordered by a convex cone K ⊂ Y . For a problem (P)
there exist two types of solutions: vector solutions, given by a vector criterion, and set solutions, given by a set criterion.
Set-valued optimization problems considering the vector criterion (or the standard notion) are called vector set-valued
optimization problems and have been studied in various frameworks, for instance, see [4,2,5] and the references therein.
This solution criterion cannot be the appropriate criterion when the decision maker’s preference is based on comparing
all image sets. It is just what the set criterion does. So, a less standard but perhaps more natural solution criterion was
proposed: the set criterion (see [6]). Since then several authors have presented existence conditions for solutions of a set
type; see [7–11].
Both solution concepts are entirely different and extend the concept of solution of a vector optimization problem. The
main goal of this paper is to show some links between their solutions.
With this aim, firstly we will present some notations and definitions. In Section 3 we will establish conditions of alter-
native type which show how to obtain solutions of one type assuming that there are no solutions of another type and vice
versa. Finally, a sufficient condition for the existence of solutions of a set type is given. We will show several examples to
illustrate that the assumptions cannot be strong or difficult to be checked.
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Fig. 1. Two examples of image sets.
2. Notations and definitions
Throughout this paper, X denotes a nonempty set of a topological space E, Y a separated topological linear space, ℘0(Y )
the collection of nonempty subsets of Y and K ⊂ Y a pointed (K ∩ −K = {0}) solid closed convex cone. If y, y′ ∈ Y we
denote by y ≤ y′ if and only if y′ − y ∈ K and y < y′ if and only if y ≤ y′ and y 6= y′.
Given a set A ∈ ℘0(Y ), we denote by Y \ A the complementary of A, by int(A) the topological interior of A, by ∂(A) the
boundary ofA, byMinA = {y ∈ A: (y−K)∩A = {y}} the set ofminimal points ofA and byWMinA = {y ∈ A: (y−int(K))∩A =
∅} the set of weakly minimal points of A.
Given a net {Aα}α∈I in ℘0(Y ) where (I, <) is a directed set we denote by lim inf Aα the set of all limit points of {Aα}α∈I
and lim sup Aα the set of all cluster points of {Aα}α∈I . It is clear that lim inf Aα ⊂ lim sup Aα .
A is K -minimal (or externally stable) if A ⊂ MinA+ K (for more details see [4,12]).
We denote by F : X −→ 2Y a set-valued map with nonempty values, we write the image set of A ⊂ X under F by
F(A) = ⋃a∈A F(a) and Gr(F) = {(x, y) ∈ X × Y : x ∈ X, y ∈ F(x)}. Whenever ‘‘N’’ denotes some property of sets in Y , it is
said that F is ‘‘N’’-valued if F(x) has the property ‘‘N’’ for every x ∈ X . It is said that F is strongly injective if F(x)∩ F(x′) = ∅
for all x 6= x′ and F is closed if Gr(F) is closed.
Fromnowon, by (V-P)we denote the problem (P) using the following vector criterion of solution.We recall some classical
definitions (see [4,2] and references therein).
Definition 2.1. Let x0 ∈ X . It is said that x0 is
(i) an efficient solution of (V-P), x0 ∈ Eff[F , X], if there exists y0 ∈ F(x0) such that y0 ∈ Min F(X). The pair (x0, y0) is called
minimizer of (V-P),
(ii) a weakly efficient solution of (V-P), x0 ∈ WEff[F , X], if there exists y0 ∈ F(x0) such that y0 ∈ WMinF(X). The pair
(x0, y0) is called weakly minimizer of (V-P).
We point out that the problem (V-P) always can be solved through a vector problem by minimizing the following
projection mapΠY : Gr(F) −→ Y .
Now we show a geometric aspect of the vector criterion.
Example 2.2. Consider Y = R2 ordered by K = R2+ and two set-valuedmaps F and G from X to Y such that their image sets,
F(X) and G(X), are represented in Fig. 1. Then, in terms of minimal points, the vector criterion does not distinguish between
both image sets.
To present the set criterion it is necessary to consider a relation between nonempty sets. In this paper, we focus on the
following ones, if A, B ∈ ℘0(Y )
A≤l B if and only if B ⊂ A+ K
and
Al B if and only if B ⊂ A+ int(K).
The set relation≤l was presented by the first time in the framework of linear spaces in [13] and the weak set relationl
was introduced in [14].
It is clear that the set relation∼l defined as A∼l B if and only if A≤l B and B≤l A is an equivalent relation on ℘0(Y ). We
denote by [A]l the equivalence class defined by A and by ℘0(Y )/∼l the quotient set formed by the equivalence classes of
the relation∼l on the elements of ℘0(Y ).
By using the above set relations, we say that a net {Aα}α∈I in ℘0(Y ) is l-decreasing if α > β implies that Aα ≤l Aβ and
Aα 6∼l Aβ .
Let S ⊂ ℘0(Y ). We denote by l-MinS = {A ∈ S: B ∈ S and B≤l A imply A≤l B} the family of l-minimal elements of S
and by l-WMinS = {A ∈ S: B ∈ S and Bl A imply Al B} the family of weakly l-minimal elements of S.
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Fig. 2. Family of image sets F .
In what follows, the optimization problem (P) considering the set criterion and the set relation≤l is denoted by
(S-P)
{
l-Min F(x)
subject to x ∈ X .
We denote by F the family of all image sets under F , that is, F = {F(x): x ∈ X}. Thus, the elements of F are the image sets
F(x) for every x ∈ X , F(x) ∈ F .
Definition 2.3. Let x0 ∈ X . It is said that x0 is
(i) an l-efficient solution of (S-P), x0 ∈ l-Eff[F , X], if F(x0) ∈ l-MinF . The pair (x0, F(x0)) is called l-minimizer of (S-P),
(ii) a weakly l-efficient solution of (S-P), x0 ∈ l-WEff[F , X], if F(x0) ∈ l-WMinF . The pair (x0, F(x0)) is called weakly
l-minimizer of (S-P).
Themain geometric aspect of the set criterion is that, in general, x0 ∈ l-Eff[F , X] does not imply F(x0)∩∂(F(X)+K) = ∅
as we can check in the following example.
Example 2.4. Consider Y = R2 ordered by K = R2+ and F a set-valued map from X to Y such that all image sets F ={F(x): x ∈ X} are represented in Fig. 2. Then x0 ∈ l-Eff[F , X] and F(x0) ∩ ∂(F(X)+ K) = ∅.
We have WEff[F , X] ⊂ l-WEff[F , X]. Moreover, each efficient solution of problem (V-P) is weakly l-efficient solution of
associated problem (S-P) since Eff[F , X] ⊂ WEff[F , X] (see [14]). In what follows, we will restrict our attention to study
relations between Eff[F , X] and l-Eff[F , X].
3. Minimizers and l-minimizers
In this section we provide different alternatives for the existence of l-minimizers through the existence of minimizers
and vice versa.
Firstly, as the below example shows, the existence of minimizers does not imply the existence of l-minimizers and
reciprocally; see also [7,14,15].
Example 3.1. Consider Y = R2 ordered by K = R2+. Define F : X −→ 2R2 and G: X −→ 2R2 with X = [−1, 0) as follows:
F(λ) = {(x, y) ∈ R2: y ≥ −λx, y ≥ λx}
G(λ) =
{
[(0, 0), (−1,−1)] if λ = −1[
(λ, 0), (λ,−λ2)] if λ 6= −1
where [a, b]with a, b ∈ R2 denotes the line segment. It is easy to check that
l-Eff[F , X] = ∅ Eff[F , X] = [−1, 0)
l-Eff[G, X] = {−1} Eff[G, X] = ∅.
Now, we show how the set relation≤l can help to find new minimizers.
Lemma 3.2. Let (x0, y0) ∈ Gr(F) be a minimizer of (V-P). Then for each x ∈ X such that F(x)≤l F(x0) the pair (x, y0) is also a
minimizer of (V-P).
Proof. By hypothesis we have F(x0) ⊂ F(x)+ K . Thus, y0 ∈ F(x)+ K . Since K is pointed and y0 ∈ Min F(X)we deduce that
y0 ∈ F(x). Hence, (x, y0) is a minimizer of (V-P). 
The next theorem shows that given a minimizer there are two alternatives.
Theorem 3.3. Let (x0, y0) ∈ Gr(F) be a minimizer of (V-P). Then, only one of the following two assertions is valid:
(i) (x0, F(x0)) is an l-minimizer of (S-P),
(ii) there exists a minimizer of (V-P) of the form (x′, y0) such that F(x′)≤l F(x0) and F(x′) 6∼l F(x0).
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Proof. By definition of l-minimizer, (ii) is false if (i) holds. Suppose that (i) does not hold. Then there exists x′ ∈ X such
that F(x′)≤l F(x0)with F(x′) 6∼l F(x0). Since (x0, y0) is a minimizer of (V-P), by Lemma 3.2, we deduce that (x′, y0) is also a
minimizer of (V-P) and (ii) holds. 
Example 3.4. Consider Y = R2 ordered by K = R2+. Define F : [1, 2] −→ 2R2 as follows:
F(λ) =

[(0, 2), (0, 0)] if λ = 1
[(0, λ), (λ, 0)] if λ ∈
(
1,
3
2
)
[(
1
2
,
−3
2
)
, (λ,−λ)
]
if λ ∈
[
3
2
, 2
)
[(0, 0), (1,−1)] if λ = 2.
It is easy to check that (2, (0, 0)) and (1, (0, 0)) are minimizers of (V-P). Moreover (2, F(2)) is an l-minimizer of (S-P) but
(1, F(1)) is not an l-minimizer of (S-P).
Corollary 3.5. Let F be a strongly injective set-valued map and Eff[F , X] 6= ∅. Then Eff[F , X] ⊂ l-Eff[F , X].
Proof. If x0 is an efficient solution of (V-P), then there exists y0 ∈ F(x0) such that (x0, y0) is aminimizer of (V-P). By applying
Theorem 3.3 and taking into account that F is strongly injective we obtain that x0 is an l-efficient solution of (S-P). 
We cannot prove exactly the converse of the previous result as it is shown in the following example.
Example 3.6. Consider R2 ordered by R2+ and F : [1, 3] −→ 2R2 defined by
F(λ) =

[(
λ− 2, 1
2
)
, (λ− 2, 3)
]
if λ ∈ [1, 2)
[(0, 1), (1, 0)] if λ = 2[(
1
4
,−λ+ 2
)
, (3,−λ+ 2)
]
if λ ∈ (2, 3].
Then F is strongly injective, Eff[F , X] = {1, 3}, l-Eff[F , X] = {1, 2, 3} and l-Eff[F , X] 6⊂ Eff[F , X].
Definition 3.7. Let x0 ∈ X . It is said that F satisfies the property l-DN at x0 if for each l-decreasing net {F(xα)}α∈I with xα ∈ X
such that (F(xα)+ K) ∩ F(x0) 6= ∅ for all α ∈ I and lim inf(F(xα)+ K) 6= ∅, the following condition holds
F(x0)≤l lim inf(F(xα)+ K).
We can see that in Example 3.1 the map G satisfies the property l-DN at−1 but F does not satisfy such as property at−1.
In addition, it is easy to check that if F satisfies the property l-DN at x0 then x0 is not necessarily l-efficient solution of (S-P).
To give a sufficient condition for a map to have this property we need the following notion which is related with a notion
of generalized continuity; see [9] for more details.
Definition 3.8 ([9]). Let x0 ∈ X . It is said that F is l-type Demi-lower semicontinuous at x0 if for each net {xα}α∈I in X such
that xα → x0 and {F(xα)}α∈I is l-decreasing the following condition holds
F(x0)≤l lim sup(F(xα)+ K).
The next result shows an instance when the l-DN property is not difficult to check.
Proposition 3.9. Let x0 ∈ X. If the following conditions hold
(i) {xα}α∈I ⊂ X, (F(xα)+ K) ∩ F(x0) 6= ∅ ∀α ∈ I and {F(xα)}α∈I l-decreasing imply xα → x0,
(ii) F is l-type Demi-lower semicontinuous at x0,
then F has the property l-DN at x0.
Proof. It follows from the definitions. 
Now we prove that given a solution of (V-P) the existence of an element x ∈ X such that is both efficient and l-efficient
is guaranteed under the property l-DN.
Theorem 3.10. Let (x0, y0) ∈ Gr(F) be a minimizer of (V-P). Assume that F satisfies the property l-DN at x0. Then there exists
some x ∈ X with F(x)≤l F(x0) such that
(i) (x, y0) is a minimizer of (V-P),
(ii) (x, F(x)) is an l-minimizer of (S-P).
Proof. Since (x0, y0) is a minimizer of (V-P), according to Theorem 3.3, we have that either (x0, F(x0)) is an l-minimizer of
(S-P), and we would finish the proof, or there exists x′ ∈ X such that
F(x′)≤l F(x0) (1)
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and F(x′) 6 ∼l F(x0) being (x′, y0) a minimizer of (V-P). Let us see that there exists x1 ∈ X such that F(x1) ∈ l-MinF with
F(x1)≤l F(x′). Indeed, if it were false, we would find an l-decreasing net {F(xα)}α∈I such that F(xα)≤l F(x′) for all α ∈ I . We
obtain
F(x′)+ K ⊂
⋂
α∈I
(F(xα)+ K).
Therefore, F(x′)+ K ⊂ lim inf(F(xα)+ K) and, by (1), F(x0) ∩ (F(xα)+ K) 6= ∅ for all α ∈ I . Since F has the property l-DN
at x0, we obtain
F(x′) ⊂ F(x0)+ K
or equivalently, F(x0)≤l F(x′)which is a contradiction.
Therefore, there exists x1 ∈ X such that F(x1) ∈ l-MinF and F(x1)≤l F(x′). So, F(x1)≤l F(x0) by (1). Furthermore, by
Lemma 3.2, we obtain y0 ∈ F(x1). Consequently, (x1, y0) is aminimizer of (V-P) and (x1, F(x1)) is an l-minimizer of (S-P). 
Example 3.11. Consider the notations defined in Example 3.4.We can check that (1, (0, 0)) is aminimizer of problem (V-P),
F is K -minimal valued and satisfies the property l-DN at 1. Moreover, F(2)≤l F(1), (2, (0, 0)) is a minimizer of (V-P) and
(2, F(2)) is an l-minimizer of (S-P). On the other hand, ( 32 , (
1
2 ,
−3
2 )) is aminimizer of (V-P) but F does not satisfy the property
l-DN at 32 and there is no x ∈ X such that verifies the conditions (i) and (ii) of Theorem 3.10.
The following theorem states that if F satisfies the property l-DN at x0 for some x0 ∈ X , then there exists either an efficient
solution of (V-P) or an l-efficient solution of (S-P).
Theorem 3.12. Let x0 ∈ X be with Min F(x0) 6= ∅. Suppose that F satisfies the property l-DN at x0. Then, only one of the
following two assertions is valid:
(i) for each y0 ∈ Min F(x0) the pair (x0, y0) is a minimizer of (V-P),
(ii) there exists an l-minimizer (x′, F(x′)) of (S-P) such that F(x′) 6∼l F(x0) andMin F(x0) ∩ (F(x′)+ K \ {0}) 6= ∅.
Proof. It is easy to check that (i) implies no (ii).
Suppose (i) does not hold. Let y0 ∈ Min F(x0) be such that y0 6∈ Min F(X). Then, there exist x1 ∈ X and y1 ∈ F(x1) such that
y1 < y0 and F(x0) 6≤l F(x1).
Case I. There exists x′ ∈ X such that F(x′) ∈ l-MinF with F(x′)≤l F(x1).
Then y0 ∈ Min F(x0) ∩ (F(x1)+ K \ {0}). In particular,
y0 ∈ Min F(x0) ∩ (F(x′)+ K \ {0}) (2)
taking into account that F(x1)+ K \ {0} ⊂ F(x′)+ K \ {0}.
Hence, the condition (ii) holds and the proof is concluded.
Case II. There does not exist x′ ∈ X such that F(x′) ∈ l-MinF with F(x′)≤l F(x1).
Consequently, there exists an l-decreasing net {F(xα)}α∈I satisfying
F(xα)≤l F(x1) for all α ∈ I. (3)
Therefore,
y1 ∈ lim inf(F(xα)+ K). (4)
On the other hand, since y0 ∈ y1 + K \ {0} and (3), we obtain
y0 ∈ (F(xα)+ K \ {0}) ∩ F(x0) for all α ∈ I.
Since F satisfies the property l-DN at x0 we have
lim inf(F(xα)+ K) ⊂ F(x0)+ K .
By (4), we have y1 ∈ F(x0)+ K and from y1 < y0 we obtain y0 6∈ Min F(x0)which is a contradiction. 
Example 3.13. Consider R2 ordered by R2+ and F : [0, 2] −→ 2R2 defined as follows:
F(λ) =

[(−3, 2), (−5, 5)] if λ = 0
[(−2,−1+ λ), (0,−1+ λ)] if λ ∈ (0, 1)
[(0,−1), (−1, 0)] if λ = 1
[(λ,−2− λ), (3,−2− λ)] if λ ∈ (1, 2)[(
0,
−3
2
)
, (3,−4)
]
if λ = 2.
Then we can see that F satisfies the property l-DN at 0 and 2. Moreover, λ0 = 0 only verifies the condition (i) and λ0 = 2
only verifies the condition (ii) of Theorem 3.12.
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On the other hand, Min F(1) 6= ∅ but F does not satisfy the property l-DN at 1 since {F(λ)}λ∈(0,1) is an l-decreasing net,
(F(λ)+ K)∩ F(1) 6= ∅ for all λ, lim inf(F(λ)+ K) = (−2, 0)+R2+ but F(1) 6≤l lim inf(F(λ)+ K). In addition, neither (1, y)
with y ∈ Min F(1) is a minimizer of (V-P) nor there exists any l-minimizer (x′, F(x′)) of (S-V) such that F(x′) 6 ∼l F(1) and
Min F(1) ∩ (F(x′)+ K \ {0}) 6= ∅.
The proof of Theorem 3.12 suggests the following results.
Corollary 3.14. Let (x0, y0) ∈ Gr(F) and y0 ∈ Min F(x0). Assume that F satisfies the property l-DN at x0. Then exactly one of
the following alternatives is valid:
(i) (x0, y0) is a minimizer of problem (V-P),
(ii) there exist x′ ∈ X and y′ ∈ F(x′) such that y′ < y0 and (x′, F(x′)) is an l-minimizer of (S-P).
Corollary 3.15. Let (x0, y0) ∈ Gr(F) and y0 ∈ Min F(x0). Assume that F satisfies the property l-DN at x0 and F(X) is K-minimal.
Then exactly one of the following statements is valid:
(i) (x0, y0) is a minimizer of (V-P),
(ii) there exist x′ ∈ X and y′ ∈ F(x′) with y′ < y0 such that (x′, y′) is a minimizer of (V-P) and (x′, F(x′)) is an l-minimizer of
(S-P).
The previous results show that the behaviour of the set l-Eff[F , X] is determined by the behaviour of the set Eff[F , X] and
reciprocally.
4. An existence theorem of l-efficient solutions
We introduce two local notions for a set-valued map and give a condition that ensures the non-emptiness of l-Eff[F , X].
In the sequel, the set X is a subset of a separated topological linear space X ′.
Definition 4.1. Let x0 ∈ X .
(a) F is l-lower-compact at x0 if for each net {(xα, yα)}α∈I ⊂ Gr(F)which has a convergent subnet to (x0, y0) ∈ Gr(F), there
exists a neighborhood V of y0 such that
F(x0)≤l F(xα) for each α ∈ I with yα ∈ V .
It is said that F is l-lower-compact on X if F is l-lower-compact at any point of X .
(b) F is l-K -sectional at x0 if L(x0) = {x ∈ X: F(x)≤l F(x0)} is closed and
MinF(L(x0)) 6= ∅.
It is said that F is l-K -sectional on X if F is l-K -sectional at any point of X .
It is easy to check that Min F(L(x0)) 6= ∅ does not imply Min F(X) 6= ∅, that is, the set of solutions of (V-P) can be the
empty set. Moreover, neither of the above definitions assures the existence of solutions of (S-P) on L(x0) as the following
example shows.
Example 4.2. Consider R2 ordered by R2+.
1. F : [0, 1] −→ 2R2 is defined as:
F(x) =

[(0, 1), (1, 0)] if x = 0
[(0, 2), (2, 0)] if x = 1
{(−n,−n)} if x = 1
n
if n ≥ 2
[(1+ x, 0), (0, 1+ x)] ∪ [(0, 1), (1, 0)] if x ∈ (0, 1) \
{
1
n
}
n∈N
.
It is easy to check that F is l-lower-compact at x = 0 but F is not l-K -sectional at x = 0 since L(0) = [0, 1) is not closed
and Min F(L(0)) = ∅. In addition, l-Eff[F , [0, 1]] = ∅.
2. F : [0, 1] −→ 2R2 is defined as:
F(x) =
{
[(0, 1), (1− x, 0)] if x ∈ (0, 1)
[(0, 1), (1, 0)] if x ∈ {0, 1}.
In this case, F is l-K -sectional on {0, 1}. Indeed, if x0 ∈ {0, 1}, then L(x0) = [0, 1] is closed and Min F(L(x0)) = {(0, 1)}.
However, F is not l-lower-compact on {0, 1}. Indeed, let x0 ∈ {0, 1} and let {xn} ⊂ [0, 1] be a convergent net to x0.
Then (xn, (0, 1)) belongs to Gr(F) for all n ∈ N and is convergent to (x0, (0, 1)) but F(x0) 6≤l F(xn) for any n. In addition,
l-Eff[F , [0, 1]] = ∅.
Nextwe provide a class of l-K -sectional set-valuedmaps on X . Firstly, we need the following knownnotion of generalized
continuity.
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Definition 4.3 ([4]). It is said that F is upper K -continuous at x0 ∈ X if for each neighborhood V of F(x0) there is a
neighborhood U of x0 such that F(x) ⊂ V + K for all x ∈ U ∩ X . When F is upper K -continuous at any x ∈ X . It is said
that F is upper K -continuous on X .
Lemma 4.4. If F is upper K-continuous on X then L(x) is closed for all x ∈ X.
Proof. By applying Proposition 6.3(a) in [16] we conclude the proof. 
Proposition 4.5. Suppose that F is K-compact valued and upper K-continuous on X. If X is compact then F is l-K-sectional on X.
Proof. By Lemma 4.4, L(x0) is closed for all x0. In addition, L(x0) is compact since X is compact. Therefore, applying
[4, Theorem 7.2, page 34] we obtain that F(L(x0)) is K -compact. Hence, Min F(L(x0)) is nonempty for each x0 ∈ X . 
Now, we prove that both conditions together, l-lower-compact and l-K -sectional, assert the existence of l-efficient solu-
tions of (S-P).
Theorem 4.6. Let x0 ∈ X. Suppose that X is compact, F is closed, l-lower-compact on L(x0) and l-K-sectional at x0. Then there
exists an l-efficient solution of (S-P) in L(x0).
Proof. Let y¯ ∈ Min F(L(x0)) be and x¯ ∈ L(x0) be such that y¯ ∈ F(x¯). Therefore, the pair (x¯, y¯) is a minimizer of the following
problem:
(V-P1)
{
Min F(x)
subject to x ∈ L(x0).
Let us consider the problem
(S-P1)
{
l-Min F(x)
subject to x ∈ L(x0).
Clearly if x¯ is an l-efficient solution of (S-P1) then x¯ is also an l-efficient solution of (S-P) and the proof is concluded.
Suppose that x¯ is not an l-efficient solution of problem (S-P1). Then, by Theorem 3.3, the following family of subsets
A = {F(x) ∈ F : x ∈ L(x0), F(x) 6∼l F(x0) and y¯ ∈ F(x)}
is nonempty.A is partially ordered by the set relation≤l. Moreover, each ordered chain inA has a lower bound. Indeed, let
{F(xβ)}β∈I be an ordered chain inA. Since X is compact and L(x0) is closed, there exists a subnet of {xβ} such that converges
to some x′ ∈ L(x0). Therefore, {(xβ , y¯)} ∈ Gr(F) has a subnet that converges to (x′, y¯) ∈ Gr(F) (because F is closed).
On the other hand, since F is l-lower-compact on L(x0) and x′ ∈ L(x0),
F(x′)≤l F(xβ) for all β ∈ I.
Thus, F(x′) is a lower bound of the chain {F(xβ)}β∈I and, by Zorn’s lemma, we get a minimal element F(x˜) ∈ A.
To finish the proof it is sufficient to prove that x˜ is l-efficient solution of (S-P1). On the contrary, suppose that there
exists x′′ ∈ X such that F(x′′)≤l F(x˜) and F(x′′) 6∼l F(x˜). Then x′′ ∈ L(x0) since x˜ ∈ L(x0). In addition, y¯ ∈ F(x′′) because
y¯ ∈ Min F(L(x0)), y¯ ∈ F(x˜) and F(x′′)≤l F(x˜). Thus F(x′′) ∈ A, which contradicts that F(x˜) is minimal inA. 
We point out that, in general, an efficient solution of (V-P1) is not an l-efficient solution of (S-P1). In other words, the
condition Min F(L(x0)) 6= ∅ does not imply that l-Min{F(x) ∈ F : x ∈ L(x0)} 6= ∅ as can be seen in the following example.
Example 4.7. Let R2 be ordered by R2+ and F : (−∞,−1] −→ 2R2 be defined as:
F(x) =
[
(0, 0),
(
x,
−1
x
)]
.
It is easy to check that L(−1) = (−∞,−1] and Min F(L(−1)) = {(0, 0)}. Thus, F is l-K -sectional at x = −1. However
l-Eff[F , L(−1)] = ∅.
5. Conclusions
Set optimization has many applications in mathematical economics and engineering (see [1,3,2]). In this sense, some
researchers have paid much attention on studying the new approach of solution based on a set relation (see [2, Chapter
14]). Recently, such set relations have been considered in several frameworks (see [15,16,10] for more details). However, up
until now, such a criterion has been studied independently of the standard notion.
In this paper, we have explored two notions of solution for a set-valued optimization problem providing links between
their solutions. As a consequence, solutions of type l-efficient allow us to obtain optimality conditions for vector optimiza-
tion problems and vice versa. In our opinion these results can be useful to develop new methods for solving set-valued
optimization problems.
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