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Abstract
Some new classes of exact solutions (so-called functionally invari-
ant solutions) of the elliptic and hyperbolic complex Monge-Ampe`re
equations, the second heavenly equation, mixed heavenly equation,
asymmetric heavenly equation and evolution form of second heavenly
equation are found. Besides non-invariance of these found classes of
solutions has been investigated. These classes of solutions determine
the new classes of heavenly metrics without Killing vectors. A crite-
rion of non-invariance of the solutions belonging to found classes, has
been also formulated.
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1 Introduction
The so called, second heavenly equation, is one of the most important equa-
tions, derived from Einstein equations in general relativity theory. It was
∗The Pedagogical University of Cracow, ul. Podchora¸z˙ych 2, 30-084 Krako´w, Poland,
e-mail: sfstepie@cyf-kr.edu.pl, stepien50@poczta.onet.pl
1
derived by Pleban´ski in [1]. The symmetries of this equation were investi-
gated in, [2]. In [3] some hidden symmetry of type II and some exact so-
lutions of the second heavenly equation have been obtained, by a reduction
of this equation to the homogeneous Monge-Ampe`re equation in similarity
variables. One of the very important classes of solutions of elliptic complex
Monge-Ampe`re equation, are the solutions, which generate metrics, not pos-
sessing Killing vector, because such solutions are non-invariant and so they
are the candidates for gravitational instantons, [4]. The most wanted gravi-
tational instanton is so called, Kummer surface K3, [4], [5], [6]. Finding of
explicit form of the metric corresponding to Kummer surface K3 is a chal-
lenging problem, among others, because of the requirement of non-existence
of Killing vector for such metric, which implicates the requirement of non-
invariance of the solution of homogeneous elliptic complex Monge-Ampe`re
equation. This stated the motivation of our searching for non-invariant so-
lutions of homogeneous elliptic complex Monge-Ampe`re equation, however,
as it has turned out, it is hard to find simultaneously non-invariant and
real solutions in this case and just such solutions can describe Kummer sur-
face. Some such exact solutions have been obtained in [5] and there also
non-existence of Killing vector for these solutions has been checked. In [4]
the real solutions of the hyperbolic complex Monge-Ampe`re equation was
found and their non-invariance was also be checked. In [7] a classification of
scalar partial differential equations of second order, non-invariant solutions
of mixed heavenly equation and a connection between this equation and Hu-
sain equation have been presented. On the other hand, there in [8] it has
been showed that every solution of Husain equation (related to chiral model
of self-dual gravity, [9]) defines some solution of well-known Pleban´ski first
heavenly equation.
There in [7] also so-called asymmetric heavenly equation has been derived.
This equation is connected to so-called evolution form of second heavenly
equation, [10], [11], [12]. In [10] the evolution form of second heavenly equa-
tion has been derived by some symmetry reduction of Lie algebra of the area
preserving group of diffeomorphisms of the 2-surface Σ2 of self-dual Yang-
Mills equations. The same result has been obtained in the case of second
heavenly equation in [13]. Constructing the classes of non-invariant solutions
of hyperbolic complex Monge-Ampe`re equation, in this paper, was motivated
by the challenge of finding solutions being the candidates for gravitational
instanton.
In this paper we show that it is possible, by applying so-called decompo-
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sition method, finding some new classes of exact non-invariant solutions (so-
called functionally invariant solutions) of the both complex Monge-Ampe`re
equations: elliptic and hyperbolic one, the second heavenly equation, mixed
heavenly equation, asymmetric heavenly equations and evolution form of
second heavenly equation. The main version of the mentioned above decom-
position method has been presented in [14].
This paper is organized, as follows. In section 2 we briefly describe the
procedure of the decomposition method. Section 3 is devoted to short intro-
duction of the equations: elliptic and hyperbolic complex Monge-Ampe`re,
second heavenly, mixed heavenly, asymmetric heavenly, evolution form of
heavenly equation and to the non-invariance of the solutions of these equa-
tions. In section 4 we find, by using the mentioned decomposition method,
the classes of exact solutions of the mentioned equations. Next, in this same
section, we investigate non-invariance of the solutions belonging to the classes
mentioned above.
We formulate also a criterion of non-invariance of the solutions belonging to
found classes. In section 5 we give some conclusions.
2 A short description of the decomposition
method
Now we shortly describe the decomposition method, introduced for the first
time in [14].
Let’s assume that we have to solve some nonlinear partial differential equa-
tion:
F (xµ, u1, ...., um, u1,xµ, ..., um,xµ, u1,xµ,xν , ...) = 0, (1)
where un,xα =
∂un
∂xα
etc.
According to the assumptions of the decomposition method, which was
presented first time in [14], firstly we check, whether it is possible to de-
compose the equation on the fragments, characterized by a homogenity of
derivatives. For example, such decomposed investigated equation may be, as
follows, [14]:
G1 · [(u,x)2 + (u,y)2] +G2 · [u,xx + u,xy] = 0, (2)
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where u = u(x, y) is some function of class C2 and the terms: G1, G2 may
depend on xµ, u, u,xµ, ... and u ∈ R or u ∈ C, in dependence on investigated
problem.
We see that the result of the checking is positive and then, we insert into
(2), the ansatz, [14]:
u(xσ) = β1 + f(aµx
µ + β2, bνx
ν + β3, cρx
ρ + β4). (3)
In the above ansatz we try to keep f as an arbitrary function (of class C2),
so far as it is possible. The class of the solutions given by the ansatz of such
kind, is called in the literature, as functionally invariant solution, [17]. The
function f depends on the appropriate arguments, like this one: aµx
µ + β2.
In this paper: aµx
µ = a1x
1 + a2x
2 + a3x
3 + a4x
4. The coefficients aµ, bν , cρ
may be in general complex numbers, which are to be determined later, βj
may be in general complex constants, j = 1, ..., 4, and µ, ν, ρ = 1, ..., 4. In
general, the set of values of µ, ν, ρ, depends on the investigated equation. We
can decrease or increase the number of the arguments of the function f in (3)
and also modify the form of the ansatz (3), in dependency on the situation.
We make such modification later in this section and in the section 4.
After inserting the ansatz (3) into the example equation (2), there, in-
stead of partial derivatives of u, the derivatives of the function f appear:
D1f,D2f, ..., D1,1f,D1,2f, ..., where the indices denote differentiating with re-
spect to first and so far, arguments of the function f (like this one: aµx
µ+β2).
For example, if we insert a two-dimensional version of ansatz (3) into (2)
and collect appropriate terms by the derivatives Djf and Dj,kf , then, we
get, [14]:
G1 · [(a21 + a22)(D1f)2 + (b21 + b22)(D2f)2 + (c21 + c22)(D3f)2+
2(a1b1 + a2b2)D1fD2f + 2(a1c1 + a2c2)D1fD3f + 2(b1c1 + b2c2)D2fD3f ]+
G2 · [(a21 + a1a2)D1,1f + (2a1b1 + a1b2 + a2b1)D1,2f (4)
+(2a1c1 + a1c2 + a2c1)D1,3f + (b
2
1 + b1b2)D2,2f+
(2b1c1 + b1c2 + b2c1)D2,3f + (c
2
1 + c1c2)D3,3f ] = 0,
where Djf,Dj,kf denote correspondingly: a derivative of the function f
with respect to j − nary argument and the mixed derivative of this function
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with respect to j − nary and k − nary argument.
Now, we require that all algebraic terms in the parenthesises must vanish.
As a result we obtain a system of algebraic equations, which solutions are
the parameters a1, a2, .... We call such system of algebraic equations, as de-
termining algebraic system. Its solutions give the relations between aµ, bν , cρ
and therefore they constitute, together with (3), some class of solutions of
(2). In dependence on the situation, we may need to take into consideration
additionally some other conditions, which must be satisfied by our class of
solutions. These conditions implicate the requirement of satisfying of some
algebraic equations, which we attach to the determining algebraic system.
In this paper, one example of such additional condition is the condition of
non-invariance of the solutions. The ansatz (3) appears, as an effect of a
generalization of some result, obtained in [15] and [16]. Namely, there in
the mentioned papers, some classes of exact solutions of Heisenberg model
of ferromagnet have been obtained (but by applying some other method - so
called, concept of strong necessary conditions):
ω = ω[(iα+ βγ)x1 + (iγ − αβ)x2 + (β2 − 1)x3], c.c., (5)
where ω is arbitrary holomorphic function of class C2, depending on its
argument and ω = S
1+iS2
1+S3
, Si (i = 1, 2, 3) - components of classical Heisen-
berg spin, and α2 + β2 + γ2 = 1. So, the ansatz (3) is a generalization of
(5). The solution (given by the ansatz (3)) has been obtained for: Heisen-
berg model, nonlinear σ model (or O(3) model) and scalar Born-Infeld-like
equation in (3+1)-dimensions in [14].
One can easily show that this method can be extended for the class of
the equations of arbitrary order:
F (xµ, u1, ...., um, u1,xµ, ..., um,xµ, u1,xµxν , ..., um,xα1 ...xαn) = 0, (6)
obviously, if decomposition on the proper fragments, mentioned above, is
possible.
Of course, this above decomposition method may be also applied for solving
linear partial differential equations, homogeneous with respect to the deriva-
tives.
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Just now, in the order to find classes of non-invariant solutions, we make
a modification of (3) and the following form of (3) will be applied in this
paper:
u(xµ) = β1 + g1(Σ1) + g2(Σ2) + g3(Σ3) + g4(Σ4), (7)
where:
Σ1 = aµx
µ + β2, Σ2 = bµx
µ + β3,
Σ3 = cµx
µ + β4, Σ4 = dµx
µ + β5,
(8)
gk, (k = 1, ..., 4) are some functions, in dependence on situation, they can
be holomorphic or real and we wish they were arbitrary functions, but it can
change in some cases, aµx
µ = a1x
1 + ...+ a4x
4, xµ are the independent vari-
ables. We assume that gk ∈ C2, (k = 1, ..., 4), (of course, if gk is real-valued
function, we assume that it is differentiable in R sense and if gk ∈ C, we
assume that it is differentiable in C sense). In the cases of second heavenly
equation and mixed heavenly equation we will extend the ansatz (7) to the
functional series.
Of course, all equations, homogeneous with respect to the derivatives, can
be solved by using decomposition method (if there exists at least one solu-
tion of the determining algebraic system). However, it is possible that found
solutions of determining algebraic system will determine the classes of the
solutions, which are useless from the physical viewpoint. So, the problem
of finding of solutions of given equation is reduced to the problem of solv-
ing of the determining algebraic system. For example, the wanted classes
of solutions of the Monge-Ampe`re equations: elliptic (CMA) and hyperbolic
complex (HCMA) one, should be the classes of real and non-invariant solu-
tions. Especially, it is hard to find such classes of the solutions, in the case
of elliptic complex Monge-Ampe`re equation (CMA), when we apply decom-
position method for solving Legendre transformed elliptic complex Monge-
Ampe`re equation, because in this case, the condition of existence of Legendre
transformation appears additionally.
It should be also mentioned here that the first method of finding of func-
tionally invariant solutions, applied to the wave equation, comes from [17],
but without the idea of decomposition method, introduced for the first time
in [14] and applied in this paper.
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In [18] and [19] some extension (obtained by using a method, called also, as
Erugin’s method, [20]), of the results obtained in [17], were presented.
In [21], the extension of this above mentioned method, was presented and
applied for nonlinear partial differential equations of second order and in [22]
some analogical results were obtained for some kind of quasilinear partial
differential equations of second order.
However, the method of searching of the solutions of the form (3), in-
troduced, for the first time, in [14], ”looks” at the investigated nonlinear
partial differential equation, by the wievpoint of homogenity of some frag-
ments of this equation, with respect to the derivatives and so it differs from
these methods mentioned above. By comparison with the methods mentioned
above, it seems to be more simple than they. Moreover, we have stated above
that decomposition method can be applied for partial differential equation
of arbitrary order, if this equation can be decomposed on proper fragments,
mentioned above. In [23] some extension of this method (we apply its version
in the current paper) was presented.
3 Heavenly equations
3.1 Complex Monge-Ampe`re equations
The Einstein vacuum equation in the complex four-dimensional Riemann
space together with the constraint of (anti-)self-duality can be reduced to
the complex Monge-Ampe`re equation, [1]:
Ω,prΩ,qs − Ω,qrΩ,ps = 1. (9)
The metric, corresponding to this equation, is the following, [1]:
ds2 = Ω,prdpdr + Ω,psdpds+ Ω,qrdqdr + Ω,qsdqds, (10)
where p, q, r, s ∈ C and Ω(p, q, r, s) ∈ C.
Because of physical requirements, we limit our considerations to the case:
Ω(p, q, r, s) = v, v ∈ R, (p, q, r, s ∈ C). If we choose: p = z1, q = z2, r =
θz¯1, s = z¯2, then, the equation (9) becomes, [4]:
v,z1z¯1v,z2z¯2 − v,z1z¯2v,z2z¯1 = θ, (11)
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where θ = ±1, z¯1 is complex conjugation of z1, v,z1 = ∂v∂z1 etc. The metric
(10) has the form, [4]:
ds2 = v,z1z¯1dz
1dz¯1 + v,z1z¯2dz
1dz¯2 + v,z2z¯1dz
2dz¯1 + v,z2z¯2dz
2dz¯2. (12)
If θ = 1, then the equation (11) is called, as the elliptic complex Monge-
Ampe`re equation and if θ = −1, then the equation (11) is called, as the
hyperbolic complex Monge-Ampe`re equation.
3.1.1 Elliptic complex Monge-Ampe`re equation
As we stated it above, elliptic complex Monge-Ampe`re equation has the form:
vz1z¯1vz2z¯2 − vz1z¯2vz¯1z2 = 1 (13)
This equation has many applications in mathematics and physics, among
others, as we stated it in the previous section, equation (13) is strictly con-
nected to instanton solutions of the Einstein equations of gravitational field.
These solutions are desrcibed by 4-dimensional Ka¨hler metrics, [5]:
ds2 = vziz¯kdz
idz¯k, (14)
where we sum over the two values of both: unbarred and barred indices
and vziz¯k =
∂2v
∂zi∂z¯k
.
The metric satisfies the vacuum Einstein equations of gravitational field
with Euclidean signature, provided that the Ka¨hler potential is some solution
of (13). We will look for non-invariant, real solutions of (13), which can be
used for construction of hyper Ka¨hler metrics, not possesing any Killing
vectors. One of them is the K3 surface (Kummer surface), being the most
important gravitational instanton, [5], [6]. In [5] some exact, non-invariant
and real solution of (13) was found, by some reduction of the problem of
solving (13) to solving some linear system of equations. Namely, this solution
has the form:
w =
∞∑
k=−∞
exp {2ℑ([A2k(B2k + 1) + 1]z2)}{exp[2Bkℜ[Ak(p+ γz2)]]
×ℜ{Ck exp [2i[ℑ(Ak(p+ γz2))− 2Bkℜ(A2kz2)]]}
+exp [−2Bkℜ[Ak(p+ γz2)]]ℜ{Hk exp [2i[ℑ[Ak(p+ γz2)] + 2Bkℜ(A2kz2)]]}},
(15)
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where Ak, Ck, Hk are arbitrary complex constants, Bk =
√
1− 1/ | Ak |2,
γ is arbitrary real constant, w = e−ψ, and ψ is a solution of Legendre trans-
form of elliptic complex Monge-Ampe`re equation, [5]:
ψpp¯ψz2z¯2 − ψpz¯2ψp¯z2 = ψppψp¯p¯ − ψ2pp¯, (16)
and:
v = ψ − pψp − p¯ψ,p¯, vz1 = p, vz¯1 = p¯. (17)
Some other solutions, functionally invariant ones, have been found in [26]:
w =
∫ a1
a0
F (a, σa + iδa)da+
∑
k
Fk(σak + iδak) + c.c., (18)
where a ∈ R and:
v = w − pw,p − p¯w,p¯ − rw,r, z1 = −w,p, z¯1 = −w,p¯,
ρ = ξ + ξ¯ = −w,r, σa = p+ p¯+ ia(p¯− p),
δa = i
√
γ
(
r +
a+ i
a− iz +
a− i
a + i
z¯
)
, γ = a2 + 1
(19)
and ξ, ξ¯ are parameters of the symmetry group of (13).
3.1.2 Hyperbolic complex Monge-Ampe`re equation transformed
by Legendre transformation
After applying Legendre transformation, [4]:
w = v − z1v,z1 − z¯1v,z¯1, p = v,z1, p¯ = v,z¯1, z1 = −w,p, z¯1 = −w,p¯ , (20)
the hyperbolic complex Monge-Ampe`re equation (11) becomes (if θ =
−1), [4]:
w,pp¯w,z2z¯2 − w,pz¯2w,p¯z2 − w2,pp¯ + w,ppw,p¯p¯ = 0. (21)
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The metric (12), governed by (11), after applying the transformation (20),
has the form, [4]:
ds2 =
1
(w,ppw,p¯p¯ − w2,pp¯)
[
w,pp(w,pp¯dp+ w,p¯z2dz
2)2 + w,p¯p¯(w,pp¯dp¯+ w,pz¯2dz¯
2)2+
w,ppw,p¯p¯ + w
2
,pp¯
w,pp¯
| w,pp¯dp+ w,p¯z2dz2 |2
]
− w,ppw,p¯p¯ − w
2
,pp¯
w,pp¯
dz2dz¯2.
(22)
The condition of existence of Legendre transformation (20) has the form:
w,ppw,p¯p¯ − w2,pp¯ 6= 0 (23)
and it must be satisfied for the given solution or class of solutions of (21).
3.1.3 Non-invariance of the solutions of the hyperbolic complex
Monge-Ampe`re equation
As it was showed in [4], the conditions of non-invariance of the solutions of
the hyperbolic complex Monge-Ampe`re equation are strictly determined by
Killing equations.
The condition equivalent to the Killing equation, has the form (after
applying the invertible point transformation, generated by Legendre trans-
formation (20)), [4]:
pξ1(−w,p, z2) + w,z2ξ2(−w,p, z2) + p¯ξ 1¯(−w,p¯, z¯2) + w,z¯2ξ 2¯(−w,p¯, z¯2) =
h(−w,p, z2) + h¯(−w,p¯, z¯2).
(24)
The Killing vector exists for given solution of the hyperbolic complex
Monge-Ampe`re equation, only if this solution satisfies (24) and then, such
solution is invariant.
In [4], the searching of solutions of hyperbolic Monge-Ampe`re equation,
has been reduced to solving some two systems of linear partial differential
equations, by applying method of partner symmetries. The solutions of these
mentioned systems of linear equation, found in [4], have the following form:
w =
n∑
j=1
αje
Σj , (25)
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where Σj = γjp+ γ¯j p¯+ δjz
2+ δ¯j z¯
2. The coefficients αj ∈ R are arbitrary,
but γj, δj must satisfy the following relations, [4]:
1. for the first system :
| γj |2= aγj + a¯γ¯j, δj = i
γ2j − (a¯+ ib¯)γj
a¯
, (26)
2. for the second system:
δj =
(
ν + i− iγj
γ¯j
)
γj,
c.c.,
(27)
where ν = const, and a, b - arbitrary complex constants.
So, there are two solutions of the hyperbolic complex Monge-Ampe`re
equation and they are non-invariant, if n ≥ 4, because they do not satisfy
Killing equation (24), [4]. Namely, it is provided by the fact, that the matrix
of coefficients, [4]:
M =


1 e−2iϕ1 e2iϕ1 e−4iϕ1
1 e−2iϕ2 e2iϕ2 e−4iϕ2
1 e−2iϕ3 e2iϕ3 e−4iϕ3
1 e−2iϕ4 e2iϕ4 e−4iϕ4

 , (28)
where ϕj = arg (γj), (j = 1, ..., 4), is non-singular. Hence:
Σj = γjp+ γ¯j p¯+ δjz
2 + δ¯j z¯
2 (29)
are linearly independent and the transformations from p, p¯, z2, z¯2 to Σj
are invertible, [4]. So, as it has been proved in [4], after inserting each of
these above solutions into Killing equation (24), this equation becomes into:
F1(Σ1,Σ2,Σ3,Σ4) = 0. (30)
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Hence, as it has been proved in [4], the equation (24) cannot be satis-
fied identically for the solution of Legendre-transformed hyperbolic complex
Monge-Ampe`re equation (21), found in [4].
As it has been pointed out in [4], the solutions, given by (25) and (26) can
be generalized thanks to the functional invariance, established in a theorem
proved in [4]. According to this theorem, we have that:
w = f
( n∑
j=1
αje
Σj
)
, (31)
where the coefficients in Σj satisfy (26) and f is arbitrary function,
(f ∈ C2), is also the class of the solutions of one of the mentioned above
systems of linear PDE’s and of course, of hyperbolic complex Monge-Ampe`re
equation (21). So, (31) is some functionally invariant solution of hyperbolic
complex Monge-Ampe`re equation (21).
3.2 Second heavenly equation of Pleban´ski
The second heavenly equation of Pleban´ski has the following form, [1], [3],
[4]:
v,xxv,yy − v2,xy + v,xw + v,yz = 0, (32)
where v(x, y, w, z) ∈ C is a holomorphic function, vxx = ∂2v∂x2 etc. and
x, y, w, z ∈ C. The heavenly metric has the form, [3], [4]:
ds2 = dwdx+ dzdy − v,xxdz2 − v,yydw2 + 2v,xydwdz. (33)
3.2.1 Second heavenly equation transformed by partial Legendre
transformation and its symmetries
In [4] the second heavenly equation (32) has been transformed by partial
Legendre transformation:
ϑ = v − wv,w − yv,y, v,w = t, v,y = r, w = −ϑ,t, y = −ϑ,r. (34)
We need also to remember that this above transformation exists, if the
following condition is satisfied, [4]:
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ϑ,ttϑ,rr − (ϑ,rt)2 6= 0. (35)
Second heavenly equation, transformed by Legendre transformation (34),
has the form, [4]:
ϑ,tt(ϑ,xx + ϑ,rz) + ϑ,xt(ϑ,rr − ϑ,xt)− ϑ,rt(ϑ,rx + ϑ,tz) = 0. (36)
The metric (33) transformed by Legendre transformation, has the form,
[4]:
ds2 =
(ϑ,tt(ϑ,ttdt + ϑ,trdr + ϑ,txdx+ ϑ,tzdz) + (ϑ,ttϑ,rx − ϑ,trϑ,tx)dz)2
ϑ,tt(ϑ,ttϑ,rr − ϑ2,tr)
−
ϑ,ttϑ,xx − ϑ2,tx
ϑ,tt
dz2 − (ϑ,ttdt+ ϑ,trdr + ϑ,txdx+ ϑ,tzdz)dx
−(ϑ,rtdt+ ϑ,rrdr + ϑ,rxdx+ ϑ,rzdz)dz,
(37)
where ϑ(x, r, t, z) is the potential, which satisfies Legendre transformed
second heavenly equation (36).
In the aim of linearization of the above equation, there in [4], translational
symmetries have been applied. In the case of so called equal symmetries,
instead of the equation (36), the following system of equations has been
investigated, [4]:
ϑ,rt + ϑ,rr − ϑ,xt = 0, (38)
ϑ,xx + ϑ,rz = 0, (39)
ϑ,rx + ϑ,xt + ϑ,tz = 0. (40)
In the case of so called higher symmetry, the following system has been
considered, instead of (36), [4]:
ϑ,rr − ϑ,xt = 0, (41)
ϑ,rx + ϑ,tz = 0, (42)
ϑ,xx + ϑ,rz = 0. (43)
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3.2.2 Non-invariance of the solutions of second heavenly equation
Let us write the conditions, which satisfying provides that the given solutions
of (32) are non-invariant (i.e. metrics generated by them, do not possess
Killing vector). These conditions have been derived in [4].
The Killing vector for the metric (33) of second heavenly equation has
the form, [4]:
~Ω = ξx(x, y, w, z)
∂
∂x
+ ξy(x, y, w, z)
∂
∂y
+ ξw(x, y, w, z)
∂
∂w
+ ξz(x, y, w, z)
∂
∂z
,
(44)
where, [4]:
ξx = −2av,y − xd,w − yb,w − e, ξy = 2av,x − xd,z − yb,z + c,
ξz = ax+ b, ξw = −ay + d (45)
and:
b = q,w + kz, d = −q,z + kw, (46)
where a, k are arbitrary constants and c, e, q are arbitrary functions of
w, z.
The Killing equation for the metric (33) is equivalent to the following
equation, [4]:
v,x(x, y, w, z) + [xq,zz − y(q,zw + k) + c]v,y(x, y, w, z)+
[ax+ kz + q,w]v,z(x, y, w, z) + [kw − ay − q,z]v,w(x, y, w, z)
= 2[aV − kv(x, y, w, z)] + 1
6
[x3q,zzz − 3x2yq,zzw + 3xy2q,zww − y3q,www]+
1
2
[x2c,z + xy(e,z − c,w)− y2e,w] + xρ+ yσ + ψ,
(47)
where q, c, e, ρ, σ, ψ are arbitrary functions of w, z and a, k are arbitrary
constants. If some given solution of the second heavenly equation (32), is
invariant, then, the Killing equation should become a tautology, for some
choice of the functions q, c, e, ρ, σ, ψ, the constants a, k and the integration
”constant” for the potential V , where, [4]:
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V,x = v,xxv,y − v,xv,xy + 2v,z, (48)
V,y = v,xyv,y − v,xv,yy − 2v,w. (49)
The form of the above Killing equation (47), transformed by Legendre
transformation, is, [4]:
ϑ,x + r[xq,zz + ϑ,r(q,zw − k) + c]+
(ax+ kz + q,w)ϑ,z + t(−3kϑ,t + aϑ,r − q,z) =
2(aΠ− kϑ) + 1
6
(x3q,zzz + 3x
2ϑ,rq,zzw + 3xϑ
2
,rq,zww + ϑ
3
,rq,www)+
1
2
(x2c,z − xϑ,r(e,z − c,w)− ϑ2,re,w) + xρ− ϑ,rσ + ψ,
(50)
where ϑ = ϑ(x, r, t, z) is a solution of the Legendre transformed second
heavenly equation (36).
Moreover, w should be replaced with −ϑ,t(x, r, t, z) in the functions q, c, e,
in their derivatives and in ρ, σ, ψ. Π is obtained by Legendre transformation
of the potential V , [4]:
Π(x, r, t, z) = V (x,−ϑ,r(x, r, t, z), z,−ϑ,t(x, r, t, z)). (51)
In [4], a solution of the equations (38)-(40) and (41)-(43) have been ob-
tained:
ϑ =
n∑
j=1
mj exp (αjt+ γjr + ζjx+ λjz), (52)
where the coefficients must satisfy the relations, [4]:
1. for the system (38)-(40):
αj =
γ2j
ζj − γj , λj = −
ζ2j
γj
, (53)
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2. for the system (41)-(43):
αj =
γ2j
ζj
, λj = −
ζ2j
γj
. (54)
Here the similar reasoning, as in the case of the solutions of hyperbolic
complex Monge-Ampe`re equation, can be repeated. Hence, these above solu-
tions are non-invariant, if n ≥ 4, then, they generate metrics without Killing
vector. It is provided by the fact that as in the case of the solutions of
hyperbolic complex Monge-Ampere equation, the matrices of coefficients for
solutions given either by (52) and (53) or by (52) and (54), are non-singular,
[4].
3.3 Mixed heavenly equation
There in [7], has been derived and investigated, so called mixed heavenly
equation, which, after symmetry reduction, has the form:
v,tyv,xz − v,tzv,xy + v,ttv,xx − v2,tx = θ, (55)
where θ = ±1.
After making Legendre transformation, [7]:
p = v,x, q = v,z, w(p, q, t, y) = v − xv,x − zv,z ,
x = −w,p, z = −w,q ,
(56)
the equation (55) becomes, [7]:
w,tqw,py − w,pqw,ty + w,ttw,qq − w2,tq + θ(w,ppw,qq − (w,pq)2) = 0. (57)
The condition of existence of Legendre transformation (56) has the form,
[7]:
w,ppw,qq − (w,pq)2 6= 0. (58)
The problem of obtaining non-invariant solutions of (57), has been re-
duced in [7], to investigation of the following set of linear equations (for
θ = 1):
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w,ηη + w,ξξ − w,ξq = 0, (59)
w,ξq − w,ηq + w,ξy = 0, (60)
w,ξq + w,ηq − w,qq + w,ηy = 0, (61)
where η = p+ t, ξ = p− t.
One of the solutions of the system (59)-(61), are, [7]:
w =
∑
j
exp
(
±
√
Aj(Aj − Bj)(η + Bj
Aj
y)
)
×{Cj cos (Ajξ +Bj(q − y)) +Hj sin (Ajξ +Bj(q − y))}.
(62)
where: Aj , Bj, Cj, Hj are arbitrary constants and η = p+ t, ξ = p− t.
This above solution is non-invariant solution, because it depends on four
independent combinations of the variables η, ξ, q, y, [7].
3.4 Asymmetric heavenly equation
In [7], so called asymmetric heavenly equation has been derived:
u,txu,ty − u,ttu,xy + Au,tz +Bu,xz + Cu,xx = 0. (63)
When B = 0, then, this above equation is called, as evolution form of the
second heavenly equation, [7], [10], [11], [12].
4 Some new classes of exact solutions and
their non-invariance
In this section we find the classes of exact solutions of the equations, (13),
(21), (36), (57) and (63) and we check the non-invariance of theese classes.
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4.1 Class of exact solutions of elliptic complex Monge-
Ampe`re equation
Now we want to find the class of exact solutions of elliptic complex Monge-
Ampe`re equation (13). In contrary to the next subsections of this secion, we
do not investigate Legendre transform of origin equation. Actually, at first
sight, one can think that the simplest way of finding wanted class of exact
solutions, is applying decomposition method to Legendre transform of (13).
However, in this case, after obtaining the corresponding determining al-
gebraic system, it turns out that finding of the class of exact solutions,
which satisfies three conditions of: existence of Legendre transformation,
non-invariance and reality, simultaneously, is very hard and it seems that it
is possible that there are no appropriate solutions of the determining alge-
braic system. Thus, we apply decomposition method directly to the elliptic
complex Monge-Ampe`re equation (13). Obvioulsy, in this case we cannot use
directly the ansatz (7) to this equation, because the main osbtacle, in apply-
ing of the original ansatz, is the presence of the free term ”1” in (13). So,
we apply some modification of the ansatz such that after inserting of it into
(13), some possibility of balancing of the free term will appear (the necessity
of balancing of the free term was took into consideration in decomposition
method in [23]). We do it by choosing two functions in (7), as square func-
tions, we choose the functions gk, (k = 1, 2) to be square functions and the
functions g3 is arbitrary function of class C2, but g4 = g¯3, in order to satisfy
the condition of reality of the solution. Hence, we apply the ansatz:
v(xµ) = β1 + (Σ1)
2 + (Σ2)
2 + g3(Σ3) + g4(Σ4), (64)
where:
Σ1 = aµx
µ + β2, Σ2 = bµx
µ + β3,
Σ3 = cµx
µ + β4, Σ4 = dµx
µ + β5,
(65)
Σk ∈ R, (k = 1, 2), g3 ∈ C is arbitrary function of class C2, g4 = g¯3,
aµx
µ = a1x
1 + ... + a4x
4 and x1 = z1, x2 = z¯1, x3 = z2, x4 = z¯2 are the
independent variables. Owing to applying decomposition method directly to
(13), not to its Legendre transform (17), we avoid the necessity of satisfying
of the condition of existence of Legendre transformation. After inserting the
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ansatz (64) into (13) and collecting proper terms, we derive the determining
algebraic system, which wanted solutions are:
a1 = a¯2, a3 = 0, a4 = 0, b1 = 1, b2 = 1, b3 =
1
2a¯2
, b4 =
1
2a2
, (66)
c1 = 0, c2 =
1
2a¯2
, c3 = 0, c4 = d¯3, d1 =
1
2a2
, d2 = 0, d4 = 0, (67)
β1, β2, β3 ∈ R, β4 ∈ C, β5 = β¯4. (68)
Hence, the class of solutions of (13) has the form:
v(z1, z¯1, z2, z¯2) = β1 + (a¯2z
1 + a2z¯
1 + β2)
2 +
(
z1 + z¯1 +
1
2a¯2
z2 +
1
2a2
z¯2 + β3
)2
+
g3
(
1
2a¯2
z¯1 + d¯3z¯
2 + β4
)
+ g¯3
(
1
2a¯2
z¯1 + d¯3z¯
2 + β4
)
,
(69)
where g¯3 is complex conjugation of g3, i.e.: g3 = f(Λ), g¯3 = f(Λ¯), where
Λ ∈ C is the argument of g3, given in (69) and β1, β2, β3 ∈ R, a2, d3, β4 ∈ C.
Now we need to check, whether the solutions, belonging to the found
class, are non-invariant. We construct the matrix:
M =


Γ1a¯2 Γ1a2 0 0
Γ2 Γ2
Γ2
2a¯2
Γ2
2a2
0
g′
3
2a¯2
0 g′3d¯3
g¯′
3
2a2
0 g¯′3d3 0

 , (70)
where Γ1 = 2(a¯2z
1 + a2z¯
1 + β2),Γ2 = 2z
1 + 2z¯1+ z
2
a¯2
+ z¯
2
a2
+2β3 . In order
to provide non-invariance of the solutions belonging to the class (69), the
determinant of this above matrix must not vanish:
det (M) = − 1
2a¯22a
2
2
(a¯2z
1 + a2z¯
1 + β2)(2z
1a¯2a2 + 2z¯
1a¯2a2 + z
2a2 + z¯
2a¯2 + 2β3a¯2a2)
(4d3d¯3a¯
2
2a2 − d3a¯2 − 4a¯2a22d3d¯3 + d¯3a2)g′3g¯′3 6= 0
(71)
Let us assume that a2 6= 0. Hence, the solutions belonging to the class
(69), depend on four variables and they are non-invariant, in the regions,
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where simultaneously the conditions: a¯2z
1 + a2z¯
1 + β2 6= 0 and 2z1a¯2a2 +
2z¯1a¯2a2 + z
2a2 + z¯
2a¯2 + 2β3a¯2a2 6= 0 and g′3 6= 0, hold.
Of course, this above found class of solutions of the elliptic complex
Monge-Ampe`re equation (13), is the class of real solutions. Obviously, these
solutions are not differentiable in C sense. They are differentiable in R sense.
If we repeat these above computations, but in the variables x1 = ℜ(p), x2 =
ℑ(p), x3 = ℜ(z2), x4 = ℑ(z2), xk ∈ R, (k = 1, 2, 3, 4), then it turns out that
the function, given by (69), is still the class of exact solutions of elliptic com-
plex Monge-Ampe`re equation (13) and these solutions are still non-invariant.
Hence, we have proved the following theorem:
Theorem 1 The metric (14) with v, being some solution of elliptic complex
Monge-Ampe`re equation (13), belonging to the class, given by by (69), when
(71) and the conditions: a¯2z
1 + a2z¯
1 + β2 6= 0, 2z1a¯2a2 + 2z¯1a¯2a2 + z2a2 +
z¯2a¯2+2β3a¯2a2 6= 0 and g′3 6= 0, are simultaneously satisfied, does not possess
Killing vector.
4.2 Classes of exact solutions of hyperbolic complex
Monge-Ampe`re equation
In this subsection we look for the class of exact solutions of hyperbolic com-
plex Monge-Ampe`re equation (21). To this effect, we apply directly the
ansatz (7) for (21), in contrast with [4], where this equation was linearized
and the obtained systems of linear equations were solved. Here: u ≡ w and
the independent variables are: x1 = p, x2 = p¯, x3 = z2, x4 = z¯2, and gj
(j = 1, 2, 3, 4), are such functions of their arguments that w(p, p¯, z2, z¯2) ∈ R.
We search the class of non-invariant solutions of (21), given by (7) and (8),
which satisfy (23).
After making the procedure described in the section 2, we obtain some sys-
tem of nonlinear algebraic equations, so called determining algebraic system.
Apart from satisfying of it, we require also satisfying of the following condi-
tions: the condition (23), the condition of non-singularity of Jacobian matrix
and the condition that the solution must be real.
We found three classes of non-invariant, exact solutions of (21), satisfying
the mentioned conditions. These classes are given by (7) and by the following
sets of relations between the coefficients:
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1. for the class I
a1 = a2, a3 = −a2(d1d2 − d
2
2 − d1d4)
d1d2
, a4 = −a2(d1d2 − d
2
2 − d1d4)
d1d2
,
b1 = d2, b2 = d1, b3 = d4, b4 = −d
2
1 − d22 − d1d4
d2
,
c1 = −iA, c2 = iA, c3 = −iA(d1d2 + d
2
2 + d1d4)
d1d2
, c4 =
iA(d1d2 + d
2
2 + d1d4)
d1d2
,
d3 = −d
2
1 − d22 − d1d4
d2
,
(72)
in this case: g1, g3 ∈ R, g2 ∈ C, g4 = g¯2 (of course β5 = β¯3),
2. for the class II
a1 = 0, a2 = 0, a3 = a¯4, b1 = 0, b2 = 0, b3 = b¯4,
c1 = 0, c2 = d4, c3 = d4, c4 = d3, d1 = d4, d2 = 0,
(73)
in this case: g1, g2 ∈ R, g3 ∈ C, g4 = g¯3 (of course β5 = β¯4),
3. for the class III
a1 = A2(1 + i), a2 = a¯1, a3 = 2iA2, a4 = a¯3,
b1 =
√
B23 +B
2
4
2
(
1 + i
B3 +B4 −
√
B23 +B
2
4
B3 −B4 +
√
B23 +B
2
4
)
, b2 = b¯1,
b3 = B3 + iB4, b4 = b¯3, c1 = iC2, c2 = c¯1, c3 = 0, c4 = 0,
d1 = H2(−1 + i), d2 = d¯1, d3 = 2iH2, d4 = d¯3
(74)
in this case: gj, (j = 1, 2, 3, 4) ∈ R.
In all these above cases, gj, (j = 1, 2, 3, 4) are the functions of class C2.
Hence, the found classes of the exact solutions of (21) have the form:
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1. class I
w(p, p¯, z2, z¯2) = β1+
g1
(
a2p+ a2p¯− a2(d1d2 − d
2
2 − d1d4)
d1d2
z2 − a2(d1d2 − d
2
2 − d1d4)
d1d2
z¯2 + β2
)
+
g2
(
d2p+ d1p¯+ d4z
2 − d
2
1 − d22 − d1d4
d2
z¯2 + β3
)
+
g3
(
− iAp+ iAp¯− iA(d1d2 + d
2
2 + d1d4)
d1d2
z2 +
iA(d1d2 + d
2
2 + d1d4)
d1d2
z¯2 + β4
)
+
g¯2
(
d2p+ d1p¯+ d4z
2 − d
2
1 − d22 − d1d4
d2
z¯2 + β3
)
,
(75)
2. class II
w(p, p¯, z2, z¯2) = β1 + g1(a¯4z
2 + a4z¯
2 + β2) + g2(b¯4z
2 + b4z¯
2 + β3)+
g3(d4p¯+ d4z
2 + d3z¯
2 + β4) + g¯3(d4p¯+ d4z
2 + d3z¯
2 + β4),
(76)
3. class III
w(p, p¯, z2, z¯2) = β1 + g1
(
A2(1 + i)p+ A2(1− i)p¯+ 2iA2z2 − 2iA2z¯2 + β2
)
+
g2
(√
B23 +B
2
4
2
[
1 + i
B3 +B4 −
√
B23 +B
2
4
B3 −B4 +
√
B23 +B
2
4
]
p+
√
B23 +B
2
4
2
[
1− iB3 +B4 −
√
B23 +B
2
4
B3 −B4 +
√
B23 +B
2
4
]
p¯+
(B3 + iB4)z
2 + (B3 − iB4)z¯2 + β3
)
+
g3
(
iC2p− iC2p¯+ β4
)
+
g4
(
H2(−1 + i)p+H2(−1 − i)p¯ + 2iH2z2 − 2iH2z¯2 + β5
)
,
(77)
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where:
• for class I: g1, g3 are arbitrary real functions (of class C2) of their argu-
ments, g2 is some arbitrary complex function of its argument and g2 ∈
C2, g¯2 is complex conjugation of g2, i.e.: g2 = f(Λ), g¯2 = f(Λ¯), where
Λ ∈ C is the argument of g2, given in (75) andA, a2, d1, d2, d4, β1, β2, β4 ∈
R and β3 ∈ C.
• for class II: g1, g2 are arbitrary real functions (of class C2) of their ar-
guments, g3 is some arbitrary complex function of its argument and
g3 ∈ C2, g¯3 is complex conjugation of g3, i.e.: g3 = f(Λ), g¯3 = f(Λ¯),
where Λ ∈ C is the argument of g3, given in (76) and a4, b4 ∈ C,
d3, d4, βk ∈ R, (k = 1, 2, 3) and β4 ∈ C.
• for class III: gj, (j = 1, 2, 3, 4) are arbitrary real functions (of class C2)
of their arguments and A2, B3, B4, C2, H2, βk ∈ R, (k = 1, ..., 5).
Now, we check, whether the condition (23) is satisfied by the solutions
belonging to the classes I, II and III. It turns out that it is satisfied, when:
1. for class I
a22(d1 − d2)2g′′1(g¯′′2 + g′′2)−A2(d1 + d2)2g′′3(g¯′′2 + g′′2) + (d21 − d22)2g′′2 g¯′′2−
4a22A
2g′′1g
′′
3 6= 0,
(78)
2. for class II
d44g
′′
3 g¯
′′
3 6= 0, (79)
3. for class III (relation (136) in Appendix A),
where g′′j , (j = 1, 2, 3, 4) denotes second derivative of the function gj with
respect to its argument.
Next, basing on the considerations included in the subsubsection 3.1.2,
we make the analysis of non-invariance of the solutions, belonging to the
found classes. The Jacobian matrices have the forms:
1. for class I
23
M =


a2g
′
1 a2g
′
1 −a2 d1d2−d
2
2
−d1d4
d1d2
g′1 −a2 d1d2−d
2
2
−d1d4
d1d2
g′1
d2g
′
2 d1g
′
2 d4g
′
2 −d
2
1
−d2
2
−d1d4
d2
g′2
−iAg′3 iAg′3 − iA(d1d2+d
2
2
+d1d4)
d1d2
g′3
iA(d1d2+d22+d1d4)
d1d2
g′3
d1g¯
′
2 d2g¯
′
2 −d
2
1
−d2
2
−d1d4
d2
g¯′2 d4g¯
′
2

 ,
(80)
2. for class II
M =


0 0 a¯4g
′
1 a4g
′
1
0 0 b¯4g
′
2 b4g
′
2
0 d4g
′
3 d4g
′
3 d3g
′
3
d4g¯
′
3 0 d3g¯
′
3 d4g¯
′
3

 , (81)
3. for class III
M =


A2(1 + i)g
′
1 A2(1− i)g′1 2iA2g′1 −2iA2g′1
N1g
′
2 N¯1g
′
2 (B3 + iB4)g
′
2 (B3 − iB4)g′2
iC2g
′
3 −iC2g′3 0 0
H2(−1 + i)g′4 H2(−1− i)g′4 2iH2g′4 −2iH2g′4

 ,
(82)
where g′j , (j = 1, 2, 3, 4) denotes the first derivative of the function gj with
respect to its argument and N1 =
√
B2
3
+B2
4
2
(
1 + i
B3+B4−
√
B2
3
+B2
4
B3−B4+
√
B2
3
+B2
4
)
. From the
requirement of non-vanishing of the determinants of these above matrices,
we have:
1. for the class I
detM =
2ia2A
d21d
2
2
(d61 − d62 − 3d41d22 + 3d21d42)g′1g′2g¯′2g′3 6= 0, (83)
2. for the class II
detM = −(a¯4b4 − a4b¯4)d24g′1g′2g′3g¯′3 6= 0, (84)
3. for the class III
detM = 16A2B3C2H2g
′
1g
′
2g
′
3g
′
4 6= 0. (85)
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Let’s assume additionally for class I:
d1d2 6= 0. (86)
Let us fix now the functions gj, (j = 1, ..., 4) in (75), (76) and (77), but
such that the conditions (83) (together with (78) and (86)), (84) (together
with (79)) and (85) (together with and B3−B4+
√
B23 +B
2
4 6= 0 and (A.1))
will be still satisfied, correspondingly.
We can now repeat from the subsubsection 3.1.2 (basing on [4]), that the
equation (24) cannot be satisfied identically for any solution of Legendre-
transformed hyperbolic complex Monge-Ampe`re equation (21) just by proper
choice of the functions ξ1, ξ 1¯, ξ2, ξ 2¯, h, h¯, because the variables p, p¯, w,z2, w,z¯2
explicitly enter into the coefficients of this equation.
Σj , (j = 1, 2, 3, 4) are linearly independent, for the three above classes of
solutions. So, the transformations from p, p¯, z2, z¯2 to Σj are invertible and we
can express p, p¯, z2, z¯2 through Σj , (j = 1, 2, 3, 4), so that Σj , (j = 1, 2, 3, 4),
can be chosen as new independent variables in (24) and after inserting each
of above classes of solutions into the equation (24), this equation becomes:
F3(Σ1,Σ2,Σ3,Σ4) = 0. (87)
For example, if we choose gj = exp (Σj) in the above found classes of
solutions, especially in (77), we obtain form similar to the form of the ansatz
(25), if n = 4. So, the solutions, belonging to the above classes: (75) or (76)
or (77), with such fixed functions gk, (k = 1, ..., 4), do not have functional
arbitrariness. Hence, after taking into account these above arguments, we
see that these solutions cannot satisfy the first-order Killing equation (24).
Thus, we see that the Killing equation (24) cannot be satisfied identically for
any solution, belonging to the classes of the form: (75) or (76) or (77).
Of course, all these above found classes of solutions of the hyperbolic
complex Monge-Ampe`re equation (21), are the classes of real solutions. Ob-
viously, these solutions are not differentiable in C sense. They are differen-
tiable in R sense. If we repeat these above computations, but in the variables
x1 = ℜ(p), x2 = ℑ(p), x3 = ℜ(z2), x4 = ℑ(z2), xk ∈ R, (k = 1, 2, 3, 4), then
it turns out that the functions, given either by (75) or by (75) or by (77),
are still the classes of exact solutions of hyperbolic complex Monge-Ampe`re
equation (21), these solutions are still non-invariant and the condition (23)
is still satisfied.
Hence, we have proved the following theorem:
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Theorem 2 The metric (22) with w, being some solution of hyperbolic com-
plex Monge-Ampe`re equation (21), belonging to any class, defined by:
1. (75) - class I, (when the relations: (78), (83) and (86) hold)
2. (76) - class II, (when the relations: (79), (84) hold)
3. (77) - class III, (when the relations: (136), (85) and B3−B4+
√
B23 +B
2
4 6=
0 hold),
where the functions gj , (j = 1, ..., 4), are fixed, does not possess Killing
vector.
4.3 Classes of exact solutions of second heavenly equa-
tion
Now, in order to find new classes of non-invariant solutions of heavenly equa-
tion, we use decomposition method, in the cases of equal symmetries and
higher symmetries. We apply the ansatz (7) for the systems (38)-(40) and
(41)-(43), but now u ≡ ϑ, the independent variables are: x1 = x, x2 = r, x3 =
t, x4 = z, and gk, (k = 1, 2, 3, 4), are arbitrary holomorphic, complex-valued
functions of their arguments. The ansatz (7) presents the class of solutions of
the systems (38)-(40), (41)-(43), when the relations, which must be satisfied
by the coefficients, are, as follows:
1. for equations (38)-(40) - the case of equal symmetries
a1 =
a2(a2 + a3)
a3
, a4 = −a2(a2 + a3)
2
a23
,
b1 =
b2(b2 + b3)
b3
, b4 = −b2(b2 + b3)
2
b23
,
c1 =
c2(c2 + c3)
c3
, c4 = −c2(c2 + c3)
2
c23
,
d1 =
d2(d2 + d3)
d3
, d4 = −d2(d2 + d3)
2
d23
,
(88)
2. for equations (41)-(43) - the case of higher symmetry
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• subclass I
a3 =
a22
a1
, a4 = −a
2
1
a2
,
b3 =
b22
b1
, b4 = −b
2
1
b2
,
c3 =
c22
c1
, c4 = −c
2
1
c2
,
d3 =
d22
d1
, d4 = −d
2
1
d2
,
(89)
• subclass II
a1 =
a22
a3
, a4 = −a
3
2
a23
,
b1 =
b22
b3
, b4 = −b
3
2
b23
,
c1 =
c22
c3
, c4 = −c
3
2
c23
,
d1 =
d22
d3
, d4 = −d
3
2
d23
.
(90)
The parameters βk, (k = 1, ..., 5), occuring in (7) and (8), are, in this case,
arbitrary constants.
We check now, whether the condition (35) of existence of Legendre trans-
formation (34) is satisfied for the ansatz (7) and for the three sets of the
relations of the coefficients (88), (89) and (90). It turns out that this condi-
tion is satisfied for this ansatz and for these above three sets of relations of
coefficients, if these below conditions are satisfied:
• for (88) and for (90), (gj, (j = 1, ..., 4), are the functions of the ar-
guments, including the coefficients, which satisfy correspondingly (88)
and (90)):
(b2d3 − b3d2)2g′′2g′′4 + (b2c3 − b3c2)2g′′2g′′3 + (a2d3 − a3d2)2g′′1g′′4+
(c2a3 − c3a2)2g′′1g′′3 + (a2b3 − a3b2)2g′′1g′′2 + (c2d3 − c3d2)2g′′3g′′4 6= 0,
(91)
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• for (89)
(b42a
2
1c
2
1d
2
1a
2
2 − 2a32b1c21d21b32a1 + a42b21c21d21b22)g′′1g′′2
a21b
2
1c
2
1d
2
1
+
(−2a32b21c1d21c32a1 + c42a21b21d21a22 + a42b21c21d21c22)g′′1g′′3
a21b
2
1c
2
1d
2
1
+
(−2a32b21c21d1d32a1 + a42b21c21d21d22 + d42a21b21c21a22)g′′1g′′4
a21b
2
1c
2
1d
2
1
+
(c42a
2
1b
2
1d
2
1b
2
2 + b
4
2a
2
1c
2
1d
2
1c
2
2 − 2b32a21c1d21c32b1)g′′2g′′3
a21b
2
1c
2
1d
2
1
+
(−2b32a21c21d1d32b1 + b42a21c21d21d22 + d42a21b21c21b22)g′′2g′′4
a21b
2
1c
2
1d
2
1
+
(d42a
2
1b
2
1c
2
1c
2
2 + c
4
2a
2
1b
2
1d
2
1d
2
2 − 2c32a21b21d1d32c1)g′′3g′′4
a21b
2
1c
2
1d
2
1
6= 0,
(92)
where g′′j , (j = 1, 2, 3, 4) denotes the second derivative of the function gj
with respect to its argument.
Now, basing on the considerations included in the subsubsection 3.2.2, we
make the analysis of non-invariance of these above classes of exact solutions
of second heavenly equation. Namely, we check now, whether Σ1,Σ2,Σ3,Σ4
are linearly independent, i.e. the transformations from x, r, t, z to Σj , (j =
1, 2, 3, 4) are invertible. The Jacobian matrices are the following:
1. for the case of equal symmetries (when the relations (88) hold)
M =


a2(a2+a3)
a3
g′1 a2g
′
1 a3g
′
1 −a2(a2+a3)
2
a2
3
g′1
b2(b2+b3)
b3
g′2 b2g
′
2 b3g
′
2 − b2(b2+b3)
2
b2
3
g′2
c2(c2+c3)
c3
g′3 c2g
′
3 c3g
′
3 − c2(c2+c3)
2
c2
3
g′3
d2(d2+d3)
d3
g′4 d2g
′
4 d3g
′
4 −d2(d2+d3)
2
d2
3
g′4


, (93)
2. for the case of higher symmetry (when the relations (89) hold)
M =


a1g
′
1 a2g
′
1
a2
2
a1
g′1 −a
2
1
a2
g′1
b1g
′
2 b2g
′
2
b2
2
b1
g′2 − b
2
1
b2
g′2
c1g
′
3 c2g
′
3
c2
2
c1
g′3 − c
2
1
c2
g′3
d1g
′
4 d2g
′
4
d2
2
d1
g′4 −d
2
1
d2
g′4

 , (94)
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3. for the case of higher symmetry (when the relations (90) hold)
M =


a2
2
a3
g′1 a2g
′
1 a3g
′
1 −a
3
2
a2
3
g′1
b2
2
b3
g′2 b2g
′
2 b3g
′
2 − b
3
2
b2
3
g′2
c2
2
c3
g′3 c2g
′
3 c3g
′
3 − c
3
2
c2
3
g′3
d2
2
d3
g′4 d2g
′
4 d3g
′
4 −d
3
2
d2
3
g′4


, (95)
where g′j (j = 1, 2, 3, 4), is the first derivative of the function gj with
respect to its argument. We require non-vanishing of the Jacobians:
• - the case of equal symmetries
detM =
g′1g
′
2g
′
3g
′
4
a23b
2
3d
2
3c
2
3
(
− a22a3b2b23c33d32 + a22a3b2b23c32d33
−a22a3c2c23d33b32 + a22a3c2c23b33d32 − a22a3d2d23b33c32+
a22a3d2d
2
3c
3
3b
3
2 + b
2
2b3a2a
2
3c
3
3d
3
2 − b22b3a2a23c32d33
+b22b3c2c
2
3d
3
3a
3
2 − b22b3c2c23a33d32 + b22b3d2d23a33c32−
b22b3d2d
2
3c
3
3a
3
2 + c
2
2c3a2a
2
3d
3
3b
3
2 − c22c3a2a23b33d32
−c22c3b2b23d33a32 + c22c3b2b23a33d32 − c22c3d2d23a33b32+
c22c3d2d
2
3b
3
3a
3
2 + d
2
2d3a2a
2
3b
3
3c
3
2 − d22d3a2a23c33b32
−d22d3b2b23a33c32 + d22d3b2b23c33a32 + d22d3c2c23a33b32−
d22d3c2c
2
3b
3
3a
3
2
)
6= 0,
(96)
• - the case of higher symmetry - subclass I
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detM =
g′1g
′
2g
′
3g
′
4
c1d2c2d1b2b1a2a1
(
− a21a2b22b1c32d31 + a21a2b22b1c31d32
−a21a2c22c1d32b31 + a21a2c22c1b32d31 − a21a2d22d1b32c31+
a21a2d
2
2d1c
3
2b
3
1 + b
2
1b2a
2
2a1c
3
2d
3
1 − b21b2a22a1c31d32
+b21b2c
2
2c1d
3
2a1
3 − b21b2c22c1a32d31 + b21b2d22d1a32c31−
b21b2d
2
2d1c
3
2a
3
1 + c
2
1c2a
2
2a1d
3
2b
3
1 − c21c2a22a1b32d31
−c21c2b22b1d32a31 + c21c2b22b1a32d31 − c21c2d22d1a32b31+
c21c2d
2
2d1b
3
2a
3
1 + d
2
1d2a
2
2a1b
3
2c
3
1 − d21d2a22a1c32b31
−d21d2b22b1a32c31 + d21d2b22b1c32a31 + d21d2c22c1a32b31−
d21d2c
2
2c1b
3
2a
3
1
)
6= 0,
(97)
• - the case of higher symmetry - subclass II
detM =
g′1g
′
2g
′
3g
′
4
a23b
2
3d
2
3c
2
3
(
− a22a3b2b23c33d32 + a22a3b2b23c32d33 − a22a3c2c23d33b32+
a22a3c2c
2
3b
3
3d
3
2 − a22a3d2d23b33c32 + a22a3d2d23c33b32+
b22b3a2a
2
3c
3
3d
3
2 − b22b3a2a23c32d33 + b22b3c2c23d33a32−
b22b3c2c
2
3a
3
3d
3
2 + b
2
2b3d2d
2
3a
3
3c
3
2 − b22b3d2d23c33a32+
c22c3a2a
2
3d
3
3b
3
2 − c22c3a2a23b33d32 − c22c3b2b23d33a32+
c22c3b2b
2
3a
3
3d
3
2 − c22c3d2d23a33b32 + c22c3d2d23b33a32+
d22d3a2a
2
3b
3
3c
3
2 − d22d3a2a23c33b32 − d22d3b2b23a33c32+
d22d3b2b
2
3c
3
3a
3
2 + d
2
2d3c2c
2
3a
3
3b
3
2 − d22d3c2c23b33a32
)
6= 0.
(98)
We can now again repeat the reasonings: from the subsubsection 3.1.2
(basing on [4]), that the equation (24) cannot be satisfied identically for any
solution of Legendre transformed second heavenly equation of Pleban´ski (36)
and from previous subsubsection.
In these above three cases: det (M) 6= 0, when the corresponding polyno-
mials, included in (96), (97), (98), do not possess zeroes and g′1g
′
2g
′
3g
′
4 6= 0 .
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So, after assumption that a3b3c3d3 6= 0 (the case of equal symmetries) and
c1d2c2d1b2b1a2a1 6= 0, a3b3d3c3 6= 0 (the case of higher symmetries), we may
say that Σ1 = a1x+ a2r+ a3t+ a4z + β2, ...,Σ4 = d1x+ d2r+ d3t+ d4z + β5
(where the coefficients satisfy (88), (89) and (90), correspondingly), are lin-
early independent and the transformations from x, r, t, z to Σj , (j = 1, 2, 3, 4),
are invertible. Then, we can express x, r, t, z by Σj , j = 1, 2, 3, 4, so we can
choose Σj , j = 1, 2, 3, 4, as new independent variables in (50). After insert-
ing each of above classes of solutions into Killing equation (50), we obtain a
relation of the form:
F4(Σ1,Σ2,Σ3,Σ4) = 0. (99)
These above classes of exact solutions have been obtained, by solving
systems of second-order linear equations together with Legendre-transformed
second heavenly equation (36), they are determined up to arbitrary constants,
because we may choose each of the function gj = f(Σj), as f(ε1+ε2Σj), where
ε1, ε2 are arbitrary constants. Let us fix now the functions gk, (k = 1, ..., 4)
in found classes of solutions, but such that the conditions (96) (together with
(91)), (97) (together with (92)) and (98) (together with (91)), are satisfied,
correspondingly. For example, if we choose gj = exp (Σj) in the above found
classes of solutions, we obtain solutions similar to the solutions given either
by (52) and (53) or by (52) and (54), if n = 4. So, having no functional
arbitrariness, the solutions, belonging to these above classes with fixed func-
tions gk, (k = 1, ..., 4), cannot satisfy in addition the first-order equation (50).
Hence, Killing equation (50), cannot be tautology for the solutions belong-
ing to these above classes, for the Legendre-transformed potential Π(x, r, t, z),
satisfying (51), and for suitable choice of the functions q, c, e, ρ, σ, ψ and the
constants a, k.
Thus, we have showed that the metric (37) with ϑ, being a solution, be-
longing to the classes, given by (7) and Σ1 = a1x+a2r+a3t+a4z+β2, ...,Σ4 =
d1x + d2r + d3t + d4z + β5 (where in the case of the system (38)-(40), the
coefficients satisfy the relations (88) and in the case of the system (41)-
(43), the coefficients satisfy the relations (89) or (90)) and the functions
gj, (j = 1, ..., 4) are fixed, does not possess Killing vector.
In order to obtain some extensions of classes of the solutions, given by (7)
and (88), (89), (90) - the series of n functions gi, it is convenient to write the
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ansatz down in the convention applied in the formula (52) from [4]. Namely,
the argument in each function gj is now: αjx+ γjr + ζjt+ λjz + βj . Hence,
our ansatz has the form:
ϑ(x, r, t, z) =
n∑
j=1
gj(Σj), (100)
where gj are arbitrary holomorphic functions of:
Σj = αjx+ γjr + ζjt+ λjz + βj . (101)
Obviously, now the notation of the coefficients changes. We give here this
change for j = 1, ..., 4:
a1 = α1, a2 = γ1, a3 = ζ1, a4 = λ1,
b1 = α2, b2 = γ2, b3 = ζ2, b4 = λ2,
c1 = α3, c2 = γ3, c3 = ζ3, c4 = λ3,
d1 = α4, d2 = γ4, d3 = ζ4, d4 = λ4.
(102)
Then, (100) is some class of solutions of the systems (38)-(40) and (41)-
(43) (correspondingly) and in consequence, of second heavenly equation (36),
if the coefficients satisfy the following relations:
1. for the case of equal symmetries
αj =
γj(γj + ζj)
ζj
, λj = −γj(γj + ζj)
2
ζ2j
, (103)
2. for the case of higher symmetry we found two subclasses
• I subclass
ζj =
γ2j
αj
, λj = −
α2j
γj
, (104)
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• II subclass
αj =
γ2j
ζj
, λj = −
γ3j
ζ2j
. (105)
In both cases: of equal symmetries and higher symmetry, βj are arbitrary
constants.
Moreover, if n is unbounded, then the series (100) is infinite. So, now we
need to apply some properties of functional series, [24]. If n is finite, then
(100) is usual finite sum of the functions gj and further considerations are
not necessary.
Then, from the requirement of differentiability of (100), we have the re-
quirement that it needs to be convergent. Also, from the requirement of
differentiability of (100), we see that the corresponding series (for the coeffi-
cients satisfying the relations (103)):
n∑
j=1
∂
∂x
gj , ... ,
n∑
j=1
∂
∂z
gj, (106)
need to be uniformly convergent.
Further, from the requirement of differentiability of the series (106), the
consecutive series, including the terms obtained by computing the derivatives
in (106) (for the coefficients satisfying the relations (103)):
n∑
j=1
∂
∂x
(
g′j
γj(γj + ζj)
ζj
)
,
n∑
j=1
∂
∂t
(
g′j
γj(γj + ζj)
ζj
)
, etc. etc. (107)
need to be uniformly convergent, too, that the following system, obtained
from inserting (100) into (38)-(40), when the relations (103) hold:
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n∑
j=1
g′′j γjζj +
n∑
j=1
g′′j γ
2
j −
n∑
j=1
g′′j γj(γj + ζj) = 0,
n∑
j=1
g′′j
γ2j (γj + ζj)
2
ζ2j
+
n∑
j=1
(
− g′′j
γ2j (γj + ζj)
2
ζ2j
)
= 0,
n∑
j=1
g′′j γ
2
j (γj + ζj)
ζj
+
n∑
j=1
g′′j γj(γj + ζj)+
n∑
j=1
(
− g
′′
j γj(γj + ζj)
2
ζj
)
= 0,
(108)
will be satisfied. However, the equation (36) is nonlinear and in the case
of infinite n we need to check satisfying of this equation by (100) (when the
relations (103) hold). Namely, if we insert into this equation the solution
(100) with the coefficients satisfying (103), then, we obtain:
[ n∑
j=1
g′′j ζ
2
j
][ n∑
j=1
g′′j
γ2j (γj + ζj)
2
ζ2j
+
n∑
j=1
(
− g′′j
γ2j (γj + ζj)
2
ζ2j
)]
+
[ n∑
j=1
g′′j γj(γj + ζj)
][ n∑
j=1
g′′j γ
2
j −
n∑
j=1
g′′j γj(γj + ζj)
]
−
[ n∑
j=1
g′′j γjζj
][ n∑
j=1
g′′j
γ2j (γj + ζj)
ζj
+
n∑
j=1
(
− g′′j
γj(γj + ζj)
2
ζj
)]
= 0
(109)
and we see that the uniform convergence of the series (107) is not sufficient
in order to satisfying (109). Namely, as we see, the first term in (109) vanishes
(we have the convergence of the series
∑n
j=1 g
′′
j
γ2j (γj+ζj)
2
ζ2j
from the previously
mentioned requirement of differentiability) and we must require that the
series occuring in (109), among others, the series:
n∑
j=1
g′′j γ
2
j ,
n∑
j=1
g′′j γjζj (110)
need to be absolutely summable.
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Analogically, in the case of higher symmetry or of the system (41)-(43),
the series (100) needs also to be convergent. Also, (for the case of the relations
(104) and (105)) from the requirement of differentiability of (100), we see that
the corresponding series:
n∑
j=1
∂
∂x
gj , ... ,
n∑
j=1
∂
∂z
gj, (111)
need to be uniformly convergent.
Further, from the requirement of differentiability of the series (111), the
consecutive series, including the terms obtained by computing the derivatives
in (111):
• when the relations (104) hold
n∑
j=1
∂
∂x
(
g′jαj
)
,
n∑
j=1
∂
∂x
(
g′jγj
)
, etc. etc. (112)
• when the relations (105) hold
n∑
j=1
∂
∂x
(
g′j
γ2j
ζj
)
,
n∑
j=1
∂
∂x
(
g′jγj
)
, etc. etc. (113)
need to be uniformly convergent, too, that the following systems, obtained
from inserting (100) into (41)-(43), (the equation (41) is satisfied identically
and it is here neglected):
• for the coefficients satisfying the relations (104)
n∑
j=1
g′′jαjγj +
n∑
j=1
(
− g′′jαjγj
)
= 0,
n∑
j=1
(
g′′jα
2
j
)
+
n∑
j=1
(
− g′′jα2j
)
= 0,
(114)
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• for the coefficients satisfying the relations (105)
n∑
j=1
g′′j
γ3j
ζj
+
n∑
j=1
(
− g′′j
γ3j
ζj
)
= 0,
n∑
j=1
(
g′′j
γ4j
ζ2j
)
+
n∑
j=1
(
− g′′j
γ4j
ζ2j
)
= 0,
(115)
will be satisfied.
As we see, the ansatz (100), with the relations (101), (104), is some direct
generalization of the solution given by (52) and (54), found in [4]. We check
now, whether the condition (35) is satisfied for these three classes of solutions
given by the ansatz (100) and (103), (104), (105), correspondingly. It turns
out that it is satisfied for these three classes, if the following relations hold:
1. - for (103)
( n∑
j=1
g′′j ζ
2
j
)( n∑
j=1
g′′j γ
2
j
)
−
( n∑
j=1
g′′j γjζj
)2
6= 0, (116)
2. - for (104)
( n∑
j=1
g′′j γ
4
j
α2j
)( n∑
j=1
g′′j γ
2
j
)
−
( n∑
j=1
g′′j γ
3
j
αj
)2
6= 0, (117)
3. - for (105)
( n∑
j=1
g′′j ζ
2
j
)( n∑
j=1
g′′j γ
2
j
)
−
( n∑
j=1
g′′j γjζj
)2
6= 0. (118)
However, in the case of equal symmetries, i.e. if the coefficients satisfy
the relations (103), we assumed previously that the series (110) needed to be
absolutely summable and this indicates that the condition (116) is not satisfied
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- from Mertens’ Theorem, [25]. Hence, in this case, n in (100) must be finite
and the class of solutions given by (100) and the relations (103), cannot be
infinite functional series. This class is simple finite sum of the functions gj.
So, in this case, the requirement of convergence of the series is not necessary.
Fortunately, in the case of higher symmetry, i.e. when the relations (104)
and (105) are satisfied, the equation (36) is satisfied automatically, when the
system of linear equations (41)-(43) is satisfied. Hence, in this case, n can be
unbounded, the class of solutions given either by (100) and the relations (104)
or by (100) and the relations (105), can be infinite functional series and for
these classes the requirement of uniform convergence of corresponding series
is sufficient for satisfying the equation (36). Thus, in the case of higher
symmetry, the series, including terms, obtained from differentation of (100),
need to be uniformly convergent, they cannot be absolutely summable, in
order the conditions (117) and (118) will be satisfied. Of course in both
cases: of equal symmetries and higher symmetry, the second derivatives of
all functions gj need to be non-zero: g
′′
j 6= 0.
The conditions (96), (97), (98) are satisfied also for (100) - (101) and
(103), (104), (105), correspondingly, but, of course, the notation for the
coefficients aj , bj , cj, dj, (j = 1, ..., 4), changes according to (102).
Hence, now we may repeat the similar reasonings, as previously and we may
say that if n ≥ 4, then Σj = αjx + γjr + ζjt + λjz + βj, (j = 1, 2, 3, 4),
are linearly independent and the transformations from x, r, t, z to Σj , (j =
1, 2, 3, 4) are invertible, when the conditions: (96) - for the equal symmetries
and (97), (98) - for the higher symmetry, are satisfied (after taking into
consideration the relations (102)). Hence, we can express x, r, t, z by Σi and
the same for Σ5, ...,Σn, so we can choose Σj , j = 1, 2, 3, 4, as new independent
variables in (50). Hence, after inserting any solution belonging to each of
the classes, given either by (100), (101), (103) or by (100), (101), (104) or
by (100), (101), (105), correspondingly, into the Killing equation (50), this
equation will possess the form like (99).
The solutions belonging to such classes, obtained by solving the sys-
tems of linear equations together with Legendre-transformed second heav-
enly equation (36), are determined up to arbitrary constants, because we
may choose each of the function gj = f(Σj), as f(ε1 + ε2Σj), where ε1, ε2
are arbitrary constants. Now, let us fix the functions gj, (j = 1, ..., n) in
(100) for each of obtained classes, but such that the conditions (96) (to-
gether with (116)), (97) (together with (117)) and (98) (together with (118))
are satisfied, correspondingly (of course, the notation for the coefficients
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aj , bj, cj, dj, (j = 1, ..., 4), changes according to (102) and so, the relations:
ζ1ζ2ζ3ζ4 6= 0, α1γ1α2γ2α3γ3α4γ4 6= 0 and ζ1ζ2ζ3ζ4 6= 0, need to hold, cor-
respondingly). For example, if we choose gj = exp (Σj) in (100), then we
obtain form similar to the form of the ansatz (52). So, after fixing functions
gj, (j = 1, ..., n), these solutions, having no functional arbitrariness, cannot
solve in addition, the first-order Killing equation (50).
Hence, Killing equation (50), cannot be tautology for the solutions belong-
ing to these above three classes, for the Legendre-transformed potential
Π(x, r, t, z), satisfying (51), for suitable choice of the functions q, c, e, ρ, σ, ψ
and the constants a, k.
Thus, we have proved the following theorem:
Theorem 3 The metric (37) with ϑ, being exact solution of (36), belonging
to any class, defined by (100) (where gi are the functions of (101)), and by
the relations:
1. (103) - class I (the case of equal symmetries), here n in (100) needs
to be finite,
2. (104) - subclass I (the case of higher symmetry), here n can be unbounded,
(100) is convergent series and some other corresponding series are prop-
erly convergent (but not absolutely summable), such that the system
(114) is satisfied,
3. (105) - subclass II (the case of higher symmetry), here n can be
unbounded, (100) is convergent series and some other corresponding
series are properly convergent (but not absolutely summable), such that
the system (115) is satisfied,
where the functions gj, (j = 1, ..., n) are fixed, does not possess Killing vec-
tor, when n ≥ 4 and the conditions: (96), ζ1ζ2ζ3ζ4 6= 0, (116), n is finite - for
the class I (the case of equal symmetries), (97), α1γ1α2γ2α3γ3α4γ4 6= 0, (117)
- for the subclass I (the case of higher symmetry) and (98), ζ1ζ2ζ3ζ4 6= 0,
(118) - for the subclass II (the case of higher symmetry), after taking into
consideration the relations (102), are satisfied.
In all these above cases, the conditions: g′′j 6= 0 need to be satisfied. For
finite n the requirements of properly convergence of the corresponding series
are not necessary.
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4.4 Classes of exact solutions of mixed heavenly equa-
tion
In order to find more general solutions of mixed heavenly equation (55),
instead of solving equation (57), obtained from (55) by Legendre transfor-
mation (56) , we apply decomposition method to the system (59)-(61).
Similarly to the case of second heavenly equation, we look for the class
of solutions, given by the ansatz (7), but here: u ≡ w, x1 = η, x2 = ξ, x3 =
q, x4 = y, and gj (j = 1, 2, 3, 4), are arbitrary functions of their arguments.
The ansatz (7) presents a class of solutions of the system (59)-(61), when the
following relations are satisfied:
a3 =
a21 + a
2
2
a2
, a4 = −a
2
1a2 + a
3
2 − a31 − a1a22
a22
,
b3 =
b21 + b
2
2
b2
, b4 = −b
2
1b2 + b
3
2 − b31 − b1b22
b22
,
c3 =
c21 + c
2
2
c2
, c4 = −c
2
1c2 + c
3
2 − c31 − c1c22
c22
,
d3 =
d21 + d
2
2
d2
, d4 = −d
2
1d2 + d
3
2 − d31 − d1d22
d22
.
(119)
It turns out that the condition (58) is satisfied for the above class of
solutions, when relation (137) holds (see Appendix B).
So, now we check, whether the class (7), is a class of non-invariant solutions
or it depends on four independent combinations of the variables η, ξ, q, y, for
these relations between the coefficients (119). Analogously, as in the case of
second heavenly euqation, we write down the Jacobian matrix:
M =


a1g
′
1 a2g
′
1
a2
1
+a2
2
a2
g′1 −a
2
1
a2+a32−a
3
1
−a1a
2
2
a2
2
g′1
b1g
′
2 b2g
′
2
b2
1
+b2
2
b2
g′2 − b
2
1
b2+b32−b
3
1
−b1b
2
2
b2
2
g′2
c1g
′
3 c2g
′
3
c2
1
+c2
2
c2
g′3 − c
2
1
c2+c32−c
3
1
−c1c
2
2
c2
2
g′3
d1g
′
4 d2g
′
4
d2
1
+d2
2
d2
g′4 −d
2
1
d2+d32−d
3
1
−d1d
2
2
d2
2
g′4


. (120)
We compute its determinant and we require non-vanishing of it:
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detM = −g
′
1g
′
2g
′
3g
′
4
a22b
2
2c
2
2d
2
2
(
− a1a22b32c2c21d31 + a1a22b32d2c31d21
−a1a22c32d2d21b31 + a1a22c32b2b21d31 − a1a22d32b2b21c31+
a1a
2
2d
3
2c2c
2
1b
3
1 + b1b
2
2a
3
2c2c
2
1d
3
1 − b1b22a32d2c31d21
+b1b
2
2c
3
2d2d
2
1a
3
1 − b1b22c32a2a21d31 + b1b22d32a2a21c31−
b1b
2
2d
3
2c2c
2
1a
3
1 + c1c
2
2a
3
2d2d
2
1b
3
1 − c1c22a32b2b21d31
−c1c22b32d2d21a31 + c1c22b32a2a21d31 − c1c22d32a2a21b31+
c1c
2
2d
3
2b2b
2
1a
3
1 + d1d
2
2a
3
2b2b
2
1c
3
1 − d1d22a32c2c21b31
−d1d22b32a2a21c31 + d1d22b32c2c21a31 + d1d22c32a2a21b31−
d1d
2
2c
3
2b2b
2
1a
3
1
)
6= 0.
(121)
As we see, it is nonzero, if g′1g
′
2g
′
3g
′
4 6= 0 and the polynomial present in
(121) does not possess zeroes. So, if additionally: a2b2c2d2 6= 0, the ansatz
(7) and the relations between the coefficients (119), give some class of non-
invariant solutions of mixed heavenly equation.
Analogically to the case of second heavenly equation, we extend the ansatz
(7):
w(η, ξ, q, y) =
n∑
j=1
gj(Σj), (122)
where gj are arbitrary functions of their arguments and:
Σj = αjη + γjξ + ζjq + λjy + βj . (123)
Obviously, now the notation of the coefficients changes. We give here this
change for j = 1, ..., 4:
a1 = α1, a2 = γ1, a3 = ζ1, a4 = λ1,
b1 = α2, b2 = γ2, b3 = ζ2, b4 = λ2,
c1 = α3, c2 = γ3, c3 = ζ3, c4 = λ3,
d1 = α4, d2 = γ4, d3 = ζ4, d4 = λ4.
(124)
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The ansatz (122) presents some class of solutions of the system (59)-(61)
and consequently of (57), when the following relations between coefficients
are satisfied:
ζj =
α2j + γ
2
j
γj
, λj = −
α2jγj + γ
3
j − α3j − αjγ2j
γ2j
(125)
and η = p+ t, ξ = p− t, (βj are arbitrary constants).
Analogically, as in the case of second heavenly equation, if n is unbounded,
then the series (122) is infinite and so, we apply now some properties of
functional series, [24]. Hence, (122) needs to be convergent. Also here, from
the requirement of differentiability of (122), we see that the corresponding
series:
n∑
j=1
∂
∂η
gj , ...,
n∑
j=1
∂
∂y
gj, (126)
need to be uniformly convergent.
Further, from the requirement of differentiability of the series (126), the
consecutive series, including the terms obtained by computing the derivatives
in (126) (for the coefficients satisfying the relations (125)):
n∑
j=1
∂
∂η
(
g′jαj
)
,
n∑
j=1
(
∂
∂q
g′jαj
)
, etc. etc., (127)
need also to be uniformly convergent, such that the following system,
obtained after inserting (122) into (59)-(61), (when the relations (125) hold):
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n∑
j=1
g′′jα
2
j +
n∑
j=1
g′′j γ
2
j −
n∑
j=1
g′′j (α
2
j + γ
2
j ) = 0,
n∑
j=1
g′′j (α
2
j + γ
2
j )−
n∑
j=1
g′′j (α
2
j + γ
2
j )αj
γj
+
n∑
j=1
[−g′′j
(α2jγj + γ
3
j − α3j − αjγ2j )
γj
] = 0,
n∑
j=1
g′′j (α
2
j + γ
2
j ) +
n∑
j=1
g′′j (α
2
j + γ
2
j )αj
γj
−
n∑
j=1
g′′j (α
2
j + γ
2
j )
2
γ2j
+
n∑
j=1
[−g′′j
(α2jγj + γ
3
j − α3j − αjγ2j )αj
γ2j
] = 0,
(128)
will be satisfied.
Similarly to the case of second heavenly equation, we check satisfying the
mixed-heavenly equation (57) (which is nonlinear PDE), by (122), for the
relations (125). After inserting (122) into (57), if the coefficients satisfy the
relations (125), we obtain:
[ n∑
j=1
g′′j
(αj − γj)(α2j + γ2j )
γj
][ n∑
j=1
(
− g′′j
(α2jγj + γ
3
j − α3j − αjγ2j )(αj + γj)
γ2j
)]
−
[ n∑
j=1
g′′j
(α2j + γ
2
j )(αj + γj)
γj
][ n∑
j=1
(
− g′′j
(α2jγj + γ
3
j − α3j − αjγ2j )(αj − γj)
γ2j
)]
+
[ n∑
j=1
g′′j (αj − γj)2
][ n∑
j=1
g′′j (α
2
j + γ
2
j )
2
γ2j
]
−
[ n∑
j=1
g′′j
(αj − γj)(α2j + γ2j )
γj
]2
+
θ
{[ n∑
j=1
g′′j (αj + γj)
2
][ n∑
j=1
g′′j (α
2
j + γ
2
j )
2
γ2j
]
−
[ n∑
j=1
g′′j
(α2j + γ
2
j )(αj + γj)
γj
]2}
= 0
(129)
However, from the other hand, it turns out that the condition (58) is
satisfied for the class of exact solutions given by (122) and (125), when the
following relations hold:
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( n∑
j=1
g′′j (αj + γj)
2
)( n∑
j=1
g′′j (α
2
j + γ
2
j )
2
γ2j
)
−
( n∑
j=1
g′′j (α
2
j + γ
2
j )(αj + γj)
γj
)2
6= 0.
(130)
As we see, in order to satisfying (129), the series:
n∑
j=1
g′′j (αj + γj)
2,
n∑
j=1
g′′j (α
2
j + γ
2
j )
2
γ2j
,
n∑
j=1
g′′j
(α2j + γ
2
j )(αj + γj)
γj
(131)
need to be absolutely summable. But in such case, the condition (130)
is not satisfied. Hence, n must be finite and (122) must be finite sum of the
functions gj . Thus, in the case of the relations (125), the requirements of
convergence of (122) and the series occuring in (129), is not necessary. Of
course, the second derivatives of all functions gj need to be non-zero: g
′′
j 6= 0.
The condition (121) holds also for (122) - (123) and (125), but of course,
the notation for the coefficients aj , bj , cj, dj, (j = 1, ..., 4), changes according
to (124).
Hence, the ansatz (122), when n is finite, with (123) and (125), gives the
class of the exact solutions of (59)-(61) and consequently of (57) and these
solutions depend on four variables, if n ≥ 4, and the conditions: (121) (after
taking into consideration the relations (124)), γ1γ2γ3γ4 6= 0 and (130), are
satisfied. Thus, these solutions are non-invariant.
4.5 Classes of exact solutions of asymmetric heavenly
equation and evolution form of second heavenly
equation
Now we will solve the asymmetric heavenly equation (63), by applying de-
composition method.
We insert also the ansatz (7), but now: x1 = x, x2 = y, x3 = z, x4 = t,
and gj ∈ C2 (j = 1, 2, 3, 4), are arbitrary functions of their arguments. This
ansatz gives the class of non-invariant solutions of (63), when:
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C = −c3(Bc1 + Ac4)
c21
, a2 =
a1c2(−Ba3c21 + a1c1c3B + a1c3c4A)
Aa3c
2
1c4
,
a4 =
a1(−Ba3c21 + a1c1c3B + a1c3c4A)
Aa3c21
, b1 = 0, b4 = 0,
d1 = 0, d4 = 0,
(132)
and βk, (k = 1, ..., 5) are arbitrary constants.
The Jacobian matrix has the form:
M =


a1g
′
1 N1g
′
1 a3g
′
1 N2g
′
1
0 b2g
′
2 b3g
′
2 0
c1g
′
3 c2g
′
3 c3g
′
3 c4g
′
3
0 d2g
′
4 d3g
′
4 0

 , (133)
where: N1 =
a1c2
Aa3c
2
1
c4
(−Ba3c21+ a1c1c3B +Aa1c3c4), N2 = a1Aa3c21 (−Ba3c
2
1+
a1c1c3B + Aa1c3c4).
We require non-vanishing of determinant of this above Jacobian matrix:
detM =
g′1g
′
2g
′
3g
′
4
c1Aa3
(
a1(b2d3 − b3d2)(−c4Aa3c1 −Ba3c21 + a1c1c3B + a1c3c4A)
)
6= 0.
(134)
This above determinant is non-zero, when g′1g
′
2g
′
3g
′
4 6= 0 and the polyno-
mial, present in (134), does not possess zeroes.
In the case B = 0 we obtain the class of solutions of the evolution form of
second heavenly equation. Let us notice that also in this case: B = 0, the
ansatz (7) with the set of modified relations (132) (after putting B = 0),
remains the class of non-invariant solutions.
Hence, the ansatz (7) and the relations (132), give the class of exact solu-
tions of assymetric heavenly equation (if B 6= 0), and of the evolution form
of the second heavenly equation (if B = 0) and these solutions depend on
four variables (when (134) and Ac1a3c4 6= 0 hold). Hence, these solutions are
non-invariant.
44
4.6 The criterion for non-invariance of found solutions
From the results obtained in previous sections of this paper, especially from
the forms of the Jacobians for the found classes of exact solutions, the cri-
terion for non-invariance of the solutions, belonging to the above mentioned
classes, follows immediately:
Corollary 1 Let the ansatz:
u(xk) =
n∑
j=1
gj(Σj), k = 1, 2, 3, 4, (135)
where: Σj = αjx
1+γjx
2+ζjx
3+λjx
4+βj, the parameters αj , γj, ζj, λj, βj
satisfy some relations, and n = 4 (for the equations: elliptic and hyperbolic
complex Monge-Ampe`re, asymmetric heavenly and evolution form of heavenly
equation) or n ≥ 4 (for the equations: second heavenly and mixed heavenly -
in both these cases n need to be bounded, except the case of higher symmetry
for the second heavenly equation), gj ∈ C2 are arbitrary functions (however:
in the case of elliptic complex Monge-Ampe`re equation, g1, g2 are the square
functions of their arguments and in the case of higher symmetry for the sec-
ond heavenly equation, the ansatz (135) needs to be convergent series, some
series including terms obtained after computing derivatives of (135), need
to be uniformly convergent, moreover, in the case of elliptic and hyperbolic
complex Monge-Ampe`re equation, the solutions, belonging to the correspond-
ing classes, given by (135), need to be real), give the class of exact solutions
of the equations: elliptic and hyperbolic complex Monge-Ampe`re one, second
heavenly, mixed heavenly, asymmetric heavenly and evolution form of second
heavenly equation, when corresponding conditions of existence of Legendre
transformation are satisfied (in the case of the equations: hyperbolic complex
Monge-Ampe`re, second heavenly and mixed heavenly).
These solutions are non-invariant, if first derivatives of the all functions
gj, (j = 1, ..., 4 - for all of above mentioned equations, except the case of
higher symmetry for the second heavenly equation, when j ∈ N − {0}), are
non-zero, the polynomials included in Jacobians, corresponding to each of
these above mentioned classes of solutions, do not possess zeroes and the
coefficients αj , γj, ζj, λj satisfy some inequalities. In the case of elliptic com-
plex Monge-Ampe`re equation, the solutions are non-invariant in the regions
zk, z¯k, (k = 1, 2), where the conditions: a¯2z
1 + a2z¯
1 + β2 6= 0, 2z1a¯2a2 +
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2z¯1a¯2a2 + z
2a2 + z¯
2a¯2 + 2β3a¯2a2 6= 0, a2 6= 0 and g′3, g¯′3 6= 0, are satisfied
simultaneously.
Hence, this above criterion determines also, when the classes of metrics,
generated by the classes of solutions, found by us in this paper, do not possess
Killing vector.
5 Conclusions
We applied decomposition method for finding of classes of exact solutions
(functionally invariant solutions) of heavenly equations: elliptic and hyper-
bolic complex Monge-Ampe`re one, second heavenly, mixed heavenly, asym-
metric heavenly and evolution form of second heavenly equations. For each of
these equations, we have obtained the algebraic determining system, follow-
ing from inserting the ansatz into investigated equation. Apart from satisfy-
ing of such algebraic determining system and the condition of non-invariance
of wanted solutions, belonging to our classes (which implicated non-vanishing
of the Jacobians), in the cases of the equations: Monge-Ampe`re, second heav-
enly and mixed heavenly, some additional conditions must be satisfied by the
functions included in ansatz and by the coefficients. It depends on the inves-
tigated equation:
1. elliptic complex Monge-Ampe`re equation - the condition of reality of
the solutions,
2. hyperbolic complex Monge-Ampe`re equation - the condition of exis-
tence of Legendre transformation and the condition of reality of the
solutions,
3. second heavenly equation - the condition of existence of Legendre trans-
formation; in the case of higher symmetry, the classes of exact solu-
tions can be infinite functional series, but here these classes must be
convergent series, some series obtained by twice differentiating of these
classes, need to be uniformly convergent, but they cannot be absolutely
summable,
4. mixed-heavenly equation - the condition of existence of Legendre trans-
formation, it has turned out that the condition of the convergence of
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the series, being the class of the solutions, is not necessary, because the
class is given by finite sum of functions gj.
We tried to keep the generality of the functions including in the ansatz,
as it was possible, too.
To sum up, we have found some new classes of exact, non-invariant solutions
of each of all above mentioned equations and we have established also the
criterion for the non-invariance of the solutions, belonging to these classes.
Thus, this criterion determines also, when the classes of metrics, generated
by the classes of solutions, found by us in this paper, do not possess Killing
vector. Hence, if this criterion is satisfied, then, these classes of solutions
determine the new classes of heavenly metrics without Killing vectors. More-
over, it can be said that the decomposition method, applied in this paper,
although it is not general method, it can offer sometimes more easy way of
finding of exact solutions of some nonlinear partial differential equations, like
heavenly equations, in comparison with other exact methods.
In some cases, this method can give a possibility of finding classes of exact
solutions of given nonlinear PDE, by applying this method directly to the
equation, without the necessity of linearization of this PDE. A good example
can be here the hyperbolic complex Monge-Ampe`re equation. In contrast
with the procedure used in [4], we have found the classes of exact, non-
invariant solutions of this mentioned equation, by applying decomposition
method, without linearization of this equation. Of course, to reach this aim,
solving of the system of nonlinear algebraic equations was necessary. The
decomposition method can be applied also to the non-homogeneous nonlin-
ear partial differential equations, in which the non-homogenity is caused by
the presence of some free constant term. In this paper, one such equations
has been solved by this method: elliptic complex Monge-Ampe`re equation.
Of course, the solutions (mentioned above) of the equations investigated
in this paper, are not first found functionally invariant solutions of these
equations. Actually, some functionally invariant solution was found to the
equations: elliptic complex Monge-Ampe`re, in [26] (the form of this solution
is given by (19)), second heavenly and hyperbolic complex Monge-Ampe`re
equation, in [27] and [28], correspondingly and hyperbolic complex Monge-
Ampe`re equation, in [4] (for the last case, the form of these solutions is given
by (31)). However, they possess different forms, than the solutions of the
corresponding equations, presented in the section 4 of this current paper.
47
48
A Condition (23) for the class III of solutions
of hyperbolic complex Monge-Ampe`re equa-
tion
(
− 4B
2
4B
2
3A
2
2
(B3 − B4 +
√
B23 +B
2
4)
2
+
2A22B
3
4
√
B23 +B
2
4
(B3 − B4 +
√
B23 +B
2
4)
2
+
2A22B
3
3
√
B23 +B
2
4
(B3 −B4 +
√
B23 +B
2
4)
2
− 2A
2
2B4B
3
3
(B3 −B4 +
√
B23 +B
2
4)
2
−
2A22B
3
4B3
(B3 − B4 +
√
B23 +B
2
4)
2
+
2B4B
2
3A
2
2
(B3 − B4 +
√
B23 +B
2
4)
+
2B3B
2
4A
2
2
(B3 − B4 +
√
B23 +B
2
4)
− 2A
2
2
√
B23 +B
2
4B
2
4
B3 −B4 +
√
B23 +B
2
4
−
2
√
B23 +B
2
4B
2
3A
2
2
B3 − B4 +
√
B23 +B
2
4
+
2
√
B23 +B
2
4B
2
3B4A
2
2
(B3 − B4 +
√
B23 +B
2
4)
2
+
2B24
√
B23 +B
2
4B3A
2
2
(B3 − B4 +
√
B23 +B
2
4)
2
+
2A22B
3
4
B3 −B4 +
√
B23 +B
2
4
−
2A22B
4
4
(B3 −B4 +
√
B23 +B
2
4)
2
− 2A
2
2B
4
3
(B3 −B4 +
√
B23 +B
2
4)
2
+
2A22B
3
3
B3 −B4 +
√
B23 +B
2
4
−B24A22 −B23A22
)
g′′1g
′′
2+
(
2H22B
3
4
√
B23 +B
2
4
(B3 − B4 +
√
B23 +B
2
4)
2
+
2H22B
3
3
√
B23 +B
2
4
(B3 −B4 +
√
B23 +B
2
4)
2
−
4B24B
2
3H
2
2
(B3 −B4 +
√
B23 +B
2
4)
2
− 2H
2
2B
4
4
(B3 −B4 +
√
B23 +B
2
4)
2
−
2H22B
4
3
(B3 − B4 +
√
B23 +B
2
4)
2
− 2B4B
2
3H
2
2
B3 − B4 +
√
B23 +B
2
4
−
2B3B
2
4H
2
2
B3 −B4 +
√
B23 +B
2
4
−H22B23 −H22B24+
2H22
√
B23 +B
2
4B
2
4
B3 −B4 +
√
B23 +B
2
4
− 2H
2
2B4B
3
3
(B3 − B4 +
√
B23 +B
2
4)
2
−
2H22B
3
4B3
(B3 − B4 +
√
B23 +B
2
4)
2
+
2
√
B23 +B
2
4B
2
3H
2
2
B3 − B4 +
√
B23 +B
2
4
+
2H22
√
B23 +B
2
4B
2
4B3
(B3 − B4 +
√
B23 +B
2
4)
2
− 2H
2
2B
3
3
B3 − B4 +
√
B23 +B
2
4
−
2H22B
3
4
B3 − B4 +
√
B23 +B
2
4
+
2
√
B23 +B
2
4B
2
3H
2
2B4
(B3 − B4 +
√
B23 +B
2
4)
2
)
g′′2g
′′
4−
4g′′1C
2
2g
′′
3A
2
2 + (−B23C22 − B24C22 )g′′2g′′3 − 16g′′1H22g′′4A22 − 4g′′3C22g′′4H22 6= 0
(136)
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B Condition (58) for the class of solutions,
given by (7) and (119), of mixed heavenly
equation
1
a22b
2
2c
2
2d
2
2
(N1g
′′
1g
′′
2 +N2g
′′
1g
′′
3 +N3g
′′
1g
′′
4 +N4g
′′
2g
′′
3 +N5g
′′
2g
′′
4 +N6g
′′
3g
′′
4) 6= 0,
(137)
where N1 = b
4
2c
2
2d
2
2a
4
1+ a
4
2c
2
2d
2
2b
4
1+ a
2
1a
2
2c
2
2d
2
2b
4
1+2 a1a
3
2c
2
2d
2
2b
4
1+ a
4
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2d
2
2b
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1b
2
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2
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2
2a
3
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4
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