Computational techniques developed to simulate receptivity mechanisms near a swept-wing leadingedge are presented. The method is based on hybrid finite-difference and spectral approximations to the compressible Navier-Stokes equations in a generalized coordinate system. Particular attention is paid to boundary treatments in an effort to reduce the generation of spurious waves which can mask the physical receptivity mechanisms. Model problems verifying the accuracy of the method are presented, including Tollmien-Schlichting waves in a parallel boundary layer and acoustic scattering from a circular cylinder. Mean flow and receptivity results for a flat plate with super-ellipse leading edge at M = 0.1 are presented and compare favorably to previous incompressible calculations. Results for the same geometry are also obtained at M = 0.8 and show a significant increase in instability.
Introduction
The need to reduce operating expenses for new commercial aircraft has led to renewed interest in laminar-flow wings to decrease drag in cruise. Achieving laminar flow and maintaining it over a large portion of the wing can provide up to a 30% fuel savings on long-range flights. 1 Laminarflow wings can be broadly classified in two types: Natural-Laminar-Flow (NLF) wings for which the pressure distribution is carefully tailored to delay transition and Laminar-Flow-Control (LFC) wings which use surface suction to delay transition. However, this distinction is becoming less important, as recent laminar-flow-wing designs include both NLF and LFC in an effort to achieve drag reduction more economically.
Regardless of the particular design approach, the success of a laminar-flow wing depends critically on the external disturbance environment and its influence on the transition to turbulence. The transition process begins with the conversion of environmental disturbances into the instability waves of the flow by a process called receptivity. 2 The goal of this research is the prediction of receptivity for cases of practical interest, such as at the swept leading-edge of a wing at a flight speed characteristic of cruise conditions. Doing so will allow a careful assessment of theoretical results, 3, 4, 5, 6 providing bounds on their applicability and providing results under conditions where the theory does not apply.
The numerical simulation of leading-edge receptivity demands accurate and efficient numerical techniques. High accuracy is required to resolve the wide range of physical scales in the problem. These scales include: long wavelength freestream disturbances, which propagate at the speed-of-sound, and short wavelength instability waves, which propagate at a fraction of the freestream velocity. An efficient scheme is necessary since the domain must be large enough to accurately represent the external disturbance field (including the scattered acoustic field), while long enough to include the first neutral point for the instability waves.
Of particular importance in receptivity calculations is the need for a numerical scheme which has low dissipation and dispersion so that the growth and development of the instability waves is accurately predicted. This requirement precludes the use of existing, second-order finite-volume 7 and finiteelement methods 8 which use some form of artificial viscosity to control oscillations in the solution.
Another important issue for receptivity calculations is the generation of spurious numerical waves at computational boundaries due to approximate boundary conditions. These spurious waves can mask the actual instability waves and, in the worst case, produce nonphysical receptivity paths.
Receptivity calculations are further complicated when realistic wing-section geometries are considered. Computations on these geometries typically require a mapping of the physical domain to a uniform, Cartesian computational space. Errors in the mapping metrics and severe grid stretching can produce spurious numerical waves, again masking receptivity mechanisms. This paper describes the computational techniques we have developed to address these difficulties. We begin by presenting the governing equations. Then the numerical method is described including mesh generation, mean flow calculation, and disturbance calculation. Results from three model problems are presented to verify the accuracy of the method with special attention given to boundary treatments. Finally, two-dimensional receptivity results are presented and compared to previous incompressible results.
Governing Equations
We begin with the non-dimensional Navier-Stokes (NS) equations in primitive form 
In the above equations: ρ is the density; u i is the velocity vector in indicial notation; T is the absolute temperature; p is the thermodynamic pressure; µ is the first coefficient of viscosity; λ is the second coefficient of viscosity; κ is the thermal conductivity; S ij = 1 2 (u i,j + u j,i ) is the rate-of-strain tensor; M = u ∞ /c ∞ is the Mach number; Re =ρ ∞ũ∞L /μ ∞ is the Reynolds number; and P r =μ ∞cp /κ ∞ is the Prandtl number.
In these equations, the following nondimensionalization has been used,
where dimensional quantities are denoted with a tilde. In generalL is a characteristic length and the subscript ∞ denotes freestream quantities. The particular values ofL, ρ ∞ , u ∞ , etc. are defined for each problem presented below.
The system of equations (1-3) is closed with an equation relating the thermodynamic variables and equations relating the fluid properties to the thermodynamic variables. We use an ideal, calorically perfect gas with constant specific heats such that
with c v = constant,c p = constant, and γ =c p /c v .
The absolute viscosity, µ, is related to the temperature through Sutherland's law.
where S = 111/T ∞ for air. 9 However, for the all the computations presented here, a constant absolute viscosity has been used. The second coefficient of viscosity is computed using Stokes hypothesis, λ = − 2 3 µ and the thermal conductivity is computed assuming constant Prandtl number, κ = µ.
Since we wish to simulate receptivity due to acoustic free-steam disturbances, it is reasonable to assume that the receptivity mechanisms are well described by linear equations. This assumption is consistent with previous acoustic receptivity investigations. 10, 11 Therefore, consider linear perturbations about a steady base flow
Substituting these expressions into (1-3) and dropping terms that are nonlinear in the perturbations leads to two sets of equations: one for the base field and one for the perturbation field. The base flow equations are just the steady versions of (1-3). The perturbation equations are given by
with p = (ρT +T ρ )/(γM 2 ). Since the coefficients µ, λ, and κ are only functions of T we can define the linear perturbations of these coefficients in terms of T and T . Thus, (8) (9) (10) can be rewritten using the notation
where
and the matrices (A, B, C, D, V ij ) depend only on the mean flow variables and their gradients.
Numerical Method
To render the discussion concrete, the numerical method is outlined in the context of the swept leading-edge receptivity problem, although the method is generally applicable to a much wider set of problems. Figure 1 shows a schematic of the geometry where the chordwise direction is denoted by x, the vertical direction by y, and the spanwise direction by z. The arc-length along the surface of the wing is denoted by s and the distance normal to the wing surface is r. The wing is idealized as having infinite span to avoid fuselage and tip effects. The reference velocity is the freestream speed, u ∞ with an angle-of-attack, α, and sweep angle, Λ. For the two-dimensional receptivity calculations presented in §4.3 a flat plate with super-ellipse leading-edge is used for the wing section geometry. In the future, we plan to use a more realistic section such as the DLR-LV2. 12 This is a natural-laminarflow profile designed for a section M = 0.74 corresponding to a flight M = 0.8 at a sweep angle of Λ = 22
• . With the assumption of linear disturbances, the receptivity problem reduces to solving the steady nonlinear NS equations for the base flow, and the unsteady linearized NS for the disturbances. Both problems are solved using the same spatial discretization and (x, y) mesh to eliminate interpolation errors.
Mesh Generation and Generalized Coordinates
A stretched body-fitted coordinate system is used in the (x, y) plane. Figure 2 shows an example of a (x, y) mesh for the DLR-LV2 airfoil where hyperbolic tangent stretching functions have been used to refine the mesh near the leading-edge and near the wall. 11
Derivatives in the (x, y) plane are evaluated using a global, two-dimensional map to the uniform, Cartesian computational space (ξ, η) with ξ ∈ [0, 1] and η ∈ [0, 1]. This mapping is defined by its Jacobian,
Typically in CFD applications, the governing equations are converted to a generalized coordinate space. In so doing, the mapping metrics (i.e. ξ ,x , η ,x , . . . ) are computed approximately using the same derivative scheme used for the flow variables. Errors in the mapping metrics can lead to a reduction in accuracy and a possible source of numerical noise in unsteady calculations. To circumvent this, we use analytically defined metrics whenever possible, which includes all of the problems presented in this paper. For geometries where analytical metrics are not possible (such as the DLR-LV2 airfoil), we have developed a preprocessing routine which uses a high resolution mesh to compute the mapping metrics. Although the preprocessor computes finite difference approximations to the metrics, the mesh spacing for the metric computation can be selected to virtually eliminate errors in the metric evaluation. These 'pseudo-analytical' metrics are then used as input data to the base flow and disturbance solvers.
Base Flow
The base flow is given by solution of the steady versions of (1-3) which are rewritten here with base flow variables denoted with an overbar. (16) withp = (ρT)/(γM 2 ). These equations are solved subject to potential-flow boundary conditions in the far-field and no-slip, adiabatic boundary conditions on the wing surface. Since the wing is idealized as having infinite span the problem is reduced to a twodimensional problem in the (x, y) plane but with three nonzero components of velocity due to wing sweep.
In the computational space the ξ and η derivatives are typically computed using fourth-order central differences in the interior. Near the boundaries first derivatives are computed using fourth-order stencils and second derivatives are approximated with thirdorder differences. Derivatives in physical space are then obtained using the metrics described in §3. 1 .
To solve (14-16) we retain the time terms and march the unsteady NS equations to a steady-state using the dissipative, backward-Euler implicit timeintegrater. Equations (14) (15) (16) , with the time terms added, can be written as
Applying backward Euler time discretization yields
and applying Newton's method to solve this nonlinear problem leads to the iteration
where (22) can be simplified to
The process of linearization in the Newton iteration is nearly the same as that done in §2 when deriving the disturbance equations. The only difference is that the linearization is now done about an unsteady field at timestep (n + 1) thus requiring a slight modification to the definitions of the matrices in (11) . With the understanding that the matrices are modified to account for the unsteady flow, the tangent in the Newton iteration can be obtained from (11) by evaluating the matrices at the previous iteration. Converting (23) to the generalized coordinate system the tangent becomes
In this equation the matrices are denoted with a hat to indicate that the mapping metrics are included in their definitions. The symbols (∆ ξ , ∆ η , . . . ) represent finite difference operators in computational space. In computing the mean flow, it is computationally attractive to approximate the tangent using second-order finite difference operators instead of the full fourth-order operators used to form the residual. This approximation decreases the bandwidth of the tangent, reducing memory storage and floating point operations. However, from computational experience we have found that convergence is degraded if the boundary differences are approximated in the tangent. So, in practice, second-order differences are used in the tangent only for interior nodes and the high-order differences are retained near the boundaries. As a further approximation, (23) is approximately factored into
greatly reducing the amount of memory required at the expense of introducing errors of O(∆t 2 ) in the tangent. The use of the higher-order boundary closure in the tangent spoils the block tri-diagonal structure of the approximately factored system near the boundaries and a special purpose solver has been written to efficiently solve the equations. By introducing the approximations described above into the tangent, the quadratic convergence of the Newton iteration is sacrificed. Assuming that the iteration converges, the errors due to these approximations can be driven to zero. By analysis of the one-dimensional convection-diffusion equation and by computational experimentation of the full equations we have found that these approximations yield a stable and convergent scheme.
Local time stepping is used to improve convergence to steady state. In addition, nonreflecting far-field boundary conditions based on locally onedimensional Riemann invariants 13, 14 are used and all boundary conditions are treated implicitly in the tangent. Specific details of boundary treatments are given for each of the problems discussed below.
Disturbance Field
Given a mean flow solution, the solution to the disturbance equations follows using a combination of high-order finite difference and spectral schemes to accurately compute spatial derivatives. In the (x, y) plane, derivatives are computed in the same manner as for the base flow. Since the spanwise direction z is periodic, we perform a Fourier decomposition of (11) to obtain
whereÛ denotes the Fourier coefficient of U for wavenumber k z . Since the equation is linear, the Fourier decomposition in z results in a set of twodimensional problems in the (x, y) plane for each spanwise wave number, k z . Converting to computational space yieldŝ
where the tilde on the matrices indicates that they include the mapping metrics and contributions from the spanwise direction. In this equation, the derivative operators in computational space are given by the fourth-order interior scheme with fourth-order boundary closure for the first-derivatives and thirdorder boundary closure for second derivatives. It is useful to rewrite this equation using the compact notationÛ
The time derivative is discretized with the secondorder, two-step implicit scheme, giving
Since this scheme requires the solution at two previous times, we start the simulation with one step of backward Euler. Although (30) is a linear equation, we formally apply Newton's method to solve it, leading to the iterationÛ
If (33) is solved exactly, then only one iteration is needed. However, for computational efficiency the disturbance equations are approximately factored to obtain
The approximate factorization introduces an O(∆t 2 ) error in the tangent which is consistent with the second-order time advancement scheme. By taking additional iterations, the factorization error can be eliminated thus recovering the solution to (30).
In contrast to the base flow equations, fourthorder spatial differences for the interior nodes are retained in the tangent. This ensures second-order temporal accuracy in one iteration per time-step while also accelerating convergence when multiple iterations are used. With the exception of the boundaries, the approximate factorization of this system of equations results in a series of block, penta-diagonal linear systems. Near the boundaries the pentadiagonal structure is spoiled due to the high-order boundary closure and a special solver has been developed to efficiently solve this system.
The boundary conditions for the disturbance field are similar to those used for the base flow. Noslip, adiabatic wall boundary conditions are applied on the solid surface. In the far-field, locally onedimensional non-reflecting boundary conditions are used in conjunction with a sponge boundary. 15, 16 Specific details of boundary treatments are given for each of the problems discussed below.
Numerical Verification
Although the numerical method is presented in §3 in the context of the swept leading-edge receptivity problem, it is general enough for a variety of problems. In the following sections, we present results from three model problems which contain many of the fundamental physical phenomena occurring in the leading-edge receptivity problem. By isolating the physical phenomena, we can evaluate the viability of the method and ascertain the resolution required to accurately represent each phenomenon.
Instability Waves in a Parallel Boundary Layer
A major feature of the leading-edge receptivity problem is the development of Tollmien-Schlichting (TS) waves in the boundary layers on the wing. Since TS waves have large gradients in the wall normal direction, it is computationally challenging to resolve them accurately while representing the mean flow variation on the scale of the airfoil. To determine the ability of our scheme to accurately compute the development of TS waves, we have performed a series of calculations using a parallel boundary layer as the base flow. In this way, the solutions can be compared directly to parallel, linear stability theory (LST). The base flow is computed from the compressible boundary layer similarity equations 9 for the conditions M = 0.3 and Re = 1000 with the reference length scaleL = δ * (δ * is the displacement thickness) with all other reference quantities based on edge values. A linear stability solver using Chebyschev collocation with 128 modes in the wall normal direction is used to provide the reference growth-rates for both temporally and spatially growing waves.
Temporally Growing Waves
First, consider the temporal problem where the waves grow in time. In this case, the disturbance field is periodic in the streamwise direction so that the computational domain contains only one wavelength of the TS wave and periodic boundary conditions are used on the left and right boundaries. The only far-field boundary condition needed is on the upper boundary at y = 80. There, we use a locally one-dimensional nonreflecting boundary condition based on inviscid characteristic theory. 17 At the wall the no-slip condition is enforced directly by replacing the x and y momentum equations with the the conditions u = v = 0. An adiabatic temperature boundary condition is implemented at the wall by replacing the energy equation with the condition ∆ η T = 0 where ∆ η is the fourth-order one-sided difference approximating the first derivative at the wall.
A uniform mesh is used in the streamwise direction x and an algebraically stretched mesh in the wall normal direction y where the mapping function is given by
with y max = 80 and y I = 1. The LST eigenfunction for k x = 0.3086207 is used as the initial condition with a theoretical frequency ofω = 0.1142495 + 0.0021187i
The growth-rate is given by the imaginary part, Im(ω) =ω i = 0.0021187. Figure 3 shows the evolution of the growth-rate in the computed solution as a function of time for two spatial resolutions where each run was performed at a ∆t corresponding to N t = 1150 timesteps per period. For early times, the growth-rate undergoes a transient as the solution adjusts from the LST initial condition to the eigenfunction associated with the discrete finite difference method. During the transient, additional acoustic modes are also generated and these modes lead to the high frequency modulation of the growth-rate seen in Figure 3 . As grid resolution is increased the severity of the initial transient and the amplitude of the resulting acoustic modes are reduced since the finite difference eigenfunction converges to the LST eigenfunction used for the initial condition.
To verify the rate of convergence, the relative error in the average growth rate is plotted in Figure 4 over a range of mesh resolutions for N t = 1150. Fourthorder convergence is achieved in both spatial dimensions although the relative error begins to saturate at 10 −4 due to the temporal error.
To confirm temporal convergence, Figure 5 shows the relative error in the average growth-rate as a function of N t , for an [80,127] mesh. Results are included for 1, 2, and 3 iterations of the implicit disturbance solver. In each case, (at least) second- order temporal convergence is obtained although the overall accuracy (i.e. the coefficient) improves with the number of iterations. In fact, the rate of convergence for 2 and 3 iterations is actually greater than second-order over the range of N t considered. This is due to the fact that as N t is increased, the additional iterations are more successful in removing the factorization error thus driving the solution to the exact, discrete solution. Eventually, however, as N t is increased the second-order error of the base timeadvancement scheme will dominate regardless of the number of iterations.
With the convergence results presented above, it is possible to determine a spatial/temporal resolution required to resolve TS wave development to any desired accuracy. For the leading-edge receptivity problem a reasonable level of accuracy requires less than 1% error in the amplitude of the TS wave over the length of the computational domain. This level of accuracy can be obtained for a period of 40 oscillations in time with a resolution of N x = 20, N y = 127, N t = 1150 with 2 iterations of the implicit solver. In terms of a spatially growing wave, with 20 nodes per streamwise wavelength, 127 nodes normal to the wall, and 1150 timesteps per period with 2 iterations, a 1% error in the amplitude does not occur until a domain length of 40 wavelengths which should be adequate for the leading-edge receptivity problem under consideration.
Spatially Growing Waves
Now consider the case where the TS waves grow in space on the same parallel, mean boundary-layer profile. For a frequency ω = 0.08 the spatial wavenumber predicted by LST is
where the spatial growth-rate is given by −Im(k x ) = 0.0059570. For this calculation the same wall normal grid is used as in §4.1.1. However, the streamwise length of the domain is increased to include 5 wavelengths of the TS wave. Based of the convergence results in §4.1.1, 20 nodes are needed per TS wavelength resulting in an overall mesh size of [101, 127] .
For the spatial problem, both inflow and outflow boundary conditions are required. On the inflow boundary, the eigenfunction from LST is enforced by specifying the incoming inviscid characteristics. 17 On the outflow, an inviscid nonreflecting boundary condition 18 is used in conjunction with an outflow sponge over the last wavelength of the domain. 19, 15 The outflow sponge is implemented as a source term, added to the right hand side of (11) . This term takes the form
where the sponge function is given by The simulation is started by smoothly ramping up the amplitude of the eigenfunction forcing on the inflow boundary over one TS wave period. The computation is then continued for 1.5 flow-through times to ensure that the TS wave is fully established over the entire domain. Growth-rate results are presented in Figure 6 based on both |û | max and |v | max where the maximum is the global maximum in y and the hat denotes the Fourier transform in time over one period of the TS waves. From the |v | max curve we see that the agreement with LST is good over most of the domain except near the inflow and immediately upstream of the sponge. The transient near the inflow results from two factors. First, similar to the temporal problem, there is a mismatch between the LST eigenfunction and the discrete eigenfunction of the FD scheme. Second, the one-dimensional, inviscid boundary condition used to force the eigenfunction at the inflow is only an approximation. Similar to the temporal problem, the resulting transient Computing the average growth-rate over the domain (excluding the transient regions) gives a relative error of 2.9 × 10 −3 which is consistent with the error in the temporal problem (2.2 × 10 −3 ) for the same resolution. Thus, the resolution estimates made for the temporal problem in §4.1.1 are verified for the spatial problem. Furthermore, the outflow sponge is successful in damping the TS waves before they interact with the outflow boundary and the upstream influence of the sponge is limited to a small region near the start of the sponge.
Acoustic Scattering from a Circular Cylinder
A fundamental aspect of the acoustic receptivity problem is the interaction of freestream acoustic waves with the leading-edge. This interaction results in both a scattered acoustic wave which propagates away from the body and an acoustic (Stokes like) boundary layer near the solid wall.
To ensure that our simulations accurately represent these phenomena, we have validated our code for the simple case of acoustic scattering from a stationary circular cylinder of radiusã subject to a plane acoustic wave traveling perpendicular to the cylinder axis. For this calculation, the reference length is the cylinder radiusL =ã, the reference velocity is the farfield acoustic speedũ ∞ =c ∞ , and all other reference values are based on farfield values.
The incident plane acoustic wave, with nondimensional wavelength λ, is given by
where the direction of propagation is along the positive x axis and P 0 is the incident pressure amplitude. In this case, the scattered pressure wave can be expressed by the following Bessel function expansion 20
where (r, θ) are the the usual cylindrical coordinates, ω = k, and
with 0 = 1 and m = 2 for all m larger than one. This solution is exact in the inviscid limit and is used to evaluate the accuracy of our numerical scheme. The simulation is conducted at Re = 1000 for an incident acoustic wave with λ = 2.5. A [500,160] circular mesh is used with farfield boundary at r = 11 and the timestep corresponds to N t = 640 steps per period. The mesh is uniform in θ with a hyperbolic tangent stretching function 11 used in r to cluster points near the cylinder surface. Periodic boundary conditions are used in θ and the same wall boundary conditions are used as in §4.1.1. At the farfield boundary, locally one-dimensional characteristic boundary conditions 17 are used to force the plane acoustic wave while allowing boundary normal waves to exit. Over the region r s = 8 to r o = 11 an outflow sponge term is added to damp only the scattered field leaving the incident wave unaffected. This is accomplished by the sponge term
where U i is the vector of primitive variables corresponding to the incident, plane acoustic wave. The sponge function for this case is given by (47) with A s = 20 and N s = 3. The simulation is started by slowly ramping up the forcing on the boundary over the period of one period of the forcing signal. Figure 7 shows contours of the instantaneous, scattered pressure field from the simulation demonstrating the damping of the scattered field in the sponge region. The RM S pressure amplitude for the scattered wave along the ray θ = π is shown in Figure 8 compared to inviscid theory. In this figure, the simulation results have been corrected for the effects of viscosity by scaling the amplitude of the scattered wave at the cylinder surface to the inviscid value and by accounting for the viscous decay 21 of the scattered wave as it propagates away from the cylinder. Although there is a slight under-prediction of the scattered wave amplitude which increases away from the cylinder (possibly due to the approximate viscous correction), the overall agreement with theory is excellent indicating that the numerical method adequately captures the acoustic scattering phenomena.
Two-Dimensional Leading-Edge Receptivity
With confidence in the accuracy of our flow solver gained from the previous model problems, and additional tests not detailed in this paper, two-dimensional nearly incompressible calculations are presented for a flat-plate with a super-ellipse leading-edge. For this calculation, all lengths are nondimensionalized by the plate half-thickness,L, and velocities by the freestream speed,ũ ∞ . For this calculation, the plate is smooth, unswept and at zero angle-of-attack. Thus, the only source of acoustic receptivity is the rapid variation of the mean flow near the leading-edge. The super-ellipse geometry is given by
where AR =x j /L is the aspect-ratio of the leading edge (LE) withx j the location of the junction between the LE and plate; and m determines the level of continuity at the junction.
To assess the ability of our method to predict LE receptivity, we have chosen the geometry and flow conditions so that our results can be compared to the previous incompressible results of Lin. 11 We therefore use an AR = 6, m = 4 super-ellipse LE with Re = 2400 and M = 0.1 where M is selected based on mean flow comparisons (shown below) with the incompressible results. Figure 9 shows the computational mesh for this geometry where symmetry has been used to limit the domain to only the upper surface of the plate. A plate length of 40 is used and the farfield boundary is placed 40 units above the plate. The total resolution for this run is [384, 127] and hyperbolic tangent mapping functions 11 are used to cluster points near the LE and near the wall. This mesh provides at least 30 points in the mean boundary-layer and 18-22 points per TS wavelength for the receptivity calculation.
Mean Flow Computation
The first step in performing a receptivity calculation is to determine the mean flow. In computing the mean flow, the nonlinear solver discussed in §3.2 is employed. Adiabatic, no-slip boundary conditions are used on the plate surface and are implemented as in §4.1.1. Symmetry is enforced directly in the FD stencil on the boundary upstream of the leadingedge. On the outflow boundary, a characteristic based nonreflecting boundary condition with viscous corrections 18 is used while on the inflow boundary first-order Riemann Extrapolation 13 is performed. Each of these boundary conditions is treated fully implicitly to improve convergence to the steadystate.
The evolution of the displacement thickness, δ * , along the plate is shown in Figure 10 . The computed result is compared to the Blasius solution where the virtual origin is set to match the computed solution. The computed solution quickly evolves to the Blasius curve downstream of the junction at x = 6 and by x = 10 the development is indistinguishable from the Blasius curve. At x = 30 the computed solution begins to diverge from the Blasius curve as the approximate outflow boundary condition begins to influence the development. This region of upstream influence does not affect the unsteady re- 
2).
To verify the farfield inviscid boundary conditions, contours of the pressure coefficient, C p ≡ 2(p − p ∞ ) are shown in Figure 11 demonstrating that the inviscid solution is smooth, even near the farfield boundaries.
In comparing our results to those of Lin 11 , we must verify that M = 0.1 is a reasonable approximation to an incompressible flow. Figure 12 shows the pressure gradient with respect to arc-length, s, along the plate for a range of Mach numbers. As M is decreased, the curves converge to the incompressible result 11 and for M = 0.1 the pressure gradient is indistinguishable from the incompressible curve, thereby justifying our use of M = 0.1.
This excellent agreement between our mean flow solution and Lin's 11 is also observed in other wall quantities such as the pressure coefficient and the wall vorticity. Figure 13 to Lin's results. Again the comparison is excellent. However, to confidently conclude that the stability properties of our mean flow match those of Lin requires that first-and second-derivatives of the boundary layer profiles agree.
Unfortunately Lin does not provide these data, but this comparison can be inferred from comparing the neutral point predictions of local, parallel LST. For his mean flow, Lin reports the first neutral point location to be x = 5.7 while our analysis yields x = 6.2. Given the extreme sensitivity of the neutral point location we judge this roughly 9% difference to be acceptable.
Receptivity Computation
With the mean flow computed in §4.3.1, the linear disturbance solver discussed in §3.3 is used to solve for the response of the boundary layer to a forced, plane acoustic wave striking the LE at normal incidence. For comparison to Lin's 11 results, a nondimensional forcing frequency ω = 0.552 is used, which equates to a frequency parameter of F ≡ ω/Re × 10 6 = 230. At M = 0.1 this frequency corresponds to a downstream propagating acoustic wave with wavelength λ = 125. The time-step for this simulation is selected to provide N t = 2400 time-steps per period of the acoustic forcing and 2 iterations of the implicit solver are taken at each step. Based on the resolution study of §4.1.1, this should be more than adequate.
The wall, symmetry, and outflow boundary conditions for the receptivity calculation are the same as those used to compute the mean flow in §4.3.1. However, the farfield boundary condition is changed to a locally one-dimensional characteristic boundary condition 17 which forces the plane acoustic wave while allowing boundary normal waves to exit. This is the same farfield boundary condition used for the cylinder scattering problem in §4.2.
To reduce reflections, two sponge terms are added to the NS equations: an inflow sponge and an outflow sponge. Figure 14 is a schematic of the computational domain showing the boundary conditions and sponge regions. For the inflow sponge, the same sponge used in the cylinder scattering problem is used with r s = 10 and r 0 = 40 where r is the normal distance from the plate. By construction, this sponge damps all disturbances except the plane acoustic wave forced on the farfield boundary. Near the outflow, a sponge similar to that used in the spatial TS wave problem is used with x s = 20 and x o = 40. This sponge damps all disturbances, including the plane acoustic wave, before they hit the outflow boundary.
The region in Figure 14 where the two sponges overlap requires special attention. To prevent incompatibility between the two sponges and the top boundary condition, the acoustic wave forced at the top boundary and the wave subtracted off in the inflow sponge must account for the decay of the plane acoustic wave in the outflow sponge. This is accomplished by performing a one-dimensional acoustic wave simulation over the length of the domain [-40 ,40] using the same outflow sponge and the same flow conditions. The solution to this problem, which now includes the damping in the outflow sponge, is then forced on the top boundary and subtracted off in the inflow sponge.
Similar to the cylinder scattering problem, the acoustic forcing on the boundary is ramped up over one period of the forcing. The success of the boundary treatments is evident in instantaneous contours of velocity shown in Figures 15 and 16 . The data in these figures are given for t = 65.45 which corresponds to 5.75 periods of the acoustic forcing. By this time in the simulation, TS waves formed at the LE have entered the outflow sponge so that a full train of TS waves has formed in the domain. The development of the long wavelength, forcing wave is clearly visible in the u contours of Figure 15 with no noticeable distortion in the inflow sponge. Included above the contour plot, is the distribution of the Fourier amplitude of u specified on the top boundary, clearly showing the decay of the forcing wave in the outflow sponge. Returning to the contours of u , the solution takes the form of a Stokes-wave near the plate which obscures the development of instability waves. However, since the Stokes-wave has nearly zero velocity component in y, contours of v in Figure 16 clearly show the development and growth of an instability wave on the plate. Also visible is the decay of the instability waves in the outflow sponge and the decay of the scattered acoustic field in the inflow sponge. Figure 17 again shows contours of v at t = 65.45 but with the sponge regions removed for clarity. At this particular phase of the forcing, the amplitude of the scattered acoustic wave and Stokes-wave near the LE region is negligible so that the development of the instability wave is clearly observed even close to the LE. However, taking the Fourier transform in time (denoted byv ) and plotting the amplitude in Figure 18 shows the large scattered acoustic field and the Stokes-wave near the LE. Also observed in this figure is the initial decay and then growth of the instability wave in the boundary layer.
To extract the amplitude of the instability wave from the total disturbance signal requires some form of postprocessing. For incompressible calculations this is typically accomplished by performing a separate, no-flow, scattering calculation for the same geometry. After taking the Fourier transform in time, the Fourier coefficients of the scattering solution are subtracted from the Fourier coefficients of the receptivity solution leaving only the instability wave component. 11 However, for compressible flows there is a Doppler shift in the acoustic wavelength between no-flow and finite flow conditions that increases with Mach number. For our M = 0.1 calculation, the Doppler shift results in approximately a 10% difference in the wavelength. Even for this modest difference, we have found that subtracting the Fourier coefficients from a no-flow scattering calculation does not adequately remove the acoustic component. A scattering solution with the potential flow as the base flow ensures that the acoustic wavelengths match and we are currently investigating the use of this solution to remove the acoustic component.
To analyse the present results, we use the com- plex plane decomposition developed by Wlezien. 22 This decomposition takes advantage of the wavelength disparity between the TS waves and the acoustic waves which for our calculation is roughly 1:30. Using this technique, the TS wave Fourier amplitude has been extracted and is shown in Figure 19 compared to the results of Lin. 11 It should be noted that these results are taken at the local maximum in y of |v | for each x location. From the figure we see that our results are in excellent qualitative agreement with the incompressible results. The Branch I locations (different from those of LST due to nonparallel effects) are in excellent agreement, although our calculation predicts the TS wave amplitude at Branch I to be 10% higher than that predicted by Lin. The source for this difference is not clear, however the difference is of the same order as the difference in the LST predicted Branch I locations discussed in §4.3.1.
To verify that the signal extracted by the complex plane decomposition is in fact a TS wave, Figure 20 shows the extractedv variation in the y direction compared to the v -eigenfunction from LST, both at x = 12. The agreement is excellent, confirming that the decomposition has extracted a TS wave from the full disturbance solution. Ideally, one would like to perform a similar decomposition for other variables such as ρ, u, and t. However, since the TS wave amplitude is rather small compared to the forced/scattered acoustic wave, the complex plane decomposition is unable to extract the TS component for these variables. We are currently investigating other methods of decomposition to remove this difficulty.
The final results in this section are for the same super-ellipse geometry but with the Mach number increased to 0.8. Although this problem is somewhat academic since the pressure distribution is unrealistic of a wing in flight, it does help introduce some of the issues involved in compressible receptivity calculations. The mean pressure gradient along the plate for M = 0.8 is given in Figure 12 . The most important observation from this plot is that both the magnitude and the streamwise extent of the adverse pressure gradient are significantly larger compared to the M = 0.1 case. This suggests that the flow will be more unstable and is verified by LST which predicts the Branch I location to be x = 3.0 and the maximum growth rate to be an order of magnitude greater than the M = 0.1 case for the same frequency, F = 230.
The receptivity calculation is conducted in the same manner as the M = 0.1 case with F = 230 and Figure 21 shows the evolution of the local maximum of the instability wave amplitude along the plate. These results are again computed using the complex plane decomposition 22 where the instability to acoustic wavelength ratio is now only 1:6.5. However, due to the large amplitude of the instability wave relative to the acoustic wave, nearly identical results are obtained by plotting the total disturbance amplitude without performing the complex plane decomposition. Because of this, we can obtain y-amplitude variations for all the primitive variables for this case. These curves are compared in Figure 22 to the LST eigenfunction demonstrating conclusively that the primary response of the boundary layer is a TS wave.
Conclusions
A computational approach for leading-edge receptivity problems has been developed. The method uses a combination of fourth-order finite difference and spectral discretizations for spatial derivatives with a second-order, implicit time-advancement scheme. The full nonlinear Navier-Stokes equations are solved for the base flow and, for efficiency, the linearized Navier-Stokes equations are solved for the unsteady field associated with acoustic receptivity. For both cases, the discrete equations are solved at each time-step using a Newton iteration with approximate factorization.
Validation tests are presented for three model problems which contain physical phenomena expected in leading-edge receptivity studies.
In each case, the results compare favorably to theory. From calculations of temporally growing TollmienSchlichting (TS) waves in a parallel boundary layer, we have established that a resolution of 20 points per streamwise TS wavelength, 127 points normal to the wall, and 1200 time-steps per period provide adequate accuracy for receptivity calculations. This resolution has also been verified for a spatially growing TS wave and in this case, a sponge type outflow boundary condition is used which successfully damps outgoing waves with only limited upstream influence. The final model problem presented is acoustic scattering from a circular cylinder. This calculation introduces a sponge boundary treatment for use on "inflow" boundaries where an incoming acoustic wave is specified. The results of this calculation validate the sponge treatment and demonstrate the ability of the code to predict acoustic scattering.
With the validation tests complete, two-dimensional acoustic receptivity results are presented for a flat plate with super-ellipse leading-edge. The geometry and flow conditions are modeled after previous incompressible calculations performed by Lin. 11 A mean flow at Mach number 0.1 is shown to provide excellent agreement with the incompressible mean solution. For the receptivity calculation, acoustic waves with F = 230 are forced on the far-field boundary using the "inflow" sponge treatment. Performing a complex plane decomposition 22 on the solution yields a TS wave amplitude that qualitatively agrees with Lin's results and compares to within 10% at the first neutral point. The y variation of the v component of the decomposed solution is shown to match the eigenfunction shape predicted from local, parallel, linear-stability-theory. This verifies that the boundary layer response is indeed a TS wave. However, the low amplitude of the TS wave prevents the extraction of the TS wave for other flow variables, even when using the complex plane decomposition. Further work is underway to develop a more robust decomposition technique.
Finally, results are presented for the same geometry and conditions, but at M = 0.8. At this Mach number, the mean flow has a severe adverse pressure gradient leading to large TS growth rates which are verified in the receptivity results. Due to the large TS wave amplitudes generated, mode shapes can be extracted for all variables and show excellent agreement with linear stability theory.
In the near future our computational results will be extended to more realistic wing geometries, including wing-sweep, and comparisons will be made to asymptotic and Orr-Sommerfeld theories. The results of this research will provide bounds on the applicability of existing theories while also extending the range of receptivity results to include compressibility and wing-sweep which are important factors in practical wing design.
