We address the problem of animated character motion representation and approximation by introducing a novel form of motion expression in a function space. For a given set of motions, our method extracts a set of orthonormal basis (ONB) functions. Each motion is then expressed as a vector in the ONB space or approximated by a subset of the ONB functions. Inspired by the static PCA, our approach works with the time-varying functions. The set of ONB functions is extracted from the input motions by using functional principal component analysis (FPCA) and it has an optimal coverage of the input motions for the given input set. We show the applications of the novel compact representation by providing a motion distance metric, motion synthesis algorithm, and a motion level of detail. Not only we can represent a motion by using the ONB; a new motion can be synthesized by optimizing connectivity of reconstructed motion functions, or by interpolating motion vectors. The quality of the approximation of the reconstructed motion can be set by defining a number of ONB functions, and this property is also used to level of detail. Our representation provides compression of the motion. Although we need to store the generated ONB that are unique for each set of input motions, we show that the compression factor of our representation is higher than for commonly used analytic function methods. Moreover, our approach also provides lower distortion rate.
INTRODUCTION
Articulated character motion editing, capturing, searching, and synthesizing present important challenges in computer animation. On one hand, the amount of produced motion data grows rapidly which further exacerbates these challenges. On the other hand, despite the enormous progress in this field, the existing methods still have limitations. Among them the compact motion representation is one underlying common problem. The motion data is usually stored in its raw form as rotations and positions of the joints (or velocities and accelerations) that is space consuming and difficult to process. One of the promising approaches is encoding the motion data by using analytic basis functions (e.g., Fourier, Legendre polynomials, or spherical harmonics). These representations compress the input data, but they may introduce unwanted artifacts such as oscillations, and may require high number of basis functions to capture all details. Moreover, synthesizing new motions from those representations is difficult.
A body of previous work addresses the problem of motion synthesis. One class of methods uses motion graphs for representing motion connectivity and syn-thesizing new motions (Kovar et al., 2002a; Safonova and Hodgins, 2007; Lee et al., 2010; Min and Chai, 2012) . Functional analysis has been applied for encoding and searching motions (Unuma et al., 1995; Ormoneit et al., 2005; Chao et al., 2012) . Statistical approaches extract probabilities motion data with the aim of low dimensional expression, predicting smoothly connected motions (Ikemoto et al., 2009; Lau et al., 2009; Wei et al., 2011; Levine et al., 2012) , and using physics-based representations to generate new motions by simulation (Mordatch et al., 2010; Wei et al., 2011) . Although these methods are wellsuited for their particular area, they usually require either a large amount of data to represent the motion, or substantial effort for new motion synthesis.
Our work is motivated by advances in functional data analysis and modeling in mathematics and statistics (Ramsay and Silverman, 2006; Yao et al., 2005; Coffey et al., 2011; Du et al., 2016) . The key observation of our work is that for a given set of input motions, we can extract an optimal set of orthonormal basis functions. While analytic basis functions have been used for encoding motions, ours extracted ONB functions are tailored for the given set of input motions and they are optimal in the sense that they pro- Figure 1 : A set of raw motion data (left) is used to find orthonormal basis functions by functional principal component analysis (FPCA) . Each input motion is encoded as a motion vector in the function space (center). While the novel representation provides compression of the input data, the motion vectors synthesize new motions by interpolating their coordinates (right). vide the best coverage for the range of the provided input motions. Each input motion is then simply represented by its coordinates as a motion vector in the ONB function inner-product space or approximated by using a subset of ONB functions.
The input to our framework is a set of unlabeled raw motion data of articulated characters, from motion capturing databases, hand-made animation, or results of physics-based simulation. In the first step we extract the ONB functions for the input set by using functional principal component analysis (FPCA) and represent each input motion as a motion vector in the ONB space just by its coordinates. This compresses the input data and converts it into a compact representation. The vector representation of motions allows for continuous (linear, or higher order) interpolation in the inner-product space formed by the ONB functions. We can synthesize a new motion simply by selecting two points in the ONB space, and by interpolating between a successions of the closest points between the two motions. However, for some motions a simple interpolation might not be suitable because they are dissimilar or far from each other. For this case, we have adopted the connectivity optimization from Kovar et al. (2002a) to work for motion vectors in the ONB. In addition, this representation allows for the measure of distance between motions and it provides a compression of motion data. Although we need to store the generated ONB that are unique for input motions, the compression factor is higher than the commonly used analytic function methods. We claim the following contributions: 1) a novel representation of motions by extracting optimal orthonormal basis functions, 2) compact representation of motions by encoding motions as motion vectors into function space, 2) scalable motion reconstruction so that can be used for level-of-detail (LOD), and 4) motion synthesis via interpolation and partial connectivity optimization in function domain.
PREVIOUS WORK
Function Analysis of Motion. The idea of representing motion in some other domain is rather old. For example, the Fourier transform has been used frequently in signal processing. Unuma et al. (1995) apply the Fourier transform to analyze, extract, and synthesize motions by comparing existing motion data. Ormoneit et al. (2005) detect cyclic behavior of human motions using function analysis and extract functional principal components in the Fourier domain to remove high frequency components. Similarly, Chao et al. (2012) use spherical harmonic (SH) basis for compressing and encoding motion trajectories. They also retrieved similar motions by encoding and comparing user's trajectory sketches. Coffey et al. (2011) used PCA to analyze human motion data, but they did not provide a way of synthesizing new ones. Du et al. (2016) used scaled FPCA to adapt different types of motion for character animation in gaming.
Our method does not use analytic orthonormal basis (ONB) functions, but we extract ad hoc ONB functions from existing motion data. Our extracted ONB functions are guaranteed to be optimal in a sense that we can determine the error threshold and minimize the error based on the number of ONB functions. Motion Graphs. Kovar et al. (2002a) provide a new distance metric of keyframes and introduce a graph structure, called motion graphs, for motion keyframes' connectivity. Synthesizing a new motion can be done by following a path in the graphs. Their work extends in many directions. Lai et al (2005) use motion graphs for small crowds by simulation and constraints. Heck and Gleicher (2007) find suitable transitions of their parameterized motion space using sampling methods. Reitsma and Pollard (2007) provide a task-based quality measure, such as different types of motions, navigation ability, and embedding additional data. Searching optimal interpolation path is researched in Safonova and Hodgins (2007) . Beaudoin et al. (2008) provide grouping of similar motions and construct a motif graph that allows searching and constructing new motions. Zhao and Safonova (2009) improve the connectivity by constructing well-connected motion graphs using interpolated keyframes. Lee et al. (2010) show a novel method, called motion fields, for interactively controlling locomotion by introducing a new distance measure of motions, which is combined with keyframe similarity and velocity. Recently, Min and Chai (2012) combined semantic information with motion graphs to synthesize a new motion from simple sentences.
Our method represents motions as motion vectors in an ONB function space and it allows for compact motion representation and provides a distance metric preservation. Also, an interpolation between any two motions can be done by a simple vector interpolation. We also generalize the optimization from motion graphs for the ONB space. Motion Clustering. Kovar et al. (2002a) generate graph structures of motion data by calculating geometric distances of motion keyframes. The motion graphs were later extended in many ways, such as by using different parametrization Kovar and Gleicher (2004) ; Heck and Gleicher (2007) , they were combined with clustering Beaudoin et al. (2008) , their connectivity was improved Zhao and Safonova (2009) , and optimal search was suggested Safonova and Hodgins (2007) , and their evaluations was introduced in Reitsma and Pollard (2007) . Barbič et al. (2004) show three different approaches based on PCA and Gaussian Mixture Model (GMM) for automatic segmentation of motion captured data. Our method provides naturally defined distance metric in function space that allows for an easy calculation of similarity of motions and clustering. Motion Dimensionality Reduction. Mordatch et al. (2010) developed a method that can perform userspecified tasks by using Gaussian processes (GP) and learning motions in reduced low-dimensional space. Zhou and De la Torre (2012) extend the DTW method by introducing Generalized Time Warping (GTW) that overcomes DTW drawbacks for human motion data. Ikemoto et al. (2009) exploit generalizations of GP for motion data so that it allows users to edit motion easily. Arikan suggested a motion compression method that is based on clustered principal component analysis (CPCA) in Arikan (2006) . Liu and McMillan (2006) applied segmentation and PCA for motion, and compressed the motion data. In addition, Tournier et al. (2009) provided a novel principal geodesic analysis (PGA), and achieved high compression ratio. Although those PCA-based method or dimensionality reduction methods studied in many directions, there are several differences between our method and the previous approaches. Our method provides several additional properties such as motion distance metric, level-of-detail, and fast reconstruction. Moreover, we interpret motions as a set of continuous functions so that it provides mathematically well-defined distance in function space. Also, our method does not perform dimensionality reduction and it allows for an easy motion synthesis by motion vector interpolation or optimization. Figure 2 shows an overview of our method that consists of two parts: 1) function motion space construction and 1) motion synthesis. The input is a set of input motions. During the first step, we extract orthonormal basis functions (ONB) and represent (approximate if we do not use all ONB) each input motion as a motion vector that form a function motion space. In the second phase, the motion vectors are used to synthesize new motions.
OVERVIEW
The input character motion data stores positions and rotations of joints and the data can originate from motion capturing, physics-based animation, manual creation, or similar. In the first step we generate the ONB by using functional principal component analysis (FPCA) for all motions. Then, we obtain the coordinates of each input motion in the ONB space. We call the ONB encoded motions motion vectors, because they are represented only by their coordinates in the corresponding ONB, and we call the set of encoded motions in the ONB the function motion space. The resulting ONB and motion vectors are smaller than the input data providing a compressed and compact representation of the motions. Moreover, the ONB representation allows for an easy motion synthesis for each pair of vectors by simply interpolating their coordinates. It is important to note that the ONB form a space with a distance metric. We can therefore measure the distance of two motions.
During the motion synthesis, the user defines the start and the end of the motion by selecting two points in the function motion space. The new motion can be generated by interpolation, a process that is suitable for two closely positioned motions. If the points are far from each other, we automatically traverse the space and find the shortest path between the closest motion vectors, effectively combining the animations together from the closest possible candidates. Using a subset of the OBN or points that are too far can result in the combination of two motions that is not vi- Figure 2 : An input set of motions is analyzed and an orthonormal basis is found by using functional principal component analysis. The input motions are then encoded as a set of motion vectors in the ONB forming a function motion space. Novel motion can be synthesized by interpolating through existing motion vectors or by optimization directly in the ONB.
sually plausible and introduce e.g., foot skating. In this case we apply motion optimization from (Kovar et al., 2002a ) that has been modified and adapted to work directly in the ONB.
ORTHONORMAL BASIS FUNCTIONS AND MOTION VECTORS EXTRACTION
The key idea of our approach is that an animated character motion m(t) (see Section 5.3) can be represented as a vector with an optimal number of orthonormal basis function. Although, the idea of representing motion data by using basis function has been already used in computer graphics, previous approaches use given fixed (analytic) basis functions such as Fourier (e.g., Unuma et al. (1995) ) or Spherical Harmonics (e.g., Chao et al. (2012) ). Those functions attempt to cover all possible motions by a set of a priori given analytic basis functions. Not only this representation is not optimal for a given input set, but also the analytic basis functions may need a large number of coefficients to reduce oscillation of reconstructed curves or to capture fine details. We use basis functions that are extracted from (a group of) input motions. We use functional principal component analysis (FPCA) to extract our basis that covers the important motions in decreasing order. It also provides the best coverage of the space by the set of functions (see (Ramsay and Silverman, 2006; Yao et al., 2005) for details of FPCA). In this section we introduce the orthonormal function basis extraction and show how it is applied to motion encoding.
The function representation f (t) is an approximation of a function f (t) and is expressed as
where µ(t) is the mean function representing the average of the analyzed functions, B = {b 0 (t), b 1 (t), . . . , b n (t)} is the ONB, and (c 0 , c 1 , . . . , c n ) are the coordinates of f (t) in the inner-product function space.
The error E(t) of the approximation is
Having two ONB functions (motion vectors)
the distance D( f 1 (t), f 2 (t)) between them in the ONB is calculated as the distance between two functions in the given inner-product space (see 8):
ONB Extraction using FPCA
The input to the ONB extraction is a set of K input functions f k (t), k = 1, 2, . . . , K. The f k (t) are timealigned components of the motion.We discretize functions, f i (t j ) to Y i j with equally spaced time steps
where ε i j is the measurement error per data point (e.g., the error caused by motion capture). The output of the ONB extraction is the set of ONB functions b i (t) and the mean component 
To find the basis b i (t), we find Fredholm function
where δ i j is the Kronecker delta, ρ is an eigenvalue of the principal component, the orthonormal basis b i (t) is an eigenfunction, and the function inner-product f , g of two functions f (t) and g(t) is
where
whereλ is the estimated eigenvector, andb k is the estimated eigenfunction. Since E(e i j ) = 0 and the variance of error is
Var(e) = σ 2 I, the approximation of σ 2 can be estimated bŷ
whereV (t) is smoothed diagonal elements ofṽ i . The eigenfunctions b k can be obtained by
whereΣ Y i =ṽ +σ 2 I. Each eigenfunction b i (t) provides some coverage of the input and the algorithm is executed until the the average length of the residuals of the input is under user-defined percentage. This indirectly controls the actual number of the ONB functions.
Coordinates in the ONB Function Space
Having extracted the ONB b i (t) from f k (t), we can represent each input function f k (t) in this space asf k (t) with its coordinates (c 0 , c 1 , . . . , c n ) (see Eqn (1)). The coordinates (c 0 , c 1 , . . . , c n ) are found by
where b 1 (t), b 2 (t), . . . , b n (t) are the ONB functions.
The coordinates (c 0 , c 1 , . . . , c n ) are the coefficients that are the best approximation in the space formed by the given ONB functions.
The ONB functions form a Hilbert space that has vector space characteristics such as distance measure and triangle inequality. A motion can be represented as a linear combination of coefficients (coordinates) with ONB functions. Transition between two motions is achieved by interpolating two motion vectors and reconstructing the result back to the original motion space. In addition, because of the nature of principal component analysis, the order of orthonormal basis is also the order of importance of the orthonormal axis.
CHARACTER MOTION REPRESENTED AS ORTHONORMAL BASIS FUNCTIONS
We have shown how a function can be represented by its coordinates in a function ONB space Eqn (1). Moreover, we assumed there is a set of input functions f k (t). From this input we extracted the ONB b i (t) and each motion f k (t) is then represented (approximated) asf k (t) by its coordinates c i . In this section we show how a character motion can be represented by using ONB function representation.
Skeleton and Motion Representation
The input of our framework is an animated character and we use notation from Lee and Shin (1999) . The articulated character is a skeleton hierarchy structure (Figure 4) represented as a directed graph X = (J, E), where J = { j 0 , j 1 , . . . , j |J| } are the joints (we use 31 joints in our experiments) and E = {e 0 , e 1 , . . . , e |E| } is a set of joint-index pairs. The root node of the hierarchy is denoted by j 0 and corresponds to the pelvis of the character. The articulated character motion is represented as a set of translations of the root j 0 and the rotations of each joint over time span t 0 ,t 1 , . . . ,t m where m + 1 is the number of the input motion poses. Although the input is a set of discrete poses, we consider it a continuous function. The velocity of the root is denoted  ,   ,  ,  ,  ,  ,  ,  ,  ,  ,  , ⋯ ,  ,  ,  ,   Re-ordering & FPCA   ,  ,  ,  ,  ,  ,  ,  ,  ,  ,  , ⋯ ,  ,  , by v(t) and the rotation of each joint is q j (t). The rotations of the joints are quaternions. The character motion is a set
Eigenfunctions (ONB functions) Motion Vectors
where v is the velocity vector of root position (without initial yaw rotation) and q j (t) is the rotation of joint j at the time t in the local coordinate system of the skeleton. The world coordinates of the joint are calculated by recursively traversing the skeleton from the root j 0 and concatenating the corresponding rotations and translations.
Dynamic Time Warping
Although two input motions are similar, they may have different speed (time-scale). To solve the issue, we first calculate dynamic time warping (DTW) input motions before extracting motion vectors and ONB functions. We adopt the distance function between two keyframes by following (Lee et al., 2010) 
where p is a positional unit quaternion, q is a unit quaternion of a joint's velocity, v is velocity vector (see Eqn 13), β i is a weight of a joint, and p(û) and q(û) mean rotation of arbitrary vector,û. We use the same weights for β i as in (Lee et al., 2010) . In particular, we set the weight of the hip β 0 = 0.5 and others β i , i = 1, . . . , k are set to the length of the corresponding bone lengths. The hip joint is the root of skeleton hierarchy and it is important for overall movement of the skeleton, so it has higher weight.
The velocity v of a pose can be calculated as v = x x = (v root , q 0 , q 1 , . . . , q n ) = (x root − x root , p 0 p −1 0 , p 1 p −1 1 , . . . , p n p −1 n ).
Based on the above keyframe distance, a DTW texture is calculated for each pair of motions by accumulating minimum distance as shown in Figure 6 . The time warping (time pairs from one to another) follows the minimum distances in the given DTW texture. The DTW improve the quality of FPCA and reduce the number of basis functions (see Table 1 ). 
Motion as ONB
Let's recall that the motion Eqn (11) has velocity of the root v(t) and motion of each joint q j (t). The components of v(t) = ( x(t), y(t), z(t)) and q j (t) = (w j (t), x j (t), y j (t), z j (t)) are used in the function analysis (Section 4) as 1D functions. Let's denote f (t) and g(t) as 1D functions corresponding to any pair of the above-described components of motion. In the following text we will not use the parameter t whenever it is clear from the context. The ONB extraction needs a set of input functions. We can construct the ONB for all motions by taking all components and running the algorithm from Section 4. Let's recall that the ONB generation is executed until 0.999999 of variance is covered that also defines the number of basis functions. Without loss of generality we group motions as shown in Figure 3 . For example, all components of root velocity v, and joints' quaternions q i , are merged and then ONB functions are extracted.
To calculate the distance between two motion vectors, we account for the importance of joints in motion distance calculation by associated weights of each joint and we use the approach of Tang et al. (2008) who defined the joint weights. Let's have two motion vectors v 1 = {c 11 , c 12 , . . . , c 1m } and v 2 = {c 21 , c 22 , . . . , c 2m }. We use a modified distance equation that accounts for the above-mentioned weighting:
where w i is the weights of joints. Fig 5 shows examples of closely matched two motion sequences. We experimented with three different ways of combining functions for processing FPCA: a) per component, b) per joint and per component, and c) all functions together. As intuitively expected, collecting functions per joint and per component provides best quality (i.e., lowest error and lowest variance). However, the overall number of basis functions was too high and it will lower the compression ratio. As a result, we combine all functions together and run FPCA to extract ONB functions. It provides comparable error, but much smaller number of basis functions as can be seen in Table 2 .
We measured different sizes of ONBs in various configurations. Our experimentations show that there is no significant difference if the motions are clustered together in different ways, although a better insight could be obtained by a careful evaluation.
MOTION SYNTHESIS USING ONB
One advantage of the ONB representation is the intrinsic compression. Another advantage is the ease of novel motion synthesis.
Motion Interpolation
Simple motion synthesis can be achieved by interpolating two or more motion vectors, and then reconstructing their spatial functions by using Eqn (1). This corresponds exactly to a time step interpolation of the original motions in the time domain, but it is achieved in a very compact way simply as an interpolation of the coordinates of motion vectors. Let's recall that the distance of motion vectors is calculated by using Eqn (3). When n motions are close enough, the interpolation and reconstruction create smooth motion transition between them. In order to provide smooth interpolation of input motions, we calculate k nearest neighbors for each motion, and then provide the option to interpolate them. If the points are close enough so that they belong to k nearest neighbors, we apply Bézier interpolation that is suitable for short motion clip. In order to create a) b) Figure 6 : A keyframe distance table is calculated by using Eqn 12. Then, minimum cost connectivity (time pairs) is calculated by finding local minimum lines from the DTW texture. longer sequences of motion, we need to connect the motions by finding a partial connectivity of motion clips.
Partial Similarity by Optimization
Some vectors can be too far to create a perceptually good result. We compensate for this problem by optimization between the time sliding. We optimize the objective function Eqn (15) that attempts to find scaling and sliding of time u and v from given interval [t c ,t d ] of two motions arg min
where N is the number of functions, M(s) = µ(us + v) − µ(s), and A(s) = ∑ n i=1 c 1i b i (us + v) − c 2i b i (s). The resulting parameters u and v are the scaling and sliding of time between two motions. This connectivity is similar to motion graphs (?). However, our approach is finding similar connectivity in inner-product space, not keyframe distance in spatial domain.
Foot-skating Cleanup
The synthesized motions may contain foot-skating artifacts. We resolve this problem by detecting the footplants and then smoothly adjusting the nearby root and knee joint positions on their adjacent keyframes, similar to (Ikemoto et al., 2006) and (Kovar et al., 2002b) .
The footplants are automatically detected from the trained keyframes (Ikemoto et al., 2006) . In the training process, the motion that contains the keyframe with the farthest distance to the labeled keyframes is selected for manual footplants marking. This iterative process terminates when the satisfied results are achieved. In the detecting process, we calculate the footplant values for each keyframe by averaging the values of its k nearest neighbors in the trained database.
Once the footplants are detected, we set the positions of the consecutive footplants as their average values, and then smoothly relocate the root positions of every keyframe in the sequence, such that their legs are reachable to the positions. To avoid the pop-up problems that may raise on the boundary of footplant sequences, we linearly interpolate the root and foot positions of the keyframes laying between the footplants sequences. Additionally, the height of the root for each keyframe is adjusted smoothly to make sure its feet do not penetrate the ground. Finally, we apply the inverse kinematics on all the keyframes in the synthesized motion. a) b) Figure 7 : The partial keyframe sequences before a) and after foot-skating cleanup b). The adjacent keyframes containing no footplants are also smoothly adjusted to avoid pop-up problems.
IMPLEMENTATION AND RESULTS
Our system is implemented in C++ and uses OpenGL and GLSL to visualize results. All results were generated on an Intel R Xeon R E5-1650 CPU, running at 3.20 GHz with 16 GB of memory, and rendered with an NVidia 970GTX GPU. All analysis and synthesis computations were performed on a single CPU thread. Initially, we used a FPCA library (PACE package) that is implemented in Matlab. However, it requires five hours to analyze 41 motions. To improve the performance, we re-implement FPCA code in C++ and by using CUDA. Our new implementation provides significantly faster performance than Matlab PACE package, the achieved speedup is 10x for 210 curves and 225x for 6, 510 curves. Once the ONB has been generated, the motion synthesis and decoding are interactive.
FPCA CUDA Implementation
We use Eigen math library to represent matrices and vectors, ALGLIB for spline smoothing, Armadillo for fast singular value decomposition (SVD), and fast Moore-Penrose pseudoinverse is implemented by following Courrieu's method (Courrieu, 2008) . While the Matlab implementation is general, we did not require all the functionality in our code. We only consider special case which sampling points are regular. In addition, we speed up FPCA processing by applying CUDA for large-scale vector dot product in Local Weighted Least Square (LWLS) estimation, and removing cross-validation of residuals. Table 5 shows the comparisons of Matlab PACE package and our implementation. The CUDA implementation will be available on our web site. 
Evaluation
We compare our method against two other approaches that use analytic basis functions: Fourier series and Legendre polynomials. The advantage of the two approaches is that they do not need to store their analytic basis functions because they are expressed as equations. However, they generally need more coefficients to represent the function with the similar error and the reconstruction artifacts are usually high frequency oscillations that are unwanted in motion data. Our method is less sensitive to these errors. Reconstruction Comparison. We have used 41 motions and, in the first step, we have generated the ONB representation covering 0.999 of the variance and measured the error of the approximation. In the next step we encoded the same motion set by using Fourier series and Legendre polynomials while enforcing the same error as for the ONB. The results are displayed in Figure 8 where the Fourier series is in green, Legendre polynomials blue, original motion curve black, and our method in red. The approximation by using analytic functions introduces unwanted oscillations as can be seen in the inset showing a detailed span of 30-120 frames in Figure 8 d) and in the accompanying video. This is due to the fact that the high order basis functions have high frequencies that would require more coefficients to capture. In contrast, our basis functions adapt to the data and the resulting reconstructed curve is smoother. At the same time, while Fourier representation needed 476 basis function and Legendre polynomials 293, our method needed only 96 basis functions to approximate the motion with the same error (see Table 6 ). Another advantage of our method is the control over the error of the approximation. In our approach we do not need to specify the absolute error values. We specify how much of the original information should be preserved in the reconstructed curves and run the corresponding ONB basis extraction. In all experiments we set the error value to 0.1% (99.9% quality). Dimensions Comparison. We compared the space needed for an accurate representation of all motion curves per each component. We encoded all component curves by using as few basis functions as possible while making sure that 90th percentile error is below a given error value. The comparison of the generated number of basis vectors for our method, Fourier, and Legendre is shown in Table 6 . Overall our method outperforms the other methods (96 : 476 with Fourier and 96 : 293 to Legendre). Compression. Our ONB function space representation of the character motion provides compression of the input data. Although the basis functions are generated for each set of motions and they need to be stored in order to reconstruct the motion, they outperformed Fourier and Legendre approximation in our experiments as shown in Table 6 . We have encoded 321 different motions (2,605 short sequences, each of 0.8-1.2 seconds length at 120 Hz) that represented a skeleton with 31 joints. The size of the raw input data is 227 MB. The compression ratios depends on the number of basis functions. In motion vectors, we do not store the vector elements with the absolute values less than 1e-7. For the first 5 basis functions (mean function and the basis functions), the compression ratios were 50× (see Figure 9) , for Fourier 9×, and for Legendre polynomials 10×. The effect of the size of the ONB will further diminish if more motions would be encoded and more motion vectors would be present.
Our method cannot be directly compared to other methods, such as (Arikan, 2006; Liu and McMillan, 2006; Tournier et al., 2009) , since our method is not used only for motion compressing, but it shares ONB functions for further processing. In addition, the compression ratio of our method can vary depending on the number of used basis functions as shown in Fig 9. Table 8 provides comparison of compression ratio and distortion rate (%) based on the provided result from Liu and McMillan (2006) Figure 9 : The compression factor depends on the number of basis functions. We removed motion vector elements with the absolute values smaller than 1e-7 and calculated the compression factors.
al. (2009) . The same motion clips were used for the comparison. The distortion rate is calculated by Eqn (16) which was defined by Karni and Gotsman in (Karni and Gotsman, 2004) .
where A andÃ are the 3m × n matrices that consist of absolute markers' position of original motion and the decompressed motion respectively, m is the number of markers, n is the number of keyframes, and E(A) is the mean of marker positions with respect to time.
For reconstructing a frame, our method only requires a few calculations by following Eqn (1) so that it can reconstruct frames on the fly.
CONCLUSION
We have introduced a novel compact representation of motion for character animation. Our method is inspired by analytic basis methods, such as Fourier and Legendre polynomials, but instead of using analytic representation the orthonormal basis (ONB) is extracted automatically by using functional principal analysis (FPCA) for each input set of motions. The ONB is unique for each input set and because of the FPCA the basis are ordered by their importance it provides optimal coverage of the input space. Our method not only provides better compression of the raw input data than the analytic basis approximations, it also allows for an easy motion synthesis. Each motion from the input set is represented as a motion vector and motion is performed by simply interpolating motion vector coordinates and connecting partially similar motions. We also provide optimization in the ONB for more complex motions. There are several limitations and avenues for future work. One limitation is that the FPCA processes The comparison between our method and other approaches. Note that we only used vector size for calculating compression ratio, because our method the ONB functions are shared for all motions. In this table, lower than 1e-5 values are not saved, and 6 basis functions were used. only 1D functions. Theoretically, it would be possible to apply the FPCA directly to n-dimensional character animation and the per component optimizations would not be necessary. Moreover, FPCA assumes that the input functions are smooth, and also internally smooth the resulting ONB functions. As a side effect, this could hide oscillations. Another limitation is that the FPCA is always lossy due to numerical errors in the computation.
