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Abstract
A new concept of boundedness, which unifies various boundedness notions and leads to other notions connecting them, is
defined in terms of two measures. An attempt for discrete systems tries to offer sufficient conditions for obtaining boundedness
criteria for such concepts. The employing of vector Lyapunov functions and a new comparison principle covers several known
results in usual boundedness theory and, therefore, the present framework provides an additional unification.
c© 2008 Elsevier Ltd. All rights reserved.
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1. Introduction
There has been increasing interest in the investigation of qualitative properties of dynamical systems. Recently, to
unify a variety of stability notions and offer a general framework for investigation, the concept of stability in terms of
two measures has been defined very usefully and developed intensively [1–5]. Hence, consideration concerning the
boundedness in terms of two measures for dynamical systems has appeared.
Lakshmikantham, Matrosovand and Sivasundaram [6] presented some results on boundedness properties in terms
of two measures for differential systems, in which the boundedness properties of finite systems are deduced from
those of two associated scalar systems via scalar Lyapunov functions and the comparison principle, by using the
quasi-monotone increasing property of the function. It is well known that the quasi-monotone property, which differs
from the usual monotone property, is needed when we deal with vector inequalities. We notice that there are no
related results for discrete systems. We shall, in this work, discuss boundedness problems in terms of two measures
via vector Lyapunov functions and a new comparison theorem, by employing the concept of the upper monotone
increasing function, which connects the solutions of two finite discrete systems and a scalar one. Consequently, the
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work is organized as follows. In Section 2, we introduce the concepts of boundedness in terms of two measures, the
comparison principle and related notions. In Section 3, sufficient conditions for boundedness in terms of two measures
are given for two finite discrete systems, and an example is added to illustrate the results obtained.
2. Preliminaries
Let R+ = [0,+∞) and Rn be the n-dimensional Euclidean space with a norm ‖.‖M , which is given by
‖x‖M = max1≤i≤n xi , for x = (x1, x2, . . . , xn)T ∈ Rn .
We shall say that x ≥ y means xi ≥ yi , i = 1, 2, . . . , n, for x, y ∈ Rn .
Let ρ be a real positive number and we give the following classes of functions for convenience.
K = {a ∈ C[R+, R+] : a(u) is strictly increasing in u and a(0) = 0};
Γ = {h : Z+ × Rd → R+, h(n, x) is continuous in x and inf
x∈Rd
h(n, x) = 0};
Sc(h0, ρ) = {(n, x) ∈ Z+ × Rd : h0(n, x) ≥ ρ, ρ > 0}.
We shall consider the following discrete systems:
xn+1 = f (n, xn), xn0 = x0, (2.1)
yn+1 = g(n, yn), yn0 = y0, (2.2)
where f : Z+ × Rd → Rd , g : Z+ × Rq+ → Rq+, d ≥ q. We shall assume, for convenience, that the solutions
x(n, n0, x0), y(n, n0, y0) of (2.1) and (2.2) exist and are unique for n ≥ n0. Furthermore, for (n0, x0) ∈ Z+× Rd , we
denote by xn = x(n, n0, x0) the solution of (2.1) such that x(n0, n0, x0) = x0, and consider yn similarly to xn .
We need the following definitions.
Definition 2.1. Let h0, h ∈ Γ . Then the discrete system (2.1) is said to be
(B1) (h0, h)-uniformly bounded if for each α > 0, there is a β = β(α) > 0 such that for n0 ∈ Z+,
h0(n0, x0) < α implies h(n, xn) < β, for all n ≥ n0,
where xn = x(n, n0, x0) is any solution for (2.1),
(B2) (h0, h)-uniformly ultimately bounded if (B1) holds and there is a positive number B and for each α > 0, there
exists a T = T (α) > 0 such that for n0 ∈ Z+,
h0(n0, x0) < α implies h(n, xn) < B, for all n ≥ n0 + T,
where xn = x(n, n0, x0) is any solution for (2.1).
Remark 2.1. Boundedness properties (B1)–(B2) imply global existence of solutions of system (2.1).
Remark 2.2. If h(t, x) = h0(t, x) = ‖x‖ in Definition 2.1, then we omit the prefix (h0, h) and simply refer to system
(2.1) as being uniformly bounded, or uniformly ultimately bounded.
Definition 2.2. Let V : Z+ × Rd → Rq+, V (n, x) continuous in x . We define the variation of V along the solution of
system (2.1) by
4V = V (n + 1, f (n, xn))− V (n, xn).
Definition 2.3. A function g(n, y) : Z+ × Rq+ → Rq+ is said to be upper quasi-monotone increasing in y if, for any
u, w ∈ Rq+, we have that
u ≤ max
1≤i≤q
wiv implies g(n, u) ≤ max
1≤i≤q
g(n, w)v,
where v = (v1, v2, . . . vq)T and vi ≡ 1 for i = 1, 2, . . . , q.
Remark 2.3. g(n, y) of Definition 2.3 is said to be lower quasi-monotone increasing if the reverse inequalities hold.
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Remark 2.4. If q = 1, upper quasi-monotone increasing and monotone increasing are equivalent. If q > 1, they are
not covered by each other. This also applies for lower quasi-monotone increasing and monotone increasing.
In the following examples we simply illustrate Remark 2.4.
Example 2.1. If q = 2, assume that g(n, y) : Z+ × R2+ → R2+, with
g(n, y) =
(
g1(n, y)
g2(n, y)
)
=
(
y1 + y2
y2
)
and y = (y1, y2)T . Clearly, g(n, y) is monotone increasing.
On the other hand, choose
u =
(
1
2
)
, w =
(1
2
2
)
.
Note that u ≤ max1≤i≤2wiv, and
g(n, u) =
(
3
2
)
, g(n, w) =
(5
2
2
)
,
which implies that g(n, y) is not upper quasi-monotone increasing.
Hence, monotone increasing does not cover upper quasi-monotone increasing in this case.
Example 2.2. If q = 2, assume that g(n, y) : Z+ × R2+ → R2+, with
g(n, y) =
(
g1(n, y)
g2(n, y)
)
=
( |y1 − y2|
1
2
(y1 + y2 + |y1 − y2|)
)
and y = (y1, y2)T . Conversely, g(n, y) is upper quasi-monotone increasing.
On the other hand, choose
u =
(
1
3
)
, w =
(
2
7
2
)
.
Note that u < w, and
g(n, u) =
(
2
3
)
, g(n, w) =

3
2
7
2
 ,
which implies that g(n, y) is not monotone increasing.
Hence, monotone increasing is not covered by upper quasi-monotone increasing in this case.
Lemma 2.1. For system (2.1) and (2.2) suppose that V : Z+ × Rd → Rq+ and V , along the solution of system (2.1),
is such that
V (n + 1, xn+1) ≤ g(n, V (n, xn)), n ∈ Z+,
where g(n, y) is upper quasi-monotone increasing in y and xn is the solution of (2.1).
Then
V (n0, x0) ≤ max
1≤i≤q
yi (n0)v implies V (n, xn) ≤ max
1≤i≤q
yi (n)v, for all n ≥ n0,
where v is defined as before.
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Proof. The proof follows by induction. For n = n0,
V (n0, x0) ≤ max
1≤i≤q
yi (n0)v.
Suppose that for some n, n ≥ n0, we have
V (n, xn) ≤ max
1≤i≤q
yi (n)v.
Furthermore, for n + 1, we get
V (n + 1, xn+1) ≤ g(n, V (n, xn))
≤ max
1≤i≤q
gi (n, y(n))v
= max
1≤i≤q
yi (n + 1)v,
by the assumption on V (n, xn) and the fact that g(n, y) is upper quasi-monotone increasing in y. Thus, by induction,
we obtain
V (n, xn) ≤ max
1≤i≤q
yi (n)v, for all n ≥ n0. 
Remark 2.5. Given g(n, y) of Lemma 2.1 lower quasi-monotone increasing in y, and that the reverse inequalities
hold, we can arrive at
V (n, xn) ≥ max
1≤i≤q
yi (n)v, for all n ≥ n0.
3. Boundedness criteria
Theorem 3.1. For system (2.1) and (2.2) assume that
(S1) h0, h ∈ Γ , and h(n, x) ≤ φ(h0(n, x)), where φ ∈ K;
(S2) V : Z+ × Rd → Rq+, and there exist functions a, b ∈ K such that
a(h(n, x))v ≤ V (n, x) ≤ b(h0(n, x))v,
where a(r)→∞, as r →∞ and v is defined as before;
(S3) g(n, y) is upper quasi-monotone increasing in y such that
V (n + 1, xn+1) ≤ g(n, V (n, xn)),
whenever (n + 1, xn+1) ∈ Sc(h0, ρ) and P(V (n + 1, xn+1)) > V (s, xs), for n0 ≤ n1, n1 ≤ s ≤ n, where
P : Rq+ → Rq+ with P(s) > s, for s > 0, and xn is any solution for (2.1).
Then uniform boundedness of the system (2.2) implies (h0, h)-uniform boundedness of the system (2.1).
Proof. Let α ≥ ρ be given. Choose β > max{φ(α), a−1(b(α))}. Since the system (2.2) is uniformly bounded, then
for any n0 ∈ Z+ and given α1 > b(α), there exists a β1 = b(α) > 0 such that
‖y0‖M < α1 implies ‖yn‖M < β1, for all n ≥ n0, (3.1)
where yn = y(n, n0, y0) is any solution of (2.2).
We claim that
h(n, xn) < β, for all n ≥ n0. (3.2)
First, let y0 = V (n0, x0) and h0(n0, x0) < α. By (S1), we have
h(n0, x0) ≤ φ(h0(n0, x0)) < φ(α) < β,
which implies that (3.2) holds for n = n0.
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Next, using (S2), we have
V (n0, x0) ≤ b(h0(n0, x0))v < b(α)v.
We are going to show that
V (n, xn) ≤ b(α)v, for all n ≥ n0. (3.3)
If this is not true, then there exists some solution xn = x(n, n0, x0) of the system (2.1) with h0(n0, x0) < α and
n1 ≥ n0 such that
V (n, xn) ≤ b(α)v, for all n0 ≤ n ≤ n1, (3.4)
but
V (n1 + 1, xn1+1) > b(α)v. (3.5)
It follows from (3.4) and (3.5) that
P(V (n1 + 1, xn1+1)) > V (n1 + 1, xn1+1) > V (s, xs), for all n0 ≤ s ≤ n1. (3.6)
Using (S2) and (3.5), we have that
b(h0(n1 + 1, xn1+1))v ≥ V (n1 + 1, xn1+1) > b(α)v
implies (n1 + 1, xn1+1) ∈ Sc(h0, ρ). Thus by (S3) and Lemma 2.1, we get
V (n1 + 1, xn1+1) ≤ max1≤i≤q yi (n1 + 1, n0, V (n0, x0))v
= max
1≤i≤q
yi (n1 + 1, n0, y0)v
= ‖y(n1 + 1, n0, y0)‖Mv < b(α)v,
which contradicts (3.5). Hence (3.3) holds and we have
a(h(n, xn))v ≤ V (n, xn) ≤ b(α)v, for all n ≥ n0,
that is
h(n, xn) ≤ a−1(b(α)) < β, for all n ≥ n0,
for any solution xn = x(n, n0, x0) of the system of (2.1) with h0(n0, x0) < α. Then system (2.1) has (h0, h)-uniform
unboundedness. 
Theorem 3.2. For system (2.1) and (2.2), let the assumptions of Theorem 3.1 hold except that (S3) is strengthened to
(S3*) V (n, x) is continuous in x such that
4Vp(n, xn) ≤ −c(h0(n, xn))
and Vi (n + 1, xn+1) ≤ gi (n, V (n, xn)), 1 ≤ i 6= p ≤ q,
whenever (n + 1, xn+1) ∈ Sc(h0, ρ) and P(V (n + 1, xn+1)) > V (s, xs), for n0 ≤ n1, n1 ≤ s ≤ n, where
P : Rq+ → Rq+ with P(s) > s, for s > 0, c ∈ K, and xn is any solution of (2.1).
Then uniform boundedness of the system (2.2) implies (h0, h)-uniform ultimate boundedness of system (2.1).
Proof. (h0, h)-uniform boundedness of (2.1) follows easily from the same arguments as in the proof of Theorem 3.1.
Let B = a−1(b(ρ)). For any give α ≥ ρ, let β = β(α) > B be defined in the same way as in the definition of
(h0, h)-uniform boundedness of (2.1). Then from the proof of Theorem 3.1 it follows that h0(n0, x0) < α for any
n0 ∈ Z+ implies
h(n, xn) ≤ β and V (n, xn) ≤ a(β)v, for all n ≥ n0, (3.7)
where xn = x(n, n0, x0) is any solution of (2.1).
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In view of the assumptions of P(u), there is a positive number
η = min
1≤i≤q{ infa(B)v≤u≤a(β)v{Pi (u)− ui }} > 0, (3.8)
such that
P(u) ≥ u + ηv, if a(B)v ≤ u ≤ a(β)v.
where v is defined as before. Furthermore, there exists a positive integer N such that
a(B)+ Nη > a(β). (3.9)
Setting
ni = n0 + i
([
a(β)
c(ρ)
]
+ 1
)
, i = 0, 1, 2, . . . , N , (3.10)
where [·] denotes the greatest integer function, we claim that
h(n, xn) ≤ B, for all n ≥ n0 + T,
where T = N ([ a(β)c(ρ) ] + 1). We shall show that
V (n, xn) ≤ a(B)v + (N − i)ηv, for all n ≥ ni , i = 0, 1, . . . , N . (3.11)
From (3.7) and (3.9) we have
V (n, xn) ≤ a(B)v + Nηv, for all n ≥ n0, (3.12)
which implies that (3.11) holds for i = 0.
Suppose that for some i , 0 ≤ i ≤ N , we have
V (n, xn) ≤ a(B)v + (N − i)ηv, for all n ≥ ni .
First, we have to show that there exists n¯ ∈ [ni , ni+1] such that
V (n¯, xn¯) ≤ a(B)v + (N − i − 1)ηv. (3.13)
If this is not true, then
V (n, xn) > a(B)v + (N − i − 1)ηv, for all n ≥ ni . (3.14)
By (3.7) and (3.14), we have
a(B)v ≤ V (n, xn) ≤ a(β)v, for all n ≥ ni .
Thus
P(V (n, xn)) ≥ V (n, xn)+ ηv
> a(B)v + (N − i)ηv
≥ V (s, xs), for all n ≤ ni , ni ≤ s ≤ n.
Using (S2) and (3.14) we obtain
b(h0(n, xn))v ≥ V (n, xn)
> a(B)v + (N − i − 1)ηv
≥ a(B)v, for all n ≥ ni ,
which implies that (n, xn) ∈ Sc(h0, ρ), for all n ≥ ni . Thus, by using (S3*), we obtain
Vp(ni+k, xni+k ) ≤ Vp(ni , xni )−
ni+k−1∑
j=ni
c(h0( j, x j ))
≤ a(β)− kc(ρ)
< 0,
if k = [ a(β)c(ρ) ] + 1. This contradiction shows that (3.13) is true.
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Next, we want to show that (3.13) implies that
V (n, xn) ≤ a(B)v + (N − i − 1)ηv, for all n ≥ n¯, n¯ ∈ [ni , ni+1].
Suppose that this is not true; then there is some n∗ ≥ n¯ such that
V (n, xn) ≤ a(B)v + (N − i − 1)ηv, for all n¯ ≤ n ≤ n∗,
but
V (n∗ + 1, xn∗+1) > a(B)v + (N − i − 1)ηv. (3.15)
Thus
P(V (n∗ + 1, xn∗+1)) ≥ V (n∗ + 1, xn∗+1)
> a(B)v + (N − i − 1)ηv
≥ V (s, xs), for all n¯ ≤ s ≤ n∗.
By (S2) and (3.15) we have
b(h0(n
∗ + 1, xn∗+1))v ≥ V (n∗ + 1, xn∗+1)
> a(B)v + (N − i − 1)ηv
≥ a(B)v,
which implies that (n∗ + 1, xn∗+1) ∈ Sc(h0, ρ). Then using (S3*) we get
Vp(n
∗ + 1, xn∗+1) ≤ Vp(n∗, xn∗)− c(h0(n∗, xn∗))
≤ Vp(n∗, xn∗)
≤ a(B)+ (N − i − 1)η,
which contradicts (3.15). Hence we have proved
V (n, xn) ≤ a(B)v + (N − i − 1)ηv, for all n ≥ ni+1.
By induction we see that (3.11) is true, for any i = 0, 1, 2, . . . , N . Thus we have
V (n, xn) ≤ a(B)v, for all n ≥ nN ,
or
h(n, xn) ≤ B, for all n ≥ n0 + T,
for any solution xn = x(n, n0, x0) for (2.1) with h0(n0, x0) < α, and therefore the system (2.1) is (h0, h)-uniformly
ultimately bounded. 
Remark 3.1. Setting
4Vp(n, xn) ≤ M − c(h0(n, xn)), for some constant M > 0,
we also obtain Theorem 3.2.
Example 3.1. Consider the nonlinear discrete systems
xn+1 = A(n)xn +
n−1∑
s=n0
f (n, s, xs), xn0 = x0, (3.16)
where n0 ∈ Z+, x0, xn ∈ Rd ; A(n) ∈ Rd×d ; f : Z+ × Rd → Rd , f is continuous in x . Assume that∑d
j=1 |ai j (n)| ≤ a0 < 1, and | fi (n, s, x)| ≤ b(s)|xs,i |, for (n, s, x) ∈ Z+ × Rd → Rd with
∞∑
s=n0
b(s) = b0 < 1− a0. (3.17)
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By (3.17), we may choose a constant ξ > 1 such that ξb0 < 1 − a0. Then define P(u) = ξu, and set
V (n, x) = ‖xn‖Mv = max1≤i≤d |xn,i |v, for any solution xn of (3.16). Then whenever P(V (n + 1, xn+1)) =
ξ‖xn+1‖M > ‖xs‖M = V (s, xs), for n0 ≤ s ≤ n, we have
V (n + 1, xn+1) = max
1≤i≤d
|xn+1,i |v
= max
1≤i≤d
∣∣∣∣∣ d∑
j=1
ai j (n)xn,i +
n−1∑
s=n0
fi (n, s, xs)
∣∣∣∣∣ v
≤ max
1≤i≤d
∣∣∣∣∣ d∑
j=1
ai j (n)xn,i +
n−1∑
s=n0
b(s)|xs,i |
∣∣∣∣∣ v
≤ max
1≤i≤d
d∑
j=1
|ai j (n)||xn,i |v + max
1≤i≤d
n−1∑
s=n0
b(s)ξ |xn,i |v
≤ max
1≤i≤d
d∑
j=1
|ai j (n)|V (xn)+ ξb0V (xn)
=
[
max
1≤i≤d
d∑
j=1
|ai j (n)| + ξb0
]
EV (xn), (3.18)
where E is the identity matrix.
Now, consider
yn+1 = B(n)yn, yn0 = y0, (3.19)
where B(n) ∈ Rq×q+ and B(n) = [max1≤i≤d
∑d
j=1 |ai j (n)| + ξb0]E . Clearly, B(n) is upper quasi-monotone
increasing and the system (3.19) is uniformly bounded and uniformly ultimately bounded.
On the other hand, we get, analogous to (3.18),
c(r) = 1− a0 − ξb0
1− ξb0 r, r ∈ R
+.
Then the conditions of Theorems 3.1 and 3.2 are satisfied with h0(n, x) = h(n, x) = ‖x‖M , and a(r) = b(r) =
φ(r) = r . Hence the system (3.16) is uniformly bounded and uniformly ultimately bounded.
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