Abstract. We study the geometry and holonomy of semi-Riemannian, time-like metric cones that are indecomposable, i.e., which do not admit a local decomposition into a semiRiemannian product. This includes irreducible cones, for which the holonomy can be classified, as well as non irreducible cones. The latter admit a parallel distribution of null k-planes, and we study the cases k " 1 and k " 2 in detail. In these cases, i.e., when the cone admits a distribution of parallel null tangent lines or planes, we give structure theorems about the base manifold. Moreover, in the case k " 1 and when the base manifold is Lorentzian, we derive a description of the cone holonomy. This result is obtained by a computation of certain cocycles of indecomposable subalgebras in sop1, n´1q.
allows to relate and apply several fundamental results in differential geometry: Berger's list of irreducible Riemannian holonomy groups [7] and the classification of those that belong to manifolds with parallel spinors by Wang [22] , the understanding of the geometric structures that correspond to these holonomy groups, and finally Gallot's Theorem [15] that the cone p | M , q gq over a complete manifold pM, gq is either flat or irreducible. This result allows to determine the geometry of pM, gq: if the cone p | M , q gq is flat, then pM, gq has constant sectional curvature 1, and if the cone is irreducible, the geometry of pM, gq is determined by the special holonomy of the cone (Ricci-flat Kähler, hyper-Kähler, or exceptional).
One of the motivations to study semi-Riemannian cones is the Killing spinor equation on semi-Riemannian manifolds, but indefinite cones already become relevant in the Riemannian context. Indeed, imaginary Killing spinors on a Riemannian manifold pM, gq correspond to parallel spinors on the time-like cone
Riemannian manifolds with imaginary Killing spinors were classified by Baum in [5, 4] without using the cone construction, but our results about Lorentzian cones in [1] allow to reprove Baum's classification. Another motivation stems from supergravity (and string theory), where semi-Riemannian cones play a two-fold role. One the one hand, they appear as scalar geometries (of arbitrary dimension) in the superconformal formulation of supergravity theories, on the other hand, they can be used to study space-times which are part of supersymmetric solutions of the equations of motion of theories of (Poincaré) supergravity or of string theories. In the latter case, the supersymmetry equations can be analysed by passing to the time-like cone over the Lorentzian space-time manifold, which is a semi-Riemannian cone of index 2.
A generalisation of Bär's method to indefinite semi-Riemannian manifolds has two aspects: a holonomy classification of indefinite semi-Riemannian cones and the description of the corresponding geometry of the base. Both tasks face several difficulties in the semiRiemannian context. The fundamental difficulty is that for metrics of arbitrary signature the holonomy group may not act completely reducibly: there are semi-Riemannian manifolds whose holonomy group admits an invariant subspace that is degenerate for the metric. As a consequence, those manifolds cannot be decomposed into a product of manifolds with irreducible holonomy, as it is the case for Riemannian manifolds. Hence, in an indefinite semi-Riemannian context, irreducibility has to be replaced by indecomposability. A semiRiemannian manifold is indecomposable if its holonomy representation (i.e., the representation of the holonomy algebra on the tangent space) does not admit an invariant subspace that is non-degenerate for the metric. By the splitting theorems of de Rham [9] and Wu [23] , such metrics do not have a local decomposition into product metrics, hence the term indecomposable. Therefore, a generalisation of Bär's method to semi-Riemannian geometry requires two steps: (A) Generalise Gallot's Theorem to the case of semi-Riemannian cones. (B) For indecomposable semi-Riemannian cones, describe the holonomy of the cone and the local geometry of the base.
The problem in (A) was solved in [1] , where we studied decomposable indefinite semiRiemannian cones and obtained a generalisation of Gallot's result. In fact we showed that a cone over a complete and compact semi-Riemannian manifold is either flat or indecomposable. Further results about decomposable cones have been obtained in [11, Theorems 5 and 6 ].
1.2.
Results. In this article we deal with problem (B), i.e., we study the local geometry of the base and the holonomy of the cone in the case when the cone is indecomposable. This setting naturally splits into two different scenarios: the holonomy of the cone is irreducible, or it admits an invariant subspace that is totally null but no non-degenerate invariant subspace. The irreducible case is well understood as there is Berger's classification of irreducible holonomy groups [7] , which we describe in Section 2.2 with the following result:
gq is a time-like cone with irreducible holonomy algebra g, then g is isomorphic to one of the following Lie algebras (1.2) sopt, sq, upp, qq, supp,Ă sop2p, 2qq, sppp,Ă sop4p, 4qq, sopn, Cq Ă sopn, nq, g C 2 Ă sop7, 7q, spinp7, Cq Ă sop8, 8q, g 2 Ă sop7q, spinp7q Ă sop8q, g 2p2q Ă sop3, 4q, spinp3, 4q Ă sop4, 4q.
More interesting is the non-irreducible indecomposable case. Here the cone admits a totally null vector distribution of rank k ą 0 that is invariant under parallel transport, or equivalently, its space of sections is invariant under differentiation with respect to the Levi-Civita connection. In general, this case is rather difficult and no general holonomy classification is known. However, the parallel vector distribution determines the local structure of the base. This became obvious in [1] where we studied the case of Lorentzian indecomposable cones. As mentioned, some of our motivation comes from the equations of motion of supersymmetric theories of gravity, where the space-time metric is Lorentzian (that is of index 1). Hence we will focus on cones that have index 2, that is signature p2, n´2q. For these the totally null parallel vector distribution is of rank 1, i.e., a null line, or of rank 2, i.e., a null plane. Many of our results will however hold for cones in arbitrary signature but with an invariant null line or null plane.
In Section 3 we will study the case of a parallel null line, and describe the local structure of the base as well as of the cone: Theorem 1.2. Let p x M , p gq be the time-like cone over a semi-Riemannian manifold pM, gq. If the cone admits a parallel null line field L, then locally there is a parallel trivializing section of L. Moreover, on a dense open subset x M reg Ă x M , the metric p g is locally isometric to a warped product of the form (1.3) r g " 2 du dv`u 2 g 0 , with a semi-Riemannian metric g 0 , and the metric g is locally of the form g " ds 2`e2s g 0 .
In the case when the above decompositions hold globally, the situation can be summarised in the commutative diagram: 
<
Here Ă M " R`ˆR´ˆM 0 , see (3.1) for the definition of ψ. This result motivates the study of metrics of the form (1.3) in Section 4. Such metrics have a parallel null vector field B v and it was shown in [18] that their holonomy algebra r g " holpr gq is contained in holpg 0 q˙R t,s , where pt, sq is the signature of the metric g 0 , and moreover that pr sopnq pr gq " holpg 0 q. For a Lorentzian metric r g, i.e., when g 0 is Riemannian, it was shown in [18, 1] that we have in fact r g " holpg 0 q˙R n , which means that the holonomy of the cone is determined solely by the holonomy of the metric g 0 . In higher signatures, i.e., when g 0 is not Riemannian, this is no longer true, as examples will show. Our approach is to consider the ideal of translations in holpr gq,
T :" holpr gq X R t,s , and use this for a first, purely algebraic study of indecomposable subalgebras in the stabiliser of a null vector. This will be carried out in Section 5.1, which is the most technical section of the paper. The key observation is that r g{T " tpX, ϕpXqq | X P holpg 0 qu, with ϕ P Z 1 pholpg 0 q, R t,s {T q, where Z 1 pholpg 0 q, R t,s {T q denotes the cocycles of holpg 0 q with values in R t,s {T . For example, in order to obtain results for time-like cones over Lorentzian manifolds, we will compute Z 1 pg, R 1,n´1 {T q, for indecomposable subalgebras g of sop1, n´1q (these belong to one of four types according to [6] ). In Section 6 we apply these algebraic results to obtain the following result. Theorem 1.3. Let g 0 be a Lorentzian metric in dimension n and r g the metric of signature p2, nq defined in (1.3) . If the holonomy of r g acts indecomposably and with invariant null line, then holpr gq " holpg 0 q˙R 1,n´1 , or g 0 admits a parallel null vector field and r g admits two linearly independent parallel null vector fields that are orthogonal to each other.
This theorem shows that if the holonomy of r g is not equal to the semi-direct product holpg 0 q˙R 1,n´1 , then r g and hence the cone admits a parallel null plane (which in addition is spanned by two parallel null vector fields). We study the case of cones admitting a totally null parallel 2-plane in the remainder of the article. In Section 7 we show: Theorem 1.4. The timelike cone p x M , p gq over a semi-Riemannian manifold pM, gq admits a parallel, totally null 2-plane field if and only if, locally over an open dense subset, the base pM, gq admits two vector fields V and Z satisfying (1.5) gpV, V q " 0, gpZ, Zq " 1, gpV, Zq " 0, and such that
with 1-forms α and β on M . In particular, the base pM, gq admits a geodesic, shearfree null congruence defined by V .
Note that equation (1.6) implies that V K is integrable. This allows us to determine the local form of the metrics with vector field V and Z satisfying equations (1.5-1.7): Theorem 1.5. A semi-Riemannian metric pM, gq admits vector fields V and Z with (1.5-1.7) if and only if pM, gq is locally of the form M " M 0ˆR 3 and
for a family of metrics g 0 puq on M 0 depending on u and a 1-form η on M such that ηpB t q is nowhere vanishing satisfying the following system of first order PDEs:
(1.8)
for all X P XpM 0 q and where η t :" ηpB t q and η s :" ηpB s q.
Finally we give explicitly the general solution for the system (1.8), providing us with a construction method of metrics whose cone admits a totally null two plane.
Preliminaries

2.1.
Fundamental properties of time-like cones. Let pM, gq be a semi-Riemannnian manifold and x M :" R`ˆM with the metric (2.1) p g :"´dr 2`r2 g be the time-like cone or just the cone over pM, gq. We denote by
the Euler vector field. The Levi-Civita connection p ∇ of p g reduces to the Levi-Civita connection ∇ of g in the following way
where here and in the following formulas X, Y, Z P XpM q, and the curvature is given as
Hence, for the Ricci tensor we obtain that
This leads to the following observations:
M , p gq be the cone over pM, gq.
(1) pM, gq has constant curvature´1 if and only if the cone p x M , p gq is flat.
Finally we observe that the existence of a time-like vector field ξ with ∇ξ " Id characterises cones locally.
Proposition 2.2. Let p x
M , p gq be a semi-Riemannian manifold of dimension n`1 that admits a time-like vector field ξ such that p ∇ξ " Id. Then there are local coordinates pr, x 1 , . . . x n q such that p g is of the form
where i, j run from 1 to n, we use the Einstein summation convention, and g ij " g ij px 1 , . . . , x n q are functions of the x k coordinates only.
Proof. The vector field ξ defines a positive function r via p gpξ, ξq "´r 2 .
Differentiating this relation gives 2rdr " dpr 2 q "´dpp gpξ, ξqq "´2gpξ,¨q "´2ξ 5 ,
where the musical isomorphism 5 denotes the metric dual with respect to p g. Hence
, is exact and therefore ξ "´p ∇ r 2 2 is a gradient vector field. The level sets of the function r are orthogonal to ξ and we can fix coordinates px 1 , . . . , x n q on the level sets such that pr, x 1 , . . . , x n q are local coordinates on x M . In these coordinates the metric has the form
and it holds ξ " rB r . Since∇ξ " Id, the vector field ξ is a homothety,
which implies that p g ij pr, x 1 , . . . , x n q " r 2 g ij px 1 , . . . , x n q for some functions g ij px 1 , . . . , x n q of the x i coordinates.
2.2.
The holonomy of irreducible cones. For irreducible cones the possible holonomy groups are known from the Berger list [7] , which comprises the orthogonal algebra and the three lists (2.5-2.7) below. In the following let h Ă sopt`1,the irreducible holonomy algebra of a semi-Riemannian manifold p x M , p gq, i.e., one of the entries in Berger's list. For each possible h we will now determine if it can be the holonomy algebra of a cone.
(1) h " sopt`1, sq: This is the holonomy algebra of a generic semi-Riemannian manifold of signature pt`1, sq.
Proposition 2.3. Let pM, gq be a semi-Riemannian manifold of signature pt, sq and of constant curvature κ ‰´1 and let p x M , p gq be the time-like cone over pM, gq. Then holp x M , p gq " sopt`1, sq.
Proof. The curvature endomorphisms of pM, gq are of the form RpX, Y q " κ`gpY,¨qX´gpX,¨qY˘.
Since the holonomy algebra contains all curvature endomorphisms, equation (2.3) shows that
where sopt, sq is embedded as the stabiliser of the vector ξ. Moreover, equations
This establishes holp x M , p gq " sopt`1, sq.
(2) h is the holonomy of an irreducible symmetric space or one of the following algebras:
where p`q and m are ą 1. In the first case the metric is quaternionic Kähler of signature p4p, 4qq and in the second it is quaternionic para-Kähler. Examples of the third type are obtained by complexifying manifolds with holonomy of the first two types, as discussed below. In these examples p x M , p gq is Einstein with nonzero Einstein constant. Hence, these cases can be excluded as holonomy of cones by Proposition 2.1. (3) h is one of the following:
The geometric structures corresponding to these algebras do exist on cones over semi-Riemannian manifolds with certain structures. In fact, the following relations between structure on the base pM, gq and on the cone are well known: (i) The cone over a (semi-Riemannian) Sasaki, Einstein-Sasaki or 3-Sasaki manifold is, respectively, a Kähler, Ricci-flat Kähler or hyper-Kähler manifold and hence has holonomy contained in upp, qq, supp,or sppp, qq.
(ii) The cone over a strict nearly-Kähler manifold of dimension 6, Riemannian or of signature p2, 4q, has a parallel G 2 -or G 2p2q -structure and hence has holonomy contained in g 2 or g 2p2q . Similarly, the cone over a nearly para-Kähler manifold with |∇J| 2 ‰ 0 has holonomy contained in g 2p2q , see [8, Prop. 3.1] . (iii) The cone over a 7-manifold with a nearly-parallel G 2 -structure, Riemannian or of signature p3, 4q, has a parallel Spinp7q-or Spinp3, 4q-structure and hence has holonomy contained in spinp7q or spinp3, 4q. The question remains, whether the holonomy of the cone is not only contained but actually equal to one of the algebras in the list (2.6). In the Riemannian setting (which corresponds to the case where the base of the time-like cone is negative definite) this can be established by using Gallot's Theorem that the (space-like) cone over a complete Riemannian manifold pM, gq is either flat or irreducible and then by constructing a complete pM, gq with the corresponding structure. For indefinite metrics several gaps open up in this argument: our generalisation of Gallot's Theorem in [1] assumes that pM, gq to be compact and complete and implies that the cones is flat or indecomposable, but not necessarily irreducible. Hence, even if one constructed compact and complete indefinite semi-Riemannian manifolds with the above structures, the cone would not have to be irreducible and hence its holonomy could be an indecomposable, non irreducible subalgebra of the algebras in (2.6). We suspect however, that for a "generic" semi-Riemannian manifold with one of the above structures, the cone has holonomy equal to the algebras in (2.6). (4) h is one of the following algebras:
Examples can be obtained by complexification as we will explain now. In the case of slp2, Cq ' sppm, Cq the metric is then Einstein of nonzero scalar curvature (incompatible with a cone), whereas in the two exceptional cases it is Ricci-flat.
Realisation of complex holonomy algebras. Let pM, gq be a connected real analytic manifold endowed with a real analytic semi-Riemannian metric. Then it is easy to see that M can be embedded into a connected complex manifold M C with the following properties.
(1) There exists an atlas of M C such that each of its charts ϕ : U Ñ C n is real-valued on U X M and the restrictions ϕ|
The metric coefficients g ij pxq with respect to the real coordinates x " px 1 , . . . , x n q " ϕ| U XM are given by real power series converging in U X M . (3) The power series g ij pzq in the holomorphic coordinates z " pz 1 , . . . , z n q " ϕ converges in U for all i, j. It follows that we can define a holomorphic symmetric tensor field g C on M C by
The tensor field is non-degenerate on a neighborhood of M and by restriction we can always assume that it is non-degenerate on M C . Then it defines what is called a holomorphic Riemannian metric on M C . We will call pM C , g C q a complexification of pM, gq. Recall that a pair consisting of a complex manifold and a holomorphic Riemannian metric on that manifold is called a holomorphic Riemannian manifold. Note that pM C , g C q is unique as a germ of holomorphic Riemannian manifold along M . We define the holonomy algebra of a holomorphic Riemannian manifold pM C , g C q at p P M C as the Lie algebra spanned by all the skew-symmetric endomorphisms
p M C and k ě 0. Here ∇ C denotes the (holomorphic) Levi-Civita connection of g C and R C its curvature tensor.
Proposition 2.4. Let pM C , g C q be a complexification of a connected semi-Riemannian manifold pM, gq. Then the holonomy algebra of pM C , g C q is given by the complexification h C of the holonomy algebra h of pM, gq.
Proof. By the Ambrose-Singer theorem for real analytic semi-Riemannian manifolds we know that h is spanned by all the endomorphisms p∇ k
From the definition of g C as complex-analytic extension of g it is clear that the Levi-Civita connection ∇ C of g C coincides with the complex-analytic extension of the Levi-Civita connection ∇ of g. The same relation holds for the curvature tensors and their covariant derivatives. This implies the proposition.
Next we consider the real analytic manifold N of dimension 2n underlying the complex manifold M C . It carries a corresponding integrable complex structure J and we can identify pN, Jq with M C . We endow N with the real analytic semi-Riemannian metric
Note that g N can be considered as a (fibrewise) real bilinear form on T N by means of the canonical identification
The factor 2 in (2.8) is chosen such that g C is obtained by restricting (the complex bilinear extension of) g N to T 1,0 N . We observe that the metric g N can be defined on the real analytic manifold N underlying any holomorphic Riemannian manifold pM C , g C q irrespective of whether pM C , g C q is a complexification of a semi-Riemannian manifold pM, gq.
Theorem 2.5. Let pM C , g C q be a connected holomorphic Riemannian manifold and pN, g N q the corresponding semi-Riemannian manifold. Then pN, g N q has neutral signature and its holonomy algebra is isomorphic to the holonomy algebra of pM C , g C q.
Proof. Note first that g N pJ¨, J¨q "´g N , since g N is of type p2, 0q`p0, 2q with respect to J. This implies that g N has neutral signature, since J it maps a maximal definite subspace of T p N to a maximal definite subspace of the same dimension and of opposite signature.
We consider first the Lie algebra sopT p N q, p P N , with respect to g N and its subalgebra sopT p N q J :" tA P sopT p N q | rA, Js " 0u.
The latter can be considered as a complex Lie algebra with the complex structure A Þ Ñ JA. Indeed, JA is g N -skew-symmetric as the product of a symmetric with a commuting skewsymmetric endomorphism. The symmetry of J follows from the fact that J is an antiisometry squaring to minus one.
We claim that sopT p N q J is canonically isomorphic to the complex Lie algebra sopT 1, 0 p N q with respect to g C . Using the metric g N , we can identify sopT p N q J with the set of real points in Ź 2,0 T p N ' Ź 0,2 T p N and the latter can be identified with
projecting to the p2, 0q-component. Finally, using the metric g C , we can identify
p N q of complex vector spaces. It simply maps A P sopT p N q J to its restriction to T 1,0 N . Therefore it is even an isomorphism of Lie algebras.
Next we show, for all
j , ∇ N denotes the Levi-Civita connection of g N and R N its curvature. This implies the theorem, in virtue of the Ambrose-Singer theorem. First we show that ∇ N can be constructed from the holomorphic connection ∇ C . Let ∇ 1 be the unique connection in pT N q C with the following properties:
(1)
that is restricts to a connection in T N . Notice that the above properties imply that the subbundles T 1,0 N and T 0,1 N are ∇ 1 -parallel and, hence, that ∇ 1 J " 0. Moreover, using these properties, it is straightforward to check that ∇ 1 is metric torsion-free, since ∇ C is. This implies that ∇ 1 (when considered as a connection in T N ) coincides with the Levi-Civita connection ∇ N . As a consequence, we see that ∇ N J " 0 and thus p∇ N q k v 1 ,...,v k R N pv k`1 , v k`2 q P sopT p N q J . Now let X, Y be real vector fields on an open set U Ă N which are infinitesimal automorphisms of J. Then we have the formula (2.10) p∇
This follows immediately from the defining properties of ∇ 1 " ∇ N by decomposing X " Z`Z and Y " W`W , where Z " X 1,0 , W " Y 1,0 are holomorphic. From (2.10) we deduce that´p
j . Since the left-hand side is precisely
we can conclude that
are holonomy algebras of time-like cones.
Proof. This follows from the above considerations and from the fact that real forms of the complex holonomy algebras in (2.11) can be realised by cones. Indeed, if p x M , p gq is a time-like cone with holonomy sopp, qq, g 2p2q Ă sop3, 4q, or spinp3, 4q Ă sop4, 4q, then there is the Euler vector field ξ P ΓpT x M q. Hence the real analytic metric p g C on x M C has the holomorphic Euler vector field ξ C with p ∇ C ξ C " Id. On the real manifold N " x M C we then have that η " 2Re ξ C satisfies ∇ N η " Id, as a consequence of equation (2.10) applied here to N " x M C instead of M C . By Proposition 2.2 we then get that N is locally a cone, which by Theorem 2.5 has one of the complex holonomies in (2.11) as holonomy algebra.
This proof can be made more explicit in local coordinates. Locally the metric p g is of the form
One can directly check that η " rB r`s B s satisfies ∇ N η " Id. Moreover, the cone coordinate with respect to p h is given by ρ " ? r 2´s2 , which satisfies p hpη,¨q "´ρdρ.
2.3.
Manifolds with parallel null line bundle. In the following manifolds with a parallel null line bundle will be crucial. In this section we will collect some facts about them. Let pM, gq be a semi-Riemannian manifold with a parallel null line bundle L, i.e., L is a rank 1 subbundle of T M the fibres of which are null with respect to the metric g and invariant under parallel transport with respect to the Levi-Civita connection ∇ of g. This implies that every non-vanishing section χ P ΓpLq satisfies (2.12) ∇χ " α b χ, for a uniquely determined 1-form α. Any vector field that satisfies equation (2.12) for some 1-form α is called a recurrent vector field.
Proposition 2.7. Let χ be a recurrent vector field on a connected semi-Riemannian manifold pM, gq. Then the function f " gpχ, χq is either everywhere positive, negative or zero.
In particular, χ can only have zeros if f " 0.
Proof. The equation (2.12) yields the ODE Xpf q " 2αpXqf for every vector field X. These ODEs imply that if f vanishes at a point, then f vanishes in a neighbourhood of this point. Due to the continuity of f this shows that M is a disjoint union of the three open sets tf ą 0u, tf ă 0u and tf " 0u. Now, since M is connected, the proposition follows.
Hence, locally the existence of a parallel null line bundle is equivalent to the existence of a recurrent null vector field, where we recall that a vector field χ is null if gpχ, χq " 0 and χ does not vanish [19, Definition 3 in Chapter 3] . Moreover, a nowhere vanishing recurrent vector field χ can be rescaled to parallel vector field h¨χ, for a non-vanishing function h, if and only if the 1-form α is exact. Indeed, if α " df , then h " e´f as ∇pe´f χq " 0.
Conversely, if h¨χ is parallel, then
Hence, on simply connected manifolds pM, gq, nowhere vanishing recurrent vector fields can be rescaled to parallel ones if and only if α is closed
1 . The choice we have when locally choosing a recurrent vector field that spans a null line bundle L can be used to find special recurrent sections of L.
Lemma 2.8. Let L be a parallel null line bundle. Then locally there is a recurrent gradient vector field χ which spans L. This vector field satisfies that ∇χ " h χ 5 b χ for a function h.
Proof. Since L is parallel, the hyperplane distribution L K " tX P T M | gpX, Lq " 0 is parallel and hence involutive. Hence by Frobenius' Theorem L K is integrable and the integral manifolds are given as f " constant for some local function f . Hence L K " kerpdf q and the gradient χ :
which shows that α " h χ 5 for a local function h.
Cones with parallel null lines
In this section we assume that the cone (2.1) over a semi-Riemannian manifold pM, gq admits a null line that is invariant under parallel transport. We will show that locally this implies that the cone admits a parallel null vector field and that the base pM, gq is locally an exponential extension of a semi-Riemannian manifold pM 0 , g 0 q, see Definition 3.2. The total space of the cone will then be shown to be locally isometric to a double warped extension p Ă M , r gq of pM 0 , g 0 q, see Definition 3.2. This will generalise our results for Lorentzian cones in [1, Section 9] .
M , p gq be a timelike cone and assume that p x M , p gq admits a parallel null line L. Then the following holds:
M reg where L is not perpendicular to the Euler vector field ξ is open and dense and invariant under the flow of ξ. So, in particular,
(ii) L is flat and, hence, locally (and globally if M is simply connected) there is a parallel null vector field that spans L.
Proof. By passing to the universal cover of p x M , p gq, that is to the cone over the universal cover of M , we can assume that M and x M are simply connected. Hence, we can assume that the parallel null line L is spanned by a nowhere vanishing recurrent vector field χ on
where Z is tangent to M and nowhere vanishing. We claim that the function f cannot vanish on a nonempty open set. If it did, formulae (2.2) would give
on the open set, and hence gpX, Zq " 0 for all X P T M , which is a contradiction. This proves that the open set x M reg " tp P x M | f ppq " 0u is dense. The invariance of x M reg under the homothetic flow of ξ follows from the invariance of L under the flow. The latter is obtained by writing the Lie derivative as L ξ " p ∇ ξ´I d and using that L is parallel.
In the next proposition we describe an example of a cone with a parallel null line before showing that every simply connected example is of this form. Definition 3.2. Let pM 0 , g 0 q be a semi-Riemannian manifold. Then the warped products pM " RˆM 0 , g " ds 2`e2s g 0 q and p Ă M " R`ˆR´ˆM 0 , r g " 2 du dv`u 2 g 0 q will be called the exponential extension and the double warped extension of pM 0 , g 0 q, respectively. Proposition 3.3. Let pM 0 , g 0 q be a semi-Riemannian manifold. The time-like cone p x M , p gq over the exponential extension pM, gq of pM 0 , g 0 q is globally isometric to the double warped extension p Ă M , r gq of pM 0 , g 0 q. In particular, the cone admits the parallel null vector field B v .
Proof. The cone metric over pM, gq is given by
with r P R`and s P R. For the diffeomorphism
This proves the statement. Proof. By Proposition 3.1, L admits a parallel trivializing section χ. We write the parallel null vector field χ on x M as χ "f ξ`Ẑ withẐ a nowhere vanishing vector field tangent to M andf a smooth function on x M . We will show thatẐ defines vector field Z on M . From rξ,Ẑs "´df pξqξ`rξ, χs "´df pξqξ´p ∇ χ ξ "´df pξqξ´χ "´pdf pξq`f qξ´Ẑ, with rξ,Ẑs being tangent to M , we get on the one hand that df pξq`f " rB r pf q`f " 0, and on the other that rξ,Ẑs`Ẑ " 0 The first equation shows thatf
with f a function on M and the second that
with Z " rẐ a vector field on M , i.e., rξ, Zs " 0. Hence we have
Differentiating in direction of X P T M , by (2.2) we get
which shows that Z "´gradpf q, where grad denotes the gradient with respect to g, and
∇Z "´f Id.
Hence, the distribution Z K on M is integrable and its leafs are given by the level sets of f . The vector field Z is not only a gradient but also a conformal vector field, since from (3.2) we compute
Note also that on M reg " x M reg X M , the vector field Z is transversal to the level sets of f . This follows from df pZq " gpgradpf q, Zq "´gpZ, Zq "´f 2 . Hence, locally on M reg the metric g is given as
where c 2 g 0 is the metric g restricted to a level set tf " cu. Setting s " log |f | and using Proposition 3.3 this proves the statement in the Theorem.
The statement of this theorem is summarised in diagram (1.4) in the introduction. In the following we will study metrics of the form r g " 2dudv`u 2 g 0 . For brevity we will drop the index 0 at g 0 . 4 . Metrics of the form r g " 2du dv`u 2 g 4.1. Levi-Civita connection, curvature and holonomy. Let g be a semi-Riemannian metric (of signature pt, sq) on a manifold M of dimension n. We want to study the geometry and the holonomy of metrics of signature pt`1, s`1q of the form (4.1) r g " 2du dv`u 2 g, from now on to be considered on the maximal domain Ă M :" R`ˆRˆM Ą R`ˆR´ˆM . Such metrics admit a 2-dimensional solvable group of homotheties given by pu, v, pq Þ Ñ pe r u, e r v`s, pq. Its infinitesimal generators are the parallel null vector field B v and the homothetic vector field U " uB u`v B v .
There are obvious inclusions of
Using these identifications, the Levi-Civita connection of r g can be expressed easily as follows
with X P T M , ∇ the Levi-Civita connection of g, and all other derivatives that are not determined by the vanishing of the torsion of ∇. Note that the homothetic vector field U " uB u`v B v satisfies r ∇U " Id. Moreover, for the curvature of r g one computes that
where R is the curvature tensor of pM, gq. Note that this implies for an arbitrary tensor field Q that
For the derivatives of r R we get the following formulae, which determine all possible derivatives. First we observe that
Moreover, a simple induction shows
for all X i , Y, Z, W P T M and where the symbol i Ò . . . indicates the omission of the ith term. In general, a straightforward computations shows Proposition 4.1. The pp`qqth derivative of r R is determined by the relations
and the formula
where cpp, 0q " 1 and cpp," p´1pp`2q¨. . .¨pp`q`1q when q ě 1.
Our aim is to study the holonomy of metrics r g " 2dudv`u 2 g. Since B v is a parallel vector field on p Ă M , r gq, the holonomy of p Ă M , r gq is contained in the stabiliser of the vector B v at a point. By splitting T Ă M " RB v ' T M ' RB u , where spantB v , B u u " T M K , and fixing an orthonormal basis in T p M we can identify sopT p M, gq » sopt, sq and have holpM, gq Ă sopt, sq. Hence, we can identify the stabiliser of B v in sopt`1, s`1q with sopt`1, s`1q Bv " sopt, sq˙R t,s and we get that
, .
-,
where the matrices are with respect to the splitting T Ă M " RB v ' T M ' RB u and the identification T p M " R t,s . With these identifications, there are two projections
to the linear part A and the translational part w in (4.8) of sopt`1, s`1q Bv " sopt, sq˙R t,s . Since derivatives of the curvature are contained in the holonomy algebra, Proposition 4.1 implies that (4.9)
where X i , Y, Z P T p M and c is a nonzero constant. A first description of the holonomy of p Ă M , r gq was obtained in [18] . This description is the first part of the following proposition.
Proposition 4.2 ([18, Theorem 4.2])
. Let g be a semi-Riemannian metric on M with holonomy algebra holpgq and r g the metric r g " 2 du dv`u 2 g on R`ˆRˆM . Then
and pr sopt,sq pholpr gqq " holpgq.
Moreover, if pM, gq admits a nonzero parallel vector field X, then
where X K Ă T p M denotes the subspace orthogonal to X p with respect to g.
Proof. The proof of the first part of the proposition was given in [18] and uses equations (4.2) to compute explicitly the parallel transport in p Ă M , r gq. Indeed, let r γ : rt 0 , t 1 s Ñ Ă M be a piecewise smooth curve given by r γptq " puptq, vptq, γptqq with a curve γ in M . Let Y ptq be a parallel vector field along γ with respect to ∇ and tangential to M . Then one checks that the vector field
is parallel with respect to r ∇ along r γ, where f ptq " ş t t 0 g γpsq p 9 γpsq, Y psqq ds. In particular, the parallel transport of Z P T pupt 0 q,vpt 0 q,γpt 0M along r γ is given by r P r γ pZq "
This implies that for a loop r γ starting and ending at pu, v, pq P Ă M we have that pr sopt,sq´r P r γ¯" 1 u P γ , which shows that pr sopt,sq pholpr gqq " holpgq.
For the second part, in the case where pM, gq admits a parallel vector field X, the statement follows from the the Ambrose-Singer Holonomy Theorem and the second equation in (4.9) as p∇ X 1¨¨¨∇ Xp RqpY, Z, X i , Xq " 0 for all
Note that this does not establish the inclusion holpgq Ă holpr gq. Hence, for a metric of the form r g " 2dudv`u 2 g this result allows for the possibility that holpr gq is not completely determined by holpgq. Indeed, for the space of translations in holpr gq,
we have the following possibilities:
(1) T " R t,s : In this case the holonomy of r g is completely determined by the holonomy of g and we have holpr gq " holpgq˙R t,s . (2) T " R t,s : In this case we can distinguish two situations:
(a) holpgq Ă holpr gq: In this case there is a subspace of translations T Ĺ R t,s such that holpr gq " holpgq˙T . (b) holpgq Ć holpr gq. In both cases in (2) it seems as if holpgq does not determine holpr gq completely and that further knowledge about the geometry of g is needed in order to decide whether (a) or (b) occur, to determine T , etc. In Sections 5 and 6 we will study these questions further, first purely algebraically and then using geometric properties of r g. But first we will give some examples.
Locally symmetric spaces and other examples.
4.2.1. Locally symmetric spaces. Here we consider manifolds p Ă M , r gq that arise via the construction (4.1) from semi-Riemannian locally symmetric spaces pM, gq. Theorem 4.3. Let pM, gq be a semi-Riemannian locally symmetric space, i.e., a semiRiemannian manifold with ∇R " 0. For pM, gq we consider the metric r g " 2du dv`u 2 g on Ă M " R`ˆRˆM . Then
where T " hol p pM, gqV with V " T p M and r p " p1, 0, pq P Ă M .
Proof. As a consequence of the Ambrose-Singer theorem and ∇R " 0 we have that
The 
where px, y 1 , . . . , y m , zq are global coordinates on R m`2 and where S " pλ ij q is a constant symmetric matrix with detpSq " 0. In this case we have holpM, gq " R m Ă sop1, m`1q Bx " sopmq˙R m and T " spanpB x , B 1 . . . , B m q where B i " B By i . We will explain these Lie algebras in more detail later on.
4.2.2.
pp-waves and plane waves. The pp-waves are Lorentzian manifolds that are generalisations of Cahen-Wallach spaces. Again we consider M " R n " R m`2 with global coordinates px, y 1 , . . . , y m , zq and f a function f " f py 1 , . . . , y m , zq of y 1 , . . . , y m and z but not of x. Then a general pp-wave metric on R m`2 is given by (4.11) g " 2dxdz`2f py 1 , . . . , y m , zqdz
The Levi-Civita connection and the curvature are determined by
and
In the basis pB x , B 1 , . . . , B m , B z´f B x q the metric is given by η "¨0 , where the X i are constant vector fields on M " R n . As for Cahen-Wallach spaces, their holonomy algebra contained in (and equal to, if the Hessian
where f prq denotes the r-th derivative of f with respect to the coordinate z. This shows that holp Ă M , r gq Ă holpM, gq˙B K x , with B K " spanpB x , B 1 , . . . , B m q, as claimed in Proposition 4.2. In general these projections could be coupled to each other, but for a special case we can say more: Proposition 4.6. Let pM, gq be a pp-wave as in (4.11) but with the condition that f does not depend on z, i.e., f " f py 1 , . . . , y n q and such that detpB i B j f q " 0 at one point (or, more generally, such that at one point
where m " t1, . . . , mu). Then
If detpB i B j f q " 0 (or if (4.14) holds at one point), this shows that spanpB 1 . . . , B m q Ă holp Ă M , r gqXR 1,m`1 . This space however is not invariant under holpM, gq and is mapped under the adjoint representation in holp Ă M , r gq to RB x , which shows that holp Ă M , r gq " holpM, gqḂ
This proposition can be clearly generalised to functions f that are polynomial, say of degree d, in z (and have arbitrary dependence on the y i ). It suffices to replace r " 1 in the
Its curvature and derivatives thereof are given by equation (4.12) as follows
with all other derivatives of the curvature being zero. Since r g is analytic, its holonomy is determined by the derivatives of the curvature at a point, say at v " x " y " z " 0 and u " 1, and is spanned by the two matrices arising from p r ∇ This shows that the holonomy of r g is abelian and is neither purely translational nor a semidirect sum of holpgq with a Lie algebra of translations.
4.3.
Lift of parallel objects. In this section we analyse how parallel objects on pM, gq, such as vector fields and vector distributions, lift to p Ă M , r gq. First we analyse how certain vector fields on M lift to Ă M .
Lemma 4.8. Let ξ be a homothetic gradient vector field on pM, gq, i.e., a vector field with (4.15) ∇ξ " a Id for a constant a P R and such that ξ 5 is not only closed but exact, ξ 5 " df for a smooth function f . Then the vector field r ξ defined by
2 Plane waves are pp-waves for which the function f is a quadratic polynomial in the y i 's with z-dependent coefficients, i.e., f py 1 , . . . y m , zq " ř m i,j"1 fij pzqy i y j , with Spzq " pfij pzqq a symmetric matrix of functions of
is parallel for r ∇. In particular, if ξ is parallel for pM, gq, then r ξ " f B v`1 u ξ is parallel for p Ă M , r gq.
Proof. First note that the condition (4.15) implies that ξ 5 is closed, i.e., locally we can always find a function f such that ξ 5 " df . Then we compute
because of (4.2). Moreover, we have
again by (4.2) and df " ξ 5 .
In a similar way we can prove:
Lemma 4.9. Let L be a parallel null line bundle on pM, gq. Then the totally null 2-plane bundle P on p Ă M , r gq spanned by B v and L is parallel for r ∇.
Proof. This follows from applying equation (4.2) to a recurrent null vector field ξ spanning L and B v being parallel for r ∇.
The following proposition will be used in Section 6 for the proof of Theorem 1.3:
Proposition 4.10. Let pM, gq be a manifold with parallel null line bundle L. Assume that the metric r g " 2dudv`u 2 g admits a recurrent vector field in the span of B v and L that is not a multiple of B v . Then locally g admits a parallel null vector field in L.
Proof. By Lemma 2.8 we can assume that L is spanned by a recurrent gradient vector field ξ " gradpf q, i.e., with ξ 5 " df and ∇ξ " θ b ξ with θ a multiple of ξ 5 . Then the vector field
Without loss of generality the assumption implies that r g admits a recurrent vector field of the form ζ " r ξ`hB v for a function h defining a one-form α by r ∇ζ " α b ζ. Then the fact that B v is parallel and equation (4.16) immediately show that
Hence the equation r ∇ζ " α b ζ implies that α " θ and dh " pf`hqθ.
Differentiating this and taking into account that df^θ " dh^θ " 0 gives 0 " pf`hqdθ
If dθ " 0 this implies h "´f . This contradicts the above dh " pf`hqθ, as it would imply that h and hence f are constant. So we must have dθ " 0. This however implies that one can rescale ξ to a parallel null vector field.
Finally, for parallel distributions of pM, gq we get Lemma 4.11. Let W Ă T M be a parallel distribution on pM, gq. Then the distribution
Proof. The distribution W is locally spanned by vector fields W 1 , . . . , W k . Then one checks that for
for all X P T M .
Results about indecomposable subalgebras of sopt`1, s`1q
In this section we will prove several algebraic results about indecomposable subalgebras of sopt`1, s`1q stabilising a null line or a null vector. We will use these results in the next section when studying further the holonomy of metrics of the form r g " 2dudv`u 2 g.
Indecomposable subalgebras stabilising a null vector.
In this section we will fix some notations and observe some fundamental facts about indecomposable subalgebras of sopt`1, s`1q stabilising a null vector. In particular, in this section we will see why the vector space Z 1 pg, V q of 1-cocycles of a Lie algebra g with values in a g-module V comes into play. Recall that (5.1) Z 1 pg, V q :" tϕ : g˚b V | ϕprX, Y sq " XϕpY q´Y ϕpXq for all X, Y P gu and
Let r V be a semi-Euclidean vector space of signature pt`1, s`1q with metric r g and let eb e two null vectors such that r gpe´, e`q " 1. We split r V " L´' V ' L`with L˘" R¨eȃ nd V " pL´' L`q K which is equipped with the metric g " r g| VˆV . With respect to this splitting the stabiliser of L´in sop r V q, denoted by sop r V q L´i s given as
-. The stabiliser of the vector e´is given as sop r V q e´" sopV q˙V , i.e., is obtained by requiring a to be zero in the above formulae. Note that, the adjoint of action of sop r V q e´" sopV q˙V preserves the ideal V , whereas the linear action on r V does not preserve the subspace V Ă r V . Furthermore note that there are natural projections pr V and pr sopV q on V and sopV q. For a subalgebra r g Ă sopV q˙V we call g :" pr sopV q pr gq the linear part of r g and T :" r g X V the translations in r g. Note that r g Ă g˙V but in general g Ć r g. Proposition 5.1. Let r g Ă sop r V q e´" sopV q˙V be a subalgebra, g its linear part and T the translations in r g. Then (1) T is an ideal in r g. (2) T Ă V is invariant under g, and consequently g acts on V {T . (3) We have an inclusion of Lie algebras r g{T Ă g˙V {T . (4) There is a ϕ P Z 1 pg, V {T q such that r g{T " tpX, ϕpXqq | X P gu.
The action of sop
where h ϕ " tpX, ϕpXqq P r g | X P gu
Proof. Items 1 to 3 are obvious from the definitions. For Item 4 we define ϕpXq " v mod T if pX, vq P r g. Since pX, vq P r g and pX, wq P r g implies that v´w P T , this map is well defined. From equation (5.3) we see that ϕ is an element in Z 1 pg, V {T q. Finally, Item 5 follows easily from Item 4 using the identification V {T " T 1 as g-modules.
Theorem 5.2. Let r g Ă sop r V q e´" sopV q˙V be a subalgebra acting indecomposably on r V . Let g Ă sopV q and T Ă V be respectively the linear part and translational ideal of r g.
(1) If T has a g-invariant complement T 1 and H 1 pg, V q " 0, then, up to conjugation in sopV q˙V , r g " g˙T and T K is degenerate or zero. In particular, if T is nondegenerate and H 1 pg, V q " 0, then T " V . (2) If T is degenerate such that L " T X T K is a null line (this is the case for example when T is degenerate and g Lorentzian) and if the representation of g on V {L K satisfies that H 1 pg, V {L K q " 0, then g acts trivially on L or, up conjugation in sopV q˙V , r g preserves L.
Proof.
(1) First assume V " T ' T 1 is a g-invariant decomposition. In virtue of Proposition 5.1, r g " h ϕ˙T , for some ϕ P Z 1 pg, T 1 q. Since Z 1 pg, V q " dV and Z 1 pg, T 1 q Ă Z 1 pg, V q, we find a v P V such that ϕpXq " Xv, for all X P g. Then every element pX, ϕpXqq " pX, Xvq P h ϕ can be conjugated to X by a conjugation with the translation given by v, i.e., with
Indeed, for each X P g we get A v¨0´p
, using that X P sopV q. This shows that after conjugation with a translation, we have that g Ă r g. Hence r g " g˙T , where T " r g X V . Note that this already implies that T is nonzero, because otherwise r g " g Ă sopV q, which contradicts indecomposability. Since T is g invariant, also the orthogonal complement T K of T in V is g invariant. Then equation (5.2) shows that T K Ă r V is also invariant under the action of T Ă sop r V q on r V and therefore T K is r g-invariant. Hence, by indecomposability of r g, T K has to be degenerate or zero.
(2) Assume that T is degenerate such that L :" T X T K is a null line. By Item 2 of Proposition 5.1, L is invariant under g. Moreover, by Item 5 of Proposition 5.1 we have that there is a ϕ P Z 1 pg, V {T q such that r g{T " tpX, ϕpXqq | X P gu Ă g˙V {T . Hence, if r ϕ : g Ñ V is a lift of ϕ we can write r g " h r ϕ`T , where h r ϕ " tpX, r ϕpXqq P g˙V | X P gu. Note that, since T may not have an invariant complement, in general we do not have that r ϕ P Z 1 pg, V q and neither that h r ϕ is a subalgebra. Let L K be the hyperplane in V that is orthogonal to L. It is L Ă T Ă L K and hence, by formula (5.2), L is annihilated by the translations T in r g " h r ϕ`T . It remains to show that L is invariant under h r ϕ , unless g acts trivially on L. For this we consider the projection π : V {T ։ V {L K and distinguish two cases:
Case 1: π˝ϕ : g Ñ V {L K is zero. This means that the image of the lift r ϕ is contained in L K . This however implies that L is not only invariant under g but also under r g " h r ϕ`T . Indeed, from formula (5.2) it follows for an element pX, r ϕpXqq P h r ϕ and ℓ P L, that pX, r ϕpXqq¨ℓ " X¨ℓ´gp r ϕpXq, ℓqe´" X¨ℓ P L, since r ϕpXq P L K and g leaves L invariant. Hence, in this case L is r g-invariant.
Case 2: π˝ϕ : g Ñ V {L K is not zero, i.e., the image of r ϕ is not contained in L K . In this case, similarly to (1), we try to find a conjugation with a translation that shows that L is invariant under h r ϕ (after conjugation). For v P V to be determined, we consider the associated translation A v as in equation (5.4). Then, as in (1), for an element pX, r ϕpXqq "¨0´p
we get that
Fix ℓ P L andl P V such that gpℓ,lq " 1. Then define 0 " λ P g˚and ρ P g˚by r ϕpXq " λpXql mod L K and Xℓ "´ρpXqℓ, for X P g. This is summarised in pX, r ϕpXqq¨ℓ " λpXqe´´ρpXqℓ. It also implies that Xl " ρpXql mod L K , i.e., ρ : g Ñ glpV {L K q is the induced representation of g on V {L K . If we assume that g does not act trivially on L, ρ is not zero. The key observation now is that H 1 pg, V {L K q " 0 implies that λ " cρ for a constant c.
Now, in equation (5.4) we set v :" cl. Taking into account that gpl, ℓq " 1, formula (5.5) shows that A v pX, r ϕpXqqA´1 v¨ℓ "´pλpXq´cρpXqqe´´ρpXqℓ "´ρpXqℓ.
This shows that after conjugation with a translation the null line L is invariant under h r ϕ and hence under r g.
Example 5.3. Consider g " R n Ă sopnq˙R n " sop1, n`1q e 0 , where e 0 P R 1,n`1 is a null vector. Then for T " R¨e 0 one can check that r g " g˙T Ă sop2, n`2q e´i s indecomposable. Similarly, for T " spanpe 0 , . . . e n q, r g " g˙T is indecomposable. Note that the latter is the holonomy algebra of a p Ă M , r gq for a Cahen-Wallach space pM, g CW q of dimension n`2 presented in Example 4.5.
5.2.
Indecomposable subalgebras with completely reducible linear part. The main result of this section is the following theorem, which is a generalisation to arbitrary signature of a result in [6] for an indecomposable stabiliser in sop1, n`1q of a null vector 3 . It gives a description of all indecomposable subalgebras r g Ă sop r V q e´" sopV q˙V with completely reducible linear part and non-degenerate translational part. We use the same conventions as in Section 5.1.
Theorem 5.4. Let r g Ă sop r
V q e´" sopV q˙V an indecomposable subalgebra which satisfies the following properties (1) g " pr sopV q pr gq acts completely reducibly on V , and (2) the translational ideal T " r g X V is non-degenerate.
Under these assumptions, let g " z ' g 1 be the decomposition of g into its centre and the semisimple derived Lie algebra. Then, g acts trivially on T K and T " 0. Moreover, there is a linear map ϕ : g Ñ T K with ϕ| g 1 " 0 such that after conjugation in sopV q˙V , r g is of the form r g " h ϕ˙T , where
h ϕ " tpX, ϕpXqq P sopV q˙V | X P gu, and the image of ϕ is co-null in T K , i.e., pim ϕq K Ă T K is totally null.
The proof of this theorem requires several lemmas which we are going to prove now.
Lemma 5.5. Let V be a semi-Euclidean vector space and g Ă sopV q be a Lie subalgebra which acts completely reducibly on V . Then there exists a canonical inclusion
where ker g 1 " tv P V |g 1 v " 0u Ă V denotes the maximal g-submodule on which g 1 " rg, gs acts trivially and z the center of g.
Proof.
The complete reducibility of g Ă sopV q implies that g is reductive, that is
where g 1 " rg, gs is the maximal semi-simple factor of g, see for example [16] . Let us denote byφ :" ϕ˝π z : g ÝÑ V the canonical extension of a linear map ϕ : z ÝÑ V , where
are the canonical projections. One can easily check thatφ P Z 1 pg, V q if and only if ϕ P Z 1 pz, V q and im ϕ Ă ker g 1 . This defines the inclusion ι : Z 1 pz, ker g 1 q ÝÑ Z 1 pg, V q. Next we check dV X ιpZ 1 pz, ker g 1" d ker g 1 . Let v P V such that dv P ιpZ 1 pz, ker g 1and, hence, Xv " dvpXq " 0 for all X P g 1 . This shows that v P ker g 1 .
In order to prove the remaining inclusion Z 1 pg, V q Ă dV`ιpZ 1 pz, ker g 1 qq, we consider for every linear map ϕ : g ÝÑ V the linear maps
cf. (5.7), such that
If ϕ P Z 1 pg, V q then ϕ| g 1 P Z 1 pg 1 , V q and, by the Whitehead lemma (see for example [17, p. 77]),
where d 1 denotes the differential of the Lie algebra cohomology of g 1 . This shows that there exists v P V such that ϕ| g 1 " d 1 v, which implies
So ψ P Z 1 pg, V q vanishes on g 1 , which implies im ψ Ă ker g 1 . This proves that ψ P ιpZ 1 pz, ker g 1 qq.
In order to refine Lemma 5.5, we need to study Z 1 pz, ker g 1 q. Since g 1 is semisimple, and therefore V is completely reducible, we have a direct decomposition
As g 1 Ă sopV q, this is an orthogonal decomposition, which implies that the subspace ker g 1 Ă V is non-degenerate.
Lemma 5.6. Let U be a semi-Euclidean vector space and z Ă sopU q be an Abelian Lie subalgebra which acts completely reducibly on U . Then
Proof. It is clear that Z 1 pz, ker zq " z˚b ker z. We consider the decomposition
Notice that dU " dW Ă Z 1 pz, W q and Z 1 pz, U q " Z 1 pz, W q ' Z 1 pz, ker zq. Therefore it suffices to show that Z 1 pz, W q " dW . The z-module W is an orthogonal sum of 2-dimensional indecomposable modules W i and Z 1 pz, W q " ' i Z 1 pz, W i q. Therefore we can assume without loss of generality that W " W 1 is 2-dimensional. Let us denote by I a generator of the 1-dimensional Lie algebra sopW q such that I 2 " ǫId, ǫ "˘1. Then there exists 0 ‰ λ P z˚such that Xv " λpXqIv for all X P z and v P W . Given ϕ P Z 1 pz, W q, we have 0 " XϕpY q´Y ϕpXq " λpXqIϕpY q´λpY qIϕpXq, for all X, Y P z. The latter equation implies that there exists a vector v P W such that IϕpXq " λpXqv, for all X P z. This shows that ϕ " ǫλ b Iv " ǫdv P dW and finishes the proof of the lemma.
Lemma 5.7. Let V be a semi-Euclidean vector space and g Ă sopV q be a Lie subalgebra which acts completely reducibly on V . Then
where ker g " tv P V |gv " 0u Ă V denotes the maximal g-submodule on which g acts trivially and z the center of g.
Since the g-submodule U " ker g 1 Ă V is a sum of irreducible g-submodules, the center z acts on U completely reducibly. Applying Lemma 5.6 to U " ker g 1 (occurring in Lemma 5.5) we obtain that
where d z denotes the differential for the Lie algebra cohomology of z. Next we claim dV X Z 1 pg, ker gq " 0, which implies the lemma by Lemma 5.5. To prove the claim let v P V be a vector such that dv P Z 1 pg, ker gq. Then Xv " dvpXq P ker g for all X P g and the g-invariant decomposition
where gV is a sum of irreducible g-modules, shows that v P ker g and, hence, dv " 0.
Now we are in a position to prove Theorem 5.4:
Proof of Theorem 5.4. From Proposition 5.1 we have that r g " h ϕ˙T , where h ϕ is given by equation (5.6) with ϕ P Z 1 pg, T K q. It remains to verify that ϕ| g 1 " 0. Lemma 5.7 shows that, up to conjugation of r g in sopV q˙V by a translation in T K , ϕ P ιpZ 1 pz, T K X ker gqq. This shows that ϕ vanishes on g 1 and takes values in T K X ker g. The g-invariant decomposition
shows that the subspace gT K Ă V is non-degenerate. Let us check that it is not only invariant under g but also under r g. For this is suffices to observe that, by our description of r g and the fact that im ϕ Ă T K X ker g, the translational part of any element of r g is contained in pT K X ker gq ' T . Therefore it is perpendicular to gT K , which shows that gT K Ă V Ă r V is r g-invariant. Since r g is indecomposable this proves that gT K " 0.
Note that this implies that T " 0, because otherwise T K " V and hence g " 0 and r g " T " 0, which contradicts the indecomposability of r g.
Finally, let pim ϕq K be the orthogonal space of im ϕ in T K and W be a g-invariant complement of im ϕ X pim ϕq K in pim ϕq K . Then W is non-degenerate. Again it is not only g-invariant but also r g-invariant because the translational part of any element in r g is contained in pim ϕq ' T and W Ă pim ϕq K Ă T K . Since r g is indecomposable this shows that W " 0 and, hence, that pim ϕq K Ă im ϕ.
5.3.
Cocycles for indecomposable subalgebras in sop1, n`1q. In this section we compute the 1-cocycles for subalgebras g of sop1, n`1q that act indecomposably on V " R 1,n`1 . Such a subalgebra is either irreducible, in which case it is equal to sop1, n`1q [10] and hence H 1 pg, V q " 0, or admits a parallel null-line L " L´" Re´. That such a subalgebra belongs to one of the four types discussed in the proof of Theorem 5.8 below, was proven in [6] .
In the following we will use equations (5.2) and (5.3) and the identifications in Section 5.1 with p r V , r g, V, gq replaced by pV, g, V 0 , g 0 q. Note that g 0 " g| V 0ˆV0 is the standard Euclidean scalar product on V 0 " R n . We will use the standard decomposition V " R¨e´' V 0 ' R¨eà nd the notation g 0 " pr sopV 0 q pgq,
R¨e`be the Minkowski space with null vectors e˘and Euclidean vector space V 0 , and let g Ă sopV q L Ă sopV q be an indecomposable subalgebra. Then
Proof. We will use the following lemma, which does not yet require the classification of indecomposable Lorentzian Lie algebras.
Lemma 5.9. For g as in the theorem we set k " sopV 0 q X g and by T 0 " g X V 0 . We write ϕ P Z 1 pg, V q as ϕ " pϕ´, ϕ 0 , ϕ`q according to the decomposition V " R¨e´' V 0 ' R¨e`. Then we have the following:
Proof. The cocycle condition (5.1) for ϕ becomes ϕ´p0, rX,X s, pX`aqv´pX`âqvq " aϕ´pâ,X,vq´âϕ´pa, X, vq (5.8)´g pv, ϕ 0 pâ,X,vqq`gpv, ϕ 0 pa, X, vqq, ϕ 0 p0, rX,X s, pX`aqv´pX`âqvq " Xϕ 0 pâ,X,vq´Xϕ 0 pa, X, vq (5.9)`ϕ`pâ ,X,vqv´ϕ`pa, X, vqv, ϕ`p0, rX,X s, pX`aqv´pX`âqvq "´aϕ`pâ,X,vq`âϕ`pa, X, vq, (5.10) where pa, X, vq, pâ,X,vq P g Ă sopV q L -R ' sopV 0 q˙V 0 . The equations (5.8), (5.9), and (5.10) evaluated only on elements from k yield (5.11) ϕ˘| rk,ks " 0 as well as
Since k is reductive with possible centre z, by Lemma 5.7 in Section 5.2 we know that
where u P V 0 and f P z˚b kerpkq and kerpkq Ă V 0 is the maximal subspace on which k acts trivially. Next evaluating (5.8) and (5.9) on elements of T 0 we obtain the equations
for all v,v P T 0 . The first one is equivalent to the symmetry of the endomorphism S of T 0 defined in (iii). The second implies that
whenever dimpT 0 q ě 2. Finally, we pair k with T 0 and obtain ϕ´p0, 0, Xvq " gpv, ϕ 0 p0, X, 0qq (5.17) and (5.18) 0 " ϕ 0 p0, 0, Xvq´Xϕ 0 p0, 0, vq`ϕ`p0, X, 0qv.
Taking the T 0 -component of this equation, we get 0 " rS, Xsv`ϕ`p0, X, 0qv, which is nothing else than rS, Xs| T 0 "´ϕ`p0, X, 0q Id T 0 .
Taking the trace shows that
if T 0 ‰ 0 and that S commutes with k. Taking the T K 0 component of (5.18), we get (5.20)
proving (iii). In particular, ϕ 0 : g Ñ V 0 takes values in kV 0 Ă V 0 " kV 0 ' ker k and, hence, f " 0 in equation (5.13). Thus
and from (5.17) we obtain (5.22) ϕ´p0, 0, Xvq " gpv, ϕ 0 p0, X, 0qq "´gpXv, uq for all v P T 0 , X P k. This proves (iv).
According to [6] , an indecomposable subalgebra of sopV q L , which does not annihilate eb elongs to one of the following two types.
Type g " pR ' g 0 q˙V 0 : For this type we have k " g 0 and T 0 " V 0 . First note that if V 0 " 0, then g " sop1, 1q " Rˆ1 0 0´1˙, and H 1 pg, V q clearly is trivial. Otherwise, by Lemma 5.9 we have ϕ`| g 0 " 0 and there exists u P V 0 such that
Next we further evaluate the equations ( Moreover, (5.9) gives ϕ 0 | V 0 " s Id, with s "´ϕ`p1, 0, 0q. Now, if we write ϕ´p0, 0, vq "´gpu 1 , vq, with u 1 P V 0 , and split V 0 " kerpg 0 q ' g 0 V 0 then equation (5.23) shows that the g 0 V 0 -component of u and u 1 are the same, so up to adding an element of ker g 0 to u, we can assume that u " u 1 . Hence, with r :" ϕ´p1, 0, 0q, we obtain that ϕpa, X, vq "¨a r´gpv, uq Xu`sv sa‚ "¨a´v
where ζ 0 " p1, Z 0 q and Z 0 P z is a vector such that f pZ 0 q " 1. In particular dimpV 0 q ě 2. Thus by Lemma 5.9, in particular, we have ϕ`| k˙V 0 " 0, S " ϕ 0 | V 0 : V 0 Ñ V 0 is symmetric and there exists u P V 0 such that
Notice that u is determined only up to addition of an element of ker k, a freedom to be used below. The one-form ϕ´| V 0 is given by
where u 1 P V 0 satisfies kpu´u 1 q " 0. This implies that the vector ϕ 0 pζ 0 q can be written as ϕ 0 pζ 0 q " Z 0 w for some w P V 0 . Moreover eq. (5.9) implies (5.26) rS, Z 0 s "´S´ϕ`pζ 0 q Id.
Taking the trace yields s :" ϕ`pζ 0 q "´t rpSq n .
Taking the trace-free part of equation (5.26) we see that the trace-free part S 0 of S satisfies
If K is the trace form on matrices, we have 0 " KprZ 0 , S 0 s, S 0 q " KpS 0 , S 0 q, which shows S 0 " 0, since the trace-form is positive definite on symmetric matrices. This shows that S "´s Id V 0 . We set r :" ϕ´pζ 0 q. Pairing ζ 0 with k in (5.8), (5.9) yields respectively ϕ´| k " 0 and w 0 :" Z 0 pu´wq P ker k. Now we redefine u by u 1 :" u´pr ker k pu´wq. Using the decomposition u´w " pr ker k pu´wq`pr kV 0 pu´wq P ker k ' kV 0 , we see that w 0 " Z 0 pr ker k pu´wq, which implies Z 0 u 1 " Z 0 u´Z 0 pu´wq " Z 0 w. This shows that we can assume that w 0 " 0 and denote u 1 again by u.
Altogether this implies for Z P RZ 0 , X P k and v P V 0 ϕ´pf pZq, Z`X, vq " rf pZq´gpv, u 1 q,
compare equation (5.25). Hence we obtain for all pa, X, vq P g Ă pR ' sopV 0 qq˙V 0 : ϕpa, X, vq "¨a´v
i.e. ϕ " dpr, u 1 ,´sq and the first cohomology is trivial.
Remark 5.10. We want to remark that Lemma 5.9 can be used to determine H 1 pg, V q for the other two types of indecomposable subalgebras of sopV q L , those that leave invariant the null vector e´(notations as in Theorem 5.8, for details about these subalgebras see [6] ). One of them is of the form g " g 0˙V0 and one can show that
where Spg 0 q denotes the trace-free, symmetric matrices that commute with g 0 , zpg 0 q is the centre of g 0 and kerpg 0 q Ă V 0 are all vectors in V 0 annihilated by g 0 .
A similar statement holds for the remaining type where g " ph f ' g 1 0 q˙T 0 , with 0 "
0 surjective. Finally we study the two types of indecomposable subalgebras of sop1, n`1q that stabilise the null line L but act non trivially on L, i.e., the types considered in the previous theorem.
Proposition 5.11. Let V " R¨e´' V 0 ' R¨e`be the Minkowski space with null vectors e˘, and let g Ă sopV q L Ă sopV q be an indecomposable subalgebra stabilising a null line L " Reb ut acting non trivially on L. Let ρ P g˚be defined by the representation of g on V {L K , i.e., pa, X, vqrus " ρpa, X, vqrus, i.e., ρpa, X, vq "´a, (according to formula (5.2)). Then, every ϕ P Z 1 pg, V {L K q Ă g˚is a multiple of ρ, or equivalently,
Proof. First we consider the type g " pR ' g 0 q˙V 0 . Note that we not exclude the case V 0 " 0, for which g " sop1, 1q. For a " 0, every ϕ P Z 1 pg, V {L K q satisfies 0 " ϕprpa, 0, 0q, p0, X, 0qsq "´aϕp0, X, 0q, for all X P g 0 . Hence ϕ| g 0 " 0. Similarly, we get aϕp0, 0, vq " ϕprpa, 0, 0q, p0, 0, vqsq "´aϕp0, 0, vq, for all v P R n . Hence ϕ| V 0 " 0. This implies that ϕ is a multiple of ρ. Now we assume that g " pRζ 0 ' kq˙V 0 , where k " ker f ' g 1 0 Ă z ' g 1 0 " g 0 " pr sopnq g, f P z˚, ζ 0 " p1, Z 0 q and Z 0 P z is a vector in the centre z of g 0 such that f pZ 0 q " 1. In particular, dimpV 0 q ě 2. For X P k we obtain 0 " ϕprζ 0 , p0, X, 0qsq "´ϕp0, X, 0q, i.e., ϕ| k " 0. Moreover, for all v P R n from the cocycle condition we get
Applying equation (5.27) twice one obtains
0 is diagonalisable with only nonpositive eigenvalues. Hence we get that ϕ| V 0 " 0. This implies that ϕ is a multiple of ρ.
6. Holonomy of metrics r g " 2 du dv`u 2 g
In this section we will use the geometric lifting properties of metrics of the form r g " 2 du dv`u 2 g derived in Section 4 and the algebraic results of Section 5 in order study the holonomy of r g. For cones over manifolds pM, gq of arbitrary signature but with completely reducible holonomy, Theorem 5.4 has the following consequences.
Corollary 6.1. Let g be a semi-Riemannian metric of signature pt, sq on a manifold M the holonomy algebra holpgq of which acts completely reducibly. Consider the metric r g " 2 du dv`u 2 g on Ă M " R`ˆRˆM and assume that the holonomy r g :" holpr gq of r g acts indecomposably, i.e. without a proper non-degenerate invariant subspace, and that the translational ideal T :" r g X V is non-degenerate. Then holpr gq " holpgq˙V.
Proof. First Proposition 4.2 gives that g " pr sopt,sq pr gq " holpgq. Then Theorem 5.4 applied to r g shows that gT K " 0. If T K " t0u, then g admits a non-degenerate parallel vector field which, according to Lemma 4.8, would lift to a non-degenerate parallel vector field for r g. This is excluded by the assumption of indecomposability of r g.
As an aside, let us record the consequence of Theorem 5.4 for Lorentzian metrics of the form r g " 2dudv`u 2 g. We have obtained this result in [1, Section 9].
Corollary 6.2. Let g be a Riemannian metric in dimension n and r g " 2 du dv`u 2 g a Lorentzian metric. If the holonomy of r g acts indecomposably, then holpr gq " holpgq˙R n .
In the main result of this section we deal with metrics r g over Lorentzian metrics g.
Theorem 6.3. Let g be a Lorentzian metric in dimension n and r g " 2 du dv`u 2 g of signature p2, nq. If the holonomy of r g acts indecomposably, then holpr gq " holpgq˙R 1,n´1 , or g admits a parallel null vector field (in which case r g admits two linearly independent parallel null vector fields that are orthogonal to each other).
Proof. Set r g :" holpr gq, g :" holpgq and V :" R 1,n´1 . Let T " r g X V be the pure translations in r g. We have to show that T " V , in which case we have that r g " g˙V , or that g admits an invariant null vector. Hence we assume from now on that T " V . By Proposition 4.2 we have that r g Ă g˙V with g " pr sop1,n`1q pr gq and T is g invariant.
Since g is a holonomy algebra, we can apply the Wu splitting theorem and obtain g "
with g i acting trivially on g j for i " j, all the V i 's are non-degenerate, with V 0 a trivial representation and V i indecomposable for i " 1, . . . , k. Since we assume that r g acts indecomposably, r g does not admit non-degenerate parallel vector fields. Therefore, Lemma 4.8 implies that V 0 " t0u. Hence we can choose the V i in a way that V 1 is the Minkowski space and indecomposable for g 1 and the remaining V i are Euclidean and irreducible for g i . Note that for i " 2, . . . , k we have that g i Ă sopn i q, where n i " dimpV i q. Moreover, we can write
Not only T but also T i " r g X V i is g-invariant. Hence we have for i " 2, . . . , k that T i " t0u or T i " V i , and that T 1 is degenerate, trivial or equal to V 1 . The same holds for
Since V 1 is indecomposable but not necessarily irreducible, we have to consider several cases for T :
Case 1: T is indefinite, i.e., of signature p1, dimpT q´1q. In this case we have that T X V 1 " V 1 and that T K is positive definite and hence a direct sum of irreducibles that can be arranged such that T K " V ℓ`1 ' . . . ' V k with 1 ď ℓ ď k´1 (recall that T " t0u and that we are working under the assumption T " V ). We apply Theorem 5.4 to the following data:
We define Ă W :" Re´' T K ' Re`and a representation ρ : r g Ñ sop Ă W q e´b y ρpX, vq " pX| T K , pr T K pvqq. Since T K is positive definite, it is T X T K " t0u, so by its very definition ρpr gq satisfies that ρpr gq X T K " t0u. On the other hand, ρpr gq satisfies the assumptions of Theorem 5.4. Hence, with ρpr gq X T K " t0u, the projection of ρpr gq onto sopT K q acts trivially on T K . But this contradicts the fact that T K " V ℓ`1 '. . .'V k , where the V i 's are irreducible for pr sop1,n´1q pr gq and hence for pr sopT K q pρpr gqq.
Case 2: T is positive definite (including the case T " 0), i.e., T X V 1 " t0u in virtue of the indecomposability of the g 1 -module V 1 . In this case T K is non-degenerate and
. . ' g ℓ and g`" g ℓ`1 ' . . . ' g k , where g`" z``g 1`i s reductive with centre z`and derived algebra g 1`, and g 1 is either irreducible or indecomposable but with an invariant null line L.
In the case when g 1 acts irreducibly on V 1 , g acts completely reducibly on V and, since T is positive definite, we can apply Corollary 6.1 to get a contradiction to T " V .
Hence we can assume that g 1 is contained in the stabiliser of the null line L, i.e., g 1 Ă sopV 1 q L . Since g`acts trivially on T K and the V i 's are irreducible for i " ℓ`1, . . . , k, and g´acts trivially on T , we have that
where ker denotes all vectors in V that are annihilated by all elements from the respective Lie algebra. As in Proposition 5.1, there is a ϕ P Z 1 pg, T K q, such that r g " h ϕ˙T . Then for X˘P g˘we have 0 " ϕprX`, X´sq " X´ϕpX`q. Hence, using equality (6.1), we obtain ϕpg`q Ă kerpg´q X T K " kerpgq. If ϕ| g` " 0, we conclude that kerpgq is a non-trivial subspace of T K and thus kerpgq " L. Hence, if ϕ| g` " 0 there is a non-zero vector in L that is annihilated by g and therefore the metric g admits a parallel null vector field.
Hence, for Case 2 we can assume that ϕ| g`" 0 and are left with
Then for X i P g i and X j P g j , with i, j P t1, . . . , ℓu, and i " j we have 0 " X i ϕpX j q´X j ϕpX i q, and hence (6.2) X i ϕpX j q " 0.
Since the V jě2 are irreducible, this relation for j " 1 implies that
On the other hand, for j ě 2 we have that
where L is the g-invariant null line. If we write ϕ " ϕ 1`. . .`ϕ ℓ with ϕ i : g´Ñ V i , then relation (6.2) implies that if there exists X j P g j for some j ě 0 such that ϕ 1 pX j q " 0, and thus ϕ 1 pg j q " L, then g 1 and hence g acts trivially on L. The latter case implies again that the metric g admits a parallel null vector field. Hence, we have obtained that g admits a parallel null vector field or that ϕ " ϕ 1`. . .`ϕ ℓ with ϕ i P Z 1 pg i , V i q for i " 1, . . . ℓ. Since the V i for i ě 2 are irreducible, we have that Z 1 pg i , V i q " dV i , by Lemma 5.7. The case i " 1 is covered by Theorem 5.8 where we have shown that H 1 pg 1 , V 1 q " 0 whenever g does not admit a parallel null vector field. Hence, if g does not admit a parallel null vector field we obtain from (1) in Theorem 5.2 that T K is degenerate or zero. But this contradicts T " V and that T K in Case 2 is non-degenerate.
Case 3: T is degenerate, i.e., there is a g-invariant null line L " T X T K . Our aim is to apply point (2) in Theorem 5.2 and Proposition 5.11. First note that g and therefore the indecomposable subalgebra g 1 Ă sopV 1 q both leave T and hence the null line L invariant. If g 1 acts trivially on L, then g acts trivially on L and the metric g admits a parallel null vector field. Therefore we can assume that g 1 does not act trivially on L. This means that we can apply Proposition 5.11 to g 1 and L K X V 1 to get that
On the other hand, we note that there is a canonical identification
which shows that g 2 ' . . . ' g k acts trivially on V {L K . Hence,
Since we have assumed that g does not act trivially on L, (2) in Theorem 5.2 implies that, up to conjugation, r g leaves invariant a null line L. This means that p Ă M , r gq admits a recurrent null vector field in the span of B v and L (even a recurrent section in L). But in this situation, Proposition 4.10 ensures the existence of a parallel null vector field on pM, gq. This finishes the proof.
Cones with parallel null 2-planes
In this section we consider the base manifolds pM, gq of cones that admit a parallel distribution of totally null 2-planes. Our main result is the description of the most general local form of the metric g. To exclude trivial cases we assume dim M ą 1.
7.1. The induced structure on the base. If p x M , p gq is a semi-Riemannian manifold and p P a parallel totally null 2-plane bundle, then locally there are two null vector fields χ and ζ that are orthogonal to each other and such that
for 1-forms α, β, µ and ν.
If p x M , p gq is a timelike cone with a parallel null 2-plane bundle p P, we can intersect p P with ξ K , where ξ is the Euler vector field. A subset of x M " R ą0ˆM will be called conical if it is of the form Proof. For this and the following proofs, we note that
This implies that the dimension of the fibres of p P X ξ K is constant on the integral curves of ξ. At each point p P x M , ξ K | p is a hyperplane and p P| p a 2-plane in T p x M . Hence their intersection has dimension one or two. Now let us assume that, over an open set U Ă x M , p P X ξ K is of rank 2, i.e. that p P Ă ξ K . Hence p P X ξ K a distribution of 2-planes spanned by vector fields V 1 and V 2 on U that are tangential to M . Then formulae (2.2) and (7.1) give us
for all X P T M . Hence, on U it is gpX, V i q " 0 for all X P T M which is impossible. Consequently, the conical open set over which the fibres of p P X ξ K are one-dimensional is dense and p P X ξ K restricts to a line bundle L over that set.
Now we project p P to ξ K . 
Clearly the projection of a vector field V on x M to ξ K is given as pr ξ K pV q " V`r´2p gpV, ξqξ.
By a calculation using p ∇ξ " Id we obtain for all
Since the distribution p P is invariant under ξ, parallel and hence involutive, the right-hand side is a section of P for all sections V 1 , V 2 of p P. This proves the involutivity of P.
Moreover we obtain: Lemma 7.3. There exist local sections V of L and Z of P, defined on a conical open set, such that V and ζ " ξ`Z locally span p P and satisfy rξ, V s " 0 and rξ, Zs " 0.
The vector fields V and Z descend to local vector fields on M .
Proof. We have already seen that there exists a non-vanishing section V of L over a conical open set such that rξ, V s " 0. In the following we always work locally over conical open sets. Every section of p P that is nowhere a multiple of V is of the form f ξ`Z for Z a (possibly vanishing) local section of P and f a non-vanishing local function on x M . Hence, by multiplying with 1{f we can assume that we have a section ζ " ξ`Ẑ of p P. We will now use the freedom to add multiples of V toẐ without leaving p P, in order to find a Z "Ẑ`ϕV for which we have rξ, Zs " 0. Indeed, writing
with functions f and h, we compute rξ,Ẑs " rξ,ζs " f V`ph´1qζ.
Since rξ,Ẑs belongs to ξ K , we must have that h " 1 and rξ,Ẑs " f V.
Now if we fix a solution ϕ of dϕpξq`f " 0, and set Z "Ẑ`ϕV we get rξ, Zs " 0.
Clearly, since V is a section of p P, the vector field
is also a section in p P that is still linearly independent of V and therefore Z is a section of P that locally descends to M . Theorem 7.4. Let p x M , p gq be a timelike cone. Then the cone admits locally a parallel, totally null 2-plane field if and only if the base pM, gq admits locally two vector fields V and Z such that
gpV, V q " 0, gpZ, Zq " 1, gpV, Zq " 0, and
for all X P T M , with 1-forms α and β on M .
Proof. First assume that the cone admits a parallel totally null 2-plane p P which is spanned by V and ζ " ξ`Z as in Lemma 7.3. Equations (7.2) are implied by p P being totally null. Moreover, equations (7.1) with χ " V and X P T M become
and imply µpXq " gpX, V q, νpXq " gpX, Zq, as well as equations (7.3) and (7.4), but still with r-dependent 1-forms α and β. Hence, it remains to show that α and β, when restricted to ξ K , are invariant under the flow of ξ and therefore descend to 1-forms on M , i.e., that
because of equation (7.5) . This proves that L ξ α| ξ K " 0. Analogously we get 0 " p Rpξ, Xqζ " pL ξ βqpXqV and again L ξ β| ξ K " 0. Conversely, if we start with a manifold pM, gq and vector fields satisfying conditions (7.2), (7.3) and (7.4), a straightforward computations shows that the cone admits a parallel null plane spanned by V and ξ`Z.
Corollary 7.5. If the cone (2.1) admits a distribution of parallel totally null 2-planes, then the base pM, gq admits locally a geodesic, shearfree null vector field V .
Proof. Since V is null, equation (7. 3) implies that V is geodesic. Recall that a geodesic null vector field is called shearfree if
with a function λ and a 1-form θ and where the dot stands for the symmetric product. From (7.3) and the formula (7.7) L X g " 2p∇X 5 q sym ,
where 'sym' denotes the projection onto the symmetric part, we compute
i.e., the shear free condition is satisfied with λ " 0.
Remark 7.6. We can change the basis of spanpV, Zq to V 1 , Z 1 such that V 1 is still null and orthogonal to Z 1 and such that Z 1 is a unit vector field, pV, Zq Þ ÝÑ pV 1 " e f V, Z 1 " Z`hV q.
Then the 1-forms α and β transform as α Þ ÝÑ α 1 " α`df´hV 5 , β Þ ÝÑ β 1 " e´f pβ`hα`dh´hZ 5´h2 V 5 q.
7.2.
Consequences of the fundamental equations. Let pM, gq be a semi-Riemannian manifold endowed with two pointwise linearly independent vector fields V , Z which satisfy (7.2), (7.3) and (7.4).
Proposition 7.7. The fundamental equations (7.2) (7.3) and (7.4) imply dV 5 " pα´Z 5 q^V 5 , (7.8) dZ
5 " β^V 5 , (7.9) rZ, V s " pαpZq´βpV q`1qV , (7.10) L V g " 2pα`Z 5 qV 5 , (7.11) L Z g "´2g`2pZ 5 q 2`2 βV 5 , (7.12) where we are using the symmetric product of 1-forms in the last two formulas.
Proof. Since ∇ is torsion-free, the differential of any 1-form ϕ is given by dϕpX, Y q " p∇ X ϕqY´p∇ Y ϕqX, X, Y P XpM q. Now (7.8) and (7.9) follow immediately from (7.3) and (7.4) . Using again that ∇ is torsionfree, the fundamental equations easily imply (7.10) . Similarly, the last two formulas follow from (7.7).
Corollary 7.8.
(7.14)
L V Z 5 " pαpZq`1qV 5 , (7.15) L Z Z 5 " βpZqV 5 , (7.16) βpV q " αpZq`1. Proof. The first four formulas are obtained from the formulas (7.11) and (7.12). Alternatively one can use Cartan's formula for the Lie derivative and the formulas (7.8) and (7.9 ). Comparing the results shows (7.17). for some function f α . The latter equation implies
Proof. By equation (7.8) and the Frobenius theorem, the hyperplane distribution V K is integrable, which locally implies that a functional multiple of V 5 is closed.
7.3. The local form of the metric on the base. In the following we will assume all of the above equations. By (7.18), locally, there exists a function u such that du " V 5 . The function u is constant on each leaf L of the distribution V K . Locally, we can decompose M as M " LˆR, such that u corresponds to the coordinate on the R-factor and the leafs of V K are the hypersurfaces L u " Lˆtuu. Since the vector fields V and Z commute and are tangent to V K , we can further decompose each leaf of V K locally as L u -L " M 0ˆRˆR , such that V " B t , Z " B s are the coordinate vector fields tangent to the first and second R-factor, respectively. Let us denote by P the integrable distribution spanned by V and Z. Notice that by (7.9) the distribution P K " Z K X V K is also integrable, in virtue of the Frobenius theorem. So we can assume that the level sets of s are tangent to P K . Finally, the decomposition M " LˆR can be chosen such that the decomposition L u " M 0ˆRˆR is independent of u, that is the vector field B u commutes with V , Z and with the canonical lift of vector fields of M 0 . Theorem 7.10. Let pM, gq be a semi-Riemannian manifold such that the cone p x M , p gq admits a parallel totally null distribution of 2-planes. In terms of the above local decomposition M " M 0ˆR 3 we have (7.19) g " ds 2`e´2s g 0 puq`2 du η, for some 1-form η on M such that ηpB t q is nowhere vanishing and a family of metrics g 0 puq on M 0 depending on u.
Proof. The restriction of the metric to a leaf N " M 0ˆRˆt ps, uqu of P K is degenerate with kernel V " B t P P K and invariant under the flow of V , see (7.11) . Since M 0 is transversal to V , we see that g| N " g 0 pu, sq for some family of metrics on M 0 depending on u and s. The flow of Z " B s is a 1-parameter family of homotheties of weight´2, see (7.12) . This shows that g 0 pu, sq " e´2 s g 0 puq for some 1-parameter family of metrics g 0 puq. It follows that on the leafs L u " M 0ˆRˆRˆt uu of V K the metric is of the form ds 2`e´2s g 0 puq. Finally, on M we obtain the general form (7.19) with ηpB t q ‰ 0, in view of the non-degeneracy of g.
It remains to determine the necessary and sufficient conditions for the data g 0 puq and η ensuring that the cone over pM, gq as in (7.19 ) admits a parallel totally null distribution of 2-planes. Let M 0 be a manifold and let us denote the standard coordinates on R 3 by pt, s, uq. Theorem 7.11. For any 1-form η on M :" M 0ˆR 3 such that η t :" ηpB t q ‰ 0 and any family of semi-Riemannian metrics g 0 puq on M 0 the tensor field g " ds 2`e´2s g 0 puq`2 du η, cf. (7.19) , is a semi-Riemannian metric on M such that the vector fields V " B t and Z " B s satisfy (7.2). The covariant derivatives of V and Z are given by (7.3) and (7.4) for some 1-forms α " Z 5`f α V 5 and β such that f α is a function on M and βpV q " 2, if and only if the coefficients of η solve the following system of first order partial differential equations: (7.20) B t η t " B s η t " Xη t " B t ηpXq " 0, B t η s " 2η t , B s ηpXq´Xη s "´2ηpXq
for all X P XpM 0 q. Then α and β are determined by Proof. We denote by X the canonical lift of a vector field on M 0 . Then X, V, Z and B u commute and using the Koszul formula we obtain gp∇ V V, Xq " gp∇ V V, V q " gp∇ V V, Zq " 0, gp∇ V V, B u q " B t η t , gp∇ Z V, Xq " gp∇ Z V, V q " gp∇ Z V, Zq " 0, 2gp∇ Z V, B u q " B s η t`Bt η s , gp∇ X V, Xq " gp∇ X V, V q " gp∇ X V, Zq " 0, 2gp∇ X V, B u q " Xη t`Bt ηpXq, 2gp∇ Bu V, Xq " B t ηpXq´Xη t , gp∇ Bu V, V q " 0, 2gp∇ Bu V, Zq " B t η s´Bs η t , gp∇ Bu V, B u q " B t η u , gp∇ V Z, Xq " gp∇ V Z, V q " gp∇ V Z, Zq " 0, 2gp∇ V Z, B u q " B t η s`Bs η t , gp∇ Z Z, Xq " gp∇ Z Z, V q " gp∇ Z Z, Zq " 0, gp∇ Z Z, B u q " B s η s , gp∇ X Z, Xq "´gpX, Xq, gp∇ X Z, V q " gp∇ X Z, Zq " 0, 2gp∇ X Z, B u q " Xη s`Bs ηpXq, 2gp∇ Bu Z, Xq " B s ηpXq´Xη s , 2gp∇ Bu Z, V q " B s η t´Bt η s , gp∇ Bu Z, Zq " 0, gp∇ Bu Z, B u q " B s η u .
Comparing with (7.3), (7.4) we obtain the above formulas for α and β and the following system for η:
B t η t " 0, B s η t`Bt η s " 2η t , Xη t`Bt ηpXq " 0, B t ηpXq´Xη t " 0, B t η s´Bs η t " 2η t , B s ηpXq´Xη s "´2ηpXq for all X P XpM 0 q. This system can be brought to the form (7.20) .
For convenience we denote a system of local coordinates on M 0 by px i q i"1,...,n 0 and denote by x the corresponding coordinate vector, where n 0 " dim M 0 . The general solution of (7.20) is obtained as follows.
Proposition 7.12. Let f 1 " f 1 puq be an arbitrary nowhere vanishing smooth function on the real line equipped with the coordinate u and f 2 " f 2 px, s, uq an arbitrary smooth function on M which does not depend on t. Let h i " h i px, s, uq be a (t-independent) solution of the ordinary differential equation B s h i`2 h i " B i f 2 for all i " 1, . . . , n 0 , where B i " B{Bx i . Then η t :" f 1 puq, η s :" 2tf 1 puq`f 2 px, s, uq, ηpB i q :" h i px, s, uq solves (7.20) and every solution is of this form.
Remark 7.13. Finally we return to the Lorentzian metrics that occurred in Theorem 1.3 and arose from the case where the cone p x M , p gq admits a parallel null line: in this case the cone metric p g was isometric to the metric r g " 2dudv`u 2 g 0 with a Lorentzian metric g 0 and g was isometric to g " ds 2`e2s g 0 . Then Theorem 1.3 stated that if the holonomy of the cone is not equal to holpg 0 q˙R 1,n´1 , then g 0 admits a parallel null vector field. It is well known (see for example [20, 14] ) that locally g 0 is of the form g 0 " 2dxdz`hpzq, where hpzq is a z-dependent family of Riemannian metrics. Hence, g is of the form g " ds 2`e2s hpzq`2e 2s dxdz.
This corresponds to the local form in Theorem 7.11, where x corresponds to t and 2e 2s dx to η, z to u and hpzq to g 0 puq.
