Introduction
Asymptotic approximations of the confluent hypergeometric functions M (a, b; z) and U (a, b; z) for large b and z have been studied by several authors using different methods. For example, uniform methods for integrals are used in [10] , where the author obtains uniform expansions of M (a, b; z) and U (a, b; z) in terms of parabolic cylinder functions. See also [11] for a similar expansion of the Whittaker function W κ,µ (z) = e −z/2 z µ+1/2 M (1/2 + µ − κ, 1 + 2µ, z) when its parameters and variable are large. Asymptotic methods for differential equations are used in [2] , [3] , where the author derives uniform asymptotic expansions of M κ,iµ (z) = e −z/2 z µ+1/2 U (1/2 + µ − κ, 1 + 2µ, z) and W κ,iµ (z) for real κ, µ and z in terms of Bessel and Airy functions. See also [8] and [9] for similar expansions of the Whittaker functions when their parameters are large. Using the Laplace's method for integrals, non uniform expansions of M (a, b; z) and U (a, b; z) for large b and z are obtained in [7] for real a, b and z in terms of elementary functions.
Recently, it has been proposed in [4] , [5] , [6] a variant of the Laplace's method for integrals that avoids the change of variables of the standard method and simplifies the computations. As a difference with the standard method, this technique gives an explicit formula for the coefficients of the expansion. In this paper we apply this method to two integral representations of M (a, b; z) and U (a, b; z) and obtain non uniform expansions of these functions for large b and z in terms of elementary functions. A review of the method is given in the following section. The asymptotics of M (a, b; z) and U (a, b; z) in given in sections 3 and 4 respectively.
Preliminaries
Consider the integral
where (a, b) is a real interval (finite or infinite) and z is a large parameter. Let the functions f (t) and g(t) above be continuous on (a, b), with (a, b) finite or infinite and suppose that the above integral exists for large enough z. Let t 0 be the unique minimum of f (t) on [a, b] and let f (t) and g(t) be analytic at t = t 0 . If t 0 = a, we let g(t) to possess a power branch point at t = a in such a way that (t − a) −s g(t) is analytic at t = a, with s ∈ (−1, 0] if t 0 = a and
with
In this sum, −n with n natural must be understood as zero and
The integer m is the degree of the first non vanishing derivative of f (t) at t = t 0 and p is the degree of the next non vanishing derivative. For n = 0, 1, 2, ..., a n (z) := e
where A j (z) and B j are the Taylor coefficients at t = t 0 of e −zf (t) and (t − a) −s g(t) respectively:
The terms of the expansion are of the order Ψ n (z) = O z −(n+s+1)/m as z → ∞.
Observe that the terms a n (z) are polynomials of degree n/p . Then, from (3) we see that the asymptotic sequence Ψ n (z) is a sum of n/(p − m) − (n − m)/(p − m) + 1 negative powers of z. 
We define α = (b − a − 1)/z and we consider that both, b and z are large and of the same order, which means that a and α are fixed. We consider three different cases:
After the change of variable t → 1 − t, the above integral can be written in the form (1),
with g(t) = (1 − t) a−1 and f (t) = t − α log t. We have that 0 < α < 1, the unique critical point of f (t) is t 0 = α and f (t) attains its unique minimum on [0, 1] at t 0 = α. Both functions e −zf (t) and g(t) have a Taylor expansion at t = α (with s = 0):
We have f (t 0 ) = α − α ln α, f (t 0 ) = 1/α and f (t 0 ) = 0. With the notation of Section 2 we have m = 2, p = 3 and
Therefore, from (2) and (3) we have that, for large b and z with fixed α, 0 < α < 1:
The first few terms of the expansion are
The table below shows a numerical experiment about the accuracy of the above approximation. 0.00119686 -0.00003598 -9.44441 × 10 −6 -1.28325 × 10 −6 600,1200 0.000898967 -9.05179 × 10 −6 -1.24016 × 10 −6 -8.68476 × 10 −8 Table 1 . All the columns represent the relative error in the approximation of M (3/2, b; z) taking the first n terms of the expansion (6) for the given values of b and z.
Case II
The integral (5) is of the form (1) with g(t) = t a−1 , f (t) = −t−α log(1−t) and α = (b−a−1)/z, with α > 1. The unique critical point of f (t) is t = 1−α < 0 and f (t) attains its unique minimum on [0, 1] at t 0 = 0. We have f (0) = 0, f (0) = α − 1 and f (0) = 0. With the notation of Section 2 we have m = 1 and p = 2. Both functions e −zf (t) and t 1−a g(t) have a Taylor expansion at t = 0. The one of t 1−a g(t) = 1 is trivial (observe that in this case s = a − 1) and:
with a n (z) =
Therefore, from (2) and (3) we have that, for large b and z with fixed α > 1:
Observe that the integration interval (0, 1) in (5) is contained in the disk of convergence of the expansion (7). As it is argued in [5] , this means that (8) holds not only for
The table below shows a numerical experiment about the accuracy of the above approximation. 
The functions f (t) and g(t) are the same than those in case II, but now α = 1 and the unique critical point of f (t) is t = 1 − α = 0. Again, f (t) attains its minimum on [0, 1] at t 0 = 0 and f (0) = 0, but now f (0) = α − 1 = 0, f (0) = α = 0 and f (0) = 0. With the notation of Section 2 we have m = 2 and p = 3. Once again, the Taylor expansion at t 0 = 0 of t 1−a g(t) = 1 is trivial and:
Then, the coefficients a n (z) read
Therefore, from (2) and (3) we have that, for large b and z and α = 1:
As in the previous case, (9) holds not only for b − z − a − 1 = 0 but also for (b − z − a − 1) = 0. The table below shows a numerical experiment about the accuracy of the above approximation. 
The integral (10) is of the form (1) with g(t) = t a−1 and f (t) = t − α log(1 + t). As in the previous section, we define α = (b − a − 1)/z and we consider b and z large and of the same order and then a and α are fixed. We consider again three different cases:
Case I: b > z + a + 1
In this case we have α > 1, the unique critical point of f (t) is t 0 = α − 1 and f (t) attains its unique minimum on [0, 1] at t 0 = α − 1. Both functions e −zf (t) and g(t) have a Taylor expansion at t 0 = α − 1 (with s = 0):
We have f (t 0 ) = α − 1 − α ln α, f (t 0 ) = 1/α and f (t 0 ) = 0. With the notation of Section 2 we have m = 2, p = 3 and
Therefore, from (2) and (3) we have that, for large b and z and fixed α > 1:
6
The table below shows a numerical experiment about the accuracy of the above approximation. Both functions e −zf (t) and t 1−a g(t) have a Taylor expansion at t = 0. The one of t 1−a g(t) = 1 is trivial (observe that in this case s = a − 1) and:
Therefore, from (2) and (3) we have that, for large b and z and fixed α < 1:
The table below shows a numerical experiment about the accuracy of the above approximation. In this case α = 1, the unique critical point of f (t) is t = α − 1 = 0 and again, f (t) attains its minimum on [0, 1] at t 0 = 0 and f (0) = 0, but now f (0) = 1 − α = 0, f (0) = 0 and f (0) = 0. Then we have m = 2 and p = 3. Once again, the Taylor expansion at t 0 = 0 of t 1−a g(t) = 1 is trivial (with s = a − 1) and:
Therefore, from (2) and (3) we have that, for large b and z and α = 1: Finally, we emphasize that these new 6 expansion obtained of M (a, b; z) and U (a, b; z) for large values of b and z approximate these functions with a precision and speed similar to the obtained ones by Schell in [7] .
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