Abstract-It has been a great challenge to construct new quantum maximum-distance-separable (MDS) codes. In particular, it is very hard to construct the quantum MDS codes with relatively large minimum distance. So far, except for some sparse lengths, all known q-ary quantum MDS codes have minimum distance ≤q/2 + 1. In this paper, we provide a construction of the quantum MDS codes with minimum distance >q/2 + 1. In particular, we show the existence of the q-ary quantum MDS codes with length n = q 2 + 1 and minimum distance d for any 
I. INTRODUCTION
T HE FIELD of quantum error correction has experienced a great progress since the establishment of the connections between quantum codes and classical codes (see [4] ). One of these connections shows that the construction of quantum codes can be reduced to that of classical linear error-correcting codes with certain self-orthogonality properties (see [2] , [4] , [14] , and [20] ). More precisely, we can construct quantum codes as long as we can construct classical linear codes with symplectic, Euclidean or Hermitian self-orthogonality (see [1] , [5] , [15] , [19] , [21] , and so on). The quantum codes obtained by using self-orthogonality are called stabilizer codes.
For a prime power q, a q-ary ((n, Just as in the classical case, quantum MDS codes form an optimal family of quantum codes. Constructing quantum MDS codes has become one of the central topics for quantum codes in the recent years. The length of a q-ary quantum stabilizer MDS code cannot exceed q 2 + 1 if we assume the classical MDS conjecture holds. In fact, several families of quantum MDS codes have been constructed in the past few years (see [3] , [6] , [8] , [10] - [13] , [15] , and [19] ). The problem of constructing quantum MDS codes with n ≤ q + 1 has been completely solved through classical Euclidean self-orthogonal codes [8] , [9] . However, constructing quantum MDS codes with n > q + 1 is a more challenging task. In particular, it is very hard to construct quantum MDS codes with relatively large minimum distance. So far, except for some sparse lengths n such as n = (q 2 + 1)/2, q 2 and q 2 + 1, all known q-ary quantum MDS codes have minimum distance less than or equal to q/2 + 1 (see [3] , [6] , [8] - [11] , [13] , and [19] ).
In this paper, we construct some new quantum MDS codes with minimum distance bigger than q/2 + 1 through classical Hermitian self-orthogonal generalized Reed-Solomon codes. In particular, we show existence of q-ary quantum MDS codes with length n = q 2 + 1 and minimum distance d for any d ≤ q + 1 (this result extends those given in [10] , [12] , and [13] ); and with length (q 2 + 2)/3 and minimum distance d for any d ≤ (2q + 2)/3 if 3|(q + 1).
A. Main Result and Comparison With Previous Constructions
Previously, the known q-ary quantum MDS codes with lengths n satisfying either n = (q 2 + 1)/2, q 2 and q 2 + 1 may have minimum distance bigger than q/2 + 1. More precisely, there exist q-ary [[n, n − 2d + 2, d]] quantum MDS codes for the following n and d:
(i) n = q 2 + 1 and d = q + 1 (see [15] ); and n = q 2 + 1 and d ≤ q +1 for even q and odd d (see [10] ); and n = q 2 +1 and d ≤ q + 1 for q ≡ 1 mod 4 and even d (see [13] ). (ii) n = q 2 and d ≤ q (see [8] , [12] , and [15] ). (iii) n = (q 2 +1)/2 and q/2+1 < d ≤ q for odd q (see [13] ). Based on (ii) and (iii) above, by using a propagation rule [7] , one can obtain the following quantum MDS codes with minimum distance bigger than q/2 + 1.
Our paper demonstrates new q-ary quantum MDS codes with minimum distance bigger than q/2 + 1 for lengths n = q 2 + 1 and n = r (q−1)+1 with q+1 ≡ r mod 2r . More specifically, we have the following main result in this paper. (i) n = q 2 + 1 and [7] , we can derive more quantum MDS codes of other lengths from Theorem 1.1 (ii).
B. Our Techniques
Our idea of constructing quantum codes is through the construction of Hermitian self-orthogonal generalized ReedSolomon (GRS or generalized RS for short) codes. However, unlike the construction of Euclidean self-orthogonal G RS codes, it is a big challenge to construct Hermitian selforthogonal G RS codes due to the fact that qth power has to be raised for the Hermitian inner product. To solve this problem, the first step is to make sure that a certain system of homogenous equations over F q 2 has solutions over F q . We first provide a necessary and sufficient condition under which this system of homogenous equations over F q 2 has solutions over F q . The second step is to find some suitable evaluation points.
C. Organization of the Paper
In Section 2, we first study a system of homogenous equations over F q 2 and give a sufficient and necessary condition under which this system has a nonzero solution over F q . Afterwards, we show that these conditions are satisfied in some cases and consequently the system has nonzero solutions over F q for theses cases. In Section 3, we introduce Hermitian self-orthogonal codes and provide some sufficient conditions under which a GRS code is Hermitian self-orthogonal. We also provide some examples of Hermitian self-orthogonal MDS codes. Finally, we present some quantum MDS codes based on Hermitian self-orthogonal MDS codes in Section 3.
II. A SYSTEM OF EQUATIONS
Let us consider a system of equations over F q 2 given by
where A is an (n − 1) × n matrix of rank n − 1 over F q 2 and T stands for transpose. One knows that (II.1) must have at least one nonzero solution over F q 2 . However, for our application, we are curious about the question that whether (II.1) has a nonzero solution over F q . In this section, we give some sufficient and necessary conditions under which (II.1) has a nonzero solution over F q . Lemma 2.1: The equation (II.1) has a nonzero solution in F n q if and only if c q is a solution of (II.1) whenever c is a solution of (II.1).
Proof: If (II.1) has a nonzero solution b in F n q , then the solution space of (II.1) is F q 2 · b = {αb : α ∈ F q 2 } since the solution space has dimension 1 over F q 2 . Thus, for every solution λb, we have
Conversely, assume that c q is a solution of (II.1) for a nonzero solution c of (II.1). Choose a basis {1, α} of F q 2 over F q . Consider the two elements w 1 := c + c q and w 2 := αc + α q c q . It is clear that both w 1 and w 2 are solutions of (II.1) in F n q . On the other hand, we have
This implies that one of w 1 and w 2 must be nonzero, otherwise c is equal to zero. This completes the proof. The condition given in Lemma 2.1 can be converted to a condition on the coefficient matrix of the equation (II.1) as shown below. For any distinct elements α 1 , . . . , α n of F q 2 , we denote by
Now we are going to illustrate Theorem 2.2 by some explicit examples. In these examples, as long as we choose suitable A, then A and A (q) are row equivalent and thus (II.1) has a solution over F q . Example 2.4: Let β be an element of F q 2 , then, for any distinct elements α 1 , . . . , α n of F q , it is easy to see that the matrices A(β + α 1 , . . . , β + α n ) and A(α 1 , . . . , α n ) are row equivalent. As we have that
Example 2.5: Put n = q 2 . Let α 1 = 0 and let α 2 , . . . , α n be all the (q 2 − 1)-th roots of unity. We claim that the system A ∞ (α 1 , . . . , α n )x T = 0 has a nonzero solution in F n+1 q . To prove this, it is sufficient to show that the rows of A 
Thus, the desired result follows from the fact that the set {1 · q (mod q 2 −1), 2·q (mod q 2 −1), . . . , (q 2 −2)·q (mod q 2 −1)} and the set {1, 2 . . . , q 2 − 2} are identical.
III. HERMITIAN SELF-ORTHOGONAL G RS CODES
Generally it is harder to construct Hermitian self-orthogonal codes than Euclidean self-orthogonal codes due to raising of qth power . In this section, we provide a sufficient condition under which a generalized Reed-Solomon code is Hermitian self-orthogonal.
Let us first briefly introduce two inner products, i.e., Euclidean and Hermitian inner products. Let For a q 2 -ary linear code C of length n, the Euclidean dual C ⊥ E (and the Hermitian dual C ⊥ H , respectively) of C consists of all the vectors of F n q 2 which are orthogonal to the codewords of C with respect to the above Euclidean inner product (and the above Hermitian inner product, respectively).
For a subset S of F n q 2 , we define S q to be the set {v q : v ∈ S}. Then it is easy to verify that V q is also a subspace of F n q 2 whenever V is a subspace of F n q 2 . It is easy to see that for a q 2 -ary linear code C, we have
Next we review some notations and results of generalized Reed-Solomon codes. The reader may refer to [17] for the details. Choose n distinct elements α 1 , . . . , α n of F q 2 , and n nonzero elements v 1 , . . . , v n of F q 2 .
For an integer k between 1 and n, we denote by P k the set of polynomials in F q 2 [x] with degree at most k − 1. Define the code
where a and v denote the vectors (α 1 , . . . , α n ) and  (v 1 , . . . , v n ) , respectively. The code G RS k (a, v) is called a generalized Reed-Solomon code over F q 2 . It is well known that a G RS code is a MDS code, i.e., attaining the Singleton bound saying that k + d ≤ n + 1.
Furthermore, we can define the GRS code by including the point at "infinity" as the follows
is an MDS code of length n + 1 and dimension k.
In the same way, one can easily prove that the Euclid-
Note that the solution space of the above system has dimension 1 since any n − 1 columns (n columns, respectively) of the above coefficient matrix form an invertible (n −1)×(n −1) matrix (n × n matrix, respectively). Thus, every nonzero solution has all coordinates not equal to zero. Furthermore, the vector u is uniquely determined up to a nonzero scalar.
Lemma 3.1:
(ii) Assume that the system
By the given condition, we have the following inclusion
The proof of the second part is very similar to the first part and we skip it.
Based on Lemma 3.1, we have the following simple result.
Proof: (i) The desired result follows from the following inclusions
and Lemma 3.1(i).
(ii) The second part follows from the inclusions
and Lemma 3.1(ii).
is Hermitian self-orthogonal for any k ≤ q − 1. This result was obtained in [12] .
Example 3.4: Let n = t j =1 n j for some positive integers n j ≤ q and t ≤ q. Write F q = {α 1 , . . . , α q } and F q 2 into the union of additive cosets ∪ q j =1 (β j + F q ) for some β j ∈ F q 2 . By Example 2.4, for each j , there exists a nonzero solution c j = (c j 1 , . . . , c j n 
. . , n t }/2 + 1. This code was constructed in [12] as well.
Remark 3.5: All other Hermitian self-orthogonal GRS codes given in [12] can be obtained using Lemmas 2.1 and 3.1.
The next theorem shows existence of q 2 -ary Hermitian selforthogonal MDS codes of length q 2 +1 and dimension up to q. Theorem 3.6: For any 0 ≤ k ≤ q, there exists a q 2 -ary Hermitian self-orthogonal MDS code of length q 2 + 1 and dimension k.
Proof: Let n = q 2 and let α 1 , . . . , α n be all q 2 elements of F q 2 . By Example 2.5, there is a nonzero solution c = (
Remark 3.7: Theorem 3.6 extends the result given in [12] . Note that in [12] , only q 2 -ary Hermitian self-orthogonal MDS codes of length q 2 + 1 and dimension at most q/2 were produced.
In the following lemma, we give a sufficient condition for inclusion of certain GRS codes.
Lemma 3.8: Let α 1 , . . . , α n be n distinct roots of x n − x in F q 2 and put a = (α 1 , . . . , α n ). If the set {qi (mod n − 1) : , v q ) . This completes the proof.
Theorem 3.9: Let r be an integer satisfying 0 ≤ r < q + 1 and q + 1 ≡ r mod 2r . Then for any k ≤ (q − 1 +r )/2, there exists a q 2 -ary Hermitian self-orthogonal GRS code of length n = r (q − 1) + 1 and dimension k.
Proof: Put m = r (q − 1). By the condition that q + 1 ≡ r mod 2r , it is easy to see that r divides (q +1). Thus, m divides q 2 −1. Let α 1 = 0 and let α 2 , . . . , α n be all mth roots of unity in F q 2 . Then by Example 2.3, there exists a nonzero solution c ∈ F n q of the system A(
Now by Lemmas 3.8 and 3.1, it is sufficient to show that {q j
If 0 ≤ a ≤ r − 2, then it is easy to check that
Now we consider the case where a = r − 1. In this case, we have (q − r − 1)/2 ≡ r − 1 mod r . This implies that for any number satisfying (q − r − 1)/2 < < (q − 1 + r )/2, one must have mod r ≤ r − 2. Thus, we must have j ≤ q−r−1 2 . Therefore,
This completes the proof. Corollary 3.10: If 3 divides q + 1, then for any k ≤ (2q − 1)/3, there exists a q 2 -ary Hermitian self-orthogonal GRS code of length n = (q 2 + 2)/3 and dimension k.
Proof: Let r = (q +1)/3, i.e., q +1 = 3r . Then q +1 ≡ r mod 2r , n = r (q − 1) + 1 = (q 2 + 2)/3 and (q + r − 1)/2 = (2q − 1)/3. The desired result follows from Theorem 3.9.
Example 3.11: (i) If q + 1 ≡ 3 mod 6, then by Theorem 3.9, there a q 2 -ary Hermitian self-orthogonal GRS code of length n = 3(q − 1) + 1 and dimension k for any k ≤ (q + 2)/2. (ii) If q + 1 ≡ 8 mod 16, then by Theorem 3.9, there is a q 2 -ary Hermitian self-orthogonal GRS code of length n = 8(q − 1) + 1 and dimension k for any k ≤ (q + 7)/2.
IV. QUANTUM CODES
Let us first recall a connection between classical Hermitian self-orthogonal MDS codes and quantum MDS codes. [10] and [13] .
By combining Theorem 3.9 and Corollary 3.10 in the previous section and Lemma 4.1, we can immediately get the quantum codes in the following theorem. Remark 4.5: Except for a few sparse lengths n such as n = (q 2 + 1)/2 (see [13] ), q 2 and q 2 + 1 (see [8] , [12] , and [15] ) and some other lengths derived from propagation rule, all known q-ary quantum MDS codes of other lengths have minimum distance at most q/2 +1. Our Theorem 4.4 provides some new q-ary quantum codes with minimum distance bigger than q/2 +1. In particular, we construct a q-ary quantum code of length (q 2 + 2)/3 with minimum distance up to (2q − 1)/3. In the following examples, using our result in this paper, we can produce quantum codes which include some of the previously known results and some new quantum MDS codes. [12] .
Example 4.8: Let n = t j =1 n j for some positive integers n j ≤ q and t ≤ q. By Example 3.4 and Lemma 4.1, we can derive a q-ary [[n, n − 2k, k + 1]] quantum MDS code for any k ≤ min{n 1 , . . . , n t }/2 + 1. This result was obtained in [12] .
