We study the stochastic (Skorohod) integral equation of the Volterra type
where Y, band u are given functions; band u are bounded, deterministic and yt is stochastic, not necessarily adapted. The stochastic integral (8B) is taken in the Skorohod sense.
In general there need not exist a classical stochastic process Xt(w) satisfying this equation. However, we show that a unique solution exists in the following extended senses:
(I) As a functional process (II) As a generalized white noise functional (Hida distribution).
Moreover, in both cases we find explicit solution formulas. The formulas are similar to the formulas in the deterministic case (u = 0), but with Wick products in stead of ordinary (pointwise) products.
§1. Introduction
The classical (deterministic) Volterra equation of the second kind has the form 'Y(t, s) are given functions, T > 0 is a given constant. This equation occurs in many applications, some of which are described in [GLS) . See also [T) and Example 1.1 below. Suppose now that the system is randomly perturbed or that there is insufficient/noisy information about the function 'Y(t, s). In both cases a possible mathematical formulation would be to put (1.2)
"((t, s) = b(t, s) + a(t, s) · Ws,
where b(t, s) and a(t, s) are deterministic functions and Ws = W 8 (w); wEn (a probability space) denotes "white noise" (see definitions below). We also allow yt = yt(w) to be random. This gives -formally -the equation 0 0 where the last term (in quotation marks) remains to be defined.
Xt(w) = yt(w) +I b(t, s)X8 (w)ds + "I a(t, s)X8 (w)W8 (w)ds"
If yt is an adapted stochastic process, then it is natural to assume that a solution Xt of (1.3) must be adapted too, and this leads to the following interpretation of (1.3): 0 0 where the last term denotes the usual Ito integral and Bt(w) denotes Brownian motion whose t-derivative is Wt(w) (in distribution sense).
Xt(w) = Yt(w) +I b(t, s)Xs(w)ds +I a(t, s)X8 (w)dB8 (w)
In this paper we are mainly interested in the case when yt is not adapted. In this case we of course cannot expect Xt to be adapted and then the Ito integral in (1. If Zs(w) is adapted, then the Skorohod integral coincides with the Ito integral [NZ] .
We will use (1.5) as our mathematical model for a randomly perturbed Volterra integral equation, or a stochastic Volterra. integral equation for short. The purpose of this paper is to study the existence and uniqueness of a solution of (1.5). Moreover, we will find an explicit solution formula. It turns out that in general (without strong conditions on yt, b and a) there does not exist a (classical) stochastic process Xt satisfying (1.5). However, we will prove that a solution exists (and is unique) in the following extended sense.s:
(I) As a functional process (see §3)
(II) As a generalized white noise functional (or Hida. distribution) (see §4) .
Skorohod Volterra equations with anticipating kernel (but non-anticipating initial condition X 0 = yt(Vt)) have been studied in [PP] , see also [BM] and the survey in [Pa] . In [0] the stochastic Volterra equation is studied in the setting of Ogawa-type integrals. To the best of our knowledge our paper is the first to discuss the Skorohod interpretation with anticipating initial conditions.
We now explain these two approaches in more detail:
(I) Tbe functional process approach. ([L0Ul] , [L0U3] , [HL0UZ] ) (see §3 for details).
Here we regard the solution X as a generalized stochastic process of the form (1.7)
X= xt =X(¢, t,w) where ¢ E S (the Schwartz space of rapidly decreasing functions on R In this (S)*-setting we prove an existence and uniqueness result for (1.14) and, here too, we obtain a solution formula of the type (1.12). Moreover, we show that the solution of (1.14) is actually in L 2 (p,) under some conditions. EXAMPLE 1.1 A number of applications of Volterra equations can be found in [GLS, . Here we present an economic example, with a structure related to the population dynamics example presented in Ex. 2.2 in [GLS] . Our example leads to a stochastic Volterra equation of the form considered in this paper:
An investment in an economic production, for example the purchase of new production equipment, will usually have effects over a long period of time. Let X(t, u) denote the capital distribution at time t resulting from the investments which have age u (i.e. which were made u units of time ago). More precisely, let j X(t, u)du denote the total capital gained u at time t from all investments with age u E U. Assume that
where m(u) > 0 denotes the age-dependent "death" rate of the equipmentmentjmachines involved in the production. Moreover, assume that the amount of new capital X(t, 0) at time t is described by the equation
00
(1.17)
where p(u) is the productivity of the equipment with age u, i.e. p(u) is the production at age u per capital unit. (In this model we only consider the part X(t,u) of the produced capital that is reinvested into the production process.)
We assume that the initial capital distribution (-I m(v-t+r) 
for all 4> E S, where 11¢11 2 = f l¢1 2 dx and< w, ¢ >= w(¢) is the action of wE S 1 (the dual R of S) on ¢ E S. See [HKPS] for more information.
Recall that the white noise process W is the map
WI/J(w) =I cf>(t)dBt
R where the right hand side denotes the Wiener-Ito integral with respect to Brownian motion Bt.
There is also a pointwise, singular version Wt of white noise, which we describe below. Heuristically we may regard Wt as the limit of WI/J as ¢--+-Dt, the point mass at t. This limit exists in the space (S)* of Hida distributions. For definition and properties of (S)* see [HKPS] . An alternative description of (S)* can be given as follows (see [Z] ): Let (2.3) be the Hermite function of order n 2:: 1, where
is the Hermite polynomial of order m > 0.
It is well known that {en}~=l forms an orthonormal base of £ 2 = L 2 (R). Moreover, en is an eigenfunction for the operator with eigenvalue 2n, i.e.
(2.5) 
The dual of (S), denoted by (S)* (the space of Hida distributions) can be represented as the set of formal sums (2.11) where (2.12)
The action ofF E (S)* (given by (2.11)) on the test function f E (S) (given by (2.7)) is (2.13)
In general we have 
In the following we will use the convention that Wt means the pointwise white noise (in (S)*) if t E R while W,p means the white noise defined by (2.3) if 'If; E S. In spite of the ambiguouity of this notation we think it will be clear from the context what we mean.
IfF = E a0 H0 and G = E bpHp are two elements of (S)* we define their Wick product
FoG as the element of (S)* given by (2.15)
Using the characterization (2.9) one can prove that both (S)* and (S) are closed under o,
S)* and similarly for (S).
(See the argument in [Z] ).
There is an alternative to the representation (2.7): Iff E L 2 (J.£) there exist functions
Here i 2 (Rn) denotes the space of symmetric L 2 -functions on Rn and dB{'n = dJ!t 1 dBt 2 · · · dBt,. denotes the n'th iterated Ito integral. Using this representation the Wick product of two functions
n,m where® denotes the symmetrized tensor product.
The Wick product plays a crucial role in our solution of the stochastic Volterra equa-
*, an extra definition is needed for that case (see [HL0UZ] ): 
where (2.20)
is the Fourier transform of X.
(For a proof, see [HL0UZ, Lemma 9 .2]). A survey of the properties of the Wick product is given in [GHL0UZ] .
Now let us recall two important transforms on (S)*:
IfF E (S)* then the S-transform ofF (first introduced in [KT] ), SF, is a map from S into C defined by
The Hermite transform (first introduced in [L0U1] ) ofF, 1lF, is a map from the space Cf: of all finite sequences of complex numbers into C (the set of complex numbers) defined by (2.23) Equivalently (see [L0U1, Th. 5. 7] ) ifF E (S)* has the expansion 
Finally we recall that there is an explicit inverse of the Hermite transform [L0U1] :
Let..\ be the probability measure on RN defined by (2.27)
iff is a bounded measurable function of y = (Yh y2 , • • ·) E RN depending only on the first
Q so that X has the Hermite transform
Then we recover X from X by (2.28) 
Applying this to Zt
In view of Lemma 2.1 and (3.3) the following interpretation of (1.5) is natural:
We say that a functional process X(¢, t,w) --:-xt is a solution of (1.5) if, for all¢ E S, t t (1.11)
where Yl = Y(¢,t,w) is a given functional process.
LEMMA 3.4 Let b(t, s) and a(t, s)
be two bounded deterministic functions satisfying (3.5) 
Kn+I(t,s)= jKn(t,u)¢K(u,s)du(= jKn(t,u)¢K(u,s)du) ;n~l.
Then for all (t, s) 
=I (b(t, u) + 1(t, u)) <> (b(u, s) + 1(u, s))du

Ka(t, s) =I K2(t, v) <> K(v, s)dv
8
=I j [(b(t,u) 
+l(t,u))<>(b(u,v)+l(u,v))<>(b(v,s)+l(v,s))]dudv 8~ti~U~t
So by induction 
Then since both processes satisfying (3.21) we get by subtraction that z ·= xCI> -xC2> 
The connection between the solution x~a) of the non-anticipating equation (3.26) and the solution Xt of the anticipating equation (3.24) is therefore
In particular, note that if Yo is anticipating then Xt does not coincide with x~a) with a= Yo! Condition (3.18) may be difficult to use in specific cases. In order to get a more tractable condition we establish the following result of independent interest: LEMMA 3.9 Let b, a be as in Theorem 3. 7 and let Xt = xP> be the (non-anticipating) solution of (3.26). Let 1-lxt = Xt be the Hermite transform of Xt. Then (with,\ as in §2) 
is the unique £ 1 functional process which satisfies (3.20) and solves the Volterra equation 
The series (4.4) converges strongly in (S)*.
Proof. It is enough to construct the solution on any fixed interval [0, T] . We divide the proof into several steps.
LEMMA 4.2. K 11 (t, s) is a well-defined generalized functional for all v, s, t.
Proof. By proposition 2.6 in [PS] and Theorem 3.1 in [Po] , it suffices to prove that SKv (t, s) can be bounded in the sense of (2.31) uniformly in t, s. We see this by induction:
Since 
As the proof of (4.10), we get that (4.12) Thus (4.13)
On the other hand, it is easy to see that there exist constants c3, c4 > 0 and p1 E N 0 such that (4.14)
for all¢ E S(R), t, s < T.
Combining (4.14) with (4.13), we have (4.11 
S<Pn(¢)---+ S(H(t, s))(¢) for ¢ E S(R)
and lci>n(z¢)1 is uniformly controlled by (4.11). Applying Theorem 2.2, we obtain Lemma 4.3.
LEMMA 4.4. Xt (given by (4.3)) is well-defined and satisfies (4.1).
Proof. By the assumption, there is some p1 E N 0 so that (4.15) for ¢ E S(R), all t > 0.
Combining with (4.11), we obtain that for some p E N 0 , c1 > 0 (4.16) Here the constant c1 is independent of s, t, ¢, z. Again. from proposition 2.6 in [PS] and t Theorem 3.1 in [Po] 
with c chosen such that J ¢(x )dx = 1. In the rest of this section, we treat a special case 
