We study the problem of finding a tour of n points in which every edge is long. More precisely, we wish to find a tour that visits every point exactly once, maximizing the length of the shortest edge in the tour. The problem is known as Maximum Scatter TSP, and was introduced by Arkin et al. (SODA 1997), motivated by applications in manufacturing and medical imaging. Arkin et al. gave a 0.5-approximation for the metric version of the problem and showed that this is the best possible ratio achievable in polynomial time (assuming P = NP). Arkin et al. raised the question of whether a better approximation ratio can be obtained in the Euclidean plane.
Introduction
Let P = {p 1 , . . . , p n } be a set of points in some metric space with distance function d(·). A tour T of P is a sequence T = (p i 1 , . . . , p in ), where {i 1 , . . . , i n } = {1, . . . , n}. The scatter of T is the minimum distance between neighboring points, i. e., min d(p i 1 , p i 2 ), . . . , d(p i n−1 , p in ), d(p in , p i 1 ) .
The Maximum Scatter Traveling Salesman Problem (MSTSP) asks for a tour of P with maximum scatter. We study this problem in the geometric setting where the metric d(·) has specific properties, for instance, when it is the Euclidean distance between points.
Arkin, Chiang, Mitchell, Skiena, and Yang [2] initiated the study of MSTSP in 1997, motivated by problems in manufacturing (riveting) and medical imaging. Similarly to other variants of TSP, solving MSTSP exactly is NP-hard. The best we can hope for are approximations, i. e., algorithms that compute a tour whose scatter is at least a factor c of the optimum, where 0 < c < 1. We call such an algorithm (as well as its output) a c-approximation. We are mostly concerned with algorithms that compute a solution that is at least a factor 1 − ε of the optimum, for an arbitrary constant ε > 0. Such an algorithm is called a polynomial-time approximation scheme (PTAS), if its running time is polynomial in n for every fixed value of ε. An efficient polynomial-time approximation scheme (EPTAS) is a PTAS that has running time f (ε) · n k for some constant k (not depending on ε), and an arbitrary function f . For the metric MSTSP (i. e., the case in which the distance function d(·) is a metric, with no further restrictions), Arkin et al. give a 0.5-approximation. They also show that for this variant of the problem, the ratio of 0.5 is the best possible in polynomial time (assuming P = NP). They leave open the question of whether a better approximation ratio can be obtained if the problem has geometric structure (e. g., if the distances are Euclidean). Arkin et al. raise this question for the two-dimensional case (see also [13] and [31, p. 681 
]).
MSTSP and other TSP variants. TSP is one of the cornerstones of combinatorial optimization and several variants have been considered in the literature (we refer to [19, 25] for surveys). Minimizing variants are more common, but there exist natural settings in which tours with long edges are desirable. This is the case in certain manufacturing operations where nearby elements in a sequence are required to be geometrically well-separated in order to avoid interferences [2] . Informally, the difficulty of TSP variants with maximized objective functions lies in the fact that the solutions are highly non-local, making it hard to decompose the problem using standard techniques. (This is true both for algorithms and for hardness-proofs.)
In a certain sense, it is natural to expect that geometric structure should lead to stronger approximation-guarantees for MSTSP. The same phenomenon has been observed in case of the standard TSP. For metric TSP the best known approximation ratio is 1.5 (Christofides [10] ), with a current lower bound of 123 122 (Karpinski et al. [22] ), whereas for Euclidean TSP, Arora [3] and Mitchell [26] independently found a PTAS. Similarly, Euclidean MaxTSP (where the goal is to maximize the total length of the tour) admits a PTAS (Barvinok [6] ), but the metric version is known to be MaxSNP-hard [29, 6] , ruling out the existence of a PTAS (assuming P = NP). On the positive side, metric MaxTSP is currently known to admit a 7 8 -approximation (Kowalik and Mucha [23] ).
The situation, however, is very different in the case of Bottleneck TSP (a.k.a. min max TSP), which is the TSP variant perhaps most similar to MSTSP (a.k.a. max min TSP). For metric Bottleneck TSP, a 2-approximation can be achieved in polynomial time, and this ratio is the best possible, assuming P = NP (Doroshko and Sarvanov [14] , and independently Parker and Rardin [30] ). Surprisingly, for Bottleneck TSP, geometric structure does not help. As shown by Sarvanov 1 [32] in 1995, the factor of 2 can not be improved even in the two-dimensional Euclidean case. Based on these results for related problems, it is a priori not clear whether Euclidean MSTSP should admit good approximations.
Results and techniques.
We answer the open question about Euclidean MSTSP, by giving an efficient polynomial-time approximation scheme (EPTAS) for arbitrary fixed-dimensional Euclidean spaces. Since MSTSP is known to be strongly NP-hard in dimensions 3 and above [15, 7] , our result settles the classical complexity status of the problem in these dimensions.
If the dimension d is superconstant (i. e., depending on n), we still obtain a PTAS if the dependence on n is mild, i. e., d = log log n/c for a sufficiently large constant c. Alternatively, for constant d we may choose ε to be asymptotically smaller than 1 depending on n, e. g., as ε = Θ(1/ log log n), and still obtain a PTAS.
Our approximation scheme carries over to the more general case of doubling metrics. The doubling dimension of a metric space D with metric d(·) is the smallest k such that every ball of radius r in D can be covered by 2 k balls of radius r/2. If k is finite, we also refer to D and d(·) as a doubling space, resp. doubling metric. Metric spaces with doubling dimension O(d) generalize the Euclidean space with d dimensions, and are significantly more general (see e. g., [18, 5, 11, 33] and references therein).
Arguments for Euclidean spaces do not always extend to doubling spaces. For instance, in the case of the standard TSP, the question of whether a PTAS exists in doubling spaces has been open for many years [33, 5] , and was settled only recently by Bartal, Gottlieb and Krauthgamer [5] .
Our main result is the following.
Theorem 1 (EPTAS).
Let P be a set of n points in a metric space with doubling dimension d. A tour of P whose scatter is at least a (1 − ε) factor of the MSTSP optimum can be found in time O(n 3 log n + 2 O(K log K) log n + K 3 log 2 n), where K ≤
We show that the running time in Theorem 1 is essentially tight (apart from the involved constants and lower order factors). A result of Trevisan [34] shows that for Ω(log n)-dimensional Euclidean spaces, TSP is APX-hard, and thus admits no PTAS, unless P = NP. Adapting the proof technique of Trevisan to MSTSP, we show that an approximation scheme for MSTSP with an improved dependence on d would give a subexponential-time algorithm for TSP in bipartite cubic graphs, contradicting the exponential-time hypothesis (ETH). More precisely, we show the following.
Theorem 2. There is a constant c such that a (3/4) 1/p -approximation algorithm with running time 2 2 o(d) for MSTSP in R d for d ≥ c log n and distances according to the p norm contradicts the ETH.
The main ingredient of the algorithm is a rounding scheme, whereby we replace the original point set with points of a grid (or an ε-net). As subproblems, we solve perfect matching and Eulerian tour instances, and we use the many-visits TSP algorithm of Cosmadakis and Papadimitriou [12] .
In order to introduce some of the ideas and tools used for proving the result, we first describe a PTAS that is simpler than our main algorithm but has weaker guarantees. This result already settles the open question about MSTSP by using only elementary techniques. However, due to its prohibitive running time, it is only of theoretical (and perhaps didactic) interest.
The easier PTAS is described in § 2. The EPTAS (Theorem 1) is given in § 3. The hardness proof can be found in § 4.
Further related work. Searching for approximation schemes for NP-hard geometric optimization problems (or showing that they cannot exist) is a rich field of research. Such schemes, while often impractical to implement directly, have led both to new algorithmic techniques and to a better structural understanding of the geometric problems. A full survey of such works is out of scope here, we only mention a few representative or recent results [3, 26, 16, 4, 27, 20] .
Open question. Our current work does not address the complexity status of solving MSTSP in the Euclidean plane exactly. It remains open whether this problem is NP-hard (the situation is the same for MaxTSP). We note that this question has a natural equivalent formulation: Is checking for existence of a Hamiltonian cycle NP-complete in complements of unit disk graphs?
2 Warmup: a simple PTAS In this section we prove the following theorem. To keep the analysis simple, we do not optimize the involved constants, and we restrict attention to Euclidean spaces.
Theorem 3. Let P be a set of n points in R d . A tour of P whose scatter is at least a (1 − ε) factor of the MSTSP optimum can be found in time O n (75d/ε 2 ) d .
Consider a set P of n points in R d , and a precision parameter ε > 0. Observe that the MSTSP optimum (i. e., the shortest edge length of a tour of P ) can only take one of n 2 possible values (the distances between points in P ). We sort the distances in decreasing order, and for each distance we attempt to construct a tour with scatter . Our procedure will either produce a certificate that no such tour exists (in which case we continue with the next value of ), or it succeeds in constructing a tour of P with scatter at least (1 − ε).
Before proceeding to the algorithm, we present a simple structural observation upon which the algorithm relies. Suppose that is the maximum value such that a tour T of P exists with scatter , i. e., is the MSTSP optimum. Let p, q ∈ P be two neighboring points in T , i. e., the edge {p, q} is part of T , such that d(p, q) = . Let B p and B q denote the open balls of radius (1 + ε), with centers p and q, respectively. We show that the optimal solution can be assumed to have a certain structure in relation to B p and B q . Lemma 1. Let be the maximum value such that a tour T of P exists with scatter . Then there is a tour T of P with scatter containing an edge {p, q} with d(p, q) = , such that for every edge {x, y} of T , at least one of x and y is contained in B p ∪ B q .
Proof. Let T be a tour of P with scatter , let {p, q} be an edge of T of length , and let {x, y} be an edge of T such that x, y / ∈ B p ∪ B q . By the definition of B p and B q we have
Thus, we can replace the edges {x, y} and {p, q} in T , with either {x, p} and {y, q}, or {x, q} and {y, p}, depending on the ordering of the points in T . We obtain another tour with scatter at least , in which the number of edges of length exactly has decreased. If the obtained tour contains no edge of length , then its scatter is strictly larger than , contradicting the choice of . Otherwise, we repeat the argument with a remaining edge of length . See Fig. 1 for an illustration.
The next ingredient of the algorithm is a coarsening of the input, by rounding points in P to points of a grid. Let G δ be a δ-scaling of the d-dimensional unit grid, i. e., G δ = {δ(n 1 , . . . , n d ) | n 1 , . . . , n d ∈ Z}, for an arbitrary δ > 0. Let f δ (·), or simply f (·), be the function from R d to G δ that maps each point to its nearest grid point (breaking ties arbitrarily). The following properties result from basic geometric considerations.
Lemma 2. With f (·) and δ as defined earlier, we have:
Given a point set P ∈ R d , let G P be a graph with vertex set V (G P ) = P and edge set E(G P ) = {{x, y} | x, y ∈ P ∧ d(x, y) ≥ }. In words, G P contains all edges with length at least . We wish to find a Hamiltonian cycle in G P or show that there is none.
Observe that under f (·), the graph G P becomes a multigraph H P defined as follows: V (H P ) = {v | v = f (x), x ∈ P }, i. e., the set of grid points with at least one mapped point of P , and
. e., the pairs of grid points to which edges of G P are mapped. We also maintain multiplicities on edges of H P , i. e., we keep track of how many edges of G P are mapped to each edge of H P .
Consider a tour T of P of scatter at least , i. e., a Hamiltonian cycle of G P . Under f (·), the edges of T form a spanning subgraph H P of H P (i. e., V (H P ) = V (H P )), and T is mapped to an Eulerian tour of H P . It is not hard to see that given this Eulerian tour of H P , a tour of P can be recovered (by replacing multiple occurrences of a grid point with the points in P that are mapped to it). Moreover, the scatter of the recovered tour is not far from that of T (by Lemma 2(i)). However, the edges of H P are not available to us, and guessing them seems prohibitively expensive. The key idea is that it is sufficient to consider the portion of H P that falls inside B p ∪ B q , for points p and q chosen as in Lemma 1. We describe at a high level the approximation algorithm (see algorithm A for the details, and Fig. 2 for an illustration). We assume that the optimal tour T has the property from Lemma 1 with respect to points p, q ∈ P , and that such p and q can be "guessed". Let B = B p ∪ B q (recall that B p and B q have radius (1 + ε).) Then, T consists of edges fully inside B, and "hops" of two consecutive edges, connecting a point outside B with two points inside B. We replace such hops with virtual edges, both of whose endpoints are in B. The resulting tour is entirely in B, and we can "guess" its image under f δ (·). This is now feasible, since the number of grid points involved is bounded by Lemma 2(ii). We also guess the multiplicities of all edges, i. e., how many original edges have been mapped to each edge, and how many edges are virtual.
We then disambiguate the virtual edges, finding a suitable midpoint outside of B for each hop. This is achieved by solving a perfect matching problem. We obtain a multigraph on which we find an Eulerian tour. Finally, from the Eulerian tour we recover a tour of P . The distortion in distances due to rounding (i. e., the approximation ratio) is controlled by the choice of the grid resolution δ.
Algorithm A (PTAS).
Input: Set P of n points in R d and a precision parameter ε > 0. Output: A value such that P admits a tour with scatter at least (1 − ε), and no tour with scatter greater than .
1. Iterate p, q over all pairs of points in P in decreasing order of d(p, q).
. Let B p and B q be the open balls with centers p and q of radius (1+ε), and let B = B p ∪B q . 3. Let f : P → G δ map points to their nearest grid point.
Compute the set C = {f (x) | x ∈ (P ∩ B)}, and for each v ∈ C, compute the sets
5. Construct a bipartite graph B as follows: -for each {u, v} ⊆ C, add v({u, v}) vertices labeled {u, v} to the left vertex set L(B).
-for each x ∈ P \ B add a vertex labeled x to the right vertex set R(B).
. Find a perfect matching M of B; if there is none, output No. 7. Construct a multigraph H as follows:
-let V (H) = C ∪ (P \ B).
-for all {u, v} ⊆ C add m({u, v}) copies of the edge {u, v} to E(H).
-for all ({u, v}, x) ∈ M add the edges {u, x} and {v, x} to E(H). 8. Find an Eulerian tour Q of H; if there is none, output No. 9. Transform Q into a tour T of P , by replacing multiple occurrences of every point v ∈ C with the points in f −1 (v) in arbitrary order. 10. Output Yes. Correctness. We prove two claims which together imply that algorithm A is a PTAS for MSTSP: (1) if algorithm A outputs Yes, then there is a tour of P with scatter at least (1 − ε), and (2) if there is a tour of P with scatter at least , then algorithm A outputs Yes.
(1) Suppose that algorithm A returns Yes in step 10, and thus steps 5-9 were successful with the current choice of p, q ∈ P and the values of m(·) and v(·) chosen in step 4, and T is a tour of P . Consider an arbitrary edge {x, y} of T . By step 9, there is a corresponding edge {u, v} in the Eulerian tour Q of H. By construction of H in step 7, either (a) u, v ∈ C, or (b) ({u, w}, v) ∈ M or ({v, w}, u) ∈ M , for some grid point w ∈ C.
In case (a) by condition (i) of step 4, we have
(2) Assume now that a tour T of P with scatter at least exists. Assume also w. l. o. g. that T has the special structure described in Lemma 1 with respect to p and q, i. e., it consists of hops and of edges entirely inside B = B p ∪ B q . Consider an edge {x, y} of T , such that x, y ∈ B. Then, after step 3, f (x), f (y) ∈ C holds, and we say that {x, y} maps to {f (x), f (y)}. Consider now a hop of T , i. e., two consecutive edges {x, w} and {w, y}, such that x, y ∈ B and w ∈ P \ B. Then, after step 3, f (x), f (y) ∈ C holds, and we say that the hop {x, w, y} virtually maps to {f (x), f (y)}.
Consider now the values m(·) and v(·) guessed in step 4, and let m * ({u, v}) be the number of edges in T that map to {u, v}, and let v * ({u, v}) be the number of hops in T that virtually map to {u, v}. Since every point in T has degree 2, it follows that the number of edges and hops mapped to an edge incident to some u ∈ C is twice the number of points in P mapped to u. Furthermore, for all edges {x, y} ⊆ B of T , we have d(f (x), f (y)) ≥ − δ √ d = (by Lemma 2(i)). Therefore, guessing the correct values m = m * and v = v * is consistent with the conditions in step 4.
Let {x 1 , w 1 , y 1 }, . . . , {x k , w k , y k } denote all the hops in T , where w i ∈ P \ B, for all i. Let u i = f (x i ), and v i = f (y i ), and let us call M (T ) = {u i , v i }, w i | i = 1, . . . , k the hopmatching of T . Observe that M (T ) is a valid perfect matching for the graph B constructed in step 5, therefore, step 6 will succeed. We cannot, however, guarantee that M (T ) will be recovered in step 6. Observe that any other perfect matching M of B corresponds to a shuffling of the points w i in B, and thus it is a hop-matching of a tour T in which the points w i have been correspondingly shuffled. T differs from T only in its hops, and by construction of B in step 5, we see that T has a scatter at least − δ √ d/2 ≥ (1 − ε). It can be seen easily that the edges of T are mapped to an Eulerian tour of the multigraph H constructed in step 7, and thus, step 8 succeeds. Again, we cannot guarantee that the recovered Eulerian tour is the same as the one to which T maps. Every Eulerian tour of H, however, has to respect the edge-multiplicities of H, which in turn are determined by the number of points that map to each vertex of H. Therefore, step 9 succeeds, and the output is Yes.
Running time. The loop of step 1 represents a factor of O(n 2 ) in the running time. The cost of steps 2-3 is dominated by the cost of the loop that starts in step 4.
We need to bound |C|, i. e., the number of grid points inside B, to which some point of P is mapped. By Lemma 2(i) all such grid points are inside one of the balls with center p and q, with radius + ε + δ √ d/2. By Lemma 2(ii) we have
(In the last inequality we assume ε ≤ 1/5.) Steps 5 and 6 amount to finding a perfect matching, and steps 7 and 8 amount to finding an Eulerian tour, both in a graph with O(n) vertices. These steps can be executed in time O(n 3 ) using standard algorithms. As for step 4, observe that the values of m(·) and v(·) over all pairs in C sum to |P ∩ B| ≤ n, so we need to consider at most n |C| 2 ways of distributing a value of at most n into the integer values of m and v. Multiplying, and using a standard bound on the binomial coefficient, we obtain that the running time is at most O(n |C| 2 +3+2 ) O n (75d/ε 2 ) d .
Note. The restrictions on m(·) and v(·) in step 4 can be strengthened, resulting in a smaller number of iterations (and thus better running time). For instance, since each virtual edge corresponds to a hop via a point outside of B, we could require the values of v(·) to sum to |P \ B|. We ignore such technicalities, as they do not affect the correctness of Algorithm A -in the case of wrong values, we get the No output in some of the later steps.
The main result: an EPTAS
In this section we strengthen the result of § 2 and prove Theorem 1.
Let D be a doubling space with metric d(·), and let d denote the doubling dimension of D. Let P be a set of n points in D. Suppose we are given a threshold value > 0, together with a precision parameter ε > 0. Given these inputs, we seek an approximation for the decision version of MSTSP: With running time polynomial in n, our algorithm returns "yes" if a tour of P exists with scatter at least , and returns "no" if there is no tour of P with scatter at least (1 − ε). If neither of the two conditions hold, the algorithm is allowed to return "yes" or "no" arbitrarily. Since the optimum value of an MSTSP instance can only take one of the n 2 possible distances, we can turn an approximation of the above kind into an approximation for the optimization problem with a simple binary search, at the cost of a (log n)-factor in the running time. In the following, we focus only on the decision problem.
We start by presenting the main tools that we use in our algorithm. The following two graph-theoretic results are well-known (see e. g., [8] ). Dirac's theorem (Lemma 3) was also used by Arkin et al. to get a 0.5-approximation for metric MSTSP. The Bondy-Chvátal theorem (Lemma 4, [9] ) is a generalization of Lemma 3. The classical proofs of both results are implicitly algorithmic.
Lemma 3 (Dirac's theorem).
A graph G with n vertices has a Hamiltonian cycle if the degree of every vertex in G is at least n 2 . Furthermore, in such a case, a Hamiltonian cycle can be found in O(n 2 ) time.
Lemma 4 (Bondy-Chvátal theorem). Let G = G 0 be a graph with n vertices, and let G 1 , . . . , G k be a sequence of graphs. For all i, the graph G i is obtained from G i−1 by adding an edge between some pair of vertices whose total degree in G i−1 is at least n. The graph G k is Hamiltonian if and only if G is Hamiltonian. Furthermore, given G k and a Hamiltonian cycle of G k , a Hamiltonian cycle of G can be found in O(n 3 ) time.
Let G P denote the graph over P containing all edges with length at least , similarly as in § 3. Observe that if the condition of Dirac's theorem (Lemma 3) holds for G P , then we are done. In the following, we assume that this is not the case. Hence, there is a vertex in G P whose degree is less than n 2 . In other words, there is a point p ∈ P , such that |B p ∩ P | > n 2 , where B p is the open ball of radius with center p. Let us fix p to be such a point, and let B p and B p denote the open balls of radius , resp. 2 with center p. We make a simple structural observation similar to Lemma 1.
Lemma 5. Suppose a tour T of P with scatter at least exists. Then there exists a tour T of P with scatter at least , such that for every pair x, y ∈ P of neighboring points in T , at least one of x and y is contained in B p .
Proof. Suppose this is not the case. Since B p contains more than half of the points in P , it has to contain at least one edge of T entirely. Let {z, t} be such an edge. Since both x and y are outside of B p we have d(x, t), d(x, z), d(y, t), d(y, z) ≥ . Thus, we can replace the edges {x, y} and {z, t} in T , with either {x, z} and {y, t}, or {x, t} and {y, z}, depending on the ordering of the points in T . We obtain another tour with scatter at least , that no longer contains the edge {x, y}. We proceed in the same way until we have removed all edges with both endpoints outside of B p . See Fig. 3 for an illustration.
The next tool we use is an efficient algorithm for the many-visits variant of TSP, found in 1984 by Cosmadakis and Papadimitriou [12] . We state the result in the following variant.
Lemma 6 (Many-visits TSP). Given a graph G with vertices v 1 , . . . , v k , and integers n 1 , . . . , n k > 0, there is an algorithm CP that finds a tour of G that visits vertex v i exactly n i times, for all i, or reports that no such tour exists.
The running time of algorithm CP is O n + k 3 · log n + 2 O(k log k) , where n = n i .
Lemma 6 is shown by Cosmadakis and Papadimitriou in the variant where G is the complete graph, and for arbitrary given edge-weights the shortest tour is to be found (respecting the given multiplicities n i ). To obtain the statement in Lemma 6 it is sufficient to choose suitable edge-weights, e. g., the values 1 and 2 for wanted, resp. unwanted edges. We then need to check whether the length of the shortest tour is at most n i , i. e., whether a tour exists that uses only weight-one edges.
In its original form, algorithm CP returns only the multiplicities of edges in the solution, not the tour itself. We can find a tour with the obtained edge-multiplicities by computing an Eulerian tour, with running time O n i . We refer to [12] for more precise bounds on the running time.
Finally, we replace the grid-cover used in § 2 by an ε-net with stronger properties. Consider a set of points in D. We call a point set R P in D an ε-net of P , if the balls of radius ε centered at the points in R P cover P . Given an ε-net R P of P , we define a function f (·) that maps every point in P to the nearest point in R P . We state the following.
Lemma 7.
Given an open ball B of radius in in D, δ > 0, and a point set P ⊂ B, we can find a δ-net R of P , in deterministic O(|P | 2 ) time, with the following properties.
(
Proof. Part (i) follows from the definition of a δ-net. We construct R greedily by repeatedly picking an unmarked point in P , adding it to R, and marking it, together with all points in P that are at distance at most δ from the picked point, until all points in P are marked. We observe that the balls of radius δ/2 centered at the points in R are disjoint and contained in a ball of radius + δ/2. By the fact that the size of a packing is at most the size of the minimum cover, and observing that 2 /δ + 1 d balls of radius δ/2 can cover an arbitrary ball of radius + δ/2, we obtain the bound of part (ii). In the last step we repeatedly apply the bound from the definition of a metric space with doubling dimension d, and we assume for simplicity that 2 /δ + 1 is a power of two.
We are ready to present the algorithm. Consider a set P of points in D, a threshold value , and a precision parameter ε > 0. We solve the approximate decision problem described above. Recall that G P is the graph over P , containing the edges with length at least .
Call a point p ∈ P low-degree, if |B p ∩ P | > n 2 , where B p = B 1 is the open ball of radius with center p. If no such point exists, we are done, by Lemma 3. Let B 2 be an open ball of radius 2 with a low-degree point p at its center. Observe that all low-degree points are contained in B 2 . Suppose otherwise that there is a low-degree point q outside of B 2 . Then the balls B p and B q are disjoint and contain more than n points in total, a contradiction. (A stronger bound on the radius of B 2 can be shown, as a function of d, but the value of 2 is sufficient for our purposes.) Let B 3 denote the open ball of radius 3 having the same center as B 2 .
Algorithm B uses a similar rounding approach as algorithm A. We first sketch the main idea, then present the details of the algorithm.
We wish to find a tour of P (i. e., a Hamiltonian cycle of G P ). Given B 2 and B 3 as described above, and using Lemma 4, we can augment G P with all edges among points outside B 2 (since these are all high-degree points). Furthermore, observe that every edge between a point outside B 3 and a point inside B 2 is already present (since the distance between such points is at least ). Thus, every point outside of B 3 can be assumed to be connected to every point in P . We can therefore collapse every point in P \ B 3 to a single "virtual point" and only focus on the portion of the tour that falls inside B 3 .
Similarly to algorithm A, we can round points inside B 3 to grid points (in this case, to a δ-net). Since we no longer have the issue of hops from algorithm A, the problem that remains to be solved is simply the many-visits TSP described in Lemma 6.
Algorithm B (EPTAS).
Input: Set P of n points in D, a threshold , and a precision parameter ε > 0. Output: Yes, if P admits a tour with scatter at least , and No if P does not admit a tour with scatter at least (1 − ε).
1. Let δ = ε /2. 2. Find a low-degree point p ∈ P , and let B 2 resp. B 3 be the open balls with center p and radius 2 resp. 3 . If no such p exists, output Yes. 3. Find the δ-net R of P ∩ B 3 by the algorithm of Lemma 7, and let f : (P ∩ B 3 ) → R map points to their nearest point in R. For each v ∈ R, compute the sets
-for all u ∈ R add edge {q, u} to E(G ). 5. Let n v = |f −1 (v)| for every v ∈ R, and let n q = n − |P ∩ B 3 |. 6. Using algorithm CP (Lemma 6), find a many-visits tour Q of G with multiplicities n v for every v ∈ V (G ); if there is none, output No. 7. Transform Q into a tour T of P , by replacing multiple occurrences of every point v ∈ R with the points in f −1 (v) in arbitrary order, and by replacing occurrences of q with the points in P \ B 3 in arbitrary order. 8. Transform T into a tour of G P by the algorithm of Lemma 4. 9. Output Yes.
Correctness. Again, we show two claims: (1) if algorithm B outputs Yes, then there is a tour of P with scatter at least (1 − ε), and (2) if there is a tour of P with scatter at least , then algorithm B outputs Yes.
(1) If we obtain Yes in step 2, then by Lemma 3 there is a tour of P with scatter at least . Suppose that we obtain Yes in step 9 and thus steps 1-8 execute successfully. Let G P be the graph over P with all edges with length at least (1 − ε). We wish to show that G P is Hamiltonian. Since step 6 succeeds, a many-visits tour of the graph G constructed in step 4 is found. Since the number of visits in each vertex equals the number of points from P mapped to that vertex, in step 7 we successfully recover a tour T of P .
We wish to show that tour T is a Hamiltonian tour of some graph G * P that can be obtained from G P by repeatedly connecting pairs of vertices whose sum of degrees is at least n (see Lemma 4) . Then, the existence of a Hamiltonian cycle in G P follows by Lemma 4 from the existence of a Hamiltonian cycle in G * P . In T there are two types of edges: (a) edges between points inside of B 3 , and (b) edges between a point inside B 3 and a point outside of B 3 . Observe that there are no edges between two points outside of B 3 , since all points outside of B 3 were mapped to the same vertex q, and we had no self-edges in G . Consider an arbitrary edge {x, y} of T . We need to show that d(x, y) ≥ (1 − ε). Suppose that {x, y} is of type (a). By the construction of G it follows that d(f (x), f (y)) ≥ , and by Lemma 7(i) it follows that d(x, y) ≥ − 2δ = (1 − ε). Suppose now that {x, y} is of type (b), and x / ∈ B 3 . If y ∈ B 2 , then clearly d(x, y) ≥ . Otherwise, if y / ∈ B 2 , then both x and y are high-degree points (since B 2 contains all low-degree points), and thus the sum of their degrees in G P is at least n, therefore G P can safely be augmented with the edge {x, y}, without affecting its Hamiltonicity.
(2) Suppose there exists a tour T * of P with scatter at least (i. e., a Hamiltonian cycle of G P ). If there is no low-degree point, step 2 correctly outputs Yes. Otherwise B 2 is centered at a low-degree point and therefore we can assume that T * has the hop-structure described in Lemma 5 with respect to B 2 . In words, there are no edges of T * with both endpoints outside of B 2 . Then, it is easy to check that in steps 3,4 and 5, f (·) maps T * to a many-visits TSP of the constructed graph G , matching the required multiplicities. Therefore, step 6 succeeds.
Step 7 always succeeds, but the resulting tour T may not be the same as T * . In particular, T might have short edges that are not contained in G P , nonetheless, they are contained in an augmentation of G P as described in part (1), therefore step 8 succeeds.
Running time. The costs of step 6 and step 8 dominate the overall running time. The running time of these steps can be bounded using Lemma 6, respectively Lemma 4, obtaining the total running time O(n 3 + 2 O(k log k) + k 3 · log n), where k = |R|. Using Lemma 7(ii), we obtain k ≤ 
Hardness in high-dimensional Euclidean spaces
Trevisan [34] showed that the standard TSP is APX-hard in the log n-dimensional space R log n , where the distances are computed with respect to an arbitrary p norm. The main ingredient of his proof is an embedding of graphs with edge costs in {1, 2} into R log n . The embedding is done by assigning binary vectors as labels to the vertices, such that the Hamming distance between two vertex-labels is D 1 if the edge between the respective vertices has cost one, and D 2 otherwise. The values of D 1 and D 2 differ by a constant factor. The proof relies on the fact that there is a value B 0 such that TSP with edge costs {1, 2} is APX-hard, even if each vertex is incident to at most B 0 cost-one edges.
The natural idea to adapt Trevisan's result to MSTSP is to invert the graph: each edge of cost one becomes an edge of cost two and vice versa. In the new graph, however, the previously used encoding of vertices is not suitable anymore. Instead of decreasing the Hamming distance of vectors in the case of cost-one edges, now we have to increase the Hamming distance in case of cost-two edges. Our proof uses the general outline of Trevisan's result, but differs in certain details.
We first show the hardness of approximating MSTSP in O(2 n )-dimensional Hamming spaces. The nature of MSTSP allows us to use a gap-introducing reduction instead of an approximationpreserving reduction. Akiyama et al. [1] showed that it is NP-hard to decide whether a bipartite 3-regular graph has a Hamiltonian cycle. Given such a graph, we associate with each vertex a vector from {0, 1} 3·2 n , and consider the edge costs to be the Hamming distance between vertices (i. e., the number of positions where the two vectors are distinct).
For the reduction we use first-order Reed-Muller codes and their complements. A first-order Reed-Muller code H n ⊂ {0, 1} 2 n is a set of n vectors of length 2 n such that the pairwise Hamming distance of two code-words is exactly 2 n /2. The complementū of a code-word u is 1 2 n − u, i. e., we invert each entry of u. Note that the Hamming distance of u andū is 2 n , but for all u ∈ H n , u = u, the Hamming distance ofū and u is 2 n /2. LetH n be the code that for each vector u ∈ H n contains the vectorū.
Let G be a bipartite 3-regular graph with n vertices. It is well-known that such a graph has a 3-edge coloring that can be found efficiently. Consider such an edge-coloring. We fix an ordering of the edges of G of the same color, and refer to the kth edge of color i for 1 ≤ k ≤ n and 1 ≤ i ≤ 3.
To each vertex of G we assign a binary vector of length 3 · 2 n . The first 2 n entries belong to the first color, the second 2 n entries to the second color, and the third 2 n entries to the third color.
Let e = {u, v} be the kth edge of color i. Then we set the ith 2 n entries of u to the kth code-word a of H n , and we set the ith 2 n entries of v toā. It does not matter which of the two vertices obtains which of the two code-words. Lemma 8. Let u, v be two vertices of G, and let d H be the Hamming distance between the vertices (i. e., 3 · 2 n -vectors).
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Proof. If e = {u, v} ∈ E(G), there is a k and an i such that e is the kth edge of color i, and therefore all of the ith 2 n entries of u and v disagree. For the two remaining colors, there is no edge between u and v, and therefore each of the two remaining pairs of vectors disagree in exactly 2 n /2 entries: All code-words are from H n orH n , and none of the two pairs has complementary code-words. If {u, v} / ∈ E(G), then the Hamming distance between each pair of vectors is exactly 2 n /2 and thus the overall distance is 3 · 2 n /2.
The lemma implies that it is NP-hard to obtain a (3/4 + ε)-approximation for MSTSP in 3 · 2 n -dimensional Hamming metrics. Suppose otherwise that a polynomial-time algorithm A can compute such an approximation. Then, given a hard instance G, and the vertex-labeling described above, we conclude that G is Hamiltonian if and only if it admits a tour with scatter 2 n+1 (w.r.t. the Hamming-distances between vertex-labels). If there is no such tour, then the optimal MSTSP solution has value 3 · 2 n /2 < (3/4 + ε) · 2 n+1 . We can therefore use A to decide the Hamiltonicity of G in polynomial time.
We still have the problem that the dimension 3 · 2 n is too large. To obtain a suitable embedding, we have to accept a small error. We say that an embedding f : V × V → {0, 1} k is (k, Lemma 9 (Naor and Naor [28] , Trevisan [34] ). For every ε > 0 and positive integer n there is a collection C n,ε ⊆ {0, 1} k(n,ε) such that |C n,ε | = n, k(n, ε) = O((log n)/poly(1/ε)), and for each pair of two elements u, v ∈ C n,ε we have k(n, ε)(1/2 − ε) ≤ d H (u, v) ≤ k(n, ε)(1/2 + ε). Furthermore, there is a procedure that computes C n,ε in poly(n, 1/ε) time.
Observe that inverting a code-word only changes the sign of the error. We can therefore apply the previous results with respect to the smaller code-words and obtain the following.
Lemma 10. Let G be a complete n-vertex graph with edge costs in {1, 2} such that the induced subgraph of the cost-two edges is bipartite and 3-regular. There is a polynomial-time algorithm that, for an arbitrary γ > 0, finds a (k, 3D/2, 2D, γ)-good embedding of V (G), where k = O log(3n)/γ 2 and D = k/2.
Theorem 4.
There is a constant c such that it is NP-hard to obtain a (3/4) 1/p -approximate solution to MSTSP in R d for d ≥ c log n and distances according to the p norm.
Theorem 4 follows from the previous discussion and using that for u, v ∈ {0, 1} n , d p (u, v) = d H (u, v) 1/p , where d p is the distance according to p -norm. Note that {0, 1} n ⊆ R n and we can interpret u and v as vectors in the Euclidean space.
For large d, the running time of algorithm B is dominated by the term 2 K log K , where K = (13/ε) d . The APX-hardness in the c log n-dimensional Euclidean space shows that, except for minor terms, according to our current knowledge, this running time cannot be improved with respect to d: An approximation scheme with running time 2 2 oε(d) would imply that we can solve the Hamiltonian cycle problem in bipartite 3-regular graphs in time 2 o(n) . We observe that the reduction from 3-SAT to Hamiltonian cycle in the target class of graphs increases the parameters only linearly, therefore it preserves subexponential time. (We refer to the hardness proof in [1] , and the additional details in [17] . We remark, that, since we do not require planarity, the step of removing crossings is not required.) Hence, the existence of such an approximation scheme would contradict the exponential time hypothesis (ETH) [21] and Theorem 2 follows.
We leave open the question of whether the dependence on ε can be improved, and whether there exist more efficient approximation schemes specifically tailored to the low-dimensional case.
