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FODOR’S LEMMA CAN FAIL EVERYWHERE
ASAF KARAGILA
Abstract. We show that it is equiconsistent with ZF that Fodor’s lemma
fails everywhere, and furthermore that the club filter on every regular cardinal
is not even σ-complete. Moreover, these failures can be controlled in a very
precise manner.
1. Introduction
Closed and unbounded sets (clubs) and stationary sets are central to modern set
theory. They give us a good notion of how ubiquitous is some property, or how large
is a set. One lemma which is more central than others is Fodor’s lemma, which
to some extent can be seen as a generalization of the pigeonhole principle, which
asserts that if κ is a regular uncountable cardinal and f : κ→ κ satisfies f(α) < α
for all α > 0, then f is constant on a set of size κ (which is also stationary). The
fact that the proof of Fodor’s lemma requires us to use the axiom of choice is not
the least surprising, but it is curious nonetheless. This is an unwritten corollary
in [1] where Eilon Bilinsky and Moti Gitik construct a model where a measurable
cardinal has no normal measures. Here we take a different approach to the problem,
and get that an arbitrary regular cardinal can be without normal filters, as well as
global generalizations of this.
In this work we investigate some abstract properties related to Fodor’s lemma
and show that they can fail without choice, and they can hold with even the axiom
of countable choice failing. Starting with any model V of ZFC+GCH, we construct
a model of ZF with the same cofinalities as V , in which Fodor’s lemma fails for
any prescribed class of regular cardinals. Moreover, in this extension we can also
control the completeness of the club filters of every regular cardinal. It is worth
pointing out explicitly that these assumptions mean that every successor cardinal
is regular. This is worth noting, as any universal statement about Fodor’s lemma
and club filters will vacuously hold true in Gitik’s infamous model, constructed in
[3], where all limit ordinals have countable cofinality. So our proofs have substance
to them, and they do not require any large cardinals.
1.1. The structure of this paper. Section 2 covers the basics of symmetric ex-
tensions, which is the main tool used to create models where the axiom of choice
fails; section 3 includes some proofs in ZF about Fodor’s lemma and the complete-
ness of the club filter; and in sections 4 and 5 we construct the models, first a
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localized failure at a single regular cardinal and then two methods are outlined to
construct models of global failure.
2. Some preliminaries
In this work a notion of forcing is a preordered set with a maximum element
denoted by 1. If P is a notion of forcing and p, q ∈ P, we say that q is stronger than
p if q ≤ p, alternatively we might say that q extends p. If P is a forcing, we will
always use x˙ to denote a P-name, and xˇ to denote the canonical name for x in the
ground model. We follow the convention that κ-distributive and κ-closed refer to
relevant sequences shorter than κ having lower bounds.
Given an ordinal λ we denote by ACλ the statement that whenever {Aα | α < λ}
is a family of non-empty sets, there is a function such that f(α) ∈ Aα for all α < λ.
We shall denote by DCλ the statement that whenever T is a tree of height ≤ λ
which is λ-closed and has no maximal nodes, then there is a cofinal branch in T . In
both cases we write AC<λ and DC<λ to abbreviate (∀κ < λ)ACκ and (∀κ < λ)DCκ
respectively. More on the connection between the two statements can be found in
[5, Th. 8.1].
Symmetric extensions are inner models of generic extensions where the axiom of
choice can fail. Let us review the basic definitions related to symmetric extensions.
Suppose that P is a forcing notion and π is an automorphism of P, then π extends
to a permutation of the P-names by recursion on the rank of x˙:
πx˙ = {〈πp, πy˙〉 | 〈p, y˙〉 ∈ x˙}.
Suppose that G ≤ Aut(P) is an automorphism group of P, we denote by symG (x˙)
the group {π ∈ G | πx˙ = x˙}. We say that G witnesses the homogeneity of P if
whenever p, q ∈ P there is some π ∈ G such that πp is compatible with q. P is
weakly homogeneous when Aut(P) witnesses the homogeneity of P.
We say that F is a filter of subgroups over G if it is a filter with respect to the
lattice of subgroups of G . Namely, we take a filter (in the usual sense) of subsets
of G and consider the groups generated by each set in the filter. We say that F is
normal if it is closed under conjugation, so if H ∈ F and π ∈ G , then πHπ−1 ∈ F
as well.1 A symmetric system is 〈P,G ,F 〉 such that G is a group of automorphisms
of P and F is a normal filter of subgroups over G .
We say that a P-name x˙ is F -symmetric if symG (x˙) ∈ F ; and we say that x˙
is hereditarily F -symmetric if in addition to being F -symmetric, every y˙ which
appears in x˙ is already hereditarily F -symmetric. We will denote by HSF the class
of all hereditarily F -symmetric names. And from this point on we shall omit G
and F when they are clear from context.
Lemma 2.1 (The Symmetry Lemma). Suppose that π ∈ Aut(P) then for every
p, x˙ and ϕ,
p  ϕ(x˙) ⇐⇒ πp  ϕ(πx˙). 
Theorem 2.2. Suppose that 〈P,G ,F 〉 is a symmetric system and G is a V -generic
filter for P. Then M = HSG = {x˙G | x˙ ∈ HS} is a transitive class of V [G] satisfying
ZF and V ⊆M . 
1We are aware of the unfortunate overlap of the term “normal filter”. The terminology, however,
is standard in the context of symmetric extensions, as evident in [5]. It will always be clear when
we refer to this notion of normality.
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The model M in the above theorem is called a symmetric extension of V . The
proof of the above statements, as well a much more detailed discussion of symmetric
extensions can be found in [5]. We will also take products of symmetric systems,
by this we mean that we take some type of product of the forcings, and using the
same support we take products of the automorphism groups, and these act on the
product forcing pointwise.
We will also need the following general fact, whose proof is due to Yair Hayut.
Lemma 2.3. Let κ be a regular cardinal. Suppose that P has κ-c.c. and Q is a
κ-distributive forcing such that Q “Pˇ has κˇ-c.c.”. Then P “Qˇ is κ-distributive”.
Proof. Let A˙ be a P×Q-name for a set of ordinals such that P×Q |A˙| < κˇ. Let G
be a V -generic filter for Q, working in V [G] we still have that P has κ-c.c. and κ is
still a regular cardinal. Let A˙G denote the P-name obtained from A˙ and G; there
is some P-name B˙ such that |B˙| < κ and P A˙
G = B˙. Using the fact that Q is
κ-distributive we obtain that B˙ ∈ V , and therefore there is some q ∈ G such that
(1P, q) P×Q A˙ = B˙. Thus, every name for a set of ordinals smaller than κ can be
realized as a P-name in V already, so P “Qˇ is κ-distributive” as wanted. 
3. The Fodor property and some theorems in ZF
Theorem 3.1. Suppose that λ is an uncountable regular cardinal, {Sα | α < µ} is
a sequence of clubs of λ. If µ < λ, then
⋂
{Sα | α < µ} is a club; and if µ = λ then
the diagonal intersection △{Sα | α < µ} is a club.
Proof. The usual proof in ZFC can be repeated, or we can use an absoluteness trick.
First note that S = {〈α, β〉 | β ∈ Sα} ⊆ L, and therefore in L[S] ⊆ V we have the
sequence of the clubs; λ is a regular cardinal; and the axiom of choice holds true.
Therefore the intersection (or diagonal intersection) is a club in L[S]. Being closed
and unbounded in λ is absolute between transitive models, and therefore the same
holds in V . 
Definition 3.2. Let λ be an uncountable regular cardinal and µ ≤ λ. We say that
λ has the (λ, µ)-Fodor property if whenever S ⊆ λ is a stationary set and f : S → λ
is a regressive function with range of cardinality ≤ µ, there is some α such that
f−1({α}) is stationary.
Theorem 3.3. Let λ be an uncountable regular cardinal. The following are equiv-
alent for any µ < λ:
(1) λ has the (λ, µ)-Fodor property.
(2) The club filter of λ is µ+-complete.
Furthermore, if µ = λ, then (λ, λ)-Fodor property holds if and only if the club
filter of λ is closed under diagonal intersection of λ-sequences, i.e. the club filter is
normal.
Proof. Assume µ < λ and the (λ, µ)-Fodor property holds for λ. Let {Sα | α < µ}
be such that each Sα contains a club. If S =
⋂
{Sα | α < µ} does not contain a
club, then T = λ \ S is stationary. Define a function f on T \ µ, f(ξ) = α if and
only if α is the least such that ξ /∈ Sα. Clearly f is regressive on a stationary set,
so there is some α such that f−1({α}) is stationary. But then f−1({α})∩ Sα = ∅,
which is impossible since Sα contains a club. Therefore T must be non-stationary,
so S contains a club.
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In the other direction, suppose that f : S → λ is a regressive function with
range of cardinality ≤ µ. We may assume that rng(f) ⊆ µ by composing with
a suitable bijection. If there is no α < µ such that f−1({α}) is stationary, then
Tα = λ \ f
−1({α}) contains a club for all α, and therefore T =
⋂
{Tα | α < µ}
contains a club. But this is impossible as for ξ ∈ S ∩ T it follows that f(ξ) is
undefined, and such ξ exists because S is stationary.
For the case that µ = λ the same proof works, replacing the intersection by a
diagonal intersection where needed. 
Theorem 3.4. Assume that λ is an uncountable regular cardinal, and µ ≤ λ is
regular such that ACµ holds. Then the (λ, µ)-Fodor property holds.
Proof. By the previous theorem, it is enough to prove that the club filter is µ+-
complete, or closed under diagonal intersections. And indeed, if {Sα | α < µ} is
such that Sα contains a club for each α, then by ACµ we can choose such club Tα, for
every α. The (diagonal) intersection of the Tα’s witnesses the wanted closure. 
Theorem 3.5. The statement “For every uncountable regular λ, the (λ, λ)-Fodor
property holds” does not imply ACω.
Proof. Gitik has proved the consistency of “every limit ordinal has cofinality ω” in
[3]. In such model, the statement holds vacuously. However this is a serious cop
out from an actual proof, so we will instead provide an outline of the consistency
of “For every uncountable regular λ, the (λ, λ)-Fodor property holds” along with
“Every successor cardinal is regular” and the failure of ACω.
Suppose that V is a model of ZFC and V [G] is a generic extension of V obtained
by adding Cohen reals. If M is a model of ZF which lies between V and V [G], then
M , V and V [G] agree on cofinality of the ordinals, and therefore agree on which
ordinals are cardinals. In particular every successor cardinal in M is regular there.
Suppose now that λ is regular and uncountable, and {Sα | α < λ} ∈ M is a
family of sets which contain clubs. Then ~S = {〈α, β〉 | β ∈ Sα} is a subset of V .
It follows that V [S] is a model of ZFC between V and V [G], and all three models
agree on the notion of clubs because Cohen forcing is c.c.c. Therefore the diagonal
intersection of the Sα’s, which lie in V [S] contains a club there, which is also in M .
Therefore (λ, λ)-Fodor holds.
The models which lie between V and even an extension by a single Cohen real
are many. And there are plenty of which where ACω fails. For example, Cohen’s
first model, which is the standard model in which the reals cannot be well-ordered
(details can be found in [5, §5.3]). 
4. Destroying the completeness of the club filter at κ
In [1] Eilon Bilinsky and Moti Gitik constructed a model in which a measurable
cardinal carries no normal measures. The paper begins by constructing a model
in which the formerly-measurable cardinal carries no normal filters at all. In such
model, of course, the Fodor property fails for that cardinal. The approached taken
there is suited for inaccessible cardinals. Here consider a slightly different approach
which is somewhat more flexible, and can be later used for the global failure.
Let κ be an uncountable regular cardinal, and suppose that µ ≤ κ is a regular
cardinal. We will construct a model in which the (κ, µ)-Fodor property fails, but
DC<µ holds.
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Lemma 4.1. Suppose that λ is regular and S ⊆ λ is a stationary set. Let Club(S)
be the forcing for shooting a club through S using closed and bounded subsets of S
as conditions. Then Club(S) is weakly homogeneous.
Proof. By [4, §3.5, Th. 1] it suffices to show that if G is V -generic for Club(S), then
for every p ∈ Club(S) there is some V -generic H with p ∈ H and V [G] = V [H ].
This is trivial, since if G is the generic club, we can change any bounded part of G to
accommodate any condition as an initial segment while preserving V -genericity. 
Our forcing is given by a two-step iteration. The first step is to add a Cohen
subset to κ, considering this subset as a function from κ to µ, this gives us a
sequence of µ stationary sets, Sα, with an empty intersection. We will shoot clubs
into each of these stationary sets by taking a <µ-support product of Club(Sα). We
will argue that we have sufficient closure to ensure that DC<µ holds, but while each
Sα contains a club, their intersection is empty.
Let Q0 be the forcing whose conditions are partial functions p : κ→ µ with dom p
bounded, ordered by inverse inclusion. We will denote by g the generic function
added by Q0 and g˙ will be its canonical name. Denote by Sα the set g
−1([α, µ)),
then by easy density arguments Sα is fat for every α < µ. Denote by Q1,α the
forcing Club(Sα), and Q1 is the <µ-support product
∏
α<µQ1,α. If E ⊆ µ, we will
write Q1 ↾ E to denote the restriction of the product to
∏
α∈E Q1,α, and if q is a
condition in Q1, the restriction q ↾E will denote the projection of q to Q1 ↾E. Note
that if E is bounded in µ, then Q1 ↾ E is in fact a full-support product.
We take P to be the two-step iteration Q0 ∗ Q˙1. Using the technique described
in [7, §3], every name σ˙ for an automorphism of Q1 can be used to define an
automorphism σ of P using the following definition:
σ〈p, q˙〉 = 〈p, σ˙(q˙)〉.2
Our group of automorphisms will be the group of automorphisms induced from
names of automorphisms of Q˙1 which are forced to belong to the <µ-support prod-
uct of the groups Aut(Q1,α). When σ is an automorphism, it will be the one induced
by the name σ˙, and vice versa.
Remark. Note that the conditions of Q˙1 are in fact in V . Therefore we can give
every name of an automorphism a canonical name. Moreover, [7, Prop. 3.10] shows
that if 1 Q0 σ˙ = σ˙
′, then they actually induce the same automorpshim. This
defines an equivalence relation on the set of canonical names, and we can choose
one from each equivalence class if we wish to do so for defining the group in specific
details.
As the theorem above show, each Q1,α is weakly homogeneous. So the product
Q1 is weakly homogeneous. We define F to be the filter of subgroups generated by
fix(E) for E ∈ [µ]<µ, where σ ∈ fix(E) if for every α ∈ E, Q0 σ˙ ↾ Q˙1,α = id. Note
that µ ≤ κ and Q0 is κ-closed, therefore [κ]
<µ is the same in V [g] and in V .
We will prove two lemmas in order to obtain the wanted result.
Lemma 4.2. Suppose that A˙ ∈ HS is a P-name for a set of ordinals. Then there
is some α < µ and A˙′ ∈ HS which is a Q0 ∗ Q˙1 ↾ α-name and 1  A˙ = A˙
′.
2We avoid the integral notation here, since we only use the automorphisms of Q˙1.
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Proof. We can replace A˙ by the name {〈p, ξˇ〉 | p  ξˇ ∈ A˙}, by the Symmetry
Lemma both are stable under the same automorphisms, so we may assume that
every name which appears in A˙ is of the form ξˇ for some ordinal ξ. Let E ∈ [µ]<µ
such that fix(E) ≤ sym(A˙). Suppose that 〈p, q˙〉  ξˇ ∈ A˙, then by homogeneity we
get that for every 〈p, q˙′〉 with p  q˙′ ≤Q1 q˙ ↾α, there is some σ˙ such that σ˙ ∈ fix(E)
and σ˙(q˙ ↾ (µ \ E)) is compatible with q˙′. Therefore 〈p, q˙′〉  ξˇ ∈ A˙.
It follows that 〈p, q˙ ↾E〉  ξˇ ∈ A˙. By taking α = supE we get the wanted result.
Namely,  A˙ = {〈〈p, q˙ ↾ α〉, ξˇ〉 | 〈p, q˙〉  ξˇ ∈ A˙}. 
Lemma 4.3. Suppose that α < µ. Then the two step iteration Q0 ∗ Q˙1 ↾ α has a
κ-closed dense subset.
Proof. Let D be the set of conditions of the form 〈p, qˇ〉 ∈ Q0 ∗Q˙1 ↾α such that there
is some γ < κ such for all β < α, max q(β) = γ, and dom p = γ + 1 with p(γ) > α.
Suppose that 〈p′, q˙′〉 is an arbitrary condition, by extending p′ we can find some
condition p ≤Q0 p
′ such that the domain of p is some γ + 1, p(γ) ≥ α and there is
some q′ ∈ V such that γ > max q′(β) for all β < α and p Q0 qˇ
′ = q˙′. Now take q
to be the one-point extensions of each q′(β) by adding γ as a new maximal element.
To see that D is κ-closed, note that if {〈pξ, qˇξ〉 | ξ < η} for some η < κ is a
decreasing sequence of conditions in D. Let γ be the sup dom pξ, which is also
sup
⋃
{qξ(0) | ξ < η} (we can replace 0 by any β < α by the requirement on the
maximal elements of the conditions in q), then taking p =
⋃
{pξ | ξ < η} ∪ {〈γ, α〉}
is a lower bound to all the pξ’s, and taking q(β) =
⋃
{qξ(β) | ξ < η}∪{γ} is a closed
subset of each Sβ for β < α and a lower bound to all the qξ’s, and 〈p, qˇ〉 ∈ D. 
Corollary 4.4. P has dense subset which is µ-closed. 
Let G be a V -generic filter for P and let M = HSG. We will now prove that M
satisfies our desires. Namely, the (κ, µ)-Fodor property fails, while DC<µ holds and
for regular λ 6= κ the (λ, λ)-Fodor property holds.
Theorem 4.5. In M for every α < µ, Sα contains a club, but the intersection⋂
α<µ Sα = ∅. Therefore in M the (κ, µ)-Fodor property fails; DC<µ holds; and
for every regular cardinal λ, if λ 6= κ, then the (λ, λ)-Fodor property holds.
Proof. Each Sα contains a club in M , since E = {α} witnesses that the generic
club for Q1,α is in HS; and
⋂
α<µ Sα = ∅ by the definition of Sα for α < µ. In
the case of µ = κ, we get that Sκ = △α<κ Sα is stationary, since it contains a club
after forcing with P and κ is preserved. However, it is still true that in M , Sκ does
not contain a club, since such a club would have to be added by Q1 ↾ α for some
α < κ, and this is impossible as that would mean that for every Sβ for β > α, we
have added a club at that stage. So the club filter is not normal.
We get DC<µ by [6, Lemma 2.1], since P is µ-closed, and since F is µ-complete.
If λ < κ, then by the fact every set of ordinals was introduced by a κ-closed
subforcing, we did not add any new subsets to λ between V and V [G], and by
the fact that M lies between the two models P(λ) is computed the same in V,M
and V [G]. Therefore the conclusion holds. If λ > κ, then by the fact that P
satisfies κ+-c.c. it follows that if 〈T˙α | α < λ〉
• ∈ HS is a name for a sequence,
and p is a condition such that for every α < λ there is some C˙α ∈ HS such that
p  C˙α ⊆ T˙α is a club, then there is a club Dα ∈ V such that p  Dˇα ⊆ C˙α, which
completes the proof. 
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Remark. Note that in V [G] we collapsed κ to be µ, in the case that µ < κ, as the
fact each Sα contains a club is upwards absolute as well as the fact their intersection
is empty. This is somewhat common in choiceless constructions, where in the outer
model cardinals were collapsed, but in the symmetric extensions we managed to
keep them standing.
5. Failure, failure everywhere!
Let D be a class of regular cardinals and let F be a function defined on D such
that F (κ) is a regular cardinal ≤ κ for all κ ∈ D; and for λ /∈ D, the (λ, λ)-Fodor
property holds. We would like to have that (< F (κ), κ)-Fodor property holds while
the (F (κ), κ)-Fodor property fails for κ ∈ D.
In this section we outline two methods which can be used to construct such
models: Easton products of symmetric systems, and symmetric iterations. The
application of iterated symmetric extensions is presented here as a proof of concept,
suggesting that the method can be applied to other constructions of similar flavor,
where the first method is inapplicable (e.g. Gitik’s model). We present the two
methods, starting with a model V satisfying ZFC + GCH.
One minor problem that occur, however, is that both methods require that the
localized forcing Q0 ∗ Q˙1 outlined in the previous section is κ-closed. This is only
true when µ = κ, namely when we only destroy the normality of the club filter
at κ. We can fix this problem when µ < κ by paying a small price of elegance:
it can no longer be true that the intersection of sets containing clubs is empty.
The modification is as follows: The generic function g : κ → µ of Q0 is now into
µ + 1, and the product of Q˙1 is now the <κ-support product of Club(Sα) for
α < µ. Namely, we shoot clubs into all the stationary sets, except the last one.
The automorphism group is now taken to be the <κ-support product instead of
the <µ-support product; but the filter of subgroups remains the same.
The proof of Lemma 4.2 needs no modifications, and therefore the intersection
of the generic clubs does not enter the symmetric model, so indeed the intersection
of the Sα’s does not contain a club. However it is nevertheless stationary as it
includes Sµ, the last stationary set. What we do gain here is that the iteration is
now κ-closed. So we can now obtain the global results.
5.1. Easton product of symmetric systems. We give a rough outline of the
construction and the arguments, a more detailed account can be found in [6, §4].
For κ ∈ D let 〈Pκ,Gκ,Fκ〉 be the symmetric system from the previous section
for F (κ) = κ, or the modified version for F (κ) < κ, with F (κ) taking the role of
µ. We define P to be the Easton support product of the Pκ, with G defined as
the Easton support product of the Gκ, and F the Easton support product of the
Fκ. Namely π ∈ G is a function with a domain which is a set A ⊆ D, such that
π(κ) ∈ Gκ, and the action of π on P is defined pointwise. We say that ~H ∈ F if ~H
is a function whose domain is a subset A ⊆ D and ~H(κ) ∈ Fκ for all κ ∈ A, and
we say that that π lies in ~H if for every κ ∈ dom ~H , π(κ) ∈ ~H(κ).
We define HS as before. Each Pκ is κ-closed, therefore the Easton product
preserves ZFC in the outer model, thus we can appeal to the standard arguments
that HSG is a transitive class, closed under Go¨del operations and almost universal,
so it is a model of ZF. By arguments similar to [6, §4], with the proofs in the
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previous section it follows that (κ, F (κ))-Fodor fails for all κ ∈ D while the (κ, κ)-
Fodor property holds, for all κ /∈ D. Moreover DC<µ holds, where µ = min rngF .
5.2. Symmetric iterations. The method of symmetric iterations was developed
in [7]. The ideas behind this method, however, relies heavily on the use of a finite
support iteration—or in this case, a finite support product. If we take a class
product with finite support we are bound to add a proper class of Cohen reals,
and we are likely to collapse all the cardinals to be countable. This deprives us
of the arguments based on Go¨del operations—as used in the previous part—that
symmetric extensions satisfy ZF, as these arguments rely heavily on ZF holding in
the outer model. In constructions such as Gitik’s in [3] or Fernengel–Koepke’s recent
work in [2] the authors argue that ZF holds in the resulting model by verifying the
axioms directly from the construction of the model, an approach for which your
miles may vary depending on the complexity of the construction.
Meanwhile, the technique of iterating symmetric extensions offers us a simpler
way, both in terms of thinking about these constructions as iterated constructions,
where we solve a few problems at a time, as well in the existence of a preservation
theorem for particular cases which include some class length iterations and prod-
ucts. The following fact is the application of the preservation theorem to our case.
The details can be found in [7, §9].
Fact 5.1. Suppose that 〈Qα,Gα,Fα | α ∈ Ord〉 is a class of symmetric systems,
let Pα denote the finite support product of these systems for β < α and HSα denote
the hereditarily symmetric names for these products, finally assume that G is a V -
generic for POrd = P. If for all α, Gα witnesses the homogeneity of Qα, and for all η
there is some ρ(η) such that for all α ≥ ρ(η), V [G]η ∩(HSα)
G = V [G]η∩(HSα+1)
G,
then HSG satisfies ZF.3
In other words, under the assumption of homogeneity if we can guarantee for
every η, that at some point no new sets of rank < η will be added, then the final
model will satisfy ZF.
Our current predicament is not as straightforward as to apply this fact directly.
While the forcing Q0 ∗ Q˙1 described in the previous section is weakly homogeneous,
the group of automorphisms we used does not witness that, as no conditions in Q0
are moved by these automorphisms.
We could use automorphisms that move conditions in Q0 as well, but we will
need to ensure that the name for Q1 is preserved. Another option would be to use
a slightly different forcing for Q1 which is more amenable to automorphisms of Q0.
A third option, which we will pursue for the rest of the section is to force with an
Easton product that adds all the Cohen subsets for the Q0’s, and in that model
take the finite support product of the Q1’s.
LetW be the model obtained by forcing with the Easton product of Qκ,0, adding
a Cohen function gκ : κ→ F (κ) over V for κ ∈ D.
In W define Qκ to be Q˙
gκ
κ,1, the forcing as interpreted in V [gκ], for any α /∈ D we
define Qα as the trivial forcing. This gives us, in fact, that the symmetric system
of Pκ from the previous section has a natural interpretation in this model, as the
3This implies that we somehow require ρ to be definable in V , but this is a consequence of the
fact that not adding sets of rank η is something definable from η.
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automorphisms were really just defined on Qκ,1, and it is a weakly homogeneous
system.
Proposition 5.2. For every κ ∈ D, W satisfies that Qκ is a κ-distributive forcing.
Proof. To get from V toW we took an Easton support product of increasingly more
closed forcings. Therefore it is enough to work over W ′ = V [〈gµ | µ ∈ D ∩ κ+ 1〉].
Now, we argue that in fact the definition of Qκ as Q˙
gκ
1,κ, we get that forcing with
Qκ over W
′ is the same as forcing over V with the Easton support product of(∏
µ<κQ0,µ
)
× Pκ. We proved that Pκ is κ-closed. So if [H0 ×H1] is a V -generic
filter for
∏
µ<κQµ×Pκ, such that V [H0] =W
′, we get that V [H0×H1] =W
′[H−1]
and both have the same γ-sequences for all γ < κ. 
Let Rα denote the finite-support product
∏
β<αQβ . Define Gα to be the finite-
support product
∏
β<α Gβ then Gα acts on Rα naturally. Similarly, let Fα be the
normal filter of subgroups on Gα generated by the finite-support product of the
filters Fβ for β < α. Note that if α is a successor cardinal, then |Rα| < α, and
therefore has α-c.c., for an inaccessible cardinal α by a ∆-system argument we get
that Rα will also have the α-.c.c., and in both case this property is preserved after
forcing over W with Qα. Therefore the conditions of the Lemma 2.3 hold, and so
forcing with Rα over W will preserve the distributivity of Qα.
We shall denote by HSα the hereditarily Fα-symmetric Rα-names. So in order
to use the above fact on symmetric iterations, it is enough to prove the pointwise
distributivity condition as stated in the fact. Define ρ(η) to be the least κ ∈ D
such that |Wη| < κ. We prove by induction that for α ≥ ρ(η), if x˙ ∈ HSα+1 and x˙
has rank < η, then x˙ is essentially a name in HSα.
Suppose that x˙ ∈ HSα+1 and x˙ has rank < η. By the fact that Rα does not
change the distributivity of Qα, and Rα+1 |x˙| < αˇ, we get that there is a dense set
of conditions r such that for some x˙r ∈ HSα, r Rα+1 x˙ = x˙r. We can find such r
such that r(α) is fixed by a H group in Fα. It follows that x˙r is preserved by all
the automorphisms in sym(x˙)∩H . So x˙r ∈ HSα+1. However, by the fact that x˙r is
actually an Rα-name, any part of the automorphisms coming from Gα is irrelevant,
so in fact x˙r ∈ HSα as wanted.
6. Flatly stated consistency results
From this work we can conclude the following statements are consistent with
ZF+“every successor cardinal is regular”, relative to the consistency of ZFC.
(1) For every regular cardinal κ, the club filter of κ is σ-incomplete.
(2) For every regular cardinal κ, the club filter of κ is κ-complete, but not nor-
mal. Therefore there are no normal uniform filters on any infinite ordinal.
(3) For every regular cardinal κ, there is a σ-incomplete filter on κ which has
a κ-complete filter base.
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