The basis for the anomalies of water is still mysterious. Quite generally tetrahedrally coordinated systems, also silicon, show similar thermodynamic behavior but lack-like water-a thorough explanation. Proposed models-controversially discussed-explain the anomalies as a remainder of a first-order phase transition between high and low density liquid phases, buried deeply in the "no man's land"-a part of the supercooled liquid region where rapid crystallization prohibits any experimental access. Other explanations doubt the existence of the phase transition and its first-order nature. Here, we provide experimental evidence for the first-orderphase transition in silicon. With ultrashort optical pulses of femtosecond duration we instantaneously heat the electronic system of silicon while the atomic structure as defined by the much heavier nuclear system remains initially unchanged. Only on a picosecond time scale the energy is transferred into the atomic lattice providing the energy to drive the phase transitions. With femtosecond X-ray pulses from FLASH, the free-electron laser at Hamburg, we follow the evolution of the valence electronic structure during this process. As the relevant phases are easily distinguishable in their electronic structure, we track how silicon melts into the lowdensity-liquid phase while a second phase transition into the high-density-liquid phase only occurs after the latent heat for the first-order phase transition has been transferred to the atomic structure. Proving the existence of the liquid-liquid phase transition in silicon, the hypothesized liquid-liquid scenario for water is strongly supported.
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liquid-liquid hypothesis | silicon phases | ultrafast spectroscopy | X-ray spectroscopy W ater exhibits more than sixty anomalous properties (1) , and controversy about the exact physical origin-based in details of the atomic and electronic structure of water-has risen again some years ago (2) (3) (4) (5) . Although molecular dynamics simulations established good agreement with most experiments (6) (7) (8) , new findings suggested that the theoretical models need to be refined to agree with improved experimental datasets (9) (10) (11) (12) (13) (14) . The recent results hinted to a more complex nature of water at standard conditions. In the following years, readjusted theoretical models have been presented (15) (16) (17) . Most of the discrepancies could be solved, but still several concurrent models, partly contradicting each other, are compatible with the present data (18) (19) (20) (21) . Experiments able to decide among the models need to conquer the "no man's land" in water. This area of the phase diagram is inaccessible with equilibrium methods, because water rapidly crystallizes before the transient phases under question appear. The dispute could be solved by either establishing the existence of a critical point in this region, connected to a first-order phase transition between the low-density liquid (LDL) and high-density liquid (HDL) phases, or to rule out the existence of such a phase transition (22, 23) . Therefore, a lot of experimental effort is put into this field, to finally conclude about the physics of water-to understand one of the most abundant and important molecules in nature, that is regarded responsible for enabling life on earth.
Water analogs, sharing many of the anomalous thermodynamic properties, are found in systems that form a tetrahedrally coordinated network in the crystalline phase (24) (25) (26) (27) . This class includes for example many group IV and III-V semiconductors as well as more complex compounds. The tetrahedral arrangement is comparably space consuming and facilitates the anomalous densification upon melting and a wealth of other phases, some of them appearing only transiently (28) . The stable liquid phase has a density higher than the crystal, characteristic for this class of materials and it is accordingly termed HDL. The appearance of the LDL phase-with a density comparable to the crystalline phase-stimulates most controversies and is able to decide among the different models. Also this phase is found in the class of tetrahedral bonding materials (24) . The LDL phase appears only transiently, typically shortly before the system crystallizes when the sample is quickly cooled far enough below the equilibrium crystallization temperature (into the supercooled region) (29) (30) (31) . As the phase behavior, like crystallization and melting, is driven by the structural properties of the bonding among the building blocks-single atoms in silicon or H 2 O molecules in water-the class of tetrahedral bonded materials should commonly exhibit the same phases and phase transitions.
Indeed, we can plot a common phase diagram for this class of materials, as shown in Fig. 1A . Only the exact positions of the transition lines and critical points are depending on the bond strengths among the building blocks that are weaker in water than in silicon. Therefore, in water the equilibrium melting point at ambient pressure is defined to be at 273.15 K, whereas silicon only melts around 1,680 K. In this work, we focus on the question of the nature of the liquid-liquid phase transition in the supercooled region. In Fig. 1A on the right, we tentatively show the relevant part of a phase diagram, common for the transient phases in tetrahedral systems. For water, it is disputed, if the liquid-liquid phase transition exists at all and if the transition line ends in a critical point at positive pressures (8, 15, 17) . In works supporting the critical point scenario for water, it has been proposed that its coordinates are T C ≈ 220 K and P C ≈ 100 MPa (15) , deep in the no man's land. For silicon, the respective values should be T C ≈ 1;100 K and P C ≈ −1 GPa (32) . In this work, we will present a unique method to reach the transient part of the phase diagram, creating the LDL state and analyze the liquidliquid phase transition line in silicon.
Electronic structure calculations showed that the semiconductor crystalline silicon (c-Si) becomes metallic without a band gap in the HDL phase, whereas the LDL phase is semimetallic, with a pseudogap (Fig. 1B) (29, (33) (34) (35) . We will directly use this unique fingerprint to distinguish the metastable phases in our electronic structure measurements.
The dramatic differences in the electronic structure also influence other properties of silicon and become therefore visible in experiments that transiently create the LDL phase by decompression from a highly compressed state (32, 36) , by ion impact (37, 38) or by supercooling from the equilibrium HDL phase (39) before it rapidly crystallizes. Experiments with high laser excitation already hinted on different phases that can be reached in silicon (40) and suggested the transient occurrence of a liquid phase at solid density in another system of the tetrahedral class of matter, InSb (41) . Evolved models have been developed to describe the physical mechanisms in silicon after nonthermal melting (42) (43) (44) (45) (46) (47) (48) (49) (50) (51) (52) . Nevertheless, a direct identification of the involved phases and a straight-forward observation of the liquidliquid phase transition were lacking.
In Fig. 2 , we present how we take snapshots of the electronic structure for c-Si and the LDL and HDL phases. Experimentally, we perform femtosecond time-resolved X-ray emission spectroscopy at the L-edge of optically excited silicon as a function of pump-probe delay between a strong optical pump laser pulse and the soft X-ray probe pulses from FLASH, the free-electron laser at Hamburg. The ultrashort X-ray pulses (around 30 fs long (53)) immediately create vacancies in the core levels of silicon. Those holes decay either nonradiatively (Auger decay) or radiatively (X-ray emission) on a time scale of ≈8 fs (54), i.e., almost instantaneously. In the X-ray emission process the energy difference between the core vacancy and the valence electron filling the hole is used to emit a photon. Therefore, this photon carries the information of the involved valence electronic state. By energy resolving the emitted soft X-ray photons with our soft X-ray spectrometer, we are provided with a detailed map of the energetic structure of the valence electron distribution (54) (see Fig. 3 ).
Comparing our experimental results for the transient electronic structure with the predictions for the characteristic electronic structure of the different phases, we can directly follow how the silicon bonding network evolves from covalent bonding in the semiconducting crystalline state, through an intermediate semimetallic phase into the metallic bonding structure of liquid silicon. This comparison finally proves that we indeed drive the two phase transitions with the optical laser-from the crystalline into the LDL phase and from there on into the HDL state (see also Fig. 4 ). With the following detailed analysis, we will explain, how we further provide evidence for the first-order liquid-liquid phase transition.
Our 3.1 eV (400 nm) optical pump pulse excites valence electrons over the band gap into the conduction band. Those electrons are directly visible as intensity above the band gap in our spectra, that is not present when we probe the system by impinging with the X-rays before the pump pulse arrives (at negative delays between the pump and probe pulses) as can be seen in the overview in Fig. 2B right and especially in Fig. 3A , where we present the same measurement data as in Fig. 2B enlarged to focus on the shorter delay times and the relevant band edge region. The apparent time scale for the occupation of states up to 3.1 eVabove the valence band edge which we can deduce from an analysis of the population of the conduction band is on the order of 1 picosecond (Fig. 3B top) . However, this time scale is given by the cross-correlation of the optical pump and soft X-ray probe pulses and hence limited by the experimental time resolution.
In contrast to the electrons, the ion cores are not directly excited by the pump laser. With the used laser parameters, we therefore create a nonequilibrium state with one electron-hole pair at 25% of the atoms. Such an electron-hole pair density is thermally reached at temperatures far above 7,000 K-far above the boiling point of silicon-but right after the primary excitation the crystalline structure-the arrangement of the atomic cores in the sample-is still unaltered and reflects the room temperature situation. In general for the transient phases where the temperatures of the electronic system and the nuclear lattice are not the same, the lattice structure determines the density of states of the electronic system. The high temperature of the electrons to first order only influences the occupation of these states as given by the Fermi-Dirac distribution function. Hence, we can predict the observed valence electron distribution from multiplying the calculated equilibrium density of states for the different phases with a Fermi-Dirac function for the appropriate electron temperature (this method was applied to derive Fig. 4 ).
In Fig. 1B , we introduced the electronic structures for the different phases of silicon. In this figure it becomes obvious how the closing of the gap in the different phases influences the position of the valence band edge and how the loss of long-range order changes the intensities of the two prominent (L 1 and L 2 )-peaks in the crystalline phase. Valence band edge position and the ratio of the peaks can accordingly be regarded as an indicator for the structural properties of the sample. We quantify these values in Fig. 3 C and D. In Fig. 3C , we give the position of the valence band relative to the core level as extracted from our data by fitting with a predicted line shape after subtracting the signal of the electrons in the conduction band (see the Materials and Methods section for more details). We also show the ratio of the emission strengths of the peaks around 89.5 and 92.5 eV emission energy in Fig. 3D (cf. Fig. 2B for the position and overall intensity of those peaks). An increase in this ratio is related to a loss of order in the crystalline structure.
In the first hundreds of femtoseconds after excitation of the electrons, we observe that the crystalline structure remains unchanged. It takes ð0.6 AE 0.1Þ ps for the electrons to decay into the lower 1 eV of the conduction band above the band gap via scattering processes (Fig. 3B top) (47) . (Errors are given as standard deviations throughout the paper, the time constants are given after appropriately subtracting the temporal resolution.) Electron-electron scattering takes place very quickly, typically on the low femtosecond time scale. The energy that has been dumped into the electronic system by absorption of the laser pulse is redistributed to reach a thermal distribution among the electrons. The scattering between the charge carriers and phonons -fundamental vibrations of the nuclear cores-takes considerably longer, as the nuclear cores are much heavier than the electrons. Therefore, when electron-electron scattering becomes less probable because the excess energy of the electrons in the conduction band is no longer sufficient to create electron-hole pairs, the decay time constant increases to ð1.2 AE 0.1Þ ps (Fig. 3B bottom) , because electrons can only equilibrate into the conduction band minimum with phonon assistance.
The electron-phonon coupling transfers energy from the electrons into the ionic system. The high excitation level of the electronic system often leads to the occupation of nonbonding and antibonding states in the conduction band. A force is exerted onto the nuclear system, destroying the solid state covalent bonding network-the sample melts (42, 44, 48, 52 ). This phase change Demonstration that the three phases of silicon are reached after laser excitation. At specific pump-probe delays, we observe the occupied electronic structure of the crystalline, LDL, and HDL phases of silicon. The observed electronic structure excellently agrees with the calculations performed by Ganesh and Widom (35) , broadened to mimic the experimental resolution, taking the electronic occupation for the extreme electronic temperatures reached in the experiment into account (HDL: 6,200 K, LDL: 6,500 K, crystal before excitation: 300 K, the occupied states are shown hatched in the outlined density of states). We show measured data points as red ovals, whereas black lines are calculations. In the crystalline phase, we observe electrons above the band gap induced by the probe pulse during the 30 fs observation time. In the LDL and HDL phases, this effect only slightly increases the electron temperature.
is manifested in the energy distribution of the valence electrons and becomes visible as a first step in Fig. 3C and D. At the time scale at which the electrons lose energy to the lattice, we observe a shift of the edge of the valence band by ð0.29 AE 0.02Þ eV (Fig. 3C) . The band gap closes partially, representative for a transition to a half-metallic state. Additionally, the peak ratio changes, again on the same time scale (Fig. 3D) . The observed electronic structure agrees perfectly with the theoretical predictions for the LDL state. Hence, we conclude that the sample is transiently transformed into a nonequilibrium state similar to the LDL state (Fig. 4) . Unfortunately, the nonequilibrium nature of this state prohibits the straight forward definition of temperature or pressure. Nevertheless, the structural properties of the LDL phase are observed, whereas the energy in the electronic system is still much higher than represented by the nuclear structure. The energy transfer between those systems still goes on.
Starting only at ð4.2 AE 0.3Þ ps delay, we see an additional shift of the valence band by ð0.17 AE 0.02Þ eV (Fig. 3C) , closing the gap between the valence and conduction bands. This shift coincides with another change in the peak ratio (Fig. 3D) after both stayed constant between 2 and 4 ps pump-probe delay. Here the new electronic structure is evidence for the transition to a metallic state which we identify with the HDL-phase (Fig. 4 ). This transition then takes ð1.5 AE 0.5Þ ps.
The reason for the two-step melting can easily be understood, as the energy transfer into the nuclear system destroys the shortrange order, but does not yet change the density of the sample. Although the electronic and the ionic subsystem exchange their kinetic energy on a subps time scale, quickly aligning the temperature of both systems (42) , this only accounts for the first step of the melting process, the transition to the LDL phase. Melting directly to the HDL phase is kinetically hindered on the ultrafast time scale. The change in density in a macroscopic volume can only take place by the aggregation of silicon atoms and the formation of empty bubbles in between, involving the concerted motion of many atoms over several atomic distances (51) . This bottleneck can only be overcome after enough energy is deposited in the nuclear system and is responsible for the second delayed transition.
We conclude that this second phase transition from the LDL to the HDL state has to be of first order, because the changes in the energetic structure are quite abrupt as compared to the smoothly decaying electrons in the conduction band ( Fig. 3 B and C) . The continuous variation in the electron temperature, manifested in their distribution in the conduction band, suggests that the electrons provide the energy for the first-order phase transition.
From the HDL state, we observe a smooth transition back into the solid state on a 250 ps time scale (Fig. 2B) . During this time, part of the excited volume is ejected due to ablation processes and leaves the interaction region. The sample underneath recrystallizes, so that the spectral distribution reverts back to the situation before laser excitation. Our spectra show no signs of an amorphous fraction in the probed region, that would be distinctly different from the spectra measured on crystals.
In conclusion, we present with our experimental study how the electronic structure of silicon changes after strong laser excitation. By directly showing the two-step transition from the semiconducting through the semimetallic to the metallic state in the valence electrons, we pinpoint the raised questions about the nature of the transient state in silicon. Justifying that the LDL phase is reached via laser excitation, we introduce how silicon melts via the LDL state in a delayed first-order phase transition into the HDL state. We propose that this behavior is common to the class of tetrahedral systems, because the common densification upon melting is the driving force behind this second step and therefore is extendible to water. Our findings prove the liquid-liquid transition hypothesis in a tetrahedral system. Deducing from the thermodynamic and structural similarities, we imply similar behavior in water that will decide among the proposed models to finally understand the anomalies of water.
Additionally, the demonstration of ultrafast time-resolved X-ray emission spectroscopy with laser excitation paves the way to future studies, that potentially reach below 10 fs time resolution and allow to study the full valence band structure (with resonant excitation X-ray emission spectroscopy even allows for band mapping) at selected atomic centers (54, 55) . The demonstrated technique can be used in all aggregate states, on surfaces and interfaces. This method opens a completely unique field to study ultrafast electronic structures of reaction intermediates and transient states in all kinds of matter even in strong, eventually transient, fields with elemental specificity and will therefore provide unique insight not only in material science, as we present here, but also for chemical physics and biological functional analyses.
This technique is ideally suited to be used at the just operational Linear Coherent Light Source at Stanford, United States. The produced photon energies can reach the oxygen K-edge and enable studies directly on water (56) . If the electronic structure of the phases in the no man's land of water shows the same dramatic differences as they do in silicon, a straight forward identification of the much disputed unknown phase behavior will become possible using the methods, we exploited here.
Materials and Methods
Experiment. The experiments have been performed at the plane grating monochromator beamline PG 2 (57, 58) at FLASH (59, 60) . We used the zeroth order of a 200 lines∕mm grating at 85.5°incidence angle to keep the X-ray fluence below 50 mJ∕cm 2 in the focus of the beamline that has been measured to be ð75 μmÞ 2 in size. We established before, that highfluence induced changes to the valence spectra are negligible and affect only slightly the electron temperature as visible in Fig. 4 . We used an undoped hydrogen passivated silicon (100) sample. The electric fields of the pump and probe pulses were oriented along the (110) direction at near normal incidence. We excited the sample with 120 fs pulses at 400 nm wavelength, that we derived by frequency doubling in a nonlinear crystal from the facility's optical parametric amplifier (61) , operated at 800 nm wavelength. In the focus of the optical laser of ð100 μmÞ 2 , we reached intensities of 250 mJ∕cm 2 . The given excitation density of every fourth atom has been calculated assuming a linear absorption length of 215 nm and 50% reflectivity for the impinging laser pulses (62) . Pump and probe pulses were delivered in bursts of 30 pulses at 250 kHz. The bursts were produced repeatedly every 200 ms. Up to the given limit, we corrected the jitter in the arrival time between the bursts with an electro optical sampling setup (63) . The residual Gaussian drift and jitter of 1 ps (full width at half maximum) is subtracted from all quoted times in the text, but remains in the presented graphical data representations. FLASH was operated at a photon energy of 117(1) eV with pulse lengths around 30 fs (53). We monitored the soft X-ray emission with a 300 lines∕mm spherical grating spectrometer (Scienta XES355) in Rowland geometry (55) operated at a resolution of 400 meV in the plane of the electric field. We scanned the delay multiple times over the whole range to ensure that our observations are not correlated with an evolving sample damage. We observed no differences between the scans.
Valence Band Edge. Due to dipole selection rules for radiative decays into the 2p core hole, the spectra mainly reflect s-symmetric states, with an admixture of 10% of p-symmetry (54) . An appropriate superposition of the calculated density of states for the crystalline phase has been convolved with two Gaussians with a width representing the energy resolution, 0.6 eV apart and with an intensity ratio of 2∶1 to represent the spin-orbit split 2p core level. The obtained function is then fitted to the experimental data for each delay with only the total intensity and the edge position as free parameters. The edge position is given relative to the Si 2p 3∕2 state. Errors are one standard deviation from the fit.
Peak Area Ratio. We integrate the emission intensity in two 2.7 eV wide regions around the given peak positions of 89.5 and 92.5 eV and compute their ratio, normalized to the situation in the sample before the pump pulse arrived. We estimate a typical error of 1%.
