In this paper we discuss the design of a novel miniaturized image sensor based on the working principle of insect facet eyes. The main goals are to design an imaging system which captures a large field of view (FOV) and to find a good trade-off between image resolution and sensitivity. To capture a total FOV of 124
INTRODUCTION
Today lots of applications like endoscopy 1, 2 and security cameras require wide field of view (FOV) image sensors.
3
In this paper we discuss the design of a new wide FOV (124 • ) micro-optical imaging system. Except for the wide FOV, it is our goal to design an image sensor with a good trade-of between obtained image quality and sensitivity.
For designing the micro-optical system, we were inspired by nature. Indeed our design is based on nature's insect facet eyes, which also have a very large FOV. Each facet eye is built up out of hundreds to thousands channels, called ommatidia. 4 These capture light, with certain angles of incidence, from the outside world and guide it to the receptor cells. Since these ommatidia are placed on a curved surface these insect facet eyes have a very large FOV. Two types of facet eyes exist: superposition and apposition eyes (Fig. 1) . In superposition eyes, each receptor captures light from several neigboring channels. In apposition eyes, each receptor only receives light from a single channel. The main difference between these two types of facet eyes is the sensitivity which is higher in the superposition eyes. On the other hand, in apposition eyes, the resolution is better. Light that enters a single channel in an apposition eye is guided through the ommatidium and on the receptor cells the light is captured. The angle between the different ommatidia axes is almost equal to the acceptance angle of a single ommatidium. Since the FOV of one channel abuts the field of its neighbor, an overal erect image made up of a mosaic of adjacent FOVs is produced. In superposition eyes the receptor cell is a single sheet, not a combination of several cells in each ommatidium.
5 Each optical part in the ommatidia of the superposition eye redirects a parallel beam of light to form another parallel beam on the same side of the optical axis. There are three possible ways to do this in superposition eyes: a two-lens telescope, a plane mirror and a combination of a curved mirror and a lens. 4 The images from different ommatidia are superimposed to form a single erect image. In the literature there are already several systems described that perform image transfer through separated optical channels of which some are inspired by nature's insect facet eyes.
6-8 Two of these artificial insect facet eyes are fabricated with wafer-scale techniques: the cluster eye and the artificial apposition compound eye (APCO).
6
The cluster eye is inspired by the apposition eye and consists of three micro-lens arrays with different pitch. The optical axes of the different channels are thus tilted with respect to each other. Each of these channels samples a small part of the object and makes an intermediate image on the second lens array. On the detector these intermediate images are then brought together to form one single image. The trade-off between resolution and sensitivity is in this case made by the number of lenses in each micro-lens array. The second system, the APCO, is based on the apposition compound eye, where each channel samples one direction in space. It consists of a microlens array with at the focal length of the lenses, just in front of the detector, a pinhole array with slightly different pitch than the microlens array. The optical axes of the system are pointed outwards. Each of these lenses is thus capturing light with a certain angle of incidence. Every micro-lens is optimized for reduction of aberrations under oblique incidence. 9 Here, the pinhole diameter defines the sensitivity/resolution trade-off. The main restriction of both systems is the FOV because the lenses are not tilted outwards, as is the case in insect facet eyes.
A major diference between the insect facet eyes and the artificial eyes is the shape of the detector which is flat in the artificial case and curved for the insect eyes. From a technological point of view it is more difficult to work with a curved CMOS than with a flat one, although progress has been made in this field. 10 Because of low-cost and robustness we opted to work with a flat CMOS detector without neglecting the goal to have a good image quality and large FOV.
In the design we made, we want to enlarge the FOV of the system with respect to the cluster eye and APCO and find a good resolution/sensitivity trade-off. For the cluster eye and the APCO, the resolution is 3.3LP/
• over a FOV of 33
• by 12
• and 1.6LP/ • over a FOV of 25
• by 25
• respectively. In our design we want to enlarge this FOV up to 124
• and reach a resolution below 1 • . Our design consists of multiple two micro-lens channels, which are tilted with respect to each other and the optical axis to increase the total FOV and to monitor a good resolution/sensitivity trade-off. We chose to use two micro-lenses per channel since this increases the reduction of aberrations and facilitates the alignment. Because the image plane where a CMOS detector will be positioned captures incident light with an angular difference of 1
• , we had to find a good transformation between the incident angles and position of the respective light spots on the image plane.
DESIGN OF THE MICRO-OPTICAL SYSTEM

Design Method
By using 25 separated imaging channels, we want to image the total FOV (which is circular) onto a flat, square detector (which is a square). The detector was divided into 25 zones. There are two spherical coordinates that describe each point in the far field of the image sensor: the angles phi (φ) and theta (θ). Light with a certain predefined angle of incidence is imaged in the center of a certain zone of the CMOS detector. By mapping the desired FOV on circles with a radius equal to the parameter φ, we define these center angles of incidence. For a quarter of the total FOV, we define the center directions by varying θ in three steps for φ=25
• and in five steps for φ=50
• (Fig. 2) . Our goal is to design an optical system that maps these center directions onto the corresponding zones at the detector plane. To sample the complete FOV of 124
• , we allow an overlap of the different angular regions mapped by the separate optical channels. Fig. 3 shows a quarter of this total FOV. We can reconstruct a simple image from the different distorted image regions because there is a direct relation between angle of incidence and position on the detector. Our primary design goal is to image the center directions in the center of the CMOS zones and that light with angles of incidence with an angular difference of 1
• creates point spread functions (PSFs) on the detector that do not overlap.
We have 25 channels, each containing two lenses tilted with respect to each other and the optical axis. The lenses, substrates and pedestals will be fabricated in poly-methyl-methacrylate (pmma) material. Fig. 4 shows channel two together with the rays in the center and at the edges of the desired FOV, traced through the optical system. Tab. 1 gives the dimensions of this channel. There are four free parameters for each lens in a single channel: the radius of curvature (R), the conical factor (C) and the tilt of the lens with respect to the X (T X ) and Y (T Y ) axis. The function of the first lens is to capture the correct part of light from the total FOV and to For both lenses the free parameters were optimized using the following figure of merit. We choose three incident beams: the central direction and two at the edge of the FOV of the considered channel. The sum of the diameters of the PSFs originating from these incident beams is then minimized. The design approach to use tilted micro-lenses improves the modulation transfer function (MTF) because it allows to reduce astigmatism, field curvature and distortion, which are severe for large angles of incidence. To prevent stray-light on the detector, we have to isolate the different optical channels from each other. For this reason, we placed the lenses on pedestals and pointed them towards each other. The second lens functions as the field stop of the optical channel. The system is designed such that light with angles of incidence outside the channel's FOV will not pass through the second lens. To prevent light from outside the sub -FOV to reach the detector, we introduce absorbing tubes connecting the first and second lens of each channel (Fig. 5 ).
Obtained image quality
In Fig. 6 , the final design result illustrating the first and second lens array and absorbing tubes in between is shown.
To investigate the optical quality of the complete system, we modeled it in ASAP, 12 a non-sequential ray tracing software. Optimization of the optical system was also done in ASAP. We define the angular resolution as the smallest angular difference between two incident beams which results in non-overlapping PSFs. We sent light beams with an angular difference of 1
• through the system to check this angular resolution and found that for each of the channels there was no overlap of the PSFs. For channels one, two, four and seven (Fig. 2) , we could even do better and reach an angular resolution of 0.5
• . Fig. 7 shows the light spots on the detector for channel seven. The central spot and the outer spots originating from the incident rays for which the channel was optimized, are shown. The other spots come from incident rays with an angular difference of 1
• . It is clear that all the spots are distinguishable on the detector. The contrast of the image is a more quantitative figure of merit for the image quality. Therefore we simulated the modulation transfer function (MTF). The result in Fig. 8 shows that up to 0.3LP/
• maximum contrast is reached. We attempted to increase the optical throughput of the total system by capturing a relative large FOV for each optical channel. We simulated that 0.3% of the incident light is arriving at the detector plane. Increasing the diameter of the first lens would increase the optical throughput, but decrease the resolution. The same holds when we would reduce the total number of optical channels and increase the FOV for each individual channel. Each channel is designed to capture light from a certain FOV. In the ideal case, these sub -FOVs would together cover the complete FOV without too much overlap. It is very difficult to avoid overlap when we want to cover the complete FOV due to the problem of mapping a spherical angular distribution to a square detector. This means that certain directions will be sampled by more than one pixel of the CMOS detector. Fig. 9 (left) shows the energy distribution on the detector for channels one to nine. We see that the energy distributions obtained by the different optical channels are well separated which shows that there is no stray-light. Furthermore we see that the energy is decreasing towards the outer region of the sub -FOVs due to vignetting. The lower sensitivity for these directions is solved because it are exactly these directions which are sampled by multiple pixels. Fig. 9 (right) shows that increasing the FOV that is sent through each channel causes some overlap between the energy distributions. Figure 9 . Energy distributions for channels one to nine. Left: Only the FOV for which the channel was designed is sent through the system. Right: increased FOVs are sent through the system; there is some overlap between the energy distributions.
A final parameter to define the quality of the system is distortion, which is different for every channel. Fig.10 shows the effect of distortion. A cross-shaped source was imaged through each channel. Every channel deforms this cross in a slightly different way. In channel seven we find the largest distortion, which is equal to 21%. Since we know for each position on the detector from which angle of incidence the light is coming, we can reconstruct the image by use of image reconstruction algorithms.
