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2 Geodesic growth in right-angled and even Coxetergroups
Yago Antol´ın and Laura Ciobanu
Abstract
The objective of this paper is to detect which combinatorial properties
of a regular graph can completely determine the geodesic growth of the
right-angled Coxeter or Artin group this graph defines, and to provide
the first examples of right-angled and even Coxeter groups with the same
geodesic growth series.
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1 Introduction
The geodesic growth function of a group G with respect to a finite generating
set S counts, for each positive integer n, the number of geodesics of length n
starting at 1 in the Cayley graph of G with respect to S. The geodesic growth
series is the formal series that takes the values of the geodesic growth function
as series coefficients (see Definition 2.1).
One of the first beautiful results in this area states that the geodesic growth
series of a hyperbolic group, with respect to any finite generating set, is a ra-
tional function. This follows from the fact that the language of geodesics is
regular [11]. Such behaviour also appears in other important classes of groups:
Artin groups of large ([15]) and spherical ([6]) type, Coxeter groups ([3]), Gar-
side groups over the Garside generators ([8]), or orientable surface groups of
finite genus ([14]), to name just a few. However, unlike standard (spherical)
group growth, geodesic growth is highly sensitive to the generating set. By an
example due to Cannon [17, Remark], there is a group G and generating sets S
and S′ such that G has a regular set of geodesics with respect to S, and non-
regular with respect to S′. More recently, some inroads have been made into
understanding those groups that posses generating sets for which the geodesic
growth is polynomial [4].
The groups that we treat in this paper, right-angled and even Coxeter and
right-angled Artin groups, are known to have a regular language of geodesics,
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and therefore rational geodesic growth series, with respect to the standard gen-
erating sets (see [12] or [3, Theorem 4.8.3], for proofs of these facts).
Our goal here is to give more qualitative information on the geodesic growth.
More precisely, this paper was motivated by the following Question:
Question 1.1. [12, Question 1] Can two different right-angled Artin groups
have the same geodesic growth series?
The answer, stated in Corollaries 3.8 and 3.10, is positive:
Let G1 and G2 be two right-angled Artin or Coxeter groups based on link-
regular graphs that have the same f -polynomial and the same size link for each
clique of a given dimension. Then G1 and G2 have the same geodesic growth
series.
This is one of our main results, and it is proved in Section 3. There we
analyze the automata that recognize the geodesic languages of the two given
groups and make use of their properties to reach the criteria in the hypothesis.
This result and its proof was inspired by an analogous statement for automatic
growth of right-angled Coxeter groups in [13, Theorem 14], where a different def-
inition of link-regularity is used. In Section 4 we prove that the two definitions
of link-regularity are in fact equivalent.
When one sets the additional condition that the graphs that determine the
groups be triangle-free, the result also follows from employing the growth for-
mula for languages defined by ‘forbidden words’, as introduced in [14]. This
line of proof can then be generalized to even Coxeter groups, which is the topic
of Section 6. The rigid chains of forbidden words for triangle-free even Coxeter
groups are described in Lemmas 6.13 and 6.14 and this characterization is used
to obtain the main result of Section 6:
Theorem 6.15. Let (G,S) be an even Coxeter system with graph Γ. Suppose
that Γ is triangle-free, and star-regular, that is, the stars of any two vertices in
Γ are isomorphic as graphs. Then the geodesic growth function depends only on
|S| and the isomorphism class of the star of the vertices.
In particular, if (G1, S1) and (G2, S2) are triangle-free, star-regular, even
Coxeter systems with |S1| = |S2| and St(v) ∼= St(u), v ∈ V Γ1, u ∈ V Γ2, then
G1 and G2 have the same geodesic growth.
While we found sufficient conditions for two right-angled Artin or Coxeter
groups to have the same geodesic growth, we have not found necessary condi-
tions for this to happen. For example, it is not clear whether a pair of groups
based on two non-isomorphic trees can have the same geodesic or same au-
tomatic growth. We discuss some of the connections between the spherical,
automatic and geodesic growth of right-angled Coxeter groups in Section 4, and
give a formula for the geodesic growth of the key players in this paper, the
right-angled Coxeter groups based on regular triangle-free graphs, in Section 5.
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The Appendix contains a description of the geodesic words that represent
elements in the centralizers of generators in even Coxeter groups. This is used
in the proof of Theorem 6.15, and is basically a result of Bahls and Mihalik [2].
2 Definitions and notation
Let S be a finite set and S∗ the free monoid on S. We indentify S∗ with the
set of words over S, that is, finite sequences of elements of S, and we use ≡ to
denote equality of words. If w1, w2 are words over S, denote by (w1, w2) the
word obtained by concatenating w1 and w2.
Let G = 〈S〉 be a group generated by S. For an element g of G, denote
by |g| (= |g|S) the word length of g with respect to S, and by piS : S
∗ → G the
natural projection.
A Coxeter system (G,S) is a pair consisting of a group G together with a
distinguished generating set S = {si}i∈I , for which there is a presentation
〈S || (sisj)
mi,j = 1, i, j ∈ I〉,
where mi,j ∈ {0, 1, 2, 3, . . . } if i 6= j, mi,i = 1, (i.e. si is an involution) and
mi,j = mj,i. Here, we understand that g
0 = 1. The Coxeter system is even
(resp. right-angled) if the numbers mi,j are even for i 6= j (resp. equal to 2 or
0). The group G is called a Coxeter group, even Coxeter group or right-angled
Coxeter group if there is a subset S of G such that (G,S) is, respectively, a
Coxeter system, even Coxeter system or a right-angled Coxeter system.
Given a Coxeter system (G,S), let Γ = Γ(G,S) be a simplicial labelled
graph with vertex set S = V Γ and edge set E = EΓ, where {si, sj} ∈ EΓ if
mi,j 6= 0. The vertices are labelled by the elements of S and the edges by the
numbers mi,j. The Coxeter system (G,S) is triangle-free if the graph Γ(G,S) is
triangle-free, that is, no three vertices of Γ span a complete graph.
In the case of right-angled Coxeter groups (racg’s), we will omit the labels
on the edges of Γ, since all of them are 2. The racg determined by Γ is given
by the presentation
〈s ∈ S || s2 = 1 ∀s ∈ S, and (ss′)2 = 1 ∀{s, s′} ∈ E〉.
If we don’t require the generators to be involutions, we obtain the related right-
angled Artin groups (raag’s). The raag determined by a graph Γ is given by the
presentation
〈s ∈ S || ss′ = s′s ∀{s, s′} ∈ EΓ〉.
For a Coxeter system (G,S) and Γ = Γ(G,S), we will use the same letters
for vertices of Γ and the corresponding generators.
Let A denote the set of non-empty subsets σ ⊆ V Γ, with the property that
the vertices of σ span a complete subgraph or clique of Γ. The size of σ ∈ A
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is just |σ|. For any σ ∈ A, we let Lk(σ) denote the vertices in V Γ \ σ that are
connected with every vertex in σ. That is,
Lk(σ) = {v ∈ V Γ \ σ : {v} ∪ σ ∈ A},
and we let St(σ) denote the vertices in Γ that are connected with every vertex
in σ. That is,
St(σ) = {v ∈ V Γ : {v} ∪ σ ∈ A}.
Definitions 2.1. Let G be a group generated by S and let pi : S∗ → G be the
natural projection. We define the following.
1. The geodesic growth function γ(G,S) : N→ N is given by
γ(G,S)(r) = |{w ∈ S
∗ : |w| = |pi(w)| = r}|,
and the geodesic growth series of G is given by
G(G,S)(z) =
∞∑
i=0
γ(G,S)(i)z
i.
2. The spherical growth function σ(G,S) : N→ N is given by
σ(G,S)(r) = |{g ∈ G : |g| = r}|,
and the spherical growth series of G is given by
Σ(G,S)(z) = ΣS(z) =
∞∑
i=0
σ(G,S)(i)z
i.
More generally, let L be a language over a finite alphabet S. By L(z) we denote
the characteristic formal power series of the language
L(z) =
∑
w∈L
z|w|,
where |w| is the length of w as a word on S.
We recall that the f -polynomial of a graph Γ is the generating function for
the number of cliques of size i + 1 in Γ: that is, f(t) = 1 + f0t + f1t
2 + . . . ,
where fi is the number of (i+1)-cliques in Γ. The f -polynomial of a simplicial
complex K is the generating function for the numbers of i-dimensional simplices
of K: that is, f(t) = 1 + f0t+ f1t
2 + . . . , where fi is the number of i-simplices
in K.
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3 Main Theorem
Definition 3.1. A graph Γ is called link-regular if for all σ ∈ A, |Lk(σ)|
depends on |σ| and not on σ itself. If Γ is link-regular, we will write |Lk(i)| to
denote |Lk(σ)| with |σ| = i.
Now denote by D the deterministic finite automaton accepting the geodesic
language of a right-angled Coxeter group, as described in [12]. See [16] for
definitions and more information on languages and automata.
Proposition 3.2. Let G be a right-angled Coxeter group based on a simplicial
graph Γ. Then D has states S = A ∪ {∅, ρ}, where ∅ is the start state, and ρ
is a single fail state. The accept states are A ∪ {∅} and the transition function
µ : S × V Γ→ S is given by
1. µ(σ, v) = {v} ∪ (St(v) ∩ σ) for all σ ∈ A ∪ {∅} and v /∈ σ and
2. µ(σ, v) = ρ otherwise.
Proof. We rely on the notation in the proof of [12, Theorem 1]. Suppose that
|V Γ| = n and that G has generators {s1, . . . , sn}. For each vi ∈ V Γ (we excep-
tionally distinguish between generators and vertices in this case in order to make
the exposition clearer) we consider the automaton Fi recognizing the geodesic
language of the group (Gi, Ai), where Gi = 〈si | s
2
i = 1〉 and Ai = {si}, consists
of two accepting states: the start state 1i, vi, and one fail state ρi. There is
only one transition between the accepting states: an si-edge from 1i to vi. The
modification F̂i of Fi has the same failing state, and the same two accepting
states and the si-edge between them, as well as sj-loops at 1i for all j 6= i,
sj-loops at vi for all [vj, vi] = 1, and sj-edges from vi to 1i for all [vj, vi] 6= 1.
The automaton D is the product of the automata F̂i, i = 1, . . . , n. The
states of D are n-tuples (p1, . . . , pn), where pi is a state in F̂i, the start state
corresponds to (11, . . . , 1n), the failing states correspond to those n-tuples that
contain a coordinate with a failing state, and finally, there is an sj-edge from
(p1, . . . , pn) to (q1, . . . , qn) if there is an sj-edge from pi to qi in F̂i for every i.
We now show that D coincides with the automaton described in the propo-
sition. The non-fail states of D are by definition n-tuples (p1, . . . , pn), where
pi ∈ Fi\ρi, 1 ≤ i ≤ n, that is pi is either 1i or vi. Then, a non-fail state is codified
by a subset σ(p1, . . . , pn) of V Γ given by σ(p1, . . . , pn) = {vi ∈ V Γ : pi = vi},
with ∅ corresponding to (11, . . . , 1n).
By the definition of D one can check that µ(σ, v) = {v}∪ (St(v)∩σ) if v /∈ σ
and µ(σ, v) = ρ otherwise. Thus all transitions starting at state corresponding
to an element σ of A end in a state corresponding to {v} ∪ (St(v) ∩ σ), and
as all the vertices of St(v) ∩ σ commute with v, this state corresponds to an
element of A as well. Thus if an n-tuple (p1, . . . , pn) does not correspond to an
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element of A, there is no path from ∅ to (p1, . . . , pn), so these tuples correspond
to states that are in fact not accessible.
Definitions 3.3. Let σ ∈ A, τ ⊂ σ and j ∈ N. We define
Lkj(σ) = {v ∈ V Γ \ σ : |St(v) ∩ σ| = j},
i.e. the set of vertices in Γ \ σ that commute with exactly j vertices in σ, and
Lkτ (σ) = {v ∈ Γ \ σ : St(v) ∩ σ = τ}
i.e. the set of vertices outside of σ that commute with all the vertices in τ and
no vertex in σ \ τ .
Let degτ (σ) = |Lkτ (σ)| and degj(σ) = |Lkj(σ)|.
Lemma 3.4. Let G be a right-angled Coxeter group based on a link-regular
simplicial graph Γ.
The value degj(σ), σ ∈ A, j < |σ|, depends on |σ|, j and the values |Lk(k)|
for k = 1, 2, . . . , and not on σ itself.
Proof. Let σ ∈ A and i = |σ|.
(1) If τ1, τ2 ⊆ σ, τ1 6= τ2 then Lkτ1(σ) ∩ Lkτ2(σ) = ∅.
Indeed, without loss of generality assume that |τ1| ≤ |τ2|, If v ∈ Lkτ1(σ) ∩
Lkτ2(σ), then v commutes with at least one more vertex from σ than those in
τ1, which gives a contradiction.
It follows from the definition of Lkj and (1) that Lkj(σ) is the following
disjoint union
(2) Lkj(σ) =
⋃˙
τ⊆σ,|τ |=j
Lkτ (σ).
We have that if τ ⊂ σ,
(3) Lk(τ) = (σ \ τ)∪˙(
⋃˙
τ⊂pi⊆σ
Lkpi(σ)).
It is immediate to check that all the elements in the right-hand side of the
equation (3) lie in Lk(τ). It only remains to check that every v ∈ Lk(τ) either
lies in (σ \ τ) or in Lkpi(σ), for some τ ⊆ pi ⊆ σ. If v /∈ σ, let pi = St(v) ∩ σ and
notice that since v ∈ Lk(τ), τ ⊂ pi. Thus v ∈ Lkpi(σ). The fact that the unions
are disjoint follows from (1).
Now let f(i, j) be the number of j-cliques in an i-clique, where j ≤ i.
We claim that Lkτ (σ) depends only on i and j and the values of |Lk(k)|.
We prove the claim by induction on i− j, i.e. for any τ ⊂ σ of size j the size of
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Lkτ (σ) depends only on i and j and the values of |Lk(k)|, and not on σ and τ .
For i− j = 1, by (3), we have Lkτ (σ) = (Lk(τ) \ σ) \ Lk(σ), where |τ | = i− 1.
Thus degτ (σ) = |Lkτ (σ)| = (|Lk(i − 1)| − 1) − |Lk(i)| depends only on i and
j = i− 1.
In general, by (3), we have Lkτ (σ) = Lk(τ) \ ((σ \ τ) ∪ (
⋃˙
τ⊂pi⊆σ Lkpi(σ))),
and since the unions in (3) are disjoint,
(4) degτ (σ) = |Lk(τ)| − |σ \ τ | −
∑
τ⊂pi⊆σ
|Lkpi(σ)|.
So we can assume that i − j > 1 and that degτ ′(σ
′), τ ′ ⊆ σ′ only depends
of |τ ′| and |σ′| and the values of |Lk(k)| if |σ′| − |τ ′| < i − j. So in (4),
|Lkpi(σ)| depends only on |pi| > j and i and the values of |Lk(k)|, the number
of pi ⊂ σ of a given size j′ is f(i, j′), which only depends on i and j′. We obtain
that degτ (σ) = |Lkτ (σ)| depends on j, i and the values of |Lk(k)| only. This
completes the proof of the claim.
We complete the proof of the Lemma by observing that, by (2), degj(σ) =
f(i, j) degτ (σ). Thus degj(σ) only depends on j, |σ| and the values |Lk(k)|.
Definition 3.5. Let G be right-angled Coxeter group based on Γ and D be
the associated automaton described in Propositon 3.2. We say that a state
σ ∈ A of D is an i-state if |σ| = i. In particular there is only one 0-state, which
corresponds to the starting state.
Lemma 3.6. Fix σ ∈ A and consider the corresponding state in D. The number
of transitions (edges) from σ to (j + 1)-states is degj(σ).
Proof. By Proposition 3.2 (1), the transition function is given by µ(σ, v) =
{v}∪ (St(v)∩σ) for v /∈ σ. Then µ(σ, v) is a (j+1)-state if and only if St(v)∩σ
has size j, which is equivalent to v ∈ Lkj(σ). Then there are exactly degj(σ)
transition edges from σ to j-states.
The following is an analog of Theorem 14, [13].
Theorem 3.7. Let (G,S) be a right-angled Coxeter system with link-regular
defining graph Γ. The geodesic growth of G only depends on the f -polynomial
of Γ and the values |Lk(σ)|, σ ∈ A(G,S).
Proof. Since Γ is link-regular, and in view of Lemma 3.4, we can write degj(i)
for degj(σ) and |Lk(i)| for |Lk(σ)|, |σ| = i.
Let D be the deterministic automaton recognizing the language of geodesics
G of G. Let d = max{|σ| : σ ∈ A}. Then for each i ≥ 0, let Bi(m), m ≥ 0
denote the number of words of length m, with respect to S, that are accepted
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by an i-state (the starting state is a 0-state). The geodesic growth series can
be written as the double sum
G(z) = 1 +
∞∑
m=1
d∑
i=1
Bi(m)z
m.
The theorem follows if we show that Bi(m) depends only on the f -polynomial
and the values of |Lk(σ)| for σ ∈ A. We will argue by induction on m. Notice
that for m < i, Bi(m) is zero and Bi(i)/i! is the number of i-cliques, which is
the information contained in the f -polynomial. In particular, this shows that
for m ≤ 1, Bi(m), i = 0, . . . , d only depend on the f -polynomial (and trivially
on the values |Lk(i)|).
Suppose that m ≥ 2. We form a recursion for Bi(m) as follows. Any word w
of length m that is accepted by an i-state σ is obtained by multiplying a word
w′ of length m−1 by some generator in V Γ. Given w′ of length m−1 accepted
by the j-state τ , let βi(τ) be the number of transitions from τ to an i-state.
First notice that i ≤ j + 1.
By Lemma 3.6 βi(τ) = deg(i−1)(τ). By Lemma 3.4, deg(i−1)(τ) only depends
on j = |τ | and the values of Lk(k), k = 0, . . . , d. We write βi,j for βi(τ).
One then has the recurrence
Bi(m) = βi,0B0(m− 1) + βi,1B1(m− 1) + · · · + βi,i−1Bi−1(m− 1),
for m ≥ 0.
By the induction hypothesis, Bi(m − 1) only depend on the f -polynomial
and |Lk(i)|, 0 ≤ i ≤ d, and thus the statement also follows for Bi(m).
Corollary 3.8. Let Γ1 and Γ2 be two graphs with the same f -polynomial, such
that |Lk(σ)| = |Lk(σ′)| for all σ ∈ A(Γ1) and σ
′ ∈ A(Γ2) of the same size.
Then the corresponding right-angled Coxeter groups G1 and G2 based on Γ1 and
Γ2 have the same geodesic growth.
To show the right-angled Artin version of the previous Corollary we need
the following definiton.
Definition 3.9. The double of a graph Γ has two vertices v(1) and v(2) for each
vertex v of Γ, and if v and u are joined by an edge in Γ, then each of v(1) and
v(2) is joined to each of u(1) and u(2).
See Figure 1 for an example.
Corollary 3.10. Let Γ1 and Γ2 be two graphs with the same f -polynomial,
such that |Lk(σ)| = |Lk(σ′)| for all σ ∈ A(Γ1) and σ
′ ∈ A(Γ2) of the same size.
Then the corresponding right-angled Artin groups G1 and G2 based on Γ1 and
Γ2 have the same geodesic growth.
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Figure 1: The hexagon and the double of the hexagon.
Proof. Let Γ21 and Γ
2
2 be the doubles of Γ1 and Γ2. Let fΓ1(t) and fΓ21(t) be
the f -polynomials of Γ1 and its double, respectively. It is easy to check that
each clique σ ∈ A(Γ1) of size i produces 2
i cliques of size i in A(Γ21), and these
are the only i-cliques in A(Γ21). Thus fΓ2
1
(t) = fΓ1(2t), and therefore Γ
2
1 and Γ
2
2
have the same f -polynomial. It is also easy to see that the link of an i-clique
of A(Γ21) has twice as many vertices as that of the link of an i-clique in A(Γ1).
This shows that Γ21 and Γ
2
2 are also link-regular, with same size links of identical
size cliques.
Lemma 2 in [10] states that the Cayley graph of the right-angled Artin group
based on a graph Γ is isomorphic as undirected graph to the Cayley graph of
the right-angled Coxeter group based on Γ2. Then, by Corollary 3.8, the racg’s
based on Γ21 and Γ
2
2 have identical geodesic growth, and by ([10], Lemma 2), so
do the raag’s based on Γ1 and Γ2.
Remark 3.11. The smallest examples of racg’s (or raag’s) with the same
geodesic growth provided by Theorem 3.7 are those based on a cycle of length
8, on one hand, and based on the union of two cycles of length 4, on the other
hand (see Figure 2). These two groups are non-isomorphic, see for example [1,
Theorem 5.2]. For more examples of such pairs of graphs see Examples 15 and
16 in [13].
Remark 3.12. One cannot drop the condition that the graphs have the same
f -polynomial. For example, for the racg based on a cycle of length 6 the geodesic
growth series is
1 + z + 2z2
1− 5z + 2z2
(this can been seen by employing the formula from
Theorem 5.1), and the racg based on the union of two cycles of length 3 has
geodesic growth series
1 + 3z + 6z2 + 6z3
1− 3z − 6z2 − 6z3
(this can be seen using the formula for
the geodesic growth of free products). Then these two groups are link-regular,
have the same number of generators, but have different geodesic growth.
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Figure 2: The left graph consists of two cycles of length 4. The right graph
consists of a cycle of length 8.
We want to finish this section with two natural questions. The first one is: to
what extent is our theorem optimal, i.e. are there other pairs of groups with the
same geodesic growth? For example, if we restrict our attention to groups based
on trees, computer experiments indicate that racg’s based on non-isomorphic
trees have different geodesic growth. Is the geodesic growth a complete invariant
for groups based on trees?
4 Relation with other types of growth
If (G,S) is a right-angled Coxeter system, A can be regarded as a generating
set of G via σ 7→
∏
s∈σ s ∈ G. In this context, the set A is called the automatic
generating set of G.
This term was used in [13] for right-angled Coxeter groups, and its justifi-
cation is the following. In [18], Niblo and Reeves showed that a group acting
cocompactly and properly discontinously on a CAT(0) space has an induced
automatic structure with respect to a generating set associated to the action.
In the case of right-angled Coxeter groups, the automatic structure coming from
the action on the Davis complex is with respect to the generating set A.
The set A coincides with the set of nonempty simplices in K, the flag com-
pletion or nerve of Γ, that is, the abstract simplicial complex whose simplices
are elements of A. Then, for σ ∈ A we can define its K-link as
K-Lk(σ) = {τ ∈ K : τ ∪ σ ∈ K}.
In [13], the authors use a different definition of link-regularity, which we will
call K-link-regularity. They say that K is K-link-regular if the K-link of every
i-simplex, 0 ≤ i ≤ dim(K), has the same f -polynomial. We here show that
these definitions are in fact equivalent.
Requiring that the K-link of every i-simplex, 0 ≤ i ≤ dim(K), has the same
f -polynomial clearly implies that the link of every i-clique depends only on i.
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This is because for σ ∈ A, |Lk(σ)| is the t-coefficient in the f -polynomial of
K-Lk(σ). This shows one implication of the equivalence. The following result
shows the other implication, i.e. that Definition 3.1 imposes the equality of the
f -polynomials of the K-links.
Lemma 4.1. Let Γ be a link-regular graph. Then the K-link of every i-simplex,
0 ≤ i ≤ dim(K), has the same f -polynomial.
Proof. An i-simplex σ ∈ K will be also regarded as an (i+ 1)-clique of Γ.
The standard result that the number of edges in a graph is half the sum of
vertex degrees in that graph can be generalized to the following. For any graph
Γ, the number of (i+ 1)-cliques in Γ is given by 1i+1
∑
τ⊆K,|τ |=i |Lk(τ)|. To see
this, notice that for i-clique τ and v ∈ Lk(τ), τ ∪ v represents an (i+ 1)-clique,
and that when enumerating all pairs (τ, v), with |τ | = i and v ∈ Lk(τ), each
(i+ 1)-clique gets counted i+ 1 times, once for each vertex in it.
Now fix an i-simplex σ in K. Its f -polynomial fσ(t) = 1 + fσ0 t+ f
σ
1 t
2 + . . .
is determined by the numbers fσj of j-simplices in K-Lk(σ), for all 0 ≤ j ≤ d− i.
We will prove by induction on j that fσj depends only on i and j, and not on
the simplex σ. For j = 0 we have fσ0 = |Lk(σ)| = |Lk(i+ 1)|. By the above
fσj =
1
j + 1
∑
τ⊆Lk(σ),|τ |=j
|Lk(τ) ∩ Lk(σ)|
is the number of (j + 1)-cliques in Lk(σ), in other words, the number of j-
simplices in K-Lk(σ). Since Lk(τ) ∩ Lk(σ) = Lk(σ ∪ τ), we get
fσj =
1
j + 1
∑
σ⊂pi⊆K,|pi|=i+j
|Lk(pi)| =
1
j + 1
∑
σ⊂pi⊆K,|pi|=i+j
|Lk(i+ j)|.
However, the number of (i+ j)-cliques containing σ is equal to fσ(j−1), and since
by induction this only depends on i and j, we obtain that fσj is a function of
only i and j as well. Therefore the K-link of every i-simplex, 0 ≤ i ≤ dim(K),
has the same f -polynomial.
It is well known that the spherical growth of raag’s and racg’s with respect
to the standard generating set depends entirely on the f -polynomial of the
generating graph ([9]). However, as pointed out in [13] and [12], this is not the
case for the geodesic growth of racg’s or the spherical growth with respect to
the automatic generating set. That is, there are racg’s with the same standard
growth, i.e. same f -polynomial, but different automatic or geodesic growth.
Hence, if two graphs Γ1 and Γ2 are link-regular, have the same f -polynomial
and |Lk(σ)| = |Lk(σ′)| for all σ ∈ A(Γ1) and σ
′ ∈ A(Γ2) with |σ| = |σ
′|, then
the respective racg’s G(Γ1) and G(Γ2) have
(i) the same geodesic growth with respect to the standard generating set,
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(ii) the same spherical growth with respect to the automatic generating set,
(iii) the same spherical growth with respect to the standard generating set.
It is not clear what the relation between the different types of growth consid-
ered in this section is in general. For example, it is not clear if there exist racg’s
with the same geodesic growth series but different spherical growth series. Also,
it is not clear if, for two groups, equal geodesic growth implies equal spherical
growth with respect to the automatic generating or viceversa.
5 Geodesic growth formula for racg’s based on reg-
ular triangle-free graphs
Here we provide the geodesic growth formula for racg’s determined by regular
triangle-free graphs.
Theorem 5.1. Let Γ be an l-regular triangle-free graph with n vertices, n ≥ 4.
The geodesic growth series for the right-angled Coxeter group based on Γ is
(5) G(z) =
1− (l − 3)z + 2z2
1 + (−n− l + 3)z + (−2n+ 2 + nl)z2
Proof. The proof is a consequence of Lemma 5.3 and the formulas (8), (9) and
(10), which follow.
Let Γ be a regular, triangle-free finite graph with n vertices and l = |Lk(v)|,
for all v ∈ ΓV . Let Γ̂ be its corresponding oriented graph, that is, Γ̂ has the
same vertex set as Γ and if u, v were connected by an edge in Γ, they are
connected by two edges in Γ̂, one from u to v and other from v to u.
Let G denote the language of geodesics of the associated right-angled Coxeter
group. Denote by Eu, Euv and Euvt the sets of geodesic words ending in v, uv
and uvt, respectively, where u, v, t ∈ V Γ. We have
G(z) = 1 +
∑
u∈V Γ
Eu(z),(6)
G(z) = 1 + nz +
∑
u,v∈V Γ
Euv(z),(7)
G(z) = 1 + nz + n(n− 1)z2 +
∑
u,v,t∈V Γ
Euvt(z),(8)
where E(z) denotes the characteristic formal power series of a set E. From (6)
we obtain
(9)
∑
v∈V Γ
Ev(z) = G(z) − 1.
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Lemma 5.2. (1) If u /∈ St(v) then Euv = Eu · v. In particular, Euv(z) =
Ev(z) · z. If u = v then Euv is empty and Euv(z) = 0.
(2) If {u, v} 6⊂ St(t) then Euvt = Euv · t. In particular, Euvt(z) = Euv(z) · z.
(3) If {u, v} ⊂ St(t) then
(i) If u 6= t 6= v 6= u, then Euvt(z) = Eutv(z) = Eut(z) · z = Ee(z) · z,
where e is the edge from u to t.
(ii) If u = t or v = t or u = v then Euvt(z) = 0.
Proof. (1) The second fact is obvious. For the first one, let w be a word ending
in u. If (w, v) is not geodesic then w can be factorized as (w1, v, w2), with all
the generators involved in w2 belonging to St(v). Since w2 ends in u /∈ St(v),
(w, v) is geodesic.
(2) The proof is the same as the one for (1).
(3) The statement (ii) is obvious. We prove (i). Let w ∈ Euvt. Then
w = (w1, u, v, t). Since t and v commute, (w1, u, t, v) is geodesic and this defines
a bijection between Euvt and Eutv. Now, since Γ is triangle free, if t 6= v 6= u
and u, v ∈ St(t) then v /∈ St(u) and hence Eutv = Eut · v, by (2). Finally u and
t are endpoints of an edge.
For each edge e ∈ EΓ̂, we define Ee(z) to be the characteristic function of
Euv, where u is the initial vertex of e and v is the terminal vertex of e. From
(7), (9) and the Lemma 5.2(1) we obtain
G(z) = 1 + nz +
∑
v∈V Γ,u/∈St(v)
Eu(z) · z +
∑
e∈EΓ̂
Ee(z)
= 1 + nz + (n− l − 1)(G(z) − 1)z +
∑
e∈EΓ̂
Ee(z).
Then finally,
(10)
∑
e∈EΓ̂
Ee(z) = G(z)(1 − (n− l − 1)z)− 1− (l + 1)z.
Recall that |V Γ| = n and |Lk(v)| = l.
Lemma 5.3.∑
u,v,t∈V Γ
Euvt(z) = (n+l−3)
∑
e∈EΓ̂
Ee(z)z+(−l
2+2l+n2−2n−nl+1)
∑
u∈V Γ
Eu(z)z
2.
Proof. We will split the sum
∑
u,v,t∈V ΓEuvt(z) in different cases depending on
t.
Case 1: {u, v} ⊂ St(t).
If {u, v} ⊂ St(t), then by Lemma 5.2(3) we are only interested in the cases
t 6= u 6= v 6= t. Then Euvt(z) = Ee(z)z, where e is the edge from u to t.
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• Fixing t and u, there are l − 1 posibilities for v, that is, Ee(z)z, where
e is the edge form u to t, appears l − 1 times in this case. Hence the
contribution of these triples is
(l − 1)
∑
e∈EΓ̂
Ee(z)z.
Case 2: {u, v} 6⊂ St(t).
Subcase 2.1: Suppose that u and v are at distance 1.
Then Euvt(z) = Ee(z) · z by Lemma 5.2 (2), where e is the edge from u to
v.
• For each edge from u to v there are n − 2 vertices different from {u, v}.
Since Γ is triangle free, if t is any of these n − 2 vertices, {u, v} 6⊂ St(t).
The contribution of these triples to the sum is
(n− 2)
∑
e∈EΓ̂
Ee(z)z.
Subcase 2.2: Suppose that u and v are at distance greater than 1.
Since {u, v} 6⊂ St(t) and t 6= v, then Euvt(z) = Euv(z)z = Eu(z)z
2, by
Lemma 5.2 (1), (2). Notice that v can be any vertex except for t and the
vertices between u, v that are at distance more than 1 from v.
• Fixing t, there are n− 1 possibilities for v. There are n− l− 1 vertices at
distance more that 1 from v. We have to substract the cases when u and
v are at distance 2 and in the link of t. This quantity is l(l− 1). For each
of these t, there are (n − 1)(n − l − 1)− l(l − 1) possibilities for u and v,
i.e., for a given u, there are (n− 1)(n− 1− l)− l(l− 1) possibilities for v
and t in this case. The contribution of these triples to the sum is
[(n− 1)(n − 1− l)− l(l − 1)]
∑
u∈V Γ
Eu(z)z
2.
It is easy to check that the total sum is exactly the one claimed in the
lemma.
Remark 5.4. It is possible to use the ideas of Theorem 5.1 to obtain a for-
mula for the geodesic growth series of any ragc based on a link-regular graph.
However, the combinatorics involved get more complicated.
This approach can also be used to give an alternative proof of Theorem 3.7.
If d = max{|σ| : σ ∈ A}, one can use an inductive argument on d to show that
G(z) is rational and only depend on the f -polynomial of Γ and the values of
|Lk(k)|, k = 1, . . . , d.
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One argues as follows: first one uses link-regularity to generalize Lemma
5.3. That is, the sum of the characteristic series of words ending in suffixes of
length d + 1 is a linear combination of the sums of the characteristic series of
words ending in j letters spanning a j-clique, 1 ≤ j ≤ d.
Then one uses the induction hypothesis to argue that there exist d + 1
formulas as (6), (7),(8) that only depend on the f -polynomial of Γ and the
values of |Lk(k)|, k = 1, . . . , d.
Theorem 5.1 follows this inductive strategy for the case d = 2.
6 Geodesic growth of even Coxeter groups
The objective of this section is to use Grigorchuk and Nagnibeda’s technique
[14] to describe the geodesic growth of triangle-free even Coxeter groups, and
show that two star-regular, triangle-free, even Coxeter groups with the same
number of generators have the same geodesic growth.
Before plunging into the geodesic growth we recall a few facts about Coxeter
systems. We start with a standard characterization of Coxeter systems, a proof
of which can be found, for example, in [3, Theorem 1.5.1].
Theorem 6.1 (The Deletion Condition). Let G be a group generated by a
set of involutions S ⊆ G. Then (G,S) is a Coxeter system if and only if the
following holds: for every word w ≡ (x1, . . . , xn) in S that is not geodesic, there
exist indices i < j such that (x1, . . . , xˆi, . . . , xˆj , . . . , xn), the word obtained by
deleting xi and xj, represents the same element of G as w.
A nice property of even Coxeter groups is that the abelianization consists
of |S| copies of Z/2Z.
Lemma 6.2. Let (G,S) be a Coxeter system. Then there exists a homomor-
phism from G to Z/2Z. Moreover, if (G,S) is an even Coxeter system, then
Gab ∼= (Z/2Z)
|S|.
Proof. When we abelianize G, the relation (sr)m is either a consequence of
sr = rs (when m is even) or implies that s = r (when m is odd). Hence, if G
is non-trivial, the abelianization is a non-trivial product of Z/2Z’s. If (G,S) is
even, then Gab ∼= (Z/2Z)
|S|.
The following observation will be useful.
Corollary 6.3. Let (G,S) be an even Coxeter system and w ≡ (x1, . . . , xn)
be a geodesic. Suppose that there exist s, t ∈ S such that (s,w) and (w, t) are
geodesics, but (s,w, t) is not geodesic. Then (s,w, t) represents the same word
as w and s = t.
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Proof. Since (s,w, t) is not geodesic, the Deletion Condition implies that we
can suppress two letters of (s,w, t). As (s,w) and (w, t) are geodesics, the only
possibility is to suppress s and t. Lemma 6.2 implies s = t.
From now on we will use the terminology from Grigorchuk and Nagnibeda’s
paper [14]. Let G denote the language of geodesics of a Coxeter group over the
set S. To compute the growth of the language of geodesics, we will describe
G as a language determined by a set of forbidden words U . That is, there is a
set U ⊆ S∗, such that any word on S is in L exactly when it does not contain
a subword of U . According to [14], the set U must satisfy the two natural
conditions:
(U1) S ∩ U = ∅;
(U2) any forbidden word contains no proper forbidden subword.
For s ∈ S, let C(s) = {g ∈ G : gs = sg}, the centralizer of s.
Lemma 6.4. Let (G,S) be an even Coxeter system. For s ∈ S let
U(s) = {(s,w, s) : (w, s) is a geodesic word such that pi(w) ∈ C(s)}.
Then G, the language of geodesics of G over S, is determined by the set of
forbidden words U = U(G,S) := ∪s∈SU(s). Moreover, U satisfies (U1) and
(U2).
Proof. The set U satisfies (U1) since each word in U has length at least 2. It
also satisfies (U2) since words of U are non-geodesics, but every proper subword
is geodesic. In particular, any word w ∈ S∗ containing a subword of U is non-
geodesic.
It only remains to show that if w ∈ S∗ does not contain any subword of U ,
then w is geodesic. Suppose that this is not true, that is, there exists w ∈ S∗
such that w does not contain any subword of U and w is not geodesic. We
can assume further that w is the shortest with this property, that is, any proper
subword is geodesic. Since every element of S is non-trivial in G, we can assume
that w has length greater than 2. We can express w as (s,w1, t) where s, t ∈ S
and w1 ∈ S
∗. Then (s,w1) and (w1, t) are geodesics. By Corollary 6.3, s = t
and (s,w1, s) represents the same word as w1. Then, by minimality, (w1) is a
geodesic word representing some element of C(s).
The previous lemma tells us that, in order to understand the forbidden
words, we need to understand the centralizers of generators. This was studied
by Brink [5] in terms of root systems.
Notation 6.5. Let (G,S) be an even Coxeter system with relation matrix
(ms,t). For s, t ∈ S, ms,t 6= 0, we denote by at,s the word (t, s, t, s, . . . , t) of
length ms,t− 1 (i.e. (ts)
ms,t/2−1t), and we let A(s) be the set {at,s : t ∈ Lk(s)}.
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Theorem 6.6. Suppose (G,S) is an even Coxeter system. Then
(i) C(s) is a Coxeter group generated by {s} ∪A(s).
(ii) If a word on {s} ∪ A(s) is geodesic, then it is also geodesic as a word on
S.
(iii) Let A(s) = {a1, . . . , an}. If St(s) spans a tree Γ(W,S), then C(s) ∼=〈
s, a1, . . . , an | s
2, a2i , [s, ai] (i = 1, . . . , n)
〉
.
Proof. (i) is a restatement of Brink’s result [5] in terms of generators, and it
can be found in [1, Theorem 2.6].
(ii) is the content of the unpublished [2, Theorem 4.10] and we prove it in
the appendix A for completeness.
(iii) follows from Brink’s description of the centralizers.
In view of the Theorem 6.6 and Lemma 6.4 we can give a more accurate
description of the set of forbidden words
Lemma 6.7. Let (G,S) be an even Coxeter system. For s ∈ S let
U(s) = {(s,w, s) : w is a geodesic word in A(s)}.
Then G, the language of geodesics of G over S, is determined by the set of
forbidden words U = U(G,S) := ∪s∈SU(s).
In order to apply the technique of [14] we have to understand the (rigid)
chains of forbidden words. A word is called a chain if, for some positive integer
m, it admits a “staggered presentation of forbidden words” (ui)
m
i=1
um
um−1
u2
u1
w
Figure 3: Staggered presentation of forbidden words for w
where each line in Figure 3 corresponds to an occurrence in w of a forbidden
subword ui ∈ U , i ∈ {1, . . . ,m} such that the intersection of two subwords ui
and uj is non empty if and only if |i− j| ≤ 1.
We introduce the formal definition of a chain in Definition 6.9. Before we
need the following concept.
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Definition 6.8. Let w1, w2 be two words over some alphabet. We define the
intersection of w1 and w2, denoted w1 ⊓ w2 to be the set of words w3 that are
a suffix of w1 and a prefix of w2. We say that a word w is the amalgamation of
w1 and w2 over w3, if w3 ∈ w1 ⊓ w2 and w ≡ (w
′
1, w3, w
′
2) where w
′
1 (resp. w
′
2)
is obtained from w1 (resp. w2) by deleting the suffix (resp. prefix) w3. We will
write w ≡ w1 ∗w3 w2.
Definition 6.9 (Chain). A chain is a triple (w, (ui)
m
i=1, (zi)
m−1
i=1 ), where each ui
is a forbidden word, zi is a non-empty word of ui ⊓ ui+1, z1 6= u1, |zi|+ |zi+1| ≤
|ui+1|, and w = ((. . . (u1 ∗z1 u2) ∗z2 u3) · · · ∗zm−1 um. The length of the chain is
the length of w.
A rigid chain of rank m is defined by induction on m. A rigid chain of rank 1
is a forbidden word. A chain (w, (ui)
2
i=1, (zi)
1
i=1) of rank 2 is rigid if w contains
no forbidden subwords but u1 and u2. Suppose that the rigid chains of rank
m− 1 have already been defined. Then a chain (w, (ui)
m
i=1, (zi)
m−1
i=1 ) is rigid of
rank m if (w′, (ui)
m−1
i=1 , (zi)
m−2
i=1 ) is a rigid chain of rank m− 1 and the suffix of
w following um−2 contains no forbidden subword except um.
The relation between the complete growth of a language and the rigid chains
is given in [14, Theorem 2]. Using the ring homomorphism map Z[S∗] → Z,
w 7→ 1 for all w ∈ S∗, we obtain the following key result.
Theorem 6.10. Let L ⊆ S∗ be a language determined by a set of forbidden
words U satisfying (U1) and (U2). The growth function of L is completely
determined by |S| and the values of |Q
(m)
n |, the number of rigid chains of rank
m and length n.
We will use Theorem 6.10 to find two different even Coxeter system with
the same geodesic growth.
For the rest of the section (G,S) will be an even Coxeter systems and U =
U(W,S) the set of forbidden words described in Lemma 6.7.
Lemma 6.11. Let (G,S) be a triangle-free, even Coxeter system. Let u1, u2 ∈
U , such that u1 ≡ (s, ω1, s) and u2 ≡ (t, ω2, t), where ω1 is a geodesic word in
A(s) and ω2 is a geodesic word in A(t). Suppose that w2 ∈ u1 ⊓ u2 and w2 is a
proper subword of u1 and u2. Then we can write u1 ≡ (w1, w2), u2 ≡ (w2, w3).
Let w = u1 ∗w2 u2.
(i) If s 6= t then w2 ≡ (t, as,t) if and only if u1 and u2 are the only forbidden
subwords of w and w2 is non-empty.
(ii) If s = t then u1 ≡ (s, s) or u2 ≡ (s, s) if and only if u1 and u2 are the
only forbidden subwords of w and w2 is non-empty.
In this case, if any of the two equivalent conditions hold, w2 is forced to
be equal to (s).
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Proof. The diagram in Figure 4 depicts the relation between w and the subwords
involved in the Lemma.
w2 ∈ u1 ⊓ u2
w
ω1 ∈ A(s)
∗
w1
w3
u1 ∈ U
t t
ss
ω2 ∈ A(t)
∗
w2 ∈ u1 ⊓ u2
u2 ∈ U
Figure 4: The word w and the subwords u1, u2, w1, w2, w3, ω1 and ω2.
(i) We first prove the only if part. Assume that w2 ≡ (t, as,t). By (U2), if
there is a third forbidden subword u3, it must contain a suffix of u1 longer than
w2 (but shorter than u1) and a prefix of u2 longer than w2 (but shorter than
u2). Suppose that u3 = (r, ω3, r). As u3 contains w2, we have that s, t ∈ St(r).
Also, t, r ∈ St(s) and s, r ∈ St(t). Since (G,S) is triangle-free and t 6= s, either
t = r or s = r.
We can assume r = s, the case r = t is similar. Suppose that u1 ≡
(..., ap,s, at,s, s) and u2 ≡ (t, as,t, aq,t, ...). Since such u3 = (s, . . . , s) contains
a prefix of u2 longer than w2, q ∈ St(s). Since ω2 is a geodesic word over A(t),
Theorem 6.6(iii) implies that q 6= s, q 6= t, and q ∈ Lk(t). Then s, t ∈ St(q),
and we found a triangle, which is a contradiction of the hypothesis.
We now prove the if part. Since w2 is non-empty, u1 ≡ (. . . , at,s, s), u2 ≡
(t, as,t, . . . ),
(11) w ≡ (s, . . . ,
at,s︷ ︸︸ ︷
t, s, . . . , s, t, . . . , t, s, . . . , t, s︸ ︷︷ ︸
as,t
, . . . , t)
and, as suggested by (11), there is a third forbidden subword in w if w2 is shorter
than (t, as,t). If w2 is longer, then u2 = (t, as,t, ar,t, . . . , ) and r appears in w2.
Since ω2 is a geodesic word on A(t), by Theorem 6.6(iii), r 6= s and r 6= t and
r ∈ Lk(t). Since r appears in w2, a subword of u1, we have that r ∈ Lk(s), and
we found a triangle, which leads to contradiction.
(ii) We first prove the only if part. By (U2), if there is a third forbidden
subword u3, it must contain a suffix of u1 longer than (s) (but shorter than u1)
and a prefix of u2 longer than (s) (but shorter than u2). Then, since w2 is a
proper subword of u1 and u2, u1 6≡ (s, s) and u2 6≡ (s, s).
We now prove the if part. As w2 is non-empty, if w2 has length greater than
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1, then u1 ≡ (. . . , at,s, s), u2 ≡ (s, at,s, . . . ), and
(12) w ≡ (s, . . . ,
at,s︷ ︸︸ ︷
t, s, . . . , s, t, . . . , t, s, . . . , t, s︸ ︷︷ ︸
as,t
, . . . , t)
and, as suggested by (12), there is third forbidden subword.
Definition 6.12. For a sequence (ui)
m
i=1 in U we define the following properties
(R1) if ui ≡ (s, . . . , s) and ui+1 ≡ (s, . . . , s), then ui or ui+1 is (s, s).
(R2) if ui ≡ (s, . . . , s), ui+1 ≡ (t, . . . , t) and s 6= t then ui ≡ (s, . . . , at,s, s) and
ui+1 ≡ (t, as,t, . . . , t).
(R3) if ui−1 ≡ (t, . . . , t), ui ≡ (s, . . . , s), ui+1 ≡ (t, . . . , t) and s 6= t then
|ui| > 2 + 2|at,s|.
In the next two lemmas we will show that (w, (ui)
m
i=1, (zi)
m−1
i=1 ) is a rigid
chain if and only if (ui)
m
i=1 satisfy (R1), (R2) and (R3).
Lemma 6.13. Let (G,S) be triangle-free, even Coxeter system. Let (ui)
m
i=1 be
a sequence in U satisfying (R1),(R2) and (R3). Then there exits a unique chain
having (ui)
m
i=1 as sequence of forbidden words. Moreover, this chain is rigid.
Proof. By Lemma 6.11 a sequence (ui)
m
i=1 in U satisfing (R1) and (R2) also
satisfies that, for all i, ui and ui+1 has a unique non-empty intersection zi such
that zi is a proper subword of ui and ui+1, and ui ∗zi ui+1 contains only ui and
ui+1 as forbidden subwords. Then the sequence (zi)
m−1
i=1 is uniquely determined.
Since z1 is a proper subword of u1, z1 6= u1. To check that |zi| + |zi+1| ≤
|ui+1|, suppose that ui−1 ≡ (r, . . . , r), ui ≡ (s, . . . , s) and ui+1 ≡ (t, . . . , t).
If ui ≡ (s, s), then r = s, t = s, zi−1 = (s) is the first letter of ui and zi = (s)
the last letter of ui. Then |zi−1|+ |zi| ≤ |ui|.
If ui 6≡ (s, s), and r = s, by (R1) and Lemma 6.11, zi−1 ≡ (s) is the first
letter of ui and zi is a proper subword of ui, then |zi−1|+ |zi| ≤ |ui|.
If ui 6≡ (s, s), and t = s, we argue as in the previous paragraph.
If ui 6≡ (s, s), and r 6= s and t 6= s by (R2) and Lemma 6.11, zi−1 ≡ (ar,s, r)
and zi ≡ (t, as,t). If r 6= t, then ui ≡ (s, ar,s, . . . , at,s, s) and then |zi−1|+ |zi| ≤
|ui|. If t = r, the result follows from (R3).
This completes the proof that there is a unique chain having (ui)
m
i=1 as
sequence of forbidden subwords. We left to the reader to check that this chain
is rigid.
We now prove the converse.
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Lemma 6.14. Let (G,S) be a triangle-free, even Coxeter system. If a chain
(w, (ui)
m
i=1, (zi)
m−1
i=1 ) of rank m is a rigid then (ui)
m
i=1 satisfies (R1), (R2) and
(R3).
Proof. We proceed by induction. By definition chains of rank 1 are rigid chains.
By Lemma 6.11, chains of rank 2 are rigid if and only they satisfy (R1) and
(R2) and w ≡ u1 ∗z1 u2.
Suppose that by induction we have proven the result for chains of rankm−1.
If (w, (ui)
m
i=1, (zi)
m−1
i=1 ) is rigid then
1. the prefix of w containing (ui)
m1
i=1 is rigid, which, by induction, is equivalent
to saying that (ui)
m−1
i=1 satisfies (R1),(R2) and (R3);
2. the suffix v1 of w following um−2 contains no forbidden subword except
um.
Assume that um−1 ≡ (s, . . . , s).
By the induction hypothesis, there is no forbidden subword in the amal-
gamation of um−2 ∗zm−2 um−1 but um−2 and um−1, and then, by Lemma
6.11, either zm−2 ≡ (s) or zm−2 ≡ (s, at,s). In both cases (s, u
′
m−1) ∈ U ,
where u′m−1 is the biggest suffix of um−1 not containing zm−1. Let u
′′
m−1 ≡
(s, u′m−1). Since we are in a chain, u
′′
m−1 and um have non-trivial inter-
section zm−1 and the amalgamation u
′′
m−1 ∗zm−1 um contains no forbidden
subword except for u′′m−1 and um (since the chain is rigid).
Then by Lemma 6.11, u′′m−1, um satisfy (R1) and (R2), and in particular
um−1, um satisfy (R1) and (R2) and zm−1 is unique.
By the induction hypothesis (ui)
m−1
i=1 satisfy (R3). It only remains to show
that if um−2 ≡ (t, . . . , t) and um ≡ (t, . . . , t), t 6= s, then |um−1| > 2 +
2|at,s|. We have shown that zm−1 and zm−2 are determined by (ui)
m
i=1 and
in this case zm−2 ≡ (as,t, t) ≡ (s, at,s) ≡ zm−1. Since (w, (ui)
m
i=1, (zi)
m−1
i=1 )
is a chain |zm−2|+ |zm−1| ≤ |um−1|. As a forbidden word, um−1 can not be
equal to (s, at,s, at,s, s) and hence |zm−2|+ |zm−1| < |um−1|. This implies
that (ui)
m
i=1 satisfies (R3).
A labelled graph Γ is star-regular if for every pair of vertices u, v ∈ V Γ,
there is a isomorphism of labelled graphs between St(v) and St(v). The main
result of this section is the following:
Theorem 6.15. Let (G,S) be an even Coxeter system with graph Γ. Suppose
that Γ is triangle-free, star-regular. Then the geodesic growth of G only depends
on |S| and the isomorphism class of the star of the vertices.
In particular, if (G1, S1) and (G2, S2) are triangle-free, star-regular, even
Coxeter systems with |S1| = |S2| and St(v) ∼= St(u), v ∈ V Γ1, u ∈ V Γ2, then
G1 and G2 have the same geodesic growth.
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Proof. Let U = U(G,S) be the set of forbidden words, and |Q
(m)
n | denote the
number of rigid chains of length n and rank m. According to Theorem 6.10, we
have to show that the |Q
(m)
n | only depend on |S| and St(v). By Lemmas 6.13
and 6.14, the rigid chains are codified by sequences of words in U satisfying
(R1), (R2) and (R3).
We modify Γ by adding two loops to each vertex s of V Γ and labelling them
by 1s and 0s. Denote this graph by Γ̂. Then Γ̂ is still star-regular. The key
idea of the proof is that the number of labelled paths γ in Γ̂ of a given length
that do not have two consequetive edges labelled by 1 depends only on |S| and
St(v).
Suppose that γ = (s1, e1, s2, . . . , em−1, sm), is a path where, for i = 1, . . . ,m,
si is a vertex of Γ̂, e1, . . . , em−1 are edges of Γ̂ satisfying that for i = 1, . . . ,m−2,
ei, ei+1 are not both labelled by 1.
We construct a sequence of forbidden words (ui)
m
i=1, ui ≡ (si, pi, ωi, qi, si),
associated to γ with the following conditions on pi, ωi and qi to assure that
(ui)
m
i=1 satisfy (R1), (R2) and (R3). We will assume that e0 and em are labelled
by 0.
(a) If ei is labelled by 0, then pi, ωi, qi are empty words, i.e ui = (si, si).
(b) If ei is not labelled by 0:
• if ei−1 is labelled by 0, pi is the empty word; if ei−1 is not labelled
by 0, then, since there can not be two consecutive edges labelled by
1, we have that si−1 6= si and we put pi ≡ asi−1,si.
• if ei+1 is labelled by 0, qi is the empty word; if ei+1 is not labelled
by 0, then, since there can not be two consecutive edges labelled by
1, we have that si+1 6= si and we put qi ≡ asi+1,si .
(c) If ei is not labelled by 0, ωi is a geodesic word in A(si), such that (pi, ωi, qi)
is geodesic and if si−1 = si+1 6= si, then ωi is non-empty.
Notice that (a) and (c) together with the fact that there are no two consecutive
edges labelled 1, ensures that (ui)
m
i=1 satisfy (R1). Condition (b) and (c) ensures
that (ui)
m
i=1 satisfy (R2). Condition (c) ensures (R3).
We notice that if we have a sequence of forbidden words (ui)
m
i=1 satisfying
(R1), (R2) and (R3), then it determines a path γ = (s1, e1, . . . , em−1, sm) in Γ̂
where si is the first letter of ui and ei is and edge between si and si+1 and if
si = si+1, ei is labelled by 0 if and only if ui−1 ≡ (si, si).
To show that the number of rigid chains of rankm and length n only depends
on |S| and St(v), observe that for a rigid chains of rank m and length n are
sequences (ui)
m
i=1 satisfying (R1), (R2) and (R3), and the rank and the length
of the chain only depends on the (ui)
m
i=1. In turn, such a sequences, depend
on the paths described above and the choices for ωi (pi and qi are fixed by the
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labels of the edges in the paths). Since the graph is triangle-free, by Theorem
6.6 (ii) the lengths of the ωi as words over S only depend on the length of ωi as
a geodesic word over A(s) and the length of the at,s s, t ∈ S. Since the graph
is star-regular, the isomorphism from St(t) to St(s) induces a bijection between
elements of A(s) and A(t) that preserves the length as word over S and that
extends to a bijection from geodesic words over A(s) to geodesic words over
A(t). Now the theorem follows because, the number of labelled paths of a given
length not having two consecutive ones only depend on |S| and St(v), and the
possible lengths of ωi only depend on the labels on the edges of the path.
Example 6.16. Let p, q be positive integers. Let Γ1 be the graph consisting
of 2 squares, with edges labelled alternatively 2p and 2q. Let Γ2 be the graph
consisting of an octagon with edges labelled alternatively 2p and 2q. Then the
Coxeter groups defined by Γ1 and Γ2 are non-isomorphic (see, [1, Theorem 5.1])
and have the same geodesic growth.
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Figure 5: Two even Coxeter groups with the same geodesic growth.
Theorem 6.15 gives a generalization of our criterium for ragc’s with the same
geodesic growth. However, there are still many questions left regarding when
two Coxeter groups have the same geodesic growth.
In this section the ‘eveness’ and ‘triangle-freeness’ were used to have partic-
ulary nice centralizers of generators, but there are no reasons for this condition
to be necessary. It is natural to ask the following: Given a Coxeter system
(G,S) with Γ(G,S) star-regular, does the geodesic growth of G only depend on
|S| and the isomorphism class of St(v)?
It is worth mentioning that it is relevant in this context to consider the
relation with the automatic generating set for racg’s described in Section 4.
The greedy generating set [19] generalizes the automatic generating an it is
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natural to expect that for an even Coxeter system (G,S) with Γ(G,S) star-
regular, the spherical growth with respect to the greedy generating set of G
only depends on |S| and the isomorphism class of St(v).
A Appendix: Centralizers in even Coxeter groups
In this section we give the promised proof of Theorem 6.6. As we mention, this
is basically the proof of [2, Theorem 4.10]. We need two well-known facts, the
fist one is a useful corollary of Lemma 6.2:
Corollary A.1. Let (G,S) be a Coxeter system, w ∈ G and s ∈ S. Then
|ws|S = |w|S ± 1.
For a proof of the second fact see for example [3, Proposition 1.1.1].
Lemma A.2. Let (G,S) be a Coxeter sytem with relation matrix (ms,t). Let
s, t ∈ S, s 6= t. The order of st in G is ms,t. In particular, for all t, s ∈ S, the
prefix of (st)ms,t of length ms,t/2− 1 is geodesic in S.
The proof of Theorem 6.6 is mostly based in the following lemma.
Lemma A.3. Let (G,S) be an even Coxeter system and let s ∈ S. Let
a1, . . . , an ∈ A(s), suppose that (a1, . . . , an) is geodesic as a word on A(s),
and let t ∈ Lk(s).
(a) If (a1, . . . , an, t) is geodesic as a word on S, then (a1, . . . , an, at,s) is also
geodesic on S.
(b) If (a1, . . . , an, t) is not a geodesic as a word on S, then there exists 1 ≤
i ≤ n such that t commutes with ai · · · an.
Proof. (a) First note that, by Lemma A.2, the statement is true for n = 0. That
is, for every t ∈ Lk(s), at,s is geodesic as a word on S.
Suppose that n is the length of the minimal counterexample of (a), we will
derive a contradiction. That is, (a1, . . . , an, t) is geodesic as a word on S, but
(a1, . . . , an, at,s) is not. Then, by minimality, the word w ≡ (a2, . . . , an, at,s) is
geodesic. Moreover, if (w, s) ≡ (a2, . . . , at,s, s) is not geodesic, by the Deletion
Condition, the last s must cancel with some s in (a2, . . . , an), but in this case
|pi(ws)| < |pi(w)| − 1, which contradicts Corollary A.1.
Let b be the shortest suffix of a1 such that w1 ≡ (b, a2, . . . , an, at,s, s) is
not geodesic as word on S. Let c be the largest prefix of (at,s, s) such that
(b, a2, . . . , an, c) is geodesic. Since (a1, . . . , an, t) is geodesic, c is non-empty.
Also c 6≡ (at,s, s). Let d be the the prefix of at,s of length |c| + 1. Then by
Corollary 6.3, (b, a2, . . . , an, d) is not geodesic but we obtain a geodesic word
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by deleting the first letter of b and the last letter of d, which moreover are the
same. Since (b, a2, . . . , an, d) is not geodesic, but w is, d ≡ (at,s, s), and the first
letter of b is s. But s commutes with all the ai, and hence, (b, s) is not geodesic
and (a1, s) is not geodesic, which lead to a contradiction.
(b) Since (a1, . . . , an, t) is not geodesic as a word on S, by the Deletion Con-
dition, there is ai, i ≤ n and a letter in ai ≡ (ti, s, . . . , s, ti) which cancels with t.
By Lemma 6.2, ti = t, and thus ai ≡ at,s. By Corollary A.1, |pi((ai, . . . , an, t))| =
|pi((ai, . . . , an))|−1, and hence t must cancel either with the first or the last let-
ter of ai. We will show that it cancels with the last. If |ai| = 1 the result is true.
Assume that |ai| ≥ 3. Since (s, ai, . . . , an) is also geodesic, if t cancels with the
first t of ai, then |pi((s, ai, . . . , an, t))| ≤ |pi((s, ai, . . . , an))| − 3, a contradiction.
Thus t cancels with the last letter of ai, that is tai+1 · · · an = ai+1 · · · ant.
Lemma A.4. Let (G,S) be an even Coxeter system, s ∈ S and a1, . . . , , an+1 ∈
A(s). Suppose that (a1, . . . , an) is geodesic as a word in S but (a1, . . . , an+1)
is not. Then there exists i ≤ n such that an+1 = ai and an+1 commutes with
ai+1 · · · an.
Proof. Let t be the first letter in an+1. By Lemma A.3(a) (a1, . . . , an, t) is not
geodesic. By A.3(b), there exits i ≤ n such that t commutes with ai · · · an.
Since sai+1 · · · an = ai+1 · · · ans the lemma follows.
Proof of Theorem 6.6. (i) is a restatement of Brink’s result in terms of gen-
erators, and it can be found in [1, Theorem 2.6]. As noticed in [2, Theorem
4.10] this also follows easily from Lemma A.3, Lemma A.4 and the Deletion
Condition.
(ii) is the content of the unpublished [2, Theorem 4.10] and we prove it here
for completeness.
Clearly s commutes with all elements of A(s). Then a geodesic word on
A(s) ∪ {s} has at most one s, and it can be at any position. We can restrict to
show that a geodesic word on A(s) is also geodesic as word on S. By Lemma
A.2 any word of length 1 in A(s) is geodesic on S. We argue by induction,
suppose that w ≡ (a1, . . . , an) is geodesic as a word on A(s), then by induction
hypothesis (a1, . . . , an−1) is geodesic as a word on S. If w is not geodesic as a
word on S, by Lemma A.4, w is not geodesic on A(s), a contradiction. This
completes the proof of (ii).
(iii) By (ii) and the Deletion condition (C(s), A(s)∪{s}) is a Coxeter system.
We only have to show that for all t, r ∈ Lk(s), r 6= s and all n ≥ 1 (at,sar,s)
n 6= 1.
We argue by contradiction, i.e. there exist some t, r, n such that (at,sar,s)
n = 1,
in particular, there exits m such that (at,sar,s)
m is geodesic in S.
If (at,sar,s)
mat,s is not geodesic as a word on S, then by Lemma A.3(a)
(at,sar,s)
mt is not geodesic. By Lemma A.3(b) there exists some suffix (ai,s, . . . , ar,s)
that commutes with t. Then (ai,s, . . . , ar,s) is a geodesic word representing some
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element in C(t), in particular, by (i), supp((ai,s, . . . , ar,s)) ⊆ St(t). But since
St(s) spans a tree in Γ, r /∈ St(t), a contradicton.
If (at,sar,s)
mat,s is geodesic in S but (at,sar,s)
m+1 is not, a similar argument
implies that there is an edge joining r, t in Γ, a contradiction.
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