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１．はじめに
１.１　はじめに
線形モデルの推定には最小二乗法を利用し、複数のモデル間でどのモデルが適切であるかを
議論するには、決定係数を利用する場合が多い。非線形モデルの様にモデルが複雑になれば、
最尤法を利用して推定し、尤度を利用して計算されるAICやSBICといった指標を利用して、複
数のモデル間でどのモデルが適切であるかを議論する場合が多いであろう。またMCMCを用い
たベイズ統計学に基づいてモデルの推定を行い、複数のモデル間でどのモデルが適切であるか
について議論するのであれば、周辺尤度を推定し、さらにそれを利用してベイズファクターを
計算し、モデルの選択を行うことが多いであろう。1
MCMCを用いたベイズ統計学に基づいてパラメータの推定を行う場合、推定方法（アルゴリ
ズム）はいくつかに分かれる。とはいえギブズ･サンプリング（Gibbs Sampling）法、メトロポ
リス＝ヘイスティング（Metropolis＝Hastings） 法を利用することが多い。2 モデル選択で利用
する周辺尤度の推定方法であるが、Chib（1995）にギブズ･サンプリング法を用いた場合の周辺
尤度の推定方法が具体例と共に説明されている。またChib＝Jeliazkov（2001）にメトロポリ
ス＝ヘイスティング法（M=H法と略記する）を用いた場合の周辺尤度の推定方法が説明されて
いる。さらにChib＝Jeliazkov（2005）には棄却サンプリング連鎖法を用いた場合の周辺尤度の
推定方法が説明されている。
ここで周辺尤度に関する日本の文献について紹介してみよう。大森（2001）にはMCMC法の
統計的側面について多くのことが簡潔にまとめられている。その中でギブズ･サンプリング法と
M=H法を利用して推定した場合の周辺尤度の計算方法も紹介されている。また和合（2005）は
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1 中妻（2003）や和合（2005）を参考にされたい。
2 それ以外の推定方法としては、データ拡大法や棄却サンプリング連鎖法などがある。砂田（2005b）では棄
却サンプリング連鎖法を用いて推定した場合の周辺尤度を推定する方法を説明するだけでなく、シミュ
レーションデータを用いて実際に推定している。
ギブズサンプリング法を用いた周辺尤度の推測方法を説明している。またMCMC法を用いた実
証研究が多数掲載された文献である。その中の幾つかの実証分析においては周辺尤度も計算さ
れている。
日本でもMCMC法によるベイズ推定は利用されるようになってきたが、周辺尤度の推定はそ
れほど行われているとは言えない。また周辺尤度の推定方法に関する説明もそれほど多いとは
考えにくい。そこで本論文は周辺尤度に焦点を当てると共に、以下の３点を目的として書かれ
ている。第１の目的は周辺尤度の推定方法を紹介することである。第２の目的は経済・金融デ
ータを用いた実証分析において基本的かつ利用頻度の高そうなモデルを具体的に定め、当該モ
デルの周辺尤度の推定方法を提示することである。第３にそのモデルに基づいてシミュレーシ
ョンデータを生成して、周辺尤度を実際に推定することである。
ただし本論文では、ギブズ･サンプリング法とM=H法というベイズ推定で頻繁に利用される
推定方法を用いた場合についてだけ扱う。
本論文の構成は以下の通りである。まず第２節でギブズ･サンプリング法を用いて推定した場
合の周辺尤度の推定方法をChib（1995）に基づいて説明する。ギブス･サンプリング法を用いた
推定例として、第４節では誤差項が１階の自己相関に従う回帰モデルを取り上げ、そのパラメ
ータをベイズ推定する方法をChib（1993）を参考にしながら紹介する。第５節では誤差項が１
階の自己相関に従う回帰モデルにおける周辺尤度の推定方法を紹介する。第６節では同モデル
から生成したシミュレーションデータを用いてパラメータのベイズ推定と周辺尤度の推定を行
う。
次に第３節でM=H法を用いて推定した場合の周辺尤度の推定方法をChib＝Jeliazkov （2001）
に基づいて説明する。M=H法を用いた推定例として、第７節では誤差項がARCH過程に従う回
帰モデルを取り上げ、そのパラメータをベイズ推定する方法を説明する。3 誤差項がARMA-
GARCH過程に従う回帰モデルのベイズ推定はNakatsuma（2000）に詳しいので、推定に当たり
これを利用する。第８節では誤差項がARCH過程に従う回帰モデルにおける周辺尤度の推定方
法を紹介する。第９節では同モデルから生成したシミュレーションデータを用いてパラメータ
のベイズ推定と周辺尤度の推定を行う。最後の第10節で結論を述べる。
１.２　周辺尤度の計算
周辺尤度の推定に利用する式を紹介しよう。モデルのパラメータ、データ、事前密度、尤度
（LikelihoodあるいはSampling density）、事後密度をそれぞれθ（＝｛θ1,θ2,…,θB｝）, y,π（θ）, f（ y―
θ）,π（θ―y）と記述すると、モデルの周辺尤度m(y)は
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3 砂田（2005a）は誤差項がARCH過程に従うTARモデルの推定を行っている。
…（1）
と記述できる。（1）の分子は尤度と事前密度の積であり、分母はθの事後密度である。この式
は任意のθについて成立つ式で、基本周辺尤度方程式（BMI）と呼ばれている。
周辺尤度m(y)はθに依存しないし、（1）は任意のθについて成立つので、周辺尤度m(y)を実
際に計算する上では、計算の都合の良いθ*における事後密度π（θ*―y）を利用して、m(y)を計算
して構わない。4 θ*における事後密度の推定値をπˆ（θ*―y）、周辺尤度m(y)の推定量をmˆ(y)と記述
すれば、周辺尤度m(y)の推定量は、
である。一般に周辺尤度を推定する場合、上式の両辺を対数変換した
…（2）
を推定量として利用する。（2）の推定に当たって右辺第１項と第２項は尤度関数と事前密度の
対数値なのですぐに計算可能である。しかし右辺第３項のπˆ（θ*―y）の計算が難しい。この項の
計算であるが、パラメータの推定がギブズ･サンプリング法によって行われた場合の計算方法を
第２節で、M=H法によって行われた場合の計算方法を第３節で説明する。この２つの節ではま
ず一般的なモデルを対象とした周辺尤度の推定方法を記述する。
さて周辺尤度が推定されたならば、その値を利用してベイズファクターを計算することにな
る。モデル１とモデル２という２つのモデルがある場合について考えてみよう。この場合のベ
イズファクターをB12と記述すれば、B12はモデル１の周辺尤度m1(y)とモデル２の周辺尤度m2(y)
を用いて以下の様に記述できる。
となる。つまりベイズファクターは周辺尤度の比である。5
どちらのモデルが支持されるかについては、ベイズファクターの常用対数値log10B12を尺度と
して考えることが提唱されている。モデル１がモデル２よりも支持されるか否かであるが、ベ
イズファクターB12が０～0.5の場合は証拠があまりあるとは言えない。0.5～1.0の場合は証拠が
十分にある。1.0～2.0の場合は証拠が強い。2.0～の場合は決定的である。このようにlog10B12の
値によってモデル選択が行われる。
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4 和合（2005）のp82を参考にして、本論文ではθ*として事後平均を用いている。
5 和合（2005）のp81を参考にされたい。
２．ギブズ・サンプリング法における周辺尤度の計算
まずパラメータが２つの場合を考えて、その後でB個という一般的な場合を考えてみよう。
ちなみにパラメータが１つの場合はギブズ・サンプリング法で推定できない。
またこの節では、パラメータをギブズ･サンプリング法で推定することを考えているのである
から、パラメータがB個存在する場合であれば、B個のパラメータθ＝｛θ1,θ2,…,θB｝のそれぞれ
について、フルコンディショナルな事後分布である
からのサンプリングが可能であると仮定している。6
２.１　パラメータが２つの場合
π（θ*1,θ
*
2―y）の推定が目的である。このπ（θ
*
1,θ
*
2―y）は以下の様に分割できる。
π（θ*1,θ
*
2―y）＝π（θ
*
1―y）×π（θ
*
2―θ
*
1,y） …（3）
ただし　　　　　　　　　　　　　　　　　　　　　　　　　　　　　　　　　　　 …（4）
まず（3）の条件付事後密度π（θ*2―y,θ
*
1）はθ2のフルコンディショナルな事後密度π（θ2―y,θ1）
にθ*＝｛θ*1,θ
*
2 ｝を代入して計算する。次にπ（θ
*
1―y）は（4）に示したようにπ（θ
*
1―y,θ2）をπ
（θ2―y）に従うθ2で積分した値であるから、その推定量πˆ（θ
*
1―y）をモンテカルロ積分によって
計算することが可能である。π（θ2―y）に従うθ2で積分するので、モンテカルロ積分においては
π（θ2―y）に従うθ2のサンプルを利用することになる。θ1 ,θ2のフルコンディショナルな事後分
布を利用して生成した乱数はπ（θ1 ,θ2―y）からのサンプルとなり、その中のθ2のサンプルだけ
を用いれば、それはπ（θ2―y）からのサンプルとなる。
π（θ1―y,θ2）,π（θ2―y,θ1）という２つのフルコンディショナルな事後分布からg回目に得られ
たサンプルを　　　　　　と記述すれば、G回のサンプリングで得られたθ2のサンプルは
と記述できよう。G個のサンプル　　　 をπ（θ*1―y,θ2）のθ2に代入して平均した値が推
定量πˆ（θ*1―y）である。数式で表せば次式の通りである。
…（5）
対数周辺尤度の推定量lnmˆ(y)は最終的に次式で記述される。
…（6）
さらに（5）を代入して
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6 パラメータの個数がBより多くてもフルコンディショナルな事後密度がBブロックに分けられる場合は
同様に扱える。
という形でも記述できる。
２.２　パラメータがB個の場合
２.１ではパラメータが２個の場合を考えたが、より一般的なB個の場合を考えてみよう。
π（θ*―y）つまりπ（θ*1,…,θ
*
B―y）は以下のように分割できる。
π（θ*―y）＝π（θ*1―y）×π（θ
*
2―θ
*
1,y）×…×π（θ
*
B―θ
*
1,…,θ
*
B-1,y）
θ1,θ2,…,θBの各々のフルコンディショナルな事後密度は既知であると仮定する。π（θ
*
B―θ
*
1,…,
θ*B-1, y）はθBのフルコンディショナルな事後密度にθ
*
1,θ
*
2,…,θ
*
Bを代入した値であるから、す
ぐに計算可能である。それ以外の項はどうやって計算するのであろうか。π（θ*1―y）,π（θ
*
2―θ
*
1,
y）,…は一般化するとπ（θ*r,―y,θ
*
1,θ
*
2,…,θ
*
r-1）と記述され、縮尺された（reduced）条件付事後密
度と呼ばれる。ただしr＝2,3,…,B-1とする。以下ではr＝2,3,…,B-1についてπ（θ*r,―y,θ
*
1,θ
*
2,…,
θ*r-1）の推定方法を示そう。
であるから、 の推定値　　　　　　　　　を以下の手順に従い、モンテカル
ロ積分によって計算することが可能である。π（θr―y,θ
*
1,θ
*
2,…,θ
*
r-1,θr+1,…θB）,π（θr+1―y,θ1
*,θ*2,…,
θ*r-1,θr,…θB）,…,π（θB―y,θ1
*,θ*2,…,θ
*
r-1,θr,…θB-1）というB-r+１個のフルコンディショナルな事後
分布からg回目に得られた一組のサンプルをθ（g）＝｛θ（g）r,θ
（g）
r+1,…,θ
（g）
B｝と記述すれば、G回のサ
ンプリングを行って得られたサンプルは　　　 と記述できよう。θ（g）はπ（θr,…,θB―y,θ
*
1,θ
*
2,…,
θ*r-1）からのサンプルとなる。そこで、θrを除いたθr+1,…,θBのG組のサンプルをπ（θ
*
r―y,θ
*
1,θ
*
2,
…,θ*r-1,θr+1,…,θB）のθr+1,…,θBに代入して平均した値が　　　　　　　　　となる。数式で表せ
ば次式の通りである。
…（7）
この作業をr＝2,3,…,B-1に対して繰り返して、 、 、
を得る。最後にr＝1の場合は、フルコンディショナルな事後密度を用いてπ（θ1,θ2,…,θB―y）から
のサンプルを生成し、｛θ2,θ3,…,θB｝のサンプルとθ
*
1をθ1のフルコンディショナルな事後密度に
代入して平均した値が推定量となる。
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対数周辺尤度の推定量は以下の様に記述できるので、上述した個々の推定値を利用して計算
する。
…（8）
３．メトロポリス＝ヘイスティング法における周辺尤度の計算
３.１　パラメータが１ブロックの場合
最初にB個のパラメータが１ブロックのサンプリングで推定される場合について、周辺尤度
の推定方法を紹介する。その後で２ブロック、そして多ブロック（Dブロック）に分かれる場
合へと拡張していく。まずθに関する事後密度π（θ―y）∝π（θ）f（y―θ）がM=H法によって１つ
のブロックでサンプリングできる場合を考えてみよう。
θからθ’を生成するプロポーザル密度をq（θ,θ’―y）と記述すれば、q（θ,θ’―y）により生成さ
れたθの採択確率は以下の通りである。
さてM=H法の部分核（sub-kernel）をp（θ,θ’―y）と記述すれば、採択確率とプロポーザル密度に
よって以下のように記述できる。
p（θ,θ’―y）＝α（θ,θ’―y）q（θ,θ’―y）
部分核は反転可能性により任意の点θ*において
p（θ,θ*―y）π（θ―y）＝π（θ*―y）p（θ*,θ―y）
が満たされる。この式を変形した　 に p（θ,θ*―y）＝α（θ,θ*―y）× q（θ,θ*
―y）を代入し、分子と分母をθで積分すると、
…（9）
が導出される。分子はα（θ,θ*―y）q（θ,θ*―y）をπ（θ―y）に従うθで積分した値である。分母は
α（θ,θ*―y）をq（θ,θ*―y）に従うθで積分した値である。したがって両者の推定値をモンテカル
ロ積分によって計算することが可能である。
まず分子であるが、π（θ―y）に従うθで積分するので、モンテカルロ積分においてはπ（θ―y）
に従うθのサンプルを利用することになる。
M=H法によってg回目に得られたπ（θ―y）からのサンプルをθ（g）｛＝（θ（g）1,θ
（g）
2,…,θ
（g）
B）｝と記
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述すれば、G回のサンプリングを行って得られたサンプルは　　　と記述できよう。このG個
のサンプルをα（θ,θ*―y）q（θ,θ*―y）のθに代入して平均した値が　　　　　　　　　　　　の
推定値である。
次に分母であるが、q（θ*,θ―y）に従うθで積分するので、モンテカルロ積分においては
q（θ*,θ―y）に従うθのサンプルを利用することになる。j回目に得られた q（θ*,θ―y）からの
サンプルをθ（ j）｛＝（θ（ j）1,θ
（ j）
2,… ,θ
（ j）
B）｝と記述すれば、J回のサンプリングで得られた
サンプルは　　　と記述できよう。このJ個のサンプルをα（θ*,θ―y）のθに代入して平均した
値が　　　　　　　　　　の推定値である。したがってπ（θ*―y）の推定量は次式の通りである。
…（10）
基本周辺尤度方程式を対数変換した式に（10）で示されるπ（θ*―y）の推定量を代入すること
により、対数周辺尤度の推定量として次式を得る。
…（11）
３.２　パラメータが２ブロックの場合
B個のパラメータが２ブロックに分けられ、その最初の半分θ1についてはフルコンディショ
ナルな事後密度の基準化定数が未知であるが、残り半分θ2については既知であると仮定する。
さらにθ1のサンプルをM=H法によってサンプリングできると仮定しよう。この場合の周辺尤度
m(y)の計算も以下に示す基本周辺尤度方程式を用いて行われる。
Chib（1995）によればπ（θ*1,θ
*
2―y）の値は以下のように分割できる。
π（θ*1,θ
*
2―y）＝π（θ
*
1―y）×π（θ
*
2―y,θ
*
1）
θ2のフルコンディショナルな事後密度は既知であると仮定しているので、θ
*
1とθ
*
2を代入する
ことでπ（θ*2―y,θ
*
1）は計算できるが、π（θ
*
1―y）はRao-Blackwell法によって推定できない。とい
うのも最初に仮定したようにπ（θ1―y,θ2）の基準化定数が未知だからである。m(y)の計算におい
てはπ（θ*1―y）の計算が難しいので、以後はπ（θ
*
1―y）の推定方法を考えよう。ちなみにθ2のフル
コンディショナルな事後密度も未知であるならば、θ*1を定数、θ2だけがパラメータと考えるこ
とで、パラメータが１個の場合の推定方法をπ（θ*2―y,θ
*
1）の推定に適用すれば良い。これはパ
ラメータが３個以上に分けられる場合も同様である。
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３.２.１　π（θ*1―y）の導出
θ2を所与としたθ1に対するM=H法の部分核は採択確率とプロポーザル密度を用いて、
と記述できる。この部分核は以下の局所反転条件
を満たす。この式にπ（θ2―y）をかけてθ＝（θ1,θ2）で積分すると
である。上式を式変形すると、
である。最終的に次式が導出される。
π（θ*1―y）について解くと共に
を代入すると、次式が導出される。
…（12）
３.２.２　π（θ*1―y）の計算
（12）の分子を推定するにはπ（θ1,θ2―y）からのサンプルが必要である。だから、M=H法とギ
ブズ･サンプリング法の両方を用いるサンプリング方法である、ハイブリッドMCMC法によっ
て生成したθ1とθ2のサンプルを利用する。つまりθ2をフルコンディショナルな事後分布からギ
ブズ･サンプリングし、その結果を生かしてπ（θ1―θ2,y）に従うθ1をM=H法によってサンプリン
グする。さらにそのサンプリング結果を生かして、フルコンディショナルな事後分布からθ2を
ギブズ･サンプリングする、……ということを繰り返すのである。こうして得られたθ1とθ2に
関するG個のサンプル｛θ1
（g）,θ2
（g）｝Gg=1を、α（θ1,θ
*
1―y,θ2）q（θ1,θ
*
1―y,θ2）のθ1とθ2に代入して平均
した値が　　　　　　　　　　　　　　　　 の推定量である。数式で記述すれば、
である。
ところでπ（θ1―θ2,y）に従うθ1のサンプルを得る場合、M=H法を利用するので、プロポーザル
密度q（θ1,θ’1―y,θ2）と以下に示す採択確率を用いる。
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次に（12）の分母の推定では、π（θ2―y,θ
*
1）とq（θ
*
1,θ1―y,θ2）に従うθ1とθ2のサンプルが必要
である。そこでまずθ2のフルコンディショナルな事後分布を利用してπ（θ2―y,θ
*
1）に従うθ2の
乱数を生成する。その結果を利用してプロポーザル分布q（θ*1,θ1―y,θ2）からθ1を生成する。さ
らにその結果を生かしてθ2をサンプリングする。……ということを繰り返す。フルコンディシ
ョナルな事後分布を用いたθ2のサンプリングとq（θ1,θ
*
1―y,θ2）によるθ1のサンプリングをまと
めて１回のサンプリングとすると、この作業を何度も繰り返してθ1とθ2に関する大量のサンプ
ルを生成する。j回目のサンプリングで得たサンプルをθ（j）＝｛θ1
（j）,θ2
（j）｝と記述すれば、J回のサ
ンプリングで得られたサンプルは　　　と記述できよう。このJ個のサンプルをα（θ*1,θ1―y,θ2）
のθ1とθ2に代入して平均した値が　　　　　　　　　　　　　　　　　　の推定値である。
数式で記述すれば　　　　　　　　　　 である。
したがってπ（θ*1―y）の推定量は次式の通りである。
…（13）
π（θ*2―y,θ
*
1）はθ2のフルコンディショナルな事後密度にθ
*
1とθ
*
2を代入すれば計算できる。
こうしてπ（θ*1―y）が推定可能となり、対数周辺尤度の推定量は次式で与えられる。
…（14）
３.３　パラメータが多重ブロックの場合
パラメータがD個のブロックにグループ分けされる場合を考えよう。この場合の周辺尤度
m(y)の計算も以下に示す基本周辺尤度方程式を用いて行われる。
π（θ*1,…,θ
*
D―y）は以下の様に分割でき、その要素であるπ（θ
*
i―y,θ
*
1,...,θ
*
i-1）,i=1,2,...,Dは個別
に推定することができる。
…（15）
（15）の右辺の積の要素の中でπ（θ*D―y,θ
*
1,…,θ
*
D-1）を除くπ（θ
*
i―y,θ
*
1,…,θ
*
i-1）, i＝1,2,…,D-1は
縮尺された事後密度と呼ばれる。以下ではこのπ（θ*i―y,θ
*
1,…,θ
*
i-1）の推定方法を考えてみよう。
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３.３.１　π（θ*i―y,ψ*i-1）の導出
θiに対するM=H法の局所反転性については前節で示した。ここで表記を簡潔にするため、
上付き添え字と下付き添え字を用いた　　　　　　　　　、 を導入すると、
を所与としたθiに対するM=H法の部分核は採択確率とプロポーザル密度を用いて、
と記述できる。そしてこの部分核は以下の局所反転条件
を満たす。この式に　　　　　　をかけて、 で積分すると、
である。さらに式変形すると、
となる。最終的には
が導出される。したがって
が導出される。さらに上式に
を代入すれば、次式が導出される。
…（16）
分子は　　　　　　　　　　　　　　　 を　　　　　に従う　で積分した値である。分母は　
を　　　　　　　　　　　　　に従う　で積分した値である。したがって
両者の推定値をモンテカルロ積分によって計算することが可能である。
３.３.２　π（θ*i―y,ψ*i-1）の分子の計算
（16）の分子を推定しよう。分子では　　　　　に従う　で積分するので、モンテカルロ積分
においては　　　　　に従う　のサンプルを利用することになる。
のサンプルは、 とおいた　　　　　　　のフルコンディショナルな
事後密度　　　　　　　　　 からギブズ･サンプリングできれば簡単であるが、ここでは
ギブズ ･ サンプリングできない場合を考えている。そこでプロポーザル密度
と以下に示す採択確率を用いて、M=H法によるサンプリング
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を行う。こうして得られたサンプルは　　　　　からのサンプルとなる。
M=H法によってg回目に得られた　　　　　からのサンプルを　　　　　　　　　　　と記
述すれば、G回のサンプリングで得られたサンプルは　　　　と記述できる。このG個のサンプ
ルを　　　　　　　　　　　　　　　　の　と　　に代入して平均を計算する。数式で記述す
れば、 である。
これが（16）の分子　　　　　　　　　　　　　　　　　　　　 の推定量である。
３.３.３　π（θ*i―y,ψ*i-1）の分母の計算
（16）の分母を推定しよう。分母では　　　　　　　を　　　　　　　　　　　　に
従う　で積分するので、モンテカルロ積分においては　　　　　　　　　　　　　に従う　の
サンプルを利用する。
からのサンプルではなく　　　　　　　　　　　　　からのサンプルであること
に注意しなくてはならない。つまり、 とおいた　　　　のフルコンディショナルな事後分
布　　　　　　　　　 を用いてサンプリングするのではない。
まず　　 とおいた　　　　 の結合事後分布　　　　　 に従う　　　　のサンプルをM=H法
によってサンプリングする。そのサンプリング結果を利用して　　　　　　　　から　をサン
プリングする。これが１回のサンプリングであり、j回目のサンプリングで得たサンプルを
と記述する。ただし　　　　　　　　　である。J回のサンプリングを行って得ら
れたサンプルを　　　　と記述しよう。このJ個のサンプルを　　　　　　　 のθiと　 に代
入して平均した値が（16）の分母　　　　　　　　　　　　　　　　　　　　　の推定量であ
る。数式で表せば、 である。
この様に　　　　　の推定には、縮尺されたMCMCサンプリングによって得られたサンプル
を利用して、モンテカルロ積分を行う。最終的に　　　　　の推定量は次式の通りに記述でき
る。
…（17）
同じ作業を繰り返して、 の推定量も
計算する。それを用いて　　　　　　　　　　　　　　　　の推定量を計算する。
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対数基本周辺尤度方程式から対数周辺尤度の推定量は次式の様になる。上述した
の推定量を利用してln mˆ(y)を計算する。
…（18）
４．誤差項が１階の自己相関に従う回帰モデルのベイズ推定
誤差項が１階の自己相関に従う回帰モデルをベイズ推定する方法についてはChib（1993）に
紹介されている。このモデルの推定はギブズ・サンプリングのみを利用して行われるので、ギ
ブズ・サンプリング法によってパラメータをベイズ推定した場合の周辺尤度を推定する例とし
てこのモデルを取り上げる。以下に示すモデルについて、各パラメータのフルコンディショナ
ルな事後分布を以下で紹介する。7 フルコンディショナルな事後分布からサンプリングしたサ
ンプルの平均がパラメータのベイズ推定量となる。
yt＝γ1＋γ2 xt＋u t u t＝ρut-1＋εt εt～N（0,σ
2）
標記を簡単化にするために、 という記号を以下では利用する
ことにする。
４.１　γのサンプリング
―σ2の事前分布として　　σ2 を仮定すると、 のフルコンディショナルな事後分布は以
下の通りである。この正規分布から　をサンプリングする。
ただし、 である。
４.２　σ2のサンプリング
σ2の事前分布として逆ガンマ分布　　　　　　　 を仮定すると、σ2のフルコンディショナ
ルな事後分布は以下の通りである。
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7 本節の説明はChib（1993）に負っている。
ただし　　　　　　　　　　　 である。この逆ガンマ分布からσ2をサンプリング
する。
４.３　ρのサンプリング
自己相関は誤差項の回帰モデルと考えられる。たとえば本論文で考えている一階の自己相関
であれば、定数項無しの単純回帰モデル、
u t＝ρu t-1＋εt
と記述できる。したがってρのサンプリングは　のサンプリングとほぼ同様に考えることが可
能である。
ρの事前分布としてN（ρ0，R0）を仮定すると、ρのフルコンディショナルな事後分布は以下の
通りである。この正規分布からρをサンプリングする。
ただし、 、yˆt＝γ1＋γ2 xtである。
５．誤差項が１階の自己相関に従う回帰モデルの周辺尤度の計算
この節では誤差項が１階の自己相関に従う回帰モデルを対象にして周辺尤度の推定方法を示
す。
５.１　周辺尤度の推定
を順番にθ1,θ2,θ3と考えて、ギブズ・サンプリングを用いた場合の推定方法を利用す
る。こうして　　　　 、 、 を推定し、その後で周辺尤度m(Y,X)を推定す
る。
つまり　　　　　　　は以下のように分割できる。
の各々のフルコンディショナルな事後分布が既知と仮定されている。
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はρのフルコンディショナルな事後密度に　　 を代入した値であるから、すぐに計算可能で
ある。それ以外の項はどうやって計算するのであろうか。 は縮尺
された（reduced）条件付事後密度と呼ばれる。以下では　　　　　　　 の計算方法を
示そう。
であるから、 の推定値　　　　 と を以下の手順に従い、
モンテカルロ積分によって計算することが可能である。
５.２　π（σ2*―Y,X）の推定
まず　　　　　の推定は以下の通りである。π（σ2―Y,X,γ,ρ）,π（γ―Y,X,σ2,ρ）,π（ρ―Y,X,σ2,γ）とい
う３個のフルコンディショナルな事後分布からg回目に得られたサンプルを　　　　　　と記述
すれば、G回のサンプリングを行って得られたサンプルは　　　　　　　 と記述できよう。
は　　　　　　からのサンプルとなる。そこで、このG個のサンプルの中の　　
に関するサンプルを　　　　　 の　　に代入して平均した値が　　　　　となる。数式で表
せば次式の通りである。
…（19）
５.３　π（γ*―Y,X,σ2*）の推定
次に　　　　　の推定は以下の通りである。 という２個の
フルコンディショナルな事後分布からg回目に得られたサンプルを　　　　と記述すれば、
G回のサンプリングを行って得られたサンプルは　　　　　と記述できよう。 は
からのサンプルとなる。そこで、このG個のサンプルの中のρに関するサンプル
を　　　　　　　のρに代入して平均した値が　　　　　　となる。数式で表せば次式の通り
である。
…（20）
対数周辺尤度の推定量は以下の様に記述できるので、上述した推定量（（19）と（20））を利
用して計算する。
…（21）
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６. シミュレーションデータを用いた推定
第５節で、誤差項が１階の自己相関に従う回帰モデルの周辺尤度の推定方法を説明した。こ
の推定方法の妥当性を確認するために、パラメータを与えた上で生成したデータを用いてパラ
メータをベイズ推定してみる。真の値が判った上での推定であるから、まずベイズ推定の妥当
性を確認できるであろう。その後で周辺尤度を推定する。
モデルとしては説明変数が１つの回帰モデルで、誤差項が１階の自己相関に従う単純なモデ
ルを利用する。説明変数XをN（25,3）から生成するとともに、パラメータをγ0＝3.0,γ1＝0.5,
σ2＝３,ρ＝0.5とおいてYとXのデータを200個生成した。
このデータをベイズ推定した結果は表１の通りである。各パラメータの事前分布であるが、
γ―σ2は　　　　　　　　　 、σ2の事前分布は　　　　　　 、ρの事前分布はN（0.5,10.0）とそれ
ぞれ設定した。単純回帰モデルを最小二乗推定した結果をγ0,γ1,σ2の最小二乗推定値として参
考までに記述しておく。またプレイス＝ウィンステン変換したデータを最小二乗推定した結果
も記述しておく。
プレイス＝ウィンステン変換したデータを最小２乗法で推定した結果、γ0＝3.39219、γ1＝
0.48976であった。この結果と比較してみると、MCMCによる推定値γ0＝3.38270、γ1＝0.48978
が適切であることが分かる。
モデル選択の観点から、誤差項に１階の自己相関を仮定したモデル（AR（1）モデルと表記
する）について、ベイズ推定量に基づいて計算した決定係数、対数尤度、対数周辺尤度を表２
に掲載した。同じデータに対して誤差項に自己相関を仮定しないモデル（I.I.Dモデルと表記す
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パラメータ
γ0
γ1
σ2
ρ
OLSE
3.89127
0.46879
3.37447
----------
P＝W
3.39219
0.48976
2.54234
0.49777
真の値
3.0
0.5
3.0
0.5
事後平均
3.38270
0.48978
2.53741
0.50288
事後標準偏差
0.85729
0.03681
0.25692
0.06431
事後自己相関
－0.00534
0.00367
－0.02330
0.00186
表1：YX-AR（1）の推定結果
yt＝γ0＋γ1 xt-1＋ut ut＝ρut-1＋εt
項 目
AR（1）モデル
I . I . Dモデル
決定係数
0.52746
0.36646
対数尤度
－374.71072
－402.94031
対数周辺尤度
－369.31655
－401.21635
表２：決定係数と尤度の推定値
項　目
AR（1）モデル
I . I . Dモデル
lnπ（γ*―y,σ2*）
3.96603
3.38296
lnπ（σ2*―y）
0.48359
0.24939
lnπ（ρ*―y,σ2*,γ*）
1.86208
----------
表３：対数周辺尤度の推定値の内訳（事前密度を除く）
る）を考えて、ベイズ推定量に基づいて計算した決定係数、対数尤度、対数周辺尤度を併せて
掲載してある。さらに表３には周辺尤度を計算する際の構成要素を掲載しておいた。決定係数、
対数尤度、対数周辺尤度ともに、データ生成モデルである、誤差項に１階の自己相関を仮定し
たモデルの方が大きい。ちなみに周辺尤度の比を常用対数で評価すると13.85であった。した
がって、これらの基準を用いれば、真のモデルとしてデータ生成に利用したモデルが選択され
る。
７．誤差項がARCH過程に従う自己回帰モデルのベイズ推定
誤差項がARCH過程に従う閾値自己回帰モデルをベイズ推定する方法については砂田（2005a）
に紹介されている。このモデルの推定はM=H法を利用して行われている。本節では以下に示す
自己回帰モデルの推定方法を紹介する。
yt＝Xtγ＋ut, ut―Ωt-1～N（0,ht）, ht＝α0＋α1u
2
t-1＋…αqu
2
t-q
モデルの自己回帰の次数は p、そしてARCHの次数はqとする。ytからXt（＝｛1,yt-1,...,yt-p｝）に回
帰係数ベクトルγを掛けたものを引いて推定に必要な尤度関数をつくる。対数尤度関数は以下
の関係を有する。
…（22）
ただしY＝｛y1,y2,...,yn｝である。
次に各パラメータの事前分布であるが、 は正規分布　　　　、αは正規分布　　　　を
仮定する。
次にサンプリング方法であるが、回帰係数γと条件付分散の係数αはNakatsuma（2000）に従
ってM=H法でサンプリングする。γ,αのサンプリング方法について詳しく説明しよう。
７.１　γのサンプリング
γのサンプリング方法について述べよう。Yが決まっているので、不均一分散htの値が既知で
あればγをギブズ・サンプリングできる。つまり不均一分散を有する回帰モデルの回帰係数の
フルコンディショナルな事後分布を用いればよい。ところが不均一分散htは未知である。とい
うのも不均一分散htは、既知のγを利用して残差etを計算し、その残差から計算されるからであ
る。つまりhtは未知パラメータγの関数になっているのである。
htは未知であるから、γのフルコンディショナルな事後分布は計算できない。そこでプロポ
ーザル分布を探してM=H法を用いたサンプリングを行うことになる。実際のサンプリングでは
直前のサンプリングで得られたγi-1を用いて計算した残差を利用して条件付分散を計算する。そ
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の条件付分散を利用してプロポーザル分布を導出する。γのプロポーザル分布は具体的には以
下のような正規分布になる。
平均：
分散：
ただしHは直前のサンプリングで得られたγi-1を利用して計算された各時点における（不均一）
分散htを要素とする対角行列である。X＝｛X1,X2,...,Xn｝'であり、Yと定数項ベクトルから形成される。
尤度は（22）であるから、これに事前分布を掛けて、数値を代入して事後密度を計算する。
現在サンプリングした値と直前にサンプリングした値を利用して事後密度とプロポーザル密度
q（γi-1,γi―Y,αi）を計算する。そこから採択確率α（γi-1,γi―Y,αi）を計算し、その確率に従って、
新しく生成したγを採択するかを決定する。
７.２ αのサンプリング
αのサンプリング方法について述べよう。条件付分散はARCH過程に従うと仮定しているの
で、以下のように記述可能である。
ht＝α0＋α1u
2
t-1＋α2u
2
t-2＋…＋αq-1 u
2
t-q+1＋αqu
2
t-q
ここでwt＝u
2
t- htと置き換えれば、上式は
u2t＝α0＋α1u
2
t-1＋α2u
2
t-2＋…＋αq-1 u
2
t-q+1+αqu
2
t-q＋wt
と書き換えられる。
であるから、E［wt―Ωt］＝ht×0＝0、Var（wt―Ωt）＝ht
2×2＝2 ht
2、つまりwtは平均が０、分散が2h
2
t
の分布である。しかし正規分布には従わない。ここでαをサンプリングするために誤差項が正
規分布に従うと仮定してプロポーザル分布を考える。この結果、プロポーザル分布は以下のよ
うな正規分布となる。
平均：
分散：
ただし　　　　　　　　　　　　　　　また、Kは2h2tを対角要素とする対角行列である。
次に採択確率を考えよう。αiがi番目にサンプリングされた後、次のαの候補としてαi+1が生
成されている場合を考えよう。まずαiとαi+1を用いた尤度と事前密度を計算しておく。そして尤
度に事前分布をかけて事後密度を計算する。αiを用いて計算した事後密度、αi+1からαiを生成
する場合のプロポーザル密度と、αi+1を用いて計算した事後密度、αiからαi+1を生成する場合の
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プロポーザル密度q（αi,αi+1―Y,γi）を用いて採択確率α（αi,αi+1―Y,γi）を計算する。
8
８．誤差項がARCH過程に従う自己回帰モデルの周辺尤度の計算
この節では誤差項がARCH過程に従う回帰モデルを対象に周辺尤度を推定する。
８.１　周辺尤度の推定
γ,αを順番にθ1,θ2と考えて、M=H法を用いた場合の推定方法を利用する。こうして
、 を推定し、その後で周辺尤度m(Y)を推定する。
つまり　　　　は以下のように分割できる。
の各々のフルコンディショナルな事後密度が未知と仮定されている。そこで
の推定値　　　 と　　　　 を以下の手順に従い、モンテカルロ積分によって計算することが
可能である。
８.２　π（γ*―Y）の推定
は次式のように記述できるので、分子と分母をモンテカルロ積分によって計算すれば
よい。
…（23）
（23）の分子を推定するには　　　 からのサンプルが必要である。だから、M=H法によって
生成したγとαのサンプルを利用する。γ ,αに関するG個のサンプル　　　　　を、
のγとαに代入して平均した値が　　　　　　　　　　　　　　　　の
推定量である。数式で記述すれば、 である。
次に（23）の分母の推定では、まずM=H法を用いてαのフルコンディショナルな事後分布で
ある　　　　に従うαの乱数を生成する。次にプロポーザル密度　　　　 を用いてγを生成す
る。フルコンディショナルな事後分布に従うαのサンプリングと　　　　 によるγのサンプリ
ングをまとめて１回のサンプリングとする。この作業を何度も繰り返してγとαに関する大量
のサンプルを生成する。j回目のサンプリングで得たサンプルを　　　　と記述すれば、J回の
サンプリングで得られたサンプルは　　　　 と記述できよう。このJ個のサンプルを
のγとαに代入して平均した値が　　　　　　　　　　　　　　　　の推定値である。数式で
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8 α以外の事前密度は分子と分母に共通して掛けられているので相殺される。
記述すれば　　　　　　　　　　である。
したがって　　　の推定量は次式の通りである。
…（24）
こうして　　　が推定可能となり、対数周辺尤度の推定に用いられる。
８.３　π（α*―Y,γ*）の計算
π（α*―Y,γ*）は次式のように記述できるので、分子と分母をモンテカルロ積分によって計算す
ればよい。
…（25）
分子はα（α,α*―Y,γ*）q（α,α*―Y,γ*）をπ（α―Y,γ*）に従うαで積分した値である。分母はα（α*,α
―Y,γ*）をq（α*,α―Y,γ*）に従うαで積分した値である。したがって両者の推定値をモンテカル
ロ積分によって計算することが可能である。以下でπˆ（α*―Y,γ*）の推定方法を示そう。
まず分子であるが、π（α―Y,γ*）に従うαで積分するので、モンテカルロ積分においてはπ（α―
Y,γ*）に従うαのサンプルを利用することになる。
M=H法によってg回目に得られたπ（α―Y,γ*）からのサンプルをα（g）と記述すれば、G回のサン
プリングを行って得られたG個のサンプルは　　　 と記述できよう。このG個のサンプルをα
（α,α*―Y,γ*）q（α,α*―Y,γ*）のαに代入して平均した値が　　　　　　　　　　　　　　　　の
推定値である。
次に分母であるが、q（α*,α―Y,γ*）に従うαで積分するので、モンテカルロ積分においてはq（α*,
α―Y,γ*）に従うαのサンプルを利用することになる。j回目に得られたq（α*,α―Y,γ*）からのサン
プルをα（j）と記述すれば、J回のサンプリングで得られたサンプルは　　　と記述できよう。
このJ個のサンプルをα（α*,α―Y,γ*）のαに代入して平均した値が　　　　　　　　　　　　の推
定値である。したがってπ（α―Y,γ*）の推定量は次式の通りである。
…（26）
対数周辺尤度の推定量は以下の様に記述できるので、上述した推定量（（24）と（26））を利
用して計算する。
…（27）
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９. シミュレーションデータを用いた推定
第７節以降、誤差項がARCH（q）過程に従うP次の自己回帰モデルの推定方法と周辺尤度の
推定方法について説明してきた。この推定方法の妥当性を確認するために、パラメータを与え
た上で生成したデータを上述した方法で推定し直してみる。真の値が判った上での推定である
から、妥当性を確認できるであろう。
モデルとしては１次の自己回帰モデルで、誤差項がARCH（1）に従う単純なモデルを利用す
る。パラメータはγ0＝－1.0,γ1＝0.8,α0＝0.3,α1＝0.2とおいてデータを生成した。このデータを
ベイズ推定した結果は表４の通りである。各パラメータの事前分布であるが、γ0,γ1は
、α0,α1は　　　　　　　　　とそれぞれ設定した。ytとu
2
tに関する自己回
帰モデルを最小二乗推定した結果をγ0,γ1,α1,α2の最小二乗推定値として参考までに記述してお
く。9 表４によれば、MCMCによる推定値は適切な値であることが判かる。
モデル選択が適切にできるかを検討するために、誤差項にARCH過程を仮定したモデル
（ARCHモデルと表記する）をベイズ推定した場合と、仮定しないモデル（I.I.Dモデルと表記す
る）をベイズ推定した場合の決定係数、対数尤度、対数周辺尤度を計算して、表５に示してお
いた。表６には周辺尤度を構成する各項の推定値を示しておいた。決定係数と対数周辺尤度に
ついては、データ生成モデルであるARCHモデルの方が大きい。ちなみに周辺尤度の比を常用
対数で評価した値は3.97であった。したがってベイズ統計学の立場からはARCHモデルが選ば
れる。
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パラメータ
γ0
γ1
α0
α1
OLSE
－0.93758
0.824866
0.285147
0.251456
真の値
－1.0
0.8
0.3
0.2
事後平均 事後標準偏差 事後自己相関
0.01706235
0.03486436
0.38069078
0.31990466
－1.0250654
0.81423175
0.29089134
0.27777375
0.24625984
0.046891379
0.064289923
0.16543058
表４：AR-ARCH（1）の推定結果
yt＝γ0＋γ1yt-1＋ut ht＝α0＋α1ut-12
γの採択率：0.7615，αの採択率： 0.54683333
項 目
ARCH
I . I . D
決定係数
0.74685
0.74752
対数尤度
－90.9870
－97.4688
対数周辺尤度
－87.36536
－96.50860
表５：決定係数と尤度の推定値
9 最小二乗推定の結果とベイズ推定の結果では仮定に違いのあることに注意されたい。
10. 結論
本論文では、Chib（1995）の提案したギブズ･サンプリングを用いた場合の周辺尤度の推定方
法と、Chib＝Jeliazkov （2001）の提案したメトロポリス＝ヘイスティング法を用いた場合の周
辺尤度の推定方法を紹介した。
その後で前者の例として、誤差項が一階の自己相関に従う回帰モデルを取り上げて、周
辺尤度の計算手順を示した。さらにパラメータを与えて、誤差項が一階の自己相関に従う回帰
モデルのデータをシミュレーション生成した。そのデータに対してパラメータをベイズ推定す
ると共に、周辺尤度を計算してみた。プレイス＝ウィンステン変換したデータを最小２乗法で
推定した結果とも比較して、MCMCによる推定値が適切であることが分かった。
モデル選択の観点から、誤差項に１階の自己相関を仮定したモデルをベイズ推定した場合と、
誤差項に自己相関を仮定しないモデルをベイズ推定した場合について決定係数、対数尤度、周
辺尤度を計算した。その結果、決定係数、対数尤度、周辺尤度ともにデータ生成モデルである
自己相関モデルの方が大きかった。
また後者の例として、誤差項がARCH過程に従う自己回帰モデルを取り上げて、周辺尤度の
計算手順を示した。パラメータを与えて、誤差項がARCH過程に従う自己回帰モデルのデータ
をシミュレーション生成した。そのデータに対してパラメータをベイズ推定すると共に、周辺
尤度を計算した。
モデル選択が適切にできるかを検討するために、誤差項にARCH過程を仮定したモデルをベ
イズ推定した場合と、仮定しないモデルをベイズ推定した場合について決定係数、対数尤度と
対数周辺尤度を計算した。その結果、対数尤度と対数周辺尤度の値はデータ生成モデルである
ARCHモデルの方が大きかった。
今後の課題としては現実の経済データを用いたベイズ推定を行なった上で、周辺尤度による
モデル選択を行うことがあげられる。
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Estimation of Marginal Likelihood and its Applications
Hiroshi Sunada
（Department of Public Policy and Social Studies,
Faculty of Literature and Social Sciences）
After we estimate several economic models by Bayesian method, we have to choice one model by
Bayes Factor. Estimation of Bayes Factor is based on marginal likelihood, Then in this article, we intro-
duce how to estimate marginal likelihood.
Gibbs sampling and Metropolis=Hastings method are familiar Bayesian estimation methods. When we
estimate the parameters of the model by Gibbs sampling, we estimate marginal likelihood by Chib
（1995）. When we estimate the parameters by Metropolis = Hastings method, we estimate it by
Chib=Jeliazkov（2001）.
We introduce how to estimate the parameters of the model by Gibbs sampling, that is regression mod-
els with auto regressive error term. And we explain how to estimate the marginal likelihood. After we
simulate the data from the model, we estimate both the parameters and marginal likelihood.
Then we introduce how to estimate the parameters of the model by Metropolis=Hastings method, that
is auto regressive models with ARCH error term. And we explain how to estimate the marginal likeli-
hood. After we simulate the data from the model, we estimate both the parameters and marginal likeli-
hood.
