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ТОЧНЫЕ ОЦЕНКИ ПОГРЕШНОСТИ 
ПРИБЛИЖЕНИЯ ДВУМЕРНЫМИ СПЛАЙНАМИ 
С. Асмусе 
Аннотация. Ьолучено интегральное представление погтх­jhocth линейной аппроксимацчн функций двух переменных сплайнами тензорного прокат елеияч пространств одномерных сплайнов и доказана достато ю общая теорема, позволяющая на его основе получать оценки погрешности сплайн­алпрпкенмашм, неулучшаемые на достаточно широком классе функций. Такие оценки выражены через ядра интегрального представления, а для залзч приближения кусо'нТо­постоянными и эрмитовыми сплайнами указаны точные оценки с числовыми константами. J A Slip. 
Зарекомендо<*авшн%' себг аппаратом сплайн­аппроксимации функцгй 'j. г ух 
переменных Е прямоугольной области является аппарат ve»»iopioro произведения 
тространств сплайнов одной переменной. Пусть Е ­ Г / а 4 , & Ч * С й \ Ь М , 5* Н *У** 
конечномерные пространства аглайн­функций, определенных на f.CL\t 1 н 
LCL1" о 1 ] соответственно. Их тензорное произведение определяется к;;к 
множество всех конечных лине»на»1х комбинаций функций S * £ —* iR в и л а 
• Где Ч j t O . 
Пусть теперь Г ­ векторное пространство фут цин, определенных на [Д.* LTJi J.I 
приближение их сплайнами из о " задагге/ линейным оператором 
где S 4 k ^ ) v > . ­ ­ , "Ь гч<. ­ некоторый зпранее фиксированный баз­ис 
пространства £>*\V>*.£. Если класс Ь состоит из функций V . t " 
удовлетворяющих условию 
и приближения о 1 и о" такопы, что 
(здесь следует считать, что на j оператор Р> действует как на функцию 
переменкой t (при фихсировакном значении t X сопоставляя ей функцию от t \ а 
оператор £>Z действует на т как ка функцию переменной t^( при фиксированном 
значении сопоставляя еи функцию от t A X то он*1 задают на V приближение 
сплайнами тензорного произведения Ъ*® S' 
где 
оператор Р>­ СЁ^£ } * Р К * ^ определяется через Р> и 
Р) f • *К (Ш \ \ Й Й А а сплайны Ь. = JMjKP^i 
образуют базис пространства t) © О . 
Если с вычислительной точки зрения задача простроения таких сплайнов 
сводится к многократному решению одномерных задач, то их исследование в 
плане получения эффективных оценок погрешности аппроксимации значительно 
усложняется по сравнению с дномерным случаем. В связи с этим точных 
результатов в задачах оценки погрет, ости многомерной сплаин­ат гооксимации 
мало. При их получении азторы (см. [1, 8­11]) существенно использовали 
специфику рассматриваемых сплайнов. Н.П.Корненчук и С.В.Переверэев [6] 
описали общую схему оценки погрешности приближения футаавш двух переменных 
операторами, построенными на ( j€ одномерных операторов. В случае, когда 
последние допускают интегральное представление погрешности, в [6] получено 
интегральное представление погрешности двумерной аппроксимации. Оно 
позволяет оценить а­ерху погрешность через величины, которые дают оценки в 
соответствующих одномерных задачах и в некоторых случаях точно вычислены. 
A.M. Авакян [2] указал класс функций, на котором полученная таким путем 
оценка будет неулучшаема. Несомненно представляют интерес точные оценки 
приближения сплайнами других классов функций л ух переменных, в частности 
класса MWp*^ (Е.4) (см.(18)Х что оОьяснятеея тем, что A.M. Ав; яном [3] 
разработан способ вычисления наилучшего приближения это! о класса 
двумерными сплайнами. Предлагаемый в настоящей статье метод лает 
возможность получать неулучшаемые на М WjT*4i v Е ) результаты по опенке 
погрешности приближения сплайнами тензорного произведения, которые не 
уклад*­ чаются в схему, изложенную в [6] и [2]. 
»• Интегральное толста вле[гие погрешности приближения двумерными 
сплайнами и ее опенка 
Пусть LplSu.^ 1 irp^со j £2, • CGLjfel^ E, ­ пространство инте! рируемых по 
Аебегу в степени р ( при р ­ о о ­ существенно ограниченных) на С функций с 
нормой г , ш л ч 4 
11Л 1+1€дл1 Лиа I P T I P * * * , 
у С \­ ­ ­ J sii 
I JO 
ЖЛОИ 
ГДЕ Т „ * П < 
Lp W ' M ,1 с о , TGlN, ­ к л а с с ф у н к ц и й f : r < l j £ > ] R. ; у «ото» 
производная X'" 1 ­^ абсолютно непрерывнр, а • q LbuQ­,bl 
L p 5 ( . Е ^ 1 ­ . р ^ ^ ^ Л ^ З \ 3 ­ к л а с с функш'й JE^!S<­ ; у которых части 
пронзвоАНые £" х> *^ при 1К"0Дц­4 s ¥!И,2., абсолютно непрерывны по кп 
п е р е м е н н о й , j j V * ­ ^ N P H ^­ОДгА абсолютно н е п р е р ы в н ы по переменной! 
почти д л я всех "t^ GLQ^bMj ­^ лЧ^О (1ри О Х^-^ аосолютно непрерывны 
по переменной "t почти д л всех C ,tL0L\t<3 » 
где последние |;онимактгся в обобщенном (по Соболеву) смысле Тем. (7^ с. KOj. 
Рассмотрим аппроксимацию <Ь фу»гкцнй класса F ­Lp*' ЧЕ) l * ^ * ^ , 
X,,\xt S^ i сплайнами тензорного произведения S@ § t . псктроенную (см.1 (3)) 
на базе одномерных салайн­аппроксимацнн <Q* и (1) функции из ' ­
соответственно. Интегральное ПРЕАЧ.гаг<л?чнс ее погрешности \ает 
Теорема 1. Пусть аппроксимация G*^  К/*1Д, точна на классе ± 
полиномов степени не выше 1^­4 н функционалы D ­ ГСЛ "перестановочны" с 
11нтегральным оператором JJr" 13.* Ь* J ­VL* [&* b*] 
0 1 О » (4) 
в смысле выполнения равенства 
(запись ^Л^.Д л) означает, что функционал С \ действует на как на 
функцию первого аргумента при фиксированном значении t второго). Тогда 
д л я каждой функции j ^ L ^ C t ) в точке UL\i*"}^ £ 
и 1*9 1 c v 4 ­ (СП 
ЛоЛй^ггельсттК). ПрсАСтавнм функцию J в виде ^ р+ 3 ^ ^  Г А е 
Интегрированием этого равенства получаем, что функция р прелставима в виде 
Р № ­ с » ) 
где J t , t ­ 0 , V ^ ­ некоторые функции из С^ВД*,о£3>Ы,£. Разложив 
l­C"U­1 VL­ АД по формуле Тейлора с остаточным членом в юле ральнои форме 
и обозначив через Df и ЧЛ соответственно полином Тейлора и остаточный 
член, перепишем (10) в вид* у> ­ ро+ 'р * Г А С 
Тогда з ­ р 0 + б + ­V i \ , а следовательно, 
l ^ c | > 4 ^ c ^ f ? ^ ( , 2 ) 
(11) 
11оскольку 
2) V ^ P v ; , 6 4 f > ­ p \ у с ­ ч д , D ^ р 
то первое слагаемое в (12) ровно нулю, ибо p o £ f ^ ^iij ^ , а второе может 
быть записано в виде ­ * ­
Принимая во внимание т*ерестшк)вочностъ" с у 1*1,П1к. }К= АД . и. 
к?к следствие ее, "перестановочность" ­ с 3 ^ ч » Чг , 1С ­­Л Д 
Остается выразить ^ 1*0,1*­! ^ сИ.Х, через фук дню t ­ Дифференцируя (Я), 
имеем \\ \ С,л< 
Аналогично v • 
Остается (13) ­ (16) подставить п (12) теорема доказана. 
Применяя к каждому нз интегралов в (6^ неравенство Ге/ дера, получим 
Следствие 2. В условиях теоремы 1 
то 
(15) 
(когда это не пгнгооднт к неясности, чеоез I • \\„ мы будем обозначать каждую 
Замечание. Если в (6) допустимо дlfффcpcnLu^poвaннe по о и (или) по \ , то 
сходным образом получим интегральное представление и оценку уклонения 
частной производной Функции от соответствующей частной производной (OV^A 
Несмотря на то, что каждый из интегралов з (6) мы оцениваем независимое 
можно указать класс функций, на котором оценка (17) будет точной. Следуя [2}. 
мы докажем теорему более общего характера, нз которой это сразу будет внхИо. 
Зафиксировав Г(Олож1Ггельный вектор М^И^М* .№ „М*(. ,M /^;^€K/i 
зададим класс М W функций ^ |_**V4 , у которых 
Теорема 3. Если в точ. .1 $рЫ% АЛЯ | Ш Ц ^ л £ ) 
а в случае p^i функции tr №>У >"К*^* h {{. л. \. / * тому же непрерьшиы 
п о ч т по всех точках о б л а е т определения, то 
Легко проверить, что н 
1) I U K L * ( 2 0 ) , 
Аналогично для функции 
имеем 4 
D i l l i l ^ S ^ i l C H U 1 , . , . ^ , . (22) 
С пом'ядью функции Q1 , и 0 определим (см. (4) и (9)) 9 
и положим . 
> Л Л ^ ? Л г > ^ и й 1 125) 
Так как < t # « > ~ <\\ Щ = U ' С " ' * ' = U " Й ^ ^ Ш 
при I Ч ОГТР, и 0 Q ^ l L > \ ,<Х'Н? пр» I * 0­. х­А . то такое гахтроснт­
odea чивает: 
2; 4 Г ^ | Р ^ ) ^ . 1 1 ^ > ? 5 Г ^ № >» ^'Ч 4 "*' > ' v t L U ­ > ° J> (26) 
Учггывая (20) и (22), отЬода получаем, что для 1 й выполняются неравенства {№), 
а значит, 0^^ МЧЛ'ХЕУ Принимая во внимание (21) И (2 
в точности равно правом част (19). 
находим, что : 
1 t.=с L г Доказательство. Пусть сначала U p t o o . Введем в рассмотрение функции 
nycTbjrenepb p = Л э p 1* o o . Тогда для произвольного числа L>'Q найдутся 
точки ^*,*f *еШ,*\1>к j к>4 такие, что ^ 
1) функция \ ^ ( \ * непрерывна в точке 
2) функция C­'cV*,\.V>^  непрерывна в точке и 
Поэтому можно указать такое число о > 0 , что 
O ' ­ k / u ' h i ^ ­ i c . h w v ! ^ ; Ф№&ЩШъ#&№К (27) 
Определим функции Cj i>^£. 11 ' Г 0 А й г а я 
J ( Щ , если Ч Ч Щ | 
^ во всея остальных точках tKtUX4fc*"\ 2 
о i n во всех остальных точках 
Легко видеть, что 
Цепочкой равенств 
с помощью (27) получаем оценку 
( К 'i,L4lVy,U­ ^ t ^ ^ l T , <=А Л . (30) 
Аналогично на основании (28) находим, что 
6 * » c a ^ V . ­ > t , ­ ^ c l v . i V v n o ^ t ' y ^ d r ^ . ( 3 1 ) 
По функциям ij*^ , *1Л и построим функцию ^ тем же способом, которым 
в случае i ^  оо пользовались при пос.росшш £ с по ^ / ^ н § 
(см. (24)Д25)). Оценки (29) с учетом (26) обеспечивают для ^ выполнение 
неравенств (18), а значит. С t N^V^v?* При помощи (30) и (31) получим, что 
Следовательно, праг­.ая часть (19) преьыат^ет величину 5v^.\ (t) »*е оольше, ч*м 
(33) 
(34) 
(35) 
(36) 1 
(37) 
А так как £, можно взять пронэьольпо малым, то равенство (19) верно и 
при р­Г 
Г.лелствне 4. Пусть условия теоремы 3 выполняются в каждой 
точке WM^HE.Тогда ^ 
2. О пбфешностн приближения 1СУСОЧНОЧ10СТРЯКНЫМИ функциями 
Пусть на Е задана прямоугольная сетка узлов 
Ь^М*Ф . где 
Она разбивает область t на частичные прямоугольники 
Рассмотрим пространство кусочно­постоянных функций 
где л­рг ­ характеристическая фукция множества t 
А.МАвакян |3] указал точное'значение наилучшего приближения класса 
MiW^ такими функциями в случае, когда 
Сравним этот результат о погрешностями линейных приближении 
которые задаются лхугвскчвенно: ­n^i 
(37) ­ при помошн оператора В ' L^(E) 1 1ингерпо\чции функции jft 
по значениям ее интергральчых средних : 
где' Х , & « 
(38) ­ оператором следа на множест ве отмеченных точек 
Приближение (37) может быть огненно как интерполяция сплайнами 
тензор!ого произведения S ® S г.ространств кусочно­постоян1п.д на 
Г&!\оЗ функций, 1хкгтветсгвуюлшх разбиению Интерполяция <с* при этом 
определяется !м>срелством оператора \ Y V 3 R*^ 
и сплайнов S C : : ~ Х.Г­И 4­М Л~ Ф>нламентального базиса в S , . 
Очевидно, что приближения Ь и Со точны на классе постоянньпг функции и 
удовлетворяют условию (2|. Таким образом, выполняются предпосылки 
следствия 2 и для всех о© £ справедливо неравенсгро 
b u V м ; д а - ^ ш * м в \ к , В Д ­ , ^ с ­ т ( 4 1 ) 
где, ^ + р'" 1 , а ялра К'0 . К ч с и к 0 определены в (7) и (8) и, как мы 
увидим дальше, ограничены и почти всюду непрерывны. По теореме 3 эта 
оценка иеулучшаема в каждой точке 
Вычислим нормы % 1К а 1х\Г. . Щ , ЦКл W >­)V , V­ I I , из право!» 
чаа и (4!). Пусть I t U ^ b , , при некоторых t^t\V ,U % Yv­М. .По формулам 
(7) ­ (8) с учетом (39, ­ (40/ получаем 
непосредственны* вычисления интегралов и последующие несложные 
преобра vmu:H44 лают 
. К Л ^ ^ - . л ^ ^ с ^ ^ Ч ^ К ^ Ф д ^ ^ о - ( 4 2 ) 
l U H i O f C O . n * tOjVl . C^ , ­ число сочетаний из a» not . 
Подставляя (42) ь (41). получаем точную на классе №\A/|j* (JE ^ 1юточе«шую 
оценку ошибки отлоннчмтергюляцнк (371 Али оценки \ £ ­ ^v^^oo ( С л е А С Т В Н С *) 
необходимо найти максимум по v и v норм (42). С этой целью последуем на 
экстремум функции к % . Очеиндно, что ГШХ­VJV>­­vy ДО)=^ , М > t • 
Изучение*^ п р и м а т к «^нюдам: HtGO^i " * * 
1) ^ V b ^ v - ^ O ^ . U - ^ f $ w i * } * ^ ^ 
3) % 1 ^ ^ \ Т | ( W k * d > 0 .если 3 ^ * L , l t i № ? £ , 
которые позволяют утверждать, что 
Последнее равенство доказывает цепочка соотношу тн 
(мы воспользовались неравенством I А ­LUUtY * (И ­ U s y (.4­ U t y , которое 
для U^U^x: tO.Vl вытекает нэ ЩиЦ."^Ык\\± 
Поскольку ^ ^ А М ^ . Ч ^ А Ц Л И чУ^Дио достигают своих максимальных 
значений ьри одних значениях аргументов (JL4 и Ц х , то в случае равномерного 
разбиения К * , V * V •» мы из (41£ получаем точную опенку 
аыражечии n их п?'»тлх\ч^\ух г ^\у:\ • м ы получим опенку величины 
\^­г4Ц>\ \ о о д л я £ ^ Mv^lEV неулучшаемость которой чельзя 
­ J . .И 1Л 
гарантировать. Этим доказана 
Теорема 5, 
Sup 
ю с . Аля интерполяции (37) при К с j>£ оо справедлива OUCHVP 
где ^ t | , ­ 1 . В случае, когда * С* * 47л^ у\с-\1}, . "» (43) 
имеет место равенство. 
Поточечную оценку погрешности приближения (38) ласт 
Теорема 6. В каждой точке (ёу1п€ EQCJ. > * \ с ­ * • "Г" • 
справедливо равенство . * л 
где D f ­ сопряженное с р «шсло. 
Аоказател ьство. По следствию 2 и теореме 3 
где ? с 0 ' ' у ­» 
t bOirt i t ­ ^ , если лежит между i и ^ , 
v О во всех остальных точках . * К­^Д, 
О во всех оста ЛЬНЫУ точках . j 
Ясно, ЧШ'АЛ» КЗ Л 1 , . 1 , K*ft\ Л " MVAVa б>лем иметь 1|. | ? ­ 1 L 
Потг<ич ,^ сычнсл:га " 
на основе (45) получаем окончательный результат. 
С помощью теоремы 6 для конкретного множества ft н е ^ д и о водсчлгтать 
SU f> \[ ^ ­ ^ ((­ > \\ • "Гак. имеет место 
дефекта J\J ^ Х-V3k* ­ Рассмотрим эрмитову ннтерполпшно сплайнами изjj ( 
функций I f c C V ГО*Л*1 по значениям' k\ ) t Ы Н ^ * Ь <Щ<г\, 
а точках разбиения А* (32). Единственный ыгтерполя^ючныь для J сплайн 
однашачно зпрелелястся свойствами: ^ 
a) <^4^V полином степени Ц^­1 на каждом из иьтерв^лон 
к ­ t * Q t % ­ ^ 
Если ввести ооозначсые ^ ^ (Дь , Д­ О,0^к­ 'I > ­^ л Я функция, опрелелешюй на 
всей числовой прямой, которая вне промежутка ЕС, V\l равна нулю, а на tp r W] 
есть поланои степени 3 * ^ ­ \ , удоолепюрякмцнн УСЛОВИЯМ 
­ 0 4 1 Л 1С l i t . го сплайн G \ т ) можно записать в виде ч V * v у 
Следствие 7. Пусть Л ­ равномерное разбиение 
л > я > х ; , ^ ^ H ^ M ' M ^ v W ^ u . ( < 6 ) 
Тала при А<Р ^ <х> 
5uj> l i ­ u . P ^ ­ K ^ ' i ^ Mo*HlVt (47) 
Замечание. Сравнение (4a) и (47) позволяет слелать вывод, что в случае 
равномерного разбиения 
V J f e ^ l E ) $«№Д/1Е) (.8) 
т.е. выбор Х 0 отмеченных точек, как к следовало ожидать, является 
наилучшим 
Замечание. По теоремам 5 и 6 для случая (35), в частности, получаем 
Значит, с точки зрения точности на рассматриваемом классс,прнближения >^ и <i 
эквивалентны (что имеет м^сто и в одномерном случае). Сравнение (49) с (36) 
показывает, что они (а в силу (47) и с сякая другая аппроксимация пипа (38)) не 
дают наилучшего приближения на рассматриваемом классе функций. Вместе с 
тем, отличие в точности очень незначительно, а поэтому они предпочтнтелы1се 
этого последнего, так как эффективно сгроятся по заданной фунхиии. 
3. О погрешности приближения эрмитовыми сплайнами 
Пусть ­ пространство полиномиальных сплайнов степени Дл^ж­*. 
Аля Ор Д ­ Q 0«­1Д.~4Д • м а осноганин интерноляичонно.1 «роркулы Эрм.иа 
, Заметим, ­по при 
­ # Ш $ ­ ц (52, 
где ^ A-^*C\Y.-\ Д 8 ?*^ I ­ фунд^мгита \ы­ыг сплин:.i в V} > ­ V * 
PacrMOTpifM интерполяцию сплайнами из фу»пхцнн С 
^ * о Х ^ Оа'пиным результатом этого параграф** явчяс^ся 
Георема 8. При нечетных и в каждой точке v t \ 1 3 V Е( { 
С ­ t~VW • имеет место равенство " *~ 
Аоказаi елытво. На сслоганин следствия 2 получпем, что 
­ y . z S^c^v^f$>А Щ А-
По теореме 3 эга оценка неулучшаема. 
(5**> еле//ст. чго 
I) '.V (iVVO . сл . . только t * 4 t f c . V. 5 
Пртччанво внимание (52), преобразуем выражение для \(^ к­ , ^ 
Так как интерлоляиля сплайнами из % точка на классе полиномов степени Яй**1, 
то из (51) получаем тожлество 
1<\к 
с помощью которого находим, что 
Аля функции (56) известно (см. например [5J): 
Ванду (Я) отсюда следует, что 
С учетом этого вычислим теперь ПК IV А\ 4 • 
н/л то имеем Ч ' ^ 4 1 
принимал аь внимаш'е 
1 
Поэтому 
\ 0 во всех ост альных точках 
откуда, учитывая (571, находим: 
Подставляя (57 > - (5М) в получаем окоича гельный результат. 
ГАелствис 9. Лрм иечетнь?ж Л. i QY в случае Ц М ^ - О ^ И §i>t Х} 
имеет место ргвенсгсо 
Так до в рассматриваемом случае Suh^K l^V^Vo • т о, 
(54), получаем; 4 И* 
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ОБ ОДНОМ ОПЕРАТОРНОМ ML ГОЛ/ 
ОСНОВАННОМ НА ПРЕОБРАЗОВАНИИ СТУПЕ1ЧАТЫХ ИЗОЬРА^ННИИ 
С ПОМОЩЬЮ СПЛАЙНОВ ЛАЯ ЛОКАЛЬНЫХ СРЕДНИХ 
С Лсмусс 
AHWTTailTffl Пгра( лличесгне сплайны лла локальных срслннх , слользуются для обоснования численной схемы преобразования ступенчатых изображений функции. На основе полученных для ступенчатых изображен ш операторных соотношеннй построен о», раторньш истод решения задачи Коим для линейного дифференциального уравнения, который применим и в том случае, когда коэффициенты являчггея лишь су>о*ируемымч функциями. Установлены сценки уклонен:ta прнбли>:. тихо решения от точного. УДК 5175, 5\Э£. 
1. Введение 
Пусть на отрезке Oijil зада ­ равномерное разбиение 
Ступенчатым изображением (2] интегрируемой на £0.^1 функции \ называется 
вектор SJ^fcR* с компонентами 
определяющими интегральные средние функции ^ на частичных интервалах 
"эазбиення. В прикладных дисципд1(нах, в частносп. а теории связи, этот вектор • 
называют также импульсным спектром, так как его компоненты являются 
коэффициентами в разложении Фурье по (стеме фушпотй 
называемых импульсами. 
Представляют интерес задачи, связанные с определением импульсной 
реакции системы на пиеитее воздействие, которые сводятся к исследованию 
зависимости импульсного спектра решения днфферешшальмого уравнения, 
описывающего режим работы системы, от импульсного саектра его правой части. 
Аля линейного дифференциального уравнеикя 
с начальными условиями 
эта задача может быть решена построением определяющем матрицы \j& '. 
I t X ^ ^ E W f ' T a ^ ^ , , , ­ ^ . , v <5) Определяющая матрми шляется аналогам коэффициента передачи, уммижеже 
на который i случае линейны* ; .стем С ПОСТОЯННЫМИ коэффициентами 
f ^ t o ­ Q ^ P . i j « t , f f £ (6) 
позволяет получать частотный спектр реакции системы нз частотного спектра 
воздействия. Если через 4* обозначить изображение функции J при 
преобразовании Лапласа, то коэффициент передачи в задаче (3) ­ (4) ­ это 
функция К* ЭСЧр>^Цр)^*Чр) 4 Ц р А о . ­ . Х щ ­ Л . В случае (6) она эффективно 
строится с помощью операционного исчисления по Лап\асу. Однако такое 
решение задачи лает результат лишь в области изображений, т.е. функций 
комплексной переменной, тогда как ставится она для оригиналов, т.е. функций 
времени. Отыскание же оригинала по его изображает Э£ * 
ОТНОСИТСЯ к числу некорректных задач, и в области создания теории ее 
приближенного решения в настоящее время делаются лишь первые шаги. В 
случае же дифференциального уравнения с переменными коэффициентами 
операционное исчисление, основанное на преобразовании Лапласа, вообще 
малопригодно для исследовамня. 
Г.Е.Пуховым, Г.Я.Береговенкс и С.Е.Саухом [2­5J разработан операторный 
метод позволяющий осуществить единых подход к анализу линейных с 
постоянными I. переменными па аметрамн, а также нелинейных систем. По 
аналогии с операционным исчислением по Лапласу, при котором 
дифференцированию и интегрированию оригиналов ^ соответствуют операции 
умножегшя и деления иэображ ни на комплексные числа, благодаря чему 
задача (3) ­ (4) в случае (6) а кается в классе изображении к алгебраическому 
уравнению, в [2] строится операционное исчисление на основе ступенчатых 
изображений. При этом оригиналу J сопоставляется его стуленчатое 
изображение > а операциям дифференцирования и интегрирования» 
оригиналов ­ операции умножения их сгцтемчгпж изображений на матрицы .Д, и 
Ы ^дифференцирования н ннтегрнровання соопететвенно); 
а} Щ1 *«С^ S t f % б) ЭЫ ] \yll)ix) = Й l | ^. <7) 
Ясно, что не существует таких матриц Д и И , при которых равенсгва (7) 
выполнялись бы точно на достаточно ш* роком классе функций. Поэтому может 
идти речь только о приближенном операционном исчислении (условимся в 
соотношениях типа (7) в дальнейшем использовать знак " V приближенного 
равенства), которое полностью определяется заданием матриц У А Т и И . 
В [2] их построе.тне осноьаио на полиномиальной интерполяции функции по ее 
значениям в уз ,ах разбиения Д ^ . В наст >ящей статье для этой цели 
применяются сплайны­­причем не традиционные, а так называемые склайпи для 
локальных средних (гм ч например, []]), особенностью которых язляется то, чго 
они строятся по инфермацни о средних шачеянях (2) приближаемой функции. 
Сплайны уже проявили свои прекрасные свойства в численных меголах 
решения дифференциальных уравнений. Но в численных методах отсугст ,ует 
возможность описания режима работы системы незаэиснмо от внешнего 
воздействия, что приводит к иеобхг vimgc~h повторения вес процедуры 
вычисления при изменении численных значений начальных уело чй или внешнего 
воздействия. Такую возможность даст* ^предложенный операторный метод 
2. Операторные соотношения для сгупенчатъгх нзобра .смог основанчгыс 
на сплайнах для лока^ьныл срсдщи 
Пусть ?) обозначает некоторое пространс эо сплайнчрунвднн ­ Г Д ^ > ^ , 
олнозиачно определяемых интерполяционны:т вектором ХЬ> I ^ & j . 
Пусть *5f " совокупность функций, получающаяся из пространства £> 
присоединением к нему функций вида ^ 
Яг ли каждой функции \ $ , »ле О , сопоставлены t чисел 
1 ц ( л \ \ . > * t ^ ^ ТОС, что соопип­ствие 3LlS\­^ *1(А\} линеьно, то Бозинкает 
л­и» "нный оператор 
Аналогично, если кажу. функции Uv , где , есиюставлены \. • чисел 
S 4 l ^ c V •­• > и* Ц ­ О так, что соответствие 
линейно, то воо шкает линейный оператор 
[ Щ •• l ­Ц ­ * ^ > У 
Операторы Г.Д ] и ИД] (матрицы н \ \ ) позволяют построить 
операционной исчисление, при котором функции J ставится в соответствие ее 
изображение аЛ\ ь а оригинал восстанавливается по изображеюоо приближенно 
путем i(Hi ерполяцин сплайнами пространства S • 
В качестве м ы возьмем пространство случайное степени X дефекта 1 
отиосителыю разб чия (IX которое состоит иг. функций ^ . обладающей 
свойствами: . > 
a) % ­ полином второй степени на каждой нз интервал \ Ст^.^ОД* 4 ,^* ^ 
b) о ­ непрерывна на Си.} fc 3 . 
•ш 
и рассмотрим параболические сплайны для локальных средних, те. элементы 
пространства ^ , которые используются для ннтерпс \яцин функции no оеггору 
интегралыоях среднш (2). Пчтерпол^шюинын для функции v сплайн S 
однозначно определяется условиями , ( ^ J 
1 Ш т Й ­ * ( 1 > . Ы ^ О Л ^ ' О , b l ^ U > c ^ > , (9) 
а noafiTjMv под изображением функции J мы будем понимать Ь­ гХ) ­ мерный 
вектор &(т) с компонентами ­ф ^ 
Следуя описанной схеме, у'Чановим связь между l u V, j и л(^> 
Ц Ч ^ Д Д ' ^ , ( 1 0 ) 
потрсбосав . чтобы выполнялось соотношение 
Я^'­Л'.^­ . (II) 
Сразу заметим, что 
w * = ( , 2 ) 
Л ла, ее **ххюльзусмсл формулой Ньютона­Лейбница, согласно которой 
Чтобы выразить ^cCVlt^U^Jl, через представ™ сплайн %\^) в виде 
где сплайны ^ д , ^ ^ ­ ­ ^ "br.i­x образуют базис пространства о п 
опрелелячтгея интерполяцнотмымн условиями 
* К 4 , < , У- Щт,; 
где символ Кронекера. Найдем значения базисных сплайнов в узлах 
разбиения J ­^ Пусть известны S^&t^^V^i) при некотором (•*•!.,т\ . Тогда 
Поэтому при С 
где 
Нетрудно установить, что последовагельности \0t^ \, могут быть заданы 
рекуррентным соотношением 
при начальных условиях 
Следовательно 9 
5 « ­ М Ч ^ ^ , b i l l . 0 5 ) 
Аналогично можно обнаружить, что 
Полставке (15) ­ (16) в (14Х получим 
Следоь.'ТСльноДсм. (13)) 
отку \а а результате несложных преобразований будем иметь 
3 1 * 
Теперь, учитывая (12) и (17), на основании (И) заладим мат,. iuy Д , i 
/ и . о о о г \ 0 > Л 
I I k 'd. О ­ О гз г t ^ U ) 
д A I U * U4 ­ О ^ % 
Н­1 Uvx Ч** — l ie tia *£ nK 
\ о о о ­ о о К I 
\ ^ о о ... о -6к? ­ Ъ / 
Остановим теперь связь между изображениями ннтегра \а н 
подынтегральной функции. Пусть 
OjtV) ^ t j t a u ^ ^ c r t t a ; (is) 
где ^ ­ «которая функция нз С CG. i o l . Перепишем (18) в экънвалс *ной 
форме ^'to-ytt Д Ш ц ^ .откуда 
& ^ > * Ц ^ k <10> 
Мы хотим задать маттдпгу интегрирования V! так, чтобы из (18) следовало 
Ъ§ ­ l < f j ( a v > ( 2 0 , 
Ясно, что^ее определение должно быть согласовано с определением 
матрицы Д . Принимая во внимание (19) ­ (20), погребусм, чтобы соотношение 
^ ^ ^ l ^ t V l S i c p p i ) 
было точно на классе рассматриваемых сплайнов. 
Пусть Ъ ­ параболический сплайн дефекта 1 . Согласно (8), его 
производная *b' есть непрер! шная кусочно­линейная функция. Следова гсл! но, 
ее поведение полнекггью определяется ступенчатым изображением i t У ^  и 
значением ^ Ч а ) . Так, при t e r t ^ ^ l e uT^V, . . 
Восиользоаавшись (2?Х сыраэим Ь через ЪУдо , S'lG.\ *£.(?'"j . Из равенства 
вытекает, что 
Поэтому при 1 ^ С ч ­ 0 \ 3 ­ , ^ * ^ ­ б у А е м , , м е 1 Ь 
Теперь нетрудно в­ пыелигь f . 
Чтобы обеспечить предъявленные к Ц требонаж1Я, следует положить 
• г 
^24) 
о 
t 
с 
0 
\ 
H < f М- А Г Ш г * 
\ о о О 
V p о о 
Если мы оперируем с функциями, 
0 0 0.5 
0 0 -0.5 
0 0 
1 0 
0 0 0 
0 0 
0.5 
, А Л Я кот рых их значения и значения их 
производных в точке О/ известны (как это имеет место при решении задачи 
Кхмчн для днффереицналыюго уравнениях т 0 интерес представляют лишь первые К 
компонент изображений (т.е. ступенчатые изображения) производной и интеграла, 
при вычислении которых используются все 1гц\, компоненты изображения 
(те. % - изображения исходной функции. Линейным операторам 
дифференцирования н интегрирования в этом случае соответствуют матрицы 
размерности Л.) ( 4 1 к 4 . Д л я удобства и здесь целесообразно перейти к 
квадратным матрицам размерности П. , отражающим зависимость между 
ступенчатыми изображениями, записав остальную информацию в векторной 
форме. Так нз операторных соотношений (10) и (20) для изображений 
вытекают операторные соотношения для ступенчатых изображении 
11$) Д И } ) ^ и \ г j l f t ^ ь) 1 1 ^ ( к > Ц Ц > 5 [ ( ^ ц , (25) 
Ал 
1 1 0 0 
0 
1 * 
н 
\ txHf 
I tt. с 0 
u , 0 
и , г ц . . . 
u . U , . s . . 
Как ч о случаях, рагемотрешил в [2], матрица итегрнровакия Ц являегся 
нижней треугольной и определяется первым своим столбцом, тогда как 
осталыоне столбцы получаются сдвигом предидушст-о на один элемент вниз и 
заполнением "вакантных" мест нулями. Перемножая м а гонцы интегрирования 
(вычисляя митрицы Ц^*- W Vi^ 1 шггегрирования -ого порядка, C^-X/i , -X 
мы каждый раз в результате будем получать матрицу, об1?д?ющую этим 
свойством. В дальнейшем будет видно, что это обстоятельство существенно 
облегчает решение дифференциальных уравнений. Сейчас же тслы>о огметим, 
что благодаря алому свойству хранение информации о самой матрице 
интегрирования и ее пепенях не требует большого объема памяти 
3. Палача Коми а л я линейного лШЬЯВШШЖДШЯЗк у р *екия с по^чмнными 
lillJIIlftimilHHII 
Рассмотрим задачу (3) ­ (4) в случае (6). Ее приближенное решгчис будем 
искать в виде параболического сплайна для локальных срелншс. С этой целью, 
предполагая, что функция ^ кнтгрирусмг на Х.й^\, перейдем в (Э) к ст/пгичатым 
изображениям, интегрируя его по частиччым интервалам 1Л t 4 разбиения Д 
С помощью операторного ахггношсния (25а) отсюда получаем (здесь С * 1; 
g o ­ А л % x > T A i x * t e v i j x 4 i ^ « ^ x y m . § ) . (27) 
Принимая во внимание, что согласно (25 ) 
и умножая соотношение (27) на матрицу 1^  , будем иметь 
х c,U« ito^VfJtt'ift* ^ ^ а . и ' 4s!**J»* Л ^ Д 
Под приближенным решением рассматриваемой задачи иь» будем not ft мать 
игтергтоляцнснный сплайн S , посгроенный то пек гору hhtcj ральных средних 
жСЬ^ , удов л етворяющему сиотношеопо 
и по информации о значении точного решения и его первой производной в тоже & 
Аля его построения надо наГпгн матрицу \ , обратную матрице 
* = | ь й ^ ­ ..; ft! 
Матрица V является нижней треугольной, а поскольку v jPhluj \у можно 
задавать лишь первым столбцом, то так же ложно образовывать и 
матрицу V • Обозначим через *, "0\ , . . , гСч. элементы ее первого 
столбца. Так как диагональные элементы матриц И * равны К А К* 
соответственна то 
­»о А Ы А До! 
чучае ' . \ 
матрица V обратима. Очевидно, что обратная матрица \ также ЯГАЯСТСЯ 
нижней треугольной м^определяется своим перным столбцом, элементы 
которого (обозначим их ^А.> • ) вычисляю гсч по формулам 
При помощи матрицы V *" «а основе (29) ­ (ЗШ можно вычислить 
Матрица \хд=у V\ является определяющей для рассматриваемой задачи. 
Пусть n Lp DX t»j * ­ Р ­ оо , — как обычно, пространство интегрируемых по 
Лебегу в степени р (при ргво ­ сушествендю ограниченных) на tCL i^i функций 
с нормой Г л 
UpCOjbi, К р * О о , ^ Д , - . ­класефунхции V i ­ C a ^ J ^ R , 
у которых промзэодная у абсолютно непрерывна, а | ' б Ц ^ ^ Ь ^ 
Cc^L O J [ Д Д 1 , Ч а , Л > ­ • • , ­ класс чту11кций J ­ e l ^ Сй.оЗ, ^ 
у которых производная имеет не более су точек разрыва. Аля L ЩЬЗ 
Бведем подобную модулю непрерывности характеристику производной ^ 1 Ч) » 0 0 J 
В простра*1Сгве R мы будем рассматривать норму &il ­ m C L X \ , = Т^"­ ^ 
д л я ^ {%i ^ . n l n ^ е Согласованной с ней нормой "в 
пространстве матриц размерности f\>Yl является норма 
Л, ­ 4 
|М1 8 плах! Xir t iMl ] д л я M ^ t ^ A u r a * u r a • 
0 О Л 
Относительно предложенной вычислительной схемы о1раведлива 
Теорема 1.Пусть задача ( 3 ) ­ (4), ( 6 ) . однозначно разрешима. Если ее 
приближенное решение S вычислено при таком К­ , что выполняется (33), то 
т т - н ь ш ^ Ш ? 2 » Л * * ч ц Г Н И ) , (35) 
r l л л . Ц к ' ) 4 ­a.) u> 1 х | ж \ W>, если асe C ^ C га.Ь j . 
Доказательство отирается на следующие 3 леммы и следствия из них. 
Демма 1­ Аля функции L ^  C^jLl оценку величины 
^дает неравенство J Лемма 2. Если [й,Ъл ,чо ^ «> : / « \ 
^ Ааказательство леммы 1. По пострсгапо матрица И дпйстьуег таг, что 
где £э(£> сплайн 1тространства & , уловлетворяюиднй услоинян 
Аля оценки пеличнны I * К * ri , гтоелставнм сс в 
юггсгралъной форме. По формуле Ньютон ,»ейбнина 
откуда ^ + ^ 
3 ^ b \ l U V £ \ & \ ^ • j l f e V М тЩ-tUt. (4.) 
Аналогично ^. 
!Ь_161^ = й ( $ & Л v 1 У i ^ ^ l U ­ t X l t . (42) 
Вычитая (42) из (41) н учитывая, что в сллу (40) эначенчя ^ V^ V­^ ^4^ и 'сПлДс ) 
совпадают, будем иметь ^ ^ 
Получим интегральное прСАСтавленне 
С этой целью разложим функцию t по формуле Тейлора 
а остаточный член запишем в ингга­ральной форме ^ / *н 
Т** приближение линейно и кж функции V ^ v \ i r t 4 ^ * ­ | ^ 4 ^ t ж * * * * 
г ­ шести, то „ 
ь с Ш ­ (44) 
.V , лая, что 1?.&<Й*о и 
I -~ \ г ^ ^ ч РУ* М л . 
н» T­V* * v * 
с помощью формулы (22) »:а\олнм 
ДгмьЮ­ Если j^C L V K t o 
Принимая во внимание (44\ отсюда получаем 
а где И Ш 
Возерашаясь к равенству (43), будем иметь 
гле 
Поэтому i * ф 
и гнггаетсч подсчитать норму J y ^ R 1 Л1нтегрируя. получаем, что 
(46) 
Обнаружив, чти 
а затем вичнслю» 
Теперь нетрудно подсчитать 
1 ****** ^ ' U s 3 * Подетааьи этот результат в (4f), получим неравенство 
нз которого сразу следует окончательная оценка. 
Доказательство леммы 1. Воспользуемся порученным в доле 
л/жаэаг| e.vbCTBT предыдущей леммы итегральным пгсдстуьле?'иск компоненты 
и для величины \ к% \ 'т') ~&^Vj ^ i j Д*, ' при тех значениях t * при которых в 
интервале^^tl 3C$jb3 попала точка разрыва функции JJ (а таких 
1, не может быть больше, чем Дл». ) оценка (50) заменяется на 
Следствие 1. Аля функции ^ t1? i оценку величины 
дает неравенство 
Аоказательство. Методом математический индукции установим, что 
M | * ^ s j ' Ъ , \ \ ­ (54) 
Предположим, чго при < равенство верно на рассматриваемом.классе функций 
(при v L это очевидно) и докажем сто при Кг *. ­ С этой целью распишем 
(43), расписав его в виде суммы двух интегралов 
каждый из которых мы будем оценивать в отдельности. Поскольку 
то . 
Аля оценки второго интеграла прибегнем к формуле (22), в силу которой 
э ф ­ | # > ~ • 
Легко видеть, что 
^>*ч$Ч^ (5о) 
4-х J ^ Полнимая это во внимание, в результате интегрирования будем имегъ 
' a f, . ••• 4 5 , 1 
Неравенства (4J) н (51) с учетам (47) доказывают оценку (У1\ 
Аоказательство леммы 3 отличается от предыдущего лишь тем, *то 
вместо опенки (48) негюльзустся 
• t 
Сравнивая полученное равенство с (52)ь находим, что С ( t v X U * f ' t ^ J i 
Из (55) следует неравенство для нормы 
Оценив норму матрицы VI 
Ш - $4 \ь * 3ta tnf )*UWUv ( 5 6 ) 
и воспользовавшись для оценки «ЕЛ?* )Ц1~С. j ­4 } леммой 1, получим (53). 
По этой же схеме, применяя на заключительном этапе доказательства 
вместо леммы 1 лемму 2 или 3 , могут быть установлены 
Следствие г Если И Г.й.Ьз • то ; 
0 Следствие 3­ Если ^ С ^ Г . с Л т • т о А v, 
Аоказательство теоремы 1. Умножая векторное равенство (26) на матрицу 
Ц л , будем иметь 
Н"Ч< Л . IfcU*ц№Их " ^ ) ­ iCtiM­
Принимая то внимание, что 
i­u I 0 преобразуем равенство (59) 
Orotvu следует a .a ( i v л ц < 
Сравнивая (60 ) м (34), находим, что" 
(59) 
(60) 
Поэтому Q 
о 
В силу высказанного предположения 
4. ~*ал;та Kraini а а Ч а шлейного дуфФсгзс>Ша^ьного урапненид с перемотымн 
Рассмотрим задачу (3) ­ (4) в случае 
U A , 1 А £ й > Л > ^ (62) 
предполагая, что она имеет решение. Интегрируя (4) по частичным интервалам 
« Й И ^ ­ Л b i / V , разбиения L ^ . получим 
Аля JLCO. 0 1 ^ 4 ^ ) 1 = ^ 7 ^ , воспользуемся прм6лижснне>1 
(см. [2J с5\\ которое запишем в векторной форме 
г а с /\ •­ диагональная матрица размерности л* а 
Л *,1СО О О О 4 
\ о " 1 х ю . л с . ­ с \ 
\ о о о ••• U V VJ • ^ Д 
Учитывая эти, из (63) будем иметь 
С помощью матриц днффорс11цировачня и иитсгрировл1Ня, принимая во внимание 
(25а), перепишем (64) в виде ч л 
из которого, обозначив 
в £ Ч * 
получим ' 
^ Л­«М Д ;х^\^Ж • А 1 1 ( с 1 > ^ 1 7 u ) / ^ ^ 4 ' f ^ w % ^ 
Чтобы |[рео''юазова1Ъ (65), прибегнем к соотношо'ию (2Я), в ослу коттюого 
Поскольку 1 , У ^ \ л М Ч и Ц ' 0 , то V f \ l M ^ V -
Учитывая тгхже оценку (56) для нормы матрицы И и (53Х (57) идя (58) для 
ft A=G,rivA, из (61) находим окончательный результат. 
Теорема доказана. 
Замечание. Нетрудно видеть, что 'б(кУ> i при г\­*0 ­ Так что величина 
при малых Vt ограничена снизу. 
Итак, получено приближенное соотношение 
\1М^\ХшиШ'1 - W l a , " * * . « О . («> 
где V ­ ­ Д г ? , 
связывающее ступенчатое изображение искомого решения со ступенчатым 
изображением правой части и начальными условиями. Матрица V является 
нижней треугольной матрицей, так как такими являются матрицы V|i j f=vR • 
Диагональные элемент*., матриц f\- равны l^u^UA^ri, а следовательно у 
матрщы V' на диагонали стоят " " 
Легко р­1лгть, чю она оСратшиа, если только выполняется условие 
В [2, с. 165] лай алгоритм обращения нижней треугольной матрицы, который 
заключается а вычислении отлсльных блоков обратной матрицы по рекуррентное 
формуле и удобен на практике. 
При условпч(67) из (66) получаем 
где определяющая матрица задачи (3) ­ (4) равна 
Но форме записи она не отличается от опрелеляюшен матрицы в случае (6), но 
следует иметь в виду, что матрица V здесь определяется иначе. 
Пол приближенным решением рассматриваемой задачи мы будем понимать #' 
н.перполпционньш сплайн о , носгроениий по вектору интегральных средних 
щ> - v v f и ф Ч ц i 4 1 ' V u r \ x f u i ц ио.л «ад 
и i.o информация о значении точного регкння и его производной в точке <Х 
Теорема 2. Пусть задача О Н 4 ) при условии (62) однозначно разрешима. Если 
ее приближенное решение & вычислено при таком К , что ­наполняется (67), то 
| если \>\?1Тс .^1 1 ^ е I ГЦ,1, ^ Р 1 ­
1 М * ^ U o V 4 •Ott .­ 'X^WN, если ^ C L u b l . ^ . U ^ ^ . r ' . ™ , ' 
Дймла_1 Если V £ V.* t(k А 1 » Q£ \? Idi то л а я вектора У ^ О Л .где 
б^ааоЩАЩ!» Пусть сначала р * с . Тогда 
В случав р ^ i функции ^ и ^ гфСАСтавиы и виде 
Учитывая это, получим оценку ^ 
Вычисление интеграла ^ ц ^ 
приводит к окончательному результату. * 
Amrii^i­wAwrrBfl теоремы 2. С учетом (70) перепишем векторное равенство 
(63) в виде 
нэ^оторого, принимая во внимание от редел сине f\:, получим 
Опсыацыо обозначения (52) придадим последнему равенству в и д 
( К ) 
ЧТО 
i i « m*SI* ЖШг* х t L ^ f , а л 
Лск&зательству прсддошлем о а н о вспом хательное утверждение. 
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Поэтому 
Так как V v . % т а Х ^ \ \ ^ Л ^ 1 к > 0 .то W M Н Ш У \ 
Учитывая i-экже оценку (56) для нормы матрицы Ц , ( 7 1 ) - л а я i c ( X ° * ^ Q ) W 
и (S3\ (57) или (58) для П ^ х ^ и э (73) получаем (71). * * 
Теорема доказана. 
Простота предложенного алгоритма, наличие оценок скорости сходимости 
приближенного решения к точному указывают на целесообразность 
использования результатов как для качественного анализа импульсной реакции 
линейных систем, так н в вычислительной практике. 
п кальки СКПШШ' 8 0 З Д # Ш В И 
В. янсоч 
I 
Ан"нота"ия. В данной с т з г ь з р з е с и т с л : °­;ссг yci'jv­,ric ; ; ь 
спс­ктря лаадй *ы>: операторов с льльшл случл *а::ш; В 0 О : ' . Ч £ . ;;:нл;: 
тлпц Д п * ^ j i*t) ) , гдв ^ " t ) ­ однородная и ;** 
пп;1^ли:::э:г'ы>: методов ( цехвдач'..а^зтх зд.дрвдр*,. додашь л 
ДГ«) с учетом слууо'Мо* ошибки округлений. 
л ::очит;Ум;7ПЕкил о^Эченлэл ОХРДИГДЗС!**! ог^рЙ?ору|1 г.о .с;­.:».. 
Впершие з5а а п и ^ к с и и а о с н н а я с х е ш , с учг.с­«­
прл: . : г . .и ;1 : г кх методаз оллэ ?aej.\. )?pe.;a ?.*.£а; . ; :л .ч"э и .­:эоСкл­
еимо л е г с Ц.У.А^СслоНэ ( ГЙд КОэвэнизу ко/.лэк.иэ.чол ко*:;: 
тно.чти и только дл:: ытолна, чонраризних отоФдазздиг. #« Йчо л с* 
кяас 'Лчее : ­ле схемы в^пил 'лгольно: 1 ^этемзтикл л ц р л ^ л а к ^ Ш 
uttfQZQB ( iitiTO,; мб/ здлчёездх кззд?эт ; . р , к о / " о к и г ли. а©кЬ.о?ц£ 
paj:!^с:кг.е v "iоли а т . ч . ) ухлалыла:.тсл э с ' . с у ; :C .THIK*K : . : м> 
ПЛо;::::.лэ«:лл. Г. другое ­jTOpowj, являясь дос .атсч : .о : d c v : > J 4 : n ' J U 
л н..г: .сц в коулак.лип аглрокслиоцля г.э.зволя лт йрЬФжЙ и :гле 
K. ia j j / . ' ^c / i ­o C J D ; ! C ? ­ 3 ллнеЛ^их операторов , сая:»ьлкые с . 3.T;J~ 
leii^ei! ;* з, э:? .13 по icpre. 
On '­.с­ ­..з I . livcrbX и Y ­ O ' 3 i ! J X ' J R U p p d s * B A J J Q F ^ f 
Ч.;.:па/тмяя пппрокслыа i:« олерз­горой н^лпьтся е е ; 
Последовательность операторов ( линейных непрерывных о т о б р а к з ­
) (А») cz L(KY) к о м п а к т н о a n л р о к ­
п й а и р у е т ( К . А . ) опзратор А е L-(X,Y) t если 
л ­>о<» 
0 ) ллг1 &ю$М ограниченное п о с л е д о в а т е л ь н о с т и векторов ( о с ^ ) с : Х 
последовательность ..jktoocm СА^ОС^ ­ А о с ^ , ) относи т е л ь ­
»о компактна з пространстве Y • 
Замечание I . *рШ&&ШШЦ полноты п р о с т р а н е н и нспоергв ­
НГС7Н отоёра геж: срезаны исключительно с конкретно'* с и т у а ­
цией, рассуй тщ аде;:')­* * Л Т О ; ~ Р , но Г.ВЛЯЮТСР су'.^етБвнннми. 
Ь работеС3]рлсс:.:^триваетсн а п п р о к с и и а ф р н н а я схеьга, связанная" 
и компактной йппрокоииапи^; лино^них заики утих отображении. 
Зам^ч­ыие 2. Условие а ) поточечной с х о ч . и с с г л последова­
тельнее тл оисрэторо? СА^) к оператору А чл?ляс*бя а с т е ­
^•.•веннш г тснк;; зре**#й прйбл;глсвнн^*< 4 " i o ; o B t но в ­ о к з з а ­
те.; >стзе некоторих т^опеи ч ^ о у ^ и с х в е и ^ о . 
^Kjfil c^f я.зо:•„ К.А. эа^рмаот прс£ёдуТсч!ГОА п о л о в ы е и е * ­
ду пото ачло/ илОд^­сгьз и оходгмЪлт.ю с п р р з т о р о з по норме 
( ъо ВТОрон сл,7Т:;е дли дябоП ограниченно;* ьэследовг­?с."Ьн ;\.""И 
I «гтахк>в СзСг.)сгХ /И^д^­А^И = 0 )„ Нры№д<ы aj (швюн 
операторов а , локаз!.:ка?п рьэллчде зж&х с­ л : 
•t'\-v-eo I . Пусть С б ^ ) ­ с т а ь д е р т л и Viauc ь . 
* q w $ А , ь * 6* » — L £ J ­ * A . 
ф ­ ну^.'.юП оларзтой* 
Предложение I . ПУСТЬ ( Я * , ) , ( 8 * , ) , A ,&kL(V,f) 
А * А , & ^ В ; С с ! д С < = а х Z J , C ^ с , 
Тогдя 
в ) если 6>гъ ОС*. = ОСо , т о й>П/ A , v C = А ar<, • 
г ) чоли Цц§ С ( A J . го A ^ ­ i S ^ А ! 
ч ) существует такое число О О , ч г о для легг. п,с!Ы 
I I A J ) « с . 
Еемма I . Пусть ( А О с . L ^ X ) и А * 5 ^ - * £ -
Тогда feo || А * II = О . 
Д о к а з а т е л ь с т в о . Если у т . ^ р / д д м г г лаауы не odp. ; o, > о у д а ­
отчует та^зл подпоследовательность очераторов С А**) о С.А ^) 
и гфкеа ограниченная послелог*гельноегь векторов ( l 4 t ) c X 
Т . к . ­ ^ ­ ^ > 0 , 70 i A ^ i J ^ ^ T i:0:y?CV:Y п о с ­
ледовательности в ' к т ^ р о в ( A o * ^ * ) оИгооителлЯс k o i : ' ; . . k i ­
н а . Значат, из н е с n a i H o выделить сходлдуюсн л л е к э т а р ^ у . ск ­
2 ?W So € X под. ' .осгелог.ательность ( А*^ ) • ЗЙ1 Д" 
Поэтому ц |j _ (j . что проти:оречят кераввос*** 
.*е:ча 2. Пусть ( A ^ d L ОС XJ и Л п . f l : i L ^ # 
ДЛИ ДОвХ ДОСг1тСЧ!!0 ^ОЛЬЛСХЛ*с№ А л 4 1 д « Х 5 0 1 л ( Х , Х ) . 
До К', оьте .т ст:­о. Е силу леыкы I с у д ^ с т з у в т . зкоо чйсдх 
:^й< л с:г '^скол $ x e & v пол^рсенл^ ^ ; i : ^ . v ; к 4 1 > оп.— 
crwrorag = C­O^Aiv 
1\6 
^ Г 0 I Ati W и попадем его с х о д и м о с т ь : И И \\ ­
Л е ­ : к а 3 . Пусть ( A J c U X X h 0 . 
Tbisw С А Л У 4 ­ b i b ­ * j K . ^ 
До1 : аза?ольст?о . Согласно ле^ие 2 оператор ( A h + * I „ ) 
рообде г о в о р и , существует л и з ь для всех лоститочис <$олда»х 
гъ& \Ы , погзтоиу п о с л е д о з о . е л ь н о с т ь (CA^+I^y^) начина­
е т с я с некоторого числа е ftV, не о б я з а т е л ь н о peaiic.ro е д и ­
нице , т . к . 
т о для д о к а з а т е л ь с т в а деьшы д о с т а т о ч н о п о к а з а т ь , j ? o • 
получим следующую оптщ:. 
i f c ­ o x « s f M : i i S i i A i i i ­ ­ f f ^ ­ . 
Оа*с:здя и из л в ^ : и I с л е д у е т н у . н о е : | | Z L ( ­ 0 | | ­О. 
т е с е^а I . Л;с»ь ( А п ) о 1_(X,Y^ , A c ­ t S o ™ (*,Г>> 
Тогд" дли see:­: достаточно йольгих flV A ^ t l s o ^ ( K . Y A > 
пол ea Д ; 1 A" 1 
Л р к з а а т е д ь о т ь о . Т . к . /А , гс A ^ / ^ ^ ^ I 
Пусть в ^ Д Т А ^ ­ Тх . T e w В„, "'"•> 6 а , с 
но г.е::.»ьи 2 И 3, 8 . + X K c I s o m 0 ( , ) O к Сб»*! , )" ' ­" ° » 1 „ . 
отс « я A 4 e „ + I „ ) t Xsom ( X y ; • ­ • 
А • IК* К ­ I y + J „ ) = ^ е I s o ~ OfcYJ 
„ ( a • UL*?»}y*= a ; " a " . 
Teor.ei/a 2 . Пусть A*v ­^^­^AcLOCJC). Тогда длн jroooro 
открытого множества \ Х / з 6 " ( А ) » где G'CA) ­ ­ л е к т р о п е р а ­
тора А , найдется та.:ое часло По € l V , что для ъсех 
п>Пс \ Х / о б С А 0 -
^ и к ^ ^ а т о ^ ъ с т в о . Переходя к дополнениям s поле с к а л я р о в , 
теорему 2 иодно переформулировать следушми о б р а з о в : для лю­
Оого замкнутого под^иомсст^а Р с й ^ ( А ) ( ИллО\) ­ р е з о л ь ­
вентное MITO.CECTBO опеоатора А Найдется те:сое члело IU>€1N 
что для всех a* P d f i & C A j l Далее , т . к . 
V n ^ l f s / | A J I ^ r c = c o ^ v t , 
то б 'САгъ ) ^а::одится в круге радиуса С с центром в 
н у л е . Поэтому, ль умзлля сбднесты, дополнительно к замкнутости 
LIH0ZEOTI;3 р модно потрсс 'овзть его компактность . 
что т е о р е ш не в е р н а . Тогда существуйте т а к а я 
подпоследовательность (Ак*) последовательности one ре торов 
САи, ) л такс?! пэслздовзтсльнсстъ чисел ( ^ * ) с : Р , что 
i!;­! ::'>'. состзи Р следует существование такоЛ п о д ­
щдеяедо вате лвнооти C ^ t j ) последовательности чисел ( ^ * ) , 
и такого числе ^ 0 € Р , что &т/^^{ ­ !Я 0 . Отсюда, в 
4J'J юности , с Я , " Т О М _ _ . • 
Иоотому. ooftrac&O теореме­ I , А П | в ^ ­ ^ | ^ 1 х € 1 $ о / п О < , Х ) д л я 
в с е я достаточно б ф ш г а х j 6 В\/ , что противоречит условию 
( 2 ) . Таким C J P A O O M , теорема д о в я з а л а . 
Замечание . л>аь.?ичоски нами доказана верхнял непрерыв­
ность спектра отоорадения А при Х.А. 
Рассмотрим воз.­.уо;еийЗ оператора А ^ о л е р а т о р а м ^ вадя 
£ в O c t ) ) I гд* Cff4)} ­ одн:»родш? маржоввкий процесс 
с базовым пространством Y ­ { Jfn, j fteft/} , причем 
1 1 6 ( ^ ) 1 1 ­ cw/t , гдг * f • ­ 1:алы :: napa.ju­p. тогда 
спектр A*v + £ B ( y * J при достаточно ? ' алом£ ; 0 < r l £ l < £ 
C#Aaf нахо;итьс;­1 в сколь угодно близкой к спектру б CArJ) 
о. ­а<,стносп. '­4.<iiu ­ ^ г е з о и , учитывая р е з у л ь т а т теоремы 2 , д о ­
ка »ана слодуащз:! теореме : 
т е о г ^ ­ а 3 . Пусть A»v * — ' • A c L ( X j Y ) , Тогда для 
л (б с,< )е J :•: ocTii'VC/o € Г ( А ) с у д е с т ч у с т та.сое число П о £ 0 ^ 
ь рудес^вуит тачоз число £ © > 0 , "то KJ:*:<: только i t ^ n * и 
\€l< €о , 7о\^^6СА^^е&(Ш). 
Oofiobuov. результат лроид­гюсгркруои призером: 
Рз^змстрим дчй. epuiiuia ' jbhoe урдеад.­ше 
* 1о(АУр \2>*&iA&<L < С } • Пусть ЙЗИССТКЫМ, укладывавшим 
си а IXOMY fC.A. '..отодог; ото ураьнение моана э е м е ы л ь епирок­
сиииоуюдии уравнением 
Ж • ( ^ ) 
Пра реввшм зтого уревнения кекчм­либ£ члелённым гетолом еоте 
з а д а н а ' ­ознчкает случа­лан ошибка округления 
г.;а £ / f c ) ­ о д н о р о д н а марко во кг. l* п р о ц е с с , задавны*» на i u c 
крегно^ ынояептге зкьчглил Y ­ {^w I n £ } • Такки сЗра 
зоа, иссл^лгван^п устойчивости ш л е н и я уравнения 
гд^ £ характеризует точность вычисление* Согласно теорьыэ 3 
резание уравнения ( 5 ) устойчиво при достаточно ьалых | £ | и 
при во ах п, >, 9 
OciiOj>HAN идея это* . .аблтн допускает обпдеаие н* случай 
стохастической аппрокзлмациии с ojutfKoii тили гауссозокого 
селого д /ми , которая мо^ет возникать при решении уравнения 
пои лемзазстней функции R C ^ O . Результат и з м е р е н и я ^ ( х , \ * _ ) 
"Ьук;:'1:л R C ^ x ) в точке X ^ I R * " и ь коысит*времени *i ^ 
имеет ^кд 
r : ; t lH) — w) ­ гвуссозскип белы;* шум. Тогда у р е з н е ­
н и " , списываыщее процедуру стохастическое аппроксимации Ро.1ии­. 
ыочшо интерпретировать как стохастическое дг .^ереним а л ь т о в 
^ о а в и с и и е 
lib на практике не осегдв ошибки лзмерений имеют ълл ( 6 ,4 В 
наиболее o6>neii п о с т а а с з к е ошибки измерений Ь;ЛРПТ Щй 
г д е ­ некоторый ааркоаский проиасс . В зтом случае прбчедур 
стохастической аппрпкеиыаг.и^ Рэбинсоеа ­ Коиро приводит к у р а в ­
нение виде 
В большинстве случа .в эту задачу достаточно решать в дяне&аом 
приближении, которое приводит к уравнению 
Функи.:;: A 6 t , y ) И B t 4 , ^ ) непрерывно дифферент; руемн по обеим 
переменным матрицы размрра n * rv , периодические по о 
периодом у , определенные на * Y • ^fc " ди j : J V . : H O K ­
ный п р о ц е с с , заданный уравнением 
Здесь ^ { ^ ) ­ к­ыернгл в е к т о р ; ­ иатри ia размера к * ц , 
элементами которое является действительные йунк­,ии, ограниченные 
и удоилетворшэдие условно Липшийр в форке л 
о некоторой постоянной i, > О • \ ( / ­ к­г.ермии м н е ­
POBCKIII; процесс , компоненты которого Г О ­ ^ з а в ^ с и м н в з 
совокупности процессы броуновского дчия&шя и неь&ьисимие от 
. При этих предполЬжейиях С О уравнения ( 4 0 ) и 
( FI ) 'удовлетворяют теоpeine сущестьовагия л единстззиности р е ­
леиин стохастических дифференциальных урззпепий 1;ри заданных на­
чальн а условиях Х{о\ \ $(0) не­эав*;с>игх >т \tf л 
W ( ~ f c ) • При этом гиря i ^ d ) j^Chi) явяаяеточ с а р к о м е ­
turn процессом. Ллл дальнейшего нам понадобятся дополнительные 
узловая не к с ь . " ' И а и е н т ы уравнения ( И ) . Обозначим Сь(%) = 
и предположи­, ч т о коэффициенты 6^, ( У ) двандь* 
в&ярв&шзо д и л е р е вуируемые, ­ непрерывно диЬ^ерлнди­
ру.емая &:!к;^;л, кропе т о г е , существует число Л>С и разноыер­
h"o по i / ^ Y выполняется неравенство ^ 
Ори деих,предположениях дии^узиойныл процесс имеет 
производя:^; , дм^'.врзишгальный оп^оатор 
( *2 ) 
к оапрял^Н"н11 оивоэтор 
iipo:;icc зргодкчоскмЯ и обладает единственной инвариантной 
i:epovi. Это j e p a имеет л л с т и о с т ь р < Д ^ ) , которая огределяется 
кь< сг>:нст?,аняое решение >адачи Г » 
L*D р»<а) = о пр.­ а с Y, PJa) > ° > 4 Р * ^ 2 = 4 • 
Пуст* . ^ з в ь а м пространством процесса ^ является к ­ м е р ­
ны' топ, т . a , Y = T o t » * • Предположим, что уравнение ( \о) 
uj мелем аппроксиыровать ( схена К . А . ) уравнением 
KO'iupoi при каждом N € F F V ' описывается как уравнение ( 1 0 . ) . 
Установим критерий я к с п о н е н ^ л ь н о й устойчивости в среднем 
квадратичном тривиального решения уравнения ( Д О ) , Анало­
гично работе £21 доказывается аналог теоремы Ляпунова: 
теорема 4 , тривиальное решение уравнения («10 ) скспонен­
ниааьно •устойчиво в среднем квадратичном тогда и только т о г д а , 
когд* существует семейство симметричных периодически;: натри" 
порядка ю. * i v периода у , положительно определенных 4 
в оскала окаляраогс произведения равномерно по у € Y л 
и удовлетворяющих уравнению 
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СТАТИСТИЧЕСКИ! СВОЙСТВА ИНТЕГРАЛЬНОГО МЕТОДА ЭТАГ0Н03 
А.Лоренц 
Аннотация. Решается задача распознавания статистических 
образуй П6 НСТоду эталонов в с л у ч а е , когда пространство и з э ­
бтагснкг, состоит из непрерывных йункциг, представлмкх в вяне 
линоРяо* комбинации конечного числа базисных функций, ' . ' .ссле­
д у е т с я структура решающих правил при условии, что расстояние 
изображения до эталона х а р а к т е ш з у е т с я интегралом от к в а д р а ­
та их разности» Выводится формула для вычисления вероя­мюсти 
принятия ошибочного реиения . 
I . Пост .новка задачи 
Предполояич, что рассматривается полутоновые нзобракеная 
фиксированных р а з м е р о в , т о ч н е е , занимающие определенный п р я ­
моугольник р ^lAj&JxLc,С/] . Очевкдно, на практике дна 
различных изображения занимает на плоскости £ва различных м е с ­
т а . Но, если они занимает по своим размерам одинаковые оряио~ 
угольники, то их проекции на един и тот же экран , рассмсчрсн­
ные е определенном порядке, дают право говорить об изображени­
ях , занимающих один и тот же прямоугольник Р , 
Сканируя изображение, т . е . измеряя уровни яркости о т д е л ь ­
ных точек (отдельных иикроучасткоь картины) , мы преврапаеи его 
в неотрицательную числовую матрицу. Даже если сканирование 
происходит при константном, неизменном освещении, нельзя г а ­
рантировать получение того же р е з у л ь т а т а при повторном с к а н и ­
ровании того же изображения. Вообще г о в о р я , мы Д О Л Е Н Ы с ч и т а т ь ­
ся с о случякнычи воздействиями на процесс сканирования н тем 
самым, ео случайным характером получаемся числовой 1;атрицн. 
Йлак, р е з у л ь т а т измерения значения уровня яркости данного и з о ­
браженья в п р о и з в о д н о й точке fot^je Р прчведит нас к с л у ­
чайному значение X ' . Учитывая х а р а к т е р случайных б е з ­
действия на процесс измерения, мы вправе ( в теоретическом 
одного 
R*foiA)XS2Jz)>'-/snjtfi)} о.бл ад ал двумя важным:! 
теами: Г) случейные величины X (&и Xl(sv,4v) 
и того же гауссовского поля X#t столь слабо коррелировали, 
что их можно считать п р а к т и ч е с к и независимыми; 2 ) для любой 
пары индексов (if) t Iti *m , множества 
достаточно сильно р а з л и ч а е т с я . Р а з у м е е т с я , множество R можно 
т а н е ) представить р е з у л ь т а т измерения некоторой нормально 
распределенной случайной величиной . Е ° « в з я т ь д р у ­
гую точку € Р и провести измерения уровня яркосаи 
в нем, то реальная ситуация опииется д р у г о й нормально р а с п р е ­
деленное случайной величиной • с той же дисперси­
ей, что и X(sJ) . Корреляция между X(*,i) и Х(*\А*) • обыч­
но j M c t p c убывают по мере увеличения расстояния мегду точками 
nfej£f) • У ж е п * и Е е ° ь м а незначительной отдаленности 
точек этк величины можно с ч и т а т ь практически некоррелирован­
ными. 
Учитывая изложенные соображения, приходим к заключении, 
что рассмстри^эемыс изображения з теоретическом плане пред­
стаэаич надлежащим образом определенными случзРннмн г а у о с с э ­
скимл р о л я м и . Если число различных типов изображений равчо 
V77 , то можне говорить о системе образов t Q z } • - ,&т • эа~ 
даваемых гауссовскимн случаглыми полями Xf* X$i Х71 
В качестве производной, характеристики случаяч'ого п о л я ' х ^ 
могио з б з с т и неотрицательную функцию определяемую р а в е н ­
с т и о ы e n 
Э дальнейшем мы предположим, что кеждая функция fa т 
представила з виде линейной комбинации определенной системы 
базисных функций ¥ * ) Т • Относительно <fj , 
у m Q J f . . . . к ц а предположим, что для любой пары индексов 
($Х) существует интеграл g ^Ы}\CsJ) d% Л ; 
Хегко сообразить , что введенные аами условия позволяют 
применить методы регреоионного а н а л и з а д л я формирован;:* новой 
теоретической модели уже заданной системы образов [ I / ,[ 2L 
Следует зафиксировать конечное множество точек R y R c p t и 
упорядочить его элементы в определенном порядке так , чтобы 
своРС­
р а с с м а т р и в а т ь , как некоторый экспериментальной план и с т р о ­
ить плановую патрицу fnK+j иэ элементов (s^i-)^'^^...^, 
i = ^ 2 , . . . , n . Точнее говоря , Я у , ^ определяется как матрица, 
у которой элементом d ­ о й строки и J-oro столбца i,Zf,.^J 
j*Oi к ) я в л я е т с я число *f:(*iAt)* Далее моино п о с т р о ­
и т ь информацлонную матрицу nKti Kfisrni<4,i rnKrj * п о т р э б о ­
в а т ь , чтобы О Н Е была обратимой. Р а з у м е е т с я , это условие не 
выполняется автоматически , а требует выбора эксперименталь ­
ного плана R с учетом специфики базисных функций 7^ , 
Очень важно, чтобы при одном и том же обьеме множества R 
экспериментальные план максимизировал определитель информа­
ционной матрицы MKW Kti • ^ н <> г Д а полезным свойством э к с п е ­
риментального плана с ч и т а е т с я е г о о р т о г о н а л ь н о с т ь , то е с т ь 
способность д к а г о н а л и з к р о в а т ь информационную матрицу. 
Примечание. В теории планирования экспериментов [2] п о ­
нятие экспериментального п л а н а , как и з в е с т н о , имеет более 
богатое содержание, нежели нами изложенное. Точка д и с к р е т н о ­
г о экспериментального плана (Si/It) снабжается , как п р а в и ­
л о , положительным целым числом ^ , , указывающим объем в ы ­
борки из соответствуючей генеральной совокупности , 
Наша трактовка как экспериментального плана 
о з н а ч а е т , что i 
Следуя уже установившейся традиции, ны_£бозначни 
Х1(&и9^и) ч е Р е з У и • * дальнейшем ч е р е з YL мы обозначим 
в е к т о р ­ с т о л б е ц (У^ ¥ ^ > . . . , ) • 0 ч е Е И * н о . х а к иатридв 
^r\Kt£ п^кНК*1я т а я и в е к т ° Р а L » з а в и с я т 
от выбора R . Для упрощения записи *мы символ Д в е з д е 
опускаем. По тем же соображениям в дальнейшем будут опушены 
чндексы при матрицах f^ , к + 4 и к+/ • 
• Определим для каждого С , С»i,2..^случайный вектор 
по формуле gji ^ ty-i p r y i 
lay. как вектор j я в л я е т с я нормально распределенным с л у ч а й ­
ным вектором, у которого в с е компоненты имеют одинаковую 
дисперсию, то е с т ь , и ковариационная матрица 
которого практически диагональная , то в будущее ц е л е ­
сообразно о т к а з а т ь с я от несушестьегшкх условностей и з п е а ^ ь : 
По определению 0 я в л я е т с я случайный вектороч , _получен­
нчм из нормально распределенного с л у ч а щ е г о вектооа Y1 пу­
­"ем линейного преобразования . Поэтому Q 1 гак же я в л я е т с я 
нооиатьве распределенный случайным эектором с параметрами 
Её' ~.M~lFTE?1' с<0 
Я в ' = M 4 F T C 7 ' - F M ' 1 . С5) 
Согласно сделанному П1)едпол оженил, функция ft­ выразима 
дивлено при понося базисных функп"й Ту , т . е . для некоторого 
чистового вектора о ? ' = ( ^ ; о ( ^ ; . . а(%) имеет место р а в е н ­
™ № . з ' Ч ь , о . ' _ с « 
Значит , дли любого { ,£.~1,'2,~,Г1 , можно выра­
зить при помеди F и о ? ' следующлм образом: 
- F u \ ( 7 ) 
Г.з равенств ( 3 \ ( 4 \ ( 3 ) и ( 7 ) далее с л е д у е т , что • 
Ктак, систему первоначальных образов Q ^ , 4 2 a 
в дальнейшем можно заменить ( б е з существенного ущерба для д е ­
л а ) другой системой образов Q i t Q l 1 , ^ f Q l m , г д е Q*. з а д а е т ­
ся термально распределенным случайным вектором Q с парамет­
рами оС ! и б2М~{ Если к тому i e появление образов ( с о ­
ответственно Q 4 ! ) обладают практически устойчивыми ч а с т о т а ­
ми, то реальная ситуация с т различными типами плоских п о ­
лутоновых изображения д о п у с к а е т теоретическое описание через 
априорные вероятности pi и апостериорные плотности *Щ , 
L = if2f.. }гп где fl ­ нормальные плотности с параметрами 
С? 4 и б ' ^ М " 1 . Легко понять , что т а к о е описание системы о б ­
разов прь известных o f t > p ; > 6 / и М~* позволяет строить о п ­
тимальную процедуру распознавания по критерию Б а й е с а . На 
прзктлк? , однако, точные значения о ? 4 , р ; и неизвестаы, 
и при Построении Байесовского классификатора мы вынуждены 
пользоваться лиьь статистическими оценками, полученными на 
основе достаточно обширного экспериментального уатериеля . 
Поэтому теоретическая возможность построения оптимальной п р о ­
цедуры распознавания о б р а з о ! по критерию Б а я е с а на практике 
превращается в построение лишь более или менее рационального 
классификатора [ 3 ] . 
Другой подход построения хороших процедур распознавания 
образов заключается в следующе!*: вычислить достаточно точные 
и надежные опенки для векторов о с 1 и с т р о и т ь оптимальную 
процедуру распознавания образсв по критерию иияимаясэ . Л е г к о 
с о о б р а з и т ь , что в этом случае мы можем обойтись без знания 
б * 2 При г п ­ 2 оптимальный классификатор по критерию mvihh­
макса одновременно я в л я е т с я Байесовским класоификатором при 
надлежащее значениях априорных вероятностей . З н а ­
ч и т , как Байесовский классификатор, так и классификатор по 
критерию минимакса сводит ­адачу распознавания к задаче п о ­
строения опти.мальной р а з д е л я е т е Я гиперплоскости . &зх и з в е с ­
тно , конструкция разделяющих гиперплоскостей решает также 
задачу классификации векторов cf по методу эталонов . С л е д у ­
ет лишь рассматривать 6 возможные значения случайных 
велторов б* 1 и оС1 как этелоны при евклидовой метрике в 
i roocTpjHCTEc £ К г ~ / 5 j . 
2 . Метод эталонов при интегральной метрике 
Предположим, что точные значения о С 1 нам н з в е с т ч ы . * 
Тогда можно определить расстояние р между произвольны 1!л 
S и по формуле _ 
Аналогичный образом можно определить расстояние j o 
между произвольными K*i ­мерными Еекторами Q и , а 
именно, . 
С1равданием для рассмотрения метрики по формуле ( 9 ) служат 
следующие соображения. Функции f> . cm J 2 т . о о г д а о ­
но нашим предположениям, выражаются, как матричные п р о и з в е ­
дения ы.{Т У в п произведения можно р а с с м а т р и в а т ь , 
как статистические лонЗлчиечия для . Чо близость дьух 
Функций f i J , определенных на p , естественно выразить 
при помощи интеграла $ (5(*,t) ­ o f s ^ ) ) 2 . 
jp и » 
Итак, классификацию неизвестных векторов Э теперь бу~ 
деи производить по следующему правилу: в е к т о р 0 классифи­
цируется , как изображение Q'£ тогда и только т о г д а , к о г д а 
Очевидно, возможны случаи , когда f^^&^J-jiff^)^^^), 
ii-l'. Тогда правило 1спассификапии^век?о;>ов , задаваемое 
соотношением ( 1 0 ) должно быть дополнено некоторым искусствен* 
№% соглашением. Например, в к а ч е с т в е порядкового номера о б ­
раза Cli , к которому мы относим Q , считается наименьшее 
(или наибольшее) значение I , удовлетворяющее условно ( 1 0 ) . 
Поскольку т а к о г о рода случаи в пространстве образует 
?яожегтво точек т р ы нуль , то в дальнейшем они в расчет не 
пр'инимэатся. 
Теорема Т . Зое точки Т , координатные вектора fj . 
котогых удовлетворяют неравенству 
f ( $ z ; ) ­ с ю 
лежат по одну сторон) от некоторой гиперплоскости в простран­
стве £Щ 
^ о к а з е т е л т е т в о . Зафиксируем пару индексов (t,J) и п р е д ­
положим, что рассматривается вектор £Г , уд о с/отворявши и 
условию ( П \ Тогда, с оголено равенству ( 8 ) , вектор у д о ­
влетворяет неравенству 
Так как ?ля любого I 1 = 0,1,„ к> 
T ' j ' неравенство ( 1 2 ) может б ы т ь преобпазованэ к вмду 
Р е г ч у ъого , что yf^A)%(sfc}<Lcii о у к е с т в / е т хжя it6o% 
rra;*i япдоксов fa 1} , мь IQIZH определить е г ^ ^ е т р и з с к у з 
и а т р И Ц у А&£ Kri ~( ^ft) • положив 
Если л е с т ь , что Ф ? ( ф Т ь & 3 1 в 
и Jf^(>,i)^(^)^J ^ЩоТб,4) W , то из соотноше­
ний и ( 1 ч ) иожно вывести неравенство ( 1 5 ) : 
&тЩдШ ЩЩ^&ШМ' (15) 
Полученное неравенство" ( 1 5 ) показывает , ч т о каждая точка Т 
пространства £ к * 1 , вектор координат W которого у д о в л е т в о ­
ряет нераьенству ( I I ) , лежит по одну сторону от г и п е р п л о с ­
к о с т и , задаваемой уравнениен 
Формула ( 1 5 ) чожет быть использована также д л я подсчета 
вероятности принятия неправильного решения, когда заранее 
известно , что вектор индуцируется либо образом Q>1 » 
либо Qj , Для этой цели вектор Q в соотношении ( 1 5 ) с л е ­
дует интерпретировать , как случайный. Наше решение относи­
тельно конкретного значения случайного вектора @ будет 
ошибочным ( а смысле неверного распознавания образов) , в двух 
ситуациях: I ) налицо образ £2 j , но представлявший е г о с л у ­
чайный вектор J$L индуцирует значение £Г . неудовлетворяю­
щее условию ( 1 5 ) , 2 ) налицо образ , но представляющий 
его случайный в е к т о р Qf индуцирует значение , у д о в л е т ­
воряющее условию ( 1 5 ) . Значит , мы должны рассматривать д в а 
случайных события: ­
Средняя вероятность принятия ошибочного решения 1^ тогда 
вычисляется по формуле 
. Pe-PtP(U±)+PjPW*)- ( 1 7 ) 
Легко сообразить , ч т о оценка величины Р(*и±) и Р('Ч^ т р е б у ­
ет знания средних и дисперсий случайных величин и j £ a • 
Э. Оценка надежности классификатора 
£ л я упрощения записи ряда формул мы в дальнейшем вместо 
ftfrtxAt *УЬ2М писать А • Тогда , принимая во внимание н о р ­
мальную лаигределенкость вектора ф* 1 ( с о о т в е т с т в е н н о 0 ^ ) 
и *ормулы ( ч ) и ( 3 ) , мы можем утверждать , что 2 ^ и 
являэтея нормально распределенными случ*^; ыыи величинами, 
средние значения и дисперсии котооых задаются равенствами: 
%%1*(&'АЩТА St* 
Теорема ? . Если классификатор изображений д & £Г 
индуцируемых образами и Q • , р а б о т а е т по методу э т а л о ­
нов при интегрально* метрике , то ненадежность классификатора 
г£ , т . е . средняя в е р о я т н о с т ь неправильной классификации 
изобретений определяется формулой 
кция распределения стандартно­нормальной случайной величину. 
^ . Д о к а э з т е т ь с т г о . Из определения случайных величин $£± и 
X * с л е д у е т , что , 
так .чая шучааные ^члт(^~Б^)/у/£У^ ufez 
> ч с п л е д е г е Б Ы ио стандартно­нерчальноиу закону, тс кг ( .17) , 
( 2 0 ) i: ( 2 1 ) следует , что 
hD fi - **УА E£z } ( 2 2 ) 
Если теперь у ч е с т ь выражение для t.­Hs * ­ ^ ­ ^ s > s * i ? 2 . то 
формула ( 2 2 ) может Сыть преобразована к виду 
Поскольку для лпбого действительного числа С ииеет место 
р а в е н с т в а 1-^(с)-ф(-с) . т о 
Е с л и другие образы, кроме и 2/ исключаются из р а с с м о т ­
рения , с о ­ е е т ь их априорные вероятности предполагаются р а в ­
ными нулю, то P't^Pj-i » и м ы окончательно получаем, что 
Р j- J^^MAIHL^ _ i 
r e ~ ^ H{^x!)TA~M-'A«r2'/ • 
Тем самым теорема 2 д о к а з а н а . 
Легко понять , что надежность классификатора р а с т е т с 
ростом величины d io?* ь&) * т о ­ е с т ь J^-*0, когда 
с { ( о С \ ^ ) — . Вопрос, однако , заключается в том, с у ­
ществуют ли вообще когтролиру^мые факторы, повышающие надеж­
ность классификатора , построенного по методу э т а л о н о в . Р а з у ­
м е ю с ь , .функциональный веятор Ч? должен быть образован нз 
независимой системы функций ^,/*в>£? К - В Р***6 случаев 
У строится тачпд? образом, чтосы ггатртца А был& д и а г о н а л ь ­
ч о Р . Хотя это с ч и т а е т с я ценным с^огхтвон вьктора У ( с о о т ­
п е т ь : Ш " п 1 1 ' w ^ / ( 2 9 ) 
Принимая во вникание соотношение ( 2 3 ) , (Х&1.*&/ к о г е т быть 
преобразовано к jevu".y 
Таял­ образом, д л я приближенного вычислении почучазн 
Формулу , 
Рассмотрим теперь общи* случай , т .«­ . систему обраосг 
з с т с т в е н ч о матриц* At ) ­ значение ci(cx\3J) от этого поч­
ти з е з а в и с и т . Главный р е к т о р , влияощий на dC^^X входит 
в его выражение неявным образом. При помощи приближенного 
анализа убедимся а том, что решавшее влияние на а ^ 4 , ^ ­
оказывает структура и мощность экспериментального плана R . 
Предположим, что базисные функции *FJ непрерывно дк­
^ р е н п и р у е м и на р ' . Тогда экспериментальной план р может 
быть построен с любо? наперед заданной мощностью YiYNYT)Y 
уло^летворяоцей следующему условию: каждая точка (S^-U^R 
ттп/надле^ит одному я только одному из гч прямоугольников, на 
которые горизонталями и вертикалями р а з б и р а е т ­
с я прячоугольнмк Р . Если в с е п прямоугольники к о н г р у е н т ­
иые мегду собой, то их стороны соответственно равны ^ £ 
J J 
и т5^ . П^и достаточно, больших значениях к и у имеет 
if с с то ппиг^ияенное равенство 
" . ^ • т £ . 
£нач::т, при достаточно больших значениях и и ^ будем 
J 
О ! Ol С? . Очевидно, решечие классификатора по методу 
э т а л о н о в , основанному на и. гегральнои метлике , будет ошибоч^­
ньш каждый р а з , когда налицо Q[ » не полученный в е к т о р Q 
•лля некотопого / , /"+£ приводит к н е р а в е н с т в у 
З У ' » 7 ) ! ¥ ^ Г ^ ­ ^ Т И fcf'' * Ш • 
Зафиксируем i , для любого J 3 *** определим случайное с о б ы ­
тие при помощи соотношения 
Очевидно, правильнее решение класснфикатора изображений при 
наличии с раза щ* имеет место только т о г д а , когда о д н о в р е ­
менно реализуются все случайные события Aj >j*1 - Ga~ 
мым вероятность принятия неверного решения п. выразится при 
помощи равенства ' 
О. * № Р Щ Ш • Ш 
V ж J 
Обозначив ч е р е з B=(HuV) (m-l)*(btl) матрицу, строками к о ­
торой являются вектора (*£l-^£J)T^ j*4tZr^;i-J.)i+ii..^ т , а 
ч е р е з f>j } j - l t 2 i + i ^ m } величину ^^Щ^Ш^Щ 
Тогда в е р о я т н о с т ь правильного решения классификатора юри н а ­
личии 52- выразится следующим,образом: 
| с л и предположить, что ранг В/\ равен т-1 , то вектор 
£1=8А будет нормально распределенным т-1 ­мерным с л у ­
чайным вектором с параметрами - ВА *СС и 
Значит , в этом случае ( с м . форм. ( 2 5 ) , v. 2 6 ) ) дня вычисления 
Q; получаем Формулу 
' 1 ; - l - P l Z ' ^ < t ( 2 7 ) 
сводящую процедуру вычиспення к интегрированию функции п л о т ­
ности вектора . 
А.^огглсз . S t a t i s t i c a l pre e r t i e g of i n t e т а ! iporoftoh о* 
ЗзШ^й£3£­ ^ e problem of s t a t i s t i c a l p a t t e r n r e c o g n i t i o n 
тз s o l v e d uairt^ the approach o i p r o t o t y p e s i n the c a s e when 
tiie apace of Licgeg c o n s i s t s o f cont inuous , f u n c t i o n s r e p r e ­
eeniaolt; as a l i n e a r combinat ion of the f l n i t o number of 
h a r t s f u n c t i o n e . I n v e s t i g a t e d I s the s t r u c t u r e of deci&ion 
jrulee under the с on Л i t ion that the image ^ s t a n c e t o the 
г 'ototype i s c h a r a c t e r e d by an i n t e g r a l taken over the 
Вфвгь of t h e i r c.iffsr­ « е е . f o m u l a for c a l c u l a t i n g the 
p r o b a b i l i t y c f te.'­ing an erroneous d e c i s i o n i s d e r i v e d . 
ЛтЬр one 1дУ::кга1аа stalonmetodea q t a t i n i s k ^ r ­ I n a S l l a s * 
Anptao i ja . ЙЗ j i x a t u s t s t i e t i o k u t51a оаЫэипаа uzde­
ш з , c;:idiJOILC. kad a t t ^ l u t e l p a sag tov no' neprlrtrauktam 
PunJcfiigflir. • kuras i S E a k a m a s ka l i n « i r a . e kombinflcijas no ga­
i t ^ n k a i t a btiziskum funkc ij?.:a • PGt l ta l£raumktirtulu s t r u k ­
ttlra pi­; noiacijj ix.a, Ira att&le. d i s t a n c e II<Lz etulonam г с Л ­
ntiiro.i &я' ar i n t e ^ r ^ I i no atbi ls tOfjo f u n k c i j u s t a r p l b a a 
kvpdrata Isveatc . f o m u l a k±udaiiu* lemuma varbOtibas i z ­
s k a i t i o e a n a l 
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ON THE STABILITY 0? LINEAR IMPULSIVE SYSTEMS 
WITH MAJRKGV'3 COEFFICIENTS 
' 1. lvarii^, V. Tsarkova 
Бшж^гу.Ihe asymptot ic s t a o i l i u y p r o p e r t i e s of the s o l u t i o n s 
of l i n e a r d i f f e r e n t i a l equat ions with Jfarkov*s o o e f f i o i e n t s and 
Markov* в Impulsive p e r t u r b a t i o n s are s t u d i e d . Necessary and 
s u f f i o i e n t c o n d i t i o n s of exponent ia l s t a b i l i t y i n the mean square 
are r e g i e v e d . AMS Subject c l a s s i f i c a t i o n s 5 ^ 9 . 2 1 . 
Consider a Linear d i f f e r e n t i a l e q i i t i o n in Rn 
Щ - Mi(t})X (1) 
where (^(t),t^Q} i s a homogeneous T e l l e r ' s Markov's p r o c e s s on the 
compact У, CA(y),yfj) i s a continuous on Y matrix f u n c t i o n with 
valuer in if (RJ. II we denote (X( t9l), tZX^Q) matrix s o l u t i o n (1) n 
s a t i s f y i n g the c o n d i t i o n s X(ttl)-iw wher* I i s a u n i t from M^(R) , 
the/i the s o l u t i o n of Caushy's problem 
x(t)=xn (2) о a 
f o r ( l ) with a l l t>t ^ 0 may be w r i t t e n in the form X(t9t )X . This 
о C O 
s o l u t i o n can be cons idered [1] аз the f i r s t component of homogene­
ous Markov's p r o c e s s lx( t)*\(X)9t^O) with an i n f i n i t e s i m a l 
operator 
(С;)(х,у)^гПт {[El0*(f(Z(t .0)xty(t):)-f(x,y)) -
- (A(y)z> (vJ).x.y))+(C(v)S)(x,y) 
..here v^/ i s a 7 e c t o r c o n s i s t e d of p a r t i a l d e r i v a t i v e s of the 
funct ion / on the c o o r d i n a t e s of the v e c t o r TtRn» and the opera­
t o r C ( v } i r an i n f i n i t e s i m a l operator of Markov's p r o c e s s iy(t)) 
and i s a p p l i e d to the f u n c t i o n f(Z,y) w i t h r e s p e c t to the 3econd 
argument. 
Def ine impuls e d i s t u r b a n c e s o f the equat ion (1 ) as the 
segueno.e o f the r e l a t i o n s 
Ф 
x(tx+C)^fx(tk)=R(T)k)z(th- ) , kzN, (3) 
where £ t Q • Ь>0Ш $ k € } i s horoogf neous У е И е г * s Markov1 a 
oliain on the coropaot ti, {R(h) 9h*H) i e cont inuous matrix func t ions 
witn values in U^R). This u e f i n i t i o r . corresponds to the ideas and 
the methods of the monographs [ 2 , 3 ] . Now we may agree that the 
s o l u t i o n of Cauehy's problem (2) f o r the impuls ive system 
is * v e c t o r funct ion (X(t),VQ) s a t i s f y i n g : 1) the d i f f e r e n t i a l 
equation M) on the i n t e r v a l s ( t k ­ t , t f c J # k£N; 2) the i n i t i a l 
cond i t ion (2); *•) the c o n d i t i o n (3) i n the p o i n t s t ^ & w ­ t ^ , fcetf. 
Further everywhere t h i s e o ' u t i o n i e denoted by x(t,tQ9x). I t i s 
c l e a r that p r o b a b i l i s t i c c h n r a o t e r i s t i o u o f the s o l u t i o n ( 1 ) - ( 2 ) -
-(3) with determinant i n i t i a l d^ta XQ are complete ly def ined by 
J o i n t p r o b a b i l i s t i c c h a r a c t e r i s t i c s of Markov's proces s f £ ( t ) 9 t £ 0 ) 
rtd Markov*в chain ii^htN) 9 a s we"4 a s the d i s t r i b u t i o n of the 
p a i r (*(0)9r\ ) .Further everywhere we suppose that (ч)к9кЮ) doee 
no t aeper.d on i £ (t J Л 20). 
We s h a l l c a l l the impuls ive system (1 )- (3* e^qponentially 
p ­ e t a l e i f there e x i s t such p o s i t i v e numbers Ы and 7, that with 
any yeY, ЩВъ 20ZFfi' and tztQsO the i n e q u a l i t y 
V ^ H ' ­ V ^ I * } ^ ~ 7 f t ~ V ! * 0 ! y (4) 
i e f u l f i l l e d ­
Here and then the i n d i c e s t p y , f t of the mathematical 
e x p e c t a t i o n or p r o b a b i l i t y mean t h a t £(ta)=y9 H 0 = f l * I * should be 
noted that ^ ­ s t a b i l i t y lis u s u a l l y c a l l e d the s t a b i l i t y i n the mean 
squai^e ( f l e e , f . e x . , [4"' . 
ffe s h a l l c a l l the impuls ive system ("i)­(3) uniformly 
s t o c h a s t i c a l l y s t a b l e i f f o r any £ y > 0 , 6 2 > 0 can be si wn such 0>0 
that the i n e q u a l i t y 
P v ' ^ f e ? i I f t * t ° , T " > £ ' } < S 2 ( 5 ) 
О 
tor a l l ШсК)9 yaY, and hfH f o l l o w s from | x i < 5 . 
Bes ides that i f w i t h a l l £££ £0 and £>0 the r e l a t i o n 
Xl* eup P u ^ l | X f t . t o » r ; | > 6 l * 0 (6) v O ' . h t 3 w к v J 
i e f u l f i l l e d , the sy3tem wel l be c a l l e d uniformly 
a s l m p t o t i o a l l y s t o c h a s t i c a l l y s t a b l e . 
Уог measurable funct ion V:Rn*Y*H l e t us def ine the 
operator 
i f the i n d i o a t e d mathematical e x p e c t a t i o n e x i s t s with a l l лгсй а, 
yeY and Лей. Because of homogeneity of Markovs p r o c e s s 
(\{t)j and (r\k) in the formula ( 7 ; we can s u b s t i t u t e 
s iraui teneously * ,X(t j ,t ) 9 3 1 1 ( 1 Щ r e s p e c t i v e l y f o r 
tk_19JtJi%%4 )• t($*) "Л* wi^h any &0* The operator L 
wilJ be c a l l e d lyapunov's d i f f e r e n c e due to ( i ) ­ ( 3 ) . 
Theorem^. The impuls ive system ( 1 ) ­ ( 3 ) e x p o n e n t i a l l y 
p~etab le with p>0 i f anil o n l y i f there e x i s t s the cont inuous 
funct ion V(x,y,h) s a t i s f y i n g the c o n d i t i o n s 
| - | P < V ( ^ , U . ^ ^ ' , L ^ | P ( 6 ) 
{LV)(x,y.h)$-c2\x\p (9) 
with some C T > 0 , C2e(0,1) and a l l XfRnt ytY9 h*H. 
P&OGt-, Per the eake of b r e a v i t y denote 1? , ­
JC­ f 
= fi(TJfe)^(ffe»tt.;) keW and agree to c o n s i d e r Z* 4 I . Then f o r 
the s o l u t i o n ( 1 ) ­ ( 3 ) with a l l i n t e g e r s fe^O and s>0 i t i s p o s ­
s i b l e to w r i t e the e q u a l i t y 
xft t x)=Xh*a цЫ*-1 Х3'-гХат 
Let the c o n d i t i o n s (в) and (9 ) be f u l f i l l e d , we e h a i l d e f i e s 
the f u n c t i o n s 
/ ^ f x . f / . n ^ E ^ ^ d x r t ^ ^ t ^ r ; ^ } (10) 
with fc£0, where a i s a r b i t r a r y whole nonnegat ive number. I f 
the c o n d i t i o n (4) i s f u l f i l l e d , then the f u n c t i o n 
VlXtyM^^V^x.y.h) (1U 
s a t i s f i e s the c o n d i t i o n ( 3 ) , because У0{Х*уЛ)-\Х\р* Having 
placed &=1 i n (10) with every imtager &£0 i t i s p o s s i b l e to 
w r i t e 
СЩГ(^М^^ЩЖ^ £ П г Л г ; , Л - Vklz.gM * 
( t ) f Ct.) feff P i 
fhus for ff from (11) the e q u a l i t y 
(LV)(x,y9h)=^JLVk)(z.y.h)=-Vo(x,y0K)=~\x\P 02) 
take:* place and the n e c e s s i t y of the c o n d i t i o n s ( 8 ) - ( 9 ) for 
exponent ia l p - a t a b i l i t y (1 ) - ( 3 ) has been proved. 
Let 'OB prove the s u f f i c i e n c y of the c o n d i t i o n s ( 8 ) - ( 9 > . 
Due to the hcmogenolty of Uarkov's p r o o e s s e s { £ ( t ) > and d]^} we 
have 
• й ' ( 2 п . А ^ . ^ / ( ш * - ' х г ^ - ' , 1 - ' х ) ' £ ' ' > - л т ' * ) ) } } * 
dew we can use the i n e q u a l i t i e s (8) ind 
p с 
(L7);x,yfh) *~Ср\Щ *-V(x,y9h)^ 
and fro.r* the previoue r e l a t i o n o b t a i n the es t imate 
- 1 C P 1 
f o r a l l fcttf. Since (I- т;">€(0,1) and w i t h a l l t = < t . . t . . 
1 
ЫМ hihe i n e q u a l i t y 
i J t t t t ^ p a f f j ^ . x J ' l < e:rp f ASHJ? Mt'yJJJ | г Г Г х Д о . х ; | к 
taksu p l a c e , the i n e q u a l i t y (4) f c r the s o l u t i o n * (1)-(3) h&fl 
Ьэеп provea. 
Utx U E formulate twc obvious o o r o l J c r t e a from tne pT*ouf 
of Theorem 1 . 
Corol lary 1 . The impuls ive system (1 ) ­ ( 3 ) i s e x p o n e n t i ­
a l l y p ­ s t a b l e i f and only i f t h e r e e x i s t s the f u n c t i o n ( 1 1 ) 
i . e . 
7 Г х ^ . ^ ^ о Е ^ ; { | с г ( ^ ^ с , Х ; | р ] (13) 
Corollary. 2 . The impuls ive system (1 ) ­ ( 3 ) i s 
e x p o n e n t i a l l y s t a b l e in the mean square i f and o n l y i f there 
e x i s t s p o s i t i v e l y d e f i n e d quadrat ic form 
V(x,y.Ti№f {q(y\h)x,z) (14) 
such that due t o the system ( 1 ) ­ ( 3 ) the d i f f e r e n c e i s 
n e g a t i v e l y def ined quadrat ic form 
(W)(X,y>h)=-\x\p, (15) 
f o r a l l ytY and htH. 
The proof f o l l o w s from the d e f i n i t i o n of the f u n c t i o n 
V(X,y9h) ( 1 0 ) ­ ­ ( 1 1 ) i n the с а з е p*2 and the e q u a l i t y ( 1 2 ) . 
Consider asymptot ic s t o c h a s t i c s t a b i l i t y . 
Theorem_2. I f the impuls ive system ( 1 ) ­ ( 3 ) i s exponen­
t i a l l y p ­ s t a b l e w i t h some p > 0 , then i t i s uniformly asymp­
t o t i c a l l y s t o c h a s t i c a l l y s t a b l e . 
Proof . Уог any k$N from the c o n t i n u i t y A(y) and compactness У" 
the i n e q u a l i t y 
aup \x(t,t . z l ^ l x f t + ,x)\pc f o l l o w s , where 
с = exp (p Asup \A{y)\Therefore from Chebyehev'e i n e q u a l i t y 
О 
СО (t ) г ч CU 
е Л ? , \Х {o\x(t.to.x)\p) < сИе-Р£9 е ­ ч < * ­ ' м ! х | р = 
McUl p 
" $р(1-е~*Т) 
t h e r e e x i s t s the i n e q u a l i t y (*) with C= 
Let k(T) be a whole p a r t . Then 
/Yf " P Wt>t0>*)\ > 4 £ f aup ( x f t . t , хЛ>е) £ 
I t*T ° J к , Л I t>t , (T) ° J 
К h ( Wtr.0,x)\p^ £*} « 
р * f t . ; , , o M ; x j V < k ' r M 
р B E ? ц х ( * л , х , | р « ­ z p ­ ­ и 
with У*» aiia the tl.s^retr. i s proved. 
^ e o r e w 3 . I f the impuls ive system ( 1 ) ­ ( 3 ) i s uniforv. ly 
asymptotic*! iy, s t o o b a r t i o a l iy e t a b l e tnen i t i s exponent i ­
a i l y / s t a b l e ­ f a tv< l u f f i c l f c i i l y small pos i . iWe p . 
We s h a l l use the methods of proving the s i n J l a r 
i>su l* ?гтп Chapter VI ;>£ tlie mcnogrjph l * ) . ^ . о ф е a>0 great 
in .irh so *Ла*. witli a l i and fcq// the i n e q u a l i t y 
аир Jvh;A(t,t J t y g * 
т *.t fe bn. immsnt tyf l i r a t g e t t i n g of tlte p o i n t e 
l \ t / Л) лп Khe ве< ST., «4f l . k€#. Tli^n in order that the 
7 * M 
with rt£ члЗ fc^V shoal с' take r l i . e e i t i s necessary tnax the 
э * " . . . 
evnnt with t€N Should take place and then 
If • r; /.*e witi­
Шэ to the obvious e q u a l i t y X(t ,t,x)*\x\JC , t , т | т ) f o r 
any i t can be s t a t e d that 
K°h f ^(р\Х{1 t t ,xf)\ > 2(*+Ф\ = 
srjp P * V { d u p l e t t o , x ; i >/) 
By usin& the d e f i n i t i o n cf uniform s t o c h a s t i c b t a b i J i t y make 
trie number Mentioned above l e e s than % by i n c r e a s i n g a . Now 
from ( i 6 ) f o r 
с $up P ( % 0 > I 3np\x(ir,t x ) \ >2h(X) 
we can write the i n e q u a l i t y 
с 4 sup P { т <« }­­ I c « f ft<# 
i . e . C f e ^ . ].et PZIO,1- ) b e . Then 
and therefore with a l l x*0r ytY. iitti the i n e q u a l i t y 
i t _ j f E ° J 
ft ; 
takee p l a c e . The sequence 
with и­>« uniformly aims a t зего aoocrding to yeV and h€0, 
f t f o i l e d from T^ebfc^que'e theorem and uniform a s i m p t o t i o 
etochejjfcic s t a b i l i t y of the impulsive; system ( 1 ) ­ ( 5 ) . НЧпое 
i t i^not l i i i f i n u l t to make ьиге that f o r every "fd(091) 
theijs e x i s t s euch number with which the i n e q u a l i t y 
it*)* \ 
or s 
tfake? j.-l6ce with a l l J,iH ar.i any l £ u . Now we oan axi ie the 
Jnequa l l t } 
О G 
and make eure in the c o r r e c t n e s s of the es t imate 
for a l l JYh*1, yzYthcH <md fc€Jf. Sim:* " i t h a l l i € # , Г ^ ^ Ш ­
ant< trt jJ­J / lh« i n e q u a l i t y 
сакее plaoe un ifr,rm.iy with respect t.o /'л// an«J ytV, then 
вир \x(t,t.zj\* 2 ° |rft. Лп.х)\ 
о о 
and from the e s t i m a t e (1?) i t f o l l o w s that the p­monent 
of the s o l u t i o n (1 ) ­<3) i n l end ing e x p o n e n t i a l l y t o 
zero uniformly with respect t o ycY and The theorem i s 
proved 
Rsferencep. 
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OH STOCHASTIC WF¥fcJ»EMTIAL­OIFtERKKCE EQUATIONS 
AND THEIR HAN ООН INTBGRAb COKTR ACTORS 
Sv. Jcnkovlc 
Abstract. The objent of this paper i s to study a class of stochastic 
aifferent А а 1 ­d if f erence equations whose solutions rre Gisr.ontinuous processus, 
rtcre precisely, the existence and uniqueness of solutions of these equations 
Ь/ ­islng a principle of bounded randan integral contractor are es tabl i shed . 
T. Introduction 
The concept эГ integral contractors has been apolied f i r i t by Altaian 
( [1] ) for studyliig different classes of deterministic equations In 2an*.:h spa­
cca. Later, this Idea was extended to analyse special clashes cf stochastic 
enuatlons, for ftxartple, stochastic differential equations ([3l)» random nonli­
near operator equations ([^*J), random Integral equations, ecc. 
In this paper, using a notion of random integral contractor, we ccnclder 
а с^азз of r.tochaetlc dlfferentlsl­dii'ferer­сз equations ' shorter £DD£ j vnoae 
solutions are aijcontlrnious processes. Our stain results ue?l with the problems 
of existence and unlqu'enets of solution* and tenemliee aiwilbr results of the 
peper [6] i in which solutions are continuous pre с races ) . In fact, some ideas 
for & class of stochastic differential equations without delay cone from tha 
paper [ 5 ] ; where author studied a similar problem Jr. a porewhat different 
context.• 
In Section ?.. we state, the asr additions required in the study of the SDOfc'. 
Settlor 5­ contbinr; tVj theorem, the ргосГ and *oee concluding raaarks. Toe 
proof la based on the method used in [б ] . 
The ргрег Js presented kt the Fifth International Conference on Probability Tl«eory and Math. Stat is t ics , Vilnius 1Q89­
V4S Subject Classification (19вд): 60H10 ; UD?: 51S.218.1. 
d«(t) « f 1 ( t , x ( t ) , x ( t ­ r 1 ) ) d t • f 2 ( t ,x ( t ) ,x ( t . r 2 ) )dW(t ) * (1) 
^ f 3 ( t , x ( t ) l x ( t ­ r 3 ) , u W d t , d u ) l o«ct 
with init ial condition 
xlt) = g ( t ) , ­ r * t « o . (2) 
A stochastic process x(t) i s called a solution of the SDDE (1)­(2) i f tlwi 
6­algebras T Ax) V f Лу.р) are independent for every te[o ,T l ( i t aeana 
that x(t) I s a nonantlcipatlng solution with respect to the Wiener process and 
randoa Poisson measure ) and the corresponding stochastic Integral equation 
= х ( э ) 4 f f 1 ( a , x ( s ) , x ( 6 ­ r 1 3 ) d s • Гг 2 (е > х(в) | хГв-г 2 ) ) (1И (в) • (3) 
2. Preliminaries 
Throughout the paper, we suppose chat a l l randoa variables and processes 
considered here are defined on a fixed complete probability apace (£ ,^ t P) . In 
general, for a stochastic process x ( t ) , denote by 9 U the least Borel 
algebra for which x(t) la measurable for every tfcfu.vj. Let % be the Borel 
algebra on R and let ПСА), кб% be a positive bounded aeasure on the space 
(R, S ) . In the usual way, denote by p(t,A)­p( [o,tJ,A), t > o , kefa a randoa 
Poiaaon measure with a paraneter t­ПСА>, and by ?It,A)*p(t,A)­t •!"!(*) the 
corresponding centered Poiaaon aeasure. For a standard Wiener process W = 
{W(t) v t ^ o j , independent of the Poiaaon aeasure, l e t fQ t(W,^) be the least 
Borel algebra for which V(s) and ?ГСа,А) are measurable for every s « f c , t j , For 
fixed positive numbers r^trp and r^, denote m a j ^ r , , ^ , ^ } « r. Let g( t ) be a 
given real­valued stochastic process defined on C­r,o] with almost surely right 
continuous trajectories which have left­hand H a l t s , independent of the Wiener 
process and randoa Poisson aeasure. More precisely, the 6­algebras (в) 
(Г ­г ,о and ± are Independent. 
Also, we suppose that the given functions f^ : {e,T]xP*R—*R, 1*1,2, and 
fy [o,T]xR/R*R­»R, T­eonst >o, are continuous and measurable on corresponding 
c­algebras on their domains. 
We consider the following SODE 
? U,x(a) .xCs­r^.u^Cds.du), о « t *T, 
holdo almost, surely Го." the giver, in i t i a l condition (2). 
Froe the classical theory of stochastic differential equations ( see [ 2 ] ) , 
It i s known that there exists an unique solution of the SDDE (1)­(2) i f the 
drift coefficient f ^ ­ ) , the diffusion coefficient f 2(­> and the Juax coeffi­
cient f^(') arc L'pachiLzian In the second and third argument and satisfy a 
certain growth ccrK?ition. In order to generalise these conditions, as in the 
papers [3] [6]» w ' introduce the notion of bounded random integral contrac­
tor and Its regularity. 
uet Г» be the collection of real­valued stochastic processes defined on 
[ ­ r , i ] , bonantlclpating with respect to Wf ф and g, which trajectories are 
rlirr­t continuous and have left­hand l imits almost surely. 
Ujppo c^ &i ;­г,?]<а­*Л, 1=1,2, and G^:[­rfT]xRxa­>fl ar* bounded Corel 
function. Fcr arbitrary x,y In D, denote 
zit) = y(t) • ^G 1 ( s i x(s) )y(s )ds • fo 2 (fl f x(s))y(s)aW(s) + (Ъ) 
\ \ 0­,(s,x(s),u)y(s)p(ds,du), 
Also, l e t there exists a positive constant jC, such that, for a l l t«[o,T], 
the Inequalities 
| f 1 ( t t x ( t ) * 2 ( t ) , x ( t T r i V z ( t ­ r 1 ) > ­ f j U . x U b x U ­ r ^ ) ­ ( 5 ) 
G i ( t i x( t ) )y ( t ) j $m-/U)i '* ItyCt­r^ll), 1^1,2, 
^ l f 3 ( t t x ( t ) f z ( t ) e x ( t ­ r 3 ) « : ( U r 3 ) ( u ) ­ f 3 ( t I x ( t ) f x ( t ­ r 3 ) , u ) ­ (6) 
G 3(t,x(t),u)y(t)|rkdu;<K(|y(t)|i + lyCt ­гуЦ ) , 
bold almost ьига^у < \\уИ)Ц • sup M s ) ) ) , 
a*[o,tY 
Now we сьп give some definitions. 
Definition 2.1 . I f the conditions C5) and (6) are satisfied, then we aay 
that the funct ions f^, 1=1,2,3, have a bounded random i n tegra l cont rac tor . 
Def in i t i on 2.2- A bounded random Integral contractor i s said to be regular, 
i f the l i near stochast ic d i f f e r e n t i a l equation (4) has a so lu t ion у In 0 fo r 
any x and z i n D. 
Def in i t i on 2-3 . A funct ion h: (p,T]xR*n—>R i s 8 a i d to be s tochas t ica l l y 
closed, i f for any x n i Y n and x,y i r i D, such tha t x j P * x i a n d 
h ( - , x n ( . ) , y n < « ) ) — >z i n L a ( [ o , T : x f t ) f we have гМ r h ( t , x ( t ) , y ( t ) ) f o r every 
t * [o fT] alinost sure ly . 
Remark 2Л I f the funct ions f^ , 1=1,2,3. are L ipse l i l t z ian i n the second 
and t h i r d argument, then they are s tochas t i ca l l y closed and have a regu lar 
bounded random i n teg ra l contractor wi th G^so, 1=1,2,3. 
>. Main resu l t 
In t h i s sect ion we es tab i l l sh our main r esu l t o f the existence and uniqu-
епеэз o f the so lu t ion of the SDDP ( 1 ) - ( 2 ) . 
Theorem ^ . 1 . I f the func t l rns f„ 1=1,2,3, Ы the 3DDE <l ) - (2) are 
atochi is t ica l ly closed, have a bounded random i n teg ra l c6ntractor and f o r any 
э,Ь i n R, \ 0 ! f 1 ( t J a , b ) | d t < y ' | v t , a , b ) d t <:~ and ^ i p ^ t . a ,b,u)Rdu)dt<-
then the SDu£ (1) (2) has a so lu t ion x in D. Korpover, i f the bounded random 
i n tegra l contractor i s regular , then the so lu t ion X in D Js unio'ic ulroost 
sure ly . 
Proof. The proof id oased i n the fo l low ing i t e r a t i v e procedure. For i. >o, 
Jt 
x n + 1 ( t ) = x p ( t ) - y n ( t ) - \ G 1 ( s , x n ( s ) ) y n ( s ) d s ­ (7) о 
t t 
^G^(s f x n (s ) )y n (s )dW<s) - \ ^G s ( b , x n ( s ) . u )y n ( sy t f (ds , d u ) , о * t %f, 
f 
X Q ( t j = g(0)t t ; > 0 , 
x n ( t ) = g ( t ) , - r ^ t < o ; 
У г а ) ^ x n ( t ) - x(o) - J Y ^ a . z ^ e ) . ^ / s - r ^ c s - (8) 
о 
f t X V fw(srr^C3|,x. Са-гэ>)<Й*Ш - \ \ i V 3 > x r i ( s ) l x i r t ( s - r , ) 1 u ) p ( d s , d u ) l Jo n r JoH J n n i or, t й 7 
yn(L) = о, ­г * t po­
l k i ng (7) In (6), we f i n d 
О 
f , ( e e x n <a) ­ z i i (a ) l x n (8 ­ r 1 ) ­x n (» ­ r 1 ) ) ] d s • 
\ ' Гг 2 (а .х п (в) ,х п (в­г 2 ) ) ­ C 2 (e ,x n (a ) )y n (a ) ­о 
f ? ( a > x n ( s ) . - z r ( ( s ) i x n ( s ­ r 2 ) - z n ( 3 - r 2 ) ) ]dM(a) • 
\ V I ' >3<aiX | i(o) lx n(a­rj) lu> ­ С^ ( з , х п ( з \ и ) у п ( з ) ­
О П 
f,£s f x,.(s)­z (r> ,х Za­r-)-z (a­r­) ,u) J p'Cds.du). 
If we apply tna banic propert ies of the; stochast ic In tegrals ( see [2] ) f 
E ^ f ( a ) d o } ? < T ^ E ( f 2 ( s ) } d 3 t E { £ f ( s ) d W ( j ) } 2 ,= ^ { ^ ( s ) ^ and 
t ' ° \ 
ь{;„1д f^ ,u)Tp (ds t du) \ 2 = ^ Elf^i's.ujjrkdu^ds, ar.i from the condit ions (5) 
> 
' 0 ) , we have finally 
a 
By rr:j>J3tUi£ Intcgi-at lon, i t follows that 
F { « y n ( t ) ! i 2 } ^ ['2^<?+2>]Л f ( T - s ) n E ( t l y o ( 3 M ! 2 } d 3 / n l , о 
where 
y Q t t ) « ­ ^ ( з ^ о У . х ^ б ­ г , ) } ^ - ^ f 3 ( 3 f g ( c ) , x 0 ( 3 - r 2 ) ) d M ( a ) 
v £ ^ 3 (з ,в(с) ,х о (а­г 3 > 1 и Ур(о^^и), o«s t<T , 
V gCs­rj), 
Free the properties of the functions f^ , 1=1,2,3 t i t i s easy to show that 
there exists a positive constant such that bi( | |y o (t)!\ 2 }^ ­&> for o w t < T . 
So, 
Б { | | у п а ) | | 2 ) < ^ 1 2 К 2 ( Т * 2 ) ] п . Т ^ 1 / <n*1)!, o < t « T , n=1,2 , . . . (1o) 
Rewrite (9) in the fore 
О 
( f c r ' • 
^ l L r 2 ( s , x n ( s ) p x n ( s ­ r ; , ) ) ­ G 2 ( s , x n ( a ) ) y n (3 ) -
о 
f^ ( s l x n + 1 (a ) l x n + l ( s ­ r 2 ) ) ]dW<s) + 
^ ^ [ f 3 ( o , x n ( s ) , x n ( s ­ r 3 ) , u ) ­ G 3 ( s t x r ( s ) ,u )y n {a ) ­
f 3 ( s , x n + 1 ( a ) | X n + 1 ( 3 " r 3 ) , u ) ] ^ ( < i s » d u 5 * 
= V <^(s)ds + f/3 n(a)(W(e) * f \ ^ ( s . u ^ . d s . d u ) . 
О О O n 
How we have to estimate each of these integrals. At f irs t , 
sup i i f f Г (з ,и)р(й Э | аи) | . tf'VR П 
and 
g(o), a^ri 
i • 1,2,3­
m 
For example, using the inequal i ty (6) and the estimation O o ) , we have 
? { f n ( s , u r \ ' d s ( d u ) | S ^ } < 3 f ^ V i E { | f n ( s , u ) \ 2 } n < d u , d 3 ) ^ 
3^Ц(2К)2^ b { l | y n (s )H ? }ds ^ 3 d T a n * 1 / ( T . 2 ) ( n , l ) l , 
о 
uhere a = oSK 2T(T+2) . 
Simi la r l y , for the othsr i n t eg ra l s , we get 
P / ^ C s ) ^ > 3 " P " 2 } < З ^ а ^ / ^ М п П ) ! 
о 
arid 
f sup I ( f j n ( r )dW(s ) l > 3 " " " 2 ^ ^ 3 > > T a n * 1 A ^ 2 ) ( n v r > l . 
oct 'T v n } 
F ina l l y , from ( 1 1 ) and the - receding e s t i m a t i o n s , x l t fo l lous 
? : sup f r l ­ ( ь ^ з ^ Ч ( 1 2 ) 
orb-T --r ? 
\ U r ( i i )1d3 > 3 " П " " ? } * Р/ aup j f Л (m)dW(s)| > 3" n " 2 \ + ТВ ; о-Л-"" 1 Jo . ' J 
sup [\ \ r ( s l u ) o ( d 3 t d u > | ­ > 3 ^ " ' 2 \ ­* 3-eTa r v , 'V<n>l) l " •ocUT» о В ' ^ 
From (7) we have 
cup I \ С ?(э,л Ы ) у , (s )d4 (s ) l + s^p I f \ G , (s ,x n <s; ,u)y (a)fc(<1s,du)l o ; t < r ^ > n n 1 o<£vT' JoT* 3 n 1 1 1 
fcerote by 
Я 1 г ^ | ^ \ ( с , х ) | , t c [o ,T ] , > £ & j , 1*1*?, 
r' r s n p { | G - ( t , x , w ) | , t*r[o,T; x.u P} 
and 
\ | G 3 < t , x , u ) | 2 n ( d u ) <: a ^ n w = a 2 : 
R 
Using (1o ) , we have, fo r example, 
P { sup j f ( G 3 ( 3 | x n ( s ) l u ) y n ( s ) p ( d s > d u ) | > 3 " " } ^ 
"o<t^T "o R 
З ^ Е Л 1 ! lG 4 (s , x ( s ) i u ) y n ( 3 ) l 2 n ( d u ) d s ^ 
О JT 
з ^ З ^ - в р З К ^ Т . г ) ] " . ^ 2 ^ ^ ! ) ! = з 2 -вА7<п*1)1 , 
and analogously 
P { f j G 1 ( s , x n ( s ) ) y n ( s ) | d 3 > 3 " ° } <: s 2 - f rT 3 a n /<n*1) l , 
* rfo 
Р/ sup j V G,(s ,x n ( 9 ) ) y n (o )dW(s ) | > 3 ^ 4 < e ^ a ^ n * ! ) ! . 
L о -.t-T' Jo й n n J * 
From (7 ) , (12) and from the l as t est imat ions, we obta in 
p { o : t p , T ! v i < t ) ' X n C t ) 1 > " " r ^ * 
<$-T [ 1 • T< Ts? + s 2 + a 2 ) }а п / (п4 .1)! . 
By Bore l -Can te l l i ' s lemma, we get 
P{ l im ( sup |x . ( t ) - x n ( t ) | > |*3"* ) = 0 , 
i . e . , for large n 
sup | x r > 1 ( t ) - x (t)\ ^ 4 ' 3 " n almost sure ly . 
Oit*T 
Therefore, the sequence { ^ ( t ) , n=1 ,2 , . . . } converges aLaost surely to 
gfai btochastio process x * ( t j . According t o the Weicrstrass uniform convergence 
*j i l & d l a r l y for the other i n t eg ra l s . 
theorem, i t fo l lows that t h i s converger.ee i s uniform i n io .TJ. I f we complete 
Lhe definition oi* x**(L; by se t t i ng x * ( t ) = g ( t ) .or- - r t o, we have that 
t r a jec to r ies o f KnfcfcJ are almost surely r i g h t con f.nuous and have le f t -hand 
l i m i t s on [ - r . v j . Moreover, i n accordance wi th the d e f i n i t i o n of the sequences 
> ' x n ( t ) t n = l , 2 , , . . } and { У п ' ' 0 , n= 1 , 2 , . . . } , i t f o i l /3 that they arc nonant i -
c ipc t ing wi th respect со the £lven Wiener process and the random Polsson measure. 
Su, for each t , t c [ - r , T j , x * ( t ) i s nonant ic ipa t ing . Hence, x * ( t ) i s in D. 
IT. order t o prove Lhat x * l t ) 1~ Indeed a so lu t i on o f the SDDE (1)-(2>, 
•wp shal l show/! f i r s t , tnat x ^ ( t ) —*x* ( t ) as n--»»» i n L a sense. rYon (13) we 
o».tvi m-**a octsT 
Urn B{T~ sup I x- . ( t ) - x. ( t ) j 2 l > 4 - l im ( / ? " k ) 2 — > о 
№** kru o*UT к л / k=n 
as n—+ o*. 
So, x p ( t ) — > x * ( L ) £»e. n —» ^ i n L* sense 
Now, vising the fact that the 1 notions f . j 1=1,2',3, are s tochas t ica l l y 
eJo&ad, t i fo l lows t ha t , for a l l t e [ o f T j , 
M ' ^ . / t J . r , ( t - r , ) ) - > f - < t , x y ( t ) , x ^ t - i ^ ) ) , 1=1,2, 
f 3 ( t , . - . M ( t ) , x t ( t - r . ^ . u ) — » f 3 ( t , x * ( c ) , x ' 4 t - r 3 ) , U t ) 
•' • 1 -a' . ­ely. Herce, 
E { | ^ f 3 ( s , x n ( s ) , x n ( 3 - r 3 ) , u r p ( d s , d u ) -
f r 3 ( s , x * ( 3 ) , x * ( s - r 3 ) , u ) p ( d s , d u ) J 2 j = 
£ ^ E:{if3(3 ,x r iCo?,x n(s-r 3),u) - f 3 ( s , x * ( i > ) > x * ( ^ - r ? ) , u . j 2 }n<du)ds-
as n —у 
Recall tha: some other more general stochast ic equations, for example, 
By tak ing the L e - l i m t t s on the both aides on (7) , we have that f o r each 
t £ ] o , T ] 
Л 
x * ( t> = x(o) * $ f l ( a J x * ( a ) , x * ( s - r 1 ) ) d 3 + 
о > 
f t X 
\ f . ( s , x ^ s ) , x * ( s - r 0 ) ) d W ( s ) • \ \ f 0 (s l x* (s ) i x*( s - r - l ) e u)T; (d3 t du) 
Jo г d о R 5 * 
holds almost sure ly , .and x * l t ) = g ( t ) for - r c t t o . Also, both sides of the 
l a s t equa l i t y a r e - r i g h t continuous and have l e f t -hand U n i t s almost sure ly . 
Therefore, t h i s equa l i t y holds fo r a l l t £ [ - r , T ] almost surely and v * ( t ) i s 
a so lu t i on of the SDDE <1) - (2 ) . 
The proof of the uniqueness of the so lu t ion w i l l be given without d e t a i l s . 
Note that i t i s based on the procedure used i n [ 3 ] and on the comments i n [ b j . 
Essen t ia l l y , we assume that there ex i s t two so lu t ions x ^ ( t ) and x 2 ( t ) of 
the SDDE (1)-(2) and tha t the bounded random i n t eg ra l contractor i s regu lar . 
Xf we put x ( U = X j U ) , z ( t ) = x 2 ( t ) - x 3 ( t ) i n ( 4 ) , then there ex is ts y ( t ) 
i n D as a so lu t ion of the aquation 
Л 
x 2 ( t ) - x , ( t ) = y ( t ) + \ G 1 ( s , x 1 ( s ) ) y ( s ) d s + 
о 
t t 
\ G : ) (3 i x 1 (s ) )y (3 )dW (3 ) + ( [ G- J (s ,x 1 (s ) ,u )y (3 )p (ds .du) . % * 1 V r 3 1 
Expressing x ^ t ) and * ? ( t ) on the l e f t side w i t h (3) and using the 
i nequa l i t i es (5) and (6 ) , we obta in f i n a l l y E { | | y ( t ) | | 2 } = о fo r a l l t e f o j ] . 
So, fo r each t e j p . T ] , P { x ^ t ) ^ x 2 ( t ) } = o. By the con t inu i t y on the r i gh t 
of these processes, i t fo l lows that x ^ ( t ) = ^ ( O on [o.T 1 ] almost sure ly . 
Therefore, the so lu t ion i s unique. This f i n i shes the proof of the theorei . 
Remark 3 . 1 . I f the Jump coe f f i c i en t i s zero, we get the SDDE described i n 
the paper [ 6J . I n t h i s case, a l l considerat ions are i n the space of almost 
surely continuous stochast ic processes. 
Remark 3-2. In the present paper we confine ourselves to the onedimer.ai* 
onal case for easier nctat lo i* . Tne iTJUltid^tcersicral case can be t reated 
analogously. 
»лк types of stochastic i n teg rod in fe ren t i a l equations with delay, stochast ic 
hereditary equations and others , may be invest igated also using the method of 
random i n tegra l contractor . 
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С. ?1н:;о УЛЧ. О отоуастпческау г^1фтепо1щг:ально-оазкос?ных уравн?-
Лштотбцря» В данной работе и з у ч а е т с я клчес стохао^йчееккх д Н ф е ­
р е х в д а л о н о ­ з а з н о о т н ы х у р а в н е н и е , реиекия которых я в л я ­
ются разоывншли ироиессзык . Ппи помоша птзьнципа ограни­
ченных случайных интегральных контракторов >станавл1 ; з а ­
о т с я сущз..тво;?анив и единственность оешония этих 
• .уравнений. 
С?, •Rnkovic ' -b . Par a t o h a a M skiem d i f e r e n c i j d l - - d i f f i r e n c u v i e n f i d o j u -
n i f -n i?n t c r:ad\,1uma i n t e a r a l ' i . l i e n i k o n t r a k t o r i t . * 
/ t a o t f t c i . l a . R n k e t a i r p e t i t e s t o h a s t i . « 4 u d - . - ' e r e n r . i a i - d i f e r e n c ' u 
v i onads ju f f l u k l a s e , k u r u r i s i n S j u m i IT р&Шtr*iuktia p r o -
c e c i . Ar i e r o b e £ o t u Radl jumr . i n t e f c r o l o k o n t r i k t o r u 
P r i n c i p e p a l l d z l b u p i e r 3 d l t s , ka t a d i o m v i e n S o o j u r u e n • 
e k ^ i s t c v i c n l g ? i s a t r i s i n u j u m u . 
j'ii.kovio : ' / e L l ; r o 
Г i irtiietit 6f Kalftei*HtIca 
I .^uj. •. j o f " h i l o B j p h y 
"iT'ii -,ik; flcuodius 2 
'COWARDS THE CONCEPT OF A FUZZY C*£EGOHY 
A Uostak 
Summary. The concept of a fuzzy c a t e g o r y and some r e l a t e d 
n o t i o n s a r e i n t r o d u c e d . A f u z z y c a t e g o r y К e s s e n t i a l l y Is. a f u z ­
zy s u b c l a s s a ( o f a c e r t a i n c l a s s Ob(K)) of o b j e c t s and a i u z z y 
s u b c l a s s / * (o f a c e r t a i n c l a s s M(K)) of morphisms which are mutu­
a l l y connected by c e r t a i n axioms; these axioms can be viewed upon 
a s fuzzy ana logues of t h e s tandard axioms used in the d e f i n i t i o n 
o f a u s u a l ( c l a s s i c a l ) c a t e g o r y . Йоте examples of f u z e у с ^fcer­o­
r i e s are b i v e n . Among them i s the f a l s i f i c a t i o n ift of the c a t e ­gory FT of f u z z y t o p o l o g i c a l s p a c e s i n t r o d u c e d e a r l i e r by the 
a u t h o r . hHS 'Subjec t C l a s s i f i c a t i o n 3 W * 0 , 18A99. 
0 . I n t r o d u c t i o n 
S p e c i a l i s t s working in t h e o r e t i c a l c h a p t e r s of f u z z y mathe­
mat i c s proceed u s u a l l y from the f o l l o w i n g g e n e r a l c o n c e p t i o n a l 
scheme: 
Let a c l a s s i c a l ( i . e . non­ fuzzy) c a t e g o r y of s t r u c t u r e d 
s e t s be g i v e n ( e . g . ft* Top, J ? ­ Prox, 1> * Unif , & щ G r o u p , e t c ) . 
As a f u z z y counterpart of t h i s category i s taken a c a t e g o r y 1 
(aga in a u s u a l , i . e . n o n ­ f u z z y one) of s t r u c t u r e d s s t s , whose 
s t r u c t u r e s are obta ined by B f u z z i f y i n g H i n some way t h e c r i a p 
•s tructures of t h e o b j e c t s from the o r i g i n a l c a t e g o r y B e s i d e s 
a f u n c t o r or some "natural" f u n c t o r s froir, the c a t e g o r y $ i n t c 
t h e ca tegory # ' are e i t h e r e x p H c i t e l y g i v e n or s u b t e n d e d . 
( G e r t a i n l y , f o r a given c a t e g o r y £f s u c h . a scheme .an be r e a l i ­
zed in many d i f f e r e n t ar*d "natural 1 1 w a y s . ) We i l l u s t r a t e t h i s 
idea by the f o l l o w i n g t h r e e known examples which w i l l be neeued 
a l e o in the s e q u e l . (H%ny o t h e r examplas can be found e . g . in 
L 5 3 ­ ) In eacn case we s t a r t from the c a t e g o r y Top of t c p o ­
p o l o g i c a l a p i c e s . 
0.1 . The ca tegory СFT of Cha rig fuzzy t o p o l o g i c a l s p a c e s i l ] . 
у 
The o b j e c t s of CiT arc p a i r s (X,T) where X i s a s e t and 7X1 
s a t i s f i e s tY2 f o l l o w i n g three c o n d i t i o n s : 
CO 0 . 1 * T ; 
( 2 ) i f U,VeT , then UAVeX" ; 
( 3 ) i f U a tr for a l l a e , . , then ^ а и * е Г * 
The morphisms of CFT are mappings f: л —~ Y, where ( X , T X ) , ( Y , ^ ) 
uOb(CFT), such chat f ~ 1 ( V , e r x for each V e T v . 
Six.ce eac 1 ­sooologicril space in a t r i v i a l v/ay can be i n t e r ­
preted as a Gr.ang fuzzy t o p o l o g i c a l s p a c e , natura l embedding 
ccn be taken аз a func tor F: Top CFT. 
0 . 2 . The c a t e g o r y LCFT of Lowen f u z z y t o p o l o g i c a l spaces 
1 3 ] , ( 4 ] . The cafc^gory LCFT cuu be c h a r a c t e r i z e d as the f u l l 
subcategory of CFT the o b j e c t s (","C) of which s a t i s f y the f o l ­
lowing a d d i t i o n a l c o n d i t i o n : 
('\* ) 7Г c o n t a i n s a l l c o n s t a n t s c e l . 
ag г functor i': Top * LCFT one can take Low^n't functor c*) r e ­
1 l i n g each (X,T)e. Ob(Top) by Lowan f u z z y t o p o l o g i c a l space 
(X,i iT), where tiT ia the l a z i l y of a l l l cwer ­ semicont inuous 
f u n c t i o n s from ( X , L ' ) e i n t o the usual .un i t i n t e r v a l X, and l e a v ­
ing the morphisms unchanged* 
0 . 3 . The ca tegory i:T c f ( g e n e r a l ) fuzzy t o p o l o g i c a l spaces 
C 6 I J 7 J . The o b j e c t s of FT are p a i r s (&tT) where X i s a s e t 
and T: I A ­»­ I s a t i s f i e s the f o l l o w i n g t h r e e c o n d i t i o n s : 
О) Г(0) - 3 4 1 ) - 1 i 
( 2 ) J ( U A V ) ^ J\\J)/\T(V) f o r *ny U,V<=I X ; 
( 3 ) T C V ^ ) ^ A T (U a ) f o r any f a m i l y a e A ^ C I X . 
The morphisms of FT are mappings f: X—­Y, where , ( Y f T ) 
<=0b(PT), sucli that J x ( f * " 1 ( V ) ) > T y ( V ) f o r each V€ I Y . 
Various "rii­tura?." funccore froui Top i n t o FT are c o n s i d e ­
red i n ( o ] , l 7 ] , [83 . 
The aim of t h i s no.,a i s to i n t r o d u c e +;he concept of a fuz ­
zy category ( b e c t i o n 1) and some r e l a t e d n o t i o n s which are e s ­
s e n t i a l l y fuzzy (a s d i f f e r e n t from "fuzzy" ca+egor ias obta ined 
when one ^ p p l i t o the scheme e:cnoundect t\z the b e g i n n i n g ) . m h e 
inft vm»l w a n i n g of the in troduced not ion. ­ in d i s c u s s e d in 
Sec t ion 2 . So lie concre te examples of f u z z i f i c a t i i . n of e l a s L i -
c i l ( i . o . г n ­ f u z z y ) c a t e g o r i e s w i l l bo given in L e c t i o n ^. 
The main a t t e n t i o n here w i l l be paid t o the f u z z i f i c a t i o n 
of the c a t e g o r y FT d e s c r i b e d above . 
1 „ ba'sic. d e f i n i t i o n s 
Д fuzzy c a t e g o r y X c o n s i s t s O I a c l a s s Ob(JC) of o b j e c t s 
t o g e t h e r with a fuzzy s u b c l a s s of o b j e c t s С: O b ( X ) I and a 
c l a s s M(JC ) of morphisms t o g e t h e r with a i'uzzy s u b c l a s s of iror­
phisms J 4 : b\(% ) I which are mutually connected by t h e f o l ­
lowing three c o n d i t i o n s : 
1 ° . To each ordered p a i r ( X , ' ) e Ob(JC)x O b ( X ) a s e t H ( a , Y ) 
i s a s s i g n e d i n such a way t h a t each morphism f £ M ( X ) b e l o n g s 
t o a unique s e t K(Z­ l ) and b e s i d e s y W ( f ) £ С(Х)Д (7 (У) f o r each 
f 6 W(X,Y). 
2 ° . If f t H(X,Y), gfc.M(Y,Z) then t h e r e e x i s t s a unique mor­
phism g*fz M(X,Z) c a l l e d the product , o r the c o m p o s i t i o n , of £ 
and g , such t h a t ^ ( g « f ) ^ y U ( g ) + y * ( f ) ­ 1 . B e s i d e s , the product 
i s t o be a s s o c i a t i v e : i f h£M(fc,W) t where W € C o ( # ) ­ . then 
hc(gr.f) « ( h * g ) o f . 
5 ° . To each Х*ОЬСК) a morphism L^b. M(X,X) ( c a l l e d t h e 
i d e n t i t y morphism) i s a s s i g n e d such t h a t / ^ c ^ ) ­<T(X) and b e s i ­
d e s c x « ft * x g and f" 2^C " ^ f o r e a c h ^ € M(X,Y) and each 
g € « ( Z , X ) . 
Let X , ^ f be fuzzy c a t e g o r i e s . By a c o v a r i a n t f u n c t o r 
from JC t o of we understand & p a i r of mappings from Ob(JC ) i r t o 
Qh(£ ) and from M(3C) t o И ( £ ) (both of which w i l l be denoted 
by the same l e t t e r ¥ ) such t h a t 
(2) / ^ ( i ) ^ / M ^ ( P ( f ) ) ; 
( 3 ) F C € x ) « e y U ) 
f o r a l l X €. O b ( X ) , ff, K ( X ) , and b e s i d e s 
(4 ) F(g*£jj 3 F ( g ) * F ( f ) whenever g^f i s d e f i n e d in X . 
Replac ing the l e s t c o n d i t i o n i n t h i s d e f i n i t i o n by the c o n d i ­
t i o n 
( П 1 ) F ( g ­ I ) = F ( i > j b ' C t : ) whenever gcf i s d e f i n e d h e x , 
we come to the d e f i n i t i o n of s c e n t r a v a r i a n t Гипсtor. 
Let X and j£ be f u z z y c a t e g o r i e s . func tor I from X 
t o ^ i s c a l l e d an isomorphism i£ л and 
тР£Ш$>) for a l l U C b ( X ) , f e M ( X ) and b e s i d e s Lhe 
product g e f i s d *ined i r Jt i f f the product F l g ) * F ( f ) i s d e ­
f i n e d in t5S ш Two fuzzy c a t e g o r i e b X and ct, are c a l l e d i s o ­
morphic i;~ thorn e x i s t s an i somorphisn from X to X • Obvio­
u s l y the r e l a t i o n of isomorphism i s the e q u i v a l e n c e r e l a t i o n on 
The c l a s s of a l l fuzzy c a t e g o r i e s . 
Let JC fee a fuzzy c a t e g o r y and<r: Ob(X ) — 1 and 
p : M(X ) be i t a f u z z y c l a s s e s of o b j e c t s and morphisms 
i e s p o c c i v e l y . By a ( f u z z y ) subcategory of X we c a l l a fuzzy 
category X 1 i whose fuzzy c l a s s e s of o b j e c t s and morphisms are 
tjxi O b ( X * ) ­ * * I and Ы(Хх)-+1. r e s p e c t i v e l y , such t h a t : 
Л) O t j X 1 ) С O b ( X ) , М ( Л ­ , ) С H ( X ) ana b e s i d e s f o r each 
ordored p a i r (X,Y) e 0b( X 1 ) * 0b( X e ) t h e s e t M1 (X,Y) a s s i g n e d 
in К ' i s j u s t the i n t s r s e c t i o n H(X,Y) П K ( К ) i 
3) the opera t ion of product in M ( X ' ) i s induced by the* 
operat ion of product in К X ) and b e s i d e s 1 ( g « f ) } f ( g o f ) Л 
^ ( f ) AjJL4 rm&) whenever^the product g*f i s d e f i n e d ; 
4) i f Х е О Ь ( Х * ) , t h e n t%£ M ( X ' ) and /Г (C^j * a • (a) < 
(Not i ce t h a t without l o s s of g e n e r a l i t y one can assume, rhat ir? 
the abova d e f i n i t i o n O b ( X ' ) ­ O b ( X ) and I I ( X ' ) and M ( X ) J 
Л subcategory X 1 of a fuzzy c a t e g o r y К i s c a l l e d f u l l 
i f ^ ' C f ) ­ ^ i ( f ) A < r , ( ^ ) A c r , ( Y ) f o r each f«£W (X ,Y) . 
Fatterned a f t e r t h e s e d e f i n i t i o n s one can in troduce the 
fuzzy counterpart s of many o t h e r n o t i o n s and c o n s t r u c t i o n s of 
the c l a s s i c a l ca tegory theory , 
•­* D i s c u s s i o n 
The concept of a fuzzy c a t e g o r y X can be i n t e r p r e t e d i n 
the f o l l o w i n g informal w у„ 0b( X ) i s Ihei c !a£s of p o t e n t i a l 
o b j e c t s "of the fuzzy c a t e g o r y X and t h e vdlue O'(X) i s tbe d e ­
cree t . which a p o t e n t i a l o b j e c t X b e l o n g s to ?C (or the d e g ­
re& to v/hich X с *n bo i d e n t i f i e d in X ) , S i m i l a r l y , : i(X ) i s 
the c l a s s of p o t e n t i a l morphisms of the va lue M­(f) 
i s the degree tb which f i s indeed a morphism of­ ji ( o r the d e g ­
r e e to which f can be i d e n t i f i e d in JC ) . Developing t h i s i n ­
t e r p r e t a t i o n one can e x p l a i n i n f o r m a l l y a l l c o n c e p t s i n t r o d u ­
ced in S e c t i o n 1 . 
One can propose t o r e p l a c e the c o n d i t i o n Cg*f)j^(g)"*" 
^ t ( f ) - 1 in 2 ° . ( S e c t i o n 1 ) by a s t r o n g e r c o n d i t i o n ^ K g ^ f ) ^ 
fc^*.(g) A ^ ( f ) • However we a c c e p t the weaker c o n d i t i o n because in 
most of c o n c r e t e n o n ­ t r i v i a l examples of f u z z y c a t e g o r i e s known 
t o us ( s e e e # g . S e c t i o n 4 ) t h e s t r o n g e r c o n d i t i o n does not g e ­
n e r a l l y hoi.*. 
3 . S p e c i a l c a s e ; the c l a s s of o b j e c t s i s c r i s p 
In t h i s n o t e we pay the main a t t e n t i o n to the s p e c i a l c a s e 
when the c l a s s of o b j e c t s i s c r i s p , i . e . ff : O b ( X ) ­ * ­ { 1 } с 1 
( a s i t i s in t h e c l a s s i c s i t u a t i o n ) and o n l y the c l a s s of л о г ­
phisms jx : M( X ) i s a l l o w e d .o be e s s e n t i a l l y f u z z y . In. 
t h i s case */e p r e f e r t o deal7 n o t with i t s e l f but with i t s 
complementyU c : M ( X ) — I ; t h e v a l u e y u ° ( f ) can be i n t e r p r e t e d 
a s the degree of d e f e c t i v e n e s s of a p o t e n t i a l morphisin f. 
Not ice that 
the c o n d i t i o n ^ * i ( f ) * (r(X)AO r (Y) i s super f luous in t h i s 
c a s e ; 
the c o n d i t i o n "(£^r) • СГ (X) .just means t h a t » 0 ; 
the c o n d i t i o n уД ( g « f ) p H ( f ) ­ 1 car be r e w r i t t e n 
a s y . c ( g c f ) 4 ^ c ( g ) ^ c ( f ) . 
%• Examples 
4 . 1 . The f u z z i f i c a t i o n f5T: of the c a t e g o r y CFT ( c f C2l,[7J), 
Let Ob(CFT) * Ob(C?T) and о : 0b(C5 :T) for a l l X,Y<£ 
eOb(CPT) l e t M(X,l) ­ I х ar.d l e t y U C : M(X,Y)­*­I be d e f i n e d by 
the e q u a l i t y / * C ( f ) ­ sup sup ( f ~ 1 ( V ) ­ I n t f~"4v))(x) where 
( X ^ ) , (Y.T^)^. Ob(CFT), f e M ( X , Y ) and Int A i s the i n t e r i o r 
of a fuzzy s e t " in the f u s z y space ( X / t ^ ) . I t i s easy t o 
. n o t i c e t h a t y t c c ( g » f ) £^* C (g) ­r y­t . c ( i) ^whenever product gof i s 
d e f i n e d and hence a fuzzy category CFT i s thus o b t a i n e d . Tne 
number ** c d ( f ) i s c a l l e d tht ( h o r i s o n c a l ) c o n t i n u i t y 
d e f e c t of the mapping f . Obvious ly f i s cont inuous ( i * e . t i s 
i morphias i n OPT) i f f ?d( f ) » О ; f o r a mapping which* i s net 
conrinuous the va lue c d ( f ) nay be any number in ( 0 , 1 J . 
Ihe c o n t i n u i t y d e f e c t of a mapping of Chang fuzzy t o p o l o ­
g i c a l spaces was ­"irst d e f i n e d i n [ 2 ] , s e e a l s o £ ? j . In [2 ]воле 
^tat^ments about c o n t i n u i t y d e f e c t were e s t a b l i s h e d . For the 
вике of rompletenese we s h a l l reproduce the most important of 
tiiebe s ta tements below. 
4 . 1 . 1 . Theorem ['21. I f X,Y are Chan^ fuzzy t o p o l o g i c a l • 
ep­.ces and f: i s с mapping, then 
c o ( f ) ­ sup sup 0r*ffi ­ f " 1 ( B ) j ( x ) ­ but> a u p ( f ( F I ) ­ f ( K ) ) ( y ) 
where i s t h e ee*t of c l o s e d fuzzy s u b s e t s i n у . 
4 . 1 . 2 . Theorem [ 2 ] . Let (X,~t ) be a Chang fuz&7 space , 
{ ( X a l X a ) : a t A\ be a fami ly of Chang *uzzy spaces end f o r each 
at* A l e t f n : X ­ * * a be a mapping. ТЬэп c d ( A f a ) => V c d ( f a ) whe­
va X ­»­У2» П Y f l i s the d i a g o n a l of t h e s e mappings. 
I f | Y a i s the product in Ci ?T.) 
4 . 1 . 5 . Theorem l ? ] . L e t U X a , 6 a ) : a*A } and 1 ( Х а / С а ) ; 
c*fc A \ BE TVIO f a m i l i e a of Chang fuzzy s p a c e s and l e t X « П X, Y* 
^ a be t h e i r products ( i n C?T). For each a € A c o n s i d e r a nap­
ping f a : X a Y& %id l e t f :« ( I f , : X ­ > Y be the C a r t e s U n 
l ^oduct of t h s s e mappings* Then c d ( f ) ­ V ^ c c C f ) . 
* . 1 . 4 . Theorem f 2 1 , l e t 1 ( Х а , б д ) : a f c A / 9 [ i t ^ J l t Fj**i 
two fan:i­liae of fuzzy s p a c e s and l e t X ­*£>X , Y m$% be 
the d i r e c t suna of t h e s e f a m i l i e s ( i n CFT). For oach a t A con­
s i d e r a mapping f i * a l e t f © i ^ : X t У be t h e 
d i r e c t cum of t h e s e mappings*. Then c d ( f ) v / cd( f ) . 
a a 
4 . 2 . The f u z z i f i c a t i o n LCFT of the ca tegory ICFT. Apply­
ing the bcheira used in 4 . 1 t o L"FT one s e t s a fuzzy c a t e g o r y 
LCFT. This f u z z y category can be c h a r g e L e r i s e d al'jo the 
l u l l subcategory of CFT whose fusev ZLU&S of o b j e c t j 
(Г •­ Cb(LOI'T) I la the r e s t r i c t i o n Of г.дс fuzzy с l e s s of 
cb. iects С I Cb(GPT) 1 of the fuzzy c a t e r e r ; ' OtfT „ 
Obvious ly , the Analogues of s t e t o m o r t j 4 . 1 . 1 • 4 . 1 . 4 are 
v e l i d a l so in the ca*,egory lAJlT, 
ineorem ' c f [ 2 j ) . For a n. rnin>; F: '­heri 
X, t i Ob.Top;. l e t t j r denote trw gfto m ipp:.r.j:j tfhVn i t 4 з cj :*-
s i d e r e u a s a mapping from (OX i n t o u) Y. Then cd(cOf) ­ О i f f 1 
i a c o n t i n u o u s ; o t h e r w i s e c d ( u ) f ) ­ 1 . 
4 . 2 . 2 . Theorem ( c f F c r щ mapping f : X where 
X t Y£Ob(LCFT), l e t 4 f denote t h e same mapping when i t i s con­
s i d e r e d a s the mapping from the t o p o l o g i c a l space c)L i n t o the 
t o p o l o g i c a ) space t T ( t : LCPT Top i s Lowen's i o t a f u n c t o r 
[ 4 1 ) , I f с £ i s c o n t i n u o u s then c d ( f ) « 0* The converse doer 
not g e n e r a l l y hold* • . 
4 . 3 . The f u z a i f i c a t i o n Д of the c a t e g o r y FT. Let Ob(^T)­
­Oo(FT) and l o t с t O b ( $ T ) f c b e s e q u e l t h e o b j e c t s of 
I * i*re c a b l e d f u z z y t o p o l o g i c a l s p a c e s . ) For a l l X,YtCb(FT) 
l e t M(X,Y) ­••Y x and l e t ^ i c t ' H ( X , X ) ­ > X be d e f i n e d by the 
e q u a l i t y y i c ( f ) ­ b u p v ( ^ ( V ) ­ T x ( f ~ 1 ( V ) ) • I t i s easy t o 
show ( s e e ^ . ^ . 1 below) t h a t y * c ( e * f ) * y * c ( e > + / 4 ° ( f ) whenever 
the product g«f i s d e f i n e d and banco a.fuz?.y c a t e g o r y FT i s 
indeed thus o b t a i n e d . The n u m b e r ^ c ( f ) * : v c d ( f ) i s c a l l e d the 
v e r t i c a l c o n t i n u i t y d e f e c t of f• 
4 . 3 . 1 . P r o p o s i t i o n . Let i '£M(Z,Y) and gfcM(Y f 2) where 
X f Y,Z are f u z z y t o p o l o g i c a l s p a c e s . Then v c d ( g * f ) « v c d ( g ) + 
v c d ( f ) . 
Proof . v c d ( g « f ) ­ в и э 7 ( Г Г 7 ( ь ) ~ r Y ( f " " 1 ( g ­ 1 ( W ) ) ) ­У с I . ­
( " ^ Y ( e ^ ( v ) ) + auo_y( TjCvy ­ Г Х ( Г - 1 ( У ) ) > * 
­ v c d ( g ) + vcd( f ) . 
For a f a e i i y y * с I* and a mapping f*.Mv'X fY) l e t vcd<f , j i )« 
­ sup (JTV(V) ­ ^ Y ( f ' 1 ( V ) ) . O b v i o u s l y , v c d ( f , I Y ) ­ v c d ( f ) . 
1 i a m i l y f С I Y ,,hore ( f , Т^)б­ОЬ(И)­ w i l l be c a ^ e d a 
bast* f o r the fuzzy t o p o l o g y Ту i f f o r each there e x i s t s 
a fHmiJy r 0i , cy» such U ­ VI* U and Л{Г(\'>: Vst^J. 
A f a m i l y 6° с w i n be c a J l e d a aubbass f o r tha fuzzy t o p o ­
l o g y ^ t h Q f t } j n j l y /j » t и * i * . 3 £ - { vit . . v \ - ^ 
such t h a t U* ­ V ^ A ­ . ­ A V ^ and iT(U)* iT(V 1 ) A . . . A T ( V n ) j i s i t s 
0 ^ 3 . 
4 , ^ . 2 . P r o p o s i t i o n . Let ( X ^ J ^ ^ i j I y ) e ; O b ( f ? 3 and 
r*. l (X,Y). I f ^ c l * i e a base f o r T v , then vcdff.ys) * v c d ( f ) . 
Proof . Obvious ly , vcd( f i p) * vcdt f ) . Assume that 
vcd(f ,f>)< v c d ( f ) and chocse U e I Y such that ^T y(U)­ T x ( f " 1 ( U) Ь 
< v c d ' i ^ * > . From the d e f i n i t i o n of a base i t f o l l o w s th^t 
Ьлзге e x i s t s a fami ly { V a : a t A i C ^ s u c h t h a t U « v ^nd 
5^ (LV» ­ ^ 3 ~ у ^ а ^ a m i n e n c e 
^ 5 " y ( v , ) ~ A T x ( r 1 ( v Q ) ) i A ( 3 y ( v e ; ­ T x ( f ­ \ v a ) ) ) « r © d £ f ^ ) . 
Hcvever t h i s c o n t r a d i c t s cur &ь sunn4; i o n . 
4 . 3 . 3 . P r p p o s i t i o n . Let (X.T^) f (Г,1Гу)е Ob(I?T) and 
i t ' i ( X , Y ) . I f ^ C l * i s a sub­base f c r T y i than vcd(f ,<>)­vcd(f ) . . 
iToof . Lety^ = i U f e T Y : З . ) ц p { v 1 f . . . t V n ! c < { such t h a t • 
M , A . . . A Y ­ and T y ( U ) ­ iT^CV^) A . . . AlT(V n ) . Since j i i s a 
basr for T„, i t f l l o w s fiom 4 . 3 . 2 . t h a t vcd ( f ,j*)»vcd( 1 ) . 
be ce t o prove the P r o p o s i t i o n i t s u r f i c e s to show that • 
vcd(* . J v ^ v r d ^ t f ) , 
The i n e q u a l i t y vcd(C ,4 ) * v c i ( f , j O i e o b v i o u s . м.ззиые 
;bac vcd(f ,6)«t vcd(f f jO end choose UtjJ «зисп that v c d ( f . ^ } < * 
<1v(U)­ J " x ( f ~ 1 ( U ) ) . Then t h e r e e x i s t V ^ . . . ^ ^ ^ auch t h a t 
IM^A . . . AV„ and T Y (U) ­ ^ ( V n ) A . . . A ^ f V ^ ) , I t f o l l o w s now 
t h a t T Y ( U ) ­ Т х ( Г \ и ) ) a T^(V,,)A . . . A 7 Y C V n ) ­
T ^ r ' ^ V j A ­ . . A r ' ! ( V n ) ) « r Y ( V 1 ) A . . . A T Y ( ^ n ) 1 
J ' x ( r ' ! { V . 1 ) ) A . . . A ' / / / r 1 ( V n ) ) . < Ш^Н^ ­ ^ f " 1 ( V i ) : , ) r f 
> vovCf,6)* However t h i s ccnur . td i c t s the cho ice of 0 , 
* ^^3 .4. rroposlt ib>n. Lot ( X . ^ ) ( (x ,3 'y)*= CoCFr) aud 
ffc M(X tY). r e t X i C x enc be the r e s t r i c t i o n of to V 
and l e t f : л'­*У be t l .e r e s t r i c t i o n of f: X •4r Y 70 the fu'.ey 
spuce (X» Then v c d ( f ' ) ^ v c d ( f ) . 
Proof o b / i c n a . 
a 
In a s i m i l a r way one . an e s t a b l i s h a l s o t h e f o l l o w i n g 
4 . 3 . S . Theorem. Let ( ( X e t ^ a ) : ***\» t ( Y a $ ЭГ): a*A} be two 
f a m i l i e s of f u z z y t o p o l o g i c a l spaces and f o r each aeA l e t 
f a : X a ­ r Y a be a mapping. I f f П f a : П П Y a i s the c a r t e ­
s i a n product of t h e s e mappings, thon v c d ( f ) * V v c d ( f a ) . 
4 . 3 . 7 . Theorem. Let i(\%fQ)- and { ( Y a , r a ) ; аёл} be 
two f a m i l i e s of fuzzy t o p o l o g i c a l s p a c e s and f a r each at A l e t 
f a : X a ­ t ­y f t be a mapping. I f f • ® X Y i s the d i r e c r sum 
of t h e s e mappings (where (Х ,У Х ) ­ © . ( X ^ j y , ( Х , ^ ) » ф ( Y ^ j y 
are the d i r e c t sums in F T ) , then v c d ( f ) * V y c d ( f a ) . 
Proof . From P r o p o s i t i o n 4 . 3 . 4 . i t f o l l o w s that V a v c d ( f a ) 
i v c d f r ) . Converse ly , take any U c l ~ and l e t U a • " j A Y a • 
T h e n ^ ( U ) ­ ,!f x(f­'4u)) ­ i T Y ( A V ­ ^ ^ ^ " a " ~ 
­ V a ( T a ( U f t ) ­ f a ( ^ 1 ( U a ) ) ) * V v c d ( f a ) . I t e a s i l y f o l l o w s now 
v c d ( f ) * N 4 v c d ( f a ) . 
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«27НКТ0РЫ, ПОРОЖДЕННЫЕ ЩЗШШШШ ОТОШЕЕЙИЯМИ 
ИНЪЕКПтеЫХ ПРЕДЕЛОВ 1ЮСЛЕД)ВАТВЛЬЧ0СТЕЯ КОМПАКТОВ MEHrSFA 
М.Заричный 
Аннотация. Строится универсальное отображение УлУ 4 ­* - ^ - О . , 
г д е / а°° / ­ инъективныи предел последовательности ** ­
мершее компактов Мелгера / гильбертовых к у б о в / и Z ­вложений. 
Показано, что операция взятия прообразов при отобвакении 
я в л я е т с я функториальной в подходящей к а т е г о р и и . УДК 5 1 5 . 1 2 
Через j J L n о б о з н а ч а й с я гь ­мерный универсалышй компак? 
Менгера / с м . , например, [ I ] / . В работах М.Бествикы [ 2 ] и 
А.И.Дранишникоьа [ 3 ] заложены основы теории у ^ а ­ м н о г о э о р & з и й , 
которая о к а з а л а с ь во многом параллельной теории многюооразий, 
моделированных над гильбертовым кубам Q / ' Q. ­многообра­
з и й / [ 4 ] . 
Капошияи, что замкнутое лоданодестЕО А метрязуемсгс ком­
иакта X называется 1L ­мпенеством в X , если т о в д е с т в е н ­
кое отображение 1 ^ аппроксигл^руется отображениями, образы 
которых лежат в Х \ А ^ ­ X . а отображение f: X~~^Y 
называется ­отображением, если ого образ %(х) я г л я э т е я 
£_ ­множеством в Y , 
Че]юз обозначается ннъективный предел п о с л е д о в а т е л ь ­
ности ( и i t ( г ) ( 5 ) ь ъ 
­и­ — ^ / V 
где пространства y i , ^ ' гомвоморфки у * ­ л , а отображения 
ялляютоя 2 ­влогениями. 
ЧьреЗ ИСопьр^ обозначается к л а с с пространств X , 
для которых существует представление X ы £ / V ^ L / • Г 'Д & 
X t ^ Х»^ ­ . . . ~ псследовательность метризуемых компактов р а з ­
черкостЕ ^ Yh 
и 
Определение I . Пространство X нг бываете* сильно п, -
универсальным, если для любой метризуемой компактной пары 
(А , Ъ, • dUm, Л ^ п , и любого вложения f : £> — + X 
суяестЕуз? вложение £ • Л X . продолжалцее f . 
Следулдая т е о р е м я в л я е т с я а ­мерным аналогом х а р а к т е р и ­
зацзюнкой творелш К.Сакаи ["б]. 
Теоиема I» Пространство X $ М С о т . р л гоыеокорфно 
/ * > ^ • е с л и 1 1 только око я в л я е т с я сильно п ­ у н и в е р ­
евдьныи. 
Доказательство провидится по схеме д о к а з а т е л ь с т в а х а р а к ­
теризадионных тоорам для к необходимые ддя 
э т о ю свойства пространства /л*л установлены в £27. Напомним, 
что через / с о о т в е т с т в е н н о , Q 0 0 / обозначен прямой п р е ­
дел (ллл. £ Р . с | / с о о т в е т с т в е н н о , Сьпъ { О . J /• 
' ОПРЕДЕЛЕНИЕ 2 Г б 7 » Отображения -f , g ' У — * Y называ ­
ются У\. ­гомотопншги /обозначается . «f Q / , если для 
любого м^тр­лзуешго коад&зфв А , cLcmA =*» рь и любого о т о ­
^ргтония ft,: Д X гомотопны композиции ^* К и ^ • ft» 
Обозначим через (и ­ ­ I ) ­ Honvofc^ категорию, о б ъ е к ­
тами которой явллптся простраства к л а с с а М Com-p^ , а 
морфйзыамк ­ ( kl~ 1 ) ­гомотопические классы ото •лишений. 
А .Н.Дранишниксг построил в * [ з 1 П ­сбратимоо отображе­
ние [ п : — > Q. , универсальное в к л а с с е отображений 
r t ­мерных мэтриоуемых компактов в метризуемые компакты. Бри 
заем отображение ^ ; X *Г V* называется п­ ­обратимым £ з ] , 
если для любого мвтчизусмого пространства А размерности 
и> и любого отображения ^ • А — У существует о т о ­
бражение J : А X т а к о е , что f ° 3 ~ 3 ' 
Для любого стображения X —*" & » гдэ ^ ~ 
метризуемый компакт размерности* К гь существует м е т р и з ^ е ­
мыё компакт X размерности it t вложение ь : X — ^ X 
отображено X * Q т а к и е , что | • с ** f и вы­
полнено свойство: 
/ * / для ЛFJбoй метризуемой компактной Пары (А 7 Е>) , 
метриэуемого компакта V , вложения о<. •' Ь — * Х и отображе­
ний А *5 V , # : У * Q таких , ч т о ^ ­ о^ = 
^ - ?^ / А # существует влож^кив 51 : Л — т а к о е , что 
Д о к а з а т е л ь с т в о . П у с т ь if ­ м н о ж е с т в о ш е с т е р о к в и д а $ *• 
= ( А , Ь , У, ^ 9 p f g-) 9 г д е А , Ь , Y ­ м е т р и з у е м ы е к о м ­
п а к т а , А Е> , tfU*m, А < >г , Г В — * X ­ в л о ж е н и е и 
р : Д »• Y , ? V" — > Q , ­ т а к и е о т о б р а ж е н и я , ч т о 
^ в ^ > в ^ * ^ | & . Д а я к а а д о г о 5 е У в ы б е р е м и* ­обрати­
м о е о т о б р а ж е н и е ' X s — * Q м е т р и з у е м о г о к о м п а к т а X ^ 
р а з м е р н о с т и w / о м . [ 3 J / , а т а к ж е о т о б р а ж е н и е ^ £ ' А — i Х ^ 
т а к о е , ч т о j ж £ ф f> • Н а п р о с т р а н с т в о X L/ ( L I { Х ^ | 
5 е 1Р } ) в в е д е м о т н о ш е н и е э к в и в а л е н т н о с т и , п о л а г а я 
Ъ$ (6) . I * & л S & & . Ц у с т ь X ­ п о л у ч е н ­
н о е ф а к т с ф п р о с т ф а н с т в о и £ > Х - е г о с т о у н ­ ч е х о в с к о е ^ р а с д и р е ­
н и е . О б о з н а ч и м ч е р е з j •" X " ^ Х и : Х ^ — ^ Х , S ^­iP 
е с т е с т в е н н ы е в л о ж е н и я и ч е р е з р f>% *> Q. ­ отображение, 
п о р о ч е н н о е о т о б р а ж е н и я м и £ и iL , S £ JP 
Цоскольку OLCHV^X ^ ^ L7L и з факторизационнс* 
теоремы Мардепшча £.8] и спектральной теоремы Е . В . Щ е п и н а С э Т 1 вы­
текает, что существует м э т р и з у е м ы и компакт X размерности * г 
и отображения : р Х * X , £ : X * Q такие, ч т о 
^ ° ^ и отображение ь Щ является вложением. 
Обозначим через 4 ; X' А Х Q вложение, определя­
емое формулой ^ ( х ) = (х,0), э ^ Х , в п у с т ь 2: * К * X х Q -
ft ­обрлтамое отображение метризуемого компакта размер­
ности гъ (Гз1. Определим отношение эквивалентности н а К , 
полагая ^ ^ • если^£ t(&j,) = (X,0) для не­
которогю olc X i Пусть X ­ факторпрсстракство простран­
ства К , ^Г, : /С * 5< ­ факторо то бракение и -к, ; 
X > X * Q ­ такое отображение, что & * <L " t 
Обозначим чэрез 6 • X —И К такое отображение, что t > 6 = 6 
и положим I - б**» L . Определим отображение Т * X — * Q -
:taK композицию I — £ • • & . 
Проверим, что выполнено условие / * 7 . Пусть S ~ ( А , 6 , 
Y, ot, р , £ (f • Определим отображение ' /* —*"Х , 
полагая <*•' = 1 ° Js" $S ' ^ с т ь ^ : А ^ А / £ > ­ фактор­
отображение и 77 : А / & — * Q ­ такое вложение, что 
Определим влоуеь.:е 9 : А *"Х *Qt полагая д 
^ в ^ л ) ) . А . Ш п, ­обратш/оси: стобра­
кения в т е к а е т , что существует соображение в А—> К 
т . е , -Z\ В •* ь • <* . 
Кроме т о г о , f'i= ( - f>*-x" &*<^«. 5"»i'** f>t±'-s -
;Теша д ^ ч а з а н а , 
Опт.сг.as Bfcl §« Отображение ­f • д * Г называется с и л ь ­
но (п , ­унинерсальн если для любой метризуемой когаак ­
гной пары ( А , 6 ) , <ic*n.A ^ , метриэуемого компакта 
С • ьлонения oi: В> — * У и отображений / Ь : А * С , 
С У таких , что £+я1 ^ £ « / Ь | Е > , существует 
кложсние <к А >X т а к о е , ч о &L\1b = oi и | « < £ = ^ я £ . 
Теорема 2 , Существует единственное с точностью до гомео­
морфизма сильно ( к , с*3) ­универсальное отображение (f^ : 
* Q " . 
Доказательство . Поло;там = у*4­*, и нус?ь fa •" 
* (2 ­ универсальное отображение А.Н.Дршгашнчкоза 1з1. 
И.спольгуа лемлу, индукцией по -к построим комм/т^тивчую ;даа­
грг:лцу 
X , X . ­ ­ ! * ­ > • X. — 
О 
з 
в которой; 
I / в с е метрпэуемые компакты размерьост . п< ; 
2/ все 1^ ­ вложения; 
S / для кадгтого & выполнено у п о в я е / * / л е ш ч с заменой 
X = X f c , Х = X f e + 1 , , f* , f > f * * * • 
Пусть CiLr— Q j t ^ ­ последовательность подпрост­
ранств Б & , птшчем кеадое Q ^х^меоьюрфно & ж . с 7 вляется 
Z ­множеством в Q . . . Полож;гм X\v £ J~ (Q X тогда; 
овредйлим стоСражвьж* ^. i X' ~ — V / кпх инъекл*пи1:^ иредех 
т>ш?э, что z.« 9 ^ 9 . Положим с/~ « ^ * 0 . Очевидно, 
что отображение o f является вложением а яця любого £ £ Ъ 
(£)-
Як 
V 
V — w 
коммутативна, <f^ I X ^ » & e , ^ W 3 • Но тогда­
отображение р = tun, {р^} я в л я е т с я пословным гомеоморфизмом 
пространства в /с обратным ^ ­ t c ^ /* 
Теорама д о к а з а н а . 
Из д о к а з а т е л ь с т в а теоремы 2 легко в ы т е к а е т , что топологи­
ческий тип пространства у " 1 С V ) з а в и с и т только от тополо­
гического типа компакта У <^ Q*° , а не зависит от к о н ­
кретного выбора вложения Y в Q 0 0 . 
Определим функтор : М Со**­р * ~ tio,у^оЬ^г 
полагая ф ^ С У ) ­ ^ * ( У ) . Если Л \ Y — > У н е п р е ­
рывное отображение, то и з с и л ь н о * ( л ^ ­ у п я в е р с а л ь н о с т и о т о б р а ­
жения у л вытекает , что существует отображение : 
Полагаем * г ^ ( £ ) ­ С | 3 * ­ * / Си.­*) ­ г о м о т о п и ­
ческий к л а с с отображения ^' / . Для проверки корректности т а ­
кого определения выберем еще одно отображение / # : 
( У ) * У* 4 tY') ­ , двд которого у л • f * ­
щ­ \ ° *f *v I <f и С У) . Тогда для любого метризуемого докдактг 
А размерности ^ к ­ 1 и отображения ^ Л Уи^СУ) 
получаем в силу сильной ( н . , 0 0 ) ­универсальности отображения 
У и, • ч т о существует отображение ¥ ; : Щ* 1 * tf^* ( Y') 
последовательности отображений { {^ J f ^ С Q ^ ) } . И з т е о р е ­
14В I и характеризационной теоремы К.Сакаи [ 5 ] вытекает , что 
X' ^ у * ^ 3 . У ' — Q ° ° , а из условий I/уЗ/ и леммы 
несложно вывести , что отображение » X* —*—еУ*£« Q°° 
/ к о т о р о е и я в л я е т с я искомым отображением / я в л я е т с я с и л ь ­
но С*1 , » ) ­универсальным. 
Пусть ¥ь: — г сильно ­универсальное 
отображение, = {YL} • где К ~ мвтркзуеыые ком­
пакты. Используя свойство сильной (п,ло) ­ у н и в е р с а л ь н о с т и , 
несложно построить последовательности натуральных чисел о ^ < 
< ­ . < < . . . и вложения К ^ У . -
• р ^ — т а к и е » ч т о Диаграмма 
т а к о е , что f О) т • ^ m , л е А , 
Пакт образом, Ф к • МСоныр — > С * ­ ± ) - Н о л р р ^ 
льяяется ф у н к т с ' Ж . Этр* функтор можно рассматривать как аналог 
операции произведения в категории п> мерных Тфос^ранств. 0 ? v 
ыетигл, что функтор переводит метризуемые L C ^ 1 ­компак­
ты в пространства , локально гомеоморфные J*-1? ­ м н о г о ­
о б р а з и я / . 
С" ieTiLM таюго, что операцию в з я т и я прообраза при о т о б р а ­
жение if*^ I олъзл рассматривать как функтор Ф из категории 
(Ч С с г ^ р в категорию М С oh%*p • Действительно, 
пусть X ­ отрезок , лежащий в • и ^ • X —X * " о т о ­
бражение в точку . Тогда (4 v ' f ) , ^ а ) ( X ) — * Ф 6 0 * X ­
^ f^t? * X ­ биективное непрерывнее отображение в п р о ­
странство размерности i , что невозможно, п о с к о л ы ^ 
cUn (X) ­ к . 
Определение _4. Отображение : X — * V н а з ы Е з е т с я с и л ь ­
но ('-о, 0 0 ) ­уииверсалышм, если д л я любой конечномерной м е т ­
ръзуемой компактной па#ял(А, &) , метри:*уеморо коглпакта С , 
влояония (А*: В — * X и отображений \Ъ : А — > С л £• :. 
С V таких , **го ^ о < Х ­ ­ = j f * р I Е> , существует вложе­
ние : .4 — X т а к о е , ч т о 5С\Ё> ­ с* к ­f * < х £ р > , 
Теогз*'а . 5 . Существует единственное с точностью до гомео­
йкзгрфйааш сильно (со , с о ) ­ у н и в е р с а л ь н о е отображение <j> \ 
R * ° * Q * ° . 
Доказательство . Из сильной (к, * о ) ­ у н и в е р с а л ь н о с т и о т о ­
бражений 'fa в ы т е . л е т , что сутцествуют вложения 4 ^ • 
J*>°£ * S1^^ т а к и е , что <fb+£e*b Iя • И з х а р а к ­ ­~ 
теризационной теоремы К.Сакаи £ б ] в ы т е к а е т , что {сгн, 
~ . Положим (f^ = { V * J : >­ Q * o 
Как и в доказательстве теоремы 2 д о к а з ы в а е т с я , что (f^ ­ с и л ь ­
но « э ^ ­универсальное отображение . . 
Аналогично, как выше, можно определить функтор Ф ^ • 
М Сотр * Ноп^оЬ^ /объектами категории ' Нс*«~оЪ^ 
являются пространства X » представилно в ьадэ й > £ £ Х ^ , 
где Х ^ ^ Х ^ ^ ­ последовательность к о н е ч н о м е р н а мет­' 
ряэуомых когдлактов; морфизиами ­ гомс ч>пичесмге классы отобра ­
лътк/. &ш каждого метризуеусго L ­ к о к п а к т а V прост­
раяство Ф (Y) = у^СУ) гомеот^ор^но ^ ^ ­ м н о г о о б р а з и ю . 
Пространства fC3 и Q°° являются неметризуемши а н а л о г а ­
ми пространств & = { С ж ь ) е R 0 0 | только конечное число х с 
отлично от н у л я } и ZZ ~ t ^ ^ i ) € R* 0 1 ^­pi / х с 1 I * < С 4 ) } 
Вопрос I . Существует ли отображение |>; £ — » Z I , у н и ­
версальное в к л а с с е отображений в м е т р к з у е ш е сепявабельние 
пространства м е т р и з у е ш х пространств , являющихся объединениями 
счетных семейств конечномерных компактов? 
В О П Р О С 2, Определяет ли операция в з я т и я прообраза вдоль 
универсального отображения А.Н.Дранишникова : J-*-^—* Q 
функтор из категории М С о ^ р летрпуомых компактов в к а т е ­
гории (*.-<)- Ногл*~Ь к ­мерных компактов и ( * * ­ ± ) ­ г о м о ­
топических к л а с с о в отображении? 
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О ЧИСЛЕННОМ РЕШЕНИИ ОБРАТНОЙ ЗАДАЧИ СИНЬОРИНЫ 
А* З А Д О Л Г О 
Аннотация. Предложен численный метод р а с ч е т а обратной з а д а ­
чи Синьорины, который позволяет ог­юделить постоянные Ляме о д н о ­
родного изотропного элластического материала по контактным д а в л е ­
ниям, которые возникают в зоне контакта т в е р д о г о препятствия с 
упругим материалом (силами тренля п р е н е б р е г а е м ) . Приведены р е ­
зультаты тэасчетов, метод реализуем на персональных компьютерах 
У)1К 5 1 9 . 6 3 
0 . Введение 
Контактные задачи в теории упругости привлекают внимание мно­
гих исследователей (смотрите литературу в [2],[3]). Зто нелиней­
ные задачи , которые интересны как с чисто математической, т а к и с 
прикладной точки з р е н и я . ВОПРОСЫ существования и единственности 
решений подобных прямых задач рассмотрены в [27 . Там обосновано 
также применение мотода конечных элементов д л я решения пря*шх кон­
тактных з а д а ч . Отлетимj что теоретические исследовании В данном 
направлении соприкасаются с огромными трудностями. Упомянутые 
теоретические р е з у л ь т а т ы получены только В случае линеаризованных 
условий на к о н т а к т е . Понятно, что вопрос о постановке корректных 
обратных з а д а ч в этом случае тем более о с т а е т с я открытии. 
В данной работе и з п а г а е т с я численный метод решения одной 
обратной з а д а ч и , которая может служить аппроксимацией обратной 
задачи Синьорины. 
йце отметим, ито формулировка прямой задачи в основном б з р е т ­
с я из [ 2 J . Идея об аппроксимации многомерной функции в НЕКОТОРОМ 
НАПРАВЛЕНИИ полиномом многоггратно использовалась различнъкл А В ­
Т О Р А М И . Смотрите, НАПРУШЕР, [ I ] . 
I . Формулировка задачи 
1'з практических соображений может быть интересной еледуг^ая 
з а д а ч а . Найти постоянные Д > о , д л я которых д о с т и г а е т М Ч -

производных от перемещений /C/ f / <_<г на границе о б л а с т и . Условия, 
при которых г а р а н т и р у е т с я нужная гладкость решения, автору не и з ­
вестны. 
З а д а ч а ( D ­ J 1 0 ) возникла и з одной проблемы в индустрии. Л 
именно, необходимо определить свойства материала сидений таким о б ­
р а з о м , чтобы в контактной зоне возникли определеннее контактные 
давления . Второе возможное применение с в я з а н о с идентификацией п а ­
раметров Л як's д л я данного однородного изотропного упругого м а т е ­
риала по дднвдм эксперимента с твердый препятствием. 
2 . Модификация функциинала 
3 дальнейшем предполагаем, что решение прямой задачу о б л а д а ­
е т достаточной гладкостью, функционал ( I ) можно т а г а ­ рассматри­
в а т ь как функцию двух аргументов A t и . Учитывал л о ж н о с т ь з а ­
висимости нормального напряжения на верхней границе от д и t , 
мы не можем расчитывать ня применение градиентных методов при п о ­
строении MI шмизирупцей последовательности . Сказывается , что в 
данном случае у д а е т с я модифицировать функциснал( I ) и прийти к т о ­
му, что минимизацию необходимо осуществись только г о одному п а р а ­
метру. 
Еатно элметить , что уравнения ( 3 ) , ( £ ) однородными тем самым, 
эсли рассматривать задачу Дирихле для уравнений ( 3 ) , { 4 ) , т о е е р е ­
з с н г е зарисит от соотношения ­А . а не от каждого паоаметоа з 
л 
отдельности . 
Однако функционал 3(Ath) якно зависит от обоих параметров , т а к как 
( I I ) 
, где все величин!! в правой 
части рассчмтыьаотся в соответствующей т о ч к е верхней границы и 
—-j \ I' •+ i у 3 
с 
висит только от ~ ­
Теперь предположим, что при заданной функции препятствия Щ) 
и функции распределения контактного давления ф$) существует 
кюшмун для , и он д о с т и г а е т с я при некотором соотношении £ г ­~^ 
Тогда можно п о с т а р а т ь с я при псстояннсм соотношении 7 в ­
искать чакие значения А и /г , д л я которых 
4 
Действительно, если задано 7С и соответствующее решение з а ­
дачи препятствия, тог^а оггределены <:< , , с/ я и соответствующие 
производные на верхней границе , которые не мен* л е я , если, менять 
;i и / с при постоянной соотношении тс . 
!.Ъи псстол'^см zc из ( I I ) будем иметь 
с 
Откупа следует 
гдэ постоянная ^ яависит только от соотношения п . 
ЕСЛИ существует какое­нибудь достаточно гладкое решение пр. 4­
моЛ задачи (Э(­( 10) с заданной функцией У п с опряделешпд­л! 
^л, гл » т о при лхг*ом Р>С существует Л, h при которых ре­
шение прямой задачи ( З ) ­ ( Ю ) удовлетворяеч усл^ ,ию 
/ V , + 
Легко в и д е т ь , что значения э ^ о г о функционала явно нь зависят 
от А и / , а только от их соотношения. Те .с как сьм 44^</л з а в и ­
сят тслько от отношения А , то и в цел"м функционал Щ з а ­
У 7 ­ ~ S(A0./r0) ' 
(19) 
А-'Гор . 
3 . Численный метод 
Схема решения задачи минимизации ясна, так как мы фактически 
получили задачу минимизации функции о дне го аргумента. Однако вы­
числение значений этой функции связано еще с решением задачи о 
препятствии, которая требует относительно больших вычислительных 
затрат. Итерационный метод решения задач; основан на решении п о ­
следовательности задач Дирихле для системы Ляме с последующим 
уточнением перемещений верхней границы прямоугольника. 
Предполагается, что решение системы Ляме можно искать в виде 
1=0 
*Шь)*£^<Ш:, (20) 
1*0 
где ff*l*i},В/&*) ­ неизвестные функции. Пусть известны к ­тые 
приближения перемещений верхней границы 
Тогда для представления решения (20) имеем 4 интерполяционных у с ­
ловия (напомним <^г^)'и^тГ^О ) , которые позволяют исключить 
4 неизвестных. Функции Ш^}.Р^160Ы%),В^) (индекс к для 
простоты в дальнейшем пропустим): 
Остальные уравнения для определения <&нкций ЩМ^М^Х 
получаем после постановки ( 2 0 ) в уравнения ( 3 ) , ( 4 ) , требуя их 
выполнения в среднем по слою /­СГ, , г ) , а также чтобы н е в я з к а бы­
Справедливость результата следует из ( 1 7 ) . 
Задачу минимизации теперь можно решать следующим образом: 
а ) сначала определяем j£ , при котором достигает ми­
нимум Z Щ , определяем £//С/Х) • 
б ) определяем А иу> которые удовлетворяют условию ( 2 ) : 
ла ортогональной *А в слое ­ * г ­«с.сС, h смысле скалярного 
произведения в Ц (-^,£)t 
Б щи е можно пожучить сяедутадую систему уравнении: 
- \ < * ? Щ )> ( 2 2 ) 
- Ш ^ Ш г * ( 2 5 ) 
й н^лем случае граничные ^слоьия понимают вид: 
' 2 6 ) 
Привлекательность системы ( 2 2 ) ­ ( 2 5 ) саключаэтся в том, чтс 
уравнения ( 2 2 ) , ( 2 2 ) можно решить независимо с * уравнений (24) ц 
(2Е)% После нахождения функций A £ < y j ( Вл1*г) б е з трудностей из 
(24) и (25) определяется ftAl*i), . 
Численно задачу ( 2 £ ) ­ ( 2 6 ) можно решиуь разносткьы методом. 
Для этого введем сетку 
Для с^означе ­^я nr. лближенногс решения в точк*.*х сетки будем 
использовать.соответствующие малые буквы, например, 
о / ­ с v ( у. •()) щ у Л; ) ) f 
Учитывая эти обозначения , аппроксиг.ируя дифференциальные 
уравнения разностными, получим следующую разностную схему: 
п • ^ /, ( 2 8 ) 
с? 
(31) 
( 3 2 ) 
Система разностных уравнений решается п р я м о , путай ч е т ч р е х 
прогонок . Легко в и д е т ь , что р а з н о с т н а я схема монотонна,и т е м с е ­ , 
мш л е г к о решаются вопросы о существовании и устойчивости р а з н о ­
стного решения. 
Необходимые д л я уточнения перемещений верхней границы в е л и ­
чины нормального и тангенциального напряжения вычисляются по 
формулам: . . 2 
Щщ^Ь^щ^^к^Щ^Щ (4? ( з з ) 
где 
— i i (35 ) 
n o 
•и ri*rP. ± ' • ( 3 6 ) 
Итак, опишем подробнее метод решения задачи о препятствии. 
За начальное приближение перемещений верхней границы fiXr),$fa) 
берем такие две гладкие функции, которые гарантируют выполнение 
условия ( 7 ) . Далее решаем систему ( 2 8 Ы 3 2 ) и определяем по фор­
мулам ( 3 3 ) ­ ( 3 6 ) нормальные и тангенциальные напряжения на герои­
ней границе области. Новые приближения д л я / ^ w Ш$Ш получаем 
где 
4»­ ­£"г ( 3 7 ) 
( 3 8 ) 
'7*-о ­ итерационный параметр. 
Однако f \ является ч о в ш приближением лишь в том случав, 
если выполняется условие 
в противном случае точку надо проецировать на поверхность препят­
ствия. Если обозначить координаты проекции черев /у* )) , то 
значение х* можно найти из уравнения 
(39 ) 
и тогда действительное новое приближение для ft**) и <?('*7J опре­
деляется следующим образом: 
Для решения уравнения (39) можно использовать, например, ме­
тод Ньютона. Если точка находится на препятствии, то необходимо 
исследовать знак Q • Если C^t<0 * то точка Б нормальном н а ­
прев женин не передвигается, т . е . Дн*& 
После нахождения новых приближений д л я fi(0$ftc) можно 
приступить к следу^ечц­зй итерации. Уточнение перемещений верхней 
границы прекращается т о г д а , когда. С^. на всей верхней границе 
и С1 ине зоны контакта достаточно малы. 
4 . Результаты р а с ч е т о в 
Сначала были рассмотрены модельные з а д а ч и , н а которых и з у ч а ­
лась правомерность замены функций перемещений в одном н а п р а в л е ­
нии кубическими полинодоми • Дьумерная задача Дирихле д л я с и с т е ­
мы Ляме на каждом итерационном шаге решалась т а к л е двумерным р а з ­
ностным методом. О к а з а л о с ь , что даже при величине деформации 5С# 
разлкчиь между решениями задачу о препятствии стличалиеь н е з н а ч и ­
т е л ь н о . Сказанное иллтсстрируем конкретными числами. Пусть имеем 
прямую задачу о п р е п я т с т в и и , г д е Л ­ / , Л * 3 , S* О (к , уравнение 
препятствия 
Ъ червем варианте р а с ч е т а хтровод­г^тся по укрощенное модгпи, т . е . 
и<; и* в направлении х± предполагаются гсубическими. Число у з ­
ловых точек в направлении х , м ­ 4 < \ 
Ьо ьтсром в а р и а н т е . д л я решения с и с т е м ляме использултея дву­
мерная р а з н ^ т и а я аппроксимация с сеткой 4Г х I I . 
Необходимо отметить что различие Е перемещениях не п р е в о с х о ­
дит \%% Теперь сравним нормальные напряжзния по сбоин вариантам 
в окрестности к о н т а к т а . 
Таблица i . Нормальные напряжения. 
0 . 2 7 5 
0 . 3 0 0 
0 . 3 2 5 
0 . 3 5 0 
0 . 3 / 5 
0 . 4 0 0 
0 . 4 2 5 
С.4&0 
0 . 4 7 5 
О.Гз(Ч) 
Зариант I 
­ 0 . 4 9 2 Е ­ 0 6 
­ 0 Л 6 5 & ­ 0 1 
­0 .231E+0I 
­О.276Ьн­01 
­C.318&+0I 
­0 .423R+0I 
­ О ­ 4 4 4 ^ 0 1 
­ 0 . 4 L l £ + 0 i 
BaoiiaMT 2 
­0 .92GE­06 
­ 0 . if&fctOf 
­0 .231Еч01 
­0.23OE+0I 
­C.322E+0I 
»0.36J£*.0I 
­O.39f£^0I 
­ Г . < : 2 2 б 01 
­0 .«4?£:OT 
1T2 
Самое большое различие ьаблгдеается на границе контактной 
зоны, где резличие достигает 6,9%. Это естественно , так как ис­
пользована равномерна:! разностная сетка и.конечно,нельзя гаран­
тировать, что граница контак1ной зоны иудет совпадать с узловой 
гочкой. В остальных же течках это различие ре превосходит 1­22 . 
Перейдем к обсуждению результатов обратной задачи. Сначала 
несколько замечаний по поводу минимизации функционала. Как уже 
было сказано, 7fa*ft) можно рассматривать как двухаргумент­
ную функцию. Поэтому была сделана попытка использовать для ми­
нимизации программу EOiiJRF из программного комплекса Nf/G* 
Эта программа реализует квагинъютоиовский ме^од по минимизации 
Функции многих аргументов и не требует задания компонент гради­
ента ь аналитическом ьиде. Однако э т а программа, которая х о р ш о 
работает для всяких экзотических примеров, для функции 7*Л,л) 
не действовала. Ото объясняется т е м , что точность расчета напря­
жение с нгльен случае более груба,чем чувствительность ззложонно­­
го алгсри;ъл минимизации. 
Для миничизеции функцгошла поэтому была составлена програм­
ме' реализующая комбинированный алгоритм ­ кзазиныотоновский м е ­
то^ и метод дихотомии. 
Перейдем к обсуждению результатов по решению обратной з а д а ­
чи. Из pabeHcvb 0 9 ) с л е д у е т , что главной задачей в нашем с л у ­
чае является определение оптимального ссо^ношени/. л / с ^ или 
соотношения Пуассона \£ , которое определяется: 
Слепулдий этап определения А , / г , которые гарантировали 
бы выполнения условия ( 2 ) , соответствует определению модуля ЗОнга, 
который выражается: 
0- fr(3>A+2A) 
Для проверки работоспособности алгоритма данные таблицы Г 
исполвзораяись в качестве входных данных для обратной &адрчи. 
йрй начальных приближениях Л ~-•/1 г _ ­ / и п р И иккн!тсзг>ции не п е р ­
вом этапе по Л {/V остается лостолнншу с последующим примене­
нием формул ( 1 9 ) получены Л0 = 1 . 0 0 5 5 , t. * 2 . 9 3 7 7 . Если брать 
и з 
з а начальные приближения Д ­ 3 , л ­ 7 , т о соответствующее 
число Пуассона у> = 0 . 3 7 5 . Отметим s что д л я исходных данных 
число Пуассона у ­ 0 . 1 2 5 . Т а к ж е в к а к к в первом р а с ч е т е , м ы мо­
жем сначала и с к а т ь отношение ^ , о с т а в л я я /г постоянным и 
равным I , однако в этом случае стличие от первого р е с ч е т а лишь 
в количестве итераций . Если оставить постоянные А и миними­
зировать функционал по /г f т о получим А, ­_­ 3 , 9 , 0 7 5 6 . о т ­
куда по формуле (19 ) в итоге получаем д * 0 . 9 9 2 4 , /? = 3 . 0 С 2 2 . 
Для рассматриваемого примера в процессе минимизации значение 
функционала ( 1 3 ) уменьшается на 4 порядка . 
Необходимо о т м е т и т ь , ч т о погрешность порядка )% з о п р е д е л е ­
нии параметров Ляме с в я з а н а с выбранной точностью р а с ч е т а прямой 
задачи Сильорины. 
Важно п о д ч е р к н у т ь , что аппроксимация перемещений в одном на­
правлении кубическими полиномами привела к существенной экономии 
машинного времени при решении задачи Дирихле .для уравнений Ляме. 
Однако итерационный процесс д л я уточнения положения веруией г р а ­
ницы сходится медленно. Т а к , д л я рассматриваемого призера на пер­
воначальной стадии т р е б у е т с я сксло 150­200 итераций,чтебы о* 
в е з д е и '=rt вне контакта были­бы величинами порядка 1 0 " ^ . 
Практический интерес вызывает задача об оптимизации упругие 
своГ.ств материала с целью достижения определенных давлений в кон­
тактной з о н е . Так как в нашей постановке А , р во в­^ем упругом 
теле постоянны, то множество достигаемъос распределений павлений 
в контактной зоне весьма ограничена . Если за исходные данные и с 
пользовать распределение контактных д а в л е н и й , которые н е д о с т и ­
жимы в рамках однородных изотропных упруги* материалов , т о у 
функционала (13» могут наблюдаться несколько локальных мшшмумов. 
Упомянутые вывода сделаны н а основе численных экспериментов , п о ­
этому здесь о с т а е т с я большое поле д е я т е л ь н о с т и пля теоретической 
работы. 
В конце а в т о р хочет выразить свою искренную б л ы ' о д а р ю е г ь 
моему бывшему коллеге Д.Сокслеску за псстся^шую поддержку во в р е ­
мя выполнения работы. 
I T I * 
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О " Ш А П О Ш И С Т С С Т А актом А С В Д ^ О М Ч ^ С К О Г О 
РАСШИРЕНИЯ ИНТЕРВАЛА Й К ША^ШЙ Г Л Т Й Г Р А Е Ъ -
HOL'O ПРЕОБРАЗОВАНИЯ « Й & Й 
H . O U C T P G B J 
А ь ю т з я л н . Лля алгоритма энч^сления оригинала­ йурье а в т о ­
дои азииптэтмческсго расви­реиии интервала дб!©ЗвЧа ."^VO^MU-
и о с т ъ , Лвяш опенка погрешности и еайдеио оптимальное aeaveiuia 
лир°цотва метода . Рассмотрел тчкже случае ­гаэрмйаоРо оригина­
л а . >ДК*э17.^4 • 519*54 
Введение 
Рассмотрим з а д а ч у гфибли.аонього вддосдёцря литэграи а Ф^рЫ: 
V ' ­ ос 1 И*» I > 
где ; г ; Ffc) ( .трзоЗрдзрванхд Фурьа йуинщяя ^(х) ) кзз зд£ка с 
некоторой погриюностью а Г ( г ) , т . о . , при практическое счет­
ш о с т о б.лретсь G(z)-FU) + A Г(г)штл\ши задачи [l] 
я ь ь я з т е я нокс : ![­екгпой. Например, если относительно погрешности 
лЯ^)иэвсстно лиши, что | д < £. для всех з £ (р , t o и м и 
р*л Фурь» от &;ун:­о*ии G , вообще говоря , да&я раслодл'ееи. в 
f l j предложен l i joop алгоритмов устойчивого ШЧнсдедо*я ннт­ег­
рглс* ( О . Г ) . Все они базируются па ^ е д е н и ь под знак эн^грзка 
дополнительной ч»уькцик(тск называемого с^аоилчзируш^г : ) мио.,:.­
т щ)% которая достаточно оистро егреммтсп к нулю ва о е с к о н е ч ­
и о с т к . В paJoi'a.c [ 2 , l] иродлс*е;1 алгоритм, «стод п е ш г . т о ­
i i ^ i o c i x r o расширения интервала ( х.»;тсд АРИ;, O T H C C ^ ' W M J к 
То*3 ню'ору , но ПОЗВОЛЯЮЩИЙ ПОМИМО ввел? стабьли^иру 
JQLTVO ь­нояители и с н о л ь з о з а т ь генеральную идею метрдоз» р 5 « д о з 
ъщоЫщАЩ з а д а ч ­ учет в чяедшном алгори i\\:e нэкотс/хм •допол­
аит^л^ио^ анзлияь­чеокон одфеддачяи, 8; р а д е л а г '• цсфод^Й I 
в$$$Ц1 для а л г о ^ т й В;1ч;:?лоаин огигиьал^ £&нзв&. *oi .<• 3 • • • 
методе АРИ, доказана устойчивость при выборе достаточно . , широ­
кого класса опорных шункпий, дана опенка погрешности и найдено 
оптимальное аначение параметра метода. 
­ Однако весь этот широкий спектр алгоритмов обладает одним 
сб41ш недостатков: каждый '^экой алгоритм позволяет получить у с ­
тойчивое и равномерное приближение к ^(х) лишь на участках непре­
рывности 1^(х). В окрестности же точек раэрнва ^(х) равномерного 
приближения нет* Это вполне понятно. Б ( 0 . 1 ) разрывы функции 
{^(х) в основном определяются поведением F ( i ) при г ­ * ± * > « . Ста­
билизируйте же множители стремятся к нулю на бесконечности и 
подавляя выезда гармоники уничтожав разрывы. 
Для получения устойчивого и равномерного приближения ^ ( х ) 
на классах разрывных функии* необходимо учесть в алгоритме допол­
нительную аналитическую информацию ­ о структуре ррэрывов ^60» 
Один АЭ вариантов введения такс" информации в алгоритм вычисле­
ния интет'рала ( 0 . 1 ) , предложенный в [Ч] р базируется на технике 
интегральных операторов с ядром типа Фе**ера [ъ]ш В разделе 2 
данно" статьи дян алгоритм счёта ( 0 . 1 ) с использованием метода 
АРИ*и сглаженного оригинала Фурье, позволяющей учесть стуктуру 
разрывов J^(x) • 
I . Оценка погреинооти алгоритма нахождения оригинала Фурье 
методом АР/ 
Рассмотрим следующий кл«сс Ж опорных функций f 5 j . 
Определение I . Рациональная Функция У ( г ) комплексного пере­
менного принадлежит классу К t если выполнены условия: 
2 ) эсз полюсы фушаиш ЧЧг) г ъ 2 4 , . ­ . 7 Н р расположены с и м м е т ­
рично относительно оси 1тъ = 0 на окружности /г I = i и 
попарно имеют одинаковые пор°дки ( допускаются также точки 
г = ± j как симметричные сами с е б е ) . 
к­­о • 
ьсФО , Ь0?С , bti>0 ­ целые числа. 
ft-<*'7) * Ш S P - f e ^ ' " ^ , ( 1 . 4 ) 
e ^ W . ^ M ­ опорные $пдацш урезания оригинала , иыеюсдее о с о ­
б о е точки и ч я v r ^ о о о т в о т с т ^ н и о , при STом 
Пусть А относительная погрешность вычисления зедалного 
изображения на действительной о с и , т . е . 
Если 
то после объединения суммы по вачетя* в ( 1 . 2 ) ! нолзчик 
Теорака­ I . 
Пусть выполнены с л * д у щ и е ' у с л о в и я : 
I ) ч в Г ­ т , т 1 у Т > 0 ; 
Дадим основные форцулы для реалазаои!» к э т о д я А Р И f 2 , 3 J . 
П У С " ^ f / 0 f ^ % , ( 1 Л ) 
г д е изобряяенла Фурье, допускает факториаацкк, 
r*>W 2ТГС Г > € I W A i i * L * 1 M E 
аналитичные соответственно в верхней L V I г : * 0 и вдяовЯ 1г*г<0 
полуплоскостях . 
Согласно походу АРИ для * в [ ­ т > 7 ] к £ > ф ^ Т>0 оригинал 
преобразования Фурье <Ux) находится по формуле 
-ОС ­1С 
n o 
2 ) оригинал (j(x) при x ­ > i ° o имеет асимптотические пред­
ставления 
^ * У * * * ( * ) * pi**, ( Т . 8 ) 
w V ? W ­ асимптотическое в л а д е н и е , а Ч * М ­ остаток асимпто­
тического разложения. Тогда 
M * ' T ) " V . ( * / r ) + $ ± ( * > т ) , 
Г Д ^ V t (*, г ) = I f (­ * ) ' " 1 v t (х ± 2 т е ) , а л о ) 
V + t « T ) ­ асимптотические поправки катода АРИ при выбранных 4 ^ 
и Ч 'з Л которые учтены при практических вычислениях оригинала 
Ироьедем опенку погрешности алгор;:гма ( I . ? ) с учетом ( 1 . 5 ) . 
Длн зтохС в в ^ е м сл^дуицие обозначения : 
\(/)={Ы>Т)-\(*,Т)+*\(*>7>> • ( 1 Л 2 ) 
где ^ (*>Т) ­ пряктичес/.ое приближение оригинала ^ ( * ) на f ­ T j T J 
лол,у четкое методом APS пэ формуле 
- j -OO 
э д ^ ( х , т ) ­ norpftKHOCi'b приолихьния, которая определяется форму­
лой 
Оюкла г учетов <1.Ь>) получаом: 
Дли оцонки погрешности ( 1 Л 6 ) будет испельзовонс следующая 
диьолнитзльная информация оо оригинале к изобр^лени»! Фурье. 
Й Л Р 6 С Т Н 0 , что 
I ) j t % / j x | u ' при Ы\ъта . " D ^ c . а л ? ) 
, F ( ^ . f T ) H A V + V f | ^ V ] . ( I . 2 0 ) 
Если Ъ = > а ­ 2 1 ) 
f i > i l | F ( ^ ^ ) | ^ F C ( ^ ) / T ^ . ( 1 . 2 2 ) 
Учитивая приведенные соотношения, если удовлетворены с о о т н о ­
шения Т ^ Т 0 > О и M = f r S t ­ ^ . j получена следующая оценка 
погрешности; 
г д е A i | Z *У(^№*Ж'4 в-
Тогда оптимально" Т в с м ы л е минимальности суммы слагаемых 
г правой части формулы (1*23) я в л я е т с я 
" * Т А ­ ( D o 0 + , ) T r V x A ^ ) ^ . & щ 
Полегая з ( 1 . 2 3 ) Т = 7 д , для X £ ] ­ T X t 7 ^ [ получим оценку 
погрешностей приближенного вычисления оригинала С(*) по методу 
АРй: 
Тогда ири Т > Т „ 
} S t ( x , T ) | $ А / Т * * ' , ( I . I 8 ) 
ГДв сю 4 
отсюда I § + < * , T ) M ! ­ < * > t ) I 4 ^ / t * , V 2 D f 
2 ) F ^ ) = 0 « / l / * " ) , 1«}1­*о° ( I . I 9 ) 
Тогда с у щ е с к м у0>0 т а к о е , что при 1^1 >у0 
) F ^ ) | * A / » j l ' * * , А >0 т . е . , существует т а к о е М е / Т ? * г т ] > 
ч т о при I п | > Л) 
Для [чI Ь "Тд пригодна опенка 
Йэ ( I . £ J ) и ^ 1 . 2 о ) с ; ^ д у е т , что погрешность аппроксимации 
РР^ЛЦВЩ ^ ( * ) методой АРЙ H J промежутке и асимптоти­
ч е с к и : ±ОСЫ.:/ИИ ^ ( * ) * ^ г ( к ) при 1*1 > Т Л стремится к пули 
pa^Oi iepao относительно х если относительная погрешность 
­..л*лсллния. изображения . Такин обрязом,иетод АРИ 
д е з ? усто:*ч;;вьг алгоритм о б р а т н ы й . 
Полученная оценка п р ^ о д н а и в случае , всю; изображение 
Ф^рье (1Л) штъ особенности на действительней оси 
Ттл 2 зсл.: только выполнена условия ( 1 . 1 7 ) . _ 
Сели кзобряаоние F ( a ) ана; титичнс з полосе ­ а , < 1#иг 4 о»2, 
Щг$*>0 > з (1:Г7) с неизбежностью ц с ^ й я в у о н экспонвнци­
ольнпи и к о ^ / л п л ь , т . е . оно ииеет вид: 
Г Д Е Г < ^ Ь < ^ k • 
Ten с э : ­ ш сходимость алгоритма ул у читается, но для нахожде­
ния оя1ималА«ого Т ­ 7*^ необходимо решать ipnv;: енд­знтноо 
ypauneHi.j. Наиболее простои способ док£«оател;стт1а устойчивости 
алгоритма обращения ­ это сведение к рак ее рассмотренному 
одичаю * «оиользуя нсиозаыстго < i с помощью к о т о р о ­
го сводится к ( 1 Л 7 ) . 
Раойкоздрии далае обода* сличай выбора опорных Аункцил 4*t 
и Ч*г с одни»* простим полюсом, прелставллю.эдй наиболее строкий 
класс IATFFCJC функций* для которых ъезможно об'Ьвд>неи*1* cyi:ii но 
нцчетяц 7s ft»2.}i Так как гчешнил вид многих форыуд сохр^ 'гяот^а, 
наложение дадим .а сокращенном в я д е . 
ilyCTL 
­ и < < тт лр/; ч'ша 
ЗД^СЬ ftjf(X,Т)*У* (х,т) » (* ,т) , 
Аналогично предыдущему для погрешности приближения л ' \ ( л , т ) 
получим формулу: 
\ 1 И Х ­ п о *1 
Учитывая ( 1 . 5 ) , 
л ­ ­ ©о 
Если и з в е с т н о , что 
I S . ( * J ) I H ? T ( * , T ) N ) % r / F ^ . ^ 0 = 2 1 ) 1 ^ 7 ) 1 ^ . 
Е С Л И 
F f y b О а . з ь ) 
то существует ^ t > > 0 ' ^ к о е , что при )^\>^с \РЩЫА/^ ' м А*>0| 
т * е и , с у ^ о т в у е т т<=ное N ~Г^~*^} , что npa i*)>NJ 
Посла объэдинения сумм по вычетам в / 1 . 2 ) и при выполнении у е ­
ло ви Л: 
D х е Г ­ « ­ Л т , о ­ * ) т ] , о < < М , т , о , 
2) оригинал i^ GO при х ~ > ± с о имеет аснмптети­шскиб 
представления 
г д е обозначения такие же, ко?: и раньше, получим: 
Пусть F 0 ­ Щ то^да 
£ | С ( 5 Ь 1 ^ ) | ^ Р 0 ( 2 М Н ) ­ ­ Р 0 6 Т | « . 4 0 ) 
г л а r.pvi Т > f ­ *fс / т»" ииеют г е е то неравенства ^0/w < в <^ <j0^ +1> 
bfoJ * т ­
Для | а ^ ( * , Т ) | получаем сл*луквдю оценку: 
Тсгдя одопшдогше Т в смысл* минимальности суммы слагаемых 
в правей ча.оти является 
Полагая Т ^ Т Л , дна х £ [ ­ С * ­ ^ т > i ^ ­ ^ ) " ^ ] , 0^<Г< 4 (из 
( 1 . ч 1 ) ) получим опенку погрешности приближенного вычисления 
ор::*Алналм по ьстоду АР1Л: 
Для | * | ^ T J пригодна оценка 
| ­ *^*>| O e " X T V T ^ 1 . v ' ( 1 . 4 4 ) 
йз i I . ) а ( 1 . 4 4 ) с л е д у е т , что погрешность аппроксимации 
оригиаала %[*) методом АРИ на промежутке Г-(*-#)Тх t (i-(T)T^] 
и асимптотическое формулы ^ O O ^ V j C * ) " при * ^ т х Ш К $ " ^ х 
отрешится к нулю рчвноыерно относительно , еоли А ­ * + 0 • 
Такиа оСраэоы^мач'од АР^ д а е т усто^ивыМ алгоритм обращения. 
Кссл°дуеы алгоритм нахожде«ия оригинала T>ypie .^(х) ь с л у ­
ч а е , когдя ^ ( х ) принадлежит к достаточно простому к л а с с у разрыв­
ных фупкний Мл { Ч ] . 
Определение 2* Мп ~ множество ф у ^ а ^ и :^jR­^ !R таких , ч т о : 
1) на имеет ке более ятем конечное члсло точек р а з ­
рыва первого рода х , < х г < . . . < w j x j = х ; ( ^ ) t Щ*т(4\ ; 
2) на каждом промежутков 3 ­ ^ > >4j>Lx«> *J , 
функция С имеет непрерывные производные до порядка 2 п вклю­
чительно ( в концевых точках по непрерывности) ; 
3) для каждого х е # N ^ ^ f x ) ] £ Е к < + « о ^ 2 ^ . . ; п , где 
£ ча зависит от ( , .ричем 
, 2 о . 
После предварительного сглакиЕания оригинала с помощью ядра 
вейерштресса К ( х ) с е * р ( ­ х 2 ) / Л т £ 4 , 5 ] Ю*де* 
или 
+ 5X7 
г д * Т>0 « a ­ изображение Лурье ф у ш т е а ^ . (х ) „ 
Для удобства обозначим: 
Пусть ^€M h и имеют место «Ьормулы ( 2 . 1 ) и Г 2 . 2 ) . 3 f*J 
дан следующий алгоритм вычисления оригинала 1 (х ) : 
t * V ^ P ^ ­ ^ ^ ~ ? r , n I ( 2 . 4 ) 
г д е 4 \ 
2 . Примене ц из метода АРИ длд в ы ч и с л е н а сглаженного оригинала 
Фурье 
( 2 . 6 ) 
( 2 . 7 ) 
( 2 . 8 ) 
( 2 . 9 ) 
( 2 . 1 0 ) 
( 2 . I I ) 
Ч ' б 4 ^ ) * ) ** вырожденная гипет>геометрическая $унк"ия : 
? { а , С ,х) = ^ S ^ M ^ ' V ^ i p " ^ * , ( 2 . 1 2 ) 
a <t}HKifiifc 4f lh fx) равна ­ I ; 0 ; I соответственно при x < D , 
Х ^ О и " х > 0 . 
*унк"И* разрывов i*V,n полностью определяется набором 
точек рьарыва Оун^ипи^ { Х : ^ , екзчкаьш f~Aj(*j)J ^ и зё п р о ­
изводных з точках разрыва , те учет соответственно вводит в числен• 
•*ый &лгормти дополнительную аналитическую информацию о с т р у к ­
туре разрывов JJ(>t) , которая с ч и т а е т с я и з в е с т н о й . 
Аунш 'ия п определяется через производные искомое Функ­
ций $^(х) . = О | Р Л г > п j r > i иокпт бить исключена л о ­
с .ге^глтел^нцмк экстраполяниями по Ричардсону (V) . 
Для остаткз ^ г . г Д * ' справедлива равномерная no х О­ЮНКЙ 
] ^ т > ^ ( х ) 1 < £ Г ( / ( 2 . т * ) 2 п п ! ^ пртл"ем на Л Е З О У заикн /тои лрсиикутке, 
не содержаще?­: г , очек лезрыьа &^&Yi 
В работе Г*] д о к а з а н о , что погрешность алгоритма вычио­
ления оригинала Лурье <*2.4) равномерна на (Z при условш , 
«то погрешность задания иэобр р кенип Лурье для 
в с е х H € l R удовлетворяет опенке | д F ^ ) J • 
Изучим возможности применения вышеизложенных р е з у л ь т а т о в 
к обращение преобразования Фурье на б а з е метода АРЫ. 
Легко д о к а з а т ь следующие леммы. 
Лемма I . Если то и ^$ , F ^ x ) 6 L(Rh 
Лемма 2 . Еоли изображение FЫ)^СЧ^) % то FTi*)tC4fR) 
и удовлетворяет па действительной оси условию Г е л ь д е р а , т . е . 
F T ( * ) e h ( . 3 ) . 
Бели выполнены условия лемм I и 2 , то по терминологии 
работы [ б ] F y G ^ O j J > ^ £ $ ° Т И изображение F y ( z ) д о п у с ­
к а е т факторизацию 
г д е Г^(г) и F r£fc)' аналиткчны соответственно при Гм 2 > Р 
гд« ^ ( * ) ? ^ М ­ ^ * ) I ^ r M ^ r W ' ? 6 ^ i 76О­ Мгил*ма 
п и я . Тем самым обосновано применение мотода АРИ *яя определения 
На основании р е з у л ь т а т о в работы ( з } сформулируем с л е д у ­
ющую теорему: 
Теорема 2 . Пусть при Т>0 t x t f ­ r , T j %Т>0 выполнено: 
I ) М п и измерима на fR , 
. 2 ) ! j W / ( H x 2 ) оуммирусма на R , а С суммируема с квад­
ратов на (R, 
3) иаобраа^ние F f e ) аналитачно в полосе ­ «£, <Гп*£ < t 
4 " # | d z ^ O я в этой полосе стремится к нулр при н 0 0 в тогда 
д л я каждо­ йуьЪ'Ум Ф(г)бХ имеет место Формула 
(^ё = S r ( x , T ) + (*,Т) * С" (*/Г) , (2.16) 
К ~т (>:,Т) = * £ * Ък \~т[к­Т(м2)] . (2.19) 
Пусть ^ 6 ^ ^ и ­ r *j£* I *•*) t гдя ­ точки разрыва ^ . На 
осковапил. ( 2 . 2 ) л ( 2 . 4 ) лри Т > ^ « 'Г­>©о получаем 
20) 
Ззиетим, и т о основные суммы S Q ­ ( X } T ) содержат с т а б и л и з и ­
рующей множитель ехр ( ­2* /^? г ) , обеспечивающей устойчивое сумми­
рования. Кроме т о г о , эти суммы содержат только известные. 
&уьдого< 
При T > * f , учитывай С2.20) , получаем 
Теорема 3 . Если ^ ( ж ) ^ у ­ ( ч ) при * ­ > ± . © о , и это р а з ­
деление можно почленно дтЬ&эрениироьать 2п р а з , то при 
Т ч> + с о : ( 
# : М ~ ц г м ­ ? И Ч Ч * D ] ; 
1С-? 
!*аз яичные достаточные условие длл ди­.^ерсн^ирова» ия асимп­
тотические разложений *унк"ии дамя в [f]-
Яугооь и^Форма^п об асимптотическом п о в е р и л и искомого 
орилг ' вле считается и з в е с т н о й , 
йсли известна асимптотика оригинала к ел> пр^иззолнгчх до г п ­ г о 
порядка, то усслоэи? длфЬврв'Щяроъыгиг асимптотического раг>.ло­
г д е f " ° г . . -£,*ixi 
жения оригинала в теорекеЗ можно о п у с т и т ь . 
У ч т и в а я ( 2 Л ) , (2 т .б) и ( 2 . 2 1 ) , имеем следующий а л г о ­
ритм вычисления оригинала ^ ( * ) : 
г д е s r + i £ + u ; + P n n ^ n p . ( 2 . 2 5 ) 
В частном случав при Ч/(")~-~-'г€, X ( с м . o n p . I ) вывс­ . 
то ( 2 . 1 7 ­ 2 . 1 9 ) получаем > • ч 2 
Ш^ВШЩШ^Ш^ ^ . 2 7 ) 
Пусть ^GOfcMj и погрешность изображения Фурье F t * ; для 
з с е х Z6.fl удовлетворяет опенке | a F ^ ) | ^ X t а тактсе имеют 
место ооотношения f l « 3 ) v ( 1 Л 7 ) , ( I . I f f ) л вьшолнены услоьия т е о ­
ремы 3 . Исследуем в, первом приближении поведение первых трех 
ол&гаеиы* в ( 2 . 2 5 ) . Для погрешности приближения А ^ 7 ( х , т 1 п р и 
Т->н получаем опенку: г*> 
ИЛИ 
Тогда оптимальным Т в смысле минимсльнооти суммы слагаемое 
я в л я е т с я : r / * 4 T i „-\J— 
к - - ( Щ Щ % «да 
Полагая в ( 2 . 3 0 ) / f T A , получим ^ 
таким образом, ц.^тод АРЙ д а е т устойчив*** алгоритм вычислений 
^ГЫ) > а учитыгея исследование алгоритма ( 2 . 4 ) в у с т о й ­
чив и алгоритм ( 2 . 2 5 ) . Ппэшса *'2.30) з а ч ш в в а , после оё у т о ч н е ­
нии дли Tj^ можно получить Форцулу прягсдву*) для практических ' 
вччиедеьи^• 
128 
Б и О ^ о г ^ и ч е с д а : с п и с о к 
1. <Цдо90" A . M . t Арсенлн В.Я. Метод­* решения некорректных э а д » ч . ­
2 . Змрадовс ft.А. переменно преобразования ?уръе метолом асимпто­
тического расдир^нкп И"т^рвала / / Яопооси электродинамики 
и мелодии оплошных сред . ­Рига: ЛГУ, 1 9 7 8 . i 1У. ­ С . 126 ­ 1ч2 . 
3 . С ! С т р о : с Л . А . , !'ирулис Т . т . Л?1ь .е;:сние ^си^пготи ескйх разло­
лэни!. лля o6p* :TieHtf*i npuoop^aOiia­' iw *#рье / / ; ;^тви.;сяи ; ' ыат&Га­
Ti T4Ci, и Li о д е г о д ч и к . ­ ^ и г а , I i ) t f l r ­ В ы п . 2 5 . ­ С . 1ь>5 ­ 2 1 0 . 
4 . Бэлоз 'J.A. УотиИчятюс ь»­числение рядо^ и мнт~гралов Фурье для 
pr­зр^вных *у?!К1:иГ4 / / Латвийский цате:„г11'И , тесЛ|И е ж е г о д н и к . ­
л и г £ т т^90 . ­ З ы я . З ^ ­ С . 125 ­ 1 3 3 . 
5 . Ахи ;ьер а Л ! . Легалм по теории ацпрокси^аигш . ­^лНауяа, 1 9 6 5 . ­ 4 0 7 с 
6 . FfiXQe Ф.Д., Чегсл;­ ' kV/i. Ур*й7е"ия типа с ч е р т к и . ­ Ч . ; RV 'Ka, 
7 . Р^е'­птиньш Э.Я. Асимптотические р а м о я э н и я ч я т о г р а л о * . ­ Рига:: 
Еинатие, 1 9 7 4 . ­ Т. I . ­ 390 с . 
J.Siuotrovj . I n t i m a t i o n of the e r r o r оГ t h e i n t e r v a l ' a as . /a iptr t i ea l 
*хаагз ion'я aethod f o r the i n v e r s i o n of the F o u r i e r t rans form, 
олшегу . *or the a lgor i thm oi the Four ier o r i g i n a l ' s c a l c u l a t i o n 
by th aathod of the . i n t e r v a l 1 a a s y m p t o t i c a l expans ion the s t a b i ­
l e r­y i s p r o v e a ^ a t i n a r i o n of t h e e r r o r i s g i v e n end the о c i e e i 
value cf the method's parameter i s found. A l s o the case ol the 
discont inuous o r i g i n a l i s c o n s i d e r e d . 
j .^ i io trovs . Fur.je t r a n s f oraaci . iaa invers i . jaa i n t e r v a l a a s i i M t o t i s ­
K&s osc las ina^anab u e t c d e s kludas noverte.jiuaff. 
Ai.ottACJ .ift. f riek upskatxta i n t e r v a l * e s i m p t o t i e k a a рартasinasanea 
a e t c a t i?'urje traixsfoncaci^as i n v a r a i j a i . P i e r a d i t a metories a l g o r i t 
a t a b i l i t a t e , d o t s kjudaa novertejujus ka a r ! atcaatD metoJes p e ­
rrjnotrp с t i a a ? a v e r t i t a . A p s k a t i t s a i i ^aaijuius , kad s'urjc ^ r i p i ­
nalajb it pirua v c i d a partraukuma punkti . 
Ui.it «3x7.^4 ­j 5 1 9 . 6 4 . 
K:iMJii;> :J <>0'j­ r.QTt: атидл 
к /Tt!vu'SK>:'o : ; ! и в е р с и т 4 " ^ 
2 2 6 0 % cl Рига 
АСИМПТОТИЧЕСКОЕ РЕШЕНИЕ СМЕШАННОЙ 11АР160ЖЧЕЛС0Й 
ЗАДАЧИ С РАЗРКБНЫД НАЧАТГЬШШ УаПСВКЯКИ. I 
М. Белов 
Аннотация. На основе технапси решения бисингулярану з а д а ч 
с т р о и т с я асимптотическое *• 0 ) решение смешанной параболи­
ческой з а д а ч и , начальные услоьия которой имегт г>азоывы в т о р о ­
г о р о д а . Рассмотрены приложения полученных р е з у л ь т а т о в для* 
построения : асимптотических разложений — р я д о з Зурье и н е к о ­
торых и н т е г р а л о в ; алгоритмов У С Т О Й Ч И В О Г О с у г д а р с в а г а ч р / д э в 
Фурье, функций с разрывами второго рода ; возможных кодификаций 
алгоритмов численяого рзшения п а ш З о л ц ч е с к к х задач с разрывны­
ми начальными условиями. В первой части работы получено сорма­
льное асимптотическое решение.Обоснование и приложения резуль­
т а т о в будут даны в о второй ч а с т и . УДК 519^651 
I . Постановка задач; ; у 
Строится равномерное Л t Q , 61 ) а с и ш т о т и ч е с к о е (t­* *Q 
решение задачи* 
V u t a . U ; \ Ч 1 Л Ч 2 1 > й ; |и 1и-\Н я\> о . с и г 
г д е 
Л 2 " = Н 1 к v K 
Зункдии р . £ и ^ достаточно г л а д к и е . При лострое­
С 1 . 3 ) 
гле о< р £ . и J i j > ­ 1 » а 0 достаточно мало. Функция 
имеет лшиь один внутренний разрыв в точке X * X j f c l f t > t t , 
?тс сгранлчепие несущественно. Полученное ниже результаты л е г ­
ко распространяются и на случай любого конечного числа в н у т р е н ­
н е то т :ек разрыва.При построения $АР будем д о п у с к а т ь , что 
* по 
к=о ' ( 1.7 ) 
E w * этя огравЕче1Шя будут несколько оставлены. 
3 . дальнейшем п р е д п о л а г а е т с я , что ррсстсяния А й и Д о 
низ формально "с асимптотического решения ( ФАР ) будек д о п у с ­
к а т ь , что р , ф гл р аналитические функции, причём рас с т о я ­
H7.f от L q , ^ 1 до йлкза&п7_х особых точек функций р , р и 
больше % ­ а . Б дальнейшем э т о ограничение будет о с л а б ­
л е н о . 
Начальные значения U ~ U U t 0 > . т . е . функция j ( x ) может 
иметь разрывы второго рода ­ Случай наличия разрывов первого 
£,ода изучен в \ 1~\ .Конкретно рассмотрим: 
а ) * 
а-
а-
u ­
u ­
ju=0 > r 
­прячем вычисляются согласно алгоритму. 
от точки внутреннего р а з р к в а Xj до граничных точек а : г 6 
(^а также расстояния мевду внутренними точками разрывов , если 
их несколько ) дотаточно велико ( , Д а ^ >> 4~t ) . Таккм обргзо?*;, 
взаимодействие отдельных точек разрква не р а с с м а т р и в а е т е * . Это 
ограничение нижз не снижается . 
Б ээдаче ( 1 Л ) лоточник имеется лишь Е нач&лъаом у с л о ­
вии , Этс не ограничивает общности р е з у л ь т а т о в , т . к . задача с 
источниками в уравнении­ и в граничных условиях иззестн^ли гле­
тодами л е г к о сводится к решению с о о т в е т с т з у ш и х з а д а ч с и с т о ч ­
ником в начальном условии. 
2» Регулярная асимптоти.­/ 
Если ФАР уравне 'П1я задачи ( I . I ) при + О лакать $ виде 
ряда по степеням t , т о л е г к о получаем т а к называемую p l r j 
лярную асимтотику: + г ю 
Регулярная асимптотика С 2 . 1 ) „ вообще г о в о р я , не о п р е / е • 
на в точках Х- О. , & и У. = разрыва функщи { ­ £ ( . * ) , 
определённой формулой ( 1 .3 ) . 
Лемма I . Имеют место следующие разложения: 
^ Ц & л И И н Д к . С к ^ ' ) С см.Грглоаенне I . ) . где 
­ p U V p U ) , а * ­ p ( K 4 « r t / < . p U W } , к = 1 , 2 , . . ; 
i i = ^ к \ й ) / ( Д О к ft , t ч = ^ i 4 4 а ) / С ?<Ж> к ft , 
1,4,.? Й Ч * ^ * ' 5 , i С 2 . 6 ) 
аналог:тч:г'; к ,j» вдчисллгтс;: по ачгорит»*у 
frit b t , n l'> , йк , Ь к , С к , ^ к , . где теперь 
ф ( r i l s f jftifw . i v * a * » $ . ; С 2 . 7 ) 
" * , ^ ­ i : c в я е з ^ г п ч P 1 (to 4 w ,K .V e ' i . йч* Ьк, t*', 3 к ) , где 
С " З ^ И У К ! , К ­ 0 Д . 2 , . . . ; С 2 . 8 ) 
и по аягогятиу friCC.,* \ ? j , » к Д « , С* , Чк ) , г Д е 
Ц « t f t Y ' V . V t ? ^ ) * 1 ­ ) , с к « kif « ^ Ц Й Й * » > * 0 . 
Из ле;.»м I о т д у е т , что регулярная асимптоаика (. 2 Л ) не 
является равномерной в окрестностях точек разрнва функции ^ , ™. 
задача аост^оения э с ш т ч и и ч е с к о г о ПГ,и t ­ » + 0 ) пешьния яядачи 
( . 1 4 1 ) относится, таким образом, к классу бист­нгулярных £ 2 ^ . 
Fno яслслъэуются некоторые общ^е технические приёмы решения 
ПРИ OTCV VAT С ) л­.чядаге? ^ITA* 
S T к 
з а д а ч т а к о г о т и п а , изложенные в [ 2 ] . 
3* Локальные асимптотические редег = 
Поскольку регулярная асимптотика ( Г . 1 ) ке ср.тгсдиа в 
окрестностях точек разрыва фу:пшлл ^ , т о в нги необходимо г о ­
строить иную форму асимпготичеекоР аппроксимации решения з а д а ­
чи {1.1 ) ~ Для этого вводим "быстрее" время 1 - t/l • t ­ • •о — 
параметр . При этом задача ^ 1.1 ) переходит в 
3 . [. Б скрестпостл границы 1 = a tfAF вець*?. 3 . 1 ) 
ищется э в л д е : 
Есдставдяя С 3 ­ 2 ) з С 3 . 1 ) ( переходя п р е д в а р и т е ья^ в 
К аргументу £ ) л гроуэдч ^ г л е х е н а ч по с т е п е н и 
лого пгра^етра £ # fiasyw* задачу &&.CV*Ji |.<<# Q . , 
^ ч ) (см.I!наложение 2 . ) для определения $уаёйв£ Ук, (* 
В этом пункте а к , 6 К > С к a i j * определена 4<рмула*л ( 2 . с ) 
К задача S i до^аатят^тся граничные условен : 
порождённые 1ран.;чц::м условием ^ i u \ j | , u * * 0 задачи С 3 , 1 ) 
услсв;те Л ~ ' ­ * \ Ж в £ = ? 0 г*десъ игнорируется ) , 
; Лля определения <?ущодгЛ V K , a л с п с л ь э у е т г я автомодель 
представление : 
С возвращаемся :: исходным аргументам t и )t ) в а для опреде­
ления famci0tf и ч а ( В ) получаем задачу S 2 С * к , ъ I е * , & к , , к , 
C 4 f ) , Звпчём дополнительные граничные условия С 3 . 3 ) 
. преобразуется к ьйду: 
о • к - 1 . 2 , . л . С 3 . 6 ) 
В итоге Л Л Т $£№££3 V K h 4 ) лслучены представления в впде 
стеленных рядов с радиусом схедамости R = о*­> ) вида: 
Летали вычисления ЧУ^  ) даны алгоритмов 
В :астнссти/ 
где Ф ( ^ , ^ и . * , 0 и 1 ^ 4 V > л Н ^ — вырозденнне г и п е р г е о ­
метричеекге функции, 
a ju f c * G при V*2.^ О и 
Оормулн ( , 3 . 5 ) ; ( З Л ) и дают искомое ФАР задачи ( , 1 Л ) 
н окрестности границы Х = О­ . * 
В окрестности границы У= 6 ФАР задачи 1 Л ) с т р о ­
ится аналогично предыдущему. В итоге полу^аеч*: 
% Ф Ц t ^ U a ^ x V ^ O , 1 ­ ^ f Д ? . п ) 
$>нкгаш lTK t ( Z . ) о п р е д е л я е т с я алгоритмом 
г д е a^t %K?tK* заданы форкуламе {2.4 ) . 
3 . 3 . ХАЯ построения ФАР V] задачи С 3 . 1 ) в окр.зстнос~ 
ти внутренней точки разрыва X = полагаем V\ = V«<. + • 
и, р а з б и в а я С 3 . 1 ) на две задачи, получаем * ^ 
\ U ­ * i ) * « u o o , i > * i , 
' L v « . Ш% 
( , 3 . 1 2 ) 
X > X: Сз.15) 
Граничные условия задачи С 3 . 1 ) з д е с ь игнорируются. 
3 . 3 . 1 . ФАР задачи С 3 . 1 2 ) ищется в виде : 
Как и в п . Э Л . д л я нахождения функций V K ^ * U получаем з а д е ­
S>iCV K %.\oC b 0 К > Ь К > t K , 9 * ) ^ . г д е й „ 6 К . С к и 
t j * определены ( , 2 . 8 ) , а д л я ' Л / к ^ — з а д а ч у : 
З а Л Ч Г ^ Q ^ , K K > С к , & ) г д е теперь а к , 6 Ч к 
С к определены С 2 . 9 ) • Условия согласования 
Л ы определения 'рункцгй V * ^ ^ и V K ) ^ используют­
ся ЕВТО1/.сдельлре предстаьлгнпл : 
I 
где $^**VPC*\) • При S T Q K ФАР С 3 . 1 4 ) принимает 
вгц: 
V = j \ к С3.1Э.) 
где г = ( х ­ х ^ / ^ y ^ t ) С возвращаемся к исходным аргументам t 
и * ) . Для. функций i C ^ U ) получаем з а д а ч у : S 2 ^ K V \ 
Г Ч > а к , , t K , ) , г д е и к , & к , С к и З к определены. 
С 2 . 8 ) ; э д л я V " ­ a < W " > : \ ^ j ( а * , t K > 
t­к , й ) > г ^ е f t к и С к определены ^ 2 . 3 ) . Условия 
С 3 .16 ) принимают в и д : 
V, 3 . 2 0 ) 
приводят ft cMjt9j№fcm дополнительным условиям на функции V** 
В итоге получены представления Функций Т^к^; С 2 ) в ^Д® 
степе;шых рядов ^ с радиусом сходимости ) а зада 
• о© 
Детали вычисления ­ (.В ) даны алгоритмом 
где . 6 * , Си и с £ определены ( .2 .8 ) . В ч а с т н о с т и , 
Функции же ) имеют представление 
Например, 
3 . 3 . 2 . ФАР вадгчи ( 3 . 1 3 ) строится аналогичным образом. 
Б итоге получаем: 
0 0 V * — 
г ­ е a | = p L ^ / p O j ) , z = u ­ ^ / O a ' ; t ) . 
Функции определяется алгоротмок 
< й 0 » > Ь <гП* , к ­ о . ± , . . . .Сз.26) 
i частности, 
3 итоге инеем следующие локальные САР задячи ( 1 Л ) : 
1 ) Ь окрестности границы Ж ~ ft 
2 ) в окрестности границы * — fe 
к ­ о с g t 
3 ) в окрестности внутренней точка разрыва X = * ^ 
Л-со 
^ к , ^ U ­ > = С 3 . 3 2 ) 
Еде a < , 6 K , С к и f}~ задяны (2.5) , а 
ft; t * > , * « • ­ i , 
( 3 . . T 3 ) 
£== ( X ­ X ­ t ) ; . причём здесь Еведеаы обозначения 
4. Свойства лекальных ау..дсттот,тческ:;'с реден::' 
Б дальне1:!те№ потребуется ряд свойств ­pyraucu, входящих в 
полученные выше ФАР. 
Ле?.г.'а 2 . При 2 ­ * +©о тлела* место зледуюпнв асимптотичес­
кие раэлозкендя: 
+ 00 ft 
V K i t * w z * / _ n v ^ п ­ г . / а ~ п . ' ( 4 . 2 ) 
t o o 
u ? 
доп}ск?га:е г.очл?н~хг.д'^^е^^хтсогснге.Коьст­хнтк Д)п,к , 
А)п к * к определияы соответственно в ^сгг.»улах ( . 2 . 2 ) — 
С г 1 . ? ) . 
Ле*?*.а 3 . Ilpii г . ­ * « э 1т:яет *ч*с?о гслтгптот^ес^ое р з з л о ­
Д - K F C T O O К 
константа J( * , *v и определяются алгоритмом 
й>СХк,ч; U l ; Г.н, 6к , С К , ) , « в й к , Ьня 
С К заданы формулами С 2 . 9 > , a G + — (J2.G ) . 
Демма 4 . При 2 ­ * + с о имеет место асимптотическое р а з л о ­
жение „ 
константы J f K > n к ^ ­ к , п ^ определяются алгорит.аом 
^ 5 ^ * » * > 1 k , w , j * \ , &к, » С к > 9 К ) , г д е Q K , К к в 
Ск&ВДвны формулами 4 ? ­ 8 ) , a — ( J £ . 9 > . 
Разложения С4.р)Ц и С 4 ­ 6 ) допускают почленное дочерен­
дарование.Доказател>Л^а лемм проьодчтся стандартными Метода­
ми [ 31 . 
Буше получеяо д в а вкда ФАР: регулярное ( ^2 .1 ) и л о к я л ъ ­
ные ( 3 . 2 ? ) — ( ^ 3 . 3 1 ) д л я о к р е с т н о с т е й соответствующих к р и ­
тических течек * ~ й f ^ * b и ,v ~ * ^ . 3 дальнейшем будем 
работать не с ф:рмальными асимптотическими р я д а м , а с к о н е ч ­
ными суммами следуюлего Еида: 
к = о 
.V, 
К * О 
Для согласования отдельных есиуптог.тческюс разлажена,', 
вводятся Функции: А * ^ ? ^ А , ^ U Г ^ m , * ^ A * , * U > 
и A ^ x A ^ . V j 
функция А т , г ^ А п , у U о т д е л я е т с я сладут­та с 1га­
зом: в С'1.7 ) L k ^ разлагаются в ряды ( обтчнчи ляг. dCxuni­
тотяческ/s ) по степеням С П Г Я * ~ * * i v 3 * Х - * * \ - С 
соответственно ) в в:'р­ч:*лт­т через =^ .= T ^ t ) 
г в полученном таким сбраэсм вьрачсн;:! удержинагт ля'аь m 
Б! х ^ главных ) слагаемых относительно стелет:о8 t * 0 . 
Е и т о ю получав:*: 
A r ^ U ­
}УИКШГИ A ^ ^ A ^ ^ U Е A ^ ^ ^ A ^ ^ U CTfrjlTC/i РНлЛО-
гнччо, 
' .ун'шя А п > * А»^,^^ V | о.:рсделяется так: в ( 4 Л С ) 
, ; ' H K I ^ : : , j ii а&да€ ст "i , гаял&Гагтсл в рч^н по СЯЪйЫ'Ж щ 
ттги 1л­^7%вв| ^состгетст^ешю х : я & > ^ А СЙг2 ( 3, .3£) г 
^.3^33 ) ) f I j 1ы : .ш» /гся через Х­ * j г ь пслученном tam&I 
о б р а з е в?;.гч.У.е.!1!п \^cr­;iBak?T **v первых lviasroor ; <дац?$здгс 
иткосительяь с егене? t . AHaionruwM оСразо?/ о&Нд€ЛЯ>лсл и 
*уч:<г:!и: А . Ч | > A ^ a V f t в : 
Косуде кои­.:?£укт:т*яого пс^гроечтл пг::;; й ' 1 Ш # й уте легче 
Г . С М ) * И 7 = ^ Г ­ • С 4 . 1 2 ) 
А п > * A ^ ^ V ^ = A ™ ^ 5 А п , х U 
С 4 4 3 ) 
Обоснование ФЛР я приложения получеянта р е з у л ь т а т о в будг/т 
дэны во второе ч а с т и работы. 
Ррилрзсеяке . I 
UK ^ \ \ cC^ Q н j C u , Q k ) — алгоритм вы­
числения A i t 4 # n > ^ О Д , ? . , ­ ­ . а п = О Д / 2 , , с о г л а с н о 
р е я у р е н т ш « 0 > л = У и , ^ ­ 0 , 1 , 2 . , . . . j 
Теорема I . Дкя V n a f l ^ t . . . . и V ^ = 0 , 1 ^ 2 , . , 
v o o у оо 
-V- сю + с© 
Д к > о = к= 0 , 1 , 2 , . , л ^ п = О ­ 0 , 1 , 2 , . 
где 
Здесь и везде ните ~ 0 при л < пг\ , 
1ЧЧ 
ческие функции; 
Г'сас1ьнты Д м в ы ч и с л я ю т с я согласно алгоритму 
С ' ^ к Л \ *Ч > а * , * к / \ ) * Последовательность в ы ч и с ­
л е н а след? гадя. Так к а к Д 0 j l 4 = 0 , п ­ й Д ^ в . . . ( S D U ) = Q ) , 
то сггачала вычисляется в с е с £ 0 n , з а т е к на алгоритма г \ 
спределлгтся Д ^ п . »после ч е г о находятся э е ^ п , а и з 
Д ^ , п . и т*д* 
1*3. ^ 3 С А к д п \ ^ > & к Д к , С к ­ * к ^ ) — а л г о р и т а в ы ­
чяслеяи* д ц > к , к = 0 Д , 2 л . . . » л ­ и Д А ­ ­ ­ по рекуррент ­
гшг* формулам: Д 0 л ^ 0 л п ­ 0 , 1 , 2 # . . . ; д л я последующих к * 
= 4 о :.меем 
ц. л к , л + г v — 2 — 5 ° k , v \ , 
n = a , i , 2 , . . . , 
где " ­
Y L t t * * ­ t , n ­ i * A g Yl t e * K r M ^ t ­
6 « « 1 
согласно с о о т н о с я щ и м : 
r ° o t o o 
K * 0 
г » У fcH i • Л Е l i b 
• :Г1 'П!; ^к . .л . ­ .^.г­утс­ •"• . •гласно а л т с р т : . . } 
• со 
1 . 1 . Р ц Ч ^ к ­ 7 1 %К, С к , Ц К ^ 
— алгоритм вычисления ЯГК ч ) = 2— Э С * ^ i. а д / 
л 
Констентг 5 к , п , ^ определяются следукипиу гбразом (x* 2 , ••)•• 
Для *\ 0 , 1 , 2 , . . . , 2 . К - 1 : 
С 1 f rjH 1 с­' 
ДЛЯ К = 2 К 
А к , * \ ° ^ , a v < , ь к Д к , Э е к л ) .Последовательность 
вычисления следующая­ Так как Д 0 j 4 = о , * * о д . г , . . . С Ь 0 и И ) , 
то сначала вычисляются все э е 0 з П . Затем из алгоритма Р г 
определяются . После этого находятся , а из Р ь 
Л 2 > 1 4 и т . д . . 
— алгоритм вычислены £ * > п и к ­ о , 1 , 2 , . . . , 
r \ - 0 , 1 , 2 , . . . , tow 0 ^ 1 , 2 , . . . , к согласно следуисим соотно­
шения:,!: 
для к= 1 , 2 , Ъ , . . . 
8 vfoH, о , О Д , • , 2><­1 ; 
д л я п. в 2к»<­1 , 2 к * 1 , . . • 
з д е с ь ^ к > . 4 > ^ = 0 , S - I J 2 J . . . 
О к , п , н ­ ~ С 1 *• J f K , n . ) О к , п , к , 
1^ =­ o , i , . . . , K - I ; 
д <Д) . U ) д ( Ч ) 
* = 1 , 2 , . . . ; < \ « 0 . 1 , 2 , . . . i f % - 0 . i » ­ ­ ­ , к - 1 ; 
M i 
0­0 
Приложение 2 
з а д а ч а ; 
X " д _ 
J* » ' 0 , 1 , . - . , m - 1 , 
f A = 0 , 1 , . . . , i 
к-2. 
и л - О 
для определенкя фуйМцгё = ^ ' к Л ^ Л ) , • •• 
2.2. Ьгс i i l s [ ы., a w ; t < , с к ; 5 К л — э':;эть 
2 
1 
I S T " ~ ^ 
к* о , 1 , 2 , - . . 
ьое 1 г числен*: 
К«Л. B e l o v , The asymptot i c s o l u t i o n of a nixed p a r a b o l i c 
problem v i t h d i s c o n t i n u o u s i n i t i a l c o n d i t i o n s . 1 . 
Snmg.ary, Basing on t h e s o l u t i o n t e c h n i q u e c f b i o i n g u l a r 
problems, the asymptot i c ( t ­ * ^ 0 ) s o l u t i o n of a mixed p a r a b o l i c 
problem whose i n i t i a l c o n d i t i o n s can have second order gups i s 
c o n s t r u c t e d . The o b t a i n e d r e s u l t s are a p n l i e d : 1 ) t o c o n s t r u c t 
asymptot ic deconposi t i o n u of C o u r i e r , s e r i e s *jnd some i n t e g r a l s 
2) t o c o n s t r u c t a l g o r i t h m s for s t a b l e sum^otj on of F o u r i e r a e ­
r i e s of f u n c t i o n s which may have second order c a p s ; 5) t o c o n ­
s t r u c t p o s s i b l e m o d i f i c a t i o n s of a l g o r i t h m s Гог a numerical 
s o l u M o n o f p a r a b o l i c problems w i t h d i o e o n t i n u o u s i n i t i a l c o n ­
d i t i o n s , l a the f i r s t p a r t of t h e work the formal csymp*.oti': 
s o l u t i o n i s g i v e n . The j u s t i f i c a t i o n and core a p p l i c a t i o n s of 
those r e e u l t 3 ^re the s u b j e c t of the second pa*«t. 
Кафедре обею* математика 
фт13ико­:лате\:птически­. 4 а к у л ь : а т 
Лзтвд­ск: :^ у ш и в з р п т м 
2*6098 Р и г а , JjaT^fi 
Эрдейи А­ Асимптотические разложения . — М. г Наука , 1 9 6 2 . 
— 127 с . 
JkA I ifoJov Да. Jaukta v e i d a parabol lakaa р:гоЬ1етрае 
^ o l m p t o t l b A a a t r i a Зла Jutjb a t p&rtrauktam funkoilam r&kum* 
noflacljunog. 1. ~ 
Ano t a c 13ft « Izmanto^ot bia i ia«uiaxM *izdovunu rlelnAAanae 
me­codes, l r a t г а я t o ae imptot i eka ( t — * +0 ) a t r i e l n a j u m s 
Jav.kta ve ida p a r a b o l l e k a l problem*i ar o t r e ve ida pardreuktare 
fun 4c i Jam e&kuna nosao i jumoa. Ip lOkot i i c g u t o r e z u l t a t u 
p i e l i e t o j u m i : I urje rindu un dazu in t ­ tgra lu as lmptot iakaJoe 
att lc t i^uraoe; s t a b l l o a FurjS r l n d u a r o t r a ve ida 
partraukumiem aunmesanae a l g o r l t m o a ; s k a i t l i a k o a l e o r i t n u 
modi*Iceeanal parabo l i c ко problemu r i s l n e e a n a a r partrauktaa 
funkcijairt eskuna noaaci^umoe. Darba 1. d»4a l e g a t e formela 
aaimptot ieks atr i s inaju*rs . Kexodec pamato juir.e un r t ^ u l t a t u 
pral.tls'trle p i e l i o t o j u m i ti le? d o t l darba £ . daJ­A. 
ТЕОРЕМА OS ИНВАРИАНТЕ АБСТРАКТНОЙ ИГРЫ И ЕЕ ПРЛМКНЗКЛЕ 
В АНАЛИЗЕ иАТШТИЧВСКИХ IlirPJfLSK 
А.Цибулис 
Аннотация. Доказывается теорема, позволяющая едииообр*огю 
анализировать определенные свойства ыатеиатичеоких игрулзг П^г 
водятся некоторые uocue р е з у л ь т а т а При этом изложение ведется 
на достаточно элементарной уровне. 
УДК 5I .OOI.8 
Математические игрушки (МИ) настолько разнообразны, что дл 
них не разработана д^же удовлетворительная терцинология, vc:* бо 
лее — классификации. Среди них иодно выделить о т д е л ь н а классы 
поддающиеся изучений) кзьестныии иьтеыатичс­'кики средствами. J 
другое стороны, для многие Ш Н2 известно почти ннкакиз содержа 
тельные результаты. 
В литературе, в * которой отводится место длк ЦИ, с ^ ы ш т е л 
но редко даются достзточно строгие и полныо докаэатудьства та / 
или иных свойств ра^С1:атризае^ых UK. Такие доказательство [1 ,2* 
как правило, опираются на аппарат высшей иэтвмьтикк, обладаю:Й:: 
тел достоинстзои, что по­воляет с единых позици" анализировать 
определенны" класс XI. 
В данной статье предлагается друго* подход, ОТЛИЧУЮД^ЛС .Ч п 
простоте, но тем но ьенее , не теракми­* названного дестолкст:^. 
Пусть П , £Щ Ш J * 3* — нибор всех э л ^ а т о 
(ct<j . * . , Qn) с Uf&ty '^ОбзД рездичацый ко^иэнеыгаии из 
. . . Через С/ обозначил чгру, » кото^о* состояние Q (точку 
(J $!Р) требуется перевести а д р е с е состояние ^ £ 2?­ о;>олч>— 
дая следующие правил'»: 
Из рассгчтрзнсеисго состояния 4f V перейти в след, 
мо.­сно, только попеняв кОДфЭДф две компоненты (люс*е) ^очКй^ 
Такая перзотаг:оа:\а коипонеч­.; йаз^в^етсн одйЦ вдом. 
f£/­?J КОИ'ГЧНЗЗ СОСТОЛНГе (Г.ЗЛЬ WipvJ ЛОЛлНО v>JTb ri^V4Ch: i t 
(D 
Пс существу, интерес п р е д с т а в л я е т не семо числи Jf*/f в е г о 
зьза = 1(У)> которые по определению равен / t если 
/Ю > О, и ­ / , если J(yJ^C. 
Лемма I . Если у < ^ о т л и ч а е т с я от только двумя ком­
понентами, то J(x) - ­ J'ОУ' 
Д о к а з а т е л ь с т в о . Ради определенности буде... с ч и т а т ь , что 
­*V ~ yj j *j -У* j 1 < j \ Правую ч а с т ь ( I ) представим в виде 
г д е Г ] , — произведение р а з н о с т е » , еодер*ацкх ^, 
или , а \ \ ч — произведение разнос :ге« , не содержащих ни Ф 
ни У/ 
После несложных преобразований ­
JTRI 
г ­ , * ^ 
J — 
я с н о , что перестановка Jtf a J - меняет знгк I \ f , *j/ % 
с л е д о з а т з л ы ю , з н а к величлнк 1 (Y) 
Оледстдиз I . Четное число н е р г с т с ­ н ^ о к не инги: №~ 
личины 
игры U 
ТС*} , ДРУГИМИ СЛОВАМИ, У (ИЛи ?. ) йЩЩ .IHHjpHtHIQU 
четное число х о д о в . 
цель игры достижима не в с е г д а . Б частности» при fl-2 точка 
[4,2 ) не может б ь т ь переведена в точку (2, 1) з а четное число х о ­
д о в . 
Для фиксированного элементе Jir ­ (*i) у х s п) € • / через 
J (у) обозначим произведение р а з н о с т е й его компонент, т . е . 
Пусть запись ~ у о з н а ч а е т , что то . .и У у с ф п е р э з о ­
димы друг в друга (согласно правилам игры (J ) . 
Необходимое условие для т о г о , чтобы одно состояние бь­лз вы 
переводимо в д р у г о е , д а е т 
Лемма 2 . Если я <~ у , T q 2 (У) ~ 
Д о к а з а т е л ь с т в о . Пусть Г Г / r2 t , * >,ТЛ* последовательность 
к е д о в , при помощи которых jc переводится в у , т . е . 
<j< * ч * ?гТ1*=У. Отсюде в силу леммы I 
Для игры ( / справедливо и обратное утверждение. 
Лемма 3 . Если ^ у е ^ и ­ 2(У)> тэ tf**jft 
Д о к а з а т е л ь с т в о . Очевидно, что для любых лг, у £ >Р всегда 
найдется последовательность ходов • •» * таких»' что 
Г, . . . Tf у - у . Поэтому, согласие лем­te I. 
Если >Г н е ч е т н о е , тс ­ ­ , что противерсчит у с л о ­
вию леммы (так как Z *0 ) . 
Итак | А: чэтное . Тем самым лемма д о к а з а н а . 
Леммы d ii 3 сформулируем я вм;,е теоремы. 
Теорема. Состояния. х,у 6. 3* пер&вод.:ыы друг в друга пи а р а ­
вилам игры U тогда и только т о г д а , когда ?(<}т2 у*. 
Более кратко это запишем так 
2 2 ( y j 4±> У. щ 
Замечание I . Теорема сохраняв? силу и г болев абетряктнру 
с л у ч а в , когда в качестве £т , см. определение наборе­ Т , б е р е т ­
конечное множество, состолдез из аяеиентса произвольном, т ш р о д ы . 
Замечание г* Более длинном путем и в другой !:ср­:улирсвке т з ­
теорек.а доказывается в fcypfcf* высгзл а л г е б р а , см. так*е [ ± t i t 3 j . 
Пскзяем, как :та теорема молзт бль п о я с н е н а в анализе опре­
деленных с воле т в Ж. b часткост ; . , Для многих X! из это.: т е о р и и 
л е г к о следуг* вывод о нево.т:о.сл:>*т.: перь­водч одного " о е т с и ­
нвя в д р у г о е . 
I . Кубик F;;QHi;a 
Лредпол: : ^ е * с н , что читатель ?HO.COI с йръЕэлши п е р а ' с а е н а к 
аяеь:ентоз >тJ.I И других UH, разскотренн^­х ниже. Достаточно сйЖТт 
Ш4 материал !ДО собран * ££ * , v0 MOIHO н а . л * гаэисв дстопи­
ч­гоьис C B ­ W U K M и f tu'4jp;iana.v. пс и х н г ч ^ к о ь . / / С ^ и л ^ г и ю 
15*4 
Пусть У^ j Cj i j - '/ 2, Л j с о о т в е т с т в е н н о угловые 
средние аяемэнты говни ( слоя ) Г 
Поворот грани / ~ п р е д с т а в л я е т собой две операции: 
• У * ­ * У2—>Щ — Л — Л / С — О ­ ^ ­ О 
какду* из которых можно з а д а т ь тремк ходами, ci\a(u/j это о з н а ч а е т , 
что любому повороту граней кубика с о о т в е т с т в у е т четноо число х о ­
д о в игры U. Поэтому согласно т е о р е и е поменять местами лишь д в а 
(любых) элемента этого кубика невозможно. Таким же образом этот 
факт может быть показан и для кубиков Рубика любого более высоко­
го порядка . 
2 . Игра "IS" 
Зтэ игра в свое вреыя была не менее популярна, чем знамени­
тый кубик Рубика . Страсти вокруг нее у г а с л и после т о г о , когда ма­
тематическими средствами была установлена неразрешимость предло­
женной з а д а ч и , А именно, невозможность р а с с т а н о в к у Q фишек (см. 
рис Л ) леревестм в конечное состояние 6 (см. р и с . 2 ) . 
' У 2 3 9 
f 6 7 f 
9 fO ff f2 
Р и с . I . Р и с . 2 . Р и с . 3 . 
Фиктивную фишку (пустое м е с т о ) обозначим числом 16, э в м е с ­
то утверждения Н (otb)i состояние О'= (f,j, ,­ . v ф fSk ff, *6J 
невозможно перевести в состояние 6 - % * • • , Щ / п о 
правилам игрь: " 1 5 " 
Докажем более гбщее утверждение Н (л»у) , т . е . когда ­вместо 
Q, Ь берутся произвольные состояя::п К У о * ?(yj-
Это условие заведомо ваполн^етсн ДЛЯ , у а , что С Л Е Д У Е Т 
из л е н ш I или /*е может быть л е г л о проверено кспосриДитЕенким вы•• 
члсленизн . Без ограничения общности ОУЛДО ^ ч и т ^ г ь , ч : э 
/ 2 J * 
$ to р а 
г 
И т а к , ( У ~ <2 либо х ~~ 6) ъ (} з /Ыбо у^Ь)* н и , посч^ль 
ку 2Шф г (6J , го отсюда при предложен;!и ­7>/ " 1 ­
л у ч а е к ( 4 - ~ ^ , у w . : . : 6 о ( - * ' - ~ 6 , ) . a WG значит , 
3 . исостра^отьенш., : :и^; ;ог игры " 1 5 " К­гб 
­ Так обданёчеиг У'Л, а когоро.. ^} .еи^асние ьдлазчных кубиков 
происходит ъ гределех к^оо 3:%ЗлЗ, ^­L. ?.:C**u 
/ JT 2 
J у 3 
~ Угс ­ f& , и заметим, что переход от * " к У яевозможен 
за нечетное число х о д о в . Это с л е д у е т , например, из"пр;»нципа р а с ­
краски шахматной д о с н и " , см. p i j c . 3 . Здесь можно рьссуждлть и так, 
как это делается во многих р а б о т а х . Филка 16 должча совершить 
столько же ходов вверх , сколько вниз , и столько же вправо, с к о л ь ­
ко В Л 9 Е 0 , иначе она не вернулась бы н а з а д . !!н;ши слезами, она 
должна сделать четное число ходов . T'JKHM образом соблюдено у с л о ­
вие (и 1} , поэтому справедливость утверждения И ЩЧ) следует ­
из теоремы. 
Замечание 5 . На самом деле утверждение H(*,yj доказано при 
более слабых предположениях по сравнению с допустииы.ми хЬ/амч а 
игре " 1 5 " . А именно, и т о г д а , когда разрешается переставлять м е с ­
тами любые две фишки, лишь бы число таких п­зресттновок б'­ло бы 
четным. 
Для более полного анализа игри " 1 5 й еае покажем, что , как и 
в случае игры U , выпольено ( 2 ) . Согласно ь ^ е д о к ­ э п н н г н у из 
j ~ у (по празилам игры " IS 1 * ; с л е д у е т , что ?(*)-?(у; Очьахо 
обратное утверждение 2U) - 2( у J *"^у не вытекает из тео : ~ 
мы. 
Любую расстановку фише:: игры " 1 3 " межно свести к г:дсгоан«цо 
Q лиоо к — 6 , с м . р л с . 1 ­ 2 . ото следует н е п о с ^ е д о т ^ к л о :з 
т о г о , что для игры " 1 5 " можно поменять местами л и ­ ь ;ри \шп$й 
(любые). В частности , перестановку трех . ; п е к г ­ * 3 — о * 2 неж­
но осуществить по следующее схеме 
1 2 3 9 * 2 - f 
Ч S "* J 3 у f 
; 
Jt 
27 
7 6 3 
a У 
27 
Р и с . 4 . Р и с . 
Задачу упорядочения I ? подвижных кубикоз осложняет т о , что 
центральны* кубик каждого слоя э а ^ к с и р о з а н . Можно ли поыекпгь 
местами только два кубик ? Нет. 3 силу рассуждений из пункта 2 
этого невозможно было бы д и б и . ь с я и т о г д а , когда все 26 кубиков 
были бы подвижным;;. А вот i . .менять местами лишь три кубика, н е ­
смотря на препятствия и з ­ з а ке.юдвияных куби^оъ , т$ ке цоэшо. 
Пусть S* о з н а ч а е т , с .фиктивный куб;:к (пустое место) п е р е ­
мещается в слое чУ на <гк единиц по направлению движения ч с о ­
вой стрелки , а в случае противоположного направления будем пи­
с а т ь S~\ Через X,y,Z обозначим слои , которые о п р е д е л и л с я 
их центральными кубиками *,.у, * , с м . р и с . 4 . В этих обозначениях 
операция (выполнимая слева н а п р а в о ) Г ~ Q2*QZ~* f где 
Q ­ У9У"9 У'9 X" , меняет местами лииь трч кубика 
8 — 6 . Отметим, что операция Ц ( 6 * — 6 , 18*— 2 7 ) , т . е . 
переставляющая кубики 6 и 8 , 1У и 2 7 , нбхет быть весьма п о ­
лезной для ускорения процесса упорядочения кубиков . 
Замечания 4 . Решение задачи упорядочения кубиков К­2£ можно 
найти акже на основе плоской (двумерной) Ш1, в которо* две 
ки — 4 и у — закреплены, с м . р и с . 5 . В Гч­, стр.90_) утзер­<да­
е а з я " т о т , ктс решит эту трудную з а д а ч у , л е г к о спразвтьсл к с 
объемным "минус­кубиком" " , однако решение не приводится . В к а ­
честве ключа к решению это­i з а д а ч и , охарактеризованное как труд­* 
н а я , предложим операцию Tf = Q Р (с тс;., же результатом д е я с ­
в и я : 6 — > 7 — ~ 3 — ч т о и / } , г д е 
Замечание 5 . К­26 относится к г а * : .•::•:>J-::-. :'--v. 
В книге [ I ] из ыинуенсубикоз анализируются лишь оаг&е прости 1 ­ . 
Дополнительные сведения , а т а к н з О1глбочк:.:е ,\yi.v-u... ;й#Йh* c n v j . ' ^ ­
Р и с . 6 . Р и с . 7 . 
Пусть при у1!оря^ече.чи;: />:< эле^ентол в отличие от игры " 1 5 " 
ОДЕ допускается ци:с1ическзн пйресглюз:­.а элементов .iwioro г>мдз, 
: . е . ог.ерзиия 
С- (*ч,х<2,-*х;*) 3 <''">''' / Шгл 
Введен операции 2 
г ie : j . in :TCB И / = Ч ? / / > к з з ы з Ь # 2 . что а пустое r t c r c следует 
лереднигагь ЗЛб&ен? и О u ^ u r ; t ' . Ст.*:рацк.­: Fy коза*; : :пио о т 
тельно минус­кубиков можно найти а [ ч ] . 
Ц. Башни 
Идея — переходить из одного с ­стояния в д р у г о е , не о б я з а ­
тельно используя пустое место ; й ^ р ы в й е * более внрекше здедшж* 
ности fno сравнении с игрой "15") создавать ноьие , содержатель­
ные и достаточно слоаные I T . Однлко Ъ " б а с н я х ' , встречающихся в 
продаже, эта идея , к°к правило, не реализована . Наличие многих 
мекзд еобой не различаемых элементов "иааеь 1 1 д е в а е т зьд&':у лл 
; юридочения почти т 4 1зиельнон. 
Аналогично, как при решении задачи упорядочении эле^еитов 
Х­26 можно было в х о д и т ь из соответствующей да'унефкбй XI, та < и 
при анализе "башен* можно р а с е к з т р и з з г ь с о о т в е т с т в у й т е им плос­
кие варианту. 
Пусть игровое поле состоит из / # < V / клеток , 
г д е />? число рндов с к :СЛЕТЛАГ.:1! в казщШ, Ъ цяетка СЧ , С ; К 
р и с . 6 , соответствует пустому месту в начально:.! и конечкец ' ; о е т о ­
пнилх 
два кольца ( д и с к а ) , содерзсэдих пс 6 элементов каддыи. ЙЙУ ч^шк 
mt £9 меняет местами лишь три элемента <Кг—*гг—*tf 9 
а действие операции С го­;.»зано на рис .7", Непосредственно отсюда 
заключаем, что для /Г**:* (для "башен" э т о с о о т в е т с т в у е т ч е т ­
ному ^ с л у " п о д ъ е з д о в " ) операция G* меняет местами лишь 
два элемента 4 ^ и ­ f 2 . 
Покажем, что при нечетных 4 поменять местами лишь два э л е ­
мента невозможно. Для э т о г о д о с т а т о ч н о п р о в е р и т ь , что т е и з м е н е ­
ния в правилах перемещения э л е м е н т о в , которые з д е с ь рассматрива ­
емую игру отличают от игры " 1 5 я , а именно, — циклические п е р е ­
становки — также соответствуют условию 
На саном д е л е , 
г д е % о з н а ч а е т , что на j -1 ходу меняется с ^ > ­ / / ( / " г ? " : ^ 
Поэтому при нечетных JC ци1 :ическая перестановка э к в и в а л е н т ­
на четному числу х о д о в , и с л е д о в а т е л ь н о , в силу теоремы поменять 
местами лишь два элемента ie озможно. 
Таким образом, среди : Ш типа "башен" существуют т а к и е , л я 
которых поменять местами лишь два элемента невозможно, и такие — 
для которых мозгно. Это з а в и с и т от четкости числа "подъездов" и , 
р а з у м е е т с я , от правил перемещения э л е м е н т о в . 
$ш Кольца 
Последнее утв рждение и соответствующие рассуждения из пун­
кта ч­ справедливы также для " к о л е ц " . В к а ч е с т в е примера " к о л е ц " , 
для которых можно поменять местами лишь два элемента , рассмотрим 
1 : известную под названием РОТОС , см . р и с 8 . 
словами, допустимы только операции 
/- и г, ь, is,*/'* '(Ф>2, к щ *j 
I (2, \ ?, /О, % ~0 = fSt 2, 3, Щ .'О, SJ 
и их комбинации. 
3 [1 ] приводятся три операции соответственно с ,иши<*ш Щ% 
2 0 , 19 , мен.лыщие местами лишь два элемента.Последние две опер*.— 
ции.кстооые в обозначениях К, / .имеют в^д: 
охаректеригованн ь этой работе следующим;, словами: "А ?лк п о д ­
линных ценителей праведен две операции ­ кэюшнчи, дайдедоде 
Д.БакзрелоЕым для перестановки фишек I и 6 РОТОСА". 
На самом д е л е операция меняет местами не l * ь , как 
утверждается , а 6 и 7 . Эта кзюминка судестзеяно устулаех рдед­у­
а д о * формула Д Л И Н У I I 
l щ: l 'уп ш i ч ]щй * ч • 
В свою очередь, длину операции, кеня:з.;зй местами толхки I и ь» 
I JO с о к ы т и т ь пс краЛнз/ мер'1» до 1 5 . В к а ч е с т в та:*о * опДОниф ; . . 
ни 15 служит, например, 
KL3r'L3tcLL ГЧ 
Замечание 6 . В сотрудничества с j . s e s / . o o u jjpg ; : . ; o : i : компь­
ютера найдены в с е операции длины 10, меняющие м е с т я ш ЛИШЬ £щ 
элементе ?0Т0СА. Одна из них 
Длина 10 минимальная, т . е . HL одна оп^рац^л, цедяюцая ; : е : "« 
лишь д^а ал саек т а , не LJFSEV бь;гь кеньаеи Д Л Н Е Ы . 
Замечание 7 . Относитi­лы!о тог»), как;*с всос'дз ь ­раст .коя* ; , 
могут Т»О:ЗА1.Г.:«УХЬ З кольца:: ^ л з о з е е к а в д и с л циклах , , в [ I , r p . '•?] 
б е з д о к с о ъ г с л ь г т в з ^ ь частности , ут^ерл \цается: 'ьелл ебз цикле t r o ; j 
л а т на четное число э ­ . с :1 .итов в го д ^ ^ й к и м ч v c e четное п о с т а н о в 
ки , и толыго они 1*. Lc.­!t н° н а к л г . д ^ а с ь дополнительных о ; р ь н ^ ч э ­
н : ; . \ такое утьер^ /емпе о е н б е ч н е . 
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EXISTEHZ DES Р1ХРШ1КТЕЗ F<?R DIE УШ1ЫЗ DER 
ABBTLDUTIGEH IN EINEK J3TRISC.IEK RAUM 
I . Galina 
Zyaammonfasauiig. In dieaem Artikel l e t eln Pirpuaktaitz 
ftir Abbildungen der Famille in einam raetriechen Raurc a l t 
einem abgeechlossen Operator bewleaen. 
AMS Subjectclaaei f ixat ion 54ii25 
O.Eirleitung 
X ee l ©in metriachor Raun a l t der Entfernung d und mit de.* 
abgeschloaaen Operator S. 
Definit ion. Die Abblldung SiPX­^PX (PX l e t die Keug3 der 
Untermengen dee Rauaiee X) helyyt der abgeachlossene Operator, 
wean jeden атте! Uengen А Р 3 € Г Х die drei Bedingungen gor.ttgca : 
I )AC3*S(A)CS(B) i 2)ACS(A) i 3 ) 3 ( 5 C A ; ) « S ( A ) . 
rtir nehjuen an, da^ die Selbetabbilduncen der Ponilie in 
dam Rous X def ln ler t l a t , l a Satz I dee Artikel [ i j l e t bel 
badtimraten Bedlngung9komplett fUr Jede Sclbataboildunc der 
Familie die Existenz doa Fixpunxtea bewieoon. ? i r interoaaieron 
una fiber den geneinearnen Fixpunkt der Abbildungfamilie und 
bekommen folgendea Jrgobnia. 
I.Ergebnis 
Satz, Ее e e l , da/Ь :X) In einea B e t r i s c h e n R&um (X yd) eln 
abgeechloaaenar Operator definiort lat und der Raum X 3­feoaipakt 
le t 2) jede ab^eachlcaaeno Kugel 5(x .r ) 
a l t dem 2entrum im Hinkt x und dem Hadlua r£R S­atgeachloaaene 
l e t ; 3) fur Jede Abbildung f:X­*X der Taml­
litF genugen fclgende Bedingungon : ^ 
a ) V x f y £ X : d(frx) , fCy))6 mux ( d C x . f r x ) ) . d ( * y f ( y ) ) J j 
b;VxC­X (3f€5": i ( x ) ^ x ) аур ,euj>d(j , f (y)) < diaa A ( x ) , 
wo А(х) :«Л {At P:: / X*A & A « S u / * W f£jT: f(A)C A ) . 
Dann g l b t ea a i n e n ej.n2.igcn Fixpurkt v c n d s r AbbtluurgfaMil* e 
• Pewcia, Von der Akaiom deo Cotti k o n a t r u i e r e n w i r a o i c h e 
nriniipale Kenge Ы, no : I ) tt*tf>% 2) U=S(K)j 1) £{l\)C Kt V tkS? . 
Ss a e i e u a € M gegeben. T)a A(a)cr м i s t , dann f o l g t von 
Minimal i ty Ы A(a)«=M. Лепи f ( a ) ^ . fur 3ode t6& i a t , darn l i t 
der Satz bewieeen . fca a e i « da/5 f^­? e x i e t i * r t » fUr den aj»f(a) 
i a t . Von der 3edinGuns 3b f o l g t , da/3 
У?УР wSF ^ Х » * * * Х ^ " : Г ^ diara i s t . 
i£a s e i e n x £ Ц gegeben. tfir аелеп d i o Mange AI ­ ; 
AI; = ( j Q ­ 3 ( f ( x ) , г ) ) Л К. AI 1 s t k e i r e l o e r e Uen^e, vreil x<£ AI i a t . 
AI i s t 3 ­ a b £ c a c h l o s a e n e uenge a l a Krcuzung von S­nbgesch loasenen 
Mengen. f i r gebcn YFC AI und яЛЫсп f r o i t e i * . Лия 3 o f o l g t : 
d ( f ( x ) , f ( Y M ^ пах ( d ( x , f ( x ) ) , d ( y , f ( y ) ) } ­ < r . So wie jeden 
: d ( R ( x ) , f ( Y > ) ^ г dnnn f ( y ) 6 AI l a ^ . F o l g l i c i i c t e l l t j ede 
Abbildung f £ ­ ^ d i e Mange AI i n s i c h d a r . 1Ъ А1<^Ы i a i ­ , danr 
f o i ^ t vreger. Minimal i ty K, da/3 AI­U i a t . P o l g l i c h von j e d e r 
x , Y € M u n d f6^": d ( Y , f ( x ) ) £ r „ rfenn Л2 :~(j£*B(Y f r ) ) Л К, dann 
f O l ) C A ? i a t . A 2 с 1Л i s t , l e t dann f (AZ ) C ;A2 . Daraua f o l g t , 
da/^ L'­A2 i s t (wc^wn V U i n i m a l i t y ) . A n d e r a a e l t s :diam Л 2 < г < 
djara A . Das i a t e i n tfidsrapruch­ P o l ^ l i c h i s t g e l n fcemeinsomcr 
Fixpunkt der A b b i l d u n ^ f a m j l i e . 
M e Unitftt dos Fixpunkts f o l ^ t voa Bedin;;un£ 3 a des 5 a % z e e . 
Litart i tur 
1 .Л.Х.^иепиньш Колыбельнея для маленького т и г р е н к а о неподвиж­
ны* тоокагУ/Топологическке п р о с т р а н с т в а и их отображается ­
Р и г а ­ I 9 S 3 . ­ C . 6 I ­ 6 9 . 
И.Галиня Суи+естрованив неподвижной точки для семейства о*обра­
щений в метрическом г р о с т з а н с т е в . 
ai*HOT£i1ия, Б работе д о к а з а н а теорема о неподвижной Т О Ч К У 
для сзу^Йства отображений в метрическом п р о с т р а н с т в а , где з а д а н 
оператор замыкания. YJffi ­ i l v \ 9 t 
X,Galina Z x i s l e n c ; nf common f i . i ed o o i n t f o r i'r.nily of 
reapplu^a i n raefcric орлее» 
Зипютагу» ?ix»:d p o i n t theorem f o r f a m i l y of mapping? i n 
metr ic apace v/ith c l o o u r c o p e r u t : r i r p r o / o d . 
/uiLi 3­jbjec­ o l a n a i f i c i t i o n 94K£5 
Boulevard ? a i o u 19 
f i n i v e r s i t . l t L e t t l a n d 
KOPLJA ГГЕКизПзА FJKKTA, bKSISXSHCE rJKIZSTIEJ TO5*j 
АГТСЬОЛЩЧ h"Oir?£ATlVAI ЗА1Г.Ш ME;RX3KA TBLFA 
Anot&ctJa. Darbft p i e r e d l i a bekue*:!Cg£ punkta teore^a n«9lz­
e t i e p j o a u attsTojurm k c n u t n t l v a i et . Iraui motrxskn telpjfi, /curl 
dote elScu­na o p e r a t o r s . ШЖ 517.9S 
0 # levadr, 
^eku^tigo punktu t e o r l j a l l e l u i n t e r e s t l r i R n \ i o i j l 3 
darbe I i ] . Ttijft t i e k nplOkota n e i z s t i e y j o S a a t t e i o j u n s r e f l r k ­
alvr.e Samba t e l p i s чракакор* ar aora&Tu e truktdru . VelAicrt 
l a i k a daudzi matemfitifcl c e n t u a l e a ­ l a p a r i n a t 5o teorflrau n e i z ­
a t i e p j o a u attelojurau konratatlval sa imci . Art pat a Y.A.Klrxn 
Icopa ar L.P#Bexjuuu vis^arinftji . 'j oav­u r o z u l t s t u darbfl £ t ] . 
Smejot iea pa doraai no Siera dlvi­чп dr.rbien un le iveiraojoti??3 
, no [ З ] i legC.ta jaUA.e r e z u l t a t a а1С£шга oparatoru valod' . . № ? b l v 
*l£eronr» 
oQS o a b o z l e e an maLO fcepu oH'^ A, 
3ot zujus аЗъ1ез }au Xaanl rrlb, 
Jo lea l a l noabz eCLnu mlkatao ^йк£з, 
Ja J i r d e t i k ilaudz no n o z i a k i a гг5Л) ? 
( 0 . V a l e r i a kra^una Migmlk*) 
I .Parr.atjgdzlenl 
D a r t o s i n i e o motr inkl t o l p a X. Defi.­.r­alm Ttrvja tclprt rlP£M-
rna operatoru 3 . Ar PX anzlnvain; X viau apalcuKopu i»aiml. 
: o f i n l c l . l r . I , AttClojur.u J:PX­»» PX aau v ein par elCruBta 
oporatoru t^lpa X f Ja k»itrftn divan; tc lpa.s X ррокЙко^аг* Л uu 71 
izptloau : 
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I ) ACB Ф S ( A ) ^ 3 ( B ) i 
?) A ^ S ( A ) j 
3) S ( A ) ^ 3 ( S f A ) ) . 
b e f i n l c i j n 2» Talpu X eauksl/n par 3­ko*opaktu, j a k a t r a i 
t e l р а я X S ­ 3 l 5 ^ t u kopu c e n t r e t a i s i a t e t a a l i r netokga S^Cluma. 
AtcudinuBim, ka a t t e l o j u m u t:X«*­X eauc par n e i z a t l e p j o S u , 
j a katrlem diviem t e l p a s X punktlem X un у : 
a < f ( x ) . t(y)) й d ( x A y ) . 
Attelojumu s a l m i JF^ kuru v e i d o j o s l e a t t e l o j u m i t e l p u X 
t t t € l o * e v i , e a u k s i n par korautat lvu, j a : 
f ( s<x>}»s<«x)> . t / x c x , K t : , g £ ^ . 
Plrmaja piemara s e s k a r e i m i e 3 a r normalaa s i r u k t u r e s J a ­
dzlenu* Taiks im, ka normdtae v e k t o r u t e l p a e X i z l i s fcai apake­
kopai К i r normala ntruktCLra, Ja t a s Iratru i e r o b e S o t a un i z ­
l l e k t a nev iene leraent lga аракекора H o k a l a t e t a d s punkts y , ka: 
oup d ( y , x ) < diam If . 
2«Kezultata 
Теогб.тт. Pie^eiPHlra, ka X i r m e t r i e k a t e l p a , 3 i r alSguma 
o p e r a t o r s t e l p u X un X i r S­kompakts . r ienemaim, ka jebkurn 
e l e c t a l o d e fl(x,r) ar c e n t r a pvuikta X un r u d l u s u г i r 3 ­ s l e G t a . 
Pieuemsijn, ka J r i r n e i z s t i a p j o e u a t t o l o j u m u , кая to lpu X a t ­
t e l o s e v l , komutat lva aaimo un k a t m oaine«^" i a t i l p s t o a a a t ­
telo.jwna t nclruotlgo pun;ctu кора i r S ­ s l 6 g t a , Ka train a t ­
telojumam ICJ un katrua punktam I € X ( X J F F C X ) } a p s k a t l s l m kopu 
A(x,f):«=/1[A€ Р Х / XC: Л & A»S(A) A t(A)C Л| un pienemaira, ka 
tajfi o k o i s t e punkts у ar IpaSi l T 
eup 4 ( y . z ) < diam A ( X , F ) ( " n o n i a l a a s t i ­ u ^ u r a e " nooac l juma) . 
Tad a t t e l o j u m u aaimei *У n o k u a t l g o punktu kopu F i x ^ : ^ ^ P i x ( f ; 
nav tukSa. 
^ Pier&dljuma* Viapirna p i e r u d l s i E , ICQ, oairaoa 1} 3­olC/jtaa 
nekuot lgo punktu kopas v e i d o c e n t r o x u a ia t£mu. 
Pierfidljumu voikc im induicctjaa c e j a pC*c nttGlojurau olcni­
t a , pienemot , k a ^ i r c a l l f i a , t * i . t ^ » [ti i i = I , . . . » k j • 
Indukc i jas b£za : totl, apr;alvojunm i z r i e t uo rakota [ з ] 
teor^ETps 4# 
I r d u k t l v a l e pienSraume i k^n, a p s a l v o j u u B p a t i e a n , ja. a t 
t f i lo jucu i r e x a l t e n. 
Izdar lo im induktlTO pfiraju, p i a r a d l a i n , ко apcolvo,!ото I 
p a t i o a a , j a k»n+I, t . i . , Ytx&*?t?lT.{tL Turpna^cajog a^rie 
d'imoo apzlaaaim { f j , f^,.*.* ГйJ а г ^ ' и л ar f, f«c ir.du': 
t lvf l ptoyCmuaa • P i x ^ e ^ F i x ( f c ) | J 0 . Pfii­liecinUfiimiea, ka 
f ( P i x < / ) C F i x J ^ Ja x £ F i x ^ tnd f / ( x ) * x . 1 = 1 . 2 , . . . , n , Tfl ka 
j T i r koir.utatlv* eaime, tad :ft' (f ( x ) ) « f ( T i f x ) ) ­ f ( x ) , 1 * 1 , . . . 
Earn iogavuSi, ka f ( x ) i r nfckvat lg i i e punkta viaierr i t t i l o j u ­
miem f , 2 , . , n ) Job f(x)£ ? i z < ? \ Кора Pix­^'nav tukfci • 
Tfi i r 3 ­ a l e c t a ka S ­ a l e c t u kopu afcolana un, tu k£ I i r J­kon­
p a k t a , tad ari P i x ^ ' i r 2­konp?kta . Vnrutu l i e t o t vr . l re iz i 3 
teoTflnni 4. P a r l i e o i n a a i m i e s par diva nor.acljvrau 1 ­ p l l d i : 
a ) k a t r a FixT* a l e g t a lode i r 5 ­ o l c c ­ u ka S­ol3;;tu kopu.6fc*:­
luma : B;^/' ( x r r ) « 3 j ( х , г ) П ?lxJ\ Vx £ Fix J\ / г 6 i i f . 
b>katram x £ Fix W* (x ) ) корн 
kflKp(x,t)im П [AG P ? i x * ? ' / x £ A & Ae^(A) & f (A)CAJ so­'crlt a 
kopu Л / ( х , Г ) » Л { A e PX / х € А Л A«S(A) ft f ( A , V л ] | 
t a t a d kopu i z p i l d a s *Mormalao atrukturos" noaacljuma. 
L i e t o j o t [ 3 ] teorCmu 4, ioe'lata/n, ka e k a i a t c tada x€?LxJ\ 
kn f ( x ) ­ x \ job Pi^^'Opi . r ( f ) - n Q 1 pix ( f : ) ikO. If. ka t e l p a ? i r 
S­Eompokta, tad attelojuru'. a a i u e i ^ i r koplga n o k u n t ^ a i n 
punkta ari ­ad i juma, j a & пат £ а 1 1 з а . 4 Ь 
З.Г1е??0г1 
V.A.Kirka ш. L . R . 3 o l j u a o .­акз^й [ 2 j t i e k l l e t o t a n o y a c i ­
juma, ku t o l p a i X i r n c m a l a atruktOra. Var p e m t o t , ka r.iOau 
praelbaa i r vfl jCLkns.4 Viapirne utstraOair,, ka, X i r t e l p a ar 
narmalu u t r u k t u r u , tad no t a aoiro шиаи tc­огЗгсао "normal .^c 
e truktarao" noaaci iuina. Bet пэ o t r f . c i , to parfcda 
Налога I* Anok^t lc in talpu с ь , kaa aaatflv no uz n u l l i 
коауоггд jouaa. reftlu n k a i t j u v i r ! 
ltx'1:" anp) I ^nl / Tcipat c 0 nav n«rsialaa atrukturae* 
Katr.ui xe WCO.I) :^ { y t ^ . / l y ^ 1 xindU : y n i o ] dufinOcLji 
f(x):«^0. Attelojun­.a f kopu J­f (C»!) a t t o l a aevT un i r иг.Гл­
a t i e p j o a a : || f ( x ) ­ f(y).K ­ 0 i . lx ­y ' l , V x , y t J t ( 0 , I ) . V i a ­
n l ^ a i o tf. nekuatir^i ie ^ankta i r o, Siojuna opcratora С lomu 
И.Галиня Сушаст везанив обцэй неподвижной точки для л е г е с т а н о ­
вечного семейстса неоастягивающих отображений ь метрическом 
пространстве. 
Аннотация• Е работе доказана творома о неподвижно? течке для 
перестановочного семейства нерастягивающис отображений в 
метрическом пространстве, где задан оператоо замыкания. 
УДК ' ) 1 ? . 9 Ь ' 
L a t v i j c s J n i v e r a i t a t e 
F i z i k a s un matemutikaa f a k u l t u t c 
Llatematiakas a n a l l z e o katedrn 
226098 Riga* :laina bulv . 19 
neraoim o l e g t u 3 i z l i e k t a s c o u l c s o p e r i t o r u . §aj& s i t u a e i j f i 
A ( x , f ) = { т х / t * [ 0 , l ] J ixfQ) u n , «а , pieir. , y:=f­, *Rd 
aup/l ly­7 ,11 / z £ A ( x t f } J a ­ ^ ^ g x i i = diam A ( x , f ) . 
rlf.kcsaja piemSru p c r a d l s i m . ka teorcmas nosacl;Jums par 
at te lo jumu nckustloO punktu кораз 3 ­ 8 l £ ~ t i b u nese!:o no 
parejiem noiiaclj'orciem. 
PiercoVa 2 , Defineeim : tfx//: = max j j a I ; |Ъ IJ , У х = ( а , о ) £ | Л ^ 
X : ­ [ х й R V | / x U l ] i f (x ) : « ( a , l a ( ) , V x £ X. Sle£*ma opera tora 
S ХоггЛ a t k a l i z v e l o a i m i e a s l e ^ t t l a i z l i e k f c a s c a u l a s o p e r a t o r u . 
Axt^lojuna f n e k u e t l £ o punktu kopa [ x ^ х / D " l a / j tomer nav 
i z l i e k t a , I.aut e r l v i s i parCJie teoremao nosac l jumi i z p i l d l t i . 
LJtora t fxa 
I ,Kirk v/.A. A f i x e d p c i n t theorem f o r m a p p i n g wnicb do not 
i n c r e a s e d . iameterp / /Arcer .b ;a thJwont iay ­ I965 . ­V .72 . ­P .Ю04­Ю06. 
2 . "Jelluce XI#P« , Kirk '.V#A. P i x e l p o i n t theorems for c e r t a i n 
c l a s s e s of nonexpanaive mappin^uZ/Proc. of Amer.I.iath. S e c ­
I 9 S9 . ­V . 2 0 . ­ P . 141­146 . 
3.А.Х.Лиепиньш Колыбельная для маленького тигеренка о непод­
вижных точках//Топслогические пространства и их отображения­
Рига ­19еЗ . ­С .Г)1­09 . 
I»G.'iliqa S x i s t a n c e of common f i x e d p o i n t f o r corrjnutntivc 
fa nil : ' of nor.expansiva тарт?1пкз i n m e t r i c apace . 
Summary.Fixed point theorem f o r commutative fami ly of nonex­
panaive mappings i n metr ic space . 7 i t h c l o s u r e o p e r a t o r 
i s proved. ДШ5 Subjec t c l a s s i f i c a t i o n 5^:25 
я ш & и nixsrm ИЖ85ТШ1Й ш ю e 
I . K i p r t o e , A . L l f p l Q * 
A n o t A c l j t . P i a r * d l t a a a k u a t l a * р л к и t a o r J a w n a l c t t l a p j o * a 
t i p * a b m o J u a \ * a a i t o p o l o f t l a k A a t e l p a a . 
Y l a p A r l a o a a J a l a l k A a t b l t o o t i l . [ 2 1 u n f 3 ) . 
P l t Q M i l B , K I I l r k o p * . Kopaa X vlm\x apakakopu a l e t t a i 
a p s D o t a l * a r B . 
D o f I n l e t J t t 1 . A t t e i o j u m i ff: П -* П E * u k s l m p a r i l l g u m 
o p a r a t o r u kopft X , J a katrftai d i * I e X apakakopla i A TIN B I 
11 A C В » « ( A ) С f ( B ) i 
2 ) А С ff(A) a 
3 ) f ( 1 ( A ) ) » ff(A) . 
P 9 F L N L C L ^ a \ 2. T a i k a i e , k a а1«аллва o p e r a t o r * W k o p * X l r 
a l e a b r l a k a . J a k a t r a l X a p a k t k o p a l A \ m k a t r a a К a f ( A ) a k a t a t a 
t a d a e a l l c a A a p a k a k o p a B, TOLL V ( B ) . 
J a X a p a k A k o p a l A I A • 1 ( A ) . t a d A a a u k a l a p e r 1 ­ s l 4 * t u . 
Ar a p c X n t a l M v l r u r a t i o p o r i t l v o a k a l t ] kopu , a r ­
r l a u r a t i o n o n a e a t l t o a k a i t l u k o p u . { 0 . 1 . 2 . . * • 
D e f l n l C l j a 3 . A t t t l o j u a u В! X • X •* a a u k a l a p a r 
a l s a t r U n i I topt X . Ла k a t r l a a d l v l a a i kopaa X p u n k t l a n I ш f i 
1 ) *(Ж#У) - 0 « 1 - П 
2 ) в ( Х . у ) ­ В(У.Ж) . 
J a Ш l r a l a a t r l k a ксрА X . t a d kf t t raa I • I ш k a t r a a 
Г ш R f I 
B ( I Г ) I « С У m X | В ( У , 1 ) * *• * I 
k a t r a l X a p a k t k o p a l A I 
DLLTL A I « SUP l В ( Х , у ) { Х . У « A ) . 
*) Вез лтературноЯ правка ( р е д . ) 
T o p o l o & i a > a £ » t a l p a i X p u n k t a X v l a u a p k * r t * i u a i e t e ^ u 
a p s I m A a l A a r t J ( X ) . 
P e t l n J c l j & 4, Т « 1 к в З « , k a t o p o l a j p i a k a t e l p a X u r t a j a 
d a f l n a t u e i n o f c r l k u В u n a l g e b r l s k u • l f i g i D A o p * » r a t o r u V i r 
l Z o x i e a & a i l f e u p u l k a t o n i m a J a t 
i ) V A « P X : 1 ( ШЩ) m WHS) Г (A) ; 
2 ) V x ­ X V г • R + . Wf ( B ( x e r ) ) m в < x , r ) ; 
3 } V x * X У * a W + 3 U * U<x) V у * U V E m It 
I s ( 7 . s ) ­ B{x9z) I < « . 
Р1#^лпш1гп, k a t j j o k o l j a f t o p o l o £ i e k u t e l p u X, k a * J r 
l l d £ l £ & « m J l a u p ' o l k f i t e n i m , a t t e l a e«?X, J& X 4 X, t a d ; 
0 < x ) : « ( f n ( x ) I n ­ z + > ; 
A ( x ) : « п С В « FX | x e В 4 B= « ' < B ) « i ( В ) с B > . 
D e f l l i l C l j a S« T e l k e i j n . k a r u n k o l j a f I r l l d c X * * a t a 4 . d i : I # a t . 
b e t n * pArAk rwp&cl^i t l ^ i r o k a l , Jfti 
1 > t l r n e p & r t r a u k t a i 
2 ) ) q ­ ) 0,1 I ¥ 1 , y * I ; 
в { Г ( х ) . J4y))< s a x ( o ( x . y ) . q 0 1 a m ( A ( x ) U A ( y ) ) ) j 
3) Y x « X. ( x * f ( x ) ) 3 у « A ( x ) : 
in* ( aup{ в С у ^ С х ) ) | I , n ) | u « j ) < d l a i A ( x ) . 
D e f l n l C l j a 6 . T a l k c l m . t c p o l o t f l e k a a t « l p a * X. k a a I r 
l l d z l f f a s c l l A u p u l k a t e n i a u n k u r u f u n k o l j a f a t t e l o n a v l . 
а р а к а к о р а T z l a d k £ r a a a a l a a e , J a : 
1) T I r f ­ k o m p a k t a < t . l . . k a t r a l e a n t r a t a i • ' ~ a l d f f t u 
T apa icAkopu e l e t f i m a ! t r n c t u k a a A k ^ l u m a ) ; 
£ ) Y X ­ X : Г ( 0 ( X » П ^ М . 
T e O T t a a . T o p o l c £ i e k u t a l p u X, k a a I r l l d x l * a s w l l * u 
p u l k a t a n l m , a o v l a t t C l o r u n k o l j a X, к а л I r l l d z l g a a ^ a l d x l g a l . 
b a t n o p a r & k n a p a o l a t l ^ a l r o k a l . 
J a a t t A l o J u m a a 1 talp4 X k a r a a a a l A a a u z c l a d a p a k a k o p a T . 
t a d a t t f c l o J u m a a I e k a i a t d u a k u a t l g a l * p u n k t a , 
P l e r a d l J U Q S . 3**kaoA o r C o m a a k e i o o u k o n o t r u e a i m m i n l m a l u 
n a t u k A u , If' ­ s l S t f t n t a l p a * X a o & k a k o p u H. к ш ­ u t a t t o l o а а т Х . 
Doma p a r C o m a a k a i o n u . p r o t a i e a , a t v * j o n o X a p a k e k o p a a У r a a a a 
l & a e a t i e d a . B e t t u r p r k & k a j a T e j a l n a l s l a l k e г-Oa p l a i n t с 
n e k l a t l g a j a £ v e r b a t t l k a l p l o k l u e u a a J a ) emilju pulkste^a 
p a s a u l e e p l e e a n l S . 
PioaeaiBlm. km a € U ( v a l p a t : a * M f| T ) , D l e r £ d i F ~ «, k a S 
e 1 ( a ) . P l e Q e m s l m p r e t A J o . A r l u n k c l j a a T e t f I z i ^ J & m n^V^i 
( b e t n e pAr&k n e p a o l a t l g l ) ctaraeklAeim t a l u b с A ( a ) = M , l ia 
г ' : * l n i C c u p { л ( Ь Л и ( а ) ) | m > n > | n « * * > < ллсд ч . 
PloQemsl jn , k a Г а ) ППХС T \ q d i a m I f ) , dlaffi If I § 
А ^ : » n * B ( l " ( a ) , r ) n « l s ^ n ) ш 
A : ­ U { A n l n а 
( A r * q « ) 0,1 Г s l S o J a a f p l a u k a t a . ) Т а k a Ь « A . tad A 0 un 
1 ^ 0 . К о р а I f ­ e l d g t a , J o t e l p a X l r smllspulkjateniae*- Та 
ka t (A^) ez A J 1 + 1 (П « Z + ) , t a d HL) с А 1ГЛ I (А) с ^(Х)" ^ ~ A . Кора 
Iff l r m i n i m a l a , t a p So If = A» 
Р1оц&шлirn, k a X e iff u n £ « T e l p e e X шл11£и pullti ЬМОА 
1л Iks v e i d o p u n k tern X t a d u а р к а х t n l 0. ka | 6 (y, B ) ­ P \ Z j j ) | < * 
т 1 я 1 е ь . У ** U u n v l s l e i n 8 « X. A t r o d a e kadfl У « Я П А. МП каДал П 
B ( y . r ) =. ( I й (а) I m > и) =: P n . 
Snalleu p u ' k a t e n a zvaaam atakanot, 
• ' ( l y = B ( y . r > . 
Я* ( Р д ) c B(X» Г + * ) k l u s u o a t a a . K l u a o i A г ш о в Ы е з 
u n p l e t u v o a l z n i e e : 
f * ( ? n ) с В ( Х , Г ) , Jo r e e l a p o z i t l v a o i c a i U a * Irveie l r 
t±k brlvu, k a « rolzS ver atg-AdinJt gan slcAltli 3 , «?an 
priedfikll - p r l e v a j r d u ' p i e " u n bat I I G J : I ^ B orrnium atklAemos 
p r l e i c a h i . JA, 
B d . r ) => о Н Г ( ? П ) fi T | n * * + b : 0 , 
bwt n e p i e t a u v o e l m l s B wktaiti X, AJ*I 7 l c a sl>fi ая1 idu' AU<1V 
dv«eellte i r br-lva: 
A* a f\ I B ( x . r ) П M! x .f И К : ? ^ . 
В = И ? Ja atrautoe tSdfi X « B. ke l ( X ) с В. tod 
U a B ( ? ( t ) , r ) О M №tu W Inta Apakekopa. 3 u t srr-IltXa ier f t '^tUe: 
С = tf, Jo С - netukSa, - slSpta кора. Iciltu £ ATt£lo norl. 
В * II j 
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\пва^Штя1 Доказана теорема о н е п о д в и ж н о й т о ч к е для 
отображений нерастягиващего типа в топологических 
Katam^ - l a k e * a n a l t a e a k a t e d r e , 
L a t v l j a s u n l v e r e l t a t e , 
R e l n a b u l v a r l e * 9 T 
2 2 6 0 9 8 Rlfta 
Neeao&aa o l p a r a l o e * b l l 
D L A A В К Г < ( П А Я И, 
ft l r f Вк m a t l e g a l e p u n k t e , 
t u r r o k f i a т а г a t e l d z l n f t t n e k u a t l o u p u l k a t e n u n e t e u e t l e o l a l k u . 
ТО ЛЖАТЛАН LIVINGSTON SSACULL* 
A . L l ^ i U f l # I . K a p r a n e 
A b f l t r a c t • a t izzy g e n e r a l i z a t i o n of Weierstraes thoorom 1з 
s t a i n e d , and a c o r r t "oondine f i x e d point theorem I E given.АИЗ 
aubjeot c l a s s i f i c a t i o n 54H25. 
Let X BE а деЗ , and l o t F b e a s e t of a l l fuzzr e u b B e t e A 
of X ( A: X ­ 10,1 ) = : о ) . 
D e f i n i t i o n 1 » A mapping S : F ­> F w i l l be called a fuzzy 
o loeure operator on X i f the f o l l o w i n g eonditior.b f o r each 
А,В с F are s a t i s f i e d : 
<) A < В => S ( A ) < S ( 3 ) ; 
2) A « S ( A ) ; 
3 ) S ( S ( A ) ) = S ( A ) . 
Let S be a fuzzy oloaure operator or* X. 
• fuzzy subse t A of X w i l l v o a l l e d S - O L O A E L if L ---5(A). 
i f every c^-r.t^red system of S - CLCAED fuiizy i :ubee*s ot X had a 
nonempty I n t e r s e c t i o n , then X W L L I be b a l l a d fuz^y S-^ON^act. 
D e f i n i t i o n 2 , A mapping Q| IE и R * I w i l l b r c a l i e i 
(1 ) a fuzzy U­ o r d e r on ^ i f t n e f оНотИ­пя tor OAOH 
X, У i « К h o l d s : 
1 ) x < у * С д . у ) > 0; 
2) 0(х»у) > 0 >^ x * у; 
3 ) у S е » 0 ( х , у ) < 0 ( х , г ) ; 
4) 0(Х» « } I S continuous from the rlfZht; 
(2) a fuzzy d-©:-der on ^ i f f o r e b C h X , y ; Z * 
• ) Без литературной правхк ( р е д . ) 
L E T 1 : X ­ JR. 
Definition 3 . We s a y that a f u n c t i o n t i s l i k e 
(1 ) a penguin 
If there e x i s t s a fuzzy c l o s u r e o p e r a t o r S on X and a fuzzy 
U­order 0 on К suc4 t h a t : 
1 ) X i s £uzz.y S­oompAot; 
2) 0 ( f ( . ) # r ) i e 5 ­ o l o s e d f o r each Г « R ; 
(2) a s w i f t 
i f there e x i s t s a fuzzy o l o e u r e o p e r a t o r S on X and a fuzzy 
d­cr^er 0 on К uuch tha i the same two prev ions cond l t i ons are 
f u l f i l l e d . 
Definition Am We say t h a t a f u n c t i o n 1 i s ab le t o a t o p 
(1 ) tho In £—movemen t to nowhere 1 f there ex i в t a * f us. % у 
c lo sure o p e r a t o r S on X and a fuzzy Г­order 0 on R such tha t ; 
1 ) X i s fuzzy S­"ompKct: 
2 ) 0 ( r , f ( . ) > i s S ­ c l o s o d f o r e a r n I" A 
(2) tho ffUP­movement t o г Khere i f t h e r e ­axia^s a f u z z y 
o l o s ' i r e o p e r a t o r S o n X a n d a f u z z y 1 ­ o r d e r 0 on ^ pu t h a t t h e 
1 ) x > у * 0(х ,$) > О; 
2} 0 ( х , у ) > О =» х £ у; 
з) у $ z * J ( x , y ) £ О(х.к); 
4} 0(Х,*) 1в cont inuous from the l e f t ; 
(3) & fuzzy Г­order on К i f f o r each X,y,Z e R: 
1 ) x > у 0 ( x , y ) > 0 ; 
2) 0 ( x , y ) > 0 =* x 2 y ; 
3) x $ z * 0 ( x t y ) s 0 ( s , y ) ; 
' 4) 0 ( « , y ) l e oont l j оия f^om the rlfiht 
(4) a fuzzy 1­ order on R I f f o r each X,y,Z « &\ 
1) x < у => 0(т у ) > 0 ; 
2) 0 ( x , y ) > 0 => x < y ; 
3) x W '•-* 0 ( x , y ) > 0 ( z , y ) ; 
О 0 ( « , y ) l e ocnt lnuoue from the l e f t . 
same two prev ious c o n d i t i o n * e r e f u l f i l l e d . 
"Por most g u l l s , I t 1з not f l y i i * ; that matters , but e a t i n g . 
Рог t h i s g u l l , though, i t was not e a t i n g that mattered, fcu* 
f l i g h t , lfore than anything e l s e , Jonothan Livingston Seagu l l 
l o v e d t o f l y " . f t ] 
Theorem* Let a funct ion f be l i k e a penguin. 
Then f a t t a i n s i t minimal v a l u e . 
I f a f u n c t i o n f l l e a l i k e a s w i f t , then the maximal va lue la 
a t t a i n e d . 
Proof* Suppose f l a l i k e a penguin. Then there e ^ l s t a a 
Гиле у c l o s u r e operator S on X and a fuzzy U­order 0 on R n.'ch 
t h a t : 
1 J X la fuzzy S­compaot* 
2 4 0 ( f ( . ) » l ) i a S ­ c loaed f c r each Г • 
Assume that 
Щт lilf ( f (X>{ X * X) =r ­ oo. 
By assumption S - c l o s e d fuzzy s u b s e t s 0 ( f ( « ) , ­ n ) a: Ац(П a of 
X are nonempty aa a oonsequenoe from the U r a t property of 0 
The t h i r d property of 0 provides the sequence (PL*) П « " i e 
descending. Since X la fuzzy S­compact, an I n t e r s e c t Ion of a l l 
the я eta A^ l a nonempty. Hence, there ei lat .q a point X « X each 
that j 
« : ­ i n f { 0( f ( у ) ) , в > — — ) i n « w> > 0 
e lnoe X la fuzzy S­oompaot. 
1 
Sine* 0 ( f ( 7 ) , ffl + — f p ) > в /©г each П « N. oont! lulty of 0 
from the f i g h t ( the fo rth property of 0) Impl ies that 
0(1 (У)§ Ш > a ­ As a сопаеодАепсе from the ee~ar. 1 property of 0: 
f ( y ) S Ш. Henoe. f ( y ) = Ш. 
Aaeejrtion that a c w l f t l l k e funct ion a t t a i n s H i maximal 
value can be proved In the same manner. I t a l r o f o i l c n a , of 
course , from the f a c t xhstt - i lo pangatntifce f s w i f t I l k a f. 
Since p e n e u l n l l k e and s w i f t l i k e f u n c t i o n s ai­e able t o s t o p 
oorrespor&ingly the f­movement and tho ВДф­ movement t o 
nowhwere, our theorem <&m be e x p r e s s e d as w e l l as f o l l o w i n g : 
1 ) I f a f u n c t i o n I s a b l e t o s top the Inf­movement t o 
nowhero, then I t a ia lna I t s minimal v a l u e j 
2) I f a f u n c t i o n I s a b l e t o s t o p the 0Up­mov*ment t o 
nowhere . then I t a t t a i n s I t s maximal v a l u e . 
as an obv ious consequence from our r e s u l t we o b t a i n о f i x e d 
point theorem. 
Corollary­ Let X be a e e l . and l e t t be a s e l f map of X . 
Suppose there e x l s t a a f u n c t i o n gS X ­» R such that (1 ) or 
(2) h o l d s ! 
(1) g i t **ble t o s top t h e inf­movement t o nowhere and 
g(X) > £ ( * ( * ) ) f o r each X « X : X # f (X)j 
(2) g I s ab le tb s t o p the вир­movement to nowhere and 
g(X> < g ( X(X)) f o r ВАС., x « X : x * l ( x ) . 
Then f has a f i x e d p o i n t . 
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A SHiTLLUSIOH OF OGNTIHUrW * 
A .Lleplns, L.Kampe 
Abstract* A L jnp le , but p r e t t y Woleratrass theorem"s 
g e n e r a l i z a t i o n e s t a b l i s h i n g s u f f l c i e n t end песоэвсыу c o n d i t i o n s 
under which a re .1 valued funct ion о т­ a conpftct .ausder'f apau? 
a t t a i n s i t s min' . s i and maximal value I s g i v e n . A corresponding 
f i xed point the,oi я i s о i ta lned. AIIII Subject Lr f»r»1 £ lnat ion 
Ь4Н25. 
Let X be a t o p o l o g i c a l space , and l e t fs X ­ R. 
Definition 1. We say that a funct ion f I s l l l U b l o n l i k e lower 
fleiriiconiilnuoua i f there e x i s t ? a snapping g! X ­» X such that 
|T­(J ­ oo trJ) n> g( f ~ 1 { ] ­ « . Г ) ) } for each Г « R. 
Definition 2 . We say that a funct ion f la i l l u s i o n ! IJra 
upper semlcc­ t inuous i f there e x i s t s a mapplr.g g: X ­* T such 
that 
f _ 1 ( [ Г,*ш1)) ^ g(f" 1 ( [Г , * I)) for c»uoh * 
The>T*e!n* Let X be a compact Hnu­sdorff ipa­ie. and . f 
f: X ­+ K. Then? 
1) f a t t a i n s I t s minimal value i f and ?niy i f 1 1 i * 
I l l u s i o n l k e lower Bemlcor ; IR.uoup . 
2 ) f a t t a i n s i t s maxi/ral value i f and only i f i" i ­
l l l u p l o i i l l k e и р р ы aemlccrt lnurua. 
Proof. Lec f be I l l u s i o n 11V.«* lower ner.i ^ntinuous 
Aesur r that 'а.и i l i f ( f X <e X> ­ ­ «5. 
We D E F I N E AR,** £ 0­й>.­П} for < a h П e £N and obtain « 
deecendirig sequence (A^)n of nonempty s u b s e t s о* X. Mince f' 
i s I l l u s i o n l i k e lower seoilcontInuoua, гте can ciicope a mapping* 
G : X ­ Л EURH A^ Т> gUp) =! ^ foi EACH П & 
We o b t a i n a descending sequence (Б^ ) Я * ft of nonempty and 
c l o s e d s u b s e t s of X.. Since Ж A* COMPACT, RJRT I n t e r s e c t i o n of a l l 
the s o t s i s nonempty. 
• ) Беа литературной правки ( р я д , } 
Let I * П { В Д J П « I t f o l i o * * t h a t X с № d t h e r e f o r e 
x ( X ) < ~D f o r each n * , I m p o s s i b l e ! We conclude t h a t IB e R, 
Now a g a i n we def ine 
ij|*J = f"1 (]­«,ПН­ ­ ! ­ ) ) = > g ( = : В д ' f o r each П а И and 
o b t a i n a descending sequence ( B^' ) П « W of nonempty and o l o e e d 
s u b s e t s o f X, Again f| С fi^'f П m * 0 . I t f o l l o w s that 
D £ f (X) < ffi + — — f o r each П « N. Hence. 1 (X)=ffl, 
Conversely , suppose there e x i s t s a po int X e X such that 
1 (X) a i n f { f (У) | У « X) =: ш. We l e f l n e g ( y } : = X f o r each 
У « X. Let Г a < be a r b i t r a r y . I f Г < Ш , t h e n 
A p : = r 1 ( l ^co . r J ) = * g ( A p \ 
I f Г ^ Ю . then Ар э {X>a g(A^) . Hence, f i s i l l u a l o n l l k e lower 
somlcont inuous . 
The second c o n c l u s i o n of o u r theorem can be proved in the 
ешпо rwnnsr. 
Coro l la jy • bet X bt: a oompaot t o p o l o g i c a l spaee, and " fc F 
be a s e l f map of X. Suppose t h e r e e x i s t s a f u n c t i o n f " X •* К euoh 
that (1) or (2) boldc : 
<1) 1 i s i l l u s i o n l l k a l o w e r semicont inous «md f ( X ) > f ( 7 ( X ) ) 
f o r each X e X: X P ( X ) ; 
(2) f i s i l l u s i o n l i k e uppei­ sem* c o n t l n o u s and tfZ)< t 
f o r еа­.л X «з X: X * ? ( X ) . 
Then P has a f i x o d p o i n t . 
А. Лиогошьш. Л. Kaune. Семиддгэия непрерывности. 
j™<ft&u;iaV гфизедеыо i ipbctoe , но приятное обобщение теоремы 
Вейерштрасса . д а в д в е необходимое и д о с т а т о ч н о е условие, при 
K o i ром д е й с т в и т е л ъ н о з Е в ч Б в л функция н а компактном хаусдорфсвом 
пространстве принимает свое наимэнъшее и наибольшее значение. 
Получана соот^етствупцая теорема о неподвижной точке.УДК 5 1 7 . 9 8 . 
a . L i e p l n A , L . K a r a p e . N e p d r t r a u k t i t e e e e m i l i t e l j a . 
Anbtaci j a . AplOkots v ienkai s s , bet p a t litems V * : e r s t r a s s 
teoremas v i s p a r l n a j u i r , kas s&tur p l e t l e k e m u un n A p i e o l e s a m u 
nosaclJumu, l a l r e a l v e r t l g a funkcl^a !ccnrpakta Hauedorfa t e l p a 
s a s n l e g t u savu l l e l a k o un maz&ko v e r t l b u . I s g u t * n t b l ^ r t o s a 
nekust!lga punk t a teorema. 
; iteiaSiiskAs a n n l l z e a k a t e i r a . L a t v i j a b u n l v o r s i t & t e 
Ralre b u l v a r l B 19. 226098 Rig*. 
A BALANCED ШХНЕГАР2 U T H FIXED FODfTT " 
R.Zlrrite, B.K6pel)ut, A.Llaplne 
А Ь в t r a c t . For s t r l a t l y о с п t r e e t l v o oralt i funot lone end ft 
e t r l o t l y c o n t r a c t i v e f a n l l mm of nontxpanalr* m u l t i f u n c t i o n s the 
well­known B d e l a t a l n ' s f i x e d po int theorem i s g e n e r a l i z e d . АКЧ 
Subject c l a s s 1 f l o a t " o n 5 1 3 2 5 . 
•Га g e n e r a l i z e tha r e a u l t a from С* К [ 2 ] and [ЗГ 
We need tne f o l l o w i n g beat о d e f i n i t i o n s and n o t a t i o n s . 
Lot X be a n.»trln space with a d i s t a n c e d. and l e t А»Ь * SX 
where by ВС the 0 t of e l 1 , s u b l e t s of X I s denoted. By h we 
denote tb/i Hauedorf f d i s t a n c e on EX* 
h ( A . B ) : ­ «пах { Bijpi inli d ( X . y ) | у e B > | : e A > . 
ВЩ>( intt d ( X . y ) | X a A>| у e В >> . 
Let f 1 Z ^ EI« 
A a u l t l f u n o t l o n X l a c a l l e d : 
I ) nonexpanalve I f b ( l ( X ) s f ( y ) > £ d ( X , y ) f o r e»ob Х , У e 
2 ) a t r l o t l y c o n t r a c t i v e I f h ( X ( X ) , f ( y ) ) < d ( X , y ) 
f o r each Х , У m X : X 1» y . 
Let f 1 f . • • 1 I I •* " " I . 
A fami ly of mul t i func t ion* 1 j » »•• * l a c a l l e d a i r l c t l y 
c o n t r a c t i v e I f Olfl( h ( Х ^ Х Ы ^ у ) ! 1 ­ 1 , . . . • П > < d < X s y ? 
f o r each l , y f « X : X * y . 
I f ¥i le^ a, v e c t o r space ami A j » • . . # Ац « ЕУ# then 
CO < A , . . . . • А­> ! ж U C 2 ал> 0 < 1* 1, . . . . П ) е S «. ­ t > . 
We r e c a l l that a s u b s e t A of a v e c t o r apace l a starehaped 
provided there l a a p o i n t X^ • A. such that f o r each X « A . tha 
l i n e segment J o i n i n g ' t o Xq I s conta ined In A. Such a p o l l * 
w i l l be c e l l e d e s t a r c e n t e r of A. 
X h e o r e j a 1 . Let X be e eoupaot metr la space , end l e t 
II X ­ жА be a t r i c t l y e o n t r m e t i t e . 
Bujpote t(Ж) I s m n u m m l j « a i c l o s e d f o r each X • X . 
а) без литературно! правки ; р е д , : 
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THEN t Ълм A F I N D P O I N T . 
P r C O f . LET B 0 « I', AM A OLOAAD SUBSET OF A OOMPAOT APACE 
f ( E Q ) LA OOMPAOT .HENCE, THERE E X I S T S A POINT S^E f ( & 0 > SUCH THAT 
= ЛС * 0 . * ( « 0 ) > « i n f С U ( E 0 # Y ) | у A J f ( E 0 ) I . 
INDUOTLVELY WE OONATRUOT ( B N ) П * FAR EACH П «I < 0 # 1 V 2 » » . . > 
THE FOLLOWING HOLDST 1 ) ' ti*n)i 
OBSERVE THAT FOR EACH. П m W­
d n : e d < V • C ( e n » 1 < * a > > " *** 1 У e titn)> * 
< 8 1 Ф T l n X i fl( x . y ) | У ­ * < * N » L * • * Ц Й > * * 
I T FOLLOWS THAT ( D ^ ) N I M ANC. ( f l ^ N m M BOTH ARE CONVERGENT AND 
THEIR LLISLTS ARE EQUAL. T H E ! * OORAEON 1 1 » I T WILL BE DANOTED BY Q. 
RFOW« SINCE X LA > OMPAOT. WE CAN OBOOEE CONVERGENT 
SUBSEQUENCES (Z^) N « W AND ( У п ) N « H OF ( * N ) N « SATISFYING 
FOR EACH П « * : 1 ) Y_ « ^ О ^ ) » 
LET ( Z & ) N A M CONVERGES TO Z AND ( У д ) П « ­ TO у . 
РОГ EACH N E » . D ( Y f ( x ) ) » I n f i D ( Y » П ) | у « X ( Z ) > < N N 
< s u p { m f { D ( v , u ) | и m f < z ) > | • m f f i ^ l K h ( X ( x N ) I F ( z ) ) < D ( x n . x ) . 
SINCE f ( X ) LA CLOSED, CONSEQUENTLY: У л f ( X ) • 
OBSERVE THAT 
D ( x . Y ) ­ l l a < 1 ( х ; . у л ) ­ q ­ 1 1 л h ( X ( z ).lfir ) ) ­ f e ( f ( x ) , X ( Y ) ) . 
I T I S P O S S I B L E I F AND ONLY I F Z « T BECAUSE X LA STRLOTLY 
CONTRACT 1 Т Е . THE RESULT FOLLOWS. 
LET X BE A SUBSET OF A VECTOR S P E C * . 
• SUBSET X will B E OELLED A CLOUD FOR A FATALLY OF 
MULTIFUNCTION* I F , , J ^ T X -» X X I F 
CO i F J ( X > * N / X > * C * F O R • M C B Z E X . 
Theorem 2 . LET X BE A SUBSET OF A N O M E D VECTOR SPACE. 
SUPPOSE X I S A OOMPAOT OLOUD FOR A STRICTLY CONTRACTIVE 
FAMILY OF NONEXPANSLVE MULTIFUNCTION* Xj » , tn I X •* E X . 
АКФРОЕЕ f ^ ( X ) I S NONEMPTY, OLOEED AND OONVEX FOR EACH X « X 
Ь 179 
and f o r each 1 в ( 1 ( » П )« 
Than every m u l t i f u n c t i o n f^ (1 » 1 # • • • «D) Vja e f i xed p o i n t . 
P r o o f * For DJB1 tha r e s u l t l a obv lour ly Implied by tha 
prev ious theorem. We assume that П > 2. Let 1 a ( 1 r • p n ) 
and * a be a r b i t r a r y . 
Since X l a compact, I t "e bounded. Hence, there e x i s t s 
С e ) I , • m f such that 11 1^(Х) | | < С f o r each X m X. Let 
* 1 ­ е . 
fl, • 1 0,1 ­ I and « у ­ j j r p 1 ( J ­ 1 П, J * 1 ) . 
We def ine a mul t i func t ion f f o r eaoh Z e X as f o l l o w i n g : 
* ( x ) : » S ^ , f . ( x > . 
Since X 1« a c loud f o r CT|» v f^ >• fS X * ЕЭС* 
Let Z f y e X(Z / y ) be a r b i t r a r y . Then: 
h ( f < z ) . f ( y ) ) « h ( S a , f , ( x ) . E V i W ^ § ­ J l « , ( « ) i ' e ( > " ) ) . 
A family oi noneхрапяive mult i furot lono f * a • » f^ l a 
e t r l o t l y oontr i t i V S 
T h e r e f o r : h ( f ( Z ) . f ( y ) ) < E ­ J I X­y | | ­ | | X­y | ! , 
and f i s s t r i c t l y c o n t r a c t i v e . Walclrur use cf t h e previous 
t h e o r e m ее conclude that f has a f i x e d point S. 
Then t 6(ft« f^frn) ) e l n f ( | | S ­ Z | | Z e f ^ E ) ) < 
« B u p { l n f { | j y ­ Z | | | 3 r « I T A C»)> l У f f ( E ) > < 
* h ( f ( » ) p f , ( B ) ) - h t f . ( B ) e f . ( в ) ) « 
* h{ Б a ­ • b<» f t ( s ) ) | 
3 * 1 
h ( S ° V Л « М 0 ) ) в e u p f l l E * . x j | I x > * ( * ) ( J ^ i n . J i / i ) } < 
^ t ; / i 
* e u p ( I * l l x J I I z , * * , ( < ) ( > . * . , , , n . 3 / l ) > < Z < V ­ c ( l ­ * } . 
i e o 
S I N C E 1±(Ш) I S oovti-.k. t ± W * *±*±(Ш) • (1 - « 1 ) 1±{Ш)ш 
T H E R E F O R E T H ( «±t±W.l±(m)) m 
- H ( "±Т±(*)ш « t t ± W R ( 1 ­ A ± ) ^ ( Я ) ) < 
< H ( С 0 U ( 1 - ~±) ^ ( В > ) < О ( F ­ fl^). 
H E N C E , D ( 2 1 * ± ( В ) > < 2 C ( T - « ± ) < * . 
WE C O N C L U D E , THAT Ifll { D (j,t±(Y)) | У « X ) « 0 . 
BR W E L E R S T R E S A THEOREM THERE E X I S T S E P O I N T X Щ X S U O H THET 
Л ( Х , ^ ( Х ) ) • 0 . S I N C E f ± ( X ) I S C L O S E D , THE R E S U L T FOLLOWS. 
Corollary» L E T X Ъ Е E COMPACT S T A I I N E U M M S I L V E C T O R 
S P A C E , A N D L E T 1 ! X •* X X B * N O N E X P E N C L V E . 
S U P P O S E f (X) I S N O N E M P T Y , O L O S E D A N D CONVEX F O R EAOH X * X » 
THEN 1 H A S A F I X E D J O I N T . 
Proof. L E T f t l ­ f ш л f 2 ( X ) S • С X Q > ( X Q I S A S T E R 
C E N T E R O F X ) F O R EAOH X « L T H E R E S U L T FOLLOWS B Y THEOREM 2 . 
U S E D FOR THE F A M I L Y I f. a f g > . 
THEOREM 1 U S E D F O R "LR JL SRMLUERT F U N C T I O N S E S A N I M M E D I A T E 
CONSEQUENCE ARIVEA THE RE M L T FROM 11 ] , THEOREM 2 ­ THE R E S U L T 
FROM [ 2 ] A N D COROLLARY ­ THE R E S U L T FROM [ 3 ] . 
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