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Abstract
Se utiliza la teor´ıa moderna de juegos repetitivos en un modelo
que ayuda a comprender un mercado como el de la OPEP. Se estudia,
adema´s, un sistema dina´mico del tipo Lotka-Volterra, y se analiza
el modelo.
Resumen
We use the modern theory of repetitive games in a model that
help understand a market with a cartel like OPEP. We also study a
dynamical system Lotka-Volterra type, and we analyze the dynamic
behavior of the model.
1 Ana´lisis teo´rico
Primero que nada, se presenta un modelo sencillo, que puede ayudarnos a
comprender mejor el mercado actual del petro´leo. Suponemos que existe
una demanda del tipo lineal mundial por el producto y que hay dos tipos
de pa´ıses o regiones que ofrecen el producto:
i. Aquellos no afiliados a la OPEP, y que pra´cticamente ponen en el mer-
cado todo lo que su infraestructura productiva permite.
ii. Aquellos afiliados a un cartel como la OPEP, que pretende funcionar
como un monopolio, y que se enfrenta a la demanda residual, la cual
se obtiene restando a la demanda mundial del petro´leo la oferta de
los pa´ıses no miembros de la OPEP.
Si el cartel maximiza monopo´licamente la ganancia de sus miembros,
tendr´ıamos una situacio´n clara y muy sencilla de comportamiento econo´mico.
El problema es que sus miembros esta´n valorando constantemente la ca-
pacidad de hacer fraude. Dejamos para investigacio´n futura las necesi-
dades econo´mico–pol´ıticas y sociales de los gobiernos de cada pa´ıs, que
nos llevar´ıan a un comportamiento complejo, en donde una gran canti-
dad de variables no econo´micas deben ser incluidas, y nos concentramos
en el aspecto econo´mico–racional de si es mejor o no hacer fraude y es-
tudiamos algunos aspectos importantes que afectan dicha decisio´n. Se
hacen ca´lculos econo´mico-matema´ticos, y se resumen en un cuadro que
expondremos en el apartado siguiente.
Esencialmente, hacer fraude tiene dos consecuencias:
i. Una ganancia en el presente.
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ii. Una pe´rdida en el futuro, porque suponemos que las otras empresas
van a responder al fraude haciendo lo mismo, y como consecuencia
el cartel deja de funcionar como tal, lleva´ndonos, suponemos, a un
equilibrio de Nash.
De este punto de vista del modelo en adelante nos dedicaremos a estu-
diar co´mo los cambios en la demanda presente y futura afectan el modelo.
Nos concentraremos en dos tipos de cambios:
i. La demanda residual presente.
ii. La demanda residual futura, en la que suponemos, como una primera
aproximacio´n, que la demanda residual cambia en el per´ıodo sigu-
iente y se mantiene igual por el resto de per´ıodos.
• Si la demanda residual aumenta y los miembros de la OPEP con-
sideran que la demanda residual futura va a ser la misma que se
ten´ıa anteriormente, entonces el castigo por hacer fraude ser´ıa el
mismo, pero la ganancia ser´ıa mayor, con lo que, potencialmente,
se estimula la oferta del producto, haciendo que el aumento de pre-
cio, resultado de una mayor demanda residual transitoria, se com-
pense o disminuya. Este feno´meno se podr´ıa dar, ya sea porque la
demanda mundial aumenta transitoriamente, o porque transitoria-
mente hay un problema en la extraccio´n, transporte infraestructura
o produccio´n de algu´n pa´ıs o regio´n no miembro de la OPEP.
• Si la demanda residual presente permanece constante, y los miem-
bros de la OPEP consideran que la demanda residual futura va a
aumentar, ya sea porque la demanda mundial total aumenta (mayor
desarrollo e industrializacio´n de pa´ıses grandes como China y la In-
dia), o porque la produccio´n de los pa´ıses o regiones no miembros
de la OPEP va a disminuir, entonces las ganancia de hacer fraude
ser´ıa la misma, pero la pe´rdida aumentar´ıa desestimulando el fraude,
aumentando as´ı la lealdad de los miembros de la OPEP, y potencial-
mente disminuyendo la oferta y aumentando los precios, reforzando
este hecho en el futuro el aumento de los precios, producto de una
mayor demanda residual en el futuro.
Si por el contario, tenemos el caso en el que los miembros de la
OPEP consideran que la demanda residual futura va a disminuir,
ya sea porque los pa´ıses no miembros de la OPEP aumentar´ıan
la produccio´n (nuevos descubrimientos petroleros, regiones por ex-
plotar, mejor tecnolog´ıa, etc.) o que la demanda futura mundial va a
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disminuir (por ejemplo, nuevas tecnolog´ıas que efectivamente susti-
tuyan la demanda de petro´leo, cambios culturales de consumo, una
fuerte recesio´n mundial, etc.) entonces, la pe´rdida o costo futuro
por hacer fraude disminuir´ıa, estimulando la produccio´n por parte
de los miembros de la OPEP, y ventas a escondidas de petro´leo, con
lo que la oferta aumentar´ıa, disminuyendo los precios au´n ma´s de lo
que la demanda por si sola los habr´ıa disminuido.
En resumen, el modelo expone un comportamiento en el mercado de
petro´leo, que hace mucho ma´s vola´til y sorpresivo el comportamiento de
los precios.
En el apartado 3 de este trabajo, expondremos los resultados de un
estudio emp´ırico sencillo y preliminar que debe mejorarse con te´cnicas
modernas de econometr´ıa, y que efectivamente nos brinda una idea de
la volatilidad de este mercado. Tambie´n se analiza el comportamiento
dina´mico del modelo Lotka-Volterra que se expone en la u´ltima parte del
art´ıculo.
Esencialmente, las variables precio y cantidad no tienden “suavemente”
al equilibrio, sino que siguen una trayectoria espiral; si la curva de de-
manda cambiara entonces tendr´ıamos toda una nueva espiral definida por
la nueva curva de demanda con las fluctuaciones y volatilidad propias de la
nueva situacio´n. As´ı tenemos un modelo que describe la gran volatilidad
que en la realidad se encuentra en el mercado del petro´leo.
2 Lealtad y fraude en el cartel del petro´leo.
Desarrollo matema´tico
En este apartado estudiaremos un modelo simplificado que nos pueda
ayudar a comprender co´mo aumentos en la demanda esperada de un bien
como el petro´leo pueden producir disminuciones en la oferta de ese bien.
Suponemos que en un mercado existen m + n empresas (o regiones)
o pa´ıses de los cuales m producen toda la cantidad del bien que su in-
fraestructura productiva permite y los n restantes podr´ıan potencialmente
integrar un cartel. Cada uno de los m pa´ıses produce una cantidad kj del
bien y en total producen una cantidad K.
K =
m∑
j=1
kj kj ∈ R+ = {x ∈ R / x ≥ 0} (1)
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Sea la demanda del bien
q = α− βp α, β ∈ R++ = {x ∈ R / x > 0} (2)
donde q = cantidad del bien, p = precio del bien, p, q ∈ R+.
Las n empresas o pa´ıses restantes (que son los que ma´s nos interesan)
enfrentan la demanda residual y pueden:
i. organizarse en cartel (monopolio), y ah´ı pueden decidir si hacer fraude
o no,
ii. organizarse en equilibrio Cournot (equilibrio de Nash).
La demanda residual sera´
q = α− βp−K (3)
donde suponemos α−K > 0.
Entonces podemos reescribir (3) as´ı
p = a− bq, donde a = α−K
β
; b =
1
β
; a, b para´metros. (4)
Suponemos que cada empresa o pa´ıs tiene costos de produccio´n prome-
dio constantes e ide´nticos
Ci = cqi (5)
donde Ci es el costo de produccio´n total del pa´ıs o empresa, i (i = 1, . . . n),
qi = produccio´n de empresa i (i = . . . n), c ∈ R++, c < a, qi ∈ R+;
q =
n∑
i=1
qi.
Si las empresas se organizan en un Monopolio (Cartel) y se respetan
las coutas de produccio´n en partes iguales entonces se tendra´ que
qi =
qm
n
donde qm soluciona el siguiente problema de maximizacio´n de ganancias
max
q
(a− bq)q − cq (6)
Las condiciones de primer orden son necesarias y suficientes para un
ma´ximo puesto que la funcio´n es co´ncava.
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En la tabla 1 se resumen los resultados de este proceso de organizacio´n
donde pm = precio de monopolio, qm = cantidad producida por el monop-
olio, qmi = cantidad producida por pa´ıs o empresa del monopolio, pimi =
ganancias de cada pa´ıs o empresa del monopolio.
En el equilibrio de Cournot cada empresa o pa´ıs maximiza sus ganan-
cias tomando como un dato la produccio´n de los dema´s, al actuar todos de
la misma forma el resultado que se alcanzar´ıa en equilibrio es un “Equi-
librio de Nash”.
As´ı tenemos para cada empresa o pa´ıs
max
qi
a− b
∑
j 6=i
qj
− bqi − c
 qi, (i = 1, . . . n) (7)
Como la funcio´n es co´ncava en qi las condiciones de primer orden son
necesarias y suficientes para un ma´ximo.
Tenemos as´ı un sistema de n ecuaciones de (7) y de n inco´gnitas (cada
una de las qi).
Monopolio pm qm qmi pimi
a+c
2
a−c
2b
a−c
2bn
(a−c)2
4bn
Equilibrio de Nash pc qc qci pici
(Cournot) a+ncn+1
n(a−c)
b(n+1)
a−c
b(n+1)
(a−c)2
b(n+1)2
Fraude pf qf qfo pifo
na+3nc+a−c
4n
(a−c)(3n−1)
4bn
(n+1)(a−c)
4bn
(n+1)2(a−c)2
16bn2
Tabla 1: Resultados del equilibrio.
Los resultados de este equilibrio se exponen en la tabla 1, donde:
• qci = cantidad que produce cada empresa o pa´ıs en equilibrio de
Cournot.
• qc = total de produccio´n en equilibrio de Cournot por las n empresas
o pa´ıses
• pc = precio en equilibrio de Cournot.
• pici = ganancia de cada empresa o pa´ıs en equilibrio de Cournot.
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Ahora bien, primero partamos de la idea que al inicio del ana´lisis las
empresas o pa´ıses se encuentran funcionando en un cartel (o monopolio).
Supongamos que una de las empresas (lla´mela o) esta´ considerando
hacer fraude y trata de maximizar sus ganacias sujeto a que las dema´s
empresas (i 6= o) mantienen la produccio´n o cuota del cartel o monopolio.
As´ı tenemos para la empresa o
max
q0
(a− b(n− 1)qmi − bq0 − c) q0 (8)
donde qmi es el valor correspondiente al monopolio en la tabla 1, la cual
sustituimos y obtenemos
max
q0
(
a−
(
(n− 1)(a − c)
2n
)
− bq0 − c
)
q0 (9)
De nuevo la concavidad nos asegura que las condiciones de primer
orden son necesarias y suficientes para el ma´ximo.
La tabla 1 nos dar´ıa los resultados correspondientes a esta situacio´n,
donde
• pifo = ganancia de empresa o pa´ıs que har´ıa fraude.
• qfo = produccio´n de empresa o pa´ıs que har´ıa fraude.
• qf = cantidad producida por las n empresas.
• pf = precio de mercado.
Suponemos que la empresa o pa´ıs que hace fraude sabe que si hace
fraude en el per´ıodo siguiente las otras empresas del cartel imitara´n su
comportamiento y la nueva situacio´n del mercado ser´ıa un equilibrio de
Cournot. Entonces es claro que si hace fraude en el presente gana
pifo > pimo pero en el futuro pierde, puesto que pico < pimo.
La empresa o pa´ıs tiene que tomar una decisio´n de escogencia intertem-
poral y tiene que tener un para´metro (δ > 0) que sirve para traer a valor
presente las pe´rdidas o ganancias futuras.
Sea F : la ganancia total neta de hacer fraude sobre la situacio´n de
monopolio. As´ı
F = (pifo − pimo) + pico − pimo(1 + δ) +
pico − pimo
(1 + δ)2
+ · · ·
Como δ > 0 la serie converge y tenemos
F = (pifo − pimo) + 1
δ
(pico − pimo) . (10)
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El primer sumando es positivo, el segundo sumando es negativo, la em-
presa hara´ fraude si F > 0.
Ahora bien, ¿co´mo cambia la ganancia total neta de hacer fraude si la
demanda del bien aumenta da > 0?, el lector podra´ comprobar que dFda es
una expresio´n compleja que tiene una parte positiva y otra negativa y es
indefinita puesto que depende de δ.
Para analizar la situacio´n que se nos presenta vamos a suponer que
hay dos tipos de demanda, una para el presente y otra para los per´ıodos
futuros (igual para todos los per´ıodos futuros) que pueden variar indepen-
dientemente una de la otra. O sea, la demanda presente puede aumentar
o disminuir o quedar igual y la futura independientemente puede quedar
igual o variar.
As´ı tenemos
• d0 = demanda presente (t = 0),
• d1 = demanda futura (t = 1, 2, 3),
• d0 = a0 − bp,
• d1 = a1 − bp,
y tenemos para la empresa o
pi0mo = ganancia de monopolio en presente,
pi0co = ganancia de Cournot en presente,
pi0fo = ganancia de hacer fraude en presente,
pi1mo = ganancia de monopolio en futuro,
pi1co = ganancia de Cournot en futuro,
a0 = a1 o a1 = a0. (11)
Supongamos que la empresa “o” que es parte del cartel que actu´a mono-
po´licamente en el presente y esta´ valorando si hace fraude o no en el
presente.
La ganancia neta en el presente de hacer fraude en el presente es
W 0 = pi0fo − pi0mo. (12)
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La ganancia neta en el futuro de hacer fraude en el presente es
W 1 = pi1co − pi1mo. (13)
La ganancia total neta (presente y futura) de hacer fraude ser´ıa
F =W 0 +
W 1
1 + δ
+
W 1
(1 + δ)2
+
W 1
(1 + δ)3
+ . . . (14)
donde δ es el factor de preferencia temporal (14) se podr´ıa expresar as´ı
F =W 0 +
1
δ
W 1 (15)
donde
W 0 =
(a0 − c)2(n− 1)2
16bn2
> 0
W 1 =
−(a1 − c)2(n− 1)2
4bn(n+ 1)2
< 0
(pe´rdida porque los otros miembros responder´ıan haciendo que el cartel
no funcione en el futuro). Tenemos F = F (a0, a1), puesto que a0 y a1 son
variables. Ahora tenemos, ante cambios en a0 y a1
∂F
∂a0
=
2(a0 − c)(n− 1)2
16bn2
> 0
∂F
∂a1
=
−2(a1 − c)(n− 1)2
4bn(n+ 1)2δ
< 0.
O sea, si la demanda residual presente aumenta y los miembros del cartel
estiman que dicho aumento es transitorio, entonces la ganancia total neta
de hacer fraude aumentar´ıa y este efecto estimular´ıa la produccio´n ma´s
alla´ de las cuotas del cartel monopo´lico.
Se aprovechar´ıa as´ı la e´poca de vacas gordas que ser´ıa transitoria (ver
por ejemplo Rotemberg y Saloner).
Pero si es la demanda residual futura la que aumenta y la presente
no cambia o cambia poco, entonces este efecto disminuye la ganancia
neta de hacer fraude, estimulando la lealtad entre los miembros del cartel,
facilitando as´ı la disminucio´n de la oferta por parte del cartel, potenciando
un aumento en los precios.
Si los pa´ıses de la OPEP estiman que de la misma forma, la demanda
global futura disminuye o aumenta la oferta futura de los pa´ıses petroleros
que no este´n en la OPEP; en el presente entonces disminuye la lealtad de
90 O. Acun˜a – F. Ulate Rev.Mate.Teor.Aplic. (2010) 17(1)
los pa´ıses de la OPEP al cartel aumentando potencialmente la oferta y la
volatilidad en los precios.
Es importante comprender que los miembros de un cartel como la
OPEP, son pa´ıses cuyos gobiernos tienen una serie de compromisos sociales-
econo´micos y pol´ıticos con los pueblos. Esto hace que de alguna forma, el
factor de preferencia temporal se afecte con los precios aumentando au´n
ma´s la volatilidad del modelo, siendo este tema pol´ıtico-cultural un campo
interesante para una investigacio´n futura.
3 Presentacio´n del sistema dina´mico
En este apartado, primero mostaremos un sistema dina´mico tipo Lotka-
Volterra, del cual se hizo una estimacio´n preliminar emp´ırica y posterior-
mente analizaremos la trayectoria dina´mica de dicho sistema.
La estimacio´n se hace utilizando la metodolog´ıa de cuadrados mı´nimos
ordinarios, que, desde luego, puede mejorarse con te´cnicas ma´s avanzadas
de econometr´ıa.
Tenemos
pf − pi
pi
= α+ βpi + γqi + µ (16)
qf − qi
qi
= ω + pi + µ (17)
donde:
pi = precio mundial del petro´leo en el mes i, se utilizo´ como referencia
el precio del West Texas Crude, deflatado con el ı´ndice de precios al
consumidor de Estados Unidos (do´lares constantes).
pf = precio mundial del petro´leo un an˜o despue´s del per´ıodo i.
qi = oferta mundial del petro´leo em per´ıodo i (promedio diario en miles
de barriles).
qf = oferta mundial del petro´leo un an˜o despue´s del per´ıodo i.
(Datos del an˜o 1946 al an˜o 2006, inclusive). α, β, γ, , ω para´metros a
estimar, con el resultado siguiente (debajo de cada para´metro se pone el
nivel de significancia de e´ste y a la par de la ecuacio´n se escribe el resultado
para el estad´ıstico F y su nivel de significancia).
pf − pi
pi
= -.334 − .001 pi + .003 qi +µ
(.137) (0.30) (.005)
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(F: 7.369 (.001))
qf − qi
qi
= .014 − .001 pi + +µ
(.002) (0.005)
(F: 7.886 (.005))
El resultado muestra que los F son muy significantes para las dos
ecuaciones, adema´s muestra que las t− estad´ıstica de cada para´metro son
significantes, con excepcio´n del para´metro α.
Esta estimacio´n es u´til para estudiar las ecuaciones de Lotka-Volterra
que utiliza ecuaciones diferenciales, y obtener as´ı valores para el siguiente
sistema dina´mico sencillo.
dp
dt
= (α+ βp+ γq)p
dq
dt
= (ω + p)q
(18)
con α < 0, β < 0, γ > 0, ω > 0,  < 0.
Estudiaremos a continuacio´n, el comportamiento del sistema dina´mico
(18). 
dp
dt
= (−a− bp+ cq)p
dq
dt
= (w − ep)q
(19)
con a, b, c, w, e > 0.
Podemos encontrar tres soluciones de esta ecuacio´n diferencial:
i. p1(t) = 0, q1(t) = 0, ∀t ∈ R
ii. p2(t) = 0, q2(t) = q2(0)ewt, ∀t ∈ R, q2(0) > 0
iii. p3(t) =
ap3(0)
(a+ bp3(0))eat − bp3(0) , q3(t) = 0, p3(0) > 0
∀t > t0 donde t0 < 0 tal que a+ bp3(0)eat − bp3(0) = 0
Las o´rbitas de cada una de las soluciones son los conjuntos
Li =
{
(pi(t), qi(t))/t ∈]t˜0,+∞[
}
con i = 1, 2, 3.
y t˜0 = −∞ si i = 1, 2, t˜0 = t0 si i = 3.
Se representan en R2 como se muestra en la Figura 1.
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Figura 1: o´rbitas de la ecuacio´n diferencial (19).
Definicio´n 3.1 Sea x˙ = f(x) una ecuacio´n diferencial auto´noma, donde
f(x) esta´ definida en un conjunto abierto D de Rn. Un subconjunto F de
D se dice ser invariante si para cada solucio´n x(t), t ∈ I (I un intervalo
abierto) tal que existe t0 ∈ I con x(t0) ∈ F , entonces ∀t ∈ I, x(t) ∈ F .
Nota 3.1 Si R2+ =
{
(p, q) ∈ R2/p, q ≥ 0}, entonces la frontera de R2+ y
el interior de R2+ =
{
(p, q) ∈ R2/p > 0, q > 0} son conjuntos invariantes
para la ecuacio´n diferencial (19).
Probemos primero que la frontera de R2+ es invariante. Sea (p(t), q(t)),
t ∈ I (I un intervalo abierto) una solucio´n de la ecuacio´n diferencial (19)
tal que existe t0 ∈ I con (p(t0), q(t0)) en la frontera de R2+. Podemos
suponer que t0 = 0, sin pe´rdida de generalidad reemplazando (p(t), q(t))
por (p(t+ t0), q(t+ t0)) e I por I− t0. Entonces existe i ∈ {1, 2, 3} tal que
(p(0), q(0)) ∈ Li. Por otro lado, (pi(t), qi(t)), con t ∈]t˜0,+∞[ es solucio´n
de la ecuacio´n diferencial (19), con pi(0) = p(0), qi(0) = q(0). El conjunto{
t ∈]t˜0,+∞[ ∩ I / (pi(t), qi(t)) = (p(t), q(t))
}
(20)
es no vac´ıo y cerrado en ]t˜0,+∞[ ∩ I. Por el teorema de unicidad de
soluciones para las ecuaciones diferenciales, sabemos que e´ste conjunto es
abierto relativo de ]t˜0,+∞[ ∩ I y como ]t˜0,+∞[ ∩ I es conexo, entonces
se tiene que{
t ∈]t˜0,+∞[ ∩ I / (pi(t), qi(t)) = (p(t), q(t))
}
=]t˜0,+∞[ ∩ I. (21)
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Por otro lado si 1 ≤ i ≤ 2 se tiene t˜0 = −∞ y ]t˜0,+∞[ ∩ I = I, si i = 3,
t˜0 = t0 y lim
t→t+0
p3(t) = +∞, si t0 ∈ I, entonces p3(t) = p(t) ∀t > t0 y as´ı se
tiene que
+∞ = lim
t→t+0
p3(t) = lim
t→t+0
p(t) = p(t0)
∴ p(t0) = +∞;
pero p(t0) ∈ R; lo cual es una contradiccio´n y entonces debe tenerse que
t0 /∈ I, es decir t˜0 /∈ I y entonces ]t˜0,+∞[ ∩ I = I.
As´ı obtenemos que ∀t ∈ I, (pi(t), qi(t)) = (p(t), q(t)), lo que implica
que ∀t ∈ I, (p(t), q(t)) pertenece a la frontera de R2+.
Probemos ahora que el conjunto int(R2+) es invariante. Sea (p(t), q(t)),
t ∈ I (I intervalo abierto) una solucio´n de (19) tal que existe t′ ∈ I con
p(t′), q(t′) > 0. Probemos primero que {(p(t), q(t)) / t ∈ I} no contiene
puntos de la frontera de R2+. Suponga por contradiccio´n que existe T ∈ I
tal que (p(T ), q(T )) pertenece a la frontera de R2+. Sea (p˜(t), q˜(t)) = (p(t+
T ), q(t+T )) con t ∈ I−T esto define una solucio´n de la ecuacio´n diferencial
(19) tal que (p˜(0), q˜(0)) = (p(T ), q(T )) pertenece a la frontera de R2+ y por
la primera parte de e´sta argumentacio´n se tiene que (p(t′), q(t′)) = (p(t′−
T ), q(t′−T )) pertenece a la frontera de R2+, lo cual es una contradiccio´n ya
que p(t′), q(t′) > 0. Por lo tanto, ∀t ∈ I (p(t), q(t)) no esta´ en la frontera
de R2+. Como p(t′), q(t′) > 0, no pueden existir puntos (p(t), q(t)) con
t ∈ I fuera de R2+ ya que por la continuidad de p(t), q(t) existir´ıan puntos
del conjunto {(p(t), q(t)) / t ∈ I} en la frontera de R2+, situacio´n que no
puede darse. Por lo tanto, p(t), q(t) > 0, ∀t ∈ I.
So´lo estaremos interesados en soluciones de la ecuacio´n diferencial
dp
dt
= (−a− bp+ cq)p
dq
dt
= (w − ep)q
con a, b, c, w, e > 0, para (p, q) ∈ int(R2+).
El conjunto de puntos (p, q) donde p˙ = 0 es llamado la p−isoclina
y es donde el campo vectorial de la ecuacio´n diferencial (19) es vertical.
Este conjunto es {(p, q) / − bp+ cq = a}. Similarmente el conjunto de las
q−isoclinas es donde q˙ = 0 y es el conjunto {(p, q) / ep = w} y es donde
el campo vectorial es horizontal. Ambos conjuntos se cortan en un u´nico
punto F = (p, q) en el int(R2+) y se tiene que F = (p, q) =
(
w
e
,
b
c
(a
b
+
w
e
))
.
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Figura 2: Regiones divididas por las isoclinas.
En este caso las isoclinas ep = w y −bp+ cq = a dividen el interior de R2+
en cuatro regiones I, II, III, IV, como se ve en la Figure 2.
Como (p, q) resuelve el sistema{
(−a− bp+ cq)p = 0
(w − ep)q = 0
entonces (p(t), q(t)) = (p, q) ∀t ∈ R, es una solucio´n de la ecuacio´n diferen-
cial (19). En este caso la o´rbita de esta solucio´n es {(p, q)}, que es llamado
punto de descanso de la ecuacio´n diferencial (19). (p, q) es el u´nico punto
de descanso de esta ecuacio´n diferencial en int(R2+).
Estudiaremos los signos de p˙, q˙ en las regiones I, II, III, IV.
p˙ > 0 ⇐⇒ −a− bp+ cq > 0 ⇐⇒ a+ bp
c
< q
y entonces se tiene que p˙ > 0 en I, II y p˙ < 0 en III, IV.
Por otro lado,
q˙ > 0 ⇐⇒ w − ep > 0 ⇐⇒ p < w
e
;
entonces q˙ < 0 en II, III y q˙ < 0 en I, IV.
Las consideraciones de signo anteriores no son suficientes para especi-
ficar las o´rbitas de las soluciones de la ecuacio´n diferencial (19), por lo
tanto usaremos un poco de teor´ıa de ω-l´ımites y funciones de Lyapunov.
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Definicio´n 3.2 Sea x˙ = f(x) un sistema auto´nomo en una regio´n de
Rn y sea x(t) una solucio´n del sistema definida para todo t ≥ 0 tal que
x(0) = x. El ω-l´ımite de x es el siguiente conjunto
ω(x) = {y ∈ Rn / x(tk)→ y para alguna secuencia (tk) tq lim
k→+∞
tk =∞.
Nota 3.2 Podemos definir de manera ana´loga el conjunto α−l´ımite de
x como
α(x) = {y ∈ Rn / x(tk)→ y para alguna secuencia (tk) tq lim
k→+∞
tk = −∞.
Observacio´n 4.1
a. Si {x(t) / t ≥ 0} esta´ contenido en un conjunto compacto, entonces
ω(x) 6= ∅.
b. Si z ∈ {x(t) / t ≥ 0} entonces ω(z) = ω(x).
c. ω(x) =
⋂
t≥0
{x(s) / s ≥ t}; en particular ω(x) es un conjunto cerrado de
Rn.
d. ω(x) es invariante respecto de x˙ = f(x).
e. Si x es un punto de descanso ω(x) = {x}.
f. ω(x) es compacto y tambie´n arcoconexo.
Teorema 3.1 (Lyapunov) Sea x˙ = f(x) un sistema auto´nomo definido
en algu´n abierto G en Rn. Sea V : G → R una funcio´n continuamente
diferenciable. Si x(t) es una solucio´n de x˙ = f(x) tal que la derivada de
la funcio´n F (t) = V (x(t)) es ≥ 0(≤ 0). Entonces
ω(x) ∩G ⊆ {x ∈ G / ∇V (x) · f(x) = 0}
(α(x) ∩G ⊆ {x ∈ G / ∇V (x) · f(x) = 0})
Definicio´n 3.3 Sea V : int(R2+) → R tal que V (p, q) = eH(p) + cG(q)
donde H(p) = p ln p− p y G(q) = q ln q − q.
Nota 3.3 La funcio´n V (p, q) tiene un ma´ximo absoluto estricto en (p, q).
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Figura 3: Curva V (p, q) = k.
Estudiaremos la curva V (p, q) = k con k < V (p, q). Existen p0, p1, q0, q1
u´nicos tales que 0 < p0 < p < p1, 0 < q0 < q < q1, V (p0, q) = V (p1, q) =
V (p, q0) = V (p, q1) = k y V (p, q) = k implica p0 ≤ p ≤ p1, q0 ≤ q ≤ q1.
La curva V (p, q) = k esta´ determinada por la gra´fica de dos funciones
f1(p), f2(p) con p ∈ [p0, p1] tales que f1(p) < f2(p) si p ∈]p0, p1[, f1(p0) =
f2(p0) = f1(p1) = f2(p1) = q, f1 es estrictamente creciente en [p, p1] y es
estrictamente decreciente en [p0, p] y co´ncava hacia arriba en [p0, p1]; f2
es estrictamente creciente en [p0, p] y estrictamente decreciente en [p, p1]
y co´ncava hacia abajo en [p0, p1].
En resumen la gra´fica de la curva V (p, q) = k tiene la forma mostrada
en la Figura 3.
Proposicio´n 3.1 Sea k tal que k < V (p, q), entonces tenemos que
V (p′, q′) > k si y solo si (p′, q′) pertenece al interior de la curva
V (p, q) = k.
Esta proposicio´n esta´ demostrada en [2].
Observacio´n 4.2 Sea (p(t), q(t)), t ∈]a, b[ es una solucio´n de la ecuacio´n
diferencial (19) y ]a, b[ es el intervalo ma´ximo de definicio´n de (p(t), q(t)).
Si {(p(t), q(t)) / t ≥ t′, t ∈]a, b[} esta´ contenido en un compacto para algu´n
t′ ∈]a, b[ entonces b = +∞ y en particular la o´rbita de (p(t), q(t)), t ∈]a, b[
contiene al conjunto {(p(t), q(t)) / t ≥ t′}.
Probemos esta observacio´n. Suponga por contradiccio´n que b ∈ R; como
el conjunto {(p(t), q(t)) / t ≥ t′, t ∈]a, b[} esta´ contenido en un conjunto
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compacto, entonces existe k > 0 tal que |p(t)|, |q(t)| ≤ k, ∀t ≥ t′, t ∈]a, b[.
Entonces
|p˙| = |(−a− bp+ cq)p| ≤ (a+ b|p|+ c|q|)|p| ≤ (a+ bk + ck)k y
|q˙| = |(w − ep)q| ≤ (w + e|p|)|q| ≤ (w + ek)k;
si k1 = (a+ bk+ ck)k, k2 = (w+ ek)k entonces |p˙| ≤ k1, |q˙| ≤ k2, ∀t ≥ t′,
t ∈]a, b[.
Si t1, t2 ≥ t′, t1, t2 ∈]a, b[ por el teorema del valor medio se tiene que
|p(t1)− p(t2)| = |p˙(t∗)||t1 − t2| ≤ k1|t1 − t2| (t∗ entre t1, t2);
por lo tanto |p(t1)−p(t2)| ≤ k1|t1− t2|, ∀t1, t2 ≥ t′ y t1, t2 ∈]a, b[. Similar-
mente se tiene que |q(t1)− q(t2)| ≤ k2|t1 − t2|, ∀t1, t2 ≥ t′ y t1, t2 ∈]a, b[.
Sea (tk) cualquier secuencia de ]a, b[ tal que ∀k, tk ≥ t′ y lim
k→+∞
tk = b;
entonces se tiene que |p(tk) − p(tk′)| ≤ k1|tk − tk′ |, por lo tanto (p(tk))
es una secuencia de Cauchy y as´ı lim
k→+∞
p(tk) existe y es real. Si (tk),
(t′k) son secuencias de ]a, b[ tales que tk, t
′
k ≥ t′, ∀k y tk, t′k → b si k →
+∞; sabemos que lim
k→+∞
p(tk), lim
k→+∞
p(t′k) existen y son reales y como
|p(tk) − p(t′k)| ≤ k1|tk − t′k| y k1|tk − t′k| → 0, si k → +∞, entonces
lim
k→+∞
p(tk) = lim
k→+∞
p(t′k). Esto demuestra que lim
t→b+
p(t) existe y es real.
Similarmente se prueba que lim
t→b+
q(t) existe y es real. Por el teorema de
continuacio´n de soluciones de ecuaciones diferenciales existe b′ > b, b′ ∈ R
tal que (p(t), q(t)), t ∈]a, b′[ es solucio´n de la ecuacio´n diferencial (19).
Pero esto contradice la maximalidad de ]a, b[; por lo tanto b = +∞.
Teorema 3.2 Si (p(t), q(t)) con t ∈ I intervalo abierto ma´ximo, 0 ∈ I es
una solucio´n de la ecuacio´n diferencial{
p˙ = (−a− bp+ cq)p
q˙ = (w − ep)q
con a, b, c, w, e > 0 en int(R2+), tal que (p(0), q(0)) 6= (p, q). Entonces la
o´rbita de esa solucio´n contiene al conjunto {(p(t), q(t)) / t ≥ 0} y este
conjunto es una espiral que gira alrededor del punto (p, q) en el sentido de
las manecillas del reloj y
lim
t→+∞(p(t), q(t)) = (p, q).
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Prueba. Probamos primero que si t2 > t1, entonces (p(t2), q(t2)) esta´ en
el interior de la curva V (p, q) = k, donde k = V (p(t1), q(t1)). Tenemos
que:
d
dt
(V (p(t), q(t))) =
∂V
∂p
· p˙(t) + ∂V
∂q
· q˙(t)
= e
(
p
p
− 1
)
p(−a− bp+ cp) + c
(
q
q
− 1
)
q(w − ep)
(como a = −bp+ cq, w = ep)
= e
(
p
p
− 1
)
p(bp− cq − bp+ cq) + c
(
q
q
− 1
)
q(ep− ep)
= e(p− p)(b(p− p)− c(q − q)) + c(q − q)e(p− p)
= e(p− p)(b(p− p)− c(q − q) + c(q − q))
= eb(p− p)2 ≥ 0.
Probemos que existe t˜ ∈]t1, t2[ tal que p(t˜) 6= p. Suponga por contradiccio´n
que ∀t ∈]t1, t2[, p(t) = p, entonces en ]t1, t2[, p˙ = 0, lo que implica que−a−
bp+ cq = 0 en ]t1, t2[ y entonces (p(t), q(t)) = (p, q) ∀t y as´ı (p(0), q(0)) =
(p, q), lo cual es una contradiccio´n. Por lo tanto, existe t˜ ∈]t1, t2[ tal que
p(t˜) 6= p. Escogemos un intervalo centrado en t˜ contenido en ]t1, t2[ tal que
en tal intervalo p(t˜) 6= p, ∀t en tal intervalo. Sean t˜1, t˜2 en ese intervalo
tal que t˜1 < t˜2, entonces
d
dt
(V (p(t), q(t))) > 0 ∀t ∈ [t˜1, t˜2]
por lo tanto V (p(t), q(t)) es estrictamente creciente en [t˜1, t˜2] y como t1 <
t˜1 < t˜2 < t2 se tiene:
V (p(t1), q(t1)) ≤ V (p(t˜1), q(t˜1)) < V (p(p˜2), q(t˜2)) ≤ V (p(t2), q(t2))
y as´ı se tiene que V (p(t1), q(t1)) < V (p(t2), q(t2)) y por lo tanto el punto
(p(t2), q(t2)) es un punto interior de la curva V (p, q) = k, donde k =
V (p(t1), q(t1)).
En particular se tiene que
{(p(t1), q(t1)) / t ≥ 0, t ∈ I} ⊆ {(p, q) / V (p, q) ≥ V (p(0), q(0))},
Pero el conjunto {(p, q) / V (p, q) ≥ k} es compacto ∀k. Entonces esto
implica que por la observacio´n anterior al teorema, la o´rbita de la solucio´n
juegos repetitivos y sistemas dina´micos 99
(p(t), q(t)) contiene al conjunto {(p(t), q(t)) / t ≥ 0}. Tambie´n tenemos
que
ω(p(0), q(0)) ⊆ {(p, q) / V (p, q) ≥ V (p(0), q(0))},
en particular ω(p(0), q(0)) ⊆ int(R2+) y ω(p(0), q(0)) 6= ∅.
Por otro lado, como
d
dt
(V (p(t), q(t))) ≥ 0 ∀t, podemos aplicar el teo-
rema de Lyapunov y entonces
ω(p(0), q(0)) ⊆ {(p, q) ∈ int(R2+) / ∇V (p, q) · f(p, q) = 0}
donde f(p, q) = ((−a− bp+ cq)p, (w − ep)q).
Pero ∇V (p, q) =
(
e
(
p
p
− 1
)
, c
(
q
q
− 1
))
y entonces
∇V (p, q) · f(p, q) = e
(
p
p
− 1
)
p(−a− bp+ cq) + c
(
q
q
− 1
)
q(w − ep)
= eb(p− p)2.
Entonces ∇V (p, q) · f(p, q) = 0 si y solo si p = p. Por lo tanto
ω(p(0), q(0)) ⊆ {(p, q) ∈ int(R2+) / p = p, q > 0}. Pero sabemos que
ω(p(0), q(0)) 6= ∅ y como ω(p(0), q(0)) es invariante, si (p˜0, q˜0) pertenece
a ω(p(0), q(0)) implica que p˜0 = p. Sea (p˜(t), q˜(t)) una solucio´n de la
ecuacio´n diferencial tal que (p˜(0), q˜(0)) = (p˜0, q˜0). Como ω(p(0), q(0)) es
invariante implica (p˜(t), q˜(t)) ∈ ω(p(0, q(0))) ∀t, entonces p˜(t) = p ∀t ⇒
˙˜p = 0 y como q˜(t) > 0 ∀t se tiene que −a−bp+cq˜(t) = 0 ∀t lo que implica
que q˜(t) = q ∀t y as´ı se tiene que q˜(0) = q y entonces (p˜0, q˜0) = (p, q).
Por lo tanto ω(p(0), q(0)) ⊆ {(p, q)} y como ω(p(0), q(0)) 6= ∅ se tiene que
ω(p(0), q(0)) = {(p, q)} y entonces
lim
t→+∞(p(t), q(t)) = (p, q).
Por lo tanto hemos probado que si t2 > t1 entonces (p(t2), q(t2))
esta´ en el interior de la curva V (p, q) = k con k = V (p(t1), q(t1)) y
lim
t→+∞(p(t), q(t)) = (p, q); entonces el conjunto {(p(t), q(t)) / t ≥ 0} es una
espiral que gira alrededor de (p, q) en el sentido de las manecillas del reloj
y que converge al punto (p, q), completa´ndose esto la prueba del teorema.
Nota 3.4 Podemos dar una representacio´n gra´fica de la semio´rbita de la
ecuacio´n diferencial del teorema anterior (ver Figura 4).
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Figura 4: Semio´rbita de la ecuacio´n diferencial del teorema 3.2.
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