This paper applies the FR-operator technique to the robust stability problem of sampled-data systems against additive/multiplicative perturbations, where a reasonable class of perturbations consists of unstable as well as stable ones. Under certain mild assumptions, we show that a small-gain condition in terms of the FR-operator representation (which is actually equivalent to a small-gain condition in terms of the Lpinduced norm) is still necessary and sufficient for the sampled-data system to be robustly internally stable in the sense of exponential stability, in spite of possible instability of perturbations. The result is derived by a Nyquist-stability-criterion type of arguments. For the case where a stronger assumption is made that the perturbations are linear time-invariant, a necessary and sufficient condition for robust stability is given. Furthermore, we show that if the plant is either singleinput or single-output, the condition can be reduced to a readily testable form. Finally, we clarify when the smallgain condition becomes a particularly poor measure for robust stability.
Introduction
The robust stability analysis and H , control of sampled-data systems have attracted attention of many researchers in these past several years. At the early stage of the studies, mainly due to the lack of a method to deal with sampled-data systems in the frequency domain, the Lpinduced norm was often used to study these problems since it is the time-domain counterpart to the frequencydomain Hm-norm in the continuous-time setting. Accordingly, the small-gain theorem in terms of the Ll-induced norm has been the typical basic tool to study robust stability. Rc-cenily, however, frequency-domain methods to the study of sampled-data systems were developed, and their link to the Lz-induced norm method was established One of the purposes of this paper is to demonstrate an advantage of the frequency-domain method that was developed in [1], [2] using the notion of FR-operators (where FR stands for frequency response) and is in some sense equivalent (see [21] ) to the method of [22] . More sperifically, we apply it to establish a Nyquist-stability-criterion type (rather than the small-gain-condition type) of robust stability arguments under the setting of sampleddata control, making use of its frequency-domain nature. Namely, under a certain class of possibly unstable addi- tive/multiplicative perturbations, necessary and sufficient conditions for robust stability are derived, in Section 3 for the case of linear h-periodic perturbations, and in Section 4 for the case of linear time-invariant (LTI) perturbations. It turns out that a 'small-gain condition' in terms of the FR-operator representation (which is actually equivalent to a 'small-gain condition' in terms of the Lp-induced norm) is still necessary and sufficient for the case of linear h-periodic perturbations, in spite of their possible instability; note that this result generalizes the one given in [17] under the assumption that the perturbations are stable. Similarly, the necessary and sufficient condition given for the case of LTI perturbations (which is naturally weaker than the small-gain condition) also generalizes the one given in 18). Finally, it is analyzed when the 'small-gain condition' becomes an extremely poor measure for robust stability analysis and synthesis. The observation leads us to an insight into the design problem of a robustly stabilizing controller as a whole including the anti-aliasing filter to be placed before the sampler. This paper is a condensed version of [lo] . For the proofs of the results and niore details, refer to (10).
Notation and Terms
The norm llXll denotes the maximum singular value of X if X is finite dimensional, and the &induced norm of X if it is infinite dimensional, unless otherwise stated.
A system (usually with an underlying state equation) is denoted by a ronian/greek capital letter, e.g. P and Q, and its frequency-domain representation (including the h-periodic counterpart if the system is h-periodic) is denoted by putting a hat on it, e.g., P and Q; a roman capital letter is used for a continuous-time system while a greek capital letter is for a discrete-time system, in general.
Background, Motivations and Problem

Background and Motivations
The purpose of this paper is to study robust stability of the sampled-data system shown in Fig. 1 , which consists of the continuous-time plant P, the anti-aliasing filter F and the discrete-time compensator !?, together with the ideal sampler S and the (arbitrary but given fixed generalized) hold 3.1 both operating at sampling period h synchronously. Here, the nominal value for the plant P is known and given by PO, but the actual plant is unknown A h Formulation except that it lies somewhere in a prescribed set P including PO. The problem of our concern is to check if the sampled-data system remains internally stable for any P in the set P, given the compensator ! P that internally stabilizes the nominal plant PO.
In this paper, we consider the case where the set P is described with additive or multiplicative perturbations. Namely, we assume that any P in the set can be described 
In each case of the above example, an unstable A resulted, which is obviously the natural consequence from the uncertainty in the unstable part of the plant. It is generally true that we must consider an unstable (as well as stable) A unless we assume that the unstable part of the plant is perfectly known, which is obviously an unrealistic assumption. This motivates us to study the robust stability problem under possibly unstable additive/ multiplicative pertuibations, as has been studied in the corresponding problem in the continuous-time case [5] . Now, let us return to our underlying nssuniption (1). Suppose we introduce a minimal realization of A in each case of the above example, and consider the interconnected system corresponding to (1). It is easy to see that it cannot be stabilizable and detectable because of an unstable pole-zero cancellation. This trouble comes from the inadequate treatment in which a new state was assigned to the perturbation A that is independent of the state of the nominal plant. In other words, the equality in our underlying assumption (1) holds only in the input/output (I/O) sense, and so the properties about the state of the actual plant cannot always be deduced from those for the state of the nominal plant and the 'state' of the perturbation A ; in our internal stability analysis, the actual plant P itself must be 'directly' dealt with somehow. This is also the case in the corresponding continuous-time robust stability problem, but no essential difficulty arises in that case. However, the situation becomes more delicate in our sampled-data problem, partly because this kind of problem has been usually dealt with using a small-gain condition in terms of the Ld-induced norm (which can be applied only when the perturbations are stable), and mainly because we had been lacking a Nyquist-stability-criterion type of arguments in this area. This paper applies them to the problems under consideration.
Problem Formulation
Based on the considerations in the preceding subsection, we present in this subsection our assumptions in more detail, and state our robust stability problem. Now, let us start with the most fundamental part of our assumptions. 
A3
The nominal plant PO is finite dimensional LTI (FDLTI). Furthermore, it is stabilizable, detectable and strictly causal.
The actual plant P is FDLTI or linear h-periodic, and is described by a linear state equation with hperiodic coefficients that are continuous on the time interval [O,h) and bounded. Furthermore, it is stabilizable, detectable and strictly causal.
One of the equations (la), (lb) and (IC) holds. Here, WI and W 2 are given stable causal FDLTI systems, and A is a causal linear h-periodic system with the 'L,-norm' of d being strictly less than 1:
The Lw-norm of the frequency-domain representation a^ corresponding to the linear h-periodic system A is defined as a natural generalization of that in the FDLTI case, using the treatment of [12] , [19] .
By A2, it follows that the actual plant P can be associated with a discrete-time state transition matrix over the interval [O,h] (i.e., the monodromy matriz). Let us call the number of the eigenvalues of the monodromy matrix with magnitude no smaller than l the n u m b e r of the unstable modes of P. Our next assumption is as follows:
A4
The actual plant P has exactly as many unstable modes as the nominal plant PO.
For simplicity, we further assume:
A5
The anti-aliasing filter F is causal and FDLTI. Now, by A3, the 1/0 properties from U to y coincide with those of the system shown in Fig. 2 , where G is an appropriately formed FDLTI generalized plant. For this generalized plant, we assume the following [SI:
A6 The system G21 from U, to y is strictly causal.
-4°C.. Furthermore, we assume the following for simplicity: A7 G12 and G2l have no modes on the imaginary axis.
The above assumption is satisfied if PO and F have no modes on the imaginary axis. Our final assumption is as follows:
Most of the holds studied so far in the literature, including the zero-order hold, satisfy the above assumption. Thus, none of our assumptions is very restrictive.
Definition 1
The set of A satisfying the assumptions A2-A4 is denoted by A. The set of the actual plants P corresponding to A is denoted by P.
Since the set A is not closed because of (5), we introduce the following definition of robust stability.
Definition 2 bustly internally stable if
The sampled-data system of Fig. 1 Problem 1 Assume AO-AS. Find a necessary and sufficient condition for uniform robust internal stability of the sampled-data system shown in Fig. 1 .
Necessary and Sufficient Condition for Robust Stability
In this section, we give a necessary and sufficient condition for robust stability, which is derived through a Nyquist-stability-criterion type of arguments.
First, we can obtain the following result.
Theorem 1 formly robustly internally stable if and only if
The sampled-data system of Fig. 1 is uni-
Here Next, by restating the above condition, we can obtain the following main result of this section.
Theorem 2 formly robustly internally stable if and only if
The sampled-data system of Fig. 1 is uniIlGwllca = max IlG!P(jv)ll < 1.
(7)
VETO
Remark 1 Note that (7) is a 'small-gain condition' in terms of the H,-norm of the FR-operator G w ( j p ) (p E lo).
Since ll&lloO coincides with the Lpinduced norm from ut to z of the above-mentioned sampled-data system, the condition is equivalent to the 'small-gain condition' in terms of the &induced norm. However, what is highly important here is that the H , -n o m small-gain condition (7) has been derived by taking account of unstable perturbations as well as stable perturbations; a similar condition stated in Theorem 5.1 of [17] was derived by considering only stable perturbations. In addition, the necessity arguments for the condition given in [17] cannot be applied directly to our problem, either, because there exists a class of stable linear h-periodic systems that have &-induced norm strictly less than 1 but do not belong to our perturbation set A; for example, A does not contain any sampled-data systems, which are not natural as perturbations for a continuous-time plant.
The problem of computing l l Q~l l~ and that of finding a compensator I that achieves the robust stability condition (7) (i.e., the uniform robust stabilization problem) can be reduced to an equivalent discrete-time H , control problem; in [ll] , the present authors and their colleague directly dealt with the H,-norm small-gain condition (7) to derive an equivalent discrete-time problem. For other earlier arguments which studied the equivalent L2-induced norm small-gain condition, see [15] 
,[3],[18],[13],
We close this section by giving a strong result on robust 1/0 stability, which follows as the consequence of robust internal stability.
-
Theorem 3
Suppose that the sampled-data system of Fig. 1 is robustly internally stable. Whatever the actual plant P may be, inject any new input w1 to the continuous-time part consisting of the plant P and the anti-aliasing filter F through a linear h-periodic input matrix, subject only to the constraint that the system from w 1 to y is strictly causal (i.e., 201 is low-pass filtered before it reaches the sampler). Further extract any new output 21 given as an h-periodic lineax combination of U , s and w1. Then, for any P E P, the mapping from wi to ' 1 is L,-stable for any p (1 5 p 5 00).
Robust Stability against LTI Perturbations
In the preceding section, we studied the 'general' case where the perturbation A is linear h-periodic. However, when the nominal plant Po is LTI, it would be often more reasonable to assume that A is also LTI [7] ,[8], [16] . Thus, in this section, we study the case where A is LTI (actually FDLTI), and derive a necessary and sufficient condition for uniform robust internal stability against LTI perturbations. Finally, we compare the obtained design method with the one based on the small-gain condition (7), and clarify when the latter becomes particularly poor.
In the following, we denote the subset of A consisting of LTI perturbations by ALTI, and the corresponding subset of P by ",TI. Let us define (uniform) robust internal stability against LTI perturbations as in Definition 2 with P replaced by ",TI. Then, we can easily show that the uniform robust internal stability condition for PI,,, is given by (6) with A replaced by &TI: In view of the conclition (lo), 2 t us fix p E 20, and consider the set of the seriest {A(jp,)} in m satisfying det(I-?il(e"*)) = 0, which wedenote by we consider only those series such that A(jp0) is real and A (~P -~) is the complex conjugate of d(jpm ); similarly for p = w,/2). We will be interested in which roiighly corresponds to the 'smallest gain of desfabilizing LTI perturbations at the frequency p.' We further define
h (If A, is empty, we define ~( p )
as infinity, and p(p) as zero.)
Now, we can obtain the following theorem.
Theorem 4
The sampled-data system of Fig. 1 
I
As is clear from the above structure of &y), the necessary and sufficient condition (8) for uniform robust internal stability against LTI perturbations turns out to be a highly structured p-type of condition, as already pointed it should be stressed that a class of unstable perturbations is also taken into consideration here. with the property q(eJ+'*) = ~( e -~+ ' " ) .
Even if the plant is not SISO, the condition (17) still follows if the p?nt,'S single-input (resp. single-output) and if Gzi (resp. GizH) is a scalar times the identity matrix. Based on the condition (17), we can study the robust stabilization problem against LTI perturbations; the details are omitted here. but not G12(jpm)). Moreover, the above observation suggests how to choose the filter F when we design the sampled-data control system as a whole. Namely, since we would like to go without the design method based on the condition (17) because of its complexity, and take the simpler method based on the small-gain condition if possible at all, in order to guarantee that the small-gain condition is not extremely poor, it would be appropriate to choose the filter F so that the above-mentioned ratios are not remarkably dependent on those m that correspond to the significant terms. This leads to a guideline on determining the bandwidth and roll-off rate (around the cut-off frequency) of 2. In particular, the desired bandwidth of F, would often become approximately the same as that of H, which is roughly wd/2 for the typical case where 3-1 is the zero-order hold. This conclusion agrees with the well-known conventional choice, which follows from the sampling theorem.
When Does the Small-Gain Condition
Conclusion
In this paper, we gave necessary and sufficient conditions for uniform robust stability of sampled-data systems under possibly unstable additive/multiplicative perturbations. The results can readily b," extended to a general class of perturbations satisfying G11 = 0. The results were established by a Nyquist-stability-criterion type of arguments applied to the frequency-domain method to study sampled-data systems recently developed in [1], [2] , [20] - [22] , and the uniform robust stability problems for linear h-periodic perturbations and LTI perturbations were dealt with in a unified manner from that viewpoint. Furthermore, the relationship between the two problems was clarified, and some insight into the design problem of a
A
Become a Poor Measure?
A h uiiiformly robustly stabilizing controller was obtained; it suggested the importance of adjusting the anti-aliasing filter F. An interesting future topic would be to study the simultaneous optimization problem of the hold 3-1 and the filter F for a given set of LTI perturbations.
