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In this paper we consider the problem of estimating the largest eigenvalue and the
corresponding eigenvector of a symmetric matrix. In particular, we consider iterative
methods, such as the power method and the Lanczos method. These methods need
a starting vector which is usually chosen randomly. We analyze the behavior of these
methods when the initial vector is chosen with uniform distribution over the unit n-
dimensional sphere. We extend and generalize the results reported earlier. In particular,
we give upper and lower bounds on the Lp norm of the randomized error, and we improve
previously known bounds with a detailed analysis of the role of the multiplicity of the
largest eigenvalue. © 1997 Academic Press
Key Words: power and Lanczos methods; eigenvalues and eigenvectors; random
start; randomized error.
1. INTRODUCTION
We consider the problem of approximating a few of the largest eigenvalues
and the corresponding eigenvectors of a large symmetric sparse matrix. This
problem is mainly solved by using algorithms based on Krylov information.
Krylov information can be viewed as an n × k matrix, whose columns are the
matrix–vector multiplications of the first k − 1 powers of the matrix A times a
*E-mail: delcorso@imc.pi.cnr.it.
†E-mail: manzini@unial.it.
419
0885-064X/97 $25.00
Copyright © 1997 by Academic Press
All rights of reproduction in any form reserved.
420 DEL CORSO AND MANZINI
unit vector b. Among this class of algorithms we find the well-known power
method and the far superior Lanczos method. These methods are iterative and
they both need a starting vector. It is well known that these methods fail to
converge to the largest eigenvalue if the starting vector is orthogonal to the
eigenspace of the largest eigenvalue λ1. This fact motivates the choice of a
random starting vector b and justifies the study of the “randomized error.” In
other words, we analyze the behavior of these methods when the initial vector
is distributed according to a probability measure µ. This approach has been
already taken in [6, 7] for approximation to the largest eigenvalue and in [2, 9]
for approximation to a normalized eigenvector.
It is well known that when the starting vector is chosen deterministically,
the speed of convergence of the power and Lanczos methods depends dramat-
ically on the ratio between the first two largest eigenvalues. Kuczyn´ski and
Woz´niakowski [6] analyzed the randomized error for estimating the largest
eigenvalue and they gave bounds on the randomized error that do not depend
on the distribution of the eigenvalues. Distribution-free bounds can be used to
determine the number of steps that for every matrix guarantees the randomized
error to be lower than a positive threshold ε. In [2] it is proven that a similar
result does not hold when we consider the problem of approximating an eigen-
vector corresponding to λ1 by the power method. In fact, it is shown that there
are worst case matrices for which the power method is not convergent, even for
a random starting vector.
Leyk and Woz´niakowski [9] generalized this negative result to every polyno-
mial method (see Section 2 for the definition). In particular, for the 2-norm
they showed that there exists an n × n positive definite matrix for which all
polynomial methods must fail to approximate an eigenvector corresponding to
λ1, when less than n steps are used. This means that there are “worst case”
matrices whose eigenvalues are badly separated and for which all polynomial
methods do not converge for a randomly chosen starting vector.
In this paper we refine and generalize distribution-free, as well as distribution-
dependent, randomized error bounds proposed in the literature. In particular,
in Section 3 we consider the “best” polynomial method and we compute the
supremum over all positive definite matrices of the randomized error (in the
p sense, p ∈ [1, +∞)) for eigenvector approximation. For the same problem
we prove an upper bound on the rate of convergence of the method when the
eigenvalues are not pathologically close one to each other. In Section 4 we give
upper bounds on the randomized error (in the sense of p) for the approximation
of eigenvectors by the Lanczos method. We show that the rate of convergence
depends on the relation between p and the multiplicity r of the largest eigenvalue.
Our bounds are tighter than those given in [9] for the 2 norm.
Section 5 contains results on eigenvalue approximation. In Section 5.1 we
give bounds for the randomized error in the p-norm that are independent of
the distribution of the eigenvalues but depend on the multiplicity r of the largest
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eigenvalue. We show that the knowledge of the multiplicity r allows us to give
tighter distribution-free bounds for both the power and the Lanczos methods. For
the power method we give upper bounds that are sharp in the case 2p ≤ r. For the
Lanczos method we provide an upper bound. Section 5.2 is devoted to the study
of randomized error bounds that depend on the distribution of the eigenvalues.
In particular, we propose upper and lower bounds for the approximation to
the largest eigenvalue by using the power method. For the Lanczos method a
new upper bound for the p case is provided. For p = 1, this bound compares
favorably with the bound given in [6]. In order to evaluate the sharpness of
our bounds, we have performed extensive numerical tests which are reported in
Section 6. Section 7 contains some concluding remarks.
The main technical difficulties of the paper are in the computation of integrals
of the kind
∫
Sn
(
a
∑n
i=q+1 b2i∑q
i=1 b2i + a
∑n
i=q+1 b2i
)s
µ(db),
where Sn is the n-dimensional sphere of radius one. In order to simplify the
exposition, an exact formula for this integral, as well as tight upper and lower
bounds, are confined to the Appendix.
2. DEFINITIONS AND NOTATION
Let A be an n × n real symmetric matrix. Without loss of generality we
can assume that A is positive definite (see [2, 6, 9] for comments about this
assumption). Let λ1 ≥ λ2 ≥ . . . ≥ λn > 0 denote the eigenvalues of A and let z1,
z2, . . . , zn be the corresponding othonormal eigenvectors. Let r, r < n, denote the
multiplicity of the largest eigenvalue λ1 and Z1 the eigenspace corresponding
to λ1, i.e.,
Z1 = span {z: Az = λ1z}.
We consider the problem of approximating λ1 and a vector in Z1. This problem
is often solved using iterative methods. In fact, when we want to compute only
a few eigenvalues and eigenvectors, iterative methods are preferable to QR or
QL algorithms for their smaller computational cost. We restrict ourselves to
algorithms that use Krylov information, that is, the set Nk(A, b) given by
Nk(A, b) = {b, Ab, · · · , Ak−1b},
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where b is a vector with unit norm. We define the Krylov subspace as
k = span {b, Ab, · · · , Ak−1b}.
A polynomial method [9] is a method that produces at the kth step a vector
uk = u(A, b, k) such that uk belongs to k and ‖uk‖ = 1 (from now on ‖ · ‖
denotes the Euclidean vector norm). Hence, uk can be written as
uk = c0b+ c1Ab+ · · · + ck−1Ak−1b = P(A)b,
where P is a polynomial of degree at most k − 1 such that ‖uk‖ = 1. Within
this class the most widely used methods are the power method and the Lanczos
method.
We use the following notation. For any polynomial method , ξk , and uk
denote the approximation to λ1 and z ∈ Z1 returned by after k steps. Using
this notation, we can define the power method as
xk = Axk−1,
uPowk =
AuPowk−1
‖AuPowk−1‖
,
ξPowk =
xTk−1Axk−1
xTk−1xk−1
,
where upow0 = x0 = b is the initial vector. For the Lanczos method we have
ξLank = max
{
xTAx
xTx
, x ∈ k
}
, (1)
while uLank is the unit norm vector such that
Rk AuLank = ξLank uLank ,
where Rk is the orthogonal projector onto k (for more details see [9]). The
value ξLank can be seen as the “best” approximation to λ1 we can obtain using
vectors in k . A similar property does not hold for uLank . For this reason we
introduce the best polynomial method for the eigenvector estimate. At step k
this method returns the vector uk , with ‖uk ‖ = 1, such that
inf
v∈Z1
‖uk − v‖ = min
u∈ k‖u‖=1
inf
v∈Z1
‖u− v‖. (2)
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Although the computation of uk is not feasible, the method has a significant
theoretical interest since important properties of the Lanczos method can be de-
rived from the study of (see, for example, [1, 11]).
It can be shown that all polynomial methods fail to converge to λ1 and to
a corresponding eigenvector when the starting vector b is orthogonal to the
eigenspace Z1. Moreover, the analysis of the speed of convergence (assuming b
6⊥ Z1) shows that the convergence depends on the distribution of the eigenvalues
(see [10–13]). As in [2, 6, 9] we are going to analyze the behavior of these
methods, assuming the starting vector b to be randomly chosen with uniform
distribution µ on the n-dimensional sphere of radius one, Sn = {b ∈ n : ‖b‖ =
1}. The measure µ is such that µ(Sn) = 1. Some observations about the
convenience of the choice of the uniform distribution may be found in [6, 9].
In this paper we analyze the randomized error in the p sense, defined as
follows: Let p ∈ [1, +∞). The randomized error in the sense of p for the
approximation to an eigenvector is defined as
eran(uk , A, p) =
(∫
Sn
inf
v∈Z1
‖uk (b)− v‖p µ(db)
)1/p
. (3)
The randomized error in the sense of p for the approximation to the largest
eigenvalue λ1 is
eran(ξk , A, p) =
(∫
Sn
∣∣∣∣∣λ1 − ξk (b)λ1
∣∣∣∣∣
p
µ(db)
)1/p
. (4)
The study of the randomized error for all possible p emphasizes the importance
of the choice of the error measure for the convergence of the method. In fact, it
turns out that the value of p and, in particular, its relation with the multiplicity
r of the largest eigenvalue λ1 determines the speed of convergence of the ran-
domized methods.
In the rest of the paper we use the following notation: cm denotes the Lebesgue
measure of the unit ball over m ; F(α, β; λ; x) denotes the hypergeometric
function; the beta function is denoted by B(i, j) and satisfies the relation
B(i, j) = 2
∫ 1
0
x2i−1(1− x2) j−1 dx = 0(i)0( j)
0(i + j) . (5)
For definitions and properties of these functions see [4]. In the following Tk(x)
and Uk(x) denote the kth Chebyshev polynomials of the first and second kinds,
respectively. We recall that by setting x = cos(θ) we have
Tk(cos(θ)) = cos(kθ), Uk(cos(θ)) = sin((k + 1)θ)
sin(θ)
. (6)
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3. BEST EIGENVECTOR APPROXIMATION
In this section we analyze the behavior of the best polynomial method
introduced in the previous section. Our main result is the computation of the
supremum of the p randomized error over all positive definite matrices. In
[2] the same problem is analyzed for the power method. It is shown that there
are matrices for which the distribution of the eigenvalues is so bad that the
power method does not converge even for a random starting vector. In [9] the
analysis is generalized to all polynomial methods showing that there exists an
n × n matrix for which all polynomial methods fail in the approximation of
an eigenvector in Z1, unless n steps are performed. This “worst case” matrix
has a unique largest eigenvalue but the others are pathologically close to λ1.
Hence, polynomial methods are not able to distinguish between the eigenspace
Z1 and the eigenspace corresponding to the second largest eigenvalue. In [9] the
randomized error is considered only in the 2 case. The goal of this section is
to generalize this result to the p case, p ∈ [1, +∞). In addition, we prove an
upper bound on the randomized error of which shows how the distribution of
the eigenvalues affects the speed of convergence of the method.
THEOREM 3.1. Let n denote the class of n × n positive definite matrices:
(a) For k < n we have
sup
A∈ n
eran(uk , A, p) =
(
0((n − k + 1)/2)0((n + p − k)/2)
0((n − k)/2)0((n + p − k + 1)/2)
)1/p
.
(b) For k ≥ n the method has zero randomized error.
Let us comment on this theorem. Observe that the value(
0((n − k + 1)/2)0((n + p − k)/2)
0((n − k)/2)0((n + p − k + 1)/2)
)1/p
(7)
is decreasing with k, since h < k implies h ⊂ k . For k = n − 1 the value of
(7) becomes (
0((p + 1)/2)
0(1/2)0(p/2+ 1)
)1/p
=
(
20((p + 1)/2)
pi1/2 p0(p/2)
)1/p
,
that is, a constant for every value of p. Hence, even for n → ∞ and k = n − 1
there are matrices for which the best polynomial method fails.
Proof of Theorem 3.1. Part (b) follows by observing that eran(uLank , A, p) =
0 (see Theorem 4.1), and eran(uk , A, p) ≤ eran(uLank , A, p).
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To prove part (a), assume k < n and let r denote the multiplicity of the largest
eigenvalue λ1. Let b =
∑n
i=1 biz i. An arbitrary vector uk ∈ k with ‖uk‖ = 1
can be written as
uk =
∑n
i=1 bi P(λi )zi√∑n
i=1 b2i P2(λi )
,
where P is a polynomial of degree at most k − 1. We have
inf
v∈Z1
‖uk − v‖ =
(∑n
i=r+1 b2i P2(λi )∑n
i=1 b2i P2(λi )
)1/2
. (8)
Let k denote the class of all polynomials of degree at most k − 1. By (2) and
(8) we have that uk satisfies
inf
v∈Z1
‖uk − v‖ = minP∈ k
(∑n
i=r+1 b2i P2(λi )∑n
i=1 b2i P2(λi )
)1/2
. (9)
By (3) we have
eran(uk , A, p) =
∫
Sn
min
P∈ k
(∑n
i=r+1 b2i P2(λi )∑n
i=1 b2i P2(λi )
)p/2
µ(db)
1/p .
The supremum of the above integral has been studied for p = 2 in [9, Theorem
1]. With a similar proof, we get for p ∈ [1, +∞)
sup
A∈ n
eran(uk , A, p) =
∫
Sn
( ∑n−k+1
i=2 b2i
b21 +
∑n−k+1
i=2 b2i
)p/2
µ(db)
1/p .
The problem is then reduced to the solution of the integral
I =
∫
Sn
( ∑n−k+1
i=2 b2i
b21 +
∑n−k+1
i=2 b2i
)p/2
µ(db).
Since the integrand function does not depend on the norm of b or on the signs
of the bi’s, the integral over the unit sphere is the same as the integral over the
unit ball Bn (see Remark 7.2 in [6]). Hence,
I = 1
cn
∫
Bn
( ∑n−k+1
i=2 b2i
b21 +
∑n−k+1
i=2 b2i
)p/2
db.
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Integrating with respect to the last k − 1 variables, we get
I = ck−1
cn
∫
Bn−k+1
( ∑n−k+1
i=2 b2i
b21 +
∑n−k+1
i=2 b2i
)p/2 (
1−
n−k+1∑
i=1
b2i
)(k−1)/2
db.
Rewriting the last integral as an integral over the ball B1 = {b1, b21 ≤ 1} and
the (n − k)-dimensional ball B′ of radius
√
1− b21, we get
I = ck−1
cn
∫
B1
∫
B′
‖b‖pn−k
(b21 + ‖b‖2n−k)p/2
(1− b21 − ‖b‖2n−k)(k−1)/2 db, (10)
where ‖b‖2n−k =
∑n−k+1
i=1 b2i .
For i = 2, …, n − k + 1 let ti = bi/
√
1− b21 and ‖t‖2n−k =
∑n−k+1
i=2 t2i =
‖b‖2n−k/(1− b21). We rewrite (10) as
I = ck−1
cn
∫
B1
∫
Bn−k
‖t‖pn−k(1− ‖t‖2n−k)(k−1)/2(1− b21)(n+p−1)/2
(b21 + ‖t‖2n−k(1− b21))p/2
dt db1. (11)
Applying two times formula [4.642] of [4] we get
I = γ
∫ 1
0
∫ 1
0
tn−k+p−1(1− t2)(k−1)/2(1− b2)(n+p−1)/2
(b2 + t2(1− b2))p/2 dt db
= γ
∫ 1
0
tn−k+p−1(1− t2)(k−1)/2
∫ 1
0
(1− b2)(n+p−1)/2
(b2 + t2(1− b2))p/2 db dt, (12)
where γ = 2ck−1(n − k)cn−k/cn. Setting z = (1 − b2), (12) can be rewritten as
I = γ
2
∫ 1
0
tn−k+p−1(1− t2)(k−1)/2
∫ 1
0
z(n+p−1)/2
(1− z)1/2(1− (1− t2)z)p/2 dz dt .
(13)
We notice that the first integral in (13) can be thought of as an integral over
the open interval (0, 1). Hence, we can apply formula [3.197, 3] of [4] to the
second integral, since condition (1 − t2) < 1 holds. We get
I = γ
2
B
(
n + p + 1
2
,
1
2
)∫ 1
0
tn−k+p−1(1− t2)(k−1)/2
× F
(
p
2
,
n + p + 1
2
,
n + p
2
+ 1; 1− t2
)
dt .
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Changing variables by setting z = 1 − t2, we get
I = γ ′
∫ 1
0
z(k−1)/2(1− z)(n−k+p)/2+1F
(
p
2
,
n + p + 1
2
,
n + p
2
+ 1; z
)
dz,
where γ ′ = (γ/4)B((n + p + 1)/2, 1/2). Applying formula [7.512, 3] of [4] we
have
I = γ ′ 0((n + p)/2+ 1)0((k + 1)/2)0((n + p − k)/2)0((n − k + 1)/2)
0((n + p + 1)/2)0(n/2+ 1)0((n + p − k + 1)/2)
= 0((n + p − k)/2)0((n − k + 1)/2)
0((n − k)/2)0((n + p − k + 1)/2) ,
which proves the theorem.
Theorem 3.1 establishes the behavior of the best method for the “worst”
positive definite matrix. It is interesting to study the randomized error also for
matrices whose eigenvalues are not so badly distributed. The following theorem
gives an upper bound on the randomized error as a function of the difference
between the two largest eigenvalues.
THEOREM 3.2. For any symmetric positive definite matrix A, let m denote the
number of distinct eigenvalues, let r, r < n − m + 1, be the multiplicity of the
largest eigenvalue λ1, and let λr+1 and λn be the second largest and the small-
est eigenvalues of A. Then, for every p ∈ [1, +∞) we have eran (uk , A, p) = 0for k ≥ m, while for k < m we have
eran (uk , A, p)
≤

fk(λ1, λr+1, λn)
(
0((r − p)/2)0((n − r − p)/2)
0(r/2)0((n − r)/2)
)1/p
f or p < r
fk(λ1, λr+1, λn) ln1/p( fk(λ1, λr+1, λn))
×
(
0(n/2)
0(p/2)0((n − r)/2)
)1/p
+ β f or p = r
[ fk(λ1, λr+1, λn)]r/p
(
0(n/2)0(p − r)/2)
0(p/2)0((n − r)/2)
)1/p
f or p > r ,
where
fk(λ1, λr+1, λn) = 1∣∣∣∣Tk (1+ 2 λ1 − λr+1λr+1 − λn
)∣∣∣∣ ,
β = fk(λ1, λr+1, λn)
(
0(n/2)
0(p/2)0((n − r)/2)
(
2+ 2
n
))1/p
, (14)
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and Tk is the Chebyshev polynomial of the first kind of degree k − 1.
Before giving the proof, it is worth commenting on this theorem. The first
part tells us that when the number of iterations k reaches the number of distinct
eigenvalues, the randomized error vanishes, no matter how the eigenvalues are
distributed. The second part shows that when the two largest eigenvalues are
well separated the randomized error quickly decreases with k (in fact, fk(λ1,
λr+1, λn) ' α−k for a constant α > 1). Moreover, we observe that we have three
different behaviors of the randomized error depending on the relation between
p and r. We have not been able to find lower bounds; hence, we still do not
know if these behaviors are in the nature of the problem or if the presence of
three different cases is due to our inability to bound multidimensional integrals.
Proof of Theorem 3.2. By Theorem 4.1 for k ≥ m we have
eran (uk , A, p) ≤ eran (uLank , A, p) = 0.
Now we consider the case k < m. We have already observed that
uk =
∑n
i=1 bi P∗(λi )zi√∑n
i=1 b2i P∗(λi )2
,
where P* is the polynomial in k for which the minimum in (9) is achieved.
By setting xi = λ i/λ1 and Q*(t) = P*(λ1t)/P*(λ1), the randomized error can be
written as
eran (uk , A, p) =
∫
Sn
( ∑n
i=r+1 b2i Q∗(xi )2∑r
i=1 b2i +
∑n
i=r+1 b2i Q∗(xi )2
)p/2
µ(db)
1/p .
Denote by k(1) the class of all polynomials of degree at most k − 1 that are
equal to 1 in 1. Then
eran (uk , A, p)
=
∫
Sn
min
Q∈ k (1)
( ∑n
i=r+1 b2i Q2(xi )∑r
i=1 b2i +
∑n
i=r+1 b2i Q2(xi )
)p/2
µ(db)
1/p
=
∫
Sn
min
Q∈ k (1)
(
1−
∑r
i=1 b2i∑r
i=1 b2i +
∑n
i=r+1 b2i Q2(xi )
)p/2
µ(db)
1/p .
(15)
Thus, the polynomial Q* that minimizes the error eran (uk , A, p) is such that
n∑
i=r+1
b2i Q∗(xi )2 = minQ∈Pk(1)
n∑
i=r+1
b2i Q2(xi ).
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We have
min
Q∈ k (1)
n∑
i=r+1
b2i Q2(xi ) ≤ minQ∈ k(1) maxt∈[xn, xr+1]
n∑
i=r+1
b2i Q2(t)
=
[
min
Q∈ k (1)
max
t∈[xn , xr+1]
|Q(t)|
]2 n∑
i=r+1
b2i . (16)
By the minimax theorem (see [12, pp. 142–143]) we know that
min
Q∈ k (1)
max
t∈[xn, xr+1]
|Q(t)| = 1∣∣∣∣Tk (1+ 2 λ1 − λr+1λr+1 − λn
)∣∣∣∣ ,
where Tk is the Chebyshev polynomial of the first kind of degree k − 1. From
(16) and (14) we get
min
Q∈Pk(1)
n∑
i=r+1
b2i Q2(xi ) ≤ fk(λ1, λr+1, λn)
n∑
i=r+1
b2i . (17)
Using (17) we upper-bound (15) as
[eran (uk , A, p)]p ≤
∫
Sn
(
fk(λ1, λr+1, λn)
∑n
i=r+1 b2i∑r
i=1 b2i + fk(λ1, λr+1, λn)
∑n
i=r+1 b2i
)p/2
db.
The proof follows from the upper bounds given by Lemma A.2.
4. EIGENVECTOR APPROXIMATION BY THE LANCZOS METHOD
In this section we consider the Lanczos method for an eigenvector estimate.
In view of Theorem 3.1 we know that we cannot have distribution-free bounds
which approach zero as the number of iterations increase. Therefore, we prove
a result analogous to Theorem 3.2 which bounds the rate of convergence of the
Lanczos method in terms of the relative distances among the eigenvalues. Note
that this theorem shows the substantial equivalence between the Lanczos method
and the best polynomial method .
THEOREM 4.1. For any symmetric positive definite matrix A, let m denote the
number of distinct eigenvalues, let r, r < n − m + 1, be the multiplicity of the
largest eigenvalue λ1, and let λr+1 and λn be the second largest and the smallest
eigenvalues of A. Then, for every p ∈ [1,+∞), we have eran(uLank , A, p) = 0for k ≥ m, while for k < m
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eran (uk , A, p) ≤ eran (uLank , A, p) ≤
√
λ1 − λn
λ1 − λr+1 e
ran (uk , A, p).
Proof. To prove that eran (uLank , A, p) = 0 when k ≥ m, we use Theorem 5
of [9], where this result is proven for p = 2. The generalization to the p case
is straightforward.
Assume now that k < m. Obviously we have eran (uk , A, p) ≤ eran (uLank , A,
p). Let b = ∑ni=1 bizi denote the initial vector. By definition of the Lanczos
method we have
uLank =
∑n
i=1 bi P∗(λi )xi√∑n
i=1 b2i P∗(λ1)2
,
where P* is the polynomial in k which maximizes the Rayleigh quotient. Thus∑n
i=1 b2i λi P∗(λi )2∑n
i=1 b2i P∗(λi )2
= max
P∈ k
∑n
i=1 b2i λi P2(λi )∑n
i=1 b2i P2(λi )
.
Equivalenty, P* minimizes the relative error for the approximation of λ1; that is∑n
i=r+1 b2i P∗(λi )2(1− λi/λ1)∑n
i=1 b2i P∗(λi )2
= min
P∈ k
∑n
i=r+1 b2i P2(λi )(1− λi/λ1)∑n
i=1 b2i P2(λi )
. (18)
By (3), setting xi = λ i/λ1 and Q*(t) = P*(λ1t)/P*(λ1), we get
eran (uLank , A, p) =
∫
Sn
( ∑n
i=r+1 b2i Q∗(xi )2∑r
i=1 b2i +
∑n
i=r+1 b2i Q∗(xi )2
)p/2
µ(db)
1/p .
(19)
We have
[eran (uLank , A, p)]p
=
∫
Sn

∑n
i=r+1 b2i Q∗(xi )2(1− xi )
1
(1− xi )∑r
i=1 b2i +
∑n
i=r+1 b2i Q∗(xi )2

p/2
µ(db)
≤ 1
(1− xr+1)p/2
∫
Sn
( ∑n
i=r+1 b2i Q∗(xi )2(1− xi )∑r
i=1 b2i +
∑n
i=r+1 b2i Q∗(xi )2
)p/2
µ(db)
= 1
(1− xr+1)p/2
∫
Sn
(
min
Q∈ k(1)
∑n
i=r+1 b2i Q2(xi )(1− xi )∑r
i=1 b2i +
∑n
i=r+1 b2i Q2(xi )
)p/2
µ(db),
(20)
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where (20) follows from (18) by setting Q(t) = P(λ1t)/P(λ1). Since
min
Q∈ k (1)
∑n
i=r+1 b2i Q2(xi )(1− xi )∑r
i=1 b2i +
∑n
i=r+1 b2i Q2(xi )
≤ (1− xn) minQ∈ k (1)
∑n
i=r+1 b2i Q2(xi )∑r
i=1 b2i +
∑n
i=r+1 b2i Q2(xi )
,
using (15) we get
eran (uLank , A, p)
≤
(
1− xn
1− xr+1
)1/2∫
Sn
(
min
Q∈ k (1)
∑n
i=r+1 b2i Q2(xi )∑r
i=1 b2i +
∑n
i=r+1 b2i Q2(xi )
)p/2
µ(db)
1/p
=
√
λ1 − λn
λ1 − λr+1 e
ran (uk , A, p).
The randomized error eran (uLank , A, p) has been studied in [9] for p = 2.
Since we take into account the multiplicity r of λ1, we obtain tighter estimates.
For r ≥ 2, we get asymptotically (with respect to k) better bounds; for r = 1, we
get the same asymptotic behavior but with a smaller constant.
5. EIGENVALUE APPROXIMATION BY THE POWER AND
LANCZOS METHODS
It is well known (see [2, 9]) that, when we consider the randomized error,
the computation of eigenvalues is usually easier than the computation of the
corresponding eigenvectors. In [6] a sharp bound for the power method is
given for the 1 norm. In the same paper an upper bound for the Lanczos
process is given (again for the 1 norm). These bounds do not depend on the
distribution of eigenvalues and show that for any matrix the randomized error
vanishes as the number of iterations grows. In Section 5.1 we generalize these
bounds to the p case. Note that the techniques used in [6] for p = 1 cannot
be used for an arbitrary p. The main difficulty is that we have to deal with
hypergeometric functions instead of logarithms and arctangents. In Section 5.2
we give distribution-dependent bounds. For the power method upper and lower
bounds are given, while for the Lanczos method we provide only upper bounds.
5.1. Distribution-Free Bounds
In this section we assume we know the multiplicity r of the largest eigenvalue
λ1. We show how this knowledge allows us to get tighter bounds with respect
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to those in [6]. This fits with the general paradigm that knowing more about
the problem allows us to get better bounds. These bounds can be considered as
independent of the distribution of the eigenvalues since they hold for all matrices
with a given multiplicity of the largest eigenvalue. First we prove a result for
the power method.
THEOREM 5.1. Let ξPowk be the approximation to λ1 returned by the power
method after k steps. Let r, r < n, be the multiplicity of λ1 and let C =
(1− 1/2k − 1))2(k−1) (note that e−1 ≤ C ≤ 0.45). For every k ≥ 2 we have
eran (ξPowk , A, p)
≤

C
1
2k − 1
(
0((r − 2p)/2)0((n − r + 2p)/2)
0(r/2)0((n − r)/2)
)1/p
f or 2p < r
C
ln1/p(2k − 1)
2k − 1
(
0(n/2)
0(p)0((n − 2p)/2)
)1/p
+ β f or 2p = r
Cr/(2p)
(
1
2k − 1
)r/(2p) (0(n/2)0((2p − r)/2)
0(p)0((n − r)/2)
)1/p
f or 2p > r ,
where
β = C 1
2k − 1
(
0(n/2)
0(p)0((n − r)/2)
(
3+ 2
n
))1/p
.
In addition, there exists a positive definite matrix with only two distinct
eigenvalues for which
eran (ξPowk , A, p)
≥

C
1
2k − 1
(
0((r − 2p)/2)0((n − r + 2p)/2)
0(r/2)0((n − r)/2)
)1/p
− 1
2k − 1 γ f or 2p < r
C
1
2k − 1 ln
1/p
(
1
C
)(
0(n/2)
0(p)0((n − 2p)/2)
)1/p
− 1
2k − 1 γ
′ f or 2p = r
Cr/(2p)
1
2k − 1
(
0(n/2)0((2p − r)/2)
0(p)0((n − r)/2)
)1/p
− 1
2k − 1 γ
′′ f or 2p > r ,
(21)
where γ, γ ′, γ ′′ are lower order terms (with respect to k) defined accordingly
with Lemma A.3 (see (38)).
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Proof. Let b =∑ni=1 bizi denote the initial vector. We have
λ1 − ξPowk
λ1
= 1
λ1
(
λ1 −
∑n
i=1 b2i λ
2k−1
i∑n
i=1 b2i λ
2(k−1)
i
)
=
∑n
i=r+1 b2i λ
2(k−1)
i (1− λi/λ1)∑r
i=1 b2i λ
2(k−1)
1 +
∑n
i=r+1 b2i λ
2(k−1)
i
.
By definition of a randomized error (4), we have
eran (ξPowk , A, p) =
(∫
Sn
( ∑n
i=r+1 b2i x
2(k−1)
i (1− xi )∑r
i=1 b2i +
∑n
i=r+1 b2i x
2(k−1)
i
)p
db
)1/p
, (22)
where xi = λ i/λ1. Since (1 − xi) ≤ 1, we have
[eran (ξPowk , A, p)]p
≤
∫
Sn
( ∑n
i=r+1 b2i x
2(k−1)
i (1− xi )∑r
i=1 b2i +
∑n
i=r+1 b2i x
2(k−1)
i (1− xi )
)p
db
=
∫
‖b‖=1
(
1−
∑r
i=1 b2i∑r
i=1 b2i +
∑n
i=r+1 b2i x
2(k−1)
i (1− xi )
)p
db. (23)
Since
x
2(k−1)
i (1− xi ) ≤ max
x∈(0, 1)
x2(k−1)(1− x) =
(
1− 1
2k − 1
)2(k−1) 1
2k − 1 ,
we can upper-bound (23) as
[eran (ξPowk , A, p)]p ≤
∫
Sn
(
1−
∑r
i=1 b2i∑r
i=1 b2i + a
∑n
i=r+1 b2i
)p
db
=
∫
Sn
(
a
∑n
i=r+1 b2i∑r
i=1 b2i + a
∑n
i=r+1 b2i
)p
db,
where a = (1 − 1/(2k − 1))2(k−1)/(2k − 1). The theorem is proven by observing
that 0 < a < 1 and applying the bounds given by Lemma A.2.
We now prove the existence of a matrix for which the randomized error
is lower-bounded by (21). Let A be an n × n matrix with only two distinct
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eigenvalues, λ1 with multiplicity r and λr+1with multiplicity n − r. For this
matrix we get
[eran (ξPowk , A, p)]p
= 1
cn
(1− xr+1)p
∫
Bn
(
x
2(k−1)
r+1
∑n
i=r+1 b2i∑r
i=1 b2i + x2(k−1)r+1
∑n
i=r+1 b2i
)p
db. (24)
By applying to (24) the lower bounds given by Lemma A.3 we get
eran (ξPowk , A, p)
≥

(1− xr+1)
[
x
2(k−1)
r+1
(
0(n + 2p − r)/2)0((r − 2p)/2)
0(r/2)0((n − r)/2)
)1/p
− γ
]
2p < r
(1− xr+1)
[
x
2(k−1)
r+1 ln1/p
(
1
x
2(k−1)
r+1
)(
0(n/2)
0(p)0((n − r)/2)
)1/p
− γ ′
]
2p = r
(1− xr+1)
[
x
r(k−1)/p
r+1
(
0(n/2)0((2p − r)/2)
0(p)0((n − r)/2)
)1/p
− γ ′′
]
2p > r,
where γ , γ ′, and γ ′′ are as in Lemma A.3. By setting xr+1 = 1 − 1/(2k − 1) we
conclude the proof.
Note that for 2p < r the upper bound is sharp. For the other cases, 2p = r and
2p > r, we have not been able to produce a matrix which achieves the upper
bound. For p = 1 it is possible to compare these bounds with those reported in
[6]. We have that for small r the bounds in [6] are better, while for r ≥ n/ln n
our bounds are tighter.
The next theorem gives a distribution-free bound for the Lanczos method when
the p norm is considered. We have three different upper bounds according to
the relation between the multiplicity r of λ1 and the norm parameter p. The lack
of lower bounds makes it difficult to understand if the Lanczos method shows
these different behaviors. We can only compare these bounds with the results
of the numerical tests which suggest that a dependence on p and r is likely to
exist (see Section 6).
THEOREM 5.2. Let ξLank be the approximation to λ1 returned by the Lanc-
zos method after k steps. Let m denote the number of distinct eigenvalues and
let r, r ≤ n − m + 1, be the multiplicity of the largest eigenvalue λ1. For any
p ∈ [1,+∞) we have eran (ξLank , A, p) = 0 for k ≥ m, while for k < m
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eran (ξLank , A, p)
≤

1
k2
(
0((r − 2p)/2)0((n − r + 2p)/2)
0(r/2)0((n − r)/2)
)1/p
f or 2p < r
1
k2
ln1/p(k + 1)2
(
0(n/2)
0(p)0((n − 2p)/2)
)1/p
+ β f or 2p = r
1
k(r/p)
(
0((2p − r)/2)0(n/2)
0(p)0((n − r)/2)
)1/p
f or 2p > r ,
where
β = 1
k2
(
0(n/2)
0(p)0((n − 2p)/2)
(
2+ 2
n
))1/p
.
Proof. To prove that eran (ξLank , A, p) = 0 when k ≥ m, we use Theorem 3.2
in [6], where the result is proven for p = 1. The generalization to the p case
is straightforward.
Assume now k < m and let b =∑ni=1 bizi denote the initial vector. From (1)
we have
ξLank = maxP∈ k
∑n
i=1 b2i λi P2(λi )∑n
i=1 b2i P2(λi )
.
By setting xi = λ i/λ1 and Q(t) = P(λ1t)/P(λ1), we have
λ1 − ξLank
λ1
= min
Q∈ k(1)
∑n
i=r+1 b2i Q2(xi )(1− xi )∑r
i=1 b2i +
∑n
i=r+1 b2i Q2(xi )
,
where, as usual, k(1) denotes the class of polynomials of degree at most k −
1 which are equal to 1 in 1.
Hence, the randomized error is given by
eran (ξLank , A, p) =
(∫
Sn
(
min
Q∈ k (1)
∑n
i=r+1 b2i Q2(xi )(1− xi )∑r
i=1 b2i +
∑n
i=r+1 b2i Q2(xi )
)p
db
)1/p
.
Raising everything to the power p, we get
[eran (ξLank , A, p)]p =
∫
Sn
min
Q∈ k (1)
( ∑n
i=r+1 b2i Q2(xi )(1− xi )∑r
i=1 b2i +
∑n
i=r+1 b2i Q2(xi )
)p
µ(db)
≤
∫
Sn
min
Q∈ k (1)
( ∑n
i=r+1 b2i Q2(xi )(1− x2i )∑r
i=1 b2i +
∑n
i=r+1 b2i Q2(xi )
)p
µ(db).
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Since
∑n
i=r+1 b2i Q2(xi ) ≥
∑n
i=r+1 b2i Q2(xi )(1 − x2i ) from the previous equa-
tion, we get
[eran (ξLank , A, p)]p
≤
∫
Sn
min
Q∈ k(1)
( ∑n
i=r+1 b2i Q2(xi )(1− x2i )∑r
i=1 b2i +
∑n
i=r+1 b2i Q2(xi )(1− x2i )
)p
µ(db). (25)
Let Uk be the Chebyshev polynomial of the second kind of degree k − 1. The
polynomial Wk = Uk/k is in the class k(1). By replacing the minimum in (25)
with the value achieved for Wk, we get
[eran (ξLank , A, p)]p
≤
∫
‖b‖=1
( ∑n
i=r+1 b2i W 2k (xi )(1− x2i )∑r
i=1 b2i +
∑n
i=r+1 b2i W 2k (xi )(1− x2i )
)p
µ(db).
Rewriting the last equation as
[eran (ξLank , A, p)]p
≤
∫
Sn
(
1−
∑r
i=1 b2i∑r
i=1 b2i +
∑n
i=r+1 b2i W 2k (xi )(1− x2i )
)p
µ(db),
we notice that we can upper-bound eran (ξLank , A, p) by taking the maximum
of W 2k (x)(1− x2) over [0, 1]. By (6), we have
max
x∈[0, 1] W
2
k (x)(1− x2) = max
x∈[0, 1]
U 2k (x)
k2
(1− x2)
= max
θ∈[0, pi/2]
U 2k (cos(θ))
k2
(1− cos2(θ))
= max
θ∈[0, pi/2]
sin2(kθ)
sin2(θ)
sin2(θ)
k2
= 1
k2
.
We get
[eran (ξLank , A, p)]p ≤
∫
Sn
(
(1/k2)
∑n
i=r+1 b2i∑r
i=1 b2i + (1/k2)
∑n
i=r+1 b2i
)p
µ(db).
The proof follows from the upper bounds given by Lemma A.2.
For the bounds of Theorem 5.2, we can make the same considerations as in
Theorem 5.1. That is, for p = 1 our bounds are tighter than those reported in
[6] only when the multiplicity of the largest eigenvalue is greater than n/ln2 n.
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5.2. Distribution-Dependent Bounds
In this section we give additional upper and lower bounds on the randomized
error for the eigenvalue approximation with the power and Lanczos methods.
These bounds depend on the ratio between the two largest eigenvalues and
on the ratio between the smallest and largest eigenvalues. As a consequence,
these bounds are tighter than those given in Section 5.1, where we use only the
multiplicity of the largest eigenvalue.
For the power method, distribution-dependent bounds are given in [6] for
the 1 norm. However, in [6] the authors study only the asymptotic rate
of convergence as the number of iterations k goes to infinity. The following
theorems establish upper and lower bounds on the randomized error for all k ≥
1 and for every p ∈ [1, +∞).
THEOREM 5.3. Let A be a symmetric positive definite matrix, let r, r < n,
be the multiplicity of the largest eigenvalue λ1, and let xi = λi/λ1. For every
p ∈ [1, +∞) and for every k ≥ 1, we have
eran (ξPowk , A, p)
≤

x2kr+1(1− xn)
(
0((r − 2p)/2)0((n − r + 2p)/2)
0((n − r)/2)0(r/2)
)1/p
for 2p < r,
k1/px2kr+1(1− xn)
(
ln
(
1
xr+1
)
20(n/2)
0((n − r)/2)0(r/2)
)1/p
+ β
for 2p = r,
x
kr/p
r+1 (1− xn)
(
0((2p − r)/2)0(n/2)
0((n − r)/2)0(p)
)1/p
for 2p > r,
where
β = x2kr+1(1− xn)
(
0(n/2)
0((n − 2p)/2)0(p)
(
2+ 2
n
))1/p
.
Proof. By (22) we get
[eran (ξPowk , A, p)]p =
∫
Sn
( ∑n
i=r+1 b2i x2ki (1− xi )∑r
i=1 b2i +
∑n
i=r+1 b2i x2ki
)p
µ(db)
≤ (1− xn)p
∫
Sn
( ∑n
i=r+1 b2i x2ki∑r
i=1 b2i +
∑n
i=r+1 b2i x2ki
)p
µ(db)
≤ (1− xn)p
∫
Sn
(
x2kr+1
∑n
i=r+1 b2i∑r
i=1 b2i + x2kr+1
∑n
i=r+1 b2i
)p
µ(db).
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The theorem follows using the upper bounds given by Lemma A.2.
THEOREM 5.4. Let A be a symmetric positive definite matrix, let r, r < n,
be the multiplicity of the largest eigenvalue λ1, and let xi = λi/λ1. For every
p ∈ [1, +∞) and for every k ≥ 1, we have
eran (ξPowk , A, p)
≥

x2kr+1(1− xr+1
(
0((r − 2p)/2)0((2p + 1)/2)
0(1/2)0(r/2)
)1/p
− γ
for 2p < r,
k1/px2kr+1(1− xr+1)
(
ln
(
1
xr+1
)
20((r + 1)/2)
0(1/2)0(r/2)
)1/p
− γ ′
for 2p = r,
x
kr/p
r+1 (1− xr+1)
(
0((2p − r)/2)0((r + 1)/2)
0(1/2)0(p)
)1/p
− γ ′′
for 2p > r,
where γ, γ ′, γ ′′ are lower order terms (with respect to k) defined according to
Lemma A.3. That is,
γ = xkr/pr+1 (1− xr+1)
(
p(2p + 1)
r + 1
0((r − 2p)/2)0((2p + 1)/2)
0(r/2)0(1/2)
× F
(
r + 1
2
,
r − 2p + 2
2
; r + 3
2
; 1− x2kr+1
))1/p
,
γ ′ = x2kr+1(1− xr+1)
(
0((2p + 1)/2)
0(p)0(1/2)
×
(
2
2p + 1 −
2(p + 1)
2p + 3 + (ln 2− 1)(4p + 2)+ ln 2
))1/p
,
γ ′′ = x (kr+2)/pr+1 (1− xr+1)
(
0((r + 3)/2)0((2p − r)/2)
2p0(p)0(1/2)
× F
(
1,
r
2
+ 1; p + 1; 1− x2kr+1
))1/p
.
Proof. By (22) we have
[eran (ξPowk , A, p)]p =
∫
Sn
( ∑n
i=r+1 b2i x2ki (1− xi )∑r
i=1 b2i +
∑n
i=r+1 b2i x2ki
µ(db)
)p
≥ (1− xr+1)p
∫
Sn
(
x2kr+1b2r+1∑r
i=1 b2i + x2kr+1b2r+1
)p
µ(db)
≥ (1− xr+1)p
∫
‖b‖r+1=1
(
x2kr+1b2r+1∑r
i=1 b2i + x2kr+1b2r+1
)p
µ(db),
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where ‖b‖2r+1 =
∑r+1
i=1 b2i . We then apply the lower bound of Lemma A.3,
paying attention to the fact that the above integral is over the unit sphere of di-
mension r + 1.
Note that the upper and lower bounds of the previous two theorems have the
same behavior (up to a multiplicative constant) with respect to k. In addition,
for matrices with only two distinct eigenvalues, λ1 of multiplicity r = n − 1
and λr+1 = λn of multiplicity 1, the multiplicative constants coincide. Hence,
the upper and lower bounds differ only for lower order terms which proves the
asymptotic optimality of our bounds.
Now we give distribution-dependent upper bounds on the randomized error
for the approximation of the largest eigenvalue by the Lanczos method. Similar
bounds have been given in [6] for the 1 norm. By comparing our results (for
p = 1) with those reported in [6] we find that our estimates are tighter. For r ≥
2 we get asymptotically (with respect to k) better bounds; for r = 1 we get the
same asymptotic behavior but with a smaller constant.
THEOREM 5.5. For any symmetric positive definite matrix A let m be the num-
ber of distinct eigenvalues of A, let r, r < n − m + 1, denote the multiplicity of the
largest eigenvalue λ1, and let λr+1 and λn be the second largest and the small-
est eigenvalues of A. For every p ∈ [1, +∞) and k < m, we have
eran (ξLank , A, p)
≤

(
1− λn
λ1
)
( fk(λ1, λr+1, λn))2
×
(
0((n + 2p − r)/2)0((r − 2p)/2)
0((n − r)/2)0(r/2)
)1/p
f or 2p < r ,(
1− λn
λ1
)
( fk(λ1, λr+1, λn))2
×
(
2 ln( fk(λ1, λr+1, λn))0(n/2)
0((n − r)/2)0(p)
)1/p
+ β f or 2p = r ,(
1− λn
λ1
)
( fk(λ1, λr+1, λn))r/p
×
(
0(n/2)0((2p − r)/2)
0((n − r)/2)0(p)
)1/p
f or 2p > r ,
where
β = ( fk(λ1, λr+1, λn))2
(
0(n/2)
0(p)0((n − 2p)/2)
(
2+ 2
n
))1/p
and fk(λ1, λr+1, λn) is defined by (14).
440 DEL CORSO AND MANZINI
Proof. By (25) we know that
[eran (ξLank , A, p)]p ≤ minQ∈ k (1)
∫
Sn
( ∑n
i=r+1 b2i Q2(xi )(1− xi )∑r
i=1 b2i +
∑n
i=r+1 b2i Q2(xi )
)p
µ(db).
Since xr+1 ≥ xr+2 ≥ … ≥ xn, we get
[eran (ξLank , A, p)]p
≤ (1− xn)p minQ∈ k (1)
∫
Sn
( ∑n
i=r+1 b2i Q2(xi )∑r
i=1 b2i +
∑n
i=r+1 b2i Q2(xi )
)p
µ(db).
To complete the proof we note that the integral at the right-hand side has been
already bounded in Theorem 3.2.
6. NUMERICAL TESTS
This section reports the results of some numerical experiments designed to
verify the sharpness of the bounds proven in this paper. We report tests for
eigenvalue estimate by the power and the Lanczos methods and for eigenvector
approximation by the Lanczos method. Upper and lower bounds for eigenvector
approximation by the power method, as well as the results of extensive numerical
tests, are presented in [2]. All tests have been performed on a Silicon Graphics
Iris Indigo R4000 using double precision. The Lanczos method has been
implemented using the numerical package Meschach [8].
We tested both the power and the Lanczos methods using matrices of size 100
with seven different eigenvalue distributions. The numerical results for all seven
distributions are reported in [3]. For reasons of space we report here the results
only for the distributions for which each method achieves the fastest and slowest
convergence. Without loss of generality (see [6]) we can restrict ourselves to
consider diagonal matrices. For each matrix we generated 100 starting vectors
uniformly distributed over the unit sphere using the technique described in [5].
Estimates of the randomized errors eran (ξPowk , A, p), eran (ξ
Lan
k , A, p), and
eran (uLank , A, p) have been computed considering the average over the random
starting vectors; i.e.,
εran (ξPowk , A, p) =
(
1
100
100∑
i=1
(
λ1 − ξPowk
λ1
)p)1/p
,
εran (ξLank , A, p) =
(
1
100
100∑
i=1
(
λ1 − ξLank
λ1
)p)1/p
,
εran (uLank , A, p) =
(
1
100
100∑
i=1
min
v∈Z1
‖uLank − v‖p
)1/p
.
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TABLE I
Power Method
k εran(ξ Powk , A, p) εlb(ξ Powk , A, p) εub(ξ Powk , A, p) p
10 2.456e − 02 1.466e − 04 1.216e + 01 1
100 2.857e − 03 1.423e − 04 1.184e + 01 1
1000 3.457e − 04 1.096e − 04 9.086e + 00 1
10 2.512e − 02 1.039e − 04 2.441e + 00 2
100 3.156e − 03 1.035e − 04 2.409e + 00 2
1000 4.127e − 04 9.893e − 05 2.110e + 00 2
10 2.951e − 02 6.440e − 05 1.065e + 00 10
100 4.456e − 03 6.503e − 05 1.063e + 00 10
1000 8.194e − 04 7.120e − 05 1.035e + 00 10
Note. Quadratic distribution: λi = 2(1− (i/101)2).
In the following εlb (ξPowk , A, p) and εub (ξ
Pow
k , A, p) denote the lower and
upper bounds given by Theorems 5.4 and 5.3, respectively, and εub (ξLank , A, p)
and εub (uLank , A, p) denote the upper bounds for the Lanczos method given by
Theorems 5.5 and 4.1, respectively. Finally, k denotes the number of iterations
and p is the norm parameter.
Tables I–III refer to the power method. We report the results for the two
distributions for which the method achieves the slowest (Table I) and the
fastest (Table II) convergence. We can see that the value εran (ξPowk , A, p) is
always closer to the lower bound εlb (ξPowk , A, p) rather than to the upper
bound εub (ξPowk , A, p). As pointed out in [2], εub (ξPowk , A, p) contains large
multiplicative constants which grow with the size of the matrix. Table III shows
TABLE II
Power Method
k εran(ξ Powk , A, p) εlb(ξ Powk , A, p) εub(ξ Powk , A, p) p
10 1.812e − 02 8.507e − 03 9.004e − 01 1
30 1.390e − 04 4.700e − 05 4.975e − 03 1
10 5.161e − 02 3.934e − 02 6.621e − 01 2
30 5.270e − 03 3.276e − 03 4.921e − 02 2
10 1.532e − 01 8.194e − 02 8.164e − 01 10
30 1.150e − 01 7.455e − 02 4.854e − 01 10
Note. Exponential distribution: λi = 2e− 3
√
i
.
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TABLE III
Power Method
k εran(ξ Powk , A, p) εlb(ξ Powk , A, p) εub(ξ Powk , A, p) p
10 2.333e − 02 1.851e − 03 3.108e − 01 1
20 8.537e − 05 4.899e − 05 7.481e − 03 1
30 1.580e − 06 1.185e − 06 1.801e − 04 1
10 3.402e − 02 4.950e − 03 1.052e+ 00 2
20 1.299e − 04 1.392e − 04 3.138e − 02 2
30 4.683e − 06 3.388e − 06 8.670e − 04 2
10 2.953e − 02 3.420e − 03 2.367e − 01 3
20 2.582e − 03 6.318e − 04 1.973e − 02 3
30 5.237e − 05 6.481e − 05 1.645e − 03 3
10 6.908e − 02 9.606e − 03 1.741e − 01 5
20 4.343e − 03 3.613e − 03 3.920e − 02 5
30 1.315e − 04 9.723e − 04 8.829e − 03 5
Note. Exponential distribution: λ1 = · · · = λ4 = 1+ e−1, λi+4 = 1+ e−i .
the results for a matrix whose largest eigenvalue has multiplicity r = 4. We see
that the error εran (ξPowk , A, p) increases with p. This shows that the error does
depend on the relation between the multiplicity r of the largest eigenvalue and
the norm parameter p.
TABLE IV
Lanczos Method
k εran(ξLank , A, p) εub(ξLank , A, p) εran(uLank , A, p) εub(uLank , A, p) p
10 6.724e − 03 1.151e + 01 9.240e − 01 3.427e + 02 1
30 8.158e − 04 6.373e + 00 7.273e − 01 2.397e + 02 1
90 4.427e − 05 4.766e − 01 1.180e − 01 3.479e + 01 1
10 6.874e − 03 2.398e + 00 9.209e − 01 3.999e + 02 2
30 9.444e − 04 1.785e + 00 7.639e − 01 2.946e + 02 2
90 1.064e − 04 4.881e − 01 2.129e − 01 8.032e + 01 2
10 9.725e − 03 1.079e + 00 9.528e − 01 2.843e + 02 10
30 1.945e − 03 1.017e + 00 8.858e − 01 2.674e + 02 10
90 3.595e − 04 7.845e − 01 7.287e − 01 2.062e+ 02 10
Note. Chebyshev distribution: λi = 1+ cos(((2i − 1)pi)/200).
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TABLE V
Lanczos Method
k εran(ξLank , A, p) εub(ξ Lank , A, p) εran(uLank , A, p) εub(uLank , A, p) p
10 1.085e − 06 1.765e − 03 3.008e − 04 4.920e − 03 1
15 1.374e − 14 8.878e − 06 4.199e − 08 3.573e − 05 1
25 5.432e − 16 2.245e − 10 3.019e − 15 1.459e − 09 1
10 1.491e − 02 2.932e − 02 5.219e − 02 1.367e − 01 2
15 4.918e − 13 2.079e − 03 3.253e − 07 9.693e − 03 2
25 6.161e − 16 1.045e − 05 1.255e − 14 4.874e − 05 2
10 1.892e − 04 4.376e − 01 1.440e − 02 4.890e + 00 10
15 6.134e − 13 2.578e − 01 7.400e − 07 2.880e + 00 10
25 1.011e − 15 8.945e − 02 5.368e − 14 9.994e − 01 10
Note. Exponential distribution: λi = 2e− 3
√
i
.
Tables IV and V refer to the Lanczos method. Since no lower bounds
are known for the Lanczos method in the randomized setting, these tests are
particularly important for establishing the sharpness of the upper bounds given
by Theorems 4.1 and 5.5. Table IV shows the results for the distribution with
the slowest convergence rate, while Table V shows the results for exponentially
distributed eigenvalues for which the error reaches the machine precision (10−16)
after only 25 iterations. We can see, especially in Table V, that the speed of
convergence shows a dependence on the norm parameter. In fact, we have a
slower convergence as the value of p increases. Unfortunately, the upper bounds
are, in this case, not very accurate, so it is not easy to understand if the
dependence on p and r is really that of Theorems 4.1 and 5.5.
7. CONCLUSIONS
In this paper we have carried on the analysis of the randomized error for
eigenvalue and eigenvector estimates started in [2, 6, 7, 9]. We have refined
and generalized distribution-free, as well as distribution-dependent, bounds for
the power and the Lanczos methods. A general result is that the randomized
error appears to be dependent on the multiplicity r of the largest eigenvalue and
the norm parameter p. More precisely, it seems that the relation between these
parameters leads to three different rates of convergence.
For eigenvalue estimates by the power method we have tight distribution-
dependent upper and lower bounds (Theorems 5.3 and 5.4) which show that the
existence of three different convergence rates is intrinsic in the problem. In [2]
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it is shown that this is also the case for an eigenvector estimate. It is natural to
ask whether this property still holds when we consider distribution-free bounds
for eigenvalue approximation by the power method. This is a very challenging
open question. The behavior underlined by Theorem 5.1 suggests that also the
distribution-free case could present three different rates. In our opinion, it could
be worthwhile to make some effort for improving the upper bound and, in
particular, to find a sharper bound to (22).
For the Lanczos method we have only upper bounds. All of them show three
different behaviors, depending on the parameters r and p. Since there are no
lower bounds, we are not able to say if the parameters r and p play the same
important role they have for the power method.
The achieved results are very encouraging and suggest that further work
should be done for the analysis of other eigenpair approximation schemes. In
particular, we plan to study the randomized error of the Lanczos method for the
approximation of the first s largest eigenvalues of a symmetric positive definite
matrix. For this problem error estimates are known in the deterministic case, but
so far no results are available in the randomized setting. It would be interesting
also to extend our results by considering different error criteria, for example,
the randomized residual error defined in [9].
APPENDIX
In this appendix we focus on the solution of an integral that is widely used
in the paper. First we compute an exact formula, then we give sharp upper and
lower bounds. Let a ∈ (0, 1), s ∈ [ 12 , +∞), and let q be an integer such that 1
≤ q < n. We consider the integral
I =
∫
Sn
(
a
∑n
i=q+1 b2i∑q
i=1 b2i + a
∑n
i=q+1 b2i
)s
µ(db). (26)
By setting the parameters s and q conveniently one can get bounds on the ran-
domized error for eigenvalue and eigenvector approximation. An exact formula
for (26) is given by the following lemma.
LEMMA A.1. Let a ∈ (0, 1), s ∈ [ 12 , +∞), and let q be an integer 1 ≤ q <
n. For the integral (26) we have
I = as 0((n − q)/2+ s)0(n/2)
0((n − q)/2+ 1)0(n/2+ s) F
(
n − q
2
+ s, s; n
2
+ s; 1− a
)
.
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Proof. From Remark 7.2 of [6], it is possible to rewrite (26) as an integral
over the unit ball Bn. We get
I = 1
cn
∫
Bn
(
a
∑n
i=q+1 b2i∑q
i=1 b2i + a
∑n
i=q+1 b2i
)s
db. (27)
Rewriting (27) as an integral over the unit ball Bn−q and the q-dimensional ball
B ′q of radius d =
√
1−∑ni=q+1 b2i , we get
I = a
s
cn
∫
Bn−q
 n∑
i=q+1
b2i
s ∫
B′q
1
(
∑q
i=1 b2i + a
∑n
i=q+1 b2i )s
db. (28)
Applying formula [4.642] of [4] we reduce the second integral of (28) to a one-
dimensional integral. We get
I = as qcq
cn
∫
Bn−q
 n∑
i=q+1
b2i
s ∫ d
0
tq−1
(t2 + a∑ni=q+1 b2i )s dt db. (29)
Changing variables by setting t2 = u, we get
I = as qcq
2cn
∫
Bn−q
( ∑n
i=q+1 b2i
a
∑n
i=q+1 b2i
)s ∫ d2
0
uq/2−1
(u/(a
∑n
i=q+1 b2i )+ 1)s
du db
= qcq
2cn
∫
Bn−q
2
q
1− n∑
i=q+1
b2i
q/2 F (s, q
2
; q
2
+ 1; −1−
∑n
i=q+1 b2i
a
∑n
i=q+1 b2i
)
db,
(30)
where (30) is obtained by using formula [3.194,1] of [4]. By applying again
formula [4.642] to (30), we get
I = γ
∫ 1
0
bn−q−1(1− b2)q/2F
(
s,
q
2
; q
2
+ 1; −1− b
2
ab2
)
db, (31)
where γ = cq(n − q)cn−q/cn. Changing variables by setting z = (1 − b2)/(ab2),
Eq. (31) becomes
I = γ
2a(n−q)/2
∫ +∞
0
zq/2
(z + 1/a)n/2+1 F
(
s,
q
2
; q
2
+ 1; −z
)
dz.
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Applying formula [7.512, 10] of [4] and the transformation formula of hyper-
geometric function [9.131, 1] of [4], we get
I = γ
2a(n−q)/2
0(q/2+ 1)0((n + 2s − q)/2)0(n/2)
0(n/2+ 1)0(n/2+ s)
× F
(
n + 2s − q
2
,
n
2
; n
2
+ s; 1− 1
a
)
= as 0((n + 2s − q)/2)0(n/2)
0((n − q)/2+ 1)0(n/2+ s) F
(
n + 2s − q
2
, s; n
2
+ s; 1− a
)
.
Lemma A.1 gives an exact formula for the integral (26). Unfortunately,
because of the hypergeometric function, it is difficult to estimate the order of
convergence to zero of I as a → 0. Note that, since a > 0, the hypergeometric
series that defines the hypergeometric function is convergent. Lemmas A.2 and
A.3 give an upper bound and a lower bound on (26). Note that the two bounds
have the same asymptotic behavior as a → 0.
LEMMA A.2. Let I be defined by (26). Under the same hypothesis of Lemma
A.1, we have
I ≤

as
0((q − 2s)/2)0((n − q + 2s)/2)
0(q/2)0((n − q)/2) f or 2s < q
as
0(n/2)
0(s)0((n − 2s)/2) ln
(
1
a
)
+as 0(n/2)
0(s)0((n − 2s)/2)
(
2+ 2
n
)
f or 2s = q
aq/2
0(n/2)0((2s − q)/2)
0((n − q)/2)0(s) f or 2s > q .
(32)
Proof. Consider first the case 2s < q. Let ‖b‖2q =
∑q
i=1 b2i and let t i = bi/
(1−‖b‖2)1/2 for i = q + 1, …, n with ‖t‖2n−q =
∑n
i=q+1 t2i . From (27), we have
I = a
s
cn
∫
Bq
∫
Bn−q
‖t‖2sn−q(1− ‖b‖2q )(n−q)/2+s
(‖b‖2q + a‖t‖2n−q(1− ‖b‖2q ))s
dt db.
Applying twice the formula [4.642] of [4], we reduce the previous integral to a
two-dimensional integral. We get
I = asγ
∫ 1
0
∫ 1
0
tn+2s−q−1bq−1(1− b2)(n−q)/2+s
(b2 + at2(1− b2))s db dt, (33)
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where γ = qcq(n − q)cn−q/cn. Since b2 + at2(1 − b2) ≥ b2, from (33) we get
I ≤ asγ
∫ 1
0
tn+2s−q−1 dt
∫ 1
0
bq−2s−1(1− b2)(n+2s−q)/2 db
= as γ
2(n − q + 2s) B
(
q − 2s
2
,
n − q + 2s
2
+ 1
)
. (34)
Substituting into (34) the expression for γ and simplifying, we have
I ≤ as 0((q − 2s)/2)0((n − q + 2s)/2)
0(q/2)0((n − q)/2) .
Consider now the case 2s = q. Equation (27) can be rewritten with respect to
the ball Bn−q and to the ball B′q = {b:
∑q
i=1 b2i ≤ 1−
∑n
i=q+1 b2i }. We have
I = a
q/2
cn
∫
Bn−q
‖b‖qn−q
∫
B ′q
1
(‖t‖2q + a‖b‖2n−q)q/2
dt db,
where ‖b‖2n−q =
∑n
i=q+1 b2i and ‖t‖2q =
∑q
i=1 b2i . Applying twice the formula
[4.642] of [4], we get
I = aq/2 qcq(n − q)cn−q
cn
∫ 1
0
bn−1
∫ √1−b2
0
tq−1
(t2 + ab2)q/2 dt db. (35)
We have two cases, q = 1 or q ≥ 2. Let us consider first the case q = 1 and s =
1
2 . Equation (35) becomes
I = a1/2 2(n − 1)cn−1
cn
∫ 1
0
bn−1
∫ √1−b2
0
1√
t2 + ab2 dt db.
Integrating with respect to t we get
I = a1/2 2(n − 1)cn−1
cn
∫ 1
0
bn−1 ln
(√
1− b2 +√1− (1− a)b2
b
√
a
)
db.
Since a < 1, we have
√
1− b2 ≤ √1− (1− a)b2. We upper-bound I as
I ≤ a1/2 2(n − 1)cn−1
cn
∫ 1
0
bn−1 ln
(
2
√
1− (1− a)b2
b
√
a
)
db
≤ a1/2 0(n/2)
0(1/2)0((n − 1)/2) ln
(
1
a
)
+ a 0(n/2)
0(1/2)0((n − 1)/2)
(
2+ 2
n
)
.
This proves the case q = 1.
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Finally, consider the case q ≥ 2 and s ≥ 1. From (35), since
(t2 + ab2)q/2 ≥ tq + (q/2)t2(q/2−1)ab2,
we have
I ≤ aq/2γ
∫ 1
0
bn−1
∫ √1−b2
0
tq−1
tq + (q/2)t2(q/2−1)ab2 dt db
= aq/2γ
∫ 1
0
bn−1
∫ √1−b2
0
t
t2 + (q/2)ab2 dt db,
where γ = (qcq(n − q)cn−q)/cn. Solving the last integral, we get
I ≤ aq/2 γ
2
∫ √1−b2
0
tq−1
tq + (q/2)t2(q/2−1)ab2 dt db
= aq/2γ
∫ 1
0
bn−1
∫ √1−b2
0
t
t2 + (q/2)ab2 dt db,
where γ = (qcq(n − q)cn−q)/cn. Solving the last integral, we get
I ≤ aq/2 γ
2
∫ 1
0
bn−1 ln
(
1− (1− q/2a)b2
q/2ab2
)
db
= aq/2 γ
2n
ln
(
2
qa
)
+ aq/2 γ
n2
+ aq/2 γ
2
∫ 1
0
bn−1 ln(1− (1− q/2a)b2) db.
(36)
If a ≤ 2/q, then ln(1 − (1 − q/2a)b2) ≤ 0. We upper-bound the previous equa-
tion as
I ≤ aq/2 0(n/2)
0(q/2)0((n − q)/2) ln
(
1
a
)
+ aq/2 0(n/2)
0(q/2)0((n − q)/2)
2
n
.
If a ≥ 2/q, then ln(1 − (1 − q/2a)b2) ≤ ln(q/2). From (36), we have
I ≤ aq/2 γ
2n
ln
(
2
qa
)
+ aq/2 γ
n2
+ aq/2 γ
2
∫ 1
0
bn−1 ln
(q
2
)
db
= aq/2 γ
2n
ln
(
2
qa
)
+ aq/2 γ
n2
= aq/2 0(n/2)
0(q/2)0((n − q)/2) ln
(
1
a
)
+ aq/2 0(n/2)
0(q/2)0((n − q)/2)
2
n
.
The case 2s = q is completed by rewriting the above equation in terms of s.
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We examine the case 2s > q. Let ‖b‖2n−q =
∑n
i=q b2i , let ‖t‖2q =
∑q
i=1 b2i ,
and let B ′q be the q-dimensional ball of radius
√
1− ‖b‖2n−q . We have
I = a
s
cn
∫
Bn−q
‖b‖2sn−q
∫
B′q
1
(‖t‖2q + a‖b‖2n−q)s
dt db
= γ
∫ 1
0
bn−q−1
∫ √1−b2
0
tq−1
(t2/(ab2)+ 1)s dt db,
where γ = q(n − q)cqcn−q/cn. Changing variables by setting z = t2/(ab2), we get
I = aq/2 γ
2
∫ 1
0
bn−1
∫ (1−b2)/(ab2)
0
zq/2−1
(z + 1)s dz db,
≤ aq/2 γ
2
∫ 1
0
bn−1
∫ ∞
0
zq/2−1
(z + 1)s dz db = a
q/2 γ
2n
∫ ∞
0
zq/2−1
(z + 1)s dz.
Applying formula [3.194, 3] of [4] and simplifying, we get
I = aq/2 0(n/2)0((2s − q)/2)
0((n − q)/2)0(s) .
This completes the proof.
LEMMA A.3. Let I be defined by (26). Under the same hypothesis of Lemma
A.1, we have
I ≥

as
0((q − 2s)/2)0((n − q + 2s)/2)
0(q/2)0((n − q)/2) − γ f or 2s < q
as
0(n/2)
0(s)0((n − 2s)/2) ln
(
1
a
)
− γ ′ f or 2s = q
aq/2
0(n/2)0((2s − q)/2)
0((n − q)/2)0(s) − γ
′′ f or 2s > q ,
(37)
where
γ =

aq/2
0((q − 2s)/2)0((n + 4s − q)/2)0(n/2)
0(q/2)0(n/2+ s)0((n − q)/2)
×F
(
n
2
,
q − 2s
2
; n + 2s
2
; 1− a
)
, if s < 1,
aq/2
2s(n + 2s − q)
n
0((q − 2s)/2)0((n + 2s − q)/2)
0(q/2)0((n − q)/2)
×F
(
n
2
,
q − 2s
2
; n + 2
2
; 1− a
)
, if s ≥ 1,
γ ′ = as 0(n/2)
0(s)0((n − q)/2)
[
2n − 2n ln 2− 2
n
+ s − 1
(n + 2)(n + 4)
× F
(
1,
n
2
; n
2
+ 2; 1− a
)]
,
γ ′′ = aq/2+1 q0(n/2+ 1)0((2s − q)/2)
2s0(s)0((n − q)/2) F
(
1,
q
2
+ 1; s + 1; 1− a
)
. (38)
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Proof. Using formula [4.642] of [4], from (27) we get
I = γ
∫ 1
0
bn−q−1
∫ √1−b2
0
tq−1
(
ab2
t2 + ab2
)s
dt db, (39)
where γ = q(n − q)cqcn−q/cn. Let α = ab2 and f(α) denote the second integral in
(39),
f (α) =
∫ √1−b2
0
tq−1
(
α
t2 + α
)s
dt . (40)
First, consider the case 2s < q. We rewrite f (α) as
f (α) = αs
∫ √1−b2
0
tq−2s−1 dt −
∫ √1−b2
0
g(t) dt
 , (41)
where
g(t) = tq−2s−1
(
1−
(
t2
t2 + α
)s)
.
By setting y = t2/α, we have
∫ √1−b2
0
g(t) dt = α
(q−2s)/2
2
∫ (1−b2)/α
0
y(q−2s)/2−1 (y + 1)
s − ys
(y + 1)s dy. (42)
We consider two cases, s < 1 and s ≥ 1. Let us start with s < 1. Since (y + 1)s
− ys ≤ 1, from (42) we get
∫ √1−b2
0
g(t) dt ≤ α
(q−2s)/2
2
∫ (1−b2)/α
0
y(q−2s)/2−1
(y + 1)s dy
= (1− b
2)(q−2s)/2
q − 2s F
(
s,
q − 2s
2
; q − 2s
2
+ 1; −1− b
2
α
)
,
due to formula [3.194, 1] of [4]. Substituting into (41) and solving the first in-
tegral, we have
f (α) ≥αs (1− b
2)(q−2s)/2
q − 2s − α
s (1− b2)(q−2s)/2
q − 2s
× F
(
s,
q − 2s
2
; q − 2s
2
+ 1;−1− b
2
α
)
.
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Substituting ab2 to α, (39) becomes
I ≥ as γ
q − 2s
∫ 1
0
bn+2s−q−1(1− b2)(q−2s)/2 db
− as γ
q − 2s
∫ 1
0
bn+2s−q−1(1− b2)(q−2s)/2
× F
(
s,
q − 2s
2
; q − 2s
2
+ 1; −1− b
2
ab2
)
db.
By definition of the beta function (5) and by setting z = (1 − b2)/(ab2) in the
second integral, we get
I ≥ as γ
2(q − 2s) B
(
n + 2s − q
2
,
q − 2s
2
+ 1
)
− γ
2(q − 2s)a(n−q)/2
∫ +∞
0
z(q−2s)/2
(z + 1/a)n/2+1
× F
(
s,
q − 2s
2
; q − 2s
2
+ 1; −z
)
dz.
Applying formula [7.512, 10] of [4], substituting γ, and simplifying, we have
I ≥ as 0((n + 2s − q)/2)0((q − 2s)/2)
0(q/2)0((n − q)/2)
− a−(n−q)/2 0((q − 2s)/2)0((n + 4s − q)/2)0(n/2)
0(q/2)0((n + 2s)/2)0((n − q)/2)
× F
(
n + 4s − q
2
,
b
2
; n + 2s
2
; 1− 1
a
)
.
We conclude the case s < 1 by applying the transformation formula [9.131, 1]
of [4] to the hypergeometric function.
Let s ≥ 1. By Lagrange’s theorem there exists a value ξ, y ≤ ξ ≤ y + 1, such
that (y + 1)s − ys = sξs−1. Since ξs−1 ≤ (y + 1)s−1, from (42) we get∫ √1−b2
0
g(t) dt ≤α(q−2s)/2 s
2
∫ (1−b2)/α
0
y(q−2s)/2−1
y + 1 dy
= (1− b2)(q−2s)/2 s
q − 2s
× F
(
1,
q − 2s
2
; q − 2s
2
+ 1; −1− b
2
α
)
which follows from formula [3.194, 1] of [4]. Substituting into (41), we get
f (α) ≥αs (1− b
2)(q−2s)/2
q − 2s − α
s s(1− b2)(q−2s)/2
q − 2s
× F
(
1,
q − 2s
2
; q − 2s
2
+ 1; −1− b
2
α
)
.
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Equation (39) becomes
I ≥ as γ
q − 2s
∫ 1
0
bn+2s−q−1(1− b2)(q−2s)/2 db
− as γ s
q − 2s
∫ 1
0
bn+2s−q−1(1− b2)(q−2s)/2
× F
(
1,
q − 2s
2
; q − 2s
2
+ 1; −1− b
2
ab2
)
.
Solving the first integral, setting z = (1 − b2)/(ab2) in the second integral, and
using formula [7.512, 10] of [4], we get
I ≥ as 0((n + 2s − q)/2)0((q − 2s)/2)
0(q/2)0((n − q)/2) − a
q/2δ,
where
δ = 2s(n + 2s − q)
n
0((q − 2s)/2)0((n + 2s − q)/2)
0(q/2)0((n − q)/2)
× F
(
n
2
,
q − 2s
2
; n
2
+ 1; 1− a
)
.
This concludes the proof for 2s < q.
Let 2s = q. The function f (α) in (40) becomes
f (α) =
∫ √1−b2
0
t2s−1
(
α
t2 + α
)s
dt .
We rewrite f (α) as
f (α) = αs
∫ √1−b2
0
t
t2 + α dt −
∫ √1−b2
0
g(t) dt
 , (43)
where
g(t) = t
t2 + α −
t2s−1
(t2 + α)s . (44)
We analyze separately the case s = 12 and the case s ≥ 1. Let us start with s =1
2 . Since g(t) < 0, we get
f (α) ≥ α1/2
∫ √1−b2
0
t
t2 + α dt =
α1/2
2
ln
(
1− b2 + α
α
)
.
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Substituting into (39), we have
I ≥ a1/2 γ
2
∫ 1
0
bn−1 ln
(
1− (1− a)b2
ab2
)
db
which yields
I ≥ a1/2 γ
2
(∫ 1
0
bn−1 ln(1− (1− a)b2) db +
∫ 1
0
bn−1 ln
(
1
ab2
)
db
)
. (45)
We note that ln(1 − (1 − 1/2a)b2) ≥ ln(1 − b2). In order to bound the first inte-
gral in (45) we use the fact that bn−1 ln(1 − b2) ≥ ln(1 − b2), since 1 − b2 ≤ 1.
We get∫ 1
0
bn−1 ln(1− (1− 1/2a)b2) db ≥
∫ 1
0
ln(1− b2) = 2 ln 2− 2.
Substituting into (45) we obtain
I ≥ a1/2 γ
2
(
2 ln 2− 2+ 2
n2
+ 1
n
ln
(
1
a
))
= a1/2 0(n/2)
0(1/2)0((n − 1)/2) ln
(
1
a
)
+ a1/2 0(n/2)
0(1/2)0((n − 1)/2)
×
(
2n ln 2− 2n + 2
n
)
;
that concludes the proof of the case s = 12 , q = 1. Consider now the case q ≥ 2
and s ≥ 1. By (44) we get
g(t) ≤ t (t
2 + α)s−1 − t2s−1
(t2 + α)s .
Setting y = t2/α and using Lagrange’s theorem, we have∫ √1−b2
0
g(t) dt ≤
∫ (1−b2)/α
0
(y + 1)s−1 − ys−1
2(y + 1)s dy
≤ s − 1
2
∫ (1−b2)/α
0
1
(y + 1)2 dy =
s − 1
2
1− b2
1− b2 + α .
Substituting into (43), we get
f (α) ≥αs
∫ √1−b2
0
t
t2 + α dt −
s − 1
2
1− b2
1− b2 + α

= α
s
2
ln
(
1− b2 + α
α
)
− α
s(s − 1)
2
1− b2
1− b2 + α .
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Since α = ab2, substituting into (39), we have
I ≥ as γ
2
∫ 1
0
bn−1 ln
(
1− (1− a)b2
ab2
)
db
− as (s − 1)γ
2
∫ 1
0
bn−1 1− b
2
1− (1− a)b2 db. (46)
Since ln(1 − (1 − a)b2) ≥ ln(1 − (1 − a)b2), we get
I ≥ as γ
2
∫ 1
0
ln(1− b2)+ as γ
2n
ln
(
1
a
)
+ as γ
n2
− a2 γ (s − 1)
4
× B
(n
2
, 2
)
F
(
1,
n
2
; n
2
+ 2; 1− a
)
,
where the last integral of (46) is solved by using formula [3.197, 3] of [4]. Note
that
∫ 1
0 ln(1 − b2) = 2 − 2 ln 2. Simplifying, we obtain
I ≥ as 0(n/2)
0(s)0((n − q)/2) ln
(
1
a
)
− as 0(n/2)
0(s)0((n − q)/2)
[
2n − 2n ln 2− 2
n
+ s − 1
(n + 2)(n + 4)
× F
(
1,
n
2
; n
2
+ 2; 1− a
) ]
,
which concludes the proof of the case 2s = q.
Finally, consider the case 2s > q. Setting y = t2/α, (40) becomes
f (α) = α
q/2
2
∫ (1−b2)/α
0
yq/2−1
(y + 1)s dy,
which can be rewritten as
f (α) = α
q/2
2
[∫ ∞
0
yq/2−1
(y + 1)s dy −
∫ ∞
(1−b2)/α
yq/2−1
(y + 1)s dy
]
. (47)
The two integrals in (47) can be solved by using formula [3.194, 3] and [3.194,
2] of [4], respectively. We have
f (α) = α
q/2
2
B
(
q
2
,
2s − q
2
)
− α
s
(2s − q)(1− b2)(2s−q)/2
× F
(
s,
2s − q
2
; 2s − q
2
+ 1; − α
1− b2
)
.
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Substituting into (39), we get
I ≥ aq/2 γ
2
B
(
q
2
,
2s − q
2
)∫ 1
0
bn−1 db
− as γ
2s − q
∫ 1
0
bn+2s−q−1(2s−q)/2
(1− b2)
× F
(
s,
2s − q
2
; 2s − q
2
+ 1; − ab
2
1− b2
)
db.
Solving the first integral and changing variables in the second by setting z =
ab2/(1 − b2), we get
I ≥ aq/2 γ
2n
B
(
q
2
,
2s − q
2
)
− aq/2+1 γ
4s − 2q
∫ +∞
0
z(n+2s−q)/2−1
(z + a)n/2+1
× F
(
s,
2s − q
2
; 2s − q
2
+ 1; −z
)
dz. (48)
Since
z(n+2s−q)/2−1
(z + a)n/2+1 ≤
z(2s−q)/2
(z + a)2 ,
substituting into (48) and using [7.51, 10] of [4], we have
I ≥ aq/2 γ
2n
B
(
q
2
,
2s − q
2
)
− aq/2+1 γ0((2s − q)/2+ 1)0(q/2+ 1)
(4s − 2q)0(s + 1)
× F
(
1,
q
2
+ 1; s + 1; 1− a
)
.
Substituting the constant γ, we get
I ≥ aq/2 0(n/2)0((2s − q)/2)
0((n − q)/2)0(s) − a
q/2+1 q0(n/2+ 1)0((2s − q)/2)
(2s0(s)0((n − q)/2)
× F
(
1,
q
2
+ 1; s + 1; 1− a
)
.
This completes the proof.
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