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Student mobility is a common phenomenon in longitudinal data in educational 
research. The characteristics of education longitudinal data create a problem for the 
conventional multilevel model. Grady and Beretvas (2010) introduced a cross-classified 
multiple membership growth curve (CCMM-GCM) model to handle Student mobility 
over time by capturing complex higher level clustering structure in the data. There are 
some limitations in the CCMM-GCM model. By creating dummy coded indicators for 
each measurement occasion, the new model can improve the accuracy and provides an 
easier and more flexible structure at the higher level. This study provides some support 
that the new model better fits a dataset than the CCMM-GCM model  
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Educational researchers are interested in the effects of different levels and the 
effects from various external factors that may have an influence on the student outcomes. 
The traditional statistical methods and techniques encounter difficulties to solve the 
problems concerning to the educational settings and research questions. In educational 
research, it typically is caused by the fact that variables of interest can be measured at 
different levels of the educational hierarchy. In other fields, these dilemmas are also 
encountered such as in medical research, biostatistics, and psychology and so on. 
Hierarchical model or Multilevel model solves the “unit of Analysis “problem 
which is proposed by Bryk and Raudenbush (1998). With Hierarchical model, the effects 
of different level factors can be separated out and get assessment from observations such 
as the effects of class characteristics and the effects of schools.  Hierarchical model also 
handles repeated measures on students allowing assessment of growth trajectories. The 
conventional Hierarchical model is mostly used for handling on the purely clustered data.  
In real situation, the movement of students is a general phenomenon.  For example, by 
the report from U.S. Government Accounting Office (1994), more than 40% students 
changed their schools at least once from their first grade.  A lot of research has been 
conducted to study the student mobility. For example, Kerbow (1996) studies the student 
mobility with a special curriculum or athletic program requirements. Kerbow (1996), 






The student mobility gives a difficult problem for education researchers. 
Typically, educational researchers will use two Ad-hoc methods to study the effects of 
student mobility: the first method is to delete the effects caused by the movement. 
Researchers will delete the data involved in student mobility or use a data set with pure 
cluster structure. This simplifies the question but reduces the power of analysis because 
the results is obtained by omitting some information from the data, for example, 
McRoach et al (2006) uses this method to study the children’s reading ability; the second 
method is to simplify the data structure by just considering the one observation for 
individual student. For example, the researcher will keep the data that involves student 
mobility but only data from one school will be used to represent the student’s 
performance. Obviously, the first school method has a lot of limitations such as 
incomplete information. 
To solve the problem of student mobility, some new methods have been used such 
as Multiple Membership Random Effect Model (MMREM) and Cross-classified Random 
Effect Model (CCERM). For example, Goldstein et al (2007) use MMREM to study the 
student achievements; Grady et al (2010) provide a model combining cross-classified 
random effect model, Multiple Membership Random Effect Model and Growth model to 
study the performance of student over time. Though this model gives a way to study the 
longitudinal data set with considering the student mobility, it counts the effects from 
future state for current perform with a small weight. 
In this report, a model based on Hierarchical model and Cross-Classified Random 





effects of school, student mobility, and decayed effects from previous school are 

























2.1 Hierarchical Model 
 
Hierarchical model or multilevel model is commonly used in education field. For 
heuristic purposes, a two- level multilevel model is used for introduction.  




Level 1 model represents the relationship between individuals. In here,  means 
the outcome of student i who attends school j (i=1,….,N and j=1,…., M).  For example, 
a student’s math score.   represent the initial state and growth parameter 
for student i. 





Level 2 model represents the relationship between clusters. For example, the 





grand mean for growth parameter. The random effects  are independent and 
assumed normally distributed with mean 0 and variance   and , respectively.  This 
simple two level model can be used to assess the student’s performance with pure 
hierarchical structure.  
 
2.2 Cross-classified Random Effects Models 
 
In conventional multilevel model, the data structure is assumed as pure cluster 
structure. For a pure cluster structure, the member of lower level units must belong to 
only one unit at the higher level. For example, student A attends Elementary school 1 and 
Elementary school 1 is a sub-unit of middle school 1 so student A will only attend middle 
school 1.  The structure of pure clustering simplifies the problem in educational 
research. Students are nested in Elementary schools and Elementary schools are nested in 
Middle Schools. The conventional Hierarchical model provides an easy framework to 







Figure 1  networking graph to depict the pure hierarchical structure. The students are nested in elementary 
school and middle school. 
In real situation, the pure cluster structure is not realistic. Students may change 
school or move to other city. The movement of students is not a rare occurrence. The 
classical structure used for Hierarchical model is not appropriate for this situation.  In 
the field of education, cross-classified structures are commonly encountered. The ad hoc 
methods used to prepare the data set for analysis will cause some problems. The delete 
method may mis-specify the model and possible give spurious results. The first school 
method can lead to an unnecessarily loss information and lack of statistical power.  The 
Cross-Classified Random Effect Model provides a framework that can avoid the 
analytical issues and provides proper model structure.   
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MS1 MS2 
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For Cross-Classified structure, the member of lower level unit doesn’t need to 
nest in on higher level unit (see Figure). 
 
Figure 2 networking graph to depict the cross-classified structure. The students are cross-classified by 
elementary school and middle school. 
 An example derived from Raudenbush and Bryk(2002) is used to show the 
Cross-Classified structure.  The example involves Elementary school and Middle 
school. Students (level 1) will attend elementary school and middle school, at level 1 the 
model is  
 
In the equation,  is an outcome (such as performance) for student i who 
attends elementary school j1 and middle school j2.  is the grand mean for all students 
and  is the error term which follows normal distribution with mean 0 and 
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MS1 MS2 









variance , that is, ~N(0, ). The variable  represents the effects of 
combination of Elementary school j1 and Middle school j2. At level 2, 
 
The  represents the grand mean for the combination effects, and  is 
the error term.  is the  random effect from elementary school j1 and  is 
the  random effect from elementary school j2. In the two –level CCREM, three 
subscripts are needed. The first subscript represents the level-one unit and subscripts in 
brackets represent the index of schools the student ever attended. In the second level, the 
effects from two schools can be separated into the effect from elementary school 
and middle school  by partitioning the variability into two components. 
2.3 CCMM-GCM 
 
Educational researchers often want to assess the growth  in the ability of students 
overtime. As mentioned in previous section, mobility of students is commonly 
encountered, especially for longitudinal data set. This creates a problem for conventional 
growth curve model (GCM). Grady and Beretvas (2010) create a framework to solve the 
problem by incorporating Multiple Member Random Effect Model (MMREM) and 
Cross-classified Random Effect model(CCREM) approaches into three level GCM to 
allow the intercept  and slop of Growth Curve model  to vary across time. They use a 
cross-classified structure to connect the effect of first school and subsequent schools. 





subsequent set. A multiple membership structure is used to account the effect from 
subsequent school. 
 For CCMM-GCM model, the measurement occasion (level 1) is nested in 
students (level 2), students are nested in the schools (level 3) by a cross-classified 
structure. The students who attend more than one school will be a member of the 
subsequent schools, which is the second cross-classified factor. The model can be 
expressed as following: 






At level 3 
 
 
The index represents a cross-classified structure and index  
represents a multiple member structure for subsequent school set.  is the time 
factor and it will be zero for the first time point or initial state. is the weight for each 
school in subsequent school set. As all other Growth Curve model, CCMM-GCM model 





According to the result of Grady et al, the CCMM-GCM model provides a better 
result than first school approach with comparison of DIC. However, one limitation of 
CCMM-GCM is that it will count the effects from future schools into the current slope. 
For example, if researchers want to measure the growth of ability of students over a 
period containing three measurement occasions. At the second occasion, the slope will 





















3.1 Model specification  
 
 A dummied time factor Growth Curve model is provided to separate the 
student’s effects over time. The structure of model will be simplified and multiple 
membership structure is not mandatory in the model. The slope in the model will be 
discrete while the slope in CCMM-GCM is assumed constant across time. The model 
combines hierarchical structure and cross-classified structure. The model can be 
expressed as following: 




  is outcome (math score ) for student i who attends school J (J= j1,j2, j3) at 
the measurement occasion t .  are, respectively, the index of school which the 
student attends at time t=1,2,3. Three time points are in the model and represent 2nd 
grade, 3rd grade, and 5th grade.  is the initial state of student i.  
are the effects of school that the student i attends at time 2 and3.  










 is the grand mean for initial state and  random effect can be added if 
needed such as the effect from kindergarten.  are the grand 
mean for effects from schools which the student attend at time 1,2 and 3. (k=0,1,2,3) 
are the random effects and assumed to be independent with each other. 






for the assumption that the initial ability of students is same.  
are the grand mean for , , , respectively. is the effect from 
school j1 at time point1 ,  is the effect from school j2 at time point 2,  is the 
effect from school j3 at time point2.  is the decayed effects of school j1 at time point 
2.  is the decayed effects of school j2 at time point 3., are correlated 





3.2 Prior distribution  
For all fixed parameters and random components in the model, non-informative 
priors are used. This configuration will allow the data to dominate the inferences.  
For all fixed parameters ( , , )non-informative normal distribution are 
used. The normal distribution has mean 0 and small precision. In Winbugs, the models 
are parameterized in terms of precision. 
For random components the uniform distribution was used as priors for the 
precisions for level 1 and level 2. The range specified for  the uniform distribution was 0 
to 100. 
For the random components in level 3, all random effects for schools follow 
multivariate normal distribution with mean 0 and variance ∑. ∑ is a variance and co-
variance matrix and follows Wishart distribution. In the code, a conventional non-













The data source is from The Early Childhood Longitudinal Study (ECLS-K) which 
focuses on children experiences beginning with kindergarten and following children 
through middle school. The ECLS-K data provides descriptive information on student’s 
performance and movement. The database records information from 21,409 students and it 
contains the measurements for the same children from kindergarten through the 8th grade.  
The data is collected in the fall and the spring of kindergarten (1998-99), the fall and spring 
of 1st grade (1999-2000), the spring of 3rd grade (2002), the spring of 5th grade (2004), 
and the spring of 8th grade (2007). 
 In the report, the measurements for math ability for 1st grade, 3rd grade, and 5th 
grade were extracted out and the information that records the movement of student in the 
three periods was also extracted. Data for students with missing values for any variables 
has been deleted. After cleaning the original dataset, the data set contained information 














All models were estimated using Winbugs (developed by members of 
Biostatistics Unit in Cambridge,UK ) which is a Bayesian computation software based on 
Gibbs sampling. Two chains were used for each model and each chain is run with 50,000 
iterations with a burn-in 20,000. To compare the performance of different models, the 
Deviance Information Criteria (DIC) is used. The definition is given by  
 
Dhat is a point estimate of the deviance; pD is the effective number of parameters; 
Dbar is the posterior mean of the deviance. The model with the smallest DIC is 
considered as better model for current data set.  
  The results for fixed parameters differed somewhat. However, the values for fixed 
parameter in two models were similar. The average intercept in CCMM-GCM and in the 
model were almost the same: the average intercept for CCMM-GCM was 67.98; the 
average intercept for the new model is 65.48. For the average slope, the total average slop 











Table 1  parameters and SE Estimates for new model 
Parameter Mean (SE) 
Fixed parameter 
Average intercept 65.4 (0.5) 
Average slope(total)   
  Average slope at time 2 39.61 (0.4506) 
  Average slope at time 3 23.48 (0.143) 
Random effects 
Level 1 variance 
   Measure 63.45 (1.528) 
Level 2 variance 
   For intercept between student 244.8 (0.002) 
   For slope between student(total )  
      For slope at time 2 between student 76.38 (4.424) 
      For slope at time 3 between student 5.155 (2.822) 
Level 3 variance 
   For intercept  26.12 (3.32) 
   For slope  
    For slope at time 2  
       The effect from previous school at time 2 14.58 (2.5885) 
       The effect from current school at time 2 0.089 (0.007) 
     For slope at time 3  
       The effect from previous school at time 3 0.049 (0.004) 







The estimates for the random parameters appear remarkably difference between 
each other. The variance for measure is 63.45 while the result from CCMM-GCM is 
107.6. The total variances for level 2 are 256.8 (for CCMM-GCM) and 326.3, 
respectively. The difference of model structure between two models causes a different 
partition of variance and total variance for the two models is almost same, 433.49 and 
445.00. The DIC value for the new model is 22685.3 and the DIC value for CCMM-



















Table 2  parameters and SE Estimates for CCMM-GCM 
Parameter  Mean (SE) 
Fixed parameter 
Average intercept 67.98 (0.9755) 
Average slope(total) 31.98 (0.4729) 
Random effects 
Level 1 variance 
   Measure 107.6 (4.046) 
Level 2 variance 
   For intercept between student 252.5 (13.96) 
   For slope between student 4.303 (2.969) 
Level 3 variance 
   For intercept between 1st school 47.75 (11.72) 
   For slope between 1st school 2.102 (1.435) 











The goal is to provide an extended model based on CCMM-GCM to improve the 
fitting for dataset. From the results, the DIC from the model is smaller than the CCMM-
GCM with same dataset.  However, there are some limitations for the experiments and 
models. 
First limitation is the sample size, though some pre-cleaning has been done to 
increase the sample size in each high level unit (such as school), the sample size for each 
high level unit is at least 15, still relatively small. Maas and Hox (2004) did some test on 
the robustness of estimates. They conclude that the variance in high level will be 
underestimated when the number of member in each group is less than 30. Under the 
model they used, the variance of the second-level slope variance was underestimated 
3.1% if the group size was 5.The fixed parameters is robust for the sample size for high 
level unit. If a more ideal dataset can be used to test the two models, the result will be 
more confidence. 
Second limitation is the prior distribution for variance-covariance matrix. The 
conventional “non-informative” version of Wishart or inverse-Wishart prior makes the 
marginal distribution of correlations as uniform and large standard deviations are 
associated with large correlations. The conventional form of Wishart is not a real 
informative prior. The method to solve the problem is based on separate strategy. 
Barnaud, MacCulloch, and Meng (2000) model the ∑ with Ω∆Ω where ∆ is the diagonal 





by O'Malley and Zaslavsky (2008). They restrict the Ω to be positive semi-definite matrix 

























The model incorporates more information from the data than GCM and provides a 
more flexible structure for the level2 and level3 with the dummied time factors while the 
multiple membership structure is not mandatory. For the different structure of models, the 
results from CCMM-GCM and the results from the model cannot be compared directly 












































































































Appendix 2 Winbugs Code for the new model  
model{ 
#level 1 















for(j1 in 1:J){ 
beta1[j1]<-gamma000+u1[j1,1] 
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