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Résumé : Ce mémoire présente l’étude du transport électronique directionnel, induit par 
des radiations micro-ondes polarisées linéairement, dans des microstructures artificielles 
asymétriques à base de semiconducteurs. Les échantillons utilisés sont des gaz d’électrons 2D 
de haute mobilité basés sur des hétérojonctions AlGaAs/GaAs. Des réseaux d’antipoints semi-
circulaires ont été fabriqués sur ces échantillons pour en contrôler les propriétés de transport. 
Nous avons mis en évidence ce phénomène de transport directionnel se traduisant par 
l’apparition d’une tension électrique continue (2–20 mV) dans le réseau d’antipoints 
asymétrique lors de l’application de micro-ondes de fréquence 33–75 GHz. Nous avons 
montré qu’il est possible de changer la direction de ce transport en changeant la direction de 
la polarisation linéaire. En outre, l’effet dépend linéairement de la puissance des micro-ondes, 
il disparaît à la température de l’azote liquide lorsque le libre parcours moyen devient 
comparable à la distance entre les antipoints. Finalement, il est supprimé par l’application 
d’un champ magnétique relativement faible (0.2 T). Les mesures dans des réseaux 
d’antipoints circulaires (symétriques) ont montré l’absence de cet effet ratchet. Les 
comparaisons aux prédictions théoriques récentes sur ce sujet montrent un bon accord entre la 
théorie et l’expérience. Cette investigation expérimentale offre des perspectives d’applications 
industrielles : les structures étudiées dans ce mémoire peuvent être utilisées pour fabriquer des 
micro-générateurs de courants et des nouveaux détecteurs de radiations électromagnétiques 
sensibles à la polarisation et ayant une réponse linéaire à la puissance. 
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La physique des "ratchets" et des moteurs Browniens est devenue récemment un domaine 
de recherche très actif. Les ratchets sont des dispositifs possédant une asymétrie spatiale et 
qui génèrent un mouvement dans une seule direction lorsqu’ils bénéficient de l’apport d’une 
énergie extérieure. Ils produisent ainsi un travail mécanique ou électrique utile en l’absence 
de toute force statique ou macroscopique. A l’échelle microscopique, les ratchets sont appelés 
moteurs Browniens et le bruit thermique joue un rôle important dans le mouvement. 
En 1963, le célèbre physicien Américain Richard Feynman a discuté l’impossibilité de 
violer la deuxième loi de la thermodynamique par un mécanisme ratchet [Feynman 63]. La 
seconde loi de la thermodynamique prévoit qu’il n’est pas possible de récupérer du travail 
utile d’un unique bain thermique à l’équilibre. Feynman montre qu’un dispositif ratchet en 
équilibre thermique ne fonctionne pas (pas de mouvement directionnel donc pas du travail 
utile). C’est en ces termes que se pose le problème initial des moteurs Browniens. Cependant, 
l’apport d’une énergie externe (perturbation, fluctuation, force cyclique) peut mettre le 
système (évoluant dans un potentiel périodique et asymétrique) hors d’équilibre et génère 
ainsi un mouvement directionnel. Ce mouvement qui ne requiert aucune force macroscopique 
est assisté par le bruit thermique. La brisure de symétrie pour un potentiel est responsable du 
mouvement dans une direction privilégiée. Ces conditions très générales laissent place à un 
vaste choix dans la conception du moteur proprement dit.  
Ces moteurs Browniens ou ratchets sont une première étape dans la compréhension des 
phénomènes de transport dans le milieu intracellulaire et présentent un champ d’application 
important comme dans la séparation de particules, la micro-fluidique ou bien dans la 
conception de moteurs microscopiques. En effet, le phénomène ratchet a une origine physique 
générique et a été observé récemment dans divers systèmes physiques [Villegas 03; Matthias 
03]. Son intérêt a également été renouvelé de manière significative quand il est devenu clair 
qu’il pourrait jouer un rôle important en transport dans les systèmes biologiques où le 
transport directionnel peut être plus facilement généré par certains paramètres oscillants en 
présence de l’asymétrie au niveau moléculaire [Astumian 97; Julicher 97]. Pour les 
molécules, se déplacer selon une ligne droite semblerait être aussi difficile que de marcher 
dans un ouragan l’est pour nous. Néanmoins, les moteurs moléculaires (protéines, bactéries, 
enzymes,…) sont capables de se déplacer, et avec une précision presque prédéterminée 
[Astumian 02]. Signalons aussi une récente expérience de déplacement directionnel de 
gouttelettes liquides sur des supports métalliques asymétriques chauffés [Linke 06]. Des 
ratchets dont le principe de fonctionnement est quantique ont également été étudiés [Linke 
99]. 
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Par ailleurs, les systèmes semiconducteurs de basse dimensionnalité font l’objet de 
nombreuses études depuis plus d’une vingtaine d’années. Cet intérêt est alimenté à la fois par 
des découvertes étonnantes du point de vue de la physique de la matière condensée mais aussi 
par le fort enjeu de fabrication de composants électroniques à l’état de l’art. Les axes de 
recherche sur les structures de basse dimensionnalité sont très divers. Par exemple, pour les 
systèmes 2D, l’effet Hall quantique, l’interaction électron-électron, les effets interférentiels, 
etc. 
Les structures quantiques à deux dimensions sont devenues des systèmes relativement 
faciles à réaliser technologiquement. A l’heure actuelle, l’épitaxie par jets moléculaires 
(MBE) permet de fabriquer des hétérostructures semiconductrices de très grande qualité, avec 
une transition entre les deux matériaux de l’ordre d’une monocouche atomique. Ces 
hétérostructures permettent la réalisation de gaz d’électrons purement bidimensionnels. De 
plus, le recours à la modulation de dopage, c’est-à-dire la séparation spatiale des donneurs et 
des porteurs, permet d’accéder à des mobilités de plusieurs millions de cm
2







. Il est ainsi possible de réaliser, grâce aux techniques 
lithographiques de plus en plus performantes, telle que la lithographie par faisceau d’électrons 
(EBL), des nanostructures dont la taille est inférieure à la distance entre deux collisions 
électroniques. Dans ce cas, le transport n’est plus défini par la répartition aléatoire des 
impuretés (on parle de transport diffusif), mais par les potentiels artificiellement introduits 
dans la structure. Le mouvement classique d’un électron peut être alors vu comme le parcours 
d’une boule dans un jeu de billard, le transport est alors qualifié de balistique. 
Un exemple de ces systèmes balistiques est le réseau d’antipoints. Les antipoints sont des 
piliers de potentiel de taille nanométrique artificiellement introduits, généralement de manière 
périodique, dans des systèmes électroniques à deux dimensions. Les réseaux ont une période 
et un rayon d’antipoints inférieurs au libre parcours moyen électronique, de sorte que le 
mouvement des électrons est régi par la position, la forme et la taille des antipoints. Le 
transport peut ainsi être vu comme balistique, même si les dimensions globales du réseau sont 
macroscopiques. 
 
Le transport directionnel induit par une source d’énergie externe dans un système 
spatialement périodique et asymétrique (l’effet ratchet) démontre des propriétés intéressantes 
et inhabituelles et il serait intéressant de l’étudier expérimentalement sur des hétérostructures 
semiconductrices. C’est l’objectif de l’étude présentée dans ce mémoire. Pour ce faire, un 
réseau d’antipoints asymétrique sera utilisé pour jouer le rôle d’un ratchet d’une part. Une 
radiation micro-ondes sera utilisée pour jouer le rôle de la source d’énergie externe d’autre 
part. A l’image de la gouttelette d’eau se déplaçant directionnellement sur une surface 
métallique asymétrique chauffée, les électrons se déplaceront sous l’influence de la micro-
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onde directionnellement dans un réseau d’antipoints asymétriques. Ceci est une version 
électronique artificielle de l’effet ratchet qui est exploité dans les systèmes vivants. 
  
Dans le premier chapitre de ce mémoire, nous présenterons un bref état de l’art sur l’effet 
ratchet. Pour cela, une définition des ratchets et des moteurs Browniens ainsi que des 
exemples simples permettant de comprendre leur physique, seront tout d’abord présentés. 
Nous décrirons ensuite les principales études de cet effet dans le domaine de la physique de 
l’état solide pour des systèmes avec symétrie brisée naturellement et puis artificiellement. 
Puis, nous présenterons les études théoriques récentes sur l’effet ratchet, induit par des 
radiations micro-ondes polarisées linéairement, dans des réseaux d’antipoints asymétriques à 
base de semiconducteurs. Enfin, nous conclurons en présentant les objectifs de notre étude. 
Dans le deuxième chapitre, nous présenterons dans un premier temps le dispositif 
expérimental d’irradiation micro-ondes que nous avons construit afin d’effectuer notre étude. 
Dans un deuxième temps, nous décrirons brièvement les principales études de magnéto-
transport sous irradiation micro-ondes dans les gaz d’électrons bidimensionnels. Finalement, 
nous exposerons une étude du magnéto-transport sous irradiation micro-ondes dans un gaz 
d’électrons bidimensionnel à une hétérojonction Si/SiGe, effectuée à l’aide de notre dispositif 
expérimental. Nous décrirons l’observation, pour la première fois dans ce matériau, du 
phénomène de la résonance magnéto-plasmon induit par micro-ondes. 
Dans le troisième chapitre, nous présenterons les résultats originaux de notre travail 
expérimental. Ce chapitre sera divisé en deux grandes parties. La première partie sera 
consacrée à la description des échantillons utilisés ainsi qu’à l’étude de leurs propriétés de 
transport. Pour cela, un rappel sur le régime du transport balistique sera tout d’abord présenté. 
Nous décrirons ensuite les différentes étapes de fabrication des échantillons étudiés. Puis, 
nous présenterons la technique de mesure utilisée. Par la suite, nous exposerons les propriétés 
de conduction spécifiques des réseaux d’antipoints dans le régime balistique, en s’appuyant 
sur le principal effet observé : des pics de commensurabilité dans la magnétorésistance pour 
certaines résonances géométriques entre les paramètres du réseau et le rayon cyclotron. Dans 
un dernier temps, nous présenterons les propriétés de transport des réseaux d’antipoints dans 
le régime de l’effet Hall quantique. 
Dans la deuxième partie de ce chapitre, nous exposerons les résultats de l’étude de l’effet 
ratchet induit par micro-ondes dans des réseaux d’antipoints asymétriques. Pour cela, nous 
décrirons tout d’abord l’observation de ce phénomène de transport électronique directionnel. 
Ensuite, nous présenterons les résultats des dépendances de l’effet ratchet en fonction de la 
direction de polarisation linéaire, la puissance des micro-ondes, le champ magnétique et la 
température. Afin de comprendre l’un des fondements de l’effet ratchet nous comparerons ces 
résultats avec ceux obtenus dans un réseau d’antipoints symétriques. A chaque étape nous 
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comparerons et discuterons les résultats expérimentaux avec les prédictions théoriques 
récentes de l’effet. 
Une conclusion de cette étude sera ensuite donnée en évoquant les perspectives de 
développement de ces travaux. 
Finalement, deux annexes seront présentées à la fin de ce mémoire. Dans la première 
annexe nous présenterons les notions de bases concernant la physique des gaz d’électrons 
bidimensionnels y compris la théorie de transport dans ces systèmes, qui constituent les 
connaissances indispensables pour la compréhension de l’ensemble de notre étude. Les 
techniques de mesure et de cryogénie utilisées dans ce travail de thèse seront présentées dans 
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Un grand défi pour la technologie est la conception et la construction de moteurs 
microscopiques qui peuvent employer une énergie externe pour produire un mouvement 
directionnel face à toute sorte de bruit (thermique, etc). Produire un tel mouvement c’est ce 
que font les moteurs de protéine – perfectionnés au cours des millions d’années par 
l’évolution – dans chaque cellule des organismes vivants. 
Des sources d’énergie externes peuvent conduire un système hors d’équilibre et générer un 
mouvement dont la direction est reliée à la configuration du système. 
Un tel transport directionnel apparait dans les ratchets ou moteurs Browniens qui ont toujours 
eu les intérêts des scientifiques et bien plus encore aujourd’hui dans les nanosciences. 
Actuellement, les progrès technologiques ont permis d’observer expérimentalement et 
d’utiliser l’effet ratchet dans une variété de systèmes physiques (semiconducteurs, 
supraconducteurs, micro-fluidiques,…). Les applications biologiques des ratchets ont 
également une importance primordiale. 
Dans ce chapitre, nous présentons un bref état de l’art sur les ratchets. Une définition de 
ceux-ci ainsi qu’une description phénoménologique à travers plusieurs exemples seront tout 
d’abord présentées. Ensuite, nous décrirons les principales études effectuées sur l’effet ratchet 
dans le domaine de la physique de la matière condensée pour des systèmes naturellement 
asymétriques aussi bien que pour des systèmes asymétriques fabriqués artificiellement. Pour 
clore ce chapitre, nous présentons plus spécifiquement les études théoriques récentes sur le 
transport électronique directionnel créé par des radiations micro-ondes polarisées linéairement 
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1.1    Les "ratchets" 
 
1.1.1   Définition 
Un système ratchet se définit généralement comme un dispositif capable de générer un 
mouvement (de particules par exemple) dans une direction privilégiée sans l’application 
d’aucune force macroscopique. L’ingrédient minimal indispensable à ce mouvement dirigé de 
l’ensemble de particules est l’existence simultanée d’une source d’énergie extérieure 
(fluctuations, perturbation ou force périodique) et d’un potentiel spatialement périodique et 
asymétrique [Astumian 02; Reimann 02-a]. Le sens d’écoulement des particules est alors 
imposé par l’asymétrie du potentiel. En général, on appelle ratchet toute sorte de potentiel 
asymétrique. Il s’avère que dans certains cas, les ratchets contrôlent non seulement le 
mouvement, mais peuvent également déplacer les particules dans des directions inattendues 
[Astumian 97]. 
L’effet ratchet correspond donc à l’apparition d’un transport directionnel induit par une 
source d’énergie externe dans un système asymétrique, en l’absence de toute sorte de force 
statique ou macroscopique [Linke 99]. 
Lorsque le bruit thermique est nécessaire pour le fonctionnement d’un ratchet (souvent à 
l’échelle microscopique), le système est appelé un ratchet thermique ou un ratchet 
microscopique ou encore un moteur Brownien (nommé en l’honneur du botaniste Robert 
Brown et signifie aléatoire) [Reimann 02-a; Astumian 97; Astumian 02]. De tels systèmes 
utilisent l’énergie du déséquilibre thermique pour rectifier le mouvement Brownien en un 
mouvement directionnel : un phénomène subtil et intéressant qui ne peut pas être observé en 
équilibre thermique. 
Pour mieux comprendre le transport directionnel, ses caractéristiques et sa phénoménologie, 
nous allons dans ce qui suit présenter quelques exemples de ratchet, bien connus aujourd’hui. 
 
1.1.2   Phénoménologie 
1.1.2.1  Ratchet de Feynman 
Richard Feynman a le premier considéré ce type de système dans les années soixante 
[Feynman 63]. Le dispositif de Feynman, représenté sur la figure 1.1, est formé d’un axe à 
l’une des extrémités duquel est fixée une roue à palettes tandis que l’autre extrémité est 
équipée d’une roue dentée (analogue à celle utilisée dans les dispositifs d’échappement des 
horloges) munie d’un cliquet anti-retour (pawl). L’ensemble est considéré à l’échelle 
microscopique et est entouré par un gaz à l’équilibre thermique. Le choc aléatoire des 
molécules du gaz sur les palettes engendre un mouvement aléatoire de rotation de l’axe 
(qu’on peut qualifier de mouvement Brownien de rotation). En principe, il n’y a pas de sens 
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de rotation privilégié mais le ratchet (la roue dentée équipée de son cliquet) impose un sens 
de rotation unique à l’axe (dans le sens contraire des aiguilles d’une montre). Dans ce cas le 
système ne peut plus tourner que dans un seul sens et serait par exemple capable de soulever 
une "puce" reliée à l’axe par l’intermédiaire d’une poulie (non montrée sur la figure) 
[Reimann 02-a]. Cette première approche nous conduit à penser qu’on a créé un moteur 
"alimenté" par l’énergie thermique du gaz. Mais ceci est en contradiction avec la deuxième loi 
de la thermodynamique : il est impossible de convertir des fluctuations thermiques aléatoires 
en travail mécanique. Feynman résout ce paradoxe en considérant le mouvement brownien 
associé au cliquet. Il montre que, cependant, le dispositif ne peut pas fonctionner sans une 
source d’énergie extérieure. Le cliquet doit être attaché au ratchet par un "ressort" (spring) 
qui lui-même est également soumis au bruit thermique (chocs des molécules de gaz). 
Occasionnellement lors d’une fluctuation thermique, le bruit force le ressort à se contracter en 
soulevant le cliquet qui se trouve plus haut que le sommet d’une dent autorisant ainsi un 
mouvement à contre-sens (sens des aiguilles d’une montre). Si la roue à palettes et le cliquet 
sont à la même température, l’analyse quantitative détaillée montre que la probabilité de 
tourner dans le sens contraire des aiguilles d’une montre (à cause des collisions moléculaires) 
est égale à celle de tourner dans l’autre sens (à cause de l’incertitude du ressort). Donc à 
l’équilibre thermique, malgré l’asymétrie de la roue, aucune direction préférentielle de 
mouvement n’est possible (un système ratchet en équilibre thermique ne fonctionnera pas). 















Figure 1.1 : Schéma de l’expérience de pensée de Feynman (figure tirée de [Astumian 01]). 
 
Pour obtenir un mouvement directionnel, le seul moyen est de contourner le second principe 
de la thermodynamique en mettant le système hors d’équilibre où cette restriction ne 
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s’applique pas. Feynman montre que si la roue à palettes est plus chaude que le ressort, le 
système tourne dans le sens contraire des aiguilles d’une montre. Si le ressort est plus chaud, 
le système tourne dans le sens des aiguilles d’une montre, un mouvement que le ratchet 
empêche d’habitude. N’importe quel départ de l’état d’équilibre permet au ratchet de diriger 
le mouvement. Quelque soit l’origine du déséquilibre il fournit de l’énergie au système. 
 
1.1.2.2  Ratchets mécaniques 
En génie mécanique, un ratchet est un dispositif utilisé pour limiter le mouvement dans 
une seule direction. Les ratchets ont généralement une forme de roue dentée avec un "cliquet" 



























Figure 1.2 : Schéma d’un dispositif ratchet utilisé dans le domaine de la mécanique (i) et un 
exemple d’application dans le transport commun (j). 
i 
j 
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Du fait de l’asymétrie des dents et la présence du cliquet, la roue ne peut tourner que dans un 
seul sens (ici, sens contraire des aiguilles d’une montre), si elle est soumise à une certaine 
force externe. En effet, lorsque la roue est tournée dans la direction opposée (sens des 
aiguilles d’une montre), le cliquet bloque la roue et empêche ainsi le mouvement en arrière. 
Notons que dans cet exemple le cliquet ne peut pas être soulevé pour des raisons 
géométriques. On veut en effet rendre impossible tout mouvement en arrière. Le ratchet 
permet donc le mouvement dans une direction et l’empêche dans la direction opposée.  
Ce genre de comportement est très utile en horlogerie mécanique par exemple. Les 
tourniquets utilisent aussi le mécanisme de ratchet pour filtrer le passage des usagers du 
métro (figure 1.2-j). 
 
1.1.2.3  Gouttelettes liquides automotrices 
Lorsqu’une goutte de liquide est placée sur une surface maintenue à une température 
beaucoup plus élevée que le point d’ébullition du liquide (comme une goutte d’eau dans une 
casserole très chaude), elle flotte sur son propre coussin de vapeur sans mouiller la surface 
(figure 1.3-a). Ce phénomène est appelé l’effet de Leidenfrost et se produit au-delà d’une 
température de surface appelée le point de Leidenfrost (environ 200–300°C pour l’eau sur les 
surfaces plates, selon la qualité de surface). Récemment, Linke et al. ont observé que des 
gouttelettes de Leidenfrost se déplacent à des vitesses de plusieurs cm/s lorsqu’elles sont 
placées sur des surfaces asymétriques, telle qu’une pièce de laiton en forme de dent de scie 
périodique (ratchet) [Linke 06]. Ceci est du au fait que l’écoulement de vapeur net entre la 
gouttelette et le solide exerce une force de viscosité sur la gouttelette qui la pousse 
longitudinalement. Autrement dit, le ratchet réoriente l’écoulement de vapeur sous la 
gouttelette, de sorte que sa majeure partie aille dans une direction (figure 1.3-b). La 
gouttelette coule donc sur la vapeur comme un bateau sur une rivière. Le mouvement continu 
jusqu’à ce que la gouttelette s’évapore complètement. Ce mouvement a également été observé 
sur des surfaces inclinées (≤ 10°). Les gouttelettes "escaladent" la surface. Dans le cas d’une 
surface plate (symétrique), ce mouvement directionnel est absent bien que la surface soit 
chauffée (la gouttelette presque ne bouge pas). 
Cet effet a été observé avec plusieurs liquides comme l’azote, l’acétone, le méthanol, 
l’éthanol, l’eau et l’hexadécane (avec les points d’ébullition variant de –196°C à +151°C).  
Ces gouttelettes automotrices de Leidenfrost montrent d’une manière simple et élégante le 
principe général du phénomène ratchet : une combinaison du déséquilibre (ici c’est le 
gradient thermique vertical) et l’asymétrie spatiale généralement mène à un transport. Le 




















Figure 1.3 : (a) Schéma d’une gouttelette de Leidenfrost sur une surface plane. Le liquide 
commence à s’évaporer même avant que la gouttelette touche la surface chaude, et la 
gouttelette flotte sur un coussin de vapeur d’environ 10–100 µm d’épaisseur. (b) Gouttelette 
de Leidenfrost sur une surface en forme de scie dentée (ratchet). Dans ce cas la gouttelette 
accélère vers la droite, perpendiculairement au gradient thermique vertical. Les flèches 
bleues indiquent l’écoulement de vapeur qui exerce une force de viscosité sur la gouttelette en 
la poussant longitudinalement. Dans cet exemple, d ≈ 0.2 mm et s ≈ 1–2 mm. (c) Photo d’une 
gouttelette d’eau qui s’accélère immédiatement dans une direction (la gauche) dés qu’elle est 
placée sur une surface métallique chauffée à 460°C ayant une forme asymétrique. 
 
Linke et al. pensent que cette méthode utilisant la chaleur pour pomper du liquide, pourrait 
être utilisée dans les pompes activées par une source de chaleur dans des applications de 
refroidissement, par exemple pour refroidir des microprocesseurs. Une telle pompe n’aurait 
besoin d’aucune puissance additionnelle (elle est activée par la chaleur qui doit être enlevée 
de toute façon), elle n’aurait aucune pièce mobile, et elle n’exigerait pas un thermostat (pour 
plus de détails sur cette application possible, voir le site suivant : 
http://graphics8.nytimes.com/images/2006/03/20/science/sciill900.jpg). 
 
1.1.2.4  Ratchet clignotant (flashing ratchet) 
Dans ce cas, le potentiel est interrompu périodiquement [Bug 87; Prost 94; Astumian 94; 
Faucheux 95-a; Faucheux 95-b; Linke 05]. Dans ce système, des particules Browniennes sont 
soumises à un potentiel spatialement périodique et asymétrique (figure 1.4). Le système étant 
en équilibre thermique, pour le conduire hors l’équilibre, la méthode choisie est un clignotant 
c 
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cyclique du potentiel (il peut être ou activé "on" ou désactivé "off") [Linke 05]. Nous avons 
vu dans l’exemple de Feynman que la deuxième loi de la thermodynamique indique que, si le 
système est à l’équilibre thermique, les particules dans le ratchet ne peuvent pas se déplacer 
dans une direction préférentielle, malgré l’asymétrie spatiale. Cependant, quand le système est 
mis hors l’équilibre thermique, les particules dans le ratchet peuvent en général se déplacer 
dans une direction. C’est précisément le cas si le potentiel de ratchet change avec le temps. 
Le flashing ratchet (appelé aussi ratchet on-off) varie donc entre un état on et un état off. Dans 
un premier temps le potentiel est éteint (off) et les particules sont en moyenne également 
distribuées dans l’espace. Si le potentiel est allumé (on), au cours d’une période transitoire du 
temps, les particules vont bouger vers le minimum de potentiel le plus proche. A cause de 
l’asymétrie du potentiel, le minimum accessible le plus proche est en moyenne à la gauche de 
la particule. En conséquence, la distribution de particules décale vers la gauche (les particules 
sont alors piégées dans les puits de potentiel). Si on éteint le potentiel, les particules subissent 
une diffusion isotrope et aucun décalage global de la distribution de particules ne se produit. 
En conséquence, une commutation périodique (ou stochastique) du potentiel (entre les deux 












Figure 1.4 : Illustration du ratchet clignotant. La diffusion aléatoire des particules quand le 
potentiel est off est convertie en mouvement net vers la gauche quand le potentiel est on 
(figure tirée de [Linke 05]). 
 
Le fonctionnement du flashing ratchet comme décrit ci-dessus peut être sensiblement modifié 
[Reimann 02-a] : par exemple, cet effet du moteur Brownien est observé pour des fluctuations 
périodiques ou aléatoires du potentiel (le potentiel n’a pas nécessairement besoin de 
commuter complètement entre on et off) [Prost 94]. L’effet a été également observé pour des 
formes de potentiel modifiées, en présence d’une inertie finie, et quand le cycle du potentiel 
est remplacé par un cycle de la température [Reimann 96; Reimann 02-a]. 
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Un système de ce type a été employé par Faucheux et Libchaber [Faucheux 95-b] pour 
séparer des particules de silice de diamètres différents (1.5 µm et de 2.5 µm) en suspension 
dans l’eau. Du fait de leurs coefficients de diffusion différents, le déplacement des deux types 
de particules par effet ratchet est différent, ce qui permet leur séparation. Plus généralement, 
le "flashing ratchet" est utilisé de façon privilégiée pour la séparation de particules [Gorre-
Talini 97; Gorre-Talini 98] et en particulier pour des particules de taille comparable aux 
structures biologiques telles que virus, cellule ou chromosomes [Rousselet 94]. Des travaux 
plus récents utilisant ce même type de ratchet portent sur la possibilité de réaliser un courant 
dirigé de particules quantiques [Lundh 05]. 
 
1.1.2.5  Moteurs moléculaires 
Les moteurs moléculaires sont des machines biologiques d’environ 0.01 µm de taille 
seulement qui, par exemple, effectuent des tâches mécaniques comme le transport 
intracellulaire, le pompage d’ions, la réplication d’ADN et la synthèse de protéine [Downton 
06; Linke 05]. Ils peuvent également générer une force ainsi que jouer un rôle dans la mitose 
de cellule. Ce sont par exemple des assemblages de protéine complexes (moteurs de protéines, 
figure 1.5-a) ou des enzymes. D’une manière similaire aux machines macroscopiques 
artificielles, les moteurs moléculaires ont besoin de "carburant". Le carburant utilisé dans les 
cellules s’appelle ATP (triphosphate d’adénosine, en anglais : adenosine triphosphate) et 
fournit l’énergie chimique qui est ensuite convertie en énergie mécanique [Astumian 97; 
Astumian 01; Astumian 02; Reimann 02-b; Julicher 97]. Les machines moléculaires sont donc 
capables de transformer l’énergie chimique directement en travail mécanique. Cependant, 
malgré cette similitude, les moteurs moléculaires fonctionnent sous des conditions très 
différentes par rapport aux machines macroscopiques artificielles. Ils fonctionnent dans un 
environnement très bruyant, où les fluctuations thermiques sont significatives et probablement 
importantes pour l’opération du moteur. En effet, à cause des collisions fréquentes avec 
d’autres molécules environnantes, les moteurs de protéines sont soumis d’une manière 
continue à un mouvement Brownien substantiel. Ceci rend impossible pour un moteur 
moléculaire d’aller vers l’avant de manière déterministe et sans heurts, comme par exemple, 
une voiture sur la route. Comment les moteurs moléculaires traitent-ils un environnement si 
bruyant ? Un modèle suggère que ces moteurs utilisent le mouvement Brownien aléatoire 
pour effectuer du travail [Astumian 97; Astumian 02; Reimann 02-b; Julicher 97]. Un modèle 
physique pour la façon dont un tel moteur Brownien peut fonctionner est le ratchet. En effet, 
on pense que certains moteurs moléculaires dans les systèmes biologiques peuvent se servir 
des effets ratchet [Astumian 01; Reimann 02-a]. Par exemple, le flashing ratchet a été 
proposé comme un modèle pour les moteurs moléculaires linéaires, tels que le transporteur de 
molécules kinesin [Astumian 97]. C’est une molécule de protéine qui peut "marcher" le long 
des microtubules dans les cellules vivantes en présence d’une concentration déséquilibrée 




d’ATP, et qui transporte du matériel (figure 1.5-b). Par exemple, on peut interpréter le 
microtubule polaire périodique comme un potentiel ratchet, auquel le moteur de kinesin lie 
étroitement pendant une étape du cycle d’ATP, alors qu’il reste bien moins lié, et capable 
d’effectuer une diffusion unidimensionnelle le long du microtubule, dans une autre étape du 
















Figure 1.5 : (a) Image de deux types de moteurs moléculaires. (b) Schéma d’un moteur de 
kinesin portant une vésicule le long d’un microtubule. 
 
D’une manière similaire, certaines enzymes (moteurs moléculaires) dans les cellules vivantes 
sont capables de se déplacer le long des filaments de polymère par l’hydrolysation d’ATP 
[Reimann 02-b]. L’interaction ("affinité" chimique) entre le moteur moléculaire et le filament 
est spatialement périodique et asymétrique, et les fluctuations thermiques jouent un rôle 
important sur ces petites échelles. Le résultat serait essentiellement une diffusion d’une 
particule (comme un ion ou un polypeptide) dont le mouvement net est fortement polarisé 
dans une direction. 
Les moteurs Browniens (ou ratchets microscopiques) sont d’excellents modèles pour 
comprendre comment les machines peuvent fonctionner à l’échelle nanométrique en présence 
du mouvement thermique substantiel. C’est pour cette raison que le concept de moteur 
Brownien est souvent utilisé pour modéliser les moteurs biologiques et moléculaires 
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[Astumian 97; Astumian 01; Astumian 02; Reimann 02-a; Reimann 02-b; Julicher 97; 
Downton 06; Linke 05]. 
Quelques vidéos et animations de moteurs moléculaires peuvent être trouvées sur les 





L’explication simpliste que nous venons de donner a le mérite de faire ressentir deux 
ingrédients indispensables pour obtenir un effet ratchet : l’asymétrie d’inversion spatiale et 
source d’énergie externe. L’effet ratchet est impossible en l’absence d’un de ces deux 
ingrédients. En effet, un système asymétrique en équilibre ne génère pas un mouvement dirigé 
sans une source d’énergie externe, et une source d’énergie ne crée pas un mouvement dirigé 
dans un système symétrique. L’effet ratchet apparait donc lorsqu’un système asymétrique est 
poussé et maintenu hors l’équilibre par une force extérieure. C’est la force qui conduit le 
mouvement. 
Les études théoriques des ratchets ont mené à un certain nombre de résultats intéressants (voir 
[Reimann 02-a]) y compris des phénomènes inattendus tels que la "mobilité négative absolue" 
(absolute negative mobility) lorsque le transport est dirigé contre une force appliquée 
[Eichhorn 02]. 
L’effet ratchet est un effet universel, outre sa grande importance et ses applications dans les 
systèmes biologiques, il a été également observé récemment dans divers systèmes physiques 
grâce aux progrès technologiques. Nous pouvons ainsi citer : vortex dans les 
supraconducteurs [Majer 03; Villegas 03; Ustinov 04], atomes froids dans des réseaux 
optiques [Mennerat-Robilliard 99], membranes macroporeuses de silicium [Matthias 03], 
canaux micro-fluidiques [Studer 04]. La grande variété des systèmes confirme la nature 
générique de ce phénomène. 
La physique des ratchets et des moteurs Browniens est très large et constitue aujourd’hui un 
sujet de recherche très privilégié dans plusieurs domaines de la physique, la biologie et la 
chimie. Cependant, ce chapitre n’a pas vocation d’être exhaustif et outre les références citées 
jusqu’ici, nous pouvons également citer les références suivantes où le lecteur pourra trouver 
plus d’études et des informations supplémentaires : [Gomez-Martin 06; Magnasco 93; Kettner 
00; Muller 00; Craig 06; Brooks 00; Gorre 96; Goychuk 98; Hanggi 00; Reimann 97]. Il est 
important de noter que toutefois le lecteur pourra consulter le volume 75 (numéro 2) du 
journal Applied Physics A qui a été consacrée aux études expérimentales sur les ratchets dans 
une variété de systèmes (y compris des systèmes de matière condensée) et leurs applications 
possibles. Dans ce qui suit nous allons nous concentrer plus sur les études de cet effet dans le 
domaine de physique de la matière condensée. 
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1.2    Effet ratchet en physique de la matière condensée 
 
1.2.1   Cas d’asymétrie "naturelle" 
En physique de la matière condensée l’effet ratchet est connu sous le nom d’effet photo-
galvanique ou effet photovoltaïque. Les études théoriques et expérimentales de cet effet dans 
une variété de systèmes y compris des systèmes mésoscopiques (cristaux, métaux, 
semiconducteurs, microjonctions, films, puits quantiques), ont été réalisées pendant plusieurs 
années [Al’perovich 80; Barkan 78; Baskin 77; Baskin 78; Belinicher 76; Belinicher 77; 
Belinicher 80; Bykov 89; Bykov 91; Fal’ko 89; Ganichev 03; Glass 74; Ivchenko 86; 
Ivchenko 97; Magarill 79; Liu 92]. L’effet photo-galvanique correspond à l’apparition d’un 
courant électrique continu dans un système asymétrique quand ce dernier est soumis à une 
radiation (lumineuse ou micro-onde par exemple) en l’absence de courant ou tension appliqué 
au système. La radiation (qui représente la source d’énergie externe) crée un transport de 
charge dans le matériau massif de la structure. L’effet photo-galvanique correspond à un 
ratchet soumis à une faible force alternative de moyenne nulle (le champ électrique 
périodique de la radiation). Cependant, tous les systèmes étudiés dans les travaux cités ci-
dessus possèdent une asymétrie d’inversion spatiale "naturelle" créé par le désordre, les 
impuretés, les défauts, les imperfections où même la surface de la structure selon les cas. En 
effet, la distribution aléatoire des impuretés et des défauts dans les conducteurs peut imiter 
une symétrie brisée localement. Puisque le désordre est symétrique en moyenne, il est évident 
que l’effet ratchet doit être significativement plus large dans des structures asymétriques 
préparées artificiellement. 
 
1.2.2   Cas d’asymétrie artificielle 
Il est connu qu’outre leurs applications dans l’industrie de la micro-électronique, les semi-
conducteurs de basse dimensionnalité constituent l’un des axes de recherche les plus attractifs 
dans le domaine de la physique de l’état solide. Les avancées technologiques (épitaxie par jets 
moléculaire, lithographie optique, lithographie électronique, etc…), permettent de fabriquer 
des structures artificielles sur la base d’hétérojonctions de semiconducteurs. Parmi ces 
structures artificielles, des réseaux d’antipoints [Weiss 91; Pouydebasque 01; Renard 04], des 
interféromètres à anneaux [Cassé 00; Estibals 02], etc. Nous présenterons brièvement les 
principaux travaux dans lesquels ont été réalisé des structures artificielles asymétriques et qui 





  26 
1.2.2.1  Ratchets quantiques 
 
1.2.2.1.1  Point quantique ratchet 
Dans les travaux de Linke et al. [Linke 98; Linke 00], un point quantique (ouvert) unique 
de forme triangulaire a été réalisé sur une hétérostructure AlGaAs/GaAs par les techniques de 
lithographie par faisceau d’électrons (Electron Beam Lithography ou EBL) et gravure 
humide. Les parties gravées (figure 1.6) servent à interrompre le gaz d’électrons 
bidimensionnel situé à l’interface de l’hétérostructure et isole électriquement la partie 
intérieure du triangle (la cavité d’électrons) du gaz d’électrons bidimensionnel aux alentours, 
à l’exception de deux ouvertures étroites (nommés points contacts) qui sont visibles au 
sommet et au milieu de la base du triangle. Il a été montré qu’un courant électrique net         
(∼ 1 nA) peut être généré dans ce point quantique asymétrique lorsqu’une tension alternative 
est appliquée (∼ 2 mV). La direction de ce courant dépend de l’énergie de Fermi et de 
l’amplitude de la tension appliquée. Les mesures ont été réalisées à 0.3 K. Ce mécanisme de 
rectification de tension a été lié à des interférences quantiques à l’intérieur du point quantique 
asymétrique. Il a été montré que ce ratchet expose des propriétés mécaniques quantiques. 
Pour des études similaires sur les points quantiques « ratchets individuels » voir aussi 
[Switkes 99; DiCarlo 03; Lofgren 04; Vavilov 05; Khrapai 06; Marlow 06; Zumbuhl 06]. Une 
différence est que dans la plupart de ces études, les structures sont des points quantiques 










Figure 1.6 : Image MEB (microscope électronique à balayage, Scanning Electron 
Microscope ou SEM) du point quantique triangulaire. Les régions gravées apparaissent en 
jaune [Linke 98; Linke 00]. 
 
1.2.2.1.2  Ratchet tunnel 
Dans la référence [Linke 99] un ratchet quantique a été réalisé en confinant des électrons 
dans un canal de conduction asymétrique de largeur comparable à la longueur d’onde de 
l’électron (figure 1.7). Sur la figure les régions en mauve gras sont des parties gravées qui 
confinent latéralement une couche d’électrons bidimensionnelle située parallèlement à la 
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1 µm 
surface (à l’interface) d’une hétérostructure AlGaAs/GaAs. Cette structure est fabriquée par la 
technique de lithographie électronique et faible gravure humide. La variation périodique de la 
largeur du canal induit une variation correspondante de l’énergie de confinement d’électron et 
crée des barrières d’énergie asymétriques à chaque constriction. Cette structure asymétrique 
génère un courant électrique net lorsqu’une tension source-drain (d’amplitude U0 et de 
fréquence 191 Hz) est appliquée selon la direction du canal même si le champ électrique (le 
long du canal) créé par la tension est en moyenne nul au cours du temps. Il a été trouvé que la 
direction du courant dans ce ratchet quantique dépend de la température (l’expérience a été 
réalisée à basses températures 0.4–4 K). Les courants obtenus sont de l’ordre de 1 nA. Dans 
ce cas, le transport ratchet (qui se fait dans les régions orange sur la figure 1.7) a été lié à des 












Figure 1.7 : Image MEB du ratchet périodique montrant une répétition de 3 cellules ratchet. 
Les électrons voyagent le long du canal orange [Linke 99]. 
 
Dans des travaux ultérieurs, il a été montré que ce ratchet tunnel agit comme une pompe à 
chaleur (donc c’est une pompe à chaleur quantique) [Linke 02-a; Linke 02-b]. 
 
1.2.2.2  Redresseur balistique (Ballistic rectifier) 
Dans la référence [Song 98] un diffuseur artificiel asymétrique a été réalisé dans une 
microjonction de semiconducteur. Notons que ce n’est pas une étude de l’effet ratchet, mais 
nous la présentons car elle est utile pour comprendre la diffusion des électrons sur des 
microstructures asymétriques artificielles. Cette diffusion est la base de notre étude. Le but de 
ce travail [Song 98] était d’étudier l’effet de l’introduction d’une structure artificielle 
asymétrique sur les propriétés du régime de transport balistique non-linéaire. Des 
caractéristiques courant-tension (I-V) non-linéaires inhabituelles dominées par les propriétés 
de symétrie du diffuseur, ont été observées. 
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En utilisant les techniques de lithographie par faisceau d’électrons et faible gravure humide, 
un antipoint triangulaire a été défini dans le centre d’une jonction en croix (figure 1.8) formée 
par deux canaux larges (nommés U et L) et deux canaux étroits (nommés S et D). Le système 
est basé sur une hétérostructure AlGaAs/GaAs ayant un gaz d’électrons bidimensionnel à 
l’interface. La taille du diffuseur artificiel est plus petite que le libre parcours moyen élastique 
des électrons de conduction. Il a été montré que cette géométrie, guide les électrons selon une 
direction spatiale prédéterminée indépendante de la direction du courant injecté. En effet, 
lorsqu’un courant (continu) négatif ISD est appliqué, les électrons se dirigeant de S vers D sont 
déviés spéculairement vers L dans la jonction, induisant ainsi une tension négative VLU 
mesurée entre les sondes L et U. Pour le courant inverse (ISD positif), les électrons éjectés par 
D sont également déviés par l’autre coté du diffuseur et vont induire la même tension négative 
VLU. Le système fonctionne donc comme un redresseur balistique (ballistic rectifier). Les 
mesures ont été réalisés à 4 K et des tensions VLU jusqu’à –0.2 mV ont été obtenues pour des 
courants ISD jusqu’à 40 µA. Cet effet de rectification a été observé à la température de l’azote 
liquide mais il est beaucoup plus faible. D’autre part, les mesures du cas contraire (VSD en 
fonction de ILU) ont montré que VSD est un ordre de grandeur plus petite que VLU pour les 
mêmes valeurs de courant appliqué.  
Song et al. supposent que ce redresseur balistique fonctionne comme un pont redresseur à 
diodes. Pour plus de détails et d’autres exemples de redresseurs balistiques voir aussi [Song 
99; Fleischmann 02; Löfgren 03; Haan 04-a; Haan 04-b; Knop 06]. 
 












Figure 1.8 : Image AFM (microscope à force atomique, Atomic Force Microscope) de la 
surface de la structure (partie centrale de l’échantillon). Les flèches indiquent les trajectoires 
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1.2.2.3  Réseaux d’antipoints asymétriques 
Nous l’avons déjà signalé, la technologie permet actuellement de fabriquer des réseaux 
artificiels d’antipoints dans des hétérostructures de semiconducteurs ayant un gaz d’électrons 
bidimensionnel. Les gaz d’électrons bidimensionnels font l’objet de nombreuses études en 
physique mésoscopique. 
Rappelons qu’un gaz d’électrons bidimensionnel ou 2DEG (two-dimensional electron gas) est 
une couche mince de quelques nm d’épaisseur qui se forme dans un puits de potentiel par 
exemple à l’interface d’une hétérojonction de deux semiconducteurs. Les électrons sont libres 
dans deux directions de l’espace et quantifiés dans la troisième direction. 
Les notions de bases concernant la physique des gaz d’électrons bidimensionnels y compris la 
théorie de transport dans ces systèmes, qui seront repris tout au long de ce manuscrit, sont 
présentés dans l’annexe A à la fin de ce mémoire.  
Les propriétés de conduction des réseaux périodiques d’antipoints circulaires ont été 
largement étudiées expérimentalement (voir par exemple, [Weiss 91; Gusev 91]) montrant 
une contribution importante des orbites périodiques dans le transport. Selon les résultats 
mathématiques de Sinaï la dynamique dans des tels réseaux est complètement chaotique 
[Kornfeld 82]. Les liens entre la dynamique classique chaotique, les orbites périodiques et les 
résultats expérimentaux pour les propriétés de transport des gaz d’électrons 2D dans les 
réseaux d’antipoints, ont été établis dans des études théoriques [Fleischmann 92; Fleischmann 
94].  
Cependant, dans de tels systèmes, l’effet ratchet reste très peu étudié expérimentalement. Les 
réseaux d’antipoints réalisés sur un 2DEG de haute mobilité basé sur une hétérojonction de 
semiconducteur, sont des exemples bien connus où la diffusion des électrons est contrôlée par 
le potentiel artificiel de diffusion : les antipoints. Dans ce cas la période du réseau est 
beaucoup plus petite que le libre parcours moyen électronique dans l’hétérojonction initiale 
(sans antipoints). Le mouvement bidimensionnel des électrons peut alors être considéré 
comme un ensemble de trajectoires balistiques entre les collisions sur les antipoints. Pour 
briser la symétrie d’inversion spatiale du système, une forme spécifique (asymétrique) pour 
les antipoints doit être choisie, par exemple triangulaire ou semi-circulaire. 
A notre connaissance, jusqu’à présent, seulement deux études sur le transport directionnel 
induit par une source d’énergie externe (radiation de haute fréquence) dans des réseaux 
d’antipoints asymétriques ont été effectuées [Lorke 98; Song 01]. Ils montrent que l’effet 
ratchet existe en principe, mais il n’y a pas eu d’études et analyses détaillées. Nous allons 
présenter ces deux travaux dans ce qui suit. 
 
Dans la première étude [Lorke 98], après avoir étudié les propriétés de transport 
électronique dans des réseaux périodiques et asymétriques d’antipoints triangulaires (figure 
1.9) en présence du courant et du champ magnétique appliqués, la réponse de ces structures à 
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une irradiation infrarouge-lointain a été étudiée (en absence de courant appliqué). Il a été 
trouvé que cette excitation haute fréquence (THz) mène à l’apparition d’une tension électrique 
latérale (transport de charge net) dans la structure asymétrique. Les réseaux d’antipoints sont 
fabriqués par la technique de lithographie par faisceau d’électrons sur des hétérostructures de 
semiconducteur (AlGaAs/GaAs) ayant un gaz d’électrons bidimensionnel à l’interface. Les 
échantillons se présentent sous la forme de barres de Hall qui ont été définies par les 
techniques standards de photolithographie. L’expérience a été réalisée à la température 4 K et 
la valeur obtenue pour la tension induite par l’irradiation infrarouge-lointain est ≈ 0.1 µV. 
Cette photo-tension a été attribuée à la rectification de la fréquence par la symétrie brisée du 
réseau d’antipoints. C’est la conséquence de l’injection des électrons dans le potentiel en dent 
de scie qui mène à un courant net des électrons selon la direction x (figure 1.9-d). Le champ 
électrique de la radiation était orienté selon la direction x. La longueur d’onde de la radiation 













Figure 1.9 : Image AFM de la surface du réseau périodique d’antipoints triangulaires (maille 
carrée) [Lorke 98]. Des représentations schématiques des différentes trajectoires 
électroniques balistiques dans ce type de structures sont illustrées en (a), (b) et (c). (d) 
représente le potentiel en dent de scie causé par les antipoints triangulaires (le mouvement 
des électrons selon la direction x est influencé par ce potentiel asymétrique). 
 
Dans le deuxième travail [Song 01], une structure similaire à celle étudiée précédemment 
[Lorke 98] a été utilisée (figure 1.10). Mais cette fois le gaz d’électrons bidimensionnel est 
basé sur une hétérostructure InGaAs/InP. Les régions triangulaires sont des trous réalisées par 
gravure et après la gravure elles ont été remplies avec du InP (donc ce sont des antipoints 
pleins). 
Il a été montré que lorsqu’une tension alternative ou un champ électrique est appliqué entre le 
coté gauche et le coté droite de la structure (figure 1.10), les électrons se diffusent sur les 
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triangles et leurs trajectoires typiques (présentées par les flèches) causent une accumulation 
des électrons vers le haut. Le champ électrique étant orienté longitudinalement. Une tension 
continue peut donc être induite entre les contacts supérieur et inférieur et cette tension est 
indépendante de la direction du champ électrique appliqué (le champ appliqué peut être 
aléatoire). Les auteurs expliquent que c’est la forme et l’arrangement des triangles qui 
déterminent les parcours tracés par les électrons, et par conséquent le courant électrique. En 
effet, dans cette structure, les triangles étant placés d’une manière cohérente, les triangles 
voisins supportent l’un l’autre en diffusant simultanément les électrons et en formant des 
canaux à travers lesquels les électrons sont éjectés. Des mesures de cette tension continue en 
fonction de la tension alternative appliquée ont été réalisées à la température 119 K et à 
température ambiante dans une structure de dimensions 30 µm × 30 µm. Des tensions 
continues jusqu’à 18 mV ont été obtenues sous l’application des tensions alternatives (de 
fréquence 1 kHz) jusqu’à 4 V. D’autre part, des mesures ont été réalisées à température 
ambiante et sous irradiation de haute fréquence (micro-ondes). Des tensions jusqu’à 50 µV 
sous 50 GHz ont été obtenues. Ceci est malgré que le libre parcours moyen des électrons (à 
température ambiante) soit déjà deux fois plus petit que la distance entre les triangles. 
Cependant, dans ce travail il n’y a pas une preuve claire que le signal mesuré (la tension 












Figure 1.10 : Image AFM de la surface du matériau et illustration de son principe de 
fonctionnement [Song 01]. 
 
Notons que l’effet d’une radiation micro-ondes sur les propriétés de transport d’un réseau 
d’antipoints a été étudié expérimentalement [Bykov 91; Vasiliadou 95] (études de 
photoconductivité). Cependant, dans de telles structures (antipoints circulaires), l’effet ratchet 
est interdit en principe à cause de la symétrie du réseau (ou des antipoints). 
Malgré que les deux travaux présentés ci-dessus ont démontré l’existence de l’effet ratchet 
dans des réseaux d’antipoints asymétriques, ces études restent incomplètes et insuffisantes 
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pour comprendre le transport électronique directionnel induit par des radiations de haute 
fréquence dans des structures mésoscopiques asymétriques. Malheureusement, il n’y a pas eu 
de développements ultérieurs dans ce sujet de recherche. L’absence d’explications théoriques 
de ce phénomène était probablement en partie responsable de ce désintérêt. Le paragraphe 
suivant présente des études théoriques récentes sur ce sujet. 
 
1.3    Etudes théoriques de l’effet ratchet dans des réseaux    
         d’antipoints asymétriques 
Malgré le grand intérêt récent aux études des ratchets, la recherche théorique est 
principalement concentrée sur des modèles unidimensionnels (voir par exemple [Reimann 02-
a]). Récemment, les travaux théoriques suivants : [Chepelianskii 05; Cristadoro 05; 
Chepelianskii 06; Chepelianskii 07] ont considéré le cas de l’effet ratchet dans des systèmes 
bidimensionnels. Les nanostructures asymétriques artificielles modélisées dans ces études 
sont des réseaux périodiques de diffuseurs asymétriques qu’il est possible de fabriquer sur des 
2DEG basés sur des hétérojonctions de semiconducteurs. Les diffuseurs sont des demi-
disques (ou demi-cercles) orientés dans la même direction. Il a été montré par le calcul qu’un 
transport directionnel apparait dans ce type de structures lorsqu’elles sont soumises à une 
radiation électromagnétique polarisée linéairement. La direction de ce transport directionnel 
induit par la radiation peut être efficacement contrôlée par la direction de polarisation. Nous 
allons présenter ces études théoriques dans ce qui suit. Les deux premiers modèles qui seront 
décrits ne sont pas réalistes expérimentalement du point de vue quantitatif. Cependant, ils 
représentent une première étape de la description théorique du phénomène. Les modèles 
développés ultérieurement permettent de décrire une situation expérimentale réelle. 
 
1.3.1   Modèle dynamique avec dissipation 
Dans leur première étude [Chepelianskii 05], les auteurs ont considéré un modèle 
dynamique qui décrit le mouvement de particules libres (sans interactions) dans un système 
bidimensionnel appelé réseau de Galton (Galton board), en présence de dissipation et d’une 
radiation monochromatique polarisée. Le réseau périodique de disques rigides de maille 
triangulaire a été défini par Galton en 1889 pour analyser la dynamique des particules se 
heurtant élastiquement avec les disques [Galton 89]. En absence de dissipation (reliée à une 
force de friction) et de radiation, la dynamique est complètement chaotique comme cela a été 
prouvé par Sinai [Kornfeld 82]. Pour briser la symétrie du réseau de Galton, Chepelianskii et 
al. ont remplacé les disques par des demi-disques orientés selon la direction x (cf. figure 
1.11). Les demi-disques sont également placés sur un réseau de maille triangulaire, ils ont un 
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rayon rd, la distance entre les centres des disques (ou la période du réseau) est R. Les 
collisions sur les demi-disques sont supposées élastiques. 
Les auteurs de cette théorie ont analysé numériquement la dynamique des particules dans ce 
réseau de Galton "modifié" (composé de diffuseurs en forme de demi-disque) sous l’influence 
d’une radiation polarisée linéairement. Cette radiation crée une force dont la direction par 
rapport à l’axe des x est déterminée par un angle θ : f = f(cosθ,sinθ)cosωt où ω est la pulsation 
de la radiation et  f est l’intensité de la force. Cette force alternative f représente la "force 
motrice" (ac driving). En plus de cette force le modèle contient une force de friction              
Ff = - mγv s’exerçant sur les particules (avec m la masse de la particule, v sa vitesse, et γ le 
coefficient de friction), et des collisions élastiques avec les demi-disques. La figure 1.11 
montre un exemple typique de trajectoire chaotique dans ce régime. Sans force de friction la 
dynamique est chaotique et une dispersion diffusive dans les directions x et y prend place ainsi 
qu’une croissance diffusive d’énergie induite par la force motrice alternative. Cependant, à 
cause de la réversibilité du temps, un transport directionnel n’est pas possible en l’absence de 
friction. L’introduction de friction brise la symétrie d’inversion du temps et crée un transport 
directionnel. Ainsi, sous certaines conditions, la radiation mène à l’apparition d’un transport 













Figure 1.11 : Un exemple typique d’une trajectoire chaotique, à petite échelle, se déplaçant 
entre les semi-disques du réseau de Galton pour une force (ou intensité du champ électrique) 
et une fréquence de radiation constantes. L’angle θ dans cette figure est θ = pi/8. La 
trajectoire commence près de x = y = 0, et la région montrée ici correspond à –27 < x < –17, 
–10 < y < –5. La même trajectoire, à grande échelle, est montrée sur la figure 1.12. 
 
L’approche suivie consiste à simuler numériquement la dynamique des particules en utilisant 
la solution exacte des équations de Newton entre les collisions, et en déterminant les points de 
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conservée. Malgré le chaos, la dissipation mène à un transport directionnel moyen des 
particules. La direction de la trajectoire de ce transport par rapport à l’axe des x est déterminée 
par un angle ψ (cf. figure 1.12). Elle dépend de la polarisation de la radiation comme il est 
montré sur la figure 1.12 pour des trajectoires typiques calculées sur des grandes échelles de 
temps et d’espace. La vitesse moyenne de l’écoulement directionnel des particules est donnée 
par : vf = vf(cosψ,sinψ) (vitesse du flow en anglais, à ne pas confondre avec la vitesse de 
Fermi vF). Pour une radiation polarisée selon x (θ = 0), le transport moyen se fait selon la 
direction –x (ψ = pi), tandis que si la radiation est polarisée selon y (θ = pi/2), la direction de 
transport est inversée (ψ = 0). En changeant l’angle de polarisation θ entre 0 et pi/2, il est 
possible de changer l’angle de l’écoulement directionnel ψ de pi à 0 (cf. figure 1.12). Il a été 
trouvé que la dépendance ψ(θ) peut être approximée par une relation linéaire : ψ = pi – 2θ. Il 
est à noter que, contrairement au cas d’une force statique appliquée où, pour les disques, le 
transport chaotique suit simplement la direction de la force [Chepelianskii 01; Hoover 92; Lue 
93], ici la radiation polarisée crée un effet ratchet très clair avec des propriétés de direction 
importantes. Cet effet plutôt général n’est pas sensible à la modification de la forme des 
diffuseurs (les simulations numériques pour des diffuseurs triangulaires montrent que le 
transport directionnel est préservé et que les propriétés de l’écoulement des particules restent 














Figure 1.12 : Direction de transport directionnel pour une trajectoire typique (même 
trajectoire de la figure 1.11) calculée à grandes échelles de temps et d’espace, pour divers 
polarisations de la radiation : θ = 0, pi/8, 0.21pi, pi/4, pi/2 (du gauche à droite). La fréquence 
et la force de la radiation sont constantes et ont les mêmes valeurs de ceux de la figure 1.11. 
 
Pour comprendre les propriétés de ce transport directionnel, les théoriciens ont analysé ses 
caractéristiques moyennes. Il est clair qu’en présence de chaos, la force alternative (ou la 
ψ 
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radiation) crée un chauffage effectif qui augmente l’énergie cinétique des particules              
Ec = mv
2
/2. Cette augmentation est arrêtée par une dissipation d’énergie induite par la friction. 
L’équilibre de ces deux processus donne une énergie moyenne E de mouvement d’une part. 
D’autre part, pour qu’il y ait beaucoup de collisions sur les demi-disques, il faut que 
l’amplitude des oscillations des particules a induites par la radiation soit plus grande que la 
distance entre les centres des demi-disques R : a = f/(mω2) >> R. Dans le cas contraire, les 
particules ne peuvent pas se diffuser sur les demi-disques. Il a été trouvé que la vitesse 
d’écoulement peut être estimée par : vf ∼ fτc/m où τc = l/v avec l désigne le libre parcours 
moyen des particules. 
Les résultats présentés dans ce travail montrent que le transport directionnel induit par une 
radiation polarisée est un phénomène robuste qui n’est pas très sensible aux paramètres du 
modèle. Qualitativement, pour θ = 0 la dissipation mène à un piégeage de particules dans un 
canal formé par les semi-disques et l’écoulement va à gauche. Au contraire, pour θ = pi/2 les 
oscillations verticales induites par la radiation forcent les particules en dehors d’un canal et en 
présence de dissipation l’écoulement va à droite. 
Il est à noter que dans le cas des particules chargées, l’introduction d’un champ magnétique 
mène à une réorientation de l’écoulement directionnel suivant approximativement la direction 
de la force de Lorentz. 
Finalement, les auteurs discutent l’observation expérimentale de cet effet ratchet dans des 
réseaux d’antipoints asymétriques fabriqués dans des 2DEG basés sur des hétérojonctions 
semiconductrices. 
 
1.3.2   Modèle de particules en équilibre avec un thermostat de Maxwell 
Dans un autre travail [Cristadoro 05], les auteurs étudient le cas d’un thermostat de 
Maxwell d’un ensemble de particules libres, étant en équilibre thermique à une température T, 
et qui se déplace dans la même structure que celle dans la référence [Chepelianskii 05]. 
Malgré l’asymétrie des diffuseurs, un transport directionnel est exclu par la seconde loi de la 
thermodynamique à l’équilibre thermique [Feynman 63]. Cependant, les auteurs ont montré 
que l’application d’une radiation monochromatique polarisée crée un écoulement directionnel 
stationnaire qui dépend de la température et des paramètres de la radiation. La direction de ce 
transport ratchet dépend fortement de la polarisation. 
Sous l’influence de la radiation, le mouvement d’une particule libre entre les demi-disques est 
affecté par la force f (même expression que celle dans le modèle décrit précédemment). Les 
particules sont supposées en équilibre thermique et à  f = 0, leurs vitesses sont données par la 
distribution de Maxwell à la température T. Pour mettre les particules en équilibre thermique, 
les auteurs ont choisi la méthode du thermostat de Nosé-Hoover. Selon cette méthode, le 
mouvement d’une particule est affecté par une friction effective γ qui garde l’énergie 
cinétique moyenne 〈mv2/2〉 égale à la température T du thermostat. Les collisions avec les 
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demi-disques sont supposées élastiques. De cette manière, la dynamique des particules est 
affectée par la force de friction, la force alternative (f) et la force des collisions élastiques. Les 
résultats montrent que la dynamique donnée par les équations de Nosé-Hoover permet 
d’étudier efficacement les effets d’une force motrice alternative sur les particules en équilibre 
thermique. Les données numériques montrent que cette force de conduite génère un effet 
ratchet très large avec un transport directionnel qui dépend de la température et des 
paramètres de la force. 
Il a été trouvé que le coefficient de friction γ ainsi que la vitesse d’écoulement vf dépendent de 
f et T. Rappelons que la dynamique des particules en l’absence d’un thermostat, mais en 
présence d’une force de friction Ff = -mγv avec le coefficient de friction γ constant, a été 
analysée dans la référence [Chepelianskii 05]. 
Tout comme dans l’étude précédemment décrite ([Chepelianskii 05]), la dépendance de la 
direction de l’écoulement directionnel en fonction de la direction de polarisation suit la 
relation ψ = pi – 2θ. 
Les auteurs prédisent qu’un large effet ratchet devrait être observé expérimentalement dans 
des réseaux d’antipoints semi-circulaires réalisés dans des 2DEG à base de semiconducteurs. 
Dans ce cas cependant les particules ne sont pas en équilibre avec un thermostat de Maxwell 
mais avec un thermostat de Fermi-Dirac pour lequel l’énergie des particules de conduction est 
l’énergie de Fermi EF >> T. Ainsi, la vitesse de la particule (ou de l’électron) v est égale à la 
vitesse de Fermi vF = (2EF/m)
1/2
 indépendante de T (ici m désigne la masse effective de 
l’électron). Pour que l’effet ratchet apparaisse sans conditions sur la fréquence de la radiation, 
il faut que l’énergie d’excitation électromagnétique ωh  soit plus grande que l’écartement de 
niveaux à l’intérieur d’une maille élémentaire du réseau ∆ : ωh  > ∆ ≈ )/(2 22 dmrhpi . Dans la 
limite opposée : ωh  << ∆, la force alternative est dans le régime adiabatique quantique où 
l’excitation en énergie est très faible. Ainsi, le transport directionnel apparaît seulement à 
partir d’une certaine valeur de fréquence de radiation. Par exemple, dans l’expérience faite par 
Linke et al. [Linke 99] (cf. paragraphe 1.2.2.1.2), la fréquence était dans le régime adiabatique 
(191 Hz) et le transport directionnel était lent. En effet, une telle fréquence est beaucoup plus 
petite que l’espacement énergétique entre les niveaux quantiques adjacents à l’intérieure 
d’une cellule ∆/ h  ∼ 1 GHz. Donc, le régime discuté dans ce travail ([Cristadoro 05]) ne 
fonctionne pas pour les basses fréquences. Ceci est également discuté dans un travail ultérieur 
de Chepelianskii et al. [Chepelianskii 06]. Notons que dans le régime quantique le transport 
ratchet doit disparaître aussitôt que l’amplitude des oscillations f/mω2 induite par la force 
alternative, devient plus petite que la longueur d’onde au niveau de Fermi h /mvF. Ainsi, 
l’effet ratchet survit seulement pour ω < h/Ffv . 
Le modèle du thermostat de Fermi-Dirac a été ensuite développé dans un travail ultérieur 
[Chepelianskii 06] que nous allons maintenant présenter. 
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1.3.3   2DEG en équilibre avec un thermostat de Fermi-Dirac 
Dans ce travail [Chepelianskii 06], l’auteur a développé une méthode numérique qui 
permet d’étudier le cas le plus intéressant d’un thermostat de Fermi-Dirac qui décrit les 
conditions expérimentales des réseaux d’antipoints réels dans un 2DEG [Rammer 98]. Sur la 
base de cette méthode, il a effectué des études numériques extensives qui ont permis d’établir 
la dépendance de cet effet ratchet en plusieurs paramètres pertinents pour des études 
expérimentales. Les résultats obtenus permettent de prédire des valeurs typiques de courants 
ratchet dans des réseaux d’antipoints asymétriques. 
Jusqu’ici, aucune étude numérique n’avait été effectuée dans ce régime. Seules des 
estimations théoriques ont été proposées [Cristadoro 05] mais leurs validités n’ont jamais été 
vérifiées et restent questionnables.  
Le modèle incorpore à nouveau un réseau de Galton de semi-disques qui cette fois ci est 
hexagonal et non plus triangulaire. Dans ce système, la dynamique des électrons est chaotique 
en l’absence des micro-ondes. Une particule de masse m se déplace sous l’action de la force 
électrique (ou le champ électrique) f d’une radiation micro-ondes polarisée linéairement. Les 
collisions avec les antipoints semi-disques sont élastiques. Il est proposé que les particules 
n’interagissent pas entre elles mais que le contact avec un thermostat crée la distribution de 
Fermi-Dirac fF (E) = 1/(EF[exp((E – EF)/T) + 1]) à la température T et l’énergie de Fermi EF, 
où E est l’énergie cinétique d’une particule. La distribution d’énergie pour une particule fF (E) 
est normalisée par la condition ∫ = 1)( dEEf F . Une telle situation correspond aux expériences 
sur des réseaux d’antipoints dans un 2DEG. Il n’est pas possible d’utiliser dans ce cas la 
méthode de Nosé-Hoover pour garder les particules en équilibre thermique avec la 
distribution de Fermi-Dirac. Une nouvelle approche doit donc être développée. Dans ce 
travail, l’approche est inspirée par la méthode de Monte Carlo qui est adaptée pour simuler 
numériquement les propriétés de transport dans les semiconducteurs. 
Afin d’affiner encore le modèle et de le rapprocher des situations expérimentales, des 
diffusions aléatoires additionnelles ont été introduites dans le modèle pour prendre en compte 
l’effet des impuretés. Dans la majorité des cas étudiés, la présence des impuretés n’a pas 
influencé les propriétés de transport stationnaire. 
La direction du transport directionnel obtenu dépend de la direction de polarisation des micro-
ondes (cf. figure 1.12). Pour θ = 0 le transport est dirigé vers la gauche (direction – x), tandis 
que pour θ = pi/2 le transport est orienté vers la droite. La dépendance en polarisation est 
similaire à celle obtenue précédemment [Chepelianskii 05; Cristadoro 05] et elle est bien 
décrite par la relation ψ ≈ pi – 2θ. De même, la vitesse moyenne du transport est :                   
vf = vf(cosψ,sinψ). Les données obtenues montrent que vf augmente avec la force de la 
radiation  f.  
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Il est à noter que la force motrice des micro-ondes est supposée relativement faible pour 
qu’elle provoque juste des petites déviations de la distribution d’équilibre (non perturbée) et 
mène ainsi le système hors l’équilibre.  
Dans le modèle les électrons sont supposés sans interaction. Pour être valide, ceci requiert que 
l’énergie d’interaction de Coulomb entre les électrons dans le 2DEG Eee ≈ rene εpi /
2  soit 
petite par rapport à l’énergie cinétique donnée par EF = mne /
2
hpi . Ici ne est la densité 
électronique, εr est la constante diélectrique et m est la masse effective de l’électron. Ainsi, 
l’intensité effective de l’interaction est caractérisée par le paramètre rs = Eee/EF [Abrahams 
01] qui doit être petit. Sa valeur pour un 2DEG expérimental obtenu dans une hétérojonction 




, une masse effective de l’électron m ≈ 0.065me 
et une constante diélectrique εr = 13 est approximativement rs ∼ 1. A telles valeurs 
l’interaction entre les quasi-particules est considérée faible et elle est usuellement négligée 
dans une première approximation [Abrahams 01]. 
Chepelianskii a étudié la dépendance de vf en plusieurs paramètres du système qui sont 
pertinents pour des expériences sur des réseaux d’antipoints dans un 2DEG. Parmi ces 
paramètres il y a la température T, l’intensité de la force des micro-ondes  f et la fréquence des 
micro-ondes ω. Les effets de géométrie sont étudiés en changeant la période du réseau R qui 
permet de choisir le régime optimal où l’effet ratchet est plus fort. Les effets de la diffusion 
sur les impuretés sont modélisés par la variation du temps de diffusion τi qui donne une 
information sur la stabilité de l’effet par rapport aux imperfections expérimentales. Enfin, 
l’effet du champ magnétique est également analysé.  
Les résultats numériques obtenus montrent que, pour T << EF, vf diminue faiblement avec 
l’augmentation de la température. La vitesse du transport vf  augmente avec l’augmentation de 
la force f. Cette dépendance en f est quadratique dans la région T << EF. La vitesse 
d’écoulement est ainsi proportionnelle au carré de la force vf ∝ f
2
. Cette dépendance est valide 
pour une large gamme de fréquence ω. Toutefois, elle est qualitativement différente des 
estimations théoriques proposées précédemment [Cristadoro 05]. 
La dépendance de vf en fonction de la période du réseau R (le rayon des antipoints rd étant 
constant), montre qu’initialement vf commence à augmenter avec R, ensuite elle atteint une 
valeur maximale puis elle diminue pour des plus grandes valeurs de R. La position du 
maximum dépend de la fréquence des micro-ondes. 
Un autre paramètre expérimental important est le temps de diffusion induit par les impuretés 
qui sont toujours présentes dans les échantillons réels. Pour des grandes valeurs de τi, vf est 
indépendant du temps de diffusion des impuretés tandis que pour des petites valeurs de τi, vf 
diminue linéairement avec τi. En effet, l’asymétrie des semi-disques est "effacée" par la 
diffusion sur les impuretés et l’effet ratchet doit disparaitre pour des petites valeurs de τi. 
Dans les conditions expérimentales, τi dépend de la température T à cause de l’interaction 
électron-phonon ou de l’interaction électron-électron. Ceci peut mener à une dépendance en 
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température significative de l’effet ratchet particulièrement aux hautes températures où la 
diffusion électron-phonon joue un rôle important. 
En présence d’un champ magnétique B appliqué perpendiculairement au plan du 2DEG, 
l’effet ratchet disparait pour des champs magnétiques suffisamment élevés lorsque le rayon 
de Larmor rl (ou rayon cyclotron) devient plus petit que la distance entre les centres 
d’antipoints R. En effet, pour rl << R, la dynamique classique des électrons devient intégrable 
à cause de l’absence de chaos, menant ainsi à la disparition de l’effet ratchet. En principe le 
champ magnétique change la direction de transport (angle ψ). Cette dépendance n’est 
cependant pas discutée ici puisque le résultat principal est que l’effet ratchet disparait pour 
des champs magnétiques relativement faibles. Selon les résultats obtenus, l’effet ratchet 
commence à disparaitre à des champs magnétiques B ∼ 0.1 T.  
Finalement, le courant électrique continu induit par l’effet ratchet dépend de la concentration 
électronique ne du 2DEG, de la masse effective de l’électron, de l’intensité de la force f et des 
paramètres géométriques du réseau d’antipoints. Son expression théorique sera donnée au 
chapitre 3. 
 
1.3.4   Calcul analytique 
Tous les modèles précédents sont basés sur des simulations numériques en combinaison 
avec des estimations analytiques simples. Une approche analytique rigoureuse, basée sur 
l’équation cinétique, a été développée récemment [Entin 06]. Elle a permis de résoudre 
exactement le cas de diffuseurs asymétriques ayant une forme spécifique. Encore plus 
récemment toutes ces méthodes ont été combinées pour obtenir une description théorique 
globale de l’effet ratchet induit par une radiation de haute fréquence dans des nanostructures 
asymétriques artificielles [Chepelianskii 07]. Cette description reproduit bien les résultats des 
simulations numériques. Le développement d’une telle théorie globale permet de comprendre 
l’origine du transport ratchet électronique dans des tels systèmes et montre que ces systèmes 
peuvent être utilisés pour la fabrication de nouveaux types de détecteurs de radiation de haute 
fréquence, sensibles à la polarisation et opérationnels à température ambiante. 
Dans cette dernière étude deux types d’antipoints sont considérés : des semi-disques 
élastiques (même structure que dans les autres travaux) et des "cuts" (segments 1D verticaux 
de longueur D) qui produisent des réflexions spéculaires (élastiques) du côté gauche et des 
réflexions diffusives du côté droit (cf. figure 1.13). Le modèle des cuts a été étudié pour imiter 
l’effet de diffusion sur un semi-disque (le coté droit diffusif du cut représente 
approximativement la partie circulaire du semi-disque) [Entin 06]. L’avantage étant que 
l’équation cinétique peut être résolue exactement dans ce cas. Néanmoins les cuts sont 
distribués irrégulièrement dans l’espace avec une concentration par unité de surface nc. 
Notons que l’approche de l’équation cinétique marche également dans le cas d’un réseau 
régulier de cuts si leur densité est faible. En plus de la diffusion sur les antipoints, les auteurs 
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supposent qu’il y a également de la diffusion sur les impuretés qui est caractérisée par le 
temps de diffusion τi. Entre les collisions avec les antipoints et les impuretés, le mouvement 
d’électrons est affecté seulement par un champ électrique de micro-ondes Ecosωt polarisé 
linéairement. Sa direction par rapport à l’axe des x est déterminée par un angle θ (cf. figure 
1.11, avec f = E dans ce cas). Pour un 2DEG, la vitesse de l’électron v est égale à la vitesse de 
















Figure 1.13 : Modèle de diffuseurs en forme de cuts verticaux de longueur D. La diffusion sur 
les cuts est élastique du côté gauche et diffusive du côté droit. 
 
Pour étudier les propriétés de l’écoulement stationnaire (ou le transport électronique 
directionnel) induit par les oscillations des micro-ondes, les auteurs proposent que sans micro-
ondes la distribution d’équilibre des vitesses d’électrons soit donnée par les distributions de 
Maxwell ou de Fermi-Dirac à une température T. Il est également proposé que le champ 
électrique des micro-ondes soit relativement faible et perturbe seulement légèrement la 
distribution d’équilibre. 
Comme dans les autres travaux théoriques, il a été trouvé que pour une direction de 
polarisation linéaire selon les axes x ou y, le courant coule selon la direction x. Le courant 
dans la direction y apparait pour une direction inclinée du champ électrique. Les résultats 
montrent aussi que le courant ratchet est nul pour une radiation non-polarisée. 
Il est à noter que les résultats obtenus dans ce travail sont qualitativement similaires pour les 
deux types de diffuseurs (cuts et semi-disques). 
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Pour le modèle des cuts, le cas de la polarisation circulaire a été considéré [Entin 06]. Les 
résultats numériques montrent que pour une radiation avec polarisation circulaire, le courant 
(ou le mouvement directionnel des électrons) apparait selon la direction y seulement. 
Pour le réseau de semi-disques, l’effet du champ magnétique a été étudié [Chepelianskii 06]. 
Cette étude ([Chepelianskii 07]) confirme que le courant ratchet devient très faible quand le 
rayon de Larmor rl devient plus petit que le rayon du semi-disque rd. Ceci est plutôt naturel du 
point de vue physique puisque dans ce régime la diffusion sur les semi-disques est supprimée. 
Cependant, dans le régime rd/rl ∼ 1, les simulations numériques montrent qu’un champ 
magnétique relativement faible peut affecter significativement la direction du courant. Il peut 
la changer par 180° environ dans certains cas. Cette dépendance de la direction du courant en 
fonction du champ magnétique n’est pas sensible à l’intensité du champ électrique des micro-
ondes et par conséquent elle n’est pas reliée à la force de Lorentz. L’origine de cette forte 
dépendance est attribuée au changement significatif du processus de diffusion dans le régime 
rd/rl ∼ 1 ; ce changement est relié aux multiples collisions des électrons avec les semi-disques. 
En l’absence du champ magnétique la direction du courant ne dépend pas de la fréquence ω 
des micro-ondes. Au contraire, dans le régime rd/rl ∼ 1 la direction de l’écoulement peut être 
également changée en changeant la fréquence ω. 
Les résultats montrent également que l’effet ratchet disparait lorsque le libre parcours moyen 
électronique le devient plus petit que la taille des antipoints (la diminution de le peut être due à 
une augmentation de température par exemple). Les auteurs prédisent que l’effet ratchet doit 
être observable à température ambiante si le libre parcours moyen reste plus grand que (ou 
comparable à) la taille de l’antipoint. D’autre part, le courant est absent, évidemment, si les 
semi-disques sont remplacés par des disques.  
La théorie développée ici considère seulement le cas des particules qui ne sont pas en 
interaction. En réalité, l’interaction électron-électron peut jouer un rôle important aussi bien 
que les modes plasmons peuvent également affecter l’effet ratchet. 
D’autre part, aux petites échelles avec R ∼ 100 nm l’espacement (l’écart) entre les niveaux 
quantiques ∆ à l’intérieur d’une cellule de maille (cellule unité), devient de l’ordre de         




) et les effets quantiques peuvent jouer un rôle important. En 
plus, pour R < 100 nm la fréquence de collision entre dans la gamme de terahertz. Ainsi, de 
telles nanostructures asymétriques peuvent être utilisées comme des détecteurs de radiation 
dans la gamme de terahertz et opérationnels à température ambiante. 
Finalement, il est à noter que les résultats théoriques obtenus dans ce travail sont en bon 
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Conclusion 
 
Dans ce premier chapitre, nous avons fait une introduction au transport directionnel induit 
par des sources d’énergie externes dans des systèmes asymétriques (effet ratchet). Dans un 
premier temps, nous avons défini les ratchets et les moteurs Browniens puis nous avons 
illustré leurs propriétés d’une manière phénoménologique à travers plusieurs exemples dans 
des systèmes différents. Ensuite nous avons présenté la manifestation de cet effet universel 
dans la physique de la matière condensée à travers des systèmes avec asymétrie naturelle et 
encore artificielle. Par la suite nous avons présenté les études théoriques effectuées 
récemment sur l’effet ratchet induit par des radiations micro-ondes polarisées dans des 
réseaux d’antipoints asymétriques à base de semiconducteurs. 
L’objectif principal de ce travail de thèse était d’effectuer une étude expérimentale 
détaillée de cet effet ratchet électronique : transport électronique dirigé induit par des 
radiations micro-ondes polarisées linéairement dans des réseaux artificiels d’antipoints 
asymétriques (semi-circulaires) basés sur des hétérojonctions de semiconducteurs de haute 
mobilité. En se basant sur les études théoriques présentées ci-dessus, nous mettrons 
clairement en évidence ce phénomène de transport directionnel des électrons. Nous 
exposerons ses propriétés et ses caractéristiques en étudiant sa dépendance en fonction de 
plusieurs paramètres expérimentaux importants tels que la direction de polarisation linéaire, la 
puissance des micro-ondes, leur fréquence, le champ magnétique et la température. Nous 
fournirons aussi la preuve expérimentale de la non-existence de l’effet dans des réseaux 
d’antipoints symétriques. Nous comparerons nos résultats expérimentaux aux prédictions et 
calculs théoriques. Cette étude ouvre des nouvelles possibilités pour contrôler par micro-
ondes le transport dans des nanostructures asymétriques qui seront peut être exploitables pour 
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Dispositif expérimental et Introduction au 






Afin d’effectuer notre étude expérimentale du transport électronique induit par des 
radiations micro-ondes polarisées linéairement, il nous a fallu fabriquer un dispositif 
expérimental d’irradiation micro-ondes. La première section de ce chapitre sera consacrée à la 
description de ce dispositif expérimental ainsi qu’à une introduction aux ondes 
électromagnétiques guidées. 
Pour s’assurer du bon fonctionnement de cette nouvelle technique expérimentale, la 
meilleure façon était de réaliser des expériences de transport en champ magnétique et sous 
irradiation micro-ondes, sur des échantillons dont la réponse était connue à priori. En effet, 
l’influence des micro-ondes sur les propriétés de transport des gaz d’électrons 
bidimensionnels formés dans les hétérostructures de semiconducteurs est un sujet largement 
décrit dans la littérature. La deuxième section de ce chapitre rappelle brièvement les 
principaux résultats des études de transport sous irradiation micro-ondes dans les gaz 
d’électrons bidimensionnels, ce qu’on appellera étude de photo-transport. 
Finalement, nous exposerons la première étude expérimentale de photo-transport dans un 
gaz d’électrons bidimensionnel formé à l’hétérojonction Si/SiGe. Ce matériau a su conquérir 
une grande part des applications industrielles que AlGaAs/GaAs n’avait pas, mais n’a jusqu’à 
présent fait l’objet que de très succinctes études en physique mésoscopique. Nous rapportons 
l’observation du phénomène de la "résonance magnéto-plasmon" induit par les micro-ondes, 
pour la première fois dans ce matériau.  
L’étude de la réponse de gaz d’électrons bidimensionnels à l’interface Si/SiGe nous a donc 
permis de vérifier la qualité de notre dispositif expérimental tout en apportant à la 
communauté une étude originale de ce type d’hétérojonction.  
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2.1    Technique expérimentale d’irradiation micro-ondes 
Cette partie décrit le dispositif expérimental que nous avons fabriqué pour appliquer des 
micro-ondes polarisées linéairement à un échantillon. Il est l’aboutissement d’un long travail 
de développement nécessitant une bonne connaissance de la propagation des micro-ondes. 
Nous rappellerons donc brièvement la physique de la propagation des ondes 
électromagnétiques guidées avant de décrire plus en détail notre système expérimental.  
 
2.1.1   Rappel sur les micro-ondes guidées 
Il est bien connu que la polarisation d’une onde électromagnétique (EM) correspond à 
l’orientation de son champ électrique
→
E . La polarisation de l’onde est dite linéaire lorsque la 
direction du vecteur champ électrique est constante. Dans ce cas, le champ 
→
E  reste toujours 
dans le même plan. Le champ électrique est représenté par un vecteur perpendiculaire à la 
direction de propagation de l’onde P (ou z). Le champ magnétique
→
B , lui aussi, est un vecteur 
perpendiculaire au vecteur champ électrique et perpendiculaire à la direction de propagation. 
Les ondes EM guidées (qui se propagent dans un guide d’onde ou un câble coaxial) ne 
sont pas toujours transverses c’est-à-dire que les champs électriques et magnétiques ne sont 
pas nécessairement perpendiculaires à la direction de propagation z. Une configuration propre 
des champs électrique et magnétique d’une onde se propageant dans un guide d’onde est 
appelée mode de propagation. A une fréquence donnée, il peut exister de nombreux modes 
qui se propagent dans un guide d’onde. Dans un guide parfait, les différents modes ne peuvent 
pas interagir entre eux. Il existe divers types de modes de propagation [Poole 83; Collin 60; 
Pozar 98] : 
• Mode TEM ou Transverse ElectroMagnétique : Les champs 
→
B  et 
→
E  sont 
perpendiculaires à la direction de propagation z (Ez = Bz = 0). Ce type de mode est 
fréquent dans les guides d’ondes de type câbles coaxiaux tandis que les guides creux 
(rectangulaires ou cylindriques) ne permettent pas la propagation des modes TEM. Ce 
mode peut se propager à toutes les fréquences. 
• Mode TM ou Transverse Magnétique : Le champ 
→
B  est perpendiculaire à la direction 
de propagation (Bz = 0), mais Ez ≠ 0. Ce mode est aussi appelé onde de type E car 
seule 
→
E  possède une composante longitudinale. 
• Mode TE ou Transverse Electrique : Le champ 
→
E  est perpendiculaire à la direction de 
propagation (Ez = 0), mais Bz ≠ 0. Ce mode est aussi appelé onde de type B car seule 
→
B  possède une composante longitudinale. 
Les modes TE et TM cessent de se propager au dessous d’une fréquence fc appelée fréquence 
de coupure. Pour savoir si un mode est propagatif dans un guide d’onde, il faut calculer sa 
fréquence de coupure fc et la comparer à la fréquence de travail f : si f est supérieure à fc alors 
le mode en question est propagatif (dans notre cas f était toujours supérieure à fc). La 
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fréquence de coupure d’un mode donné dans un guide métallique creux (cylindrique ou 
rectangulaire par exemple) dépend uniquement des dimensions de ce guide et de deux 
nombres entiers m et n. Ainsi les modes sont notés TEmn et TMmn suivant les valeurs de m et 
n. 
Nous avons déjà mentionné que les modes TEM ne peuvent pas se propager dans des guides 
d’ondes métalliques creux, donc les guides d’ondes rectangulaires et cylindriques peuvent 
transmettre uniquement des modes TE et TM. 
La fréquence de coupure dans un guide rectangulaire est donnée par la relation 


























où a et b sont les dimensions du guide et c est la vitesse de la lumière. Le mode dominant est 
celui qui a la fréquence de coupure la plus basse, celle-ci est obtenue pour m = 1 et n = 0 
(pour a > b). Le mode TE10 est donc le mode dominant (ou fondamental) dans les guides 
d’ondes rectangulaires (le mode TM10 n’existe pas puisque sa fonction génératrice est nulle 
lorsque n = 0 ; d’une autre manière, le produit m.n = 0 est uniquement permis pour les modes 
TE). La représentation du champ électrique d’une micro-onde se propageant en mode TE10 
dans un guide rectangulaire est illustrée dans la figure 2.1. 
 
 










Figure 2.1 : Schéma d’un guide d’onde rectangulaire de section a×b. La propagation se fait 
suivant l’axe z. 
 
Dans les guides d’ondes cylindriques le mode TE11 est le mode dominant parce qu’il 
possède la fréquence de coupure la plus basse. C’est l’analogue circulaire du mode TE10 dans 
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Figure 2.2 : Schéma d’un guide d’onde cylindrique. La représentation du champ électrique  
est illustrée. 
 
2.1.2   Description du système 
Le principe est d’irradier, d’une manière continue, un échantillon qui se trouve dans le 
cryostat à partir d’une source extérieure d’irradiation micro-onde. Nous avons donc tout 
d’abord construit deux nouvelles cannes portes-échantillons adaptées à ce genre d’expériences 
et au cryostat VTI (Variable Temperature Insert). Chaque canne contient un guide d’onde 
dont la sortie fait face directement à la surface de l’échantillon (figure 2.3). Le guide d’onde 
est identique dans les deux cannes. La seule différence entre ces deux cannes est que l’une 
d’entre elle est équipée d’un système de rotation. On peut ainsi tourner l’échantillon de 180° 





Figure 2.3 : Représentation schématique d’une canne de mesure contenant un guide d’onde 
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Les sources micro-ondes utilisées sont des générateurs d’ondes électromagnétiques de 
type "carcinotron" (de modèle G440XE) fourni par "Elmika". Ils ont été placés assez loin de 
l’aimant du cryostat pour qu’ils ne soient pas affectés par le champ magnétique. Ces 
générateurs ne se diffèrent que par leurs gammes de fréquences et de puissances de sortie 
(tableau 2.1). Ils ont les sorties en guide d’onde rectangulaire (WR) dont la taille varie avec la 
gamme de fréquence. Un atténuateur de puissance avec entrée et sortie également en guide 
d’onde rectangulaire, est connecté à chaque générateur. La gamme d’atténuation de ces 
atténuateurs est de 0 à 60 dB. 
 
Générateur Gamme de fréquences 
(GHz) 
Gamme de puissances 
(mW) 
Sortie rectangulaire 
G4406E 33–50 25–130 WR-22 (5.69 × 2.84 mm
2
) 
G4404E 50–75 30–85 WR-15 (3.76 × 1.88 mm
2
) 
G4403E 75–110 30–100 WR-10 (2.54 × 1.27 mm
2
) 




Tableau 2.1 : Description des caractéristiques des quatre générateurs de micro-ondes. 
 
Pour transmettre les micro-ondes jusqu’à l’échantillon, nous avons utilisé un guide d’onde 
cylindrique (en laiton) coudé à 90° (réalisation originale de la société MINITUBES SA 
Grenoble) permettant la propagation aux fréquences de fonctionnement de la totalité de nos 
générateurs (figure 2.4). La longueur totale du guide est de 4.5 m et le diamètre interne de sa 
section circulaire est de 1 cm. Un des avantages d’utilisation de ce genre de guide d’onde est 
la réduction remarquable des pertes de puissance des micro-ondes, tandis que ces pertes sont 
importantes dans les câbles coaxiaux qui sont souvent utilisés.  
Pour pouvoir adapter la sortie rectangulaire du générateur (ou de l’atténuateur) au guide 
d’onde circulaire, nous avons utilisé des pièces de transitions de guide d’onde (en laiton 
également) de 7 cm de long avec une géométrie interne spéciale (figure 2.5). Cette géométrie 
transforme le profil interne de ces pièces de rectangulaire à circulaire. Ces pièces permettent 
de minimiser les pertes de puissance lors de cette transition. Une pièce identique montée en 
sens inverse est adaptée à l’autre extrémité du guide d’onde (côté échantillon) et permet de 
bien focaliser la puissance des micro-ondes sur l’échantillon. Ces pièces de transitions ont été 





































                                                                           
Figure 2.4 : Photographies de notre dispositif expérimental. Les flèches rouges illustrent la 
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Figure 2.5 : Photographies des pièces de transitions de guide d’onde pour différents 
générateurs (a) et de leur géométrie interne (b). 
 
En outre, ces pièces de transitions placées sur les deux extrémités du guide d’onde (côté 
générateur et côté échantillon) permettent de contrôler la polarisation linéaire des micro-ondes 
ce qui est crucial pour nos expériences. En effet, quand les fenêtres rectangulaires aux deux 
extrémités du guide sont parallèles les micro-ondes peuvent passer à travers la fenêtre côté 
échantillon et la puissance qui sort est maximale (figure 2.6-a), et si on croise ces deux 
fenêtres rectangulaires les micro-ondes ne peuvent plus passer et la puissance de sortie est 
nulle (figure 2.6-b). Cela montre que les micro-ondes sont bien polarisées linéairement. Nous 















Figure 2.6 : Représentation schématique des fenêtres rectangulaires à l’entrée (1) et à la 
sortie (2) du guide d’onde. Dans la configuration (a) les micro-ondes passent à travers (2) et 
dans (b) elles ne passent pas. 
 
Ces quelques lignes rendent difficilement compte de la quantité de temps et d’énergie que 
Jean Florentin, Adeline Richard, Yuriy Krupko, Jean-Claude Portal et moi-même avons 
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équipement. C’est au prix de cet investissement que nous avons pu disposer d’un outil 
performant, toujours disponible et parfaitement adapté aux contraintes spécifiques des 
expériences que nous voulions réaliser. Investissement sur le long terme également puisqu’il 
profite toujours aux nombreux collaborateurs du groupe qui l’utilisent intensivement depuis 
début 2006. En effet, notre technique expérimentale peut être utilisée pour divers types 
d’expériences de transport électronique qui nécessitent une irradiation micro-ondes. Le 
prochain paragraphe dresse un éventail non exhaustif des études qui ont déjà été réalisées de 
par le monde avec des dispositifs similaires mais rarement avec polarisation linéaire.  
 
2.2    Photo-transport – Les MIROs 
L’un des facteurs importants pour l’avenir industriel est l’acheminement de l’information 
à très grande vitesse ; c’est pourquoi, de nombreuses études sont nécessaires afin de 
comprendre la réponse d’un système d’électrons sous champ électromagnétique de haute 
fréquence. C’est dans cet esprit qu’ont été entreprises des mesures de magnéto-transport 
électronique lesquelles ont révélé des phénomènes nouveaux, des effets intrigants qui 
apparaissent lorsqu’en plus du champ magnétique, nous appliquons des ondes 
électromagnétiques. 
Récemment, de nombreux travaux expérimentaux ont été reportés sur la réponse d’un système 
électronique bidimensionnel (2DEG) en champ magnétique et sous irradiation d’ondes 
électromagnétiques. Par exemple, les mesures de magnéto-transport sur des gaz d’électrons 
bidimensionnels de haute mobilité (formé dans des hétérojonctions AlGaAs/GaAs), qui ont 
révélé un comportement oscillatoire, à faible champ magnétique, de la résistance 
longitudinale Rxx lorsque des micro-ondes étaient appliquées sur la structure [Zudov 01; Mani 
02; Zudov 03]. Ces magnéto-oscillations induites par les micro-ondes, ou encore MIROs (en 
anglais : Microwave Induced Resistance Oscillations), apparaissent en dessous de la gamme 
de champ magnétique des oscillations de Shubnikov-de Haas (SdH), et montrent des phases 
particulières, où la valeur de la résistance longitudinale devient nulle (Zero Resistance States : 
ZRS), comme le montrent les résultats de mesures de la figure 2.7. La figure 2.8 présente 
également des résultats de mesures de magnéto-transport électronique sous irradiation micro-
ondes, qui ont notamment révélé le phénomène des MIROs. Elle présente la 
magnétorésistance d’un gaz bidimensionnel d’électrons avec (lignes pleines) et sans (ligne 
pointillée) irradiation de micro-ondes. Différentes fréquences ont été utilisées. Les flèches 
marquent le signal (ou pic) de la résonance magnéto-plasmon, qui sera expliqué dans la 
troisième section de ce chapitre. Notons que la différence en amplitude des oscillations de 
SdH entre la courbe irradiée (45 GHz) et non irradiée, est due au faible réchauffement du 
2DEG causé par la radiation. 
 



















Figure 2.7 : En rouge, oscillations de Shubnikov-de Haas pour des mesures de 
magnétorésistance "sans" irradiation micro-ondes ; En bleu, mêmes mesures de 
magnétorésistance "avec" irradiation micro-ondes (103.5 GHz), où apparaissent nettement 
les MIROs ; En vert, la résistance de Hall. [Mani 02] 
 
Ces magnéto-oscillations sont, tout comme les oscillations de Shubnikov-de Haas, 
périodiques en 1/B, mais avec cette fois une périodicité liée au rapport de l’énergie 
d’excitation électromagnétique ωh  sur l’énergie cyclotron électronique cωh . 
 
Ce genre d’études a jalonné la physique de la matière condensée moderne et est devenu un 
axe de recherche très privilégié. En effet, la découverte des effets de MIROs, ZRS,…, a attiré 
l’attention sur le domaine de recherche concernant les phénomènes induits par des radiations 
électromagnétiques sur le magnéto-transport des 2DEG. Depuis, d’énormes travaux 
expérimentaux et théoriques ont été réalisés et continuent d’être menés. Le lecteur curieux de 
ce phénomène pourra se référer aux travaux suivants pour de plus amples détails sur ces 
recherches intéressantes : [Zudov 04; Ye 01; Yang 03; Dorozhkin 03; Dorozhkin 04; Mani 
04-a; Mani 04-b; Mani 04-c; Mani 04-d; Willett 04; Kokalev 04; Du 04; Andreev 03; Durst 
03; Shi 03; Dmitriev 03; Dmitriev 05; Lei 03; Ryzhii 03; Vavilov 04; Kukushkin 02; 
Kukushkin 03; Kukushkin 04].  
 




















Figure 2.8 : Observation d’une autre série d’oscillations de la résistance d’un 2DEG de 
haute qualité sous l’influence des micro-ondes. [Zudov 01] 
 
Notons que nous avons retrouvé expérimentalement quelques phénomènes de MIROs, sur 
différentes hétérostructures AlGaAs/GaAs de haute mobilité ayant différentes caractéristiques 
(densité, mobilité,…), en utilisant notre dispositif expérimental d’irradiation micro-ondes. 
Nous ne présentons pas ces résultats ici pour ne pas alourdir ce manuscrit. 
Cependant, nous allons nous focaliser maintenant sur une étude expérimentale que nous avons 
réalisée, concernant le magnéto-transport sous irradiation micro-ondes dans un 2DEG réalisé 
dans une hétérojonction Si/SiGe. Nous allons présenter l’observation d’un effet déjà connu, la 
résonance magnéto-plasmon induite par micro-ondes, mais dans un 2DEG Si/SiGe qui n’avait 
jamais été étudié par cette méthode [Sassine 06; Sassine 07-a; Sassine 07-b]. 
 
2.3    Etude de photo-transport dans une hétérojonction Si/SiGe 
L’étude de divers effets de résonance dans un système d’électrons bidimensionnels sous 
une radiation électromagnétique, peut dans certains cas fournir des informations qu’il serait 
difficile d’obtenir par des mesures standards de transport. Cependant, contrairement aux 
échantillons 3D, la spectroscopie d’absorption ou de transmission directe dans le cas d’un 
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2DEG peut être problématique. Ceci est dû aux faibles densités électroniques dans des puits 
quantiques simple ou même multiples [Nestle 97]. Précédemment, il a été démontré qu’une 
sensibilité plus haute peut être obtenue si l’absorption de la radiation est détectée 
électriquement via un changement résonant induit dans la résistance ou la magnétorésistance 
de l’échantillon (photoconductivité) [Stein 84]. Le changement dans la magnétorésistance est 
la conséquence d’une augmentation résonante de la température du 2DEG associé avec 
l’absorption résonante de puissance de la radiation. Cette méthode a été utilisée avec succès 
pour l’étude des résonances cyclotron et spin électroniques [Dobers 88; Dobers 89; 
Olshanetsky 03; Maan 82; Chou 86; Vasiliadou 93]. Dans le cas de la résonance cyclotron, 
deux types d’expériences qui diffèrent par la gamme de fréquence de radiation furent utilisés. 
Les premières expériences de photoconductivité de résonance cyclotron ont été effectuées sur 
un 2DEG dans AlGaAs/GaAs en utilisant une radiation infrarouge [Maan 82; Chou 86]. Les 
pics résonants observés dans ces expériences sont situés près des maxima de la 
magnétorésistance ρxx en régime de l’effet Hall quantique entier, et ont été identifiés comme 
résonance cyclotron conventionnelle correspondant à la fréquence fc = eB/2πm*. Plus tard, 
une expérience a été réalisée d’une manière similaire sur un 2DEG dans une hétérostructure 
AlGaAs/GaAs, cette fois ci en utilisant une radiation micro-ondes de fréquence 70–170 GHz 
[Vasiliadou 93]. Dans cette expérience, les pics résonants dans la magnétorésistance ont été 
observés en champs magnétiques relativement faibles, coïncidant approximativement avec la 
gamme des oscillations de Shubnikov-de Haas. Ces pics ont été observés à des fréquences 
plus hautes que celles de la résonance cyclotron dans un 2DEG de dimensions infinies. 
L’analyse des données a montré que les pics observés sont dus à une excitation collective des 
plasmons bidimensionnels confinés, avec une longueur de confinement déterminée par la 
largeur W des échantillons. Par conséquent, les excitations des plasmons bidimensionnels 
observées ont tous la même longueur d’onde λ = 2W.  
Après le travail de Vasiliadou et al. [Vasiliadou 93], il n’y a pas eu à notre connaissance de 
tentatives de réaliser une étude similaire sur un système d’électrons bidimensionnel différent. 
Dans ce qui suit, nous rapportons la première observation expérimentale des excitations des 
magnéto-plasmons 2D, induites par des radiations micro-ondes, dans un 2DEG basé sur une 
hétérojonction Si/SiGe [Sassine 06; Sassine 07-a; Sassine 07-b]. Mais d’abord, nous 
présentons l’hétérojonction Si/SiGe. 
 
2.3.1   L’hétérojonction Si/SiGe 
Le marché mondial de la microélectronique se base à plus de 90% sur des composants 
silicium, tirant ainsi profit des deux avantages majeurs de ce matériau : c’est tout d’abord un 
semiconducteur disponible à bas coût et en grande quantité. Surtout, il est associé à un oxyde 
SiO2 ayant d’excellentes propriétés diélectriques et de masquage. La combinaison Si/SiO2, à 
la base de la technologie MOSFET (transistors à effet de champ utilisant des jonctions métal-
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oxyde-silicium), est ainsi très répandue dans l’industrie. Néanmoins, un très vaste domaine 
d’applications échappe à la technologie Si/SiO2 : il s’agit des secteurs en pleine expansion de 
l’électronique haute fréquence et de l’optoélectronique pour lesquels de nouvelles 
technologies, basées sur des hétérojonctions à décalage de bande d’énergie ont dû être 
développées. Les composés III-V AlGaAs/GaAs sont apparus naturellement pour répondre à 
ce besoin : ces composés, dont les paramètres de maille sont en accord, ont permis la 
réalisation de structures de très haute mobilité [Brozel 96] mais leur application industrielle 
est handicapée par un processus de fabrication différent de celui de la filière Si, et surtout par 
l’absence d’un oxyde présentant d’aussi bonnes propriétés que le SiO2. Les meilleures 
performances obtenues pour les MOSFET [Gavrilov 84; Kravchenko 94] restent modestes 
comparées à celles des hétérojonctions de composés III-V [Zudov 03]. De ce point de vue, les 
hétéro-systèmes Si/Si1-xGex furent très vite reconnus comme prometteurs comparés aux 
MOSFETs car ils permettent l’utilisation du concept de modulation de dopage tout en utilisant 
les technologies dédiées au silicium. En effet, ces systèmes semblent apporter une réponse 
beaucoup plus adaptée au problème : le silicium et le germanium, de structures 
cristallographiques et chimiques fort similaires, permettent en effet la croissance 
d’hétérostructures à décalage de bande selon les technologies standards de la filière Si. 
Cependant, les progrès en matière d’amélioration des composants basés sur l’utilisation du Si 
et du Ge restèrent longtemps masqués par ceux réalisés sur les composants utilisant les III-V. 
Les principaux inconvénients des systèmes Si/SiGe sont la grande différence de paramètre de 
maille entre Si et SiGe qui est à l’origine de contraintes ou des dislocations à l’interface 
Si/SiGe, ainsi que de gros problèmes en matière de dopage. Ces problèmes furent résolus les 
uns après les autres grâce à de très importants efforts de recherche. Il existe désormais des 
solutions très satisfaisantes à ces difficultés et, avantage supplémentaire, la maîtrise des 
contraintes à l’interface joue un rôle important dans le développement des transistors à effet 
de champ utilisant la modulation de dopage (MODFET) dans les hétérojonctions Si/SiGe. On 
sait ainsi réaliser des systèmes Si/SiGe aux caractéristiques excellentes, par exemple des 
hétérojonctions Si/SiGe de mobilité proche de 500 000 cm
2
/Vs (à basse température) [Kasper 
95; Schäffer 97; Hartmann 04]. Ces récents progrès en matière de fabrication, ont provoqué 
un regain d’intérêt pour ce matériau dans lequel fût par exemple clairement observé l’effet 
Hall quantique fractionnaire [Monroe 92; Lai 04]. 
L’étude des propriétés des hétérojonctions Si/SiGe a une grande importance technologique. 
Comme nous venons d’expliquer, c’est un matériau qui est en train de conquérir l’industrie de 
la microélectronique. Il possède de meilleures qualités que le silicium tout en permettant 
l’utilisation des outils créés pour manipuler le silicium. Son utilisation permet donc aux 
industriels d’augmenter la qualité de leurs produits tout en limitant le renouvellement des 
coûteux procédés et machines de production. C’est un matériau qui s’est trouvé délaissé par la 
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recherche fondamentale car la qualité des structures basées sur les composés III-V dépassent 
largement celles du SiGe. 
Les MODFETs basés sur l’hétérojonction Si/SiGe ont pour objectif d’utiliser la modulation 
de dopage pour créer des gaz d’électrons bidimensionnels de grande qualité dans un canal de 
Si pris entre deux couches de SiGe. Dans les systèmes à modulation de dopage les dopants et 
la partie active du composant sont séparés pour diminuer le nombre de défauts dans la zone 
où se forme le gaz bidimensionnel. Le désaccord de maille entre Si et SiGe constitue la 
différence principale entre les hétérojonctions de Si/SiGe et celles d’AlGaAs/GaAs pour 
lesquelles la maille est adaptée. 
Par rapport aux hétérostructures AlGaAs/GaAs, les systèmes Si/SiGe présentent en effet des 
différences importantes, dont l’influence sur les propriétés de transport mérite d’être étudiée : 
ce sont par exemple la masse effective plus importante dans le Si m* = 0.19m0 au lieu de 
0.067m0 dans GaAs, ou une dégénérescence de vallée gv = 2, absente dans GaAs. 
Dans ce qui suit, nous présenterons la réalisation d’une hétérojonction Si/SiGe de type n. 
Ensuite nous étudierons l’effet de radiation micro-ondes sur la magnétorésistance d’un 2DEG, 
en se basant sur deux différentes hétérojonctions Si/SiGe fabriquées par des méthodes 
différentes.  
 
2.3.2   Description des échantillons 
Deux différents échantillons, provenant de deux différentes plaquettes (wafers) fabriqués 
selon deux moyens d’élaborations différents, ont été utilisés dans cette expérience.  
Le premier type d’échantillons (le BF834), que nous allons décrire maintenant, a été fabriqué 
par MBE (épitaxie par jet moléculaire, Molecular Beam Epitaxy en anglais) à l’Imperial 
College of Science de Londres [Shin 99]. 
Pour réaliser une structure Si/SiGe à modulation de dopage de type n, il faut élaborer une 
hétérojonction formée d’une couche contrainte de Si (canal) et d’une couche relaxée de SiGe 
dopé n. De plus, cette structure doit être élaborée sur un substrat de Si pur. 
La première étape technologique est la réalisation par MBE d’un substrat virtuel relaxé de 
SiGe sur lequel on fera croître l’hétérojonction. Celui-ci est obtenu par la croissance 
successive sur le substrat de Si de couches relaxées de SiGe dont la concentration en Ge 
augmente graduellement, de 5 à 30%. La dernière couche est suivie par l’épitaxie d’une 
couche épaisse de SiGe de même concentration. Cette couche est presque totalement relaxée 
et exempte de dislocations émergentes [Sagnes 94].  
Sur ce substrat virtuel relaxé de SiGe, on fait alors croître l’hétérojonction : tout d’abord, une 
couche mince de Si que le désaccord de maille rend contrainte est déposée (pour former la 
zone active du composant) puis un espaceur en SiGe non dopé et enfin une couche de SiGe 
dopé n (pour fournir les électrons dans le canal de Si). La structure est ensuite encapsulée par 
deux couches minces de SiGe et de Si (pour prévenir de l’oxydation dans les couches 
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inférieures). La figure 2.9 montre le détail de la séquence utilisée pour faire croître ces 
structures. 
Le deuxième type d’échantillons que nous avons étudié (le D18) a été réalisé par le 
CEA/LETI de Grenoble qui dispose de moyens de production avancés industriellement. Mais 
cette fois par le moyen d’élaboration de dépôt par vaporisation chimique à pression-réduite 
(reduced pressure chemical vapor deposition ou RPCVD, machine utilisée : Epi Centura 
fabriquée par Applied Materials) [Hartmann 04]. La concentration x en Ge dans ces 
échantillons est de 25%, la couche de dopage à été dopée au phosphore et l’épaisseur du 
substrat virtuel relaxé de SiGe est le double de celle dans BF834. Le D18 possède, nous allons 

























Figure 2.9 : Schéma de l’hétérojonction Si/SiGe de l’échantillon BF834 fabriquée à 






Des barres de Hall furent gravées sur les deux types d’échantillons par les méthodes 
classiques de photolithographie et gravure chimique. Cette géométrie, réalisée à l’Institut de 
Physique des Semiconducteurs de Novosibirsk, comporte 4 paires de contacts transversaux 
espacés de 100 µm et deux contacts d’injection de courants, sa largeur est de 50 µm (figure 
2.10). Elle permet de mesurer directement les résistances longitudinale et transverse par une 
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contact. Des contacts (ohmiques) au gaz d’électrons bidimensionnel sont ensuite réalisés par 















Figure 2.10 : Barre de Hall permettant la mesure précise et simultanée de la tension 
longitudinale et de la tension de Hall. 
 
2.3.3   Caractérisation par magnéto-transport 
Chaque échantillon est monté sur un support, les connexions électriques se font par des 
fils d’or soudés à l’indium. L’échantillon est enfin placé en face de la sortie d’un guide 
d’ondes au bout d’une canne de mesure porte-échantillon que l’on introduit dans le système 
cryogénique. Des connecteurs reliés à l’échantillon permettent de réaliser les mesures 
électriques. 
Les propriétés de transport des échantillons ont été étudiées à basse température dans un 
cryostat à température variable (VTI) contenant un aimant supraconducteur. Ce dispositif 
expérimental donne accès à une large gamme de températures (1.4 K à 120 K) et de champ 
magnétiques (B ≤ 17 T). Une mesure quatre points à l’aide de la technique de détection 
synchrone a été effectuée pour obtenir les résistances longitudinale et transverse ; le courant 
(alternatif, 13 Hz) injecté étant de 0.1–1 µA de façon à éviter toute élévation de la température 
de l’échantillon par effet Joule. Les deux échantillons ont été étudiés. Les techniques de 
mesure et de cryogénie utilisées sont présentées en détail dans l’annexe B. 
La figure 2.11 montre les résultats de mesure des résistances longitudinale et transversale de 
chaque échantillon étudié. Les données ont été obtenues à T = 1.4 K.  
Pour les deux échantillons, à B > 1 T les oscillations de Shubnikov-de Haas apparaissent avec 
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linéaire à bas champ et devient quantifiée à partir de B = 2 T signalant l’entrée dans le régime 

























Figure 2.11 : Magnéto-résistivités longitudinale et de Hall de l’échantillon BF834 (a), et D18 
(b), obtenues à T = 1.4 K. 
 
Il est connu qu’on peut déduire la densité électronique du 2DEG de la période des oscillations 
de Shubnikov-de Haas ou de la position des plateaux de l’effet Hall quantique ou encore de la 
pente de la partie linéaire de la résistance de Hall (voir annexe A) : par ces méthodes, on 




 et 5.8 × 1011 cm-2, pour BF834 et D18 respectivement. Sachant la 
valeur de la résistivité longitudinale à champ magnétique nul (ρ0), on peut ainsi déduire la 
mobilité électronique : µ = 66700 cm
2
/Vs pour BF834 et µ = 186000 cm
2
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2.3.4   Mesures de photo-transport 
Les échantillons ont été irradiés par des radiations micro-ondes avec une gamme de 
fréquence de 80–120 GHz en utilisant un générateur carcinotron. Les micro-ondes ont été 
guidées jusqu’à l’échantillon par un guide d’ondes cylindrique (en laiton) ayant une section 
circulaire de 1 cm de diamètre. La puissance de micro-ondes estimée à la surface de 
l’échantillon est de 0.5–1.5 mW (obtenue en partant de la valeur initiale de puissance délivrée 
par le générateur et en estimant les pertes de puissance dans le guide d’ondes). Toutes les 
mesures ont été effectuées à T = 1.4 K. Il est à noter que dans ce genre d’expériences, la 
notion de polarisation de l’onde n’est pas importante, il suffit d’irradier l’échantillon par des 
micro-ondes sans une direction préférée de polarisation. Les paramètres importants sont les 
caractéristiques du 2DEG et la gamme de fréquence des micro-ondes. 
La figure 2.12 montre le changement de la magnéto-résistivité longitudinale (normalisé par 
ρ0) des deux échantillons, mesuré sans et avec irradiation micro-ondes de fréquence 102 GHz 
pour le D18 et 110 GHz pour le BF834.  
Les oscillations bien prononcées de Shubnikov-de Haas sont significativement supprimées 
(ou atténuées) quand les micro-ondes sont appliquées. Ceci est dû à l’effet thermique 
(réchauffement) global causé par les radiations. Dans les courbes mesurées sous irradiation, 
on observe des pics de résonance significatifs à B = 0.34 T (échantillon D18) et B = 0.39 T 
(échantillon BF834). La largeur de la résonance ne dépend pas de la température, elle est 
environ deux fois plus grande dans BF834 que dans D18. Cela suggère que la largeur de la 
résonance observée peut être une valeur proportionnelle à l’inverse de temps de diffusion du 
transport. En effet, la mobilité de ces deux échantillons est approximativement dans le même 
rapport que leur largeur de la résonance. 
 
Remarque : Dans les expériences précédentes de photoconductivité [Maan 82; Chou 86; 
Vasiliadou 93], la technique de double-modulation a été toujours utilisée. Le courant de 
conduction et la radiation micro-onde étaient tout les deux modulés avec des fréquences 
différentes pour augmenter la sensitivité. Dans notre expérience, nous avons trouvé que la 
réponse résonante à l’irradiation micro-ondes dans nos échantillons, était suffisamment large 
pour être observée dans la magnétorésistance de l’échantillon qui a été mesurée selon une 
configuration quatre pointes standard en utilisant un seul lock-in pour la détection du signal. 
Cela vient de la puissance relativement forte des micro-ondes transmises par notre dispositif 
expérimental. 
 
Les courbes de magnétorésistances mesurées pour plusieurs valeurs fixes de fréquence de 
micro-ondes, sont présentées dans la figure 2.13 pour les deux échantillons. On peut voir que, 
dans les deux échantillons, les pics de résonance bien résolus se décalent vers des champs 
magnétiques plus élevés quand la fréquence des micro-ondes augmente. La taille du pic varie 
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avec la fréquence parce qu’il est impossible d’assurer exactement la même puissance de 
micro-ondes à la surface de l’échantillon pour de différentes fréquences (conséquence du fait 





















Figure 2.12 : Magnéto-résistivité longitudinale (normalisée) de l’échantillon D18 (a), et 
l’échantillon BF834 (b), mesurée sans et sous irradiation micro-ondes. 
 
Dans la figure 2.14-a, nous traçons la fréquence de résonance fres en fonction de la position du 
pic de résonance Bres (marquée par les flèches dans la figure 2.13). Pour comparaison, nous 
traçons également la dépendance en champ magnétique de la fréquence cyclotron dans le cas 
d’un 2DEG de dimensions infinies (fc = eB/2πm* où m* = 0.19m0 est la masse effective des 
électrons 2D dans Si). On voit clairement dans cette figure que la dépendance fres(B), qui est 
la même pour les deux échantillons étudiés, ne coïncide pas avec celle de la résonance 
cyclotron. Les fréquences fres sont définitivement plus élevées que celles de la résonance 
cyclotron. Donc les pics que nous observons ne correspondent pas à ceux du phénomène de la 
résonance cyclotron. Dans la figure 2.14-b, nous retraçons les données de la figure 2.14-a 
mais avec (fres)
2
 en fonction de B
2
. Les positions de résonance, pour les deux échantillons, 
suivent donc la relation suivante : 
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peut ainsi extraire m* à partir de cette pente, on trouve m* = 0.19m0 ce qui correspond bien à 






















Figure 2.13 : Photo-réponse à l’irradiation micro-ondes de l’échantillon D18 (a) et 
l’échantillon BF834 (b) pour plusieurs valeurs fixes de fréquence. Les flèches indiquent les 
positions des pics de résonance. 
 
L’extrapolation des données à B = 0 T donne fres(B = 0) = 94.3 GHz.  
D’une manière similaire à l’étude [Vasiliadou 93], d’après le comportement quadratique 
observé nous concluons que la photo-réponse (le pic de résonance) dans nos échantillons est 
déterminée par des effets collectifs, les plasmons.  
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où k est le vecteur d’onde de plasmon et εeff = 1/2(εSiGe + εvide) est la constante diélectrique 
effective avec εSiGe = 11.9 et εvide = 1 (ε0 = 8.85 × 10
-12
 F/m étant la permittivité du vide). En 
présence d’un champ magnétique perpendiculaire au 2DEG les plasmons deviennent 
magnéto-plasmons qui ont la relation de dispersion suivante [Chaplik 72; Allen 77; Heitmann 
86] : 
 






















Figure 2.14 : (a) Les triangles et les cercles marquent les valeurs expérimentales des 
fréquences de résonance fres en fonction des positions en champ magnétique Bres des photo-
réponses pour l’échantillon D18 et BF834 respectivement. La ligne en pointillé correspond à 
la fréquence cyclotron fc = eB/2πm* avec m* = 0.19m0. (b) Données de la figure 2.14 (a) 




. fres (B = 0) ≈ 94.3 GHz pour les 
deux échantillons. Les lignes en pointillé donnés par (fc)
2
 marquent la pente de la dépendance 
expérimentale. 
 
On peut voir que, dans un 2DEG infini, les plasmons ont un spectre énergétique sans bande 
interdite (gap). Pour n’importe quelle valeur donnée de champ magnétique, il y aura un 
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continuum de fréquences d’excitation fmp ce qui exclut l’observation de tout effet de 
résonance. Cependant, dans notre cas, les plasmons ne se propagent pas librement mais sont 
confinés dans une barre de Hall rectangulaire. Dans la référence [Vasiliadou 93], un modèle 
simple a été proposé pour expliquer quantitativement de données expérimentales similaires. 
Selon ce modèle, dans un échantillon en forme de barre de Hall rectangulaire un seul mode de 
plasmon existe avec k = π/W (avec un demi de la longueur d’onde de plasmon adapté dans la 
largeur de la barre de Hall W). En utilisant ce modèle ainsi que la relation 2.2 on obtient pour 




) : fp(B = 0) = 109.4 GHz, et pour l’échantillon BF834 




) : fp(B = 0) = 116.7 GHz. La largeur de la barre de Hall étant W = 50 µm 
dans les deux échantillons. Ces valeurs sont en bon accord avec la valeur expérimentale   
fres(B = 0) = 94.3 GHz, ce qui supporte notre supposition de modèle simple utilisé. Aussi, 
comme dans l’étude [Vasiliadou 93] on trouve que les valeurs calculées sont 
systématiquement plus élevées que les valeurs expérimentales. Ce fait est attribué à une 
modification des champs électromagnétiques autour d’un échantillon de taille finie.  
L’expérience montre alors, et d’une manière similaire à l’étude sur AlGaAs/GaAs [Vasiliadou 
93], que la photo-réponse résonante (induite par les micro-ondes) observée dans un 2DEG 
Si/SiGe, est dominée par un seul mode collectif d’excitations de magnéto-plasmons (avec      
k = π/W) confinés dans la largeur de la barre de Hall W, et avec une longueur d’onde égale à 
2W [Sassine 06; Sassine 07-a; Sassine 07-b]. D’autres modes qui pourraient également être 
possible dans cette géométrie, comme k = nπ/W (où n est un nombre entier), sont, pour 
quelque raison, supprimés. 
Finalement, la photo-réponse dans deux échantillons Si/SiGe élaborés par des méthodes 
différentes et ayant différents paramètres du 2DEG, a été trouvée qualitativement la même. 
Elle a également permis de mesurer la masse effective des électrons dans Si (0.19m0). Certes 
cette valeur est déjà bien connue, cependant c’est pour la première fois à notre connaissance 




Ce chapitre a permis de présenter et décrire le dispositif expérimental d’irradiation micro-
ondes polarisées linéairement que nous avons fabriqué afin de pouvoir effectuer l’étude 
expérimentale de l’effet ratchet dans des réseaux d’antipoints asymétriques. Une introduction 
aux effets des micro-ondes sur le magnéto-transport électronique a également été présentée. 
Nous avons ensuite décrit la première observation expérimentale de la résonance magnéto-
plasmon induite par micro-ondes dans un gaz d’électrons bidimensionnel basé sur une 
hétérojonction Si/SiGe, en utilisant notre nouvelle technique expérimentale. 
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Ce matériau a connu d’importants développements depuis une quinzaine d’années si bien qu’à 
l’heure actuelle, il se sert de base à des 2DEG de plusieurs centaines de milliers de cm
2
/Vs de 
mobilité. Dès lors, il est surprenant de constater dans la bibliographie la quasi-absence du 
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Ce chapitre présente les résultats principaux de nos travaux. Il est divisé en deux parties. 
La description des échantillons ainsi que l’étude de leurs propriétés de transport sont présentés 
dans la première partie. La deuxième partie décrit l’étude expérimentale de l’effet ratchet 























Technologie de fabrication des échantillons – Etudes 






Pour pouvoir étudier l’effet ratchet dans des réseaux d’antipoints asymétriques, il faut tout 
d’abord avoir des échantillons de haute qualité dont les propriétés sont parfaitement 
maitrisées. On doit en effet s’assurer que le transport des électrons est principalement 
déterminé par la diffusion sur les antipoints. Un effort significatif a donc été fourni à la 
fabrication des échantillons en particulier concernant la forme des antipoints. C’était en effet 
un élément crucial pour l’observation de l’effet ratchet.  
Après un rappel sur le régime du transport balistique, nous décrirons la réalisation 
expérimentale des échantillons étudiés dans ce mémoire. Puis, nous présenterons la technique 
de mesure électrique utilisée. Nous exposerons ensuite les propriétés de conduction 
spécifiques des réseaux d’antipoints dans le régime balistique, en s’appuyant sur le principal 
effet observé : des pics de commensurabilité dans la magnétorésistance pour certaines 
résonances géométriques entre les paramètres du réseau et le rayon cyclotron. Dans un dernier 
temps, nous présenterons les propriétés de transport des réseaux d’antipoints dans le régime 
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3.I.1    Introduction au transport électronique balistique 
Les améliorations technologiques dans le domaine de la lithographie électronique ont 
permis d’obtenir vers la fin des années 80 des structures dont les dimensions étaient 
inférieures aux grandeurs caractéristiques connues pour déterminer les régimes de transport 
électronique. En particulier, il a été possible de réaliser des structures dont la taille est 
inférieure au libre parcours moyen électronique le. Dans de telles structures, les collisions 
électroniques ne se produisent plus au contact des impuretés aléatoirement réparties, mais sur 
les "bords" artificiellement introduits. Le régime électronique est alors appelé balistique 
[Beenaker 90; Beenaker 91]. 
Une des principales propriétés du régime balistique est que le transport électronique ne peut 
plus être décrit par un tenseur intensif de conductivité, dans la mesure où la diffusion ne peut 
plus être traitée de manière statistique. Une approche appropriée consiste alors à considérer le 
système en termes de probabilités de transmission entre les modes de conduction pour les 
différents contacts par l’intermédiaire du formalisme de Landauer et Büttiker [Büttiker 92]. 
D’autre part, si les dimensions du système sont également inférieures à la longueur de 
cohérence de phase lφ, le système sera alors considéré cohérent, et des effets de type 
quantique provenant des interférences des ondes électroniques vont apparaître. On parle alors 
de régime mésoscopique balistique.  
 
3.I.2    Définition d’un réseau d’antipoints 
L’introduction d’un réseau périodique de trous de taille nanométrique dans une 
hétérostructure semiconductrice se traduit par l’apparition d’un potentiel périodique pour le 
gaz bidimensionnel (cf. figure 3.1). Des piliers de potentiel, plus ou moins abrupts selon le 
mode de fabrication, sont ainsi créés. Dans le cas de forts potentiels, l’énergie de Fermi coupe 
les pics de potentiel, formant ainsi des zones circulaires inaccessibles aux électrons. Une telle 
zone, qui correspond au complémentaire, en terme de potentiel, d’une zone de confinement 
pour un point quantique, se nomme antipoint. Des réseaux périodiques d’antipoints ont révélé 
des propriétés de conduction particulièrement riches et complexes, faisant en particulier 
apparaître une liaison étroite entre les propriétés de conduction, classiques ou quantiques, et la 
dynamique classique des électrons (pour des revues sur les propriétés de transport 
électronique dans des réseaux d’antipoints, voir [Weiss 94; Ferry 97; Ando 98; Richter 00]). 
Le transport électronique dans de tels systèmes peut être décrit de manière classique comme 
une succession de réflexions spéculaires d’un objet ponctuel sur les parois de la structure. On 
parle alors de billard électronique, par analogie avec les collisions d’une boule sur les parois 
d’un jeu de billard. Ces systèmes sont donc des systèmes balistiques. 
 










Figure 3.1 : Exemple de potentiel pour un réseau carré d’antipoints de période 2 µm. 
 
3.I.3    Réalisation technologique et description des échantillons 
 
3.I.3.1   Hétérojonction AlGaAs/GaAs 
Le principe général des hétérostructures est décrit dans l’annexe A. Les échantillons 
étudiés dans ce mémoire sont des hétérostructures AlGaAs/GaAs élaborées par MBE à 
l’Institute of Applied Solid-State Physics, University of Bochum, Allemagne. Les dispositifs 
électroniques étudiés sont des systèmes créés à partir de gaz électroniques à deux dimensions 
formés à l’hétérojonction de couches d’AlxGa1-xAs et GaAs avec x = 0.32 (cf. figure 3.2-a). 
Les bandes de conduction des deux matériaux présentent une bande interdite direct au point 
Γ : xEg ×+=
Γ 247.1424.1  [Adachi 85]. Cette expression est valable dans le cas x < 0.45 et     
T ≈ 300 K. En conséquence, un puits énergétique quasi-triangulaire va se former dans le 
GaAs, près de l’interface entre les deux matériaux (typiquement quelques dizaines de 
nanomètres en dessous de l’interface). Par un dopage approprié il est possible de courber 
suffisamment les bandes de conduction et de valence, de manière à obtenir au moins un 
niveau énergétique situé dans le puits au-dessus de la bande de conduction et en dessous du 
niveau de Fermi (cf. figure 3.2-b). La largeur du puits étant négligeable par rapport aux autres 
dimensions, les électrons situés sur ce niveau seront libres de se déplacer dans le plan 
perpendiculaire à l’axe de croissance. On parle alors de gaz d’électrons bidimensionnel. Dans 
E/EF 
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ce mémoire, les systèmes réalisés possèdent un seul niveau d’énergie rempli sous le niveau de 
Fermi. Le principal avantage de ce type de structure par rapport à d’autres systèmes 
bidimensionnels (en particulier les couches minces métalliques, les Si-MOSFET, ou d’autres 
hétérostructures) est de présenter un libre parcours moyen très élevé (jusqu’à plusieurs 
dizaines de microns) pour des concentrations en porteurs relativement fortes (les systèmes 




 et une mobilité électronique                
µ = (2–3) × 106 cm2/Vs à 1.5 K). Ceci est obtenu grâce à la séparation spatiale du 2DEG par 
rapport à la zone dopée qui permet de fournir les charges libres (cf. figure 3.2-b), et grâce à 
l’accord entre les paramètres de maille (5.6533 pour le GaAs et 5.6533 + 0.0078 × x pour le       
AlxGa1-xAs) ce qui permet de limiter considérablement les défauts d’interface. 
Notons qu’il est possible de modifier la densité de porteurs d’un gaz bidimensionnel. Une 
méthode consiste à illuminer (in situ) l’échantillon à l’aide d’une diode électroluminescente 
de manière à libérer les porteurs piégés sur les centres métastables. 
La figure 3.2-a représente les différentes couches utilisées pour la réalisation des 



















Figure 3.2 : (a) Couches semiconductrices utilisées pour la réalisation de l’hétérojonction 
AlGaAs/GaAs. Le 2DEG ainsi obtenu est représenté en hachuré. La couche de dopage a été 
dopée au silicium de concentration n = 3 × 1018 cm-3. (b) Représentation schématique du 
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La couche initiale constitue le substrat isolant sur lequel vont être épitaxiées les différentes 
couches suivantes. La première couche de GaAs et le super-réseau de 10 périodes de 
(AlAs)(GaAs) composé de 5.2 nm de GaAs et 10.6 nm de AlAs, servent de tampon (buffer en 
anglais). Ils permettent d’améliorer la qualité de l’interface en réduisant les dislocations. Les 
couches GaAs/AlGaAs suivantes représentent l’hétérojonction proprement dite. Il est à noter 
que la première couche d’AlGaAs (le spacer) n’est pas dopée afin de séparer le plus possible 
le 2DEG des impuretés dopantes (atomes donneurs ionisés) susceptibles de limiter la mobilité 
électronique. Puis une couche d’AlGaAs dopée au silicium de concentration n = 3 × 1018 cm-3 
est insérée afin de fournir les porteurs libres (peupler le puits). Enfin, une dernière couche de 
GaAs (cap layer) dopée au Si est ajoutée afin d’empêcher l’oxydation de l’aluminium dans 
les autres couches. Le 2DEG ainsi créé se trouve à 117.4 nm au dessous de la surface de 
l’hétérojonction. 
 
3.I.3.2   Contacts électriques 
Une barre de Hall à 10 contacts électriques est ensuite définie par photolithographie et 
gravure chimique humide conventionnelle afin de pouvoir caractériser électriquement le 
système. La largeur de la barre est 50 µm avec un espacement entre deux contacts 
longitudinaux adjacents de 100 ou 250 µm (cf. figure 3.4). Des contacts métalliques sont 
définis par diffusion de manière à pouvoir atteindre le 2DEG et effectuer des mesures de 
transport électronique. Ils sont constitués d’une couche de Ni, d’un alliage eutectique AuGe, 
et enfin d’une couche de Au, évaporés successivement. Ensuite, le passage dans un four        
(T ∼ 430°C) dans une atmosphère de N2/H2 permet d’allier ces différentes couches 
métalliques. En effet durant cette procédure, les atomes de germanium diffusent dans GaAs et 
se substituent aux atomes de gallium, créant une zone dopée N
+
 qui forme le contact 
métallique Au. Les contacts ainsi réalisés ont une faible résistance de contact (Rc < 100 mΩ) 
[Jucknischke 91] et sont ohmiques, c’est-à-dire que la résistance de contact est indépendante 
du courant injecté. Nous soulignons aussi la bonne stabilité mécanique de ce type de contact 
qui doit résister à des cycles thermiques entre températures ambiante et cryogénique.  
Les barres de Hall et les contacts ont été réalisés au Department of Electronic and Electrical 
Engineering, Université de Sheffield, Grande Bretagne. 
La plaquette (wafer) est ensuite coupée en petits morceaux (≈ 2.5 × 4 mm2) contenant chacun 
une barre de Hall (un échantillon). 
 
La figure 3.3 montre les résultats de mesure de magnéto-transport à très basse température de 
ces échantillons. Sans entrer dans les détails, la présence de l’effet Hall quantique 
fractionnaire (marqué par des flèches sur la figure) démontre la grande qualité de ces 2DEG. 
 
 


















Figure 3.3 : Résistance longitudinale et de Hall d’un échantillon à T = 40 mK. Les 
paramètres du 2DEG (mobilité et concentration) sont montrés sur la figure. 
 
3.I.3.3   Insertion du réseau d’antipoints 
A partir du gaz d’électrons créé, il est alors possible de fabriquer des nanostructures 
bidimensionnelles, c’est-à-dire, de confiner les électrons selon une géométrie voulue dans un 
plan perpendiculaire à l’axe de croissance [Imry 97]. Dans notre cas, il s’agit de réaliser un 
réseau d’antipoints. 
Divers moyens technologiques peuvent être utilisés pour réaliser des réseaux d’antipoints 
dans des systèmes électroniques 2D. Nous allons décrire brièvement dans ce paragraphe les 
méthodes utilisées pour obtenir les échantillons étudiés dans ce mémoire, et qui sont 
comparables à des méthodes répertoriées dans la littérature [Weiss 91-b]. 
Sur la base de ce matériau (décrit au paragraphe 3.I.3.1) aux caractéristiques excellentes, un 
réseau d’antipoints est fabriqué par lithographie électronique et gravure plasma, entre deux 
paires de contacts au centre de la barre de Hall (figure 3.4). Les réseaux d’antipoints ont été 

































T = 40 mK
I = 0.1 µA
n
s
 = 1.43 * 1011 cm-2
µ = 4.5 * 106 cm2/Vs













Figure 3.4 : Schéma de la croix de Hall utilisée pour nos échantillons. Le réseau d’antipoints 
est gravé au centre de la barre. 
 
Le réseau d’antipoints est transféré au niveau du 2DEG par les étapes suivantes, représentées 
sur la figure 3.5. Il faut tout d’abord, créer le réseau d’antipoints dans une couche de résine 
électrosensible qui servira de masque. Pour cela, une couche de résine typiquement du Spin 
ZEP-520A (Zeon Chemicals) est déposée sur le cap layer (ou à la surface) de l’hétérojonction 
puis stabilisée par un recuit. La résine est ensuite exposée à un faisceau à haute résolution 
d’électrons de forte énergie (quelques dizaines de kV, et pouvant atteindre 100 kV), qui 
dessine le motif à réaliser. Cette lithographie par faisceau d’électrons (Electron Beam 
Lithography ou EBL) est obtenue à l’aide d’un système JEOL JBX 9300FS adapté à cet usage 
(résolution de quelques nm), qui permet de contrôler le déplacement du faisceau selon le 
schéma désiré. La focalisation du faisceau électronique est bien sûr un paramètre déterminant 
de la résolution, mais la diffusion des électrons dans la résine et la rétrodiffusion par le 
substrat entraînent également un élargissement sensible de la zone exposée. En conséquence, 
la résine va présenter des régions circulaires (ou d’autres formes) insolées dont le diamètre 
sera déterminé par la résolution du faisceau électronique. La position de ces régions, 
précurseurs des antipoints, peut être contrôlée, de manière à créer des réseaux réguliers de 
période prédéterminée.  
L’étape suivante correspond au développement de la résine par des solvants (n-amyl-acetate, 
et isopropanol (IPA)), de sorte que les cercles insolés vont se traduire par des réseaux de trous 
dans la résine laissant apparaître la surface de l’échantillon à ces endroits (seule la structure 
dessinée par le faisceau électronique est dissoute lors du développement). Par la suite, et pour 
transférer le motif de la résine au 2DEG, l’hétérostructure (ou la surface de l’échantillon) est 
soumise à une gravure sèche à plasma réactif. La résine non insolée joue alors le rôle d’un 
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étant utilisé pour la gravure. La profondeur de gravure est contrôlée par le temps d’exposition 
au plasma, le flux de BCl3/Ar, la pression appliquée, et l’accélération donnée aux ions. Les 
trous circulaires dans la résine sont alors transférés à travers les couches semiconductrices. On 
arrête généralement la gravure à une profondeur bien inférieure à la position du 2DEG ; le 
profil des trous circulaires est transféré au gaz électronique par déplétion électrostatique. La 
taille des antipoints ainsi formés correspond au diamètre lithographique dl auquel s’ajoute une 
longueur correspondant à la zone de déplétion formée autour de chaque antipoint ldep. Le 
diamètre effectif (réel) des antipoints est alors égal à deff = dl + 2ldep. La résine restante est 
























Figure 3.5 : Représentation schématique des différentes étapes de l’insertion d’un réseau 
d’antipoints dans un gaz bidimensionnel d’électrons formé à une hétérojonction 
AlGaAs/GaAs (figure tirée de [Pouydebasque 01]). 
 
ZEP-520A 
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Des exemples des photographies de surfaces de deux réseaux d’antipoints de géométrie 
hexagonale (ayant des antipoints de forme différente), sont présentées en figure 3.6 (résultats 
































Figure 3.6 : Photographie prise au microscope électronique à balayage (MEB) de la surface 
d’un réseau hexagonal d’antipoints circulaires (a), et celle d’un réseau hexagonal 
d’antipoints semi-circulaires (b). La période des deux réseaux est d = 0.6 µm et le rayon des 
deux types d’antipoints est r = 0.2 µm. 
(a) 
(b) 
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Enfin, les réseaux d’antipoints obtenus sont observés par microscopie à force atomique 
(AFM) afin de caractériser la surface des échantillons et ainsi contrôler ou tester la qualité de 
gravure et la forme des antipoints. La figure 3.7-a montre une image AFM d’un réseau 
hexagonal d’antipoints circulaires. Une image AFM d’un réseau d’antipoints semi-circulaires 
avec le profil de gravure AFM correspondant, est également présentée dans la figure 3.7-b. Ce 
profil, très clair, montre bien la très bonne qualité des réseaux d’antipoints obtenus ainsi que 
de la forme de ces antipoints. La profondeur de gravure de ces deux réseaux, réalisés sur les 



























Figure 3.7 : Image AFM d’un réseau hexagonal d’antipoints circulaires (a), et celle d’un 
réseau d’antipoints semi-circulaires avec le profil de gravure AFM correspondant (b). Les 
paramètres lithographiques de ces deux réseaux sont : la période d = 1.5 µm et le rayon des 
antipoints r = 0.5 µm. 
(a) 
(b) 
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• Propriétés du réseau hexagonal 
Une représentation schématique de la géométrie du réseau est représentée en figure 3.8. 
Une région de charge d’espace formée autour des antipoints conduit à la formation d’une zone 
de déplétion autour des antipoints [Deruelle 92; Deruelle 94]. L’illumination par une diode 
électroluminescente permet de contrôler la taille des régions de déplétion via une modification 
de la concentration électronique. La géométrie d’un tel système peut ainsi évoluer d’un réseau 
de points quantiques faiblement couplés à un réseau "ouvert" d’antipoints (avec un faible 
rapport a/d où a est le diamètre des antipoints) [Lütjering 96]. Pour une structure de géométrie 
hexagonale, les cavités quantiques correspondent aux cellules élémentaires formées par les 
trois antipoints les plus proches. Dans cette cellule, les centres des antipoints définissent un 
triangle équilatéral. Pour de larges régions de déplétion, c’est-à-dire pour des concentrations 
électroniques suffisamment petites, la distance w entre deux antipoints voisins est très faible, 
de sorte que seuls quelques modes de conduction vont se propager d’une cellule à une autre. 
Ainsi, dans ce régime, les électrons vont être confinés dans la zone qui correspond à la cellule 
unité. La plus faible distance relative à cette région est donc la largeur de la constriction entre 
deux antipoints w = d – a. La distance la plus grande correspond à une hauteur du triangle, à 
laquelle est soustrait le rayon d’un antipoint : .2/])13[(2/)3(max wdadl +−=−=  La 
principale difficulté pour une évaluation précise des distances réside dans une estimation 
fiable du diamètre des antipoints. Les échantillons ont été réalisés de manière à obtenir des 
réseaux très denses, à savoir qu’il a été nécessaire d’illuminer les échantillons à l’aide d’une 
diode électroluminescente, pour réduire la taille des régions de déplétion, et "ouvrir" 










Figure 3.8 : Représentation schématique des paramètres géométriques d’un réseau 
hexagonal. a désigne le diamètre des antipoints, d le pas du réseau, w = d – a la distance 
entre deux antipoints, et lmax la plus grande distance dans une cellule formée par les trois 
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3.I.4    Technique de mesure 
Chaque échantillon est monté sur un support (porte-échantillon) et est fixé au centre du 
support avec de la laque d’argent. Les contacts de l’échantillon sont connectés aux fiches du 
support par des fils d’aluminium en utilisant la technique de soudure wedge bonding 
(application d’énergie ultrasonore sous pression). Finalement, un diaphragme métallique (en 
cuivre) d’épaisseur ≈ 0.25 mm a été percé un trou de 1 mm de diamètre en son centre et a 
ensuite été collé sur le support de l’échantillon. Le trou du diaphragme est situé précisément 
au dessus du réseau d’antipoints (voir figure 3.19 dans la partie II de ce chapitre). La distance 
entre le diaphragme et l’échantillon est ≈ 1 mm. Ceci a été fait afin d’exclure l’influence de 
l’irradiation micro-ondes sur les contacts de l’échantillon et d’éviter ainsi les réflexions des 
micro-ondes sur ceux-ci lors des mesures de l’effet "ratchet". L’échantillon est enfin placé 
dans une canne de mesures rotative contenant un guide d’ondes débouchant face à 
l’échantillon. La distance entre la sortie du guide d’ondes et l’échantillon (ou plutôt le 
diaphragme) est de 2–3 mm. 
La canne de mesures est ensuite placée dans un cryostat à température variable (VTI) associé 
à un aimant supraconducteur. Ce dispositif expérimental donne accès à une large gamme de 
températures (1.5 K à 120 K) et de champs magnétiques (B ≤ 17 T). Les mesures 
expérimentales de magnéto-transport ont été effectuées suivant une mesure à quatre contacts : 
le courant est injecté par les deux contacts terminaux de la barre de Hall (entre les contacts 1 
et 2 de la figure 3.4) et la tension est mesurée soit dans une configuration longitudinale, Vxx 
(par exemple : entre les contacts 4 et 5 de la figure 3.4), soit dans une configuration 
transverse, Vxy (entre les contacts 9 et 5 par exemple). Ces mesures des résistances 
longitudinales et transverses présentées dans la section suivante reposent sur une technique 
standard de détection synchrone à basse fréquence (13 Hz), avec un courant injecté de 0.1 µA 
de façon à éviter toute élévation de la température de l’échantillon par effet Joule. Les 
techniques de mesure et de cryogénie utilisées sont présentées en détail dans l’annexe B. 
 
3.I.5    Propriétés de transport classiques 
 
3.I.5.1   Aspect chaotique du transport électronique dans un réseau   
              d’antipoints 
3.I.5.1.1  Billard de Sinai 
Les échantillons utilisés pour fabriquer les réseaux d’antipoints ont un libre parcours 
moyen initial le (avant gravure du réseau d’antipoints) nettement supérieur au pas du réseau d, 
alors que la longueur d’onde de Fermi λF est inférieure au diamètre des antipoints a. Ces 
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caractéristiques vont justifier l’approximation semi-classique du transport électronique qui est 
généralement faite dans de tels systèmes. Il est ainsi possible de considérer de façon intuitive 
un réseau d’antipoints comme un billard à l’intérieur duquel les électrons (qui se déplacent 
alors à l’énergie de Fermi) rebondissent spéculairement sur des piliers de potentiel circulaires 
(ou non-circulaires, par exemple : semi-circulaire, triangulaire,…) périodiquement répartis. 
Ce problème n’est pas nouveau. Il a été traité de façon mathématique pour un système 
composé de quatre piliers de potentiel répartis suivant les sommets d’un carré. Un tel système, 
appelé billard de Sinai, est connu pour présenter des propriétés de chaos dynamique [Sinai 
70]. 
 
3.I.5.1.2  Intégrabilité et chaos dans un système dynamique 
Les billards de Sinai sont des systèmes dynamiques conservatifs (pas d’échange 
d’énergie) à deux degrés de liberté. Il est alors intéressant de considérer le mouvement de la 
particule dans l’espace des phases (x,y,px,py), où (x,y) représente la position de la particule et 
(px,py) sa quantité de mouvement. Dans le cas d’un système intégrable (la dynamique des 
électrons est alors régulière), le mouvement de la particule sera confiné sur un tore dans 
l’espace des phases [Arnold 89; Hilborn 94; Kleber 98]. Le mouvement est alors caractérisé 
par la fréquence de révolution autour du grand axe du tore et celle autour du petit axe. Si ces 
deux fréquences sont commensurables (leur rapport est un nombre fractionnel), les orbites 
seront périodiques. Dans le cas contraire, elles seront quasi-périodiques. Une telle propriété 
peut être visualisée par l’utilisation de sections de Poincaré, qui sont des plans de coupe (y,py) 
à x = x0 de l’espace des phases. Les tores correspondent alors à des courbes fermées. Si les 
orbites sont régulières, un nombre déterminé de points (qui correspondent en fait à l’évolution 
des couples (y,py) dans le temps) apparaîtra sur la section de Poincaré à l’intersection avec les 
tores. Dans le cas où les orbites sont quasi-périodiques, les points se répartiront de manière 
continue sur le tore. Enfin, si les trajectoires sont chaotiques, l’évolution de l’état de la 
particule se traduira par une répartition aléatoire des points dans la section de Poincaré (voir 
[Kleber 98] et références à l’intérieur). 
Les billards de Sinai sont connus pour avoir des propriétés de chaos dynamique. Le chaos 
d’un système se caractérise par la comparaison des trajectoires de deux particules ayant des 
conditions initiales proches. Si les deux trajectoires restent corrélées, le système sera non 
chaotique (par exemple, système de type cercle, figure 3.9-a). La corrélation entre deux 
orbites est généralement caractérisée par l’évolution avec le temps de la séparation de deux 
états initialement proches. Dans le cas d’un système chaotique, la divergence sera 
exponentielle   (∼ e
λt
, où λ désigne l’exposant de Lyapunov du système). Dans le cas d’un 
système d’impuretés aléatoires, le potentiel engendré sera fluctuant, entraînant l’apparition 
immédiate du chaos, du fait même du caractère non ordonné des impuretés. Il s’agit alors d’un 
chaos dit statique. Dans le cas d’un billard de type "chenille" (figure 3.9-b), le chaos 
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n’apparaît qu’après quelques collisions : on parle alors de chaos dynamique. Il est à noter que 







Figure 3.9 : Représentation schématique des trajectoires d’un objet ponctuel dans un billard 
circulaire (a), et un billard de type "chenille" (b). Dans le premier billard, deux trajectoires 
ayant des conditions initiales proches restent corrélées : le système est intégrable. Dans le 
second cas, les trajectoires divergent rapidement. On  parle alors de chaos dynamique pour 
caractériser le système. 
 
3.I.5.1.3  Théorème de KAM 
Le théorème de Kolmogorov-Arnol’d-Moser (KAM) précise que, lorsqu’un système passe 
d’une condition intégrable à une condition chaotique, les tores associés aux orbites quasi-
périodiques vont survivre si l’évolution est graduelle. De tels tores sont alors nommés tores de 
KAM. Il est également important de noter que dans les billards de Sinai, des orbites 
périodiques, quasi-périodiques et chaotiques vont coexister. Ceci va se traduire au niveau des 
sections de Poincaré par l’apparition de structures régulières (correspondant aux orbites 
périodiques ou quasi-périodiques), les îlots de stabilité, entourés par une mer stochastique, 
correspondant aux orbites chaotiques. Ainsi, une particule se trouvant dans un îlot de stabilité 
sera "piégée" sur son orbite périodique, alors qu’une particule se trouvant dans la mer 
stochastique remplira aléatoirement l’espace des phases, à l’exception des îlots de stabilité. En 
appliquant le théorème de KAM, les îlots "quasi-périodiques" survivront à l’application d’une 
faible perturbation (une faible variation du champ électrique ou magnétique par exemple). 
 
3.I.5.2   Magnétotransport classique dans un réseau d’antipoints 
3.I.5.2.1  Effets de commensurabilité 
L’étude du transport électronique dans un réseau périodique d’antipoints et sous champ 
magnétique perpendiculaire a révélé la présence d’un certains nombre de propriétés 
classiques. Le plus spectaculaire de ces effets correspond aux oscillations de 
commensurabilité, et se traduit par des pics dans la magnétorésistance longitudinale pour des 
valeurs spécifiques du rapport entre le rayon cyclotron rc = m*vF/eB (où vF est la vitesse de 
Fermi et B est le champ magnétique) et la période du réseau d’antipoints d [Weiss 91-a; 
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Baskin 92]. A l’origine, ces pics ont été expliqués classiquement en terme d’électrons 
localisés autour d’un ou plusieurs antipoints sous l’effet du champ magnétique, et ne 
participant donc pas à la conduction [Weiss 91-a]. La figure 3.10 représente les différentes 
trajectoires électroniques spécifiques pouvant influencer la conductivité dans un réseau carré 
d’antipoints. La position des différents pics de commensurabilité correspond ainsi à des 
électrons piégés autour de 1, 2, 4, 9, et jusqu’à 21 antipoints pour un réseau carré. Ces 
trajectoires, localisées, correspondent aux orbites (c), (d), (f) et (g) de la figure 3.10. Le 
nombre de pics observés dépend de la géométrie du réseau (carré, rectangulaire, hexagonal, 
etc…) et du rapport entre le pas du réseau d et le diamètre d’un antipoint a [Weiss 94]. Plus le 
réseau sera dense (d et a sont alors voisins), moins le nombre de pics observables sera grand. 























Figure 3.10 : Trajectoires électroniques caractéristiques influençant la conductivité dans un 
réseau d’antipoints. (a), (b) : trajectoires délocalisées ; (c), (d), (f), (g) : trajectoires 
localisées autour de 1 ou plusieurs antipoints et (e) : trajectoire chaotique (figure tirée de 
[Pouydebasque 01]). 
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Par la suite, il a été démontré que des orbites fuyantes, qui rebondissent le long d’une ligne 
d’antipoints, contribuent à l’apparition des pics de commensurabilité, en particulier pour le 
cas de réseaux ayant un faible rapport a/d [Baskin 92]. Ces trajectoires, délocalisées, sont 
notées (a) et (b) sur la figure 3.10. Toutefois, les contributions relatives des trajectoires 
localisées et délocalisées dépendent fortement de la nature du réseau et des valeurs respectives 
de la période et du rayon des antipoints [Schuster 94; Baskin 96; Kleber 98]. 
D’une manière générale, ces anomalies de magnétoconductivité sont intimement liées à la 
dynamique classique des électrons, et au rôle joué par les trajectoires périodiques ou quasi-
périodiques. Dans cette optique, Fleischmann et al. ont proposé une approche semi-classique 
du transport électronique en prenant en compte les aspects intégrables et chaotiques du 
transport électronique [Fleischmann 92].  
 
• Résultats expérimentaux 
La figure 3.11 représente les mesures expérimentales de la résistance longitudinale Rxx 
dans un réseau hexagonal d’antipoints semi-circulaires (Rxx mesurée entre les contacts 4 et 5 
ou entre 8 et 9 de la figure 3.4) en fonction du champ magnétique. Les paramètres 
lithographiques du réseau sont : la période d = 1.5 µm et le rayon d’antipoints r = 0.5 µm. 
Pour comparaison, Rxx mesurée sur le même échantillon mais dans une zone sans antipoints 
(par exemple : entre les contacts 3 et 4 ou 5 et 6 de la figure 3.4) est représentée sur la même 
figure. Les mesures ont été réalisées à 1.5 K.  
Les observations faites sur la figure 3.11 sont les suivantes : la magnétorésistance 
longitudinale du réseau d’antipoints augmente dans un premier temps, dans une très faible 
gamme de champ magnétique 0 < B < 0.02 T. Cette observation est généralement expliquée 
par une disparition des trajectoires directes qui traversent le billard (le réseau d’antipoints) 
avec la courbure des orbites électroniques sous champ magnétique [Thornton 89]. Pour 
relativement de plus forts champs magnétiques, la présence spécifique de 4 pics de 
commensurabilité correspondant à des orbites localisées autour de 1 ou plusieurs antipoints, 
est observée dans Rxx. Les premier et deuxième pics sont observés à B = 0.022 T et                 
B = 0.053 T respectivement. Ils correspondent au cas du splitting d’un seul pic de 
commensurabilité (avec la condition 2rc ≈ 2.8d) qui représente les orbites autour de 7 
antipoints [Kvon 02; Yamashiro 91; Meckler 05; Renard 04; Yuan 06]. Le troisième pic est 
observé à B = 0.108 T et correspond à la condition 2rc = d pour laquelle les orbites sont les 
plus simples possible et se font autour d’un seul antipoint (cf. figure 3.11-encadré). Le 
quatrième et dernier pic est observé à B = 0.174 T et correspond à la condition 2rc ≈ 0.6d pour 
laquelle les orbites se forment entre 3 antipoints [Kvon 02] (cf. figure 3.11-encadré). Ensuite, 
Rxx décroit fortement quand B augmente avant d’entrer dans le régime de l’effet Hall 
quantique, avec l’apparition d’oscillations de Shubnikov-de Haas. Cette forte 
magnétorésistance négative est observée comme dans le cas de réseaux d’antipoints denses 
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[Gusev 94; Gusev 97] et en particulier hexagonaux [Osada 01]. Ceci s’explique par 
l’augmentation avec le champ magnétique du nombre de modes transmis au point selle entre 




























Figure 3.11 : Magnétorésistivités longitudinales ρxx dans un réseau hexagonal d’antipoints 
semi-circulaires (en bleu), et dans un 2DEG pur (en rouge), mesurées sur la même croix de 
Hall. Une image AFM du réseau avec une illustration des trajectoires localisées 
correspondant aux pics de commensurabilité 3 et 4 observés dans Rxx du réseau d’antipoints 
sous faible champ magnétique, sont présentés dans un encadré. Le deuxième encadré montre 
les paramètres (mobilité et densité) du 2DEG dans deux différentes parties de l’échantillon 
(zone avec antipoints et zone sans antipoints). 
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Le rayon cyclotron rc = eBvm F /*  (où */2 mnv sF hpi=  est la vitesse de Fermi) a pu être 





dernière valeur a été déterminée à partir de la périodicité des oscillations de Shubnikov-de 
Haas qui apparaissent pour B > 0.3 T. 
La magnétorésistance du 2DEG pur (non perturbé ou partie intacte sans antipoints), a un 
comportement typique (courbe en rouge dans la figure 3.11). Notons la présence d’un petit pic 
de localisation faible à très faible champ magnétique [Lee 84]. Il est important d’attirer 
l’attention que le processus de fabrication du réseau d’antipoints ne change pas la densité 
électronique. En effet les oscillations de Shubnikov-de Haas sont identiques (mêmes positions 
des minima) dans la partie contenant les antipoints et la partie sans antipoints (cf. figure 3.11). 
La densité électronique est donc la même dans toutes les parties de la barre de Hall. A partir 
de cette valeur de ns et connaissant la valeur de la résistivité longitudinale à champ 
magnétique nul (ρ0), on peut calculer la valeur de la mobilité électronique dans les différentes 
zones de l’échantillon. On trouve µ = 2.25 × 106 cm2/Vs dans la partie sans antipoints et                       
µ = 50000 cm
2
/Vs dans le réseau d’antipoints. Le libre parcours moyen dans le 2DEG pur est 
alors le = 19 µm (le = vFτe où τe = µm*/e est le temps moyen de diffusion). Les paramètres du 
réseau sont donc inférieures à le, propriété caractéristique du régime balistique. A champ 
magnétique nul, la résistance du réseau d’antipoints (ρ0 = 480 Ω/carré) est beaucoup plus 
grande que celle du 2DEG pur (ρ0 = 10.5 Ω/carré). Ceci prouve expérimentalement que la 
diffusion des électrons sur les antipoints joue le rôle dominant du transport dans le réseau 
d’antipoints à basse températures d’une part. D’autre part, le libre parcours moyen dans le 
réseau d’antipoints est lres = 0.42 µm. Cette valeur est à rapprocher de w = d – a = 0.5 µm la 
distance lithographique entre deux antipoints (circulaires). Ceci est encore une preuve 
expérimentale que les électrons se déplacent de façon balistique entre des collisions sur les 
antipoints. Cette valeur du libre parcours moyen (0.42 µm) permet de déduire une estimation 
grossière de la taille de la zone de déplétion 2ldep = w – lres = 0.08 µm. 
Notons que les courbes de la figure 3.11 ont été mesurées après illumination de l’échantillon 
par une diode électroluminescente. Le nombre de pics de commensurabilité dans Rxx est la 
plupart du temps plus grand après illumination. De même, les pics de Rxx après illumination 
sont de plus grande amplitude que les pics de Rxx avant illumination. La diode permet 
d’augmenter la concentration électronique et par conséquent de réduire la taille des zones de 
déplétion autour des antipoints. Les fractions d’orbites régulières responsables des 
phénomènes de commensurabilité seront plus grandes [Weiss 91-a; Fleischmann 92]. C’est 
l’origine de l’augmentation de la qualité des pics de commensurabilité observée après 
illumination. 
Remarque : En illuminant progressivement l’échantillon la densité électronique ainsi que la 
mobilité sont graduellement augmentées. Cela se traduit par une diminution de la résistance et 
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par l’apparition plus prononcée d’oscillations de Shubnikov-de Haas. La pente de la résistance 
de Hall diminuant traduit aussi l’augmentation de la densité. 
Il est à noter que les réseaux hexagonaux d’antipoints ne présentent pas de trajectoires 
fuyantes, délocalisées sur une ligne d’antipoints [Pouydebasque 01]. 
La courbe expérimentale de Rxx(B) mesurée dans un réseau d’antipoints circulaires (de même 
paramètres que le réseau d’antipoints semi-circulaires), ainsi que celle mesurée dans une zone 
sans antipoints, sont présentées dans la figure 3.12. Sans refaire une description détaillée, 
nous soulignons juste que ces résultats sont qualitativement similaires à ceux obtenus dans le 


















Figure 3.12 : Magnétorésistivités longitudinales ρxx d’un réseau hexagonal d’antipoints 
circulaires (en bleu), et du 2DEG pur (en rouge), mesurées sur le même échantillon. 
L’encadré montre la mobilité et la densité du 2DEG dans deux différentes parties de 
l’échantillon (zone avec antipoints et zone sans antipoints). 
 
3.I.5.2.2  Résistance de Hall 
Outre les effets de commensurabilité, des anomalies de transport classique dans un réseau 
d’antipoints ont également été observées dans la résistance de Hall. Deux phénomènes en 
particulier sont à noter, la suppression de l’effet Hall à très faible champ (voire parfois un 
effet Hall négatif), et la présence de plateaux pour des champs magnétiques voisins des 
conditions de commensurabilité. A titre d’exemple, la figure 3.13 montre la présence d’un 
plateau dans Rxy pour la condition 2rc = d. A très faible champ magnétique (B < 0.125 T), la 
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résistance de Hall ne suit pas le comportement linéaire classique. Ces données expérimentales 
ont été obtenues sur un échantillon ayant une géométrie en barre de Hall similaire à celle de la 
figure 3.4. Le réseau d’antipoints qui est inséré entre les contacts 3 et 4 (ou 7 et 8) a une 
longueur totale (120 µm) qui dépasse légèrement la distance entre ces deux contacts (surface 
du réseau = 120 × 50 µm2). Cet échantillon illustre particulièrement bien l’anomalie de la 
résistance de Hall. La suppression de l’effet Hall et l’effet Hall négatif sont dus à des 
trajectoires chaotiques particulières qui ont tendance à suivre les canaux entre 2 rangées 
d’antipoints, de sorte que les électrons se déplacent dans la direction opposée à celle de la 
dérive d’un électron libre E × B [Fleischmann 94-a; Fleischmann 94-b]. La présence de 
plateaux dans la résistance de Hall a été expliquée par des effets de commensurabilité de 
trajectoires localisées ou fuyantes, de la même manière que les pics dans la résistance 
















Figure 3.13 : Résistance de Hall Rxy mesurée dans un réseau d’antipoints en fonction du 
champ magnétique. Le plateau observé dans Rxy à faible champ magnétique est marqué par 
une flèche. 
 
De telles anomalies de la résistance de Hall n’ont pas été observées dans les échantillons 
utilisés pour étudier l’effet ratchet. Dans ces échantillons la longueur totale des réseaux    
(250 µm) ne dépasse pas la distance entre les deux contacts centraux (4 et 5) de la barre de 
Hall (aire des réseaux = 250 × 50 µm2). La tension transverse ne mesure donc jamais une 
partie contenant des antipoints et elle retrouve le comportement d’un 2DEG pur. A titre 
d’exemple, la figure 3.14 montre la mesure expérimentale de Rxy dans un réseau d’antipoints 
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semi-circulaires. A partir de la pente classique de Rxy(B), une confirmation de la valeur de la 
concentration électronique a été obtenue. 



















Figure 3.14 : Résistance transverse Rxy mesurée dans un réseau d’antipoints semi-circulaires 
en fonction du champ magnétique. 
 
3.I.5.2.3  Magnétorésistance négative 
Une magnétorésistance négative, à laquelle se superposent les oscillations de 
commensurabilité, est généralement observée dans les réseaux d’antipoints. Cet effet est 
associé à des mécanismes de transport classiques. Gusev et al. ont ainsi démontré que cet effet 
est amplifié par la présence de désordre dans la géométrie du réseau [Gusev 94]. 
L’observation d’une magnétorésistance négative dans des réseaux réguliers d’antipoints a été 
expliquée par la présence d’un point selle entre deux antipoints voisins, et qui agit comme une 
constriction pour le 2DEG. Le nombre de mode transmis dans une constriction augmentant 
avec le champ magnétique [Houten 88], ceci se traduit par une magnétorésistance négative 
pour le système d’antipoints [Gusev 97; Rotter 97]. De plus, Osada et al. ont observé une 
magnétorésistance négative géante pour des réseaux hexagonaux très denses d’antipoints en 
forme de brique ou de nœud papillon, et qui a été expliqué par des effets orbitaux classiques 
[Osada 01]. 
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Les propriétés spécifiques de transport classiques pour les réseaux d’antipoints se 
résument principalement par des effets de résonance entre le potentiel périodique et le champ 
magnétique appliqué. Il est ainsi possible d’expliquer les anomalies observées par des 
trajectoires électroniques spécifiques qui vont influencer les propriétés de conduction, et qui 
peuvent être visualisées dans l’espace des phases. Toutefois, ces effets de commensurabilité 
vont fortement dépendre des différents facteurs géométriques caractérisant le réseau. L’étude 
de plusieurs types de réseaux ayant différents paramètres de taille permet ainsi de clarifier 
l’importance de certaines orbites sur les propriétés de conduction, et quel est leur domaine 
d’influence. Dans cette optique, en plus de réseaux carrés ayant différents rapports a/d, des 
réseaux rectangulaires [Schuster 93], hexagonaux [Fang 90; Yamashiro 91], en forme de 
chenille [Budantsev 96], de nid d’abeille [Pogosov 00], etc… ont été étudiés. 
 
Remarque : 
- Les réseaux d’antipoints présentés ici sont macroscopiques, et ne sont pas cohérents 
en considérant la totalité du réseau (leurs longueurs et largeurs sont supérieures à le et 
lφ). Toutefois, des effets d’interférence quantique ont pu être mis en évidence [Weiss 
93; Nihey 93; Nakamura 94; Nihey 95; Yevtushenko 00] pour des systèmes respectant 
une cohérence locale (a,d < lφ). 
- Les systèmes à antipoints sont généralement considérés comme l’analogue semi-
classique des systèmes électroniques diffusifs, les antipoints jouant le rôle d’impuretés 
au contact desquelles va s’effectuer la diffusion.  
 
3.I.6    Régime adiabatique à fort champ magnétique 
 
3.I.6.1   Régime de l’effet Hall quantique 
L’application d’un champ magnétique suffisant élevé va permettre de quantifier les 
niveaux d’énergie du système en niveaux de Landau comme dans le cas d’un gaz 
bidimensionnel. Si le rayon cyclotron est inférieur à la distance entre deux antipoints            
(rc < (d – a)) le système se comporte comme effectivement bidimensionnel et sa 
magnétorésistance peut être décrite en terme d’états de bord se propageant au niveau de 
Fermi. Nos mesures illustrent bien ce phénomène : la résistance longitudinale Rxx et la 
résistance de Hall Rxy se comportent comme celles d’un gaz électronique 2D pour des champs 
magnétiques plus hauts que les conditions de commensurabilité. La résistance de Hall 
présente des plateaux quantifiés en h/e
2
. La résistance longitudinale présente des oscillations 
de Shubnikov-de Haas périodiques en 1/B, à partir desquelles il est possible de déterminer la 
concentration électronique du système. 
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3.I.6.2   Influence des antipoints  
Dans le régime de l’effet Hall quantique, la présence des antipoints dans le 2DEG va se 
traduire par la présence d’états de bords localisés autour de chaque antipoint. L’existence de 
tels états dans le conducteur massif va permettre l’apparition de transitions entre les différents 
états de bords. Cela se traduit par une rétrodiffusion des états de bords là où un régime sans 
dissipation est observé dans un gaz bidimensionnel. Ainsi, les minima des oscillations de 
Shubnikov-de Haas ne seront pas nuls, mais prennent une valeur finie (c’est le cas de nos 
courbes de Rxx), traduisant ainsi l’existence de transitions entre états d’énergies identiques ou 




Dans cette partie, nous avons présenté les propriétés fondamentales de transport dans les 
réseaux d’antipoints. Dans un premier temps, nous nous sommes intéressés aux étapes 
technologiques de fabrication qui ont permis de réaliser les réseaux d’antipoints 
semiconducteurs étudiés dans ce mémoire. Puis, nous avons présenté les principales 
propriétés classiques de conduction spécifiques des réseaux d’antipoints dans le régime 
balistique en s’appuyant sur les résultats expérimentaux obtenus dans nos systèmes. En 
particulier, nous nous sommes intéressés au principal phénomène classique observé dans les 
réseaux d’antipoints, les résonances de commensurabilité entre le pas du réseau et le rayon 
cyclotron sous faible champ magnétique. Enfin, nous avons décrit brièvement les propriétés 
de transport des réseaux d’antipoints sous fort champ magnétique. 
Ces études préliminaires nous ont permis de nous assurer de la qualité des échantillons et ainsi 
que de connaître leur physique de base indispensable pour mener une étude plus poussée sur 

























La caractérisation de nos échantillons par mesures de magnéto-transport présentée dans la 
partie précédente (figure 3.11 par exemple) est très importante car elle a mis en évidence que 
le transport électronique dans les réseaux est contrôlé par la diffusion sur les antipoints. Pour 
preuve, les résistances des réseaux à champ magnétique nul sont beaucoup plus grandes que 
celles des zones sans antipoints et ceux-ci présentent des pics de commensurabilité bien 
prononcés dans les magnétorésistances longitudinales des réseaux d’antipoints. Ces 
vérifications expérimentales sont indispensables pour pouvoir ensuite étudier l’effet ratchet 
appelé mésoscopique car les antipoints jouent un rôle dominant en tant que diffuseurs 
artificiels (à basses températures) entre lesquels les électrons se déplacent de façon balistique 
(le libre parcours moyen dans le 2DEG pur étant beaucoup plus grand que la période des 
réseaux). Finalement, la caractérisation par AFM a démontré la grande fiabilité du processus 
technologique (contrôle de la forme des antipoints, leur profondeur, …). 
Dans cette partie, nous rapportons sur la mise en évidence expérimentale de l’effet ratchet 
mésoscopique : transport électronique directionnel induit par des radiations micro-ondes 
polarisées linéairement, dans un réseau d’antipoints asymétrique. Ensuite, nous présentons les 
dépendances de l’effet en fonction de différents paramètres expérimentaux importants tel que 
la direction de polarisation linéaire, la puissance des micro-ondes, le champ magnétique et la 
température. Nous présentons également les résultats obtenus dans un réseau d’antipoints 
symétrique. Nous comparons à chaque étape les résultats expérimentaux avec les prédictions 
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3.II.1    Technique de mesure et observation de l’effet 
Pour pouvoir effectuer les mesures de transport électronique directionnel, induit par les 
radiations micro-ondes polarisées linéairement, dans le réseau d’antipoints asymétrique, nous 
avons tout d’abord mis l’échantillon en état d’équilibre thermique à la température T = 1.5 K. 
Pour faire ceci, nous avons annulé la configuration de mesures (à quatre contacts) de 
magnéto-transport en coupant le courant injecté dans l’échantillon et en déconnectant les 
différents contacts de la barre de Hall des appareils de mesures. Donc dans ce cas 
l’échantillon n’est pas alimenté par un courant et le 2DEG peut être supposé en équilibre 
thermique. Il n’y avait aucune force appliquée à l’échantillon. 
Selon la deuxième loi de la thermodynamique, à l’équilibre thermique, il est impossible de 
créer un transport directionnel dans les systèmes asymétriques spatialement périodiques 
[Feynman 63]. Cependant, l’irradiation du réseau d’antipoints asymétrique par des radiations 
micro-ondes polarisées linéairement peut déplacer le système hors l’équilibre et créer un 
écoulement directionnel d’électrons dont la direction est liée à la configuration du réseau. 
L’apparition de ce phénomène inhabituel est le résultat de l’action combinée de la force 
motrice externe (le champ électrique des micro-ondes) et de l’asymétrie spatiale du réseau.  
Lors de l’irradiation par les micro-ondes, nous avons observé l’apparition d’une tension 
électrique continue, de quelques mV, dans le réseau d’antipoints semi-circulaires. Autrement 
dit, le réseau d’antipoints asymétrique présente une tension induite par les micro-ondes, qui 
est la conséquence du courant électrique continu (I) créé par le mouvement directionnel des 
électrons. Les mesures ont été effectuées à l’aide d’un voltmètre numérique de haute précision 
qui a été branché aux bornes du réseau d’antipoints de manière à mesurer directement le 
signal du réseau (figure 3.15). Il est à noter que le voltmètre mesure un signal nul si le réseau 
d’antipoints n’est pas irradié par les micro-ondes. Le réseau d’antipoints fonctionne comme 
un générateur de courant avec une résistance de sortie exactement égale à la résistance du 
réseau (R) et si on connecte un voltmètre avec une résistance d’entrée infinie, il mesure alors 
U = RI. 
La figure 3.16 montre un exemple typique de mesure de cette tension "induite" (ou photo-
tension) mesurée en fonction du champ magnétique à la température 1.5 K
1
. Elle présente la 
tension obtenue pour deux différentes directions de polarisation linéaire (champ électrique 
→
E  
des micro-ondes qui représente la force motrice externe). La fréquence des micro-ondes était 
42.7 GHz avec une puissance dans le réseau d’antipoints de l’ordre de 20 µW (voir plus loin 
le calcul de cette puissance). Nous allons tout d’abord nous intéresser à l’effet ratchet "pur" 
qui est observé à champ magnétique nul, sa dépendance en champ magnétique sera discutée 
dans un autre paragraphe.  
 
                                                 
1
 Note : les mesures sont très reproductibles une fois que l’échantillon ait été illuminé par de la lumière visible et 
lorsque la chaine de transmission des micro-ondes est fixée. 

















Figure 3.15 : Représentation schématique de la configuration de mesure utilisée pour 
détecter la tension induite par les micro-ondes. Les contacts 1 et 2 d’une part, et les contacts 
3 et 4 d’une autre part, étaient connectés ensemble. 
 
Notons qu’un diaphragme (ou masque) métallique en cuivre couvrant tout l’échantillon (situé 
entre la sortie du guide d’onde et l’échantillon) a été utilisé dans nos expériences afin 
d’exclure l’influence des micro-ondes sur les contacts de l’échantillon (cf. figure 3.19). Il a 
été percé à son milieu par un trou de 1 mm de diamètre de manière à permettre aux micro-
ondes d’irradier seulement la partie active de l’échantillon (réseau d’antipoints). Les micro-
ondes pénètrent alors dans le trou du diaphragme, comme en optique, par diffraction. Les 
micro-ondes ne passent pas à travers le diaphragme. En effet, la pénétration des micro-ondes 
dans le diaphragme est σωµδ 0/2=  [Collin 60; Pozar 98] où ω = 2pif avec f = 42.7 GHz,              
µ0 = 4pi × 10-7 H/m est la perméabilité du vide et σ est la conductivité du cuivre                
(59.6 × 106 S/m). On trouve δ ≈ 0.3 µm qui est beaucoup plus petite que l’épaisseur du 
masque (0.25 mm). 
 
3.II.2    Dépendance en direction de polarisation 
La courbe rouge sur la figure 3.16 correspond au cas où le champ électrique était orienté 
selon l’axe x (cf. figure 3.15) et la courbe bleue correspond au cas où il était orienté selon 
l’axe y. Ces deux principales directions de polarisation linéaire constituent les directions les 
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transverse à la barre de Hall). Notons que pour changer la direction du champ électrique de la 
direction x à la direction y, nous avons tourné l’échantillon (et par conséquent le réseau 
































Figure 3.16 : Tensions induites par les micro-ondes polarisées linéairement dans les réseaux 
d’antipoints symétrique (courbes orange et violet) et asymétrique (courbes rouge et bleue), en 
fonction du champ magnétique. La fréquence des micro-ondes était 42.7 GHz avec une 
puissance dans le réseau de ∼ 20 µW. La température était 1.5 K. 
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D’une manière significative, le signe de cette photo-tension ratchet est opposé pour les deux 
directions de polarisation. Lorsque 
→
E  coïncide avec l’axe x, il force les électrons à osciller 
horizontalement et à se diffuser alors sur les antipoints. Dans ce cas, la majorité des diffusions 
se fait sur le côté plan des antipoints (cf. figure 3.17-a) ce qui mène les électrons à se déplacer 
vers la gauche causant un signe positif de la photo-tension (Uph = UA – UB, cf. figure 3.15). Il 
est important de noter que dans ce cas la diffusion sur le côté semi-circulaire des antipoints ne 
produit aucun mouvement directionnel (les mouvements transverses s’annulent, cf. figure 
3.17-a). Pour mieux comprendre ceci, une représentation schématique simple du mécanisme 
de diffusion, sur un seul antipoint, est illustrée dans la figure 3.17.  
Pour l’ensemble du réseau, il est montré dans les travaux théoriques [Chepelianskii 05; 
Cristadoro 05; Chepelianskii 06; Chepelianskii 07] que les trajectoires électroniques sont 
chaotiques. A grande échelle, ces trajectoires chaotiques forment un écoulement moyen des 
électrons dans une seule direction. Au contraire, lorsque 
→
E  est orienté selon l’axe y, il pousse 
les électrons à osciller verticalement. Dans ce cas, les diffusions se produisent en majorité sur 
le côté semi-circulaire des antipoints, et par conséquent, les électrons se déplacent vers la 
droite (cf. figure 3.17-b). En d’autre termes, la tension induite Uph = UA – UB change de signe. 
Ceci démontre qu’à travers la direction de polarisation linéaire des micro-ondes, il est 













Figure 3.17 : Représentation schématique du processus de diffusion des électrons sur un seul 
antipoint semi-circulaire quand le champ électrique est selon l’axe x (a) et quand il est selon 
l’axe y (b). 
 
Donc pour des micro-ondes polarisées selon l’axe x le transport moyen se fait selon la 
direction –x, tandis que pour des micro-ondes polarisées selon l’axe y la direction du transport 
est inversée. Dans les deux cas, le transport des électrons se fait selon la direction x qui est la 
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pour ces deux directions de polarisation, la relation théorique ψ = pi – 2θ décrit bien nos 
résultats expérimentaux. En effet, quand 
→
E  est selon l’axe x (donc θ = 0) l’écoulement obtenu 
est selon l’axe –x (donc ψ = pi), et quand 
→
E  est selon l’axe y (donc θ = pi/2) l’écoulement 
obtenu est selon l’axe x (donc ψ = 0). 
 
3.II.3    Absence de l’effet dans un réseau d’antipoints symétrique 
Nous avons également tracé sur la figure 3.16 les tensions induites par les micro-ondes, 
correspondant aux deux directions de polarisation, mesurées dans un réseau d’antipoints 
circulaires (courbes orange et violet). Les mesures ont été effectuées dans les mêmes 
conditions que ceux du réseau d’antipoints semi-circulaires (même fréquence et puissance de 
micro-ondes, même température). Nous pouvons voir d’après ces courbes qu’à champ 
magnétique nul, la photo-tension est nulle pour les deux directions de polarisation. Il n’y a 
donc pas d’écoulement directionnel des électrons dans un réseau d’antipoints symétrique. 
Certes, les électrons diffusent sur les antipoints mais aucune direction préférentielle de 
mouvement (ou d’écoulement) n’est possible dans ce cas. C’est une confirmation 
expérimentale que l’asymétrie spatiale est un ingrédient principal pour l’effet ratchet.  
 
La mise en évidence du transport électronique directionnel, induit par une radiation micro-
ondes polarisée linéairement, dans un réseau d’antipoints asymétrique, la dépendance de la 
direction de ce transport en fonction de la polarisation linéaire ainsi que l’absence de cet effet 
dans un réseau d’antipoints symétrique, constituent les premiers résultats clairs de l’effet 
ratchet mésoscopique. Ils font partie des résultats principaux de notre étude et ils sont en bon 
accord qualitatif avec les prédictions théoriques [Chepelianskii 05; Cristadoro 05; 
Chepelianskii 06; Chepelianskii 07]. 
 
3.II.4    Effet des plasmons 
Revenons au cas du réseau asymétrique. A champ magnétique nul, la valeur de la photo-
tension pour 
→
E  selon la direction y est beaucoup plus grande que celle quand 
→
E  est selon la 
direction x. Ceci est en contradiction avec les prédictions théoriques. Les simulations 
numériques réalisées dans les travaux théoriques montrent que la valeur du courant (ou 
tension) ratchet doit être sensiblement égale pour ces deux directions de polarisation. 
Cependant, il n’y a toujours pas une explication phénoménologique de ce résultat prévu. 
Expérimentalement, nous supposons que cette différence en amplitude de tension est peut être 
due aux résonances des plasmons qui existent dans les 2DEG de géométrie limitée et surtout 
en géométrie de barre de Hall rectangulaire [Vasiliadou 93; Vasiliadou 95]. Les plasmons 
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peuvent affecter le signal mesuré d’une certaine façon. La présence des antipoints n’affecte 
pas la fréquence des plasmons [Vasiliadou 95]. En effet, nous avons vu au chapitre 2 que la 














=                                                    (3.1) 
 
où k = pi/W est le vecteur d’onde de plasmon avec W une dimension de la barre de Hall, et    
εeff = 1/2(εGaAs + εvide) est la constante diélectrique effective avec εGaAs = 12.8 et εvide = 1. 
Connaissant ns, m* et ε0 nous pouvons déduire fp.  
La fréquence des oscillations des plasmons confinés selon la longueur du réseau d’antipoints   
(W = 250 µm), est fp ≈ 49 GHz. Cette fréquence est très proche de celle de la radiation       
42.7 GHz. Donc nous supposons que le champ électrique des micro-ondes est écranté par les 
oscillations des plasmons lorsque qu’il est orienté selon la direction x (ou la longueur du 
réseau), ce qui donne un champ électrique effectif plus faible sur les électrons. Ceci résulte en 
un signal plus faible de la photo-tension. Tandis que fp ≈ 109 GHz pour W = 50 µm (largeur 
du réseau). Cette fréquence est plus éloignée de la fréquence des micro-ondes et par 
conséquent la résonance des plasmons n’affecte pas le signal ratchet quand 
→
E  est selon la 
direction y. Il serait intéressant d’étudier ce problème de différence en amplitude dans des 
nouvelles structures ayant un réseau d’antipoints en forme circulaire ou carré. Dans des tels 
réseaux, même si la résonance de plasmons est la responsable de cette différence en amplitude 
de tension, elle doit avoir le même effet sur les deux directions du champ électrique (parce 
que dans ce cas fp est la même). On devrait ainsi obtenir la même valeur de la tension induite. 
Il est à noter que les effets des modes plasmons sur l’effet ratchet n’ont pas encore été pris en 
compte dans les travaux théoriques [Chepelianskii 07]. 
 
3.II.5    Dépendance en puissance 
La figure 3.18 montre la tension induite (à champ magnétique nul) tracée en fonction de la 
puissance des micro-ondes. Pour les deux directions de polarisation, cette dépendance est 
linéaire. Ce comportement linéaire est prédit par la théorie [Chepelianskii 06]. Il peut être 
interprété de la manière suivante (la puissance étant le seul paramètre qui varie) : en 
augmentant la puissance P des micro-ondes, la force agissante sur les électrons ou le champ 
électrique E augmente quadratiquement (il est bien connu que la puissance d’une radiation 
électromagnétique est proportionnelle au carré de son champ électrique P ∝ E
2
). D’après la 
théorie [Chepelianskii 06], la vitesse de l’écoulement électronique vf est également 
proportionnelle au carré du champ électrique vf ∝ E
2
. Donc P ∝ vf. Donc lorsque la puissance 
augmente la vitesse de l’écoulement augmente (linéairement) à son tour. Tout courant 
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électrique étant proportionnel à la vitesse des charges, le courant induit (et par conséquence la 
tension induite Uph) est proportionnel à vf. Finalement on obtient Uph ∝ P. 
Il est à noter que les valeurs de puissance utilisées dans ce graphique représentent les 
puissances à la sortie du générateur pour la fréquence 42.7 GHz (rappelons que la variation de 
la puissance se fait à l’aide de l’atténuateur). Elle ne correspond pas à la puissance des micro-




















Figure 3.18 : Photo-tension (à champ magnétique nul) pour les deux directions de 
polarisation, en fonction de la puissance des micro-ondes. 
 
3.II.6    Calcul du courant ratchet 
Nous allons maintenant calculer la valeur du courant directionnel à partir de la formule 
donnée par la théorie et ensuite la comparer à la valeur expérimentale observée. Pour ωτ < 1 
où ω est la pulsation de la radiation et τ est le temps de transport moyen (temps de relaxation) 
dans le réseau d’antipoints τ = µm*/e (dans notre cas ωτ ≈ 0.5 où ω = 2pif avec f = 42.7 GHz 
et µ = 5 × 104 cm2/Vs), l’expression théorique du courant ratchet est donnée par 




 × D                                              (3.2) 





















T = 1.5 K
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où ns est la densité électronique, vF est la vitesse de Fermi, r est le rayon d’antipoints, E est 
l’intensité du champ électrique dans le réseau d’antipoints, EF est l’énergie de Fermi et D est 
la largeur du réseau d’antipoints. Le terme ensvF dans cette relation représente la densité de 
courant maximale qui puisse être obtenue. Tous les paramètres de l’équation (3.2) sont connus 
à l’exception du champ électrique E. Afin d’évaluer cette valeur du champ électrique agissant 
sur les électrons dans le réseau, il faut tout d’abord calculer la puissance des micro-ondes 
absorbée par les électrons dans le réseau d’antipoints. 
Il est clair qu’à cause des pertes de puissance dans le guide d’ondes et sur la surface de 
l’échantillon, une très petite portion seulement de la puissance du générateur est absorbée par 
le réseau d’antipoints. Notre méthode consiste à estimer ces pertes de puissance pour pouvoir 
ainsi évaluer la puissance dans le réseau. La puissance de sortie du générateur est 110 mW 
pour la fréquence 42.7 GHz. Cette puissance était atténuée de 2 dB pour les mesures 
présentées dans la figure 3.16. Une puissance à l’entrée du guide d’onde de ≈ 69 mW est donc 
évaluée à l’aide de la formule bien connue [Pozar 98] : –A = [log10 P2/P1] où P2 est la 
puissance finale (ou de sortie) en mW (ou en W), P1 est la puissance initiale en mW (ici     
110 mW) et A est l’atténuation en dB (ici 2 dB). Notons que cette évaluation ne tient pas 
compte des pertes de puissance au niveau des connexions entre le guide d’onde et 
l’atténuateur ainsi que dans les pièces de transitions parce que notre système a été fabriqué de 
façon à éliminer les pertes à ces niveaux. L’atténuation de puissance dans les guides d’ondes 
cylindriques en laiton est ≈ 2 dB/mètre pour 42.7 GHz [Zimmermann 98]. Notre guide d’onde 
faisant 4.5 m de long, l’atténuation totale est donc de 9 dB. Ainsi une puissance d’environ   
8.5 mW est évaluée au bout du guide d’onde (–A = [log10 P2/P1] avec A = 9 dB et               
P1 = 69 mW). La puissance sortante du guide d’onde (de la sortie rectangulaire) est quant à 
elle égale au produit de la puissance avant la sortie (8.5 mW) par le coefficient de 
transmission (1 - |Γ|2) [Collin 60]. Ce dernier a été calculé pour notre système et nous avons 
une puissance à la sortie du guide d’onde de ≈ 6 mW. Nous supposons ensuite que le trou 
circulaire du diaphragme métallique collecte toute la puissance car il est très proche de la 
sortie du guide (2–3 mm) (figure 3.19). La puissance par unité de surface du trou (de diamètre 
1 mm) est d’environ 760 mW/cm
2
. Enfin pour calculer la puissance à la surface du réseau, 
nous avons multiplié cette dernière valeur par la surface du réseau et on obtient une puissance 
de ≈ 95 µW. Finalement pour pouvoir calculer la puissance absorbée par les électrons dans le 
réseau d’antipoints il faut multiplier cette dernière valeur obtenue par le coefficient 
d’absorption des porteurs libres (absorption de Drude) donnée par [Smith 78] :                       
α = 375σ0(ε)
-1/2
 pour ωτ < 1 où ε = εGaAs = 12.8 dans notre cas, et σ0 = 1/ρ0 est la conductivité 
du réseau à champ magnétique nul (ρ0 = 480 Ω). On obtient α = 0.21, et par conséquence la 
puissance absorbée dans le réseau est ≈ 20 µW.  
 
 



















Figue 3.19 : Représentation schématique des étages finaux de la ligne de transmission des 
micro-ondes. A chaque niveau des pertes de puissance sont susceptibles de se produire. 
 
Ainsi, on obtient un champ électrique de E ≈ 9 V/cm dans le réseau à partir de la formule 
donnant la puissance en fonction du champ électrique pour ωτ < 1 : P = σ0E
2
 [Smith 78] (dans 
cette formule P est la puissance par unité de surface). A partir de la relation (3.2) on obtient 
ainsi I = 0.7 µA. Cette valeur du courant obtenue à partir de la formule théorique est en bon 
accord avec la valeur expérimentale de 1 µA quand 
→
E  est selon l’axe x, et comparable à la 
valeur expérimentale de 8 µA quand 
→
E  est selon l’axe y. Notons que la résistance du réseau 
est R = 2.4 kΩ (ainsi la valeur expérimentale du courant est I = Uph/R). 
Notons finalement qu’une puissance de 20 µW absorbée par le réseau semble être très grande, 
mais elle n’est pas au delà de l’admissible. C’est pour cette raison d’ailleurs qu’on obtient un 
large signal de tension (≈ 2–19 mV). 
 
Remarque : Dans une première tentative nous avons essayé d’estimer la puissance des micro-
ondes absorbée à partir de la réponse du 2DEG dans le réseau à l’irradiation micro-ondes. La 
méthode consiste à mesurer la magnétorésistance longitudinale du réseau sous irradiation 
micro-ondes de fréquence 42.7 GHz (avec la même puissance utilisée pour mesurer la tension 
induite). Ensuite nous mesurons la même courbe sans irradiation micro-ondes mais en faisant 





du guide d’onde 
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connue (< 3 µA). Nous effectuons cette dernière mesure pour plusieurs valeurs du dc current. 
L’amplitude des oscillations de Shubnikov-de Haas (SdH) est très sensible à la variation de la 
température (voir annexe A). Nous avons également vu au chapitre 2 que l’irradiation micro-
ondes induit une légère élévation de température de l’échantillon qui diminue ainsi 
l’amplitude des oscillations de SdH. Le dc current induit également une légère élévation de 
température (par effet Joule) et par conséquence, l’amplitude des oscillations de SdH est aussi 
diminuée. Ensuite en comparant le comportement des oscillations de SdH sur la courbe de Rxx 
mesurée sous irradiation micro-ondes avec celui des courbes mesurées avec différentes 
valeurs du dc current, nous pouvons choisir quelle courbe de la série mesurée avec dc current 
ressemble le mieux à la courbe mesurée sous micro-ondes. Et de cette façon nous pouvons 
conclure que la puissance des micro-ondes absorbée par le réseau à 42.7 GHz, correspond à la 
puissance dissipée par la résistance du réseau traversée par le dc current P = RI
2
 (avec R la 
résistance du réseau à champ magnétique nul). Malheureusement, cette méthode ne peut pas 
être retenue parce qu’elle permet d’estimer la puissance absorbée seulement à B > 0.5 T, 
tandis que l’effet ratchet est observé à champ magnétique nul. En plus, nous avons observé 
que le dc current n’a jamais la même influence que celle des micro-ondes sur la valeur de la 
résistance du réseau à champ magnétique nul et sur les pics de commensurabilité. Cette 
absorption de puissance à B > 0.5 T est beaucoup plus faible que celle à B = 0 T parce qu’à    
B > 0.5 T la conductivité a une valeur beaucoup plus petite que celle à champ nul (le 
coefficient d’absorption étant proportionnel à la conductivité). Rappelons que la conductivité 




3.II.7    Dépendance en champ magnétique 
Nous allons maintenant interpréter la dépendance en champ magnétique de la tension 
induite de la figure 3.16. A faible champs magnétiques (- 0.2 T < B < 0.2 T) et pour les deux 
directions de polarisation, une forte diminution de la tension induite est observée. En effet, 
dés que le champ magnétique est appliqué, les trajectoires des électrons deviennent circulaires 
(orbites cyclotron). La taille de ces orbites cyclotron (classiques) diminue avec 
l’augmentation du champ magnétique et l’interaction des électrons avec les antipoints 
diminue à son tour. Nous observons également dans cet intervalle de champ magnétique la 
présence de quelques traces des pics de commensurabilité. Par exemple, la position en champ 
magnétique du premier pic de la courbe bleue (celui du gauche ou celui de droite), correspond 
à celle du pic fondamental de commensurabilité (pic numéro 3 dans la figure 3.11 de la partie 
I). A des champs magnétiques plus élevés (B > 0.2 T), l’effet disparait pour n’importe quelle 
direction de polarisation puisqu’au-delà de la limite quantique, le champ magnétique cause la 
rupture de la géométrie linéaire des trajectoires [Yamashiro 91]. Autrement dit, les tailles des 
orbites cyclotron sont alors plus petites que l’espacement entre les antipoints (2rc < w) et la 
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diffusion sur les antipoints devient impossible. La valeur expérimentale de champ magnétique 
qui correspond à la suppression de l’effet Bs ≈ 0.2 T est en très bon accord avec les calculs 
théoriques [Chepelianskii 06]. Finalement, à noter l’observation de pics non nuls (pour          
B > 0.2 T) dans une direction du champ magnétique quand 
→
E  est selon l’axe y (côté droit de 
la courbe bleue). En fait, c’est une signature d’un nouveau genre d’effets photo-magnétiques. 
Nous n’avons pas pu trouver une explication à ces pics mais nous pensons que c’est la 
signature d’un certain effet physique. En effet, l’amplitude de ces pics varie linéairement avec 
la puissance des micro-ondes, comme l’effet ratchet (la photo-tension à B = 0 T). Ces pics 
disparaissent à partir de T = 30 K. Ce point sera étudié plus en détails dans des études 
ultérieures. Nous retiendrons que l’effet le plus important du champ magnétique est de 
détruire l’effet ratchet. 
En outre, nous observons des faibles tensions non nulles mesurées sur le réseau d’antipoints 
circulaires (courbes orange et violet) pour des champs magnétiques entre 0 et 0.1 T. Ils ne 
correspondent pas à un effet ratchet. Ce sont des signaux très reproductibles qui sont peut être 
d’origine mésoscopique. Ils sont en tout cas beaucoup plus faibles que les tensions du réseau 
asymétrique dans cet intervalle du champ magnétique.  
D’autre part, les diverses courbes de photo-tension ne sont pas symétriques en champ 
magnétique, ce qui est en contradiction avec les relations de Onsager-Casimir qui montrent 
que la tension mesurée par deux terminaux i et j est symétrique en champ magnétique     
Uij(B) = Uij(-B) [Onsager 31; Casimir 45] (deux terminaux signifient qu’il y a un signal non 
nul entre i et j à B = 0 T). Cependant, il a été montré théoriquement [Shutenko 00; Vavilov 
01] et expérimentalement [Angers 07; DiCarlo 03] que dans le cas des effets photovoltaiques 
ou photogalvaniques (ou encore ratchets) ces relations de symétrie cessent d’être respectées 
(il y a une existence d’asymétrie en champ magnétique), ce qui est aussi le cas dans nos 
expériences. 
Il est à remarquer aussi que le signe du champ magnétique change le sens de l’orbite 
cyclotron mais pas le sens du mouvement directionnel (de la photo-tension). 
 
3.II.8    Dépendance en température 
La figure 3.20 montre la dépendance en température de la photo-tension à champ 
magnétique nul. Nous avons également tracé sur cette figure la dépendance en température de 
la mobilité électronique dans le réseau d’antipoints et celle dans le 2DEG pur (sans 
antipoints). Comme prévu, la mobilité dans le 2DEG a un comportement similaire à celui des 
échantillons de haute mobilité étudié dans [Pfeiffer 89] (la diffusion sur les impuretés est 
dominante en dessous de quelques Kelvin et à plus hautes températures le rôle des phonons 
devient important et diminue la mobilité). Quant à la mobilité dans le réseau d’antipoints, elle 
est presque constante en dessous de 70 K. Au delà, elle diminue fortement lorsque la 
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température augmente. Ceci signifie que la diffusion sur les antipoints contrôle entièrement le 
transport pour T < 70 K et qu’à plus hautes températures, la diffusion isotropique sur les 






























Figure 3.20 : Dépendance en température de la tension induite dans les deux directions de 
polarisation (échelle de gauche). La dépendance de la mobilité électronique dans le 2DEG 
pur et dans le réseau d’antipoints est aussi présentée (échelle de droite). Les axes de 
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Pour les deux directions de polarisation, la photo-tension diminue lorsque la température 
augmente et s’annule à 70 K. En fait, le libre parcours moyen électronique (dans le 2DEG 
pur) est le = 19 µm à T = 1.5 K et il diminue en augmentant la température. A 70 K il devient 
le = 1.7 µm donc comparable à la distance entre les antipoints et alors les électrons ne peuvent 
plus "voir" le potentiel du réseau d’antipoints. C’est une confirmation expérimentale que 
l’effet ratchet exige que le libre parcours moyen soit plus grand que l’espacement entre les 




• Contrairement à une intuition naïve, il n’est pas justifié de comparer l’amplitude des 
oscillations des électrons A = eE/m*ω2 (ou la distance traversée par les électrons 
durant un cycle du champ électrique des micro-ondes) à la période du réseau d. Cette 
comparaison est nécessaire dans des modèles avec force de friction constante (comme 
dans la référence [Chepelianskii 05] par exemple). Dans ce travail [Chepelianskii 05], 
l’effet ratchet apparait seulement si A > d, ce critère provient de la force de friction 
constante (-γv). Dans ce cas, si la particule ne rentre pas en collision avec les 
antipoints (A < d), la dynamique devient intégrable, et correspond essentiellement à un 
oscillateur harmonique amorti dans lequel il n’y a pas de ratchet. Ce critère est 
cependant spécifique au modèle de la référence [Chepelianskii 05]. Dans notre cas, les 
électrons sont en équilibre thermique (comme dans les références [Cristadoro 05; 
Chepelianskii 06; Chepelianskii 07], donc la dynamique n’est jamais intégrable et la 
nécessite du critère A > d disparait. En tout cas, pour la fréquence 42.7 GHz et            
E = 9 V/cm nous avons A = 33 nm. La seule condition qui permet d’observer l’effet 
ratchet dans notre cas est que le libre parcours moyen des électrons doit être plus 
grand que la distance entre les antipoints.  
Selon un autre point de vue [Entin 07], la collision des électrons avec les antipoints est 
due au mouvement thermique (petites vibrations) et il n’est pas nécessaire d’avoir      
A > d, parce que le temps moyen libre pour les collisions entre les antipoints (t1 = 
distance entre antipoints/vF) est plus petit que la période de la radiation (t2 = 
1/fréquence). En effet, dans notre cas t1 ≈ 4.5 ps et t2 ≈ 23 ps.  
 
• Il nous reste à réaliser la dépendance de la tension induite en fonction de la fréquence 
des micro-ondes. Cependant, quelques mesures ont été effectuées à différentes 
fréquences entre 33 et 75 GHz et les résultats obtenus étaient qualitativement 
similaires à ceux présentés dans la figure 3.16. Notons que selon la théorie [Cristadoro 
05; Chepelianskii 06], un très large mouvement directionnel apparait sans limites sur 
la gamme de fréquence, si l’énergie d’excitation électromagnétique est plus grande 
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que l’espacement énergétique à l’intérieur d’une cellule élémentaire du réseau 
)*/(2 22 dmhh piω ≈∆> . Cette condition était toujours respectée dans nos 
expériences. 
 
• Il reste également à mesurer la dépendance complète de la photo-tension en fonction 
de la direction de polarisation (à des angles θ arbitraires). 
 
• Il est à noter que l’interaction entre les électrons est très faible dans nos échantillons. 
La valeur trouvée pour le paramètre rs qui caractérise l’intensité de l’interaction 





 et EF = */
2 mnshpi , ε étant 
la constante diélectrique du GaAs (12.8) et ε0 la permittivité du vide. Les interactions 
électron-électron ne jouent donc aucun rôle dans le transport électronique dans nos 
échantillons d’après les premiers résultats théoriques [Chepelianskii 06]. Des travaux 
théoriques effectués par A.D. Chepelianskii sont actuellement en cours pour étudier 




Dans cette partie, nous avons présenté les résultats de l’investigation expérimentale de 
l’effet ratchet mésoscopique. Dans un premier temps, nous avons exposé l’observation de ce 
phénomène du transport électronique directionnel qui apparaît dans un réseau d’antipoints 
asymétrique lorsque ce dernier (étant en équilibre) est irradié par des micro-ondes polarisées 
linéairement. Ensuite, nous avons décrit la dépendance de l’effet en fonction de la direction de 
polarisation. Puis, nous avons présenté les résultats de mesure dans un réseau d’antipoints 
symétrique. Par la suite, nous avons discuté les effets possibles des plasmons sur le courant 
directionnel. La dépendance en puissance des micro-ondes a été ensuite exposée. Nous avons 
ensuite présenté la comparaison entre le courant ratchet expérimental et théorique après avoir 
décrit la méthode de calcul de la puissance absorbée par les électrons. Enfin, nous avons 
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Conclusion et perspectives 
 
 
Dans ce mémoire nous avons exposé nos travaux concernant l’étude expérimentale de 
l’effet ratchet mésoscopique : transport électronique directionnel, induit par des radiations 
micro-ondes polarisées linéairement, dans des microstructures asymétriques à base de 
semiconducteurs. Les échantillons étudiés sont des gaz d’électrons bidimensionnels de haute 
mobilité basés sur des hétérojonctions AlGaAs/GaAs. Des réseaux asymétriques d’antipoints 
semi-circulaires ont été fabriqués sur ces échantillons. Afin de montrer le rôle essentiel de 
l’asymétrie du système dans l’origine de l’effet ratchet, des réseaux de mêmes paramètres 
mais avec des antipoints circulaires ont également été fabriqués. 
Nos travaux ont été stimulés par des études théoriques récentes sur ce sujet [Chepelianskii 05; 
Cristadoro 05; Chepelianskii 06; Chepelianskii 07]. Nous avons présenté la technologie de 
fabrication des échantillons et leur caractérisation par AFM ainsi que leur caractérisation par 
mesures de magnéto-transport. Nous avons montré que la condition cruciale pour rectifier le 
transport dans le réseau est que les antipoints jouent un rôle dominant en tant que diffuseurs 
artificiels asymétriques, à basse température (et à bas champ magnétique). Les électrons se 
déplacent d’une manière balistique entre les collisions avec les antipoints. 
Nous avons mis en évidence et étudié le transport électronique directionnel induit par des 
micro-ondes dans ces systèmes. Ce phénomène est lié à la diffusion des électrons sur les 
antipoints semi-circulaires qui provoque un écoulement directionnel. Ainsi, des tensions 
électriques continues (2–20 mV) ont été obtenues sous irradiation micro-ondes de fréquence 
33–75 GHz et de puissance ∼ 20 µW dans le réseau d’antipoints. Nous avons montré que la 
direction de l’écoulement directionnel est efficacement changée par la direction de la 
polarisation. Ainsi, la tension change de signe en tournant la direction de polarisation de 90°. 
Ceci est dû au fait que pour une direction de polarisation, un côté des antipoints contrôle la 
diffusion, et pour l’autre direction, la diffusion est dominée par le côté opposé des antipoints. 
Les mesures dans un réseau d’antipoints circulaires démontrent bien l’absence de cet effet 
ratchet. Cela constitue une preuve expérimentale que le potentiel symétrique ne peut jamais 
générer un écoulement directionnel même en présence d’une excitation externe. Nous avons 
trouvé que les plasmons semblent affecter l’intensité du courant directionnel lorsque le champ 
électrique est orienté selon la longueur du réseau. Dans ce cas la fréquence des oscillations 
des plasmons est proche de la fréquence d’irradiation. La tension induite dépend linéairement 
de la puissance des micro-ondes. Les mesures de la tension induite en fonction du champ 
magnétique montrent que l’effet diminue fortement et puis disparaît à des valeurs de champ 
magnétique relativement faibles (≈ 0.2 T) pour lesquelles l’orbite cyclotron devient plus petite 
que la distance entre les antipoints. C’est un résultat auquel on s’attend puisque dans ce cas la 
diffusion sur les antipoints est supprimée. La dépendance en température montre que l’effet 
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diminue en augmentant la température et puis disparaît vers 70 K à laquelle le libre parcours 
moyen électronique devient comparable à la distance entre les antipoints. Dans ce cas les 
électrons ne voient plus le potentiel des antipoints. Ces résultats expérimentaux montrent un 
bon accord avec les prédictions théoriques notamment concernant la valeur du courant 
directionnel. 
 
Ces résultats originaux et prometteurs apportent de nouveaux éléments sur l’étude des 
ratchets et devraient stimuler de nouveaux travaux sur ce sujet. Cette étude a prouvé combien 
il est pertinent de réaliser des microstructures artificielles pour l’étude des systèmes ratchets. 
Nos expériences doivent permettre de contrôler le transport par une radiation micro-onde à 
une échelle mésoscopique. 
L’observation de l’effet ratchet dans des réseaux d’antipoints avec des paramètres 
mésoscopiques relativement larges (d = 1.5 µm, r = 0.5 µm) jusqu’aux températures de 
l’azote liquide, nous mène à constater que l’effet ratchet a des origines classiques et doit 
pouvoir exister à plus hautes températures à condition que le libre parcours moyen reste plus 
grand que la distance entre les antipoints. Pour cela il serait nécessaire de fabriquer des 
réseaux d’antipoints de période plus petite (un ordre de grandeur plus petite), ce qui n’est pas 
au-delà des possibilités technologiques actuellement. De plus, des expériences à plus hautes 
fréquences (> 100 GHz) seraient nécessaires. Ces considérations offrent des perspectives 
d’applications, dans le secteur de l’électronique sans fil par exemple. En effet, les 
microstructures étudiées dans ce travail peuvent être utilisées pour fabriquer des nouveaux 
micro-générateurs de courants (puisque le réseau d’antipoints asymétrique fonctionne comme 
un générateur de courant) ainsi que des nouveaux détecteurs de radiations électromagnétiques 
de haute fréquence. Ces détecteurs sont sensibles à la polarisation et ont une réponse linéaire à 
la puissance des radiations. 
Il reste plusieurs directions à développer pour compléter nos travaux. Nous pouvons citer par 
exemple : 
- La réalisation complète de la dépendance en fonction de la direction de polarisation 
(pour des champs électriques entre l’axe x et y). Il existe en effet des prédictions 
théoriques à ce sujet.  
- L’utilisation des micro-ondes avec polarisation circulaire. La théorie prédit que dans 
ce cas le courant s’écoule selon la direction y [Entin 06; Chepelianskii 07]. 
- L’utilisation de nouvelles structures dans lesquelles les réseaux d’antipoints sont 
contenus dans une structure carrée ou circulaire à la place de simples barres de Hall. 
Ceci devrait permettre de mieux étudier les effets des plasmons sur le courant 
directionnel. 
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Le changement de la forme asymétrique des antipoints, par exemple fabriquer des réseaux 
d’antipoints triangulaires, ne semble pas très important puisque d’après les résultats 
théoriques les résultats sont similaires pour les demi-cercles et les triangles. 
Finalement, le réseau d’antipoints asymétrique peut être considéré comme un prototype 
pour le transport dans les structures moléculaires asymétriques. Ces dernières ont récemment 
attiré un grand intérêt en raison d’applications biologiques des ratchets [Astumian 02; 
Julicher 97]. Les résultats obtenus pour les ratchets induits par des champs micro-ondes dans 
les nanostructures peuvent être également utilisés pour comprendre le transport dirigé créé par 
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Introduction au transport électronique dans 






Depuis plus d’une vingtaine d’années, les progrès obtenus dans les domaines de la micro-
fabrication, puis de la nano-fabrication ont permis d’obtenir des systèmes de faibles 
dimensions dont les propriétés de transport ne peuvent plus être décrites par la loi d’échelle 
d’Ohm entre la conductance et la conductivité. Ces systèmes ne correspondent donc plus aux 
critères macroscopiques en vigueur jusqu’alors. D’un autre côté, ils présentent encore des 
dimensions nettement supérieures à l’échelle atomique qui est censée régir les phénomènes 
microscopiques. Il a ainsi fallu définir une nouvelle échelle de taille, l’échelle mésoscopique 
(du grec meso, milieu) située entre les échelles macroscopiques et microscopiques. 
Parmi la variété de systèmes qui furent réalisés, une catégorie importante est constituée des 
systèmes bidimensionnels. Les implications tant pour l’industrie de la micro-électronique que 
pour la physique fondamentale en ont fait un sujet d’étude privilégié. 
Dans cette annexe, quelques aspects fondamentaux de la physique des systèmes 
bidimensionnels seront décrits. Une définition de ceux-ci, ainsi qu’une description de leurs 
propriétés physiques et de leurs caractéristiques seront tout d’abord présentées. Puis, nous 
exposerons la théorie du transport électronique dans des tels systèmes en l’absence et en 
présence de champ magnétique. Par la suite, nous décrirons les différents régimes de transport 
et dans un dernier temps la notion de l’interaction électron-électron sera introduite. 
Les concepts de base présentés dans cette annexe, et auxquelles nous faisons constamment 
appel dans ce mémoire, sont indispensables pour comprendre le travail que nous avons 
réalisé. 
La littérature sur la physique mésoscopique est très large, nous pouvons tout de même 
mentionner, entre autres, les ouvrages de référence suivants [Ando 82; Datta 95; Davies 98; 
Ferry 97; Kittel 86].  
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A.1    Le gaz d’électrons bidimensionnel 
                                    
A.1.1   Définition et propriétés 
Du point de vue de la physique classique un conducteur de dimensions Lx, Ly, Lz est 
qualifié de bidimensionnel (2D) si l’une de ses dimensions est très inférieure aux deux autres 
Lz << Lx,Ly. Dans ce cas, aux échelles Lx,Ly tout se passe comme si les électrons responsables 
de la conduction se mouvaient dans un plan. 
En physique quantique, un système d’électrons est bidimensionnel si la fonction d’onde ψ qui 
caractérise leur état a la forme de celle d’une particule libre dans le plan (x,y) et d’une 
particule localisée selon l’axe z. 
Remarque : Nous envisageons ici le cas le plus simple pour lequel les électrons sont 
considérés comme des particules libres et indépendantes, cela revient à négliger les 
interactions électrons/ions et électrons/électrons [Ashcroft 76]. 
L’état d’un électron dans un système bidimensionnel est décrit par la fonction d’onde vérifiant 
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où m désigne la masse de l’électron et V(z) représente le potentiel de confinement. 
Ce potentiel traduit la possibilité pour les électrons de se déplacer librement dans le plan (x,y) 
et de façon contrôlée suivant l’axe z. Sa forme peut varier suivant les systèmes considérés 
(triangulaire, rectangulaire, parabolique …). Les variables de l’équation (A.1) étant 















+=                                                     (A.2b) 
n = 0,1,2,… 
où r = (x,y) et k = (kx,ky) désignent la position et le vecteur d’onde de l’électron dans le plan 
de confinement, et A, le facteur de normalisation, est l’aire du système dans le plan (x,y). En 
(l’énergie de confinement quantifiée selon l’axe z) et ϕn(z) vérifient alors l’équation de 
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Ainsi, le mouvement des électrons peut être vu comme libre dans le plan (x,y), alors qu’il est 
quantifié suivant la direction z. Les valeurs de En et ϕn(z) dépendent principalement de la 
nature du potentiel de confinement. Par exemple, les énergies propres d’un puits de potentiel 











   n = 0,1,2,…                                         (A.4) 
 
Le spectre énergétique des électrons possède donc deux composantes (relation de dispersion 
A.2b) : une composante continue dans le plan de confinement (Ek, caractéristique des 
particules libres) et une composante discrète selon l’axe z (En, caractéristique des particules 
localisées). C’est la définition quantique d’un système bidimensionnel. A chaque valeur de n 
correspond un ensemble d’énergies disponibles dans le plan de confinement. Cet ensemble 
constitue une sous-bande. La séparation énergétique entre les différentes sous-bandes est 
inversement proportionnelle au carré de la largeur du puits (Equation A.4). En pratique, ce 
paramètre pourra donc être utilisé pour séparer les différentes sous-bandes afin d’obtenir un 
système purement bidimensionnel ; un système pour lequel une seule sous-bande est occupée. 
Dans le cas contraire, on parle de système quasi-bidimensionnel. 
 
Définissons à présent les outils statistiques qui seront utiles par la suite. Tout d’abord la 
densité d’états qui représente le nombre d’états possibles à une énergie E par unité de surface. 
On montre [Datta 95; Davies 98; Ferry 97] que pour les systèmes à deux dimensions elle 




nEEDED )()( 0                                                 (A.5) 
 
où 20 2/ hpimggD vs= (gs et gv sont les dégénérescences de spin et de vallée respectivement) et 
Θ représente la fonction d’Heavyside (Θ(x) = 1 si x ≥ 1 et Θ(x) = 0 si x < 0). 
Une autre fonction importante donne, à l’équilibre, la probabilité pour un état d’énergie E 








=                                           (A.6) 
 
où EF désigne l’énergie de Fermi, kB est la constante de Boltzmann et T la température. 
La distribution de Fermi-Dirac se traduit de la façon suivante : à température nulle la 
probabilité de trouver un électron dans l’état d’énergie E < EF  est 1, alors que la probabilité 
de trouver un électron ayant une énergie supérieure à EF est nulle. Ainsi, tous les états 
d’énergie en dessous de EF sont complètement remplis et ceux au-dessus complètement vides. 
C’est le cas dégénéré généralement obtenu à très basse température. EF correspond donc à 
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l’énergie de l’état occupé le plus haut en énergie. A température finie, les électrons dont 
l’énergie se situe au voisinage de l’énergie de Fermi peuvent atteindre les états libres 
d’énergie E > EF. De manière générale ce sont ces électrons qui participent aux propriétés de 
conduction du système. 
La donnée de ces deux fonctions (densité d’états et distribution de Fermi-Dirac) permet par 
exemple de calculer la concentration en électrons par unité de surface (la densité surfacique) 
ns : 
 
∫= dEEfEDns )()(                                                    (A.7) 
 
Cette expression se ramène pour un système dégénéré bidimensionnel (EF >> kBT) à              
ns = D0EF ou encore pi4/
2
Fvss kggn =  avec mkE FF 2/
22
h=  (kF est le vecteur d’onde de 
Fermi). 
Ces fonctions permettent en outre de calculer la valeur moyenne de toute grandeur physique λ 
























Figure A.1 : Relation de dispersion parabolique et densité d’états d’un gaz d’électrons 
bidimensionnel (ici gs = 2 et gv = 1). 
 
Ce paragraphe a permis de présenter les outils principaux utilisés pour décrire les 
systèmes bidimensionnels en général. Seuls les systèmes purement bidimensionnels sont 
considérés dans ce manuscrit.  
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Substrat : GaAs semi-isolant 
 
GaAs non  dopé 
AlGaAs non dopé :  spacer 






A.1.2   Systèmes bidimensionnels réels – Formation d’un gaz d’électrons 2D 
Les avancées technologiques dans le domaine d’élaboration et de croissance des semi-
conducteurs comme l’épitaxie par jet moléculaire (MBE), ou encore les dépôts par 
vaporisation chimique, métal-organique (MOCVD) ou à pression-réduite (RPCVD), 
permettent aujourd’hui de fabriquer ”à la carte” toutes sortes de structures semi-conductrices. 
En effet, grâce à la maîtrise de ces techniques, on sait désormais contrôler avec une précision 
de l’atome, la croissance de couches minces tout en garantissant une concentration très faible 
en défauts et une très grande qualité des interfaces. 
Si nos travaux portent exclusivement sur l’étude de gaz d’électrons bidimensionnels ou 2DEG 
(two-dimensional electron gas) réalisés dans des structures à base de semiconducteurs, il faut 
garder à l’esprit que les premiers 2DEG furent réalisés dès le début des années 60 dans des 
films métalliques [Tavger 68]. Cependant leurs propriétés de conduction restent mauvaises, 
ainsi quantité d’autres méthodes ont été utilisées pour réaliser de meilleurs 2DEG. 
Actuellement l’industrie de la micro-électronique se base sur l’usage des systèmes 
semiconducteurs et fait une utilisation massive des transistors à effet de champ de type 
MOSFET (Metal Oxyde Semiconductor Field Effect Transistor) dans lesquels le gaz 
électronique se forme à l’interface Si/SiO2 sous l’effet d’un champ électrique appliqué sur une 
grille. De bons résultats ont été obtenus avec de tels dispositifs [Kravchenko 94] mais les 
meilleures performances ont été mesurées en laboratoire dans des hétérojonctions 
semiconductrices [Zudov 03]. Dans ces hétérojonctions, un puits de potentiel est formé par la 
croissance de couches successives de semiconducteurs différents, caractérisés par des énergies 
de bande interdite (gap) différentes. L’exemple le plus intensivement étudié de ces systèmes 











Figure A.2 : Schéma d’une hétérojonction AlGaAs/GaAs. z est l’axe de croissance. 
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Sur un substrat semi-isolant, on fait croître par épitaxie à jet moléculaire la structure 
représentée sur la figure A.2. Elle comporte une couche de GaAs non dopé, une fine couche 
de AlxGa1-xAs non dopé puis une couche de AlxGa1-xAs dopé N
+
. GaAs et AlxGa1-xAs ont des 
paramètres cristallins très proches, l’interface entre les couches présente donc peu de défauts. 
Par contre, la largeur de la bande interdite de AlxGa1-xAs est supérieure à celle de GaAs et 
augmente avec la concentration x en aluminium. A l’interface de l’hétérojonction, les niveaux 
de Fermi s’alignent. La différence d’énergie de gap entre les deux semiconducteurs induit une 
courbure de bande. Coté GaAs, il se forme à l’interface un puits de potentiel triangulaire dans 
lequel sont transférés les électrons libres de AlGaAs qui s’accumulent (cf. figure A.3). Selon 
la direction de croissance de l’hétérojonction, ceux-ci sont confinés sur une longueur 
inférieure à leur longueur d’onde de Fermi. On peut de plus montrer que, à basse température, 
seule la sous bande la plus basse en énergie est peuplée : il y a donc formation d’un gaz 
d’électrons purement bidimensionnel à l’interface AlGaAs/GaAs. Cette hypothèse est 
généralement vérifiée dans le cas d’hétérojonctions AlGaAs/GaAs de concentration 
électronique relativement faible [Ferry 97]. 
En pratique, dans un semiconducteur intrinsèque tous les électrons apportés par les atomes 
sont utilisés pour réaliser des liaisons chimiques entre eux. Seuls quelques électrons 
supplémentaires sont fournis par les atomes d’impureté présents dans le semiconducteur. Il en 
résulte que le nombre d’électrons venant peupler le puits est petit. Pour contrôler la densité 
électronique et remplir le puits de potentiel, la solution est d’introduire intentionnellement 
dans le semiconducteur des atomes d’impureté possédant des électrons supplémentaires : c’est 
le dopage (comme par exemple des atomes de Si pour le GaAs). Une fois séparés de leurs 
électrons supplémentaires les atomes de dopants possèdent une charge positive, on les appelle 
donneurs ionisés. Malheureusement si elle augmente le nombre d’électrons disponibles, 
l’introduction de ces impuretés apporte des défauts dans le cristal et dégrade les propriétés 
électriques de celui-ci. Il faut donc trouver un compromis entre l’apport d’électrons et la 
qualité des échantillons. Un grand progrès fût réalisé lorsque les dopants furent séparés 
spatialement du puits de potentiel par la couche de AlGaAs non dopé (spacer) insérée entre 
GaAs et AlGaAs dopé. Cela permet de réduire la diffusion sur le potentiel des impuretés 
ionisées et donc d’accroître la mobilité du 2DEG, on réalise ainsi des 2DEG de très haute 








. On parle de 
structure à modulation de dopage [Dingle 78]. Dans ce cas les électrons piégés ne subissent 
plus l’influence néfaste des atomes donneurs ionisés. 
La figure A.3 présente le schéma d’une hétérojonction AlGaAs/GaAs. Lorsque ces deux 
semiconducteurs sont mis en regard, les électrons contenus dans AlGaAs ont une énergie 
potentielle plus forte que dans GaAs. Ils migrent naturellement dans le GaAs. Cependant, 
suite à ce déplacement de charge AlGaAs n’est plus neutre électriquement et les donneurs 
ionisés tendent à rappeler les électrons par l’intermédiaire des forces électrostatiques 
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(attraction coulombienne). Néanmoins l’énergie électrostatique n’est pas suffisante pour 
permettre aux électrons de passer la barrière de potentiel à l’interface AlGaAs/GaAs, ceux-ci 
s’accumulent donc à cet endroit. La présence de cette accumulation de charge courbe les 
bandes énergétiques dans les deux semiconducteurs et donne lieu, à l’équilibre, à la création 
d’un puits de potentiel triangulaire. Pour augmenter le nombre d’électrons on peut doper 
l’AlGaAs. Comme le gaz d’électrons se forme dans GaAs, les dopants et les électrons ne se 
situent pas dans une même région de l’espace. Cela améliore grandement les qualités du gaz 














Figure A.3 : Formation d’un 2DEG à l’interface de l’hétérojonction AlGaAs/GaAs. 
Formation d’un puits de potentiel triangulaire. 
 
On trouve dans le deuxième chapitre de ce mémoire la description d’un autre type 
d’hétérostructure semiconductrice : l’hétérojonction Si/SiGe qui se distingue de 
AlGaAs/GaAs par la présence de contraintes à l’interface des couches semiconductrices. 
 
Remarque : Les cristaux semiconducteurs sont un arrangement périodique d’atomes. On 
montre [Ashcroft 76] que l’influence de ces atomes sur les états électroniques peut dans 
certains cas être prise en compte en modifiant la masse des porteurs de charge. C’est 
l’approximation de la masse effective. Dans ce cas les électrons dans un cristal ressemblent à 
des électrons libres avec une masse m* différente de celle dans le vide m0. Cette masse 
effective dépend du matériau considéré (0.067m0 dans le cas du GaAs). Ainsi les équations 
précédentes restent valables pour des électrons dans un cristal semiconducteur si l’on 
remplace m par m*. Ce manuscrit se place dans l’approximation de la masse effective. 
 
 GaAs non dopé AlGaAs N
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La structure AlGaAs/GaAs fait partie de la famille des semi-conducteurs III-V qui ont pour 
particularité d’être univallés, ce qui donne gv = 1. Cette singularité est présente pour toute 
cette famille de semi-conducteurs, excepté pour AlAs, AlP et GaP qui sont multivallés. 
 
A.1.3   Les plasmons 
Dans une approche classique les plasmons peuvent être expliqués par la théorie de Drude 
des métaux. Le métal est traité comme un réseau 3D d’ions immobiles entouré par un gaz 
d’électrons libres. Les plasmons correspondent à des oscillations collectives de ce gaz 
d’électrons à des fréquences optiques.  
En physique quantique le plasmon est la quasi-particule provenant de la quantification des 
oscillations de plasma (ou un plasmon est une oscillation de plasma quantifiée) tout comme 
les photons et les phonons qui sont des quantifications de lumière et des ondes sonores 
respectivement. Les énergies de ces particules sont de l’ordre de 10 à 20 eV dans les métaux, 
il n’existe pas de plasmons dans un métal à l'équilibre. Il est cependant possible d’exciter les 
modes de plasmons en utilisant des électrons, des rayons X, des ondes électromagnétiques ou 
encore des ondes acoustiques pour bombarder un film métallique suffisamment fin. Les 
électrons ou les photons X peuvent céder de l’énergie aux plasmons ce qui permet de les 
détecter. 
La plupart des propriétés des plasmons peuvent être obtenues directement à partir des 
équations de Maxwell [Chiu 74]. 
Jusqu’ici, nous n’avons parlé que du cas tridimensionnel. Il est cependant possible de réaliser 
des gaz d’électrons bidimensionnels (par exemple avec des interfaces Si/SiO2 ou dans des 
puits quantiques AlAs/GaAs) ou unidimensionnels (fils quantiques). 
Dans un système 2D d’électrons, la dispersion d’un plasmon 2D prend la forme ci-dessous 












2                                                  (A.9) 
 
où q est le vecteur d’onde de plasmon, e la charge de l’électron et ε = ε0εr est la permittivité 
diélectrique, avec ε0 et εr sont respectivement la permittivité du vide et celle relative au milieu 






A.2    Transport sous champ magnétique : Magnéto-transport 
Dans tout ce qui a précédé, nous avons étudié les propriétés d’un 2DEG en l’absence d’un 
champ magnétique. L’application d’un champ magnétique modifie profondément les 
propriétés des systèmes d’électrons bidimensionnels notamment la densité d’états [Datta 95]. 
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Généralement, les effets les plus prononcés sont observés pour un champ magnétique 
perpendiculaire au plan du 2DEG. Nous allons maintenant étudier les propriétés de transport 
d’un 2DEG soumis à un champ magnétique. 
 
A.2.1   Modèle de Drude 
La notion de désordre est un aspect important dans l’étude des phénomènes de transport 
électrique. L’écoulement du courant se trouve limité par la présence dans les systèmes réels 
de défauts (atomes d’impuretés, dislocations…). Des collisions sur les défauts se produisent et 
opposent une résistance au passage du courant électrique. 
Le modèle de Drude est le premier modèle du transport électrique, il fût établit en 1900 
[Drude 00]. Selon ce modèle, à l’équilibre, les électrons de conduction se déplacent dans un 
mouvement aléatoire (vitesse et direction quelconques) sous l’effet des collisions avec les 
impuretés et les défauts [Pottier 99]. L’application d’un champ électrique E (selon la direction 
x) entraîne une dérive des électrons (avec une vitesse v dans la direction de la force 
électrostatique –eE), leur vitesse moyenne peut être aisément calculée en résolvant l’équation 














**                                        (A.10) 
 
où τe est le temps moyen entre deux collisions (temps de vol). En régime stationnaire (la 












=〉〈                                                        (A.11) 
 
La mobilité µ des électrons est le coefficient de proportionnalité entre leur vitesse et la valeur 
du champ électrique : v = –µE, elle s’écrit alors dans le cadre du modèle de Drude :                
µ = eτe/m* (elle décrit la facilité de déplacement des porteurs dans le système). D’autre part, 
la densité de courant résultante s’écrit j = –nsev. En rapprochant cette expression de la 
définition de la conductivité j = σE, il est possible de déterminer la conductivité de Drude (à 






en esD τσ =                                                        (A.12) 
 
On peut également définir la résistivité (à champ magnétique nul) ρ0 = 1/σ0. 
La mesure expérimentale de la conductivité permet donc de connaître des paramètres du 
système. C’est la raison pour laquelle les mesures de transport électrique ont été massivement 
utilisées par les physiciens pour étudier les matériaux.  
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Remarques : 
• La mobilité est une mesure de la qualité d’un échantillon car elle est directement 
proportionnelle au temps de vol τe. Plus celui-ci est grand plus le désordre est faible. 
C’est cette notion qui était invoquée au paragraphe A.2 lorsque la qualité des gaz 
bidimensionnels était évoquée. 
• En pratique il existe toujours plusieurs mécanismes de collisions (sur les impuretés, 
sur les phonons…). Le temps de vol total sera tel que : ...)( 111 ++= −−− phononsimpuretéstot τττ  
 
Si un champ magnétique externe B est appliqué perpendiculairement au système 
bidimensionnel (selon la direction z), les électrons sont soumis à la force de Lorentz               
F = –ev × B qui agit perpendiculairement à la trajectoire de la particule. Ainsi, cette force ne 
modifie pas la vitesse de l’électron mais lui induit un mouvement de rotation dans le plan. 
L’électron décrit alors une orbite dite ”orbite cyclotron” autour de ce champ magnétique, à 
une fréquence (cyclotron) ωc = eB/m*. Il est séparé du centre de rotation, qui lui est fixe, d’un 
rayon (cyclotron) rc = v/ωc. On peut alors résoudre à nouveau l’équation du mouvement 
(A.10) qui devient : m*v/τe = –e(E + v × B), et par extension du calcul précédent, une 





















σ                                       (A.13) 
 
où σ0 est la conductivité de Drude à champ magnétique nul définie précédemment. Le tenseur 















τωρρ                                               (A.14) 
 
Généralement, à basse température τe ne dépend pas de B. L’expression (A.14) montre que la 
résistivité se décompose alors entre une partie longitudinale constante (indépendante du 
champ magnétique) ρxx = ρ0 (le terme diagonal), et une partie transverse proportionnelle au 
champ magnétique ρxy = B/ens (le terme non diagonal). Il apparaît donc une différence de 
potentiel (Vy) perpendiculairement à l’écoulement du courant (Ix). C’est l’effet Hall classique 
[Hall 79] (c’est pourquoi la résistance transverse est également appelée résistance de Hall,  
RH = Vy/Ix). C’est un effet remarquable car il a permis de distinguer de types de charges : 
négatives pour les électrons et positives pour les trous. En outre, cet effet ne dépend que de 
leur densité surfacique. C’est pourquoi il est fréquemment utilisé expérimentalement pour la 
déterminer. En d’autres termes, sous faible champ magnétique la résistance transverse croit 
linéairement avec le champ selon un coefficient directeur inversement proportionnel à la 
densité électronique du 2DEG. Notons que la résistance longitudinale est reliée à la résistivité 
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longitudinale par l’expression Rxx = ρxxL/W où L est la longueur et W est la largeur du système 
2D, tandis que la résistance transverse Rxy (ou RH) est égale à la résistivité transverse ρxy. 
Remarque : Le modèle de Drude s’applique au régime des faibles champs magnétiques pour 
lesquels le rayon cyclotron rc reste supérieur au libre parcours moyen élastique le. On néglige 
dans ce cas les modifications qu’induit le champ magnétique sur la densité d’états pour mener 
une approche classique, qui ne considère que l’influence de la courbure cyclotron sur les 
trajectoires électroniques. 
 
A.2.2   Densité d’états 
Sous fort champ magnétique, lorsque rc << le, le traitement classique de Drude ne 
s’applique plus et il devient nécessaire de prendre en compte les modifications qu’induit le 
champ magnétique sur la densité d’états et le spectre d’énergie électronique. Lorsqu’un 
champ magnétique est appliqué au système, la densité d’états en escaliers (cf. équation A.5) 
se transforme en une séquence de pics de δ-Dirac (cf. figure A.4) séparés par l’énergie cωh  : 















(, ++= iEE cnni ωh    i,n = 0,1,2,…                                      (A.15b) 
 
avec δ la fonction pic de Dirac, En l’énergie de confinement et )
2
1
( +icωh l’énergie de 
Landau. Chaque entier i correspond à un niveau discret d’énergie appelé niveau de Landau. 
Notons que l’équation (A.7) reste valable avec cette nouvelle définition de la densité d’états. 
L’équation (A.15a) nous montre que chaque niveau de Landau, séparé en énergie du niveau 
suivant par cωh , contient eB/h états par unité de surface (la dégénérescence de spin n’est pas 
prise en compte). Chaque niveau est alors caractérisé par une dégénérescence                          
g = eBS/h = Φ/Φ0 où Φ est le flux magnétique à travers la surface S et Φ0 = h/e est le quantum 
de flux. Le rapport entre la densité des électrons et la densité d’états accessibles (densité de 
flux) est alors nommé facteur de remplissage ν = hns/eB et peut aussi être vu comme le 
nombre de niveaux de Landau occupés sous l’énergie de Fermi.  
En outre, comme la concentration électronique ns est constante, l’expression (A.7) impose 
dans ce cas au niveau de Fermi EF d’osciller entre les différents niveaux de Landau lorsqu’un 
champ magnétique est appliqué.  
Cette description correspond au cas idéal, l’influence du désordre et d’impuretés dans le 
système n’a pas été prise en compte. Si l’on tient compte des interactions électron-impureté, 
ceux-ci provoquent un élargissement des niveaux de Landau et la densité d’états n’est plus 
représentée par une série de fonctions-δ, mais des pics élargis en énergie. La forme de ces 
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pics dépend de la nature des interactions avec les impuretés (elliptique, gaussienne,...) [Ando 
74; Ando 82]. D’autre part, il a été démontré que ces pics élargis présentent sur une bande 
étroite au voisinage du centre du niveau de Landau des états délocalisés qui participent à la 
conduction (figure A.4). A l’inverse, les états situés sur la "queue" de la densité d’états seront 
localisés [Aoki 77, Aoki 81]. Ces derniers ne participent pas au transport. (D’une autre 
manière, la prise en compte des interactions électron-impureté entraîne une levée de 
dégénérescence des niveaux de Landau qui prennent la forme de bande d’énergie selon une 
distribution qui dépend du modèle envisagé. Ces bandes d’énergies sont composées d’états 
délocalisés, situés en centre de bande, alors que les états en bords de bande sont localisés). 
Cette interprétation permet d’expliquer, nous allons le voir, le comportement de la résistance 













Figure A.4 : Densité d’états d’un 2DEG sous fort champ magnétique : à gauche, formation de 
niveaux de Landau discrets dans le cas idéal, à droite, élargissement des niveaux si l’on 
prend en compte le désordre. 
 
Enfin, jusqu’ici le spin de l’électron a été ignoré, excepté pour le calcul de la densité 
d’états. L’influence du spin se traduit, à champ magnétique nul, par une dégénérescence 
supplémentaire de valeur gs = 2. Sous champ magnétique, un terme supplémentaire doit être 
rajouté à l’équation (A.15b), il correspond à l’énergie Zeeman qui a pour valeur msg*µBB où 
ms = ± 1/2 est le nombre quantique de spin, g* le facteur de Landé et µB le magnéton de Bohr. 
Pour des champs magnétiques suffisamment élevés, l’énergie Zeeman devient supérieure à 
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A.2.3   Les magnéto-plasmons 
Toujours pour un champ magnétique perpendiculaire au 2DEG, la résolution des 
équations de Maxwell ajoute à l’expression (A.9) de la dispersion des plasmons 2D, la 
contribution de la fréquence cyclotron électronique ωc, d’où la relation de dispersion des 
magnéto-plasmons [Kukushkin 06]. 
 
222 )0,(),( cpmp BqBq ωωω +==                                           (A.16) 
 
A.2.4   Effet d’un champ magnétique intense 
A.2.4.1  Effet Shubnikov-de Haas 
En 1930, Shubnikov et de Haas ont étudié la résistance du cristal 3D de bismuth, en 
fonction du champ magnétique appliqué. Leurs résultats montrent que, à  basse température, 
celle-ci présente des oscillations périodiques selon l’inverse du champ magnétique 
[Shubnikov 30] : c’est l’effet Shubnikov-de Haas (SdH) que nous allons interpréter dans un 
2DEG. 
La théorie du transport de Drude n’est justifiée en présence de champ magnétique que si 
celui-ci vérifie la condition TkBc <<ωh . Dans le cas contraire la quantification en niveaux de 
Landau ne peut être négligée et l’équation du mouvement cesse d’être valide, une théorie 
quantique devient nécessaire. Lorsque le champ magnétique varie de façon continue, 
l’espacement entre les niveaux de Landau augmente proportionnellement à B et les niveaux de 
Landau se décalent vers les hautes énergies. En parallèle, la dégénérescence de chaque niveau 
augmente avec le champ magnétique. Afin de conserver constante la densité électronique, le 
niveau de Fermi va donc, dans le cas idéal, osciller d’un niveau de Landau vers le niveau 
suivant. Lorsque la séparation entre les niveaux de Landau dépasse l’élargissement des 
niveaux dû à la diffusion (ωcτe ≤ 1), la nature discrète de la densité d’états devient observable 
dans les propriétés de transport (cf. paragraphe A.2.2). Ainsi, les variations du champ 
magnétique feront correspondre alternativement l’énergie de Fermi à des états délocalisés au 
voisinage du centre du niveau de Landau, puis des états localisés. De plus, la résistivité 
longitudinale est proportionnelle à la densité d’états au niveau de Fermi [Abrikosov 88; 
Coleridge 89], donc à chaque fois que EF croise les états délocalisés, un pic de résistivité 
apparaît dans ρxx (la résistance est maximale), alors qu’un minimum est observé lorsque EF 
correspond à un domaine d’états localisés (la résistance est minimale et peut même s’annuler). 
La résistance (ou la résistivité) longitudinale du 2DEG présente alors des oscillations 
périodiques dites de Shubnikov-de Haas (cf. figures A.5 et A.6). Ces oscillations suivent une 
loi en 1/B de période définie par l’espacement entre niveaux de Landau : 
 










                                         (A.17) 
 
(Cette expression ne prend pas en compte les dégénérescences de spin et de vallée). 
Ainsi, la période des oscillations de Shubnikov-de Haas dans ρxx est un outil extrêmement 
utile afin d’obtenir une estimation expérimentale de ns. 
Pour des températures très basses, ou encore de forts champs magnétiques, soit TkBc >>ωh , 
l’amplitude des oscillations de SdH est indépendante de la température T (d’ailleurs c’est 
pourquoi les oscillations de SdH servent en général expérimentalement pour la détermination 
de la densité électronique). Si au contraire, TkBc <<ωh , l’amplitude des oscillations de SdH 
devient alors très dépendante de la température. A titre d’observation sont représentés sur la 
figure A.5, les résultats de simulation des oscillations de SdH pour deux températures très 
proches. Nous distinguons clairement pour de faibles variations de température, que les 























Figure A.5 : Résultats de simulation des oscillations de SdH pour deux températures, 
respectivement T = 50 mK et T = 1K [Moreau 07]. 
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A.2.4.2  Effet Hall quantique entier 
D’autre part, si on considère le comportement de la résistivité de Hall ρxy, des plateaux de 
valeurs quantifiées ont été observés pour des champs magnétiques correspondant aux minima 
de ρxx [Klitzing 80]. Ce phénomène, appelé effet Hall quantique entier, a été mis en évidence 
expérimentalement au Laboratoire des Champs Magnétiques Intenses de Grenoble en 1980 et 
pour lequel K. von Klitzing a reçu le prix Nobel de physique en 1985. Il peut être expliqué en 
utilisant une dérivation de la formule de réponse linéaire de Kubo pour la conductivité [Aoki 
81]. La figure A.6 donne un exemple de mesure expérimentale de l’effet Hall et des 
oscillations de Shubnikov-de Haas dans un 2DEG. Nous remarquons qu’à faible champ 
magnétique Rxy suit le comportement classique, c'est-à-dire linéaire en B, puis laisse 
apparaître un plateau chaque fois que le niveau de Fermi EF est situé entre deux niveaux de 
Landau, qui se traduit par Rxx = 0. La valeur des plateaux est donné par Rxy = h/νe
2
 où ν est le 
facteur de remplissage correspondant à des valeurs entières et h/e
2



















Figure A.6 : Résistance longitudinale Rxx (en pointillés, échelle de gauche) et résistance de 
Hall Rxy (trait plein, échelle de droite) en fonction du champ magnétique B, mesurées à          
T = 1.4 K dans un 2DEG. Les facteurs de remplissage indiqués  prennent en compte la 
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A.2.4.3  Effet Hall quantique fractionnaire 
Deux ans après la découverte de l’effet Hall quantique entier, l’effet Hall quantique 
fractionnaire a été mis en évidence sur une hétérojonction AlGaAs/GaAs de haute mobilité 
électronique à basse température [Tsui 82]. Cet effet, pour lequel les auteurs ont reçu le prix 
Nobel de physique en 1998, se traduit de manière semblable à l’effet Hall quantique entier, 
avec l’apparition de plateaux quantifiés Rxy = h/νe
2
, accompagnés de régions sans dissipation 
pour Rxx (figure A.7). Ce qui est complètement inattendu, c’est que ce phénomène apparaît 
pour des valeurs fractionnaires du facteur de remplissage ν. Etant donné les nombreuses 
similitudes entre le régime Hall quantique entier et fractionnaire, des particules composites de 
la famille des fermions ont été imaginées afin d’expliquer d’une part les phénomènes qui se 
produisent dans ce régime quantique fractionnaire, et d’autre part, pour que l’effet Hall 



















Figure A.7 : Effet Hall quantique fractionnaire : mesures de Rxx et Rxy en fonction du champ 
magnétique et à basse température [Stormer 99]. 
 
A.2.5   La résonance cyclotron électronique 
Dans la théorie classique, la résonance cyclotron est utilisée expérimentalement pour 
déterminer la masse effective des porteurs de charge dans un solide. Les premières mesures de 
résonance cyclotron ont été réalisées dans les années 50 sur des cristaux de silicium et de 
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germanium [Dresselhaus 53; Lax 54], et ce procédé expérimental est aujourd’hui couramment 
utilisé dans des structures plus complexes. 
Le phénomène de résonance cyclotron électronique survient lorsque le couplage, entre la 
fréquence cyclotron de l’électron en champ magnétique et l’énergie électromagnétique 
appliquée (ou l’énergie d’excitation ωh ), est le plus fort. On peut expliquer théoriquement ce 
processus, en partant du modèle simple de l’électron en mouvement orbital circulaire autour 
du champ magnétique extérieur, lequel est alors soumis respectivement à la force de Lorentz 






















Dans un système 2D d’électrons, cette absorption résonante est d’autant plus marquée que le 
temps de vie des électrons est important. En effet, pour que le couplage soit optimal, il faut 
également que l’électron ait parcouru la totalité de son orbite sans subir de collisions, ce qui 







eec µττω                                                  (A.19) 
 
Outre la détermination de m*, des mesures de résonance cyclotron informent en particulier de 
la courbure des bandes d’énergie et donc du degré de nonparabolicité de la bande de 










                                                (A.20) 
 
Le champ magnétique résonant est obtenu en résolvant l’équation de mouvement en champ 
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D’un point de vue de la théorie quantique, la résonance cyclotron électronique correspond 
également aux transitions des états électroniques pleins vers des états électroniques vides, 
situés au-dessus du niveau de Fermi, et d’énergie cωω hh = . 
 
A.3    Les différents régimes de transport 
 
A.3.1   Grandeurs caractéristiques 
Les propriétés de transport d’un système sont étroitement liées à la comparaison de ses 
dimensions caractéristiques avec certaines grandeurs fondamentales. Cette comparaison 
permet alors de déterminer le "régime" de transport approprié et d’en déduire les lois 
physiques élémentaires à appliquer. En l’absence de champ magnétique, les grandeurs les plus 
significatives sont la longueur d’onde de Fermi λF, le libre parcours moyen entre deux 
collisions élastiques le et la longueur de cohérence de phase lφ. D’autres grandeurs, comme la 
longueur magnétique lm et la longueur thermale lT, peuvent également jouer un rôle important, 
mais ce rôle sera en général limité à certains phénomènes spécifiques (e.g. lT pour la 
décohérence). 
• La longueur d’onde de Fermi est généralement la plus petite de ces grandeurs. Elle est 
définie par λF = 2pi/kF = sn/2pi . Elle permet de déterminer la dimensionnalité 
effective d’un système pour les propriétés de transport [Rössler 95] (si λF < Lx,Ly,Lz où 
Lx,Ly,Lz sont les dimensions caractéristiques du système, alors le système sera 3D, si  
Lz < λF < Lx,Ly il sera 2D, etc…). Bien sur dans ce manuscrit nous considérons des 
systèmes électroniques 2D par rapport à λF. Rappelons qu’à basse température, seuls 
les électrons proches du niveau de Fermi participent à la conduction, c’est donc bien la 
longueur d’onde au niveau de Fermi qui doit être considérée. 
• Le libre parcours moyen électronique le caractérise le désordre statique dans 
l’échantillon. Il est généralement défini dans la littérature comme étant la distance 
moyenne parcourue par un électron entre deux collisions élastiques (avec les défauts et 
les impuretés du réseau, des phonons, etc…). D’une manière plus formelle, il est 
défini comme la distance parcourue par un électron à la vitesse de Fermi pendant un 
temps τe : le = vFτe. τe correspond au temps moyen de relaxation entre deux collisions 
élastiques caractérisées par une forte déviation du vecteur d’onde [Datta 89]. Il est 
aussi appelé temps de diffusion élastique.  
• La longueur de cohérence de phase lφ est définie à partir du temps de cohérence de 
phase τφ  qui détermine le temps de relaxation pour lequel un électron, en considérant 
son aspect ondulatoire, va conserver sa phase (peut se propager sans perdre la 
cohérence de sa phase). Les mécanismes qui conduisent à une modification de la 
phase électronique sont généralement appelés phénomènes de déphasage, ou encore 
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de décohérence. La longueur de cohérence de phase est déterminée par [Datta 95] :    
lφ = vF.τφ  si τφ < τe et φφ τDl =  si τφ > τe où eFvD τ
2
=  désigne le coefficient de 
diffusion. Ce terme permet de refléter le rôle joué par les collisions élastiques sur les 
phénomènes de transport se déroulant sur une échelle de temps t > τe. Ainsi, en règle 
générale, τφ >> τe dans le cas de matériaux semiconducteurs à faible mobilité, et pour 
des températures inférieures ou égales à celle de l’Hélium liquide. 
 
A.3.2   Régime diffusif 
Le régime diffusif est caractérisé par L,W >> le,lφ, où L désigne la longueur et W la largeur 
(dimensions caractéristiques) du système électronique dans la direction du courant. Lors de sa 
traversée du système, l’électron subit un grand nombre de collisions, son mouvement est 
diffusif et les propriétés de transport, vues comme macroscopiques sont traitées de manière 
statistique. Dans ce régime, les propriétés de transport sont décrites par le modèle de Drude 
[Ashcroft 76]. En particulier, la conductivité σ qui relie la densité de courant locale au champ 
électrique, et la conductance G qui relie le courant total à la tension mesurée, sont 
caractérisées par la loi d’Ohm [Beenaker 91] : G = (W/L)σ. 
 
A.3.3   Régime mésoscopique diffusif 
Le transport sera considéré comme mésoscopique si la longueur de cohérence de phase 
devient plus grande que la taille du système. De plus, si le régime de transport est diffusif, on 
a alors le < L,W < lφ, et la trajectoire électronique reste gouvernée par les nombreuses 
collisions élastiques sur des centres diffuseurs. Le conducteur, même désordonné, peut être 
considéré dans son ensemble comme une unité cohérente en phase. Ce régime permet 
l’observation de phénomènes d’interférence qui vont apporter des corrections quantiques à la 
conductivité de Drude qui sera alors fortement modifiée. D’autre part, la loi d’Ohm 
macroscopique G = (W/L)σ  n’est plus applicable pour les systèmes mésoscopiques. Il est 
alors possible d’exprimer la conductance du système par la formule de Landauer-Büttiker :   
G = (2e
2
/h)T où T désigne une probabilité de transmission entre les contacts du système 
[Büttiker 92]. La conductivité ne désigne plus de grandeur locale.  
 
A.3.4   Régime balistique 
Ce régime est caractérisé par L,W < le,lφ. Lorsque le libre parcours moyen devient 
supérieur aux dimensions du système, l’influence des collisions avec les impuretés devient 
négligeable, la trajectoire d’un électron traversant le système est définie uniquement par les 
collisions sur les bords physiques du système. C’est donc la géométrie de l’échantillon qui, 
dans ce cas, détermine les propriétés électroniques de transport. Comme dans le cas 
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précédent, la loi d’Ohm ne s’applique plus pour un tel régime. Il est toutefois également 
possible d’employer le formalisme de Landauer-Büttiker. Les principales propriétés de 
transport dans le régime balistique présentent de profondes différences avec le régime diffusif. 
 
A.4    Interaction électron-électron 
Dans ce qui a précédé, nous avons considéré les électrons comme des particules non 
corrélées : dans certaines conditions toutefois, l’énergie cinétique électronique devient 
inférieure à l’énergie d’interaction électron-électron et il est nécessaire de prendre en compte 
les interactions qui lient les électrons par l’intermédiaire des forces Coulombiennes 
[Abrahams 01]. Les effets de l’interaction électron-électron ont jalonné la physique de la 
matière condensée moderne donnant lieu parfois à des comportements absolument nouveaux 
et imprévus. Pour preuve l’effet Hall quantique fractionnaire qui fût découvert en 1982 [Tsui 
82] et pour lequel les auteurs reçurent le prix Nobel de physique en 1998. En 1994 
Kravchenko et ses collaborateurs observèrent qu’en faisant varier la densité électronique les 
gaz d’électrons dans les MOS Silicium pouvaient présenter une résistance diminuant avec la 
température : un comportement de type métallique interdit alors par la théorie existante 
[Kravchenko 04]. Ils avaient donc observé une apparente Transition Métal-Isolant dans les 
systèmes bidimensionnels [Kravchenko 94]. Très vite, l’interaction fût invoquée pour 
expliquer cette observation. 
Le paramètre rs est utilisé pour quantifier la force de l’interaction entre les électrons à 
l’intérieur d’un système. Celui-ci est définit comme le rapport entre l’énergie de Coulomb Ec 
et l’énergie de Fermi EF (proche de l’énergie cinétique électronique dans le cas d’un gaz 
électronique fortement dégénéré), il traduit la compétition entre deux comportement. Si ce 
rapport est grand, l’énergie de Coulomb est prépondérante dans le système, l’effet de 
l’interaction est fort. Dans le cas contraire c’est l’énergie de Fermi qui est prépondérante et le 















                                                  (A.22) 
 
Ce paramètre est donc inversement proportionnel à la racine carrée de la densité surfacique 
d’électrons. On comprend donc qu’en faisant varier la densité électronique dans le système on 
fait varier l’interaction électron-électron. Qualitativement, moins le système contiendra 
d’électrons et plus l’influence de leurs interactions sera grande. Pour se représenter cela en 
termes simples il faut considérer le nombre d’états disponibles donné. Le nombre de 
possibilités de répartir les électrons dans ces états est plus petit pour un système de grande 
densité que pour un système de faible densité. Le système de faible densité a donc plus de 
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choix pour répartir les électrons de manière à minimiser leur interaction. C’est dans ce cas que 




Cette annexe a eu pour but de donner une introduction générale au transport électronique 
dans les systèmes bidimensionnels. Elle a permis également d’introduire les notions 
élémentaires permettant de comprendre les propriétés physiques des ces systèmes. Ces aspects 
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Techniques expérimentales – Compétences 
et savoir faire 
 
Cette annexe a pour but de présenter les systèmes expérimentaux et les compétences 
techniques que j’ai pu acquérir durant les trois années de thèse passées au Laboratoire des 
Champs Magnétiques Intenses (LCMI) de Grenoble. Elle sera composée de quatre sections 
principales permettant de caractériser le savoir-faire issu de ce travail de thèse : systèmes 
cryogéniques, technologie des champs magnétiques intenses, mesures de transport à faible 
bruit et compétences complémentaires. Tous les instruments de mesure décrits ici sont ceux 





B.1    Systèmes cryogéniques  
 
L’observation des effets quantiques n’est possible qu’à très basse température car les 
hautes températures détruisent le caractère ondulatoire des électrons et empêchent 
l’observation des effets interférentiels. L’étude de l’état fondamental d’un système nécessite 
donc l’accès aux températures les plus basses possibles, vérifiant par exemple la condition 
ħωc >> kBT dans le cas de l’effet Shubnikov-de Haas. Ceci entraine l’utilisation de systèmes 
de refroidissement basés sur deux fluides cryogéniques : l’hélium 4 liquide et son isotope 
l’hélium 3 liquide. 
La température de base d’un système cryogénique n’est toutefois pas sa seule caractéristique 
importante : outre les contraintes liées à son utilisation, il faut également prendre en compte la 
gamme de température qu’il permet d’exploiter afin par exemple de pouvoir réaliser des 
dépendances en température dans un domaine le plus large possible. Les résultats 
expérimentaux présentés dans ce mémoire ont été obtenus dans une large gamme de 
températures, entre 1.4 K et 120 K. Les systèmes cryogéniques utilisés (cf. figure B.1) ont 
ainsi été un cryostat 
4
He à température variable (ou VTI) pour des températures de mesure 
entre 1.4 K et 280 K, un cryostat 
3
He (300 mK – 4.2 K) et un réfrigérateur à dilution           
(30 mK – 1.6 K) (le cryostat 
3
He a été utilisé pour des travaux non présentés dans ce 
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mémoire). Cependant la production de basses températures n’est pas le seul enjeu et ces 
systèmes possèdent aussi la possibilité de produire un fort champ magnétique. 
S’ils sont assez souples à utiliser ils restent des dispositifs expérimentaux complexes dont une 
bonne connaissance est nécessaire afin d’en assurer la maintenance et d’effectuer 
d’éventuelles interventions en cas de problème. 
L’apprentissage des techniques de cryogénie aurait sans doute été plus difficile sans la 
présence, la patience et les compétences de Gilbert Arnaud et Vincent Renard. C’est en partie 


















Figure B.1 : Photographies des trois systèmes cryogéniques : (a) VTI, (b) cryostat 
3
He, (c) 
réfrigérateur à dilution. 
 
Les trois dispositifs qui seront décrits sont des systèmes fabriqués spécifiquement par 
Oxford Instruments sur un cahier de charge établi par le groupe de Prof. J.-C. Portal. Ils se 
ressemblent par le fait qu’ils sont réalisés sur la même architecture : un bain d’Hélium 
contenant une bobine supraconductrice est entouré par une garde d’Azote et contient un 
cryostat. L’isolation thermique du bain vis-à-vis de l’extérieur est assurée par des enceintes 
sous vides et la garde d’azote liquide à 77 K complète l’isolation en éliminant les radiations 
d’énergie supérieure à cette température et en réduisant les pertes d’hélium par évaporation. 
Ces trois systèmes sont interchangeables et ne se distinguent que par le type de cryostat inséré 
dans le bain d’hélium et la gamme de température à laquelle ils donnent accès. 
Les échantillons ont été montés sur des cannes de mesure adaptées à chaque cryostat et 
introduits dans les systèmes par des mécanismes de "top loading" (littéralement, chargement 
par le haut). Les cannes ont spécifiquement des systèmes de rotation d’échantillon, 
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B.1.1    Cryostat 
4
He à température variable 
 
C’est le système le plus simple et dans lequel s’est réalisée la majorité de nos expériences. 
Le cryostat 
4
He à température variable, (variable temperature insert ou VTI en anglais) 
permet l’obtention d’une large gamme de température entre 1.4 K et 280 K.  
C’est un système de refroidissement basé sur les propriétés de température et de pression de 
l’
4
He. A pression atmosphérique l’hélium liquide se trouve à 4.2 K, si l’on diminue la 
pression sur un bain d’hélium sa température diminue elle aussi. Il est possible d’atteindre des 
températures de l’ordre de 1.4 K en utilisant des pompes primaires à palettes de fort débit   
(40 m
3
/h) combinées avec des pompes à lobes de type Roots (débit important de 250 m
3
/h et 
un vide limite bas de 5×10
-2
 mbar). En dessous de 2.2 K l’
4
He devient super fluide et 
l’efficacité de pompage diminue grandement c’est pourquoi ce système ne permet pas 
d’obtenir des températures plus basses que 1.4 K. 
Ce cryostat comporte deux bains d’hélium reliés l’un à l’autre par l’intermédiaire d’une 
micro-vanne à aiguille. Le bain primaire (le réservoir principal), de grand volume (80 litres), 
est maintenu à la pression atmosphérique et à T = 4.2 K : son rôle est notamment de maintenir 
à cette température un aimant supraconducteur 15 T. Le bain secondaire de plus faible volume 
est relié à un groupe de pompage primaire et Roots. C’est celui dans lequel est plongée la 





Figure B.2 : Schéma du cryostat VTI. Seule la partie centrale contenant le bain secondaire 
d’He diffère des autres systèmes. 
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Il est à noter que ce cryostat est de type statique : l’échantillon n’est pas en contact direct avec 
le bain d’hélium afin de réduire les effets de brusques variations de température et de 
convection. Il est placé dans une canne étanche emplie d’hélium gazeux à la température 
ambiante. Lorsque la canne est immergée dans le cryostat, cet hélium gazeux devient à basse 
pression et assure le contact thermique de l’échantillon avec le bain. L’hélium liquide est 
transféré du réservoir principal vers la zone où se trouve la canne (le bain secondaire) par la 
micro-vanne à aiguille. Deux régimes de fonctionnement peuvent être distingués : 
• Pour les basses températures, 1.4 K < T < 4.2 K, le bain secondaire se remplit 
d’hélium liquide par la micro-vanne. Pour descendre en température, il suffit de 
pomper dans cette zone et d’ajuster le flux d’hélium au travers de la vanne aiguille 
afin d’obtenir la pression de vapeur saturante, et par extension la température voulue. 
• Pour les plus hautes températures, 4.2 K < T < 280 K, la température de l’échantillon 
est contrôlée par un flux d’hélium gazeux. L’hélium liquide, soutiré du bain principal 
par la vanne aiguille rejoint une zone d’échange de chaleur. Dans cette zone, 
l’échantillon est approximativement amené à la température souhaitée. Nous avons 
utilisé un système de chauffage électrique et de contrôle de température de type ITC4 
dit "Intelligent" (fourni par Oxford Instruments) placé au fond du cryostat.   
 
La souplesse d’utilisation de ce système provient de sa simplicité et de son efficacité. Il 
est possible de charger ou décharger très rapidement des échantillons. Quarante cinq minutes 
seulement sont nécessaires entre le début du chargement et le début d’une mesure (entre la 
température ambiante et les basses températures) ! 
Le volume utile pour les échantillons (plusieurs échantillons peuvent être étudiés 
simultanément) est dans un diamètre de 34 mm. 
 
 




Pour pallier les inconvénients liés à l’utilisation de l’
4
He celui-ci peut être 




He est en effet un fermion et n’est donc pas 
sujet à la condensation de Bose-Einstein et à la suprafluidité à basse température. 
L’inconvénient est que cet isotope est rare et très coûteux (environ 200 € le litre gazeux). 
Dans ce type de cryostat, l’échantillon est placé en contact direct avec l’
3
He liquide (cf. figure 
B.3). Une quantité finie d’
3
He (15 litres) est placée dans le cryostat, et est conservée en 
permanence dans un circuit fermé afin de limiter au maximum les pertes de ce gaz précieux. 
Le principe de fonctionnement de ce cryostat est de condenser l’
3
He en le plaçant en contact 
thermique avec un bain d’
4
He pompé à environ 1.2 K (on parle de pot à 1 K). Le 
refroidissement est alors obtenu en réduisant la pression de vapeur saturante de l’
3
He liquide 
en utilisant un système de pompage interne par absorption constitué de charbons actifs. La 
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température des charbons est régulée entre 4.2 K et 40 K par un chauffage électrique et d’une 
circulation d’
4
He liquide. Lorsqu’ils sont refroidis les charbons actifs piègent les atomes 
d’
3
He et constituent donc une pompe dont l’efficacité dépend de la température. Autrement 
dit, à T = 40 K, l’absorption des molécules d’hélium est nulle alors qu’elle est maximale à     








Au début de l’expérience l’
3
He est libéré de la pompe à absorption (ou pompe cryogénique) et 
condensé sur le pot 1 K. Le liquide permettra de travailler pendant plus de 25 heures en 
moyenne entre 300 mK et 4.2 K. L’
3
He étant piégé au fur et à mesure dans la pompe 
cryogénique l’autonomie du système est donc limitée par la quantité de gaz présente 
initialement et le gaz sera éventuellement recondensé. 
Ce système quoique plus contraignant reste d’un emploi très souple. L’installation d’un 
échantillon nécessite quelques heures (pour passer de 300 K à 0.3 K) et la gamme de 
température à laquelle il donne accès permet de qualifier ce système de très polyvalent. 
Les cannes de mesure ont un système de rotation et permettent de monter plusieurs 
échantillons dans un volume utile avec un diamètre de 31 mm. 
 
 
B.1.3    Réfrigérateur à Dilution 
 
Le réfrigérateur à dilution est le système permettant d’obtenir les plus basses températures 
(30 mK < T < 1.6 K). Son principe repose sur la circulation d’un fluide à travers un cycle 
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Ce mélange est formé de deux phases liquides distinctes en dessous de T = 0.86 K. Une phase 
concentrée en 
3




He. Lorsque la 
phase diluée s’appauvrie en 
3
He l’équilibre entre les deux phases est déplacé et il y a une 
transition d’
3
He de la phase concentrée vers la phase diluée à travers l’interface pour rétablir 
l’équilibre. Ce phénomène absorbe de l’énergie et provoque donc l’abaissement de la 
température aux alentours de l’interface jusqu’à 30 mK (cf. figure B.4).  
L’interface entre les deux phases se situe dans la "chambre à mélange" (mixing chamber en 
anglais). Une fraction de phase diluée est prélevée vers l’évaporateur (still) maintenu par 
chauffage à 0.6 K. Lorsque l’on pompe sur l’évaporateur l’
3
He quitte plus facilement la phase 
diluée qui se trouve donc appauvrie. L’
3
He est évacué hors du cryostat à température 
ambiante. Il est ensuite refroidi puis condensé à 1.2 K. Un échangeur de chaleur abaisse 
encore sa température en réalisant un contact thermique avec la phase diluée envoyée vers 
l’évaporateur, puis il est réintroduit dans la chambre de mélange. 
Ce type de réfrigérateur permet en principe de diminuer indéfiniment la température dans la 
boite à mélange mais il est limité par les capacités du système de pompage et à l’impédance 
du circuit de circulation. On peut augmenter la puissance de refroidissement en réchauffant 
légèrement le still de manière à accélérer l’évaporation de l’
3
He. 
Le refroidissement d’un échantillon nécessite quelques heures (pour passer au dessous de 
50 mK), ce qui constitue un record de rapidité pour ce genre d’outils. L’utilisation de cet 
appareil est donc réservée à l’observation de phénomènes très fins pour lesquels les très 























Figure B.4 : Représentation schématique du fonctionnement d’un réfrigérateur à dilution. 
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Les cannes de mesure ont aussi un système de rotation de l’échantillon et offre un volume 
utile avec un diamètre de 34 mm. 
 
 
B.2    Technologie des champs magnétiques intenses 
 
B.2.1    Aimants supraconducteurs 
 
Nous savons qu’un champ magnétique statique est produit, de manière simplifiée, en 
faisant circuler un courant continu dans un solénoïde. Afin de produire les champs 
magnétiques nécessaires aux études expérimentales, nous avons utilisé des aimants 
supraconducteurs. Selon les cas ces aimants permettent d’obtenir des champs magnétiques 
continus jusqu’à 17 T. Un aimant est constitué de plusieurs bobines de filaments 
supraconducteurs de Niobium Titane (NbTi) et d’autres bobines adjointes de Niobium Etain 
(Nb3Sn). L’aimant est placé dans le bain principal d’hélium liquide (à 4.2 K) de manière à 
exploiter les propriétés supraconductrices des fils des bobines, et pouvoir ainsi injecter un 
courant suffisamment élevé sans dissipation de chaleur. Le courant est généré par une 
alimentation inductive délivrant jusqu’à 120 A sous des tensions de 10 ou 20 V. Les aimants 
utilisés ont été développés et fabriqués par Oxford Instruments. 
  
 
B.2.2    Réfrigérateur à point lambda 
 
Pour atteindre des champs magnétiques les plus élevés possibles, il est nécessaire de 
passer des courants plus importants sans sortir du régime supraconducteur. Pour cela, il est 
nécessaire de réduire la température de la bobine. Pour ce but, un réfrigérateur à point lambda 
est utilisé. Ce type de système utilise un pompage sur le bain d’hélium à travers une micro-
vanne qui permet d’avoir accès au réservoir d’hélium. Le réfrigérateur à point lambda 
refroidit à travers un serpentin la bobine jusqu’à environ 2.2 K par convection et conduction, 
sans modification de la pression dans le réservoir (bain Claudet). Le refroidissement 
s’effectue jusqu’au point lambda (2.2 K, la température à laquelle l’
4
He devient superfluide). 
Ainsi, les bobines utilisées sur le VTI et le réfrigérateur à dilution permettent d’atteindre 15 T 
à 4.2 K et 17 T à 2.2 K, et celle utilisée sur le cryostat 
3
He 13 T à 4.2 K et 15 T à 2.2 K. 
 
 
Si le principe de fonctionnement de ces systèmes de production de basses températures et 
de champ magnétique est simple, leur réalisation pratique n’en est pas moins complexe. Cette 
complexité en fait des systèmes fragiles, très sensibles à toute mauvaise manipulation. C’est 
pourquoi l’apprentissage de la manipulation, de la maintenance et des opérations de réparation 
de ces systèmes a occupé une part importante de mon travail expérimental. 
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B.3    Mesures de transport à faible bruit 
 
B.3.1    Mesures de résistance 
 
La mesure de transport se résume en réalité à une mesure précise de résistance en fonction 
de différents paramètres extérieurs (champ magnétique, température …). 
L’échantillon, une petite plaquette de semi-conducteur de quelques mm
2
, est relié par des fils 
d’or soudés à l’indium ou des fils d’Al connectés par « wedge bonding », à un support situé 
en bout d’une canne porte échantillon. Ce support est relié par des fils de manganin ou de 
cuivre selon les cannes (ces fils conciliant faible résistivité et basse conductivité thermique) à 
des connecteurs externes. Des câbles coaxiaux et des boîtes de mesures blindés permettent de 
raccorder les différents composants de la chaîne d’acquisition à l’échantillon.  
Grâce à la géométrie en barre de Hall des échantillons (avec une dizaine de contacts), les 
mesures des résistances longitudinales et transverses ont été réalisées selon un schéma de 
connexion à quatre contacts : deux contacts servent à injecter le courant et deux à mesurer la 
tension. Cette configuration permet de s’affranchir de l’influence des résistances de contact et 
des câbles de mesure. Connaissant précisément le courant injecté dans les structures étudiées, 
une mesure de différence de tension permet de déterminer facilement la résistance du 
système.  
Un point important à vérifier est que le courant injecté ne doit pas entraîner d’échauffement 
du gaz électronique et d’application de champ électrique perturbateur. Dans le cas contraire il 
est difficile d’évaluer la température réelle de l’échantillon. Pour éviter de réchauffer le 
système il faut s’assurer que la tension mesurée n’excède pas l’excitation thermique :             
V < kBT/e. A titre d’exemple, à 50 mK, kBT/e = 4.3 µV. Ainsi il faut mesurer des tensions de 
l’ordre de quelques µV et appliquer des courants de quelques nA.  
Il est difficile de détecter des signaux aussi faibles dans un environnement fortement bruité 
(Néons, moteurs de pompes, rayonnement dû au passage du courant dans les bobines étant à 
l’origine de très fortes perturbations électromagnétiques, etc …) ; pour cela, nous avons utilisé 
un circuit électrique blindé et relié à la masse et un système de détection synchrone de type 
EG&G 5210 (Lock-In). Cette détection synchrone fournit une tension alternative que nous 
avons transformée en courant très faible et stable en plaçant une forte résistance (de 1 à      
100 MΩ), très supérieure à celle de l’échantillon. On utilise une tension alternative à une 
fréquence connue de manière à pouvoir sélectionner cette fréquence dans le signal mesuré. 
Les fréquences que nous avons utilisées se situaient en général entre 3 et 30 Hz. Le courant 
est alors injecté dans l’échantillon, une différence de potentiel est mesurée entre deux 
contacts, puis amplifiée par un préamplificateur (cf. figure B.5) de modèle EG&G 5113 qui 
joue également le rôle de filtre passe bande (généralement de bande passante 1–100 Hz). Un 
jeu de filtres correctement choisis permet d’éliminer les composantes indésirables du spectre 
et d’augmenter grandement le rapport signal sur bruit. Le signal est alors réinjecté vers la 
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détection synchrone puis mesurée par des multimètres de type Keithley 196 DMM, 195A, 
2001 ou 2002. La tension V aux bornes du système est alors isolée, ce qui nous permet 
simplement de déduire la résistance du système R = V/I.  
Afin de varier les propriétés intrinsèques des gaz d’électrons bidimensionnels étudiés, nous 
avons éventuellement appliqués des tensions de grilles par une source de tension de type 














Figure B.5 : Mesure de la résistance longitudinale : Configuration quatre pointes et 
utilisation d’une détection synchrone. 
 
Il est à noter que cette méthode de mesure ne concerne que les mesures de "magnéto-
transport" qui ont été réalisées sans ou sous irradiation micro-ondes selon les cas. Quant à la 
méthode de mesure de l’effet "ratchet" (mesures de la tension continue induite par les micro-
ondes), nous l’avons décrit dans la deuxième partie du chapitre 3. 
 
 
B.3.2    Automatisation de la mesure 
 
Pour pouvoir effectuer des balayages en fonction du champ magnétique, de la tension de 
grille, ou d’autres paramètres, les différents appareils constituant le système de mesure sont 
reliés à un ordinateur par une ligne de communication IEEE. Un logiciel d’interfaçage réalisé 
en LabVIEW permet alors de piloter les différents éléments de la chaîne de mesure, et 
d’automatiser l’acquisition de données.  
Le champ magnétique peut être maintenu constant pendant plusieurs heures, son sens et sa 
vitesse de variation sont définis par l’utilisateur. 
 
 
Injection d’un courant constant 
à la fréquence f 
  
Préamplificateur en tension 
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La combinaison des systèmes de cryogénie, de production de champ magnétique et de 
mesures procure un formidable outil pour sonder les propriétés de la matière. Cependant, la 
maîtrise de tels systèmes requiert beaucoup d’apprentissage et de pratique. 
 
 
B.4    Compétences complémentaires 
 
Outre l’apprentissage théorique et expérimental de mon domaine de recherche, j’ai pu 
acquérir durant ma thèse des compétences sur les plans relationnels et en matière de 
communication scientifique avec les nombreux scientifiques et collaborateurs (Brésil, 




B.4.1    Travail d’équipe 
 
Le groupe Magnéto-transport est une équipe dynamique qui travaille sur plusieurs sujets 
de recherche innovants. Il fonctionne sur d’étroites collaborations avec des chercheurs 
étrangers notamment l’équipe du Professeur Kvon de l’Institut de Physique des Semi-
conducteurs de Novosibirsk en Russie. Si elle est très enrichissante, cette collaboration révèle 
quelques difficultés inhérentes au travail d’équipe. Centraliser les informations, synthétiser les 
idées, réfléchir aux problèmes rencontrés et permettre la communication entre les membres de 
l’équipe se révèlent parfois difficiles au sein d’un laboratoire. Que dire quand les membres de 
l’équipe sont de cultures différentes et parfois séparés de plusieurs milliers de kilomètres ? En 
arrivant à synchroniser tous les efforts nous avons réussi à obtenir des résultats très 
satisfaisants.  
En parallèle de cette tâche principale je me suis aussi occupé de l’accueil des visiteurs 
(chercheurs et doctorants) venus faire des expériences dans notre groupe. Comme tout travail 
de service c’est exigeant et oblige à une grande rigueur pour que les installations soient en état 
de fonctionner le plus souvent possible. Cela suppose aussi de coordonner les efforts des 
différentes expertises présentes au laboratoire. Nous disposons en effet au LCMI d’une 
infrastructure et d’un personnel technique très efficace. Les problèmes trouvent donc en 




B.4.2    Techniques de communication scientifique 
 
Au cours de ma thèse, j’ai pu m’initier aux techniques de communications scientifiques 
indispensables pour un chercheur. Pour cela, j’ai participé à deux conférences internationales : 
la "17th International Conference on Electronic Properties of Two-Dimensional Systems and 
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13th International Conference on Modulated Semiconductor Structures" (EP2DS-17 & MSS-
13) en Italie en 2007 où j’ai présenté nos travaux sous forme de poster, et la "15th 
International Symposium Nanostructures: Physics and Technology" en Russie en 2007 où j’ai 
présenté oralement les résultats de nos recherches et j’ai obtenu le prix du meilleur travail du 
jeune chercheur de ce cette conférence "Aixtron Young Scientist Award" (voir liste des 
publications). 
D’autre part j’ai réalisé des posters pour les conférences "EP2DS-16" aux Etats-Unis en 2005 
et "28th International Conference on the Physics of Semiconductors" (ICPS-28) en Autriche 
en 2006. 
Ces techniques de communications ont été complétées par l’écriture de plusieurs articles 
publiés dans des journaux internationaux à comité de lecture. Les références de ces 
publications sont présentées dans la liste des publications située après cette annexe. 
Depuis 2005, j’ai contribué à toutes les réunions scientifiques du projet ANR PNANO 
MICONANO dont J.-C. Portal est le coordinateur (partenaires : CNRS/LPN Marcoussis, 
CEA/LETI Grenoble, IRSAMC/UPS Toulouse et CNRS/LCMI Grenoble). Cette ANR 
MICONANO (micro-ondes, nano-mesures) est l’architecture du projet ratchet dont nous 
avons développé dans ma thèse au CNRS/LCMI la partie expérimentale de l’investigation de 
cet effet. Les autres partenaires ont développé l’élaboration des matériaux, la technologie de 
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Lors du 15
ème
 Symposium International des Nanostructures : Physique et Technologie 
organisé à Novosibirsk (25–29 juin 2007) et présidé par deux Prix Nobel de Physique, Leo 
Esaki et Zhores Alferov (Premier Docteur Honoris Causa décerné par l’INSA en 2002), Sami 
Sassine, Doctorant INSA (Ecole Doctorale GEET) a reçu le prix AIXTRON AG pour la 
meilleure présentation et pour l’originalité de ses travaux dans la physique des nanostructures. 
Ses travaux intitulés "Ratchet" effect in Galton-board-like 2DES with broken spatial inversion 
symmetry" sont une version électronique originale, d’un effet universel de déplacement 
directionnel de nano-objets dans des milieux asymétriques (effet ratchet), observé et utilisé 
dans une variété de systèmes physiques (électriques, micro-fluidique,…) et surtout 
biologiques (protéines, bactéries,…) depuis des millions d’années. 
Une des applications électroniques immédiates serait la fabrication de micro-générateurs de 
courant et de micro-détecteurs des radiations électromagnétiques (GHz–THz) réalisés à faible 
coût, sur des nanostructures passives (discussions en cours avec Freescale).  
Depuis la création de ce prix AIXTRON en 1999 pour les plus talentueux jeunes scientifiques 
de la physique des nanostructures, c’est la première fois qu’un jeune scientifique français 
obtient ce prix. Il a été décerné parmi les 15 candidats d’une dizaine de pays qui avaient été 
déjà présélectionnés par le comité international de ce prix (Diplôme et prix de 1000 Dollars, 
interview de TV et de journalistes russes, publication par les éditeurs de la conférence).  
Sami Sassine défendra sa thèse prochainement au LCMI/CNRS de Grenoble. 
 
 


























Ce mémoire présente l’étude du transport électronique directionnel, induit par des 
radiations micro-ondes polarisées linéairement, dans des microstructures artificielles 
asymétriques à base de semiconducteurs. Les échantillons utilisés sont des gaz d’électrons 2D 
de haute mobilité basés sur des hétérojonctions AlGaAs/GaAs. Des réseaux d’antipoints semi-
circulaires ont été fabriqués sur ces échantillons pour en contrôler les propriétés de transport. 
Nous avons mis en évidence ce phénomène de transport directionnel se traduisant par 
l’apparition d’une tension électrique continue (2–20 mV) dans le réseau d’antipoints 
asymétrique lors de l’application de micro-ondes de fréquence 33–75 GHz. Nous avons 
montré qu’il est possible de changer la direction de ce transport en changeant la direction de 
la polarisation linéaire. En outre, l’effet dépend linéairement de la puissance des micro-ondes, 
il disparaît à la température de l’azote liquide lorsque le libre parcours moyen devient 
comparable à la distance entre les antipoints. Finalement, il est supprimé par l’application 
d’un champ magnétique relativement faible (0.2 T). Les mesures dans des réseaux 
d’antipoints circulaires (symétriques) ont montré l’absence de cet effet ratchet. Les 
comparaisons aux prédictions théoriques récentes sur ce sujet montrent un bon accord entre la 
théorie et l’expérience. Cette investigation expérimentale offre des perspectives d’applications 
industrielles : les structures étudiées dans ce mémoire peuvent être utilisées pour fabriquer des 
micro-générateurs de courants et des nouveaux détecteurs de radiations électromagnétiques 
sensibles à la polarisation et ayant une réponse linéaire à la puissance. 
 
Mots clés : gaz d’électrons bidimensionnels; semiconducteurs; microstructures; réseaux 
















In this thesis we present the study of directed electron transport, induced by linear-
polarized microwave radiations, in artificial asymmetric microstructures based on 
semiconductors. The samples used are high mobility two-dimensional electron gases based on 
AlGaAs/GaAs heterojunctions. Lattices of semicircular-shaped antidots were fabricated on 
these samples in order to control the transport properties. We clearly observed directed 
transport phenomenon which results in the appearance of a dc-voltage (2–20 mV) in the 
asymmetric antidot lattice under irradiation with microwaves of frequency 33–75 GHz. We 
demonstrated that it is possible to change the direction of the transport by changing the 
direction of the linear polarization. Moreover, the effect depends linearly on the microwave 
power; it disappears at liquid nitrogen temperature when the electron mean free path becomes 
comparable to the distance between antidots. Finally, it is suppressed by the application of a 
relatively low magnetic field (0.2 T). The measurements in lattices of circular (symmetric) 
antidots demonstrated the absence of this “ratchet” effect in this case. The qualitative and 
quantitative comparisons to recent theoretical predictions show a good agreement between 
theory and experiment. This experimental investigation offers perspectives for industrial 
applications: the structures studied in this thesis can be used to fabricate new micro-scale 
current generators and new electromagnetic radiation detectors sensitive to polarization and 
having a linear response to the microwave power. 
 
Keywords: two-dimensional electron gases; semiconductors; microstructures; antidot 
lattices; broken spatial symmetry; “ratchet” effect; micro-current-generators; microwaves. 
 
