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Abstract
In this work we study the class of algebras satisfying a duality property with respect to Hochschild
homology and cohomology, as in [Proc. Amer. Math. Soc. 126 (1998) 1345–1348]. More precisely,
we consider the class of algebras A such that there exists an invertible bimodule U and an integer
number d with the property H •(A,M) ∼= Hd−•(A,U ⊗A M), for all A-bimodules M . We show
that this class is closed under localization and under smash products with respect to Hopf algebras
satisfying also the duality property.
We also illustrate the subtlety on dualities with smash products developing in detail the example
S(V ) # G, the crossed product of the symmetric algebra on a vector space and a finite group acting
linearly on V .
 2004 Elsevier Inc. All rights reserved.
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Introduction
The aim of this work is to study the class of algebras satisfying a duality property with
respect to Hochschild homology and cohomology, as in [4]. More precisely, we consider
the class of algebras A such that there exists an invertible bimodule U and an integer
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416 M. Farinati / Journal of Algebra 284 (2005) 415–434number d with the property H •(A,M) ∼= Hd−•(A,U ⊗A M), for all A-bimodules M . We
show that this class is closed under localization (Theorem 6) and under smash products
(Theorem 17). By localization we mean an algebra morphism A → B with the following
two properties: B⊗AB ∼= B as B-bimodule, and B⊗A−⊗AB is exact. For smash product,
the philosophy is the following: take A an algebra in this class with dualizing bimodule U ,
and H a Hopf algebra with dualizing bimodule H , then A # H has dualizing bimodule
U # H (see Remark 16 for the definition of U # H ).
There is a subtlety on dualities with smash products, so the last section is devoted to de-
velop the simplest example illustrating this: the algebra S(V ) # G, the crossed product of
the symmetric algebra on a vector space, and a finite group acting linearly on V . Given an
algebra A with dualizing module UA ∼= A and a Hopf algebra with dualizing bimodule iso-
morphic to H , Theorem 17 says that A#H has a dualizing bimodule isomorphic to UA #H .
The subtlety is that, even though the bimodule UA ∼= A as A-bimodule, it may happen that
UA ∼= A as H -module, and so UA # H ∼= A # H as A # H -bimodule. In the example of
S(V ) and G ⊂ GL(V ), we show that the condition for US(V ) ∼= S(V ) as G-modules is that
G ⊂ SL(V ), and consequently, homology and cohomology will differ. In order to illustrate
the duality, we compute the cohomology of this example in two different ways.
The example of Section 3 was motivated by a question of Paul Smith, whether the
methods used in [1] would apply to S(V ) # G. The answer to that question is yes, and this
calculation has also motivated Section 2.
General notations
Fix a field k of characteristic zero, unadorned ⊗ and Hom will denote ⊗k and Homk .
If X is a graded vector space and n ∈ Z, we will denote X[n] the same vector space but
with its degree shifted by n. For example, if X is nonzero only in degree zero, then X[n]
is nonzero only in degree n.
For any k-algebra B and k-symmetric bimodule M , the Hochschild homology and co-
homology of B with coefficients in M are TorBe• (B,M) and Ext•Be (B,M), respectively,
where Be = B ⊗ Bop; they are denoted H•(B,M) and H •(B,M). In the special case
where M = B , we will also write HH•(B) := H•(B,B) and HH •(B) := H •(B,B).
The word “module” will mean “left module.” All modules will be k-symmetric, so that
B-bimodules is the same as Be-modules. A B-bimodule P is called invertible if there exists
another bimodule Q such that P ⊗B Q ∼= B and Q ⊗B P ∼= B . The set of isomorphism
classes of invertible B-bimodules which are k-symmetric is denoted by Pick(B).
Finally, in Section 3 there is some abuse of notation with the symbol det. Sometimes it
denotes the usual determinant function, and some other times it denotes the 1-dimensional
representation of GL(V ), or its restriction to some G ⊂ GL(V ). The meaning will be clear
from the context.
The duality theorem of Van den Berg
In [4], the author proves a theorem relating the Hochschild homology and cohomol-
ogy of a certain class of algebras. We will state this theorem in a way convenient for our
purposes:
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jective Ae-resolution ( for instance, this is the case if Ae is noetherian). The following
conditions are equivalent:
(1) There exists an invertible A-bimodule UA, and an integer d such that H •(A,M) ∼=
Hd−•(A,UA ⊗A M) for all Ae-modules M .
(2) The projective dimension of A as Ae-module is finite, and ExtnAe(A,Ae) = 0 for all
n 0 except for n = d where UA := ExtnAe (A,Ae) is an invertible Ae-module.
1. Localization
The general framework of this section is the following: A → B is a k-algebra map such
that
• The multiplication map induces an isomorphism of Be-modules B ⊗A B ∼= B .
• The functors B ⊗A − and − ⊗A B are exact.
We look for conditions on B which, together with the assumption that A satisfies Van den
Bergh’s theorem, allow us to conclude that so does B .
Lemma 2. Let U ∈ Pic(A) and A → B be such that B ⊗A B ∼= B . If U ⊗A B ∼= B ⊗A U
as Ae-modules, then
• B ⊗A U ∼= B ⊗A U ⊗A B as B ⊗ Aop-modules;
• U ⊗A B ∼= B ⊗A U ⊗A B as A ⊗Bop-modules; and
• B ⊗A U is a Be-module in a natural way, B ⊗A U ∈ Pic(B), its inverse is B ⊗A
U−1 ⊗A B , and U−1 ⊗A B ∼= B ⊗A U−1 as Ae-modules.
Proof. The first isomorphism is the composition
B ⊗A (U ⊗A B) ∼= B ⊗A (B ⊗A U) = (B ⊗A B)⊗A U ∼= B ⊗A U.
The second one is similar.
Now let U−1 be the inverse of U in Pic(A), so that U ⊗A U−1 ∼= U−1 ⊗A U ∼= A. Let
us see that B ⊗A U−1 ⊗A B is the inverse of B ⊗A U :
(B ⊗A U) ⊗B
(
B ⊗A U−1 ⊗A B
)
∼= (U ⊗A B) ⊗B B ⊗A U−1 ⊗A B ∼= U ⊗A B ⊗A U−1 ⊗A B
∼= B ⊗A U ⊗A U−1 ⊗A B ∼= B ⊗A A ⊗A B ∼= B ⊗A B ∼= B,
and
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)⊗B (B ⊗A U)
∼= B ⊗A U−1 ⊗A B ⊗A U ∼= B ⊗A U−1 ⊗A U ⊗A B
∼= B ⊗A A⊗A B ∼= B ⊗A B ∼= B. 
A bimodule U such that there is an isomorphism B ⊗A U ∼= U ⊗A B of Ae-modules
will be said to commute with B .
Example 3. Let g ∈ Autk(A) be such that it admits an extension g˜ ∈ Autk(B), i.e., g˜(a) =
g(a) for all a ∈ A. Then the element Ag ∈ Pic(A) commutes with B . In particular, U = A
commutes with B .
Proof. Let g be such an element and consider Ag ∈ Pic(A). There is an isomorphism of
B ⊗ Aop-modules,
B ⊗A Ag → Bg˜, b ⊗ ag → bag˜.
On the other hand, one can define an isomorphism of A ⊗Bop-modules
Ag ⊗A B → Bg˜, ag ⊗ bg˜ → ag˜(b)g˜.
In particular, Ag ⊗A B and B ⊗A Ag are isomorphic as Ae-modules. 
Example 4. Let g ∈ Autk(A) be such that there exists no element g˜ ∈ Autk(B) extending it.
Then the bimodule Ag does not commutes with B .
Proof. Assume B ⊗A Ag ∼= Ag ⊗A B as Ae-modules. From Lemma 2 it follows that
B ⊗A Ag ∈ Pic(B). But, as a left B-module, B ⊗A Ag ∼= B , and it is well known that if an
element U ∈ Pic(B) is such that BU ∼= BB , then it is of the form Bα for some α ∈ Autk(B),
the automorphism α being defined up to inner automorphism. In particular, for a ∈ A one
has that g(a) = uα(a)u−1 for some u ∈ U(B). Denoting g˜ := uα(−)u−1, we see that we
have found an automorphism extending g, thus a contradiction. 
Remark 5. Let A → B be such that B ⊗A B ∼= B . If M is a left B-module, then
M ∼= B ⊗A M as a left B-module. If N is another left B-module, then HomB(M,N) =
HomA(M,N).
Proof. Using the hypothesis on B , we see that
M ∼= B ⊗B M ∼= (B ⊗A B)⊗B M ∼= B ⊗A (B ⊗B M) ∼= B ⊗A M;
it follows then that
HomB(M,N) ∼= HomB(B ⊗A M,N) ∼= HomA(M,N). 
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k-algebras such that
(1) the functors B ⊗A − and − ⊗A B are exact;
(2) the canonical map induced by multiplication B ⊗A B → B is an isomorphism; and
(3) B ⊗A U ∼= U ⊗A B as Ae-modules.
Then B ∈ VdB(d) with dualizing bimodule B ⊗A U ∼= B ⊗A U ⊗A B .
Notice that if U = A, then condition (3) is automatically satisfied, and the dualizing
bimodule associated to B is B .
Proof. By Theorem 1, it is enough to show that the projective dimension of B as Be-
module is finite, that B admits a resolution by means of finitely generated Be-projectives,
and that ExtdBe (B,Be) = B ⊗A U ⊗A B and it vanishes elsewhere.
Let P• be a finite resolution of A as Ae-modules, with Pn projective and finitely gen-
erated as Ae-modules. Since B ⊗A − and − ⊗A B are exact, the complex B ⊗A P• ⊗A B
is a resolution of B ⊗A A⊗A B ∼= B , and so B also has a finite resolution. The bimodules
B ⊗A Pn ⊗A B are clearly Be-finitely generated and projective.
In order to compute Ext•Be (B,Be), one can use this particular resolution, and conse-
quently
Ext•Be
(
B,Be
)= H •(HomBe(B ⊗A P• ⊗A B,Be))∼= H •(HomAe(P•,Be)).
We claim that if P is Ae-projective finitely generated, then
HomAe
(
P•,Be
)∼= B ⊗A HomAe(P•,Ae)⊗A B.
For that, consider the class of Ae-modules P such that HomAe(P,Be) ∼= B ⊗A
HomAe(P•,Ae) ⊗A B . This class is closed under direct summands and finite sums, so
it is enough to show our claim that the module Ae is in it, and that is clear. Using this
isomorphism, one gets
H •
(
HomAe
(
P•,Be
))∼= H •(B ⊗A HomAe(P•,Be)⊗A B)
and by flatness this is the same as
B ⊗A H •(HomAe (P•,Be))⊗A B = B ⊗A U [d] ⊗A B. 
Example 7. One can take A = A1(k) = k{x, y}/〈[x, y] = 1〉 and B = k{x, x−1, y}/
〈[x, y] = 1〉. This example is a particular case of the following:
Example 8 (Normal localization). Let A be an algebra and x ∈ A such that the set
{1, x, x2, x3, . . .} satisfies the Ore conditions. Take B = A[x−1]. If M is a right A-
module, then as k[x] modules we have an isomorphism M ⊗A B ∼= M ⊗k[x] k[x, x−1].
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k[x±1] ⊗k[x] k[x±1] ∼= k[x±1].
Example 9. Another generalization of Example 7 is the following situation: let O(X)
be the algebra of functions on an affine variety X, and let U be an affine open subset
of X. Let A = Diff(X) be the algebra of algebraic differential operators on X and similarly
B = Diff(U). Since B =O(U) ⊗O(X) Diff(X), the map A → B is flat, and B ⊗A B = B .
If A satisfies the theorem of Van den Bergh, then so it does B .
In the next section, we will study the behavior of the duality property with respect to
smash products.
2. Smash products
In this section H is a Hopf algebra such that H ∈ VdB(d) with dualizing bimodule
UH = H , A ∈ VdB(d ′) is an H -module algebra with dualizing bimodule UA, and B :=
A # H . We will prove (see Theorem 17) that B ∈ VdB(d + d ′), with dualizing bimodule
UB = UA # H (see Remark 16 for the definition of U # H ).
Lemma 10. If H is a Hopf algebra, then H ∈ VdB(d) with dualizing bimodule H if and
only if Ext•H(k,M) ∼= Tor•−d(k,M) for all left H -modules M .
Proof. Let M be a left H -module, then Mε is the He-module with right action defined by
m.h := ε(h)m for all m ∈ M and h ∈ H . If H ∈ VdB(d), it follows that
Ext•H (k,M) = H •(H,Mε) ∼= Hd−•(H,Mε) = Tor•−d(k,M).
On the other direction, if X is an He-module, then Xad is the same underlying vector
space but with left H action defined by h ·ad x := h1xS(h2). With this structure (see, for
instance, [3]) one has
H •(H,X) = Ext•H
(
k,Xad
)∼= Tor•−d(k,Xad)∼= Hd−•(H,Mε) = Tor•−d(k,M). 
Example 11. Let G be a finite group such that 1/|G| ∈ k. The Reynolds operator e =
(1/|G|)∑g∈G g induces an isomorphism MG ∼= MG for any G-module M . This implies
that k[G] ∈ VdB(0) with Uk[G] = k[G]. This example can be easily generalized in the
following direction:
Example 12. Let H be a semisimple unimodular Hopf algebra, so that H admits a central
integral e ∈ H satisfying
he = ε(h)e, ε(e) = 1.
Then H ∈ VdB(0) with UH = H . It is known (see Radford [2, Theorem 4]) that the Drin-
fel’d double of a finite dimensional Hopf algebra is unimodular. If K is a finite dimensional
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sition 7] D(K) is semisimple if and only if K is semisimple and cosemisimple. Taking
K = k[G] where G is a noncommutative group with |G|−1 ∈ k, we get H := D(K) a
noncommutative not cocommutative semisimple unimodular Hopf algebra.
Proof. Let H be a unimodular semisimple Hopf algebra, and let e ∈ H be as above. We
will show that HomH(k,M) ∼= k ⊗H M . If M is a left H -module, then
HomH(k,M) ∼=
{
m ∈ M | hm = ε(h)m}=: MH.
It is clear that every element of the form em belongs to MH because
h(em) = (he)m = ε(h)em;
but if m ∈ MH , then
em = ε(e)m = m,
so MH coincides with the image of the multiplication by e. Let us consider the map
e : M → MH, m → em.
The elements of the form hm−ε(h)m belong to the kernel of this map, so it factors through
MH := M/〈hm−ε(h)m〉. Now the map MH → MH defined by m → m defines an inverse,
because in MH , every element m = ε(e)m is equivalent to em. We have shown that H ∈
VdB(0). 
Example 13. The algebra H = k[x] is a Hopf algebra with ∆(x) = x ⊗ 1 + 1 ⊗ x . It
belongs to the class VdB(d) with UH = H .
Proof. Write k[x]e = k[x] ⊗ k[x] ∼= k[x, y], and consider the Koszul resolution
0 → k[x, y] → k[x, y] → k[x] → 0,
where the first map is the multiplication by (x − y) and the second map is the evaluation
x = y . Applying the functor Homk[x,y](−, k[x, y]), one obtain the complex
0 → Homk[x,y]
(
k[x, y], k[x, y])→ Homk[x,y](k[x, y], k[x, y])→ 0,
where the map is again multiplication by x − y . This complex identifies with
0 → k[x, y] → k[x, y] → 0
but notice that now the grading increases to the right, so the homology is k[x, y]/(x−y) ∼=
k[x] in degree one, zero elsewhere, and we conclude that k[x] ∈ VdB(1). 
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this fact implies a Künneth formula for Hochschild cohomology, and so the algebra
k[x1, . . . , xn] ∈ VdB(n), with Uk[x1,...,xn] = k[x1, . . . , xn].
Example 15. The Hopf algebra k[x±11 , . . . , x±1d ] = k[Zn], belongs to the class VdB(d),
because as an algebra, it is a localization of k[x1, . . . , xd ]. Also
U
k[x±11 ,...,x±1d ] = Uk[x1,...,xd ] ⊗k[x1,...,xd ] k
[
x±11 , . . . , x
±1
d
]= k[x±11 , . . . , x±1d ].
Remark 16. Let A be an H -module algebra and U ∈ Pick(A) such that U is also an H -
module, with the compatibility property
h(aub)= h1(a)h2(u)h3(b)
for all a, b ∈ A, h ∈ H , and u ∈ U . Let U−1 := HomA(U,A); this is also an H -module
satisfying the same compatibility condition. If U # H is the abelian group U ⊗ H with
A # H -bimodule structure given by
(a # h)(u⊗ k) := (ah1(u)⊗ h2k), (u⊗ k)(a # h) = (uk1(a)⊗ k2h),
then U # H ∈ Pick(A # H), and its inverse is U−1 # H . If M is left A # H -module, then
(U # H)⊗A#H M ∼= U ⊗A M
as A # H -modules, where the A # H -module structure on U ⊗A M is the one induced by
the obvious left A-structure and the diagonal H -structure.
Proof. We will only exhibit an isomorphism U # H ⊗A#H U−1 # H → A # H . Let us
denote by 〈 , 〉 the evaluation map U ⊗A U−1 → A; notice that 〈 , 〉 is H -linear. For u ∈ U ,
v ∈ U−1, h and k ∈ H , define
U # H ⊗A#H U−1 # H → A # H, (u⊗ h)⊗ (v ⊗ k) →
〈
u,h1(v)
〉
h2k.
Theorem 17. Let H ∈ VdB(d) be a Hopf algebra with UH = H . If A is an H -module
algebra with A ∈ VdB(d), then A # H ∈ VdB(d + d ′) with UA#H = UA # H .
Proof. Let B be A # H . In [3], the author shows that, for a B-bimodule M , there is a
spectral sequence converging to H •(B,M) whose second term is Extp(k,Hq(A,M)).
Similarly, there is a spectral sequence with E2 term equal to TorHp (k,Hq(A,M)) con-
verging to H•(B,M).
Now consider M = Be, and let us compute H •(B,Be). First, one notes the following
isomorphism of left Ae-modules:
Be ∼= Ae ⊗ V,
where V is the vector space H ⊗ H .
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E
pq
2 = ExtpH
(
k,Hq
(
A,Be
))= ExtpH (k,Hq(A,Ae ⊗ V )).
Since A ∈ VdB(d ′), it follows that
H •
(
A,Ae ⊗ V )∼= Hd ′−•(A,U ⊗A Ae ⊗ V )∼= Hd ′−•(A,U ⊗A Ae)⊗ V
∼= H •(A,Ae)⊗ V ∼= U [d] ⊗ V.
This implies first that the spectral sequences degenerates at this step, and consequently,
there is an isomorphism
H •
(
B,Be
)∼= Ext∗−d ′H (k,U ⊗ V ).
Recall that V = H ⊗ H op; we have to consider it as H -module with the adjoint action.
Now we use the fact that H ∈ VdB(d), with UH = H , so H •(H,X) ∼= Hd−•(H,X) for all
H -bimodules X. In particular, for a left H -module X, one can consider the bimodule Xε ,
and this gives the formula
Ext•H(k,X) = H •(H,Xε) ∼= Hd−•(H,Xε) = TorHd−•(k,X).
This formula implies that
H •
(
B,Be
)∼= Ext∗−d ′H (k,UA ⊗ V ) ∼= TorHd ′+d−•(k,UA ⊗ V ).
On the other hand, H•(B,UA ⊗A Be) = H•(B, (UA # H) ⊗B Be) can be computed using
a spectral sequence whose second term is
TorH•
(
k,H•
(
A,UA ⊗A Be
))= TorH• (k,H•(A,U ⊗A (Ae ⊗ V )))
= TorH• (k,UA ⊗ V ).
This spectral sequence collapses giving an isomorphism
H•
(
B,UA ⊗A Be
)∼= TorH• (k,UA ⊗ V ).
In particular,
H •
(
B,Be
)∼= Hd+d ′−•(B,U ⊗A Be)
and
Hd+d ′(B,Be) = H0
(
B,U ⊗A Be
)= H0(B, (U # H)⊗B Be)
= H0
(
B, (U # H)⊗B)= U # H. 
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and H -modules, then
H •(B,M) ∼= Hd+d ′−•(B,M)
for all A # H -bimodules M .
Example 19. Let A ∈ VdB(d), D ∈ Derk(A), and write the Ore extension B = A[t,D].
This algebra B coincides with A # k[t] where the k[t]-module action on A is given by
t .a = D(a), B ∈ VdB(d + 1). For A = k[x] and D = ∂/∂x one obtains the known result
that A1(k) ∈ VdB(2).
Example 20. Let 0 = q ∈ k, then B = k{x±1, y±1}/〈yx = qxy〉 ∈ VdB(2). Indeed, this
algebra is isomorphic to k[x±1] # k[y±1] where the H -module structure on k[x±1] is given
by y.x = qx .
Example 21. Let A be an algebra and G a finite group of automorphism of A. If A ∈
VdB(d), then A # G ∈ VdB(d).
Warning: It can happen that A is such that UA ∼= A as A-bimodule, but UA ∼= A as
H -module. It is easy to show an example of this situation when H = k[G].
One can first observe the following characterization of the Ae # G-structures on a A-
bimodule isomorphic to A:
Proposition 22. Let U be an Ae-bimodule isomorphic to A. The set of all possible Ae #G-
module structures on U , modulo Ae #G-isomorphism, is parametrized by H 1(G,UZ(A)),
the first cohomology of G with coefficients in the (multiplicative) abelian group of units of
the center of A.
Proof. Fix an isomorphism A ∼= U and let u be the image of 1 in U . Hence U = Au = uA,
and moreover, au = ua for all a ∈ A. One has to define a G-action on U such that, for all
a, b ∈ A and v ∈ U , the following identity holds:
g(avb) = g(a)g(v)g(b).
Since the bimodule U is generated by u, it is clear that it is only necessary to define g(u).
The element g(u) must belong to U , so it is of the form agu for some ag in A. But
au = ua
for all a ∈ A, and applying g, one obtains
ag(u) = g(u)a, ∀a ∈ A;
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aagu = agua = agau.
It follows that ag must belong to the center of A. Also, every element of U is of the form
ag(u) = aagu,
so ag must be a unit. We have then shown that the assignment g → ag must be a map from
G into U(Z(A)).
If one wants associativity, the identity
g
(
h(u)
)= (gh)(u), ∀g,h ∈ G,
is required, so
g
(
h(u)
)= g(ahu) = g(ah)agu = (gh)(u) = aghu.
But u is a basis of U with respect to the left A-structure, so
g(ah)ag = agh.
On the other hand, it is clear that an assignment g → ag from G into the units of center of A
satisfying the above cocycle condition defines a G-action compatible with the A-bimodule
structure.
Now assume that U has two G-actions that are isomorphic. Let us denote them by
g.1(u) = agu, and g.2(u) = bgu, and call U1 and U2 the bimodule U with the first and the
second G-structure, respectively.
If φ : U1 → U2 is an isomorphism of Ae # G-modules, then the image of u is some
element λu, where λ ∈ A. Moreover, λ is a unit because φ is an isomorphism, and λ ∈
Z(A) because φ is Ae-linear.
Now G-linearity means that
φ(g.1u) = φ(agu) = λagu,
but also
φ(g.1u) = g.2φ(u) = g.2(λu) = g(λ)g.2u = g(λ)bgu,
so we deduce
bg = λg
(
λ−1
)
ag,
and the two assignments differ by a coboundary. 
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central k-algebra, G a finite group of k-linear automorphism, and χ : G → k a character,
let define Aχ with underlying Ae-module structure equal to A, and G-action given by
g.a = g(a)χ(g). The above proposition tells us that all Ae # G-module structures on the
Ae-module A are of this type.
Despite Proposition 22, for an algebra A ∈ VdB, the dualizing bimodule U is a very
particular one, namely UA = ExtdAe(A,Ae). The following is an example showing (with-
out calculating H 1(G,UZ(A)) that U is isomorphic to A as Ae bimodule, but not as
G-module:
Example 24. Let V be a finite dimensional vector space, A = S(V ), and G ⊂ GL(V ) a
finite group. We claim that
Ext•Ae
(
A,Ae
)= A ⊗ det−1[d],
where d = dim(V ), and det−1 is the dual of the determinant representation ΛdV . Namely,
det−1 is a one dimensional k-vector space, if w ∈ det−1 is a nonzero element, g ∈ G, and
a ∈ A, then the G-action is given by
g(a ⊗ w) = g(a)det(g|V )−1 ⊗ w.
We conclude that UA ∼= A as Ae # G-modules if and only if G ⊂ SL(V ).
Proof. Let g ∈ G, and choose a basis {x1, . . . , xd} of V which diagonalizes g. Notice that
S(V ) =⊗i=1 k[xi], and this tensor product is g-equivariant with the diagonal action. The
Künneth formula is g-equivariant, so we only need to prove the following lemma:
Lemma 25. If A = k[x] and g is the automorphism of A determined by g(x) = λx , then
Ext•Ae (A,Ae) = A[1], and the action of g is given by multiplication by λ−1.
Proof of the lemma. It was shown in Example 13 that k[x] ∈ VdB(1). Let us compute the
g-action on
H 1
(
k[x], k[x, y])= Der(k[x], k[x, y])/ InnDer(k[x], k[x, y]).
If D : k[x] → k[x, y] is a derivation, then D is determined by its value D(x) on x , and this
gives the isomorphism
Der
(
k[x], k[x, y])∼= k[x, y], D → D(x). (†)
If p ∈ k[x, y], the inner derivation [p,−] takes in x the value
[p,x] = p(x, y)y − xp(x, y)= (x − y)p(x, y).
M. Farinati / Journal of Algebra 284 (2005) 415–434 427This shows that, under the isomorphism (†), InnDer ∼= (x − y)k[x, y], obtaining
H 1
(
A,Ae
)= Der(A,Ae)/ InnDer(A,Ae)∼= k[x, y]
(x − y)k[x, y]
∼= k[x].
In order to compute the action of g on H 1, we recall that, if D is a derivation, then g.D =
g ◦D ◦ g−1, so
(g.D)(x) = g(D(g−1x))= g(D(λ−1x))= λ−1g(D(x)),
and if D(x) ∈ k (this is always the case modulo an inner derivation), we get
(g.D)(x) = λ−1D(x). 
Turning back to the example A = S(V ) and G ⊂ GL(V ) a finite subgroup, we see that
S(V ) # G ∈ VdB(dim(V )) but US(V )#G ∼= S(V ) # G if and only if G ⊂ SL(V ). This exam-
ple shows a situation where H •(B,M) = Hd−•(B,U ⊗B M) with U = B . In particular,
H •(B) ∼= H•(B,U), which needs not be equal to Hd−•(B), and in fact it is different.
3. The example S(V ) # G
We finish with a computation of the homology and cohomology of S(V ) # G.
Let k be a field, V a finite dimensional k-vector space, G a finite subgroup of GL(V , k),
A = S(V ), and we will assume that 1/|G| ∈ k. For simplicity we will also assume that k has
a primitive |G|-th root of 1. This condition is not really necessary because of the following
reason: consider ξ a primitive |G|-root of unity in the algebraic closure of k and let K be
k(ξ) the field generated by k and ξ . One can view G inside GL(V ⊗ K,K), and consider
it acting on A ⊗ K = SK(V ⊗ K). A descend property of the Hochschild homology and
cohomology with respect to this change of the base field assures that the dimension over
K of the (co)homology of the extended algebra is the same as the dimension over k of the
(co)homology of the original one.
If g ∈ G, V g = {x ∈ V | g(x) = x}. As g-module, V g admits a unique complement
in V , we will call it Vg . We have V = V g ⊕ Vg as g-modules, and this decomposition is
canonical.
3.1. Homology of S(V ) # G
Theorem 26. With the notations as in the above paragraph, denote 〈G〉 the set of conjugacy
classes of G, and for g ∈ G let Zg be the centralizer of g in G, so that Zg = {h ∈ G |
hg = gh}. The Hochschild homology of S(V ) # G is given by
Hn
(
S(V ) # G
)= Hn(S(V ),S(V ) # G)G = ⊕
〈g〉∈〈G〉
(
S
(
V g
)⊗ Λn(V g))Zg ,
where Λn(V g) is the homogeneous component of degree n of the exterior algebra on V g .
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sequence of [3] gives the following isomorphism:
Hn
(
S(V ) # G
)= Hn(S(V ),S(V ) # G)G = ⊕
〈g〉∈〈G〉
Hn
(
S(V ),S(V )g
)Zg ,
valid for any k-algebra of the type A # G. Since V = V g ⊕ Vg , it follows that
S(V ) ∼= S(V g)⊗ S(Vg)
as algebras, and
S(V )g ∼= S(V g)⊗ S(Vg)g
as S(V )-bimodules. Using the Künneth formula, one gets
Hn
(
S(V ),S(V )g
)Zg = ⊕
p+q=n
(
Hp
(
S
(
V g
))⊗Hq(S(Vg), S(Vg)g))Zg .
By the Hochschild–Kostant–Rosenberg theorem, or directly by computing using a Koszul
type resolution, one sees that, if W is a finite dimensional k-vector space,
Hn
(
S(W)
) = Ωn(S(W))= S(W) ⊗ ΛnW.
The homology with coefficients is computed in the following lemma.
Lemma 27. H•(S(Vg), S(Vg)g) = k[0] with trivial Zg-action.
Proof. Let h ∈Zg . One can diagonalize simultaneously h and g in Vg . If {x1, . . . , xk} is a
basis of eigenvectors of both h and g, then the algebra S(Vg) is isomorphic to
k[x1, . . . , xk] =
k⊗
i=1
k[xi] and S(Vg)g = k[x1, . . . , xk]g =
k⊗
i=1
k[xi]gi,
where gi acts on xi by multiplication of the corresponding eigenvalue of g. Notice also
that h acts on each xi by multiplication by some λ′i , because xi is also an eigenvector of h.
Using Künneth formula again, one gets
H•
(
S(Vg), S(Vg)g
)=⊗
i
H•
(
k[xi], k[xi]gi
)
.
Let us now make the explicit computation for the algebra k[x], g acting by x → λx , and h
acting by x → λ′x .
Consider, as in Example 13, the resolution of k[x] as k[x]-bimodule
0 → k[x] ⊗ k[x] → k[x] ⊗ k[x] → k[x] → 0.
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multiplication map.
By tensoring with k[x]g over k[x]e, one gets the complex
0 → k[x]g → k[x]g → 0
with differential
pg → pgx − xpg = px(λ− 1)g,
whose homology is H•(k[x].k[x]g). The fact that λ = 1 implies that the differential is
injective and the image equals xk[x]g, so H1 = 0 and H0 = k. It is clear that h acts trivially
on H0, and the proof of the lemma is complete. 
The sum
Hn
(
S(V ),S(V )g
)Zg = ⊕
p+q=n
(
Hp
(
S
(
V g
))⊗ Hq(S(Vg), S(Vg)g))Zg
reduces to
Hn
(
S(V ),S(V )
)Zg= (S(V g)⊗ Λn(V g))Zg
and the proof of the theorem is finished. 
Example 28. Let k = C, V = C2, G a finite subgroup of SL(2,C). Then
H0
(
S(V ) # G
)= S(V )G ⊕ C#{〈g〉=1},
H1
(
S(V ) # G
)= (S(V )⊗ V )G,
H2
(
S(V ) # G
)= (S(V )⊗ Λ2(V ))G = S(V )G,
Hn
(
S(V ) # G
)= 0, ∀n > 2.
3.2. Cohomology: direct computation
The formula
Hn
(
S(V ) # G
)= Hn(S(V ),S(V ) # G)G = ⊕
〈g〉∈〈G〉
Hn
(
S(V ),S(V )g
)Zg
is also valid. Using S(V ) = S(V g)⊗ S(Vg), and Künneth formula, one gets
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(
S(V ),S(V )g
)Zg = ⊕
p+q=n
(
Hp
(
S
(
V g
)
, S
(
V g
))⊗ Hq(S(Vg), S(Vg)g))Zg
=
⊕
p+q=n
(
S
(
V g
)⊗ Λp((V g)•)⊗Hq(S(Vg), S(Vg)g))Zg .
Here we have used the isomorphism
H •
(
S(W),S(W)
) = Λ•S(W) Der(S(W))= S(W) ⊗Λ•W∗.
Now we need the analogue of Lemma 27 for cohomology, whose proof is the same as that
of Lemma 25.
Lemma 29. Let A = k[x], g,h the automorphisms determined by g(x) = λx and h(x) =
µx , with λ = 1. Then H •(A,Ag) = k[1], and the action of h is given by multiplication
by µ−1.
Corollary 30. If we denote by dg = dimk(Vg), then
H •
(
S(Vg), S(Vg)g
)= det |−1Vg [dg].
This is an isomorphism of Zg-modules.
Proof. From the fact that g and h commute, one can choose a basis {x1, . . . , xn} of eigen-
vectors of both g and h. The corollary follows from Künneth formula, and the lemma above
applied to S(V ) =⊗ni=1 k[xi]. 
We have obtained the following formula:
Theorem 31.
H •(S(V ) # G) =
⊕
〈g〉∈〈G〉
(
S
(
V g
)⊗Λ•((V g)•)⊗ det |−1Vg [dg])Zg .
3.3. Cohomology: computation using duality
Using Theorem 17 for H = k[G] (see Example 24), we know that
H •(A # G) = H •(A # G,(UA # G)⊗A#G A # G)= Hd−•(A # G,UA # G)
= Hd−•
(
A # G,
(
A ⊗ det−1) # G).
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Hd−•
(
A,
(
A ⊗ det−1) # G)G = ⊕
〈g〉∈〈G〉
Hd−•
(
A,
(
A ⊗ det−1(V )).g)Zg
=
⊕
〈g〉∈〈G〉
(
Hd−•(A,A.g)⊗ det−1(V )
)Zg .
Now the same techniques of writing V = V g ⊕ Vg apply, and we obtain
⊕
〈g〉∈〈G〉
(
Hd−•(A,A.g)⊗ det−1
)Zg = ⊕
〈g〉∈〈G〉
(
Hd−•
(
S
(
V g
))⊗ det−1)Zg
=
⊕
〈g〉∈〈G〉
(
S
(
V g
)⊗ Λd−•(V g)⊗ det−1)Zg .
The difference between this formula and that of Theorem 31, having det or det |Vg is
explained by the fact that in Theorem 31, one has also Λ•((V g)∗), while here one has
Λd−•(V g). The multiplication map induces a morphism of Zg-modules
Λ•
(
V g
)⊗ Λdim(V g)−•(V g) → Λdim(V g)V g = det |V g ,
and as a consequence one has an isomorphism of Zg-modules
Λ•
(
V g
)∗ ∼= Λdim(V g)−•(V g)⊗ det |−1V g .
So we get the same after noticing that det = det |V g ⊗ det |Vg .
Example 32. Let k = C, V = C2, G a finite subgroup of SL(2,C). In this case, homology
and cohomology is the same:
H 0
(
S(V ) # G
)= S(V )G,
H 1
(
S(V ) # G
)= (S(V )⊗ V )G,
H 2
(
S(V ) # G
)= S(V )G ⊕ C#{〈g〉=1},
Hn
(
S(V ) # G
)= 0, ∀n > 2.
Example 33. Let G = C2 = {1, t} the cyclic group of order two. Let k be a field of
ch(k) = 2, A = k[x] with t acting on A by x → −x . Using Theorem 26, one gets
H0(A # G) = AG ⊕ k = k
[
x2
]⊕ k,
H1(A # G) = (A ⊗ k.dx)G = k
[
x2
]
x dx,
Hn(A # G) = 0, ∀n > 1.
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H 0(A # G) = AG = k[x2],
H 1(A # G) = (A ⊗ k.∂x)G ⊕
(
Der(A,At)
InnDer(A,At)
)C2
= k[x2]x∂x ⊕ 0,
Hn(A # G) = 0, ∀n > 1.
In this example, homology and cohomology are not the same. The cohomology is k[x2]-
free, while the homology has torsion.
In the above example, we see that the cohomology is a “part” of the homology. The
same phenomenon happens in the following:
Example 34. Let W = kn, consider Sn acting on W by permutation of the coordinates, and
let
V = {(1,1, . . . ,1)}⊥ :=
{
(x1, . . . , xn) ∈ W
∣∣∣∣
n∑
i=1
xi = 0
}
.
We claim that
H •
(
S(V ) # Sn
)= H •(S(V ),S(V ) # An)Sn,
where An denote as usual the subgroup of even permutations.
In fact, we can prove an analogous formula in the following general setting:
Example 35. Let G ⊂ GL(V ) be a finite subgroup, S := G∩SL(V ) = Ker(det : G → k×),
and C := det(G) ⊂ k×. Then
H•
(
S(V ) # G
)=⊕
w∈C
( ⊕
〈g〉∈〈G〉,det(g)=w
H•
(
S(V ),S(V )g
)Zg),
and each of this summands is nonzero, while in cohomology, there are only the terms
corresponding to w = 1:
H •
(
S(V ) # G
)= ⊕
〈g〉∈〈G〉,det(g)=1
H •
(
S(V ),S(V )g
)Zg .
In particular,
H •
(
S(V ) # G
)= H •(S(V ),S(V ) # S)G and H •(S(V ) # G) = Hd−•(S(V ) # G).
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smaller pieces, parametrized by the values of the determinant. To see that each summand
is nonzero, we make them explicit. Using Theorem 26, we know that
H•
(
S(V ),S(V )g
)Zg = (S(V g)⊗ Λ•V g)Zg .
Even if V g = 0, one always has the element 1 ∈ (S(V g)⊗ Λ•V g)Zg .
The interesting part is the formula for the cohomology. Recall from the duality formula
that
H •
(
S(V ),S(V )g
)∼= det−1 ⊗ Hd−•(S(V ),S(V )g).
If one shows that H•(S(V ), S(V )g) is a trivial g-module, then, for det(g) = 1 we will have
(
det−1 ⊗ Hd−•
(
S(V ),S(V )g
))Zg ⊆ (det−1 ⊗ Hd−•(S(V ),S(V )g))g
= (det−1)g ⊗ Hd−•(S(V ),S(V )g)
= 0.
So let us see that H•(S(V ), S(V )g) has trivial g-action. For that, write V = V g ⊕Vg , then
H•(S(V ), S(V )g) ∼= H•(S(V g)) ⊗ H•(S(V ), S(V )g)). Clearly H•(S(V g)) is a trivial g-
module, and H•(S(V ), S(V )g)) also has trivial g-action in virtue of Lemma 27. 
Remark 36. The equality between homology and cohomology depends not only on G, but
on the representation. For example, given an arbitrary finite subgroup G ⊂ GL(V ), we can
consider the action on V and on V ∗, and G will act symplectically on W = V ⊕ V ∗. In
this case we have
G ↪→ Sp(W) ⊂ SL(W),
so that
H •
(
S(W) # G
)= Hdim(W)−•(S(W) # G).
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