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We describe a superconducting-circuit lattice design for the implementation and simulation of dynamical lat-
tice gauge theories. We illustrate our proposal by analyzing a one-dimensional U(1) quantum-link model, where
superconducting qubits play the role of matter fields on the lattice sites and the gauge fields are represented by
two coupled microwave resonators on each link between neighboring sites. A detailed analysis of a minimal
experimental protocol for probing the physics related to string breaking effects shows that despite the presence
of decoherence in these systems, distinctive phenomena from condensed-matter and high-energy physics can be
visualized with state-of-the-art technology in small superconducting-circuit arrays.
PACS numbers: 85.25.-j, 11.15.Ha, 75.10.Jm
The remarkable experimental progress reported in recent
years with superconducting quantum circuits (SQCs) has
made these systems one of the best platforms for control at
the level of single quanta [1–6]. While SQCs have been
mainly developed from the perspective of quantum comput-
ing, the strong nonlinearities and low loss rates of supercon-
ducting devices have inspired proposals and first experimen-
tal efforts [7] to implement quantum simulators [8] for spin
and Hubbard-type models. Compared to atomic and photonic
systems, where many of these concepts were developed first,
a key advantage of superconducting devices is that they al-
low engineering of quantum circuits as basic modules, which
can be wired up to design highly nontrivial many-body cou-
plings and dynamics. This makes SQCs a promising platform
to simulate lattice models with complex interactions. One of
the most interesting and challenging applications along these
lines is the implementation of a quantum simulator for lattice
gauge theories (LGTs) [9]. It is the purpose of the present
work to present designs for SQCs as basic building blocks
of LGTs, which can be implemented with existing technol-
ogy. We illustrate this by analyzing a U(1) lattice model rep-
resenting quantum electrodynamics (QED) in one dimension
(1D), and study dynamical effects related to string breaking in
a minimal model of a few coupled lattice sites, which could
serve as an example for a first experimental realization.
Gauge theories, and LGTs in particular, play a central role
in both particle and condensed-matter physics, and a quantum
simulator of such models may provide new insights in regimes
not accessible to classical computation. In particle physics,
the standard model is formulated as a gauge theory, where in-
teractions between the fundamental constituents of matter are
mediated by gauge bosons. Formulation as a LGT [10–12]
has enabled a nonperturbative framework, using, for exam-
ple, Monte Carlo simulations, although most problems con-
cerning finite-density phases and (time-dependent) nonequi-
librium dynamics are beyond the scope of these techniques.
In condensed-matter physics gauge theories appear in frus-
trated spin systems and quantum spin liquids [13–16], and a
quantum simulator would give access to phases and dynamics
thus far out of reach.
In the lattice formulation of gauge theories, the matter
fields live on the lattice sites, while the gauge fields appear as
bosonic degrees of freedom on the links between neighboring
sites [see Fig. 1(a)]. A simple, although nontrivial example
of a LGT is the Schwinger model [17–19], representing QED
in 1D. This model was analyzed in recent works discussing
the implementation of U(1) LGTs with cold atoms [20–29],
and can be used as a starting point to illustrate the building
blocks for a quantum simulator of gauge theories. To repre-
sent the gauge fields, we use the language of quantum-link
models (QLMs), which show that the gauge fields can be ex-
pressed as spin degrees of freedom [30–32]. The Hamiltonian
of the quantum-link version of the Schwinger model is
HˆSch = m∑`(−1)`ψˆ†` ψˆ`+g∑`(Sˆz`,`+1)2
− J∑`(ψˆ†` Sˆ+`,`+1ψˆ`+1+H.c.). (1)
Here ψˆ` is a matter-field operator denoting a (spinless)
fermion at lattice site `. The gauge field of this model is
represented by the spin operator Sˆ of a given value S =
1/2,1,3/2, . . ., and the z component corresponds to the elec-
tric field between lattice sites, Sˆz`,`+1 ≡ Eˆ`,`+1. The simpli-
fication introduced by this formulation becomes apparent in
the fact that the electric flux can only take discrete values
associated with the possible spin states for a given S. The
first summand (mass term) in Eq. (1) describes staggered
fermions, whose ground state should be interpreted as a filled
Dirac sea, and excitations amount to the creation of a particle-
antiparticle pair with mass gap m. The second term should be
interpreted as an electric-field energy. Finally, the last term
(kinetic energy) describes the hopping of fermions between
two adjacent sites, which is associated with a spin flip Sˆ+`,`+1,
i.e. a change of the electric field on the link when the charge
moves.
The U(1) gauge symmetry is captured as invariance under
local transformations of the matter and gauge degrees of free-
dom, Vˆ †ψˆ`Vˆ = eiα`ψˆ` and Vˆ †Sˆ+`,`+1Vˆ = e
iα` Sˆ+`,`+1e
−iα`+1 , re-
spectively. The transformation Vˆ ≡∏` eiα`Gˆ` is generated by
Gˆ` = Sˆz` − Sˆz`+1 + ψˆ†` ψˆ` + 12 [(−1)` − 1] [33], where Gˆ` is a
conserved quantity, i.e.
[
Gˆ`,HˆSch
]
= 0. This condition im-
plies that if we initialize our system in an eigenstate of Gˆ`,
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Figure 1. (Color online). (a) Pictorial view of a 1D quantum-link
model, where the operators ψˆ` on even (odd) sites represent matter
(antimatter) fields and the spin operators Sˆ`,`+1 residing on each link
represent the gauge fields. (b) Equivalent physical implementation,
where two-level systems replace the fermionic matter fields and two
oscillators with a fixed total number of excitations N encode a spin
S = N/2 on each link. (c) Superconducting-circuit implementation.
Neighboring superconducting qubits on the sites of a 1D lattice are
connected via two nonlinear LC resonators.
the dynamics generated by HˆSch will remain within the sub-
space of states {|Ψ〉} with the same eigenvalue of Gˆ`. In
other words (taking for convenience the zero-eigenvalue sub-
space), gauge invariance implies the constraint Gˆ`|Ψ〉 = 0.
This defines a gauge-invariant set of ‘physical’ states, and cor-
responds to the lattice version of the Gauss law ~∇ ·~E−ρ = 0,
with ρ ≡ ψˆ†` ψˆ`+ 12
[
(−1)`−1].
Superconducting-circuit implementation.— We now de-
scribe how to implement the model (1) using a lattice of cou-
pled superconducting circuits. First, we notice that a Jordan-
Wigner transformation [34] allows us to express the fermionic
fields as two-level systems, ψˆ` = e−ipi∑m<`(σˆ
z
m+1)/2σˆ z` and
ψˆ†` ψˆ` = (σˆ
z
` +1)/2, where the σˆ
±,z
` are Pauli operators, which
for our nearest-neighbor coupling does not generate long-
range interactions between spins. Second, for each link we
consider two resonators with bosonic operators aˆ` and bˆ`+1,
which encode a general spin Sˆ through the Schwinger repre-
sentation Sˆz`,`+1 ≡ (aˆ†` aˆ` − bˆ†`+1bˆ`+1)/2 and Sˆ+`,`+1 ≡ aˆ†` bˆ`+1
[35]. In this case, the value of the spin is set by the total num-
ber of excitations N per link, S = N/2, which can be initially
prepared and measured in the experiment [36, 37]. The repre-
sentation of matter and gauge fields in terms of spin and oscil-
lator variables is summarized in Fig. 1(b) for the case S = 1.
With these new variables the Schwinger model (2) reads
HˆSch =
m
2 ∑`(−1)`σˆ z` + g4 ∑`(aˆ†` aˆ`− bˆ†`+1bˆ`+1)2
− J∑`(σˆ+` aˆ+` bˆ`+1σˆ−`+1+H.c.). (2)
As we will show now, this Hamiltonian can be simulated using
basic modules of SQCs. To this end, we follow the structure
of the building block introduced in Fig. 1(b), where the spins
on the lattice sites are simulated with superconducting qubits,
while the link between neighboring sites is composed of two
coupled nonlinear LC circuits, as shown in Fig. 1(c).
Let us now describe in detail the different circuit compo-
nents. For the sites we consider conventional superconduct-
ing qubits [1–6], which we model by a two-level Hamilto-
nian Hˆ site = ωqσˆz/2. Note that the presence of higher, off-
resonant qubit levels can slightly modify the effective param-
eters derived below, but does not qualitatively change the re-
sulting interactions [38]. A link in turn is composed of two
coupled LC circuits, each of them in parallel with a Joseph-
son junction to form a nonlinear resonator. This basic ele-
ment is described by the Hamiltonian Hˆ NLC = Qˆ2/(2C) +
φˆ 2/(2L)−EJ cos(φˆ/φ0) [39–41], where φˆ and Qˆ are canon-
ical flux and charge variables obeying [φˆ , Qˆ] = ih¯, φ0 is the
magnetic flux quantum, and EJ the Josephson energy. In the
regime, where flux fluctuations are small compared to φ0, the
cosine potential can be expanded up to quartic order to obtain
Hˆ NLC ≈ ωaaˆ†aˆ−Ωa(aˆ†aˆ)2, where aˆ and aˆ† are bosonic an-
nihilation and creation operators for electric excitations (“mi-
crowave photons”) and typically ωa ∼ ωq ∼ 5−10 GHz. Ωa
is the strength of the effective Kerr interaction [42–44] and
can take values up to several hundred MHz within the validity
of the above expansion.
To engineer the interactions of our model with independent
coupling constants, the two nonlinear LC resonators (“left”
and “right”) on each link are coupled via an additional Joseph-
son junction with Josephson energy EJ , and a capacitance CJ
[cf. Fig. 1(c)]. The total Hamiltonian for a single link is then
Hˆ link = 12
~ˆQC−1 ~ˆQT +∑η=l,r
φˆ2η
2Lη
−∑η=l,rEJ,η cos
(
φˆ`
φ0
)
−EJ cos
(
φˆl−φˆr
φ0
)
, (3)
where ~ˆQ≡ (Qˆl , Qˆr), C is the capacitance matrix [38] and EJ,η
and Lη denote Josephson energies and inductances as shown
in Fig. 1(c). As above, we expand the Josephson terms up
to quartic order and by keeping only near-resonant terms we
obtain a Hamiltonian of the form [38, 45–47]
Hˆ link = ωaaˆ†aˆ+ωbbˆ†bˆ−Ωa(aˆ†aˆ)2−Ωb(bˆ†bˆ)2
−Ωabaˆ†aˆbˆ†bˆ+Hˆ nc. (4)
Here aˆ and bˆ are bosonic operators for quasilocalized exci-
tations of the left and right resonators, respectively, and ωa
and ωb are the corresponding mode frequencies. Ωa, Ωb and
Ωab denote the strengths of self- and cross-Kerr nonlineari-
ties. Finally, Hˆ nc accounts for additional, gauge-variant in-
teractions of the form ∼ aˆ†aˆ†bˆbˆ, ∼ aˆ†aˆaˆbˆ [38]. To suppress
photon processes induced by Hˆ nc, we will consider the con-
ditions Ωa ≈ Ωb ≈ Ωab/2, and |ωa−ωb|  Ωa,Ωb,Ωab. A
more detailed discussion and a specific example showing how
this can be done is presented in [38].
Finally, the coupling between sites and adjacent links is
realized by a small capacitance Cg, which for near-resonant
subsystems results in a Jaynes-Cummings coupling Hˆ λ` =
3λσˆ†` (aˆ`+ bˆ`) +H.c. Altogether, the Hamiltonian of the full
circuit lattice takes the form Hˆmicro = ∑` Hˆ site` + Hˆ
link
`,`+1 +
Hˆ λ` , and written in a rotating frame reads
Hˆmicro ≈ ∆2 ∑`(−1)`σˆ z` + g4 ∑`(aˆ†` aˆ`− bˆ†`+1bˆ`+1)2
+δ ∑` Nˆ`−W ∑` Nˆ2` +∑` Hˆ λ` . (5)
Here we have regrouped the nonlinearities in Eq. (4) in terms
of the total photon number per link, Nˆ`≡ aˆ†` aˆ`+ bˆ†`+1bˆ`+1, and
the difference Sˆz`,`+1 ≡ (aˆ†` aˆ`− bˆ†`+1bˆ`+1)/2, representing the
discrete electric-field variable. The corresponding interaction
scales are given by W ≡ (Ωa+Ωb+Ωab)/4 and g ≡ Ωab−
Ωa−Ωb, and ∆ and δ denote qubit and resonator detunings
from a common frequency offset, respectively.
By identifying m ≡ ∆ the first line of Eq. (5) already re-
produces the mass term and the electric-field energy of the
QLM (1). To realize the gauge-invariant tunneling term ∼ J,
we consider W  λ ,g, which restricts our model to a subset
of states with well-defined photon number per link., Nˆ`|ψ〉=
N0|ψ〉, since the addition or subtraction of a photon is sup-
pressed by an energy penalty ∆E± ≡∓(δ −2N0W )−W . Fur-
thermore, this allows us to treat Hˆ λ` perturbatively, which to
second order gives the coupling −J∑`(σˆ+` aˆ`bˆ†`+1σˆ−` +H.c.),
with J =−λ 2(1/∆E++1/∆E−). By choosing an optimal de-
tuning δ = 2N0W and undoing the substitutions given by the
Schwinger and Jordan-Wigner mappings we obtain Eq. (1),
with effective parameters m ≡ ∆, J ≈ −2λ 2/W , and g de-
fined above. For realistic values W/(2pi) ≈ 200 MHz and
λ/(2pi) ≈ 30 MHz, the resulting energy scales of our model
J,g,m are around a few MHz, which are considerably larger
than the typical decoherence rates ∼ 10 kHz obtained with
state-of-the-art superconducting devices [48, 49].
String breaking.— To illustrate, how the physics associated
with the model of Eq. (2) can be probed in experiments, here
we focus on phenomena related to string breaking [50–52].
This effect is of particular interest in quantum chromodynam-
ics, and by adopting the terminology from this field, its coun-
terpart in the present 1D model can be intuitively understood
as follows. Starting from the “vacuum” state with 〈Sˆz`,`+1〉 =
0, 〈σˆ z` 〉 = (−1)`+1, and energy E0, a “quark-antiquark” pair
can be created by flipping the spin of two neighboring sites
and – to conserve the Gauss law – adding a flux 〈Sˆz`,`+1〉=±1
on the link between them. Assuming J  m, this state has
an energy E0 +2m+g. By increasing the separation between
the matter-antimatter excitation and adding the correspond-
ing fluxes on each link, the energy of the resulting “string”,
Estring = E0+2m+g(L−1), increases linearly with the num-
ber of lattice sites L from quark to antiquark. Eventually,
when L > 2m/g+ 3, it becomes energetically more favor-
able to break the string and use the available electric-field en-
ergy to create two additional particles, forming two discon-
nected “mesons” (quark-antiquark pairs with corresponding
flux lines), with a total energy Emeson = E0+4m+2g.
Figure 2(a) shows the spin configurations corresponding to
meson and string states, given a minimal setting with L = 4
sites. Since the matter and antimatter excitations at the two
ends of the chain represent the fixed “quark-antiquark” con-
iv)
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ii)i)
v)
i)
ii)
iii)
iv)
v)
iv)
iii)
ii)i)
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Figure 2. (Color online). (a) Schematic representation of the states
|meson〉 (left) and |string〉 (right) for a lattice of L= 4 sites. The spins
(matter/antimatter excitations) at the end of the chain are considered
fixed and the gauge-invariant dynamics in this minimal setting only
involves a single unit cell with two sites and one link as indicated
by the dashed box. (b) Spectrum of the microscopic Hamiltonian
[Eq. (5)] and effective model [Eq. (1)] for a single unit cell. The thick
solid lines show the energies of the states |meson〉 and |string〉, which
transform into each other via an avoided crossing (symmetric and an-
tisymmetric superpositions of these states) at m ≈ g/2. Other lines
correspond to spin combinations that for the boundary conditions de-
fined in (a) are not consistent with the Gauss law Gˆ`|ψ〉= 0. The pa-
rameters for this plot areΩa =Ωb = 2pi×200 MHz. Ωab = 2pi×420
MHz, λ = 2pi×30 MHz,W = (Ωa+Ωb+Ωab)/4= 2pi×205 MHz.
The energy splitting is given by 2
√
2J, and the effective parameters
are |J| ≈ 2λ 2/W = 2pi×8.78 MHz and g=Ωab−Ωa−Ωb= 2pi×20
MHz.
figuration, the dynamics in this case involves only a single unit
cell consisting of two qubits and a single link [as realized by
the circuit shown in Fig. 1(c)]. In terms of Schwinger bosons,
the states correspond to |meson〉 = | ↑;na = 1,nb = 1;↓〉 and
|string〉 = | ↓;na = 2,nb = 0;↑〉. In Fig. 2(b) we plot the rel-
evant energy levels of the effective model (1) as a function of
the (tunable) mass m. For the parameter regime considered
above, we find a qualitatively good agreement with the ener-
gies obtained directly from the underlying microscopic model
(5). For m/g−1 the state |meson〉 is an approximate eigen-
state of the Hamiltonian, which in an actual experiment can be
prepared by exciting the first qubit and initializing each res-
onator with a single photon. As we increase m, the meson
and string states are hybridized, giving for m ≈ g/2 an anti-
crossing split by 2
√
2J, and finally an eigenstate |string〉 for
m/g 1.
To study the feasibility of the proposal under realistic con-
ditions, we include the effect of a Markovian cavity and qubit
decay, and model the system dynamics by a master equation
d
dt ρˆ =−i[Hˆ , ρˆ]+ γ2 ∑`(2σˆ−` ρˆσˆ+` −{σˆ+` σˆ−` , ρˆ})
+κ∑`(2aˆ`ρˆ aˆ
†
` −{aˆ†` aˆ`, ρˆ}+2bˆ`ρˆ bˆ†` −{bˆ†` bˆ`, ρˆ}). (6)
Here ρˆ is the density operator, γ and κ qubit and resonator re-
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Figure 3. (Color online). Parameters as in Fig. 2(c) and values in the legends in 2pi× MHz. (a) Fidelity of the state |Ψf〉 ≈ |string〉
(eigenstate at m/(2pi) = 50 MHz) after a Landau-Zener sweep from the state |Ψi〉 ≈ |meson〉 (eigenstate at m/(2pi) = −30 MHz). m is
changed proportionally to a constant speed v. (b) Meson-string transition, shown by the average value of the spin on the link, choosing
v/(2pi) = 2pi×100 MHz/µs and starting from the state |Ψi〉 ≈ |meson〉. The result from a Landau-Zener sweep compares well with the static
case of the microscopic and effective models (solid lines). Oscillations are present in the string phase due to the nonadiabaticity of the sweep.
(c) Gauss-law violation through the sweep, choosing v/(2pi) = 2pi×100 MHz/µs, which compares well with the static case (solid line). The
effective model has, by construction, 〈Gˆ2〉= 0.
laxation rates, respectively, and for Hˆ we use the microscopic
model given in Eq. (5).
In Fig. 3 we show the results from a numerical simulation
of the experiment described above, where the state |meson〉
is initially prepared and converted into the state |string〉 by
an adiabatic Landau-Zener sweep through the avoided cross-
ing. In Fig. 3(a) we have calculated the fidelity 〈Ψf|ρˆ|Ψf〉 of
finding the state |Ψf〉 ≈ |string〉, starting from |Ψi〉 ≈ |meson〉,
and performing a detuning sweep of the form m(t) = mi + vt
between m = mi = −2pi × 30 MHz and m = mf = 2pi × 50
MHz. In the absence of dissipation the meson-to-string tran-
sition probability follows the standard Landau-Zener formula
Pm→s = 1−exp
(
−2piJ2
v
)
, and the fidelity decreases monoton-
ically as a function of the sweep velocity v. This imposes a
minimal experimental time scale T ≡ mf−miv  J−1 to observe
the transition. In the presence of losses, an upper bound is set
by κT,γT  1, to avoid the decay out of the initially-prepared
subspace. Figure 3(a) shows that for realistic loss rates a suit-
able intermediate time scale, corresponding to a sweep ve-
locity vopt/(2pi) ≈ 2pi×100 MHz/µs, with transfer fidelities
∼ 95% can be identified. Choosing this sweep velocity, we
study the onset of the meson-string transition by monitoring
the magnetization 〈Sˆz〉 at the middle link. This is shown in
Fig. 3(b), where, as predicted, we observe a crossover from
〈Sˆz〉 = 0 to 〈Sˆz〉 = 1. Oscillations seen in the string region
are due to nonadiabatic effects arising from a finite ramping
time [53]. For current experimental parameters, the transi-
tion can be clearly observed and compares well with both the
behavior predicted by the effective model (1) and the micro-
scopic Hamiltonian (5). In Fig. 3(c) we plot the expectation
value 〈Gˆ2〉, which quantifies the violation of the Gauss’ law
Gˆ|Ψ〉= 0 across the transition. This violation, comes from the
gauge-variant term Hˆ λ present in the microscopic Hamilto-
nian as well as the decay out of the initial subspace given by
the Lindblad terms in Eq. (6). Starting from a finite value
〈Gˆ2〉 ≈ 1% determined by Hˆ λ` in the microscopic Hamilto-
nian, 〈Gˆ2〉 reaches a local maximum at the anticrossing. For
larger decay rates the violation of the Gauss’ law eventually
increases linearly with time due to losses. However, the over-
all violation remains sufficiently small for state-of-the-art de-
coherence rates and required experimental ramping times.
Scalability.— The analysis presented above shows that non-
trivial phenomena, such us dynamics related to string break-
ing, can already be observed within a single unit cell com-
posed of two sites and one link. Using this building block,
the simulation of this and other dynamical phenomena can
be successively scaled up to larger lattices. For the exam-
ple of string breaking, the string and the meson states can be
distinguished by measuring the average magnetization M ≡
1
S(L−1) ∑`〈Sˆz`,`+1〉, which ideally varies sharply from 0 to 1
across the transition and is also robust with respect to indi-
vidual decay processes. Note that while for larger systems the
total loss rate increases as ΓL = γL+4κ(L−1), a decay out of
the physical subspace can be detected by measuring the qubit
and photon populations at the end of the experiment. There-
fore, for moderate system sizes and experimental time scales
T ∼ Γ−1L , accurate quantum simulations can still be performed
by looking at post-selected results [54]. By further increas-
ing the system size, the meson-string transition eventually be-
comes non-adiabatic. In this case we expect a string frag-
mentation [52] with competing length scales determined by
the Kibble-Zurek mechanism and the occurrence of random
defects due to photon loss, respectively. The role of dissipa-
tion in LGTs is by itself a challenging and largely unexplored
problem, which in the present context can be addressed by ad-
justing the coherent and dissipative time scales in a controlled
manner.
Conclusions and outlook.— In summary, we have described
the implementation of the essential building blocks of a su-
perconducting quantum simulator for dynamical lattice gauge
field theories, where the basic physical effects can already be
analyzed with an experimentally available number of coupled
superconducting circuits [55]. The extension of this work
to two-dimensional [56] and non-Abelian interactions may
eventually allow to use such superconducting architecture for
addressing open problems present in condensed-matter and
high-energy physics.
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In this supplementary material we present a detailed discussion of the circuit model and the derivation of the
quantum-link model given in the main text. The following analysis is focused on nonlinear circuits related to the
‘transmon’ [1] or ‘fluxonium’ [2] design, but similar ideas could be applied to other types of superconducting
circuits [3]. In Sec. I we review the basic properties of a nonlinear Josephson circuit, which is the building block
of our implementation. In Sec. II we describe the effective model for the coupled circuit shown in Fig. 1 of the
main text. In Sec. III we discuss in more detail under which conditions the circuit model can be mapped onto the
one-dimensional quantum-link model. Finally, in Sec. IV we summarize the main conclusion of this analysis and
provide a specific set of experimental parameters for realizing our proposal.
I. NONLINEAR SUPERCONDUCTING CIRCUITS
A basic element of the circuits described below is the nonlinear LC-circuit shown in Fig. 4 (a). It consists of a capacitance C
in parallel with a inductance L and a Josephson junction with Jospheson energy EJ . The Lagrangian of this circuit is [4]
LNLC(φ , φ˙) =
C
2
φ˙ 2− φ
2
2L
+EJ cos
(
φ
φ0
)
, (7)
where φ(t) =
∫ t
−∞V (s)ds is the node flux and φ0 = h¯/2e is the reduced flux quantum (φ0 ' 0.33×10−15 Wb). Introducing the
conjugate node charge Q= ∂L∂ φ˙ and by canonical quantization, this gives the Hamiltonian
HˆNLC =
Qˆ2
2C
+
φˆ 2
2L
−EJ cos
(
φˆ
φ0
)
, (8)
where now Qˆ and φˆ are operators obeying the canonical commutation relations [φˆ , Qˆ] = ih¯. For small flux fluctuations we can
expand the cos(φˆ/φ0) potential and write the Hamiltonian as HˆNLC = Hˆ0+Hˆ1. Here the first term is the harmonic part
Hˆ0 =
Qˆ2
2C
+
(
1
L
+
EJ
φ 20
)
φˆ 2
2
=
Qˆ2
2C
+
φˆ 2
2Lt
, (9)
with a total inductance L−1t = L−1+EJ/φ 20 . The remaining term is the nonlinear part of the Hamiltonian, which by omitting an
overall energy shift is given by
Hˆ1 =−EJ
[
cos
(
φˆ
φ0
)
−1+ φˆ
2
2φ 20
]
. (10)
To proceed we denote the characteristic inductive and charging energy scales by EL = φ 20 /Lt and EC = e
2/(2C). We write the
linear part of the Hamiltonian as
Hˆ0 =
h¯ω0
2
(
qˆ2+ ϕˆ2
)
= h¯ω0aˆ†aˆ, (11)
where ω0 =
√
1/LC =
√
8ECEL/h¯ is the resonance frequency of the LC circuit and we have introduced dimensionless charge
and phase variables by
Qˆ
2e
= 4
√
EL
8EC
qˆ,
φˆ
φ0
= 4
√
8EC
EL
ϕˆ. (12)
Furthermore, these operators obey [ϕˆ, qˆ] = i and thus can be expressed in terms of a bosonic operator aˆ in the usual way, i.e
ϕˆ = (aˆ+ aˆ†)/
√
2 and qˆ= i(aˆ†− aˆ)/√2.
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Figure 4. a) Nonlinear LC circuit where a capacitance C and an inductance L are in parallel with a Josephson junction with Josephson energy
EJ . The node flux φˆ is the dynamical degree of freedom of this circuit. b) Two nonlinear LC circuits which are coupled via an additional
Josephson junction with energy EJ and a capacitor CJ .
In the following we are interested in the regime EJ ∼ EL EC [1, 2]. We write
φˆ
φ0
=
√
ε
2
(aˆ+ aˆ†), with ε =
√
8EC
EL
, (13)
and use ε  1 as an expansion parameter for Hˆ1. By expressing cos(φˆ/φ0) in terms of normal ordered operator products [5, 6]
cos
(√
ε
2
(aˆ+ aˆ†)
)
= e−
ε
4
∞
∑
n,m;n+m=even
(− ε2) n+m2
n!m!
(
aˆ†
)n
aˆm, (14)
and keeping only number conserving operator combinations we obtain
Hˆ1 ' h¯δω0aˆ†aˆ− h¯Ωaˆ†aˆ†aˆaˆ+ h¯Ω
′
6
aˆ†aˆ†aˆ†aˆaˆaˆ+ . . . , (15)
where again a small constant energy shift has been omitted. Here, the frequency shift and interaction energies are given by
δω0 =
√
2E2JEC
EL
(
1− e− ε4
)
, Ω=
EJEC
2EL
e−
ε
4 , Ω′ =
ε
3
Ω. (16)
The harmonic frequency shift can be absorbed into a redefinition of ω0, i.e. ω0+δω0−Ω→ω0, and for low excitation numbers
we obtain a nonlinear harmonic oscillator
HˆNLC ' h¯ω0aˆ†a− h¯Ω
(
aˆ†aˆ
)2
. (17)
Note that this exact for 0, 1 and 2 excitations, while for higher photon numbers corrections scale as Ω′/Ω = ε/3. For a large
non-linearity, this allows us to define a qubit in the first two levels of the oscillator.
In the standard transmon configuration the additional inductance, L, is absent and EL = EJ . In this case Ω ' EC/2 [1] and
Ω/ω0 = ε/16 1. In Ref. [7] the parameters for a transmon qubit are ω0/2pi ≈ 6.5 GHz, EJ/2pi ≈ 18 GHz, EC/(2pi) ≈ 400
MHz, ε ≈ 0.4 and Ω/2pi ≈ 225 MHz. Below we will work with the more general design, where φ 20 /L ∼ EJ . In this case the
interaction will be slightly smaller than EC, but still on the same scale.
II. COUPLED NONLINEAR LC CIRCUITS
As a next step we consider the circuit for a single link as shown in Fig. 4 (b). Here two of the nonlinear LC-circuits described
above are coupled via a common Josephson junction. We denote by φl (φr) the flux variable of the left (right) circuit. The
Lagrangian for the full circuit is given by
L = ∑
η=l,r
[
Cη
2
φ˙ 2η −
φ 2η
2Lη
+EJ,η cos
(
φη
φ0
)]
+
CJ
2
(φ˙r− φ˙l)2+EJ cos
(
(φr−φl)
φ0
)
, (18)
8where Cη , Lη and EJ,η denote the capacitance, inductance and Josephson energy for each sub-circuit η = l,r and EJ and CJ are
the Josephson energy and capacitance of the middle junction. We introduce the node charges Qη = ∂L∂ φ˙η fulfilling commutation
relations [φˆη , Qˆη ′ ] = ih¯δη ,η ′ . By introducing a vector notation ~ˆφ ≡ (φˆl , φˆr) and ~ˆQ ≡ (Qˆl , Qˆr), the resulting Hamiltonian can be
written as
Hˆ =
1
2
~ˆQC−1 ~ˆQT + ∑
η=l,r
[
φˆ 2η
2Lη
−EJ,η cos
(
φˆη
φ0
)]
−EJ cos
(
(φˆr− φˆl)
φ0
)
, (19)
where the capacitance matrix is given by
C =
(
Cl+CJ −CJ
−CJ Cr+CJ
)
. (20)
Since we now have several different circuit elements, we denote by L0 and C0 the characteristic values for the inductances and
capacitances of the circuit, and by EL = φ 20 /L0 and EC = e
2/(2C0), the corresponding inductive and charging energy scales. As
above we introduce dimensionless variables
~ˆQ= (2e) 4
√
EL
8EC
~ˆq, ~ˆφ = φ0 4
√
8EC
EL
~ˆϕ, (21)
and write the Hamiltonian in units of ω0 ≡
√
8ECEL/h¯ as
Hˆ =
1
2
~ˆq C˜−1~ˆqT +V (~ˆϕ). (22)
Here the total potential energy is given by
V (~ˆϕ) = ∑
η=l,r
ϕˆ2η
2L˜η
− E˜J,η cos(
√
εϕˆη)
ε
− E˜J cos(
√
ε(ϕˆl− ϕˆr))
ε
, with ε =
√
8EC
EL
, (23)
and L˜η = Lη/L0, C˜η = Cη/C0 and E˜J = EJ/EL. For simplicity we will omit the tilde in the following discussion and unless
stated otherwise, all quantities are assumed to be dimensionless and h¯= 1.
A. Coupled modes
As in the previous section we divide the total Hamiltonian into a linear and a non-linear contribution, Hˆ = Hˆ0 + Hˆ1. We
write the harmonic part in a matrix form as
Hˆ0 =
1
2
~ˆqC−1~ˆqT +
1
2
~ˆϕ V ~ˆϕT , (24)
where
V =
(
1/Ll+EJ,l+EJ −EJ
−EJ 1/Lr+EJ,r+EJ
)
. (25)
The equations of motion for the Heisenberg operators are given by
∂ 2t ~ˆϕ
T =−C−1V ~ˆϕT , ∂ 2t ~ˆqT =−V C−1~ˆqT . (26)
They can be solved by making the ansatz
~ˆϕT (t) = ∑
n=1,2
√
1
2ωn
1√
C
~ξ Tn
(
aˆ†ne
iωnt + aˆne−iωnt
)
,
~ˆqT (t) =i ∑
n=1,2
√
ωn
2
√
C~ξ Tn
(
aˆ†ne
iωnt − aˆne−iωnt
)
,
(27)
9where aˆn with [aˆn, aˆ†m] = δn,m are bosonic mode operators. The eigenfrequencies ωn and the two normalized and orthogonal
mode-functions ~ξn follow from the eigenvalue equation[
1√
C
V
1√
C
−ω2n1
]
~ξ Tn = 0. (28)
This gives
Hˆ0 = ∑
n=1,2
ωnaˆ†naˆn, (29)
where the phase variables have been expressed as
ϕˆη=l,r, =
cη ,1√
2
(aˆ1+ aˆ
†
1)+
cη ,2√
2
(aˆ2+ aˆ
†
2), cη ,n =
√
1
ωn
~eη
1√
C
~ξ Tn . (30)
Note that the vectors defined by the coefficients cη ,i are not normalized and not orthogonal. In general, the modes aˆ1 and aˆ2
will describe excitations, which are delocalized in both the left and the right part of the circuit. However, one can find specific
conditions, where despite large EJ and CJ , the eigenmodes become almost decoupled and aˆ1 ≈ aˆl and aˆ2 ≈ aˆr. This is due
to a cancelation between the inductive coupling ∼ EJ and the capacitive coupling ∼CJ . In the past similar effects have been
proposed for building tunable coupling for qubits and microwave cavities [8, 9]. In Sec. IV we present parameters with which
the eigenmodes correspond to left and right excitations, while a large EJ still induces strong nonlinear interaction between them.
B. Non-linearities
The nonlinear part of the Hamiltonian describing the circuit of Fig. 4 (b) is
Hˆ1 =− ∑
η=l,r
E˜J,η
ε
(
cos(
√
εϕˆη)−1+
εϕˆ2η
2
)
− E˜J
ε
(
cos(
√
εϕˆ−)−1+ εϕˆ
2−
2
)
, (31)
where ϕˆ− = (ϕˆ1− ϕˆ2). We write the different phase variables as
ϕˆη=l,r,− =
1√
2
[
Aˆη + Aˆ†η
]
, with Aˆη = cη ,1aˆ1+ cη ,2aˆ2, (32)
where c−,n = (cl,n−cr,n). Since the Aˆη operators are not normalized, we also define c¯2η ≡ [Aˆη , Aˆ†η ] = |cη ,1|2+ |cη ,2|2. Using this
notation we can use the expansion
cos
(√
ε
2
(Aˆη + Aˆ†η)
)
= e−ε c¯
2
η/4
∞
∑
n,m;n+m=even
(− ε2) n+m2
n!m!
(
Aˆ†η
)n
Aˆmη . (33)
For ε  1 we can truncate this expression and by keeping only resonant contributions we obtain
Hˆ1 ' ∑
η=l,r,−
[
− E˜J,η
(
1− e−ε c¯2η/4
)
Aˆ†η Aˆη
]
− ε
16 ∑η=l,r,−
E˜J,η Aˆ†η Aˆ
†
η Aˆη Aˆη , (34)
with
Aˆ†η Aˆ
†
η Aˆη Aˆη =
[
c4η ,1aˆ
†
1aˆ
†
1aˆ1aˆ1+ c
4
η ,2aˆ
†
2aˆ
†
2aˆ2aˆ2+4c
2
η ,1c
2
η ,2aˆ
†
1aˆ1aˆ
†
2aˆ2
]
+
[
c2η ,1c
2
η ,2(aˆ
†
1aˆ
†
1aˆ2aˆ2+ aˆ
†
2aˆ
†
2aˆ1aˆ1)
]
+2
[
c3η ,1cη ,2(aˆ
†
1aˆ
†
2aˆ
2
1+ aˆ
†2
1 aˆ1aˆ2)+ cη ,1c
3
η ,2(aˆ
†
1aˆ
†
2aˆ
2
2+ aˆ
†2
2 aˆ1aˆ2)
]
.
(35)
The first term induces small frequency shifts (which can be absorbed into a redefinition of ωn) and a tunneling term
Hˆt =−J(aˆ†1aˆ2+ aˆ†2aˆ1), with J = ∑
η=l,r,−
ε
4
E˜J,η c¯2ηcη ,1cη ,2. (36)
Below we are interested in detuned resonators ω1 6= ω2, where this effect is negligible. We then write
10
Hˆ1 ' Hˆ c1 +Hˆ nc1 . (37)
The first term contains interactions that conserve the photon number in each mode,
Hˆ c1 =−Ω11aˆ†1aˆ†1aˆ1aˆ1−Ω22aˆ†2aˆ†2aˆ2aˆ2−Ω12aˆ†1aˆ1aˆ†2aˆ2, (38)
while the second term Hˆ nc1 accounts for processes in which the number in each mode is not conserved,
Hˆ nc1 =−
Ω12
4
(
aˆ†1aˆ
†
1aˆ2aˆ2+ aˆ
†
2aˆ
†
2aˆ1aˆ1
)
− ∑
n=1,2
Vn
2
aˆ†n(aˆ
†
1aˆ2+ aˆ
†
2aˆ1)aˆn. (39)
In these equations we have defined the interaction energies
Ωnn =
ε
16 ∑η=l,r,−
E˜J,ηc4η ,n, Ω12 =
ε
4 ∑η=l,r,−
E˜J,ηc2η ,1c
2
η ,2, Vn =
ε
4 ∑η=l,r,−
E˜J,ηc2η ,ncη ,1cη ,2. (40)
Note that by expanding the cosine potential to next order we obtain contributions of the form
Hˆ
(3)
1 '
Ω′
6
aˆ†1aˆ
†
1aˆ
†
1aˆ1aˆ1aˆ1+ . . . , with Ω
′ =
ε2
48 ∑η=l,r,−
E˜J,ηc6η ,1. (41)
Therefore, the relevant condition for the truncation of the expansion to second order is ε c¯2η/6 1.
The general form of Hamiltonian (37) follows from the assumption of weak phase fluctuations and near degenerate modes aˆi,
similar approaches have been discussed in [10–12]
III. QUANTUM LINK MODELS
Based on the effective circuit model described in the previous section, we now discuss in more detail the conditions, under
which this maps onto the quantum-link model version of the Schwinger model, given in Eq. (2) of the main text. For simplicity
we restrict the following analysis to two sites and a single link, but a generalization of the resulting expressions for a whole
lattice is straightforward. According to the discussion above, the Hamiltonian for a unit cell of two sites and one link is given by
Hˆ ' ∑
i=1,2
(
ωqi σˆ
+
i σˆ
−
i +ωiaˆ
†
i aˆi−Ωiinˆ2i
)
−Ω12nˆ1nˆ2+Hˆλ +Hˆ nc1 , (42)
where
Hˆλ ≡ ∑
i=1,2
λi
(
σˆ+i aˆi+ σˆ
−
i aˆ
†
i
)
. (43)
As above, Hˆ nc1 accounts for the nonlinear corrections
Hˆ nc1 =−
Ω12
4
(
aˆ†1aˆ
†
1aˆ2aˆ2+ aˆ
†
2aˆ
†
2aˆ1aˆ1
)
− ∑
n=1,2
Vn
2
aˆ†n(aˆ
†
1aˆ2+ aˆ
†
2aˆ1)aˆn, (44)
which are off-resonant if ω1 6= ω2. To proceed we introduce the Schwinger representation
Nˆ ≡ aˆ†1aˆ1+ aˆ†2aˆ2, Sˆz ≡
1
2
(
aˆ†1aˆ1− aˆ†2aˆ2
)
, Sˆ+ ≡ aˆ†1aˆ2, Sˆ− ≡ aˆ1aˆ†2, (45)
such that for fixed total photon number N the operators Sˆz,± are spin S= N/2 operators and the states can be labeled as
|n1,n2〉 ≡ |N = n1+n2,mz = (n1−n2)/2〉. (46)
The total Hamiltonian can then be rewritten as
Hˆ = ∑
i=1,2
ωqi σˆ
+
i σˆ
−
i +∑
N
[
ωN+ωzN Sˆ
z]⊗|N〉〈N|+g(Sˆz)2+Hˆλ +Hˆ nc1 , (47)
11
where
ωN =
(
ω1+ω2
2
)
N−WN2, ωzN = ω1−ω2−∆ΩN, (48)
and
W =
Ω11+Ω22+Ω12
4
, g=Ω12−Ω11−Ω22, ∆Ω=Ω11−Ω22. (49)
In terms of spin operators we also have
Hˆ nc1 =−∑
N
N−1
4
(V1+V2)Sˆx⊗|N〉〈N|− Ω124
[
(Sˆ+)2+(Sˆ−)2
]− V1−V2
4
(SˆzSˆx+ SˆxSˆz). (50)
We see that for Hˆλ , Hˆ nc1 → 0 the Hamiltonian (47) conserves the total number of excitations in the link, and manifolds with
different N are separated by a nonlinear energy offset ωN . For a fixed N the link is then described by a spin S= N/2 system with
a bias ∼ ωzN and a nonlinearity ∼ g. The weak interaction with the qubits, Hˆλ , will induce virtual transitions to neighboring
N-manifolds and below we will show that in second-order perturbation theory this leads to the desired gauge-invariant hopping
term.
A. Suppression of photon flip interactions
Before addressing the tunneling term, let us first take a closer look at Hˆ nc1 , which leads to unwanted spin transitions ∼ Sˆx and
∼ (Sˆ±)2. To suppress these contributions we impose the hierarchy of frequency scales
ωN > |ωzN |  |ωN−ωN±1|,Ωi j,Vi > g, (51)
such that the strong asymmetry ωzN makes spin flips energetically unfavorable. For a fixed N we obtain in second-order pertur-
bation theory
Hˆ
nc,(2)
1 ≈
[
Ω212((N+1)
2−3)
16ωzN
+
(N−1)2(V1+V2)2− (N2+2N−1)(V1−V2)2
8ωzN
]
Sˆz
+
[
3(N−1)(V 21 −V 22 )
4ωzN
]
(Sˆz)2+
[
(V1−V2)2
ωzN
− Ω
2
12
4ωzN
]
(Sˆz)3−
[
N(N2+N−2)(V 21 −V 22 )
16ωzN
]
.
(52)
For the cases N = 1 (S= 1/2) and N = 2 (S= 1)we can use the relation aSˆz+b
(
Sˆz
)3
= (a+b)Sˆz and the second order correction
in Eq. (52) can be accounted for by a small redefinition of ωzN and a correction to the coupling
g→ g+
[
3(N−1)(V 21 −V 22 )
4ωzN
]
. (53)
For higher spins the term∼ (Sˆz)3 gives a non vanishing correction to our model Hamiltonian, which however conserves the local
spin. Therefore, we conclude that for detuned oscillators and not too large spin, the corrections due to Hˆ nc1 are not essential and
in the following discussion we omit Hˆ nc,(2)1 .
B. Gauge invariant tunneling
To proceed we first remove an overall frequency scale and move into a rotating frame with respect to
Hˆ0 = (ωq1 +∆)(σˆ
+
1 σˆ
−
1 + aˆ
†
1aˆ1)+(ω
q
2 −∆)(σˆ+2 σˆ−2 + aˆ†2aˆ2). (54)
In this new frame we obtain
Hˆ =−∆σˆ+1 σˆ−1 +∆σˆ+2 σˆ−2 +∑
N
[
δN+δ zN Sˆ
z]⊗|N〉〈N|+g(Sˆz)2+Hˆλ , (55)
12
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Figure 5. Schematic diagram of the bare energy levels for Ωi j→ 0.
where the relevant detunings are
δN = ωN− ω
q
1 +ω
q
2
2
N =
(
ω1−ωq1 +ω2−ωq2
2
)
N−WN2, (56)
and
δ zN = δ1−δ2, δ1 = ω1−ωq1 −∆−Ω11N, δ2 = ω2−ωq2 +∆−Ω22N. (57)
The corresponding energy level diagram is shown in Fig. 5. By tuning each qubit close to the frequency of the neighbouring
oscillator, we can achieve δ zN ≈ 0 for a specific N, while |δN−δN±1| ∼Ωi j λ .
In the limit λi → 0, the Hamiltonian (55) is diagonal in |N〉 and separated into different manifolds with offset δN . The
qubit-resonator interaction Hˆλ couples neighboring N manifolds and in second-order perturbation theory we obtain
Hˆ
(2)
λ =∑
N
Hˆ
(2)
λ (N)⊗|N〉〈N|. (58)
Here
Hˆ
(2)
λ (N) =− ∑
s1,s2,s′1,s′2
∑
mz,m′z
∑
x
(
〈s′1,s′2;N,m′z|Hˆλ |x〉〈x|Hˆλ |s1,s2;N,mz〉
Ex−Es1,s2,mz(N)
)
|s′1,s′2;m′z〉〈s1,s2;mz|, (59)
where Es1,s2,mz(N) is the energy of the state |s1,s2;mz〉 and the last sum runs over all intermediate states |x〉 with energy Ex. To
evaluate the matrix elements we use
aˆ1|N,mz〉=
√
N/2+mz|N−1,mz−1/2〉, (60)
aˆ†1|N,mz〉=
√
N/2+mz+1|N+1,mz+1/2〉, (61)
aˆ2|N,mz〉=
√
N/2−mz|N−1,mz+1/2〉, (62)
aˆ†2|N,mz〉=
√
N/2−mz+1|N+1,mz−1/2〉. (63)
We obtain contributions ∼ λ 2i which only involve a single qubit,
λ 21 : −λ 21
[
N/2+mz+1
∆E+1
|11〉〈11|+ N/2+mz∆E−1
|01〉〈01|
]
|s2,mz〉〈s2,mz|,
λ 22 : −λ 22
[
N/2−mz+1
∆E+2
|12〉〈12|+ N/2−mz∆E−2
|02〉〈02|
]
|s1,mz〉〈s1,mz|,
(64)
as well as cross terms
λ1λ2 : −λ1λ2
√
(N/2+mz+1)(N/2−mz)
[
1
∆E+1
+
1
∆E−2
]
|01,12,mz+1〉〈11,02,mz|+H.c. (65)
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In these expressions we have written the energy denominators as
∆E+1 ≡ ∆− Ω¯+(δ1−Ω12N/2−∆Ω/2)+(g−∆Ω)mz,
∆E−1 ≡−∆− Ω¯− (δ1−Ω12N/2−∆Ω/2)− (g−∆Ω)mz−∆Ω,
∆E+2 ≡−∆− Ω¯+(δ2−Ω12N/2−∆Ω/2)− (g+∆Ω)mz+∆Ω,
∆E−2 ≡ ∆− Ω¯− (δ2−Ω12N/2−∆Ω/2)+(g+∆Ω)mz,
where
Ω¯≡ Ω11+Ω22
2
=W − g
4
. (66)
1. Hopping
Starting from a state |11,02〉|n1,n2〉 with the first qubit in the excited state |11〉 and N = n1+n2, the Hamiltonian Hˆλ couples
this state to |01,02〉|n1+1,n2〉, which contains N+1 photons in the link. Due to strong interactions this state can only be excited
virtually and a second exchange of excitations with the second qubit results in the state |01,12〉|n1 + 1,n2− 1〉, again with N
photons. The same process can occur in the reverse order |11,02〉|n1,n2〉 → |11,12〉|n1,n2− 1〉 → |01,12〉|n1 + 1,n2〉 and the
interference between the two paths is expressed in Eq. (65) by the sum of two contributions with different energy denominator
∆E+1 and ∆E
−
2 .
To proceed we consider a fixed manifold N0, where we choose detunings such that δ1 = δ2 = δ¯ and
(δ¯ −Ω12N0/2−∆Ω/2) = 0. (67)
Note that for Ω11 =Ω22 and g≈ 0, this condition corresponds to
δ := ω1− (ωq1 +∆) = (Ω12/2+Ω11)N0 ≈ 2WN0, (68)
which is used in the main text. In this case
−
[
1
∆E+1
+
1
∆E−2
]
=
1
Ω¯−∆− (g−∆Ω)mz
+
1
Ω¯+∆− (g+∆Ω)mz
. (69)
For the validity of our perturbative treatment we require Ω¯ ∆, |g|, |∆Ω|. In this regime Eq. (65) can be rewritten in terms of
the effective hopping Hamiltonian
HˆJ ' 2λ1λ2Ω¯
[
σˆ+2 Sˆ
+σˆ−1 +
g
Ω¯
σˆ+2 Sˆ
+Sˆzσˆ1−+
g2+(∆Ω)2
Ω¯2
σˆ+2 Sˆ
+
(
Sˆz
)2 σˆ−1 +H.c.] . (70)
The first term is the gauge-invariant hopping term discussed in the main part of the paper with J = −2λ1λ2/Ω¯. Note that for
g≈ 0, and Ω11 =Ω22 we obtain Ω¯≈W . For non-zero g and ∆Ω, we obtain higher-order corrections, which scale as ∼ g/Ω¯ and
∼ (∆Ω/Ω¯)2 and thus, in the energy regime considered here, negligible compared to the hopping term of interest.
2. Stark shifts
Under the same conditions as above we can evaluate the single-site terms given in Eq. (64). Apart from an overall energy
shift, the dominant contribution is given by
λ 21
2Ω¯
σˆ z1 +
λ 22
2Ω¯
σˆ z2 +
(
λ 21
Ω¯
− λ
2
2
Ω¯
)
Sˆz, (71)
which implies a Stark shift in the qubit frequencies, and since it commutes with the gauge-invariant hopping term it does not
affect the system dynamics. Relevant corrections are of the form
∼ σˆ z1 Sˆz,∼ σˆ z2 Sˆz. (72)
These corrections scale as J×max{g,∆,∆Ω}/Ω¯, and can be thus neglected under the assumed hierarchy of scales.
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3. Summary
In summary, we have shown that when restricted to a total photon number N = N0 manifold, we obtain an effective Hamilto-
nian of the form
Hˆ '−J (σˆ+2 Sˆ+σˆ−1 + σˆ−2 Sˆ−σˆ+1 )+g(Sˆz)2−mσˆ+1 σˆ−1 +mσˆ+2 σˆ−2 , (73)
where J =− 2λ1λ2Ω¯ and a mass m= ∆, which is set by the qubit detuning. In writing Eq. (73) we have neglected a contribution
Hˆ
nc,(2)
U = g
′
N(Sˆ
z)3, with g′N =
Ω212
8ωzN
. (74)
As argued above, this term can be neglected for S= 1/2,1. In general, we require |ω1−ω2| Ω12 to ensure g′N0 < g. Another
correction is of the form
λ 21
2Ω¯
σˆ z1 +
λ 22
2Ω¯
σˆ z2 +
(
λ 21
Ω¯
− λ
2
2
Ω¯
)
Sˆz. (75)
Although this term is of order ∼ J, it commutes with H and therefore does not affect the dynamics. The dominant relevant
correction comes from terms like
Hˆcorr ∼ Sˆzσˆ zi ,∼ σˆ+2 Sˆ+Sˆzσˆ−1 , ... having Hˆcorr =O
(
J× max{g,m,∆Ω}
Ω¯
)
. (76)
These corrections modify the dynamics, but conserve the Gauss law.
IV. DISCUSSION
We have shown that the coupled anharmonic LC circuit in Fig. 1 of the main text can be used to implement an effective
one-dimensional quantum-link model with Hamiltonian
Hˆ ' m∑`(−1)`σˆ+` σˆ−` +g∑
k
(Sˆz`,`+1)
2− J ∑` σˆ+` Sˆ+`,`+1σˆ−`+1+H.c., (77)
where the total spin S = N0/2 of the link variable is given by the total number of excitations shared by the two nonlinear LC
oscillators forming a link. The value of m is essentially set by a detuning offset between the qubits and the nonlinear LC
resonators, and
g=Ω12−Ω11−Ω22, J =− 4λ1λ2Ω11+Ω22 '−
2λ1λ2
Ω11+Ω22+Ω12
. (78)
Equation (77) has been derived for asymmetric resonators and under the following hierarchy of energy scales
ω1,2 > |ω1−ω2| V1,2,Ωi j m,g, |Ω11−Ω22|, (79)
and we have assumed that the detunings between qubits and resonators are set to
ω1− (ωq1 +∆) = +Ω11N0+Ω12N0/2+∆Ω' 2N0W, (80)
ω2− (ωq2 −∆) = +Ω22N0+Ω12N0/2+∆Ω' 2N0W. (81)
Parameter example
To show that the conditions leading to Eq. (77) can be achieved with a realistic circuit design, we now discuss a specific
example for the link circuit shown in Fig. 1 (b). We consider the following values for the inductive and capacitive energy scales
EL/h= 12.5GHz (L0 ≈ 14×10−9 H), EC/h= 580MHz (C0 ≈ 35×10−15 F), (82)
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Figure 6. Mode frequencies and interactions energies for a two coupled LC circuits. The parameters in units of C0 and L0 are: Cl = 1, Ll = 1,
E˜J,l = 0.7, Cr = 0.8, Lr = 0.6, E˜J,r = 0.6, CJ = 0.9.
which corresponds to an impedance of Z0 =
√
L0/C0 ≈ 630Ω. For for these parameters we obtain
ω0/(2pi) = 7.6GHz, ε = 0.6, Ω0 = ω0
ε
16
≈ 2pi×290MHz. (83)
We consider Josephson energies EJ ∼ EL, which corresponds to junctions with critical currents of about Ic = EJ/φ0 ≈ 25 nA.
Note that for these parameters the charge noise, which scales as ∼ e−8ε  1 [1], is already strongly suppressed.
In normalized units to L0 and C0 we choose Ll = 1, Cl = 1 and E˜J,l = 0.7 for the left circuit and Cr = 0.8, Lr = 0.6 and
E˜J,r = 0.6 for the right circuit. In Fig. 6 (a) we plot the resulting eigenmode frequencies and mode coefficients cη ,1,2 as a
function the Josephson energy of the coupling junction and for CJ = 0.9. At low EJ the left and right circuit are only weakly
coupled by the capacitanceCJ . As we increase the Josephson energy, the mode mixing increases up to a certain point EJ ≈ 1.95,
where the left and right circuit again become almost completely decoupled. As mentioned above, this is a consequence of a
cancelation between the negative capacitive and the positive inductive coupling. We are mainly interested in this decoupled
regime, where the eigenmodes aˆ1 and aˆ2 correspond to excitations of the to left and right resonators respectively, while there is
still a large nonlinear cross coupling produced by EJ . The mode frequencies at this point are
ω1/(2pi)≈ 10.3GHz, ω2/(2pi)≈ 12.1GHz, (ω1−ω2)/(2pi)≈ 1.8GHz. (84)
and the relative mode admixing is
|cl,2/cl,1|2 ≈ |cr,1/cr,2|2 ≈ 0.07. (85)
In Fig. 6 (b) we plot the interaction energies Ωi j and V1,2 under the same conditions as above. At the decoupling point the
individual interaction energies are around 100 MHz and we see thatΩ12≈ 2Ω11≈ 2Ω22 can be achieved. The relevant interaction
scales used in the perturbation theory are summarized in Fig. 6 (c). At the decoupling point we obtain
g/(2pi)≈ 20MHz, Ω¯ = Ω11+Ω22
2
'W ≈ 2pi×110MHz, Ω11−Ω22 ≈ 2pi×0.5MHz. (86)
At the same time V1 ≈ V2 and therefore, corrections scaling with V1−V2 or V 21 −V 22 can be neglected. For this parameter set,
higher-order terms in the Josephson nonlinearities scale as ε|c¯η ,|2/6≈ 0.06 relative to the Ωi j terms.
This example shows that a faithful implementation of the quantum-link model (77) can be obtained using realistic circuit
designs. For this set of values, the energy scale of the resulting effective parameters g,m,J is in the range of a few MHz, which
by far exceeds decoherence rates of a few kHz achieved with state-of-the-art superconducting circuits [13, 14].
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