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Abstract. This paper deals with the systematic synthesis of systolic arrays. As a target example, 
we design a new 2D toroidal systolic array for the algebraic path problem. First, we informally 
explain how to derive this new systolic architecture, then we show how to synthesize it using a 
systematic methodology based upon uniform recurrence equations. Such a synthesis provides a 
proof of the correctness of the architecture. 
t . Introduction 
Since the seminal work of Kung and Leiserson [ 171, interest for systolic algorithms 
and 
l 
architectures has never decreased, for the following reasons: 
systolic algorithms exist for a much larger class of algorithms than was initially 
expected, especially in the strategic domains of signal prQ:=szt~f xmerical 
analysis and image processing; 
with the advance of VLSI, it becomes more and more rea!istic to resign such 
algorithms directly into silicon; 
systolic algorithms represent also a basic paradigm for programming massively 
parallel architectures which embed easily the local communication model 
underlying systolic arrays; 
last but not least, the regularity of systolic array makes it possible to derive 
them from very high-level specifications uch as equations. 
0157-6423/90/$3,50 @ 199O-Elsevier Science Publishers B.V. ( North-flolland) 
136 A. Benaini 41 al. 
In this paper, we are mainly interested in the formal derivation of systolic 
algorithms. These last years, several methods for synthesizing systolic arrays 
appeared in the literature (see [4,3,25,27,30] among others). Most of these methods 
rely upon the early work of Karp, Miller and Winograd [ 131 on uniform recurrence 
equations and of Lamport [20] on the parallelization of do loops. Basically, it 
consists of describing the algorithms as a set of indexed calculations, each calculation 
being attached to a point of the space. By ordering the calculations in such a way 
that the order imposed by their dependences is preserved, and by projecting the 
domain of the equations along a direction of the space, one obtains a systolic array. 
The approach we shall use here is based on the work presented in [27-291. As a 
target example, we consider the Algebraic Path Problem (APP for short). It is defined 
as follows [ 10,35]: Given a weighted graph G = ( V, E, w), where V is a finite vertex 
set, E an arc set, HP a function E + H, (H, @, 0) a semiring with zero 0 and unity 
1, find for all pairs of vertices (i, j) the quantities d,, = @{ HF( p): p E M,,), where M,, 
denotes the set of all paths from i to j. With the weighted graph ( V, E, W) we 
associate the n x n weight matrix A = (a,,), where 
w( k i), if(i,j)EE 
a,, = 
0, otherwise 
We denote by Mf:’ the set of all paths from i to j which contain only vertices x 
with I s x s k as intermediate vertices. In practice, a,, =O( w( p): p E MI:‘) is equal 
to the successive values of a,j which we want to compute, starting from the initial 
value AiT’ = a, UP to A:,“’ = d,,. The solution to the APP problem can be obtained 
by a direct generalization of the Gauss-Jordan diagonalization algorithm to compute 
the inverse of a real matrix [lo]: 
for k = 1 to n do 
begin {phase k} 
A’,;‘:= (A;;-“)*. 
for i = 1 to n, ii k do AI:‘:= Aj[-“@ALi’; 
forj=l ton,jfkdo 
beg in 
fori=l ton,ifkdo 
end 
end 
In the computational procedure we let c* := @(ci: i 2 0) for c’ c $4 ,%pplicatiorrs 
of the APP are obtained by specializing the operations 0 and @ in the appropriate 
semirings. Let us mention four of them: 
(i) determination of the inverse of a real matrix; 
(ii) shortest distances in a wei 
(iii) transitive and reflexive closure of a binary relation; 
(iv) maximum capacity matrix [ 10, 343. 
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For instance, we can speciahze the APP for the computation of shortest distances 
in a weighted graph (cycles allowed) as follows: take the weights A, in the semiring 
H ==Ru{+aq -CC); let 0 be the minimum operation with zero +QO (wc let A, = +oo 
if there is no arc from i to j) and 0 be the addition in R! extended to J! (with 
- x@+Qc-; =80~); finally, define the * operation by 
if s 3 0 then c* := 0 else c* := --oo. 
The short list above shows that path problems are ubiquitous in computer science. 
Several researchers have supplied the parallelization of the APP on systolic arrays 
(see [7, 11, 14. 18, 19, 26, 31-341 among others). 
The main rest& of this paper is a new systolic array for the APP whose area-time 
performances overcome those of the literature. We describe this new array in Section 
3. Beforehand, in Section 2, we deal with a linear array of processors and we propose 
a parallel algorithm whose 2D space-time extension wil! permit to retrieve the 
systolic solution. Finally in Section 4, we show how to synthesize the new systolic 
array using a systematic methodology based upon recurrence quations. 
2. Using a linear array of processors 
We retrieve the generic algorithm for the APP by splitting it into elementary tasks, 
whose execution ordering is directed by precedence constraints: independent asks 
can be processed simultaneously [S, 15,213. At step S we let Tkk denote the task 
of updating column k and Tkj the task of combining column j with column k: 
The 
a 
a 
for k = 1 to n do {phase k} 
task Tkk : 
(A’,; := (A$-’ I)*; 
for i= 1 to n, i # k do AIL’:= A$-“@A’,k,‘;) 
forj= 1 to n,j# k do 
task Tkj : 
(for i = 1 to n, i # k do 
A;’ := A~;-“@,$~)@&;-“. 9 
A;;‘:= &@A;;-“;) 
prece$i.,~e constraints are the following: 
Tk, precedes T,&, for all j f k (the updating of column k must be completed 
before it can be combined with other columns); 
TYi precedes Tk+ 1.j for all j # k (the updating of column j at step k + 1 can only 
begin when its updating from step k is terminated). 
The task graph which can be constructed directly from these precedence con- 
straints is depicted in Fig. 1. Assume that a task can be processed within a 
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Fig. 1. Task graph for the APP ( n = 61. 
unit. We easily solve a problem of size n on a linear array of n processors. Column 
j is input to the top processor at step j. The program of the processors can be 
detailed as follows (all column and processor indices are taken modulo n): 
if time = 2i - 1 then receive column i from P, _, 
for time:=2i to 2i+n-2 do 
if time = 2i + n - 1 then send column i to P,+, 
beg in 
receive column j = time-i+ 1 from P,_,; 
execute task T,,; 
send column j to P,+ I 
end; 
For simplicity, we have assumed that the rightmost processor P, also sends a message 
to its right neighbor (i.e. to the external world). 
Processor P,, 1 s is n, executes task T,.,+ at time t = 2i - I+ j. ASSUSN that II is 
even for the sake of simplicity: we see that proicessor P, executes its last task T,.,_ 1 
at time 2i + n - 2, that is one step before P, +cl, I initiates its first computation 
T r+nlZ,r+nli!* As a consequence, we can fold the array around its horizontal axis and 
assign to processor P, the set of tasks 
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Time 
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Fig. 2. Solving a problem of size n on a ring of $I processors (II = 6). 
This leads to the parallei algorithm illustrated in Fig. 2: a problem of size n is solved 
on a ring of irt processors. Processor Pi, 1 s i s In, executes task 
X- 1 +j and task ~+,,2S,+,,,2,, at time 2i+ n - 1 +i. 
Ti i+j at times . 
L. 
3. The new systolic array 
3. I. Space-time extension of the ring algorithm 
we move to smaller granularity from the linear array to the 2D systolic architecture: 
rather than defining the tasks T&j as a combination of full columns, we split such 
a combination into n elementary updates. Let Okji be the operation performed on 
coefficient a,j at step k. 
Each processor Pr, of the ring above is replaced by a ring array composed of n 
dIs &, PL+I.li, l l . , Pk -l.k as shown in Fig. 3. These cells execute in a pipeline 
fashion the tasks &,j and T,, n,Z,, <, 1 d j s n, that were assigned to processor pk. 
More precisely, cell f,k executes uccessively :he operations Okji, j = k, k + 1, . . . , k - 
I and the operations OA+n,Z,,.,q j = k +&, k +in + 1,. . . , k +ln - 1. In particular, 
Qls PLl, and & t ,,,2_h will compute the star operation ‘%A& in tack ? r .?2d 
8 i jrt~~,k+n!Z.k+ni2 h iask L.,2,k+.~2. Note that OAk[, is the iirsl computation perfo; - 
med in the execution of T,,. However, because of the ring topology, and II-I order 
to obtain local vertical communications between consecutive rows of the 2D array, 
we shift the cells so that Pjjk is the jth ceil of row i of the array. Cells Pi, and e-it tl/z 
will compute the star operation in task 7;i and 7;, n/2,i+ ,r/Z. 
Note that Cosnard and Tchuente [6] propose other examples of space-time 
extensions of linear array algorithms into 2D systolic architectures. See also [I] for 
similar ideas. 
A. knuinr et a!. 
. . . 
%l.k*l 
:- %l.k 
. . . . . . . 
column k+l 
column k 
. . . %t+l,k*l .*-- 
%.k. 1 %+l.k 
Fig. 3. Replacing P8 by a ring of n elcmcntary cells. 
The 2D torus of processors that we obtain using the previous extension is 
represented in Fig. 4. For a problem of size JQ, the array is composed of [!PI~ rows 
of n processors. Because columns of A were input to the vertical ring of processors, 
the coefficients of A are fed into the 20 array row by row (and in a skewed format, 
because of the pipeline execution of the tasks). The input format is shown in Fig. 
4. The input control is also made explicit in Fig. 4. The operation of the processors 
is depicted in Fig. 5. For the sake of the exposition, we artificially particularize the 
layout of the diagonal cells in Fig. 4. In fact, all processors should be viewed as 
identical, and the additional diagonal connections for propagating the control are 
356 
normalize %6 ass 
r\ormalite a46 ass %4 
normalize 
normalize %6 
=4s %4 a, 
normalize a26 a35 a44 %3 a, 
a16 a25 a34 a43 %2 %l store 
update 
update 
update 
update 
update 
star 
a15 a24 a33 a42 %l 
a14 %3 a32 a41 
a13 %2 a31 
a12 a21 
a11 
I 4. The dB twoida systolic array with its input data and control. 
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__ ‘new / 
bOUt 
%lJt’ 
Step t Step t+l 
star: 
update: 
store: 
nu7nalitc : 
nil : 
esac 
begin horiz_contmlout := diag_contAin ; 
%Jt := r&j ; bout := ain* ; mew := nil ; ad 
begin horiz_controb,, := diag_conmlin ;
bmt := ain ; +t := nil ; tnew := nil ; end 
begin htiz_mtrolout := diag_mnmli, ; 
%ut := rou ; but := nil ; mew := bin ; end 
begin hcaiz_controbut := diag_mntrolin ; 
Bout := rdd (X) bin ; bout := nil ; mew := rold; end 
begin ( 8Ct s nondiagonal 41 CCBWO~~ by hOriZ_mno)in) 
cllbe hOliZ_COfUTOli~ 05 
star: begin ;but := tO]d ; bout := bin ; rnCw := ain (x) bin ; end 
U@C : begin bout := bin ; tit := ain (+) rOld (x) bin ; 
rnew := ro]d ; end 
ston : begin but := rold ; bout := nil ; mew := nil ; end 
normalizc : begin k,t := nil ; bout := nil ; rncw := nil ; end 
esac 
hom_cmrolout := horiz_contmli, 
dhg_contm~t := diag_ctmWlin 
Fig. 5. Operations of the processors. 
not needed. Systolic techniques for identifying the diagonal cells are well known 
(see [34] for the use of two boolean signals moving at full speed in one direction 
and at half speed in the other for such an identification). 
We state our main result [3]: 
Theorem 3.1. Any instance of size n of the A PP can be soloed on a 2 D toroidal systolic 
array of [in 1 x n processors within Sn - 2 time steps. 
We refer the reader to [3] for a proof of the theorem. We simply point out that 
the most ef%iesrtt arrays for the APP [ 19,321 operate in ?rt - 2 tinae F?~=;_” ~9 require 
it’ elementaly processors. Our new array achieves the same execution time, while 
the number of processors (of the same complexity) is reduced by a factor of two. 
See [3] for a thorough comparison of many existing arrays (including ours). 
We have validated the operation of the array using a program written in SISYC, 
which is a language for the simulation and the validation of systolic algorithms, 
based on the mathematical model for the specification and verification of systolic 
networks due to Melhem and Reinboldt [23, 241. SISYC’ is an applicative language 
in the sense that all programs and all operators are functions of data sequences. In 
SISYC, we represent he data appearing on the same edge of the systolic network 
by a data sequence ,r, where x(n) is equal to the data item that appeared on that 
edge at time n. The computation performed by each ceil in the network is then 
modeled using operators on data sequences uch as the shift, the arithmetic and 
the conditional operators. A SISYC compiler and environment tools developed by 
Benaini [2] were used to test our array on various instances of path problems, 
including matrix inversion. 
4. Systematic derivation of the new architecture 
In this section, we show how the architecture described in the previous section 
can be derived in a systematic fashion. The method we use (see [27-291) starts from 
an initial specification of the algorithm using a system of recurrence qtra~ions These 
equations, directly obtained from program ( 1) of Section I, are shown in Section 4.1. 
The basic idea of the procedure is as follows. The operation of a systolic array 
can be described by a set of recurrence equations involving indexed variables of 
the form X(r,p)=f(X,(r,,p,),..., Xr. ( tA, pA ) ), where X is a variable, t denotes 
the time, and p denotes a processor number. Such equations need have two 
properties: 
l they are causal, i.e., the time indexes of the right-hand side variables must be 
strictly less than 1; 
l they are local, i.e., the processor indexes of the right-hand side variables must 
be translations of p, independent of p and 1. 
If we interpret the system of equations describing the algorithm as a collection 
of elementary calculations, each one of which is associated to an index point, the 
goal is to transform this system into a new equivalent system of equations, in such 
a way that the properties of causality and locality are satisfied. By “equivalent” we 
mean here a system which provides the same functional definition of the output 
variables of the algorithm, in term of the input variables. Then, the new system can 
readily be interpreted as the specification of a systolic architecture. 
The basic transformation to do so is a space-time linear reindexing. It amounts 
to performing a change of basis of the index space in such a way that the dependences 
between variables in the initial system are preserved. Depending sn the algorithm, 
it may be necessary to apply other preliminary transformations. 
As far as the APP algorithm is concerned, the transformations w have to apply 
are the following: 
0 a translation of one subdorrain of the system, whose purpose is to eliminate 
opposite dependencies between variables (Section 4.2); 
a second transtation in order to reduce the number of processors of the final 
architecture (Section 4.3 1; 
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l the third transformation consists of replacing some of the nonuniform index 
functions by uniform ones (that is to say, index translations)-this transforma- 
tion, called uniformization, aims at “localizing” the data transfers between the 
processors (Section 4.4 ); 
@ the final step is a reindexing of the system of recurrences, in order to obtain a 
new system in which the indexes can be interpreted as time and space-thus 
reindexing is done using a piecewise linear function, in such a way that the 
dependencies between the equations be preserved (Section 4.5). 
After these transformations, the resulting system can be interpreted directly as 
the specification of a systolic architecture. Section 4.6 shows informally that our 
transformation process results in the architecture presented in Section 3. 
A detailed description of the whole transformation process is beyond the scope 
of this paper. We shall therefore restrict ourselves to presenting and illustrating the 
principle of each transformation step. It should be pointed out that this is not due 
to the method itself, but to the algorithm chosen: systolic solutions to the APP are 
rather complex algorithms. Moreover, the transformations involve calculations on 
convex polyhedra which are very long to do by hand. The transformations presented 
here can be done automatically. In fact, they have been checked using an environment 
called Alpha du Centaur, which is based on an equational anguage named Alpha [9]. 
4.1. Initial .ystem of recurrence quations 
The initial system of equations is obtained directly from program ( 1 ), with the 
convention that a variable Af; in the program is represented by variable A(i, j, k) 
in the equation, and the input matrix is denoted by LI: 
Input equation: 
Computation equations 
14k<n, i=j=k + 
A(i,j,k)=A(i,j,k-1)” 
lskcn, IS&n, i#k, j=k + 
A(i,j,k)=A(i,j,k-l)@A(k,j,k) 
lck<n, ls+n, j#k, i=k -, 
A(& j,k)-A(i,k,k)@A(i, j,k-1) 
lsk<n, j<isn, ifk, lsjsn, j+k + 
A(i,j,k)=A(i,j,k-I)@A(i,k,k)BA(k,j,k-1) 
Output equation: 
Wisn, lsjsn -), R(i, j)=A(i, j,n) 
A. Btwuini tv ul. 
All the equations are of the form 
(i,j,k)dY+A(i,j,k)=_f[...A(l(i,j,k))...] 
where CT, called the domain of the equation, is a convex polyhedron of 
is an afine mapping. An equation defines a finite set of equation instances, one for 
each point (i, j, k) of the domain of the equation. We distinguish three types of 
equations: 
e equations, in which the right-hand side refers only to an input of the algorithm 
are called input equations; 
l equations, in which the left-hand side is an output variable are called outpu! 
eqlrations; 
l the other equations, which do not involve input or output variables, are called 
computation equations. 
For the 
variables 
sake of convenience, let us rewrite the equations bY introducing new 
P(i, j,k)=A(i, j,k-1) 
Af(i,j,k)=A(k,j,k), AJ(i,j,k)=A(i,k,k), AK(i,j,k)=ARj.k-1) 
We thus obtain the new equivalent set of computation equations: 
l%k%n, i=j=k + 
A(i,j,k)=P(i,j,k)* (2) 
lsk<n, lsisn, i#k, j=k --+ 
A(i, j, k)= P(i, j, k)OAl(i, j, k) (3) 
lskan, l<jsn, j#k, i=k + 
A(i,j,k)=AJ(i,j,k)OP(i,j,k) (4) 
Isken, lsisn, ifk, lsjsn, j#k + 
A(i, j, k)= P(i, j, k)QAJ(i, j, k)@AK(i, j, k) (5) 
l%k%n, l<isn, lsjsn --, 
P(i,j,k)=A(i, j,k-1) (6) 
l%k%n, l%i%n, i#k, l<jan + 
Al(i, j, k)=A(k, j, k) (7) 
lsksn, lsi%n, lsjsn, j#k --, 
AJ(i,j,k)=A(i,k,k) 
lsk<n, lsisn, i#k, l=++ j#k + 
AK(i,j,k)=A(k,j,k-1) 
In the new system, the equations are of two types: (2)-(S) contain the “computa- 
tions” properly speaking, and the v riables involved have all the same index. 
quatisns (W-(9) do not contain computation (the function in the right-hand side 
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is the identity); we shah refer to them as communication equations in the following, 
as they can be seen as representing communication of data between the computation. 
The domains of these equations are shown in Fig. 6(a). In the following, given 
an equation numbered is), we shall denote by D(X) its domain. All the domains 
of the equations of the above system are enclosed in a cube of size n of the space. 
4.2. Translation of the subdomain j < k 
Our first transformation involves translating the part of the domain where j < k 
by (0, n, 0) (see Fig. 6(b)). In other words, we reindex the equation instances whose 
index satisfies j < k by adding the vector (0, n, 0). The reason for doing this transfor- 
mation is that a direct linear space-time reindexing would not succeed. Indeed, 
examining the dependence between variables AJ( i, j, k) and A(i, k, k) in equation 
(g), reveals that the dependence vector (j- k)(O, 1,l) (i.e. the difference of the 
indexes of AJ and A) takes opposite integral values when j and k range in the 
domain of this equation. It is therefore not possible to find out a linear ordering of 
the indexes which is compatible with these opposite dependencies. The solution is 
therefore to reindex one part of the domain in which a way that this situation 
F E j<k 1 ,-n . WV, NJ) 
D(2) = AE 
D(3) = ABEF - AE 
D(4) = ANED - AE 
D(S) = ABCDEFGIf - AIfED - ASEI;’ 
D(6) = ARCDEFGII 
D(7) = ARCDEFGff - AHED 
D(8) = ABCDEFGH - ABEF 
D(9) = D(S) 
1 
Fig. 6. 
AkJ’r/ - AE 
ABCJ’I’FD - 
ADCJ’I’FD 
D(l7) = ABCJ’I’FD - ABEF 
Translation of the subdomain j < k 
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disappears. As shown in [28], such an analysis c-7~ be carried out in a systematic 
fashion. 
Th;e following proposition explains precisely how this transformation must be 
done in order not to change the semantics of the equations. 
Proposition 4.1. C~9nsiiier 01 sy.Hem of eqzcations 0f the ft9rm 
ZED -+ A(z)=f[B,(z),...,B,(z)] t IO) 
or 
ZED + A(z)=B(I(t)) (11) 
where D is a &9muin qf q, and I is a mapping jk9m Zy to 1 s q. Let C be a subset 
of Z4, and 8 be 4 vector of *. Denote by Tf,( E ) the tran ian of set E by oector 19. 
Assume moreover that T,( C) &9es not contain any point of D nor of I( D), j2.r all 
domains D and all dependence mappings 1. We obtain an equicalent system of equarions 
by replacing all equations of the jtirm ( 10) b! 
ZE(D\C) + A(t)=f[B,(:),...,B,(t)] 
ZE T@(DnC) + A(z)=f[B,(t),..., &,(:)I 
and all equations of the firm ( I 1) b? 
r~T”(DnCn1 ‘(C)) 4 A(z)=B(l(z-O)+O) 
ZE T#((DnC)\f ‘(C)) --+ A(z)= f?(k-0)) 
zE(D\C)nl ‘(C)) --+ ,4(z)= B(1(2)+0) 
ZE D\C\r -l(C) + A(z)=R(f(z)) 
Proof. The new equations are easily obtained by considering the instances of the 
initial equations which are translated. In equation (LO), all the arguments of the 
equation have the same index, and all are therefore translated or not translated. 
Therefore, we obtain two equations. In equation (1 I), since the left-hand side and 
the right-hand side variables do not have the same index, we have four cases to 
consider, depending on whether the index of the right-hand side variable is translated 
or not. CI 
Let us apply such a transformation to the system, by taking C equal tG the 
half-space j < k, and 8 = (0, n, 0). 
We notice that the intersection of D(2) and D(3) with the half-space j 4 Ik- is 
empty. Therefore, equations (2), and (3) are not modified. 
By the transformation, equations (4) and (5) give only one equatic?, as 'the index 
functions of the right-hand side elements is the identity. We obtain: 
LSCiSn, X;i-lCjSfl+k-l,i=k 4 
Ali,, j,k)==AJ(i, j,k) (12) 
1 G k ZG 11, 1 SG i G fl, i 
A( i, j, k ) = P( iv j. k (13) 
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The transformation of the communication equations is more involved, as the 
index mapping is not the identity. Consider for example equation (6): 
lGkGn, lzZiGn, lajGfl-+ 
O(i, j,k)=A(i, j,k-1) 
This equation is split in two equations, one with subdomain j < k is translated, and 
the other one, where j 2 k is not: 
lsk<n, !SiSn, lsj<k, + 
P(i, j, k)=A(i, j, k-l) 
1sksn, 16isnn, kSj=n -_* 
P(i, j,k)=A(i, j,k-1) 
The first equation, after translation becomes: 
lsksn, lsi<n, n+lsj<n+k-1 + 
P(i, j, k)=A(i, j, k-l) 
l<k<n, lsiibn, j=n+k-1 + 
P(i, j,k)=A(i, j-n,k-I) 
Putting together the equations which result from the transformation, we obtain the 
new definition of P: 
P(i, j,k)= 
ifj<n+k-1 then A(i, j,k-1) 
ifj=n+k-1 then A(i,j-n,k-1) (14) 
A similar treatment, once applied to (7), (8), and (9) gives: 
l<k<n, lsisn, i#k, k-tlsjsn+k-1 + 
Al(i, j, k) = A(k, j, k) (15) 
lsfcan, lSi<n, k+lsjsn+k-l + 
AJ(i, j,k)=A(iJ,k) (16) 
lsksn, lsisn, i#k, k+l<jsn+k-1 + 
AK(i, j, k)= 
ifj<k+n-1 then A(k, j,k-1) 
ifj=k+n-1 then A(k, j-n,k-1) 
(17) 
Finally, the output equation has to be rewritten 
lsisn, lsjsn + R(i, j)=A(i,j+n,n) (18) 
in order to t& into account the reindexing of the restic;i:i:.# r4;j;j, ii ). 
L.3. Translation by (0, p, -p) 
The system of equations which result from the previous transformation can be 
used to synthesize various systolic arrays for the algebraic path problem, as shown 
in /28]. 
However, to obtain the systolic artal described in Section 3, we need to apply a 
second translation, whose purpose is to reduce the number of processors, The 
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motiva.tion of this transformation is the following. We have in mind a projection 
along the ,i-axis, which, once applied to the system as it is, would result in a square 
array consisting of cells P,A, 15 ic 01, 1 s k s n. But we notice that the number of 
processors can be divided by 2, if we reuse the lower part of the array (i.e., the 
processors P,& such that i =G in) to process the computations of the upper part of 
the domain. To do so, we apply a translation of (0, p, -p) to the part of the domain 
such that k > pl, where n = 2~. Proposition 4.1 can be used to derive the new system 
which is given in equations (19)-(35). All equations but the input equation are 
affected by the translation. 
Computation equations: 
fSksp, i=j=k 4 
A( i, i, k) = P( i, j, k)’ 
lssksip, i=k+p, j=2p+k + 
A(i, j,k)= Pti, j,k)” 
ISkSp, ISiSzp, i#k,j=k 4 
A(i, j,k)=PU, j,k)@Al(i, j,k) 
lSk<p, lSiS2p, i#k+p, j=2p+k + 
A(i,j,k)=P(i,j,k)@Af(i,j,k) 
l<kSp, k+lSjS2p+k-1, i=k + 
A(i, j,k)=AJ(i, j,k)@P(i, j,k) 
15&p, i=k+p, k+2p+l<j<4p+k-1 + 
A(i,j,k)=AJ(i,j,k)@P(i,j,k) 
lsksp, lsii2 p, i#k, k+lsjs2p+k-1 4 
A(& j, k)= P(i, j, k)OAJ(i, j, k)@AK(i, j, k) 
Isksp, lsis2p, i#k+p, k+2p+lsjsk+4p-1 -P 
AU, j,k)= P(i, j, k)OAJ(i, j, k)@AK(i, j, k) 
Communication equations: 
lSk<p, l<is2p, kSj<2p+k-1 -_* 
P(i, j,k)= 
ifj<2p+k-1 then A(i, j,k-1) 
ifj=2p+k-1 then A(i, j-2p,k-1) 
lsksp, lsis2p, k+2pSj<k+4p-1 + 
I 
ifj<4p+k-1 and k>l then Adi.j,k--EiP 
P(i, j,k)= 
ifj<4p+k-t and k=l thenA(i,j-Ap) 
ifj=4p+k-1 and k>l then A(i,j-2p,k--1) 
ifj=4p+k-1 and k = 1 then A(i, j-3p, p) 
(19) 
(20) 
(21) 
(22) 
(23) 
(24 
(25) 
(26) 
(27) 
Isksp, 1s’ 2p, i+k, k=t=1aj<2p_t-k--1 + 
AI(i, j, k)==A(k, j, k) (2% 
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l~k~p, 1~&2p, i#k+p, k+2p+l<jsk+4p-1 -B 
AI(i, j,k)=A(k, j,k) 
lsk~p, ls&2p, k+lsj<2p+k-1 + 
AJ(i,j,k)=A(i,k,k) 
lskap, l<is2p, k+2p+l<jsk+4p-1 + 
AJ(i,j,k)=A(i,k,k) 
lsksp, lais2p, i$k, k+lajs2p+k-1 + 
AK(i, j, k)= 
I 
if js k+2p-2 then A(k, j, k-l) 
ifj=k+2p-1 then A(k,j-2p,k-1) 
laksp, lsia2p, i#k+p, k+2p+lsjsk+4p-1 + 
AK(i, j, 
Output equation: 
lSiS2p, 
4.4. Uniformization 
ifj<k+4p-1 and k>l thenA(k,j,k-1) 
k)= 
if j<k+4p-1 and k=l then A(p+l, j-p, p) 
if i_ k+4p-1 and k> 1 then A(k, j-2p, k-l) 
ifj=k+4p-1 and k=l then A(p+l,j-3p,p) 
lSjS2p --, R(i, j)=A(i, j+3p, p) 
149 
(30) 
(31) 
(32) 
(33) 
(34) 
(35) 
AS stated earlier, a desirable property of a systolic array is that processor intercon- 
nections be local. In the system obtained at the end of the previous translation, 
equations (29 j-(32) involve right-hand indexes which depend c 3 the left-hand side 
index. As a consequence, a space-time reindexing would produce nonlocal com- 
munications between the processors. The transformation which make it possible to 
remove such indexes is well-known and called uniformization, pipdining or localiz- 
ation in the literature. The reader is referrred to 1291 for a formal treatment of 
uniformization. 
The principle can be explained on equation (29): 
lsksp, lsi<2p, i#k, k+l<j<2p+k-1 -) 
AI (i, j, k) = A( k, j, k). 
We note that all points belonging to a line parallel to the i-axis share the same 
right-hand side term A( k, j, k). We choose a uniformization scheme =*Fhere the value 
A( k, j, k) :s propagated to points (k A 1, j, k j, , . . % (tr, j, k), :kz-n wrapped around 
to point (1, j, k) and propagated to (k - 1, j, k). 
Let us create a new variable AIP defined by: 
ISkSp, lSiS2p, k<j<2p+k-1 + 
if i= k then A(i,j, kj 
A.W(i, j9 k) = if i = 1 then AlP(2p, jV k) 
otherwise AfP( i - 1) j, k) 
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lS&Sp, ISiS2p, k+2pSjS4p+k-1 --* 
if i=k then A(i, j,k) 
AfP(i, j, k) = if i= 1 then AIPE2p, j, k) 
otherwise AIP( i - 1, j, k) 
It is clear that for all (i, j, k) of the domain, AIP has exactly the A( k, j, k) value 
which is needed in the definition of AI( i, j, k). Therefore, by replacing all the terms 
of the form A(k, j, k) in the definition of AI by the corresponding value of AIP, 
we obtain from (29): 
lSk<p, lSiC?p, i#k, k+lSjS2p+k-1 4 
Af(i, j,k)=AfP(i, j,k) 
and from (30): 
l~k~p, t<is2p, i#k+p, k+2p+lsj<k+4p-1 + 
Al(i, j, k)= AlP(i, j, k) 
A similar transformation is performed on the definition of AK (equations (33) 
and (34)) by creating a new variable A KR 
The propagation scheme for AJ (equations (3 1) and (32)) is simpler: value 
A(i,k,k)ispropagatedfrompointtopointbetween(i,k~1,k),...,(i,n+k-l,k). 
The final system of equations is given in equations (36)-(S). 
Computation equations: 
ISkSp, i=j=k + 
A(i, j,k)= P(i, j, k)* 
lsksp, i=k+p, j=2p+k + 
A(i,j,k)=P(i,j,k)* 
IskSp, 1<i<2p, i#k.,j=k + 
A(i, j, k)= P(i, j, k)@At(i, j, k) 
Isksp, l<is2p, i#k+p, j=2p-+k -P 
A(i, j, k)= P(i, j, k)OAI(i, j, k) 
ISkSp, k+lcjs2p+k-1, i=k + 
A(i,j,k)=AJ(ij,k)OP(i, j,kl 
lsksp, i=k+p, k+2p+l<js4p+k-1 + 
A(L ip k) = AJ(i, j, k)@ Pfi, j, k) 
lsksp, lais2p, i#k, k+l<jS2p+k-l + 
A(4 j, k) = P(i, j, kNBAJ(i, j, k)OAI(i, j, k) 
(36) 
(37) 
(38) 
(39) 
(401 
(40 
(42) 
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lsk<P, lsi52p, i#k+p, k+2p+l<jck+4p-l --) 
A(i, j, k)= P(i, j, k)OAJ(i, j, k)@Al(i,j, k) 
Communicatim equations: 
lsksp, lsi<2p, kSj<2p+k-1 -, 
P(i, j,k)= 
ifj<2p+k-1 then A(i, j,k-1) 
ifj=2p+k-1 then A(i, j-2p, k-l) 
lsksp, lsis2p, k+2psjsk+4p-1 + 
P(i, j, k)= 
1 
ifj<4p+k-1 and k>l then A(i, j,k-1) 
ifj<4p+k-1 and k=l then A(i,j-p,g) 
ifj=4p+k-1 and k>l then A(i, j-2p,k-1) 
ifj=4p+k-1 and k=l then A(i,j-3p,p) 
lsksp, lsi<2p, i#k, k+lsjs2p+k-1 + 
Al(i, j, k) = 
I 
ifj<k+2p-1 then AIP(i, j,k) 
if j= k+2p-1 then AIP(i, j-2p, k) 
lsksP, lsis2p, i#k+p, k+2p+lsjsk+4p_l + 
Af(i, j, k)= 
I 
if j<k+4p-1 then AIP(i, j, k) 
if j= k+4p-1 then AIP(i, j-2p, k) 
lsksp, lsiC?p, k<j<2p+k-1 + 
AJ(i, j,k)= 
I 
ifj>k then AJ(i, j-1,k) 
if j = k then A(i, j, k) 
lsksp, lsi<2p, k+2p<j<k+4p-1 + 
* AJ(i, j, k)= 
ifj>k+2pthenAJ(i,j_l,k) 
if j= k+2p then A(i, j, k) 
Isksp, Widp, i#k, k+lsjs2p+k-1 + 
AK(i, j, k)= 
if j< k+2p-1 then AKP(i, j, k) 
if j= k+2p-1 then AKP(i, j-2p, k) 
lsksp, lsis2p, i#k+p, k+2p+lSjsk+4p-1 + 
AK(i, j, k)= 
I 
ifjsk+4p- 1 then AKP(i, j, k) 
if j= k+4p-1 then AKP(i, j-2p, k) 
lsksp, 16&2p, ksjs2p+k-1 + 
i 
if i = k then A(i, j, k) 
AlP(i, j, k) = if i = 1 then AIP(2p. j, k) 
otherwise AIP( i - 1, j, k) 
lSk<p, lsis2p, k+2p<js4p+k-1 
if i = k =+p then A( i, j, k) 
AIP(i, j, k) = if i = 1 then AIP(2p, jp k) 
otherwise AIP( i - 1, j, k) 
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(43) 
(45) 
(46) 
(47) 
(48) 
(49) 
(50) 
(51) 
(52) 
(53) 
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ldsp, 1 SiS2p, kSjI2p+k-l 4 
if i=k then A(i,j,k-1) 
AKP(i, j, k) = if i = 1 then AKP(Zp, j, k) 
otherwise AKP(i - 1, j, k) 
lsksp, I<i<2p, k+2psjs4p+k-1 + 
(ifi=kandk>I thenA(i,j,k-1) 
AKP(i, j, k) = 
ifi=k+pandk= 1 then A(k+p, j-p, k+p- 1) 
if i = 1 then AKP(Zp, j, k j 
otherwise AKP(i- 1, j, k) 
(54) 
(55) 
4.5. Space- time reindexing 
We are now ready to derive the systolic array using space-time reindexing. The 
principle is to replace the indexes (i, j, k) of the variables by a new index (t, p,, p:), 
where t, called the timing function of the system, is insppreted as the time at which 
the calculation of the variable can be done, and ( p,, p?), the allocation function, 
is the number of the processor where it can be done. As stated in [25,27], such a 
reindexing must preserve the dependence between the variables, and also be such 
that a given processor has no more than one calculation to perform at a given instant 
of time. 
The timing function we use here is a piecewise affine mapping of the space. The 
total domain of the system, that is to say, the convex hull of the union of the domains 
of all equation, is: 
g=(l<ksp, l<is2p, k<ja4p+k-1) 
The function we choose is: 
if iak and j<2p+k then i+j+k-3 
t(i, j, k)= 
if i<k and j<2p+k then i+j+k-2p 
if iak+p and j>2p+k 
(if i<k+p and ja2p+k 
One can check that this function preserves the 
derived in an automatic Tashion, by analyzing 
ables. 
then i+j+k-3 
then i+j+k-2p 
dependencies. Note that it could be 
the dependencies between the vari- 
As far as the allocation is concerned, we use a projection of the domain on the 
plane j = 0, that is to say, calculations indexed by (i, j, k) are done TO p I:-~~k~: 2. 
&. We can check that this projection ensures that a cell has at most cw calculation 
to perform at any given instant of time, 
4.6. Description of the final architectwe 
Rather than giving the system after space-time reindexing, we provide here a 
description of the final architecture, in order to show that it is identical to the one 
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presented in Section 3. Note that the process of deriving the specification of the 
architecture is purely mechanical. 
First of all, the structure of the array results from the projection of the domain 
of the system. This domain is shown in Fig. 8: the final architecture is a rectangular 
array of length 2p and height p. 
To explain the interconnection and the operation of the array, we consider 
successively two phases: the first phase corresponds to the subdomain of the system 
where-j < k + Zp, and the second phase corresponds to the remaining of the domain, 
i.e., when k+2psjsk+4p-l. 
0.1. First phase 
Structure qf the cells. The structure of each cell is deduced from the computation 
equations (36), (38), (40), and (43) of the final system of equations. Indeed, these 
equations are the only one whose domain has a non-empty intersection with the 
half-spacej < k + 2p. Each cell has four different behaviors, depending on its location 
and on the time, as shown in Fig. 7. For example, the star operation results from 
equation t-%6), whose domain is (z j, k: 1 =S k s p, i = j = k). It is therefore executed 
only by the cells & of the array such that i = k, at time t = i + j+ k - 3 = 3( i - 1). 
Conmunications 6etween the cells. The communications can be deduced from 
equations (44)-(53), when considering only the equations whose domain has a 
non-empty intersection with the half&pace j < k + 2p. We examine successively the 
communications for P, AI, AJ, AK, AIP and AKP. Figure 8 depicts the structure 
of the systolic array for the first phase of the algorithm. Crossed squares represent 
the cells where the star operation is to be done. 
P is defined by equation (44). If j c 2p + k - 1, two cases must be considered: 
- If i # k + 1, the P port of cell (i, k) is connected directly to the A port of the 
cell (i, k - 1). Indeed, the timing function is the same for the left-hand side 
and the right-hand side argument. 
- If i = k + 1, the timing function is i+ j+ k -3 for the left-hand side, and 
i + j + k + 2p for the right-hand side. 
between the production of A and its 
If j = 2p + k - 1, again two cases are to 
of cell (i, k) is connected to the A port 
Therefore, there is a latency of 2p - 2 
use. 
be considered. If i # k + 1, the P port 
of cell (i, k - I), but not directly, since 
P must receive the value produced t( i, j, k) - t( i, j -2p, k - 1) =: 2p - 2 cycles 
before. P f : = k + 1, then the delay is 4p -2. In P~ZY:X~, t% mechanism for 
communicating the P value has to be controlled by a boo!e;zE 9~~1 which 
selects the right register or the direct link, depending on whether j = 2p + k - 1 
or not and on whether i = k + 1 or not. 
AI is defined by (46). It is therefore always connected directly to AIP. 
AJ is defined by equation (48). If j > k, AJ stays inside a given cell (i, k), that 
is, it is stored in a register. This register is initialized by loading A of cell 
(i,F-l), when j=k. 
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A A A A 
AI AI AI AI 
AK AK AK AK 
AJ P AP AJ P AI 
A : z p .*I := I' 1": .-I 
AJ P AI A3 P AI 
.*I : = .*11 :-: f' :\ := f’ + .-I5 :.; ..I f 
COF(PUTATIQWS 
- _ load when J = k load when J = k 
Communication of P 
Comnunlcatxon of AIP 
=AKP load when J = k 
AKF 
Communication of AK 
Ir L AK 
AKP 
Comunicatio3 of 
Fig. 7. Structure of the cells of the am>. 
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AIP 
Fig. 8. Sistolic array for the first phase. 
AK is defined by equation (50). If j < k +2p - 1, the port AK of cell (i, k) is 
connected directly to AK/? When j = k + 2p - 1, AK is connected to a register 
which is loaded with AKP 2p cycles earlier, that is when j = k This mechanism 
is very similar to the communication of I? 
AIP is defined by equation (52). If i # 1 and i # k, the AIP port of a cell is 
connected to the AfP port of its left neighbor. There is a wrap-around connection 
for the case i = 1, and for the case i = k, AJP is connected to the port A of the 
cell (i, k). 
Finally, AKP is defined by equation (54). The definition is identical to that of 
AIP, except that, when i = k, AKP is connected to the A port of cell (i, k - 1). 
4.62. Second phase 
The computation done by the cell is the same as previously seen, except that the 
star operation is done by cells (i, k) such that i = k +p. 
The communication pattern is more complicated. We hate to distinguish the case 
k = 1 from the case k > 1. When k > 1, the communication scheme is ;he same as 
previously seen. Let us detail the case when k = 1 which concerns only the bottom 
row 
#V 
of the array. 
P is connected to the cell (i, p) of the top row in a wrap-around n”,Tshinn. 
Depending oft u ‘iether j = 4k + p - 1 or not, there is or GG c, 5ukr, just as zvaz 
exp!ained earlier. 
For the special case of processor ( p + 1,1), AKP is connected to the A port 
of processor (p, p). 
The structure of the array for this second phase hti shown in Fig. 9. By merging 
together the structure for the first and the second phase, we obtain Qrp to a symmetry) 
the solution described in Fig. 4. 
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Fig. 9. Systolic array far the second phase. 
In the version we have sketched, the control of the operation of the array depends 
on the evaluation of linear inequalities involving the original indexes of the recur- 
rence system. All these conditions can be replaced in a systematic way by the test 
of boolean control variables which circulate in a systolic fashion between the cells 
of the architecture. Indeed, linear inequalities define convex polyhedral subdomains 
of the total domain of the system. By adding finitely many new boolean variables 
which are propagated from the boundaries of the domain to all inside points, it is 
possible to replace any equation by a conditional function, whose condition depends 
only on the evaluation of ho olean variables. The interested reader may find in [30] 
or [34] more details on this mechanism. 
5. Conclusion 
A new systolic array for the Algebraic Path Problem was presented. The price to 
pay for this new array is a period of 8 = 4n against a period of 6 = n for Kung-Lo- 
Lewis version [19]. Also, partitioning issues are more involved, since acyclic 
implementations usually exhibit more favorable characteristics with respect o fault 
tolerance, two-!evel pipelining, and problem decomposition in general [ 12, 161. 
FLowever, the number of C&S in our new array is half that of Kung-Lo-Lewis, an 
this is a great saving. 
We have seen that this array can be derived in a systematic f~+~c,n by using 
transformations of recurrence equations. This approach has the main interest of 
capturing the essential features of systolic algorithms, i.e., their geometrical regularity 
and their locality. Most often, the transformations to be applied are conceptually 
very simple. In practice hflwever? they cannot be carried out without the help of 
software tools. The Alp J-J du Centaur language environment was used to implement 
the transformations described here. Our practical experience with this environment 
Synthesis of a sysrolic archirecture 157 
has shown US that recurrence equations is a very flexible formal representation for 
the synthesis of systolic-like algorithms and architectures. 
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