This paper is devoted to an interacting particle system that provides probabilistic interpretation of the wave equation on graphs. A Feynman-Kac-type formula is established, connecting the expectation of the process with the wave equation on graphs. Non-asymptotic L 2 estimates are presented. It is then shown that the high-density hydrodynamic limit of the system is given by the wave equation in Euclidean space. The sharpness of scaling limit result is demonstrated by a phase transition phenomenon.
Introduction
Stochastic representations for solutions of elliptic and parabolic equations are well known since the earliest works by Kakutani [14] , Kac [12] , etc. They are constructed by Markov processes describing the random motion of a particle and thus also known as "stochastic solutions". These two types of PDEs have been studied intensively and thoroughly. Yet there has not been much progress on stochastic solutions of linear hyperbolic PDEs. A valuable survey is Hersh [10] . Goldstein [8] and Kac [13] were the first to construct stochastic solutions of the one-dimensional telegrapher's equation under some special initial conditions, using "persistent random walk". More general results are derived later, see [15, 9, 19, 7, 11] . Since most of those constructions require the solution of the wave equation associated to the telegrapher's equation, they cannot deal with the wave equation itself.
Only recently are there advances in stochastic solutions of the wave equation. Dalang, Mueller and Tribe [5] used the formulae of solutions to wave equations to construct stochastic solutions in one to three dimentional Euclidean spaces. Bakhtin and Mueller [1] defined "stochastic cascades" to solve one-dimensional semilinear wave equation. Pal and Shkolnikov [20] defined "intertwined diffusion processes" and showed their connections to the hyperbolic PDEs. Yet there is no explicit representation for solutions, and it cannot deal with initial value problems. Chatterjee [4] derived a family of functions in bounded domains that satisfy the wave equation, using Brownian motion and a Cauchy random variable. This is the first result about bounded domains, although it is still unable to handle prescribed initial and boundary data. Plyukhin [21] analyzed the inability of single-particle motion, and defined a stochastic process describing the movements and transitions of a large number particles moving along positive and negative directions of the Cartesian axes, to use their distributions to solve equations including the wave equation. There is no rigorous analysis and initial-boundary value problems were not addressed, either. Probabilistic interpretations of the wave equation still need exploration.
On the other hand, interacting particle systems have been successfully used as models for many differential equations. Kurtz [17, 18] considered Markov population processes with finite types of individual, and established law of large numbers approximation and diffusion approximation of systems of finitely many ODEs. Then Kotelenez [16] , Blount [3] and many others extended the results to parabolic PDEs by hydrodynamic limits. In parallel with those works, stochastic processes describing evolutions with infinite types of individual are also studied, see Eibeck and Wagner [6] and Barbour [2] . They are related to PDEs or systems of infinitely many ODEs.
In this paper we start from the wave equation on graphs, which is a system of finitely or infinitely many second-order linear ODEs. It is an approximation of the wave equation in Euclidean spaces and arises from many physics and engineering studies including spring networks, LC circuits, etc. An interacting particle system is constructed as the probabilistic model for this. There are key features distinguishing it from most existing models for other equations. One is that the particles are located not only on the nodes, but also on the edges of the graph. This follows from physics interpretations of the problem. Besides, we have dimension-free estimates for the system, which does not depend on the number of vertices in the graph. Hence infinite graphs such as Z d are easily analyzed. What is more, a phase transition phenomenon demonstrates the sharpness of the scaling result.
We use quadruple G = (V, E, K, m) to denote a graph to be discussed throughout the paper, where V and E are sets of nodes and edges, respectively; K = (k xy ) x,y∈V is the weight matrix, k xy = k yx ≥ 0, and k xy = 0 if there is no edge between x and y; m = (m x ) x∈V is a function on V taking values in R + . We further suppose the graph is embedded in some Hilbert space H, i.e. the nodes are elements in that space, where the inner product and norm are represented by "·" and "| · |", respectively. In this paper, V is either finite or countable, and the edges are undirected. There can be at most one edge between any pair of nodes, and there is no self-edges. Definition 1. The Dirichlet initial-boundary value problem (IBVP) of the wave equation on G is
(1.1)
Here V 0 and V 1 are two disjoint subsets of V and V 0 ∪ V 1 = V . ϕ and ψ are real-valued functions on V , and ψ| V 1 = 0.
Our process is rather natural and easy to analyze. Thanks to linearity of this problem, the expectation of the process is directly linked to the wave equation through a Feynman-Kac-type formula. Under some regularity conditions, we can define an interacting particle system {f t : t ≥ 0} whose states are functions on V ∪ E. The initial state is determined by the initial and boundary data in (1.1). Then Theorem 3.1 states that
solves the Dirichlet IBVP (1.1). Besides, the ODE system exhibits "conservation of energy" property, which naturally lead to L 2 estimates of the particle system's fluctuation and a submartingale property. Theorem 4.4 shows that with proper scaling, the process converges to the solution of the wave equation in Euclidean space. Different limiting behaviors due to different scalings are also discussed.
The rest of this paper is organized as follows. As preliminaries, in Section 2 we list basic definitions and results of the wave equation on graphs and the interacting particle system. In Section 3 we show the Feynman-Kac formula for the graph case. Then in Section 4 we present limit theorems. Their proofs are in Sections 5 and 6.
Preliminaries

The wave equation on graphs
We first list some notations and regularity conditions for the graphs we study. For two nodes x and y, we write y ∼ x if and only if there is an edge in E, denoted by x, y , between them. Let e xy = y − x |y − x| be the unit vector
pointing from x to y. For any finite set S, #S and |S| both refer to the number of elements in it. Assume
The following obvious lemma will be useful for us.
Definition 3. For x ∈ V , x, y ∈ E and ξ ∈ V ∪ E, define
Obviously F 0 (G) is countable and δ x , δ xy ,δ x ∈ F 0 (G).
Hence L 2 G can define a discrete Laplace operator on the functions with V being the domain. 
(2.12)
We have v(·, t) ∈ F (G) for all t. The IBVP (1.1) is now rewritten as:
where ζ ∈ F (G) is defined by
This is the initial-boundary value problem for a linear system of first-order ordinary differential equations.
The interacting particle system
The definition of the interacting particle system is guided by the physics interpretation in Remark 1. The key quantities of the spring network system are the momentum of balls and deformation of springs. The rate of change of a ball's momentum is determined by the deformation of springs attached to it. The rate of change of a spring's deformation, in turn, is determined by the velocity of the two balls it attaches to. In other words, a ball can only affect the springs attached to it, and a spring only affects the two balls it attaches to. Direct contact is the sufficient and necessary condition for interaction, and there is no interaction between any pair of balls or springs. The following interacting particle system naturally captures this mechanism.
Definition 5. The interacting particle system (IPS) {f t : t ≥ 0} with state space F 0 (G) is defined through its infinitesimal generator A. For φ :
Intuitively, given the current state f , the possible transitions and their rates are
Let τ n be the time of the n-th jump of our IPS, τ 0 = 0, and ξ n = τ n − τ n−1 be the inter-arrival time, n ∈ Z + . Define h n = f τn , n ∈ N as the skeleton process, η t = sup{n : τ n ≤ t}, t ∈ R + as the number of jumps occurred.
For f ∈ F 0 (G), P f (·) and E f (·) denote the conditional probability and expectation given f 0 = f , respectively. We will see later in Theorem 2.7 that the IPS is non-explosive (i.e. making finite jumps in [0, t] almost surely, ∀t > 0) and everything is well-defined.
Preliminary results
Lemma 2.2. Recall the definition of M and d in (2.1). Given f 0 = f , we have h n ∞ ≤ n + f ∞ and h n 1 ≤ nMd + f 1 , a.s.. As a result,
Proof. From the definition of our process {f t } we see that |h n+1 (x)−h n (x)| ≤ 1 and |h n+1 ( x, y ) − h n ( x, y )| ≤ 1, which imply h n+1 1 − h n 1 ≤ Md and h n+1 ∞ − h n ∞ ≤ 1, a.s.. Induction can be applied to prove the argument.
For λ > 0, U(λ) is an exponentially distributed random variable with rate λ. For two random variables X and Y supported on [0, +∞), we write X ≻ Y if and only if
The relationship X ≻ Y is often written as "X is stochastically larger than Y " in the literature. Simple propositions in stochastic dominance will be needed to derive useful estimates on random quantities. Their proofs are straightforward and thus omitted.
2. Suppose we have two sequences of independent random variables sup-
We obtain some simple estimates on our IPS by comparing it to the Yule process defined in [22] . Here we present some of its properties that will be used later. They can be found in Yule's original paper [22] and thus we omit their proofs.
Definition 6. The Yule process parameterized by λ and r, {X t (λ, r) : t ≥ 0}, is a pure birth process starting from r ∈ Z + with jumps from n to (n + 1) at rate nλ, ∀n ≥ r. Letτ 0 (λ, r) = 0,τ n (λ, r) be the time of its n-th jump,ξ n (λ, r) =τ n (λ, r)−τ n−1 (λ, r) be the inter-arrival times, andη t (λ, r) = sup{n :τ n (λ, r) ≤ t} be the number of jumps occurred.
By definition,
Xτ n(λ,r) (λ, r) = n + r,
Lemma 2.4. Yule process is non-explosive. Furthermore, we have
Now we come back to the IPS {f t }.
Proof. From the definition of {f t } we see that
Lemmas 2.3 and 2.5 imply the following corollary.
Proof. By Lemmas 2.3 and 2.5,
Since {ξ n } are independent exponential variables, this is equivalent to
Choose any r ∈ Z + large enough such that Mdr ≥ f 1 . By Lemma 2.1, Lemma 2.2 and Corollary 2.6,
Then the proposition follows from Lemma 2.4.
Stochastic representations for the wave equation on graphs
Theorem 3.1. Suppose ψ, ϕ are two real-valued functions on V . Define f ∈ F (G) as follows:
If f ∈ F 0 (G) and {f t : t ≥ 0} is the interacting particle system starting from f , then u :
solves the Dirichlet IBVP (1.1).
Theorem 3.1 provides a Feynman-Kac-type formula for the wave equation on graph G, subject to prescribed initial and boundary conditions. When the initial data φ and ψ are nonzero only on a finite number of nodes and edges, then the existence of the solution to IVP (1.1), which is a finite or infinite linear system of second-order ODEs, is proved by direct construction with the help of our interacting particle system {f t : t ≥ 0}. Generally if ϕ and ψ satisfies
then we can represent them as sums of finitely supported functions on G, and the solution can be constructed by superposition principle. Since Euclidean spaces can be approximated by meshes, the solution to the wave equation can be expressed as the limit of a sequence of expectations. Now we come to the proof. The forward equations lead to the "master equation" of this IPS. Note that due to the nature of this system, it is different from ordinary master equations where the transition rates are nonnegative.
Proof. The statement in Theorem 3.2 is rewritten in the following form.
(3.5)
A routine procedure will show that the
) holds for these functionals. Then the statement follows.
Comparing with equations in (2.13), the equivalent form of IBVP (1.1), we see thatf solves (2.13) as long as f is defined in the following way:
(3.6)
The consistency ψ| V 1 = 0 forces f (x) = 0 in V 1 . The first two equations in Theorem 3.2 lead to
Then it is easily seen that
solves the IBVP (1.1).
L 2 estimates and limit theorems
Now we are going to present scaling limits of the system, including LLNtype theorems and a phase transition phenomenon. They are established based on L 2 estimates, which are a natural choice for hyperbolic equations, and turn out to be powerful. The proofs will be shown in Sections 5 and 6.
L 2 estimates
Theorem 4.1. Suppose f ∈ F 0 (G) and f | V 1 = 0. Let {f t : t ≥ 0} be the IPS starting from f andf t = E f f t . Then
Suppose ζ ∈ L 2 (G) and ζ| V 1 = 0. Let g t (·) be the solution of IBVP (2.13): 
(4.3) Therefore, for any fixed t ≥ 0,
The conservation of energy in the wave equation results in sub-martingale property of some random quantities describing the deviation, which further yields the bound on probability in Theorem 4.1. Lemma 4.2. Suppose f ∈ F 0 (G) and f | V 1 = 0, and {f t : t ≥ 0} is the IPS starting from f . Then { f t −E f f t 2 2 : t ≥ 0} is a sub-martingale. As a result,
We have shown in Theorem 3.2 thatf t solves IBVP 2.13, an equivalence form of the wave equation on the graph. Hence this LLN-type theorem states that for fixed graph, as the number of particles go to infinity, the scaled process converges to the solution of the wave equation on that graph. It should be noted that the bounds on fluctuations above are dimension-free, i.e. they hold no matter the graph has finite or infinite number of vertices. Besides, we have better results if the graph G is finite. The time t can also diverge as long as it goes to infinity slower than c N , indicating that the long-time behavior of the system can be studied.
Recall the notations in Theorem 4.1. Then
Therefore,
(4.8)
Hydrodynamic limit theorems
With the help of Theorems 4.1 and 4.3 we can establish hydrodynamic limit theorems for the wave equation in Euclidean spaces. The space is approximated by meshes on which IPSs are defined. We will consider simultaneous scaling of the space n and number of particles N. Interesting phenomena arise in different scalings: N/n → ∞, positive constant, and 0. For simplicity, below we just present results for periodic initial value problem (Cauchy problem) in one space dimension, which is enough for demonstration. It can be easily extended to general cases.
To state the results, we need some notations. Let H = L 2 [0, 1) be the Hilbert space of all the square integrable functions on [0, 1). For u, v ∈ H we
Consider the Cauchy problem
(4.9)
Here ϕ and ψ are smooth and periodic functions: ϕ(x) = ϕ(1 + x) and ψ(x) = ψ(1 + x), ∀x. This problem has a unique classical solution
We can easily deduce that
(4.11)
To avoid trivial situations it is assumed that (ϕ ′ ) 2 + ψ 2 is not always zero. Define a sequence of graphs
, where
(4.12)
For any G n , we embed it in R. e + refers to the unit vector pointing in the positive direction of R. Let f n,N t be the IPS on G n with initial state
where ⌊x⌋ refers to the largest integer not exceeding x. Define
(4.14)
and as a result,
If N/n → C ∈ (0, +∞), then for any fixed t ≥ 0 the sequence {Err n,N (t)} is bounded but does not converge to zero. For any η ∈ H, T ≥ 0,
If N/n → 0, the for any fixed t ≥ 0 sequence {Err n,N (t)} is unbounded.
Theorem 4.4 describes a phase transition phenomenon for scaling limits. Roughly speaking, if the number of particles per site grows faster than the number of sites, the interacting particle system converges in L 2 to the solution of the corresponding wave equation; if slower, then the system diverges in some sense. The critical case is when they grow at the same order: the L 2 fluctuation neither vanishes nor goes to infinity, and convergence happens in a weak sense.
Proofs of L 2 estimates
Proofs of Theorem 4.1 and Lemma 4.2
To prove Theorem 4.1 we study the time derivative of E f f t 2 2 which is closely related to the energy and the L 2 error. First we present a lemma on the conservation of energy.
v(·, t) solves IBVP (2.13) and ζ 2 < ∞.
where for x ∈ V we define
As a result,
A routine procedure will show that the forward equation
, and we continue to write
Recall the definition of operator L G . We see the sum of the last two terms above is exactly 
we have 0
This lemma leads to L 2 estimates of the solution. From the proof above we also see that the upper bound in Lemma 5.2 is sharp. Now we prove Lemma 4.2.
Proof. The inequality follows from Doob's martingale inequality and the conservation of energy in the wave equation. Here we only show that { f t − E f f t 2 2 : t ≥ 0} is a sub-martingale. First the integrability follows from Theorem 2.8. Note that for f, g ∈ F 0 (G), s, t > 0, the Markov property yields
(5.9) By Theorem 3.2, E g f t and E f f t+s both solve the system 10) with different initial data g and E f f s respectively. Then E g f t − E f f t+s solves the IBVP
(5.11)
Lemma 5.1 implies that
Let F t , G t be σ−fields generated by {f s : 0 ≤ s ≤ t} and { f s − E f f s 2 2 : 0 ≤ s ≤ t}, respectively. Then G t ⊂ F t , and Proof. Lemma 5.1 implies that f t 2 = f 2 , ∀t. As a result,
(5.14)
By Lemma 5.2 and Lemma 2.2,
Let r be the smallest integer that is larger than or equal to f 1 Md . By Corollary 2.6 and Lemma 2.4,
Together with the "bias-variance" decomposition and Theorem 5.1,
The bound on probability is a direct corollary of the result above and Lemma 4.2.
Proof of Theorem 4.3
Proof. We first investigate
Note that ∀f ∈ F (G)
, we have
Together with (5.20) ,
The right hand side obtains its minimum when
By plugging in this value we derive
as long as n and N are sufficiently large. On the other hand, Lemma 5.1 yields
Hence V n,N (0) = 0 and by Lemma 5.2,
It is easily shown that Ef The expectation of the upper bound above is 6.2. Case 2: N/n → C ∈ (0, +∞) 6.2.1. Reduction to special η From (6.4) and (6.7) we see that in this case, the sequence {(n 2 N 2 ) −1 V n,N (t)} is bounded both from above and below, by two positive quantities. So is Now we come to the first term in Equation (6.18).
Lemma 6.1. Suppose G = (V, E, K, m), V 0 = V and V 1 = ∅. {f t : t ≥ 0} is the IPS defined on G starting from f ∈ F 0 (G). Then for any g ∈ L 2 (G) ∩ L ∞ (G),
