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Input Source and Strength Influences Overall Firing Phase of Model
Hippocampal CA1 Pyramidal Cells During Theta: Relevance
to REM Sleep Reactivation and Memory Consolidation
Victoria Booth1,2* and Gina R. Poe1,3
ABSTRACT: In simulation studies using a realistic model CA1 pyrami-
dal cell, we accounted for the shift in mean firing phase from theta
cycle peaks to theta cycle troughs during rapid-eye movement (REM)
sleep reactivation of hippocampal CA1 place cells over several days of
growing familiarization with an environment (Brain Res 855:176–180).
Changes in the theta drive phase and amplitude between proximal and
distal dendritic regions of the cell modulated the theta phase of firing
when stimuli were presented at proximal and distal dendritic locations.
Stimuli at proximal dendritic sites (proximal to 100 lm from the soma)
invoked firing with a significant phase preference at the depolarizing
theta peaks, while distal stimuli (>290 mm from the soma) invoked firing
at hyperpolarizing theta troughs. The input location-related phase prefer-
ence depended on active dendritic conductances, a sufficient electrotonic
separation between input sites and theta-induced subthreshold membrane
potential oscillations in the cell. The simulation results predict that the shift
in mean theta phase during REM sleep cellular reactivation could occur
through potentiation of distal dendritic (temporo-ammonic) synapses and
depotentiation of proximal dendritic (Schaffer collateral) synapses over the
course of familiarization. VC 2006 Wiley-Liss, Inc.
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INTRODUCTION
During rapid-eye movement (REM) sleep and non-REM sleep epi-
sodes following exploration of an environment, hippocampal CA1 place
cells replay their firing in the same sequential order as observed during
waking exploration (Wilson and McNaughton, 1994; Skaggs and
McNaughton, 1996; Louie and Wilson, 2001; Lee and Wilson, 2002).
Replay of place cell firing ensembles during sleep is thought to contrib-
ute to the consolidation of the associated memories within the hippo-
campus and to their transfer to neocortical long-term stores (reviewed
in Hobson and Pace-Schott (2002) and Ribeiro and
Nicolelis (2004)). During REM sleep, reactivated fir-
ing occurs on a similar timescale as during explora-
tion (Louie and Wilson, 2001), and the hippocampal
theta rhythm (5–10 Hz), which is critical to learning
(Mizumori et al., 1990; Givens, 1996; Rashidy-Pour
et al., 1996), resumes or exceeds active waking
strength (Vanderwolf et al., 1977). Phase precession
of hippocampal place cell firing relative to the theta
rhythm also recurs as in waking exploration (Poe
et al., 2000; Louie and Wilson, 2001; Harris et al.,
2002). As an animal becomes familiar with an envi-
ronment over several days, a shift occurs in the overall
phase of theta at which cells predominantly fire dur-
ing REM reactivation (Poe et al., 2000). In the first
2 days of REM sleep following exploration of an ini-
tially novel environment, the majority of spikes oc-
curred near the depolarizing peak of the theta rhythm,
as during waking. But over the following days as the rat
became more familiar with the environment, the mean
theta firing phase during REM shifted. By the 5th day,
cells fired primarily near the hyperpolarizing trough
of the theta cycle. Place cell firing in the hyperpola-
rizing theta troughs during REM replay may facilitate
depotentiation of synaptic connections involved in
place cell ensembles encoding familiar environments
to prevent saturation of the network and allow en-
coding and storage of new information (Poe et al.,
2000).
The neural mechanisms generating the shift in
mean firing phase during REM reactivation have not
been determined. In this article, we present a simula-
tion study to investigate mechanisms that can account
for this shift in mean firing phase from the theta peak
to the theta trough as observed in REM replay of
place cells over the course of familiarization.
The amplitude and phase of extracellularly recorded
theta waves display a transition through the layers of
CA1 from stratum oriens (above the cell layer) to the
deep stratum lacunosum moleculare (SLM) Buzsaki
(2002), Gillies et al. (2002), and Kowalczyk and
Konopacki, (2002). Specifically, when the somatic mem-
brane potential is most hyperpolarized (at the trough of
the cycle), the distal dendritic membrane potential is
most depolarized. Thus, the somatic membrane potential
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oscillates out of phase with distal dendritic membrane poten-
tials. In addition, recordings from the soma and distal (SLM)
dendrites of CA1 pyramidal cells reveal that activation of the
theta rhythm generally hyperpolarizes the somatic membrane
while it simultaneously depolarizes the dendritic membrane
(Kamondi et al., 1998).
In this simulation study, we investigated how the somato-
dendritic shift in the theta rhythm can differently affect the
mean theta phase of firing in response to proximal and distal
dendritic synaptic inputs. Using a realistic model of a CA1 py-
ramidal cell, we injected input at proximal sites consistent with
locations of Schaffer collateral (SC) input in the stratum radia-
tum (SR) layer of CA1. Distal input was injected in the SLM
layer where the direct, temporo-ammonic pathway (TA) from
layer III of the entorhinal cortex (EC) synapses at dendrites of
CA1 pyramidal cells. The simulated rhythmic theta drive to
the model cell induced antiphase subthreshold membrane
potential oscillations in the proximal and distal dendritic
regions. The results propose that in the presence of the theta
drive, excitatory input at SC-CA1 synaptic sites preferentially
generates firing near the depolarized peak of the theta cycle
while excitatory input at TA-CA1 synaptic sites preferentially
generates firing in the theta trough.
As expected, the effect of the somato-dendritic shift in the
theta rhythm on firing phase decreases as input strengths be-
come very large. In this case, the cell would fire at all theta
phases regardless of the input location. As such, our simulation
results concentrate on investigating constraints on input and
theta drive characteristics that yield statistically significant mean
firing phases (in contrast to random or uniform phase distribu-
tions) and statistically significant differences in mean firing
phases when input locations vary.
A prediction of our simulation results is that the shift in
mean firing phase from the theta peak to the theta trough, as
observed in REM replay of place cells over the course of famili-
arization, is generated by a change in the relative strengths of
proximal and distal dendritic synaptic inputs. Specifically, the
simulation results support the hypothesis that depotentiation at
SC-CA1 synapses and potentiation at TA-CA1 synapses during
learning changes the mean theta phase profile, a phenomenon
which is unmasked under REM sleep reactivation conditions
and facilitated by such REM-specific reactivation. In the Dis-
cussion, we briefly summarize results from the literature that
further support this hypothesis.
MODEL
We used a realistic model of a CA1 pyramidal cell developed
by Migliore et al. (1999), (Fig. 1A). This model has been used
in several studies, including investigations of the role of the
potassium A-type conductance on the back-propagation of
action potentials (Migliore et al., 1999), the integration of sub-
threshold synaptic inputs (Migliore, 2003), and the pharmaco-
logical modulation of dendritic excitability (Poolos et al.,
2002). The model runs via the NEURON simulation program
(Hines and Carnevale, 1997) and is publicly available under
the ModelDB section of the Senselab database (http://senselab.
ale.med.edu).
The active currents included in the model are an inward
sodium current, a potassium delayed-rectifier current, an A-type
potassium current IA, and a hyperpolarization-activated, non-
specific cation current, Ih. All currents are modeled in the
Hodgkin–Huxley formalism and activation kinetics and param-
eter values are based on experimental measurements of CA1
pyramidal cells (see Migliore et al. (1999) for model equations
and Poolos et al. (2002) for parameter values used). In particu-
lar, both IA and Ih are nonuniformly distributed along the api-
cal dendrites; their maximal conductances increase linearly with
distance from the soma. In dendritic compartments more distal
than 100 lm from the soma, the activation curves for IA and
Ih are shifted by 10 and 8 mV, respectively. The distribu-
tion of these currents becomes relevant during REM sleep
when neurotransmitters that would boost Ih currents and sup-
press IA currents are uniquely absent (reviewed in Pace-Schott
and Hobson (2002), see Discussion). Sodium and potassium
delayed-rectifier currents are uniformly distributed. The model
does not contain calcium or calcium-dependent currents. This
simplification of the model, however, does not qualitatively
affect our results. All compartments more distal than 500 lm
from the soma or with a diameter smaller than 0.5 lm are
modeled as passive. The model with the parameter values used
here, as in Poolos et al. (2002), accurately replicated experi-
mentally recorded firing of CA1 pyramidal cells in vitro in
response to current steps injected in the soma and dendrites
(Poolos et al., 2002).
The theta rhythm drive to the cell was modeled as in Harris
et al. (2002) as 10 Hz sinusoidally-varying conductances
inserted in a proximal compartment (100 lm from soma cen-
ter) and a distal compartment (328 lm from soma center)
along the main apical dendritic shaft. The proximal theta drive
current was inhibitory (reversal potential 80 mV) with a max-
imal conductance varying sinusoidally between 2 and 8 nS
(Fig. 1B, solid trace). The distal theta drive current was excita-
tory (reversal potential 0 mV) and its maximal conductance
varied sinusoidally between 0.7 and 2.8 nS (Fig. 1B, dashed
trace). The theta rhythm frequency and duration of the generic
excitatory input (see later) were chosen to elicit firing over 5–7
theta cycles as is observed, on average, during a place cell firing
episode during waking and REM sleep (Poe et al., 2000). The
results do not change if theta frequency is decreased within the
5–10 Hz range typical for rats when the stimulus duration is
increased appropriately. Since theta frequency varies linearly
with the speed of the animal (Vanderwolf et al., 1977) and pre-
sumably duration of excitatory inputs to place cells scales with
time spent in the place field, the theta frequency and stimulus
duration used in this study represent one instance of dynami-
cally changing, interrelated values.
Background synaptic noise was added to the model cell in
the form of randomly fluctuating excitatory and inhibitory con-
ductances injected into the same compartments as the theta
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drives. This noisy synaptic current was modeled as in Destexhe
et al. (2001):
Inoise ¼ geðV  EeÞ þ giðV  EiÞ
dge=dt ¼ ge=se þ De1=2v1ðtÞ
dgi=dt ¼ gi=si þ Di1=2v2ðtÞ
where Ee ¼ 0 mV and Ei ¼ 80 mV, se ¼ 3 ms, and si ¼
10 ms are time constants, De and Di are noise diffusion coeffi-
cients, and v1(t) and v2(t) are Gaussian white noise of zero
mean and unit standard deviation (SD). We note that si is
greater than se to reflect the generally slower decay of inhibi-
tory synaptic currents compared to excitatory synaptic currents.
Since these stochastic equations are Gaussian, there is an exact
numerical update rule that is independent of the integration
FIGURE 1. A: Schematic of realistic CA1 pyramidal neuron
model. B: Theta drive conductances injected to proximal compart-
ment at 100 lm from soma center (solid trace) and to distal com-
partment at 328 lm from soma center (dashed trace). C: Excita-
tory Gaussian stimulus conductance injected at various locations.
D: Membrane voltage oscillations at various locations along the
apical dendrite (distances from soma center indicated) resulting
from simulated theta rhythm drive with background synaptic noise
present in the model. Phase was measured relative to the proximal
theta drive, 08 or 3608 is at the hyperpolarizing trough and 1808
is at the depolarizing peak.
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step h:
geðt þ hÞ ¼ geðtÞ expðh=seÞ
þ reð1 expð2h=seÞÞ1=2N1ð0; 1Þ
giðt þ hÞ ¼ giðtÞ expðh=siÞ
þ rið1 expð2h=siÞÞ1=2N2ð0; 1Þ
where re ¼ (Dese/2)1/2 and ri ¼ (Disi/2)1/2 represent the var-
iances of ge and gi, respectively, and N1(0,1) and N2(0,1) are
normal random numbers of zero mean and unit SD. The var-
iances were set to re ¼ ri ¼ 0.1 nS for the noise injected to
the proximal compartment (100 lm from soma center) and
re ¼ ri ¼ 0.5 nS for the noise injected distally (328 lm from
soma center). For the results in Figures 3–7, all variances were
set to zero.
The theta drive conductances and background synaptic noise
produced noisy sinusoidal oscillations in the membrane poten-
tial varying over about 1.5 mV at the soma around a mean
potential near 66 mV and, in the distal dendrites at 418 lm
from soma center, varying over about 6 mV around a mean
potential near 60 mV (Fig. 1D). The overall hyperpolariza-
tion at the soma and depolarization at the distal dendrites (rela-
tive to resting potential at 65 mV) as well as the amplitude
and phase differential of the subthreshold oscillations induced
by the theta drive agreed with the experimental observations of
Kamondi et al. (1998). They reported theta-induced hyperpola-
rization levels between 2 and 10 mV below the resting mem-
brane potential at the soma and depolarization in the distal
dendrites between 2 and 12 mV above resting membrane poten-
tial. Amplitudes of theta-induced voltage fluctuations were
reported between 2 and 9.5 mV. In our model cell, dendritic
membrane potentials proximal to the distal site of theta drive
injection displayed oscillations of increasingly smaller amplitude;
near 150 lm from the soma, voltage oscillations were minimal.
Through this region where voltage oscillations were minimal,
the phase of oscillations gradually shifted over the 1808 differ-
ence between the distal theta drive and the proximal theta
drive, as apparent in the membrane voltage trace at 147 lm
from the soma shown in Figure 1D. Proximal to this region,
membrane potential oscillations smoothly increased in ampli-
tude and cycled in phase with the proximal theta drive. The
distribution in voltage oscillations changed with amplitude of
the theta drive conductances (see Results).
We measured phase with respect to the proximal theta drive
and defined the peak and trough of the theta cycle by the
response of the somatic membrane potential. Specifically, 08 (or
3608) was set at the trough of the somatic membrane potential
and 1808 was set to its depolarized peak (Fig. 1D).
We modeled generic, excitatory synaptic input by injecting a
Gaussian-shaped excitatory conductance (Fig. 1C) to the cell
with the form: Istim ¼ gstim (exp((t  t0)2/(2s2)) (V  Estim),
where Estim ¼ 0 mV and values of peak conductance gstim are
given in the figure captions. The stimulus lasted several hun-
dred milliseconds (s ¼ 300 ms) and was centered at 400 ms
(t0 ¼ 400 ms for Figs. 1 and 3A–C), 500 ms (t0 ¼ 500 ms for
Fig. 3D–F) or 600 ms (t0 ¼ 600 ms for Figs. 2, 5–8).
RESULTS
As described in the Model section, we use a CA1 pyramidal
cell model that contains a number of realistic features, such as
a physiologically accurate dendritic morphology, a variety of
FIGURE 2. Phases of spikes fired in response to a proximal
dendritic stimulus (A) (injected 50 lm from soma center, gstim 5
1.5 nS) and distal dendritic stimulus (B) (injected 418 lm from
soma center, gstim 5 1.5 nS) over 50 runs of the model with back-
ground synaptic noise present. Spikes fired in each run were
aligned so that first spikes occur at 100 ms. Means of mean phases
are indicated with the solid horizontal lines.
164 BOOTH AND POE
distributed, active ionic currents normally found in these cells,
and background synaptic noise. While inclusion of these fea-
tures complicates the model, it illustrates that our results on
the influence of input location on firing phase are not qualita-
tively affected by such realistic features. The model does remain
simple enough to allow for a thorough understanding of the
important factors generating these results. For the more de-
tailed analysis of these factors, we consider the model when the
background synaptic noise is absent and the model results are
deterministic (Figs. 3–7).
Proximal Stimuli Invoked Theta Peak
Firing and Distal Stimuli Invoked
Theta Trough Firing
When single stimuli were injected at either proximal or distal
dendritic sites, a statistically significant preference in firing phase
was obtained. Figure 2 shows firing phases in response to either a
proximal stimulus (at 50 lm from soma center, Fig. 2A) or a distal
stimulus (at 418 lm from soma center, Fig. 2B) for 50 runs of the
model with a moderate stimulus amplitude (gstim ¼ 1.5 nS). The
proximal stimulus invoked firing with a significant phase prefer-
FIGURE 3. Phases of spikes fired in response to stimuli of
varying amplitude gstim injected at a proximal dendritic location
(A–C) (at 50 lm from soma center) and at a distal dendritic loca-
tion (D–F) (at 418 lm from soma center) when background syn-
aptic noise was present in the model (asterisks) and when it was
absent (filled circles). For the deterministic model results, theta
peak and theta trough phase preferences were statistically signifi-
cant for small and moderate values of gstim (A,B,D,E) (Rayleigh
test P < 0.5) but not for large gstim values (C and F).
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ence near the peak of the somatic theta cycle (mean of means
181.58, Moore test for uniform phase distribution P < 0.05 (Zar,
1999)). In contrast, in response to the distal stimulus, firing
showed a significant phase preference in the somatic theta troughs
(mean of means 8.58, Moore test P < 0.05). The1808 phase dif-
ference between the means of means of the distal runs and the
proximal runs was also statistically significant (two-sample, 2nd-
order test for difference in means P < 0.05 (Zar, 1999)).
We note that a slight phase precession of leading spikes over
a number of theta cycles can be detected, especially in the fir-
ing in response to the distal stimulus (Fig. 2B). This precession
is due to the interaction of the theta-induced, subthreshold
voltage oscillations in the cell and the increasing amplitude of
the distally-injected, Gaussian-shaped stimulus, as predicted by
Mehta et al. (2002) and Harris et al. (2002). This slight preces-
sion is followed by a slight recession because of the symmetry
of the stimulus (see Discussion).
As expected, the amplitude of the stimulus can affect the sig-
nificance of the phase preference for different input locations. In
Figure 3, firing phases for single runs of the model in response to
proximal and distal dendritic locations of the stimulus are shown
for different stimulus amplitudes when synaptic noise was
included (asterisks) and when it was absent (filled circles) from
the model. Small amplitude stimuli generated one or two spikes
on a number of theta cycles with preferred phases near the
somatic theta peak when the stimulus was proximal (Fig. 3A,
circular mean 201.78 for deterministic model, Rayleigh test P <
0.05 (Batschelet, 1981; Zar, 1999)), and near the theta trough
when the stimulus was distal (Fig. 3D, circular mean 1.08 for
deterministic model, Rayleigh test P < 0.05). For intermediate
amplitude stimuli, firing occurred over larger ranges of phases, but
phase distributions continued to show a statistically significant
preference near the theta peak for proximal input (Fig. 3B, circular
mean 193.98 for deterministic model, Rayleigh test P < 0.05) and
near the theta trough for distal input (Fig. 3E, circular mean 17.38
for deterministic model, Rayleigh test P < 0.05). The 1808 dif-
ference in mean firing phases invoked by these proximal and distal
stimuli was also measured to be significant (Watson–Williams test
P < 0.05 (Zar, 1999)). As the stimulus amplitude was increased
further, the theta drive did not strongly modulate firing phase,
whether the stimulus arrived at either the distal or proximal loca-
tion (Fig. 3C,F). Action potentials occurred over larger ranges of
phases and phase distributions were no different than random
(Rayleigh test P > 0.05). However, the 1808 difference in
mean phases between distally-invoked and proximally-invoked
firing (357.58 and 160.18, respectively) in the deterministic
model was still significant (Watson–Williams test P < 0.05).
Why Phase Preference Exists
Important factors underlying this firing phase preference and
its dependence on input location were the difference in the
phase of the theta drive to proximal and distal regions of the cell,
the electrotonic length of the dendritic process, and the presence
of active ionic conductances in the dendrites of the cell.
Indeed, if the apical dendrites were electrically passive, all firing
would occur at the theta peaks. For example, in response to the
generic, Gaussian-shaped excitatory stimulus injected at a distal
location, the long-lasting excitation would passively propagate
and depolarize the proximal regions of the cell. Firing threshold
would be first reached at the peaks of the proximal subthres-
FIGURE 4. Voltage traces at the soma and at various dendritic
locations in response to a proximal stimulus (A) (injected at 50 lm
from soma center, gstim 5 1.6 nS, as in Fig. 3B) and to a distal stimu-
lus (B) (injected at 418 lm from soma center, gstim 5 1.6 nS, as in
Fig. 3E) in the deterministic model. A: Action potentials are initiated
at the soma and axon at theta peaks in response to the proximal
stimulus. B: In response to the distal stimulus, action potentials
are initiated by propagating dendritic spikes; note that the back-
propagation of the action potential leads to an extended dendritic
depolarization.
166 BOOTH AND POE
hold oscillation, causing theta peak firing to occur. In the
model, however, there are Naþ and Kþ conductances all along
the main apical dendritic shaft out to 500 lm distal from soma
center and in the majority of primary and secondary branches
out to that same distance. While not present at the same maxi-
mal conductance levels as in the short model axon, dendritic
Naþ and Kþ conductances are capable of generating depolarizing
spikes that locally depolarize membrane potentials to 0 mV. In
response to an excitatory stimulus, it is clear that spikes—either
dendritic or at the soma and axon—will occur preferentially at
the peaks of the subthreshold oscillations. Thus, a proximal
stimulus depolarizes membrane potentials at the soma and axon
that are then pushed across threshold at the peaks of the
somatic subthreshold oscillation. Voltage traces at different
locations along the main apical dendritic shaft are shown in
Figure 4A for the initial spikes in Figure 3B (gstim ¼ 1.6 nS
injected at 50 lm from soma center). The action potentials are
initiated at the soma at the peak of the somatic theta cycle and
then backpropagate into the dendrites. On the other hand, in
response to a distal stimulus, dendritic spikes are initiated at
the peaks of the dendritic subthreshold oscillation and propa-
gate toward the soma generating a full action potential at the
axon (Fig. 4B, gstim ¼ 1.6 nS injected at 418 lm from soma
center as in Fig. 3E). The peak of the dendritic oscillation
occurs roughly at the trough of the somatic theta cycle; hence
the firing phase is near the theta trough.
Proximal and distal dendritic regions of the cell need to be
electrotonically distant in order for the distal dendritic membrane
to depolarize enough to invoke a dendritic spike while somatic
and axonal membrane potentials remain below threshold. As
shown in Figure 4B, the somatic and proximal voltages in this
model do not rise much above resting potential in response to a
distal stimulus. In an electrotonically shorter model cell with sim-
ilar theta drive conductances but a dendritic process only 200
lm in length, an excitatory stimulus injected at the distal end
was able to depolarize the somatic and axonal membrane poten-
tials so that inward currents there were activated at the peaks of
the somatic theta cycle and the cell spiked (results not shown). In
this shorter model cell, phase was not modulated by the location
FIGURE 5. A,B: Circular mean phases and angular deviations
for spikes fired in response to stimuli of varying maximum ampli-
tude gstim injected at varying locations along apical dendritic shaft
in the deterministic model. All but the largest gstim values shown
for all locations invoked firing with a statistically significant phase
preference (see text). A: Stimuli at distal dendritic locations (distal
from 290 lm from soma center, stars) invoked firing with means
near the theta trough. Stimuli at proximal dendritic locations
(proximal to 100 lm from soma center, triangles) invoked firing
with means near the theta peak. B: Stimuli at intermediate den-
dritic locations (between 100 and 290 lm from soma center,
squares) generated firing with means between theta peak and trough.
Firing phase means for stimuli at 50 (B, black triangles) and 418
(B, black stars) lm and 908 bands centered at the theta peak and
trough (A, B) are shown for reference.
FIGURE 6. Circular mean phases and angular deviations for
firing in response to proximal stimuli (injected at 50 lm from
soma center, triangles) and distal stimuli (injected at 418 lm from
soma center, stars) of varying maximum amplitudes gstim when the
maximal conductances of the theta rhythm drives to the cell were
reduced to 80% (gray) and 60% (light gray) of their default
(100%, black) values in the deterministic model. All but the larg-
est gstim values shown invoked firing with a statistically significant
phase preference.
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of the stimulus and firing always occurred near the peaks of the
somatic theta cycle (see Discussion).
Constraining Factors on the Influence
of Input Location on Firing Phase
When the input location was varied along the apical dendritic
tree, significant phase preferences in the theta peak and trough
were obtained over a range of distances from the soma center
(Fig. 5A). In the figure, circular means and angular deviations are
shown for firing in response to single stimuli of increasing ampli-
tude gstim that were injected at various locations along the apical
dendrite in the deterministic model. When stimuli were located
at sites more distal than 290 lm from soma center (stars), mean
firing phases were reliably near the theta trough and did not dif-
fer significantly across stimulus amplitudes or across these distal
sites (Watson–Williams test P < 0.05). For stimulus injection
sites proximal to 100 lm from soma center (triangles), mean
phases clustered near the theta peak and again did not differ sig-
nificantly across stimulus amplitudes or these proximal sites.
However, there was a significant difference between mean firing
phases invoked from the distal and proximal sites (Watson–
Williams test P > 0.05). Significance of phase preference is lost
at these ranges of input locations only when the stimulus
amplitude becomes too large. For the largest gstim values shown
in the figure (and for all larger gstim values not shown), phase
distributions were no different from random.
Note that spikes in response to small amplitude distal stimuli
occur late in the theta trough. This later firing reflects the later
phase of the peaks of the theta-induced subthreshold oscilla-
tions in the distal dendrites when the stimulus amplitude is small.
In this case, the small stimulus pushes peak voltage levels to near
the activation threshold of the dendritic Naþ currents and not
beyond the inactivation threshold of IA. The interplay of these
two competing currents causes a slow depolarization that delays
the hyperpolarization phase of the oscillation. For example,
for a stimulus amplitude just below firing threshold (gstim ¼
0.7 nS), the oscillation peaks of the distal dendritic membrane
potential occur on average 10 ms or 368 after the peak of the
distal theta conductance. When stimulus amplitudes are larger,
peak voltage levels are pushed well beyond this threshold region
such that oscillation peaks, and thus spikes, occur closer to 08.
Spikes in response to small amplitude proximal stimuli do not
display late phases but occur closer to the theta peak because
the higher density of Naþ channels and lower conductance lev-
els of IA in the axon, soma, and proximal dendrites do not
allow voltage levels to linger in the threshold region.
When stimuli were injected at locations roughly between
100 and 290 lm from soma center, spikes occurred near both
the theta peak and trough, yielding mean phases between the
two (Fig. 5B). At these intermediate input locations, the spike
initiation site often alternated between somatic initiation by
direct depolarization of axonal membrane potentials past
threshold, and distal initiation via a propagating dendritic
spike. For example, when a stimulus was injected relatively
proximally (at 115 lm from soma center, dark gray squares),
the majority of spikes generated for a range of stimulus ampli-
tudes were initiated somatically and had phases near the soma
theta peaks. But as the stimulus amplitude increased, action
potentials were also initiated distally with phases closer to the
troughs leading to an overall loss of phase preference. A change
in action potential initiation site was responsible for the large
increase in mean phase when gstim was increased from 1.6 to
1.7 nS. At 1.6 nS, two action potentials were elicited on one
theta cycle, the first initiated distally and the second somati-
cally, leading to a mean phase close to 908 (simulation results
not explicitly shown). At 1.7 nS, single spikes were invoked on
two consecutive theta cycles and both were initiated somati-
cally, yielding a mean phase closer to 1808. Alternation in spike
initiation site also kept mean phases out of the theta trough
when the stimulus was injected slightly more distally, at 209
lm from soma center (open squares). Here, for larger stimulus
amplitudes, spikes were fired within single theta cycles at the
theta peak and at the theta trough with the initiation site alter-
nating between the axon and the distal dendrites. We note that
no theta phase precession was observed from spikes generated
by inputs at these intermediate sites, unlike the slight phase
precession present when action potentials across several theta
cycles are all initiated at the same site (as in Fig. 3).
As discussed earlier, one of the underlying mechanisms vary-
ing the firing phase preference with input location is the differ-
ence in the theta drive to the proximal and distal portions of the
cell. Not surprisingly, changes in the theta-induced subthreshold
voltage oscillations in the cell affect the significance of firing
phase preference. When the maximum conductances of the theta
FIGURE 7. Circular mean phases and angular deviations for
firing in response to simultaneously injected proximal dendritic (at
50 lm) and distal dendritic (at 418 lm) stimuli in the determinis-
tic model. Amplitudes of larger, primary stimuli were held fixed
(values indicated in legend) while amplitudes of smaller, secondary
stimuli were varied (values along x-axis). All stimulus combina-
tions invoked firing with a statistically significant phase preference
except for the largest secondary gstim values shown.
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drives were reduced to 80% and 60% of their original values, the
phase preference for proximal and distal stimuli was still present,
but significant only in smaller stimulus amplitude ranges (Fig. 6).
For a proximal stimulus location (at 50 lm, dark and light gray
triangles in Fig. 6), theta peak firing was invoked for small stimu-
lus amplitudes because proximal parts of the cell were less hyper-
polarized by a weaker theta drive. The weaker theta drive could
not, however, constrain firing to near the theta peak when the
amplitude of the stimulus increased. For example, when the max-
imum conductances of both the proximal and distal theta drive
were reduced to 60% of their default values (proximal maximal
conductance varied between 4.8 and 1.2 nS, and distal maximal
conductance varied between 1.68 and 0.42 nS), the resulting sub-
threshold membrane potential oscillations at the soma varied
over less than 1 mV centered around 66 mV (compared to
variation over 1.5 mV with 100% theta drive). These shallow
oscillations could not strongly inhibit firing during the theta
trough. As a result, within single theta cycles, repetitive firing
occurred at low frequencies with subsequent spikes occurring
well past the theta peak (as evidenced by the large angular devi-
ations in phase for moderate gstim values). For a distal stimulus
location (at 418 lm, dark and light gray stars in Fig. 6), larger
amplitude stimuli were necessary to invoke firing than in the
original case because distal dendritic voltages were less depolar-
ized by the weaker theta drive. Although a theta trough phase
preference remained significant for similar stimulus amplitudes
as in the default case, fewer spikes were fired over larger ranges
of phases when the theta drive was weaker. Similar to the case
for a proximal stimulus location, the theta-induced membrane
potential oscillations in the distal dendrites were shallower (volt-
age varied over less than 4 mV centered near 62 mV compared
to 6 mV variation around 60 mV with 100% theta drive) and
they could not constrain firing to the distal dendritic oscillation
peak (somatic theta trough). Thus, the theta-induced membrane
potential oscillations need to be of sufficient amplitude to enforce
dendritic or somatic spike initiation at the local oscillation peaks
for a range of small to moderate stimulus amplitudes.
Phase Dependence on Location Was
Preserved With Simultaneous Distal
and Proximal Stimuli
When a proximal stimulus (at 50 lm) and a distal stimulus (at
418 lm) were injected simultaneously, the presence of the second
stimulus generally led to an overall increase in depolarization of
cell membrane along the entire length of the cell. When the sec-
ond stimulus was small relative to the larger primary stimulus,
this depolarization facilitated an increase in firing in response to
the primary stimulus and the phase preference reflected that of
the primary stimulus. But when the stimulus amplitudes were
less disparate, the combined depolarizing effect of both stimuli
led to initiation of action potentials both somatically and distally,
and a significant phase preference was not always displayed. In
Figure 7, mean phases and angular deviations are plotted for fir-
ing induced by simultaneously injected proximal and distal stim-
uli when the amplitude of the primary stimulus was held fixed
(values given in the legend) and the amplitude of the secondary
stimulus was increased (values on the x-axis). As in previous fig-
ures, the largest shown gstim values of the secondary stimulus
invoked firing without a significant phase preference.
When the proximal stimulus was the larger primary stimulus
(triangles in Fig. 7) and very small amplitude distal stimuli
were simultaneously injected, firing phases remained on the
theta peak but mean phases decreased due to the overall higher
depolarization of the cell that pushed voltages across threshold
at earlier phases of the subthreshold oscillation. For slightly
larger distal stimuli, significance of the phase preference was
lost by the appearance of distally-initiated action potentials near
the theta trough on the same theta cycles as somatically-initi-
ated, theta peak spikes. Similar results were obtained when the
distal stimulus was the larger primary stimulus (stars in Fig. 7).
Smaller amplitudes of the primary distal stimulus (dark and
light gray stars) invoked firing with mean phases late in the
theta trough for the same reason as outlined in Figure 5A.
When both the proximal and distal stimuli had smaller, less
disparate amplitudes, one stimulus was not able to dominate
firing and enforce a phase preference (diamond in Fig. 7). The
combined depolarizing effect of both stimuli led to action
potential initiation both somatically and distally, resulting in
spikes near the theta peak and trough and no significant phase
preference. These results are similar to how both theta peak
and trough spikes were initiated when the stimulus was located
in the middle region of the dendrite (Fig. 5B).
Prediction of the Model: Mean Theta Phase
Shift in REM Sleep With Experience
Our simulation results suggest that, over the course of famili-
arization (learning), the shift in mean theta phase of place cell fir-
ing during REM (Poe et al., 2000) could occur due to changes in
the relative strengths of the proximal SC-CA1 synapses and the
distal TA-CA1 synapses. In vivo, activity in the EC would result
in activity in both synaptic pathways to CA1. Thus, we assume
that CA1 place cells receive input at both the proximal and distal
sites. The model simulations in Figure 7 indicate that simultane-
ously injected proximal and distal stimuli can enforce mean firing
phases at the theta peak when the proximal input is stronger rela-
tive to the distal input, but generate mean firing phases in the
theta trough when the distal input is stronger than the proximal
input. A systematic shift in mean phase from theta peak to theta
trough may then be achieved through a strengthening of the dis-
tal synaptic input and a weakening of the proximal input.
To investigate this prediction in a more robust way, we con-
sidered the firing of the model, with background synaptic noise
present, in response to proximal stimuli of fixed amplitude and
simultaneously injected distal stimuli of increasing amplitude.
In Figure 8, the mean of mean firing phases are shown from
50 runs of the model in response to combinations of proximal
and distal stimuli. As in previous figures, firing invoked by all
but the largest gstim values shown displayed a significant phase
preference (Moore test P < 0.05). Mean phases were reliably
near the theta peak when the proximal stimulus was strong
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(gstim ¼ 1.2 nS, black triangles) and the distal stimulus was
much weaker (0 < distal gstim < 0.2 nS). To obtain mean
phases reliably near the theta trough, the proximal stimulus
was progressively weakened (gstim ¼ 0.8 nS, open triangles) and
the distal stimulus strengthened (distal gstim ¼ 0.2–0.6 nS).
DISCUSSION
Summary of Major Findings and Comparison
of Model Constraints With Cell Physiology
The somato-dendritic differential in the theta rhythm drive
to CA1 pyramidal cells can result in a difference in firing phase
preference for firing invoked by distally-located and proximally-
located synaptic inputs. Our simulation study identified a num-
ber of factors that limit this theta influence on firing phase,
such as active dendritic conductances, the electrotonic length of
the cell, the electrotonic separation of input locations, and the
amplitude of theta-induced, subthreshold membrane potential
oscillations.
Theta trough firing occurred in response to distal dendritic
inputs because dendritic active conductances were able to ini-
tiate dendritic spikes that could, in turn, generate full action
potentials in the cell. It is well known that dendrites of hippo-
campal pyramidal cells can generate dendritic spikes (for exam-
ple, Cragg and Hamlyn (1955), Spencer and Kandel (1961),
Wong et al. (1979), and Gillies et al. (2002)) (see review in
Kasuga et al. (2003)). More recently it has been determined
that propagating dendritic spikes can contribute to action
potential generation (Turner et al., 1991; Wong and Stewart,
1992; Spruston et al., 1995; Golding and Spruston, 1998;
Kasuga et al., 2003; Gasparini et al., 2004).
The phase preference with input location was also aided by a
sufficiently long electrotonic length of the dendritic process that
could isolate the depolarization required to initiate a dendritic
spike from somatic and axonal membrane potentials. Achieving
such a separation would depend on the spatial length of the
dendritic process as well as the presence and distribution of
active ionic currents. For the ionic current distribution in the
model, a sufficient electrotonic length was achieved by a spatial
extent of the apical dendrite on the order of 500 lm with
200 lm separating distal (SLM, TA-CA1) inputs from proxi-
mal (SR, SC-CA1) inputs. On average, the span of apical den-
dritic processes in CA1 pyramidal cells encompassing the SR
and SLM layers is 625 lm, with SC-CA1 and TA-CA1 synap-
tic sites separated by distances in the range of 250–300 lm
(Ishizuka et al., 1995). It is possible that neuromodulation of
dendritic active conductances could reduce electrotonic separa-
tion between the SLM and SR layers and affect the influence
of input location on firing phase. An excessive electrotonic
length, on the other hand, could result in longer conduction
delays between the initiation of the dendritic spike and an
action potential at the soma and axon that could affect the pre-
ferred firing phase. In the model, conduction delays for a den-
dritic spike initiated at the most distal site investigated (418
lm from soma center) were less than 2 ms, similar to delays
measured in CA1 pyramidal cells in vitro (Kasuga et al., 2003;
Gasparini et al., 2004) and in vivo (Kloosterman et al., 2001).
To affect firing phases by tens of degrees with a 10 Hz theta
rhythm, conduction delays would need to be on the order of
10–15 ms, or 5–8 times the realistically modeled electrotonic
length. In larger animals where dendritic trees are larger, theta
is also slower (e.g., 4–7 Hz in the cat), necessitating a 10–15
times increase in electrotonic length for a conduction delay to
significantly affect theta phase.
In our simulations, amplitudes of theta-induced subthreshold
oscillations and the extent of hyperpolarization in the proximal
portions of the cell and of depolarization in the distal portions
of the cell affected the strength and significance of the phase
preference. Our default theta drive conductances induced sub-
threshold oscillations with amplitudes within the range of intra-
dendritic response to theta reported by Kamondi et al. (1998),
which were measured in vivo under urethane anesthesia. The
profile of extracellular amplitude and phase of theta with depth
through the CA1 layers under urethane anesthesia does not dif-
fer significantly from depth profiles measured in other states,
including active waking (reviewed in Kowalczyk and Konopacki
(2002)). The similarity in depth profiles across conditions in
various studies suggests that theta-induced intracellular responses
along the extent of the cell will also be similar in different
behavioral states of the animal.
Modeling Limitations
In our simulations, both theta drive and synaptic inputs were
simplified to point processes injected on the main apical den-
dritic shaft of the model cell. These simplifications allowed a
close investigation of the important factors contributing to the
FIGURE 8. Means of mean phases and angular deviations for
firing in response to simultaneously injected proximal (at 50 lm)
and distal (at 418 lm) stimuli, calculated from 50 simulation runs
of the model with background synaptic noise present. Amplitudes
of proximal stimuli were held fixed (gstim values in legend) while
gstim values for distal stimuli were varied. All but the largest gstim
values shown for all stimulus combinations invoked firing with a
statistically significant phase preference.
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firing phase preference with input location and of the effects of
manipulating those factors. It was the subthreshold voltage
oscillations induced by the theta drive that contributed most to
the phase preference. We expect that if a physiologically realis-
tic, distributed model of the theta drive was implemented, tak-
ing into account rhythmic inhibitory inputs from interneuronal
networks and excitatory inputs from the EC (Buzsaki, 2002),
such that it invoked similar amplitude subthreshold oscillations
with similar differences in proximal hyperpolarization and distal
depolarization, a phase preference with input location as found
in the present study would also be obtained.
We modeled the synaptic input as a lumped excitatory stimulus
entering the cell at a single site. The intent of the generic, Gaus-
sian-shaped stimulus was to represent a pattern of increase and
then decrease in the net excitatory input to the cell that would con-
sist of many distributed excitatory synaptic inputs modulated by
distributed inhibitory inputs from CA1 interneurons. Physiologi-
cally, both distal and proximal inputs to the cell would certainly be
distributed processes targeting the cell throughout the dendritic
arbor. The important factor for the generation of phase preference,
however, was the initiation site of the action potential, either proxi-
mally by direct depolarization of membrane potentials in the soma
and axon, or distally through a propagating dendritic spike. We
expect that if synaptic input were modeled as many small inputs
distributed throughout the SR and SLM layers and if the distinc-
tion remained between the two types of action potential generation
mechanisms, then phase preference with synaptic input location
would be maintained.
A Word About Theta Phase Precession
The primary focus of this study was on mechanisms for alter-
ing the mean theta phase of firing. However, similar mechanisms
have been previously employed to account for phase precession
(Kamondi et al., 1998; Magee, 2001; Harris et al., 2002; Huhn
et al., 2005). The soma-dendritic interference (SDI) model for
phase precession (Kamondi et al., 1998; Magee, 2001; Harris
et al., 2002) proposes that the 1808 phase differential in the theta
rhythm between the soma and distal dendrites can generate a
phase advancement of spikes in response to increasing levels of
excitation arriving at a single location. Indeed, an initial preces-
sion of firing phases is seen in response to the distal stimulus in
Figure 2B, although this precession is followed by phase recession
due to the symmetry of the excitatory input. In our simulation
study, since distal stimuli cause firing in the theta trough and
proximal stimuli cause firing near theta peaks, it is not surprising
that an initial distal stimulus followed by a proximal stimulus
would generate firing across almost all phases (simulations not
shown). Indeed, our simulation results, which depend on a suffi-
ciently long spatial extent of the dendritic process and on the
electrotonic separation of the excitatory afferent pathways, pro-
vide for robust phase advancement over a large range of phases in
response to excitatory input that is not temporally patterned.
Temporal patterning of inputs may additionally contribute to
theta phase precession, but those investigations are beyond the
scope of the present study.
Support for Model Prediction: Mean Theta
Phase Shift in REM Sleep With Experience
As illustrated in the simulation results of Figure 8, a phase
shift from theta peaks to troughs can occur as a result of
decreases in the strengths of proximal inputs coupled with
increases in distal input strengths. We propose that the theta
phase shift during REM replay over several days during learn-
ing (Poe et al., 2000) reflects a pattern of synaptic plasticity
wherein initially potentiated SC-CA1 synapses depotentiate as
TA-CA1 synapses potentiate. Specifically, we propose that theta
peak firing during REM replay in the first 2 days of exposure
to a novel environment is compatible with potentiated SC-CA1
synapses and still relatively weak TA-CA1 synapses. We further
propose that theta trough firing during REM replay after famil-
iarization is consistent with potentiated TA-CA1 synapses and
depotentiated SC-CA1 synapses. These hypotheses were derived
from simulation results. Physiological studies of brain activity
in intact animals are necessary to directly test these hypotheses.
However, different lines of experimental evidence in the litera-
ture, indirectly support the occurrence of varying synaptic
strengths at SC-CA1 and TA-CA1 synapses during familiari
zation.
Plasticity at TA-CA1 synapses occurs independently of plasti-
city at SC-CA1 synapses (Dvorak-Carbone and Schuman,
1999; Remondes and Schuman, 2003) and more powerful
stimulation protocols are required to induce long term poten-
tiation (long-term potentiation (LTP)) at TA-CA1 synapses
than at SC-CA1 synapses (Dvorak-Carbone and Schuman,
1999; Remondes and Schuman, 2002, 2003). LTP occurs read-
ily through synapses in the trisynaptic loop, particularly during
exploration of novel environments (Mehta et al., 1997;
Ekstrom et al., 2001; Davis et al., 2004; Nitz and McNaugh-
ton, 2004), when place cells fire predominantly at theta peaks,
where LTP most readily occurs (Pavlides et al., 1988; Holscher
et al., 1997; Orr et al., 2001; Hyman et al., 2003). As a result,
SC-CA1 synaptic input would initially dominate CA1 cell
response. With repeated exposures to the environment, TA-
CA1 synapses would be expected to gradually strengthen.
Synaptic plasticity can also occur in REM sleep with the same
types of inputs that induce plasticity in the waking animal (Leo-
nard et al., 1987; Bramham and Srebro, 1989; Ribeiro et al.,
1999, 2002). Theta peak firing during REM sleep over the first
2 days of exposure to the novel environment would thus con-
tinue to strengthen synapses along the SC-CA1 pathway.
In opposition to the initial SC-CA1 synaptic dominance, the
absence of serotonin and norepinephrine in the hippocampus dur-
ing REM modulates ionic conductances in CA1 pyramidal cells
(Aghajanian, 1985; Andrade and Nicoll, 1987; Colino and Halli-
well, 1987; Gasparini and DiFrancesco, 1999; Choi et al., 2004)
such that the response to distal dendritic synaptic input is ampli-
fied relative to proximal inputs (Andrade and Nicoll, 1987; Colino
and Halliwell, 1987; Gasparini and DiFrancesco, 1999; Magee,
1999; Takigawa and Alzheimer, 2002; Migliore et al., 2004). Spe-
cifically, the effects of Ih become less relevant during REM sleep
when serotonin, which boosts Ih currents (Aghajanian, 1985;
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Andrade and Nicoll, 1987; Colino and Halliwell, 1987; Gasparini
and DiFrancesco, 1999; Choi et al., 2004), is uniquely absent
(reviewed in Pace-Schott and Hobson (2002)). Conversely, the dis-
tribution of IA becomes more relevant during REM sleep when
serotonin and norepinephrine, both of which inhibit IA (Aghaja-
nian, 1985; Choi et al., 2004) are absent. Once distal TA-CA1
inputs are potentiated, the shift to theta trough dominated activity
would be unmasked during REM.
During waking, despite strengthened TA-CA1 inputs, trough
firing may remain occluded when serotonin and norepinephr-
ine return to higher levels. However, depending on the size of
the waking serotonin occlusion effect, some trough firing may
begin to appear in waking from strengthened distal inputs, per-
haps explaining the observation by Yamaguchi et al. (2002) of
a locus of firing at theta troughs during phase precession.
Strengthened TA-CA1 synaptic input can lead to depotentia-
tion of SC-CA1 synapses through spike-blocking interneuronal
activity (Dvorak-Carbone and Schuman, 1999). TA activation
also leads to interneurons releasing depotentiation-enhancing
endogenous peptides (Wagner et al., 2001). The depotentiation
of synapses during REM is further aided by the absence of hip-
pocampal norepinephrine (Thomas et al., 1996; Katsuki et al.,
1997). Moreover, depotentiation of SC-CA1 synapses leads to
the disinhibition of TA inputs (Maccaferri and McBain, 1995).
These mechanisms support a change in synaptic strengths at
proximal and distal input sites during waking and REM sleep
over the course of learning. It has recently been shown that
while TA input is not required for recall of short-term spatial
memories, it is essential for long-term consolidation of spatial
memories (Remondes and Schuman, 2004). A change from
SC-dominated to TA-dominated hippocampal cell responses
during memory consolidation may underlie the shift in mean
theta phase observed in REM replay (Poe et al., 2000). As a
consequence, novel experiences would initially play through the
trisynaptic circuit and REM sleep would serve a learning sup-
port function. After familiarization, experiences would be reac-
tivated more strongly through the TA-CA1 pathway and REM
sleep could serve a housekeeping function to clear redundant
encoding in SC-CA1 synapses. The results reported in the
present simulation study, therefore, suggest a refinement to the
putative role of theta trough firing proposed by Poe et al.
(2000). Instead of depotentiating all hippocampal synapses
involved in encoding familiar and consolidated memories, theta
trough firing during REM would weaken only the novelty-
related pathway (SC-CA1) while maintaining and perhaps fur-
ther strengthening the TA-CA1 recognition loop.
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