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– Brief Paper –
REDUCING CONTROL LATENCY AND JITTER IN REAL-TIME CONTROL
Yu-Chu Tian, Qing-Long Han, David Levy and Moses O. Tade´
ABSTRACT
This paper analyses control computation latency and jitter, which have been
largely ignored in the control community in system analysis and design for
real-time (RT) control. The focus is on RT control systems with multiple
control tasks running on a uniprocessor controller. Three strategies are
proposed to reduce control latency and/or jitter: introduction of offsets into
control task scheduling, decomposition of control tasks into smaller subtasks;
and increasing the priority levels of control output subtasks. Examples are
discussed to demonstrate the effectiveness of the proposed methods.
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I. INTRODUCTION
Real-time (RT) systems require timeliness in addition to
logic correctness. Missing a deadline will result in a
degradation of system performance for soft RT systems or
a system failure for hard RT systems. To fulfil the timing
requirements, an RT system should be carefully specified,
designed, implemented, and tested. There have been a
few books that extensively describe the requirements of
designing RT systems, e.g. [1, 2, 3].
Among various RT systems, RT control is widely
applied in many areas. Several aspects need to be
considered in design and implementation of digital RT
control. An important aspect is to make all control tasks
schedulable. Another important aspect is to minimise
control jitter for more deterministic and predictable
system behaviour. Reduction of control latency is also
required for improving RT control performance. All these
aspects relate to time consumption and time delay in
control computation and have not been well addressed in
control software design and implementation [4, 5, 6].
Time delay is a common phenomenon in many
systems. It usually results in rich dynamics in
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dynamic systems [7] and limits the improvement of
system performance [8, 9, 10]. While there have
been extensive studies on process time delays and
significant investigations into communication delays in
control systems, time delays in control computation
and scheduling have not been well understood in the
control community [11]. It remains unclear how the
performance of the software/software controllers affect
the performance of the overall close-loop control systems
[12]. We contend that without a systematic performance
analysis of the digital controller as part of the overall
control system, how the performance of the overall RT
control system can be analysed and guaranteed [13].
Traditionally, RT control systems are developed in
two separate phases: control design and its software
implementation. Control/process engineers focus more
on control design with the assumption of instant control
output, e.g. [14]. On the other hand, computer/software
engineers are more interested in control implementation
with the assumption of known worst case execution time,
fixed period, hard deadlines, etc [2, 3, 4, 5]. However,
neither of these two phases can provide an optimal
solution to the overall control system without considering
both phases under more realistic assumptions.
Aiming to reduce control latency and/or jitter in
RT control systems, this paper explicitly indicates the
importance of integration of control design and its
software implementation. Strategies will be proposed to
reduce control latency and/or jitter effectively.
II. BASICS OF CONTROL TASK SCHEDULING
A task is denoted by T (c, d, p), where c, d, p are the worst
case computation time, deadline, and period, respectively,
c ≤ d ≤ p. The corresponding CPU utilisation is
U = c/p. Similarly, for n tasks, each task is denoted by
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Ti(ci, di, pi), i ∈ {1, 2, · · · , n}. The total CPU utilisation
of the n tasks is U =
∑n
i=1 ci/pi. A necessary condition
for schedulability on a uniprocessor system is U ≤ 1.
The Rate-Monotonic (RM) algorithm is a fixed-
priority scheduler that assigns the priority of each task
according to its period: the shorter the period the
higher the priority. Under the assumption of preemptive
scheduling and task deadlines equal to periods, the RM
scheduler is the optimal fixed-priority scheduling [15].
The RM algorithm has a worst-case scheduling
bound. For n periodic tasks, a sufficient condition for
schedulability is the CPU utilisation U ≤ n [2(1/n) − 1]
provided there are no preperiod deadlines and no inter-
task interference other than simple preemption. As this is
not a necessary condition, sometimes a particular set of
tasks may have a CPU utilisation above this bound and
still be schedulable with fixed priorities.
Deadlines of a task set are not necessarily equal to
periods. An optimal fixed-priority scheduling for this case
is the Deadline-Monotonic (DM) algorithm [16]. The DM
scheduler assigns priority of each task according to its
deadline: the smaller the deadline the higher the priority.
Another fixed-priority scheduler is the Least-
Compute-Time (LCT) algorithm, which assigns priorities
in reverse order of the worst case computation time: the
smaller the compute time the higher the priority.
A single control task T (c, d, p) is schedulable as
long as c < d ≤ p. The control latency is bounded by
its worst case response time c, and can be compensated
through design of control strategies, e.g., [8, 10].
Consider an RT control system with n control
tasks T1(c1, d, p) through Tn(cn, d, p) running on the
uniprocessor of the controller and having d = p. Assume
that all tasks are released at the same time. The n tasks
are schedulable as long as
∑n
i=1 ci ≤ d = p, and
no preemption is required. For ∀Ti, i = 1, 2, · · · , n,
the control latency is bounded by ci plus a fixed task
scheduling delay, and again can be compensated through
control design. This shows the importance of integration
of control design and its RT implementation.
Scheduling multiple control tasks with different
periods is complex. Consider three control tasks all with
different periods, as shown in Table 1. Non-preemptive
and preemptive scheduling of the control tasks will give
different scheduling results, and will have different effects
on the performance of the overall RT control system. The
results shown in Table 1 are based on RM scheduling and
an assumption of all tasks being released at the same time.
Without preemption, there exists “priority in-
version” in this example. Therefore, preemptive
scheduling is preferred. It is seen from Table 1 that
introducing preemption improves the system performance
significantly: significant reduction of control jitter for
T1 and reduction of control jitter for T2. However, T3
control latency is increased significantly, which may not
be acceptable in RT control applications.
Table 1. Response time density for three control tasks
T1(4, 10, 10), T2(4, 16, 16), and T3(4, 40, 40).
Time 4 6 8 10 14 18 26
Nonpreemptive
T1 0.75 0.125 0.125




T2 0.4 0.2 0.4
T3 0.5 0.5
This paper proposes three strategies for RT
multitasking control systems to effectively reduce control
latency and jitter for all control tasks.
III. INTRODUCTION OF OFFSETS TO
LOWER-PRIORITY TASKS
The first strategy for reducing control latency and jitter is
to introduce offsets to lower-priority tasks so that lower-
priority tasks are released later than higher-priority ones.
For comparison, consider again the three-task
example in Table 1. The offsets of 2 and 4 time units
are introduced into T2 and T3, respectively. The response
time density of the corresponding non-preemptive and
preemptive RM scheduling are tabulated in Table 2.
Now, compare Table 2 with 1. For non-preemption,
T2 with an offset has reduction in control latency and jitter.
T3 with an offset has more improvement in the upper
bound of control latency (from 14 down to 10 time units),
and keeps no change in control jitter.
For preemptive RM scheduling, it is seen from
Tables 2 and 1 that there is no change in T1 and
T2. As expected, the control latency of T3 is reduced
significantly. This is beneficial to the performance
improvement of the overall control system.
Table 2. Response time density for three-task RM
scheduling with offsets (Tasks are shown in Table 1).
Response Time 4 6 8 10 14
Non-preemptive
T1 (offset 0) 0.75 0.125 0.125
T2 (offset 2) 0.2 0.6 0.2
T3 (offset 4) 0.5 0.5
Preemptive
T1 (offset 0) 1
T2 (offset 2) 0.4 0.2 0.4
T3 (offset 4) 0.5 0.5
IV. DECOMPOSITION OF CONTROL TASKS
Decomposition of a control task into smaller and
independent subtasks is feasible for control design and is
also effective for reduction of control jitter. In [4, 5], a
task scheduling model with three-subtask decomposition
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is presented and a scheme for priority assignment is
proposed. Using the same three-subtask decomposition
method, a different scheduling scheme is proposed here
for scheduling all decomposed subtasks. The key step in
this scheme is to determine the deadline for each of the
decomposed subtasks. The procedure is described below.
Step 1. Decompose control task Ti(ci, di, pi)
into three subtasks Ti1(ci1, di1, pi), Ti2(ci2, di2, pi), and
Ti3(ci3, di3, pi), where ci1 + ci2 + ci3 = ci and i ∈
{1, 2, · · · , n}. The first subscript of parameters represents
the task identifier, while the second subscript denotes the
decomposed subtask (we use 1, 2, and 3 to represent data
acquisition phase, control computation phase, and control
output phase, respectively).
Step 2. Determine the deadline for each of the













, di3 = di (1)
Because ci < di, it follows that
di1 > ci1, di2 > ci1 + ci2, di3 > ci1 + ci2 + ci3 (2)
Step 3. Assign priority to the decomposed control
subtask set using the DM algorithm. The smaller the
deadline, the higher the priority.
It is worth mentioning that the deadlines for control
subtasks Ti1 and Ti2 are soft deadlines. Therefore,
missing these deadlines occasionally is still acceptable as
long as the deadline for control subtask Ti3 is not missed.
To illustrate the proposed scheduling scheme, we
once again consider the three control tasks in Table 1.
Shown in Table 3 are the decomposition of the control
tasks, and deadlines and priority levels for decomposed
subtasks. The scheduling results are tabulated in Table
4 with and without introduction of offsets into Ti1, Ti2,
and Ti3. These results are comparable with those for the
original control task set.
It should be pointed out that with offset configura-
tion, the subtask T12 missed its soft deadline by 1 time unit
in the first and sixth periods. A careful analysis reveals
that this does not affect the successful completion of the
subtask T13 within its timeframe, and at the worst case the
control signal of the control task T1 is output 4 time units
earlier than its deadline. This implies that as a whole, T1
does not miss its deadline.
V. INCREASING PRIORITY FOR OUTPUT
It is seen from last section that with control decomposition
and preemptive DM scheduling, there exist control jitters
for all three tasks. Jitters are difficult to compensate
in control design and are a potential source of system
instability [8, 9, 10]. A scheduling method is proposed
here to compress control jitters significantly. It is based
on control task decomposition and the scheduling scheme
developed in the last section. The basic idea is to increase
the priority of control output subtasks and at the same time
introduce an appropriate offset to each of control output
subtasks. The scheduling procedure is discussed below.
Step 1. Apply the scheduling scheme developed
in the last section to decompose the control task set,
determine the deadlines for decomposed subtasks, and
assign priority to the subtasks using the DM method. A
set of subtasks {Tij : i ∈ {1, 2, · · · , n}; j ∈ {1, 2, 3}} is
then obtained.
Step 2. Schedule the decomposed control subtask
set using the DM algorithm, and obtain the worst case
response time, wrti3, for subtask Ti3, i ∈ {1, 2, · · · , n}.
Step 3. Introduce into subtask Ti3 an offset Oi3:
Oi3 = wrti3 − ci3, i ∈ {1, 2, · · · , n} (3)
Step 4. Consider the control output subtasks T13,
T23, · · · , Tn3. Without losing generality, suppose that
their priorities are in descending order from T13 through
Tn3. Increase the priorities of these control output
subtasks such that they are still in the same order and
any of these priorities is higher than those of all remaining
subtasks {Ti1, Ti2 : i ∈ {1, 2, · · · , n}}.
Step 5. Schedule the subtask set using priority based
scheduling, and evaluate the scheduling results.
To illustrate the proposed scheduling method, let us
reconsider the example discussed in the last section (Table
3). The resulting specifications are shown in Table 5, and
the scheduling graph is depicted in Fig. 1.
Fig. 1. Preemptive scheduling with increased priority for
control output subtasks.
Fig. 1 clearly shows that control signals are output
at fixed time instants for all three control tasks. Control
jitters are eliminated in the control task set, implying that
the control computation becomes more deterministic and
predictable. Again, this is favourable to RT systems.
It is also observed from Fig. 1 that three
control tasks T1, T2, and T3 have fixed control latencies
of 6, 9, and 21 time units, respectively. If these
control latencies are not negligible for the particular
application, strategies can be developed in control design
to compensate for the latencies. Again, this indicates
the requirement of integration of control design and its
software implementation.
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Table 3. Decomposition of control tasks T1(4, 10 10), T2(4, 16, 16), and T3(6, 40, 40).
Task T1: T11 T12 T13 T2: T21 T22 T23 T3: T31 T31 T33
c 1 2 1 1 2 1 1 4 1
d 3 8 10 4 12 16 7 33 40
p 10 10 10 16 16 16 40 40 40
Priority 9 6 5 8 4 3 7 2 1
Table 4. Response time density for preemptive DM scheduling based on task decomposition.
Time 4 5 6 7 8 9 14 18 26
T1 0.17 0.58 0.25
T2 0.375 0.25 0.125 0.25
T3 0.33 0.67
T1 offset 0 0.75 0.08 0.17
T2 offset 2 0.375 0.25 0.375
T3 offset 4 0.33 0.67
Table 5. Incresing priority for output subtasks (c, p, and d are the same as those in Table 3).
Task T1: T11 T12 T13 T2: T21 T22 T23 T3: T31 T31 T33
Priority 9 6 25 8 4 23 7 2 21
Offset 5 8 20
VI. CONCLUSIONS
RT control systems were addressed in this paper with
regard to control task scheduling in digital controllers.
Three strategies were proposed for reduction of control
latency and jitter. Introduction of offsets is a simple yet
effective strategy. Decomposition of control tasks into
smaller subtasks with carefully designed deadlines and
priorities makes the control task scheduling flexible with
improved performance. Increasing priorities of control
output can eliminate control jitters and thus make the
control computation more deterministic and predictable.
It is also emphasised in this paper that there is a
requirement of integration of control strategy design and
its software implementation in digital controllers.
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