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Abstract. This paper studies a billiards-like microscopic heat conduction model,
which describes the dynamics of gas molecules in a long tube with thermalized
boundary. We numerically investigate the law of energy exchange between adja-
cent cells. A stochastic energy exchange model that preserves these properties is
then derived. We further numerically justified that the stochastic energy exchange
model preserves the ergodicity and the thermal conductivity of the original billiard
model.
The derivation of macroscopic thermodynamic laws from microscopic
Hamiltonian dynamics is a century-old challenge dating back to Boltz-
mann. In this paper, we use a billiards-like Hamiltonian model to study
the microscopic heat conduction of gas molecules in a long tube. Af-
ter a series of numerical simulation, a mathematically tractable stochas-
tic energy exchange model is derived. We further show that many key
properties of the original deterministic problem are preserved by this
stochastic energy exchange model. This result opens the door to rigor-
ous justifications of many interesting problems in nonequilibrium statis-
tical mechanics. In our forthcoming papers, we will study the ergodicity,
mesoscopic limit, and macroscopic thermodynamic laws of the stochastic
energy exchange model derived in this paper.
1. Introduction
in a nonequilibrium setting, it is very difficult to prove that deterministic interac-
tions among gas molecules or crystal structures leads to macroscopic thermodynamic
laws such as Fourier’s law [2]. From a dynamical systems point of view, determin-
istic interactions of gas molecules can be modeled as elastic collisions of particles.
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However, studying many-particle billiard systems is a very difficult, with only lim-
ited known result [4, 47, 48]. It is almost impossible to provide any mathematical
derivation of macroscopic thermodynamic laws by working on a many-particle bil-
liard model. Most known results that connect dynamical billiards and thermody-
namics are for one particle model, noninteracting particles, and weakly interacting
particles [13, 1, 32, 11, 10].
On the other hand, there are also many stochastic microscopic heat conduction
models which assume some randomness among particle interactions or energy trans-
ports. Stochastic interacting particle models are known to be more tractable. There
have been numerous known results about nonequilibrium steady-state, entropy pro-
duction rate, fluctuation theorem, thermal conductivity, and Fourier’s law for various
stochastic models [15, 20, 27, 40, 12, 14, 44, 45]. Therefore, it is tempting to reduce
a deterministic heat conduction model to a stochastic one. One example is [38], in
which a particle-disk collision model is well-approximated by a stochastic particle
system.
This paper serves as the first paper of a sequel. In this sequel, we will investigate
how thermodynamic laws are derived from billiards-like deterministic dynamics. Dif-
ferent from many pioneering work, the billiard system in our study consists of a large
number of strongly interacting particles, which makes a rigorous study extremely
difficult. The goal of this paper is to numerically justify that the deterministic dy-
namics in a billiards-like dynamical system is well-approximated by a Markovian
energy exchange process. We carry out a series of numerical simulations to deter-
mine the rule of stochastic energy exchanges. Then we will use computer-assisted
method proposed in [36] to justify that the resultant stochastic energy exchange
model preserves many key properties of the original deterministic dynamics, such as
ergodicity and thermal conductivity.
Consider many gas particles in a long and thin tube as in Figure 1 (top). Assume
further that two ends of the tube is connected to heat baths with different tem-
peratures. For the sake of simplicity, we assume gas particles only do free motion
and elastic collisions. When a particle hits the left (or right) boundary, a random
particle drawn from a Boltzmann distribution is chosen to collide with this particle.
Besides that, everything else is purely deterministic. Needless to say, any analysis of
such a strongly interacting multi-body problem is extremely difficult. On the other
hand, usually a gas particle collides with other particles very frequently. At ambient
pressure, the mean free path of a gas molecule is as short as 68 nm [24]. Therefore,
motivated by earlier studies [3, 17, 16, 18], we propose to simplify the model by
localizing gas molecules in a chain of cells as in Figure 1 (bottom). Disk-shaped
particles are assumed to be trapped in those 2D cells, each of which is a chaotic
billiard table. Adjacent cells are connected by a “gate”. Particles can not pass
the “gate” but can collide through it. This gives the nonequilibrium billiard model
introduced in Section 2. Throughout this paper, we assume that each cell contains
M particles. M is a fixed finite number.
Since the motion of gas particles is highly chaotic, a particle has quick loss of
memory. In fact, it is known that a chaotic billiard system usually have good
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Figure 1. Top: Gas molecules in a tube. Bottom: Particles are
trapped in a chain of cells. Particles can collide through the “gate”.
statistical properties [5, 6, 8, 9]. That is why we believe a Markov model should well
approximate such a billiard model. In order to make the billiard model mathematics
tractable, instead of modeling each particle, we choose to look for a Markov process
that describes the time evolution of the total energy stored in each cell. When
particles in neighbor cells collide, we let the corresponding cells exchange a certain
random amount of energy. This Markov process is called the stochastic energy
exchange model. Due to the significant difficulty of studying a multibody billiard
system, a rigorous derivation of this Markov process is not possible. Instead, we use
numerical simulation to justify this model reduction.
One needs to answer two questions in order to find the rule of stochastic energy
exchange model: when and how two particles in neighbor cells exchange energy. To
answer these questions, a series of numerical studies are carried out in Section 3. We
find that the time distribution to the next collision between particles from adjacent
cells is not visually distinguishable from an exponential distribution. Therefore,
one exponential clock should be associated with each adjacent pair of cells. The
rate of this exponential clock is approximately square root of the minimum of two
energies at the tail, as a low total energy in a cell is always associated with a
long time interval between two energy exchanges. The rule of energy exchange is
more complicated. But after some numerical simulations, we find a simple rule
that can preserve qualitative properties that we are interested in. The energy of
the particle that participates the collision satisfies a Beta distribution. After the
collision, the energy is uniformly redistributed. Although this is not exactly a precise
rule of energy distribution at a collision, it is simple enough while preserves the tail
distribution on the low energy side, which determines asymptotic properties of the
system. Although the entire reduction to a Markov process is not rigorous, we
attempt to provide as much mathematical justification as possible based on several
assumptions that heuristically should be valid for sufficiently chaotic interacting
particle system.
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The stochastic energy exchange model is then summarized in the end of Section
3. Then we compared those two models from the aspects of ergodicity and thermal
conductivity. In Section 4, we numerically show that both models has polynomial
ergodicity ∼ t−2M , where M is the number of particles in each cell. Due to the
significant difficult of direct simulations, for the billiard model, we use Monte Carlo
simulation to compute the first passage time to a “high-energy state”, same as
done in [33]. For the stochastic energy exchange model, we adopt a computer
assisted method proposed in [36]. Some key estimations regarding return times
are obtained numerically, while other ingredients are rigorous. We show that the
stochastic energy exchange process admits a unique nonequilibrium steady state.
The speed of convergence to this steady state, and the speed of correlation decay,
are both polynomial. Finally, in Section 5, we compute the thermal conductivity
of the stochastic energy exchange model. We find that the thermal conductivity is
proportional to 1/N , which is consistent with early study of the billiard model in
[17, 16] (with one particle in each cell).
2. Nonequilibrium billiard model for microscopic heat conduction
As discussed in the introduction, it is difficult to study the dynamics when a large
number of gas molecules moving and interacting in a tube. Since the mean free
path of a gas molecule is very short, we “localize” gas molecules into a chain of cells
to simplify the dynamics. The precise description of this locally confined particle
system is as follows.
Consider an 1D chain of N connected billiard tables in R2, denoted by Ω1, · · · ,ΩN .
Each table is a subset of R2 whose boundary is formed by finitely many piecewise
C3 curves. Neighboring billiard tables are connected by one or finitely many “bot-
tleneck” openings. The first and the last tables are connected to the heat bath. The
interaction with the heat bath will be described later.
Let M be a positive integer that is fixed throughout this section. Assume inside
each billiard table there are M rigid moving disks with mass 2 and radius r. Each
disk-shaped particle moves freely until it hits the boundary of the billiard table, or
other particles. The configuration of a state of particles in the n-th cell is denoted by
(xn1 ,v
n
1 , · · · ,xnM ,vnM), where xnk ∈ R2 and vnk ∈ R2 are position (of the center) and
velocity of the k-th particle in the n-th cell respectively. We assume the following
for this billiard system.
• A particle is trapped in the cell in a way that its trajectory will never leave
Ωn.
• Particles in neighbor cells can collide with each other without passing through
the opening between cells.
• All collisions are elastic. Particles do not rotate.
• The billiard system is chaotic.
• Let Γn ⊂ Ωn be the collection of possible positions of particles in the n-th
table. There exist positions xn1 , · · · ,xnM and  > 0 such that
|xni − xnj | > 2r +  for all i, j = 1 ∼M, i 6= j
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and
M⋃
i=1
B(xni , R + ) ⊂ Γn \
⋃
|m−n|=1
B(Γm, r) .
In other words particles in a table can be completely out of reach by their
neighbors. In addition a cell is sufficiently large such that particles won’t get
stuck.
Now we couple this chain with two heat baths. The temperature of two heat
baths are TL and TR respectively. We assume that the heat bath is a billiard table
with the same geometry and the same number of moving particles. But the total
energy in the heat bath is randomly chosen. The rule of the heat bath interaction
is the following. At the beginning a random total energy EL (resp. ER) is chosen
for the left (resp. right) heat bath from the exponential distribution with mean TL
(resp. TR). The initial distribution of particle positions and velocities satisfies the
conditional Liouville measure (conditioning with the total energy EL). This system
is evolved deterministically until the first collision between a heat bath particle and
a “regular” particle in the leftmost (resp. rightmost) table. Immediately after such
a collision, particles in the heat bath are independently redistributed with a new
total energy and new initial positions/velocities, which are drawn from the same
distribution. This is an idealized way to approximate the interaction with a heat
bath that has infinitely many particles.
Let
Ω =
{
(x11,v
1
1, · · · ,x1M ,v1M), · · · , (xN1 ,vN1 , · · · ,xNM ,vNM)
} ⊂ R4MN
be the state space of this billiard model. Let Φt : Ω → Ω be the flow generated
by the billiard model. It is easy to see that Φt is a piecewise deterministic Markov
process.
3. Reduction to stochastic energy exchange model
In order to make the nonequilibrium billiard model introduced in Section 2 tractable
for further rigorous studies, we need to consider the evolution of some coarse-grained
variables instead of velocities and positions of all particles. As introduced in the in-
troduction, we look for a Markov process that describes the time evolution of total
energy stored in each cell.
The aim of this section is to provide numerical and mathematical justifications of
such reduction from the deterministic billiard model to a stochastic energy exchange
model. We remark that this section is not intended to be mathematically rigorous.
In fact, any rigorous study of a billiard system with more than one moving particle
is extremely difficult, with fairly limited known results [28, 46, 48, 47]. Therefore,
mathematical justifications in this section have to be built on various heuristic as-
sumptions. We provide as much mathematical justifications as possible for each
argument we raise. The conclusion is then verified by carefully designed numerical
simulations.
In the following two subsections, we study when and how an energy exchange
between two adjacent cells, i.e., a collision between two particles from each cell
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respectively, should happen. The setting of our numerical simulation is as follows.
The boundary of two cells is determined by 6 circles and 2 line segments as seen
in Figure 2. In each cell, there are M particles undergoing free motion and elastic
collisions. We use Monte Carlo simulation to study the distribution of collision times
and the distribution of energy transferred during a collision.
Cells in Figure 2 are designed such that all cell boundaries are either flat or
convex inwards, which makes motion of all particles chaotic [7]. Recall that our
main requirement of the cell geometry is that it should generate a chaotic billiard
system. We expect our numerical result to be valid for any nonequilibrium billiard
model that satisfies our assumptions.
Figure 2. Setting of our numerical simulations. Two adjacent cells
with three particles in each cell. Particles can collide through the gate,
but can’t pass through the gate.
3.1. Distribution of collision time. The first numerical result is about the time
distribution of energy exchanges between particles from neighboring cells, called the
collision time. The deterministic billiard model is highly chaotic, which heuristically
indicates a quick decay of correlation. This is the main motivation for us to look
for its Markovian approximation. Due to the quick correlation decay, we expect
collision times between particles from adjacent cells to be close to an inhomogeneous
Poisson process. This is to say, when starting from a fixed energy configuration,
the first collision time should be well-approximated by an exponential distribution.
Further, conditioning on the same energy configuration, the time duration between
two consecutive collisions should also satisfy an exponential distribution with the
same rate. In dynamical systems, these two distributions are called the hitting time
and the return time respectively. It is known that for a strongly mixing dynamical
system, those two times to an asymptotically small set coincides [22, 23]. We provide
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the following simulations to study distributions of the hitting time and the return
time of the billiard model.
Rate of hitting time. Define the random variable
(3.1) τc = inf{t > 0| a cell-cell collision occurs at time t} .
If the collision time is Poisson distributed, we should have
(3.2) P (τc > t) =
∫ +∞
t
λe−λx dx = e−λt .
In other words the rate of this Poisson distribution is λ = −1
t
logP (τc > t). However,
the collision time is not Poisson distributed because the energy process produced by
the billiard model is clearly not Markovian. Instead, we expect the distribution of τc
to have an exponential tail. The slope of such tail, if exists, is called the stochastic
energy exchange rate. More precisely, we are interested in limt→∞−1t logP (τc > t).
Consider an energy configuration (E1, E2) that corresponds to total cell energy
E1 and E2 in the left cell and right cell respectively. Let pi be the Liouville measure
with respect to two cells and their 2M particles, which is an invariant measure of
the billiard system involving two neighboring cells. A function R(E1, E2) is said to
be a stochastic energy exchange rate if
R(E1, E2) = lim
t→∞
−1
t
logPpi[τc > t|
M∑
i=1
|v1i |2 = E1,
M∑
i=1
|v2j |2 = E2]
(3.3)
= lim
t→∞
−1
t
logPpi[τc > t|
M∑
i=1
|v1i (0+)|2 = E1,
M∑
i=1
|vi(0+)|2 = E2 ,(3.4)
x1i ∈ int(Γ1),x2j ∈ int(Γ2), |x1i (0+)− x2j(0+)| = 2r for some 1 ≤ i, j ≤M ](3.5)
is well-defined. The first limit gives the tail of the first collision time distribution
when starting from a conditioning Liouville measure (conditioning with the energy
configuration (E1, E2)). The second limit gives the tail of return time distribution,
when starting from the configuration corresponding to an energy exchange event.
Note that obviously R(αE1, αE2) = α
1/2R(E1, E2), we only need to simulate the
case of E1 +E2 = 1. Without loss of generality we assume E1 ≤ E2. We use Monte
Carlo simulations to compute distributions of τc for M = 2, 3, 4. For each M , we use
26 different initial energy configurations E1 = 0.5, 0.4, 0.3, 0.2, 0.1, 0.05, 0.02, 0.01, 5×
10−3, 2× 10−3, 1× 10−3, 5× 10−4, 2× 10−4, 1× 10−4, 5× 10−5, 2× 10−5, 1× 10−5, 5×
10−6, 2×10−6, 1×10−6, 5×10−7, 2×10−7, 1×10−7, 5×10−8, 2×10−8, 1×10−8. The
initial distribution is a conditional Liouville measure, at which the initial particle
positions are uniformly distributed, and the initial particle velocities are uniformly
distributed on a sub-manifold of S4M such that |v1i (0+)|2 = E1,
∑M
i=1 |vi(0+)|2 = E2.
The energy exchange rate R(E1, E2) is obtained by calculating the slope of distri-
butions of τc in log-linear plots.
Figure 3 shows three sample distribution curves of τc starting from different energy
configurations. The probability P[τc > t] forms a straight line in the log-linear plot
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until there are not enough samples with τc > t. In fact, for all energy configurations
we have tested, one can not visually distinguish the distribution of τc from that of a
genuine exponential distribution. This numerically verifies our assumption that the
distribution of τc always has an exponential tail.
Then we present the result R(E1, E2) versus E1 for M = 2, 3, 4, which is plotted
in Figure 4. This is consistent with our numerical finding in [33]. We are more
interested in the scaling of R as E1 → 0. From the slope in the log-log plot in
Figure 4, we can see that R(E1, E2) ∼
√
min{E1, E2} when min{E1, E2}  1 in all
three cases.
Figure 3. Three examples of distributions of τc with E1 = 0.5, 0.01
and 0.001. Each cell has 3 moving particles. Each distribution is ob-
tained by running 108 independent trajectories until the first collision
time.
Hitting time vs. return time. It remains to verify that the second limit in
(3.3) produces the same tail. This is to say, we need to check that when conditioning
on the same energy configuration, the distribution of time duration between two con-
secutive collision times, called the conditional return time, has the same exponential
tail. Let (E
(1)
1 , E
(1)
2 , t
(1)), (E
(2)
1 , E
(2)
2 , t
(1) + t(2)), ..., (E
(N)
1 , E
(N)
2 , t
(1) + · · ·+ t(N)) be a
long trajectory sampled at collision times from a simulation starting from x0. Same
as in [33], we expect to have a joint probability density function ρx0(E1, E2, t) about
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Figure 4. R(E1, E2) versus E1 in log-log plot for M = 2, 3, 4 with
constraint E1 +E2 = 1. The initial distribution is a conditional Liou-
ville measure conditioning on the energy configuration (E1, E2). For
each M , 26 different initial energy configurations (E1, E2) with are
chosen. The distribution of τc is obtained by running 10
8 trajectories
until the first collision time. For each energy configuration, R(E1, E2)
is the slope of τc in the log-linear plot.
the conditional return time and the energy configuration. Further, if R(E1, E2) is
well-defined, we should have
(3.6) lim
t→∞
1
t
log
(∫ ∞
t
ρx0(E1, E2, s)|(E1,E2)ds
)
= R(E1, E2) .
Assume E1 + E2 = 1. We define the following rescaled return time
(3.7) Λ(t) =
∫ ∞
t
ρx0(E, 1− E, s)R(E, 1− E)dEds .
If the exponential tail of ρx0(E1, E2, s)|(E1,E2) has the same slope R(E1, E2) in a log-
linear plot, Λ(t) should have a tail e−t. It is easy to see that Λ(t) can be sampled
by {tiR(E(i)1 , E(i)2 )}, where R(E1, E2) is obtained from Figure 5. The estimator of
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Λ(t) is
(3.8) Λˆ(t) =
1
N
∣∣∣{tiR(E(i)1 , E(i)2 ) > t}∣∣∣ ,
where N is the sample size of the Monte Carlo simulation.
In Figure 5, we can see that Λˆ(t) matches e−t very well for M = 2, 3, 4. This
verifies that the conditional return time coincides with the first collision time.
Figure 5. Λˆ(t) from long trajectories for M = 2, 3, 4. Λˆ(t) is ob-
tained from equation (3.8). Sample size of each simulation is N = 108.
3.2. Rule of energy exchange. The second study aims to reveal the rule of energy
exchange at a collision. We separate this problem into two parts:
(a) The energy distribution of a particle that participates in a collision.
(b) The rule of the energy redistribution during the collision.
If there is only one particle in a cell, (a) becomes trivial. Otherwise, consider
M particles collide with each other in a chaotic billiard table. Due to the quick
correlation decay, this billiard system should converges to its invariant measure,
i.e., the Liouville measure, in a short time. At the Liouville measure, the velocity
distribution of these M particles is a uniform distribution on a (2M − 1)-sphere.
Assume particle velocities are uniformly distributed on a (2M − 1)-sphere, some
easy calculation in Proposition 3.1 shows that the energy distribution of a particle
is a Beta distribution with parameters (1,M − 1).
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Proposition 3.1. Let (X1, · · · , X2M) be a uniform distribution on the surface S2M−1.
Then X21 +X
2
2 has Beta distribution with parameters (1,M − 1).
Proof. Let Y1, ·, Y2M be 2M standard normal random variables. Let
(3.9) Xi =
Yi√
Y 21 + · · ·+ Y 22M
.
Then it is well known that (X1, · · · , X2M) gives a uniform distribution on the
surface of a unit (2M − 1)-sphere. Therefore, we have
(3.10) X21 +X
2
2 =
Y 21 + Y
2
2∑2M
i=1 Y
2
i
:=
Γ1
Γ1 + Γ2
,
where Γ1 is a Γ(1, 2) distribution and Γ2 is a Γ(M − 1, 2) distribution. The ratio
Γ1/(Γ1 + Γ2) is a Beta distribution with parameters (1,M − 1). 
Since each cell in the nonequilibrium billiard model forms a chaotic billiard table,
it is reasonable to assume that at the collision time, the M -particle system in a cell
is close to its invariant measure. Hence the energy distribution of any given particle
is approximated by a Beta distribution with parameters (1,M − 1).
Some corrections need to be added to the Beta distribution to approximate the
energy distribution of the particle that participates in a collision between particles
from neighboring cells. The reason is that faster particles have higher chance to
participate in such a collision. Hence the distribution should be biased towards high
energy states. This bias can be estimated by the following heuristic arguments.
The billiard system in each cell is assumed to be sufficiently chaotic, which means
the correlation decays quickly. Hence it is reasonable to assume that at the collision
time, particle energies in neighboring cells are independent. Consider a pair of
consecutive cells with an energy configuration (E1, E2). Let xL and xR be the ratio
of the energy of the colliding particle to the total energy of its cell. Because of the
independence assumption, the probability density of xL should be proportional to
A(t), where t is the “effective time” that a particle from the right table is available
for a collision, and A(t) is the area swiped by a particle during the time (0, t).
We only study the energy distribution of the left particle, as the right one follows
from an analogous argument. It is obvious that
(3.11) A(t) = piR2 + 2R|v|t ,
where |v| = √E1xL. It is not easy to give an explicit expression of the “effective
time”, but heuristically t should be proportional to
(3.12)
R√
E2
·
√
E1√
E2
,
where the first term approximates the time duration that a particle from the right
stays at the gate area, and the second term is the ratio of “time scales” in two cells.
Hence we have
(3.13) A(t) = piR2 + 2CR2
E1
E2
√
xL ,
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where C is a constant that depends on the geometry of the model. Combine with
Proposition 3.1, we conclude that the probability density of xL should be approxi-
mated by
(3.14) w(xL) =
1
K
(1 + C
E1
E2
√
xL)(1− xL)M−2
if M ≥ 2, where K is a normalizer.
This heuristic argument is verified by our numerical results. In Figure 6, we
compare the approximation (3.14) with simulation results of xL for three energy
configurations (E1, E2) = (0.1, 0.9), (0.5, 0.5), and (0.9, 0.1). The number of parti-
cles on each side is 4. The constant C is chosen to be 2.5. We can see that the
approximation in equation (3.14) is quite close to the simulation result, especially
when xL is close to 1. Note that we are more interested in the distribution of xL
when it is close to 1, as it is related to the asymptotic dynamics of the full model.
Figure 6. Energy distribution of particles participating in a collision.
Therefore, the energy of particles that participate in collision should be E1B1 and
E2B2, where B1 has the probability density function
(3.15)
1
K
(1 + C
Ei
Ei+1
√
x)(1− x)M−2 ,
and B2 has the probability density function
(3.16)
1
K ′
(1 + C ′
Ei+1
Ei
√
x)(1− x)M−2 ,
where C,C ′ are constants and K,K ′ are normalizers.
To simplify the model, we only intend to capture the tail behavior of random
variables B1 and B2. In other words, we would like to simplify the rule of energy
exchange while preserving the right scaling when B1 ( or B2) is close to 1. The cor-
rection term in equation (3.14) does not affect the tail. Hence we simplify B1 and B2
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to two independent random variables satisfying Beta distributions with parameters
(1,M − 1). This assumption is adopted throughout the rest of this paper.
The answer to (b) eventually boils down to the following questions. Consider
two rigid disks moving and colliding in a “sufficiently chaotic” billiard table. If the
initial kinetic energies are E1 and E2 but the initial position and direct of motion
are both random, what will the energy distribution of each particle be after the first
collision? Without loss of generality, we assume the velocities of two particles are
(3.17) v1 =
√
E1(cosα, sinα) , v2 =
√
E2(cos β, sin β) ,
respectively. Let the center of mass of two particles at their first collision be x1 and
x2. Similarly we let
(3.18) x1 − x2 = 2R(cos γ, sin γ) .
Assume two disks have equal mass and their mass center is the geometry center.
Then it is easy to see that the post-collision velocities v′1 and v
′
2 are
(3.19) v′1 = v1 −
(v1 − v2,x1 − x2)
‖x1 − x2‖2 (x1 − x2)
and
(3.20) v′2 = v2 −
(v2 − v1,x2 − x1)
‖x2 − x1‖2 (x2 − x1) ,
respectively. Since the total energy is conservative, it is sufficient to calculate ‖v′1‖2.
Some calculation shows that
(3.21) ‖v′1‖2 = E1 sin2(α− γ) + E2 cos2(β − γ) .
Therefore, we only need to find the joint distribution of α− γ and β − γ.
Let θ1 = α − γ and θ2 = β − γ. Since a chaotic billiard system converges
to its invariant measure (Liouville measure) quickly, it is natural to assume that
θ1 and θ2 are uniformly distributed on S1. Further we can assume θ1 and θ2 to be
independent at the collision time, because two billiard systems evolve independently
between two collisions. Hence all we need is to find the conditional density of (θ1, θ2)
when a collision happens. Without loss of generality, we rotate the coordinate such
that x1 − x2 is horizontal. Now assume two particles are right before the first
collision. It is easy to see that the time to collision is proportional to (
√
E1 cos θ1 −√
E2 cos θ2)
−1 if
√
E1 cos θ1 −
√
E2 cos θ2 > 0, and ∞ otherwise. In other words,
conditioning on having a collision, the approximate conditional density of (θ1, θ2)
should be proportional to
(3.22) (
√
E1 cos θ1 −
√
E2 cos θ2)1{√E1 cos θ1−
√
E2 cos θ2>0} ,
where 1A is an indicator function with respect to set A.
Therefore, the post-collision kinetic energy of particle 1 equals
E1 sin
2(θ1) + E2 cos
2(θ2) ,
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where (θ1, θ2) has a joint probability density function
(3.23)
1
L
(
√
E1 cos θ1 −
√
E2 cos θ2)1{√E1 cos θ1−
√
E2 cos θ2>0} ,
and L is a normalizer.
This heuristic argument is justified by our numerical simulation result. In Figure
3.2, we demonstrate the probability density function of the energy of the left particle
after a collision, when starting from conditional Liouville measure conditioning on
a fixed energy configuration. This matches exactly our analysis about the post-
collision energy distribution.
Figure 7. Energy distribution after a collision. Two particles with
initial energy configuration (0.8, 0.2) and conditional Liouville mea-
sure are simulated until their first collision. Red: Probability den-
sity function of post-collision energy of the left particle obtained from
Monte Carlo simulation with 107 samples. Blue: Probability density
function of post-collision energy of the left particle given by equation
(3.23).
The joint density function in equation (3.23) is too complicated to be interesting.
However, it is not hard to see that for each strictly positive energy pair (E1, E2),
the distribution of ‖v′1‖2 has strictly positive probability density everywhere. Same
as in (a), we look for a simple expression that preserves the tail dynamics, which is
essentially the tail probability that E1 (or E2) is very small after an energy exchange.
Therefore, for the sake of simplicity, we assume that the energy redistribution is
given in a “random halves” fashion, i.e.,
(3.24) (E ′1, E
′
2) = (p(E1 + E2), (1− p)(E1 + E2)) ,
where p is uniformly distributed on (0, 1). This assumption is valid throughout the
rest of this paper.
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Our numerical simulation shows that this simplification preserves the same tail
distribution as well as the same scaling of the energy current. In Figure 8, we show
the probability density function of post-collision left cell energy when 3 particles on
each side starting with an energy configuration (E1, E2) = (0.5, 0.5). One can see a
quadratic tail of the probability density function. This means
(3.25) P[E ′1 < ] ∝
∫ 
0
s2ds = O(3) .
Finally, in Figure 9 we plot the average energy flux when each side has 3 particles.
The total energy is still set to be 1. We can see that the energy flux is proportional
to the difference of cell energy. This further supports the simplified rule of energy
exchanges.
Figure 8. Blue: Probability density function of total left cell energy
after a collision. Number of particles on each side = 3. Red: A
reference quadratic curve. The initial distribution is the conditional
Liouville measure conditioning on (E1, E2) = (0.5, 0.5). The simple
size of the simulation is 108.
In summary, let Ei and Ei+1 be the total local energy in two neighboring cells,
the rule of energy exchange is
(3.26) (E ′i, E
′
i+1) = (Ei − (1− p)EiB1 + pEi+1B2, Ei+1 − pEi+1B2 + (1− p)EiB1) ,
where B1 and B2 are two random variables with Beta distributions with parameters
(1,M − 1), and p has uniform positive density on (0, 1). Moreover, B1, B2, and p
are independent.
3.3. Stochastic energy exchange model. In summary, the qualitative properties
of the nonequilibrium billiard model is preserved by the following stochastic energy
exchange model.
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Figure 9. Average energy flux from right to left with varying en-
ergy configurations. Number of particles on each side = 3. x-
axis is the total energy of the left cell E1. Initial distributions are
conditional Liouville measures conditioning on energy configurations
(0, 1), (0.05, 0.95), · · · , (0.5, 0.5). Sample size for each energy configu-
ration is 106.
Consider a chain of N sites that is connected to two heat baths. Let M be an
integer that is the model parameter. Each site carries a certain amount of energy.
Temperatures of two heat baths are assumed to be TL and TR respectively. As
discussed in Section 3.1, the energy exchange times can be approximated by a Pois-
son distribution. Hence an exponential clock is associated to a pair of sites Ei and
Ei+1. The rate of the clock is R(Ei, Ei+1) =
√
min{Ei, Ei+1}. When the clock rings,
a random proportion of energy is chosen from each site. Then these energies are
pooled together and redistributed back randomly. The random proportion satisfies
a Beta distribution with parameters (1,M − 1). More precisely, the rule of update
immediately after a clock ring is as described in equation (3.26).
The rule of interaction with the heat bath is analogous. Two more exponential
clocks are associated to the left and the right heat baths. The rate of the left (resp.
right) clock is R(TL, E1) (resp. R(EN , TR)). When the clock ring, the rule of update
is
(3.27) E ′1 = E1 − E1B1 + p(E1B1 +XLB2) ,
(resp.
(3.28) E ′N = EN − ENB1 + p(ENB1 +XRB2) ,
)
where XL and XR are exponential random variables with mean TL and TR respec-
tively, p, B1, B2 are same as before.
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The stochastic energy exchange model generates a Markov jump process Et on
RN+ . We denote P t by the transition kernel of Et. We further define the left operator
of P t acting on a probability measure µ
(3.29) µP t(A) =
∫
RN+
µ(dx)P t(x,A)
and the right operator of P t acting on a measurable function ξ
(3.30) P tξ(x) =
∫
RN+
P t(x, dy)ξ(y) .
4. Comparison of ergodicity of deterministic and stochastic models
The reduction from billiard model to the stochastic energy model aims to preserve
the long time dynamics. In this section, we will use numerical and analytical tools to
verify that asymptotic dynamics are preserved and that the two models have similar
ergodicity. For ergodicity, we mean the existence and uniqueness of nonequilibrium
steady state, the speed of convergence to steady state, and the rate of correlation
decay. Section 4.1 gives a computer assisted proof of ergodicity for the stochastic
model. Besides some numerical estimates regarding return times, all arguments are
rigorous. In comparison, proving the ergodicity of the nonequilibrium billiard model
is much more difficult. Instead, we provide some numerical evidence together with
heuristic arguments to justify that the billiard model has the same rate of correlation
decay.
4.1. Probability preliminary on ergodicity of Markov processes. A Markov
process admits a unique ergodic invariant probability measure under some drift
conditions [43, 21]. There are also existing results for the speed of convergence to its
invariant measure and the rate of correlation decay [43, 21]. However, these known
results can not be applied to the stochastic energy exchange model directly. Even
proving the simplest case (M = 1) requires advanced techniques and very tedious
calculations [39]. It is very difficult to show the speed of convergence through a
direct Monte Carlo simulation either. The decay of correlation has small expectation
but O(1) variance. To reduce the relative error, a huge amount of samples will be
necessary. If the speed of convergence is slow, such a simulation becomes impractical.
Instead, in this subsection we introduce a hybrid approach proposed in [36]. This
method circumvents main difficulties of both analytical proof and direct Monte
Carlo simulations. It gives an easy and convincing justification of the ergodicity of
a Markov process on any measurable state space. Below we will focus on this hybrid
method for time continuous Markov processes.
Let Ψt be a continuous time Markov process on a measure state space (X,B).
Let h > 0 be a fixed constant. Denote the time-h sample chain of Ψt by Ψ
h
n,
i.e., Ψhn = Ψnh. Let P(x, ·) be the transition kernel of Ψhn. Further we define
τA(h) = inft≥h{Ψt ∈ A}.
The theory of Markov processes on measurable state spaces is quite different from
that of Markov chains on countable spaces. We refer [43] for a detailed review of this
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subject. Below we only introduce some necessary terminologies to use the hybrid
method in [36].
Let φ be a measure on (X,B). Ψhn is said to be φ-irreducible if for any x ∈ X and
any A ∈ B with φ(A) > 0, there exists an integer n > 0 such that Pn(x,A) > 0.
A measurable set C ⊂ X is said to be a uniform reference set if
(4.1) P h(x, ·) ≥ ηθ(·) for all x ∈ C ,
where θ(·) is a nontrivial probability measure.
The Markov chain Ψhn is said to be strongly aperiodic if it admits a uniform
reference set that satisfies θ(C) > 0.
Finally, Ψt is said to satisfy the “continuity at zero” condition if for any probability
measure µ, we have ‖µP δ − µ‖TV → 0 as δ → 0, where ‖ · ‖TV is the total variation
norm.
By [36], in order to show the polynomial ergodicity of Ψt, we need the following
four analytical conditions and two numerical conditions.
(A1) Ψhn is irreducible with respect to a non-trivial measure φ.
(A2) Ψhn admits a uniform reference set C and is strongly aperiodic.
(A3) Ψt satisfies the “continuous at zero” condition.
(A4) There exists γ > 0 such that
(4.2) inf
x∈C
inf
t∈[0,h]
Px[Ψt = Ψ0] > γ .
(N1) Distributions Pµ[τC(h) ≥ t] and Ppi[τC(h) ≥ t] have polynomial tails ∼ t−β
for some β > 1, where pi is the numerical invariant measure of Φt.
(N2) Function
(4.3) γ(x) = sup
t≥h
Px[τC(h) > t]
t−β
is uniformly bounded on C.
In [36], we have showed that conditions (A1) – (A4), (N1), and (N2) implies
the following conclusions.
(a) Ψt admits an invariant probability measure pi.
(b) Polynomial convergence rate to pi:
(4.4) lim
t→∞
tβ−‖µP t − pi‖TV = 0
for any  > 0.
(c) Polynomial decay rate of correlation:
(4.5) lim
t→∞
tβ−Cξ,ηµ = 0
for any  > 0 and probability measure µ satisfying (N1), where
(4.6) Cξ,ηµ (t) := |
∫
(P tη)(x)ξ(x)µ(dx)−
∫
(P tη)(x)µ(dx)
∫
ξ(x)µ(dx)| .
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(d) Polynomial convergence rate to pi. For any  > 0, we have
(4.7) lim
t→∞
tβ−‖δxP t − pi‖TV = 0
for φ-almost every x ∈ X.
(e) Polynomial speed of contraction. For any  > 0, we have
(4.8) lim
t→∞
tβ−‖δxP t − δyP t‖TV = 0
for φ-almost every x, y ∈ X.
Note that we did not specify conclusion (e) in [36]. But (e) is a natural corollary
of Proposition 4.1 of [36], which implies Ex[τ
β
C ] <∞ for φ-almost x ∈ X.
4.2. Verifying analytical conditions. We will first work on the time-h chain En.
The verification of condition (A1) for En is based on the following Theorem.
Theorem 4.1. For any set K ⊂ RN+ of the form K = {(e1, · · · , eN) | 0 < ci ≤ ei ≤
Ci, i = 1 ∼ N} and any h > 0, there exists a constant η > 0 such that
(4.9) P (E, ·) > ηUK(·) ,
for any E ∈ K, where UK is the probability measure for the uniform distribution on
K.
Proof. This proof is similar to Theorem 5.1 of [36]. We include the proof here for
the completeness of the paper. Consider any point E∗ = {e∗1, . . . , e∗N} ∈ K and any
small vector dE = {(de1, · · · , deN), dei > 0, i = 1 ∼ N}. Assume 0 < dei  1 and
let
(4.10) B(E∗, dE) = {(x1, · · · , xN) ∈ RN | e∗i ≤ xi ≤ e∗i + de∗i }
be a small hypercube close to E∗. It then suffices to prove that for any E0 =
{e¯1, · · · , e¯N} ∈ K, we have
(4.11) P (E0, B(E
∗, dE)) > σde1de2 · · · deN ,
where σ is a strictly positive constant that only depends on K.
We then construct the following sequence of events to go from the state E0 to
B(E∗, dE) with desired positive probability. Denote the process starting from E0
by Et = (e1(t), · · · , eN(t)). Let δ = h2N+1 and let  > 0 be sufficiently small such that
 < min{ci, i = 1 ∼ N}. Let H =
∑N
i=1(e
∗
i + dei). We consider events A1 · · · , AN
and B1, . . . , BN+1, where Ai and Bj specifies what happens on the time interval
(iδ, (i+ 1)δ] and (Nδ + (j − 1)δ,Nδ + jδ], respectively.
• Ai = {ei(iδ) ∈ [/2, ]} and { The i-th clock rings exactly once, all other
clocks are silent on ((i− 1)δ, iδ] }.
• B1 = Energy emitted by right heat bath ∈ (H, 2H) and the N -th clock
rings exactly once, all other clocks are silent on (Nδ, (N + 1)δ] .
• Bj = {ej(Nδ + jδ) ∈ [e∗N+2−j, e∗N+2−j + dej]} and { the (N + 1− j)-th clock
rings exactly once, all other clocks are silent on (Nδ + (j − 1)δ,Nδ + jδ] }
for j = 2, · · · , N + 1.
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The idea is that the energy at each site is first transported to the right heat bath,
with only an amount of energy between /2 and  left at each site (events A1 ∼ AN).
Then a sufficiently large amount of energy is injected into the chain from the right
heat bath (event B1) so that it is always possible for site j to acquire an amount of
energy between e∗j and e
∗
j + dej by passing the rest to site j−1 (events B2 ∼ BN+1),
where sites 0 and N + 1 denote the left and right heat baths respectively.
It is easy to show that for each parameter M , the probability of occurrence of the
sequence of events described above is always strictly positive. Below is a sketch of
calculation. We leave detailed calculations to the reader.
(a) After each energy exchange, the rate of clocks have a uniform lower bound
/2.
(b) By the rule of energy redistribution, it is easy to see that the probabilities
of Ai are strictly positive.
(c) There is also a uniform upper bound on H given by 2
∑N
i=1Ci.
(d) From the rule of energy redistribution, the probability that ej(Nδ + jδ) ∈
(e∗j , e
∗
j + dej) after an energy exchange in event Bj+1 is greater than αdej for
some strictly positive constant α. Hence probabilities of Bj are greater than
const · dej.
In addition, all these probabilities are uniformly bounded from below for all E∗ and
E0 in K. Hence we have
(4.12) P[A1 · · ·ANB1 · · ·BN+1] ≥ σde1 · · · deN
for some constant σ > 0. 
As a corollary, we can prove that En is both strongly aperiodic and irreducible
with respect to the Lebesgue measure.
Corollary 4.2. En is a strongly aperiodic Markov chain.
Proof. By theorem 4.1, K is a uniform reference set. In addition UK(K) > 0. The
strong aperiodicity follows from its definition. 
Therefore En is strongly aperiodic.
Corollary 4.3. En is λ-irreducible, where λ is the Lebesgue measure on RN+ .
Proof. Let A ⊂ RN+ be a set with strictly positive Lebesgue measure. Then there
exists a set K that has the form {(e1, · · · , eN) | 0 < ci ≤ ei ≤ Ci, i = 1 ∼ N} and
UK(K ∩ A) > 0.
For any E0 ∈ RN+ and the time step h > 0, we can choose a K ⊂ RN+ of the form
K = {(e1, · · · , eN) | 0 < ci ≤ ei ≤ Ci, i = 1 ∼ N} for some ci > 0 and Ci <∞, such
that E0 ∈ K. Same construction as in Theorem 4.1 implies that P h(E0, ·) > ηUK(·)
for some η > 0. Therefore, P h(E0, A) > ηUK(A) > 0.

Hence assumption (A1) and (A2) are satisfied.
We can also prove the absolute continuity of pi with respect to the Lebesgue
measure, which is denoted by λ.
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Proposition 4.4. If pi is an invariant measure of Et, then pi is absolutely continuous
with respect to λ with a strictly positive density.
Proof. This proof is identical to that of Lemma 6.3 of [38]. 
Condition (A3), or “continuity at zero” follows from the following Proposition.
Proposition 4.5. For any probability measure µ on RN+ , limδ→0 ‖µP δ − µ‖TV = 0.
Proof. This proof is identical to that of Lemma 5.6 of [37]. 
Condition (A4) is trivial as all clock rates are uniformly bounded in any compact
set C.
4.3. Verifying numerical conditions. Now we are ready to present our numerical
results. The demonstrated results are for N = 3 and M = 2, while our conclusion
holds for other parameters we have tested. The uniform reference set C is chosen as
(4.13) C = {(e1, · · · , eN) | 0.1 ≤ ei ≤ 100, i = 1 ∼ N} .
Throughout our numerical justification, we let h = 0.1. (Recall that for a time-
continuous Markov process Ψt, the definition of τC = τC(h) depends on h.) Our
numerical simulation shows that the tail of PE[τC > t] is ∼ t−4 for many initial
condition E that we have tested. This is consistent with the heuristic argument.
The tail of Ppi[τC > t] is a very subtle issue as an explicit formulation of pi is not
possible. We conjecture that Ppi[τC > t] ∼ t−3.
We have the following argument and numerical evidence to support this conjec-
ture. Consider the simplest case when N = 1. If pi({E1 < }) have the tail p for all
sufficiently small , then the probability density function at E1 =  is ∼ p−1. Since
pi is invariant, for an infinitesimal h > 0, we have
(4.14) O(h)M ≈ O(h)
∫ 
0
sp−1
√
sds ,
where the left term is the probability that E1 <  after one energy exchange within
(0, h), and the right term is the probability that E1 exchanges energy with (0, h).
This implies p = M − 1/2.
One needs to be very careful about the initial distribution when computing the
numerical invariant probability measure, as it takes a long time for the model to
converge to the steady state. As shown below, the slow convergence mainly occurs
at low energy sets. Our strategy is to generate a numerical invariant probability
measure from a initial distribution with a correct tail. Let µ0 ∼ (ρ1, · · · , ρN), where
ρi is an exponential distribution with mean (TL + TR)/2. We manually correct the
tail of µ0 before putting it into the Monte Carlo simulation. This manual correction
gives a new initial distribution µ1 ∼ (ρ1, · · · , ρN), where
(4.15) ρi ∼
{ E((TL + TR)/2) if E((TL + TR)/2) > 0.01
0.01u(M−1/2)
−1
otherwise
,
and E(λ) means an exponential random variable with mean λ.
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We use the following simulation to justify this correction. The expectation of
E2 versus time is plotted in Figure 10, which is stabilized quickly. In fact, expec-
tations of most observables we have tested converge very fast. However, the slow
convergence phenomenon can be captured at the tail, as seen in Figure 11. The
tail of µ0P
200 and µ1P
200 are compared in Figure 11, in which we find that the low
energy tail of µ0 has not been stabilized yet. This problem is solved by using µ1.
This prompts us to choose pˆi = µ1P
100 as the numerical invariant measure. Our
simulation shows that Ppˆi[τC > t] ∼ t−3. (See Figure 12. )
Figure 10. Expectation of E2 vs. time in the stochastic energy
exchange model. Model parameters are TL = 1, TR = 2, N = 3, and
M = 2. Sample size of Monte Carlo simulation is 109.
It remains to check (N2). We numerically show that
(4.16) γ(E) = sup
t≥h
PE[τC > t]
t−4
is uniformly bounded on C. We follow procedure (a)-(d) in Section 4.1 to show the
boundedness of γ(E). In fact,
(4.17) γN(E) = sup
1≤n≤N
sup
t≥h
PE[τC > t]
t−2
is stabilized very fast with increasing N . We find that a sample of size 106 is
sufficient for a reliable estimate of γ(E). Figure 13 shows that when Ei is small,
γ(E) decreases monotonically with decreasing Ei for each i = 1 ∼ 3. Therefore,
we expect that the maximal of γ(E) in C is reached at E∗ = (0.1, 0.1, 0.1). In fact,
intuitively one should expect γ(E) to decrease with site energy, as starting from low
site energy means having higher probability to have even lower site energy after an
energy exchange. Finally, we run the simulation again to estimate PE∗ [τc > t]. As
seen in Figure 14, when starting from E∗, PE∗ [τc > t] has a tail ∼ t−4.
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Figure 11. Probability density functions of E2 at T = 200 when
starting from initial distributions µ0 and µ1 in a log-log plot. Model
parameters are TL = 1, TR = 2, N = 3, and M = 2. The interval
[0, 0.01] are divided into 1000 bins. The probability density is esti-
mated by counting samples whose E2 falls into each bin at T = 200.
Sample size of Monte Carlo simulation is 109.
4.4. Main conclusions. The previous subsection verifies two numerical conditions
(N1) and (N2) for Et with parameter 2M . The slopes of PE∗ [τC > t] and Ppi[τC > t]
in the log-log plot are 2M and 2M − 1 respectively.
We also need the uniqueness of pi.
Proposition 4.6. For any h > 0, Ehn admits at most one invariant probability
measure.
Proof. By the proof of Theorem 4.1, for any E ∈ K, P h/2(E, ·) has strictly positive
density on K. In addition, P h/2(E0, K) > 0 for any E0 ∈ RN+ . Hence P h(E0, ·)
has positive density on K. This implies that every E0 ∈ RN+ belongs to the same
ergodic component. Therefore, Ehn cannot have more than one invariant probability
measure. 
In summary, we have the following conclusions for Et. Since now Px[τC > t] and
Ppi[τC > t] have different tails, we can apply conclusions (a) - (e) with β = 2M when
pi is not involved, and β = 2M − 1 if the initial distribution is pi.
(1) For any TL, TR, there exists a unique invariant probability measure pi, i.e.,
the nonequilibrium steady-state, which is absolutely continuous with respect
to the Lebesgue measure on RN+ .
(2) For almost every E0 ∈ RN+ and any sufficiently small  > 0, we have
(4.18) lim
t→∞
t2M−1−‖δE0P t − pi‖TV = 0 .
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Figure 12. P[τC > t] versus t when starting from pˆi in a log-log plot.
Model parameters are TL = 1, TR = 2, N = 3, and M = 2. Blue dots
are the error bar with confidence level 0.95. Black line is a reference
line with slope −3. Sample size of Monte Carlo simulation is 1010.
(3) For any functions η, ξ ∈ L∞(RN+ ), we have correlation decay rate
(4.19) Cη,ξµ (t) ≤ O(1) · t−2M
for any  > 0 and µ satisfies (N1).
(4) For almost every points E0,E1 ∈ RN+ and any sufficiently small  > 0, we
have
(4.20) lim
t→∞
t2M−‖δE0P t − δE1P t‖TV = 0 .
4.5. Ergodicity of the billiard model. The ergodicity of the billiard model is
extremely difficult either to prove or to compute. Let Φt be the flow of the billiard
model, µ be the initial measure, η and ξ be two observables. Theoretically the decay
of correlation
(4.21) Cµξ,η(t) = |
∫
X
ξ(Φt(x))η(x)µ(dx)−
∫
X
ξ(Φt(x))µ(dx)
∫
X
η(x)µ(dx)|
is computable. The speed of decay of correlation gives the ergodicity of the billiard
model. However, for large t, Cµξ,η(t) has very small expectation and O(1) variance. In
order to control the relative error, the sample size of Monte Carlo simulation needs
to be very large. In particular, the polynomial tail usually can only be captured for
large t. Simple calculation shows that the required sample size can easily exceed the
ability of today’s computer. See our discussion in [33] for the detail.
Instead, we choose to present the other evidence to support the polynomial speed
of correlation decay for the billiard model. The assumption is that when the total
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Figure 13. The label γi(E) means replacing the i-th entry of
γ(0.1, 0.1, 0.1) by E. Model parameters are TL = 1, TR = 2, N = 3,
and M = 2. Three curves plot γi(E) on [0.1, 100] for i = 1 ∼ 3.
Linear-log plot is used because values of γi(E) changes significantly
when E is small.
kinetic energy in both cells are sufficiently high, the decay of correlation is expo-
nentially fast. Therefore, if the first passage time distribution to such a high energy
state has a polynomial tail ∼ t−β, we expect the decay rate of correlation to be also
∼ t−β. Although a rigorous justification for this assumption is not possible, this
approach can be rigorously proved for simpler deterministic dynamical systems and
Markov chains. This is called the “induced chain method”, in which we study the
induced Markov chain generated by a set such that the induced chain has exponen-
tially fast mixing. We refer readers to [34] for the induced chain method for Markov
processes and [49, 50] for the Young towers for deterministic dynamical systems.
In Figure 4.5, we show the tail distribution of the first passage time to the high
energy state
(4.22) A = {(x11,v11,x12,v12), (x21,v21,x22,v22) | |vi1|2 + |vi2|2 ≥ 0.2, i = 1, 2} ⊂ Ω
for a 2-cell 4-particle model as seen in Figure 2. The total kinetic energy in the sys-
tem is set to be 1. Since the rate
√
min{Ei, Ei+1} only occurs when one of the total
cell energy is sufficiently small (less than 0.01 in our case), we need some impor-
tance sampling to reduce the computational cost. The initial cell total cell energy is
sampled from the distribution of post-collision total cell energy, conditioning with
the event that the left cell energy is less than 0.001. We can see that the tail of
first passage time to the high energy set is ∼ t−4. This supports our claim that the
decay rate of correlation should be t−2M if the number of particles in each cell is M .
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Figure 14. PE∗ [τC > t] versus t when starting from E∗ in a log-log
plot. Red line is a reference line with slope −4. Model parameters
are TL = 1, TR = 2, N = 3, and M = 2. Sample size of Monte Carlo
simulation is 1010.
5. Comparison of thermal conductivity
It remains to compare the thermal conductivity of the billiard model and that of
the stochastic energy exchange model. It has been reported in [16] that the billiard
model has a “normal” thermal conductivity, i.e., the thermal conductivity is propor-
tional to the reciprocal of the length of the chain. We use Monte Carlo simulations
to verify that the stochastic energy exchange model also has the “normal” thermal
conductivity.
We define the empirical thermal conductivity in the following way. Consider a
stochastic energy exchange model with N sites and boundary temperatures TL and
TR respectively. We take the convention that sites 0 and N + 1 are the left and the
right heat baths respectively. Let J(ti, k) be the energy flux from right to left if one
energy exchange occurs between site k and site k + 1 at time ti. More precisely, we
have
(5.1) J(ti, k) =
{
E ′k − Ek if k 6= 0
Ek+1 − E ′k+1 if k = 0 ,
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Figure 15. Blue: Tail of first passage time P[τA > t] for the billiard
model. Red: reference line with slope −4. Sample size of the simula-
tion is 109. The initial distribution is a conditional Liouville measure
conditioning on the left cell energy is less than 0.001.
if Ek and Ek+1 exchanges energy at ti, where E
′
k and E
′
k+1 denote the post-exchange
energy. When starting from the invariant probability measure pi, the thermal con-
ductivity is defined as
(5.2) κ = lim
T→∞
1
T
1
TR − TL
1
N + 1
∑
ti<T
J(ti, k) .
In other words, the thermal conductivity measures the average energy flux between
each two sites in the chain.
In the numerical simulation, we fix boundary temperatures as TL = 1 and TR = 2.
The thermal conductivity is then computed for increasing N . Figure 16 shows the
plot of κ vs 1/N . The least square curve fitting of the plot in Figure 16 gives a
linear relation
κ(N) =
0.0752
N
+ 4.02× 10−5 .
We believe this numerical result confirms that κ is proportional to 1/N .
6. Conclusion
In this paper we study a nonequilibrium billiard model that mimics the dynamics
of gas particles in a long and thin tube. Due to the significant difficulty of working
on the deterministic interacting particle system directly, we carry out a series of
numerical simulations to study the stochastic rule of energy exchanges between cells,
which is essentially given by collision events that involves particles from neighboring
cells. The time distribution of such events and the post-collision energy distribution
are studied. Numerical results show the time evolution of the energy profile of the
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Figure 16. Thermal conductivity for the stochastic energy exchange
model with M = 2. Boundary temperatures are TL = 1 and TR =
2. The length of the chain increases from 4 to 60. The thermal
conductivity is computed by averaging 80 results of (5.2) for T =
60000.
nonequilibrium billiard model is approximated by a much simpler stochastic energy
exchange model. We remark that approximating a difficult chaotic billiard system by
a more mathematically tractable stochastic process is a very generic strategy, which
can be potentially applied to other highly chaotic billiard-like systems in physics.
For example, it is known that Fermi acceleration can be found in many chaotic
billiards [29, 30, 31, 41]. And the rate of energy growth is found to be significantly
larger in many chaotic billiards or stochastic acceleration models [25, 26].
We then compare the stochastic energy exchange model and the original billiard
system. A series of analytical and numerical studies are carried out to study the
ergodicity of these models. The conclusion is that the key dynamical properties of
the nonequilibrium billiard model is preserved by the stochastic energy exchange
model. Both systems have polynomial ergodicity with a speed of correlation decay
O(t−2M), where M is the number of particles in a cell. In addition, the thermal
conductivity of both models is proportional to 1/N . Simulation algorithms used
in this paper are the stochastic simulation algorithm (SSA) [19, 35] and the event-
driven billiard simulation algorithm [42] for the stochastic model and the billiard
model, respectively.
This result opens the door of many further investigations, as the stochastic energy
exchange model is tractable for many rigorous studies. For example, the polynomial
ergodicity can be rigorously proved by using the same technique developed in [34].
In addition to the ergodicity, the mesoscopic limit problem is also worth to study.
When the number of particles in a cell is large, each collision will only exchange
a small amount of energy. Hence the stochastic energy exchange model (after a
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time rescaling) has interesting slow-fast dynamics. Such slow-fast dynamics can
be approximated by a stochastic differential equation (the mesoscopic limit equa-
tion). Many macroscopic thermodynamic properties can be further derived from the
mesoscopic limit equation.
This paper serves as the first paper of a sequel that aims to connect billards-like
deterministic dynamics and macroscopic thermodynamic laws. In our forthcoming
papers, we will rigorously address the ergodicity, mesoscopic limit, and macroscopic
thermodynamic properties of the stochastic energy exchange model derived in this
paper.
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