Abstract-A vision-based row guidance method is presented to guide a robot platform which is designed independently to drive through the row crops in a field according to the design concept of open architecture. Then, the offset and heading angle of the robot platform are detected in real time to guide the platform on the basis of recognition of a crop row using machine vision. And the control scheme of the platform is proposed to carry out row guidance. Finally, the preliminary experiments of row guidance were implemented in a vegetable field. Experimental results show that algorithms of row identification and row guidance are effective according to the parameters measured and analyzed such as the heading angle and the offset for row guidance and the difference between the motion trajectory of the robot and the expected trajectory. And the accuracy of row guidance is up to ± 35mm, which means that the robot can move with a sufficiently high accuracy.
Ⅰ. INTRODUCTION
As one of the trends of development on automation and intelligence of agricultural machinery in the 21st century, all kinds of agricultural robots have been researched and developed to implement a number of agricultural production in many countries, such as picking, harvesting, weeding, pruning, planting, grafting, agricultural classification, etc. [1] [2] [3] [4] [5] [6] [7] [8] . And they gradually appear advantages in agricultural production to increase productivity, improve application accuracy and enhance handling safety. In China, the study on agricultural robots is on the way and mainly reflects in two aspects [9] [10] [11] [12] , one is based on the tractors and other agricultural machinery to develop intelligent systems with navigation function; the other is to independently develop intelligent mobile platform for agriculture. However, these intelligent devices are used only to solve the specific questions on automation and intelligence of agricultural production, they only have specific functions and adapt to the specific environments so that it is not easy to expand and improve them. And the production efficiency is low due to seasonal usage, which indirectly increases the cost of agricultural production. In addition, the intelligence level of navigation must be improved further, especially for crops planted in rows, it is necessary to further study in order to realize navigation according to row crops by using machine vision [13] [14] [15] [16] . Though high intelligence is required for an agricultural robot to achieve best production, it is very important that its structure is simple and it is affordable and easy to manipulate and popularize, and it might have strong adaptability to meet the needs of diversity of agricultural production and variability of production object. Therefore, an agricultural robot platform, which is developed independently on the basis of the design concept of open architecture, is introduced at first. Then, a vision-based row guidance method is presented to guide the robot platform driven along crops planted in row. And the offset and heading angle of the platform are calculated by detecting the guidance row in real time in order to guide and control the platform. Finally, the preliminary tests were implemented in a vegetable field.
. AUTONOMOURS AGRICULTURAL ROBOT
The design concept of open architecture was applied to the agricultural robot described in this work [17] , which includes open design on structure system and control system. As for openness of structure system, it reflects open design on hardware, which means that it should be taken into account by replacing the different actuators to adapt to different tasks during the design and the number of sensors can be appropriately increased or reduced. Meanwhile, the control system should retain sufficient interfaces to control the actuator and receive sensors signals. The sketches of agricultural robot based on the open architecture are shown in Fig.  1 . The production tasks can be transformed in the same body by replacing the relative hardware and actuators. The operations of vegetables spraying (pesticides or water) and chemical weeding control are represented in subfigure a), while physical weeding operation in subfigure b) and harvest operation in subfigure c). Likewise, it reflects open design on software, which means that it is easy for second development and intelligent expansion. Especially, it can provide an ideal platform for the control of man-machine cooperation and machine-machine collaboration. A hierarchical structure was applied to the control system [18] , as shown in Fig. 2 . The organization level is the decision-making system of the robot with the highest level of intelligence to accomplish task planning according to operation tasks. It can construct model of the environment in the light of environmental information, maps knowledge and planning knowledge and make a global path planning with other information such as position and orientation of the robot. The coordination level is the interface between the organization level and the implementation level to receive planning information and provide the best control program on action commands of the decision-making system through the coordination mechanisms and information fusion algorithm. The implementation level, the bottom of the hierarchical control with high precision and low intelligence, will produce the control output to complete the corresponding action according to the expected value output from the coordination level. It also can sense and measure the environmental information, body status and information of position and orientation information and handle emergency of the system. Fig. 3 shows the platform of an agricultural robot designed on the basis of the design concept of open architecture mentioned above. This platform, its length is 1200mm, the width 600mm, the gap between the frame and the ground 550mm, the distance between the two front wheels 510mm and the distance between the front and rear wheels 740mm, is mainly comprised of the front and rear cabins, the driving devices with wheels and the frame. The power supply, a portable PC, motor controllers and other control components are placed in the front cabin and a CCD camera is fixed in front of it for finding path. The rear cabin can be used for storage boxes to store some materials such as water, pesticides, insecticides and fertilizers. The driving devices include DC motors, gear mechanism with sprocket and wheels. According to the needs of operations and control, the driven method of the platform can be chosen among the front-wheel drive, the rear-wheel drive and the all-wheel drive, and the steering method can be chosen from any mode as the front-wheel steering, the all-wheel steering and the differential steering. The encoders is used to measure the actual speed of the wheels. . ROW GUIDANCE METHOD A vision-based row guidance is to use camera to detect and identify crop plants and then to find accurate and stable navigation information from the binary image which include the offset and heading angle of the robot relative to the guidance row from the image. The measure principle of the offset and heading angle is shown in Fig. 4 . The world coordinate system is joined together with the robot platform to remain relatively static between them, and its plane in the bottom of the platform connects with the ground. R 1 and R 2 points represent two plants located in the same crop row, R 1 point is close to the robot platform, R 2 point away from the platform. Therefore, the line R 1 R 2 between the two points is guidance line. Q 1 and Q 2 points represent the two points on the ground connected with the platform and being at D 1 and D 2 distances in front of the platform, and their coordinates can be determined in advance. And the intersection point G between the Z c axis of the camera coordinate system and the ground is situated between the two Q 1 and Q 2 points. Therefore, the line Q 1 Q 2 between the Q 1 and Q 2 points is the baseline to measure the offset and heading angle of the platform relative to the guidance row.
The image coordinate (u, v) of any point of the ground has one to one correspondence with its world coordinates (X w , Y w , Z w ) according to the perspective relationship. Consequently, the offset, the distance between any crop point and the line Q 1 Q 2 , is calculated, and the heading angle information can be achieved by calculating the angel between the lines Q 1 Q 2 and R 1 R 2 .
. GUIDANCE ROW DETECTION The detection algorithm of guidance row is shown as Fig. 5 to guide the agricultural autonomous robots by the crop row.
What is interested is not the whole image but a small local window including one or a few lines of crops when the robot platform drives along the crop rows. In addition, the width of crop rows in image declines regularly due to the camera perspective relationship. So, the local small window interested is determined as the ladder structure to improve the real-time detection algorithm and to minimize the effect of the useless information and noises on the detection and identification. Meanwhile, the edge detection method is applied to the plants and crop rows, because the size of crop plant, the intra-row distance of crop plant and the inter-row distance of crop all are known and crop row edge has a stronger regularity. However, the following discriminants are established to ensure the accuracy and reliability of edge detection. The edge detection will not be implemented if the pixel detected are not satisfied the discriminants and the pixel's gray value is set to zero. Then, the grayscale image is converted to the binary image in order to further detect the guidance row. The pixel sets of crop plants or crop rows, also called the target area, could be achieved according to the binary image. After that, the centroids of the target area are extracted from the plants with a larger intra-row distance (In this work, the discontinuous scene of crop row is considered due to larger intra-row distance between plants and the continuous scene will be discussed in the future). Finally, the least square method is adopted to fit the centroids of the all target area to obtain the guidance row. Fig. 6 shows the result of guidance row detection in the field according to the method mentioned above, where subfigure a) represents the sampled crop row and subfigure b) represents the detection results in which the centroids of the target area are indicated by "*" symbol. After the offset and heading angle of the robot relative to the guidance row are obtained, the row guidance control can be achieved by adjusting the speed difference of the two driving wheels. The fuzzy control is adopted to create the PWM value of the DC motor in order to control the speed of the motor and the actual speed of the wheels is measured by the encoders as feedback information.
The fuzzy control with two inputs and one output is adopted to realize the control of row guidance. The two input signals are the offset and heading angle respectively. The PWM values will be obtained from the look-up table to achieve differential steering according to the output signal of the fuzzy control. The evenly distributed triangular membership function, the Max-Min fuzzy inference algorithms and is used in the fuzzy control. The fuzzy control OK guided fuzzy control using a uniformly distributed, the Max-Min fuzzy inference algorithms and the decoupling sentencing law with the method of center of gravity are applied in the fuzzy control and the discourse domain of the fuzzy subset of input and output all are of 7 level as {NG，NM，NP，ZE，PP， PM，PG}.
.
EXPERIMENTS AND RESULTS
The offset and heading angle of the robot relative to the crop row could be obtained by the machine vision, but any error of the camera position would result in errors of the provided data. Therefore, the camera calibration was carried out before experiments. The calibration method and algorithm, proposed by Zhang Zhengyou [19] , were adopted in this work. Through the calibration, the position errors of camera were reduced and the resolution was determined for future experiments.
In order to capture the image, the portable PC with AMD Turion 64 X2 TL-50 dual-core processor and the portable plug-in USB2.0 type image acquisition box are equipped in the robot. And the SONY CCD colorful camera with the 8mm-focus lens is used as the visual system.
The experiment was implemented in a small vegetable field to test the algorithm of row guidance and the control performance, as shown in Fig. 7 . The plants had 500mm inter-row distance and 300mm intra-row distance. And the test speed of the robot was 0.2m/s, the length of guidance row was 6m but the test distance only 4m. To eliminate the impact of the start of the robot on measurement, the experimental data were measured and calculated after the start about 1m. It is noted that the plants in the field were selected artificially with the similar size and height and planted along row. the robot moved, the paint dropped on the soil through the tube to record the robot's position (as shown in Fig. 7 ). Lateral offset of robot might be measured and calculated by the difference between the distance from guidance row to paint trace line and the fixed distance from the tube to the guidance row. The offset and heading angle derived from the detection of guidance row and the lateral difference from man-made measurement were shown in Fig. 8 according to the experiment of the robot in the field, where the abscissa axis indicated the number of test plants within 4m. From the experimental data of Fig. 8 , it is shown that the maximum heading angle was up to 0.9º in the vegetable field and the accuracy of row guidance was up to ±35mm. And the standard deviation of lateral difference was 25mm; the mean of the lateral difference was -1.8mm. Compared with the indoor experiment, the data were greater. The main reasons include some factors, such as uneven field, man-made measure error, wheels sideslip due to soft and moist soil, etc. However, it can be indicated that the robot had good performance in following the crop row and had a high accuracy enough to guide itself.
CONCLUSIONS
In this work, a novel method of calculating guidance row is proposed according to detection and calculation of the offset and heading angle of a robot platform. Based on machine vision, crops row is identified to obtain the offset and heading angle for guiding the robot. The preliminary experiments in a vegetable field show that the proposed method of row identification and algorithm of row guidance are effective, which ensures robot movement along the crop row with a high accuracy and meets the needs of agricultural production. 
