Study of cerebral vascular structure broadens our understanding of underlying variations, such as pathologies that can lead to cerebrovascular disorders. The development of high resolution 3D imaging modalities has provided us with the raw material to study the blood vessels in small animals such as mice. However, the high complexity and 3D nature of the cerebral vasculature make comparison and analysis of the vessels difficult, time-consuming and laborious. Here we present a framework for automated segmentation and recognition of the cerebral vessels in high resolution 3D images that addresses this need. The vasculature is segmented by following vessel center lines starting from automatically generated seeds and the vascular structure is represented as a graph. Each vessel segment is represented as an edge in the graph and has local features such as length, diameter, and direction, and relational features representing the connectivity of the vessel segments. Using these features, each edge in the graph is automatically labeled with its anatomical name using a stochastic relaxation algorithm. We have validated our method on micro-CT images of C57Bl/6J mice. A leave-one-out test performed on the labeled data set demonstrated the recognition rate for all vessels including major named vessels and their minor branches to be N 75%. This automatic segmentation and recognition methods facilitate the comparison of blood vessels in large populations of subjects and allow us to study cerebrovascular variations.
Introduction
The cerebrovasculature is a network of blood vessels including arteries, veins, sinuses, arterioles, venules and capillary beds, which supplies blood to the brain. The malfunction of this system can lead to morbidity and death. Many of the degenerative diseases such as Alzheimer's disease have been proposed to have an underlying vascular etiology (Bell and Zlokovic, 2009; de la Torre, 2004; de la Torre and Stefano, 2000) . The characteristics of the cerebrovasculature may affect the probability of occurrence of such disorders. However, our understanding of the development, structuring and anatomical variations of the cerebrovascular system is limited. Phenotyping the cerebral vasculature and analyzing the vascular variations are essential for understanding genetic factors in the development, characteristics and diseases of the cerebrovasculature.
Due to the high variability of the cerebrovasculature, inter-subject comparison in a large number of subjects is required in order to characterize variations of the blood vessels. A method for studying and comparing cerebral anatomical structures is to generate an atlas and registering new subjects to it, in order to identify the corresponding structures in each individual. This approach has enabled a comparative study of cerebral structures across multiple subjects (see Dorr et al. (2008) for example). However, unlike neuroanatomical regions, where there is homology between different subjects, the differences between cerebral vasculature of any two subjects are so large that common registration methods fail to correct for such differences. These differences include the number of branches, size, curvature, and branching locations in the vascular network and can include the absence of a major artery (Beckmann, 2000; Kitagawa et al., 1998) .
There is a rich literature on automatic methods of vascular segmentation (Babin et al., 2013; Caselles et al., 1997; Forkert et al., 2013; Frangi et al., 1998; Fridman et al., 2004; Krissian et al., 2000; Lorigo et al., 2001; Piccinelli et al., 2009; Qian et al., 2009; Shang et al., 2011; Sofka and Stewart, 2006) . A review of different approaches of vessel segmentation can be found in Suri et al. (2002) , Lesage et al. (2009) . However, only a few automated methods for labeling vasculature have been investigated in the past. Graph matching algorithms have been employed to identify and label the vascular systems such as the airway trees (Tschirren et al., 2005) and the bronchial branches (Mori et al., 2000 (Mori et al., , 2009 . In most of the early works such as the labeling of the bronchial branches, a knowledge-based algorithm based on fixed topological constraints on the bifurcations was used, which is likely to fail in the case of large variations from the reference such as missing vessels (Mori et al., 2000 (Mori et al., , 2009 . Tschirren et al. proposed an automated labeling of the airway trees where the branches are first segmented and skeletonized from the CT images and are represented by a directed acyclic graph (DAG) (Tschirren et al., 2005) . A branch point matching algorithm is then performed in order to find corresponding major branches in different data sets. In order to perform automatic labeling, an average labeled tree is generated from manually labeled trees which represent the geometrical and topological features of the bifurcations. Labels are assigned to the target tree by matching it to the average labeled hierarchical tree using association graphs. In another approach, supervised machine learning algorithms were used to automatically identify and label the abdominal arteries (Mori et al., 2010) . For each vessel branch, features including the direction, length and diameter are extracted and the main abdominal aorta is found by the largest diameter. A pair-wise labeling is then performed based on the local features of the branches. Despite the high recognition rate of these tree matching algorithms, their applications are limited by their dependence on the topology of hierarchical structures.
There has been only a few works investigating the labeling of the cerebral arteries. Maximum a posteriori probability (MAP) estimation was used to automatically label the circle of Willis (Bogunovic et al., 2013) . In this approach, the arteries in the circle of Willis are segmented from the magnetic resonance angiography and are modeled as a rooted attributed graph. Local features, such as the radius and direction of the vessels, are computed for each bifurcation. Topological information is defined based on comparison with a reference labeled graph. The optimal labeling is formulated as a MAP. They labeled 11 bifurcations of the circle of Willis with 95% accuracy. In another approach, Bilgel et al. used a combination of random forests on local features of vessels with a belief propagation of vascular tree connectivity to label the anterior cerebral arteries in 3D time of flight MR angiography (TOF MRA) (Bilgel et al., 2013) . The application of these methods has been demonstrated for a few cerebral arteries and may not generalize to the more complex graph of the complete cerebrovasculature. Specifically, the labeling method used by Bogunovic et al. (2013) is based on finding maximal cliques between the graph and a reference graph. Constructing a reference graph such as that constructed for the circle of Willis is an elegant approach for labeling sub-trees in the cerebrovasculature. However, the high variations in the branching of the cerebrovasculature make it very complicated to construct an encyclopedic reference graph for the complete cerebrovascular graph. To the best of our knowledge, no previous work has been published on the labeling of the complete cerebrovasculature.
The difficulty of high resolution imaging of cerebral vessels of laboratory animals such as mice, the high complexity of the cerebrovasculature and the density of vessels in the brain makes the study of this interesting anatomy challenging. As a result, there has been little detailed description of the whole cerebrovasculature of mice. A few reference works are the mouse cerebrovascular atlas by Dorr et al. (2007) , and the description of the mouse cerebrovascular system detailed by Scremin and Holschneider (2011) . Developing a framework to automatically recognize and label all the vessels in the mouse cerebrovascular system will enable the study of large populations in greater detail and can lead to a better understanding of the development, phenotypes and diseases of vasculature in the brain. In this paper, we detail the development of such a framework.
Methods
Our automatic segmentation and recognition of the vasculature consist of sub-processes as shown in the pipeline in Fig. 1 . First, an ex vivo high resolution micro-CT image is acquired from the complete cerebrovascular system of the mouse brain filled with contrast agent. The details of preparation and imaging of the specimens can be found in Ghanavati et al. (2014) . The images are then registered to a common space by manually selecting landmarks on the major vascular branches as described by Chugh et al. (2009) . The common space used is the vascular atlas created by Dorr et al. (2007) . The registered images are normalized so that the background and foreground intensity of all the subjects will be in a similar range. The original CT scans contain cerebral vessels as well as facial arteries and veins and upper jaw. Therefore, the brain in each scan is delineated manually using the CT-Analyser software (Bruker micro-CT, Belgium), so that final images only contain the cerebral blood vessels. Where an MRI scan has been acquired in addition to micro-CT, this step can be replaced by an automatic method using a brain mask constructed from the anatomical MRI and registered to the CT scan. Next, the cerebrovasculature is automatically segmented and is represented as a connected graph. Finally, each graph is automatically labeled using a reference set of labeled cerebrovasculatures (the training set) through a stochastic optimization scheme. In the following sections, we will describe the steps of the pipeline in detail.
Vascular segmentation
The first step in the automatic labeling of vasculature is to segment the vessels and to represent them as a graph. The vessel segmentation was fully automated. The method closely follows the tubular object extraction method of Fridman et al. (2004) and is detailed in Rennie et al. (2011) . We have modified the method to eliminate the need for manual definition of seeds required for the initialization of the segmentation algorithm. The distance transform of a binarized version of the image is calculated and used to place an initial seed at the center of the largest Fig. 1 . The pipeline for the automatic segmentation and labeling of the cerebrovascular system. vessel. After the completion of the first iteration of vessel segmentation, a binary image is created from the segmented tree and its negation is combined by logical-and with the binarized original image obtained by thresholding. The threshold value is chosen manually, half way between the average intensity of Microfil and the average background intensity. The distance transform of this new binary image is computed and the seed selection process is repeated once for each connected component of the binary image. The vessel segmentation is repeated with new seeds until no new seed can be added. It is important to note that the tracing of vessels is performed on the original gray level image once the seeds have been identified. The algorithm returns one or more connected graphs whose vertices (nodes) are located at the center line of vessels (Fig. 2) . In the present work 97 ± 1% of vessel segments belonged to a single connected component. As the remaining disconnected components consisted of a small number (b 8) of short segments (b 10 voxels in length), these were neglected in subsequent analysis. Each vertex has features including the radius, the Cartesian spatial location, and the direction of the normal vector of the vessel cross-section which pass through the vertex. Using the vertex attributes, a tubular model of the segmented vasculature can be constructed in which the mean diameter of the vessels can be demonstrated, as shown in Fig. 2 . These features are used to convert the segmented vasculature into an attributed graph G = (V, E), in which vertices V represent the vessel branching points and edges E represent the vessel segments contained between two branching points or a branching point and a terminal node (where the graph segment ends without further bifurcation) and have local features including the length and diameter.
Manual labeling
In order to perform the automatic labeling using supervised machine learning algorithms, we needed a set of training data, which also provides a ground truth for the validation of the method using a leave-one-out (LOO) test. As a result, we have developed an interactive visualization software "Brain-view" using Coin-3D Graphics Development kit (Kongsberg Oil & Gas Technologies, Sandvika, Norway) and Qt Develop Cross-platform application and UI framework (Nokia, Oslo, Norway), in order to visualize the segmented vascular graph in 3D and to enable the labeling of each vessel segment by a click of the mouse. The open source software can be downloaded from https://github.com/sghanavati/brain-view2. The software allows the labeling of each vessel segment by one click on the segment and assigns a unique numerical and color code for each chosen label to the labeled vessel segment. As a result, the manual labeling can be performed in a rapid and intuitive fashion. The labels from the reference labeled micro-CT by Dorr et al. (2007) can be propagated onto the graph segments visualized in Brain-view, to be used as an initial estimate to guide the manual labeling. An example of a manually labeled sample is shown in Fig. 3 . Some of the major arteries and veins are identified in the 3 views of the sample.
Features
Similar to Bilgel et al. (2013) and Bogunovic et al. (2013) , we calculated two types of features on the graph: local and relational. For each of the edges (vessel segments) in the segmented graph, a set of local features was extracted. The local features consisted of the mean diameter, length, curvature, tortuosity, orientation, midpoint position in 3D Cartesian space, and the anatomical regions containing the vessel. Geometrically, the curvature of a line is defined as 1 R , where R is the radius of the osculating circle of the curve at the midpoint. For simplicity, we calculated R based on the distance between the midpoint of the edge and the median point, where the median point is the point with equal distance from each end of the edge located on a straight line connecting the two ends of the edge. Tortuosity (τ) is defined by the ratio of the length of the curve (L) to the distance between the ends of it (C): τ ¼ L C . Orientation of each vessel segment was defined by a unit vector connecting the first and last vertices of the vessel segment, in the +Z semi-hemisphere in the Cartesian space. All the micro-CT vascular images are registered by manually selected landmarks to the mouse brain anatomical atlas developed by Dorr et al. (2008) . The proximity of the midpoint of the vessel to each anatomical region was calculated. Relational features take the connectivity of the edges into account. Assuming a Markovian property on the graph, we only use the immediate adjacent edges to define the connectivity feature. For each edge, four immediate neighbors are assumed, two at each end. For consistency, in the case of a terminal edge, we consider it to be adjacent to two null edges. The relative diameter of the current edge with the adjacent edges and the angle it makes with each of its adjacent edges were retained as relational features. For the terminal edges, the relative diameter is set to 1 and the angle is set to 0. Finally, an adjacency matrix is formed using the training set, which defines the probability of two adjacent vessel segments having a given pair of labels. For a set of size N for possible labels, the adjacency matrix is N × (N + 1), whose elements give the probability of each label being adjacent to all N possible labels or to the null edge. For example, the (m, n)-th element of the adjacency matrix is p(l m |l n ), indicating the probability of m-th label being adjacent to the n-th label in the whole training data set.
Stochastic relaxation
The problem of automatic recognition and labeling of the cerebrovasculature has many similarities to the automatic labeling of cortical folding patterns (Mangin et al., 1995; Riviere et al., 2002) . Both the sulci and cerebral vascular systems can be represented by an attributed relational graph (ARG), where each edge is a random variable and local features are presented as attributes of each corresponding edge (Di Ruberto et al., 2002) . The labeling problem can be represented as a Markov random field (MRF), assuming that the posterior probability of the label of each edge depends only on a closed neighborhood of that edge. Fig. 4 shows the Markovian property assumption on some arteries. As it was shown for the labeling of the circle of Willis (Bogunovic et al., 2013) , a probabilistic Bayesian framework can be formed on the graph of the cerebral vasculature and the labeling problem can be formulated as a MAP estimator on the local and relational features of the graph edges, and the optimum configuration is achieved by finding arg max L p(L|G), where L is the set of assigned labels for the given graph G, and p(L|G) is an aggregation of posterior probabilities of all edges in the graph given the set of labels L.
In accordance to the definition of ARG, we assume that each feature is an independent and identically-distributed (iid) random variable, and is represented by a univariate Gaussian distribution. The direction feature consisting of 3 components of the direction unit vector is estimated by the Kent distribution (5-parameter Fisher-Bingham distribution), which is equivalent to the Gaussian distribution on a unit sphere (Kent, 1982; Mardia, 1972; Mardia and Jupp, 2009) . A Bayesian framework is employed to assign labels to the edges of a test data set using the estimated distributions from the training data set. For each edge e j in the training data set with the feature vector Φ e j , a posterior probability for each of the possible labels is calculated:
where l i is the i-th possible label, Φ e j is the feature vector of edge j.
The first term is the likelihood of the label l i for the given set of features Φ e j and the second term is the prior probability of the given label. The likelihood of the label l i for the given set of features Φ e j is calculated as follows:
The labeling of the edges is also dependent on their adjacent edges, based on the Markovian property of the graph. As a result, the posterior probability of a given label for a given edge is updated as follows:
where, N(e j ) is the set of adjacent edges to e j . In order to find the optimum labeling configuration for the whole graph with consistent labels for the vessel segments in relation with each other, we employ the simulated annealing stochastic relaxation method detailed in Geman and Geman (1984) . Simulated annealing has previously been used to label cortical folding patterns in the adult brain (Mangin et al., 1995; Riviere et al., 2002) . We define an energy function, U as an aggregation of edge label-dependent posterior probabilities:
Given this definition for the energy function U on the whole graph, finding the optimum labeling configuration, arg max L p(L|G) by MAP estimator can be translated into minimizing the energy function. The minimum energy state can be estimated using simulated annealing stochastic relaxation method (Gibbs sampler) (Geman and Geman, 1984) . Adopting from the statistical mechanics, the probability distribution of Fig. 5 . The manual labeling result of 3 samples in the study. Top row is the dorsal view and the bottom row is the ventral view of the samples. All labeled vessels are given a unique label and color code. the labeling configurations (states of the system) of the graph edges can be modeled by Gibbs distribution:
where Z is the normalizing constant, also known as the partition function and is defined as an aggregation over the domain of all possible labeling configurations:
T is the temperature parameter of the system which is controlled by an annealing factor η, and U(L) is the energy of the system at the given configuration L.
The stochastic relaxation algorithm for minimizing an energy function is detailed in Duda et al. (2001) . In brief, the algorithm consists of first initializing the edge labels randomly, initializing the temperature of the system to a high temperature T 0 , and select the annealing parameter η. We chose annealing parameter of 0.99 by experiment. At each iteration, an edge e is picked randomly and the transition energy ΔU l e ð Þ ¼ U e=l enew ð Þ −U e=l ecurrent ð Þfor replacing its current label with all other possible labels is calculated. The actual label transition is done by drawing a label from the label transition probability density function defined as . At every global iteration, when the energy transition was calculated for all the edges, the temperature is multiplied by η. The global iterations are repeated until the global energy of the system U(l) converges, meaning that the changes in the global energy of the system are smaller than a threshold in at least 10 consecutive global iterations. The temperature parameter controls the probability of the edge label replacement e −ΔU le ð Þ=T . At high temperatures, the changes of the system's state are more random and there is a higher probability to replace a label with one with a higher energy. This provides a wider search in the possible state space and prevents the system from becoming confined to a local optimum far from the global optimum by providing the possibility of jumping out of the local optimum through going to a higher energy state. As the temperature decreases, the transitions are forced towards the labels with a lower energy and the system converges to a low energy configuration (Geman and Geman, 1984) .
Experiments and results
We have prepared 15 brain samples of female C57Bl/6J adult mice of age 16-20 weeks old by the Microfil CT contrast agent using the perfusion protocol detailed in Ghanavati et al. (2014) . The Microfil contrast agent has minimal shrinkage and distortion effects (Chugh et al., 2009 ; Cortell, 1969) . The measurements performed by Rennie et al. showed the Microfil shrinkage to be less than 2.6% in diameter (Rennie et al., 2007) . 4 of the samples were rejected due to a complication in the surgical steps during the perfusion process, according to the troubleshooting flowchart in Ghanavati et al. (2014) or damage to the surface vessels in the brain dissection. The 11 successfully perfused samples have been CT scanned (SkyScan 1172 high-resolution micro-CT, Bruker micro-CT, Belgium) with a 10 W X-ray tube at 50 kV and 200 μA, and an isotropic resolution of 7 μm. The field of view covers the whole brain approximately 11 mm × 16 mm × 8 mm or 1500 × 2300 × 1100 voxels. The mean scan time of each sample was about 7 h and the total absorbed radiation dose of each specimen was approximately 20 Gy. Out of the successful perfusions, 4 have been rejected after reviewing the micro-CT images because of gaps in the filling of major vessels, especially in the large sinuses.
Segmentation and labeling
The vasculature in the 7 micro-CT images was segmented. The automatic segmentation of each image took on average about 100 ± 18 h on a Linux ×86-64 Intel Core i7 machine. The mean number of edges in the segmented graphs was 2826 ± 415. The smallest diameter of vessels that were detecting was 20 μm. The point spread function of the scanner, the signal to noise ratio, and the inherent limitations of the algorithm all contribute to determining the smallest detectable vessel (Marxen et al., 2004) . We used the comparison of tracked vasculature with the binarized image as a means to assess the completeness of the tracked vessels by our algorithm. Our vessel tracking algorithm may fail at branching points and miss a whole tree, in which case, the comparison with the binarized image acquired by thresholding (although its accuracy is poorer than the vessel tracking algorithm) can highlight the missed trees. The comparison of the binarized original micro-CT image with the binarized image constructed from the segmented vasculature graph showed that the automatic vascular segmentation covered 91.5 ± 1.04% of the total volume of vessels in the micro-CT images in our study.
In total, 54 labels were used to label the cerebrovascular graph manually in the Brain-view software. The manual labeling of each sample took on average about 5 days of work. The labels were given a unique color code in order to facilitate the manual labeling procedure. The major vessels that are consistent across the population have established names. An example of some of these named vessels can be seen in Fig. 3 . The smaller branches of the major named vessels were given a separate unique label and color code. In Fig. 5 , the dorsal and ventral views of 3 of the manually labeled samples are shown. The color coding of the labels are the same as in Fig. 3 .
Automatic labeling
Due to the small number of samples in the study, we have run LOO test on the 7 C57Bl/6J. We have tested alternate optimization procedures for the automatic labeling of the cerebrovasculature. The first was the MAP estimator on the local features. The second was to optimize the defined energy function using a gradient descent optimizer, and finally, the minimization of the energy function using the stochastic relaxation scheme as explained above. In order to examine the reproducibility of the results, each labeling scheme was repeated 5 times for each sample. The automatic labeling algorithm of each specimen takes on average 10.5 ± 2.5 h with a single threaded implementation on a Linux ×86-64 Intel Core i7 machine. Fig. 6 shows a comparison of the ground truth labeling and the result of the automatic labeling of one of the data sets labeled in the LOO test. The vessel segments that were mislabeled in the automatic labeling Fig. 9 . The distribution of the energy state of the system for the 7 test samples relative to the recognition rate in the three automatic labeling schemes: the local MAP (square), the gradient descent (point), and stochastic relaxation (triangle).
Table 1
The mean overall recognition rate and the mean recognition rate of some of the major arteries, veins and sinuses in the 7 samples in the LOO test. were highlighted in red. As it can be seen, the major vessels that are more consistent across the population have a higher accuracy in the automatic labeling, as a result of the presence of similar samples in the training data set. In order to quantify the performance of the automatic labeling algorithm, the correct recognition rate was calculated by measuring the proportion of vessel segments correctly labeled with respect to the ground truth to the total number of vessels in the graph. The correct recognition rate was averaged over the 5 repetitions of the algorithm for each of the samples in the LOO test and is presented in Fig. 8 . Volume weighted recognition rate was also calculated by the percentage of the vascular volumes that were correctly labeled with respect to the total cerebrovascular volume in the graph. The total volume of vessels is approximated by the sum of the volume of cylindrical objects representing the vessel tubular objects in the segmented graph. The volume weighted recognition rate is a better indicator of the automatic labeling accuracy over major vessels, since they occupy the larger portion of the total cerebrovascular volume. The segment number recognition rate is a better indicator of the automatic labeling accuracy over smaller branches, which are larger in number but are shorter and thinner vessels, and thus occupy a smaller volume. In order to present an overview of the automatic labeling accuracy by vessel label, we propagated the mean recognition rate of each vessel label onto the vasculature of one of the samples and mapped the mean recognition rate onto a red color map, which is shown in Fig. 7 . As it can be seen, the major arteries and veins have a lighter shade of red compared to their smaller branches, indicating a higher recognition rate. The minimum recognition rate of labels over the 7 specimens is 50%. The distribution of the energy state relative to the recognition rate for the 5 repetitions of LOO test on each of the 7 samples is shown in Fig. 9 , for the MAP with local features, gradient descent and stochastic relaxation methods.
Despite the high variations among the vascular systems of different brain samples, there exist stereotyped main branches that are present in all samples (Larrivee et al., 2009) . It is important to evaluate the performance of the automatic labeling algorithm on these main vessels that are more consistent among the population. As a result, the mean recognition rate was estimated on the major arteries, veins and sinuses over the 7 test cases in 5 trials of the LOO test with the stochastic relaxation method and the result is shown in Table 1 .
Discussion
We have perfused the cerebrovasculature of 7 C57Bl/6J mice with Microfil and imaged them with micro-CT. The vasculature was segmented and labeled automatically using our proposed method based on a stochastic relaxation technique. We tested our method by 5 trials of the LOO test. The results showed the correct recognition rate of the method to be N75%.
It is important to note that for the mislabeled vessel segments with MAP estimator on the local features, the correct label is usually the second or third best candidate (with second or third highest posterior probability). On the other hand, despite the high inter-subject variabilities, the neighborhood structure of the vessels in the cerebral vasculature is fairly consistent among individuals (e.g. the internal carotid arteries (ICA) always bifurcates into MCA and ACA and the basilar artery always bifurcates into posterior cerebral artery (PCA)). As a result, the neighborhood information of the vessels can be a powerful feature to increase the accuracy of the labeling process. As seen from Fig. 9 , the stochastic relaxation converges to a lower energy state and in most of the test cases to a higher recognition rate compared to the gradient descent minimization scheme. In our 7 test cases, except for one outlier, the labeling result of the stochastic relaxation technique was more accurate than the gradient descent method. However, the gradient descent minimization is much faster than the stochastic relaxation method since it converges very quickly to the nearest local minimum. In some cases the result from the gradient descent minimization method can be sufficient, especially if the method's run time is an import factor. Fig. 10 . The confusion matrix of the automatic labeling. The probability of mislabeling vessel segments of a given label with other labels is calculated and depicted. The entries on the main diagonal show the probability of labeling vessel segments correctly. The labels are numbered on the axes. The complete list of label names are provided in the Supplementary materials.
In order to examine the mislabeled vessel segments, we have constructed the confusion matrix of the automatic labeling by calculating the probability of labeling the vessel segments of a given label with each of the possible labels over the 7 specimens (Fig. 10) . The main diagonal of the matrix shows the probability of labeling vessel segments with their ground truth labels. The other entries of the confusion matrix show the probability of mislabeling vessel segments of a given label. As we expected, the probabilities of the main diagonal are the highest for each label. Most of the off-diagonal non-zero probabilities in the confusion matrix are related to labeling errors such as mislabeling the daughter branches of ACA to daughter branches of MCA, the daughter branches of PCA to PCA, the daughter branches of SCA to SCA, and the longitudinal hippocampal vein to great cerebral vein of Galen. As seen from the confusion matrix and Fig. 7 , most of the errors in the automatic labeling method happen in the small branches of a label that are adjacent or near the small branches of another label. These branches often have similar length, diameter and approximate position, and as a result, the posterior probability of the 2 labels is close. This can lead to the mislabeling of a terminal branch with the label of a neighbor terminal branch. The main labeling errors in large vessels happen either at the bifurcation of a label to two other different labels, or at the branching point of a major vessel and its daughter branches, which have been assigned a separate label. In the latter case, the manual selection of the exact point where a major vessel with many branches, such as MCA and ACA, is assigned a new label is to some extent arbitrary and not always consistent among all cases. We have tried to have the manual labeling of the test cases consistent as much as possible, however, some variations are inevitable given the high variability of the branching points and daughter branches of major vessels such as MCA.
The automatic labeling of over 3000 vessel segments in the mouse cerebrovasculature is a complex machine learning problem and requires a large training data set and descriptive features. In this study, we have developed a database of labeled cerebrovasculature samples to be used as the training data set for the automatic labeling algorithm and have achieved a correct recognition rate of more than 75%. Correcting the mislabeled vessel segments on the outcome of the automatic labeling is much faster than manual labeling of a complete cerebrovasculature. The labeled cerebrovasculature database and automatic labeling algorithm developed and presented in this paper will be used to expand the training data set. We expect that the expansion of the training data set improves the accuracy and generalization of the automatic labeling algorithm proposed here, similar to the work on cortical sulci recognition, where the expansion of the database that could represent the high inter-subjects variability of sulcal patterns improved the accuracy and generalization of the method (Mangin et al., 2004; Perrot et al., 2011; Riviere et al., 2002) . In addition, the training data set needs to be expanded to include other mouse strains with significantly different cerebrovasculature. The feasibility of using a strain mixed training data set versus single strain training set for the automatic labeling algorithm should be examined as well. Fig. 11 . Average perfusion territory map by arterial labels (left), and the accuracy map of the average territories (right) of 7 C57Bl/6J specimens; in coronal, axial and sagittal planes. The colors of the perfusion territories match the color codes of their perfusing arterial labels. The perfusion territories marked on the figure are perfused by the terminal branches of left and right middle cerebral arteries (MCA), olfactory artery, cortical surface anterior cerebral artery (ACA), azygos anterior cerebral artery (Azygos), thalamoperforating arteries, left and right superior cerebellar arteries (SCA), and anterior inferior cerebellar arteries (AICA). Given the labeled segmented vasculatures, it is possible to compare and quantify the features of different vessels across the specimens. Moreover, arterial and venous vessels can be analyzed separately based on the labeled data. Examples of features that one can compute for specific arteries are mean vessel diameter, total sub-tree vessel length, and total intravascular volume. An illustrative selection of these parameters is reported in Table 2 , along with standard deviation, minimum and maximum for the 7 labeled C57Bl/6J specimens. The mean diameter of arteries calculated by our method is comparable to published values measured by in vivo angiography methods (Kidoguchi et al., 2006) , indicating the minimal shrinkage and distortion effect of Microfil perfusion and sample preparation. The coefficient of variation for these different metrics varied between 6.5% and 25.4%. The analysis of the labeled vasculature can also provide qualitative information such as the existence of collateral circulation in the circle of Willis. For example, three of the C57Bl/6J specimens had no posterior communicating artery. The other four specimens had a unilateral posterior communicating artery with a mean diameter of 125 ± 11 μm. For each specimen, a coarse perfusion territory map was constructed by assigning the label of the nearest arterial terminal edge to each voxel. An average perfusion territory map and the accuracy map of the average territories were created by voxel voting over the 7 C57Bl/6J specimens (Fig. 11 ).
Conclusion
Comparison of cerebrovascular variations can broaden our understanding of this anatomical structure. The vascular morphology is highly variable from one individual to another. The variations include different number of branches, variation in the location of bifurcation, absence of certain vessel segments, bifurcation or trifurcation, etc. The high complexity and variability of the vascular structure make it very difficult to compare vessels among individuals which are essential in studies of the vasculature development and pathologies. The automatic recognition of the vessels through registration to an atlas would also fail due to the large inter-subject variations. The variation of vascular structures, such as the location and angle of branches, missing or additional branches, and smoothness and diameter of vessel segments from one subject to another make an accurate co-registration of the vasculature almost impossible. We have developed a framework to segment and label all the vessels in the cerebral vasculature automatically. We have shown briefly that this automatic method facilitates and expedites the comparison and analysis of many cerebrovascular data in a reasonable time. In the future we will utilize this method to compare anatomical variations of cerebrovasculature caused by different mouse strains and to study the genotype-phenotype relationships in the development of cerebral vessels. In addition, the processing methods introduced in this paper can be adapted with minimal changes to in vivo images for applications such as longitudinal studies. Currently, the typical in vivo angiography resolution is limited between 50 and 100 μm, which is not high enough to visualize the fine arterioles and venules. We anticipate that as in vivo angiography methods continue to improve this will be a good application for the presented methodology.
