Here we consider the dynamics of semiflexible polymers subject both to angular and to dihedral constraints. We succeed in obtaining analytically the dynamical matrix of such systems by extending the formalism developed by Dolgushev and Blumen [J. Chem. Phys. 131, 044905 (2009)]. This leads to a set of Langevin equations whose eigenvalues determine many dynamical properties. Exemplarily, we display the mechanical relaxation loss moduli [G (ω)] as a function of several, distinct sets of microscopic stiffness parameters; it turns out that such differences lead to macroscopically distinct patterns.
I. INTRODUCTION
Semiflexibility is a very important aspect for many biological macromolecules, such as DNA chains and proteins. [1] [2] [3] It is thus not surprising that theoretical investigations of semiflexible polymers are of much current interest, see, e.g., Refs. 4 and 5 and references therein. Usually, in studies of polymer dynamics, semiflexibility is modeled by introducing angular constraints (of freely-rotating type) on the orientations of the bonds. [6] [7] [8] [9] [10] [11] [12] Remarkably, analytical approaches under such constraints are not limited to chains, but can be extended to semiflexible treelike polymers with arbitrary architectures. 10 The important feature in this respect is the knowledge of the dynamical matrix (DM) of the potential energy both in the bond and the position representations. 5, 10 As has been recently demonstrated, 13 this knowledge enables one to treat symmetric treelike polymers such as dendrimers and regular hyperbranched macromolecules in great detail. Now, in order to have an even more realistic picture of semiflexibility, it is advisable to constrain the freelyrotating chain model to account for hindered bond rotations. Figure 1 illustrates such a situation: As in the freelyrotating chain case, the orientations of each pair of nearestneighboring bonds are restricted through the angle θ ; additional constraints come from fixing the rotation angle φ, which is the dihedral angle between the planes defined by the bond pairs (d 1 , d 2 ) and (d 2 , d 3 ). Indeed, in real polymer chains, the angle φ is not equally distributed in the range between 0 and 2π . For example, in poly(ethylene) chains, the most probable φ-values of the C-C bonds lie around 0 and around ±2π /3, and are denoted by trans and by gauche ± , respectively, see Ref. 14 by Flory for many other examples. Now, in line with scaling concepts, 15 in a first order approximation for quite flexible polymers such angular restrictions are neglected. On the other hand, for objects such as DNA whose persistence length is considerable, it is important to a) dolgushev@physik.uni-freiburg.de account both for the angular (bending) and for dihedral (torsional) constraints. [16] [17] [18] We stop to note that analytic studies of polymer dynamics require the knowledge of the structure of the DM in closed form, and that the inclusion of arbitrary constraints may prohibit such an analytic formulation. Here we remark that earlier works, which also included hydrodynamic interactions, had to put up with numerically determined DM, which were computed based on a preaveraged scheme 19, 20 or determined from simulations. 21 However, as we show here, one can include dihedral interactions into a model for symmetric linear chains, which then leads to analytic DM, and this both in a bonds' and in a positions' picture. Moreover, such DM turn out to be quite sparse, a fact which considerably simplifies their further diagonalization. As we show here, based on the DM structure, we can then obtain the corresponding eigenvalues either numerically or through an analytic approximation which turns out to perform very well.
The paper is structured as follows: In Sec. II, we introduce the pertinent model which takes both angular and dihedral constraints of the bond-bond correlations into account. Section III is devoted to the dynamics of the model; in order to keep the presentation fluent, we relegate a part of the detailed calculations to the supplementary material. 22 In Sec. IV, we display our results for the chains' dynamics, focusing on the mechanical relaxation loss moduli. The article ends in Sec. V with our conclusions.
II. BOND-BOND CORRELATIONS UNDER ANGULAR AND DIHEDRAL CONSTRAINTS
We start by recalling, following Refs. 14, 19, 20, and 23, the basics of chain models, in which the bond angles and the bond rotations are restricted. We denote the chain bonds by {d a }, let them first to be of length l, orient them head-to-tail and number them sequentially, see Fig. 1 . In this way neighboring bonds, say d a and d a+1 connected through bead i, are related by 
In Eq. (2), θ i is the angle between nearest-neighboring bonds and φ i is the dihedral angle between the planes defined by the successive bond pairs, see Fig. 1 . In this way, from Eq. (1),
In the following, we need to know the correlations d a · d a+k as analytical functions of the parameters. Now, given that in each realization of the set {T j } (with j = i, . . . , i + k − 1), the T j are independent of each other, the average over their product decouples
Now, the distribution of the angles {φ i } in Eq. (2) is symmetrical with respect to the origin in the range [−π , π ], whereas {θ i } have a very limited variation around an angle θ . It follows that sin φ i = 0 and that cos φ i = p, where p depends on the distribution. Furthermore cos θ i cos θ and sin θ i sin θ . From this follows
This is the averaged rotational matrix introduced by Flory in Appendix B of Ref. 14. In this way, the correlation between the bonds d a and
14 is given by
where the orientation of the unitary vector e 1 is taken in the direction of d a , i.e., e 1 = d a /l. The simplest way to determine T k for arbitrary k is first to diagonalize T .
14 Introducing q = cos θ , the eigenvalues of T are
and
It is also a simple matter to verify that corresponding eigenvectors are (1, (
T , and (0, 0, 1)
T . Based on them, the matrix
diagonalizes T , since one has
with
From Eq. (10) it follows that
Furthermore, from Eqs. (6) and (7), one has
where we set σ = (1 − p) 2 q 2 + 4p. In the limit p → 0, one recovers the freely-rotating chain, d a · d a±k = l 2 q k , and when both p and q tend to zero one is led to the freely-jointed chain,
These results can also be inferred directly, by inspecting Fig. 1 .
At this point, we relax the condition that the bond lengths have to be fixed to the value l. Here we have in mind a Gaussian picture, 24 in which the lengths may fluctuate dynamically around a preset value, so that we have only in average
Furthermore, following the traditional scheme, 7, 19-21 we use Eq. (13) for the correlations between bonds. In this way, exemplarily, we have for any two nearest-neighboring bonds
for any two next-nearest neighboring bonds
and so forth. One may even go further and view the stiffness parameters q and p of Eq. (13) as being implicitly introduced through Eqs. (15) and (16), without a direct relation to angles such as φ and θ .
III. DYNAMICS OF THE MODEL
A semiflexible treelike macromolecule consisting of N bonds {d a } can be modeled, as discussed in Refs. 5 and 10, based on the potential
Here K = 3k B T/l 2 denotes the spring constant, l 2 is, as before, the mean-square length of each bond, k B is the Boltzmann constant, and the sum runs over all bonds. Indeed, based on Eq. (17), the correlations between different bonds are given through:
Now, by introducing different types of bond-bond corre-
follow freely-rotating chain conditions, then one is in the framework of the Bixon-Zwanzig model for semiflexible chains, 6 for which W can be written in an analytic form, even for arbitrary treelike networks. 10 Here the correlations are given by the set of equations which starts with Eqs. (14)- (16); the aim is to invert these expressions to obtain W.
Remarkably, the N × N matrix W = {W a,b } can also be expressed analytically when the correlations between bonds obey Eq. (13) . The proof of this assertion is given in the supplementary material. 22 There we find that the diagonal elements of W are
Continuing, the elements of W related to nearest-neighboring bonds are
(23) Furthermore, the elements of W related to next-nearestneighboring bonds are
Finally, all other elements of W vanish. All these relations are presented in the supplementary material. 22 We now turn from a bond to a site formulation of the potential V , Eq. (17), which is the traditional picture. The transformation from the bond to the site variables involves the incidence matrix G. 25 To see this, we recall that for a chain (in which the beads and the bonds are numbered sequentially starting with unity), the elements of the (N + 1) × N matrix G = (G ia ) are G ii = −1, G i + 1, i = 1 (where i runs from 1 to N), and zero otherwise. On the other hand, for a chain
where G T is the transposed matrix to G. We introduce now the matrixÃ = (Ã ij ) through
and note that substituting Eq. (25) 
In this way, we indeed transformed the potential V from the bond to the site picture. With V ({r i }) as in Eq. (27) , the dynamics of the chain is given by a set of Langevin equations (LE), say, for the ycomponent of the position vector r i = {x i , y i , z i } by
and similarly for x i (t) and z i (t). Here f i is the y-component of the usual fluctuating Gaussian force acting on the ith bead, for which f i (t) = 0 and f i (t) f j (t ) = 2k B Tζ δ ij δ(t − t ) hold. Equation (28) is a classical, standard LE.
26
In fact, a more precise treatment of the situation can be achieved by using linear response theory and projection operator techniques, in line with Refs. 6, 27, and 28, procedures which lead to integrodifferential equations with memory kernels. Such generalizations of the LE have been used to treat many complex systems, e.g., proteins, see Refs. 29-31. It turns out that the knowledge of the dynamical matrixÃ and of its eigenvalue spectrum is also of much help for such approaches. 29 However, in this paper we restrict ourselves to the standard LE, Eq. (28), since we want to highlight the role of the dihedral interactions by comparison to the very classical LE approach.
The solution of Eq. (28) requires the diagonalization of A. Remarkably now, based on W, the matrixÃ can also be formulated analytically; the derivation of its coefficients is presented in the supplementary material. 22 In fact, the matrix A can be expressed in a transparent way, using the connectivity matrix A of the fully-flexible chain,
Thus, the matrixÃ can be written in terms of A as follows:
Here the matrix˜ = (˜ ij ) appears due to the finiteness of the chain, and it differs from zero only at the chain's ends. We have namely,
13
All other elements of˜ vanish. Now, setting p = 0 in Eq. (30) yields the result of Bixon and Zwanzig,
where the nonvanishing entries of the matrix are 11 = 22 = NN = N + 1, N + 1 = 1 and 12 = 21 = N, N + 1 = N + 1, N = −1. Equation (37) has been often used, see Refs. 32-34, and it is related to the freely-rotating chain. Now, based on Eqs. (29)- (36), it is straightforward to check that (1, . . . , 1)/ √ N + 1 is an eigenvector to the nondegenerate eigenvalueλ 1 = 0; the other eigenvalues {λ i } are fundamental for the determination of many dynamical characteristics. 24, 26 For instance, the response function to applied harmonic strain fields, which is the complex shear modulus G * (ω) = G (ω) + iG (ω), depends solely on the eigenvalues but not on the eigenvectors ofÃ. (38) and
From Eqs. (38) and (39) The diagonalization ofÃ, Eq. (30), can be performed numerically; here the fact that the matrixÃ is sparse, is of much help. 35 Alternatively, one may employ a judicious approximation scheme: Using a Fourier-transform, the matrix A, Eq. (29), is readily diagonalized, [36] [37] [38] leading to the eigenvalues
Now, it turns out that for large N and for moderate values of the stiffness parameters q and p, the influence of the matrix , Eqs. (31)- (36), is rather weak; then the eigenvalues ofÃ can be approximated bỹ 
IV. RESULTS AND DISCUSSION
We now apply the findings of Sec. III and focus on the mechanical relaxation loss moduli [G (ω)] given by Eq. (39) . In order to highlight the effect of the dihedral constraints modeled by the stiffness parameter p, we restrict in the following q to the values q = 0.75 and q = 0, and let p vary in the range from p = 0 (which corresponds to the freely-rotating chain) up to p = 0.95. The [G (ω)] are computed using the numerically determined, precise set of eigenvalues {λ i }. For comparison, in order to display the range of validity of the approximate expressions given by Eq. (41), we also calculate the [G (ω)] based on them.
We start by investigating chains consisting of N = 2000 segments. In Fig. 2, eigenvalues, whereas the symbols follow from the approximate expressions of Eq. (41). We remark that for all stiffness parameter sets (q, p), the approximation Eq. (41) works very well. Now, with growing stiffness parameter p, the curves become wider. This feature can be traced back to the widening with growing p of the eigenvalue spectra, 5 fact observed previously for other semiflexible structures, there under stiffness mechanisms related to angular restrictions.
In Fig. 2 , the choice of p = 0.0, q = 0.75 corresponds to a freely-rotating chain, in which the angles between consecutive bonds are restricted. For this choice of parameters [G (ω)] is shown in black in Fig. 2 . Now, [G (ω)] displays two domains in the frequency region between the universal scaling regimes of Sec. III, in which the curve also scales. Coming from low frequencies, one observes first a pattern close to a ω 0.48 behavior. This is the region of rather long lengths scales, and Fig. 2 shows that in this region the semiflexible chain behaves as a simple Rouse one; namely, for large-scale modes long semiflexible chains inherit the behavior of flexible ones, for which the typical scaling behavior is ω 1/2 . 26 This domain is followed by a region where [G (ω)] goes as ω 0.25 , a behavior which is the hallmark of stiff chains. 39, 40 Turning now to a situation in which p is very large, p = 0.95, we observe from Fig. 2 that the region ω 1/2 disappears and that the ω 1/4 domain becomes much wider, getting shifted towards smaller frequencies. We infer that a chain with N = 2000 segments behaves as a quite stiff object for the parameters p = 0.95 and q = 0.75. Another interesting aspect for this choice of parameters is the appearance at rather high frequencies of another scaling region, where [G (ω)] ∼ ω 0.4 . This behavior is due to small-scale motions of the chain segments and can be understood based on a detailed analysis of the eigenvalues' spectrum in that region, using Eq. (41). Finally, for intermediate p-values, p = 0.75, the [G (ω)] displays a quite complex behavior, in which imprints of all the scaling behaviors just discussed can be found.
In a second step, we consider the role of the dihedral restrictions, when no restrictions on the bond angles are imposed, i.e., when q is set to 0. In Fig. 3 , we present [G (ω)] 
V. CONCLUSIONS
In this article, we have studied the dynamics of discrete semiflexible chains under angular and dihedral constraints. Based on expressions going back to Flory, we have shown that accounting for these constraints still leads to sparse DM, whose elements can be expressed analytically. Such analytic results allow to treat several problems related to the dynamics of polymers more easily and pave the way to approximate the complex underlying spectra through handy expressions that perform very well.
We exemplified the usefulness of our approach by computing explicitly the mechanical relaxation loss moduli [G (ω)] for different sets of stiffness parameters. In the intermediate frequency region, most [G (ω)]-curves show a ω 1/4 -behavior typical of semiflexible chains. Under strong dihedral constraints, the ω 1/4 -range gets larger and on the higher frequency side of the ω 1/4 -range a new pattern develops, which is due to the dihedral restrictions. Moreover, as was to be expected intuitively, very long chains show at large distances and low frequencies a Rouse-like, almost exact ω 1/2 pattern. The transition from ω 1/4 to ω 1/2 is related to the crossover of the relaxation spectra fromλ k ∼ k 4 tõ λ k ∼ k 2 . This crossover was already seen in the simulations, 40 in which semiflexibility was treated through a bending potential. We are confident that the simulations which also take dihedral interactions into account may evidence the new scaling domains.
We conclude by expressing our hope that these findings will be of importance in distinguishing between different stiffness mechanisms. Furthermore, we believe that the analytic knowledge of the DM components will help in future studies of semiflexible polymeric structures. Here we recall, exemplarily, that in the generalized Langevin equation approach discussed above, the knowledge of the DM eigenvalue spectra is fundamental for the determination of nontrivial memory kernels. 29 
