Abstract: This paper studies the relation between robust L2-stability and robust exponential stability in the context of sampled-data systems. It is shown that they are equivalent irrespective of the perturbation structures/sets to be considered, if the nominal sampled-data system is exponentially stable, if the perturbations are either finitedimensional linear time-invariant or h-periodic (where h is the sampling period), and if the perturbations are internally stable. Thus, a solid theoretical basis is established for the robust stabilization/performance design for sampled-data systems, in which only &-stability conditions are taken care of. The arguments are mainly based on the spectral properties of the transfer operators of sampled-data systems. Through a 'non-asymptotic' characterization of the transfer operator, its spectrum is determined in terms of finite-dimensional eigenvalue problems. The close connection with such eigenvalue problems and the exponential stability condition is a key that enables us to deduce the above conclusion.
Introduction
The widespread use of digital controllers has stimulated the study of sampled-data systems with their intersample behavior taken into account, and a lot of important re- [9] . In the studies of the H, control and robust stability problems, the Lz-stability [lo] , &-induced norm [ll] and H , norm 121 of sampled-data systems play imporgain theorem, a basic result on the robust stability of sampled-data systems follows immediately, and more advanced studies were carried out to clarify and circumvent the conservatism of the small-gain condition in the context of sampled-data systems [5] - [8] .
Given such a series of successful studies, however, it would be natural to ask the following question: what sort of robust stability does the small-gain condition or more advanced conditions in [5] - [8] assure? Obviously, robust La-stability is guaranteed for the uncertainties taken into account, but is this a satisfactory answer indeed? Given that it is invariably required that the nominal control system is internally stable, it is more natural that we reuire robust internal stability rather than mere robust E 2-stability. Even though it is well known that internal stability of sampled-data systems implies &-stability under a mild condition [lo] , the converse is not true, in general, and thus the question is nontrivial whether robust &-stability implies robust internal stability. To the best knowledge of the author, however, such studies that relate robust 152-stability and robust internal stability in the context of sampled-data systems are rare, with the study by the author and a colleague in [SI being an exception with a positive answer. Nevertheless, that study in [SI is limited to the case of additive and multiplicative perturbations, unfortunately, and it is quite hard to extend it to the general case. Thus, we need a completely new approach to studying this issue, and to this end we tant roles. Wit h these notions, together with the smallapply a spectral study on the lifting-based transfer operator e (~) of sampled-data systems. It would be worth mentioning that a similar problem of relating Lz-stabilit and exponential stability has been studied, e.g., in [13f [14] for a class of (ordinary type of) infinite-dimensional systems, but those studies do not cover the present setting nor do our developments here follow similar techniques to those employed therein.
while a(.) denotes the spectrum of an operator. ale(.), aTe(.) and a,(.) denote the left essential, right essential and essential spectrum, respectively [15] . Furthermore, whenever we refer to internal stability in the following, it means exponential stability.
Transfer Operators of Sampled-Data
We use the following notation in this paper: A(. the set of the eigenvalues of a finite-dimensiona
Systems
In this paper, we deal with the sampled- tor) signals, while dashed lines discrete-time (vector) signals. The underlying sampling period will be denoted by h. We assume that the state-space representations of P and 9 are given respectively by and where yk = y ( k h ) and 1)h). In the following arguments, we assume that C O is internally (exponentially) stable [lo] . For lack of better terminologies, we call 2 0 an openloop sampled-data systime controller, 31 the E; h) with the standard inner product will be denoted by whatever the dimension of the vector may be. Now, introduce the following matrices and operators:
Is Is
Then, the lifted description of the sampled-data system C O is given by where Xk := [x(kh)T, [TIT, and the associated transfer operator e(*) is defined by
In the following, we assume dim w) = dim(t so that 
Characterization of the Spectrum of the Transfer Operator
The purpose of this section is to give a method for determining the spectrum of e([) for < # X ( d . To give properties of the spectrum of G ( < ) . This is done in Subsection 3.1, w_hile in Subsection 3.2 we give a method to determine a(G(C)).
Preliminary Considerations o n t h e S p e c t r u m
Let X(D11) denote the set of the eigenvalues of the matrix Dll. Then, it is easy to ,sh_ow that tiplier C. cr^ hen, it is easy to s h ow that there exists an Now, let us introduce the following definition.
Then, the above arguments can be summarized as:
such a method, it is helpful t : begin by stu d ying some Hence, to find all the points in the spectrum of 6(C), it is enough for us to construct a method to check if y # X(D11) is a point in the spectrum of G ( [ ) . Thus, we assume y 9 X(D11) without loss of generality. 1. This is an important step for the following discussion, while the following result will also be useful, which follows immediately from Theorem XI. 6 
.8 of [15] by (6).
L e m m a 2 If y1 E ao(6(<)) and y1 $ X(D11), then y1
is an isolated point of a(E(C)). Now, we are in a position to show the following result. Then, by the arguments preceding this proposition, G,(C) has an eigenvalue at 1. This implies that there exists some
G , ( t )
follows from (7) that (71 -E(<)) 6 = 0, which implies that y is an eigenvalue of G(6). This completes the proof for the first assertion.
As for the second assertion, it is a direct consequence from [15, Corollary XI.2.41 that y E a,(@<)) \ a,(c(<)) (which we abbreviate as a, \ 0, in the following) has finite multiplicity, since for y 6 ~(~1 1 )
. Thus, it remains only to show that every y E . , \ a e is an isolated point of o(Z(<)). Let y E .,\ae.
If y E aa(e(C)), then the assertion follows immediately from Lemma 2. If y # aa(G(c)), on the other hand, then, by definition, there-exists some E-neighborhood of y that is contained in a(G(C)). This, together with the compactness of a(G(<)) means that we can take some number y1 $ X(D11) such that yl E aa(G(<)) and at the same time y1 is not an isolated point of a(c(C)). This contradicts Lemma 2, and hence X # a a ( e ( < ) ) cannot occur. This completes the proof.
Q.E.D.
Reduction to a Finite-Dimensional Eigen-
Proposition 1 tells us that in essence, we have only to find the eigenvalues of the operator c(<) to determine its spectrum. The purpose of this subsection is to give a result with which we can characterize the eigenvalues of G e) through a finite-dimensional eigenvalue problem. We are in a position to state the following theorem.
Theorem 1 Given a complex number y X(D11) and a complex number C # X(A , the operator e(<) has an eigenvalue at y if and only i 2 <I -d,-, is not invertible.
Proof. We first establish the assertion assuming y # 0. Q.E.D.
Summarizing the arguments in this section, it follows that (6), Proposition 1 and Theorem 1 give a method to determine the spectrum of E(() for each # X(A). That is, every point X(D11) belongs to a ( e ( ( ) ) , and the remaining points in the spectrum can be found by searching for 7 such that < I -A, is not invertible.
Ap lication to Robust Internal Stabil-
In 181, the positive-realness notion was introduced to samp i ed-data systems and phase properties of sampleddata systems were also studied. Pursuing more advanced study on the positive-realness of sampled-data systems, the positive-realness gap index pmin was introduced in [ 191, [20] . It was also shown in [20] that this index plays an important role in the positive-realness approach (or the passivity approach) to the stability analysis of sampled-data systems. In this section, we first review the above study in [20] briefly, and then show that our study in the preceding sections has an important implication in the context of such or more general stability analysis. To be more precise, the main focus in this section will be relating robust Lz-stability and robust internal (exponential) stability in the context of sampled-data systems.
Gain Margin for Internal Stability in the Sampled-Data Context
The transfer operator e ( z ) of the internally stable sampled-data system C O is said to be strongly positivereal .~ for the computation of pmin and thus kF!x was given. Furthermore, an itefative procedure was given to compute the largest number k =: ICm,,(> I C :
is internally stable for all k < k. However, in the derivation of that procedure, the following result was used without proof. In this section, we apply our preceding studies to establish it, and then discuss a lot of important implications of this fact, as well as related issues. 
Robust Internal Stalbility by the Small-Gain Approach
Now, we are in a position to state the following important theorem, which relattes the robust stability arguments in terms of &-stability and internal stability in the sampled-data setting. 
Proof.
Consider the (series-connected) open-loop sampled-data system &A, .and observe that it can be
represented as the open-loop sampled-data system shown in Fig. 1 with the generalized plant P replaced by PA := P diag[A, I] (for which the 'Dll matrix' is square and thus the preceding arguments apply). Also, by the internal stability assumptions, &A is internally stable, which ensures that IlEoAll, is well defined. Since IlEoAll, < ~~C O~~,~/~A~~, < 1, the assert.ion follows immediately from Corollary 1 (by letting k = 1:).
Q.E.D.
Many important implications and related issues can be disscussed about this theorem, but we begin by clarifying the most fundamental importance of the above theorem.
First of all, one might be tempted to say that the above theorem does not look very surprising, since the condition in it is just the small-gain condition IlColl, < 1 for the perturbation set A = {A : llAll, 5 lk However, this interpretation is too shallow, and the t eorem is indeed quite important, because what it says is that it warrants the ability of a controller designed by the sampled-data H , methodology in achieving robust internal stability, in spite of the input-output nature of the small-gain theorem.
Under the standard assumption (as in this paper) that the subsystem from w to y in the continuous-time generalized plant has no direct-feedthrough term, it is well known [lo] that internal stability of C O implies &-stability of the corresponding input-output mapping from w to z , but the converse is not true. Thus, the issue of robust internal stability is nontrivial, and to the best knowledge of the author, studies relating robutjt Ln-stability and robust internal stabilit are rare? with the study by the author and a colleage in b] being an exception. 
4.2
In this previous study, additive and multiplicative perturbations on the plant were tackled, but with a completely different approach, and it was shown that an appropriate (i.e., the standard) small-gain condition for each type of perturbations does ensure robust internal stability. Furthermore, some sort of converse (i.e., necessity) arguments were developed for the small-gain condition as in [5] ,
[SI but again in the context of robust internal stability rather than robust Lz-stability. Similar sort of necessity arguments could be developed for Theorem 3 by following the necessity proof of the Lz-stability context). ,Thus, Theorem 3 together with its converse as described above is a generalization of 81 to the case of general pertive perturbations. Nevertheless, it should be mentioned that the result in this paper is restricted to stable perturbations, and hence it is not completely more general than that in the previous study [8] . Fig. 2 , a typical interpretation is that P.2 (the subsystem from U to y) denotes the nominal plant, while the perturbed (real) plant is represented by the upper LFT (linear fractional transformation) Fu(F', A) =: PZZA. Since uncontrollable/unobservable modes do not affect internal (exponential) stability if and only if they are stable, what this theorem says is that (i) the robust stability condition in particular guarantees that no unstable pole/zero cancellations can occur within P z~A ,
Remark 2 Concerning
whatever A E A we may take, and (ii) the discrete-time controller P internally (exponentially) stabilizes any stabilizable detectable plants whose minimal realization coincides with that of PZzn for some A E A.
In particular, (ii) implies that ! P could internally stabilize also a lower-order plant than the generalized plant (because of stable pole/zero cancellations via A), even though this might not be necessarily clear in the above arguments where we treated A in such a way that it has an independent state from the nominal plant. Similar comments apply also to Theorem 4 given below.
Robust Internal Stability vs. More General Robust &-Stability Conditions
We stated Theorem 3 as it is, because we intended to alert the reader to the significant implication of the theorem as discussed above. However, it will be seen shortly that the small-gain condition IlColl, . llAll, < 1 is actually not necessarily essential to establish such a result. Indeed, the purpose of this subsection is to give a more generalized result.
Before starting the arguments on such generalized results, however, it would be helpful to recall the basic such that A, tends to some periodic system A* such t 6 at turbation structures other t L an additive and multiplicaidea behind the arguments in the preceding subsection. Namely, the only reason why we assumed the small-gain condition in the preceding subsection is that such an assumption makes it possible for us to apply Theorem 2 or Corollary 1. As we have seen above, the importance of these results lies in that they ensure internal stability provided that some special sort of Lz-stability is guaranteed, or more specifically, if the Lz-stability is ensured by the small-gain theorem or the passivity theorem; Theorem 2 and Corollary 1 never says that Ck is internally stable whenever & is L2-stable. Thus, it is obvious that establishing the following result will be the key to derive a more general result than Theorem 3. Proposition 2 Suppose that CO is internally stable.
Then, for each fixed k , Ck is internally stable if and only if y := 1 / k $ ! X(D11) and & is Lz-stable.
Remark 3 This theorem does not say that an (open-
loop) sampled-data system is internally stable if and only if it is Lz-stable, which assertion (the sufficiency part) is obviously false; note that this theorem deals only with such sampled-data systems that can arise from a n internally stable sampled-data system. In this respect, it would be interesting to observe that no stabilizability/detectability conditions regarding (Cl, A, B1) are needed (besides the implicit ones related to the internal stabilizability of CO, i.e., those of (Cz, A , Bz)). The proof of Proposition 2 is omitted because of limited space. Now, we are in a position to state the following theorem, which is a generalization of Theorem 3 in an appropriate sense.
Theorem 4 Consider the closed-loop sampled-data system C A shown in Fig. 2 , where we assume that D!1 is possibly nonsquare and A E A for some set A of (possibly nonsquare) FDLTI internally stable systems, and suppose that CO is internally stable. Then, C A is internally stable for all A E A if and only if GA is Lz-stable for all A E A.
Proof. The proof is similar to that of Theorem 3 , and the assertion is almost a direct consequence from Proposition 2, but we need some careful arguments especially in the necessity proof.
Let us begin with the sufficiency proof. Consider the closed-loop sampled-data system CA shown in Fig. 2 To state the importance of this theorem more generally and precisely, we can rephrase it in the following way: whatever allowable perturbation sets/ structures we may consider (for example, LTI/h-periodic perturbations, full-block/block-diagonal structures, realparametric/dynamical perturbations, norm-bounded/ unbounded perturbations, connected/nonconnected perturbation sets, convex/nonconvex perturbations with respect to the origin, and so on, as well as their arbitrary combinations), considering robust L2-stability is enough to ensure robust internal stability; once a condition for robust L2-stability under such FDLTI stable perturbations is established somehow, the condition automatically guarantees robust internal stability. It would also be worth stressing that the theorem applies even to such cases where some part of the perturbations is fictitious and introduced just for the robust performance analysis/synthesis (so that they do not affect internal stability) while the remaining part of the perturbations does represent the plant uncertainty, as in the main loop theorem. Robust internal stability is obviously guaranteed by robust L2-stability even in such cases with robust performance taken into account.
In this paper, we first gave a non-asymptotic characterization of the transfer operator G ( z ) of sampled-data systems in Section 2, so that some appropriate nonzero initial states can be introduced into the study of the transfer operator e(.). Based on such a characterization, we then studied the spectral properties of the transfer operator e (~) in Section 3. More specifically, it was shown that the properties of the spectrum of E ( z ) are nearly as amenable as those of compact normal operators, in spite of the generally noncompact and nonnormal nature of e ( z ) , and that the spectrum can be characterized with finitedimensional eigenvalue problems. Exploiting the close relation with the eigenvalue problems and the condition for the internal stability of sampled-data systems, we further extende?, in Section 4, our arguments on the spectral analysis of G ( z ) to the problem of relating robust La-stability and robust internal stability in the context of sampleddata systems. To summarize the results very concisely, what we have shown is that these two robust stability notions are equivalent irrespective of the perturbation structures/sets to be considered, if the nominal sampled-data system is internally stable, if the perturbations are either finite-dimensional linear time-invariant or h-periodic, and if the perturbations are internally stable. Although we confined our input-output stability notion to L.2-stability in this paper, it is not hard to see that Proposition 2
Conclusion
and Theorem 4 hold even if L:!-stability is replaced by L,-stability, where 1 5 p 5 00 (even though the case ofp = 00 requires a slightly modified argument from that in Proposition 2). Thus, a solid theoretical basis is established for the robust stabilization/performance design for sampleddata systems, in which only input-output stability conditions are taken care of. Finally, it will be worthwhile mentioning that all the results in Section 4 can be specialized to the continuous-time setting without any changes (since a continuous-time system can always be embedded into the class of sampled-data systems), and can readily be generalized to the discrete-time setting.
