The ion distribution of electrolytes near interfaces with dielectric contrast has important consequences for electrochemical processes and many other applications. To date, most studies of such systems have focused on geometrically simple interfaces, for which dielectric effects are analytically solvable or computationally tractable. However, all real surfaces display nontrivial structure at the nanoscale and have, in particular, nonuniform local curvature. Using a recently developed, highly efficient computational method, we investigate the effect of surface geometry on ion distribution and interface polarization. We consider an asymmetric 2:1 electrolyte bounded by a sinusoidally deformed solid surface. We demonstrate that even when the surface is neutral, the electrolyte acquires a nonuniform ion density profile near the surface. This profile is asymmetric and leads to an effective charging of the surface. We furthermore show that the induced charge is modulated by the local curvature. The effective charge is opposite in sign to the multivalent ions and is larger in concave regions of the surface.
I. INTRODUCTION
The behavior of electrolytes near interfaces has important consequences for the properties of surfaces and for processes that take place in their vicinity, such as redox reactions in electrochemical capacitors, 1 ion transfer at biomembranes, 2 controlling the surface tension of aqueous solutions, 3, 4 and establishing colloidal stability via electric double layers.
5 Despite being at the very foundation of modern electrochemistry, complete understanding of electrolyte structure at interfaces is still elusive. Direct experimental probes of the electrolyte structure near an interface have long been challenging. 6, 7 Theoretical approaches have used the classical PoissonBoltzmann (PB) model, which offers a good description for dilute symmetric electrolytes, but often breaks down at high concentrations, in asymmetric electrolytes, or near strongly charged surfaces. [8] [9] [10] This breakdown is due to features ignored in the mean-field model, such as finite ion size, 11, 12 hydration shells, 13 dielectric effects, 3 and the molecular-scale structure of the liquid solution.
14 Many refinements in the theory have been made, including the modified PB equation, 15 the BornGreen-Yvon 16 and the hypernetted chain approximation, 17 charge renormalization, 18 and the inclusion of ionic polarization. 19 However, we are still far from a complete description.
Surface structure can have a strong influence on interfacial properties. In fact, physical roughness should be carefully considered in many applications. [20] [21] [22] For example, the Derjaguin-Landau-Verwey-Overbeek (DLVO) interaction, determined by the repulsive double layer and the attractive van der Waals interaction, is significantly different for rough surfaces than for perfectly smooth ones. [23] [24] [25] [26] Moreover, due to the permittivity mismatch at the interface, ions induce polarization charges on the surface, which are nontrivial for surfaces with nonzero curvature.
Numerical solutions to the polarization problem offer a possible path to the investigation of these structured interfaces. However, even with the rapid growth of computational power, previous simulation studies have primarily focused on geometrically simple surfaces, where the method of image charges or other techniques can be exploited. [27] [28] [29] [30] [31] [32] For structured interfaces one can resort to finite-difference or finite-element methods. Such algorithms involve discretization of the full three-dimensional space, while (for systems with piecewise uniform permittivity) the induced charges only reside at the interface. Thus, these methods are inefficient for dynamic simulation purposes, which require updating the polarization charges at each time step. Recently, boundary element method (BEM)-based approaches have gained popularity. 33 Unlike volume discretization methods, the BEM only discretizes the interface and solves the Poisson equation directly to obtain the polarization charges, which then can be readily utilized in molecular dynamics (MD) simulations. In this paper, we apply the iterative dielectric solver (IDS), a recently developed fast BEM-based dielectric algorithm optimized for MD simulations, 34, 35 that has been demonstrated to be competitive to imagebased methods, 36 to study the structured interfaces. The IDS has been applied to study complicated dielectric geometries such as patchy colloids 37 The surface structures that are of interest have nanoscale dimensions, making first-principle or all-atom simulations infeasible. We therefore employ a coarsegrained model with implicit solvent, which captures excluded-volume effects effects, ionic interactions and concentration fluctuations, and the polarization effects. To focus on the dielectric effects, we study neutral dielectric interfaces, where the electrostatic interaction between the interface and the ions is purely due to surface polarization charges. To complement the simulations we analytically study the same system to determine the contribution to the electric potential by charges near the interface due to their interaction with the surface. This calculation identifies the origin of the charge accumulation at the surface and its dependence on curvature.
II. MODEL AND METHOD
We consider a neutral solid-liquid interface S, separating a solid with uniform relative permittivity ε s from a liquid with uniform relative permittivity ε m . The surface is assumed smooth so that an outward (i.e., pointing to the liquid phase) normal unit vectorn(s) is defined at each surface point s ∈ S. The surface polarization charge density σ(s) satisfies the boundary equation
where ε 0 is the vacuum permittivity,ε = (ε s + ε m )/2 is the mean relative permittivity, and ∆ε = ε m − ε s is the permittivity contrast. The electric field E(s) includes contributions from all free and bound charges, i.e., the ions in the liquid medium as well as the surface polarization charge. Explicitly,
where an infinitesimal disk |s − s | ≤ δ is excluded to avoid divergence of the layer potential. ρ f (r ) is the bulk free charge density in the liquid, representing the ion distribution. Combined, Eqs. (1) and (2) result in an integral equation for the surface charge that must to be solved self-consistently. Analytical solutions only exist for simple geometries, but numerical solution is possible for general geometries via surface discretization. We assume that across each discretized surface element the surface charge density is distributed uniformly and use a one-point quadrature to evaluate Eq. (2). Equation ( ions with the dielectric interface in this manner allows us to carry out simulations of a primitive model in this environment. We model the hydrated ions as equisized spheres of diameter σ = 7.14Å with point charges of valence Z i embedded at their centers. In nature, biomolecular structures, such as membranes and proteins, often display complicated surface morphology. Likewise, synthetic materials are often not perfectly planar. As a first model, we consider a solid-liquid interface with sinusoidal surface topography (Fig. 1) . The system is considered as piecewise uniform, with a liquid electrolyte above a low-permittivity solid medium. We use ε s = 2 for the solid, representing materials such as lipid bilayers. [39] [40] [41] The local height of the solid-liquid interface is described by z = A cos(2πx/λ), where A is the amplitude of the height oscillation and λ its wavelength. We start our discussion with a configuration with A = σ and λ = 10σ; below we will vary the amplitude and the surface structure. Since the length scale of the "roughness" of our surface is much larger than the size of a water molecule, we treat the background solvent as an implicit dielectric continuum of relative permittivity ε m = 80. The interface is discretized into a curved rectangular mesh. To capture the excluded-volume effects and the atomistic nature of the surface, each mesh point interacts with the ions via a shifted-truncated LennardJones (LJ) interaction. The distance between adjacent mesh points is 0.2σ, resulting in a mesh of 53 × 49 elements (at amplitude A = σ; more at larger amplitude). Such a fine mesh also guarantees an error less than 10
in the force calculation of the IDS for worst-case configurations, i.e., when ions approach the surface most closely.
For symmetric electrolytes, polarization charges induced by negative and positive ions must cancel on average. However, for asymmetric electrolytes more interesting effects may occur. We focus on 2:1 electrolytes at a representative concentration of 50 mM. The simulation cell is periodic in the x and y directions, with lateral dimensions 10 × 10σ 2 . The cell is nonperiodic in the z direction with height 100σ, extending from z = −50σ to z = 50σ. The dielectric interface is centered at z = 0, so that the electrolyte only resides in the upper half of the box. This slab height is sufficient to eliminate boundary effects. The temperature T is controlled via a Langevin thermostat with damping time 20t 0 , where
is the unit time, with k B Boltzmann's constant and m the ion mass. The system is kept at room temperature, so that the Bjerrum length l B = σ. All simulations are performed with a time step 0.1t 0 . The relative accuracy of the Ewald summation is 10 −4 and periodicity effects in the z direction are suppressed via a vacuum layer of 200σ and a dipole correction. For each parameter choice we performed independent 1600 runs of 90 000 time steps each, corresponding to 1600 × 600 independent samples. In the presence of dielectric effects, we chose runs that were 4 times shorter, owing to the computational cost involved.
III. MEAN-FIELD MODEL
To better understand the features observed in the simulations presented below, we analyze the properties of solutions to Eq. (1) for a single ion of valence Z near the interface. These results indicate the dependence of induced charges on curvature. The solution is obtained as a perturbative expansion in the surface amplitude A. Once the induced polarization charge is determined, the excess energy of the ion due to the polarization effects follows as U = Zeφ P /2, where φ P is the electric potential due only to the polarization charges. The Boltzmann weight exp(−U/k B T ) is then used to determine the relative depletion of ions at the interface.
The perturbative approach expands the polarization potential as φ P = φ (0) P + φ (1) P + . . . , and similar expansions are applied to the charge density and the geometric quantities. The order of a term in the expansion is the power of the modulation amplitude A that appears in the expression. The zeroth order of this calculation corresponds to the case of a single ion near a flat interface. In that case, we haveεσ (0) + ε 0 ∆εn (0) · E (0) = 0. In this flat geometry, the normal component of the electric field E (0) ·n (0) is due only to the single bulk ion. Each surface polarization charge in the first term on the righthand side of Eq. (2) produces (at any other point on the surface) a field parallel to the surface and does not contribute to the normal component. Note that the integral excludes a small region around the evaluation point, so that a surface charge located at the point of evaluation does not contribute to the electric field. Thus, we have
, where x is a point at the surface and we take the ion position as x = (0, 0, a). Integration of the Coulomb potential due to the resulting surface charge density gives the standard image-charge potential at the position of the ion: φ 
This expression is positive when the solid phase has a lower permittivity.
The first-order term in the expansion of the potential is associated with deformation of the surface. To simplify its calculation, we consider the limit where the ion is brought toward the interface. In addition, we first consider the case where its position coincides with a peak of the deformed surface. Results for other positions follow from this calculation. According to the image-charge result, the energy in this limit is singular but the exclusion of a small region around the ion renders the result finite. We take the excluded region as spherical, with radius a. That is, we use the original distance of the ion to the surface as the cutoff for the divergent terms. This choice is not essential but simplifies the presentation of the results. The evaluation of the potential retains an explicit dependence on the wavelength, which is the key feature of interest in our analysis. A more complex calculation, maintaining the ion at a finite distance from the interface, gives similar results. In this limit, the first-order terms in Eq. (1) readεσ
Other terms in the expansion of the equation cancel owing to the geometry used. The first-order term in the expression for the normal isn
(1) = [(2πA/λ) sin(2πx/λ), 0, 0]. Solving for the charge density we obtain σ
The electric potential follows from the integration of the product of this charge density and the Coulomb potential, (4πε 0 )
At the ion position, the leading correction term is φ At other positions, the leading correction to the potential is approximately φ
2 C| ln(a/λ)| cos(2πx/λ). We now use the fact that the mean curvature of the surface is H = −(1/2)(2π/λ) 2 A cos(2πx/λ). This curvature is negative in convex regions, such as those around the peaks of the surface. Our result for the potential can be expressed in terms of the curvature, φ
(1) P = (∆ε/ε)(Ze/4πε 0 )(2CH)| ln(a/λ)|. We observe that this expression can be used as an approximation for the potential in cases with a different modulation of the surface. The resulting first-order contribution to the interaction energy between ion and surface is U (1) = (∆ε/ε)(Z 2 e 2 /4πε 0 )(CH)| ln(a/λ)|.
For a particle near the surface the dominant contribution to its energy is its interaction with the polarization charges. The ion distribution near the surface therefore follows from the Boltzmann population factor exp[−(
Expanding the exponential factor and multiplying by the bulk densities, we obtain the excess charge density near the surface. Within an atomic diameter from the surface, the net accumulated charge per unit area takes the approximate form
where c i is the bulk number density of species i, and the integration constants C 1 and C 2 are positive according to the functional form of the estimated potentials. The values of the constants can be estimated in terms of the parameters of the system but we note that, within the calculation outlined above, they depend on the specific cutoff a chosen. Equation (3) retains the dependence on valencies and characteristic lengths. In particular, we emphasize that for asymmetric electrolytes the result is nonzero. The net charge is a result of the asymmetric depletion of ions near the interface. Additionally, the sign of the first-order term indicates that the depletion is stronger at concave regions. This result ignores ion correlations and is based on the properties of the direct interaction of individual ions with the dielectric interface. Yet, as shown below, it reproduces the key features of the charge distribution observed in simulations, indicating that it likely represents the dominant contribution. Figure 2 shows the ion number density for the 50 mM 2:1 electrolyte near the modulated surface. In the absence of dielectric contrast (left-hand panels in Fig. 2 ) the bulk monovalent ion density is almost exactly twice that of the divalent ions; only close to the surface a small depletion occurs, which is more pronounced for the divalent ions. This effect appears as ions near the interface lack a symmetric shell of screening counterions. The asymmetric counterion shell pulls the ions towards the bulk.
IV. RESULTS AND DISCUSSION
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These results serve as a baseline to assess the effects of the case with dielectric contrast.
In the presence of dielectric contrast (right-hand panels in Fig. 2) we observe a stronger depletion of both charged species, owing to the repulsive polarization charges. The depletion now extends further into the bulk, as can be expected from the long-range nature of the electrostatic interactions. More importantly, since the interaction between the ion and its polarization charge scales as Z 2 , the divalent ions are significant more depleted near the surface than the monovalent ions. This asymmetry breaks the concentration balance 2c +2 = c −1 that is fulfilled in the bulk, so that charge neutrality is violated in the vicinity of the surface, with a net negative charge cloud above the surface [ Fig. 3(a) ]. Strictly, this effect also occurs in the absence of dielectric mismatch [ Fig. 3(b) ] owing to the above-mentioned difference in asymmetry of the counterion shell, but the net charge density is substantially stronger in the presence of dielectric contrast. Also, we observe that the depletion effect is stronger near concave domains of the surface than near convex ones [ Fig. 3(c) ]. This result matches the modulation of the excess charge found in our analytic calculation Eq. (3).
Along with the net ionic charge density in the electrolyte, the simulations also provide the average induced surface charge density. Although globally the net induced charge of the interface must vanish, it presents persistent nonzero averages as a function of position. Consistent with the modulation of the ionic charge density, the average induced charge density is positive at convex regions and negative at the concave regions, as illustrated by the time average in Fig. 4(a) .
To further examine the dependence of the induced FIG. 5. Induced surface charge density at a structured dielectric interface that is modulated along both the x and y directions. As in the sinusoidal case [ Fig. 4(a) ], the dielectric mismatch is 80/2 with a 50 mM 2:1 electrolyte placed above the surface.
charge and ion charge density on surface structure we systematically vary the parameters of the modulated surface. We perform simulations for different modulation amplitudes A ranging from 0 to 2σ. Figure 4(b) shows the induced charge density averaged over the y direction, along which the properties of the system are invariant. For large amplitudes, we observe that the induced charge density amplitude is larger and varies more rapidly at the peak than in the trough. At low amplitude, the induced charge density itself mimics the sinusoidal variation of the surface, but this similarity breaks down at high amplitude (A = 2.0σ). This break-down reflects steric effects, where ions cannot reach the bottom of the trough once the gap near the minimum becomes too narrow. It is noteworthy that asymmetries in ion size could further complicate the observed density distributions. In particular, it is possible that nonuniform ion distributions could even be reproduced for charge-symmetric salts with size asymmetry between the anions and cations. 28 Lastly, the phenomenon we have found in our simulations as well as the PB analysis, of curvature-dependent charge depletion, is generic and not limited to surfaces with modulation in a single dimension. Indeed, it can be generalized to other structures. For example, Fig. 5 illustrates the net surface polarization charge pattern of the same 50 mM 2:1 electrolyte above a structured dielectric interface with permittivity mismatch 80/2, but a surface modulation in both x and y directions, z(x, y) = A cos(kx) sin(ky). Similar to our previous results, the valleys of the surface acquire a negative surface polarization charge, whereas the peaks carry a positive induced charge. We note that periodicity of the modulation is not a requirement for the phenomenon to occur.
The simulations presented, along with the arguments based on single-ion interactions with the surface, demonstrate that the effect observed is universal. The local curvature of the surface always induces effective surface polarization and net ion charge accumulation in the presence of asymmetric electrolytes. The effect should be observable not only on surfaces that bound an electrolyte, but also at the surface of electrolyte-immersed colloids. Our findings can be applied to the design of surfaces with useful physical-chemical properties.
