The purpose of this paper is to lay the foundations of a theory of invariants inétale cohomology for smooth Artin stacks. In part II we apply this to compute the ring of cohomological invariants for stacks of hyperelliptic curves.
introduction
In what follows we fix a base field k 0 and a prime number p. We will always assume that the characteristic of k 0 is different from p and that k 0 contains a non-trivial p-th root of 1. If X is a k 0 -scheme we will denote by H
• (X) thé etale cohomology ring of X with coefficients in F p . If R is a k 0 -algebra, we set H • (R) = H(Spec(R)).
Cohomological invariants of algebraic groups
An early example of cohomological invariants dates back to Witt's seminal paper [Wit37] , where the Hasse-Witt invariants of quadratic forms were defined. Many other invariants of quadratic forms, such as the Stiefel-Whitney classes and the Arason invariant were studied before the general notion ofétale cohomological invariant was introduced. This was inspired by the theory of characteristic classes in topology, and is naturally stated in functorial terms as follows.
Denote by (Field/k 0 ) the category of extensions of k 0 . Its objects are field extensions of k 0 , and the arrows are morphisms of k 0 -algebras. We think of H
• as a functor from (Field/k 0 ) to the category of graded-commutative F p -algebras.
Assume that we are given a functor F : (Field/k 0 ) → (Set). A cohomological invariant of F is a natural transformation F → H. The cohomological invariants of F form a graded-commutative ring Inv
• (F ). Given an algebraic group G, one can define the cohomological invariants of G as Inv
• (Tors G ), where Tors G is the functor sending each extension K of k 0 to the set of isomorphism classes of G-torsors over Spec(K). The book [GMS03] is dedicated to the study of cohomological invariants of algebraic groups; since many algebraic structures correspond to G-torsors for various groups G (some of the best known examples areétale algebras of degree n corresponding to S ntorsors, nondegenerate quadratic forms of rank n corresponding to O n -torsors, and central simple algebras of degree n corresponding to P GL n -torsors) this gives a unified approach to the cohomological invariants for various types of structures.
Cohomological invariants of smooth algebraic stacks
Suppose that M is a smooth stack over k 0 , for example the stack M g of smooth curves of genus g for g ≥ 2. We can define a functor F M : (Field/k 0 ) → (Set) by sending a field K to the set of classes of isomorphism in M (K), and thus a ring Inv
• (M ) of cohomological invariants of M defined as Inv • (F M ). The definition above recovers the definition of cohomological invariants of an algebraic group G when M = B (G), the stack of G-torsors. However, when the objects of M are notétale locally isomorphic, as in the case of B (G), this is not the right notion. For example, if M has a moduli space M every object of M (K) determines a point p ∈ M , corresponding to the composite Spec(K) → M → M . If we denote F p M the subfunctor of F M corresponding to isomorphism classes of objects in M with image p it is easy to see that
This is clearly too large to be interesting. We need to impose a continuity condition to be able to compare cohomological invariants at points of M with different images in M .
The following condition turns out to be the correct one when M is smooth. Let R be an Henselian k 0 -algebra that is a discrete valuation ring, with fraction field K and residue field k. We have induced cohomology maps H • (R) → H • (k) and H • (R) → H • (K); the first is well-known to be an isomorphism [Sta14, 04GE] . By composing the second map with the inverse of the first we obtain a ring homomorphism j r : H • (k) → H • (K). Furthermore, from an object ξ ∈ M (R) we obtain objects ξ k ∈ M (k) and ξ K ∈ M (K). Definition 1. A cohomological invariant α ∈ Inv(M ) is continuous if for every Henselian DVR as above, and every ξ ∈ M (R) we have j(α(ξ K )) = α(k) When M is equal to B (G) all cohomological invariants are continuous (this is a result by Rost [GMS03, 11.1 
]).
Continuous cohomological invariants form a graded subring CInv • (M ) of Inv(M ).
If M = X, where X is a scheme, the continuous cohomological invariants of X can be described as the Zariski sheafification of the presheaf U → H • (U ), which is in turn equal to the unramified cohomology of X (see [BO74, 4.2 
.2]).
The Zariski topology is clearly too coarse for a similar result to hold for algebraic stacks. The appropriate class of morphisms to study turns out to be the following.
Definition 2. Let M , N be algebraic stacks. A smooth-Nisnevich covering f : M → N is a smooth representable morphism such that for ever field K and every object ξ ∈ N (K) we have a lifting
Continuous cohomological invariants satisfy the sheaf conditions with respect to smooth-Nisnevich morphisms. Namely, given a smooth-Nisnevich morphism f : M → M the continuous cohomological invariants CInv
• (N ) are the equalizer of the following diagram
Using this and the result for schemes we obtain the following:
Theorem 1. Let M be a smooth algebraic stack. Denote C to be the site of Mschemes with covers given by Nisnevich morphisms. Consider the sheafification H • of the presheaf U → H • (U ) in C . Then
From this we obtain the fundamental corollary Corollary 1.
1. Let E → M be a vector bundle. Then the pullback CInv
2. Let N be a closed substack of codimension 2 or more. Then the pullback CInv
If M is a quotient stack, that is, a quotient [X/G], where G is an affine algebraic group over k 0 acting over a smooth algebraic space X, then there exists a vector bundle E → [X/G] with an open substack V → E , where V is an algebraic space, such that the complement of V in E has codimension at least 2 [EG96, 7, Appendix] . Then CInv
• ([X/G]) = CInv • (V ) (in the case of M = B(G) this result was obtained by Totaro in [GMS03, Appendix C]). For many purposes, this allows to reduce the study of cohomological invariants of general smooth algebraic stacks to the case of smooth algebraic spaces.
Chow rings with coefficients
For calculations of cohomological invariants we follow the lead in [Gui08] and use Rost's theory of Chow rings with coefficients [Ros96] . When X is a scheme, Rost defines a bigraded group A • (X; H • ) of classes of cycles whose coefficients aré etale cohomology classes. When X is smooth, this has a natural ring structure. The codimension 0 part A 0 (X; H • ) is by definition equal to the unramified cohomology of X, so it coincides with CInv
• (X) when X is smooth. In the third section we extend Rost's theory of Chow rings with coefficients to algebraic spaces. We have also tried to clarify and make more explicit parts of the original paper, especially the last chapters, where many important properties of the intersection pairing are only hinted.
In the fourth section we construct a complete, Fulton-style theory of Chern classes, trying to keep faithful to Rost's cycle-driven approach.
We conclude with some remarks on the equivariant version of Chow groups with coefficients.
Description of content
The second section is dedicated to giving an explicit description of the ring of continuous cohomological invariants. After we give the definition, the smoothNisnevich topology is defined on various sites relating to an algebraic stack M , and we prove that the topoi arising from these sites are all isomorphic. In particular, on schemes the smooth-Nisnevich topology is equivalent to the usual Nisnevich topology. We prove that the ring of continuous cohomological invariants is a sheaf on all of these sites.
The rest of the section is dedicated to proving Theorem 1, which is equivalent to saying that the cohomological invariants are the sheafification ofétale cohomology in the smooth-Nisnevich topology for smooth stacks. To do this we first prove that for a smooth irreducible scheme a cohomological invariant is determined by its value at the generic point, and then apply the well-know description of unramified cohomology given by the Gersten resolution [BO74, 4.2.2] . As a corollary of our description we obtain that continuous cohomological invariants are conserved by affine bundles and by removing a closed substack of codimension two or more.
To provide a first application our techniques, we compute the continuous cohomological invariants of the stack of elliptic curves M 1,1 . It turns out that the only nontrivial invariant is the one sending an elliptic curve with Weierstrass form y 2 = x 3 + ax + b to the element 4a
The third section is dedicated to reworking the theory of Chow groups with coefficients for algebraic spaces. The main step here is moving from the Zariski topology to the Nisnevich topology, which is possible thanks to [Knu71, 6.3] , which assures us that a quasi-separated algebraic space has a Nisnevich cover by a scheme. The rest of the work consists in carefully reducing our proofs to the case of schemes. We tried to give an organic treatment of the subject, so that a reader not familiar with the original paper [Ros96] could have at least an introduction to the theory.
The fourth section is dedicated to constructing a theory of Chern classes and giving a quick overview of the equivariant theory, which was first introduced in [Gui08] . The first Chern class of a line bundle E → X is constructed explicitly as the composition of the zero section and the retraction r : [Ros96, sec.9] . General Chern classes are constructed in the same way as in [Ful84, Ch.3] , using Segre classes. All the basic formulas for Chern classes hold with coefficients, and we use them to compute the Chow rings with coefficients of Grassmann bundles.
The last part of the section is dedicated to the equivariant version of the theory. To see that the whole theory translates to the equivariant setting we can just repeat the proofs used for the ordinary Chow groups in [EG96] . We use the results on Grassmanian bundles to compute the Chow rings with coefficients of GL n and SL n , and we extend the result in [Ros96, 6 .5] stating that Chow groups with coefficients are equal to the Zariski cohomology of the sheafification of (U → A 0 (U )) by proving that for a smooth algebraic space X with an action of a smooth algebraic group G we have
where A is the smooth-Nisnevich sheafification of (U → A 0 (U )).
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Cohomological invariants 2.1 Preliminaries
We begin by defining the notion of a continuous cohomological invariant and exploring some of its consequences.
Lemma 2.1. Let R be an Henselian ring, k its residue field. The closed immersion Spec(k) → Spec(R) induces an isomorphism of graded rings
Proof. This is Gabber's theorem, [Sta14, 09ZI] .
Now given a Henselian ring R, with residue field k and field of fractions K, we can construct a map
by composing the inverse for the isomorphism H(Spec(R)) → H(Spec(k)) and the pullback H(Spec(R)) → H(Spec(K)). The same map j that is obtained by different methods in [GMS03, 7.6, 7 .7]. Definition 2.2. Let M be a algebraic stack. A continuous cohomological invariant of M is a natural transformation
seen as functors from field k 0 to (set), satisfying the following property:
Let X be the spectrum of a Henselian DVR, p, P its closed and generic points. Then given a map f : X → M , we have
The grading and operations on cohomology endow the set of continuous cohomological invariants of M with the structure of a graded ring, which we will denote CInv • (M ).
As stated in the introduction, if M is the stack of G torsors for an algebraic group G condition 1 is automatic. This is proven in [GMS03, 11.1]. The continuity condition has the very important consequence of tying cohomological invariants to another well-known invariant, unramified cohomology. Definition 2.3. Let K be a field. Given a discrete valuation v on K there is a standard residue map
Consider a field extension K/k. The unramified cohomology H
• nr (K/k) is the kernel of the map
defined as the direct sum of δ v over all discrete valutations on K that are trivial on k. Given a normal scheme X over k we define the unramified cohomology H
• nr (X) to be the kernel of the map
here the sum is over all valuations induced by a point of codimension one. For an irreducible scheme X we dfine H
• nr (X) to be the unramified cohomology of its normalization. If R is a k 0 -algebra we denote H
When X is an irreducible and normal scheme, proper over Spec(k), we have the equality H • nr (X) = H
• nr (k(X)/k), making unramified cohomology a birational invariant. It was first introduced to study rationality problems in the guise of the unramified Brauer group [Sal84] , and then generalized to all degrees [CTO89] .
Remark 2.4. Let X be the spectrum of a DVR R, with residue field k and fraction field K. The residue map ∂ v : H(K) → H(k) has the property that if we consider the map X h h − → X induced by the Henselization of R, and the residue map
As we have
.7], we conclude that given a normal scheme X and a continuous invariant α ∈ CInv
• (X) the value of α at the generic point ξ X belongs to H • nr (X).
In fact we can say much more. There is an obvious pullback on cohomological invariants: Definition 2.5. Given a morphism f : M → N , we define the pullback morphism f * : Inv
Given any map f : X → M from an irreducible scheme X, with generic point ξ X , consider the pullback of a continuous invariant α ∈ CInv(M ). We can apply the remark above to f
In the case of a closed immersion V → X, with V irreducible, this says that the value α(ξ V ) belongs to the unramified cohomology H
• nr (V ). The cohomological invariants of the spectrum of a field are canonically isomorphic to itsétale cohomology. There is a natural map frométale cohomology to cohomological invariants sending an element x ∈ H
• (M ) to the invariantx defined byx(p) = p * (x). Any cohomolgical invariant coming frométale cohomology is continuous. If R, k, K are as in the definition the elementsx(p),x(P ) are both pullbacks of f * (x) ∈ H • (R), and the functoriality of pullback allows us to conclude that the continuity condition (1) is fulfilled. This map is clearly not injective, as the next example shows. 
The smooth-Nisnevich sites
We want to make Inv
• into a sheaf for an appropriate Grothendieck topology. It cannot be a sheaf in theétale topology as the pullback through a finite separable extension is not in general injective inétale cohomology. The Zariski topology is not satisfactory as algebraic stacks do not have Zariski covers by schemes. The Nisnevich topology, consisting ofétale morphisms X → Y having the property that any map from the spectrum of a field to Y lifts to X looks like a promising way beetween, at least for Deligne-Mumford stacks. Unfortunately it still does not fit our needs, as the following example shows:
Example 2.7. There are Deligne-Mumford stacks that do not admit a Nisnevich covering by a scheme, and in this is a very common occurrence.
Consider
is not obtainable as the pullback of any torsor T → Spec(k) with k finite over k 0 . This shows that given anétale map X → M there cannot be a lifting of P to X, as any point of X will map to a torsor T as above. This is a general problem tied to the essential dimension ([BR97],[BF03]): whenever we have a strict inequality dim(M ) < ed(M ) there can be no Nisnevich cover of M by a scheme. For an irreducible Deligne-Mumofrd stack this happens whenever the generic stabiliser is not trivial.
To solve this problem, we admit all smooth maps satisfying the lifting property: Definition 2.8. Let f : M → N be a representable morphism of algebraic stacks, p ∈ N (K). Then f is a Smooth-Nisnevich neighbourhood of p if it is smooth and there is a representative Spec(K) → N of the isomorphism class of p such that we have a lifting
f is a Smooth-Nisnevich cover if for every field K and every p ∈ N (K) it is a Smooth-Nisnevich neighbourhood of p.
Note that if f is a Smooth-Nisnevich neighbourhood of p, then given any representative of p such lifting exists.
This topology looks awfully large. Luckily, as we will prove shortly, when restricted to schemes it coincides with the usual Nisnevich topology. Recall that given a quasi-separated algebraic space we always have anétale Nisnevich cover by a scheme [Knu71, 6 .3], so we can trivially extend the Nisnevich topology to the category of quasi-compact algebraic spaces. Proposition 2.9. Name Alg k 0 the category of quasi-separated algebraic spaces over the spectrum of k 0 . Let F be a presheaf on Alg k 0 . The sheafification of F with respect to the Ninsnevich topology is the same as its sheafification with respect to the Smooth-Nisnevich topology.
Proof. We need to show that any smooth Nisnevich cover has a section Nisnevich locally. As we can take a Nisnevich cover of an algebraic space that is a scheme, we can restrict to schemes. Recall (see [Liu02, ch.6,2.13-2.14]) that if f : X → Spec(R) is a smooth morphism from a scheme to the spectrum of an Henselian ring with residue field k, given a k-rational point p of X there is always a section of f sending the closed point of Spec(R) to p. Let now X → Y be a smooth Nisnevich cover. Consider the diagram:
As q lifts to a point of X, the left arrow has a section. The scheme Spec(O h Y,q ) is the direct limit of all the Nisnevich neighbourhoods of q, so there is a Nisnevich neighbourhood U q of q with a lifting to X. By taking the disjoint union over the points of X we obtain the desired Nisnevich local section.
In particular, the local ring at a point of a scheme in the smooth-Nisnevich topology is still the Henselization of the local ring in the Zariski topology, and in general if we consider a category of algebraic spaces containing allétale maps the topoi induced by the Nisnevich and smooth-Nisnevich topology will be equivalent.
We can now proceed to show that the smooth-Nisnevich topology behaves well for algebraic stacks: Proposition 2.10. Let M be an algebraic stack. There exists a countable family of algebraic spaces X n with maps p n : X n → M of finite type such that the union of these maps is a smooth-Nisnevich cover. Moreover if M has affine stabilizers group at all of its geometric points, we only need a finite number of maps p n : X n → M .
Proof. The first statement is proven in [LMB99, 6.5] . Note that by dropping the geometrically connectedness request on the fibres we can extend the covering family to the whole stack.
Let now M be an algebraic stack with affine stabilizers groups. We want to prove that there is an object P : Spec(K) → M of M that is versal, meaning that for any smooth morphism f : X → M from an algebraic space to M with a lifting of P to f there is an open substack U of M with the property that every valued point of U lifts to f .
In [Kre99, 3 .9] Kresch proves that under the hypotesis of affine stabilizer groups an algebraic stack admits a stratification by quotient stacks [X/G], where X is an algebraic space and G a linear algebraic group. We may thus suppose that we are working in these hypoteses. Morover we may suppose our stack is irreducible.
For a quotient stack we have a standard approximation by an algebraic space. Let V be a representation of G such that there is an open subset U of V on which G acts freely, and V \ U has codimension two or more in V . Then 
Then all points that can be lifted to V can be lifted to A, and f is a smoothNisnevich cover of a nonempty open substack of [X/G].
We can now use the finite type hypotesis to construct our finite cover inductively. We start by taking a versal object P 1 for M and a map p 1 : X n → M such that P 1 lifts to p 1 . Then p 1 must be a smooth-Nisnevich cover of an open subset U . We then take versal objects for the finitely many irreducible components components of the complement of U , and add to our collection enough maps to lift them all. Then we have obtained a smooth-Nisnevich cover for an open subset whose complement has codimension at least 2. As our stack is Noetherian, this process will eventually end, giving us a smooth Nisnevich cover of finite type of M .
Given an algebraic stack M we denote AlStk/M the 2-category consisting of representable maps of algebraic stacks N → M with morphisms given by 2-commutative squares over the identity of M . As we are requiring all maps to be representable, it is equivalent to a 1-category.
We define the (very big) smooth-Nisnevich site (AlStk/M ) sm-Nis by allowing all smooth-Nisnevich maps as cover.
Theorem 2.11. CInv
• is a sheaf in the smooth-Nisnevich topology.
Proof. First, notice that as the cohomological invariants of Spec(k) are equal to its cohomology, if α is a cohomological invariant of M and p :∈ M (k) a point the pullback p * (α) is the value of α at p. Now, let f : M → N be a Nisnevich cover, and α a cohomological invariant of M satisfying the gluing condition. Let q be a point of N and p, p ′ : Spec(k) → M two different liftings of q. By the gluing conditions, α(p) = Pr 1
We may thus define a candidate invariant β by β(q) = α(p), where p is any lifting of q.
It is clear that β is a natural transformation beetween the functor of points of N and H
• (−). We need to prove it has property (1). Let R be a Henselian DVR, i : Spec(R) → N a morphism. The morphism Pr 2 : M × N Spec(R) → Spec(R) is a Nisnevich cover of the spectrum of an Henselian ring, so it has a section. This section provides a map Spec(R) → M . By evaluating α at the image of the generic and closed point of Spec(R), we obtain the desired result.
We used such a big category to get the strongest statement and also to have a category with the final object Id : M → M as a term of comparison. With the next proposition we see that we can reduce our scope to tamer sites. The site (Sm/M ) Nis could be called "Lisse-Nisnevich" site in analogy with the usual Lisse-étale site on algebraic stacks, and in fact it is a subsite of M Lis-ét . We have also defined the big sites in analogy with the approach used in [Sta14, 06TI] as these are the one we are working with in most of the proofs. the next corollary shows that we can work indifferently in each of these sites. Proof. This is a consequence of propositions (2.10,2.9) and the chains of inclusions
This gives us the tautologic equality CInv
In the next section we will use this equality and the fact that (Sm/M ) Nis is a site of smooth algebraic spaces to obtain a satisfactory description of the sheaf CInv
• .
Inv
• as a derived functor
In this section we give an explicit description of the sheaf of cohomological invariants as the sheafification of theétale cohomology with respect to the smoothNisnevich site. This will immediately give us a clear idea on how our invariants should be computed and their properties.
Definition 2.14. Let M be an algebraic stack, and let i : (Sm/M ) Nis → (Sm/M )é t the inclusion of (Sm/M ) Nis in the Lisse-étale site of M . It induces a left-exact functor i * from the Lisse-étale topos of M to the topos of (Sm/M ) Nis . We will call RInv
We can see the sheaf of regular invariants as the sheafification of the presheaf U → H
• (U ) in any of the sites defined in the previous section.
Remark 2.15. If R is an Henselian ring then RInv • (Spec(R)) is naturally isomorphic to H
• (Spec(R)).
The map frométale cohomology to continuous invariants naturally extends to a map of sheaves between regular invariants and continuous cohomological invariants. The previous remark shows that this map can be again interpreted as sending an element α ∈ RInv
Proposition 2.16. The map * : RInv
Proof. Suppose a given regular invariant α is zero as a cohomological invariant. By lemma (2.1), the pullback of a regular invariant to the spectrum of an Henselian local ring is the same as the pullback to its closed point. The fact that α is zero as a cohomological invariant then implies that the pullback of alpha to the spectrum of any local Henselian ring is zero, as it is zero at its closed point. Then α must be zero, as regular invariants form a sheaf in the Nisnevich topology.
This shows that we can think of RInv • as a subsheaf of CInv • . We want to prove the following:
We will use a few lemmas. First we prove that for a smooth connected space a cohomological invariant is determined by its value at the generic point.
Lemma 2.18. Let R be a regular Henselian local k 0 -algebra of finite dimension, with residue field k and quotient field K. Let α be a continuous cohomological invariant of Spec(R). Then if α(Spec(K)) = 0 we have α(Spec(k)) = 0.
Proof. We will proceed by induction on the dimension d of R. The case d = 0 is trivial, and the case d = 1 is proven in [GMS03, 7.7] . Suppose now d > 1.
Let x be a non invertible, nonzero element of R, and R 1 = R (x) . R 1 is Henselian, and by the inductive hypothesis we know that if the value of α at Spec(k(R 1 )) is zero then the value of α at Spec(k) must be zero too.
Let now x, . . . , x d−1 be a regular sequence for R. Consider R 2 := (R x1...x d−1 ) h . The residue field of R 2 is k(R 1 ), and its quotient field is k(R). Let R h 2 be the Henselization of R 2 , and consider the pullback α ′ of α through the map
, and α(Spec(K) = 0 implies the same for the generic point of Spec(R
Example 2.19. This fails as soon as X is no longer normal.
R is an henselian ring of dimension one, with residue field R and quotient field
Corollary 2.20. Let X be a smooth irreducible scheme. A cohomological invariant α of X is zero if and only if its value at the generic point of X is zero.
Proof. Let α be a cohomological invariant of X such that its restriction at the generic point µ is zero. Le p be another point, and let R be the local ring of p in the smooth Nisnevich topology, µ 1 the its generic point. As µ 1 is obtained by base change from µ, α(µ 1 ) must be zero. Then, by the previous lemma, α(p) is zero.
The same happens for regular invariants.
Lemma 2.21. Let X be a smooth scheme. Let H
• be the sheafification of thé etale cohomology in the Zariski topology. There is a natural isomorphism of Zariski sheaves H
• ≃ H
• nr given by restriction to the generic point.
Proof. This is proven by the Gersten resolution [BO74, 4.2.2].
By remark 2.4 we know that the value of a cohomological invariant α at the generic point of a smooth space X belongs to the unramified cohomology H nr (X). We only have to put together the lemmas previous lemmas to conclude. Proposition 2.22. Let X be a smooth scheme. There is a natural isomorphism CInv
In particuliar, all invariant of X are regular.
Proof. We will prove the proposition for an irreducible smooth scheme. The general statement follows. Consider these three morphisms:
given by restricting to points.
• The map res 1 :
given by restricting to the generic point.
• The map res 2 : CInv(X) → H
• nr (X) given by evaluating at the generic point.
The second map is an isomorphism by the previous lemma, and the third map is injective by Corollary 2.20. As clearly res 2 • * = res 1 , the three maps must all be isomorphisms.
As RInv • is the Ninevich sheafification of U → H (U ) the result follows.
Remark 2.23. Proposition 2.22 implies that given a regular Henselian ring R, with closed and generic points respectively p, P the equation α(P ) = j(α(P )), as in (1), holds for any cohomological invariant α of Spec(R). This shows that in the definition of cohomological invariant we could equivalently choose to require the (apparently) stronger property that equation (1) held for all regular Henselian rings, rather than just for DVRs.
Proof of Theorem 2.17. We can just plug the previous results in the tautological equality CInv
Where (H • ) Nis denotes that we are taking the sheafification in the Nisnevich topology. Then by the standard description of derived funtors we get
We can use the description of the cohomological on schemes to deduce two important properties of cohomological invariants.
Lemma 2.24.
• Let U → X be an open immersion of schemes, such that the codimension of the complement of N is at least 2. Then H
• An affine bundle E → X induces an ismorphism on unramified cohomology.
Proof. The first statement is true by definition and the second is proven in [Ros96, 8.6 ].
Proposition 2.25. Let N → M be an open immersion of algebraic stacks, such that the codimension of the complement of N is at least 2. Then Inv
Proof. Let π : X → M be an element of smooth Nisnevich cover of M by a scheme. As all the elements we will consider belong to AlStk/M we write
Name U the open subscheme X × N of X. Consider the commutative diagram:
As i 1 * , i 2 * are isomorphisms (a smooth map fixes codimension), the elements of CInv
• (X) satisfying the glueing conditions are the same as those of CInv
Proposition 2.26. Let M be a smooth algebraic stack. An affine bundle ρ : V → M induces an isomrphism on cohomological invariants.
Proof. Consider a smooth Nisnevich cover f : X → M . We have a cartesian square
The horizontal arrows are affine bundles, and the vertical arrows are smooth Nisnevich covers. Morover, we can choose f to trivialize V . The rings of cohomological invariants of X and V × M X are isomorphic, and we can easily see that the glueing conditions hold for an invariant of V × M X if and only if they hold for the corresponding invariant of X.
By putting together these results we get an alternative proof of Totaro's theorem from [GMS03, appendix C]: Theorem 2.27 (Totaro). Let G be a smooth algebraic group. Suppose that we have a representation V of G and a closed subset Z ⊂ V such that the codimension of Z in V is 2 or more, and the complement U = V \ Z is a G-torsor. Then the group of cohomological invariants of G is isomorphic to A 0 (U/G).
Proof. The map [V /G] → B G is a vector bundle, so by proposition 2.26 it induces an isomorphism on cohomological invariants by pullback.
is an open immersion satisfying the requirements of proposition 2.25, it induces an isomorphism on cohomological invariants too.
The invariants of M 1,1
As a first application of the results in this section, we compute the contnuous cohomological invariants of the stack M 1,1 of elliptic curves. The computation will use Rost's Chow groups with coefficients, but it will not require any of the additional techniques we will develop in the following sections.
Recall that by [Ros96, 6 .5] for a smoth scheme X we have CInv
is the 0-codimensional Chow group with coefficients, and the coefficients functor isétale cohomology. In the proof we will shorten
Theorem 2.28. Suppose the characteristic of k 0 is different from two or three. Then the cohomological invariants of
where the degree of t is 1. The generator t sends an elliptic curve over a field k with Weierstrass form
Proof. Recall that if the characterstic of k 0 is different from 2 and 3 we have
, with the action of G m given by (x, y, t) → (xt 4 , yt 6 ). We will first determine the invariants of X := A 2 \ {4x 3 = 27Y 2 }. As the multiplicative group is special, X → M 1,1 is a smooth Nisnevich cover, so after we compute Inv
• (X) all we have to do is check the glueing conditions. Consider now the closed immersion 0) ), we use a second exact sequence:
As A 2 is a vector bundle over a point, the first and last term are zero, implying that A 1 (A 2 \ (0, 0)) is generated as a A • (Spec(k 0 ))-module by a single element in degree one. By the results in the previous section, we have
is zero, the continuation to the left of the sequence above implies that also A 2 (A 2 \ (0, 0)) is zero.
Using the same tecnique we find that A 0 (G m , H • ) is a free H • (Spec(k 0 )-module generated by the identity in degree zero and an element t in degree one.
We can now go back to the first exact sequence. Using all the data we obtained, we find that A 0 (X) is generated as a free A • (Spec(k 0 )) module by the identity and an element α in degree one.
Finding out what α is turns out to be easy, as H 1 (X) is generated by 4x 3 + 27y 2 , seen as al element of O * X /O * p X , and this is clearly nonzero as a cohomological invariant.
The last thing we need to do is to check the glueing conditions; let m : X × M1,1 X = X × G m → X be the multiplication map, and let π : X × G m → X be the first projection. Consider the points q, q ′ : Spec(k(x, y, t)) → X defined respectively by x → x, y → y and x → t 4 x, y → t 6 y. The values of α at q and q ′ are respectively equal to m * (α)(µ) and π * (α)(µ), where µ is the generic point of X × G m . It is necessary and sufficient for α to verify the glueing conditions that α(q) = α(q ′ ). We have α(q) = 4x
2 ) . These two elements of H 1 (Spec(k(x, y, t)) are clearly equal if and only if p divides 12. Finally, the relation α 2 = {−1}α is due to the fact that when we identify
One can see this as a consequence of the relations in Milnor's K-theory, as the morphism from Milnor's K-theory of k to H
• (k) is surjective in degree 1, see [Ros96, pag.327 and rmk. 1.11].
Revisiting Chow groups with coefficients
In his paper [Ros96] , Markus Rost defined a generalization of ordinary Chow groups, whose coefficients, rather than being integers, depend on the choice of a functor from fields to abelian groups satisfying a certain set of conditions. The two main examples of such functors, which he calls "cycle modules", are Milnor's K-theory and Galois cohomology.
Remarkably, Rost's Chow groups with coefficients not only retain all of the powerful functorial properties of ordinary Chow groups, they also convey both informations on the ordinary Chow groups (in the case of Milnor's K-theory, complete information) and more cohomological information such as, in the case of Galois cohomology, the full unramifed cohomology, as the 0-codimensional group A 0 (X; H • ) is by definition equal to H nr (X). Moreover, if X is smooth Rost's Chow groups with coefficients form a ring A
• (X; H • ). The idea of using Chow groups with coefficients to compute cohomological invariants is developed in [Gui08] , where they are used in conjunction with the stratification method first developed in [Vez00] to give an alternative way of computing the cohomological invariants of various classical groups and to obtain new information on the cohomological invariants of the spin groups.
Rost's theory creates a perfect framework for the computations of continuous cohomological invariants, but there are two slight extensions needed. First, we want the theory to work for algebraic spaces. As our main aim is to compute the cohomological invariants of quotient stacks, we want to avoid altogether the technicalities needed to ensure that the coverings we use are schemes rather than just algebraic spaces, and in general we want to avoid having to consider glueing conditions as much as possible, as they can be very difficult to read, so having a functional theory for a larger category of objects is needed. Last but not least, we believe that an extension of the theory to algebraic spaces is in general desirable to match the generality available for ordinary Chow groups.
The second extension we need is an operational theory of Chern classes. This has been done when the coefficients are taken in Milnor's K-theory in [EKM71, Chap 9]. We will extend the theory to all cycle modules and add a few results that are needed for our computations in part 2.
Basic definitions
A cycle premodule M over k 0 , as defined in [Ros96, sec 1], is a functor from the category of field extensions of k 0 to the category of (graded) abelian groups satisfying a long list of properties.
Before briefly reviewing what these properties state, we begin with a change in notation: rather then considering a covariant functor from a category of rings, we will think of a cycle module as a contravariant functor from the opposite category, that is, the category of extensions Spec(E) → Spec(k 0 ). While this choice is not at all natural, we will avoid having to switch upper and lower stars when passing from fields to schemes, which in the author's opinion can be a cause for considerable confusion.
That said, the properties and rules in [Ros96, sec 1] basically state that:
Milnor's K-theory ring of k, and this association has good functorial properties.
• There is a corestriction map M (F ) φ * −→ M (E) for an extension of finite type Spec(F ) φ − → Spec(E), and it follows the usual properties of corestrictions, e.g.
• There is a graded-commutative pairing · : M × M → M of left graded K • -modules which is functorial and satisfies the projection formula φ * (φ * (x) · y) = x · φ * (y).
• For a discrete valuation v on a field E we have a map of graded K
• -modules δ v : M (Spec(E)) → M (Spec(k(v))) of degree −1 which is compatible with restriction, corestriction and the pairing.
For a normal scheme X, with generic point ξ X , and a point x ∈ X 1 we can define a map
For a general scheme X, and points x, y we can now define a map δ
We can finally state what a cycle module is.
Definition 3.1. A cycle module is a cycle premodule satisfying the following two conditions:
1. (Finite support of divisors) Let X be a normal scheme and ρ ∈ M (ξ X ). Then δ x (ρ) is nonzero only for finitely many x ∈ X 1 .
2. (Closedness) Let X be integral and local of dimension 2. Let x be its unique closed point. Then
These properties are sufficient for a cycle module to work well for schemes, but it's not clear a priori if they suffice for a theory of Chow groups with coefficients for algebraic spaces (with quasi-compact diagonal). It's not even clear what one one should make of the maps δ y x , as for x ∈ {y}
(1) we do not necessarily have a meaningful valuation to consider. Recall first that for an algebraic space with quasi-compact diagonal X given a point x there is always a (unique) map Spec(K)
It makes sense then to define a Nisnevich neighbourhood of x to be anétale map Y → X with a lifting of φ x . It is proven in [Knu71, Ch.2,6.4] that given a point x ∈ X there is always a Nisnevich neighbourhood of x such that Y is a scheme.
To extend the theory of Chow groups with coefficients to algebraic spaces, we want to compute the the "differential" maps δ y x , rather than in a Zariski neighbourhood of x, in a Nisnevich neighbourhood of x. The first thing to check is that the definition works for schemes: Lemma 3.2. Let X be a normal scheme, x ∈ X
(1) a point and U x φx − − → X a Nisnevich neighbourhood of x, with a lifting p of x. For a cycle module M , we identify the group M (x) with M (p) via the isomorphism p → x. Let Then the map δ x is equal to the composition of M (ξ X )
Proof. This is an immediate consequence of rule 3.a in [Ros96, Sec 1], which states that for a cycle module M , an extension Spec(F ) φ − → Spec(E) and a valuation v on F which restricts on E to a nontrivial valuation v ′ with ramification index e we have an equality δ v φ * = e(φ * δ v ′ ) as maps from M (E) to M (k(v)). In this case e = 1 and φ
This shows that for schemes we can equivalently take the differentials δ y x on any Nisnevich neighbourhood of x, leading to the following more general definition:
Definition 3.3. Let X be a normal algebraic space with quasi compact diagonal, x ∈ X 1 . We define the map For a general algebraic space with quasi-compact diagonal X, and points x, y we define the map δ We can now check that the two conditions of definition (3.1) transpose directly to the setting of algebraic spaces: Proposition 3.4. Let X be a normal algebraic space of finite type over Spec(k 0 ), with quasi-compact diagonal. Then:
1. The map δ x is nonzero only for finitely many points x ∈ X (1) .
2. Given a point y ∈ X (2) , we have
Proof. 1. This is an immediate consequence of the fact that an algebraic space with quasi compact diagonal is generically a scheme and Noetherianity.
2. Let U be a scheme, U φ − → X a Nisnevich neighbourhood of x, with a lifting p. Consider an element α ∈ M (ξ X ). For all y ∈ X
(1) such that x ∈ {y} there is a unique point y ′ ∈ U (1) with p ∈ {y ′ } mapping to y. By the same reasoning as in the previous lemma, we see that φ With this settled, the definition of the cycle groups C p is immediate: Definition 3.5. Let X be an algebraic space with quasi-compact diagonal. The Cycle complex of X with coefficients in M is defined as the pair
Where C p = ⊕ x∈Xp M (x) and d X is the operator of degree −1 defined by d X (α) = x,y∈X δ y x (α). Points (1) and (2) of proposition (3.4) ensure respectively that d X is well defined and that
If X is equidimensional, we will freely switch to the codimension notation C q = C Dim(X)−q . We define the Chow groups with coefficients of X as A i (X) = H i (C p ), or equivalently, if we are using the codimension notation as
The Chow groups have a natural grading induced by the grading of the cycle module M . To avoid confusion, the term degree will always refer to the degree induced by this grading, and we will use the term codimension (dimension) when referring to the grading in A
• (X) induced by codimension (dimension). As we will see, the ring A * (X) will be graded-commutative with respect to the first grading, and also operators between Chow groups with coefficients will satisfy the Koszul sign rule with respect to it.
We will occasionally write A n (X, m) to denote the subgroup of A n (X) given by elements of degree n.
Maps and compatibilities
In this subsection we will define the usual maps that one would expect in a theory of Chow groups, and show that they satisfy all the reasonable requests of compatibility. We will try to make it clear when equalities hold at cycle level rather than just at homology level, as this may turn out to be useful when a finer analysis is needed. If Y (and thus X) is equidimensional we can use the codimension notation , obtaining f * :
While we defined pullback and pushforward in general, these will not of course in general commute with the differential or compose in a reasonable way. The next proposition shows that this happens in the cases we're intrested in, that is, flat pullback and proper pushforward.
We would like to underline that we are not asking any representability condition on our maps, as defined in general in [Sta14, 05VT,03ZL].
Proposition 3.7.
• If f is flat, then f
• Suppose we have a cartesian diagram:
1. Let y be a point of Y . We can restrict to the case y ∈ Y (1) . As the statement is local, we can suppose that the fiber of y is irreducible, with generic point x ∈ f −1 (y) (0) . Consider now a Nisnevich neighbourhood U of y, with U a scheme. The fiber product U × Y X is a Nisnevich neighbourhood of x, and the second projection is a representable map. Let now W → X be a Nisnevich Neighbourhood of x with W a scheme, the fiber product
is a scheme, the projection to X is a Nisnevich neighbourhood of x, and the map U
y . This proves our statement. 2. Observe that the normalization is a proper map and it satisfies the pushforward rule by the very definition of our differentials, so we can take X, Y to be normal. Let x be a point of X (d) and y = f (x). There are two cases that need to be examined: y ∈ Y (d−1) and y ∈ Y d . In both cases we can restrict to X = {x}, Y = {y}.
In the first case the formula states that map f * • d X must be zero when restricted to
is not y then the map cannot be not finite and we can ignore it. So we can take Y = y, X = f −1 (y), but then X is one-dimensional and proper, so it must be a scheme [Sta14, 0ADD] and we can use the result for schemes.
Let U be a Nisnevich neighbourhood of y ′ , and form the fiber product Z = X × U Y . Then Z is a Nisnevich neighbourhood of any point in the fiber of y ′ , and the map Z → U is finite. But an algebraic space that is finite over a scheme must be a scheme (a consequence of the Stein factorization [Sta14, 03XX]), so we can use the result for schemes to conclude.
3. Let z ∈ Z be a point. To verify the formula we can reduce to Z = {z}, X and Y the fibers of z. Additionally, as the formula only pertains the value of the maps at the generic points of X and Y we only need to verify it on any Zariski open subset, so we can choose X and Y to be schemes and the result follows.
4. This statement only depends on the properties of Cycle modules, as it can be verified only by looking at maps of spectrum of rings.
5. Let y ∈ Y be a point, and let y ′ ∈ Y ′ be its image. Again we can reduce to Y = {y} and Y ′ = {y ′ }. Then by the same reasoning as above we can substitute X, X
′ with Zariski open subsets that are schemes, and the result follows.
There are two more maps to introduce. The first map is an obvious, but rather useful, multiplication by O * X . The second map is a "boundary map" for a closed immersion Y → X. Definition 3.8. Let X be an algebraic space. We define the following two additional maps:
1. For an element a ∈ O * X , we define the multiplication {a} : C • (X) → C • (X) by a · p∈X α p = p∈X a p · α p , where a p is the residue of a at p, seen as an element of degree 1 in Milnor's K-theory ring of k(p). This is a degree 1 map.
For a closed immersion
This is a degree −1 map.
Again we verify that all reasonable compatibilities hold. Note that when we consider operators of odd degree sign appears, as predicted by the Koszul sign rule: 3. If f is flat (resp. proper), the pullback (resp. pushforward) and boundary map commute:
If f is flat (resp. proper), the pullback (resp. pushforward) and multiplication by O * X commute:
Proof.
• The first property formally descends from the fact that d
The first summand is 0 as it contains two consecutive differentials. We can manipulate the second summand obtaining −i
• Let x be a point in X 1 . We want to show that {a} • δ x = δ x • {a}. Consider a Nisnevich neighbourhood U π − → X of x, with a lifting p. Then by definition δ x • {a} = π * • δ p • π * • {a}. We can conclude using the property for schemes and property (4) of this proposition.
• Note that for flat (resp. proper) maps we have the following obvious equalities
Using these equalities and proposition (3.7) we can conclude.
• For the statement about flat maps we can reduce to X = Spec(k) and Y a scheme in the same way as we did in proposition (3.7) and the result follows. The statement for proper maps only needs to be checked on morphisms of spectra of fields and follows directly from the properties of cycle modules.
All of these equalities hold at cycle level. We conclude the section by defining the long exact sequence for a pair U j − → X, V i − → X, where V is a closed subset of X and U = X V . Proposition 3.10. Let X be an algebraic space, and U, V be as above. Then the sequence:
if we write the degree explicitly, is exact.
Proof. It is obvious by definition that the composition of two consecutive maps is zero. Consider an element α ∈ Ker(j * ). There is an element β ∈ C j (U ) such that d(β) = j * (α). Then α = (α − d(β)) + d(β), and α − d(β) belongs to C j (V ). The same reasoning can be applied with very slight changes to prove exactness at ∂ U V and i * . It is noteworthy that if we take Milnor's K-theory as our Cycle module this exact sequence extends the ordinary sequence for Chow groups, answering the same natural question as Higher Chow groups [Blo86] .
General cycle modules and spectral sequences
In his paper, Rost gives a very general definition of cycle module, concerning the points of a given finite type scheme rather than just field extensions of a base field. In our treatment of the subject we decided to restrict to "constant cycle modules over the spectrum of a field" to maintain the analogy with ordinary chow groups, especially in view of the fact that the later chapters of Rost's paper only treat this case. The notion of a general "relative" cycle module will only be needed in this section. Definition 3.11. Let Y be an algebraic space, and let Pt(Y ) be the category of maps Spec(k) → Y . A cycle premodule (resp. module) over Y is a contravariant functor from Pt(Y ) to abelian groups satisfying the same properties as an ordianary cycle premodule (resp. module).
We immediately define the object of our interest: Definition 3.12. Let Q ρ − → B be a map of finite type of algebraic spaces. For q ∈ N We define a cycle (pre)module A q [ρ] over Y by putting
• The pullback map for an extension P ′ P − → is the flat pullback f * : A q (X p ) → A q (X P ′ ). If the f is finite we have a pushforward given by the proper pushforward f * : A q (Q P ′ ) → A q (Q P ).
• The structure of K * -module of A q [ρ] is induced by the same structure on A q .
• Let R be a DVR, with a discrete valuation v, and generic and closed point P , p. Consider a map Spec(R) → Y . To obtain a differential map
The fiber U of P is open in Z and the fiber V of p is its complement, thus we have a boundary map
which we take as our δ v .
Proposition 3.13. The functor A q [ρ] we defined is a cycle premodule.
Proof. All the properties required from cycle premodules descend from the properties we proved in the previous sections for non-relative cycle modules.
For an algebraic space X → B over B, and points x, x ′ we can thus define the local differentials δ x x ′ in the same way as we did in section 1. It remains to check that this collection of data actually defines a cycle module.
Proposition 3.14. The functor A q [ρ] we defined is a cycle module.
• (Finite support for divisors) The finite support requirement can be immediately verified for an algebraic space X φ − → B by first switching B for the closure of φ(X), which obviously does not change the cycle groups on X, and then considering an open subset U of B such that B is a scheme, and an open subset X ′ of X U that is a scheme. Then the result is true for X ′ , and by noetherianity it must be true for X.
• (Closedness) We first verify closedness for schemes over B. To do so, we only need to consider local schemes of dimension 2. Let S be such a scheme and s its closed point. Consider a Nisnevich neighbourhood U of the image of s. Then by the same reasoning as (3.4) we can say that the "base changed" result for the cycle module A q [ρ U ] obtained (on schemes) by the map Q × B U ρU − − → U and the map S × B U → U must imply the result for S. Then we can again use the same reasoning as in (3.4) to say that the cycle module on schemes A q [ρ] must extend to a cycle module on algebraic spaces.
There is an obvious notion of morphism of cycle modules, defined in ([Ros96, 1.3]). While we were not really interested in these morphisms in the case of a cycle module over k 0 , here we want to explicitly state the functoriality properties of the construction A q [ρ] , which are what really makes it a powerful tool. 
The following maps are morphisms of cycle modules over B:
obtained by taking for a point p ∈ B the pullabck f *
For a closed immersion
Proof. The proof for this statement is only a matter of mechanically applying the compatibilities stated in the previous section. 
A filtered differential object has associated a standard spectral sequence (see [HS97, ch.VIII,sec.2]). If we take C • (X) with the filtration above, the first page is E
Proposition 3.17. There is a convergent spectral sequence:
Proof. It suffices to prove that the differential for the first page of the spectral sequence above is just the differental d Y for the cycle module A q [ρ] .
First for all x we may remove for the formula for (Θ) 
where the local ring is taken in the Nisnevich topology. Then
and the last term is just the component (d 
Proof. As for much of this section, the original proof in Rost's paper can be applied without any further comments.
Recall now that for any cycle module M , and field F there is an exact sequence [Ros96, 2.22,sec.2]
, and π is the extension Spec(F (t)) → Spec(F ). This shows that A i (A 1 F ) = 0 for i = 0, and by induction we see that the same is true for A n F , for any field F . We can now combine this statement with the spectral sequence we described before to obtain the homotopy property: Proposition 3.20. Let X, E be algebraic spaces, and let E π − → X be an affine bundle, that is, there exists anétale covering U of X such that E × X U is isomorphic as a scheme over U to A n × U and the transition maps are affine. Then π * :
Proof. Note first that an affine bundle is necessarily Nisnevich-locally tivial, by the speciality of the group Aff n . This shows that the fiber of a point Spec(k) → X is always isomorphic to A n k . By the remark above the cycle modules A q [π] are zero whenever q = n. This shows that the spectral sequence A p (X, A q [π]) collapses, as only the nth column is non-zero.
We now apply proposition 3.19 using the following diagram:
The statement is that the map π * :
As both the spectral sequences for π and the identity collapse, the map π
is none other than the usual map π * : A p (X) → A p+n (E) and using the statement above proving the proposition reduces to proving that the morphism of cycle modules [π] * is an isomorphism. Then the question concerns points Spec(k) → X and the homotopy property gives an immediate positive answer.
Gysin map, pullback, intersection
In keeping faithful to our cycle-driven treatment of the subject, we will define an explicit inverse of the pullback map along an affine bundle, depending on a trivialization of our bundle with some additional information.
Given an n-dimensional affine bundle π : E → X, and some additional information σ, we will define a map r σ : C p (E) → C p−n (X) such that r σ • d E = d X •r σ and r σ • π * , and a map H σ :
In the language of Homology, we are constructing a homotopy beetween the identitity and π * • r σ .
Coordinations clearly always exist because an algebraice space with quasi compact diagonal is generically a scheme.
We would like to underline that up to refining a given coordination we can equip it with a stronger set of data, that is, we can take a couple (σ, ⊔U i → X) where ⊔U i → X is a Nisnevich cover of X trivializion π and the inclusion of X i X i+1 in X has a lifting to U i . The construction of r σ will be in a way local with respect to the covering U i , and r σ can be completely computed on the trivialization by keeping track of the transition maps, which may help to clarify the process.
We begin by describing the maps r σ , H σ for a trivial line bundle with the trivial coordination. We will refer to this particuliar case by calling our map r triv , H triv . We define them as the following compositions:
Here j is the open immersion, we write A 1 = Spec(k 0 [t]), the map j ′ is the inclusion of X × (A 1 {0}) in X × (P 1 {∞}) and ∂ ∞ is the boundary map for the inclusion of X × {∞}.
Here ∆ is the diagonal of A 2 = Spec(k 0 [s, t]), and Pr 1 , Pr 2 are the projections X × (A 1 × A 1 ∆) → X × A 1 . These two maps satisfy the requirements listed above, and the proof in [Ros96, 9.1] can be used without any change. Now we can define by induction the maps for the general trivial affine bundle, which we will again call r triv , H triv when it leads to no confusion. Suppose we have defined maps r triv,i , H triv,i for A i × X → X, with 1 ≤ i < n. We decompose X × A n → X as X × A n ρ − → X × A 1 → X, and we define:
r triv,n = r triv,1 • r triv,n−1
These again verify the required properties by [Ros96, 9.2].
We consider now an affine bundle E π − → X of dimension n, with a coordination ρ of lenght l. We will proceed inductively on l. If l = 1, we are in the case above of a trivial bundle with a trivial coordination. Suppose that we can construct r σ for any coordination σ of lenght at most l − 1. We can formally write
Where X 1 is the first nontrivial closed subset in σ. Write E 1 = E × X X 1 With the above decomposition in mind we write:
It is again straightforward to verify that these maps fit our needs. Recapping, we construct the map r σ by starting from the bottom of our coordination, where we can use the formulas for a trivial bundle, and work our way up using the "glueing formulas" above.
With the next proposition we explicitly state some compatibilities that are only hinted in the original paper.
With π an affine bundle. Given a coordination σ for E, let σ ′ = f −1 (σ) the coordination for E ′ consisting of the inverse images of the elements of σ. Then:
The equalities above hold at cycle level. Moreover, for a closed immersion V → X, with complement U → X, we have ∂
EV . This last equality holds at homology level.
Proof. We only need to check that f * , f * , {a} commute with each of the pieces of the maps we defined. It suffices to apply propositions 3.7 and 3.9 to see that each of these maps commutes in the appropriate sense with both r triv , H triv and the glueing maps defined above.
To prove the last statement, it suffices to see that at homology level r σ = (π * ) −1 and use the formula ∂
Finally, we add a last proposition to verify that r σ and H σ are filtration preserving map: Proposition 3.23.
• Let E π − → X be an affine bundle of dimension n, with a coordination σ, and let f : X → Y be a map. Then
be a cartesian diagram, with E as above, and let
Proof. This can be verified by following the construction for r σ , H σ .
We will use this retraction to construct a pullback for any map to a smooth algebraic space. To do this, we first need to introduce the normal cone, deformation space and double deformation space for a closed imbedding Y → X. Following the original paper we will give the constructions for affine schemes, and the construction for algebraic spaces will follow by standardétale descent arguments. • The normal cone to Y in X, denoted N Y X is the spectrum of the ring
It is an A I -algebra and the projection to the zero degree summand gives an homomorphism O N → A I .
• The deformation space D(X, Y ) is defined as the spectrum of the subring
The subring O D is finitely generated over A [t], and
• Consider a composition of closed embeddings Spec(
We will not describe the properties of the double deformation space as it is only used as tool to check the associativity of some operations, and we are only intrested in explicitly stating that the construction behaves well for algebraic spaces.
We can restate the properties described in the definition by saying that the normal cone N Y X has projection to Y and an embedding Y
Similarly, the deformation space D(X, Y ) is a scheme over X × A 1 , flat over A 1 . The fiber of A 1 {0} is equal to X × (A 1 {0}), and the fiber of {0} is equal to N Y X. Proposition 3.25. The three constructions defined above extend to algebraic spaces with quasi-compact diagonal, as well as all the properties described. Moreover, the properties (10.0.1), . . . , (10.0.5) in [Ros96, sec.10] hold for the double deformation space.
Proof. Given anétale covering U → X by an affine scheme all the constructions above defineétale descent data in an obvious way as they are defined naturally from the sheaves of ideals I Y and I Z associated to the closed imbeddings Y → X, Z → X. These data are always effective as algebraic spaces form a fppf stack [LMB99, 10.7] . Lastly, all the properties we stated for our constructions are base-and-targetétale local [Sta14, 02YJ] . 
Where ∂ is the boundary map for the couple
We will skip all the technical lemmata present in [Ros96, Sec.11-13], and consequently omit most of the proofs. The arguments are highly technical but translate directly and completely to the setting of algebraic spaces. the next proposition shows that the construction of J is compatible with the basic maps 
• If f is proper and i 1 is a regular immersion of codimension d,
Proof. We can check the compatibilies using the functoriality of the deformation space and propositions (3.7,3.9) .
In what follows all algebraic spaces are equidimensional, and we will switch to the codimension notation, which is more natural in this setting. Moreover, we require for our algebraic spaces to be separated, so that the diagonal is a closed imbedding.
Definition 3.28. Let X be a separated algebraic space smooth over Spec(k).
Then the tangent space T X is a vector bundle over X. For a morphism Y f − → X consider the factorization:
. Then i is a regular imbedding and the normal cone N Y (X ×Y ) is equal to the pullback f * (T X). We choose a coordination σ for T X and define:
The map I σ (f ) commutes with the differential, and we will denote the induced map on A • by f * .
We are creating a possible notational problem here, as if f is flat there is also another map we call f * . The following proposition will show that this is not the case. 
We have
2. If f is flat then I σ (f ) and the flat pullback f * induce the same maps in homology.
With h smooth and proper and X ′ smooth over k 0 . Then
Proof. See [Ros96, 12.1-12.5]. Point (3) is a corollary of (2) after restricting to an open subset.
We can describe very explicitly the pullback to a point for a smooth algebraic space X. Given a DVR R with a parameter t and valuation v we can define a new map:
Proposition 3.30. Let X be a smooth separated algebraic space over k 0 , and
where v is the valuation induced by the local Nisnevich ring at p and t is any parameter.
Let X be as above, let p ∈ X (r) be a point with a Nisnevich neighbourhood U π − → X, and t 1 , . . . , t r be any regular sequence at p for U . Consider the induced sequence of valuation fields k(v 1 ), . . . , k(v r ) with parameters t 1 , . . . , t r . Then the pullback
We finally define cross products and an intersection pairing. First note that given an algebraic space X over a field k there is a natural action of Given an element ρ ∈ C p (Y ) we write ρ y for the y-component of ρ. We define a cross product:
Equivalently we can take the specular definition:
Proposition 3.32. The cross product has the following properties:
2. Graded-commutativity: if ρ is of pure degree m and µ is of pure degee n then ρ × µ = (−1) mn µ × ρ.
3. Chain rule: for ρ, µ as above
4. Compatibility with pullback, pushforward: for a map X f − → Y we have respectively (f ×Id Z ) * (ρ×µ) = f * (ρ)×µ if f is flat and (f ×Id Z ) * (η×µ) = f * (η) × µ if f is proper.
Compatibility with multiplication by O
* and boundary maps: for an ele-
6. Compatibility with pullback for a smooth target: let Y be a smooth separated algebraic space,
Proof. Everything is proven in [Ros96, 14.2-14.5]. We will spend a few words on the compatiblities (4), (5), (6), which are only hinted in the original paper.
Compatiblity with pushforward and pullback can be verified pointwise on cycle level, and the same holds for multiplication by O * . Compatibility with boundary maps is only true at homotpy level: to check it we can write ∂
•j * , with j and i the usual immersions. The maps j * and i * are both compatible with the cross product, this can be checked pointwise. So we have ∂ 
We have reduced the map to a sequence of manipulations on the first component, allowing us to conclude. The only thing to note is that the compatibility with the retraction r is an immediate consequence of the compatiblity with its inverse. Consider now a general map f . Then f * factorizes as:
by applying twice the compatibility with flat pullback. Then we can factorize the mapf as the composition of the diagonal imbedding Z → Z ×Z times the identity Id X×Y and the regular imbedding Y × Z → X × Y × Z. Using the functoriality of the pullback map and the result for a regular imbedding we can then conclude.
We can now define an intersection pairing for a map X 
Here σ is the pullback of a coordination of T X to f * (T X) = N X Y , as in definition (3.29) .
Proof. This an immediate consequence of theorem [Ros96, 6 .1].
Definition 3.37. Given a cycle module M , and a smooth equidimensional algebraic space X we define the sheaf M X on small Nisnevich site of X as the sheafification of the functor U
The definition makes sense as every algebraic space U with anétale map to X must be equidimensional itself.
Lemma 3.38. The sheaf M X is equal to the original functor U → A 0 (U ).
Proof. The pullback to a Nisnevich cover ⊔U i → X is clearly injective as the cover always contains an open immersion Uĩ → X. Given an element ⊕ i α i ∈ A 0 (⊔U i ) which satisfies the glueing conditions we construct an inverse image α ∈ A 0 (X) by taking α = αĩ. To check that the element is unramified it is sufficient to apply the glueing conditions and use the fact that for a point p ∈ X
(1) the element ⊕ i α i must be unramified at any lifting of p.
Corollary 3.39. Let X be a smooth separated algebraic space. There are isomorphisms
is functorial with respect to morphisms of smooth separated algebraic spaces and the intersection product on A
• (X, M ) is equal to the cup product on H * Nis (X, M X ). Proof. Let C i be the functor sending an algebraic space U to C i (U ). These functors are clearly sheaves on the small Nisnevich site of X. Consider the sequence of Nisnevich sheaves on X:
The sequence is exact at M X by definition and everywhere else by 3.36. Moreover, by the Leray-Cartan spectral sequence [Nis89, 1.22.1] the sheaves C p are acyclic, so we can use the resolution above to compute the cohomology of M X , leading to the result.
The compatibility with pullback and product is a direct consequence of the locality of these constructions.
Chern classes and equivariant theory 4.1 Chern classes
The original paper notably lacks the definition of a theory of Chern classes "with coefficients". This has been done when M is equal to Milnor's K-theory in chapter 9 of Elman, Karpenko and Merkujev's book [EKM71] . We will extend their idea to all cycle modules and to algebraic spaces. Our approach is slightly more cycle-based than the approach in [EKM71] .
Definition 4.1. Let L π − → X be a line bundle. Let σ be a coordination for L and let i be the zero-section imbedding. We define the first Chern class c 1,σ (L) :
Clearly the choice of a coordination is irrelevant in homology and we will just refer to c 1 (L) when we are interested in the induced map in homology. The additional data of the coordinations allows for sligthly more precise statements on cycle level when we pull back the coordination toghether with the line bundle, as we will see: 
′ be the induced coordination on Y . Then:
The following properties are true at homotopy level:
Proof. Properties (1), (2), (3) can be immediately obtained by the compatibilities (3.22, 3.7, 3.9). Property (4) is obtained by (3.9) by writing r σ = π −1 as homology maps. The last two will need a little more work.
Consider a cartesian square:
And name i, i
′ the zero sections respectively of E and L, and i 1 , i ′ 1 the zero sections of respectively π and
By the compatibility with proper pushforward we have (π
By the functoriality of pullback and pushforward we get the equality (π
* as the two maps are the same, and doing the reasoing above backwards we obtain the desired equality.
For the last equality, recall that there is a flat product map L × X E ρ − → L ⊗ E such that the composition of ρ and the projection π ′′ :
It is easy to see that if i ′′ is the zero section of π ′′ then ρ
As the projections from E × X L and E ⊗ L to X both induce an isomorphism we know that ρ * must be an isomorphism too. But then
.
As the maps we defined commute on homology level, we will treat the compostion c 1 (
We will first use these properties to give a complete description of the Chow groups with coefficients of the projectivization of a vector bundle: Proposition 4.3. Let P (E) p − → X be the projectivization of a line bundle E of rank r over X. The following formula holds for all p:
(1) is a vector bundle and factors through p. We begin with a trivial vector bundle E = A r × X. Note that the blowupẼ along the zero section 0 E is equal to O P (E) (1), with0 E as the zero section P (E) → O P (E) (1). This construction is compatible with the maps to X.
We first note that the pushforward along the zero section X → E is zero. To see this it is sufficient to note that in the one-dimensional case it is equal to d E •{t}•π * where A 1 = Spec(k 0 [t]) and then factorise X → X ×A 1 → E. Using this, by a trivial exact sequence argument the chow groups with coefficients of E 0 E satisfy the following:
Where the [1] means the groups are shifted up by one in degree. Consider now the exact sequence induced by P (E) →Ẽ. If we identify A p (Ẽ) with A p−1 (P (E)) by any retraction r σ we get the exact sequence:
The mapẼ → E is proper, so by the compatibility (3.9) of the pushforward and boundary map we have ∂
. This shows in particuliar that any element belonging to C p (E 0 E ) that is ramified in E must be ramified inẼ too. Using this and the compatibility with projections to X we have a complete understanding of the maps having E 0 E either as source or target, which allows us to conclude by computing the groups starting from the top dimension and going down.
We consider now a general vector bundle E → X. Note that there always is an open subset U of X such that the bundle is trivial over U , and such that its complement V is of strictly lower dimension than X. We will compare the exact sequences for U, V and the exact sequence for P (E) U , P (E) V .
Suppose by induction that the formula for a projective bundle is true for V .
|T (A n (X))). By the compatibilities stated in the previous proposition, we have an exact sequence:
The inclusionsÃ p (T ) → A p (T ) are clearly compatible with the exact sequence. As the inclusion is an isomorphism for both T = P (E) U and T = P (E) V by the five lemma it must be an isomorphism also for P (E).
Proposition 4.4. Let E be a vector bundle of rank r over X, with a filtration by subbundles E = E r ⊃ E r−1 ⊃ . . . ⊃ E 0 = 0 such that the quotients L i = E i E i+1 are line bundles. Let s be a section of E and let Z be the subset where
Proof. We proceed by induction on r. If r = 1 we can see this explicitly as the section gives us a trivialization of the bundle over X Z, and as the retraction r triv composed with the zero section is zero we see that taking Z as the first closed subset in a coordination σ the result follows. Now take a general E with a filtration by subbundles as above. The section s induces a section s r of L r , with zero locus Y i − → X. Given a cycle α we first apply c 1 (L r ) obtaining a cycle i * β, with β ∈ C • (Y ). Then we can pull E r−1 back to Y . It has a sections whose zero locus is exactly Z, and we can conclude by the projection formula.
Proof. Point (3) can be directly proven on cycle level after choosing a coordination for O P (E) (1), with a little diagram chase involving the compatibilities in propositions (4.2,3.7) . The same goes for point (4), except it is on homology level.
Point (2) can be again proven using the compatibilities in (4.2,3.7), exactly as in [Ful84, 3.1] .
To prove point (1), we use point (3) to restrict to the case of A p (X), with p = dim(X). Then the maps s i (E), i < 0 must be zero as they maps to A p−i (X) = 0. To prove the case i = 0 by (3) we may restrict to an open subset of X, so that E is trivial, and compute it directly using the standard trivialization for O P (E) (1).
Point (5) results from point (1) and the fact that for a line bundle P * E = O P (E) (−1).
We will again denote the composition of Segre classes as a commutative multiplication. We are ready to define the General Chern classes: Definition 4.7. Let E be a vector bundle over X. Consider the formal power series
. .] as the inverse of s t (E). The i-th Chern class c i (E) : A * (X) → A * −i (X) is the i-th coefficient of c t (E). Explicitly: 2. If F is another vector bundle on X then c i (E) and c j (F ) commute for all i, j.
Given a boundary couple
5. Given an exact sequence of vector bundle over X:
6. Suppose X is normal. If E = O(D) for an irreducible subvariety D of codimension 1, defined by a valuation v on k(X), then the restriction of c 1 (E) to A 0 (X) is equal to the map s t v as in proposition (3.30). In particuliar, c 1 (E)(1) = 1 D .
7. The Chern class ζ = c 1 (O P (E) (1)) satisfies the equation
Proof. Properties (2), (3), (4) come directly from the corresponding properties of Segre classes. Properties (1), (5) can be proven using the splitting construction exactly as done in [Ful84, 3.2] .
Finally we prove property (6) by explicit computation. Consider a coordination σ for L = O(D) with X 1 = D. Given an element α ∈ A 0 (X) we can explicitly write down c 1,σ (L)(α). It is equal to r σ |D • ∂
By explicit verification we see that H triv • (i 0 ) * (α) = {t}(π * (α)), where t is the parameter for the trivial bundle over X D. The expression makes sense as the cycle π * (α) is not supported in any point where t is zero. Now we consider the boundary map ∂ For an element belonging to the image of i * we do the following: first we compose each side with π * , obtaining
We can now apply lemma [Ros96, 11.1], which says that J(i) • i * = (σ ND X ) * , where σ ND X is the zero section of N D X to obtain the result. Let now α be an element not belonging to the image of i * . By linearity we only have to prove the result for an irreducible α, so we may see α ∈ M (p) as the pushforward of an element α ∈ A 0 (p). We can use the projection formula to compare the two sides of the equation on A
• (p), and point (6) of the previous proposition, togheter with the compatibilities (3.27) allow us to conclude.
The general case is a direct consequence of the line bundle case by using the splitting principle and the Whitney sum formula.
Lastly, we add a consideration on the top Chern class of vector bundle. The way we defined the first Chern class of a line bundle can be used to define the top Chern class of a vector bundle in general. The following stement shows that our choice of definitions is not contradictory: Proposition 4.10. Let E π − → X be a r-dimensional vector bundle, and let s be the zero section of π. Then c r (E) = π * −1 • s * .
Proof. We can just follow step by step the proof in Fulton's book [Ful84, 3.3, 3.3.2] .
As a corollary of the previous result we can describe a class of morphisms X → Y having a nice property: the Chow groups with coefficients of X can be obtained from those of Y just by looking at the zero degree component, which in a way means that we only have to know what happens for ordinary Chow groups. Proof. This is an easy consequence of proposition (4.3) and (3.20).
We say that A • (X) is geometrically generated over A • (Z) if the property above holds. The next corollary shows that this is enough to understand, for example, the Chow groups with coefficients of Grassmanian bundles.
Corollary 4.12. Let E π − → X be a vector bundle, and let Gr m (E) → X be the grassmann bundle of n-dimensional subbundles of E. Then A • (Gr m (E)) is geometrically generated over A
• (X).
Proof. We can obtain the bundle of flags complete flags Fl m (E) from X by a sequence of projective bundles. We begin by considering P (E). Then we consider the vector bundle E 1 on P (E) obtain by quotienting the pullback of E by O(−1), and take the projectivization P (E 1 ). This second scheme is clearly isomorphic to Fl 2 (E) as an X-scheme. By repeating this m − 2 more times we obtain a scheme isomorphic to Fl m (E). By the previous proposition, this implies that the Chow groups with coefficients of Fl m (E) are geometrically generated over those of X. Now consider the Grassmann bundle Gr n (E) We can take the projectivised P (V ) of the tautologic bundle V of Gr(m, E). When we pull back V to a vector bundle V 1 over this space, there is a natural splitting V 1 = O(−1) ⊕ V 2 . We can do this again for V 1 , obtaining another splitting. It is clear that repeating this process yields a space with the same universal property as Fl m (E), so that the two must be isomorphic as spaces over X. This implies that the Chow groups with coefficients of Fl m (E) are geometrically generated over those of Gr m (E) and as the first are geometrically generated over those of X the same holds true for A
• (Gr m (E)).
If we use Milnor's K-theory or Galois cohomology (with coefficients in F p ) as coefficients we can compute the Chow groups with coefficients of Gr m (E) just knowing those of X and the ordinary Chow groups of Gr m (E), as the zero degree components computed using these Cycle modules are respectively the Chow groups and the Chow groups modulo p.
Equivariant theory
A cycle-based approach as presented in the previous sections is clearly only reasonable when points have a well defined underlying field. Defining a theory of Chow groups with coefficients for more general algebraic spaces, and most of all for a suitably large class of algebraic stacks will require a different approach. For a quotient stack [X/G] we can use the same type of equivariant approach defined in [Tot99] and [EG96] . This has already been described in [Gui08] .
The basic idea is that any extension of our theory should be homotopy invariant, and that the i-th codimensional Chow groups with coefficients should not change if we remove or modify somehow a subset of codimension at least i+2. Using this, up to readjusting the codimension index, we can replace our object of study X with another object E → X that, up to some high codimension subset, is a vector bundle over X. Definition 4.13. Let i be a positive integer, and let X be an algebraic space with an action by an algebraic group G. Let V be a r-dimensional representation of G such that G acts freely outside of a closed subset W = V U of codimension equal or greater than i + 2, and set U = V W .
Consider the quotient X × G U = (X × U )/G, where the action of G is the diagonal action. By [Sta14, 02Z2] we know that X × G U is an algebraic space, and if X is quasi separated so is X × G U . In this case we define the i-th codimensional equivariant Chow group with coefficients A ′ of dimension r, r ′ satisfying the requirements for the definition we can construct a third representation V × V ′ and then A i+r+r ′ (X × G (U × U ′ )) is isomorphic to both A i+r (X × G U ) and A i+r ′ (X × G U ′ ). Note that there is no reason why the equivariant groups should be zero for codimension ≫ 0, and in fact this is not the case even for the most basic examples. Consequently one can see that all of the theory developed in sections 1 − 5 immediately translates to the equivariant case. We just have to consider equivariant maps f and consider the induced maps f U to obtain the desired morphisms on equivariant Chow groups with coefficients. * is an isomorphism due to the Leray spectral sequence. Using again the Leray spectral sequence we see that the pullback i * must be an isomorphism for n < d: we have
sm−N is = 0 for 0 < i < d.
