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ABSTRACT: Constructing genetic logic circuits is an
application of synthetic biology in which parts of the DNA
of a living cell are engineered to perform a dedicated Boolean
function triggered by an appropriate concentration of certain
proteins or by diﬀerent genetic components. These logic
circuits work in a manner similar to electronic logic circuits,
but they are much more stochastic and hence much harder to
characterize. In this article, we introduce an approach to
analyze the threshold value and timing of genetic logic circuits.
We show how this approach can be used to analyze the timing
behavior of single and cascaded genetic logic circuits. We
further analyze the timing sensitivity of circuits by varying the
degradation rates and concentrations. Our approach can be used not only to characterize the timing behavior but also to analyze
the timing constraints of cascaded genetic logic circuits, a capability that we believe will be important for design automation in
synthetic biology.
KEYWORDS: timing analysis, stochastic simulation, SBML, genetic logic circuits, synthetic biology, virtual instrumentation,
threshold value analysis
One of the ultimate goals of synthetic biology1 is theengineering of dedicated cell behavior by introducing
new sequences of DNA (encoding genetic circuits) into a cell’s
DNA. A genetic circuit represents a gene regulatory network
that is triggered by a combination of external input signals, such
as chemicals, proteins, light, and temperature, to emit signals
for controlling the expression of other genes or metabolic
pathways accordingly.
The ability to engineer living cells has created completely
new ways of manufacturing food, drugs, biofuel, and
materials.4−9 It is possible to produce not only new materials,
such as reprogramming bacteria to produce spider silk,2 but
also active components for therapeutics, such as the “living
pill”,3 a bacteria reprogrammed to automatically sense the
presence of two disease-causing molecules in the body and
respond by triggering the production of two other molecules
that treat the disease.
The later is an example of how the design and
implementation of logic functions, in this case a simple AND
gate, can be used to design synthetic genetic circuits for many
diﬀerent applications including cancer destruction, biosensors,
cell therapy, regenerative medicine,4−9 and so forth. The
Boolean behavior of genetic logic circuits is similar to that of
electronic logic circuits. In digital electronics, circuits are made
up of digital logic gates, which themselves are composed of
transistors.10,11 However, genetic logic circuits are composed of
biological components of DNA,12 including promoters,
ribosome binding sites (RBSs), terminators, and gene coding
regions. The genetic circuits are usually meant to produce
output protein based on the presence of input proteins. For
example, Figure 1 shows the diagram of a genetic AND gate
circuit.13
Genetic circuits are assembled either from a standard library
of well-deﬁned genetic gates19 or from the available library of
basic biological components, for instance, BioBricks.14 The
behavior of these circuits is usually ﬁrst validated through in
silico (in computer) analysis either by solving reaction kinetics
using ordinary diﬀerential equations or by performing
stochastic simulations, with the aim of reducing the number
of required in vitro (in laboratory test tubes) experiments.
Analogous to microelectronics, where timing analysis is a
crucial requirement for ensuring the correct operation of a logic
circuit, the timing analysis of genetic logic circuits may become
an essential design characteristic as well. The transistors, used
in the composition of digital logic gates, have well-deﬁned
threshold voltage values,10 which categorize logic levels 0 and 1.
Hence, the timing characteristics, like propagation delay, hold
time, setup time, etc., are all well characterized.
However, this is not the case in genetic logic gates, where
each gate is composed of diﬀerent proteins and promoters,
resulting in diﬀerent threshold concentration values. Further-
more, digital logic gates have the same physical quantity, i.e.,
voltage, as their input and output. On the contrary, genetic
logic gates use diﬀerent biological components including
proteins, RNA, inducers, etc., to control the regulation of the
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corresponding output biological components. Additionally,
signals in electronic circuits propagate in separate wires that
do not directly interfere with each other. However, in genetic
circuits, signals are molecules, drifting in the same volume of
the cell, and hence easily merge with the concentration of other
compounds, resulting in crosstalk with the neighboring circuit
components. These facts make the timing analysis of genetic
circuits very challenging.
Challenges due to crosstalk have also been encountered in
microelectronics; however, most of these have been solved
through enhanced fabrication processes or the development of
advanced electronic design automation (EDA) tools. Similarly,
advances in genetic design automation (GDA) tools may help
to address these challenges, resulting in a reduction of the
design complexity of genetic logic circuits.
In this article, we introduce a method to perform timing and
threshold value analyses on genetic logic circuits and
implement the algorithm on D-VASim.15 We demonstrate
that it is possible to perform timing analysis of a genetic circuit
and that it can be used to achieve the desired circuit behavior.
We perform timing analysis on some of the genetic circuit
models proposed in refs 13 and 19 and investigate the
sensitivity of circuit timings in relation to varying diﬀerent
circuit parameters. In particular, we investigate the timing
sensitivity due to the degradation rate and the concentration of
input proteins.
■ RESULTS AND DISCUSSION
D-VASim is an interactive virtual laboratory environment for
the simulation and analysis of genetic logic circuits.15 It takes a
genetic logic circuit model, developed in the Systems Biology
Markup Language (SBML),16 and lets the user analyze the
model in an intuitive manner. For each logic circuit model, D-
VASim generates a separate virtual laboratory environment for
deterministic (by solving ODEs) and stochastic (using
Gillespie’s stochastic simulation algorithm20,21) simulations.
This virtual environment serves as a standalone virtual
instrument for the speciﬁc logic circuit model, which allows
users to interact with the model, observe its behavior, and make
direct changes in the concentration of input proteins, all during
runtime. This runtime interaction gives the user a feeling of
being in the lab performing live experiments without being
afraid of over reactions occurring or mishandling lab equip-
ment.
Timing Analysis. Threshold value and timing analysis can
be used to verify the Boolean function of a genetic logic circuit
by extracting the observed logic behavior from the simulation’s
results. This functionality is useful in two ways: ﬁrst, it allows
the user to verify more complex genetic logic circuits, built by
cascading several genetic logic gates; second, it helps the user to
extract the Boolean logic of the biomodel even when the user
does not have any prior knowledge about the expected behavior
of the model. For Boolean logic analysis, the genetic logic
circuit model can be considered a black box. Applying all
possible input combinations and observing the output can
result in the combinatorial behavior of this black box. For
instance, if a circuit contains two inputs, then there are four
possible input combinations: 00, 01, 10, and 11. The key
challenge in determining the correct Boolean logic function
from the analog simulation data is to categorize the input
concentration levels into logic 0 and 1. As mentioned earlier,
this is similar to digital electronic circuits in which a certain
threshold value of input voltage diﬀerentiates logic levels 0 and
1.10 Digital electronic circuits are also analog in nature, but a
logical abstraction has been employed to reduce the complexity
of circuits. Similar abstraction has to be employed to categorize
the genetic concentration levels into logic 0 and 1. To
categorize these concentration levels into logic 0 and 1, the
threshold value for the concentration of input proteins, which
signiﬁcantly aﬀects the concentration of the output protein of a
genetic logic circuit, must be identiﬁed.
As diﬀerent proteins in a genetic circuit may have diﬀerent
threshold concentration values, the proposed approach
calculates a single threshold value of the input proteins that
trigger the output, instead of estimating the threshold values of
each input protein separately. For instance, in the genetic AND
gate (Figure 1), D-VASim estimates the threshold value of LacI
and TetR, which together trigger the production of GFP (green
ﬂuorescent protein), rather than evaluating the separate
threshold values for each of them. It may be possible that the
threshold value of LacI is, for example, 13 molecules, and that
of TetR is, say, 9 molecules. In this case, D-VASim tells that 13
molecules is the threshold value of an entire circuit, which
triggers the circuit output when the concentrations of input
proteins reach this level. Consider another example of an OR
gate in which input-1 triggers the output if the molecular count
is greater than 5 and input-2 triggers the output if the molecular
count is greater than 10. Setting the upper input threshold to
10 would give the correct answer, i.e., the gate remains oﬀ, if
the input molecular counts are (4,7). Now, if the input
molecular counts are (7,4), then input-1 may trigger the output
but it may not be considered logic 1 until the output
concentration increases above 10 molecules. It is observed,
through simulations, that the triggered output for such
scenarios is highly unstable (frequently oscillating between
logic 0 and 1), and this region should be considered a transition
region. Therefore, instead of estimating the threshold values of
each input protein separately, our algorithm estimates the
global upper and lower threshold values for all inputs.
Furthermore, D-VASim considers the entire circuit as a black
box and obtains the input threshold value that is required to
trigger the ﬁnal output. Therefore, the threshold value and the
Figure 1. Genetic AND gate circuit.13 (a) P1 and P2 are promoters,
which are the regions of DNA that initiate the process of transcription
(or production) of a particular gene. In this example, when two
proteins, LacI and TetR, are present in signiﬁcant amounts within the
cell, they inhibit promoters P1 and P2 to produce the output gene CI.
When the concentration of CI falls below a certain level, promoter P3
is activated and produces an output protein, i.e., green ﬂuorescent
protein (GFP). (b) Schematic diagram equivalent to a two-input
electronic AND gate. (c) Truth table.
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number of intermediate circuit components do not matter; D-
VASim ensures that the estimated input threshold value is
suﬃcient to trigger the intermediate circuit components all the
way from input to ﬁnal output. However, the separate threshold
values of intermediate circuit components can also be analyzed
in D-VASim.
In order to understand the algorithm for estimating the
threshold value, consider the simulation traces of the genetic
AND gate using iBioSim18 shown in Figure 2. In Figure 2b, it is
seen that keeping the input concentrations to 10 molecules
causes the average output concentration to stay below the level
of the input concentration. Upon increasing the input
concentrations further to 13 molecules, the average output
concentration goes above the level of the input concentrations,
as depicted in Figure 2c. We also performed the same analyses
with diﬀerent concentrations on diﬀerent logic circuits. These
analyses show a relation between the input and output proteins
of a genetic circuit. On the basis of these analyses, we deﬁne an
input−output relation of a genetic circuit in terms of its
threshold value as follows:
Def inition I. Threshold value: The minimum concentration of
input protein(s) that causes the average concentration of output
protein to cross the concentration of input protein(s).
In the example shown in Figure 2, the upper threshold value
of input is 13 molecules; that is, the input concentration above
13 molecules is considered logic 1, and that below 10 molecules
is considered logic 0. There is a transition region between these
two levels (not shown in Figure 2), where the average output
concentration is not clearly distinguishable with the input
concentration level. Hence, when the concentration levels of
both inputs are 10 or fewer molecules, i.e., logic 0, the average
output concentration remains low (logic 0), else it goes high
(logic 1) when the concentration of both inputs reaches 13 or
more molecules (logic 1). This relation of input and output
concentration is justiﬁed because, according to this deﬁnition,
one do not need to care about how many circuit levels are
cascaded between input and output. It simply identiﬁes the
input concentration required to trigger the ﬁnal output. The
same deﬁnition is applicable to determine the threshold values
of intermediate circuit components separately.
Another important factor for automatically obtaining the
correct Boolean expression from the simulation data is the
propagation delay. Figure 3 shows a zoomed-in version of
Figure 2c, which shows that the eﬀect of changes in the input
concentration is reﬂected in the output concentration after a
time delay of approximately 700 s. That is, the output protein
takes about 700 time units to cross the level of the input
concentration when the inputs are triggered to their threshold
value. Thus, we deﬁne the propagation delay of a genetic circuit
as follows:
Def inition II. Propagation delay: The time f rom when the input
concentration reaches its threshold value until the corresponding
output concentration crosses the same threshold value.
Figure 3 shows that the output goes “high” after
approximately 700 s from the time when both inputs have
reached the signiﬁcant concentration level (13 molecules).
During these 700 s, the output remains low and hence does not
produce the expected logic output. It also means that, during
simulation (or even during experimentation in the laboratory),
the user should not change the inputs before this time delay has
elapsed. In order to identify the threshold levels of a circuit in
the laboratory, the biologist could perform this analysis by
adding the input concentration periodically to see if it
signiﬁcantly aﬀects the concentration of the output. To identify
the input concentration, which signiﬁcantly aﬀects the output,
diﬀerent input combinations must be tried with diﬀerent
Figure 2. Preliminary analysis of a threshold value for the genetic
AND gate using iBioSim.18 It shows the results from running the
stochastic simulation of the genetic AND gate 1 time (a) and 50 times
(b) and (c). The unit of species’ concentration used in the circuit
models of ref 13 is the “number of molecules”. Panel (a) shows that
both of the inputs are triggered to 10 molecules, TetR after 1000 time
units and LacI after 2000 time units, and that the output is highly
stochastic, which makes it diﬃcult to determine the input threshold
value. A smooth output curve is obtained by plotting the average of 50
runs, as shown in (b) and (c). Panel (b) shows the lower threshold
value of inputs LacI = TetR = 10, and panel (c) shows the upper
threshold value of inputs LacI = TetR = 13.
Figure 3. Zoomed-in image of Figure 2c indicating the preliminary
propagation delay analysis using iBioSim.18 In this ﬁgure, the
propagation delay is approximately 700 s.
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concentration levels, which is a very tedious and time-
consuming task to do in the laboratory. Furthermore, as
mentioned above, it must be ensured that each input
combination is applied after a certain time delay. In this
work, we have developed an algorithm to automate this process
and tested it on D-VASim.15 Since the behavior of a genetic
circuit is well described by stochastic simulations, we therefore
apply the proposed method to the stochastic behavior of a
genetic circuit obtained from Gillespie’s stochastic simulation
algorithm.20,21
The algorithm for the threshold value and propagation delay
analysis is shown as pseudocode in Chart 1. The algorithm is
initialized by some user-deﬁned parameters as indicated in
Chart 1. Cin speciﬁes the value of the input protein(s)
concentration, from which the tool should start its threshold
analysis. Inc is the value with which the input concentration is
increased for each iteration, in order to observe if the resulting
concentration level of the input aﬀects the concentration of the
output. The CinE value speciﬁes the input concentration at
which the algorithm should stop the analysis of the threshold
value. The algorithm also requires an initial assumption of the
input−output propagation delay value, TD. It was already
mentioned that the input−output propagation delay value is
critical for extracting the correct logic behavior of a circuit
model. Thus, it is necessary to wait until this time value has
elapsed before applying the next combination of inputs. Since
the time delay value is unknown for the automatic analysis, the
tool begins the analysis with an assumed value and later
estimates the approximate one. Assuming a higher value
increases the estimation time but gives a better estimation of
the threshold value.
For a simulation, if every node of a genetic circuit model is
not initialized to a stable value, then some of the genetic
circuits’ outputs are initially unstable and exhibit unexpected
behavior for a certain amount of time. For example, in the
simulation traces (see Figure 2) of the genetic AND circuit
shown in Figure 1, the initial values of LacI and TetR are zero,
but when the simulation starts, the output, CI, of the ﬁrst
circuit’s component (i.e., NAND gate, see Figure 1) is also zero,
which enables the inverter and produces GFP until the input
value 0 propagates through the NAND gate. In order to
perform correct timing analysis, it is therefore required to
initialize all of the circuit nodes to a stable value. If the values
are not initialized, it is important that the algorithm should wait
for the circuit’s output to become stable ﬁrst. The parameter ST
(settling time) helps the user to specify a rough value for the
initial time during which the circuit’s output is expected to
become stable. When the algorithm performs automatic
analysis, it waits for the value deﬁned for ST to allow the
circuit’s output to become stable ﬁrst and then triggers the
input combinations to determine the appropriate threshold and
propagation delay values of a circuit. For small genetic circuits,
containing a single gate only (for example, NOT, NAND, and
NOR) and having a low degradation rate (kd = ∼0.0015), it is
observed through simulations that these circuits usually take at
least 1000 time units to become stable. This implies that, for
these circuits and kd, the ST parameter should not be less than
1000 time units. If a value less than this is chosen, then the
algorithm will not be able to produce the correct estimation.
The algorithm further veriﬁes the obtained threshold value
by iterating the model for a predeﬁned number of iterations, i.
During this iterative veriﬁcation process, the algorithm obtains
the average propagation delay by running the model for the
length of time deﬁned by VT for each iteration i. It also
identiﬁes the extent to which the average output for the
estimated threshold value is consistent. In order to understand
this procedure, lets assume the parameter values shown in
Table 1. The unit for concentration here is the “number of
molecules”.
Chart 1. Threshold Value Analysis Algorithm
Table 1. Sample Values of Parameters Required for
Threshold Value and Timing Analysis
parameter name value
Cin 0
Inc 2.75
CinE 15
TD 800
ST 200
i 10
VT 1000
OCDUTh 90
OCDLTh 30
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Now consider the sample time scale plots shown in Figure 4.
To ﬁnd the threshold value of the input concentration that
signiﬁcantly aﬀects the output concentration, a speciﬁc input
combination should be applied. This means that all possible
combinations should be checked one by one until the speciﬁc
combination of inputs that triggers the output concentration is
found. For logic circuits like AND, NAND, OR, NOR, and
NOT, the output transition can be observed by triggering both
of the inputs to the same concentration level at the same time.
The algorithm, therefore, triggers both input combinations
from 00 to 11 ﬁrst, instead of following the traditional pattern
of 00 → 01 → 10 → 11. Because of this, the algorithm
estimates the threshold value of some circuits, for example,
AND gate, relatively faster.
Figure 4a shows the case of input logic combination “11”, i.e.,
when both inputs are triggered high. According to the settings
shown in Table 1, the algorithm runs the model ﬁrst by keeping
the input concentration at zero until the assumed time delay of
800 time units has elapsed. In order to determine if the output
concentration crosses the level of the input concentration as
deﬁned in Def inition I, or in other words, to determine whether
the output concentration goes above the input concentration
level or falls below it, we need to know the initial concentration
of output protein at input logic level combination “00”.
Therefore, during the ﬁrst 800 time units (TD), the average of
the initial output concentration is obtained by keeping the
concentration of both inputs at zero, i.e., logic 0. On the basis
of this average initial output concentration, the estimation of
the output concentration crossing the input concentration level
is performed.
Once the assumed time delay has elapsed, the input
concentration level is incremented to the next level, indicated
by line 32 in Chart 1. The example case shown in Figure 4a
portrays the scenario of an AND gate where the initial average
output of a circuit (with both input concentrations at zero) is
zero. The algorithm also works for the case where the average
initial output concentration is high, for instance, a NOT gate,
by iteratively increasing the input concentration and checking if
the output concentration falls below the concentration level of
the input. Note that this still satisﬁes Def inition I.
Point t1 shown in Figure 4a implies that the algorithm halts
the current loop execution when the value of the output protein
crosses the input concentration level. This anticipates the
possible threshold value (5.5 molecules in this example) as it
makes the output concentration cross the input concentration
level. To verify this threshold value, the algorithm executes a
separate loop to run the simulation of the circuit model for the
deﬁned number of iterations, 10 times in this example, as
shown in Figure 4b. This process is executed in lines 13−21 in
Chart 1.
In order to measure the correct propagation delay, it is
necessary to trigger the input protein, particularly from zero to
the expected threshold level, only when the model’s initial
output is settled. As mentioned before, the outputs of some
circuits are unexpectedly high, which gradually settles to zero.
This scenario is depicted in Figure 4b. Therefore, the initial
concentrations of input proteins must not be triggered to their
expected threshold level until the output becomes stable. As
mentioned above, the settling time, ST, lets the user provide a
period of time by which the initial output is expected to
become stable. This is the time at (or after) which the
algorithm triggers the inputs to their expected threshold levels
to determine the time it takes to trigger the output
concentration. If a low value is assumed for ST, then the
algorithm may produce an incorrect propagation delay. For
example, in Figure 4b, if a value of 50 was chosen as the settling
time, then the inputs would be triggered at 50 time units. At
this instant, when the inputs are triggered to their expected
threshold level, the concentration of the output is already above
the threshold level and thus the algorithm would estimate the
propagation delay to zero. Therefore, depending on the
complexity of a circuit and the degradation rate (kd), this
value should be chosen carefully.
The simulation output data from all 10 iterations were
averaged to obtain the average estimated propagation delay and
the inconsistency present in the output plot for the estimated
threshold values. The inconsistency, illustrated in Figure 4b, is
calculated by determining the size of the average output data,
which is less than the the input concentration level immediately
after the output crosses the input level for the ﬁrst time, i.e., the
inconsistency is estimated between points t2 and t3 as shown in
Figure 4b. In other words, for examining the upper threshold
level, the idea is to determine how consistently the average
output data remains above the input concentration level
between points t2 and t3. The algorithm accepts the estimated
threshold value based on the user-deﬁned parameter, %
acceptance of consistency, shown as OCDUTh (for upper
threshold level) and OCDLTh (for lower threshold level) in
Chart 1.
Figure 4. Sample time scale plots of the genetic AND gate. This ﬁgure
shows how the automatic threshold value and timing analysis takes
place by the proposed algorithm. (a) First loop to detect the threshold
value. (b) Separate loop to verify the estimated threshold value
repeatedly for a predeﬁned number of iterations, i (10 in this case). If
more than 90% of the average output data, between instants t2 and t3,
remains above the input level, then the input concentration level is
considered to be the upper threshold level. Similarly, if less than 30%
of the average output data remains above the input level between
instants t2 and t3, then the input concentration level is considered to
be the lower threshold level. The propagation delay is measured from
the instant when the input is triggered from its lower threshold level to
its expected upper threshold level to the instant when the average
output crosses the same input level.
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The results are accepted if the estimated consistency is
greater (for the upper threshold) and less (for the lower
threshold) than the user-deﬁned values, OCDUTh and OCDLTh,
respectively.
This is shown in the lines 26−31 in Chart 1. The results are
otherwise discarded, and the algorithm resumes the analysis
from point t1, shown in Figure 4a. The percentage output
consistency is calculated according to eq 1.
= − ×−
−
O D
O
% output consistency 100t t
t t
2 3
2 3 (1)
where Ot2−t3 is the size of the average output data between
instants t2 and t3 (Figure 4b) and D is the deviation, which
deﬁnes the number of times the output data is found to deviate
from the expected (greater or less than) threshold value.
The quantity D in eq 1 is considered to be diﬀerent in two
diﬀerent cases; i.e., when the initial input concentration is
found low, then D in eq 1 indicates the number of times the
output data is found to be “less” than the threshold value, as in
the case shown in Figure 4. Else, if the initial input
concentration is high, then D signiﬁes the number of times
the output data is found to be “greater” than the threshold
value. For the sample parameters (Table 1) used for the sample
plots shown in Figure 4, the algorithm estimates the input
concentration as the upper threshold level if the output
consistency is 90% or above. Likewise, the input level is
assessed as the lower threshold level if the estimated output
consistency is less than 30%.
Simulation Results. In this research, timing analysis is
performed on the nine genetic logic circuit models (Figure 5)
proposed in ref 13. The genetic implementation and the
description of these circuits can be found in ref 13. These
circuits are considered fairly complex in the context of genetic
circuits because each gate is composed of several genetic
components. Their kinetic interactions are described by a
number of mathematical equations in the SBML model. We ran
the SBML models of these genetic logic circuits on D-VASim
and performed their threshold value and propagation delay
analysis.
In microelectronic devices, the behavior of a circuit depends
on many diﬀerent parameters. For example, in MOS transistors,
the drain current depends on the width and length of the gate,
oxide capacitance, gate-to-source voltage, and so forth.
Similarly, the behavior of a genetic circuit also depends on
diﬀerent parameters, including degradation rate, forward
repression binding rate, forward activation binding rate, and
so on. These parameters of a genetic circuit model are
described in the SBML ﬁle. We carried out simulations on these
nine genetic circuit models by observing the eﬀects of varying
the degradation rate (kd) on the propagation delay and the
threshold value of a circuit.
The degradation rate is the rate at which a chemical
compound (e.g., a protein) is decomposed into intermediate
products, i.e., a produced protein will be eﬀective only for a
certain period of time determined by the degradation rate. A
zero degradation rate means that the protein does not degrade
and hence will be eﬀective forever. This is an often-used
assumption, which clearly is not realistic, which is why
understanding the impact of the degradation rate on the
timing analysis is an important investigation.
The threshold value and propagation delay of each circuit is
obtained for ﬁve diﬀerent values of kd (0.0015, 0.0055, 0.0095,
0.0135, 0.0215). These set of values are chosen based on a
degradation rate value used in ref 13. It has been experimentally
observed that the variation in degradation rate (kd) greatly
eﬀects the settling time, ST, of an output. Hence, for each
circuit, we chose diﬀerent parameter values (shown in Table 1),
except the number of iterations, i, and % acceptance of
consistency for the upper and lower threshold values (OCDUth
and OCDLth), which were set to 5, 70, and 30, respectively, for
Figure 5. Set of genetic logic circuit models by Myers13 that is used for
the experimentation in this work. More complex circuits, (f)−(i), are
further categorized into three intermediate levels: P1−P2, P2−P3, and
P3−P4. The timing analyses are performed on these three levels
separately, which are mentioned in Table 2. The SR latch shown in
Ckt 7 is asynchronous and does not require a clock input.
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all circuits. We purposely used OCDUth = 70% to demonstrate
that it is aﬀected by threshold values.
Figure 6 shows how D-VASim reports the outcomes of a
threshold value and propagation delay analysis once the
algorithm ﬁnishes execution. This ﬁgure shows the threshold
value and timing analysis results obtained for Ckt 8 (Figure 5h)
when the degradation rate (kd) was set to 0.0135. It indicates
that the estimated upper and lower threshold values are 6.5 and
3.25 molecules with 98.4 and 25.5% consistency, respectively. It
also calculates the approximate input−output propagation delay
value to 620 time units with a standard deviation of ±190.08, in
this case based on ﬁve iterations. When the results are obtained,
the user may interact with the model during run time, apply all
possible input combinations in a signiﬁcant amount, and match
the propagation delay with the one estimated by D-VASim.
Figure 7 shows the simulation traces of the same Ckt 8 with kd
= 0.0135. Due to space limitation, only screen shots of the
analysis results and graphical simulation of Ckt 8 (for kd =
0.0135) are included in this article. However, the complete
experimental data of all circuits is available in the Supporting
Information.
Figure 8 shows the graphical plots of timing analysis for all
circuits. The values of propagation delays are plotted along the
y axis on the left-hand side. The threshold values and
percentage output consistency for each value of kd are plotted
along the y axis on the right-hand side. The x axis contains the
degradation rate values. The general impression of these
Figure 6. Results of threshold value and propagation delay analysis of
Ckt 8 generated by D-VASim for kd = 0.0135. The estimated upper
and lower threshold values are 6.5 and 3.25 molecules with 98.4 and
25.5% consistency, respectively. The approximate input−output
propagation delay value is 620 time units with a standard deviation
of ±190.08.
Figure 7. Analog simulation traces of Ckt 8 with its corresponding digital waveforms for kd = 0.0135. Inputs are A and B; output is C. It can be
observed that the initial concentration of output protein, C (shown as green plots), is high above the threshold value and it takes approximately 400
time units to settle. Furthermore, when the input concentrations are triggered to their lower threshold level, i.e., 3.25 molecules, the output
concentration remains zero. When the input concentration levels are triggered sharply to their estimated threshold value, i.e., 6.5 molecules, the
output of a circuit is high after approximately 800 time units.
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Figure 8. Eﬀects of varying the degradation rate (kd) on the propagation delay of genetic logic circuits.
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experiments is that the propagation delay of genetic circuit
decreases with the increase in degradation rate (kd). This was
expected because when the degradation rate is high the protein
degrades faster and thus contributes in a reduction in the
propagation delay. However, the propagation delay does not
seem to have an inverse relation with the degradation rate. The
propagation delay for all circuits dropped considerably with the
ﬁrst decrement of 40 × 10−4 in kd, and it then decreases slowly
for the next higher values of kd. The standard deviation in the
propagation delay, calculated for the speciﬁed number of
iterations (i.e., ﬁve in these experiments), is also included for
each circuit in the plots shown in Figure 8. It can be noticed
that the propagation delay of a circuit is more variable for low
degradation rates. The variation in the propagation delay
decreases with the increase in degradation rate; however, a high
degradation rate makes the cascaded circuit’s output unstable.
This is because the genetic components decay quickly when the
degradation rate is high, thus causing the circuit’s logic to
switch faster even when a small input concentration is applied.
This also reduces the transition region between the upper and
lower threshold levels, as shown in the Ckt 8 data in Figure 8.
However, it can also be noticed for Ckt 8 that a transition
region is small for kd = 0.0135 (i.e., 3.25) as compared to kd =
0.0215 (i.e., 6.5). This is because, at kd = 0.0215, Ckt 8 becomes
unstable and produces high output glitches even when the
input concentration levels were kept to zero (see simulation
traces in the Supporting Information). This is the reason that
the lower threshold value of Ckt 8 at kd = 0.0215 is estimated to
be zero.
We further analyzed the intermediate delays of larger genetic
circuit models by splitting them into three points of
measurement, as shown in Figure 5. The propagation delays
for each of these points are mentioned in Table 2. The
propagation delay, indicated by a point of measurement P1−P4
in Table 2, is the entire circuit’s propagation delay. The reader
should not confuse these estimations with those depicted in
Figure 8. The results mentioned in Figure 8 are estimated by D-
VASim using the proposed algorithm, and the results
mentioned in Table 2 are those that are obtained by a user
through a runtime stochastic simulation.
The argument that a circuit’s output becomes unstable for
larger values of kd can also be supported by observing the
intermediate delays of Ckt 6 for kd = 0.0215 in Table 2. As
shown in Figure 5, Ckt 6 is composed of three inverters
connected back-to-back in series. When input protein LacI is
triggered to its threshold value, it suppresses the production of
TetR. When the concentration of TetR drops below its
threshold level, it produces Cro, which in turn suppresses the
production of output protein GFP. However, the intermediate
propagation delays of Ckt 6 for kd = 0.0215 shows that when
the input protein, LacI, is triggered to the estimated threshold
value, the overall output of a circuit, GFP, is produced in 56.5
time units. However, one of the intermediate outputs, Cro, is
produced in a signiﬁcant amount after ∼70 time units, which is
greater than the propagation delay of the entire circuit. This
invalidates the desired circuit’s behavior and makes the output
unstable, which indicates that the circuit does not behave as
designed.
For Ckt 7, the results of intermediate propagation delays
indicate that an intermediate output Y is always triggered ﬁrst
before another intermediate output Z. This is obvious because
the number of components in path P1−P2 is fewer than the
components in path P2−P3. However, this timing analysis also
implies that both S and R inputs of the SR-latch remain high for
some interval of time. This, however, seems to have no eﬀect
on the output, C, during runtime simulations. It may be
because this time interval is less than the propagation delay of
SR-latch (i.e., P3−P4). If both S and R remain high for a time
greater than a delay of P3−P4, the output is likely to become
unpredictable. For a large degradation rate (kd = 0.0215), the
intermediate output Z (P2−P3) is produced ﬁrst, before
intermediate output Y (P1−P2), which invalidates the intended
circuit’s behavior because the number of components in path
P1−P2 are higher than in P2−P3. Similarly, the outputs of
other cascaded circuits are also unstable for higher values of kd.
Aside from these analyses, we observed some other
interesting facts from varying the upper threshold value on
the propagation delay of a circuit. It is observed that smaller
concentrations of the input protein have a weak impact on the
output protein, which is analogous to the behavior of
microelectronic devices. For instance, in MOS transistors,
weak applied VGS (gate-to-source voltage) results in a weak
drain current, ID.
17 This eﬀect can be observed in the graphical
plot of Ckt 4 in Figure 8. In this plot, for kd = 0.0215, the
threshold value of a circuit is reduced to 5 molecules as
compared to its previous data point, which is 10 molecules at kd
= 0.0135. Due to the increment in kd, the propagation delay at
this point is supposed to decrease if the input threshold value
remains the same. However, it slightly increases because the
input threshold is reduced to 5 molecules. We have observed
this eﬀect on other circuits as well during run time simulations.
For instance, we increased the applied input concentration to
60 molecules for Ckt 7 at kd = 0.0015 and observed that the
propagation delay is decreased from 6156 to 5570 time units
(see Supporting Information). This inverse relation between
propagation delay and threshold value holds to a certain extent,
and then a further increment or decrement in the applied input
concentration does not aﬀect the propagation delay.
Moreover, for higher values of kd, we observed that the
output consistency of the upper threshold level is increased by
reducing the threshold value. This is shown in the plots of
Table 2. Intermediate Propagation Delays of Genetic Logic
Circuits
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Ckt 9 in Figure 8. The output consistency of the upper
threshold level, at kd = 0.0135 was reduced to 49% (not shown
in Figure 8) when the threshold value was set to 30 molecules.
We then analyzed the output consistency of Ckt 9 at kd =
0.0215 by keeping the threshold value to the same level, i.e., 30
molecules (not shown in Figure 8), and we noticed that the
output consistency decreased to 2%. We then decreased the
threshold value to 6.5 molecules and observed that the output
consistency increased to 75.5%, as shown in Figure 8.
The plots for lower threshold values of each circuit are also
shown in Figure 8. It has been observed that the lower
threshold value of all circuits approaches zero as kd increases.
The values of the upper and lower threshold levels also depend
on the parameter Inc (see Table 1), which speciﬁes the input
concentration to be added to the previous input concentration
level during each iteration, i. For example, in the case of Ckt 2
and Ckt3, the value of Inc was set to 30 at kd = 0.0015. The
algorithm thus triggers the input concentration from 0 to 30
directly during the analysis. Because of this, the average output
was found to be 100% consistent for the upper threshold level,
which results in estimations of the upper and lower threshold
levels of 30 and 0 molecules, respectively. If a lower value of Inc
was chosen, then the results would be diﬀerent but more
precise.
We further explored the possibility of analyzing the SBML
models of real genetic circuits. We picked the genetic AND gate
circuit (composed of inverters and NOR gates) from ref 19.
The genetic circuits presented in ref 19 were ﬁrst developed
with a tool named Cello, which generates the Synthetic Biology
Open Language (SBOL) ﬁle.22 Unlike SBML, the SBOL
representation does not describe the behavior of a biological
model. We, therefore, ﬁrst used the SBOL−SBML converter23
to generate the behavioral model of the above-mentioned real
genetic AND circuit. This SBOL−SBML converter is available
as a plug-in in iBioSim,18 which uses the default parameters
while deﬁning the reaction kinetics during the conversion
process. Since the actual parameters, like degradation rate,
forward repression binding rate, etc., are not disclosed in ref 19,
we performed timing analysis of the real genetic AND gate
circuit using the default iBioSim parameters. However, the
parameter values can always be changed, and new parameters
can also be added to observe more realistic results.
Furthermore, the SBOL ﬁle generated by Cello does not
include the input sensor block of a circuit (which includes the
input inducers); thus, these inducers are also not included
during the SBOL−SBML conversion process. Hence, we added
the input inducers manually in the SBML model using iBioSim,
as shown in Figure 9. The components inside the yellow box
are manually added, and rest of the model is a result of SBOL-
SBML conversion process.
Figure 10 shows timing analysis results of the SBML model
of the genetic AND gate circuit.19 All of these analyses for
diﬀerent degradation rates were obtained within 30 min, and
the simulations with all possible input combinations were
performed within 10 min. This is obviously faster compared to
testing the model in a lab, where the models were ﬁrst placed in
the logic-0 state for 3 h and then switched to other possible
states, one by one, each for another 5 h.19
Figure 10 indicates that the results of the genetic AND gate19
are similar to those obtained for the other nine genetic circuit
models.13 In general, it is observed that the propagation delay,
threshold value, and degradation rate are all interlinked. The
output of a circuit is stable for small values of kd, but it increases
the propagation delay. The variation in the propagation delay is
also greater for small values of kd. On the other hand, the
output of a circuit becomes unstable for large values of kd but
decreases the propagation delay. Large values of kd also
contribute to a reduction in the threshold value to a certain
point. This is because the circuit becomes faster for large kd;
therefore, a small input concentration is suﬃcient to trigger the
output protein. The degradation rate cannot be increased
beyond a certain point because it makes the output oscillate
highly. This implies that the threshold value of a circuit cannot
be decreased beyond a certain point. This corresponds to
scaling trends for the MOSFET device, where the gate width
cannot be reduced beyond a certain number of nanometers.
Summary. In this work, we proposed a method to perform
timing analysis of genetic logic circuits, which is then
implemented and tested in D-VASim. We primarily performed
the threshold value and timing analysis on entire circuits
instead of on each individual circuit component. However, D-
VASim is also able to analyze the threshold value and timing
analysis of individual circuit components. In this work, D-
VASim estimates the overall threshold value of an entire circuit,
which gives user a minimum value of the input species required
to trigger the output of a genetic circuit. We further explored
the eﬀects of a circuits’ timing upon varying certain parameters.
This may assist genetic circuit designers in ﬁnding an
appropriate set of parameters to achieve the desired timings
Figure 9. SBML design of the genetic AND gate circuit obtained from
ref 19. When both of the input inducers, aTc and IPTG, are present,
they form a complex with their corresponding regulators. These
regulators then gradually stop inhibiting their respective promoters,
which eventually leads to the production of the output protein, YFP.
Figure 10. Eﬀects of varying the degradation rate (kd) on the
propagation delay and threshold value of the genetic AND gate
circuit.19 The propagation delay of the circuit decreases with the
increase in kd. Additionally, low input concentrations are required to
trigger the output of a circuit at higher values of kd. Note that these
results may diﬀer when the actual parameter values are used.
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of a genetic circuit. D-VASim could actually help reduce the
time-consuming in vitro experiments (laboratory experiments)
needed to analyze and design genetic circuits with the desired
behavior and timings. We anticipate that the ability to analyze
the timings of a genetic circuit may open up a new research
area, helping biologists and scientists design and characterize
the timing properties of genetic circuits. Depending on the
complexity of a genetic circuit and the user-deﬁned settings for
these analyses, D-VASim may take up to an hour to estimate
the threshold value and propagation delays. This estimation
time is still reasonable as compared to the number of days of
laboratory experimentation that are required for a single
combination of inputs and for a speciﬁc set of parameters. In
future work, we will perform threshold value analysis for each
input protein of a genetic circuit separately. We will also include
an option in D-VASim to perform these analyses faster by
running the algorithm on GPUs (graphical processor units).
Moreover, we will continue analyzing the timings of all other
circuits19 with a more detailed set of parameters.
■ METHODS
All of the experiments were performed using stochastic
simulations on D-VASim v1.2. The latest version of D-
VASim (v1.2) is available to download from http://bda.
compute.dtu.dk/downloads. The user manual and video
demonstration of D-VASim (including threshold value and
timing analysis) can be accessed at http://bda.compute.dtu.dk/
user-manuals/.
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