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Its Role in the Climatology and Hydrology of the Region

As a major term in both the energy and water budgets, evapotranspiration
(ET) has the potential to exert significant impacts on both climate and hydrology,
from the basin, regional and global scales. This dissertation will examine of the impacts of ET on climatology and hydrology in the Southeastern (SE) region of the
United States. It is presented in two complementary narratives throughout this document; an analysis of climatological impacts of ET due to land use change and a
hydrological analysis, examining the spatial and temporal roles of ET with respect
to streamflow. The climatological analysis investigates a regional climate anomaly
from an observational perspective but within the conceptual framework of variations
in the energy budget. Long-term temperature and land cover datasets are employed
to examine the linking trends. Eddy flux tower data is compiled over the region along
with satellite data and a crop model to quantify the different biogeophysical characteristics associated with the major LULC changes. The hydrological component of
this dissertation investigates the spatial and temporal impacts of ET on streamflow
with an overall goal to evaluate the impact of ET in an effort to determine the spatial
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CHAPTER 1

INTRODUCTION

Evapotranspiration (ET) is one of the most significant components of the hydrological, climatological, and biological cycles of most ecosystems. It is the only term
that appears in both water balance and land surface energy balance equations. ET is
defined as the conglomerate upward land surface moisture flux. It is a comprehensive
term that combines vegetative transpiration and evaporation from bare ground, open
water and canopy interception. On average, global ET losses amounts to over half
of the total precipitation in terrestrial ecosystems and can even exceed precipitation
in some arid and semi-arid regions (Zhang et al. 2001; Lu et al. 2003; Shukla and
Mintz 1982; Li et al. 2009). As a major term in both the energy and water budgets,
evapotranspiration has the potential to exert significant impacts on both climate and
hydrology, from the basin, regional and global scales. With the Intergovernmental
Panel on Climate Change (IPCC) predicting increased warming during the 21st century, and in light of the current long term drought affecting various parts of the earth
(including the western US), ET will continue to play a dominant role in the energy
and hydrologic cycles.

1

ETs impact on the climatology and hydrology of the Southeastern U.S. may
be especially direct due to its location as well as economic and cultural forces that
affect the region. The warm subtropical climate, the influence of El Nino, and major
land use shifts over the past fifty years may combine to enhance the role that ET
plays in the climate and hydrology of the region. However, the exact nature of that
role, and its influences and impacts remain unknown.
This dissertation will examine of the impacts of Evapotranspiration (ET) on
climatology and hydrology in the Southeastern (SE) region of the United States. It is
presented in two complementary narratives throughout this document; an analysis of
climatological impacts of ET due to a changing landscape and a hydrological analysis,
examining the spatial and temporal roles of ET with respect to streamflow. Each
analysis specific goals and objectives contribute to the overall goal of this dissertation:
to provide further insight to ETs effects on hydrology and climatology in the SE. The
goal of the climate analysis is to quantify ETs effect due to a significant land use
conversion in the SE and evaluate its relationship with the anomalous century long
temperature trend of the region. The goal of the hydrological analysis is to quantify
the influence of ET on streamflow hydrology at various spatial and temporal scales,
with a specific intent to help identify the spatial and temporal scales of ET needed
to accurately model the hydrology and water availability of the region.
The two analyses were conducted separately; using different datasets and
methodologies. However, both are connected in that the overarching protagonist
in each scenario is ET, specifically ETs unique roles in the Southeastern U.S. The
climatological investigation aggregates the region as a whole while the hydrological
2

inquiry focuses on a set of 57 representative watersheds throughout the SE. Here in
the introduction, a brief background will be presented to set the stage, describing the
purpose and novelty of each investigation, followed by an itemized list of objectives.
The chapter then concludes with a brief overview explaining the layout and structure
of the document.

1.1

1.1.1

Part I: Regional Climatological Analysis

Climatology and Land use changes of the Southeastern U.S.
The 5th Assessment Report of the Intergovernmental Panel on Climate Change

(Hartmann et al. 2013; Fig. 2-21) shows that over most of the world, gridded annual
surface air temperatures have increased from 1901-2012. However, some areas show
static or even downward temperature trends. This uniquely exists in the southeastern
region of the conterminous United States. Figure 1.1 shows the National Climate
Data Center’s divisional temperature trends from 1985 to 2014. Though the latter
quarter of the century exhibits a spatially consistent rising trend across the U.S., the
persistence of this phenomenon over the Southeast includes the unique characteristic
that the region exhibits a cooling trend over the entire 20th century. The Southeastern
cooling episode exhibits several notable and unique features: its earlier onset, its
persistence well into the 21st century (albeit at a smaller spatial scale), and most
notably, a decline in minimum as well as maximum temperatures (Knappenberger
et al. 2001). Further analysis from the most recent National Climate Assessment
(Melillo et al. 2014) highlights this anomaly as a warming hole.

3

Coincident with the past century’s warming hole, the Southeastern US has
experienced a significant land use/land cover (LULC) change. While the region was a
major agricultural producer at the turn of the 20th century, the 60 years that followed
saw a drastic reduction of cropland. The rain-fed agricultural system in place was no
match for the irrigating farmers in the West or the Midwestern farms that are largely
insulated from drought by their deep water holding soils (McNider et al. 2014). In
Alabama, for example, planted acres of corn and cotton have decreased by 90% over
the past century (Census of Agriculture, National Agricultural Statistical Service,
www.nass.usda.gov, accessed 4/10/2015). On average, the Southeast as a whole lost
45% of agricultural land since 1920 (Waisanen and Bliss 2002) with Florida as the only
state with a net gain. In addition to the loss of crop land, forests in the Southeast were
rebounding from the significant cutting that went on from 1880s to 1920s (Bronaugh
2012).
As can be seen in Figure 1.2, the loss of agriculture is not unique to only the
Southeast; indeed most the Eastern U.S. experienced notable cropland loss. However, an important aspect of that land cover change is unique to the Southeastern
region. Urban and suburban areas in the Northeast grew rapidly, filling the gap
where agricultural land once existed. In the southeast, however, population actually
declined during this period in most of the agricultural counties (Waisanen and Bliss
2002). Meanwhile, as rural economies, dependent on local and regional agriculture,
descended into poverty, the Conservation Reserve Program (CRP) and timber plantations filled the vacuum of fallow land. The Southeast, now known as the worlds wood
basket is responsible for 60% of the national timber industry (Prestemon and Abt
4

Figure 1.1: (a) Conterminous U.S. temperature trends from 1895 to 2014 and (b)
comparison of Conterminous U.S. and Southeastern trends. Solid trend lines in (b)
reflect the time frame of 1920 through 1992, where the trends for the US and SE are
+0.01 and -0.6 respectively; the dashed line represents regime changes as defined by
a methodology given by Rodionov (2004).
5

Figure 1.2: Conterminous U.S. cropland loss from a Southeast maximum in 1920 to
1992 (Waisanen and Bliss 2002)

2002) and produces more wood products than any other nation, except the United
States itself. The USGS Land Cover Trends Project (Napton et al. 2009) found that
most of the land cover change over the last quarter of the century in the Southeast was
due to forest harvesting and regrowth, agricultural abandonment and development.

1.1.2

Objectives for Climatological Analysis
Cropland and forest have significant differences in climatic feedbacks; forests

have much deeper rooting depths, higher canopies, year round greenness (evergreen),
etc. These feedbacks are influenced in part by the differences in ET of each land cover
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and ET is directly related to the sensible heating (temperature) of the environment.
Given the importance of LULC on the coupled land-atmosphere system (Pielke et al.
2002), it is possible that the major cultural LULC shift over the past century in the
southeastern United States could have had a significant influence on the climate of
the region, explaining, in part, the temperature anomalies that are inconsistent with
global and national trends.
While other studies have investigated the Southeast warming hole by resolving
global and regional climate models (Saxena and Yu 1998; Portmann et al. 2009;
Rogers 2012), there is considerable uncertainty on the details of the parameters in
land-use models especially at coarse resolution (Pleim and Xiu 2003; McNider et
al. 2005). Thus, this study investigates the regional anomaly from an observational
perspective but within the conceptual framework of variations in the energy budget
specifically as a result of the land use shift. Long-term temperature and land cover
datasets will be employed to examine the linking trends. Eddy flux tower data will
be compiled over the region along with satellite data and a crop model to quantify
the different biogeophysical characteristics associated with the major LULC changes.
The main objective of this document is to estimate a net radiative forcing from several
perspectives as a result of the LULC change. The analyses is also be supported by
skin temperature and albedo observations from satellite mounted instruments. In an
effort to achieve this objective the following sub-objectives were accomplished in this
analysis:
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1. Utilize a long-term climate data to analyze the trends unique to the Southeastern U.S.
2. Establish a long term LULC change data base by combining several reconstructed and satellite observed LULC databases.
3. Construct a climate data set of ET measurements, incoming solar isolation,
and albedo throughout the SE representative of all major LULC sectors in the
Southeastern U.S.
4. Provide model and satellite estimates to support those LULC that are underrepresented in the observed data.
5. Perform an energy budget analysis of the region for the period of 1920 through
1992.
6. Correlate changes in sensible heat loss to temperature trends in the Southeast.

1.2

1.2.1

Part II: Regional Watershed Analysis

Hydrology of the Southeastern U.S.
ET is directly related to the temperature and sensible heating of the environ-

ment. It is also directly related to the streamflow hydrology. The annual hydrology
of the Southeast is largely driven by ET from the large standing biomass in the region
(Sun et al. 2005; Douglass 1983). In general, the distribution of precipitation throughout the year is relatively uniform; with minimums occurring in the later fall months
(i.e., October). However, stream flows have a marked annual cycle driven by warm
8

Figure 1.3: Climatology and hydrology of Alabama, showing the relationship between average daily precipitation, ET and streamflow by month. Runoff is derived
from USGS streamflow, precipitation is provided by the Livneh et al. (2013) dataset,
and ET is from the MODIS MOD16 ET product (Mu et al. 2011). See chapter 4 for
more detail on the datasets used.

season evapotranspiration so that the seasonal ET can often reduce stream flows to
critically low levels particularly during the July-October months (Cruise et al. 2010).
Figure 1.3 presented below shows representation of the average monthly precipitation,
ET and runoff (streamflow divided by the drainage area) of the Southeastern US. The
figure clearly demonstrates the seasonal dependence of the streamflow (runoff) to the
ET.
With respect to long-term trends, Lins and Slack (1999), in their landmark
paper, developed a streamflow dataset known as the Hydro-Climatic Data Network
(HCDN) to look at secular trends in streamflow. They found that streamflow trends
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are most prevalent in the minimum to median quantile flows. And though they found
that streamflow has generally increased across broad sectors of the U.S., decreases can
be found in the Pacific Northwest and the Southeast. This study reinforced a similar
investigation via Lettenmaier et al. (1994) that included 4 monthly hydro-climatic
variables.
Cruise et al. (2010) investigated the impact of land-cover changes on the
hydrology of streams in the Southeast from 1980-2000. In looking at 12 watersheds
in the region, they found that only about 20% (those with significant decreases in
agricultural land cover with a coincident increase in forested land) showed significant
trends in hydrologic indices, due in part to increased ET.

1.2.2

Objectives of Watershed Analysis
Though the annual cycle of ET has a marked influence on the annual stream-

flow, will this dependence continue into the daily regime? What is the strength of
relationships between daily and/or weekly streamflow and ET? And at what spatial
scale is this correlation significant? This second analysis is conducted as a complement to the first, to explore these questions with an overall goal to evaluate the
impact that variable spatial and temporal scales of ET has on streamflow in an effort
to determine the spatial and temporal scales of ET necessary to model daily and/or
weekly streamflow. The main objective for this analysis is to employ traditional and
informational statistics to uncover the temporal and spatial extend where ETs influence on streamflow become significant. To achieve this objective, the following
sub-objectives were accomplished:
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1. Construct a data base of consistent hydrologic records (USGS stream gages) for
the Southeast covering the modern era (1980-present).
2. Spatially project and delineate the contributing area of each gage.
3. Utilize modeled and satellite derived ET estimates that covers all watersheds.
4. Perform statistical and entropic analyses of ET and hydrologic signals at various
spatial and temporal scales.

1.3

Structure and Layout of the Document

Though both of the analyses described above share a common theme, ET, each
analysis used separate datasets and methodologies uniquely crafted to best achieve
the desired results of each individual goal. As such, the structure of this document
reflects a bipartite layout. First, in chapter 2, a comprehensive technical background
on ET is presented that is shared by both analyses. Then in a similar fashion to
this introduction, chapters 3 and 4 are split into two parts, discussing first the climatological analysis then the watershed analysis. Chapter 3 provides the literature
review for each analysis detailing the previous work and how each part improves upon
the current state of knowledge. Chapter 4 then introduces the methodology of each
analysis, defining each study area, data used and a theoretical background on some
of the methods employed. The results of each analysis is designated its own chapter.
Chapter 5 reports the results of the climatological investigation, while chapter 6 reports on the results of the watershed study. Finally, the results of each analysis are
summarized, discussed and tied back together in the conclusions, chapter 7.
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CHAPTER 2

TECHNICAL BACKGROUND: THE QUANTIFICATION OF
EVAPOTRANSPIRATION

Evapotranspiration is one of the most difficult water budget components to
quantify (Allen 2008; Shuttleworth 2008). This difficulty stems from the complexities of the land-plant-atmosphere system, specifically as the temporal and spatial
scales become smaller. In contrast to open water evaporation, ET cannot be directly
measured in an easy manner. However, indirect measurements can be collected and,
alternatively, ET can be estimated from models based on various assumptions.
Over large spatial domains, ET is usually estimated from satellite observations,
Land Surface Models, or a combination of both. Energy budget, mass transfer, or
biophysical aerodynamic approaches can be employed. ET can be quantified on many
different spatial and time scales. On the first order, ET can be estimated from a
watershed by a simple water balance, where ET is the difference between precipitation,
basin outflow and the change in terrestrial water storage, ET = P − Q − S. On the
annual scale, the change in soil storage can be considered negligible (Wilson et al.
2001; Teuling et al. 2009). However, the shorter the time period, the more significant
this term will be and the more difficult it is to quantify.
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At the other end of the temporal spectrum, ET can be estimated from Eddy
covariance, lysimeter, and sap flow measurements. These measurements, the first two
measuring the actual transpiration of a single specimen, the other, the vertical flux of
water vapor over a canopy or area, can estimate ET on a sub-daily temporal scale. As
one would expect, the sub-daily measurements are best extrapolated to fine spatial
scales on the order of 102m2 (Wilson et al. 2001).
The most popular approach for estimating ET at the regional or watershed
scale has been in biophysical modeling. ET can be modeled using an assortment of
techniques, including mass- and energy balance theories and empirical relationships
between factors influencing the Potential Evapotranspiration (PET), or atmospheric
demand. Several reviews have been published over the years covering the strength
and weaknesses of the most popular approaches (Crago and Brutsaert 1992; Wang
and Dickinson 2012; Fisher et al. 2011).
The range of the most commonly used methods in calculating ET can be
grouped into three categories: a mass transfer (Daltons Law) approach, attempts
to close the energy budget, and combination approach that include both the radiation and hydrometeorological terms. The energy balance approach, of which many
methodologies exist, uses the radiative surface temperatures in determining the partition of the sensible and latent heats while the combination approach specifically
avoids the need for surface temperature.
ET is quantified in two different units. Usually in the energy balance methods,
ET is represented by the latent energy flux and is in unit of energy (i.e., watts).
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Another unit to quantify ET is through depth (i.e., mm) of water. These two units
are linked through the latent heat of vaporization.
Surface energy balance methods use the surface or skin temperature (usually
remotely sensed) and the measured air temperature to calculate the sensible heat
flux, or using a boundary layer model, the ET (moisture) is backed out from the
sensitivity of multiple surface temperature measurements. By observing the surface
temperature, the ambiguities of surface or canopy resistances can be avoided in the
surface energy balance methods. In addition, since the satellite views the surface as
a bulk composite the need for partitioning between land covers may be diminished.
A simple but typical model for the short-term rate of change of surface temperature
can be given by (Blackadar 1979; Noilhan and Planton 1989; McNider et al. 1994;
Pleim and Xiu 2003):


1
∂Tg
=
Rl + (1 − αs ) + Rs − εσTs4 − H − E − G
∂t
cg

(2.1)

Here Tg is the ground/canopy temperature, cg is the heat capacity/thermal
resistance of the surface, Rl is the longwave downward radiation, Rs is the incoming
solar radiation, αs is the surface albedo, Ts is the surface or radiating temperature, ε
is the surface emissivity, σ is the Stefan Boltzmann constant, H is the sensible heat
flux, E is the evaporative heat flux and G is the ground heat flux.
The most common criticism of the surface energy balance methods arise out
the accuracy of the radiative surface temperature. Small errors in the radiative surface temperature translate into large errors in sensible heat and H is very sensitive to
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fluctuations in Rs through its dependence on wind speed and atmospheric stability
(Cleugh et al. 2007). Furthermore, most methods do not constrain H to the conservation of energy and the need for cloud free observations present certain limitations
and often requires many days worth of measurement to cover a larger area. Some of
these issues can be addressed by using tendencies of the surface temperature in which
the absolute error can be neglected or minimized as well as the inclusion of boundary
layer models (Mackaro et al. 2011; McNider et al. 2005, 1994).
The Penman equation (Penman 1948) was developed to overcome these deficiencies and combines the surface radiation with hydrometeorological properties such
as aerodynamic resistance. Originally derived for open water evaporation, it requires
wind speed, relative humidity, Rn and G:

λE =

∆(Rn − G) + ρCp (δe ) r1a
∆+γ

(2.2)

∆ is the slope of the saturation vapor curve (P aK −1 ), the density (kgm−1 )
and heat capacity (Jkg −1 K −1 ) of air is ρ and cp , respectively, ra is the surface
aerodynamic resistance (ms−1 ), a function of wind speed, and γ is the psychrometric
constant (P aK −1 ). δe represents the vapor pressure deficit, es − ea , where es and ea
are the saturated and actual vapor pressures.
Later, Monteith (1965) introduced the surface resistance of the vegetation
(rc ) into the Penmans equation distinguishing evapotranspiration from water surface
evaporation:
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λE =

∆(Rn − G) + ρCp (δe ) r1a
∆ + (1 +

rc
)γ
ra

(2.3)

The Penman-Monteith equation, as it is commonly known, is regarded as
the most accurate theoretical expression of ET (Allen et al. 1998) and it or some
variation is used in most hydrological models . It combines the main drivers of ET
and provides an energy constraint. The sensitivity of the PM ET estimates can vary
based the season and the climate. In general, the PM equation is most sensitive to the
vapor pressure deficit (VPD) and the wind speed (Irmak et al. 2006). Particularly
in dry climates, the wind speed becomes the most sensitive term. In more humid
environments, the radiation term becomes a dominant driving force, however, during
the winter months the VPD and wind speed become more sensitive. Where VPD is
highly sensitive, emphasis is placed on accurate accounts for both the temperature
and the relative humidity. The canopy or surface resistance is a vegetation specific
parameter and is sensitive to the vegetation type under consideration (Beven 1979).
Forest surfaces in particular are highly sensitive to the canopy resistance. In wellwatered conditions, the surface resistance would be sensitive to both RN and VPD
depending on the vegetation type (Wang and Dickinson 2012). In water-stressed
conditions the surface resistance would be sensitive to the limiting soil moisture.
The PM approach attempts to physically represent the LE flux via a combination of radiative and aerodynamic terms. By not including the surface temperature,
a surface resistance term is included that represents the ability of the surface to conduct energy, and is theoretically represented as a big leaf (Deardorff 1978). When the
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aerodynamic and surface resistance terms are equal the PM equation reverts back to
the open water Penman equation. The direct application of the combination equation allows for the alteration of physically based parameters while providing objective
characterizations. In addition, PM meteorological measurements are required at only
one measurement height eliminating the need for gradients, which are more difficult
to measure.
However, despite its theoretical appeal, the climatic variables needed are often
not available for routine implementation and cannot be derived for large areas (Sun
et al. 2011). Wind speed and relative humidity are quite sensitive in the PM equation
and are often not routinely measured, at least not compared to temperature. Even
with accurate detailed meteorological data the surface resistance term provides certain
ambiguities due to the difficulty of measurement. Quantifying the surface resistance
in sparse or multilayered vegetation is particularly perplexing. Models do exist that
scale up leaf stomatal resistance (i.e. Jarvis 1976; Stewart 1988; Ball et al. 1987;
Tuzet et al. 2003), however, they include vague and hard to come by parameters
themselves. Thus, simplifications are commonly needed. For example, when the
surface resistance is much lower than the aerodynamic resistance (rs << ra , over
extensive moist surfaces), the Penman-Monteith equation will become limited by
energy only (i.e. equilibrium rate):

λEe q =

∆(Rn − G)
∆+γ
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(2.4)

This is the theoretical upper limit to ET when moisture availability is not constrained (Raupach 2001). Priestly and Taylor (1972) introduced this with a leading
coefficient typically on the order of 1.2-1.3 to estimate conditions with no water stress
(PET), but can range from 1.0 to 1.5 (Wang and Dickinson 2012). In applications,
the Priestly-Taylor coefficient is assumed to be a linear function of the root zone soil
moisture. It does not, however, explicitly consider the effects of either the vapor
pressure deficit or the canopy resistance.
This study employs ET from several sources that include estimates from both
the energy budget and PM methods described above. More detail on the specific
methodologies of the data sets that are used can be found Chapter 4.
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CHAPTER 3

LITERATURE REVIEW

3.1

Impacts of Evapotranspiration on Climate

It is known that biogeophysical variation (i.e. complex environmental processes including ET) due to changes in land use and land cover can have an effect on
climate. The U.S. National Research Council (Jacob et al. 2005) has recommended
expanding research into the influence of land cover processes on climate as a forcing.
It has been conjectured that the climate response to land use and land cover change
could possibly even exceed greenhouse gas contributions making for very important
local, regional and even global implications (Dirmeyer et al. 2010). Both observations
and models have been implemented to study the impact of land use and land cover
change on both the global and regional scales (Trail et al. 2013; Christy et al. 2006;
Shi et al. 2014; Mahmood et al. 2014; Beltrn-Przekurat et al. 2012; Baldocchi and
Ma 2013; Kalnay and Cai 2003; Fall et al. 2010). Research synthesis of land cover
impacts on climate have been produced and repeated calls for further research into
this issue have been made (Mahmood et al. 2010, 2014; Pielke et al. 2011).
Amongst the literature, the specific impacts of land use and land cover changes
on the local, regional and global climate vary in strength. However, certain generali19

ties arise among specific geographical locations. Depending on the climate, land use
and land cover conversions from natural vegetative cover can either increase (tropical) or decrease (temperate) both the temperature and humidity (Mahmood et al.
2014). Regional studies have found that tropical and temperate deforestation can
result in warming of 1-2 ◦ C due to an increase in sensible heating resulting from reduced evapotranspiration rates (Lawrence and Chase 2010; Beltrn-Przekurat et al.
2012; Feddema et al. 2005; amomg others). Other studies support a cooling trend in
the higher latitudes as a result of increased albedo from added agriculture (Bala et
al. 2007; Oleson et al. 2004). Beltrn-Przekurat et al. (2012) showed that in temperate South America a simulated conversion from grasslands to agriculture results in
cooler temperatures (increased latent heat), however, when converting to agriculture
from forested grassland a cooling trend prevailed (decreased latent heat). Trail et al.
(2013) suggests that reforestation of cropland in the southeastern U.S. results in a
0.5 K warming of the surface air due primarily to the albedo effects. The authors
arrived at their results by downscaling the Goddard Institute for Space Studies global
climate model to the southeast and performing a sensitivity analysis with respect to
albedo and resistance coefficients of different land use covers. The results were hypothetical and were not compared to any historic data for the region. Conversely,
Juang, et al. (2007) used eddy flux data to show that evergreen forest canopies in the
Southeast tend to be significantly cooler than nearby grassland or deforested sites.
They showed that although albedo changes do tend toward warming, the changes in
eco-physiological and aerodynamic effects are opposite in sign and more than offset
the albedo impacts. With respect to cropland in general, irrigation likely adds a cool20

ing effect (Kueppers et al. 2007; Christy et al. 2006), where in theory the maximum
temperatures are decreased due to increased latent heating while to a lesser extent
the minimum temperatures have the possibility to increase due to an expanded heat
capacity (Misra et al. 2012). As it now stands, studies that include mid-latitudes
are often mixed in their findings, where both the hydrological and radiative forcings
compete.
However, the remotely sensed observations tell a clearer picture. Studies based
on satellite observations have consistently shown that southern forests are cooler than
the surrounding deforested areas (Jackson et al. 2008; Wickham et al. 2014, 2012).
Wickham et al. (2014) demonstrated that biophysical and surface roughness effects
associated with forest canopies tend to offset the albedo warming impacts in US
forests south of 36 ◦ latitude. It is hypothesized that the year round latent heat
effects and leaf area index associated with evergreen forests in particular, which are
more prevalent in the south, account for the anomaly.
Urbanization can also have an effect on the climate, specifically from added
aerosols from pollution and increased heat capacity from the urban heat island effect
(Karl et al. 1988). Temperature extremes of the twentieth century have been found
to be influenced by urbanization (DeGaetano and Allen 2002).
As detailed in the introduction, the SE has experience a significant land use
change over the past century. Given the importance of LULC on the coupled landatmosphere system (Pielke et al. 2002), it is possible that land use and land cover
change could have had a significant influence on the climate of the region. The 5th
Assessment Report of the Intergovernmental Panel on Climate Change (Hartmann
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et al. 2013; Fig 2.20-21) shows that over most of the world, gridded annual surface
air temperatures have increased from 1901-2012. The record for the period displays
three distinct temperature phases as shown in Figure 3.1 below. The first decades of
the century were dominated by a rising trend where temperatures rose about 0.4 ◦ C
that ended in about 1940. Then, until roughly 1975 a slight cooling trend resulting in
a decline of approximately -0.1 ◦ C can be observed. In the last decades of the century
and continuing to the present, warming again dominates the signal. As a rule, the
warming is greater over the higher latitudes and more warming is observed over land
than over water. Various causes have been ascribed to the mid-century cooling trend
including global dimming due to aerosols (Wild et al. 2007; Yu et al. 2014), volcanic
eruptions (Meehl et al. 2004), and solar irradiance (Crowley 2000; Meehl et al. 2004).
Meehl et al. (2004) employed Global Climate Models to show that an additive effect
of all of the enumerated causes are necessary to simulate the record. Recently, authors
have pointed to a slowing of the Atlantic Ocean Overturning Circulation as a further
causal mechanism (Rahmstorf et al. 2015).
The magnitude of the mid-century cooling trend is most striking over North
America as compared to the other continents (Hartmann et al. 2013). However,
this phenomenon does not appear to be evenly distributed over the whole of the region (Zhang et al. 2000; Portmann et al. 2009; Lawrence et al. 2012; Dobrowski
et al. 2013). For example, Zhang, et al (2000) demonstrated significant differences
in temperature trends across Canada with a warming in the southern and western
portions of the country and cooling in the northeast. Similarly, several authors have
identified significant spatial trends across the United States with reduced cooling (or
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Figure 3.1: From Hartman et al., (2013; Fig 2.20): Annual global mean surface
temperature (GMST) anomalies relative to a 19611990 climatology from the latest
version of the three combined land-surface air temperature (LSAT) and sea surface
temperature (SST) data sets (HadCRUT4, GISS and NCDC MLOST).

even slight warming) in the western states and a cooling tendency in the central and
eastern areas (Knappenberger et al. 2001; Dobrowski et al. 2013; Meehl et al. 2013).
Of note, authors have pointed to significant warming holes, i.e., cooling trends over
part or even most, of the century in the upper Midwest, South Central, and Southeastern United States (Pan 2004; Kunkel et al. 2006; Meehl et al. 2012). Although
the Midwestern and South Central anomalies appear to have largely disappeared in
the last 20 years of the last century, the Southeastern warming hole has diminished
in spatial scope, but still persists today located primarily over the states of Alabama
and Mississippi.
The Southeastern cooling episode exhibits several notable and unique features:
its earlier onset, its persistence well into the 21st century (albeit at a smaller spatial
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scale), and most notably, a decline in minimum as well as maximum temperatures
(Knappenberger et al. 2001). The causes of the Southeastern trend are thought to be
fundamentally different than those associated with the Mid-West and South-Central
trends (Portmann et al. 2009; Meehl et al. 2012; Rogers 2012). While no definitive
cause has been identified for the persistence of this phenomenon, several theories
have been advanced by climate scientists. These include dimming due to aerosols
(Saxena and Yu 1998; Portmann et al. 2009; Leibensperger et al. 2012), increased
cloudiness, precipitation and soil moisture variability (Pan 2004), variability of SST
in the both the Atlantic and Pacific (Robinson 2002; Kunkel et al. 2006; Wang et
al. 2009), and reduced sensible heat loss due to increased irrigation (Christy et al.
2006; Puma and Cook 2010). In a comprehensive study, Rogers (2012) found that
60% of the summer temperature variance was primarily described by soil moisture
and cloud cover, however, all the predictor indices examined combined explained less
than 38% of the annual and winter variance. LULC change has also been shown
to alter cloudiness and potentially precipitation (McNider et al. 1994; Wetzel and
Chang 1987) so that some part of the soil moisture and cloudiness relationship found
by Rogers et al. (2012) may be an indirect effect of LULC change.
It is possible that the LULC shift described above over the past century in the
southeastern United States could explain, in part, the temperature anomalies that
are inconsistent with global and national trends. This study will explore the link
between LULC and climate, specifically addressing the effects of changes in latent
energies (ET).
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3.2

Effect of Evapotranspiration on Streamflow

There has been very little analysis of the short-term relationship between
streamflow and evapotranspiration in the literature. Most studies that do exist are
based on ETs impact on the streamflow recession. Tschinkel (1963) first introduced
a method to relate daily and multi-day streamflow fluctuations to pan evaporation
by deriving water balance equations for riparian zones and a hypothetical potential streamflow. Comparing daily fluctuations to pan evaporation rates showed that
the ratio of the daily discharge to the magnitude of the fluctuation increased with increased evaporation. In addition to daily fluctuations, Tschinkel (1963) demonstrated
that the change in streamflow was dependent on the running sum of evaporation for
at least 5 days. However, the magnitude of the daily fluctuations and the multi-day
change in streamflow decrease as the mean daily discharge decreased suggested that
once the riparian zone is depleted, any additional ET has a smaller effect on the
streamflow.
Federer (1973) compared a watershed densely forested with one clear cut and
found that transpiration greatly increased the rate of decline of the streamflow recession curve. This study showed that for steep watersheds the recession curve exhibited
marked seasonal variations. Federers (1973) study concluded that growing season
transpiration removes water that would otherwise become streamflow. Thus during
the active growing season, streamflow recession curves were steeper than that of the
dormant season. Weisman (1977) showed that a decrease in the recession constant
was associated with an increase in average daily pan evaporation. For low values of
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average daily pan evaporation, the recession constant approaches a constant value.
Furthermore, in similar fashion to Tschinkel s (1963) conclusions, Weisman (1977)
suggest that the contribution of ET from ground inflow a certain distance inland from
the stream water surface will have not short-term effects on streamflow.
Several others have investigated the linkage of riparian specific transpiration
and streamflow (Croft 1948; Troxell 1936; Boronina et al. 2005; Bauer et al. 2004;
Nachabe et al. 2005, among others). It makes sense that most of the studies concerning ETs impact on daily streamflow concentrate on streamflow recession analysis
methods (RAMs). In rainless periods, streamflow originates solely from basin storage, at which point evapotranspiration directly affects streamflow. RAMs are a widely
used technique in the investigation of storage streamflow relationships at the catchment scale, however, they rely solely on individual parameterizations and are often
too specific for basin scale analysis (Stoelzle et al. 2012).
A specific difference in these studies and the one conducted here is the overall
goal and the initial information needed to get there. Whereas the studies referenced
above use streamflow fluctuations to derive or evaluate ET, the proposed study at
hand desires ET as an input or, more specifically, information and tendencies of ET
needed to adequately predict streamflow and the overall water availability of an area.
However, the studies above do provide insights that can be useful going forward, in
that it appears that the daily fluctuations and magnitudes of ET can have a significant
effect on streamflow, though it could be limited to the riparian extent and base flow
periods.
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With respect to non-observational studies relating ET to streamflow generally (i.e., not exclusively base flow), the most common method used for simulating
streamflow is rainfall-runoff models. There are several studies published that concern the sensitivity of streamflow in rainfall-runoff models to potential ET estimates
(Parmele 1972; Andersson 1992; Kokkonen and Jakeman 2001; Vazquez and Feyen
2003; Andrassian et al. 2004; Oudin et al. 2004, 2006).
Of the studies cited above, three different methodologies were used to introduce
differentiation in the PE to analyze its effect on the streamflow models: different ET
method of calculation, introduction of random errors, and the introduction of fixed
biased errors. The studies also vary in the testing schemes used to evaluate the
impacts of data errors on model performance as well as the kind of models used and
the number and type of watersheds studied.
The filtering effect of the rainfall-runoff models seems to have led some modelers into believing that improved estimation of ET was not important, especially
at small temporal scales and when compared to the sensitivity of the models to
precipitation (Andrassian et al. 2004, 2001). Oudin et al. (2005a) suggests that temporally (daily) varying PE contributes no significant improvement in rainfall-runoff
models than that of using mean PE. In general, authors have concluded that the
rainfall-runoff models tend to compensate ET estimation biases by adapting certain
parameters with little loss to efficiency acting as a low pass filter of sorts (Oudin et
al. 2004), using their internal degrees of freedom (Andrassian et al. 2004). Vasquez
and Feyen (2003) however, did report large differences in the MIKE-SHE model using
three different ET estimates, contradicting most of the previous studies.
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As Andrassian et al. (2004) point out, the fact that streamflow models appear
to be insensitive to improvement upon PE is both reassuring and disconcerting. That
is, if perfect PE measurements were needed to successfully simulate streamflow, the
applications of such models, especially in an engineering context, would be severely
limited; however, from a modeling point of view it appears illogical that improved
knowledge does not translate into improved efficiencies.
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CHAPTER 4

METHODOLOGY

As, previously mentioned, this dissertation consists of two principal analyses.
First, a climatological analysis is used to estimate the change in energy forcing due to
the evaporative component of LULC change in the Southeast over the past century.
The study period for this analysis covered the years 1920-1992 and used reconstructed
LULC datasets in conjunction with annual energy estimates derived from observed
data. Next, using long term (30+ years) USGS gauged streamflow data throughout
the southeastern U.S. together with multi-source ET estimates, the impact that ET
has on the stream flows at various spatial and temporal scales are examined. The
ET estimates are mapped over each gauges drainage area to provide the total ET
contribution to each gauge. Traditional and informational statistics are used to assess
the relationship between the streamflow and ET.
In this chapter, both analyses will be described in full, separately. The methodology of each component is thoroughly recounted along with any theoretical background of the techniques utilized. The study area is then introduced and followed by
a description of all the datasets used throughout the individual investigations. The

29

extent of study area for each analysis is the same, the Southeastern U.S. However,
each is approached differently and is delineated uniquely for each analysis.

4.1

Regional Climatological Analysis

This part of the dissertation investigates a regional climate anomaly from an
observational perspective but within the conceptual framework of variations in the
energy budget, specifically as a result of the land use shift. Long-term temperature
and land cover datasets are employed to examine the linking trends. Eddy flux
tower data is compiled over the region along with satellite data and a crop model to
quantify the different biogeophysical characteristics associated with the major LULC
changes. The study period for this analysis covered the years 1920-1992. This period
is necessary to fully incorporate multiple datasets. The beginning year coincides with
the start of temperature decline and the range fully encapsulates the overall LULC
trends for the region.
The first step in the analysis was to use a conglomeration of LULC data sets,
both recent and historical reconstructions, to produce one composite land cover data
set for the study period. A long term (1860-2003) dataset obtained from Auburn
University focused mainly on forest coverage and a US Department of Agriculture
agricultural land survey (1850-1997) provide the framework while other supplemental
data sets were used to extend the classifications and fill in missing classes. Each LULC
dataset defines somewhat different classes and were created with specific purposes.
In general, the datasets define a range of different LULC by vegetation species, anthropogenic development and/or natural features to differentiate between biophysical
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characteristics. In order to compare the different LULC classes, similar aggregate
classes were developed. Then, with a single composite LULC dataset, the overall
change in LULC from 1920 through 1992 was quantified by class.
Second, the annual, summer and winter maximum, minimum and mean temperature data and trends were analyzed and examined against the trends in LULC
change for an initial look at the correlation and possible influence and dependence
of the two phenomena. Ordinary least squares (OLS) regression was used to analyze
trends. The two tailed p-values for the t-statistic are used to determine significance
with 95% confidence. Also step-like regime changes in time series temperatures are
identified using an algorithm based on the t-statistic (Rodionov 2004). As applied
in this investigation, the algorithm determines whether each temperature value significantly (p < 0.05) deviates from that of the preceding 10-year mean. It then
determines if any of these anomalous years become established as new regimes having
mean values that are significantly different from the preceding one, identifying their
start and end years as well as their first and second moments.
Once a clear qualitative assessment is made on the appearance of the similarities of the coinciding trends of LULC change and temperature, the biogeophysical
characteristic of the LULC are quantified. Eddy flux tower measurements, satellite
ET products, and a crop biophysical model were used to quantify the latent energies associated with each dominant land use and thus the effect of LULC change.
Although the land cover data sets contain a number of classifications, the dominant
classes remain forest and agricultural which together account for the majority of the
change. The flux tower data from forested areas, a limited flux tower data set from
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an agricultural area, and crop biophysical model simulations formed the basis of the
study. These data were supported by satellite observations of ET over dominant
agricultural areas. From these data, composite monthly ET estimates by land class
were determined and applied to the changing LULC data base. The various data
sets covered different time spans in some cases, thus it was considered appropriate
to compute simple monthly means. This exercise tends to minimize the impacts of
controversial items such as long term variation in solar radiation, aerosols, etc.
Next, an annual distribution of albedo was then applied to the monthly average incoming shortwave radiation in the region to arrive at the change in albedo
between the dominant LULC by month. The resulting change in the available energy
partitioning is calculated to estimate the climatic impact of the LULC change across
the region.
With the information obtained from the above methods, a net radiative forcing
was calculated from the obseravable energy parameters. The incoming energy that
makes it to the earths surface can be partitioned, in its simplest form, into several
energy terms:
Rn = H + G + λE,

(4.1)

Rn is the surface net radiation, H is the sensible heat flux and G is the
ground/soil heat flux. E is the evapotranspiration, where λ is the latent heat of
vaporization and λE is the accompanying latent heat flux. Of the available incoming
energy (R − G), if we assume that the magnitude of the net ground heat flux (G) becomes negligible compared the remaining sensible and latent heat (Allen et al. 1998),
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and in general equals out over some longer period of time (months to years), then the
net radiation amounts to the sum of sensible and latent heat. Therefore, the latent
and sensible (albedo) energies associated with each the dominant LULC classes can
be applied to estimate at a net forcing attributed to the LULC change.
Lastly, in an effort to validate the assumption that croplands are in general
warmer than forest; samples of satellite land surface temperatures were examined for
the LULC classes that incorporate the majority of the LULC change. Composite
monthly skin temperatures in the SE for July 2012 (a significant dry period for most
of the region) were used to visually compare alongside a LULC scheme. Three 30
minute latitude bands from a mean July and January composite of 2012 (dryer) and
2013 (wetter) were analyzed.

4.1.1

Study Area for the Climatological Analysis
The region of study for this analysis will be the Southeast United States as de-

fined by the regional assessment of McNider et al. (2011, 2014). 26 National Oceanic
and Atmospheric Administrations (NOAA) National Climatic Data Centers (NCDC)
climate divisions were used to define the spatial extent of the study area. Figure 4.1
provides a map of the study area, delineated by NOAA climate Divisions, containing
the states of Alabama, Georgia, South Carolina and North Florida. Though typically
included in the southeastern analyses, southern Florida is excluded from this study
as the region has experienced anomalous LULC patterns as compared to the greater
area, and represents a markedly different climate and geomorphology.
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Figure 4.1: The southeastern region of the United States as delineated by 26 NCDC
regional climate divisions

4.1.2

Datasets Used for the Climatological Analysis

4.1.2.1

Evapotranspiration

For the climate analysis, data from the Ameriflux network (http://ameriflux.ornl.gov/)
of long-term carbon, water and energy flux measurements as well as results of a NOAA
field campaign in North Alabama formed the basis of the observational data of surface
measurements. Nine forest eddy flux tower sites (Table 4.1) were selected for consistency and length of record across the southeastern U.S. The vegetation represents
evergreen and mixed deciduous canopy covers.
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Additionally, a cropland (corn) tower from a National Oceanic and Atmospheric Administration (NOAA) field campaign was utilized. The field campaign was
conducted at the Tennessee Valley Research and Extension Center near Bell Mina,
Alabama. The study ran from July to October 2014. The ameriflux and NOAA data
were observed in 30 minute intervals and were averaged over each 24 hour period.
Only days that had a total of 48 observations were used.
Unfortunately, the practice of using lysimeter data to measure ET from agricultural fields resulted in a dearth of observed data in that regard. Individual investigators tend to be highly protective of their data, so that none could be obtained
for this study. Therefore, due to the limited amount of available cropland flux data,
a crop simulation model, the Decision Support System for Agro-technology Transfer
(DSSAT, Jones et al. 2003; Hoogenboom, G. et al. 2010), was also employed to
supplement the estimates of latent energy fluxes from agricultural fields. DSSAT is a
framework for biophysical modeling and includes a suite of more than 28 different crop
models. It simulates crop growth and yield in response to management, climate, and
soil conditions. The DSSAT evaporation algorithms have been validated and proven
to be good predictors of evapotranspiration, though they tend to overestimate (Sau et
al. 2004). Maize (corn) was the surrogate crop modeled to represent cropland energy
fluxes. Corn was selected as the representative crop due to its place as a moderately
high consumer of water in the region. This was done so as not to overestimate the
decline in ET due to declining crop acreage from other crops. The model was run
for 50 years at 8 agricultural experiment stations throughout the southeast. To add
further support for the agricultural ET data , the Moderate Resolution Imaging Spec35

Figure 4.2: Locations of supplemental latent energy ET sites for cropland, including
both 50 year DSSAT point runs and MODIS image 1 km2 footprints (not to scale)

troradiometer (MODIS) Evapotranspiration product (MOD16, Mu et al. 2007, 2011)
was used. The agricultural experiment stations were used since the soil characteristics
were well defined and disseminated within the DSSAT model release. MODIS images
were collected for each agricultural station as well as 2 other agricultural majority
foot prints throughout the Southeast from 2000 through 2014 was used. Figure 4.2
shows the location of DSSAT runs and MODIS image locations. The weather inputs
used in DSSAT were provided by the GriDSSAT modeling framework (McNider et
al. 2011, 2014). For more information on the MODIS ET product see section 4.2.2
later in this chapter.
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Table 4.1: Eddy covariance tower site names, locations, number of daily data available, dominant land cover and number of months exclude from the mean due to data
sparsity (see text for explanation)

Station Name

State

Walker Branch
N. Carolina Clearcut
N. Carolina Loblolly Pine
Duke Hardwoods
Duke Loblolly Pine
Aiken
Austin
Mize
Donaldson
Belle Mina Corn

TN
NC
NC
NC
NC
SC
FL
FL
FL
AL

4.1.2.2

Lat

Lon

n(days)

Landcover

35.96
35.81
35.80
35.97
35.98
33.38
29.74
29.76
29.75
34.69

-84.29
-76.71
-76.67
-79.10
-79.09
-81.57
-82.22
-82.24
-82.16
-86.89

1059
733
1190
576
770
169
449
1536
1598
68

Deciduous
Evergreen
Evergreen
Deciduous
Evergreen
Deciduous
Evergreen
Evergreen
Evergreen
Cropland

Months
Excluded

4,6,7,8

7

Land Use Land Cover

In an effort to recover the overall land use trends over the past century, a
substantial long-term dataset is needed. Chen et al. (2006) reconstructed an annual
historical gridded land cover dataset from 1860 to 2003 for the Southern United States
with a spatial resolution of 8 km. Created to analyze the effect of land cover change
on terrestrial carbon dynamics over the southern U.S, the dataset combines several
sources including: the global land-cover 2000 (GLC2000), the 1992 National Land
Cover Data set (NLCD), the global potential vegetation data, historical cropland
county-level data during 1850–1997 from the Census of Agriculture, and the statelevel urban area survey data from the USDA Economic Research Service. The Chen et
al. (2006) (Chen06 from here on out in the dissertation) land cover data will provide
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a comprehensive look into the past centurys cultural land use shift throughout the
Southeast at an annual time step. Though the Chen06 dataset exist for the entire
study area and period, additional datasets were also compiled for further validation
of the significant land use shift.
In addition to the Chen06 dataset, the historical cropland county-level data
dating from 1850 through 1997 from the Census of Agriculture is used for further
comparison (Waisanen and Bliss 2002). Steyaert and Knox (2008) have also reconstructed a 20 km historical biophysical land cover datasets of the eastern-half of the
conterminous United States at 1650, 1850, 1920, and 1992 time-slice. The Steyaert
and Knox (2008) dataset combined the county-level census data, potential vegetation, soils data, resource statistics, a Landsat-derived land cover classification, and
published historical information on land cover and land use. The two latter years
(1920 and 1992) will be utilized in this study and will capture the major conversion
that occurred mid-century.
Other LULC images were also incorporated for the visual purposes of comparison and further validation of the reconstructed datasets. The Multi-Resolution Land
Characteristics Consortiums (MRLC, www.mrlc.gov) National Land Cover Databases
(NLCD) is also used. The most widely used LULC data; NLCD consists of 16 land
cover classifications and has been applied consistently across the United States at
a spatial resolution of 30m using Landsat ETM+ satellite data. NLCD data exist
for the years 1992, 2001, 2006, and 2011. The Enhanced Historical Land-Use and
Land-Cover Data Sets of the U.S. Geological Survey (GIRAS, Price et al., 2006) provides a composite image of the land use between 1970 and 1985. The USGS datasets
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basic sources are NASA high-altitude aerial photographs, and USGS National HighAltitude Photography (NHAP) program photographs. The data is delineated to
actual boundaries with a native resolution of 0.2 to 0.4 km. Further, an image developed from The University of Maryland Department of Geography provides LULC
information from AVHRR satellites acquired from 1981 to 1994 (Hansen et al. 2000)
at a spatial resolution of 1 km and is also used. Combined, this list of LULC datasets
provide the best available comprehensive view of LULC change and trends over the
southeastern U.S for the past century.

4.1.2.3

Temperature Data

The National Oceanic and Atmospheric Administrations (NOAA) National
Climate Data Centers (NCDC) historical time-series of maximum, minimum, and
mean monthly temperatures by climate division were used (Vose et al. 2014). The
data are from the NCDC nCLimDiv database and were derived from a 5 km2 gridded
instance of the Global Historical Climatology Networks daily data. Spatially, average
errors are estimated around 1 ◦ C over the entire period (Vose et al. 2014).
Additionally surface (skin) temperature data obtained from MODIS was used
to further distinguish between temperatures of different LULC. MODIS retrieves two
daily land surface temperatures (day and night) at 1 km pixels. Daytime (13:00 hr)
images from the summer of 2012 and 2013 are used.
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4.1.2.4

Incoming Solar Radiation

The solar radiation data used in the climate analysis was the National Land
Data Assimilation (NLDAS)-2 surface downward shortwave radiation forcing data
set. The data are formed from bias corrected Geostationary Operational Environmental Satellite (GOES) solar insolation observations. The GOES Surface and Insolation Products (GSIP) include hourly downward shortwave radiation measurements
from the GOES imager over the northern hemisphere at a spatial resolution of

1◦
.
8

Their hourly observations were assimilated into daily (24 hour) values which are then
converted to monthly averages over the study area. NLDAS data from the period
2002-2009 were utilized in the study.

4.1.2.5

Albedo

Different LULCs can affect the albedo and possible counteract the impact of
the change in energy flux. In the current state of affairs, the most common source of
albedo data is the MODIS 16 day land surface product (MOD43A3). The MODIS
product is a global data set of spatially complete albedo maps computed for both
”white-sky” and ”black-sky” at multiple wave lengths. In this case, the full broadband
black sky albedo was used. The black sky albedo is recommended for use in global
change studies by the Global Climate Observing System (GCOS 2004). The MODIS
albedo maps are composite 16 day images which are updated every 8 days at 500 m
spatial resolution.
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4.2

Watershed Analysis

The second component of this dissertation investigates the spatial and temporal impacts of ET on streamflow with an overall goal to evaluate the impact of ET in
an effort to determine the spatial and temporal scales needed to model streamflow.
Streamflow time series data are constructed from 57 gauges that represent the SE,
both in terms of spatial coverage and geomorphology. Several ET models are reviewed, compared and analyzed representing the most common methods at differing
spatial scales. Traditional and informational statistics are employed to uncover the
temporal and spatial extent of where ETs influence on streamflow becomes significant.
Hydrologic models can be executed at daily, weekly, bi-weekly, or monthly
time steps depending on the spatial scale of the basins and the purpose of the model.
Therefore it is necessary to evaluate the ET-runoff relationship at multiple temporal
resolutions. To that end, the data are analyzed in daily, weekly (8 day), bi-weekly
(16 day) and monthly (32 day) time-series aggregates.
The 57 study gauges were selected based on several criteria. Each USGS
stream gauge needed to be current and have consistent data reaching back to 1980.
This 30+ year record ensures a long enough period to fully represent multi-year patterns and trends (Mather 1981) and include a period where satellite observations and
high resolution climate reanalysis can be applied (i.e. for estimating ET) . In addition
to length and currency of record, the streamflow records needed to be relatively free
of regulation (i.e. dams) and needed to spatially represent the Southeast both in
spatial and geomorphological extent.
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Three different ET datasets were considered in the hydrological analysis at the
watershed scale. Two represent a combination approach of estimating ET, and one
resolves the surface energy balance. Two are derived from 30+ year land surface model
runs, and one is an observation based satellite product that reaches back to the year
2000. Though only reaching back to 2000, the satellite product (MODIS, see below)
resolves ET estimates at a fine spatial resolution difficult to achieve through modeling
analysis. The three ET datasets are compared, and checked for mass balance.
The significant autocorrelative effect of the annual cycle present in both in
streamflow and ET can complicate the interpretation of the correlative and informational analyses. Cross-correlations at various lags can be shown to depend on
the autocorrelation in the individual series (Box and Jenkins 1976). To pre-treat
the data in an effort to reduce auto-correlative effects, two procedures were implemented. First, the anomalies were calculated using the long-term monthly means;
then a difference lag of the aggregate time step used was employed to de-trend the
data.
Once clean, cohesive streamflow and ET datasets are achieved; several statistical measures are used to analyze the impact of ET on streamflow at different space
and time scales. Initially, and most simply, a detection of correlation is determined.
Correlation is a broad class of statistical relationships that involve the dependence of
two sets of data. The most common metric for correlation is the Pearsons productmoment correlation coefficient, simply known and the Pearsons correlation coefficient,
and is obtained by dividing the covariance of the two variables by the product of their
standard deviations:
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ρX,Y =

COV (X, Y )
√

(4.2)

XY

The covariance, E[X − EX][Y − EY ] is a measure of interdependence of two
data sets (or variables), however, not invariant to scale. Therefore, correlation is
preferred as it is a scaled version of the covariance. Correlation is a unit less measure
where |ρX Y | ≤ 1. If the coefficient is 0, the data are said to be uncorrelated, however,
independence is not necessarily true.
Measures of cross-correlation are also determined. Lagged correlations are
characteristic of natural physical systems, that is, the correlation of two datasets
(time series) that are shifted in time relative to one another. This may become
important, as the ET could have a delayed response on streamflow.
The cross-correlation, similar to correlation, is the cross-covariance scaled by
the variances of the two time series:

ruy (k) =

Cu y(k)
sqrt(cuu (0)cyy (0)

(4.3)

Here, cuu (0) and cyy (0) are the sample variances of u and y and the crosscovariance can be found by:

n−k
1 X
cuy (k) =
(ut − ū)(yt−k − ȳ)
N t=1
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(4.4)

where k = 0, 1, 2...N − 1 and y lags u. N is the series length, ū and ȳ are the
sample means, and k is the lag. Essentially, the questions asked of the correlation
and cross-correlation are:
• How strongly is one series related to another?
• Is the relationship simultaneous or distributed over several time steps? and
• If distributed, how many lags are involved and what is their relative importance?
Many of the standard statistical techniques contain some requirement of normality
if inferences are to be made. In other instances, the signal may be small compared
to the noise, and thus standard techniques may not be able to identify it efficiently
especially if the sample sizes are small. These disadvantages can be overcome through
the use of informational (or statistical) entropy. After the traditional statistics are
employed, further analyses are conducted using information theory.
Informational entropy is based in the work in communication theory of Shannon (1948). In this context, entropy represents a measure of uncertainty contained in
a message, data set, or distribution. When information is specified about a random
variable, the uncertainty is reduced or removed. Thus, taken in the reverse, if entropy
represents uncertainty, then it can also be used to measure the amount of added information that must be included in a data set to make it useful to a desired degree. Put
another way, entropy can be seen as the expected value of the amount of information
expected to be gained by observation (Singh 2013). On average, the uncertainty of
the data is given by the Shannon Entropy Function which is the negative expected
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value of the natural log probability:

H = E(∆I) =

N
X

pi ln pi

(4.5)

i=1

where H is entropy and pi is the probability that the system is in state i. E(∆I) is the
expected value of the amount of information expected to be gained by observation.
Here entropy is measured in nits (or nats) as the natural logarithm (base of e) is
used. In some instances logits (or decibles) are used when the common logarithm
(base 10) is applied. The continuous case is presented as follows:

Z

inf

f (x) ln f (x)

H=

(4.6)

0

where f(x) is the continuous pdf.
Since its introduction, the Shannon entropy theory has been extended in two
important ways that is applicable to this study: Relative Entropy (Kullback and
Leibler 1951)and Mutual Information (Cover and Thomas 2012). These two methodologies are employed to further uncouple the relationship of ET and streamflow.
Cross entropy is based on the famous Kullback-Leibler principle of divergence
(Kullback and Leibler 1951). It is the measured inefficiency of using a distribution
(i.e. a guess or simplification) as opposed to the actual or true distribution (Singh
2013). Cross entropy is defined as:

D (pkq) =

n
X
i=1
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pi ln

pi
qi

(4.7)

The cross entropy is zero if and only if pi = qi . However, based continuity arguments,
if pi = 0 the cross entropy is also zero and if qi = 0, the cross entropy is infinity.
Cross entropy was developed as a one dimensional or univariate technique, therefore
distributions p and q must be of the same variable. Further, the cross entropy is not
symmetric, that is, if Q is taken as prior then the value of cross entropy will not be the
same as when P is taken as prior. In that case the interpretation will be dependent
on the choice of prior.
If p and q belong to different variables, as is the case here (ET and streamflow),
the relative entropy can be measured, that is, the measured distance between two
distributions (Cover and Thomas 2012). If they are the same the cross entropy will
be zero and if they are very far apart then cross entropy will be large. This allows, for
example, determination of the strength of the relationship between the two processes,
or whether sufficient information exists in one data set to make any inferences at
all about the streamflow data. In other words, this distance can act as a surrogate
method to effectively measure the accuracy of one distribution compared to another.
Lastly, and possibly the most useful is the measure of mutual information. Taking the relative entropy a step further, mutual information is a measure of the amount
of information that random variable contains about another (Cover and Thomas
2012). Mutual information is the relative entropy between the joint distribution of
two random variables (X, Y ) and the product of those two distributions:

I(X, Y ) =

XX
xX yY

p(x, y) ln



p(x, y)
→ D p(x, y)kp(x)p(y)
p(x)p(y)
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(4.8)

Note that, like cross entropy:






D p(x, y)||p(x)p(y) 6= D p(x)p(y)||p(x, y)

(4.9)

Further, mutual information can be defined in term of conditional entropy (Cover
and Thomas 2012):

I(X, Y ) =

XX

p(x, y) ln

xX yY

=−

X
x,y

=−

X

p(x, y) ln

p(x, y)
p(x)p(y)

p(x|y)
p(x)p(y)

p(x, y) ln p(x) +

x,y

=−

X

X

(4.10)

p(x, y) ln p(x|y)

x,y


p(x, y) ln p(x) −

x,y

−

X


p(x, y) ln p(x|y)

x,y

= H(X) − H(X|Y )

Thus the reduction of the uncertainty about X due to the knowledge of Y is the
mutual information. Also, note that the mutual information of a random variable
with itself is its entropy:

I(X, Y ) = H(X) − H(X|X) = H(X)

(4.11)

For further derivations and theorems deduced from this principle, see Cover and
Thomas (2012).
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Entropy has been used in variety of hydrological analyses. Particularly, many
advances have been made in the application of the principle of maximum entropy
(POME, Singh and Rajagopal 1987; Al-Hamdan and Cruise 2010; Mishra et al. 2015,
2013). Singh (1997) details the use of entropy theory in hydrological systems with
the principal idea that there exist a inherit tendency for natural processes to proceed
toward a state of greater disorder. By using entropic measures the analysis is not
limited to assumptions of linearity or normality. Entropy has been used to investigate
the scale effects, trends and patterns of streamflow (Li and Zhang 2007; Hao and Singh
2012; Chen et al. 2013; Pan et al. 2012; Rubio-lvarez and McPhee 2010), precipitation
(Martino et al. 2013; Brunsell 2010) and ET (Huang et al. 2014; Salvucci and Gentine
2013; Brunsell et al. 2008). A thorough review of entropy application in hydrology
and water resources is given by Sing (2013).

4.2.1

Study Area for the Watershed Analysis
Like the previous analysis, study area for this part will be the Southeast United

States as defined by the regional assessment of McNider et al. (2011, 2014). The
boundaries used in the watershed analysis were USGS hydrologic unit watershed
boundaries. The basins were delineated using 57 USGS gauge locations as pour
points. The basins chosen for the watershed analysis are displayed in Figure 4.3 and
comprise 57 USGS gauges. The individual watersheds were used to make inferences
about the region as a whole. Figure 4.4 shows the distribution of watershed sizes. See
section next section, 4.2.2.1, for further information on the USGS streamflow gauges.
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Figure 4.3: The Southeastern region of the United States as delineated by 57 watershed study areas. USGS gauge stations are marked by points along with their
respective index, see Table 4.2 for further detail of the individual watersheds

4.2.2

Datasets Used for the Watershed Analysis

4.2.2.1

Streamflow

Representative streamflow records were selected form the USGS Hydro-Climatic
Data Network (Slack and Landwehr 1992; Lins and Slack 1999). The HCDN is composed of the quality controlled stream gage records from all available sites in the
United States. The data are screened for all anthropogenic confounding factors that
might affect the fidelity of the record (Slack and Landwehr 1992).
The HCDN is the official streamflow data base used by the USGS for all
global change hydrologic analyses. As such, it formed the basis of the landmark Lins
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Figure 4.4: Distribution of the drainage area sizes within 100 mi2 bins among the
selected gauge stations’ respective delineated contributing areas

and Slack (1999) study of streamflow trends in the Unites States and its subsequent
updates (Lins and Slack 2005).
From the HCDN data base, 57 records were selected for this study. All gages
within the study area that are currently in operation and whose length of record
is at least 30 years were selected. Gages that were also afforded a good spatial
representation of the Southeast region. The streamflow data was compiled from
UGSG online streamflow records (nwis.waterdata.usgs.gov). The data are distributed
on a daily time step. Table 4.2 details each gauge station and associated drainage
area utilized in this study.
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Table 4.2: USGS gauge number, name, location and contributing drainage area for
each of the selected 57 basins for the watershed analysis

Gauge
Station
Number Index Station Name
2110500
2126000
2130900
2132000
2134500
2135000
2136000
2138500
2154500
2156500
2173500
2175000
2175500
2176500
2177000
2198000
2202500
2203000
2213500
2217500
2225500
2226500
2227500
2228000
2231000
2246000
2317500
2321500
2322500
2324000
2329000
2339500
2342500
2349900
2353500
2361000
2369000
2371500
2374500
2375500
2376500
2380500
2383500

0
1
2
3
4
5
6
7
8
9
10
11
12
13
14
15
16
17
18
19
20
21
22
23
24
25
26
27
28
29
30
31
32
33
34
35
36
37
38
39
40
41
42

WACCAMAW RIVER NEAR LONGS, SC
ROCKY RIVER NEAR NORWOOD, N. C.
BLACK CREEK NEAR MCBEE, SC
LYNCHES RIVER AT EFFINGHAM, SC
LUMBER RIVER AT BOARDMAN, NC
LITTLE PEE DEE R. AT GALIVANTS FERRY, SC
BLACK RIVER AT KINGSTREE, SC
LINVILLE RIVER NEAR NEBO,NC
NORTH PACOLET RIVER AT FINGERVILLE, SC
BROAD RIVER NEAR CARLISLE, SC
NORTH FORK EDISTO RIVER AT ORANGEBURG, SC
EDISTO RIVER NR GIVHANS, SC
SALKEHATCHIE RIVER NEAR MILEY, SC
COOSAWHATCHIE RIVER NEAR HAMPTON, SC
CHATTOOGA RIVER NEAR CLAYTON, GA
BRIER CREEK AT MILLHAVEN, GA
OGEECHEE RIVER NEAR EDEN, GA
CANOOCHEE RIVER NEAR CLAXTON, GA
TOBESOFKEE CREEK NEAR MACON, GA
MIDDLE OCONEE RIVER NEAR ATHENS, GA
OHOOPEE RIVER NEAR REIDSVILLE, GA
SATILLA RIVER NEAR WAYCROSS, GA
LITTLE SATILLA RIVER NEAR OFFERMAN, GA
SATILLA RIVER AT ATKINSON, GA
ST. MARYS RIVER NEAR MACCLENNY, FL
NORTH FORK BLACK CREEK NEAR MIDDLEBURG, FL
ALAPAHA RIVER AT STATENVILLE, GA
SANTA FE RIVER AT WORTHINGTON SPRINGS, FL
SANTA FE RIVER NEAR FORT WHITE, FL
STEINHATCHEE RIVER NEAR CROSS CITY, FL
OCHLOCKONEE RIVER NR HAVANA, FL
CHATTAHOOCHEE RIVER AT WEST POINT, GA
UCHEE CREEK NEAR FORT MITCHELL, AL
TURKEY CREEK AT BYROMVILLE, GA
ICHAWAYNOCHAWAY CREEK AT MILFORD, GA
CHOCTAWHATCHEE RIVER NEAR NEWTON, AL
SHOAL RIVER NR CRESTVIEW, FL
CONECUH RIVER AT BRANTLEY, AL
MURDER CREEK NEAR EVERGREEN, AL
ESCAMBIA RIVER NEAR CENTURY, FL
PERDIDO RIVER AT BARRINEAU PARK, FL
COOSAWATTEE RIVER NEAR ELLIJAY, GA
COOSAWATTEE RIVER NEAR PINE CHAPEL, GA
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Lat

Lon

Drainage
Area
(mi2 )

33.91
35.15
34.51
34.05
34.44
34.06
33.66
35.79
35.12
34.60
33.48
33.03
32.99
32.84
34.81
32.93
32.19
32.18
32.81
33.95
32.08
31.24
31.45
31.22
30.36
30.11
30.70
29.92
29.85
29.79
30.55
32.89
32.32
32.20
31.38
31.34
30.70
31.57
31.42
30.97
30.69
34.68
34.56

-78.72
-80.18
-80.18
-79.75
-78.96
-79.25
-79.84
-81.89
-81.99
-81.42
-80.87
-80.39
-81.05
-81.13
-83.31
-81.65
-81.42
-81.89
-83.76
-83.42
-82.18
-82.32
-82.05
-81.87
-82.08
-81.91
-83.03
-82.43
-82.72
-83.32
-84.38
-85.18
-85.01
-83.90
-84.55
-85.61
-86.57
-86.25
-86.99
-87.23
-87.44
-84.51
-84.83

1110
1372
108
1030
1228
2790
1252
66.7
116
2790
683
2730
341
203
207
646
2650
555
182
398
1110
1240
659
2790
700
177
1370
575
1017
350
1140
3550
322
47.5
620
686
474
500
176
3817
394
236
831

Table 4.3: Table 4.2 Continued

Gauge
Station
Number Index Station Name
2387500
2392000
2398000
2414500
2424000
2431000
2439400
2450000
2456500
2467500
3451500
3500000
3504000
3550000

43
44
45
46
47
48
49
50
51
52
53
54
55
56

4.2.2.2

Evapotranspiration

Lat

Lon

OOSTANAULA RIVER AT RESACA, GA
34.58 -84.94
ETOWAH RIVER AT CANTON, GA
34.24 -84.49
CHATTOOGA RIVER AT SUMMERVILLE, GA
34.47 -85.34
TALLAPOOSA RIVER AT WADLEY AL
33.12 -85.56
CAHABA RIVER AT CENTREVILLE AL
32.95 -87.14
TOMBIGBEE RIVER NR FULTON, MS
34.26 -88.45
BUTTAHATCHEE RIVER NR ABERDEEN, MS
33.79 -88.31
MULBERRY FORK NEAR GARDEN CITY, AL
34.01 -86.74
LOCUST FORK AT SAYRE, AL
33.71 -86.98
SUCARNOOCHEE RIVER AT LIVINGSTON AL
32.57 -88.19
FRENCH BROAD RIVER AT ASHEVILLE, NC
35.62 -82.58
LITTLE TENNESSEE RIVER NEAR PRENTISS NC
35.15 -83.38
NANTAHALA RIVER NEAR RAINBOW SPRINGS, NC 35.13 -83.62
VALLEY RIVER AT TOMOTLA, NC
35.14 -83.98

Drainage
Area
(mi2 )
1602
613
192
1675
1027
612
798
358
885
607
945
140
51.9
104

Three nationally recognized and vetted sources of ET data were selected for
analysis and comparison in the hydrological analysis at the watershed scale. Two
datasets described are derived from 30+ year land surface model runs, and one is
an observation based satellite product that reaches back to the year 2000. The two
modeled results are from the variable infiltration capacity (VIC) model (Liang et al.
1994; Gao et al. 2009) and a real-time configuration of the NASA Land Information
System (LIS; KUMAR et al. 2006; Peters-Lidard et al. 2007). The satellite based
dataset is the MODIS ET product (MOD 16, Mu et al. 2007, 2011) product based
on Cleugh et al. (2007).
In order to conduct hydrologic and climate studies at spatial domains consistent with regional and global climate models, Land Surface Models (LSM) and Soil

52

-Vegetation- Atmosphere Transfer (SVAT) models were developed in the 1980s and
90s. These models were developed to provide surface feedbacks to the climate models
as well as to better characterize surface and near surface processes for hydrologic
analysis. The two models utilized in this study, NASAs Land Information System
(LIS) model and the Variable Infiltration Capacity (VIC) model, developed at the
University of Washington, are two of the most respected and widely used such models.
The VIC model (Liang et al. 1994; Gao et al. 2009) is a gridded semidistributed macroscale hydrological model that represents vegetative heterogeneity,
includes multiple soil layers with variable infiltration capacity, and derives non-linear
base flow. VIC considers three categories of ET: canopy evaporation, vegetative evapotranspiration and bare soil evaporation. The total ET is calculated from the sum of
these components weighted by the vegetative fraction of the land surface representation. The basic formulation of each of these ET components is Penman based complex
algorithms which are applied to estimate the aerodynamic and surface/canopy resistances taking into account atmospheric stability, temperature, vapor pressure deficits,
photosynthetically active radiation fluxes (PAR), and soil moisture factors (Gao et
al. 2009). The VIC model can be run to balance both the water and energy budgets.
Unlike most land surface models, in VICs iterative energy balance sequence the latent
heat is resolved indirectly though the Penman process described above.
The VIC modelling data used in this investigation was run using the forcing
data of Livneh et al. (2013). Livneh et al. (2013) expanded the hydrologically based
dataset of (Maurer et al. 2002) to 1915 and through 2011 and increased the resolution
to a

1 ◦
.
16

Using the same methodology as in Maurer et al. (2002), the Livneh et al.
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(2013) dataset includes station-based interpolation of daily precipitation and temperature data, and wind fields from the National Centers for Environmental Prediction
(NCEP)National Center for Atmospheric Research (NCAR) reanalysis (Kalnay et al.
1996). National Climatic Data Center (NCDC) Cooperative Observer (COOP) stations with 20 year records or more (total of 20,000 stations) were used. Variables that
are not directly observed (downward solar and long-wave radiation and humidity) were
derived using the algorithms employed in (Maurer et al. 2002), that is, the mountain microclimate simulator (MTCLIM, http://www.ntsg.umt.edu/project/mtclim,
Thornton and Running 1999; Thornton et al. 2000). Also, a spline was applied to
daily minimum and maximum temperatures to estimate the diurnal cycle. The Livneh
dataset and the VIC modeled output are publically available, free and accessible from
the Internet (ftp://ftp.hydro.washington.edu/pub/blivneh/CONUS/) in the network
Common Data Form (netCDF).
The second modeled estimation of ET is derived from the Short-term Prediction Research and Transitions Center (SPoRT, NASA-MFSC) real time land surface
model configuration. SPoRT has developed a real-time configuration LIS that runs
over the central and eastern United States at 3-km grid spacing. LIS (KUMAR et
al. 2006; Peters-Lidard et al. 2007) is a terrestrial hydrology modeling framework
that integrates satellite and ground-based observational data products to produce
land surface states and fluxes. This configuration consists of a continuous integration
of the Noah land surface model. The Noah land surface model is a one-dimensional
soil-plant-atmosphere transfer model and is used in the operational National Centers
for Environmental Prediction (NCEP) North American Mesoscale model. It uses a
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complex vegetation surface and employs a two-stream radiation transfer approach to
achieve proper surface energy balance. The main forcing data used in the real-time
LIS configuration is derived from the North American Land Data Assimilation System
(NLDAS, Cosgrove et al. 2003).
Lastly, the Moderate Resolution Imaging Spectroradiometers (MODIS) Global
Evapotranspiration product (MOD16; Mu, Zhao, and Running 2011) was used to
further quantify ET. MODIS is a spectral radiometer carried aboard NASAs Terra and
Aqua satellites. It collects data in 36 spectral bands (wavelengths) with each satellite
offering two overpasses each day for any location on earth. The spatial resolution
ranges from 250 m (bands 1-2) to 500 m (bands 3-7) to 1 km (bands 8-36). MODIS
products include ocean color, productivity and temperature, as well as land surface
observations of land cover, surface temperature, leaf area index, and other descriptors
of land condition, fluxes and productivity. The MOD16 product uses an algorithm
based on MODIS satellite imagery and global meteorology data to produce ET, latent
energy (LE), potential ET and potential LE. The algorithm is constructed around the
Penman-Monteith equation where the surface resistance is characterized by satellite
observed leaf area index (LAI). The output is summed 8day, monthly and annual ET
at a 1km2 spatial resolution. MODIS satellite input consists of the MODIS land cover
(MOD12Q1), leaf area index (LAI)/fraction of photosynthetically available radiation
(FPAR)(MOD15A2), and albedo (MCD43B2 and MCD43B3). The meteorological
variables come from the NASAs MERRA GMAO (GEOS-5) reanalysis. MODIS ET
was compared to 46 eddy flux towers for validation of the algorithm. Mean absolute
errors were 24.6% and 24.1% of the ET measured from towers (Mu et al. 2011). This
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is well within the range (10-30%) of the reported uncertainties in the actual tower
ET measurements.
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CHAPTER 5

CLIMATOLOGICAL ANALYSIS RESULTS AND DISCUSSION

5.1

LULC Class Aggregation

To allow for comparison among all LULC datasets, each LULC class represented in the region from all datasets considered were lumped into 11 initial classes:
evergreen forest, deciduous forest, mixed forest, cropland, grassland, urban, shrubland, wetland, transitional, water and other. The other classification allows minimally
represented classes like that of barren lands, vineyards, etc. to be considered so the
total areas for each dataset equal 100%. Full details of the classification aggregation
can be found in Appendix A. For the most part, the class aggregation is intuitive.
The dataset with the most generalized distinction was used as the common denominator. This allows for datasets like that of Chen06 and USGS with multiple forest
classifications to be lumped into three general classes of evergreen, deciduous, and
mixed. Another common lumped class is the urban/build-up LULC. For example,
the Chen06 dataset simply classifies impervious area, while other datasets have a
tiered urban classifications based on intensity and/or type of urban use. To better
distinguish between biophysical characteristics, agricultural classes were split between
cropland, specifically row crops, and pasture land (here categorized as grassland). A
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common class between 3 of the 5 datasets presented here is that of transitional This
LULC class is defined by the USGS as land disturbed due to logging or clearing.
In the 19th century it most likely represented land in transition from forest to agriculture, however in the 20th century it would be the opposite, re-growing forest and
managed timber (Steyaert and Knox 2008). Table 5.1 provides a summary of area
covered over the southeast. Each LULC dataset is resampled to the county level
(native resolution of the USDA data) then area weight averaged over the southeast.
The years 1920, 1950, 1980 and 1992 are presented to give a century long picture of
LULC and showcase each dataset. The AVHRR and GIRAS data represent composite images from the late 1970s though the 80s. It can be seen that discrepancies exist
between datasets, particularly in the forest categories. The Chen06 dataset shows
that the 1920s in the southeast consist of over 60% evergreen forest, while the USGS
shows no evergreen stands exist. However, the USGS picks up 46% of the area in
mixed forest while the Chen06 dataset doesnt consider a mixed forest LULC. In the
1980s if a broader forest class that includes evergreen, deciduous and mixed forest
is considered, the Chen06, AVHRR, and GIRAS datasets compare quite well with
78%, 64% and 60% areal forest coverage, respectively. A similar comparison can be
made for 1992 with the Chen06, USGS, and NLCD. The Chen06 dataset consistently
estimates about 20% more forest on average than the other datasets. When considering cropland across the southeast, the Chen06 and USGS datasets show 21% and
31%, respectively in 1920, and 6% and 20% in 1992. In the 1980s, the Chen06 and
the AVHRR match up pretty well with 10% and 8%. The GIRAS cropland class
estimates 25%, however, there is just one LULC class for both cropland and pasture.
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The USDA cropland data, an input to both the reconstructed LULC datasets show
cropland covering a maximum area of 29% in 1920 and by 1992 had dropped to less
than 13%. In the Chen06 dataset the only other LULC class significantly represented
in the southeast is wetlands, at 6% with little to no change from 1920 to 1992. The
1920 USGS estimates show about 5% of area in both urban and wetland classes, and
nearly 8% of shrubland; by 1992 USGS urban percentages dropped in half and the
shrubland all but disappeared and wetlands increased to 11%. Interestingly, the transitional class that was not present in 1920 appears in the 1992 image and comprises
over 3% of the land area.

5.2

LULC Change Analysis

As is evident from Table 5.1, the LULC classes that have changed the most
in the southeastern U.S. during the past century are cropland and forest (e.g., see
Chen06 and USGS). The Chen06 dataset shows that 95% of all LULC change from
1920 to 1992 is represented by forest and cropland, while the USGS dataset has these
two classes comprising 50% of the total LULC change. However, the USGS dataset
also shows the eastern mixed shrubland decreased by nearly 8%, wetland increased
by 7% and the transitional class increased by 4% while the Chen06 showed virtually
no change in these categories (note that transitional is not present in Chen06). These
latter three classes comprise another 40% of the total LULC change estimated by the
USGS dataset. In the Chen06 data, the majority of the 14% loss in cropland area
is replaced by forested land. This is evident as the total of all other LULC change
is less than 4% of the overall change. The USGS data do not paint as clear of a
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0.700
0.187
0.234
0.723
0.095
0.245
0.113
0.095

Chen06
USDA
USGS
NLCD

Chen06
USDA
USGS

0.636
-

Chen06
USDA

Chen06
USDA
AVHRR
GIRAS

0.610
0.000

Chen06
USDA
USGS

Evergreen

Change

0.027
0.000

0.097
0.026
0.176

0.088
0.037
0.061

0.074
-

0.070
0.026

Deciduous

-0.013

0.443
0.147

0.422
0.309

-

-0.289
0.456

Mixed

-0.163
-0.109

0.049
0.126
0.203
0.128

0.087
0.153
0.089
0.250

0.175
0.244

0.206
0.312

Crop

0.157
0.000

0.031
0.006
0.078

0.028
0.231
0.001

0.022
-

0.023
0.006

Grass

0.009
-

0.003
0.027
0.026

0.001
0.015
0.034

0.001
-

0.001
0.048

Urban

0.002
0.021

0.000
0.001
0.001

0.000
0.000
0.001

0.000
-

0.000
0.078

0.000
-0.077

0.090
0.123
0.127

0.089
0.083

0.085
-

0.084
0.051

0.006
0.071

0.041
0.042

0.005

-

0.000

0.041

0.006
0.034
0.024

0.006
0.020
0.017

0.006
-

0.006
0.023

Shrub Wetland Transitional Water

0.000
0.011

0.000
0.006

0.000
0.000
0.005

0.000
-

0.000
-

Other

Table 5.1: Comparison of different LULC datasets for the Southeastern U.S. after classification aggregations, values represent
fractions of land area, rows sum to 1.

1920

1950

1980

1992

1920-92
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picture. However, when considering the ambiguity of the land use classes of shrubland
and transitional, certain assumptions can be made to make the two datasets more
compatible. Assuming that the transitional class represents either clear cut/logged
areas, or abandoned farmland transitioning to forests (Steyaert and Knox 2008), all of
the USGS transition class can be assigned to forest with a high degree of confidence.
Additionally, the USGS wetland class is divided into forested and herbaceous; thus,
the forest wetlands class can be assigned as forests while the herbaceous wetlands are
left in the wetlands class. With these aggregations in the USGS dataset, the forest
class increased by roughly 15% over the 70 year period in the Southeast as compared
to 14% in the Chen06 data.
The cropland change analysis was done in a similar manner, only using the
more reliable USDA county level crop survey data set as the baseline. The USGS
cropland change was estimated at 10%, noticeably lower than both the Chen06 and
USDA datasets. The USDA agricultural survey estimates that southeastern cropland
decreased more than 15% over the study period, from nearly 29% in 1920 to 13% in
1992. This supports the idea that the 8% reduction in the USGS shrublands class
may very well include over-grown/abandoned cropland in transition to forest. If the
USGS cropland data are made to conform to the more reliable USDA survey data,
then it can be assumed that the loss in USGS shrublands can actually be assigned
to the cropland category, resulting in roughly 16% cropland loss, and an associated
3% shrubland loss remaining. Figure 5.1 presents the forested and cropland trends
of both the Chen06 and USGS datasets under the assumptions above and includes
all other datasets for comparison. The largest discrepancies between datasets both
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Figure 5.1: Reconstructed land cover trends in the Southeastern US from 1920
through 1992 for (a) forest and (b) cropland. For datasets with greater than 1 year
between points are linearly interpolated

in Table 5.1 and Figure 5.1, most notably in the NLCD forest, can most likely be
attributed to the difference in resolution. NLCDs resolution (30 m) is an order of
magnitude greater than all others. Figure 5.2 shows a breakdown of LULC change by
all categories for both Chen06 and USGS data. Figures 5.1 and 5.2 show that while
the exact percentages of change in each land use class are not the same between the
data sets, the trends are very similar.
Of the change in the forested land, the majority of conversion has been to
evergreen stands. The Chen06 dataset shows that of the total 14% growth in forest,
temperate needle leaf evergreen forest contributed to nearly 12% of that growth. This
is consistent with the fact that much of the abandoned farmland was converted to
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Figure 5.2: Comparison of LULC change in the Southeastern U.S. between the
Chen06 and USGS datasets by aggregate classifications from 1920 through 1992

pine plantations in the south. The USGS dataset has three forest classifications: Deciduous, Evergreen, and Mixed. Assuming that the added transitional class is wholly
evergreen stands and the forested wetland contribution follows the same distribution
of the native USGS forest classifications, of the net 14.5% growth in forest, 11.5% is
attributed to evergreen, while deciduous and mixed stands are shown increasing by
1% and 3.5%, respectively.

5.3

Temperature Trend Analysis

The National Climate Data Centers gridded annual minimum, maximum and
mean least squares temperature trends for the United States by climate division for
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Figure 5.3: Annual least squares maximum (a), minimum (b) and mean (c) temperature trends over the U.S. by climate division from 1920 to 1992

the period 1920 through 1992 are shown in Figure 5.3. The largest least squares
trends are in the Southeastern region, generally centered over parts of Alabama and
Mississippi. The spatial extent of the negative trends is greater in maximum temperatures. On average the U.S. saw an increase of 0.01 ◦ C in annual mean temperatures
while the southeast declined by a rate of 0.6 ◦ Cover the same period.
Figure 5.4 shows the southeast seasonal trends in minimum and maximum
temperatures for the aforementioned time slice and Table 5.2 contains the trend
slope values and significance. Regime shift analysis (Rodionov 2004) was performed
on the data as is shown by the gray dashed line. The southeast temperatures show
a consistent negative trend among all seasons for both maximum and minimum tem-
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Figure 5.4: Seasonal and annual maximum and minimum temperatures for the
Southeastern U.S. from 1920-1992. Least squares trends are shown by the solid line,
the dashed line represents regime changes as defined by a methodology given by
Rodionov (2004). Trend values and their significance can be seen in Table 5.2

peratures. The mean trends for all seasons are statistically significantly non-zero to
the 95% percentile. The most negative trends occurred in the winter with minimum
temperatures the most negative (−1.46 ◦ C). In the summer, maximum temperatures
showed the most negative trend (-0.70 −0.70 ◦ C). Annual maximum and minimum
temperature trends are nearly equal at 0.60 and 0.59 ◦ C, respectively. All tiles in
Figure 5.4 show a significant regime shift to a lower mean value occurring at a period
between 1955 and 1965, with the exception of wintertime minimum temperatures.
Noticing the similarities of the two trends (LULC and Temperature), an initial
look at their respective tendencies can shed light on their possible dependence. Figure
5.5 below shows two scenarios; the USDA cropland decrease and Chen et al. forested
land increase alongside the mean NCDC temperature for the Southeastern U.S. it can
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Table 5.2: Regression Statistics for the temperature trend analysis from 1895-2014
and 1920-1992 for both the conterminous and southeastern U.S. Bold values indicate
trend is significantly non-zero at p-value = 0.05
1895-2014 Trend

1920-1992 Trend

Southeast

Winter

Max
Min
Mean
Summer Max
Min
Mean
Annual Max
Min
Mean

+0.64
+0.30
+0.47
-0.44
+0.15
-0.14
+0.04
+0.03
+0.04

-1.18
-1.46
-1.32
-0.70
-0.25
-0.47
-0.60
-0.59
-0.59

U.S.

Annual

+0.85
+1.04
+0.88

-0.27
+0.31
+0.01

Max
Min
Mean

be seen that the event present in both the LULC datasets coincides closely with the
temperature anomaly. The correlation between both the crop and forested land and
temperature is significant and equal but opposite, 0.72 and -0.72 respectively. Figure
5.5 provides a clear assessment of the similarities of the coinciding trends of LULC
change and temperature. However, the correlation doesnt provide any insight on the
causation. Next, the biogeophysical characteristics of the LULC are quantified.

5.4

Analysis of Latent Flux Data

Figure 5.6 displays the latent energy flux data from the 10 southeast evergreen
(a) and deciduous (b) tower stations. The boxplots display the daily data from all
towers; the bold line represents the mean monthly LE and excludes any locations
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Figure 5.5: Analysis of cropland loss (left) and forest increase (right) in the southeastern U.S. with respect to the temperature. UDSA cropland data is linearly interpolated into a yearly dataset for comparison. The correlations between temperature
and cropland and forested areas are 0.72 and -0.72, respectively

that have less than 10 days of data for a given month as the sample size is not fully
representative of the period in question (see Table 4.1).
The mean of the monthly maximum LE flux towers for evergreen forests was
109.06 wm−2 ; ranging from 81.52 to 131.14 wm−2 with a standard deviation of 18.45
wm−2 . The mean monthly minimum LE flux for evergreen forest was 26.81 wm−2 ;
ranging from 18.94 to 33.80 wm−2 with a standard deviation of 6.59 wm−2 .
The mean monthly maximum LE flux for deciduous forest towers was 103.90
wm−2 ; ranging from 83.04 to 117.01 wm−2 with a standard deviation of 18.26 wm−2 .
The mean monthly minimum LE flux for evergreen forest was 17.78 wm−2 ; ranging
from 12.89 to 22.85 wm−2 with a standard deviation of 4.98 wm−2 .
It is not surprising that, in general evergreen and deciduous latent fluxes are
similar during summer months, while evergreen stands tend to transpire more on
average during winter months, as they retain their foliage. These data are averaged
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together to get an overall annual distribution of latent energy fluxes for the southeast
U.S.; represented by the bold lines in Figure 5.6. Mean values were calculated for each
tower, then the towers were averaged together before the overall annual distribution
was calculated to allow towers with more data to be weighted as such. The spatial
averaging inevitably smooths out sub regional distributions; however, all towers exist
within a latitude band of less than 7 degrees and can be assumed to represent similar
climates.
Given the lack of observed cropland flux data in the region (data from the
3 month NOAA field campaign over corn) these results needed to be supplemented
in order to provide additional data at longer time series and greater spatial coverage. To that end, runs from a biophysical crop growth model DSSAT (Jones et al.
2003; Hoogenboom, G. et al. 2010) and MODIS Global Evapotranspiration Project
(MOD16; Mu et al. 2011) flux estimates from areas judged to be majority cropland
were used to construct a composite seasonal latent energy flux. The estimated seasonal cropland LE is presented in Figure 5.7, and the mean distribution is represented
by the bold line. The mean for the cropland distribution assumes equal monthly
weighting for all three datasets. Note that the Belle Mina flux tower data represent a
single point, while the DSSAT results represent maize fields at multiple agricultural
stations over the region and the MODIS data represent a spatial resolution of 1 km.
The estimated mean of the maximum monthly LE fluxes for cropland areas
was 81.97 wm−2 ; ranging from 59.1 to 96.05 wm−2 with a standard deviation of
19.98 wm−2 . The earliest monthly maximum occurred in May via the DSSAT model,
while the MODIS maximums occurred in July. The DSSAT distribution of latent
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Figure 5.6: Latent energy flux for evergreen (top) and deciduous (bottom) forest
land covers from selected eddy covariance towers in the Southeast. Boxplot shows the
spread among the daily observations, and the solid dark line represents the overall
mean annual distribution.
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energy fluxes is strongly influenced by planting date, which in these runs was late
March. The NOAA Belle Mina corn tower maximum occurred in August, the earliest
month for their period of record. The estimated mean of the monthly minimum
LE fluxes for croplands was 22.6 wm−2 ; ranging from 20.91 to 25.53 wm−2 with a
standard deviation of 2.54 wm−2 . The maximum standard deviation within months
was 39.43 wm−2 and occurred in the DSSAT modeled data for the month of June
(6). The average standard deviation within months for all towers was 17.17 wm−2 .
From Figure 5.7, it can be seen that there are large variances in the data among the
summer months. The cropland maximum LE would be a function of the type of crop
planted, planting dates, as well as timing of vital growth stages.
Therefore, the occurrence of maximum LE would understandably exhibit a
broader range than the evergreen or deciduous forest as shown above. DSSAT shows
the crop LE maximums in May, then sharply declines as the corn crop modeled
begins to senesce; the Belle Mina tower data corroborates this pattern, while the LE
from the MODIS data remain consistently larger through August. The maximum
standard deviation among monthly means is 567.76 wm−2 . The annual LE fluxes
for evergreen forest, deciduous forest and cropland as defined above are 66.7, 54.2
and 47.62 wm−2 , respectively. Figure 5.8 presents the mean monthly latent energies
(along with standard errors) for evergreen forest, deciduous forest and croplands.

5.5

Albedo and Solar Insolation

The second major component of the energy budget that is impacted by land
cover change is the albedo. It is generally recognized that in order to gain an ac70

Figure 5.7: Latent energy fluxes from the Belle Mina, AL cropland tower, the
DSSAT crop model and representative MOSIS cropland pixels for the Southeastern
U.S. The boxplots shows the spread of the daily observations and modeled values and
the dark solid line represents the overall mean annual distribution

curate picture of land surface albedo over a large spatial domain, satellite mounted
instruments are necessary. In this study, the MODIS land cover product was used
to determine the land cover class of each pixel within the albedo coverage described
above. Albedo values for pixels with the same land cover were averaged monthly to
determine the albedo to be assigned to that land cover class. The monthly average
albedos for each land cover class are shown in Figure 5.9.The albedo is applied to
partition the reflecting incoming shortwave radiation. The monthly average NLDAS
incoming shortwave radiation data is used and is shown in Figure 5.10 below. Though
the incoming shortwave is averaged over a large area, the monthly values maximum
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Figure 5.8: Summary of the mean monthly latent energy fluxes for forest and cropland LULC classifications. Error bars represent the standard error of the mean

standard deviations spatially across the region are on average less than 10%. The
overall mean standard deviation for the shortwave data is 14.44 wm−2 . The analysis
assumes a consistent monthly incoming radiation over the study period based on the
2002-2009 NLDAS data. This is done to exclude other extraneous effects such as solar
dimming, cycles, etc. in order to isolate the effects of land use change only.

5.6

Energy Budget Analysis

Lastly, utilizing the data sets above, it is possible to make an estimate of a
net change in energy forcing due to latent energy and albedo changes associated with
the land cover change in the Southeastern US over the study period. The major
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Figure 5.9: MODIS monthly average (2002-2009) black-sky albedos by LULC class

LULC change that occurred over the past century was from agriculture/cropland to
forest, primarily evergreen plantations. A conservative estimate of 15% of cropland
went into forest-type land cover. Following the current breakdown of forest species
discussed above, the LULC change was partitioned into two categories: cropland to
evergreen (12%) and cropland to deciduous (3%). The net differences in latent energy
were calculated via the mean annual distributions, applied to the LULC change and
resulted in a mean annual forcing of -2.5 wm−2 . This equates to a monthly average
difference in ET between forests and cropland of about 2.63 mmmonth−1 . Next the
annual distribution of albedo was applied to the monthly average incoming shortwave
radiation in the region to arrive at the net forcing due to change in albedo. Applying
the associated LULC change percentages, the resultant mean annual forcing is +1.44
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Figure 5.10: Monthly average of NLDAS incoming radiation from 2002-2009. Error
bars represent standard errors of the mean

wm−2 . Figure 5.11 shows the annual distribution of the combined net forcing due to
LULC change. The results show that the change in sensible (as a result of albedo)
and latent energies are in direct competition with each other. In the spring and
early summer months, the croplands are in peak production and the latent energy
associated with their ET is comparable to that of the forested areas, so the change
in radiation due to albedo dominates the signal, thus creating a positive forcing. Not
surprisingly though, the late summer and fall months are the largest contributors
to an overall negative sign of the forcing as this is the time when major crops have
matured (or been harvested) thus reducing their transpiration rate. At this point,
bare soil evaporation would be the major source of latent energy for these areas. On
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Figure 5.11: Annual distribution of the net radiative forcing considering latent heat
and albedo affects

the other hand, forests (particularly evergreens) maintain their foliage and with their
deep roots, are able to continue to transpire as long as atmospheric conditions are
favorable. Overall, the mean annual net radiative forcing as a result of the LULC
change from cropland and forests is estimated to be -1.06 wm−2 .

5.7

Error Analysis

The largest errors exist in the latent flux data and the albedo. The standard
error of the monthly means was used to describe the error of latent fluxes, while values
taken from the literature were used for the albedo. The overall mean standard error
for the latent flux component was 6.19 wm−2 . The maximum standard error of the
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mean for the latent flux data, 17.83 wm−2 , resulted from the cropland fluxes which
incorporated multiple sources. The evergreen flux data mean errors were considerably
lower than that of the cropland and deciduous data; 4.21 wm−2 as compared to
7.29 and 7.03 wm−2 , respectively. The standard errors among the monthly MODIS
albedo data were minimal; however, the MODIS albedo algorithm has been tested
against ground based data (Wang et al. 2014; Cescatti et al. 2012) and average
errors were found to be on the order of 0.02 for forested areas and 0.03 for cropland
and mixed used agricultural areas. Errors in the deciduous data are most likely the
resultant of a sample size as only three towers were available. However, the errors in
the cropland data are more inherent. More sensitive to the yearly variations in the
weather, crops are subject to short term droughts, different phenological responses,
and different cultural practices (i.e. fertilizer applications, tillage etc.). Additionally,
the MODIS 1 km (ET) and 500 m (albedo) pixel footprints often incorporate a more
diverse landscape than cropland alone, usually consisting of a mosaic of crops, trees,
and grassland. The full spread of errors among the mean net forcings can be seen in
Figure 5.11. The error bars represent the maximum deviation based on all propagated
errors. The monthly mean forcing of -1.06 resides in a confidence interval of +/−
3.35 wm−2 .

5.8

Discussion

The results above show forested lands tend cooler, possibly attributing to
the overall cooling trend from 1920 -1992. A look at the observed MODIS skin
temperature data shows that forested areas are indeed cooler. Figure 5.12 shows
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composite mean MODIS skin temperatures in the SE for July 2012 (a significant
dry period for most of the region) alongside the MODIS LULC scheme. The visual
relationship between land surface classes and skin temperature is remarkable. The
LULC forested classes are shown lumped together in one category together with the
major (> 95% of the area) LULC classes. Its easily observable that the cropland areas
are in general warmer than the adjacent forested areas. Three 30 minute latitude
bands from a mean July and January composite of 2012 (dryer) and 2013 (wetter)
were analyzed and the spread of the surface temperatures by vegetative LULC classes
are shown in Figure 5.13.
For both months among all latitudes slices, the forested areas on average are
observed to have cooler skin temperatures. The mean differences between Forest and
Cropland ranged from 4.22 ◦ C (July, 34 ◦ ) to 1.0 ◦ C (January, 34 ◦ slice). These observations confirm the earlier studies that showed forest canopies cooler, even in winter,
than surrounding areas in the southern latitudes (Jackson et al. 2008; Wickham et
al. 2012, 2014).
It should be noted that climate and regional weather models have also been
used to assess LULC impacts; however, this is only possible if the fundamental parameters associated with the land use class (e.g., heat capacity or surface moisture
can be specified). As found by differences in the LULC model results discussed above,
and simply because of the difficulty in defining a priori parameters (McNider et al.
2005) there is uncertainty in such applications as well.
Above the effects of both the latent heat (ET) and albedo (α) were explored.
Another potentially significant component when discussing the energy budget over
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Figure 5.12: (a) Average July 2012 MODIS Skin Temperatures and (b) 2012 MODIS
land cover

Figure 5.13: Mean July and January 2012 MODIS skin temperatures by LULC class
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forest and cropland is the thermal resistance or heat capacity (cg ) of the two land
use types (see Equation 2.1). As noted by McNider et al. (2005) and Pleim and Xiu
(2003), the specification of the thermal resistance of a canopy is difficult since many
ill-observed physical processes govern the parameter leading cg values to vary by
several orders of magnitude across different land-use schemes. McNider et al. (2005)
argued that it is in fact a model heuristic for practical mixed grids found in the real
world.
However, it is almost certain that the heat capacity of mature forests exceed
that of cropland. Cropland heat capacity also is more of a function of season with
higher values during mature growth periods (due to water content), distribution of
energy interception and mixing processes within the canopy. Using a technique to
back calculate a heat capacity through use of energy balance equation and use of
geostationary skin tendencies, McNider (2005) found a difference of a factor of 3-5 in
cg between forest areas and agricultural areas in the Mississippi Delta region. Thus,
some of the differences in the MODIS skin temperature data shown in figure 5.13 are
due to the greater thermal resistance of forests to insolation and not just changes in
latent heat flux. While the factor of 3-5 in cg might appear based on linear scaling
to be the biggest difference in Equation 2.1, however, as shown by Mackaro et al.
(2011), in such a non-linear system linear parameter relationships do not hold.
Additional energetic impacts of the LULC change such as longwave changes
due to E, changes in shortwave fluxes due to cloud cover, and ground flux contributions
beyond those tied to the heat capacity were not considered. Though, as discussed
by Yang et al. (1999), soil heat flux is much less in vegetated land covers due to
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reduction in the incoming radiation by the canopy. In those cases, the heat capacity
of the vegetation and soil are sometimes combined, so the conclusions as to the
heat capacity effects discussed in the previous paragraphs would also include the
ground flux. A complete estimation of the impact of LULC change from agriculture
to forests will require full modeling with a model that can physically reproduce the
MODIS image skin temperature image in Figure 5.13. However, the analysis given
here indicates a negative forcing due to increased evaporation. With the inclusion of
heat capacity changes, the total results will equivalently exceed the net -1.06 wm−2
forcing derived above.
The IPCC AR5 (2013) estimates that the global land use changes have increased the surface albedo leading to a radiative forcing of 0.15 +/− 0.10 wm−2 .The
spread of the data demonstrates that there are still uncertainties in both the fraction
of land cover change as well as albedos, though the AR5 states robust confidence in
the sign of the albedo forcing. However, due to other competing consequences, there
is little confidence of the sign of the overall net change in temperature due to land
cover change. The climatological results of this study can be interpreted as support
for both of these statements. The confidence in the sign of the global albedo forcing
is derived from recent studies showing a net increase in agricultural development of
land and an overall decrease in forest cover. The southeastern U.S. LULC trend is the
opposite, with cropland declining precipitously over the past century and replaced by
forest cover. As such a positive albedo forcing is observed; however, when the effects
of latent energy fluxes are considered the overall forcing switches to a negative.
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Many studies of the Southeastern US warming hole have been conducted over
the past few years. However, the majority of these studies have relied upon downscaled climate models with sensitivity analysis of specific parameters within the models related to land cover. As a result, their conclusions are more of a hypothetical
nature. Alternatively, several authors have used satellite data to demonstrate that
forest temperatures are cooler than nearby cropland in the Southern latitudes. However, these authors have made no conclusions as to the causal mechanisms of these
observations.
Referring to the IPCC report, the overall land use change impact of -1.06 wm−2
estimated in this study is larger than any other forcing other than CO2 itself (+1.68
wm−2 ). Further, the potential negative forcing due to clouds and precipitation as
feedback from increased ET would likely add to the land use change forcing. Based
on this result, it is easy to see how this negative forcing combined with the other
components already identified (natural variability, aerosols, atmospheric particulates,
overall dimming, etc.) to result in a cooling effect over the Southeast during the
majority of the 20th century.
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CHAPTER 6

WATERSHED ANALYSIS RESULTS AND DISCUSSIONS

6.1

6.1.1

Data Analysis

Evapotranspiration Data Analyses
It is the intent of this analysis to characterize the role of ET in streamflow

generation, and as such three independent ET estimates are used in an attempt to
fully encapsulate the natural range of ET variability. Each dataset estimates ET
differently, whether from a full energy balance approach, a combination methodology
or from satellite observations of aggregate vegetative indices. Each is resolved at
different spatial resolutions and represents ET differently.
Figure 6.1 compares the evapotranspiration estimates from the 3 long-term
gridded datasets; LIS, MODIS and VIC. Recall that both LIS and VIC are modeled
products forced by surface observational based data and MODIS is modeled product
based on satellite inferred observations. Since the MODIS native temporal resolution
is an 8 day aggregate, both the LIS and VIC data were aggregated to 8 day sums for
comparison. The aggregates are averaged over each watershed and are then averaged
over all watersheds for a composite value. The boxplots display the 8 day aggregates
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Figure 6.1: Comparison of VIC, MODIS and LIS ET datasets. Box plots contain
the 8 day ET data averaged over all watersheds.

from all three datasets. Note that both LIS and VIC datas range stretches from 1980
through 2011, a total of 1472 aggregate sums, while the MODIS data begins in the
year 2000 with a count of 690.
The mean 8-day monthly maximum ET for LIS was 25.5 mm; ranging from
9.13 to 43.01 mm with a standard deviation of 12.25 mm. The mean monthly minimum ET for LIS was 14.21 mm; ranging from 2.34 to 28.93 mm with a standard
deviation of 9.15 mm. The mean 8-day maximum ET for MODIS was 22.92 mm;
ranging from 8.82 to 35.35 mm with a standard deviation of 10.04 mm. The mean
monthly minimum ET for MODIS was 13.44 mm; ranging from 3.04 to 25.01 mm
with a standard deviation of 8.33 mm. For the VIC model, the mean 8-day maximum
ET was 26.57 mm; ranging from 14.92 to 38.03 mm with a standard deviation of 8.91
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mm. The mean monthly minimum MODIS ET was 8.67 mm; ranging from 1.68 to
15.57 mm with a standard deviation of 4.92 mm.
It can be seen from Figure 6.1 that all three datasets corroborate the annual
cycle of ET in the Southeast; wintertime values are lowest with summer values highest
on average. The spread in the data appears reasonable, in that during rainy days
ET approaches zero, while hot dry days after rain ET reaches its maximum. The
LIS data tends to estimate higher 8-day sums, especially in the summer, however, in
the winter and spring (months 11,12,1-4) it tends to split the differences of MODIS
and VIC. Though the lowest values of the three in late winter and spring, MODIS
averages are in the middle during the summer, then closely resemble LIS during the
fall months. The VIC dataset exhibits the most difference from the three datasets
with an overall diminished cycle; its summer average (months 6,7,8) is only 22.84
mm while LIS and MODIS estimates are 28.91 and 27.95 mm, respectively. Overall
daily and aggregate statistics are reported in Table 6.1. Appendix B provides 8 day
statistics for each dataset by watershed.
The Pearson correlation coefficient between the datasets averaged over all watersheds is 0.883, 0.975, and 0.860 for LIS-VIC LIS-MODIS and VIC-MODIS, respectively. To be consistent, 8-day aggregates were used for all correlation coefficients.
Figure 6.2 showcases the correlation coefficients by aggregate watershed size. The
data shown in Figure 6.2 verify the box plot analysis above, LIS and MODIS are
the most closely related of the three datasets, with an average correlation across all
watersheds of 0.949. The average correlations between the LIS and VIC models and
between the VIC and MODIS are similar, 0.785 and 0.745.
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Count

Mean

Std.
Dev.

Daily

LIS
MODIS
VIC

11688
11688

2.459
2.219

1.316
1.078

0.293
0.093

1.191
1.348

2.335
2.168

3.682
3.01

5.559

8-Day

LIS
MODIS
VIC

1472
690
1472

19.522
18.147
17.622

10.399
9.666
7.883

2.346
3.036
1.676

9.178
8.35
10.739

18.468
17.495
17.374

29.534
27.581
23.669

43.007
35.348
38.033

16-Day

LIS
MODIS
VIC

736
276
736

39.044 20.654
36.255 19.226
35.245 15.374

7.775
8.182
5.71

18.342
16.611
20.844

37.297
34.831
34.876

59.179
55.594
47.063

82.807
69.26
74.759

32-Day

LIS
MODIS
VIC

384
144
384

74.834 42.745
69.488 39.86
67.552 32.284

7.775
8.182
6.969

35.225
30.37
40.736

69.368
66.937
70.102

118.256
109.897
92.231

161.429
137.141
146.54

Yearly

Table 6.1: Summary descriptive statistics for each ET dataset and associated aggregates.

LIS
MODIS
VIC

32
15
32

898.01
834.76
810.63

838.09
766.95
670.44

878.13
819.49
766.78

895.03
830.34
801.89

915.57
858.43
860.02

994.3
877.3
967.13

33.69
29.25
68.34

Min

25%
50%
Percentile Percentile

75%
Percentile

Max
5.983

Figure 6.2: Correlation coefficients among each 8 day aggregate ET dataset, within
50 mi2 area bins
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Figure 6.3: Annual water balance check for each ET dataset

Next, each ET dataset is verified by basin water balance using the streamflow
and precipitation under the assumption that the equation ET = P-Q balances over
long periods of time (i.e., years). The precipitation used comes from a long term
reconstructed climatic dataset (Livneh et al. 2013, see section 4.2.2.2 for description).
Figure 6.3 demonstrates the effectiveness of each ET dataset to close the yearly water
balance showing the mean error over all years by watershed size. All three datasets
achieve less than 10% error in the calculation of mass balance on average. The mean
absolute errors for all three datasets across all watersheds are 0.07, 0.085, and 0.05 for
LIS, MODIS and VIC, respectively. The associated maximum mean absolute errors
for each dataset were 0.16, 0.193, and 0.26, respectively.
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6.1.2

Streamflow Analysis
Next a summary of streamflow data is provided. USGS gauge data, originally

reported in units of volume per second, has been normalized by basin area and is
shown in mm of runoff per day. This was done so that the units of streamflow (or
runoff) and ET would be consistent. Gauge statistics are presented by watershed in
Table 6.2. The maximum daily runoff occurred in the Linville River basin (02138500)
with a value of235.1 mm. The Linville basin is the smallest basin in the dataset at
66.7 mi2 . The average maximum runoff among all watersheds was 45 mm. Minimum
values reached zero in four of the watersheds while overall minimums stayed below
1 mm in all basins. The maximum mean runoff occurred in the Nantahala River
watershed (03504000) with a value of 3.623 mm. The Nantahala also has the largest
mean minimum runoff value at 0.491 mm.
On average most watersheds experienced annual negative linear trends over
the 34 year study period (1980-2014) with the exception of 3 watersheds that demonstrated positive linear trends. On average across all watersheds, the mean trend was
-0.27 mmyear−1 . The steepest trend was -0.61 and was observed on the Santa Fe
River near Fort White, FL (02322500). Figure 4.7 shows the trends of each watershed
in its geographical location. The bold watershed represent trends with a p-value less
than .05, demonstrating that the trend is statistically significantly non-zero to the
95% percentile.
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Table 6.2: Summary descriptive statistics for each ET dataset and associated aggregates.

Gauge
Number

Mean

2110500
2126000
2130900
2132000
2134500
2135000
2136000
2138500
2154500
2156500
2173500
2175000
2175500
2176500
2177000
2198000
2202500
2203000
2213500
2217500
2225500
2226500
2227500
2228000
2231000
2246000
2317500
2321500
2322500
2324000
2329000
2339500
2342500
2349900

1.018
0.871
1.101
0.857
0.908
0.869
0.671
2.171
1.463
1.127
0.867
0.735
0.786
0.645
2.809
0.739
0.710
0.743
0.816
1.106
0.826
0.729
0.696
0.699
0.754
0.917
0.740
0.560
1.198
0.756
0.861
1.339
1.098
0.772

Min

Std.
Dev.

25%
Percentile

50%
Percentile

75%
Percentile

Max

0.002
0.031
0.085
0.063
0.032
0.025
0.002
0.184
0.114
0.036
0.156
0.052
0.008
0.000
0.310
0.047
0.008
0.000
0.011
0.008
0.014
0.004
0.000
0.005
0.013
0.013
0.012
0.000
0.318
0.004
0.008
0.137
0.003
0.006

1.492
2.179
0.938
0.930
0.890
0.882
0.962
4.583
1.636
1.337
0.507
0.741
0.760
1.202
2.423
0.760
0.980
1.296
1.815
1.570
1.336
1.532
1.493
1.301
1.658
2.369
1.333
1.201
0.800
1.326
1.600
1.228
2.411
1.892

0.134
0.120
0.499
0.287
0.320
0.276
0.101
0.850
0.765
0.518
0.537
0.269
0.321
0.030
1.378
0.281
0.138
0.022
0.130
0.415
0.069
0.036
0.011
0.057
0.089
0.192
0.050
0.043
0.748
0.059
0.112
0.543
0.117
0.103

0.557
0.264
0.870
0.541
0.638
0.615
0.340
1.402
1.107
0.819
0.752
0.484
0.593
0.205
2.245
0.509
0.345
0.216
0.332
0.724
0.277
0.148
0.135
0.196
0.243
0.379
0.184
0.146
1.022
0.211
0.318
1.051
0.402
0.239

1.285
0.661
1.434
1.082
1.200
1.138
0.860
2.280
1.669
1.253
1.066
0.907
0.972
0.740
3.532
0.917
0.905
0.962
0.810
1.241
1.081
0.709
0.709
0.772
0.788
0.838
0.843
0.545
1.403
0.845
0.978
1.748
1.153
0.756

23.914
37.937
21.517
12.381
10.000
8.194
16.146
235.095
41.775
23.937
6.860
7.716
9.391
23.779
84.423
17.547
10.943
21.105
67.473
31.567
19.063
31.310
23.795
24.648
44.937
84.323
22.547
24.314
12.446
15.006
28.422
17.722
57.206
77.559
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Table 6.3: Table 6.2 Continued...

Gauge
Number

Mean

2353500
2361000
2369000
2371500
2374500
2375500
2376500
2380500
2383500
2387500
2392000
2398000
2414500
2424000
2431000
2439400
2450000
2456500
2467500
3451500
3500000
3504000
3550000

1.010
1.146
2.155
1.093
1.431
1.429
1.866
1.869
1.553
1.571
1.709
1.652
1.412
1.415
1.319
1.623
1.794
1.551
1.293
1.999
2.416
3.623
2.224

6.2

Min

Std.
Dev.

25%
Percentile

50%
Percentile

75%
Percentile

Max

0.004
0.048
0.311
0.026
0.177
0.112
0.410
0.192
0.191
0.145
0.125
0.207
0.023
0.086
0.051
0.066
0.026
0.026
0.075
0.174
0.250
0.491
0.163

1.311
2.077
2.536
1.775
1.753
1.768
2.739
1.704
1.441
1.780
1.767
2.938
1.887
2.432
3.042
2.606
3.923
2.823
2.152
1.765
2.108
3.022
2.563

0.392
0.325
1.062
0.172
0.644
0.453
0.839
0.893
0.577
0.517
0.786
0.502
0.286
0.338
0.250
0.388
0.158
0.191
0.277
1.000
1.134
1.747
0.845

0.663
0.675
1.541
0.520
0.982
0.839
1.165
1.437
1.115
0.979
1.291
0.861
0.914
0.690
0.500
0.867
0.668
0.644
0.546
1.579
1.903
2.949
1.580

1.214
1.348
2.372
1.324
1.594
1.651
1.882
2.274
1.944
1.846
2.080
1.722
1.765
1.511
1.277
1.811
1.961
1.750
1.229
2.399
2.989
4.496
2.734

45.708
99.420
110.605
43.642
49.969
25.490
97.819
39.506
19.097
26.181
33.748
96.431
58.088
56.383
85.047
51.493
121.113
42.375
40.462
34.686
52.832
65.887
74.389

Data Whitening

Both ET and streamflow have pronounced annual cycles and autocorrelation
in the data, especially in the Southeast (see Fig 1.1 of Introduction). To fully quantify
this cycle, a harmonic analysis of the data was applied to determine the strength of
the annual cycle. Both daily (8-day for MODIS) and monthly aggregate time series in
the ET and streamflow datasets were considered. The percent of the variance in the
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Figure 6.4: Streamflow trend analysis by watershed, watersheds outlined in bold
signify the trend is significantly non zero to the 95% confidence interval

raw data due to the annual cycle was found. Figure 6.5 shows the variance explained
by the annual cycle (among all watersheds) for each dataset. The variance explained
by the annual cycle is higher in ET than streamflow. LIS and MODIS are similar
with the annual cycle of both the daily and monthly data comprising more than 80%
of the variance. VICs variance due to the annual cycle, however, is half that of the
daily LIS or MODIS and 2/3 of the monthly. It can also be seen in Figure 6.5 that the
spread of the data is more significant among VIC compared to LIS and MODIS. The
daily streamflows annual cycle comprised 10% of the variance on average and 21% in
the monthly sums. Appendix C contains the full analysis by both watershed size and
geographic location. In general, there appears no consistent trend in the explained
variance for either streamflow or ET with respect to watershed area. Geographically,
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Figure 6.5: Harmonic analysis: variance explained due the annual cycle in each ET
dataset and streamflow at the daily and monthly aggregation, asterick denotes that
MODIS is only 8-day

the variance explained by the annual cycle in LIS (and to a lesser extent in MODIS)
does appear to increase as proximity of the Atlantic decreases; however, the other
dataset shows no clear distribution.
To remove the annual cycle and autocorrelation the data was whitened; anomalies were calculated for each dataset from the long-term monthly means and a difference lag of the aggregate time step used was applied. These procedures are the
standard method for removing cycles and autocorrelation from data sets (Panofsky
and Brier 1968). Figure 6.6 shows an example of the whitening process for both
streamflow and ET (LIS) data. The top 4 panels represent daily streamflow and the
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bottom four panels represent daily LIS ET. The upper left (a,e) is the raw data and
below (c,g) is the whitened data. The right column (b,d,f,h) is the corresponding
autocorrelation and increasing lags. Figure 6.6 demonstrates the effectiveness of the
whitening procedure on the autocorrelative effects. On average across all watersheds,
the 1-lag autocorrelation in the daily streamflow was reduced from 0.84 to 0.29. For
all daily and aggregate datasets considered, the 1-lag autocorrelation was reduced on
average by 50

6.3

Correlations between streamflow and ET

With the data whitened, the relationship of ET and streamflow can be determined outside the strong annual cycle and autocorrelative effects. First, simple
correlations were performed comparing Streamflow and ET. Daily as well as the 8, 16,
and 32 day composites were considered. Figure 6.7 presents the data by ET dataset.
The box plots comprise all 57 watersheds. In general, across all datasets, the mean
correlation increases with aggregate size, with the 16 day aggregate as the maximum,
then declining with the monthly aggregate. The daily (VIC and LIS) and monthly
data are negatively correlated on average, while all other aggregates show positive
correlation.
The daily and monthly mean correlations for VIC are -0.02 and -0.06, respectively, the 8 and 16 day mean correlations are 0.25 and 0.4. The daily and monthly
mean correlations for LIS are both less than -0.01, the 8 and 16 day mean correlations
are 0.11 and 0.19. Note that in Figure 6.7, though the mean monthly LIS is small, the
spread of the data encompasses all other aggregates and experiences the maximum
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Figure 6.6: Example of the data whitening process to reduce the autocorrelation and
remove the variance due to the annual cycle. (a) raw streamflow (b) autocorrelogram
of the raw streamflow (c) the whitened streamflow data (d) autocorrelogram of the
raw streamflow (e) raw LIS ET data (f) autocorrelogram of the raw LIS ET data (g)
the whitened LIS ET data (h) autocorrelogram of the raw LIS ET data

correlation among LIS. MODIS mean correlation for the 8, 16 and 32 day aggregates
are 0.07, 0.10, and -0.06, respectively. With respect to significance, most correlations
greater than +/− 0.01 in the daily data was deemed significant with p-values less
than 0.05; this is due the large sample size (11687). However, though the relationship
is significant, it can be seen that the strength of that relationship is minimal. In the
aggregate data, the cutoff for significance is around + 0.05. Figure 6.8 showcases each
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Figure 6.7: Correlation coefficients between each aggregate ET dataset and streamflow. Boxplots contain the spread of results by watershed

watersheds correlation geographically for all datasets considered. There appears to
be a trend in the VIC and LIS 16 day data and the MODIS 32 day data where the
higher correlations are generally in the coastal plains of South Carolina and Georgia
and decrease as the proximity of the Atlantic shrinks. All other datasets have no
distinct geographic patterns.
Next, lagged correlations (cross correlation) were calculated. Lagged correlations were computed for each of the datasets discussed above for each aggregate.
The daily data was analyzed for 1, 2, 4, 8, 16, and 32 lags; the 8-day day data was
lagged 3 time steps, 16-day 2 lags and 32-day 1 lag. A summary of the change in
mean absolute correlation for each lag (including 0 lag) is shown in Figure 6.9. For
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Figure 6.8: Characterization of the geographic distribution of correlation coefficients
between each ET aggregation and its equivalent streamflow
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Figure 6.9: Correlation analysis summary: Correlations and cross correlation between each ET dataset and streamflow for (a) daily data and 1, 2, 4, 8, 16, and 32
day lags, (b) 8-day day data with 3 lags, (c) 16-day data with 2 lags and (d) 32-day
data with 1 lag.

the daily data, mean absolute correlations increased when the VIC data was lagged
1 and 2 days (1 day was highest), then the correlation decreased for all other lags.
LIS daily mean absolute correlations decreased each lag. For the 8 day aggregate,
MODIS was virtually unchanged with 1 lag, and then decreased with the following
2 lags. Both VIC and LIS 8-day aggregate saw no improvement in correlation with
lags. Interestingly, in the 16 day aggregate, where the most significant correlation
was found, lags up 2 time steps made little difference.
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6.4

Entropic Analysis

Once the variance due to the annual cycle was removed, the dependence (or
lack thereof) between ET and streamflow was demonstrated via correlation above.
At the daily time step, though correlation was deemed significant due to the sample
size of the data, the strength is minimal. The dependence increases when the daily
streamflow is lagged and the datasets are aggregated. However in all cases a majority
of the remaining variance is left unexplained. The traditional approach as conducted
above lacks in the ability to characterize the uncertainties of each dataset and how
they might be related. If the daily streamflow and ET estimates are minimally dependent, what if any of that is due to the mischaracterization of ET? And the same goes
for aggregates. Thus, the overarching question is, with best representation of ET at
hand, how much of the uncertainty left in the ET coincides with the uncertainly of the
streamflow and how much of the uncertainty of the streamflow is due to other process
not directly tied to ET. With this knowledge, the effort of furthering improvements
to the ET to actually add skill in predicting streamflow can be judged. Entropic
analysis is employed to determine the uncertainty inherit in each of the datasets, and
uncover the distance between the two processes (i.e., their distributions) and quantify
the amount of (lack of) information they share.
First, to ensure complete random data, a requirement for entropy, a random
sample was generated from each dataset. Since entropy analysis is probabilistic in
nature, all data must be independent and randomly sampled. In order to ensure randomness, the deterministic elements such as annual cycles must first be removed. To
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that end, the samples were selected from the data after the cycles were removed by
subtraction from the long term mean. The sampling process itself ensures that no autocorrelation will be present. Random number generators were used to select samples
from the populations of each dataset. A consistent sample size of 20% throughout
all variables was considered sufficiently large to characterize the basic shape of the
distributions without being so large as to be over parameterized (i.e., encompassing
too much of the population so that the concept of sampling is compromised). 20%
captures a sample size > 30 for the MODIS monthly data, which has the smallest
population of all the variables considered. Generally sample sizes at least n = 30 are
needed to follow the Central Limit Theorem when the population is not known to be
normal.
Figures 6.10-13 showcase the entropy values for all data considered. The left
side of the figure shows each watershed geographically characterized by its entropy,
on the right the watersheds entropy is shown as a function of area. The color scheme
classifications are provided as a general reference, and are not common throughout.
This was required to the tightness of the entropy distributions and the clear distinctions among aggregates. The distinction between the aggregates is expected due to
the increasingly smaller populations. Naturally, the magnitude of entropy is a function of the sample size. Entropy values are presented in natural (base e) logarithms
or nats.
For the daily streamflow dataset (Figure 6.10), the mean entropy was 7.28 with
a range extending from 6.76to 7.43. The entropy decreased with each aggregate size as
expected, indicating uncertainty of the data is reduced with each aggregate dataset.
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The 8-day, 16-day and 32-day aggregate mean entropies are 5.52, 4.86, 4.21 nats. In
general, as the aggregate size increased, the range of the entropy decreased, suggesting
that the spatial influence decreases with aggregation. The 32-day aggregate range of
entropies among watersheds was 0.02 as compare to 0.67 in the daily data. It can be
seen from Figure 6.10, that the range is highly influenced by one or two watersheds,
particularly gauge numbers 02176500 and 02398000, the Coosawhatchie River near
Hampton, S.C and the Chattooga River at Summerville, GA. These are the 12th and
11th smallest basins at 203 and 192 square miles, respectively. There appears to be
no noticeable geographic pattern among the streamflow entropies. However, there is
a statistically significant positive trend with watershed size, specifically in the daily
streamflow.
Next, in Figure 6.11, the uncertainly in the VIC data is examined. The daily
VIC mean entropy among watersheds is 7.56 nats with a range from 7.54 to 7.58.
Clearly the spread of entropies among the watershed is minimal and no consistent
outliers are present like in the streamflow. However, in a similar fashion as the streamflow, when the aggregate size increases, the uncertainty of the VIC data decreases.
The VIC 8-day, 16-day and 32-day mean entropies are 5.53, 4.80, 4.15 nats. At the
16 and 32-day aggregates, most watersheds have the same entropy to the 3rd decimal
place. There are no significant trends related to watershed size and appear to be no
noticeable geographic pattern among the locations.
The uncertainly of the MODIS data is examined in Figure 6.12. The 8-day
MODIS mean entropy among watersheds is 4.60 nats with a range of about 0.02.
The MODIS 16-day and 32-day mean entropies are 3.87, and 3.28 nats. MODIS is
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Figure 6.10: Entropy by watershed location (left) and as function of watershed area
(right) for daily, 8 day, 16 day and 32 day streamflow

100

similar to the streamflow and LIS datasets above, when the aggregate size increases,
the uncertainty of the VIC data decreases, however the magnitude is considerably
lower The 16 day aggregates show a negative trend with watershed size; the strength
of the trend in minimal (0.001/1000mi2 ), though significantly non-zero. It can clearly
be seen that this due to the influence of an anomalous watershed. The anomalous
watershed is gauged by gauge number 02339500, the Chattahoochee River at West
Point, GA and in the 2nd largest watershed at 3550 mi2 . Once MODIS is aggregated
past the native resolution of the product, the entropy becomes practically the same
for all watersheds. There appears to be no noticeable geographic pattern among the
locations.
LIS ET data uncertainty is presented in Figure 6.13. The daily mean entropy
for LIS was 2.54 with a range extending from 2.20 to 2.83. The entropy, however,
did not decrease with each aggregate size as expected, showing increased uncertainty
with the 8 and 16 day aggregate, then a slight decrease in the 32 day aggregation.
The 8-day, 16-day and 32-day aggregate mean entropies are 4.0, 4.18, and 3.94 nats.
The daily LIS uncertainty has a range of 0.63 then decreased to 0.53, 0.48, and 0.3
for each additional aggregate, respectively; an order of magnitude more than the
other ET datasets, more similar to the streamflow. Additionally, though there is
no significant trend relative to watershed sizes, there does appear to be a noticeable
geographic pattern among the watershed locations. In general, the entropy increases
as proximity of the Atlantic increases. One can easily visualize a cross-sectional line
running from south-west to north-east. This pattern was also observed in the ETstreamflow correlations earlier, specifically the 16-day aggregates.
101

Figure 6.11: Entropy by watershed location (left) and as function of watershed area
(right) for daily, 8 day, 16 day and 32 day VIC ET data
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Figure 6.12: Entropy by watershed location (left) and as function of watershed area
(right) for 8 day, 16 day and 32 day MODIS ET data

Figure 6.14 summaries the entropies for the streamflow and each ET dataset.
The magnitudes of the mean entropies are most similar in the streamflow and VIC
data. MODIS exhibits a similar trend, however, its magnitude is 18.5% less on
average. LIS data overall has the lowest entropy, however, has an opposite distribution
over the aggregates. Where information is gained in streamflow, VIC and MODIS as
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Figure 6.13: Entropy by watershed location (left) and as function of watershed area
(right) for daily, 8 day, 16 day and 32 day LIS ET data
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Figure 6.14: Mean entropies across all watershed for streamflow, VIC ET, MODIS
ET and LIS ET for all aggregates considered

the aggregates increase, LIS is the opposite. LIS also has a larger variation among
watersheds. Interestingly, there appears to be an upper limit in entropy for the
aggregate streamflow and VIC and for all MODIS data. This is noticeably not present
in the LIS data.
Once the entropy of each dataset has been calculated, the first step in comparing them is through relational entropy (or relative entropy). The relational entropy measures the informational distance between two distributions. Each aggregate
streamflow dataset was run against its equivalent aggregate ET dataset (i.e. daily vs
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daily).The full spatial analysis of the relative distance between ET and streamflow for
each ET dataset by watershed is presented in Figures 6.15 through 6.17.The distance
measured is an informational distance, and not a true measure of distance due to its
non-symmetry; however, it is applied in this case to compare the ET distributions and
how they relate over differing aggregates providing insight to the spatial influence.
The average distance between the daily VIC data and streamflow (Figure 6.15)
is 2.72 and ranges from 0.48 to 5.15. The mean distance between the 8 16 and 32
day aggregates are 2.12, 1.13, and 0.96. As the aggregation increases, the spread of
distances among watersheds decrease. All scenarios in the VIC data show a decrease
with watershed size. The 16 day aggregate trend is significantly not zero.
The relative distance between the MODIS data and streamflow is presented
in Figure 6.16. The mean distance between the 8, 16 and 32 aggregates is 1.81, 1.18,
and 0.65; noticeably lower than VIC. No significant trends are exhibited with respect
to watershed size. The distances between LIS and streamflow (Figure 6.17) follow
a similar pattern as both VIC and MODIS, however, is the largest on average of
the three. The mean distances between daily, 8, 16 and 32 day LIS and streamflow
among watersheds is 3.54, 2.31, 1.75 and 0.90, respectively. No significant trends
exist between the relative distance and the water shed size; however, the daily LIS
data exhibit a noticeable positive trend, unlike the two other datasets.
Figure 6.18 summarizes the relational entropy via the mean results among
watersheds for all scenarios considered. All three datasets are comparable in their
distances to streamflow and their trends among different streamflow aggregates are
the same. In general, as the aggregation increases, the range of values decreases and
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Figure 6.15: Relative distance between VIC ET and streamflow by watershed location (left) and as function of watershed area (right) for daily, 8 day, 16 day and 32
day VIC ET and streamflow
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Figure 6.16: Relative distance between MODIS ET and streamflow by watershed
location (left) and as function of watershed area (right) for 8 day, 16 day and 32 day
MODIS ET and stremflow

coalesces around a smaller mean. As expected, for all datasets, the 32 Day data has
the least distance from the streamflow on average, that is, the monthly distribution
of ET is closer to the distribution of monthly streamflow than any other aggregate.
The largest differences occur between LIS and VIC in the daily data as compared
to the daily streamflow, 2.72 vs 3.54 on average, respectively. The MODIS 8 and 32
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Figure 6.17: Relative distance between LIS ET and streamflow by watershed location (left) and as function of watershed area (right) for daily, 8 day, 16 day and 32
day LIS ET and streamflow
109

Figure 6.18: Mean relative distances among watersheds for the relational entropy
of streamflow to each different ET dataset and aggregate

day aggregates are closer to the 8 day streamflow than either VIC or LIS. VIC is the
closest among 16 day aggregates.
The relative entropy, as performed above, can be useful when comparing
datasets and getting a feel for the data. Although, as mentioned before, this distance
is not a real distance and provides limited insight on shared information (uncertainty),
however, it does serve as a surrogate measure for accuracy. One measure of model
accuracy is the relative closeness of the probabilistic structure of the predictions to
the observations (Anderson 2001). However, for the computations to work the distri-
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butions size (unique values) must be the same; to achieve this, frequency bins were
used. Due to large extremes in the streamflow data, null or zero population bins
were unavoidable and the number of bins were often less than 10, thus introducing
more uncertainty into the data. To overcome these short comings, a different type of
relational entropy can be used, mutual information.
The mutual information shared between two random variables is defined as
the relational entropy between the joint distribution of the random variables and
their product distribution. It is the reduction of uncertainty of one random variable
due to knowledge of another random variable. That is, if the uncertainty of one
variable is reduced, how much information can be gained in the other due to that
reduction of uncertainty? Using this information, it can be determined how much of
the uncertainty left in the ET coincides with the uncertainly of the streamflow and
how much of the uncertainty of the streamflow is due to other process not directly
tied to ET. The mutual information process is completed for each aggregate for all
three ET datasets as done before in the relational exercise. First the mean mutual
information among all watershed will be presented alongside the mean entropies of
streamflow and ET. This will offer insight and clarity of the mutual information
process. Then result are presented in the fraction of streamflow uncertainty reduced
due to ET( i.e. the mutual information divided by the entropy of the streamflow), by
watershed and as a function of watershed size for further discussion.
Figure 6.19 displays the mean entropies of both streamflow and ET and the
mutual information between the two. It can be seen that the mutual information
is directly related to the uncertainty of the two datasets. The mutual information
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cannot exceed the uncertainty of either dataset. For the VIC data, in 2 out of the 4
aggregates examined, the uncertainty in the ET is greater than that of the streamflow.
Naturally, when the entropy in the ET is reduced, the mutual information between
the two is also reduced. The entropy in the daily and 8 day ET is greater than
streamflow, then for the 16 and 32 day aggregates, the entropy in the ET is less than
that of streamflow. In general, entropy of VIC ET relative to streamflow decreases
with each aggregate.
With respect to the MODIS data, entropy in the streamflow was similar to
that of ET in all cases. In the 8 and 32 day aggregates the entropy in the ET is
greater than that of the streamflow. There is no trend among the mean entropies
of ET e relative to streamflow as was observed in the VIC data. In the case of LIS
ET, the mutual information in the daily data is much less than that of VIC. In each
aggregate examined, the uncertainty in the ET is less than that of the streamflow. In
all cases, the shared information is limited to the maximum uncertainty of the LIS
ET. Opposite to that observed in VIC, the entropy of LIS ET increases relative to
the streamflow entropy for each aggregate.
Figure 6.20 summarizes each of the datasets by the fraction of streamflow
uncertainty reduced due to a complete reduction of uncertainty in ET. Both VIC
and MODIS consistently share more than 95% of the streamflow uncertainty. The
LIS daily data shares only 30% of the uncertainty in daily streamflow; however, it
increases significantly as the uncertainty in the streamflow is reduced to a similar
magnitude as that of the ET itself. In the 32 day aggregate all datasets show similar
results.
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Figure 6.19: Mean entropies for streamflow and ET and the mutual information
between the streamflow and ET for all datasets among all watersheds for each aggregate. The entropy of the streamflow is presented as the left bar, entropy of the ET
the far most right bar and the mutual information between the two is shown in the
middle.

Figures 6.21 -23 presents the individual results summarized above by watershed location and area. Immediately it can be seen that the variation among watersheds is minimal for all cases. For the daily VIC, the range of data is 0.63%. The
maximum reduction in uncertainty is 97.6%, the minimum is 97%. The 8 day VICs
contribution toward 8 day streamflow is practically unchanged. The range values con-
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Figure 6.20: The fraction of streamflow uncertainty reduced due to a complete
reduction of uncertainty in ET for each ET dataset for all aggregates

tinue to decrease for the 16 day aggregate until the all watershed except one in the 32
day aggregate has the same contribution of streamflow uncertainty to the hundredth
of a percent. There are no apparent geographical patters among the watersheds. The
right panels in Figure 6.21 showcase the reduction in uncertainties as a function of
watershed size; those plots with a ∆ signify the trend is statistically significantly not
zero (p-value < .05). Though no significant trends are found within the LIS data, the
daily data is noticeably more positive.
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Figure 6.21: Mutual information between VIC and streamflow aggregates by watershed location (left) and by water shed size (right)
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The MODIS ET dataset is spatially examined in Figure 6.22. It can be seen
that the variation among watersheds is, again, minimal for all cases. The range of data
for the MODIS 8, 16 and 32 day aggregates is 0.54%, 0.64% and 0.00%, respectively.
The 16 aggregate explain less of the uncertainly in streamflow than either the 8 or
32 day aggregate, however only by about 1-2%. There are no apparent geographical
patters among the watersheds. Again, the right panels in Figure 6.22 showcase the
reduction in uncertainties as a function of watershed size. No significant trends are
exhibited for the 8 or 32 day MODIS aggregate; however, a significant downward
trend is observed in the 16 day aggregate. The trend can be seen to be exclusively
influenced by one particularly large watershed attributed to the Chattahoochee River
(02339500). Though significant, the trend is not strong with a decrease of less than
.001 nats per 4000 miles.
The LIS ET dataset is spatially examined in Figure 6.23. As compared to the
previous two ET datasets, the LIS data results show significantly more spread among
the watershed and the range of values do not consistently decrease with aggregation.
For the daily LIS, the range of data is 7.28%, 9.75%, 6.29%, and 11.54% for the 1, 8,
16 and 32 day aggregates, respectively. Unlike the two previous datasets examined,
the fraction of uncertainty reduced in streamflow appears to follow a general trend
across the southeast. Once again, a common feature unique to the LIS data, a pattern
develops separating the Atlantic plans from the mountain, plateau and gulf regions.
As proximity to the Atlantic increases, the reduction in streamflow is increased. No
significant trend with respect to water shed area arises among the datasets; however,
similar to VIC data the daily data have a noticeably more positive trend.
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Figure 6.22: Mutual information between MODIS and streamflow aggregates by
watershed location (left) and by water shed size (right)

6.5

Discussion

The above analysis resulted in several issues for discussion. The raw monthly
data among each ET datasets closely followed a common annual distribution, as expected. The VIC data has the most variability among 8 day regional averages, 3 times
that of both LIS and MODIS. The MODIS ET data had the least variability among 8
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Figure 6.23: Mutual information between LIS and streamflow aggregates by watershed location (left) and by water shed size (right)
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day aggregates. This trend does not follow into the variation among monthly means.
VIC has the least variability among monthly averages, half that of LIS. MODIS variation among months fell in between that of VIC and LIS. Recall that the number of
MODIS observation is nearly 2/3 fewer than that of the VIC and LIS estimations.
In general, these differences did not affect the correlation between the datasets; all
8 day correlation was significant and greater than 80%. This indicates that though
variation among the 8 day magnitudes, in general they behave in the same way. The
correlation between the MODIS and LIS were consistently the highest. All three
datasets closed the annual basin water mass balance to with 10% on average. The
streamflow data demonstrated negative trends over the Southeast on average. The
individual descriptive statistics varied widely among watersheds and are particularly
dependent on watershed size.
It was assumed that the annual cycles would be significant among both the ET
datasets and the streamflow. The harmonic analysis performed above validated this
hypothesis for the ET data. The variance due to the annual cycle was consistently
above 75% in the daily MODIS and LIS ET. Significantly less variance was explained
by the annual cycle in the VIC data. Interestingly, however, little, and sometimes
near zero, of the daily streamflow variance was due to the annual cycle. Consistently
among watersheds, less than 20% of the variance in the daily data was explained by
the annual cycle. As expected, the percent of variance explained by the annual cycle
increased in the monthly aggregates, though still considerably lower than ET. The
autocorrelation among the datasets was found to the significant.
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Once the annual cycle and autocorrelation was removed, the correlation of ET
to streamflow, was minimal on the daily time step (max absolute correlation was 0.07).
However, aggregating the data to 8 and 16 days improved the correlation. The 16
day aggregate had the highest correlation. The monthly (32 day) aggregate saw little
if any improvement over the daily VIC and LIS data, however, did improve over the
8 day MODIS. Intuitively, one would assume that ET (consumption) and Q would
be negatively correlated, and that is certainly the case in the daily data however
minimal the strength. With the larger aggregates, however, positive correlations
(sometimes> 0.4) are detected. This might be attributed to the influence of rainfall.
ET is reaches its maximum just after rainfall with an abundant store, then declines,
especially with shallow rooted vegetation. Naturally, streamflow also trends upward
during and after rain event. The strength of this relationship outweighs the daily
stream flow recession relationship. This phenomenon is known at the monthly scale;
here it is shown the greatest at the 16 day aggregate.
The three datasets behave in a similar fashion; however, their variances are
tied up at different scales. The VIC ET data has the most uncertainty in the residual data itself as compared to MODIS and LIS. Recall that VIC also had the least
amount of variance tied up in the annual cycle. LIS had the least uncertainty on
average among all datasets. Interestingly, a general pattern appears that has implications throughout all the results of the watershed analysis. The informational
content increases with each aggregate in the VIC and MODIS, however, the opposite occurred in the LIS data. In general, one would expect the entropy of the data
to decrease with each aggregate (like VIC and MODIS). The monthly aggregates
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effectively smooth, to a considerable extent, the individual daily errors in the characterization of ET. However, LIS, though having lower entropy on average, appears
to not follow this instinctive pattern. For this to occur, the distribution of LIS aggregates must be significantly different than that of the daily aggregates. Entropy is
simply estimating the expected uncertainty from the distribution of the data itself.
This can be demonstrated by comparing the relative entropy between LIS and VIC
at the daily and monthly aggregates. The daily distributions are a relative distance
of 0.07 while the monthly distributions are 0.4 apart. Thus, the increasing aggregates
in the LIS data are quite possibly on the verge of transitioning to another less normal
(or whatever the actual is) distribution than the daily. This is possibly a function of
the downscaling process in the LIS model to the 3 km resolution used in this study
from the North American Regional Reanalysis (NARR) forcing data resolution of 32
km. Another possible explanation is due to the nature of energy balance ET schemes
themselves. Energy balance latent estimations contain fewer variables than those using the Penman Monteith method, thus reducing the overall uncertainty. In any case,
this anomaly is demonstrated in the significantly reduced entropy in the LIS ET data
as compared to the other two data sets.
The relative distances of the distributions between each ET dataset and streamflow were more consistent; each dataset became closer as the aggregates increased; an
expected outcome due to the smoothing effect of data aggregation. In general, the
streamflow data were skewed with long thin tails due to extreme events, while the ET
data were more normal The relative entropy provides a surrogate for accuracy and
qualitative information, the closer the distributions are, the more information (un121

certainty) they are likely to share, however, the actual information shared depends
on the conditional uncertainties of each dataset.
Relative entropy does measure the closeness of the probabilistic structure of
the two data sets however. Among the ET data sets, the MODIS data were closer in
stochastic structure to the streamflow series at the daily time step while LIS showed
the least statistical similarity. The relative entropies become closer as the data were
aggregated but the LIS remains the most stochastically different from the streamflow
in all cases.
In term of mutual information the results above show the VIC and MODIS
ET data consistently share more than 95% of the information in the streamflow data.
LIS data shares the least information (30% at daily). Though the VIC data shares
the most information, it also has the most uncertainty itself; if more variability exists
then there is a higher chance of them sharing information. With the significant annual
cycles removed, it makes sense that the aggregated data would confer less information
than the daily. The whitening process effectively removed any significant annual
signal which would be a strong function of the monthly distribution. The LIS results,
however, are different, in the sign, magnitude and trend of the shared information.
The LIS data show that more information is shared with each aggregation. Two
propagating characteristics are responsible for the differences in the LIS ET data;
the relatively low entropy values as compared to streamflow and the fact the entropy
increased with aggregation.
Another way to compare the information gained is through a normalized mutual information index. By normalizing by the square root of the product of the en122

Figure 6.24: Comparisons of the normalized mutual information of all aggregation
combinations of ET and streamflow for ET dataset

tropy of both ET and streamflow one can judge the mutual information with respect
to both uncertainties. Figure 6.24 shows the mean normalized mutual information
for each ET dataset for each aggregation combination. The normalization brings the
mutual information of LIS more closely in line with both LIS and MODIS; however,
the trend in LIS is unchanged.
The VIC, MODIS, and LIS are different ET estimates that are derived from
different land surface models and satellite observations. The overall purposes of each
data set are different. VIC is a hydrology model, LIS is a general land surface assim-
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ilation model designed to assimilate observations and produce data sets (such as ET)
that cannot be directly observed, while MODIS uses satellite observations of relevant
variables to compute ET. LIS resolves the surface energy budget to obtain latent
heat directly while VIC and MODIS compute ET through the Penman approach.
Obviously, the different processes in each model will affect the amount of entropy
and thus the mutual information in each dataset. Not surprisingly, the two estimates
using a Penman-Monteith based algorithm were the most similar. Given that it was
found that the mutual information between ET and streamflow is heavily dependent
on the uncertainty of the ET and the fact that, in general, the VIC, MODIS and
streamflow entropies behaved in a similar fashion, one must conclude that the LIS is
most likely the anomalous result. Though anomalous, further investigation into the
influence of other dependent variables such a precipitation must be considered before
any qualitative judgment can be made.
Using theses analyses, implications can be drawn as to what these results say
about modeling streamflow. In most all cases, the entropy of VIC is nearly as high
as the streamflow or higher in some cases. From a modeling perspective, it does not
bode well to have more uncertainty in ones inputs than the process being modeled.
The shared information between the streamflow and MODIS and VIC ET is always
high (see Figure 6.19), above 95%. However, to actually decrease the uncertainty of
streamflow this much, ET must be fully characterized or observed. Therefore, the
relative large amount of shared information can be understood to be the potential
information gain. As discussed in the early chapters, ET is a difficult process to
estimate and particularly costly to be observed.
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Therefore, given the amount of information that might be gained in the ET
(or reduced in the streamflow simulations of the model) one might ask if the effort is
worth the cost. There is more information to be gained in the Penman-Monteith estimation, thus the uncertainty can be reduced by improving the estimates of variables
such as wind speed, or by improved estimates of surface and aerodynamic resistance
coefficients. Needless to say, this is easier said than done; the resistance coefficients
are not clearly defined and multiple approaches are used with varying accuracy to
estimate them and wind speed is highly variable and is affected by pressure differences and topography among other things. However, in the LIS model great effort
can be expended to reduce the uncertainty but the information gain is limited by the
uncertainty of the ET data itself. Most of the variance in the LIS model is explained
in the annual cycle. In addition, the stochastic structure of the LIS ET data was the
least similar to the streamflow.
The results from this analysis are somewhat limited in respect to the actual
information imparted by the ET models themselves; however, these results do point
a modeler in the direction of improvement. If the uncertainty of the VIC and MODIS
ET data can be reduced, this will directly relate to the uncertainty of the streamflow,
by almost a 1-1 ratio. Once the annual cycles are removed from the data, there is still
a lot of information in the streamflow anomalies tied in with the anomalies of the ET,
especially in the case of MODIS and VIC. These data also showed the most stochastic
similarity to the streamflow series. If a Penman type approach is employed that does
not contain all of the sources of error that the original PM method has, say Priestly-
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Taylor, then it might be possible to gain the advantages of the approach (high shared
information with streamflow) while avoiding the negative aspects associated with it.
The remaining uncertainty in the streamflow is most assuredly tied to precipitation. ET is shown to encompass up to 98% of the uncertainty left in streamflow,
however, the techniques employed above do not indicate that ET is the only variable
that can be tied to the uncertainty. Indeed, it is most likely that precipitation does
encompass some of the same uncertainty. These results show that ET can quite possibly impart information that would have been gained by precipitation and probably
vis-versa. This is due to the dependence of ET on precipitation. Brunsell (2010) computed the entropy of daily precipitation and found similar magnitudes of uncertainty
as was described above. If indeed precipitation and ET contain similar amounts of
shared information with streamflow, then that opens the possibility that a good ET
model may actually be able to support and enhance the precipitation record in driving
a hydrological model.
With respect to the spatial influence on these metrics, there appears to be
minimal effect. The traditional and entropy statistics derived in this study vary
little across all watersheds regardless of size. These results may serve to support the
previous assertions that only ET from the riparian zone impacts streamflow. There
does appear to be a somewhat consistent geographical pattern the in the LIS results
that differentiate between the Atlantic coastal plains and the mountainous and gulf
regions. This is most likely due to the difference in climate, and it makes sense that
this pattern is most noticeable with the LIS estimates which resolves a continental
climate model.
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CHAPTER 7

CONCLUSIONS AND CONTRIBUTIONS

This dissertation examined of the impacts of Evapotranspiration (ET) on climatology and hydrology in the Southeastern (SE) region of the United States. As
such, two analyses were conducted; a climatological analysis, quantifying the impacts
of ET due to a land use change and a hydrological analysis, examining the relationship of ET and streamflow. The goal of the climate analysis was to quantify ET’s
effect due to a significant land use conversion in the SE and evaluate its relationship
with the anomalous century long temperature trend of the region. The goal of the
hydrological analysis was to quantify the influence of ET on streamflow hydrology at
various spatial and temporal scales, with a specific intent to help identify the spatial and temporal scales of ET needed to accurately model the hydrology and water
availability of the region. Below are the conclusions that this dissertation offers.
1. ET does have a significant impact on the climate in the Southeastern U.S. and
contributes to an anomalous cooling trend in the overall climate of the SE. The
energy budget showed a decrease of a 2.5 wm−2 due to the latent energy effects
of land cover change from agricultural to forest.
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2. The albedo and latent heat terms are of opposite sign, but overall, the increase
in latent energy associated with the higher transpiration of the evergreen forests
more than offsets the positive albedo effect leading to an overall negative forcing
of -1.06 wm−2 with a confidence interval of +/− 3.35 wm−2 .
3. The net equivalent radiative forcing due in part to ET increases in the southeast
is opposite and comparable to the IPCC greenhouse effect of +1.68 wm−2 and
explains, to a certain extent, the anomalous cooling trend observed in the region.
4. The IPCC climate forcing doesnt consider latent effects of land use change
directly and the confidence in the LULC change is low. These results show that
in fact latent effects are significant adding confidence to the overall sign of the
climate forcing due to LULC change.
5. There is a strong annual cycle in the ET data in the Southeast but it does
not impart as strong of a cycle to the streamflow. When the autocorrelation
is removed from the data, less than 40% of the variance of the daily ET is left
unexplained, while 80-90% of the variance in daily streamflow is left.
6. The distributions of the runoff and ET data are different over the region as
explained by the relative entropy measure with the MODIS and VIC models
showing the most similarity while LIS displays the least. At present it is not
known what the effects of these relative differences are in terms of streamflow
predictions.
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7. There are significant differences in the informational content of the residual ET
datasets. More uncertainty is imparted on the LIS data when aggregated.
8. Even with the different structures of the distributions, there is still considerable
shared information between the ET and streamflow data series even at the
daily time step. It ranges from potential of about 35% for LIS to about 95%
for VIC. However, the high uncertainty in the VIC data itself probably leads
to the large shared information in that case.Additionally, the uncertainty will
surely be impacted by the confounding influence of precipitation which was not
considered in this study.
9. Thus, if an ET model can exactly replicated the ET process it would be able
to reduce the uncertainty in the streamflow simulations by those amounts. Assuming these ET data have some basis in reality, then these figures represent
the range of improvements of any ET model that might be included with a daily
hydrology model.
10. When formulating an ET algorithm for hydrologic predictions, there is some
reason to expend effort beyond a model that merely emulates the annual cycle
(i.e., temperature driven models such as Hamon). Even at the low estimate
of an additional 35% reduction in streamflow uncertainty, effort expended to
more closely simulate the probabilistic structure of the ET could be worthwhile. However, approaches such as Penman-Monteith, which may add more
uncertainty in the ET simulations due to the necessity of estimating parameters
such as surface and aerodynamic resistance coefficients may be counterproduc129

tive. However, this negative may be countered in a modified PM approach such
as Priestly-Taylor.
11. There were very little spatial effects evident in the analysis which may serve
to support previous assertions that only ET from the riparian zone impacts
streamflow. This is an item that needs further research, and can be evaluated
using spatial entropy or mutual information on a pixel by pixel basis.
Many studies of the Southeastern US warming hole have been conducted over
the past few years. However, the majority of these studies have relied upon downscaled climate models with sensitivity analysis of specific parameters within the models related to land cover. As a result, their conclusions are more of a hypothetical
nature. Alternatively, several authors have used satellite data to demonstrate that
forest temperatures are cooler than nearby cropland in the Southern latitudes. However, these authors have made no conclusions as to the causal mechanisms of these
observations. For the first time, this study offers an initial attempt at an observed
energy budget analysis of the impact of ET due to LULC change, with particular
focus on understanding the causality of the anomalous cooling trend. This study
quantitatively supports the notion that latent energy effects due to LULC changes
do significantly contribute to climatic changes in the southeastern U.S. The hydrological analysis expands previous studies in the literature that tested the sensitivity
of ET in rainfall runoff models. Previous studies were conducted with models using
potential ET. In this study, informational statistics were employed for the first time
using actual ET estimates and gauged (not predicted) streamflow to help uncouple
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the dependence of these two related processes. The result effectively illustrates the
relationship of the two processes and provides guidance to modelers on the effort that
should be expended on getting the ET term in their model correct.
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APPENDIX A

LULC CLASSIFICATION AGGREGATIONS

Evergreen Forest
Chen et al.
– Temperate needle leaf evergreen
USGS
– Low/med-tall evergreen needle leaf
– Medium-tall evergreen needle leaf
– Low/tall evergreen needle leaf
GIRAS
– Evergreen forest
AVHRR
– Evergreen needle leaf forest
NLCD
– Evergreen forest
Mixed Forest
Chen et al.
– None
USGS
– Low/med-tall deciduous leaf
– Medium-tall deciduous broad leaf
– Med-tall/tall deciduous broad leaf
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– Tall deciduous broad leaf
– Low deciduous broad leaf regeneration
GIRAS
– Mixed forest
AVHRR
– Mixed forest
– Woodland
NLCD
– Mixed forest
Deciduous Forest
Chen et al.
– Temperate broad leaf deciduous
– Temperate needle leaf deciduous
USGS
– Low/med-tall deciduous broad leaf
– Medium-tall deciduous broad leaf
– Med-tall/tall deciduous broad leaf
– Tall deciduous broad leaf
– Low deciduous broad leaf regeneration
GIRAS
– Deciduous forest
AVHRR
– Deciduous broad leaf forest
NLCD
– Deciduous forest
Cropland
Chen et al.
– Cropland
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USGS
– Crop/mixed farming
GIRAS
– Crop and Pastureland
AVHRR
– Cropland
NLCD
– Cultivated crops
Grassland
Chen et al.
– Carbon 3 grass
USGS
– Open infertile grassland
– Well grazed tall grass pasture/hay
– Tall grass/sparsely wooded grassland
– Highland pasture/hay/some crops
GIRAS
– Herbaceous rangeland
AVHRR
– Grassland
– Wooded grassland
NLCD
– Grassland/herbaceous
– Pasture/hay
Shrubland
Chen et al.
– Evergreen shrub
USGS
135

– Eastern mixed shrubland
GIRAS
– Shrub and brush rangeland
AVHRR
– Closed shrubland
– Open shrubland
NLCD
– Shrubland
Urban
Chen et al.
– Impervious area
USGS
– Urban/built-up/impervious surface
– Residential/urban trees and grass
GIRAS
– Residential
– Commercial and services
– Industrial
– Transportation, communication, utilities
– Industry and commercial complexes
– Mixed urban or built-up land
– Other urban or built-up land
AVHRR
– Urban and built
NLCD
– Developed, open space
– Developed, low intensity
– Developed, medium intensity
– Developed, high intensity
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Transitional
Chen et al.
– None
USGS
– bare ground/transitional
GIRAS
– Transitional Areas
AVHRR
– None
NLCD
– Transitional
Wetlands
Chen et al.
– Wetland
– Woody wetlands
USGS
– Marsh w/ evergreen or deciduous trees
– Low evergreen wooded/shrubby wetland
– Low/medium-tall evergreen broadleaf forested wetland
– Marsh with low deciduous trees
– Medium-tall deciduous swamp forest
– Medium-tall/tall deciduous swamp forest
– Semi-open, semi-deciduous bog
– Open bog or marsh
GIRAS
– Forested wetland
– Non-forested wetland
AVHRR
– None
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NLCD
– Woody wetlands
– Herbaceous wetlands
Water
Chen et al.
– Waterbodies
USGS
– Lakes, rivers, streams and inland waters
GIRAS
– Streams and canals
– Lakes
– Reservoirs
– Bays and estuaries
AVHRR
– Water
NLCD
– Open water
Other
Chen et al.
– Bare land
USGS
– None
GIRAS
– Orchards, vinyards, nuseries etc.
– Confined feeding operations
– Other agricultural land
– Strip mines, quarries, gravel pits
AVHRR
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– Bare ground
NLCD
– Urban/recreation grasses
– Small grains
– Quarries/Strip mines/Pits
– Bare rock/sand/clay
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APPENDIX B

DESCRIPTIVE STATISTICS FOR VIC, MODIS AND LIS AT THE 8
DAY AGGREGATE
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Table B.1: Descriptive statics for VIC 8 day ET

Gauge
Number

Mean

G02110500
G02126000
G02130900
G02132000
G02134500
G02135000
G02136000
G02138500
G02154500
G02156500
G02173500
G02175000
G02175500
G02176500
G02177000
G02198000
G02202500
G02203000
G02213500
G02217500
G02225500
G02226500
G02227500
G02228000
G02231000
G02246000
G02317500
G02321500
G02322500

16.595
13.549
16.937
16.329
16.359
16.419
17.018
16.571
16.465
14.898
18.225
16.802
18.006
17.670
18.561
16.562
16.532
17.153
15.312
15.991
17.192
17.686
17.632
18.181
19.214
20.640
17.227
20.768
21.067

Min

Std.
Dev.

8.486 0.992
7.467 -0.142
8.572 0.863
7.986 1.195
8.368 0.887
8.436 1.180
8.537 1.286
9.868 0.372
9.037 0.742
7.918 0.774
8.854 1.089
8.408 1.031
8.846 1.220
9.344 1.119
9.999 0.799
8.311 1.197
8.088 1.210
8.625 1.543
7.924 1.070
8.337 0.987
8.258 1.488
8.836 1.610
8.988 1.504
9.009 1.947
9.673 1.687
10.149 1.679
8.495 1.446
10.425 1.704
10.433 1.781

25%
Percentile

50%
Percentile

75%
Percentile

Max

9.893
7.665
10.245
10.051
9.734
9.620
10.449
7.800
9.189
8.590
11.233
10.111
11.090
10.440
9.870
9.890
9.954
10.312
9.336
9.337
10.707
10.627
10.448
11.073
11.491
12.724
10.358
12.258
12.484

15.086
12.421
15.446
15.080
15.071
15.173
15.619
15.702
14.646
13.774
17.212
15.348
16.738
15.790
17.568
15.289
15.428
15.827
14.002
14.537
16.002
16.148
16.245
16.642
17.626
19.114
15.990
19.487
19.335

22.584
18.664
22.619
21.955
22.081
22.212
22.894
25.954
23.183
20.459
24.460
22.622
23.851
23.670
26.992
22.373
22.113
22.875
20.054
21.449
22.875
23.953
23.974
24.461
26.545
28.414
23.568
29.569
30.362

43.747
36.589
42.829
41.363
40.904
43.325
42.643
38.520
41.155
39.039
43.941
40.716
42.611
45.836
41.559
40.923
40.136
41.682
39.727
40.642
40.959
40.451
43.871
44.097
45.715
47.170
39.852
46.112
45.671
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Table B.2: Descriptive statics for VIC 8 day ET continued ...

Gauge
Number

Mean

Min

Std.
Dev.

G02324000
G02329000
G02339500
G02342500
G02349900
G02353500
G02361000
G02369000
G02371500
G02374500
G02375500
G02376500
G02380500
G02383500
G02387500
G02392000
G02398000
G02414500
G02424000
G02431000
G02439400
G02450000
G02456500
G02467500
G03451500
G03500000
G03504000
G03550000

21.352
18.199
15.343
16.679
16.026
17.964
17.950
21.705
17.912
18.820
18.906
19.973
17.863
15.892
16.674
16.460
17.971
16.479
15.444
17.006
17.279
19.209
17.287
15.968
19.271
20.361
19.080
19.837

10.396
9.368
7.533
8.190
8.923
9.151
8.976
9.888
8.581
8.928
8.633
9.197
9.861
8.363
8.793
8.706
9.851
8.628
7.938
9.136
9.546
9.911
8.991
8.260
11.030
11.490
11.865
11.706

1.748
1.507
1.019
1.121
1.485
1.633
1.688
2.190
1.480
1.561
1.659
1.918
0.600
1.007
0.996
0.872
0.571
0.975
1.088
0.830
0.600
1.080
1.175
1.760
0.464
1.033
0.460
0.599

25%
50%
Percentile Percentile
13.002
10.557
9.228
10.418
8.682
10.579
10.807
13.307
11.197
11.677
11.901
12.522
9.404
9.017
9.227
9.355
9.589
9.637
8.892
9.599
9.560
10.768
9.803
9.483
9.499
10.102
8.041
9.226
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19.482
16.392
14.321
15.468
14.796
16.404
16.384
20.269
16.362
17.203
17.678
18.417
16.552
14.544
15.271
14.929
16.010
14.809
14.096
15.374
15.265
17.756
15.947
14.439
17.938
19.089
17.823
18.481

75%
Percentile

Max

30.349
24.950
20.554
21.821
22.078
24.702
24.530
29.741
23.927
25.352
25.522
27.016
26.176
21.688
23.593
22.772
25.968
22.308
21.117
23.974
23.982
27.403
23.796
21.279
29.456
31.183
30.548
30.878

44.426
43.956
36.315
43.403
45.685
45.635
44.486
45.094
41.032
41.963
42.339
41.937
39.360
38.342
37.373
39.209
40.390
39.779
36.358
42.682
42.072
43.163
39.873
40.453
41.261
43.180
42.799
43.179

Table B.3: Descriptive statics for MODIS 8 day ET

Gauge
Number

Mean

Min

Std.
Dev.

G02110500
G02126000
G02130900
G02132000
G02134500
G02135000
G02136000
G02138500
G02154500
G02156500
G02173500
G02175000
G02175500
G02176500
G02177000
G02198000
G02202500
G02203000
G02213500
G02217500
G02225500
G02226500
G02227500
G02228000
G02231000
G02246000
G02317500
G02321500
G02322500

18.288
17.830
16.500
16.922
15.974
15.839
16.400
16.500
19.163
18.511
15.609
17.966
16.078
16.909
17.954
16.322
17.037
15.715
18.690
19.123
16.978
17.272
16.866
18.550
21.563
20.513
16.483
22.055
20.847

10.124
10.751
8.796
9.380
8.578
8.395
8.674
11.020
12.237
11.783
8.018
9.461
8.159
8.598
11.392
8.438
8.797
7.839
10.690
11.511
8.457
8.091
7.865
8.425
8.616
7.948
7.809
8.952
8.685

2.714
3.005
2.796
2.735
2.650
2.633
2.596
2.555
2.896
2.854
2.593
2.836
2.484
2.648
2.276
2.438
2.516
2.465
2.622
2.883
2.556
2.991
2.948
3.260
3.790
3.511
2.877
3.668
3.627

25%
50%
Percentile Percentile
8.145
7.009
7.614
7.424
7.419
7.513
7.784
5.962
6.935
6.748
7.749
8.371
8.049
8.366
6.363
7.963
8.153
8.127
7.759
7.597
8.487
9.467
9.343
10.247
13.356
13.175
9.055
13.708
12.835
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17.459
15.699
15.624
15.691
14.522
14.543
15.404
12.550
16.574
15.685
14.438
17.874
15.459
16.827
15.707
16.139
17.071
15.586
17.890
16.976
17.191
17.638
16.785
19.816
23.487
22.140
16.401
24.310
22.935

75%
Percentile

Max

28.382
28.267
25.358
26.205
24.379
24.053
24.697
27.978
31.603
30.443
23.291
26.683
23.521
24.802
29.473
23.880
24.856
22.778
28.870
30.575
24.552
24.718
24.161
26.298
29.249
27.595
23.748
30.098
28.597

37.817
39.868
32.806
36.058
32.596
32.926
35.002
38.242
43.256
40.573
31.367
36.286
32.015
34.772
38.425
32.484
33.374
32.579
39.729
43.329
33.433
33.956
33.023
34.442
35.106
34.133
33.017
38.276
37.021

Table B.4: Descriptive statics for MODIS 8 day ET continued ...

Gauge
Number

Mean

Min

Std.
Dev.

G02324000
G02329000
G02339500
G02342500
G02349900
G02353500
G02361000
G02369000
G02371500
G02374500
G02375500
G02376500
G02380500
G02383500
G02387500
G02392000
G02398000
G02414500
G02424000
G02431000
G02439400
G02450000
G02456500
G02467500
G03451500
G03500000
G03504000
G03550000

24.163
17.366
18.167
18.670
13.842
15.608
18.522
18.714
20.428
21.279
21.069
20.591
17.941
18.922
18.769
18.296
19.401
19.316
18.632
17.771
18.521
17.610
18.531
19.724
16.976
17.558
16.002
17.531

9.632
8.475
10.774
10.516
7.001
7.805
9.688
8.537
11.165
11.197
10.890
9.547
11.251
11.803
11.820
11.531
12.569
11.794
10.941
10.629
11.760
10.459
11.349
11.030
11.109
11.520
10.055
11.189

4.762
2.682
2.874
2.979
2.440
2.628
2.938
3.407
3.038
3.167
3.167
3.522
2.615
2.540
2.651
2.664
2.918
2.913
3.159
3.353
2.694
3.144
3.085
2.902
2.625
2.638
2.837
2.554

25%
50%
Percentile Percentile
14.615
9.339
7.204
8.019
7.765
8.241
8.860
10.379
9.172
9.901
10.127
11.127
6.645
6.950
6.943
6.820
6.859
7.420
7.445
7.473
6.954
7.164
7.110
8.570
6.177
6.347
6.429
6.560
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26.759
17.384
16.540
17.897
12.319
15.375
18.726
19.264
20.917
22.139
22.021
22.025
15.328
16.731
16.511
15.350
16.499
17.486
17.494
15.172
16.191
16.064
16.736
19.487
13.195
13.634
11.995
13.973

75%
Percentile

Max

32.693
24.900
29.376
29.053
19.382
22.366
27.326
26.297
30.902
31.501
31.141
29.508
29.637
31.148
30.775
30.303
31.884
31.368
29.452
28.222
30.351
27.571
29.822
30.454
28.794
29.955
26.846
29.255

39.865
35.403
37.439
38.068
30.695
33.225
39.550
34.262
41.953
41.037
40.613
36.990
37.890
40.724
42.169
39.248
43.969
43.216
39.894
38.959
43.492
41.305
42.346
41.929
37.301
37.921
34.062
39.308

Table B.5: Descriptive statics for LIS 8 day ET

Gauge
Number

Mean

G02110500
G02126000
G02130900
G02132000
G02134500
G02135000
G02136000
G02138500
G02154500
G02156500
G02173500
G02175000
G02175500
G02176500
G02177000
G02198000
G02202500
G02203000
G02213500
G02217500
G02225500
G02226500
G02227500
G02228000
G02231000
G02246000
G02317500
G02321500
G02322500

20.748
17.196
19.218
19.318
18.334
19.022
19.412
17.575
19.774
18.406
19.013
20.484
19.595
20.251
19.569
18.400
19.120
19.178
18.846
16.568
19.106
20.512
20.576
21.359
24.072
22.934
19.645
21.804
22.566

Min

Std.
Dev.

11.224 2.513
10.359 1.451
11.001 1.701
11.079 1.913
10.667 1.830
10.946 2.124
11.084 1.809
10.122 1.646
11.401 2.065
10.746 1.808
10.775 1.763
11.307 1.725
10.921 1.849
10.844 1.990
11.612 1.342
10.408 1.878
10.554 1.906
10.352 2.244
10.434 2.041
9.486 1.551
10.275 2.404
10.311 2.622
10.376 2.957
10.433 3.112
10.650 3.346
10.066 3.372
10.095 2.539
9.993 3.458
10.363 3.744

25%
50%
Percentile Percentile
9.984
7.222
8.927
8.753
8.194
8.567
8.929
7.980
8.675
7.923
8.933
9.723
9.449
10.053
8.291
8.503
8.976
9.228
8.493
7.227
9.191
10.533
10.625
11.378
14.068
13.623
9.807
12.379
12.625
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19.561
15.474
17.477
17.737
16.897
17.529
17.981
15.376
18.320
16.567
17.459
19.262
17.857
19.242
17.376
16.974
18.063
18.155
17.942
15.413
18.161
20.052
19.848
21.108
24.357
22.702
18.915
21.581
22.473

75%
Percentile

Max

31.494
26.872
29.453
29.496
28.260
28.745
28.980
27.595
30.718
28.559
28.479
30.614
29.251
29.546
31.253
27.620
28.865
28.286
28.890
25.562
28.647
29.318
29.308
30.177
33.192
31.384
28.636
30.164
31.154

49.845
43.060
48.240
50.601
43.523
47.032
52.629
38.040
46.827
44.678
49.621
52.604
48.780
49.016
42.946
44.371
46.319
46.533
42.145
37.959
46.870
46.451
46.712
48.549
51.403
49.479
44.255
49.219
50.837

Table B.6: Descriptive statics for LIS 8 day ET continued ...

Gauge
Number

Mean

Min

Std.
Dev.

G02324000
G02329000
G02339500
G02342500
G02349900
G02353500
G02361000
G02369000
G02371500
G02374500
G02375500
G02376500
G02380500
G02383500
G02387500
G02392000
G02398000
G02414500
G02424000
G02431000
G02439400
G02450000
G02456500
G02467500
G03451500
G03500000
G03504000
G03550000

25.659
19.274
15.754
18.712
18.066
18.837
18.216
20.968
19.277
19.328
20.190
22.100
19.597
19.510
18.631
19.198
19.760
18.553
17.881
20.143
20.142
18.859
18.991
21.394
17.195
17.628
17.552
18.733

11.676
10.058
8.846
10.304
9.912
10.367
9.800
10.220
10.432
10.129
10.400
10.639
11.240
11.429
10.928
11.221
11.356
10.604
9.853
11.726
11.491
11.403
11.172
11.721
9.835
10.171
9.858
10.756

3.224
2.462
1.429
2.443
2.598
2.625
2.360
2.917
2.139
2.365
2.529
2.850
1.591
1.617
1.610
1.567
1.847
1.733
1.984
2.154
2.166
1.324
1.643
2.353
1.321
1.420
1.719
1.245

25%
50%
Percentile Percentile
14.809
9.570
7.037
8.558
8.400
8.873
8.663
11.116
8.958
9.482
9.949
11.820
8.702
8.178
7.875
8.166
8.493
8.132
8.157
8.699
8.861
7.557
7.943
10.044
7.809
7.650
8.190
8.248
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25.911
18.548
14.572
18.003
17.391
17.710
17.518
20.804
18.624
18.705
19.612
22.006
17.687
17.879
17.254
17.269
18.102
17.044
17.014
18.325
18.869
17.327
17.409
20.189
15.431
15.691
15.196
16.771

75%
Percentile

Max

35.743
28.059
24.560
28.421
26.375
28.002
26.824
29.763
28.944
28.927
30.034
31.604
30.926
30.888
29.097
30.738
30.919
28.835
27.320
31.302
31.313
29.582
29.698
32.529
27.265
28.035
27.548
29.836

53.942
42.678
35.193
42.064
44.701
45.376
43.057
43.826
42.443
46.198
44.939
44.949
44.555
44.179
42.371
42.450
45.358
42.202
39.155
46.113
45.769
43.746
42.718
46.523
39.964
39.966
42.052
45.916

APPENDIX C

HARMONIC ANALYSIS BY WATERSHED SIZE AND
GEOGRAPHICAL LOCATION
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Figure C.1: Harmonic analysis of daily streamflow. Variance explained by annual
cycle presented by basin (top) by 50 sq. mile basin area bins (middle) and by geographic distribution (bottom)
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Figure C.2: Harmonic analysis of monthly streamflow. Variance explained by annual cycle presented by basin (top) by 50 sq. mile basin area bins (middle) and by
geographic distribution (bottom)
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Figure C.3: Harmonic analysis of daily LIS ET. Variance explained by annual cycle
presented by basin (top) by 50 sq. mile basin area bins (middle) and by geographic
distribution (bottom)
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Figure C.4: Harmonic analysis of monthly LIS ET. Variance explained by annual
cycle presented by basin (top) by 50 sq. mile basin area bins (middle) and by geographic distribution (bottom)

151

Figure C.5: Harmonic analysis of daily VIC ET. Variance explained by annual cycle
presented by basin (top) by 50 sq. mile basin area bins (middle) and by geographic
distribution (bottom)
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Figure C.6: Harmonic analysis of monthly VIC ET. Variance explained by annual
cycle presented by basin (top) by 50 sq. mile basin area bins (middle) and by geographic distribution (bottom)
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Figure C.7: Harmonic analysis of 8-day MODIS ET. Variance explained by annual cycle presented by basin (top) by 50 sq. mile basin area bins (middle) and by
geographic distribution (bottom)
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Figure C.8: Harmonic analysis of monthly MODIS ET. Variance explained by annual cycle presented by basin (top) by 50 sq. mile basin area bins (middle) and by
geographic distribution (bottom).
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