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Abstract. Kernels for structured data have gained a lot of attention in
a world with an ever increasing amount of complex data, generated from
domains such as biology, chemistry, or engineering. However, while many
applications involve spatial aspects, up to now only few kernel methods
have been designed to take 3D information into account. We introduce
a novel kernel called the 3D Neighborhood Kernel. As a first step, we
focus on 3D structures of proteins and ligands, in which the atoms are
represented as points in 3D space. By comparing the Euclidean distances
between selected sets of atoms, the kernel can select spatial features
that are important for determining functions of proteins or interactions
with other molecules. We evaluate the kernel on a number of benchmark
datasets and show that it obtains a competitive performance w.r.t. the
state-of-the-art methods. While we apply this kernel to proteins and
ligands, it is applicable to any kind of 3D data where objects follow a
common schema, such as RNA, cars, or standardized equipment.
1 Introduction
Over the past years, kernel functions for structured data have gained a lot of
attention and were successfully applied to many real-world problems. Chemoin-
formatics is an area which is of particular interest. Since molecules are naturally
represented by graphs, graph kernels have proven very suitable for this kind of
problems and they have obtained excellent results [21, 5, 6]. However, until now,
attention has mostly focused on the so-called small (mostly drug) molecules.
In this context, even NP-hard problems can usually still be solved efficiently
in practice. The ability to tackle proteins, which are two orders of magnitude
larger, is a far bigger challenge.
Proteins are macromolecules that play a crucial role in a wide range of bio-
logical processes. They are responsible for, e.g., signaling responses between or
within cells, the formation of structural elements, or catalyzing chemical reac-
tions. In order to obtain more insights into these processes, many of them have
been modeled by machine learning and data mining methods, with applications
as predicting the function of proteins [24], the ligands they bind to [15, 6], or
drug resistance in HIV [8].
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Fig. 1. Chemical structure of the peptide bond (bottom) and the three-dimensional
structure of a peptide bond between an Alanine and an adjacent amino acid (top)
(from: Wikipedia/Protein). The black box indicates a single peptide bond. We call all
the atoms belonging to the side chains or residues (abbreviated as R1, R2, R3 in the
figure) side chain atoms. We call all other atoms backbone atoms.
A protein consists of a polypeptide chain of amino acids linked with peptide
bonds (Fig. 1). The linked series of carbon, nitrogen and oxygen atoms is known
as the protein backbone and the variable parts of the amino acids are the residues
or side chains. Proteins can be represented as graphs using different approaches
[22]. In some approaches, atoms are represented as vertices and bonds as edges
whereas others use nodes to represent amino acids and edges to represent the
strength of interaction between the side chains of two amino acids. The struc-
tural similarities can be measured with graph mining tools such as kernels [21]
or distance measures [25]. Analyzing structural similarity is motivated by the
fact that proteins having similar structures are more likely to exhibit common
biochemical properties [2].
However, existing graph kernels have multiple limitations. First, they perform
poorly on large labeled graphs [26]. Second, they do not take into account 3D
information directly. By transforming the protein structures into graphs, infor-
mation about angles and exact distances is lost. Third, the size of protein graphs
have a large impact on their efficiency. In general, it is not clear yet whether
learning on 3D structures directly results in accurate models and whether this
approach performs better than state-of-the-art graph kernels applied to proteins.
In this paper, we propose a new kernel for 3D data, called the 3D Neighbor-
hood Kernel (3DNK). In contrast to existing kernels, it takes spatial distances
into account, focusing on geometry rather than relationships in a graph. As a first
step, we focus on two biological applications involving 3D structures of proteins
and ligands. The first task involves the classification of proteins into enzymes
and Gene Ontology (GO) classes [20], while the second task involves the pre-
diction of binding affinities, representing interaction strength between proteins
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and ligands [1]. We will compare our kernel to four state-of-the-art methods:
two graph kernels (the Fast Subtree Kernel (FSTK) [26] and the Neighborhood
Subgraph Pairwise Distance Kernel (NSPDK) [6]) and two methods that were
created specifically to solve the aforementioned biological tasks (the Mammoth
kernel [20] and RF-Score [1]). Our results show that the 3DNK kernel is com-
petitive with the state-of-the-art methods w.r.t. predictive performance, while
it can be applied to a larger variety of tasks.
The remainder of the paper is structured as follows. Section 2 presents the
necessary definitions and notation w.r.t. support vector machines and kernel
methods. We describe the 3DNK kernel in Section 3. Section 4 performs an
experimental evaluation of 3DNK and a comparison with the state-of-the-art
methods. Section 5 discusses related work and Section 6 concludes.
2 Preliminaries
Kernel functions Given a set X and a function K : X ×X → R, we say that
K is symmetric if for any xi and xj ∈ X holds that K(xi, xj) = K(xj , xi), and
K is positive-semidefinite if for any n ≥ 1 and any x1, . . . , xn ∈ X, the matrix
K defined by K(xi, xj) is positive-semidefinite, that is,
∑
ij cicjK(xi, xj) ≥ 0
for all c1, . . . , cn ∈ R or equivalently if all its eigenvalues are nonnegative. The
function K is called a kernel function and K(xi, xj) represents a measure of
similarity between xi and xj , which can be for example vectors, strings, trees,
graphs, or 3D structures.
Support vector machines (SVMs) Let X be a non-empty set of n train-
ing examples associated with class labels {xi, yi}ni=1, xi ∈ X = Rd, d ∈ N the
dimension of input space, and yi ∈ R the target value (discrete in the classi-
fication case, a numerical value in the regression case). The task is to learn a
function f : X → y to predict the target value of unlabeled examples. An SVM
gives the solution to, for example, the binary classification problem by intro-
ducing a hyperplane that separates the training data into positive and negative
examples. An infinite number of such hyperplanes exists. Let w ∈ Rd be the
weight vector that determines the orientation of the hyperplane and b ∈ R be
the threshold that determines the offset of the plane from the origin. The class
of such hyperplanes is then given by 〈w,x〉+ b = 0 and corresponds to the deci-
sion function f(x) = sgn(〈w,x〉+ b). The maximum margin classifier identifies
the optimal hyperplane that is distinguished by the maximum distance from
the nearest training objects in both the classes. The optimal solution is unique
and sparse, and it is determined by data points close to the decision boundaries
called support vectors. In the regression case, a similar method is applied, but
the orientation of the hyperplane is determined by the -sensitive loss, which
measures the deviation from the target values yi [7].
In many real-world situations, the data are not easily separable in the input
space. However, linear separation can be achieved if the input data are projected
onto some higher dimensional dot product feature space F . Let φ : X → F be
a non-linear mapping from input space X to feature space F . Surprisingly, the
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explicit mapping of data from input space to feature space is not needed. A kernel
function, mapping K(xi, xj) to 〈φ(xi), φ(xj)〉 makes it possible to compute dot
products in the feature space without explicitly knowing the mapping φ [28, 7].
3 The 3D Neighborhood Kernel
In this section, we will first present a family of kernels that act on 3D point
sets (Sect. 3.1). Then, we discuss how we instantiate different kernels from this
family in order to solve two specific biological tasks (Sect. 3.2). Finally, we show
how we can make the kernel more efficient (Sect. 3.3).
3.1 The 3D Neighborhood Kernel Family
Let P = R3 ×Σ be the set of all 3D points, embedded in a Euclidian space and
labeled over an alphabet Σ. For a point p ∈ P , let ζ(p) and λ(p) represent its
3D coordinates, i.e., a tuple 〈xp, yp, zp〉, and its label, respectively. Furthermore,
let the input space X = 2P represent the set of all possible 3D point sets. We
will call a point set X ∈ X an example.
Let n ∈ N be a parameter. Let F∆ be the family of all functions ∆ : X → X
for which ∀X : ∆(X) ⊆ X, i.e., for any point set, ∆ outputs a subset of that
point set. Let FΦ be the family of all functions Φ : X × P → Pn such that for
every X ∈ X and p ∈ X, Φ(X, p) = 〈p1, p2, . . . , pn〉 ∈ Xn is a tuple of n points
with pi ∈ X for 1 ≤ i ≤ n. For a function Φ ∈ FΦ, we define:
dΦ(X, p) = 〈‖ζ(p)− ζ(p1)‖, ‖ζ(p)− ζ(p2)‖, . . . , ‖ζ(p)− ζ(pn)‖〉,
where Φ(X, p) = 〈p1, p2, . . . , pn〉. This function generates a tuple of Euclidian
distances, where the distances are those from p to the corresponding point de-
cided by Φ(X, p).
The idea of the 3D Neighborhood Kernel (3DNK) is to compare point sets
based on their 3D structure. More specifically, the kernel performs the following
steps on its two input point sets: (i) for each of both point sets, a subset of points
is selected (called the selected points) according to a user-specified criterion ∆;
(ii) for each selected point, its neighborhood is retrieved according to a user-
specified neighborhood function Φ; and (iii) for each point in the sets of selected
points, a feature vector is constructed describing the local spatial conformation
of that point in its neighborhood. The distance between two point sets is then
calculated by comparing the feature vectors of all pairs of identically labeled,
selected points. The construction of a tuple of distances for a point a ∈ ∆X is
shown in Fig. 2.
Definition 1 (3DNK family). Let n ∈ N be a neighborhood size parameter,
∆ ∈ F∆ be a selection function, Φ ∈ FΦ be a neighborhood function, and σ ∈ R+
be a parameter for the Gaussian RMS width. The 3DNK family, K∆,Φ : X×X →
R, is defined as follows:
K∆,Φ(X,Y ) =
∑
a∈∆(X)
∑
b∈∆(Y )
KG (dΦ(X, a), dΦ(Y, b)) · I (λ(a) = λ(b)) ,
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a and the corresponding
neighborhood point ni.
Fig. 2. Overview of the defined functions ∆, Φ and dΦ.
where KG : Rn × Rn → R is a Gaussian-based distance kernel, i.e.,
KG(va,vb) = exp
(−‖va − vb‖2
σ2
)
,
and I(x) = 1 if x is true, and 0 otherwise.
It can be easily verified that instantiations of the 3DNK family will lead to
positive-semidefinite kernels.
3.2 Instantiations of the 3DNK Kernel
In this section, we discuss how we instantiate the two function parameters of the
3DNK family in order to solve two biological tasks: predicting protein function
and protein-ligand interaction. We denote with C the set of all chemical elements.
Predicting Protein Function In this setting, an example is a protein 3D
structure, consisting of atoms. For such a protein X and an atom a ∈ X, we
define ∆(X) as the set of its side chain atoms, and the neighborhood function
Φ(X, a) will only select backbone atoms of X in the neighborhood of a. The
motivation for this is that the distances between atoms from the backbone and
atoms from the side chains will influence binding pocket geometry, and hence
determine protein function. For example, when predicting resistance in HIV pro-
teins, resistant proteins will generally have similar backbones, but the acquired
mutations (changing the side chains of the protein) will influence the distances
between backbone and side chain atoms.
Let X be a protein, a ∈ ∆(X) a side chain atom, and Σ = C. We present two
approaches for mapping a side chain atom to a feature vector, i.e., two candidates
for the function Φ as given in Definition 1, resulting into two kernels:
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Fig. 3. The backbone atoms n1 to n5 for an atom a (neighborhood size 5).
1. Nearest neighbor For each side chain atom a, Φnn(X, a) maps the atom
to the n nearest backbone atoms, ordered in ascending order (Fig. 3(a)). We
denote this kernel with 3DNKnn.
2. Sequence window For each side chain atom a, Φsw(X, a) maps the atom
to n backbone atoms, by using a window of size n over the backbone, cen-
tered around its nearest backbone atom. The tuple of size n consists of the
backbone atoms in the window, ordered from left to right (Fig. 3(b)). Note
that amino acids towards both ends of the sequence do not have a complete
window, and therefore these side chain atoms are not used in the kernel. We
denote this kernel with 3DNKsw.
Predicting Protein-Ligand Interaction In this setting, an example X is the
set of ligand atoms and the protein binding pocket atoms to which the ligand
is bound. We define ∆(X) as the set of ligand atoms, while the neighborhood
function Φ will select atoms from the protein binding pocket. The motivation
for this is that the distances between the ligand atoms and the atoms from
the binding pocket will influence the binding affinity. We again present two
approaches:
1. Ligand type For each ligand atom a, we construct the neighborhood by
using Φnn to select the nearest protein atoms (Fig. 4(a)). We reuse the
notation 3DNKnn, as it is very similar to the one of the previous learning
task.
2. Ligand-protein atom type Contrary to 3DNKnn, which does not take
into account the atom types at the protein side, here we construct for each
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Fig. 4. The protein atoms n1 to n5 for an atom a (neighborhood size 5).
ligand atom a and each atom type t the neighborhood by selecting the nearest
protein atoms having an atom type t. Constructing multiple neighborhoods
per ligand atom (one for each atom type), can be done by applying the
following procedure: (i) for each ligand atom a ∈ ∆(X) and for each atom
type t ∈ Σ, add a new point p to ∆(X) with ζ(p) = ζ(a) and λ(p) =
(λ(a), t) ∈ Σ2; (ii) remove the original ligand atom a from ∆(X). For a
point p with label (λ(a), t), Φat(X, p) selects the n nearest protein atoms
with label t. The kernel value only depends on selected points with the same
label, and hence two ligand atoms a and b will be compared if and only if
(i) they have the same atom type, and (ii) both their neighborhoods are
constructed with respect to the protein atoms with the same atom type.
This process is shown in Fig. 4(b). We denote this kernel with 3DNKat.
3.3 Implementation Optimizations
A trivial implementation of this kernel would give a complexity of
O (n2 × |∆(X)| × |∆(Y )| × |X| × |Y |) .
As the neighborhood function Φ in Definition 1 only depends on a single example,
calculating the feature vectors can be done as a preprocessing step. Furthermore,
we can optimize both preprocessing and kernel value computation:
– Preprocessing Our different versions of the neighborhood function Φ pro-
posed in Sect. 3.2 depend on finding one or more nearest atoms, for which
we use a k-d tree [11]. Constructing a k-d tree requires time |X| log |X|, and
finding n nearest neighbors requires time n log |X| for each atom. The total
runtime for the preprocessing step can thus be upper bounded by
O ((|X|+ n|S|) log |X|) ,
subquadratic for values of n < |X|/ log |X|.
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– Kernel value approximation Computing the actual kernel value takes
quadratic time in |S|. However, for a point from∆(X), only those points from
∆(Y ) with a similar feature vector will significantly influence the feature
vector, i.e., their representations in feature space are near. For a point a
mapped to va ∈ Rn, we consider only those points vb that lie within a
hypercube with side 2r around va. This limits the number of points but
induces an error  in the kernel value. The value for r for a given  is then
r = σ
√
2 log
( |S|

)
.
Finding those points inside the hypercube can be done efficiently by using
orthogonal range trees [17], which have a worst-case complexity of
O
(
n|S|1− 1n + k
)
,
where k is number of points inside the hypercube. Note that k grows to |S|
as  tends to zero. In our implementation we use a k-d tree as defined in [4].
The total complexity of both preprocessing and computing the kernel value can
be upper bounded by
O
(
n× |X| ×
(
|X|1− 1n + k
))
,
which is at most quadratic in |X|.
The implementation of the 3DNK kernel can be downloaded at https://
dtai.cs.kuleuven.be/software/3DNK.
4 Experimental Evaluation
In this section, we perform an experimental analysis to assess the predictive per-
formance of the different instantiations of 3DNK on the one hand, and w.r.t. the
state-of-the-art methods on the other hand. In order to do so, we conduct exper-
iments on four benchmark datasets (defining 31 binary classification problems
and 1 regression problem) for four state-of-the-art methods.
4.1 Datasets
We assembled a first dataset (HIV) on our own, adopted two dataset collections
of protein 3D structures (EC and GO) from Qiu et al. [20], and adopted a fourth
dataset of 3D structures of protein-ligand pairs (PDBbind) from Ballester and
Mitchell [1].
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HIV Resistance (HIV) This dataset contains 2048 protein structures belong-
ing to HIV protease. The protein sequences were retrieved from the Stanford
database (http://hivdb.stanford.edu). 1024 sequences from patients treated
with the protease inhibitor indinavir were labeled as therapy-resistant while 1024
other sequences from patients who did not receive any treatment were labeled
as therapy-naive. Since there were no 3D structures available, we generated each
protein’s 3D structure through homology modelling, using the tool Modeller
[23] and applying standard parameters.
Enzyme Classification (EC) The Enzyme Classification (EC) dataset [10]
contains 998 protein structures derived from the EC hierarchy, of which the top
level consists of six enzyme classes. The benchmark contains 498 PDB struc-
tures representing these classes, plus an additional 498 PDB structures of non-
enzymes. The dataset defines 7 different binary classification tasks: one predicts
whether a protein structure is an enzyme, and the six others predict the cor-
rect enzyme class within the set of enzymes, adopting a one-vs-all strategy. The
average number of examples per dataset is 569.
Gene Ontology Classification (GO) The Gene Ontology (GO) dataset links
1024 proteins to 23 GO terms [20]. All GO terms are leaves of the GO hierarchy,
while 11 of them belong to the molecular function branch, 8 to the biological
process branch and 4 to the cellular component branch. The authors transform
this multi-label problem into a set of binary classification problems in the follow-
ing way. For each GO term T , they partition the set of proteins into three sets.
First, all proteins that are annotated with T are labeled as positive. Next, all
paths from T to the root of the GO hierarchy are traversed. Any protein having a
child of the terms belonging to these paths is not taken into consideration, since
the authors argue that such proteins might not be properly assigned. Finally, a
randomized sample of proteins (ensuring a ratio of negatives to positives of 3 to
1) of that are not on the path from T to the root are labeled as negative. The
average number of examples per dataset is 173.
Protein-Ligand Interactions (PDBbind) The PDBbind benchmark dataset
was designed to assess the performance of scoring functions for molecular dock-
ing. The aim is to predict whether a small molecule (called ligand) will bind to
a target protein. The strength of the binding is expressed as a numerical value
representing the log-value of the measured binding affinity, constituting a regres-
sion problem. Here we use the 2007 version of the PDBbind database [29], which
was divided by [1] into a training set of 1105 examples and a carefully selected
test set of 195 examples, which has an equal number of representatives for each
protein family.
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4.2 State-of-the-art Methods
We compare our method against four state-of-the-art methods that take as input
graphs or 3D structures of proteins, ligands or combinations thereof. The first
two are graph kernels which have been applied to biological data before, while
the last two methods were designed specifically to solve the tasks of predicting
protein function and protein-ligand interaction.
Fast Subtree Kernel The Fast Subtree Kernel (FSTK) is a graph kernel
proposed by Shervashidze and Borgwardt [26] and is based on the Weisfeiler-
Lehman test for graph isomorphism. FSTK iteratively looks at neighborhoods
of nodes and unfolds the structure to get a tree-like pattern called a subtree. It
then counts the matching subtree patterns of height up to h in two graphs G and
G′. The authors show in their paper that FSTK outperforms four state-of-the-art
graph kernels.
Fast Neighborhood Subgraph Pairwise Distance Kernel Costa and De
Grave [6] propose a fast graph kernel (NSPDK) based on the pairwise distance
of neighborhood subgraphs and show that it outperforms four state-of-the-art
graph kernels. Their decomposition kernel works as follows. First, pairs of so-
called neighborhood subgraphs are generated, and then the kernel counts the
number of identical pairs of neighboring graphs of radius r at distance d between
two graphs.
Mammoth Kernel Qiu et al. [20] propose a kernel that is based on the struc-
tural alignment between two proteins. However, this alignment score cannot be
converted into a kernel function directly, because it is not positive-semidefinite.
Instead, the authors employ an empirical kernel map as follows. For a given
dataset of structures X = x1, . . . , xn, a structure xi is represented as an n-
dimensional vector in which the jth entry is the Mammoth score between xi and
xj . The resulting Mammoth kernel incorporates information about the alignabil-
ity of a given pair of proteins. In their paper, the authors compare the Mammoth
kernel to five other state-of-the-art kernels for protein structures and show that
it outperforms them.
RF-Score Ballester and Mitchell [1] introduce RF-Score as an alternative to tra-
ditional scoring functions for molecular docking. RF-Score uses random forests to
make predictions based on 36 features they extract from the protein-ligand pairs.
Each feature is an occurrence count of a particular atom type pair (one from
the ligand and one from the protein) at a maximum distance of 12 Angstro¨m
from each other. In their paper, the authors show that RF-Score outperforms
18 scoring functions on a testset of 195 examples. Since we use exactly the same
training and test set, we adopt the results of the different scoring functions.
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4.3 Methodology
To evaluate the kernels, we generate the kernel matrices, train support vector
machines (SVMs) on them and evaluate their predictive performance. As SVM
implementation we use SVMlight [14]. To evaluate the methods on the PDBbind
dataset, we compare with published results [1].
Parameter Settings We optimized the following parameters of the different
methods on a separate tuning set. We tuned the regularization parameter c of
the SVM out of the values {10−3, 10−2, 10−1, 100, 10−1, 102, 103}. For 3DNK, the
neighborhood size (parameter n) was tuned out of the set {15, 21, 27, 33}, and the
parameter σ out of the set {10−2, 10−7/4, 10−3/2, 10−5/4, 10−1, 10−3/4, 10−1/2,-
10−1/4, 100, 101/4, 101/2, 103/4, 101}, while the precision parameter  was set to
10−3. Since FSTK and NSPDK are graph kernels, we could not give them the
3D data directly. Instead, we adopted the strategy of Borgwardt et al. [3] and
constructed for each protein structure a graph in which every amino acid is a
node. Next, we added an edge between two amino acids if the amino acids are less
than a certain distance from each other. For the protein datasets (HIV, EC and
GO), we tuned FSTK and NSPDK for thresholds of 6 and 8 Angstro¨m (values
suggested by the authors). For the PDBbind dataset, there are no amino acids
on the ligand side, so we generated graphs with atoms as nodes instead. Since
these are graphs of much smaller granularity, we added a distance threshold of 4
Angstro¨m to create graphs. For FSTK, we tuned one additional parameter h (the
number of iterations) out of {1, ..., 11}. For NSPDK, we tuned two additional
parameters: the distance parameter out of {1, 2, 3, 4} and the radius parameter
out of {0, 1, 2}, as recommended by the authors. For the Mammoth kernel, no
parameters had to be tuned.
Evaluation To evaluate the classification models, we use the area under the
ROC curve (AUROC) score [19]. To evaluate the regression models, we use
Pearson’s correlation coefficient (R), Spearman’s correlation coefficient (RS) and
standard deviation of the difference between predicted and measured binding
affinity (SD) in order to be able to compare with the published results of [1]. For
HIV, EC and GO, a stratified 10-fold cross-validation is used. To optimize the
above mentioned parameters, we constructed a tuning set through an internal
5-fold cross-validation over the training data. For PDBbind, we used the same
training and test split as in [1]. Here, the parameters were optimized through a
10-fold cross-validation over the training data.
We compute the statistical significance of the different methods by comput-
ing standard deviations on the AUROC and regression scores. Method A then
significantly outperforms method B at the 1% level under a t-test if their confi-
dence intervals do not overlap.
4.4 Results
Predicting Protein Function In Table 1 we compare 3DNKsw and 3DNKnn
to the state-of-the-art methods. Since RF-Score only works for protein-ligand in-
teraction data, we could not run it for this task. First, the results show that there
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Table 1. AUROC of 3DNK and the state-of-the-art methods for the benchmark clas-
sification datasets. The best scoring method per dataset is indicated in bold. For EC
and GO, averaged results are reported.
Dataset 3DNKsw 3DNKnn FSTK NSPDK Mammoth
HIV 0.848 ± 0.008 0.853 ± 0.008 0.717 ± 0.010 0.896 ± 0.007 0.863 ± 0.008
EC 0.575 ± 0.021 0.600 ± 0.021 0.573 ± 0.021 0.535 ± 0.021 0.536 ± 0.021
GO 0.744 ± 0.033 0.710 ± 0.035 0.687 ± 0.035 0.660 ± 0.036 0.859 ± 0.026
is no significant difference between 3DNKsw and 3DNKnn, since their confidence
intervals at 1% around their AUROC scores overlap on the three datasets. Sec-
ond, 3DNKsw and 3DNKnn perform significantly better than FSTK on HIV, but
there are no significant differences with FSTK on EC and GO. Third, 3DNKsw
and 3DNKnn perform significantly worse than NSPDK on HIV, while 3DNKnn
significantly outperforms NSPDK on EC. On GO, there are no significant differ-
ences between NSPDK and 3DNKsw/3DNKnn. Fourth, Mammoth significantly
outperforms 3DNKsw and 3DNKnn on the GO dataset, while 3DNKnn signifi-
cantly outperforms Mammoth on EC. On HIV, there are no significant differ-
ences between Mammoth and 3DNKsw/3DNKnn. The Friedman test combined
with the Nemenyi post-hoc test, a non-parametric test procedure for statistical
comparisons of classifiers over multiple datasets [9], also confirms that there are
no significant differences between the different methods.
Predicting Protein-Ligand Interaction In Table 2 we compare 3DNKnn and
3DNKat to the state-of-the-art scoring functions. Since Mammoth only works
on proteins, we could not apply it here. Furthermore, we could not run FSTK
due to excessive memory requirements. For RF-Score (the top-scoring method),
the confidence interval around its performance for R at 1% is [0.691, 0.840]. This
shows that the performance of 3DNKat is not significantly different than the one
of RF-Score.
Conclusion The different instantiations of 3DNK perform competitively when
compared to the state-of-the-art methods on the two tasks.
5 Related Work
A first group of methods that learn on geometrical data can be found in the field
of pattern mining. Kuramochi and Karypis [16] present a framework in which
the frequent pattern mining task is upgraded to the geometrical level. Their
algorithm finds frequent geometric subgraphs (with 3D coordinates) which are
rotation, scaling and translation invariant. Because noise is often present in
these types of data, they perform an inexact matching based on a user-defined
tolerance threshold. Nowozin and Tsuda [18] approach the task, which they call
frequent subgraph retrieval, from a slightly different angle: they start from a
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Table 2. Pearson’s correlation coefficient (R), Spearman’s correlation coefficient (RS)
and standard deviation of the difference between predicted and measured binding affin-
ity (SD) of 3DNK and the state-of-the-art methods (including the results published in
[1]) for the PDBbind benchmark regression dataset. FSTK and RF-Score could not be
applied on this dataset. Methods are ordered by decreasing R.
Method R RS SD
1 RF-Score 0.776 0.762 1.58
2 3DNKat 0.730 0.75 1.67
3 NSPDK 0.685 0.679 1.83
4 3DNKnn 0.652 0.688 1.81
5 X-Score::HMScore 0.644 0.705 1.83
6 DrugScoreCSD 0.569 0.627 1.96
7 SYBYL::ChemScore 0.555 0.585 1.98
8 DS::PLP1 0.545 0.588 2.00
9 GOLD::ASP 0.534 0.577 2.02
10 SYBYL::G-Score 0.492 0.536 2.08
11 DS::LUDI3 0.487 0.478 2.09
Method R RS SD
12 DS::LigScore2 0.464 0.507 2.12
13 GlideScore-XP 0.457 0.435 2.14
14 DS::PMF 0.445 0.448 2.14
15 GOLD::ChemScore 0.441 0.452 2.15
16 SYBYL::D-Score 0.392 0.447 2.19
17 DS::Jain 0.316 0.346 2.24
18 GOLD::GoldScore 0.295 0.322 2.29
19 SYBYL::PMF-Score 0.268 0.273 2.29
20 SYBYL::F-Score 0.216 0.243 2.35
21 FSTK – – –
22 Mammoth – – –
database and a query graph and look for all subgraphs of this query graph in
the database, given a geometric tolerance factor.
In the context of inductive logic programming, Srinivasan et al. [27] use a
logical description of the 3D coordinates and chemical properties of molecules
in order to learn structure-activity relationships. Borgwardt et al. [3] introduce
graph kernels for proteins. They convert protein structures into a graph, with
nodes representing secondary structure elements (integrated in the nodes are
chemical properties) and propose a kernel based on random walks which uses
appropriate kernels on the node level to take into account their continuous at-
tributes. The authors also use a hyperkernel to select the best kernels and their
weights for a specific dataset. Shervashidze and Borgwardt [26] describe a way
to convert graphs and propose an efficient graph kernel on them. Costa and De
Grave [6] propose a fast graph kernel based on the pairwise distance of neighbor-
hood subgraphs and show that it outperforms four state-of-the-art graph kernels,
including the one of [26]. Ceroni et al. [5] incorporate the 3D structure directly
in their decomposition kernel, but is limited to small molecules. Hinselmann
et al. [12] present a graph decomposition kernel for small molecules which also
takes into account 3D information. The idea is to assign each atom the distance
information to the remaining atoms and their corresponding atom type. This
information is stored in a trie, which holds information on the shortest path and
the geometrical environment. This leads to efficient computation of the local
kernels.
Qiu et al. [20] proposed the Mammoth kernel. In [13], the authors convert
their kernel into a paired variant in order to decide whether two proteins interact
with each other. Ballester and Mitchell [1] proposed RF-Score. These methods
were discussed in Sect. 4.2.
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6 Conclusions and Further Work
In this paper, we introduced the 3DNK kernel, which acts on 3D structures.
We applied 3DNK to two biological tasks and compared it to four state-of-
the-art methods. Empirical evaluation showed that 3DNK performed competi-
tively w.r.t. the state-of-the-art graph kernels and two methods that were de-
signed specifically to solve the two respective biological tasks. Contrary to these
application-specific methods, 3DNK is more broadly applicable and can solve
both tasks equally well as those methods. The results suggest that the informa-
tion in 3D structures can be exploited successfully and that the kernel can be
deployed on a variety of problems.
In future work, we will explore various aspects of the 3DNK family further
(such as the parameter space) and search for application domains on which new
instantiations can be applied.
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