ABSTRACT To realize robust human detection in an actual office work scenario, this paper proposes two ideas using top-view depth cameras. To deal with the changing geometric human shapes caused by body posture (e.g., sitting, standing, and crouching), we propose two features to describe the human upper-back shape, i.e., roundness and size of a height-continuous region. For alleviating the influences of partial loss of depth information caused by occlusions and by the absorption of infrared light, we propose an adaptive feature adjustment algorithm, which utilizes implicitly included information in the missing region. We implemented the proposed algorithm on a system with 13 depth cameras. Application to 100-hours (10 workdays) of actual office data demonstrated that the upper-back features complement the existing head-shoulder features. It also demonstrated that both of the proposals contributed to a more robust human detection and attained 97.7 % accuracy.
I. INTRODUCTION
Automatic human detection and its derivative technologies are increasingly applied to various fields, such as the security [1] , [2] , [3] , healthcare [4] , [5] , and service industries [6] . In particular, human detection in the office environment allows us an in-depth understanding of the status of a team and may provide a hint for improving productivity [7] . For instance, the position of each worker may reflect the type of task being performed. The distance between workers will reflect their relationship [8] . However, a large portion of the previous studies on office activity analysis have been performed in a controlled setup, in terms of situation and time period [9] , [10] , because continuous measurement in an uncontrolled office work scenario requires more effort for reliable data acquisition. Therefore, an automated and robust human detection system for actual office work scenarios was needed.
Human detection based on computer-vision (CV) technology has been widely studied. CV-based methods have been applied to various fields such as surveillance, sports analysis, and walker detection for assisting drivers, because of fewer restrictions on installation [11] , [12] , [13] . Methods employing an RGB camera can potentially cover greater spaces and longer distances; however, they are less robust against the variations in environmental light and the appearance of the detection targets. Although a few studies alleviated the latter problem by using a passive stereo-vision technique, ambiguity in matching between images still remained [14] , [15] .
Therefore, methods based on active depth measurement devices, such as Microsoft Kinect or Swiss Ranger, have recently been explored [16] , [17] . In addition to the robustness against lighting condition changes, depth information provides the geometrical shape of objects, which is advantageous for human detection. Thus, this study also discusses the feasibility of more robust human detection using depth cameras.
In applying depth cameras for human detection in an actual office environment, we need to deal with two issues [18] . The first is the diversity of the human shape, due to postural variation. Office workers spend a majority of working hours sitting at their desk; sometimes they stand up, walk, or crouch down to pick up something. This postural diversity changes the observed shapes of the human body and makes the detection difficult. At the same time, the detection system is required to distinguish humans from artifacts, mainly furniture, in the office.
The second issue is the partial loss of some depth data (''depth-missing'') under some conditions. Height limitations, owing to the room ceiling, constrain the physical sensor arrangement and increase the volume of occluded regions. Another cause of depth-missing is the absorption of infrared (IR) measurement light by black objects such as head hair [19] . Such depth-missing potentially leads to the false rejection of the human.
However, most previous studies with depth cameras targeted detecting persons walking in open spaces, such as a corridor or road, where fewer obstacles exist. To the best of our knowledge, the above-described two issues, which will occur in an actual working office, have not been actively studied.
In this study, to deal with the postural diversity issue, we propose to include features about the shape of the human upper-back, which is robustly detected in various body postures in the office environment. To deal with the depthmissing issue, we propose to adjust the values of detectable features based on the types of depth-missing. The proposed human detection algorithm was implemented in a system with 13 depth cameras, and the system was applied to 100 hours (10 work days) of actual office data. The results demonstrated that both of the improvements contributed to the more robust human detection and attained 97.7% accuracy.
II. RELATED WORK A. HUMAN DETECTION BASED ON DEPTH INFORMATION
Many of the depth-based human-detection algorithms are designed to use side-view depth data. Those algorithms are mainly categorized into two types. One divides the detected human candidates into a set of minute areas and judges the question of being a human on the spatial distribution of shapes or the gradient directions of minute areas. Another makes its judgment on the detection of characteristic shapes of the human body.
A typical example of the former is a method based on histogram of oriented gradients (HOG) [20] . Although HOG is targeted at gray-scale camera images, its concept is easily applicable to depth image by replacing the intensity gradient with the depth gradient [21] . Further, a method having this similarity of depth histograms of two small areas was proposed to detect side-view body shapes by Ikemura and Fujiyoshi [22] . Those methods first divide the target depth data into small cells and model their shapes using depth histograms. Then, they examine the feasibility of the target being a human based on the spatial distribution of the local shapes. Thus, those methods are robust for movement within the divided small cells. However, the greater deformation of human shapes in offices changes the distribution pattern across the cells and might lead to detection failure.
One method based on the characteristics of the human shape is to detect head shape using a hemisphere model [23] . A few studies have employed head-shoulder shape for detecting a pedestrian, as well as a sitting person, because that shape can be stably observed in both situations [18] , [24] . Enzweiler adopted the torso and legs in addition to the head [25] . Shotton et al. [26] employed detection of more body parts, including head, torso, leg, arm, hand, and foot. Although use of more body parts enables higher-accuracy human detection, severe occlusions in offices disrupt the capturing of body parts, especially of the lower body.
Depth-based human-activity recognition, which is a closely related field, has also been actively studied. Several studies recognize activity directly from the time sequence of depth images, while others indirectly recognize activity through the motions of estimated body parts. The methods in the former group detect the activity-related motions based on features in the time domain [27] , [28] or the frequency domain [29] . A few methods use RGB images, in addition to depth data, for finding the body parts with a characteristic appearance [30] , [31] . The indirect methods use motions of each body part [32] , [33] , [34] , or dynamic-transition patterns of body shapes [35] . Moreover, several methods utilize features calculated from both raw depth images and estimated body parts for more accuracy [36] , [37] . Use of motion information may improve human detection accuracy, especially in discriminating against moving artifacts. However, in many offices, the motions of workers while doing deskwork or using a PC are minimal and few continuously moving artifacts exist. Therefore, this study puts more emphasis on human detection using single-frame depth data and tackles the difficulties in human detection in offices.
To reduce the influence of occlusions by objects or other persons, a direct solution is to install a depth camera facing downward from a high position. Thus, we adopted this policy. A top-view setup reduces the occlusions mainly at the upper body; thus, Ikemura et al. detected the height difference between head and shoulders using Haar-like features calculated for four different angles [17] . Fu et al. [38] detected human heads using depth data and tracked them using color images, for crowd counting. As adopted in multiple studies, detecting head and shoulders is promising because they are robustly observed from a higher position and they comprise characteristic 3D contours.
However, in offices where people take various body postures, the shape of the head-shoulder structure varies with posture, and thus, the system sometimes fails to detect humans. Therefore, a more robust human detection algorithm, unaffected by body postures, is desirable in actual office environments.
B. METHODS FOR DEALING WITH DEPTH-MISSING
In environments where multiple persons and/or furniture exist, partial non-detection of the human shape due to occlusion, self-occlusion, or IR absorption is inevitable even with top-view cameras. For dealing with this partially missing body, two approaches are feasible. One approach is to interpolate falsely rejected samples using spatiotemporal information. Another is to alleviate the influence of the missed data in some way.
An example of the former approach is a method that predicts temporally occluded pedestrian positions using the unscented Kalman filter [39] . Gao et al. [40] described the path of the human using a hierarchical graph model . Those temporal interpolations were performed using a model of human movement while being occluded.
At the same time, a few methods have been proposed for alleviating the influence of depth-missing on human detection. Enzweiler et al. [25] estimated the visibility of each body part, head, body, and legs, and increased the weights of unoccluded parts to enhance their effect on human detection. Ikemura and Fujiyoshi [22] employed the same idea and weakened the weights of classifiers in accordance with the occlusion ratio of each small area. Bagautdinov et al. [41] scored the possibilities of human presence based on the distance from the observed areas where the human might be.
These methods improve the human detection accuracy by relatively enhancing the effect of observed areas. However, the occluded region, which the previous methods discard, might include useful information for detecting humans and rejecting artifacts. Therefore, to develop these ideas further, we propose a method to utilize the information that depth-missing regions potentially possess. It categorizes the type of depth-missing and adjusts the feature values based on the possibility of including a human body. Subsection IV.B describes the details.
III. 3D INFORMATION CAPTURING SYSTEM USING MULTIPLE-DEPTH CAMERAS
This section describes the configuration of the depth-sensing system on which we implemented the proposed algorithm.
A. REQUIREMENTS
To detect workers at various places in an office, the depthsensing system needs to fulfill several requirements.
(1) It needs to cover the entire office space where humans potentially exist.
The direct solution for this requirement is to use multiple depth cameras. However, use of multiple cameras imposes another requirement.
(2) The interference of IR light sources between the sensors should be avoided.
Furthermore, the part of a human occluded in the data of one camera, may be captured by other cameras because we designed the setup to capture most parts of the target area with at least two cameras in different positions and directions. Therefore, the third requirement arises for a robust human detection.
(3) The depth data captured by multiple sensors needs to be integrated.
B. CONFIGURATION
To satisfy above-mentioned requirements, 13 depth cameras (Microsoft Kinect v1) were installed close to the ceiling so that depth image can be captured from more than one different direction. Fig. 1 illustrates our target office, which has an approximate layout of 6 m × 7 m. Fig. 1 (a) , (b), and (c) show the setups of the depth cameras, a top view of the office, and an integrated depth image, respectively. The black dots in Fig. 1 (a) represent the positions of depth cameras while the colored arrows represent the horizontal directions and downward inclination angles of the cameras. We installed nine cameras (one facing downward and eight facing outer areas of the room) at the center of the room. We also installed two pairs of cameras to cover the periphery of the room where occlusions frequently occur and the depth resolution of the center cameras also decrease. The depth cameras were mounted 2600 mm from the floor. We calibrated the position and the posture of each depth camera using Bundler in advance by capturing checkerboard pattern images [42] . For the calibration, we took images of the pattern at 190 different positions and postures to cover all the space in the office using the RGB cameras on Kinect.
To avoid the IR light interference, we installed synchronized rolling mechanical shutters on the IR emitters of the depth cameras. We divided the 13 depth cameras into three groups and drove the shutters in sequence at 0.167 s intervals, so that the sample interval for the entire room became 0.5 s. Our objective was to analyze human position and its dynamic change in office work scenarios; therefore, we assumed that the motions of the workers were slow enough that the time difference in observation among the different sensor groups was negligible in terms of human detection.
C. INTEGRATION OF DEPTH DATA
The system calculates the height for each 10 mm × 10 mm region on the floor plane by projecting the depth data onto the floor plane. It allows us to program as if a single downwardfacing sensor is installed on the ceiling. In what follows, we refer to the obtained heights as the integrated depth image.
For dealing with supposed noise data (e.g., depth error on an edge) before the integration, a reliability factor is calculated for each depth point based on the distance from the sensor and the height smoothness with neighboring points (See Appendix A for details). If more than one sensor provides heights at a location, the most reliable height is adopted. The missed height due to sensor resolution, which corresponds to roughly 20 mm on the floor, is interpolated.
In Fig. 1 (c), each color represents the height from the floor, with red being the highest and blue the lowest. White circles represent the locations of the detected humans. The black region includes the locations where the height was not provided, as well as floor (less than 50 mm high). It is confirmed that the heights at the most of the room are successfully observed, with some occlusions. Although the human upper bodies, including head-shoulder complexes, are clearly observed in this case, variations of upper body shape and depth-missing occasionally prevent human detection, as described in detail in the next section.
IV. PROBLEMS AND KEY IDEAS
As already mentioned, the issues to deal with are: (1) the variety of observed shapes depending on changes of body postures and (2) missing depth data. Fig. 2 shows examples of frequently observed body shapes in an office. Because the characteristic shape of the headshoulder complex is clearly observed in standing and walking postures as shown in the bottom of Fig. 2 , many of the previous studies have successfully detected humans by using the size ratio and height difference between the head and shoulders ( Fig. 3 (a) ). Other representative shapes in the human upper body are the arms. However, they are mostly atop a desk, especially while using PCs. Thus, they are difficult to be stably distinguished from other artifacts on the desk in the depth image. Therefore, this study focuses on the shape of the head-shoulder complex and its surrounding region.
A. FEATURES REPRESENTING SHAPE OF HUMAN BODY IN OFFICE
The problem with the use of the head-shoulder shape is the forward-tilt of the upper body, which is frequently observed in offices, such as the sitting and crouching postures shown at the top of Fig. 2 . In those postures, the horizontal head position moves away from the shoulders, in comparison with standing and walking postures. The height difference between the head and shoulders also becomes smaller. Consequently, human detection relying only on the relative position or height difference between the head and shoulders could fail.
As the top of Fig. 2 shows, in those forward-tilted postures, the upper-back is clearly observed. Thus, we propose two features that reflect the shape of human upper-back, to alleviate the false rejections in those postures. Because the characteristics of the human upper-back are its rounded shape and relatively larger size, as Fig. 3 (b) shows, we adopted roundness and size features to detect an upper-back. The roundness feature also contributes to rejecting artifacts such as desks, because they mostly have rectilinear shapes. The detailed calculations are described in Section V. 
B. FEATURES ADJUSTMENT BASED ON TYPES OF DEPTH-MISSING (FATDMJ
Another serious problem is the depth-missing derived from occlusion by other objects, self-occlusion, and IR absorption. As reported in [19] , IR absorption commonly occurs with an object whose optical reflection coefficient is low, such as dark-colored hair. The angle of incidence of the projected light and the distance from the camera are also potential causes of insufficient light reflection leading to depth-missing. In our environment, it also occurred, mainly at the top of the head (with dark-colored hair,) and especially so at the periphery of the room.
We also found that some of these depth-missing regions could include information, such as the maximum occluded height, which could be geometrically calculated. Thus, as briefly described in Section II.B, we inferred that the use of such implicit information improved the human detection accuracy. This caused us to propose the Feature Adjustment based on Types of Depth-Missing (FATDM) algorithm. The basic idea of FATDM is to categorize each depth-missing region into one of the three following types and to adjust the values of the features depending on the type.
If the maximum height of an occluded region is impossibly low, as shown in Fig 4 (a) , a human upper body should not exist there. Thus, FATDM calls this type of region the Potential Non-Human Region (PNHR) and treats the PNHR as if nothing exists there.
Conversely, if the maximum height of the occluded region is high enough that the region might include a part of the human upper body, as shown in Fig. 4 (b) , FATDM calls this type of region the Uncertain Region (UR). The problem with the UR is that treating the UR as locations of both human candidates and non-human candidates risks increasing errors, i.e., false detections and false rejections. Therefore, using the same line of reasoning as in previous studies [22] , [25] , we designed FATDM to remove the UR from the target region to reduce its influence on human detection.
Furthermore, if a shape resembling a side or outline of a human head exists around the depth-missing region, as shown in Fig. 4 (c) , the region is presumably a top of head that is absorbing IR light [19] . Thus, if such a region has sufficient head-candidate points around it, FATDM calls this type of region the Potential Human Region (PHR) and calculates the feature values as if the PHR is a group of explicitly captured head candidate points. Consequently, FATDM apparently increases the size-related feature values. The details of the feature adjustment are described in Section V.E. Fig. 5 shows an overview of the human detection algorithm. To obtain a more robust detection of the human upper body with shape variations due to postural changes, we adopted a two-step detection algorithm. At first, the system detects point clusters having a certain size and height, which represent human candidates, in an integrated depth frame. In the next step, it classifies each cluster into human or non-human using multiple features, including our proposed ones. The following subsections describe the details. 
V. HUMAN DETECTION ALGORITHM

A. PREPROCESSING
To exclude obvious non-human regions, height filtering and background subtraction are applied before the clustering. The height filtering excludes points lower than 800 mm because we only target the human upper body, which is robustly observed in an office environment. The background subtraction process removes the points where the height difference from the background depth data is less than 150 mm, to exclude unmoved objects such as furniture. To deal with changes of the environment, such as movable furniture, the background depth data is updated for only those areas where no human has been detected for the previous 30 seconds.
B. CLUSTERING
After removing the obvious artifacts, the system detects point clusters using the Mean-shift algorithm [43] using a circular kernel with a radius of 300 mm. The detected cluster, i.e., aggregated points higher than 800 mm, denotes a target potentially representing a human upper body. Hereafter, we refer to the points composing the cluster as ''human candidate points,'' and the circular area within the 300 mm of horizontal distance from the cluster center as a ''human candidate.'' After detecting clusters, the system determines whether each cluster is human or an artifact, such as moved furniture with human-like size, according to the following processes.
(a) n xxx indicates the number of human candidate points in the area xxx. Table 1 are calculated. As described in Section IV.A, we propose two upper-back features for detecting humans in the forward-tilted posture, which is often observed in offices. Two head-shoulder features, similar to the ones used in previous studies, were also employed for detecting the upright posture. In addition, two fundamental whole-body features, i.e., size in the horizontal plane and height, known to be effective for human detection, were used. Finally, to exclude office artifacts such as desks, which are mostly composed of planes and straight lines, we also adopted three additional features: straightness, flatness, and horizontality. The calculations of the features for detecting artifacts are summarized in Appendix B.
1) UPPER-BACK FEATURES
To examine the possibility of including the human upperback, the system first detects the largest height-continuous area as a potential upper-back for each cluster. A simple region-growing algorithm proposed by Xia et al. [23] was employed to detect the area. The algorithm iteratively expands the area by adding an adjacent point to the area if the height difference between the point and the area average VOLUME 7, 2019 FIGURE 6. Concept of the adjustment to the size ratio of potential head and shoulder areas.
is less than a threshold. We adjusted the threshold to 100 mm through trial-and-error with various human postures. The size feature, F sizeUB , is defined as the number of points in the area, as shown in Table 2 .
We defined the roundness feature by dividing the detected area into a set of minute areas (40 mm × 40 mm in this study). Here, we considered the directions of normal vectors of the subdivided areas in the human upper-back. Their local variation, in terms of differences with adjacent areas, will be small because the surface of the upper-back is smooth. In contrast, their variation over the entire detected area will be greater because the upper-back continues to the shoulder, as well as the side of the body. Thus, we defined the roundness feature, F roundUB , as the product of local directional smoothness, f smooth , and the global directional variation, f variation , as shown in Table 1 . f smooth was defined based on the directional difference between two normal vectors of adjacent areas. f variation was defined based on the directional variation of the normal vectors over the entire detected area. Appendix B describes the more detailed calculation algorithm.
2) HEAD AND SHOULDERS FEATURES
For detecting the head-shoulder contour, we adopted two features, height difference, F diffHS , and size ratio, F sizeHS , between the head and the shoulder, which are discriminative for upright posture. F diffHS represents the difference of the average heights between the presumed head and shoulder points (h head andh shoulder ). To allow the application of FATDM, we introduced an indirect calculation for F sizeHS , defined as the ratio between the occupancy rates of the head and shoulder to their detection regions (o head and o shoulder ). To calculate these quantities, we presumed the highest point in the detected cluster as the top of the head. In addition, we assumed the detected points within 150 mm of horizontal distance from this highest point as the head and the points between 150 mm to 300 mm as the shoulder, as shown in Fig. 6 .
D. ESTIMATING THE TYPES OF DEPTH-MISSING
To perform the FATDM algorithm, the system estimates the type of depth-missing, i.e., PHR, PNHR, and UR, for each depth-missing location. The type estimation is composed of two independent pointwise processes.
As Fig. 4 (c) shows, in most cases with IR absorption on hair, the side, or outline, of the head and the face can be observed around the depth-missing location. Thus, the system judges the location surrounded by a sufficient number of presumed head points to be the top of a head, i.e.,a PHR, as obvious. We empirically set the threshold condition that half of a horizontal circle with a radius of 80 mm must be occupied by presumed head points, in consideration of the human head size.
Next, to distinguish the PNHR, the system calculates the feasible maximum occluded height based on the heights of the proximal objects in the line segment connecting the depth camera and the depth-missing, as shown in Fig. 4 (b) . Then, if the feasible maximum height is lower than the threshold, that location is regarded as not including a human body, i.e., PNHR. We set the threshold height to 800 mm, which is the same as the threshold for the height filter in preprocessing. The remaining locations are categorized as potentially, but uncertainly, containing a human body, i.e., UR.
E. FATDM
FATDM treats the PHR as detected human-candidate points and treats the PNHR as not including a human body, as described in Section IV.B. These treatments increase the feature values related to the head size, i.e., (b)-1 and (c)-1 in Table 1 . To alleviate the undesirable influence of the UR, which has both the possibility of including a human body and not, FATDM treats the UR as follows.
1) UPPER-BACK FEATURES
When a worker is sitting facing a depth camera, his/her head will likely occlude his/her own upper-back. In this case, the upper-back will be observed as two apparently separate areas as shown in Fig. 6 (b) . Therefore, FATDM virtually unites these two areas into one before calculating the size and the roundness, in the cases when the depth-missing between the two areas is judged as a UR, which is presumably occluded by the head. However, FATDM does not count the UR itself as the part of the upper-back, so as not to excessively increase the size of the region and lead to erroneous detection of artifacts. Fig. 6 illustrates the process of the adjustment to the size ratio of the head and shoulder areas, F sizeHS . As already described, F sizeHS is indirectly calculated as the ratio between the occupancy rates of the head, o head , and the shoulder, o shoulder .
2) SIZE RATIO OF POTENTIAL HEAD AND SHOULDER AREAS
Consider a case, without depth-missing, where o head and o shoulder are 0.8 and 0.5, as shown in Fig. 6 (a) . The resultant head and shoulder ratio, F sizeHS , is 1.6. Next, assume that the head occludes part of the shoulder, and consequently decreases o shoulder to 0.3, as Fig. 6 (b) shows. Then, F sizeHS increases to 2.67.
Here, FATDM removes the UR from the shoulder-detecting region to decrease the influence of the depth-missing region, as illustrated in Fig. 6 (c) . This process recovers o shoulder to a certain level (0.45 in this example) and, thus, adjusts F sizeHS to 1.78.
3) SIZE IN HORIZONTAL PLANE (WHOLE BODY)
The horizontal size of the whole body is also indirectly defined using the occupancy rate of the human candidate points, to allow the application of FATDM, as listed in Table 1 . The adjustment is performed using the same idea as for the head-shoulder feature. FATDM removes the UR from the human detecting region (the circle with 300 mm radius). Then, it increases the influence of the detected human candidate points, and thus increases the occupancy rate, o body , closer to what the value would be without an occlusion.
F. CLASSIFICATION
After applying FATDM, a strong classifier, trained in advance, judges each cluster as human or not based on the adjusted feature values. To obtain a classifier robust against the diversity of body shape, we employed the Real AdaBoost [44] algorithm. Nine weak classifiers for each feature compose the strong classifier of a human. The training sample is a point cloud included in the human detecting circle with a radius of 300 mm. For the evaluation, which is described in the next section, we used 3,500 positive samples (including a human) and 3,000 negative samples (not including a human) for training. Because the Real AdaBoost algorithm automatically determines both the weight in a weak classifier corresponding to each feature and the threshold for a strong classifier, we did not manually tune any parameters for the human classifier.
G. COMPLEMENT OF FALSELY REJECTED HUMAN
The above single-frame-based process occasionally fails to detect humans for several seconds because of extreme body shapes such as for a stretching exercise. Thus, the system complements such false rejections using the shape similarity to the human detected in the previous frame. The shape similarity is calculated based on the local depth disparities using Haar-like features [45] . The target cluster, which by itself might be falsely rejected, is judged again based on the similarity to the nearest cluster judged as human in the last frame.
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VI. EVALUATION A. ENVIRONMENT, METHOD, AND ANALYZED DATA
To assess the effects of the proposed method, we applied it to actual office data (100 hours in total: 10 hours (9:00 to 19:00) × 10 working days). The office had standard desks for room members, folding tables for visitors, tall racks for computer servers, a white board, a copy machine, and other miscellaneous furniture as seen in Fig. 1 (b) . Two professional researchers, who had been employed for a research project, and a university student, performed their daily activities in the room. They mainly performed tasks on PCs at their own desks for about 70% of their working hours. The evaluation was conducted after one year from system installation to allow the workers to become accustomed to working with the system. The room members signed an informed consent form; and the ethical review committee of the university approved the evaluation experiment.
The total duration of each scene of activity is summarized for each day in the lowest rows of Table 2 . We selected the data on 10 days from a data set recorded for 60 days to cover diverse situations. Because the room had been used as the main office of the workers, the activities performed included paper work, deskwork with a PC, discussion around desks, meetings with several visitors, relocation of room furniture for meetings, rests at their desk, and other everyday office activities. The particular difficulties in human detection on each day are also listed in the table. On Days 1 and 2, the workers spent most of the working hours at their desk. Days 3, 4, and 5 include the scenes where one or more persons worked at a place other than their desk, mainly for talking to another person. On the other days, multi-party meetings were held, and the members and the visitors gathered around the white board or other places. Days 8 and 9 had four visitors for a meeting. Day 10 included an exceptional scene when a person had been crouching for 30 min to operate a machine at a lower position.
To assess the accuracy of human detections, the experimenter visually checked whether the distance between the detected human location and the actual center of the human exceeded 20 pixels (200 mm) in the integrated depth image. The definition of the accuracy is given in (1) .
N itrue , N ifd , and N ifr denote the number of actual humans, false detections, and false rejections in frame i,respectively.
To evaluate the effectiveness of the proposed upper-back features and the FATDM, we compared the accuracies of human detection among three conditions: the proposed method, the method without upper-back features (NoU) and the method without FATDM (NoFA). Table 2 summarizes the detection accuracies and the rates of false detections/rejections in the selected 10 days with the proposed method, NoU, and NoFA. The average accuracy for the proposed method was 97.7%, with 1.8% false rejections and 0.5% false detections.
B. ACCURACY IN ENTIRE 10-DAY DATASET
1) EFFECTS OF UPPER-BACK FEATURES ON FALSE REJECTION
The proposed method decreased false rejections compared with NoU, especially on Days 4, 5, and 9. On those days, deeply forward-tilted sitting postures, e.g., two persons sat close and looked at the same computer monitor to check the data together, were observed for longer hours. Such postures were falsely rejected with NoU but were correctly detected by applying the upper-back features. Fig. 7 (a) illustrates a typical example where forwardNoU: Proposed method without upper-back features, NoFA: Proposed method without FATDM tilting of the upper body lowered the head, and consequently decreased the height difference between the head and shoulder. Thus, the output of the weak classifier for the height difference took a negative value, which indicated non-human. Conversely, upper-back features, particularly the roundness, showed positive values and contributed to the successful detection. On average, upper-back features decreased the rate of false rejections from 2.1 % to 1.8 %. 
2) EFFECTS OF UPPER-BACK FEATURES ON FALSE DETECTION
Improvement in false detections, compared to NoU, was noticeable on Days 6, 8, 9, and 10. On these days, for having a multi-party meeting, folding tables and chairs for visitors were moved before and after the meeting. Accordingly, as shown in Fig. 7 (b) , the moved artifacts incidentally produced complex contours that resembled the human headshoulder. Thus, it increased the output of weak classifiers for the height difference and size ratio of the head and shoulder to some extent, and led to false detection with the NoU. However, the upper-back features were insensitive to those artifacts and contributed to rejecting them. The upper-back features decreased the false detections from 2.4 % to 0.5 % on average for the entire data set.
3) EFFECTS OF FATDM ON FALSE REJECTION
FATDM was expected to alleviate false rejections by partially recovering the feature values as described in Section IV. On Days 1, 6, and 8, self-occlusion of shoulders occurred mainly while the target user was sitting at the periphery of the room. As exemplified in Fig. 8 (a) , FATDM succeeded in recovering the output values of weak classifiers for the size ratio of the head and shoulder areas and led to correct human detection. On Days 1, 3, and 7, the loss of the worker's head, shown in Fig. 8 (b) , occurred because of IR absorption. As FATDM regarded the presumed-head region as valid head points, it recovered the size ratio of the head and shoulder regions, and thus contributed to the successful human detection. As Table 2 summarizes, FATDM adequately adjusted the feature values in a certain portion of those cases and decreased the rate of false rejections from 2.0 % to 1.8 % over the entire data set.
In contrast, on Days 2, 6, and 10, the proposed method slightly increased the false rejections over NoU. The feasibility of dealing with the remaining 1.8 % false detections and the 0.5 % false rejections, as well as other side effects, is discussed in the next Section VII.
C. COMPARISON WITH EXISTING METHODS
To clarify the scenes where the proposed scheme effectively works, we compared our system with two existing human-detection methods designed for top-view depth data. The method proposed by Stahlschmidt (method-S) [46] detects the general shape of the entire human body using a Mexican hat filter with a sharp tip. Another is Ikemura's method (method-I), [17] which detects the convex shape of head-shoulder complex using a Haar-like filter. Fig. 9 shows the results of the three methods for the 10-day data shown in Table 2 . We employed the same preprocessing described in Section V for all of three methods to avoid their differences influencing the comparison of human detection accuracies.
The accuracy of method-S and method-I were 90.6% and 89.7%, respectively. However, method-S showed compara-tively frequent false detections (5.7 % on average) while method-I tended to falsely reject humans (8.1 %) .
The false detections with the method-S were more frequent on Days 4 and 6. The falsely detected artifacts were the moved furniture, such as chairs after a worker left, folding tables, and a whiteboard prepared for a meeting. The human detection algorithm of method-S, which recognized all the objects having a certain size of sloped shape, would have caused the false detections. In contrast, as seen in Fig. 9 (c) , the upper-back features contributed to adequately reject these artifacts.
The false rejections with method-I occurred more frequently on Days 5, 6, 7, and 9. On those days, some workers kept strongly forward-tilted postures for longer hours, and thus, the decreased height difference between head and shoulder provoked the false rejections. However, the upper-back features and FATDM enabled adequate detection of the humans in such postures as confirmed in Fig. 9 (c) .
VII. DISCUSSION
A. EFFECTS OF UPPER-BACK FEATURES AND FATDM
To expand the applicable fields of depth-based human detection, coping with the diversity of human shapes due to postural variation and the depth-missing [18] has been required. As shown in the last subsection, the methods designed for open space pedestrian detection and focused on head-shoulder contour [17] , [46] worked appropriately for humans in upright postures, however, they sometimes failed to detect forward-tilted postures or falsely detected artifacts in the office environment. The NoU condition also worked properly for upright postures but sometimes failed to detect forward-tilted postures. Contrary to these approaches, the upper-back features enabled detection of forward-tilted postures, as shown in Fig. 7 (a) , though they did not contribute much in the detection of upright postures. These results suggested that the upper-back features complement the head-shoulder features, and the combination of the complementary features is effective in decreasing false rejections of diverse human postures.
Another advantage to focusing on the human upper-back is its roundness, which most artifacts in offices do not have. Furthermore, as every part of the human upper-back is round, and the proposed roundness feature does not depend on a specific place, such as the highest point, it is robust against occlusions. Thus, the roundness feature contributed to not only a reduction of false detections of artifacts but also to VOLUME 7, 2019 correct detections of humans with occlusion, as demonstrated in Fig. 7 and Table 2 .
FATDM decreased false rejections in comparison to the NoFA condition (0.6% each in Days 1 and 8). To compare with the ability of existing algorithms to deal with depth-missing, we implemented an algorithm that removes all the depth-missing regions from the detecting region, based on similar ideas in previous studies [22] , [25] . This is also equivalent to regarding all the depth-missing regions as UR. The trial application of the uniform removal of the data for Day 8 showed more false detections than the case with FATDM (0.95% with uniform removal and 0.7% with FATDM). Essentially, the removal of depth-missing regions from the detecting region is equivalent to disposing of uncertain information and relying more on assured information. Meanwhile, FATDM divides the depth-missing regions into three types: PHR, PNHR, and UR based on the implicitly included information, i.e., maximum occluded height and surrounding shape, and then applies different processes to them. Therefore, the improvement in accuracy with FATDM suggests the effectiveness of the use of implicit information in human detection. The idea of actively using the implicit information in the missing region might be applicable to many environments other than offices.
B. FEASIBLE IMPROVEMENTS
Although the proposed ideas decreased both false rejection and false detection, 1.8 % false rejections and 0.5% false detections remained. One possible way for coping with these errors is to apply heuristic algorithms suited for each environment. For instance, modeling of the relationship between the position and the probability of occlusion occurrence may allow a position-dependent feature-value adjustment. Furthermore, the number of persons in a room never changes when the door is closed. Using this fact could allow the automatic detection and correction of false detections/rejections based on the detected number of humans in the room.
To verify the feasibility of the heuristic correction based on the detected human number, we implemented a simple exceptional-search algorithm that was only applied when a human false rejection seemingly occurred, even when the door remained closed. The trial application of this heuristic correction to the data for Days 2 and 8 improved the accuracies from 98.5 and 97.1 % to 99.4 and 99.6 %, respectively. Applying such heuristic correction algorithms may be promising in the use of human detection.
C. SIDE EFFECTS AND LIMITATIONS
The side effects of the proposed ideas are as follows: Detection of upper-back roundness poses a risk to make false detections of artifacts with rounded surfaces such as mannequins and vases. For FATDM, the IR absorption by hair was approximately judged by examining how well the shape of the surrounding area matches the side of a human head. Such a procedure may mistakenly judge a hollow object, such as a pot to be a human head, and wrongly adjust the feature values. Improved judgment of IR absorption, considering its optical properties and geometrical relationship to the depth camera, is desirable. The limitation of FATDM is that it inadequately increases the feature value when the size of UR exceeds half of the detecting region.
As shown in the results, upper-back features slightly increased false rejections for Days 2, 6, and 10. After checking those cases, a wider area of occlusion in the upper-back area prevented the upper-back features from contributing to a correct detection, and the increase of the number of features weakened the effect of the head-shoulder features. Further improvement is needed to cope with this issue.
In this study, we targeted offices where multiple persons perform various activities, including collaborative ones. However, because we employed a 300-mm radius of cluster kernel for detecting human candidates, situations where multiple workers touch each other is out of our scope. We assumed points lower than 800 mm are not a part of a human upper body. This process needs to be adjusted when it is being applied to an environment where workers frequently crouch or lie down. Environments with continuously moving objects, such as robots, or artifacts having similar size and roundness to humans, are also out of the target of this study. Furthermore, we examined the proposed method only at a small office where a relatively small number of workers performed mainly deskwork. Thus, both false rejections and detections could increase when the proposed method is applied to more dynamic environment in terms of human posture, activity, and existing artifacts, e.g., crowded shops, factories, and delivery centers. Further examination and improvements are desired to generalize the effectiveness of these ideas and to extend the number of applicable scenarios.
D. APPLICATION FOR ANALYSIS OF TEAM DYNAMICS
In offices, relationships among team members are a significant factor in task performance [7] . Therefore, analyses of the social network in organizations have been studied [9] , [10] . Furthermore, aiming at automatic network analysis, the frequency and the duration of the workers' contact have been detected using wearable tags [47] , [48] .
At the same time, it has been known that relationships, such as intimacy, are reflected in the physical distance between persons, and such concept is referred to as proximity [8] . Because depth-based human detection provides the exact locations of each worker, it will enable automatic analysis of proximity in daily office work scenarios without requesting workers to wear any devices. Therefore, it may reveal the more detailed relationships between team members, and furthermore, their dynamic transitions. We envision such long-term analysis will allow us a more detailed understanding of team status and contribute to the team's management.
VIII. CONCLUSION
In this study, we aimed to create a depth-based human detection algorithm that can cope with depth-missing and variations of body shape in office environments. To deal with the shape variation, we proposed to employ features reflecting the human upper-back shape. For the depth-missing issue, we proposed FATDM, which adaptively adjusts values of the measured features in accordance with the type of depthmissing.
The total accuracy achieved was 97.7% in an assessment with 100-hours of actual working data captured by a set of 13 depth cameras. The results demonstrated that the proposed ideas contributed to the robust human detection in the presence of postural diversity and depth-missing.
Our future research includes improvements to the algorithms especially for FATDM, application of the system to the long-term automatic analysis of team relation dynamics, and the further development of the system to be applicable for more complicated and dynamic environments.
APPENDIX
A. INTEGRATION OF DEPTH DATA: CALCULATION OF RELIABILITY
We redefined the depth integration problem as the determination of the most reliable height data provided by multiple depth-cameras for each 10 mm × 10 mm meshed area on the floor. Here, the accuracy of the depth camera decreases at the periphery of the depth image and at distant points from the camera [49] . Thus, we defined the reliability, R total , as the product of three factors using (A1).
The definition of each factor is as follows:
(1) 2D distance from the center of the depth image.
where (u c , v c ) denotes the center coordinate of the depth image, and f 2Ddis (x) is a monotonically decreasing function that represents the premeasured error property. It outputs normalized values ranging from 0.0 to 1.0.
(2) 3D distance from the camera (depth value at a point).
The error property of the camera was approximated by a nonlinear function, f dep (x), which rapidly decreases at distances farther than 4 m.
(3) Height smoothness with the four neighboring points.
h denotes the height at each location and h i denotes the heights at its four neighboring points. f dif (x) sharply decreases with height difference greater than 10 mm. This factor contributes strongly to the removal of isolated noise data.
B. FEATURE CALCULATION
Details of calculation of each feature are described below. Each threshold value was set by reference to the average body size of a Japanese adult.
1) ROUNDNESS OF LARGEST CONTINUOUS AREA (UPPER-BACK FEATURE)
First, the system divides the detected largest continuous height area, i.e., a potential upper-back area, into 40 mm × 40 mm minute regions, which are shown as orange-colored rectangles in Fig. A1 (a) . Next, principal component analysis (PCA) is applied to the human-candidate points included in each minute region. The PCA provides the normal vector for the approximated plane as the third eigenvector. After that, the system calculates the directional difference of the normal vectors between each adjacent pair of the minute regions. Then, it counts the number of adjacent pairs whose difference in normal vectors is less than 45 degrees as N smoothPair . The smoothness, f smooth , is given as the ratio of N smoothPair to the total number of the adjacent pairs, N allPair . To calculate f variation , the system quantizes the directions of the normal vectors, as shown in Fig. A1 (b) . The directional resolution is set to 10 degrees in both horizontal and vertical planes, and the system assigns the directions into 324 bins (36 × 9). Then, the system counts the number of bins containing vectors, N detect . Finally, f variation is calculated as the ratio of N detect to the number of different bins (324). The points whose height differences are within 200 mm of the top of the head in the head-detecting region were assumed to be part of the head, with consideration of the size of adult head. Similarly, the points whose height differences are within 500 mm of the top of the head in the shoulder-detecting region were assumed to be the shoulders. n head and n shoulder denote the numbers of those points. Then, to allow the application of FATDM, the system calculates two occupancy rates to determine the ratio of the head and shoulders indirectly. If the sizes of the detecting regions (the number of 10 mm × 10 mm grid points included) for head and shoulders is s head and s shoulder , then the occupancy rates of the head O head and shoulders O shoulder to each corresponding detecting region are calculated using (A7) and (A8).
O head = n head /s head (A.7)
O shoulder = n shoulder /s shoulder (A.8)
3) SIMILARITY TO ARTIFACT
At first, PCA is applied to the human candidate points in the human detecting region. Then, the straightness and the flatness are obtained as the contribution ratio of the first eigenvalue and the cumulative ratio of the first and the second eigenvalues, respectively. They represent the similarity to a straight line and a flat plane. λ i in (A9) and (A10) denotes the i th eigenvalue.
F straight = λ 1 /(λ 1 + λ 2 + λ 3 ) (A.9)
F flat = (λ 1 + λ 2 )/(λ 1 + λ 2 + λ 3 ) (A.10)
To determine the horizontality, the system first constructs the height histogram of the human candidate points in 10 mm height bands. Then, the horizontality is calculated as the maximum number of points in each bin to the number of all human candidate points n body according to (A11). n x∼x+10 represents the number of the points whose height is between x mm and x + 10 mm.
F horiz = max(n x∼x+10 )/n body (A.11)
