Connection matrices via the Morse-Witten by Lima, Dahisy Valadão de Souza, 1986-
Universidade Estadual de Campinas
INSTITUTO DE MATEMA´TICA, ESTATI´STICA E COMPUTAC¸A˜O CIENTI´FICA
Departamento de Matema´tica
Dissertac¸a˜o de Mestrado
Matrizes de Conexa˜o
via o Complexo de Morse-Witten
por
Dahisy V. de S. Lima
Mestrado em Matema´tica - Campinas - SP
Orientadora: Profa. Dra. Ketty Abaroa de Rezende
Este trabalho contou com apoio financeiro do CNPq.
i
              FICHA CATALOGRÁFICA ELABORADA PELA
            BIBLIOTECA DO IMECC DA UNICAMP
           Bibliotecária: Maria Fabiana Bezerra Müller – CRB8 / 6162
Lima, Dahisy Valadão de Souza
L628m Matrizes  de  conexão  via  o  complexo  de  Morse-Witten/Dahisy
Valadão de Souza Lima-- Campinas, [S.P. : s.n.], 2010. 
Orientador : Ketty Abaroa de Rezende
Dissertação  (mestrado)  -  Universidade  Estadual  de  Campinas, 
Instituto de Matemática, Estatística e Computação Científica.
1.Matriz  de conexão.  2.Teoria  do índice de Conley.  3.Teoria  de
Morse.  4.Teoria  de  homologia.  I.  Rezende,  Ketty  Abaroa  de.  II. 
Universidade Estadual de Campinas. Instituto de  Matemática, Estatística 
e Computação Científica. III. Título.
Título em inglês: Connection matrices via the Morse-Witten complex
Palavras-chave em inglês (Keywords): 1. Matrix of connection. 2. Conley index theory. 
3. Morse theory. 4. Homology theory.
Área de concentração: Matemática
Titulação: Mestre em Matemática
Banca examinadora: Profª. Drª. Ketty Abaroa de Rezende (IMECC – UNICAMP)
Prof. Dr. Marco Antonio Teixeira (IMECC – UNICAMP)
Profª. Drª. Mariana Rodrigues da Silveira (UFABC)
Data da defesa: 05/08/2010
Programa de Pós-Graduação: Mestrado em Matemática
ii
iii
Agradecimentos
A` minha orientadora Profa. Dra. Ketty Abaroa de Rezende pela dedicac¸a˜o e pacieˆncia, e
por ter me conduzido durante o mestrado com a calma necessa´ria para me ajudar a transpor
os momentos dif´ıceis.
A` Profa. Dra. Mariana Rodrigues da Silveira por todo o apoio e ajuda durante o
desenvolvimento deste trabalho.
A` minha famı´lia, por todo apoio e carinho, em especial a` minha ma˜e.
Ao Cnpq pela bolsa de estudo concedida.
Aos funciona´rios da Secretaria de Po´s Graduac¸a˜o do IMECC-UNICAMP pela gentileza
e atenc¸a˜o diariamente prestados.
A todas as pessoas que colaboraram de alguma forma para a concretizac¸a˜o desta dis-
sertac¸a˜o, estimulando-me intelectual e emocionalmente.
v
Resumo
Dada uma variedade suave e fechada M , o complexo de Morse-Witten associado a uma
func¸a˜o de Morse f : M → R e a uma me´trica Riemanniana g em M consiste de grupos de
cadeia gerados pelos pontos cr´ıticos de f e um operador bordo que conta linhas de fluxos
isoladas do fluxo gradiente negativo. A homologia do complexo de Morse-Witten e´ isomorfa
a` homologia singular de M .
Dado um conjunto invariante isolado S, uma matriz de conexa˜o para uma decomposic¸a˜o
de Morse de S e´ uma matriz de homomorfismos entre os ı´ndices homolo´gicos de Conley dos
conjuntos de Morse. A matriz de conexa˜o e´ capaz de prover informac¸o˜es dinaˆmicas sobre
um fluxo. De fato, esta matriz pode detectar a existeˆncia de o´rbitas conectantes entre os
conjuntos de Morse de S.
O complexo de Morse-Witten esta´ relacionado a` teoria de matrizes de conexa˜o. Mais
precisamente, o operador bordo do complexo de Morse-Witten e´ um caso especial de matriz
de conexa˜o.
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Abstract
Given a smooth closed manifold M , the Morse-Witten complex associated to a Morse
function f : M → R and a Riemannian metric g on M consists of chain groups generated by
the critical points of f and a boundary operator counting isolated flow lines of the negative
gradient flow. The homology of the Morse-Witten complex is isomorphic to the singular
homology of M.
Give a isolated invariant set S, a connection matrix for a Morse decomposition of S
is a matrix of homomorphism between the Conley homology indices of Morse sets. The
connection matrix is capable of providing dynamical information of a flow. In fact, this
matrix can detect the existence of connecting orbits among Morse sets of S.
The Morse-Witten complex is related to connection matrices theory. More precisely, the
boundary operator of the Morse-Witten complex is a special case of connection matrix.
ix
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Introduc¸a˜o
Neste trabalho sera´ abordada a teoria de Conley. Esta teoria tem uma enorme gama de
aplicac¸o˜es para o estudo da dinaˆmica de um sistema.
Um resultado fundamental da teoria de Conley diz que todo fluxo em um espac¸o me´trico
localmente compacto pode ser decomposto em uma parte recorrente por cadeia e outra parte
do tipo gradiente. O conjunto recorrente por cadeia e´ um conjunto compacto invariante que
conte´m o conjunto na˜o errante e os pontos que se tornam recorrentes quando pequenos erros
sa˜o introduzidos no fluxo. Na parte restante do espac¸o o fluxo e´ do tipo gradiente, ou seja,
existe uma func¸a˜o de Lyapunov cont´ınua que e´ estritamente decrescente nas o´rbitas que
na˜o esta˜o no conjunto recorrente por cadeia. Se as componentes do conjunto recorrente
por cadeia sa˜o identificadas a pontos, o espac¸o quociente e´ do tipo gradiente. Portanto, o
problema de fornecer uma descric¸a˜o qualitativa do fluxo se divide em duas partes, a descric¸a˜o
das componentes do conjunto recorrente por cadeia e a descric¸a˜o de como tais componentes
se conectam umas a`s outras.
Na teoria de Conley, e´ introduzida a noc¸a˜o de decomposic¸a˜o de Morse de um conjunto
invariante isolado S. Uma decomposic¸a˜o de Morse de S e´ uma colec¸a˜o finita de conjuntos
invariantes isolados disjuntos, chamados conjuntos de Morse, cuja unia˜o conte´m o conjunto
recorrente por cadeia de S.
Uma vez que uma decomposic¸a˜o de Morse e´ fixada, os conjuntos de Morse sa˜o descritos
pelo ı´ndice de Conley, que fornece uma descric¸a˜o topolo´gica da dinaˆmica local. A teoria
de matrizes de conexa˜o e´ uma ferramenta importante para o estudo das conexo˜es entre os
conjuntos de Morse. Esta teoria foi desenvolvida por Franzosa em [7], [8], [9]. As entradas
da matriz de conexa˜o podem registrar a existeˆncia de o´rbitas conectantes do fluxo. Dada
uma decomposic¸a˜o de Morse com m conjuntos de Morse, a matriz de conexa˜o e´ uma matriz
m×m cujas entradas sa˜o homomorfismos entre os ı´ndices homolo´gicos de Conley associados
aos conjuntos de Morse. Essas aplicac¸o˜es sa˜o definidas por sequeˆncias exatas em homologia.
1
2 Introduc¸a˜o
O objetivo principal deste trabalho e´ estudar um caso especial de matrizes de conexa˜o,
a` saber, quando o fluxo em questa˜o e´ um fluxo Morse-Smale sem o´rbitas perio´dicas.
Nesse sentido e´ apresentado um estudo sobre o ı´ndice de Conley (homolo´gico e ho-
moto´pico) como tambe´m sobre o caso geral de matrizes de conexa˜o para decomposic¸o˜es
de Morse.
De forma totalmente independente a` teoria de Conley, tambe´m se faz um estudo sobre a
homologia de Morse. Dadas uma variedade Riemanniana (M, g) suave, fechada e de dimensa˜o
finita e uma func¸a˜o de Morse f : M → R que satisfaz a condic¸a˜o de Morse-Smale, constro´i-se
um complexo de cadeia (C∗(f), ∂c∗), chamado complexo de Morse-Witten, cujo k-e´simo grupo
de cadeia de Morse e´ o grupo abeliano livre finitamente gerado pelos pontos cr´ıticos de f de
ı´ndice de Morse k.
Interligando a teoria de matrizes de conexa˜o e a teoria de Morse, mostra-se que a difer-
encial do complexo de Morse-Witten ∂c∗ pode ser interpretada como uma matriz de conexa˜o
para um fluxo Morse-Smale sem o´rbitas perio´dicas sobre M .
Este trabalho foi organizado em cinco cap´ıtulos, e o desenvolvimento do mesmo seguira´
o seguinte roteiro:
• O primeiro cap´ıtulo apresenta de forma sucinta os pre´-requisitos que servira˜o de su-
porte para a compreensa˜o dos cap´ıtulos seguintes. Na primeira sec¸a˜o deste cap´ıtulo,
sa˜o expostos alguns conceitos ba´sicos de sistemas dinaˆmicos. Ja´ na segunda sec¸a˜o
as preliminares alge´bricas sa˜o abordadas, os principais conceitos apresentados nesta
sec¸a˜o sa˜o: homologia singular, sequeˆncias exatas e homologia relativa. E finalizando o
primeiro cap´ıtulo, alguns conceitos ba´sicos da teoria de Morse sa˜o definidos.
• O segundo cap´ıtulo e´ dedicado exclusivamente ao complexo de Morse-Witten. Este
cap´ıtulo conte´m os ingredientes essenciais para o desenvolvimento do principal cap´ıtulo
deste trabalho, a saber, o Cap´ıtulo 5.
Seja (M, g) uma variedade Riemanniana fechada e suave de dimensa˜o finita. A partir
de uma func¸a˜o de Morse f : M → R cujo fluxo gradiente negativo ϕ satisfaz a condic¸a˜o
de Morse-Smale, sa˜o definidos os conceitos de variedades conectantes, espac¸os moduli,
nu´mero de intersecc¸a˜o, grupos de cadeia de Morse e, por fim, operador de Morse-
Witten. Destes elementos surge o complexo de Morse-Witten. Deste modo, associa-se
ao fluxo ϕ um complexo de cadeia. E o resultado mais importante deste cap´ıtulo e´
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3o fato de que a homologia do complexo de Morse-Witten coincide com a homologia
singular de M .
• O Cap´ıtulo 3 e´ destinado ao estudo de conjuntos invariantes isolados. Este cap´ıtulo
introduz a teoria necessa´ria sobre conjuntos invariantes isolados, que sera´ utilizada
para definir matriz de conexa˜o no Cap´ıtulo 4.
A primeira sec¸a˜o deste cap´ıtulo apresenta o ı´ndice homoto´pico e o ı´ndice homolo´gico
de conjuntos invariantes isolados, bem como suas principais propriedades.
Ja´ na segunda sec¸a˜o, sa˜o estudadas duas decomposic¸o˜es para conjuntos invariantes
isolados: a decomposic¸a˜o em par atrator-repulsor e, a sua generalizac¸a˜o, a decom-
posic¸a˜o de Morse. Ale´m disso, sa˜o apresentados os conceitos de trio-´ındice, necessa´rio
para a definic¸a˜o da matriz de conexa˜o no caso de uma decomposic¸a˜o em par atrator-
repulsor, e de filtrac¸a˜o-´ındice, necessa´rio para a generalizac¸a˜o da matriz de conexa˜o
para decomposic¸o˜es de Morse mais gerais.
• Um dos objetivos deste trabalho e´ definir matriz de conexa˜o para uma decomposic¸a˜o
de Morse de um dado conjunto invariante isolado S. Isto e´ feito no quarto cap´ıtulo,
que inicia com uma breve revisa˜o sobre tranc¸as de complexos de cadeia e tranc¸as de
mo´dulos graduados. Este cap´ıtulo foi dividido em duas sec¸o˜es, a primeira define matriz
de conexa˜o para uma decomposic¸a˜o em par atrator-repulsor de S, e a segunda sec¸a˜o
generaliza a matriz de conexa˜o para qualquer tipo de decomposic¸a˜o de Morse de S.
No decorrer deste cap´ıtulo encontram-se alguns resultados que mostram a importaˆncia
dinaˆmica da matriz de conexa˜o na busca de o´rbitas conectantes entre certos conjuntos.
• O Cap´ıtulo 5 e´ o mais importante deste trabalho. Neste cap´ıtulo o complexo de
Morse-Witten e a teoria de matriz de conexa˜o sa˜o interligados. Mais precisamente,
Salamon em [19] mostra que a diferencial do complexo de Morse-Witten e´ uma matriz
de conexa˜o. Atrave´s deste resultado, obte´m-se uma forma mais pra´tica para obter uma
matriz de conexa˜o para um fluxo Morse-Smale sobre uma variedade Riemanniana M
fechada e suave de dimensa˜o finita.
Cap´ıtulo 1
Preliminares
Este primeiro cap´ıtulo tem como finalidade apresentar alguns pre´-requisitos de sistemas
dinaˆmicos, a´lgebra e topologia alge´brica que sera˜o utilizados ao longo deste trabalho.
A primeira sec¸a˜o deste cap´ıtulo apresenta alguns conceitos ba´sicos de sistemas dinaˆmicos.
A sec¸a˜o 1.2 e´ dedicada a` homologia singular, que e´ um pre´-requisito essencial para a teoria
de matriz de conexa˜o que sera´ desenvolvida neste trabalho. Ja´ na sec¸a˜o 1.3 encontram-se
alguns conceitos elementares da teoria de Morse.
1.1 Preliminares Dinaˆmicas
Nesta sec¸a˜o, encontram-se algumas propriedades ba´sicas de fluxos. As principais re-
fereˆncias para esta sec¸a˜o sa˜o: [2], [4], [15] e [18].
Ao longo desta sec¸a˜o, X denotara´ um espac¸o topolo´gico qualquer.
Definic¸a˜o 1.1. Um fluxo cont´ınuo ϕ sobre X e´ uma ac¸a˜o cont´ınua de R sobre X, ou
seja, e´ uma aplicac¸a˜o cont´ınua ϕ : R×X −→ X que satifaz:
1. ϕ(0, x) = x, para todo x ∈ X;
2. ϕ(s+ t, x) = ϕ(s, ϕ(t, x)) para quaisquer s, t ∈ R e x ∈ X.
Veja que, ao fixar um ponto x0 ∈ X e variar t ∈ R, obte´m-se um caminho em X que
passa por x0 no instante t = 0. Este caminho e´ a o´rbita, em relac¸a˜o ao fluxo ϕ, que passa
pelo ponto x0.
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Definic¸a˜o 1.2. Dado x ∈ X, a o´rbita atrave´s de x com respeito ao fluxo ϕ e´ o conjunto
Oϕ(x) := {ϕ(t, x) : t ∈ R}, ou seja, Oϕ(x) := ϕ(R, x).
Por simplicidade a notac¸a˜o para a o´rbita de um ponto x, adotada aqui, sera´ O(x).
Existem 3 tipos de o´rbitas: o´rbita singular, o´rbita fechada e o´rbita regular. Uma o´rbita
singular e´ uma o´rbita formada por um u´nico ponto p. Neste caso, o ponto p e´ dito uma
singularidade do fluxo ϕ. Uma o´rbita e´ fechada (ou perio´dica) se existe T 6= 0, tal que
ϕ(T, p) = p e ϕ(t, p) 6= p sempre que t ∈ (0, T ). Neste caso, a o´rbita de p e´ difeomorfa ao
c´ırculo S1 e T e´ chamado de per´ıodo da o´rbita. Uma o´rbita que na˜o e´ singular e tambe´m
na˜o e´ fechada e´ chamada de o´rbita regular. As o´rbitas regulares sa˜o imagens de imerso˜es
biun´ıvocas de R em X.
Exemplo 1.1. Seja ϕ um fluxo em na esfera 2-dimensional S2 como na Figura 1.1. Os polos
norte e sul sa˜o singularidades do fluxo e o equador e´ uma o´rbita fechada γ. As outras o´rbitas
sa˜o regulares, “nascem” em um dos polos e “morrem” no equador. M
pN
p
pS
γ
Figura 1.1: Fluxo em S2 que conte´m uma o´rbita perio´dica γ e duas singularidades pN e pS.
Definic¸a˜o 1.3. Um conjunto S ⊂ X e´ um conjunto invariante em relac¸a˜o ao fluxo ϕ
se, para todo p ∈ S, ϕ(t, p) ∈ S para todo t ∈ R, ou seja, se ϕ(R, S) = S.
E´ fa´cil verificar que qualquer o´rbita e´ um conjunto invariante, pois se y ∈ O(x) enta˜o
O(y) = O(x). Ale´m disso, um conjunto e´ invariante sob ϕ se, e somente se, e´ unia˜o de
o´rbitas de ϕ.
Se S e´ invariante sob ϕ enta˜o o fecho de S e o complementar de S tambe´m o sa˜o. O
mesmo vale para unia˜o e intersecc¸a˜o sob qualquer colec¸a˜o de conjuntos invariantes.
Definic¸a˜o 1.4. Seja N ⊂ X um subconjunto de X. O conjunto invariante maximal
de N e´ definido por:
Inv(N) = {x ∈ X | ϕ(t, x) ∈ N, para todo t ∈ R}.
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Se N e´ um conjunto fechado enta˜o Inv(N) tambe´m o e´, ja´ que o fecho de qualquer
conjunto invariante e´ invariante. No Cap´ıtulo 3, sera´ definido novamente conjunto invariante
maximal e tal definic¸a˜o sera´ explorada com maiores detalhes.
Os conjuntos limites, que sera˜o introduzidos neste momento, sa˜o uma generalizac¸a˜o do
conceito de limite e ajudam no estudo do comportamento assinto´tico de um sistema dinaˆmico.
O interesse e´ saber “para onde vai” um subconjunto ou ponto do espac¸o de fases quando o
tempo tende para ∞ ou −∞.
Definic¸a˜o 1.5. Dado Y ⊂ X, o conjunto ω-limite de Y , denotado por ω(Y ), e´ definido
por
ω(Y ) = Inv(cl{ϕ([0,∞), Y )}) =
⋂
t>0
cl(ϕ([t,∞), Y )).1
Analogamente, o conjunto ω∗-limite (ou α-limite) de Y e´ definido por:
ω∗(Y ) = Inv(cl{ϕ((−∞, 0], Y )}) =
⋂
t>0
cl(ϕ((−∞,−t], Y )).
O conjunto ω-limite de uma unia˜o finita e´ a unia˜o dos conjuntos ω-limite correspondentes.
Em particular, se z ∈ Y , ω(z) ⊂ ω(Y ). No entanto, em geral ω(Y ) e´ maior do que a unia˜o
dos ω(y) para y ∈ Y .
Em particular, dado q ∈ X, ω(q) e´ o maior conjunto invariante em ϕ(q, [0,∞]), recipro-
camente, ω∗(q) e´ o maior conjunto invariante em ϕ(q, [−∞, 0]).
Note que o ω∗-limite de p sob o fluxo ϕ e´ o ω-limite de p sob o fluxo reverso −ϕ. Assim
as propriedades de ω∗ sa˜o repassadas para ω e virce-versa. Ale´m disso, ω(q) = ω(q˜) sempre
que q˜ pertencer a` o´rbita de q. Intuitivamente, ω∗(p) e ω(p) sa˜o onde a o´rbita de p “nasce”
e “morre”, respectivamente.
Exemplo 1.2. Considerando novamente o fluxo ϕ na esfera S2 como na Figura 1.1, veja
que ω(pN) = ω
∗(pN) = pN e ω(pS) = ω∗(pS) = pS. Agora se x e´ um ponto da esfera que
na˜o e´ uma singularidade de ϕ e na˜o pertence a` o´rbita perio´dica γ enta˜o ω(x) = γ, ou seja,
a o´rbita de x “morre” no equador. Ja´ em relac¸a˜o ao conjunto ω∗-limite de x, ha´ dois casos
a serem levados em considerac¸a˜o: se x esta´ no hemisfe´rio norte enta˜o ω∗(x) = pN ; se x esta´
no hemisfe´rio sul enta˜o ω∗(x) = pS. M
Proposic¸a˜o 1.1. Sejam X um espac¸o topolo´gico compacto e ϕ um fluxo sobre X. Seja
Y ⊂ X, enta˜o:
1O fecho de um espac¸o topolo´gico A e´ denotado por cl(A).
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1. ω(Y ) 6= ∅;
2. ω(Y ) e´ fechado;
3. ω(Y ) e´ invariante pelo fluxo ϕ em X;
4. ω(Y ) e´ compacto em X;
5. ω(Y ) e´ conexo se Y for conexo.
A demonstrac¸a˜o desta proposic¸a˜o e´ simples e pode ser encontrada em [18].
Vale a pena notar que as propriedades da Proposic¸a˜o (1.1) tambe´m sa˜o va´lidas para o
conjunto ω∗-limite.
Exemplo 1.3. Considere o fluxo em R2 como na Figura 1.2. Veja que p e´ uma singularidade
do fluxo e o conjunto ω-limite do ponto q 6= p e´ formando pela unia˜o das o´rbitas O(a) e
O(b). Note que ω(q) e´ desconexo. M
q
p
a
b
Figura 1.2: O conjunto ω-limite de q na˜o e´ conexo.
1.2 Preliminares Alge´bricas
Dois dos principais assuntos deste trabalho sa˜o o ı´ndice de Conley e a matriz de conexa˜o.
Estas duas ferramentas sera˜o definidas de forma puramente alge´brica em cap´ıtulos posterio-
res. Esta sec¸a˜o apresenta alguns pre´-requisitos da a´lgebra e da topologia alge´brica necessa´rios
para a definic¸a˜o das ferramentas supracitadas.
As principais refereˆncias para esta sec¸a˜o sa˜o: [17] e [22].
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1.2.1 Homologia Singular
O propo´sito desta sec¸a˜o e´ fazer uma breve revisa˜o sobre a teoria de homologia singular
para espac¸os topolo´gicos arbitra´rios. Sera˜o definidos os elementos essenciais para a obtenc¸a˜o
da homologia de um espac¸o topolo´gico, assim como para a homologia de um complexo de
cadeia. Em seguida sera´ visto que a homologia de um espac¸o topolo´gico e´ um caso particular
de homologia de um complexo de cadeia.
O elemento ba´sico da teoria de homologia e´ o simplexo, conceito que sera´ definido agora.
Definic¸a˜o 1.6. Um p-simplexo em Rn e´ o fecho convexo de p+ 1 pontos {x0, x1, · · · , xp}
de Rn, de modo que x1−x0, · · · , xp−x0 formam um conjunto linearmente independente. Os
pontos {x0, x1, · · · , xp} sa˜o chamados de ve´rtices do p-simplexo.
0-simplexo 1-simplexo 2-simplexo 3-simplexo
Figura 1.3: Exemplos de simplexos em R3.
O n-simplexo em Rn+1 cujos ve´rtices sa˜o os pontos
x0 = (1, 0, 0, · · · , 0, 0), x1 = (0, 1, 0, · · · , 0, 0), · · · , xn = (0, 0, 0, · · · , 0, 1)
e´ chamado de n-simplexo padra˜o em Rn e denotado por σn. O n-simplexo padra˜o pode
ser visto analiticamente por:
σn =
{
(t0, · · · , tn) ∈ Rn+1 : ti ≥ 0 ∀i e
n∑
i=0
ti = 1
}
.
A partir do n-simplexo padra˜o em Rn estende-se o conceito de simplexo para espac¸os
topolo´gicos mais gerais. Ao longo desta sec¸a˜o, considere X um espac¸o topolo´gico arbitra´rio.
Definic¸a˜o 1.7. Um n-simplexo no espac¸o topolo´gico X e´ uma func¸a˜o cont´ınua da forma
ρ : σn −→ X,
onde σn e´ o n-simplexo padra˜o em Rn.
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Xx0
x1
x2
σ2
ρ
ρ(σ2)
Figura 1.4: Representac¸a˜o de um 2-simplexo em X.
Como σ0 e´ um conjunto formado por um ponto e σ1 e´ um intervalo fechado, um 0-simplexo
em X pode ser identificado com um ponto de X e um 1-simplexo com um caminho em X.
Definic¸a˜o 1.8. Seja X um espac¸o topolo´gico. Para cada n ≥ 0, defina Cn(X) como o grupo
abeliano livre cuja base consiste de todos os n-simplexos de X. Cada elemento de Cn(X) e´
chamado de n-cadeia de X e tem a forma
∑
ρ
nρρ,
onde nρ ∈ Z sa˜o quase todos nulos e cada ρ e´ um n-simplexo singular de X.
Com a finalidade de definir aplicac¸a˜o bordo, e´ necessa´rio formalizar o conceito de faces
de um simplexo.
Definic¸a˜o 1.9. Seja ρ um n-simplexo em X, com n > 0 e seja i ∈ {0, · · · , n}. A i-e´sima
face de ρ e´ o (n− 1)-simplexo de X dado por
∂iρ : σn−1 −→ X
(t0, · · · , tn−1) −→ ρ(t0, · · · , ti−1, 0, ti+1, · · · , tn−1).
σ1
σ2
x0
x1
x0 x1
x2
X
Figura 1.5: Primeira face de ρ.
Na pra´tica, ∂iρ despreza a contribuic¸a˜o na direc¸a˜o de xi para depois aplicar ρ, ou seja,
para calcular a i-e´sima face de ∂iρ basta mergulhar σn−1 em σn de forma oposta ao ve´rtice
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xi e enta˜o ir para X via ρ. Por exemplo, considere o 2-simplexo ρ da Figura 1.4, a primeira
face de ρ e´ dada pela composic¸a˜o mostrada na Figura 1.5.
Para cada i ∈ {0, · · · , n}, o i-e´simo operador ∂i dado pela Definic¸a˜o 1.9 e´ uma func¸a˜o que
tem como domı´nio o conjunto dos n-simplexos de X e como contra-domı´nio o conjunto dos
(n−1)-simplexos de X. Como Cn(X) e´ o conjunto das n-cadeias de X, ou seja, e´ o conjunto
gerado pelos n-simplexos de X, o operador ∂i pode ser estendido para o homomorfismo
∂i : Cn(X)→ Cn−1(X) da seguinte forma:
∂i
(∑
ρ
nρρ
)
=
∑
ρ
nρ∂iρ.
Agora, segue a definic¸a˜o de operador bordo:
Definic¸a˜o 1.10. Defina a aplicac¸a˜o bordo como sendo o homomorfismo
∂ : Cn(X)→ Cn−1(X)
dado por
∂ =
n∑
i=0
(−1)∂i = ∂0 − ∂1 + ∂2 + · · ·+ (−1)n∂n.
A aplicac¸a˜o bordo tambe´m e´ chamada de operador bordo. E´ comum denotar por ∂n a
aplicac¸a˜o bordo ∂ que tem Cn(X) como domı´nio.
O pro´ximo teorema e´ fundamental para o desenvolvimento da teoria de homologia sin-
gular.
Teorema 1.1. A composic¸a˜o ∂ ◦ ∂
Cn(X)
∂−→ Cn−1(X) ∂−→ Cn−2(X)
e´ a aplicac¸a˜o nula.
A demonstrac¸a˜o deste teorema e´ simples e encontra-se em [22].
Do ponto de vista geome´trico, o Teorema 1.1 afirma que o bordo de qualquer n-cadeia e´
uma (n− 1)-cadeia sem bordo. Esta e´ a propriedade ba´sica que leva a` definic¸a˜o de grupo de
homologia. Antes de definir grupo de homologia e´ necessa´rio destacar dois tipos de cadeias:
os ciclos e os bordos.
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Definic¸a˜o 1.11. Uma n-cadeia c ∈ Cn(X) e´ um n-ciclo se ∂nc = 0, ou seja, se c ∈ ker ∂n,
onde ∂n : Cn(X)→ Cn−1(X). O conjunto de todos os n-ciclos de X e´ denotado por Zn(X).
E´ convenc¸a˜o considerar toda 0-cadeia como um 0-ciclo.
Definic¸a˜o 1.12. Uma n-cadeia c ∈ Cn(X) e´ um n-bordo se existe d ∈ Cn+1(X) tal que
∂n+1d = c, ou seja, se c ∈ im ∂n+1, onde ∂n+1 : Cn+1(X)→ Cn(X). O conjunto de todos os
n-bordos de X e´ denotado por Bn(X).
Sendo ∂ um homomorfismo, ker ∂n = Zn(X) e im ∂n+1 = Bn(X) sa˜o subgrupos abelianos
de Cn(X). Ale´m disso, o Teorema 1.1 implica que Bn(X) ⊂ Zn(X). Deste modo esta´
bem definido o grupo quociente Hn(X) = Zn(X)/Bn(X), este grupo e´ o n-e´simo grupo de
homologia de X.
Definic¸a˜o 1.13. Para cada n ≥ 0, o n-e´simo grupo de homologia singular do espac¸o
topolo´gico X e´ o grupo abeliano
Hn(X) =
Zn(X)
Bn(X)
=
ker ∂n
im ∂n+1
.
Se c ∈ Zn(X) enta˜o o conjunto c + Bn(X) e´ a classe de homologia de c. Note que
c + Bn(X), d + Bn(X) ∈ Hn(X) sa˜o iguais quando c − d ∈ Bn(X), ou seja, quando a
diferenc¸a entre os n-ciclos c e d forma o bordo de uma (n+ 1)-cadeia de X. Neste caso, c e
d sa˜o ditos ciclos homo´logos .
Em particular, todos os n-bordos de X sa˜o condensados no elemento nulo de Hn(X).
Portanto, a existeˆncia de elementos na˜o nulos nas homologias de X detectam a existeˆncia
de ciclos de X que na˜o sa˜o bordos em X.
Agora, o objetivo e´ generalizar a Definic¸a˜o 1.13. Para isto, sera˜o introduzidos os conceitos
de grupo abeliano graduado e complexo de cadeia.
Definic¸a˜o 1.14. Um grupo abeliano graduado G e´ uma colec¸a˜o de grupos abelianos
{Gi} indexada pelos inteiros ou pelos naturais e com operac¸a˜o componente a componente.
Se G e G′ sa˜o grupos abelianos graduados enta˜o um homomorfismo de grau r ∈ Z
f : G −→ G′
e´ uma colec¸a˜o de homomorfismos fi, onde
fi : Gi −→ G′i+r.
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Um subgrupo H ⊂ G de um grupo graduado e´ um grupo graduado {Hi}, onde cada Hi
e´ um subgrupo de Gi.
Se H e´ um subgrupo graduado de G enta˜o o grupo quociente G/H e´ o grupo graduado
{Gi/Hi}.
Dado um espac¸o topolo´gico X, a colec¸a˜o de grupos abelianos C∗(X) = {Cn(X)}z∈N e´ um
exemplo de grupo graduado.
Definic¸a˜o 1.15. Um complexo de cadeia e´ uma sequeˆncia de grupos abelianos e homo-
morfismos
· · · ∂n+1−→ Cn ∂n−→ Cn−1 ∂n−1−→ · · ·
tal que a composic¸a˜o ∂n+1 ◦ ∂n = 0, para todo n. Equivalentemente, um complexo de cadeia
e´ um grupo graduado C = {Cn} juntamente com um homomorfismo ∂ : C → C de grau −1
tal que ∂ ◦ ∂ = 0.
A notac¸a˜o usual para um complexo de cadeia e´ (C, ∂), e o homomorfismo ∂ e´ chamado
de diferencial do complexo de cadeia, ou ate´ mesmo de aplicac¸a˜o bordo.
Considerando o grupo graduado C∗(X) = {Cn(X)}n∈Z, onde Cn(X) = 0 para todo
n < 0, juntamente com o homomorfismo ∂ = {∂n}, onde cada ∂n : Cn(X) → Cn−1(X) e´ o
homomorfismo da Definic¸a˜o 1.10. Enta˜o (C∗(X), ∂) e´ um complexo de cadeia.
Seja (C, ∂) = {(Cn, ∂n)}n∈Z um complexo de cadeia e, para cada n, denote por Zn(C)
e Bn(C) o ker ∂n e im ∂n+1, respectivamente. Fixe as notac¸o˜es Z∗(C) e B∗(C) para repre-
sentarem respectivamente os grupos graduados {Zn(C)}n∈Z e {Bn(C)}n∈Z.
Definic¸a˜o 1.16. O n-e´simo grupo de homologia singular do complexo de cadeia
(C, ∂) e´ o grupo
Hn(C) =
Zn(C)
Bn(C)
.
O grupo graduado H∗(C) = {Hn(C)}n∈Z e´ a homologia do complexo de cadeia (C, ∂).
Observe que o n-e´simo grupo de homologia do espac¸o topolo´gico X, definida anterior-
mente por
Hn(X) =
Zn(X)
Bn(X)
=
ker ∂n
im ∂n+1
,
e´ exatamente o n-e´simo grupo de homologia do complexo de cadeia (C∗(X), ∂) = {Cn(X), ∂n},
onde ∂ = {∂n} e´ o operador bordo apresentado na Definic¸a˜o 1.10. Por esta raza˜o, a Definic¸a˜o
1.16 generaliza a Definic¸a˜o 1.13.
14 Sec¸a˜o 1.2 • Preliminares Alge´bricas
O grupo graduado H∗(X) = {Hn(C∗(X))}n∈Z formado pelos n-e´simos grupos de homolo-
gias do complexo de cadeia (C∗(X), ∂) e´ normalmente chamado de homologia do espac¸o
topolo´gico X.
Esta subsec¸a˜o finaliza com um breve estudo das aplicac¸o˜es de cadeia.
Definic¸a˜o 1.17. Dados dois complexos de cadeia (C, ∂) e (C ′, ∂′), uma aplicac¸a˜o de cadeia
Φ = {Φn} : C → C ′ e´ um homomorfismo de grau zero2 que faz o seguinte diagrama comutar:
Cn
Φn //
∂n

C ′n
∂′n

Cn−1
Φn−1 // C ′n−1
para todo n, ou seja,
∂′n ◦ Φn = Φn−1 ◦ ∂n.
E´ fa´cil verificar que se Φ e´ uma aplicac¸a˜o de cadeia enta˜o
Φ(Z∗(C)) ⊂ Z∗(C ′) e Φ(B∗(C)) ⊂ B∗(C ′). (1.1)
As incluso˜es em (1.1), garante que Φ induz um homomorfismo de grau 0 entre os grupos
de homologia dos complexos (C, ∂) e (C ′, ∂′) dado por:
Φ∗ : H∗(C) −→ H∗(C ′)
a+B∗(C) 7−→ Φ(a) +B∗(C ′)
Assim, toda aplicac¸a˜o de cadeia induz uma aplicac¸a˜o entre as homologias dos complexos de
cadeia.
Dados dois espac¸os topolo´gicos X e Y e uma func¸a˜o cont´ınua f : X → Y , o objetivo agora
e´ definir uma aplicac¸a˜o de cadeia entre C∗(X) e C∗(Y ). Seja ρ : σn → X um n-simplexo em
X, enta˜o
f]ρ := f ◦ ρ : σn −→ Y
e´ um n-simplexo em Y . Logo, f] pode ser visto como uma aplicac¸a˜o que leva n-simplexos
de X para n-simplexos de Y .
2A hipo´tese de que Φ tenha grau 0 e´ desnecessa´ria. Aqui se exige que a aplicac¸a˜o de cadeia tenha grau 0
apenas por convenieˆncia, ja´ que todas as aplicac¸o˜es cadeias consideradas neste trabalho teˆm este grau.
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Sendo Cn(X) o grupo abeliano livre gerado pelos n-simplexos de X, f] pode ser estendida
de maneira u´nica para o homomorfismo
f] : Cn(X) −→ Cn(Y ).
Veja que variando n nos inteiros, obte´m-se uma colec¸a˜o de homomorfismo que, por sim-
plicidade, tambe´m sera´ denotada por f]. Pode-se mostrar que o diagrama abaixo comuta
para todo n ∈ Z,
Cn(X)
f] //
∂n

Cn(Y )
∂′n

Cn−1(X)
f] // Cn−1(Y )
Ou seja, f] : C∗(X)→ C∗(Y ) e´ uma aplicac¸a˜o de cadeia.
Sendo uma aplicac¸a˜o de cadeia, f] induz um homomorfismo entre as homologias dos
espac¸os X e Y , dado por
f∗ : H∗(X) −→ H∗(Y )
a+B∗(X) 7−→ f](a) +B∗(Y )
Desta maneira, uma aplicac¸a˜o cont´ınua entre espac¸os topolo´gicos f : X → Y induz
uma aplicac¸a˜o f] entre os complexos de cadeia C∗(X) e C∗(Y ) que, por sua vez, induz um
homomorfismo entre as homologias H∗(X) e H∗(Y ). (Estas notac¸o˜es sera˜o importantes em
cap´ıtulos posteriores.)
O pro´ximo resultado sera´ bastante utilizado ao longo do trabalho:
Teorema 1.2. Sejam X e Y espac¸os topolo´gicos homotopicamente equivalentes e sejam
f : X → Y e g : Y → X aplicac¸o˜es cont´ınuas tais que f ◦ g ' 1Y e g ◦ f ' 1X , enta˜o
f∗ : H∗(X)→ H∗(Y ) e´ um isomorfismo.3
1.2.2 Sequeˆncias Exatas
Esta subsec¸a˜o preocupa-se em apresentar definic¸o˜es e resultados referentes a`s sequeˆncias
exatas que sera˜o essenciais para o bom entendimento dos cap´ıtulos posteriores.
3O in´ıcio da sec¸a˜o 3.1 conte´m um resumo da teoria de homotopia.
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Definic¸a˜o 1.18. Uma tripla C
f→ D g→ E de grupos abelianos e homomorfismos e´ exata se
imf = kerg. Uma sequeˆncia de grupos abelianos e homomorfismos
· · · −→ G1 f1−→ G2 f2−→ G3 f3−→ · · · −→ Gn fn−→ · · ·
e´ chamada de sequeˆncia longa exata se cada tripla e´ exata, ou seja, se im fn = ker fn+1,
para todo n ∈ Z.
Uma sequeˆncia exata do tipo
0 −→ C f−→ D g−→ E −→ 0
e´ chamada se sequeˆncia exata curta .
Como resultados imediatos das definic¸o˜es acima segue a proposic¸a˜o:
Proposic¸a˜o 1.2. 1. Uma sequeˆncia do tipo 0 −→ C f−→ D g−→ E −→ 0 e´ exata se, e
somente se, f e´ um monomorfismo e g e´ epimorfismo.
2. Uma sequeˆncia do tipo 0 −→ C f−→ D −→ 0 e´ exata se, e somente se, f e´ um
isomorfismo.
3. Uma sequeˆncia do tipo 0 −→ C −→ 0 e´ exata se, e somente se, C = 0
A demonstrac¸a˜o desta proposic¸a˜o segue imediatamente da definic¸a˜o de exatida˜o de uma
sequeˆncia.
A noc¸a˜o de sequeˆncia exata de grupos abelianos e homomorfismos pode ser generalizada
para complexos de cadeia. Como e´ apresentado a seguir:
Definic¸a˜o 1.19. Para cada i ∈ Z, seja Ci = {Cik}k∈Z um grupo abeliano graduado e seja
f i = {f ik}k∈Z : Ci → Ci+1 uma aplicac¸a˜o de grau zero. A sequeˆncia
· · · −→ C1 f1−→ C2 f2−→ C3 f3−→ · · · −→ Cn fn−→ · · ·
e´ uma sequeˆncia longa exata de grupos graduados se, para cada k ∈ Z, a sequeˆncia
de grupos
· · · −→ C1k
f1k−→ C2k
f2k−→ C3k
f3k−→ · · · −→ Cnk
fnk−→ · · ·
e´ exata.
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Sejam (C, ∂) = {(Cn, ∂n)}, (D, ∂′) = {(Dn, ∂′n)} e (E, ∂′′) = {(En, ∂′′n)} complexos de
cadeia e f : C → D e g : D → E aplicac¸o˜es de cadeia de grau zero. Uma sequeˆncia exata de
complexos de cadeia da forma
0 −→ C f−→ D g−→ E −→ 0,
que tambe´m e´ chamada de sequeˆncia exata curta de complexos de cadeia, pode ser
representada por um diagrama
...
∂

...
∂′

...
∂′′

0 // Cn
f //
∂

Dn
g //
∂′

En //
∂′′

0
0 // Cn−1
f //
∂

Dn−1
g //
∂′

En−1 //
∂′′

0
...
...
...
onde as linhas sa˜o sequeˆncias exatas curtas de grupos abelianos e cada quadrado e´ comuta-
tivo, ja´ que f e g sa˜o aplicac¸o˜es de cadeia.
Sendo f e g aplicac¸o˜es de cadeia, cada uma induz um homomorfismo em homologia
f∗ : H∗(C) → H∗(D) e g∗ : H∗(D) → H∗(E). O pro´ximo resultado garante que existe um
homomorfismo ∂∗ : H∗(E) → H∗(C) de grau −1, ale´m de garantir que sempre e´ poss´ıvel
associar a uma sequeˆncia exata curta de complexos de cadeia uma sequeˆncia longa exata em
homologia.
Teorema 1.3. Se
0 −→ C f−→ D g−→ E −→ 0 (1.2)
e´ uma sequeˆncia exata curta de complexos de cadeia, enta˜o existe um homomorfismo de
conexa˜o ∂∗ : H∗(E)→ H∗(C) de grau −1, tal que a sequeˆncia longa
· · · −→ Hn(C) f∗−→ Hn(D) g∗−→ Hn(E) ∂∗−→ Hn−1(C) f∗−→ Hn−1(D) −→ · · · (1.3)
e´ exata.
Muitas vezes refere-se a` sequeˆncia (1.3) como a sequeˆncia exata em homologia induzida
por (1.2).
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O pro´ximo teorema sera´ utilizado no Cap´ıtulo 4, sua demonstrac¸a˜o encontra-se em [17].
Teorema 1.4 (Five Lemma). Considere o diagrama comutativo com linhas exatas
A1
f1

// A2
f2

// A3
f3

// A4
f4

// A5
f5

B1 // B2 // B3 // B4 // B5
onde Ai e Bi sa˜o grupos abelianos, e fi sa˜o homomorfismos, para todo i ∈ {1, · · · , 5}. Se
f1, f2, f4, f5 sa˜o isomorfismos enta˜o f3 tambe´m e´ isomorfismo.
1.2.3 Homologia Relativa
Para finalizar esta sec¸a˜o de preliminares alge´bricas, sera´ apresentando de forma breve o
conceito de homologia relativa.
Dado um espac¸o topolo´gico X e um subespac¸o A ⊂ X, denote por Cn(X,A) o grupo
quociente Cn(X)/Cn(A). Veja que as cadeias em A sa˜o triviais em Cn(X,A). Como a
aplicac¸a˜o bordo ∂ : Cn(X) → Cn−1(X) leva Cn(A) em Cn−1(A), esta induz uma aplicac¸a˜o
bordo no quociente ∂′ : Cn(X,A)→ Cn−1(X,A) dada por:
c+ Cn(A)
∂′n−→ ∂n(c) + Cn−1(A).
Assim, (C∗(X,A), ∂′) e´ um complexo de cadeia.
Definic¸a˜o 1.20. Seja A e´ um subespac¸o de X, o n-e´simo grupo de homologia relativa
Hn(X,A) e´ definido como sendo o grupo de homologia Hn(C∗(X)/C∗(A)).
Abaixo sa˜o listados alguns resultados de homologia relativa que sera˜o usados ao longo
deste trabalho. As demonstrac¸o˜es de tais resultados podem ser encontradas na refereˆncia
[17].
Se A e´ um subespac¸o de X enta˜o tem-se a sequeˆncia exata curta de complexos de cadeia
0 −→ C∗(A) i]−→ C∗(X) p]−→ C∗(X)/C∗(A) −→ 0
onde i : A→ X e´ a inclusa˜o canoˆnica.
Os pro´ximos dois teoremas, cujas demonstrac¸o˜es sa˜o omitidas, sa˜o importantes para a
teoria desenvolvida no Cap´ıtulo 4.
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Teorema 1.5 (Sequeˆncia Exata do par (X,A)). Se A e´ um subespac¸o de X, enta˜o existe
uma sequeˆncia exata
· · · −→ Hn(A) −→ Hn(X) −→ Hn(X,A) ∂−→ Hn−1(A) −→ · · ·
Teorema 1.6 (Sequeˆncia Exata da tripla (X,A,A′)). Se A′ ⊂ A ⊂ X sa˜o subespac¸os,
enta˜o existe uma sequeˆncia longa exata
· · · −→ Hn(A,A′) −→ Hn(X,A′) −→ Hn(X,A) ∂−→ Hn−1(A,A′) −→ · · ·
As demonstrac¸o˜es dos teoremas 1.5 e 1.6 podem ser encontradas na refereˆncia [17].
Observac¸a˜o 1.1. Existe uma generalizac¸a˜o da teoria de homologia que foi desenvolvida ate´
aqui que se comporta de maneira muito similar e, por vezes, oferece vantagens te´cnicas. Esta
generalizac¸a˜o, chamada de homologia com coeficientes, consiste no uso de cadeias da
forma ∑
i
niρi,
onde cada ρi e´ um n-simplexo singular em X, como anteriormente, mas ao inve´s dos coefi-
cientes serem tomados em Z estes sa˜o tomados em um grupo abeliano G fixado previamen-
te. Tais n-cadeias formam um grupo abeliano Cn(X;G) e ainda existe uma versa˜o relativa
Cn(X,A;G) = Cn(X;G)/Cn(A;G).
A fo´rmula para o operador bordo ∂ e´ a mesma que a definida anteriormente, ou seja,
∂
(∑
i
niρi
)
=
n∑
j=0
(−1)j ∂j
(∑
i
niρi
)
.
Como anteriormente, um ca´lculo simples mostra que ∂2 = 0, portanto os grupos Cn(X;G)
e Cn(X,A;G) formam complexos de cadeia. O grupo de homologia resultante Hn(X;G) e
Hn(X,A;G) sa˜o chamados de grupos de homologia com coeficientes em G.
1.3 Func¸a˜o de Morse
No Cap´ıtulo 2 trabalha-se com fluxos gradientes oriundos de uma func¸a˜o de Morse
definida sobre uma variedade. Como base para o estudo feito no cap´ıtulo citado, esta sec¸a˜o
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aborda de maneira sucinta elementos ba´sicos da teoria de Morse.
Sejam M uma variedade diferencia´vel de dimensa˜o n e f : M → R uma aplicac¸a˜o
diferencia´vel. Um ponto p ∈ M e´ chamado de ponto cr´ıtico de f se a aplicac¸a˜o induzida
dfp : TpM −→ Tf(p)R nos espac¸os tangentes for a aplicac¸a˜o nula. Escolhido um sistema de
coordenadas locais φ = (x1, ..., xn) : U → Rn em torno de p, isto significa que
∂
∂x1
(f ◦ φ−1)(φ(p)) = ... = ∂
∂xn
(f ◦ φ−1)(φ(p)) = 0.
O nu´mero f(p) e´ chamado de valor cr´ıtico de f .
Denote o conjunto de pontos cr´ıticos de f por:
Crit(f) = {p ∈M : dfp = 0}.
Para cada p ∈ Crit(f), escolha coordenadas locais φ = (x1, ..., xn) : U ⊂ M → Rn e
defina a foma bilinear sime´trica em TpM , chamada a Hessiana de f no ponto p, por
Hfp (ξ, η) :=
n∑
i,j=1
Sijξ
iηj, Sij = Sij(f, p;φ) :=
(
∂2(f ◦ φ−1)
∂ui∂uj
φ(p)
)
Um ponto cr´ıtico p e´ chamado ponto na˜o-degenerado se, e somente se, a matriz
Hessiana de f no ponto p
Hfp =
(
∂2(f ◦ φ−1)
∂ui∂uj
φ(p)
)
e´ na˜o-singular, ou seja, invers´ıvel.
O nu´mero de autovalores negativos de Hfp e´ definido como sendo o ı´ndice de Morse
de p e denotado por indf (p). Defina E
u(p) sendo a soma dos autoespac¸os associados aos
autovalores negativos de Hfp e E
s(p) a soma dos autoespac¸os associados aos autovalores
positivos de Hfp .
Pode ser verificado que, para um ponto p ∈ Crit(f), a noc¸a˜o de Hessiana, ı´ndice de
Morse e ponto na˜o-degenerado na˜o depende da escolha do sistema de coordenadas.
Lema 1.1 (Lema de Morse). Seja p um ponto cr´ıtico na˜o-degenerado de f . Enta˜o existe
um sistema de coordenadas locais φ = (y1, ..., yn) em uma vizinhanc¸a U de p tal que
1. φ(p) = (y1(p), · · · , yn(p)) = 0;
2. (f ◦φ−1)(y1, · · · , yn) = f(p)− (y1)2− ...− (yλ)2 + (yλ+1)2 + ...+ (yn)2 vale para todo U ,
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e λ e´ o ı´ndice de Morse de f no ponto p.
A demonstrac¸a˜o deste lema encontra-se na refereˆncia [11].
Corola´rio 1.1. Os pontos cr´ıticos na˜o-degenerados de uma func¸a˜o f : M → R sa˜o isolados.
Demonstrac¸a˜o: Seja p ∈ M um ponto cr´ıtico na˜o-degenerado de f : M → R e seja
φ : U → Rn um sistema de coordenadas em torno de p tal que φ(p) = 0. Considere a
aplicac¸a˜o C∞ g : φ(U) ⊂ Rn → Rn dada por
g(x) =
(
∂
∂x1
(f ◦ φ−1)(x), · · · , ∂
∂xn
(f ◦ φ−1)(x)
)
.
Tem-se que g(0) = 0 e a matriz Hessiana Hfx e´ na˜o singular. Pelo Teorema da Func¸a˜o
Inversa, g e´ um difeomorfismo de uma vizinhanc¸a U0 de 0 para outra vizinhanc¸a U
′
0 de 0.
Em particular, g e´ injetiva em U0, ou seja, para todo x ∈ U0\{0}, g(x) 6= g(0) = 0. Portanto,
x na˜o e´ ponto cr´ıtico de f . 
Definic¸a˜o 1.21. Uma func¸a˜o suave f : M −→ R e´ chamada de func¸a˜o de Morse se
todos os seus pontos cr´ıticos sa˜o na˜o degenerados.4
Exemplo 1.4. Considere a esfera de dimensa˜o n
Sn = {(x1, · · · , xn+1) ∈ Rn : x21 + · · ·+ x2n+1 = 1}
e a func¸a˜o f : Sn → R dada por f(x1, · · · , xn+1) = xn+1. A func¸a˜o f e´ uma func¸a˜o de Morse
em Sn que possui apenas dois pontos cr´ıticos: o polo norte N = (0, · · · , 0,+1) e o polo sul
S = (0, · · · , 0,−1). (Veja Figura 1.6.) Os pontos cr´ıticos N e S sa˜o ambos na˜o-degenerados
e seus ı´ndices de Morse sa˜o indf (N) = n e indf (S) = 0, respectivamente. M
Exemplo 1.5. A func¸a˜o g = f 2 : S2 → [0, 1] possui uma quantidade infinita de pontos
cr´ıticos. (Veja Figura 1.7.) O polo Norte N , o polo sul S e qualquer ponto do equador
E = {(x1, · · · , xn+1) ∈ Sn : xn+1 = 0}
sa˜o pontos cr´ıticos de f . Logo, f na˜o e´ uma func¸a˜o de Morse. M
4Aqui e´ permitido que dois pontos cr´ıticos p e q estejam em um mesmo n´ıvel, ou seja, que f(p) = f(q).
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N
S
Sn
0
+1
f
xn+1
−1
Figura 1.6: Func¸a˜o de Morse em Sn.
N
S
Sn
0
+1
E
+1
x2n+1
g
Figura 1.7: Func¸a˜o com ponto degenerado.
Corola´rio 1.2. Se M e´ uma variedade compacta e fechada e f : M → R uma func¸a˜o de
Morse, enta˜o #Crit(f) <∞.
Demonstrac¸a˜o: Suponha, por absurdo, que a cardinalidade de Crit(f) na˜o e´ finita. Seja
{xk}k∈N uma sequeˆncia de pontos cr´ıticos distintos de f . Pela compacidade de M , tal
sequeˆncia possui subsequeˆncia que converge, digamos, ao ponto x. Pela continuidade da
diferencial de f , segue que x ∈ Crit(f). Sendo f e´ uma func¸a˜o de Morse, x e´ ponto cr´ıtico
na˜o-degenerado, contradizendo o Corola´rio (1.1). 
O pro´ximo teorema garante que na˜o se perde muito em restringir o estudo a`s func¸o˜es de
Morse.
Teorema 1.7. Se M e´ uma variedade fechada, enta˜o o conjunto das func¸o˜es de Morse e´
aberto e denso em C1(M,R).
Para a demonstrac¸a˜o deste teorema veja a refereˆncia [1].
Outro resultado da teoria de Morse que vale a pena destacar sa˜o as desigualdades de
Morse.
Seja M uma variedade compacta e suave de dimensa˜o n e F um corpo. Enta˜o Hk(M ;F)
e´ um espac¸o vetorial de dimensa˜o finita sobre F, e o k-e´simo nu´mero de Betti de M ,
denotado por bk(F), e´ definido como sendo a dimensa˜o de Hk(M ;F). Agora, se F = Z enta˜o
bk(Z) e´ definido como sendo o rank da parte livre de Hk(M ;Z). A notac¸a˜o para o k-e´simo
nu´mero de Betti quando F = Z e´ apenas bk.
Seja f : M → R uma func¸a˜o de Morse, e seja ck o nu´mero de pontos cr´ıticos de f de
ı´ndice k, para todo k = 0, 1, · · · , n. Seja F um corpo, pode-se mostrar que:
ck ≥ bk(F), (1.4)
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para todo k ∈ {0, 1, · · · , n}. As desigualdades em 1.4 sa˜o conhecidas como desigualdades
fracas de Morse. Em particular, estas desigualdades implicam que o nu´mero total de pontos
cr´ıticos de f e´ maior ou igual que a soma dos nu´meros de Betti,
n∑
k=0
ck ≥
n∑
k=0
bk(F).
Observe ainda que ck depende apenas da func¸a˜o de Morse (e na˜o de F), e bk(F) depende
apenas da topologia de M e de F, mas na˜o da func¸a˜o de Morse. As conhecidas desigualdades
fortes de Morse fornecem mais relac¸o˜es entre ck e bk(F):
Teorema 1.8. Dada uma func¸a˜o de Morse f : M → R, onde M e´ uma variedade compacta
e suave de dimensa˜o n, tem-se
m∑
k=0
(−1)k+mck ≥
m∑
k=0
(−1)k+mbk(F),
para todo m ∈ {0, 1, · · · , n}. E a igualdade e´ garantida quando m = n.
O Teorema 1.8 mostra que a caracter´ıstica de Euler, χ(M) =
∑n
k=0 bk(F), independe do
corpo F. Ale´m disso, se F = Z, enta˜o vale resultado ana´logo sobre os nu´meros de Betti
bk. Este fato pode ser visto como corola´rio do Teorema dos Coeficientes Universais em
homologia.
Cap´ıtulo 2
O Complexo de Morse-Witten
Este cap´ıtulo tem como base a teoria de Morse. Uma motivac¸a˜o para o estudo da teoria
de Morse e´ o cara´cter interdisciplinar que esta possui, pois esta teoria conte´m ideias de longo
alcance que relacionam ana´lise, geometria diferencial, topologia alge´brica e mais recente-
mente f´ısica-matema´tica. A esseˆncia da teoria cla´ssica de Morse e´ uma colec¸a˜o de teoremas
que descrevem de forma simples e elegante a relac¸a˜o entre a topologia de uma variedade M
e a estrutura dos pontos cr´ıticos de uma func¸a˜o de Morse em M (veja [11]).
Na abordagem cla´ssica da teoria de Morse, o aspecto dinaˆmico do campo gradiente de f
na˜o e´ completamente explorado. Alguns resultados principais desta teoria sa˜o recuperados
atrave´s do estudo da homologia de Morse. Este cap´ıtulo tem como tema central o complexo
de Morse-Witten (que da´ origem a` homologia de Morse).
Uma func¸a˜o de Morse f : M → R definida em uma variedade Riemanniana suave e
fechada (M, g) da´ origem a um complexo (C∗(f), ∂c∗), chamado de complexo de Morse-Witten,
cujos grupos de cadeias sa˜o gerados pelos pontos cr´ıticos de f e cujo operador bordo e´ definido
por uma contagem alge´brica do nu´mero de linhas de fluxo, contadas com sinal, associado ao
campo −∇f .
O Teorema da Homologia de Morse (Teorema 2.10) afirma que a homologia do complexo
de Morse-Witten (C∗(f), ∂c∗) e´ isomorfa a` homologia singular da variedade M com coeficientes
inteiros.
As ideias ba´sicas envolvendo o complexo de Morse-Witten foram desenvolvidas durante
a primeira metade do se´culo XX, assim como va´rias verso˜es de homologia de Morse para o
caso de dimensa˜o infinita, como por exemplo homologia de Floer, que continua ate´ hoje a
ser de interesse de pesquisadores nas a´reas de matema´tica e f´ısica teo´rica.
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Durante os anos 50, Smale encontra a condic¸a˜o para a dinaˆmica do campo gradiente, a
qual e´ chamada de condic¸a˜o de Morse-Smale e que fornece os ingredientes necessa´rios para
o estudo da homologia de Morse. Diz-se que uma func¸a˜o f satisfaz a condic¸a˜o de Morse-
Smale quando as variedades esta´veis e insta´veis dos pontos cr´ıticos de f interceptam-se
transversalmente.
As inspirac¸o˜es finais para a criac¸a˜o da homologia de Morse foram fornecidas pelos traba-
lhos de Witten e de Floer com o propo´sito de achar uma prova para a conjectura de Arnold.
A conjectura de Arnold (1966) diz que o nu´mero mı´nimo de pontos fixos de um difeomorfismo
simple´tico exato sobre uma variedade simple´tica M e´ a soma dos nu´meros de Betti de M ,
desde que todos os seus pontos fixos sejam na˜o degenerados.
No in´ıcio de 1990 surgiram va´rias abordagens para tornar rigorosa a ideia do complexo
de Morse-Witten e a homologia de Morse, oriunda deste complexo, emergiu. A abordagem
de Floer e Salamon [19] e´ via teoria do ı´ndice de Conley. A abordagem adotada por Schwarz
e´ considerando a equac¸a˜o do gradiente negativo, no esp´ırito da teoria de Floer, como uma
secc¸a˜o em um fibrado de Banach apropriado sobre os conjuntos de caminhos em M . Uma
terceira abordagem e´ atrave´s do ponto de vista de sistemas dinaˆmicos, a saber via intersecc¸a˜o
da variedades esta´veis e insta´veis. Weber em [23] utiliza essa abordagem que tambe´m sera´
usada neste cap´ıtulo.
Para uma histo´ria mais detalhada do surgimento da homologia de Morse veja [3].
As principais refereˆncias para a construc¸a˜o do complexo de Morse-Witten apresentada
neste cap´ıtulo sa˜o [1] e [23]. Para questo˜es envolvendo sistemas dinaˆmicos a refereˆncia ba´sica
e´ [15].
2.1 Fluxos Gradientes
Esta sec¸a˜o trata dos fluxos gradientes negativos, os quais possuem va´rias propriedades
interessantes. Sa˜o definidos os conceitos de variedade esta´vel e variedade insta´vel, essenciais
para a construc¸a˜o do complexo de Morse-Witten.
Ao longo desde cap´ıtulo, fixe M uma variedade Riemanniana suave e fechada1 de di-
mensa˜o finita n, g uma me´trica Riemanniana em M e f : M → R uma func¸a˜o suave. A
identidade
g(∇f, .) = df(.)
1Compacta e sem bordo.
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determina unicamente o campo vetorial gradiente ∇f sobre M . O fluxo associado ao campo
gradiente negativo −∇f e´ chamado de fluxo gradiente negativo.
Se γ e´ uma trajeto´ria do fluxo gradiente negativo, enta˜o:
d
dt
f(γ(t)) = df(γ(t)).γ′(t) = g(∇f(γ(t)), γ′(t)) = −|∇f(γ(t))|2 ≤ 0, ∀t ∈ R.
Isto mostra que f decresce ao longo de o´rbitas na˜o singulares. Logo, o´rbitas fechadas
na˜o podem existir e qualquer o´rbita regular O(q) intersecta o conjunto de n´ıvel f−1(f(q)) no
ma´ximo uma vez. Ale´m disso, tal intersecc¸a˜o e´ ortogonal com respeito a` me´trica g. Usando
estas propriedades tem-se a seguinte proposic¸a˜o:
Proposic¸a˜o 2.1. Seja ϕ o fluxo associado ao campo vetorial −∇f . Para todo p ∈M tem-se
que ω∗(p) ∪ ω(p) ⊂ Crit(f).
Demonstrac¸a˜o: A ideia da demonstrac¸a˜o e´ supor por absurdo que existe q ∈ ω(p) tal que
∇f(q) 6= 0, para algum q ∈ M . Seja S a intersecc¸a˜o de f−1(f(q)) com uma vizinhanc¸a
suficientemente pequena de q. Veja que S e´ uma subvariedade de dimensa˜o n− 1 ortogonal
a grad(f) e, pela continuidade do fluxo, a o´rbita de qualquer ponto suficientemente pro´ximo
de q intersecta S. Como q ∈ ω(p), existe uma sequeˆncia pn ∈ O(p) convergindo para q. Da´ı,
a o´rbita de p intersecta S em mais de um ponto (de fato, em infinitos pontos), o que e´ um
absurdo ja´ que f decresce ao longo das o´rbitas regulares. 
Ale´m disso, se o ω-limite de uma o´rbita de um fluxo gradiente negativo conte´m mais de
uma singularidade, enta˜o deve conter infinitas singularidades. Para mais detalhes veja [15].
A partir de agora, assuma que o fluxo gradiente negativo e´ gerado por uma func¸a˜o de
Morse f . Assim, a proposic¸a˜o seguinte segue imediatamente do Corola´rio 1.1 e da observac¸a˜o
feita logo acima.
Proposic¸a˜o 2.2. Seja M uma variedade fechada de dimensa˜o finita e ϕ o fluxo associado
ao campo vetorial −∇f , onde f e´ uma func¸a˜o de Morse. Enta˜o ω∗(q) e ω(q) consistem cada
um de apenas um ponto cr´ıtico de f , para todo q ∈M .
Definic¸a˜o 2.1. Dado x ∈ Crit(f), a variedade esta´vel de x e´ definida por
W s(x) := {q ∈M | ω(q) = x}.
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E a variedade insta´vel2 de x:
W u(x) := {q ∈M | ω∗(q) = x}.
O conjunto W s(x) e´ formado pelos pontos de M cujas o´rbitas “morrem” em x. Ja´ o
conjunto W u(x) e´ formado pelos pontos de M cujas o´rbitas “nascem” em x.
Note que, pela Proposic¸a˜o 2.2, cada ponto de M pertence a` variedade esta´vel de algum
ponto cr´ıtico de f ; da mesma forma, cada ponto de M esta´ na variedade insta´vel de algum
ponto cr´ıtico de f . Segue que uma func¸a˜o de Morse f sobre M fornece duas decomposic¸o˜es de
M , uma como colec¸a˜o das variedades esta´veis e outra como colec¸a˜o das variedades insta´veis
dos pontos cr´ıticos de f :
M =
⋃
x∈Crit(f)
W s(x) =
⋃
x∈Crit(f)
W u(x). (2.1)
Ainda pela Proposic¸a˜o 2.2, as unio˜es acima sa˜o unio˜es disjuntas.
O termo “variedade” na definic¸a˜o acima e´ justificado pelo pro´ximo teorema, que garante
que W s(x) e W u(x) sa˜o variedades, para todo x ∈ Crit(f).
Teorema 2.1 (Teorema da Variedade Esta´vel/Insta´vel). Seja f : M → R uma func¸a˜o
de Morse em uma variedade Riemanniana (M, g) suave e fechada de dimensa˜o finita n. Se
x ∈ Crit(f) enta˜o W s(x) e W u(x) sa˜o subvariedades de M sem fronteira e seus espac¸os
tangentes em x sa˜o dados pelos espac¸os esta´vel e insta´vel da linearizac¸a˜o de f em x, ou seja,
Es(x) e Eu(x), respectivamente. Ale´m disso, o espac¸o tangente de M em x se decompo˜e
como
TxM = TxW
s(x)⊕ TxW u(x).
Embora, para o caso geral de um campo vetorial com singularidades hiperbo´licas, es-
tas variedades sejam apenas imersas injetivamente, no caso Morse, elas sa˜o mergulhadas.
De fato, as variedades W s(x) e W u(x) sa˜o imagens de mergulhos suaves de discos abertos
de dimenso˜es n − indf (x) e indf (x), respectivamente, ou seja, dim(W u(x)) = indf (x) e
dim(W s(x)) = n− indf (x).
Na pro´xima sec¸a˜o, sera´ abordada a orientabilidade da variedade esta´vel e da variedade
insta´vel. A observac¸a˜o a seguir sera´ de extrema importaˆncia neste contexto.
2A nomenclatura esta´ relacionada aos termos em ingleˆs “unstable” (insta´vel) e “stable” (esta´vel).
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Observac¸a˜o 2.1. Pela Proposic¸a˜o 2.2, tem-se que ω(q) = limt→∞ ϕt(q). A func¸a˜o
H : [0, 1]×W s(x) −→ W s(x)
(t, q) 7−→ ϕ t
1−t
(q)
e´ uma homotopia entre a identidade em W s(x) e a aplicac¸a˜o constante q 7→ x. Da´ı, a
variedade esta´vel de x e´ contra´til. Analogamente, a variedade insta´vel de x e´ contra´til.
2.2 O´rbitas Conectantes
Fixados x, y ∈ Crit(f), defina a variedade conectante entre x e y por:
Mxy :=Mxy(f, g) := W u(x) ∩W s(y).
O conjuntoMxy e´ formado por linhas de fluxo de acordo com sua “origem” e seu “destino”,
ou seja, Mxy e´ o espac¸o de todos os pontos cujas o´rbitas comec¸am em x e terminam em y.
Em outras palavras, a ∈Mxy se, e somente se, ω∗(O(a)) = x e ω(O(a)) = y. O espac¸oMxy
tambe´m e´ chamado de espac¸o das linhas de fluxo de x para y.
Seja a um valor regular entre f(x) e f(y). O espac¸o das o´rbitas conectantes entre
x e y e´ definido por:
M̂xy := M̂xy(f, g, a) :=Mxy ∩ f−1(a). (2.2)
Este conjunto e´ composto por um u´nico representante de cada o´rbita do fluxo gradiente
negativo de x para y, pois cada o´rbita intersecta a superf´ıcie de n´ıvel, f−1(a), no ma´ximo
em um ponto. De fato, M̂xy e´ o espac¸o moduli das linhas de fluxo que conectam x a y.
Veja que, para duas escolhas diferentes de a, existe uma identificac¸a˜o natural entre os
espac¸os M̂xy(f, g, a) correspondentes, a qual e´ dada pelo fluxo.
Estes dois espac¸os rece´m definidos sera˜o de extrema importaˆncia para a definic¸a˜o do
complexo de Morse-Witten. Para esclarecer melhor as definic¸o˜es acima, segue um exemplo.
Exemplo 2.1. Considere a esfera S2 e o fluxo gradiente negativo gerado pela func¸a˜o altura
f em S2, como na Figura 2.1. O fluxo em questa˜o apresenta seis singularidades. Sendo
a func¸a˜o altura uma func¸a˜o de Morse, esta˜o bem definidos as variedades conectantes e os
respectivos espac¸os moduli dos pontos cr´ıticos de f . Ainda na Figura 2.1, sa˜o indicados
algumas variedades conectantes e espac¸os moduli.
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Ja´ na Figura 2.2 sa˜o exibidos alguns espac¸os moduli em relac¸a˜o a diferentes escolhas de
n´ıveis regulares. M
x x′
z
y
y′
z′
M̂xz
M̂yy′
Mxz
Myy′
M̂xy
Mxy
Figura 2.1: Exemplos de variedades
conectantes e espac¸os moduli.
x x′
z
y
y′
z′
M̂x′zM̂xz
M̂x′z′
M̂yz M̂x′y′
Figura 2.2: Exemplos de espac¸os moduli obti-
dos com diferentes escolhas de n´ıveis.
Atrave´s das variedades insta´veis e esta´veis foram obtidas duas decomposic¸o˜es para M em
(2.1). Uma decomposic¸a˜o mais fina para M e´ dada pelas variedades conectantes:
M =
⋃
x,y∈Crit(f)
Mxy =
⋃
x,y∈Crit(f)
W u(x) ∩W s(y).
Note ainda que as unio˜es acima sa˜o disjuntas.
Em condic¸o˜es especiais sobre o fluxo gradiente negativo sobre uma variedade Rieman-
niana, as variedades conectantes e os espac¸os moduli apresentam propriedades significantes,
de modo que permitem a definic¸a˜o do complexo de Morse-Witten. Esta sec¸a˜o e´ dividida em
va´rias subsec¸o˜es, pore´m todas sa˜o dedicadas ao estudo das variedades conectantes e seus res-
pectivos espac¸os moduli. Quando as variedades esta´veis e insta´veis dos pontos cr´ıticos de f
sa˜o transversais, mostra-se que os espac¸os moduli de dimensa˜o 1 sa˜o compactos, e os espac¸os
moduli de dimensa˜o maior sa˜o compactos por o´rbitas quebradas. Ale´m disso, mostra-se que
a variedade conectante e o espac¸o moduli sa˜o orienta´veis.
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2.2.1 Transversalidade
Subvariedades de uma dada variedade podem se intersectar de va´rias formas. Uma delas
e´ a intersecc¸a˜o transversal que sera´ introduzida agora. Para uma discussa˜o mais abrangente
do assunto veja [5] e [6].
De modo geral, diz-se que duas subvariedades A e B de M , com dim(M) < ∞, se
interceptam transversalmente (ou tem intersecc¸a˜o transversal), A t B, se
TqA+ TqB = TqM, para todo q ∈ A ∩B.
A soma acima na˜o e´ direta, apenas soma de vetores um de cada espac¸o vetorial. Quando
as subvariedades na˜o se interceptam, diz-se que elas se interceptam transversalmente por
vacuidade.
A intersecc¸a˜o de subvariedades, em geral, na˜o e´ uma variedade. No entanto, se a inter-
secc¸a˜o e´ transversal enta˜o esta e´ ainda uma subvariedade. Ale´m disso,
• codim(A ∩B) = codim(A) + codim(B);
• Tq(A ∩B) = TqA ∩ TqB.
Logo, se A t B, tem-se:
dim(A ∩B) = dim(A) + dim(B)− dim(M). (2.3)
Diz-se que o campo vetorial gradiente ∇gf satisfaz a condic¸a˜o de Morse-Smale se
W u(x) e W s(y) se intersectam transversalmente para todos os pontos x, y ∈ Crit(f). Neste
caso, (g, f) e´ dito um par Morse-Smale, f e´ dita ser uma func¸a˜o Morse-Smale e o
fluxo associado ao campo −∇f e´ dito fluxo Morse-Smale .
Exemplo 2.2 (Toro Inclinado). Considere o toro bidimensional T sobre o plano z = 0 em
R3, como indicado na Figura 2.3, e a func¸a˜o f : T → R dada pela func¸a˜o altura com respeito
as coordenadas do plano horizontal. Essa func¸a˜o e´ de Morse e admite 4 pontos cr´ıticos: um
ponto repulsor x, dois pontos de sela y1 e y2 e um ponto atrator z, e seus respectivos ı´ndices
de Morse sa˜o 2, 1, 1 e 0. Considere a me´trica em T induzida pelo espac¸o euclidiano ambiente.
O campo gradiente negativo oriundo desta func¸a˜o na˜o e´ Morse-Smale, pois W u(y1) e W
s(y2)
se intersectam e tal intersecc¸a˜o na˜o pode ser transversal. No entanto, a transversalidade
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pode ser alcanc¸ada inclinando ligeiramente o toro como indicado na Figura 2.4, em outras
palavras por uma perturbac¸a˜o de f que destro´i a conexa˜o entre os pontos de sela y1 e y2.M
T
x
z
y1
y2
Figura 2.3: Fluxo na˜o Morse-Smale.
T
x
z
y1
y2
Wu(y1)
W s(y2)
Figura 2.4: Fluxo Morse-Smale.
O pro´ximo teorema garante que a condic¸a˜o de um campo ser Morse-Smale e´ uma condic¸a˜o
gene´rica.
Teorema 2.2 (Transversalidade de Morse-Smale). Seja (M, g) e´ uma variedade Rie-
manniana suave e compacta de dimensa˜o finita, enta˜o o conjunto dos campos gradientes de
classe Cr do tipo Morse-Smale e´ denso em Cr(M,R).
A prova do Teorema 2.2 pode ser encontrada em [1].
Pelo teorema acima, o campo ∇gf pode ser aproximado em C1 por um campo gradiente
suave ∇g˜f˜ que satisfaz a condic¸a˜o Morse-Smale. De fato, f˜ pode ser escolhido de forma que
seu valor em qualquer ponto cr´ıtico seja igual ao ı´ndice de Morse do ponto cr´ıtico. Note que
a me´trica g˜ na˜o e´, geralmente, pro´xima de g. Ale´m disso, para uma func¸a˜o de Morse fixa, e´
poss´ıvel obter transversalidade simplesmente por alterac¸o˜es na me´trica.
Teorema 2.3. Se o fluxo gradiente negativo e´ de Morse-Smale, enta˜o os espac¸os Mxy e
M̂xy sa˜o subvariedades de M sem fronteira e suas dimenso˜es sa˜o dadas por:
dim(Mxy) = indf (x)− indf (y) e dim(M̂xy) = indf (x)− indf (y)− 1.
Ale´m disso,
TpMxy = TpW u(x) ∩ TpW s(y) e TpM̂xy = TpW u(x) ∩ TpW s(y) ∩∇f(p)⊥.
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Demonstrac¸a˜o: Como a intersecc¸a˜o de duas subvariedades transversais imersas e´ uma
subvariedade imersa, sendo Mxy = W u(x) ∩ W s(y) e W u(x) t W s(y) enta˜o Mxy e´ uma
subvariedade de M ; e por (2.3), tem-se
dim(Mxy) = dim(W u(x)) + dim(W s(y))− dim(M)
= indf (x) + (n− indf (y))− n
= indf (x)− indf (y).
Sendo o espac¸o tangente da intersec¸a˜o de duas subvariedades, que se intersectam transver-
salmente, igual a` intersec¸a˜o dos espac¸os tangentes, segue a afirmac¸a˜o sobre TpMxy.
Para calcular a dim(M̂xy), note que Tpf−1(a) = ∇(p)⊥ e ∇f(p) e´ tangente a Mxy,
portanto,Mxy e f−1(a) sa˜o transversais. Disto seguem os resultados sobre o espac¸o tangente
a M̂xy e sobre a dimensa˜o:
dim(M̂xy) = dim(Mxy) + dim(f−1(a))− dim(M)
= indf (x)− indf (y) + (n− 1)− n
= indf (x)− indf (y)− 1.

Proposic¸a˜o 2.3. Se as variedades W u(x) e W s(y) se intersectam transversalmente, enta˜o
as seguintes afirmac¸o˜es sa˜o verdadeiras:
1. Se indf (x) < indf (y), enta˜o Mxy = ∅;
2. Mxx = {x};
3. Se indf (x) = indf (y) e x 6= y, enta˜o Mxy = ∅;
4. Se Mxy 6= ∅ e x 6= y, enta˜o indf (x) > indf (y).
Demonstrac¸a˜o: 1) Segue diretamente da hipo´tese de transversalidade entreW u(x) eW s(y).
2) E´ claro que x ∈Mxx, pois x ∈ W s(x) e x ∈ W u(x). Se q ∈Mxx e q 6= x, enta˜o q deve
ser ponto na˜o cr´ıtico, dando origem a uma o´rbita perio´dica, o que e´ imposs´ıvel para fluxos
gradientes.
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3) Suponha, por absurdo, que existe q ∈ Mxy. Enta˜o, Mxy conte´m uma subvariedade
1-dimensional, a saber ϕ(R, q), o que contraria o fato de que dim(Mxy) = 0.
4) Suponha o contra´rio, que indf (x) ≤ indf (y). Se indf (x) < indf (y), pelo primeiro item
segue que Mxy = ∅, absurdo. Se indf (x) = indf (y), como x 6= y, o terceiro item afirma que
Mxy = ∅, absurdo. Logo indf (x) > indf (y). 
O item 1 da Proposic¸a˜o 2.3 afirma que na˜o existe uma o´rbita do fluxo Morse-Smale de x
para y, quando indf (x) < indf (y). O item 3 assegura que na˜o existem o´rbitas conectantes
entre pontos cr´ıticos que possuem o mesmo ı´ndice de Morse. Assim, se existe uma o´rbita
conectante de x para y (com x 6= y), enta˜o indf (x) > indf (y). Em outras palavras, dada
uma o´rbita na˜o-singular do fluxo gradiente negativo, esta o´rbita “nasce” em um ponto cr´ıtico
de ı´ndice r e “morre” em um ponto cr´ıtico de ı´ndice s, com s, r ∈ N e s < r.
Voltando ao Exemplo 2.2, fica claro agora que o fluxo associado a` func¸a˜o altura no toro,
Figura 2.3, na˜o e´ um fluxo Morse-Smale, pois existe conexa˜o entre pontos de sela que possuem
mesmos ı´ndices de Morse.
2.2.2 Compacidade
Assuma ao longo dessa subsec¸a˜o que o campo −∇f e´ Morse-Smale e x, y ∈ Crit(f). No
caso em que a variedade conectante Mxy na˜o e´ compacta sera´ investigado a estrutura de
sua fronteira topolo´gica vista como subconjunto de M , de onde surge uma compactificac¸a˜o
canoˆnica para o espac¸o moduli M̂xy associado. No caso em que o ı´ndice relativo3 entre x
e y e´ +1, a variedade M̂xy ja´ e´ compacta, logo e´ um conjunto finito de pontos.
Teorema 2.4. Se indf (x)− indf (y) = 1 enta˜o #M̂xy <∞.
Demonstrac¸a˜o: Suponha que na˜o existam pontos cr´ıticos entre x e y. Se Mxy 6= ∅, fixe
a ∈ (f(y), f(x)) e defina M̂xy :=Mxy ∩ f−1(a). Para  > 0 suficientemente pequeno, sejam:
Su := f−1(f(x)− ) ∩W u(x) e Ss := f−1(f(y) + ) ∩W s(y).
Considere o fluxo destes conjuntos em um tempo t0 > 0 suficientemente grande tal que
f |ϕt0Su < a e f |ϕ−t0Ss > a, t0 existe ja´ que na˜o existem outros pontos cr´ıticos entre x e y.
3O ı´ndice relativo entre x e y e´ a diferenc¸a indf (x)− indf (y).
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Sendo a intersec¸a˜o de treˆs conjuntos fechados um conjunto fechado, segue que o conjunto:
A := ϕ[0,t0]S
u ∩ f−1(a) ∩ ϕ[−t0,0]Ss
e´ fechado. Por outro lado, o conjunto A coincide com o espac¸o moduli M̂xy de dimensa˜o
0 = indf (x)− indf (y)−1. Assim, M̂xy e´ um subconjunto discreto fechado de uma variedade
compacta e, portanto, e´ finito. O caso geral segue do pro´ximo teorema. 
O pro´ximo teorema afirma que os espac¸os moduli, de qualquer dimensa˜o, sa˜o compactos
por o´rbitas quebradas. Logo, faz-se necessa´rio uma definic¸a˜o sobre o´rbitas quebradas.
Pela Proposic¸a˜o 2.2 cada o´rbita do fluxo gradiente negativo “nasce” e “morre” em pontos
x x
′
z
y
y′
z′
u1
u2
t1
t2
v1 v2
(t1, v1)
(t2, v2)
q1
q2
(u2, q1)
(u1, q2)
cr´ıticos da func¸a˜o de Morse f . Ale´m disso, existe uma
relac¸a˜o biun´ıvoca entre as o´rbitas da variedade conec-
tante Mxy e os pontos do espac¸o moduli M̂xy. Deste
modo, os pontos do espac¸o moduli podem ser conside-
rados como o´rbitas.
Considere as o´rbitas conectantes ui ∈ M̂xi−1xi ,
com x0, xi ∈ Crit(f) e i ∈ {1, . . . , l} . O conjunto
formado pela unia˜o das o´rbitas u1, . . . , ul e dos pontos
x0, . . . , xl e´ chamado de o´rbita quebrada e denotado
por (u1, . . . , un).
A pro´xima definic¸a˜o formaliza a ideia de convergeˆncia de o´rbitas pk, que e´ uma con-
vergeˆncia geome´trica com respeito a distaˆncia Riemanniana d em M das o´rbitas de pk a`
unia˜o das o´rbitas de uj’s. Mais precisamente,
Definic¸a˜o 2.2. Dada uma sequeˆncia de o´rbitas {pk}k∈N em M̂xy, a sequeˆncia {pk} converge
para a o´rbita quebrada (u1, ..., ul) quando
∀ > 0, ∃k0 ∈ N : ∀k ≥ k0, O(pk) ⊂ U(O(u1) ∪ . . . ∪ O(ul)),
onde U(A) denota uma -vizinhanc¸a aberta do subconjunto A ⊂M .
O fato da sequeˆncia {pk} convergir para a o´rbita quebrada (u1, ..., ul) sera´ denotado por
pk → (u1, ..., ul). Neste caso, diz-se que a sequeˆncia pk converge para a o´rbita quebrada
(u1, . . . , ul) de ordem l. Veja Figura 2.5.
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pk
x = x0
x1
y = x2
O(pk)
O(u1)
O(u2)
U(O(u1) ∪ O(u2))
Figura 2.5: Convergeˆncia da sequeˆncia pk para a o´rbita quebrada (u
1, u2) de ordem 2.
Definic¸a˜o 2.3. Um subconjunto K ⊂ M̂xy e´ dito compacto por o´rbitas quebradas se: para
toda sequeˆncia de Cauchy {pk}k∈N em K, existem pontos cr´ıticos x = x0, x1, . . . , xl−1, xl = y
e existem o´rbitas conectantes uj ∈ M̂xj−1xj , com j = 1, . . . , l tais que pk −→ (u1, . . . , ul)
quando k →∞.
O pro´ximo teorema fornece uma compactificac¸a˜o natural para os espac¸os moduli via
o´rbitas quebradas.
Teorema 2.5 (Compacidade). Se a condic¸a˜o de Morse-Smale e´ satisfeita, enta˜o o espac¸o
moduli M̂xy e´ compacto por o´rbitas quebradas. Ale´m disso, a convergeˆncia e´ de ordem no
ma´ximo indf (x)− indf (y).
Demonstrac¸a˜o: Fixe um valor regular a de f entre f(x) e f(y) e defina M̂xy ⊂ f−1(a)
como em (2.2) . Assuma que indf (x) > indf (y), caso contra´rio, M̂xy = ∅ pela Proposic¸a˜o
2.3, e na˜o ha´ o que fazer. Dada uma sequeˆncia de Cauchy {pk}k∈N ⊂ M̂xy ⊂ f−1(a),
existe uma subsequeˆncia convergindo a algum elemento u do conjunto compacto f−1(a).
Denote tal subsequeˆncia com a mesma notac¸a˜o da sequeˆncia. Pela Proposic¸a˜o 2.2, exitem
z′, z ∈ Crit(f) tais que u ∈Mz′z. Pela continuidade de ϕt, ϕt(pk)→ ϕt(u), segue que ϕt(u)
esta´ no fecho cl(Mxy) deMxy para todo t ∈ R, e portanto z ∈ cl(Mxy). A prova prosseguira´
em duas etapas:
Passo 1: Se z 6= y, enta˜o existe v ∈ W u(z) ∩ cl(Mxy) com v 6= z.
A chave da demonstrac¸a˜o e´ o teorema de Grobman-Hartman para fluxos, que afirma que
os fluxos associados a` −∇f e a` −D∇f(z) sa˜o localmente conjugados. ( Ver [15], Cap´ıtulo
2, Teorema 4.10, onde apenas equivaleˆncia local e´ afirmada, mas de fato a conjugac¸a˜o local
e´ provada.) Isto significa que existem vizinhanc¸as Uz de z em M e V0 de 0 em TzM , como
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tambe´m um homeomorfismo h : Uz → V0 tais que
h(ϕt(q)) = (Dϕt(z) ◦ h)(q)
para todo (t, q) que satisfaz ϕt(q) ∈ Uz e Dϕt(z) ◦ h(q) ∈ V0. Observe que h identifica uma
vizinhanc¸a de z em W s(z) com uma vizinhanc¸a de 0 em Es; analogamente para os espac¸os
insta´veis. Assuma, sem perda de generalidade, que u e pk sa˜o elementos de Uz, caso contra´rio
aplique ϕT com T > 0 suficientemente grande e escolha uma subsequeˆncia. Agora, aplique
o homomorfismo h e considere a imagem de u e de pk em V0 ⊂ TzM . Continue usando a
mesma notac¸a˜o para a sequeˆncia assim obtida em V0. (Veja a figura abaixo.)
0
u
pk
Es
EupukAut0p
u
k
S
B = Uδ(S)
V0 ⊂ TzM
psk
Para provar o passo 1 assuma o contra´rio. Como h conjuga ϕt e a linearizac¸a˜o do fluxo,
o contra´rio significa que para cada esfera S de raio  em E
u admite uma δ-vizinhanc¸a B
em TzM que e´ disjunta de Mxy. Fixe  > 0 e 0 < δ <  suficientemente pequenos, de modo
que S e B estejam contidos em V0. Assuma tambe´m que |u| < δ/2, caso contra´rio aplique
ϕT novamente. Pela linearidade do fluxo em TzM = E
s⊕Eu, pode-se escrever Dϕt(z)pk na
forma (Astp
s
k, A
u
t p
u
k), onde pk = (p
s
k, p
u
k). Os operadores lineares A
s
t ∈ L(Es) e Aut ∈ L(Eu)4,
com t > 0, sa˜o uma contrac¸a˜o estrita e uma dilatac¸a˜o estrita, respectivamente. Para todo k
suficientemente grande tem-se |psk| < δ, da´ı e |Astpsk| < δ para t positivo. Sendo Aut expansa˜o
e 0 o u´nico ponto fixo de At, segue que |Aut0puk| >  para algum t0 > 0. Da´ı, a o´rbita O(pk)
vai em direc¸a˜o de B o que contradiz a afirmac¸a˜o inicial e prova o passo 1. Ale´m disso, o
argumento mostra que a o´rbita atrave´s de pk converge localmente em torno de z para (u, v)
no sentido da Definic¸a˜o (2.3).
Passo 2: Prova do teorema.
Assuma z 6= y, enta˜o pela Proposic¸a˜o 2.2 tem-se que v ∈ M̂zz˜, para algum z˜ ∈ Crit(f)
com indf (z˜) < indf (z). Repetindo o argumento na prova do Passo 1 tem-se um processo
4A aplicac¸a˜o tempo t do campo vetorial linear −D∇f(x) e´ dada pelo operador linear sime´trico At =
(Ast , A
u
t )
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iterativo que so´ pode terminar em y. E este processo deve terminar, pois Crit(f) e´ finito pelo
Corola´rio 1.2 e o ı´ndice dos pontos cr´ıticos em cada passo da iterac¸a˜o decresce estritamente
pela Proposic¸a˜o 2.3. Comec¸ando novamente com a mesma sequeˆncia pk e repetindo o mesmo
argumento para o fluxo reverso, prova-se a existeˆncia dos pontos cr´ıticos e o´rbitas conectantes
como na Definic¸a˜o 2.3.
Resta provar a convergeˆncia. Em torno de cada ponto cr´ıtico a prova foi feita no passo
anterior. A convergeˆncia fora de vizinhanc¸as fixadas dos pontos cr´ıticos e´ uma consequeˆncia
da estimativa
d(ϕtq, ϕtq˜) ≤ eκ|t|d(q, q˜), ∀q, q˜ ∈M e ∀t ∈ R,
onde κ = κ(M,−∇f) > 0 e´ uma constante, veja [15] (Cap´ıtulo 2, Lema 4.8). A estimativa
mostra que, em um intervalo compacto de tempo, as o´rbitas atrave´s de pk convergem uni-
formemente para a o´rbita de u. Tome b = f(v) e veja M̂xy como subconjunto de f−1(b).
Cada ponto pk determina um u´nico ponto p˜k ∈ f−1(b) definido pela intersecc¸a˜o da o´rbita
de pk e f
−1(b). Argumentado como acima, incluindo a escolha de uma subsequeˆncia, tem-se
que as o´rbitas atrave´s dos pontos p˜k convergem uniformemente em um intervalo compacto
de tempo para a o´rbita atrave´s de v. Repetindo este argumento uma quantidade finita de
vezes conclui-se a prova do Teorema 2.5. 
A prova para o caso geral do Teorema 2.4 segue, como corola´rio do Teorema da Compaci-
dade. De fato, sendo o ı´ndice relativo entre x e y igual a 1, a sequeˆncia de pontos cr´ıticos
dada pelo Teorema 2.5 e´ formada por apenas x e y, ja´ que na˜o ha´ possibilidade de existir
um ponto cr´ıtico de ı´ndice intermedia´rio. Logo, o fato de M̂xy ser compacto por o´rbitas
quebradas implica que M̂xy e´ compacto. Como a dim(M̂xy) = 0, este espac¸o moduli e´ um
conjunto discreto, sendo compacto, #M̂xy < ∞. Assim, a demonstrac¸a˜o do Teorema 2.4
fica completa.
2.2.3 Colagem
Na subsec¸a˜o anterior foi investigada a estrutura da fronteira topolo´gica do espac¸o moduli
M̂xy e foi mostrado como isto conduz a uma compactificac¸a˜o natural do espac¸o moduli. No
caso do ı´ndice relativo entre x e y ser +1 foi visto que M̂xy e´ compacto, portanto finito. Outro
caso importante e´ quando o ı´ndice relativo entre x e z e´ +2. Neste caso, as componentes
conexas de M̂xz sa˜o difeomorfas a` esfera S1 ou ao intervalo (0, 1). Esta dicotomia segue do
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fato que estes sa˜o os u´nicos dois tipos de variedades 1-dimensional sem fronteiras. Na Sec¸a˜o
2.3 sera´ visto que para cada extremo de uma componente conexa aberta de M̂xz corresponde
um u´nico par de o´rbitas conectantes (u, v) ∈ M̂xy×M̂yz, onde y e´ um ponto cr´ıtico de ı´ndice
intermedia´rio.
A principal implicac¸a˜o do pro´ximo teorema, e´ que para todo par (u, v) ∈ M̂xy × M̂yz
corresponde precisamente um dos extremos das componentes conexas e abertas M̂xz. O
principal ingrediente para esta construc¸a˜o e´ a chamada aplicac¸a˜o de colagem. Mais precisa-
mente, sera´ definida uma aplicac¸a˜o C1 que leva o par (u, v) e um paraˆmetro positivo real ρ
a um u´nico elemento de M̂xz. Ale´m disso, quando ρ → ∞ a correspondeˆncia e´ com o par
original (u, v).
Teorema 2.6 (Colagem). Assuma que a condic¸a˜o de Morse-Smale e´ satisfeita e sejam
x, y, z ∈ Crit(f) com ı´ndices de Morse k + 1, k, k − 1, respectivamente. Enta˜o existem um
nu´mero real positivo ρ0 e um mergulho
# : M̂xy × [ρ0,∞)× M̂yz −→ M̂xz, (u, ρ, v) 7→ u#ρv,
tais que
u#ρv −→ (u, v) quando ρ→∞.
Ale´m disso, nenhuma sequeˆncia em M̂xz\(u#[ρ0,∞)v) converge para (u, v).5
Demonstrac¸a˜o: A prova e´ feita em 3 passos. Apo´s uma construc¸a˜o local em torno de y,
restringi-se a prova ao caso em que ϕt e´ definida em torno de y = 0 ∈ Rn.
Passo 1 (Modelo Local): Pode-se assumir, sem perda de generalidade, que uma vizinhanc¸a
suficientemente pequena de y em W s(y) e´ uma vizinhanc¸a de 0 em Es e similarmente para
W u(y).
O subespac¸o esta´vel Es associado a dϕt(y) ∈ L(Rn) e´ independente da escolha de t > 0
e similarmente para o subespac¸o insta´vel Eu. Pelo Teorema 2.1, Es e Eu sa˜o os espac¸os
tangentes em y das variedades W s(y) e W u(y), respectivamente. A prova deste teorema
mostra que, localmente em torno de y, as variedades esta´vel e insta´vel sa˜o gra´ficos. Mais
precisamente, existem vizinhanc¸as U s ⊂ Es e Uu ⊂ Eu de y e aplicac¸o˜es suaves ηs : U s → Eu
e ηu : U
u → Es tais que ηs(0) = 0, dηs(0) = 0 e similarmente para ηu. (Veja Figura 2.6.)
Os gra´ficos de ηs e ηu, denotados por W
s
loc e W
u
loc, sa˜o chamados de variedade esta´vel local e
5A convergeˆncia afirmada no Teorema 2.6 e´ no sentido da Definic¸a˜o 2.2.
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variedade insta´vel local, respectivamente.
Es Es
Eu E
u
W sloc
W uloc
W sloc
W uloc
η
yy
U s
Uu
ηu
ηs
Fluxo ϕt Fluxo ϕ˜t
Figura 2.6: Variedade esta´vel local e variedade insta´vel local
A aplicac¸a˜o suave
η : Uu × U s → Eu ⊕ Es, (xu, xs) 7−→ (xu − ηs(xs), xs − ηu(xu))
satisfaz η(0) = 0 e dη(0) = 1. Da´ı, quando restrita a uma certa vizinhanc¸a de zero, η
e´ um difeomorfismo. A famı´lia de difeomorfismos locais definida por ϕ˜t := η ◦ ϕt ◦ η−1,
t > 0, satisfaz ϕ˜t(0) = 0 e dϕ˜t(0) = dϕt(0). Ale´m disso, uma vizinhanc¸a pequena de zero na
variedade esta´vel de ϕ˜t e´ uma vizinhanc¸a de zero em E
s e um resultado similar vale para a
variedade insta´vel.
Para refereˆncia posterior, fixe uma me´trica |.| em Rn compat´ıvel com a decomposic¸a˜o
Rn = Eu⊕Es, ou seja, sendo ‖.‖s a me´trica em Es e ‖.‖u a me´trica em Eu, enta˜o |xs⊕xu| =
max{‖xs‖s, ‖xu‖u}.
Passo 2 (Unicidade do ponto de intersec¸a˜o): Fixe bolas fechadas Bu ⊂ W uloc ⊂ Eu e
Bs ⊂ W sloc ⊂ Es em torno de y e defina V := Bu × Bs. Escolha u ∈ M̂xy e assuma,
sem perda de generalidade, que u ∈ Bs (caso contra´rio, substitua u por ϕT (u) para algum
T > 0 suficientemente grande). Escolha um disco k-dimensional Dk ⊂ W u(x) que inter-
secta transversalmente a o´rbita de O(u) precisamente em u. Para t ≥ 0, denote por Dkt a
componente conexa de ϕt(D
k) ∩ V contendo ϕt(u).
Escolha v ∈ M̂yz e defina o disco (n−k)-dimensional Dn−k−t ⊂ W s(z) de maneira similar,
mas com respeito ao fluxo reverso ϕ−t (veja Figura 2.7). Enta˜o existe t0 ≥ 0, tal que para
cada t ≥ t0 existe um u´nico ponto pt na intersec¸a˜o de Dkt e Dn−k−t .
A ideia da prova e´ representar Dkt e D
n−k
−t , para t > 0 suficientemente grande, como gra´fico
de aplicac¸o˜es suaves Ft : B
u → Bs e Gt : Bs → Bu, respectivamente. Como Dkt ∩ Dn−k−t
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y
u
W uloc
W sloc
Dkt
Dn−k−t
V = Bu ×Bs
Figura 2.7: U´nico ponto de intersecc¸a˜o pt ∈ Dkt ∩Dn−k−t ⊂ W u(x) ∩W s(z).
corresponde aos pontos fixos de Gt ◦ Ft : Bu → Bu, basta mostra que esta aplicac¸a˜o e´ uma
contrac¸a˜o estrita.
Sendo a intersec¸a˜o entre Dk e Bs transversal, pode-se aplicar o λ-lema (ver [15] Cap´ıtulo
2, Lema 7.2). Dado  > 0, o λ-lema assegura a existeˆncia de t0 > 0 tal que D
k
t e´  C
1-
pro´ximo de Bu, para todo t ≥ t0, e analogamente para Dn−k−t e Bs). Isto significa que
existem difeomorfismos
φt : B
u −→ Dkt , q 7−→ (φut (q), φst(q)),
γt : B
s −→ Dn−k−t , p 7−→ (γut (p), γst (p)),
tais que∣∣∣∣∣
(
q
0
)
−
(
φut (q)
φst(q)
)∣∣∣∣∣ < ,
∥∥∥∥∥
(
1
0
)
−
(
dφut (q)
dφst(q)
)∥∥∥∥∥ < , ∀q ∈ Bu,
∣∣∣∣∣
(
0
p
)
−
(
γut (p)
γst (p)
)∣∣∣∣∣ < ,
∥∥∥∥∥
(
0
1
)
−
(
dγut (p)
dγst (p)
)∥∥∥∥∥ < , ∀p ∈ Bs.
Da´ı, para  > 0 suficientemente pequeno, as aplicac¸o˜es φut e γ
s
t sa˜o invers´ıveis e as
aplicac¸o˜es desejadas sa˜o dadas por (veja Figura 2.8):
Ft(q) := φ
s
t ◦ (φut )−1(q), Gt(p) := γut ◦ (γst )−1(p).
A existeˆncia de um ponto fixo da aplicac¸a˜o suave Gt ◦ Ft : Bu → Bu segue do teorema do
ponto fixo de Brouwer.
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Dkt
ϕstq
(q˜, ϕst(ϕ
u
t )
−1q˜)
ϕt
W uloc
qyBu q˜ := ϕut q
Figura 2.8: O disco Dkt como gra´fico da
func¸a˜o Ft := φ
s
t ◦ (φut )−1.
ptDkt
pt+δ (d/dt)pt
−∇f(pt)
Dkt+δ
Dn−k−t−δ Dn−k−t
Figura 2.9: Variac¸a˜o do ponto de inter-
secc¸a˜o pk.
Usando as desigualdades acima, obte´m-se
‖d(Gt ◦ Ft)|q‖ =
∥∥dγut |(γst )−1Ftq ◦ d(γst )−1|Ftq ◦ dφst |(φut )−1q ◦ d(φut )−1|q∥∥
≤ 2 ∥∥d(γst )−1|Ftq∥∥ .∥∥d(φut )−1|q∥∥
≤ 2/(1− )2
A u´ltima expressa˜o e´ estritamente menor que 1 sempre que 0 <  < 1/2. A u´ltima
desigualdade foi obtida definindo S := d(ϕut )|q e aplicando a desigualdade triangular, donde
1 = ‖S−1 − S−1(1− S)‖ ≥ ‖S−1‖ − ‖S−1‖.‖1− S‖,
fornece uma estimativa para ‖S−1‖.
Pela Desigualdade do Valor Me´dio, Gt ◦ Ft e´ uma contrac¸a˜o estrita. O princ´ıpio da
contrac¸a˜o garante um u´nico ponto fixo. Ale´m disso, |pt| <
√
2.
Passo 3 (Aplicac¸a˜o de Colagem): Usando a notac¸a˜o do passo anterior, defina ρ0 := t0 e
u#ρv := pρ, para todo ∀ρ ∈ [ρ0,∞). Esta aplicac¸a˜o satisfaz as afirmac¸o˜es do teorema.
O campo vetorial de menos o gradiente e´ transversal aos discos Dkt e D
n−k
−t (caso contra´rio,
escolha Dk e Dn−k menores no passo 2). Isto implica que eles sa˜o “deslocado de si mesmo”
pelo fluxo, logo sua intersecc¸a˜o pt na˜o pode permanecer constante: (d/dt)pt 6= 0. Isto mostra
que u#.v e´ uma imersa˜o emMxz. Para mostrar que u#.v e´, de fato, uma imersa˜o em M̂xz,
basta garantir que pt na˜o varia ao longo de uma linha de fluxo, ou seja, basta que (d/dt)pt
e −∇f(pt) sejam linearmente independentes. O que ocorre, ja´ que caso contra´rio os discos
devem ser movidos ambos na direc¸a˜o de −∇f ou na direc¸a˜o oposta. No entanto, neste caso,
o disco Dkt move na direc¸a˜o de −∇f e Dn−k−t move na direc¸a˜o oposta. (Veja Figura 2.9.)
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Como dim(M̂xz) = 1, a aplicac¸a˜o u#.v : [t0,∞) → M̂xz e´ tambe´m um homeomorfismo
sobre sua imagem, e portanto, um mergulho.
Escolha uma sequeˆncia de nu´meros reais positivos l → 0. O λ-lema garante a existeˆncia
de uma sequeˆncia {t0,l}l∈N tal que Dkt e´ l C1-pro´ximo de Bu, sempre que t ≥ t0,l, e simi-
larmente para Dn−k−t . Dada qualquer sequeˆncia ti → ∞ de nu´meros reais suficientemente
grandes, pode-se escolher uma subsequeˆncia {t0,li}i∈N tal que ti ≥ t0,li . Segue que Dkti e Bu
sa˜o li C
1-pro´ximos e similarmente para Dn−k−ti e B
s. Da´ı |pt| <
√
2li → 0 quando i → ∞.
Isto prova que
|pt| → 0, quando t→∞.
Assim, a convergeˆncia de u#.v para a o´rbita quebrada (u, v) segue pelo mesmo argumento
feito na prova do Teorema 2.5. A unicidade do ponto de intersecc¸a˜o pt prova a afirmac¸a˜o
final do Teorema 2.6. 
2.2.4 Orientac¸a˜o de Mxy
O objetivo nessa subsec¸a˜o e´, empregando a teoria de topologia diferencial, introduzir
alguns conceitos os quais permitira˜o a definic¸a˜o do complexo de Morse-Witten. Essa subsec¸a˜o
e´ dividida em dois to´picos: uma breve introduc¸a˜o de “Orientac¸o˜es de Fibrados Vetoriais e
Variedades” e “Orientac¸a˜o de Mxy” que usa ferramentas do primeiro to´pico.
Orientac¸o˜es de Fibrados Vetoriais e Variedades
Para este to´pico as refereˆncias principais sa˜o [5] e [6].
Seja V um espac¸o vetorial de dimensa˜o finita n > 0. Duas bases ordenadas {e1, ..., en}
e {f1, · · · , fn} para V sa˜o equivalentes se o automorfismo A : V → V tal que Aei = fi,
com i ∈ {1, · · · , n}, tem determinante positivo, ou seja, se a matriz mudanc¸a de base tem
determinante positivo. E´ claro que a relac¸a˜o acima e´ de equivaleˆncia, e gera uma partic¸a˜o no
conjunto das bases ordenadas de V em duas classes. Uma orientac¸a˜o de V e´ a escolha ar-
bitra´ria de uma das classe de equivaleˆncia [e1, ..., en] das bases, logo existem duas orientac¸o˜es
poss´ıveis; se uma e´ denotada por ω enta˜o −ω denota a outra orientac¸a˜o. A ordem das bases
e´ importante, pois a troca de dois elementos numa base ordenada, produz uma nova base
com uma ordem diferente e com orientac¸a˜o oposta a` anterior.
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No caso de um espac¸o vetorial de dimensa˜o zero, e´ conveniente definir orientac¸a˜o sim-
plesmente como sendo a escolha de um sinal +1 ou −1.
Um espac¸o vetorial orientado e´ um par (V, ω) com ω uma orientac¸a˜o de V . Se L : V → V ′
e´ um isomorfismo de espac¸os vetoriais orientados (V, ω) e (V ′, ω′), com ω = [e1, ..., en], enta˜o
Lω = [Le1, ..., Len] e´ uma orientac¸a˜o de V
′, a orientac¸a˜o induzida por L. Um isomorfismo
L : V → V ′ preserva orientac¸a˜o se Lω = ω′; caso contra´rio L reverte orientac¸a˜o.
A orientac¸a˜o padra˜o ωn de Rn com n > 0 e´ [e1, . . . , en], onde cada ei e´ o i-e´simo vetor
unita´rio. A orientac¸a˜o padra˜o para R0 e´ +1.
Seja 0 −→ E ′ α−→ E β−→ E ′′ −→ 0 uma sequeˆncia exata curta de espac¸os vetoriais.
Dadas orientac¸o˜es ω′ = [e1, ..., en] de E ′ e ω′′ = [f1, ..., fm] de E ′′, uma orientac¸a˜o ω de
E e´ definida por ω = [α(e1), ..., α(en), g1, ..., gm] onde β(gi) = fi. E´ fa´cil verificar que
esta orientac¸a˜o independe da escolha dos vetores g′is. Mais geralmente, uma orientac¸a˜o em
qualquer par de dois espac¸os que constituem a sequeˆncia exata acima induz uma orientac¸a˜o
do terceiro espac¸o de forma u´nica:
ω = ω′ ⊕ ω′′, ω′ = ω/ω′′, ω′′ = ω/ω′.
Agora, seja ξ = (p, E,B) um fibrado vetorial. Uma orientac¸a˜o para ξ e´ uma famı´lia
ω = {ωx}x∈B, onde ωx e´ uma orientac¸a˜o da fibra Ex de forma que ξ tenha um atlas A com
a seguinte propriedade: se ϑ : ξ|U → Rn esta´ em A enta˜o ϑx : (Ex, ωx)→ (Rn, ωn) preserva
orientac¸a˜o. A famı´lia ω e´ chamada de famı´lia coerente de orientac¸o˜es das fibras, e A
de atlas orientado. Se ξ tem uma orientac¸a˜o ω, enta˜o ξ e´ dito orienta´vel e o par (ξ, ω) e´ um
fibrado vetorial orientado.
Abaixo encontra-se alguns resultados a serem utilizados cujas demonstrac¸o˜es podem ser
encontradas em [6].
Proposic¸a˜o 2.4. Todo fibrado vetorial sobre uma variedade M simplesmente conexa e´ ori-
enta´vel.
Seja 0 → ξ′ → ξ → ξ′′ → 0 uma sequeˆncia exata curta de fibrados vetoriais. Dadas
orientac¸o˜es ω′ e ω′′ para ξ′ e ξ′′, respectivamente, a famı´lia ω = {ωx}x∈B de orientac¸o˜es das
fibras de ξ e´ obtida tomando-se ωx = ω
′
x⊕ω′′x; ω definido desta forma e´ uma famı´lia coerente
de orientac¸o˜es, logo e´ uma orientac¸a˜o para ξ. Orientac¸o˜es em quaisquer dois par de fibrados
vetoriais ξ′, ξ, ξ′′ determina, de maneira u´nica, uma orientac¸a˜o para o terceiro fibrado, em
particular:
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Proposic¸a˜o 2.5. Seja 0 → ξ′ → ξ → ξ′′ → 0 uma sequeˆncia exata curta de fibrados
vetoriais. Dois dos fibrados ξ, ξ′, ξ′′ sa˜o orienta´veis se e somente se o terceiro for orienta´vel.
A partir disto, uma variedade M e´ dita orienta´vel se o fibrado tangente TM e´ um
fibrado vetorial orienta´vel, isto e´, uma orientac¸a˜o para M e´ uma orientac¸a˜o para TM ; uma
variedade orientada e´ um par (M,ω), onde ω e´ uma orientac¸a˜o para M . Se M e´ conexa
e orienta´vel enta˜o M admite exatamente duas orientac¸o˜es.
Como corola´rio da Proposic¸a˜o (2.4), segue:
Corola´rio 2.1. Qualquer variedade simplesmente conexa e´ orienta´vel.
Se (M,ω) e (N, θ) sa˜o duas variedades orientadas, um difeomorfismo f : M → N
preserva orientac¸a˜o se Tf : TM → TN preserva orientac¸a˜o, ou seja Tfω = θ. Caso
contra´rio, f reverte orientac¸a˜o. Quando M e´ conexa, f tem que preservar ou reverter
orientac¸a˜o. Assim, para determinar qual dessas situac¸o˜es acontece, basta ver o que acontece
com Tpf .
Orientac¸a˜o de Mxy
Daqui em diante, assuma que (g, f) e´ um par Morse-Smale. Pela Observac¸a˜o 2.1 as
variedades W u(x) e W s(y) sa˜o contra´teis para quaisquer x, y ∈ Crit(f); usando o Corola´rio
2.1 segue que estas variedades sa˜o orienta´veis.
O pro´ximo teorema garante que, dados x, y ∈ Crit(f), a variedade conectante Mxy e o
espac¸o moduli M̂xy sa˜o variedades orienta´veis. De fato, o Teorema 2.7 afirma que, dadas
orientac¸o˜es de W u(x) e W u(y), estas induzem orientac¸o˜es em Mxy e em M̂xy, denotadas
por [Mxy]ind e [M̂xy]ind, respectivamente.
Teorema 2.7. Fixe uma orientac¸a˜o arbitra´ria para W u(x), ∀x ∈ Crit(f) e indf (x) > 0.
Enta˜o, para todo x, y ∈ Crit(f), Mxy e M̂xy herdam uma orientac¸a˜o induzida [Mxy]ind e
[M̂xy]ind, respectivamente.
Demonstrac¸a˜o: Primeiramente, lembre que uma orientac¸a˜o para uma variedade e´ uma
orientac¸a˜o para seu fibrado tangente.
Dados x, y ∈ Crit(f), com indf (x), indf (y) > 0, fixe arbitrariamente orientac¸o˜es para
W u(x) e W u(y). Se Mxy = ∅, na˜o ha´ o que fazer. Suponha que Mxy 6= ∅.
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ComoW u(x) t W s(y), segue do Teorema (2.3) que o fibrado tangente TW u(x) decompo˜e-
se ao longo de Mxy do seguinte modo:
TMxyW
u(x) ' TMxy ⊕ VMxyW s(y), (2.4)
onde o u´ltimo termo denota o fibrado normal de W s(y) restrito a` Mxy. O objetivo e´
mostrar que TMxy e´ orienta´vel e determinar uma orientac¸a˜o [TMxy]ind de TMxy a par-
tir das orientac¸o˜es de TW u(x) e TW u(y). Pelo Corola´rio 2.5, basta mostrar que TMxyW
u(x)
e VMxyW s(y) sa˜o fibrados vetoriais orienta´veis.
Sendo TW u(x) um fibrado orientado, TMxyW
u(x) tambe´m o e´, pois a restric¸a˜o de um
fibrado vetorial orientado a uma subvariedade e´ um fibrado vetorial orientado. Ale´m disso,
como W s(y) e´ contra´til, VW s(y) e´ orienta´vel. Sua orientac¸a˜o e´ determinada pela orientac¸a˜o
de uma u´nica fibra. A escolha natural e´ a fibra sobre y, pois esta e´ isomorfa ao espac¸o
vetorial orientado TyW
u(y) via o isomorfismo que preserva orientac¸a˜o:
TyW
u(y)⊕ TyW s(y) ' TyM ' VyW s(y)⊕ TyW s(y).
Restringindo o fibrado vetorial orientado VW s(y) a` subvariedade Mxy obte´m-se o fibrado
vetorial orientado VMxyW s(y).
. Para determinar a orientac¸a˜o induzida em M̂xy, considere o isomorfismo:
TM̂xyMxy ' R⊕ TM̂xy,
onde a orientac¸a˜o de [TM̂xyMxy]ind e´ dada pela restric¸a˜o do fibrado vetorial orientado TMxy
e a orientac¸a˜o do fibrado linear e´ dada por −∇f . 
As orientac¸o˜es induzidas [Mxy]ind nas variedades conectantesMxy, com x e y variando no
conjunto dos pontos cr´ıticos de f e tendo ı´ndice relativo igual a 1, sera˜o essenciais na definic¸a˜o
do complexo de Morse-Witten. Segundo a demonstrac¸a˜o do Teorema 2.7, o procedimento
para obter tais orientac¸o˜es e´:
• Para cada ponto x ∈ Crit(f), com indf (x) > 0, fixe arbitrariamente uma orientac¸a˜o
para W u(x);
• Considere o espac¸o VyW s(y) com orientac¸a˜o compat´ıvel a` orientac¸a˜o de W u(y);
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• Atrave´s do isomorfismo que preserva orientac¸a˜o (2.4), determine a orientac¸a˜o [Mxy]ind.
O Teorema 2.7 exigi que os ı´ndices dos pontos cr´ıticos sejam maiores que zero. Ora, se
indf (y) = 0 enta˜o VyW s(y) = 0. Da´ı, TMxyW u(x) ' TMxy, de onde segue a orientac¸a˜o de
Mxy no caso em que indf (y) = 0.
Note que na˜o ha´ restric¸o˜es sobre a orientabilidade da variedade Riemanniana M . Como
exemplos sera˜o vistos um no caso orienta´vel e outro no caso na˜o-orienta´vel.
Exemplo 2.3 (Esfera 2-dimensional deformada). Considere a variedade S2 e a func¸a˜o
altura f : M → R, como na Figura 2.10. A func¸a˜o f e´ de Morse com 4 pontos cr´ıticos:
dois pontos repulsores x e x′, um ponto de sela y e um ponto atrator z. Veja que f e´, de
fato, uma func¸a˜o de Morse-Smale, pois o fluxo gradiente negativo oriundo de f na˜o possui
conexa˜o entre pontos cr´ıticos de mesmos ı´ndices.
f
y
z
21
1
12
Myz a
x
x′
Mxy
Mx′y
TxW
u(x)
Figura 2.10: Func¸a˜o altura em S2.
Considerando as orientac¸o˜es para as variedades insta´veis fixadas na Figura 2.10, o obje-
tivo e´ encontrar as orientac¸o˜es dadas pelo Teorema 2.7 para as variedades conectantes.
Como z tem ı´ndice de Morse nulo, a orientac¸a˜o de M`z e´ facilmente obtida, pois esta
e´ induzida pela orientac¸a˜o de T`W
u(`); onde ` ∈ {x, x′, y}. Ja´ as orientac¸o˜es [Mxy]ind
e [Mx′y]ind requerem um pouco mais de atenc¸a˜o, elas sa˜o obtidas atrave´s do isomorfismo
(2.4). Uma boa maneira de encontrar estas orientac¸o˜es e´ via a representac¸a˜o planar do fluxo
em questa˜o, como na Figura 2.11. Veja que a unia˜o no infinito do retaˆngulo com o ponto z
fornece a esfera S2. Nesta representac¸a˜o, o vetor 2′ e´ obtido da orientac¸a˜o de W u(y) (que e´
compat´ıvel com a orientac¸a˜o de VyW s(y)). O vetor 1′ e´ escolhido de forma que a orientac¸a˜o
dada pela base {1′, 2′} seja compat´ıvel com a orientac¸a˜o de W u(x), isto e´, a orientac¸a˜o dada
pela base {1, 2}. O vetor 1′ determina a orientac¸a˜o [Mxy]ind, assim a orientac¸a˜o [Mxy]ind e´
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oposta a` orientac¸a˜o dada pelo fluxo em Mxy, como mostra a Figura 2.12. Analogamente,
obte´m-se os vetores 1′′ e 2′′ e a orientac¸a˜o [Mx′y]ind. M
y
z
2
1 1 1
2
x x′
2′
1′ 1′′
2′′
Figura 2.11: Representac¸a˜o planar do
fluxo em S2.
y
z
x
x′
u1
u2
v2
v1
Figura 2.12: Orientac¸o˜es induzidas nas
variedades conectantes.
Exemplo 2.4 (Plano Projetivo Real). Vendo o plano projetivo real como o disco unita´rio
em R2 com os pontos de fronteiras identificados, considere a func¸a˜o de Morse, como na Figura
2.13, tendo precisamente treˆs pontos cr´ıticos x, y e z com respectivos ı´ndices de Morse: 2,
1 e 0. Considere as orientac¸o˜es das variedades insta´veis dadas na figura. A orientac¸a˜o
de Mlz coincide com a orientac¸a˜o da variedade insta´vel de l, para l = x, y. A variedade
conectanteMyz tem duas componentes conexas, cada uma sendo uma linha de fluxo. Assim
a orientac¸a˜o de cada componente conexa de Myz coincide com a orientac¸a˜o da variedade
insta´vel de y, como mostra a Figura 2.13. Ja´ a orientac¸a˜o [Mxy]ind e´ obtida pelo isomorfismo
(2.4). A variedadeMxy tambe´m tem duas componentes conexas, cada uma sendo uma linha
de fluxo. A orientac¸a˜o induzida por [Mxy]ind nestas linhas coincidem com a orientac¸a˜o dada
pelo fluxo. M
x
x
yy
1
2
1
[Myz]ind
[Mxy]ind
Figura 2.13: Func¸a˜o de Morse em RP 2.
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Dados x, y, z ∈ Crit(f) com ı´ndices de Morse k + 1, k, k − 1, respectivamente, u ∈ M̂xy
e v ∈ M̂yz, a aplicac¸a˜o de colagem de o´rbitas u#ρv = pρ dada no Teorema 2.6 induz uma
aplicac¸a˜o de colagem de orientac¸o˜es
σ# : Or(Muxy)×Or(Mvyz) −→ Or(Mu#ρvxz ), ρ ∈ [ρ0,∞),
onde Muxy denota a componente conexa de Mxy contendo u. Denote por [u˙] a orientac¸a˜o
de Muxy dada pelo fluxo. A orientac¸a˜o de uma k-dimensional fibra determinada por uma k-
upla ordenada de vetores e´ denotada por 〈v1, . . . , vk〉. Denote por [〈v1, . . . , vk〉] a orientac¸a˜o
resultante em todo o fibrado vetorial. A aplicac¸a˜o σ# e´ definida no caso da orientac¸a˜o dada
pelo fluxo por (veja Figura 2.9)
σ#([u˙], [v˙]) :=
[〈
−∇f(pρ),− d
dρ
(pρ)
〉]
,
e no caso geral por
σ#([Muxy], [Mvyz]) := abσ#([u˙], [v˙]) (2.5)
onde a, b ∈ {±1} sa˜o determinados por [Muxy] = a[u˙] e [Mvyz] = b[v˙].
Exemplo 2.5. Para melhor compreensa˜o da aplicac¸a˜o de colagem de orientac¸o˜es, considere
novamente a esfera S2 e o fluxo Morse-Smale vistos no Exemplo 2.3.
Sendo x′, y e z pontos cr´ıticos com ı´ndices consecutivos, pelo Teorema 2.6, existe um
nu´mero real ρ0 > 0 e um mergulho (u2, ρ, v1) 7→ u2#ρv1. Na Figura 2.14 a` esquerda sa˜o
mostrados alguns pontos da imagem desse mergulho.
Deste modo, a aplicac¸a˜o u2#ρv1 induz uma aplicac¸a˜o de colagem de orientac¸o˜es. Na
Figura 2.14 a` direita, os vetores −∇f(ρ2) e −(d/dρ)(pρ2) sa˜o ilustrados. M
y
z
u2
v1
y
z
x′ x′
u2#ρ0v1
u2#ρ1v1
u2#ρ2v1 −∇f(pρ2)
−(d/dρ)(pρ2)
Figura 2.14: Exemplo de aplicac¸a˜o colagem.
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Veja ainda que a orientac¸a˜o de Mx′z dada pela aplicac¸a˜o de colagem e a dada pelo
Teorema 2.7 coincidem. O teorema a seguir mostra que este fato sempre acontece.
Teorema 2.8. A aplicac¸a˜o de colagem σ# e a orientac¸a˜o provida pelo Teorema 2.7 sa˜o
compat´ıveis no seguinte sentido
σ#([Muxy]ind, [Mvyz]ind) = [Mu#ρvxz ]ind.
Demonstrac¸a˜o: Defina nu ∈ {+1,−1} pela identidade [Muxy]ind = nu[u˙], enta˜o
σ#([Muxy]ind, [Muyz]ind) = nunvσ#([u˙], [v˙])
= nunv
[〈
−∇f(pρ),− d
dρ
(pρ)
〉]
. (2.6)
Para comparar o lado direito da equac¸a˜o (2.6) com [Mu#ρvxz ]ind, e´ necessa´rio relacionar
as orientac¸o˜es induzidas dos fibrados TMuxy, TMvyz e TMu#ρvxz . Infelizmente, as variedades
bases destes fribrados na˜o teˆm ponto em comum. Por outro lado, o ponto cr´ıtico y pertence ao
fecho das treˆs variedades bases e os treˆs fibrados tangentes mencionados podem ser estendidos
ao ponto y. Isto e´ devido a` existeˆncia dos limites6
lim
t→∞
(d/dt)ϕtu
‖(d/dt)ϕtu‖ =: u(+∞), limt→−∞
(d/dt)ϕtv
‖(d/dt)ϕtv‖ =: v(−∞).
Considerando a mesma notac¸a˜o para o fibrado estendido ao ponto y e usando duas vezes o
isomorfismo em (2.4), obte´m-se que as fibras sobre y esta˜o relacionadas por
[TyW
u(x)] = [TyMuxy]ind ⊕ [VyW s(y)]ind
= [TyMuxy]ind ⊕ [TyW u(y)]ind
= [TyMuxy]ind ⊕ [TyMvyz]ind ⊕ [VyW s(z)]ind.
E como y = limρ→∞ pρ
[TyW
u(x)] = [TyMu#ρvxz ]ind ⊕ [VyW s(z)]ind.
6Aqui o fato de y ser um ponto cr´ıtico na˜o degenerado e´ crucial e u(+∞) e v(−∞) sa˜o autovetores da
Hessiana de f em y correspondendo a autovaloes positivos e negativos, respectivamente.
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Da´ı,
[TyMu#ρvxz ]ind = [TyMuxy]ind ⊕ [TyMvyz]ind = nunv[u(+∞)]⊕ [v(−∞)].
Os pares 〈u(+∞), v(−∞)〉 e 〈−∇f(pρ),− ddρ(pρ)〉 representam a mesma orientac¸a˜o deM
u#ρv
xz .
Pela igualdade (2.6) isto prova o teorema. 
2.3 O Complexo de Morse-Witten
Enfim, as ferramentas necessa´rias para a construc¸a˜o do complexo de Morse-Witten foram
estabelecidas.
Ao longo desta sec¸a˜o, considere M uma variedade Riemanniana suave e fechada de di-
mensa˜o finita n. Seja f : M → R uma func¸a˜o de Morse. Escolha de forma arbitra´ria uma
orientac¸a˜o para cada variedade insta´vel dos pontos cr´ıticos de f e denote este conjunto de
escolhas por Or.
Definic¸a˜o 2.4. O grupo graduado de Morse CM∗(M, f) = {CMk(M, f)}, associado
a uma func¸a˜o de Morse f : M → R, com coeficientes inteiros e graduado pelos ı´ndices de
Morse, e´ definido por:
1. CMk(M, f) = 0, se k < 0;
2. se k ≥ 0, CMk(M, f) e´ o grupo abeliano livre gerado pelo conjunto Critk(f), ou seja,
CMk(M, f) :=
⊕
x∈Critk(f)
Z〈x〉, k ∈ Z.
onde Critk(f) e´ o conjunto dos pontos cr´ıticos de f de ı´ndice k.
Na definic¸a˜o acima, 〈x〉 denota o par consistindo do ponto cr´ıtico x e a orientac¸a˜o de
TxW
u(x).
Com a finalidade de simplificar a notac¸a˜o, o k-e´simo grupo de cadeia de Morse
CMk(M, f) sera´ denotado apenas por Ck(f) e o grupo graduado de Morse CM∗(M, f) por
C∗(f). Veja que os grupos de cadeia de Morse sa˜o finitamente gerados pois uma func¸a˜o de
Morse admite um nu´mero finito de pontos de cr´ıticos.
Seja g uma me´trica Riemanniana em M . Se (g, f) na˜o for um par Morse-Smale enta˜o
pode-se substituir (g, f) localmente em C1 por um par (g˜, f˜) Morse-Smale, de acordo com
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o Teorema 2.2. Como o tipo de Morse7 e´ localmente constante, os grupos de cadeia sa˜o
isomorfos. Deste modo, assuma, sem perda de generalidade, que (g, f) e´ um par Morse-
Smale.
Assuma que indf (x) − indf (y) = 1 e seja u ∈ M̂xy. A o´rbita O(u) e´ uma componente
conexa de Mxy, logo tem orientac¸a˜o induzida [O(u)]ind. Denotando a orientac¸a˜o induzida
em O(u) pelo fluxo tangente por [u˙], o sinal caracter´ıstico nu = nu(Or) da o´rbita atrave´s
de u e´ definido por meio da igualdade
[O(u)]ind = nu[u˙].
Definic¸a˜o 2.5. O operador bordo de Morse-Witten ∂ck(x) : Ck(f) −→ Ck−1(f) e´ definido nos
geradores x de Ck(f) por
∂ck〈x〉 :=
∑
y∈Critk−1(f)
n(x, y)〈y〉, n(x, y) =
∑
u∈M̂xy
nu, (2.7)
e e´ estendido a toda cadeia por linearidade.
O Corola´rio 1.1 garante que uma func¸a˜o de Morse admite apenas uma quantidade finita
de pontos cr´ıticos, logo a primeira soma em (2.7) e´ finita. Ja´ o Teorema 2.4 garante que
M̂xy e´ formado por uma quantidade finita de pontos, o que garante que a segunda soma em
(2.7) tambe´m e´ finita.
O pro´ximo passo e´ mostrar que o grupo graduado de Morse C∗(f) juntamente com o
operador bordo ∂c∗ formam um complexo de cadeia (o complexo de Morse-Witten). Mas
antes disso, dois exemplos:
Exemplo 2.6 (Esfera 2-dimensional deformada). Retomando o Exemplo 2.3, onde
tem-se um fluxo de Morse-Smale em S2, os grupos de cadeia de Morse e o operador bordo
de Morse-Witten esta˜o bem definidos, para este caso. Veja que os grupos de cadeia sa˜o:
C2(f) = Z〈x〉 ⊕ Z〈x′〉, C1(f) = Z〈y〉, C0(f) = Z〈z〉 e Ck(f) = 0, para k ∈ Z \ {0, 1, 2}. Da
Figura 2.12 tem-se que nu1 = −1, nu2 = −1, nv1 = +1 e nv2 = −1. Logo,
n(x, y) = nu1 = −1, n(x′, y) = nu2 = −1, n(y, z) = nv1 + nv2 = +1− 1 = 0.
7O tipo de Morse de uma func¸a˜o f e´ definido pelo nu´mero de pontos cr´ıticos juntamente com seus
respectivos ı´ndices de Morse.
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E os operadores ∂c2 : C2(f)→ C1(f), ∂c1 : C1(f)→ C0(f) e ∂c0 : C0(f)→ 0¯ sa˜o definidos
nos geradores por:
∂c2〈x〉 = −〈y〉, ∂c2〈x′〉 = −〈y〉, ∂c1〈y〉 = 〈z〉 − 〈z〉 = 0 ∂c0〈z〉 = 0.
Para todo k ∈ Z com k 6= 0, 1, 2, tem-se que ∂ck e´ o operador nulo. M
Exemplo 2.7 (Plano Projetivo Real). Considerando o fluxo de Morse-Smale no plano
projetivo real visto no Exemplo 2.4, os grupos de cadeias sa˜o: C2(f) = Z〈x〉, C1(f) = Z〈y〉,
C0(f) = Z〈z〉 e Ck(f) = 0, para k ∈ Z \ {0, 1, 2}. Os sinais caracter´ısticos das o´rbitas que
passam por u1, u2, v1 e v2 sa˜o 1, 1, 1 e −1, respectivamente. Logo, n(x, y) = u1 + u2 = 2 e
n(y, z) = v1 + v2 = 0. E, consequentemente, os operadores bordo sa˜o definidos nos geradores
por:
∂c2 : C2(f)→ C1(f) ∂c1 : C1(f)→ C0(f) ∂c0 : C0(f)→ 0¯
〈x〉 7→ 2〈y〉 〈y〉 7→ 0 vjfjvg〈z〉 7→ 0
e ∂ck e´ o operador nulo para k ∈ Z\{0, 1, 2}. M
Para provar que (∂c∗)
2 = 0 sera˜o estudadas as componentes 1-dimensional dos espac¸os
moduli. Nesse sentido, fixe x ∈ Critk(f) e z ∈ Critk−2(f). Pelo Teorema 2.3 o espac¸o de
o´rbitas M̂xz e´ uma variedade (sem fronteira) de dimensa˜o 1 e, portanto, suas componentes
conexas M̂ixz sa˜o difeomorfas ao intervalo (0, 1) ou a` esfera unita´ria S1. Veja a Figura 2.15.
x
z
y
y˜u
u˜
v v˜
z
x
Mixz
Mixz
Mjxz
Mjxz
Figura 2.15: M̂ixz ' (0, 1) e M̂jxz ' S1
Proposic¸a˜o 2.6. Sejam x ∈ Critk(f) e z ∈ Critk−2(f), enta˜o:
1. O conjunto das o´rbitas quebradas de ordem 2 entre x e z
B1xz := {(u, v) | u ∈ M̂xy, v ∈ M̂yz, para algum y ∈ Critk−1(f)}
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corresponde exatamente aos “extremos” das componentes conexas na˜o-compactas de
M̂xz.
2. Duas o´rbitas quebradas (u, v) e (u˜, v˜) correspondentes a mesma componente conexa
M̂ixz sa˜o chamadas cobordantes. Ale´m disso, seus sinais caracter´ısticos satisfazem:
nunv + nu˜nv˜ = 0.
Demonstrac¸a˜o: Seja M̂ixz uma componente conexa na˜o-compacta de M̂xz. No para´grafo
anterior, foi visto que M̂ixz ≈ (0, 1). Pelo Teorema 2.5, M̂ixz e´ compacto via o´rbitas que-
bradas; da´ı, tomando duas sequeˆncias em (0, 1) uma convergindo a 0 e a outra a 1, obte´m-se
duas o´rbitas quebradas (u, v) e (u˜, v˜) com u, u˜ ∈ M̂xy e v, v˜ ∈ M̂yz, onde cada o´rbita
quebrada corresponde a um extremo de M̂ixz. A u´ltima afirmac¸a˜o do Teorema 2.6 implica
que (u, v) 6= (u˜, v˜). (No entanto pode ocorrer que u = u˜ e v 6= v˜.) O Teorema da Co-
lagem tambe´m garante que cada o´rbita quebrada (u, v) corresponde a um extremo de uma
componente na˜o-compacta de M̂xz. Com isto conclui-se a prova de (i).
Para provar (ii), basta usar a Definic¸a˜o 2.4, o Teorema 2.8 e o fato de que u#ρv ∈Mixz
e u˜#ρv˜ ∈Mixz para obter a seguinte igualdade de orientac¸o˜es de Mixz:
nunv
[〈
∇f(pρ), d
dρ
pρ
〉]
= nunvσ
#([u˙], [v˙]) = σ#([Muxy]ind, [Mvyz]ind)
= [M̂u#ρvxz ]ind = [M̂u˜#ρv˜xz ]ind
= σ#([Mu˜xy]ind, [Mv˜yz]ind) = nu˜nv˜σ#([ ˙˜u], [ ˙˜v])
= nu˜nv˜
[〈
∇f(p˜ρ), d
dρ
p˜ρ
〉]
= −nu˜nv˜
[〈
∇f(pρ), d
dρ
pρ
〉]
.
A u´ltima igualdade e´ va´lida, pois ambos os vetores (d/dρ)p˜ρ e (d/dρ)pρ apontam para fora
ao longo da fronteira de M̂ixz. 
O pro´ximo teorema afirma que a aplicac¸a˜o ∂c apresentada na Definic¸a˜o 2.5 e´ de fato um
operador bordo, ou seja, ∂c ◦ ∂c = 0.
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Teorema 2.9 (Operador Bordo). O operador bordo de Morse-Witten satisfaz
∂ck−1∂
c
k = 0, para todo k ∈ Z.
Demonstrac¸a˜o: Pela definic¸a˜o e linearidade de ∂, definic¸a˜o de B1xz e pela Proposic¸a˜o 2.6
segue que
∂ck−1∂
c
kx =
∑
z∈Critk−2(f)
 ∑
y∈Critk−1(f)
n(x, y)n(z, y)
 z
=
∑
z∈Critk−2(f)
 ∑
y∈Critk−1(f)
∑
u∈M̂xy
∑
v∈M̂yz
nunv
 z
=
∑
z∈Critk−2(f)
 ∑
(u,v)∈B1xz
nunv
 z
=
∑
z∈Critk−2(f)
(∑
(nuinvi + nu˜inv˜i)
)
z
= 0
onde a u´ltima soma e´ sobre as componentes conexas M̂ixz de M̂xz difeomorfas a (0, 1). 
Desta maneira, o par (C∗(f), ∂c∗) formado pelo grupo graduado de Morse juntamente com
o operador bordo de Morse-Witten, formam um complexo de cadeia, chamado complexo
de Morse-Witten .
Definic¸a˜o 2.6. Dadas uma variedade fechada e suave de dimensa˜o finita M , uma func¸a˜o
de Morse f e uma me´trica Riemanniana g em M de forma que a condic¸a˜o de Morse-Smale
seja satisfeita, denote por Or uma escolha de orientac¸o˜es de todas as variedades insta´veis
associadas ao campo vetorial −∇f . Enta˜o os grupos de homologia de Morse com
coeficientes inteiros sa˜o definidos por
HMk(M) = HMk(M ; f, g, Or;Z) :=
ker ∂ck
im ∂ck+1
, ∀ k ∈ Z.
Pelo Teorema da Transversalidade 2.2, pode-se definir os grupos de homologia de Morse
para qualquer par (g, f), Morse-Smale ou na˜o, e para qualquer escolha de orientac¸a˜o Or.
Como estes grupos sa˜o todos naturalmente isomorfos, a notac¸a˜o usada sera´ HM∗(C∗(f), ∂c∗).
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(Para mais detalhes veja [23], Sec¸a˜o 4.)
Finalmente, segue o seguinte teorema que confirma o poder do complexo de Morse-
Witten:
Teorema 2.10 (Teorema da Homologia de Morse). A homologia de Morse do com-
plexo (C∗(f), ∂c∗) e´ isomorfa a` homologia singular da variedade M , ou seja,
Hk(M) ≈ HMk(C∗(f), ∂c∗) =
ker ∂ck
im ∂ck+1
.
A demonstrac¸a˜o deste resultado e´ feita no Cap´ıtulo 5, atrave´s de ferramentas da Teoria
de Conley.
Como corola´rio do Teorema 2.10, segue as desigualdades de Morse.
Corola´rio 2.2. Seja f : M → R uma func¸a˜o de Morse e denote por ck o nu´mero de pontos
cr´ıticos de f de ı´ndice k e por bk = rankHk(M,Z) o k-e´simo nu´mero de Betti 8. Enta˜o
ck − ck−1 + · · ·+ (−1)kc0 ≥ bk − bk−1 + · · ·+ (−1)kb0,
para todo 0 ≤ k ≤ n = dim(M), e a igualdade vale quando k = n.
Observac¸a˜o 2.2. O complexo de Morse-Witten pode ser definido para coeficientes em qual-
quer grupo abeliano G, para isto, basta definir Ck(f,G) = G ⊗ Ck(f), para todo k ∈ Z,
e
∂ck(G) = 1G ⊗ ∂ck : Ck(f,G) −→ Ck−1(f,G).
O u´ltimo teorema e o Teorema dos coeficientes universais garantem que a homologia singular
da variedade com coeficientes em G e´ isomorfa a` homologia de Morse, com coeficentes em
G, ou seja,
Hk(M,G) ≈ HMk(M,G) = ker ∂
c
k(G)
im ∂ck+1(G)
.
2.4 Definic¸a˜o alternativa de n(x,y)
O operador bordo de Morse-Witten pode ser caracterizado em termos de nu´meros de
intersecc¸a˜o. Nesta sec¸a˜o sera´ mostrada tal construc¸a˜o.
8O rank de Hk(M,Z) e´ a cardinalidade uma base de sua parte livre.
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Primeiramente, relembre que dada uma variedade orienta´vel X de dimensa˜o finita n,
sejam Y e Z duas subvariedades compactas de X, tais que Y t Z e dimY + dimZ = n,
por (2.3) segue que dim(Y ∩ Z) = 0, ou seja, Y ∩ Z e´ um conjunto discreto, logo finito pela
compacidade das subvariedades.
Seja [v1, v2, . . . , vk] a orientac¸a˜o de TxY e [vk+1, vk+2, . . . , vn] a orientac¸a˜o de TxZ, se
[v1, . . . , vk, vk+1, . . . , vn] coincide com a orientac¸a˜o de TxM , enta˜o defina sgn(x) = +1, caso
contra´rio, defina sgn(x) = −1. Neste caso especial, o nu´mero de intersecc¸a˜o entre Y e
Z em relac¸a˜o a` X, denotado por I(Y, Z;X), e´ definido da seguinte maneira:
I(Y, Z;X) =
∑
x∈Y ∩Z
sgn(x).
v1
v2−1Y
Z
+1
−1 Z ′
Y ′
2,ω2 )( , )(
3 ω3
Figura 2.16: Nu´mero de intersecc¸a˜o: I(Y, Z;R2) = 0 e I(Y ′, Z ′;R3) = −1.
Os exemplos da Figura 2.16 ilustram como calcular o nu´mero de intersecc¸a˜o entre duas
curvas em R2 no primeiro caso, e entre uma curva e uma superf´ıcie em R3 no segundo caso.
Para mais detalhes sobre nu´mero de intersecc¸a˜o veja [5] ou [6].
Em [19], Salamon mostra a relac¸a˜o existente entre nu´mero de intersecc¸a˜o e o operador
bordo de Morse-Witten, que sera´ abordada a partir de agora . Nesse sentido, sejam M
uma variedade n-dimensional orientada e f uma func¸a˜o de Morse-Smale em M . O conjunto
de n´ıvel f−1(a) = {z ∈ M : f(z) = a} e´ uma subvariedade orientada de M para todo
valor regular a. Mais precisamente, uma base {ξ2, ..., ξn} de Txf−1(a) e´ dita positiva se
{−∇f(x), ξ2, ..., ξn} define uma base positiva para TxM . (E´ claro que {−∇f(x), ξ2, ..., ξn} e´
uma base para TxM , pois ∇f(x) e´ ortogonal ao conjunto de n´ıvel f−1(a). )
Sejam x, y ∈ Crit(f) de modo que o ı´ndice relativo entre x e y seja 1. Escolhida uma
orientac¸a˜o para Eu(x) = TxW
u(x), esta induz uma orientac¸a˜o em Es(x) = TxW
s(x) atrave´s
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do isomorfismo que preserva orientac¸a˜o TxM ≈ Es(x)⊕Eu(x). Segue que a esfera insta´vel
W ua (x) = W
u(x) ∩ f−1(a)
herda uma orientac¸a˜o de W u(x) e a esfera esta´vel
W sa (y) = W
s(y) ∩ f−1(a)
herda uma orientac¸a˜o de W s(y). As variedades W ua (x) e W
s
a (y) sa˜o orientadas usando a
mesma convenc¸a˜o utilizada para orientar f−1(a).
O nu´mero de intersec¸a˜o entre W ua (x) e W
s
a (y) vistos como subvariedades de f
−1(a) esta´
bem definido, pois
W ua (x) ∩W sa (y) = W u(x) ∩W s(y) ∩ f−1(a) ≈ M̂xy,
que e´ uma 0-variedade, pelo Teorema 2.3 ja´ que o ı´ndice relativo entre x e y e´ 1.
O inteiro n(x, y) que aparece no operador bordo do complexo de Morse-Witten coincide
com o nu´mero de intersec¸a˜o, I(W ua (x),W
s
a (y); f
−1(a)), de W ua (x) e W
s
a (y) em f
−1(a). E por
isso, o inteiro n(x, y) e´ chamado de nu´mero de intersecc¸a˜o com respeito a x e y.
Observe que a definic¸a˜o de nu´mero de intersecc¸a˜o, dada no in´ıcio desta sec¸a˜o, abrange
apenas as variedades orienta´veis. E, como foi visto, o complexo de Morse-Witten e´ definido
para qualquer variedade fechada de dimensa˜o finita, sendo esta orienta´vel ou na˜o. No caso de
M ser na˜o-orienta´vel, para expressar o nu´mero n(x, y) em termos de nu´mero de intersecc¸a˜o,
deve-se considerar o levantamento Z2-invariante de f para o recobrimento duplo orientado
de M .
Exemplo 2.8 (Esfera 2-dimensional deformada). Retomando o exemplo da esfera
2-dimensional deformada vista no Exemplo 2.3, a intenc¸a˜o agora e´ obter os inteiros n(x, y)
por meio dos nu´meros de intersecc¸a˜o, e certificar que estes coincidem com os ja´ obtidos no
Exemplo 2.6.
Nesse sentido, fixe a orientac¸a˜o anti-hora´ria {ξ1, ξ2} para S2 e permanec¸a com as ori-
entac¸o˜es para as variedades insta´veis dadas na Figura 2.10. Denote por {η1, η2}, {η′1, η′2} e
{η′′1} as orientac¸o˜es de W u(x), W u(x′) e W u(y), respectivamente.
Sejam a, b, c ∈ R valores regulares com a ∈ (f(y), f(x)), b ∈ (f(y), f(x′)) e c ∈ (f(z), f(y)).
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A orientac¸a˜o {v1} de W ua (x) e´ escolhida de forma que a base {−∇f(p), v1} esteja na
mesma classe de equivaleˆncia que a base {η1, η2}, onde p ∈ W ua (x). Analogamente para a
orientac¸a˜o de W ub (x
′).
Agora, como W uc (y) tem dimensa˜o zero, cada ponto desta esfera admite como orientac¸a˜o
os inteiros +1 e−1. A determinac¸a˜o de qual deles e´ a orientac¸a˜o do ponto vem da comparac¸a˜o
entre as orientac¸o˜es {η′′1} e {−∇f(q)}, onde q ∈ W uc (y). Se estas orientac¸o˜es coincidem, enta˜o
a orientac¸a˜o em q e´ +1, caso contra´rio, e´ −1.
De maneira similar, as orientac¸o˜es das esferas esta´veis sa˜o obtidas. A Figura 2.17 sintetiza
todas essas informac¸o˜es, mostrando as orientac¸o˜es obtidas nas esferas esta´veis e insta´veis.
y
z
x
x′
η1
η2
η′2
η′1
η′′1W ua (x)
W ub (x
′)
W uc (y)
+1
−1
y
z
x
x′
η1 η2
η′2
η′1
η′′1
+1
−1
W sc (z)
W sa (y)
W sb (y)
b
a
c
Figura 2.17: Orientac¸o˜es induzidas nas esferas esta´veis e insta´veis.
Sendo anti-hora´ria a orientac¸a˜o de uma superf´ıcie de n´ıvel de S2, pela definic¸a˜o de nu´mero
de intersecc¸a˜o tem-se:
n(x, y) = I(W ua (x),W
s
a (y); f
−1(a)) = −1,
n(x′, y) = I(W ub (x
′),W sb (y); f
−1(b)) = −1
e n(y, z) = I(W uc (y),W
s
c (z); f
−1(c)) = +1− 1 = 0.
Observe que estes valores coincidem com os valores que ja´ foram encontrados anteriormente
no Exemplo 2.6. M
A pro´xima sec¸a˜o e´ dedicada aos exemplos. Sa˜o exibidos va´rios exemplos de complexos
de Morse-Witten para diferentes variedades. Nestes exemplos, os inteiros n(x, y) sa˜o obtidos
pelo me´todo apresentado na Sec¸a˜o 2.3.
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2.5 Exemplos - Teorema da Homologia de Morse
A vantagem do complexo de Morse-Witten e´ que o operador bordo e´ descrito geometri-
camente. Geralmente, dado o fluxo gradiente Morse-Smale, e´ mais fa´cil calcular a homologia
do espac¸o usando o Teorema da Homologia de Morse.
Nas figuras a seguir e´ utilizado a convenc¸a˜o: a seta da forma > indica o sentido do fluxo,
a seta da forma I representa a orientac¸a˜o da variedade insta´vel em questa˜o e a setay indica
a orientac¸a˜o induzida por I em uma dada linha de fluxo.
Exemplo 2.9 (Esfera 1-dimensional). Considere M = S1 e a func¸a˜o de Morse-Smale
f : M → R dada pela func¸a˜o altura como na figura abaixo. A func¸a˜o f tem dois pontos
cr´ıticos: p e q, com ı´ndices de Morse 1 e 0, respectivamente. A orientac¸a˜o de W u(p) e´
escolhida da esquerda para a direita, como indicado na figura. Veja que Mpq = S1 − {p, q}
e M̂pq = {u, v}.
O fluxo tangente induz as orientac¸o˜es anti-
hora´ria na o´rbita que passa em u e hora´ria
na o´rbita que passa por v. Ja´ a orientac¸a˜o de
W u(p) induz a orientac¸a˜o hora´ria em O(u) e
em O(v). Logo nu = −1 e nv = 1.
y
f
TpW
u(p)
p
q
u
v
nu = −1
nv = 1
Assim, n(p, q) = 0 e o complexo de Morse-Witten (C∗(f), ∂c∗), dado por
C1(f)OO
≈

∂c1=0 // C0(f)OO
≈

∂c0=0 // 0
Z〈p〉 ∂
c
1=0 // Z〈q〉 ∂
c
0=0 // 0
fornece a homologia
HMk(C∗(f), ∂c∗) =
{
Z , se k = 0, 1
0 , c.c.
como esperado. M
Exemplo 2.10 (Esfera 1-dimensional deformada). Considere M = S1 e a func¸a˜o de
Morse-Smale f : M → R dada pela func¸a˜o altura como ilustrados na figura abaixo. Neste
caso, a func¸a˜o f possui seis pontos cr´ıticos: p3, p5 e p6 cada um com ı´ndice de Morse igual
a 1, e p1, p2 e p4 cada um com ı´ndice de Morse zero.
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p1 p2
p3
p4
p5 p6
−1
−1 +1
−1+1
+1
y
f
Tp5W
u(p5) Tp6W
u(p6)
Tp3W
u(p3)
Considerando as orientac¸o˜es das variedades insta´veis como na figura, tem-se que
n(p5, p4) = n(p6, p4) = n(p3, p2) = 1
n(p5, p1) = n(p6, p2) = n(p3, p1) = −1.
E o complexo de Morse-Witten e´:
C1(f)OO
≈

∂c1 // C0(f)OO
≈

∂c0 // 0
< p3, p5, p6 >
∂c1 // < p1, p2, p4 >
∂c0 // 0
onde o operador bordo ∂c1 e´ definido nos geradores de C1(f) por ∂c1〈p3〉 = 〈p2〉−〈p1〉, ∂c1〈p5〉 =
〈p4〉 − 〈p1〉 e ∂c1〈p6〉 = 〈p4〉 − 〈p2〉.
Veja que
HM0(C∗(f), ∂c∗) =
ker ∂c0
Im∂c1
≈ < p1, p2, p4 >
< p2 − p1, p4 − p1, p4 − p2 >
≈ < p1, p2, p4 ; p1 = p2 = p4 >
≈ Z
e
HM1(C∗(f), ∂c∗) = ker ∂c1 ≈ < p3 − p5 + p6 > ≈ Z.
Assim, a homologia do complexo (C∗(f), ∂c∗) e´
HMk(C∗(f), ∂c∗) =
{
Z , se k = 0, 1
0 , c.c.
M
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Exemplo 2.11 (Esfera n-dimensional). Seja
M = Sn = {(x1, ..., xn+1) ∈ Rn+1 : x21 + ...+ x2n+1 = 1}
a n-esfera e defina f : Sn → R por f(x1, ..., xn+1) = xn+1. A func¸a˜o f e´ do tipo Morse-Smale e
possui dois pontos cr´ıticos em Sn, o polo norte N = (0, ..., 0, 1) e o polo sul S = (0, ..., 0,−1).
N
S
Sn
TNW
u(N)
f
y
1
0
−1
Figura 2.18: Func¸a˜o altura na esfera n-dimensional.
O complexo de Morse-Witten e´
Cn(f)OO
≈

∂n // Cn−1(f)OO
≈

∂n−1 // ... ∂2 // C1(f)OO
≈

∂1 // C0(f)OO
≈

∂0 // 0
Z〈N〉 ∂n // 0 ∂n−1 // ... ∂2 // 0 ∂1 // Z〈S〉 ∂0 // 0
Quando n = 0 e´ claro que o operador bordo e´ nulo. No Exemplo 2.9 foi mostrado que
∂c1 = 0 quando n = 1 e quando n > 1 na˜o existe pontos cr´ıticos de ı´ndices 1. Da´ı, para
n ≥ 0, os operados bordos no complexo de Morse-Witten da func¸a˜o altura em Sn sa˜o todos
identicamente nulos.
Logo, quando n = 0
HMk(C∗(f), ∂c∗) =
{
Z⊕ Z , se k = 0
0 , c.c.
e para n > 0
HMk(C∗(f), ∂c∗) =
{
Z , se k = 0, n
0 , c.c.
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o que ja´ era esperado. M
Exemplo 2.12 (Toro bidimensional). Seja T 2 o toro bidimensional com a me´trica usual
e considere o fluxo de Morse-Smale no toro, como na Figura 2.19.
A func¸a˜o f , que da´ origem ao fluxo em questa˜o, possui quatro pontos cr´ıticos: s com
ı´ndice de Morse 2, r e q cada um tendo ı´ndice de Morse igual a 1 e p com ı´ndice 0.
s
r
q
p
u1
u2
v1v2
u˜1 u˜2
v˜1
v˜2
Figura 2.19: Fluxo Morse-Smale no toro.
s
r
q
p
1
2
1′
1′′
Figura 2.20: Orientac¸o˜es induzidas
nas o´rbitas conectantes.
Os grupos de cadeia de Morse sa˜o C2(f) = Z〈s〉, C1(f) = Z〈r〉 ⊕ Z〈q〉, C0(f) = Z〈p〉 e
Ck(f) = 0, para k ∈ Z e k 6= 0, 1, 2.
Considere as orientac¸o˜es das variedades insta´veis mostradas na Figura 2.20. Como
indf (p) = 0, a orientac¸a˜o de Mqp e´ dada por 1′′, e a orientac¸a˜o de Mrp e´ dada por 1′.
Ja´ a orientac¸a˜o de Msr e´ ξ de modo que {ξ, 1′} e {1, 2} determinam a mesma orientac¸a˜o
para W u(s). Analogamente, encontra-se a orientac¸a˜o de Msq. A Figura 2.20 mostra as
orientac¸o˜es induzidas nas variedades conectantes. Agora fica fa´cil saber qual e´ o sinal carac-
ter´ıstico de uma o´rbita que conecta dois pontos cr´ıticos cujos ı´ndices diferem por 1, para isso
basta comparar a seta > que indica o fluxo com a seta I que indica a orientac¸a˜o induzida
pela variedade conectante. Deste modo,
nu1 = nv2 = nu˜2 = nv˜1 = 1,
nu2 = nv1 = nu˜1 = nv˜2 = −1.
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Segue que n(s, r) = n(s, q) = n(r, p) = n(q, p) = 0, ou seja, todos os operadores bordos
sa˜o nulos. E o complexo de Morse-Witten e´:
· · · // C2(f)OO
≈

∂c2=0 // C1(f)OO
≈

∂c1=0 // C0(f)OO
≈

∂c0=0 // 0 // · · ·
· · · // < s > ∂
c
2=0 // < q, r >
∂c1=0 // < p >
∂c0=0 // 0 // · · ·
Logo,
HMk(C∗(f), ∂c∗) =

Z , se k = 0, 2
Z⊕ Z , se k = 1
0 , c.c.
M
Cap´ıtulo 3
Conjuntos Invariantes Isolados
A partir deste cap´ıtulo sera´ abordada a teoria de Conley, como e´ atualmente designada
devido a contribuic¸a˜o significativa de Charles Conley. A teoria de Conley tem uma enorme
gama de aplicac¸o˜es para o estudo da dinaˆmica de um sistema, incluindo existeˆncia de o´rbitas
perio´dicas em sistemas Hamiltonianos e soluc¸o˜es do tipo ondas solita´rias para equac¸o˜es
diferenciais parciais, estrutura de atratores globais para equac¸o˜es de reac¸a˜o-difusa˜o, a prova
do comportamento cao´tico em sistemas dinaˆmicos e teoria da bifurcac¸a˜o.
A teoria de Conley e´ desenvolvida a partir de um conjunto invariante isolado. Um
conjunto e´ dito invariante se e´ a unia˜o de o´rbitas, e e´ dito isolado se e´ o conjunto invariante
maximal em alguma vizinhanc¸a compacta de si mesmo. O elemento fundamental desta teoria
e´ o ı´ndice de Conley, que e´ uma ferramenta topolo´gica que proveˆ invariantes homoto´picos
e homolo´gicos para conjuntos invariantes isolados. Na sec¸a˜o 3.1, sera˜o definidos o ı´ndice
homoto´pico e o ı´ndice homolo´gico. A propriedade mais relevante do ı´ndice de Conley e´ sua
invariaˆncia sob continuac¸a˜o, em particular sob pequenas perturbac¸o˜es.
A teoria de Conley generaliza a teoria de Morse, que descreve a estrutura dinaˆmica de
uma variedade fechada atrave´s dos pontos cr´ıticos na˜o degenerados de um campo vetorial
gradiente. Na teoria de Morse na˜o ha´ como definir um ı´ndice para conjuntos invariantes
mais gerais, enquanto o ı´ndice de Conley esta´ bem definido para quaisquer fluxo cont´ınuo e
conjunto invariante isolado.
Na teoria de Conley, procura-se descrever a estrutura dinaˆmica de um conjunto invariante
isolado S decompondo-o em uma unia˜o disjunta de conjuntos invariantes isolados “menores”.
Na sec¸a˜o 3.2, sa˜o exibidas duas maneiras poss´ıveis de decompor um conjunto invariante
isolado: a decomposic¸a˜o em par atrator-repulsor e a decomposic¸a˜o de Morse.
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O ı´ndice de Conley, a decomposic¸a˜o em par atrator-repulsor e a decomposic¸a˜o de Morse
sa˜o essenciais para a definic¸a˜o de matriz de conexa˜o, como sera´ visto no Cap´ıtulo 4.
3.1 I´ndice de Conley
As principais refereˆncias para esta sec¸a˜o sa˜o: [2] e [18].
Antes de definir o ı´ndice de Conley, vale a pena recordar alguns conceitos ba´sicos e
resultados de Topologia. Para um estudo mais aprofundado veja [14].
Definic¸a˜o 3.1. Um espac¸o pontuado (Y, y0) e´ um espac¸o topolo´gico Y com um ponto
distinguido y0 ∈ Y , o qual recebe o nome de ponto base.
Sejam (X, x0) e (Y, y0) dois espac¸os pontuados. Uma aplicac¸a˜o entre espac¸os pontuados
f : (X, x0)→ (Y, y0) e´ uma aplicac¸a˜o f : X → Y tal que f(x0) = y0; f : (X, x0)→ (Y, y0) e´
cont´ınua se e´ cont´ınua no sentido usual de X para Y .
Duas aplicac¸o˜es cont´ınuas f, g : (X, x0) → (Y, y0) sa˜o homoto´picas se existe uma
aplicac¸a˜o cont´ınua H : X × [0, 1]→ Y tal que
H(x, 0) = f(x)
H(x, 1) = g(x)
H(x0, s) = y0, 0 ≤ s ≤ 1.
O fato de f e g serem homoto´picas e´ denotado por f ' g, e diz-se que f e´ homoto´pica a g.
Veja que ' e´ uma relac¸a˜o de equivaleˆncia.
Dois espac¸os pontuados (X, x0) e (Y, y0) sa˜o topologicamente equivalentes se existem
aplicac¸o˜es f : (X, x0) → (Y, y0) e g : (Y, y0) → (X, x0) tais que f ◦ g ' 1Y e g ◦ f ' 1X .
Neste caso, e´ comum escrever (X, x0) ' (Y, y0) e dizer que os pares (X, x0) e (Y, y0) teˆm o
mesmo tipo de homotopia.
Observe que a equivaleˆncia homoto´pica define uma classe de equivaleˆncia no conjunto
dos espac¸os topolo´gicos. Por exemplo, R2 \ {(0, 0)} ' S1.
O tipo de homotopia do par (y0, y0) e´ chamado de trivial e denotado por 0¯.
Seja Sk a esfera unita´ria k-dimensional. O tipo de homotopia do par (Sk, s0), com s0 ∈ Sk,
e´ denotado por Σk.
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Dado um par de espac¸os topolo´gicos (N,L) com L ⊂ N e L 6= ∅, defina sobre N a
seguinte relac¸a˜o de equivaleˆncia:
x ∼ y ⇔ x = y ou x, y ∈ L. (3.1)
Denote por N/L o espac¸o pontuado (N/ ∼, [L]), onde [L] representa a classe de equiva-
leˆncia dos pontos de L segundo a relac¸a˜o (3.1) e N/ ∼= {[x] : x ∈ N} pode ser identificado
com (N\L) ∪ [L]. Assim, N/L denota o espac¸o obtido de N ao colapsar o subconjunto L a
um ponto.
No caso em que L = ∅, e´ convenc¸a˜o considerar o espac¸o N/L como sendo (N ∪{∗}, {∗}),
onde {∗} denota a classe de equivaleˆncia do conjunto vazio.
A topologia em N/L e´ definida da seguinte forma: um subconjunto U ⊂ N/L e´ aberto
se U e´ aberto em N e U ∩ L = ∅ ou se o conjunto (U ∩ (N\L)) ∪ L e´ aberto em N .
Sejam (X, x0) e (Y, y0) dois espac¸os pontuados. O espac¸o produto de (X, x0) e (Y, y0) e´
o espac¸o pontuado (X × Y,X × y0 ∪ x0 × Y ). Ale´m disso, a soma wedge de X e Y e´
X ∨ Y := (X unionsq Y )/{x0 ∼ y0},
ou seja, o quociente da unia˜o disjunta de X e Y sob a identificac¸a˜o x0 ∼ y0; e o produto
smash de X e Y e´
X ∧ Y := X × Y/X × {y0} ∪ {x0} × Y.
ou seja, o quociente do espac¸o produto X×Y sob a identificac¸a˜o (x, y0) ∼ (x0, y), para todo
x ∈ X, y ∈ Y .
Os espac¸os X e Y podem ser vistos como subespac¸os de X × Y , identificando-os com
X × y0 e x0 × Y . Estes dois espac¸os se interceptam no ponto (x0, y0). Deste modo, a unia˜o
destes espac¸os pode ser identificada com a soma wedge de X e Y . E portanto, tem-se as
seguintes identificac¸o˜es:
X ∨ Y = X × {y0} ∪ {y0} × Y e X ∧ Y = X × Y/X ∨ Y.
Como exemplos: a soma wedge de dois c´ırculos e´ homeomorfo a` figura 8; o produto smash
de qualquer espac¸o pontuado X com a 0-esfera e´ homeomorfo a X; o produto smash de dois
c´ırculos e´ o quociente do toro com a figura 8, que e´ homeomorfo a S2; o produto smash de
Sm com Sn e´ homeomorfo a Sm+n.
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Esta sec¸a˜o e´ dividida em duas subsec¸o˜es, a primeira dedicada ao ı´ndice homoto´pico de
Conley e a segunda ao ı´ndice homolo´gico de Conley.
3.1.1 I´ndice Homoto´pico de Conley
Seja ϕ : R×X → X um fluxo cont´ınuo sobre X, onde X e´ um espac¸o me´trico localmente
compacto. Como foi visto na Sec¸a˜o 1.1, um conjunto S ⊂ X e´ invariante sob o fluxo ϕ se
ϕ(R, S) = S. Recordando a definic¸a˜o de conjunto invariante maximal:
Definic¸a˜o 3.2. Seja N ⊂ X um subconjunto de X. O conjunto invariante maximal
em N e´ definido por:
Inv(N) = {x ∈ X : ϕ(t, x) ∈ N, ∀t ∈ R}.
Esta definic¸a˜o sugere que Inv(N) e´ um conjunto invariante e, ale´m disso, e´ maximal em
N com relac¸a˜o a esta propriedade. Com efeito, Inv(N) e´ invariante sob o fluxo ϕ, pois se
x ∈ Inv(N) e y ∈ O(x) enta˜o O(y) = O(x) ⊂ N , portanto y ∈ Inv(N).
Agora, suponha que L ⊂ N e´ um conjunto invariante, dado x ∈ L, por L ser invariante,
O(x) ⊂ L ⊂ N ; logo x ∈ Inv(N) e, portanto, L ⊂ Inv(N). Ou seja, o conjunto Inv(N) e´ o
“maior” conjunto invariante em N .
Outra propriedade interessante do conjunto Inv(N) e´:
Proposic¸a˜o 3.1. Se N ⊂ X e´ compacto enta˜o Inv(N) e´ compacto.
Demonstrac¸a˜o: Basta mostrar que Inv(N) e´ fechado em N . Sejam (xn)n∈N uma sequeˆncia
em Inv(N) e x0 ∈ X tais que xn → x0. Para mostra que Inv(N) e´ fechado, basta mostrar
que x0 ∈ Inv(N). Como ϕ e´ cont´ınua, para cada t ∈ R fixado, ϕ(t, xn)−→ϕ(t, x0) quando
n → ∞. Sendo xn ∈ Inv(N), ϕ(t, xn) ∈ Inv(N) ⊂ N , ∀t ∈ R. Assim, (ϕ(t, xn))n∈N e´
uma sequeˆncia em N que converge a ϕ(t, x0), logo ϕ(t, x0) ∈ N para todo t ∈ R. Ou seja,
O(x0) ∈ N , o que implica que x0 ∈ Inv(N). 
Definic¸a˜o 3.3. Diz-se que S ⊂ X e´ um conjunto invariante isolado quando existe uma
vizinhanc¸a compacta N em X de S tal que S ⊂ int(N) e S = Inv(N). Neste caso, N e´ dita
uma vizinhanc¸a isolante de S.
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Segue da Proposic¸a˜o 3.1 que todo conjunto invariante isolado e´ compacto. Ale´m disso, a
unia˜o disjunta de conjuntos invariantes isolados e´ um conjunto invariante isolado. Mas, em
geral, se a unia˜o na˜o for disjunta esta afirmac¸a˜o na˜o e´ verificada.
Como indicado na figura ao lado, o fluxo no disco teˆm treˆs
pontos estaciona´rios e as o´rbitas dos outros pontos “correm para
baixo”. Os pontos a, b e c formam conjuntos invariantes isolados,
A := {a, b}∪C(a, b) e C := {b, c}∪C(b, c) tambe´m sa˜o conjuntos
invariantes isolados, onde C(k1, k2) representa a o´rbita que
a
b
c
conecta os pontos k1 e k2. Pore´m, a unia˜o A ∪ C na˜o e´ isolado, apesar de ser invariante.
Exemplo 3.1. Considere um ponto de sela na origem do plano. Este ponto e´ um conjunto
invariante isolado, pois o conjunto compacto N = [−1, 1]× [−1, 1] e´ uma vizinhanc¸a isolante
da origem, como mostra a Figura 3.1. M
Exemplo 3.2. Existem conjuntos que sa˜o invariantes pelo fluxo mas na˜o sa˜o isolados. Como
exemplo, considere a equac¸a˜o diferencial ordina´ria em R2 dada por
x˙1 = x2
x˙2 = −x1.
A origem (0, 0) e´ um ponto de equil´ıbrio, logo S = {(0, 0)} e´ um conjunto invariante pore´m
na˜o e´ isolado, pois qualquer vizinhanc¸a compacta N de (0, 0) conte´m uma o´rbita perio´dica,
veja a Figura 3.2. M
N
S
Figura 3.1: Conjunto invariante isolado.
S
N
Figura 3.2: Conjunto invariante que
na˜o e´ isolado.
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Uma ferramenta importante na teoria de Conley e´ a noc¸a˜o de “par-´ındice”, que sera´
estudada agora. Intuitivamente, um par ı´ndice para um conjunto invariante isolado S e´ um
par de espac¸os compactos (N,L) com L ⊂ N e N\L e´ uma vizinhanc¸a isolante de S, de
modo que uma das seguintes situac¸o˜es ocorra: a o´rbita em tempo positivo de um ponto de
N\L ou esta´ contida em N\L ou escapa de N passando por L, de forma que, apo´s a o´rbita
“entrar” em L esta na˜o retorna a` N\L.
Definic¸a˜o 3.4. Seja S ⊂ X um conjunto invariante isolado. Um par (N,L) de conjuntos
compactos de X e´ um par-´ındice para S em X se L ⊂ N e
1. N\L e´ uma vizinhanc¸a isolante de S em X;
2. L e´ positivamente invariante em N , ou seja, se x ∈ L e ϕ([0, T ], x) ⊂ N enta˜o
ϕ([0, T ], x) ⊂ L;
3. Se x ∈ N e ϕ([0,∞), x) * N enta˜o existe T > 0 tal que ϕ([0, T ], x) ⊂ N e ϕ(T, x) ∈ L.
S S S
N N
L L L
N
Permitido Na˜o permitido Na˜o permitido
O item 3 da definic¸a˜o anterior afirma que cada o´rbita que deixa o conjunto invariante N
em tempo positivo tem que passar obrigatoriamente por L antes de deixar N , por isso, L
recebe o nome de conjunto de sa´ıda do fluxo para N .
Para melhor compreensa˜o da Definic¸a˜o 3.4, abaixo encontram-se alguns exemplos de
conjuntos invariantes isolados com seus respectivos pares-´ındice.
Exemplo 3.3. Considere fluxos no plano que teˆm como retrato de fase as figuras 3.3, 3.4 e
3.5. Cada um destes fluxos admite um conjunto invariante isolado formado por uma singu-
laridade, a saber, um ponto atrator, um ponto de sela e um ponto repulsor, respectivamente.
No Cap´ıtulo 5, Exemplo 5.1, encontra-se uma prova de que uma singularidade forma um
conjunto invariante isolado. Nas figuras mencionadas, tambe´m encontram-se um par-´ındice
(N,L) para cada singularidade S. M
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N
L = ∅
S
Figura 3.3: Ponto atrator.
S
N
L
Figura 3.4: Ponto de sela.
N
S
L
Figura 3.5: Ponto repulsor.
Exemplo 3.4. A faixa de Mo¨bius admite um fluxo com um ponto repulsor e um ponto de
sela, veja a Figura 3.7. Esta figura tambe´m mostra um par-´ındice para o conjunto invariante
formado pela sela. M
Exemplo 3.5. Considere o campo vetorial gradiente x˙ = x2 − y2 e y˙ = −2xy gerado pela
func¸a˜o f(x, y) = (1/3)x3 − xy2. Este sistema tem (0, 0) como u´nico ponto estaciona´rio,
conhecido como sela de macaco. O retrato de fase desse sistema encontra-se na Figura 3.6,
onde tambe´m esta´ ilustrado um par-´ındice para (0, 0). M
N
L
Figura 3.6: Sela degenerada.
N
L
Figura 3.7: Sela na faixa de Mo¨bius.
O par-´ındice esta´ bem definido apenas para conjuntos invariantes isolados. O pro´ximo
resultado garante a existeˆncia do par-´ındice para qualquer conjunto invariante isolado.
Teorema 3.1 (Existeˆncia do par-´ındice). Seja S um conjunto invariante isolado de um
fluxo cont´ınuo ϕ. Enta˜o existem conjuntos compactos N e L tais que (N,L) e´ um par-´ındice
para S.
A demonstrac¸a˜o deste teorema foi feita por Conley em [2] e, posteriormente, Salamon fez
uma prova mais simples em [18].
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Assim, dado qualquer conjunto invariante isolado S sempre e´ poss´ıvel obter um par-´ındice
para S. Pore´m, na˜o ha´ garantia da unicidade deste par-´ındice. Na verdade, tal objeto pode
ser escolhido de va´rias formas. O pro´ximo exemplo ilustra este fato.
Exemplo 3.6. Considere novamente o caso de um fluxo no plano que admite como singu-
laridade um ponto de sela. Na Figura 3.8 sa˜o exibidos treˆs pares-´ındices (N,L), (N ′, L′) e
(N ′′, L′′) para o conjunto invariante isolado S formado apenas pela singularidade. M
S
N
S
L
N ′
L′
S
L′′
N ′′
Figura 3.8: Pares-´ındice distintos para um ponto de sela S.
Exemplo 3.7. Considere o fluxo no plano que possui dois pontos de sela x e y que na˜o
se conectam, como na Figura 3.9. Cada um destes pontos forma um conjunto invariante,
e veja que o conjunto S = {x, y} formado pela unia˜o dos pontos de sela tambe´m e´ um
conjunto invariante isolado. Logo, existe par-´ındice para S. De fato, na figura em questa˜o
esta˜o representados dois pares-´ındice para S, um par ı´ndice (N,L) e´ formado pelo retaˆngulo
grande e o outro par-´ındice (N ′, L′) e´ formado pela unia˜o dos dois quadrados. M
x
y
S = {x, y} N
L
Figura 3.9: Conjunto invariante formado por dois pontos de sela.
O ı´ndice homoto´pico de Conley de um conjunto invariante isolado e´ definido a partir de
uma informac¸a˜o comum que todos os pares-´ındice de S possuem. Essa informac¸a˜o e´ dada
pelo pro´ximo teorema.
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Teorema 3.2 (Invariaˆncia do par-´ındice). Se S e´ um conjunto invariante isolado e (N,L)
e (N˜ , L˜) sa˜o dois pares-´ındice para S, enta˜o N/L e N˜/L˜ sa˜o homotopicamente equivalentes,
ou seja, tem o mesmo tipo de homotopia.
De fato, se (N,L) e (N˜ , L˜) sa˜o dois pares-´ındice para S, enta˜o existe uma equivaleˆncia
homoto´pica (definida pelo fluxo) entre os espac¸os pontuados N/L e N˜/L˜. Os detalhes dessa
equivaleˆncia homoto´pica via o fluxo podem ser encontrados em [10].
Os teoremas 3.2 e 3.1, que sa˜o fundamentais na teoria de Conley, foram demonstrados
por Conley em [2] e posteriormente por Salamon, que provou estes resultados de forma mais
simples em [18].
Pelo Teorema da Invariaˆncia do par-´ındice, o tipo de homotopia do espac¸o pontuado
N/L, onde (N,L) e´ um par-´ındice para S, so´ depende do comportamento do fluxo em uma
vizinhanc¸a de S, e portanto a pro´xima definic¸a˜o faz sentido.
Definic¸a˜o 3.5 (´Indice Homoto´pico de Conley). Seja S um conjunto invariante isolado
de um fluxo ϕ. O ı´ndice homoto´pico de Conley de S e´ definido como sendo o tipo de
homotopia do espac¸o pontuado N/L, onde (N,L) e´ um par-´ındice para S. Este ı´ndice e´
denotado por h(S) = [N/L] 1.
Exemplo 3.8. A Figura 3.10 apresenta um fluxo em R2 que possui conexa˜o de duas selas.
O conjunto S ′ formado pelas duas selas e pela o´rbita que conecta estas selas e´ um conjunto
invariante isolado. Logo, o ı´ndice homoto´pico de S ′ esta´ bem definido. Para obteˆ-lo basta
considerar um par-´ındice (N,L) qualquer de S ′, como por exemplo o mostrado na figura, e
calcular o tipo de homotopia do espac¸o pontuado N/L. Assim, h(S ′) = Σ1 ∨ Σ1. M
N
L
S ′
h(S ′) = Σ1 ∨ Σ1
Figura 3.10: Tipo de homotopia do espac¸o pontuado N/L.
1[N/L] denota a classe de equivaleˆncia do espac¸o pontuado N/L sob a relac¸a˜o ', ou seja, a colec¸a˜o de
todos os pares (Y, y0) tais que (Y, y0) ' N/L.
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Observac¸a˜o 3.1. Note que o conjunto invariante isolado S do Exemplo 3.7 admite o mesmo
par-´ındice que o conjunto invariante isolado S ′ do Exemplo 3.8 e, portanto, S e S ′ teˆm
o mesmo ı´ndice homoto´pico. Assim, o ı´ndice homoto´pico de Conley perde informac¸o˜es
dinaˆmicas, no sentido que uma conexa˜o entre dois pontos de sela como S ′ possui o mesmo
ı´ndice que o conjunto formado por apenas dois pontos de sela. Observe ainda que a sela de
macaco, Exemplo 3.5, tambe´m tem como ı´ndice homoto´pico a soma wedge de duas esferas
de dimensa˜o 1.
Como foi afirmado anteriormente, o ı´ndice de Conley generaliza o ı´ndice de Morse. Com
efeito, o ı´ndice de Morse esta´ bem definido apenas para singularidades na˜o degeneradas, ja´ o
ı´ndice de Conley esta´ bem definido para qualquer conjunto invariante isolado, em particular
para singularidades na˜o-degeneradas como tambe´m para as degeneradas. O ı´ndice de Morse
e´ um nu´mero na˜o negativo ja´ o ı´ndice de Conley e´ o tipo de homotopia de um espac¸o
pontuado. No caso dos pontos cr´ıticos na˜o degenerados estes dois ı´ndices se relacionam da
seguinte forma: se x e´ uma singularidade tendo ı´ndice de Morse k, enta˜o o ı´ndice de Conley
e´ o tipo de homotopia da k-esfera, ou seja, h(x) = Σk. Esta relac¸a˜o sera´ vista com maior
detalhe no Cap´ıtulo 5, mais especificamente, Exemplo 5.1.
Σ1
Σ2
Σ3
Σ0Atrator
Repulsor
Sela
Sela
de dimensa˜o 1
de dimensa˜o 2
Figura 3.11: Par-´ındice e ı´ndice de Conley de singularidades em R3.
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3.1.2 I´ndice Homolo´gico de Conley
Infelizmente, trabalhar com classes de homotopia de espac¸os topolo´gicos e´ muito compli-
cado. Sendo assim, e´ comum considerar um ı´ndice mais fraco que o ı´ndice homoto´pico de
Conley, mas que e´ um invariante alge´brico. Tal ı´ndice e´ definido a seguir:
Definic¸a˜o 3.6 (´Indice homolo´gico de Conley). Seja S um conjunto invariante isolado
de um fluxo ϕ e seja (N,L) um par-´ındice para S. O ı´ndice homolo´gico de Conley e´
definido por
Con∗(S, ϕ) := H∗(N/L) ≈ H∗(N,L),
onde Hn(N/L) denota o n-e´simo grupo de homologia do espac¸o pontuado (N/ ∼, [L]).
Como os pares-´ındice para um conjunto invariante isolado tem o mesmo tipo de homotopia
e como a homologia de espac¸os homoto´picos sa˜o isomorfas, o ı´ndice homolo´gico de Conley esta´
bem definido, ou seja, na˜o depende da escolha do par-´ındice; de fato, Con∗(S, ϕ) = H∗(h(S)).
Observac¸a˜o 3.2. Na˜o e´ verdade que dado qualquer par-´ındice (N,L), H∗(N/L) ≈ H∗(N,L).
No entanto, pode-se provar que sempre e´ poss´ıvel encontrar um par-´ındice para o qual este
isomorfismo seja verificado. Um par-´ındice com esta propriedade e´ chamado de par-´ındice
regular. Para mais detalhes veja [18].
Como para algumas te´cnicas alge´bricas e´ mais conveniente trabalhar com o par (N,L)
diretamente ao inve´s de trabalhar com o espac¸o quociente, ao longo deste trabalho, assuma
que os pares-´ındice sa˜o regulares.
Sera˜o usadas as seguintes notac¸o˜es para o ı´ndice homolo´gico de Conley de um conjunto
invariante isolado S: H(S) e Con∗(S).
Exemplo 3.9. Seja S uma singularidade com variedade insta´vel de dimensa˜o n. Foi visto
que o ı´ndice homoto´pico de Conley de S e´ Σn, de modo que o ı´ndice homolo´gico de Conley
de S, com coeficientes em Z e´:
Con∗(S) =
{
Z , se k = n
0 , se k 6= n
M
A aplicabilidade do ı´ndice homolo´gico de Conley depende essencialmente de treˆs pro-
priedades: a propriedade de Wazewski, de aditividade e de continuac¸a˜o.
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Proposic¸a˜o 3.2 (Propriedade de Wazewski). Seja S um conjunto invariante isolado de
um fluxo ϕ. Se Con∗(S)  0 enta˜o S 6= ∅.
Demonstrac¸a˜o: A prova sera´ feita por contrapositiva. Suponha que S = ∅, que e´ um
conjunto invariante isolado por vacuidade, considere o par-´ındice (∅, ∅) para S. Enta˜o
Con∗(S) ≈ 0. Ou seja, se Con∗(S)  0 enta˜o S 6= ∅. 
Um exemplo trivial do ı´ndice homolo´gico de Conley e´ obtido da propriedade de Wazewski,
se S = ∅ enta˜o Con∗(S) = 0.
Proposic¸a˜o 3.3 (Propriedade de Aditividade). Seja S um conjunto invariante isolado
de um fluxo ϕ. Se S = S1 ∪ S2, onde S1 e S2 sa˜o conjuntos invariantes isolados disjuntos,
enta˜o Con∗(S) ≈ Con∗(S1)⊕ Con∗(S2).
Demonstrac¸a˜o: Como S1 e S2 sa˜o conjuntos invariantes isolados disjuntos, existem vizi-
nhanc¸as isolantes disjuntas N0 e N1 tais que (N0, L0) e (N1, L1) sa˜o pares-´ındice para S0 e
S1, respectivamente. Da´ı,
Con∗(S) = H∗(N0 ∪N1, L0 ∪ L1)
= H∗(N0, L0)⊕H∗(N1, L1)
= Con∗(S0)⊕ Con∗(S1).

Exemplo 3.10. Considere o conjunto invariante isolado S = {x, y} do Exemplo 3.7. Como
S e´ unia˜o disjunta de dois conjuntos invariantes isolados formados pelos pontos de sela x e
y, enta˜o o ı´ndice homolo´gico de S coincide com a soma direta dos ı´ndices homolo´gicos de x
e y. No Exemplo 3.9 foi calculado o ı´ndice homolo´gico de singularidades, e portanto:
Con∗(S) = Con∗({x})⊕ Con∗({y}) =
{
Z⊕ Z , se k = 1
0 , se k 6= 1
Veja que o ı´ndice homolo´gico depende apenas do par-´ındice e na˜o do conjunto invariante
isolado. Como a sela de macaco 3.6, a conexa˜o de pontos de sela, apresentada no Exemplo
3.8, e S = {x, y} admitem o mesmo par-´ındice e portanto o mesmo ı´ndice homoto´pico, segue
que o ı´ndice homolo´gico destes conjuntos tambe´m coincidem. M
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Antes de enunciar a propriedade de continuac¸a˜o do ı´ndice homolo´gico de Conley, e´
necessa´rio a seguinte definic¸a˜o:
Definic¸a˜o 3.7. Seja {ϕλ : R ×X −→ X}λ∈Λ uma famı´lia de fluxos parametrizada por um
intervalo compacto Λ ⊂ R. Sejam N ⊂ X e Sλ := Inv(N,ϕλ). Dois conjuntos invariantes
isolados Sλ0 e Sλ1 sa˜o relacionados por continuac¸a˜o se N e´ uma vizinhanc¸a isolante
para Sλ, com λ ∈ [λ0, λ1].
Proposic¸a˜o 3.4 (Propriedade de Continuac¸a˜o). Sejam Sλ0 e Sλ1 conjuntos invariantes
isolados relacionados por continuac¸a˜o. Enta˜o,
Con∗(Sλ0) ≈ Con∗(Sλ1).
A demonstrac¸a˜o da proposic¸a˜o acima pode ser encontrada em [18].
A proposic¸a˜o acima afirma que conjuntos relacionados por continuac¸a˜o possuem o mesmo
ı´ndice homolo´gico de Conley. Deste modo, muitas vezes o ca´lculo do ı´ndice homolo´gico de
um conjunto invariante isolado complicado pode ser reduzido a algum caso mais simples.
O pro´ximo exemplo ilustra como a Proposic¸a˜o 3.4 pode auxiliar no ca´lculo do ı´ndice
homolo´gico.
Exemplo 3.11. Dada a famı´lia de equac¸o˜es diferenciais
x˙ = y (3.2)
y˙ = y + (1− λ)(x2 − 1)
(
x+
1
2
)
+ λ(x− 1)
parametrizadas por λ ∈ [0, 1], seja ϕλ o fluxo gerado por este sistema, para cada λ ∈ [0, 1].
Para k > 0 suficientemente grande, N = [−k, k] × [−k, k] e´ uma vizinhanc¸a isolante de
Sλ = Invϕλ(N), para todo λ ∈ [0, 1]. Desta maneira, S0 esta´ relacionado por continuac¸a˜o
com S1, de onde tem-se Con∗(Sλ0) ≈ Con∗(Sλ1).
Para λ = 1, o sistema 3.2 se resume a:
x˙ = y
y˙ = y + x− 1
E, portanto, o conjunto invariante isolado S1 e´ constitu´ıdo por apenas um ponto de sela.
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Pelo Exemplo 3.9, segue que
Con∗(S0) ≈ Con∗(S0) =
{
Z , se k = n
0 , se k 6= n
M
Para mais detalhes do Exemplo 3.11 veja a refereˆncia [13].
3.2 Decomposic¸a˜o de Conjuntos Invariantes Isolados
Como foi visto, os objetos ba´sicos de estudo da teoria de Conley sa˜o os conjuntos invari-
antes isolados. Ha´ casos em que tais conjuntos apresentam comportamentos dinaˆmicos mais
ricos. De modo a simplificar o estudo de tais conjuntos, considera-se decomposic¸o˜es destes
conjuntos em conjuntos invariantes menores. Nesta sec¸a˜o, sera˜o vistas a decomposic¸a˜o em
par atrator-repulsor e, sua generalizac¸a˜o, a de decomposic¸a˜o de Morse.
Ao longo desta sec¸a˜o, tambe´m sera˜o introduzidos os conceitos de trio-´ındice para um par
atrator-repulsor e filtrac¸a˜o-´ındice para uma decomposic¸a˜o de Morse. Estes dois conceitos
sera˜o importantes para definir a matriz de conexa˜o, o trio-´ındice e´ usado no caso de uma de-
composic¸a˜o em par atrator-repulsor e a filtrac¸a˜o-´ındice e´ usada no caso de uma decomposic¸a˜o
de Morse mais geral.
3.2.1 Decomposic¸a˜o em Par Atrator-Repulsor
Como e´ esperado, o estudo das decomposic¸o˜es de conjuntos invariantes isolados comec¸ara´
pela decomposic¸a˜o em par atrator-repulsor. Seja S ⊂ X um conjunto invariante isolado sob
o fluxo ϕ.
Definic¸a˜o 3.8. Um subconjunto A ⊂ S e´ um atrator (em relac¸a˜o a S) se existe uma
vizinhanc¸a U de A em S tal que ω(U) = A. Analogamente, A ⊂ S e´ um repulsor (em
relac¸a˜o a S) se existe uma vizinhanc¸a V de A em S tal que ω∗(V ) = A.
Um repulsor e´ um atrator para o fluxo reverso. Um conjunto atrator e´ um conjunto
invariante isolado, o mesmo vale para um conjunto repulsor.
O lema a seguir fornece uma caracterizac¸a˜o dos conjuntos atratores.
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Lema 3.1. Sejam S um conjunto invariante isolado sob o fluxo ϕ e A um subconjunto
compacto invariante em S. Enta˜o A e´ um atrator em S se, e somente se, existe uma
vizinhanc¸a U de A em S tal que ϕ((−∞, 0], γ) * U para todo γ ∈ U\A.
Demonstrac¸a˜o: (⇒) Seja U vizinhanc¸a de A em S tal que A = ω(U). Suponha, por
absurdo, que γ ∈ U\A e ϕ((−∞, 0], γ) ⊂ U . Disto e da definic¸a˜o de ω-limite, tem-se que
O(γ) ⊂ ω(U), ou seja, γ ∈ ω(U) = A, contradic¸a˜o. Logo ϕ((−∞, 0], γ) * U .
(⇐) Se U e´ uma vizinhanc¸a compacta de A em S tal que ϕ((−∞, 0], γ) * U para todo
γ ∈ U\A, enta˜o existe t∗ > 0 tal que ϕ([−t∗, 0], γ) * U para todo γ ∈ U ∩ S\U . Agora,
escolha uma vizinhanc¸a V de A tal que ϕ([0, t∗], V ) ⊂ U . Enta˜o ϕ([0,∞), V ) ⊂ U e da´ı
ω(V ) = A. 
Proposic¸a˜o 3.5. Sejam S ⊂ X um conjunto invariante isolado sob o fluxo ϕ e A um atrator
em S. Enta˜o, as seguintes afirmac¸o˜es sa˜o verdadeiras:
1. Se γ ∈ S e ω∗(γ) ∩ A 6= ∅, enta˜o γ ∈ A;
2. Se γ ∈ S e ω(γ) ∩ A 6= ∅, enta˜o ω(γ) ∈ A;
3. A∗ := {γ ∈ S : ω(γ) ∩ A = ∅} e´ um repulsor;
4. A = {γ ∈ S : ω∗(γ) ∩ A∗ = ∅};
5. Se γ ∈ S, enta˜o ω(γ) ∪ ω∗(γ) ⊂ A ∪ A∗;
6. Se A′ e´ um atrator em A, enta˜o A′ e´ um atrator em S.
A demonstrac¸a˜o da proposic¸a˜o acima na˜o e´ complicada e pode ser encontrada em [18].
Definic¸a˜o 3.9. Seja A um atrator em S. O repulsor A∗ e´ chamado de repulsor comple-
mentar de A em S e o par (A,A∗) de par atrator-repulsor em S.
Observe que A∗ e´ o maior conjunto invariante de S disjunto do atrator A.
A Proposic¸a˜o 3.5 fornece uma descric¸a˜o completa do comportamento das o´rbitas em S
com relac¸a˜o a um par atrator-repulsor (A,A∗). Seja x ∈ S enta˜o uma das treˆs condic¸o˜es
abaixo e´ verificada pela o´rbita de x:
• O(x) pertence ao atrator A;
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• O(x) pertence ao repulsor complementar A∗;
• O(x)∩ (A∪A∗) = ∅ e ω(x) ∈ A e α(x) ∈ A∗, ou seja, a o´rbita de x “nasce” no repulsor
A∗ e “morre” no atrator A.
No terceiro caso, diz-se que a o´rbita de x conecta os conjuntos A e A∗, ou ainda, que e´ uma
o´rbita de conexa˜o entre A e A∗.
Definic¸a˜o 3.10. Seja (A,A∗) um par atrator-repulsor em S. O conjunto das o´rbitas de
conexa˜o de S em relac¸a˜o ao par (A,A∗) e´ o conjunto
C(A,A∗) := S\(A ∪ A∗).
Portanto, o par (A,A∗) decompo˜e o conjunto invariante isolado S na unia˜o
S = A ∪ C(A,A∗) ∪ A∗.
Esta decomposic¸a˜o e´ conhecida como decomposic¸a˜o em par atrator-repulsor de
S. No Cap´ıtulo 4 e´ introduzida uma ferramenta, a matriz de conexa˜o, que e´ utilizada para
estudar o conjunto C(A,A∗) 6= ∅ das o´rbitas conectantes.
Um ponto x ∈ S esta´ em C(A,A∗) se, e somente se, ω(x) ⊂ A e ω∗(x) ⊂ A∗, ou seja,
C(A,A∗) = {x ∈ S : ω(x) ⊂ A e ω∗(x) ⊂ A∗}.
Exemplo 3.12. Considere a esfera 2-dimensional deformada S2 e o fluxo gradiente negativo
oriundo da func¸a˜o altura f , como mostra a Figura 3.12. Veja que S2 e´ um conjunto invariante
isolado, tomando A = {z, y′, z′} ∪ C(z, y′) ∪ C(z′, y′) e A∗ = {x, y, x′} ∪ C(y, x) ∪ C(y, x′),
tem-se que A e A∗ sa˜o invariantes e isolados. Ale´m disso, (A,A∗) e´ um par atrator-repulsor
em S2. M
Exemplo 3.13. Considere o fluxo no plano mostrado na Figura 3.13. Veja que o conjunto
S formado pelo ponto de sela s, pelo ponto repulsor r e pela conexa˜o entre estes dois pontos
C(s, r) e´ um conjunto invariante isolado que tem N como vizinhanc¸a isolante. E´ fa´cil ver
que A = {s} e´ um atrator em S e A∗ = {r} e´ seu repulsor complementar em S. De onde,
(A,A∗) e´ um par atrator-repulsor em S. M
E´ interessante observar que, dado um conjunto invariante isolado S, este pode admitir
va´rias decomposic¸o˜es em par atrator-repulsor distintas. O conjunto invariante isolado do
Cap´ıtulo 3 • Conjuntos Invariantes Isolados 81
x x′
z
y
y′
z′
A∗
A
f−1(c)
Figura 3.12: Par atrator-repulsor para S2.
N
S A∗A
s r
Figura 3.13: Par atrator-repulsor para a
conexa˜o de pontos de sela.
Exemplo 3.12 tambe´m admite como par atrator-repulsor o par (B,B∗), onde B∗ = {x, x′} e
B = A ∪ {y} ∪ C(y, y′), por exemplo.
Sejam A1 e A2 atratores em S. Enta˜o segue que A1 ∩A2 e´ um atrator em S, pelo Lema
3.1, e que A∗1∪A∗2 e´ o repulsor complementar, pelo item 3 da Proposic¸a˜o 3.5. Por dualidade,
A1 ∪ A2 e´ um atrator em S e seu repulsor complementar e´ A∗1 ∩ A∗2.
Na Sec¸a˜o 3.1, foi visto que qualquer conjunto invariante isolado admite par-´ındice. Sendo
(A,A∗) um par atrator-repulsor, os conjuntos A e A∗ sa˜o invariantes isolados; desta maneira,
pode-se associar a estes conjuntos pares-´ındice.
Definic¸a˜o 3.11. Seja (A,A∗) uma par atrator-repulsor para um conjunto invariante isolado
S. Um trio de conjuntos compactos (N0, N1, N2) com N0 ⊂ N1 ⊂ N2, e´ chamado de trio-
ı´ndice para o par atrator-repulsor (A,A∗) se:
1. (N1, N0) e´ par-´ındice para A,
2. (N2, N1) e´ par-´ındice para A
∗,
3. (N2, N0) e´ par-´ındice para S.
Kurland estabelece em [10] que, dado um par atrator-repulsor (A,A∗), sempre e´ poss´ıvel
encontrar compactos N0, N1 e N2 de modo que o trio (N0, N1, N2) seja um trio-´ındice para
o par (A,A∗).
Proposic¸a˜o 3.6. Sejam N0 ⊂ N1 ⊂ N2 conjuntos compactos. Se (N1, N0) e´ par-´ındice para
A e (N2, N0) e´ par-´ındice para S, enta˜o (N2, N1) e´ um par-´ındice para A
∗.
Exemplo 3.14. Retomando o Exemplo 3.12, onde e´ apresentado uma decomposic¸a˜o em
par atrator-repulsor da esfera S2, considere a tripla de compactos (N0, N1, N2) com N0 = ∅,
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N1 = {p ∈ S2 | f(p) ≤ c} e N2 e´ a pro´pria esfera. Veja que (N1, N0) e´ par-´ındice para
A, (N2, N1) e´ par-´ındice para A
∗ e (N2, N0) e´ par-´ındice para S. Logo, (N0, N1, N2) e´ um
trio-´ındice para (A,A∗). M
Exemplo 3.15. Um trio-´ındice para o par atrator-repulsor visto no Exemplo 3.13 e´ dado
pelos compactos na Figura 3.14. M
N0 N1 N2
Figura 3.14: Trio-´ındice para o par atrator-repulsor (A,A∗) do Exemplo 3.13.
3.2.2 Decomposic¸a˜o de Morse
Seja S um conjunto invariante isolado em X. Sejam A um atrator em S e A∗ seu
repulsor complementar. Foi visto que o par atrator-repulsor (A,A∗) em S decompo˜e S na
unia˜o S = A ∪ C(A,A∗) ∪ A∗. A generalizac¸a˜o desta ideia e´ uma decomposic¸a˜o de Morse
para S.
Uma decomposic¸a˜o de Morse e´ formada, na˜o so´ apenas por dois subconjuntos invariantes
isolados e disjuntos de S, e sim por uma colec¸a˜o finita Mpi de subconjuntos invariantes
isolados disjuntos de S, de modo que cada elemento de S pertence a algum Mpi ou a alguma
o´rbita que “nasce” em Mpi e “morre” em Mpi para certos pi, pi
′.
Mas antes de definir decomposic¸a˜o de Morse e´ necessa´rio um conhecimento ba´sico sobre
ordens parciais, que sera´ introduzido agora.
Ordem Parcial
Ao longo deste trabalho, considere P um conjunto indexante finito com p elementos.
Definic¸a˜o 3.12. Uma ordem parcial em P e´ uma relac¸a˜o ≺ entre os elementos de P
satisfazendo:
1. para qualquer pi ∈ P nunca ocorre pi ≺ pi;
2. se pi ≺ pi′ e pi′ ≺ pi′′, com pi, pi′, pi′′ ∈ P enta˜o pi ≺ pi′′.
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Uma ordem total em P e´ uma ordem parcial em P que tambe´m satisfaz: para cada
pi, pi′ ∈ P ou pi ≺ pi′ ou pi′ ≺ pi.
Assuma que ≺ e´ uma ordem parcial em P , denote por (P,≺) o conjunto P munido
com a ordem parcial ≺. Uma extensa˜o de ≺ e´ uma ordem parcial ≺∗ em P tal que:
pi ≺ pi′ ⇒ pi ≺∗ pi′. Se ≺∗ e´ uma ordem total em P enta˜o ≺∗ e´ uma extensa˜o linear de ≺.
Se P ′ ⊂ P enta˜o ≺ induz uma ordem parcial em P ′ chamada de restric¸a˜o de ≺ a P ′.
Um intervalo em (P,≺) e´ um subconjunto I ⊂ P que satisfaz a seguinte condic¸a˜o: se
pi, pi′ ∈ I e pi ≺ pi′′ ≺ pi′ enta˜o pi′′ ∈ I. O conjunto dos intervalos em (P,≺) sera´ denotado
por I(P,≺) ou simplesmente por I.
Um intervalo I ∈ I e´ um intervalo atrator se pi ∈ I e pi′ ≺ pi implicam que pi′ ∈ I. O
conjunto dos intervalos atratores de (P,≺) e´ denotado por A(P,≺) ou simplesmente por A.
Definic¸a˜o 3.13. Seja (P,≺) um conjunto parcialmente ordenado. Dois elementos distintos
pi, pi′ de P sa˜o ditos adjacentes se {pi, pi′} ∈ I.
De forma mais geral:
Definic¸a˜o 3.14. Seja (P,≺) um conjunto parcialmente ordenado e considere Z com a ordem
usual <. Uma n-upla (I1, ..., In) de intervalos mutuamente disjuntos e´ dita adjacente se
1.
⋃n
i=1 Ii ∈ I;
2. se j < k e pi ∈ Ij, pi′ ∈ Ik enta˜o pi′ ⊀ pi.
A colec¸a˜o das n-uplas adjacentes de intervalos em (P,≺) e´ denotada por In(P,≺), ou
apenas por In. Note que I = I1. Se (I, J) e´ um par adjacente (ou seja, uma 2-upla adjacente)
de intervalos enta˜o o intervalo I ∪ J sera´ denotado por IJ .
O pro´ximo resultado e´ relevante para a teoria de decomposic¸a˜o de Morse, desta forma,
este e´ enunciado como proposic¸a˜o.
Proposic¸a˜o 3.7. Seja (P,≺) um conjunto parcialmente ordenado.
1. Se ≺∗ e´ uma extensa˜o de ≺ enta˜o In(P,≺∗) ⊂ In(P,≺).
2. Se ≺∗ e´ a restric¸a˜o de ≺ a` um intervalo J ∈ (P,≺) enta˜o In(J,≺∗) ⊂ In(P,≺).
Demonstrac¸a˜o: 1. Se n = 1: Seja I ∈ I(P,≺∗), dados pi, pi′ ∈ I se pi′′ ∈ P e pi ≺ pi′′ ≺ pi′,
pela definic¸a˜o de extensa˜o, pi ≺∗ pi′′ ≺∗ pi′, logo pi′′ ∈ I. Portanto, I ∈ I(P,≺).
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Se n > 1: Dado (I1, · · · , In) ∈ In(P,≺∗), tem-se que I1 ∪ · · · ∪ In = I e´ um intervalo em
I(P,≺∗), logo I ∈ I(P,≺), pelo caso n = 1. Agora, sejam j < k, pi ∈ Ij e pi′ ∈ Ik. Suponha
por absurdo que pi′ ≺ pi, sendo ≺∗ extensa˜o de ≺, enta˜o pi′ ≺∗ pi, contradizendo o fato de
(I1, · · · , In) ∈ In(P,≺∗).
2. Se n = 1: Seja I ∈ I(J,≺∗), dados pi, pi′ ∈ I ⊂ J se pi′′ ∈ P e pi ≺ pi′′ ≺ pi′, enta˜o
pi′′ ∈ J , ja´ que J e´ um intervalo em (P,≺). Pela definic¸a˜o de restric¸a˜o, pi ≺∗ pi′′ ≺∗ pi′, logo
pi′′ ∈ I. Portanto, I ∈ I(P,≺).
Se n > 1: Dado (I1, · · · , In) ∈ In(J,≺∗), tem-se que I1 ∪ · · · ∪ In = I ∈ I(J,≺∗), logo
I ∈ I(P,≺), pelo caso n = 1. Agora, sejam j < k, pi ∈ Ij e pi′ ∈ Ik. Suponha por absurdo
que pi′ ≺ pi, sendo ≺∗ restric¸a˜o de ≺ e pi, pi′ ∈ J , enta˜o pi′ ≺∗ pi, contradizendo o fato de
(I1, · · · , In) ∈ In(J,≺∗). 
Se pi, pi′ ∈ P sa˜o tais que pi ⊀ pi′ e pi′ ⊀ pi enta˜o diz-se que pi e pi′ sa˜o elementos na˜o
compara´veis. Se (I, J) e (J, I) sa˜o ambos pares adjacentes de intervalos, enta˜o I e J sa˜o
ditos intervalos na˜o compara´veis.
Se (I1, ..., In) ∈ In e
⋃n
i=1 Ii = I, enta˜o a n-upla (I1, ..., In) e´ chamada de uma decom-
posic¸a˜o do intervalo I. E´ claro que, se (I, J,K) e´ uma tripla adjacente de intervalos, enta˜o
(I, J), (J,K), (IJ,K) e (I, JK) sa˜o todos pares adjacentes de intervalos.
Decomposic¸a˜o de Morse
A partir de agora, inicia-se o estudo das decomposic¸o˜es de Morse, generalizando a de-
composic¸a˜o em par atrator-repulsor, vista na subsec¸a˜o anterior. Sera´ visto que, para cada
decomposic¸a˜o de Morse e´ poss´ıvel associar uma colec¸a˜o de conjuntos compactos que genera-
lizam a noc¸a˜o de trio-´ındice para par atrator-repulsor.
Definic¸a˜o 3.15. Sejam (P,≺) um conjunto parcialmente ordenado, com P finito e S um
conjunto invariante isolado. Uma decomposic¸a˜o de Morse ≺-ordenada de S e´ uma colec¸a˜o
D(S) = {Mpi}pi∈P de conjuntos invariantes isolados de S mutuamente disjuntos com a
seguinte propriedade: se x ∈ S\ ∪pi∈P Mpi enta˜o existem pi, pi′ ∈ P tais que pi ≺ pi′ e
x ∈ C(Mpi,Mpi′), onde
C(Mpi,Mpi′) := {x ∈ S | ω∗(x) ⊂Mpi′ e ω(x) ⊂Mpi}.
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Assim, uma decomposic¸a˜o de Morse D(S) e´ uma colec¸a˜o finita de conjuntos invariantes
e compactos Mpi mutuamente disjuntos cuja unia˜o conte´m todo o comportamento recorrente
por cadeia de ϕ, ou seja, o conjunto recorrente por cadeias e´ precisamente o conjunto dos
pontos que pertencem a todas as decomposic¸o˜es de Morse de S.
Observac¸a˜o 3.3. Como a colec¸a˜o de conjuntos D(S) = {Mpi}pi∈P pode ser uma decom-
posic¸a˜o de Morse para mais de um conjunto invariante, a estrutura (incluindo os ı´ndices)
associada a` decomposic¸a˜o de Morse do conjunto invariante S sa˜o definidos relativos ao con-
junto S. No entanto, para simplificar a notac¸a˜o, sera´ omitido refereˆncia a S na discussa˜o
de tais estruturas.
Exemplo 3.16. Seja Ak = ({1, 2, · · · , k}, <) um conjunto ordenado, onde a ordem < e´
a restric¸a˜o da ordem usual nos naturais N. Considere o fluxo no bitoro T mostrado na
Figura 3.15, onde encontram-se treˆs decomposic¸o˜es de Morse distintas para o mesmo fluxo
no bitoro. A primeira decomposic¸a˜o D(T ) = {Mpi}pi∈A14 tem cada singularidade como um
dos conjuntos de D(T ). Ja´ a terceira decomposic¸a˜o D(T ) = {Mpi}pi∈A2 e´ constitu´ıda por
apenas dois conjuntos, veja que esta decomposic¸a˜o de Morse e´, de fato, uma decomposic¸a˜o
em par-atrator-repulsor. M
M1
M2
M3M4
M5
M6
M8 M7
M9
M10
M11
M13
M12
M14
M1
M2
M4
M3
M5
M1
M2
Figura 3.15: Decomposic¸o˜es de Morse para um fluxo no bitoro.
A partir deste exemplo, e´ natural perguntar se, dado um conjunto invariante isolado S,
existe uma decomposic¸a˜o de Morse mais fina. O pro´ximo exemplo mostra que a resposta e´
na˜o.
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Exemplo 3.17. Considere a equac¸a˜o
x˙ = x2sen
(pi
x
)
.
Seja N = [−2, 2]. Enta˜o, Inv(N) = S = [−1, 1] e´ um conjunto invariante isolado. Pode-se
definir decomposic¸o˜es de Morse para S da seguinte maneira:
D1(S) = {[−1,−1]}
D2(S) = {−1} ∪ {1} ∪ {[−1/2,−1/2]}
D3(S) = {−1} ∪ {−1/2} ∪ {1} ∪ {1/2} ∪ {[−1/3,−1/2]}
... =
...
Dn(S) =
n−1⋃
k=1
{−1/k}
n−1⋃
k=1
{1/k} ∪ {[−1/n,−1/n]}
Assim, para cada n ∈ N, Dn(S) e´ uma decomposic¸a˜o de Morse de S com 2n−1 conjuntos e a
decomposic¸a˜o de Morse se torna mais refinada a` medida que n cresce. Como, por definic¸a˜o,
uma decomposic¸a˜o de Morse pode consistir apenas de uma quantidade finita de conjuntos,
na˜o existe uma decomposic¸a˜o de Morse mais fina para S. M
A proposic¸a˜o seguinte e´ consequeˆncia imediata da definic¸a˜o de decomposic¸a˜o de Morse:
Proposic¸a˜o 3.8. Sejam ≺ uma ordem parcial em P e D(S) = {Mpi}pi∈P uma decomposic¸a˜o
de Morse ≺-ordenada de S. Se ≺1 e´ uma ordem parcial em P , enta˜o D(S) = {Mpi}pi∈P e´
uma decomposic¸a˜o de Morse ≺1-ordenada de S se, e somente se, C(Mpi,Mpi′) 6= ∅ implica
que pi ≺1 pi′ para quaisquer pi, pi′ ∈ P .
Demonstrac¸a˜o: (⇒) Seja C(Mpi,Mpi′) 6= ∅. Tome x ∈ C(Mpi,Mpi′). Como D(S) e´ uma
decomposic¸a˜o de Morse ≺1-ordenada, enta˜o existem p, p′ ∈ P com p ≺1 p′ e x ∈ C(Mp,Mp′).
Logo,
ω(x) ⊂Mpi ∩Mp e ω∗(x) ⊂Mpi′ ∩Mp′ .
Como os conjuntos que formam a decomposic¸a˜o de Morse D(S) sa˜o disjuntos segue que
pi = p e pi′ = p′. Portanto, pi ≺1 pi′′.
(⇐) Dado x ∈ S\∪pi∈PMpi, existem pi, pi′ ∈ P com pi ≺ pi′′ tais que x ∈ C(Mpi,Mpi′). Ora,
por hipo´tese, sendo C(Mpi,Mpi′) 6= ∅ enta˜o pi ≺1 pi′′. De onde segue que D(S) = {Mpi}pi∈P e´
uma decomposic¸a˜o de Morse ≺1-ordenada. 
Cap´ıtulo 3 • Conjuntos Invariantes Isolados 87
Assuma, ao longo deste trabalho, que D(S) = {Mpi}pi∈P e´ uma decomposic¸a˜o de Morse
≺-ordenada de S. A ordem parcial ≺ em P induz uma ordem parcial em D(S). Esta
ordem, tambe´m denotada por ≺, e´ chamada de uma ordem admiss´ıvel da decomposic¸a˜o
de Morse. O fluxo em S define uma ordem parcial natural em P dada por:
Definic¸a˜o 3.16. Seja D(S) = {Mpi}pi∈P uma decomposic¸a˜o de Morse ≺-ordenada. A ordem
do fluxo, denotada por <f , e´ definida considerando que pi <f pi
′ se, e somente se, existe
uma sequeˆncia de elementos distintos de P , pi = pi1, ..., pil = pi
′ com C(Mpij ,Mpij+1) 6= ∅, para
j ∈ {1, ..., l − 1}.
Em outras palavras, pi <f pi
′ sempre que C(Mpi,Mpi′) 6= ∅ e estende-se usando a transi-
tividade.
Segue da Proposic¸a˜o 3.8 que <f e´, de fato, uma ordem parcial em P e D(S) e´ uma
decomposic¸a˜o de Morse <f -ordenada de S. A ordem do fluxo e´ uma ordem minimal em
D(S), ou seja, tem o menor nu´mero de relac¸o˜es entre todas as outras ordens admiss´ıveis.
Exemplo 3.18. Considere um fluxo em R2 que possui um conjunto invariante isolado S
formado por uma conexa˜o entre os pontos de sela s e s′ e uma conexa˜o entre o ponto de sela
s′ e o ponto atrator a, como na figura abaixo :
S
a
s′
s
M1M2
M3
Considere ainda o conjunto ordenado {1, 2, 3} com a seguinte ordem: 1 < 2 < 3 e sejam
M1 = {a}, M2 = {s′} e M3 = {s}. Veja que estes conjuntos forma uma decomposic¸a˜o de
Morse <-ordenada, ale´m disso, < e´ a ordem do fluxo. M
Proposic¸a˜o 3.9. Toda ordem admiss´ıvel em D(S) e´ uma extensa˜o da ordem do fluxo.
Demonstrac¸a˜o: Seja ≺ uma ordem admiss´ıvel em D(S) e suponha que pi <f pi′. Pela
definic¸a˜o da ordem do fluxo, existe uma sequeˆncia pi = pi1, ..., pil = pi
′ de elementos de P
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tal que C(Mpij ,Mpij+1) 6= ∅, para j = 1, ..., l. Pela Proposic¸a˜o 3.8, pij ≺ pij+1, para todo
j ∈ {1, ..., l − 1}. Portanto, pi ≺ pi′ e segue o resultado. 
Associado a uma ordem admiss´ıvel ≺ de D(S) existe uma colec¸a˜o de conjuntos, chamados
de conjuntos de Morse , definidos por
MI :=
(⋃
pi∈I
Mpi
)⋃( ⋃
pi,pi′∈I
C(Mpi,Mpi′)
)
,
onde I e´ um intervalo. Veja que os conjuntos Mpi que constituem a decomposic¸a˜o de Morse
D(S) tambe´m sa˜o conjuntos de Morse, ja´ que {pi} e´ um intervalo, para todo pi ∈ P .
Como cada ordem admiss´ıvel de uma decomposic¸a˜o de Morse D(S) e´ uma extensa˜o da
ordem do fluxo, tem-se I(≺) ⊂ I(<f ). Da´ı, a colec¸a˜o de conjuntos de Morse da ordem do
fluxo conte´m os conjuntos de Morse de qualquer ordem admiss´ıvel.
Proposic¸a˜o 3.10. Seja D(S) uma decomposic¸a˜o de Morse ≺-ordenada de S, onde S e´ um
conjunto invariante isolado.
1. Se J ∈ I(≺) enta˜o existe um intervalo K ∈ A(≺) tal que (K\J, J) e´ uma decomposic¸a˜o
de K e K\J ∈ A(≺).
2. Se I e´ um intervalo atrator em (P,≺), enta˜o MI e´ um atrator em S com complementar
repulsor MP\I .
Demonstrac¸a˜o:
1. Basta tomar K = {pi | existe pi′ ∈ J com pi < pi′ ou pi = pi′}.
2. A demonstrac¸a˜o e´ feita por induc¸a˜o sobre a ordem da decomposic¸a˜o de Morse D(S).
Se D(S) e´ uma decomposic¸a˜o de Morse com apenas um conjunto enta˜o o resultado vale.
Suponha que o resultado vale para toda decomposic¸a˜o de Morse de ordem m−1 e seja D(S)
uma decomposic¸a˜o de Morse de ordem m. Sejam I ∈ A(≺) e κ um elemento minimal de I,
ou seja, na˜o existe pi ∈ I tal que pi < κ.
Afirmac¸a˜o: Mκ e´ um atrator em S.
De fato, seja U uma vizinhanc¸a compacta de Mκ em S disjunta de ∪Mpi, onde a unia˜o
percorre o conjunto {pi ∈ P\κ}, tal vizinhanc¸a existe pois Mκ e´ um conjunto invariante
isolado. Seja ν ∈ U\Mκ. Enta˜o ω∗(ν) ⊂ ∪pi∈P\κMpi. Caso contra´rio, ω∗(ν) ⊂Mκ. Seja pi tal
que ω(ν) ⊂Mpi. Como κ e´ minimal enta˜o pi na˜o pode estar em I\κ e como I e´ um intervalo
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atrator enta˜o pi na˜o pode estar em P\I. Logo pi = κ, ou seja ω(ν) ⊂Mκ. Mas isto contradiz
o fato de ν ∈ U\Mκ. Logo ω∗(ν) ⊂
⋃
pi∈P\κMpi. Segue que ω
∗(ν) * U e, pelo Lema 3.1, Mκ
e´ um atrator em S. E MP\κ e´ o repulsor complementar de Mκ em S.
Seja ≺∗ a restric¸a˜o de ≺ a` P\κ. Enta˜o {Mpi | pi∈P\κ} e´ uma decomposic¸a˜o de Morse
≺∗-ordenada. Por hipo´tese de induc¸a˜o, MI\κ e´ um atrator em MP\κ. E Mp\I e´ o repulsor
complementar de MI\κ em MP\κ. Como MP\κ e´ repulsor em S e MP\I e´ repulsor em MP\κ
enta˜o pela proposic¸a˜o 3.5 MP\I e´ repulsor em S. Logo MI e´ atrator em S. 
Franzosa mostra em [7] que todo conjunto de Morse e´ um conjunto invariante isolado. A
demonstrac¸a˜o do pro´ximo resultado encontra-se em [7].
Proposic¸a˜o 3.11. Seja D(S) = {Mpi}pi∈P uma decomposic¸a˜o de Morse em S e I ∈ I. Enta˜o
1. {Mpi | pi ∈ I} e´ uma decomposic¸a˜o de Morse ≺I-ordenada de MI , onde ≺I e´ a restric¸a˜o
de ≺ a I.
2. {Mpi | pi ∈ P\I} ∪ {MI} e´ uma decomposic¸a˜o de Morse de S.
Como consequeˆncia deste resultado:
Corola´rio 3.1. Se (I, J) ∈ I2 enta˜o (MI ,MJ) e´ um par atrator-repulsor em MIJ .
O trio-´ındice para um par atrator-repulsor e´ generalizado pela noc¸a˜o de filtrac¸a˜o-´ındice
para uma ordem admiss´ıvel em uma decomposic¸a˜o de Morse; da seguinte maneira:
Definic¸a˜o 3.17. Uma filtrac¸a˜o-´ındice para uma decomposic¸a˜o de Morse D(S), segundo
a ordem admiss´ıvel ≺, e´ uma colec¸a˜o de conjuntos compactos N = {NI}I∈A(≺) satisfazendo:
1. para cada I ∈ A(≺), (NI , N∅) e´ um par-´ındice para o atrator MI ;
2. para quaisquer I, J ∈ A(≺), NI∩J = NI ∩NJ e NI∪J = NI ∪NJ .
Assuma que N = {NI}I∈A(≺) e´ uma filtrac¸a˜o-´ındice para a decomposic¸a˜o de Morse D(S),
segundo a ordem admiss´ıvel ≺. A primeira propriedade da Definic¸a˜o 3.17 garante que N
conte´m ao menos um par-´ındice para cada conjunto de Morse MI sempre que I for um
intervalo atrator. Na realidade, uma filtrac¸a˜o-´ındice fornece ao menos um par-´ındice para
cada conjunto de Morse MJ , sendo J um intervalo atrator ou na˜o. E´ o que garante o pro´ximo
resultado:
90 Sec¸a˜o 3.2 • Decomposic¸a˜o de Conjuntos Invariantes Isolados
Proposic¸a˜o 3.12. Seja N uma filtrac¸a˜o-´ındice para a decomposic¸a˜o de Morse D(S), segundo
a ordem admiss´ıvel ≺. Seja ainda J ∈ I.
1. Se (I, J) e´ uma decomposic¸a˜o de um intervalo atrator K ∈ A, enta˜o (NK , NI) e´ um
par-´ındice para MJ .
2. Se (Ii, J) e´ uma decomposic¸a˜o de um intervalo atrator Ki, para i = 1, 2, enta˜o NK1\NI1 =
NK2\NI2.
Demonstrac¸a˜o:
1. Veja que, pela definic¸a˜o de filtrac¸a˜o-´ındice, N∅ ⊂ NI ⊂ NK ale´m disso, (NI , N∅) e
(NK , N∅) sa˜o pares-´ındice para MI e MK , respectivamente. Ja´ o Corola´rio 3.1 garante que
(MI ,MJ) e´ um par atrator-repulsor em MK . Segue da Proposic¸a˜o 3.6 que (NK , NI) e´ um
par-´ındice para MJ .
2. Sejam K := K1 ∩K2 e I := I1 ∩ I2. Veja que I,K ∈ A, pois Ii, Ki ∈ A para i = 1, 2,
ale´m disso (I, J) e´ uma decomposic¸a˜o de K, pois I ∪J = (I1∪J)∪ (I2∪J) = K1∩K2 = K.
Para finalizar a prova, e´ suficiente mostra que NK\NI = NK1\NI1 . Note que K1 = K ∪ I1 e
K ∩ I1 = I, pois
K1 = I1 ∪ J = I1 ∪K1 ∪K2 = I1 ∪K,
I = I1 ∩ I2 = I1 ∩ I2 ∩ J = I1 ∩K.
Pela propriedade 2 da Definic¸a˜o 3.17 tem-se NK1 = NK ∪ NI1 e NK ∩ NI1 = NI . Estas
igualdades implicam que NK1\NI1 = NK\NI1 = NK\NI . 
Agora, se J ∈ I e´ um intervalo qualquer, as Proposic¸o˜es 3.10 (1) e 3.12 implicam que, em
uma filtrac¸a˜o-´ındice N de D(S), existe um par-´ındice (NK , NI) para o conjunto de Morse
MJ . Ale´m disso, se (NK , NI) e (NK˜ , NI˜) sa˜o dois pares-´ındice definidos por N enta˜o existe
uma equivaleˆncia homoto´pica entre os espac¸os NK/NI e NK˜/NI˜ .
Franzosa estabelece em [7] a existeˆncia de filtrac¸o˜es-´ındice.
Proposic¸a˜o 3.13. Para toda decomposic¸a˜o de Morse D(S) existe uma filtrac¸a˜o-´ındice N .
Para finalizar este cap´ıtulo, segue um exemplo de filtrac¸a˜o-´ındice.
Exemplo 3.19. Considere novamente o conjunto invariante isolado do Exemplo 3.18. Seja
P = {1, 2, 3} um conjunto com ordem 1 < 2 < 3.
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O propo´sito deste exemplo e´ exibir uma filtrac¸a˜o-´ındice para a decomposic¸a˜o de Morse
D(S) = {Mi}i∈P <-ordenada, onde M1 = {a}, M2 = {s′} e M3 = {s}.
Nesse sentido, veja que os intervalos atratores de (P,<) sa˜o: I0 = ∅, I1 = {1}, I2 = {1, 2}
e I3 = {1, 2, 3}. Observe que os conjuntos de Morse MI , onde I ∈ A, sa˜o dados por: MI0 = ∅,
MI1 = M1, MI2 = M1 ∪M2 ∪C(M1,M2) e MI3 = M1 ∪M2 ∪M3 ∪C(M1,M2)∪C(M2,M3).
Considere os conjuntos compactos NI0 , NI1 , NI2 e NI3 dados na Figura 3.16.
NI0
NI1 NI2 NI3
Figura 3.16: Filtrac¸a˜o-´ındice para a decomposic¸a˜o de Morse {M1,M2,M3}.
Veja que os compactos dados pela Figura 3.16 sa˜o tais que:
• (NI1 , NI0) e´ par-´ındice para MI1 ;
• (NI2 , NI0) e´ par-´ındice para MI2 ;
• (NI3 , NI0) e´ par-´ındice para MI3 .
A Figura 3.17 ilustra tais pares-´ındice.
S
M1M2
M3
S
M1M2
M3
S
M1M2
M3
NI0 NI0 NI0
NI1 NI2 NI3
Figura 3.17: Pares-´ındice para os conjuntos de Morse M1, M2 e M3, respectivamente.
E´ fa´cil verificar que os compactos NI0 , NI1 , NI2 e NI3 satisfazem: NIk∩Il = NIk ∩ NIl e
NIk∪Il = NIk ∪NIl , para k, l ∈ {0, 1, 2, 3}. Logo, o conjunto N = {NI0 , NI1 , NI2 , NI3} e´ uma
filtrac¸a˜o-´ındice para a decomposic¸a˜o de Morse {M1,M2,M3}, segundo a ordem <. M
Cap´ıtulo 4
Matriz de Conexa˜o
Para descrever completamente a dinaˆmica de um conjunto invariante isolado S para o qual
tem-se uma decomposic¸a˜o de Morse Mpi, e´ necessa´rio entender as o´rbitas conectantes entre
os conjuntos de Morse. Isto pode ser feito relacionado os ı´ndices de Conley dos conjuntos
de Morse com o ı´ndice de Conley do conjunto invariante isolado S. Neste cap´ıtulo sera´
constru´ıdo a ferramenta alge´brica, chamada matriz de conexa˜o e criada por Franzosa, para
estudar tais conexo˜es.
A matriz de conexa˜o e´ definida, de modo geral, como sendo uma matriz que tem como
entradas aplicac¸o˜es entre os ı´ndices homolo´gicos de Conley dos conjuntosMpi. A importaˆncia
da matriz de conexa˜o no estudo da dinaˆmica de um fluxo sobre um conjunto invariante
isolado esta´ no fato de que suas entradas na˜o nulas podem detectar a existeˆncia de o´rbitas
conectantes entre conjuntos de Morse.
Este cap´ıtulo conte´m duas sec¸o˜es. Na primeira sec¸a˜o, e´ constru´ıda a matriz de conexa˜o
para uma decomposic¸a˜o em par atrator-repulsor de S. Na segunda sec¸a˜o, generaliza-se a
ideia de matriz de conexa˜o para o caso de uma decomposic¸a˜o de Morse qualquer, ja´ que uma
decomposic¸a˜o de Morse conte´m va´rios pares atrator-repulsor.
Mas antes e´ imprescind´ıvel adquirir conhecimento ba´sico sobre tranc¸as de complexos de
cadeia e tranc¸as de mo´dulos graduados. Essas tranc¸as generalizam, respectivamente, as
noc¸o˜es de sequeˆncias exatas de complexos de cadeia e de sequeˆncias exatas em homologia.
Definic¸a˜o 4.1. Sejam C1, C2 e C3 complexos de cadeia. A sequeˆncia
C1
i−→ C2 p−→ C3
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e´ uma sequeˆncia fracamente exata se:
1. i e´ injetiva;
2. p ◦ i = 0;
3. a aplicac¸a˜o de cadeia ρ : C2/im(p) → C3 definido por p induz um isomorfismo em
homologia.
Lembre que, dada uma sequeˆncia exata curta de complexos de cadeia
0→ A i→ B p→ C → 0,
existe um homomorfismo de grau −1, ∂ : H(C) −→ H(A), chamado de homomorfismo de
conexa˜o (Teorema 1.3). Para sequeˆncias fracamente exatas tambe´m existe um homomorfismo
de conexa˜o. Mais precisamente:
Proposic¸a˜o 4.1. Dada uma sequeˆncia fracamente exata de complexos de cadeia
C1
i−→ C2 p−→ C3
existe um homomorfismo natural ∂ : H(C3)→ H(C1) de grau −1 tal que a sequeˆncia
· · · −→ H(C1) i∗−→ H(C2) p∗−→ H(C3) ∂−→ H(C1) −→ · · ·
e´ exata. Este homomorfismo e´ chamado de homomorfismo de conexa˜o.
A prova desta proposic¸a˜o encontra-se em [8].
Considere, ao longo deste cap´ıtulo, (P,≺) um conjunto finito parcialmente ordenado.
Definic¸a˜o 4.2. Uma tranc¸a de complexos de cadeia segundo a ordem parcial ≺ e´ uma
colec¸a˜o C = C(≺) que consisti de complexos de cadeia e aplicac¸o˜es de cadeia satisfazendo:
1. para cada I ∈ I(≺) existe um complexo de cadeia C(I),
2. para cada (I, J) ∈ I2(≺) existem aplicac¸o˜es de cadeia
i(I, IJ) : C(I) −→ C(IJ), p(IJ, J) : C(IJ) −→ C(J)
que satisfazem:
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(i) a sequeˆncia de complexos de cadeia C(I)
i−→ C(IJ) p−→ C(J) e´ fracamente exata;
(ii) se I e J sa˜o na˜o compara´veis, enta˜o p(JI, I)i(I, IJ) = id|C(I);
(iii) se (I, J,K) ∈ I3(≺), enta˜o o seguinte diagrama de tranc¸as comuta:
C(I)
C(IJ)
C(J)C(IJK)
C(JK)
C(K)
i
i
i
p
p
p
p
i
E agora segue a definic¸a˜o de tranc¸a de mo´dulos graduados, que e´ essencial para a definic¸a˜o
de matriz de conexa˜o.
Definic¸a˜o 4.3. Uma tranc¸a de mo´dulos graduados segundo a ordem parcial ≺ e´ uma
colec¸a˜o G = G(≺) que consisti de mo´dulos graduados e aplicac¸o˜es entre os mo´dulos graduados
satisfazendo:
1. para cada I ∈ I(≺) existe um mo´dulo graduado G(I),
2. para cada (I, J) ∈ I2(≺) existem aplicac¸o˜es
i(I, IJ) : G(I) −→ G(IJ) de grau 0,
p(IJ, J) : G(IJ) −→ G(J) de grau 0,
∂(J, I) : G(J) −→ G(I) de grau − 1,
que satisfazem:
(i) a sequeˆncia · · · −→ G(I) i−→ G(IJ) p−→ G(J) ∂−→ G(I) −→ · · · e´ exata;
(ii) se I e J sa˜o na˜o compara´veis, enta˜o p(JI, I)i(I, IJ) = id|G(I);
(iii) se (I, J,K) ∈ I3(≺), enta˜o o seguinte diagrama de tranc¸as comuta:
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G(I)
G(IJK)
G(K)
G(J)
G(IJ)
G(JK)
G(IJ)
G(K)
G(J)
G(I)
G(IJK)
i
i
p
p
∂
p
∂
p
i
∂
i
i
i
p
∂
∂
∂
i
Para as pro´ximas sec¸o˜es e´ necessa´rio definir quando duas tranc¸as de mo´dulos graduados
sa˜o isomorfos:
Definic¸a˜o 4.4. Sejam G e G ′ duas tranc¸as de mo´dulo graduado segundo a ordem parcial ≺.
Uma aplicac¸a˜o Θ entre G e G ′, denotada por Θ : G→ G ′, e´ uma colec¸a˜o de homomorfismos
de mo´dulos θ(I) : G(I)→ G′(I), com I ∈ I(≺), tais que, para cada (I, J) ∈ I2(≺) o seguinte
diagrama comuta:
· · · // G(I) i //
θ(I)

G(IJ)
p //
θ(IJ)

G(J) ∂ //
θ(J)

G(I)
θ(I)

// · · ·
· · · // G′(I) i // G′(IJ) p // G′(J) ∂ // G′(I) // · · ·
Se θ(I) e´ um isomorfismo, para cada I ∈ I2(≺), enta˜o Θ e´ dito um isomorfismo de
tranc¸as de mo´dulos graduados, e diz-se que G e G ′ sa˜o tranc¸as isomorfas.
Veja que a tranc¸a de complexos de cadeia generaliza a noc¸a˜o de sequeˆncia fracamente
exata de complexos de cadeia e a tranc¸a de mo´dulos generaliza a ideia de sequeˆncia longa
exata em homologia. Pela Proposic¸a˜o 4.1, cada sequeˆncia fracamente exata de complexos de
cadeia induz uma sequeˆncia longa exata em homologia. De fato, cada tranc¸a de complexos
de cadeia define uma tranc¸a de mo´dulos graduados.
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Seja C uma tranc¸a de complexos de cadeia sobre ≺. Se (I, J) ∈ I2(≺), pela definic¸a˜o de
tranc¸a de complexos de cadeia, a sequeˆncia
C(I)
i(I,IJ)// C(IJ)
p(IJ,J)// C(J)
e´ fracamente exata. Associada a uma sequeˆncia fracamente exata, a Proposic¸a˜o 4.1 garante
que existe uma sequeˆncia longa exata em homologia
· · · // H(I) i∗(I,IJ)// H(IJ) p∗(IJ,J)// H(J) ∂(J,I) // H(I) // · · · (4.1)
Considere a colec¸a˜oHC(≺) consistindo dos mo´dulos graduados H(I) para cada intervalo
I ∈ I(≺), juntamente com as aplicac¸o˜es i(I, IJ), p(IJ, J), ∂(J, I) definidas pela sequeˆncia
(4.1), para cada par (I, J) ∈ I2(≺).
Franzosa prova em [8] que:
Proposic¸a˜o 4.2. HC(≺) e´ uma tranc¸a de mo´dulos graduados segundo a ordem parcial ≺.
Portanto, para cada tranc¸a de complexos de cadeia, e´ poss´ıvel associar uma tranc¸a de
mo´dulos graduados, como foi afirmado anteriormente.
Definic¸a˜o 4.5. Seja C uma tranc¸a de complexos de cadeia, a tranc¸a HC rece´m constru´ıda
e´ dita tranc¸a de mo´dulos graduados gerada por C. Ale´m disso, se G e´ uma tranc¸a de
mo´dulos graduados isomorfa a HC, enta˜o G e´ dita gerada por complexos de cadeia.
A tranc¸a de mo´dulos graduados e´ essencial para a construc¸a˜o da matriz de conexa˜o. E
a tranc¸a de complexos de cadeia e´ a estrutura suporte que e´ necessa´ria para a prova da
existeˆncia da matriz de conexa˜o.
4.1 Matriz de Conexa˜o para um Par Atrator-Repulsor
Para a discussa˜o a seguir, fixe um mo´dulo G. Dado um espac¸o topolo´gico X, represente
por C∗(X) as cadeias singulares de X com coeficientes no mo´dulo G e denote por H∗(X)
a homologia corresponde do complexo. E notac¸a˜o similar e´ usada para um par de espac¸os
A ⊂ X.
Denote porH(S) o ı´ndice homolo´gico de S, ou seja, H(S) = H∗(h(S)). Note que se (N,L)
e´ um par-´ındice para S, enta˜o existe uma identificac¸a˜o natural entre H(S) e H∗(N/L).
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Seja (N0, N1, N2) um trio-´ındice para um par atrator-repulsor (A,A
∗) em S. Considere
as aplicac¸o˜es induzidas nos espac¸os pontuados
N1/N0
i−→ N2/N0 p−→ N2/N1, (4.2)
onde a inclusa˜o i e a projec¸a˜o p sa˜o definidas, respectivamente, por:
i([x]N1N0) = [x]
N2
N0
, p([x]N2N0) = [x]
N2
N1
.1
Veja que p ◦ i = 0.
Passando para o n´ıvel de cadeias, obte´m-se de (4.2) a seguinte sequeˆncia de complexos
de cadeia:
C∗(N1/N0)
i]−→ C∗(N2/N0) p]−→ C∗(N2/N1). (4.3)
Sendo i injetiva e p ◦ i = 0, i] e´ injetiva e p] ◦ i] = 0. Ale´m disso, a aplicac¸a˜o quociente
p : N2/N0 −→ N2/N1 ≈ N2/N0
N1/N0
define a aplicac¸a˜o de cadeia ρ : C∗(N2/N0, N1/N0) −→ C∗(N2/N1) que, por sua vez, induz
o isomorfismo em homologia ρ∗ : H∗(N2/N0, N1/N0) −→ H∗(N2/N1) (ver [7]). Assim (4.3)
e´ uma sequeˆncia fracamente exata e, pela Proposic¸a˜o 4.1, associada a` sequeˆncia (4.3) existe
uma sequeˆncia longa exata:
· · · // H∗(N1/N0) i∗ // H∗(N2/N0) p∗ // H∗(N2/N1) ∂ // H∗(N1/N0) // · · ·
Agora, seja (L1, L2, L3) outro trio-´ındice para o par atrator-repulsor (A,A
∗). Como as
homologias de espac¸os com o mesmo tipo de homotopia sa˜o isomorfas (Teorema 1.2), segue
da invariaˆncia do par-´ındice que:
· · · // H∗(N1/N0) i∗ //OO
≈

H∗(N2/N0)
p∗ //
OO
≈

H∗(N2/N1)
∂ //
OO
≈

H∗(N1/N0) //OO
≈

· · ·
· · · // H∗(L1/L0) i
′∗ // H∗(L2/L0)
p′∗ // H∗(L2/L1)
∂′ // H∗(L1/L0) // · · ·
1A notac¸a˜o [x]NkNj , introduzida aqui, denota a classe de equivaleˆncia de x ∈ Nk segundo a relac¸a˜o de
equivaleˆncia definida em 3.1.
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Deste modo, tem-se a sequeˆncia longa exata
· · · // H∗(A) i(A,S) // H∗(S) p(S,A
∗)// H∗(A∗)
∂(A∗,A)// H∗(A) // · · · . (4.4)
Definic¸a˜o 4.6. A sequeˆncia longa exata definida em (4.4) e´ chamada de sequeˆncia exata
do ı´ndice homolo´gico associada ao par atrator-repulsor (A,A∗) e a aplicac¸a˜o de conexa˜o
∂(A∗, A) : H(A∗)→ H(A) recebe o nome de aplicac¸a˜o bordo definida pelo fluxo.
A aplicac¸a˜o ∂(A∗, A) definida acima prover informac¸o˜es sobre o conjunto de o´rbitas conec-
tantes de A∗ para A em S. O final desta sec¸a˜o aborda essa questa˜o.
Considere agora os seguinte mo´dulos graduados:
C∆(A) = H(A),
C∆(A∗) = H(A∗),
C∆(S) = H(A)⊕H(A∗).
Uma aplicac¸a˜o ∆ : C∆(S) −→ C∆(S) pode ser representada na forma matricial por:
∆ =
(
∆(A) ∆(A∗, A)
∆(A,A∗) ∆(A∗)
)
,
onde ∆(A) : C∆(A)→ C∆(A), ∆(A∗) : C∆(A∗)→ C∆(A∗), ∆(A,A∗) : C∆(A)→ C∆(A∗)
e ∆(A∗, A) : C∆(A∗)→ C∆(A).
Considerando o caso particular em que ∆(A), ∆(A∗) e ∆(A,A∗) sa˜o aplicac¸o˜es nulas
e ∆(A∗, A) e´ a aplicac¸a˜o bordo definida pelo fluxo, ou seja ∂(A∗, A), tem-se que ∆ e´ uma
aplicac¸a˜o bordo, isto e´, todas as entradas de ∆ sa˜o aplicac¸o˜es de grau −1 e ∆◦∆ = 0. Assim,
(C∆(S),∆) e´ um complexo de cadeia que possui os seguintes subcomplexos: (C∆(A), 0) e
(C∆(A∗), 0).
A partir destes complexos de cadeia, pode-se construir a seguinte sequeˆncia exata curta
de complexos de cadeia:
0 −→ C∆(A) i¯−→ C∆(S) p¯−→ C∆(A∗) −→ 0, (4.5)
onde i¯ e p¯ sa˜o a inclusa˜o canoˆnica e a projec¸a˜o canoˆnica, respectivamente. Esta sequeˆncia e´
a mesma que
0 −→ H(A) i¯−→ H(A)⊕H(A∗) p¯−→ H(A∗) −→ 0.
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Passando para homologia, (4.5) induz a sequeˆncia exata longa
· · · → H∆(A) i¯∗−→ H∆(S) p¯∗−→ H∆(A∗) ∂¯−→ H∆(A)→ · · · , (4.6)
onde H∆(A), H∆(A∗) e H∆(S) denotam, respectivamente, as homologias dos seguintes
complexos de cadeia (C∆(A), 0), (C∆(A∗), 0) e (C∆(S),∆).
Ate´ aqui, foram obtidas duas sequeˆncias longas exatas em homologia, a sequeˆncia exata
do ı´ndice homolo´gico (4.4) e a sequeˆncia (4.6) constru´ıda logo acima a partir da aplicac¸a˜o
∆. Essas duas sequeˆncias relacionam-se de forma interessante, elas sa˜o isomorfas.
Com efeito, para cada n ∈ N,
Hn∆(A) =
ker ∆n(A)
im ∆n+1(A)
=
ker 0
im 0
=
Hn(A)
0
≈ Hn(A),
Hn∆(A
∗) =
ker ∆n(A
∗)
im ∆n+1(A∗)
=
ker 0
im 0
=
Hn(A
∗)
0
≈ Hn(A∗),
ou seja, H∆(A) e H∆(A∗) sa˜o isomorfos aos ı´ndices homolo´gicos de Conley de A e A∗,
respectivamente. Logo, ∂ = ∂¯.
No momento, obte´m-se o seguinte diagrama comutativo de homologias de mo´dulos e
aplicac¸o˜es:
· · · // H∆(A) i //
id

H∆(S)
p // H∆(A∗) ∂ //
id

H∆(A) //
id

· · ·
· · · // H(A) i // H(S) p // H(A∗) ∂ // H(A) // · · ·
(4.7)
E´ fa´cil ver que existem θn : Hn∆(S) → Hn(S) que fazem o diagrama (4.7) comutar. Pelo
Five Lemma (Teorema 1.4) as aplicac¸o˜es θn(S) sa˜o isomorfismos.
Portanto o complexo (H(A)⊕H(A∗),∆) gera uma sequeˆncia longa exata em homologia
que e´ isomorfa a` sequeˆncia do ı´ndice homolo´gico do par (A,A∗). Logo, a matriz ∆ conte´m
informac¸o˜es sobre o conjuntos de o´rbitas conectantes C(A,A∗). Esta matriz e´ chamada de
matriz de conexa˜o para o par atrator-repulsor (A,A∗).
Definic¸a˜o 4.7. Sejam S um conjunto invariante isolado de um fluxo ϕ e (A,A∗) um par
atrator-repulsor de S. Considere o mo´dulo graduado
C∆(S) = H(A)⊕H(A∗)
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e a aplicac¸a˜o bordo ∆ : C∆(S)→ C∆(S) definida por
∆ =
(
0 ∂
0 0
)
,
onde ∂ = ∂(A,A∗) e´ a aplicac¸a˜o bordo definida pelo fluxo. A aplicac¸a˜o ∆ e´ chamada de
matriz de conexa˜o para a decomposic¸a˜o em par atrator-repulsor (A,A∗) de S.
Assim, a partir da matriz de conexa˜o ∆ de uma decomposic¸a˜o em par atrator-repulsor
(A,A∗), e´ poss´ıvel construir a sequeˆncia do ı´ndice homolo´gico associada ao par (A,A∗), a
menos de um isomorfismo de sequeˆncias exatas. Logo, a matriz ∆ carrega todas as in-
formac¸o˜es alge´bricas desta sequeˆncia.
Um dos principais interesses no estudo do ı´ndice de Conley e da matriz de conexa˜o
e´ entender como estes podem auxiliar na descric¸a˜o dinaˆmica de um dado fluxo sobre um
conjunto invariante isolado. Os resultados a seguir caminham nesta direc¸a˜o.
Proposic¸a˜o 4.3. Sejam S um conjunto invariante isolado de um fluxo ϕ e (A,A∗) um par
atrator-repulsor de S. Se
• a aplicac¸a˜o bordo ∂(A∗, A) definida por ϕ e´ na˜o nula
ou se
• H(S) na˜o e´ isomorfa a H(A)⊕H(A∗)
enta˜o C(A,A∗) 6= ∅.
Demonstrac¸a˜o: Fazendo a prova por contrapositiva, suponha que C(A,A∗) = ∅. Enta˜o S
se decompo˜es como unia˜o disjunta do atrator A com seu repulsor complementar A∗. Segue
diretamente da Propriedade de Aditividade 3.3 que H(S) ≈ H(A) ⊕ H(A∗). Com isso, a
sequeˆncia do ı´ndice homolo´gico do par (A,A∗) se torna:
· · · // H∗(A) i(A,S) // H∗(H(A)⊕H(A∗)) p(S,A
∗)// H∗(A∗)
∂(A∗,A)// H∗(A) // · · · .
Sendo esta sequeˆncia exata, ker ∂ = im p = H(A∗), ou seja, ∂ = 0. 
Corola´rio 4.1. Se C(A,A∗) = ∅, ou seja, se S = A unionsq A∗ enta˜o ∂ = 0.
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Corola´rio 4.2. Seja S um conjunto invariante isolado de um fluxo ϕ e seja (A,A∗) um par
atrator-repulsor de S. Se Con∗(S) = 0 e se existe k ∈ N tal que Conk(A) e Conk(A∗) na˜o
se anulem concomitantemente enta˜o C(A,A∗) 6= ∅.
As provas destes dois corola´rios seguem diretamente da Proposic¸a˜o 4.3.
A partir do Corola´rio 4.2, conclui-se que: dados um ponto de sela e um ponto atrator
(ou um ponto repulsor), se estes pontos formam um par atrator-repulsor para um conjunto
invariante isolado cujo ı´ndice de Conley e´ o trivial, enta˜o existe conexa˜o entre estes pontos.
A Proposic¸a˜o 4.3 pode ser usada para obter informac¸o˜es sobre a existeˆncia de o´rbitas
conectantes apenas quando ∂ 6= 0 ou quando H(S)  H(A)⊕H(A∗). Pore´m existem casos
em que ∂ = 0 e H(S) ≈ H(A)⊕H(A∗), como mostra a pro´xima proposic¸a˜o.
Proposic¸a˜o 4.4. Sejam S um conjunto invariante isolado de um fluxo ϕ e (A,A∗) um par
atrator-repulsor para S. Se existir k0 ∈ N tal que
Conk(A) =
{
Hk(A), se k = k0
0, se k 6= k0
Conk(A
∗) =
{
Hk(A
∗), se k = k0
0, se k 6= k0
enta˜o ∂ = 0 e H(S) ≈ H(A)⊕H(A∗).
Demonstrac¸a˜o: Seja k ∈ N arbitra´rio, por hipo´tese Hk(A∗) = 0 ou Hk−1(A) = 0, em
ambos os casos, a aplicac¸a˜o ∂k : Hk(A
∗) → Hk−1(A) e´ a aplicac¸a˜o nula. Portanto, ∂ = 0
para todo k ∈ N, logo, ∂ = 0.
Consequentemente, a aplicac¸a˜o ∆ : H(A)⊕H(A∗)→ H(A)⊕H(A∗) e´ representada pela
matriz nula, o que implica que
Hk(S) ≈ Hk∆(S) = ker ∆k
im ∆k+1
≈ Hk(A)⊕Hk(A∗),
para todo k ∈ N. Portanto, H(S) ≈ H(A)⊕H(A∗). 
Devido a este resultado, nota-se que a aplicac¸a˜o bordo ∂ e a matriz de conexa˜o na˜o
conseguem detectar conexo˜es entre singularidades que possuem o mesmo ı´ndice, como por
exemplo conexo˜es entre pontos de sela que possuem os mesmo ı´ndices.
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4.2 Matriz de Conexa˜o para uma Decomposic¸a˜o de
Morse
Seja S um conjunto invariante isolado e D(S) uma decomposic¸a˜o de Morse ≺-ordenada.
Na Sec¸a˜o 3.2 foi afirmada a existeˆncia de uma filtrac¸a˜o-´ındice para qualquer decomposic¸a˜o
de Morse. Considere N = {NI}I∈A uma filtrac¸a˜o-´ındice para a decomposic¸a˜o de Morse D(S)
≺-ordenada. Seja J ∈ I, se (NK1 , NI1) e (NK2 , NI2) sa˜o pares-´ındice, definidos pela filtrac¸a˜o
N , para o conjunto de Morse MJ enta˜o os respectivos espac¸os pontuados NK1/NI1 e NK2/NI2
sa˜o homeomorfos. Com efeito, NK1\NI1 = NK2\NI2 , pela Proposic¸a˜o 3.12. Considere a
aplicac¸a˜o entre NK1/NI1 e NK2/NI2 induzida pela identidade sobre NK1\NI1 = NK2\NI2 , ou
seja,
NK1/NI1 −→ NK2/NI2
[x] 7−→ [x] se x ∈ NK1\NI1 ,
[x] 7−→ [NI2 ] se x ∈ NI1 .
Tal aplicac¸a˜o fornece o homeomorfismo afirmado.
Dado um mo´dulo G arbitra´rio, denote por C∗(NKi/NIi ;G), com i = 1, 2, o conjunto
formado pelas cadeias singulares com coeficientes em G do espac¸o pontuado NKi/NIi . Como
os espac¸os pontuadosNK1/NI1 eNK2/NI2 sa˜o homeomorfos, segue que os complexos de cadeia
C∗(NK1/NI1 ;G) e C∗(NK2/NI2 ;G) sa˜o isomorfos. Assim, todos os pares-´ındice definidos pela
filtrac¸a˜o N , que sa˜o associados ao conjunto de Morse MJ , induzem complexos de cadeia
naturalmente isomorfos.
Para cada J ∈ I(≺), denote por CN (J ;G), ou apenas por CN (J), um complexo de cadeia
isomorfo ao complexo C∗(NK , NI), onde (NK , NI) e´ um par-´ındice para MJ definido pela
filtrac¸a˜o N . Veja que a homologia do complexo CN (J ;G) e´ exatamente o ı´ndice homolo´gico
de Conley do conjunto de Morse MJ , denotada por H(MJ ;G) ou simplesmente por H(MJ).
Pelo Corola´rio 3.1, se (I, J) ∈ I2(≺) enta˜o (MI ,MJ) e´ um par atrator-repulsor para MIJ .
Seja (N0, N1, N2) um trio-´ındice definido pela filtrac¸a˜o N para (MI ,MJ), enta˜o esta´ bem
definida a sequeˆncia
C∗(N1/N0)
i−→ C∗(N2/N0) p−→ C∗(N2/N1).
Franzosa mostra em [7] que esta sequeˆncia e´ fracamente exata. Ale´m disso, esta sequeˆncia
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pode ser representada por
CN (I)
i(I,IJ)// CN (IJ)
p(IJ,J)// CN (J), (4.8)
pela convenc¸a˜o adotada longo acima.
Sendo (4.8) fracamente exata esta induz, pela Proposic¸a˜o 4.1, a sequeˆncia longa exata
· · · // H∗(MI) i∗(I,IJ)// H∗(MIJ) p∗(IJ,J)// H∗(MJ) ∂(J,I) // H∗(MI) // · · · . (4.9)
Veja que esta sequeˆncia e´ exatamente a sequeˆncia do ı´ndice homolo´gico do par atrator-
repulsor (MI ,MJ) definida em (4.4).
A partir da sequeˆncia 4.8 e´ poss´ıvel construir uma tranc¸a de complexos de cadeia CN (≺)
formada pelos complexos CN (I), com I ∈ I, juntamente com as aplicac¸o˜es i(I, IJ) e p(IJ, J),
onde (I, J) ∈ I2; e´ o que garante o pro´ximo resultado, cuja demosntrac¸a˜o encontra-se na
refereˆncia [7].
Proposic¸a˜o 4.5. Sejam S um conjunto invariante isolado de um fluxo ϕ, D(S) uma de-
composic¸a˜o de Morse para S e N uma filtrac¸a˜o-´ındice associada a D(S). A colec¸a˜o C(N ;G)
consistindo dos complexos de cadeias CN (I), para todo I ∈ I, e das aplicac¸o˜es i(I, IJ)
e j(IJ, J), com (I, J) ∈ I2, e´ uma tranc¸a de complexos de cadeia da filtrac¸a˜o-´ındice com
coeficientes em G.
Essa tranc¸a tambe´m e´ denotada por CN .
Como foi visto no in´ıcio deste cap´ıtulo, passando a tranc¸a de complexos de cadeia CN
para homologia obte´m-se uma tranc¸a de mo´dulos graduados HCN (≺;G) gerada por CN .
Esta tranc¸a independe da filtrac¸a˜o N .
Os mo´dulos graduados que constituem a tranc¸a HCN (≺;G), por definic¸a˜o de tranc¸a
gerada, sa˜o as homologias dos complexos de cadeia CN (I) que formam CN . E para cada
I ∈ I, como foi argumentado antes, a homologia do complexo CN (I) coincide com o ı´ndice
homolo´gico de Conley do conjunto de Morse MI . Assim, a tranc¸a HCN (≺;G) e´ formada
pelos ı´ndices homolo´gicos de Conley H(MI), para todo I ∈ I e pelas aplicac¸o˜es definidas em
(4.9), a saber:
i(I, IJ) : G(I) −→ G(IJ) de grau 0,
p(IJ, J) : G(IJ) −→ G(J) de grau 0,
∂(J, I) : G(J) −→ G(I) de grau − 1.
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Definic¸a˜o 4.8. A tranc¸a de mo´dulos graduados HCN (≺;G) e´ chamada de tranc¸a do
ı´ndice homolo´gico de Conley segundo a ordem ≺.
Para cada par atrator-repulsor (MI ,MJ), onde (I, J) ∈ I2, a tranc¸a HCN (≺;G) associa,
pela Definic¸a˜o 4.3, a sequeˆncia
· · · −→ H(MI) i−→ H(MIJ) p−→ H(MJ) ∂−→ H(MI) −→ · · · ,
que, de fato, e´ a sequeˆncia do ı´ndice homolo´gico associada ao par atratot-repulsor (MI ,MJ).
Assim, dada uma tripla de intervalos adjacentes (I, J,K) ∈ I3, a tranc¸a HCN (≺;G) fornece
as sequeˆncias do ı´ndice homolo´gico para cada combinac¸a˜o de intervalos adjacentes (I, J),
(I, JK), (IJ,K) e (J,K) formados a partir da tripla (I, J,K):
· · · −→ H(MI) i−→ H(MIJ) p−→ H(MJ) ∂−→ H(MI) −→ · · · ,
· · · −→H(MI) i−→ H(MIJK) p−→ H(MJK) ∂−→ H(MI)−→· · · ,
· · · −→H(MIJ) i−→ H(MIJK) p−→ H(MK) ∂−→ H(MIJ)−→· · · ,
· · · −→H(MJ) i−→ H(MJK) p−→ H(MK) ∂−→ H(MJ)−→· · ·
e as relacionam atrave´s do seguinte diagrama comutativo em forma de tranc¸a :
i
i
p
p
∂
p
∂
p
i
∂
i
i
i
p
∂
∂
∂
i
H(MI)
H(MIJK)
H(MK)
H(MJ)
H(MIJ)
H(MJK)
H(MK)
H(MJ)
H(MI)
H(MIJK)
H(MIJ)
Observe que se a decomposic¸a˜o de Morse D(S) for formada apenas por um par atrator-
repulsor (A,A∗) enta˜o a tranc¸a acima se reduz a` sequeˆncia do ı´ndice homolo´gico do par
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atrator-repulsor (A,A∗). E nesse sentido, a tranc¸a do ı´ndice homolo´gico generaliza a sequeˆncia
do ı´ndice homolo´gico.
Veja que a tranc¸a HCN (≺;G) depende da escolha da ordem admiss´ıvel em D(S). E
como toda ordem admiss´ıvel de D(M) e´ uma extensa˜o da ordem do fluxo, segue que a
tranc¸a HCN (<f ;G) conte´m a tranc¸a HCN (≺;G) para cada ordem admiss´ıvel; portanto
Definic¸a˜o 4.9. A tranc¸aHCN (<f ;G) do ı´ndice homolo´gico para a ordem do fluxo e´ chamada
tambe´m de tranc¸a do ı´ndice homolo´gico para a decomposic¸a˜o de Morse e e´ deno-
tada por H(D(S);G) ou H(D(S)).
Agora, para cada intervalo I ∈ I, considere o mo´dulo graduado
C∆(I) :=
⊕
pi∈I
H(Mpi).
Uma aplicac¸a˜o ∆(J, I) : C∆(J)→ C∆(I) pode ser vista como uma matriz de aplicac¸o˜es
∆(J, I) :=

...
· · · ∆(pi′, pi) · · ·
...

pi∈I,pi′∈J
,
tal que cada ∆(pi′, pi) e´ uma aplicac¸a˜o de H(Mpi′) para H(Mpi) localiza na pi-e´sima linha e pi′-
e´sima coluna da matriz ∆(J, I). Note que ∆(J, I) e´ uma matriz de ordem |I|×|J | <∞, onde
|I| e |J | denotam as cardinalidades dos conjuntos I e J , respectivamente; estes conjuntos
sa˜o finitos pois I, J ⊂ P , e P e´ finito.
A aplicac¸a˜o ∆(I, I) sera´ denotada apenas por ∆(I), e no caso em que I = P , a aplicac¸a˜o
∆(P ) sera´ denotada simplesmente por ∆.
Definic¸a˜o 4.10. Considere a aplicac¸a˜o ∆(I) : C∆(I)→ C∆(I).
1. ∆(I) e´ triangular superior se ∆(pi′, pi) 6= 0 implica pi ≺ pi′ ou pi = pi′, para todo
pi, pi′ ∈ I;
2. ∆(I) e´ triangular estritamente superior se ∆(pi′, pi) 6= 0 implica pi ≺ pi′, para
todo pi, pi′ ∈ I;
3. ∆(I) e´ uma aplicac¸a˜o bordo se, para todo pi, pi′ ∈ I, ∆(pi′, pi) possui grau −1 e
∆(I) ◦∆(I) = 0.
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Proposic¸a˜o 4.6. Seja ∆ : C∆(P ) → C∆(P ) uma aplicac¸a˜o bordo triangular estritamente
superior. Para cada intervalo I, a aplicac¸a˜o ∆(I) : C∆(I)→ C∆(I) e´ uma aplicac¸a˜o bordo
triangular estritamente superior.
Demonstrac¸a˜o: E´ imediato que ∆(I) e´ triangular estritamente superior e que ∆(pi′, pi) e´ de
grau −1, para todo pi, pi′ ∈ I. Falta apenas ver que ∆(I)2 = 0. Com efeito, sejam J,K ∈ I
tais que (K, I, J) e´ decomposic¸a˜o de P , ou seja, I unionsqJ unionsqK = P e (K, I, J) ∈ I3. A aplicac¸a˜o
∆ pode ser visualizada da seguinte maneira:
∆ =

∆(K) ∆(I,K) ∆(J,K)
∆(K, I) ∆(I) ∆(J, I)
∆(K, J) ∆(I, J) ∆(J)
 .
Sendo ∆ triangular estritamente superior, ∆(K, I) = ∆(K, J) = ∆(I, J) = 0, portanto,
∆ =

∆(K) ∆(I,K) ∆(J,K)
0 ∆(I) ∆(J, I)
0 0 ∆(J)
 .
Por hipo´tese ∆2 = 0, logo a composic¸a˜o da segunda linha com a segunda coluna da
matriz ∆ e´ nula, ou seja, ∆(I)2 = 0. 
Considere ∆ uma aplicac¸a˜o bordo triangular superior, enta˜o (C∆(P ),∆) e´ um complexo
de cadeia que possui como subcomplexo de cadeia (C∆(I),∆(I)), para cada I ∈ I; ale´m
disso, ∆(I) e´ triangular superior.
Para cada (I, J) ∈ I2, esta´ bem definida a seguinte sequeˆncia exata curta de complexos
de cadeia
0 // C∆(I)
i(I,IJ)// C∆(IJ)
p(IJ,J)// C∆(J) // 0, (4.10)
onde i e p sa˜o as aplicac¸o˜es o´bvias de inclusa˜o e projec¸a˜o, respectivamente. De fato, i e p
sa˜o aplicac¸o˜es de cadeia, como mostra o pro´ximo resultado.
Proposic¸a˜o 4.7. Sejam I, J,K intervalos em (P,≺).
1. As aplicac¸o˜es i(I, IJ) e p(IJ, J) definidas em (4.10) sa˜o aplicac¸o˜es de cadeia;
2. Se I e J sa˜o intervalos na˜o compara´veis enta˜o p(JI, J) ◦ i(I, IJ) = id|C∆(I);
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3. Se (I, J,K) ∈ I3 enta˜o o diagrama de tranc¸as abaixo comuta:
i
i
i
p
p
p
p
i
C∆(I)
C∆(IJK)
C∆(K)
C∆(IJ)
C∆(JK)
C∆(J)
Demonstrac¸a˜o:
1. Representando as aplicac¸o˜es i(I, IJ) e p(IJ, J) nas formas matriciais
i(I, IJ) :=
(
id
0
)
p(IJ, J) :=
(
0 id
)
.
Como (I, J) ∈ I2, a aplicac¸a˜o ∆(IJ) pode ser visualizada do seguinte modo:
∆(IJ) :=
(
∆(I) ∆(J, I)
0 ∆(J)
)
.
Com essas identificac¸o˜es segue que:
∆(IJ) ◦ i(I, IJ) = i(I, IJ) ◦∆(I) e ∆(J) ◦ p(IJ, J) = p(IJ, J) ◦∆(IJ).
Portanto, i(I, IJ) e p(IJ, J) sa˜o aplicac¸o˜es de cadeia.
2. Sendo I e J intervalos na˜o compara´veis, enta˜o IJ e JI sa˜o intervalos. Logo, os
complexos (C∆(IJ),∆(IJ)) e (C∆(JI),∆(JI)) esta˜o bem definidos, de modo que
p(JI, I) ◦ I(I, IJ) =
(
id 0
)( id
0
)
=
(
id
)
.
3. O diagrama de tranc¸as e´ comutativo se valem as igualdades:
• i(IJ, IJK) ◦ i(I, IJ) = i(I, IJK),
• p(JK,K) ◦ p(IJK, JK) = p(IJK,K),
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• i(J, JK) ◦ p(IJ, J) = p(IJK, JK) ◦ i(IJ, IJK).
Seja x =
⊕
pi∈I xpi ∈ C∆(I). Enta˜o
i(IJ, IJK) ◦ i(I, IJ)(x) = i(IJ, IJK)
(⊕
pi∈I
xpi +
⊕
pi∈J
0
)
=
⊕
pi∈I
xpi +
⊕
pi∈J
0 +
⊕
pi∈K
0 = i(I, IJK)(x).
E da´ı, i(IJ, IJK) ◦ i(I, IJ) = i(I, IJK). As outras duas igualdades sa˜o provadas de forma
similar. 
Esta proposic¸a˜o implica que a colec¸a˜o formada pelos complexos (C∆(I),∆(I)) junta-
mente com as aplicac¸o˜es i(I, IJ) e p(IJ, J), anteriormente definidas, e´ uma tranc¸a de com-
plexos de cadeia. O que prova o seguinte resultado:
Proposic¸a˜o 4.8. Considere uma aplicac¸a˜o bordo triangular estritamente superior
∆ : C∆(P ) −→ C∆(P ),
onde C∆(P ) =
⊕
pi∈P H(Mpi). A colec¸a˜o, denotada por C∆(≺), consistindo dos complexos
de cadeia (C∆(I),∆(I)), para cada I ∈ I, e das aplicac¸o˜es de cadeia i(I, IJ) e p(IJ, J)
definidas em (4.10), para cada (I, J) ∈ I2, e´ uma tranc¸a de complexos de cadeia.
A tranc¸a C∆(≺) e´ chamada de tranc¸a de complexos de cadeia definida por ∆.
Agora, seja H∆ := HC∆(≺) a tranc¸a de mo´dulos graduados gerada por C∆(≺).
Essa tranc¸a e´ formada pela homologia do complexo (C∆(I),∆(I)) denotada por H∆(I),
para cada I ∈ I, e pelas aplicac¸o˜es
i¯∗(I, IJ) : H∆(I) −→ H∆(IJ) de grau 0,
p¯∗(IJ, J) : H∆(IJ) −→ H∆(J) de grau 0,
∂¯(J, I) : H∆(J) −→ H∆(I) de grau −1,
que sa˜o obtidas da sequeˆncia longa exata em homologia associada a` sequeˆncia (4.10), para
cada (I, J) ∈ I2.
Com isso, foram constru´ıdas nessa sec¸a˜o duas tranc¸as de mo´dulos graduados: a tranc¸a
do ı´ndice homolo´gico de Conley HCN (≺;G) dada pela Definic¸a˜o 4.8 e a tranc¸a H∆ rece´m
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constru´ıda. A matriz de conexa˜o para a decomposic¸a˜o de Morse D(M) e´ definida a partir
dessas duas tranc¸as da seguinte forma:
Definic¸a˜o 4.11. Sejam S um conjunto invariante isolado de um fluxo ϕ e D(S) = {Mpi}pi∈P
uma decomposic¸a˜o de Morse com ordem admiss´ıvel ≺ para S. Considere o mo´dulo graduado
C∆(P ) =
⊕
pi∈P
H(Mpi)
e a aplicac¸a˜o ∆ : C∆(P ) −→ C∆(P ). A aplicac¸a˜o ∆ e´ dita uma matriz de conexa˜o
para a decomposic¸a˜o de Morse D(S) segundo a ordem admiss´ıvel ≺ se
1. ∆ e´ uma aplicac¸a˜o bordo triangular estritamente superior;
2. a tranc¸a de mo´dulos graduados H∆ e´ isomorfa a` tranc¸a do ı´ndice homolo´gico de
Conley HCN (≺;G), ou seja, existe uma colec¸a˜o de isomorfismos {φ(I) : H∆(I) →
H(MI), I ∈ I} tal que para cada par (I, J) ∈ I2 o diagrama abaixo comuta:
· · · // H∆(I) i¯ //
θ(I)

H∆(IJ)
p¯ //
θ(IJ)

H∆(J) ∂¯ //
θ(J)

H∆(I)
θ(I)

// · · ·
· · · // H(MI) i // H(MIJ) p // H(MJ) ∂ // H(MI) // · · ·
Para melhor compreensa˜o da definic¸a˜o de matriz de conexa˜o apresenta acima, segue
um exemplo detalhado de matrizes de conexa˜o para o conjunto invariante isolado visto no
Exemplo 3.18.
No exemplo a seguir o mo´dulo G sera´ tomado como sendo o corpo Z2.
Exemplo 4.1. Considere o conjunto parcialmente ordenado (P,<), onde P = {1, 2, 3} e
1 < 2 < 3. Veja que o conjunto de intervalos de (P,<) e´
I = {{1}, {2}, {3}, {1, 2}, {2, 3}, {1, 2, 3}} .
Os pares adjacentes de intervalos sa˜o:
I2 = {({1}, {2}), ({2}, {3}), ({1}, {2, 3}), ({1, 2}, {3})}.
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O conjunto das triplas de intervalos adjacentes e´:
I3 = {({1}, {2}, {3})}.
Considere ainda o conjunto invariante isolado S dado na Figura 4.1. Veja que S e´
composto por treˆs singularidades a, b e c juntamente com as o´rbitas conectantes C(b, a) e
C(c, b). Definindo os conjuntos M1 = {a}, M2 = {b} e M3 = {c}, tem-se que a colec¸a˜o
D(S) = {Mpi}pi∈P e´ uma decomposic¸a˜o de Morse <-ordenada para S. Ale´m disso, a ordem
admiss´ıvel < coincide com a ordem do fluxo.
S
ab
c
M1M2
M3
Figura 4.1: Decomposic¸a˜o de Morse para o conjunto invariante isolado S.
O primeiro objetivo deste exemplo e´ construir a tranc¸a do ı´ndice homolo´gico de Conley
segundo a ordem < para S. Nesse sentido, considere a seguinte notac¸a˜o:
M123 = S, M12 = M1 ∪M2 ∪ C(M1,M2), e M23 = M2 ∪M3 ∪ C(M2,M3).
Calculando o ı´ndice homoto´pico dos conjuntos de Morse MI , com I ∈ I, tem-se:
h(M1) = Σ
0, h(M2) = h(M3) = h(M123) = Σ
1, h(M12) = 0¯, h(M23) = Σ
1 ∨ Σ1.
Logo, os respectivos ı´ndices homolo´gicos (com coeficientes em Z2) sa˜o:
H(M1) =
{
Z2 , se n = 0
0 , se n 6= 0 H(M2) =
{
Z2 , se n = 1
0 , se n 6= 1
H(M12) =
{
0 , se n ∈ Z H(M23) =
{
Z2 ⊕ Z2 , se n = 1
0 , se n 6= 1
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H(M2) = H(M3) = H(M123).
Deste modo, a tranc¸a do ı´ndice homolo´gico HCN (<;Z2) e´ formada pelos mo´dulos gra-
duados acima, juntamente com as aplicac¸o˜es de inclusa˜o i(I, IJ), projec¸a˜o p(IJ, J) e bordo
∂(J, I), para os pares adjacentes de intervalos (I, J).
Como (P,<) tem apenas uma tripla de intervalos adjacentes ({1}, {2}, {3}), a tranc¸a do
ı´ndice homolo´gico e´ a tranc¸a:
i
i
p
p
∂
p
∂
p
i
∂
i
i
i
p
∂
∂
∂
i
0
0
0
Z2Z2
Z2
Z2
0
00
Z2 Z2⊕
Agora, para cada intervalo I ∈ I, considere o mo´dulo graduado C∆(I) = ⊕H(Mpi), onde
pi varia no intervalo I. Assim,
C∆(1) = H(M1) =
{
Z2 , se n = 0
0 , se n 6= 0 C∆(2) = C∆(3) =
{
Z2 , se n = 1
0 , se n 6= 1
C∆(12) = H(M1)⊕H(M2) =
{
Z2 , se n = 0, 1
0 , se n 6= 0, 1
C∆(23) = H(M2)⊕H(M3) =
{
Z2 ⊕ Z2 , se n = 1
0 , se n 6= 1
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C∆(123) = H(M1)⊕H(M2)⊕H(M3) =

Z2 , se n = 0
Z2 ⊕ Z2 , se n = 1
0 , se n 6= 0, 1
Dada uma aplicac¸a˜o ∆ : C∆(P )→ C∆(P ) bordo triangular estritamente superior, pode-
se visualizar ∆ como uma matriz
∆ =

0 ∆(2, 1) ∆(3, 1)
0 0 ∆(3, 2)
0 0 0
 ,
onde ∆(2, 1) : H(M2) → H(M1), ∆(3, 1) : H(M3) → H(M1) e ∆(3, 2) : H(M3) → H(M2)
sa˜o homomorfismos de grau −1.
Ora, sendo ∆(3, 2) uma aplicac¸a˜o de grau −1, ∆(3, 2) e´ a aplicac¸a˜o nula, pois as homolo-
gias H(M3) e H(M2) sa˜o na˜o nulas apenas na dimensa˜o 1. Portanto,
∆ =

0 ∆(2, 1) ∆(3, 1)
0 0 0
0 0 0
 .
Como
∆(2, 1) =
{
Z2 , se n = 1
0 , se n 6= 1 −→
{
Z2 , se n = 0
0 , se n 6= 0
enta˜o ∆(2, 1) e´ a aplicac¸a˜o nula ou um isomorfismo, ja´ que ∆(2, 1) e´ um homomorfismo.
Analogamente, ∆(3, 1) e´ a aplicac¸a˜o nula ou um isomorfismo.
Para que ∆ seja uma matriz de conexa˜o para a decomposic¸a˜o de Morse D(S), a tranc¸a
H∆ gerada por ∆ deve ser isomorfa a` tranc¸a do ı´ndice homolo´gico de Conley. A partir deste
fato, obte´m-se informac¸o˜es sobre as aplicac¸o˜es ∆(2, 1) e ∆(3, 1).
Para obter a tranc¸a de mo´dulos graduados gerada por ∆, e´ necessa´rio calcular as ho-
mologias dos complexos (C∆(I),∆(I)), para cada I ∈ I, onde ∆(I) e´ a restric¸a˜o de ∆ ao
intervalo I. Tem-se
Hn∆(1) =
ker ∆n(1)
im ∆n+1(1)
=
Hn(M1)
0
≈ Hn(M1),
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Hn∆(2) =
ker ∆n(2)
im ∆n+1(2)
=
Hn(M2)
0
≈ Hn(M2),
Hn∆(3) =
ker ∆n(3)
im ∆n+1(3)
=
Hn(M3)
0
≈ Hn(M3),
Hn∆(12) =
ker ∆n(2, 1)
im ∆n+1(2, 1)
=
Hn(M1)⊕ ker ∆n(2, 1)
im ∆n+1(2, 1)⊕ 0 ,
Hn∆(23) =
ker ∆n(3, 2)
im ∆n+1(3, 2)
=
Hn(M2)⊕Hn(M3)
0
≈ Hn(M2)⊕Hn(M3).
Veja que a homologia do complexo (C∆(I),∆(I)) e´ isomorfa ao ı´ndice homolo´gico de
Conley do conjunto MI , para todo I intervalo, exceto quando I = {1, 3}. Para que ∆ seja
uma matriz de conexa˜o para a decomposic¸a˜o de Morse D(S), e´ necessa´rio que H∆(12) ≈
H(M12). Foi visto que ∆(2, 1) ou e´ a aplicac¸a˜o nula ou um isomorfismo, sendo
Hn∆(12) =
Hn(M1)⊕ ker ∆n(2, 1)
im ∆n+1(2, 1)⊕ 0 ,
se ∆(2, 1) = 0 enta˜o H∆(12) ≈ H(M1) ⊕ H(M2)  H(M12). Agora, se ∆(2, 1) e´ um
isomorfismo enta˜o H∆(12) ≈ H(M12).
Observe que na˜o foi necessa´ria nenhuma restric¸a˜o em ∆(3, 1) para que ∆ seja uma matriz
de conexa˜o para D(S). Logo, as aplicac¸o˜es
∆ =

0 ≈ ≈
0 0 0
0 0 0
 e ∆ =

0 ≈ 0
0 0 0
0 0 0

sa˜o matrizes de conexa˜o para a decomposic¸a˜o de Morse em questa˜o. M
Denote por CM(≺;G) o conjunto das matrizes de conexa˜o para a decomposic¸a˜o de Morse
D(S) segundo a ordem ≺, com coeficientes em G. Se a ordem considerada e´ a ordem do
fluxo, o conjunto de tais matrizes e´ denotado por CM(D(S);G) e se ∆ ∈ CM(D(S);G), ∆
e´ chamada de uma matriz de conexa˜o para a decomposic¸a˜o de Morse D(S), com coeficientes
em G.
Se ≺∗ e´ uma extensa˜o de ≺, como I(≺∗) ⊂ I(≺), enta˜o HC∆(≺∗) ⊂HC∆(≺). Assim,
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existem mais restric¸o˜es alge´bricas na definic¸a˜o de ∆ para que HCN (≺) seja isomorfa a
HC∆(≺) do que na definic¸a˜o de ∆ para que HCN (≺∗) seja isomorfa a HC∆(≺∗). Como
toda ordem admiss´ıvel em D(M) e´ uma extensa˜o da ordem do fluxo, enta˜o:
Proposic¸a˜o 4.9. Seja ≺ uma ordem admiss´ıvel para a decomposic¸a˜o de Morse D(S). Enta˜o
CM(D(S);G) ⊂ CM(≺;G).
Esta proposic¸a˜o reflete o fato de que as matrizes de conexa˜o segundo a ordem do fluxo
para uma decomposic¸a˜o de Morse sa˜o definidas usado o ma´ximo (sobre todas as ordens
admiss´ıveis para a decomposic¸a˜o de Morse) de informac¸o˜es alge´bricas.
Como visto para matriz de conexa˜o para um par atrator-repulsor, a matriz de conexa˜o
para uma decomposic¸a˜o de Morse codifica algumas informac¸o˜es sobre a estrutura do conjunto
invariante isolado S. A proposic¸a˜o abaixo descreve uma situac¸a˜o onde informac¸o˜es sobre o
conjunto de o´rbitas conectantes entre conjuntos de Morse podem ser obtidos via matrizes de
conexa˜o para decomposic¸a˜o de Morse.
Proposic¸a˜o 4.10. Seja ∆ ∈ CM(D(S);G). Dados dois elementos pi, pi′ adjacentes na ordem
do fluxo <f com ∆(pi
′, pi) 6= 0 enta˜o C(Mpi,Mpi′) 6= ∅.
Demonstrac¸a˜o: Como ∆ e´ uma matriz triangular estritamente superior, sendo ∆(pi′, pi) 6= 0
enta˜o pi <f pi
′. Pela definic¸a˜o da ordem do fluxo, existe uma sequeˆncia de elementos distintos
pi0 = pi, pi1, . . . , pin = pi
′ em P de modo que C(Mpii−1 ,Mi) 6= ∅, para cada i ∈ {1, · · · , n}.
Como pi e pi′ sa˜o adjacentes enta˜o n = 1 e C(Mpi,Mpi′) 6= ∅. 
Franzosa mostra em [8] que, dada uma decomposic¸a˜o de Morse D(S) = {Mpi}pi∈P com
ordem admiss´ıvel ≺, se Hk(Mpi) e´ livre para todo k ∈ Z e para todo pi ∈ P , enta˜o existe
pelo menos uma matriz de conexa˜o para a decomposic¸a˜o de Morse D(S). Deste modo, se
os coeficientes sa˜o tomados sobre um corpo enta˜o existe matriz de conexa˜o para qualquer
decomposic¸a˜o de Morse. (Veja [16].)
Uma das propriedades mais importantes de matriz de conexa˜o e´ a relacionada a` con-
tinuac¸a˜o. Para especificar esta propriedade sera´ exposto alguns fatos da teoria de con-
tinuac¸a˜o. (Para mais detalhes veja [9].) Considere uma famı´lia de fluxos parametrizados
pelo intervalo [0, 1]. Assuma que, para λ ∈ [0, 1], tem-se um conjunto invariante isolado Sλ
e uma decomposic¸a˜o de Morse {Mλpi : pi ∈ (P,≺λ)} de Sλ, onde ≺λ denota a ordem parcial
definida pelo fluxo em relac¸a˜o ao paraˆmetro λ. Assuma ainda que Sλ e Mλpi sa˜o relaciona-
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dos por continuac¸a˜o, recorde a Definic¸a˜o 3.7. (Aqui na˜o se assume que a ordem do fluxo
permanece constante quando se varia λ.)
Para cada intervalo I em P e λ ∈ [0, 1], defina Hλ = H∗(h(Mλ(I))). Se ≺0 e´ uma ordem
admiss´ıvel para valores entre 0 e λ, enta˜o existe um isomorfismo definido pelo fluxo
θ(I)−1 : H0(I) −→ Hλ(I),
para cada intervalo I. Dada uma matriz de conexa˜o para o fluxo no paraˆmetro λ, obte´m-se
uma matriz de conexa˜o para o fluxo no paraˆmetro 0 via
∆0(pi, pi
′) = θ(pi′)−1∆λ(pi, pi′)θ(pi).
O que da´ origem a uma aplicac¸a˜o Θ : CMλ(≺λ) → CM0(≺0). Esta aplicac¸a˜o e´ injetiva se
≺0 permanece uma ordem admiss´ıvel quando se varia o paraˆmetro de 0 a λ, o que e´ sempre
verdade se λ e´ suficientemente pequeno.
Proposic¸a˜o 4.11. Se ≺0 permanece uma ordem admiss´ıvel quando o paraˆmetro varia entre
0 e λ, enta˜o Θ : CMλ(≺λ)→ CM0(≺0) e´ injetiva, ou seja, CMλ(≺λ) ⊂ CM0(≺0).
Alguns resultados interessantes sobre matriz de conexa˜o sa˜o obtidos quando se considera
fluxos Morse-Smale sobre uma variedade M . Assuma que {Mpi : pi ∈ P} e´ uma decom-
posic¸a˜o de Morse para um conjunto invariante isolado S contido em M , e que cada conjunto
D(Mpi) e´ uma singularidade hiperbo´lica. Como cada conjunto de Morse e´ uma singularidade
hiperbo´lica, o ı´ndice de Conley de cada conjunto e´ o tipo de homotopia de uma esfera pon-
tuada Σk, onde k e´ a dimensa˜o da variedade insta´vel de Mpi. Tem-se o seguinte resultado
demonstrado por Reineck em [16]:
Proposic¸a˜o 4.12. Suponha que W s(Mpi) e W
s(Mpi′) se intersectam transversalmente para
todo pi, pi′ ∈ P . Considerando a homologia com coeficientes em um corpo F, a matriz de
conexa˜o ∆ segundo a ordem parcial determinada pelo fluxo e´ u´nica.
Demonstrac¸a˜o: Sejam pi, pi′ ∈ P tais que pi′ <f pi. Existem dois casos a considerar:
Primeiramente, suponha que pi e pi′ sa˜o adjacentes em P , enta˜o a aplicac¸a˜o ∆(pi, pi′) e´
definida pela sequeˆncia:
· · · −→ Hk(h(Mpi ∪ C(Mpi,Mpi′) ∪Mpi′)) −→ Hk(h(Mpi)) ∂−→ Hk−1(h(Mpi′)) −→ · · ·
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e, portanto, e´ u´nica (ou e´ a aplicac¸a˜o nula ou um isomorfismo).
Agora se pi e pi′ na˜o sa˜o adjacentes, enta˜o ∆(pi, pi′) = 0. De fato, como pi e pi′ na˜o sa˜o
adjacentes, existe pi′′ ∈ P , com pi′ <f pi′′ <f pi. Sejam i, j e k tais que h(Mpi′) = Σi, h(Mpi′′) =
Σj e h(Mpi) = Σ
k. Sendo pi′ <f pi′′ e W s(Mpi′) e W s(Mpi′′) se intersectam transversalmente,
enta˜o i < j, ou seja, i ≤ j− 1. Analogamente, j ≤ k− 1, da´ı i ≤ k− 2. A aplicac¸a˜o ∆(pi, pi′)
e´ uma aplicac¸a˜o de grau −1 de H∗(Σk;F) em H∗(Σi;F), onde i ≤ k − 2. A u´nica aplicac¸a˜o
poss´ıvel e´ ∆(pi, pi′) = 0.
Assim, cada aplicac¸a˜o em ∆ e´ nula ou e´ definida unicamente pelo fluxo. 
O exemplo a seguir mostra que a hipo´tese de transversalidade e´ necessa´ria na Proposic¸a˜o
4.12.
Exemplo 4.2. Considere o fluxo na Figura 4.2, onde o conjunto S, que consiste dos treˆs
pontos de equil´ıbrio a, b e c mais as o´rbitas conectantes, e´ um conjunto invariante isolado.
S
ab
c
Figura 4.2: Conjunto invariante isolado.
Defina os conjuntos M1 = {a}, M2 = {b} e M3 = {c}. Veja que D(S) = {Mpi}pi∈P , onde
P = {1, 2, 3}, e´ uma decomposic¸a˜o de Morse para S, com ordem admiss´ıvel < dada por
1 < 2 < 3. Observe ainda que < e´ a ordem definida pelo fluxo.
O objetivo deste exemplo e´ encontrar as matrizes de conexa˜o para a decomposic¸a˜o de
Morse D(S). Nesse sentido, como 1 e 2 sa˜o elementos adjacentes na ordem <, enta˜o a
aplicac¸a˜o ∆(2, 1) e´ definida pelo fluxo. Analogamente, 2 e 3 sa˜o elementos adjacentes, logo
∆(3, 2) e´ definida pelo fluxo, o que na˜o ocorre com a aplicac¸a˜o ∆(3, 1).
Para encontrar as aplicac¸o˜es ∆(2, 1) e ∆(3, 1), sera´ necessa´rio calcular os ı´ndices de
Conley dos conjuntos de Morse M1, M2, M3 e M12, onde M12 = M1 ∪M2 ∪ C(a, b). Sendo
M1 um ponto atrator, M2 um ponto de sela e M3 um ponto de sela, tem-se h(M1) = Σ
0,
h(M2) = h(M3) = Σ
1.
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Para calcular h(M12), considere o par-´ındice (N,L) para M12 dado na Figura 4.3, logo
o espac¸o pontuado N/L tem o tipo de homotopia de um ponto, portanto, h(M12) = 0¯.
Consequentemente, o ı´ndice homolo´gico de M12 e´ o trivial, ou seja, H(M12) = 0.
ab
L
N
Figura 4.3: Par-´ındice para o conjunto de Morse M12.
Usando este fato na sequeˆncia:
· · · −→ Hk(M12) −→ Hk(M2) ∆−→ Hk−1(M1) −→ · · · ,
obte´m-se que a aplicac¸a˜o ∆(2, 1) e´ um isomorfismo, pela Proposic¸a˜o 1.2. Veja ainda que as
homologias H(M2) e H(M1) sa˜o na˜o nulas apenas na dimensa˜o 1, donde ∆(3, 2) e´ nula. Ate´
aqui, a aplicac¸a˜o ∆ tem a seguinte forma:
0
0
0
0
0
0
0
?≈
a b c
a
b
c
Sera´ usada a Proposic¸a˜o 4.9 para mostrar que ∆(c, a) pode ser a aplicac¸a˜o nula ou um
isomorfismo.
aa bb
cc
Figura 4.4: Perturbac¸o˜es do fluxo em 4.2
Nesse sentido, considere a Figura 4.4 a` esquerda, que mostra um fluxo que pode ser
realizado por meio de uma pequena e arbitra´ria perturbac¸a˜o do fluxo na Figura 4.2 . Neste
caso, a ordem parcial definida pelo fluxo e´ 1 < 2 e 1 < 3. A aplicac¸a˜o ∆(3, 1) agora e´ definida
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pelo fluxo. Seja M13 = M1 ∪ C(1, 3) ∪M3. E´ fa´cil ver que h(M13) = 0¯, da´ı H(M13) = 0¯.
Analogamente ao caso anterior, ∆(3, 1) e´ um isomorfismo.
Por outro lado, se a perturbac¸a˜o no fluxo da Figura 4.2 for feita de modo que se obtenha
o fluxo na Figura 4.4 a` direita, enta˜o ∆(3, 1) = 0, ja´ que 1 ≮ 3.
Como cada uma destas matrizes de conexa˜o podem se realizadas por meio de uma
pequena e arbitra´ria perturbac¸a˜o do fluxo na Figura 4.2, a Proposic¸a˜o 4.9 implica que ambas
matrizes sa˜o matrizes se conexa˜o para o fluxo inicial.
Assim, foram obtidas as seguintes matrizes de conexa˜o para a decomposic¸a˜o de D(S)
<-ordenada: 
0 ≈ ≈
0 0 0
0 0 0


0 ≈ 0
0 0 0
0 0 0

M
O pro´ximo resultado foi mostrado por McCord em [12]:
Proposic¸a˜o 4.13. Considere a homologia sobre Z2 e sejam A e A
∗ singularidades hiperbo´licas
com ı´ndice de Conley Σk e Σk+1, respectivamente. Suponha ainda que a variedade esta´vel de
A intersecta a variedade insta´vel de A∗ transversalmente. Enta˜o a aplicac¸a˜o ∂ definida pelo
fluxo conta o nu´mero de o´rbitas conectantes de A∗ para A mo´dulo 2.
Um resultado similar a este e´ obtido considerando coeficientes mais gerais, desde que se
considere a soma com orientac¸o˜es. O pro´ximo cap´ıtulo trata desde assunto, onde se define
matriz de conexa˜o via o complexo de Morse-Witten.
Cap´ıtulo 5
Matrizes de Conexa˜o via o Complexo
de Morse-Witten
Como pode-se notar, ate´ aqui duas linhas de estudo foram apresentadas de forma inde-
pendente, a saber: homologia de Morse e teoria de Conley.
A homologia de Morse, abordada no segundo cap´ıtulo deste trabalho, tem como ferra-
menta fundamental o complexo de Morse-Witten. Tal complexo esta´ bem definido para
qualquer variedade Riemanniana M suave e fechada de dimensa˜o finita com um fluxo gradi-
ente negativo. Como resultado principal deste estudo foi afirmado que a homologia de Morse
coincide com a homologia singular da variedade M .
Ja´ os cap´ıtulos posteriores trataram da teoria de Conley, foi seguida uma linha de estudo
que permitiu introduzir a ferramenta conhecida como matriz de conexa˜o. A matriz de
conexa˜o esta´ bem definida para qualquer decomposic¸a˜o de Morse de um conjunto invariante
isolado sob um fluxo cont´ınuo.
Este cap´ıtulo tem como finalidade relacionar estes dois estudos paralelos que foram feitos
ate´ aqui.
Como foi visto no cap´ıtulo anterior, apenas a definic¸a˜o de matriz de conexa˜o ja´ e´ com-
plexa, e encontrar a matriz de conexa˜o para um conjunto invariante isolado pode ser extrema-
mente complicado. Seria interessante obter uma forma mais pra´tica de obter tais matrizes.
Para o caso de fluxos de Morse-Smale sobre uma variedade Riemanniana M suave e fechada
de dimensa˜o finita e´ poss´ıvel obter uma matriz de conexa˜o para M , de forma alternativa,
utilizando-se o complexo de Morse-Witten, que esta´ bem definido para M . Desta maneira,
obte´m-se uma relac¸a˜o entre os dois grandes temas abordados ate´ enta˜o nesta dissertac¸a˜o.
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Na Sec¸a˜o 5.1 e´ apresentada a prova de que a diferencial do complexo de Morse-Witten
e´ uma matriz de conexa˜o. Como corola´rio seguira´ de forma simples a prova do Teorema
da Homologia de Morse. Na Sec¸a˜o 5.2, define-se uma matriz para M via o complexo de
Morse-Witten sem usar ferramentas da teoria de Conley, trata-se da matriz fornecida pela
aplicac¸a˜o bordo de Morse-Witten que e´ uma matriz de conexa˜o.
Como as ferramentas para a construc¸a˜o do complexo de Morse-Witten foram desenvolvi-
das logo no in´ıcio deste trabalho, vale a pena fazer uma breve revisa˜o sobre tal teoria.
Revisa˜o - Complexo de Morse-Witten
Fixe uma variedade Riemanniana (M, g) suave e fechada de dimensa˜o n e uma func¸a˜o
f : M → R de Morse. Considere o campo vetorial gradiente ∇f sobre M . O fluxo associado
ao campo gradiente negativo −∇f e´ chamado de fluxo gradiente negativo.
Foi visto que
• f decresce ao longo de o´rbitas na˜o singulares;
• o´rbitas fechadas na˜o podem existir;
• qualquer o´rbita regular intersecta o conjunto de n´ıvel f−1(f(q)) no ma´ximo uma vez;
• ω∗(q) e ω(q) consistem cada um de apenas um ponto cr´ıtico de f , para todo q ∈M ;
Fixados x, y ∈ Crit(f), a variedade conectante entre x e y e´
Mxy := W u(x) ∩W s(y).
Seja a um valor regular entre f(x) e f(y). O espac¸o moduli entre x e y e´ definido por:
M̂xy :=Mxy ∩ f−1(a).
Diz-se que o campo vetorial gradiente ∇gf satisfaz a condic¸a˜o de Morse-Smale se as
variedades insta´veis W u(x) e W s(y) se intersectam transversalmente para todos os pontos
x, y ∈ Crit(f). Neste caso, (g, f) e´ dito um par Morse-Smale, f e´ dita ser uma func¸a˜o
Morse-Smale e o fluxo associado ao campo −∇f e´ dito fluxo Morse-Smale.
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Se o fluxo gradiente negativo e´ de Morse-Smale, enta˜o os espac¸os Mxy e M̂xy sa˜o sub-
variedades de M sem fronteira e suas dimenso˜es sa˜o dadas por:
dim(Mxy) = indf (x)− indf (y) e dim(M̂xy) = indf (x)− indf (y)− 1.
Fixe uma orientac¸a˜o arbitra´ria para W u(x), ∀x ∈ Crit(f) e indf (x) > 0. Enta˜o, para
todo x, y ∈ Crit(f), Mxy e M̂xy herdam uma orientac¸a˜o induzida [Mxy]ind e [M̂xy]ind,
respectivamente.
Assuma que indf (x) − indf (y) = 1 e seja u ∈ M̂xy. A o´rbita O(u) e´ uma componente
conexa de Mxy, logo tem orientac¸a˜o induzida [O(u)]ind. Denotando a orientac¸a˜o induzida
em O(u) pelo fluxo tangente por [u˙], o sinal caracter´ıstico nu = nu(Or) da o´rbita atrave´s de
u e´ definido por meio da igualdade
[O(u)]ind = nu[u˙].
A partir disto, o complexo de Morse-Witten (C∗(f), ∂c∗) e´ definido por
• Ck(f) = 0, se k < 0;
• se k ≥ 0, Ck(f) :=
⊕
Z〈x〉, onde a soma percorre o conjunto Critk(f);
• o operador bordo de Morse-Witten ∂ck(x) : Ck(f) −→ Ck−1(f) e´ definido nos geradores
x de Ck(f) por
∂ck〈x〉 :=
∑
y∈Critk−1(f)
n(x, y)〈y〉, n(x, y) =
∑
u∈M̂xy
nu,
e e´ estendido a toda cadeia por linearidade.
A homologia de Morse do complexo (C∗(f), ∂c∗) e´ definida por
HMk(M) :=
ker ∂ck
im ∂ck+1
, ∀ k ∈ Z.
A homologia de Morse do complexo (C∗(f), ∂c∗) e´ isomorfa a` homologia singular da var-
iedade M , ou seja,
Hk(M) ≈ HMk(C∗(f), ∂c∗) =
ker ∂ck
im ∂ck+1
.
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Observac¸a˜o 5.1. O complexo de Morse-Witten pode ser definido para coeficientes em qual-
quer grupo abeliano G, para isto, basta definir Ck(f,G) = G ⊗ Ck(f), para todo k ∈ Z,
e
∂ck(G) = 1G ⊗ ∂ck : Ck(f,G) −→ Ck−1(f,G).
5.1 Matriz de Conexa˜o para Fluxos Morse-Smale
Nesta sec¸a˜o, o objetivo e´ mostrar que uma matriz de conexa˜o para um fluxo de Morse-
Smale pode ser obtida atrave´s do operador bordo de Morse-Witten. Como corola´rio deste
fato seguira´ a prova do Teorema da Homologia de Morse (Teorema 2.10). As refereˆncias
ba´sicas para esta sec¸a˜o sa˜o [1] e [19].
Antes de estabelecer esta relac¸a˜o entre matriz de conexa˜o e o operador bordo do complexo
de Morse-Witten, vale a pena frisar que um ponto cr´ıtico de uma func¸a˜o de Morse e´ de fato
um conjunto invariante isolado, assim como o conjunto formado por dois pontos cr´ıticos e a
o´rbita que os conecta. Os pro´ximos exemplos tratam destas questo˜es.
Exemplo 5.1 (Ponto cr´ıtico como conjunto invariante isolado). Seja f : M → R
uma func¸a˜o de Morse definida em uma variedade Riemanniana suave (M, g). Suponha que f
satisfaz a condic¸a˜o de Morse-Smale, logo dado x ∈ Critk(f), W s(x) e W u(x) se intersectam
transversalmente no ponto x. Da´ı, existe uma carta coordenada φ : U → TxM em torno
de x que leva W s(x) ∩ U em TxW s(x) e W u(x) ∩ U em TxW u(x) (ver [1], problema 9 do
Cap´ıtulo 5). Para cada  > 0 suficientemente pequeno, defina
Ds = {v ∈ TxW s(x) : ‖v‖ ≤ }
Du = {v ∈ TxW u(x) : ‖v‖ ≤ }.
Seja Nx = φ
−1(Ds × Du ) e Lx = φ−1(Ds × ∂Du ). E´ fa´cil ver que Nx e´ uma vizinhanc¸a
isolante para o conjunto compacto invariante S = {x} e (Nx, Lx) e´ um par-´ındice para S.
Note que
(Nx, Lx) ≈ (Ds ×Du , Ds × ∂Du ) ' (Du , ∂Du ).
Logo Nx/Lx ' Du /∂Du , e o tipo de homotopia do espac¸o Du /∂Du e´ a k-esfera pontuada,
onde k e´ a dimensa˜o da variedade insta´vel de x . Ate´ aqui foi obtido que o conjunto S = {x}
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x
Nx
Lx
Figura 5.1: O par (Nx, Lx) e´ par-´ındice para o ponto de sela x.
e´ invariante isolado e o ı´ndice de Conley de S coincide com o tipo de homotopia da esfera
k-dimensional. Ale´m disso, veja que
Hj(Nx, Lx;Z) ≈ Hj(Du , ∂Du ;Z)
≈ Hj(Du /∂Du , ∗;Z)
≈ Hj(Nx/Lx, ∗;Z)
para todo j ∈ Z+. Observe ainda que Hj(Nx, Lx;Z) = Hj(Du , ∂Du ;Z) e´ isomorfo a Z, se
j = k e, caso contra´rio, e´ o grupo trivial.
Como uma orientac¸a˜o da variedade insta´vel W u(x) de x determina um gerador do grupo
de homologia Hk(Nx, Lx;Z) ≈ Z, obte´m-se a seguinte identificac¸a˜o
Ck(f) =
⊕
x∈Critk(f)
Z〈x〉 ≈
⊕
x∈Critk(f)
Hk(Nx, Lx;Z).
M
Exemplo 5.2 (Linha do fluxo gradiente como conjunto invariante isolado). Seja
f : M → R uma func¸a˜o de Morse-Smale em uma variedade Riemanniana compacta de
dimensa˜o finita (M, g). Sejam x ∈ Critk(f) e y ∈ Critk−1(f) e considere o conjunto S(x, y)
formado pelas singularidades x e y juntamente com a variedade conectante Mxy, ou seja,
S(x, y) := Mxy ∪ {y, x}. O objetivo deste exemplo e´ mostrar que S(x, y) e´ um conjunto
invariante isolado e construir um trio-´ındice para o par atrator-repulsor (y, x) em S(x, y).
Inicialmente, suponha que na˜o existe conexa˜o entre x e y, ou seja, que Mxy = ∅. Enta˜o
S(x, y) = {x} ∪ {y} e´ a unia˜o disjunta de dois conjuntos invariantes, logo e´ um conjunto
invariante isolado. Sejam (A, A˜) e (B, B˜) pares-´ındice para {x} e {y}, respectivamente.
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Tome N2 = A ∪ B, N1 = A˜ ∪ B e N0 = A˜ ∪ B˜, deste modo (N0, N1, N2) e´ um trio-´ındice
para S(x, y).
x
y
S = {x, y}
A
B
A˜
B˜
Figura 5.2: (A ∪ B, A˜ ∪ B˜) e´ um
par-´ındice para S = {x, y}.
x x
y
x
yy
x
N2 N1 N0
Figura 5.3: (N0, N1, N2) e´ um trio-´ındice para o par
atrator-repulsor (y, x) em S.
Ja´ no caso que existe conexa˜o entre as singularidades em questa˜o, isto e´, Mxy 6= ∅, o
Corola´rio 1.1 garante que S(x, y) :=Mxy ∪ {y, x} e´ um conjunto invariante isolado.
No Cap´ıtulo 2, foi visto que a func¸a˜o de Morse decresce ao longo de o´rbitas na˜o singulares,
logo f(y) < f(x). Seja c ∈ R com f(y) < c < f(x). O Teorema 3.1 garante a existeˆncia de um
par-´ındice (N2, N0) para S. Tomando N1 = N0∪(N2∩M c), onde M c = {v ∈M : f(v) ≤ c},
tem-se que (N2, N1) e´ um par-´ındice para x e (N1, N0) e´ um par-´ındice para y.
N0
N1
N2
x
y
f−1(c)
S
Figura 5.4: Par-´ındice para a conexa˜o de singularidades S.
De fato, veja que (y, x) e´ um par atrator-repulsor em S e (N0, N1, N2) e´ um trio-´ındice
para esta decomposic¸a˜o de S em par atrator-repulsor.
Agora, sejam (Nx, Lx) e (Ny, Ly) pares-´ındice arbitra´rios para x e y, respectivamente, e
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considere o homomorfismo
4k(x, y) : Hk(Nx, Lx;Z) −→ Hk−1(Ny, Ly;Z)
que e´ definido como a composic¸a˜o das seguintes aplicac¸o˜es:
Hk(Nx, Lx)
≈ // Hk(N2, N1)
δ∗ // Hk−1(N1, N0)
≈ // Hk−1(Ny, Ly)
onde os isomorfismo sa˜o induzidos pela equivaleˆncia homoto´pica do Teorema 3.2 e δ∗ e´ o
homomorfismo de conexa˜o que aparece na sequeˆncia longa exata em homologia da tripla
(N0, N1, N2). Com isto determina-se o homomorfismo
4k :
⊕
x∈Critk(f)
Hk(Nx, Lx;Z) −→
⊕
y∈Critk−1(f)
Hk−1(Ny, Ly;Z). (5.1)
M
O homomorfismo ∆ = {∆k} definido acima e´ um caso especial de matriz de conexa˜o para
fluxos Morse-Smale definidos em variedades Riemannianas suaves e compactas de dimensa˜o
finita. Como foi visto no Cap´ıtulo 4, uma matriz de conexa˜o e´ definida a partir de uma
decomposic¸a˜o de Morse para um conjunto invariante isolado, com ordem admiss´ıvel ≺. Seja
M uma variedade Riemanniana suave e fechada de dimensa˜o finita n. Considere o conjunto
parcialmente ordenado (P = Critf , <), onde a ordem e´ definida pelo fluxo, considerando
ainda a decomposic¸a˜o de Morse D(M) = {Mx}x∈P de M , onde cada conjunto de Morse e´
formado por apenas uma singularidade Mx = {x}. Enta˜o a aplicac¸a˜o ∆ definida em (5.1) e´
uma matriz de conexa˜o para a decomposic¸a˜o de Morse D(M) segundo a ordem do fluxo.
A partir do homomorfismo (5.1), mostra-se que o operador bordo ∂c∗ do complexo de
Morse-Witten coincide com a aplicac¸a˜o ∆ e, portanto, ∂c∗ fornece uma matriz de conexa˜o
para a decomposic¸a˜o de Morse D(M) = {Mx}x∈P . Mais precisamente:
Teorema 5.1. Sejam (M, g) uma variedade Riemanniana compacta e suave de dimensa˜o
finita e f uma func¸a˜o de Morse sobre M . O operador bordo de Morse-Witten ∂c∗ = {∂ck}
coincide com o homomorfismo ∆ = {∆k}.
Este teorema e´ o resultado mais importante desta dissertac¸a˜o. O principal objetivo
deste trabalho e´ obter uma forma pra´tica para calcular as matrizes de conexa˜o. O Teorema
5.1 garante que, para fluxos Morse-Smale definidos em variedades Riemannianas suaves e
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fechadas de dimensa˜o finita, o operador bordo de Morse-Witten ∂c∗ e´ uma matriz de conexa˜o.
E, como foi visto na Sec¸a˜o 2.3, o operador ∂c∗ e´ descrito geometricamente e, de certo ponto
de vista, mais acess´ıvel.
A prova do Teorema 5.1 apresentada aqui foi feita por Salamon em [19].
Demonstrac¸a˜o: (Teorema 5.1)
A ideia da prova e´ mostrar que, dados (Nx, Lx) um par-´ındice para x ∈ Critk(f) e
(Ny, Ly) um par-´ındice para y ∈ Critk−1(f), ∂ck o operador bordo de Morse-Witten, ∆k
o homomorfismo definido em (5.1) e δ∗ o homomorfismo de conexa˜o, o seguinte diagrama
comuta:
Ck(f)
∂ck //
OO
≈

Ck−1(f)OO
≈
⊕
x∈Critk(f)
Hk(Nx, Lx;Z) ∆k //
OO
≈

⊕
y∈Critk−1(f)
Hk−1(Ny, Ny;Z)
OO
≈

Hk(Nk, Nk−1)
δ∗ // Hk−1(Nk−1, Nk−2)
onde (Nk−2, Nk−1, Nk) e´ um trio-´ındice para o par atrator-repulsor (y, x) em S(x, y) (definido
ao longo da demonstrac¸a˜o). O segundo retaˆngulo no diagrama acima comuta, ja´ que o
homomorfismo de conexa˜o e´ uma aplicac¸a˜o natural e as aplicac¸o˜es verticais sa˜o isomorfismos
induzidos pelo fluxo. E portanto, falta mostrar que o primeiro retaˆngulo comuta.
Com o intuito de simplificar a notac¸a˜o, considere os conjuntos
M c := {v ∈M : f(v) ≤ c} e Mc := {v ∈M : f(v) ≥ c}.
Fixe x ∈ Critk(f), y ∈ Critk−1(f) e seja S(x, y) =Mxy ∪ {x, y}. Alterando a func¸a˜o f
fora de uma vizinhanc¸a isolante de S(x, y), pode-se considerar, sem perda de generalidade,
que x e y sa˜o os u´nicos pontos cr´ıticos em f−1(a, b), onde f(y) = a e f(x) = b. O homomor-
fismo ∆k e o operador de Morse-Witten na˜o sa˜o afetados por esta alterac¸a˜o. Para detalhes
sobre tal alterac¸a˜o veja [19].
Inicialmente, sera˜o fixados alguns pares ı´ndices para os conjuntos S(x, y) =Mxy∪{x, y},
{x} e {y} . Dados c ∈ (a, b),  > 0 suficientemente pequeno e t0 > 0 suficientemente grande,
defina os seguintes conjuntos:
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Nx = {v ∈Mc : f(ϕ−t0(v)) ≤ b+ },
Lx = {v ∈ Nx : f(v) = c},
Ny = {v ∈M c : f(ϕt0(v)) ≥ a− },
Ly = {v ∈ Ny : f(ϕt0(v)) = a− },
N2 = Nx ∪Ny, N1 = Ny ∪ Lx, N0 = Ly ∪ cl(Lx −Ny).
Lx Lx
Ly Ly
Nxx
y
Ny
Desta forma (Nx, Lx) e (N2, N1) sa˜o pares-´ındice para x, (Ny, Ly) e (N1, N0) sa˜o pares-
ı´ndice para y e (N2, N0) e´ um par-´ındice para S(x, y). Assim, (N0, N1, N2) e´ um trio-´ındice
para o par atrator-repulsor (y, x) no conjunto invariante isolado S(x, y). Veja Figura 5.5.
x
y
xx
y y
N2
N1 N0
Figura 5.5: (N0, N1, N2) e´ um trio-´ındice para o par atrator-repulsor (y, x) em S(s, y).
Afirmac¸a˜o 5.1. Veja que Nx e´ uma vizinhanc¸a tubular do disco insta´vel fechado W
u(x)∩Mc
k-dimensional com largura convergindo a zero quando t0 →∞.
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De fato, note que o disco insta´vel fechado W u(x)∩Mc k-dimensional esta´ contido em Nx
ja´ que, para todo v ∈ W u(x), tem-se que ω∗(v) = x e, como f decresce ao longo de o´rbitas
regulares, f(ϕ−t(v)) ≤ f(x) = b para todo t ∈ R.
Fixado  > 0 suficientemente pequeno, o conjunto Nx e´ contra´ıdo para W
u(x) ∩ Mc
quando t0 → ∞. Com efeito, f(ϕ−t0(v)) ≤ b +  para todo v ∈ Nx. Se t0 → ∞, enta˜o
f(ω∗(v)) ≤ b +  e como ω∗(v) ⊂ Crit(f), segue que f(ω∗(v)) = b, portanto v ∈ W u(x).
Desta maneira, (Nx, Lx) e´ contra´ıdo para
(W u(x) ∩Mc,W u(x) ∩ f−1(c)) ≈ (Dk, ∂Dk). 
O isomorfismo acima garante que (Nx, Lx) e´ um par-´ındice regular, ou seja, que vale a
igualdade H(Nx, Lx) = H(Nx/Lx). Para mais detalhes veja [1].
Afirmac¸a˜o 5.2. De forma ana´loga, Ny e´ uma vizinhanc¸a tubular do disco esta´vel fechado
W s(y) ∩M c com largura convergindo a zero quando t0 →∞.
Ora, dado v ∈ W s(y) ∩ M c e´ claro que ω(v) = y, portanto f(ϕt0(v)) ≥ a > a − .
Portanto, W s(y) ∩M c ⊂ Ny.
Fixado  > 0 suficientemente pequeno, o conjunto Ny e´ contra´ıdo para W
s(y) ∩ M c
quando t0 → ∞. Com efeito, f(ϕt0(v)) ≥ a −  para todo v ∈ Ny. Se t0 → ∞, enta˜o
f(ω(v)) ≥ a−  e como ω(v) ⊂ Crit(f), segue que f(ω(v)) = a, portanto v ∈ W s(y).
Sendo W s(y) e´ difeomorfo a um disco aberto de dimensa˜o n− k + 1, tem-se
(Ny, Ly) ≈ (Dn−k+1 ×Dk−1, Dn−k+1 × ∂Dk−1). 
O isomorfismo acima garante que (Ny, Ly) e´ um par-´ındice regular, ou seja, que vale a
igualdade H(Ny, Ly) = H(Ny/Ly). Para mais detalhes veja [1].
Afirmac¸a˜o 5.3. E´ poss´ıvel obter variedades Vj de dimensa˜o k − 1 difeomorfas ao disco
fechado Dk−1, de modo que cada Vj conte´m um u´nico ponto vj de Mxy.
Foi visto que Ny e´ um espessamento do disco esta´vel fechado W
s(y) ∩M c e lembre-se
que W uc (x) = W
u(x) ∩ f−1(c) ⊂ Lx e´ a esfera insta´vel de x. Como Mxy = W u(x) ∩W s(y)
tem uma quantidade finita de componentes conexas (Teorema 2.4), Ny ∩W uc (x) consiste de
uma quantidade finita de componentes conexas V1, · · · , Vm, cada uma contendo um u´nico
ponto vj ∈ Mxy ∩ Vj. De fato, a o´rbita de um ponto intersecta o conjunto de n´ıvel f−1(c)
no ma´ximo uma vez. Portanto, cada componente Vj conte´m apenas um ponto de Mxy.
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x
y
W uc = W
u(x) ∩ f−1(c)
Vj
vj
Como Ny e´ uma vizinhanc¸a tubular do disco esta´vel fechado W
s(y) ∩ M c ≈ Dn−k+1,
existe um difeomorfismo
Ψy : Ny −→ Dn−k+1 ×Dk−1
satisfazendo
Ψy(Ly) = D
n−k+1 × ∂Dk−1
Ψy(Ny ∩W s(y)) = Dn−k+1 × {0}
Ψy(Vj) = {θj} ×Dk−1 onde θj ∈ ∂Dn−k+1.
Em particular, Vj e´ uma variedade (k − 1)-dimensional difeomorfa a Dk−1 (e sua fronteira
∂Vj = Vj ∩ Ly e´ difeomorfa a ∂Dk−1) via a aplicac¸a˜o Ψj = pi2 ◦Ψy|Vj :
Vj
Ψy |Vj−→ Dn−k+1 ×Dk−1 pi2−→ Dk−1,
onde pi2 e´ a projec¸a˜o nas u´ltimas k − 1 coordenadas. 
A aplicac¸a˜o Ψy,2 = pi2 ◦ Ψy : Ny → Dk−1 leva Ly em ∂Dk−1 e induz um isomorfismo em
homologia
Hk−1(Ny, Ly)
(Ψy,2)∗
≈
// Hk−1(Dk−1, ∂Dk−1)
(Ψ−1j )∗
≈
// Hk−1(Vj, ∂Vj) ≈ Z.
Afirmac¸a˜o 5.4. As variedades insta´veis W u(x) e W u(y) induzem orientac¸o˜es em Vj, para
todo j ∈ {1, · · · ,m}.
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Fixadas orientac¸o˜es de forma arbitra´ria para as variedades insta´veis W u(z), para todo
z ∈ Crit(f), sabe-se que a orientac¸a˜o de TyW u(y) determina um gerador α do grupo de ho-
mologia Hk−1(Ny, Ly) ≈ Z. A classe de homologia de α tambe´m determina um gerador para
Hk−1(N1, N0) ≈ Z, enta˜o os grupos Hk−1(Ny, Ly) e Hk−1(N1, N0) podem ser identificados. O
isomorfismo (Ψ−1j )∗ ◦ (Ψy,2)∗ leva o gerador α ∈ Hk−1(Ny, Ly) no gerador αj ∈ Hk−1(Vj, ∂Vj).
Em outras palavras, a classe de homologia de αj e´ determinada pela orientac¸a˜o de TvjVj
herdada pela orientac¸a˜o de TyW
u(y) via o isomorfismo TvjVj → TyW u(y) determinado pelo
fluxo.
Como Vj e´ uma componente conexa de Ny ∩ W uc (x), a orientac¸a˜o de W u(x) induz
uma orientac¸a˜o em TvjVj do seguinte modo: seja ξ a orientac¸a˜o de W
u(x), a base or-
denada {η1, · · · , ηk−1} de TvjVj fornece a orientac¸a˜o induzida por ξ em TvjVj se a base
{−∇f(vj), η1, · · · , ηk−1} esta´ na classe de equivaleˆncia da bases que fornecem a orientac¸a˜o ξ
para W u(x). 
Defina nj igual a +1 se as duas orientac¸o˜es rece´m definidas para TvjVj coincidem, caso
contra´rio, defina nj = −1. Enta˜o nj e´ o sinal associado a` o´rbita conectante emMxy contendo
vj definido na Sec¸a˜o 2.3.
Note que a esfera insta´vel W uc (x) = W
u(x) ∩ f−1(c) coincide com W u(x) ∩ Lx, portanto
W uc (x) ⊂ W u(x) ∩Nx. E sendo W uc (x) um conjunto fechado, cl(W uc (x)−∪mj=1Vj) ⊂ W uc (x).
Deste modo, (cl(W uc (x) − ∪mj=1Vj),W uc (x),W u(x) ∩ Nx) e´ uma tripla e, pelo Teorema 1.6,
tem-se a sequeˆncia longa exata
· · · −→ Hk(W uc (x), cl(W uc (x)− ∪mj=1Vj)) −→ Hk(W u(x) ∩Nx, cl(W uc (x)− ∪mj=1Vj)) −→
Hk(W
u(x) ∩Nx,W uc (x)) δ∗−→ Hk−1(W uc (x), cl(W uc (x)− ∪mj=1Vj)) −→ · · · .
Veja ainda que W u(x) ∩ Nx ⊂ N2, W uc (x) ⊂ N1 e cl(W uc (x) − ∪mj=1Vj) ⊂ N0. Assim,
considere o diagrama
Hk(W
u(x) ∩Nx,W uc (x))
≈

δ∗ // Hk−1(W uc (x), cl(W
u
c (x)− unionsqmj=1Vj))
s∗

Hk(N2, N1)
δ′∗ // Hk−1(N1, N0)
onde as aplicac¸o˜es verticais sa˜o induzidas pela inclusa˜o e δ′∗ e´ o homomorfismo de conexa˜o
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da sequeˆncia longa exata associada a` tripla (N0, N1, N2). Este diagrama comuta ja´ que o
homomorfismo de conexa˜o e´ uma aplicac¸a˜o natural.
Veja que
Hk−1(W uc (x), cl(W
u
c (x)− unionsqmj=1Vj)) ≈
m⊕
j=1
Hk−1(W uc (x), cl(W
u
c (x)− Vj)) ≈
m⊕
j=1
Z
e defina δ∗,j como a j-e´sima componente do homomorfismo
δ∗ : Hk(W u(x) ∩Nx,W uc (x)) δ∗−→ Hk−1(W uc (x), cl(W uc (x)− unionsqmj=1Vj))
atrave´s dessa identificac¸a˜o. Enta˜o, para cada β ∈ Hk(W u(x) ∩ Nx,W uc (x)) tem-se que
δ∗(β) = δ∗,1(β) + · · ·+ δ∗,n(β) e
s∗(δ∗(β)) =
m∑
j=1
s∗(δ∗,j(β)) ∈ Hk−1(N1, N0) ≈ Z.
Como Nx e´ um espessamento do disco insta´vel fechado W
u(x) ∩Mc = W u(x) ∩Nx, tem-se
que
(Nx, Lx) ' (W u(x) ∩Nx,W u ∩ Lx) = (W u(x) ∩Nx,W uc (x)).
Enta˜o, Hk(W
u(x) ∩Nx,W uc (x)) ≈ Hk(Nx, Lx).
Um gerador β do grupo Hk(W
u(x) ∩ Nx,W uc (x)) e´ tomado como a seguir. Escolhen-
do triangularizac¸o˜es para os discos fechados (k − 1)-dimensionais Vj ⊂ W uc para todo
j ∈ {1, · · · ,m}, estenda essas triangularizac¸o˜es para uma triangularizac¸a˜o da k-variedade
W u(x)∩Nx com bordo W u(x)∩Lx. Essa triangularizac¸a˜o, juntamente com a orientac¸a˜o de
W u(x), determina o gerador β.
Note que β tambe´m determina um gerador para Hk(N2, N1) ≈ Hk(Nx, Lx), e vale a
identificac¸a˜o
Hk(N2, N1) = Hk(Nx, Lx) = Hk(W
u(x) ∩Nx,W uc (x)).
Pela propriedade de excisa˜o,
Hk−1(W uc (x), cl(W
u
c (x)− Vj)) ≈ Hk−1(Vj, ∂Vj) ≈ Z
para todo j ∈ {1, · · · ,m}. Atrave´s desse isomorfismo a imagem da classe de homologia
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δ∗,j(β) e´ representada pela triangularizac¸a˜o original de Vj junto com a orientac¸a˜o original de
W u(x) e, portanto, corresponde com njαj. Como foi visto, αj ∈ Hk−1(Vj, ∂Vj) corresponde
a α atrave´s do isomorfismo Hk−1(Ny, Ly) ≈ Hk−1(Vj, ∂Vj), obte´m-se deste modo
s∗(δ∗(β)) =
m∑
j=1
njα = n(x, y)α ∈ Hk−1(N1, N0) = Hk−1(Ny, Ly).
Com a identificac¸a˜o β = x e α = y, tem-se a fo´rmula
∆k(x) =
∑
y∈Critk−1(f)
n(x, y)y = ∂ck(x).
E segue o teorema. 
O Teorema 5.1 acima, mostra que o complexo de Morse-Witten para uma variedade
Riemanniana M suave e fechada de dimensa˜o finita e´ um caso especial de matriz de conexa˜o
para M , quando se considera os coeficientes em Z.
Como foi visto na Observac¸a˜o 2.2, o complexo de Morse-Witten pode ser definido para
coeficientes mais gerais, de fato, pode-se construir o complexo de Morse-Witten considerando
os coeficientes em qualquer grupo abeliano.
Assim, dado um mo´dulo G, o complexo de Morse-Witten, com coeficientes em G, para
M esta´ bem definido, basta considerar Ck(f,G) = G⊗ Ck(f), para todo k ∈ Z, e
∂ck(G) = 1G ⊗ ∂ck : Ck(f,G) −→ Ck−1(f,G).
Ale´m disso, ∂ck(G) tambe´m e´ uma matriz de conexa˜o para M . A prova desta afirmac¸a˜o segue
considerando a aplicac¸a˜o ∆(G) := 1G ⊗ ∆(Z), onde ∆(Z) e´ a aplicac¸a˜o definida em 5.1, e
do fato de que o homomorfismo
G⊗Hk(.;Z)→ Hk(.;G)
comuta com o operador bordo.
Agora, o Teorema da Homologia de Morse 2.10, que afirma que a homologia do complexo
(C∗(f), ∂c∗) e´ isomorfa a` homologia singular da variedade M , e´ facilmente provado usando o
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Teorema 5.1.
Demonstrac¸a˜o: [Teorema da Homologia de Morse 2.10]
Pelo Teorema 2.9 ∂ck ◦ ∂ck+1 = 0. Mas veja que este fato tambe´m e´ consequeˆncia imediata
do lema anterior.
Para j ≤ k ≤ n defina Skj como a unia˜o dos conjuntosMxy de todos os pares de pontos
cr´ıticos de f satisfazendo j ≤ indf (y) ≤ indf (x) ≤ k. (Na˜o sei se e´ necessa´rio falar que estes
conjuntos sa˜o compactos.) Veja que, para todo 0 ≤ j ≤ k ≤ n, Skj e´ um conjunto invariante e
isolado. De fato, se N e´ uma vizinhanc¸a compacta de Skj tal que Crit(f)∩N = Crit(f)∩Skj,
enta˜o
Inv(N) = {v ∈ N : ϕ(t, v) ∈ N para todo t ∈ R},
pela Proposic¸a˜o 2.2. Portanto Skj e´ um conjunto invariante isolado. Em particular, Sn0 = M
e Skk = Critk(f).
Conley mostra em [2] que existe uma filtrac¸a˜o-´ındice N−1 ⊂ N0 ⊂ N1 ⊂ · · · ⊂ Nn de
modo que Nn = M , N−1 = ∅ e (Nk, Nj−1) um par-´ındice para Skj com j ≤ k.
A invariaˆncia do par-´ındice (Teorema 3.2) e o Exemplo 5.1 implicam que
Nk/Nk−1 '
⋃
x∈Critk(f)
Nx
/ ⋃
x∈Critk−1(f)
Lx '
∨
x∈Critk(f)
Sk.
Portanto, Hj(Nk, Nk−1) = 0 para todo j 6= k e a sequeˆncia longa exata em homologia do par
(Nk, Nk−1):
· · · → Hj+1(Nk, Nk−1) ∂∗−→ Hj(Nk−1) i∗−→ Hj(Nk) j∗−→ Hj(Nk, Nk−1)→ · · ·
implica que a aplicac¸a˜o de inclusa˜o Hj(Nk−1)
i∗−→ Hj(Nk) e´ um isomorfismo para todo
j 6= k, k − 1. Disto segue que:
(i) Hj(Nk)→ Hj(M) e´ um isomorfismo para todo j < k pois:
Hj(Nk)
∼=−→ Hj(Nk+1)
∼=−→ · · · ∼=−→ Hj(Nn−1)
∼=−→ Hj(M).
(ii) Hj(Nk) = 0 para todo j > k. Esta afirmac¸a˜o e´ provada usando induc¸a˜o em k. Se k = 0
e´ claro que Hj(N0) = 0 para todo j > 0, ja´ que (N0, ∅) e´ um par-´ındice para Crit0(f).
Agora, assuma que Hj(Nk−1) = 0 para todo j > k − 1 e considere a sequeˆncia longa
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exata do par (Nk, Nk−1):
· · ·Hj(Nk−1)→ Hj(Nk)→ Hj(Nk, Nk−1)→ · · · .
Usando a hipo´tese de induc¸a˜o e o fato de que Hj(Nk, Nk−1) = 0 tem-se Hj(Nk) = 0,
para todo j > k.
Destes fatos obte´m-se o seguinte diagrama comutativo cujas linhas e colunas sa˜o exatas:
Hk−1(Nk−2) = 0

0 = Hk(Nk−1) // Hk(Nk) // Hk(Nk, Nk−1)
∂∗ //
δ∗
))SSS
SSSS
SSSS
SSS
Hk−1(Nk−1)
j∗

Hk−1(Nk−1, Nk−2)
e j : (Nk−1, ∅)→ (Nk−1, Nk−2) e´ a aplicac¸a˜o de inclusa˜o de pares. Em particular, a aplicac¸a˜o
j∗ : Hk−1(Nk−1) → Hk−1(Nk−1, Nk−2) e´ injetora, e da´ı o nu´cleo dos dois homomorfismos de
conexa˜o no diagrama acima coincidem. Ambos sa˜o isomorfos a Hk(Nk) e a ker∂
c
k ⊂ Ck(f).
O primeiro isomorfismo acontece pois se i : Hk(Nk) → Hk(Nk, Nk−1), pela exatida˜o da
linha do diagrama acima i e´ um isomorfismo sobre sua imagem. Logo
Hk(Nk) ≈ imi = ker∂∗ = kerδ∗.
O segundo isomorfismo conclui-se diretamente do Teorema 5.1. Assim, a sequeˆncia exata em
homologia
Hk+1(Nk+1, Nk)
∂k+1−→ HkNk i∗−→ Hk(Nk+1) −→ 0
e´ isomorfa a` sequeˆncia exata
Ck+1(f)
∂ck+1−→ ker∂ck i∗−→ Hk(M) −→ 0
com Hj(Nk)
≈−→ Hj(M) e´ um isomorfismo se j < k enta˜o Hk(Nk+1) ≈−→ Hk(M) e´ um iso-
morfismo. Pelo teorema de isomorfismo para mo´dulos e pela exatida˜o desta u´ltima sequeˆncia
segue o resultado almejando:
Hk(M) = Hk(M,Z) =
ker∂ck
im∂ck+1
.
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Analogamente, mostra-se que
Hk(M,G) ≈ HMk(M,G) = ker ∂
c
k(G)
im ∂ck+1(G)
.

5.2 Matrizes de Conexa˜o via o Complexo de Morse-
Witten
Fixe uma variedade Riemanniana (M, g) que seja suave e fechada e tenha dimensa˜o
finita n. Considere ainda um fluxo gradiente negativo ϕ sobre M oriundo de uma func¸a˜o de
Morse-Smale f . Deste modo, como visto no Cap´ıtulo 2, esta´ bem definido o complexo de
Morse-Witten (C∗(f), ∂c∗) para M .
Cada aplicac¸a˜o ∂ck : Ck(f) → Ck−1(f) pode ser vista como uma matriz ∆k de ordem
ck × ck, onde ck = #Critk(f). Mais especificamente, sejam Critk(f) = {x1, · · · , xck} e
Critk−1(f) = {y1, · · · , yck−1}. Enta˜o
Ck(f) = Z〈x1〉 ⊕ · · · ⊕ Z〈xck〉 e Ck−1(f) = Z〈y1〉 ⊕ · · · ⊕ Z〈yck−1〉.
E o operador de Morse-Witten e´ definido nos geradores por
∂ck〈xi〉 :=
ck−1∑
j=0
n(xi, yj)〈yj〉.
Logo, a aplicac¸a˜o ∂ck e´ representada pela matriz ∆k:
x1 x2 · · · xck
y1
y2
...
yck−1
n(x1, y1)
n(x1, y2)
n(x1, yck−1)
n(x2, y1)
n(x2, y2)
n(x2, yck−1)
n(xck, y1)
n(xck, y2)
n(xck, yck−1)
...
...
...
· · ·
· · ·
· · ·
. . .
Ou seja, a aplicac¸a˜o ∂ck e´ representada por uma matriz cujas entradas sa˜o os nu´meros de
intersecc¸a˜o n(x, y) entre pontos cr´ıticos de ı´ndice relativo 1.
Da mesma forma, o operador de Morse-Witten ∂c∗ pode ser visualizado como uma matriz
∆ que conte´m as matrizes ∆k, para k ∈ Z e 0 ≤ k ≤ n, da seguinte forma:
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0
0
0
∆k
∆k+10
0
0
∆k−1
∆k+20
C0 Ck−1
Ck−2
C0
Ck
Ck−1
Ck+1
Ck
Ck+2
Ck+1
Cn
Cn
...
...
· · · · · ·
0
0
0
0
0
A matriz ∆ e´ dita uma matriz de conexa˜o para M . Na sec¸a˜o anterior foi mostrado
que, de fato, ∆ e´ uma matriz de conexa˜o segundo a teoria desenvolvida por Franzosa.
Portanto, para obter uma matriz de conexa˜o para um fluxo Morse-Smale em uma va-
riedade Riemanniana suave e fechada de dimensa˜o finita basta construir o complexo de
Morse-Witten.
No Cap´ıtulo 2, foram explicitados os complexos de Morse-Witten para va´rias variedades.
Deste modo, as matrizes de conexa˜o via o complexo de Morse-Witten para tais variedades
podem ser obtidas facilmente. Segue alguns exemplos de matriz de conexa˜o:
Exemplo 5.3. Considere novamente a esfera S2 deformada vista no Exemplo 2.3, considere
ainda o fluxo gradiente negativo proveniente da func¸a˜o altura em S2 e as orientac¸o˜es nas
variedade insta´veis mostradas na Figura 2.10. No Exemplo 2.3 foram obtidas as orientac¸o˜es
induzidas nas variedades conectantes de S2, de modo que os sinais caracter´ısticos das o´rbitas
de conexa˜o sa˜o os dados na Figura 5.6.
y
z
x
x′
u1
u2
v2
v1
−1
−1
−1
+1
Figura 5.6: Sinais caracter´ısticos das o´rbitas conectantes.
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z y x x′
z
y
x
x′
0
−1 −1
0 0 0
0 0
0 0 0 0
0000
∆(S2) =
Assim, uma matriz de conexa˜o para S2 e´ dada por:
M
Exemplo 5.4. Considere o fluxo Morse-Smale no toro T 2 como na Figura 5.7. No Exemplo
2.12, foi visto que os grupos de Morse sa˜o C2(f) = Z〈s〉, C1(f) = Z〈r〉 ⊕ Z〈q〉, C0(f) = Z〈p〉
e Ck(f) = 0, para k ∈ Z e k 6= 0, 1, 2.
s
r
q
p
u1
u2
v1v2
u˜1 u˜2
v˜1
v˜2
Figura 5.7: Fluxo Morse-Smale no Toro.
s
r
q
p
1
2
1′
1′′
Figura 5.8: Orientac¸o˜es induzidas nas
o´rbitas conectantes.
Considerando as orientac¸o˜es para as variedades insta´veis como na Figura 5.8, ainda
no Exemplo 2.12, foram obtidos os sinais caracter´ısticos das o´rbitas que conectam pontos
cr´ıticos de ı´ndice relativo igual a 1. E estes sa˜o dados por:
nu1 = nv2 = nu˜2 = nv˜1 = 1,
nu2 = nv1 = nu˜1 = nv˜2 = −1.
E, portanto, n(s, r) = n(s, q) = n(r, p) = n(q, p) = 0. Segue que a matriz de conexa˜o
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para o toro segundo o fluxo descrito acima e´ a matriz de nula:
∆(T 2) =

0 0 0 0
0 0 0 0
0 0 0 0
0 0 0 0
 .
M
A definic¸a˜o do complexo de Morse-Witten (C∗(M, f), ∂c∗) para uma variedade M , apresen-
tada na Sec¸a˜o 2.3, depende do conjunto de orientac¸o˜es escolhidas para as variedades insta´veis
Or. No exemplo a seguir, sa˜o fixadas uma variedade M e uma func¸a˜o de Morse-Smale em
M , e sa˜o escolhidos dois conjuntos de orientac¸o˜es para as variedades insta´veis de M , a partir
destes objetos obte´m-se as matrizes de conexa˜o referentes a cada conjunto de orientac¸o˜es.
Exemplo 5.5. Considere a esfera S2, o fluxo de Morse-Smale e as orientac¸o˜es das variedades
insta´veis nos pontos cr´ıticos, apresentados na Figura 5.9.
x1 x2
y1
y2
z1
z2
1
2
1
2
1
1
u1 u2
v1
v2
p1
p2
q1 q2
Figura 5.9: Fluxo de Morse em S2.
x1 x2y1 z2 y2
z1
1
2 1 1
1
2
Figura 5.10: Representac¸a˜o planar global
do fluxo da figura (5.9).
Denote por f a func¸a˜o de Morse-Smale que da´ origem ao fluxo em questa˜o. Os grupos
de cadeia de Morse sa˜o:
C2(f) = Z〈x1〉 ⊕ Z〈x2〉, C1(f) = Z〈y1〉 ⊕ Z〈y2〉 e C0(f) = Z〈z1〉 ⊕ Z〈z2〉.
Para encontrar o operador bordo dado pela Definic¸a˜o 2.5, considere a representac¸a˜o planar
do fluxo mostrada na Figura 5.10.
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Lembre que o sinal caracter´ıstico da o´rbita atrave´s de u e´ definido pela igualdade:
[O(u)]ind = nu[u˙]. Observe na Figura 5.11(c) que a orientac¸a˜o induzida em O(u1) por
Mx1y1 discorda da orientac¸a˜o induzida em O(u1) pelo fluxo. Assim, nu1 = −1. Da mesma
forma nu2 = −1, como mostra a Figura 5.11(d).
x1 y1
x1 x2y1
u1 u2
x2x1
y1
x2
Vy1W s(y1)
Ty1W
s(y1)
x1 x2y1
Vy1W s(y1)
Ty1W
s(y1)
nu1 = −1 nu2 = −1
(a) (b)
(c) (d)
Figura 5.11: Em (a) e (b) representac¸a˜o local do fluxo da Figura 5.9. Em (c) orientac¸a˜o induzida
em O(u1) por Mx1y1 . Em (d) orientac¸a˜o induzida em O(u2) por Mx2y1 .
Atrave´s de ana´lise semelhante, veˆ-se que nv1 = −1, nv2 = −1.
Com a finalidade de obter o sinal caracter´ıstico de uma o´rbita que conecta um ponto de
sela e um ponto repulsor, basta verificar se a orientac¸a˜o induzida nesta o´rbita pela orientac¸a˜o
da variedade insta´vel do ponto de sela coincide com a orientac¸a˜o da o´rbita dada pelo fluxo.
Logo, np1 = −1, np2 = 1, nq1 = 1 e nq2 = −1. Veja a Figura 5.9.
Deste modo, a matriz de conexa˜o para S2, considerando-se o fluxo e orientac¸o˜es das
variedades insta´veis como mostra a Figura 5.9, e´:
∆(S2) =

0 −0 −1 −1 −0 −0
0 −0 −1 −1 −0 −0
0 −0 −0 −0 −1 −1
0 −0 −0 −0 −1 −1
0 −0 −0 −0 −0 −0
0 −0 −0 −0 −0 −0

.
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Os operadores bordo ∂c2 : C2(f) → C1(f), ∂c1 : C1(f) → C0(f) e ∂c0 : C0(f) → 0¯ sa˜o
definidos nos geradores por:
∂c2〈x1〉 = −〈y1〉 − 〈y2〉, ∂c2〈x2〉 = −〈y1〉 − 〈y2〉,
∂c1〈y1〉 = 〈z2〉 − 〈z1〉, ∂c1〈y2〉 = 〈z1〉 − 〈z2〉,
∂c0〈z1〉 = 0 e ∂c0〈z2〉 = 0.
Calculando a homologia do complexo (C∗(S2, f), ∂c∗), tem-se a homologia singular da
esfera S2:
HM0(S
2,Z) = Z, HM1(S2,Z) = 0¯ e HM2(S2,Z) = Z
Ainda considerando a esfera e o fluxo na Figura 5.9, mantenha as orientac¸o˜es ja´ conside-
radas das variedades insta´veis dos pontos cr´ıticos, exceto do ponto y2, para o qual considere a
orientac¸a˜o oposta a` orientac¸a˜o considerada anteriormente. Atrave´s de um processo ana´logo,
obte´m-se a matriz de conexa˜o:
∆(S2) =

0 −0 −1 −1 −0 −0
0 −0 −1 −1 −0 −0
0 −0 −0 −0 −1 −1
0 −0 −0 −0 −1 −1
0 −0 −0 −0 −0 −0
0 −0 −0 −0 −0 −0

.
M
Observe que no exemplo anterior foram obtidas duas matrizes para a esfera S2, e estas
possuem entradas diferentes. Deste modo, pode-se obter “va´rias matrizes de conexa˜o” via
o complexo de Morse-Witten para uma variedade. Mas estas matrizes teˆm uma relac¸a˜o
forte entre si que e´ garantida pela pro´xima proposic¸a˜o. Denote por ∆(M, f,Or) a matriz de
conexa˜o de M obtida via o complexo de Morse-Witten considerando a func¸a˜o de Morse f e
o conjunto de orientac¸o˜es Or.
Proposic¸a˜o 5.1. Sejam M uma variedade Riemanniana suave e compacta de dimensa˜o
finita n e seja f uma func¸a˜o de Morse-Smale sobre M . Sejam Or e Or′ dois conjuntos
de orientac¸o˜es para as variedades insta´veis dos pontos cr´ıticos de f . Enta˜o as matrizes
∆(M, f,Or) e ∆(M, f,Or′) sa˜o semelhantes.
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Demonstrac¸a˜o: Como uma func¸a˜o de Morse admite apenas uma quantidade finita de pon-
tos cr´ıticos, os conjuntos Or e Or′ sa˜o finitos. Portanto, basta mostrar o caso em que os
conjuntos de orientac¸o˜es Or e Or′ na˜o coincidem apenas por uma orientac¸a˜o. Nesse sen-
tido, denote por x o ponto cr´ıtico cujas orientac¸o˜es ξ e ζ para W u(x) dadas pelos conjuntos
Or e Or′, respectivamente, sejam opostas. Seja k := indf (x), dado y ∈ Critk−1(f), de-
note por n(x, y) e n¯(x, y) os nu´meros de intersecc¸a˜o considerando as orientac¸o˜es Or e Or′,
respectivamente. Analogamente, para z ∈ Critk+1(f).
Existem dois casos a considerar: indf (x) = 1 e indf (x) > 1.
1o Caso: Suponha que indf (x) = 1. Seja u ∈ M̂xy, a orientac¸a˜o induzida na o´rbita
de u e´ dada pela orientac¸a˜o de W u(x). Como ξ e ζ sa˜o opostas, estas induzem orientac¸o˜es
opostas na o´rbita de u. Portanto uma delas coincide com a orientac¸a˜o dada pelo fluxo e a
outra e´ exatamente a orientac¸a˜o oposta, isto e´, nu = 1 e n¯u = −1 ou nu = −1 e n¯u = +1.
Como u e´ arbitra´rio, tem-se n(x, y) = −n¯(x, y).
Agora, seja v ∈ M̂zx. A orientac¸a˜o induzida na o´rbita de v pelo conjunto de escolha de
orientac¸o˜es, e´ dada pelo isomorfismo:
TO(v)W u(z) ≈ TO(v)⊕ VO(v)W s(x). (5.2)
As orientac¸o˜es de TO(v)W u(z) dadas pelos conjuntos Or e Or′ coincidem, mas estes conjuntos
induzem orientac¸o˜es opostas em VO(v)W s(x), pois a orientac¸a˜o induzida neste fibrado e´
compat´ıvel com a orientac¸a˜o de W u(x), e este u´ltimo tem orientac¸o˜es opostas ξ e ζ dadas
pelos conjuntos Or e Or′. Deste modo, as orientac¸o˜es que estes conjuntos induzem na o´rbita
de v tambe´m sa˜o opostas, pelo isomorfismo acima. Sendo v arbitra´rio, n(z, x) = −n¯(z, x).
Assim, a matriz ∆(M, f,Or′) e´ obtida de ∆(M, f,Or) multiplicando-se a coluna e a linha
referentes a` x por −1.
2o Caso: Suponha que indf (x) > 1. Seja u ∈ M̂xy, a orientac¸a˜o induzida na o´rbita de
u, O(u), e´ dada pelo isomorfismo:
TO(u)W u(x) ≈ TO(u)⊕ VO(u)W s(y). (5.3)
As orientac¸o˜es dadas pelos conjuntos Or e Or′ para W u(y) sa˜o as mesmas, logo estes dois
conjuntos induzem a mesma orientac¸a˜o no fibrado VO(u)W s(y), pois as orientac¸o˜es de W u(y)
e VO(u)W s(y) sa˜o compat´ıveis. Ja´ as orientac¸o˜es ξ e ζ de TO(u)W u(x) dadas pelos conjuntos
Or e Or′ sa˜o opostas. Destas observac¸o˜es e da equac¸a˜o (5.3) segue que as orientac¸o˜es
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induzidas na o´rbita de u por Or e Or′ sa˜o opostas. Portanto, n(x, y) = −n¯(x, y), pois o
ponto u foi tomado arbitrariamente.
Agora, dado v ∈ M̂zx, a demonstrac¸a˜o de que n(z, x) = −n¯(z, x) e´ ana´loga a ja´ feita
acima para o primeiro caso.
Neste caso, tambe´m se verifica que a matriz ∆(M, f,Or′) e´ obtida de ∆(M, f,Or)
multiplicando-se a coluna e a linha referentes a x por −1. 
A demonstrac¸a˜o da Proposic¸a˜o 5.1 mostra que a relac¸a˜o entre as matrizes de conexa˜o
∆(M, f,Or) e ∆(M, f,Or′), obtidas por escolhas diferentes de orientac¸o˜es para as variedades
insta´veis dos pontos cr´ıticos, vai ale´m de semelhanc¸a de matrizes. Uma e´ obtida da outra
apenas multiplicando-se por−1 certas linhas e colunas. Mais especificamente, se os conjuntos
Or e Or′ diferem pelas orientac¸o˜es dos pontos cr´ıticos a1, · · · , al, enta˜o a matriz ∆(M, f,Or′)
e´ obtida de ∆(M, f,Or) multiplicando-se por −1 as linhas e colunas referentes aos pontos
a1, · · · , al.
Deste modo, uma entrada da matriz ∆(M, f,Or) e´ na˜o nula se, e somente se, e´ na˜o nula
em ∆(M, f,Or′). De forma mais geral, as entradas de ∆(M, f,Or) e ∆(M, f,Or′) diferem
apenas por sinal. Em outras palavras, dadas uma variedade Riemanniana (M, g) suave e
compacta de dimensa˜o finita e uma func¸a˜o de Morse-Smale sobre M , as matrizes de conexa˜o
para M obtidas via o complexo de Morse-Witten sa˜o iguais mo´dulo 2.
Mas este fato ja´ era esperando, pois a Proposic¸a˜o 4.13 garante que, dado um fluxo Morse-
Smale sob uma variedade Riemanniana M compacta e suave de dimensa˜o finita, considerando
a homologia sobre Z2, enta˜o a entrada da matriz de conexa˜o correspondentes aos pontos
cr´ıticos x ∈ Critk(f) e y ∈ Critk−1(f) conta o nu´mero de o´rbitas conectantes de x a` y
mo´dulo 2.
Veja que, nos exemplos acima, as entradas da matrizes de conexa˜o esta˜o no conjunto
{−1, 0,+1}. De fato, as matrizes de conexa˜o, obtidas via o complexo de Morse-Witten, para
superf´ıcies orienta´veis teˆm por caracter´ıstica que suas entradas sa˜o 0, +1 ou −1.
Proposic¸a˜o 5.2. Sejam M uma variedade orienta´vel fechada 2-dimensional e ϕ um fluxo
de Morse-Smale em M . Enta˜o as entradas da matriz de conexa˜o pertencem ao conjunto
{−1, 0, 1}.
Demonstrac¸a˜o: No caso de um fluxo de Morse-Smale, a entrada da matriz de conexa˜o
correspondente ao par (x, y) de pontos cr´ıticos com ı´ndice relativo 1 e´ dada pelo nu´mero de
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intersec¸a˜o n(x, y) =
∑
nu, onde u ∈ M̂xy. Assim, basta mostrar que n(x, y) ∈ {−1, 0, 1},
para todos os pontos cr´ıticos de f com ı´ndice relativo igual a 1 e com 0 ≤ indf (y) <
indf (x) ≤ n.
Como dim(M) = 2, #M̂xy ≤ 2, pelo Teorema 2.3. Se #M̂xy = 1 na˜o ha´ o que fazer,
pois neste caso M̂xy = {u} e, portanto n(x, y) = nu. Mas o sinal caracter´ıstico de uma
o´rbita e´ +1 ou −1.
Agora, se #M̂xy = 2, por exemplo M̂xy = {u1, u2}, enta˜o existem dois casos a considerar:
Caso 1: x e´ uma sela e y e´ um ponto atrator. O fluxo tangente induz a mesma orientac¸a˜o
nas o´rbitas O(u1) e O(u2), pois o fluxo e´ do tipo gradiente. Assim [u˙1] = [u˙2]. Ja´ a orientac¸a˜o
que Mxy induz em O(u1) e´ oposta a` orientac¸a˜o induzida por Mxy em O(u2), veja a Figura
5.12. Sendo [O(ui)]ind = nui [u˙i], enta˜o nu1 = 1 e nu2 = −1 ou nu1 = −1 e nu2 = 1. De
qualquer forma n(x, y) = 0.
nu2 = −1
nu1 = 1
x
y y y
x x
(a) (b) (c)
Figura 5.12: Representac¸o˜es das orientac¸o˜es induzidas pelo fluxo em (a), pelo espac¸o Mxy em (b),
e sinais caracter´ısticos em (c), quando x e´ um ponto de sela e y e´ um ponto atrator.
Caso 2: x e´ um ponto repulsor e y um ponto de sela. Novamente as orientac¸o˜es induzidas
pelo fluxo tangente em O(u1) e O(u2) sa˜o as mesmas. No entanto, as orientac¸o˜es [O(ui)],
i = 1, 2, sa˜o opostas; como se veˆ na Figura 5.13.
x y
u1
u2
x y
nu1 = −1
nu2 = 1
(a) (b)
Figura 5.13: Fluxo local: orientac¸o˜es induzidas pelo fluxo em (a) e por Mxy em (b).
Para este caso tambe´m se verifica que n(x, y) = 0 
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O exemplo a seguir garante que a hipo´tese de orientabilidade sobre a variedade 2-
dimensional na Proposic¸a˜o 5.2 e´ essencial.
Exemplo 5.6 (Matriz de Conexa˜o para o Plano Projetivo Real.). Retome o Exemplo
2.13 de um fluxo de Morse-Smale sobre o plano projetivo real RP 2, que possui treˆs singu-
laridades: um ponto repulsor x, um ponto de sela y e um ponto atrator z. Considerando as
orientac¸o˜es das variedades insta´veis dos pontos cr´ıticos como na Figura 5.14, ja´ foi visto no
Exemplo 2.13 que as orientac¸o˜es nas o´rbitas conectantes sa˜o as dadas na figura abaixo.
x
x
yy
1
2
1
u1u2
v1 v2
+1 −1
+1+1
Figura 5.14: Fluxo de Morse-Smale em RP 2.
Ou seja, n(x, y) = nu1 +nu2 = 1+1 = 2 e n(y, z) = +1−1 = 0. Ale´m disso, os operadores
bordos sa˜o definidos nos geradores por:
∂c2 : C2(f)→ C1(f) ∂c1 : C1(f)→ C0(f) ∂c0 : C0(f)→ 0¯
〈x〉 7→ 2〈y〉 〈y〉 7→ 0 vjfjvg〈z〉 7→ 0
E a matriz de conexa˜o para o fluxo minimal no RP 2 e´
∆(RP 2) =

0 0 0
0 0 2
0 0 0
 .
Calculando a homologia de Morse do complexo (C∗(RP 2, f), ∂c∗) obte´m-se a homologia
singular do RP 2:
HM0(C∗(f), ∂c∗) = Z, HM1(C∗(f), ∂c∗) = Z2 e HM2(C∗(f), ∂c∗) = 0.
M
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E´ claro que a Proposic¸a˜o 5.2 e´ va´lida se a variedade M for de dimensa˜o 1. A pergunta
natural que surge e´: uma matriz de conexa˜o para fluxos de Morse-Smale em variedades de
dimensa˜o maior que 2 pode apresentar uma entrada inteira com mo´dulo maior que 1? A
breve investigac¸a˜o feita a seguir para o caso tridimensional garante que a resposta a esta
pergunta e´ afirmativa.
No caso de um fluxo Morse-Smale sob uma variedade tridimensional, as singularidades
sa˜o dos seguintes tipos: um ponto repulsor, um ponto atrator, um ponto de sela de ı´ndice 2
e um ponto de sela de ı´ndice 1. As dinaˆmicas locais dos pontos de sela sa˜o apresentadas nas
figuras 5.15 e 5.16.
Figura 5.15: Ponto de sela em R3 de
ı´ndice de Morse 2.
Figura 5.16: Ponto de sela em R3 de
ı´ndice de Morse 1.
Considere um fluxo de Morse-Smale sob uma 3-variedade orienta´vel M . O objetivo e´
mostrar que se ∆ e´ uma matriz de conexa˜o para M , obtida via o complexo de Morse-
Witten, as entradas nesta matriz correspondentes a ligac¸o˜es entre um ponto repulsor x e um
ponto de sela s2 de ı´ndice 2 ou entre um ponto de sela s1 de ı´ndice 1 e um ponto atrator z
so´ podem ser −1, 0 ou +1.
De fato, a variedade esta´vel de s2 e´ composta por duas o´rbitas regulares, de modo que
#M̂xs2 ≤ 2. Se #M̂xs2 < 2, na˜o ha´ o que fazer. Suponha #M̂xs2 = {u, v}. A orientac¸a˜o
de W u(x) pode ser “carregada” ate´ o ponto s2 atrave´s das o´rbitas de u e de v. Sendo M
orienta´vel, na˜o importa qual caminho e´ percorrido, obte´m-se a mesma orientac¸a˜o ao chegar
no ponto s2. Deste modo, os sinais caracter´ısticos das o´rbitas de u e v se cancelam, e
n(x, s2) = 0. Veja Figura 5.17.
Portanto as entradas de ∆ correspondentes a ligac¸o˜es entre pontos repulsores e pontos
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x
s2
1
2
3
1 2
+1
−1 u
v
Figura 5.17: Sinais caracter´ısticos das o´rbitas que conectam um repulsor a` uma sela de ı´ndice 2.
de sela de ı´ndice 2 so´ podem ser nulas ou ±1. Analogamente mostra-se que as entradas
correspondentes a ligac¸o˜es entre pontos atratores e pontos de sela de ı´ndice 1 esta˜o no
conjunto {−1, 0, 1}.
Ja´ as entradas da matriz de conexa˜o que esta˜o relacionadas aos pontos de sela s1 e s2
na˜o se limitam ao conjunto {−1, 0,+1}, pois a quantidade de o´rbitas que conectam s2 a` s1
depende de que forma a alc¸a relativa ao ponto de sela s2 e´ colada na variedade esta´vel do
ponto s1 . De modo que ha´ inu´meras possibilidades.
Como ja´ foi mencionado, neste trabalho foram abordadas duas teorias de forma indepen-
dentes: a teoria de Conley e a teoria da homologia de Morse.
Primeiramente foi estudada a teoria de Morse. Foi visto que, dadas uma variedade
Riemanniana (M, g), suave e fechada de dimensa˜o finita, e uma func¸a˜o de Morse f : M → R
cujo fluxo gradiente negativo ϕ satisfaz a condic¸a˜o de Morse-Smale, o grupo graduado de
Morse C∗(f) = {Ck(f)} com coeficientes inteiros e graduado pelos ı´ndices de Morse, foi
definido por:
1. Ck(f) = 0, se k < 0;
2. se k ≥ 0, Ck(f) :=
⊕
Z〈x〉, onde a soma percorre o conjunto Critk(f).
O operador de Morse-Witten ∂ck(x) : Ck(f) −→ Ck−1(f) foi definido nos geradores x de Ck(f)
por
∂ck〈x〉 :=
∑
y∈Critk−1(f)
n(x, y)〈y〉, n(x, y) =
∑
u∈M̂xy
nu,
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Destes elementos surgiu o complexo de Morse-Witten (C∗(f), ∂c∗). Um resultado importante
que foi visto e´ que a homologia de Morse coincide com a homologia singular da variedade
M .
Na teoria de Conley o objeto ba´sico de estudo era um conjunto invariante isolado S. Foi
definido o conceito de par-´ındice para S; foi visto que pares-´ındice existem para quaisquer
conjuntos invariantes isolados e que, dados dois pares-´ındice para S, estes teˆm o mesmo
tipo de homotopia. A partir da invariaˆncia do par-´ındice, definiu-se o ı´ndice homoto´pico de
Conley para S como sendo o tipo de homotopia de um par-´ındice para S.
Ja´ o ı´ndice homolo´gico de S foi definido como sendo a homologia do espac¸o pontuadoN/L,
onde (N,L) e´ um par-´ındice para S. A propriedade mais importante do ı´ndice homolo´gico,
vista no decorrer deste trabalho, foi que conjuntos relacionados por continuac¸a˜o possuem o
mesmo ı´ndice homolo´gico.
Para simplificar o estudo de um conjunto invariante isolado S, foram definidas duas
decomposic¸o˜es de S: a decomposic¸a˜o em par atrator-repulsor e a decomposic¸a˜o de Morse,
que generaliza a primeira. Uma decomposic¸a˜o de Morse ≺-ordenada e´ formada por uma
colec¸a˜o finita Mpi de subconjuntos invariantes isolados disjuntos de S, de modo que cada
elemento de S pertence a algum Mpi ou a alguma o´rbita que “nasce”em Mpi′ e “morre”em
Mpi tais que pi ≺ pi′.
Tendo em ma˜os uma decomposic¸a˜o de Morse ≺-ordenada, definiu-se matriz de conexa˜o
de uma forma puramente alge´brica. De modo geral, a matriz de conexa˜o foi definida como
sendo uma matriz que tem como entradas aplicac¸o˜es entre os ı´ndices homolo´gicos de Conley
dos conjuntos Mpi. Foi visto que a importaˆncia da matriz de conexa˜o no estudo da dinaˆmica
de um fluxo sobre um conjunto invariante isolado esta´ no fato de que suas entradas na˜o nulas
podem detectar a existeˆncia de o´rbitas conectantes entre conjuntos de Morse.
O principal objetivo deste trabalho foi estudar uma forma mais simples de obter uma
matriz de conexa˜o. Para o caso de fluxos Morse-Smale sobre uma variedade Riemanniana M ,
suave, fechada e de dimensa˜o finita; foi visto que a diferencial do complexo de Morse-Witten
e´ uma matriz de conexa˜o para M .
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