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Abstract: Large scale applications running on HPC systems often require a substantial amount
of memory and can have a large computational overhead. Lossy data compression techniques
can reduce the size of the data and associated communication cost, but the effect of the loss of
accuracy on the numerical algorithm can be hard to predict. In this paper we examine the FGMRES
algorithm, which requires the storage of a basis for the Krylov subspace and for the search space
spanned by the solutions of the preconditioning systems. We show that the vectors spanning this
search space can be compressed by looking at the combination of FGMRES and compression in the
context of inexact Krylov subspace methods. This allows us to derive a bound on the normwise
relative compression error in each iteration. We use this bound to formulate a number of different
practical compression strategies, and validate and compare them through numerical experiments.
Key-words: flexible GMRES, inexact Krylov, compression avec perte, précision mixte.
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Exploration du stockage de précision variable par des
techniques de compression avec perte en algèbre linéaire
numérique : une première application au GMRES flexible
Résumé : Les applications à grande échelle fonctionnant sur des systèmes HPC nécessitent
souvent une quantité importante de mémoire et peuvent avoir une charge de calcul importante.
Les techniques de compression de données avec perte peuvent réduire la taille des données et les
coûts de communication associés, mais l’effet de la perte de précision sur l’algorithme numérique
peut être difficile à prévoir. Dans cet article, nous examinons l’algorithme FGMRES, qui nécessite
le stockage d’une base pour le sous-espace de Krylov et pour l’espace de recherche couvert par
les solutions des systèmes de préconditionnement. Nous montrons que les vecteurs couvrant cet
espace de recherche peuvent être comprimés en examinant la combinaison de FGMRES et de la
compression dans le contexte des méthodes inexactes du sous-espace de Krylov. Cela nous permet
de dériver une borne sur l’erreur de compression relative normale dans chaque itération. Nous
utilisons cette limite pour formuler un certain nombre de stratégies de compression pratiques
différentes, et les valider et les comparer par des expériences numériques.
Mots-clés : flexible GMRES, inexact Krylov, lossy compression, mixed precision.
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1 Introduction
The interest for the accuracies with which real or complex numbers are stored and processed
in numerical computing studies are closely related both to the scientific objectives and to the
computational means available to achieve them. It may range from a non concern, such as when
one wants to quickly prototype an algorithm, to a major issue leading the industrial design of
new, dedicated chips such as the recent example of TPUs motivated by extremely fast calcultion
for learning applications.
Nonetheless, while scientists conducting numerical simulations before the advent of modern
computers [35] could wonder distinguishly how accurately storing and processing intermediate
numbers, such a distinction has since then been much more seldom. Additionally, at that time,
attention could be paid to the accuracy of each individual quantity whereas modern studies
usually employ a more systematic mechanical methodology assuming a common accuracy for
all or most of intermediate values. Sometimes referred to as the first great success of numerical
simulation, the discovery of Neptune in 1846 was preceded by major advances. Among them, the
contribution of Urbain Le Verrier [20] was certainly a master piece since, using calculation, he
predicted the existence of a novel planet as well as its location, before its telescopic observation.
This work may illustrate the concerns scientists had with “numerical computing”1 and “significant
digits”2 at that period. In this essay on the secular variations of the seven known planets at that
time, Le Verrier states that “the coefficients of the equation do not need [...] to be computed with
the same approximation” and that “one can know which degree of exactness it is necessary to
give [to each of them]”3.
Such fine grain considerations, at the level of each individual coefficient, are much more seldom
in modern manuscripts. Following Nick J. Higham’s book [17] terminology, the accuracy refers
to the absolute or relative error of an approximate quantity and the precision is the accuracy
with with the basic operations +, −, ∗, / are performed. This statement may have two implicit
consequences. First, it may then be assumed that all – or most of – the operations are performed
with the same accuracy. Second, the absence of a dedicated term for the accuracy with which the
numbers are stored may be viewed as if they were stored in the same accuracy as the precision.
Therefore the precision is often interpreted as both the accuracy with which the basic operations
are performed and the numbers are stored. There are strong technical arguments to support
this unified framework. One may be clearly understood within James H. Wilkinson opening
of his major essay on rounding errors in algebraic processes [36] stating that “the results [he]
give[s] are important only in the cases when the computation is so extensive that the use of
an automatic digital computer is essential”. The advent of modern computers indeed made it
possible to conduct computations so large that manually taking care of the accuracy at which
each individual intermediate value should be stored would become cumbersome. A second one,
also related to the automatization of the computation, may be due to the engineering constraints
for designing automatic computers. In his draft of a report on the EDVAC machine [35], certainly
one of the most comprehensive synthesis on the challenges to build a “very high speed automatic
digital computing system”4 at that time, John von Neumann states that “the fact that a number
requires 32 memory units makes it advisable to subdivide the entire memory in this way” as “it
simplifies the organization of the entire memory and various synchronization problems of the
device along with it”5.
1“calcul numérique”, p. 228 [20]
2“chiffres significatifs”, footnote pp. 229-230 [20]
3“Les coefficients de l’équation n’ont pas besoin, pour cet objet, d’être tous calculés avec la même approximation
[... et] on peut donc savoir quel degré d’exactitude il est nécessaire de [leur] donner [chacun]”, p. 233 [20]
4Section 1.1, p. 1 [35]
5Section 12.2, pp. 25-26 [35]
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Of course, the actual development has never been either entirely fine grain or fully monolithic.
For instance, Wilkinson readily adds up that “if it is necessary to work to higher precision, [...]
we may employ numbers [...] we shall refer to [...] as multiple-precision”6. On the one hand, the
efficiency of the framework Wilkinson had “attempted to present [...] in a uniform manner”7 to
handle error analysis on automatic computers made the interest of a finer grain analysis at the
level of each individual quantity almost vanishing. On the other hand, to deal with larger and
larger application challenges, the issue has still been tackled by the community of numerical
analysis, and there has been very significant improvements, especially around mixed precision
algorithms [1, 2, 5, 6, 8, 9, 18]. These algorithms were in particular motivated by the ability of
the hardware to handle multiple levels of precision: single (32 bit) or half precision (16 bit), in
addition to (or sometimes instead of) the (now) most often employed double precision (64 bit).
Still, if the numbers are not anymore processed with a uniform precision in these algorithms, they
remain stored (in memory) in the same format as they are processed (on registers), may it be
double, single or half precision. Data conversions are of course necessary along the course of the
algorithms, but only between a discrete set (hence composed of two or three elements) of formats.
If the desirable accuracy of intermediate values is then not viewed anymore as a monolithic set, it
remains discrete and strongly related to the hardware features.
In the present manuscript, we discuss the opportunity to store intermediate numbers with
a variable accuracy, irrespectively of the constraints imposed to process them (the precision or,
now, precisions), or even to store each value efficiently (in “words”8) with respect to the hardware
memory management constraints. Such techniques exist and may even now be considered as
mainstream in high performance computing (HPC). They have been developed in the context
of data compression with the objective to reduce the size of the data, and hence the associated
storage and communication cost when the data need to be transferred. They have been studied
extensively over the last decade. Lossy data compression techniques have especially been shown
to be very successful at reducing the data size in various applications [7, 13, 23, 24, 32]. Still,
their main application was to store either initial or final data, or, possibly, intermediate data in
coarse steps of the overall application. The obvious downside of lossy compression techniques with
respect to lossless compression techniques is, of course, the loss of accuracy in the decompressed
data. While these compressors allow the user to control this error, the effect on the final result
of the numerical algorithm is not always easy to predict. In this study, we consider employing
such compression techniques as if we could dispose of variable accuracy along the course of a
numerical algorithm. From a numerical point of view, such a scheme is readily possible and
we consider a framework for our empirical analysis only based on the target accuracy while
agnostic to the underlying compression technique. From a practical point of view, the memory
and performance gains depend very much on the employed compressor. The goal is not here to
compare the benefits of available compressors or even to investigate optimum gains we could
obtain by carefully choosing a compressor. Still, by employing a particular compressor (see section
5), we are in measure to present possible effective compression ratios. We illustrate our discussion
with the so-called flexible generalized minimal residual method (FGMRES [26]), an iterative
method for solving systems of linear equations further explained below.
We will consider the solution of linear systems Ax = b, with A ∈ Rn×n a large and sparse
matrix. Krylov subspace methods remain among the most widely used methods to solve this kind
of system and for non-symmetric matrices the generalized minimal residual algorithm (GMRES
[25, 27, 28]) with a right preconditioner M ∈ Rn×n is often the go to method:
AM−1u = b and x = M−1u. (1)
6Section 1.2, p. 1, [36]
7Preface [36]
8Section 1.2, p. 1, [36]
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The downside of GMRES is that it requires the storage of an orthonormal basis Vk ∈ Rn×k, where
k is the number of iterations. For large n and k this can be a substantial memory requirement.
Furthermore, in order to allow the preconditioner to vary in each iteration, the so-called flexible
generalized minimal residual method (FGMRES [16, 26, 27]) needs to be used. This is, for example,
the case when another iterative method is used as a preconditioner, e.g., multigrid or GMRES
itself [14, 16, 26]. As a result, FGMRES no longer uses the space spanned by the Krylov basis
Vk to find the kth iteration, but rather the space spanned by the columns of Zk ∈ Rn×k: the
solutions of the preconditioning systems. This, however, means that Zk needs to be stored as
well, essentially doubling the memory required by the algorithm. While restarting strategies for
these algorithms exist, they often lead to slower convergence.
In what follows, we will show that the columns of Zk can be stored using lossy compression
techniques without any loss of final accuracy in the approximation to x. We offer three different
motivations as to why this approach is likely to work:
1. Typically, the preconditioning system is not solved very accurately and therefore only the
first few digits are likely to be correct. If the errors introduced in the data after decompression
only affect the final digits, then we will not have lost any accuracy in this step.
2. Adding compression after solving the preconditioning system can be seen as solving it in a
lower precision and there are results showing the feasibility of this approach [1, 9, 18].
3. As long as Zk has full rank, its columns can in theory be random. Although this will lead
to slow convergence in practice, it does suggest that small perturbations in Zk are unlikely
to significantly effect the convergence of the method.
In order to show how lossy compression can be incorporated in FGMRES and to motivate our
approach, we will look at FGMRES and compression in the context of inexact Krylov subspace
methods. This is a recent development in the theory of Krylov subspace methods, which was
motivated by the fact that in many applications the matrix vector product with A required in
each iteration is only calculated approximately [4, 15, 31, 34].
Lossy data compression techniques fall into two main categories: prediction based and trans-
formation based. We refer to [33] and the references therein for an overview and comparison.
For our analysis, however, we only assume that the compressor can bound the normwise relative




Here, we call 0 < ζ the maximum normwise relative compression error. From a numerical point
of view this is a very natural constraint to impose, however, in order to compare our results
with mixed precision approaches in half and single precision, we will also consider the maximum







with z[i] the ith component of z.
The outline of this paper is as follows. In section 2 we give a brief overview of GMRES
and FGMRES. In section 3 we review some results from the theory of inexact Krylov subspace
methods and apply them in the context of inexact preconditioning, compression and FGMRES.
We use these results in order to find a bound on the maximum normwise relative compression
error ζ that can be introduced in each iteration. In section 4 we derive a number of practical
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compression strategies, and in section 5 we discuss the SZ compressor [12, 21, 22, 32] that we will
use for our numerical experiments and how the compression quality can be assessed. Finally, in
section 6, we perform an extensive series of numerical experiments illustrating our results.
We will refer to the exact solutions of (1) as u? and x?. Unless mentioned otherwise, ‖·‖ is
the standard Euclidean 2-norm ‖·‖2. The largest and smallest singular values of a matrix A are
denoted as σmax(A) and σmin(A), respectively, and its condition number as K(A) =
∥∥A−1∥∥ ‖A‖ =
σmax(A)/σmin(A).
2 Krylov subspace methods
2.1 Generalized minimal residual method
Starting from an initial estimate x0 for x?, GMRES constructs a series of approximations xk in
Krylov subspaces of increasing size and with decreasing residual norm. More specifically:
xk = arg min
x∈x0+Kk(A,r0)
‖b−Ax‖ ,
with r0 = b−Ax0 and
Kk(A, r0) = span{r0, Ar0, . . . , Ak−1r0}
the k-dimensional Krylov subspace spanned by A and r0. In practice, a matrix Vk = [v1, . . . , vk] ∈
Rn×k with orthonormal columns and an upper Hessenberg matrix H̄k ∈ R(k+1)×k are iteratively
constructed using the Arnoldi procedure such that spanVk = Kk(A, r0) and
AVk = Vk+1H̄k, with V Tk+1Vk+1. (2)
This is often referred to as the Arnoldi relation. Consequently, xk = x0 + Vkyk with
yk = arg min
y∈Rk
∥∥βe1 − H̄ky∥∥ ,
where β = ‖r0‖ and e1 = (1, 0, . . . , 0)T ∈ Rk+1.
During the iterations, the (true) residual is given by rk = b−Axk. In practice the norm of




will be monitored, because in exact arithmetic
‖rk‖ = ‖r̃k‖ and ‖r̃k‖ is a free by product of GMRES. It can also be calculated without explicitly
constructing xk during each iteration – which would require an additional matrix vector product
with Vk and possibly the preconditioner M−1. In finite precision, however, the residual gap
‖rk − r̃k‖ might be non-zero. In our implementation we will therefore stop the GMRES iterations








However, in order to avoid calculating xk and the true residual rk in each iteration, we only
calculate this value if the computed backward error fulfills the same condition, i.e.,
η̃b(xk) =






An overview of right preconditioned GMRES is given in Algorithm 1. Here, GMRES is applied
to the linear system AM−1u = b, which means that the preconditioned system involving M is
solved in each iteration (line 4) and in order to retrieve the approximation for x? an additional
application of the preconditioner is required at the end (line 15). For more details about GMRES
and its implementation we refer to [25, 27, 28].
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Algorithm 1 GMRES with right preconditioning
1: input: A, b, x0, maxit, ε, M .
2: r0 = b−Ax0, β = ‖r0‖ and v1 = r0/β
3: for k = 1, . . . , maxit do
4: z = M−1vk
5: w = Az
6: for i = 1, . . . , k do
7: H̄i,k = v
T
i w
8: w = w − H̄i,kvi
9: end for
10: H̄k+1,k = ‖w‖
11: vk+1 = w/H̄k+1,k
12: yk = arg miny∈Rk
∥∥βe1 − H̄ky∥∥
13: r̃k = βe1 − H̄kyk
14: if ‖r̃k‖ < ‖b‖ ε or k = maxit then
15: xk = x0 +M
−1Vkyk
16: rk = b−Axk






2.2 Flexible generalized minimal residual method
When we look at line 15 of Algorithm 1 we see that xk is expressed as a linear combination of
the vectors M−1vk. These vectors are also calculated on line 4, but since M is constant – and
instead of storing them – it suffices to apply the preconditioner one additional time to the vector




for matrices Mk ∈ Rn×n, then
xk = x0 + Zkyk,
where Zk = [z1, . . . , zk] ∈ Rn×k. In contrast to GMRES, Zk would now need to be stored, because
otherwise calculating xk would require solving all the preconditioning systems (3) an additional
time. This adaptation of GMRES leads to the flexible variant shown in Algorithm 2. Obviously,
this approach results in increased flexibility for the preconditioner, as now, for example, an
iterative method could be used as a preconditioner [14, 16, 26]. There are even some results
indicating that FGMRES with a fixed preconditioner can be more stable than GMRES [3].
Note that multiplying AM−1j with any of the vi no longer results in a vector that necessarily
lies in spanVk+1 and that neither span(Zk) or span(Vk) are Krylov subspaces. FGMRES is
therefore technically not a Krylov subspace method and the original Arnoldi relation (2) no longer
holds. Instead the following relation can be proven:
AZk = Vk+1H̄k, with V Tk+1Vk+1.
Furthermore, as there are no conditions on the preconditioners M−1k , as long as Zk has full rank,
the zk can be any vector in Rn. For more details we refer to [16, 26, 27, 30].
Inria
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Algorithm 2 FGMRES
1: input: A, b, x0, maxit, ε, M .
2: r0 = b−Ax0, β = ‖r0‖ and v1 = r0/β
3: for k = 1, . . . , maxit do
4: zk = M
−1
k vk
5: w = Azk
6: for i = 1, . . . , k do
7: Hi,k = v
T
i w
8: w = w −Hi,kvi
9: end for
10: Hk+1,k = ‖w‖
11: vk+1 = w/Hk+1,k
12: yk = arg miny∈Rk
∥∥βe1 − H̄ky∥∥
13: r̃k = βe1 − H̄kyk
14: if ‖r̃k‖ < ‖b‖ ε or k = maxit then
15: xk = x0 + Zkyk
16: rk = b−Axk






3 Inexactness & compression
GMRES only requires one matrix vector product with A in each iteration. In many applications,
however, the matrix A is not formed explicitly, but its action on a vector is performed in a matrix
free fashion. This means that instead of calculating Av, what is actually calculated is (A+ E)v,
for some perturbation matrix E ∈ Rn×n. This idea leads to what is referred to as “inexact Krylov
subspace methods” [4, 15, 31, 34].
Again, the Arnoldi relation (2) no longer holds, but it can be shown that the following
Arnoldi-like relation holds:
AVk + [E1v1, . . . , Ekvk] = Vk+1H̄k. (4)
It turns out that the computed residual in each iteration is given by r̃k = b− Ãkxk, where Ãk is
a perturbed version of A and that
ÃkVk = Vk+1H̄k, with V Tk+1Vk+1.
This means that the iterations xk are in fact members of different Krylov subspaces, each spanned
by a different matrix. Furthermore, if the size of the perturbations ‖Ek‖ is bounded in each
iteration, it is shown in [15] that the residual gap remains small and that true residual will satisfy
the stopping criterion:
Theorem 3.1. Choose 0 < ε and 0 < c < 1. Define εc = cε and εg = (1− c)ε, and assume that
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Then there exists an 0 < ` ≤ n such that ‖r̃`‖ ≤ ‖b‖ εc and ‖r`‖ ≤ ‖b‖ ε.
Proof. We refer the reader to [15, Theorem 2] for the full proof of this theorem.
The key point in the proof of this theorem is that by placing a bound on ‖Ek‖, the residual
gap ‖rk − r̃k‖ can be bounded by ‖b‖ εg. It should also be noted that this theorem is a refinement
of the results in [31] and that similar results can be found in [4, 34]. Furthermore, since this
bound is inversely proportional to the computed residual, it will increase as the iterations proceed.
This would imply that the initial iterations of the Krylov subspace method need to be calculated
accurately, but that the final iterations can be calculated with less precision. This in contrast to
other results on inexact Newton methods which indicate the opposite [11, 29].
3.1 Inexact right preconditioning
Suppose now that there is a fixed right preconditioner M and that the matrix vector product
with A is calculated exactly, but that the solution of the preconditioned system is done inexactly.
This means that step 4 of Algorithm 2 is solved with residual pk 6= 0 and we can write
pk = vk −Mz ⇔ z = M−1(vk − pk). (6)
This implies that w = AM−1(vk − pk) and the inexact Arnoldi-like relation (4) becomes
AM−1Vk + [E1v1, . . . , Ekvk] = Vk+1H̄k
with Ek = −AM−1pkvTk . In [15] it was shown that:
Theorem 3.2. Choose 0 < ε and 0 < c < 1. Define εc = cε and εg = (1− c)ε, and assume that
in every GMRES iteration k the right preconditioning system z = M−1vk is solved with residual














then there exists an 0 < ` ≤ n such that ‖r̃`‖ ≤ ‖b‖ εc and
∥∥b−AM−1u`∥∥ ≤ ‖b‖ ε.
Proof. We refer the reader to [15, Theorem 5] for the full proof of this theorem.
In order to retrieve x` GMRES requires an additional operation of the preconditioner, intro-
ducing another residual in case of an inexact preconditioner. This is why we wrote
∥∥b−AM−1u`∥∥
in Theorem 3.2 and not ‖r`‖ = ‖b−Ax`‖, see [15] for more details. We, however, are interested in
the link between GMRES with an inexact preconditioner and FGMRES. Suppose therefore that
the preconditioner in FGMRES is an iterative method that solves the linear system Mzk = vk –
with M fixed – up to a user defined precision. Equivalently, this could be seen as an application
of GMRES with a fixed but inexact preconditioner M . Since the only real difference between the
two algorithms is the fact that FGMRES stores the zk, we will not need this final multiplication
with M−1 in order to calculate x`. Note that in practice the preconditioning system is typically
not solved very accurately since, if M ≈ A, this would be almost as costly as solving Ax = b
directly. In the case of an iterative preconditioner, we will also make the assumption that M = A,
but for generality and notational clarity will not always make this substitution.
Theorem 3.3. Choose 0 < ε and 0 < c < 1. Define εc = cε and εg = (1 − c)ε, and assume
that in every FGMRES iteration k the right preconditioning system zk = M−1vk is solved with
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then there exists an 0 < ` ≤ n such that ‖r̃`‖ ‖b‖ εc and ‖r`‖ ≤ ε ‖b‖. Note that when M = A, the
term with the condition number can be dropped.
Proof. This follows from Theorem 3.2 and the remarks made in the previous section.
Finally, we remark that, using (6), the FGMRES Arnoldi-like relation
AZk = Vk+1H̄k, with V Tk+1Vk+1,
can be written as
AM−1Vk + [E1v1, . . . , Ekvk] = Vk+1H̄k
with Ek = −AM−1pkvTk . This is identical to the Arnoldi-like relation for inexact preconditioned
GMRES, illustrating in yet another way the similarity of both methods.
3.2 Compressed FGMRES
An initial idea to apply lossy compression in Krylov subspace methods might be to compress the
vectors Vk in normal GMRES (or with fixed preconditioning). The problem with this approach
is that these vectors are orthonormal. Each new vector vk+1 would be constructed using the
modified Gram-Schmidt procedure applied to the decompressed version of Vk. Unfortunately, due
to the loss of accuracy, these decompressed vectors are no longer orthonormal, and neither will
be the new vk+1. We will therefore take another approach.
As shown in the previous sections, the vectors zk in FGMRES are the solutions of the
preconditioning systems and there are results on preconditioners with lower accuracy [1, 2, 9, 18].
Furthermore, since the zk can in theory be random – as long as Zk is of full rank – FGMRES
is likely less sensitive to small changes in these vectors. In contrast to the mixed precision
approaches, however, we will perform all computations in double precision (64 bit), but store
the zk in compressed form after their calculation. An overview of this compressed FGMRES
algorithm (cFGMRES) is given in Algorithm 3: it includes the compression step on line 5 and two
decompression steps on lines 6 and 17. Here, the z̃k are the vectors containing the decompressed
values corresponding to the original zk.
In order to analyse the effect of the decompression error, we will write the decompressed
values z̃k as a perturbed version of the original values zk:
z̃k = (In + Fk) zk. (9)





with ζk = ‖Fk‖ the maximum normwise relative compression error in iteration k. As mentioned
before, from a numerical point of view, the only assumption we will make on the compressor is
that ζk can be controlled by the user.
Theorem 3.4. Choose 0 < ε and 0 < c < 1. Define εc = cε and εg = (1− c)ε, and assume that
in every cFGMRES iteration k the right preconditioning system zk = M−1vk = A−1vk is solved
with residual pk and that the maximum normwise relative compression error is given by ηk > 0.
If for all k











then there exists an 0 < ` ≤ n such that ‖r̃`‖ ‖b‖ εc and ‖r`‖ ≤ ε ‖b‖.
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Proof. We can interpret the compression as part of the preconditioning and write
z̃k = (I + Fk)M
−1 (vk − pk) .
This means that the residual of the combined preconditioning-compression step is given by
vk −Mz̃k = pk −MFkM−1 (vk − pk) = pk −MFkzk.
Substituting M = A and bounding the norm of the left-hand side by
‖pk‖+ ζk ‖A‖ ‖zk‖
the theorem now follows from Theorem 3.3.
As before, we can also derive a new Arnoldi-like relation for cFGMRES. Because we have
both an inexact preconditioner and apply compression
w = A (I + Fk)M
−1 (vk − pk)
= AM−1vk −AM−1pk +AFkM−1 (vk − pk) .
It follows that




−AM−1pk +AFkM−1k (vk − pk)
)
vTk .
We already encountered the first term of Ek in the previous section as the result of the inexact
preconditioner. The second term is new and is therefore due to the compression.
4 Practical compression strategies
Bound (8) from Theorem 3.3 and bound (11) from Theorem 3.4 are both based on results from
the theory of inexact Krylov subspace methods, specifically Theorem 3.1. In the numerical studies
performed in [4, 31, 34] it is, however, shown that this bound is often very restrictive and can
be relaxed substantially in many applications. If we take a closer look at (8) we see that the
same holds here as well. If, for example, we start from an initial estimate x0 = 0, then in the
first iterations ‖r̃k−1‖ ≈ ‖b‖; implying that the bound is of order O(ε). In practice it is observed
that the preconditioning system can be solved much less accurately. Similarly, for (11), where
the bound for ηk can become negative if ‖pk‖ is too large. These results do, however, illustrate
that it is the residual of the preconditioner that is of interest when using flexible preconditioning
and compression. In this section we will therefore use them as a starting point for a number of
practical compression strategies, i.e., ways to set ζk in each iteration.
4.1 Base strategy
As stated before, in practice it is observed that ‖pk‖ can be larger than what Theorem 3.4 would
suggest. Assuming that the FGMRES iterations without compression converge, we could ignore











In our numerical experiment we will take c = 0.9.
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Algorithm 3 cFGMRES
1: input: A, b, x0, maxit, ε, M .
2: r0 = b−Ax0, β = ‖r0‖ and v1 = r0/β
3: for k = 1, . . . , maxit do




6: Retrieve the decompressed vector z̃k.
7: w = Az̃k
8: for i = 1, . . . , k do
9: Hi,k = v
T
i w
10: w = w −Hi,kvi
11: end for
12: Hk+1,k = ‖w‖
13: vk+1 = w/Hk+1,k
14: yk = arg miny∈Rk
∥∥βe1 − H̄ky∥∥
15: r̃k = βe1 − H̄ky
16: if ‖r̃k‖ < ‖b‖ ε or k = maxit then
17: Retrieve the decompressed columns of Z̃k = [z̃1, . . . , z̃k].
18: xk = x0 + Z̃kyk
19: rk = b−Axk
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4.2 Relaxed & double relaxed strategy





and in [4, 31, 34] it is shown that that setting λk = 1, thus allowing larger perturbations in
the matrix vector product, does not negatively impact the convergence in many cases. We will





If the iterations converge, we also have that ‖r̃k−1‖ decreases to εg, so we can relax this bound a





We will refer to strategy (12) and (13) as the relaxed and double relaxed strategies respectively.
4.3 Equal strategy
Assuming that the FGMRES iterations without compression converge, there is a series of precon-
ditioning errors ‖pk‖ which do not prevent the algorithm from converging. Instead of using the
upper bound from (11), we could relax the base strategy by using ‖pk‖ as an upper bound for
the maximum normwise relative compression error in each iteration, i.e.,




Another way to interpret this strategy is to note that Theorem 3.4 suggests that it is the total
perturbation from both the preconditioner and the compression that should be bounded. If the
compression error in each iteration is less then or equal to the preconditioning error, then
‖pk‖+ ηk ‖A‖ ‖zk| ≤ 2 ‖pk‖ ,
implying that the order of magnitude of the total perturbation has remained equal to that of the
FGMRES iterations without compression – which we assumed converged.
4.4 Cast 16 & 32 bit
Due to the large interest in mixed precision arithmetic we will also compare the previous
compression strategies with a mixed precision inspired approach: storing the zk in either 16 bit or
32 bit precision. We will, however, perform all calculations in 64 bit, and the “decompression”
step will therefore consist of casting the vector back to 64 bit. Additionally, in order to limit over-
and underflow errors when casting – especially to 16 bit – we will normalize zk before casting it
and store the norm of the original data as well. After the vector is cast back to 64 bit we multiply
it with its original norm in order to retrieve the “decompressed” vector z̃k.
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5 Compression details
5.1 The SZ compressor
For our numerical experiments we will use the SZ compressor. This is a prediction based compressor,
meaning that it will try to predict the value of a data point based on the decompressed values of
the adjacent data points in the space with dimensions corresponding to the data. The difference
between the predicted and the actual value of each data point is then encoded using some
quantization method. SZ specifically uses curve fitting and spline interpolation for the prediction,
and error-controlled quantization and customized Huffman encoding to reduce the data size. For
more details on the SZ compressor we refer to [12, 21, 22, 32]
From a practical point of view, SZ allows the user to control the error between the original and
decompressed data using different error bounds, but we will only use two of these. Let z, z̃ ∈ Rn
be the original and the decompressed data respectively, and 0 < χ. If SZ is used to compress and
decompress z, then it can bound either the normwise error
‖z − z̃‖ < χ,






Since SZ is a prediction based lossy compressor, the level of compression that can be achieved will
be different for different data sets, even if the same error bound χ is used. Bigger error bounds
will typically lead to more compression, but also when the data is in some sense “smooth” or
“regular”, then predictions for the data values made by SZ will be more accurate, and higher
compression ratios can be expected.
The compression strategies discussed in section 4 are based on the normwise relative error
(10). This means that we will pass the value χk = ζk ‖zk‖ to SZ. However, when casting to 16 or
32 bit, the compression error will be pointwise, and it is easy to see that this is stricter than the
normwise control:
∀i ∈ {1, . . . , n} : |z[i]− z̃[i]| < ζ |z[i]| ⇒ ‖z − z̃‖ < ζ ‖z‖ .
Furthermore, controlling the normwise relative error can lead to very high pointwise relative errors.
Take for example z = (1, . . . , 1)T ∈ Rn and z̃ = (α, 1, . . . , 1)T ∈ Rn. The maximum pointwise
relative error will be |1− α|, but the normwise relative error will be |1− α| /
√
n. For large n the
difference for this example could be very big.
Finally, we note that in line 7 of Algorithm 3 we could also use the exact zk instead of the
decompressed version z̃k. This way, we would only need to perform the decompression at the end
when xk is calculated – line 18. This, however, creates a discrepancy between the vectors that are
used to compute the Krylov vectors Vk and the solution xk. This translates to the coefficients yk
and we would deviate even further from the original FGMRES algorithm. While this approach
can still converge, we observed in numerical experiments not reported here, that the residual gap
could become very big, leading to a less stable version of the algorithm. We will therefore limit
ourselves to the version with two decompression steps as shown in Algorithm 3.
5.2 Compression & memory ratios
In order to asses the quality of the different compression strategies we look at the memory required
by FGMRES and cFGMRES to store the zk and z̃k respectively. Let ·̄ denote the compressed data
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object and mem(·) the memory used by an object. Since mem(zk) is equal for all k, we will simply
write mem(z). We now define the individual compression ratio ρk in iteration k that corresponds








Note that the memory used by z̄k can vary because the compression ratio depends on zk itself
and on the bound for the pointwise relative error – which will vary in each iteration. If FGMRES
needs `ref iterations to converge and cFGMRES ` iterations then we define the total compression
















The total compression ratio gives us an easy way to asses the overall efficiency of the compression,
taking into account the difference in the number of iterations. We might, for example, have a
high compression ratio in each iteration, but if we need many extra iterations to converge, we
may eventually have ρ < 1.
In order to estimate how much memory we gain with respect to FGMRES we also define the
total memory ratio µ that takes into account the storage required for both the vk and the zk:
µ =
∑`ref
k=1 mem(vk) + mem(zk)∑`
k=1 mem(vk) + mem(z̄k)
=
`ref · (mem(v) + mem(z))



















Here we use the fact that mem(vk) = mem(v) = mem(z) for all k. Obviously, higher individual
compression ratios ρk in each iteration k will lead to a higher total compression ratio ρ and
total memory ratio µ. The latter will, however, penalize extra iterations a lot more than the
former since it takes into account the fact that the extra vk need to be stored as well – without










While it is possible that ` ≤ `ref , we will see in our numerical experiments that the opposite is
usually true (see the number of iterations required to converge and its value relative to `ref in
tables 2 – 7, which we will discuss in the next section). This implies that the total memory ratio
is bounded by 2, which is not surprising, since even with very high compression rates cFGMRES
still needs to store the vk. Also note that when the compression is done by casting the zk to 16 bit
and ` = `ref , then ρ = 4 and µ = 1.6. Similarly, for casting to 32 bit we find ρ = 2 and µ = 4/3.
6 Numerical experiments
We consider a number of linear systems Ax = b of size n× n, where A is a matrix taken from the
SuiteSparse Matrix Collection [10] and the solution x? is a vector with random uniform entries
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Figure 1: The total compression ratio ρ of Z grouped per compression strategy. Each bar per
strategy corresponds to a different matrix according to its id in Table 1. Horizontal reference lines
are added at ρ = 2 and 4.
Figure 2: The total memory ratio µ grouped per compression strategy. Each bar per strategy
corresponds to a different matrix according to its id in Table 1. Horizontal reference lines are
added at µ = 1, 1.33, and 1.6. A value µ < 1 indicates that the algorithm did not reach ηb < 1e–10
in twice as many iterations as FGMRES without compression.
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drawn from [−1, 1[, and solve these linear systems using cFGMRES with the different compression
strategies from section 4. As a preconditioner we will use regular GMRES with ε = 1e–1 and
maxit = 5. For cFGMRES itself we take ε = 1e–10 and maxit equal to twice the number of
iterations required by FGMRES to converge – more iterations would negate any memory gain
that compression could have. For practical reasons we also limit the values that can be passed to
the SZ compressor by imposing the following restrictions: 1e–18 ≤ χk ≤ 1.
In order to remove any effect of the matrices being badly scaled, we also scale the matrices
using algorithm 1 from [19]. This algorithm scales the rows and columns of a matrix A so that
each has ∞-norm equal to 1. It is well known that such scaling can be computationally beneficial,
but it can also be used in a mixed-precision context, as explored in [18]. Table 1 lists some
basic information on the matrices we use, as well as the number of iterations FGMRES-GMRES
requires to solve either the original or the scaled system. Note that the values of ηb shown in our
results are always computed with respect to the original system.
In tables 2 – 7 we show the results of the different compression strategies. Each table shows the
number of iterations performed (`) and its value relatively to the number of iterations required
when no compression is used (`/`ref ), i.e., the number of iterations from Table 1. Furthermore, we
list the backward error ηb, the total compression and memory ratios ρ and µ, and the minimum
and maximum value of the normwise relative and pointwise error during the iterations ζk and ϕk.
Note that for the casting strategies we have no explicit control over these values, so we calculate
them after decompression. For the compression strategies using SZ, we do control ζk, but not ϕk,
since we use the normwise error bound control, so again, we calculate this second value after the
decompression. The a posteriori calculation of these values is indicated by ·̃. Figures 1 and 2 show
a summary of the compression ratios ρ of Z and memory ratios µ for the different compression
strategies.
As can be seen in figures 1 and 2, the cast 16 compression strategy achieves its maximum
compression ratio ρ = 4 and memory µ = 1.6 for many, but not all of the matrices. This is because
some matrices need more iterations to converge using this compression strategy than without
compression. Perhaps even more remarkable is the fact that this strategy converges at all given
that the maximum pointwise relative error ϕ is almost always 1, indicating that in each iteration,
in at least one component of zk, all information was lost, see Table 2. This is not the case for the
cast 32 strategy, see Table 3, but here the compression ratios are lower (ρ = 2 and µ = 1.33). The
values we find for ρ and µ are, however, more consistent with what we would expect because the
number of iterations required to converge is almost always the same as without compression.
As expected, we see that the base strategy does not achieve high compression ratios, see Table
4. This is coherent with the observations for inexact Krylov subspace methods, and manifests
itself here in the very small values of ζk. It is impossible to expect high compression ratios for
such tight error bounds. Relaxing the bound only slightly improves the compression ratios, see
Table 5. This is because while ζk can now become larger, this only occurs in the final iterations
and is not enough to account for its lower values in the first iterations. The double relaxed
strategy does result in large values of ζk in every iteration, see Table 6, which translates into high
compression ratios, see Figure 1. However, because so much information is lost due to the high
allowed compression error, this strategy does not manage to converge within twice the number of
normal iterations for almost all the matrices. This means that the total memory ratio is smaller
than 1 at which point we stopped the iterations; consequently the value of ηb is larger than the
target threshold ε = 1e–10. The precise value of µ < 1 shown in Figure 2 is therefore incomplete
and only indicates that the algorithm did not converge. By contrast, the equal compression
strategy also yields high values for ζk, but is much more robust in the sense that it converges for
all matrices. As a result, both the compression and memory ratios are very high, outperforming
the cast 16 compression strategy in almost all cases.
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7 Conclusion & remarks
In this paper we studied how lossy compression can be used to compress the FGMRES search
space Zk in order to reduce the memory used by the algorithm. For this, we derived a theoretical
framework by linking the compression with inexact Krylov subspace methods and inexact
preconditioning, resulting in theorems 3.3 and 3.4. We also formulated a number of different
compression strategies, which we tested through a series of numerical experiments. Here we
observed that a simple cast 16 strategy can be effective in many cases, but that much more
memory can be saved using lossy compressors. This illustrates that it might be interesting to
look further than classical framework of double, single, and half precisions.
For these experiments we used the SZ compressor, but our results are independent from this
choice. The only assumption we make on the compressor is that we can bound the normwise
relative error between the original and the stored data after decompression. In experiments not
reported here, we replaced the compression/decompression step with simply adding a perturbation
of a given size to the vector and saw similar convergence behaviour. We therefore expect to see
the same results when a different compressor is used. The precise compression level will, however,
vary depending on which compressor is used for which linear system.
The result presented so far are a summary of the principle results from various numerical
experiments we performed. On top of the results presented here we performed other experiments
using other compression strategies, performed all experiments with and without the row- and
column scaling of the matrices, and studied the effect of passing additional information to the SZ
compressor about the dimensions of the linear system, i.e., does it represent a 2D, 3D, . . . , PDE
problem on a Cartesian grid such that vectors can actually be viewed as 2 or 3-mode tensors. We
refer to the attached appendices for the full results and a discussion thereof.
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original scaled
name n nnz ‖A‖ iter ηb iter ηb
1 atmosmodd 1270432 8814880 1.92e+05 11 1.38e-11 11 1.38e-11
2 atmosmodj 1270432 8814880 1.92e+05 11 8.43e-11 11 8.43e-11
3 atmosmodl 1489752 10319760 6.20e+05 10 1.37e-11 10 1.37e-11
4 atmosmodm 1489752 10319760 6.39e+06 10 1.15e-11 10 1.15e-11
5 cage12 130228 2032536 1.02e+00 8 3.46e-11 8 5.42e-12
6 cage13 445315 7479343 1.02e+00 8 5.38e-11 8 3.07e-12
7 cage14 1505785 27130349 1.02e+00 8 5.28e-11 8 7.68e-12
8 cage15 5154859 99199551 1.02e+00 8 9.45e-11 8 6.46e-12
9 crashbasis 160000 1750416 6.54e+02 10 3.15e-11 10 3.82e-11
10 dc1 116835 766396 5.70e+04 139 9.66e-11 11 2.12e-11
11 dc2 116835 766396 5.84e+04 89 8.80e-11 9 2.13e-11
12 dc3 116835 766396 6.25e+04 131 9.71e-11 31 1.28e-11
13 Goodwin_095 100037 3226066 1.05e+00 245 9.72e-11 120 9.93e-11
14 Goodwin_127 178437 5778545 1.05e+00 169 9.66e-11 159 9.83e-11
15 hcircuit 105676 513072 8.63e+01 215 9.58e-11 30 7.28e-11
16 language 399130 1216334 2.91e+01 9 3.40e-11 9 3.34e-11
17 majorbasis 160000 1750416 1.45e+02 10 4.67e-11 10 2.36e-11
18 memchip 2707524 13343948 5.00e+02 68 8.18e-11 9 4.69e-11
19 ML_Laplace 377002 27582698 2.92e+07 53 8.50e-11 20 4.38e-11
20 rajat31 4690002 20316253 1.25e+04 26 5.26e-11 17 6.19e-11
21 ss 1652680 34753577 6.54e+00 10 5.62e-11 28 9.28e-11
22 ss1 205282 845089 2.17e+00 7 2.74e-11 7 2.73e-11
23 stomach 213360 3021648 2.21e+00 10 4.00e-11 10 2.73e-11
24 torso2 115967 1033473 8.06e+00 10 2.60e-11 9 8.87e-11
25 trans5 116835 749800 1.13e+04 417 9.56e-11 11 1.20e-11
26 Transport 1602111 23487281 1.00e+00 34 7.55e-11 28 9.25e-11
27 vas_stokes_1M 1090664 34767207 8.85e+00 76 8.57e-11 72 7.93e-11
28 vas_stokes_2M 2146677 65129037 8.19e+00 72 5.77e-11 65 8.84e-11
29 xenon2 157464 3866688 5.29e+28 22 7.87e-11 22 8.94e-11
Table 1: Matrices taken from the SuiteSparse Matrix Collection [10] that are used in the exper-
iments: we list the size (n), the number of non-zeros (nnz), and the norm (‖A‖). Scaling the
matrix can greatly reduce the number of iterations required by FGMRES-GRMRES to converge.
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name iter rel iter ηb ρ µ min ζ̃k max ζ̃k min ϕ̃k max ϕ̃k
1 atmosmodd 12 1.09 2.20e-11 3.67 1.47 1.99e-04 2.11e-04 1 1
2 atmosmodj 13 1.18 1.46e-11 3.38 1.35 2.06e-04 2.12e-04 1 1
3 atmosmodl 10 1.00 5.44e-11 4.00 1.60 2.04e-04 2.12e-04 1 1
4 atmosmodm 10 1.00 2.18e-11 4.00 1.60 2.06e-04 2.08e-04 1 1
5 cage12 8 1.00 5.44e-12 4.00 1.60 2.03e-04 2.16e-04 7.87e-02 1
6 cage13 8 1.00 3.08e-12 4.00 1.60 2.05e-04 2.17e-04 1 1
7 cage14 8 1.00 7.65e-12 4.00 1.60 1.99e-04 2.21e-04 1 1
8 cage15 8 1.00 6.46e-12 4.00 1.60 2.04e-04 2.12e-04 1 1
9 crashbasis 10 1.00 3.77e-11 4.00 1.60 2.06e-04 2.08e-04 1 1
10 dc1 20 1.82 1.34e-11 2.20 0.88 1.93e-04 2.35e-04 1 1
11 dc2 11 1.22 7.48e-12 3.27 1.31 1.92e-04 2.56e-04 1 1
12 dc3 31 1.00 1.87e-11 4.00 1.60 1.93e-04 2.26e-04 1.77e-01 1
13 Goodwin_095 120 1.00 1.00e-10 4.00 1.60 2.03e-04 2.11e-04 3.15e-01 1
14 Goodwin_127 159 1.00 9.80e-11 4.00 1.60 2.04e-04 2.12e-04 3.19e-01 1
15 hcircuit 31 1.03 4.47e-11 3.87 1.55 1.84e-04 2.33e-04 1 1
16 language 9 1.00 3.34e-11 4.00 1.60 1.90e-04 2.23e-04 1 1
17 majorbasis 10 1.00 2.36e-11 4.00 1.60 1.98e-04 2.12e-04 1 1
18 memchip 10 1.11 2.26e-11 3.60 1.44 1.17e-04 2.35e-04 1 1
19 ML_Laplace 22 1.10 6.36e-11 3.64 1.45 1.95e-04 2.15e-04 1 1
20 rajat31 17 1.00 9.66e-11 4.00 1.60 2.09e-04 2.10e-04 1 1
21 ss 28 1.00 9.07e-11 4.00 1.60 2.06e-04 2.12e-04 1 1
22 ss1 7 1.00 2.73e-11 4.00 1.60 1.87e-04 2.11e-04 1 1
23 stomach 10 1.00 2.73e-11 4.00 1.60 1.61e-04 2.58e-04 1 1
24 torso2 9 1.00 8.88e-11 4.00 1.60 1.91e-04 2.17e-04 1 1
25 trans5 11 1.00 7.28e-11 4.00 1.60 1.85e-04 2.20e-04 1 1
26 Transport 32 1.14 8.00e-11 3.50 1.40 2.05e-04 2.13e-04 1 1
27 vas_stokes_1M 72 1.00 8.54e-11 4.00 1.60 2.00e-04 2.12e-04 1 1
28 vas_stokes_2M 65 1.00 7.47e-11 4.00 1.60 2.03e-04 2.14e-04 1 1
29 xenon2 25 1.14 7.15e-11 3.52 1.41 2.04e-04 2.11e-04 1 1
Table 2: Results from cFGMRES-GMRES with the cast 16 compression strategy. In almost all
cases we find a compression ratio ρ for Z equal to 4.
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name iter rel iter ηb ρ µ min ζ̃k max ζ̃k min ϕ̃k max ϕ̃k
1 atmosmodd 11 1.00 1.38e-11 2.00 1.33 2.46e-08 2.60e-08 5.95e-08 5.96e-08
2 atmosmodj 11 1.00 8.43e-11 2.00 1.33 2.51e-08 2.61e-08 5.95e-08 5.96e-08
3 atmosmodl 10 1.00 1.37e-11 2.00 1.33 2.49e-08 2.58e-08 5.95e-08 5.96e-08
4 atmosmodm 10 1.00 1.15e-11 2.00 1.33 2.51e-08 2.54e-08 5.95e-08 5.96e-08
5 cage12 8 1.00 5.42e-12 2.00 1.33 2.47e-08 2.64e-08 5.94e-08 5.96e-08
6 cage13 8 1.00 3.07e-12 2.00 1.33 2.43e-08 2.65e-08 5.93e-08 5.96e-08
7 cage14 8 1.00 7.68e-12 2.00 1.33 2.50e-08 2.61e-08 5.95e-08 5.96e-08
8 cage15 8 1.00 6.46e-12 2.00 1.33 2.50e-08 2.56e-08 5.95e-08 5.96e-08
9 crashbasis 10 1.00 3.82e-11 2.00 1.33 2.51e-08 2.53e-08 5.94e-08 5.95e-08
10 dc1 11 1.00 2.09e-11 2.00 1.33 2.48e-08 2.74e-08 5.92e-08 5.96e-08
11 dc2 9 1.00 2.15e-11 2.00 1.33 2.31e-08 2.65e-08 5.93e-08 5.95e-08
12 dc3 31 1.00 8.51e-12 2.00 1.33 2.31e-08 3.32e-08 5.90e-08 5.96e-08
13 Goodwin_095 120 1.00 9.93e-11 2.00 1.33 2.48e-08 2.57e-08 5.91e-08 5.96e-08
14 Goodwin_127 159 1.00 9.83e-11 2.00 1.33 2.49e-08 2.59e-08 5.93e-08 5.96e-08
15 hcircuit 31 1.03 5.54e-11 1.94 1.29 2.07e-08 2.66e-08 5.93e-08 5.96e-08
16 language 9 1.00 3.34e-11 2.00 1.33 2.24e-08 2.63e-08 5.94e-08 5.96e-08
17 majorbasis 10 1.00 2.36e-11 2.00 1.33 2.45e-08 2.60e-08 5.94e-08 5.96e-08
18 memchip 9 1.00 4.69e-11 2.00 1.33 2.21e-08 2.56e-08 5.96e-08 5.96e-08
19 ML_Laplace 20 1.00 4.38e-11 2.00 1.33 2.40e-08 2.64e-08 5.94e-08 5.96e-08
20 rajat31 17 1.00 6.19e-11 2.00 1.33 2.53e-08 2.55e-08 5.95e-08 5.96e-08
21 ss 28 1.00 9.28e-11 2.00 1.33 2.51e-08 2.59e-08 5.95e-08 5.96e-08
22 ss1 7 1.00 2.73e-11 2.00 1.33 2.29e-08 2.57e-08 5.93e-08 5.95e-08
23 stomach 10 1.00 2.73e-11 2.00 1.33 1.86e-08 2.95e-08 5.94e-08 5.96e-08
24 torso2 9 1.00 8.87e-11 2.00 1.33 2.45e-08 2.67e-08 5.93e-08 5.95e-08
25 trans5 11 1.00 1.20e-11 2.00 1.33 1.85e-08 2.72e-08 5.93e-08 5.95e-08
26 Transport 28 1.00 9.25e-11 2.00 1.33 2.51e-08 2.56e-08 5.95e-08 5.96e-08
27 vas_stokes_1M 72 1.00 8.24e-11 2.00 1.33 2.43e-08 2.58e-08 5.95e-08 5.96e-08
28 vas_stokes_2M 65 1.00 8.73e-11 2.00 1.33 2.49e-08 2.60e-08 5.95e-08 5.96e-08
29 xenon2 22 1.00 8.94e-11 2.00 1.33 2.50e-08 2.55e-08 5.93e-08 5.96e-08
Table 3: Results from cFGMRES-GMRES with the cast 32 compression strategy. The number of
iterations required to converge is the same as when no compression is used, but, in contrast to
the cast 16 strategy, the compression ratio ρ for Z is now limited to 2.
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name iter rel iter ηb ρ µ min ζk max ζk min ϕ̃k max ϕ̃k
1 atmosmodd 11 1.00 1.38e-11 1.71 1.26 9.62e-13 7.35e-10 9.46e-09 4.77e-02
2 atmosmodj 11 1.00 8.43e-11 1.69 1.26 9.62e-13 4.99e-10 1.26e-08 8.05e-03
3 atmosmodl 10 1.00 1.37e-11 1.68 1.25 1.53e-12 1.46e-09 7.92e-09 6.87e-03
4 atmosmodm 10 1.00 1.15e-11 1.65 1.24 6.70e-12 2.74e-09 4.31e-09 4.34e-04
5 cage12 8 1.00 5.42e-12 1.43 1.18 6.10e-15 3.11e-06 0 2.19e+02
6 cage13 8 1.00 3.07e-12 1.56 1.22 3.26e-15 8.57e-07 7.67e-12 1.05e+00
7 cage14 8 1.00 7.68e-12 1.53 1.21 1.81e-15 2.30e-07 1.06e-10 1.55e-01
8 cage15 8 1.00 6.46e-12 1.48 1.19 9.70e-16 6.72e-08 3.54e-11 1.98e-01
9 crashbasis 10 1.00 3.82e-11 1.40 1.17 9.55e-14 6.34e-07 0 2.46e-01
10 dc1 11 1.00 2.12e-11 1.50 1.20 1.69e-14 1.32e-10 2.80e-09 2.00e-03
11 dc2 9 1.00 2.13e-11 1.53 1.21 1.88e-14 2.85e-09 8.90e-10 1.78e-04
12 dc3 31 1.00 2.26e-11 1.66 1.25 1.89e-14 2.42e-08 5.14e-10 8.22e-02
13 Goodwin_095 120 1.00 9.93e-11 1.68 1.25 5.84e-15 1.60e-07 6.16e-13 1.72e+03
14 Goodwin_127 159 1.00 9.83e-11 1.68 1.25 4.40e-15 8.97e-08 1.36e-13 3.59e+01
15 hcircuit 31 1.03 4.66e-11 1.55 1.19 9.83e-15 2.72e-08 0 1.19e+01
16 language 9 1.00 3.34e-11 1.45 1.18 6.35e-16 5.60e-08 0 1.61e-02
17 majorbasis 10 1.00 2.36e-11 1.38 1.16 4.77e-14 5.47e-07 0 5.39e-02
18 memchip 9 1.00 4.69e-11 1.39 1.16 1.10e-15 5.32e-10 0 2.85e-01
19 ML_Laplace 20 1.00 4.38e-11 1.60 1.23 8.70e-12 9.15e-10 2.92e-09 1.82e+01
20 rajat31 17 1.00 6.19e-11 1.55 1.21 7.73e-15 1.21e-10 4.28e-08 8.06e+00
21 ss 28 1.00 9.28e-11 1.46 1.19 1.19e-15 1.76e-09 3.24e-11 2.05e+00
22 ss1 7 1.00 2.73e-11 1.39 1.16 5.13e-15 8.64e-07 0 1.02e-01
23 stomach 10 1.00 2.73e-11 1.40 1.17 4.82e-15 7.43e-07 0 2.46e-02
24 torso2 9 1.00 8.87e-11 1.47 1.19 1.47e-14 1.83e-06 0 7.55e-02
25 trans5 11 1.00 1.20e-11 1.52 1.21 2.09e-14 8.75e-09 0 7.30e-01
26 Transport 28 1.00 9.25e-11 1.64 1.24 1.16e-15 2.15e-10 7.96e-13 2.39e-01
27 vas_stokes_1M 72 1.00 8.11e-11 1.62 1.24 1.37e-15 3.83e-09 5.18e-11 1.17e+00
28 vas_stokes_2M 65 1.00 8.84e-11 1.61 1.23 9.04e-16 1.34e-09 5.84e-11 3.03e+00
29 xenon2 22 1.00 8.94e-11 1.78 1.28 1.62e-09 3.05e-06 2.66e-03 6.06e-01
Table 4: Results from cFGMRES-GMRES with the base compression strategy. Because the theory
results in very small values for ζk it is impossible for the compressor to achieve high compression
ratios.
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name iter rel iter ηb ρ µ min ζk max ζk min ϕ̃k max ϕ̃k
1 atmosmodd 11 1.00 1.49e-11 2.07 1.35 6.11e-12 4.04e-05 1.05e-07 9.80e+02
2 atmosmodj 11 1.00 8.45e-11 2.04 1.34 6.11e-12 8.18e-06 1.51e-07 6.61e+01
3 atmosmodl 10 1.00 1.48e-11 2.04 1.34 5.95e-12 8.64e-05 2.83e-08 4.33e+02
4 atmosmodm 10 1.00 1.31e-11 1.97 1.33 7.33e-12 2.23e-04 9.81e-09 1.83e+04
5 cage12 8 1.00 7.40e-12 1.88 1.31 5.10e-12 2.76e-02 0 4.94e+03
6 cage13 8 1.00 5.83e-12 2.30 1.39 5.04e-12 4.01e-02 1.87e-08 1.21e+05
7 cage14 8 1.00 9.20e-12 2.33 1.40 5.12e-12 1.51e-02 1.80e-07 2.53e+04
8 cage15 8 1.00 8.18e-12 2.35 1.40 5.08e-12 1.92e-02 3.20e-07 2.13e+05
9 crashbasis 10 1.00 3.83e-11 1.92 1.31 5.01e-12 2.73e-03 0 1.27e+03
10 dc1 11 1.00 2.13e-11 1.79 1.28 2.88e-12 4.08e-07 1.53e-06 2.10e+00
11 dc2 9 1.00 2.13e-11 1.62 1.24 3.19e-12 5.14e-06 0 2.28e-01
12 dc3 31 1.00 5.93e-12 1.72 1.26 3.18e-12 2.37e-04 0 2.45e+04
13 Goodwin_095 120 1.00 9.95e-11 1.81 1.29 4.50e-12 1.47e-03 0 1.15e+04
14 Goodwin_127 159 1.00 9.85e-11 1.72 1.26 4.52e-12 1.59e-03 0 1.37e+04
15 hcircuit 31 1.03 5.23e-11 1.81 1.26 7.16e-12 2.07e-04 0 1.10e+04
16 language 9 1.00 3.34e-11 1.87 1.30 5.52e-13 3.34e-04 8.89e-10 4.07e+02
17 majorbasis 10 1.00 2.43e-11 1.93 1.32 7.18e-12 4.73e-03 0 5.49e+02
18 memchip 9 1.00 4.69e-11 1.98 1.33 6.07e-12 1.54e-05 9.77e-07 1.84e+04
19 ML_Laplace 20 1.00 4.40e-11 1.82 1.29 3.77e-12 1.90e-05 2.92e-09 3.95e+03
20 rajat31 17 1.00 6.10e-11 2.42 1.41 7.20e-12 5.68e-05 7.92e-05 1.85e+06
21 ss 28 1.00 9.20e-11 2.03 1.34 2.21e-12 1.12e-04 9.42e-08 2.18e+05
22 ss1 7 1.00 2.77e-11 1.82 1.29 4.43e-12 9.68e-04 0 4.54e+03
23 stomach 10 1.00 2.75e-11 2.16 1.37 4.45e-12 4.93e-03 0 3.89e+04
24 torso2 9 1.00 8.89e-11 1.81 1.29 5.66e-12 1.81e-03 0 6.82e+02
25 trans5 11 1.00 1.20e-11 2.00 1.33 4.88e-12 4.22e-05 1.46e-06 1.21e+04
26 Transport 28 1.00 9.29e-11 2.86 1.48 6.26e-12 1.94e-05 7.02e-09 1.30e+03
27 vas_stokes_1M 72 1.00 8.43e-11 2.26 1.39 1.87e-12 1.26e-04 2.63e-07 1.21e+04
28 vas_stokes_2M 65 1.00 8.70e-11 2.29 1.39 1.86e-12 1.15e-04 4.02e-07 1.39e+04
29 xenon2 22 1.00 8.94e-11 1.59 1.23 5.33e-12 1.99e-05 0 1.53e+02
Table 5: Results from cFGMRES-GMRES with the relaxed compression strategy. While we get
slightly better compression than when using the base compression strategy, the value of ζk only
grows in the final iterations, and thus the total compression ratio remains small overall.
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name iter rel iter ηb ρ µ min ζk max ζk min ϕ̃k max ϕ̃k
1 atmosmodd 23 2.09 1.75e-06 13.93 0.92 2.34e-03 6.11e-01 3.83e+02 6.70e+05
2 atmosmodj 23 2.09 1.75e-06 13.02 0.92 2.45e-03 6.11e-01 1.26e+03 8.83e+05
3 atmosmodl 21 2.10 3.12e-06 14.86 0.92 1.52e-02 5.95e-01 2.11e+03 1.12e+07
4 atmosmodm 21 2.10 3.19e-05 13.86 0.92 2.66e-02 7.33e-01 1.14e+03 5.19e+06
5 cage12 17 2.12 2.09e-06 15.76 0.91 5.10e-01 5.15e-01 1.04e+02 6.48e+04
6 cage13 17 2.12 1.55e-06 15.61 0.91 5.04e-01 5.10e-01 2.06e+03 1.49e+06
7 cage14 17 2.12 2.03e-06 15.87 0.91 5.12e-01 5.18e-01 3.89e+03 6.55e+06
8 cage15 17 2.12 1.86e-06 15.75 0.91 5.08e-01 5.14e-01 3.16e+03 1.12e+07
9 crashbasis 21 2.10 4.41e-08 15.52 0.92 3.94e-01 5.01e-01 4.44e+03 4.04e+05
10 dc1 17 1.55 4.33e-12 2.64 1.04 2.82e-05 2.88e-01 1.10e+00 2.87e+05
11 dc2 18 2.00 5.72e-12 4.17 0.89 9.34e-04 3.19e-01 2.35e+03 4.81e+06
12 dc3 36 1.16 9.48e-12 6.90 1.53 1.53e-03 3.18e-01 1.21e+03 1.04e+06
13 Goodwin_095 138 1.15 9.51e-11 11.53 1.62 1.69e-02 4.50e-01 7.29e+00 8.45e+05
14 Goodwin_127 183 1.15 9.61e-11 11.56 1.62 1.73e-02 4.52e-01 2.38e+02 4.59e+06
15 hcircuit 57 1.90 4.19e-11 13.27 1.01 2.51e-03 7.16e-01 5.61e+03 1.87e+07
16 language 11 1.22 1.08e-11 9.85 1.51 1.09e-02 5.52e-02 5.68e+03 1.83e+05
17 majorbasis 21 2.10 5.95e-06 17.87 0.93 4.74e-01 7.18e-01 2.93e+03 1.77e+06
18 memchip 19 2.11 1.07e-06 8.32 0.90 4.69e-03 6.07e-01 9.86e+04 9.94e+06
19 ML_Laplace 31 1.55 7.47e-11 4.05 1.11 2.83e-04 3.77e-01 1.04e+02 6.88e+05
20 rajat31 35 2.06 9.36e-10 9.33 0.92 1.44e-03 7.20e-01 1.12e+04 4.71e+07
21 ss 37 1.32 6.51e-11 6.34 1.35 1.45e-03 2.21e-01 8.51e+03 2.69e+07
22 ss1 15 2.14 2.21e-06 14.68 0.90 4.36e-01 4.43e-01 6.54e+01 1.62e+06
23 stomach 21 2.10 3.66e-08 14.77 0.92 4.31e-01 4.48e-01 1.22e+03 8.61e+05
24 torso2 19 2.11 3.32e-06 16.13 0.92 5.33e-01 5.66e-01 1.37e+03 2.56e+06
25 trans5 21 1.91 1.39e-11 6.65 0.97 4.33e-04 4.88e-01 2.06e+03 4.38e+05
26 Transport 57 2.04 1.05e-09 13.10 0.95 4.83e-04 6.26e-01 1.46e+02 1.29e+06
27 vas_stokes_1M 77 1.07 6.60e-11 7.47 1.66 1.09e-03 1.87e-01 2.14e+03 1.16e+06
28 vas_stokes_2M 68 1.05 5.38e-11 7.32 1.69 1.52e-03 1.86e-01 3.82e+03 4.59e+06
29 xenon2 39 1.77 7.64e-11 3.37 0.97 3.95e-04 5.33e-01 2.98e+00 1.86e+05
Table 6: Results from cFGMRES-GMRES with the double relaxed compression strategy. This
strategy appears to allow for compression errors that are too large, which results in extra iterations
for most of the matrices, negating the positive effect of the compressing Z (ρ) on the overall
memory used by cFGMRES (µ).
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name iter rel iter ηb ρ µ min ζk max ζk min ϕ̃k max ϕ̃k
1 atmosmodd 12 1.09 2.13e-11 8.05 1.65 1.19e-04 5.83e-02 1.82e+02 4.62e+04
2 atmosmodj 12 1.09 4.97e-11 7.92 1.64 9.62e-05 5.82e-02 2.69e+01 2.64e+04
3 atmosmodl 10 1.00 9.14e-11 8.76 1.80 1.79e-04 5.77e-02 8.56e+01 4.88e+05
4 atmosmodm 11 1.10 1.22e-11 6.87 1.61 4.03e-04 6.87e-02 1.18e+02 2.39e+04
5 cage12 8 1.00 9.37e-11 10.49 1.83 1.45e-02 5.08e-02 2.38e+02 6.67e+05
6 cage13 8 1.00 6.33e-11 10.53 1.83 1.29e-02 5.13e-02 8.47e+03 4.16e+04
7 cage14 8 1.00 4.63e-11 10.52 1.83 1.17e-02 4.36e-02 8.78e+03 7.16e+05
8 cage15 8 1.00 3.20e-11 10.46 1.83 1.06e-02 4.16e-02 2.59e+04 1.09e+06
9 crashbasis 10 1.00 9.75e-11 12.16 1.85 1.00e-02 4.67e-02 6.06e+02 4.42e+04
10 dc1 11 1.00 2.02e-11 1.39 1.16 3.01e-06 2.53e-02 0 5.01e+04
11 dc2 9 1.00 2.98e-11 3.40 1.55 4.23e-05 2.95e-02 2.27e+00 1.55e+06
12 dc3 31 1.00 1.40e-11 5.92 1.71 7.96e-04 1.76e-02 5.24e+02 2.60e+05
13 Goodwin_095 118 0.98 9.69e-11 10.31 1.85 6.40e-03 4.13e-02 5.99e+01 8.49e+06
14 Goodwin_127 158 0.99 8.99e-11 10.49 1.84 6.29e-03 4.18e-02 8.30e+01 1.45e+06
15 hcircuit 36 1.20 5.45e-11 10.48 1.54 9.68e-04 7.15e-02 1.31e+03 8.06e+05
16 language 9 1.00 4.21e-11 7.27 1.76 8.17e-04 5.02e-03 7.61e+02 1.06e+05
17 majorbasis 11 1.10 1.85e-11 11.01 1.68 1.03e-02 5.30e-02 5.51e+02 3.61e+04
18 memchip 10 1.11 2.46e-11 6.11 1.57 1.00e-04 3.72e-02 6.80e+03 2.94e+05
19 ML_Laplace 21 1.05 4.18e-11 3.96 1.54 9.40e-05 2.53e-02 2.83e+01 6.59e+04
20 rajat31 18 1.06 8.01e-11 8.31 1.70 1.89e-04 6.61e-02 8.38e+04 1.55e+06
21 ss 30 1.07 6.11e-11 6.49 1.63 6.82e-04 1.88e-02 5.01e+03 1.51e+06
22 ss1 7 1.00 1.23e-11 8.92 1.80 3.30e-03 3.88e-02 4.08e+02 2.26e+04
23 stomach 10 1.00 5.56e-11 12.94 1.86 1.70e-02 4.11e-02 1.53e+03 7.18e+04
24 torso2 10 1.11 1.14e-11 10.66 1.66 1.52e-02 4.64e-02 1.02e+03 2.67e+05
25 trans5 11 1.00 1.93e-11 5.93 1.71 7.24e-05 4.65e-02 5.40e+02 1.07e+05
26 Transport 32 1.14 7.76e-11 8.43 1.59 1.13e-04 6.00e-02 6.77e+01 1.08e+05
27 vas_stokes_1M 73 1.01 8.37e-11 6.84 1.72 6.76e-04 1.38e-02 8.56e+02 6.50e+05
28 vas_stokes_2M 65 1.00 8.97e-11 6.65 1.74 7.11e-04 1.74e-02 5.00e+03 9.54e+06
29 xenon2 24 1.09 7.11e-11 3.32 1.44 1.10e-04 3.60e-02 9.16e+00 7.74e+04
Table 7: Results from cFGMRES-GMRES with the equal compression strategy. This strategy
finds a good balance between the size of the compression error (ζk) and the resulting compression
ratios on Z (ρ).
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A Exploiting dimension information
In our experiments zk is an approximate solution of Az = vk and we only looked at zk as a
vector. However, if the linear system Ax = b models the solution of some higher dimensional
problem, e.g., a 2D or 3D problem, then we can look at zk in this multidimensional space. The SZ
compressor can exploit this information by modifying its prediction schemes to take into account
the fact that the data is multidimensional and – possibly – get higher compression ratios.
To study this effect, we look at what happens to the compression and memory ratios when we
pass the physical dimensions of the linear system to the SZ compressor. Consider therefore the
test problem from [26]:
−∆u+ γ (xux + yuy) + β = f
on [0, 1]2 with Dirichlet boundary conditions. If we discretize this problem using finite differences
on a regular grid with 2048 internal points in each dimension, then x and the zk are vectors of
length 20482, but we can interpret them on a 2048 × 2048 grid. We solve this problem using
cFGMRES-GMRES with the equal compression strategy and the same parameters as described in
section 6, but we do not limit the number of iterations for the preconditioner. Again, we take x?
a vector with random uniform entries drawn from [−1, 1[, and consider the following parameters:
β ∈ {−100,−10, 10, 100} and γ ∈ {10, 100, 1000}.
In Table 8 we report the results using both the original system and the scaled system. The
scaling itself, however, seems to have little effect on the convergence for these matrices. The
effect of passing the dimensions to SZ also seems to depend significantly on the parameter γ. For
small values, i.e., diffusion dominated problems, the compression ratio increases slightly, but the
effect on the memory ratio is negligible in all cases. This is consistent with observations of other
applications of SZ: sometimes the dimension information is useful, sometimes it is not.
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original scaled
β γ dim info iter ρ µ iter ρ µ
-100 10 N 11 8.07 1.63 11 8.09 1.63
-100 10 Y 11 11.08 1.68 11 11.05 1.68
-100 100 N 11 9.23 1.66 11 9.20 1.65
-100 100 Y 11 11.18 1.68 11 11.20 1.68
-100 1000 N 11 11.07 1.68 11 11.10 1.68
-100 1000 Y 11 11.31 1.68 11 11.35 1.68
-10 10 N 11 8.04 1.63 11 8.08 1.63
-10 10 Y 11 11.11 1.68 11 11.11 1.68
-10 100 N 11 9.23 1.66 11 9.25 1.66
-10 100 Y 11 11.21 1.68 11 11.18 1.68
-10 1000 N 11 11.06 1.68 11 11.13 1.68
-10 1000 Y 11 11.34 1.68 11 11.40 1.68
10 10 N 11 8.12 1.64 11 8.08 1.63
10 10 Y 11 11.11 1.68 11 11.11 1.68
10 100 N 11 9.25 1.66 11 9.23 1.66
10 100 Y 11 11.17 1.68 11 11.19 1.68
10 1000 N 11 11.10 1.68 11 11.09 1.68
10 1000 Y 11 11.35 1.68 11 11.35 1.68
100 10 N 11 8.05 1.63 11 8.05 1.63
100 10 Y 11 11.14 1.68 11 11.11 1.68
100 100 N 11 9.29 1.66 11 9.26 1.66
100 100 Y 11 11.18 1.68 11 11.21 1.68
100 1000 N 11 11.06 1.68 11 11.11 1.68
100 1000 Y 11 11.31 1.68 11 11.36 1.68
Table 8: The dimension information only has a small impact on the compression ratios ρ for Z,
most clearly visible for small values of γ. The effect on the memory ratio µ, however, is almost
negligible in all cases.
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B Pointwise vs. normwise
For the experiments in section 6 we always used the normwise error control from SZ. In order
to control the maximum normwise relative error, we passed the value χk = ζk ‖zk‖ to SZ. We
can also directly pass the value χk = ζk to SZ as a maximum pointwise relative error, which
should result in stricter error control and hence lower compression ratios. This can be seen in
Table 9. There are some exceptions to this behaviour, which seem to occur with the matrices
where the compression strategy has trouble compressing the data no matter which one of the two
approaches is used. Similar results can also be observed for the other compression strategies, see
Appendix D.
pointwise error control normwise error control
name iter ηb ρ µ iter ηb ρ µ
1 atmosmodd 11 4.48e-11 5.98 1.71 12 2.13e-11 8.05 1.65
2 atmosmodj 12 1.09e-11 5.47 1.57 12 4.97e-11 7.92 1.64
3 atmosmodl 10 2.60e-11 6.01 1.71 10 9.14e-11 8.76 1.80
4 atmosmodm 10 3.02e-11 5.53 1.69 11 1.22e-11 6.87 1.61
5 cage12 8 1.63e-11 6.95 1.75 8 9.37e-11 10.49 1.83
6 cage13 8 1.20e-11 7.02 1.75 8 6.33e-11 10.53 1.83
7 cage14 8 2.87e-11 7.21 1.76 8 4.63e-11 10.52 1.83
8 cage15 8 2.00e-11 7.15 1.75 8 3.20e-11 10.46 1.83
9 crashbasis 10 5.71e-11 7.39 1.76 10 9.75e-11 12.16 1.85
10 dc1 11 1.84e-11 2.71 1.46 11 2.02e-11 1.39 1.16
11 dc2 9 1.23e-11 2.09 1.35 9 2.98e-11 3.40 1.55
12 dc3 31 1.02e-11 3.87 1.59 31 1.40e-11 5.92 1.71
13 Goodwin_095 119 9.29e-11 6.58 1.75 118 9.69e-11 10.31 1.85
14 Goodwin_127 157 9.57e-11 6.95 1.77 158 8.99e-11 10.49 1.84
15 hcircuit 32 6.43e-11 3.66 1.49 36 5.45e-11 10.48 1.54
16 language 9 2.98e-11 4.71 1.65 9 4.21e-11 7.27 1.76
17 majorbasis 10 8.04e-11 7.25 1.76 11 1.85e-11 11.01 1.68
18 memchip 10 7.70e-12 3.67 1.45 10 2.46e-11 6.11 1.57
19 ML_Laplace 20 4.95e-11 3.10 1.51 21 4.18e-11 3.96 1.54
20 rajat31 17 6.14e-11 5.17 1.68 18 8.01e-11 8.31 1.70
21 ss 28 9.58e-11 5.16 1.68 30 6.11e-11 6.49 1.63
22 ss1 6 7.52e-11 6.50 1.98 7 1.23e-11 8.92 1.80
23 stomach 10 3.75e-11 7.11 1.75 10 5.56e-11 12.94 1.86
24 torso2 10 1.12e-11 6.57 1.58 10 1.14e-11 10.66 1.66
25 trans5 11 4.29e-12 1.64 1.24 11 1.93e-11 5.93 1.71
26 Transport 29 5.90e-11 6.36 1.68 32 7.76e-11 8.43 1.59
27 vas_stokes_1M 72 6.78e-11 5.19 1.68 73 8.37e-11 6.84 1.72
28 vas_stokes_2M 65 7.71e-11 5.31 1.68 65 8.97e-11 6.65 1.74
29 xenon2 22 8.29e-11 2.61 1.45 24 7.11e-11 3.32 1.44
Table 9: Pointwise relative vs. normwise relative compression using the equal compression strategy.
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C Detailed results for some of the matrices
Some detailed results for the cage12, Transport, and xenon matrices are shown in figures 3 – 5.
We can see how the compression ratio ρ for Z, the normwise relative compression error ζ (or ζ̃),
and the maximum pointwise relative compression error ϕ̃ vary in each iteration.
Figure 3: Detailed results for the cage12 matrix.
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Figure 4: Detailed results for the Transport matrix.
RR n° 9342
34 Agullo et al.
Figure 5: Detailed results for the xenon matrix.
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D Full tables
All results presented in the main text or in the previous appendices are summaries of the full
results from our numerical experiments. What follows are the full unabridged results from the
different experiments we performed. This includes the results for all the different compression
strategies we considered for both the experiments with the original and the scaled version of the
matrices.
Some remarks:
• Tables 10 – 29 hold the results from the experiments on the original systems.
• Tables 30 – 49 hold the results from the experiments on the scaled systems.
• For each compression strategy using SZ, we consider both the pointwise relative and
normwise error control, passing ζk and ζk ‖zk‖ respectively to SZ.
• We also consider a number of additional compression strategies, which are described in the
next part of this section.
• Figures analogous to figures 1 and 2 for all the compression strategies are given by figures 6
and 7 for the applications to the original systems, and by figures 8 and 9 for the applications
to the scaled systems.
D.1 Backtracking strategy
If FGMRES without compression converges with residuals
‖pk‖ = ‖vk −Azk‖ ,
then we would expect to see similar convergence with other vectors z̃k for which
‖vk −Azk‖ ≈ ‖vk −Az̃k‖ .
We can therefore loop over the values ζk ∈
{
10−1, 10−2, . . . , 10−18
}
, determine z̃k by compressing
and decompressing zk and find the largest ζk such that
‖vk −Az̃k‖ ≤ (1 + τ) ‖vk −Azk‖ .
Here, 0 < τ is a small tolerance value, which we take equal to 0.05 in our numerical experiments.
While we see in our experimental results that this strategy can find good values for the
compression ratio ρ of Z and the memory ratio µ, it is a computationally expensive strategy. This
is because for each value of ζk we need to try, we require an additional matrix vector product
with A in order to calculate the new residual. Looking at the values of ζk in the tables, this can
sometimes mean an additional 2 to 5 matrix vector products per iteration.
D.2 Heuristic strategy
The principle conclusion in the theory of inexact Krylov subspace methods is that the inexactness
in the matrix vector product can grow as the iterations proceed. Translated to our context, this
means that the compression error in each iteration can grow. This behaviour can for example
be observed in the base and relaxed compression strategies. Because these two strategies do not
seem to be very effective at compressing the search space Z, we could also try to systematically
increase the allowed compression error in each iteration. More precisely, if FGMRES without
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compression converges in `ref iterations, then we will start with a value of ζk = 1e-8 and increase
it by one order of magnitude every 10% of `ref .
While this strategy seems to give good results for some matrices, it performs poorly on others.
It likely that the increase of ζk after 10% of `ref is to fast for some matrices. Optimizing the
speed at which to increase ζk for each matrix separately could make this strategy more viable.
Depending on the application this, however, may or may not be a possibility.
D.3 SZ 16 & SZ 32
By generating vectors z ∈ Rn for different values of n and casting them to 16 or 32 bit, we can
empirically approximate the maximum normwise relative error and maximum pointwise relative
error for the casting strategies. We will use the following approximations
• cast 16: ζ̃ = 3.26e-4 and ϕ̃ = 1
• cast 32: ζ̃ = 4.17e-8 and ϕ̃ = 5.96e-8.
Depending on whether we’re using the normwise relative or pointwise relative mode we can
therefore pass either χk = ζ ‖zk‖ or χk = ϕ to SZ in order to mimic the cast 16 and cast 32
compression strategies with SZ.
We added the normwise relative mode for completeness, but this one cannot be compared to
its casting counterparts, since those errors are pointwise. For the pointwise mode, we see that
the SZ 32 strategy performs similarly to its casting counterpart. For the SZ 16 strategy this is,
however, not the case. While the compression ratios ρ for Z are bigger than 4 most of the time,
the algorithm does not converge for most matrices, resulting in µ < 1. A possible explanation
for this is the value ϕ̃ = 1 that we used. While it is true that casting a 64 bit vector to a 16 bit
vector can result in all information being lost in certain components of the vector, it is unlikely
that this will happen in all components. Passing a maximum pointwise relative error ϕ̃ = 1 to SZ,
however, will allow for this to occur in every component.
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name iter rel iter ηb ρ µ minχk maxχk min ζk max ζk min ζ̃k max ζ̃k min ϕ̃k max ϕ̃k
1 atmosmodd 11 1.0 1.38e-11 1.0 1.0 0.0 0.0 0.0 0.0 0.0 0.0 0.0 0.0
2 atmosmodj 11 1.0 8.43e-11 1.0 1.0 0.0 0.0 0.0 0.0 0.0 0.0 0.0 0.0
3 atmosmodl 10 1.0 1.37e-11 1.0 1.0 0.0 0.0 0.0 0.0 0.0 0.0 0.0 0.0
4 atmosmodm 10 1.0 1.15e-11 1.0 1.0 0.0 0.0 0.0 0.0 0.0 0.0 0.0 0.0
5 cage12 8 1.0 3.46e-11 1.0 1.0 0.0 0.0 0.0 0.0 0.0 0.0 0.0 0.0
6 cage13 8 1.0 5.38e-11 1.0 1.0 0.0 0.0 0.0 0.0 0.0 0.0 0.0 0.0
7 cage14 8 1.0 5.28e-11 1.0 1.0 0.0 0.0 0.0 0.0 0.0 0.0 0.0 0.0
8 cage15 8 1.0 9.45e-11 1.0 1.0 0.0 0.0 0.0 0.0 0.0 0.0 0.0 0.0
9 crashbasis 10 1.0 3.15e-11 1.0 1.0 0.0 0.0 0.0 0.0 0.0 0.0 0.0 0.0
10 dc1 139 1.0 9.66e-11 1.0 1.0 0.0 0.0 0.0 0.0 0.0 0.0 0.0 0.0
11 dc2 89 1.0 8.8e-11 1.0 1.0 0.0 0.0 0.0 0.0 0.0 0.0 0.0 0.0
12 dc3 131 1.0 9.71e-11 1.0 1.0 0.0 0.0 0.0 0.0 0.0 0.0 0.0 0.0
13 Goodwin_095 245 1.0 9.72e-11 1.0 1.0 0.0 0.0 0.0 0.0 0.0 0.0 0.0 0.0
14 Goodwin_127 169 1.0 9.66e-11 1.0 1.0 0.0 0.0 0.0 0.0 0.0 0.0 0.0 0.0
15 hcircuit 215 1.0 9.58e-11 1.0 1.0 0.0 0.0 0.0 0.0 0.0 0.0 0.0 0.0
16 language 9 1.0 3.4e-11 1.0 1.0 0.0 0.0 0.0 0.0 0.0 0.0 0.0 0.0
17 majorbasis 10 1.0 4.67e-11 1.0 1.0 0.0 0.0 0.0 0.0 0.0 0.0 0.0 0.0
18 memchip 68 1.0 8.18e-11 1.0 1.0 0.0 0.0 0.0 0.0 0.0 0.0 0.0 0.0
19 ML_Laplace 53 1.0 8.5e-11 1.0 1.0 0.0 0.0 0.0 0.0 0.0 0.0 0.0 0.0
20 rajat31 26 1.0 5.26e-11 1.0 1.0 0.0 0.0 0.0 0.0 0.0 0.0 0.0 0.0
21 ss 10 1.0 5.62e-11 1.0 1.0 0.0 0.0 0.0 0.0 0.0 0.0 0.0 0.0
22 ss1 7 1.0 2.74e-11 1.0 1.0 0.0 0.0 0.0 0.0 0.0 0.0 0.0 0.0
23 stomach 10 1.0 4e-11 1.0 1.0 0.0 0.0 0.0 0.0 0.0 0.0 0.0 0.0
24 torso2 10 1.0 2.6e-11 1.0 1.0 0.0 0.0 0.0 0.0 0.0 0.0 0.0 0.0
25 trans5 417 1.0 9.56e-11 1.0 1.0 0.0 0.0 0.0 0.0 0.0 0.0 0.0 0.0
26 Transport 34 1.0 7.55e-11 1.0 1.0 0.0 0.0 0.0 0.0 0.0 0.0 0.0 0.0
27 vas_stokes_1M 76 1.0 8.57e-11 1.0 1.0 0.0 0.0 0.0 0.0 0.0 0.0 0.0 0.0
28 vas_stokes_2M 72 1.0 5.77e-11 1.0 1.0 0.0 0.0 0.0 0.0 0.0 0.0 0.0 0.0
29 xenon2 22 1.0 7.87e-11 1.0 1.0 0.0 0.0 0.0 0.0 0.0 0.0 0.0 0.0
Table 10: FGMRES on the original system without compression.
name iter rel iter ηb ρ µ minχk maxχk min ζk max ζk min ζ̃k max ζ̃k min ϕ̃k max ϕ̃k
1 atmosmodd 12 1.09 2.2e-11 3.67 1.47 0.0 0.0 0.0 0.0 0.000199 0.000211 1.0 1.0
2 atmosmodj 13 1.18 1.46e-11 3.38 1.35 0.0 0.0 0.0 0.0 0.000206 0.000212 1.0 1.0
3 atmosmodl 10 1.0 5.44e-11 4.0 1.6 0.0 0.0 0.0 0.0 0.000204 0.000212 1.0 1.0
4 atmosmodm 10 1.0 2.18e-11 4.0 1.6 0.0 0.0 0.0 0.0 0.000206 0.000208 1.0 1.0
5 cage12 8 1.0 3.46e-11 4.0 1.6 0.0 0.0 0.0 0.0 0.000189 0.00028 0.276 1.0
6 cage13 8 1.0 5.36e-11 4.0 1.6 0.0 0.0 0.0 0.0 0.000193 0.000219 1.0 1.0
7 cage14 8 1.0 5.27e-11 4.0 1.6 0.0 0.0 0.0 0.0 0.000181 0.000216 1.0 1.0
8 cage15 8 1.0 9.41e-11 4.0 1.6 0.0 0.0 0.0 0.0 0.000179 0.000224 1.0 1.0
9 crashbasis 10 1.0 3.23e-11 4.0 1.6 0.0 0.0 0.0 0.0 0.000201 0.000212 1.0 1.0
10 dc1 200 1.44 9.71e-11 2.78 1.11 0.0 0.0 0.0 0.0 1.56e-05 0.000282 0.32 1.0
11 dc2 115 1.29 9.1e-11 3.1 1.24 0.0 0.0 0.0 0.0 2.61e-05 0.000279 0.326 1.0
12 dc3 185 1.41 9.9e-11 2.83 1.13 0.0 0.0 0.0 0.0 1.47e-05 0.000275 1.0 1.0
13 Goodwin_095 248 1.01 9.38e-11 3.95 1.58 0.0 0.0 0.0 0.0 0.0002 0.000214 1.0 1.0
14 Goodwin_127 172 1.02 9.88e-11 3.93 1.57 0.0 0.0 0.0 0.0 0.000196 0.000212 1.0 1.0
15 hcircuit 232 1.08 9.53e-11 3.71 1.48 0.0 0.0 0.0 0.0 0.000174 0.000214 0.159 1.0
16 language 9 1.0 4.59e-11 4.0 1.6 0.0 0.0 0.0 0.0 0.000204 0.00023 1.0 1.0
17 majorbasis 10 1.0 4.35e-11 4.0 1.6 0.0 0.0 0.0 0.0 0.0002 0.000212 0.322 1.0
18 memchip 69 1.01 7.27e-11 3.94 1.58 0.0 0.0 0.0 0.0 0.0002 0.000245 1.0 1.0
19 ML_Laplace 53 1.0 6.51e-11 4.0 1.6 0.0 0.0 0.0 0.0 0.000203 0.000214 1.0 1.0
20 rajat31 25 0.962 9.8e-11 4.16 1.66 0.0 0.0 0.0 0.0 0.000159 0.000243 1.0 1.0
21 ss 10 1.0 6.06e-11 4.0 1.6 0.0 0.0 0.0 0.0 0.000206 0.000213 1.0 1.0
22 ss1 7 1.0 2.8e-11 4.0 1.6 0.0 0.0 0.0 0.0 0.000188 0.000211 1.0 1.0
23 stomach 10 1.0 3.98e-11 4.0 1.6 0.0 0.0 0.0 0.0 0.000173 0.00025 1.0 1.0
24 torso2 10 1.0 2.59e-11 4.0 1.6 0.0 0.0 0.0 0.0 0.000187 0.000222 1.0 1.0
25 trans5 741 1.78 9.85e-11 2.25 0.9 0.0 0.0 0.0 0.0 1.24e-05 0.000296 0.449 1.0
26 Transport 37 1.09 4.69e-11 3.68 1.47 0.0 0.0 0.0 0.0 0.000204 0.000213 1.0 1.0
27 vas_stokes_1M 76 1.0 7.13e-11 4.0 1.6 0.0 0.0 0.0 0.0 0.000203 0.000211 1.0 1.0
28 vas_stokes_2M 71 0.986 9.42e-11 4.06 1.62 0.0 0.0 0.0 0.0 0.000202 0.000212 1.0 1.0
29 xenon2 24 1.09 8.72e-11 3.67 1.47 0.0 0.0 0.0 0.0 0.000201 0.000219 0.415 1.0
Table 11: cFGMRES on the original system with the cast 16 compression strategy.
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name iter rel iter ηb ρ µ minχk maxχk min ζk max ζk min ζ̃k max ζ̃k min ϕ̃k max ϕ̃k
1 atmosmodd 11 1.0 1.38e-11 2.0 1.33 0.0 0.0 0.0 0.0 2.46e-08 2.59e-08 5.95e-08 5.96e-08
2 atmosmodj 11 1.0 8.43e-11 2.0 1.33 0.0 0.0 0.0 0.0 2.51e-08 2.6e-08 5.95e-08 5.96e-08
3 atmosmodl 10 1.0 1.37e-11 2.0 1.33 0.0 0.0 0.0 0.0 2.49e-08 2.58e-08 5.95e-08 5.96e-08
4 atmosmodm 10 1.0 1.15e-11 2.0 1.33 0.0 0.0 0.0 0.0 2.51e-08 2.54e-08 5.95e-08 5.96e-08
5 cage12 8 1.0 3.46e-11 2.0 1.33 0.0 0.0 0.0 0.0 2.16e-08 3.42e-08 5.92e-08 5.96e-08
6 cage13 8 1.0 5.38e-11 2.0 1.33 0.0 0.0 0.0 0.0 2.37e-08 2.68e-08 5.94e-08 5.96e-08
7 cage14 8 1.0 5.28e-11 2.0 1.33 0.0 0.0 0.0 0.0 2.18e-08 2.63e-08 5.95e-08 5.96e-08
8 cage15 8 1.0 9.45e-11 2.0 1.33 0.0 0.0 0.0 0.0 2.23e-08 2.71e-08 5.96e-08 5.96e-08
9 crashbasis 10 1.0 3.15e-11 2.0 1.33 0.0 0.0 0.0 0.0 2.5e-08 2.6e-08 5.94e-08 5.95e-08
10 dc1 158 1.14 8.01e-11 1.76 1.17 0.0 0.0 0.0 0.0 2.56e-09 3.71e-08 5.9e-08 5.96e-08
11 dc2 98 1.1 8.98e-11 1.82 1.21 0.0 0.0 0.0 0.0 2.54e-10 3.07e-08 5.92e-08 5.96e-08
12 dc3 134 1.02 9.5e-11 1.96 1.3 0.0 0.0 0.0 0.0 1.14e-09 3.19e-08 5.91e-08 5.96e-08
13 Goodwin_095 244 0.996 9.14e-11 2.01 1.34 0.0 0.0 0.0 0.0 2.41e-08 2.62e-08 5.9e-08 5.96e-08
14 Goodwin_127 170 1.01 9.59e-11 1.99 1.33 0.0 0.0 0.0 0.0 2.44e-08 2.6e-08 5.92e-08 5.96e-08
15 hcircuit 223 1.04 9.92e-11 1.93 1.29 0.0 0.0 0.0 0.0 2.17e-08 2.59e-08 5.91e-08 5.96e-08
16 language 9 1.0 3.4e-11 2.0 1.33 0.0 0.0 0.0 0.0 2.4e-08 2.78e-08 5.94e-08 5.96e-08
17 majorbasis 10 1.0 4.67e-11 2.0 1.33 0.0 0.0 0.0 0.0 2.46e-08 2.57e-08 5.94e-08 5.96e-08
18 memchip 67 0.985 6.72e-11 2.03 1.35 0.0 0.0 0.0 0.0 2.37e-08 3.05e-08 5.95e-08 5.96e-08
19 ML_Laplace 53 1.0 8.95e-11 2.0 1.33 0.0 0.0 0.0 0.0 2.42e-08 2.6e-08 5.94e-08 5.96e-08
20 rajat31 26 1.0 5.26e-11 2.0 1.33 0.0 0.0 0.0 0.0 1.78e-08 3.05e-08 5.95e-08 5.96e-08
21 ss 10 1.0 5.62e-11 2.0 1.33 0.0 0.0 0.0 0.0 2.52e-08 2.6e-08 5.95e-08 5.96e-08
22 ss1 7 1.0 2.74e-11 2.0 1.33 0.0 0.0 0.0 0.0 2.28e-08 2.58e-08 5.94e-08 5.96e-08
23 stomach 10 1.0 4e-11 2.0 1.33 0.0 0.0 0.0 0.0 2.14e-08 3.05e-08 5.93e-08 5.96e-08
24 torso2 10 1.0 2.6e-11 2.0 1.33 0.0 0.0 0.0 0.0 2.28e-08 3e-08 5.92e-08 5.95e-08
25 trans5 441 1.06 9.85e-11 1.89 1.26 0.0 0.0 0.0 0.0 1.5e-09 3.65e-08 5.91e-08 5.96e-08
26 Transport 34 1.0 7.55e-11 2.0 1.33 0.0 0.0 0.0 0.0 2.48e-08 2.58e-08 5.95e-08 5.96e-08
27 vas_stokes_1M 75 0.987 8.81e-11 2.03 1.35 0.0 0.0 0.0 0.0 2.48e-08 2.57e-08 5.95e-08 5.96e-08
28 vas_stokes_2M 72 1.0 6e-11 2.0 1.33 0.0 0.0 0.0 0.0 2.46e-08 2.59e-08 5.95e-08 5.96e-08
29 xenon2 22 1.0 7.87e-11 2.0 1.33 0.0 0.0 0.0 0.0 2.46e-08 2.6e-08 5.92e-08 5.96e-08
Table 12: cFGMRES on the original system with the cast 32 compression strategy.
name iter rel iter ηb ρ µ minχk maxχk min ζk max ζk min ζ̃k max ζ̃k min ϕ̃k max ϕ̃k
1 atmosmodd 11 1.0 1.38e-11 1.89 1.31 2.98e-10 1.07e-08 2.98e-10 1.07e-08 9.25e-11 5.92e-09 2.9e-10 1.07e-08
2 atmosmodj 11 1.0 8.43e-11 1.89 1.31 2.98e-10 1.08e-08 2.98e-10 1.08e-08 9.24e-11 5.88e-09 2.88e-10 1.08e-08
3 atmosmodl 10 1.0 1.37e-11 1.91 1.31 8.42e-10 1.28e-08 8.42e-10 1.28e-08 3.71e-10 5.9e-09 8.42e-10 1.28e-08
4 atmosmodm 10 1.0 1.15e-11 1.91 1.31 2.07e-09 2.75e-08 2.07e-09 2.75e-08 7.31e-10 1.19e-08 2.06e-09 2.75e-08
5 cage12 8 1.0 3.46e-11 1.45 1.18 6.77e-15 1.3e-06 6.77e-15 1.3e-06 5.22e-16 4.55e-07 1.6e-15 1.3e-06
6 cage13 8 1.0 5.38e-11 1.43 1.18 3.69e-15 4.31e-07 3.69e-15 4.31e-07 3.58e-16 1.8e-07 1.31e-15 4.31e-07
7 cage14 8 1.0 5.28e-11 1.42 1.17 2.02e-15 1.73e-07 2.02e-15 1.73e-07 9.07e-15 8.58e-08 1.82e-14 1.0
8 cage15 8 1.0 9.45e-11 1.38 1.16 1.1e-15 3.14e-08 1.1e-15 3.14e-08 5.08e-15 7.97e-09 1.16e-14 1.0
9 crashbasis 10 1.0 3.15e-11 1.58 1.23 1.43e-12 3.38e-08 1.43e-12 3.38e-08 7.23e-13 1.2e-08 1.26e-12 3.38e-08
10 dc1 153 1.1 9.25e-11 1.23 1.05 6.6e-16 1.11e-09 6.6e-16 1.11e-09 0.0 3.1e-10 0.0 1.0
11 dc2 105 1.18 5.78e-11 1.09 0.955 6.45e-16 4.44e-10 6.45e-16 4.44e-10 0.0 2.24e-10 0.0 4.12e-10
12 dc3 140 1.07 7.7e-11 1.18 1.04 6.39e-16 5.86e-10 6.39e-16 5.86e-10 0.0 1.41e-10 0.0 5.71e-10
13 Goodwin_095 245 1.0 8.8e-11 1.85 1.3 2.78e-15 1.32e-07 2.78e-15 1.32e-07 5.73e-17 4.84e-08 1.22e-15 1.0
14 Goodwin_127 168 0.994 9.88e-11 1.74 1.28 2.04e-15 4.97e-08 2.04e-15 4.97e-08 3.13e-17 2.46e-08 1.22e-15 1.0
15 hcircuit 219 1.02 9.71e-11 1.54 1.2 8.72e-15 3.61e-08 8.72e-15 3.61e-08 7.97e-16 1.19e-08 1.93e-15 3.61e-08
16 language 9 1.0 3.4e-11 1.31 1.14 5.56e-16 3.65e-08 5.56e-16 3.65e-08 1.81e-15 1.1e-08 6.26e-15 1.0
17 majorbasis 10 1.0 4.67e-11 1.54 1.21 2.6e-14 9.14e-08 2.6e-14 9.14e-08 5.96e-15 4.55e-08 1.91e-14 9.13e-08
18 memchip 67 0.985 7.42e-11 1.3 1.14 1.81e-17 2.12e-11 1.81e-17 2.12e-11 1.68e-16 1.5e-10 1.33e-15 1.0
19 ML_Laplace 53 1.0 8.49e-11 1.73 1.27 5.53e-10 3.99e-08 5.53e-10 3.99e-08 1.32e-10 1.19e-08 3.99e-10 3.99e-08
20 rajat31 26 1.0 5.26e-11 1.3 1.13 1.38e-16 9.01e-13 1.38e-16 9.01e-13 1.86e-16 4.89e-11 1.31e-15 1.0
21 ss 10 1.0 5.62e-11 1.32 1.14 1.15e-15 7.47e-10 1.15e-15 7.47e-10 1.35e-16 1.99e-09 2.43e-15 1.0
22 ss1 7 1.0 2.74e-11 1.45 1.19 5.38e-15 1.72e-06 5.38e-15 1.72e-06 3.58e-16 7.67e-07 1.3e-15 1.72e-06
23 stomach 10 1.0 4e-11 1.39 1.16 4.16e-15 3.14e-07 4.16e-15 3.14e-07 3.23e-16 1.49e-07 1.31e-15 3.14e-07
24 torso2 10 1.0 2.6e-11 1.46 1.19 1.56e-14 4.6e-07 1.56e-14 4.6e-07 4.93e-15 2.34e-07 9.32e-15 4.6e-07
25 trans5 421 1.01 9.92e-11 1.34 1.14 1.54e-16 6.45e-09 1.54e-16 6.45e-09 6.18e-16 2.48e-09 3.37e-15 1.0
26 Transport 34 1.0 7.55e-11 1.63 1.24 2.04e-16 1.22e-10 2.04e-16 1.22e-10 6.51e-17 9.93e-10 1.28e-15 1.0
27 vas_stokes_1M 76 1.0 8.68e-11 1.57 1.22 1.31e-15 3.5e-09 1.31e-15 3.5e-09 7.95e-16 1.49e-09 3.74e-15 1.0
28 vas_stokes_2M 72 1.0 5.58e-11 1.58 1.22 8.68e-16 1.18e-09 8.68e-16 1.18e-09 4.39e-16 3.73e-10 1.49e-15 1.0
29 xenon2 22 1.0 7.87e-11 1.82 1.29 1.85e-09 3.56e-06 1.85e-09 3.56e-06 3.82e-10 1.54e-06 1.55e-09 3.56e-06
Table 13: cFGMRES on the original system with the pointwise base compression strategy.
Inria
Exploring variable accuracy storage through lossy compression techniques 39
name iter rel iter ηb ρ µ minχk maxχk min ζk max ζk min ζ̃k max ζ̃k min ϕ̃k max ϕ̃k
1 atmosmodd 11 1.0 1.38e-11 1.88 1.31 2.54e-15 3.7e-12 2.98e-10 1.07e-08 9.62e-11 1.78e-09 9.3e-06 0.00251
2 atmosmodj 11 1.0 8.43e-11 1.86 1.3 2.54e-15 3.7e-12 2.98e-10 1.08e-08 8.52e-11 1.79e-09 1.07e-05 0.0118
3 atmosmodl 10 1.0 1.37e-11 1.86 1.3 2.32e-15 9.74e-13 8.42e-10 1.28e-08 1.95e-10 1.8e-09 1.79e-06 0.00172
4 atmosmodm 10 1.0 1.15e-11 1.84 1.3 2.56e-15 9.45e-14 2.07e-09 2.75e-08 4.08e-10 6.48e-09 9.44e-06 0.295
5 cage12 8 1.0 3.46e-11 1.43 1.18 9.73e-15 6.78e-06 6.77e-15 1.3e-06 0.0 8.45e-08 0.0 0.0451
6 cage13 8 1.0 5.38e-11 1.54 1.21 5.28e-15 1.98e-06 3.69e-15 4.31e-07 6.26e-16 1.78e-07 2.55e-12 0.122
7 cage14 8 1.0 5.28e-11 1.47 1.19 2.88e-15 5.86e-07 2.02e-15 1.73e-07 6.49e-16 3.89e-08 3.25e-12 0.087
8 cage15 8 1.0 9.45e-11 1.46 1.19 1.56e-15 1.71e-07 1.1e-15 3.14e-08 3.09e-16 7.93e-09 6.41e-12 0.136
9 crashbasis 10 1.0 3.15e-11 1.57 1.22 4.4e-15 8.6e-09 1.43e-12 3.38e-08 3.65e-13 1.31e-08 2.35e-08 3.04
10 dc1 152 1.09 8.81e-11 1.55 1.15 6.83e-17 1.35e-10 6.6e-16 6.91e-10 0.0 4.6e-10 0.0 0.0115
11 dc2 97 1.09 7.57e-11 1.52 1.15 6.84e-17 1.32e-10 6.45e-16 5.29e-10 0.0 2.35e-10 0.0 0.00473
12 dc3 134 1.02 7.31e-11 1.57 1.21 6.76e-17 1.23e-10 6.39e-16 4.41e-10 0.0 3.21e-10 0.0 0.0112
13 Goodwin_095 245 1.0 8.9e-11 1.74 1.27 6.19e-15 8.53e-06 2.78e-15 1.51e-07 3.58e-16 5.94e-08 2.54e-11 29.1
14 Goodwin_127 171 1.01 9.68e-11 1.71 1.25 4.59e-15 4.78e-06 2.04e-15 5.09e-08 1.13e-16 1.59e-08 2.54e-13 12.4
15 hcircuit 218 1.01 9.9e-11 1.57 1.21 7.44e-16 9.87e-08 8.72e-15 2.86e-08 1.17e-15 6.01e-09 2.19e-10 0.197
16 language 9 1.0 3.4e-11 1.46 1.19 3.95e-16 7.74e-08 5.56e-16 3.65e-08 0.0 7.66e-09 0.0 0.0124
17 majorbasis 10 1.0 4.67e-11 1.54 1.21 1.67e-15 3.89e-08 2.6e-14 9.14e-08 3e-15 3.31e-08 2.75e-11 0.015
18 memchip 69 1.01 7.82e-11 1.28 1.11 6.81e-18 6.65e-10 1.81e-17 2.22e-11 0.0 1.21e-11 0.0 0.00621
19 ML_Laplace 53 1.0 8.63e-11 1.74 1.27 2e-15 8.17e-14 5.52e-10 3.99e-08 2.53e-11 7.07e-09 2.66e-07 47.8
20 rajat31 26 1.0 5.26e-11 1.35 1.15 4.18e-18 1.53e-11 1.38e-16 9.01e-13 0.0 4.45e-13 0.0 0.000163
21 ss 10 1.0 5.62e-11 1.33 1.14 8.26e-16 8.33e-08 1.15e-15 7.47e-10 6.09e-17 5.39e-11 1.73e-11 0.735
22 ss1 7 1.0 2.74e-11 1.38 1.16 5.32e-15 2.02e-06 5.38e-15 1.72e-06 0.0 1.26e-08 0.0 0.0337
23 stomach 10 1.0 4e-11 1.36 1.15 4.4e-15 1.91e-06 4.16e-15 3.14e-07 0.0 4e-09 0.0 0.0226
24 torso2 10 1.0 2.6e-11 1.41 1.17 5.31e-15 9.63e-07 1.56e-14 4.6e-07 0.0 2.89e-08 0.0 0.473
25 trans5 439 1.05 9.94e-11 1.67 1.21 5.76e-17 6.81e-10 1.54e-16 4.26e-09 0.0 1.48e-09 0.0 0.917
26 Transport 34 1.0 7.55e-11 1.57 1.22 8.42e-16 5.62e-07 2.04e-16 1.22e-10 0.0 2.75e-11 0.0 0.487
27 vas_stokes_1M 76 1.0 7.33e-11 1.64 1.24 8.28e-16 9.32e-08 1.31e-15 3.4e-09 1.14e-16 1.04e-09 4.19e-11 7.19
28 vas_stokes_2M 72 1.0 5.77e-11 1.62 1.24 5.93e-16 5.12e-08 8.68e-16 1.18e-09 1.21e-17 3.01e-10 2.28e-12 35.0
29 xenon2 45 2.05 1.0 1.1e+04 0.978 1e-18 1e-18 1.21e-08 4.95e-06 0.727 1.99 1.59e+03 inf
Table 14: cFGMRES on the original system with the normwise base compression strategy.
name iter rel iter ηb ρ µ minχk maxχk min ζk max ζk min ζ̃k max ζ̃k min ϕ̃k max ϕ̃k
1 atmosmodd 11 1.0 1.41e-11 2.02 1.34 6.11e-12 4.04e-05 6.11e-12 4.04e-05 2.89e-12 2.19e-05 5.04e-12 4.04e-05
2 atmosmodj 11 1.0 8.44e-11 2.0 1.33 6.11e-12 8.18e-06 6.11e-12 8.18e-06 2.89e-12 4.72e-06 5.04e-12 8.18e-06
3 atmosmodl 10 1.0 1.4e-11 1.99 1.33 5.95e-12 8.64e-05 5.95e-12 8.64e-05 2.91e-12 4.68e-05 5.04e-12 8.64e-05
4 atmosmodm 10 1.0 1.2e-11 1.96 1.32 7.33e-12 0.000223 7.33e-12 0.000223 2.82e-12 0.000121 5.04e-12 0.000223
5 cage12 8 1.0 3.47e-11 1.9 1.31 6.83e-12 0.00245 6.83e-12 0.00245 1.79e-12 0.00111 5.04e-12 0.00245
6 cage13 8 1.0 5.39e-11 1.9 1.31 6.84e-12 0.00233 6.84e-12 0.00233 2.71e-12 0.00108 5.04e-12 0.00233
7 cage14 8 1.0 5.28e-11 1.98 1.33 6.87e-12 0.00236 6.87e-12 0.00236 2.9e-12 0.00131 5.04e-12 0.00236
8 cage15 8 1.0 9.44e-11 2.02 1.34 6.88e-12 0.000936 6.88e-12 0.000936 2.91e-12 0.000559 5.04e-12 0.000936
9 crashbasis 10 1.0 3.15e-11 1.58 1.22 4.96e-12 0.000184 4.96e-12 0.000184 0.0 9.96e-05 0.0 0.000184
10 dc1 152 1.09 8.62e-11 1.43 1.11 1.69e-15 5.19e-06 1.69e-15 5.19e-06 0.0 1.39e-06 0.0 5.19e-06
11 dc2 88 0.989 8.97e-11 1.46 1.19 1.61e-15 1.39e-06 1.61e-15 1.39e-06 0.0 6.3e-07 0.0 1.39e-06
12 dc3 130 0.992 7.52e-11 1.37 1.16 1.51e-15 9.97e-07 1.51e-15 9.97e-07 0.0 3.69e-07 0.0 9.97e-07
13 Goodwin_095 244 0.996 9.58e-11 1.72 1.27 4.26e-12 0.00103 4.26e-12 0.00103 0.0 0.000556 0.0 0.00103
14 Goodwin_127 170 1.01 9.72e-11 1.41 1.17 4.2e-12 0.000736 4.2e-12 0.000736 0.0 0.000399 0.0 0.000735
15 hcircuit 223 1.04 9.7e-11 1.55 1.19 1.36e-12 0.000317 1.36e-12 0.000317 0.0 0.000171 0.0 0.000317
16 language 9 1.0 3.4e-11 1.62 1.24 4.83e-13 0.000168 4.83e-13 0.000168 9.71e-14 9.41e-05 3.14e-13 0.000168
17 majorbasis 10 1.0 4.67e-11 1.61 1.23 1.07e-12 0.000333 1.07e-12 0.000333 0.0 0.000176 0.0 0.000333
18 memchip 68 1.0 7.15e-11 1.7 1.26 5.32e-14 5.09e-06 5.32e-14 5.09e-06 2.21e-14 1.81e-06 3.89e-14 5.09e-06
19 ML_Laplace 53 1.0 8.45e-11 1.97 1.33 3.05e-12 1.63e-05 3.05e-12 1.63e-05 7.28e-13 7.71e-06 2.47e-12 1.63e-05
20 rajat31 26 1.0 5.26e-11 1.6 1.23 2.64e-14 3.82e-07 2.64e-14 3.82e-07 3.36e-15 2.1e-07 8.11e-15 3.82e-07
21 ss 10 1.0 5.62e-11 1.73 1.27 2.12e-12 2.06e-05 2.12e-12 2.06e-05 6.39e-13 9.99e-06 1.4e-12 2.06e-05
22 ss1 7 1.0 2.75e-11 1.66 1.25 4.65e-12 0.00302 4.65e-12 0.00302 0.0 0.00151 0.0 0.00302
23 stomach 10 1.0 3.98e-11 1.66 1.25 4.28e-12 0.00169 4.28e-12 0.00169 0.0 0.0011 0.0 0.00169
24 torso2 10 1.0 2.6e-11 1.67 1.25 3.64e-12 0.00215 3.64e-12 0.00215 0.0 0.00111 0.0 0.00215
25 trans5 482 1.16 9.93e-11 1.37 1.06 2.36e-15 3.8e-05 2.36e-15 3.8e-05 0.0 5.84e-06 0.0 1.0
26 Transport 34 1.0 7.55e-11 2.49 1.43 2.42e-12 1.22e-05 2.42e-12 1.22e-05 7.21e-13 6.61e-06 1.26e-12 1.22e-05
27 vas_stokes_1M 76 1.0 7.22e-11 2.1 1.35 1.79e-12 0.000267 1.79e-12 0.000267 7.18e-13 0.000145 1.6e-12 0.000267
28 vas_stokes_2M 72 1.0 5.39e-11 2.16 1.37 1.79e-12 0.000175 1.79e-12 0.000175 7.22e-13 9.46e-05 1.26e-12 0.000175
29 xenon2 22 1.0 7.88e-11 1.72 1.26 6.22e-12 2.49e-05 6.22e-12 2.49e-05 0.0 3.39e-06 0.0 7.8e-06
Table 15: cFGMRES on the original system with the pointwise relaxed compression strategy.
RR n° 9342
40 Agullo et al.
name iter rel iter ηb ρ µ minχk maxχk min ζk max ζk min ζ̃k max ζ̃k min ϕ̃k max ϕ̃k
1 atmosmodd 11 1.0 1.49e-11 2.08 1.35 5.22e-17 2.03e-07 6.11e-12 4.04e-05 1.5e-12 4.03e-05 6.16e-08 4.6e+02
2 atmosmodj 11 1.0 8.46e-11 2.04 1.34 5.22e-17 6.09e-08 6.11e-12 8.18e-06 1.5e-12 8.16e-06 7.99e-08 1.44e+03
3 atmosmodl 10 1.0 1.48e-11 2.02 1.34 1.61e-17 9.25e-08 5.95e-12 8.64e-05 1.52e-12 8.64e-05 9.65e-09 3.5e+02
4 atmosmodm 10 1.0 1.31e-11 1.95 1.32 1.56e-18 9.2e-09 7.33e-12 0.000223 1.56e-12 0.000223 1.12e-08 4.37e+02
5 cage12 8 1.0 3.52e-11 1.89 1.31 9.81e-12 0.0128 6.83e-12 0.00245 0.0 0.00244 0.0 4.31e+03
6 cage13 8 1.0 5.42e-11 2.17 1.37 9.81e-12 0.0107 6.84e-12 0.00233 1.42e-12 0.00232 6.22e-09 3.24e+03
7 cage14 8 1.0 5.32e-11 2.22 1.38 9.81e-12 0.00798 6.87e-12 0.00236 1.47e-12 0.00235 1.14e-08 5.32e+03
8 cage15 8 1.0 9.47e-11 2.28 1.39 9.81e-12 0.0051 6.88e-12 0.000936 3.13e-12 0.000935 2e-08 3.6e+05
9 crashbasis 10 1.0 3.16e-11 1.53 1.21 1.53e-14 4.68e-05 4.96e-12 0.000184 0.0 0.000184 0.0 2e+02
10 dc1 148 1.06 9.77e-11 1.71 1.21 1.75e-16 1.54e-06 1.69e-15 2.98e-06 0.0 8.22e-07 0.0 22.3
11 dc2 114 1.28 8.46e-11 1.37 0.996 1.71e-16 1.27e-06 1.61e-15 5.08e-06 0.0 1.33e-06 0.0 19.7
12 dc3 133 1.02 9.08e-11 1.71 1.25 1.6e-16 1.58e-06 1.51e-15 2.49e-05 0.0 2.47e-05 0.0 1.37e+02
13 Goodwin_095 245 1.0 9.7e-11 2.4 1.41 9.48e-12 0.0827 4.26e-12 0.000914 0.0 0.000915 0.0 3.45e+04
14 Goodwin_127 169 1.0 9.8e-11 2.12 1.36 9.48e-12 0.0914 4.2e-12 0.000783 0.0 0.000783 0.0 7.09e+05
15 hcircuit 219 1.02 9.6e-11 1.61 1.22 1.16e-13 0.00111 1.36e-12 0.000455 0.0 0.000457 0.0 1.9e+02
16 language 9 1.0 3.4e-11 1.85 1.3 3.43e-13 0.000357 4.83e-13 0.000168 8.35e-14 0.000168 1.84e-08 3.81e+03
17 majorbasis 10 1.0 4.67e-11 1.71 1.26 6.91e-14 0.000142 1.07e-12 0.000333 0.0 0.000334 0.0 39.3
18 memchip 68 1.0 7.22e-11 1.73 1.27 2e-14 0.000182 5.32e-14 4.98e-06 5.93e-15 3.77e-06 4.71e-09 1.9e+02
19 ML_Laplace 53 1.0 8.67e-11 1.91 1.31 1e-18 2.32e-09 3.05e-12 1.59e-05 7.87e-13 1.53e-05 2.19e-06 70.7
20 rajat31 26 1.0 5.26e-11 1.71 1.26 7.99e-16 7.44e-06 2.64e-14 3.82e-07 5.98e-15 2.78e-07 6.68e-11 5.08
21 ss 10 1.0 5.63e-11 1.76 1.28 1.53e-12 0.0023 2.12e-12 2.06e-05 2.37e-13 2.01e-05 2.99e-08 2.57e+04
22 ss1 7 1.0 2.78e-11 2.01 1.34 4.6e-12 0.00354 4.65e-12 0.00302 1.4e-12 0.00301 2.32e-08 7.97e+02
23 stomach 10 1.0 4.02e-11 1.97 1.33 4.53e-12 0.0103 4.28e-12 0.00169 0.0 0.00169 0.0 1.34e+03
24 torso2 10 1.0 2.62e-11 1.99 1.33 1.24e-12 0.00455 3.64e-12 0.00215 0.0 0.00215 0.0 5.12e+03
25 trans5 470 1.13 9.97e-11 1.48 1.11 8.84e-16 8.25e-06 2.36e-15 3.06e-05 0.0 3.06e-05 0.0 2.15e+04
26 Transport 34 1.0 7.56e-11 2.7 1.46 1e-11 0.0562 2.42e-12 1.22e-05 3.84e-13 1.21e-05 9.16e-10 2.09e+03
27 vas_stokes_1M 76 1.0 7.32e-11 2.27 1.39 1.13e-12 0.00959 1.79e-12 0.000276 2e-13 0.000276 9.87e-08 6.65e+04
28 vas_stokes_2M 72 1.0 5.92e-11 2.33 1.4 1.22e-12 0.0103 1.79e-12 0.000148 1.91e-13 0.000147 1.98e-08 1.13e+05
29 xenon2 45 2.05 1.0 1.1e+04 0.978 1e-18 1e-18 2.12e-14 8.66e-12 0.727 1.99 1.59e+03 inf
Table 16: cFGMRES on the original system with the normwise relaxed compression strategy.
name iter rel iter ηb ρ µ minχk maxχk min ζk max ζk min ζ̃k max ζ̃k min ϕ̃k max ϕ̃k
1 atmosmodd 20 1.82 6.31e-11 5.83 1.01 0.00128 0.611 0.00128 0.611 0.000695 0.391 0.00128 0.61
2 atmosmodj 21 1.91 3.2e-11 5.41 0.955 0.000725 0.611 0.000725 0.611 0.000393 0.391 0.000725 0.61
3 atmosmodl 19 1.9 9.91e-11 5.95 0.967 0.00464 0.595 0.00464 0.595 0.00251 0.405 0.00464 0.594
4 atmosmodm 21 2.1 7.03e-11 4.63 0.864 0.0122 0.733 0.0122 0.733 0.00658 0.513 0.0122 0.733
5 cage12 16 2.0 2.26e-11 6.18 0.925 0.272 0.683 0.272 0.683 0.136 0.423 0.27 1.0
6 cage13 16 2.0 2.18e-11 6.14 0.925 0.205 0.684 0.205 0.684 0.108 0.449 0.205 0.683
7 cage14 16 2.0 6.47e-11 6.33 0.927 0.272 0.687 0.272 0.687 0.136 0.536 0.272 0.686
8 cage15 16 2.0 4.46e-11 6.26 0.926 0.238 0.689 0.238 0.689 0.112 0.511 0.238 0.688
9 crashbasis 11 1.1 3.31e-11 5.99 1.58 0.00428 0.496 0.00428 0.496 0.00225 0.255 0.00427 0.495
10 dc1 168 1.21 9.37e-11 1.14 0.96 4.35e-07 0.000173 4.35e-07 0.000173 0.0 7.64e-05 0.0 0.000173
11 dc2 124 1.39 6.2e-11 1.1 0.87 7.86e-07 0.000208 7.86e-07 0.000208 0.0 0.000104 0.0 0.000208
12 dc3 146 1.11 9.4e-11 1.4 1.09 6.63e-07 0.000151 6.63e-07 0.000151 0.0 1.07e-05 0.0 2.55e-05
13 Goodwin_095 242 0.988 9.8e-11 5.96 1.73 0.000372 0.426 0.000372 0.426 0.000199 0.249 0.000372 0.425
14 Goodwin_127 159 0.941 9.8e-11 6.02 1.81 0.000265 0.42 0.000265 0.42 0.000142 0.234 0.000265 0.42
15 hcircuit 226 1.05 9.78e-11 4.43 1.57 0.0011 0.413 0.0011 0.413 0.000594 0.233 0.0011 0.413
16 language 10 1.11 1.2e-11 6.01 1.57 0.00866 0.0483 0.00866 0.0483 0.00467 0.0256 0.00866 0.0482
17 majorbasis 10 1.0 7.3e-11 7.49 1.76 0.0126 0.107 0.0126 0.107 0.0068 0.0558 0.0126 0.107
18 memchip 69 1.01 7.83e-11 3.07 1.49 4.79e-05 0.00582 4.79e-05 0.00582 2.22e-05 0.00315 4.79e-05 0.00582
19 ML_Laplace 52 0.981 9.95e-11 3.88 1.61 0.000229 0.305 0.000229 0.305 0.000124 0.158 0.000229 0.305
20 rajat31 26 1.0 5.26e-11 2.98 1.5 2.16e-06 0.00264 2.16e-06 0.00264 9.11e-07 0.00143 2.16e-06 0.00264
21 ss 11 1.1 5.85e-11 5.29 1.55 0.00137 0.212 0.00137 0.212 0.000733 0.11 0.00137 0.212
22 ss1 14 2.0 4.69e-11 5.56 0.918 0.284 0.492 0.284 0.492 0.151 0.296 0.284 0.491
23 stomach 12 1.2 5.2e-11 8.09 1.51 0.078 0.428 0.078 0.428 0.0402 0.215 0.0779 0.426
24 torso2 11 1.1 4.14e-11 8.47 1.64 0.0586 0.364 0.0586 0.364 0.0286 0.201 0.0585 0.364
25 trans5 532 1.28 9.81e-11 0.942 0.856 4.83e-06 0.00104 4.83e-06 0.00104 0.0 0.000535 0.0 0.00104
26 Transport 34 1.0 9.53e-11 6.84 1.74 0.000153 0.242 0.000153 0.242 8.28e-05 0.127 0.000153 0.241
27 vas_stokes_1M 77 1.01 7.11e-11 5.53 1.68 0.0013 0.179 0.0013 0.179 0.000703 0.0925 0.0013 0.179
28 vas_stokes_2M 72 1.0 8.39e-11 5.8 1.71 0.00131 0.179 0.00131 0.179 0.000702 0.0924 0.00131 0.179
29 xenon2 26 1.18 7.56e-11 3.37 1.35 0.000243 0.622 0.000243 0.622 0.00013 0.395 0.000243 0.622
Table 17: cFGMRES on the original system with the pointwise double relaxed compression
strategy.
Inria
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name iter rel iter ηb ρ µ minχk maxχk min ζk max ζk min ζ̃k max ζ̃k min ϕ̃k max ϕ̃k
1 atmosmodd 23 2.09 1.75e-06 13.8 0.924 5.22e-06 5.22e-06 0.00228 0.611 0.00228 0.605 2.04e+02 8.18e+05
2 atmosmodj 23 2.09 1.78e-06 13.0 0.923 5.22e-06 5.22e-06 0.002 0.611 0.002 0.605 7.48 5.27e+06
3 atmosmodl 21 2.1 3.52e-06 15.2 0.923 1.61e-06 1.61e-06 0.0106 0.595 0.0106 0.584 3.58e+03 1.95e+06
4 atmosmodm 21 2.1 2.97e-05 13.8 0.921 1.56e-07 1.56e-07 0.0254 0.733 0.0253 0.707 8.99e+02 2.34e+06
5 cage12 17 2.12 0.00455 19.8 0.919 0.981 0.981 0.676 0.689 0.607 0.84 1.92e+02 6.48e+05
6 cage13 17 2.12 0.0172 21.5 0.921 0.981 0.981 0.68 0.698 0.561 0.811 5.67e+03 2.06e+05
7 cage14 17 2.12 0.147 33.5 0.928 0.981 0.981 0.581 0.852 0.39 0.884 1.03e+04 1.16e+06
8 cage15 17 2.12 0.209 45.9 0.932 0.981 0.981 0.439 0.84 0.259 0.774 1.54e+03 2.06e+07
9 crashbasis 21 2.1 4.02e-10 6.33 0.886 0.00153 0.00153 0.0169 0.496 0.017 0.651 1.43e+03 8.05e+05
10 dc1 172 1.24 9.45e-11 1.26 0.984 1.75e-05 1.75e-05 4.33e-07 0.000228 0.0 0.000227 0.0 1.11e+07
11 dc2 122 1.37 7.61e-11 1.05 0.86 1.71e-05 1.71e-05 7.96e-07 0.000167 0.0 0.000166 0.0 5.32e+05
12 dc3 169 1.29 7.69e-11 1.17 0.932 1.6e-05 1.6e-05 7.72e-07 0.000151 0.0 0.000151 0.0 8.92e+06
13 Goodwin_095 314 1.28 9.36e-11 9.25 1.44 0.948 0.948 0.000483 0.426 0.000481 0.424 61.8 1.03e+06
14 Goodwin_127 203 1.2 9.34e-11 9.4 1.53 0.948 0.948 0.00056 0.42 0.000559 0.413 25.0 2.81e+06
15 hcircuit 226 1.05 9.91e-11 5.97 1.64 0.0116 0.0116 0.000864 0.413 0.000862 0.551 45.6 6.16e+06
16 language 10 1.11 7.12e-11 10.5 1.66 0.0343 0.0343 0.00936 0.0483 0.00934 0.0482 3.53e+03 1.17e+05
17 majorbasis 13 1.3 3.99e-11 10.1 1.43 0.00691 0.00691 0.0198 0.107 0.0198 0.107 3.84e+02 1.31e+05
18 memchip 68 1.0 8.9e-11 3.99 1.6 0.002 0.002 2.88e-05 0.00582 2.84e-05 0.00581 1.56e+02 1.53e+05
19 ML_Laplace 64 1.21 6.58e-11 4.08 1.38 3.42e-08 3.42e-08 0.000269 0.305 0.000268 0.302 11.8 4.48e+08
20 rajat31 26 1.0 5.36e-11 4.11 1.61 7.99e-05 7.99e-05 2.18e-06 0.00264 1.91e-06 0.00264 10.5 1.37e+07
21 ss 16 1.6 3.54e-11 5.44 1.12 0.153 0.153 0.00199 0.212 0.00198 0.214 7.05e+03 1.31e+06
22 ss1 15 2.14 3.27e-06 14.7 0.905 0.46 0.46 0.4 0.465 0.381 0.468 23.1 2.46e+05
23 stomach 21 2.1 4.58e-09 13.4 0.92 0.453 0.453 0.254 0.428 0.253 0.431 4.82e+02 4.43e+06
24 torso2 21 2.1 4.82e-10 12.8 0.918 0.124 0.124 0.213 0.364 0.212 0.36 2.07e+03 1.9e+05
25 trans5 527 1.26 9.41e-11 2.47 1.2 8.84e-05 8.84e-05 3.92e-06 0.000593 3.92e-06 0.000593 4.11 3.25e+05
26 Transport 43 1.26 6.64e-11 8.53 1.45 1.0 1.0 0.000185 0.242 0.000184 0.242 1.1e+02 3.24e+05
27 vas_stokes_1M 78 1.03 8.83e-11 7.59 1.73 0.113 0.113 0.00134 0.179 0.00134 0.179 2.02e+03 2.46e+06
28 vas_stokes_2M 73 1.01 9.9e-11 7.56 1.75 0.122 0.122 0.00134 0.179 0.00134 0.179 3.41e+03 7.56e+06
29 xenon2 45 2.05 1.0 1.1e+04 0.978 1e-18 1e-18 0.00211 0.866 0.727 1.99 1.59e+03 inf
Table 18: cFGMRES on the original system with the normwise double relaxed compression
strategy.
name iter rel iter ηb ρ µ minχk maxχk min ζk max ζk min ζ̃k max ζ̃k min ϕ̃k max ϕ̃k
1 atmosmodd 11 1.0 4.5e-11 5.98 1.71 0.00011 0.0583 0.00011 0.0583 5.97e-05 0.0309 0.00011 0.0583
2 atmosmodj 12 1.09 1.1e-11 5.47 1.57 8.89e-05 0.0582 8.89e-05 0.0582 4.82e-05 0.0309 8.89e-05 0.0582
3 atmosmodl 10 1.0 2.59e-11 6.0 1.71 0.000146 0.0577 0.000146 0.0577 7.92e-05 0.0306 0.000146 0.0577
4 atmosmodm 10 1.0 3.01e-11 5.53 1.69 0.000366 0.0687 0.000366 0.0687 0.000199 0.0363 0.000366 0.0687
5 cage12 8 1.0 4.85e-11 6.64 1.74 0.00911 0.0299 0.00911 0.0299 0.00482 0.016 0.00911 0.0299
6 cage13 9 1.12 6e-12 5.99 1.55 0.00843 0.028 0.00843 0.028 0.00468 0.015 0.00842 0.028
7 cage14 9 1.12 4.91e-12 6.15 1.55 0.00888 0.0515 0.00888 0.0515 0.00447 0.0274 0.00888 0.0515
8 cage15 9 1.12 1.49e-11 6.17 1.55 0.00753 0.049 0.00753 0.049 0.00376 0.026 0.00753 0.049
9 crashbasis 10 1.0 3.25e-11 3.95 1.6 0.000401 0.044 0.000401 0.044 0.000209 0.0235 0.000401 0.044
10 dc1 167 1.2 8.42e-11 1.29 1.01 4.25e-08 0.000119 4.25e-08 0.000119 0.0 6.46e-05 0.0 0.000119
11 dc2 113 1.27 8.26e-11 1.31 0.983 9.01e-08 7.07e-05 9.01e-08 7.07e-05 0.0 2.24e-05 0.0 5.51e-05
12 dc3 175 1.34 7.17e-11 1.25 0.936 1.07e-07 8.5e-05 1.07e-07 8.5e-05 0.0 1.05e-05 0.0 3.62e-05
13 Goodwin_095 247 1.01 9.96e-11 5.27 1.67 0.000182 0.036 0.000182 0.036 9.88e-05 0.0192 0.000182 0.036
14 Goodwin_127 172 1.02 9.34e-11 5.12 1.65 0.00013 0.0361 0.00013 0.0361 7.01e-05 0.0192 0.00013 0.0361
15 hcircuit 234 1.09 9.66e-11 3.84 1.48 0.000695 0.0381 0.000695 0.0381 0.000376 0.0205 0.000693 0.0381
16 language 9 1.0 2.34e-11 4.66 1.65 0.000734 0.00444 0.000734 0.00444 0.000378 0.00241 0.000734 0.00444
17 majorbasis 10 1.0 4.59e-11 4.92 1.66 0.00103 0.00937 0.00103 0.00937 0.000559 0.00504 0.00103 0.00934
18 memchip 67 0.985 7.42e-11 2.87 1.5 1.95e-05 0.000556 1.95e-05 0.000556 8.24e-06 0.000301 1.95e-05 0.000556
19 ML_Laplace 52 0.981 8.94e-11 3.19 1.54 0.000123 0.0241 0.000123 0.0241 6.65e-05 0.0129 0.000123 0.0241
20 rajat31 26 1.0 5.26e-11 2.75 1.47 1.38e-06 0.000216 1.38e-06 0.000216 7.78e-07 0.000117 1.38e-06 0.000216
21 ss 10 1.0 5.79e-11 3.96 1.6 0.00013 0.017 0.00013 0.017 6.89e-05 0.00914 0.00013 0.017
22 ss1 6 0.857 5.49e-11 6.37 1.97 0.00194 0.0113 0.00194 0.0113 0.00101 0.00608 0.00194 0.0113
23 stomach 10 1.0 4.66e-11 6.27 1.73 0.00578 0.0426 0.00578 0.0426 0.00242 0.0227 0.00578 0.0425
24 torso2 10 1.0 2.74e-11 5.83 1.71 0.00544 0.0244 0.00544 0.0244 0.00258 0.0131 0.00544 0.0244
25 trans5 527 1.26 9.88e-11 0.991 0.88 1.62e-06 0.000533 1.62e-06 0.000533 0.0 0.000292 0.0 0.000531
26 Transport 33 0.971 6.17e-11 5.86 1.75 7.66e-05 0.0175 7.66e-05 0.0175 4.15e-05 0.00941 7.66e-05 0.0175
27 vas_stokes_1M 76 1.0 9.72e-11 5.16 1.68 0.000586 0.0173 0.000586 0.0173 0.000318 0.00932 0.000586 0.0173
28 vas_stokes_2M 72 1.0 6.84e-11 5.31 1.68 0.000535 0.0156 0.000535 0.0156 0.000288 0.00841 0.000535 0.0156
29 xenon2 22 1.0 7.97e-11 2.69 1.46 0.000113 0.044 0.000113 0.044 6.12e-05 0.0234 0.000113 0.0439
Table 19: cFGMRES on the original system with the pointwise equal compression strategy.
RR n° 9342
42 Agullo et al.
name iter rel iter ηb ρ µ minχk maxχk min ζk max ζk min ζ̃k max ζ̃k min ϕ̃k max ϕ̃k
1 atmosmodd 12 1.09 2.25e-11 8.04 1.65 4.12e-07 1.51e-06 0.000118 0.0583 0.000118 0.0583 3.07e+02 3.72e+04
2 atmosmodj 12 1.09 4.75e-11 7.92 1.64 4.09e-07 1.72e-06 9.65e-05 0.0582 9.65e-05 0.0582 2.59e+02 2.74e+04
3 atmosmodl 10 1.0 9.23e-11 8.76 1.79 1.26e-07 1.61e-07 0.000179 0.0577 0.000178 0.0576 2.29e+02 1.08e+05
4 atmosmodm 11 1.1 1.21e-11 6.87 1.61 1.18e-08 1.56e-08 0.000403 0.0687 0.000402 0.0687 6.4e+02 1.52e+06
5 cage12 9 1.12 3.22e-11 9.95 1.63 0.037 0.0953 0.00749 0.0299 0.00747 0.0298 1.52e+03 1.41e+05
6 cage13 9 1.12 9.42e-11 10.5 1.64 0.0401 0.0978 0.00736 0.0546 0.00734 0.0546 1.44e+03 3.53e+05
7 cage14 9 1.12 6.4e-11 10.5 1.64 0.0372 0.0943 0.00757 0.0519 0.00755 0.0517 3.14e+04 3.11e+06
8 cage15 9 1.12 8.49e-11 10.8 1.64 0.0349 0.093 0.00853 0.0493 0.00852 0.0491 5.54e+04 1.07e+06
9 crashbasis 10 1.0 5.22e-11 6.16 1.72 0.000136 0.000151 0.000415 0.044 0.000415 0.0439 5.24e+02 3.25e+05
10 dc1 165 1.19 9.32e-11 1.12 0.961 1.28e-06 1.74e-05 4.24e-08 0.000142 0.0 0.000141 0.0 3.44e+06
11 dc2 103 1.16 9.55e-11 1.1 0.969 1.26e-06 1.56e-05 9.01e-08 6.18e-05 0.0 6.14e-05 0.0 1.87e+04
12 dc3 167 1.27 8.62e-11 1.03 0.89 1.13e-06 1.47e-05 1.07e-07 9.55e-05 0.0 9.56e-05 0.0 4.28e+04
13 Goodwin_095 275 1.12 9.7e-11 8.27 1.61 0.0801 0.79 0.000185 0.036 0.000185 0.036 13.4 2.17e+06
14 Goodwin_127 192 1.14 9.94e-11 7.84 1.58 0.0814 0.804 0.00013 0.0361 0.00013 0.036 49.7 3.69e+05
15 hcircuit 231 1.07 9.32e-11 5.24 1.58 0.00107 0.0084 0.000597 0.0381 0.000595 0.0342 25.4 2.75e+05
16 language 9 1.0 8.45e-11 7.41 1.76 0.00244 0.00327 0.000724 0.00444 0.000724 0.00444 8.96e+02 5.48e+05
17 majorbasis 10 1.0 4.96e-11 7.74 1.77 0.000603 0.000685 0.00103 0.00937 0.00103 0.00934 2.22e+02 6.62e+03
18 memchip 68 1.0 6.83e-11 3.68 1.57 0.000191 0.00125 1.98e-05 0.000556 1.87e-05 0.000556 76.5 2.72e+04
19 ML_Laplace 55 1.04 9.39e-11 3.98 1.55 2.7e-09 2.01e-08 0.000125 0.0241 0.000124 0.024 6.54 6.11e+07
20 rajat31 26 1.0 5.26e-11 3.69 1.57 6.31e-06 5.98e-05 1.38e-06 0.000216 1.13e-06 0.000218 4.18 1.13e+06
21 ss 10 1.0 7.39e-11 5.4 1.69 0.0122 0.0233 0.000112 0.017 0.000112 0.0169 5.32e+02 4.27e+05
22 ss1 7 1.0 1.12e-11 8.91 1.8 0.00652 0.0407 0.00262 0.0391 0.0026 0.039 4.06e+02 1.2e+04
23 stomach 10 1.0 9.3e-11 11.8 1.84 0.0434 0.0452 0.00616 0.0426 0.00615 0.0426 2.75e+03 8.63e+04
24 torso2 10 1.0 4.04e-11 11.7 1.84 0.00833 0.0121 0.0056 0.0244 0.00558 0.0245 5.66e+02 1.47e+04
25 trans5 537 1.29 9.74e-11 2.1 1.13 7.91e-06 8.1e-05 1.62e-06 0.000715 0.0 0.000712 0.0 7.14e+05
26 Transport 34 1.0 5.25e-11 7.9 1.78 0.0724 0.618 8.12e-05 0.0175 8.11e-05 0.0175 73.6 1.64e+04
27 vas_stokes_1M 76 1.0 9.03e-11 6.88 1.75 0.011 0.0942 0.000569 0.0173 0.000569 0.0174 2.17e+03 8.77e+06
28 vas_stokes_2M 72 1.0 5.43e-11 6.73 1.74 0.0107 0.0952 0.000542 0.0156 0.00054 0.0156 2.88e+03 4.87e+06
29 xenon2 45 2.05 1.0 1.1e+04 0.978 1e-18 1e-18 0.000263 0.0602 0.727 1.99 1.59e+03 inf
Table 20: cFGMRES on the original system with the normwise equal compression strategy.
name iter rel iter ηb ρ µ minχk maxχk min ζk max ζk min ζ̃k max ζ̃k min ϕ̃k max ϕ̃k
1 atmosmodd 11 1.0 2.21e-11 5.38 1.69 0.0001 0.01 0.0001 0.01 5.42e-05 0.00539 9.99e-05 0.01
2 atmosmodj 12 1.09 6.33e-12 4.72 1.54 1e-05 0.01 1e-05 0.01 5.43e-06 0.00539 1e-05 0.01
3 atmosmodl 10 1.0 1.78e-11 5.1 1.67 0.0001 0.01 0.0001 0.01 5.42e-05 0.00539 0.0001 0.01
4 atmosmodm 10 1.0 1.36e-11 4.52 1.64 0.0001 0.01 0.0001 0.01 5.42e-05 0.00539 0.0001 0.01
5 cage12 8 1.0 2.87e-11 6.13 1.72 0.01 0.01 0.01 0.01 0.00434 0.00551 0.00998 0.01
6 cage13 8 1.0 8.43e-11 6.25 1.72 0.01 0.01 0.01 0.01 0.00527 0.00622 0.00999 0.01
7 cage14 8 1.0 5.6e-11 6.3 1.73 0.01 0.01 0.01 0.01 0.00474 0.00618 0.01 0.01
8 cage15 9 1.12 4.7e-12 5.62 1.54 0.01 0.01 0.01 0.01 0.00496 0.0054 0.01 0.01
9 crashbasis 10 1.0 3.26e-11 4.46 1.63 0.001 0.01 0.001 0.01 0.000536 0.00539 0.000998 0.00999
10 dc1 205 1.47 9.15e-11 2.84 1.1 0.0001 0.1 0.0001 0.1 0.0 0.033 0.0 0.0999
11 dc2 155 1.74 6.99e-11 2.32 0.921 0.0001 0.1 0.0001 0.1 0.0 0.0611 0.0 0.1
12 dc3 194 1.48 8.9e-11 3.21 1.12 0.0001 1.0 0.0001 1.0 0.0 0.311 0.0 0.5
13 Goodwin_095 239 0.976 9.93e-11 6.49 1.77 0.001 0.01 0.001 0.01 0.000534 0.00553 0.000998 0.01
14 Goodwin_127 174 1.03 9.87e-11 6.59 1.69 0.001 0.01 0.001 0.01 0.000529 0.00546 0.000998 0.01
15 hcircuit 234 1.09 9.86e-11 5.83 1.59 0.01 0.1 0.01 0.1 0.0053 0.0527 0.00997 0.0997
16 language 10 1.11 8.83e-12 5.51 1.55 0.01 0.01 0.01 0.01 0.00524 0.00633 0.00999 0.01
17 majorbasis 10 1.0 4.92e-11 6.69 1.74 0.01 0.01 0.01 0.01 0.00537 0.00543 0.00998 0.01
18 memchip 73 1.07 7.5e-11 5.54 1.59 0.01 0.01 0.01 0.01 0.00512 0.00571 0.01 0.01
19 ML_Laplace 52 0.981 7.01e-11 3.08 1.53 0.0001 0.01 0.0001 0.01 5.21e-05 0.0054 9.98e-05 0.01
20 rajat31 24 0.923 4.4e-11 4.78 1.77 0.0001 0.01 0.0001 0.01 4.48e-05 0.00539 0.0001 0.01
21 ss 10 1.0 6.68e-11 3.95 1.6 0.0001 0.01 0.0001 0.01 5.07e-05 0.00539 0.0001 0.01
22 ss1 6 0.857 5.12e-11 5.83 1.94 0.001 0.01 0.001 0.01 0.000535 0.00539 0.000999 0.01
23 stomach 10 1.0 4.5e-11 6.33 1.73 0.01 0.01 0.01 0.01 0.00437 0.00618 0.00999 0.01
24 torso2 10 1.0 2.64e-11 6.16 1.72 0.01 0.01 0.01 0.01 0.00506 0.00627 0.00998 0.01
25 trans5 675 1.62 9.82e-11 3.48 1.05 0.001 1.0 0.001 1.0 0.000164 0.428 0.000997 0.5
26 Transport 33 0.971 8.69e-11 5.89 1.75 0.0001 0.01 0.0001 0.01 5.4e-05 0.00539 9.99e-05 0.01
27 vas_stokes_1M 77 1.01 9.94e-11 5.2 1.66 0.001 0.01 0.001 0.01 0.000531 0.00541 0.000999 0.01
28 vas_stokes_2M 72 1.0 6.41e-11 5.35 1.68 0.001 0.01 0.001 0.01 0.000538 0.00541 0.000999 0.01
29 xenon2 22 1.0 8.57e-11 1.19 1.09 0.0001 0.01 0.0001 0.01 0.0 0.00539 0.0 0.01
Table 21: cFGMRES on the original system with the pointwise backtracking compression strategy.
Inria
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name iter rel iter ηb ρ µ minχk maxχk min ζk max ζk min ζ̃k max ζ̃k min ϕ̃k max ϕ̃k
1 atmosmodd 11 1.0 1.36e-11 5.78 1.7 2.37e-08 1.24e-07 1e-05 0.01 9.98e-06 0.01 14.6 2.28e+04
2 atmosmodj 11 1.0 7.72e-11 5.74 1.7 2.37e-08 1.24e-07 1e-05 0.01 9.98e-06 0.01 40.0 1.19e+04
3 atmosmodl 10 1.0 1.92e-11 6.6 1.74 1.02e-08 8.28e-08 1e-05 0.01 1e-05 0.01 28.7 3.39e+04
4 atmosmodm 10 1.0 1.2e-11 5.68 1.7 9.89e-10 4.41e-09 0.0001 0.01 9.96e-05 0.01 53.1 5.14e+03
5 cage12 8 1.0 5.55e-11 7.08 1.75 0.00203 0.0377 0.001 0.01 0.00099 0.01 1.33e+02 1.23e+04
6 cage13 8 1.0 7.61e-11 7.22 1.76 0.00197 0.0324 0.001 0.01 0.000995 0.00998 2.79e+02 1.69e+04
7 cage14 8 1.0 7.19e-11 8.14 1.78 0.00361 0.0256 0.001 0.01 0.000995 0.01 1.96e+03 2.36e+05
8 cage15 9 1.12 4.17e-12 7.32 1.59 0.00391 0.0357 0.001 0.01 0.000996 0.01 5.73e+02 4.86e+06
9 crashbasis 10 1.0 3.27e-11 3.79 1.58 2.28e-05 6.95e-05 0.0001 0.01 9.98e-05 0.01 1.3e+02 1.39e+04
10 dc1 180 1.29 7.97e-11 3.44 1.26 1.03e-05 0.00643 1e-06 0.01 0.0 0.01 0.0 1.33e+07
11 dc2 123 1.38 7.96e-11 3.33 1.19 1.06e-05 0.00564 1e-06 0.01 1e-06 0.01 8.46 4.59e+05
12 dc3 174 1.33 9.36e-11 3.81 1.26 4.35e-05 0.00548 1e-05 0.01 9.84e-06 0.0103 3.09 4.41e+06
13 Goodwin_095 247 1.01 9.7e-11 5.48 1.68 0.0117 0.659 0.0001 0.01 9.94e-05 0.01 10.6 1.14e+05
14 Goodwin_127 175 1.04 9.52e-11 5.77 1.65 0.0121 0.652 0.0001 0.01 9.97e-05 0.01 18.2 3.31e+04
15 hcircuit 233 1.08 9.77e-11 6.15 1.6 0.00091 0.0586 0.001 0.1 0.000995 0.126 20.1 1.49e+06
16 language 10 1.11 1.19e-11 7.21 1.6 0.00225 0.022 0.001 0.01 0.000996 0.01 1.02e+03 5.24e+04
17 majorbasis 10 1.0 4.55e-11 7.07 1.75 0.000233 0.000644 0.001 0.01 0.000996 0.00999 63.4 6.13e+03
18 memchip 67 0.985 9.56e-11 6.09 1.74 0.00344 0.0601 0.001 0.01 0.000997 0.01 1.14e+03 1.9e+06
19 ML_Laplace 53 1.0 8.78e-11 3.7 1.57 6.31e-10 1.48e-08 0.0001 0.01 9.9e-05 0.00997 1.59 2.39e+07
20 rajat31 24 0.923 5.2e-11 6.58 1.86 0.000148 0.0034 0.0001 0.01 9.68e-05 0.0102 1.72e+02 5.42e+07
21 ss 10 1.0 6.07e-11 4.85 1.66 0.0024 0.0135 0.0001 0.01 9.95e-05 0.00999 9.48e+02 3.06e+04
22 ss1 7 1.0 7.05e-12 6.76 1.74 0.000989 0.00827 0.001 0.01 0.000992 0.00997 4.45e+02 8.42e+04
23 stomach 10 1.0 3.77e-11 8.72 1.79 0.00441 0.0269 0.001 0.01 0.000995 0.01 6.46e+02 2.05e+04
24 torso2 10 1.0 2.08e-11 8.53 1.79 0.00165 0.00687 0.001 0.01 0.000995 0.01 4.5e+02 1.28e+04
25 trans5 690 1.65 9.72e-11 4.5 1.07 0.000159 0.0156 0.0001 0.1 9.95e-05 0.095 25.2 1.15e+07
26 Transport 34 1.0 6.41e-11 7.76 1.77 0.0206 0.668 0.0001 0.01 9.95e-05 0.01 44.1 1.1e+04
27 vas_stokes_1M 77 1.01 6.34e-11 6.63 1.72 0.00307 0.0879 0.001 0.01 0.000993 0.01 1.85e+03 3.3e+05
28 vas_stokes_2M 72 1.0 6.55e-11 6.71 1.74 0.00316 0.097 0.001 0.01 0.000994 0.01 1.34e+03 6.94e+06
29 xenon2 45 2.05 1.0 1.1e+04 0.978 1e-18 1e-18 1e-18 1e-18 0.727 1.99 1.59e+03 inf
Table 22: cFGMRES on the original system with the normwise backtracking compression strategy.
name iter rel iter ηb ρ µ minχk maxχk min ζk max ζk min ζ̃k max ζ̃k min ϕ̃k max ϕ̃k
1 atmosmodd 11 1.0 9.87e-11 2.86 1.48 1e-08 0.001 1e-08 0.001 2.89e-09 0.000542 9.98e-09 0.000999
2 atmosmodj 12 1.09 4.19e-11 2.75 1.37 1e-08 0.001 1e-08 0.001 2.96e-09 0.000543 9.98e-09 0.001
3 atmosmodl 21 2.1 5.5e-09 2.95 0.82 1e-08 1.0 1e-08 1e+12 2.98e-09 0.324 9.96e-09 0.5
4 atmosmodm 21 2.1 2.06e-09 2.8 0.814 1e-08 1.0 1e-08 1e+12 2.89e-09 0.357 9.99e-09 0.5
5 cage12 8 1.0 7.96e-11 2.01 1.34 1e-08 0.1 1e-08 0.1 0.0 0.0496 0.0 0.0997
6 cage13 9 1.12 2.35e-11 2.65 1.33 1e-08 1.0 1e-08 1.0 2.78e-09 0.283 1e-08 0.5
7 cage14 9 1.12 2.49e-11 2.87 1.36 1e-08 1.0 1e-08 1.0 2.98e-09 0.307 9.99e-09 0.5
8 cage15 9 1.12 4.8e-11 2.97 1.37 1e-08 1.0 1e-08 1.0 2.98e-09 0.299 1e-08 0.5
9 crashbasis 19 1.9 7.16e-11 2.18 0.848 1e-08 1.0 1e-08 1e+10 0.0 0.328 0.0 0.5
10 dc1 279 2.01 1.24e-09 1.98 0.796 1e-08 1.0 1e-08 1e+11 0.0 0.495 0.0 0.5
11 dc2 179 2.01 3.56e-10 1.92 0.79 1e-08 1.0 1e-08 1e+11 0.0 0.477 0.0 0.5
12 dc3 263 2.01 4.45e-10 1.85 0.785 1e-08 1.0 1e-08 1e+10 0.0 0.495 0.0 0.5
13 Goodwin_095 276 1.13 9.62e-11 2.38 1.29 1e-08 1.0 1e-08 1e+03 0.0 0.341 0.0 0.5
14 Goodwin_127 214 1.27 9.89e-11 2.46 1.2 1e-08 1.0 1e-08 1e+04 0.0 0.331 0.0 0.5
15 hcircuit 264 1.23 9.97e-11 2.36 1.21 1e-08 1.0 1e-08 1e+03 0.0 0.318 0.0 0.5
16 language 11 1.22 3.31e-11 2.65 1.25 1e-08 1.0 1e-08 1e+02 1.59e-09 0.304 1e-08 0.5
17 majorbasis 12 1.2 8.41e-11 2.64 1.27 1e-08 1.0 1e-08 1e+03 0.0 0.309 0.0 0.5
18 memchip 92 1.35 9.57e-11 3.04 1.19 1e-08 1.0 1e-08 1e+05 2.96e-09 0.353 9.98e-09 0.5
19 ML_Laplace 107 2.02 3.4e-09 2.52 0.828 1e-08 1.0 1e-08 1e+09 1.5e-09 0.332 9.88e-09 0.5
20 rajat31 53 2.04 3.86e-10 2.68 0.829 1e-08 1.0 1e-08 1e+09 2.37e-09 0.383 1e-08 0.5
21 ss 21 2.1 2.62e-09 2.67 0.808 1e-08 1.0 1e-08 1e+12 2.62e-09 0.318 9.96e-09 0.5
22 ss1 7 1.0 2.86e-11 2.03 1.34 1e-08 0.01 1e-08 0.01 0.0 0.00539 0.0 0.01
23 stomach 12 1.2 3.33e-11 2.56 1.26 1e-08 1.0 1e-08 1e+03 0.0 0.339 0.0 0.5
24 torso2 11 1.1 3.6e-11 2.31 1.3 1e-08 1.0 1e-08 1e+02 0.0 0.291 0.0 0.5
25 trans5 835 2.0 2.08e-10 1.88 0.789 1e-08 1.0 1e-08 1e+11 0.0 0.468 0.0 0.5
26 Transport 69 2.03 9.59e-10 3.3 0.858 1e-08 1.0 1e-08 1e+09 2.94e-09 0.347 9.99e-09 0.5
27 vas_stokes_1M 122 1.61 8.96e-11 3.01 1.03 1e-08 1.0 1e-08 1e+07 1.51e-09 0.325 9.97e-09 0.5
28 vas_stokes_2M 109 1.51 7.58e-11 3.1 1.09 1e-08 1.0 1e-08 1e+05 1.57e-09 0.325 9.98e-09 0.5
29 xenon2 45 2.05 3.21e-10 1.61 0.751 1e-08 1.0 1e-08 1e+06 0.0 0.317 0.0 0.5
Table 23: cFGMRES on the original system with the pointwise heuristic compression strategy.
RR n° 9342
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name iter rel iter ηb ρ µ minχk maxχk min ζk max ζk min ζ̃k max ζ̃k min ϕ̃k max ϕ̃k
1 atmosmodd 12 1.09 2.34e-11 3.05 1.41 8.54e-14 4.17e-06 1e-08 0.001 1.64e-09 0.001 0.000232 1.92e+04
2 atmosmodj 14 1.27 5.11e-11 2.93 1.24 8.54e-14 5.03e-05 1e-08 0.01 1.64e-09 0.01 0.000289 1.24e+06
3 atmosmodl 21 2.1 5.7e-07 4.65 0.864 2.71e-14 1.0 1e-08 1e+12 3.12e-09 16.0 5.75e-05 1.98e+08
4 atmosmodm 21 2.1 5.48e-07 4.29 0.857 2.14e-15 1.0 1e-08 1e+12 1.62e-09 6.27 9.12e-06 1.53e+08
5 cage12 11 1.38 8.34e-11 2.5 1.13 1.44e-08 1.0 1e-08 1e+02 0.0 0.877 0.0 4.47e+05
6 cage13 11 1.38 7.75e-11 3.21 1.19 1.43e-08 1.0 1e-08 1e+02 2.91e-09 0.792 1.23e-05 2.54e+05
7 cage14 11 1.38 9.92e-11 3.42 1.2 1.43e-08 1.0 1e-08 1e+02 3.01e-09 0.881 2.16e-05 2.27e+05
8 cage15 17 2.12 3.02e-10 3.53 0.83 1.43e-08 1.0 1e-08 1e+08 3.22e-09 0.827 6.13e-05 6.35e+07
9 crashbasis 21 2.1 8.94e-08 3.78 0.846 3.09e-11 1.0 1e-08 1e+12 3.34e-09 17.5 0.000248 2.73e+07
10 dc1 279 2.01 1.74e-08 3.38 0.869 1.03e-09 1.0 1e-08 1e+11 0.0 8.4 0.0 2.19e+09
11 dc2 179 2.01 9.85e-08 3.55 0.872 1.06e-09 1.0 1e-08 1e+11 0.0 5.01 0.0 2.18e+09
12 dc3 263 2.01 4.17e-07 3.18 0.861 1.06e-09 1.0 1e-08 1e+10 0.0 16.8 0.0 1.09e+11
13 Goodwin_095 262 1.07 9.33e-11 2.92 1.42 2.23e-08 1.0 1e-08 1e+02 0.0 0.0377 0.0 1.65e+05
14 Goodwin_127 189 1.12 9.82e-11 2.87 1.36 2.26e-08 1.0 1e-08 1e+03 0.0 0.0246 0.0 4.33e+06
15 hcircuit 431 2.0 7.72e-09 2.88 0.85 2.81e-10 1.0 1e-08 1e+11 0.0 2.5 0.0 8.33e+07
16 language 19 2.11 2.41e-09 3.51 0.835 7.11e-09 1.0 1e-08 1e+10 1.39e-09 0.973 0.000665 2.24e+06
17 majorbasis 21 2.1 3.74e-08 2.86 0.816 6.44e-10 1.0 1e-08 1e+12 0.0 6.68 0.0 2.06e+08
18 memchip 96 1.41 8.8e-11 3.52 1.18 3.44e-09 1.0 1e-08 1e+05 9.81e-10 0.225 0.000785 1.66e+07
19 ML_Laplace 107 2.02 1.62e-08 3.41 0.865 1.12e-15 1.0 1e-08 1e+09 5.09e-10 12.4 4.38e-05 6.69e+07
20 rajat31 53 2.04 9.07e-09 4.49 0.885 3.03e-10 1.0 1e-08 1e+09 1.01e-09 22.7 0.00218 7.65e+09
21 ss 21 2.1 1.03e-07 3.81 0.847 7.2e-09 1.0 1e-08 1e+12 1e-09 0.964 0.000105 2.05e+06
22 ss1 7 1.0 3.15e-11 2.07 1.35 9.89e-09 0.0117 1e-08 0.01 0.0 0.00999 0.0 1.85e+05
23 stomach 21 2.1 1.1e-08 3.25 0.831 1.06e-08 1.0 1e-08 1e+12 0.0 0.889 0.0 7.38e+05
24 torso2 21 2.1 1.34e-08 3.55 0.84 3.41e-09 1.0 1e-08 1e+12 0.0 1.48 0.0 6.4e+05
25 trans5 835 2.0 1.95e-08 3.34 0.869 1.26e-09 1.0 1e-08 1e+11 0.0 16.9 0.0 2.07e+11
26 Transport 36 1.06 5.7e-11 4.28 1.55 4.13e-08 1.0 1e-08 1.0 9.93e-10 0.00025 2e-05 5.94e+04
27 vas_stokes_1M 153 2.01 2.5e-09 3.91 0.881 6.33e-09 1.0 1e-08 1e+11 5.96e-10 0.813 0.000572 4.89e+07
28 vas_stokes_2M 145 2.01 5.98e-09 3.91 0.881 6.84e-09 1.0 1e-08 1e+10 9.05e-10 0.864 5.67e-05 4.09e+08
29 xenon2 45 2.05 1.0 1.1e+04 0.978 1e-18 1e-18 1e-08 1e+06 0.727 1.99 1.59e+03 inf
Table 24: cFGMRES on the original system with the normwise heuristic compression strategy.
name iter rel iter ηb ρ µ minχk maxχk min ζk max ζk min ζ̃k max ζ̃k min ϕ̃k max ϕ̃k
1 atmosmodd 23 2.09 7.44e-06 6.36 0.89 1.0 1.0 1.0 1.0 0.304 0.332 0.5 0.5
2 atmosmodj 23 2.09 4.36e-06 6.17 0.888 1.0 1.0 1.0 1.0 0.303 0.335 0.5 0.5
3 atmosmodl 21 2.1 6.72e-06 5.66 0.878 1.0 1.0 1.0 1.0 0.302 0.334 0.5 0.5
4 atmosmodm 21 2.1 1.12e-05 5.21 0.873 1.0 1.0 1.0 1.0 0.267 0.318 0.5 0.5
5 cage12 16 2.0 3.75e-11 4.83 0.906 1.0 1.0 1.0 1.0 0.283 0.347 0.5 0.5
6 cage13 16 2.0 4.3e-11 4.87 0.907 1.0 1.0 1.0 1.0 0.239 0.358 0.5 0.5
7 cage14 16 2.0 4.26e-11 4.82 0.906 1.0 1.0 1.0 1.0 0.284 0.367 0.5 0.5
8 cage15 16 2.0 5.49e-11 4.66 0.903 1.0 1.0 1.0 1.0 0.283 0.396 0.5 0.5
9 crashbasis 21 2.1 6.62e-08 4.53 0.862 1.0 1.0 1.0 1.0 0.288 0.348 0.5 0.5
10 dc1 279 2.01 8.51e-07 4.33 0.894 1.0 1.0 1.0 1.0 0.028 0.492 0.5 0.5
11 dc2 179 2.01 2.18e-06 4.25 0.89 1.0 1.0 1.0 1.0 0.0391 0.495 0.5 0.5
12 dc3 263 2.01 3.25e-06 4.23 0.891 1.0 1.0 1.0 1.0 0.0377 0.498 0.5 0.5
13 Goodwin_095 311 1.27 9.44e-11 9.01 1.45 1.0 1.0 1.0 1.0 0.289 0.343 0.5 0.5
14 Goodwin_127 240 1.42 9.61e-11 8.53 1.3 1.0 1.0 1.0 1.0 0.294 0.352 0.5 0.5
15 hcircuit 431 2.0 1.19e-10 4.92 0.906 1.0 1.0 1.0 1.0 0.304 0.32 0.5 0.5
16 language 18 2.0 8.55e-11 4.34 0.897 1.0 1.0 1.0 1.0 0.265 0.337 0.5 0.5
17 majorbasis 17 1.7 3.46e-11 5.29 1.06 1.0 1.0 1.0 1.0 0.309 0.322 0.5 0.5
18 memchip 137 2.01 3.26e-09 5.14 0.905 1.0 1.0 1.0 1.0 0.297 0.339 0.5 0.5
19 ML_Laplace 107 2.02 2.47e-07 6.36 0.919 1.0 1.0 1.0 1.0 0.291 0.349 0.5 0.5
20 rajat31 53 2.04 1.56e-06 5.45 0.9 1.0 1.0 1.0 1.0 0.167 0.385 0.5 0.5
21 ss 21 2.1 3.68e-05 5.4 0.875 1.0 1.0 1.0 1.0 0.301 0.334 0.5 0.5
22 ss1 15 2.14 5.74e-11 3.99 0.836 1.0 1.0 1.0 1.0 0.281 0.364 0.5 0.5
23 stomach 17 1.7 3.8e-11 5.47 1.06 1.0 1.0 1.0 1.0 0.198 0.363 0.5 0.5
24 torso2 16 1.6 2.39e-11 5.72 1.13 1.0 1.0 1.0 1.0 0.291 0.365 0.5 0.5
25 trans5 835 2.0 2.75e-06 4.2 0.893 1.0 1.0 1.0 1.0 0.0345 0.492 0.5 0.5
26 Transport 69 2.03 9.28e-08 7.05 0.921 1.0 1.0 1.0 1.0 0.285 0.349 0.5 0.5
27 vas_stokes_1M 153 2.01 3.59e-08 6.41 0.922 1.0 1.0 1.0 1.0 0.296 0.329 0.5 0.5
28 vas_stokes_2M 145 2.01 2.05e-08 6.78 0.925 1.0 1.0 1.0 1.0 0.294 0.335 0.5 0.5
29 xenon2 45 2.05 3.76e-06 5.39 0.896 1.0 1.0 1.0 1.0 0.306 0.324 0.5 0.5
Table 25: cFGMRES on the original system with the pointwise SZ 16 compression strategy.
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name iter rel iter ηb ρ µ minχk maxχk min ζk max ζk min ζ̃k max ζ̃k min ϕ̃k max ϕ̃k
1 atmosmodd 23 2.09 1.0 2.9e+03 0.956 0.000326 0.000326 0.0277 38.2 0.0277 56.5 1.86e+03 1.35e+12
2 atmosmodj 23 2.09 1.0 3.25e+03 0.956 0.000326 0.000326 0.0267 38.2 0.0269 13.0 15.1 2.75e+12
3 atmosmodl 21 2.1 1.0 2.65e+04 0.952 0.000326 0.000326 0.235 1.2e+02 0.251 34.2 0.601 8.61e+08
4 atmosmodm 21 2.1 1.01 1.01e+05 0.952 0.000326 0.000326 4.51 1.53e+03 0.975 8.73 0.98 5.64e+07
5 cage12 8 1.0 3.46e-11 3.41 1.55 0.000326 0.000326 5.53e-05 0.000227 5.48e-05 0.000226 13.3 2.42e+02
6 cage13 8 1.0 5.39e-11 4.2 1.62 0.000326 0.000326 4.96e-05 0.000228 4.95e-05 0.000227 41.8 1.61e+03
7 cage14 8 1.0 5.28e-11 4.68 1.65 0.000326 0.000326 4.7e-05 0.000228 4.67e-05 0.000228 51.5 6.16e+03
8 cage15 8 1.0 9.45e-11 4.96 1.66 0.000326 0.000326 4.26e-05 0.000229 4.25e-05 0.000229 2.52e+02 6.5e+04
9 crashbasis 11 1.1 5.43e-11 7.01 1.61 0.000326 0.000326 0.00105 0.106 0.00104 0.108 3.96e+02 1.35e+05
10 dc1 171 1.23 9.87e-11 3.81 1.34 0.000326 0.000326 1.1e-05 0.00316 1.1e-05 0.00305 1.88 5.07e+08
11 dc2 121 1.36 6.87e-11 3.34 1.21 0.000326 0.000326 1.27e-05 0.0183 1.27e-05 0.0191 6.03 1.08e+08
12 dc3 167 1.27 9.36e-11 3.95 1.31 0.000326 0.000326 2.07e-05 0.00308 2.07e-05 0.00321 18.6 2.28e+07
13 Goodwin_095 245 1.0 9.08e-11 1.43 1.18 0.000326 0.000326 1.34e-07 0.000146 0.0 0.000146 0.0 3.79e+03
14 Goodwin_127 172 1.02 9.76e-11 1.77 1.26 0.000326 0.000326 1.08e-07 0.000144 0.0 0.000144 0.0 9.44e+03
15 hcircuit 224 1.04 9.79e-11 1.91 1.28 0.000326 0.000326 3.19e-05 0.0116 0.0 0.0133 0.0 1.97e+05
16 language 9 1.0 4.63e-11 4.55 1.64 0.000326 0.000326 7.98e-05 0.000459 7.94e-05 0.000459 16.0 9.19e+02
17 majorbasis 10 1.0 4.4e-11 6.64 1.74 0.000326 0.000326 0.000517 0.00506 0.000517 0.00506 1.2e+02 3.57e+03
18 memchip 68 1.0 8.27e-11 3.01 1.5 0.000326 0.000326 5.34e-06 0.000949 3.81e-06 0.000948 19.0 1.89e+04
19 ML_Laplace 107 2.02 1.0 2.54e+04 0.991 0.000326 0.000326 6.2 2.9e+03 0.959 2.33 1.04 3.11e+10
20 rajat31 25 0.962 8.74e-11 5.09 1.73 0.000326 0.000326 9.82e-06 0.0108 9.09e-06 0.0107 49.9 9.21e+07
21 ss 10 1.0 5.72e-11 2.92 1.49 0.000326 0.000326 2.4e-06 0.000453 1.68e-06 0.000452 22.1 1.63e+05
22 ss1 7 1.0 2.94e-11 4.6 1.64 0.000326 0.000326 0.000111 0.000393 0.00011 0.000392 99.9 1.56e+03
23 stomach 10 1.0 4e-11 4.19 1.61 0.000326 0.000326 4.46e-05 0.000308 4.45e-05 0.000307 98.4 1.86e+03
24 torso2 10 1.0 2.6e-11 5.64 1.7 0.000326 0.000326 0.000153 0.000957 0.000153 0.000956 31.7 1.54e+03
25 trans5 532 1.28 9.84e-11 3.64 1.29 0.000326 0.000326 2.08e-05 0.0023 2.08e-05 0.00229 18.7 2.24e+06
26 Transport 34 1.0 7.55e-11 2.4 1.41 0.000326 0.000326 5.64e-08 7.89e-05 3.52e-08 7.89e-05 0.512 1.53e+04
27 vas_stokes_1M 76 1.0 9.15e-11 2.87 1.48 0.000326 0.000326 3.55e-06 0.000515 3.03e-06 0.000515 1.99e+02 1.25e+05
28 vas_stokes_2M 71 0.986 6.88e-11 3.06 1.52 0.000326 0.000326 3.03e-06 0.000477 2.41e-06 0.000475 1.36e+02 1.09e+06
29 xenon2 45 2.05 1.0 1.1e+04 0.978 0.000326 0.000326 3.65e+22 1.49e+25 0.727 1.99 1.59e+03 inf
Table 26: cFGMRES on the original system with the normwise SZ 16 compression strategy.
name iter rel iter ηb ρ µ minχk maxχk min ζk max ζk min ζ̃k max ζ̃k min ϕ̃k max ϕ̃k
1 atmosmodd 11 1.0 1.38e-11 2.17 1.37 5.96e-08 5.96e-08 5.96e-08 5.96e-08 2.31e-08 2.71e-08 5.96e-08 5.96e-08
2 atmosmodj 11 1.0 8.43e-11 2.17 1.37 5.96e-08 5.96e-08 5.96e-08 5.96e-08 2.37e-08 2.69e-08 5.95e-08 5.96e-08
3 atmosmodl 10 1.0 1.37e-11 2.14 1.36 5.96e-08 5.96e-08 5.96e-08 5.96e-08 2.31e-08 2.59e-08 5.95e-08 5.96e-08
4 atmosmodm 10 1.0 1.15e-11 2.12 1.36 5.96e-08 5.96e-08 5.96e-08 5.96e-08 2.31e-08 2.42e-08 5.96e-08 5.96e-08
5 cage12 8 1.0 3.46e-11 1.87 1.3 5.96e-08 5.96e-08 5.96e-08 5.96e-08 1.49e-08 2.47e-08 5.92e-08 5.96e-08
6 cage13 8 1.0 5.38e-11 1.9 1.31 5.96e-08 5.96e-08 5.96e-08 5.96e-08 1.05e-08 2.4e-08 5.95e-08 5.96e-08
7 cage14 8 1.0 5.28e-11 1.91 1.31 5.96e-08 5.96e-08 5.96e-08 5.96e-08 1.25e-08 2.39e-08 5.96e-08 5.96e-08
8 cage15 8 1.0 9.45e-11 1.9 1.31 5.96e-08 5.96e-08 5.96e-08 5.96e-08 1.2e-08 2.39e-08 5.96e-08 5.96e-08
9 crashbasis 10 1.0 3.15e-11 1.92 1.32 5.96e-08 5.96e-08 5.96e-08 5.96e-08 2.1e-08 2.42e-08 5.92e-08 5.96e-08
10 dc1 156 1.12 8.24e-11 1.59 1.14 5.96e-08 5.96e-08 5.96e-08 5.96e-08 1.89e-09 3.97e-08 5.7e-08 5.96e-08
11 dc2 99 1.11 9.71e-11 1.57 1.14 5.96e-08 5.96e-08 5.96e-08 5.96e-08 1.39e-09 4.03e-08 5.68e-08 5.96e-08
12 dc3 156 1.19 9.91e-11 1.46 1.07 5.96e-08 5.96e-08 5.96e-08 5.96e-08 1.28e-09 4.1e-08 5.61e-08 5.96e-08
13 Goodwin_095 245 1.0 9.97e-11 1.99 1.33 5.96e-08 5.96e-08 5.96e-08 5.96e-08 1.2e-08 2.44e-08 5.93e-08 5.96e-08
14 Goodwin_127 169 1.0 9.9e-11 2.0 1.33 5.96e-08 5.96e-08 5.96e-08 5.96e-08 1.2e-08 2.42e-08 5.93e-08 5.96e-08
15 hcircuit 225 1.05 9.6e-11 1.86 1.26 5.96e-08 5.96e-08 5.96e-08 5.96e-08 1.2e-08 2.39e-08 5.78e-08 5.96e-08
16 language 9 1.0 3.4e-11 1.84 1.29 5.96e-08 5.96e-08 5.96e-08 5.96e-08 1.28e-08 2.98e-08 5.95e-08 5.96e-08
17 majorbasis 10 1.0 4.67e-11 1.97 1.33 5.96e-08 5.96e-08 5.96e-08 5.96e-08 1.38e-08 2.39e-08 5.91e-08 5.96e-08
18 memchip 69 1.01 7.61e-11 1.94 1.31 5.96e-08 5.96e-08 5.96e-08 5.96e-08 1.2e-08 2.39e-08 5.95e-08 5.96e-08
19 ML_Laplace 53 1.0 8.82e-11 2.08 1.35 5.96e-08 5.96e-08 5.96e-08 5.96e-08 1.21e-08 2.39e-08 5.92e-08 5.96e-08
20 rajat31 26 1.0 5.26e-11 2.05 1.35 5.96e-08 5.96e-08 5.96e-08 5.96e-08 1.14e-08 2.84e-08 5.96e-08 5.96e-08
21 ss 10 1.0 5.62e-11 2.02 1.34 5.96e-08 5.96e-08 5.96e-08 5.96e-08 1.21e-08 2.38e-08 5.96e-08 5.96e-08
22 ss1 7 1.0 2.74e-11 1.92 1.32 5.96e-08 5.96e-08 5.96e-08 5.96e-08 1.21e-08 2.41e-08 5.87e-08 5.94e-08
23 stomach 10 1.0 4e-11 1.83 1.29 5.96e-08 5.96e-08 5.96e-08 5.96e-08 1.5e-08 2.55e-08 5.91e-08 5.96e-08
24 torso2 10 1.0 2.6e-11 1.83 1.29 5.96e-08 5.96e-08 5.96e-08 5.96e-08 1.98e-08 2.79e-08 5.87e-08 5.96e-08
25 trans5 437 1.05 9.82e-11 1.66 1.21 5.96e-08 5.96e-08 5.96e-08 5.96e-08 1.02e-09 4.06e-08 5.69e-08 5.96e-08
26 Transport 34 1.0 7.55e-11 2.28 1.39 5.96e-08 5.96e-08 5.96e-08 5.96e-08 1.93e-08 2.76e-08 5.96e-08 5.96e-08
27 vas_stokes_1M 76 1.0 7.96e-11 2.02 1.34 5.96e-08 5.96e-08 5.96e-08 5.96e-08 1.2e-08 2.51e-08 5.96e-08 5.96e-08
28 vas_stokes_2M 72 1.0 7.1e-11 2.04 1.34 5.96e-08 5.96e-08 5.96e-08 5.96e-08 1.26e-08 2.59e-08 5.96e-08 5.96e-08
29 xenon2 22 1.0 7.87e-11 2.05 1.35 5.96e-08 5.96e-08 5.96e-08 5.96e-08 1.23e-08 2.54e-08 5.9e-08 5.96e-08
Table 27: cFGMRES on the original system with the pointwise SZ 32 compression strategy.
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name iter rel iter ηb ρ µ minχk maxχk min ζk max ζk min ζ̃k max ζ̃k min ϕ̃k max ϕ̃k
1 atmosmodd 11 1.0 1.32e-11 5.39 1.69 4.17e-08 4.17e-08 3.91e-06 0.00488 3.91e-06 0.00488 11.0 1.19e+05
2 atmosmodj 11 1.0 8.83e-11 5.3 1.68 4.17e-08 4.17e-08 3.64e-06 0.00488 3.64e-06 0.00488 1.57 5.93e+03
3 atmosmodl 10 1.0 1.61e-11 6.75 1.74 4.17e-08 4.17e-08 3.57e-05 0.0154 3.57e-05 0.0154 1.11e+02 1.03e+04
4 atmosmodm 14 1.4 5.79e-11 7.27 1.3 4.17e-08 4.17e-08 0.00184 0.195 0.00184 0.195 1.65e+03 9.03e+04
5 cage12 8 1.0 3.46e-11 1.97 1.33 4.17e-08 4.17e-08 7.07e-09 2.9e-08 9.17e-10 1.21e-08 7.19e-06 0.00353
6 cage13 8 1.0 5.38e-11 1.94 1.32 4.17e-08 4.17e-08 6.35e-09 2.91e-08 6.3e-10 5.93e-09 1.77e-05 0.0051
7 cage14 8 1.0 5.28e-11 1.93 1.32 4.17e-08 4.17e-08 6.01e-09 2.92e-08 6.79e-10 1.21e-08 7.7e-05 0.0242
8 cage15 8 1.0 9.45e-11 1.95 1.32 4.17e-08 4.17e-08 5.45e-09 2.92e-08 5.01e-10 1.29e-08 0.000275 0.171
9 crashbasis 10 1.0 3.15e-11 1.04 1.02 4.17e-08 4.17e-08 1.14e-07 1.35e-05 0.0 0.0 0.0 0.0
10 dc1 155 1.12 9.96e-11 1.91 1.22 4.17e-08 4.17e-08 1.03e-09 4.05e-07 0.0 1.54e-07 0.0 3.13
11 dc2 139 1.56 8.21e-11 1.4 0.879 4.17e-08 4.17e-08 1.9e-09 3.93e-07 0.0 1.04e-07 0.0 50.1
12 dc3 145 1.11 7.36e-11 1.97 1.24 4.17e-08 4.17e-08 2.02e-09 5.04e-07 0.0 2.03e-07 0.0 34.8
13 Goodwin_095 244 0.996 8.92e-11 1.65 1.25 4.17e-08 4.17e-08 1.72e-11 1.87e-08 1.49e-12 3.18e-09 7.65e-07 0.0177
14 Goodwin_127 169 1.0 9.8e-11 1.66 1.25 4.17e-08 4.17e-08 1.38e-11 1.85e-08 1.14e-12 3.28e-09 2.1e-06 0.0656
15 hcircuit 220 1.02 9.87e-11 1.73 1.25 4.17e-08 4.17e-08 4.35e-09 1.48e-06 0.0 7.44e-09 0.0 0.0152
16 language 9 1.0 3.4e-11 2.03 1.34 4.17e-08 4.17e-08 1.02e-08 5.87e-08 7.66e-10 6.83e-09 0.000269 0.394
17 majorbasis 10 1.0 4.67e-11 1.89 1.31 4.17e-08 4.17e-08 6.6e-08 6.48e-07 1.14e-08 1.7e-07 0.000525 0.113
18 memchip 68 1.0 9.05e-11 1.72 1.26 4.17e-08 4.17e-08 7.75e-10 1.21e-07 1.82e-11 2.9e-08 1.37e-05 0.611
19 ML_Laplace 66 1.25 7.84e-11 4.28 1.35 4.17e-08 4.17e-08 0.000298 0.371 0.000298 0.365 23.6 7.68e+09
20 rajat31 26 1.0 5.26e-11 2.03 1.34 4.17e-08 4.17e-08 1.12e-09 1.38e-06 2.32e-10 9.29e-07 3.84e-05 3.35e+03
21 ss 10 1.0 5.62e-11 1.7 1.26 4.17e-08 4.17e-08 3.07e-10 5.79e-08 1.4e-11 5.26e-09 0.000608 1.76
22 ss1 7 1.0 2.74e-11 1.89 1.31 4.17e-08 4.17e-08 1.41e-08 5.03e-08 1.91e-09 1.17e-08 0.000152 0.0406
23 stomach 10 1.0 4e-11 2.01 1.33 4.17e-08 4.17e-08 5.7e-09 3.94e-08 9.23e-10 6.72e-09 0.000224 0.0434
24 torso2 10 1.0 2.6e-11 2.03 1.34 4.17e-08 4.17e-08 1.96e-08 1.22e-07 3.13e-09 2.64e-08 0.00031 0.0133
25 trans5 440 1.06 9.85e-11 1.99 1.28 4.17e-08 4.17e-08 2.54e-09 5.23e-07 0.0 2.82e-07 0.0 6.11e+02
26 Transport 34 1.0 7.55e-11 1.62 1.24 4.17e-08 4.17e-08 7.22e-12 1.01e-08 7.28e-13 1.6e-09 1.88e-06 0.00712
27 vas_stokes_1M 76 1.0 7.47e-11 1.82 1.29 4.17e-08 4.17e-08 4.3e-10 6.59e-08 4.22e-11 1.46e-08 0.000385 4.67
28 vas_stokes_2M 72 1.0 5.94e-11 1.77 1.28 4.17e-08 4.17e-08 3.87e-10 6.1e-08 2.98e-11 7.29e-09 0.000285 12.4
29 xenon2 45 2.05 1.0 1.1e+04 0.978 4.17e-08 4.17e-08 4.67e+18 1.91e+21 0.727 1.99 1.59e+03 inf
Table 28: cFGMRES on the original system with the normwise SZ 32 compression strategy.
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Figure 6: The compression ratio ρ of Z grouped per compression strategy for the solution of the
original systems. Each bar per strategy corresponds to a different matrix according to its id in
Table 1. Horizontal reference lines are added at ρ = 2 and 4.
Figure 7: The memory ratio µ grouped per compression strategy for the solution of the original
systems. Each bar per strategy corresponds to a different matrix according to its id in Table 1.
Horizontal reference lines are added at µ = 1, 1.33, and 1.6.
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β γ dim info iter ρ µ
-100 10 N 11 8.07 1.63
-100 10 Y 11 11.08 1.68
-100 50 N 11 9.01 1.65
-100 50 Y 11 11.07 1.68
-100 100 N 11 9.23 1.66
-100 100 Y 11 11.18 1.68
-100 500 N 10 11.46 1.84
-100 500 Y 10 12.28 1.85
-100 1000 N 11 11.07 1.68
-100 1000 Y 11 11.31 1.68
-50 10 N 11 8.09 1.63
-50 10 Y 11 11.11 1.68
-50 50 N 11 8.99 1.65
-50 50 Y 11 11.17 1.68
-50 100 N 11 9.24 1.66
-50 100 Y 11 11.19 1.68
-50 500 N 10 11.46 1.84
-50 500 Y 10 12.37 1.85
-50 1000 N 11 11.06 1.68
-50 1000 Y 11 11.34 1.68
-10 10 N 11 8.04 1.63
-10 10 Y 11 11.11 1.68
-10 50 N 11 8.98 1.65
-10 50 Y 11 11.16 1.68
-10 100 N 11 9.23 1.66
-10 100 Y 11 11.21 1.68
-10 500 N 10 11.49 1.84
-10 500 Y 10 12.37 1.85
-10 1000 N 11 11.06 1.68
-10 1000 Y 11 11.34 1.68
10 10 N 11 8.12 1.64
10 10 Y 11 11.11 1.68
10 50 N 11 8.96 1.65
10 50 Y 11 11.06 1.68
10 100 N 11 9.25 1.66
10 100 Y 11 11.17 1.68
10 500 N 10 11.44 1.84
10 500 Y 10 12.33 1.85
10 1000 N 11 11.10 1.68
10 1000 Y 11 11.35 1.68
50 10 N 11 8.03 1.63
50 10 Y 11 11.13 1.68
50 50 N 11 8.92 1.65
50 50 Y 11 11.17 1.68
50 100 N 11 9.32 1.66
50 100 Y 11 11.19 1.68
50 500 N 10 11.49 1.84
50 500 Y 10 12.28 1.85
50 1000 N 11 11.03 1.68
50 1000 Y 11 11.38 1.68
100 10 N 11 8.05 1.63
100 10 Y 11 11.14 1.68
100 50 N 11 8.93 1.65
100 50 Y 11 11.21 1.68
100 100 N 11 9.29 1.66
100 100 Y 11 11.18 1.68
100 500 N 10 11.48 1.84
100 500 Y 10 12.30 1.85
100 1000 N 11 11.06 1.68
100 1000 Y 11 11.31 1.68
Table 29: Results from the scaling experiment on the original system.
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name iter rel iter ηb ρ µ minχk maxχk min ζk max ζk min ζ̃k max ζ̃k min ϕ̃k max ϕ̃k
1 atmosmodd 11 1.0 1.38e-11 1.0 1.0 0.0 0.0 0.0 0.0 0.0 0.0 0.0 0.0
2 atmosmodj 11 1.0 8.43e-11 1.0 1.0 0.0 0.0 0.0 0.0 0.0 0.0 0.0 0.0
3 atmosmodl 10 1.0 1.37e-11 1.0 1.0 0.0 0.0 0.0 0.0 0.0 0.0 0.0 0.0
4 atmosmodm 10 1.0 1.15e-11 1.0 1.0 0.0 0.0 0.0 0.0 0.0 0.0 0.0 0.0
5 cage12 8 1.0 5.42e-12 1.0 1.0 0.0 0.0 0.0 0.0 0.0 0.0 0.0 0.0
6 cage13 8 1.0 3.07e-12 1.0 1.0 0.0 0.0 0.0 0.0 0.0 0.0 0.0 0.0
7 cage14 8 1.0 7.68e-12 1.0 1.0 0.0 0.0 0.0 0.0 0.0 0.0 0.0 0.0
8 cage15 8 1.0 6.46e-12 1.0 1.0 0.0 0.0 0.0 0.0 0.0 0.0 0.0 0.0
9 crashbasis 10 1.0 3.82e-11 1.0 1.0 0.0 0.0 0.0 0.0 0.0 0.0 0.0 0.0
10 dc1 11 1.0 2.12e-11 1.0 1.0 0.0 0.0 0.0 0.0 0.0 0.0 0.0 0.0
11 dc2 9 1.0 2.13e-11 1.0 1.0 0.0 0.0 0.0 0.0 0.0 0.0 0.0 0.0
12 dc3 31 1.0 1.28e-11 1.0 1.0 0.0 0.0 0.0 0.0 0.0 0.0 0.0 0.0
13 Goodwin_095 120 1.0 9.93e-11 1.0 1.0 0.0 0.0 0.0 0.0 0.0 0.0 0.0 0.0
14 Goodwin_127 159 1.0 9.83e-11 1.0 1.0 0.0 0.0 0.0 0.0 0.0 0.0 0.0 0.0
15 hcircuit 30 1.0 7.28e-11 1.0 1.0 0.0 0.0 0.0 0.0 0.0 0.0 0.0 0.0
16 language 9 1.0 3.34e-11 1.0 1.0 0.0 0.0 0.0 0.0 0.0 0.0 0.0 0.0
17 majorbasis 10 1.0 2.36e-11 1.0 1.0 0.0 0.0 0.0 0.0 0.0 0.0 0.0 0.0
18 memchip 9 1.0 4.69e-11 1.0 1.0 0.0 0.0 0.0 0.0 0.0 0.0 0.0 0.0
19 ML_Laplace 20 1.0 4.38e-11 1.0 1.0 0.0 0.0 0.0 0.0 0.0 0.0 0.0 0.0
20 rajat31 17 1.0 6.19e-11 1.0 1.0 0.0 0.0 0.0 0.0 0.0 0.0 0.0 0.0
21 ss 28 1.0 9.28e-11 1.0 1.0 0.0 0.0 0.0 0.0 0.0 0.0 0.0 0.0
22 ss1 7 1.0 2.73e-11 1.0 1.0 0.0 0.0 0.0 0.0 0.0 0.0 0.0 0.0
23 stomach 10 1.0 2.73e-11 1.0 1.0 0.0 0.0 0.0 0.0 0.0 0.0 0.0 0.0
24 torso2 9 1.0 8.87e-11 1.0 1.0 0.0 0.0 0.0 0.0 0.0 0.0 0.0 0.0
25 trans5 11 1.0 1.2e-11 1.0 1.0 0.0 0.0 0.0 0.0 0.0 0.0 0.0 0.0
26 Transport 28 1.0 9.25e-11 1.0 1.0 0.0 0.0 0.0 0.0 0.0 0.0 0.0 0.0
27 vas_stokes_1M 72 1.0 7.93e-11 1.0 1.0 0.0 0.0 0.0 0.0 0.0 0.0 0.0 0.0
28 vas_stokes_2M 65 1.0 8.84e-11 1.0 1.0 0.0 0.0 0.0 0.0 0.0 0.0 0.0 0.0
29 xenon2 22 1.0 8.94e-11 1.0 1.0 0.0 0.0 0.0 0.0 0.0 0.0 0.0 0.0
Table 30: FGMRES on the scaled system without compression.
name iter rel iter ηb ρ µ minχk maxχk min ζk max ζk min ζ̃k max ζ̃k min ϕ̃k max ϕ̃k
1 atmosmodd 12 1.09 2.2e-11 3.67 1.47 0.0 0.0 0.0 0.0 0.000199 0.000211 1.0 1.0
2 atmosmodj 13 1.18 1.46e-11 3.38 1.35 0.0 0.0 0.0 0.0 0.000206 0.000212 1.0 1.0
3 atmosmodl 10 1.0 5.44e-11 4.0 1.6 0.0 0.0 0.0 0.0 0.000204 0.000212 1.0 1.0
4 atmosmodm 10 1.0 2.18e-11 4.0 1.6 0.0 0.0 0.0 0.0 0.000206 0.000208 1.0 1.0
5 cage12 8 1.0 5.44e-12 4.0 1.6 0.0 0.0 0.0 0.0 0.000203 0.000216 0.0787 1.0
6 cage13 8 1.0 3.08e-12 4.0 1.6 0.0 0.0 0.0 0.0 0.000205 0.000217 1.0 1.0
7 cage14 8 1.0 7.65e-12 4.0 1.6 0.0 0.0 0.0 0.0 0.000199 0.000221 1.0 1.0
8 cage15 8 1.0 6.46e-12 4.0 1.6 0.0 0.0 0.0 0.0 0.000204 0.000212 1.0 1.0
9 crashbasis 10 1.0 3.77e-11 4.0 1.6 0.0 0.0 0.0 0.0 0.000206 0.000208 1.0 1.0
10 dc1 20 1.82 1.34e-11 2.2 0.88 0.0 0.0 0.0 0.0 0.000193 0.000235 1.0 1.0
11 dc2 11 1.22 7.48e-12 3.27 1.31 0.0 0.0 0.0 0.0 0.000192 0.000256 1.0 1.0
12 dc3 31 1.0 1.87e-11 4.0 1.6 0.0 0.0 0.0 0.0 0.000193 0.000226 0.177 1.0
13 Goodwin_095 120 1.0 1e-10 4.0 1.6 0.0 0.0 0.0 0.0 0.000203 0.000211 0.315 1.0
14 Goodwin_127 159 1.0 9.8e-11 4.0 1.6 0.0 0.0 0.0 0.0 0.000204 0.000212 0.319 1.0
15 hcircuit 31 1.03 4.47e-11 3.87 1.55 0.0 0.0 0.0 0.0 0.000184 0.000233 1.0 1.0
16 language 9 1.0 3.34e-11 4.0 1.6 0.0 0.0 0.0 0.0 0.00019 0.000223 1.0 1.0
17 majorbasis 10 1.0 2.36e-11 4.0 1.6 0.0 0.0 0.0 0.0 0.000198 0.000212 1.0 1.0
18 memchip 10 1.11 2.26e-11 3.6 1.44 0.0 0.0 0.0 0.0 0.000117 0.000235 1.0 1.0
19 ML_Laplace 22 1.1 6.36e-11 3.64 1.45 0.0 0.0 0.0 0.0 0.000195 0.000215 1.0 1.0
20 rajat31 17 1.0 9.66e-11 4.0 1.6 0.0 0.0 0.0 0.0 0.000209 0.00021 1.0 1.0
21 ss 28 1.0 9.07e-11 4.0 1.6 0.0 0.0 0.0 0.0 0.000206 0.000212 1.0 1.0
22 ss1 7 1.0 2.73e-11 4.0 1.6 0.0 0.0 0.0 0.0 0.000187 0.000211 1.0 1.0
23 stomach 10 1.0 2.73e-11 4.0 1.6 0.0 0.0 0.0 0.0 0.000161 0.000258 1.0 1.0
24 torso2 9 1.0 8.88e-11 4.0 1.6 0.0 0.0 0.0 0.0 0.000191 0.000217 1.0 1.0
25 trans5 11 1.0 7.28e-11 4.0 1.6 0.0 0.0 0.0 0.0 0.000185 0.00022 1.0 1.0
26 Transport 32 1.14 8e-11 3.5 1.4 0.0 0.0 0.0 0.0 0.000205 0.000213 1.0 1.0
27 vas_stokes_1M 72 1.0 8.54e-11 4.0 1.6 0.0 0.0 0.0 0.0 0.0002 0.000212 1.0 1.0
28 vas_stokes_2M 65 1.0 7.47e-11 4.0 1.6 0.0 0.0 0.0 0.0 0.000203 0.000214 1.0 1.0
29 xenon2 25 1.14 7.15e-11 3.52 1.41 0.0 0.0 0.0 0.0 0.000204 0.000211 1.0 1.0
Table 31: cFGMRES on the scaled system with the cast 16 compression strategy.
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name iter rel iter ηb ρ µ minχk maxχk min ζk max ζk min ζ̃k max ζ̃k min ϕ̃k max ϕ̃k
1 atmosmodd 11 1.0 1.38e-11 2.0 1.33 0.0 0.0 0.0 0.0 2.46e-08 2.6e-08 5.95e-08 5.96e-08
2 atmosmodj 11 1.0 8.43e-11 2.0 1.33 0.0 0.0 0.0 0.0 2.51e-08 2.61e-08 5.95e-08 5.96e-08
3 atmosmodl 10 1.0 1.37e-11 2.0 1.33 0.0 0.0 0.0 0.0 2.49e-08 2.58e-08 5.95e-08 5.96e-08
4 atmosmodm 10 1.0 1.15e-11 2.0 1.33 0.0 0.0 0.0 0.0 2.51e-08 2.54e-08 5.95e-08 5.96e-08
5 cage12 8 1.0 5.42e-12 2.0 1.33 0.0 0.0 0.0 0.0 2.47e-08 2.64e-08 5.94e-08 5.96e-08
6 cage13 8 1.0 3.07e-12 2.0 1.33 0.0 0.0 0.0 0.0 2.43e-08 2.65e-08 5.93e-08 5.96e-08
7 cage14 8 1.0 7.68e-12 2.0 1.33 0.0 0.0 0.0 0.0 2.5e-08 2.61e-08 5.95e-08 5.96e-08
8 cage15 8 1.0 6.46e-12 2.0 1.33 0.0 0.0 0.0 0.0 2.5e-08 2.56e-08 5.95e-08 5.96e-08
9 crashbasis 10 1.0 3.82e-11 2.0 1.33 0.0 0.0 0.0 0.0 2.51e-08 2.53e-08 5.94e-08 5.95e-08
10 dc1 11 1.0 2.09e-11 2.0 1.33 0.0 0.0 0.0 0.0 2.48e-08 2.74e-08 5.92e-08 5.96e-08
11 dc2 9 1.0 2.15e-11 2.0 1.33 0.0 0.0 0.0 0.0 2.31e-08 2.65e-08 5.93e-08 5.95e-08
12 dc3 31 1.0 8.51e-12 2.0 1.33 0.0 0.0 0.0 0.0 2.31e-08 3.32e-08 5.9e-08 5.96e-08
13 Goodwin_095 120 1.0 9.93e-11 2.0 1.33 0.0 0.0 0.0 0.0 2.48e-08 2.57e-08 5.91e-08 5.96e-08
14 Goodwin_127 159 1.0 9.83e-11 2.0 1.33 0.0 0.0 0.0 0.0 2.49e-08 2.59e-08 5.93e-08 5.96e-08
15 hcircuit 31 1.03 5.54e-11 1.94 1.29 0.0 0.0 0.0 0.0 2.07e-08 2.66e-08 5.93e-08 5.96e-08
16 language 9 1.0 3.34e-11 2.0 1.33 0.0 0.0 0.0 0.0 2.24e-08 2.63e-08 5.94e-08 5.96e-08
17 majorbasis 10 1.0 2.36e-11 2.0 1.33 0.0 0.0 0.0 0.0 2.45e-08 2.6e-08 5.94e-08 5.96e-08
18 memchip 9 1.0 4.69e-11 2.0 1.33 0.0 0.0 0.0 0.0 2.21e-08 2.56e-08 5.96e-08 5.96e-08
19 ML_Laplace 20 1.0 4.38e-11 2.0 1.33 0.0 0.0 0.0 0.0 2.4e-08 2.64e-08 5.94e-08 5.96e-08
20 rajat31 17 1.0 6.19e-11 2.0 1.33 0.0 0.0 0.0 0.0 2.53e-08 2.55e-08 5.95e-08 5.96e-08
21 ss 28 1.0 9.28e-11 2.0 1.33 0.0 0.0 0.0 0.0 2.51e-08 2.59e-08 5.95e-08 5.96e-08
22 ss1 7 1.0 2.73e-11 2.0 1.33 0.0 0.0 0.0 0.0 2.29e-08 2.57e-08 5.93e-08 5.95e-08
23 stomach 10 1.0 2.73e-11 2.0 1.33 0.0 0.0 0.0 0.0 1.86e-08 2.95e-08 5.94e-08 5.96e-08
24 torso2 9 1.0 8.87e-11 2.0 1.33 0.0 0.0 0.0 0.0 2.45e-08 2.67e-08 5.93e-08 5.95e-08
25 trans5 11 1.0 1.2e-11 2.0 1.33 0.0 0.0 0.0 0.0 1.85e-08 2.72e-08 5.93e-08 5.95e-08
26 Transport 28 1.0 9.25e-11 2.0 1.33 0.0 0.0 0.0 0.0 2.51e-08 2.56e-08 5.95e-08 5.96e-08
27 vas_stokes_1M 72 1.0 8.24e-11 2.0 1.33 0.0 0.0 0.0 0.0 2.43e-08 2.58e-08 5.95e-08 5.96e-08
28 vas_stokes_2M 65 1.0 8.73e-11 2.0 1.33 0.0 0.0 0.0 0.0 2.49e-08 2.6e-08 5.95e-08 5.96e-08
29 xenon2 22 1.0 8.94e-11 2.0 1.33 0.0 0.0 0.0 0.0 2.5e-08 2.55e-08 5.93e-08 5.96e-08
Table 32: cFGMRES on the scaled system with the cast 32 compression strategy.
name iter rel iter ηb ρ µ minχk maxχk min ζk max ζk min ζ̃k max ζ̃k min ϕ̃k max ϕ̃k
1 atmosmodd 11 1.0 1.38e-11 1.72 1.26 9.62e-13 7.35e-10 9.62e-13 7.35e-10 3.6e-13 3.72e-10 6.3e-13 7.34e-10
2 atmosmodj 11 1.0 8.43e-11 1.71 1.26 9.62e-13 4.99e-10 9.62e-13 4.99e-10 3.61e-13 1.87e-10 6.3e-13 4.97e-10
3 atmosmodl 10 1.0 1.37e-11 1.7 1.26 1.53e-12 1.46e-09 1.53e-12 1.46e-09 7.26e-13 7.45e-10 1.26e-12 1.46e-09
4 atmosmodm 10 1.0 1.15e-11 1.71 1.26 6.7e-12 2.74e-09 6.7e-12 2.74e-09 2.82e-12 1.49e-09 5.04e-12 2.74e-09
5 cage12 8 1.0 5.42e-12 1.52 1.21 6.1e-15 3.11e-06 6.1e-15 3.11e-06 1.05e-15 1.32e-06 3.68e-15 3.11e-06
6 cage13 8 1.0 3.07e-12 1.53 1.21 3.26e-15 8.57e-07 3.26e-15 8.57e-07 4.03e-14 3.46e-07 7.83e-14 1.0
7 cage14 8 1.0 7.68e-12 1.52 1.21 1.81e-15 2.3e-07 1.81e-15 2.3e-07 2.2e-14 8.89e-08 3.89e-14 1.0
8 cage15 8 1.0 6.46e-12 1.49 1.2 9.7e-16 6.72e-08 9.7e-16 6.72e-08 2.21e-14 2.26e-08 3.89e-14 1.0
9 crashbasis 10 1.0 3.82e-11 1.59 1.23 9.55e-14 6.34e-07 9.55e-14 6.34e-07 4.43e-14 2.43e-07 7.83e-14 6.34e-07
10 dc1 11 1.0 2.12e-11 1.3 1.13 1.69e-14 1.32e-10 1.69e-14 1.32e-10 3.27e-15 4.76e-11 9e-15 1.28e-10
11 dc2 9 1.0 2.13e-11 1.31 1.13 1.88e-14 2.85e-09 1.88e-14 2.85e-09 2.1e-15 1.38e-09 4.4e-15 2.84e-09
12 dc3 31 1.0 1.42e-11 1.46 1.19 1.89e-14 2e-08 1.89e-14 2e-08 3.89e-15 5.88e-09 9.01e-15 2e-08
13 Goodwin_095 120 1.0 9.93e-11 1.69 1.26 5.84e-15 1.6e-07 5.84e-15 1.6e-07 3.83e-16 4.98e-08 1.32e-15 1.6e-07
14 Goodwin_127 159 1.0 9.83e-11 1.7 1.26 4.4e-15 8.97e-08 4.4e-15 8.97e-08 3.56e-16 4.78e-08 1.32e-15 8.97e-08
15 hcircuit 31 1.03 4.59e-11 1.31 1.11 9.83e-15 3.27e-08 9.83e-15 3.27e-08 7.94e-16 1.22e-08 1.94e-15 3.26e-08
16 language 9 1.0 3.34e-11 1.32 1.14 6.35e-16 5.6e-08 6.35e-16 5.6e-08 1.93e-15 2.4e-08 4.15e-15 1.0
17 majorbasis 10 1.0 2.36e-11 1.57 1.22 4.77e-14 5.47e-07 4.77e-14 5.47e-07 2.12e-14 2.2e-07 3.88e-14 5.47e-07
18 memchip 9 1.0 4.69e-11 1.2 1.09 1.1e-15 5.32e-10 1.1e-15 5.32e-10 2.26e-15 2.04e-10 5.55e-15 1.0
19 ML_Laplace 20 1.0 4.38e-11 1.72 1.27 8.7e-12 9.15e-10 8.7e-12 9.15e-10 2.9e-12 3.74e-10 5.04e-12 8.74e-10
20 rajat31 17 1.0 6.19e-11 1.4 1.17 7.73e-15 1.21e-10 7.73e-15 1.21e-10 3.59e-16 4.65e-11 2.52e-15 1.21e-10
21 ss 28 1.0 9.28e-11 1.43 1.18 1.19e-15 1.76e-09 1.19e-15 1.76e-09 1.35e-16 6.52e-10 1.32e-15 1.0
22 ss1 7 1.0 2.73e-11 1.45 1.18 5.13e-15 8.64e-07 5.13e-15 8.64e-07 3.58e-16 1.87e-07 1.27e-15 8.64e-07
23 stomach 10 1.0 2.73e-11 1.43 1.18 4.82e-15 7.43e-07 4.82e-15 7.43e-07 3.5e-16 3.98e-07 1.29e-15 7.43e-07
24 torso2 9 1.0 8.87e-11 1.5 1.2 1.47e-14 1.83e-06 1.47e-14 1.83e-06 5.07e-15 7.35e-07 9.33e-15 1.83e-06
25 trans5 11 1.0 1.2e-11 1.3 1.13 2.09e-14 8.75e-09 2.09e-14 8.75e-09 4.99e-15 2.04e-09 9.28e-15 8.67e-09
26 Transport 28 1.0 9.25e-11 1.68 1.25 1.16e-15 2.15e-10 1.16e-15 2.15e-10 3.2e-16 5.96e-10 1.33e-15 1.0
27 vas_stokes_1M 72 1.0 9.72e-11 1.59 1.23 1.37e-15 4.44e-09 1.37e-15 4.44e-09 2.67e-16 1.49e-09 1.33e-15 1.0
28 vas_stokes_2M 65 1.0 8.85e-11 1.57 1.22 9.04e-16 1.34e-09 9.04e-16 1.34e-09 4.01e-16 7.46e-10 1.33e-15 1.0
29 xenon2 22 1.0 8.94e-11 1.81 1.29 1.62e-09 3.05e-06 1.62e-09 3.05e-06 3.74e-10 1.43e-06 1.19e-09 3.05e-06
Table 33: cFGMRES on the scaled system with the pointwise base compression strategy.
Inria
Exploring variable accuracy storage through lossy compression techniques 51
name iter rel iter ηb ρ µ minχk maxχk min ζk max ζk min ζ̃k max ζ̃k min ϕ̃k max ϕ̃k
1 atmosmodd 11 1.0 1.38e-11 1.71 1.26 7.87e-13 3.54e-07 9.62e-13 7.35e-10 3.95e-13 3.03e-10 9.46e-09 0.0477
2 atmosmodj 11 1.0 8.43e-11 1.69 1.26 7.87e-13 3.54e-07 9.62e-13 4.99e-10 3.95e-13 2.04e-10 1.26e-08 0.00805
3 atmosmodl 10 1.0 1.37e-11 1.68 1.25 1.29e-12 3.02e-07 1.53e-12 1.46e-09 7.95e-13 2.52e-10 7.92e-09 0.00687
4 atmosmodm 10 1.0 1.15e-11 1.65 1.24 4.58e-12 3.03e-07 6.7e-12 2.74e-09 1.55e-12 4.3e-10 4.31e-09 0.000434
5 cage12 8 1.0 5.42e-12 1.43 1.18 6.01e-15 3.48e-06 6.1e-15 3.11e-06 0.0 3.75e-07 0.0 2.19e+02
6 cage13 8 1.0 3.07e-12 1.56 1.22 3.22e-15 1.01e-06 3.26e-15 8.57e-07 1.5e-15 3.27e-07 7.67e-12 1.05
7 cage14 8 1.0 7.68e-12 1.53 1.21 1.79e-15 3.03e-07 1.81e-15 2.3e-07 7.07e-16 4.58e-08 1.06e-10 0.155
8 cage15 8 1.0 6.46e-12 1.48 1.19 9.61e-16 8.8e-08 9.7e-16 6.72e-08 3.09e-16 8.76e-09 3.54e-11 0.198
9 crashbasis 10 1.0 3.82e-11 1.4 1.17 7.43e-14 2.19e-06 9.55e-14 6.34e-07 0.0 2.24e-07 0.0 0.246
10 dc1 11 1.0 2.12e-11 1.5 1.2 1.17e-14 1.54e-06 1.69e-14 1.32e-10 1.29e-14 1.84e-11 2.8e-09 0.002
11 dc2 9 1.0 2.13e-11 1.53 1.21 1.3e-14 1.7e-06 1.88e-14 2.85e-09 7.41e-15 6.56e-10 8.9e-10 0.000178
12 dc3 31 1.0 2.26e-11 1.66 1.25 1.34e-14 1.73e-06 1.89e-14 2.42e-08 5.08e-15 3.36e-09 5.14e-10 0.0822
13 Goodwin_095 120 1.0 9.93e-11 1.68 1.25 3.55e-15 2.46e-06 5.84e-15 1.6e-07 1.42e-15 4.86e-08 6.16e-13 1.72e+03
14 Goodwin_127 159 1.0 9.83e-11 1.68 1.25 2.66e-15 1.38e-06 4.4e-15 8.97e-08 6.92e-16 2.26e-08 1.36e-13 35.9
15 hcircuit 31 1.03 4.66e-11 1.55 1.19 6.33e-15 3.93e-06 9.83e-15 2.72e-08 0.0 1.85e-08 0.0 11.9
16 language 9 1.0 3.34e-11 1.45 1.18 4.52e-16 8.86e-08 6.35e-16 5.6e-08 0.0 2.84e-08 0.0 0.0161
17 majorbasis 10 1.0 2.36e-11 1.38 1.16 2.63e-14 2.22e-06 4.77e-14 5.47e-07 0.0 9.59e-08 0.0 0.0539
18 memchip 9 1.0 4.69e-11 1.39 1.16 7.24e-16 1.33e-07 1.1e-15 5.32e-10 0.0 4.44e-10 0.0 0.285
19 ML_Laplace 20 1.0 4.38e-11 1.6 1.23 6.13e-12 6.34e-07 8.7e-12 9.15e-10 1.56e-12 2.02e-10 2.92e-09 18.2
20 rajat31 17 1.0 6.19e-11 1.55 1.21 5.09e-15 9.11e-08 7.73e-15 1.21e-10 7.46e-16 2.87e-11 4.28e-08 8.06
21 ss 28 1.0 9.28e-11 1.46 1.19 8.26e-16 8.33e-08 1.19e-15 1.76e-09 6.24e-17 2.22e-10 3.24e-11 2.05
22 ss1 7 1.0 2.73e-11 1.39 1.16 5.07e-15 1.92e-06 5.13e-15 8.64e-07 0.0 3.01e-09 0.0 0.102
23 stomach 10 1.0 2.73e-11 1.4 1.17 4.24e-15 1.65e-06 4.82e-15 7.43e-07 0.0 1.41e-08 0.0 0.0246
24 torso2 9 1.0 8.87e-11 1.47 1.19 1.32e-14 3.94e-06 1.47e-14 1.83e-06 0.0 1.99e-07 0.0 0.0755
25 trans5 11 1.0 1.2e-11 1.52 1.21 1.21e-14 2.18e-06 2.09e-14 8.75e-09 0.0 4.29e-09 0.0 0.73
26 Transport 28 1.0 9.25e-11 1.64 1.24 9.26e-16 2.81e-07 1.16e-15 2.15e-10 1.16e-16 4.63e-11 7.96e-13 0.239
27 vas_stokes_1M 72 1.0 8.11e-11 1.62 1.24 8.15e-16 9.18e-08 1.37e-15 3.83e-09 1.18e-16 9.97e-10 5.18e-11 1.17
28 vas_stokes_2M 65 1.0 8.84e-11 1.61 1.23 5.81e-16 5.02e-08 9.04e-16 1.34e-09 4.15e-17 4.82e-10 5.84e-11 3.03
29 xenon2 22 1.0 8.94e-11 1.78 1.28 1.81e-06 1.81e-06 1.62e-09 3.05e-06 1.44e-10 1.52e-06 0.00266 0.606
Table 34: cFGMRES on the scaled system with the normwise base compression strategy.
name iter rel iter ηb ρ µ minχk maxχk min ζk max ζk min ζ̃k max ζ̃k min ϕ̃k max ϕ̃k
1 atmosmodd 11 1.0 1.41e-11 2.02 1.34 6.11e-12 4.04e-05 6.11e-12 4.04e-05 2.89e-12 2.19e-05 5.04e-12 4.04e-05
2 atmosmodj 11 1.0 8.44e-11 1.99 1.33 6.11e-12 8.18e-06 6.11e-12 8.18e-06 2.89e-12 4.73e-06 5.04e-12 8.18e-06
3 atmosmodl 10 1.0 1.4e-11 1.99 1.33 5.95e-12 8.64e-05 5.95e-12 8.64e-05 2.91e-12 4.68e-05 5.04e-12 8.64e-05
4 atmosmodm 10 1.0 1.2e-11 1.96 1.32 7.33e-12 0.000223 7.33e-12 0.000223 2.82e-12 0.000121 5.04e-12 0.000223
5 cage12 8 1.0 5.99e-12 1.85 1.3 5.1e-12 0.0276 5.1e-12 0.0276 0.0 0.0151 0.0 0.0276
6 cage13 8 1.0 3.87e-12 2.15 1.36 5.04e-12 0.0401 5.04e-12 0.0401 1.45e-12 0.0214 2.52e-12 0.0401
7 cage14 8 1.0 8.03e-12 2.21 1.38 5.12e-12 0.0151 5.12e-12 0.0151 2.91e-12 0.00812 5.04e-12 0.0151
8 cage15 8 1.0 6.85e-12 2.25 1.38 5.08e-12 0.0193 5.08e-12 0.0193 2.91e-12 0.0101 5.04e-12 0.0193
9 crashbasis 10 1.0 3.83e-11 1.77 1.28 5.01e-12 0.00273 5.01e-12 0.00273 0.0 0.00148 0.0 0.00273
10 dc1 11 1.0 2.13e-11 1.6 1.23 2.88e-12 4.08e-07 2.88e-12 4.08e-07 1.17e-12 2.01e-07 2.52e-12 4.08e-07
11 dc2 9 1.0 2.13e-11 1.56 1.22 3.19e-12 5.14e-06 3.19e-12 5.14e-06 1e-12 1.65e-06 2.32e-12 5.14e-06
12 dc3 31 1.0 4.71e-12 1.68 1.25 3.18e-12 0.000247 3.18e-12 0.000247 0.0 0.000127 0.0 0.000247
13 Goodwin_095 120 1.0 9.93e-11 1.69 1.26 4.5e-12 0.00147 4.5e-12 0.00147 0.0 0.0008 0.0 0.00147
14 Goodwin_127 159 1.0 9.83e-11 1.68 1.25 4.52e-12 0.00159 4.52e-12 0.00159 0.0 0.000861 0.0 0.00159
15 hcircuit 31 1.03 5.44e-11 1.45 1.16 7.16e-12 0.000242 7.16e-12 0.000242 0.0 0.000133 0.0 0.000242
16 language 9 1.0 3.34e-11 1.65 1.24 5.52e-13 0.000334 5.52e-13 0.000334 1.16e-13 0.000158 3.15e-13 0.000334
17 majorbasis 10 1.0 2.37e-11 1.68 1.25 7.18e-12 0.00473 7.18e-12 0.00473 0.0 0.0025 0.0 0.00473
18 memchip 9 1.0 4.69e-11 1.61 1.23 6.07e-12 1.54e-05 6.07e-12 1.54e-05 2.74e-12 5.02e-06 5.04e-12 1.54e-05
19 ML_Laplace 20 1.0 4.38e-11 1.93 1.32 3.77e-12 1.91e-05 3.77e-12 1.91e-05 1.45e-12 9.37e-06 2.52e-12 1.91e-05
20 rajat31 17 1.0 6.16e-11 1.92 1.31 7.2e-12 5.68e-05 7.2e-12 5.68e-05 2.9e-12 3.07e-05 6.18e-12 5.68e-05
21 ss 28 1.0 9.28e-11 1.95 1.32 2.21e-12 0.000112 2.21e-12 0.000112 7.23e-13 5.61e-05 1.26e-12 0.000112
22 ss1 7 1.0 2.74e-11 1.67 1.25 4.43e-12 0.000968 4.43e-12 0.000968 0.0 0.000368 0.0 0.000967
23 stomach 10 1.0 2.81e-11 1.73 1.27 4.45e-12 0.00493 4.45e-12 0.00493 0.0 0.00303 0.0 0.00492
24 torso2 9 1.0 8.85e-11 1.71 1.26 5.66e-12 0.00181 5.66e-12 0.00181 0.0 0.00103 0.0 0.00181
25 trans5 11 1.0 1.2e-11 1.46 1.19 4.88e-12 4.22e-05 4.88e-12 4.22e-05 0.0 3.09e-07 0.0 1.02e-06
26 Transport 28 1.0 9.26e-11 2.56 1.44 6.26e-12 1.95e-05 6.26e-12 1.95e-05 2.88e-12 1.06e-05 5.04e-12 1.95e-05
27 vas_stokes_1M 72 1.0 7.53e-11 2.11 1.36 1.87e-12 0.000136 1.87e-12 0.000136 7.15e-13 7.38e-05 1.26e-12 0.000136
28 vas_stokes_2M 65 1.0 8.62e-11 2.15 1.37 1.86e-12 0.000113 1.86e-12 0.000113 7.26e-13 6.14e-05 1.26e-12 0.000113
29 xenon2 22 1.0 8.95e-11 1.71 1.26 5.33e-12 1.99e-05 5.33e-12 1.99e-05 0.0 2.13e-06 0.0 6.15e-06
Table 35: cFGMRES on the scaled system with the pointwise relaxed compression strategy.
RR n° 9342
52 Agullo et al.
name iter rel iter ηb ρ µ minχk maxχk min ζk max ζk min ζ̃k max ζ̃k min ϕ̃k max ϕ̃k
1 atmosmodd 11 1.0 1.49e-11 2.07 1.35 5e-12 0.0195 6.11e-12 4.04e-05 3.16e-12 4.04e-05 1.05e-07 9.8e+02
2 atmosmodj 11 1.0 8.45e-11 2.04 1.34 5e-12 0.00584 6.11e-12 8.18e-06 3.17e-12 8.17e-06 1.51e-07 66.1
3 atmosmodl 10 1.0 1.48e-11 2.04 1.34 5e-12 0.0287 5.95e-12 8.64e-05 1.59e-12 8.64e-05 2.83e-08 4.33e+02
4 atmosmodm 10 1.0 1.31e-11 1.97 1.33 5.01e-12 0.0295 7.33e-12 0.000223 3.1e-12 0.000223 9.81e-09 1.83e+04
5 cage12 8 1.0 7.4e-12 1.88 1.31 5.03e-12 0.0308 5.1e-12 0.0276 0.0 0.0275 0.0 4.94e+03
6 cage13 8 1.0 5.83e-12 2.3 1.39 4.98e-12 0.047 5.04e-12 0.0401 1.61e-12 0.0398 1.87e-08 1.21e+05
7 cage14 8 1.0 9.2e-12 2.33 1.4 5.07e-12 0.0199 5.12e-12 0.0151 3.2e-12 0.0151 1.8e-07 2.53e+04
8 cage15 8 1.0 8.18e-12 2.35 1.4 5.04e-12 0.0255 5.08e-12 0.0192 3.12e-12 0.0192 3.2e-07 2.13e+05
9 crashbasis 10 1.0 3.83e-11 1.92 1.31 3.9e-12 0.00945 5.01e-12 0.00273 0.0 0.00273 0.0 1.27e+03
10 dc1 11 1.0 2.13e-11 1.79 1.28 2e-12 0.00502 2.88e-12 4.08e-07 2.02e-12 1.95e-07 1.53e-06 2.1
11 dc2 9 1.0 2.13e-11 1.62 1.24 2.2e-12 0.00306 3.19e-12 5.14e-06 0.0 2.1e-07 0.0 0.228
12 dc3 31 1.0 5.93e-12 1.72 1.26 2.25e-12 0.0216 3.18e-12 0.000237 0.0 0.000229 0.0 2.45e+04
13 Goodwin_095 120 1.0 9.95e-11 1.81 1.29 2.73e-12 0.0239 4.5e-12 0.00147 0.0 0.00147 0.0 1.15e+04
14 Goodwin_127 159 1.0 9.85e-11 1.72 1.26 2.73e-12 0.0251 4.52e-12 0.00159 0.0 0.00159 0.0 1.37e+04
15 hcircuit 31 1.03 5.23e-11 1.81 1.26 4.62e-12 0.0278 7.16e-12 0.000207 0.0 0.000206 0.0 1.1e+04
16 language 9 1.0 3.34e-11 1.87 1.3 3.93e-13 0.000529 5.52e-13 0.000334 2.34e-14 0.000334 8.89e-10 4.07e+02
17 majorbasis 10 1.0 2.43e-11 1.93 1.32 3.95e-12 0.0192 7.18e-12 0.00473 0.0 0.00472 0.0 5.49e+02
18 memchip 9 1.0 4.69e-11 1.98 1.33 3.99e-12 0.00384 6.07e-12 1.54e-05 8.42e-13 1.54e-05 9.77e-07 1.84e+04
19 ML_Laplace 20 1.0 4.4e-11 1.82 1.29 2.65e-12 0.0234 3.77e-12 1.9e-05 7.8e-13 1.79e-05 2.92e-09 3.95e+03
20 rajat31 17 1.0 6.1e-11 2.42 1.41 4.75e-12 0.0465 7.2e-12 5.68e-05 1.53e-12 5.49e-05 7.92e-05 1.85e+06
21 ss 28 1.0 9.2e-11 2.03 1.34 1.53e-12 0.0082 2.21e-12 0.000112 2.4e-13 0.000112 9.42e-08 2.18e+05
22 ss1 7 1.0 2.77e-11 1.82 1.29 4.38e-12 0.00215 4.43e-12 0.000968 0.0 0.000961 0.0 4.54e+03
23 stomach 10 1.0 2.75e-11 2.16 1.37 3.92e-12 0.011 4.45e-12 0.00493 0.0 0.00493 0.0 3.89e+04
24 torso2 9 1.0 8.89e-11 1.81 1.29 5.08e-12 0.0039 5.66e-12 0.00181 0.0 0.00181 0.0 6.82e+02
25 trans5 11 1.0 1.2e-11 2.0 1.33 2.83e-12 0.0105 4.88e-12 4.22e-05 4.29e-13 4.18e-05 1.46e-06 1.21e+04
26 Transport 28 1.0 9.29e-11 2.86 1.48 5e-12 0.0255 6.26e-12 1.94e-05 7.76e-13 1.94e-05 7.02e-09 1.3e+03
27 vas_stokes_1M 72 1.0 8.43e-11 2.26 1.39 1.11e-12 0.00813 1.87e-12 0.000126 4.44e-13 0.000125 2.63e-07 1.21e+04
28 vas_stokes_2M 65 1.0 8.7e-11 2.29 1.39 1.2e-12 0.00721 1.86e-12 0.000115 2.05e-13 0.000115 4.02e-07 1.39e+04
29 xenon2 22 1.0 8.94e-11 1.59 1.23 3.17e-12 0.0223 5.33e-12 1.99e-05 0.0 1.72e-06 0.0 1.53e+02
Table 36: cFGMRES on the scaled system with the normwise relaxed compression strategy.
name iter rel iter ηb ρ µ minχk maxχk min ζk max ζk min ζ̃k max ζ̃k min ϕ̃k max ϕ̃k
1 atmosmodd 20 1.82 5.64e-11 5.84 1.01 0.00121 0.611 0.00121 0.611 0.000655 0.368 0.00121 0.61
2 atmosmodj 20 1.82 9.07e-11 5.65 1.0 0.000752 0.611 0.000752 0.611 0.000408 0.368 0.000752 0.61
3 atmosmodl 19 1.9 9.68e-11 6.03 0.968 0.0052 0.595 0.0052 0.595 0.00282 0.343 0.0052 0.594
4 atmosmodm 21 2.1 6.2e-11 4.66 0.864 0.0112 0.733 0.0112 0.733 0.00604 0.514 0.0112 0.733
5 cage12 16 2.0 3.7e-11 6.35 0.927 0.448 0.516 0.448 0.516 0.259 0.324 0.448 0.515
6 cage13 16 2.0 3.56e-11 6.38 0.927 0.473 0.512 0.473 0.512 0.257 0.333 0.473 0.511
7 cage14 16 2.0 3.92e-11 6.37 0.927 0.476 0.517 0.476 0.517 0.249 0.348 0.476 0.516
8 cage15 16 2.0 4.2e-11 6.38 0.927 0.506 0.513 0.506 0.513 0.251 0.336 0.505 0.512
9 crashbasis 17 1.7 4.08e-11 7.52 1.09 0.271 0.501 0.271 0.501 0.138 0.28 0.269 0.5
10 dc1 13 1.18 6.84e-12 2.45 1.26 1.82e-05 0.288 1.82e-05 0.288 7.05e-06 0.146 1.81e-05 0.287
11 dc2 14 1.56 2.21e-12 2.71 1.04 0.000686 0.319 0.000686 0.319 0.000357 0.16 0.000686 0.318
12 dc3 32 1.03 1.59e-11 4.56 1.6 0.00133 0.318 0.00133 0.318 0.000713 0.16 0.00133 0.317
13 Goodwin_095 120 1.0 9.67e-11 7.42 1.76 0.0153 0.45 0.0153 0.45 0.00825 0.262 0.0153 0.45
14 Goodwin_127 158 0.994 9.3e-11 7.73 1.78 0.0151 0.452 0.0151 0.452 0.00814 0.266 0.0151 0.452
15 hcircuit 40 1.33 6.97e-11 3.76 1.25 0.00132 0.716 0.00132 0.716 0.000713 0.514 0.00132 0.714
16 language 9 1.0 9.99e-11 6.74 1.74 0.00978 0.0552 0.00978 0.0552 0.00542 0.0293 0.00977 0.0552
17 majorbasis 19 1.9 7.14e-11 6.92 0.978 0.288 0.718 0.288 0.718 0.141 0.489 0.287 1.0
18 memchip 15 1.67 3.87e-11 3.73 1.03 0.00112 0.607 0.00112 0.607 0.000283 0.394 0.00112 0.606
19 ML_Laplace 23 1.15 6.1e-11 3.83 1.42 0.00023 0.377 0.00023 0.377 0.000125 0.205 0.00023 0.376
20 rajat31 24 1.41 7.81e-11 5.01 1.24 0.000708 0.72 0.000708 0.72 0.000383 0.495 0.000708 0.72
21 ss 29 1.04 7.37e-11 5.48 1.64 0.00137 0.221 0.00137 0.221 0.000741 0.114 0.00137 0.221
22 ss1 15 2.14 8.51e-11 5.29 0.858 0.315 0.558 0.315 0.558 0.163 0.338 0.314 0.557
23 stomach 16 1.6 4.58e-11 7.52 1.15 0.272 0.459 0.272 0.459 0.141 0.331 0.27 0.459
24 torso2 18 2.0 2.71e-11 6.35 0.927 0.401 0.58 0.401 0.58 0.182 0.378 0.4 0.579
25 trans5 16 1.45 1.55e-11 3.37 1.14 0.000403 0.488 0.000403 0.488 0.000221 0.281 0.000402 0.486
26 Transport 37 1.32 8.23e-11 7.06 1.37 0.000254 0.626 0.000254 0.626 0.000138 0.425 0.000254 0.625
27 vas_stokes_1M 73 1.01 7.52e-11 5.62 1.68 0.00134 0.187 0.00134 0.187 0.000728 0.0963 0.00134 0.187
28 vas_stokes_2M 66 1.02 6.01e-11 5.75 1.68 0.00136 0.186 0.00136 0.186 0.000737 0.0958 0.00136 0.186
29 xenon2 27 1.23 9.38e-11 3.23 1.3 0.000307 0.533 0.000307 0.533 0.000165 0.331 0.000307 0.531
Table 37: cFGMRES on the scaled system with the pointwise double relaxed compression strategy.
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name iter rel iter ηb ρ µ minχk maxχk min ζk max ζk min ζ̃k max ζ̃k min ϕ̃k max ϕ̃k
1 atmosmodd 23 2.09 1.75e-06 13.9 0.925 0.5 0.5 0.00234 0.611 0.00234 0.604 3.83e+02 6.7e+05
2 atmosmodj 23 2.09 1.75e-06 13.0 0.923 0.5 0.5 0.00245 0.611 0.00245 0.604 1.26e+03 8.83e+05
3 atmosmodl 21 2.1 3.12e-06 14.9 0.923 0.5 0.5 0.0152 0.595 0.0152 0.579 2.11e+03 1.12e+07
4 atmosmodm 21 2.1 3.19e-05 13.9 0.921 0.501 0.501 0.0266 0.733 0.0266 0.706 1.14e+03 5.19e+06
5 cage12 17 2.12 2.09e-06 15.8 0.914 0.503 0.503 0.51 0.515 0.502 0.518 1.04e+02 6.48e+04
6 cage13 17 2.12 1.55e-06 15.6 0.914 0.498 0.498 0.504 0.51 0.495 0.517 2.06e+03 1.49e+06
7 cage14 17 2.12 2.03e-06 15.9 0.914 0.507 0.507 0.512 0.518 0.501 0.519 3.89e+03 6.55e+06
8 cage15 17 2.12 1.86e-06 15.8 0.914 0.504 0.504 0.508 0.514 0.497 0.511 3.16e+03 1.12e+07
9 crashbasis 21 2.1 4.41e-08 15.5 0.924 0.39 0.39 0.394 0.501 0.387 0.516 4.44e+03 4.04e+05
10 dc1 17 1.55 4.33e-12 2.64 1.04 0.2 0.2 2.82e-05 0.288 2.81e-05 0.273 1.1 2.87e+05
11 dc2 18 2.0 5.72e-12 4.17 0.893 0.22 0.22 0.000934 0.319 0.000929 0.268 2.35e+03 4.81e+06
12 dc3 36 1.16 9.48e-12 6.9 1.53 0.225 0.225 0.00153 0.318 0.00153 0.406 1.21e+03 1.04e+06
13 Goodwin_095 138 1.15 9.51e-11 11.5 1.62 0.273 0.273 0.0169 0.45 0.0169 0.466 7.29 8.45e+05
14 Goodwin_127 183 1.15 9.61e-11 11.6 1.62 0.273 0.273 0.0173 0.452 0.0172 0.468 2.38e+02 4.59e+06
15 hcircuit 57 1.9 4.19e-11 13.3 1.01 0.462 0.462 0.00251 0.716 0.00248 0.892 5.61e+03 1.87e+07
16 language 11 1.22 1.08e-11 9.85 1.51 0.0393 0.0393 0.0109 0.0552 0.0109 0.0552 5.68e+03 1.83e+05
17 majorbasis 21 2.1 5.95e-06 17.9 0.928 0.395 0.395 0.474 0.718 0.491 0.849 2.93e+03 1.77e+06
18 memchip 19 2.11 1.07e-06 8.32 0.896 0.399 0.399 0.00469 0.607 0.00467 0.577 9.86e+04 9.94e+06
19 ML_Laplace 31 1.55 7.47e-11 4.05 1.11 0.265 0.265 0.000283 0.377 0.000283 0.375 1.04e+02 6.88e+05
20 rajat31 35 2.06 9.36e-10 9.33 0.923 0.475 0.475 0.00144 0.72 0.00146 0.842 1.12e+04 4.71e+07
21 ss 37 1.32 6.51e-11 6.34 1.35 0.153 0.153 0.00145 0.221 0.00145 0.222 8.51e+03 2.69e+07
22 ss1 15 2.14 2.21e-06 14.7 0.905 0.438 0.438 0.436 0.443 0.412 0.449 65.4 1.62e+06
23 stomach 21 2.1 3.66e-08 14.8 0.923 0.392 0.392 0.431 0.448 0.416 0.46 1.22e+03 8.61e+05
24 torso2 19 2.11 3.32e-06 16.1 0.92 0.508 0.508 0.533 0.566 0.531 0.597 1.37e+03 2.56e+06
25 trans5 21 1.91 1.39e-11 6.65 0.971 0.283 0.283 0.000433 0.488 0.000433 0.32 2.06e+03 4.38e+05
26 Transport 57 2.04 1.05e-09 13.1 0.947 0.5 0.5 0.000483 0.626 0.000483 0.62 1.46e+02 1.29e+06
27 vas_stokes_1M 77 1.07 6.6e-11 7.47 1.66 0.111 0.111 0.00109 0.187 0.00109 0.187 2.14e+03 1.16e+06
28 vas_stokes_2M 68 1.05 5.38e-11 7.32 1.69 0.12 0.12 0.00152 0.186 0.00153 0.187 3.82e+03 4.59e+06
29 xenon2 39 1.77 7.64e-11 3.37 0.967 0.317 0.317 0.000395 0.533 0.000394 0.532 2.98 1.86e+05
Table 38: cFGMRES on the scaled system with the normwise double relaxed compression strategy.
name iter rel iter ηb ρ µ minχk maxχk min ζk max ζk min ζ̃k max ζ̃k min ϕ̃k max ϕ̃k
1 atmosmodd 11 1.0 4.48e-11 5.98 1.71 0.000109 0.0583 0.000109 0.0583 5.91e-05 0.0309 0.000109 0.0583
2 atmosmodj 12 1.09 1.09e-11 5.47 1.57 8.85e-05 0.0582 8.85e-05 0.0582 4.79e-05 0.0308 8.84e-05 0.0582
3 atmosmodl 10 1.0 2.6e-11 6.01 1.71 0.000146 0.0577 0.000146 0.0577 7.92e-05 0.0306 0.000146 0.0577
4 atmosmodm 10 1.0 3.02e-11 5.53 1.69 0.000365 0.0687 0.000365 0.0687 0.000198 0.0363 0.000365 0.0687
5 cage12 8 1.0 1.63e-11 6.95 1.75 0.0142 0.0335 0.0142 0.0335 0.00761 0.0179 0.0142 0.0335
6 cage13 8 1.0 1.2e-11 7.02 1.75 0.0129 0.0333 0.0129 0.0333 0.00696 0.0178 0.0129 0.0333
7 cage14 8 1.0 2.87e-11 7.21 1.76 0.0117 0.0471 0.0117 0.0471 0.00631 0.0251 0.0117 0.0471
8 cage15 8 1.0 2e-11 7.15 1.75 0.0106 0.045 0.0106 0.045 0.00572 0.0239 0.0106 0.045
9 crashbasis 10 1.0 5.71e-11 7.39 1.76 0.00994 0.0467 0.00994 0.0467 0.00537 0.0249 0.00992 0.0466
10 dc1 11 1.0 1.84e-11 2.71 1.46 3.18e-06 0.0253 3.18e-06 0.0253 1.02e-06 0.0128 3.18e-06 0.0253
11 dc2 9 1.0 1.23e-11 2.09 1.35 3.66e-05 0.0295 3.66e-05 0.0295 0.0 0.0152 0.0 0.0295
12 dc3 31 1.0 1.02e-11 3.87 1.59 0.000711 0.0176 0.000711 0.0176 0.000363 0.00919 0.00071 0.0176
13 Goodwin_095 119 0.992 9.29e-11 6.58 1.75 0.00639 0.0413 0.00639 0.0413 0.00345 0.0219 0.00639 0.0413
14 Goodwin_127 157 0.987 9.57e-11 6.95 1.77 0.00635 0.0418 0.00635 0.0418 0.00341 0.0222 0.00634 0.0417
15 hcircuit 32 1.07 6.43e-11 3.66 1.49 0.000824 0.0715 0.000824 0.0715 0.000422 0.0373 0.000823 0.0715
16 language 9 1.0 2.98e-11 4.71 1.65 0.000797 0.00502 0.000797 0.00502 0.000409 0.00271 0.000796 0.00501
17 majorbasis 10 1.0 8.04e-11 7.25 1.76 0.00833 0.053 0.00833 0.053 0.00445 0.0281 0.00832 0.053
18 memchip 10 1.11 7.7e-12 3.67 1.45 0.000109 0.0372 0.000109 0.0372 6.66e-05 0.0198 0.000109 0.0372
19 ML_Laplace 20 1.0 4.95e-11 3.1 1.51 8.84e-05 0.0253 8.84e-05 0.0253 4.77e-05 0.0136 8.84e-05 0.0253
20 rajat31 17 1.0 6.14e-11 5.17 1.68 0.000201 0.0661 0.000201 0.0661 0.000109 0.0348 0.000201 0.066
21 ss 28 1.0 9.58e-11 5.16 1.68 0.000669 0.0188 0.000669 0.0188 0.00036 0.0101 0.000669 0.0188
22 ss1 6 0.857 7.52e-11 6.5 1.98 0.00261 0.011 0.00261 0.011 0.00144 0.00588 0.00261 0.011
23 stomach 10 1.0 3.75e-11 7.11 1.75 0.0169 0.0427 0.0169 0.0427 0.00864 0.0227 0.0169 0.0427
24 torso2 10 1.11 1.12e-11 6.57 1.58 0.0156 0.0464 0.0156 0.0464 0.00839 0.0247 0.0156 0.0464
25 trans5 11 1.0 4.29e-12 1.64 1.24 7.74e-05 0.0465 7.74e-05 0.0465 0.0 0.0242 0.0 0.0465
26 Transport 29 1.04 5.9e-11 6.36 1.68 0.000105 0.06 0.000105 0.06 5.69e-05 0.0318 0.000105 0.06
27 vas_stokes_1M 72 1.0 6.78e-11 5.19 1.68 0.000691 0.0189 0.000691 0.0189 0.000371 0.0101 0.000691 0.0189
28 vas_stokes_2M 65 1.0 7.71e-11 5.31 1.68 0.000701 0.0174 0.000701 0.0174 0.000379 0.00937 0.000701 0.0174
29 xenon2 22 1.0 8.29e-11 2.61 1.45 0.00011 0.036 0.00011 0.036 6e-05 0.0192 0.00011 0.0359
Table 39: cFGMRES on the scaled system with the pointwise equal compression strategy.
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name iter rel iter ηb ρ µ minχk maxχk min ζk max ζk min ζ̃k max ζ̃k min ϕ̃k max ϕ̃k
1 atmosmodd 12 1.09 2.13e-11 8.05 1.65 0.0395 0.144 0.000119 0.0583 0.000119 0.0583 1.82e+02 4.62e+04
2 atmosmodj 12 1.09 4.97e-11 7.92 1.64 0.0392 0.168 9.62e-05 0.0582 9.6e-05 0.0582 26.9 2.64e+04
3 atmosmodl 10 1.0 9.14e-11 8.76 1.8 0.0392 0.0499 0.000179 0.0577 0.000179 0.0576 85.6 4.88e+05
4 atmosmodm 11 1.1 1.22e-11 6.87 1.61 0.0377 0.0499 0.000403 0.0687 0.000403 0.0687 1.18e+02 2.39e+04
5 cage12 8 1.0 9.37e-11 10.5 1.83 0.0143 0.0498 0.0145 0.0508 0.0145 0.0508 2.38e+02 6.67e+05
6 cage13 8 1.0 6.33e-11 10.5 1.83 0.0127 0.0492 0.0129 0.0513 0.0129 0.0512 8.47e+03 4.16e+04
7 cage14 8 1.0 4.63e-11 10.5 1.83 0.0116 0.0427 0.0117 0.0436 0.0117 0.0435 8.78e+03 7.16e+05
8 cage15 8 1.0 3.2e-11 10.5 1.83 0.0105 0.0404 0.0106 0.0416 0.0106 0.0415 2.59e+04 1.09e+06
9 crashbasis 10 1.0 9.75e-11 12.2 1.85 0.0319 0.038 0.01 0.0467 0.01 0.0466 6.06e+02 4.42e+04
10 dc1 11 1.0 2.02e-11 1.39 1.16 0.00801 0.0598 3.01e-06 0.0253 0.0 0.0273 0.0 5.01e+04
11 dc2 9 1.0 2.98e-11 3.4 1.55 0.00889 0.0216 4.23e-05 0.0295 4.21e-05 0.0305 2.27 1.55e+06
12 dc3 31 1.0 1.4e-11 5.92 1.71 0.0125 0.129 0.000796 0.0176 0.000793 0.0178 5.24e+02 2.6e+05
13 Goodwin_095 118 0.983 9.69e-11 10.3 1.85 0.0251 0.197 0.0064 0.0413 0.0064 0.0413 59.9 8.49e+06
14 Goodwin_127 158 0.994 8.99e-11 10.5 1.84 0.0253 0.196 0.00629 0.0418 0.00629 0.0418 83.0 1.45e+06
15 hcircuit 36 1.2 5.45e-11 10.5 1.54 0.0437 0.298 0.000968 0.0715 0.000962 0.0706 1.31e+03 8.06e+05
16 language 9 1.0 4.21e-11 7.27 1.76 0.00257 0.00372 0.000817 0.00502 0.000814 0.00503 7.61e+02 1.06e+05
17 majorbasis 11 1.1 1.85e-11 11.0 1.68 0.0292 0.0388 0.0103 0.053 0.0103 0.053 5.51e+02 3.61e+04
18 memchip 10 1.11 2.46e-11 6.11 1.57 0.0245 0.0456 0.0001 0.0372 0.0001 0.0372 6.8e+03 2.94e+05
19 ML_Laplace 21 1.05 4.18e-11 3.96 1.54 0.0178 0.145 9.4e-05 0.0253 9.41e-05 0.0253 28.3 6.59e+04
20 rajat31 18 1.06 8.01e-11 8.31 1.7 0.0424 0.183 0.000189 0.0661 0.000183 0.0577 8.38e+04 1.55e+06
21 ss 30 1.07 6.11e-11 6.49 1.63 0.013 0.13 0.000682 0.0188 0.00068 0.0188 5.01e+03 1.51e+06
22 ss1 7 1.0 1.23e-11 8.92 1.8 0.00606 0.0402 0.0033 0.0388 0.0033 0.0387 4.08e+02 2.26e+04
23 stomach 10 1.0 5.56e-11 12.9 1.86 0.0335 0.0379 0.017 0.0411 0.017 0.0411 1.53e+03 7.18e+04
24 torso2 10 1.11 1.14e-11 10.7 1.66 0.0324 0.0427 0.0152 0.0464 0.0152 0.0465 1.02e+03 2.67e+05
25 trans5 11 1.0 1.93e-11 5.93 1.71 0.027 0.165 7.24e-05 0.0465 7.22e-05 0.0445 5.4e+02 1.07e+05
26 Transport 32 1.14 7.76e-11 8.43 1.59 0.0359 0.263 0.000113 0.06 0.000112 0.0601 67.7 1.08e+05
27 vas_stokes_1M 73 1.01 8.37e-11 6.84 1.72 0.00822 0.103 0.000676 0.0138 0.000675 0.0138 8.56e+02 6.5e+05
28 vas_stokes_2M 65 1.0 8.97e-11 6.65 1.74 0.0112 0.0881 0.000711 0.0174 0.000711 0.0174 5e+03 9.54e+06
29 xenon2 24 1.09 7.11e-11 3.32 1.44 0.0214 0.163 0.00011 0.036 0.00011 0.036 9.16 7.74e+04
Table 40: cFGMRES on the scaled system with the normwise equal compression strategy.
name iter rel iter ηb ρ µ minχk maxχk min ζk max ζk min ζ̃k max ζ̃k min ϕ̃k max ϕ̃k
1 atmosmodd 11 1.0 2.28e-11 5.38 1.69 0.0001 0.01 0.0001 0.01 5.42e-05 0.00539 0.0001 0.01
2 atmosmodj 12 1.09 6.33e-12 4.74 1.54 1e-05 0.01 1e-05 0.01 5.42e-06 0.00539 1e-05 0.01
3 atmosmodl 10 1.0 1.78e-11 5.1 1.67 0.0001 0.01 0.0001 0.01 5.41e-05 0.00539 0.0001 0.01
4 atmosmodm 10 1.0 1.36e-11 4.52 1.64 0.0001 0.01 0.0001 0.01 5.42e-05 0.00539 9.99e-05 0.01
5 cage12 8 1.0 7.79e-12 6.11 1.72 0.01 0.01 0.01 0.01 0.00522 0.00552 0.00998 0.01
6 cage13 8 1.0 5.34e-12 6.24 1.72 0.01 0.01 0.01 0.01 0.00523 0.00554 0.00999 0.01
7 cage14 8 1.0 1.25e-11 6.29 1.73 0.01 0.01 0.01 0.01 0.00528 0.00545 0.01 0.01
8 cage15 8 1.0 9.26e-12 6.32 1.73 0.01 0.01 0.01 0.01 0.00527 0.00542 0.01 0.01
9 crashbasis 10 1.0 4.41e-11 7.0 1.75 0.01 0.01 0.01 0.01 0.00532 0.0054 0.00997 0.01
10 dc1 11 1.0 1.92e-11 1.38 1.16 0.0001 0.01 0.0001 0.01 0.0 0.00543 0.0 0.00999
11 dc2 9 1.0 1.35e-11 1.3 1.13 0.0001 0.01 0.0001 0.01 0.0 0.00545 0.0 0.00999
12 dc3 31 1.0 1.7e-11 3.64 1.57 0.001 0.01 0.001 0.01 0.00046 0.00518 0.000997 0.01
13 Goodwin_095 119 0.992 8.98e-11 6.56 1.75 0.001 0.01 0.001 0.01 0.000543 0.00545 0.000999 0.01
14 Goodwin_127 157 0.987 9.82e-11 6.91 1.77 0.001 0.01 0.001 0.01 0.000539 0.00544 0.000999 0.01
15 hcircuit 32 1.07 5.97e-11 3.37 1.47 0.001 0.01 0.001 0.01 0.000454 0.00547 0.000997 0.00999
16 language 9 1.0 6.24e-11 6.14 1.72 0.01 0.01 0.01 0.01 0.0048 0.00573 0.00999 0.01
17 majorbasis 10 1.0 2.39e-11 5.03 1.67 0.001 0.01 0.001 0.01 0.000525 0.0054 0.000998 0.01
18 memchip 10 1.11 4.92e-12 3.39 1.42 0.0001 0.01 0.0001 0.01 3.85e-05 0.00541 0.0001 0.01
19 ML_Laplace 20 1.0 4.74e-11 2.93 1.49 0.0001 0.01 0.0001 0.01 5.4e-05 0.00539 9.99e-05 0.01
20 rajat31 16 0.941 7.39e-11 4.8 1.74 0.0001 0.01 0.0001 0.01 5.41e-05 0.00539 0.0001 0.01
21 ss 29 1.04 6.27e-11 4.81 1.61 0.001 0.01 0.001 0.01 0.000507 0.0054 0.000999 0.01
22 ss1 6 0.857 6.88e-11 5.87 1.95 0.001 0.01 0.001 0.01 0.000534 0.00549 0.000999 0.01
23 stomach 10 1.0 2.88e-11 6.26 1.72 0.01 0.01 0.01 0.01 0.00442 0.00601 0.00999 0.01
24 torso2 10 1.11 7.31e-12 5.8 1.56 0.01 0.01 0.01 0.01 0.00504 0.00566 0.00999 0.01
25 trans5 11 1.0 9.17e-12 1.34 1.15 0.0001 0.01 0.0001 0.01 0.0 0.00536 0.0 0.00999
26 Transport 28 1.0 8.79e-11 5.88 1.71 0.0001 0.01 0.0001 0.01 5.41e-05 0.0054 0.0001 0.01
27 vas_stokes_1M 73 1.01 6.73e-11 5.14 1.66 0.001 0.01 0.001 0.01 0.000536 0.00541 0.000999 0.01
28 vas_stokes_2M 65 1.0 9.97e-11 5.31 1.68 0.001 0.01 0.001 0.01 0.000538 0.00539 0.000999 0.01
29 xenon2 23 1.05 6.89e-11 1.13 1.04 0.0001 0.01 0.0001 0.01 0.0 0.00538 0.0 0.00999
Table 41: cFGMRES on the scaled system with the pointwise backtracking compression strategy.
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name iter rel iter ηb ρ µ minχk maxχk min ζk max ζk min ζ̃k max ζ̃k min ϕ̃k max ϕ̃k
1 atmosmodd 11 1.0 1.34e-11 5.78 1.7 0.00227 0.0119 1e-05 0.01 9.96e-06 0.01 20.5 1.31e+04
2 atmosmodj 11 1.0 7.66e-11 5.74 1.7 0.00227 0.0119 1e-05 0.01 9.98e-06 0.01 7.31 1.28e+04
3 atmosmodl 10 1.0 1.92e-11 6.6 1.74 0.00316 0.0257 1e-05 0.01 1e-05 0.00999 5.89 3.1e+04
4 atmosmodm 10 1.0 1.2e-11 5.68 1.7 0.00317 0.0141 0.0001 0.01 9.98e-05 0.01 1.34e+02 1.57e+04
5 cage12 8 1.0 8.47e-12 7.56 1.77 0.000986 0.0171 0.001 0.01 0.000994 0.01 22.8 2e+03
6 cage13 8 1.0 5.55e-12 7.88 1.77 0.000972 0.0162 0.001 0.01 0.000998 0.01 4.85e+02 6.59e+04
7 cage14 8 1.0 1.37e-11 8.49 1.79 0.00099 0.0155 0.001 0.01 0.001 0.01 2.31e+03 9.14e+05
8 cage15 8 1.0 1.01e-11 8.52 1.79 0.000991 0.0153 0.001 0.01 0.001 0.01 1.64e+04 1.28e+05
9 crashbasis 10 1.0 5.44e-11 7.91 1.78 0.00304 0.0269 0.001 0.01 0.000998 0.01 88.4 1.16e+04
10 dc1 11 1.0 1.68e-11 1.37 1.16 0.0014 0.129 1e-05 0.01 0.0 0.01 0.0 1.64e+04
11 dc2 9 1.0 2.11e-11 1.65 1.24 0.00143 0.00805 1e-05 0.01 0.0 0.00999 0.0 4.59e+04
12 dc3 30 0.968 7.38e-12 5.35 1.73 0.00365 0.124 0.0001 0.01 9.96e-05 0.01 34.4 1.6e+05
13 Goodwin_095 120 1.0 9.86e-11 5.79 1.71 0.00597 0.0189 0.001 0.01 0.000989 0.01 19.8 1.76e+05
14 Goodwin_127 160 1.01 8.9e-11 6.13 1.71 0.00562 0.0187 0.001 0.01 0.000993 0.01 7.2 2.54e+05
15 hcircuit 31 1.03 4.33e-11 6.64 1.69 0.00644 0.157 0.0001 0.01 9.92e-05 0.00997 2.88e+02 3.76e+05
16 language 10 1.11 1.04e-11 7.2 1.6 0.00194 0.0182 0.001 0.01 0.000996 0.01 4.34e+02 1.79e+05
17 majorbasis 10 1.0 2.37e-11 7.13 1.75 0.00178 0.00551 0.001 0.01 0.000998 0.00999 62.7 3.54e+04
18 memchip 10 1.11 4.85e-12 4.92 1.52 0.00337 0.0233 1e-05 0.01 9.98e-06 0.01 3.67e+03 1.15e+05
19 ML_Laplace 20 1.0 5.17e-11 3.45 1.55 0.00298 0.121 1e-05 0.01 7.17e-06 0.00998 51.5 1.97e+04
20 rajat31 16 0.941 8.61e-11 7.8 1.87 0.00287 0.0854 0.0001 0.01 9.66e-05 0.00995 2.18e+04 1.57e+06
21 ss 29 1.04 6.71e-11 6.19 1.67 0.00251 0.125 0.001 0.01 0.000993 0.00999 7.13e+02 3.24e+06
22 ss1 7 1.0 3.84e-11 7.31 1.76 0.000988 0.019 0.001 0.01 0.000995 0.01 53.5 1.02e+06
23 stomach 10 1.0 3.57e-11 11.3 1.84 0.00803 0.022 0.01 0.01 0.00992 0.01 2.12e+03 5.15e+04
24 torso2 10 1.11 7.24e-12 8.24 1.62 0.0023 0.0248 0.001 0.01 0.000995 0.01 3.45e+02 2.51e+04
25 trans5 11 1.0 1.46e-11 4.54 1.64 0.00343 0.084 1e-05 0.01 1e-05 0.01 5.27e+02 1.29e+05
26 Transport 28 1.0 7.91e-11 6.68 1.74 0.00229 0.183 1e-05 0.01 9.9e-06 0.00998 9.03 1.1e+04
27 vas_stokes_1M 73 1.01 6.52e-11 6.63 1.72 0.00243 0.12 0.001 0.01 0.000995 0.01 1.45e+03 1.21e+06
28 vas_stokes_2M 66 1.02 5.55e-11 6.51 1.71 0.00629 0.081 0.001 0.01 0.000997 0.01 1.47e+03 2.99e+06
29 xenon2 22 1.0 9.13e-11 2.77 1.47 0.00243 0.116 1e-05 0.01 0.0 0.01 0.0 6.49e+02
Table 42: cFGMRES on the scaled system with the normwise backtracking compression strategy.
name iter rel iter ηb ρ µ minχk maxχk min ζk max ζk min ζ̃k max ζ̃k min ϕ̃k max ϕ̃k
1 atmosmodd 11 1.0 9.85e-11 2.86 1.48 1e-08 0.001 1e-08 0.001 2.89e-09 0.000542 9.98e-09 0.000999
2 atmosmodj 12 1.09 4.2e-11 2.75 1.37 1e-08 0.001 1e-08 0.001 2.96e-09 0.000542 9.99e-09 0.001
3 atmosmodl 21 2.1 4.44e-09 2.98 0.821 1e-08 1.0 1e-08 1e+12 2.98e-09 0.321 9.99e-09 0.5
4 atmosmodm 21 2.1 1.98e-09 2.82 0.815 1e-08 1.0 1e-08 1e+12 2.89e-09 0.357 9.96e-09 0.5
5 cage12 8 1.0 1.04e-11 2.02 1.34 1e-08 0.1 1e-08 0.1 0.0 0.0535 0.0 0.0997
6 cage13 8 1.0 6.73e-12 2.76 1.47 1e-08 0.1 1e-08 0.1 2.98e-09 0.0531 9.97e-09 0.0997
7 cage14 8 1.0 1.72e-11 2.99 1.5 1e-08 0.1 1e-08 0.1 2.99e-09 0.053 1e-08 0.0997
8 cage15 8 1.0 1.37e-11 3.09 1.51 1e-08 0.1 1e-08 0.1 2.99e-09 0.0524 1e-08 0.0997
9 crashbasis 13 1.3 3.46e-11 2.61 1.19 1e-08 1.0 1e-08 1e+04 0.0 0.319 0.0 0.5
10 dc1 15 1.36 6.25e-12 1.61 1.01 1e-08 0.1 1e-08 0.1 0.0 0.0507 0.0 0.1
11 dc2 19 2.11 3.47e-08 1.96 0.763 1e-08 1.0 1e-08 1e+10 0.0 0.323 0.0 0.5
12 dc3 56 1.81 9.61e-12 1.88 0.856 1e-08 1.0 1e-08 1e+05 0.0 0.388 0.0 0.5
13 Goodwin_095 169 1.41 9.28e-11 2.18 1.07 1e-08 1.0 1e-08 1e+06 0.0 0.331 0.0 0.5
14 Goodwin_127 222 1.4 9.47e-11 2.24 1.09 1e-08 1.0 1e-08 1e+05 0.0 0.328 0.0 0.5
15 hcircuit 61 2.03 3.13e-09 1.91 0.782 1e-08 1.0 1e-08 1e+12 0.0 0.349 0.0 0.5
16 language 10 1.11 9.46e-11 2.74 1.35 1e-08 1.0 1e-08 10.0 1.91e-09 0.327 9.96e-09 0.5
17 majorbasis 13 1.3 5.15e-11 2.59 1.19 1e-08 1.0 1e-08 1e+04 0.0 0.32 0.0 0.5
18 memchip 19 2.11 7.55e-09 2.31 0.786 1e-08 1.0 1e-08 1e+10 2.8e-09 0.331 9.98e-09 0.5
19 ML_Laplace 41 2.05 2.87e-09 2.72 0.827 1e-08 1.0 1e-08 1e+12 2.84e-09 0.353 9.9e-09 0.5
20 rajat31 35 2.06 8.68e-10 2.62 0.819 1e-08 1.0 1e-08 1e+09 1.49e-09 0.38 1e-08 0.5
21 ss 48 1.71 8.15e-11 2.85 0.968 1e-08 1.0 1e-08 1e+07 2.96e-09 0.325 9.97e-09 0.5
22 ss1 7 1.0 3.95e-11 1.8 1.29 1e-08 0.01 1e-08 0.01 0.0 0.0053 0.0 0.01
23 stomach 12 1.2 2.69e-11 2.54 1.25 1e-08 1.0 1e-08 1e+03 0.0 0.364 0.0 0.5
24 torso2 11 1.22 4.93e-11 2.36 1.21 1e-08 1.0 1e-08 1e+02 0.0 0.319 0.0 0.5
25 trans5 11 1.0 1.67e-11 1.68 1.25 1e-08 0.001 1e-08 0.001 0.0 0.000489 0.0 0.000998
26 Transport 57 2.04 1.6e-09 3.42 0.859 1e-08 1.0 1e-08 1e+10 2.94e-09 0.332 9.99e-09 0.5
27 vas_stokes_1M 117 1.62 9.16e-11 2.85 1.01 1e-08 1.0 1e-08 1e+06 1.53e-09 0.33 9.98e-09 0.5
28 vas_stokes_2M 106 1.63 9.98e-11 3.06 1.02 1e-08 1.0 1e-08 1e+07 1.58e-09 0.326 9.97e-09 0.5
29 xenon2 45 2.05 2.75e-10 1.62 0.751 1e-08 1.0 1e-08 1e+06 0.0 0.32 0.0 0.5
Table 43: cFGMRES on the scaled system with the pointwise heuristic compression strategy.
RR n° 9342
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name iter rel iter ηb ρ µ minχk maxχk min ζk max ζk min ζ̃k max ζ̃k min ϕ̃k max ϕ̃k
1 atmosmodd 12 1.09 2.34e-11 3.05 1.41 8.18e-09 0.398 1e-08 0.001 1.65e-09 0.000999 0.00014 4.06e+03
2 atmosmodj 13 1.18 8.01e-11 3.0 1.32 8.18e-09 1.0 1e-08 0.01 1.65e-09 0.00208 0.000224 9.22e+04
3 atmosmodl 21 2.1 2.28e-07 4.4 0.859 8.41e-09 1.0 1e-08 1e+12 3.27e-09 0.994 1.14e-05 2.29e+07
4 atmosmodm 21 2.1 3.73e-07 4.07 0.853 6.84e-09 1.0 1e-08 1e+12 3.19e-09 0.924 1.39e-05 1.17e+06
5 cage12 8 1.0 2.01e-11 2.53 1.43 9.86e-09 0.11 1e-08 0.1 0.0 0.1 0.0 7.47e+03
6 cage13 8 1.0 1.38e-11 3.12 1.51 9.88e-09 0.114 1e-08 0.1 3.32e-09 0.1 4.09e-05 1.05e+05
7 cage14 8 1.0 3.63e-11 3.34 1.54 9.9e-09 0.126 1e-08 0.1 3.28e-09 0.0998 0.000628 3.2e+05
8 cage15 8 1.0 2.81e-11 3.48 1.55 9.91e-09 0.128 1e-08 0.1 6.4e-09 0.0999 0.000505 2.33e+06
9 crashbasis 21 2.1 2.93e-09 2.8 0.814 7.77e-09 1.0 1e-08 1e+12 0.0 1.83 0.0 2.39e+06
10 dc1 15 1.36 1.61e-11 1.7 1.02 6.93e-09 1.0 1e-08 0.1 0.0 0.0998 0.0 7.12e+04
11 dc2 19 2.11 1.06e-08 2.84 0.812 6.91e-09 1.0 1e-08 1e+10 0.0 1.23 0.0 2.06e+06
12 dc3 63 2.03 4.85e-11 2.46 0.82 7.07e-09 1.0 1e-08 1e+07 0.0 1.28 0.0 3.61e+07
13 Goodwin_095 241 2.01 6.69e-09 3.0 0.854 6.08e-09 1.0 1e-08 1e+12 0.0 0.895 0.0 5.34e+06
14 Goodwin_127 319 2.01 1.02e-08 3.05 0.857 6.05e-09 1.0 1e-08 1e+11 0.0 0.894 0.0 5.92e+06
15 hcircuit 61 2.03 2.84e-08 3.64 0.866 6.44e-09 1.0 1e-08 1e+12 0.0 1.61 0.0 9.14e+06
16 language 19 2.11 3.14e-09 3.46 0.833 7.12e-09 1.0 1e-08 1e+10 4.52e-10 1.1 1.46e-05 8.84e+06
17 majorbasis 21 2.1 8.7e-09 3.68 0.843 5.51e-09 1.0 1e-08 1e+12 8.8e-10 2.23 4.23e-05 2.33e+06
18 memchip 19 2.11 1.8e-07 3.81 0.843 6.58e-09 1.0 1e-08 1e+10 2.64e-09 1.53 0.0123 4.65e+08
19 ML_Laplace 41 2.05 7.62e-09 3.54 0.857 7.04e-09 1.0 1e-08 1e+12 1.62e-09 1.81 8.42e-06 4.1e+07
20 rajat31 35 2.06 5.09e-09 4.98 0.885 6.59e-09 1.0 1e-08 1e+09 2.82e-09 1.31 0.112 3.37e+09
21 ss 57 2.04 9.56e-09 3.72 0.868 6.91e-09 1.0 1e-08 1e+10 7.93e-10 0.897 0.000574 6.04e+07
22 ss1 7 1.0 5.37e-11 2.24 1.38 9.88e-09 0.0219 1e-08 0.01 0.0 0.00992 0.0 5.84e+03
23 stomach 21 2.1 6.72e-09 3.57 0.84 8.81e-09 1.0 1e-08 1e+12 0.0 0.989 0.0 2e+07
24 torso2 19 2.11 3.62e-09 2.79 0.81 8.96e-09 1.0 1e-08 1e+10 0.0 0.961 0.0 2.89e+06
25 trans5 11 1.0 4.18e-11 2.51 1.43 5.81e-09 0.133 1e-08 0.001 0.0 0.000998 0.0 6.13e+03
26 Transport 57 2.04 1.82e-09 5.02 0.895 7.99e-09 1.0 1e-08 1e+10 1.61e-09 0.97 0.000157 4.17e+07
27 vas_stokes_1M 145 2.01 1.12e-09 3.77 0.878 5.95e-09 1.0 1e-08 1e+10 1.44e-09 0.816 0.000843 2.45e+07
28 vas_stokes_2M 131 2.02 5.68e-09 4.03 0.883 6.43e-09 1.0 1e-08 1e+10 9.18e-10 0.887 0.0029 2.74e+07
29 xenon2 45 2.05 3.03e-10 2.1 0.793 5.94e-09 1.0 1e-08 1e+06 0.0 1.03 0.0 7.26e+05
Table 44: cFGMRES on the scaled system with the normwise heuristic compression strategy.
name iter rel iter ηb ρ µ minχk maxχk min ζk max ζk min ζ̃k max ζ̃k min ϕ̃k max ϕ̃k
1 atmosmodd 23 2.09 5.75e-06 6.41 0.89 1.0 1.0 1.0 1.0 0.293 0.329 0.5 0.5
2 atmosmodj 23 2.09 6.98e-06 6.33 0.889 1.0 1.0 1.0 1.0 0.291 0.334 0.5 0.5
3 atmosmodl 21 2.1 6.01e-06 6.18 0.884 1.0 1.0 1.0 1.0 0.299 0.332 0.5 0.5
4 atmosmodm 21 2.1 7.44e-06 5.49 0.876 1.0 1.0 1.0 1.0 0.278 0.351 0.5 0.5
5 cage12 15 1.88 7.48e-11 5.19 0.967 1.0 1.0 1.0 1.0 0.296 0.338 0.5 0.5
6 cage13 15 1.88 4.42e-11 5.22 0.968 1.0 1.0 1.0 1.0 0.283 0.326 0.5 0.5
7 cage14 15 1.88 4.26e-11 5.16 0.967 1.0 1.0 1.0 1.0 0.282 0.351 0.5 0.5
8 cage15 15 1.88 4.53e-11 4.98 0.964 1.0 1.0 1.0 1.0 0.294 0.355 0.5 0.5
9 crashbasis 19 1.9 7.23e-11 5.4 0.959 1.0 1.0 1.0 1.0 0.3 0.32 0.5 0.5
10 dc1 23 2.09 2.22e-05 4.65 0.867 1.0 1.0 1.0 1.0 0.297 0.331 0.5 0.5
11 dc2 19 2.11 8.68e-05 4.74 0.861 1.0 1.0 1.0 1.0 0.295 0.331 0.5 0.5
12 dc3 63 2.03 1.54e-07 5.25 0.9 1.0 1.0 1.0 1.0 0.267 0.361 0.5 0.5
13 Goodwin_095 241 2.01 1.45e-09 5.86 0.918 1.0 1.0 1.0 1.0 0.299 0.333 0.5 0.5
14 Goodwin_127 319 2.01 1.19e-09 6.29 0.924 1.0 1.0 1.0 1.0 0.295 0.33 0.5 0.5
15 hcircuit 61 2.03 1.73e-05 4.13 0.879 1.0 1.0 1.0 1.0 0.271 0.329 0.5 0.5
16 language 18 2.0 5.96e-11 4.3 0.896 1.0 1.0 1.0 1.0 0.278 0.336 0.5 0.5
17 majorbasis 21 2.1 6.4e-11 4.9 0.868 1.0 1.0 1.0 1.0 0.31 0.328 0.5 0.5
18 memchip 19 2.11 6.11e-05 4.47 0.857 1.0 1.0 1.0 1.0 0.205 0.325 0.5 0.5
19 ML_Laplace 41 2.05 1.19e-06 6.27 0.905 1.0 1.0 1.0 1.0 0.287 0.33 0.5 0.5
20 rajat31 35 2.06 1.46e-05 5.38 0.891 1.0 1.0 1.0 1.0 0.258 0.384 0.5 0.5
21 ss 57 2.04 3.21e-07 5.75 0.905 1.0 1.0 1.0 1.0 0.296 0.334 0.5 0.5
22 ss1 15 2.14 3.99e-10 4.01 0.836 1.0 1.0 1.0 1.0 0.289 0.364 0.5 0.5
23 stomach 17 1.7 4.08e-11 5.31 1.06 1.0 1.0 1.0 1.0 0.253 0.367 0.5 0.5
24 torso2 18 2.0 2.35e-11 4.54 0.901 1.0 1.0 1.0 1.0 0.288 0.347 0.5 0.5
25 trans5 23 2.09 2.78e-05 4.4 0.863 1.0 1.0 1.0 1.0 0.285 0.335 0.5 0.5
26 Transport 57 2.04 2.67e-07 6.74 0.916 1.0 1.0 1.0 1.0 0.288 0.353 0.5 0.5
27 vas_stokes_1M 145 2.01 4.31e-08 6.33 0.921 1.0 1.0 1.0 1.0 0.288 0.339 0.5 0.5
28 vas_stokes_2M 131 2.02 7.68e-08 6.73 0.924 1.0 1.0 1.0 1.0 0.287 0.335 0.5 0.5
29 xenon2 45 2.05 2.07e-06 5.25 0.894 1.0 1.0 1.0 1.0 0.302 0.324 0.5 0.5
Table 45: cFGMRES on the scaled system with the pointwise SZ 16 compression strategy.
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name iter rel iter ηb ρ µ minχk maxχk min ζk max ζk min ζ̃k max ζ̃k min ϕ̃k max ϕ̃k
1 atmosmodd 11 1.0 1.38e-11 3.53 1.56 0.000326 0.000326 3.21e-07 0.000399 3.07e-07 0.000398 0.685 5.27e+02
2 atmosmodj 11 1.0 8.44e-11 3.47 1.55 0.000326 0.000326 2.96e-07 0.000399 2.81e-07 0.000399 0.271 1.37e+02
3 atmosmodl 10 1.0 1.37e-11 3.74 1.58 0.000326 0.000326 9.08e-07 0.000387 9.06e-07 0.000387 1.31 6.61e+02
4 atmosmodm 10 1.0 1.15e-11 3.28 1.53 0.000326 0.000326 2.23e-06 0.000477 2.02e-06 0.000475 3.42 2.63e+03
5 cage12 8 1.0 5.42e-12 4.01 1.6 0.000326 0.000326 0.000186 0.000331 0.000185 0.000332 8.08 2.21e+03
6 cage13 8 1.0 3.07e-12 4.67 1.65 0.000326 0.000326 0.000187 0.000336 0.000187 0.000335 46.3 5.75e+02
7 cage14 8 1.0 7.69e-12 5.07 1.67 0.000326 0.000326 0.000194 0.000343 0.000193 0.000342 2.05e+02 7.6e+03
8 cage15 8 1.0 6.47e-12 5.22 1.68 0.000326 0.000326 0.0002 0.000348 0.000199 0.000346 1.2e+03 8.04e+04
9 crashbasis 10 1.0 3.83e-11 4.39 1.63 0.000326 0.000326 9.33e-05 0.000419 9.33e-05 0.000421 15.5 7.12e+02
10 dc1 11 1.0 2.02e-11 2.43 1.42 0.000326 0.000326 2.56e-08 0.00047 3.08e-09 0.000468 0.0104 9.97e+03
11 dc2 9 1.0 2.44e-11 1.64 1.24 0.000326 0.000326 5.48e-07 0.000472 0.0 0.000469 0.0 3.07e+04
12 dc3 31 1.0 8.55e-12 1.12 1.06 0.000326 0.000326 2.59e-06 0.000461 0.0 0.000458 0.0 6.96e+02
13 Goodwin_095 120 1.0 9.92e-11 1.87 1.3 0.000326 0.000326 1.7e-05 0.000537 1.64e-05 0.000534 1.37 2.97e+03
14 Goodwin_127 159 1.0 9.81e-11 2.06 1.35 0.000326 0.000326 1.74e-05 0.000539 1.67e-05 0.000536 3.56 1.22e+03
15 hcircuit 30 1.0 7.69e-11 2.37 1.41 0.000326 0.000326 1.35e-06 0.000506 1.33e-06 0.000503 7.02 1.23e+04
16 language 9 1.0 3.6e-11 4.65 1.65 0.000326 0.000326 7.91e-05 0.000458 7.89e-05 0.000458 53.4 7.56e+03
17 majorbasis 10 1.0 2.36e-11 4.35 1.63 0.000326 0.000326 7.74e-05 0.000592 7.73e-05 0.000593 10.7 1.63e+02
18 memchip 9 1.0 4.7e-11 3.49 1.55 0.000326 0.000326 5.88e-07 0.000496 5.68e-07 0.000495 1.3e+02 3.36e+03
19 ML_Laplace 20 1.0 4.41e-11 2.13 1.36 0.000326 0.000326 2.66e-07 0.000463 6.69e-08 0.000463 17.3 6.7e+02
20 rajat31 17 1.0 6.33e-11 3.88 1.59 0.000326 0.000326 3.64e-07 0.000495 3.37e-07 0.000494 8.01e+02 1.53e+05
21 ss 28 1.0 9.27e-11 2.91 1.49 0.000326 0.000326 2.55e-06 0.000471 1.82e-06 0.000469 78.3 3.1e+05
22 ss1 7 1.0 2.73e-11 4.62 1.64 0.000326 0.000326 0.000147 0.0004 0.000146 0.0004 76.7 2.06e+04
23 stomach 10 1.0 2.72e-11 5.49 1.69 0.000326 0.000326 0.000146 0.000407 0.000146 0.000406 1.18e+02 1.62e+03
24 torso2 9 1.0 8.87e-11 4.13 1.61 0.000326 0.000326 0.000115 0.000364 0.000114 0.000363 21.2 1.13e+03
25 trans5 11 1.0 1.17e-11 2.72 1.46 0.000326 0.000326 3.9e-07 0.000561 3.55e-07 0.000562 3.63 4.39e+03
26 Transport 28 1.0 9.25e-11 3.21 1.53 0.000326 0.000326 1.93e-07 0.000408 1.81e-07 0.000408 0.466 3.54e+02
27 vas_stokes_1M 72 1.0 9.04e-11 2.89 1.49 0.000326 0.000326 2.67e-06 0.000548 2.15e-06 0.000548 1.15e+02 1.03e+05
28 vas_stokes_2M 65 1.0 8.54e-11 3.02 1.5 0.000326 0.000326 3.87e-06 0.000507 3.1e-06 0.000506 2.75e+02 1.12e+06
29 xenon2 22 1.0 8.94e-11 2.02 1.34 0.000326 0.000326 2.91e-07 0.000548 0.0 0.000547 0.0 52.0
Table 46: cFGMRES on the scaled system with the normwise SZ 16 compression strategy.
name iter rel iter ηb ρ µ minχk maxχk min ζk max ζk min ζ̃k max ζ̃k min ϕ̃k max ϕ̃k
1 atmosmodd 11 1.0 1.38e-11 2.17 1.37 5.96e-08 5.96e-08 5.96e-08 5.96e-08 2.31e-08 2.72e-08 5.96e-08 5.96e-08
2 atmosmodj 11 1.0 8.43e-11 2.17 1.37 5.96e-08 5.96e-08 5.96e-08 5.96e-08 2.37e-08 2.69e-08 5.96e-08 5.96e-08
3 atmosmodl 10 1.0 1.37e-11 2.14 1.36 5.96e-08 5.96e-08 5.96e-08 5.96e-08 2.32e-08 2.58e-08 5.96e-08 5.96e-08
4 atmosmodm 10 1.0 1.15e-11 2.12 1.36 5.96e-08 5.96e-08 5.96e-08 5.96e-08 2.3e-08 2.42e-08 5.96e-08 5.96e-08
5 cage12 8 1.0 5.42e-12 1.93 1.32 5.96e-08 5.96e-08 5.96e-08 5.96e-08 1.52e-08 2.4e-08 5.93e-08 5.96e-08
6 cage13 8 1.0 3.07e-12 1.95 1.32 5.96e-08 5.96e-08 5.96e-08 5.96e-08 1.9e-08 2.39e-08 5.95e-08 5.96e-08
7 cage14 8 1.0 7.68e-12 1.98 1.33 5.96e-08 5.96e-08 5.96e-08 5.96e-08 1.22e-08 2.39e-08 5.96e-08 5.96e-08
8 cage15 8 1.0 6.46e-12 1.99 1.33 5.96e-08 5.96e-08 5.96e-08 5.96e-08 1.21e-08 2.39e-08 5.96e-08 5.96e-08
9 crashbasis 10 1.0 3.82e-11 1.98 1.33 5.96e-08 5.96e-08 5.96e-08 5.96e-08 1.31e-08 2.39e-08 5.95e-08 5.96e-08
10 dc1 11 1.0 2.11e-11 2.07 1.35 5.96e-08 5.96e-08 5.96e-08 5.96e-08 1.63e-08 2.41e-08 5.85e-08 5.96e-08
11 dc2 9 1.0 2.14e-11 1.92 1.31 5.96e-08 5.96e-08 5.96e-08 5.96e-08 1.34e-08 2.44e-08 5.9e-08 5.96e-08
12 dc3 31 1.0 6.1e-12 1.94 1.32 5.96e-08 5.96e-08 5.96e-08 5.96e-08 1.24e-08 2.4e-08 5.88e-08 5.96e-08
13 Goodwin_095 120 1.0 9.93e-11 2.01 1.34 5.96e-08 5.96e-08 5.96e-08 5.96e-08 1.3e-08 2.41e-08 5.9e-08 5.96e-08
14 Goodwin_127 159 1.0 9.83e-11 2.04 1.34 5.96e-08 5.96e-08 5.96e-08 5.96e-08 1.49e-08 2.42e-08 5.91e-08 5.96e-08
15 hcircuit 31 1.03 5.04e-11 1.69 1.23 5.96e-08 5.96e-08 5.96e-08 5.96e-08 1.45e-08 2.75e-08 5.9e-08 5.96e-08
16 language 9 1.0 3.34e-11 1.83 1.29 5.96e-08 5.96e-08 5.96e-08 5.96e-08 1.54e-08 2.57e-08 5.95e-08 5.96e-08
17 majorbasis 10 1.0 2.36e-11 1.96 1.32 5.96e-08 5.96e-08 5.96e-08 5.96e-08 1.39e-08 2.29e-08 5.95e-08 5.96e-08
18 memchip 9 1.0 4.69e-11 1.86 1.3 5.96e-08 5.96e-08 5.96e-08 5.96e-08 1.08e-08 2.38e-08 5.96e-08 5.96e-08
19 ML_Laplace 20 1.0 4.38e-11 2.16 1.37 5.96e-08 5.96e-08 5.96e-08 5.96e-08 1.26e-08 2.39e-08 5.93e-08 5.96e-08
20 rajat31 17 1.0 6.19e-11 1.99 1.33 5.96e-08 5.96e-08 5.96e-08 5.96e-08 1.21e-08 2.63e-08 5.96e-08 5.96e-08
21 ss 28 1.0 9.28e-11 2.01 1.34 5.96e-08 5.96e-08 5.96e-08 5.96e-08 1.21e-08 2.38e-08 5.96e-08 5.96e-08
22 ss1 7 1.0 2.73e-11 1.91 1.31 5.96e-08 5.96e-08 5.96e-08 5.96e-08 1.39e-08 2.45e-08 5.93e-08 5.96e-08
23 stomach 10 1.0 2.73e-11 1.83 1.29 5.96e-08 5.96e-08 5.96e-08 5.96e-08 2.04e-08 2.81e-08 5.94e-08 5.96e-08
24 torso2 9 1.0 8.87e-11 1.92 1.32 5.96e-08 5.96e-08 5.96e-08 5.96e-08 1.81e-08 2.39e-08 5.92e-08 5.96e-08
25 trans5 11 1.0 1.2e-11 1.83 1.29 5.96e-08 5.96e-08 5.96e-08 5.96e-08 1.13e-08 2.97e-08 5.92e-08 5.96e-08
26 Transport 28 1.0 9.25e-11 2.3 1.39 5.96e-08 5.96e-08 5.96e-08 5.96e-08 2.16e-08 2.83e-08 5.96e-08 5.96e-08
27 vas_stokes_1M 72 1.0 9.39e-11 2.04 1.34 5.96e-08 5.96e-08 5.96e-08 5.96e-08 1.23e-08 2.52e-08 5.96e-08 5.96e-08
28 vas_stokes_2M 65 1.0 8.5e-11 2.06 1.35 5.96e-08 5.96e-08 5.96e-08 5.96e-08 1.25e-08 2.44e-08 5.96e-08 5.96e-08
29 xenon2 22 1.0 8.94e-11 2.03 1.34 5.96e-08 5.96e-08 5.96e-08 5.96e-08 1.2e-08 2.4e-08 5.91e-08 5.96e-08
Table 47: cFGMRES on the scaled system with the pointwise SZ 32 compression strategy.
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name iter rel iter ηb ρ µ minχk maxχk min ζk max ζk min ζ̃k max ζ̃k min ϕ̃k max ϕ̃k
1 atmosmodd 11 1.0 1.38e-11 1.85 1.3 4.17e-08 4.17e-08 4.11e-11 5.1e-08 1.17e-11 2.62e-08 1.54e-05 0.00145
2 atmosmodj 11 1.0 8.43e-11 1.83 1.29 4.17e-08 4.17e-08 3.79e-11 5.1e-08 1.1e-11 2.61e-08 1.66e-05 0.00358
3 atmosmodl 10 1.0 1.37e-11 1.85 1.3 4.17e-08 4.17e-08 1.16e-10 4.96e-08 4.93e-11 2.62e-08 1.12e-06 0.00106
4 atmosmodm 10 1.0 1.15e-11 1.76 1.28 4.17e-08 4.17e-08 2.85e-10 6.1e-08 4.97e-11 2.56e-08 1.9e-06 0.00927
5 cage12 8 1.0 5.42e-12 1.95 1.32 4.17e-08 4.17e-08 2.38e-08 4.23e-08 2.4e-09 1.34e-08 1.17e-05 0.0043
6 cage13 8 1.0 3.07e-12 1.97 1.33 4.17e-08 4.17e-08 2.39e-08 4.29e-08 2.3e-09 1.34e-08 6.35e-05 0.0166
7 cage14 8 1.0 7.68e-12 2.02 1.34 4.17e-08 4.17e-08 2.48e-08 4.39e-08 3.53e-09 2.63e-08 0.000628 0.167
8 cage15 8 1.0 6.46e-12 1.95 1.32 4.17e-08 4.17e-08 2.56e-08 4.45e-08 1.97e-09 2.57e-08 0.00101 0.784
9 crashbasis 10 1.0 3.82e-11 1.89 1.31 4.17e-08 4.17e-08 1.19e-08 5.36e-08 1.12e-09 1.49e-08 2.96e-05 0.0101
10 dc1 11 1.0 2.12e-11 1.69 1.26 4.17e-08 4.17e-08 3.27e-12 6.01e-08 6.95e-14 3.33e-08 6.84e-06 0.421
11 dc2 9 1.0 2.13e-11 1.81 1.29 4.17e-08 4.17e-08 7e-11 6.03e-08 3.78e-12 3.33e-08 2.62e-06 0.767
12 dc3 31 1.0 2.43e-11 1.74 1.27 4.17e-08 4.17e-08 3.24e-10 5.9e-08 9.82e-12 1.79e-08 2.41e-07 2.65
13 Goodwin_095 120 1.0 9.93e-11 1.77 1.28 4.17e-08 4.17e-08 2.18e-09 6.86e-08 1.38e-10 1.38e-08 4.38e-06 0.676
14 Goodwin_127 159 1.0 9.83e-11 1.78 1.28 4.17e-08 4.17e-08 2.23e-09 6.89e-08 2.15e-10 1.41e-08 5.79e-06 0.455
15 hcircuit 31 1.03 6.01e-11 1.82 1.26 4.17e-08 4.17e-08 1.91e-10 6.47e-08 2.31e-11 8.58e-09 0.000363 0.12
16 language 9 1.0 3.34e-11 1.95 1.32 4.17e-08 4.17e-08 1.01e-08 5.86e-08 7.69e-10 9.74e-09 5.53e-05 0.191
17 majorbasis 10 1.0 2.36e-11 1.91 1.31 4.17e-08 4.17e-08 9.9e-09 7.57e-08 8.89e-10 1.01e-08 3.07e-05 0.00212
18 memchip 9 1.0 4.69e-11 1.89 1.31 4.17e-08 4.17e-08 7.52e-11 6.34e-08 2.51e-11 2.14e-08 0.00237 0.593
19 ML_Laplace 20 1.0 4.38e-11 1.58 1.22 4.17e-08 4.17e-08 3.4e-11 5.92e-08 1.19e-11 1.35e-08 0.000346 0.525
20 rajat31 17 1.0 6.19e-11 1.78 1.28 4.17e-08 4.17e-08 4.6e-11 6.33e-08 9.16e-12 5.25e-08 0.0863 23.8
21 ss 28 1.0 9.28e-11 1.72 1.26 4.17e-08 4.17e-08 3.26e-10 6.03e-08 2.64e-11 5.48e-09 0.00114 4.15e+02
22 ss1 7 1.0 2.73e-11 1.98 1.33 4.17e-08 4.17e-08 1.88e-08 5.12e-08 2.45e-09 1.18e-08 0.00122 0.0586
23 stomach 10 1.0 2.73e-11 2.04 1.34 4.17e-08 4.17e-08 1.87e-08 5.2e-08 3.03e-09 1.22e-08 0.000487 0.144
24 torso2 9 1.0 8.87e-11 2.01 1.33 4.17e-08 4.17e-08 1.47e-08 4.65e-08 1.54e-09 1.31e-08 5.75e-05 0.00617
25 trans5 11 1.0 1.2e-11 1.89 1.31 4.17e-08 4.17e-08 4.99e-11 7.18e-08 4.72e-12 2.64e-08 3.6e-05 0.16
26 Transport 28 1.0 9.25e-11 1.74 1.27 4.17e-08 4.17e-08 2.47e-11 5.22e-08 2.8e-12 7.09e-09 1.98e-06 0.0287
27 vas_stokes_1M 72 1.0 8.55e-11 1.81 1.29 4.17e-08 4.17e-08 3.41e-10 7.01e-08 3.4e-11 1.53e-08 0.00125 3.58
28 vas_stokes_2M 65 1.0 8.84e-11 1.77 1.28 4.17e-08 4.17e-08 4.94e-10 6.49e-08 4.63e-11 7.88e-09 0.00336 20.5
29 xenon2 22 1.0 8.94e-11 1.54 1.21 4.17e-08 4.17e-08 3.73e-11 7.01e-08 2.18e-12 1.35e-08 4.79e-06 0.091
Table 48: cFGMRES on the scaled system with the normwise SZ 32 compression strategy.
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Figure 8: The compression ratio ρ of Z grouped per compression strategy for the solution of the
scaled systems. Each bar per strategy corresponds to a different matrix according to its id in
Table 1. Horizontal reference lines are added at ρ = 2 and 4.
Figure 9: The memory ratio µ grouped per compression strategy for the solution of the scaled
systems. Each bar per strategy corresponds to a different matrix according to its id in Table 1.
Horizontal reference lines are added at µ = 1, 1.33, and 1.6.
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β γ dim info iter ρ µ
-100 10 N 11 8.09 1.63
-100 10 Y 11 11.05 1.68
-100 50 N 11 9.16 1.65
-100 50 Y 11 11.13 1.68
-100 100 N 11 9.20 1.65
-100 100 Y 11 11.20 1.68
-100 500 N 10 11.40 1.84
-100 500 Y 10 12.24 1.85
-100 1000 N 11 11.10 1.68
-100 1000 Y 11 11.35 1.68
-50 10 N 11 8.05 1.63
-50 10 Y 11 11.10 1.68
-50 50 N 11 8.96 1.65
-50 50 Y 11 11.11 1.68
-50 100 N 11 9.20 1.65
-50 100 Y 11 11.20 1.68
-50 500 N 10 11.39 1.84
-50 500 Y 10 12.09 1.85
-50 1000 N 11 11.04 1.68
-50 1000 Y 11 11.36 1.68
-10 10 N 11 8.08 1.63
-10 10 Y 11 11.11 1.68
-10 50 N 11 8.93 1.65
-10 50 Y 11 11.09 1.68
-10 100 N 11 9.25 1.66
-10 100 Y 11 11.18 1.68
-10 500 N 10 11.37 1.84
-10 500 Y 10 12.34 1.85
-10 1000 N 11 11.13 1.68
-10 1000 Y 11 11.40 1.68
10 10 N 11 8.08 1.63
10 10 Y 11 11.11 1.68
10 50 N 11 8.95 1.65
10 50 Y 11 11.15 1.68
10 100 N 11 9.23 1.66
10 100 Y 11 11.19 1.68
10 500 N 10 11.40 1.84
10 500 Y 10 12.35 1.85
10 1000 N 11 11.09 1.68
10 1000 Y 11 11.35 1.68
50 10 N 11 8.18 1.64
50 10 Y 11 11.09 1.68
50 50 N 11 9.16 1.65
50 50 Y 11 11.20 1.68
50 100 N 11 9.25 1.66
50 100 Y 11 11.22 1.68
50 500 N 10 11.42 1.84
50 500 Y 10 12.31 1.85
50 1000 N 11 11.07 1.68
50 1000 Y 11 11.39 1.68
100 10 N 11 8.05 1.63
100 10 Y 11 11.11 1.68
100 50 N 11 9.01 1.65
100 50 Y 11 11.14 1.68
100 100 N 11 9.26 1.66
100 100 Y 11 11.21 1.68
100 500 N 10 11.40 1.84
100 500 Y 10 12.23 1.85
100 1000 N 11 11.11 1.68
100 1000 Y 11 11.36 1.68
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