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Abstract
We focus in the first part of this article on the explicit estimate, in terms of the Rossby number ε, of the convergence speed
of the solution of the primitive equations to the unique and global solution of the quasigeostrophic system, with better results
when ν = ν′. The second part is devoted to the proof of the persistence, when the Rossby number goes to zero, of the structure of
tangential regularity for the primitive equations with diffusion and viscosity.
 2005 Elsevier SAS. All rights reserved.
Résumé
On s’intéresse dans la première partie de cet article à l’estimation, explicite en fonction du nombre de Rossby ε, de la vitesse
de convergence de la solution du système des équations primitives vers la solution unique du système quasigéostrophique, avec de
meilleurs résultats dans le cas ν = ν′. La deuxième partie est consacrée à la démonstration de la persistence, lorsque le nombre de
Rossby tend vers zéro, de la structure de régularité tangentielle pour les équations primitives visqueuses et diffusives.
 2005 Elsevier SAS. All rights reserved.
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1. Introduction
1.1. The primitive equations
The primitive system writes:  ∂tUε + vε.∇Uε −LUε +
1
ε
AUε = 1ε (−∇Φε,0),
divvε = 0,
Uε|t=0 = U0,ε.
(PEε)
The unknowns are Uε and Φε . We denote by Uε a pair (vε, θε) where vε is a vector field on R3 (three-dimensional
velocity), θε a scalar function (the density fluctuation: in the case of the atmosphere it depends on the scalar (potential)
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494 F. Charve / J. Math. Pures Appl. 85 (2006) 493–539temperature, and in the case of the ocean it depends on the temperature and the salinity), and Φε the pressure, all of
them depending on (t, x). The operator L is defined by,
LUε
def= (νvε, ν′θε),
and the matrix A by:
A def=

0 −1 0 0
1 0 0 0
0 0 0 F−1
0 0 −F−1 0
 .
We refer to [12,18,19] for physical considerations about the primitive equations, to [13,17] for fundamental results
on the Navier–Stokes system, to [1,2,8,14] for results on rotating fluids or primitive equations in particular cases.
In the first two parts of this paper we will follow the methods of [5] and get more precise results on the conver-
gence speed (with additional assumptions). In the case ν = ν′ the speed of convergence will be much better. Let us
decompose the initial data into:
U0,ε = U0,ε,QG +U0,ε,osc,
where U0,QG ∈ H 1+β (β > 0), ‖U0,ε,QG − U0,QG‖H 1 K0ε, and U0,ε,osc is regular and we allow its norm to blow
up when ε goes to zero (see the statement of the theorems for more details). We will show that, as ε goes to zero, Uε
goes to the solution of the quasigeostrophic system:
∂t U˜QG − Γ U˜QG = −

−∂2
∂1
0
−F∂3
−1F (U˜QG.∇Ω˜QG),
U˜QG|t=0 = U0,QG,
(Q˜G)
where Γ is the pseudo-differential operator of order two defined by:
Γ
def= −1F
(
ν∂21 + ν∂22 + ν′∂23
)
.
The third part is devoted to the persistence of the tangential regularity. We will consider vortex patches.
1.2. Statement of the results
In the following, a constant depending only on the initial data, F , ν or ν′ will be noted K0, and the notation
‖u‖LpH˙ s means ‖u‖Lp(R+,H˙ s (R3).
The following theorem is an easy adaptation of Theorem 2 from [5].
Theorem 1.1. Let β > 0 be given and assume U0,QG ∈ H 1+β(R3), then the limit system has a unique solution, global
in time and belonging to the space L∞(R+,H 1+β)∩L2(R+,H 2+β) and satisfying for all s ∈ [0,1 + β]:
∀t ∈ R+,
∥∥U˜QG(t)∥∥2H˙ s + 2cν0
t∫
0
∥∥U˜QG(t ′)∥∥2H˙ s+1 dt ′  C(U0,QG), (1)
where ν0 = min(ν, ν′).
Let us state our first result:
Theorem 1.2. Let β > 0, α > 0 and assume that U0,ε = U0,ε,QG +U0,ε,osc, where
• ‖U0,ε,QG −U0,QG‖H 1 Cε, with U0,QG ∈ H 1+β ,
• U0,ε,osc ∈ L1 ∩ H˙ 1/2 ∩ H˙ 1+β , regular but with blowing up norms:
‖U0,ε,osc‖L1 + ‖U0,ε,osc‖H˙ 1/2 + ‖U0,ε,osc‖H˙ 1+β  α log|log ε|.
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∂tWε −LWε + 1εPAWε = −G,
Wε|t=0 = U0,ε,osc, with (2)
G
def= PP(U˜QG.∇U˜QG)− F(ν − ν′)−2F

−F∂2∂23
F∂1∂
2
3
0
(∂21 + ∂22 )∂3
 Ω˜QG, (3)
where P is the Leray projector on divergence-free vectorfields.
Then for all M > 0, there exist a constant K0 > 0 and ε0 > 0 (depending on β and M) such that, if we define
ω = βM − αK0 and if α < βM/K0, we have the following results:
• Wε exists globally, is unique in the space Es for every s ∈ [1/2,1] and if ε  ε0, ‖Wε‖L2(R+,L∞) K0|log ε|−ω .
• If we denote by γε def= Uε − U˜QG −Wε , then if ε is small enough, γε ∈ Es for every s ∈ [1/2,1] and goes to zero
in Es , for every s ∈ [1/2,1]: ‖γε‖Es K0|log ε|−ω.
• Finally if ε is small enough, Uε is defined for all time and Uε − U˜QG = γε +Wε satisfies ‖Uε − U˜QG‖L2(R+,L∞) 
K0|log ε|−ω .
The structure of the proof of this theorem will be very close to the one from [5] so we will mainly focus on the
differences induced by the fact that the initial data depend on the Rossby number and we will concentrate on the
Strichartz estimates.
When the viscosity ν is equal to the diffusivity ν′ many simplifications arise (first of all L = ν = Γ and the
eigenvalues of the linear system are explicit) allowing us to get better results:
Theorem 1.3. Assume ν = ν′ and that U0,ε = U0,ε,QG +U0,ε,osc, where ‖U0,ε,QG −U0,QG‖H 1  Cε, U0,QG ∈ H 1+β
and ‖U0,ε,osc‖H 1+β  α|log ε|. Let Es and Wε be the same as in the previous theorem, G being simplified into:
G = PP(U˜QG.∇U˜QG). (4)
Then there exist a constant K0 > 0 and ε0 > 0 such that if we define γ = 1/(16(1 + β)) and ω = βγ − αK0 and
if α < βγ /K0 and ε  ε0 we have the following results:
• Wε exists globally, is unique in the space Es for every s ∈ [1/2,1] and we have the estimate ‖Wε‖L2(R+,L∞) 
K0εω.
• If we denote by δε def= Uε − U˜QG − χ(|D|/Rε)Wε , where Rε = ε−γ , then δε ∈ Es for every s ∈ [1/2,1] and
‖δε‖Es K0εω ∀s ∈ [1/2,1].
• Finally if ε  ε0, ‖Uε − U˜QG‖L2(R+,L∞) K0εω.
1.3. Vortex patches (ν = ν′)
In this section, Cs is the usual Hölder space. We will only use the definition involving the Littlewood–Paley theory
(we refer to [7] for a complete presentation of the theory):
Cs =
{
u ∈ S ′(R3), ‖u‖Cs def= sup
q−1
2qs‖qu‖L∞ < ∞
}
,
where q is the usual frequency localization operator defined as follows: consider two regular functions χ and φ
whose supports are respectively a ball and an annulus, such that for all ξ ∈ R3,
χ(ξ)+
∑
q0
φ(2−qξ) = 1 and 1
3
 χ(ξ)2 +
∑
q0
φ(2−qξ)2  1.
Then for all tempered distribution we define:
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• ∀q −2, q = 0,
• ∀q  0, q =F−1(φ(2−qξ)uˆ(ξ)) and Squ =∑p<q−1 pu = χ(2−qD)u,
• ∀q ∈ Z, ˙q =F−1(φ(2−qξ)uˆ(ξ)) and S˙qu =∑p<q−1 ˙pu = χ(2−qD)u.
A Hölder space is a particular case of a Besov space Cs = Bs∞,∞, where
Bsp,r =
{
u ∈ S ′(R3), ‖u‖Bsp,r def= ∥∥(2qs‖qu‖Lp)q−1∥∥r < ∞}.
Concerning the vortex patches we also refer to [7] and [15] for a description of the persistence of the vortex patches
structure in the case of the Euler system, to [10] and [16] for the case of the Navier–Stokes system, and to [11] for
the case of the primitive equations when ν = ν′ = 0. We choose to take here the definitions of vortex patches and
tangential regularity of [11]: a vortex patch will be defined with respect to the scalar potential vorticity instead of the
vorticity (rotational of the velocity). Basically the potential vorticity is a vortex patch if it is the characteristic function
of a regular open set:
Definition 1.1. We say that Ω0 is a vortex patch of class Cs if, for some s ∈ ]0,1[,
Ω0 = Ω0,i1D +Ω0,e1R3−D,
where Ω0,i ∈ Cs(D), Ω0,e ∈ Cs(R3 −D) and D is an open bounded domain of class Cs+1.
Following those papers we will state a general theorem of persistence of the geometrical structures for the primitive
equations in the case ν = ν′, and the concept of tangential regularity with respect to a set X of vector fields will be
important:
Definition 1.2. If X = (Xλ)λ=1,...,N is a finite family of vector fields we will say that this family is admissible if and
only if (∧ is the usual vectorial product in R3):
[X]−1 def=
(
2
N(N − 1)
∑
λ<λ′
|Xλ ∧Xλ′ |2
)−1/4
< ∞.
If s ∈ ]0,1[ and X is an admissible family of vector fields Cs we define the space:
Cs(X) = {w ∈ L∞ such that Xλ(x,D)w def= div(w ⊗Xλ) ∈ Cs−1};
as corresponding “norm” we take:
‖w‖Cs(X) def= ‖w‖L∞ +
∥∥[X]−1∥∥
L∞ +
N∑
λ=1
(‖Xλ‖Cs + ∥∥Xλ(x,D)w∥∥Cs−1). (5)
Remark 1.1. We took here the same definition as in [11] for Xλ(x,D)w (it is a simplified version of the definitions
given in [7,15] or [16]).
Let us now state the result:
Theorem 1.4. Suppose that:
• Ω0 is a Cs vortex patch with s ∈ ]0,1[,
• U0,QG ∈ L2 is a quasigeostrophic vector field such that Ω(U0,QG) = Ω0 ∈ L2(R3)∩L∞(R3),
• U0,ε,osc is a family of regular oscillating vector fields,
• and define U0,ε,QG as a regularization of U0,QG: ‖U0,ε,QG − U0,QG‖L2  ε (for example U0,ε,QG =
χ(ε|D|)U0,QG). So U0,ε = U0,ε,QG +U0,ε,osc.
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C0 > 0 such that
‖Ω0,ε‖L2  C0, ‖Ω0,ε‖Cs(X0)  C0, ‖U0,ε‖H 5 C0ε−α, where 0 < α <
1
64
.
Then there exist two constants γ0 = γ0(F, s) and CF,s > 0, a time T γε depending on the Rossby number,
T
γ
ε = γ log|log ε| where 0 < γ  γ0, and ε0 > 0 such that for all ε  ε0 the lifespan T ∗ε of the solution Uε satis-
fies T ∗ε > T γε and:
• ‖Uε,osc‖L8
T
γ
ε
(Lip)  CF,sε1/32−2α ,
• for all t  T γε , Vε(t) =
∫ t
0 ‖vε(τ )‖Lip dτ  2|log ε|γCF,s ,
• ‖Uε,QG‖L1
T
γ
ε
(Lip)  2|log ε|6γCF,s ,
• locally in time, if T > 0, there exists a constant CT such that if ε is small enough (the neighbourhood of zero
depending also on T ), we have: ∫ T0 ‖vε(τ )‖Lip dτ + ‖Uε,QG‖L1T (Lip)  CT , and ‖Uε,osc‖L8T (Lip)  CT ε1/32−α ,
• we have local convergence: for all T > 0, Uε,QG converges in L∞([0, T ],L2) to a Lipschitzian solution of the
quasigeostrophic system with U0,QG as initial data.
This paper consists in three sections: in the first section we will separate the two cases (ν = ν′ and ν = ν′) and for
each we will adapt the methods developed in [5] to prove Theorem 3. The third one is devoted to the vortex patches,
and we put all the technical results (spectral majorations, a priori estimates, Strichartz estimates) in Appendix A.
2. Proof of Theorem 1.2
2.1. Preliminaries
We will use here the same arguments as in [5], except that we will localize the frequencies in Cr,R where r and R
are not fixed radiuses but depend on the Rossby number rε = |log ε|−m and Rε = |log ε|M .
We define Pr,R as the following frequency cut-off:
Pr,R = χ
( |D|
R
)(
1 − χ
( |D3|
r
))
,
with χ a fixed C∞ function whose support is included in [−1,1] and equal to 1 in [−1/2,1/2], and (F−1 is the
inverse Fourier transform):
χ
(|D|)f =F−1(χ(|ξ |)fˆ (ξ)), and χ(|D3|)f =F−1(χ(|ξ3|)fˆ (ξ)).
Let us begin with the statement of the following proposition whose proof is given in Appendix A together with the
notation Pi , for i = 1, . . . ,4, which consists in the spectral projectors of the matrix ̂L− 1εPA, and P3+4 = P3 + P4.
Proposition 2.1. There exist a constant CF and ε0 = ε0(F, ν − ν′,m,M) > 0 such that for all ε  ε0:
• for all divergence-free vector field f ∈ H˙ s , for i = 3,4,
‖PiPrε,Rεf ‖H˙ s  CF |log ε|M+m‖f ‖H˙ s ,
• for all divergence-free and potential vorticity-free vector field f ∈ H˙ s ,
‖P2Prε,Rεf ‖H˙ s  CF |ν − ν′|ε1/2‖f ‖H˙ s ,
‖P3+4Prε,Rεf ‖H˙ s 
(
1 +CF |ν − ν′|ε1/2
)‖f ‖H˙ s .
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Let us write all the systems we will consider in the following proof (we refer to (3) for the expression of G):{
∂t U˜QG −LU˜QG + 1εPAU˜QG = −P(U˜QG.∇U˜QG)+G,
U˜QG|t=0 = U0,QG ∈ H˙ 1(R3)∩L2(R3),
(6){
∂tWε −LWε + 1εPAWε = −G,
Wε|t=0 = U0,ε,osc,
(7){
∂tW
T
ε −LWTε + 1εPAWTε = −Prε,RεP3+4G,
WTε |t=0 =Prε,RεP3+4U0,ε,osc.
(8)
Then we define the two following quantities: δε
def= Uε − U˜QG −WTε ,
δ′ε
def= Wε −WTε .
(9)
From (PEε), (6), (7) and (8) they satisfy the following system:{
∂t δ
′
ε −Lδ′ε + 1εPAδ′ε = f ′1 + f ′2,
δ′ε|t=0 = δ′0,ε,
(10)
∂t δε −Lδε + 1εPAδε = −P(δε.∇δε)
− P(δε.∇(U˜QG +WTε ))− P((U˜QG +WTε ).∇δε)+ f1 + f2,
δε|t=0 = δ0,ε,
(11)
with

f1 = f ′1 = −(1 −Prε,Rε )Gb −Prε,RεP2Gb,
f ′2 = −(1 −Prε,Rε )Gl −Prε,RεP2Gl,
f2 = f ′2 − P(U˜QG.∇WTε )− P(WTε .∇U˜QG)− P(WTε .∇WTε ),
δ′0,ε = (1 −Prε,Rε )U0,ε,osc +Prε,RεP2U0,ε,osc,
δ0,ε = δ′0,ε + (U0,ε,QG −U0,QG),
(12)
where we have defined,
Gb = PP(U˜QG.∇U˜QG) and Gl = −F(ν − ν′)−2F

−F∂2∂23
F∂1∂
2
3
0
(∂21 + ∂22 )∂3
 Ω˜QG.
Remark 2.1. Remember that Gl , Gb and U0,ε,osc are divergence free, and have a zero potential vorticity (see (3) for
the expression of G, Gl , Gb).
2.3. Energy estimates
The object of this section is the proof of the following result:
Proposition 2.2. If we take m = (6β + 8)M there exist a constant K0 > 0, a function Vε ∈ L1(R+) and ε0 > 0 (also
depending on β and ε) such that, if α < βM/K0 and ε  ε0, then for all s ∈ [1/2,1] and t  0,
∥∥δ′ε(t)∥∥2H˙ s + ν0
t∫ ∥∥∇δ′ε(t ′)∥∥2H˙ s dt ′ K0|log ε|−(βM−αK0),0
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t∫
0
(
ν0 − 2C
∥∥δε(t ′)∥∥H˙ s )∥∥∇δε(t ′)∥∥2H˙ s e∫ tt ′ Vε(τ)dτ dt ′ K0|log ε|−(βM−αK0),
where ‖Vε‖L1(R+) K0α log|log ε|.
2.3.1. Linear estimates
We use here the same convention to denote by K0 a constant only depending on the initial data, F , ν or ν′. We
will not prove the following two lemmas because they are easy adaptations of Lemmas 3.1 and 3.2 from [5]. The only
change is that we have to care about the initial data, now depending on the Rossby number.
Lemma 2.1. There exists a constant K0 such that we have the following estimates for all s ∈ [0,1 + β],
t∫
0
∥∥Gb(t ′)∥∥
H˙ s
dt ′ +
t∫
0
∥∥Gl(t ′)∥∥2
H˙ s−1 dt
′ K0.
Lemma 2.2. There exists a constant K0 such that, for all s ∈ [1/2,1] and t ∈ R+, the solutions of (7) and (8) satisfy
respectively:
∥∥WTε (t)∥∥2H˙ s + ν0
t∫
0
∥∥∇WTε (t ′)∥∥2H˙ s dt ′ K0(1 + α log|log ε|)(1 + |ν − ν′|CF ε1/2)2,
and ∥∥Wε(t)∥∥2H˙ s + ν0
t∫
0
∥∥∇Wε(t ′)∥∥2H˙ s dt ′ K0(1 + α log|log ε|).
2.3.2. Energy for δ′ε and δε
For more simplicity with the formulas we will only write the cases s ∈ ]1/2,1], the case s = 1/2 is dealt the same
way except that the product laws change a little. The same formulas as estimate (27) from [5] hold: ∀t ∈ R+,
∥∥δ′ε(t)∥∥2H˙ s + ν0
t∫
0
∥∥∇δ′ε(t ′)∥∥2H˙ s dt ′

(
‖δ′0,ε‖2H˙ s + ‖f ′1‖L1H˙ s +
1
ν0
‖f ′2‖2L2H˙ s−1
)
e‖f ′1‖L1H˙ s , (13)
and
∥∥δε(t)∥∥2H˙ s +
t∫
0
(
ν0 − 2C
∥∥δε(t ′)∥∥H˙ s )∥∥∇δε(t ′)∥∥2H˙ s e∫ tt ′ Vε(τ)dτ dt ′

(
‖δ0,ε‖2H˙ s + ‖f1‖L1H˙ s +
1
ν0
‖f2‖2L2H˙ s−1
)
e
‖Vε‖L1(R+) , (14)
with Vε(t) = Cν0
(‖∇(U˜QG +WTε )‖2H˙ 1/2 + ‖∇(U˜QG +WTε )‖2H˙ s )+ ‖f1‖H˙ s .
2.3.3. Estimates on the forcing terms and initial data
Lemma 2.3. If m = (6β + 8)M there exist a constant K0 and ε0 (also depending on M) such that for all ε  ε0,
‖δ0,ε‖H˙ s + ‖δ′0,ε‖H˙ s + ‖f1‖L1H˙ s + ‖f ′2‖L2H˙ s−1 + ‖f2‖L2H˙ s−1 K0|log ε|−βM.
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f1 = f ′1 = −(1 − χ(|D|/Rε))Gb − χ(|D|/Rε)χ(|D3|/rε)Gb
− χ(|D|/Rε)(1 − χ(|D3|/rε))P2Gb,
f ′2 = −(1 − χ(|D|/Rε))Gl − χ(|D|/Rε)χ(|D3|/rε)Gl
− χ(|D|/Rε)(1 − χ(|D3|/rε))P2Gl,
f2 = f ′2 − P(U˜QG.∇WTε )− P(WTε .∇U˜QG)− P(WTε .∇WTε ),
δ′0,ε = (1 − χ(|D|/Rε))U0,ε,osc + χ(|D|/Rε)χ(|D3|/rε)U0,ε,osc
+ χ(|D|/Rε)(1 − χ(|D3|/rε))P2U0,ε,osc,
δ0,ε = δ′0,ε + (U0,ε,QG −U0,QG).
• Using the Plancherel lemma,∥∥∥∥(1 − χ( |D|Rε
))
Gb
∥∥∥∥
L1H˙ s
CR−βε
∥∥Gb∥∥
L1H˙ s+β K
0|log ε|−βM.
• Similarly, we obtain that ∥∥∥∥(1 − χ( |D|Rε
))
Gl
∥∥∥∥
L2H˙ s−1
K0|log ε|−βM.
• Using the definition of Gb and the fact that P and P are pseudo-differential operators of degree zero,∥∥∥∥χ( |D|Rε
)
χ
( |D3|
rε
)
Gb
∥∥∥∥
L1H˙ s
Rsε
∥∥∥∥χ( |D|Rε
)
χ
( |D3|
rε
)
U˜QG.∇U˜QG
∥∥∥∥
L1L2
.
Using an anisotropic Bernstein lemma (see Lemma 4.2 from [4]) followed by Lemma 4.1 from [4] to get rid of
the truncation operators,∥∥∥∥χ( |D|Rε
)
χ
( |D3|
rε
)
Gb
∥∥∥∥
L1H˙ s
Rsε
(
R2ε rε
)2/3−1/2∥∥U˜QG.∇U˜QG∥∥L1L3/2 ,
and thanks to a Hölder inequality (L2.L6 ↪→ L3/2) and the fact that s  1, we finally obtain:∥∥∥∥χ( |D|Rε
)
χ
( |D3|
rε
)
Gb
∥∥∥∥
L1H˙ s
R4/3ε r1/6ε
∥∥U˜QG∥∥L2L6∥∥U˜QG∥∥L2H˙ 1  K0ν0 |log ε|−(m/6−4M/3).
• Using the same arguments we obtain:∥∥∥∥χ( |D|Rε
)
χ
( |D3|
rε
)
U0,ε,osc
∥∥∥∥
H˙ s
Rsε
∥∥∥∥χ( |D|Rε
)
χ
( |D3|
rε
)
U0,ε,osc
∥∥∥∥
L2
,
thanks to the anisotropic Bernstein lemma (we refer to [4] or [9]),∥∥∥∥χ( |D|Rε
)
χ
( |D3|
rε
)
U0,ε,osc
∥∥∥∥
H˙ s
Rsε
(
R2ε rε
)1/2∥∥∥∥χ( |D|Rε
)
χ
( |D3|
rε
)
U0,ε,osc
∥∥∥∥
L1
,
and then ∥∥∥∥χ( |D|Rε
)
χ
( |D3|
rε
)
U0,ε,osc
∥∥∥∥
H˙ s
K0|log ε|−(m/2−2M) log|log ε|.
• since Gl = −F |ν − ν′|−2F ∂3∂3U˜QG,∥∥∥∥χ( |D|Rε
)
χ
( |D3|
rε
)
Gl
∥∥∥∥
L2H˙ s−1
 CF |ν − ν′|
∥∥∥∥χ( |D|Rε
)
χ
( |D3|
rε
)
∂∂3U˜QG
∥∥∥∥
L2H˙ s−1
,
which we easily estimate by,∥∥∥∥χ( |D|Rε
)
χ
( |D3|
rε
)
Gl
∥∥∥∥
L2H˙ s−1
 CF |ν − ν′|r1/2ε ‖U˜QG‖L2H˙ s+1/2 
K0
ν0
|log ε|−m/2.
F. Charve / J. Math. Pures Appl. 85 (2006) 493–539 501• Using Proposition 2.1, we get:∥∥∥∥χ( |D|Rε
)(
1 − χ
( |D3|
rε
))
P2G
b
∥∥∥∥
L1H˙ s
+
∥∥∥∥χ( |D|Rε
)(
1 − χ
( |D3|
rε
))
P2G
l
∥∥∥∥
L2H˙ s−1
K0ε1/2 and∥∥∥∥χ( |D|Rε
)(
1 − χ
( |D3|
rε
))
P2U0,ε,osc
∥∥∥∥
H˙ 1
K0ε1/2.
• We easily obtain that ∥∥∥∥(1 − χ( |D|Rε
))
U0,ε,osc
∥∥∥∥
H˙ s
R−βε ‖U0,ε‖H˙ s+β ,
then ∥∥∥∥(1 − χ( |D|Rε
))
U0,ε,osc
∥∥∥∥
H˙ s
K0|log ε|−βM log|log ε|,
and recall that
‖U0,ε,QG −U0,QG‖H˙ 1 K0ε.
• All that remains is to estimate the last three terms appearing in the expression of f2. We use here the same
estimates used in [5]. By interpolation we have:∥∥U˜QG.∇WTε ∥∥H˙ s−1  ∥∥U˜QG.∇WTε ∥∥1/2H˙ 2s−2∥∥U˜QG.∇WTε ∥∥1/2L2 .
Thanks to the product laws in Sobolev spaces (s − 1/2 + s − 3/2 = 2s − 2 and s ∈ [1/2,1]) we can write that∥∥U˜QG.∇WTε ∥∥L2(R+,H˙ s−1)  C∥∥U˜QG∥∥1/2L∞H˙ s−1/2∥∥∇WTε ∥∥1/2L2H˙ s∥∥U˜QG∥∥1/2L∞L2∥∥WTε ∥∥1/2L2Lip
 C(Rε)1/2
∥∥U˜QG∥∥1/2L∞H˙ s−1/2∥∥WTε ∥∥1/2L2H˙ s+1∥∥U˜QG∥∥1/2L∞L2∥∥WTε ∥∥1/2L2L∞ .
Similarly, ∥∥WTε .∇U˜QG∥∥L2(R+,H˙ s−1)  C∥∥WTε ∥∥1/2L∞H˙ s∥∥∇U˜QG∥∥1/2L2H˙ s−1/2∥∥WTε ∥∥1/2L2L∞∥∥U˜QG∥∥1/2L∞H˙ 1,
and ∥∥WTε .∇WTε ∥∥L2(R+,H˙ s−1) C∥∥WTε ∥∥3/4L∞H˙ s∥∥WTε ∥∥1/4L2H˙ s+1∥∥WTε ∥∥1/2L2L∞∥∥WTε ∥∥1/4L∞H˙ 1/2∥∥WTε ∥∥1/4L2H˙ 3/2 .
Thus, we need to estimate ‖WTε ‖L2L∞ and this is the object of the Strichartz estimates (we refer to Appendix A for
the proof):
Lemma 2.4. There exist ε0 = ε0(F, ν0,m,M) and a constant K0 (depending on a negative power of ν0) such that for
all ε  ε0, ∥∥WTε ∥∥L2(R+,L∞(R3)) K0ε1/16.
We finally obtain that
‖f1‖L1H˙ s K0|log ε|−βM +K0|log ε|−(m/6−4M/3) +K0ε1/2,
‖f ′2‖L2H˙ s−1 K0|log ε|−βM +K0|log ε|−m/2 +K0ε1/2,
‖f2‖L2H˙ s−1 K0|log ε|−βM +K0|log ε|−m/2 +K0ε1/2 +K0ε1/16α log|log ε|,
‖δ′0,ε‖H˙ s K0|log ε|−βM log|log ε| +K0|log ε|−(m/2−2M) log|log ε| +K0ε1/2,
‖δ0,ε‖H˙ s K0|log ε|−βM log|log ε| +K0|log ε|−(m/2−2M) log|log ε| +K0ε1/2 +K0ε.
(15)
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η = min
(
βM,
m
2
− 2M, 1
2
(
βM + m
2
− 2M
)
,
m
6
− 4M
3
,2βM,m,βM + m
2
)
= min
(
βM,
m
6
− 4M
3
)
> 0
and, as ε goes to zero, we do not have any problem to estimate the powers of ε occurring in the energy estimates. For
example, if we take m such that βM = m/6 − 4M/3, that is m = (6β + 8)M > 8M , we naturally obtain that η = βM
and then if ε is small enough:
|δ0,ε|H˙ s + |δ′0,ε|H˙ s + ‖f1‖L1H˙ s + ‖f ′2‖L2H˙ s−1 + ‖f2‖L2H˙ s−1 K0|log ε|−βM,
which concludes the proof of Lemma 2.3. 
Using Lemmas 2.3 and 2.2 we easily obtain that there exist a constant K0 and ε0 such that for all ε  ε0,
‖f1‖L1H˙ s K0 and ‖V ‖L1(R+) K0α log|log ε|.
Then, we obtain from (13) and (14) that if ε  ε0:
∥∥δ′ε(t)∥∥2H˙ s + ν0
t∫
0
∥∥∇δ′ε(t ′)∥∥2H˙ s dt ′ K0|log ε|−βMeK0|log ε|−βM K0|log ε|−βM K0|log ε|−(βM−αK0),
and
∥∥δε(t)∥∥2H˙ s +
t∫
0
(
ν0 − 2C
∥∥δε(t ′)∥∥H˙ s )∥∥∇δε(t ′)∥∥2H˙ s e∫ tt ′ V (τ)dτ dt ′ K0|log ε|−(βM−αK0) if α < βMK0 ,
which ends the proof of Proposition 2.2. 
2.4. Conclusion
We are now able to conclude the proof of the theorem: using Proposition 2.2, we obtain that if ε  ε0, for all t :
∥∥δ′ε(t)∥∥2H˙ s + ν0
t∫
0
∥∥∇δ′ε(t ′)∥∥2H˙ s dt ′ K0|log ε|−(βM−αK0),
and
∥∥δε(t)∥∥2H˙ s +
t∫
0
(
ν0 − 2C
∥∥δε(t ′)∥∥H˙ s )∥∥∇δε(t ′)∥∥2H˙ s e∫ tt ′ V (τ)dτ dt ′ K0|log ε|−(βM−αK0).
Let ε be small enough so that K0|log ε|−(βM−αK0)  ν0/(4C) and let us define the time:
Tε = sup
{
t  0 such that δε ∈ C
([0, t], H˙ 1) and ∀t ′  t, ∥∥δε(t ′)∥∥2H˙ 1  ν02C
}
.
Thanks to the estimates on the initial data, Tε > 0 and like in [5] the previous estimates imply that Tε = ∞, and as
δε − δ′ε = Uε − U˜QG −Wε = γε , we obtain that
‖γε‖Es K0|log ε|−(βM−αK0).
Moreover, using the injection H˙ 2 ↪→ L∞ we get:
∀ε  ε0, ‖δε‖L2L∞ K0|log ε|−(βM−αK
0).
F. Charve / J. Math. Pures Appl. 85 (2006) 493–539 503So, as δε +WTε = Uε − U˜QG, thanks to the Strichartz estimates, if ε is small enough,∥∥Uε − U˜QG∥∥L2(R+,L∞) K0|log ε|−(βM−αK0),
and this ends the proof of Theorem 1.2. 
3. Proof of Theorem 1.3
3.1. Preliminaries
Remark 3.1. Naturally, Theorem 1.1 and the energy estimates are unchanged (except that ν0 is replaced by ν) for all
s ∈ [0,1 + β]:
∀t ∈ R+,
∥∥U˜QG(t)∥∥2H˙ s + 2cν
t∫
0
∥∥U˜QG(t ′)∥∥2H˙ s+1 dt ′  C(U0,QG). (16)
We refer to the appendix for precise statement of the simplifications involved by the fact that ν = ν′: for now let us
just say that concerning the following matrix (in Fourier variables):
B(ξ, ε)
def= ̂−ν− 1
ε
PA=F
(
−ν− 1
ε
PA
)
,
we have explicit, simple expressions for its eigenelements. Moreover, the eigenvectors are simpler and orthogonal and
we can show that the oscillating part is here exactly the part which will go to zero due to dispersion effects contrary
to the case when ν = ν′ (see [5] and Appendix A and Appendix B for explicit computation).
3.2. The different systems
There are many simplifications from the systems used in the previous section due to the fact that ν = ν′ (no
projection with P3+4, no truncation in frequency, vanish of the term G). Precisely, let us write the different systems
involved in the definition of δε:{
∂t U˜QG − νU˜QG + 1εPAU˜QG = −P(U˜QG.∇U˜QG)+G,
U˜QG|t=0 = U0,QG,
(17){
∂tUε − νUε + 1εPAUε = −P(Uε.∇Uε),
Uε|t=0 = U0,ε,{
∂tWε − νWε + 1εPAWε = −G,
Wε|t=0 = U0,ε,osc.
where G = PP(U˜QG.∇U˜QG),
Remark 3.2. Recall that the term G is appearing as a constant term when one writes the system satisfied by the
difference Uε − U˜QG so in order to compensate this annoying constant term, we introduce it in the linear system and
take advantage of dispersive effects of the operator −ν− 1
ε
A.
Remark 3.3. Notice that G is divergence-free and with a zero potential vorticity. And in the case ν = ν′ it implies that
Gˆ depends only on the last two eigenvectors and we do not need to use a projector such as P3+4.
Let us begin with some notations: from the systems recalled in this section we can write the system satisfied by
δε = Uε − U˜QG −WTε , where we have defined WTε = χ(|D|/Rε)Wε with Rε = ε−γ :
∂t δε −Lδε + 1εPAδε = −P(δε.∇δε)− P(δε.∇(U˜QG +WTε ))
− P((U˜QG +WTε ).∇δε)+ f1 + f2, (18)δε|t=0 = (1 − χ(|D|/Rε))U0,ε,osc +U0,ε,QG −U0,QG,
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f1 = −(1 − χ(|D|/Rε))G,
f2 = −P(U˜QG.∇WTε )− P(WTε .∇U˜QG)− P(WTε .∇WTε ).
(19)
3.3. Energy estimates
The object of this section is the proof of the following result:
Lemma 3.1. There exists a constant K0, a function Vε ∈ L1(R+), and ε0 such that if α < β/(16K0(1 + β)), for all
ε  ε0 and if we choose γ = 1/(16(1 + β)):
∥∥δε(t)∥∥2H˙ s +
t∫
0
(
ν0 − 2C
∥∥δε(t ′)∥∥H˙ s )∥∥∇δε(t ′)∥∥2H˙ s e∫ tt ′ V (τ)dτ dt ′ K0εβ/(16(1+β))−αK0,
where ‖Vε‖L1(R+) K0α|log ε|.
3.3.1. Energy for the linear system
We begin with linear energy estimates: like for Lemma 2.2 we will only write the result:
Lemma 3.2. For all s ∈ [1/2,1] and t ∈ R+, the solution of (2) satisfies:
∥∥Wε(t)∥∥2H˙ s + ν
t∫
0
∥∥∇Wε(t ′)∥∥2H˙ s dt ′ Cα|log ε|.
3.3.2. Energy for δε
We easily adapt the proof of the estimate (28) from [5] to obtain that for all t ∈ R+ and s > 1/2 (like previously
for more simplicity with the formulas we will only write the cases s ∈ ]1/2,1], the case s = 1/2 is dealt the same way
except for the product laws,
∥∥δε(t)∥∥2H˙ s +
t∫
0
(
ν − 2C∥∥δε(t ′)∥∥H˙ s )∥∥∇δε(t ′)∥∥2H˙ s e∫ tt ′ Vε(τ)dτ dt ′

(∥∥δε(0)∥∥2H˙ s + ‖f1‖L1H˙ s + 1ν ‖f2‖2L2H˙ s−1
)
e
‖Vε‖L1(R+) , (20)
with Vε(t) = Cν (‖∇(U˜QG +WTε )‖2H˙ 1/2 + ‖∇(U˜QG +WTε )‖2H˙ s )+ ‖f1‖L1H˙ s .
3.3.3. Estimate on the external force and initial data
Let us begin with the initial data: recall that
δε|t=0 =
(
1 − χ
( |D|
Rε
))
U0,ε,osc +U0,ε,QG −U0,QG.
With Rε = ε−γ , and using the assumption of Theorem 1.3 we have:∥∥δε(0)∥∥H˙ s  C(R−βε ‖U0,ε,osc‖H˙ s+β + ‖U0,ε,QG −U0,QG‖H˙ s )
K0α|log ε|εβγ + ε K0εβγ /2 + ε. (21)
The following lemma gives estimates on the external forces. In the case ν = ν′ the external force f2 consists only in
terms which we will estimate thanks to the Strichartz estimates:
Lemma 3.3. There exist a constant K0 and ε0 such that if ε  ε0:
‖f1‖L1(R+,H˙ s ) K0εβγ and ‖f2‖L2(R+,H˙ s−1) K0ε(1/16−γ )/2.
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we could not use the Bernstein lemma to estimate ‖∇Wε‖L∞ in terms of ‖Wε‖L∞ and it would require a little more
regularity to the initial data to deal with ‖Wε‖L2Lip thanks to the Strichartz estimates. That is why we choose to
localize Wε . Using the computations from [5] we get first by interpolation that∥∥U˜QG.∇WTε ∥∥H˙ s−1  ∥∥U˜QG.∇WTε ∥∥1/2H˙ 2s−2∥∥U˜QG.∇WTε ∥∥1/2L2 .
Then using the product laws in Sobolev spaces (s − 1/2 + s − 3/2 = 2s − 2 and s ∈ [1/2,1]) we obtain:∥∥U˜QG.∇WTε ∥∥H˙ s−1 C∥∥U˜QG∥∥1/2H˙ s−1/2∥∥∇WTε ∥∥1/2H˙ s ∥∥U˜QG∥∥1/2L2 ∥∥∇WTε ∥∥1/2L∞ .
Using the Bernstein lemma and the fact that WTε = χ(|D|/Rε)Wε in order to estimate the truncation WTε in terms of
Wε we obtain (where the notation LpLq means Lp(R+,Lq(R3)) etc.):∥∥U˜QG.∇WTε ∥∥L2(R+,H˙ s−1)  C∥∥U˜QG∥∥1/2L∞H˙ s−1/2∥∥WTε ∥∥1/2L2H˙ s+1∥∥U˜QG∥∥1/2L∞L2∥∥WTε ∥∥1/2L2Lip
 CRε
∥∥U˜QG∥∥1/2L∞H˙ s−1/2‖Wε‖1/2L2H˙ s+1∥∥U˜QG∥∥1/2L∞L2‖Wε‖1/2L2L∞ .
There are no changes for the other terms of f2:∥∥WTε .∇U˜QG∥∥L2H˙ s−1  C‖Wε‖1/2L∞H˙ s∥∥U˜QG∥∥1/2L2H˙ s+1/2‖Wε‖1/2L2L∞∥∥U˜QG∥∥1/2L∞H˙ 1,
and ∥∥WTε .∇Wε∥∥L2H˙ s−1  C‖Wε‖3/4L∞H˙ s‖Wε‖1/4L2H˙ s+1‖Wε‖1/2L2L∞‖Wε‖1/4L∞H˙ 1/2‖Wε‖1/4L2H˙ 3/2 .
All that remains is then to estimate the norms, for this purpose, we will use Strichartz estimates whose proof is given
in Appendix B:
Lemma 3.4. There exist ε0 = ε0(F, ν) and a constant K0 depending on F , ν0, U0,ε,osc, such that for all ε  ε0,
‖Wε‖L2(R+,L∞(R3))  ‖Wε‖L2(R+,B0∞,1(R3)) K
0ε1/8|log ε|.
Using these Strichartz estimates, the energy estimate (16) for the limit system and the one for the linear system
(Lemma 3.2), and the fact that if ε is small enough (ε1/8|log ε|)1/2|log ε|Kε−γ K0ε(1/16−γ )/2 we obtain the estimate
of Lemma 3.3. 
Let us end this section by stating an estimate on the function Vε which is, considering the expression of Vε , just a
matter of using Lemmas 3.3 and 3.2:
Lemma 3.5. There exist a constant K0 and ε0 such that for all ε  ε0,
‖Vε‖L1(R+) K0α|log ε|.
3.4. Conclusion
We can conclude the proof of the theorem like in Section 2.4: using the estimate (21) and Lemma 3.3 in the
estimates from (20) we obtain that if ε  ε0 and if we choose γ such that γβ = 1/16 − γ , that is γ = 1/(16(1 + β)):
∥∥δε(t)∥∥2H˙ s +
t∫
0
(
ν0 − 2C
∥∥δε(t ′)∥∥H˙ s )∥∥∇δε(t ′)∥∥2H˙ s e∫ tt ′ Vε(τ)dτ dt ′ K0εβ/(16(1+β))−αK0 .
The argument is then exactly the same as in Section 2.4 and we obtain that if α < β/(16K0(1 + β)) then ‖δε‖Es 
K0εβ/(16(1+β))−αK0 . And using the injection H˙ 2 ↪→ L∞ we get:
∀ε  ε0, ‖δε‖L2L∞ K0εβ/(16(1+β))−αK
0
and∥∥Uε − U˜QG∥∥L2(R+,L∞) K0εβ/(16(1+β))−αK0,
which ends the proof of Theorem 1.3. 
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In this section we will work in the case ν = ν′ only. We will use here the definitions introduced in Definition 1.2.
This section, is devoted to the proof of Theorem 1.4: in the first subsection we recall some important results and
focus on the two systems on which relies the persistence of the vortex patch structure; in the second subsection we
will establish a first estimate on the potential vorticity, which will then be refined so that we can conclude the proof.
The a priori and Strichartz estimates are put in Appendices C and D.
4.1. Preliminaries
Let us begin with these important lemmas (we refer to [7,11] or [15] for the proofs):
Lemma 4.1. There exists a constant C > 0 depending only on s ∈ ]0,1[ such that, for any divergence-free vector
field U ∈ L2(R3) which is quasigeostrophic and whose potential vorticity Ω = Ω(U) ∈ L2(R3) ∩ Cs(X) for a fixed
admissible family X of Csvector fields, U is Lipschitzian and we have:
‖U‖Lip = ‖∇U‖L∞  C
(
‖Ω‖L2 + ‖Ω‖L∞ log
(
e + ‖Ω‖Cs(X)‖Ω‖L∞
))
.
Lemma 4.2. If s ∈ ]0,1[ then there exists a constant Cs > 0 such that for all U quasigeostrophic vector field, and X
family of Cs vector fields, we have:
‖X.∇U‖Cs  Cs
(‖U‖Lip‖X‖Cs + ∥∥div(Ω(U)X)∥∥Cs−1).
In order to prove the persistence of the tangential regularity, we will not use a fixed family of vector fields: like in
[7,11,15], and [16], we will use a fixed initial family, and we will measure the tangential regularity with respect to a
special family, advected by the velocity: precisely if (X0,λ) is a family of Cs vector fields, we define the transported
family Xεt = (Xεt,λ) by: {
∂tX
ε
t,λ + vε.∇Xεt,λ = Xεt,λ.∇vε,
Xεt,λ|t=0 = X0,λ.
(22)
Remark 4.1. This formulation is equivalent to the fact that, if ψε(t) is the flow associated to vε , Xεt,λ =(
X0,λ.∇ψε(t)) ◦ψε(t)−1.
The regularity is preserved by this transformation: if the initial family is regular, the advected family has the same
regularity: we refer to [15] for the proof of the fact that X0,λ ∈ Cs ⇒ Xεt,λ ∈ Cs .
We want to establish the transport-diffusion system satisfied by Xεt,λ(x,D)Ωε . For this purpose we refer to [4] for
the equation of the potential vorticity (with initial data Ω(U0,ε) = Ω0,ε):
∂tΩε + vε.∇Ωε − νΩε = qε, (23)
with
qε = q(Uε,osc,Uε) def= ∂3v3ε,osc
(
∂1v
2
ε − ∂2v1ε
)− ∂1v3ε,osc∂3v2ε + ∂2v3ε,osc∂3v1ε
+ F∂3(vε − vε,osc)∇θε,osc + F∂3vε,osc∇θε.
In order to simplify we will take the following notation:
qε = ∂Uε,osc.∂Uε + ∂Uε,osc.∂Uε,QG. (24)
Then we obtain: {
(∂t + vε.∇ − ν)Xεt,λ(x,D)Ωε = Xεt,λ(x,D)qε + ν[Xεt,λ(x,D),]Ωε,
Xε (x,D)Ω | = X (x,D)Ω . (25)t,λ ε t=0 0,λ 0,ε
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estimate the quantity ‖Ω‖Cs(X) that appears in Lemma 4.1. When it is done, we can control the lifespan of the
solution Uε thanks to the following remark:
Remark 4.2. As the initial data U0,ε ∈ H 5, the Leray and Fujita–Kato theorems apply and give us, thanks to a weak-
strong uniqueness theorem existence and uniqueness of a regular solution on a maximal interval [0, T ∗ε [. Thanks to
a regularity-propagation theorem, the solution Uε is bounded in the space L∞([0, T ],H 5) ∩ L2([0, T ],H 6) for all
T < T ∗ε .
The blowup condition remains:
T ∗ε < ∞ ⇒
T ∗ε∫
0
∥∥Uε(t)∥∥2H˙ 3/2 dt = +∞.
So if T < T ∗ε , using the a priori estimates (see Appendix C for details), we get:
T∫
0
∥∥Uε(t)∥∥2H˙ 3/2 dt  C0ε−2αT e2Cs ∫ T0 ‖Uε(t)‖Lip dt .
So if T ∗ε < ∞, and if we define a time T γε and manage to prove that for all T < min(T γε , T ∗ε ),
T∫
0
∥∥Uε(t)∥∥Lip dt Kε,
then for all T < min(T γε , T ∗ε ) we have the estimate:
T∫
0
∥∥Uε(t)∥∥2H˙ 3/2 dt  C0ε−2αT ∗ε e2Kε < ∞.
This proves by contradiction that min(T γε , T ∗ε ) < T ∗ε and then T
γ
ε < T
∗
ε .
But as we want to deal with Hölder norms Cs−1 (s − 1 < 0) and given the regularity of Xεt,λ, the term
ν[Xεt,λ(x,D),]Ωε is not necessarily defined because of the Laplacian (with a wish of simplicity we won’t write
the index λ). We therefore decompose the term in the following way:
ν
[
Xεt,λ(x,D),
]
Ωε = −ν
∑
i
∂i(X
ε,iΩε)− 2ν
∑
i
∂i(∇Xε,i∇Ωε) = νF + νG, with
F = −
∑
i
∂iR(X
ε,i ,Ωε)− 2
∑
i
∂iR(∇Xε,i,∇Ωε), (26)
G = −
∑
i
∂iTXε,iΩε −
∑
i
∂iTΩεX
ε,i − 2
∑
i
∂iT∇Xε,i∇Ωε − 2
∑
i
∂iT∇Ωε∇Xε,i,
where R and T are the operators of the Bony decomposition (we refer to [3] and [7] for precise studies of these
operators):
• uv = Tuv + Tvu+R(u, v),
• T is the paraproduct: Tuv =∑pq−2 puqv =∑q Sq−1uqv,• R is the remainder: R(u, v) =∑|p−q|1 puqv.
As, Xε is in Cs and Ωε ∈ L∞ there is no problem to define the paraproducts, but the remainder is not necessarily
defined (for s − 1 should be positive).
508 F. Charve / J. Math. Pures Appl. 85 (2006) 493–539So G is well defined but F is only formally defined (we have not determined to which space it belongs).
Thanks to the smoothing effect developed in [16] we will be able to show that in fact νF ∈ L˜1Cs−1 (‖u‖L˜pT Cs−1 =
supq−1 ‖2q(s−1)‖qu‖L∞‖LpT ) and estimate it uniformly with respect to ν contrary to the estimates provided in [4]
or [5], where the power in ν0 was negative. We will also estimate uniformly G ∈ L∞Cs−3.
Remark 4.3. The viscosity ν in νF ∈ L˜1Cs−1 is essential to have uniform estimates with respect to ν.
4.2. A first estimate on the potential vorticity
In this section we wish to estimate the quasigeostrophic part of Uε . A simple use of Lemma 4.1 gives that Uε,QG
is Lipschitzian and for all t ∈ [0, T ∗ε [:∥∥Uε,QG(t)∥∥Lip  C(∥∥Ωε(t)∥∥L2 + ∥∥Ωε(t)∥∥L∞ log(e + ‖Ωε(t)‖Cs(Xε)‖Ωε(t)‖L∞
))
.
Within this estimate appear five quantities to estimate (see Definition 1.2):
(1) ‖Ωε(t)‖L2 ,
(2) ‖Ωε(t)‖L∞ ,
(3) [Xεt,λ]−1,
(4) ‖Xεt,λ‖Cs ,
(5) ‖Xεt,λ(x,D)Ωε‖Cs−1 .
This section is devoted to the estimates of these terms. We will need a priori estimates that are given in the Appendix.
Estimates of (1) and (2) are given directly by Lemma 2.2.5 from [16] which reads as follows:
Lemma 4.3 ([16]). Let p ∈ [1,+∞], v ∈ L1loc(R+,Lip(Rd)) a divergence-free vector field, Q ∈ L1loc(R+,Lp(Rd)),
and a0 ∈ Lp(Rd). Then, if a ∈ C(R+,Lp(Rd)) is a solution of the transport–diffusion system:{
∂ta + v.∇a − νa = Q,
a|t=0 = a0.
Then for all t ∈ R+,
∥∥a(t)∥∥
Lp
 ‖a0‖Lp +
t∫
0
∥∥Q(τ)∥∥
Lp
dτ.
Then, as Ωε satisfies system (23) and using the notation of (24) for qε , we get that for all t ∈ [0, T ∗ε [:
∥∥Ωε(t)∥∥L2  ‖Ω0,ε‖L2 +
t∫
0
(∥∥∂Uε,osc(τ ).∂Uε(τ )∥∥L2 + ∥∥∂Uε,osc(τ ).∂Uε,QG(τ)∥∥L2 dτ)
 ‖Ω0,ε‖L2 +
t∫
0
(∥∥∂Uε,osc(τ )∥∥L∞∥∥∂Uε(τ )∥∥L2 + ∥∥∂Uε,osc(τ )∥∥L∞∥∥∂Uε,QG(τ)∥∥L2 dτ),
which, using the injection H 5(R3) ↪→ H˙ 1(R3), the fact thatQ is a homogeneous pseudo-differential operator of order
zero, and the a priori estimates (Lemma C.1), turns into:
∥∥Ωε(t)∥∥L2  C0 +C
t∫
0
∥∥Uε,osc(τ )∥∥Lip‖Uε,0‖H 5eC ∫ τ0 ‖Uε(t ′)‖Lip dt ′ dτ.
Then, using the initial data estimates, and the Hölder inequality,∥∥Ωε(t)∥∥ 2  C0 +C0ε−αeC ∫ t0 ‖Uε(t ′)‖Lip dt ′ ‖Uε,osc‖ 8 t7/8.L Lt Lip
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∥∥Ωε(t)∥∥L2 C0 +C0t7/8ε1/8−2αeCVε(t) where Vε(t) =
t∫
0
∥∥Uε(t ′)∥∥Lip dt ′. (27)
Similarly, using the injection Hs(R3) ↪→ Lip(R3) if s > 5/2, we get:∥∥Ωε(t)∥∥L∞ C0 +C0t7/8ε1/8−2αeCVε(t). (28)
Now, let us return to the estimate on the quasigeostrophic part: for all t ∈ [0, T ∗ε [,∥∥Uε,QG(t)∥∥Lip  C
(∥∥Ωε(t)∥∥L2 + ∥∥Ωε(t)∥∥L∞ log
(
e + ∥∥Ωε(t)∥∥−1L∞
(∥∥Ωε(t)∥∥L∞ + ∥∥[Xεt,λ]−1∥∥L∞
+
N∑
λ=1
(∥∥Xεt,λ∥∥Cs + ∥∥Xεt,λ(x,D)Ωε∥∥Cs−1)
)))
.
So, using the estimates (27) and (28), and the fact that the function x → x log(e + 1 + a/x) is increasing if a > 0:∥∥Uε,QG(t)∥∥Lip C(C0 +C0t7/8ε1/8−2αeCVε(t))(1 + log(e + 1
+ ‖[X
ε
t,λ]−1‖L∞ +
∑N
λ=1(‖Xεt,λ‖Cs + ‖Xεt,λ(x,D)Ωε‖Cs−1)
C0 +C0t7/8ε1/8−2αeCVε(t)
))
.
Using the fact that function x → log(e + 1 + a/x) is decreasing if a < 0:∥∥Uε,QG(t)∥∥Lip  C0(1 + t7/8ε1/8−2αeCVε(t))
(
1 + log
(
e + 1 + 1
C0
∥∥[Xεt,λ]−1∥∥L∞
+ 1
C0
N∑
λ=1
(‖Xεt,λ‖Cs + ∥∥Xεt,λ(x,D)Ωε∥∥Cs−1)
))
.
We refer to [7] or [15, Corollary 4.3] for the proof of the following estimate:
∀t ∈ [0, T ∗ε [,
∥∥[Xεt,λ]−1∥∥L∞  C0eCVε(t).
With a wish of simplicity we will not write the coordinates λ anymore, so we finally obtain:∥∥Uε,QG(t)∥∥Lip  C0(1 + t7/8ε1/8−2αeCVε(t))(1 + log(e + 1 +C0eCVε(t)
+ 1
C0
(∥∥Xε(t)∥∥
Cs
+ ∥∥Xεt (x,D)Ωε∥∥Cs−1))). (29)
In the following section where we will use the results on transport–diffusion equations from [16] and [7] to estimate
the quantity: ∥∥Xε(t)∥∥
Cs
+ ∥∥Xεt (x,D)Ωε∥∥Cs−1 .
4.3. Transport–diffusion estimates
This entire section is an adaptation of the results developed in [16] about the Hölderian regularity of viscous vortex
patches for 2-D Navier–Stokes equations. Let us begin by recalling systems (22) and (25) where F and G are defined
in (26): {
∂tX
ε(t)+ vε.∇Xε(t) = Xε(t).∇vε,
Xε|t=0 = X0,{
(∂t + vε.∇ − ν)Xε(x,D)Ωε = Xε(x,D)qε + νF + νG,
Xε(x,D)Ωε|t=0 = X0(x,D)Ω0,ε.
For reasons exposed in the following section, the estimates will be given in some bounded interval [T1, T2].
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System (22) has been studied in [6,15], and [11] so the following estimate is well known (for example we refer to
[7, Lemma 4.1.1]): there exists a constant C > 0 such that for all t ∈ [T1, T2]:
∥∥Xε(t)∥∥
Cs

∥∥Xε(T1)∥∥Cs +C
t∫
T1
‖Xε.∇vε‖Cs dt ′ +C
t∫
T1
∥∥Xε(t ′)∥∥
Cs
.
∥∥vε(t ′)∥∥Lip dt ′. (30)
Now let us decompose the solution Uε into its oscillating and quasigeostrophic parts:
‖Xε.∇vε‖Cs  ‖Xε.∇vε,osc‖Cs + ‖Xε.∇vε,QG‖Cs .
Then use product laws for the former and Lemma 4.2 for the latter:
‖Xε.∇U‖Cs  Cs
(‖Xε‖L∞‖∇Uε,osc‖Cs + ‖Xε‖Cs‖∇Uε,osc‖L∞)
+Cs
(‖Uε,QG‖Lip‖Xε‖Cs + ∥∥div(XεΩε)∥∥Cs−1).
So, plugging this into (30) we finally obtain (also decomposing the speed) for all t ∈ [T1, T2]:
∥∥Xε(t)∥∥
Cs

∥∥Xε(T1)∥∥Cs +Cs
t∫
T1
∥∥Xε(t ′)∥∥
Cs
(‖Uε,osc‖Lip + ‖Uε,QG‖Lip)dt ′
+Cs
t∫
T1
∥∥Xε(x,D)Ωε∥∥Cs−1 dt ′ +Cs
t∫
T1
∥∥Xε(t ′)∥∥
L∞‖Uε,osc‖Cs+1 dt ′.
A weaker version of (30) (see [7] or [15]) gives:
∀t ∈ [0, T ∗ε [,
∥∥Xε(t)∥∥
L∞  ‖X0‖L∞eC
∫ t
0 ‖Uε(t ′)‖Lip dt ′ . (31)
Then we use this estimation in the last integral, together with the Strichartz estimates and an Hölder inequality, and
finally obtain ∀t ∈ [T1, T2]:
∥∥Xε(t)∥∥
Cs

∥∥Xε(T1)∥∥Cs +Cs
t∫
T1
∥∥Xε(t ′)∥∥
Cs
(‖Uε,osc‖Lip + ‖Uε,QG‖Lip)dt ′
+Cs
t∫
T1
∥∥Xε(x,D)Ωε∥∥Cs−1 dt ′ +CF,sε1/8−αeCVε(t)(t − T1)7/8. (32)
4.3.2. Estimate for Xε(x,D)Ωε: general lemmas
Let us define the following transport–diffusion system:{
∂ta + v.∇a − νa = νF + νG+Q,
a|t=0 = a0. (33)
Recall Lemma 4.3 which gives estimates in Lp when F = G = 0.
In this section we will use and adapt the results from [16] concerning the Hölderian regularity of viscous vortex
patches for 2-D Navier–Stokes equations on vanishing viscosity (Sections 2.3 and 2.4).
We will not give any proof here because the adaptation basically consists in adding another source term Q in the
transport–diffusion equation, so we refer to [16] for the details. In the case of the equation of the potential vorticity,
Q = qε and in the case of system (25), Q = Xε(x,D)qε .
Before stating these estimates, let us point out that we will only use the local in time versions of the results, we
will globalize only once in the end. Another important point is that these results provide estimates that are uniformly
bounded with respect to the viscosity. Although the viscosity complicates everything, we will use lemmas from [16]
in order to get estimates close to those from [11] (where ν = ν′ = 0). Let us begin with the smoothing effect (we refer
to [16] Section 2.3 for the proof):
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F = G = 0 and T1 < T2 satisfy the condition:
T2∫
T1
∥∥∇v(τ)∥∥
L∞ dτ  Cm.
Then for all t ∈ [T1, T2], we have:
ν‖a‖
L˜1([T1,t],C2∗)  C
(
1 + ν(t − T1)
)(∥∥a(T1)∥∥L∞ + ‖Q‖L1([T1,t],L∞)),
where C2∗ is the Zygmund class of order 2 (see the definition of Hölder spaces in the introduction) and ‖u‖L˜pT C2∗ =
supq−1 ‖22q‖qu‖L∞‖LpT .
Now, let us state the lemma of propagation in Hölder spaces (see Section 2.4 in [16] for the proof):
Lemma 4.5. If s ∈ ]0,1[ there exist two constants C > 0 and cm > 0 such that if a is a solution of (33), and T1 < T2
satisfy the condition:
T2∫
T1
∥∥∇vε(τ )∥∥L∞ dτ  cm min(s,2 − s) Cm.
Then for all t ∈ [T1, T2], we have:∥∥a(t)∥∥
Cs−1  C
(∥∥a(T1)∥∥Cs−1 + ν‖F‖L˜1([T1,t],Cs−1) + ‖Q‖L˜1([T1,t],Cs−1))
+C(1 + ν(t − T1))‖G‖L˜∞([T1,t],Cs−3).
Recall that we will apply these estimates to systems (23) and (25) and then we will have to estimate F and G (see
(26)). This is the object of the following lemma, which is the analog of Lemma 2.5.1 from [16]:
Lemma 4.6. Let s ∈ ]0,1[ and cm the same as in the previous lemma. There exists a constant C such that for all
0 T1 < T2 satisfying,
T2 − T1 +
T2∫
T1
∥∥vε(τ )∥∥Lip dτ  cm min(s,2 − s)Cm,
and for all t ∈ [T1, T2], we have:
ν‖F‖
L˜1([T1,t],Cs−1) + ‖G‖Cs−3 CF,s
(
1 + t7/8ε1/8−2αeCVε(t)) sup
τ∈[T1,t]
∥∥Xε(τ)∥∥
Cs
.
Proof. This is here that we will use the smoothing effect on the potential vorticity.
ν‖F‖
L˜1([T1,t],Cs−1) = supq 2
q(s−1)
t∫
T1
ν
∥∥qF(τ)∥∥L∞ dτ.
Using the expression of F we get:
ν‖F‖
L˜1([T1,t],Cs−1)  sup
q−1
2q(s−1)
∑
i
t∫
T1
(
ν
∥∥q∂iR(Xε,i ,Ωε)∥∥L∞ + 2ν∥∥∂iR(∇Xε,i,∇Ωε)∥∥L∞)dτ.
Developing the remainder in terms of the Littlewood–Paley operators, and using the Bernstein lemma to get rid of the
derivative we get:
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L˜1([T1,t],Cs−1)  sup
q−1
2qs
∑
i
t∫
T1
(
ν
∑
q ′q−N0
1∑
α=−1
‖q ′Ωε‖L∞
∥∥q ′+αXε,i∥∥L∞
+ 2ν
∑
q ′q−N0
1∑
α=−1
‖q ′∇Ωε‖L∞
∥∥q ′+α∇Xε,i∥∥L∞
)
dτ.
Using another time the Bernstein lemma to get rid of the derivatives, and the fact that Xε,i ∈ Cs we obtain:
ν‖F‖
L˜1([T1,t],Cs−1)  sup
q−1
2qs
∑
i
t∫
T1
(
ν
∑
q ′q−N0
1∑
α=−1
22q
′ ‖q ′Ωε‖L∞2−q ′s
∥∥Xε,i∥∥
Cs
)
dτ.
The smoothing effect (Lemma 4.4) applied to system (23) gives us that for all t ∈ [T1, T2]:
ν‖Ωε‖L˜1([T1,t],C2∗)  C
(
1 + ν(t − T1)
)(∥∥Ωε(T1)∥∥L∞ + ‖qε‖L1([T1,t],L∞)).
And, thanks to Lemma 4.3 we can write that∥∥Ωε(T1)∥∥L∞  ∥∥Ωε(0)∥∥L∞ + ‖qε‖L1([0,T1],L∞)
which implies:
sup
q
t∫
T 1
ν22q
∥∥qΩε(τ)∥∥L∞  C(1 + ν(t − T1))(∥∥Ωε(0)∥∥L∞ + ‖qε‖L1([0,t],L∞)).
So that we obtain:
ν‖F‖
L˜1([T1,t],Cs−1)  sup
q−1
2qs
∑
i
t∫
T1
( ∑
q ′q−N0
1∑
α=−1
2−q ′s
)
C
(
1 + ν(τ − T1)
)
× (∥∥Ωε(0)∥∥L∞ + ‖qε‖L1([0,τ ],L∞))‖Xε,i‖Cs )dτ.
Using the fact that T2 − T1  cm min(s,2 − s)  Cm, we finally obtain that (estimating the integral on Xε with the
L∞ norm):
ν‖F‖
L˜1([T1,t],Cs−1) 
C
s
(1 + νCm)
(∥∥Ωε(0)∥∥L∞ + ‖qε‖L1([0,t],L∞))(Cm sup
τ∈[T1,t]
∥∥Xε(τ)∥∥
Cs
)
.
The assumptions give that ‖Ωε(0)‖L∞  C0 and all that remains is to estimate qε .
Lemma 4.7. There exists a constant CF,s , such that for all t ,
‖qε‖L1([0,t],L∞)  CF,st7/8ε1/8−2αeCVε(t).
Proof. Using the expression of qε:
‖qε‖L1([0,t],L∞) 
t∫
0
(‖∂Uε,osc‖L∞‖∂Uε‖L∞ + ‖∂Uε,osc‖L∞‖∂Uε,QG‖L∞)dτ,
and thanks to the Sobolev embedding Hs+5/2 ↪→ Lip and the a priori estimates (Lemma C.1) we obtain:
‖qε‖L1([0,t],L∞)  C
t∫
0
‖Uε,osc‖Lip‖Uε,0‖Hs+5/2eCVε(τ) dτ,
which gives, using a Hölder inequality and the Strichartz estimates (Lemma D.1):
‖qε‖L1([0,t],L∞)  CF,st7/8ε1/8−2αeCVε(t).
And this completes the proof of Lemma 4.7. 
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ν‖F‖
L˜1([T1,t],Cs−1)  CF,s
(
1 + t7/8ε1/8−2αeCVε(t)) sup
τ∈[T1,t]
∥∥Xε(τ)∥∥
Cs
.
The estimate on G is the same as in [16] only for the fact that we have to take care of the term qε , so we will not give
many details, ∥∥G(t)∥∥
Cs−3 Cs
∥∥Xε(t)∥∥
Cs
‖Ωε(t)‖L∞
and using Lemma 4.3, and the estimate on qε we obtain:
‖G‖Cs−3 CF,s
(
1 + t7/8ε1/8−2αeCVε(t)) sup
τ∈[T1,t]
∥∥Xε(τ)∥∥
Cs
,
which concludes the proof of Lemma 4.6. 
4.3.3. Conclusion
We are now able to estimate Xε(x,D)Ωε , let us make the same assumption:
T2 − T1 +
T2∫
T1
∥∥vε(τ )∥∥Lip dτ  cm min(s,2 − s) Cm.
Then thanks to Lemma 4.5, for all t ∈ [T1, T2], we have:∥∥Xε(x,D)Ωε(t)∥∥Cs−1  C(∥∥Xε(x,D)Ωε(T1)∥∥Cs−1 + ν‖F‖L˜1([T1,t],Cs−1)
+ ∥∥Xε(x,D)qε∥∥L˜1([T1,t],Cs−1))+C(1 + ν(t − T1))(‖G‖L˜∞([T1,t],Cs−3)).
Let us begin with the estimate on Xε(x,D)qε :
Lemma 4.8. Under the same assumptions on T1 and T2 there exists a constant CF,s such that for t ∈ [T1, T2]:∥∥Xε(x,D)qε∥∥L1([T1,t],Cs−1)  CF,s(1 + sup[T1,t]
∥∥Xε(τ)∥∥
Cs
)
ε1/8−2αt7/8eCVε(t).
Proof. According to the definition:
∥∥Xε(x,D)qε∥∥L1([T1,t],Cs−1) 
t∫
T1
∥∥Xε.qε∥∥Cs dτ.
Then, thanks to the product laws in the Hölder spaces, to (31) and to the Hölder inequality, we have:∥∥Xε(x,D)qε∥∥L1([T1,t],Cs−1)  CF ‖Xε‖L∞([T1,t],Cs)‖qε‖L1L∞ + ‖X0‖L∞eVε(t)‖qε‖L1Cs ,
then using methods close to those in the proof of Lemma 4.7, and the fact that T2 − T1  Cm, we can finally write:∥∥Xε(x,D)qε∥∥L1([T1,t],Cs−1)  CF,s(1 + sup[T1,t]
∥∥Xε(τ)∥∥
Cs
)
ε1/8−2αt7/8eCVε(t). 
And then ∥∥Xε(x,D)Ωε(t)∥∥Cs−1  CF,s(∥∥Xε(x,D)Ωε(T1)∥∥Cs−1 + ε1/8−2αt7/8eCVε(t)
+ (1 + t7/8ε1/8−2αeCVε(t)) sup
τ∈[T1,t]
∥∥Xε(τ)∥∥
Cs
)
. (34)
In order to get rid of the term supτ∈[T1,t] ‖Xε(τ)‖Cs we estimate it thanks to (32). As we want to use a Gronwall argu-
ment, instead of reasoning separately on (32), or (34) we will work on Γ (t) def= ‖Xε(x,D)Ωε(t)‖Cs−1 + ‖Xε(t)‖Cs .
From the previous estimates we have that for all t ∈ [T1, T2]:
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(
1 + t7/8ε1/8−2αeCVε(t))(Γ (T1)+ ε1/8−2αt7/8eCVε(t))
+CF,s
(
1 + t7/8ε1/8−2αeCVε(t)) t∫
T1
Γ (τ)
(
1 + ‖Uε,osc‖Lip + ‖Uε,QG‖Lip
)
dτ.
4.4. Proof of the theorem
4.4.1. End of the proof
As we have already said, for every ε > 0, the solution is regular and defined on a maximal time interval [0, T ∗ε [.
Let us define the following times: T γε
def= γ log|log ε|, where γ is a small constant, whose value will be fixed later,
and:
Tε = sup
{
t ∈ [0, T γε ] ∩ [0, T ∗ε [ such that Vε(t) =
t∫
0
∥∥vε(τ )∥∥Lip dτ Kε
}
, (35)
where Kε = 2e6CF,sT γε = 2|log ε|6γCF,s , and CF,s is basically the same as in the previous lemmas.
We will prove the theorem by contradiction: assume that Tε < min(T γε , T ∗ε ). Assume that we have proved that for
all t  Tε , if we define gε(t) = t7/8ε1/8−2αeCVε(t).
Vε(t) CF,s
(
1 + gε(t)
)
e2CF,s
∫ t
0 (1+gε(τ))dτ . (36)
As gε is a increasing function, and Tε  T γε we have:
Vε(t)CF,s
(
1 + gε(t)
)
e2CF,sT
γ
ε (1+gε(t)).
As we know that for all x  0, xe2T
γ
ε x  1
T
γ
ε e
e3T
γ
ε x , and that eT γε  1, we get that:
Vε(t) e3CF,sT
γ
ε (1+gε(t)).
Thanks to the choice of γ , for all ε  ε0, gε(t)  1, which implies that for all t  Tε , Vε(t)Kε/2, which contradicts
the definition of the maximality of Tε .
So Tε = min(T γε , T ∗ε ) and then, as T ∗ε is the maximal time of existence of Uε , we can write that:
T ∗ε  T γε = γ log|log ε|.
This concludes the proof of the first part of Theorem 1.4. 
4.4.2. Proof of (36)
Now we will prove (36): let t  Tε and subdivide [0, t] into 0 = T0 < T1 < · · · < TN = t such that for all
i = 0, . . . ,N − 1,
Ti+1 − Ti +
Ti+1∫
Ti
∥∥∇vε(τ )∥∥L∞ dτ  cm min(s,2 − s) Cm, (37)
and from the previous estimates on Γ , for all t ∈ [Ti, Ti+1]:
Γ (t) CF,s
(
1 + t7/8ε1/8−2αeCVε(t))(Γ (Ti)+ ε1/8−2αeCVε(t))
+CF,s
(
1 + t7/8ε1/8−2αeCVε(t)) t∫
Ti
Γ (τ )
(
1 + ‖Uε,osc‖Lip + ‖Uε,QG‖Lip
)
dτ. (38)
Taking advantage of the fact that ε goes to zero, let us state the following lemma:
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log 32C
6CF,s log 2 there exists ε0 > 0 such that if ε  ε0, for all t  Tε ,(
1 + t7/8)ε1/8−2αeCVε(t)  1.
Proof. For all t  Tε  T γε , we have:(
1 + t7/8)ε1/8−2αeCVε(t)  (1 + (γ log|log ε|)7/8)ε1/8−2αeC2|log ε|6γCF,s .
We want this quantity to be less than 1, and begin with taking γ such that for all x  2:
2Cx6γCF,s  x
16
.
It is easy to show that this is equivalent to 0 < γ  16CF,s −
log 32C
6CF,s log 2 . So if γ is chosen this way and if ε  e
−2
, for
all t  Tε ,(
1 + t7/8)ε1/8−2αeCVε(t)  (1 + (γ log|log ε|)7/8)ε1/8−2αe|log ε|/16  (1 + (γ log|log ε|)7/8)ε1/16−2α.
So there exists ε0 > 0 such that for all ε  ε0 this is less than 1. 
It simplifies (38) into: ∀t ∈ [Ti, Ti+1],
Γ (t) CF,s
(
Γ (Ti)+ 1
)+CF,s t∫
Ti
Γ (τ )
(
1 + ‖Uε,osc‖Lip + ‖Uε,QG‖Lip
)
dτ.
Then, the Gronwall lemma implies that for all i and t ∈ [Ti, Ti+1],
Γ (t) CF,s
(
Γ (Ti)+ 1
)
e
CF,s
∫ t
Ti
fε(τ )dτ
, with fε(τ ) = 1 + ‖Uε,osc‖Lip + ‖Uε,QG‖Lip,
which we transform into the recursive relation: ai+1  CF,sai +CF,sbi with:
ai
def= Γ (Ti)e−CF,s
∫ Ti
0 fε and bi = e−CF,s
∫ Ti
0 fε .
An easy recurrence gives then:
aN  (CF,s)Na0 +
N−1∑
k=0
bk(CF,s)
N−k.
We can suppose that CF,s > 1 (if not, just take CF,s = max(2,CF,s)), so after a computation we find,
aN  (CF,s)N
(
a0 + CF,s
CF,s − 1
)
,
which is nothing else than (returning to the original quantities):
Γ (TN) eCF,s
∫ TN
0 fε (CF,s)
N
(
Γ (0)+ CF,s
CF,s − 1
)
.
Thanks to (37), we have,
N ∼ 1
Cm
(
TN +
TN∫
0
∥∥∇vε(τ )∥∥L∞ dτ
)
and then (as TN = t):
Γ (t) eCF,s
∫ t
0 fεe
logCF,s
Cm
(t+∫ t0 ‖vε(τ )‖Lip dτ)(Γ (0)+ CF,s ).CF,s − 1
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Γ (0)+CF,s
CF,s−1 ), and as:
t +
t∫
0
∥∥vε(τ )∥∥Lip dτ 
t∫
0
(
1 + ∥∥vε,osc(τ )∥∥Lip + ∥∥vε,QG(τ)∥∥Lip)dτ,
we can write that
∀t  Tε, Γ (t) CF,seCF,s
∫ t
0 (1+‖vε,osc‖Lip(τ )+‖vε,QG(τ)‖Lip)dτ .
And, using the Strichartz estimates (see Appendix D) and posing CF,s = max(CF,s,C2F,s), we finally obtain that for
all ε  ε0, and all t  Tε:
Γ (t)CF,seCF,s (t+t
7/8ε1/8−αeCVε(t)+∫ t0 ‖Uε,QG(τ)‖Lip dτ). (39)
Now we are able to deal with (29):∥∥Uε,QG(t)∥∥Lip  C0(1 + t7/8ε1/8−2αeCVε(t))(1 + log(e + 1 +C0eCVε(t) + 1C0 Γ (t)
))
.
As ε  ε0 and t  Tε , and posing:
gε(t) = t7/8ε1/8−2αeCVε(t), and C = max
(
1, e + 1,C0,C, 1
C0
)
,
‖Uε,QG(t)‖Lip
(1 + gε(t))  C
(
1 + log(C(1 + eCVε(t) +CF,seCF,s (t+gε(t)+∫ t0 ‖Uε,QG(τ)‖Lip dτ)))).
As 1 + eCVε(t)  eCF,s (t+gε(t)+
∫ t
0 ‖Uε,QG(τ)‖Lip dτ), and taking CF,s = max(3CF,s,C), we obtain:
‖Uε,QG(t)‖Lip
(1 + gε(t)) CF,s
(
1 + logCF,s +CF,s
(
t + gε(t)+
t∫
0
∥∥Uε,QG(τ)∥∥Lip dτ
))
.
As 0 < logCF,s  CF,s  C2F,s , we obtain:
‖Uε,QG(t)‖Lip
(1 + gε(t)) CF,s
(
1 + t + gε(t)+
t∫
0
∥∥Uε,QG(τ)∥∥Lip dτ
)
,
which we rewrite into, defining hε(t) = ‖Uε,QG(t)‖Lip1+gε(t) ,
hε(t) CF,s
(
1 + t + gε(t)
)+CF,s t∫
0
(
1 + gε(τ )
)
hε(τ )dτ.
Using the Gronwall lemma gives: hε(t) CF,s(1 + t + gε(t))eCF,s
∫ t
0 (1+gε(τ))dτ , so∥∥Uε,QG(t)∥∥Lip  CF,s(1 + gε(t))(1 + t + gε(t))eCF,s ∫ t0 (1+gε(τ))dτ ;
then, integrating on [0, t], and using that t → t + gε(t) is an increasing function, we obtain:
t∫
0
∥∥Uε,QG(t ′)∥∥Lip dt ′  (1 + t + gε(t))(eCF,s ∫ t0 (1+gε(τ)dτ) − 1)
 CF,s
(
1 + t + gε(t)
)(
eCF,s
∫ t
0 (1+gε(τ))dτ − 1). (40)
And we can finally go back to Vε (we use the Strichartz estimates for the oscillating part):
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t∫
0
∥∥Uε(τ)∥∥Lip dτ 
t∫
0
(∥∥Uε,osc(τ )∥∥Lip + ∥∥vε,QG(τ)∥∥Lip)dτ  CF,sgε(t)+
t∫
0
∥∥vε,QG(τ)∥∥Lip dτ.
Using (40) and the fact that xex  1e e2x , we get:
Vε(t) CF,s
(
1 + gε(t)
)
e2CF,s
∫ t
0 (1+gε(τ))dτ . 
4.5. Quasigeostrophic limit
This section follows the lines of the last part of [11]: we will show that (Uε,QG)ε is a Cauchy sequence in
L∞loc(R+,L2) when ε goes to zero.
Let Uε1 and Uε2 solutions of (respectively) PEε1 and PEε2 ; using the diagonalization explained in (53):{
∂tUε1,QG − νUε1,QG = −QP(vε1 .∇Uε1),
∂tUε2,QG − νUε2,QG = −QP(vε2 .∇Uε2).
Let us define U = Uε1 −Uε2 , we obtain the system:{
∂tUQG − νUQG = −QP(vε1 .∇U)−QP(v.∇Uε2),
UQG|t=0 = Uε1,0,QG −Uε2,0,QG.
A usual scalar product in L2 gives:
1
2
d
dt
‖UQG‖2L2 + ν‖∇UQG‖2L2 = −(vε1 .∇Uosc + v.∇Uε2 |UQG).
We try to separate as much as possible oscillating parts (which goes to zero):
vε1 .∇Uosc + v.∇Uε2 = vε1 .∇Uε1,osc + v.∇Uε2,QG − vε2 .∇Uε2,osc.
So, our energy estimate becomes:
1
2
d
dt
‖UQG‖2L2 + ν‖∇UQG‖2L2 
(‖vε1‖L2 .‖Uε1,osc‖Lip + ‖vQG‖L2‖Uε2,QG‖Lip
+ (‖vε1,osc‖Cs+1 + ‖vε2,osc‖Cs+1)‖Uε2,QG‖H 1 + ‖vε2‖L2‖Uε2,osc‖Lip)‖UQG‖L2 .
We take advantage of the fact that Q is an homogeneous pseudo-differential operator of order zero, and group terms:
1
2
d
dt
‖UQG‖2L2 
(‖vε1‖L2 .‖Uε1,osc‖Lip + (‖vε1,osc‖Lip + ‖vε2,osc‖Lip)‖Uε2‖H 1
+ ‖vε2‖L2‖Uε2,osc‖Lip
)‖UQG‖L2 + ‖Uε2,QG‖Lip‖UQG‖2L2 .
Using the Gronwall estimate we obtain that
‖UQG‖L2 
∥∥UQG(0)∥∥L2e∫ t0 ‖Uε2,QG(τ)‖Lip dτ +
t∫
0
(‖vε1‖L2 .‖Uε1,osc‖Lip + ‖vε2‖L2‖Uε2,osc‖Lip
+ (‖Uε1,osc‖Lip + ‖Uε2,osc‖Lip)‖Uε2‖H 1)e∫ tt ′ ‖Uε2,QG(τ)‖Lip dτ dt ′.
If ε1  ε2  ε0, we can fix a time T˜  T γεi  T ∗εi for i = 1,2 and according to Lemma 4.9 for i = 1,2,
gεi (t) T˜ 7/8εi1/8−2αeCVεi (t)  1, and (40) implies that
t∫
0
∥∥Uεi,QG(t ′)∥∥Lip dt ′  (1 + T˜ + 1)(e2CF,s T˜ − 1) 2(1 + T˜ )e2CF,s T˜ ,
which implies that
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2CF,s T˜
(
‖UQG(0)‖L2 +
t∫
0
(‖vε1‖L2 .‖Uε1,osc‖Lip
+ ‖vε2‖L2‖Uε2,osc‖Lip +
(‖Uε1,osc‖Lip + ‖Uε2,osc‖Lip)‖Uε2‖H 1)dt ′
)
.
All that remains is then to use the Strichartz estimates and we obtain (returning to the notation Uε1 −Uε2 ):
‖Uε1,QG −Uε2,QG‖L∞([0,T˜ ],L2) CF,s,T˜
(‖Uε1,0,QG −Uε2,0,QG‖L2
+ ε1/8−2α1 + ε1/8−2α2 + ε−α2
(
ε
1/8−α
1 + ε1/8−α2
))
.
As ε1  ε2, ε−α2 ε
1/8−α
1  ε
1/8−2α
1 , and then Uε,QG is a Cauchy sequence in L
∞([0, T˜ ],L2) if ε is small enough.
From [4] we already know the existence of a extracted sequence that converges to a solution of the quasigeostrophic
system with U0,QG as an initial data (even if the initial data depends on ε we can easily adapt the method), which is
Lipschitzian like every Uε,QG and this concludes the proof of Theorem 1.4. 
Appendix A. Strichartz estimates when ν = ν′
The object of this section is to prove the following result which is used in the proof of Theorem 1.2 when we want
to estimate the external force (Lemma 2.3):
Lemma A.1. Assume f solves on R+ the system:{
∂tf −Lf + 1εPAf = gl + gb,
f |t=0 = f0,
where
f0 ∈ L2
(
R3
)
, gb ∈ L1(R+,L2) and gb ∈ L2(R+,L2).
Assume that f0 and gb(l)(t) for all t  0 have their frequencies localized in Crε,Rε , where rε = |log ε|−m, Rε = |log ε|M
and Cr,R = {ξ ∈ R3 | |ξ |R and |ξ3| r}.
Assume also that f0 and gb(l)(t) for all t ∈ [0, T ] depend only on the last two eigenvalues of matrix B. Then there
exists ε0 = ε0(F, ν0, ν − ν′,m,M) a constant K0 such that we have the following estimate ∀ε  ε0:
‖f ‖L2(R+,L∞) K0ε1/8|log ε|6(m+M)
(‖f0‖L2 + ∥∥gb∥∥L1(R+,L2) + ∥∥gl∥∥L2(R+,L2)).
A.1. Estimates on the projectors
The object of this section is to prove Proposition 2.1 which gives estimates on the projectors Pi when the radiuses
rε and Rε depend on the Rossby number (more precise than those from [4]). This proposition is used in the proof of
the Strichartz estimates.
A.1.1. Preliminary remarks
Remember that in [4] we provided asymptotic expansions of quantities depending on ξ ∈ Cr,R with respect to ε.
Here, r and R will also depend on the Rossby number. So the method will be the same as in [4] but we will have to be
far more precise because the important points here, are the precise tracking in terms of ε of all the estimations, norms,
and the asymptotic expansions in the stationary phase.
Recall that matrix B(ξ, ε) = ̂L− 1
ε
PA writes:
B(ξ, ε) =

−ν|ξ |2 + ξ1ξ2
ε|ξ |2
ξ22 +ξ23
ε|ξ |2 0
ξ1ξ3
εF |ξ |2
− ξ21 +ξ23
ε|ξ |2 −ν|ξ |2 − ξ1ξ2ε|ξ |2 0 ξ2ξ3εF |ξ |2
ξ2ξ3
ε|ξ |2 − ξ1ξ3ε|ξ |2 −ν|ξ |2 −
ξ21 +ξ22
εF |ξ |2
0 0 1 −ν′|ξ |2
 .
εF
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χB(X) = det(XI4 − B) = ξ
2
1 + ξ22
ε2F 2|ξ |2
(
X + ν|ξ |2)2 + (X + ν|ξ |2)3(X + ν′|ξ |2)
+ ξ
2
3
ε2|ξ |2
(
X + ν|ξ |2)(X + ν′|ξ |2),
and this polynomial writes, in terms of the variable (X + ν|ξ |2):
χB(X) =
(
X + ν|ξ |2)P(X),
with
P(X) = (X + ν|ξ |2)3 − (ν − ν′)|ξ |2(X + ν|ξ |2)2 + |ξ |2F
ε2F 2|ξ |2
(
X + ν|ξ |2)− (ν − ν′)ξ23
ε2
.
In [4], as we wanted to use the Cardan formulas, we had to make the change the unknown X = Y − ν′+2ν3 |ξ |2
(which takes account of the first change of variable (writing in (X + ν|ξ |2)) of the one done to turn the polynomial
into the particular formulation x3 + px + q); we get the following polynomial:
Q(Y) = Y 3 + pY + q, (41)
where
p = |ξ |
2
F
ε2F 2|ξ |2 −
(ν − ν′)2
3
|ξ |4, and q = ν − ν
′
ε2
( |ξ |2F
3F 2
− ξ23
)
− 2
27
(ν − ν′)3|ξ |6.
Before applying the Cardan formulas we have to define the discriminant of the equation D = q2/4 + p3/27.
In [4], the radiuses r and R of Cr,R were fixed, and all we had to do was taking ε small enough to make D > 0 so
that we can use the formula. Here, even though the radiuses depend on ε we can do the same, as rε = |log ε|−m and
Rε = |log ε|M , in the expression of D every term is negligible in front of |ξ |
2
F
ε2F 2|ξ |2 , for example:
∀ξ ∈ Crε,Rε
(
(ν−ν′)2
3 |ξ |4
)3( |ξ |2F
ε2F 2|ξ |2
)3  CF |ν − ν′|6|log ε|12Mε6.
So when ε is close to zero, say ε  ε0(F,m,M), and for every ξ ∈ Crε,Rε the discriminant is equivalent to |ξ |
6
F
ε6F 6|ξ |6
and then is strictly positive so we can freely use the Cardan formulas, that is define,
α =
(
−q
2
+D1/2
)1/3
and β =
(
−q
2
−D1/2
)1/3
, (42)
and, then returning to the original variable the eigenvalues of B(ξ, ε) are:
µ0 = −ν|ξ |2,
µ = − ν′+2ν3 |ξ |2 + α + β,
λ = − ν′+2ν3 |ξ |2 + αj + βj2,
λ = − ν′+2ν3 |ξ |2 + αj2 + βj.
(43)
If we note Wi the eigenvectors corresponding to these eigenvalues we obtain the matrix:
Q =

ξ2ξ3 ξ3(εξ1A+ ξ2) ξ3(εξ1B + ξ2) ξ3(εξ1B + ξ2)
−ξ1ξ3 ξ3(εξ2A− ξ1) ξ3(εξ2B − ξ1) ξ3(εξ2B − ξ1)
−εF 2(ν − ν′)|ξ |2ξ23 −εA(ξ21 + ξ22 ) −εB(ξ21 + ξ22 ) −εB(ξ21 + ξ22 )
F ξ2 F(ε2|ξ |2A2 + ξ2) F (ε2|ξ |2B2 + ξ2) F (ε2|ξ |2B2 + ξ2)
.
3 3 3 3
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following pseudo-differential operators:
Pi (u) =F−1
(Pi (ξ, ε)(̂u(ξ))). (44)
The aim of this section will be to estimate the norms of these operators (defined on Sobolev spaces). We refer to [4]
for the fact that (W2,W3,W4) is a basis of the hyperplane of vectors orthogonal to (ξ1, ξ2, ξ3,0) and that a vector
h = (X,Y,Z,T ) orthogonal to (ξ1, ξ2, ξ3,0) writes h = K2W2 +K3W3 +K4W4 and that the solution of the system:
0
K2
K3
K4
= Q−1h
is given by:
K2K3
K4
= M

ξ2X−ξ1Y
ξ3(ξ21 +ξ22 )
ξ1X+ξ2Y
εξ3(ξ21 +ξ22 )
T
Fε2|ξ |2 − ξ3(ξ2X−ξ1Y)ε2|ξ |2(ξ21 +ξ22 )
 ,
with
M =

|B|2
|B|2−AB+A2−AB
−(B+B)
|B|2−AB+A2−AB
1
|B|2−AB+A2−AB
−AB
−AB+AB−B2+|B|2
A+B
−AB+AB−B2+|B|2
−1
−AB+AB−B2+|B|2
AB
−AB+AB−B2+|B|2
−(A+B)
−AB+AB−B2+|B|2
1
−AB+AB−B2+|B|2
 ,
where A = µ+ ν|ξ |2 and B = λ+ ν|ξ |2.
A.1.2. Projectors
In this section we will compute exactly the coefficients Ki in order to make precise estimates.
Lemma A.2. If h is a function orthogonal to (ξ1, ξ2, ξ3,0) and ε  ε0 (so that the discriminant is positive see (42) in
the previous section), then for all ξ ∈ Crε,Rε we have the estimate:∥∥P3(ξ, ε)(h(ξ))∥∥ 1|(A−B)(B −B)|ε2F 2
(
ε2F 2|ξ |2|B|2 + |ξ |2F
ε2|ξ |2|B|2 + ξ23
)1/2
×
( |ξ3|
|ξ | + |εB|
|ξ |
|ξ3| + ε
2F |B|2
)∣∣h(ξ)∣∣,
with
(B −A)(B −B)ε2F 2 = |ξ |2F|ξ |2 + 3ε2F 2B2 − 2(ν − ν′)ε2F 2|ξ |2B
and if, in addition h(ξ) is orthogonal to (−ξ1, ξ2,0,−Fξ3), then
∥∥P2(ξ, ε)(h(ξ))∥∥ 1
(A−B)(A−B)ε2F 2
(
ε2F 2|ξ |2A2 + |ξ |2F
ε2|ξ |2A2 + ξ23
)1/2
ε
(
|A| |ξ ||ξ3| + εFA
2
)∣∣h(ξ)∣∣,
with
(A−B)(A−B)ε2F 2 = |ξ |2F|ξ |2 + 3ε2F 2A2 − 2(ν − ν′)ε2F 2|ξ |2A.
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K2 = 1|B|2 −AB +A2 −AB
(
|B|2 ξ2X − ξ1Y
ξ3(ξ21 + ξ22 )
− (B +B) ξ1X + ξ2Y
εξ3(ξ21 + ξ22 )
+ T
Fε2|ξ |2 −
ξ3(ξ2X − ξ1Y)
ε2|ξ |2(ξ21 + ξ22 )
)
.
Before any computation let us recall some algebraic relations: A, B , and B are the roots of the following polynomial
(which is nothing but the translated of P by the change of variable giving A in terms of µ):
Q2 = Y 3 − (ν − ν′)|ξ |2Y 2 + |ξ |
2
F
ε2F 2|ξ |2 Y − (ν − ν
′)
ξ23
ε2
.
The classical root-coefficient relations and the derivation of the polynomial give that A, B , and B satisfy the following
relations: 
A+B +B = (ν − ν′)|ξ |2,
ABB = (ν − ν′) ξ23
ε2
,
AB +AB +BB = |ξ |2F
ε2F 2|ξ |2 ,
(A−B)(A−B) = 3A2 − 2(ν − ν′)|ξ |2A+ |ξ |2F
ε2F 2|ξ |2 .
If we use it in the expression of K2 we obtain that
K2 = 1
(A−B)(A−B)ξ3(ξ21 + ξ22 )
(
(ξ2X − ξ1Y)
(
ξ21 + ξ22
ε2F 2|ξ |2 −A
(
(ν − ν′)|ξ |2 −A))
− (ξ1X + ξ2Y)(ν − ν
′)|ξ |2 −A
ε
+ T
Fε2|ξ |2 ξ3
(
ξ21 + ξ22
))
.
Then we use Lemma 4.9 from [4], i.e., the last two coordinates of the eigenvectors W2, W3, and W4 are linked by the
following relations (which are nothing but a disguised formulation of the fact that A, B , and B are the roots of the
polynomial Q2):
W 32 = εF
(
A− (ν − ν′)|ξ |2)W 42 ,
W 33 = εF
(
B − (ν − ν′)|ξ |2)W 43 ,
W 34 = εF
(
B − (ν − ν′)|ξ |2)W 44 .
We can deduce from this that
(ν − ν′)|ξ |2 −A = A(ξ
2
1 + ξ22 )
F 2(ε2|ξ |2A2 + ξ23 )
,
so we can get rid of the annoying (ξ21 + ξ22 ) in the denominator, which allows us to obtain:
K2 = 1
(A−B)(A−B)ε2F 2(ε2|ξ |2A2 + ξ23 )
(
− ξ3|ξ |2 (ξ1Y − ξ2X − Fξ3T )−
εA
ξ3
(ξ1X + ξ2Y)+ ε2FA2T
)
.
A simple computation gives that the norm in K4
‖W2‖2 =
(
ε2|ξ |2A2 + ξ23
)(
ε2F 2|ξ |2A2 + |ξ |2F
)
,
so that we finally get, if h is also orthogonal to (−ξ2, ξ1,0,−Fξ3):
‖K2W2‖ 1 2 2
(
ε2F 2|ξ |2A2 + |ξ |2F
ε2|ξ |2A2 + ξ2
)1/2
ε
(
|A| |ξ ||ξ | + εFA
2
)∣∣h(ξ)∣∣,(A−B)(A−B)ε F 3 3
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(A−B)(A−B)ε2F 2 = |ξ |2F|ξ |2 + 3ε2F 2A2 − 2(ν − ν′)ε2F 2|ξ |2A.
The very same argument (with no hypothesis of orthogonality to (−ξ2, ξ1,0,−Fξ3)) gives:
‖K3W3‖ 1|(A−B)(B −B)|ε2F 2
(
ε2F 2|ξ |2|B|2 + |ξ |2F
ε2|ξ |2|B|2 + ξ23
)1/2( |ξ3|
|ξ | |εB| +
|ξ |
|ξ3| + ε
2F |B|2
)∣∣h(ξ)∣∣,
with
(B −A)(B −B)ε2F 2 = |ξ |2F|ξ |2 + 3ε2F 2B2 − 2(ν − ν′)ε2F 2|ξ |2B.
And we have just proved Lemma A.2. We do the same work for K4W4. 
A.1.3. Asymptotic expansions
Now that we have vectorial estimates we will use asymptotic expansions in order to get estimates on the norms of
the projectors.
Recall the different steps when we compute the roots of Q (see (41)); first we define the discriminant D = q2/4 +
p3/27 which is strictly positive if ε  ε0, then we define:
α =
(
−q
2
+D1/2
)1/3
and β =
(
−q
2
−D1/2
)1/3
,
and then the roots are given by (43). So we will have to compute precisely the asymptotic expansions of (1 + x)1/2
and (1 + x)1/3 when x is near 0: there exist two functions f and g such that for all x ∈ [−1,1],
(1 + x)1/2 = 1 + x2 − x
2
8 + x3f (x),
(1 + x)1/3 = 1 + x3 − x
2
9 + x3g(x),
|f (x)| 1 and |g(x)| 1.
After meticulous computations (we write precisely the majorations of the quantities depending on ξ and take advan-
tage of the fact that |log ε|  |ε|α), we finally obtain the following result:
Lemma A.3. There exist a number ε1 = ε1(F, ν − ν′) and two functions F(ξ, ε) and G(ξ, ε), such that for all ε  ε1
and all ξ ∈ Crε,Rε the following asymptotic expansions hold:
µ = −(νξ21 + νξ22 + ν′F 2ξ23 ) |ξ |2|ξ |2F + ε1/2F(ξ, ε),
λ = −τ(ξ)|ξ |2 + i |ξ |F
εF |ξ | + ε
1/2G(ξ, ε),
λ = −τ(ξ)|ξ |2 − i |ξ |F
εF |ξ | + ε
1/2G(ξ, ε),
A = (ν − ν′)F 2ξ23
|ξ |2
|ξ |2F
+ ε1/2F(ξ, ε),
B = i |ξ |F
εF |ξ | +
ν − ν′
2
|ξ |2
|ξ |2F
(
ξ21 + ξ22
)
ε1/2G(ξ, ε),
with
τ(ξ) = ν
2
(
1 + F
2ξ23
|ξ |2F
)
+ ν
′
2
(
1 − F
2ξ23
|ξ |2F
)
 ν0 ∀ξ,
and the uniform estimates ∀ε  ε1 and ∀ξ ∈ Crε,Rε , F(ξ, ε) 1, G(ξ, ε) 1.
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Lemma A.4. There exists a constant CF and ε0 > 0 such that for all h orthogonal to (ξ1, ξ2, ξ3,0) and ε  ε0, for all
ξ ∈ Crε,Rε we have the estimate (i = 3,4):∥∥Pi (ξ, ε)(h(ξ))∥∥K4  CF |log ε|M+m∣∣h(ξ)∣∣.
And if, in addition, h(ξ) is orthogonal to (−ξ1, ξ2,0,−Fξ3), then for all ξ ∈ Crε,Rε :∥∥P2(ξ, ε)(h(ξ))∥∥K4  CF |ν − ν′|ε1/2∣∣h(ξ)∣∣.
This concludes the proof of Proposition 2.1. 
A.2. Dispersive estimates
Lemma A.5. Let us define:
K(t, t ′, ε, x) =
∫
R3
e
−(t+t ′)τ (ξ)|ξ |2+i (t−t ′)
ε
|ξ |F
F |ξ | +ε1/2(tG(ξ,ε)+t ′G(ξ,ε))χ
( |ξ |
2Rε
)(
1 − χ
(
2|ξ3|
rε
))2
dξ.
Then there exist ε0(ν, ν′,F ) and C = C(F,ν, ν′) such that for all ε  ε0,∥∥K(t, t ′, ε, .)∥∥
L∞ C
ε1/2
|t − t ′| |log ε|
4m+6Me−ν0(t+t ′)|log ε|−2m.
Proof. We refer to [4, Section 4.3.6]. The only new work being to precise the constants depending on the radiuses.
A.3. Proof of the Strichartz estimates
In order to simplify, we assume that the initial data and the forcing terms only depend on the eigenvalue λ(ξ, ε).
Let us begin by localizing the equation, the Duhamel formula gives then:
̂qf (t, ξ) = etλ(ξ,ε)̂qf0(ξ)+
t∫
0
e(t−τ)λ(ξ,ε)̂qgb(τ, ξ)dτ +
t∫
0
e(t−τ)λ(ξ,ε)̂qgl(τ, ξ)dτ.
We then follow the very same lines as in Section 4.5 from [5]: the only difference is that we have more precise
values for the estimates on Crε,Rε also depending on ε. Separating the homogeneous, inhomogeneous linear and
inhomogeneous bilinear cases like in [5], we obtain that∥∥etλ(ξ,ε)̂qf0∥∥L2(R+,L∞(R3))  CF ε1/8ν3/80 |log ε|5(m+M)‖qf0‖L2(R3),∥∥∥∥∥
t∫
0
e(t−τ)λ(ξ,ε)̂qgb(τ, ξ)dτ
∥∥∥∥∥
L2(R+,L∞(R3))
 CF
ε1/8
ν
3/8
0
|log ε|5(m+M)∥∥qgb∥∥L1(R+,L2(R3)),
∥∥∥∥∥
t∫
0
e(t−τ)λ(ξ,ε)̂qgl(τ, ξ)dτ
∥∥∥∥∥
L2(R+,L∞(R3))
CF
ε1/4
ν
3/4
0
|log ε|6(m+M)∥∥qgl∥∥L2(R+,L2(R3)).
So, summing for q = −1, . . . ,∞, we obtain that if ε is small enough (and thanks to a Minkowski inequality),
‖f ‖L2L∞  ‖f ‖L2B0∞,1  ‖f ‖L˜2B0∞,1  CF
(
ν
−3/8
0 + ν−3/40
)
ε1/8|log ε|5(m+M)
×
∑(‖qf0‖L2 + ∥∥qgb∥∥L1L2 + ∥∥qgl∥∥L2L2 + ).
q
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L˜2B0∞,1
=∑q ‖‖q‖L∞‖L2T .
Taking advantage of the fact that the initial data and the forcing terms are localized in frequency in Crε,Rε , we easily
obtain, thanks to Hölder inequalities:
• ∑q ‖qf0‖L2 CRε‖f0‖L2 ,
• ∑q ‖qgb‖L1L2  CRε‖gb‖L1L2 ,
• ∑q ‖qgl‖L2L2  CRε‖gl‖L2L2 .
So finally:
‖f ‖L2L∞  CF,ν0ε1/8|log ε|6(m+M)
(‖f0‖L2 + ∥∥gb∥∥L1L2 + ∥∥gl∥∥L2L2).
A.4. Application to WTε
The previous formula gives:∥∥Wtε∥∥L2L∞  CF,ν0ε1/8|log ε|6(m+M)(∥∥∥∥P3+4χ( |D|Rε
)(
1 − χ
( |D3|
rε
))
U0,ε,osc
∥∥∥∥
L2
+
∥∥∥∥P3+4χ( |D|Rε
)(
1 − χ
( |D3|
rε
))
Gb
∥∥∥∥
L1L2
+
∥∥∥∥P3+4χ( |D|Rε
)(
1 − χ
( |D3|
rε
))
Gl
∥∥∥∥
L2L2
)
.
Then, using the estimates from Proposition 2.1, and the Bernstein lemma which gives:∥∥∥∥P3+4χ( |D|Rε
)(
1 − χ
( |D3|
rε
))
U0,ε,osc
∥∥∥∥
L2
 CF |log ε|M+3m/2‖U0,ε,osc‖H˙ 1/2,
and using the estimates on the initial data, there exists ε0(F, ν0,m,M) such that for all ε  ε0, denoting by K0 a
constant depending on F , ν0, U0,ε,osc, ∥∥WTε ∥∥L2(R+,L∞(R3)) K0ε1/16.
Appendix B. Strichartz estimates when ν = ν′
Before stating any results, let us see the simplifications involved by the fact that ν = ν′. If we denote by B(ξ, ε) the
following matrix (in Fourier variables):
B(ξ, ε)
def= F
(
−ν− 1
ε
PA
)
=

−ν|ξ |2 + ξ1ξ2
ε|ξ |2
ξ22 +ξ23
ε|ξ |2 0
ξ1ξ3
εF |ξ |2
− ξ21 +ξ23
ε|ξ |2 −ν|ξ |2 − ξ1ξ2ε|ξ |2 0 ξ2ξ3εF |ξ |2
ξ2ξ3
ε|ξ |2 − ξ1ξ3ε|ξ |2 −ν|ξ |2 −
ξ21 +ξ22
εF |ξ |2
0 0 1
εF
−ν|ξ |2

.
In this case we have explicit simple expressions for the eigenelements of this matrix; it has three distinct eigenvalues:{−ν|ξ |2, which is double,
−ν|ξ |2 ± i
ε
|ξ |F
F |ξ | ,
corresponding respectively to the following eigenvectors:
W2 =

ξ2ξ3
−ξ1ξ3
0
Fξ23
 , W3 =

ξ3(ξ2 + iξ1 |ξ |FF |ξ | )
ξ3(−ξ1 + iξ2 |ξ |FF |ξ | )
−i |ξ |F
F |ξ | (ξ
2
1 + ξ22 )
− (ξ21 +ξ22 )
 , W4 = W3.
F
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we will call “divergence-free” vector fields, so W2(ξ, ε), . . . ,W4(ξ, ε) is still a basis of the “divergence-free” vector
fields then we are sure that Ûε depends only on the last three eigenvectors: Ûε,osc = K2W2 + K3W3 + K4W4. The
simplification is due to two facts:
• first these three vectors are “divergence-free” and they are pairwise orthogonal, so their respective projectors in
Fourier variable (Pi , i = 2,3,4) are now orthogonal projectors, whose norms are less than 1.
• Second, the fact that W2 is colinear to (−ξ2, ξ1,0,−Fξ3) and W3, W4 are orthogonal to this vector allow us to
write that PP = P3 + P4 and QP = P2 so Ûε,QG depends only on W2 and Ûε,osc depends only on W3 and W4.
The object of this section is to prove the following result:
Lemma B.1. Assume that f0 ∈ L2(R3)∩Bs+3/42,q , g ∈ L1(R+,L2(R3))∩L1(R+,Bs+3/42,q ), where q ∈ [1,2] and s ∈ R,
and that f solves the following system: {
∂tf − νf + 1εPAf = g,
f |t=0 = f0.
Assume also that f0 and g(t) for all t  0 have a zero potential viscosity.
Then there exists a constant CF only depending on the Froude number such that we have the following estimate:
∀t  0 and ∀q ∈ [1,2],
‖f ‖L2(R+,Bs∞,q ) CF
ε1/8
ν3/8
(‖f0‖L2(R3) + ‖f0‖Bs+3/42,q + ‖g‖L1(R+,L2(R3)) + ‖g‖L1(R+,Bs+3/42,q )).
B.1. Preliminary remarks
The fact that the initial data and the right-hand side g have a zero potential vorticity ensures us that their Fourier
transforms only depend on the last two eigenvectors of matrix B(ξ, ε), so we just have to apply projectors P3 and P4
to the equation to have the complete diagonalization:{
∂tPif − νPif + 1εPAPif = Pig,
Pif |t=0 = Pif0.
For simplicity we will consider that f0, g(t) (then f (t)) only depend on the third eigenvector (i.e., P3f0 = f0 . . .).
The idea is to localize in frequency (i.e., we will apply ˙j (homogeneous) to the equation). Thanks to the Duhamel
formula we obtain:
̂˙jf (t, ξ) = e−νt |ξ |2+i tε |ξ |FF |ξ | ̂˙jf0(ξ)+ t∫
0
e
−ν(t−τ)|ξ |2+i t−τ
ε
|ξ |F
F |ξ | ̂˙jg(τ, ξ)dτ.
We will begin with the homogeneous case, i.e., when g = 0. If φ and χ are the two functions introduced in [7] to
construct the Littlewood–Paley theory, the Lebesgue theorem says that
j+1∑
k=−∞
φ(2−kξ3) ̂˙jf (ξ) = ̂˙jf (ξ) in L1,
so, using the inverse Fourier transform,
j+1∑
k=−∞
˙vk˙j f converges to ˙jf in L
∞,
and ∥∥˙jf ∥∥L∞  j+1∑ ∥∥˙vk˙j f ∥∥L∞
k=−∞
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the same thing because |ξ | is bounded, and |ξ3| is bounded from below:
Aj,k
def=
{
c2j  |ξ | C2j ,
c2k  |ξ3| C2k. (45)
B.2. Duality argument
In this section we will describe the duality method (also called T T ∗) to determine precisely the kernel on which we
will work to get dispersive estimates. Let us begin with the definition B = {ψ ∈ C∞0 (R+ ×R3) | ‖ψ‖L2(R+,L1(R3))1}
then for all j and k:
∥∥˙vk˙j f ∥∥L2L∞ = sup
ψ∈B
∞∫
0
∫
R3
˙vk˙j f (t, x)ψ(t, x)dx dt;
using the Plancherel theorem we get:
∥∥˙vk˙jf ∥∥L2L∞ = C sup
ψ∈B
∞∫
0
∫
R3
e
−νt |ξ |2+i t
ε
|ξ |F
F |ξ | φ
(
2−k|ξ3|
)
φ
(
2−j |ξ |)f̂0(ξ)ψ̂(t, ξ)dξ dt.
If φ1 is a C∞0 function whose support is a neighbourhood of those of φ and equal to 1 on suppφ then we can write:
∥∥˙vk˙j f ∥∥L2L∞ = C sup
ψ∈B
∞∫
0
∫
R3
e
−νt |ξ |2+i t
ε
|ξ |F
F |ξ | φ
(
2−k|ξ3|
)
φ
(
2−j |ξ |)f̂0(ξ)φ1(2−j |ξ |)ψ̂(t, ξ)dξ dt,
using the Fubini theorem, we get:
∥∥˙vk˙jf ∥∥L2L∞ = C sup
ψ∈B
∫
R3
φ
(
2−j |ξ |)f̂0(ξ)( ∞∫
0
e
−νt |ξ |2+i t
ε
|ξ |F
F |ξ | φ
(
2−k|ξ3|
)
φ1
(
2−j |ξ |)ψ̂(t, ξ)dt)dξ.
A use of the Hölder inequality gives,
∥∥˙vk˙jf ∥∥L2L∞ = C sup
ψ∈B
∥∥̂˙jf0(ξ)∥∥L2
( ∫
R3
∞∫
0
∞∫
0
e
−ν(t+s)|ξ |2+i t−s
ε
|ξ |F
F |ξ | φ
(
2−k|ξ3|
)2
× φ1
(
2−j |ξ |)2ψ̂(t, ξ)ψ̂(s, ξ)dt ds dξ)1/2
and thanks to, successively, Fubini and Plancherel we finally obtain:
∥∥˙vk˙j f ∥∥L2L∞ = C sup
ψ∈B
∥∥˙jf0(ξ)∥∥L2
( ∞∫
0
∞∫
0
∥∥∥∥K(ν(t + s), t − sε , .
)∥∥∥∥
L∞
∥∥ψ(t)∥∥
L1
∥∥ψ(s)∥∥
L1 dt ds
)1/2
,
where
K(θ, τ, x)
def=
∫
R3
eix.ξ−θ |ξ |2+iτλ(ξ)φ
(
2−k|ξ3|
)2
φ1
(
2−j |ξ |)2 dξ with λ(ξ) = |ξ |F
F |ξ | . (46)
Then the method consists to estimate in two different ways the kernel. As we have to deal with a summation from
−∞ to j + 1 we will get two kinds of estimates in terms of k: some depending as 2k (summable in −∞ but no ε) and
some as 2−kε (not summable).
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The aim of this section is the proof of the following lemma:
Lemma B.2. There exists a constant CF such that ∀j ∈ Z, ∀k  j + 1, ∀θ > 0 and ∀τ > 0 we have:∥∥K(θ, τ, .)∥∥
L∞  CF e
−cθ22j 23j min
(
2k−j , 2
j−k
√
τ
)
,
where c > 0 is the constant from (45).
Proof. Using the Plancherel theorem we obtain (see (45) for the definition of Aj,k):
∥∥K(θ, τ, .)∥∥
L2 
( ∫
Aj,k
e−2θ |ξ |2φ
(
2−k|ξ3|
)4
φ1
(
2−j |ξ |)4 dξ)1/2.
Which, using the change of variable ξ = 2j η, we turn into:
∥∥K(θ, τ, .)∥∥
L2 
(
23j
∫
A0,k−j
e−2θ22j |η|2φ
(
2j−k|η3|
)4
φ1
(|η|)4 dη)1/2
then, using that φ and φ1 are bounded by 1 and the fact that c |η| C, allow us to estimate roughly the integrals in
η1 and η2. If we use the change of variable η3 = 2k−j ξ3 we finally get:∥∥K(θ, τ, .)∥∥
L2  C2
3j/22(k−j)/2e−cθ22j .
Then, as K(θ, τ, .) is localized in frequency, the Bernstein lemma gives∥∥K(θ, τ, .)∥∥
L∞ 
(
(2j )2(2k)
)1/2−1/∞∥∥K(θ, τ, .)∥∥
L2 ,
so we have: ∥∥K(θ, τ, .)∥∥
L∞  C2
3j2k−j e−cθ22j . (47)
Now let us estimate explicitly the kernel: before that, the change of variable ξ = 2j η gives us:
K(θ, τ, x) = 23j K˜(22j θ, τ,2j x),
with
K˜(θ, τ, x)
def=
∫
R3
eix.η−θ |η|2+iτλ(η)φ
(
2j−k|η3|
)2
φ1
(|η|)2 dη.
In order to use as in [4] a stationary phase method, let us define the operator:
L= 1
1 + τΛ(η)2
(
1 + iΛ(η)∂η2
)
,
with λ(η) = |η|F
F |η| and Λ(η) = −∂η2λ(η) = F
2−1
F
η2η23
|η|F |η|3 .
Remark B.1. We can assume τ > 0: if not just take instead of L:
1
1 − τΛ(η)2
(
1 − iΛ(η)∂η2
)
.
The well-know invariance under any rotation around the third axis of coordinates allows us to assume that x2 = 0
so that eix.η does not depend on η2:
L(eix.η+iτλη)= eix.ηL(eiτλη)= eix.η+iτλη.
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LT (g) =
(
1
1 + τΛ2 − i∂η2Λ
1 − τΛ2
(1 + τΛ2)2
)
g − iΛ
1 + τΛ2 ∂η2g,
so that we obtain, estimating φ, φ1 and their derivatives by a constant C′ independent of the parameters,∣∣K˜(θ, τ, x)∣∣ ∫
A0,k−j
C′
1 + τΛ2
((
1 + |∂η2Λ|
)
e−θ |η|2 + |Λ||η2|θe−θ |η|2 + |Λ|e−θ |η|2
)
dη.
An elementary computation gives that there exists a constant C′ = 2e−1 such for all x  0, xe−x  C′ex/2  ex/2, so
for all η, |η2|θe−θ |η|2  1|η|e−θ |η|
2/2
.
We use the facts that c  |η|  C and that cF  |η|F /|η|  CF to estimate Λ and ∂η2Λ by a universal constant
depending only on c, C and F : ∣∣K˜(θ, τ, x)∣∣ C′F e−cθ ∫
A0,k−j
1
1 + τ(CF η2η23|η|F |η|3 )2 dη.
Taking advantage of the localizations, we can get rid of the integrals in the variables η1 and η3, and also write that(
CFη
2
3
|η|F |η|3
)2
 cF 24(k−j).
So that ∣∣K˜(θ, τ, x)∣∣ CF e−cθ (C)(C2k−j ) ∫
|η2|C
1
1 + τCF 24(k−j)η22
dη.
The change of variable y = η2√τCF 22(k−j) and the estimate
∫∞
0
1
1+y2 dy  C finally give that∣∣K˜(θ, τ, x)∣∣ CF e−cθ 2j−k√
τ
,
so returning to the original variables, ∥∥K(θ, τ, .)∥∥
L∞  CF e
−cθ22j 2j−k√
τ
23j . (48)
Finally, (47) and (48) give that:∥∥K(θ, τ, .)∥∥
L∞  CF e
−cθ22j 23j min
(
2k−j , 2
j−k
√
τ
)
. 
B.4. End of the proof
Let us go back to (46): using the dispersive estimate we can write that
∥∥˙vk˙j f ∥∥L2L∞ C sup
ψ∈B
∥∥˙jf0(ξ)∥∥L2
( ∞∫
0
∞∫
0
CF e
−cν(t+s)22j 23j min
(
2k−j , 2
j−k√
|t−s|
ε
)
× ∥∥ψ(t)∥∥
L1
∥∥ψ(s)∥∥
L1 dt ds
)1/2
.
And, as we have:
∥∥˙jf ∥∥L2L∞  j+1∑ ∥∥˙vk˙jf ∥∥L2L∞ ,
k=−∞
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∥∥˙jf ∥∥L2L∞  j+1∑
k=−∞
CF sup
ψ∈B
∥∥˙jf0(ξ)∥∥L2
( ∞∫
0
∞∫
0
∥∥ψ(t)∥∥
L1
∥∥ψ(s)∥∥
L1
× e−cν(t+s)22j 23j min
(
2k−j , 2
j−kε1/2
|t − s|1/2
)
dt ds
)1/2
.
As we want a norm in L2(R+,L∞) we will have to loose on the viscosity (i.e., a negative power of the viscosity,
due to integration of the e−cνt22j ) and then we do not need to be too precise on the integrations, so using the fact that∫
min(f, g)min(
∫
f,
∫
g) we obtain that
∥∥˙jf ∥∥L2L∞  j+1∑
k=−∞
CF sup
ψ∈B
∥∥˙jf0(ξ)∥∥L2
× min
( ∞∫
0
∞∫
0
23j e−cν(t+s)22j 2k−j
∥∥ψ(t)∥∥
L1
∥∥ψ(s)∥∥
L1 dt ds,
∞∫
0
∞∫
0
23j e−cν(t+s)22j 2j−kε1/2 ‖ψ(t)‖L1‖ψ(s)‖L1|t − s|1/2 dt ds
)1/2
.
Using, the fact that the variables are separated in the first integral, and in the second one the Hardy–Littlewood theorem
(with coefficients 4/3, 4/3 and 1/2):
∥∥˙jf ∥∥L2L∞  j+1∑
k=−∞
CF sup
ψ∈B
∥∥˙jf0(ξ)∥∥L2
× min
(
23j2k−j
( ∞∫
0
e−cνt22j
∥∥ψ(t)∥∥
L1 dt
)2
,23j2j−kε1/2
∥∥e−cνt22j ∥∥ψ(t)∥∥
L1
∥∥2
L
4/3
t (R+)
)1/2
.
The Hölder lemma and the fact that ψ ∈ B give:( ∞∫
0
e−cνt22j
∥∥ψ(t)∥∥
L1 dt
)2
 C 2
−2j
ν
,
and ∥∥e−cνt22j ∥∥ψ(t)∥∥
L1
∥∥2
L
4/3
t (R+)
 C 2
−j
ν1/2
.
So that we can write:
∥∥˙jf ∥∥L2L∞  CF√ν ∥∥˙jf0(ξ)∥∥L2
j+1∑
k=−∞
min
(
2k/2, (εν)1/423j/2−k/2
)
.
It is obvious that
2k/2  (εν)1/423j/2−k/2 ⇐⇒ k  1
4
log2(εν)+
3j
2
.
We have to compare it with j + 1 as the summation index goes from −∞ to j + 1:
j + 1 1 log2(εν)+
3j ⇐⇒ j  2 − 1 log2(εν) ⇐⇒ 2j 
4
1/2 .4 2 2 (εν)
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∥∥˙jf ∥∥L2L∞  CF√ν ∥∥˙jf0(ξ)∥∥L2
j+1∑
k=−∞
2k/2  CF√
ν
∥∥˙jf0(ξ)∥∥L2 2j/2.
And if 2j  4/(εν)1/2 we have to cut the summation for j + 1 14 log2(εν)+ 3j/2:
∥∥˙jf ∥∥L2L∞  CF√ν ∥∥˙jf0(ξ)∥∥L2
( 1
4 log2(εν)+3j/2∑
k=−∞
2k/2 +
j+1∑
k= 14 log2(εν)+3j/2
(εν)1/423j/2−k/2
)
,
which gives that ∥∥˙jf ∥∥L2L∞  CF√
ν
3/8 ε
1/823j/4
∥∥˙jf0∥∥L2,
using that 2j  4/(εν)1/2 we can write 2j/2 = 2−j/423j/4  41/4/(εν)1/8 and then for all j ∈ Z we have:∥∥˙jf ∥∥L2L∞  CFν3/8 ε1/823j/4∥∥˙jf0∥∥L2 .
The argument for the inhomogeneous case is the same so we obtain: for all j ∈ Z:∥∥˙jf ∥∥L2L∞  CFν3/8 ε1/823j/4(∥∥˙jf0∥∥L2 + ∥∥˙j g∥∥L1((R)+,L2)).
Then as we will use Sobolev injections, we want to get estimates in inhomogeneous spaces so we will get estimates
for q with q −1. We know that there exists a constant C such that∑
j−1
∥∥˙jf0∥∥2L2  C‖−1f0‖2L2 +C‖f0‖2L2
and, from that we can estimate in terms of ε this quantity and finally obtain that ∀t  0 and ∀q ∈ [1,2]
‖f ‖L2(R+,Bs∞,q )  CF
ε1/8
ν3/8
(‖f0‖L2(R3) + ‖f0‖Bs+3/42,q + ‖g‖L1(R+,L2(R3)) + ‖g‖L1(R+,Bs+3/42,q )).
B.5. Application to Wε
We use that there exists a constant C such that ‖u‖
B
s+3/4
2,1
C‖u‖Hs+1 , so
‖Wε‖L2(R+,Bs∞,1) CF
ε1/8
ν3/8
(‖U0,ε,osc‖Hs+1 + ‖G‖L1(R+,H s+1)),
precisely:
‖Wε‖L2(R+,L∞)  ‖Wε‖L2(R+,B0∞,1)  CF
ε1/8
ν3/8
(‖U0,ε,osc‖H 1 + ‖G‖L1(R+,H 3)),
and, as ‖G‖L1Hs+1  C‖U˜QG‖2L2Hs+2  Cν ‖U0,QG‖2Hs+1 and with the estimates of the initial data given in the as-
sumptions of the theorem we end the proof of Lemma 3.4. 
Appendix C. A priori estimates
In this section we will establish a priori estimates on the solution Uε . As the method is exactly the same as in [11]
we will not give many details.
Lemma C.1. Let s ∈ ]0,1[ or s > 1. There exists a constant Cs such that we have for all t ∈ [0, T ∗ε [:∥∥Uε(t)∥∥Hs  ∥∥Uε(0)∥∥Hs eCs ∫ t0 ‖Uε(t ′)‖Lip dt ′ .
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First of all, projecting on the divergence free vector fields (i.e., the Leray projector P) and using the fact that
PUε = Uε gives us that Uε satisfies the pressure-free primitive equations:{
∂tUε + vε.∇Uε −LUε + 1εPAPUε = Π(Uε,Uε),
Uε|t=0 = Uε,0,
with (49)
Π(Uε,Uε) =
(
Id−P(vε.∇Uε)
)= −1∇∑
i,j
∂i∂j
(
viε.v
j
ε
)
.
So let us now state the lemma:
Lemma C.2. Let σ ∈ ]0,1[, s > 1, and f,g, v : [0, T ] × R3 → R4 such that for all t ∈ [0, T ],
∂tf + v.∇f −Lf + 1εPAPf = g,
divv = 0,
f |t=0 = f0.
(50)
Suppose that f0 ∈ Hσ (R3), g ∈ L1([0, T ],Hσ (R3)) and v ∈ L1([0, T ],Lip(R3)), then f ∈ L∞([0, T ],Hσ (R3)) and
there exists a constant Cσ such that for all t ∈ [0, T ]:
∥∥f (t)∥∥
Hσ
 ‖f0‖Hσ +
t∫
0
(∥∥g(t ′)∥∥
Hσ
+Cσ
∥∥f (t ′)∥∥
Hσ
∥∥v(t ′)∥∥Lip)dt ′.
Suppose that f0 ∈ Hs(R3), g ∈ L1([0, T ],H s(R3)) and v ∈ L1([0, T ],Lip(R3)), then f ∈ L∞([0, T ],H s(R3)) and
there exists a constant Cs such that for all t ∈ [0, T ]:
∥∥f (t)∥∥
Hs
 ‖f0‖Hs +
t∫
0
(∥∥g(t ′)∥∥
Hs
+Cs
(∥∥f (t ′)∥∥
Hs
∥∥v(t ′)∥∥Lip + ∥∥f (t ′)∥∥Lip∥∥v(t ′)∥∥Hs ))dt ′.
Proof. Let us start with the case σ ∈ ]0,1[. The first step is to apply a localization operator q to system (50) and in
order to keep the advection term we introduce a commutator:
∂tqf + v.∇qf −Lqf + 1εPAPqf = qg + [v.∇,q ]f,
divv = 0,
qf |t=0 = qf0.
(51)
A scalar product in L2 of this equation with qf and the use of the skew symmetry of A give that for all t ∈ [0, T ],
1
2
d
dt
‖qf ‖2L2 + ν0‖∇qf ‖2L2  ‖qf ‖L2
(‖qg‖L2 + ∥∥[v.∇,q ]f ∥∥L2).
Let us the state the classical following commutation lemma (one can see [7] or [11]):
Lemma C.3. There exist a constant Cσ and a sequence (cq) ∈ l2 such that∥∥[v.∇,q ]f ∥∥L2  Cσ cq2−qσ ‖v‖Lip‖f ‖Hσ .
Proof. The idea is to use the Bony decomposition
[v.∇,q ]f =
3∑
i=1
((
Tvi ∂iqf + T∂iqf vi +R(vi, ∂iqf )
)−q(Tvi ∂if + T∂if vi +R(vi, ∂if ))),
and group terms in order to take advantage of the convolution form of the expression of q :
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3∑
i=1
(
(Tvi ∂iqf −qTvi ∂if )+
(
T∂iqf χ(D)v
i +R(χ(D)vi, ∂iqf ))
−q
(
T∂if χ(D)v
i +R(χ(D)vi, ∂if ))+ (T∂iqf (1 − χ(D))vi +R((1 − χ(D))vi, ∂iqf ))
− (q(T∂if (1 − χ(D))vi +R((1 − χ(D))vi, ∂if )))).
The use of a second truncation of the speed allows us to treat separately low frequencies. Then the estimates of each
group gives the lemma. 
Let us go back to the proof of Lemma C.2: using the estimate on the commutator, a Gronwall lemma, and then
taking the l2-norm give the first part of the lemma.
When s > 1, as ‖g‖Hs  σ|α|[s]‖∂αg‖Hσ we will estimate each derivative ∂α in Hσ where σ = s − [s] ∈ ]0,1[:
for that we derive the localized system, which makes appear a new commutator:
∂t ∂
αf + v.∇∂αf −L∂αf + 1
ε
PAP∂αf = ∂αg + [v.∇, ∂α]f,
divv = 0,
∂αf |t=0 = ∂αf0.
(52)
And before applying the first result of Lemma C.2 we have to estimate the commutator which is the aim of the
following classical lemma (see [11]):
Lemma C.4. There exists a constant Cσ such that∥∥[v.∇, ∂α]f ∥∥
Hσ
 Cσ
(‖v‖Lip‖f ‖Hσ + ‖v‖Hσ ‖f ‖Lip);
then using this estimate concludes the proof of Lemma C.2.
C.2. Application to Uε
As we want to apply the result of the previous section the only thing to see is to estimate the operator Π and that
is the object of the following classical lemma (see [11]):
Lemma C.5. If s > 0 there exists a constant Cs such that∥∥Π(V,W)∥∥
Hs
 Cs
(‖V ‖Lip‖W‖Hs + ‖W‖Lip‖V ‖Hs ).
Returning to the primitive system, using Lemmas C.2, C.5 give:
∥∥Uε(t)∥∥Hs  ∥∥Uε(0)∥∥Hs +Cs
t∫
0
∥∥Uε(t ′)∥∥Lip∥∥Uε(t ′)∥∥Hs dt ′.
Then a use of the Gronwall lemma gives the wanted result.
Appendix D. Stable Strichartz estimates
The term “stable” is used to emphasize the fact that, contrary to the Strichartz estimates obtained in the second
Appendix, the following ones are uniform with respect to the viscosity, allowing a vanishing viscosity limit. On
counterpart we are forced to be local in time.
D.1. Statement of the results
This section is devoted to the proof of the following estimates:
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ν = ν′, there exist constants C > 0 and CF,s > 0 such that for all ε > 0,
‖Uε,osc‖L8([0,T ],Lip/Cs+1)  CF,sε1/8−αeCVε(T ), with Vε(T ) =
T∫
0
∥∥vε(τ )∥∥Lip dτ.
D.2. Proof of the Strichartz estimates when ν = ν′
D.2.1. Preliminary remarks
In particular, thanks to the diagonalization and the orthogonality of the eigenvectors, each PiUε satisfies the
following system: {
∂tPiUε − νPiUε + 1εPAPiUε = PiP(vε.∇Uε),
PiUε|t=0 = PiUε,0.
(53)
D.2.2. General estimates
The object of this section is to prove the following result:
Lemma D.2. Assume that f0 ∈ L2(R3)∩Bs+3/22,q and g ∈ L1([0, T ],L2(R3))∩L1([0, T ],Bs+3/22,q ) with q ∈ [1,2] andfor s > 0, and that f solves on [0, T ] the system,{
∂tf − νf + 1εPAf = g,
f |t=0 = f0.
Assume also that f0 and g(t) for all t ∈ [0, T ] have a null potential vorticity.
Then there exists a constant CF,s only depending on F and s such that we have the following estimate ∀p  8,
1 q  p:
‖f ‖LpT Bs∞,q  CF,sε
1/p(‖f0‖L2 + ‖f0‖Bs+3/22,q + ‖g‖L1T L2 + ‖g‖L1T Bs+3/22,q ),
where the notation LpT Lq means Lp([0, T ],Lq(R3)).
Exactly like in Appendix B we have a complete diagonalization:{
∂tPif − νPif + 1εPAPif = Pig,
Pif |t=0 = Pif0.
For simplicity we will consider that f0, g(t) (then f (t)) only depend on the third eigenvector (i.e., P3f0 = f0 . . .).
The idea is to localize in frequency (i.e., we will apply ˙j (homogeneous) to the equation). Thanks to the Duhamel
formula we obtain:
̂˙jf (t, ξ) = e−νt |ξ |2+i tε |ξ |FF |ξ | ̂˙jf0(ξ)+ t∫
0
e
−ν(t−τ)|ξ |2+i t−τ
ε
|ξ |F
F |ξ | ̂˙jg(τ, ξ)dτ.
We will begin with the homogeneous case, i.e., when g = 0.
D.2.3. Duality argument
In this section we will describe the duality method (also called T T ∗) to determine precisely the kernel on which
we will work to get dispersive estimates. Let us begin with the definition of the space B = {ψ ∈ C∞0 ([0, T ] × R3) |‖ψ‖Lp([0,T ],L1(R3))1} then for all j :
∥∥˙jf ∥∥LpT L∞ = supψ∈B
T∫ ∫
3
˙jf (t, x)ψ(t, x)dx dt,
0 R
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∥∥˙jf ∥∥LpT L∞  C supψ∈B
T∫
0
∫
R3
e
−νt |ξ |2+i t
ε
|ξ |F
F |ξ | φ
(
2−j |ξ |)f̂0(ξ)ψ̂(t, ξ)dξ dt.
If φ1 is a C∞0 function whose support is a neighbourhood of the one of φ and equal to 1 on suppφ then we can write,
∥∥˙jf ∥∥LpT L∞ C supψ∈B
T∫
0
∫
R3
e
−νt |ξ |2+i t
ε
|ξ |F
F |ξ | φ
(
2−j |ξ |)f̂0(ξ)φ1(2−j |ξ |)ψ̂(t, ξ)dξ dt,
using the Fubini theorem, we get:
∥∥˙jf ∥∥LpT L∞  C supψ∈B
∫
R3
φ
(
2−j |ξ |)f̂0(ξ)( T∫
0
e
−νt |ξ |2+i t
ε
|ξ |F
F |ξ | φ1
(
2−j |ξ |)ψ̂(t, ξ)dt)dξ.
A use of the Hölder inequality gives,
∥∥˙jf ∥∥LpT L∞  C supψ∈B∥∥̂˙jf0∥∥L2
( ∫
R3
T∫
0
T∫
0
e
−ν(t+s)|ξ |2+i t−s
ε
|ξ |F
F |ξ | φ1
(
2−j |ξ |)2ψ̂(t, ξ)ψ̂(s, ξ)dt ds)dξ)1/2
and thanks to, successively, Fubini and Plancherel we finally obtain:
∥∥˙jf ∥∥LpT L∞ C supψ∈B∥∥˙jf0∥∥L2
( T∫
0
T∫
0
∥∥∥∥K(ν(t + s), t − sε , .
)∥∥∥∥
L∞
∥∥ψ(t)∥∥
L1
∥∥ψ(s)∥∥
L1 dt ds
)1/2
,
where
K(θ, τ, x)
def=
∫
R3
eix.ξ−θ |ξ |2+iτλ(ξ)φ1
(
2−j |ξ |)2 dξ with λ(ξ) = |ξ |F
F |ξ | .
Applying the additional localizations described in (45) to the kernel K we obtain that
∥∥K(θ, τ, .)∥∥
L∞ 
j+1∑
k=−∞
∥∥˙vkK(θ, τ, .)∥∥L∞ .
Then similarly:
∥∥˙jf ∥∥LpT L∞  C supψ∈B∥∥˙jf0∥∥L2
( T∫
0
T∫
0
j+1∑
k=−∞
∥∥∥∥K1(ν(t + s), t − sε , .
)∥∥∥∥
L∞
∥∥ψ(t)∥∥
L1
∥∥ψ(s)∥∥
L1 dt ds
)1/2
,
with
K1(θ, τ, x) = ˙vkK(θ, τ, x) =
∫
R3
eix.ξ−θ |ξ |2+iτλ(ξ)φ1
(
2−j |ξ |)2φ(2−k|ξ3|)dξ . (54)
Then the method consists in estimating in two different ways the kernel. Like in Appendix B as we have to deal with
a summation from −∞ to j + 1 we will get two kinds of estimates in terms of k: some depending as 2k (summable in
−∞ but no ε) and some as 2−kε (not summable). The difference is that here, the summation occurs before integration.
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We use the same dispersive estimates as in Lemma B.2:
Lemma D.3. There exists a constant CF such that ∀j ∈ Z, ∀k  j + 1, ∀θ > 0 and ∀τ > 0 we have:∥∥K1(θ, τ, .)∥∥L∞  CF e−cθ22j 23j min(2k−j , 2j−k√τ
)
,
where c > 0 is the constant from (45).
D.2.5. End of the proof
Let us go back to (54), using the dispersive estimate we can write that
∥∥˙jf ∥∥Lp([0,T ],L∞) = CF sup
ψ∈B
∥∥˙jf0∥∥L2
( T∫
0
T∫
0
j+1∑
k=−∞
e−cν(t+s)22j 23j
× min
(
2k−j ,2j−k ε
1/2
|t − s|1/2
)∥∥ψ(t)∥∥
L1
∥∥ψ(s)∥∥
L1 dt ds
)1/2
.
Now we will focus on the summation beneath the integral and precise its expression. A simple computation shows
that
2k−j  2j−k ε
1/2
|t − s|1/2 ⇐⇒ k  j +
1
4
log2
(
ε
|t − s|
)
.
We have to compare it with j + 1 as the summation index k goes from −∞ to j + 1:
j + 1 j + 1
4
log2
(
ε
|t − s|
)
⇐⇒ ε|t − s|  16.
So we cut, in the integral, R3 in two domains:
T∫
0
T∫
0
j+1∑
k=−∞
e−cν(t+s)22j 23j min
(
2k−j ,2j−k ε
1/2
|t − s|1/2
)∥∥ψ(t)∥∥
L1
∥∥ψ(s)∥∥
L1 dt ds
=
T∫
0
T∫
0 ε|t−s|16
j+1∑
k=−∞
e−cν(t+s)22j 23j2k−j
∥∥ψ(t)∥∥
L1
∥∥ψ(s)∥∥
L1 dt ds
+
T∫
0
T∫
0 ε|t−s|16
(j+ 14 log2( ε|t−s| )∑
k=−∞
2k−j +
j+1∑
k=j+ 14 log2( ε|t−s| )+1
2j−k
(
ε
|t − s|
)1/2)
× e−cν(t+s)22j 23j∥∥ψ(t)∥∥
L1
∥∥ψ(s)∥∥
L1 dt ds.
After computing the summations (and using the fact that ε/|t − s| 16 in order to estimate the last one), we obtain
that
T∫
0
T∫
0
j+1∑
k=−∞
e−cν(t+s)22j 23j min
(
2k−j ,2j−k ε
1/2
|t − s|1/2
)∥∥ψ(t)∥∥
L1
∥∥ψ(s)∥∥
L1 dt ds
 C
T∫
0
T∫
0 ε 16
e−cν(t+s)22j 23j
∥∥ψ(t)∥∥
L1
∥∥ψ(s)∥∥
L1 dt ds|t−s|
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T∫
0
T∫
0 ε|t−s|16
e−cν(t+s)22j 23j
(
ε
|t − s|
)1/4∥∥ψ(t)∥∥
L1
∥∥ψ(s)∥∥
L1 dt ds.
And, as e−cν(t+s)22j  1, we finally get:
T∫
0
T∫
0
j+1∑
k=−∞
e−cν(t+s)22j 23j min
(
2k−j ,2j−k ε
1/2
|t − s|1/2
)∥∥ψ(t)∥∥
L1
∥∥ψ(s)∥∥
L1 dt ds
 C
T∫
0
T∫
0 ε|t−s|16
23j
∥∥ψ(t)∥∥
L1
∥∥ψ(s)∥∥
L1 dt ds
+C
T∫
0
T∫
0 ε|t−s|16
23j
(
ε
|t − s|
)1/4∥∥ψ(t)∥∥
L1
∥∥ψ(s)∥∥
L1 dt ds. (55)
This is here that we have to distinguish when p = 8 or p > 8. Let us begin with the second case:
T∫
0
T∫
0
j+1∑
k=−∞
e−cν(t+s)22j 23j min
(
2k−j ,2j−k ε
1/2
|t − s|1/2
)∥∥ψ(t)∥∥
L1
∥∥ψ(s)∥∥
L1 dt ds
C23j
T∫
0
T∫
0
hε(t − s)
∥∥ψ(t)∥∥
L1
∥∥ψ(s)∥∥
L1 dt ds  C2
3j
∫
R
m(t)(hε ∗m)(t)dt,
with 
m(t) = 1[0,T ](t)‖ψ(t)‖L1,
hε(t) = 1 ε|t |16 + 1 ε|t |16(ε/|t |)1/4 = h(t/ε),
h(t) = 1|t |16 + 1|t |16(1/|t |)1/4.
All that remains is to estimate, using the Hölder and Young inequalities:∫
R
m(t)(hε ∗m)(t)dt  ‖m‖Lp‖hε ∗m‖Lp  ‖m‖Lp
(‖hε‖
L
p
2
.‖m‖Lp
)
.
As p > 8, p/2 > 4 and hε ∈ Lp/2, so we can write:
‖hε‖Lp/2 = ε2/p‖h‖Lp/2,
and using that ‖m‖Lp = ‖ψ‖Lp([0,T ],L1)  1 we obtain that
T∫
0
T∫
0
j+1∑
k=−∞
e−cν(t+s)22j 23j min
(
2k−j ,2j−k ε
1/2
|t − s|1/2
)∥∥ψ(t)∥∥
L1
∥∥ψ(s)∥∥
L1 dt ds
 Cε2/p23j ,
which finally gives,
∀p > 8, j ∈ Z, ∥∥˙jf ∥∥LpT L∞ = CF ε1/p23j/2∥∥˙jf0∥∥L2 .
In order to get the limit case p = 8 let us go back to (55): taking advantage of the fact that in the first integral we have
ε/|t − s| 16 we can write 1 = 11/4  1 (ε/|t − s|)1/4 and use it in the same integral to obtain:2
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0
T∫
0
j+1∑
k=−∞
e−cν(t+s)22j 23j min
(
2k−j ,2j−k ε
1/2
|t − s|1/2
)∥∥ψ(t)∥∥
L1
∥∥ψ(s)∥∥
L1 dt ds
 C
T∫
0
T∫
0
23j
(
ε
|t − s|
)1/4∥∥ψ(t)∥∥
L1
∥∥ψ(s)∥∥
L1 dt ds.
Since, p = q = 8/7 and α = 1/4 fulfill the assumptions of the Hardy–Littlewood lemma, we also obtain that
∀j ∈ Z, ∥∥˙jf ∥∥L8T L∞ = CF ε1/823j/2∥∥˙jf0∥∥L2 .
And then ∀p  8, j ∈ Z ∥∥˙jf ∥∥Lp([0,T ],L∞) = CF ε1/p23j/2‖˙jf0‖L2 .
The proof of the case when g = 0 and f0 = 0 is dealt the same way, using the Duhamel formula. Using the same
notation as (54) we have:
∥∥˙jf ∥∥LpT L∞ = C supψ∈B
T∫
0
∥∥˙j g∥∥L2
( T∫
τ
T∫
τ
j+1∑
k=−∞
∥∥∥∥K1(ν(t + s − 2τ), t − sε , .
)∥∥∥∥
L∞
× ∥∥ψ(t)∥∥
L1
∥∥ψ(s)∥∥
L1 dt ds
)1/2
dτ.
Lemma B.2 implies:
∥∥˙jf ∥∥LpT L∞ = C supψ∈B
T∫
0
∥∥˙j g∥∥L2
( T∫
τ
T∫
τ
j+1∑
k=−∞
e−cν(t+s−2τ)22j 23j
× min
(
2k−j ,2j−k ε
1/2
|t − s|1/2
)∥∥ψ(t)∥∥
L1
∥∥ψ(s)∥∥
L1 dt ds
)1/2
dτ.
And, as t, s  τ , e−cν(t+s−2τ)  1 so we can write:
∥∥˙jf ∥∥LpT L∞ = C supψ∈B∥∥˙j g∥∥L1T L2
( T∫
0
T∫
0
j+1∑
k=−∞
23j min
(
2k−j ,2j−k ε
1/2
|t − s|1/2
)∥∥ψ(t)∥∥
L1
∥∥ψ(s)∥∥
L1 dt ds
)1/2
.
Identical computations give ∀p  8 and ∀j ∈ Z∥∥˙jf ∥∥LpT L∞ = CF ε1/p23j/2∥∥˙j g∥∥L1T L2 .
So we finally have ∀p  8 and ∀j ∈ Z∥∥˙jf ∥∥LpT L∞ = CF ε1/p23j/2(∥∥˙jf0∥∥L2 + ∥∥˙j g∥∥L1T L2).
Remark D.1. This is here, that we really needed to estimate the kernel in terms of the minimum of two quantities:
one is summable when k = −∞ but does not depend on ε whereas the other depends on ε but diverges in −∞.
At this point we only have obtained estimates with homogeneous localization, and the result concerns inhomo-
geneous localizations. As for every j  0, j = ˙j , we only have to deal with −1 =∑j−1 ˙j , and using the
Minkowski inequality:
‖−1f ‖LpT ,L∞ 
∑ ∥∥˙j∥∥LpT ,L∞ CF ε1/p ∑ 23j/2(∥∥˙jf0∥∥L2 + ∥∥˙j g∥∥L1T L2),
j−1 j−1
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‖−1f ‖LpT ,L∞  CF ε
1/p
( ∑
j−1
23j
)1/2(( ∑
j−1
∥∥˙jf0∥∥2L2)1/2 +( ∑
j−1
∥∥˙jg∥∥2L1T L2
)1/2)
.
Another use of Minkowski implies:
‖−1f ‖LpT ,L∞ CF ε
1/p
(( ∑
j−1
∥∥˙jf0∥∥2L2)1/2 +
T∫
0
( ∑
j−1
∥∥˙j g(t)∥∥2L2)1/2 dt).
It is then about to estimate
∑
j−1 ‖˙jf0‖2L2 : using the fact that suppχ ⊂ B(0,4/3) equals 1 on B(0,1), and
suppφ ⊂ C(0,3/4,8/3) we obtain that there exists a constant C such that∑
j−1
∥∥˙jf0∥∥2L2  C(‖−1f0‖2L2 + ‖f0‖2L2),
and
‖−1f ‖LpT ,L∞  CF ε
1/p
(
C
(‖−1f0‖2L2 + ‖f0‖2L2)1/2 +
T∫
0
∑
j−1
(∥∥jg(t)∥∥2L2 + ∥∥g(t)∥∥2L2)1/2 dt
)
.
On the other hand ∀j ∈ Z,
2js
∥∥˙jf ∥∥LpT L∞ = CF ε1/p2j (s+3/2)(∥∥˙jf0∥∥L2 + ∥∥˙j g∥∥L1T L2),
so that we obtain, using the Minkowski inequality:
‖f ‖Lp([0,T ],Bs∞,q ) =
∥∥∥∥2js∥∥jf (t)∥∥L∞∥∥lq∥∥Lp  ∥∥∥∥2js∥∥jf (t)∥∥L∞∥∥Lp∥∥lq ,
‖f ‖Lp([0,T ],Bs∞,q ) CF ε1/p
(‖f0‖Bs+3/22,q +Cs‖f0‖L2 + ∥∥2j (s+3/2)∥∥jf (t)∥∥L1T L2∥∥lq +Cs‖g‖L1T L2).
Another use of Minkowski finally gives that ∀p  8, 1 q  p, and ∀t ∈ [0, T ]:
‖f ‖Lp([0,T ],Bs∞,q )  CF,sε1/p
(‖f0‖L2 + ‖f0‖Bs+3/22,q + ‖g‖L1T L2 + ‖g‖L1([0,T ],Bs+3/22,q )).
D.2.6. Conclusion: adaptation of the result
In the following, we will need estimates on ‖f ‖LpLip and ‖f ‖LpCs+1 , and we wish to estimate in terms of Sobolev
spaces instead of Besov spaces so we have to adapt Lemma D.2. Thanks to the facts that
‖f ‖Lip = ‖f ‖L∞ + ‖∇f ‖L∞  ‖f ‖B0∞,1 + ‖f ‖B1∞,1  2‖f ‖B1∞,1,
‖f ‖Cs+1 = ‖f ‖Bs+1∞,∞  ‖f ‖Bs+1∞,2,
and that, for the right-hand side there exists a constant C such that
‖f0‖L2 + ‖f0‖B5/22,1  C‖f0‖H 3,
we finally get the two following estimates:
‖f ‖L8T ,Lip  CF ε
1/8(‖f0‖H 3 + ‖g‖L1T H 3), and
‖f ‖L8T ,Cs+1  CF ε
1/8(‖f0‖Hs+5/2 + ‖g‖L1T Hs+5/2).
Then apply these estimates to systems (53):
‖PiUε‖L8T ,Cs+1  CF ε
1/8(‖PiUε,0‖Hs+5/2 + ‖PiP(vε.∇Uε)‖L1T Hs+5/2).
Using that ‖uv‖Hs  ‖u‖L∞‖v‖Hs + ‖u‖Hs‖v‖L∞ we easily show that∥∥PiP(vε.∇Uε)∥∥ s+5/2  C‖Uε‖Lip‖Uε‖Hs+7/2 .H
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(the estimate for the Lipschitzian norm is dealt the very same way):
‖Uε,osc‖L8([0,T ],Lip/Cs+1)  CF,sε1/8−αeCVε(T ), with Vε(T ) =
T∫
0
∥∥vε(τ )∥∥Lip dτ.
This concludes the proof of Lemma D.1 in the case ν = ν′. 
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