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Abstract
In this paper, we consider statistical inference for high-dimensional approximate fac-
tor models. We posit a weak factor structure, in which the factor loading matrix can
be sparse and the signal eigenvalues may diverge more slowly than the cross-sectional
dimension, N . We propose a novel inferential procedure to decide whether each compo-
nent of the factor loadings is zero or not, and prove that this controls the false discovery
rate (FDR) below a pre-assigned level, while the power tends to unity. This “factor
selection” procedure is primarily based on a de-sparsified (or debiased) version of the
WF-SOFAR estimator of Uematsu and Yamagata (2020), but is also applicable to the
principal component (PC) estimator. After the factor selection, the re-sparsified WF-
SOFAR and sparsified PC estimators are proposed and their consistency is established.
Finite sample evidence supports the theoretical results. We apply our procedure to the
FRED-MD macroeconomic and financial data, consisting of 128 series from June 1999
to May 2019. The results strongly suggest the existence of sparse factor loadings and
exhibit a clear association of each of the extracted factors with a group of macroeconomic
variables. In particular, we find a price factor, housing factor, output and income factor,
and a money, credit and stock market factor.
Keywords. Approximate factor models, Debiased SOFAR estimator, Multiple testing, FDR
and Power, Re-sparsification.
1 Introduction
The factor models have become an increasingly important tool for the analysis of psychol-
ogy, finance, economics, and biology, among many others. This paper discusses statistical
inference for high-dimensional approximate factor models. These were first introduced by
Chamberlain and Rothschild (1983), then developed in subsequent articles by Connor and
Korajczyk (1986, 1993), Bai and Ng (2002), Bai (2003), Fan et al. (2008), and Fan et al.
(2011, 2013), among many others.
∗Yoshimasa Uematsu is Associate Professor, Department of Economics and Management, Tohoku Uni-
versity, 27-1 Kawauchi, Aobaku, Sendai 980-8576, Japan (E-mail: yoshimasa.uematsu.e7@tohoku.ac.jp). He
gratefully acknowledges the partial support of JSPS KAKENHI JP19K13665.
†Takashi Yamagata is Professor, Department of Economics and Related Studies, University of York, Hes-
lington, York, YO10 5DD, UK (E-mail: takashi.yamagata@york.ac.uk).He gratefully acknowledges the partial
support of JSPS KAKENHI JP15H05728 and JP18K01545. The authors appreciate Kun Chen giving helpful
suggestions and modification of the R package, rrpack.
1
1.1 Factor models
Suppose that a vector of zero-mean stationary time series xt ∈ RN , t = 1, . . . , T , is generated
from the factor model xt = B
∗f∗t + et, where B
∗ = (b∗ik) ∈ RN×r is a matrix of deterministic
factor loadings, f∗t ∈ Rr is a vector of zero-mean latent factors, and et ∈ RN is an idiosyn-
cratic error vector. To separately identify factors and factor loadings, we choose a specific
(but frequently employed) rotation which imposes r2 restrictions, and hereafter we consider
this model without loss of generality:
xt = B
0f0t + et, (1)
where f0t = Hf
∗
t and B
0′ = H−1B∗′ with Σf = E[f0t f0t
′
] = Ir and B
0′B0 being a diagonal ma-
trix. Assuming uniform boundedness of the maximum eigenvalue of E[ete′t], the asymptotic
property of E[xtx′t] is dictated by the r largest eigenvalues of B0B0
′
. Specifically, Cham-
berlain and Rothschild (1983) assume the condition, λr(B
0B0
′
) → ∞ as N → ∞. In order
to consider the estimation, we need a stronger condition. Most studies, including Connor
and Korajczyk (1986, 1993), Stock and Watson (2002), Bai and Ng (2002, 2006, 2013), and
Bai (2003), suppose λk(B
0B0
′
)  N for all k = 1, . . . , r. The model with this condition is
called the strong factor (SF) model. In view of the real data, the SF assumption is much
more restrictive than that of Chamberlain and Rothschild (1983). In this paper, following
Uematsu and Yamagata (2020), we consider weak factor (WF) models with sparse factor
loadings that lead to λk(B
0B0
′
)  Nαk for some constants 1 ≥ α1 ≥ · · · ≥ αr > 0.
Uematsu and Yamagata (2020) investigate the estimation of the WF models. In par-
ticular, extending Uematsu et al. (2019), they propose the WF-SOFAR (simply denoted as
SOFAR hereafter) estimator and its adaptive version, the latter of which yields factor selec-
tion consistency (which is an analogous concept of variable selection consistency in the lasso
literature). In this paper, we consider statistical inference on the factor selection without
relying on the adaptive SOFAR.
1.2 Toward Global inferences
In line with the literature on the adaptive lasso for high-dimensional linear models, the
asymptotic normality of the adaptive SOFAR estimator could also be established for the
nonzero elements of the estimator. It was thought to be useful for statistical inference, but
has been criticized by, e.g. Leeb and Pötscher (2008) and Pötscher and Leeb (2009), who
argue that the property lacks uniformity over sequences of models that include even minor
deviations from the so-called beta-min condition (see Chernozhukov et al., 2015, Ch. 6). The
same criticism could apply to the adaptive SOFAR estimator.
Instead of the adaptive lasso, several methods have been proposed for inference in high-
dimensional linear regressions. Especially, the method called debiasing (desparsification) by
Javanmard and Montanari (2014), van de Geer et al. (2014), and Zhang and Zhang (2014)
has gained popularity. This framework tries directly to remove the bias using the Karush-
Kuhn-Tucker (KKT) conditions, and achieves the asymptotic normality.
Let S denote the support (index set of nonzero elements) of a p-dimensional unknown
parameter of interest. Given H ⊂ {1, . . . , p}, consider testing for a pair of hypotheses
H0 : j ∈ Sc for all j ∈ H v.s. H1 : j ∈ S for some j ∈ H. (2)
Such hypotheses are statistically testable based on the asymptotic normality. This conven-
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tional hypothesis testing is sometimes labeled as a local inference since it only focuses on a
subset of indexes, H. It is noteworthy that rejection of H0 is not informative as it merely
tells us that not all the elements in H are null variables. This fact is fostered especially when
|H| is vary large. Alternatively, it is more interesting to investigate whether each entry in
{1, . . . , p} is significantly null or not. To this end, we attempt to consider a multiple testing
for a sequence of pairs of hypotheses
H
(j)
0 : j ∈ S
c v.s. H
(j)
1 : j ∈ S for each j ∈ {1, . . . , p}. (3)
In such multiple testing problems, it is important to control the number of false discoveries
(type I errors) while pursuing a higher power. A classical measure of type I errors is the
family-wise error rate (FWER) and can be controlled by the methods of Bonferroni (1935)
or Holm (1979), for instance. However, these procedures will lead to a very conservative
variable selection, especially in high dimensions. Instead of the FWER, in the context of the
multiple testing problem with which we are concerned, it is more suitable to control another
measure of type I errors: the false discovery rate (FDR). The FDR was first introduced by
Benjamini and Hochberg (1995) and is defined as the expectation of the falsely discovered
proportion (FDP):




where Ŝ ⊂ {1, . . . , p} is a set of discovered indexes by some statistical procedure. The







The FDR controlled multiple testing is expected to keep high power even in high-dimensional
settings. This inferential framework can be called a global inference, in contrast with the
local inference for (2).
1.3 Contributions
In light of the recent development of global inferences described above, we propose the debi-
ased SOFAR estimator of the sparse loadings in the WF models, and establish its asymptotic
normality. In addition, we show that the PC estimator is asymptotically normal even for
the WF models. This is an extension of Bai (2003), which deals only with the SF models.
Building upon the asymptotic normality of the factor loading estimators, we consider
statistical inference on the factor selection. More precisely, we consider multiple testing like








ik 6= 0 for i = 1, . . . , N and k = 1, . . . , r,
and propose a method to control the FDR which is inspired by Liu (2013) and Javanmard
and Javadi (2019). We prove that this method asymptotically controls the FDR below a
pre-assigned level while the power tends to unity. Although the theory is established for the
debiased SOFAR estimator, the method works with any asymptotically normal estimators,
such as the PC estimator: whereas the latter can be less efficient as it cannot effectively
utilize the sparseness of the loadings. Indeed, the Monte Carlo experiments suggest that the
debiased SOFAR estimator is normally approximated very well while the PC estimator is
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not, as the model becomes weaker (sparser). It also shows that the proposed method controls
the FDR while keeping the high power satisfactory.
After the global inference, the natural loading matrix estimator is the debiased SOFAR
estimator, with its insignificant elements being replaced with zeros. We coin it a re-sparsified
SOFAR estimator. Moreover, we propose a sparsified PC estimator, which is obtained after
the global inference based on the PC loading matrix estimator in a similar manner. We
also establish its consistency. Since these estimators inherit the asymptotic normality of
the debiased SOFAR and PC estimators, they can be attractive alternatives to the adaptive
SOFAR under the recent situation in which the inference of the latter had reached an impasse.
We apply our factor selection procedure to the FRED-MD dataset of macroeconomic
and financial variables, which consist of a balanced panel of 128 monthly series spanning the
period from June 1999 to May 2019. The results give very strong evidence of sparse factor
loadings under the identification restrictions, and exhibit a clear association of factors and
groups of macroeconomic variables. The first factor is associated with five variable groups
and can be seen as a semi-global factor. Each of the remaining four factors is associated
with just one or two dominating groups. Specifically, we find a price factor, housing factor,
output and income factor, and a money, credit and stock market factor.
1.4 Notational remarks and organization
For any matrix M = (mti) ∈ RT×N , we denote by ‖M‖F, ‖M‖2, ‖M‖1, and ‖M‖max the
Frobenius norm, `2-induced (spectral) norm, entrywise `1-norm, and entrywise `∞-norm,





1/2, ‖M‖2 = λ1/21 (M′M),
‖M‖1 =
∑
t,i |mti|, and ‖M‖max = maxt,i |mti|, where λi(S) refers to the ith largest eigen-
value of any square matrix S. Denote by IN and 0T×N the N×N identity matrix and T ×N
matrix with all the entries being zero, respectively. We use . (&) to represent ≤ (≥) up to
a positive constant factor. For any positive sequence an and bn that converge to some points
or diverge as n→∞, we write an  bn if an . bn and an & bn. Moreover, denote by an ∼ bn
if an/bn → 1. We also use X ∼ µ to signify that random variable X has distribution µ. For
any positive values a and b, a ∨ b and a ∧ b stand for max(a, b) and min(a, b), respectively.
The indicator function is denoted by 1{·}. For any k ∈ N, write [k] to represent {1, . . . , k}.
The paper is organized as follows. Section 2 formally defines the WF models. Section 3
proposes the methodology of global inference for the sparse loadings. Section 4 explores the
statistical theory for the FDR control and power guarantee of our method. Section 5 confirms
the finite sample validity via Monte Carlo experiments. Section 6 applies our method to a
large macroeconomic dataset. Section 7 concludes. All the proofs of our theoretical results
are collected in the Appendix, and supplementary analyses are in the Online Appendix.
2 Weak Factor Models
Suppose that an N -dimensional vector of zero-mean stationary time series {xt}Tt=1 is gen-
erated from the factor model of (1). Under the identification restrictions imposed in the
Introduction, E[f0t f0′t ] = Ir and B0′B0 being a diagonal matrix with different elements, while






where Σx = E[xtx′t] and Σe = E[ete′t]. We investigate the case in which N and T diverge
at the same time. For the sake of convenience, we assume the existence of an underlying
divergent sequence n such that N = N(n)→∞ and T = T (n)→∞ as n→∞. For example,
we may simply suppose n = N∧T →∞. In Section 4, we also write T = N τ for the constant
τ > 0 to understand the size of T relative to N . The number of factors r is unknown
and to be determined in advance. Stacking the vectors vertically like X = (x1, . . . ,xT )
′,
F0 = (f01 , . . . , f
0
T )
′, and E = (e1, . . . , eT )




+ E = C0 + E, (5)
where C0 is called the matrix of common components.
As mentioned in the Introduction, Chamberlain and Rothschild (1983) consider approxi-
mate factor models (5) allowing possibly different divergence rates of λj(Σx) for j = 1, . . . , r
while λr+1(Σx) is bounded, which has recently been called the WF structure. In this pa-
per, we consider the sparsity-induced WF models. Specifically, we assume exactly sparse
factor loadings B0 such that the sparsity of kth column (i.e., the number of nonzero ele-
ments in b0k ∈ RN ) is given by Nk = Nαk for k ∈ [r], where N ≥ N1 ≥ · · · ≥ Nr (i.e.,
1 ≥ α1 ≥ · · · ≥ αr > 0) and αk’s are unknown. Note that Nr must diverge since αr > 0
and N →∞. Combining the sparsity assumption with the identification restriction, we then
observe that there exist some constants d1 ≥ · · · ≥ dr > 0 such that
B0
′
B0 = diag(d21N1, . . . , d
2
rNr).






) = d2jNj for j ∈ [r],
is uniformly bounded for j ∈ [N ]\[r],




0′B0) for j ∈ [r]. This
specification appears to fulfil the requirement of the WF structure. Define S := supp(B0) ⊂
[N ]× [r] and s := |S| =
∑r
k=1Nk. Thus |Sc| = Nr − s.
3 Inferential Methodology
We introduce a new inferential framework for the WF models. First we propose a new esti-
mator that can converge weakly to a normal distribution by debiasing the SOFAR estimator.
Using the estimator, we next consider global inference on the sparsity pattern of B0 based
on a multiple testing with the FDR control. The formal theory of these results is developed
in the next section.
For the WF models introduced in Section 2, Uematsu et al. (2019) and Uematsu and
Yamagata (2020) proposed the SOFAR estimator,










subject to F′F/T = Ir̂ and B
′B diagonal,
where ηn > 0 is a regularization coefficient. Setting ηn = 0 eventuates in the PC estimator.
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The SOFAR estimator can be more efficient than the PC estimator for WF models because it
provides sparse estimates, while the PC does not. A key ingredient for inference is asymptotic
normality, but it is impossible for the SOFAR estimator to have this property due to the
bias caused by the regularization, as with the lasso estimator.
3.1 Debiasing the SOFAR estimator
For inference in high-dimensional linear models, Javanmard and Montanari (2014), van de
Geer et al. (2014), and Zhang and Zhang (2014) proposed the debiased (desparsified) lasso
estimator that can converge weakly to a normal distribution. In the same spirit, we introduce
the debiased SOFAR estimator to recover its asymptotic normality. Regarding optimization
(6), consider the KKT condition:
B̂F̂′F̂−X′F̂ + ηnV(B̂) = 0N×r, (7)
where the (i, k)th element of V(B) ∈ RN×r for given B = (bik) ∈ RN×r is defined as
vik(B)
{
= sgn(bik) for bik 6= 0,
∈ [−1, 1] for bik = 0.
Recall that C0 = F0B0
′
and Ĉ = F̂B̂′. From (7) with the restriction F̂′F̂ = T I, we have
T−1ηnV(B̂) = T
−1(X− Ĉ)′F̂
= −(B̂−B0)− T−1B0F0′(F̂− F0) + T−1E′(F̂− F0) + T−1E′F0
=: −(B̂−B0) + T−1/2R + T−1/2Z, (8)
where Z := T−1/2E′F0 and R := R(1) + R(2) with R(1) := T−1/2B0F0
′
(F̂−F0) and R(2) :=
T−1/2E′(F̂ − F0). We may expect that each row of Z converges weakly to a multivariate
normal distribution while the bias term R is asymptotically negligible. From this observation,
we define the debiased SOFAR estimator:
B̂d := B̂ + T−1(X− Ĉ)′F̂ = B0 + T−1/2R + T−1/2Z. (9)
Remark 1. Unlike the debiased lasso for high-dimensional linear models, the debiased SO-
FAR for the WF models does not require approximation of the inverse covariance matrix.
This is because the “covariate” f̂t is low-dimensional and satisfies F̂
′F̂ = T I. As a result, the
behavior of the estimator is stable.
Remark 2. It is well-known that Bai (2003) established the asymptotic normality of the
PC estimator for the SF models (i.e., αr = 1), but the inferential theory has not been
fully investigated for the WF models with α1 < 1. In the next section, we will derive the










d−→ N (0,Γi) , (10)




esieti]. In order to consider inference based on the
asymptotic normality (10), a consistent estimator of the covariance matrix Γi is needed. As
suggested for the PC estimator in the SF model of Bai (2003), the HAC estimator of Newey
and West (1987) is provided:














t−h with H diverging at the rate H = o(T
1/4). Once the
consistent estimator is obtained, the conventional asymptotic t-test can be implemented.
3.3 Global inference for the loadings
From the discussion so far, the debiased SOFAR estimator can be used for significance tests
thanks to the expected asymptotic normality. As mentioned in the Introduction, we consider









ik 6= 0 for each (i, k) ∈ [N ]× [r]. (12)






where σ̂2ik is the kth diagonal element of Γ̂i introduced in (11). Repeating the t-test with
the “conventional” critical value, 1.96, for each hypothesis will apparently fail in controlling
the type I error. Instead, we construct a new critical value t ≥ 0 that leads to the FDR
control of discoveries Ŝ, defined as the rejected indexes, {(i, k) : |Tik| ≥ t}. More precisely,
the following procedure yields a relevant critical value and corresponding active set that
asymptotically controls the FDR to be less than or equal to a predetermined level.
Procedure 1. Denote by R(t) =
∑
(i,k)∈[N ]×[r] 1{|Tik| ≥ t} the total number of rejections
in the multiple testing for (12).
1. For any target FDR level q ∈ [0, 1], define t̄ =
√
2 log(Nr)− a log log(Nr) with arbi-
trary fixed a > 2 and
t0 = inf
{





where G(t) = 2(1 − Φ(t)) with Φ the standard normal distribution function. If (14)




2. For each (i, k) ∈ [N ]× [r], reject H(i,k)0 if |Tik| ≥ t0. Finally Ŝ = Ŝ(q) is formed by the
whole rejected indexes, Ŝ = {(i, k) ∈ [N ]× [r] : |Tik| ≥ t0}.
Note that R(t0) = |Ŝ| by the definition. In the next section, we will see that the FDR
of Ŝ is asymptotically controlled to be less than or equal to q. A similar procedure is found
in Liu (2013) and Javanmard and Javadi (2019); they consider FDR control in a Gaussian
graphical model and linear regression, respectively. The result for approximate factor models
is new to the literature.
Finally we propose a new estimator based on “re-sparsification” of the debiased SOFAR
estimator, using Ŝ. That is, the re-sparsified SOFAR estimator is defined as




ik1{(i, k) ∈ Ŝ}. (15)
The estimator is attractive in that the sparsity pattern controls the FDR over (i, k) ∈ [N ]×[r]
and that given Ŝ each nonzero component admits the asymptotic normality inherited from
the debiased estimator. The consistency of this estimator is shown in the next section.
Remark 3. Procedure 1 works in principle with any other estimator that is asymptotically
normal, such as the PC estimator, instead of the debiased SOFAR estimator b̂dik in (13). The
associated re-sparsified estimator will be consistent as well.
4 Theory
We investigate the theoretical properties of the inferential framework proposed in Section
3. First we formally prove that the debiased SOFAR estimator and the PC estimator have
asymptotic linear representations, implying asymptotic normality. Next we prove that Ŝ
obtained by Procedure 1 controls the FDR and exhibits high power. Throughout this section,
set ηn  T 1/2 log1/2(N ∨ T ) in optimization (6).
The theory is developed on the basis of a sub-Gaussian assumption on the factors and
errors. Following Rigollet and Hütter (2017), we introduce a sub-Gaussian random variable:
a random variable X ∈ R is said to be sub-Gaussian with variance proxy σ2 if E[X] = 0 and
its moment generating function satisfies E[exp(sX)] ≤ exp(σ2s2/2) for all s ∈ R. This is
denoted by X ∼ subG(σ2). Define Ln = (N ∨ T )ν − 1 for an arbitrary large constant ν > 0.
Throughout the paper, including all the proofs in the Appendix, ν is fixed.
Assumption 1 (Latent factors). The factor matrix F0 = (f01 , . . . , f
0
T )
′ is specified as the











where ζt = (ζt1, . . . , ζtr)
′ with {ζtk}t,k i.i.d. subG(σ2ζ ) that has E ζ2tk = 1, and Ψ0 is a
nonsingular, lower triangular matrix.
Assumption 2 (Factor loadings). Each column b0k of B
0 has the sparsity Nk = N
αk with
0 < αr ≤ · · · ≤ α1 ≤ 1 and B0
′
B0 = diag{d21N1, . . . , d2rNr} with 0 < dr ≤ · · · ≤ d1 < ∞. If
Nk = Nk−1, there exists a constant δ > 0 such that d
2
k−1 − d2k ≥ δ1/2d2k−1.
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Assumption 3 (Idiosyncratic errors). The error matrix E = (e1, . . . , eT )










where εt = (εt1, . . . , εtN )
′ with {εti}t,i i.i.d. subG(σ2ε) and Φ0 is a nonsingular, lower trian-
gular matrix.
Assumption 4 (Parameter space). The parameter space of B in optimization (6) is given
by B(Ñ) = {B ∈ RN×r : ‖B‖0 . Ñ/2} for Ñ ∈ [N1, N ]. (Define α̃ to be such that Ñ = N α̃.)
Assumptions 1 and 3 specify the stochastic processes {ft} and {et}, respectively, to be
stationary VMA(Ln), where Ln ∼ (N ∨ T )ν diverges with a sufficiently large fixed constant
ν > 0. This construction is regarded as the asymptotic linear process, which includes a wide
range of cross-sectional and time-series dependent processes. By Assumption 3, we have
λ1(E ete′t) < ∞. Assumption 2 is key to our analysis and provides the sparse structure of
the factor loadings B0 that leads to the WF models. The sparsity makes the divergence rate
of λk(B
0′B0) possibly slower than N for each k. This can be called the weak pervasiveness
condition, in contrast to the so-called pervasive condition of Fan et al. (2013), which assumes
the SF structure λk(B
0′B0)  N for every k.
Regarding Assumption 4, note that B0 is included in B(Ñ) for any Ñ ∈ [N1, N ] under
Assumption 2. If Ñ is set to N , B(N) coincides with the whole space, RT×r. Whereas, if Ñ
is set to N1, B(N1) becomes as sparse as B0. The PC estimator always requires optimization
in B(N) since it cannot be sparse, but the SOFAR estimator can allow sparse B(Ñ) with
Ñ ∈ [N1, N). An important consequence of permitting larger parameter space is that a
wider class of the WF models can be consistently estimated; see the comments below and
Uematsu and Yamagata (2020).
4.1 Theory on the asymptotic linear representation
Assume the following condition:
1 < αr + τ. (16)
Condition (16) guarantees divergence of λr. Under these conditions, the number of factors is
correctly determined by the method of Onatski (2010). For more information, see Uematsu
and Yamagata (2020). In what follows, suppose r is known. The theorems below show the
asymptotic linear representation for the debiased SOFAR and PC estimators, respectively.
Theorem 1 (Debiased SOFAR). Suppose F0
′
F0/T = Ir. If Assumptions 1–4 with (16) and
2α1 + α̃ ∨ τ < 2αr + 2(αr ∧ τ) (17)













t + ri, (18)
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1 log(N ∨ T )
Nr(Nr ∧ T )
=: δ1.
The convergence of δ1 to zero is guaranteed under condition (17).
Condition (17) is necessary to derive a nontrivial estimation error bound of the SOFAR
estimator; see Uematsu and Yamagata (2020) for details. When we set α̃ = α1 in Assumption
4, condition (17) allows the widest class of {α1, αr}.
Theorem 2 (PC). Suppose F0
′
F0/T = Ir. If Assumptions 1–4 with α̃ = 1, (16), and
2α1 + 1 ∨ τ < 2αr + 2(αr ∧ τ) (19)
















where rPCi has the following bound with probability at least 1−O((N ∨ T )−ν):
max
i∈[N ]





The convergence of δ1
√
N/N1 to zero is guaranteed under condition (19).
Remark 4. On condition F0
′
F0/T = Ir a.s. in Theorems above (and below), it has been
supposed only for technical simplicity and clear of presentation. In fact, this is not necessary
to derive similar results since Assumption 1 guarantees EF0′F0/T = Ir and the law of large
numbers is applied. Without this condition, however, additional restrictions on {α1, αr} will
be required, which would render the results hereafter unnecessarily complicated. Indeed,
this assumption is widely accepted in the literature on approximate factor models; see Bai
and Ng (2013), Bai and Li (2014), and Ando and Bai (2017), among many others.
The upper bound of the estimation error ri of the debiased SOFAR disappears faster than
that of the PC estimator. Moreover, Condition (17) allows a wider class of {α1, αr} than that
implied by condition (19). In fact, the minimum value of αr under (17) can achieve 1/3 while
(19) allows αr > 1/2. Even under condition (19) with α1 < 1, normal approximation of the
debiased SOFAR estimator is expected to be more accurate than that of the PC estimator
due to the behavior of the remainder terms. Hence, the finite sample normal approximation
of the SOFAR estimator can be more accurate. This behavior is also confirmed by numerical
simulations in Section 5. Of course a precise discussion requires a lower bound, but this is
beyond the scope of this paper and is left for a future study.




t in (18) and (20) converges weakly to a normal distri-




esieti], as shown in Bai (2003), for
instance. The following subsection deals with such a case with simpler assumptions on {f0t }
and {eti}.
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4.2 Theory on the global inference for the loadings
Next we establish the theoretical results for the FDR control and power guarantee explored
in Section 3.3. Although we focus on the case with the debiased SOFAR estimator here, we
may establish a similar result with the PC estimator, as mentioned in Remark 3. We begin
by strengthening the conditions.
Assumption 5. The factor matrix F0 = (f01 , . . . , f
0
T )
′ is specified as i.i.d. vector process {f0t }
with the elements f0tk being subG(σ
2
ζ ) and E f0t f0t
′
= I. The error matrix E = (e1, . . . , eT )
′ is
specified as i.i.d. vector process {et} with the elements eti being subG(σ2ε).
Assumption 6. There exist positive constants c, γ, and ρ ∈ (0, 1) and set Γ ⊂ [N ] × [N ]












for i 6= j and (i, j) ∈ Γ,
= 1 for i = j.
The independence of Assumption 5 is necessary for a technical reason. Assumption 6
permits moderate cross-sectional correlation among idiosyncratic errors. First we have the
result of the FDR control of Ŝ.
Theorem 3 (FDR control). Suppose F0
′
F0/T = Ir. If Assumptions 2 and 4–6 with (16) and
(17) hold, then for any fixed q ∈ [0, 1], the FDR of Ŝ obtained by Procedure 1 is asymptotically
controlled to be less than or equal to q.
Next we derive the result of power analysis. For this purpose, it is common to suppose
that the minimum signal does not decay too fast as N and T rise.








Theorem 4 (Power guarantee). Suppose F0
′
F0/T = Ir. If Assumptions 1–5 and 7 with
(16) and (17) hold, and if s/N = o(1/ logN), then the power of Ŝ obtained by Procedure 1
tends to unity.
Theorems 3 and 4 have revealed that the factor selection procedure (Procedure 1) pos-
sesses statistically desirable properties. That is, the FDR of Ŝ will be asymptotically con-
trolled less than or equal to pre-specified value q ∈ [0, 1], yet the power tends to unity. These
properties are apparently inherited by the re-sparsified SOFAR estimator defined in (15).
Moreover, it satisfies the following result:
Theorem 5 (Re-sparsified SOFAR). Suppose all the conditions in Theorems 3 and 4. If
s2/N = o(1/ logN), then the re-sparsified estimator defined in (15) satisfies ‖B̂r−B0‖max →p
0 and
√
T (b̂rik − b0ik)→d N(0, σ2i ) for any (i, k) ∈ Ŝ.
5 Monte Carlo Experiments
In this section we investigate the finite sample behavior of the debiased SOFAR estima-
tor and the associated inferential procedure, comparing with those of the PC estimator by
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means of Monte Carlo experiments. First, we examine the quality of the standard normal
approximation of t-statistics for the factor loadings. Next, we investigate the quality of the
proposed FDR controlled global inferential procedure. Finally, we check the efficiency of the
re-sparsified SOFAR and sparsified PC estimators.






θeti, (t, i) ∈ [T ]× [N ]. (21)
The factor loadings bik and factors ftk are formed such that N
−1∑N
i=1 bikbi` = 1{k = `}
and T−1
∑T
t=1 ftkft` = 1{k = `}, by applying Gram–Schmidt orthonormalization to b∗ik and
f∗tk, respectively, which are constructed as follows. Non-zero factor loadings are computed
as b∗ik = sikwik, where sik is drawn from Rademacher distribution, wik ∼ U(b, b̄), b = 0.103
and b̄ is chosen so that Var(b∗ik) = 1.
1 The first Nk = bNαkc elements of b∗ik for k = 1, 3, . . .
are non-zero, and the last Nk elements for k = 2, 4, . . . are non-zero. Let
f∗tk = ρfkf
∗
t−1,k + vtk (22)
for t ∈ [T ] and k ∈ [r] with vkt ∼ i.i.d.N(0, 1 − ρ2fk) and f∗0k ∼ i.i.d.N(0, 1). bik for
(i, k) ∈ [N ]× [r] are fixed over the replications. The idiosyncratic errors eti are generated by
eti = ρeet−1,i + εti, (23)
where εti ∼ i.i.d.N(0, 1− ρ2e).
For all the experiments we set r = 2 and θ = 0.5. We examine the performance of the
proposed methods across different values of exponents {α1, α2}. In particular, we consider
the combinations {0.9, 0.8}, {0.7, 0.6}, and {0.5, 0.4} with T,N ∈ {100, 200, 500}.
We consider three different t-statistics for the inference on each factor loading and the
proposed FDR controlled multiple testing procedure. First, a t-statistic which is the ratio
of b̂ik and its population standard deviation, denoted by (dropping the subscripts i and k
for simplicity) T0. The other two are Tiid and TNW , which are the t-statistics based on Γ̂0
and Γ̂, respectively. To economize the space in what follows we report the results for the
DGP with i.i.d. factors and i.i.d. errors only (by setting ρfk = ρε = 0 for all k ∈ [r]). The
results for serially correlated cases with TNW are qualitatively similar, and are reported in
the Online Appendix.
5.1 Normal approximation of t-statistics
We examine the quality of the normal approximation of the various t-statistics defined above.
To evaluate the theoretical results in the earlier sections, we first inspect the distribution of
b̂ik for null (i, k) ∈ Sc, scaled by its true standard deviation, T0, and refer to N (0, 1), so that
the assessment is exempted from the quality of the estimation of the variance of b̂ik. For the
same purpose, we employ i.i.d. factors and errors, by setting ρfk = ρe = 0 for all k ∈ [r].
Figures 1–6 report the Q-Q plots of T0 against N (0, 1). The plots are based on 40,000
replications for the sample size N = T = 100. The left column shows the Q-Q plots of the
debiased SOFAR estimator, and the right column shows the Q-Q plots of the PC estimator.
1The value of b is chosen using g
√
2 log(Nr)/T with g = 1, N = 100, r = 2 an T = 1000.
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As can be seen, when the factors are relatively strong, with {α1, α2} = {0.9, 0.8}, both T0
based on the debiased SOFAR and PC estimators are virtually standard normally distributed.
However, the distribution of T0 using the PC estimator deviates from the standard normal
further as the factor loadings become weaker, while that of the debiased SOFAR estimator
remains standard normally distributed, as weak as {α1, α2} = {0.5, 0.4}. This supports our
earlier theoretical results in Theorems 1 and 2. Qualitatively similar results are obtained
with Tiid and TNW , which are summarized in Online Appendix.
5.2 The global inference for the loadings
Given the high quality normal approximation of the debiased SOFAR estimator, we are ready
to investigate the finite sample properties of the proposed procedure for global inference.
Recall that our interest is in testing whether each factor loading is zero or not, by controlling
the FDR to be less than or equal to a predetermined level, q ∈ [0, 1], while achieving high
power.
In this set of experiments, q is fixed at 10%. We employ the DGP with i.i.d. factors
and errors as before. To assess the efficacy of the proposed method to control the FDR,
we report the FDR as well as the power, based on Tiid. The corresponding results based
on T0 and TNW are qualitatively similar, which are available in the the Online Appendix.
All the combinations of N,T ∈ {100, 200, 500} are considered. All the results are based on
1000 replications. Three models with different exponents, {α1, α2} = {0.9, 0.8}, {0.7, 0.6}
and {0.5, 0.4}, are examined.
The FDR and the power of the proposed procedure are represented as surface plots in
Figures 7–12. The left column shows the FDR, and the right column shows the power. The
results of the debiased SOFAR estimator are shown by the pink surface, and those of the
PC estimator are reported by the blue surface. It is apparent that the proposed procedure
based on the debiased SOFAR estimator successfully controls the FDR for all the models
by keeping it less than or equal to q = 0.1 with sufficiently large T , whereas that based on
the PC estimator deviates from the pre-assigned level as the model becomes weaker. Their
power properties are very similar. Given the model, the power quickly rises towards unity
as T increases. In general, it is less powerful for the models with weaker factors, since the
overall signal-to-noise ratio becomes weaker in our design.
[INSERT Figures 1–6]
[INSERT Figures 7–12]
5.3 Re-sparsified SOFAR and sparsified PC estimators
We have seen that the proposed procedure successfully controls the FDR to be less than or
equal to pre-specified level q, while achieving high power. With this encouraging result, we
also examine the efficacy of the re-sparsified SOFAR estimator, along with other relevant







ik 1{(i, k) ∈ ŜPC},
where ŜPC is obtained by Procedure 1 with using Tiid constructed using the PC estimator.
We employ the same DGP and set-up used for Figures 7–12 and compare the norm loss
‖N−1/21
∑r
k=1{abs(b̂k) − abs(b0k)}‖. Observe that this norm loss is immune to the conse-
quences of SOFAR and PC estimators being up to rotation (i.e., sign indeterminacy and
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changes to the order of the factor components).
In Table 1, we report the norm loss of the re-sparsified debiased SOFAR estimator (B̂r)
and the sparsified PC estimator (B̂rPC), along with the SOFAR (B̂), debiased SOFAR (B̂
d),
and the PC estimator (B̂PC). As can be seen, the proposed re-sparsified debiased SOFAR
estimator performs best, followed by the sparsified PC estimator and the SOFAR estimator.
In view of the popularity of the PC estimator, this is a very encouraging result. The debiased
SOFAR estimator dominates the PC estimator in terms of the norm loss.
6 Empirical Applications
In this section we consider the empirical applications of the FDR controlled global inference
on the factor selection. We extract factors by the SOFAR method from a large number of
macroeconomic (prediction) variables, in line with the analyses of Ludvigson and Ng (2009)
and McCracken and Ng (2016). The proposed global inferential procedure permits us to
statistically analyze the information content of common factors in each variable.
Specifically, the FRED-MD macroeconomic and financial data file of May 2019 is obtained
from McCracken’s website and the variables are transformed as instructed by McCracken and
Ng (2016). The data consists of a balanced panel of 128 monthly series spanning the period
from June 1999 to May 2019. All series are standardized before the analysis. Following
McCracken and Ng (2016), the series are categorised into eight groups (note that the group
order is different from McCracken and Ng (2016)): G1. Output and Income; G2. Labour
Market; G3. Consumption, Orders and Inventories; G4. Housing; G5. Interest and Exchange
Rate; G6. Prices; G7. Money and Credit; G8. Stock Market.
The number of factors is estimated by the ED method of Onatski (2010), which suggests
it most probably contains five factors. Given the number of factors, the re-sparsified SOFAR
estimate is computed. The t-statistics for the procedure are computed using the serial
correlation robust variance covariance estimator, TNW . We report the result for q = 10%.
To assess the contribution of each of the 128 series to these five common factors, we
report the value of factor loadings of each of the 128 series as a bar-chart in Figure 13. The
variables are ordered by its eight groups. Note that the larger the absolute values of the
factor loading, the higher the influence of the associated common factor to the variable. Just
casting a glance at Figure 13 gives very strong evidence of sparse factor loadings under the
identification restrictions and exhibits a clear association of factors (loadings) and groups
of macroeconomic variables. The first factor is associated with five variable groups, G1-G5,
and can be seen as a semi-global factor. Each of the remaining four factors is associated
with just one or two dominating groups. Specifically, we may identify the second to the fifth
factor as a price factor, housing factor, output and income factor, and a money, credit and
stock market factor, respectively. [INSERT Figure 13]
7 Conclusion
In this paper, we have considered statistical inference for high-dimensional approximate
factor models. We have supposed the weak factor (WF) structure, in which the factor
loading matrix can be sparse and the signal eigenvalues may diverge more slowly than the
cross-sectional dimension, N . The central theme of this paper is the global inference for
factor selection, specifically whether each element of the factor loadings is zero or not, which
is new in the literature. Initially we have proposed the debiased version of the SOFAR
estimator (see Uematsu and Yamagata, 2020) of the sparse loadings in the WF models, and
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established its asymptotic normality. In addition, we have shown that the PC estimator is
asymptotically normal even for the WF models. Building upon the asymptotic normality of
the factor loading estimators, we have proposed a procedure in the multiple testing framework
to decide whether each of the factor loadings is significantly zero or not, and have proved
that this controls the false discovery rate (FDR) below a pre-assigned level, while the power
tends to unity. Although the theory is established for the debiased SOFAR estimator, the
method works with any asymptotically normal estimators, such as the PC estimator; whereas
the latter can be less efficient as it cannot effectively utilize the sparseness of the loadings.
Furthermore, we have proposed a new estimator of the factor loading matrix called the re-
sparsified SOFAR estimator, which is defined as the debiased SOFAR estimator, with its
insignificant elements being replaced with zeros. Similarly, we have proposed a sparsified
PC estimator, which is obtained after the global inference based on the PC estimator in the
same manner. We have also established its consistency. The finite sample performance has
revealed that these estimators are superior to the SOFAR, the debiased SOFAR and the PC
estimators in terms of the norm loss.
We also provide a coherent estimation-inference procedure for high-dimensional approx-
imate factor models. Since the proposed method can be based upon any asymptotically
normal estimator, such as the PC estimator, its applicability is very wide. The empirical ap-
plication has provided firm statistical evidence of sparse factor loadings, which suggests that
our approach can shed light on uncovered features in the factor models of macroeconomic
data, as analyzed by Stock and Watson (2002), Ludvigson and Ng (2009), and McCracken
and Ng (2016), among many others. In the recent finance literature, there have been increas-
ing interest in selection of factors in high-dimensional environments; see Feng et al. (2019)
and Kozak et al. (2020), for example. The proposed methods are well suited to address such
issues.
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Table 1: Norm Loss (×1000) of SOFAR (B̂), debiased-SOFAR (B̂d), PC (B̂PC), re-sparsified
SOFAR (B̂r) and sparsified PC (B̂dPC) estimators.
{α1, α2} {0.9, 0.8} {0.7, 0.6} {0.5, 0.4}
Est.\N 100 200 500 100 200 500 100 200 500
T = 100
B̂ 160.0 167.2 173.6 200.3 222.0 232.7 207.8 217.7 236.9
B̂d 149.9 156.4 165.2 248.5 280.4 321.5 404.5 482.1 606.9
B̂PC 189.6 166.1 166.5 270.7 308.3 327.1 459.7 526.1 636.6
B̂r 137.1 138.4 136.5 153.5 157.3 159.3 189.3 183.3 180.1
B̂rPC 180.0 150.1 139.4 178.4 193.8 166.2 230.0 211.9 203.0
T = 200
B̂ 116.0 120.5 124.6 140.5 153.0 164.5 146.3 154.3 167.5
B̂d 106.8 112.6 117.3 177.8 200.1 227.6 291.6 343.2 430.5
B̂PC 132.4 116.2 117.5 191.0 213.9 230.7 329.9 374.7 450.7
B̂r 95.3 97.0 95.5 106.6 107.7 107.4 132.6 125.2 123.0
B̂rPC 123.1 101.4 96.5 120.7 125.4 110.5 161.5 144.8 135.7
T = 500
B̂ 71.7 78.1 81.4 85.3 95.7 100.6 91.1 96.7 100.9
B̂d 69.7 71.3 74.9 114.5 126.8 144.4 191.6 221.2 273.2
B̂PC 80.3 72.6 75.0 122.0 133.2 146.3 216.6 241.1 286.1
B̂r 59.8 59.8 59.1 65.1 65.0 64.8 89.0 80.3 74.0
B̂rPC 71.7 61.4 59.6 73.1 73.1 66.5 109.7 93.8 81.7
Notes: For the re-sparsified estimator, the target FDR level is set q = 0.1.
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Figures 1–6 show the Q-Q plot of the distribution of a t-statistic based on the debiased
SOFAR estimator and the PC estimator against N(0, 1) for the models with {α1, α2} =
{0.9, 0.8}, {0.7, 0.6}, {0.5, 0.4}.
Figure 1: debiased SOFAR, {α1, α2} = {0.9, 0.8} Figure 2: PC, {α1, α2} = {0.9, 0.8}
Figure 3: debiased SOFAR, {α1, α2} = {0.7, 0.6} Figure 4: PC, {α1, α2} = {0.7, 0.6}
Figure 5: debiased SOFAR, {α1, α2} = {0.5, 0.4} Figure 6: PC, {α1, α2} = {0.5, 0.4}
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Figures 7–12 show the FDR and power with q = 0.1 for the models with {α1, α2} = {0.9, 0.8},
{0.7, 0.6}, {0.5, 0.4}.
Figure 7: FDR, {α1, α2} = {0.9, 0.8} with q = 0.1 Figure 8: Power, {α1, α2} = {0.9, 0.8}
Figure 9: FDR, {α1, α2} = {0.7, 0.6} with q = 0.1 Figure 10: Power, {α1, α2} = {0.7, 0.6}
Figure 11: FDR, {α1, α2} = {0.5, 0.4} with q = 0.1 Figure 12: Power, {α1, α2} = {0.5, 0.4}
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Figure 13: Bar-chart of the factor loadings estimates for each of 128 variables with the target FDR level 0.1
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Appendix
A Proofs of the Main Results
We first fix a finite number ν > 0 and use it throughout all the proofs. Since the choice
is arbitrary and ν can always be replaced by a larger one at the first stage, we may write
NaT bO((N ∨ T )−ν) = O((N ∨ T )−ν) with abuse of notation even for positive (but finite)
numbers a and b, unless a precise order is required.
A.1 Proof of Theorem 1
Proof. Define ∆̂ = F̂ − F0 and F =
{
∆ ∈ RT×r : ‖∆‖F ≤ Crn
}






1/2 log1/2(N ∨ T )
Nr(Nr ∧ T )
.
Then under the assumed conditions, ∆̂ ∈ F holds with probability at least 1−O((N ∨T )−ν)
by Uematsu and Yamagata (2020). By the definition of the debiased SOFAR estimator, we
have the decomposition
T 1/2(B̂∗ −B0) = Z + R(1)(∆̂) + R(2)(∆̂), (A.1)
where Z = T−1/2E′F0, R(1)(∆̂) = T−1/2B0F0
′
∆̂, and R(2)(∆̂) = T−1/2E′∆̂. Therefore, to
obtain the asymptotic linear representation, it is enough to show that R(1)(∆̂) and R(2)(∆̂)
are negligible in the max-norm. From the proof of Lemma 9 in Uematsu and Yamagata






‖T−1/2F0′∆‖max . T−1/2rn log1/2(N ∨ T ) = δ1
with probability at least 1−O((N ∨ T )−ν). Similarly, the second term is bounded as
‖R(2)(∆̂)‖max ≤ sup
∆∈F
‖T−1/2E′∆‖max . T−1/2rn log1/2(N ∨ T ) = δ1
with probability at least 1−O((N∨T )−ν). Thus the desired upper bound is obtained in view
of the triangle inequality. Its convergence is easily verified by condition 17. This completes
the proof.
A.2 Proof of Theorem 2
Proof. The proof is basically the same as that of Theorem 1 except for the convergence
rate rn replaced by r
PC
n for the PC estimator. Let ∆̂
PC = F̂PC − F0 and define FPC =
20
{
∆ ∈ RT×r : ‖∆‖F ≤ CrPCn
}
, where C is some positive constant and
rPCn =
N1N
1/2T 1/2 log1/2(N ∨ T )
Nr(Nr ∧ T )
.
Then under the assumed conditions, ∆̂PC ∈ F holds with probability at least 1 − O((N ∨
T )−ν) by Uematsu and Yamagata (2020). By the definition of the PC estimator, we have
the decomposition
T 1/2(B̂PC −B0) = Z + R(1)PC(∆̂) + R
(2)
PC(∆̂), (A.2)









The rest of the proof is the same as the proof of Theorem 1 and is omitted.
A.3 Proof of Theorem 3
Proof. Let G(t) = 2(1−Φ(t)). Consider two cases; Case 1 deals with the case when (14) does
not exist and t0 = (2 logN)
1/2, and Case 2 when t0 is given by (14). Write Z
∗
ik := Zik/σi





Case 1. The FDR is defined as
FDR(t0) = EFDP(t0) = E
[∑




Set δ  δ1 log1/2(N ∨ T ), where δ1 has been defined in Theorem 1. In view of the law of
iterated expectations, FDR(t0) is bounded by the probability that at least one variable is
falsely discovered. Thus, using the notation in the proof of Lemma 5 together with the law




















P (|Z∗ik| ≥ t0 − δ) + |Sc| max
(i,k)∈Sc
P (|Wik| > δ) .
Because δ1 converges to zero polynomially under the assumed conditions, we have δ = o(t0),
where t0 = (2 logNr)
1/2. Thus the last two terms tend to zero by Lemma 5. This entails
the asymptotic FDR control for any predetermined level q ∈ [0, 1].









Then the FDP computed with threshold t0 is bounded as
FDP(t0) =
∑





where the last inequality holds by (14). Taking the expectation, we have FDR(t0) ≤ q E[1 +
A]. Therefore, it is sufficient to show A = op(1) because this entails E[A] = o(1) by the
reverse Fatou lemma and the result follows.
In order to show A = op(1), we consider discretization of A. That is, we partition [0, t̄]
into small intervals, 0 = t0 < t1 < · · · < tb = t̄ = (2 log(Nr)− a log log(Nr))1/2, such that
tm − tm−1 = vN for m ∈ {1, . . . , b − 1} and tb − tb−1 ≤ vN , where vN = (log log(Nr))−1.
Note that b  t̄/vN  log1/2(Nr) log log(Nr). Fix m ∈ {1, . . . , b} arbitrary. For any
t ∈ [tm−1, tm], we have∑



















Because of (A.3), (A.4), and the fact that G(tm−1)/G(tm) = 1 + o(1) uniformly in m ∈





(i,k)∈Sc [1{|Tik| ≥ tm} −G(tm)]
NrG(tm)
∣∣∣∣∣ = op(1). (A.5)
Fix ε > 0 arbitrary. The union bound and Chebyshev’s inequality yield



















where `N = log
1/2(Nr) log log(Nr). Expanding the expectation and collecting terms with
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|Z∗ik| ≥ tm − δ, |Z∗j`| ≥ tm − δ
)
+






P(|Z∗ik| ≥ tm + δ) +
O((N ∨ T )−ν)
G(tm)
+ 1. (A.6)
We evaluate each term to conclude that the upper bound of (A.6) is o(log−1N). First













uniformly in m ∈ {1, . . . , b}. Thus we have
O((N ∨ T )−ν)
G(tm)2
+





O((N ∨ T )−ν) = O((N ∨ T )−ν)






P(|Z∗ik| ≥ tm + δ)
















∣∣∣∣P(|Z∗ik| ≥ tm + δ)G(tm + δ) − 1
∣∣∣∣− 2G(tm + δ)G(tm) .
Lemma 7.2 of Javanmard and Javadi (2019) gives
G(tm + δ)
G(tm)
≤ 1 + 8(δ + tmδ) = 1 +O(tmδ) = 1 + o (`N ) ,
where the last equality holds since δ polynomially decreases while tm is a logarithmic func-
tion. Lemma 6.1 of Liu (2013) yields
max
(i,k)∈Sc
∣∣∣∣P(|Z∗ik| ≥ tm + δ)G(tm + δ) − 1
∣∣∣∣ . log−3/2(Nr).
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P(|Z∗ik| ≥ tm + δ) . log−3/2(Nr)− 2 + o (`N ) = −2 + o (`N ) .
Finally we consider the first term of (A.6). In order to tightly bound the joint probability,
we divide the summand into two parts based on the strength of their correlations. Recall






tk with E e∗ti






























for i 6= j s.t. (i, j) ∈ Γ,
= 1 for i = j,
for some constants c > 0, γ > 0, and ρ ∈ (0, 1) introduced in Assumption 6. Define
A1 = {(i, j) ∈ [N ]× [N ], (k, `) ∈ [r]× [r] : k 6= `} ∩ {(i, k), (j, `) ∈ Sc} ,
A2 = {(i, j) ∈ [N ]× [N ], (k, `) ∈ [r]× [r] : i 6= j and k = `} ∩ {(i, k), (j, `) ∈ Sc} ,
A3 = {(i, j) ∈ [N ]× [N ], (k, `) ∈ [r]× [r] : i = j and k = `} ∩ {(i, k), (j, `) ∈ Sc} ,
and partition A2 into AW2 = A2 ∩ Γc and AS2 = A2 ∩ Γ, where AW2 and AS2 are sets whose
components have weak and strong correlations, respectively. Note that |A1| = N2(r2 − r),
|A2| = (N2 −N)r, |A3| = Nr, |AW2 | = |A2| − |AS2 |, and |AS2 | = O(N). Based on these sets,




































|Z∗ik| ≥ tm − δ, |Z∗j`| ≥ tm − δ
)
. (A.7)
These terms are bounded by a similar way to the third term of (A.6). The first term of
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+ 1 = o (`N ) + 1.










−(tm − δ)2/(1 + ρ)
}









= o (`N ) .
















∣∣∣∣P (|Z∗ik| ≥ tm − δ)G(tm − δ) − 1
















= o (`N ) .
Combining the obtained results reveal that (A.6) is o(`N ). Therefore, (A.5) holds. This
completes the proof.














A direct use of Lemma 6 with condition s/N = o(1/ logN) establishes that
P (|Tik| ≤ t∗) ≤ max
(i,k)∈S
P (|Tik| ≤ t∗) = O(s/N) = o(1/ logN).
Furthermore, Lemma 7 gives
P (|Tik| ≥ t0) ≥ P (|Tik| ≥ t0 | t0 ≤ t∗)P (t0 ≤ t∗) ≥ P (|Tik| ≥ t∗) (1 + o(1)).






















P (|Tik| ≤ t∗) + o(1)
≥ 1− max
(i,k)∈S
P (|Tik| ≤ t∗) + o(1) ≥ 1 + o(1).
This completes the proof.
A.5 Proof of Theorem 5
Proof. By the sparseness of B0, we have b0ik = b
0
ik1{(i, k) ∈ S} = b0ik1{(i, k) ∈ Ŝ} as long as






































Consider the first probability. By Theorem 1, it follows with high probability that
max
i,k





















1 log(N ∨ T )
T 1/2Nr(Nr ∧ T )
,
where the upper bound converges to zero under the assumed conditions. Next prove that























where the last inequality holds by the Markov inequality along with the fact that |S∩Ŝ|/|S| ≤
1 a.s. From the proof of Theorem 4 and Lemma 6(ii), one minus the power is bounded as
1− E |S ∩ Ŝ|/|S| ≤ max
(i,k)∈S
P (|Tik| ≤ t∗) = O(s/N).
Therefore, since s2/N = o(1), the upper bound converges to zero. This completes the
proof.
B Lemmas and their Proofs
Lemma 1. If Assumptions 1–3 are satisfied, then for any matrix (vector) norm ‖ · ‖, the
















e2ti − E e2ti








∥∥∥∥∥ . T−1/2 log1/2(N ∨ T ).
Moreover, if additionally Assumptions 5 and 6 are satisfied, then for any matrix norm ‖ · ‖,











e2ti − E e2ti
)∥∥∥∥∥ . T−1/2 log1/2(N ∨ T ).
























On the first term of the upper bound, the summand has the same distributional structure as
that of (ii). Therefore we can apply the same bound, T−1/2 log1/2(N ∨ T ), up to a positive
constant factor. The second term can be evaluated by the same way and is omitted.





























e2ti − E e2ti
)∣∣∣∣∣ . (A.10)
Consider the first term. Using Assumptions 5 and 6 along with the argument of Vershynin
(2018), we first note that f0tk
2 − 1, f0tkf0t`, and e2ti − E e2ti are sub-exponential random vari-
ables. Furthermore, by Theorem 2.1 of Vladimirova and Arbel (2019), the product of two
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i.i.d. sub-exponential random variables is semi-exponential (sub-Weibull) with parameter
1/2. Therefore, by the Bernstein type inequality for semi-exponential random variables of
























Setting u  T−1/2 log1/2(N ∨ T ) leads to the desired upper bound, which holds with proba-
bility at least
1− r exp (−c1 log(N ∨ T ))− rT exp
(
−c2T 1/4 log1/4(N ∨ T )
)
= 1−O((N ∨ T )−ν).
The second term in (A.10) is bounded by the same way. This completes the proof.
Lemma 2. If all the conditions in Theorem 1 are satisfied, then for any vector norm ‖ · ‖,








1/2(N ∨ T )




∥∥∥b̂i − b0i ∥∥∥ . log1/2(N ∨ T )T 1/2 ≤ N
3/2
1 log
1/2(N ∨ T )
Nr(Nr ∧ T )
.
In particular, the upper bound converges to zero under (17).
Proof. Result (i) follows from Uematsu and Yamagata (2020). Prove (ii). From (8) with
the triangle inequality, we have
max
i∈[N ]
‖b̂i − b0i ‖max ≤ T−1ηn + T−1/2‖R‖max + T−1/2‖Z‖max,
where Z = T−1/2E′F0 and R = R(1) + R(2) with R(1) = T−1/2B0F0
′
(F̂ − F0) and R(2) =




1 log(N ∨ T )
Nr(Nr ∧ T )
and
T−1ηn + T
−1/2‖Z‖max . T−1/2 log1/2(N ∨ T ),
which hold with probability at least 1−O((N ∨ T )−ν). Thus the first inequality follows by












(N1 ∨ T )1/2
(Nr ∧ T )1/2
≥ 1. (A.11)
Convergence of the bounds is easily verified from (17). This completes the proof.
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Lemma 3. If all the conditions in Theorem 1 are satisfied, then the following inequalities












∣∣ê2ti − e2ti∣∣2 . N3/21 log1/2(N ∨ T )Nr(Nr ∧ T ) .
Proof. First note that







))2 − e2ti = −2eti (ĉti − c0ti)+ (ĉti − c0ti)2
and
ĉti − c0ti = (f̂t − f0t )′b0i + f̂ ′t(b̂i − b0i ).










































∣∣∣f̂ ′t(b̂i − b0i )∣∣∣2
=: A1 +A2 +A3 +A4.






































‖b̂i − b0i ‖2.






∣∣∣(f̂t − f0t )′b0i ∣∣∣2
≤ max
i∈[N ]







∣∣∣f̂ ′t(b̂i − b0i )∣∣∣2
≤ max
i∈[N ]
‖b̂i − b0i ‖22T−1‖F̂‖2F . max
i∈[N ]
‖b̂i − b0i ‖22.







. T−1/2‖F̂− F0‖F + max
i∈[N ]
‖b̂i − b0i ‖2 + T−1‖F̂− F0‖2F + max
i∈[N ]
‖b̂i − b0i ‖22




1/2(N ∨ T )
Nr(Nr ∧ T )
,
which gives the proof of (i).
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∣∣∣f̂ ′t(b̂i − b0i )∣∣∣4
=: A5 +A6 +A7 +A8.













































































2‖f̂t‖22 + 2‖f0t ‖22
)


















‖b̂i − b0i ‖42.
By the same reason as the proof of (i), the result follows. This completes the proof.
Lemma 4. If all the conditions of Theorem 3 are satisfied, then the following inequality
holds with probability at least 1−O((N ∨ T )−ν):






1/2(N ∨ T )
Nr(Nr ∧ T )
.
Proof. Under Assumptions 5 and 6, we have Γi = E[ftf ′te2ti] = σ2i Ir and Γ̂i = Γ̂0i. Then it






























(e2ti − E e2ti)
∣∣∣∣∣
=: A1 +A2 +A3 +A4.
We first see that A3 and A4 are directly bounded from Lemmas 3(i) and 1(ii), respectively.









































































































E e4ti + o(1)
)1/2
. (E e4ti)1/2 + o(1).






‖f̂t(f̂t − f0t )′‖2max + T−1
T∑
t=1








‖f̂t − f0t ‖22 + T−1
T∑
t=1
‖f̂t − f0t ‖22
)1/2




1/2(N ∨ T )
Nr(Nr ∧ T )
,
where the last inequality follows from Lemma 2(i). Finally bound A2. We further expand
































where we have used the condition F0
′
F0/T = I. The second term of this upper bound is
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∣∣ê2ti − e2ti∣∣ ≤ max
t
(










1/2(N ∨ T )
Nr(Nr ∧ T )
.
Consequently, we obtain






1/2(N ∨ T )
Nr(Nr ∧ T )
+






1/2(N ∨ T )
Nr(Nr ∧ T )
,
where we have used (A.11) in the last inequality. Note that all the bounds hold with prob-
ability at least 1−O((N ∨ T )−ν). This completes the proof.




1 log(N ∨ T )
Nr(Nr ∧ T )
has been defined in Theorem 1. If all the conditions of Theorem 3 are satisfied, then for any
t > 0 the following results simultaneously hold:
(i) max
i,k
P (|Wik| ≥ δ) = O((N ∨ T )−ν),




≥ t + δ
)
+O((N ∨ T )−ν),









+O((N ∨ T )−ν).


























Consider (ii) and (iii) first. For any t > 0 and δ given in the statement, we have










≥ t + δ
)
− P (|Wik| ≥ δ)
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and





+ |Wik| ≥ t,
|Zj`|
σj`




























P (|Wik| > δ) .
Thus the proof completes if (i) is true. We have






















∣∣∣∣ > δ1)+ P( |Rik|σik > δ1
)
. (A.12)







= O((N ∨ T )−ν).
Consider the second term of (A.12). By Lemma 4 with a simple calculation, we have
P
(∣∣∣∣σikσ̂ik − 1
∣∣∣∣ > δ1) = P (∣∣σ̂2ik − σ2ik∣∣ > δ1 |σ̂ik| |σ̂ik + σik|)
. P
(∣∣σ̂2ik − σ2ik∣∣ & δ1) = O((N ∨ T )−ν).

































& log1/2(N ∨ T )
)
= O((N ∨ T )−ν),
where the last equation is due to Lemma 1(iii). Combining the results leads to the proof of
(i). This completes the proof.
Lemma 6. If all the conditions of Theorem 4 are satisfied, then the following result holds:
max
(i,k)∈S
P (|Tik| ≤ t∗) = O(s/N).
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where Zik and Rik were defined in (8). Then for any (i, k) ∈ S, we obtain
P (|Tik| ≤ t∗) = P
(



























≤ P (t∗ ≤ |Z∗ik|) + P
(






By the proof of Theorem 3, the first term of (A.13) is approximated by G(t∗):
max
(i,k)∈S
P (t∗ ≤ |Z∗ik|) = G(t∗)(1 + o(1)).
Recall that t∗ = Φ
−1 (1− qs(1− o(1))/(2Nr)). Then we obtain












Therefore, the first term of (A.13) is evaluated as
max
(i,k)∈S
P (t∗ ≤ |Z∗ik|) = O(s/N). (A.14)
The second term of (A.13) is bounded as follows. Fix c1 > 1 arbitrary. Then we have
P
(

























|σ̂2ik − σ2ik| > σ2ik(c21 − 1)
)
. (A.15)
Note that t∗ <
√
2 log(Nr) by the construction. Hence by Assumption 7, we obtain
|T 1/2b∗ik| − (1 + c1)t∗ > min
(i,k)∈S





Therefore, in view of the proof of Lemma 5(i), the upper bound of (A.15) is found to be










= O((N ∨ T )−ν). (A.16)
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From (A.14) and (A.16), we bound (A.13) as
max
(i,k)∈S
P (|Tik| ≤ t∗) = O(s/N),
which completes the proof.
Lemma 7. If all the conditions of Theorem 4 are satisfied, then t0 ≤ t∗ holds with high
probability.
Proof. Recall that t∗ = Φ
−1 (1− qs(1− xN )/(2Nr)) with xN = 1/ logN . Prove the state-




with probability one. By the definition of R(t∗), it holds that
R(t∗) = |Ŝ(t∗)| = |S ∪ Ŝ(t∗)| − |S ∩ Ŝ(t∗)c| ≥ s− |S ∩ Ŝ(t∗)c|.
The Markov inequality gives
P
(













 ≤ logN max
(i,k)∈S
P (|Tik| ≤ t∗) = o(1), (A.18)
where the last equality holds by Lemma 6. Hence we have R(t∗) ≥ s(1 − xN ) with high




≥ qs(1− xN )
2Nr
(A.19)





but this equality contradicts (A.19). This completes the proof.
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B.1 Empirical size of the t-test
Next, we investigate the finite sample behaviour of (feasible) t-statistics. Unlike the previous
subsection, the t-statistics are based on estimated variances of b̂N2. To assess finite sample
performance the t-tests in virtually practical situations, we focus on investigating empirical
size of the t-tests of factor loadings based on debiased SOFAR and PC estimators. We
consider two t-statistics which are based on two standard errors: tN2,i.i.d. is the t-statistic of
b̂N2 based on the variance assuming no serial correlation; tN2,NW is based on the variance
estimator permitting error serial correlation. From now on we denote the t-statistics without
subscript ik to ease the notation, unless clarification is necessary. We consider two cases.
For the first design the factors and errors are serially independent (ρfk = 0 and ρe = 0 for
all k), and for the second design they are serially correlated (ρfk = 1/4 and ρe = 1/4 for all
k). We conduct two-sided test at the five per cent significance level, by rejecting the null
H0 : bN2 = 0 when the absolute value of the t-statistic is greater than 1.96. We investigate
all the combinations of N = 100 and T = 100, 200, 500, 1000. The results are based on 2000
replications.
Table 1 reports the estimated size of the test. Panel A reports the results for the case of
i.i.d. factors and errors, and Panel B summarises the size of the tests for serially correlated
errors. Let us look at Panel A. First, let us look at the size behaviour of tiid since it is expected
to be more efficient than tNW . Even when T = 100, the t-test based on the debiased SOFAR
estimatorhas satisfactory size across the models, exhibiting only minor size distortions. For
T = 100, the size of tiid for the exponents {0.9, 0.8}, {0.7, 0.6} and {0.5, 0.4} are 6.6%, 5.7%
and 7.7%, respectively. In contrast, the size of the t-test based on the PC estimator are more
distorted, and the degree of its size distortion becomes severer as the model becomes weaker.
For example, for T = 100, the associated size of tiid for the exponents {0.9, 0.8}, {0.7, 0.6}
and {0.5, 0.4} are 7.5%, 6.6% and 10.6%, respectively. Furthermore, the size distortion does
not seem to disappear when T rises for the models with weaker factors. For instance, for the
model with exponents {0.5, 0.4}, when T rises from 500 to 1000, the sizes of the tiid based
on the debiased SOFAR estimator are 5.4% and 4.7%, while those based on the PC are 7.7%
and 7.7%.
Now let turn our attention to the serial correlation robust test, tNW . As can be seen
in Panel A, for T = 100, the size of tNW based on the debiased SOFAR estimator exhibits
a moderate size distortion: for the exponents {0.9, 0.8}, {0.7, 0.6} and {0.5, 0.4}, the as-
sociated sizes are 7.6%, 6.7% and 7.8%, respectively. Whereas, such distortions disappear
quickly as T rises: the corresponded sizes for T = 200 become 6.7%, 6.6% and 6.3%, respec-
tively. In contrast, the observed size distortion pattern of tiid based on the PC estimator
1
is exaggerated for the serial correlation robust test. For T = 100, the sizes of tNW based
on the PC for the exponents {0.9, 0.8}, {0.7, 0.6} and {0.5, 0.4} are 8.0%, 7.3% and 11.0%,
respectively. Increasing T to 200 does not seem to make the distortion sufficiently reduced:
the corresponding sizes become 7.0%, 7.4% and 9.1%, respectively.
Let us turn our attention to Panel B. First thing to note is that the size distortion of
tiid does not ease as T rises. This is expected since the variance estimator used for tiid is
not consistent. An interesting feature to note is that the size distortion of tiid based on
the PC is much larger than that based on the debiased SOFAR, and the distortion of the
PC tests widen as the model becomes weaker. For example, the average of the sizes over
T = 100, ..., 1000 of tiid based on the debiased SOFAR for the exponents {0.9, 0.8}, {0.7, 0.6}
and {0.5, 0.4} are 7.4%, 7.6% and 6.8%, while that of tiid based on the PC are 7.9%, 8.4%
and 10.6%, respectively. For sufficiently large T (≥ 200), tNW based on the debiased SOFAR
has satisfactory size, exhibiting minor distortions, while tNW based on the PC can show
serious size distortions. For example, the average of the sizes over T = 200, 500, 1000 of tNW
based on the debiased SOFAR for the exponents {0.9, 0.8}, {0.7, 0.6} and {0.5, 0.4} are 6.2%,
6.1% and 5.7%, while that of tNW based on PC are 6.7%, 7.2% and 9.2%, respectively.
To conclude, unless all the factors of the model are relatively strong, for (the estimation
and) the inference on factor loadings the t-statistic based on the debiased SOFAR is preferred
to that of the PC. In particular, when the data are expected to be serially correlated, the
serial correlation robust t-statistic, tNW , based on the debiased SOFAR is recommended to
use, since the associated test based on the PC estimator can exhibit serious size distortions.
2
Table 2: Size of t-tests for b̂N2
Panel A: i.i.d. factors and errors
{α1, α2} {0.9, 0.8} {0.7, 0.6} {0.5, 0.4}
T , t-statistic tiid tNW tiid tNW tiid tNW
Debiased SOFAR
100 6.6 7.4 5.7 6.7 7.3 7.8
200 6.7 6.7 6.2 6.6 6.1 6.3
500 6.0 6.3 6.2 6.4 5.4 5.9
1000 5.4 5.6 6.0 6.0 4.7 5.1
PC
100 7.5 8.0 6.6 7.3 10.6 11.0
200 6.8 7.0 7.3 7.4 8.6 9.1
500 6.4 6.6 7.0 7.3 7.7 8.6
1000 5.3 5.7 6.7 6.5 7.7 7.6
Panel B: Serially correlated factors and errors
{α1, α2} {0.9, 0.8} {0.7, 0.6} {0.5, 0.4}
T , t-statistic tiid tNW tiid tNW tiid tNW
Debiased SOFAR
100 8.2 8.1 8.2 8.0 7.7 7.6
200 7.1 6.5 7.6 6.5 7.5 6.8
500 7.2 5.8 7.1 6.0 5.9 4.7
1000 7.4 6.4 7.7 6.0 6.4 5.6
PC
100 8.2 8.1 8.5 9.0 11.1 10.1
200 7.5 6.9 8.2 7.6 10.7 9.9
500 7.9 6.7 8.2 6.9 9.9 8.8
1000 8.0 6.5 8.7 7.0 10.9 9.0




θeti, t = 1, .., T, i = 1, .., N . The factor
loadings bik and factors ftk are formed such that N
−1∑N
i=1 bikbi` = 1{k = `} and T−1
∑T
t=1 ftkft` =
1{k = `}, by applying Gram–Schmidt orthonormalization to b∗ik and f∗tk, respectively, where b∗ik ∼
i.i.d.N(0, 1) for i = 1, . . . , Nk and b
∗
ik = 0 for i = Nk + 1, . . . , N with Nk = bNαkc, and f∗tk =
ρfkf
∗
t−1,k + vtk with vkt ∼ i.i.d.N(0, 1− ρ2fk) and f∗0k ∼ i.i.d.N(0, 1). The idiosyncratic errors eti are
generated by eti = ρeet−1,i + εti, where εti ∼ i.i.d.N(0, 1 − ρ2e). bik are drawn once and fixed over
the replications. We set r = 2, θ = 0.5. For Panel A, we set ρfk = 0 and ρe = 0 and ρfk = 1/4 and
ρe = 1/4 for Panel B. The model is estimated by debiased SOFAR and PC methods. tiid and tNW
are t-statistics for H0 : b2N = 0 assuming i.i.d. errors and serially correlated errors, respectively. The
null hypothesis is rejected when the absolute value of the t-statistic exceeds 1.96. The reported size
is based on 2000 replications.
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