Differential optical absorption spectroscopy ͑DOAS͒ has become a widely used method to measure trace gases in the atmosphere. Their concentration is retrieved by a numerical analysis of the atmospheric absorption spectra, which often are a combination of overlapping absorption structures of several trace gases. A new analysis procedure was developed, modeling atmospheric spectra with the absorption structures of the individual trace gases, to determine their concentrations. The procedure also corrects differences in the wavelength-pixel mapping of these spectra. A new method to estimate the error of the concentrations considers the uncertainty of this correction and the influence of random residual structures in the absorption spectra.
Introduction
Since 1926 1 spectroscopic techniques have become an increasingly important branch in atmospheric tracegas measurements. In 1975 and 1979, Noxon, 2 Noxon et al., 3 and Platt et al. 4 introduced a new method to measure atmospheric trace-gas concentrations: the differential optical absorption spectroscopy ͑DOAS͒. DOAS uses the narrow molecular absorption bands to identify trace gases and their absorption strength to retrieve tropospheric and stratospheric trace-gas concentrations. 5, 6 Several important trace gases could be measured for the first time with DOAS, e.g., HONO, 7 OH, 8 NO 3 , 9 BrO, 10 ClO in the troposphere, and OClO and BrO 11 in the stratosphere. A large number of other molecules absorbing in the UV and the visible wavelength region, e.g., NO 2 , NO, NH 3 , ClO, IO, O 3 , SO 2 , CS 2 , HCHO, and most aromatic hydrocarbons, can also be detected. The major advantage of DOAS is the ability to measure absolute trace-gas concentrations without disturbing their chemical behavior. DOAS is therefore especially useful to measure highly reactive species, such as the free radicals OH, NO 3 , or BrO. The simultaneous determination of the concentration of several trace gases, with an analysis of the sum of their absorptions in one wavelength interval, reduces the measurement time and gives insight into the actual chemical composition of an airmass. The measurements can be performed continuously and with a high-time resolution of typically a few minutes. A detailed description of DOAS can be found elsewhere. 5 The typical experimental setup of a DOAS instrument to measure tropospheric trace gases is shown in Fig. 1 . Light, with an intensity I 0 ͑͒, emitted by a suitable source passes through the open atmosphere and is collected by a telescope. During its way through the atmosphere the light undergoes extinction due to absorption processes by different trace gases and scattering by air molecules and aerosol particles. The intensity I͑, L͒ at the end of the light path is given by expression ͑1͒ with Lambert-Beer's law. The absorption of a trace species j is characterized by its absorption cross section j scribed here by ε R ͑, l ͒ and ε M ͑, l ͒. N͑͒ is the photon noise depending on I͑, L͒. Spectrum a in Fig. 1 arises from light that passed through the atmosphere with one absorber ͑HCHO͒ over a length of L.
I͑, L͒
The basic idea of DOAS is the separation of the cross section j ABS ϭ j B ϩ j Ј in a part j B that represents broad spectral features and the differential cross section j Ј representing narrow spectral structures. If one considers only j Ј, interferences with Rayleigh and Mie extinction are avoided.
In most of the instruments the light with intensity I͑, L͒ is focused on the entrance slit of a grating spectrograph with a detector system recording the spectrum. Because of the limited resolution of the spectrograph, the shape of spectrum I͑, L͒ changes. The mathematical description of this process is a convolution of I͑, L͒ with the instrument function H of the spectrograph: I*͑, L͒ ϭ I͑, L͒ ‫ء‬ H. Figure  1͑b͒ shows the spectrum I after a convolution with a typical instrument function H.
During the recording by the detector the wavelength range is mapped to n discrete pixels, numbered by i, each integrating the light in a wavelength interval from ͑i͒ to ͑i ϩ 1͒. This interval is given by the wavelength-pixel-mapping ⌫ I of the instrument. In the case of a linear dispersion, ⌫ I : ͑i͒ ϭ ͑0͒ ϩ ␥ 0 ϫ i, the spectral width of a pixel is constant ⌬͑i͒ ϭ ͑i ϩ 1͒ Ϫ ͑i͒ ϭ ␥ 0 . The signal IЈ͑i͒ seen by a pixel i ͑omitting any instrumental factors, i.e., the response of individual pixels͒ is given by:
In general, the wavelength-pixel-mapping ⌫ I of the instrument can be approximated by a polynomial:
The parameter vector ͑␥ k ͒ determines the mapping of pixel i to the wavelength ͑i͒. A change in parameter ␥ 0 describes a spectral shift of the spectrum. Changing ␥ 1 squeezes or stretches the spectrum linearly, parameters ␥ k with higher k describe a distortion of the wavelength scale of higher order. Changes in the parameter vector ͑␥ k ͒ can be caused by different measurement conditions of the spectra, as grating spectrometers usually show a temperature drift of one tenth of a pixel per Kelvin. Also, a variation in air pressure, as observed for example in aircraft measurements, changes the wavelength alignment due to a change in the index of refraction of air ͓i.e., at the pressure in 2400-m height ͑approx-imately 750 mbar͒, the spectrum of a typical instrument 12 will change its position on the detector by roughly two tenths of a pixel compared to ground level͔. It is necessary therefore to correct this effect in the analysis procedure. Figure 1͑c͒ shows the discrete spectrum IЈ͑i͒ as it is recorded and stored in a computer. The logarithm of IЈ͑i͒, J͑i͒ ϭ ln͓IЈ͑i͔͒, can be described by:
The narrow absorption structures of the trace gases are described by their individual differential absorption structure S j Ј͑i͒ measured with the same instrument, and thus the mapping of S j Ј͑͒ ϭ ln͓exp͑Ϫ j Ј͔͑͒ ‫ء‬ H͒, which is the convolution of the cross section of the trace gas j with the same instrument function H. The scaling factors a j Ј ϭ j ϫ L are then the product of the average number densities j over the path-length L. The broad absorption of the trace gases are represented by BЈ͑i͒. Any variations in the spectral sensitivity of detector or spectrograph are summarized in AЈ͑i͒ as a function of pixel num- Fig. 1 . Schematic view of a DOAS instrument used to measure tropospheric trace-gas concentrations. Collimated light undergoes absorption processes on its way through the atmosphere. In a, an example of this light entering the spectrograph is given when HCHO is assumed to be the only absorber. This absorption spectrum shows the rotational structure of the absorption bands. b, the same spectrum convoluted by the spectrographs instrumental function reaches the detector. In the detector the wavelength is mapped to discrete pixels. This spectrum, c, is then stored in the computer and can be analyzed numerically.
ber. The extinction by Mie and Rayleigh scattering is represented by RЈ͑i͒. The noise NЈ͑i͒ ϭ ln͓N͔͑͒ is caused by the detector noise and photon statistics. The overlaying absorption structures of several trace gases are represented by the sum in Eq. ͑4͒. In practice, the number of absorbers m can be limited to the trace gases with absorption structures sufficiently strong to be detectable with DOAS instruments. As the strength of the absorption structures varies with wavelength, the number of trace gases to be included in Eq. ͑4͒ varies with the observed wavelength interval and the trace-gas composition of the probed airmass. Typically, m ϭ 2 to 10 trace-gas absorptions can be identified in a single atmospheric DOAS spectrum. 5 The concentrations of these trace gases, therefore, can be measured simultaneously. To retrieve the concentrations, the superimposed absorption structures have to be separated numerically.
The task of the evaluation procedure is ͑1͒ to retrieve the parameters aЈ j ͓Eq. ͑4͔͒ and thus the concentration of the trace gases, taking into account all the atmospheric and instrumental effects; ͑2͒ to estimate the error ⌬aЈ j of the parameters aЈ j and therefore of the measured trace-gas concentrations. Both tasks can be solved with linear least-squares methods if no instrumental effects are encountered. Problems are introduced by a spectral misalignment or change in dispersion of the reference spectra caused by a drift of the spectrograph as discussed above. Also, additional spectral structures caused by the instrument or by unknown absorbers are often found.
Purely linear fitting routines were used to evaluate absorption spectra in the past when the atmospheric spectra were modeled with a linear combination of known laboratory reference spectra to retrieve the a j and thus to derive the concentrations. 13 This method is inadequate if the spectra J͑i͒ and SЈ j ͑i͒ have different wavelength-pixel mappings ⌫ ͓Eq. ͑3͔͒.
Only a few publications describe the methods for evaluating DOAS spectra. 6, 13 Unfortunately a discussion of the errors of the retrieved concentrations is missing in the literature. Here we present an evaluation procedure that takes into account the different wavelength-pixel-mappings ⌫ of the spectra that can be described by Eq. ͑3͒. In addition, special attention is given to the errors introduced by the uncertainty of the wavelength calibration and the influence of unknown spectral structures.
The discussion is exemplified with spectra of a typical tropospheric measurement, but it is also valid for stratospheric DOAS applications.
The proposed analysis procedures and the error estimation are compared with Monte Carlo tests with spectra that simulate measurements of the tropospheric trace gases O 3 , NO 2 , SO 2 , and HCHO in the wavelength region from 287 nm to 323 nm. This region is mapped to n ϭ 500 pixels. We calculated the spectra by convoluting high-resolution absorption cross sections 14 -17 with a Gaussian-shaped instrument function with a half-width of 1.3 nm or 17 pixels. The broad spectral features were removed by a regression, leaving only the differential absorption structures and an average of zero. Figure 2 shows the spectra and their sum. We define the average optical density D j as three times the standard deviation of the reference spectra S j ͑i͒ as a measure of the absorption strength of a given spectrum:
The values D j of the spectra are given as bars on the right axis in Fig. 2 . The lengths of the bars show a good agreement with the mean size of the absorption structures.
Analysis Procedure
The evaluation procedure is based on a model that describes the physical behavior of DOAS spectra according to Eq. ͑4͒. The logarithm of the discrete measured intensity J͑i͒ is modeled by a function F͑i͒:
The absorption structures of the trace gases S j ͑e.g., measured in the laboratory͒ are input data to the procedure. The scaling factors a j are the result of the fit and can be used to calculate the concentration j of the respective trace gases with the differential absorption cross section j Ј by j ϭ a j ͑͞ j Ј ϫ L͒.
The polynomial P r ͑i͒ describes the broad spectral structures caused by the characteristics of the lamp I 0 ͑i͒, the scattering processes RЈ͑i͒, the spectral sensitivity AЈ͑i͒, and the broad absorptions by the trace gases BЈ͑i͒:
The parameter i c ϭ int͑n͞2͒ represents the center pixel of the spectral region used for the evaluation. The polynomial refers to i c to maximize the influence of the nonlinear terms. The scaling parameters a j and the polynomial coefficients c h are found by linear fitting F to J. The analysis procedure aligns the reference spectra S j ͑i͒ ͑wavelength-pixel mapping ⌫ j ͒ to the spectrum J͑i͒ ͑wavelength-pixel mapping ⌫ J ͒. The procedure therefore has to recalculate the reference spectrum S j *͑i͒ with the wavelength-pixel mapping ⌫ J . This can be seen as shifting, stretching, and squeezing the reference spectrum in wavelength. As ⌫ j ͓see Eq. ͑3͔͒ is a strong monotonous function, its inverse also can be described by a polynomial:
. x͑͒ represents the noninteger pixel number that results from this inverse transformation. S j ͑͒ can now be calculated from the continuous spectrum S j ͑x͒. This spectrum has to be approximated with a cubic spline interpolation on the discrete spectrum S j ͑i͒.
We can now calculate S j *͑i͒ with the wavelengthpixel mapping ⌫ J by deriving S j ͑͒ with ⌫ j Ϫ1 from S j ͑ x͒, which is approximated by an interpolation on S j ͑i͒, and then applying ⌫ J :
We found it possible to refrain from calculating S j ͑͒ and combine ⌫ j Ϫ1 and ⌫ J to a formula, which links i to x with a polynomial with parameters ␦ k :
In our analysis procedure we use a slightly modified equation equivalent to Eq. ͑9͒, which has the advantage that its spectral alignment parameters d j,k , determining the transformation, are zero if the wavelength-pixel mappings of J and S j are equal:
The spectrum S j ͑d j,0 , d j,1 , . . .͒͑i͒ ϭ S j *͑i͒ has now the wavelength-pixel mapping ⌫ J , which was calculated with the parameters d j,k following Eqs. ͑8͒ and ͑10͒ and a cubic spline interpolation on S j ͑i͒. We derived the parameters d j,k by performing a nonlinear fit of the model F to the spectrum J with fixed parameters a j and c h . If p j ϭ 0, the spectrum S j is shifted by d j,0 pixels; if p j ϭ 1, the spectrum additionally is squeezed or stretched linearly according to parameter d j, 1 . Higher values of p j represent a squeeze or stretch of higher order. To achieve the best physical description of the spectra, it is possible to select the degree of the squeeze process p j for every reference spectrum S j . It is also possible to use one set of parameters d j,k for two or more reference spectra if the wavelength calibration is identical for these spectra.
The analysis procedure is a combination of the well-known nonlinear Levenberg-Marquardt method 18 -20 determining d j,k and a standard linear leastsquares fit 20 -22 to derive the a j and the c k . Both methods minimize 2 ϭ • iϭ0 n ͓ J͑i͒ Ϫ F͑i͔͒ 2 between F and J. The routines used in the analysis were adapted from Press et al. 20 The procedure ͑see Fig. 3͒ begins with the calcula- Fig. 3 . Overview of the analysis procedure. As stopping conditions for the iteration, a maximum number of steps or the convergence of 2 can be used. In the second case, the iteration stops if the change of 2 from one step to another is smaller than a factor , which is typically set to 10
Ϫ6
. tion of the linear fit with starting values d j,k . The results of this fit, parameters a j and c k , are used as input data in the following call of the nonlinear Levenberg-Marquardt fit. Only one step of this nonlinear iterative method is then performed. The resulting parameters d j,k are used in the next call of the linear fit. These results are used in the next call of the nonlinear fit. The procedure then invokes alternating the two methods, always using the results of the last call of one method as values for the other fit method. This procedure is repeated until one of several stopping conditions for the nonlinear fit is fulfilled. Normally the fit is aborted when the relative changes of 2 in the last step is smaller than a given value ͑usually 10 Ϫ6 ͒, and thus the fit has converged. The fit also stops if a number of repetitions of the iteration, determined by the user, is exceeded or if the nonlinear method becomes unstable.
Error Estimation

A. Method
A linear least-squares fit will give the best possible result and the correct errors if several assumptions are valid. 22 We only discuss here the assumption for the errors of the input data of the fit, the reference spectra: ͑1͒ The errors of the pixel intensity must have a finite variance. 22 Because the error of J͑i͒ is normally dominated by photonic noise, the errors are Poisson distributed; therefore this assumption is valid. ͑2͒ The normal least-squares fit as discussed in Refs. 21 and 22, and used in most of the analysis procedures, assumes that the intensity errors of the individual pixels are independent. This is not always fulfilled, as discussed later. ͑3͒ The systematic error of the pixel intensity is zero. If this is not fulfilled, a bias will be introduced in the results. This assumption must be checked for every instrument.
The solution ␤ ϭ ͑c 0 , c 1 , c 2 , . . . , a 0 , a 1 , a 2 , . . .͒ for the linear least-squares fit is 22 :
With the spectrum to analyze J ϭ J͑i͒ and the coefficient matrix X, which is determined by ͑r ϩ 1͒ polynomial arguments ͑i Ϫ i c ͒ h and the m reference spectra S j :
The number of columns is given by the number of the fitted parameters ͑r ϩ 1͒ ϩ m. The number of lines is equal to the number of pixels ͑n ϩ 1͒ of the wavelength interval of the analysis. The covariance matrix ⌰ is used to calculate the error of ␤ j : ⌬␤ j ϭ ͌ ⌰ jj . is the error of the intensity of one pixel estimated by the fit.
In contrast to the linear least-squares fit with its analytical solution and the well-defined error estimation, the Levenberg-Marquardt method is an iterative numerical procedure. The definition of the procedure guarantees that a minimum of 2 is always found, but it is not sure that this minimum is the global minimum. Therefore it has to be checked that not only a local minimum is found. In the case of DOAS spectra, local minima will occur only if the shift or squeeze is large enough to generate a phase shift of of one of the spectra ͑assuming an approximately periodic variation of J͑i͒, as it is often the case in absorption spectra; see, for example, S 3 in Fig.  2͒ . The errors calculated by the nonlinear method are only estimates based on an additional assumption. In the used routine the assumption is a normal distribution of the errors. 20 Cunningham 23 showed that the routine underestimates the true error by not more than 50%.
The linear least-squares fit in the analysis procedure calculates the errors for the parameters a j and c k with the derived d j,k . These errors describe the uncertainty caused by noise in the spectrum, assuming that the shift and squeeze were calculated correctly. The linear fit does not consider any error in the wavelength alignment of the spectra S j in F, which can cause severe systematical errors as explained later. If only the error of the linear fit is used, the uncertainty of the d j,k remains.
As discussed above, any differences of the spectral alignment of the references S j can be corrected by the nonlinear fit. However, these corrections also have uncertainties ⌬d j,k caused by noise in the spectra. It is therefore important to calculate the influence of the errors ⌬d j,k on the errors of the parameters a j .
As the alignment parameters d j,k are input data for the linear fit, we investigated the influence of these parameters on the results a j of the linear fit by Monte Carlo experiments. First, a test spectrum J was assembled as the sum of a single trace-gas spectrum S g * ͑d g,0 , d g,1 , . . .͒͑i͒ ϭ a g ϫ S g ͑d g,0 , d g,1 , . . .͒͑i͒, with shift and squeeze represented by the parameters d g, j and ͑m Ϫ 1͒ reference spectra with unaltered
wavelength-pixel mapping S j * ϭ a j ϫ S j :
The linear fit to analyze J uses the model
with the references S j ͑0͒. The reference spectra S j are scaled so that in the case of shift and squeeze parameters d g, j of spectrum S g * in J being zero, the results of the linear fit a j * will all be a j * ϭ 1. If S g * in J is shifted and squeezed, the results a j will change. These changes in a j reflect the influence of the spectral alignment of S g *, on the fit result for spectrum S j *. We define
For m reference spectra in J there are m 2 different ⌽ j,g . The knowledge of ⌽ j,g can be very useful to examine the sensitivity of the results to misalignments. Figure 4 shows the 16 different ⌽ j,g for the spectra in Fig. 2 and an alignment by a shift. It can be seen, for example, that a shift of one pixel in spectrum S 1 , corresponding to approximately 1͞20 of the width of the absorption bands, produces a result for spectrum S 3 that differs by 70% from the real value ͓⌽ 3,1 Fig. 4͑c͔͒ . This confirms that without correcting the wavelength calibration, the linear fit procedure can give completely wrong results.
This method can now be used to calculate the error of a j attributable to the error in the wavelength alignment. A new spectrum is calculated as described in Eq. ͑13͒, which consists of the reference spectra S j *͑i͒ ϭ a j ϫ S j ͑d j,0 , d j,1 , . . .͒͑i͒ scaled, shifted, and squeezed according to the results of the analysis of the original spectrum. In addition, spectrum S g *͑i͒ is shifted and squeezed as specified by the set of parameter errors ⌬d g,k according to Eq. ͑10͒:
. (15) Here ⌬f g ͑i͒ represents the error of the position of pixel i. As this error is an absolute value, two spectra S g *͑ϩx͒ and S g *͑Ϫx͒ have to be calculated, and two linear fits with the model F sh to the spectrum J ͓Eq. ͑13͔͒ have to be performed to derive ⌽ j,g ͑Ϯ⌬f g ͒. The influence of the alignment error of S g on the error of a j , ͉⌽ j,g ͉ is then calculated by
͉⌽ j,g ͉ can now be used to calculate the error ⌬ sh a j on a j caused by the error of the alignment of S g as calculated by the nonlinear fit
If one assumes that this error and the error of the linear fit are independent, the total error of a j is
This error estimation is included in the analysis procedure when one calculates the ⌽ j,g for all reference spectra after the procedure has finished the iteration process to derive the d j,k .
B. Numerical Tests of the Error Estimation Procedure
Several tests were performed to characterize the described evaluation procedure and the error calculation. To examine the behavior of the new error analysis and to determine the detection limit of the trace gases, a Monte Carlo analysis was performed. Noise spectra N͑͒ were added to test spectrum J shown in Fig. 2 . The noise spectra had standard deviations from 10 Ϫ4 to 3 ϫ 10
Ϫ2
. Figure 5 shows examples of J with the different . For every level of , 800 different artificial noise spectra were calculated.
To analyze the statistical behavior of the analysis procedure, we calculated the average values of the fit results a j ϭ 1͞z ϫ • vϭ1 z ͑a j ͒ v and d j,k and the averages of their errors ⌬a j , ⌬d j,k together with the total error estimated by the new method ⌬ tot a j . The average values of the results a j and d j,k are compared with the values used to calculate J. The averages of the calculated errors ⌬a j , ⌬d j,k , and ⌬ tot a j ͓see Eq. ͑18͔͒ are compared with the standard deviations of the results ␦͑a j ͒ and ␦͑d j,k ͒. These standard deviations are the true errors of a j and d j,k in the tests. First, the behavior of the linear fit that does not allow any shift or squeeze, with the model F ϭ P 4 ϩ a 1 ϫ S 1 ͑0͒ ϩ a 2 ϫ S 2 ͑0͒ ϩ a 3 ϫ S 3 ͑0͒ ϩ a 4 ϫ S 4 ͑0͒, was investigated when we analyzed the spectrum. J ϭ 1 ϩ S 1 ͑0͒ ϩ S 2 ͑0͒ ϩ S 3 ͑0͒ ϩ S 4 ͑0͒ ϩ N͑͒. The average of the results a j lin agreed with the expected value of 1, and ␦͑a j lin ͒ agreed with ⌬a j lin . This agreement is ex- Fig. 4 . ⌽ j,k ͓see Eq. ͑14͔͒ describes the influence on the fit results a j of the misalignment of spectrum S k . The ⌽ j,k shown in this figure was calculated with the spectra of Fig. 2 . ͑a͒ shows the influence of the shift of the four different S j on a 1 of O 3 . ͑b͒, ͑c͒, and ͑d͒ show the influence on NO 2 , SO 2 , and HCHO, respectively. The highest influence is found for the shift of O 3 on SO 2 ͓⌽ 3,1 in ͑c͔͒, where a shift of one pixel changes a 3 by 70%.
pected, as the linear fit is an analytical method and well defined. The results of this test are used later in this paper to compare them with the results of the second test, as the linear fit always finds the best possible solution of the analysis problem if no shift or squeeze is involved.
In the second test the test spectra J are shifted against each other and then added: J ϭ 1 ϩ S 1 ͑0.1͒ ϩ S 2 ͑Ϫ1͒ ϩ S 3 ͑1͒ ϩ S 4 ͑Ϫ0.1͒ ϩ N͑͒. The individual shift of the spectra were O 3 , 0.1 pixel; NO 2 , Ϫ1 pixel; SO 2 , 1 pixel; HCHO, Ϫ0.1 pixel. To analyze the spectra, a model that allows individual shifts was used: F ϭ P 4 ϩ a 1 ϫ S 1 ͑d 1,0 ͒ ϩ a 2 ϫ S 2 ͑d 2,0 ͒ ϩ a 3 ϫ S 3 ͑d 3,0 ͒ ϩ a 4 ϫ S 4 ͑d4,0͒. The average results a j and d j,k agreed with the values used to calculated J. Therefore only the errors are discussed.
The errors of the shift ⌬d j,k in Fig. 6͑a͒ show a linear behavior with noise level , as long as the noise is not too high compared with the optical density of the reference spectra. Figure 6͑b͒ compares ␦͑d j,k ͒ with ⌬d j,k , which is smaller by less than 20%, except for NO 2 in which the error is underestimated by 50%. It is remarkable that uncertainties in the shift of several pixels to several tens of pixels are found because of noise in the spectra. Figure 7͑a͒ illustrates that ⌬ tot a j increase nearly linear with increasing noise level . Figure 7͑c͒ shows that the influence of the shift error, in this case, is relatively small compared with the average error ⌬ lin a j of a linear analysis. The influence of the shift error ⌬d j,k is highest for O 3 and SO 2 .
The analysis of the influence of the alignment error on the total error ⌬ tot a j as discussed in Subsection 3A illustrates this behavior. For ϭ 10
Ϫ3
, the average shift error of O 3 ͑S 1 ͒ is only 0.03 pixel, but the error of the result of SO 2 ͑S 3 ͒ attributable to the shift error of O 3 is ⌽ 3,1 ͑0.03͒ ϭ 0.023 ͑Fig. 4͒ and results in ⌬ sh a 3 ϭ 0.027. This must be compared with the error of the linear part of the fit ⌬a 3 ϭ 0.069. The shift uncertainty of the other spectra have an even smaller influence. The total error is calculated according to Eq. ͑18͒: ⌬ tot a 3 ϭ 0.074, which is 8% higher than ⌬a 3 . A shift uncertainty of a few hundreds of a pixel can, in some cases, already increase the total error of a j by 20%-50%, thus increasing the derived trace-gas concentration error considerably. Figure 7͑b͒ shows how well the error calculation discussed in Subsection 3A describes the statistical fluctuations of the results. The average total errors ⌬ tot a j agree with ␦͑a j ͒ within better than 10%, as long as the relative error of a j is smaller than 0.5.
It is now interesting to derive the detection limit for the spectra S j at a given noise level . We want to define the detection limit by the trace-gas concentration that can be determined with a relative error of ⌬a j ͞a j ϭ 0.5. Figure 7͑a͒ can now be used to derive the detection limit of the trace gases for a given noise level . Unfortunately this method is very cumbersome, as the Monte Carlo experiments are very timeconsuming.
A faster but less exact method is the analysis of the pure linear problem that neglects the uncertainties of the wavelength-pixel mapping. This estimation of the detection limits with the calculation of ⌬a j ϭ ͑⌰ jj ͒ 1͞2 ϭ ϫ ͕͓͑X T X͒
Ϫ1
͔ jj ͖ 1͞2 ͓see Eq. ͑11͔͒ with known still requires the calculation of the covariance matrix ⌰. If we assume that the absolute value of the linear correlation coefficient between the references is smaller than 0.1-0.2, expression ͑11͒ can be simplified further. After this simplification, an expression for the smallest D detectable can be derived. For a given noise level and a number of pixels n, the detection limit D limit can be approximated by
This expression can be checked with the results of the Monte Carlo experiments with a number of pixels n ϭ 500. In Fig. 7͑a͒ the noise levels limit given by Eq. ͑19b͒ for the D of NO 2 , SO 2 , and HCHO, respectively ͑as shown in Fig. 2͒ , are marked by arrows. The arrows point to the curve of relative error ⌬a j ͞a j of the respective trace gas. The estimated detection limits are within 10% to 20% of the value derived in the Monte Carlo tests. We admit that this is only a rough estimation, but it can be performed on every spectrum without complicated calculations. From the data in Fig. 7͑a͒ it can be seen that it is possible to analyze spectra with ͑1 ͒ levels of pure uncorrelated noise higher than the typical optical densities of the absorption bands. At the detection limit, where the 1-error of a j is ⌬a j Ϸ 0.5 ϫ a j , the noise level can be approximately a factor 3.5 larger than the average optical density D for a wavelength region with 500 pixels. Therefore the analysis of spectra in which absorption structures cannot be identified by the eye is possible. In this case the detection limits are smaller than the intuitively expected values.
The Effects of Residual Structures
A. Mathematical Description
A common problem in the analysis of DOAS spectra stems from the occurrence of structures other than noise in the residuum J-F of the fit. These structures may indicate an unknown absorber, or can be caused by the instrument itself, and occur at random in most cases. Here we discuss only the random cases. Stable residual structures cause systematic errors in the analysis that cannot be described by the statistical methods in the following discussion.
The question arises as to how these residuals can be described. In a pure noise spectrum the width of any structure is usually only one pixel, which indicates the independence of the pixel intensities. In residuals, groups of neighboring pixel intensities appear to change simultaneously in a random way. Therefore we suspect that the errors of these pixel intensities are not independent from each other. A way to simulate this would be smoothing ͑e.g., by a running mean͒ a pure noise spectrum. In a running mean, every pixel intensity is replaced by the average of its neighboring pixel intensities. Therefore the errors of the individual pixel intensities are no longer independent from each other. Smoothed noise spectra are similar to residuals normally found in the analysis of atmospheric spectra ͑see Fig. 8͒ . Therefore the assumption of independence of the errors appears to be invalid. This is also the case if measured spectra are smoothed in some way prior to the fitting procedure, as is common to reduce noise.
We tested the influence of these residuals by smoothing noise spectra by a running mean of 9 pixels width, adding these spectra to the test spectrum shown in Fig. 2 and repeating the Monte Carlo tests described above. The changes of the resulting a j were small, but the calculated errors increased drastically by a factor of 3 ͑see Fig. 9͒ . The tests also showed that the underestimation of the error is independent of the magnitude of the residuum.
To consider the interdependence of the pixel intensity errors, the least-squares method has to be extended, as described by Albritton et al. 22 The dependence of the errors is described by the variance-covariance matrix of the errors of the pixel intensity:
Here ε k is the error of the intensity of pixel k, and E is the expectation value of ε i ϫ ε j . This matrix can The standard deviation of the results ␦͑a j ͒ is found within 10% by the total error ⌬ tot a j . Higher values correspond to errors higher then 0.5 that are beyond the detection limit. ͑c͒ The ratio of the error ⌬ tot a j of the test of the complete analysis procedure with ⌬a j lin of the Monte Carlo test of the linear procedure. In the case of O 3 and SO 2 , the influence of the shift uncertainty is about 10%.
be built for a running mean smoothing. M 9 is the matrix for the running mean of width 9, assuming all ε k to be of equal size 1:
where M 9 is a symmetric band matrix with 9͞81 in the diagonal.
The result of the fit and the error can now be calculated similar to Eq. ͑11͒ with the inverse of M:
B. Numerical Tests
To verify the method, Monte Carlo tests with the linear fit were performed with residuals calculated with a running mean smoothing of width 9 and the test spectra given in Fig. 2 . The test was performed only on a part of the test spectra from pixel 160 to 260 to reduce calculation time. Figure 9 shows the ratio of ⌬a j and ␦͑a j ͒. The errors are found within 5%. Depending on the spectra and the instrument one uses, different matrices M need to be built. This is a problem for measured spectra, as the dependence of the errors ε k from the errors of other pixel intensities are unknown. We therefore suggest the use of matrices of the running mean smoothing that give calculated residuals with comparable width to the residuum found in the atmospheric spectrum. The calculated errors are not exact but they give a good estimate if the matrix M is unknown.
Unfortunately the requirements on computer memory and calculation time to perform this analysis procedure is high, as the matrix M can be of the size 1000 ϫ 1000. We therefore tried to establish an empirical correction for the normal linear fit based on Monte Carlo tests with spectra of different spectral width and different residual structures. We used synthetic spectra S͑͒ with five identical, but not overlapping, absorption lines at a distance of 150 pixels from each other. The optical densities of the absorption lines were 1%. The lines had a Gaussian shape with half-width ranging from 2.5 pixels to 50 pixels in the different spectra. These spectra were added to noise spectra N͑W͒ that were smoothed by different running means of width W ϭ 2 to 64 and scaled to a standard deviation of 1%. For every combination of and W, 500 random noise spectra N were calculated, smoothed, and added to J ϭ S͑͒ ϩ N͑W͒. Then the model F ϭ P 0 ϩ a 1 ϫ S͑͒ was fitted to the spectrum J over a region of 800 pixels. The ratio of the standard deviation of the fit parameter ␦͑a 1 ͒ and the average error ⌬a 1 calculated by the fit of the 500 different residuals is the desired correction factor C͑, W͒ ϭ ␦͑a 1 ͒͞⌬a 1 . Figure 10͑a͒ shows C͑, W͒ for the different combination of W and . The graph shows that the ratio is lowest for narrow structures of the spectrum and the residuum. As the correction fac- tor is independent of the magnitude of the residuum, this factor can be applied to correct the results by analyzing the width of the residuals and the reference spectra.
We repeated the same test with the nonlinear procedure for d 1, 0 to analyze the error of the shift after shifting S͑W͒ by one pixel against its reference and then adding the residuals N͑W͒. Figure 10͑b͒ illustrates a similar behavior as in the linear case.
Sample Application of the Evaluation Procedure
We exemplify the results of the procedures presented here with an analysis of a typical absorption spectrum in the atmosphere measured in Heidelberg on 27 August 1994 at 8:40 UT with a light path of 7.5 km. The instrument was a long-path DOAS system with a photodiode array detector. 24 The reference spectra of O 3 , NO 2 , SO 2 , and HCHO were measured with the same instrument. The spectra were corrected for electronic offset and pixel sensitivity and then divided by a fitted polynomial to remove broad absorption structures. Figure 11 shows the logarithm of the spectra ͑atmo-spheric, O 3 , NO 2 , SO 2 , and HCHO͒.
An exact wavelength alignment of the spectra was not expected because of the positioning error of the grating after we changed the wavelength interval in the normal measurement. We therefore performed an analysis that included a spectral alignment of the reference spectra by a nonlinear fit as described above. To compare with the linear analysis method we also performed an analysis of the spectrum without this wavelength alignment. The results of both methods are listed in Table 1 . The residual spectrum of the presented analysis method is also shown in Fig. 11 . The residuals of the classical analysis method were higher and showed unremoved absorption features of SO 2 . This leads to different results of O 3 compared with the new method and higher errors ⌬a j ͞a j . The errors ⌬ tot a j ͞a j calculated by the new analysis procedure were corrected for the alignment uncertainty derived during the fit. The errors ⌬a j ͞a j were increased by 25% for O 3 and SO 2 due to the error of the wavelength-pixel mapping, but were still considerably lower than without correction of the shift and squeeze of the reference spectra.
As the residual spectrum of the analysis includes residual absorption structures, the correction for correlated pixel intensity errors was applied. We used the empirical factors C of Fig. 10 to estimate the Fig. 10 . To correct the influence of random residual structures, a correction factor C͑, W͒ can be calculated by Monte Carlo experiments. ͑a͒ C͑, W͒ for the normal linear least-squares fit depending on the width of the absorption structures in the reference spectrum and the smoothing width W. ͑b͒ C͑, W͒ for the shift error in the nonlinear fit. Fig. 11 . Example of the analysis of an atmospheric absorption spectrum. The atmospheric spectrum was measured in Heidelberg on 27 August 1994 over a light path of 7.5 km. The fitted reference spectra and the residual spectrum after the removal of the absorption structures of the references are also shown. correct error of the parameters a j . A correction factor C Ϸ 3 for all four spectra was applied, as the residuals could be described quite well by a running mean smoothing of width 10 pixels of a noise spectrum. Multiplying ⌬ tot a j ͞a j with the correction factor gives an estimate of the error of the concentration. This error is between 70% to 170% larger than the error ⌬a j ͞a j calculated with the naive error estimation, but it is much more realistic.
Conclusion
The presented analysis procedure for DOAS spectra shows that it is necessary to correct the spectral misalignment ͑shifts and squeezes͒ of spectra. Otherwise significant errors of 70% and more may occur, even if the shifts are rather small ͑1͞20 of the width of an absorption structure͒. The uncertainty of the calculated shifts and squeezes of the nonlinear fit must be considered to calculate the correct error of the analysis results. The total error is increased by up to 15% compared with the linear fit without any shifts for the presented Monte Carlo tests. The influence of the shift error can be much higher for other combinations of spectra. Shift errors that increase the total error by 50% have been found in the analysis of atmospheric spectra. A new method to calculate the error was included in the analysis procedure. Monte Carlo tests showed that this method is able to find the statistical error due to noise within 5% to 10% for total errors below 50%. The tests also showed that it is possible to derive the concentration of trace gases even if the absorption is by a factor of 3 smaller than the noise of the measured spectrum. A simple method to derive the detection limit, based on the 3-standard deviation of the absorption spectrum, can be used to estimate the detection limit for different trace gases without complicated numerical calculations.
Unfortunately this estimation and the error calculation of a normal linear least-squares fit are only correct if the assumption of the independence of the measurement error of the individual pixel intensities is fulfilled. This is the case for stratospheric tracegas measurements at low solar zenith angles 6 in which the photon noise ͑shot noise͒ dominates the measurement. In other applications, such as tropospheric measurements, random residual spectral structures are found. Also, the smoothing of spectra to reduce noise violates this assumption. Tests of residuals produced by smoothing noise spectra showed that the error of a j can be underestimated by up to a factor of 6 if the standard least-squares fit error is used.
Because no simple correction of the effect of residuals appears to be possible, it is necessary to perform a correlated least-squares fit to derive an estimate of the measurement error. A covariance matrix of the pixel intensity errors needed to perform an exact error estimation is difficult to calculate. We therefore suggest that the matrix be built on the assumption that the residuals can be described by a smoothed noise spectrum. Monte Carlo tests showed that the method predicts the errors correctly if this assumption is valid. If the needed computer time and resources for the correlated least-squares methods are too high, an empirical correction factor depending on the width of the reference spectrum and the residuum can be used. This method may not be very exact for atmospheric trace-gas measurements, but it is better than the methods used so far for the errors of DOAS measurements in the presence of spectral residuals.
Glossary of Symbols
␤ Vector of fit parameters, ␦͑a j ͒ standard deviation of a j derived in Monte Carlo tests, wavelength, standard deviation of noise spectra, Ј differential absorption cross section, intensity error estimated by the fit, j number density of trace gas j, ␥ k parameter vector of ⌫ I , ε R , ε M Rayleigh-and Mie-extinction coefficients, ε k intensity error of pixel number k, ⌰ covariance matrix of the fit results, half width of an absorption band, Four trace gases were fitted allowing a spectral shift and linear squeeze in the analysis, together with a polynomial of degree 5 to the atmospheric spectrum with the new procedure. For the classical analysis, the spectral shift and squeeze were omitted.
