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Abstract
We consider the detection and estimation of a zero-mean Gaussian signal in a wireless sensor
network with a coherent multiple access channel, when the fusion center (FC) is configured with a large
number of antennas and the wireless channels between the sensor nodes and FC experience Rayleigh
fading. For the detection problem, we study the Neyman-Pearson (NP) Detector and Energy Detector
(ED), and find optimal values for the sensor transmission gains. For the NP detector which requires
channel state information (CSI), we show that detection performance remains asymptotically constant
with the number of FC antennas if the sensor transmit power decreases proportionally with the increase
in the number of antennas. Performance bounds show that the benefit of multiple antennas at the FC
disappears as the transmit power grows. The results of the NP detector are also generalized to the linear
minimum mean squared error estimator. For the ED which does not require CSI, we derive optimal
gains that maximize the deflection coefficient of the detector, and we show that a constant deflection can
be asymptotically achieved if the sensor transmit power scales as the inverse square root of the number
of FC antennas. Unlike the NP detector, for high sensor power the multi-antenna ED is observed to
empirically have significantly better performance than the single-antenna implementation. A number of
simulation results are included to validate the analysis.
Index Terms
Wireless Sensor Networks, Distributed Detection, Distributed Estimation, Massive MIMO,
Large Scale Antenna Systems.
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2I. INTRODUCTION
A. Background
The use of wireless sensor networks (WSNs) for detection and parameter estimation has
been widely studied (e.g., [1]–[11]) . When a coherent multiple access channel is employed
between the sensor nodes and fusion center (FC) [3]–[10], each sensor takes a noisy measurement
of the signal of interest, amplifies and forwards the measurement to a FC through a wireless
fading channel, and the FC makes a decision about the presence of the signal and estimates its
parameters based on the coherent sum of the signals from all the sensor nodes. To minimize the
detection or estimation errors, the transmit power at the sensors is optimized under either sum or
individual power constraints. The aforementioned works all assume that the FC is configured with
a single antenna. It is well-known that multiple antennas can effectively increase the throughput
of a wireless link, and recently researchers have investigated the use of arrays with a massive
number of antennas in wireless communication systems in order to improve spectral and energy
efficiency [12]–[15]. Most of the research on so-called “massive MIMO” systems has been
focused on cellular networks where the base station (BS) is configured with many antennas while
the individual mobile stations have a single antenna. When perfect channel state information
(CSI) is available at the BS, it has been shown that the transmit power of the mobile terminals
can be reduced proportionally to the increase in the number of antennas without impacting the
asymptotic rate of the users in the system [12]. The benefit is somewhat less when the BS uses
an imperfect channel estimate; in this case the mobile users’ transmit power can be inversely
proportional to the square root of the number of antennas in order to achieve a constant rate
[13].
For parameter detection or estimation problems in WSNs, an important question is how to
exploit a multi-antenna FC to improve the probability of detection or estimation error. Several
recent papers have studied the benefit provided by multiple antennas in the WSN context [16]–
[21]. In [16], the sensors use a fixed transmission gain to forward the measured signal to the
multi-antenna FC, and the probabilities of detection and false alarm are derived under different
assumptions for the CSI. Power allocation problems for signal detection and estimation are
formulated in [17], [18] for a multi-antenna FC under a Rayleigh fading channel, but the
performance benefit of a multiple- versus single-antenna FC is shown to be bounded by a
constant that is unrelated to the number of antennas. For signal estimation using a phase-shift
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3and forward WSN with a multi-antenna FC, it has been shown in [20] that as the number of
antennas M grows large, in certain cases the estimation error will decrease by a factor of M .
Antenna arrays at the FC are also considered in [19], [21], where each sensor node first makes
a local binary decision about the measured signal, and then forwards the decisions to the multi-
antenna FC using uniform transmit power. In [19], a number of sub-optimal but low complexity
fusion rules at the FC are derived and analyzed, and the results indicate the benefit of using
multiple antennas in terms of detection performance. The recent work in [21] shows that when
the number of FC antennas is very large, low complexity algorithms can asymptotically achieve
an upper bound on detection performance even using a linear receiver with imperfect CSI.
While the benefits of massive numbers of antennas have been carefully studied for communica-
tion systems, we see above that relatively little work has analyzed their impact for WSNs. In this
paper, we investigate the gains in energy efficiency that can be obtained in a coherent multiple-
access WSN when the FC has a large number of antennas, and we show how to determine
optimal values for the sensor gains when the CSI is either perfectly known or unknown at the
FC. In particular, our motivation is to demonstrate that FC antennas can be traded for sensor
power; this is an important observation for WSNs where the sensors must conserve energy (e.g.,
due to the use of batteries or energy harvesting). The specific contributions of the paper are
detailed in the next section.
B. Contributions
In this paper, we study the detection and estimation performance of a coherent amplify-and-
forward WSN with single antenna sensors and a massive number M of antennas at the FC. We
assume the parameter of interest is a zero-mean circular complex Gaussian variable and that
the wireless channels between the sensor nodes and FC undergo Rayleigh fading. Under these
assumptions, we investigate the performance of the Neyman-Pearson (NP) and energy detectors
(ED) and the linear minimum mean squared error estimator (LMMSE). Our contributions are
summarized below.
(1) For the case where CSI for the sensor nodes is available at the FC and the NP detector can
be implemented, we derive the dependence of both probability of detection (PD) and probability
of false alarm (PFA) on the sensor transmit power and show that as M →∞, the sensor power
can be reduced by 1/M to achieve a constant PD for the same fixed PFA. This is similar in
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4spirit to the results for massive MIMO in wireless cellular communications with perfect CSI
[13]. However, unlike [13] which assumes each user transmits with equal power, we derive the
optimal transmission gains for the sensors that maximize PD for a fixed PFA under a sum power
constraint. We show that this problem is independent of the sensor phase and convex with respect
to the magnitude squared of the sensor gain as M →∞, and we formulate a simple closed-form
“water-filling” solution to calculate the optimal gains. In our simulations, we demonstrate that
compared with a uniform power allocation, the optimal gains result in significantly improved
PD performance when the sensors transmit with low power, which is the case of interest for
energy efficiency.
(2) For the NP detector, we also derive asymptotic performance bounds for cases where the
available sum transmit power P satisfies either P → ∞ or P → 0. When P → 0, we show
that PD approaches PFA in the single antenna case, but PD is strictly greater than PFA (and
potentially significantly greater than PFA) as long as P decreases at a rate of O(1/M) or slower
as M →∞. However, when P →∞, we show that both the single- and multiple-antenna FCs
asymptotically achieve the same detection performance, and hence the use of multiple antennas
asymptotically provides no benefit for the NP detector at very high signal-to-noise ratios.
(3) For the case where the CSI is unknown or a computationally simpler solution is desired,
we study the performance of the ED. The deflection of the ED is used as the performance metric,
which generally serves as an accurate indicator of a detector’s performance. Our results show
that if the sensor transmit power decreases as 1/
√
M when M →∞, a constant deflection can be
achieved. Based on this, we show how to choose the sensor transmission gains to maximize the
deflection under a sum power constraint. In particular, we show that when M →∞, the optimal
gains can be found in the general case via a quadratically constrained linear program, and we
also show that closed-form solutions are possible for limiting values of the power constraint P .
As in the NP detector case, the optimal solution is independent of the sensor phase. Simulation
results demonstrate that reducing transmit power by 1/
√
M to maintain a constant deflection as
M grows results in a constant PD. Note that although this result is superficially similar to a result
in [13], the case we consider is considerably different since it involves the energy detector which
requires no CSI, unlike [13] which assumes a minimum-mean squared error channel estimate
obtained using pilot signals. Also, unlike [13], we do not assume a uniform power allocation, but
as mentioned above we instead derive optimal sensor transmit gains and illustrate when these
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5optimal gains provide significantly better detection performance.
(4) For the LMMSE estimator, we prove that a constant MSE can be achieved by decreasing
the transmit power as 1/M as the number of FC antennas M grows. This result is obtained by
generalizing the asymptotic results for the NP detector to the LMMSE estimator, and showing
that the PD of the NP detector and the LMMSE mean-squared error (MSE) both obey a similar
rule as M →∞. We also derive bounds on the MSE for the limiting cases P → 0 and P →∞,
and show similar behavior for these bounds as in the case of PD for the NP detector.
Some of the contributions listed above appeared previously in the conference paper [22].
C. Organization
The remainder of the paper is organized as follows. In Section II, we introduce the signal
model and derive basic results for PD and PFA. In Section III, we prove the main results for the
NP detector and LMMSE estimator, and we formulate and solve the sensor transmission gain
optimization problem to maximize PD for a given PFA under a sum transmit power constraint.
The deflection of the energy detector is analyzed in Section IV, and the problem of calculating
the transmission gains that maximize the deflection is solved. The results of several simulation
studies are provided in Section V to validate the theoretical derivations, and the conclusions of
the paper are summarized in Section VI.
The notation used in this paper is summarized as follows. Lower-case and upper-case bold
letters represent vectors and matrices respectively, and CM×1 denotes the space of M-element
complex vectors. We use (·)T and (·)H for transpose and conjugate transpose respectively. The
M ×M identity matrix is denoted as IM and diag{d1 · · · dN} is a N ×N diagonal matrix with
di as the ith diagonal element. Probabilities and conditional probabilities are denoted by Pr(·)
and Pr(·|·), and p(·|·) represents a conditional probability density function. The functions E{·}
and Var{·} denote the expectation and variance of a random variable, and CN (0,Σ) denotes
the complex Gaussian distribution with zero mean and covariance matrix Σ. The ith eigenvalue
of a matrix is written as λi(·), and for two Hermitian matrices A and B, A  B means that
A−B is positive semidefinite.
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6II. SIGNAL MODEL AND NEYMAN PEARSON DETECTOR
We consider a general binary Gaussian detection problem, where the signal of interest θ is
modeled as a zero-mean circular complex Gaussian variable1 with variance σ2θ , a distribution we
denote by CN (0, σ2θ). The measurement available at the ith of N sensor nodes is given by
si = θ + vi , (1)
where vi is measurement noise distributed as CN (0, σ2v,i). The ith sensor multiplies the measure-
ment with a complex gain ai and coherently forwards the result to the FC through a wireless
fading channel. The received signal at the M-antenna FC under the two hypotheses is
H0 : y = HDv + n (2a)
H1 : y = Haθ +HDv + n , (2b)
where
v = [v1 · · · vN ]T (3a)
a = [a1 · · · aN ]T (3b)
D = diag{a1 · · · aN} (3c)
H = [h1 · · · hN ] , (3d)
hi ∈ CM×1 is the channel gain between the ith sensor and the FC, and the vector n ∈ CM×1
represents additive Gaussian noise at the FC and has the distribution CN (0, σ2nIM).
Assuming that the FC has perfect knowledge of signal variance σ2θ , the measurement noise
power σ2v,i and the CSI in H, the NP criterion can be used to distinguish between the hypotheses
H0 and H1. The NP detector decides H1 if [23]
L(y) =
p(y|H1)
p(y|H0) > γ (4)
for a given threshold γ, where p(y|H1) and p(y|H0) are the conditional probability density
functions (PDFs) of y under H1 and H0, respectively. Assume the measurement noise at the
1 Although we use a Bayesian framework, our approach can be also used for the deterministic case, in which θ is assumed
to be a deterministic signal.
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7sensors is independent, so that the covariance of v is given by V = diag{σ2v,1 · · · σ2v,N}. Since
y is Gaussian under both H1 and H0, we have [23]
p(y|H1) = 1
πMdet(Cs+Cw)
exp
(−yH(Cs+Cw)−1y) (5a)
p(y|H0) = 1
πMdet(Cw)
exp
(−yHC−1w y) , (5b)
where Cw = HDVDHHH + σ2nIM is the covariance of y under H0, Cs = σ2θHaaHHH and
Cw +Cs is the covariance of y under H1.
Lemma 1. Based on the signal model in (2a) and (2b), and the conditional PDFs in (5a) and
(5b), the NP detector in (4) is equivalent to deciding H1 if
σ2θ |aHHHC−1w y|2 > γ
′
, (6)
where
γ
′
= (1 + σ2θg(a)) ln
[
γ(1 + σ2θg(a))
] (7)
g(a) = aHHHC−1w Ha . (8)
Proof: See Appendix A .
For the NP detector in (6), the probability of detection PD and probability of false alarm PFA
are defined as
PD = Pr
(
σ2θ |aHHHC−1w y|2 > γ
′ |H1
)
(9a)
PFA = Pr
(
σ2θ |aHHHC−1w y|2 > γ
′ |H0
)
. (9b)
To evaluate PD, we first rewrite it as
PD = Pr
(
σ2θ y˜
HWy˜ > γ
′|H1
)
, (10)
where y˜ = (Cs +Cw)−
1
2y and
W = (Cs +Cw)
1
2C−1w Haa
HHHC−1w (Cs +Cw)
1
2 .
Since y ∼ CN (0,Cs+Cw) under H1, y˜ = (Cs+Cw)− 12y is distributed as CN (0, IM). Defining
the eigendecomposition of W as
W = UGUH (11)
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8where G = diag{g(a) + σ2θg(a)2, 0 · · ·0} , equation (10) becomes
PD = Pr
(
σ2θ y˜
HUGUH y˜ > γ
′|H1
)
(b)
= Pr
(
σ2θ y˜
HGy˜ > γ
′ |H1
)
(c)
= exp
(
− γ
′
σ4θg(a)
2 + σ2θg(a)
)
, (12)
where (b) results since the unitary transformation U does not change the distribution of y˜, and
(c) holds since y˜HGy˜ has a scaled Chi-square distribution with two degrees of freedom. In a
similar way, PFA can be derived as
PFA = exp
(
− γ
′
σ2θg(a)
)
. (13)
III. NEYMAN-PEARSON DETECTOR OPTIMIZATION AND ANALYSIS
Both PD and PFA are functions of the sensor transmission gains a, and thus it is natural to
find values for the entries of a that optimize detection performance. In what follows we will
show how to find a such that PD is maximized for a given PFA. According to (13), the threshold
required to achieve PFA = ǫ is
γ′ = −σ2θg(a) ln ǫ . (14)
When substituted into (12), this threshold yields
PD = exp
(
ln ǫ
σ2θg(a) + 1
)
. (15)
Since ln ǫ < 0, PD is maximized when the signal-to-noise ratio (SNR) g(a) is maximized. Thus,
the problem becomes
max
a
g(a) = aHHH(HDVDHHH+σ2nIM)
−1Ha
s.t. aHa = P , (16)
where P denotes the constraint on the sum sensor transmit power. This result was derived in
[18] by examining the behavior of the error exponent as the number of sensors went to infinity.
Here we see the result holds for fixed and finite values of N . The role of g(a) in determining
estimation performance for θ has also been noted in [17], [20]. In general, finding a solution
to (16) is difficult due to its nonlinear and non-convex dependence on a. A simpler solution was
found to be possible in [20] if the sensor gains were restricted to all have the same magnitude
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9and only the phase was optimized. In this case, the solution was shown to be found via a relaxed
semi-definite program. In this paper, we show that a closed-form “water-filling” type of solution
for (16) is possible under the assumption that M →∞.
A. Energy Efficiency
For our analysis, we assume the wireless fading channel between the sensor node i and FC
is modeled as
hi =
h˜i√
dαi
, (17)
where di is the distance between the sensor node and FC, α is the path loss exponent, and h˜i ∈
CM×1 is a complex Gaussian vector with distribution CN (0, IM). Note that the assumption here
of independent and identically distributed channel coefficients is made primarily to enable the
asymptotic analysis of the detection performance at the FC. The following theorem characterizes
the energy efficiency of the NP detector for large M .
Theorem 1. Assuming Rayleigh fading wireless channels, as the number of FC antennas M
tends to infinity, the transmit gain |ai|2 at each sensor can be reduced by 1/M to almost surely
achieve the same optimal PD for a given fixed PFA.
Proof: We will show that as M →∞, the function g(a) in (15) and (16) remains constant
if the product M |ai|2 is held constant. We first use the matrix inversion lemma to show that(
HDVDHHH + σ2nIM
)−1
=
1
σ2n
IM − 1
σ4n
H
(
E−1 +
1
σ2n
HHH
)−1
HH , (18)
where E = DVDH . Note that we have assumed that |ai| > 0 to guarantee the matrix inverse
E−1 exists, but we will see that the final solution allows |ai| → 0. Substituting (18) into g(a)
yields
g(a) =
1
σ2n
aHHHHa− 1
σ4n
aHHHH
(
E−1+
1
σ2n
HHH
)−1
HHHa . (19)
For large M , the product HHH converges almost surely to [13]:
lim
M→∞
1
M
HHH = diag
{
1
dα1
· · · 1
dαN
}
, (20)
and substituting (20) into (19) yields, after some calculations,
lim
M→∞
g(a) = lim
M→∞
N∑
i=1
M |ai|2
σ2nd
α
i + σ
2
v,iM |ai|2
. (21)
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We see that g(a) remains asymptotically unchanged as long as the product M |ai|2 is held
constant, and thus asymptotically equivalent detection performance can be achieved if any
decrease in sensor transmit power is balanced by a corresponding increase in the number of
FC antennas.
B. Sensor Gain Optimization
Based on (21), when M →∞, the original problem (16) can be rewritten as
max
|ai|2
N∑
i=1
M |ai|2
σ2nd
α
i + σ
2
v,iM |ai|2
(22)
s.t.
N∑
i=1
|ai|2 = P .
We see from this formulation that as M → ∞, only the magnitude of ai is important in
determining the detection performance, and we see that there is no problem if |ai| → 0 for
some i. As M grows, eventually we reach the point where σ2v,iM |ai|2 ≫ σ2ndαi , in which case
the choice of the sensor gains no longer matters. However, we will see in the simulations that for
moderately large values of M , optimizing (22) over |ai| provides a significant benefit, especially
when P is relatively small.
Define a new variable xi = |ai|2, so that problem (22) is equivalent to
min
xi
N∑
i=1
−Mxi
σ2nd
α
i + σ
2
v,iMxi
(23)
s.t.
N∑
i=1
xi = P
0 ≤ xi .
In problem (23), the objective function is the sum of N convex functions of xi, and the constraints
are linear with respect to the variable xi, so (23) is a convex problem and we can find a “closed-
form” solution using the Karush-Kuhn-Tucker (KKT) conditions [24].
The Lagrangian of (23) is given by:
L(xi;λ, µi) =
N∑
i=1
−Mxi
σ2nd
α
i + σ
2
v,iMxi
+ λ
(
N∑
i=1
xi − P
)
−
N∑
i=1
µixi , (24)
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and the corresponding KKT conditions are as follows:
−σ2nd2αi M
(σ2nd
α
i + σ
2
v,iMxi)
2
+ λ− µi = 0 (25a)
λ
(
N∑
i=1
xi − P
)
= 0 (25b)
N∑
i=1
xi − P = 0 (25c)
xiµi = 0 (25d)
xi, µi, λ ≥ 0 . (25e)
After some simple manipulations, we arrive at the following optimal solution to (22):
|a∗i | =
√√√√√
(√
σ2nd
α
i M
λ
− σ2ndαi
)+
σ2v,iM
, (26)
where λ > 0 is chosen such that
∑N
i=1 |a∗i |2 = P . Lower and upper bounds for λ are given by
λu =
M
σ2nmini{dαi }
(27a)
λl = min
i
{
σ2nd
α
i M
(σ2nd
α
i + σ
2
v,iPM)
2
}
, (27b)
and the unique value of λ can be found via a simple bisection search over [λl, λu].
Note that while implementing the NP detector in (6) requires instantaneous CSI, the large M
assumption allows the optimal gains in (26) to be computed using only the channel statistics,
determined in this case by the distances of the FC to the sensors. This is of interest since it
means the sensors will not require frequent feedback from the FC to update their transmit gains.
C. Single-Antenna FC
It is of interest to consider the single-antenna FC case separately, both for purposes of
comparison and because in this case an exact solution can be obtained. When M = 1, the
signal model reduces to
H0 : y = aHFv + n (28a)
H1 : y = aHhθ + aHFv + n , (28b)
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where a = [a1 · · · aN ]H , h = [h1 · · ·hN ]T , F = diag{h1 · · ·hN} and hi denotes the scalar channel
gain between the ith sensor and the FC. The conditional PDFs of y under H1 and H0 are given
by
p(y|H1) = 1
π(σ2s + σ
2
w)
exp
(
− |y|
2
σ2s + σ
2
w
)
(29a)
p(y|H0) = 1
πσ2w
exp
(
−|y|
2
σ2w
)
, (29b)
where σ2s = σ2θaHhhHa and σ2w = aHFVFHa+ σ2n.
For a given threshold γ˜, the NP detector decides H1 if
L(y) =
p(y|H1)
p(y|H0) > γ˜ , (30)
which results in deciding H1 if
|y|2 > ln
(
γ˜
(
1 +
σ2s
σ2w
))(
1 +
σ2w
σ2s
)
σ2w . (31)
Following an analysis similar to the multi-antenna case, the probability of detection P sD and the
probability of false alarm P sFA for the single-antenna FC are given by
P sD = exp
(
− γ˜
′
σ2s + σ
2
w
)
(32a)
P sFA = exp
(
− γ˜
′
σ2w
)
, (32b)
where γ˜ ′ = ln
(
γ˜
(
1 + σ
2
s
σ2w
))(
σ2w +
σ4w
σ2s
)
.
To fix P sFA = ǫ, we set γ˜
′
= −σ2w ln ǫ, and maximizing P sD for a fixed P sFA is equivalent to
max
a
σ2s
σ2w
=
σ2θa
HhhHa
aHFVFHa+ σ2n
(33)
s.t. aHa = P .
Problem (33) is essentially identical to problem (3) in [10], and using the same solution method
derived in [10] leads to
a˜∗ =
√
P
hHR−2h
R−1h , (34)
where R = FVFH + σ
2
n
P
IN , and the maximum value of σ
2
s
σ2w
is
σ2s
σ2w
∣∣∣∣
a˜
∗
= σ2θh
HR−1h . (35)
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In the following theorem, we compare the detection performance of single- and multi-antenna
FCs under low and high transmit power scenarios.
Theorem 2. Assume PFA = ǫ and M → ∞. When P = O(1/M) → 0, the NP detector
implemented by an FC with M antennas achieves a PD lower bounded by
PD > ǫ
1
1+
σ2
θ
3
∑N
i=1
1
σ2
v,i , (36)
while the P sD for a single-antenna FC is bounded by
ǫ < P sD < ǫ
1
1+ζ , (37)
where ζ = 1
2M
∑N
i=1
σ2
θ
dαi
σ2v,i
hHh → 0 in probability. When P → ∞, both PD and P sD converge
from below to the same upper bound:
{PD, P sD} ↑ ǫ
1
1+σ2
θ
∑N
i=1
1
σ2
v,i . (38)
Proof: See Appendix B .
Theorem 2 shows that when the transmit power P goes to zero, P sD for a single-antenna FC
converges to P sFA regardless of the sensor network scenario, while PD for a multi-antenna FC
is strictly greater than PFA, provided that M → ∞ and P → 0 no faster than O(1/M). When
σ2θ is large and the σ2v,i are small, PD can in fact still converge to a value near unity. On the
other hand, when P is large, both PD and P sD converge to the same upper bound, and there is
no benefit to having multiple antennas at the FC.
D. LMMSE Estimation
While our paper is focused on detection, we show here that similar results hold for LMMSE
estimation. According to the Gauss-Markov Theorem [25], the LMMSE estimator of θ is
θˆ =
aHHH(HDVDHHH+σ2nIM)
−1y
σ−2θ +a
HHH(HDVDHHH+σ2nIM)
−1Ha
, (39)
and the mean squared error is calculated as
MSE(θˆ) = E{|θ − θˆ|2}
=
1
σ−2θ + g(a)
, (40)
August 14, 2018 DRAFT
14
where g(a) = aHHH(HDVDHHH + σ2nIM)−1Ha, as defined in (16). Thus, the problem of
choosing the gains a to minimize the MSE is identical to the problem of maximizing PD for a
fixed PFA in (16), and the same conclusions drawn above regarding energy efficiency and the
optimal sensor gains apply here as well. This is also true for the single-antenna FC, as it can be
easily shown that minimizing MSE requires maximization of σ2s/σ2w, as with the NP detector.
The following corollary to Theorem 2 can also be established.
Corollary 1. When M →∞ and P = O(1/M)→ 0, the MSE of the LMMSE estimator of θ is
upper bounded by
MSE(θˆ) <
1
σ−2θ +
1
3
∑N
i=1
1
σ2v,i
, (41)
while the MSE achieved by the single-antenna FC is bounded by
σ2θ
1 + ζ
< MSE(θˆs) < σ
2
θ , (42)
where ζ = 1
2M
∑N
i=1
σ2
θ
dαi
σ2v,i
hHh → 0 in probability. When P → ∞, both MSEs converge from
above to the same lower bound:
MSE(θˆ, θˆs) ≥ 1
σ−2θ +
∑N
i=1
1
σ2v,i
. (43)
Proof: The proof essentially follows that for Theorem 2 and is thus omitted.
IV. ENERGY DETECTOR ANALYSIS AND SENSOR GAIN OPTIMIZATION
Obtaining the instantaneous CSI required for the NP detector consumes sensor power and
could be difficult in fast fading scenarios. Computing the NP test statistic also requires the
inverse of the M ×M channel-dependent matrix Cw, which may be challenging when M is
large. Consequently, it is of interest to study computationally simpler approaches for detection
in sensor networks that can be applied when the CSI for the sensors is unknown. In this section,
we examine the performance of the energy detector (ED), which decides H1 if
T =
1
M
yHy > γˆ , (44)
for some predefined threshold γˆ.
Under either H0 or H1, the test statistic T can be expressed as
T =
1
M
M∑
i=1
λi
2
χ2i (2) , (45)
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where λi is the ith eigenvalue of the covariance matrix Cw (under H0) or Cs +Cw (under H1)
and the χ2i (2) terms represent independent chi-squared random variables with two degrees of
freedom. Thus, while the ED test statistic does not require CSI, computing the ED probability
of detection P eD and false alarm P eFA does. When M is large, one could consider approximating
T as a normal random variable using the Central Limit Theorem. However, because the largest
N eigenvalues of λi will increase with M , Lindeberg’s condition is not satisfied and the normal
distribution can not provide a good approximation for T . Even if the distribution of T could be
computed, it would be a complicated function of the transmit gains a and would be difficult to
optimize. Instead, in the following we will use the so-called deflection [23], [26]–[28] of T as
the metric of detection performance, which will allow us to obtain an optimal value for a that
does not depend on CSI as M →∞.
A. Energy Efficiency
The deflection coefficient for a given test statistic T is defined as [23]
D(T ) =
(E{T |H1} − E{T |H0})2
Var{T |H0} . (46)
The deflection metric in (46) can be viewed as the normalized distance between the distributions
of T under H0 or H1, and is generally regarded as an accurate metric for characterizing detection
performance [26]. Note that a modified deflection is proposed in [28], which replaces Var{T |H0}
in (46) with Var{T |H1}. As mentioned below, both deflection statistics yield very similar
problem formulations that can be solved via the same approach. As derived in the following
theorem, one of the key properties of the energy detector for our WSN application is that the
sensor transmit power can be reduced by a factor of 1/
√
M to maintain a constant deflection as
M →∞.
Theorem 3. Assuming Rayleigh fading channels, the deflection of the test statistic T = 1
M
yHy
almost surely remains constant as M → ∞ provided that the sensor transmit power satisfies
|ai|2 = Pi√M for arbitrary constant Pi .
Proof: See Appendix C .
B. Sensor Gain Optimization
As with the NP detector, the proof of Theorem 3 shows that as M →∞, only the magnitude
|ai| of the sensor transmission gains influences the deflection. In this section, we address the
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problem of finding the |ai| that maximize the deflection under a sum power constraint. The
power allocation problem is formulated as
max
|ai|2
D (T ) (47)
s.t. aHa = P .
According to (C.5), we can rewrite (47) as
max
xi
xTddTx
xTBx+ 2σ
2
n
M
bTx+ σ
4
n
M
(48)
s.t. eTx = P
0 ≤ xi , i = 1, · · · , N ,
where
x = [|a1|2 · · · |aN |2]T (49a)
d =
[
1
dα1
· · · 1
dαN
]T
(49b)
B = diag
{
σ4v,1
d2α1
· · · σ
4
v,N
d2αN
}
(49c)
b =
[
σ2v,1
dα1
· · · σ
2
v,N
dαN
]T
(49d)
e = [1 · · · 1]T . (49e)
We note here that if the modified deflection of [28] is used instead, then the resulting problem
is identical to (48), except for the definitions of B and b, which become
B′ = diag
{
σ4v,1 + σ
2
v,1σ
2
θ
d2α1
· · · σ
4
v,N + σ
2
v,Nσ
2
θ
d2αN
}
(50a)
b′ =
[
σ2v,1 + σ
2
θ
dα1
· · · σ
2
v,N + σ
2
θ
dαN
]T
. (50b)
Thus, the solution to (48) described below can be applied directly to the modified deflection as
well.
Problem (48) is the maximization of the ratio of two quadratic functions under quadratic
constraints, which is referred to as a QCRQ problem. In [29], a solution to the QCRQ problem
is found by converting it to a semidefinite program (SDP) via rank relaxation, followed by an
eigendecomposition to find a rank-one result. However, in general, the optimality of the rank-one
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solution to the original problem can not be guaranteed. Consequently, here we take a different
approach and find an asymptotically optimal solution by maximizing an upper bound for (48)
that is tight when M →∞. In particular, we consider
max
xi
xTddTx
xTBx+ σ
4
n
M
(51)
s.t. eTx = P
0 ≤ xi , i = 1, · · · , N .
It is easy to verify that (51) provides an upper bound for (48) and that the bound is asymptotically
achieved when M →∞. Since M →∞, we could eliminate the second term in the denominator
of (51) as well, but we will see in the simulations that it is advantageous to keep it, especially
in situations where P is small. The simplification that arises when this term is dropped will be
discussed later, when asymptotic solutions for large P are investigated. In the following, we will
show that (51) can be converted to a quadratically constrained linear program (QCLP) [30] and
solved via standard convex optimization methods.
First, we rewrite (51) as
max
xi
xTddTx
xT B˜x
(52a)
s.t. eTx = P (52b)
0 ≤ xi , i = 1, · · · , N ,
where B˜ = B+ σ
4
n
MP 2
eeT . Since the objective function in (52a) is unchanged by a simple scaling
of x, we do not need to explicitly consider the constraint in (52b) in maximizing (52a), and the
optimal solution can be found via the following two steps:
1) Solve
max
xi
xTddTx
xT B˜x
(53)
s.t. 0 ≤ xi , i = 1, · · · , N .
2) Denote the result of (53) as x˜∗, then the optimal solution to (52a) is given by
x∗ =
1
eT x˜∗
x˜∗ . (54)
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To solve problem (53), we first rewrite it in the equivalent form
max
xi
xTddTx (55a)
s.t. xT B˜x = 1 (55b)
0 ≤ xi , i = 1, · · · , N .
To convert (55a) to a QCLP, we make the following two observations: (1) since the elements
of x and d are non-negative, maximizing xTddTx is equivalent to maximizing xTd, and (2)
we can relax the equality constraint in (55b) to an inequality xT B˜x ≤ 1, since we can always
increase the objective function in (55a) by scaling x up to meet the constraint with equality.
Thus, solving (53) is equivalent to solving the QCLP
min
xi
−xTd (56)
s.t. xT B˜x ≤ 1
0 ≤ xi , i = 1, · · · , N ,
for which straightforward convex optimization methods exist. The final result for the original
problem in (51) is found by scaling the optimal solution to (56) according to (54) to satisfy the
power constraint.
Our simulation results in Section V validate the use of the deflection to optimize detection per-
formance. In particular, we will see that performance improves as the deflection is increased and
that with the ai chosen to maximize the deflection, detection performance remains asymptotically
constant as M →∞ if the power constraint P is scaled by 1/√M .
C. Single-Antenna FC
For comparison purposes, we derive the deflection for the case of a single-antenna FC. Based
on the signal model in equations (28a) and (28b), the single-antenna deflection is given by
D(Ts) =
(E{Ts|H1} − E{Ts|H0})2
Var{Ts|H0}
=
(
σ2θa
HhhHa
aHFVFHa+ σ2n
)2
, (57)
where Ts = |y|2 and y, a, h and F are as defined in equation (28b). Unlike the deflection in (48)
when M → ∞, it is easy to verify that D(Ts) in (57) decreases monotonically as the norm
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of the transmission gain a decreases. If channel state information is available at the FC, then
the optimal gains that maximize D(Ts) are given by (34). A different approach is required in
the single-antenna case without CSI; for example, in the simulations later we assume the sensor
nodes transmit with equal power. We will also observe in the simulation results that when the
sum transmission power decreases, the probability of detection for the single-antenna FC will
decrease accordingly, while the performance of the multi-antenna FC remains constant as long
as the number of antennas increases proportionally to the square of the power decrease.
D. Asymptotic Closed-form Solutions
While convergence to a globally optimal solution is guaranteed for the QCLP problem de-
scribed above, we show here that direct closed-form solutions can be found for low and high
SNR scenarios P ≫ σ2n and P ≪ σ2n. When P ≫ σ2n, the size of xTBx in the denominator of
the objective function (48) will dominate the terms involving M , which are already small for
large M . Thus, for P ≫ σ2n, another upper bound for (48) is given by
xTddTx
xTBx+ 2σ
2
n
M
bTx+ σ
4
n
M
<
xTddTx
xTBx
. (58)
We can formulate the problem of maximizing this upper bound as
max
xi
xTddTx
xTBx
(59)
s.t. eTx = P
0 ≤ xi , i = 1, · · · , N ,
which has a closed-form solution since B and d have non-negative elements:
x∗ =
P
eTB−1d
B−1d , (60)
and the corresponding ai are
|ai| =
√√√√ P∑N
i=1
dαi
σ4v,i
d
α
2
i
σ2v,i
. (61)
Thus, for high SNR, after normalizing for distance, the sensors with the lowest measurement
noise are allocated higher power.
When P ≪ σ2n, the terms involving x in the denominator of (48) will decrease faster than
1/M , and thus the term σ
2
n
M
will eventually dominate. This leads to the simpler optimization
August 14, 2018 DRAFT
20
problem
max
xi
xTddTx (62)
s.t. eTx = P
0 ≤ xi , i = 1, · · · , N .
This is equivalent to maximizing the weighted sum xTd with constraint eTx = P , and the
optimal solution is to simply allocate all of the power to the sensor that is closest to the FC:
|ai| =


√
P i = argmini di
0 otherwise .
(63)
Later in the simulation results, we will show that the solutions in (61) and (63) provide good
approximations to the optimal solution of problem (56) for very large and very small values of
the available sum power P , respectively.
E. Detection Threshold Calculation
Once the transmission gains ai of the sensor nodes are optimized, we need to find the threshold
γˆ to achieve the desired PFA. In the following, we will show that asymptotically as M →∞, the
value of γˆ can be calculated according to (45) without requiring CSI. Under H0, the eigenvalues
of Cw are given by
lim
M→∞
λi{Cw} =

 Mηi + σ
2
n 1 ≤ i ≤ N
σ2n N < i ≤M ,
(64)
where ηi =
|ai|2σ2v,i
dα
i
. Substituting (64) into (45), we have
lim
M→∞
T =
N∑
i=1
1
2
(
ηi +
σ2n
M
)
χ2i (2) +
σ2n
2M
M∑
i=N+1
χ2i (2) . (65)
According to the Strong Law of Large Numbers,
lim
M→∞
σ2n
2M
M∑
i=N+1
χ2i (2) =
M −N
M
σ2n , (66)
and this equation holds almost surely. Then the right hand side of equation (65) can be viewed
as the sum of weighted chi-square variables plus a constant, and for a specific γˆ, the PFA is
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calculated as
PFA = Pr
(
lim
M→∞
T > γˆ|H0
)
= Pr
(
N∑
i=1
1
2
(
ηi +
σ2n
M
)
χ2i (2) > γˆ −
M −N
M
σ2n
)
(k)
=
N∑
i=1
(
ηi +
σ2n
M
)N−1
∏
l 6=i(ηi − ηl)
e
− 1
ηi+
σ2n
M
(γˆ−M−NM σ2n)
, (67)
where in (k) we used a result from [31], and we assume that the values of ηi are distinct. In
the limit the PFA expression is independent of the CSI, and the value of the threshold γˆ that
achieves the desired PFA can be found numerically using (67).
V. SIMULATION RESULTS
In the simulation examples that follow, we assume σ2θ = 1, σ2n = 0.3, α = 2 and N = 10
sensor nodes. The distances di were uniformly distributed over [2, 10], and the measurement
noise powers σ2v,i were uniformly distributed in the interval [0.25, 0.5]. Once generated, di and
σ2v,i were held fixed for all simulations. Each point in the following plots is the result of averaging
over 10000 trials for each of 300 scenarios; each trial involved a new random parameter θ, as
well as new noise realizations and each scenario has a new channel. Plots showing probability
of detection were computed assuming a false alarm probability of ǫ = 0.05. For the energy
detector, both the deflection and modified deflection gave essentially the same performance, so
only the results for the deflection are included.
Figs. 1 and 2 show the NP detection and LMMSE estimation performance for a single-antenna
FC and a multi-antenna FC with M = 50 as the available power P ranges from 0.1 to 400.
As predicted, as P grows, the performance benefit of having multiple antennas at the FC is
eventually lost, with both curves in Fig. 1 approaching the upper bound in (38) and both curves
in Fig. 2 approaching the lower bound in (43). However, in both cases the bound is reached
with a much smaller value of P in the multi-antenna case. Note also that for the multi-antenna
FC, use of the optimal sensor transmit gains can achieve significantly better performance than
equal power allocation when the sum transmit power is low.
Figs. 3 and 4 respectively present the detection and estimation performance of single- and
multi-antenna FCs for increasing M , with the sum power decreasing as O(1/M) according to
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the formula P =
∑N
i=1
σ2nd
α
i
2σ2v,iM
. The energy efficiency of the multi-antenna NP detector is evident,
as the MSE and PD are unchanged as M increases and P decreases; however, the performance
of the multi-antenna ED detector degrades with M as the sum power is decreasing at a rate
faster than 1/
√
M . The lower bound in (36) and the upper bound in (41) provide tight estimates
of the multi-antenna NP probability of detection and LMMSE estimation error, respectively. The
value of choosing the optimal sensor gains is evident in comparing the two detection curves for
the single-antenna FC, which show a large gap in performance between that achieved with the
optimal gains and simply assigning equal gains to all sensors. The latter approach provides a P sD
that is barely greater than P sFA, while the optimal sensor gains have much better performance,
although P sD is decreasing due to the reduction in power. The single-antenna upper bound in (37)
grows tight as M increases, and is decreasing towards the lower bound ǫ, albeit very slowly.
Fig. 5 illustrates the detection performance of the ED approach with P varying from 0.1 to
400. The optimal QCLP approach is plotted along with the low and high SNR approximations
in (61) and (63), the ED implemented with equal power allocation to all sensors, and the single-
antenna FC. The low SNR approximation matches the QCLP approach for P ≤ 1, while the
high SNR solution is optimal for P ≥ 20; in between these values, the QCLP algorithm provides
significantly better performance, although the equal power allocation is close for some values of
P . Unlike the NP detector, the single- and multiple-antenna ED solutions do not converge to the
same performance for large P ; we see in this example that there is a large performance benefit
in having a multi-antenna FC, even for large P . In Fig. 6, we compare NP and energy detection
performance as a function of M assuming that P = 15/
√
M . Consistent with our analytical
predictions, the ED with sensor gains chosen via the QCLP to maximize deflection has constant
PD, while the multi-antenna NP detector slowly improves and the single-antenna FC solutions
degrade as M increases.
VI. CONCLUSION
We have studied the detection and estimation performance of a sensor network communicating
over a coherent multiple access channel with a fusion center possessing a large number of
antennas. We studied Neyman-Pearson and energy detection, derived optimal sensor transmission
gains for each case, and showed that the optimal gains are phase-independent as the number of
antennas grows large. Similar to properties of massive MIMO wireless communications, one can
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trade antennas at the fusion center for energy efficiency at the sensors. For the case of Neyman-
Pearson detection and LMMSE estimation, which require channel state information, constant
levels of performance can be achieved if the transmit power at the sensors is reduced proportional
to the gain in the number of antennas. For energy detection, which does not require channel state
information, a constant deflection coefficient can be maintained if power is reduced proportional
to the inverse square root of the number of antennas. While bounds derived for Neyman-Pearson
detection and LMMSE estimation show performance gains for a multiple-antenna fusion center
in low sensor transmit power scenarios, the benefit is shown to disappear when the transmit
power is high. However, for the energy detector, having multiple antennas at the fusion center
provides a significant advantage even when the sensors have high power.
APPENDIX A
PROOF OF LEMMA 1
Substituting p(y|H1) and p(y|H0) from (5a) and (5b) into (4) and calculating the logarithm
of (4), we have
yH(C−1w − (Cs+Cw)−1)y > ln
(
γ(1+σ2θg(a))
)
, (A.1)
where g(a) = aHHHC−1w Ha, and in the above derivation we have used the following equality
ln(γ) + lndet(Cs +Cw)− lndet(Cw)
= ln(γ) + lndet(CsC
−1
w + IM)
(a)
= ln(γ) + ln
(
1 + λmax(CsC
−1
w )
)
= ln
(
γ(1 + σ2θg(a))
)
, (A.2)
where (a) is due to the fact that CsC−1w is a rank-one matrix and λmax(·) is the largest eigenvalue
of its matrix argument. Using the matrix inversion lemma, the left hand side of (A.1) is calculated
as
C−1w − (Cs +Cw)−1 =
σ2θ
1 + σ2θg(a)
C−1w Haa
HHHC−1w , (A.3)
and substituting (A.3) into (A.1) will produce the desired result.
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APPENDIX B
PROOF OF THEOREM 2
Beginning with the low transmit power case, assume the following suboptimal choice for the
transmission gains: |a¯i| =
√
σ2nd
α
i
2σ2v,iM
, which results in
P =
N∑
i=1
|a¯i|2 = 1
2M
N∑
i=1
σ2nd
α
i
σ2v,i
= O(1/M) , (B.1)
and hence P → 0 as M →∞. Substituting |a¯i| into (21), we have
g(a¯) =
1
3
N∑
i=1
1
σ2v,i
, (B.2)
where a¯ = [a¯1 · · · a¯N ]T . The value for g(a¯) can serve as a lower bound for g(a) when evaluated
at the optimal solution a∗ obtained using (26) and using P in (B.1) as the power constraint:
g(a∗) ≥ 1
3
N∑
i=1
1
σ2v,i
. (B.3)
Substituting (B.3) into (15), we have the lower bound for the multi-antenna FC:
PD ≥ ǫ
1
1+
σ2
θ
3
∑N
i=1
1
σ2
v,i > ǫ . (B.4)
For the single-antenna FC, based on (35) we have the following upper bound since P
σ2n
IN  R−1:
σ2s
σ2w
≤σ
2
θP
σ2n
hHh . (B.5)
Using (B.5) and (B.1) together with (32a) and (32b), it is easy to show that
P sD ≤ ǫ
1
1+ζ , (B.6)
where ζ = 1
2M
∑N
i=1
σ2
θ
dαi
σ2v,i
hHh. According to the Rayleigh channel model, hHh is the sum of
weighted chi-squared random variables, and for an arbitrary positive number τ we have
lim
M→∞
Pr (ζ >τ) ≤ lim
M→∞
Pr

σ2θN
4M
maxi
dαi
σ2
v,i
mini dαi
χ2(2N)>τ

 = 0 , (B.7)
where χ2(2N) denotes a chi-square variable with 2N degrees of freedom. Thus, ζ converges to 0
in probability and hence P sD converges to ǫ in probability.
From (21), it is clear that for very large M , g(a) is upper bounded by
g(a) ≤
N∑
i=1
1
σ2v,i
. (B.8)
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Note that the lower bound in (B.3) is one third the upper bound in (B.8). When P → ∞ and
hence |ai| is large, the upper bound in (B.8) can be asymptotically achieved even with an equal
power allocation |ai| =
√
P/N . Also, we see that to maximize the upper bound for g(a) in
this case, all the sensors should transmit. Plugging (B.8) into (15), we have the following upper
bound for PD:
PD ≤ ǫ
1
1+σ2
θ
∑N
i=1
1
σ2
v,i . (B.9)
For the single-antenna FC, according to (35), we have the following bound as P → ∞ since
(FVFH)−1  R−1:
σ2s
σ2w
≤ σ2θ
N∑
i=1
1
σ2v,i
. (B.10)
Using (B.10) together with (32a) and (32b) yields
P sD ≤ ǫ
1
1+σ2
θ
∑N
i=1
1
σ2
v,i . (B.11)
Note that for both (B.9) and (B.11), the inequality is asymptotically achieved as P →∞, which
completes the proof.
APPENDIX C
PROOF OF THEOREM 3
Using the definition in (46),
lim
M→∞
D (T ) =
(µe,1 − µe,0)2
σ2e,0
=
σ4θ
(∑N
i=1
|ai|2
dαi
)2
∑N
i=1
(
σ2v,i|ai|2
dαi
+ σ
2
n
M
)2
+ M−N
M2
σ4n
, (C.1)
where the parameters µe,1, µe,0 and σ2e,0 are defined and calculated below. For µe,1,
µe,1 = lim
M→∞
E
{
1
M
yHy
∣∣∣∣H1
}
= lim
M→∞
1
M
E
{
y˜H(Cw +Cs)y˜
}
= lim
M→∞
1
M
tr (Cw +Cs)
= lim
M→∞
1
M
tr
(
σ2θH
HHaaH+HHHDVDH
)
+ σ2n
(j)
=
N∑
i=1
(
σ2θ + σ
2
v,i
) |ai|2
dαi
+ σ2n , (C.2)
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where y˜ has distribution CN (0, IM) and in (j) we used (20). Similarly, we have
µe,0 = lim
M→∞
E
{
1
M
yHy
∣∣∣∣H0
}
=
N∑
i=1
σ2v,i|ai|2
dαi
+ σ2n , (C.3)
σ2e,0 = lim
M→∞
Var
{
1
M
yHy
∣∣∣∣H0
}
= lim
M→∞
1
M2
Var{y˜HCwy˜}
(h)
= lim
M→∞
1
M2
tr(C2w)
= lim
M→∞
N∑
i=1
(
σ2v,i|ai|2
dαi
+
σ2n
M
)2
+
(M −N)
M2
σ4n , (C.4)
where in (h) we used the following lemma proved in Appendix D:
Lemma 2. Given a complex Gaussian random vector z ∈ CM×1 with distribution CN (0, IM),
and a Hermitian matrix A ∈ CM×M , the variable zHAz has a variance Var{zHAz} = tr(A2) .
Introducing new variables xi = |ai|2, (C.1) is equivalent to
lim
M→∞
D (T ) =
σ4θ
(∑N
i=1
xi
dαi
)2
∑N
i=1
(
σ2v,ixi
dαi
+ σ
2
n
M
)2
+ M−N
M2
σ4n
=
σ4θx
TddTx
xTBx+ 2σ
2
n
M
bTx + σ
4
n
M
, (C.5)
where the variables x,d,B,b are defined in (49a)-(49d). Substituting xi = Pi√M into (C.5), we
obtain
lim
M→∞
D (T ) = lim
M→∞
σ4θp
TddTp
pTBp+ 2σ
2
n√
M
bTp+ σ4n
=
σ4θp
TddTp
pTBp+ σ4n
, (C.6)
where p = [P1 · · ·PN ], and we see that D(T ) is asymptotically independent of M . We also
observe from (C.5) that an asymptotically non-zero deflection requires that |ai|2 not decrease
faster than 1√
M
.
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APPENDIX D
PROOF OF LEMMA 2
We first rewrite zHAz as
zHAz =
M∑
i=1
λi(A)
2
χ2i (2) , (D.1)
where λi(A) are the eigenvalues of A and χ2i (2) are independent chi-squared variables with 2
degrees of freedom, which can be expressed as
χ2i (2) = z
2
i,1 + z
2
i,2 , (D.2)
where the independent variables zi,1 and zi,2 have normal distribution N (0, 1). Since zHAz can
be viewed as the sum of M independent variables, the variance of zHAz is calculated as
Var{zHAz} =
M∑
i=1
λ2i (A)
4
Var{χ2i (2)}
=
M∑
i=1
λ2i (A)
4
(
Var{z2i,1}+Var{z2i,2}
)
(u)
=
M∑
i=1
λ2i (A)
(t)
= tr(A2) , (D.3)
where (u) follows from
Var{z2i,k} = E{z4i,k} −
(
E{z2i,k}
)2
= 2 , (D.4)
and (t) is due to the fact that λ2i (A) are the eigenvalues of the matrix A2.
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Fig. 1. Probability of detection for NP detector vs. the value of P , with antenna number M = 50.
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Fig. 2. Mean squared error vs. the value of P , with number of antennas M = 50.
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Fig. 3. Probability of detection vs. number of antennas M .
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Fig. 4. Mean squared error vs. number of antennas M .
August 14, 2018 DRAFT
32
10−1 100 101 102
0
0.1
0.2
0.3
0.4
0.5
0.6
0.7
0.8
0.9
Sum Transmission Gain
Pr
ob
ab
ilit
y 
of
 D
et
ec
tio
n
 
 
QCLP solution in (56)
High transmit power solution in (61)
Low transmit power solution  in (63)
Equal power allocation
Equal power allocation (Single−antenna FC)
Multi−antenna FC, energy detector
Single−antenna FC, energy detector
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