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ON THE UNIVERSAL MOD p SUPERSINGULAR QUOTIENTS FOR GL2(F )
OVER Fp FOR A GENERAL F/Qp
YOTAM I. HENDEL
Abstract. Let F/Qp be a finite extension. We explore the universal supersingular mod p
representations of GL2(F ) by computing a basis for their spaces of invariants under the pro-
p Iwahori subgroup. This generalizes works of Breuil and Schein (from Qp and the totally
ramified cases to an arbitrary extension F/Qp). Using these results we then construct, for an
unramified F/Qp, a quotient of the universal supersingular module which has as quotients all
the supersingular representations of GL2(F ) with a GL2(OF )-socle that is expected to appear
in the mod p local Langlands correspondence. A construction in the case of an extension of Qp
with inertia degree 2 and suitable ramification index is also presented.
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1. Introduction
Let p be an odd prime, F/Qp a finite extension, OF its ring of integers and Fq=OF /(π) its
residue field where π is a uniformizer of OF . Classifying the smooth irreducible representations
of G = GL2(F ) over Fp, the algebraic closure of Fq, is crucial in order to establish a mod p
Langlands correspondence.
The first major progress in this area was done in [3] by Barthel and Livne´, and divided the
smooth irreducible representations admitting a central character into four possible classes. Two
key facts in proving this classification are that every irreducible representation of the maximal
compact subgroup K = GL2(OF ) arises from an irreducible representation of the finite group
GL2(Fq), and that EndG(ind
G
KZσ) ≃ Fp[T ]. Here ind
G
KZσ is the compact induction of an
irreducible representation σ of KZ (which will be defined in a detailed manner later), Z is
the center of G and Fp[T ] is the polynomial algebra generated by a single element T . Barthel
and Livne´ show that in all four cases the representations are quotients of indGKZσ/(T − λ · Id)
(up to a twist by an unramified character) and describe explicitly three of these classes. The
remaining fourth class of representations, called supersingular representations, is attained as1
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a quotient of indGKZσ/(T ), i.e. for λ = 0, and is still largely a mystery. The Barthel-Livne´
classification was later generalized to GLn(F ) by Herzig [10], and it was shown that in order
to fully understand the non-supersingular representations of GLn(F ), one first has to know the
supersingular representations for smaller ranks.
If F 6= Qp, even studying supersingular representations of GL2(F ) is a very hard task [6],[17].
The only case in which these representations are fully understood is when F = Qp. In this
case, the supersingular representations of G were first classified by Breuil [4] who proved that
indGKZσ/(T ) are irreducible via computation of the invariant subspace (ind
G
KZσ/(T ))
I(1), where
I(1) is the pro-p Iwahori subgroup, the subgroup of K such that the reduction modulo p of
every element is an upper triangular unipotent matrix of GL2(Fq). In [13] and [14], Schein
extended this method to totally ramified field extensions, and proved an irreducibility criterion
for supersingular representations.
In this article we use extensions of these methods to explore supersingular representations
further, in the case of an arbitrary finite field extension F/Qp. In particular, we compute the
space of I(1)-invariants of indGKZσ/(T ), as well as construct a universal module of which all the
supersingular representations with a prescribed K-socle are quotients (recall that the K-socle
of a K-module is the direct sum of its irreducible K-submodules).
Considering supersingular representations with a specific K-socle is of special interest since
it is conjectured that the mod p local Langlands correspondence should give a bijection between
certain supersingular representations with a K-socle prescribed by generalizations of the weight
part of Serre’s modularity conjecture (which are now known to be true for GL2(F ) [9]) and
certain Galois representations. This indeed holds for the case F = Qp where the mod p local
Langlands correspondence is completely understood.
1.1. Overview and main results. We give an overview of the article and state the main
results, we start by establishing the required notations. Let σ be a smooth irreducible mod p
representation of K with Frp the Frobenius automorphism and Sym
rj
j F
2
p = Sym
rjF
2
p◦Fr
pj
p . Then
we have σ = detω ⊗
f−1⊗
j=0
Sym
rj
j F
2
p for some natural numbers 0 ≤ rj ≤ p−1 and 0 ≤ ω ≤ q−2 (see
[3, Proposition 4]). We extend σ to KZ by setting the element π · Id ∈ Z to act trivially. Note
that each SymrjF
2
p can be considered as an (rj + 1)-dimensional vector space over Fp spanned
by {x
rj−k
j y
k
j }
rj
k=0. An elaborate discussion of these representations is given in Section 1.3.
For v ∈ Vσ and g ∈ G we define the function g ⊗ v : G→ Vσ by σ(k)(v) for kzg
−1 ∈ KZg−1
and 0 elsewhere. We then set the compact induction indGKZσ to be the Fp-vector space generated
by all such functions with the action g′ · (g ⊗ v) = g′g ⊗ v.
Now set α =
(
1 0
0 π
)
, β = α
(
0 1
1 0
)
and as a set of explicit coset representatives of
OF /(π
n) take In = {
n−1∑
i=0
πi[µi] : µi ∈ Fq} where [µ] is the canonical Teichmuller lift of µ
to OF and I0 = {0}. Recall that the Bruhat-Tits tree of G is a (q + 1)-regular tree with
vertices in bijection with the cosets G/KZ. By the Cartan decomposition we can take explicit
representatives:
G =
∐
n∈N
( ∐
µ∈In
(
πn µ
0 1
)
KZ
∐
µ∈In
β
(
πn µ
0 1
)(
0 1
1 0
)
KZ
)
,
and thus every function in indGKZσ is determined by its values on the vertices of the Bruhat-Tits
tree of G which are regarded as the cosets KZ
(
πn µ
0 1
)−1
and KZ
(
1 0
πµ πn+1
)−1
. We
now define explicitly elements of indGKZσ which will be I(1)-invariant (mod (T )) for specific
parameters.
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Definition 1.1. For n ≥ 1 and µ =
n−1∑
i=0
πi[µi] with µi−1 ∈ Fq define the following elements of
indGKZσ:
skn =
∑
µ∈In
(
πn µ
0 1
)
⊗ µkn−1
f−1⊗
j=0
x
rj
j where 0 ≤ k ≤ q − 1.
tsn =
∑
µ∈In
(
πn µ
0 1
)
⊗
f−1⊗
s 6=j=0
x
rj
j ⊗ x
rs−1
s ys where 0 ≤ s ≤ f − 1.
Let I denote the Iwahori subgroup of G, the following is Theorem 3.10.
Theorem 1.2. Let e and f be the ramification index and inertia degree of F/Qp respectively,
assume 2 < rl < p− 3 for 0 ≤ l ≤ f − 1 and define the following sets:
S lm = {s
pl(rl+1)
n }n≥m
⋃
{βs
pl(rl+1)
n }n≥m, Sm =
f−1⋃
l=0
S lm,
T lm = {t
l
n}n≥m
⋃
{βtln}n≥m, Tm =
f−1⋃
l=0
T lm.
Then an I-eigenbasis for the space (indGKZσ/(T ))
I(1) of I(1)-invariants as an Fp-vector space
is given by the images in indGKZσ/(T ) of the following sets:
{Id⊗ xr, α⊗ yr} : e = 1, f = 1 (Breuil)
S2
⋃
{Id⊗ xr, α⊗ yr}
⋃
T1 : e > 1, f = 1 (Schein)
S1
⋃
{Id⊗
f−1⊗
j=0
x
rj
j , α⊗
f−1⊗
j=0
y
rj
j } : e = 1, f > 1
S1
⋃
{Id⊗
f−1⊗
j=0
x
rj
j , α⊗
f−1⊗
j=0
y
rj
j }
⋃
T1 : e > 1, f > 1
Proof. Cases 1 and 2 were proved by Breuil [4, Theorem 3.2.4] and Schein [13, Theorem 2.24]
respectively. Cases 3 and 4 are proved as follows: The elements in the sets mentioned above are
shown to be I(1)-invariant in Proposition 3.2 using computations with the generators of I(1).
The proof is then divided into three parts (Lemmas 3.12, 3.13 and 3.14), where it is gradually
shown using properties of T (Proposition 2.1) that an I(1)-invariant element in indGKZσ/(T )
can be written as a linear combination of the required elements. Finally, using Lemma 3.7 the
elements in Sk and Tk are indeed distinct since they are I-eigenvectors with different eigenvalues
(here I is the Iwahori subgroup of K). 
Conclusion 1.3. EndG(ind
G
KZσ/(T )) = Fp (for proof see Conclusion 3.11).
Recall that K-socle of a K-module is the direct sum of its irreducible K-submodules. We
now wish to use our knowledge of (indGKZσ/(T ))
I(1) in order to construct a quotient Uρ¯ of
indGKZσ/(T ) such that every supersingular representationW with a certainK-socle that depends
on a modular Galois representation ρ¯ factors through.
Given a suitable irreducible Galois representation ρ¯ : Gal(F/F )→ GL2(Fq), one can associate
to it a multiset W (ρ¯) of irreducible mod p representations of K via Serre’s weight conjecture,
which for an unramified F/Qp is parametrized by the subsets of {0, . . . , f −1} (for an elaborate
discussion of Serre’s weight conjecture and its generalizations see [2], [7] or [15]). The conjectured
mod p local Langlands correspondence is expected to associate to ρ¯ a representation π(ρ¯) of
G whose K-socle is exactly
⊕
σ∈W (ρ¯)
σ (see [5]). As mentioned before, in the established case of
F = Qp, it was shown by Breuil that socKπ(ρ¯) =
⊕
σ∈W (ρ¯)
σ (see [4]).
In this spirit, we can state the second main theorem of the article, in which we construct
explicitly a G-module which has as quotients all the supersingular representations of G with a
K-socle that arises from Serre’s weight conjecture for some Galois representation. For a given
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generic ~r, this construction holds for an extension F/Qp where f = 2 and e < min{
rj
2 } (see
4.3). Note that for the sake of clarity a concrete computation exemplifying the general method
for a simple case (quadratic unramified extension of Qp) is presented in Example 4.1.
Theorem 1.4. Let F/Qp be a finite unramified extension, ρ¯ : Gal(Qp/F ) → GL2(Fp) be a
Galois representation, and σ∅ ∈W (ρ¯), then the following holds:
(1) There is an explicit construction of a quotient Uρ¯ of ind
G
KZσ∅ such that
⊕
σ∈W (ρ¯)
σ ⊆
socK(Uρ¯) and socK(Uρ¯) can only contain certain irreducible submodules (See Theorem
4.8 and Lemma 4.6 for the specific stipulations).
(2) The quotient Uρ¯ is universal for supersingular representations W of G with socK(W ) =⊕
σ∈W (ρ¯)
σ; assume there is a surjective map η : indGKZσ ։ W , then there exists a map η˜
such that the following diagram commutes,
indGKZσ W
Uρ¯
η
ϕ η˜
where ϕ is the reduction map taking an element in indGKZσ to its projection in Uρ¯.
Proof. The proof utilizes Proposition 3.8, in which the K-submodules of indGKZσ/(T ) generated
by some of the I(1)-invariants that were presented in Theorem 1.2 are computed and shown to be
irreducible. Start with indGKZσ∅, every K-module in W (ρ¯) can be obtained as a submodule of a
quotient (restricted to K) of indGKZσ∅. The combinatorial statement that shows this is possible
is essentially Lemma 4.6, and the procedure is done iteratively by a sequence of quotients by
modules of the form Φα(Tα(ind
G
KZσα)). Here, each σα is an irreducible representation of K,
Φα is a homomorphism obtained via Frobenius reciprocity from the inclusion of σα into the
previous step and Tα is the generator of EndG(ind
G
KZσα). The process depicted above is then
done simultaneously to yield a quotient U such that
⊕
σ∈W (ρ¯)
σ ⊂ socK(U) and such that U maps
surjectively toW . The latter is shown using the fact that W is supersingular, implying that any
non-zero map η : indGKZτ/(T − λ)→W for some τ must have that λ = 0. In a similar manner,
this time using quotients of the form Φα(ind
G
KZσα), we produce a quotient Uρ¯ of U such that f
factors through Uρ¯ and such that socK(Uρ¯) contains only submodules that participated in the
process that produced U (for more details see Theorem 4.8 and Lemma 4.6). 
To put this work in context, we mention a few related results. A work with a similarly explicit
approach for an unramified F/Qp was carried out by Morra in [11]. There, he completely
described the I-socle filtration of indGKZσ/(T ) where the latter is treated as K-module. We
consider indGKZσ/(T ) as a G-module, where determining the complete K-socle filtration is a
harder task, but in turn we gain different information. Additionally, while we study the spherical
Hecke algebra, EndG(ind
G
KZσ), a different approach is to study modules over the pro-p-Iwahori-
Hecke algebra EndG(ind
G
I(1)1), as done in [19] and [12]. One may pass from a supersingular
representation to a representation of the Iwahori-Hecke algebra by taking the I(1)-invariants of
a supersingular representation, this defines a functor and if F = Qp this is an equivalence of
categories. The merit of this approach is that the category of representations of the Iwahori-
Hecke algebra is much better behaved, but the downside is that if F 6= Qp we lose information
when passing to this category and the I(1)-invariants functor ceases to be an equivalence of
categories.
1.2. Acknowledgments. This work was carried out under the supervision of Dr. Michael
Schein in Bar-Ilan University, and the author wishes to express his deepest gratitude and thanks
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1.3. Notations and preliminaries. Recall that p is an odd prime, F/Qp is a finite extension
with e and f the ramification and inertia indices respectively, OF its ring of integers, Fq =
OF /(π) its residue field where π is a uniformizer of OF , and Fp an algebraic closure of Fq. We
also have G = GL2(F ), where K = GL2(OF ) ⊆ G is a maximal compact subgroup and Z the
center of G. The Iwahori subgroup of K, consisting of matrices which are upper triangular
modulo p, is denoted by I and its pro-p-Sylow subgroup by I(1), and we introduce the useful
elements w =
(
0 1
1 0
)
and α =
(
1 0
0 π
)
in G. Note that the element β = αw =
(
0 1
π 0
)
normalizes I(1).
The following are some useful results in modular combinatorics which are usually not refer-
enced. Let νp(x) be the additive p-adic valuation of x ∈ Q, then we have the following two
classical theorems ([18],[8]):
Theorem 1.5. Set m,n ∈ N and write them in base p, i.e. m =
k∑
s=0
msp
s, n =
k∑
s=0
nsp
s and
0 ≤ ns,ms ≤ p− 1.
1. (Lucas’ Theorem)
(
n
m
)
≡
k∏
s=0
(
ns
ms
)
mod p.
2. (Legendre’s Theorem) Set sp(n) =
k∑
s=0
ns, then νp(n!) =
n−sp(n)
p−1 .
A corollary of Legendre’s theorem which will be of use is that for 0 < m ≤ pk, we get
νp(
(pk
m
)
) = k − νp(m).
Definition 1.6. For positive integers i ≤ r, write i =
k1∑
j=0
ijp
j and r =
k2∑
s=0
rjp
j for the p-adic
expansions of i and r. We denote by ~i the vector (i0, i1, . . . , ik1) and define
~r∑
~i=~0
:=
∑
~i∈J
where
J = {~i : 0 ≤ ij ≤ rj,∀ 0 ≤ j ≤ f − 1}. We use these notations and the p-adic expansion of
numbers vastly throughout the paper. This should cause no confusion.
Next, set the compact induction of σ to be the space of locally constant functions
indGKZσ = {f : G→ Vσ|f(hg) = σ(h)(f(g)),∀g ∈ G,h ∈ KZ}
supported on finitely many cosets of G/KZ, with the G-action given by g · f(x) = f(xg). For
v ∈ Vσ define the function Id⊗ v ∈ ind
G
KZσ by,
(Id⊗ v)(g) =
{
σ(g)(v) : g ∈ KZ
0 : g /∈ KZ.
The space indGKZσ is generated as a G-module by the set {Id ⊗ v}v∈Vσ . Another construction
which will come into play is IndKI χ, the usual induction of a representation χ of I to K.
A model for indGKZσ is provided using the Bruhat-Tits tree of GL2(F ) denoted A, whose
vertices correspond to the cosets G/KZ.
Given n > 0, consider In = {[µ0] + π[µ1] + · · ·+ π
n−1[µn−1] : µi ∈ Fq} where [µ] ∈ OF is the
canonical Teichmuller lift of µ ∈ Fq and set I0 = {0}. In order to choose a coordinate system
on A with which we can do computations easily, for µ ∈ In we define g
0
n,µ =
(
πn µ
0 1
)
and
g1n,µ =
(
1 0
πµ πn+1
)
and note that α = g10,0 and that g
1
n,µ = βg
0
n,µw. Given µ ∈ Im where
m > n we also set the truncation operators [µ]n =
n−1∑
k=0
πk[µk] with [µ]0 = 0.
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In order to calculate using g0n,µ and g
1
n,µ, we need to know how to sum Teichmuller represen-
tatives. This is given in the following lemma.
Lemma 1.7. Let a, b ∈ Fq, then [a] + [b] ≡ [a+ b] + π
e[P0(a, b)] mod π
e+1, where
P0(a, b) =
aq
e
+ bq
e
− (a+ b)q
e
πe
.
Proof. See [14, Lemma 2.2]. 
We can now give G/KZ coordinates in term of g0n,µ and g
1
n,µ using the Cartan decomposition:
G =
∐
n∈N
( ∐
µ∈In
g0n,µKZ
∐
µ∈In
g1n,µKZ
)
,
implying that an element f˜ ∈ indGKZσ can be interpreted as a function from A to Vσ which
takes values on finitely many vertices.
In the spirit of [4], we set S0n and S
1
n to be the functions supported on cosets of the form
g0n,µKZ and g
1
n,µKZ respectively and also Sn = S
0
n
∐
S1n, B
∗
n =
n∐
k=0
S∗k and Bn =
n∐
k=0
Sk for
∗ ∈ {0, 1}. The cosets (or vertices) g0n,µKZ and g
1
n,µKZ are said to be of radius n.
Recalling the representation theory ofK, if σ : K → GL(Vσ) is an irreducible Fp-representation,
then it arises from a representation of the finite group GL2(Fq) via inflation. A model for Vσ is
given by the space of homogeneous polynomials Sym~rF
2
p =
f−1⊗
j=0
Sym
rj
j F
2
p for some ~r ∈ (Z/pZ)
f ,
with the basis {
f−1⊗
j=0
x
rj−ij
j y
ij
j }
~r
~i=~0
. The action of σ is then given by (up to a twist by a power of
det):
σ
(
a b
c d
)
(
f−1⊗
j=0
x
rj−ij
j y
ij
j ) =
f−1⊗
j=0
(ap
j
xj + c
pjyj)
rj−ij(bp
j
xj + d
pjyj)
ij .
It is easy to see that for such σ the space of invariants σI(1) is one dimensional and spanned by
the element
f−1⊗
j=0
x
rj
j and thus if 1 ≤ rj ≤ p− 2 for 0 ≤ j ≤ f − 1 then σ is determined by the I
action on σI(1). It is also evident that Id⊗
f−1⊗
j=0
x
rj
j generates ind
G
KZσ as a G-module.
Fix Qp an algebraic closure of Qp. We recall that by Serre’s weight conjecture and its
generalizations, given a continuous irreducible Galois representation ρ¯ : Gal(Qp/F )→ GL2(Fp)
one can associate to it a multiset W (ρ¯) of irreducible mod p representations of GL2(Fq). For
this reason, throughout the article irreducible representations of GL2(Fq) will be called Serre
weights. This set is of interest to us since it is expected that socK(π(ρ¯)) =
⊕
σ∈W (ρ¯)
σ where π(ρ¯)
is the representation associated to ρ¯ by the conjectural mod p local Langlands correspondence
[5].
2. Properties of I(1)-invariants
2.1. The action of T , the generator of EndG(ind
G
KZσ). In this section we prove some
properties of I(1)-invariants that will help us determine (indGKZσ/T )
I(1) in Theorem 3.10 for a
Serre weight σ = detω ⊗Sym~rF
2
p. Recall that,
I(1) =
{(
a b
πc d
)
∈ I, a ≡ d ≡ 1 mod π for a, b, c, d ∈ OF
}
,
and notice that the following decomposition holds for every m ∈ I(1):(
πa+ 1 b
πc πd+ 1
)
=
(
1 (πd+ 1)−1b
0 1
)(
1 0
πcǫ−1 1
)(
ǫ 0
0 πd+ 1
)
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where ǫ = π(a− cb(πd + 1)−1) + 1. To verify that s ∈ (indGKZσ/(T ))
I(1), it is enough to check
that s is invariant under the three types of matrices for a, b, c, d ∈ OF ,
u+(b) =
(
1 b
0 1
)
, u−(πc) =
(
1 0
πc 1
)
and u(a, d) =
(
πa+ 1 0
0 πd+ 1
)
.
Note that since Z acts trivially the action of the third generator is reduced to the action of
u(a, 0) =
(
πa+ 1 0
0 1
)
where a ∈ OF .
The next proposition gives an explicit description of the operator T which generates EndG(ind
G
KZσ)
and on which further computations rely heavily.
Proposition 2.1. Let v =
~r∑
~i=0
c~i
f−1⊗
j=0
x
rj−ij
j y
ij
j . For n ≥ 1 and µ ∈ In we have:
T (g0n,µ ⊗ v) =
∑
λ∈I1
g0n+1,µ+πnλ ⊗
~r∑
~i=0
c~i(−λ)
i
f−1⊗
j=0
x
rj
j + g
0
n−1,[µ]n−1
⊗ c~r
f−1⊗
j=0
(µp
j
n−1xj + yj)
rj ,
T (g1n,µ ⊗ v) =
∑
λ∈I1
g1n+1,µ+πnλ ⊗
~r∑
~i=0
c~r−~i(−λ)
i
f−1⊗
j=0
y
rj
j + g
1
n−1,[µ]n−1
⊗ c~0
f−1⊗
j=0
(xj + µ
pj
n−1yj)
rj ,
and for n = 0,
T (Id⊗ v) =
∑
λ∈I1
g01,λ ⊗
~r∑
~i=0
c~i(−λ)
i
f−1⊗
j=0
x
rj
j + α⊗ c~r
f−1⊗
j=0
y
rj
j ,
T (α⊗ v) =
∑
λ∈I1
g11,λ ⊗
~r∑
~i=0
c~r−~i(−λ)
i
f−1⊗
j=0
y
rj
j + Id⊗ c~0
f−1⊗
j=0
x
rj
j .
Proof. Using formulas (4) to (8) of [4], the proof is a straightforward computation as in [14]. 
Remark 2.2. Note that T is injective since T (g ⊗ v) is supported on at least two different
neighbors for every vertex g ∈ A.
2.2. A toolbox for computations regarding I(1)-invariants.
Lemma 2.3. Let χ : I → F
∗
p be a character. The principal series representation Ind
K
I χ is a
(q+1)-dimensional vector space and it is generated by Id⊗1. Furthermore, if χ does not factor
through the determinant then it has a unique irreducible quotient and it is of length is 2f as a
K-module. An explicit description for the elements f˜ ∈ IndKI χ is given by (cw, cλ ∈ Fp),
f˜ = cww ⊗ 1 +
∑
λ∈I1
cλ
(
1 0
λ 1
)
⊗ 1.
Proof. It can be easily verified that K/I =
{(
0 1
1 0
)
I
}
∪
{(
1 0
λ 1
)
I
}
λ∈I1
with |K/I| =
q + 1. The description of the socle filtration of the principal series is given in [1] or in [6,
Theorem 2.4]. 
Lemma 2.4. Let σ = detω ⊗Sym~rF
2
p be a Serre weight, 0 < r < q − 1, and let 0 6= v ∈ σ
I(1).
Then ∑
λ∈I1
λq−r−1
(
1 0
λ 1
)
v + (−1)ω
(
0 1
1 0
)
v = 0,
and we have,
(i)
∑
λ∈I1
(
1 0
λ 1
)
v = 0,
(ii)
∑
λ∈I1
(
1 0
λ 1
)
v +(−1)ω
(
0 1
1 0
)
v = 0.
Moreover, if r = 0, only (i) holds and if r = q − 1, only (ii) holds.
8 YOTAM I. HENDEL
Proof. Every v ∈ σI(1) is a scalar multiple of
f−1⊗
j=0
x
rj
j , computing:∑
λ∈I1
λq−r−1
(
1 0
λ 1
)
f−1⊗
j=0
x
rj
j =
∑
λ∈I1
λq−r−1
f−1⊗
j=0
(xj + λ
pjyj)
rj = −
f−1⊗
j=0
y
rj
j .
Noting that
f−1⊗
j=0
y
rj
j = (−1)
ω
(
0 1
1 0
)
f−1⊗
j=0
x
rj
j finishes the proof.
The computations in the case r = 0 and r = q − 1 are similar. 
Definition 2.5. For the Serre weight σ = detw⊗Sym~rF
2
p and for n ≥ 0 we define the following
elements of indGKZσ:
(1) tsn =
∑
µ∈In
g0n,µ⊗
f−1⊗
s 6=j=0
x
rj
j ⊗ x
rs−1
s ys where 0 ≤ s ≤ f − 1.
(2) skn =
∑
µ∈In
g0n,µ ⊗ µ
k
n−1
f−1⊗
j=0
x
rj
j where 0 ≤ k ≤ q − 1, and s
k
0 = Id⊗
f−1⊗
j=0
x
rj
j .
Proposition 2.6. For the Serre weight σ = detω⊗Sym~rF
2
p, the set {β
ts0n : n ∈ N0, t ∈ {0, 1}}
is a basis for (indGKZσ)
I(1). Furthermore, we have
(1) If 0 < r ≤ q−1, the KZ-module generated by s0n is isomorphic to σ and hence irreducible
and the one generated by βs0n is isomorphic to a reducible (q+1)-dimensional principal
series for all n ≥ 0.
(2) If r = q − 1, then s0n + βs
0
n−1 generates an irreducible one dimensional KZ-module for
all n ≥ 1.
(3) If r = 0, s0n + βs
0
n−1 generates an irreducible one dimensional KZ-module isomorphic
to σ for all n ≥ 0.
Proof. The proof is similar to [13, Proposition 2.5], we include a proof for the convenience of
the reader.
For the first part of the proposition we use [3, Proposition 14]. We have that S(G,Sym~r F
2
p)
I(1)
is the module of functions ϕ : G→
f−1⊗
j=0
Sym
rj
j F
2
p which are locally constant, compactly supported
modulo KZ on the left and for which ϕ(kgi) = σ(k)ϕ(g) for all k ∈ KZ with g ∈ G and
i ∈ I(1). The proposition states that S(G,Sym~r F
2
p)
I(1) has a basis of {ψn}n∈Z where each ψn
is supported on KZα−nI(1) and satisfies ψn(α
−n) =
f−1⊗
j=0
x
rj
j if n ≤ 0 and ψn(α
−n) =
f−1⊗
j=0
y
rj
j
otherwise. Also, we have
∐
µ∈In
g0n,µKZ = I(1)Zα
−nKZ and
∐
µ∈In
g1n,µKZ = I(1)Zβα
−nKZ (cf.
[3]). Since g⊗ v ∈ indGKZσ represents a function supported on KZg
−1, we see that ψn = A
0
n(σ)
and ψ−n−1 = A
1
n(σ), proving the first part of the proposition.
Note that A1n(σ) and A
0
n(σ) are eigenvectors for the standard I-action [3, Proposition 15]. In
order to compute the KZ-modules they generate it is enough to compute their linear combina-
tions over KZ/I, as given in Lemma 2.4:
KZ/I =
{
Z
(
0 1
1 0
)
I
}
∪
{
Z
(
1 0
λ 1
)
I
}
λ∈I1
.
The KZ-module generated by A00(σ) = Id ⊗
f−1⊗
j=0
x
rj
j is irreducible and isomorphic to σ. Com-
puting the KZ linear combinations of A01(σ), we see that each is supported on a different coset
of the same radius, and thus they are linearly independent and the generated module is q + 1
dimensional.
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Since A10(σ) is an I-eigenvector, we have a ϕ ∈ HomI(χA10 , ind
G
KZσ|I) for the suitable character
χA10 of I such that ϕ(1) = (−1)
wα⊗
f−1⊗
j=0
y
rj
j . Using Frobenius reciprocity [3, Subsection 2.1], we
get a map of K-modules B(ϕ) : IndKI χA10 → ind
G
KZσ and B(ϕ)(Id ⊗ 1) = α⊗
f−1⊗
j=0
y
rj
j .
Since Id ⊗ 1 generates IndKI χA10 , the image of Ind
K
I χA10 is generated by α ⊗
f−1⊗
j=0
y
rj
j . As
α⊗
f−1⊗
j=0
y
rj
j generates a q+1 dimensional module, B(ϕ) is an isomorphism onto its image by di-
mension considerations, and thus A10(σ) generates a q+1-dimensional principal series. Recalling
that T is an injective map ofG-modules and that T (A0n(σ)) = A
0
n+1(σ) and T (A
1
n(σ)) = A
1
n+1(σ)
the proof is complete.
Let r = q − 1, then A01(σ) and A
1
0(σ) are I(1) invariants and so are their sum. Since
λr = λq−1 = 1, we see that A01(σ) +A
1
0(σ) is an eigenvector for the action of the cosets of K/I:(
1 0
λ 1
)
(A01(σ) +A
1
0(σ)) =
∑
ν∈I1
g01,ν ⊗ (1− λν)
r
f−1⊗
j=0
x
rj
j
+ α⊗ λr
f−1⊗
j=0
y
rj
j
(
0 1
1 0
)
(A01(σ) +A
1
0(σ))
=
∑
ν∈I1
g01,ν ⊗ (−1)
w(−ν)r
f−1⊗
j=0
x
rj
j
+ g01,0 ⊗ (−1)
w
f−1⊗
j=0
x
rj
j + (−1)
wα⊗
f−1⊗
j=0
y
rj
j .
Using the injectivity of T as before, one gets that A0n(σ) + A
1
n−1 generates an irreducible one
dimensional module.
Let r = 0, and observe that T (A00(σ)) =
∑
λ∈I1
g01,λ⊗1 + α ⊗ 1 = A
0
1(σ) + A
1
0(σ). Now,
A00(σ) = Id ⊗ 1 generates a 1-dimensional KZ-subomodule isomorphic to σ, and so does its
image under T . Since T 2(A00(σ)) = A
0
2(σ)+A
1
1(σ)+A
0
0(σ), form ≥ 0 we have that T
m(A00(σ)) =
m∑
s=0
∑
µ∈Is
g
1−δs,m
s,µ ⊗ 1 where δs,m is the parity Kronecker delta function taking 1 when s and m
are of the same parity and 0 otherwise. Hence, T n(A00(σ)) − T
n−2(A00(σ)) = A
0
n(σ) +A
1
n−1(σ)
for all n ≥ 2. 
The next proposition generalizes [13, Corollary 2.6], and we will use it extensively.
Proposition 2.7. Let W be a G-module, x ∈ W and assume that x is an I(1)-invariant and
that the KZ-submodule of W generated by x is irreducible and isomorphic to a Serre weight
σ = detω⊗Sym~rF
2
p. Define x
0
n =
∑
µ∈In
g0n,µx, x
1
n = βx
0
n =
∑
µ∈In
g1n,µwx.
Then for n ≥ 0 the elements xsn for s = 0, 1 are I(1)-invariant. If r > 0, then for n ≥ 0
if x0n 6= 0 it generates a KZ-submodule of W which is irreducible and isomorphic to σ. If
r = 0 then for n ≥ 0 the KZ-submodule of W generated by x0n + (−1)
wx1n−1 is either trivial or
isomorphic to σ.
Proof. The proof is analogous to the proof of [13, Corollary 2.6]. 
Lemma 2.8. Let n ≥ 1. For every set-theoretic map f : In → Fp there exists a unique
polynomial P ∈ Fp[z0, .., zn−1] in which each variable appears with degree at most q−1 and such
that f(µ) = P (µ0, µ1, . . . , µn−1) for all µ ∈ In.
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Proof. For n = 1 the argument of [4, Lemma 3.1.6] can be used with a slight change, the result
then follows from the proof of [14, Lemma 2.1]. 
3. Computation of I(1)-invariants
3.1. I(1)-invariants in indGKZσ/(T ). In this section we will compute explicitly the I(1)-invariant
space of indGKZσ/(T ) and the KZ-modules generated by the elements of this space. Note
that henceforth r =
f−1∑
j=0
rjp
j denotes the parameter arising from the representation σ =
detω ⊗Sym~rF
2
p of K and we assume that 2 < rj < p − 3 for 0 ≤ j ≤ f − 1 unless stated
otherwise. We start by noting that for a, b, c ∈ OF and [µ0] = µ ∈ I1 the following identities
hold: (
1 b
0 1
)(
π µ
0 1
)
=
(
π [b0 + µ0]
0 1
) (
1 B(µ, b)
0 1
)
︸ ︷︷ ︸
Acts trivially on
f−1⊗
j=0
x
rj
j .
,
where B(µ, b) = πe−1[P0(µ, b0)] + [b1] + π[b2] + π
2[b3] + . . . and P0(µ, b0) is a polynomial arising
from addition in the ring of Witt vectors as in Lemma 1.7.(
1 0
πc 1
)(
π µ
0 1
)
=
(
π µ
0 1
)(
1− πcµ −µ2c
π2c 1 + πcµ
)
︸ ︷︷ ︸
Acts trivially on
f−1⊗
j=0
x
rj
j .
,
(
πa+ 1 0
0 1
)(
π µ
0 1
)
=
(
π µ
0 1
) (
πa+ 1 aµ
0 1
)
︸ ︷︷ ︸
Acts trivially on
f−1⊗
j=0
x
rj
j .
.
Definition 3.1. Let M ≤ indGKZσ/(T ) be an H-submodule where I(1) ≤ H ≤ G. We
say that an element s ∈ indGKZσ/(T ) is a non-trivial I(1)-invariant mod M if its image in
(indGKZσ/(T ))|H/M is a non-trivial I(1)-invariant.
Proposition 3.2. Let skn and t
s
n be the elements of ind
G
KZσ/(T ) as defined in Definition 2.5,
then we have the following:
(1) If n ≥ 1 and k 6= r we have skn ∈ Im(T ) for 0 ≤ kj ≤ rj and 0 ≤ j ≤ f − 1.
(2) If n = 1 the element srn is a non-trivial I(1)-invariant. If n ≥ 2, then s
r
n ∈ Im(T ).
(3) If f > 1, for n ≥ 1 and 0 ≤ l ≤ f − 1 then s
pl(rl+t)
n is a non-trivial I(1)-invariant
mod < {s
pl(rl+s)
n }0≤s≤t−1 >G where 0 ≤ t ≤ p − rl − 1. If f = 1 the claim is true for
n ≥ 2.
(4) Set n ≥ 1. If e > 1, for 0 ≤ k ≤ f − 1 and r > 2ps the element tsn is a non-
trivial I(1)-invariant. If e = 1, then tsn is a non-trivial I(1) invariant mod <
{sp
(f+s−1)m
n }1≤m≤p−1 >G.
Proof.
(1) For n = 1, by Proposition 2.1, taking v =
f−1⊗
j=0
x
rj−kj
j y
kj
j with k 6= r and c~k = 1, we have
T (Id⊗ v) =
∑
µ∈I1
g01,µ ⊗ (−µ0)
k
f−1⊗
j=0
x
rj
j = (−1)
ksk1 .
For n ≥ 2, since T is G-equivariant we compute to get that,
T ((−1)k
∑
µ∈In−1
g0n−1,µ ⊗ v) = (−1)
k
∑
µ∈In−1
g0n−1,µT (Id⊗ v) =
∑
µ∈In−1
g0n−1,µs
k
1 = s
k
n.
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(2) Notice that by Proposition 2.1 we have
T (Id⊗
f−1⊗
j=0
y
rj
j ) = (−1)
rsr1 + α⊗
f−1⊗
j=0
y
rj
j .
Since β normalizes I(1), the element α ⊗
f−1⊗
j=0
y
rj
j = β(Id ⊗
f−1⊗
j=0
x
rj
j ) is an I(1)-invariant
and thus so is sr1. Furthermore, s
r
1 /∈ Im(T ) since Id⊗
f−1⊗
j=0
x
rj
j /∈ Im(T ).
If n ≥ 2 we see that srn ∈ Im(T ) since
T (
∑
µ∈In−1
g0n−1,µ ⊗
f−1⊗
j=0
y
rj
j ) = (−1)
rsrn +
∑
µ∈In−2
g0n−2,[µ]n−2 ⊗
∑
λ∈I1
f−1⊗
j=0
(λp
j
xj + yj)
rj ,
where the right-most expression sums up to 0 because
∑
λ∈I1
λk = 0 for k 6= q − 1.
(3) Considering elements of the form s
pl(rl+t)
n , we see in view of Proposition 2.1 that the
coefficient of
f−1⊗
j=0
x
rj
j is polynomial in µn−1 of degree that cannot appear in Im(T ).
By Lemma 2.8, these polynomials have a unique presentation so s
pl(rl+t)
n are not trivial.
Take n = 1 and 0 ≤ t ≤ p−rl−1, we start by computing the action of the three generator
types as the remark in the beginning of Section 2 suggests. The elements u−(πc) and
u(a, 0) act trivially on sk1 and in particular u
−(πc)u(a, 0)(s
pl(rl+t)
1 )− s
pl(rl+t)
1 = 0 for all
a, c ∈ OF . Applying u
+(b),
(
1 b
0 1
)
s
pl(rl+t)
1 − s
pl(rl+t)
1 =
∑
µ∈I1
g01,µ ⊗
(
(µ − b0)
pl(rl+t) − µp
l(rl+t)
) f−1⊗
j=0
x
rj
j
=
rl−1∑
s=0
(−b0)
pl(rl+t−s)
(
rl + t
sl
)
sp
ls
1
+
t−1∑
m=0
(−b0)
pl(t−m)
(
rl + t
rl +m
)
s
pl(rl+m)
1 .
Using (1.), we see that sp
ls
1 ∈ Im(T ) for 0 ≤ s ≤ r, and recalling the assumptions we
see that s
pl(rl+t)
1 is invariant as claimed. If f = 1, then s
plrl
1 = s
r
1, which is not trivial,
and in that case the elements are invariant for n ≥ 2. Using Proposition 2.7 with
W = (indGKZσ/(T ))/ < {s
pl(rl+s)
n }0≤s≤t−1 >G and x = s
pl(rl+t)
1 finishes the proof.
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(4) Recalling e is the ramification index of F/Qp (and δe,h the Kronecker delta function),(
1 b
0 1
)
ts1 − t
s
1 =
∑
µ∈I1
g01,[µ+b0] ⊗
f−1⊗
s 6=j=0
x
rj
j ⊗ x
rs−1
s (B(µ, b)
psxs + ys)− t
s
1
=
∑
µ∈I1
g01,µ ⊗
f−1⊗
s 6=j=0
x
rj
j ⊗ x
rs−1
s ((δe,1P0(b, [µ − b0]) + b1)
psxs + ys)− t
s
1
= δe,1
∑
µ∈I1
g01,µP0(b0, µ− b0)
ps ⊗
f−1⊗
j=0
x
rj
j + b
ps
1 s
0
1︸ ︷︷ ︸
∈ Im(T )
.
(
1 0
πc 1
)
ts1 − t
s
1 =
∑
µ∈I1
g01,[µ](−cµ
2)p
s
⊗
f−1⊗
j=0
x
rj
j = (−c)
pss2p
s
1 .
(
πa+ 1 0
0 1
)
ts1 − t
s
1 =
∑
µ∈I1
g01,[µ](aµ)
ps ⊗
f−1⊗
j=0
x
rj
j = a
pssp
s
1 .
We see that ts1 is clearly an I(1)-invariant if r > 2p
s and e > 1. If e = 1, the degrees
of µ appearing in P0(b0, µ− b0)
ps are {p(s−1)m}1≤m≤p−1. We get,
P0(b0, µ− b0)
ps =
p−1∑
k=1
µkp
f+s−1
(−b0)
pf+s−1(p−k)
(p
k
)
p
=
p−1∑
k=1
ck(b0, s)µ
kpf+s−1,
for some non-zero constants cs(b0, s). Thus, t
s
1 is an invariant mod < {s
p(s−1)m
1 }1≤m≤p−1 >G.
Furthermore, ts1 is not trivial as it clearly is not in the image of T . The result for arbi-
trary n ≥ 2 follows using Proposition 2.7.

Corollary 3.3. Let n ≥ 1, and let Q(z0, . . . , zn−1) ∈ Fp[z0, . . . , zn−1] be a polynomial in which
each variable appears with degree at most q−1. Set dzn−1 := degzn−1(Q), and assume dzn−1 6= r
and that each digit (dzn−1)j in the p-adic expansion of dzn−1 satisfies 0 ≤ (dzn−1)j ≤ rj . Then
the element
∑
µ∈In
g0n,µ ⊗Q(µ)
f−1⊗
j=0
x
rj
j lies in Im(T ).
Proof. By Proposition 3.2(1) we have sk1 ∈ Im(T ) if 0 ≤ kj ≤ rj and k 6= r, which covers the
case n = 1. If n ≥ 2, let Q′ be the polynomial obtained from Q by substituting zn−1 = 1. The
claim now follows since for every k as above,
∑
µ∈In
g0n,µ ⊗Q
′([µ]n−1)µ
k
n−1
f−1⊗
j=0
x
rj
j =
∑
µ∈In−1
g0n−1,µQ
′(µ)sk1 ∈ Im(T ).

The following example shows that the elements in Proposition 3.2 are the correct generaliza-
tion of the elements Q0n(σ) and Q
1
n(σ) defined in [13]. Also, the computation itself shows that
invariants arising from different digits, i.e. elements tsn and s
ps(rs+1)
n for different 0 ≤ s ≤ f − 1,
are somewhat independent.
Example 3.4. Take n ≥ 1, if f > 1 and rj > 0 for 0 ≤ j ≤ f − 1, then the elements s
r+plt
n are
not I(1)-invariant mod < {sr+mp
l
n }1≤m≤t−1 >G for 0 ≤ t ≤ p− r − 1 and 0 ≤ l ≤ f − 1.
ON THE UNIVERSAL MOD p SUPERSINGULAR QUOTIENTS FOR GL2(F ) FOR A GENERAL F/Qp 13
Proof. If f = 1, then sr+p
lt
n = s
r0+plt
n and this is an invariant for n ≥ 2 by Proposition 3.2 or by
[13]. Otherwise, calculate (recall that we write mj for the p-adic expansion of m),(
1 b
0 1
)
sr+p
lt
1 − s
r+plt
1 =
r+plt−1∑
m=0
(−b0)
r+plt−m
( f−1∏
l 6=j=0
(
rj
mj
))(
rl + t
ml
)
sm1 .
But elements of the form sr−p
k+tpl
1 for some k 6= l exist in this sum and cannot be obtained via
T . Since u+(b)
∑
µ∈I1
g01,µs
k
n =
∑
µ∈I1
g01,µ+b0u
+(B(µ, b))skn for the B(µ, b) presented in Proposition
3.2, we see that sr+p
lt
n cannot be invariant for n ≥ 2. 
3.2. The Serre weights generated by I(1)-invariants in indGKZσ/(T ). We turn to develop
tools in order to compute the KZ-modules generated by different I(1)-invariants.
Lemma 3.5. Assume M is a K-module and s ∈M is an I(1)-invariant on which I acts via a
character χ, where χ does not factor through the determinant and χ(πId) = 1. Define
ℓs =
{
x ∈ IndKI χ : cwws +
∑
λ∈I1
cλ
(
1 0
λ 1
)
s = 0
}
,
where we use the description of x given in Lemma 2.3, then IndKI χ/ℓs ≃< s >K . Furthermore,
if dim < s >KZ≤ dimσχ, then < s >KZ≃ σχ where σχ is the unique Serre weight where the
I-action on σ
I(1)
χ is via χ.
Proof. Let s be an I(1)-invariant and assume that I acts on s via an Fp-valued character χ.
This defines a map ϕ ∈ HomI(χ,M|I), with ϕ(1) = s. Consider the map B(ϕ) : Ind
K
I χ → M
obtained by Frobenius reciprocity and note that B(ϕ)(Id ⊗ 1) = s. Since IndKI χ is spanned
by Id ⊗ 1 as a K-module, < B(ϕ)(Id ⊗ 1) >K= ImB(ϕ) =< s >K⊆ M , and since ImB(ϕ) ≃
IndKI χ/ kerB(ϕ), in order to calculate < s >KZ , one can compute kerB(ϕ).
By Lemma 2.3 every f ∈ IndKI χ is of the form f = cww⊗ 1+
∑
λ∈I1
cλ
(
1 0
λ 1
)
⊗ 1, and since
B(ϕ)(Id ⊗ 1) = s, by the following ker(B(ϕ)) = ℓs,
B(ϕ)(f) = cwws+
∑
λ∈I1
cλ
(
1 0
λ 1
)
s.
For the second part, since IndKI χ has a unique irreducible quotient by Lemma 2.3, so does
< s >K≃ Ind
K
I χ/ℓs, implying that dimσχ ≤ dim < s >KZ . 
Remark 3.6. Since I(1) is pro-p every character χ : I(1) → F
×
p is trivial. In particular, this
means that every I-eigenvector f˜ ∈ indGKZσ is an I(1)-invariant (see [3, Lemma 3]).
Equipped with Lemma 3.5, we turn to compute the dimensions of the KZ-submodules gen-
erated by the invariants found earlier in this section. We begin with a computation for the
representatives of K/I:
(1)
(
0 1
1 0
)
g01,µ = g
0
1,µ−1
(
−µ−1 0
0 µ
)(
1 0
µ−1π 1
)
for µ 6= 0.
(2)
(
0 1
1 0
)
g01,µ = α
(
0 1
1 0
)
for µ = 0.
(3) Let ν = µ(1 + λµ)−1 and assume µ 6= −λ−1,(
1 0
λ 1
)
g01,µ = g
0
1,ν
(
(1 + λµ)−1 0
λπ 1 + λµ
)
= g01,ν
(
1− λν 0
λπ (1− λν)−1
)
.
(4)
(
1 0
λ 1
)
g01,µ = α
(
1 λ−1π
0 1
)(
−λ−1 0
0 λ
)(
0 1
1 0
)
for µ = −λ−1.
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Lemma 3.7. Let
(
a b
c d
)
= i ∈ I, then its action on the invariants as in Proposition 3.2 is
the following:
i) i · skn = a
r−2k(ad)k+ωskn. Note that r − 2k =
f−1∑
j=0
(rj − 2kj)p
j .
ii) i · tsn = a
r−2ps(ad)p
s+ωtsn. Note that r − 2p
s =
f−1∑
j=0
(rj − 2δj,s)p
j .
Proof. The I-action factors through I/I(1) =
{(
a 0
0 d
)}
a,d∈F×q
:
i) i · skn =
∑
µ∈In
g0n,ad−1µ ⊗ µ
k
n−1a
r(ad)ω
f−1⊗
j=0
x
rj
j = a
r−2k(ad)k+ωskn.
ii) i · tsn =
∑
µ∈In
g0n,ad−1µ ⊗ a
r−psdp
s
(ad)ω
f−1⊗
s 6=j=0
x
rj
j ⊗ x
rs−1
s ys = a
r−2ps(ad)p
s+ωtsn. 
Proposition 3.8. The images of the following elements, when they are I(1)-invariant, generate
in the proper quotients of indGKZσ/(T ) irreducible KZ-submodules of the following dimensions
(where the exact conditions and quotients are as given in Proposition 3.2):
(i) The element Id⊗
f−1⊗
j=0
x
rj
j generates an irreducible KZ-submodule isomorphic to σ.
(ii) If f > 1, then s
pk(rk+1)
n generates an irreducible KZ-submodule isomorphic to
detω+p
k(rk+1)⊗Sym~r−2p
k(rk+1)F
2
p for all n ≥ 1. If f = 1 it generates an irreducible
KZ-submodule isomorphic to detω+r+1⊗Symp−r−3F
2
p for all n ≥ 2.
(iii) The element tsn generates an irreducible KZ-submodule isomorphic to det
ω+ps ⊗Sym~r−2p
s
F
2
p
for all n ≥ 1.
Proof.
(i) We have the quotient map indGKZσ → ind
G
KZσ/(T ) sending Id⊗
f−1⊗
j=0
x
rj
j to its image. By
Frobenius reciprocity we have a non-zero map ψ : σ → indGKZσ/(T )|KZ sending
f−1⊗
j=0
x
rj
j
to Id ⊗
f−1⊗
j=0
x
rj
j ∈ ind
G
KZσ/(T )|KZ . Since σ is irreducible ψ is an isomorphism onto its
image.
(ii) Assume f > 1 and set k′ = pk(rk + 1) for convenience. In a fashion similar to previous
calculations, one computes (λ 6= 0):(
1 0
λ 1
)
sk
′
1 =
∑
µ∈I1
g01,µ ⊗ µ
k′(1− λµ)r−k
′
f−1⊗
j=0
x
rj
j + α⊗ (−1)
k′λr−k
′
f−1⊗
j=0
y
rj
j ,
(
0 1
1 0
)
sk
′
1 =
∑
µ∈I1
g01,µ ⊗ (−1)
r+ωµr−k
′
f−1⊗
j=0
x
rj
j .
Concluding and expanding the above, a general element of < sk
′
1 >KZ is given by∑
λ∈I1
cλ
(
1 0
λ 1
)
sk
′
1 + cw
(
0 1
1 0
)
sk
′
1
=
∑
λ∈I1
cλ
( r−k′∑
s=0
(−λ)s
(
r − k′
s
)
sk
′+s
1 + (−1)
k′λr−k
′
α⊗
f−1⊗
j=0
y
rj
j
)
+ cw(−1)
r+ωsr−k
′
1 .
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We now bound dim < sk
′
1 >KZ in order to use Lemma 3.5. Note that by Theorem
1.5
(r−pk(rk+1)
s
)
=
f−1∏
k,k+16=j=0
(rj
sj
)(p−1
sk
)(rk+1−1
sk+1
)
. This implies that the s-th summand is
zero unless 0 ≤ sj ≤ rj for j 6= k, k + 1, and 0 ≤ sk ≤ p − 1 and 0 ≤ sk+1 ≤ rk+1 − 1.
Additionally, if 0 ≤ rk+1+sk ≤ rk and k
′+s 6= r we get that k′+s < r and consequently
that sk
′+s
1 ∈ Im(T ), allowing us to also ignore elements s
k′+s
1 where p−rk−1 ≤ sk ≤ p−1.
Since
∑
λ∈I1
λs = 0 unless s = q−1, taking cλ = λ
q−1−d where
(r−k′
d
)
= 0 or sk
′+d
1 ∈ Im(T )
and cw = 0 yields q− (p− rk − 1)(rk+1)
f−1∏
k,k+16=j=0
(rj +1)− 1 linear combinations. Note
that for d = q − 1− r + k′, taking cλ = (−1)
k′+1λd we get that,
∑
λ∈I1
cλ
(
1 0
λ 1
)
sk
′
1 =
∑
µ∈I1
g01,µ ⊗ (−µ)
r
f−1⊗
j=0
x
rj
j + α⊗
f−1⊗
j=0
y
rj
j = T (Id⊗
f−1⊗
j=0
x
rj
j ) ∈ Im(T ).
An additional linear combination is obtained for cλ = λ
q−1−(r−2k′) and cw = (−1)
ω+1.
We get that dim < s
pk(rk+1)
1 >KZ= q+1−dim ℓsk′1
≤ (p−rk−1)(rk+1)
f−1∏
k,k+16=j=0
(rj+
1). By Lemma 3.7, we see that the I-action on s
pk(rk+1)
1 determines a Serre weight
τ of dimension (p − rk − 1)(rk+1)
f−1∏
k,k+16=j=0
(rj + 1). Using Lemma 3.5, we have <
s
pk(rk+1)
1 >KZ≃ τ , and by Proposition 2.7 the statement is true for n ≥ 2. If f = 1, this
is exactly [13, Proposition 2.19].
(iii) The proof uses the same considerations as in ii.

Lemma 3.9. The image of the I(1)-invariant sr1 = (−1)
r+1α⊗
f−1⊗
j=0
y
rj
j in ind
G
KZσ/(T ) generates
a KZ-submodule of length 2f − 1 and dimension q + 1−
f−1∏
j=0
(rj + 1).
Proof. From computations similar to Proposition 3.8 we conclude that
dim ℓsr1 = dim(Im(T )∩ < s
r
1 >KZ) =
f−1∏
j=0
(rj + 1).
Using Lemma 3.5 we have < sr1 >KZ≃ Ind
K
I χ/ℓsr1 , implying that dim(Ind
K
I χ/ < s
r
1 >KZ) equals
the dimension of the unique irreducible quotient of IndKI χ, proving the statement. 
3.3. A basis for the space (indGKZσ/(T ))
I(1). We can now give a complete description of
(indGKZσ/T )
I(1). For the sets Bn as defined in Section 1.3, set B
I(1)
n ⊂ ind
G
KZσ/(T ) to be the
set of elements f˜ ∈ indGKZσ/(T ) which are I(1)-invariant and have a lift in ind
G
KZσ which is
supported in Bn.
Theorem 3.10. Recall that e and f are respectively the ramification index and inertia degree
of F/Qp, assume 2 < rj < p− 3 for 0 ≤ j ≤ f − 1 and define the following sets (for s
k
n and t
k
n
as in Definition 2.5):
S lm = {s
pl(rl+1)
n }n≥m
⋃
{βs
pl(rl+1)
n }n≥m, Sm =
f−1⋃
l=0
S lm,
T lm = {t
l
n}n≥m
⋃
{βtln}n≥m, Tm =
f−1⋃
l=0
T lm.
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Then an I-eigenbasis for the space (indGKZσ/(T ))
I(1) of I(1)-invariants as an Fp-vector space
is given by the following sets:
{Id⊗ xr, α⊗ yr} : e = 1, f = 1 (Breuil)
S2
⋃
{Id⊗ xr, α⊗ yr}
⋃
T1 : e > 1, f = 1 (Schein)
S1
⋃
{Id⊗
f−1⊗
j=0
x
rj
j , α⊗
f−1⊗
j=0
y
rj
j } : e = 1, f > 1
S1
⋃
{Id⊗
f−1⊗
j=0
x
rj
j , α⊗
f−1⊗
j=0
y
rj
j }
⋃
T1 : e > 1, f > 1
Conclusion 3.11. EndG(ind
G
KZσ/(T )) ≃ Fp.
Proof. The element Id⊗
f−1⊗
j=0
x
rj
j must be sent to a scalar multiple of itself by each endomorphism
since by Lemma 3.7 there are no other elements in the basis of (indGKZσ/(T ))
I(1) with the same
I-eigenvalue. Since Id⊗
f−1⊗
j=0
x
rj
j generates ind
G
KZσ/(T ) as a G-module, we are done. 
The proof of Theorem 3.10 is divided into three lemmas. Cases 1 and 2 were proved by Breuil
[4, Theorem 3.2.4] and Schein [13, Theorem 2.24] respectively, we prove the new Cases 3 and 4.
Lemma 3.12. Let f˜ ∈ Bn\Bn−1 with image in B
I(1)
n , and write f˜ = f˜
0
n + f˜
1
n + f
′ for f˜∗n ∈ S
k
n,
∗ ∈ {0, 1} and f ′ ∈ Bn−1. Then we have,
f˜0n =
∑
µ∈In
g0n,µ ⊗
(
c(µ)
f−1⊗
j=0
x
rj
j +
f−1∑
k=0
dk(µ)
f−1⊗
k 6=j=0
x
rj
j ⊗ x
rk−1
k yk
)
,
f˜1n =
∑
µ∈In
g1n,µ ⊗
(
c′(µ)
f−1⊗
j=0
y
rj
j +
f−1∑
k=0
d′k(µ)
f−1⊗
k 6=j=0
y
rj
j ⊗ y
rk−1
k xk
)
,
where c(µ), c′(µ), d(µ), d′(µ) are specializations at µ of polynomials c, c′, d, d′ ∈ Fp[z0, . . . , zn−1]
of degree not greater than q − 1 in each variable zj .
Proof. We prove the lemma for f˜0n and n ≥ 0. For f˜
1
n, apply β and notice that βf˜
1
n ∈ S
0
n, and
β2 acts trivially.
For n ≥ 0, observe the action of the matrix
(
1 πn
0 1
)
∈ I(1):(
1 πn
0 1
)(
πn µ
0 1
)
=
(
πn µ
0 1
)(
1 1
0 1
)
.
Set f˜0n =
∑
µ∈In
g0n,µ ⊗ vµ where vµ =
~r∑
~i=~0
c~i(µ)
f−1⊗
j=0
x
rj−ij
j y
ij
j . Using the description of Im(T ),
as given in Proposition 2.1, combined with the fact that f˜ ∈ Bn and f˜
0
n ∈ S
0
n, we have the
following: (
1 πn
0 1
)
f˜0n − f˜
0
n =
∑
µ∈In
g0n,µ ⊗
((
1 1
0 1
)
vµ − vµ
)
∈ Im(T ),
=⇒ Aµ :=
(
1 1
0 1
)
vµ − vµ =
~r∑
~i=~0
c~i(µ)
f−1⊗
j=0
x
rj−ij
j (xj + yj)
ij − vµ ∈ Fp
f−1⊗
j=0
x
rj
j .
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We now show that if a symmetric polynomial of the form
(1)
(
1 1
0 1
)
vµ − vµ =
~r∑
~i=~0
c~i(µ)
f−1⊗
j=0
x
rj−ij
j (xj + yj)
ij −
~r∑
~i=~0
c~i(µ)
f−1⊗
j=0
x
rj−ij
j y
ij
j
lies in Fp
f−1⊗
j=0
x
rj
j , then c~i(µ) = 0 unless
~i = ~0 or ik = δk,k0 for some k0.
Let {ek}
f−1
k=0 be a basis of R
f . Consider the directed graph X = (Xv ,Xe) whose vertices are
Xe = {
f−1∑
k=0
akek : 0 ≤ ak ≤ rk} ∩Z
f and whose directed edges are Xv = {(~i,~j) : ∃k, ~i = ~j + ek}.
By a directed path in this graph we mean a sequence of consecutive direct edges.
Every v ∈ Sym~rF
2
p can be viewed as a function on Xe taking values in Fp, where~i corresponds
to
f−1⊗
j=0
x
ij
j y
rj−ij
j . In this interpretation the function corresponding to Aµ is supported on {~r}.
We see from (1) that a non-zero value of vµ on a vertex ~i can only contribute to values of Aµ
on a vertex ~j if there is a non-trivial directed path from ~i to ~j, i.e. if and only if jk ≤ ik for all
k and jk0 < ik0 for some k0.
Now, if~i = ~r− ek for some k, then the value of Aµ on~i depends only on the value of vµ on ~r,
but since Aµ vanishes on every ~j 6= ~r, we must have c~r(µ) = 0. By repeating this argument, we
deduce that vµ can only take non-zero values on ~0 and {ek}
f−1
k=0, i.e. c~i = 0 for
~i /∈ {~0}∪{ek}
f−1
k=0,
as these are the only vertices which contribute to nothing besides a value of Aµ on ~r.
Since c~0(µ) and {cek(µ)}
f−1
k=0 are maps from In to Fp, by Lemma 2.8 there exist unique
polynomials c and {dk}
f−1
k=0 of degree at most q − 1 such that c(µ) = c~0(µ) and dk(µ) = cek(µ)
for all µ ∈ In. 
Lemma 3.13. Let f˜ ∈ Bn\Bn−1 with image in B
I(1)
n , and write f˜ = f˜
0
n + f˜
1
n + f
′ for f˜0n, f˜
1
n
and f ′ as in Lemma 3.12. Then dk and d
′
k are constant for all 0 ≤ k ≤ f − 1. If e = 1 then
dk = d
′
k = 0.
Proof. The proof is similar to the case f = 1 ([13, Theorem 2.24]) and we prove it by induction.
Write
f˜0n =
∑
µ∈In
g0n,µ ⊗
(
c(µ)
f−1⊗
j=0
x
rj
j +
f−1∑
k=0
dk(µ)
f−1⊗
k 6=j=0
x
rj
j ⊗ x
rk−1
k yk
)
,
and assume inductively that dk is independent of the parameters µn−i for i ≤ m. The case
m = 0 is trivial, in order to prove that dk are independent of µn−m−1 for m > 0 we observe that(
1 πn−m
0 1
)(
πn µ
0 1
)
=
(
πn µ′
0 1
)(
1 z
0 1
)
,
where µt = µ
′
t for all 0 ≤ t < n−m, with µn−m + 1 = µ
′
n−m and z ∈ OF . Also notice that for
t > n −m the digits of µ′ are different than those of µ, but since we know by induction that
dk is independent of µn−t for t ≤ m, the change of variables from µ
′ to µ does not affect dk(µ).
Now, we can compute:(
1 πn−m
0 1
)
f˜0n − f˜
0
n =
∑
µ∈In
g0n,µ ⊗ c˜(µ)
f−1⊗
j=0
x
rj
j
+
∑
µ∈In
g0n,µ ⊗
f−1∑
k=0
(
dk([µ]n−m−1, µn−m−1 − 1)− dk([µ]n−m−1, µn−m−1)
) f−1⊗
k 6=j=0
x
rj
j ⊗ x
rk−1
k yk.
Note that c˜(µ) is a polynomial in Fp[µ0, . . . , µn−1] which depends on m, with degrees (p− 1)p
j
of µn−1 not appearing for 0 ≤ j ≤ f − 1. Using Proposition 2.1 we see that u
+(πn−m)f˜0n − f˜
0
n ∈
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Fp
f−1⊗
j=0
x
rj
j . Since any two elements of the form
f−1⊗
j=0
x
rj−ij
j y
ij
j are linearly independent for different
indices i 6= i′, we must have dk(µ0, . . . , µn−m−1 − 1) − dk(µ0, . . . , µn−m−1) = 0 for all k, and
thus dk is independent of µn−m−1 and by induction, constant.
Now assume e = 1, and observe that for b ∈ I1,(
1 πn−1[b]
0 1
)(
πn µ
0 1
)
=
(
πn [µ]n−1 + π
n−1[µn−1 + b]
0 1
)(
1 P0(µn−1, b)
0 1
)
,
where P0(µn−1, b) is the Witt polynomial of Lemma 1.7. Computation yields,(
1 πn−1[b]
0 1
)
f˜0n − f˜
0
n(2)
=
∑
µ∈In
g0n,µ ⊗
(
c([µ]n−1, [µn−1 − b])− c([µ]n−1, [µn−1])
) f−1⊗
j=0
x
rj
j
+
∑
µ∈In
g0n,µ ⊗
f−1∑
k=0
dk
(
P0(µn−1 − b, b)
pk
f−1⊗
j=0
x
rj
j
)
∈ Im(T ).
Recall that for all 0 ≤ k ≤ f − 1 we have,
P0(µn−1 − b, b)
pk =
( p−1∑
s=1
µsp
f−1
n−1 (−b)
q−spf−1
( q
spf−1
)
p
)pk
=
p−1∑
s=1
λs(b, k)µ
spk−1
n−1 ,
where λs(b, k) ∈ F
×
p .
Assume dk are non-zero and let c[µ]n−1(x) =
q−1∑
j=0
aj([µ]n−1)z
j ∈ Fp[z] be a polynomial such
that c[µ]n−1(µn−1) = c(µ), where aj ∈ Fp[z1, . . . , zn−1] are suitable polynomials (which exist by
Lemma 2.8).
Observe that P0(b, µ− b)
pk has a non-zero monomial of the form (−b)p
k−1
µ
(p−1)pk−1
n−1 (if k = 0,
it has a monomial of the form (−b)p
f−1
µ
(p−1)pf−1
n−1 ). Write
q−1∑
j=0
a˜j([µ]n−1)µ
j
n−1 := c[µ]n−1(µn−1 − b)− c[µ]n−1(µn−1)(3)
=
q−1∑
j=0
aj([µ]n−1)
( j−1∑
s=0
(−b)j−s
(
j
s
)
µsn−1
)
.(4)
By assumption, (2) lies in Im(T ), and since rk < (p− 1), by the description of Im(T ) we must
have a˜(p−1)pk−1([µ]n−1) + (−b)
pk−1 = 0 for all b ∈ F×q . Expanding (4), for each b ∈ F
×
q we have
an equation,
a˜(p−1)pk−1([µ]n−1) =
q−1∑
m=(p−1)pk−1+1
am([µ]n−1)(−b)
m−(p−1)pk−1
(
mk−1
p− 1
)
= −(−b)p
k−1
.
Multiplying each of these equations by (−b)−p
k−1
, and summing them together,
(5)
q−1∑
m=(p−1)pk−1+1
am([µ]n−1)
(
mk−1
p− 1
) ∑
b∈F×q
(−b)m−p
k
=
∑
b∈F×q
−1.
The elements on the left hand side of (5) are zero except when m− pk ≡ 0 mod q − 1. In that
case, pk−1 < m = pk and so
(mk−1
p−1
)
= 0. We conclude the left side of (5) equals zero. Since the
right hand side of the equation equals 1, it must be that dk = 0 for all 0 ≤ k ≤ f − 1.
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The argument holds for k = 0 as well, recalling that the polynomials we work with are
subjected to the relation xq = x. For f˜1n, as in Lemma 3.12, apply β and note that βf˜
1
n ∈ S
0
n
and β2f˜1n = f˜
1
n. 
Lemma 3.14. Let f˜ ∈ Bn\Bn−1 with image in B
I(1)
n , and f˜
0
n, f˜
1
n and f
′ as before. Then
c(µ) =
f−1∑
k=0
c˜kµ
pk(rk+1)
n−1 and c
′(µ) =
f−1∑
k=0
c˜′kµ
pk(rk+1)
n−1 and c˜k and c˜
′
k are independent of µ, where
c(µ) and c′(µ) are as defined in Lemma 3.12.
Proof. Assume f > 1. Since we know that elements of the form tsn =
∑
µ∈In
g0n,µ⊗
f−1⊗
s 6=j=0
x
rj
j ⊗
xrs−1s ys are I(1)-invariant by Proposition 3.2, we use Lemma 3.13 to assume f˜
0
n =
∑
µ∈In
g0n,µ ⊗
c(µ)
f−1⊗
j=0
x
rj
j .
If n = 0 the claim follows trivially. For n ≥ 1, as in the previous lemma, the following
difference lies in Im(T ):(
1 −πn−1
0 1
)
f˜0n − f˜
0
n
=
∑
µ∈In
g0n,µ ⊗ (c([µ]n−1, [µn−1 + 1]) − c([µ]n−1, [µn−1])︸ ︷︷ ︸
:= ∆c
)
f−1⊗
j=0
x
rj
j ∈ Im(T ).
First, note that by the explicit description of Proposition 2.1, the possible degrees k of µn−1
that can appear in ∆c must satisfy 0 ≤ kj ≤ rj for all 0 ≤ j ≤ f−1. We claim that the possible
degrees k, of µn−1 in c(µ) must have either 0 ≤ kj ≤ rj for all 0 ≤ j ≤ f − 1, or be of the form
k = pl(rl + 1) for some 0 ≤ l ≤ f − 1.
Otherwise, there is a summand µkn−1 in c(µ) where kj0 > rj0 for some j0 and k 6= p
j0(rj0 +1).
Without loss of generality assume there is no other monomial µk
′
n−1 in c(µ) such that kj ≤ k
′
j
for all j. We have
(µn−1 + 1)
k − µkn−1 =
k−1∑
i=0
f−1∏
j=0
(
kj
ij
)
µin−1,
and this implies ∆c contains all monomials of the form µk−p
l
n−1 where 0 ≤ l ≤ f−1 (recall
(kj
ij
)
= 0
if ij > kj). In particular µ
k−pj1
n−1 appears in ∆c for j1 such that j1 6= j0 and kj1 > 0, and since
kj0 > rj0 and k 6= p
j0(rj0 + 1), this cannot be.
Thus, using Corollary 3.3, we can assume f0n is of the form
f0n =
∑
µ∈In
g0n,µ ⊗
(
Q([µ]n−1)µ
r
n−1 +
f−1∑
k=0
c˜k([µ]n−1)µ
pk(rk+1)
n−1
)
f−1⊗
j=0
x
rj
j ,
where c˜k and Q depend only on [µ]n−1. Assume n ≥ 2. By Proposition 2.1 we have (−1)
rsr1 +
α ⊗
f−1⊗
j=0
y
rj
j ∈ Im(T ), so we have following equality modulo Im(T ) (where we set Q˜(µ) =
(−1)r+1Q(µ)):
∑
µ∈In
g0n,µ ⊗Q([µ]n−1)µ
r
n−1
f−1⊗
j=0
x
rj
j =
∑
µ∈In−1
g0n−1,µQ(µ)s
r
1(6)
=
∑
µ∈In−1
g0n−1,µα⊗ Q˜(µ)
f−1⊗
j=0
y
rj
j =
∑
µ∈In−1
g0n−2,µ ⊗ Q˜(µ)
(
1 [µn−2]
0 1
) f−1⊗
j=0
y
rj
j .(7)
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This implies we can replace every term as in the LHS of 6 by a term as in the RHS of 7 in
f without changing f˜1n. If n = 1, we can just replace s
r
1 by (−1)
r+1α ⊗
f−1⊗
j=0
y
rj
j , this does not
change f˜11 .
We prove inductively similarly to the previous lemma that c˜k are independent of [µ]n−m for
1 ≤ m ≤ n − 1. Assume n ≥ 2, for n = 1 the statement is clear. If m = 1, this is clear by the
definition of c˜k(µ). Now, assume that c˜k are independent of µn−i for all i < m, and observe
that, (
1 πn−m
0 1
)
f˜0n − f˜
0
n
=
∑
µ∈In
g0n,µ ⊗
f−1∑
k=0
c˜k([µ
′]n−m+1])µ
′p
k(rk+1)
n−1 − c˜k([µ]n−m+1)µ
pk(rk+1)
n−1
f−1⊗
j=0
x
rj
j ,
where µ′j = µj for j < n−m, with µ
′
n−m = µn−m − 1 and for j > n−m we have µ
′
j = µj + zj
for some zj(µn−m, . . . , µn−2) ∈ Fp. This is equal to,
=
∑
µ∈In
g0n,µ ⊗
f−1∑
k=0
(
c˜k([µ]n−m, µn−m − 1)− c˜k([µ]n−m, µn−m)
)
µ
pk(rk+1)
n−1
f−1⊗
j=0
x
rj
j(8)
+
∑
µ∈In
g0n,µ ⊗
f−1∑
k=0
rk∑
j=0
c˜k([µ]n−m, µn−m − 1)µ
jpk
n−1z
pk(rk+1)−jp
k
n−1
(
rk + 1
j
) f−1⊗
j=0
x
rj
j .
Now, µn−1 can have degree greater than p
krk only in the first line of (8), and we conclude by
Proposition 2.1 that c˜k([µ]n−m, µn−m − 1) = c˜k([µ]n−m, µn−m). This implies c˜k is independent
of µn−m as required.
The proof for f˜1n is by applying β and redoing this procedure, it does not alter f˜
0
n.
If f = 1, this was proven in [13]. 
Proof. (of Theorem 3.10) By Lemma 3.7 we see that the elements of S1 (and of T1 if e > 1) are
I-eigenvectors, and that those with different I-actions must be linearly independent. Elements
in the two sets above with the same I-action are linearly independent because their linear
combinations have degrees of the digits µj which cannot appear in Im(T ) by the description
given in Proposition 2.1.
Now, assume f > 1 and f˜ ∈ indGKZσ such that its image in the quotient is in B
I(1)
n (where
n ≥ 1 is minimal). By the three lemmas f˜0n can be written as a linear combination of elements
of the form s
pk(rk+1)
n and tkn, and the same holds for f˜
1
n with βs
pk(rk+1)
n and βtkn. These elements
are I(1)-invariant in the quotient, so for n ≥ 2, the image of f˜ − f˜0n − f˜
1
n in the quotient is in
Bn−1
I(1)
, and if n = 1, then f˜ − f˜01 − f˜
1
1 is supported on B0. By reiterating this procedure, we
arrive at f˜0 = f˜ − f
′ = Id⊗ v0+α⊗ v1 where f
′ is I(1) invariant in the quotient and supported
on Bn\B0, implying that f˜0 ∈ (ind
G
KZσ/(T ))
I(1). Now, a simple computation finishes the proof.(
1 1
0 1
)
f˜0 − f˜0 = Id⊗
(
1 1
0 1
)
v0 − v0 ∈ Im(T ).
By Proposition 2.1, this implies the following:(
1 1
0 1
)
v0 − v0 =
f−1∑
k=0
ck(
f−1⊗
k 6=j=0
x
rj
j ⊗ x
rk−1
k (xk + yk)−
f−1⊗
k 6=j=0
x
rj
j ⊗ x
rk−1
k yk) = 0.
We conclude that ck = 0 and v0 ∈ Fp
f−1⊗
j=0
x
rj
j . A similar argument holds for α⊗ v1. If f = 1 this
was proved in [13]. 
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3.4. A generalization of the elements tsn and their generated Serre weights.
Definition 3.15. Let ~k ∈ Nf0 be such that 0 ≤ kj ≤ rj. We generalize the elements t
s
n presented
before by setting t
~k
n =
∑
µ∈I1
g0n,µ ⊗
f−1⊗
j=0
x
rj−kj
j y
kj
j and T˜
~i
n =< {t
~i′
n}~i′≤~i >G.
Note that t01 = T (Id⊗
f−1⊗
j=0
x
rj
j ) and T˜
~0
1 = T (ind
G
KZσ) (r > 0).
Proposition 3.16. Assume 0 ≤ kj ≤
⌊ rj
2
⌋
− 1 for all 0 ≤ j ≤ f − 1 and e > 1. Then
t
~k
n ∈ ind
G
KZσ/T˜
~k−~em
n is a non-trivial eigenvector for the I-action and in particular t
~k
n is I(1)-
invariant for 0 ≤ m ≤ f − 1. Furthermore, the KZ-submodule generated by t
~k
n is irreducible
and isomorphic to the Serre weight detω+k ⊗
f−1⊗
j=0
Sym
rj−2kj
j F
2
p.
Proof. We compute the action of u(a, 0), u+(b) and u−(πc) similarly to Proposition 3.2:(
1 b
0 1
)
t
~k
1 − t
~k
1 =
∑
µ∈I1
g01,[µ+b0] ⊗
f−1⊗
j=0
x
rj−kj
j (b
pj
1 xj + yj)
kj − t
~k
1
=
~k∑
~i=~0
(
k
i
)
bi1
∑
µ∈I1
g01,µ ⊗
f−1⊗
j=0
x
rj−kj+ij
j y
kj−ij
j − t
~k
1
=
~k∑
~i=~0
(
k
i
)
bi1t
~k−~i
1 − t
~k
1,
(
1 0
πc 1
)
t
~k
1 − t
~k
1 =
~k∑
~i=~0
(
k
i
)∑
µ∈I1
g01,µ ⊗ (−cµ
2)i
f−1⊗
j=0
x
rj−kj+ij
j y
kj−ij
j − t
~k
1,
(
πa+ 1 0
0 1
)
t
~k
1 − t
~k
1 =
~k∑
~i=~0
(
k
i
)∑
µ∈I1
g01,µ ⊗ (aµ)
i
f−1⊗
j=0
x
rj−kj+ij
j y
kj−ij
j − t
~k
1 .
We continue by induction on ~k. For ~k = ~0 we have t
~k
1 = A
0
1 ∈ (ind
G
KZσ)
I(1) and it generates a
KZ-submodules isomorphic to σ by Proposition 2.6. The element t
~k
1 is also an eigenvector for
the I-action. Now, assume that for all ~i < ~k we have t
~i
1 ∈ (ind
G
KZσ/T˜~i−~em)
I(1) is an eigenvector
for the I-action and generates a Serre weight of dimension
f−1∏
j=0
(rj − 2ij + 1). In particular, in
order to compute < t
~i
1 >KZ⊂ ind
G
KZσ/T˜~i−~em , we can calculate the possible linear combinations
of t
~i
1 over cosets of K/I. A simple calculation shows that,(
1 0
λ 1
)
t
~i
1 =
∑
ν∈I1
g01,ν ⊗ (1− λν)
r−2i ⊗
f−1⊗
j=0
x
rj−ij
j y
ij
j + (−1)
iλr−2iα⊗
f−1⊗
j=0
x
ij
j y
rj−ij
j ,
(
0 1
1 0
)
t
~i
1 =
∑
ν∈I1
g01,ν ⊗ (−1)
ω+r−iνr−2i ⊗
f−1⊗
j=0
x
rj−ij
j y
ij
j + (−1)
ωα⊗
f−1⊗
j=0
x
ij
j y
rj−ij
j .
Observe that dimFp < t
~i
1 >KZ=
f−1∏
j=0
(rj − 2ij + 1) which is exactly the number of possible
degrees of ν appearing in the combinations above, taking into account that νr−2i⊗
f−1⊗
j=0
x
rj−ij
j y
ij
j
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and (−1)r−iα⊗
f−1⊗
j=0
x
ij
j y
rj−ij
j always appear with the same coefficient. Thus, we must have that
< t
~i
1 >KZ is generated by the set Bt~i1
defined as follows (where δr−2i,t is the Kronecker delta
function),
B
t
~i
1
= {
∑
ν∈I1
g01,ν ⊗ ν
t
f−1⊗
j=0
x
rj−ij
j y
ij
j + (−δr−2i,t)
r−iα⊗
f−1⊗
j=0
x
ij
j y
rj−ij
j }0≤tj≤rj−2ij .
Returning to the actions of u(a, 0), u+(b) and u−(πc), we have that u+(b)t
~k
1 − t
~k
1 is in
T˜~k−~em by assumption, and that u
−(πc)t
~k
1 − t
~k
1 is a sum of elements of the form
∑
ν∈I1
g01,ν ⊗
ν2i
f−1⊗
j=0
x
rj−kj+ij
j y
kj−ij
j . Since 2kj < rj by the conditions of the proposition, we get that
2ij < rj − 2kj + 2ij and consequently that u
−(πc)t
~k
1 − t
~k
1 ∈ T˜~k−~em since each of the sum-
mands presented above is in < t
~k−~i
1 >KZ for a suitable
~i. As the degrees of ν in u(a, 0)t
~k
1 − t
~k
1
are smaller that those appearing in u−(πc)t
~k
1 − t
~k
1, we conclude that t
~k
1 is an I(1)-invariant.
Since t
~k
1 is an I(1)-invariant, the I-action factors through I/I(1) =
{(
a 0
0 d
)}
a,d∈O×F
and by
a simple computation similar to Lemma 3.7 we get that i · t
~k
1 = a
r−2k(ad)kt
~k
1 . We denote this
character by χ
t
~k
1
. Using Lemma 3.5, we see that dim
Fp
< t
~k
1 >KZ≥ dimFp σχt~k
1
where σχ
t
~k
1
is the
unique Serre weight determined by this character. By our calculation, < t
~k
1 >KZ is generated
by B
t
~k
1
, but since |B
t
~k
1
| = dim
Fp
σχ
t
~k
1
using Lemma 3.5 again we must have < t
~k
1 >KZ
∼= σχ
t
~k
1
.
For n ≥ 1, use Proposition 2.7 to conclude that the desired result holds. 
4. Construction of a universal quotient
4.1. A universal quotient for an unramified extension of degree 2. Let F/Qp be an
unramified finite extension with maximal unramified extension F nr. Given a continuous, ir-
reducible Galois representation ρ¯ : Gal(Qp/F ) → GL2(Fp) which is sufficiently generic, we
associate to it via Serre’s weight conjecture the multiset W (ρ¯) of size 2f of modular Serre
weights [7],[9]. Each element in W (ρ¯) corresponds to a subset J of {0, . . . , f − 1}, and starting
from σ∅ ∈ W (ρ¯) we can compute σJ . An element σ =
⊗
τ∈S
(detwτ ⊗SymrτFq ⊗Fq,τ Fp) where S
is the set of field embeddings τ : Fq →֒ Fp is in W (ρ¯) if and only if ρ¯|Gal(Qp/F nr) is similar to a
diagonal matrix diag(ϕ,ϕq), where ϕ : Gal(Qp/F
nr)→ F
×
p is a character that can be written as
ϕ =
∏
τ∈S
ψ
(q+1)ωτ+rτ+1
τ˜ ,
and ψτ˜ is a character of Gal(Qp/F
nr) obtained through a lift τ˜ of τ to Fq2 . Furthermore, we can
take the characters ψτ˜ numbered cyclically such that ψ
p
i = ψi+1. Note that since we assumed
that 2 < rj < p−3 for all 0 ≤ j ≤ f −1, the weights in W (ρ¯) are determined by the I-action on
their spaces of I(1)-invariants. For a more elaborate discussion of this process see [16, Section
2.4].
We wish to construct a quotient Uρ¯ of ind
G
KZσ, where σ ∈ W (ρ¯), such that for every super-
singular representation W with socK(W ) =
⊕
σ∈W (ρ¯)
σ, and a surjective map η : indGKZσ ։ W ,
the map η factors through Uρ¯. We first present an example for the case e = 1 and f = 2 to
illustrate the idea, a general construction is given in Theorem 4.8. Throughout this section, we
assume 2 < rj < p− 3 for all 0 ≤ j ≤ f − 1.
Example 4.1. A universal quotient for e = 1, f = 2.
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We start by calculating the set W (ρ¯) of modular Serre weights which will appear in the socle
of our universal quotient.
The set W (ρ¯) of modular weights for e = 1 and f = 2: Up to a twist by the determinant, for a
generic Galois representation ρ¯ the set W (ρ¯) is as follows:
W (ρ¯) =

σ∅ = Sym
r0
0 F
2
p ⊗ Sym
r1
1 F
2
p,
σ{1} = Sym
r0−1
0 F
2
p ⊗ det
r1+1⊗Symp−r1−21 F
2
p,
σ{0,1} = det
r0 ⊗Symp−r0−10 F
2
p ⊗ det
r1+1⊗Symp−r1−31 F
2
p,
σ{0} = det
r0 ⊗Symp−r0−20 F
2
p ⊗ det
p−1⊗Symr1+11 F
2
p.
 .
We now move to construct a quotient Uρ¯ with
⊕
σ∈W (ρ¯)
σ ⊂ socK(Uρ¯).
Constructing the universal quotient for e = 1 and f = 2: Let V0 = ind
G
KZσ∅/(Tσ∅). The element
Id⊗
f−1⊗
j=0
x
rj
j ∈ V0 generates a KZ-submodule isomorphic to σ∅. We wish to find submodules of
V0 which are isomorphic to σ{1} and σ{0,1}. By Proposition 3.8 the element s
p(r1+1)
1 generates a
submodule isomorphic to σ{1} in V0, so we have a map σ{1} →֒ V0 and by Frobenius reciprocity
we can obtain a non-zero map Φσ{1} : ind
G
KZσ{1} → V0. Now set,
s{1} = Φσ{1}(Id⊗ x0
r0−1 ⊗ x1
p−r1−2) =
∑
µ∈I1
g01,µ ⊗ µ
p(r1+1)
0 x0
r0 ⊗ x1
r1 .
s{0,1} = Φσ{1}(
∑
µ∈I1
g01,µ ⊗ µ
r0
0 x0
r0−1 ⊗ x1
p−r1−2) =
∑
µ∈I2
g02,µ ⊗ µ
r0
0 µ
p(r1+1)
1 x0
r0 ⊗ x1
r1 .
We want s{0,1} to generate an irreducibleKZ module, and thus need Φσ{1} to be compatible with
reduction mod Tσ{1} ∈ EndG(ind
G
KZσ{1}). Let V1 = V0/Φσ{1}(Tσ{1}(ind
G
KZσ{1})) and consider
Φσ{1} : ind
G
KZσ{1}/Tσ{1} → V1. Calculating the I-action on s{0,1},(
a 0
0 d
)
s{0,1} = a
r
∑
µ∈I2
g02,a−1dµ ⊗ µ
r0
0 µ
p(r1+1)
1 x0
r0 ⊗ x1
r1
= ap−r0−1+p(p−r1−3)(ad)r0+p(r1+1)s{0,1}.
Since
∑
µ∈I1
g01,µ⊗µ
r0
0 x0
r0−1⊗x1
p−r1−2 generates an irreducibleKZ-submodule in indGKZσ{1}/Tσ{1} ,
we have < s{0,1} >KZ≃ σ{0,1}. Now, in a similar way we have σ{0,1} →֒ V1 and by Frobenius
reciprocity we get a non-zero map Φσ{0,1} : ind
G
KZσ{0,1} → V1. We set
s{0} = Φσ{0,1}(s
p(p−r1−2)
1 ) =
∑
µ∈I2
g02,µ ⊗ µ
p(p−r1−2)
0 µ
r0
1 µ
p(r1+1)
2 x0
r0 ⊗ x1
r1 ,
and calculate the I-action:(
a 0
0 d
)
s{0} = a
p−r0−2+p(r1+1)(ad)r0+p(p−1)s{0}.
This is the I-action on σ{0}, as required. Now, define V2 = V1/Φσ{1}(Tσ{0,1}(ind
G
KZσ{0,1})), and
see that < s{0} >KZ≃ σ{0} in V2.
For the second phase of our construction take U0 = V2/(Φσ{0}(Tσ{0}(ind
G
KZσ{0}))), define
Mi = {τ ⊆ socK(Ui) : τ /∈W (ρ¯)} and Ni = {σ ⊆ socK(Ui) : σ ∈W (ρ¯)} and set inductively,
Ui+1 = Ui/ < {Φτ (ind
G
KZτ) : τ ∈Mi}, {Φσ(Tσ(ind
G
KZσ)) : σ ∈ Ni} >G .
Finally, take Uρ¯ = lim
→
Ui, the universal property presented next will ensure that Uρ¯ 6= 0 .
Remark 4.2.
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(1) Note that Uρ¯ is still not admissible since we can get infinitely many copies of σ∅, σ{0}, σ{0,1}
and σ{1}.
(2) In the general case the set Ni will be replaced by a set which might contain non-modular
weights, since in order to obtain all the required weights we will have to pass through
weights not appearing in W (ρ¯).
Proving the universal property of Uρ¯ for e = 1 and f = 2: Assume there is a surjective map
of G-modules, η : indGKZσ∅ ։ W , for W a supersingular representation of G with socK(W ) =⊕
σ∈W (ρ¯)
σ. Note that for an unramified extension of Qp there exists such W by [6] and in general
the construction works but the resulting representations were not proven to be irreducible. We
claim that there exists η˜ such that the following diagram commutes,
indGKZσ∅ W
Uρ¯
η
ϕ η˜
Note that ϕ is the reduction map taking an element to its image in the quotient Uρ¯. Since
ϕ is onto, define η˜(x) = η(ϕ−1(x)). Both ϕ and η are G-equivariant, so η˜ is well defined if
kerϕ ⊆ ker η.
We present the proof for U0, showing the universal property for Uρ¯ uses similar arguments
and is presented in full generality in the proof of Thereom 4.8. Take Φ∅ to be the identity map.
By the construction of U0, we know that,
kerϕ0 =< {ΦσJ (TσJ (ind
G
KZσJ))}J⊆{0,1} >G,
where ϕ0 : ind
G
KZσ∅ → U0 is the quotient map to U0 and ΦσJ (TσJ (ind
G
KZσJ)) are elements
which are lifts of images of ΦσJ ◦ TσJ in ind
G
KZσ∅.
Given a Serre weight σ, by Proposition 2.6 we know that socK(ind
G
KZσ) =
⊕
n∈N
σ. Since
the operator Tσ∅ is injective, we have Tσ∅(ind
G
KZσ∅) ≃ ind
G
KZσ∅. We must have (T∅ −
λ∅)(ind
G
KZ(σ∅)) ⊆ ker η, for some λ∅ ∈ Fp, otherwise, socK(W ) will contain two copies of σ∅
contradicting our assumption. Since W is supersingular, by the characterization in [3], we must
have λ∅ = 0, implying that Tσ∅(ind
G
KZσ∅) ⊆ ker η. Now, since Tσ∅(ind
G
KZσ∅) ⊆ ker η, the map
Φσ{1} is defined, and we can use the same argument to conclude that Φσ{1}(Tσ{1}(ind
G
KZσ{1})) ⊆
ker η. Iterating the argument twice more yields kerϕ0 ⊆ ker η, implying that η˜ is well defined
and the result follows. In particular, the quotient cannot be zero.
4.2. A universal quotient for a general unramified extension. We turn to study the
general unramified case. We start by establishing an easier way to work with Serre weights.
Recall that for a suitable Galois representation ρ¯, the set of Serre weights W (ρ¯) corresponds to
the power set P ({0, . . . , f − 1}) [16].
Lemma 4.3. Set σ∅ = σ, for J ⊆ {0, . . . , f − 1} the parameter and determinant for the Serre
weight σJ = det
ωJ ⊗
f−1⊗
j=0
Sym
rj
j F
2
p are given by the function fJ(r, 0) = (rJ , ωJ) with,
rJ =
∑
j∈J
(
(p − rj − 2)p
j + (−1)IJ (j+1)+δf−1,jpj+1
)
+
∑
j /∈J
rjp
j,
ωJ =
(∑
j∈J
(rj + 1)p
j − pj+1
)
+ IJ(f − 1)(1 − IJ(0)),
where (rJ , ωJ) ∈ (Z/(q − 1)Z)
2 and IJ(x) is the indicator function of J .
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Proof. The Serre weight σJ is the weight where {ψj+IJ(j)f}0≤j≤f−1 is the set of characters
appearing in the factorization ([16], e = 1):
(9) ϕ =
∏
τ∈S
ψrτ+1τ˜
∏
τ∈S
ψ
(qp+1)ωτ
τ˜ .
In order for this to hold, one must start with factorizing ϕ in the following way,
ϕ =
f−1∏
j=0
ψ
rj+1
j =
f−1∏
j=0
ψ
rj+1
j
∏
j∈J
ψpj+fψ
−1
j+f+1
Now, turning to write ϕ in the form of (9), we observe that for f − 1 6= j ∈ J , if j +
1 ∈ J we have in the (j + 1)-th place (ψj+1ψj+f+1)
rj+1+1ψ
p−rj+1−2
j+f+1 and if j + 1 /∈ J , then
(ψj+1ψj+f+1)
−1ψ
rj+1+2
j+1 . If j = f − 1 ∈ J , we have 0 ∈ J resulting in (ψ0ψf )
r0ψp−r0f and 0 /∈ J
resulting in (ψ0ψf )
0ψr00 . Note that since if f − 1 ∈ J and 0 /∈ J we have ω0 = 0, we must
add the factor IJ(f − 1)(1 − IJ(0)) to ωJ . If j, j + 1 /∈ J , we get (ψj+1ψj+f+1)
0ψ
rj+1+1
j+1 . Since
ψpj = ψj+1 and
f−1∏
j=0
(ψjψj+f )
p−1 = 1, we are done since we described explicitly rj and ωj for all
0 ≤ j ≤ f − 1. 
Remark 4.4. Note that once σ∅ is chosen, as we assume 2 < rj < p− 3 for 0 ≤ j ≤ f − 1, we
know that rJ determines ωJ for weights σJ ∈ W (ρ¯). Furthermore, note that for such rJ , since
F/Qp is unramified it is evident from the formula that each σJ ∈W (ρ¯) appears with multiplicity
one.
Definition 4.5. For 0 ≤ j ≤ f − 1 and r ∈ Z/((q − 1)Z) define Aj(r) = r − 2(rj + 1)p
j
mod q − 1.
For a set J ⊆ {0, . . . , f − 1} define AJ↓ =
∏
j∈J
Aj , where the operators Aj are in descending
order (the first operator acting is Amax(J)), and AJ↑ for operators acting in ascending order.
Also take Jc to be the complement of J in {0, . . . , f − 1}.
Lemma 4.6. Let J ⊆ {0, . . . , f − 1} and set a = min(J) and Jca = {j ∈ J
c : j > a}. Then:
(1) If 0, f − 1 ∈ J or f − 1 /∈ J then AJc↑AJ↓AJc↑(r∅) = rJ .
(2) If 0 /∈ J and f − 1 ∈ J then AJca↑AJ↓AJca↑(r∅) = rJ .
Proof. (1.) We apply AJc↑ to r∅, the operators are taken in ascending order, so if j /∈ J , we
must subtract pj+1 if j + 1 ∈ J and add pj+1 if j + 1 /∈ J . Also, notice that if f − 1 /∈ J , the
action of AJc↑ subtracts p
0 from the digit in the 0-th place in base p. We get,
∑
j /∈J
((p − rj − 2)p
j + (−1)IJ (j+1)pj+1) +
∑
j∈J
rjp
j − (1− IJ(f − 1))((−1)
IJ (0) + 1).
Now, applying AJ↓, since these operators are applied in descending order, if f − 1 6= j ∈ J , we
subtract pj+1. Notice that if f − 1, 0 ∈ J , we add p0. The result is,∑
j /∈J
((p− rj − 2)p
j + (−1)2IJ (j+1)pj+1) +
∑
j∈J
((p − rj − 2)p
j − pj+1)
− (1− IJ(f − 1))(1 + (−1)
IJ (0)) + 2IJ(f − 1)IJ (0).
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Applying AJc↑ once more, notice that the term −(1− IJ(f −1))(1+(−1)
IJ (0)) cancels, arriving
at the required expression:∑
j /∈J
(rjp
j + (−1)IJ (j+1)pj+1 + (−1)IJ (j+1)+1pj+1)
+
∑
j∈J
((p − rj − 2)p
j + (−1)IJ (j+1)pj+1) + 2IJ (f − 1)IJ(0)
=
∑
j∈J
((p − rj − 2)p
j + (−1)IJ (j+1)+δf−1,jpj+1) +
∑
j /∈J
rjp
j = rJ .
The proof of (2.) uses similar computations. 
Example 4.7. Unnecessary weights in the construction for f = 3.
As noted previously, the case f = 2 is special in the sense that one can construct the desired
quotient without passing through weights not in W (ρ¯), and thus get a quotient whose K-socle
contains only the irreducible submodules that are in W (ρ¯). This breaks for f ≥ 3, and the
weights not in W (ρ¯) appearing in the construction for f = 3 and in the K-socle of the resulting
quotient are given bellow.
In this case,W (ρ¯) contains 8 weights, of which 6 are obtained without passing through weights
not in W (ρ¯); these are weights corresponding to the subsets ∅, {2}, {2, 1}, {2, 1, 0}, {1, 0} and
{0}. The undesired weights through which we pass to obtain {1} and {2, 0} are summarized in
Table 1 below (given in the format of parameters (r0, ω0, r1, ω1, r2, ω2)).
Weights not in W (ρ¯) appearing in the process of obtaining σJ
{1} (p−r0−2, r0+1, r1−1, 0, r2, 0),(p−r0−3, r0+1, r1−1, 0, r2, 0),(p−
r0−3, r0+1, r1−1, 0, p− r2−2, r2+1), (p− r0−3, r0+1, p− r1−
1, r1, p− r2−3, r2+1),(r0+1, p−1, p− r1−2, r1, p− r2−3, r2+1)
{2, 0} (r0, 0, p − r1 − 2, r1 + 1, r2 − 1, 0), (r0 − 1, 0, p − r1 − 2, r1 + 1, p −
r2 − 2, r2), (p − r0 − 1, r0, p− r1 − 3, r1 + 1, p − r2 − 2, r2)
Table 1. Unnecessary weights appearing in theK-socle of the resulting quotient
for f = 3.
Theorem 4.8. Let F/Qp be a finite unramified extension, ρ¯ : Gal(Qp/F ) → GL2(Fp) be a
Galois representation, and σ∅ ∈W (ρ¯), then the following holds:
(1) There is an explicit construction of a quotient Uρ¯ of ind
G
KZσ∅ such that
⊕
σ∈W (ρ¯)
σ ⊆
socK(Uρ¯) and socK(Uρ¯) can only have as irreducible submodules Serre weights with a
parameter that appears in a subcomputation of the formulae mentioned in Lemma 4.6.
(2) The quotient Uρ¯ is universal for supersingular representations of G with socK(W ) =⊕
σ∈W (ρ¯)
σ; assume there is a surjective map η : indGKZσ ։ W , then there exists a map η˜
such that the following diagram commutes,
indGKZσ W
Uρ¯
η
ϕ η˜
where ϕ is the reduction map taking an element in indGKZσ to its projection in Uρ¯.
Proof. Set Pf = {0, . . . , f − 1} and for J ⊆ Pf set aJ to be the composition of the operators
defined in Lemma 4.6 such that aJ(r∅) = rJ . Each such aJ corresponds to a string with
letters in Pf , where the first letter is the operator which acts first on rJ . Also set Lk = {j :
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j appears in the k-th place for some aJ}. We construct the quotient inductively. For step zero,
set V0 = ind
G
KZσ∅/(T∅) and let ϕ0 be the projection map from ind
G
KZσ∅ to V0. Since T∅ is
injective, we have kerϕ0 = T∅(ind
G
KZσ∅) ≃ ind
G
KZσ∅. Since σ∅ appears as a K-submodule
infinitely many times in indGKZσ∅, and socK(W ) contains only one copy of σ∅, we must have
(T∅−λ∅)(ind
G
KZσ∅) ⊆ ker η for some λ∅ ∈ Fp. SinceW is supersingular, by the characterization
in [3] we get that λ∅ = 0. This implies kerϕ0 ⊆ ker η. Note that there exists non-zero
supersingular representations W as above by [6].
For the first step, by Theorem 3.10 for each j ∈ L1, we have σ(J,1) ≃< s
pj(r∅+1) >K →֒ V0
where σ(J,1) is the Serre weight with parameter r(J,1) = Aj(r∅) and Aj the first operator
appearing in aJ . By Frobenius reciprocity, we have a map Φ(J,1) : ind
G
KZσ(J,1) → V0, and we
set V1 = V0/ < {Φ(J,1)(T(J,1)(ind
G
KZσ(J,1)))}J⊆Pf >G and ϕ1 to be the projection map from
indGKZσ∅ to V1. Since kerϕ0 ⊆ ker η, the map η factors through V0, and also that ImΦ(1,j) =<
s
pj(r∅j+1)
1 >G⊆ V0, where < s
pj(r∅j+1)
1 >G contains infinitely many copies of σ(J,1) as a K-
submodule. That implies Φ(J,1)((T(J,1)−λ(J,1))(ind
G
KZσ(J,1))) ⊆ ker η, for some λ(J,1) ∈ Fp since
otherwise we have more than one copy of σ(J,1) in socK(W ). Since W is supersingular, by the
characterization in [3], we must have λ(J,1) = 0. We deduce that η factors through V1.
Now, define σ(J,i+1) to be the Serre weight with parameter r(J,i+1) = Aj(r(J,i)) obtained in
the i-th step for some j ∈ Li and assume inductively for 1 < i < k and j ∈ Li that there
are quotients Vi = Vi−1/ < {Φ(J,i)(T(J,i)(ind
G
KZσ(J,i)))}J⊆Pf >G and also that σ(J,i) ⊆ Vi and
σ(J,i) 6⊆ Vs for s < i− 1. Notice that the last assumption is possible regardless of the induction,
since if σ(J,i) ⊆ Vs for s < i, we can delete the letters in places s+1 to i in the string aJ before
defining the sets Lj and use σ(J,i) ⊆ Vs that was obtained in the s-th step. Also assume that η
factors through the quotients Vi, meaning that kerϕi ⊆ ker η for projections ϕi : ind
G
KZσ∅ → Vi.
For k ≤ 2f (each aJ has at most 2f letters) and J ⊆ Pf , the maps Φ(J,k−1) : ind
G
KZσ(J,k−1)/(TJ,k−1)→
Vk−1 are defined, and for suitable j
′ ∈ Lk−1 and j ∈ Lk we have,
σ(J,k) =< s
pj(r(k−1,j′)+1)
1 >K →֒ ind
G
KZσ(J,k−1)/(TJ,k−1)
Φ(J,k−1)
−−−−−→ Vk−1.
Note that by Theorem 3.10, σ(J,k) is the Serre weight with parameter Aj(r(J,k−1)). Also, we
have σ(J,k) 6⊂ kerΦ(J,k−1). Otherwise, we would have
σ(J,k) ⊂ Φ(J ′,s)(T(J ′,s)(ind
G
KZσ(J ′,s))) ⊆ Vs−1,
for some s < k − 1 and J ′ ⊆ Pf , but Vk−1 is the first quotient in which σ(J,k) is obtained. By
Frobenius reciprocity we have a map Φ(J,k) : ind
G
KZσ(J,k) → Vk−1 and define,
Vk = Vk−1/ < {Φ(J,k)(T(J,k)(ind
G
KZσ(J,k)))}J⊆Pf >G .
Notice that σ(J,k) ⊆ Vk, and also that Φ(J,k)(Id⊗
f−1⊗
s=0
x
r(J,k)
s ) is an I(1)-invariant and generates a
copy of σ(J,k) in Vk−1. By Proposition 2.7, we then have infinitely many copies of σJ,k in Vk−1,
so for some λ(J,k) ∈ Fp,
Φ(J,k)((T(J,k) − λ(J,k))(ind
G
KZσ(J,k))) ⊆ ker η,
since each submodule of socK(W ) has multiplicity one by Remark 4.4. SinceW is supersingular,
by [3] we must have λ(J,k) = 0, meaning that η factors through Vk. Note that {σ(J,k)}J⊆Pf are
the set of Serre weights with parameters {A(aJ )k · . . . · A(aJ )1(r∅)}J⊆{0,...,f−1}. As the strings
aJ are of length at most 2f , after finitely many steps we are done. We denote the resulting
quotient by U0. Note that Vk 6= 0 for all k since 0 6= σ(J,k) ⊆ Vk.
Now, take S to be the set of Serre weights {σ(J,k)} we obtained in the construction above,
and continue with the following process inductively. Observe socK(Ui), for each τ ⊆ socK(Ui)
by Frobenius reciprocity we have a map Φτ : ind
G
KZτ → Ui. Set Mi = {τ ⊂ socK(Ui) : τ /∈ S},
and Ni = {τ ⊂ socK(Ui) : τ ∈ S} and take,
Ui+1 = Ui/ < {Φτ (ind
G
KZτ) : τ ∈Mi}, {Φσ(Tσ(ind
G
KZσ)) : σ ∈ Ni} >G .
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Furthermore, since τ 6⊆ socK(W ) for all τ ∈ Mi, we must have Φτ (ind
G
KZτ) ⊆ ker η, as the
generator of τ must be sent to zero in W . Also, as each σ ∈ Ni appears once in socK(W ), and
since W is supersingular we must have Φσ(Tσ(ind
G
KZσ)) ⊆ ker η. We conclude that η factors
through Ui for all i ∈ N0. Since {Ui}i∈N0 forms a directed system, we can take Uρ¯ = lim→
Ui =
indGKZσ∅/
∞⋃
i=0
ker ϕ˜i where ϕ˜i : ind
G
KZσ∅ → Ui are the projections to Ui. Furthermore, since
ker ϕ˜i ⊆ ker η for all i, the map η factors through Uρ¯ by the universal property of the direct
limit, and in particular Uρ¯ 6= 0. This finishes our proof. 
4.3. A universal quotient for f = 2 and e < min{
rj
2 }. Now, set f = 2 and e < min0≤j≤f−1
{
rj
2 }
(recall we are assuming 2 < rj < p−3). We reproduce the construction presented earlier in this
section with a few alterations to obtain a universal quotient Uρ¯ such that every supersingular
representation with a prescribed K-socle factors through it as before. Given a continuous,
irreducible Galois representation ρ¯ : Gal(Qp/F ) → GL2(Fp), we can still associate to it a
multiset W (ρ¯), which will be of size (2e)f = 4e2. In this case, the elements of W (ρ¯) are
parametrized by pairs (J, (δ0, δ1)) where J ⊆ {0, 1} and 0 ≤ δ0, δ1 ≤ e− 1, allowing us to view
W (ρ¯) as a union of e2 lattices. As previously, for a thorough discussion of W (ρ¯) and how to
compute it see [7] or [16, Section 2.4]. Note that taking e < min
0≤j≤f−1
{
rj
2 } ensures that that
the conditions for Proposition 3.16 are met and that each weight appears with multiplicity 1
in W (ρ¯), allowing us to show that supersingular representations with a suitable K-socle indeed
factor through our quotient.
Calculating the set W (ρ¯): Start with σ(∅,(0,0)) = Sym
r0
0 F
2
p ⊗ Sym
r1
1 F
2
p ∈W (ρ¯). The elements of
W (ρ¯) for a fixed (δ0, δ1) can be computed in a manner similar to as in Example 4.1 and should
be viewed as perturbations of the weights obtained for that case (f = 2,e = 1). The weights in
W (ρ¯) are summarized in Table 2:
(δ0, δ1)
∅ detδ0 ⊗ Symr0−2δ00 F
2
p ⊗ det
δ1 ⊗ Symr1−2δ11 F
2
p
{1} detδ0 ⊗ Symr0−2δ0−10 F
2
p ⊗ det
r1−e+δ1+2 ⊗ Symp−r1+2e−2δ1−41 F
2
p
{0, 1} detr0−e+δ0+1 ⊗ Symp−r0+2e−2δ0−30 F
2
p ⊗ det
r1−e+δ1+2 ⊗ Symp−r1+2e−2δ1−51 F
2
p
{0} detr0−e+δ0+1 ⊗ Symp−r0+2e−2δ0−40 F
2
p ⊗ det
p+δ1−1 ⊗ Symr1−2δ1+11 F
2
p
Table 2. The weights of W (ρ¯)
We next move to constructing a suitable quotient containing these weights.
Obtaining the required weights and constructing the quotient: We will first show that we can
obtain a quotient whose K-socle contains all the weights in W (ρ¯) parametrized by (∅, (δ0, δ1)),
where 0 ≤ δ0, δ1 ≤ e − 1. From such a quotient we can produce a quotient whose K-socle
contains all the weights in W (ρ¯).
As in Proposition 3.16, set T˜
~i
n =< {t
~i′
n}~i′≤~i >G, then the element t
~k
n generates an irreducible
K-submodule isomorphic to detk0⊗Symr0−2k00 F
2
p⊗det
k1⊗Symr1−2k11 F
2
p in ind
G
KZσ/T˜~k−~em. Thus,
if we take
T =< t(δ0,δ1)n : δ0 + δ1 = n+ 1 and max{δ0, δ1} ≤ e− 1 >G,
then in V−1 = ind
G
KZσ(∅,(0,0))/ < Im(T(∅,(0,0))),T >G the K-submodule generated by t
(δ0,δ1)
δ0+δ1
is
irreducible and isomorphic to σ(∅,(δ0,δ1)) ∈W (ρ¯).
We now wish to follow the first phase of the construction described in Example 4.1 for
each (δ0, δ1) to obtain a quotient of V0 containing the desired weights. For a given (δ0, δ1) by
Frobenius reciprocity we have a non-zero map:
Φ(∅,(δ0,δ1)) : ind
G
KZσ(∅,(δ0,δ1)) → V−1.
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Set V0 = V−1/ < {Im(Φ(∅,(δ0,δ1)) ◦T(∅,(δ0,δ1)))}0≤δ0,δ1≤e−1 >G, and in V0 consider the irreducible
K-submodule generated by Φ(∅,(δ0,δ1))(s
p(r∅,(δ0,δ1)+1)
1 ). A close inspection shows it generates a
K-submodule isomorphic to σ({1},(δ0,e−δ1−1)), so we again obtain a non-zero map:
Φ({1},(δ0,e−δ1−1)) : ind
G
KZσ({1},(δ0,e−δ1−1)) → V0.
Define V1 = V0/ < Im(Φ({1},(δ0,e−δ1−1)) ◦ T({1},(δ0 ,e−δ1−1)))0≤δ0,δ1≤e−1 >G, and notice that in
V1 the element Φ({1},(δ0,e−δ1−1))(s
r({1},(δ0,e−δ1−1))+1
1 ) generates a K-submodule isomorphic to
σ({0,1},(e−δ0−1,e−δ1−1)). Iterating this argument again we define V2 in an analogous way, and see
that the image of suitable element in V2 generates aK-submodule isomorphic to σ({0},(e−δ0−1,δ1)).
Note that we have exactly followed the process of the first phase of the construction in Example
4.1. Since we have W (ρ¯) =
⋃
0≤δ0,δ1≤e−1
S(δ0,δ1) where
S(δ0,δ1) = {σ(∅,(δ0,δ1)), σ({0},(e−δ0−1,δ1)), σ({0,1},(e−δ0−1,e−δ1−1)), σ({1},(δ0 ,e−δ1−1))},
we see that
⊕
σ∈W (ρ¯)
σ ⊆ socK(V2).
Finally, we take
U0 = V2/ < Im(Φ({0},(e−δ01,δ1)) ◦ T({0},(e−δ0−1,δ1)))0≤δ0,δ1≤e−1 >G,
and set Mi = {τ ⊆ socK(Ui) : τ /∈ W (ρ¯)} and Ni = {σ ⊆ socK(Ui) : σ ∈ W (ρ¯)}. We define
inductively quotients,
Ui+1 = Ui/ < {Φτ (ind
G
KZτ) : τ ∈Mi}, {Φσ(Tσ(ind
G
KZσ)) : σ ∈ Ni} >G,
and by taking Uρ¯ = lim
→
Ui we finish the construction. Once more, since each weight in W (ρ¯)
appears once, if indGKZσ∅,(0,0) ։ W is a supersingular representation with socK(W ) = W (ρ¯),
then W is a quotient of every Ui (from considerations as those presented in Example 4.1) and
hence of Uρ¯.
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