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The ground state spin of the negatively charged nitrogen-vacancy center in diamond has many
exciting applications in quantum metrology and solid state quantum information processing, includ-
ing magnetometry, electrometry, quantum memory and quantum optical networks. Each of these
applications involve the interaction of the spin with some configuration of electric, magnetic and
strain fields, however, to date there does not exist a detailed model of the spin’s interactions with
such fields, nor an understanding of how the fields influence the time-evolution of the spin and its
relaxation and inhomogeneous dephasing. In this work, a general solution is obtained for the spin in
any given electric-magnetic-strain field configuration for the first time, and the influence of the fields
on the evolution of the spin is examined. Thus, this work provides the essential theoretical tools for
the precise control and modeling of this remarkable spin in its current and future applications.
PACS numbers: 31.15.xh; 71.70.Ej; 76.30.Mi
I. INTRODUCTION
The negatively charged nitrogen-vacancy (NV−) cen-
ter in diamond has many exceptional properties that are
highly suited to applications in quantum metrology and
quantum information processing (QIP). The exciting re-
cent demonstrations of high precision magnetometry,1–7
electrometry,8 decoherence based imaging,9–13 and spin-
photon14 and spin-spin15–19 entanglement have each uti-
lized the ground state spin as a solid state spin qubit.
Indeed, these demonstrations exploit the interaction of
the spin with some configuration of electric, magnetic
and strain fields and the center’s remarkable capability
of optical spin-polarization and readout.20,21 The the-
ory of the ground state spin was presented in part I of
this paper series,55 including the spin’s fine and hyperfine
structures, and its interactions with the different fields.
The theory will now be applied to derive the solutions
and dynamics of the spin for a general field configura-
tion, including the effects of field inhomogeneities and
the influence of fields on the spin’s relaxation.
The NV− center is a point defect of C3v symmetry
in diamond consisting of a substitutional nitrogen atom
adjacent to a carbon vacancy (refer to Fig. 1). The cen-
ter’s electronic structure is summarized in Fig. 2. It con-
sists of a 3A2 ground triplet state, an optical
3E excited
triplet and several dark singlet states.22 At ambient tem-
peratures, the fine structures of the ground and excited
triplet states have single zero-field splittings between the
ms = 0 and ms = ±1 spin sub-levels of Dgs ∼ 2.87 GHz
and Des ∼ 1.42 GHz respectively.22 Zeeman, Stark and
strain splittings have been observed in the fine structures
of both triplet states,23–27 although the Stark and strain
effects in the ground triplet state are several orders of
FIG. 1: (color online) Schematic of the nitrogen-vacancy
center and the adopted coordinate system, depicting: the
vacancy (transparent), the nearest-neighbor carbon atoms
to the vacancy (black), the substitutional nitrogen atom
(brown), the effective magnetic and electric-strain field com-
ponents (colored arrows), and their corresponding field angles.
magnitude smaller than in the excited triplet state.27
One of the most intriguing properties of the NV− cen-
ter is the ability to optically polarize and readout the
ground state spin,20,21 distinguishing the center from
other paramagnetic defects in diamond, and forming
the basis for its QIP and quantum metrology applica-
tions. As depicted in Fig. 2, the process of optical
spin-polarization occurs due to the presence of a non-
radiative decay pathway from the excited triplet state
23
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FIG. 2: The electronic orbital structure (left) and fine struc-
ture (right) of the NV− center at ambient temperatures. The
observed optical zero phonon line (1.945 eV)28 and infrared
zero phonon line (1.190 eV)29 transitions are depicted as solid
arrows in the orbital structure. The radiative (chain arrows)
and non-radiative (dashed arrows) pathways that result in
the optical spin-polarization and readout of the center are
depicted in the fine structure. Note that the much weaker ra-
diative and non-radiative transitions that act to reduce spin-
polarization have not been depicted.
to the ground triplet state that competes with the op-
tical decay pathway. The details of the photokinetics of
the non-radiative pathway are yet to be fully explained,
but it is believed that the ms = ±1 sub-levels of the
excited triplet state are preferentially depopulated and
the ms = 0 sub-level of the ground triplet state is pref-
erentially populated, thereby polarizing the population
into the ms = 0 spin state after optical cycling.
20,21 The
preferential non-radiative depopulation of the ms = ±1
sub-levels of the excited triplet state also introduces a
difference in the optical emission intensity between the
spin sub-levels. This difference in emission intensity can
be utilized to readout the relative populations of the
ms = 0 and ms = ±1 sub-levels of the ground triplet
state through the measurement of the integrated emis-
sion intensity upon optical excitation.20,21
The center’s capability of optical spin-polarization
and readout enables the implementation of continuous
wave and pulsed optically detected magnetic resonance
(ODMR) techniques.20,21 Simple pulsed ODMR tech-
niques such as free induction decay (FID) and spin
echo30,31 as well as more complicated multi-pulse ODMR
techniques6,32,33 have been implemented in the center’s
quantum metrology and QIP applications and involve op-
tical polarization and readout pulses encompassing a se-
quence of microwave pulses tuned to the fine structure
splittings of the ground triplet state. The microwave
pulses coherently manipulate the ground state spin and
result in an optically detectable oscillation in the relative
population of the ms = 0 and ms = ±1 sub-levels. In
order to optimally control the spin and illicit the maxi-
mum amount of information and sensitivity from its im-
plementation in ODMR experiments, a detailed model of
the time-evolution, relaxation and dephasing of the spin
is required.
In this article, the detailed theoretical construction of
the ground state spin-Hamiltonian that was conducted
in Part I55 of this paper series will be applied in or-
der to produce the solution of the ground state spin and
its time-evolution in the presence of a general electric-
magnetic-strain field configuration. The solution will be
demonstrated by modeling a simple Free Induction De-
cay (FID) experiment and examining the dependence of
the FID signal, inhomogeneous dephasing and spin re-
laxation on the applied field configuration. This sim-
ple demonstration will provide insight into the observed
strong dependence of the spin’s inhomogeneous dephas-
ing time on the applied fields.8 Furthermore, the spin
solution will be a useful tool in future applications of
the spin in quantum metrology and QIP as it clearly de-
scribes how electric, magnetic and strain fields can be
used to precisely control this important spin in diamond.
For example, multimodal decoherence microscopy that
maps both magnetic and electric noise using the same
probe.9–13
II. SOLUTIONS OF THE GROUND STATE SPIN
The ground state spin-Hamiltonian as derived in Part
I is
Hˆgs =
1
~2
DS2z +
1
~
~S · ~B − 1
~2
Ex(S2x − S2y)
+
1
~2
Ey(SxSy + SySx) (1)
where ~S = Sx~ˆx + Sy~ˆy + Sz~ˆz is the total electronic spin
operator for S = 1, D is the effective spin-spin and axial
electric-strain field, ~B is the effective magnetic field, and
Ex and Ey are the effective non-axial electric-strain field
components. Refer to Part I for the explicit definitions of
the effective fields. As discussed in Part I, the solutions
of Hˆgs describe both the interactions of the electronic
spin-orbit states in the high field limit, where the field
induced shifts are much larger than the spin’s hyperfine
structure, and also the interactions of the mI = 0 sub-
set of hyperfine states in the weak field limit, where the
field induced shifts are comparable to the spin’s hyperfine
structure.
It is convenient to define the field spin states
{|0〉, |−〉, |+〉} in terms of the Sz eigenstates {|S,ms〉}
3as
|0〉 = |1, 0〉
|−〉 = ei φE2 sin θ
2
|1, 1〉+ e−iφE2 cos θ
2
|1,−1〉,
|+〉 = ei φE2 cos θ
2
|1, 1〉 − e−iφE2 sin θ
2
|1,−1〉 (2)
where tanφE = Ey/Ex, tan θ = E⊥/Bz and E⊥ =√
E2x + E2y . The matrix representation of Hˆgs in the basis
{|0〉, |−〉, |+〉} is
Hgs =


0 B⊥√
2
(
ei
φ
2 s θ
2
+ e−i
φ
2 c θ
2
)
B⊥√
2
(
ei
φ
2 c θ
2
− e−iφ2 s θ
2
)
B⊥√
2
(
e−i
φ
2 s θ
2
+ ei
φ
2 c θ
2
)
D −R 0
B⊥√
2
(
e−i
φ
2 c θ
2
− eiφ2 s θ
2
)
0 D +R


(3)
where φ = 2φB + φE , tanφB = By/Bx, R =
√B2z + E2⊥,
c θ
2
= cos θ2 and s θ2
= sin θ2 . Therefore, if B⊥ =√
B2x + B2y ≪ D and B2⊥/D ≪ R, the field spin states
are approximate eigenstates of Hˆgs with energies E0 = 0
and E± = D ±R. In this weak non-axial magnetic field
limit, the spin eigenstates are completely characterized
by the field angles φE and θ derived from the axial mag-
netic and non-axial electric-strain field components and
the energy splitting of the |±〉 states is governed by the
magnitudes of the same field components.
When B2⊥/D ∼ R, first-order corrections to the field
spin states become important, such that
|0〉(1) = |0〉 −
√
∆R
D
(
e−i
φ
2 s θ
2
+ ei
φ
2 c θ
2
)
|−〉
−
√
∆R
D
(
e−i
φ
2 c θ
2
− eiφ2 s θ
2
)
|+〉
|−〉(1) = |−〉+
√
∆R
D
(
ei
φ
2 s θ
2
+ e−i
φ
2 c θ
2
)
|0〉
|+〉(1) = |+〉+
√
∆R
D
(
ei
φ
2 c θ
2
− e−iφ2 s θ
2
)
|0〉 (4)
where ∆ = B2⊥/2RD, and second-order perturbation cor-
rections to the energies also become important, such that
E
(2)
0 = −∆R and
E
(2)
± = D +∆R±R
(
1− 2∆ sin θ cosφ+∆2) 12 (5)
Consequently, in the strong non-axial magnetic field
limit, the spin eigenstates and energies become depen-
dent on the non-axial magnetic field direction φB and
the dimensionless ratio of the field magnitudes ∆.
Figure 3 contains polar plots of the dimensionless split-
ting parameter
(
1− 2∆ sin θ cosφ+∆2) 12 of the |±〉 spin
states as a function of the azimuthal φ and polar θ field
angles. Clearly the most interesting field configurations
have the parameters ∆ ∼ 1 and θ ∼ π2 , since for these
parameters the energies depend sensitively on the field
angles. Such a field configuration was used in the recent
electric field sensing demonstration8 to sensitively detect
both the magnitude and orientation of an applied electric
field. Future implementations of the ground state spin as
a field sensor should seek to exploit these high sensitivity
field configurations.
The matrix representation of the interaction of the
ground state spin with an oscillating microwave magnetic
field ~M in the basis {|0〉, |−〉, |+〉} is
1
~
~S · ~M =


0 M⊥√
2
(
ei
φm
2 s θ
2
+ e−i
φm
2 c θ
2
)
M⊥√
2
(
ei
φm
2 c θ
2
− e−iφm2 s θ
2
)
M⊥√
2
(
e−i
φm
2 s θ
2
+ ei
φm
2 c θ
2
)
−Mz cos θ Mz sin θ
M⊥√
2
(
e−i
φm
2 c θ
2
− eiφm2 s θ
2
)
Mz sin θ Mz cos θ


where M⊥ =
√
M2x +M2y, φm = 2φM + φE and tanφM =My/Mx. The off-diagonals of the above ma-
trix representation indicate that the transitions between
4(a)
D = 0D = 0.5
D =
D = 1.5
D = 2
-3 -2 -1 1
x
-2
-1
1
2
y
(b)
FIG. 3: (color online) Plots of the dimensionless energy splitting parameter
(
1− 2∆ sin θ cos φ+∆2
) 1
2 of the |±〉 spin states as:
(a) a function of the azimuthal 0 ≤ φ ≤ 2pi and polar 0 ≤ θ ≤ pi field angles for ∆ = 1; and (b) as a function of φ for θ = pi
2
and
different values of ∆ as indicated. Coordinate axes are provided for reference to figure 1 where the field angles φ = 2φB + φE ,
φE , φB and θ are defined.
the field spin states induced by the oscillating microwave
field are also dependent on the static field angles.
Using Fermi’s golden rule,34 the transition ratesW0→±
between the |0〉 and |±〉 spin states correct to zero-order
in the static non-axial magnetic field B⊥ are proportional
to the absolute square of the off-diagonal elements, such
that
W0→± ∝ 1
2
M2⊥(1∓ sin θ cosφm) (6)
As the transition rates to the |±〉 spin states depend dif-
ferently on the static fields for a given microwave po-
larization, the transitions to the |±〉 spin states can be
controlled via the static fields, or conversely for a given
static field configuration, the transitions can be con-
trolled via the microwave polarization. Figure 4 depicts
the dependence of the transition rates on the microwave
polarization and static field configuration. As can be
seen, the individual transitions can be selectively ex-
cited using orthogonal non-axial microwave polarizations
φM =
φE
2 ,
φE
2 +
π
2 when θ ∼ π2 . Hence, linearly polarized
microwaves in conjunction with static field control or (as
has been previously demonstrated)36 circularly polarized
microwaves can be used to selectively excite individual
spin transition in situations where the splitting of the
|±〉 spin states (= 2R) is too small to selectively excite
the individual transitions using microwave frequency se-
lection alone.
Θ = Π  2
Θ = Π  4
Θ = Π  6
Θ = 0
0 Π2 Π
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FIG. 4: (color online) Plots of the normalized transition
rates W0→− ∝
1
2
(1 + sin θ cosφm) (blue) and W0→+ ∝
1
2
(1− sin θ cosφm) (red) between the |0〉 and |−〉 and the |0〉
and |+〉 spin states, respectively, as functions of the non-axial
microwave polarization φM, given φE = 0 and different values
of the static field angle θ. Note that the transition rates are
equal for all values of φM when θ = 0.
5III. TIME-EVOLUTION OF THE SPIN: FID
SIMULATION
Assuming the weak static non-axial magnetic field
limit (B⊥ ≪ D and B2⊥/D ≪ R), which typically occurs
in most of the current applications of the ground state
spin, the spin solutions can be used to accurately model
the time-evolution of the spin in a simple FID ODMR
experiment. As depicted in Fig. 5, the FID sequence
is comprised of optical pulses that polarize the spin at
t = −tr and readout the spin at t = tr, as well as mi-
crowave π/2 pulses that coherently manipulate the spin
before and after the period of free evolution τ . Note that
the MW pulse sequence depicted in Fig. 5 differs from
the conventional ESR sequence by the final π/2 pulse,
which projects the accumulated phase into a population
difference between the ms = 0 and ms = ±1 spin sub-
levels.
In the model of the FID experiment, the static fields
will be considered to differ during the period of free evo-
lution, such that before and after the period of free evo-
lution the static fields are described by the parameters
(D, R, θ, φE ) and the |±〉 spin states have energies ~ω±,
whilst during the period of free evolution the static fields
are described by the parameters (D′, R′, θ′, φ′E) and
the |±〉 spin states have energies ~ω′±. For simplicity, the
changes in the static field configurations are assumed to
be adiabatic and infinitely sharp at t = ±τ/2 and the
microwave field is assumed to selectively excite the tran-
sitions between the |0〉 and |−〉 spin states with a tuned
microwave frequency ω ≈ ω−.
This model FID experiment is a generalization of the
FID experiments that were conducted in the spin’s re-
cent electric field sensing demonstration8 and one of the
spin’s magnetic field sensing demonstrations7 and will
consequently describe how the combined effects of elec-
tric, magnetic and strain fields will influence such sensing
demonstrations. However, note that the objective of pre-
senting this model FID experiment in this work is not to
discuss sensing techniques, but to provide the necessary
theoretical details to discuss the effects of inhomogeneous
fields and lattice interactions on the relaxation and de-
phasing of the spin in the following sections.
The state of the spin at a given time during the FID se-
quence |t〉 can be written in terms of the spin eigenstates
of the static fields at that time
|t〉 =

c0(t)|0〉+ c−(t)|−〉+ c+(t)|+〉 −tr ≤ t ≤ − τ2 ,
τ
2 ≤ t ≤ tr
c′0(t)|0〉′ + c′−(t)|−〉′ + c′+(t)|+〉′ − τ2 < t < τ2
(7)
where the coefficients ci(t) and c
′
i(t) (i = 0,−,+) are
related at t = ±τ/2 by the basis transformation T :
{|0〉, |−〉, |+〉} → {|0〉′, |−〉′, |+〉′} given by the matrix
pi
2
pi
2
τ
Optical
MW
0
ω−
ω+
0
ω′−
ω′+
0
ω−
ω+
ω ω
t
−tr −τ/2 trτ/20
D, R, θ, φE D, R, θ, φED
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FIG. 5: (color online) The free induction decay (FID) se-
quence of optical pulses that polarize the spin at t = −tr
and readout the spin at t = tr, as well as microwave pi/2
pulses that coherently manipulate the spin before and af-
ter the period of free evolution τ . The static fields and
spin state energies differ during the period of free evolution
(D′, R′, θ′, φ′E , ~ω
′
±) compared to before and after the pe-
riod of free evolution (D, R, θ, φE , ~ω±). The microwave
field is assumed to selectively excite the transitions between
the |0〉 and |−〉 spin states with frequency ω.
T =
 1 0 00 cδφE cδθ− − isδφE cδθ+ −cδφEsδθ− + isδφEsδθ+
0 cδφE sδθ− + isδφE sδθ+ cδφE cδθ− + isδφE cδθ+


(8)
where δφE = 12 (φ
′
E − φE) and δθ± = 12 (θ′ ± θ).
Introducing the density operator ρˆ(t) = |t〉〈t|, the ma-
trix representation of ρˆ(t) in the spin eigenstate basis of
the fields at t ({|0〉, |−〉, |+〉} or {|0〉′, |−〉′, |+〉′}) is
ρˆ(t) =
{
ρ(t) −tr ≤ t ≤ − τ2 , τ2 ≤ t ≤ tr
ρ′(t) − τ2 < t < τ2
(9)
where the elements of the matrices ρ(t) and ρ′(t) are
ρij(t) = ci(t)c
∗
j (t) and ρ
′
ij(t) = c
′
i(t)c
′∗
j (t) respectively,
and at t = ± τ2 the matrices are related by the transfor-
mations ρ′(− τ2 ) = T −1ρ(− τ2 )T and ρ( τ2 ) = T ρ′( τ2 )T −1.
In order to simplify the treatment of the interaction
of the spin with the microwave pulses, the rotating wave
approximation can be adopted and the density operator
transformed into the rotating reference frame, such that
ρ(t) → ρ˜(t) and ρ′(t) → ρ˜′(t), where ρ˜∗±0(t) = ρ˜0±(t) =
ρ0±(t)e−iωt, ρ˜′∗±0(t) = ρ˜
′
0±(t) = ρ
′
0±(t)e
−iωt, and ρ˜ij(t) =
ρij(t) and ρ˜
′
ij(t) = ρ
′
ij(t) for the other density matrix
elements.35 The effect of the π/2 microwave pulses can
therefore be described by ρ˜(− τ2 ) = e−iJ
pi
2 ρ˜(−tr)eiJ pi2 and
6ρ˜(tr) = e
−iJ pi2 ρ˜( τ2 )e
iJ pi2 , where using the microwave ma-
trix representation (6)
J =
1
2

 0 eiΩ 0e−iΩ 0 0
0 0 4π δω+−δtpi2

 (10)
tanΩ =
sin( θ2−pi4 )
sin( θ2+
pi
4 )
tan φm2 , δω+− = ω+ − ω−, and δtpi2 is
the duration of the π/2 pulse.
Due to the process of optical spin-polarization, the first
optical pulse of the FID sequence will incoherently polar-
ize the ground state spin such that at t = −tr,
ρ˜(−tr) =

 p0 0 00 p− 0
0 0 p+

 (11)
where pi are the populations of the spin sub-levels and
p0 + p− + p+ = 1. Note that since it is believed that the
spin-polarization process does not discriminate between
the population of the ms = ±1 sub-levels, it is expected
that p+ ≈ p−. The effect of the first π/2 microwave pulse
is
ρ˜(−τ
2
) = e−iJ
pi
2 ρ˜(−tr)eiJ pi2 =
 p0 − 12δp i2eiΩδp 0−i
2 e
−iΩδp p0 − 12δp 0
0 0 p−

 (12)
where δp = p0 − p− and the simplifying assumption
p+ ≈ p− has been made. After the sudden change in
field configuration at t = − τ2 , ρ˜(− τ2 ) is transformed into
ρ˜′(−τ
2
) = T −1ρ˜(−τ
2
)T =
 p0 − 12δp i2eiΩT−−δp i2eiΩT−+δp−i
2 e
−iΩT ∗−−δp p− + 12 |T−−|2δp 12T ∗−−T−+δp−i
2 e
−iΩT ∗−+δp 12T−−T ∗−+δp p− + 12 |T−+|2δp


(13)
where T−− = cos δφE cos δθ− − i sin δφE cos δθ+ and
T−+ = − cos δφE sin δθ− + i sin δφE sin δθ+ are elements
of the basis transformation matrix.
The coherent time evolution of the ground state spin
during the free evolution period is governed by the
Schro¨dinger equation ddt ρˆ(t) =
i
~
[
ρˆ(t), Hˆ ′gs
]
.35 However,
the spin also interacts with incoherent time-dependent
perturbations such as crystal vibrations, the thermal ra-
diation field and fluctuating fields from local magnetic
and electric impurities during the free evolution period.
These incoherent perturbations induce transitions be-
tween the spin states that lead to spin relaxation γrij and
dephasing rates γpij , which are characterized by the T1
and T2 times of the spin, respectively.
38 Accounting for
both the coherent and incoherent evolution of the spin,35
the following matrix equation is obtained
d
dt
ρ˜′(t) =


−(γr0− + γr0+)ρ˜′00 (iδω′− − γp−0)ρ˜′0− (iδω′+ − γp+0)ρ˜′0+
+γr−0ρ˜
′
−− + γ
r
+0ρ˜
′
++
(−iδω′− − γp−0)ρ˜′−0 −(γr−0 + γr−+)ρ˜′−− (iδω′+− − γp+−)ρ˜′−+
+γr0−ρ˜
′
00 + γ
r
+−ρ˜
′
++
(−iδω′+ − γp+0)ρ˜′+0 (iδω′+− − γp+−)ρ˜′+− −(γr+0 + γr+−)ρ˜′++
+γr0+ρ˜
′
00 + γ
r
−+ρ˜
′
−−

 (14)
where δω′± = ω
′
± − ω and δω′+− = ω′+ − ω′−. Note that
the coherent coupling between the NV spin and proximal
impurity spins will not be considered in this work.
The solutions of the off-diagonal elements at t = τ2 are
simply
ρ˜′∗−0(
τ
2
) = ρ˜′0−(
τ
2
) = ρ˜′0−(−
τ
2
)e−γ
p
−0τeiδω
′
−
τ
ρ˜′∗+0(
τ
2
) = ρ˜′0+(
τ
2
) = ρ˜′0+(−
τ
2
)e−γ
p
+0τeiδω
′
+τ
ρ˜′∗+−(
τ
2
) = ρ˜′−+(
τ
2
) = ρ˜′−+(−
τ
2
)e−γ
p
+−τeiδω
′
+−τ (15)
whilst the solutions of the diagonal elements ρ˜′00(
τ
2 ),
ρ˜′−−(
τ
2 ) and ρ˜
′
++(
τ
2 ) are more complicated, but can still
be obtained analytically as combinations of exponential
functions of the relaxation rates. It follows that after
the second sudden change in the static fields at t = τ2 ,
ρ˜( τ2 ) = T ρ˜′( τ2 )T −1, and after the second π/2 microwave
pulse at t = tr, ρ˜(tr) = e
−iJ pi2 ρ˜( τ2 )e
iJ pi2 . The second
optical pulse at t = tr reads out the proportion of the
population in the ms = 0 sub-level, such that the optical
emission intensity I(τ) ∝ ρ˜00(tr), where
ρ˜00(tr) =
1
2
[
ρ˜′00(
τ
2
) + |T−−|2ρ˜′−−(
τ
2
) + |T−+|2ρ˜′++(
τ
2
)
]
−δp
2
[
|T−−|2e−γ
p
−0τ cos δω′−τ
+|T−+|2e−γ
p
+0τ cos δω′+τ
−|T−−|2|T−+|2e−γ
p
+−τ cos δω′+−τ
]
=
1
2
N(τ)− δp
2
O(τ) (16)
The first term N(τ) is not oscillatory and depends
only on the diagonal elements ρ˜′00(− τ2 ), ρ˜′−−(− τ2 ) and
ρ˜′++(− τ2 ) and the relaxation rates γrij . The second term
7O(τ) has oscillatory components with frequencies cor-
responding to the different frequency shifts (δω′± and
δω′+−) and the contributions of each oscillatory compo-
nent are dependent on the state couplings (|T−−| and
|T−+|) and the dephasing rates γpij . The oscillatory term
therefore offers a great deal of information about the spin
eigenstates and their energies during the period of free
evolution. Furthermore, since the observed T1 and T2
times of the ground state spin typically differ by at least
on order of magnitude,7 the change in the non-oscillatory
term over the lifetime of the oscillatory term is negligible,
and thus can be effectively ignored in an observation of
the oscillatory term.
The oscillatory term can be observed by conducting
ODMR measurements of an ensemble of spins or con-
ducting many ODMR measurements of a single spin. For
a given measurement of an ensemble of spins, the field
parameters (D,R, θ, φE ) and (D′,R′, θ′, φ′E) will poten-
tially differ for each spin within the ensemble due to in-
homogeneities in the fields. Likewise, for an ensemble
of measurements of a single spin, the field parameters
will potentially differ between each measurement due to
differences in the preparation of the spin and the fields.
These ensemble inhomogeneities introduce an additional
dephasing decay in the observation of the oscillatory term
and can be accounted for by introducing statistical distri-
bution functions of the field parameters and calculating
the expectation value 〈O(τ)〉.37
IV. THE EFFECTS OF INHOMOGENEOUS
FIELDS
The total dephasing rate of the spin due to interac-
tions with incoherent time-dependent fields and inhomo-
geneous static fields is characterized by the T ∗2 time of the
spin.38 In the recent electric field sensing demonstration,8
it was observed that the T ∗2 time of the ground state
spin was highly dependent on the field configuration,
such that it obtained a maximum in the absence of an
axial magnetic field and sharply decreased as the axial
magnetic field was increased at a rate that was inversely
related to the non-axial electric-strain field. This ob-
servation highlighted the significant influence that the
static fields have on the dephasing of the spin and the
potential to control the susceptability of the spin to dif-
ferent noise sources. The dephasing due to static field
inhomogenieites will be discussed in this section and the
dependence of the incoherent dephasing rates γpij on the
static fields will be discussed in the next section.
Since the ground state spin interacts very weakly with
axial electric-strain fields, the effect of the variation of D
and D′ between the measurements of a single spin will be
negligible compared to the variations in the other field
parameters. Note that this is not necessarily the case
for an ensemble of spins because local strain fields can
vary significantly between lattice sites. Nor is it nec-
essarily the case for single spins or ensembles of spins
if temperature varies appreciably during the conduct of
the measurements.39 Nevertheless, the variations in D
and D′ are considered negligible in the following. It is
reasonable to expect that the field parameters R and
R′ will have statistical distributions f(R/~, µR, σR) and
f(R′/~, µR′ , σR′) that have the same distribution func-
tion f , but different mean values µR and µR′ and differ-
ent variances σR and σR′ in units of frequency.
The distribution functions of the frequency shifts δω′±
and δω′+− can be constructed using the distributions of
R and R′ as40
F−(δω′−, µ−, σ−) =∫ ∞
0
f(R/~, µR, σR)f(δω′− +R/~, µR′ , σR′)dR/~
F+(δω
′
+, µ+, σ+) =∫ ∞
0
f(R/~, µR, σR)f(δω′+ −R/~, µR′ , σR′)dR/~
F+−(δω′+−, µ+−, σ+−) =
1
2
f(
1
2
δω′+−, µR′ , σR′) (17)
where the explicit expressions for the means µ± and µ+−
and the variances σ± and σ+− in terms of µR, µR′ , σR
and σR′ depend on the distribution f . For example, if f is
the normal distribution, then the expressions are simply
µ± = δD/~ + µR ± µR′ , µ+− = 2µR′ , σ± = σR + σR′
and σ+− = 2σR′ .40
Using the distributions of the frequency shifts, the ex-
pectation value of the FID oscillatory term for an ensem-
ble of measurements of a single spin is
〈O(τ)〉
= 〈|T−−|2〉e−γ
p
−0τ
∫ ∞
−∞
cos δω′−τF−(δω
′
−, µ−, σ−)dδω
′
−
+〈|T−+|2〉e−γ
p
+0τ
∫ ∞
−∞
cos δω′+τF+(δω
′
+, µ+, σ+)dδω
′
+
−〈|T−−|2|T−+|2〉e−γ
p
+−τ
∫ ∞
−∞
1
2
cos δω′+−τ
F+−(
1
2
δω′+−, µ+−, σ+−)dδω
′
+− (18)
Note that the expectation values of the state couplings
involve just the field angles δφE and δθ±.
The above expression demonstrates that 〈O(τ)〉 is po-
tentially complicated for general state couplings and dis-
tribution functions and that it is difficult to extract all
of the information encoded in the oscillatory term. A
clearer analysis of the oscillatory term is obtained by per-
8forming a Fourier cosine transformation,
〈O(ν)〉
=
2
π
∫ ∞
0
〈O(τ)〉 cos ντdτ
= 〈|T−−|2〉
∫ ∞
−∞
L(ν, δω′−, γ
p
−0)F−(δω
′
−, µ−, σ−)dδω
′
−
+〈|T−+|2〉
∫ ∞
−∞
L(ν, δω′+, γ
p
+0)F+(δω
′
+, µ+, σ+)dδω
′
+
−〈|T−−|2|T−+|2〉
∫ ∞
−∞
1
2
L(ν, δω′+−, γ
p
+−)
F+−(
1
2
δω′+−, µ+−, σ+−)dδω
′
+−(19)
where L(ν, x, γ) = 1π
(
γ
γ2+(ν−x)2 +
γ
γ2+(ν+x)2
)
is a sum
of Lorentzian distributions. Consequently, it is clear
that 〈O(ν)〉 is comprised of a collection of lines at
ν =±µ−, ±µ+, ±µ+− which have composite lineshapes
of L and the distribution functions of frequency shifts.
The Fourier analysis of the oscillatory term therefore pro-
vides the frequency shifts, the state couplings as well as
information about the distributions of the field parame-
ters from the locations, intensities and shapes of the lines.
This additional information encoded in the lineshapes
can be used to infer details about the statistics of the
local environment of the spin, a notion which (through a
different approach) forms the basis of the recent propos-
als of decoherence imaging.9–13
The distribution function f of the field parameters R
and R′ can be itself constructed from the distributions of
the electric-strain E⊥ and magnetic Bz field components.
Let the distributions of the electric-strain and magnetic
field components be ǫ and β respectively, then40
f(R/~, µR, σR) =
d
dR
∫
R≥
√
B2z+E2⊥
ǫ(
E⊥
~
, µE , σE)β(
Bz
~
, µB, σB)d
E⊥
~
d
Bz
~
f(R′/~, µR′ , σR′) =
d
dR′
∫
R′≥
√
B2z+E2⊥
ǫ(
E⊥
~
, µ′E , σE )β(
Bz
~
, µ′B, σB)d
E⊥
~
d
Bz
~
(20)
where it has been assumed that the variances of the
electric-strain and magnetic field components are inde-
pendent of their mean values.
The above construction can be demonstrated using the
simple case where the variance of the non-axial electric-
strain field σE is negligible compared to the variance
of the axial magnetic field σB and the mean values of
the field components µE and µB. Due to the domi-
nance of paramagnetic impurities over electric impuri-
ties in diamond,7 this simple case is applicable to most
applications of the ground state spin. Modeling the
electric-strain field distribution ǫ = δ(E⊥/~ − µE) by a
delta function and the magnetic field distribution β =
N (Bz/~, µB, σB) by a normal distribution N (x, µ, σ) =
e−
(x−µ)2
2σ2 /
√
2πσ2, the distribution function of R is
f(R/~, µR, σR) =
NR(µ, σ)


0 u < 1√
u2−1
u
[N (√u2 − 1, µ, σ)
+N (−√u2 − 1, µ, σ)] u ≥ 1 (21)
where u = R/~µE , µ = µB/µE , σ = σB/µE and NR(µ, σ)
is a normalization constant. Note that an analogous ex-
pression can be obtained for R′ by substituting the re-
spective mean values and variances of the field compo-
nents.
Figure 6 (a) contains plots of the above distribution of
R for the relative magnetic field variance σ = 0.1 and
for different relative axial magnetic field mean values µ.
As demonstrated by figure 6 (b) and (c), the mean of
the distribution of R varies as µR/µE =
√
µ2 + 1, which
would be expected from the relationshipR =√B2z + E2⊥,
and that the variance σR/µE depends sensitively on the
relative axial magnetic field mean µ, except for µ ≫ 1,
where the variance becomes approximately independent
of µ.
Consider a FID experiment where the static fields do
not differ in the period of free evolution. Such FID ex-
periments are typically used to measure the T ∗2 time of
the ground state spin via the width of the single line
that occurs at δω′− = 0 in the Fourier spectrum of the
oscillatory term. Noting that for such an experiment
〈|T−+|2〉 = 〈|T−−|2T−+|2〉 = 0, µR = µR′ , σR = σR′ and
δD = 0, the expression for the Fourier spectrum (19)
simplifies to
〈O(ν)〉 =
∫ ∞
−∞
L(ν, δω′−, γ
p
−0)F−(δω
′
−, µ−, σ−)dδω
′
−(22)
where
F−(δω′−, µ−, σ−) =∫ ∞
0
f(R/~, µR, σR)f(δω′− +R/~, µR, σR)dR/~
(23)
and assuming the simple case of negligible electric-strain
field variance, the distribution f is given by (21). Since
the lineshape is a composition of L and F−, the width of
the line, and thus the T ∗2 time of the spin, will depend on
both the dephasing rate γp−0 and the electric-strain and
magnetic field distribution parameters that form F−.
The distribution F− is plotted in Fig. 7 for differ-
ent values of the relative axial magnetic field mean µ
and variance σ. The plots clearly demonstrate that the
width of the F− distribution is highly dependent on µ,
such that it increases significantly for small increases in
µ until µ ∼ 1. In the limit µ ≫ 1 it can be seen that
the distribution has reached its maximum width and is
very similar to a normal distribution. This is consis-
tent with the distribution of R being dominated by the
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FIG. 6: (color online) The distribution f(R/~, µR, σR) con-
structed for the simple case where the distribution of the non-
axial electric-strain component has negligible variance com-
pared to the variance of the axial magnetic field component
σB and the mean values of the field components µE and µB.
(a) plots of the distribution as a function of u = R/~µE for
µ = µB/µE = 0, 1/2, 1, 3/2, 2 (in sequential order left to right)
and the same variance σ = σB/µE = 0.1. (b) and (c) are plots
of the mean µR/µE and variance σR/µE of the distribution as
a function of the axial magnetic field mean µ given σ = 0.1.
distribution of Bz when the mean axial magnetic field
is much larger than the mean non-axial electric-strain
field. Hence, it can be concluded that due to the dom-
inance of magnetic inhomogeneities, the contribution to
the spin’s T ∗2 time from statistical inhomogeneities in the
static fields is dramatically reduced for field configura-
tions where µ = µB/µE < 1. This conclusion is consistent
with the observations of the recent electric field sensing
demonstration8 and has significant implications for the
spin’s other sensing and QIP applications.
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FIG. 7: (color online) Plots of the distribution
F−(δω
′
−, µ−, σ−) that describes the contribution of static
field inhomogeneities to the shape of the line that occurs
in the FID experiment that is used to measure the T ∗2 time
of the ground state spin. (a) the distribution for different
values of µ = µB/µE = 0, 1/2, 1, 5/4 and σ = σB/µE = 0.1.
(b) the distribution for different values of σ = 0.1, 1/2, 1, 3/2
and µ = 0. Note that each distribution has been normalized
such that its maximum is 1.
V. SPIN RELAXATION AND DEPHASING
As noted in section III, the ground state spin interacts
with time-dependent incoherent electric and magnetic
fields and crystal vibrations, which introduce the spin re-
laxation γrij and dephasing γ
p
ij rates into the evolution of
the spin. The incoherent electric and magnetic fields arise
from the thermal radiation field and fluctuating magnetic
and electric impurities and the crystal vibrations arise
from the thermal motion of the crystal nuclei. Typical of
spin systems, spontaneous radiative emission and contri-
butions from the thermal field are negligible and can be
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safely ignored.38 As identified in Part I, the spin’s inter-
action with electric fields is much smaller than its interac-
tions with magnetic and strain fields. Consequently, the
relaxation and dephasing rates are expected to be well
described by just the spin’s interactions with magnetic
impurities and lattice vibrations. The contributions to
relaxation and dephasing arising from interactions with
magnetic impurities, including their dependence on the
static magnetic field, has been studied in some detail for
NV spins in both type Ib and type IIa diamond.45–53
The additional influence of electric-strain fields on these
interactions has not yet been studied and this will be
the subject of future work. In this section, the contribu-
tions to relaxation and dephasing arising from the spin’s
interaction with lattice vibrations will be theoretically
developed for the first time.
The linear interaction of the spin with the vibrations
of the crystal is described by the potential41
Vˆvib =
∑
i
∑
u,q
∂VˆNe(~ri, ~R)
∂Qu,E,q
∣∣∣∣∣
~R0
√
~
2ωu,E
(bˆu,E,q + bˆ
†
u,E,q)
(24)
where as for the interaction of the spin with a static
strain field,55 Qu,E,q is defined as the u
th mass-weighted
normal displacement coordinate of symmetry (E, q) that
corresponds to an eigenmode of the ground triplet with
frequency ωu,E in the harmonic approximation, ~R0 are
the ground state equilibrium coordinates, and bˆu,E,q and
bˆ†u,E,q are the vibration annihilation and creation opera-
tors respectively. Constructed in an analogous fashion to
the matrix representation of the spin’s interaction with
the strain field Vˆstr,
55 the matrix representation of Vˆvib
in the spin basis {|0〉, |−〉, |+〉} is
Vˆvib =
∑
u
qu
√
~
2ωu,E




0 χ√
2
(ei
φE
2 s θ
2
− e−iφE2 c θ
2
) χ√
2
(ei
φE
2 c θ
2
+ e−i
φE
2 s θ
2
)
χ√
2
(e−i
φE
2 s θ
2
− eiφE2 c θ
2
) −sθcφE −cθcφE
χ√
2
(e−i
φE
2 c θ
2
+ ei
φE
2 s θ
2
) −cθcφE sθcφE

Qu,E,x
+


0 iχ√
2
(ei
φE
2 s θ
2
+ e−i
φE
2 c θ
2
) iχ√
2
(ei
φE
2 c θ
2
− e−iφE2 s θ
2
)
−iχ√
2
(e−i
φE
2 s θ
2
+ ei
φE
2 c θ
2
) −sθsφE −cθsφE
−iχ√
2
(e−i
φE
2 c θ
2
− eiφE2 s θ
2
) −cθsφE sθsφE

Qu,E,y


(25)
where qu = −
√
2s2,5〈a1||∂VˆNe/∂Qu,E|~R0 ||e〉, χ =
−
√
2s2,6+s1,8
2
√
2s2,5
, sn,m are the spin coupling coefficients,
〈a1|| ||e〉 are the molecular orbital reduced matrix ele-
ments of the center (refer to Part I for further details),
and Qu,E,q = bˆu,E,q + bˆ†u,E,q.
Applying time-dependent perturbation theory, the
above matrix representation can be used to derive the
first order spin-lattice transition rates, which will con-
tribute to both the relaxation and dephasing rates of the
spin. The first order spin-lattice transition rates are
W
vib(1)
±→0 =
πχ2
~
q2(ω±)ρE(ω±)
ω±
[nT (ω±) + 1]
W
vib(1)
0→± =
πχ2
~
q2(ω±)ρE(ω±)
ω±
nT (ω±)
W
vib(1)
+→− =
π
~
cos2 θ
q2(ω+−)ρE(ω+−)
ω+−
[nT (ω+−) + 1]
W
vib(1)
−→+ =
π
~
cos2 θ
q2(ω+−)ρE(ω+−)
ω+−
nT (ω+−) (26)
where q2(ω) is the average of q2u over all E symmet-
ric vibrations of frequency ω, ρE(ω) is the density of
E symmetric vibrations at frequency ω, and nT (ω) =
1/(e~ω/kBT − 1) is the mean occupation number of ther-
mal vibrations given by the Bose-Einstein factor.
The NV transition frequencies ω± and ω+− occupy
the very low frequency end of the vibrational frequen-
cies of diamond, which range from zero to the Debye
frequency of diamond ωD = 38.76 THz.
42 In the low fre-
quency limit, the long wavelength acoustic modes of the
lattice have the well known Debye density ρE(ω) ≈ ρaω2,
where ρa is a constant related to the acoustic velocity
in diamond, and the electron-vibration interaction for
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the non-local acoustic modes has the approximate form
q2(ω) ≈ ωq2a, where q2a is a constant.43 Additionally, for
temperatures kBT ≫ ~ω±, ~ω+−, the thermal occupa-
tions of the vibrational modes with frequencies corre-
sponding to the NV transition frequencies can be approx-
imated by nT (ω) ≈ kBT/~ω.41 The first order transition
rates for temperatures kBT ≫ ~ω±, ~ω+− are thus ap-
proximately linear in T
W
vib(1)
±→0 ≈W vib(1)0→± ≈ Aaχ2ω2±T
W
vib(1)
+→− ≈W vib(1)−→+ ≈ Aa cos2 θω2+−T (27)
where Aa = πkBρaq2a/~2. Noting that for an axially
aligned magnetic field, ω2+− cos
2 θ = 4B2z and ω± =
(D ± R)2, it is clear that the first order transitions be-
tween different spin states depend differently on the field
parameters.
Since the electron-vibration interaction q2(ω) and the
density of vibrational modes ρE(ω) increase at higher
vibrational frequencies, the first order transitions will
only be the dominant spin-lattice mechanisms at low
temperatures, where there is only appreciable occupa-
tions of the low frequency vibrational modes. At higher
temperatures, the occupation of the more numerous and
strongly interacting higher frequency modes ensures that
elastic and inelastic Raman scattering of vibrations will
become the dominant spin-lattice mechanisms.41 The in-
elastic scatterings will contribute to both relaxation and
dephasing, whereas the elastic scatterings will contribute
to just dephasing. Note that as the two-vibration absorp-
tion/ emission transitions involve vibrations of even lower
frequencies than the first order transitions, they will be
negligible at all temperatures. Expecting the most sig-
nificant contributions to be from vibrational modes with
frequencies ω ≫ ω±, ω+−, the elastic and inelastic Ra-
man scattering rates are approximately
W
vib(2)
±→0 ≈W vib(2)0→± ≈W vib(2)±→∓ ≈
1
2
W
vib(2)
0→0
≈ πχ
2
~2
∫ ωD
0
q2
2
(ω)ρ2E(ω)
ω4
nT (ω)[nT (ω) + 1]dω
W
vib(2)
±→±
≈ π
~2
[1 + χ2(1 ± sin θ cos 3φE) + χ4]∫ ωD
0
q2
2
(ω)ρ2E(ω)
ω4
nT (ω)[nT (ω) + 1]dω (28)
The dependence of the elastic scattering rates of the
|±〉 spin states on the static field angles is particularly in-
teresting. Figure 8 contains polar plots of the dimension-
less scattering parameter [1 + χ2(1± sin θ cos 3φE) + χ4]
as a function of the θ and φE field angles for different
values of χ. As can be seen, for |χ| > 0 the elastic scat-
tering rates are minimum at φE = 0, 2π3 ,
4π
3 , mimicking
the structural symmetry of the defect center. Hence,
it appears possible for the orientation of the non-axial
electric-strain field to be tuned so that the elastic scatter-
ing rates are minimized or maximized with the difference
in the minimum and maximum rates 2χ2 determined by
the ratio of spin coupling coefficients χ. Note that χ is
currently unknown.
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FIG. 8: (color online) Plots of the dimensionless elastic vi-
bration scattering parameter [1 + χ2(1 − sin θ cos 3φE) + χ
4]
as: (a) a function of the azimuthal 0 ≤ φE ≤ 2pi and polar
0 ≤ θ ≤ pi angles for χ = 1; and (b) as a function of φE for
θ = pi
2
and different values of χ as indicated. Coordinate axes
are provided for reference to figure 1 where the field angles
φE and θ are defined.
Considering temperatures not so high that optical
modes are appreciably occupied in thermal equilibrium,
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there will be two distinct contributions to the integrals
in the Raman scattering rates. The first will be from the
acoustic modes which have electron-vibration interaction
q2(ω) ≈ ωq2a and mode density ρE(ω) ≈ ρaω2. The sec-
ond will be from the strongly interacting local modes of
the NV center which have frequencies ωl ∼ 65 meV.44
The contribution from the local modes can be repre-
sented by the electron-vibration interaction q2(ωl) ≈ q2l
and a sharp peak in the density of modes centered at
ρE(ωl) = ρl with width σl. Given the separable contri-
butions, the integrals can be evaluated and the Raman
scattering rates reduce to
W
vib(2)
±→0 ≈W vib(2)0→± ≈W vib(2)±→∓ ≈
1
2
W
vib(2)
0→0
≈ χ2
[
A2l nT (ωl)[nT (ωl) + 1] +A2a
4π3k3B
15~3
T 5
]
W
vib(2)
±→±
≈ [1 + χ2(1 ± sin θ cos 3φE) + χ4][
A2l nT (ωl)[nT (ωl) + 1] +A2a
4π3k3B
15~3
T 5
]
(29)
where A2l = πq2l
2
ρ2l σ
2
l /~
2ω4l . Note that the integral over
the acoustic modes was evaluated in the limit ωD → ∞
in order to obtain the simple T 5 factor. Given the tem-
peratures being considered, for which high frequency op-
tical modes are not appreciably occupied, this extension
of the integral is expected to be inconsequential. Hence,
the Raman scattering rates depend on temperature in
two distinct ways due to the distinct contributions of a
few strongly interacting local modes and many weakly
interacting non-local acoustic modes.
Combining the magnetic (WB) and spin-lattice
(W vib(1) and W vib(2)) contributions, the relaxation and
dephasing rates of the ground state spin are
γr±0 = W
B
±→0 +W
vib(1)
±→0 +W
vib(2)
±→0
γr0± = W
B
0→± +W
vib(1)
0→± +W
vib(2)
0→±
γr±∓ = W
B
±→∓ +W
vib(1)
±→∓ +W
vib(2)
±→∓
γp±0 =
1
2
(γr±0 + γ
r
0±) +W
B
0→0 +W
B
±→± +W
vib(2)
0→0
+W
vib(2)
±→±
γp+− =
1
2
(γr+− + γ
r
−+) +W
B
−→− +W
B
+→+ +W
vib(2)
−→−
+W
vib(2)
+→+ (30)
As described elsewhere, the magnetic contributions are
highly dependent on the static magnetic field,46,47,50,51,53
but are essentially temperature independent for temper-
atures > 20 K, due to the impurity spins easily reach-
ing equal Boltzmann populations of their spin sub-levels
at low temperatures.45 The spin-lattice contributions are
instead weakly dependent on the static fields, but have
distinct functions of temperature that arise from different
interactions with lattice vibrations.
For a simple ODMR experiment using the ω− transi-
tion, the spin relaxation T1 and dephasing T2 times are
defined by 1/T1 = γ
r
−0 + γ
r
0− and 1/T2 = γ
p
−0, which
using the above are explicitly
1
T1
≈ 2ΓB1 + 2Γvib1ω2−T + 2Γvib2nT (ωl)[nT (ωl) + 1]
+2Γvib3T
5
1
T2
≈ 1
2T1
+ ΓB2 +
[
1
χ2
+ (3− sin θ cos 3φE) + χ2
]
[
Γvib2nT (ωl)[nT (ωl) + 1] + Γvib3T
5
]
where Γvib1 = χ
2Aa, Γvib2 = χ2A2l , and Γvib3 =
4πχ2k3BA2a/15~3 are constants that are independent of
the static fields and temperature, and ΓB1 and ΓB2 are
the magnetic contributions that are dependent on the
static fields, but effectively temperature independent. An
analogous expression can be simply derived for the ω+
transition.
Noting that nT (ωl)[nT (ωl) + 1] ≈ nT (ωl) for kBT <
~ωl, the contribution to 1/T1 from inelastic Raman scat-
terings of strongly interacting local modes has been ex-
perimentally observed.54 Likewise, the T and T 5 con-
tributions from the weakly interacting acoustic modes
have also been observed.45 The spin-lattice contribution
to 1/T1 only depends on the static fields through the
presence of ω2− in the linear temperature term. This
dependence on the static fields has not yet been ob-
served, which is most likely due to the insignificance of
the linear term at ambient temperatures and the fact that
most previous measurements have been performed us-
ing NV ensembles, where resonant interactions between
NV sub-ensembles and between NV centers and P1 cen-
ters at magnetic fields around B ∼ 0, 0.96, 1.44 1.68
GHz,46,47 will most likely have masked the relatively
weak dependence of the linear term. The dephasing
rate 1/T2 is dominated by the contributions from mag-
netic interactions with little observed temperature de-
pendence in small static fields.52 Since the magnetic con-
tribution is governed by the impurity concentration,48
it may be possible to observe the spin-lattice contribu-
tion in highly pure samples. It would indeed be inter-
esting to observe the tuning of 1/T2 using an electric-
strain field via the spin-lattice elastic scattering parame-
ter [1/χ2 + (3− sin θ cos 3φE) + χ2].
VI. CONCLUSION
In this article, a general solution was obtained for the
NV spin in any given electric-magnetic-strain field con-
figuration for the first time, and the influence of the fields
on the evolution of the spin was examined. In particular,
the control of the spin’s susceptibility to inhomogeneities
in the static fields and crystal vibrations was examined
in detail. The analysis of the effects of inhomogeneous
fields revealed the field configurations required to switch
between different noise dominated regimes. The analysis
13
of the spin’s interactions with crystal vibrations yielded
observable effects that are consistent with previous ob-
servations and also the basis for future investigations into
the potential tuning of the spin’s dephasing rate. Hence,
this work has provided essential theoretical tools for the
precise control and modeling of this remarkable spin in
its current and future quantum metrology and QIP ap-
plications.
Acknowledgments
This work was supported by the Australian Re-
search Council under the Discovery Project scheme
(DP0986635 and DP0772931), the EU commission (ERC
grant SQUTEC), Specific Targeted Research Project
DIAMANT and the integrated project SOLID. F.D.
wishes to acknowledge the Baden-Wuerttemberg Stiftung
Internat. Spitzenforschung II MRI.
1 G. Balasubramanian et al. Nature 455, 648 (2008).
2 J.R. Maze et al. Nature 455, 644 (2008).
3 J.M. Taylor, P. Cappellaro, L. Childress, L. Jiang, D. Bud-
ker, P.R. Hemmer, A. Yacoby, R. Walsworth and M.D.
Lukin, Nature Physics 4, 810 (2008).
4 C.L. Degen Appl. Phys. Lett. 92, 243111 (2008).
5 S. Steinert, F. Dolde, P. Neumann, A. Aird, B. Naydenov,
G. Balasubramanian, F. Jelezko and J. Wrachtrup, Review
of Scientific Instruments 81, 043705 (2010).
6 B. Naydenov, F. Dolde, L.T. Hall, C. Shin, H. Fedder,
L.C.L. Hollenberg, F. Jelezko and J. Wrachtrup, Phys.
Rev. B 83, 081201(R) (2011).
7 G. Balasubramanian et al. Nature Materials 8, 383 (2009).
8 F. Dolde et al. Nature Physics, 7, 459 (2011).
9 J.H. Cole and L.C.L. Hollenberg, Nanotechnology 20,
495401 (2009).
10 L.T. Hall, J.H. Cole, C.D. Hill and L.C.L. Hollenberg Phys.
Rev. Lett. 103, 220802 (2009).
11 L.T. Hall, C.D. Hill, J.H. Cole and L.C.L. Hollenberg,
Phys. Rev. B 82, 045208 (2010).
12 L.T. Hall, C.D. Hill, J.H. Cole, B. Stadler, F. Caruso,
P. Mulvaney, J. Wrachtrup and L.C.L. Hollenberg, PNAS
107, 18777 (2010).
13 L.P. McGuinness et al. Nature Nanotechnology 6, 358
(2011).
14 E. Togan, Y. Chu, A.S. Trifonov, L. Jiang, J. Maze, L.
Childress, M.V.G. Dutt, A.S. Soerensen, P.R. Hemmer,
A.S. Zibrov and M.D. Lukin, Nature 466, 730 (2010).
15 P. Neumann, N. Mizouchi, F. Rempp, P. Hemmer, H.
Watanabe, S. Yamasaki, V. Jacques, T. Gaebel, F. Jelezko
and J. Wrachtrup, Science 320, 1326 (2008).
16 P. Neumann, R. Kolesov, B. Naydenov, J. Beck, F.
Rempp, M. Steiner, V. Jacques, G. Balasubramanian,
M.L. Markham, D.J. Twitchen, S. Pezzagna, J. Meijer,
J. Twamley, F. Jelezko and J. Wrachtrup, Nature Physics
6, 249 (2010).
17 P. Neumann, J. Beck, M. Steiner, F. Rempp, H. Fedder,
P.R. Hemmer, J. Wrachtrup and F. Jelezko, Science 329,
542 (2010).
18 G. Waldherr, J. Beck, M. Steiner, P. Neumann, A. Gali,
Th. Frauenheim, F. Jelezko, and J. Wrachtrup , Phys. Rev.
Lett. 106, 157601 (2011).
19 G. Waldherr, P. Neumann, S.F. Huelga, F. Jelezko and J.
Wrachtrup, arXiv:1103.4949v1 [quant-ph] (2011).
20 J. Harrison, M.J. Sellars and N.B. Manson, J. Lumin. 107,
245 (2004).
21 F. Jelezko and J. Wrachtrup, J. Phys.: Cond. Mat. 16,
1089 (2004).
22 M.W. Doherty, N.B. Manson, P. Delaney and L.C.L. Hol-
lenberg, New Journal of Physics (to be published).
23 A. Batalov, V. Jacques, F. Kaiser, P. Siyushev, P. Neu-
mann, L.J. Rogers, R.L. McMurtrie, N.B. Manson, F.
Jelezko and J. Wrachtrup, Phys. Rev. Lett. 102, 195506
(2009).
24 P. Neumann et al. New Journal of Physics 11, 013017
(2009).
25 N.R.S Reddy, N.B. Manson and E.R. Krausz, J. Lumin.
38, 46 (1987).
26 P.H. Tamarat et al. New Journal of Physics 10, 045004
(2006).
27 E. van Oort and M. Glasbeek, Chem. Phys. Lett. 168, 529
(1990).
28 L. du Preez, PhD thesis, University of Witwatersand, 1965.
29 L.J. Rogers, S. Armstrong, M.J. Sellars and N.B. Manson,
New Journal of Physics 10, 103024 (2008).
30 F. Jelezko, T. Gaebel, I. Popa, A. Gruber and J.
Wrachtrup, Phys. Rev. Lett. 92, 076401 (2004).
31 L. Childress, M.V.G. Dutt, J.M. Taylor, A.S. Zibrov, F.
Jelezko, J. Wrachtrup, P.R. Hemmer and M.D. Lukin, Sci-
ence 314, 281 (2006).
32 G. de Lange, Z.H. Wang, D. Riste, V.V. Dobrovitski and
R. Hanson, Science 330, 60 (2010).
33 C.A. Ryan, J.S. Hodges and D.G. Cory, Phys. Rev. Lett.
105, 200402 (2010).
34 P. Atkins and R. Friedman,Molecular Quantum Mechanics
(Oxford Univeristy Press, New York, 2005).
35 R. Loudon, The Quantum Theory of Light (Oxford Uni-
versity Press, Oxford, 1973).
36 T.P. Mayer Alegre, C. Santori, G. Medeiros-Ribeiro and
R.G. Beausoleil, Phys. Rev. B 76, 165205 (2007).
37 A. Schweiger and G. Jeschke, Principles of pulse electron
paramagnetic resonance (Oxford University Press, New
York, 2001).
38 J.A. Weil and J.R. Bolton, Electron Paramagnetic Res-
onance: Elementary Theory and Practical Applications
(Wiley, New Jersey, 2007).
39 V.M. Acosta, E. Bauch, M.P. Ledbetter, A. Waxman, L.-
S. Bouchard and D. Budker, Phys. Rev. Lett. 104, 070801
14
(2010).
40 H. Stark and J.W. Woods, Probability, random processes,
and estimation theory for engineers (Prentice Hall, New
Jersey, 1994).
41 A.M. Stoneham, Theory of Defects in Solids (Oxford Uni-
versity Press, Oxford, 1975).
42 R. Stedman, L. Almqvist and G. Nilsson, Phys. Rev. 162,
549 (1967).
43 A.A. Maradudin, Solid State Physics 18, 274 (1966).
44 G. Davies and M.F. Hamer, Proc. R. Soc. London Ser. A
348, 285 (1976).
45 S. Takahashi, R. Hanson, J. van Tol, M.S. Sherwin and
D.D. Awschalom, Phys. Rev. Lett. 101, 047601 (2008).
46 E. van Oort and M. Glasbeek, Phys. Rev. B 40, 6509
(1989).
47 E. van Oort and M. Glasbeek, App. Mag. Res. 2, 291
(1991).
48 T.A. Kennedy, F.T. Charnock, J.S. Colton, J.E. Butler,
R.C. Linares and P.J. Doering, Phys. Stat. Sol. (b) 233,
416 (2002).
49 T.A. Kennedy, J.S. Colton, J.E. Butler, R.C. Linares and
P.J. Doering, Appl. Phys. Lett. 83, 4190 (2003).
50 I. Popa, T. Gaebel, M. Domhan, C. Wittmann, F. Jelezko
and J. Wrachtrup, Phys. Rev. B 70, 201203(R) (2004).
51 R. Hanson, O. Gywat and D.D. Awschalom, Phys. Rev. B
74, 161203(R) (2006).
52 J.M. Taylor, P. Cappellaro, L. Childress, L. Jiang, D. Bud-
ker, P.R. Hemmer, A. Yacoby, R. Walsworth and M.D.
Lukin, Nature Physics 7, 270 (2008).
53 J.R. Maze, J.M. Taylor and M.D. Lukin, Phys. Rev. B 78,
094303 (2008).
54 D.A. Redman, S. Brown, R.H. Sands and S.C. Rand, Phys.
Rev. Lett. 67, 3420 (1991).
55 M.W. Doherty et al. spin theory part I
