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Let G be a finite group, IZ a positive integer, Q,(G) the Dowling lattice of rank n 
based on G and IV, the wreath product group G wr S,. It is easily seen that IV,, 
acts as a group of automorphisms of Q,(G). This action lifts to a representation of 
W,, on each homology group of Q,(G). The character values of these represen- 
tations are computed. Let u be an element of IV,. Consider u as an n X n 
permutation matrix 6 whose nonzero entries have been replaced by elements of G. 
If  C is a cycle of a ,^ the weight of C is the product of the elements of G which lie in 
the cycle C. The type of C is the conjugacy class of G containing the weight of C. 
Let c!,~ denote the number of l-cycles of u of type u. The conjugacy class of u in 
JV, depends only on the numbers clTu. For each i = 0, l,..., n - 1 let (Q,(G))i be the 
geometric lattice obtained from Q,(G) by deleting ranks i + 1 through n - 1 (so 
(Q,(G)),-] = Q,(G)). Let pi denote the character of the representation of W, on 
the unique non-vanishing reduced homology group of (Q,(G))i. For each u E IV, 
let B,(A) be the polynomial B,(A) = Cy:t pi(u) A”-‘-‘. It is shown that 
where F(1, u, A) = (-l/1 / GI) &, b(t, u),u(t) Aiir and where b(t, u) is the number of 
solutions h E G to h’ = a. The formula (s) allows for the explicit computation of 
the characters pi. Using this information, several facts about the characters are 
deduced. For example, it is shown that the trivial character appears exactly once in 
each pi and it is shown that 1,-r can be realized in a simple way as a sum of 
induced characters. 0 1984 Academic Press, Inc. 
This paper requires little background knowledge other than a slight 
familiarity with characters of finite groups and homology groups of posets. 
For more information about characters of wreath products, the reader is 
encouraged to consult James and Kerber [8]. 
The paper is divided into three sections. In Section 1 we define the 
Dowling lattices Q,(G) and prove some technical results which will be of 
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later use. In Section 2 we carefully study the structure of the sublattices of 
Q,(G) fixed by an arbitrary element of the wreath product G wr Snm This 
section works towards an exact determination of 
teristic polynomial for any element of G wr S,. 
Lefschetz fixed-point theorem is used to convert the information from 
Section 2 into information about character values. The character values are 
applied to the study of the corresponding representations. 
1. THE DOWLING LATTICES 
Let N be a positive integer and G a finite group. We will consider a lattice 
e Dowling lattice of rank n associated with G, which is constructed 
from the partition lattice n, and the group G. Ther e several descriptions 
of these lattices in the literature (see Doubiiet, ta and Stanley [3j, 
Dowling [4], and Zaslavsky [lo]). Of these, description due to 
Zaslavsky is the most convenient for us to use and we begin here with t 
description. 
'DEFINITION 1.1. A G-partite graph y with vertex set T consists of a 
collection (y(g): g E G} of disjoint subsets of TX g satisfying: 
(a) For all i E T, (i, i) E y(e), 
(b) if (i, j) E y(g) and (j, k) E y(h) then (i, k) E y(gh), 
(@> if (6 j) E y(g) then (.A 9 E y( g-l>. 
We tail the pairs in y(g) the g-edges of y. A pair is an edge of y if it is a 
g-edge for some g. Two points x and y of are connected (or he in the same 
connected component) if (x, y) is an edge of y. If the vertex set T is 
understood then yla denotes the G-partite graph with r,(e) = {(i, ij: i E T{ 
and y,(g) = 0 for g not equal to e. 
A G-partite graph y1 is a subgraph of yz if yl(g) C yz(g) for all gE G. 
This implies that the vertex set of y, is contained in the vertex set of y2 
though equality need not hold. 
The Dowling lattice Q,(G) consists of ail pairs (S, r), where S is a subset 
of n and where y is a G-partite graph with vertex set - S. We say (S, r) < 
(r$ p) if the following two conditions hold: 
(1) scg, 
(2) If C is a connected component of y then either C is contained in T 
or C is a subgraph of p. 
As an example let n = 2 and let G be the two element group G = { iI/. 
Then a connected G-partite graph is exactly a complete bipartite graph with 
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(-1)edges joining points in distinct parts and (+l)-edges joining points in 
the same part. A general G-partite graph is a disjoint union of complete 
bipartite graphs and we visualize them in this way drawing dotted lines to 
indicate the (-1)-edges. For convenience we do not indicate the (+l)-edges 
of the form (i, i). With these conventions Q*(G) appears below: 
The main structural theorems concerning 
Dowling. We will need the following result. 
these lattices are due to 
THEOREM 1.1. (Dowling [4]). Let G be a, finite group and let II be a 
positive integer. Then Q,(G) is a geometric, supersolvable lattice of rank n 
with Birkhoffpolynomial given by 
n-1 
x(l)= n (A- 1-]G]i). 
i=O 
Let y = {y(g): g E G} be an arbitrary collection of disjoint subsets of 
TX T. We form the closure jr = (jj( g): g E G} of y with respect to conditions 
(a), (b) and (c) of D f ‘t’ e ini ion 1.1 in the obvious way. Then j7 is a G-partite 
graph exactly when the sets y(g) are disjoint. If this is the case we say that y 
is consistent. We will need the following simple test for consistency which is 
given in terms of directed paths and cycles of y. A directed vo, v,+ 1 path p in 
Y is a sequence of edges (vo, vl) E y(go>, (v,, VA E y(g,),..., (v,, v,+ J E y(g,) 
with v o,..., v, distinct. The weight ofp is the group element go g, . . . g,. A 
directed cycle 6 is a directed vO, v,+r path where v,, = v,+~. 
LEMMA 1.1. Let y = {y(g): g E G} be a collection of disjoint subsets of 
T x T having the property that (i, j) E y(g) if and only if (j, i) E y( g-l). If 
every cycle of y has weight e then y is consistent. 
ProoJ We first claim that if an edge (i, j) is added to y(g) when forming 
p(g) then there is an i, j path in y of weight g. To see this, proceed induc- 
tively on the number of edges added to y prior to (i, j). Suppose this new 
edge (i, j) is added to y(g) because for some k we have that (i, k) is a gh-‘- 
WREATH PRODUCT GROUP 433 
(k, j) is an h-edge. By induction there is an i, k path p of weight 
in y and a k, j path q of weight h in y. utting these paths together 
(they may cross) gives us a figure of the form 
i 
k 
As every cycle of y has weight e we see that the weight of thep-path from L’~ 
to k is the inverse of the weight of the q-path from u3 to k. Similarly for the p 
and q paths from u1 to v2 and u2 to v3. Thus the d, j path in ?/ obtained by 
following p to v1 then q to j has weight g as was to be shown. 
Next suppose that (i, j) is added to y(g) by virtue of the fact that (j, i) is a 
‘!r -“-edge. Again by our induction hypothesis there is aj, i path in y of weight 
g -I~ Since (s, t) E y(g) if and only if (t, s) E y(g-‘) we can invert this path 
to get an i, j path in y of weight g. This proves the claim. 
Now to prove the lemma assume that y is inconsistent. So we have (is j) E 
j(g) f’ F(h) for g # h. By the above claim there is an i, j path p in y of 
weight g and a j, i path q of weight h -‘. Following p from i to j and q from j 
to i gives a union of cycles in y the product of whose weights is not the 
identity. This is a contradiction. 
It should be noted the Lemma 1.1 is false if we drop the condition that 
(i, j) E y(g) if and only if (j, i) E y( g-I>. As a simpie counterexample, let 
G = { f I}, let T= {a, b, c} and let y be the set of edges pictured below: 
a -1 b 
c! 
This y has no cycles so certainly the conditions of Lemma 1.1 are satisfied. 
But y is inconsistent. 
2. THE FIXED POINT DOWUNG LATTICES 
Throughout this section n is a positive integer and G is a finite group. 
let W, denote the wreath product of G over S,. The elements of Wn can be 
taken to be all TZ x IZ permutation matrices whose nonzero elements have 
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been replaced by elements of G. For o E W,, let 6 denote the underlying 
permutation matrix and for i E II let sgn(u, i).denote the element of G which 
appears in the i, 6(i) entry of u. As an example of this notation, let 
G= {kl}, n=3 and 
Then we have 
0 1 0 
o^= i 1 0 0 0 0 1 ) 
and we have sgn(a, 1) = sgn(o, 3) = -1, whereas sgn(o, 2) = 1. 
The conjugacy classes of W,, are easily described in terms of what we call 
G-partitions of n. 
DEFINITION 2.1. Let U denote the set of conjugacy classes of G. A 
G-partition of IZ is a set {A(U): u E U} where each n(u) is a partition of a 
non-negative integer a, with C a, = n. 
For example, let G = {f 1 } and let n = 3. There are two conjugacy classes 
ui and u-i of G. We write a G-partition as an ordered pair of partitions with 
a(~-,) in the first coordinate and n(u,) in the second coordinate. With this 
notation, the G-partitions of 3 are (13, 0), (12,0), (3,0), (l*, l), (2, l), 
(1, 12), (1, q, (0,1’>, (0, Q), (033). 
Let o be an element of W,. Then 6 can be expressed as a product of 
disjoint cycles. If C = (c,, c2 ,..., cr) is such a cycle then we say C is a g-type 
l-cycle of o (g E G) if 
g = h sgn(a, q). (*I* 
i=l 
When the group G is nonabelian it is important to take the product (*) in 
the same order as the cycle C. If g is in the conjugacy class u E U we say 
that C is a u-conjugate cycle of O. For u E U, 1< n and CT E W, define 
m(u, 1, a) to be the number of u-conjugate l-cycles of (J. 
Given o E W, we define a G-partition of IZ, II,, by rl, = (n(u): u E U} 
where 
n(u) = 1 m(u,l,o) p,m(u,Z,o) . . . nm(u,n,rr) 
It can be shown that two elements 0, q E W, are conjugate if and only if 
/&=A,. Thus the conjugacy classes of W,, correspond exactly to the 
G-partitions of n. 
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hen choosing a representative from a conjugacy class it will often be 
convenient to assume that each cycle is of the form 
0 e 0 -.* 0 
0 0 e -.. 
0 0 0 *.* e 
g 0 0 *.a 
where g is the type of the cycle. If every cycle of e has this form we say (J is 
standara! 
The group W, acts as a group of automorphisms of Q,(G) To describe 
this action we first defme an action of Wn on the set of 
y be a G-partite graph with vertex set T contained in n. 
G-part-tile graph {y,(g): g E G} where the sets y,(g) are 
the rule 
(i, j) E y(g) if and only if (W, dj) E y,(h), 
where h = (sgn(o, i))-1 g(sgn(a, j)). 
Note that the vertex set of a(y) is C?(T) = {&: i E T}. It must be checked that 
is a G-partite graph, i.e., that a(y) satisfies clonditions (b) and (c) of 
fmition 4.1. To see that condition (b) holds suppose that (&, &) E yV(g) 
and (d& 8k) E y,(h). Then (i, j) E y( g,) and (j, k) E y(h,) where 
g, = (wh 9) g(sgn(f4 j>>-” and 
h, = (sgn(a, j)) h(sgn(o, k))-‘. (2 .I) 
y transitivity of y we have (i, j) E y(g,h,) and SO (& c3j) E y,(d) where 
d = (sgn(o, i))-’ g, h,(sgn(o, k)). 
Using Eqs. (2.1) it is easy to see that d = gk as was to be shown. The 
verification of condition (c) is equally straightforward and is left to the 
reader. 
Now we describe an action of W, on Q,(G). Let (S, y) be in Q,(G) and 
let cr be in Wn. Define o((S, y)) to be (OAS, o(y)). It Is easy to check that W’, 
acts in this way as a group of lattice automo~~isms of 
we let (Q,(G)), denote the sublattice sf JG) consisting of all 
DEFINITION 2.2. Let ~7 E W, and let p be the rank function of 
The Birkhoff polynomial of (Q,(G)), with respect to p is the polynomial 
x,(A) defined by 
436 PHIL HANLON 
where the sum is over all x in (Q,(G)), and where p, denotes the Mobius 
function of (Q,(G)),. 
Note that if o is the identity of W, then x,(A) is the usual Birkhoff 
polynomial of Q,(G) which is given in Theorem 1.1. The rest of this section 
is devoted to generalizing Theorem 1.1 by computing x,(L) for arbitrary 
(T E W,. Unfortunately the lattices (Q,(G)), fail to be either supersolvable or 
geometric in general. For example, with G = { + 1 }, n = 4 and 
0 1 0 0 
1 0 0 0 
O= 
i 1 
0 0 0 1 * 
0 0 1 0 
We see that (Q,(G)), (pictured below) is not even ranked. 
Despite the apparent difficulties we will find that the polynomials x,(A) 
have a simple description in terms of O. To derive x,(,2) we must closely 
examine the action of W, on Q,(G). This examination proceeds in stages. 
First we classify the atoms of (Q,(G)), and this classification allows us to 
reduce to the case where o consists of cycles all of the same length and type. 
We next consider the case where o has exactly one cycle and use that case to 
settle the case where CT has several cycles all of the same length and type: 
The Lattice (Q,(G)), 
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Let u be in W, and let F = (u, y) be in (Q,(G)),. If C = (ci ,.“) cl> is a 
cycle of u with the property that an edge of y joins two points in C then we 
say C is diagonalized by F. In this case there is a unique minimal t > 0 such 
that (cl, c,, 1) is an edge of y. Clearly 2 divides 2. We call l/t the period of 6 
with respect to F. 
Assume C is a g-type l-cycle of 6, that h is in G and that t > 0 is a divisor 
of 2. Define sets y(d), d E G as follows: 
(l) Y(h)= {(Ci, Ci+t>: l < i<l-t}, 
(2) Y(g-‘h)= {(C/-t+i> ci)z 1 <i< t}, 
(3) y(h-‘)= {(~~+~,c~): 1 <i<Z--t}, 
(4) y(h-lg) = {(ci> Cf-t+i): l< i < t}, 
(5) y(d)=0 for d#h,g-‘h,h-‘,h-‘g. 
Let a(C, Z/t, h) = {y(d): d E G} and let d(C, l/t> h) be the closure of 
ace, z/t, h). 
LEMMA 2.1. Let C be a g-type l-cycle of o, let t be a divisor of I and let h 
be an element of g. A necessary and sqffkient condition for B(C, l/t, h) to be 
a G-partite graph is that h” = g in G. 
ProojI Suppose d(C, l/t, h) = {6(d): d E G} is a G-partite graph. It 
contains the following edges: 
(Cl 9 Cl,,, 1) E W) 
CC //t+13 cwt+ 11 E f-v) 
By transitivity (cr , cr) E G(h’-‘g-‘h). But also (Go 9 e,) E S(e) so 
h’-‘g-“h = e or equivalently h’-’ = h-‘g. Thus ht = g. 
Conversely suppose hf = g. Consider the directed cycles of a(c, E/I, h). 
Each has one of three forms: 
(a) The cycle has length 2 and consists of edges (i, j) E y(d) and 
-“) for d = h, g-‘h, h-’ or h-‘g. 
(b) The cycle has length t and consists of edges (c~+~~,:, c~+(~+~)~,~) 
s = 0, l,..., t - 1. Here all edges but one have weight h and the exceptional 
edge has weight g-‘h. 
(c) The inverse of a type (b) cycle. 
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It is clear that every two-cycle from (a) has weight e and the relation hf = g 
insures that every cycle from (b) and (c) has weight e. By Lemma 1.1 we 
have that d(C, Z/t, h) is a G-partite graph. 
The next lemma is merely an observation but it is worth writing down for 
future reference. 
LEMMA 2.2. Let y be a G-partite graph and let u be an element of W,, 
which satisfies o(y) = y. Suppose C is an l-cycle of o which is diagonalized by 
y. Let t be a divisor of 1 and suppose (cl, c,+~) E y(h). Then A(C, l/t, h) is a 
G-partite graph fixed by o. 
At this point we are ready to describe completely the atoms of (Q,(G)),. 
For convenience we let L, denote (Q,(G)),. We proceed by constructing 
three obvious types of atoms and then we show that every atom is one of 
these three types. 
CONSTRUCTION 1. Let C be a g-type Z-cycle of cr. Suppose that for every 
prime p dividing I there are no solutions to dp = g in G. Then (C, y,) is an 
atom in L,. 
To see this suppose (S, y) is a nonzero element of L, which is less than 
(C, 7,). Then S E C but C is a cycle of IT so we must have S = 0. Thus y is 
a proper diagonalization of C and this contradicts Lemma 2.2. These are 
called class 1 atoms. 
CONSTRUCTION 2. Let C be a g-type l-cycle of u let p be a prime divisor 
of 2 and let d be a solution to dp = g. Then (0, A(C, p, d)) is an atom in L,. 
To see this note that every connected component of A(C, p, d) consists of 
p points permuted cyclically by u f’p Also the connected components of . 
d(C, p, d) are permuted cyclically by u. Clearly a nontrivial subgraph of 
A(C, p, d) is impossible. These are called class 2 atoms. 
CONSTRUCTION 3. Let C = (cr,..., cJ be a g-type I-cycle of u and let 
D = (d i ,..., d,) be an f-type Z-cycle of u where g andf are conjugate in G. Let 
h be a solution to h -‘gh = J: Let m E 1. Define y according to 
y(h)= {(ci,d,+l): 1 <i<Z-m} 
y(hf)= {(~~,d,+~-&Z-m+ 1 <i<Z}. 
Let 7 be the closure of y. Then (0,T) is an atom of L, : 
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Note that the image of the hf-edge (cI, d,) under D is the g-‘hf-e 
ut (cl, d,,,) E y(h) so we must have g-“hf= h or f = h-‘gfi. 
to see that this is an atom of L,. Transitivity contributes no 
edges to 7 so in fact we have 
p(h) = y(h), jj(hf) = y(hf ), T(e) = {(i, i): i E 
~(h-l)={(d,ti,c,):l<~<E-m} 
jT((f-‘h-l) = {(d,+i-r, cJ: 1 -m + 1 ,< i < I}. 
So if q is a nonzero subgraph of 7 then q must contain some edge of p(k) L, 
jj(g-‘h). But u permutes the edges in that union cyclically so q must contain 
all of @z) u F( g-i/z). Thus q = 7 which shows 7 is an atom. These are calle 
class 3 atoms. 
THEOREM 2.1. Let F be an atom of L,. Then F is one of the three types 
constructed above. 
ProoJ Let F = (S, y). Assume first that S is nonempty so S contains a 
cycle C of cr. Clearly (C, y,) < (S, y) so we must have equality. Suppose C 
is a g-type I-cycle. If hP = g has a solution for some p dividing I then 
(a, d(C, p, h)) is a atom of L, strictly less than F. Thus dP = g has 118 
solutions for all primes p dividing I and F is a class 1 atom. 
Assume that S is empty and that F diagonalizes a cycle C. Then it follows 
easily from Lemma 2.2 that F is a class 2 atom. 
So assume F diagonalizes no cycles of a. Let C = (ci )..*) cl) and 
D = (d, ).a., dP) be cycles of cr with the property that some edge of y joins a 
point in C to a point in D. It is easy to see that if (cci, d,) is an edge of y tken 
so is (q,d,+J and (citt, d,) for every multiple t of gcd(E, p). So if (I, p) f I 
then by transitivity, two distinct points of C are joined by an edge. 
contradicts the assumption that F diagonalizes no cycles of 0’. So 
and similarly (I, p) = p. Hence 1= p. 
Let C be a g-type cycle and D an f-type cycle an prose (cl 9 d, + ,> E 
y(h). Applying cr E-times we obtain (c,, d, +J E y(g-’ so h = g- ‘h$: Thus 
481/91/Z-11 
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g and f are conjugate and h is a solution to h-‘gh =J: Thus f: is a class 3 
atom and that completes the proof. 
Theorem 2.1 has a very surprising corollary. Loosely put, this corollary 
says that to compute x0(,%) we may as well assume that all cycles of u have 
the same length and same type. We state this formally in the next corollary. 
Let c E W,, I E n and u E U. Let rz,,, denote 1. m(u, Z, a) so qU is the 
total number of elements of n which lie in u-conjugate Z-cycles. Let CJ~,~ 
denote the element of G wr S,[ u consisting of the u-type Z-cycles of G. Let 
L,,, denote the fixed point sublattice (Q,, U(G)),, U. Let JO and J,,, denote the 
join sub-semilattices of L, and L,,, (respectively) consisting of all joins of 
atoms. Lastly let xl,,@) and ,D~,~ denote the Birkhoff polynomial and Mdbius 
function of L,,, . Let r denote the rank of J,. 
COROLLARY 2.1. With notation as above: 
@> x0@) = I”“-’ n,,, XlJ4. 
(cl P& 1) = rIl,u iul,,(O~ 1). 
ProoJ: Note that each atom of L, involves only cycles of the same length 
and type. Thus each atom of J, is in fact an atom of some J,,,. This 
establishes a bijection from the atoms of J, to the atoms of ul,UJl,U. It is 
easy to check that this bijection lifts to a lattice isomorphism. 
Statements (b) and (c) follow from (a) together with the following general 
fact about lattices. Let h4 be a finite lattice and let M, be the join sub- 
semilattice of M consisting of 0 together with all joins of atoms of M. Let ,D 
be the Mobius function of M and ,u~ the Mobius function of M, . Then for all 
x E M, ~(0, x) = 0 unless x E M, and then ~(0, x) = ,ur(O, x). 
As an example of Theorem 2.1 consider G = { 6 1 }, n = 4 and 
CT= i 
01 00 
-10 0 0 
00 
0 0 -1 0 i 
01. 
Each cycle C of u has type -1 and so it is easily seen that there are no class 
2 atoms in (Q,(G)),. There are two class 1 atoms and four class 3 atoms. 
Class 1 atoms. 
1. ({L 213 Y,) 
2. ({3¶ 419 lb>. 
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Glass 3 atoms. (As th ese are of the form ( 9 y> we only specify p) 
B. 
2. 
1 
: 
I 
2 
4 I 3 
1. 1’ 
3. 
31 !4 
“T i2 
4. 
41 13. 
With y1 and G as above, let 
This time we have eight atoms (see figure 1). Of these four are class 2 atoms, 
and four are class 3 atoms. The class 3 atoms are identical to the class 3 
atoms above and the class 2 atoms are 
1 3 4 
1. I * * 
2 
I? 34 
’ ..3 
21 
1 2 
I 
3 
. . 4 
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1 2 i3 
4. . e I I 
44 
Using Corollary 2.1 we can reduce the general problem of determining 
x,,(A) to the special case where (T consists of (z u-conjugate Z-cycles. We begin 
with a = 1. 
LEMMA 2.3. Suppose o consists of a single g-type l-cycle C. Then 
where C, is over the irreducible characters x of the group G. 
ProoJ Note that L, consists of (C, y,) together with all diagonalizations 
of C. If y is a diagonalization of C with period t then [0, (0, y)] in L, is 
isomorphic to the lattice of divisors of t by Lemma 2.1. Also the number of 
diagonalizations of C with period t is exactly the number of solutions in G to 
h’= g. Call this number b(t, g). Putting this together we have 
do> 1) = - c &> Wt, g>. tll c***> 
By the orthogonality relations, for all h E G we have 
z X(h-t)X(g) = 1 ‘fd 
x 1 
tt;jry(f g are conjugate 
Thus CheGCxx(h-f)x(g>=IGIb(t, g>- 
Combining this with (***) proves the result. 
We move on now to general CI > 1. We will use the following result due to 
Crap0 [2]. 
THEOREM 2.2 (Crapo’s Complementation theorem). Let M be a finite 
lattice and let x E M. Let ,u be the Miibius function of M. Then 
P(O, l>= c 40, c)& C’)Pu(C’, 1) c,c’ 
where C,,,, is over all complements of x and where z(c, c’) is 1 or 0 
depending on whether c is or is not less than or equal to c’. 
We are now ready to completely determine ~~(0, 1). This is most elegantly 
done in terms of the polynomials F(Z, u, A) defined below. 
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DEFINITION 2.3. Let 1 E N and let g E 
W, is A> by 
Define the ~oly~~rnial 
-1 
F(2’g’a)= z/cG(dl 
where ,u(tj is the value of the ordinary number theoretic Mtjbius function and 
where C, is over the irreducible characters x of G. If u E U let x(& U, d) = 
~(6 g, 2) for g E u. 
THEOREM 2.3. Let 1 E N and let g E G. For each a > 1 let m(a) be 
p,(B, I> for a consisting of a g-type l-cycles. Let (z> = Ca>l Ma> Z”/w- 
Then 
(a) M(z)= (1 + l/C,(g)1 z)~(‘,~,~), 
(b) (m(a)/a!(Z 1 C,(g) I)“) = ( F(‘$l) ). 
Proof: Assume 0 consists of a g-type Z-cycles. Fix one such cycle C, B 
We apply Theorem 2.2 to the element F = (C, 9 y,). Our first step is to 
malyze the complements of F. 
Let X = (S, y) be a complement of F. As F A X = 0 we have S n C, = 
Thus S is a union of some number Y of the a - 1 cycles of CJ distinct from 
C,. Let C*,..., C,-, be the a - r - 1 cycles different from C, which are not 
in S. 
Note that (C,, y,) V (S, y) = (S U D, yl), where y1 is y minus the 
connected components of y which contain points of C and where D is the set 
of points which lie in a connected component containing a point of C. As 
9; V X = 1, we see that every connected component of y contains a point of 
c. 
On the other hand, no connected component contains more than one point 
of C. For if this were the case then y would diago~alize C an 
$3, d(C, t, h)) would be less than or equal to X A F. 
Thus every point of each cycle C, ,..., C,-, is adjacent to exactly one point 
of C, in y. The graph y appears below: 
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The interval from X to 1 in L, is isomorphic to the interval from 0 to 
(C,, 7,) in Lc,. This is clear because whatever diagonalizations happen to a 
cycle C,, 1 < i < a - r, in the interval [X, 11 will happen to all other C,, 
1 < j < r, as well by transitivity. Thus 
P,(X l>=.Ml>. 
Next note that the interval from 0 to X is isomorphic to the direct product of 
the intervals [O, (S, y&l and [0, (0, ?)I. Also the interval (0,~) is 
isomorphic to the partition lattice ma-F. This is because any subgraph of y 
fixed by u must simply separate the cycles, i.e., partition C, ,..., C,-, into 
disjoint subsets. Thus 
&(0,X) = m(r)((-l)a-r-’ ((a - r - l)!)). 
Lastly note that distinct complements (S, y) are incomparable so by 
Theorem 2.2, 
a-l 
m(a) = y 
r=o ( ) “T1 m(l)m(T)((-l)“-‘-‘(a--- l)!)f(a-r) 
whereJ(a - r) is the number of graphs y of the form pictured above. 
To construct such a graph pick an element cr E C,. We can choose from 
each cycle C, ,..., C,- r any one of 1 elements to be adjacent to c, . After this 
choice is made, we must weight the edge from c, to each of these points by 
some group element. If Ci is an f-type cycle and we want (c,, c,) E y(h) for 
xi E Ci then we need h- ‘gh = 1: We know g and f are conjugate so there are 
exactly 1 C,(g) 1 choices for h. In total this gives (I 1 C,(g) I)“-’ ’ possible y. 
It is easy to check that the closure of every y constructed in this way is a 
G-partite graph (using Lemma 1.1). To summarize 
a-l 
m(a) = x 
( 1 
a; l m(1) m(r)((-1)” r-‘(a-r- l)!) 
r-0 
X (QCdg)lY r-‘e 
Multiplying by za- ‘/(a - l)! gives 
m(a) zn- ’ n;’ m(r) zr 
(a- l)! =m(l) 1 r=O 
-yj-- (-~Ic,(g)14U-r-‘. 
In generating function form this reads 
W)W) 
M’(z)= (1 + ZlC,(g)lz) 
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M’(z) 1 
M(z) =*(l) (1+IJC,(g)Jz)’ 
Integrating this from 0 to z and noting that 
M(z) = (1 + ZIC,(g)l Z)m(‘)‘l’cw 
Applying Lemma 2.3 completes the result. 
Part (b) follows from the binomial theorem. 
It should be noted that for our purpose, the significance of the factor 
a! j K,(g) Ia which appears on the left hand side of part (b) in Theorem 23 
is that this is the size of the centralizer in IV,, of an element consisting of 
exactly a g-type I-cycles. 
It is clear that F(Z, g, A) is a class function For u E U, define F(i: U, ,I) to 
be F(Z, g, A) for g E U. For each Z, u let xl(u) be an indeterminate. 
DEFINITION 2.4. For a E W, define the cycle i~~ic~t~r Z(o) of o by 
Z(0) = n (Xl(U))m(u’l’? 
1.u 
Define the Md;bius function cycle index of W,, Z,(W,,) by 
COROLLARY 2.2. Z(D) = n,,, (1 + x~(u))~(“~‘~)~ 
ProofI This follows immediately from Theorem 2.3 (b). 
At this point we proceed onto the more general problem of dete 
~&l), As noted earlier we may assume o consists of cycles of the same 
length and type thanks to Corollary 2.1. 
LEMMA 2.4. Let o consist of r cycles C, ,.-.) 6, all of the length 1 and of 
types gl,..., g, all of which are conjugate. Write C, = (cl,..*, cl)- Thea for 
every choice of 
(a) a diagonalization A(C,, t, h) of C,, 
(b) (x*,.*.,xJ E c,x *-- xc,, 
(c) f2 ,..., f, E G satisfying f; ‘g,& = gi 
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there exists a unique G-partite graph y fixed by u with (c,, xi) E yvi), 
i = 2 ,..., r, and with (0, r) A (C,, y,) = (0, d(C,, t, h)) in L,. Moreover for 
such y the interval (0, y) in L, is isomorphic to the fixed-point partition 
lattice <n,,), where q is a permutation of { 1, 2,..., rt} consisting of r cycles 
all of length t. 
Prooj Suppose you have chosen (a), (b) and (c) and suppose y satisfies 
(ci, Xi) E y(A) and (0,~) A (C,, 7,) = (0, d(C,, t, h)). Fix i, 2 < i < r, and 
write Ci = (b, ,..., b,,,Xi, b,,, ,..., b,). As y is invariant under c we have that 
(~2 9 by, 2) E y(4), w h ere d, is uniquely determined in terms of g,, gi, xi and 
fi. Similarly (c~+~, b,+,+, ) E y(d,), where d, is uniquely determined. So we 
are forced to have in y the edges from C, to Ci pictured below: 
n 7 c2 . . . 5 
C. Ii I 1 
xi 
b y-k2 *-* 
b 
Y 
=b 
Y+l 
Next we use the fact that y diagonalizes C, with period t. This gives us edges 
in C, between cj and c~+~,,~ for s = 0, l,..., t - 1 and j= 1,2 ,..., 1. Moreover 
these edges are uniquely determined as the edges which appear in d(C,, t, h). 
By transitivity these give us edges from bj to bj+s,,t for s = 0, l,..., t - 1 and 
j = 1, 2 ,..., 1. 
This is true for any of the cycles Ci, i = 2,..., r. Thus we have a uniquely 
determined subgraph y’ contained in y consisting of t connected components 
each containing l/t elements from every cycle: 
&g l ” gg 
. 
l - 0 
The subgraph y’ 
If y contains any edge not in y’ then such an edge must join points in distinct 
connected components of y’. By transitivity we have edges between the 
points in C, contained in those distinct components. But these edges are not 
in d(C,, t, h) and this contradicts (0, y) A (C,, yo) = (0, d(C,, t, h)). 
So y = y’ and this shows y is unique. It remains to show that y is a 
G-partite graph. To do so, let y1 be the set of all edges in y which involve a 
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point of C, . Clearly (a, b) E y,(d) iff (b, a) E yI(d- “) and clearly VI = y’~ 
Also the cycles of yr are of two types: 
(1) The two-cycles (a, b) E y,(d), (b, a) E y,(d- “). 
(2) Cycles of d(C,, t, h). 
Clearly ail the cycles (1) have weight e and since d(C,) t, h) is a G-partite 
graph, all cycles (2) also have weight e. By Lemma 2.1, y1 is consistent so y 
is a Gpartite graph. 
To see that [0, (0, y)] is isomorphic to (IT,,), we define a map q5 from the 
former to the latter in the following way. Fix attention on the connected 
component D of y containing cl. Label the points of Ct with the 
numbers ~(i - 1) + I,..., ti starting with xi and labeling in order of the 
cycle (say X, = cl). Let q be the permutation (I, 2,..., t)(t + I,..., 21),..., 
((r- 1) t:..., rt). Define 4: [0, (0, y)] + (nrt), by fettin #((&l,p)) be the 
partition whose blocks are the connected components of f”Jp. It is easy to 
see that this is a lattice isomorphism. 
We will use the following earlier result of this author /6]. 
THEOREM 2.4. Let ,D be the Miibius function of ( ri)ns where q is a 
~erm~t~t~o~ consisting of r cycles of length t. Then 
p(O, l)=p(t)(-1)‘-‘(r- I)! t’-” 
(here p(t) refers to the classic number theoretic M6bius f~~~t~on). 
Let u E u and let (T consist of CI u-conjugate I-cycles C,,..., 6,. Let R be 
the set of the al points contained in the cycles of 0 and let Y b a-invariant 
C-partite graph with vertex set P. Then y defines (Y> of a by 
the rule that 6, and b, are in the same block of nly if there 
exist points in Cbl and Cb, which are in the same connected component of Ye 
We use the notation S, to denote the symmetric group on o letters. Z(s,) 
will denote the ordinary cycle index of S, as a p~~rn~tation group of ~1. 
THEoREM 2.6. Suppose a consists of a u-conjugate I-cycles. Then 
Proof: We begin by considering the contribution made to x,&I) by ah 
elements of the form (0, y) which have n(y) equal to a fixed partition p of 
(x. Letp=R,/..+/R, with ri=lR,l. Let S@) be the SUIII 
Sty) = c &(O, (0, y)) Anl-p((D,fij $2.2) 
where the sum is over those y fixed by o with (Y> = P* 
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Fix attention on one such y. Let yi be the subgraph of y consisting of all 
points in a cycle C, for b E Ri and let ui be the permutation with cycles C, 
for b E Iii. Clearly yi is a,-invariant and 
where the later intervals are from the lattices Lqi. Also y is just the disjoint 
union of the graphs yi so y is uniquely determined by yr,..., yk. We further 
reline the sum (2.2) by summing over all possible yi,..., yk. 
Let Ri = {bI,..., b,.}. According to Lemma 2.4 we can construct all 
possible yi by choosing 
(a) A diagonalization d(Cbl, t, h) of Cbl, 
(b) (x 2 ,..‘, x,) E Cb,X * * * XC&,, 
(c) fi ,..., fri E G which satisfy4 g, fT1 = gj* 
We have l/t choices for each xj from part (b) and we have 1 C,( g)( choices 
for each& in part (c). If yi is so constructed then 
(l) p((0,yi)) = (r:- ‘) Z/t = lri - 1/t? 
(2) /lni(O, (0, yi)) =,U(t)(-l)‘i-l (ri - l)! trip’* 
Thus 
7 /lu,i(Op (0, yi)) 3L'ri-p(t0'yi)) 
I 
=C (b(t, g,)p(t)(-l)‘i-’ (yi - l)! f-l 
tll 
x; 
0 
ri- 1 
I C,( g,) y- l krlt 
) 
where b(t, gi) is the number of solutions h E G to h’ = g,. Rewriting the 
above we obtain 
(ri - I>! (-I I C,( 81) l>‘i-l C P(t) b(t, 81) Al/t 
tll 
which is equal to 
(yi - l)! (-I ( c,( 81) I>“-’ F(zP gll)* 
so 
Sco) = ri (-I I C,(U) l)‘i (Ti - l)! F(Z, g,1). 
i=l 
(2.3) 
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Note that in Lv we have [0, (S, y)] E [O, (S, y,)] X [S, (a, y)]. Thus 
x,(A) = 21 PJ4 (s, Y,>> * (z wq) 
s<a a 
where 4 is over all partitions of a - S. 
For a partition R,/ . . . /Rk, the number of permutations with cycle sets 
R :,.*., R, is exactly nF==, (ri - l)!. Thus refering to Eq. (2.3) 
(Here Z(S,) [xi -+ Xi] 
Xi>, or 
means to replace every occurrence of xj in Z(S,) by 
x S(p) = (a - IS])! (-I lC,(u)~)“-‘“1 Z(S,_,,,)[Xj -H(Z, u, A)]* 
5 
Combining this with Theorem 2.3 (b) we have 
x&>= c (ISI! w,ws’ yys”i I))) S!za 
x ((a- IS/)! (-l)“-ls’ (Z~C,(Z~>~)“-~“’ Z(S,-,,,) 
[xj + p(L % n)])* 
It is well-known that for any X, Z(S,) [xi --) X] = (““:-I ). 
we have 
We use the following two well-known identities: 
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Applying the first identity gives 
x,(A) = a! (I 1 C,(u)l)” 2 (“‘“‘,“’ “) ( -Ff;u; y . 
s=o 
Applying the second identity completes the proof. 
It is worth noting that by the definition of x,(A) we must have x,(O) = 
&(O, 1) and x,(l) = 0. The reader can easily check that the function x,(A) 
given by Theorem 2.5 satisfies both these properties. 
DEFINITION 2.3. Define Z(W,; A), the characteristic polynomial cycle 
index of W,,, by 
COROLLARY 2.3. CzzoZ(Wn; 2) = JJl,u (1 + x~(u))~(‘,~.‘)-‘(‘,~~~) 
As an example let G be the non-abelian group S,. The conjugacy classes 
of G are indexed by the partitions 13, 12 and 3. To avoid confusion we call 
these conjugacy classes A, B and C and we denote the cycle index variables 
xi(A), x,(B) and xi(C) by q, bi and ci. The three irreducible characters of G 
are given in the character table below: 
A= l3 B= 12 c=3 
x0 1 1 1 
Xl 1 -1 1 
x2 2 0 -1 
To apply the results of this section it is necessary to compute the 
polynomials F(Z, U, A). One can easily check that 
F(~,A,~)=-~~f,(r)~(t)1.“’ tll 
where f*(t) is the function given by 
b if (6, t) = 6 
if (6, t) = 3 
if (6, t) = 2 
11 if (6, t) = 1. 
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It is equally straightforward to show that 
F(I,B,i)=-$ p(t) /Ill1 
ill 
todd 
and 
F(Z, c, a> = - $ p(t) am 
fll 
tfOmod3 
Using these functions, together with Theorem 2.6 it is easy to compute the 
fixed point characteristic polynomials x,(L) for any 0. The case of n = 3 
appears in the table below: 
3 
a1 
as2 
a3 
a:4 
a,b, 
2 
ale1 
a2c1 
ad? 
al& 
aAcl 
2 
a+, 
a1c2 
b: 
b,b, 
4 
b:c, 
b2Cl 
bid 
b,c, 
3 
Cl 
ClC2 
c3 
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To compute just the values of the fixed point Mobius functions we must 
compute &‘(I, A, l), F(I, B, 1) and F(Z, C, 1). 
Let I be a positive integer written as I= TS, where r = 2”3” and (s, 6) = 1. 
Then 
Thus 
Similarly 
and 
F(f,B, l)= 
I 
- ,p+ ’ 
\o 
fq,C, l>= o 
I 
-1/y+’ 
so 
ifs> I. 
ifZ= 1 
if 1=2”,v> 1 
if I= 3”, w > 1 
otherwise. 
if 1=2”,v>O 
otherwise 
if1=3”,w>O 
otherwise. 
~Z,(W,)=(l +a,)-’ f10 ( ;;;;z;;)“‘“’ 
21 
x ,g, (g$) “3h-‘. 
Note that if we substitute a, = b, = c, = xi we obtain (1 + xl)-‘. This is true 
for any group G (see Example 3.3). 
Later we will use the following two facts. 
COROLLARY 2.4. Let n E b. and let W, denote G wr S,. Then 
(a> CC-l>“/l W,l) CoeW,~,(OT 1) = 1 
(b) W>“/l WA> CoEW, W2kk 1)) =n. 
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Prooj We first prove (a). Consider the power series f (z) defined 
BY Corollary 2.2 we have 
f(z) = I,,I (1 + (+)F(l,u.l) = (1 + (,)y~(‘~~J)~ 
1 
Now 
(recall that b(t, g) is the number of tth roots of g in G). But every h E C is 
the tlh root of exactly one g E G (namely h’) bence 
So f(z) = (I - z)-’ which proves part (a). 
To prove (b) the computation is very much the same. Define g(z) by 
Then by Corollary 2.3 we have 
g(z) + n (1 + (_Z)I)~:,(F(l,u,:)-F(l,u,--l)) 
1 
i 
-2 ifI= I 
= 1 ifi- 
0 l# 1, 2. 
It follsws that 
1 (1 +z2) 
g(z) = y (1 _ + A+ fl nz”. 
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3. CHARACTERS 
Let G be a fixed finite group and let W,, denote the wreath product of G 
over S,. Let R(G) be the set of all sequences v = ((v)~, (v/)i, (w)~,...), where 
(ye), is a class function of W,. Make R(G) into a ring by defining addition 
of sequences component-wise and by defining multiplication * as 
It is easy to check that R(G) is a commutative ring with identity, called the 
induction ring. 
For I,V E R(G) define Z(y) by 
where Z(a) is the cycle indicator of cr as defined in Section 2. 
EXAMPLE 3.1. Define ,u, x E R(G) as follows; for ~7 E W, let 
01)n (0) = ,uo(O~ 1) 
Ml (0) =x0@> 
where ,uu, and x, are the fixed-point Mobius function and the fixed-point 
Birkhoff polynomials as defined in Section 2. The notation Z(u) and Z&) 
defined above is consistent with the notation used in Section 2. 
LEMMA 3.1. Let w, BE R(G). Then 
Z(v * 0) = Z(w) z(e)* 
This lemma is straightforward to prove and will be of use later. 
Our interest in this section is the study of certain characters of W, which 
arise from the lattices Q,(G). We next define these characters and state a 
theorem which relates the values of these characters to the class functions ,u~ 
and x,. 
Let Q be a ranked poset with unique minimal and maximal elements 0 and 
1. Define the order complex d(Q) to be the simplicial complex whose vertices 
are the elements of Q - {a, I} and whose faces are the chains 
x0 < x1 < .. . < xk in Q - 16, I}. Denote by gi(Q) the reduced simplicial 
homology group of A(Q) over 6. 
We will deal exclusively with the case where Q is a geometric lattice. In 
this case the homology groups are easily described. If the rank of Q is 1 (so 
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Q just consists of d and 1) then A(Q) is empty so I?-,(Q) = C and 
pi(Q) = 0 for I’ # -1. The following result of Folkman deals with the general 
case. 
THEQREM 3.1. (Folkman [5]). Let Q be a geometric lattice of rclnk 
n > 2. Then 
fi#n-2 
1&fi= n - 2. 
Let Q be a geometric lattice of rank n and let i be an integer with 0 < i < 
az - 1. Let Qi denote the poset obtained fro by taking 0, ii and ranks 
1, I?,..., i. It is well-known that Qi is a geome lattice of rank i + 1. Note 
also that Q = Q,-, and that Q, = {o, 11. Let Qi) denote the u.nique non- 
vanishing reduced homology group of Qi. 
Fix W a group of automorphisms of Q. Then W also acts as a group of 
automorphisms of each Qi hence W acts on each of the reduced homolo 
groups E?(Qi). Let /Ii denote the character of W acting on A(Qi) and for each 
CI E W let B,(A) be the polynomial. 
n-l 
B&) = c pi(u)P”-‘,, 
i=O 
For each cr E W let x,(/2) be as defined in Section 2 (there for t 
Dowling lattice). The next theorem relates the polynomials 
XL?(A). 
THEOREM 3.2. (Baclawski and Bjorner [I]). For eacPE CT E W we have 
n x,(-A> 
B,(A) = C-1) -@--q-q. 
This theorem gives our primary motivation for computing the ~olynQrn~a~s 
x,(/z). From the results of Section 2 we have a complete determination of the 
values of the characters pi in the case that Q is a Dowling lattice and the 
wreath product group. 
DEFnwrION 3.1. Define /3, A, r E R (6) as follows: 
(I) Let (/?), be the character of W, acting on the unique non- 
vanishing reduced homology of Q,(G). 
(2) Let (A), be the class function defined by (A), (CT) = 
Theorem 3.2). 
(3) Let (r), be the character of W, given by (z)~ (cr) = 
;. + Pn- l(U). (Th e reader is warned not to confuse t 
481/91/2-12 
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From Theorems 2.6 and 3.2 we have that the sequences /I, A, r depend 
only on the character table of G. A bit more can be said. 
THEOREM 3.3. Let n and i be positive integers with i < n - 1. 
Then the trivial representation occurs exactly once in fi(Qi). 
ProojI Let E denote the trivial character of W,,. Then 
=A c B,(O) 
n oowy, 
= s c x,(O) by Theorem 3.2 
n l7E W” 
Similarly 
= 1 by Corollary 2.4. 
(-1) = n by Corollary 2.4. 
So the trivial character occurs once in (/I), =/3,-i and IZ times in (r), = ,8, + 
p1 + . . . + /I,- i . It is straightforward to check that pi is contained in pi+ i for 
i = 0, I,..., n - 2 which completes the proof. 
EXAMPLE 3.1. Let G be trivial. Then W,, is the symmetric group S, and 
Q,(G) is lL+l. In this case we abbreviate F(Z, e, A) by 11;(Z, 1). By definition 
we have 
P(Z, A) = - + c /l(t) 3L11f 
tll 
so 
F(Z, l)= 
I 
-:, 
ifl=l 
otherwise. 
As above, let /3,- 1 be the character of S, acting on Bk- i(n,+ i). By 
Theorem 3.2 we have 
A-l(0) =I n! 
ifa=e 
0 otherwise. 
So p,-i is the regular representation of S,, a result obtained earlier by 
Stanley (see [9]). 
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Next consider the character PO + /3, + . . e t 8, - I = r, . e have 
By Corollary 2.3 we have that the above sum is 
+ (1 -xl)-’ fi (1 + (-1)” X~)(l/I)Zl,r~(r)(-l)r:I. 
I=1 
It is easy to check that 
otherwise. 
ence 
1 
(n t l)! 
2 
if y=e 
“(‘)= (n - I)! if y is of type lne22 
(0 otherwise. 
Let x be the character of S,, , obtained by inducing the trivial character 
from a 2-cycle to the entire group. Then z, = xjs, again a result obtained 
earlier by Stanley. 
EXAMPLE 3.2. Let G = {&l }. For simplicity we will use the notation a, 
for x,(+1) and bi for x,(-l). In this case W, is the hyperoctahedral grou 
and Q,(G) is the lattice of flats of the independence matroid of the root 
system for the Lie algebra B,. 
A simple computation shows that 
P(Z, +1,n+$ ~P(WlW”” where 
til 
if t is odd 
if t is even 
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and 
Thus 
-l/2 iff= 1 
F(Z, +1, 1) = 112 
at1 if/=2” 
0 otherwise 
and 
I -,/,,+I, 
1=2” 
F(Z, -1, 1) = o 
otherwise. 
so, 
z@)= (1 -u,)-1’2 (1 -t~,)-“~ (1 +cz~$‘~“” (1 + b,,)-“2”“. 
It is easy to check that 
-1 if1=1 
F(1, 1, 1)-F(/, 1,-l)= 1 if1=2 
0 otherwise 
and 
so 
Thus 
F(Z, -1, 1) - F(I, -1, -1) = i-1 iff= 1 
I 0 otherwise. 
Z(r)=+,-a,) ‘(l-b,) ‘(l+a,). 
(r),(a) = y! 2 
1 
‘-I ifcrisoftype 1’1 ‘oroftype 1’1 ‘2 
otherwise. 
Note that (r),,(e) = j W, l/2 so one might hope that (r), could be realized as 
an induced character from a subgroup of W, of order 2. This clearly is not 
the case. 
EXAMPLE 3.3. For each n and each i< n - 1 define a character Pi,” of 
S, by 
Pi,,(Y) = ?’ Pita> 
“TV 
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where the sum on the right is over all u E W,, with 8 equal to 7. Interestingi); 
enough, the characters pi,, depend only on n and not on the group 6. 
For each y E S, let Y(y) denote xy:d ~~.~(y)i’- i I. One can show that 
xz’ ,, (l/n!) IyEs Y(y) Z(y) = (1 -. xr) ’ 1 I, , (1 + (-1 j’ x[)“J(-‘), where 
P,(i) = ~t,,,u(t) P. The proof of this result is analogous to the proof of 
Corollary 2.4 and is left to the reader. 
There are interesting connections between the characters (J?), and certain 
characters which can be realized as induced characters. We derive these 
results next and compare them to similar results obtained by Stanley for ihe 
case of S,, I acting on the partition lattice 1 I,,, , . 
We will compare (J), to a character (w), which we obtain by inducing a 
certain generic character to W, from the centralizers of the permutations in 
wn. 
To define (w),, consider a permutation u in W,, i.e.. c E W, n S,. We 
look first at the centralizer of u. If o consists of a single cycle (necessarily an 
n-cycle) then C = C,“(a) has order n 1 GI and consists of all group elements 
of the form a’( gl), where 0 < a < n - 1 and where g E G. Here gZ is the 
scalar matrix with entries g down the main diagonal. Define a character ~7 on 
C by 
q(u”( gZ)) = zi where z, = e’“’ “. 
It is worth noting that zz is a primitive nh root of 1 where i = n/gcd(n. a). 
Let Z(q) be the cycle index of this character q, i.e., 
The next lemma is an immediate consequence of the above discussion 
together with the fact that the sum of the primitive tth roots of 1 is p(f). 
LEMMA 3.2. Suppose u consists of an n-cycle. Then 
Suppose next that u consists of c, I-cycles. Then C,“(u) is isomorphic to 
the wreath product of C over S,, where C is the centralizer of a single 
i-cycle. Lift q from C to C,” (a) in the following way. If p E C,.n(g) and 
;’ = /, )...? (7 ys) is an s-cycle of a define w(y) to be 
i= 1 
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Note that the entries sgn@, yi) of p are from C so q(sgn@, ri)) makes sense. 
Define q(p) to be the product of w(y) taken over all cycles y of b. By a well- 
known result on the cycle index of a wreath product we have 
where Z(S,J is the ordinary cycle index of S,, (written with variables 
a,, a2 ,... ). Here Z(SJ[ ] is the composition product which means that 
each occurrence of a, in Z(SJ is replaced by 
Lastly assume that u is a general element of W, n S,. Let cI be the 
number of Z-cycles of u. Then CWn(u) is isomorphic to the direct product of 
the groups CWJcrI), where u1 is the permutation consisting of the Z-cycles of 
u. The character q defined on each C,,,Jc,) lifts naturally to the direct 
product CWn(u). It is clear that 
THEOREM 3.4. For each u E S, let v, denote the induction of the 
character r from C,n(u) to W,. Let (y), = CoESn ly, and let sgn denote the 
sign character of W,, (i.e., sgn(o) is the sign of 8). Then 
Proof. Let H be a subgroup of a group J, let 9 be a character of H and 
let e be the induction of 8 to J. Then by the definition of induced character 
we have 
Thus 
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Using the well-known identity (see Harary and 
we have that (3.1) equals 
Let s = ml and let j= I/t. Rewriting the above in terms of s and j we obtain 
Note that 
Hence 
(3.2) 
where b(t, h) is the number of g E G which satisfy g” = h. Thus we can 
rewrite (3.2) as 
exp 1 logO --SW) 
s,h 
- &lf ~(4 4 Nj ) . 
tis 
This in turn can be rewritten as 
exp 
( 
2 log( 1 -x,(h)) F(s, h, 1) 
s,h 
= exp 
( 
C log( 1 - xJu)) F(s, U, 1) 
s,u 
where now the sum is over conjugacy classes 24. 
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Z(A ly) = n (1 - (-l)$- i X,(U))F(S’UJ) = Z(J). 
s,u 
Consider now the case where Q is the partition lattice n, and W is the 
symmetric group S,. For o an n-cycle in S, we have that C,(o) = (0). 
Define the linear character B on C,(a) by e(u) = ezni”. Let 8, denote the 
induction of 13 to S,. Note the similarity between 0, and the character 9, 
defined for the previous result. Note also the similarity between the previous 
theorem and the next result due to Richard Stanley. 
THEOREM 3.5. (Stanley [9]). Let (r),= COB,, where the sum is over 
all n-cycles o in S,. Let sign be the sign character of S, and let @I),, be the 
character of S, acting on the non-vanishing reduced homology group of n,. 
Then 
co’), = sign(r), . 
We can consider Q as the lattice of flats of the independence matroid of a 
root system for the Lie algebra An. Then W is just the Weyl group of A,. 
When viewed in this way the n-cycles o E W are exactly the elements of the 
Weyl group with no eigenvalues equal to 1. 
If we consider the Lie algebra B, then the corresponding lattice is the 
Dowling lattice Q,(G) with G = { * 1 } ( see Example 3.2). The character I+??, is 
the natural analogue to the character 0, used by Stanley. Define (v/r,), to be 
2, I,?,, where the sum is over all o E W,, with no eigenvalues equal to 1. 
Stanley had conjectured that (,B), should be (sign v/i),. This is not the case, 
however /I and sign v1 are closely related in the induction ring. 
THEOREM 3.6. With notation as above, let @), be the regular represen- 
tation of W,,. Then in R(G) we have 
P*Ww v/J = P. 
ProoJ Using exactly the kinds of computations which appear in the 
proof of Theorem 3.4 one can show that 
= (1 -a,)-‘/’ (1 - bl)l/* fi (1 + a2a)-(a+1)‘2 (1 + b2a)(n+1)‘2 
a=1 
Thus Z(J) Z(sign vl) = (1 - al)-’ = Z(p). 
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