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For distinguishing quantum states sampled from a fixed ensemble, the gap in bipartite and single-
party distinguishability can be interpreted as a nonlocality of the ensemble. In this paper, we
consider bipartite state discrimination in a composite system consisting of N subsystems, where
each subsystem is shared between two parties and the state of each subsystem is randomly sampled
from a particular ensemble comprising the Bell states. We show that the success probability of
perfectly identifying the state converges to 1 as N → ∞ if the entropy of the probability distribu-
tion associated with the ensemble is less than 1, even if the success probability is less than 1 for
any finite N . In other words, the nonlocality of the N-fold ensemble asymptotically disappears if
the probability distribution associated with each ensemble is concentrated. Furthermore, we show
that the disappearance of the nonlocality can be regarded as a remarkable counterexample of a
fundamental open question in theoretical computer science, called a parallel repetition conjecture of
interactive games with two classically communicating players. Measurements for the discrimination
task include a projective measurement of one party represented by stabilizer states, which enable
the other party to perfectly distinguish states that are sampled with high probability.
I. INTRODUCTION
Various aspects of nonlocal properties of quantum
mechanics have been investigated by considering multi-
partite information-processing tasks undertaken by joint
quantum operations called local operations and classical
communication (LOCC). Indeed, considered not to in-
crease quantum correlation between the parties, LOCC
is widely used for characterizing entanglement measures
[1–3] and nonlocal properties of unitary operations [4–6].
Another aspect of nonlocal properties is characterized
by considering bipartite state discrimination. Bipartite
state discrimination is a task where two parties, typi-
cally called Alice and Bob, perform a measurement im-
plemented by LOCC to distinguish states sampled from
an a priori known fixed ensemble of quantum states. By
definition, the ability of the parties in bipartite state dis-
crimination is more restricted than in single-party state
discrimination as illustrated in Fig. 1(a) and (b). How-
ever, if each state constituting the ensemble is a clas-
sical state, namely a probabilistic mixture of the tensor
products of two fixed mutually orthogonal states, there
is no gap in bipartite and single-party distinguishability.
Thus, when the gap exists, it can be interpreted as a
nonlocality of the ensemble, which has been extensively
studied.
Several studies have revealed the difference between
the nonlocality of an ensemble and entanglement: for
distinguishing any two entangled pure states, the ensem-
ble is local, i.e., they can be optimally distinguished by
LOCC as well as by joint measurement [7, 8]; there exist
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FIG. 1. Graphical representations of three types of quantum
state discrimination. Rounded rectangles represent quantum
systems and dotted rectangles represent subsystems where
joint quantum operations can be performed. The state of
each system is randomly sampled from an a priori known
ensemble {(pi, ρi)}. (a) In bipartite state discrimination, a
measurement is implemented by LOCC. (b) In single-party
state discrimination, a measurement is implemented by a joint
quantum operation. (c) Bipartite discrimination of quantum
states sampled from a three-fold ensemble.
nonlocal ensembles comprising only product states [9–
13]; and increasing the number of entangled states con-
stituting an ensemble can decrease the nonlocality [14].
On the other hand, for distinguishingM orthogonal max-
imally entangled states having local dimension d, any
ensemble comprising such states (each state is sampled
with non-zero probability) is nonlocal if M > d [15–
18]. When M = d, any ensemble with M = d = 3
is local [16] whereas there exists a nonlocal ensemble
with M = d = 4, which also demonstrates a novel phe-
nomenon of entanglement discrimination catalysis [19].
Furthermore, a novel application of the nonlocality of an
ensemble was found in quantum data hiding [20, 21]. Re-
cently, connections to other fundamental issues, such as
the monogamy of entanglement [22], an area law [23],
2and a characterization of quantum mechanics in general
probabilistic theories [24], have also been found.
In this paper, we reveal a counterintuitive behavior of
the nonlocality of an ensemble caused by entanglement,
and show that it provides a remarkable counterexample
of a fundamental open question in theoretical computer
science, called a parallel repetition conjecture of inter-
active games with two players, which has been proven
to be true in a classical scenario. We consider bipartite
state discrimination in a composite system consisting of
N subsystems, where each subsystem is shared between
Alice and Bob and the state of each subsystem is ran-
domly sampled from a particular ensemble. In the dis-
crimination task, they perform an LOCC measurement
to distinguish states sampled from the N -fold ensemble
formed by taking N copies of one particular ensemble as
illustrated in Fig. 1(c).
We consider that each ensemble comprises the Bell
states, and show that the bipartite distinguishability ap-
proaches the single-party distinguishability as N grows
if the entropy of the probability distribution associated
with each ensemble is less than a certain value. More
precisely, we measure the distinguishability by the suc-
cess probability of perfectly identifying a state used in
the minimum-error discrimination [25]. We show that if
the entropy condition is satisfied, the success probability
in bipartite discrimination converges to 1 as N → ∞,
even if the success probability in bipartite discrimination
is less than 1 for any finite N , namely, the nonlocality of
the N -fold ensembles asymptotically disappears. Since
such a disappearance of the nonlocality occurs only if the
mixed state corresponding to each ensemble is entangled,
it also demonstrates a difference between the nonlocality
of an ensemble and entanglement.
An interactive proof system is a fundamental notion of
(probabilistic) computation in computational complex-
ity theory [26–29], with important applications to mod-
ern cryptography [30, 31] and hardness of approximation
[32, 33]. Its general description is based on an interactive
game [34] involving an interaction between a referee and
players. The referee makes a fixed probabilistic trial to
judge players to win or lose the game, and the players
try to maximize the winning probability. If the maxi-
mum winning probability of an interactive game is less
than 1, it is natural to expect a parallel repetition conjec-
ture of the game holds, namely, the maximum winning
probability of the repeated game, where the referee si-
multaneously repeats the game independently and judges
the players to win the repeated game if the players win
all the games, decreases exponentially. If the parallel
repetition conjecture holds, efficient error reduction of
the computation in interactive proof systems is possible
without increasing the round of interactions. The conjec-
ture has been proven for interactive games with a single
player [34–36] and with two separated classical players
[37, 38]; however, it remains widely open as to whether
the conjecture holds for interactive games with two quan-
tum players, with several positive results for special cases
[39, 40].
Bipartite state discrimination can be regarded as an in-
teractive game with two classically communicating quan-
tum players, where the referee prepares the state of a
composite system randomly sampled from an ensemble
and judges the players to win the game if they guess
the state correctly. To the best of our knowledge, it is
unknown whether the parallel repetition conjecture of in-
teractive games with two classically communicating play-
ers holds, which originates from an open problem posed
in [41]. We show that the disappearance of the nonlo-
cality in the state discrimination can be regarded as a
remarkable counterexample of the conjecture, i.e., while
the maximum winning probability of each game is less
than 1, that of the repeated game does not decrease;
moreover, it asymptotically approaches 1.
This paper is organized as follows: In Section II, we
provide precise definitions of an N -fold ensemble and the
distinguishability of states sampled from it and introduce
some notations concerning the definitions. In Section
III, we review some known upper bounds for the success
probability of the identification in bipartite discrimina-
tion and apply them to show an asymptotic behavior of
an upper bound of the success probability in our sce-
nario. In Section IV, we construct an LOCC measure-
ment for the success probability in bipartite discrimina-
tion to converge to 1. In Section V, we review an interac-
tive game and its parallel repetition conjecture and show
that the disappearance of the nonlocality can be regarded
as a counterexample of the parallel repetition conjecture
of interactive games with two classically communicating
players. The last section is devoted to conclusion and a
discussion.
II. DEFINITIONS AND NOTATIONS
We denote the Hilbert space of Alice’s system and
Bob’s system by A and B, respectively. Suppose the
state of the composite system A ⊗ B is randomly sam-
pled from an a priori known ensemble of finite quantum
states,
{(qm, |Ψm〉 ∈ A ⊗ B)}m, (1)
where qm is an element of a probability vector. (Note
that in general, an ensemble can comprise mixed states in
state discrimination; however, it is sufficient to consider
pure states in our scenario.)
Moreover, we consider that Alice’s system and Bob’s
system consist of N subsystems A = ⊗Nn=1An and
B = ⊗Nn=1Bn respectively, where An = Bn = C2 for
all n, and a state of each subsystem An⊗Bn is randomly
sampled from a particular ensemble comprising the Bell
states {(pm, |Φm〉 ∈ An ⊗ Bn) : m ∈ F 22 }, where F k2
is the direct product of k finite fields of two elements,
3p = (p00, p01, p10, p11) is a probability vector, and
|Φ00〉 = 1√
2
(|00〉+ |11〉), (2)
|Φm〉 = (I⊗ σm)|Φ00〉, (3)
σ00 = I, σ01 = X, σ10 = Z, σ11 = Y. (4)
Note that I represents the identity operator, X,Y, Z
represent Pauli operators, and {|0〉, |1〉} is a fixed or-
thonormal basis of C2 such that X |x〉 = |1− x〉, Z|x〉 =
(−1)x|x〉 and Y |x〉 = (−1)xi|1− x〉 for x ∈ {0, 1}.
The N -fold ensemble formed by taking N copies of an
ensemble {(pm, |Φm〉 ∈ An⊗Bn) : m ∈ F 22 } is represented
by {(qm, |Ψm〉 ∈ A ⊗ B) : m = (m1, · · · ,mN ) ∈ F 2N2 }
such that
qm =
N∏
n=1
pmn (5)
|Ψm〉 = ⊗Nn=1|Φmn〉 (6)
= (I(A) ⊗ σ(B)m )|Φ00〉⊗N , (7)
where σ
(B)
m = ⊗Nn=1σmn , the superscript of a linear op-
erator represents the Hilbert space it acts on, and the
order of the Hilbert spaces is appropriately permuted in
⊗Nn=1|Φmn〉 and |Φ00〉⊗N .
Alice and Bob’s measurement can be described by a
positive-operator valued measure (POVM) {Mmˆ ∈ P (A⊗
B)}mˆ satisfying
∑
mˆ
Mmˆ = I, where P (A⊗B) represents
a set of positive semidefinite operators on A⊗B. When a
state |Ψm〉 is sampled, a measurement outcome mˆ, cor-
responding to their estimation of m, is obtained with
probability given by 〈Ψm|Mmˆ|Ψm〉. Thus, the success
probability of perfectly identifying a state is given by∑
m
qm〈Ψm|Mm|Ψm〉. The bipartite distinguishability
of states sampled from an N -fold ensemble is measured
by the maximum success probability of the identification,
namely,
γ = sup


∑
m∈F 2N
2
qm〈Ψm|Mm|Ψm〉 : {Mmˆ}mˆ ∈ LOCC

 ,
(8)
where LOCC represents a set of POVMs implemented
by LOCC between Alice and Bob. Note that the single-
party distinguishability, where the supremum is taken
over all POVMs in Eq.(8), is always 1 for any N and p
since {|Ψm〉}m∈F 2N
2
is a set of orthogonal states. As other
measures of the distinguishability, the maximum success
probability of unambiguous state discrimination [42–44]
and the separable fidelity [45] have been also studied.
In our construction of an LOCC measurement given
in Section IV, it is sufficient to consider an important
subset of LOCC, a set of POVMs implemented by one-
way LOCC from Alice to Bob. Indeed, in many cases,
one-way LOCC is sufficient for perfect discrimination
when perfect bipartite state discrimination is possible
[7, 14, 16, 19]. In one-way LOCC (from Alice to Bob),
first Alice performs a measurement on her own system
described by a POVM {Aa ∈ P (A)}a and sends the
measurement outcome a to Bob. Then Bob performs
a measurement on his own system described by a POVM
{Bmˆ|a ∈ P (B)}mˆ based on a. Thus, the maximum suc-
cess probability of the identification by one-way LOCC
is given by
γ1 = max
{ ∑
m∈F 2N
2
∑
a
qm〈Ψm|Aa ⊗Bm|a|Ψm〉
: {Aa}a and {Bmˆ|a}mˆ are POVMs
}
. (9)
By definition, γ ≥ γ1. Note that γ1 is always achievable
by some measurements implemented by one-way LOCC
due to its compactness, in contrast to general LOCC [12,
46].
Since the parameters in an N -fold ensemble consist
only of a probability vector p = (p00, p01, p10, p11) and
the number of subsystems N , in the following sections,
we denote the maximum success probabilities of the iden-
tification defined in Eq. (8) and Eq. (9) by γ(N)(p) and
γ
(N)
1 (p), respectively.
III. UPPER BOUND OF LOCC
MEASUREMENTS
In [16] (simpler proof in [18]), it was shown that the
success probability of identifying a state randomly sam-
pled from an ensemble comprising M equiprobable max-
imally entangled states having local dimension d is at
most d/M . Since |Ψm〉 is a maximally entangled state
having local dimension 2N for anym ∈ F 2N2 , by applying
the result, we obtain
γ(N)
((
1
4
,
1
4
,
1
4
,
1
4
))
≤ 1
2N
. (10)
The upper bound in the right-hand side is achievable by
performing one-way LOCC measurements to each sub-
system independently: for each subsystem An ⊗ Bn, Al-
ice and Bob measure their own subsystem with respect
to the fixed basis {|0〉, |1〉}, compare the measurement
results by one-way classical communication from Alice
to Bob, and Bob guesses mn as 00 if the measurement
results agree and mn as 01 if they disagree.
By applying Theorem 4 in [47], an upper bound of
γ(N)(p) for a non-uniform probability vector p is ob-
tained:
γ(N)(p) ≤ max
{∑
m∈X
qm : X ⊆ F 2N2 , |X | = 2N
}
. (11)
Note that this upper bound can also be obtained by sim-
ply using Eq. (10) as shown in Appendix A. For N = 1,
the upper bound is tight, namely,
γ(1)(p) = pa0 + pa1 , (12)
4where {a0, a1, a2, a3} = F 22 such that pa0 ≥ pa1 ≥ pa2 ≥
pa3 . Since any set of two Bell states is locally unitar-
ily equivalent to {|Φ00〉, |Φ01〉} [48], the upper bound is
achievable by one-way LOCC.
Using Eq. (11), we can easily verify that the success
probability γ(N)(p) is less than 1 for any finite N if and
only if the number of non-zero elements in a probability
vector p is greater than or equal to 3. Furthermore,
we can show a condition where the success probability
γ(N)(p) converges to 0 as N →∞.
Theorem 1. Let H(p) = −∑x∈F 2
2
px log px be the en-
tropy of a probability vector p = (p00, p01, p10, p11). If
H(p) > 1,
lim
N→∞
γ(N)(p) = 0. (13)
Proof. We define a set of typical sequences T (ǫ) ⊆ F 2N2
as
T (ǫ) =
{
m ∈ F 2N2 :
∣∣∣∣− 1N log qm −H(p)
∣∣∣∣ < ǫ
}
(14)
for ǫ > 0. It is obvious that if m ∈ T (ǫ),
2−N(H(p)+ǫ) < qm < 2
−N(H(p)−ǫ), (15)
and thus
|T (ǫ)| < 2N(H(p)+ǫ). (16)
By the asymptotic equipartition property,
∑
m/∈T (ǫ)
qm ≤ 2 exp
(
−2 ǫ
2
∆2
N
)
, (17)
where ∆ is a non-negative real number defined by ∆ =
log(max{px}) − log(min{px}). An explicit derivation of
Eq. (17) is given in Appendix B. Therefore, for any N
and ǫ > 0 and for any X ⊆ F 2N2 satisfying |X | = 2N ,∑
m∈X
qm ≤
∑
m∈X∩T (ǫ)
qm +
∑
m/∈T (ǫ)
qm (18)
< 2N(1−H(p)+ǫ) + 2 exp
(
−2 ǫ
2
∆2
N
)
. (19)
Hence, if 1−H(p) < 0, there exists ǫ > 0 such that the
right-hand side converges to 0 as N → ∞ since ∆ is a
constant when N changes. Since the right hand side of
Eq. (11) is also bounded by Eq. (19), this completes the
proof.
Note that this convergence condition is tight in the
sense that there exists a probability vector p such that
H(p) ≥ 1 but the success probability γ(N)(p) does not
converge to 0. Indeed, for p =
(
1
2 ,
1
2 , 0, 0
)
, H(p) = 1 and
γ(N)(p) = 1 for any N .
IV. CONSTRUCTION OF AN LOCC
MEASUREMENT
In this section, we show that the success probability of
the identification, γ(N)(p), converges to 1 if the entropy
of a probability vector H(p) is less than 1 by construct-
ing a one-way LOCC measurement. The one-way LOCC
measurement consists two steps:
1. Alice performs a projective measurement described
by {Aa = |φa〉〈φa|}a, where {|φa〉 ∈ A}a is an
orthonormal basis of A.
2. Bob performs a measurement on his system de-
pending on Alice’s measurement outcome described
by {Bmˆ|a : mˆ ∈ F 2N2 }.
When a state |Ψm〉 is sampled, the (unnormalized)
state of Bob’s system after Alice’s measurement is given
by
(〈φa| ⊗ I(B))|Ψm〉 = (〈φa| ⊗ σ(B)m )|Φ00〉⊗N (20)
=
1√
2N
σ(B)m |φ∗a〉, (21)
where |φ∗a〉 ∈ B is the complex conjugate of |φa〉 with
respect to the fixed basis. Note that {|φ∗a〉 ∈ B}a is an
orthonormal basis if and only if {|φa〉 ∈ A}a is. There-
fore, the success probability γ
(N)
1 (p) defined by Eq. (9)
is bounded by
γ
(N)
1 (p) ≥
1
2N
∑
m∈F 2N
2
∑
a
qm〈φ∗a|σmBm|aσm|φ∗a〉.(22)
We choose each state |φ∗a〉 ∈ B from a stabilizer
state, which is widely used in quantum error correction
[49], quantum computation [50], and measurement-based
quantum computation [51]. Suppose S is a subgroup
of an N -qubit Pauli group {±1,±i} × {σs : s ∈ F 2N2 }.
An N -qubit state |ψ〉 ∈ C2N is stabilized by S if |ψ〉 is
a simultaneous eigenstate of all elements of S with the
eigenvalue +1:
∀S ∈ S, S|ψ〉 = |ψ〉. (23)
It is known that stabilized state |ψ〉 is uniquely deter-
mined (up to a global phase) if and only if subgroup S is
generated as a product of generators 〈g1, · · · , gN〉, where
each generator gn is taken from a subset of the Pauli
group as gn ∈ {±σs(n)}, and the generators are commuta-
tive and independent in the sense that {s(n) ∈ F 2N2 }Nn=1
is linearly independent. Note that an orthonormal ba-
sis of N -qubit {|ψa〉 : a = (a1, · · · , aN ) ∈ FN2 } can
be constructed by taking each |ψa〉 as a state stabilized
by 〈(−1)a1g1, · · · , (−1)aN gN〉 since two eigenspaces of
the Pauli group corresponding to different eigenvalues
are orthogonal. If we construct an orthonormal basis
{|φ∗a〉 ∈ B}a using stabilizer states, Bob’s measurement
can be significantly simplified using the following lemma:
5Lemma 1. Let {|ψa〉 ∈ C2N : a = (a1, · · · , aN ) ∈ FN2 }
be an orthonormal basis stabilized by
〈(−1)a1g1, · · · , (−1)aN gN〉, (24)
where {gn}Nn=1 is a set of commutative and independent
elements of {σs : s ∈ F 2N2 }. Then, for any a ∈ FN2 , there
exists a unitary operator Ua ∈ U(C2N ) such that for any
m ∈ F 2N2 ,
σm|ψa〉 ∝ Uaσm|ψ0〉, (25)
where U(C2
N
) represents a set of N -qubit unitary opera-
tors.
Proof. Let gn = σs(n), where {s(n) ∈ F 2N2 }Nn=1 is linearly
independent. Let G = (s(1), · · · , s(N))T be a N × 2N
matrix over F2. By straightforward calculation, we ob-
tain
σm|ψa〉 ∝ |ψa+GPm〉, (26)
where P is a 2N × 2N matrix over F2 such that
P = ⊕Nn=1
(
0 1
1 0
)
. (27)
Since rank(G) = rank(GP ) = N , there exists linearly
independent N columns in GP . Thus,
∃Ua ∈ U(C2
N
), ∀m ∈ F 2N2 , |ψa+GPm〉 ∝ Ua|ψGPm〉
(28)
is equivalent to
∃Ua ∈ U(C2
N
), ∀c ∈ FN2 , |ψc+a〉 ∝ Ua|ψc〉. (29)
This is true since {|ψc+a〉}c∈FN
2
is an orthonormal basis
for any a ∈ FN2 .
Suppose {|φ∗a〉 ∈ B}a∈FN
2
is an orthonormal basis
{|ψa〉}a∈FN
2
defined in Lemma 1, and Bob’s measure-
ment is represented by Bmˆ|a = UaBmˆU
†
a, where {Bmˆ ∈
P (B)}mˆ∈F 2N
2
is a POVM and {Ua}a∈FN
2
is a set of uni-
tary operators defined in Lemma 1. Due to Lemma 1 and
Eq. (22), the success probability γ
(N)
1 (p) is bounded by
γ
(N)
1 (p) ≥ η(N)(p, |ξ(N)〉) (30)
η(N)(p, |ξ(N)〉) := max
{ ∑
m∈F 2N
2
qm〈ξ(N)|σmBmσm|ξ(N)〉 :
{Bmˆ}mˆ∈F 2N
2
is a POVM
}
, (31)
where |ξ(N)〉 := |φ∗0〉 is a N -qubit state stabilized by
〈g1, · · · , gN〉. Note that Bob’s measurement is optimal
in the sense that the maximum of the right-hand side of
Eq. (22) over {Bmˆ|a}mˆ∈F 2N
2
and η(N)(p, |ξ(N)〉) are the
same.
The probability η(N)(p, |ξ(N)〉) can be understood in
the scenario of quantum error correction, i.e., Alice sends
an N -qubits stabilizer state |ξ(N)〉 to Bob via a noisy
channel. In the noisy channel, an error described by a
Pauli operator σm occurs on each qubit with probabil-
ity pm independently and identically, and Bob tries to
detect what types of error occurred. The probability
η(N)(p, |ξ(N)〉) is equal to the maximum success prob-
ability of the perfect error detection. The existence of
quantum error correction code suggests that faithful er-
ror detection is possible if the probability of error is less
than a certain value. In the following theorem, we show
that the probability η(N)(p, |ξ(N)〉) converges to 1 if the
entropy of the probability distribution of error H(p) is
less than 1.
Theorem 2. If the entropy satisfies H(p) < 1, there
exist a set of stabilizer states {|ξ(N)〉 ∈ C2N}N∈N such
that limN→∞ η
(N)(p, |ξ(N)〉) = 1.
Proof. We show the existence of the set of stabilizer states
using the idea of the random coding. For any subspace
C ⊆ F 2N2 , the symplectic dual subspace is defined by
C⊥ = {u ∈ F 2N2 : ∀v ∈ C,u⊙ v = 0}, (32)
where ⊙ denotes the symplectic product: u⊙v = uTPv.
Note that dimC + dimC⊥ = 2N . N -dimensional sub-
space C is called symplectic self-dual if C = C⊥, or equiv-
alently,
∀u,v ∈ C,u⊙ v = 0. (33)
Suppose |ξ(N)〉 is stabilized by 〈σs(1), · · · , σs(N)〉,
where {s(n)}Nn=1 is a basis of N -dimensional symplec-
tic self-dual subspace C. Since [σs(m), σs(n)] = 0 if and
only if s(m) ⊙ s(n) = 0, {σs(n)}Nn=1 is commutative and
independent; thus, |ξ(N)〉 is well defined.
Since the state with an error m is given by
σm|ξ(N)〉 ∝ |ψGPm〉, (34)
where |ψa〉 is a state stabilized by
〈(−1)a1σs(1), · · · , (−1)aNσs(N)〉, and G =
(s(1), · · · , s(N))T is a matrix over F2 as defined in
the proof of Lemma 1, and since two states correspond-
ing to errors m and m′ are distinguishable if and only
if GPm 6= GPm′, the Bob’s optimal measurement
detecting error is described by {Bmˆ(a) = |ψa〉〈ψa|}a∈FN
2
,
where mˆ : FN2 → F 2N2 is defined by
mˆ(a) = arg max
m∈F 2N
2
{qm : GPm = a}, (35)
and for mˆ′ /∈ range(mˆ), Bmˆ′ = 0.
Then, the failure probability of the error detection is
6given by
1− η(N)(p, |ξ(N)〉) (36)
≤
∑
m∈F 2N
2
qmI
[
∃m′ ∈ F 2N2 ,
m 6= m′ ∧ qm′ ≥ qm ∧GP (m +m′) = 0
]
(37)
≤
∑
m∈T (ǫ)
qm
∑
m′ 6=m
I [qm′ ≥ qm]
I [GP (m+m′) = 0] + 2 exp
(
−2 ǫ
2
∆2
N
)
, (38)
where I[L] is the indicator function, defined by I[L] = 1
if L is true and I[L] = 0 if L is false, and T (ǫ) is a set of
typical sequences defined in the proof of Theorem 1. Note
that we used Eq.(17) to derive the second inequality.
We calculate the expectation value of the failure proba-
bility when N -dimensional subspace C is randomly sam-
pled from sample space Ω = {C ⊂ F 2N2 : C = C⊥} with
a uniform probability. For any c(6= 0) ∈ F 2N2 ,
E [I [GPc = 0]] = E [I [c ∈ C]] = 1
2N + 1
<
1
2N
. (39)
The last equation is obtained by calculating the number
of symplectic self-dual subspaces as shown in Appendix
C. Thus, we obtain
E
[
1− η(N)(p, |ξ(N)〉)
]
< 2−N
∑
m∈T (ǫ)
qm
∑
m′ 6=m
I [qm′ ≥ qm]
+2 exp
(
−2 ǫ
2
∆2
N
)
(40)
< 2N(H(p)+ǫ−1)
∑
m∈T (ǫ)
qm + 2 exp
(
−2 ǫ
2
∆2
N
)
(41)
≤ 2N(H(p)+ǫ−1) + 2 exp
(
−2 ǫ
2
∆2
N
)
. (42)
Note that we used Eq.(15) to derive the second inequality.
Since there exists subspace C bounded by the right-hand
side for any N , this completes the proof.
With Eq. (30), this theorem implies the success prob-
abilities of the identification, γ
(N)
1 (p) and γ
(N)(p), con-
verge to 1 as N →∞ ifH(p) < 1. Note that ifH(p) < 1,
the quantum state merging is possible without entangle-
ment [52]; therefore, we can also construct a one-way
LOCC measurement for the success probability γ
(N)
1 (p)
to converge to 1 by using the merging protocol proposed
in [52]. However, our one-way LOCC measurement is
easier to implement in the sense that the measurement
is sampled from a finite set. Moreover, our measurement
shows a closed connection between bipartite state dis-
crimination and error correction.
Using the positive partial transpose (PPT) criterion
[53], the mixed state corresponding to each ensemble
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FIG. 2. Properties of mixed state ρ and success probabil-
ity γ(N)(p) with probability vector p = (s, t, 1 − s − t, 0).
Probability vector p is represented by a point in a triangle
or on its boundary in oblique coordinates. (a) Mixed state
ρ is separable if p is in the interior of the gray region or on
its boundary, and entangled if p is in the exterior of the gray
region. (b) Success probability γ(N)(p) is 1 for any N if p
is on the boundary of the triangle and less than 1 for any
finite N if p is in the triangle. The interior of the gray region
corresponds to H(p) > 1, where limN→∞ γ
(N)(p) = 0. The
exterior of the gray region corresponds to H(p) < 1, where
limN→∞ γ
(N)(p) = 1.
ρ =
∑
m∈F 2
2
pm|Φm〉〈Φm| is separable if and only if all
the elements of probability vector p is less than or equal
to 1/2. We summarize properties of mixed state ρ and
success probability γ(N)(p) in Fig. 2 when probability
vector p is characterized by two parameters, s and t, as
p = (s, t, 1−s− t, 0). As shown in the figure, there exists
a region of p, the interior of the white region of Fig. 2 (b),
where the success probability of bipartite discrimination,
γ(N)(p), is less than 1 for any finite N but converges
to that of single-party discrimination as N → ∞, i.e.,
the nonlocality of the N -fold ensembles asymptotically
disappears. Note that mixed state ρ is entangled in the
region. On the other hand, if mixed state ρ is separable
and success probability γ(N)(p) is less than 1 for some
finite N , γ(N)(p) converges to 0 as N → ∞ as shown in
Appendix D.
A similar result can be found in [54], where N -partite
discrimination of three states sampled from an ensemble
of N -copies of three unknown states was investigated;
however, we investigate bipartite discrimination of 4N
states sampled from an N -fold ensemble in this paper.
V. BIPARTITE STATE DISCRIMINATION AS
AN INTERACTIVE GAME
In general, an interactive game can be formulated by
quantum combs [55] or quantum strategies [56]. However,
for our purpose, it is enough to use a normal quantum
circuit description to introduce a two-turn interactive
game between a referee and two classically communicat-
ing players as shown in Fig. 3. The two-turn interactive
game consists the three steps:
1. The referee prepares composite systemA1⊗B1⊗R1
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1
1
1
FIG. 3. A two-turn interactive game between a referee and
two classically communicating players, Alice and Bob. The
two-turn interaction consists of quantum communication from
the referee to the players and vice versa. The referee’s opera-
tion (the shaded part) consists of preparing composite system
A1 ⊗ B1 ⊗R1 in mixed state ρ, sending subsystem A1 ⊗ B1
to the players, and performing a two-valued joint measure-
ment on system A′1 ⊗ B
′
1 received from the players and his
internal subsystem R1 to judge the players to win or lose the
game. The players perform LOCC operation M to maximize
the winning probability.
in mixed state ρ ∈ D(A1⊗B1⊗R1), whereD(H) :=
{ρ ∈ P (H) : tr(ρ) = 1} represents a set of density
operators on H, and sends subsystems A1 and B1
to Alice and Bob, respectively.
2. Alice and Bob perform LOCC operations described
by linear map M : P (A1 ⊗ B1) → P (A′1 ⊗ B′1) on
subsystem A1⊗B1 and send the resulting systems,
A′1 ⊗ B′1, to the referee.
3. The referee performs a measurement described by
POVM {R, I − R} ⊂ P (A′1 ⊗ B′1 ⊗ R1) to judge
Alice and Bob to win (corresponding to R) or lose
(corresponding to I−R) the game.
Then, the maximum winning probability of the players
is given by
χ(1) = sup{tr (RM⊗I(ρ)) :M is LOCC}, (43)
where M⊗I : P (A1 ⊗ B1 ⊗R1)→ P (A′1 ⊗B′1 ⊗R1) is
a linear map satisfyingM⊗I(V ⊗W ) =M(V )⊗W for
all V ∈ P (A1 ⊗ B1) and W ∈ P (R1).
The repeated game is an interactive game where the
referee simultaneously repeats one particular game in-
dependently and judges the players to win the repeated
game if the players win all the games. Thus, the N -times
repeated game of the two-turn interactive game consists
the three steps:
1. The referee prepares N -copies of composite system
A1 ⊗ B1 ⊗ R1 and sends subsystems ⊗Nn=1An and
⊗Nn=1Bn to Alice and Bob, respectively, where each
composite system is labelled An ⊗ Bn ⊗ Rn (n =
1, · · · , N).
2. Alice and Bob perform LOCC operations described
by linear map M : P ((⊗Nn=1An) ⊗ (⊗Nn=1Bn)) →
P ((⊗Nn=1A′n) ⊗ (⊗Nn=1B′n)) and send the resulting
systems to the referee, where each A′n (B′n) has the
same dimension as A′1 (B′1) in the single game.
3. The referee performs a measurement described by
POVM {R⊗N , I−R⊗N} to judge Alice and Bob to
win (corresponding to R⊗N) or lose (corresponding
to I−R⊗N ) the game, where {R, I−R} ⊂ P (A′n⊗
B′n ⊗Rn).
Then, the maximum winning probability of the players
is given by
χ(N) = sup{tr (R⊗NM⊗I(ρ⊗N )) :M is LOCC},
(44)
where the order of the Hilbert spaces is appropriately
permuted in R⊗N and ρ⊗N .
A parallel repetition conjecture of an interactive game
holds if χ(1) < 1 implies χ(N) < cN with some constant
c < 1. It is easy to verify that the bipartite discrimination
of states sampled from an ensemble comprising the Bell
states task is a two-turn interactive game by setting
ρ =
∑
m∈F 2
2
pm|Φm〉〈Φm|(An⊗Bn) ⊗ |m〉〈m|(Rn), (45)
R =
∑
m∈F 2
2
|m〉〈m|(A′n) ⊗ |m〉〈m|(B′n) ⊗ |m〉〈m|(Rn),(46)
where each subsystem Rn stores the label of a Bell state
the referee sampled. The maximum winning probability
of the players, χ(1), is equal to the success probability of
the identification, γ(1)(p). The maximum winning prob-
ability of the N -times repeated game, χ(N), is equal to
the success probability of the identification of an N -fold
ensemble, γ(N)(p). Theorem 2 shows that there exist
probability vectors p such that χ(N) converges to 1 as
N →∞ while χ(1) < 1, which is a remarkable counterex-
ample of the parallel repetition conjecture.
VI. CONCLUSION AND DISCUSSION
We have investigated bipartite discrimination of states
sampled from an N -fold ensemble comprising the Bell
states. We showed that the success probability of the
perfect identification, γ(N)(p), converges to 1 as N →
∞ if the entropy of the probability distribution associ-
ated with each ensemble, H(p), is less than 1, even if
γ(N)(p) < 1 for any finite N , namely, the nonlocality
of the N -fold ensemble asymptotically disappears. Fur-
thermore, the disappearance of the nonlocality can be
regarded as a remarkable counterexample of the parallel
repetition conjecture of interactive games with two clas-
sically communicating players.
Conversely, if H(p) > 1, the quantum state merging is
impossible without entanglement; moreover, we showed
that γ(N)(p) converges to 0 as N → ∞. Therefore, our
result also demonstrates a significant gap of the distin-
guishability with respect to γ(N)(p) between a mergeable
ensemble and a non-mergeable ensemble. Note that there
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FIG. 4. The possibility of quantum state merging for ensem-
ble {(s, |01〉), (t, |10〉), (1 − s − t, |Φ00〉)}. In the gray region,
the quantum state merging is impossible without entangle-
ment, on the other hand, it is possible in the white region
without entanglement
does not always exist such a gap for ensembles compris-
ing more general states, e.g., N -fold ensemble formed by
ensemble {(s, |01〉), (t, |10〉), (1−s− t, |Φ00〉)} is perfectly
distinguishable for any probability vector (s, t, 1− s− t)
and any N while the ensemble is not mergeable for par-
ticular probability vectors as shown in Fig. 4. There
remains a future work in investigating the gap of the
distinguishability between a mergeable ensemble and a
non-mergeable ensemble comprising more general states.
We can also discuss our result in another context. In-
tuitively, the optimal distinguishability inN independent
subsystems can be achieved by performing measurements
on each subsystem independently. Indeed, in the case of
single-party discrimination of quantum states sampled
from independent (but not necessarily identical) ensem-
bles, independent measurements can extract as much in-
formation about the composite system as any joint mea-
surement [57] as depicted in Fig. 5 (a) and (b). The
result was extended to the joint estimation of the pa-
rameters encoded in independent processes, where the
optimal joint estimation can be achieved by estimating
each process independently [58].
However, our result shows that the optimal distin-
guishability of an N -fold ensemble cannot be achieved
by independent LOCC measurement as depicted in Fig.
5 (c) but can be achieved by joint LOCC measurement,
where Alice and Bob perform entangled measurement
within their own system.
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Appendix A: Upper bound of LOCC measurements
In this Appendix, we derive the upper bound in Eq.
(11) by applying the following elementary lemma:
(c)(a) (b)
FIG. 5. Graphical representations of three types of state dis-
crimination where the state of each subsystem is randomly
sampled from independent ensemble {(pi, ρi)}. Rounded rect-
angles represent quantum systems and dotted rectangles rep-
resent subsystems where joint quantum operations can be
performed. Communication across the bold line is forbid-
den. (a) Single-party state discrimination by joint measure-
ment. (b) Single-party state discrimination by independent
measurement. (c) Bipartite state discrimination by indepen-
dent LOCC measurement.
Lemma 2. Let {ak ∈ [0, 1]}Kk=1 be a set of real numbers,
and (λ1, · · · , λK) be a probability vector. If
∑K
k=1 ak ≤ K˜
for a non-negative integer K˜ ≤ K, then
K∑
k=1
λkak ≤ max
{∑
k∈X
λk : X ⊆ [K], |X | = K˜
}
, (A1)
where [K] = {1, 2, · · · ,K}.
Proof. Suppose X∗ maximizes the right-hand side, and
let X∗c = [K] \X∗ be the complement of X∗. Let α =∑
k∈X∗ ak and β =
∑
k∈X∗c ak. Then K˜ − α ≥ β ≥ 0.
Let µ = min{λk : k ∈ X∗} and ν = max{λk : k ∈ X∗c}.
Then µ ≥ ν ≥ 0, and we obtain
∑
k∈X∗
λk −
K∑
k=1
λkak
=
∑
k∈X∗
λk(1− ak)−
∑
k∈X∗c
λkak (A2)
≥
∑
k∈X∗
µ(1 − ak)−
∑
k∈X∗c
νak (A3)
= K˜µ− αµ− βν (A4)
≥ (K˜ − α)(µ− ν) ≥ 0. (A5)
Eq.(10) implies that for any LOCC measurement
{Mmˆ}mˆ,
∑
m∈F 2N
2
〈Ψm|Mm|Ψm〉 ≤ 2N . (A6)
9Since 〈Ψm|Mm|Ψm〉 ∈ [0, 1], by applying Lemma 2, we
obtain ∑
m∈F 2N
2
qm〈Ψm|Mm|Ψm〉
≤ max
{∑
m∈X
qm : X ⊆ F 2N2 , |X | = 2N
}
(A7)
for any LOCC measurement {Mmˆ}mˆ. Hence, the upper
bound in Eq. (11) is derived.
Appendix B: Asymptotic equipartition property
In this Appendix, we derive Eq. (17). Define a set of
indices of the Bell states associated with non-zero prob-
ability F = {x ∈ F 22 : px > 0}. Let Ω = FN be a
sample space and p(m) = qm be the probability mass
function. Define random variables Yn(m) = − log pmn
and Y (m) = 1N
∑N
n=1 Yn(m), which are well-defined for
m = (m1, · · · ,mN ) ∈ Ω. Then {Yn}Nn=1 are mutually
independent random variables, and
E[Y ] = E[Yn] = H(p), (B1)
∆ := max{log pmax − log pmin, δ}, (B2)
where pmax = max{px : x ∈ F}, pmin = min{px : x ∈ F}
and δ is an arbitrary positive real number. By Hoeffd-
ing’s’s inequality, for any ǫ > 0,
Pr[|Y − E[Y ]| ≥ ǫ] ≤ 2 exp
(
−2 ǫ
2
∆2
N
)
. (B3)
Since
Pr[|Y − E[Y ]| ≥ ǫ] =
∑
m∈Ω\T (ǫ)
qm (B4)
=
∑
m∈F 2N
2
\T (ǫ)
qm, (B5)
Eq. (17) is derived.
Appendix C: Number of symplectic self-dual
subspaces
In this Appendix, we calculate the size of Ω = {C ⊂
F 2N2 : C = C
⊥} and Ωc = {C ∈ Ω : c ∈ C}, and show
that |Ωc|/|Ω| = 1/(2N + 1) for any c(6= 0) ∈ F 2N2 , which
implies the last equation in Eq. (39).
Any symplectic self-dual subspace of F 2N2 can be con-
structed by the following procedure:
1. Set C0 = {0 ∈ F 2N2 } and n = 0.
2. Choose s(n+ 1) ∈ F 2N2 so that s(n+ 1) ∈ C⊥n and
s(n+ 1) /∈ Cn.
3. Set Cn+1 = span{s(m)}n+1m=1 and increase n by one.
4. Repeat step 2 to step 3 until no s ∈ F 2N2 satisfies
the condition in step 2.
Since {s(n)}n is linearly independent, dimCn = n. Since
s(k)⊙s(l) = 0 for any k and l, Cn ⊆ C⊥n . Thus, using the
procedure, we can obtain symplectic self-dual subspace
CN and its basis {s(n)}Nn=1. Conversely, we can easily
verify that any symplectic self-dual subspace and any its
basis are constructed by the procedure.
In the procedure, we obtain
∏N−1
n=0 (2
2N−n− 2n) differ-
ent families of linearly independent vectors {s(n)}Nn=1.
For any N -dimensional subspace CN , there exist∏N−1
n=0 (2
N−2n) different families {s(n)}Nn=1 each of which
is a basis of CN . Therefore, the number of symplectic
self-dual subspaces is given by
|Ω| =
∏N−1
n=0 (2
2N−n − 2n)∏N−1
n=0 (2
N − 2n)
. (C1)
If we choose s(1) = c(6= 0), we obtain ∏N−1n=1 (22N−n −
2n) different families {c, s(2), · · · , s(N)}. For any N -
dimensional subspace CN containing c(6= 0), there ex-
ist
∏N−1
n=1 (2
N − 2n) different families {c, s(2), · · · , s(N)}
each of which is a basis of CN . Therefore, the number of
symplectic self-dual subspaces containing c(6= 0) is given
by
|Ωc| =
∏N−1
n=1 (2
2N−n − 2n)∏N−1
n=1 (2
N − 2n)
. (C2)
Appendix D: Identification in separable ensembles
If the mixed state corresponding to each ensemble, ρ =∑
m∈F 2
2
pm|Φm〉〈Φm|, is separable, 2pm ≤ 1 for all m ∈
F 22 . Using an equation∑
m∈F 2
2
pm log(2pm) = 1−H(p), (D1)
we obtain that if ρ is separable, H(p) ≥ 1 with equality
occurring only when the number of non-zero elements in
a probability vector p is 2. Using Theorem 1, we can
verify that if ρ is separable and the success probability of
the identification, γ(N)(p), is less than 1 for some finite
N , γ(N)(p) converges to 0 as N →∞.
[1] V. Vedral, M. B. Plenio, M. A. Rippin, and P. L. Knight,
Phys. Rev. Lett. 78, 2275 (1997).
[2] M. Horodecki, P. Horodecki, and R. Horodecki, Phys.
Rev. Lett. 84, 2014 (2000).
10
[3] M. B. Plenio and S. Virmani, Quant. Inf. Comp. 7, 1
(2007).
[4] A. Soeda, P. S. Turner, and M. Murao, Phys. Rev. Lett.
107, 180510 (2011).
[5] D. Stahlke and R. B. Griffiths, Phys. Rev. A 84, 032316
(2011).
[6] A. Soeda, S. Akibue, and M. Murao, J. Phys. A, Math.
Theor. 47, 424036 (2014).
[7] J. Walgate, A. J. Short, L. Hardy, and V. Vedral, Phys.
Rev. Lett. 85, 4972 (2000).
[8] S. Virmani, M. F. Sacchi, M. B. Plenio, and D. Markham,
Phys. Lett. A. 288, p. 62 (2001).
[9] C. H. Bennett, D. P. DiVincenzo, C. A. Fuchs, T. Mor,
E. Rains, P. W. Shor, J. A. Smolin and W. K. Wootters,
Phys. Rev. A 59, 1070 (1999).
[10] C.H. Bennett, D.P. DiVincenzo, T. Mor, P.W. Shor,
J.A. Smolin and B.M. Terhal, Phys. Rev. Lett. 82, 5385
(1999).
[11] A. Peres and W. K. Wootters, Phys. Rev. Lett. 66, 1119
(1991).
[12] E. Chitambar and M. H. Hsieh, Phys. Rev. A 88, 020302
(2013).
[13] A. M. Childs, D. Leung, L. Mancinska, M. Ozols, Com-
mun. Math. Phys. 323, No. 3, 1121 (2013).
[14] M. Horodecki, A. Sen(De), U. Sen, and K. Horodecki,
Phys. Rev. Lett. 90, 047902 (2003).
[15] S. Ghosh, G. Kar, A. Roy, A. Sen(De), and U. Sen, Phys.
Rev. Lett. 87, 277902 (2001).
[16] M. Nathanson, J. Math. Phys. 46, 062103 (2005).
[17] M. Hayashi, D. Markham, M. Murao, M. Owari, and S.
Virmani, Phys. Rev. Lett. 96, 040501 (2006).
[18] A. Cosentino, Phys. Rev. A 87, 012321 (2013).
[19] N. Yu, R. Duan, and M. Ying, Phys. Rev. Lett. 109,
020506 (2012).
[20] D. P. DiVincenzo, D. W. Leung and B. M. Terhal, IEEE
Trans. Inf. Theory 48, 580 (2002).
[21] T. Eggeling and R. F. Werner, Phys. Rev. Lett. 89,
097905 (2002).
[22] F. G. S. L. Brandao, M. Christandl, and J. Yard, in
Proceedings of the 43rd ACM Symposium on Theory of
Computation, 2011, edited by L. Fortnow (Northwest-
ern University, Chicago, 2011) and S. Vadhan (Harvard
University, Cambridge, 2011), p. 343.
[23] M. B. Hastings, J. Stat. Mech. Theory Exp., P08024
(2007).
[24] L. Lami, C. Palazuelos, and A. Winter, arXiv:
1703.03392, 2017 (to be published).
[25] J. Bae, L. C. Kwek, J. Phys. A: Math. Theor. 48, 083001
(2015).
[26] L. Babai. in Proceedings of the 17th ACM Symposium
on Theory of Computing, 1985, edited by R. Sedgewick
(Princeton University, Princeton, 1985), p. 421.
[27] M. Ben-Or, S. Goldwasser, J. Kilian, and A. Wigderson,
in Proceedings of the 20th ACM Symposium on Theory
of Computing, 1988, edited by J. Simon (University of
Chicago, Illinois, 1988), p. 113.
[28] J. Watrous, in Proceedings of the 40th Annual Symposium
on Foundations of Computer Science, 1999, p. 112.
[29] H. Kobayashi and K. Matsumoto, J. Computer and Sys-
tem Sciences 66, 429 (2003).
[30] S. Goldwasser, S. Micali, and C. Rackoff, in Proceed-
ings of the 17th ACM Symposium on Theory of Comput-
ing, 1985, edited by R. Sedgewick (Princeton University,
Princeton, 1985), p. 291.
[31] J. Watrous, in Proceedings of the 43rd Annual Symposium
on Foundations of Computer Science, 2002, p. 459.
[32] U. Feige, S. Goldwasser, L. Lovasz, S. Safra, and M.
Szegedy, in Proceedings of the 32nd Annual Symposium
on Foundations of Computer Science, 1991, p. 2.
[33] S. Arora and M. Safra, Journal of the ACM 45, 70 (1998).
[34] T. Vidick and J. Watrous, Foundations and Trends in
Theoretical Computer Science 11, 1 (2015).
[35] A. Kitaev and J. Watrous, in Proceedings of the 32nd
Annual ACM Symposium on Theory of Computing,
2000, edited by F. Yao (City University of Hong Kong,
Kowloon Tong, 2000) and E. Luks (University of Oregon,
Eugene, 2000), p. 608.
[36] R. Mittal and M. Szegedy. in Proceedings of the 16th In-
ternational Symposium on Fundamentals in Computation
Theory, 2007, edited by E. Csuhaj-Varju (Eotvos Lorand
University, Budapest, 2007) and Z. Esik (University of
Szeged, Szeged, 2007), p. 435.
[37] R. Raz, SIAM Journal on Computing 27, 763 (1998).
[38] T. Holenstein, in Proceedings of 39th Annual ACM Sym-
posium on Theory of Computing, 2007, edited by D.
Johnson (AT&T Labs, Florham Park, 2007) and U.
Feige (Microsoft Research and Weizmann Institute, Is-
rael, 2007), p. 411.
[39] R. Cleve, W. Slofstra, F. Unger and S. Upadhyay, in Pro-
ceedings of the 22nd Annual IEEE Conference on Com-
putational Complexity, 2007, p.109.
[40] I. Dinur, D. Steurer, and T. Vidick, in Proceedings of the
29th Annual IEEE Conference on Computational Com-
plexity, 2014, p. 197.
[41] M. Ben Or, A. Hassidim, and H. Pilpel, in Proceedings of
the 49th Annual Symposium on Foundations of Computer
Science, 2008, p. 467.
[42] I. D. Ivanovic, Phys. Lett. A 123, 257 (1987).
[43] D. Dieks, Phys. Lett. A 128, 303 (1988).
[44] A. Peres, Phys. Lett. A 128, 19 (1988).
[45] M. Navascues, Phys. Rev. Lett. 100, 070503 (2008).
[46] E. Chitambar, D. Leung, L. Mancinska, M. Ozols, and
A. Winter, Commun. Math. Phys. 328, 303 (2014).
[47] S. Bandyopadhyay and M. Nathanson, Phys. Rev. A 88,
052313 (2013).
[48] J. Dehaene, M. Van den Nest, B. De Moor, and F. Ver-
straete, Phys. Rev. A 67, 022310 (2003).
[49] D. Gottesman, Ph.D. thesis, California Institute of Tech-
nology (1997).
[50] D. Gottesman, in Proceedings of the 12th International
Colloquium on Group Theoretical Methods in Physics,
1999, edited by S. P. Corney, R. Delbourgo (University
of Tasmania, Hobart, 1999), and P. D. Jarvis, p. 32.
[51] R. Raussendorf and H. J. Briegel, Phys. Rev. Lett. 86,
5188 (2001).
[52] M. Horodecki, J. Oppenheim, and A. Winter, Nature
436, 673 (2005).
[53] M. Horodecki, P. Horodecki, and R. Horodecki, Phys.
Lett. A 223, 1 (1996).
[54] E. Chitambar, R. Duan, and M. H. Hsieh, IEEE Trans.
Inf. Theory 60, 1549 (2014).
[55] G. Chiribella, G. M. DAriano, and P. Perinotti, Phys.
Rev. A 80, 022339 (2009).
[56] G. Gutoski and J. Watrous, in Proceedings of 39th Annual
ACM Symposium on Theory of Computing, 2007, edited
by D. Johnson (AT&T Labs, Florham Park, 2007) and
U. Feige (Microsoft Research and Weizmann Institute,
Israel, 2007), p. 565.
11
[57] Chi-HangFred Fung and H. F. Chau, Phys. Rev. A 78,
062308 (2008).
[58] G. Chiribella, New J. Phys. 14, 125008 (2012).
