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Abstract 
Th is thesis addresses the adapti ve and robust recei ver design task for wi reless 
communication systems. We compare different combinations of adaptive schemes, 
matched or whitened matched filter front-end and sequence detector back-end , in 
order to adaptively estimate system parameters for Intersymbol Interference ( lSI) 
channel and multiuser detection in Code Division Multiple Access (CDMA) sys-
tem. We propose a novel robust detecting kernel to deal with channels populated 
by a mixture of noise with different probability density function (PDF) . This 
robust kernel is applied to Viterbi algorithm (VA) and several a posteriori prob-
ability (APP) algorithms for Turbo code and Low-Density Pari ty-Check (LDPC) 
code. 
We start with a brief discussion on several powerful decoding algorithms in-
cluding Viterbi algorithm (M-algorithm) and A PP algorithms. When we have per-
fect knowledge of the channel parameters, receivers designed according to these 
parameters could achieve the optimal theoretical performance. However, if we 
only know partial information about the channel, or if the channel is continu-
ously changing in an unpredictable way. the receivers designed upon imperfect 
knowledge often perform far worse than the optimal one. This could easily un-
dermine the precious gain hard-earned by using various powerful channel coding 
and decoding methods. And it is particularly true in the wireless channel. 
The adaptive scheme continuously est imates the system parameters and trace 
them in the receiver accordingly. The focus on detector back-end is the maxi-
mum likelihood detector Viterbi algorithm and its reduced-complexity cousin M-
algorithm, both used for sequence detection in lSI channel and multiuser detection 
in direct sequence CD:YIA system. In the receiver filter front-end , both matched 
lV 
filter and whitened matched filter structures are explored. Using minimum mean 
square error estimation technique, we propose a joint adaptive method and a 
channel estimation method. All of the above front-ends, back-ends and adaptive 
schemes inter-weave a rich set of combination, which is fully studied and com-
pared for their relative merits and disadvantages. This results in some important 
observation: the whitened matched filter couples better with M-algorithm; the 
joint adaptation method is simpler while the channel estimation method gener-
ally performs sl ightly better. In a word, these results will be valuable in helping 
design adaptive receivers. 
The robust scheme uses a minimax decoder kernel to minimize the maximum 
error probability among a set of noise PDF. The "minimax" concept try to op-
timize for the worst possible case. We defined "Likelihood Separation Metric" 
(LSM) to evaluate the relative difficulty of correctly detecting the transmitted 
symbols in the presence of various noise PDF. Then we calculate this metric for 
each noise PDF at each time interval and select the decoder matched to the worst 
noise (smallest metric). The robust decoders always performs better than the 
worst mismatched decoder and very close to the optimal decoder. This robust 
kernel is readily implementable for a wide spectrum of decoding algorithms, such 
as Viterbi algorithm for convolutional code, MAP algorithm for Turbo code and 
a posteriori probability algorithms for low-density parity check code and general 
graph based codes. There is no or little computational overhead for adding the 
robust scheme on top of the traditional decoder if branch metric lookup table is 
computed offline. In a word, our robust scheme is both simple and effective, and 
can be used complimentarily with other noise estimation methods proposed m 
recent robust decoding literature. 
Both of our adaptive and robust receivers prove to be valuable for their des-
ignated design purpose. Our comprehensive numerical simulation and analytical 
results strongly support these conclusions. At the end of this thesis, we will also 
propose several new directions in extending the above work . 
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Chapter 1 
Introd uction 
Vigourous writing is concise . This requires not that the writer 
make all his sentences short, or that he avoid all detail and treat his 
subject only in outline, but that every word tell. 
- WiLLiam Strunk Jr., I!The Elements of Style" 
1.1 Background 
1.1.1 The need for speed 
In recent years, there is increasing hunger for more speed out of the communi-
cation systems, thanks to the bandwidth-thirsty applications such as streamed 
audio/video and graphic intensive world wide web traffic. It is predicted that in 
a global point of view, data related traffic will soon surpass voice related traffic 
in the telecommunication networks in the very near future. Actually in some 
countries, this pattern of traffic is already a matter of reality [35J [63J. 
To meet the challenge of such dramatic change in the traffic volume and 
pattern, the old faithful voice-oriented telecommunication systems have to be 
overhauled [59J [61 J [49J. Today the backbone is pretty much upgraded to ultra 
high-capacity (hundreds of gigabit to terabits per second) and exceptionally high 
quality (high sign al to noise ratio. low attenuation) fibre optical transmission, 
thanks to the dense wavelength division multiplexing technology and light am-
plifier technology based on Erbium-doped fibre [64]. On the business side, due 
to the extensive de-regulation waves sweeping through all the continents, there 
have never been more companies in history than today that are beavering around 
wiring up the globe with fibres [23] [62]. 
With pressure on the backbone relatively eased, t he bottlenecks now appear to 
fall in the user local loop. a telecommunication term which means the connection 
between the su bscriber and the end office of service provider [17] [18] [36]. In 
today's communications landscape, the local loop will usually take the form of, 
among many others, the twisted copper wire telephone line, the coaxial cable from 
your pay TV company or the wireless radio link between a mobile phone and a 
base-station. These local loops are heavily polluted with environmental and man-
made noise, crowded with lots of inter-user and inter-cell interference, shadowed 
and faded. In a word, they are telecommunication engineer's nightmare. 
1.1.2 Powerful algorithms 
To squeeze more speed out of such "bad" channels while maintaining high quality 
transmission, powerful algorithms are needed to replace traditional algorithms. 
fn communication theory, it has long been known that a sequence based maxi-
mum likelihood detector (such as the Viterbi algorithm) or a posterior probability 
detector (such as the one used in Turbo decoder) are optimal. But the com-
putational complexity of such algorithms are prohibitive when the receiver gets 
more complicated. In the past, it is the feasibility that prevented the successful 
deployment of these powerful algorithms in commercial communication system, 
although they have been extensively used in military and deep space communica-
tion systems since their inception. 
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In recent years, due to the significant breakthrough in the computing and 
microchip technology, we have so much computing power at such a low cost, low 
power consumption and small physical profile that we can implement some really 
sop histicated algorithms in the communication device- not only at the base-station 
or central switch level, but also at handset level. So there is refreshed enthusiasm 
in both academi a and industry to fur ther explore the application of those optimal 
algorithms. 
There are also a wealth of reduced complexity algorithms based on the above 
optimal algorithms, which show a very promising compromise between complexity 
and performance. They generally have performance much better than traditional 
algorithms, and in most cases close to the significantly more complicated optimal 
one. They have in creased computational demand than traditional a lgorithms, but 
not to the degree typ ically associated with most optimal algorithms. 
So to our special interests are the following powerful algori thms (wi th more 
detai Is discussed in their correspond i ng chapters): 
1. The Viterbi algori thm and reduced-complexity ~'I-algorithm in in ter-symbol 
in terference Channels; (Chapter 3) 
2. The Viterbi algorithm and red uced-complexity M-algorithm in multiuser de-
tect ion for direct sequence Code Di vision Multiple Access systems; (Chapter 
4) 
3. Viterbi algOl'ithm for convolutional code decoding; (Chapter 5) 
4. I\Iaximum a posteriori probability (~1AP) decoding algorithm for Turbo 
code; (Chapter 6) 
5. A posteriori probability decoding algorithm for Low Density Pari ty Check 
codes and general graph based codes. (Chapter 6) 
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1.2 The Uncertain Elements and the Two White 
Knights to the Rescue 
Unfortunately, these powerful algorithms are prone to performance degradation 
when there are uncertainties in the communication system, which will seriously 
jeopardize their usability in practice. So we resort to the traditional wisdom of 
living creatures coping with changes in the environment: either adjust accord-
ingly to adapt to the environment, or have some kind of robust nature that can 
accommodate any perceivable outcoming. 
1.2.1 Knight Adaptive 
An example of the unpredictable nature of channel can be easily found in wireless 
cell phone systems. Users of mobile phones are moving around, exiting one cell 
and entering another, their line of sight distance to the base station is changing all 
the time. The faithful and diligent power control system will be busy increasing or 
reducing the emission power of handset and base station to maintain a radio link 
of stable power level between them. This will generate a ever-changing inter-user 
interference effect on other users in the same or adjacent cells. When the mobile 
user roams the edge of a cell or the intersection of different cells , this kind of 
interference to other users can be so strong that it will cause annoying glitches 
and occasional drop-offs for mobile users. 
Besides, there are also instabilities of equipment either in the network or at 
the user side, due to environmental heat and humidity, weather, component ag-
ing, malfunction , failing and software runaway. They will also introduce some 
uncertain elements to the communication system. 
In these cases, we would like to implement some kind of adaptive scheme in 
the communication system to track the current parameters of the system model 
so that the receiver is always in tune and work in the optimal matched condition . 
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The adaptive receiver can combat lots of these uncertain elements. 
1.2.2 Knight Robust 
But sometimes even adaptation cannot solve the problem, therefore a robust re-
ceiver structure is needed for the worst possible condition . 
In wireless radio channels. the environmental noise in the channel can nor-
mally be approximated as additive white Gaussian noise for practical purposes 
of designing communication s systems. But some natural phenomenon such as 
lightening can cause impulsive noise. There is also a lot of man-made noise in 
the channel, such as automotive ignition noise, power-line noise and etc, which 
changes from place to place and time to time [50], [37] . The characteristic of one 
type of man-made noise is impulsive with a typical rate of 10-50 impulses/second, 
[50]. For a mobile phone with a data rate of 10 kbits/s, it could experience up 
to one impulse every 200 bits (roughly every speech packet will be affected). For 
a high frequency radio INith a lower data rate of 1 kbits/s, the situation wil l be 
worse. Some types of man-made noise can be approximated by Gaussian noise, 
while others might only be modelled as other types of noise (for example, Laplace 
noise) [30]. Furthermore, even in Gaussian channels the maximum a posterior'i 
probability decoder needs to estimate the noise variance. The accurate estimation 
of these noise parameters could range from being very difficult to impossible in 
practice. 
In a word. the design of the two "White Knights" (adaptive and robust) for 
these powerful algorithms to overcome the adverse effect of uncertainty in the 
communicat ions system is the primal focus of th is thesis . 
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1.3 Overvie w of the thesis 
1.3 .1 Contributions 
The major contributions of our research work are: 
• Propose the new adaptive structure combining the joint adaptive scheme 
with the whitened matched filter and M-algorithm, which is both well per-
forming and simple to implement. 
• Apply the adaptive structures not only to maximum likelihood sequence 
detection in inter-symbol interference channel but also multiuser detection 
in code division multiple access systems. 
• Provide useful guidelines for communication engineers in designing adaptive 
Viterbi algorithm or M-algorithm backed receivers; compared merits and 
disadvantage of the various adaptation combinations. 
• Study the optimal robust detecting problem in a generalized way so that it 
can provide insight into extending the robust algorithms into various other 
areas, which will open a rich vein of related research . 
• Apply the minimax robust kernel to the maximum likelihood sequence detec-
tor Viterbi algorithm, which is widely used in convolutional code decoding. 
• Apply the minimax robust kernel to various a posteriori probability (APP) 
algorithms such as the decoders for Turbo code and low density parity check 
code, aiming to improving the robustness of decoders for these codes in 
uncertain channels or channels hard to be estimated accurately. 
• Tackle the problem of mixed noise within one transmitted packet using our 
robust algorithms with success, which is not yet reported in any other robust 
decoding literature. 
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• Analyze the error performance of our minimax robust decoder and find the 
robust decoder has superior performance over the mismatched decoder and 
can perform very close to the optimal matched decoder. This conclusion is 
also supported by the numerical simulation results . 
• Conclude from our analysis and experiment that our robust kernel is very 
easy to be implemented on top of the trad itional decoder. And there are no 
or li ttle computational complexity increase due to the introduction of t he 
robust kernel. These are excellent characteri stics for practical deployment. 
1.3.2 Publications 
• " Breadth-First Algorithm with Adaptive Forney Structure for lSI 
channels", Zheng Li and Lei Wei, Proceedings of Global Communication 
Confe1'ence (GlobalCom'98) . Sydney Australia, Nov . 8-12 1998. 
• " On Robust Decoding A lgorithms" , Zheng Li , Lei Wei, Ylatthew James 
and Ian Petersen, Proceedings of International Conference in Communica-
tions (l CC'99), Vancouver Canada, June 7-10 1999. 
• "A Minimax Robust Algorithm" , Lei Wei, Zheng Li , Matthew J ames 
and Tan Petersen, accepted by IEEE Transaction on Information Theory. 
1.3.3 Thesis architecture 
The structural diagram of the thesis is shown in Fig. 1. 1. 
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Introduction 
Chapter 1 
Literature Review 
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Adaptive Primer 
Adaptive Receiver for 
lSI Channel 
Chaoter 3 
Adaptive Receiver for 
Multiuser Detection 
Chapter 4 
Robust Primer 
Robust Viterbi Algorithm 
Chapter 5 
Robust APP algorithms 
Chapter 6 
Conclusions 
Chapter 7 
Figure 1.1: Structural diagram of the thesis 
1.3.4 Chapter summary 
Below is an ouUine of each chapter: 
Chapter 2 briefly overview the various algorithms and system we will st udy 
in this thesis. It starts with Viterbi algorithm and reduced-complexity Viterbi 
algorithm, with ap plication in convolutional code decoding. maximum likelihood 
sequence detection in inter-symbol interference channel and multiuser detection 
in CDMA systems . Then we discuss various a posteriori probability algorithms 
used in Turbo decoding and low density parity check code decoding. The state of 
art of both adaptive receiver design and robust decoding techniques are reviewed, 
in the context of the above powerful algorithms. This is the start point of our 
8 
research wo rk. 
In Chapter 3 we will devise several adaptive structures for sequence detection 
in in te r-symbol interference (lSI) channels based on minimum mean square error 
criterion. First, we will briefly discuss the Viterbi algorithm(VA) and various 
reduced complexity M-algori thm (MA), which keeps certain number of survi val 
paths (m) on each stage in the decod ing t relli s. At the receiver filter front-end , 
we wil l present both matched filter (MF. or t he Ungerboeck structure) and the 
whitened matched filter (W1I,IlF. or the Forney structure) . In either of the two 
filter structures, we need to adapt the receiver filter taps and the system model 
parameters. We will propose two adaptive schemes, one jointly estimate the filter 
tap and system model, while the other est imates the channel model first and t hen 
calculates t he filter tap and system model mathematically. Thus we have a full 
set of combinations of different filter front-ends, adapt ive schemes and sequence 
detectors. To compare the performance of these combinations, we wi ll carry out 
extensive simulations on various lSI channels using a Global System for Mobile 
Communications (GS1I,Il ) type packet frame. The results wi ll provide us with a 
guide on how to choose from these adapt i ve structures for different purposes and 
some insight on why they will differ. 
Chapter 4 will extend the adaptive st ru ct ure to the multiuser detection prob-
lem for Code Di visi on Multiple Access (CDMA ) system s. This is a very natural 
extension because the multiuser detection problem and the lSI channel sequence 
detector problem share the same ki nd of trel li s structure when using the Viterbi 
algor ithms . The main difference will be d ifferent users instead of adjacent bits . 
We will focus on a synchronous CD:"iJ.A system wh ile the system is readily portable 
to asynchronous COMA system. Again we wi ll carry out simulations on the whole 
set of combi nat ions of filter structures(MF or WMF) , adaptive schemes(joint or 
separate) and sequence detectors( VA or MA ). The results will help us choosin g 
various adapt ive st ructures to achieve a good performance and complexity com-
promise when designing multiuser receiver for CDMA systems 
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In C h apter 5 we will propose the minimax concept and devise our robust 
receIvers. The minimax idea, simply put, tries to optimize for the worst possible 
scenarIo. In our case, it means how to minimize the maximum error probability 
associated with all possible noise types. We approach the problem from a generic 
viewpoint, aiming to find the optimal robust algorithm. Although it provides us 
with a theoretical framework for designing robust a lgorithms , it appears to be too 
complicated even for a very simple problem . Our simplified near-optimal minimax 
robust algorithm is then proposed based on both the optimal robust algorithm 
and intuitive observation. After refinement, this robust kernel is injected into 
the Viterbi algorithm convolutional code decoder. There is generally no or slight 
computational overhead for adopting the robust scheme, and there are only a few 
structural adjustments needed in updating corresponding traditional receivers. 
All of the above attributes are very attractive for practical implementation of our 
robust algorithms. Our robust decoders generally outperform the mismatched de-
coders and is always very close to the optimal matched decoder. Our performance 
analysis also supports such observations. 
Chapter 6 further extends the application of robust scheme into various a 
posteriori probability (A PP) algorithms. We start with the Bahl, Cocke, Jelinek 
and Raviv 's algorithms [8] for Turbo code decoding, followed by the Gallager and 
McI<ay's decoding algorithms (G Lj MN , [29],[44]) for low density parity check 
code. Our robust algorithm can handle mixed noise within a transmitted packet 
as well as across multiple packets, which is a unique contribution compared to 
other noise estimation methods appeared in the literature. Our simulation results 
wi ll again illustrate the performance advantage we can achieve by improving the 
traditional APP algorithms with minimax concept. This performance edge, to-
gether with the implementation efficiency, will surely make our robust scheme an 
in terest ing new technique in improving lots of the powerful decoding algorithms 
widely used in today's error control coding systems. 
Chapter 7 concludes the thesis by highlights of various contributions we made 
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throughout the t hesis. The purpose of our research in adaptive and robust receiver 
design is justified by our achievements. Finally the possible future works in this 
vi brant research area are presented. 
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Chapter 2 
Literature Review 
" .. . See human beings as though they were in an underground cave-like 
dwelling with its entrance, a long one, open to the light across the 
whole width of the cave. They are in it from childhood with their legs 
and necks in bonds so that they are fixed, seeing only in front of 
them, unable because of the bond to turn their heads all the way 
around. Their light is from a fire burning far above and behind them. 
Between the fire and the prisoners there is a road above, along which 
we see a wall. built like the partitions puppet-handlers set in front of 
the human beings and over which they show the puppets". 
"Then most certainly," I said, "such men would hold that the truth is 
nothing other than the shadows of artificial things.)) 
- The Cave ji'om Book VII of Plato's Republic 
It would be very helpful to first cruise through some important literature to 
better our understanding of the various topics we will cover in this thesis. The 
main thread is along powerful algorithms, adaptive receiver and robust decoding 
techniques. 
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2.1 Viterbi algorithm, M-algorithm and Appli-
cations 
2.1.1 Viterbi algorithm 
The Viterbi algori thm was originally proposed by Andrew J. Viterbi for decoding 
convolutional codes [79] [80] [81] . It is a recursive optimal solution to the problem 
of estimating the state sequence of a discrete-time finite-state Yfarkov process 
observed in memory less noise. It can achieve asymptotically optimal performance 
in additive white Gaussian noise channel. The idea is also known as "dynam ic 
programming" in operations research . 
We can map the discrete-time finite-state Markov process into a trellis, with 
each node stand ing for a distinctive state at a given time, each vertice or branch 
representing the legitimate transition from one state to another in the time se-
quence. 
State 
00 
10 
01 
11 
k=O k=l k=2 k=3 k=K-2 k=K-l k=K 
o o 
Figure 2.1: Trellis structure for Viterbi Algorithm 
Suppose x = [XI, X2, . .. , xj(] (J( is the length of x ) is the vector of states in 
the trellis, r a sequence of observations contam inated by channel noise n , we can 
associate each path in the trellis with a metric proportional to -In P(x , r). This 
way, we could solve the problem of finding the x to maximize P(xl r ), by finding 
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the path whose path metric -In P(x , r ) is minimum. 
P(x , r ) = P(x)P(r lx) 
f{-l 1\- - 1 
= II P(Xk+IIXk) II P(Tkl xk+ l , Xk). 
k=O k=O 
J\'-l 
- In P(x , r ) = 2) -In P(Xk+ l lxk) - In Phlxk+l, Xk)) 
k=O 
l\ -I 
= L bmk 
k=O 
in which bmk stands for the branch metric at t ime slot k. 
(2 .1) 
(2.2) 
And this standard shortest-path prob lem can be solved by the following steps : 
Initialization . Start with Xo state, set t he state metric sm(xo) to zero and all 
other state metric to infinity. 
Forward recursion : Compute the state metric sm(xk+d = sm(xk) + bmk for all 
possible transitions from state Xk to state Xk+l; find the mini-
mum of smk+l for each Xk+l; store sm(Xk+ l ) and corresponding 
survivor i(Xk+l)' Set k to k+ 1 and repeat the forward pl"Ocess 
until we hit XK. 
Backward tracing: For finite length sequence the algorithm stops at time j{ with 
the shortest complete path, we can then retrieve this path from 
t he stored survivor i(x,,-) 
2.1.2 Reduced-complexity VA 
Viterbi algori thm is attractive for its asymptotical optimal performance. One 
of its major drawback, however , is the large memory and computation , which is 
exponential in the durat ion of ISI or the constraint length of convolutional code. 
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It' s the complexity issue of Viterbi algorithm t hat prevents it from ubiquitous 
deployment in practical communication system . 
In light of this, several reduced-compl ex ity near-optimal Viterbi algorithms are 
proposed, such as M-algorithm and T-algorithm [4] [8 7] [7] [5]. The major fo cus 
is on how to reduce the number of survival paths kept throughout the forward 
recurSions. 
For the :vi-algorithm. the best m extended paths are kept as survivors . tor T-
algorithms, only those paths whose path metric is within a threshold of T from the 
best path is stored . A combined M- and T- algorithm, or hybrid MT-algorithm, 
is a T-algorithm whose number of survivor paths are further restricted to m. If 
the m = 2,,·-1 or T = inf, then both algorithm will become the optimal Viterbi 
algorithm. On the other extreme, if m = 1 or T = 0, then these algorithms 
is no difference from decision feedback detector. From the above discussion, we 
can conclude that these reduced-complexity Viterbi algorithms are fine tunable 
to accommodate different tradeoffs in complex ity and performance. 
And there are strong analysis and simulation results suggest ing that these 
significant ly simplified algorithms can achieve near optimal performance [83] [84]. 
Instead of reducing the surviving paths in the full-sized trellis, other reduced 
complexity techniques try to reduce the number of states of the trellis, such as 
reduced state sequence detection [16] [20] [19], and using a linear or decision 
feedback equali zer to shorten the lSI duration [9] [21] [38] [54] [85] [31]. 
2 .1.3 Application of VA and MA 
The application of Viterbi algorithm in convolutional code is straightforward. 
Other researchers extend Viterbi algorithm to a wider variety of applications, 
such as sequence detection in inter-symbol in te rference channel [24] and multiuser 
detection for code division multiple access system [78] [75] [76] . 
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For convolutional code and lSI channel, signals are correlated in the time 
space, or t he transmitted signal Sk is a linear combination of information signals 
[6k, 6k- 1, 6k- 2, ... ,6k- L] (L is the memory length) . For convolutional code, the 
con'elation will be either 0 or]; for lSI channel, the correlation factor will be the 
channel taps. The information sequence [6k , 6k - 1, bk - 2 , . .• , bk - L ] corresponds to 
the state or node in the trellis graph, and the branch metric could be computed 
in proportion to -In P (TkI6k) where Tk = Sk + 11k . 
For synchronous CD.YfA systems . the correlation exist among different simul-
taneously transmitt ing users in the code space. Another level of time space cor-
relation is added for asynchronous CDMA systems. 
2.2 A posteriori probability algorithms 
R.ecently. the two-lVay a posteTioTi probability (APP ) decoder has attracted lots 
of attention. due to its application in Turbo decoding [8] [10] and Low-Density 
Parity Check (LDPC) decoding [28] [29] [42] . Both the Viterbi algorithm and two-
way APP algorit hms are special cases of m in-sum and sum-product algorithms 
[86]. Some sign ificant developments in understanding these two-way decoding 
algorithm have been reported in [69], [43], [26], [6]. In [25] Forney provided a 
detailed discussion of the two-way algorithms as well as an overview of their rich 
history. 
The TvVL (Tanner. Wiberg, Loeliger) graph provides us with a convenient way 
of visualizing various coding schemes and insights into the comparative merits 
and shortcomings of those code structure and their decoding algorithms. In TWL 
graphs, nodes represent symbols, state and checks. The relation between nodes are 
legal state transition or parity check constraints. The two-way min-sum and sum-
product algorithms are straightforward and optimal solutions to certain decoding 
problems for finite cycle-free TWL graph. 
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The pract ical decoding algori thms for most powerful codes, such as Turbo 
code, LDP C code and tail-bi t ing code can be der ived from min-sum and sum-
product algorithms tak ing into account that these codes are inherently represented 
by graph with cycles . They work very well as lon g as the cycles are long enough 
that cycli cal dependencies die out as they propagate around a cycle. [25] 
Besides these optimal two-way algorithms, there are several suboptimal for-
ward only algorithms developed for reducing the complexity [3] [2J [89] . 
2.3 Adaptive detection 
2.3.1 Adaptive equalization for lSI 
There are lots of research work on adaptive equalizer design for lSI channel [27] 
[53] [55], and we could categorize them into adaptive linear equalizer, adaptive 
decision-feedback equalizer and adaptive channel estimator for maximum likeli-
hood sequence detection (Viterbi algorithm) . We will skip over the first two and 
focus our attention on the last category due to its comparatively good per[or-
mance. 
Ungerboeck [70] proposed an adaptive matched filter front-end coupled with 
Viterbi algor ithm sequence detector structure, wh ich could simultaneously adjust 
the demodulating carrier phase and sample tim ing, approximate the matched filter 
by a transversal filter. and estimate lSI present at the output of the approximated 
matched filter. Stochastic steepest-descent algorithms is used to derive the recur-
sive adaptation steps . It differs from Forney's whitened matched filter structlll'e 
[24J with its matched filter front-end and adaptive structlll'e. 
As we discussed in the previous section, maximum likelihood sequence De-
tector( MLSD) implemented by Viterbi algorithm has exponential complexity in 
regard to the memory length . T herefore, some receiver ut ilize an adaptive equal-
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izer to constrain the length of the equ ivalent channel impulse response. In [31], 
Gu proposed an embedded decision feedback equalizer (DFE) to act simultane-
ously as a pre-whitening matched filter. a compensator for channel distortion and 
an adaptive equivalent channel impulse response estimator while the embedded 
MLSD detector operates on the signals predicted by the embedded DFE. This 
could adaptively trace the simplified channel model. 
2.3.2 Adaptive multiuser detection for CDMA 
The multiuser detector for CDMA systems depends on various system parameters 
such as received signal amplitude and cross-correlations which are fluctuating 
both in time and space . Therefore, the selr-tun ing adaptive multiuser detection 
attracted much interest in recent years . 
Verdu has a good overview on adaptive multiuser detection in [77] . In brief, 
there are decorrelating detector [39] [40], linear mu ltiuser M\1SE detector [88] [41] 
[56], tentative-decision based detector [72] [73] [15], blind multiuser detector and 
Neural network based detector. 
There are certain degree of similarity between the adaptive multiuser detec-
tor and adaptive lSI receiver, provided the detector end use Viterbi algor ithm. 
This is because each user at each correlating chip in the asynchronous CDMA 
system and each interfering symbol period of lSI have similar representation in 
the Viterbi algorithm. However, the multiuser detector is normally more com-
plicated because of the longer correlation length in heavily loaded system. The 
fundamental adaptive structure and system model, though. remain comparable. 
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2.4 Robust decoding 
2.4.1 Non-Gaussian nOIse 
Although the assumption of white Gau ssian noise is quite appropriate for many 
applications , it is well known that in many practical channels the noise distribution 
can be hardly modelled as Gaussian due to the existence of various impulsive 
noise [82J [IJ [37J. This is particularly true in urban and indoor radio channels for 
mobile and portable communications. For detailed report on the measurement 
and modelling methods please refer to [12J [13J [45J [46] [51 J and the references 
therein. 
Non~Gaussian impulsive noise can be quite detrimental to the performance of 
traditional detector based on Gaussian assumption. On the other hand, a properly 
modelled and estimated noise model can be quite beneficial to the detector design. 
There have been numerous efforts over the past three decades in the area of signal 
detection in impulsive noise [34J [47J [48J [65J [66J [67] [74J . 
2.4.2 Robust decoding based on noise estimation 
Several recent works use robust estimation method to address the problem of 
Turbo decoding in channels with unknown noise PDF. Summers and Wilson in 
[68J and Reed and Asenstorfer in [58J focus on how to efficiently and accurately 
estimate the noise variance of each block for Turbo decoders. Huang and Phamdo 
in [32] deals with how to accurately estimate the noise distribution within a family 
of noise models . This is still a relatively new research area which is generating 
more and more interest from both academia and industry. 
Both Summers and Reed found that there is performance degradation for MAP 
algorithm Turbo decoder if the channel noise variance is not correctly est imated , 
as shown in Fig.l of [68J and Fig.2 of [58J. Another interesting finding is that 
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over-estimating noise variance is less detrimental than under-estimating variance, 
tolerating a mismatch of several decibels without significant degradation. The 
reason behind this phenomenon is not presented, though. 
Summers devised a blind algorithm to estimate tIle unknown SNR from each 
code block prior to decoding that block, which do not require the transmission 
of training symbols . He used a heuristic approach which is based on sums of 
the squared receiver values and sums of their absolute value. This online est ima-
tion method do not degrade performance app reciably relative to the known SNR 
condi tions. 
Reed proposed a Novel Variance Estimation Technique (N OVEL) based on 
the assumption that the output of Turbo decoder is approximately equal to the 
data sent. This variance estimation method is however one block behind that 
of the conventional techniques because the decoder result is required before the 
estimation can be made. The performance analysis and simulation results show 
NOVEL is better than conventional algorithms at low S:\fR region , where the 
Turbo code is normally used. 
Huang [32] investigated the sensitivity of Turbo decoder to the noise distribu-
tion mismatch and proposed a simple on-line estimator for each block of received 
signal. The estimator first quantize the received signal and then estimate the noise 
distribution from the histogram of the quantized received signal. They achieved 
decoder performance within O.ldB at BER 10-4 from the exactly known case. 
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Chapter 3 
Adaptive receiver for lSI channel 
3.1 The purpose 
Nothing is permanent but change. 
- Heraclitus 
T he inter-symbol interference (lSI) can seriously affect the performance of re-
ceiver in wireless and wireline communication systems so it's important to devise 
adaptive schemes to combat this problem. 
There are lots of research work on adaptive receiver design for lSI channel. 
However little previous work are focused on the reduced-complexity Viterbi a lgo-
rithms or more specifically the M-algorithm. And we know that M-algorithm can 
ach ieve near opt imal performance at sign ificantly low complexity [83J [84J. 
In this chapter, we will start with a primer on l SI channel, followed by details 
of matched and mismatched filter front-ends, ViLerbi algori thm and M-algorithm 
detector back-ends, jointly adaptation scheme 1 and channel estimation scheme 
2, then arr ive at a full combination of adaptive structures . The simulat ion results 
will give us insight into how to choose among these combinat ions when designing 
real systems. 
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3.2 Sequence detection in lSI channel 
3.2.1 What is inter-symbol interference (lSI) channel? 
So what is in ter-symbol interference channel , also know as lSI channel? Let's first 
consider a simple analogy: 
Suppose you are in the mountains , you start to recite Homer's Iliad to show 
your friends your talents as an orator. Your voice is loud and clear and you 
are about to make an impression, however, something happens . The reverberant 
sound of yourself several seconds ago bounce back from the mountain s and add 
right on top of your current recital, making your friends hard to distinguish any 
word, let alone admire your talent. So what's the problem? Sound travels in 
different paths which result in different delays in reaching the listener, and they 
get mixed up with the original sound . 
Inter-symbol interference channel has the similar mechanism. Due to the dif-
ferent paths source signal traverse, various signals arrive at the recei ver with dif-
ferent time delay (or phase shift ) and amplitude attenuation. This phenomenon 
frustrates telecommunication engineer because the original signal is not only con-
taminated by the envi ronmental noise. but a lso by several distorted copies of itse lf, 
which furth er complicates the detection task . 
3.2.2 System model 
Before we move onto the solution to the inter-symbol interference problem, let 's 
first formulate it. The system block diagram of the transmitter and receiver over 
typical IS] channel is shown in Fig.3.1. 
The signa l at the output of the channel is 
r(t) = h(t) * b(t) + no(t), 
where * denotes convolution . r(t) is the received signal, h(t ) 
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(3.1) 
p(t ) * e(t) is 
b( n) .1 Pulse Shaping X(t) Channel lSI 1 ':,:;" I y(t)j;; y(o) I ",w", Ib'(o) 
+ Front-end ; Back-cnd 
pet) CCt) get) nT SeD) 
net) 
Figure 3.1: System block diagram of lSI channel 
equivalent channel impulse response, p(t) is the pulse shaping waveform, C(t) 
is the channel impulse response, L is the number of channel lSI taps, b( t) is 
information source bits and no(t) is additive white Gaussian noise with zero mean 
and variance (J2 
Transition from continuous to discrete time model using the delay operator D 
(D-transform) is discussed by Forney in [24], in order to form a set of sufficient 
statistics for estimation of input sequence b. 
3.2.3 Maximum likelihood sequence detection 
A good way to combat the inter-symbol interference is to intelligently use the 
additional information contained in the interference from adjacent bits to cancel 
out its effect. Therefore we will detect each symbol in the context of an interfering 
sequence instead of the single received signal that symbol represents. Otherwise 
the inter-symbol interference will be regarded as part of the environmental noise, 
which in turn result in a lower signal to noise ratio and poorer performance because 
noise is enhanced. 
The optimal maximum-likelihood sequence detector try to select the most 
likely data sequence out of all the possible sequences using Viterbi algorithm. 
However the complexity of VA grows exponentially with the memory size L for 
inter-symbol interference channels, which could be prohibitive for large L. The 
M-algorithm limits the surviving states at any time interval to m[4]. It was found 
that the M-algorithm can approach near optimum performance using m signifi-
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cantly less than 2L [84]. The tradeoff between performance and computational 
complexity is very attractive for real world application. 
3.2.4 Filter front-end: MF and WMF 
There are two basic types of receiver filter for lSI channel: one is the U nger-
boeck's matched filter structure; another one is the Forney's whitened matched 
filter structure. 
Matched filter (Ungerboeck structure) 
The matched filter (in this chapter we restrict to real signals) can be expressed as 
gMF(D) = h(D- 1 ). 
The signal after the matched filter will be 
y(D) = h(D-l)h(D)b(D) + h(D- 1 )n(D) 
= R(D)b(D) + z(D), 
(3.2) 
(3.3) 
where n(D) is white Gaussian noise, R(D) = h(D-l)h(D) is the system cor-
relation matrix and z(D ) is a coloured Gaussian noise sequence, whose correlation 
matrix is R(D). 
Using the maximum likelihood criteria, as shown in [70], we can get the metrics 
for the Viterbi algorithm 
In (6S,6~, ... ,b~_l , b~) = In-l(bS,b~ , .. , b~_I) 
L 
+ b~(2Yn - Sob~ - 2LSlb~_ I )' (3.4) 
1=1 
Here I n is the state metrics ending symbol bit b~; the second part of the right 
hand side of the (3.4) is the branch metric; Yn is the filtered signal to be fed into 
the sequence detector; SI is the system pulse response parameters for t he matched 
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fi lter structure. Because of the symmetrical characteristics of the matched filter 
structme, 5_1 = 51, only one side is needed to calculate the metric. 
Whitened m atched filter (Forney st ructure ) 
In [24], it was shown that after the whitening Alter gwP = (F (D -1)J-l, where 
R (D) = F (D) F (D- 1). We have 
y'(D) = gwp(D)y(D) 
= F (D) b (D) + n'(D) (3.5) 
= gW MP(D) b(D) + n'(D), 
gWMP(D) = gW Pg.M F (3 .6) 
= F (D-1t1 h (D-1), 
where n'(D) is whitened Gaussian noise sequence. 
According to [24], the metric for the maximum likelihood criteria cou ld be 
computed as following 
L 
I n(bS,b;, .. ,b~_l,b~) = J (bS,b'1 , •• ,b~_I) + (Yn - LF,b~_,?, 
I~O (3.7) 
where FI is the system impulse response of the whitened matched filter structure. 
3.3 Adaptive Structure 
3.3.1 Adaptation Schemes 
Here we will consider two groups of adaptation schemes: 
Adapt 1: jointly adapt receiver filter matr ix 9 and system correlation matrix 5; 
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Sequence 
r( n)1 Adaptive FIR I Y~ n! I Detector I b' (n 1 
Filter (M-Algorithm) 
g(~) I I I S~D) 
g : S 
Adaptation Scheme b(n)L-1 _______ 
Training 
Figure 3.2: Adaptation structure for lSI channel 
Adapt 2: adaptively estimate channel impulse response h and then compute g and 
S from h. 
Adaptation structure is illustrated in Pig. 3.2. 
Adapta tion Scheme 1 
Let's first consider the jointly adapt ive filte r structure . In [70], only adapt ive 
matched fi lter was given. In this thesis, we present both adaptive matched filter 
and adaptive whitening matched filter. The finite impulse response filter is shown 
in Pig. 33 
The system can be expressed as 
T Yn = g rn, (3.8) 
where g = [go, gl , · . . , gKjT is the receiver FIR fi lter taps and J{ is the number 
of the F IR fi lter taps. For matched filte r, J( = L; for whitened matched filter, 
[{ ~ L depended on receiver cut-off from infinite impulse response filter. 
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y(D) 
Figure 3.3: Cascading FIR filter 
The receiver tap coefficients g and system impulse response S are estimated 
as g and S according to 
{g,S} = argmi}1E{11 gTr - Sb In, 
g,S 
(3.9) 
A simple recursive way to adjust the tap coefficients is the stochastic gra-
dient method by differentiating 3.9 and applying the Robbins-:'v'Ionro stochastic 
approximation method [60] . In [70], Ungerboeck presented the recursive scheme 
for matched filter front end , here we extend it further to whitened matched filter 
front end [24]. 
g n+ l = g n - I-'g en rn 
sn+1 = sn + I-'sen bn 
A L A 
en = Yn - Sobn - 2Li= 1 Sibn-i Matched filter 
en = Yn - L~o Sibn-i Whi tened matched filter 
(3.10) 
(3.11) 
where en is the estimation error, g = [90,91,' .. ,9[,'] is the estimated receiver 
FIR filter taps; S = [051 , . .. ,Sd is the est imated system impulse response; rn = 
[Tn' Tn+ I, . ,Tn+h'] is the received signal; bn = [bn, bn- l , ... ,bn- L] is the trai n ing 
source sequence; I-'g is positive step size for ada.pting 9; 1-'5 is positive step size for 
adapting S. 
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The gradient based recursive adaptation method are very simple to implement. 
When the step size is chosen small enough, it will converge to the global optimum 
no matter what initial point it started [70J. In the GSM system [57], there are 
only 26 bits of training signal per packet, which is not easy for gradient based 
algorithms to achieve satisfactory convergence . In practice, we find by choosing 
step size fls ::::; i and flg ::::; Tofls, combining with re-using the training bits, this 
joint adaptation scheme can yield good results in typical noise environment. 
Adaptation Scheme 2 
An alternative adaptive scheme will be estimating the equivalent channel model h 
in (3 .1 ) first and then calculate S and g fmm h , wh.ieh we denoted as adaptation 
scheme 2. Similar schemes has been used to compute other equalizer (LE/ DFE) 
coefficients such as [22J . 
The channel impulse response h can be estimated as h according to 
1; = argm)nE{ 11 T - l;b In (3 .12) 
h 
where [h i,' .. , hd is the estimated channel impulse response. 
The recu rsive adaptation of h can be obtained using stochastic gradient algo-
rithm 
l;n+1 = l;n + flhen b n, 
L A 
en = Tn - ~i=ohi bn-i 
(3 .13) 
where en is the estimation error, I; = rhO, hI, ... , hLJ is the estimated channel 
impulse response and flh is positive step size for adapting h. 
After we get the estimate of channel coefficients h, the system correlation 
matrix could be calculated by: 
R = hd; (3 .14) 
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If we want to use the matched filter structure, we could simply use gM F' = h 
and S MF' = It as F IR filter and system impulse response; if we want to use 
t he whitened matched filter st ructure, then we could use the window Cholesky 
decompos ition (R(D) = F(D)F(D-l)) to get t he whitened mat ched filter system 
matr ix S WMF' = F, which in turn could be used to get t he receiver F IR filter 
gIVAlF' = F-' l; . (3.15) 
Th is way, the noise whitening requi rement can be guaranteed by the Cholesky 
factorization process . But this could also be costly due to the additional matrix 
computation . 
3.3.2 FIR filter front-end and adaptation scheme combi-
nations 
According to the above discussion on "receiver F IR filter structure"and "Adap-
tation schemes'" it is quite clear that we have a few interesting combinations to 
study, which is shown in the following graph : 
( wM~, ) (:~:;:l ) ( M:~m ) ) 
Adapt2 
The abbreviations used in the graph are listed as follows: 
M F Matched filte r ; 
WM F: Wh i tened matched filter : 
VA : Viterb i algor it hm; 
MA(m) M-algorithm (m surviving states). 
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The adaptive whitened matched filter schemes coupled with M-algorithm is of 
great interest to us because they are the hope for achieving near optimal perfor-
mance at a very low receiver complexity. 
3.4 Simulations results 
In this section, we study the different adaptive receiver structures under a GSM 
style environment . The data packet structure is similar to that in the GSM system 
(140 bits per packet , of which 26 are training bits); pulse shaping is rectangular 
pulse. The channel has 3 taps [0.407 , 0.815,0.407] [52], memory length L = 2, 
i .e. the total number of states is 4. In the graphs , F denotes channel parameters 
known and fixed; Al and A2 denotes adaptive scheme 1 and 2 respectively. The 
simulation results are in Figs 3.4(a) and 3.4(b) . 
We also did simulation on a 5 tap lSI channel 
[0 .2917,0.4941,0.5842 , 0.4941 , 0.2917]' L = 4, in Figs 3.5(a) and 3.5(b) . 
3.5 Conclusions 
From the graphs we can find that if the channel parameters are known and fixed, 
with Viterbi algorithm, both the MF and WMF can get identical bit error perfor-
mance . But when we use M-algorithm with a small m, the performance of matched 
filter structure degrade sharply compared with that of Whitened matched filter. 
For the latter, there is very minor performance degradation . So for low-complexity 
detector like M-algorithm, it shows that whitened matched filter generally per-
forms better. 
Comparing the two adaptation schemes A1 and A2 in the graphs, we will find 
that A2 generally yield better error performance than AI. It is not surprising 
because the A1 try to adapt S and g simultaneously with limited training length. 
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However the computational complexity of A2 (there are overhead for Cholesky 
decomposition and matrix multiplication ) is much greater than that of Al. This 
overhead is averaged among the informat ion carrying bits (or pay load) in a packet , 
so it would be quite significant for small packets or moderate for longer packets. 
Another point worth noting is that the whitened matched filter using joint 
adaptation scheme A1 is somewhat disappointing, mainly because we truncated 
the infinite impulse response filter to simulate the whitened matched filter. When 
the parameters are known and fixed , such truncation will have minimum impact 
on the system performance. However. in an adaptive setup, sensitivity related 
issue comes into play which has a negative impact on the orthogonality constraint. 
Improvement on this specific combination will be part of the future work. 
In a word, there is no clear cut winner among these adaptive receiver struc-
tures . The above results aim to present a compari son matrix in helping design 
adaptive receiver based on performance and complexity requirements. 
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Chapter 4 
Adaptive multiuser detection for 
CDMA system 
The noise is so great, one cannot hear God thunder. 
- R. C. Trench 
4.1 The purpose 
In this chapter, we will study adaptive multiuser receiver for direct sequence code 
division multiple access (DS-CD.YIA) system, which is of pivotal importance to 
our future mobile phone system. Growing from a technical novelty pioneered 
by Qualcomm's Interim Standard IS-95 based system (C DMAOne), CDMA is 
well heading for its prime time as the core standard for third-generation (3G) 
mobile telecommunication systems such as European/Japan's wideband CDMA 
(W-CDMA) and Qualcomm led CDMA-2000 system. The International Telecom-
munication Union (ITU) is currently working on International Mobile Telephone 
system for 2000 (IMT -2000) to accommodate various proposals in hope of reaching 
a universal global standard. 
Our work is focused on designing receivers which has good compromise be-
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tween performance and complexity and can adaptively adjust itself to reflect the 
variations in the communication system. The compromise is achieved by intro-
ducing a reduced complexity Viterbi algoriLhm- the m-algorithm, coupled with 
adapt ive filter front -end. Various adaptation techniques are studied to estimate 
the channel and system parameters using a pilot training signal. Their compara-
tive merits are evaluated side by side through numerical simulat ion. 
4.2 Code Division Multiple Access system 
4.2.1 Multiple access overVIew 
Basically, there are three different kinds of multiple access or channelizat ion tech-
nologies: frequency division multiple access (FDMA ), time division multiple ac-
cess (TDMA ) and code division multiple access (C D:vrA ). They separate different 
users of t he trunk communication media from crosstalk by a different frequency 
band. time slot or spreading code Fig.4 .1. Following is a brief overview of all these 
technologies within the context of mobile communication systems. 
Code 
Frequency 
Time 
Figure 4.l: Multipl e access philosophy 
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"Hard" Channeli zation: FDM A and TDMA 
Both FDMA and TDMA are essentially <'hard" resource sharing approaches. They 
have deep mental ity roots in the permanent circuit oriented telecommunication 
systems, which dated as far back as Edison's telephone system. They allocate a 
slice of channel resource to each active user, who have the absolute and sole use 
of that resource during its session . lVith a predictable quality assurance. 
Due to the precious nature of our frequency bandwidth , virtually all practical 
communication system use certain version of FDMA technology. Giving an ex-
ample in the mobile phone arena: the first generation analog Advanced Mobile 
P hone System (AMPS), assigns a bandwidth of 30KHz for each mobile user. The 
Global System for Mobi le Communication (GSM) slices the radio channel into 
200KHz slots which is further shared by another layer of multiplexing: TDMA. 
[57J 
The time division multiple access use the time domain diversity to segregate 
different users . The above mentioned GSM 200KHz frequency band actually is 
shared by 8 users, each occupying one of the eight time slots in a 4.615ms frame. 
(The digital switched telephone system is another example, in which the time 
slots not only channelize the trunk, but also facilitate the digital switching by 
re-arranging the sequence of user slots enter ing and leaving a switching fabric. 
[33]) 
" Soft" Channelization : CDM A 
The CD:vrA scheme, a more flexible or "soft" channelization method, attracts 
increasing popularity by overcoming some of the pitfalls of traditional "hard" 
resource sharing methods . Here is an un-exhaustive list of CDMA's attractiveness 
in the context of wireless mobile phone systems: 
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1. It scales better: We can add on more new users t o a fully-utilized CDMA 
system without significantly compromising service quality for existing users. 
Th is is a so-called "graceful performance degradation" or "Something for 
everybody" scenario. vVhile in traditional "hard" multiple access systems, 
when all the channels are allocated, no further user can communicate, or an 
"Everything or nothing" scenario. 
2. It is more efficient: CD'VIA system have native suppor t for variable data 
rate and multiple Quali ty of Service (QoS) . In a human to human conver-
sation, more than 65 percent talk time is idle [37], so "hard" channelization 
will waste a lot of communication resources during non-talking period . For 
bUI'sty packet data transmission, we need not only variable data rate but 
also dilTerent priority for different services. 
3. It can provide better quality: Due to its spread spectrum technology, 
CDMA systems are inherently less prone to narrow-band interference and 
frequency-selective fading, which results in clearer voice and less drop-offs. 
In addition. soft hand-off between base-stations means you have less glitch 
or dropout for high mobility users when crossing cell boarders. 
4. It is easier to deploy: No longer will we need complicated freq uency 
planning. Now we can easily re-use frequency within a cell or among adjacent 
ce ll s and implement hierarchical cell structure (microcells or picocells) to 
support "hot spot" (a place over-crowded by mobile termin als. e .g .. airport 
and sports stadium) and semi-fixed broadband data transmiss ion. 
These merits are to die for considering the hard challenges facing telecom-
munication engineers in the wireless battlefield. That can partly explain why 
all the major vendors and standard bodies for wireless mobile phone sys t ems, 
quarrelsome as they always are, more or less unanimollsly agree on using CDMA 
technology for the third generation international mobile phone standard . Next we 
will study the details of direct sequence CDMA technology. 
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4.2.2 Synchronous CDMA sys te m 
CDMA bas ics 
The concept behind code division multiple access is profound. It might not be 
as instincLive as frequency or time segmentat ion, therefore we will start with a 
very simp le example to show why using a spread ing code to distinguish a user can 
work like magic. 
Suppose we have two users sending info rmation sequence bt and 62 . each of 
them is ass igned a unique and mutually orthogonal code hl and h2 • (Fig.4.2) 
bl l b2 
~-
hI 0 [iJ 0 [iJ 0 [iJ [iJ 0 [iJ 0 OJ 0 h2 
bl 
o[iJo[iJo [iJ 
'------- EEl 
I 
l::.!Jol::.!Jol::.!Jo 
-
[iJ1ll1ll 
JJliJliJ 
-3 
(-1) 
b2 
Figure 4.2: Code divi sion multiple access basics 
hi = [0, 1,0,1,0,1,J . h2 = [l , O,l, O,l,OJ 
Each source symbol is spreaded into 6 ch ips using their code and then modula-
2 added together for transmission. Suppose at t symbol slot user 1 transmit 1 and 
user 2 transmit -1, then the transmitted signal 
r = hl 61 + h262 = [-1,1, -1, 1, -1, 1J. 
At the receiver side. we use the matching code sequence to de-multiplex. For 
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bl (8) I yl bl j h~ 
b2 
- - (8) , I", !-E9fi ",";'" n M . I F"I ultlUser I b2 n ter g Detector 
bl S 
--(8) I I !hI I yl I I bl 
Figure 4.3: Synchronous CO:VI A system diagram 
user 1, b, = r * h i = 3 while user 2, b2 = T * h2 -3. It 's quite clear that we 
could easi ly decode using a threshold detector. 
In the above case, we used or thogonal spreading codes. In the real world, as 
long as the co rrelation among codes are much smaller than the autocorrelation 
of themselves . it is okay. While some people are still trying hard to search for 
large groups of orthogonal codes or codes with very small cross-correlation. others 
resort to generate very long pseudo random (PN) codes instead, arguing that thei r 
random code is as good as specially des igned codes . Both approach have success 
stories in the real mobile communication world. 
System Model 
First we draw the system diagram of the baseband synchronous CDMA system, 
then proceed to define the mathematical model. which will be the foundation for 
the rest of th is chapter. 
In Fig.4.3, there are I users communicating simultaneously, and the spreading 
factor of the signature waveform is k. These two parameters are important because 
they dec ide the performance, capaci ty and complexity of CDMA systems. Here 
the spreading factor means how many chips the spreading code have for one symbol 
interval, e .g., k = 6 in the above example. 
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Assume we use chip-rate sampling preceeded by chip matched filtering , a sim-
plified system model can be written as 
r = hb + 11 (4.1) 
where r = [1'1,1'2, ... , l'k ] is the received signal at the receiver side, b = 
[b l , b2 , ... , btl is the information source of i ndi vid ual users; h (dimension k x /) 
is the sp reading matrix in which each column is the spreading code of correspond-
ing user; n = [nl, n2, . .. ,nd is the channel noise at each chip slot. 
We can clearly see now that the received signal I' is a mixture of transmitted 
signals of all users and the channel noise. How to separate the desired user signal 
from other users and noise, is of no t ri vial task . 
Single user and multiuser detection 
If you treat the interference from other users as environmental noise, you end up 
with a single user detector; otherwise you wou ld design some form of multiuser 
detector to fully utilize the information extracted from the inter-user interference. 
The single user detector uses a band of filters each matched to the signature 
chip waveform of one user. After the filter bank, each signal is individually fed into 
a decision device to get the detection done. It' s extremely simple to implement 
but there is significant performance loss due to the multiuser interference. In 
most practical wireless communication systems, these inter-user interference is 
much st ronger than t he environmental noise which makes the single user detector 
performs rather inefficiently. 
There are many different types of multiuser detector, providing a rich combina-
tion of comprom ise between performance and complexity. There are de-correlator, 
minimum mean sq uare error , multi -stage, successive cancellation , neural networks 
detector and etc. However, the best performing mult iuser detector is Viterbi al-
gorithm based which was originally proposed by Verdu in [78]. 
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There are many less complicated variants of Verdu's optimal multiuser de-
tector. Similar to our previous study, we found that m-algorithm, a breadth-first 
reduced-complexity Viterbi algorithm, is particularly attractive [83] [84]. So in the 
next section we will have detailed discussion of such kind of multiuser detectors . 
4.2.3 Multiuser detection with Viterbi algorithm and m-
algorithms 
Refer back to Fig . 4.3, the signal after the receiver filter bank will be: 
y = g r = Sb + z ( 4.2) 
where g (dimension l x k) is the receiver filter matrix; S = hg is the system 
correlation matrix; z = [Zl' Z2, . .. , ztJ is the noise component after the filter bank . 
The purpose of the detector, is to find the most likely transmitted signal set 
b according to: 
1 
b = arg max P(ylb) = arg m3tx II P(Y I6i ) 
b b i~l 
(4.3) 
We can use the Viterbi algorithm to solve this probJem by constructing the 
trellis in such a way that the node (or state) stands for the b hypothesis, the 
vertices (or branch) stands for whether a certain user transmit 0 or 1. Associate 
each branch with the probability P(biIY), we can work through the trellis to find 
the most likely b for Eqn.4.3 [78]. 
The lVI-algorithm, one type of breadth-first reduced-complexity Viterbi algo-
ri t hm, limit the path at any stage to m instead of fully explore the 21 possible 
paths , thus dramatically reduce the complexity. In [84], it is clearly shown that 
the lVI-algorithm based multiuser detector can achieve near-optimal performance 
using a m value much smaller than 21, which is the main attraction for use in our 
adapti ve multi user detector structures . 
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4.3 Adaptive Structure 
4.3.1 Receiver filter front-end 
We have two choice of filter front-end: matched filter (or Ungerboeck structure) 
and whitened matched filter (or Forney structure) . 
Matched Filter 
In equation 4.2, if the receiver matrix g is a transposed copy of the code waveform 
matrix h, then the receiver is of matched version . It will result in a symmetric 
system matl'ix S and colored noise component z. 
y = g:vrFr 
= hTr = hThb + h Tn 
=SMFb +z 
(4.4 ) 
where gMF' = hT and SMF = hTh are the filter matrix and system matrix 
respectively for the matched filter structure. 
Whitened Matched Filter 
The noise component z is colored Gaussian noise which could be whitened. To get 
whitened matched filter structure, we use the Cholesky decomposition to factorize 
the system matr ix S: 
y = SMF b + z 
= FTFb + z 
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Figure 4.4: Adaptation scheme 1: joint estimation 
y' = g WMFr 
= (FTt1 hT r = (FTt 'FTFb + (FTt1z 
= Fb + n ' 
= S WMFb + n ' 
(4 .6) 
where g WMF' = (FTtl hT and SWMF' = F are the filter matrix and system 
matrix respectively for the whitened matched filter structure. 
4.3.2 Adaptation schemes 
Now let's have a look at the adaptation schemes we could explore for this multiuser 
detection problem. 
Adapt 1: Joint adaptive scheme 
The first scheme jointly adapt the receiver filter matrix g and system matrix S 
parameters as in Fig. 4.4, which is simpler to implement. 
The filter matrix g and the system matrix S are estimated as g and S according 
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to 
{g, S} = arg mi_n E{ II y - Sb 112} 
g,S 
= arg mi_n E{II g r - Sb In 
g,S 
(4 .7) 
Using stochastic gradient search algorithm, we will get t he iterat ive adaptation 
steps from user i to user i + 1 as : 
g i+ l = g ' _ J.l.gei r i 
Si+ l = § i + J.l.seib i 
(4.8) 
where ei = Y,- Sibi is the estimation erro[', J.l.g is positive step size for adapting 
g; J.l.s is pos it ive step size for adapting S. 
Fo r matched filter structure, g in Eqn .4.8 is gMF while S is SMF. 
For whitened matched filter structure. g in l~qn.4.8 is gWMF while S is SWMF. 
We can see from above that there are little computation complexity difference 
between the matched filter and whitened matched filter structure if using adaptive 
scheme 1. 
Adapt 2: C h a nn e l estimation sch e m e 
We can also estimate the user code waveforms first and then compute receiver 
filter matrix and system matrix from it as illustrated in Fig. 4.5. 
The user spreading code matrix h will be estimated as h according to 
h = argm)n E{II l' - Eb In (4 .9) 
h 
The adaptive steps can be computed using grad ient search method: 
I;i+l = I;i + J.l.hei b i (4.10) 
where ei = l' i - h ' b i is the estimation error, J.l.h is positive step size for adapting 
h. 
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Figure 4.5: Adaptation scheme 2: channel estimation 
For matched Alter structure, we can derive receiver filter matrix gMP ilT 
and system mat rix S MP = hTh. 
For whitened matched structure. it will take more effort . First we will get the 
system matrix for Matched filter structure S MP as in previous paragraph. Then we 
factorize it us ing Cholesky decomposit ion and get the system matrix for wh itened 
matched Al te r S w~1P and receiver Alter matrix gWMP according to Eqn.4.5 and 
4.6 . 
There is more computational overhead for whitened matched structure com-
pared to plain matched filter structure when using this adaptation scheme. 
4.3.3 Adaptive combinations 
Not surprisingly. there are a full array of combinations we could use for the adap-
tive multiuser detection: 
(:~F ) ( Adapt! ) ( VA ) Adapt2 MA(m ) 
where ?l1F stands for Matched filter and W.VIF for Whitened matched Alter; 
VA is Viterbi algorithm and MA (m ) :' l-algorithm (m surviving states). 
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4.4 Simulation results 
In order to evaluate the comparative merits of various proposed adaptive multiuser 
detector structures, we carry out the following simulations . 
We start with a simple example where there are only 1 = 5 users with a 
processing gain of k = 10 . T he spreading code is pseudo randomly generated. 
We use packet transm ission with a packet size of 1400, of which 63 bits are pilot 
bits for training purpose. These packet parameters do not correspond directly 
to any current commercial CD:VIA systems . however, typical CDlVIA transmission 
patterns are taken into account when choosing these parameters. We use a step 
size As = 1/1 and Ag = As/lO. The results are shown in Fig.4 .6(a) and 4.6(b). 
Another more complicated example simulates a lightly loaded 5 user system 
with spreading gain of 31. The packet size and step size are the same as previous 
example. The resu lts is presented in Fig.4.7 (a) and 4.7(b). 
A heavily loaded system with 20 users will be our las t example. Due to the 
exponential complexity of traditional Viterbi algorithm (in this case, in the order 
of 220), we focus on lVI-algorithm based multiuser detector. The results are shown 
in Fig.4.8(a) and 4.8(b). 
4.5 Conclusions 
From the graphs , we can reach the following conclusions: 
1) Whitened matched filter coupled with lVI-algorithm generally has a better bit 
error' performance than matched filter st ructure. In the second example, adaptive 
whitened matched filter structure can achieve very good performance (close to the 
optimal) with a very small m(8) lVI-algorithm, which is a significant complexity 
saving from 220 if Viterbi algorithm is used. There is no double this kind of 
performance/complexity tradeoff will be very attract ive for real world wireless 
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~ 
I, 
! 
mobile CD:VIA communication systems. 
2) At the cost of additional matrix computation, adaptive scheme 2 generally 
perfot'ms beLLer than the joint adaptive scheme 1. However this involves Cholesky 
decomposition and matrix multiplication for each training packet. This overhead 
is shared by the pay load bits of the whole packet. The designer of the commu-
nication system could use the above observation as a guideline to choose their 
implementation depending on their specific performance/ cost requirements. 
3) Generally speaking, whitened matched filter front end using joint adap-
tive scheme and backed by m-algorithm multiuser detector is a good compromise 
regarding performance and complexity. By carefully selecting the step size for 
adaptation, convergence can be achieved by using medium training length for 
heavily loaded CDMA system in a typical signal to noise ratio settings. 
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Chapter 5 
Robust Viterbi algorithms 
J prefer an accommodating vice to an obstinate virtue. 
- Amphitryon 
5.1 The purpose 
In the next two chapters we will study the robust decoding problem in uncertain 
noise environment, with a focus on some powerful algorithms widely used for error 
control coding in wireless communication systems. 
If the receiver knows the noise probability density function (PDF) at each time 
slot or its a priori probability, the standard Viterbi algorithm or the a posteriori 
probability algorithm can achieve optimal performance. However , if the actual 
noise distribution differs from the noise model used to design the receiver, there 
can be significant performance degradation due to the model mismatch. 
In practice, the PDF of the noise could change within a short time frame in an 
uncertain manner. Therefore the minimax concept will be used to minimise the 
worst possible error performance over a family of possible channel noise PDFs. 
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5.2 The decoding problem 
5.2.1 The system 
U Encoder' BPSK S c±l--'--fccocter ~; 
J 
Figure 5.1: System Block Diagram ror VA convolutional decoder 
Consider a rate kin convolutional code with memory length m . Let the input and 
output sequences of the convolutional encoder be [ u ]~ = [Ul, U2, ··· , Ukl] and [v]; = 
[VI, V2, . .. , vnd respecti vely, where I is the length of the sequence, [Uik-k+l, ... ,Uik] 
and [Vm-n+I,' .. , Vin] are the k-tuple of input and the n-tuple output bits at time 
i respectively, and Ui,Vi E {O.I}. 
For binary phase shift keying (BPSK) modulation . we have the transmitted 
sequence [S]II = [5 1,52, . .. ,Snl], where 
Si = j Eokln(2vi - 1) (5 .1 ) 
and Eo is the signal power per source bit. 
The received signal [r ]; = h, r2, · .. , rnd after a non-fading, frequency-flat 
channel can be expressed as: 
Ti = Si + ni, (5.2) 
where ni is the channel noise whose PD F can change. In this thesis, we assume 
that the noise variables ni for time slots i = 1, ... ,nl, are mutually independent. 
Assume the noise model for time slot i depends on a parameter vector A i 
(which can indicate, e.g., noise type and noise variance). The noise PDF or the 
channel (denoted by ClO) and noise PDF used ror decoder design (Cld) [14] is written 
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as 
p(ni; A~O), 
p(ni ; Afd) 
(5 .3) 
respectively. A specific example of this PDF' can be found in the beginning of 
Section 5.5, in which the parameter vector A i = (Ii, on· 
The PDF' p( l1i; Afd) is used to deri ve variou s branch metrics for optimal tre llis-
based decod i ng algorithms such as standard VA and APP. If the true noise model 
is known, or Afd = Afo . then the VA and APP decoders are optimal. Wh en 
the true noise model is unknown , we have Afd f= Afo, and the standard VA 
and APP decoders are no longer optimal (they are mismatched). Therefore to 
achieve opti mal performance for the recei vel' we need to know the exact noise 
PDF, in our case, the parameter vector OOQ . Tn practice this is often difficult 
because of the existence of impulsive noi se caused by either natural phenomenon 
such as lightening or man-made noise such as power-line noise. automob ile noise, 
etc. The impu lsive noise often lasts a short period of t ime. which makes noise 
est imation a very difficult task . 
The decoder design clearly depends on how much information the receiver 
knows about the channel noise. In [71 ], Van Trees studied detecting (a) known 
signals in noi se, b) deterministic signals with unknown parameters in noise, and 
(c) random signal s in noise. Thi s can be trans lated to noise also: (a) is ak in 
to assuming Gaussian noise with known variance, (b) is akin to assuming the 
generalized noise density function but with unknown Ii and/or a}, (c) is akin 
to assum ing Ii and/or 0; are random variables with some (known or measured) 
PDF. 
The following sections will address each case respectively. Case (a) can be 
solved using traditional detectors , which is briefly discussed in 5.2.2 for compari son 
purpose. Case (c) can be solved by averagi ng over the parameters using their PDF, 
wh ich is presented in 5.2.3. Case (b) wi ll be the major focus of our robust detector 
and will be fully st udied in later sections. Other techniques dealing with case (b) 
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are mainly estimating /i [32J and / or a; [68J [58J. 
The major difference between this work and previous works [68J [58J [32J is that 
we show how to design robust decoders while the above mentioned works focus on 
how to estimate the noise parameters. Our work can deal with situations where 
there are mixed noise within one data block as well as across several blocks. Thus 
our work and above mentioned works are complimentary. 'liVe can use the noise 
model estimation module for the whole block while using our robust detector to 
fight further uncertainties within the block . 
5.2.2 Optimal decoder with perfect knowledge of channel 
nOIse 
If we have perfect knowledge of the channel noise. i.e., the exact noise PDF param-
eter vector Afd = Afo at each time slot i is known, then the optimal maximum 
likelihood detector (MLD) rule is to select the information vector [uJI\ which 
minimises the state metric 
nl 
[uJ; = arg mill (L - log[p(ri - 5ii AfO)]) . 
I ll l~ i= \ 
(5.4 ) 
The conventional Viterbi algorithm can be used to find the best path. The 
only modification will be replacing ITi - 5il 2 by -Iog[p(ri - 5i i Afd) J in branch 
metric computation. To obtain thi s optimal decoder , we need to estimate the 
PDF of the noi se from bit duration to bit duration, which could be very difficult 
ill practice. 
5.2.3 Optimal decoder with knowledge of channel nOIse a 
prion probability 
If we know the a pTiori probabili ty of noise PDF parameter vector Afo , denoted 
as P(A fO) . but we do not know the exact noise PDF at each time slot i , then the 
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optimal detector can be obtained as follows. 
The optimal maximum likelihood detection ru le is to select the information 
sequence [u]11 which minimises the metric: 
nl 
[ u ]~ = arg mi,n {L - 10g[Pave(ri - 5i)]}, 
[uh i=1 
(5.5) 
where 
Pave(n) = L P(Ai) p(n; A i) . (5.6) 
A~O 
The Viterbi algorithm can be used to find the best path, with the branch metric 
replacing]r, - 5,1 2 by -log[Pave(7'i - 5,)]. For the APP decoder [8], nothing needs 
to be modified except using Eqn.(5.6 ) to compute "R(YtIXtl" · 
This decoder may be feasible, e.g ., if a mobile phone can be custom made. 
That is, for a specific customer who is exposed to a certain pattern of man-made 
noise, we can measure its particular a priori probability P (A~O) and then design 
an VA decoder us ing Eqn.(5.5) and Eqn .(5 .6) . or an APP decoder using Eqn.(5.6). 
However , this is not an economical approach for mass produced handsets. 
If we do not know the above a priori probabil ity P (A~O), and use a fixed 
noise PDF parameter vector A~d for all t im e slots, we end up with a mismatched 
decoder which could perform much worse than the matched one, as will be shown 
in numerical results in section 5.5. The key task of this paper is to devise a 
decoder to prevent significant performance loss due to the noise model mismatch. 
To achieve this , the "minimax" concept will be used . 
5.3 Minimax robust decoder 
5.3.1 Optimal minimax robust decoding algorithm 
We now focus on case (c) (only possible types of noise are known) and first study 
a generalized binary hypotheses detection problem [71 ] using minimax techniques 
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[14]. 
Rob ust hypotheses detection 
Suppose we have a binary hypotheses detection problem with two possible noise 
densities. The hypotheses are denoted as Ho and HI (or -1 and 1 transmitted 
in Fig.5.1), while the channel noise densities A"o can be either Al or A2 Then 
each time the experiment is conducted one of eight possible things can happen: 
Serial No. Original Signal Channel Noise Decision 
1 Ho Al Ho 
2 Ho Al HI 
3 Ho A2 Ho 
4 Ho A2 HI 
5 HI Al Ho 
6 HI Al HI 
7 HI A2 Ho 
8 HI A2 HI 
Table 5.1: Possible hypotheses detection scenario 
We assign a cost coefficient Chi to each of these occasions (Hi true, A J true; 
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choose fh ). Then we define the risk ~ to be the total expected value of cost: 
I 2 I 
~ = L L L CkiPiP(Ai)Pr(choosefhIHi, A j true) 
i=O j= I k=O 
= tttCki P;F) (AJ) 1 Prlll,(rIHi, Ai)dr 
,=0 j= I k=O Z. 
= t { [PoCio + Pl Cil] + l o {[PI (C61 - Cil)PrIH, (r IHl , Ai )] 
(5.7) 
- [Po(Cio - C60)PrIHo (r IHo. A j)]}dr } P(A j) 
2 
= L ~(Aj) P(Aj) 
j= 1 
where Zo and Zl are the decision regions for hypotheses Ho and HI respectively 
and Zo U ZI = R , Pi is the probability of hypotheses Hi · 
According to the minimax rule (i.e., minimise the maximum risk), we need to 
compute: 
minmax{~(Ai)}. Zo A ) 
For many practical cases, we can set Po = PI = !, Cio 
C60 = Cfl = 0 . Then Eqn.(5.8) can be simpl ified as: 
minmax {~ + ~ r [PrIHI( r IHI , A j) - PrIHo( r IHo .AjJ]dr} Zo A ) 2 2 Jzo 
cgl 
= min max{~ r PrI H,(r IHl , AiJdr + ~ r PrIHO( r IHo,AiJdr } Zo,Z, A ) 2 Jzo 2 Jz, 
= min max{P(eIAi)} Zo A J 
(5.8) 
1 and 
(5 .9) 
So Eqn. (5 .9 ) is actually equivalent to minimising the maximum error probabili ty. 
Optima l robust decision rule 
Clearly in Eqn.(5 .9 ), to determine the decision rule, both minimization and max-
imizat ion procedures have to be done sim ultaneously. In contrast, the traditional 
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matched optimal detector is determined by a simple likelihood ratio test: 
PrlNo (r IHo ) ;::~~ PeIH) (r IHI) (5.10) 
for every received value r. However , the minimax procedure in Eqn.(5.9) cannot 
be simplified to such a decision rule which is only based on Pr IH.(rIHi,Aj),i = 
0, 1,j = 1,2 without losing its optimality. The minimax procedure is very com-
plicated even for the binary hypotheses case as the following example shows. 
b-{ II} 1\ 
- ~(±) Decoder b 
J 
Figure 5.2: A simple detection system 
Let us study this simple uncoded system (Fig.5.2), which transmits either-1 
or 1 with equal-probability. The received signal is -1 + n or 1 + n, where n is 
noise. There are two possible types of noise in the channel, denoted by A I (jagged 
shape in Fig 5.3) and A2 (step shape in Fig5.3). 
In this example illustrated in Fig .5.3(a), we can see that if the received value 
r is within the region of 0 < r < 1, detector 1 (matched to noise type AI) and 
detector 2 (A 2) will give different decisions, leading to additional mismatched 
error. We should split this region in such a way that the detector with a larger 
matched error probability will have a smaller mismatched error. This will result 
in the minimization of maximum overall error probability (the sum of matched 
and mismatched error probability). 
The optimal decision region Zo using the minimax rule (Eqn.5.9) consists of 
two separate subregions (Fig.5.3 (b)), r < 0.375 and ~ < r < 1 (see Appendix 
I), then the error probability will be: P( elA I) = 0.190972 = P( elA 2). If the 
PDF of noise A 2 becomes more complicated, then the decision region Zo could 
consist of more subregions. These subregions have little to do with the likelihood 
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(b) Detector using the minimax rule of Eqn.(5.9) 
Figure 5.3: Optimal robust decoding example 
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ratio function at r , but are rather determined by the factor as which will reduce 
the worst case error rate. If we simply use the likelihood ratio test with a single 
decision point d = 0.4583 (Zo is the region where 'T' < d), then the error probability 
will be: P(eIA I ) = 0.2118054 = P(eIA2), which is worse t han the separated 
decision region rule. However the optimal minimax procedure requires a much 
more complicated decision rule than the likelihood ratio test. 
For a given r . Zo will depend on the entire distribution PrIH,(r IH;, A j) rather 
than the likelihood ratio only. In this example, it actually splits the region where 
the matched decisions d iffer according to the matched error probabilities. That 
is, the mismatched detector with a smaller matched error probability will have 
a larger mismatched area, which corresponds to a larger mismatched error prob-
ability. Therefore in the end both detectors will have t he same overall error 
probability, which is the sum of matched and mismatched error probability. 
The swi tching imple m entation 
This robust concept can be visualized by a sw itching structure shown in Fig.5.4, 
which consists of two embedded detectors (matched to A l and A2 respectively) 
and a swi tch (to select between the two detectors according to minimax rule). 
Signal 
Switch Rtt'i:'~/~ 
O--c>f 
Detector 1 
(matched to Al) 
Detector 2 
(matched to A2) 
Robust detector 
Figure 5.4: A swi tch i ng robust detector 
The optimal minimax switching rule can be specifies as follows: 
if'T' < 0 or 'T' > 1, switch to either detector; 
if 0 < 'T' < 0.375 or ~ < 'T' < 1, switch to detector 2: 
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if 0.375 < r < ~, switch to detector 1. 
If we can find the optimal switching rule, then the switching detector is opti-
mal. Otherwise, it's sub-optimal. 
5.3.2 Minimax robust decoder based only on path likeli-
hood ratio 
For such a simple case as in previous section, finding the switching rule accord-
ing to the optimal minimax procedure is already no easy task. So for a more 
complicated system, can we design a simpler robust decoder which only em-
ploys the likelihood ratio information for a given r (like the optimal decoder in 
Eqn.(5.10))? How do we know which detector has a poorer performance based 
only on Pr IH,(rIHj , A l) . 
When the receiver receives r, how does it decide which detector to switch 
to? An intuitive approach will be switching to the detector matched to the noise 
model which has minimum likelihood separation metric (LSM), i.e., 
. I PrIHo(r IHo, A l) I 
mmlog .. 
A J PrIHl( r IHI,AJ) (5.11) 
This rule is based on the observation that the detector matched to the noise 
model which has minimum likelihood separation metric will be more likely to 
have poorer performance. We find this intuitive observation is generally true for 
VA and APP decoders under realistic channel noise environments. Before we dive 
into the details of a probabilistically good robust algorithm, let us first apply the 
minimum likelihood separation rule to a single error event case. 
Suppose that there is a system which transmits information sequences 1 and 
2 (say 000 or 100 based on a single error event of a four-state convolutional code, 
Fig.5.5(b)). At each transmitted bit, the channel noise A~o could be either Al 
or A 2 We compute two branch metrics (the logarithm of the likelihood function) 
based on both parameter vectors. Thus we have metric 1 and metric 2 for each 
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Figure 5,5: A system with several error paths in the trelli s 
branch , as the numbers in braces on dashed line and solid line in Fig,5,5(a), 
Note that the numbers in this graph are fictitious and only for demonstrating our 
path-based robust decoding concept. The received noise corrupted signal vector 
is [r l ' r2 · r3, ' . , ,r6] . We then ask . how do we apply the minimax rule? 
Por this example, we first need to pinpoint the worst case, The worst case will 
be a possible noise pattern which has minimum separation between the likelihood 
of the two sequences, since it is most difficult to distinguish between the two 
sequences. Hence the following 3-stcp procedure: 
(a) Compute the "Likelihood Separation Metric" (LSM) for each sequence 
Lp(A) = IIOg P( [r]\ISequencel; A) I 
P( [r]\ ISequence2; A ) 
for all possible parameter vector A = [AJ' A 2 , ... , A nd; 
62 
(5 .12) 
(b) . 
(b) Select the worst LSM: 
A = argm in Lp(A ) 
A 
(5 .13) 
(c) Decide [u l; based on the likel ihood ratio test using the noise model A from 
To compute Eqn .(5 .13 ) we need to evaluate all possible A i combin at ions, which 
could be very complicated. For the example given in Fig.5.5 (b) . we need to 
compute Lp( A ) for 64 (26 ) cases. 
Furt hermore, in a VA or APP decoder, there are many possible error events 
(see Fig.5.5 (c)) . Thus one set of A which minimises t he likelihood separation for 
one er ror event often cannot minimize the likelihood separat ion for other error 
events . This makes the algorithm even more compli cated. 
5.3.3 Minimax robust decoder based only on branch like-
lihood ratio 
In thi s subsection. we will propose an sub-optimal. practically feasible minimax 
robust decoder based on the theories from former subsections. This is the key 
a lgorithm which will be discussed extensively. 
1n trellis-based decoding algorithm s, if we select the minimum likelihood sepa-
ration for each time instance. then it will likely minimize the likelihood separat ion 
of most error events. Based on th is in tuit ive observation, we propose the following 
a lgorithm : 
First we define t he likelihood separation metric for each received bit : 
Lb(A ,) = IIOg p(~ilu, : 0; A ,) I. 
p(7ilu, - 1, A,) (5 .14) 
The detector makes a decision based on the following procedure: 
(a) Compute the LS\1 Lb( A i) (Eq n.5.14) for all possible parameter vectors 
A 1 ; 
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(b) Find the parameter vector Ai with minimal LSM for each received bit; 
Ai = arg min L b( A i ) ; 
A, 
(5.15) 
(c) Use the above parameter vector to compute branch metric in standard 
decoding schemes. In VA , replace the branch metric computer by -Iogp(rilui = 
O;A.) or - logp(r.lu. = l:Ai)' 
The important implication of (c) is that we do not need to change the trellis 
optimization part of traditional decoders; all we need to change is branch metric, 
or in most systems, a metric table in the decoder. If we know the possible noise 
types beforehand, this metric table can be computed off-line so there will be no 
additional complexity. Therefore, our minimax robust decoders will be very easy 
and economical to implement on top of the current decoder design. 
5.4 Performance Analysis 
The error performan ce analysis is very important in evaluating decoding algo-
rithm s. We will focu s on the bit error probability (BEP ) of a singl e error event 
for robust Viterbi algorithms, which is the key step to compute the Forney lower 
bound and union upper bounds. The strict mathematical derivation of the lower 
bound for a robust decoder is prohibi t ively difficult and will remain as an open 
question. Here in this section. we will numerically calculate the Forney lower 
bound of a minimax robust VA for a simple rate 1/2 code with 4 states and 
generating polynomial [05,07]. 
This code has a single error event with free distance dfree = 5, which is illus-
trated in Fig.5.6. 
Because all noise density functions used in thi s thesis (Eqn.(5.18)) are sym-
metric and also the trellis is regular. we can select all zero information sequence 
as t he transmitted sequence to calculate the error bound. Suppose t he all zero 
64 
[u]l[vJ ul /v l v2 u2/v3 v4 u3/v5 v6 
nl n2 n3 n4 n5 n6 
[rJ r1 r2 r3 r4 r5 r6 
@ . 0/00 @ 0/00 @ 0/00 . @ 
correct path 1 
@ 
@ 
@ 
1/11 · 
...... 0/11 
@ ~\"'~ ... @y 
e llol \' ...... .... 
...... Q .... 0/01 
.® @ 
@ @ 
Figure 5.6: A single error event 
@ 
@ 
@ 
information sequence is the solid path 1 in Fig.5.6. Path 2 (dashed line) in Fig .5.6 
denotes the error path. The error event f happens when the likelihood of path 2 
is larger than that of path 1, that is: 
L bmi > L bmi, (5 .16) 
path2 path! 
where bmi stands for likelihood branch metric for each branch and is a function 
of the PDF, p(ri; A~d), as given in section 5.2. 
Let us define an indication fun ction I(r ) for a given r: if the detector makes 
eno r decision , I(r) = 1; otherwise I(r) = o. 
The bit error probability on the Viterbi type decoding algorithm is: 
Pb(e) = l wbI(r)Pr(r; A"O)dr (5 .17) 
where Wb is the Hamming weight between input bits of the two paths. In this 
case (Fig.5.6 ), W b = 1; Pr(r;A"o) is the PDF of the received signa l vector r = 
[r J, 1'2, . .. , 1'6J as shown in Fig.5.6. 
Now let's compute the bit error probability for three types of detectors using 
Eqn.(5.17): 
1. The optimalillatched decoder, A "d = A "o ; 
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2. The mismatched decoder, A "d -# A "o; 
3. The robust decoder. A "d is selected based on minimax robust procedure as 
Eqn .(5 .15) . 
We consider two possible types of noise PD F (the channel could be one of 
them or a combinat ion of the two): 
, 
1. Gaussian noise : p(n) = fi;
o
CXP(-2:'); 
. 1 (vIni) 2. Sqrt nOise: p( n) = 0.36510 exp - 0.3021 VU . 
In Fig .5.7, we assume that the noise PD F is fixed for all six received bit 
intervals of the error event. In Fig.5. 7( a) the channel noise is Gaussian noise; while 
in Fig.5.7(b) the channel is the Sqrt noise. In Fig.5.S. we study the case where 
the noise PD F at each received bit is randomly selected (with equal probability) 
from the Gaussian and Sqrt noise. The optimal matched receiver knows the exact 
noise type at each bit. The mismatched Gaussian or Sqrt receiver denotes the 
optimal decoder matched to either Gaussian type or Sqrt type noise only. 
To compute the error rate of robust decoder, we have to average over 2) possible 
noise patterns where j is the number of received bits in the error event. For this 
simple case, j = 6. Furthermore, for each noise pattern, we need to compute a j 
dimensional integration, which is very time consuming. It should be noted that if 
the channel is Gaussian, the computation of 1(1') could be significantly simplified 
and the multiple dimensi onal integration could be avoided. 
From Fig.5 .7 and 5.S . we can see the robust decoding scheme performs better 
than either mismatched decoder and avoids the significant performance loss due 
to noise model mismatch . This will be further supported by numerical simulations 
in section 5.5. 
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5.5 Simulations results 
5.5.1 Example noise models 
In this section, we wil l present the simulation results on our min imax robust 
decoders (Subsection 5.3.3) compared with matched and mismatclled decoders 
under various uncertain channel condit ions. We used a spectrum of different 
types of noise commonly found in t he wireless mob il e channels. 
The example system has the following generalised noise density function: 
Ii exp{ p(ni ; A i) = p(ni; 0-;, Ii) = 2aiv'ah;) f(1 !r;J Inil"" [ahi)]..,,/2a"', } , 
(5.18) 
where the parameter vector A i = (a; ,li) , f (-) denotes the Gamma function, af 
is the variance of the noise and ah;) = ~g~~:l , at t ime i . 
This generali zed noise distribution is selected t rying to cover major types of 
real world noise . In [30] and its accompanying presentation slides, Gockenbach 
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said: 
1. If one is interested in proving strong theorems, one uses a Gaussian estimate 
of noise. 
2. If one is interested in good numerical results, one uses a Cauchy estimate of 
nOIse. 
3. If one is interested in an urban setting, a reasonable approximation IS a 
Laplacian estimate of noise. 
4. If one is interested in a rural setting, a reasonable approximation IS a 
Hyperbolic-Secant estimate of noise. 
In Eqn.(5.18) if, = 2, p(n) is the Gaussian distribution function, which is 
important for theoretical results; if, = 1, p(n) given in Eqn.(5.18) is the Laplace 
distribution function, which is a good representation of the highly impulsive nature 
of urban airway for wireless communications; if , = 1/2, p( n) is the Sqrt noise 
used in Section 5.4; if, = 4 it will be generalized Gaussian noise; if , --+ 00 
it approaches a uniform distribution. Therefore this chosen noise set is a good 
representative of commonly used distl"ibuLions. 
03i510 exp( - yTn:I ) 0.3021.;0 ,=! 2 
p(ni) = < A-o exp(-v'2;n'l) ,=1 
1 2 
/(2,,) exp( - 2";2 ) ,=2 
(5.19) 
1 4 
3.1182"exp(- n_, ) ,= 4. 8.7539a4 
The VA algorithm under study is a rate 1/2 convolutional decoder with code 
word [065,057]. All the Eb/ No is calculated using Eb/ No = Eb/(2(J"2) where (J"2 = 1. 
We used 10,000,000 info bits or 1000 error bits whichever reaches first. We will 
study how the matched decoder, mismatched decoder and our robust Viterbi 
algorithm decoder stack up to each other in channels with different types of noise. 
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5.5.2 Differe nt types of noise 
The PDF and LSYl of different types h) noise (Eqn.5 .1 8)is shown in Fig.5.9: 
According to our I'Obust scheme, we will choose the I of smallest LSM. From 
Fig.5.9 (b) this means the robust decoder actually switches among the four possible 
values of f. An important observation here is that if we stored t hi s switchable 
PDP instead of t he co nvent ional metric table. it will not increase complexity for 
the robust decoder compared to the conventional decoder. Thi s is of particular 
importance for implementation. 
First we test the robust VA decoder under different noise channels. In Fig.5.10 
an d Fig .5.11 , we present the cases where the channel noise is fixed for all bit 
durat ions. 
5.5.3 Complicated mixed nOIse 
In Pig.5.12, we present the cases where there are mixed types of noise in the 
channel , namely I = 2 with a probability of 80% an d ,= 0.5 with a probability 
of 20%. 
5.6 Conclusions 
The simulat ion results agree well with our performance analysis. We can find from 
Fig.5.10, Fig .5.11 and Fig .5.12 that our I'Obust decoder generally outperforms the 
mismatched decoders under various uncertain channel noi se condi t ions. (Remem-
ber t hat the robust decoder is designed to minimise the worst error performance, 
which guarantee that it will perform no worse than the worst decoder.) 
The figures also show that the robust decoder performs very close to the opti-
mal matched decoder, which is a happy surprise. In fact , we have done many sim-
ulations and have not found a case where the robust VA decoder under-performs 
71 
la·'ff --,----~-~-_____;:==:::::::':==::c::::::=====::;_j 
o 
10-2 
~ 10-3 
10-4 
o 
o . 
o 0 
o 0 
l;--------8 
CHAN )'=2; Detector Matched 
CHAN y"2; Detector y" 1 
CHAN '1'= 2; Detector '1'=0.5 
CHAN )'=2; Detector '1'=4 
CHAN y=2; Detector Robust 
, x 
, 
, x 
"'\ "" 0 , 
, 
, 
, 
, 
10-~LI ___ ~ __ ---,--___ ~ _ _ ---,--___ ~ __ ~ _ __ -,-__ ---.J 
o 
10-' 
r 
10· 'f-
I 
~ 10-3 
10-< 
0.5 
0 
1.5 2 
Eb/No (dB) 
(a) Channel , = 2 
0 
0 
~ 0 
+ 
o 0 
o 0 
f!.-------.-8 
+ 
0 
~. 
CHAN '1=1 Detector Matched 
CHAN ,/=1 Detector y=2 
CHAN y=1 Detector y=0.5 
CHAN y=1 Detector y=4 
CHAN y=1 Detector Robust 
.+ 
2.5 3.5 
0 
o· 
10-~~'------:0:-:.5'--------'------'1':.5-----'-2------=-2.L5----"-------'3.::-5-----' 
Eb/No (dB) 
(b) Chan nel , = 1 
Figu re 5.10: Robust VA decoder in channels with uncertain types of noise (1) 
72 
10 
o 0 
fr------8 
CHAN y=O.5: Detector Matche 
CHAN y~O.5: Detectory=2 
CHAN y~O.5: Detectory~l 
CHAN y~O.5: Detector y~4 
CHAN y~O.5: Detector Robust 
1O-50
L1 ---0.L.5----'---,L.5-----"-2--~2.L5-----'-----'3.-5---..l 
Eb/No (dB) 
(a) Channel 'Y = 0.5 
10·' tr----,---,---,------;::::c:====::::r========:=:':===:::;l 
10-2 
eu 10-) 
OJ 
10~ 
'<+ 
" ~ 
CHAN y=4; Detector Matched 
CHAN y=4; Detector y=2 
CHAN y=4; Detector y=l 
o 0 CHAN y=4; Detector y=0.5 
~ CHAN 1=4; Detector Robust 
, + 
, 
, 
, x 
~ 
lO-5 t \ ' 
o 0.5 1.5 2 2.5 3 3.5 
Eb/No (dB) 
(b) Channel 'Y = 4 
Figure 5.11: Robu st VA decoder in channels with un certain types of noise (2) 
73 
Cl. 
UJ 
CD 
'oorf----~----~--~==~====~====~====~====~ 
10-1 r- .... 
10-2 
10-3 
1O~4 
CHAN y= Mixed(a&y) Detector Matched 
+ CHAN y=Mixed(a&y) Detector y=2 
o CHAN y=Mixed(a&y) Detector y=O.5 
-A-- CHAN y=Mixed(a&y) Detector Robust 
;. 
o 
, 
, 
+ 
, 
, 
;. 
' + 
'0"0:-1 ----"- -----::----:-----"-----'-:------:------: 
Etl/NO (dB) 
Figure 5,12 : Robust VA decoder under mixed type noise channel 
the optimal decoder by more than 0,5 dB, 
Furthermore our robust scheme has no additional complexity for Viterbi algo-
rithm based decoder. Our robust decoders can reuse most of the components of 
t he standard VA decoders, which will be very attractive for industrial applications , 
In a word, our robust algorithms prove to be both well performing and easy 
to implement , Its minimax kernel enable it to cope with a wide spectrum of 
uncertainty pl'oblem in the communications channel. And it is complementary 
with other noise estimation method proposed in other robust decoding literatures, 
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Chapter 6 
Robust APP algorithms 
When it is not necessary to change, it is necessary not 10 change. 
- Lucius Cary 
6.1 The purpose 
As discussed in the Literature Review chapter, several recent publications [68J [58J 
[32J proposed various ways to estimate the noise variance or noise distributions for 
a block of transmitted signal. This chapter extends further to devise robust APP 
decoder based on the minimax concept for either uncertain variance, uncertain 
noise distribution, or a mixture of both not only within one block but also across 
several blocks. We will not only dealing with Turbo decoder, but also low density 
parity check decoder, with a possible extension to the general graph based decod-
ing algorithms . We can also help explain some of the interesting noise variance 
sensitivity observations found in Summers and Reed's work. 
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6.2 Robust Turbo decoder 
6.2 .1 Turbo code 
Turbo codes [11] [10] is one of the most significant breakthroughs in error control 
coding and infm·mation theory. In Shannon's milestone paper "A Mathematical 
Theory of Communication", her succeeded in pointing the researchers to the ul-
timate goal to pursue- the Shannon limit, while omitted the systematic method, 
or any method at all. to achieve this limit. The road to this goal saw a lot of 
exciting efforts over the past 50 years, but Turbo codes clearly stands out. The 
original Turbo code structure is shown in Fig 6.1. 
Information source Coded signal 
u vI 
rate 1/2 recursive 
Systematic 
Convolutional Encoder v2 
I I Interleaver 
rate 1/2 recursive 
Systematic 
v~ Convolutional Encoder 
Figu re 6.1 : The original Turbo code 
This is not only because of the excellent performance of the Turbo code, 
but also because of the profound conceptual implication of the coding structure 
and its iterative decod ing scheme. The long pseudo-random interleaver shines the 
wisdom of information theory: randomize the code sequence; and the two simple 
recursive systematic convolutional code means decoding will not be prohibitively 
complicated. Wiberg's pioneering work to analyze the Turbo code from a general 
graph point of view provided us with such exciting insight as "the amazing perfor-
mance of turbo code is primarily due to the cycle structure of the TWL graph .. . " 
[86]. 
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6.2.2 Robust MAP decoder 
Before we move on to derive the robust \'lAP Turbo decoder. let us define several 
notations and assumptions. Let J\!I(2m) be the number of distinct trellis states, 
indexed by p" p, = 0,1, .. . , M - 1. The state of the trellis at time i is denoted 
by 5i . Let B? and Bl denote the sets of transitions 5i- 1 = p,' -+ 5i = p, that are 
associated with informat ion bit Ui = 0 and 1 respectively. 
According to our robust decoding rule, 
(a) Compute LSM: 
L(Ai) = I- log P1'(Ui = OI[ r ]D I 
P7' (Ui = 11[r ]D 
I 
2:(~I,!')EB? P1'(5i_1 = p,'; 5i = p,; [r]il 
= -log . _ ,. _ . I I (6.1) 
2: (!",!')EB,' P1' (5'_1 - p" 5 i - p,. [rL) 
I I 
2:(!'I,!')EBO ai-I ({I')(3i(p, )'f/i(p,', p,) 
= - og ' I 
2:(!",!')EB,' ai-I (p,')(3i(p, )'f/i(p,', p,) 
where 
ai(p,) = P1'(5i = p,; [rg) 
M-l 
= L P1' (5'_ 1 = p,'; 5 i = p,; [r]~) 
p,'=O 
M-l . (6.2) 
= L P1' (5i - 1 = p,', [rg- I )P1'(5i = p,; 1'il 5i-l = p,') 
t-J.'=o 
M-l 
= L ai-I(p,')'f/i(p,',p,), 
J.l'=O 
(3i(p,) = P1'( [r ]:+115, = p,) 
M-I 
= L P1'(5i+1 = p,'; [r ]:+115i = p,) (6.3) t-LJ=O 
AI-I 
= L (3i+l({t')'f/i+ I({I',p, ), 
j.t'=O 
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'T!i(/1',/1) = Pr (Si = /1;riI Si-1 = /1') 
= 2:= QI,i(/1I/1')Q2,i(7il/1, /1')P(ri - Si; A i) (6.4 ) 
s, 
q,,;i"I"') ~ { :/2' if there is a transition between /1' and /1, (6 .5 ) 
otherwise. 
suppose binary rate kin convolutional code is used for the Turbo encoder, lhere 
will be 2k possible transitions out of each slale. 
q,,1e, I", "') ~ { : if there is a lransition between /1' and /1, (6.6) 
otherwise . 
Su ppose the decoder starts from stale ° and ends at state 0, then we have 
Cto(O) = 1, Cto(/1) = 0 for /1 #- 0; ,11/(0) = 1,,11/(/1) = 0 for /1 #- O. 
Following lhe same intuitive process from optimal robust decoder to branch-
based robust decoder in section 5.3, the minimization of L(Ai) can be simplifi ed 
by minimising 
P(ri - 3i;Ai))I. 
L' (A i) = 1- log ( P(ri + 3i; A i) (6 .7) 
(b) Choose the worst case: 
A i = argminL'(Ai) . 
A , 
(6.8) 
(c) Compute branch metric: 
Simply replacing "R(YtIXt)" in [8] by pwst(ri - 3;) = p(ri - 3i; A i) to compute 
the branch metrics. 
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6.3 Robust LDPC decoder 
Low-density parity-check (LDPC ) codes, proposed by Gallager in his thesis [29], 
is now seen as the grandfather of all of these graph codes and decoding algorithms 
[26J . Due to the limitation of computational power of its t ime, Gallager's excellent 
work is neglected until being re-discovered very recently. 
The major attractiveness of the LDPC is its excellent performance built upon 
such simple structure. Gallager in his thes is provided two decoding algorithms. 
one simpler version which flip-flops bits until a ll the parity checks can be satisfied, 
another flooding version which is a certain variation of the sum-product algorithm. 
6.3.1 LDPC code and decoder 
The construction of the LDPC code is based on a very sparse parity check N by 
g matrix G T We will give a simple example to illustrate the idea. 
LDPC by example 
Suppose we have a block of 4 bits to transmit, namely. 51,52,53,54 , For error-
detection and error-correction purpose, the encoder will in troduce some redundant 
parity check bits is, t6 , t7 (notice the plus + sign in the equation is the modula-2 
add ition ): 
tl = 51 
t2 = 52 
t3 = 53 
i.1 = 54 
is = 51 + 52 + 53 
i6 = 51 + 52 + 54 
17 = 51 + 53 + 54 
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(6.9) 
1-
Or we can write in a matrix format, in which the generation matrix G t IS a 
N = 7 by 1< = 4 matrix: 
r 
t 1 0 0 0 SI 
t2 0 0 0 52 
i3 0 0 0 53 
t4 0 0 0 sJ (6.10) 
t5 0 S5 
t6 0 S6 
i7 0 S7 
" 
Then we will transmit the coded sequence of h, t 2, .. . ,k And the decoder 
can use the additional information in the parity check bits to help decoding the 
information bits and reduce error. 
System model of LDPC 
This is a very simple and powerful coding scheme. Simple as it seems to be, when 
the block length is long and the parity check matrix large and sparse, the LDPC 
is a very good code which can achieve arbitrarily small error probability at rate 
lip to the channel capacity. [441 
To put the above coding scheme on a better mathematical ground, we can 
formularize it as following: 
r = t + n mod 2 (6.11) 
= GTs + n mod 2 
In the above equations, the s is the uncoded information source, t is the coded 
sequence, n the noise in the channel and r the received signal. 
GT is the N by 1< dimension generator matrix and can be written in a sys-
tematic format, which consist of an Ie x K identity matrix part I I< and the parity 
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check part P: 
c
T ~ [I; 1 (6.12) 
The purpose of the decoding is to find the s· which maximize the a posteriori 
probability: 
s' = arg m;x P(s lr , GT) = argmax P(rls, G T)P(s) 
s P(r I G~ ' (6.13) 
LDPC Decoding a lgorithm 
Without loss of generality, let us assume the noise n is independent of the informa-
tion source s and the information source is binary equal likely. We can introduce 
a IV - f{ by N parity check matrix A which satisfies AGT = Omod2. Then apply 
A to Eqn(6.1l): 
An = Ar mod 2 (6.14) 
Thus the decod i ng problem can be red uced to the task of finding the most 
likely noise vector n which satisfies: 
An mod 2 = Z 
(6.15) 
where z = Ar mod 2 
The optimal decoder, in the case of a binary symmetric channel, is an algo-
rithm t hat finds the sparsest vector n that satisfies An = z. Then we can obtain 
the transm itted signal by t = r - n. This standardized problem can be straight-
forwardly solved by Belief P ropagation (BP) algorithm by McKay in [44], which 
is actually a re-discovery of Gallager's work [29]. 
The algorithm comprises of four major steps: initialization, horizontal step, 
vertical step and decoding. Only in the first step noise related probability informa-
tion is used for computing bias, all the rest three steps are iterative computations 
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based on the bias from first step. Therefore, we'll not delve into the details of 
the algorithm except the "initialization" part which will be discussed in the next 
section. 
6.3.2 Minimax robust LDPC decoder 
To inject our l'Obust kernel into the LD P C decoding algor ithm, the most important 
change will be in the bias calculation for the initialization part. There is no need 
to change the horizontal step, vertical step and the decision part . More details on 
the algorithm can be found in [44] . 
The main task of the initialization is to calculate the normalized likelihood of 
each received bit r( 
P(rdt,;O) 
P? = P(tl = 0) = P(rdt,-O)+P(r,Jt, 1) 
P(rdt,;!) Pi = P(tl = 1) = P(rd t,-O)+P(rd t, 1) 
(6.16) 
And our robust LDP C decoding algorithm wi ll become: 
(a) Compute each received bit's likelihood separat ion metric for all possible 
parameter vectors A I; 
I 
P(rl ltl = 0; A I) I 
L b(A I) = log P(rlltl = 1; AI) . (6 .17) 
(b) Find the parameter vector A I with minimal LSM for each bit; 
A I = arg m in L b( At}; 
A, 
(6 .18) 
(c) Use the above parameter vector A I to compute the normalized likelihood 
bias values for each received bits using Eqn(6.16). 
And the standard belief propagat ion network decoding algorithm wi ll sweep 
through the network starting from the l'Obust initial bias value until reach dec ision. 
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6.4 Simulations results for robust APP decoders 
We will simulate our robust APP algorithm for both Turbo decoding and LDPC 
decoding under following uncertain channel conditions: 
(a) Gaussian noise with different variance: 
(b) Different types of noise; 
(c) Complicated mixed noise within every block. 
The tested fl lAP algor ithm for Turbo decoding is a rate 1/ 2 Turbo decoder 
with recursive systematic code [037,021 ]' the number of iterative decoding is 8 
and the block size is 200 bits or 15000 where noted. 
The tested APP algorithm for LDPC is a rate 1/4 parity check code with 
informat ion source length [( = 3296, parity check length M = 10002, packet 
length N = 13298. The maximum number of decoding iteration is 30 . 
All the Eb/No is calculated using Eb/ No = Eb/ (2a 2 ) where a2 is the average 
variance of chanel noise. For Turbo decoder , we used 15, ODD . 000 info bits or 1000 
error bits IVhichever reaches first. For LDPC decoder, we used 10, 000 , 000 info 
bits or 10, 000 error bits whichever reaches first. 
6.4.1 Gaussian noise with different nOIse variance 
The PDF and LSM of Gaussian noise with different variances is shown in Fig.6.2: 
Suppose the Gaussian noise has a variance which is only known to be within 
an interval [a;'in' a;'axl . It is well known that the VA decoder does not require 
the knolVledge of the noise variance. However. for the MAP turbo decoder , the 
noise variance has to be estimated. If we could not accurately estimate the noise 
variance or if the received signal is affected by Gaussian noise with fluctuating 
variances, then according to our robust decoder rule, we should select a;'ax to 
minimise the likelihood separation metric LSM. Therefore we expect that under-
estimat ing the noise variance lVill affect the error performance of the APP decoder 
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much more sign ifi cantly than over-est imat ing t he noise variance. Thus. a sim ple 
rule (i .e., over-estimate the noise variance by a certain percentage) can be used 
to redu ce the est imation accuracy requirement of the noise variance in Turbo 
decoding. 
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figure 6.3: Robust Turbo decoder in uncertain variance noise channel 
In fig.6.3, we show the effect of noise variance es timation error on the perfor-
man ce of" the TUl'bo decoder where the APP algorithm is used. from the res ults 
we find that it is better to over-estimate the noise variance by 50% rat her than 
underest imate it by 50%. A nd such noise variance sensitivity behaviour is also re-
ported in Fig.l of [58] and Fig.2 of [68] . Our robust decoder based on minimizing 
the Likelihood Separation Metric helps explain th is behaviour. 
6.4.2 Different types of noise 
Simulations a re carried out for the Turbo decoder using MAP algorithm for dif-
ferent types of noise (--y = 2, I = 1, I = 0.5 , I = 4) as in Fig.6.4, Fig .6.5. 
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Simulations are also carried out for robust LDP C decoder as shown in Fig.6.6. 
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F igure 6.6: Robust LDPC decoder in I = 4 channel 
Complicated mixed nOIse 
In the previous sect ion although we do not know the noise distribution type, 
we suppose t hat it stays the same for the whole transmission or at least for the 
whole packet . Thi s kind of problem can a lso be effectively solved by the noise 
distribution esti mat ion method in other literature. What really shines about 
our robu st algorit hm is that we can co pe with situat ions where even within one 
t ransmitted block , there are random combination of several noise di stributions. 
In Fig.6. 7, we study how t he mixed types of noise affect the Turbo decoders. 
There are two types of noise in the channel, namely I = 2 with a probability of 
80% and I = 0.5 with a pro bability of 20 %. To make this case more complicated , 
the I = 0.5 type of noise has an uncerta in variance between a 1 = 1 to a l = 2 
equal-likely. 
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Figure 6.7: Robust Turbo decoder under mixed type noise channell 
We tested the same mixed noise channel fo r LDPC decoder in Fig.6.6. 
Other mixed channel situations are al so stud ied in Fig.6.9 (Pr(' 2) 
50%. Pr(' 
50%, Pr(, 
1) = 50%(0-2 = 1 or 2 equal- likely)) and Fig .6.10 (Pr(, = 2) 
0. 5) = 25%, Pr(' = 4) = 25%) . They study the same Turbo 
decoder except this t ime the transmitted packets are longer at 15000 bits per 
packet . 
6.5 Conclusions 
T he most important conclusion from these simulat ion results is that our robu st 
APP algo rithm s can successfully handle various mixed noise channels, which is 
not being solved by any other robu st decoding literature . Our robust algorithms 
can potentially deal with any combination of noi se type and noise var iance within 
one transm itted packet as well as across several packets . 
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figure 6.8: Robust LDP C decoder under mixed type noi se channell 
Our robust Turbo decoder yield strong performance results . The figures show 
that the behaviour of the robust Turbo decoder is similar to the robust VA de-
coder. However, the mismatched Turbo decoders often perform much worse than 
the optimal matched Turbo decoder and the robust Turbo decoder. T herefore, we 
beli eve t hat robust Turbo decoder is part icu larly usefu l for minimizing the per-
formance loss due to mismatch between the design noise model and the channel 
noise model. 
For LDP C code, our robust decoder also showed good results compared with 
various mismatched decoder , but it's not as good as the robust Turbo decoder 
because there is some noticeable performance loss compared with optimal matched 
LDP C decoder. So there is still lots of room for improvement . 
Implementation side. the robust Turbo decoder has slight overhead to store 
the noise information due to the interleaver structure (the types of noise A for 
each received bit needed to be stored during the first iteration so that they don't 
need to be calculated again for subsequent iterations). Both robust Turbo decoder 
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Figure 6.9: Robust Turbo decoder under mixed type noise channel 2 
and robust LDPC decoder change the likelihood computation part of the standard 
algorithm, which could be pre-computed and stored in the likelihood table. 
In conclusion, our robust APP algorithms are powerful ideas in simple format. 
Its potential use in mixed noise channels seems very promising. 
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Chapter 7 
Conclusions 
There is no end in nature, but every end is a beginning. 
R. W. Emerson 
7 .1 The incentive revisited 
Firstly let us briefly re-capture the main motivations behind t hi s research : the un-
certainties in the wireless communication systems and its negative effect on high-
performance algorithms such as Viterbi algorithm (and its variant M-algorithm) 
and various a post eriori probabili ty algorithms . 
T he wire less channel is quite a challenge considering the mixture of env iron-
mental noise. man-made noise. inter-user and inter-cell interference, multi -path 
fading . shadowing and ot her unpredictable e lements . Here, powerful algori t hms, 
which is essential to provide high-speed low-error reliable communication, wi ll not 
be able to deliver their theoret ically performance or they might not work at a ll. 
Therefore both adaptive and robu st approaches are used to solve the problem. 
The next section is a summary of our ach ievements . 
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7.2 Summary of our Achievements 
We proposed new adaptive structures for Viterbi algorithm and M-algorithm 
backed systems , wh ich provide adaptive parameter estimation , near-optimal per-
formance and low implementation comp lexity for inter-symbol interference chan-
nel in Global System fo r Mobile Phones(GS M) system and multiuser detection in 
Code Di vision Multiple Access (CDI\IA ) mobile systems. 
We init iated the novel concept of minimax decoding based on the optimal 
robust algo ri thms an d applied it to the tradit ional Viterbi algorithm and various a 
posteriori probability decoders to combat man-made noise and other uncertainties 
in wireless channels. Our algorithm's unique ab il ity to cope with mixed noise 
problem within one transmitted packet is the first reported in literature . Our 
robust st ructure is not only easy to implement on top of exist ing decoders, but a lso 
provide good performance which is supported by strong simulation and analytical 
results. 
7.3 Outlook for future works 
There are lots of possi ble ways to extend the work presented in this thesis, ei-
t her along the adaptive thread or the robust thread. There are also interesting 
possibilities of combining these two techniques together. 
Along the adapt ive path, open questions to be answered : 
• The convergence issue of the various adapt ive schemes proposed in Chapter 
3 and 4, especially in relation to the eigen values of the system matrix 
and Riter matrix , adaptation step size , training length and train in g pattern. 
This will prov ide more practical benchmark in helping designing adapt ive 
recelvers . 
• Introduction of orthogonali ty constraint (to whiten the noise) for the joint 
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adaptation scheme coupled with whitened matched filter. This might lead to 
an algorithm which shares the simplicity of joint adaptation while providing 
better performance. 
More research work on the robust front i ncl ude: 
• Generalization of the minimax robust kernel from binary hypothesis to mul-
ti ple hypothesis detection . This will require a generalized definition of the 
likelihood separation metric, generalized hypothesis selection criteria and 
switching procedure . 
• Application of minimax robust techniques in trellis-coded modulation, iter-
ative Viterbi algorithm and general graph ba.sed decoding a.lgorithms. 
Solid field test of robust enha.nced receiver in commercia.l mobile commun i-
cation systems to see the performa.nce of our algorithm in rea.l world cond i-
tions. 
It will a.lso be of interest to explore the possibility of ma.rrying the two tech-
niques together to devise some form of ··ada.ptive - robust" or "robust - adaptive" 
receiver. One tenta.tive scheme will be a.n a.da.pt ive filter front-end ba.cked by a. 
robu st decoder. The a.da.ptive filter cou ld converge to within a. certain range from 
the true system model. This ra.nge, instead of the exa.ct estima.ted va.lues, could 
be fed into the robust decoder to help decode the received information. Such an 
arrangement will significantly relax the estimation accuracy requirements, thus 
reducing estimation sensitivity and estimation complexity. 
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Appendix A 
The Calculation of optimal 
minimax decision region 
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Figure A.l: Finding the decision region 
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In Fig.A.l._he r axis is divided into three regions, namely r :S 0, 0 < r :S 1 and 
r > l. For Lhe first and third regions. the decision will be the same no matter 
which deLcctor is used. For the middle region (0 < r :S 1), conflicting decisions 
will be made by different detectors. The optimal minimax robust decoder will 
split this region in such a way as to minimize Lhe maximum error probability. 
Suppose we will partition the region 0 < r :S 1 inLo Zb and Z;. Let the area 
Z; has a widLh of x (unknown at thi s stage), where should we put this subregion? 
\'0 matter where we put Lhis subregion Z;. Lhe mismatched PDF will be the same 
(~ - k = k) for detector 2 (Matched to ;\2 ) . But for detector 1 (matched to 
;\1), if we puL Lhe subregion Z; beLween ~ and ~, Lhen we can avoid the biggest 
mismaLched error PDF (~ - ~ = ~). Th e error probabiliLy can be calculated by 
adding Logether the three shaded areas (honeycomb, hash-line and wave-line) in 
Fig .A.l: 
31 x 
P (eI Al ) = 144 - 12 
1 x 
P(eI A 2 ) = '6 + 12 
(A.I) 
minmax{P(e IA 1),P(eIA2 )} -+ P( eI A 1) = P(eIA2 ) (A.2) 
which will gives us the solution x' -t. Put this optimal x* value back 
III Eqn. (A .l ), we can get the P*( eI A l ) P* (eI A 2 ) = 0.190972. The optimal 
minimax robust solution is not unique. but rather a family of solutions as long 
the Z; subregion is within [~ . ~l and has a width of-t. 
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