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Abstract
In this paper we present a new technique for partial surface and volume matching of images in three dimensions.
In this problem, we are given two objects in 3-space, each represented as a set of points, scattered uniformly along
its boundary or inside its volume. The goal is to find a rigid motion of one object which makes a sufficiently large
portion of its boundary lying sufficiently close to a corresponding portion of the boundary of the second object. This
is an important problem in pattern recognition and in computer vision, with many industrial, medical, and chemical
applications. Our algorithm is based on assigning a directed footprint to every point of the two sets, and locating
all the pairs of points (one of each set) whose undirected components of the footprints are sufficiently similar.
The algorithm then computes for each such pair of points all the rigid transformations that map the first point
to the second, while making the respective direction components of their footprints coincide. A voting scheme
is employed for computing transformations which map significantly large number of points of the first set to
points of the second set. Experimental results on various examples are presented and show the accurate and robust
performance of our algorithm. Ó 1999 Elsevier Science B.V. All rights reserved.
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1. Introduction
The problem of finding a full or a partial match between three-dimensional objects attracted
considerable attention in the literature during the past decade. The main motivation for this problem
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comes from the object recognition problem in computer vision, where an image has to be matched against
a library of model objects. The image may contain several partially-occluded copies of the model objects.
This is a major problem in object recognition [7, p. 137]. The goal is to find a Euclidean motion of a model
object, which makes it overlap a large portion of some object in the image, leading to the identification
of the model object in the viewed scene, and to finding its position and orientation there. This problem
has important applications for robot task planning, assembly, inspection, and many industrial, military,
and other applications. Another significant motivation for the surface matching problem is docking of
molecules in molecular biology, where a geometric fit between parts of the boundaries of two molecules
(i.e., a partial surface matching) is sought, requiring also that the molecules do not overlap near the
matched boundaries. Important applications of molecule docking are the recognition and binding of
receptors and ligands, and synthetic drug design. Partial volume matching can also aid in the detection
of structural motifs in proteins [2]. Yet another motivation is the combination of several snapshots of
the same object, taken from different view points, in order to obtain a description of a bigger portion
of its boundary. This has obvious industrial, civil and military applications (e.g., decoding of aerial
photographs). In most of these applications we seek a partial match between the image and the model
objects, or between two macromolecules, or between different views of the same object.
Our work was motivated by earlier works on the partial curve matching technique, first proposed by
Kalvin et al. [21] and by Schwartz and Sharir [29]. This technique, which uses the so-called geometric
hashing method, has been used in computer vision for automatic identification of partially obscured
objects in two or three dimensions [16,23,25,32]. Our algorithm also makes intensive use of geometric
hashing, even though there are significant technical problems in naive extensions of the technique to
(partial) matchings between 2-dimensional surfaces or 3-dimensional volumes.
We provide here only a sketchy review of the extensive existing literature, mostly in computer vision
and pattern recognition, on full or partial surface and volume matching. More details can be found in the
two comprehensive surveys [7,11] and in a companion paper [4].
Some works (e.g., [9]) depend on the ability to match significant features of the objects, like knobs
and holes, whose existence is not usually guaranteed. Other methods, which do not rely on the existence
of a certain type of features, are pose-clustering [30], alignment [19], and, of course, geometric hashing.
A comparison between these techniques is found in [31]. Many other works have addressed the problem;
see [3,5,6,8,10,13,17,18,27] for studies in the context of object recognition, and [1,12,14,20,22,24,26,28]
for studies in the context of molecular biology. Most of these works have various limitations, some of
which are quite severe. They either restrict the shape of the matched objects, or assume that there is no
occlusion, or handle only restricted motions. The methods that do not have these restrictions (e.g., those
of [8,13,17]) have other disadvantages. For example, some of them are sensitive to statistical outliers,
which have to be removed in a preprocessing step. Other methods might converge to a motion that
yields only a local minimum of their ‘scoring function’, etc. The solutions in the context of molecular
biology have even more limitations and disadvantages, because the problems there are usually more
difficult.
The main problem in generalizing the geometric hashing technique to partial matching between
surfaces (as opposed to curves) is that, in its original application to partial curve matching, the method
depends on the linear order of points along the given curves, which is needed for computing the relative
‘shift’ between matching portions of the curves. Despite the difficulties in extending this technique to
(partial) matching between 2-dimensional surfaces or 3-dimensional volumes, there have been several
attempts at such an extension. The method begins with assigning footprints to the points on the surfaces
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(assumed to be spread uniformly) and then proceeds by matching the footprints and by voting for the
relative transformation (rigid motion) of one surface relative to the other, assuming that the correct
transformation will receive significantly more votes than all the others. Here every pair of points with
similar footprints vote for the transformations that bring them close to each other. See [14,15] for such
works, mainly in the context of molecular biology.
We propose a new approach to the matching problem, and present several of its applications in the
domains mentioned above. Our algorithm accepts any pair of point sets in 3-space, describing (portions
of) either the volumes or the boundary surfaces of two objects, and attempts to find the best rotation and
translation of one object relative to the other, so that
(i) if the given sets represent object boundaries, then there should be a good geometric fit between large
portions of these boundaries;
(ii) if the given sets represent object volumes, then there should be a large fit between the boundaries of
the objects, so that their volumes either overlap or remain disjoint near the fit.
In the first case, our algorithm solves the (partial) surface matching problem. In the second case, it solves
the (partial) volume matching problem, either with volume overlap or with volume complementarity. Our
algorithm is more suited however for surface matching, where it is usually easier to generate directed
footprints.
The work reported here builds upon an earlier algorithm that we have developed in [4]. The new
algorithm is based on the use of directed footprints, whereas the preceding algorithm used undirected
footprints. We will later compare the two solutions and discuss the advantages (and only some
disadvantages) of the new technique.
Here is a brief overview of our algorithm. First, we associate with each point of the two sets a directed
footprint. More precisely, the footprint consists of a directed component and of an undirected component.
The undirected component of the footprint should be invariant under rotations and translations, and
should be ‘descriptive’, in the sense that points of the two sets whose local neighborhoods admit a good
match (under some rigid motion) should have similar undirected footprints, whereas points whose local
neighborhoods do not fit well together should have significantly differing undirected footprints. The
direction components of the footprints of corresponding points of the two sets should be sufficiently
accurate, so that the “correct” transformation makes them almost coincide. (A natural, though not
exclusive, choice for the directed footprint is the normal to the surface at the given point.) Next
we locate all the pairs of points (one of each set) whose undirected components of the footprints
are sufficiently similar. For each such pair of points we compute all the transformations that map
one point to the other and make the respective direction components of their footprints coincide,
and vote for all these transformations. After applying this step to all the matched pairs of points,
we search for the transformation that received the maximum number of votes. The expectation is
that the “correct” transformation will manifest itself by a large number of votes relative to other
transformations.
We thus treat in this paper an abstract matching problem, in which we are given two sets of points,
where each point is characterized by a directed footprint. As mentioned above, our aim is to find a
transformation which matches as many pairs of points, for which the undirected components of their
footprints are sufficiently similar, as possible, while making the respective direction components of their
footprints nearly coincide. The various applications of our algorithm mainly differ in the definition and
computation of the footprints. Needless to say, the choice of footprints is a crucial factor that influences
the success of our method.
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Our algorithm (like the previous one [4]) bears some resemblance to previous indexing methods that
are based on the density of votes in some space. Nevertheless, it does not depend on any correspondence
between the two sets of input data points. It does not attempt to extract any predetermined features of
the objects described by the data sets, thus it does not depend on the existence of any such features. It
appears to be robust even in the presence of noise (or of excess data that are irrelevant for the sought
partial match), so we do not need to remove, in a preprocessing step, data that represent statistical
outliers. In practice, our algorithm is very easy to implement, and it runs in practical time with practical
inputs, which compares favorably with reported performance of earlier algorithms. It is also much faster
than our previous algorithm. It produced very accurate results in all the cases that we tested and are
reported here. However, as other indexing methods, our technique can be fooled by contrived examples
or when poor footprint systems are being used. The generalization of our algorithm to higher dimensions
is straightforward.
As in our first algorithm, the only detail preventing the algorithm from being a fully automated tool for
matching any two point sets is the need to assign ‘descriptive’ footprints to the given points. This seems
to require customized treatment for each class of applications. We do not regard this as a deficiency of
our algorithm, but rather as an advantage: Whereas most of the previous registration algorithms actually
regard the 3-dimensional coordinates of each point as its footprint, we achieve greater versatility of the
matching process through the additional information hidden in any specific system of footprints. We
emphasize again that the choice of footprints greatly influences the success of the subsequent matching
procedure.
We have implemented and experimented with our algorithm on several types of input. In this paper, we
describe the performance of our algorithm on several examples taken from industrial applications: one
involving matching between two versions of a CAD model, one involving partial matching between two
images obtained by range-scanning the same object from two different view points, and one involving
the registration of two views of a topographic terrain. In practically all cases, the algorithm worked well
and computed correctly the expected matches.
Our technique was most successful in applications where the quality of the data allowed us to generate
sufficiently good undirected footprints for obtaining a reasonably good matching between points of the
two data sets, and to compute the directed component of the footprint (normal to the surface in most
cases) accurately enough. It was more problematic in molecular biology applications, where we attempt
to solve molecule docking problems or to find repeated motifs in macromolecules. In these applications
the footprints generated by the current version of our algorithm are of poorer quality and the surface
normals are not reliable enough, due to the nature of the input data (the whole notion of a ‘molecular
surface’ is rather ill-defined). We are currently exploring several techniques for improving the quality
of the footprints of points on the boundaries of the molecules. These include more delicate estimates
and representations of the local curvature at each point, averaging the normal vectors to points in an
appropriate neighborhood of each point, and also considering chemical and physical properties, such as
the types of amino acids and the electrical charge at each point. Constructing a sufficiently good footprint
system for this particular (and, needless to say, important) application of the algorithm is, however,
independent of the matching algorithm itself.
The paper is organized as follows. In Section 2 we describe the evolution of the algorithm presented
in this paper from our first algorithm [4]. Section 3 presents an overview of the algorithm (more detailed
than the one given above). Section 4 describes in detail the various phases of the algorithm. Section 5
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analyzes the complexity of the algorithm. Section 6 presents the experimental results mentioned above.
We end in Section 7 with some concluding remarks.
2. Directed versus undirected footprints
In a companion paper [4] we propose another partial matching algorithm between two sets of points
which is based on undirected footprints. As in the current algorithm, we locate pairs of points (one of each
set) and seek the transformation that maximizes the fit between points of the sets with similar footprints.
Since the point footprints are undirected, each pair of points corresponds to a 3-dimensional subspace of
rigid transformations (only translations and rotations), which make the two points coincide.
The algorithm proposed in [4] first guesses a rotation of the second set relative to the first, applies it to
the first set, and attempts to find the correct translation (under the assumption that the guess is correct).
This is performed by computing for each pair of points (one of each set) with similar footprints the
corresponding translation. Then a voting scheme is employed, where each computed translation receives
one vote. Assume for the moment that the data are free of noise. Had the guessed rotation been true,
all the votes would have been given to the correct translation. We showed in [4] that when the guess is
incorrect the voting table has a special structure: Let G be the guessed rotation, and let C be the correct
rotation. Then, after applying G to the first point set, it should further be rotated by R = CG−1 to make
the two sets be at the same orientation. We represent any rotation R as the rotation by some angle θR about
some axis `R. Then all the correct votes in the voting table are spread in a plane perpendicular to `R with
the scaling factor 2 sin(θR/2). Therefore one can estimate how much G is close to C by estimating the
density of the voting table. The closer G is to the correct rotation C (that is, the closer θR is to 0), the more
‘compact’ is the resulting voting table. The votes are clustered around some ‘accumulation point’ (the
correct translation). When G=C, R becomes the identity rotation, and the whole voting table collapses
into one point.
We defined in [4] a scoring function that measures the density of the voting table that corresponds to
each rotation. This score is invariant of the relative translation. Then we developed an iterative mechanism
that advances towards the rotation with the maximum score. In an ideal setting, where the data are free
of noise, this function has a global maximum at the correct rotation, and does not have any other local
maxima. In practical situations, many ‘bad’ votes are introduced into the voting tables in addition to
the ‘good’ votes whose structure is described above. This cloud of bad votes usually makes the scoring
function have local maxima other than the global maximum. When the amount of such bad votes is not
too large, these local maxima are not too sharp, and the scoring function resumes its ascent towards the
correct rotation in some small neighborhood of any local maximum.
Our present algorithm evolved from the previous algorithm when we realized that in many cases we
can attach to each point a “direction” in addition to the undirected component of the footprint. A typical
direction of a point in a surface-matching application is simply the normal vector to the surface. These
vectors are obviously not invariant under rigid motions, so they can not be used for locating candidate
pairs of matching points, but once such a pair is found, they can restrict the transformations that map one
point to the other to those that make the normals coincide.
This is precisely what our present algorithm does. After locating all the pairs of points (one of each
set) whose undirected footprint components are sufficiently similar, we compute for each pair all the
transformations that map the first point to the second while making the direction components coincide.
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This is a 1-dimensional subspace of the space of rigid transformations (see Section 4). We discretize
this space (using user-controlled tuning parameters that set the resolutions of the rotations and the
translations) so that each pair of matched points contributes a (somewhat large) constant number of
votes for transformations. (We denote this constant the sample size of a great circle.) We store the votes
in a hashing table. The cell in the voting table that receives the highest number of votes is reported as the
“correct” transformation.
Note that the present algorithm performs only one voting step, whereas our previous algorithm
performed many such steps. We do not make use of a scoring function in the present algorithm, and
conclude directly from the single voting table the transformation that matches the maximum number of
pairs of points of the two sets. The price is the number of involved votes: each pair of points, matched due
to their similar undirected footprints, votes for some large constant number of different transformations
(due to the discretization of the space of transformation)—typically for a few dozens of transformations—
whereas it votes for only one transformation in a single iteration of the previous algorithm. From a
practical point of view, this extra investment in the voting step more than pays for itself by omitting
the repeated computation of the score of a voting table, which was the most time-consuming step in the
previous algorithm.
3. Overview of the algorithm
In this section we give an overview of the algorithm. We are given two sets of points (not necessarily
of equal sizes) representing two respective objects in 3-space, and expected to be spread more or less
uniformly on the boundary of the corresponding objects or in the volumes that they occupy. In the former
case we seek a partial (or full) surface match between the boundaries of the two objects, whereas in
the latter case we seek a volume match, involving either volume overlap or volume complementarity, as
described above.
Our proposed algorithm consists of the following steps:
1. Data acquisition and preprocessing:
• Read all the input points describing the two objects.
• Compute an undirected footprint for each input point. Points that are expected to match (locally)
should have similar footprints, and points that should not be matched (locally) should have
significantly different footprints.
• Compute a direction for each input point. Points that are expected to match should have directions
which more or less coincide when the two objects are at the correct relative orientation.
2. Voting for transformations:
• Prepare a voting list. That is, construct a list of pairs of points, one of each object, such that the
difference between the undirected footprints of the points in a pair does not exceed some proximity
threshold.
• For each pair of points (p, q) in the voting list, compute all the transformations that map p to q such
that the direction of p coincides with the direction of q. Discretize this subspace of transformations,
and give one vote for each such transformation.
• Find the cell with the maximum number of votes in the resulting voting table, and declare it to be
the correct transformation.
The following section describes the algorithm in more detail.
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4. Detailed description of the algorithm
4.1. Data acquisition and preprocessing
The actual data consists of two sets of points in three dimensions, as described above. The first step
computes the footprint of each point, as a certain function of the points of the same set lying in some
small neighborhood of the point, and a direction that corresponds to the point. Optionally, the input
data already contains the footprint values attached to the points. In practice, different types of input data
require different, and in many cases rather careful, computation of the footprints. This is detailed in
Section 6, which describes our experimentation with various types of input. Here we only reemphasize
that footprints should have the following properties.
• The footprint should be invariant under translations and rotations in three dimensions.
• The footprint should be sufficiently ‘descriptive’, in the sense that two points, one of each set, should
have similar footprints if they (or, rather, some small neighborhoods of them) match well locally, and
should have significantly different footprints if their neighborhoods do not match well.
• The directions of matching points should be accurate enough, in the sense that they should almost
coincide when the objects are oriented so that they match.
A good choice of footprints leads to a small number of false matches. The directions attached to points of
the two sets should reflect some directed attribute of the local neighborhood of each point. Typically we
choose the normal vector to the surface at each point. When the data are noisy we compute for each point
the average of the normal vectors at all the points in some neighborhood of it. Optionally, we weigh each
normal vector inversely proportionally to the distance between the respective points (or to its square).
4.2. Computing the voting list
This step is also easy. We denote the undirected footprint of every point p of the input sets, S1 and
S2, by FP(p). For each point p1 ∈ S1, we find all the points p2 ∈ S2 whose undirected footprints are
close enough to that of p1, that is, ‖FP(p2)− FP(p1)‖6 ε (for some proximity parameter ε). To do this
efficiently, we first prepare the set FP(S2) for range searching in the undirected footprint space. Then,
for each point p1 ∈ S1, we generate a range-searching query consisting of the ball of radius ε about
FP(p1), and, for each point p2 ∈ S2 found in this range, we add the pair (p1,p2) to the set of voting pairs.
We denote the resulting set of pairs as the voting list. (In some of our experiments (see Section 6) the
undirected footprint FP(p) was a scalar, in which case this range-searching step was trivial to perform.)
4.3. Voting for transformations
This step is the heart of the algorithm. For each pair of points (p1,p2) in the voting list, we vote for
all the rigid transformations that map p1 to p2 and that make the respective directed footprints v1 and v2
coincide.
Refer to the sphere of directions shown in Fig. 1. We specify a rotation in 3-space as a rotation by
angle θ about an axis of rotation `, which is normalized so that its norm is 1 and its z-component is
non-negative. First we compute the rotations that map v1 to v2. Any vector u which forms the same angle
with v1 and v2 can serve as an axis of such a rotation. One such direction is u0, parallel to v1 + v2. In
order to obtain all the other axes of rotation, we rotate u0 around the line L that is parallel to v1− v2.
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Fig. 1. The great circle of rotations that map one direction to another.
We denote by R`ω the rotation about ` by the angle ω. In addition, we denote by T `ω,t the transformation
composed of the rotation R`ω and the translation by t . Then, the axes of rotation, about which v1 can be
mapped to v2, are the directions uα =RLα (u0), for 06 α < 2pi . Each axis uα has its respective angle θα,
such that v2 =Ruαθα (v1). The angle of rotation θα varies from a maximum θ0 = pi to two minima (of which
one is redundant) θ−pi/2 = θpi/2 = 6 v1v2 (the angle between the vectors v1 and v2). 2 In general, θα is the
angle between the projections of v1 and v2 on the plane perpendicular to uα .
Two special cases need a separate treatment. The first case is v1 =−v2 (see Fig. 2(a)). In this case we
choose any direction u0 which is perpendicular to v1 (that is, such that u0 · v1 = 0), and set L= v1. We
obtain all the axes of rotation uα , as before, by rotation u0 about L by the angles α. However, in this case
the respective angle θα is always pi irrespective of the value of α. Formally, v2 =Ruαpi (v1) for every α.
The second special case is v1 = v2 (see Fig. 2(b)). In this case uα = v1 for every value of α, and
θα = α. The zero rotation (for θ0 = 0) could be “performed” about every direction and not only about v1.
Therefore, we set the respective axis of the zero rotation to some nominal triple.
2 The angles pi/2< α 6 3pi/2 do not contribute new axes of rotations. We need only the angles in the range−pi/2< α 6 pi/2
and, as mentioned above, normalize uα to have a non-negative z-component.
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Fig. 2. Special cases of mapping one direction to the other.
We have thus computed for each pair of directions v1 and v2 all the rotations Ruαθα that map the
first direction into the second. We now compute the translations that make the respective points p1
and p2 coincide. For each such rotation we compute the translation tα = p2 − Ruαθα (p1) and obtain the
transformation T uαθα,tα that maps p1 into p2 and the direction v1 onto the direction v2.
In practice, we vote for transformations obtained by taking discrete values of α. We compute T uαθα,tα
for the values α = −pi/2 + (i/s)pi, i = 0, . . . , s − 1, where s is a tuning parameter that controls the
resolution of the voting scheme (the size of the sample). Each computed transformation (a point in a
7-dimensional 3 space) is then rounded to the nearest point in a grid with some resolution, which receives
the vote. See more details in Section 6.
5. Complexity analysis
We measure the complexity of the algorithm in terms of three variables: n, the total number of points
in the two input sets, k, the number of pairs of points with similar footprints, and s, the size of samples
taken along great circles of votes. The number k of matched pairs could be in the worst case as large
as 2(n2), but in practice k is comparable with n, provided that the footprints are descriptive enough, so
that each point of the first set is matched on the average with a constant number of points of the second
set. The variable s depends primarily on the requested accuracy of the computed solution. Practically we
may regard it as a small constant.
The data acquisition and preprocessing steps take O(n) time (based on the assumption that the footprint
of each point can be computed on the average in constant time). The voting list is computed, by using
a hashing table, in expected O(n+ k) time. The voting for one pair of points takes O(s) time; thus, the
whole voting step requires O(ks) time. Finding the cell that receives the maximum number of votes takes
3 Three dimensions for the direction of rotation, one for the angle, and three for the translation. The first three dimensions
have only 2 degrees of freedom.
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O(ks) time. In total, the entire algorithm runs on practical instances in average O(n+ks) time. The space
complexity of the algorithm is also O(n+ ks).
6. Experimental results
We have implemented the whole algorithm in C on SGI Indigo and Indy workstations, on a Sun
SparcStation II, and on an IBM RS6000 workstation. The software also runs on IBM PCs and
compatibles. The implementation, performed by the first author, took about one man month, and the
software consists of about 1,000 lines of code. We have experimented with the algorithm on several data
files obtained from different sources of input, each input consisting of a few hundreds of points, and
obtained very good results in practically all cases.
Here are some specific examples of the performance of the algorithm.
In the first example we sought a full match between two orientations of a polyhedral approximation of
the CAD object shown in Fig. 3, having 132 facets. The second version of the model was obtained from
the first version by rotating it around the y-axis by 0.1 degrees, then about the x-axis by 90 degrees, and
finally translating it by 76 units along the y-axis. The point sets representing the two objects were defined
to consist of the center of gravity of each facet of the models.
In order to demonstrate the usefulness of the normals, the footprint chosen for this example did not
describe the local geometry of each point, but was simply the x-coordinate of each point. Here we used
Fig. 3. A CAD object.
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Fig. 4. The three-dimensional voting table of the CAD object.
our a priori knowledge that this coordinate was not changed significantly by the rotation, but we used this
fact only for the footprint definition and not in the voting step. This choice of the undirected footprint
intentionally introduced a lot of noise into the voting table of this synthetic example. The directed
component of the footprint of each point was set to the normal vector to the corresponding facet of
the model.
The proximity parameter for the voting mechanism was set to 0.01, and the voting resolutions were set
to 0.05 for the components of the direction of rotation, to 2.5 for the angle of rotation, and to 0.05 for the
translation components. The algorithm found the (nearly) correct transformation within a few seconds.
This transformation received 136 votes, while the next candidates received 112 votes. See Table 1 for
more performance details.
Fig. 4 shows the voting table of the CAD object. Every cell in the voting table is represented in
the figure by a small ball whose radius is proportional to the number of votes in that cell. The figure
displays the maximum number of votes, over all the possible angles of rotation and translations, that
some direction of rotation received.
In the next example we looked for a partial surface match between two high-resolution depth-sensing
scans of a car from two view points, obtained by a commercial digitizer. The data consisted of two
‘clouds’ of points, which contained 119,290 and 179,216 points, respectively. Because of the nature of
the scanning, the two sets of points describe xy-monotone surfaces (each relative to a different coordinate
system). Due to data explosion, we chose one representative point out of every 10× 10 square of points
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Fig. 5. A partial surface matching of digitized objects.
in the respective xy-grids. The representative point was simply the average of the coordinates of the
points in the three directions. Thus, the size of the data that we considered was only one hundredth of the
original data.
Fig. 5(a) shows a scan of the left side of a car, as seen (in this view) from the left front of the car.
Fig. 5(b) shows a scan of the front half of the car, as seen (in this view) from the right behind of the
car. (Each quadruple of adjacent points in the grid was connected by an (almost planar) face, in order to
produce shaded renderings of the surfaces.) Except the results reported in [4], we had no a priori data
(to compare our results with) about the change of the position of the digitizer from the first scan to the
second. We were informed only that the snapshots were taken when the camera was slightly tilted (i.e.,
took almost overhead pictures), and that the car made a “U-turn” between the two snapshots. Thus we
expected a rotation of roughly 180◦ about a direction close to the z-axis. The amount of translation was
not known.
The footprint chosen for this example aim to approximate the surface curvature at each point. It
encodes the ‘pyramid’ of material emanating from each vertex pi,j of the grid of data points, and is
given by the following average of four spatial angles around pi,j :
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FP(pi,j )
= 14(6 pi−1,jpi,jpi+1,j + 6 pi−1,j+1pi,jpi+1,j−1+ 6 pi,j+1pi,jpi,j−1 + 6 pi+1,j+1pi,jpi−1,j−1).
This footprint distinguished well between peaks in the surface and flat areas, and is, of course, invariant
under rigid motions. It turned out to be so robust, that the proximity parameter for the voting mechanism
was set to only 1.0. As in [4], we have excluded from the voting list all the points having footprints in the
range 170–190◦ , since false matches between points at nearly flat regions of the surfaces contributed false
votes to the voting table. The directed component of the footprint was set to an approximated normal to




(pi,jpi+1,j × pi,jpi+1,j+1)+ (pi,jpi+1,j+1× pi,jpi,j+1)+ (pi,jpi,j+1 × pi,jpi−1,j+1)
+ (pi,jpi−1,j+1 × pi,jpi−1,j )+ (pi,jpi−1,j × pi,jpi−1,j−1)+ (pi,jpi−1,j−1× pi,jpi,j−1)
+ (pi,jpi,j−1 × pi,jpi+1,j−1)+ (pi,jpi+1,j−1 ×pi,jpi+1,j )).
Due to the large amount of correct point-to-point matches, it sufficed to take only 1 random point
from every great circle on the sphere of directions! This extremely low sampling reduced very much the
running time of the algorithm in this experiment. The size of the overlap was reduced tremendously but
it still was high enough for identifying the solution of the matching problem. Since roughly 16% of the
19,992 voting pairs were correct (see [4]), and the direction resolution was 0.05, we expected the correct
solution to receive at most 0.16 · 19992/(pi/0.05) ≈ 51 votes. (Some correct pairs of points resulted in
erroneous votes because of imprecise directed footprints, and/or because of round-off errors.)
The algorithm found the rotation around the direction (0.0,0.05,1.0) (normalized to (0.000,0.0499,
0.999)) by 180◦, and the translation (16,41,−1). This transformation received 38 votes, while the next
two candidates (rotations by 180◦ about the directions (0.05,0.05,1.00) and (0.00,0.10,1.00) followed
by the respective translations (15,41,−1) and (16,41,−2)) received 24 votes. This result compares
well with the result of our previous algorithm (see [4]): the rotation by 179.4◦ about the direction
(−0.04,0.05,1.0), followed by the translation (16,41,0). (We point out that the running time of the
new algorithm on this example was only 2 seconds, compared with 188 seconds of the old algorithm.)
Fig. 5(c, d) shows two views of the first scan imposed on the second after applying this transformation.
The figures show that the two surfaces match quite closely in their overlapping portions.
Fig. 6 shows the distribution of votes in the voting table of the car case. Again, the overlapping point
of the correct great circles is well seen in the figure. Naturally, the great circles are not seen in the figure
due to the low sampling.
Finally, we applied our algorithm to the problem of registration of digital terrains. We compared two
terrains in the Zikhron–Ya’akov area in Israel with a small common portion. Each terrain was given as
a list of elevations (specified in meters) of points in a regular xy-grid. The horizontal distance between
neighboring points was 10 meters. The second terrain was rotated in the xy-plane by 90◦ relative to
the first terrain and the xy-coordinates were translated by (20,30). Due to the nature of the data, we
expected the relative rotation and translation to be in the xy-plane only, but we did not make any use of
this expectation.
We faced a data-explosion problem in this experiment, too. Each of the original data sets contained
more than 600,000 points. We used only those points whose coordinates in the xy-grid were integer
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Fig. 6. The three-dimensional voting table of the car case.
Fig. 7. Matching of two overlapping terrains.
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Table 1
Performance of the matching algorithm
Set Footprint Voting Cardinality of
Case sizes Footprint tolerance pairs voting table
CAD (132,132) x-coord. & facet normal 0.01 2,796 22,368
Car (433,604) approx. curv. & normal 1 deg. 19,992 15,925
Terrain (257,328) approx. curv. & normal 1 deg. 12,639 97,920
Sample Voting resolutions # of Votes
Case size Dir. Angle Trans. Best Second
CAD 36 0.05 2.5 0.05 136 112
Car 1 0.05 1.0 1.00 38 24
Terrain 16 0.10 5.0 5.00 26 12
Correct solution
Case Direction Angle Translation
CAD (0.999,0.001,0.001) 90.0 (0,76,0)
Cara (−0.043,0.052,0.998) 179.38 (16,41,0)
Terrain (0.0,0.0,1.0) 90.0 (20,30,0)
Computed solution Time (seconds)
Case Direction Angle Translation Voting Overhead Total
CAD (1.0,0.0,0.0) 90.0 (0,76,0) 4.27 0.02 4.29
Car (0.000,0.0499,0.999) 180.0 (16,41,−1) 2.12 0.01 2.13
Terrain (0.0,0.0,1.0) 90.0 (20,30,0) 10.79 0.11 10.90
a The correct solution was not known in this experiment; expected solution was taken from [4]. It is not clear
which of the two solutions is more “correct”.
multiples of 50. Thus, the size of the data that we considered was reduced by a factor of roughly 2500.
Fig. 7(a, b) shows the two terrains from an isometric view point. Fig. 7(c) shows the superposition of the
two terrains according to the solution found by the algorithm.
As for the car experiment, the footprints chosen for this example consist of an undirected component
which measures the local curvature by averaging four spatial angles and a directed component which
approximates the normal to the surface by averaging eight cross products of “tangents” to the surface.
In this experiment we have excluded from the voting list all the points having footprints in the range
160–200◦ . The proximity parameter for the voting mechanism was set, again, to 1 degree. The algorithm
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Fig. 8. The three-dimensional voting table of the terrain case.
found the correct rotation and translation with practically no error at all. Fig. 8 shows the distribution of
votes in the voting table of the terrain case. The overlapping point of the correct great circles is clearly
visible in the figure. The results are detailed in Table 1.
Table 1 summarizes the performance of our implementation on the three examples described above.
All the time measurements were taken on an IBM RS6000/41T workstation with 64 MB of memory. Each
of our experiments took a few seconds to run. However, we can trade time for accuracy, by reducing the
proximity parameter (thereby reducing the number of voting pairs), and/or by reducing the resolution of
the great circles (thereby reducing the number of actual votes).
7. Conclusion
We have proposed in this paper an algorithm for solving the practical problem of partial surface or
volume matching between two objects in 3-space. This problem is a basic and important problem in
pattern recognition and computer vision, with many industrial, chemical, and medical applications.
Our algorithm uses a mixture of undirected and directed footprints, attached to the data points, and is
an evolution of a previous algorithm of ours [4] that used only undirected footprints.
In the new scheme, each pair of matched points (one of each set) votes for all the rigid transformations
that map one point and its associated directed footprint to the other point and direction. Under the
assumption that the data do not contain too much noise, and that the quality of the footprints enables
us to match points sufficiently well, we expect the correct transformation to receive a significantly larger
number of votes than any other transformation. Our process is thus composed of a single voting step (as
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opposed to the iterative scheme of the previous algorithm). The number of the correct votes is expected
(when we have a good footprint system) to be comparable with the number of pairs of points that should
really match. The number of incorrect matches should be as small as possible (0 in an ideal situation).
Although it can climb up to as much as quadratic in the cardinalities of the point sets, it is typically (in
the examples that we experimented with) in the range of 10 to 100 times the number of correct matches,
which is a significantly smaller quantity.
As demonstrated, our technique found accurately the matchings between several pairs of objects, taken
from several totally different domains. A manual inspection of the resulting voting tables shows that they
are fairly noisy. The typical table looks like a cloud of randomly and sparsely spread circles of votes,
containing a set of correct circles which overlap near some point so that they create a dense cluster that
represents the correct transformation.
The main research direction that we plan to pursue and to explore further is the application of this
algorithm to molecule docking. Specifically, we plan to improve the computation of the boundaries of
the molecules, to develop a method for choosing small but representative sets of points on the boundary
surfaces, and to try to compute better footprints and more accurate normal vectors for them.
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