Poisson distributed noise, such as photon noise is an important noise source in multi-and hyperspectral images. We propose a variational based denoising approach, that accounts the vectorial structure of a spectral image cube, as well as the poisson distributed noise. For this aim, we extend an approach for monochromatic images, by a regularisation term, that is spectrally and spatially adaptive and preserves edges. In order to take the high computational complexity into account, we derive a Split Bregman optimisation for the proposed model. The results show the advantages of the proposed approach compared to a marginal approach on synthetic and real data.
Introduction
Multi-and Hyperspectral imaging (HSI) combine digital imaging and spectroscopy, and has numerous applications in remote sensing, mineralogy, cultural heritage documentation etc. The technology acquires radiometric information for every pixel in an image. The discrete number of spectral bands form, in combination with the spatial information a 3-dimensional data cube.
Spectral images contain noise, which impacts the precision of further processing steps, such as unmixing, classification, reflectance estimation [10] or compression [4] . The image noise includes signal-dependent components, such as photon noise, and signal-independent components such as dark noise or fixed pattern noise. Previous research [1, 7, 12] identified the photon noise, as the most relevant noise contribution in HSI. Hyperspectral scanners are sophisticated, individually calibrated devices with a high signal to noise ratio (SNR). Signal-dependent noise components are proportional to the signal amplitude, and are therefore more important in images with a high SNR [12] . HSI applications, outside the field of remote sensing allow to repeat a single measurement multiple times, and increase the SNR further [1] . Calibrated scanners allow a compensation for the relative responsivity of detector elements and therefore suppress fixed noise patterns [9] . Common applications have a low number of photons, due to a weak signal or a large distance, which leads to a photon-limited regime [7] .
To reduce noise in a photon-limited hyperspectral image, different approaches have been proposed. Othman and Qian [12] published a hybrid spatial-spectral derivative-domain wavelet shrinkage, that benefits from the dissimilarity of the signal regularity in the spatial and the spectral dimensions of hyperspectral images. Krishnamurthy, Raginsky, and Willett [7] partitioned a hyperspectral cube into anisotropic cells and maximised a penalised log likelihood criterion.
Total Variation (TV) image denoising has recently been applied to HSI. Yuan, Zhang, and Shen [15] employed a spectral-spatial adaptive Rudin-Osher-Fatemi (ROF) [13] model and showed good performance, especially when the noise level is different in each band. Variational image denoising is a very effective and efficient denoising approach, that preserves edges and has been applied to many imagery applications. However, like most variational approaches, the spectralspatial adaptive approach in [15] is based on a signal-independent ROF model, assuming an additive gaussian noise model. For monochrome images, TV denoising has been extended to other noise distributions. Le, Chartrand, and Asaki [8] proposed a ROF model for poisson distributed noise in monochromatic images. Due to the negative log likelihood used in the formulation, such an extension is difficult to calculate and different approaches for an optimisation have been proposed [6, 8, 16] .
In oder to account for both, the vectorial structure of the HSI cube, and the signal-dependent poisson distributed noise, we propose a variational approach for denoising HSI. To our knowledge it is the first extension of a poisson distributed ROF model to HSI.
The rest of this paper is organised as follows. In Section 2 we describe the ROF model for poisson distributed noise and introduce an optimised TV regularisation terms for HSI. As the proposed ROF model shows a high computational complexity, we employ a split Bregman optimisation. In Section 3 we evaluate the proposed method on a synthetic dataset quantitatively and qualitatively and show the advantages of an optimised TV regularisation terms for the HSI cube. The proposed approach is then applied to real data and we conclude in Section 4.
Proposed Method

Problem Formulation
Assume we have an original hyperspectral image u and a measurement f , distorted by poisson noise,
where u and f are both of dimensions M × N × B, in which M and N are the spatial dimensions of the image, and B represents the spectral band-number. As developed in [8] , the estimation of a reconstructed imageû can be described by a MAP estimateû = arg max
The poisson distribution in a discrete image can be formalised as
and the prior P (u) depends on the TV seminorm
where λ is the corresponding regularisation parameter and Ω = M × N × B is the image domain. Equation (2) is solved by minimising − log(P (f |u)P (u)), which can be simplified to the following ROF problem
The TV term in (4) was originally developed for greyscale images [13] , as the sum of the image gradient magnitudes. For a HSI cube it can be written as a marginal approach TV (MTV)
where ∇ x and ∇ y are the discrete horizontal and vertical derivation in the image plane M × N .
Spectral Total Variation Seminorm
A vectorial ROF model was developed for colour images [3] and extended to HSI [15] , by coupling the gradients of all channels at every image location. The vectorial TV seminorm (VTV) is denoted as
The norm is based on the gradients of all bands, which increases the smoothing factor for band gradients, that are higher than the average. By which highernoise bands are smoothed stronger. In [15] this model was extended by spatial weighting factor W i , exploiting the normalised local strength of G i at the position i, which is defined as
where μ is a positive constant factor. For a higher gradient G i , the corresponding weight W i becomes smaller in the range of [0, 1], and for smaller gradients viceversa. VTV is extended to a spatial-spectral adaptive TV seminorm (SSATV) by multiplying this weighting factor
The different TV-seminorms MTV, VTV, and SSATV can be applied to the ROF model for poisson distributed noise (5). For SSATV the proposed ROF model becomeŝ
In this model, the logarithmic data term accounts for the poisson distributed noise and the regularisation for HSI.
Optimisation
To solve the ROF problem (10), we use a Split-Bregman algorithm, developed by Goldstein and Osher [11] , to efficiently calculate L 1 and more specifically TV regularisations. The main idea is to apply an operating splitting and transforming the original problem into a constrained minimisation problem, that can be solved with Bregman iterations [2] . This optimisation has been applied to TV denoising [11] , and the HSI spatial-spectral adaptive denoising in the case of Gaussian noise [15] . Due to the logarithmic data term, we apply an extension [6] with two auxiliary variables. In a first step the ROF problem (10) is rewritten as constrained minimisation, that is subject to both the auxiliary variables d and z
This can be transferred into an unconstrained minimisation problem, which is described in [6] for monochromatic images. An iterative algorithm solves for the auxiliary variables d, z, as well as the reconstruction of the noiseless image u. These three subproblems can be easily solved, which reduces the overall complexity from O(N 3 ) to O(N 2 ) [15] . The u-subproblem is solved as a fast single iteration of the Gauss-Seidel algorithm, d-subproblem is solved by a shrinkage operator and z-subproblem decouples over i, j. We follow the algorithm described in [6] and account spectral images with a modified shrinkage operator in the d-subproblem similar to [15] . 
Experimental Evaluation
Synthetic Dataset
The computer generated Metacow [5] has its origins in the field of colour imaging, it shows 24 cows with different spectral surfaces, and is freely available. The image is a noiseless, high contrast HSI, containing spectral reflectance of 77 bands from 380 nm to 760 nm. We multiplied the image with a spatially uniform D65 illumination to simulate radiance values and scaled the image to a range of 0 to 1. To apply different levels of noise the image is scaled to a higher magnitude by a factor a, before adding the poisson distributed noise
where σ is the noise intensity in the range from σ 1 = 0.005, to σ 6 = 0.1. Different noise levels are visualised in Fig 1. We evaluated different TV terms, that can be used in the proposed ROF model. MTV treats the HSI as a stack of monochromatic images, while VTV and SSATV account the HSI cube. For the evaluation we use two metrics. The peak signal to noise ration (PSNR) between the groundtruth u and an estimationû PSNR(u,û) = 10 log 10 max(u)
and the structural similarity (SSIM) [14] index
where μ is the average and σ 2 is the variance, both in a local neighbourhood. The constants c 1 and c 2 stabilise the division with weak denominator and are set to fixed ratio of the maximum image value. Both metrics are applied band-wise and globally. PSNR is defined for both 2-and 3-dimensional structures. For the SSIM we calculated the metric band by band and took the average for a global characterisation. Table 1 and Table 2 show the global results in terms of PSNR, respectively SSIM. In terms of PSNR, SSATV shows the best results for all noise levels. Compared to the noisy image, SSATV with σ = 0.08 has roughly the same PSNR as the noisy image with noise intensity σ = 0.04. The effects are less prominent on lower noise intensities. Regarding SSIM, MTV is beneficial in lower and the highest noise intensities. 
Real Dataset
To evaluate the proposed denosing approach on a real dataset, we acquired a pigment test chart with a HySpex VNIR-1600 [1] hyperspectral scanner, that acquires 160 bands between 415 nm and 992 nm, in a distance of 1m. To suppress signal-independent noise we averaged 10 measurement during the acquisition [1] . Fig 3 shows a small patch of 85px × 100px, that we used for a visual comparison. The top third shows the inhomogeneous granulate material, including some printed letters, the rest of the image shows two different pigments. We compare the SSATV to the MTV approach, that have both shown the best result in the evaluation of the synthetic dataset. The algorithm is expected to reduce the noise especially in the pigment region, while preserving the prominent edge between the two regions. The parameters are adjusted that both approaches show a good result for 833 nm.
It can be observed that MTV over-smoothes lower bands (433 nm) yet leaves a noisy result in higher bands (960 nm). SSATV model adapts for different noise intensities and preserves sharper edges, which is visible in the letters in top third. 
Conclusions and Further Work
We proposed a variational approach to reconstruct HSI corrupted by poisson distributed noise. We showed that a ROF model with a spectral-spatial adaptive TV regularisation term performs better than a marginal approach regularisation. We evaluated our approach on a synthetic image with defined noise characteristics and on a real image with an unknown noise distribution. Further research includes a comparison to other denoising approaches and an automatic parameter estimation. In a laboratory setup with a short distance acquisition, the parameters could be estimated by measuring a test target, with known properties.
