Abstract. We study a nonparametric regression model for sample data which is defined on an N-dimensional lattice structure and which is assumed to be strong spatial mixing: We use design adapted multidimensional Haar wavelets which form an orthonormal system w.r.t. the empirical measure of the sample data. For such orthonormal systems, we consider a nonparametric hard thresholding estimator. We give sufficient criteria for the consistency of this estimator. Furthermore, we derive rates of convergence for this estimator. The theorems reveal that our estimator is able to adapt to the local smoothness of the underlying regression function and the design distribution. We illustrate our results with simulated examples.
Introduction
We give a short review on related work and on important concepts which we shall use throughout this article. Nonparametric regression is a well established topic in statistics, new, however, is the question of how well these estimators behave when the underlying sample features a certain spatial dependence structure: we work on a probability space (Ω, A, È) which is equipped with the random field (X, Y) = {(X(s), Y(s)) : s ∈ S } which is strong spatial mixing; the definitions of these notions follow in the next section. Usually, we take S = N for some lattice dimension N ∈ AE + but our discussion is not limited to that regular case; we could also allow that the random field is only partially observed at some V ⊆ N . 
The random variables X(s)
are
Y(s) = m(X(s)) + ς(X(s)) ε(s), for each s ∈ S (1.1)
Furthermore, we do not require the error terms in the regression model to be sub Gaussian; we give rates of convergence for general classes of error terms for which the tail distribution is exponentially decreasing. This article is organized as follows: in the remaining section, we introduce the basic concepts. In Section 2 we present the main results of this paper: we give a general consistency theorem for our nonparametric estimator and derive a rate of convergence theorem. In Section 3, we give numerical applications and make the comparison with classical i.i.d. data. The proofs of our theorems are presented in Section 4. A, B and C contain certain deferred proofs and further background material which proves to be useful in the broader context of random fields. We come to the main definitions:
Definition 1.1 (Random field). Let (Ω, A, È) be a probability space, let V be an index set and let (S v , S v ) be a measurable space for v ∈ V. Let Z := {Z(v) : v ∈ V} be a set of random variables on (Ω, A, È) such that each S v ) . Then, the collection Z is called a random field.
Z(v) takes values in (S v
,
Definition 1.2 (Homogeneous random field)
. Let (Γ, +) be a group. Let (Ω, A, È) be a probability space endowed with the random field {Z(s) : s ∈ Γ} where each Z(s) takes values in the same state space (S , S). The random field is called homogeneous or stationary if for each n ∈ AE + and for all points s 1 , . . . , s n ∈ Γ and each translation t ∈ Γ the joint probability distribution of the collection {Z(s 1 + t), . . . , Z(s n + t)} is identical with the joint probability distribution of {Z(s 1 ), . . . , Z(s n )}.
In the following we shall assume the index set V to be a subset of 
|È(A ∩ B) − È(A)È(B)|
The random field is strong spatial mixing if α(k) → 0 for k → ∞. 
Nonlinear Hard Thresholding Regression with Wavelets
We assume the model from equation (1.1) and consider the nonlinear hard thresholding estimator for the conditional mean function m: let therefore be given an increasing sequence of linear spaces F k which are dense in L 2 (µ) for functions g i : Ê d → Ê,
The dimension of the linear spaces which we denote by K * ∈ AE + depends on the index k ∈ AE + . We give an example for a standard Haar wavelet basis in d-dimensions, cf. Benedetto [1993] : let d ∈ AE + and let ϕ be a Haar scaling function on the real line Ê together with the Haar mother wavelet ψ. 
Furthermore, one can show that this wavelet family is dense in L 2 (μ) whereμ is an arbitrary probability on (Ê d , B(Ê d )). Denote by Φ j 0 ,γ := |M| j 0 /2 Φ(M j 0 · −γ) the father wavelets w.r.t. the roughest resolution j 0 and write Ψ v, j,γ := |M| j/2 Ψ v (M j · −γ) for the mother wavelets v = 1, . . . , 2 d − 1, j ≥ j 0 . Let the finest resolution index j 1 be a function of k, consider the Ê-linear spaces
with the index sets
If the distribution of the X(s) is bounded, it suffices to take a constant sequence such that ∪ γ∈A j 0 ,k supp Φ j 0 ,γ covers the domain of the distribution. Otherwise we choose w k as increasing; we precise this in the subsequent theorems. Mark that with the definitions of the A j,k we have
In order to estimate the coefficients of the hard thresholding estimator, we need a set of functions which is orthonormal w.r.t. to the empirical measure µ n = |I n | −1 Delouille et al. [2001] use adaptive, orthonormal wavelets in one dimension, these are given as
In the following, we outline a variant how to construct orthonormal wavelets in L 2 (µ n ) in higher dimensions; however, these fulfill no longer the usual scaling equations which are satisfied in the case of the Lebesgue measure because the empirical measure µ n on Ê d is not a product measure if d > 1 and a partition of Ê d into Cartesian products of intervals does in general not satisfy that each partition element contains the same number of sample points. We use the Gram-Schmitt rule w.r.t. the empirical scalar product
As the father wavelets partition Ê d , we use the following ansatz to construct these balanced wavelets: let there be given a cube 
Define the first function by f 0 := µ n (A)
We call a mother wavelet balanced if it integrates to zero w.r.t. the empirical measure µ n . Define the second function which is the first balanced and orthonormal wavelet as
Assume that w.r.t. µ n the functions f 0 , . . . , f u are orthonormal and that f 1 , . . . , f u are additionally balanced for 1 ≤ u ≤ 2 d − 1. Note that some of these f u might be zero in L 2 (µ n ). Then the functionf u+1 which one obtains from the Gram-Schmitt rulẽ
is balanced (and orthogonal to f 0 , . . . , f u ). Iff u+1 is not zero w.r.t µ n , normalize this function and obtain f u+1 . Repeating this step until u = 
Furthermore, for the function spaces from (2.2), we have
where the space is spanned by at most K
Kohler constructs an alternative ONB in Kohler [2008] , which still has the property that the functions are balanced w.r.t. µ n , however, each function vanishes on a larger set than our corresponding function. In the following, we use the generalized notion that the F k are given as the linear span of K * deterministic functions as in (2.1) and that there are random orthonormal functions f 1 , . . . , fK ∈ F k such that
Note that some functions might be zero w.r.t. the empirical measure, soK ≤ K * a.s. For such an orthonormal system we estimate the coefficients consistently: set J := {1, . . . ,K} and B = ( f j (X(s))) s∈I n , j∈J , by construction |I n | −1 B T B = I is the identity matrix. Then define the estimates of the coefficients of the regression function as
Let (λ k : k ∈ AE) ⊆ Ê + be the hard thresholding sequence which converges to zero: define the nonlinear thresholded estimator m k,J * with the notions
Then, by elementary reasoning, cf. Kohler [2003] , hard thresholding corresponds to L 0 -penalized least squares which means that for a subset J of J the penalizing term pen k ( J) := λ 2 k | J| satisfies the relation
We write for short m k := m k,J * for the minimizing function. Define for L > 0 the truncation operator as
. Let {β k : k ∈ AE + } be a real-valued, non decreasing truncation sequence which converges to infinity. In order to render the estimator robust against deviations in the data {X(s) : s ∈ I n }, we consider the truncated hard thresholding least-squares estimator
Furthermore, for a function f ∈ F k , which has a unique representation w.r.t. the functions 
If the function spaces are given by (2.2) and (2.3),
Furthermore, the nonlinear wavelet estimatorm k is strongly universally consistent in that
is stationary and if for some positive δ > 0
Under the condition that the error terms are exponentially decreasing, we can derive a rate of convergence theorem. Therefore, we introduce a piece of notation: for the constructed orthonormal wavelet system, we define sets of partitions of D k := γ∈A j 0 ,k supp Φ j 0 ,γ which we denote by u for 1 ≤ u ≤ u max where
(2.5) 
] possible refinements; we have to add a 1 to this number for the index u max as we start counting at 1 and not at 0. We denote the functions which are constant w.r.t. a partition π ∈ u for some 1 ≤ u ≤ u max by F c • π. 
The thresholding sequence (λ k : k ∈ AE + ) and the growth of the basis functions satisfy the relations
Then there is a constant C ∈ Ê + which only depends on B, ς ∞ , the lattice dimension N, the bound on the mixing coefficients and the parameters of the tail distribution of the error terms such that the L 2 -error satisfies for the general sequence of function spaces F k from (2.1) for all k ∈ AE + the relation
In the particular case of the constructed orthonormal wavelet system from (2.3), this bound can be refined as follows
Under the more severe restriction of a bounded regression function m and bounded error terms, the rate of convergence ofm k can be improved. We only state the result for the general function spaces from (2.1). The application to the orthonormal wavelet system from (2.2) and (2.3) is straightforward. 
We give two examples of application for the isotropic Haar basis and an (A, r)-Hölder continuous regression function m. 
Corollary 2.4 (Hölder continuous functions
be constants. Define the parameters as
Then the rate of convergence is at least
.
If the distribution of X is bounded and if
Proof. It remains to compute the approximation error, we choose j 0 = 0 as the roughest resolution: there is a function f ∈ F k (from equations (2.2) and (2.3)) which is piecewise constant on dyadic d-dimensional cubes of edge length 2 − j 1 with values
In case of an unbounded distribution of X, the domain of f is the cube [−w k , w k ) d and in case of a bounded distribution, f is supposed to be defined on the entire domain of X. The approximation error is at most
If the distribution is bounded the second term on the RHS in the last expression is zero. The growth rates of j 1 , λ k and w k equalize the asymptotic rates of the error terms in both cases.
Corollary 2.4 reveals that the lattice dimension N and the data dimension d influence the rate of convergence negatively whereas the parameters τ and r have a positive influence. The reason for the negative impact of N is that the dependence in our model can spread in every dimension of the lattice, hence, observing data on an additional lattice dimension can become more and more redundant. The effect of the data dimension d is the well-known curse of dimensionality. The positive impact of the parameter τ is clear because an increase in τ goes hand in hand with a reduced uncertainty. Similarly, an increase in r means a smoother regression function which can be better approximated by finite linear combinations. The results from Corollary 2.4 remind on the classical rate for (A, r)-Hölder continuous regression functions defined on a bounded domain and an i.i.d. sample of n observations where the L 2 -risk decreases essentially at a rate of n −2r/(2r+d) times a logarithmic factor: Kohler [2008] considers a multivariate set-up for an i.i.d. sample
d , a bounded regression function m and sub-Gaussian error terms. This corresponds to our scenario of bounded X(s) and a decay rate for the error terms τ ≥ 2. For the hard thresholding sequence λ n = C log n/n he obtains a rate of (log n/n) 2r/(2r+d) . In comparison, our rate shows two additional correction factors which come from the dependence relations: instead of d we have d(1 + τ)/τ which is larger and additionally the exponent is multiplied by the standard correction factor which depends on the lattice dimension N. Especially for a bounded distribution, if τ ≥ 2 and if N = 2 and for the canonical sequence n(k) := ke N , we achieve a rate of (log k)
for a sample of size k 2 . Kohler [2003] investigates rates of convergence for a hard thresholding estimator which is constructed from piecewise polynomials for i.i.d. sample data where the distribution of X is in the unit interval and Y is bounded by L ′ ∈ AE. In this setting for an (A, r)-Hölder continuous function the error decreases essentially at a rate of ((log n)
. This corresponds again to the classical rate. Compare this for instance, to our case of an underlying mixing sample on a one dimensional chain and a one dimensional and bounded X as well as a bounded Y (which corresponds formally to τ = ∞): for observations X 1 , . . . , X n the rate of convergence is at least (log n)
for a sample of size n. Delouille et al. [2001] investigate the soft thresholding estimator for adaptive wavelets. They require the existence of a compactly supported one dimensional density for the distribution of X and the existence of all moments of the error terms; the latter is less restrictive than our exponentially decreasing tail condition. For an adaptive soft thresholding estimator and an i.i.d. sample, they investigate a similarly defined rate of convergence (w.r.t. the empirical distribution) which in O (log n/n) 2r/(2r+1) .
Next, consider piecewise (A, r)-Hölder continuous regression functions: there is a finite partition
∪ S i=1 U i (S < ∞) of the domain of m such that m is (A, r)-Hölder continuous on each U i .
Corollary 2.5 (Piecewise smooth functions). Under the same conditions as Corollary 2.4. Additionally, assume that X takes values in a bounded domain D = [−w, w] d (w ∈ AE + ). The regression function m is bounded by B and is piecewise (A, r)-Hölder continuous such that for all j ≥ 0 the condition
is satisfied for some constant C. The distribution of the X(s) admits a density g which is essentially bounded.
Define for some C 0 , C 1 ∈ Ê + the thresholding sequence and the resolution by
Proof. The proof is similar: let there be given a resolution j 1 and fix the roughest resolution as j 0 := 0 which correspond to a partition π of the cube [−w, w] d . Define f as in the proof of Corollary 2.4. Denote by D dc ( j 1 ) the set of dyadic cubes of edge length 2 − j 1 which contain points where m is not continuous. Then the approximation error for a resolution up to j 1 is at most
here we use the regularity condition on the discontinuities from (2.6). The definitions of j 1 and λ k equalize the individual error terms.
Before we discuss this result, consider the requirement in equation (2.6): if d = 1, then (2.6) requires the number of discontinuities to be finite. Next, let d ≥ 2. We consider the boundary ∂U of one such partitioning element U ∈ {U i : i = 1, . . . , S }. Let ∂U be a finite union of smooth hypersurfaces, ∂U = ∪ 
and h : B → Ê such that ∇h can be extended to a continuous function on B. Let there be given the dyadic partition π j of the unit cube [0, 1] d in 2 d j equivolume dyadic subcubes of edge length 2 − j . Consider a partition element ∈ π j which lies in the plane where the d-th dimension is zero and intersects with B, i.e., ∩ B 0. Then the number of partition elements in π j which intersect with the image of ∩B under h is bounded: indeed, use approach "steepest ascent times longest path" which yields a maximal "height". Divide this number by the edge length of the cubes, this yields the approximate number of these partitioning elements. More formally and more precisely,
for a constant C which is independent of j ∈ AE + . Hence, the total number of partition elements ∈ π j which intersect with H is in O(2 (d−1) j ). Consequently, the total number of partition elements which intersect with ∂U is in O(2 (d−1) j ) as required in 2.6. In light of this interpretation of the condition in (2.6), Corollary 2.5 illustrates that given there are discontinuities, an increase in the smoothness increases the rate of convergence only as long as r < 1/2, otherwise, if r ≥ 1/2, the negative impact at the borders ∂U i is too prominent and dominates the approximating property on the parts of D where m is smooth.
Applications to simulated data
In Example C.6 we discuss an algorithm which enables us to simulate the multivariate normal distribution as realizations of a Markov random field on a finite graph. We continue with this idea: let G = (V, E) be a finite graph with nodes v 1 , . . . , v |V| . We can simulate a d-dimensional Markov random field Z on G where the marginals of the single components {Z i (v) : v ∈ V} are standard normally distributed and dependent among each other according to the structure of the graph. We choose a lattice in two dimensions; the edge length is N = 70 such that we have 4900 observations in total. For the simulation of the field Z we run a Markov chain of M 1 = 15k iterations, cf. Appendix C. Furthermore, certain components Z i can be simulated as dependent with copulas: we simulate three standard normally distributed random fields Z 1 , Z 2 and Z 3 where Z 3 is independent and Z 1 and Z 2 have a correlation of approximately 0.45. The parameter η which describes the dependence within a random field Z i is chosen as η = [0.2, −0.23, 0.1]. Note that |η i | ≈ 0.23 constitutes a strong dependence whereas η i ≈ 0 indicates independence. A positive (resp. negative) η i means a positive (resp. negative) correlation among random variables which are neighbors in the graph. In this case the admissible range for η i is very close to (−0.25, 0.25) which is the parameter space for a lattice wrapped on a torus. In the next step, we construct from Z a two dimensional random field {X 1 (v), X 2 (v) : v ∈ V} and a field with error terms {ε(v) : v ∈ V} as follows: for the error terms, we choose the independent component Z 3 , thus, these are standard normally distributed. For the field (X 1 , X 2 ) we retransform (Z 1 , Z 2 ) as follows: (a) We retransform each Z i with a the inverse distribution function of the standard normal distribution to the interval [-1,1] and obtain X i , hence, there remains a correlation between X 1 and X 2 . (b) We retransform Z i as in (a), additionally, we transform linearly all X 2 which are less than 0.1 onto [0, 0.5] and the remaining X 2 onto [0.5, 1], i.e.
Hence, in ( 
All in all, we consider four different set-ups of the kind Y(v) = m i (X(v)) + ε(s). For the estimation procedure, we choose our Haar basis from (2.2) and (2.3). Let there be given a simulated sample (X(v), Y(v) : v ∈ V). We partition the data in a learning and in a verification sample:
, where we require that at least V L is a convex set. Here the learning sample comprises approximately 80% of the data which corresponds to the approach of Kohler [2008] . Then we estimate the regression function from the learning sample for a given truncation L and a threshold λ and obtain the estimatorm k . We compute the approximate L 2 -error with Monte Carlo integration over the verification sample, i.e.
Estimates on 2 dimensional lattice Table 1 . L 2 -error of regression problems 1 -4: the estimated mean and in brackets the estimated standard deviation for a resolution j = 5. In all cases the mean of the estimated L 2 -error is minimized for the hard thresholding value λ = 0.04.
We repeat this step M 2 = 1000 times and obtain for a given threshold λ an approximate mean and standard deviation of the L 2 -error. Then we choose the threshold λ which minimizes the L 2 -error in the mean. We give our results in Table 1 ; there we additionally give the results for independent reference samples. For the independent samples the design distribution of X has in both cases correlations which match those of the respective dependent samples. Note that in all cases the hard thresholding value λ = 0.04 yields the best fit. Furthermore, the L 2 -error measure for independent samples is nearly always better than for the corresponding dependent samples. Figures 1 and 2 depict the best fit in each case for the dependent sample: one finds that the regression estimator is able to adapt both to the local smoothness of the underlying regression function and to the design distribution. Figure 1 . True regression function m 1 (top) and estimatesm k with uniform data X (middle) and nonuniform data (buttom). Note that the partition which is chosen depends on the data and on the local smoothness of the function. Figure 2 . True regression function m 2 (top) and estimatesm k with uniform data X (middle) and nonuniform data (buttom). Again, the partition depends on the data and on the local smoothness of the function.
Proofs
We write A, A i ,Ã i resp. C, C i andC i for constants whose values are not necessarily the same.
Proof of Theorem 2.1. We have with the defining property of m and the properties of the conditional expectation for an independent observation (X
Thus,
, it suffices to prove that the following terms vanish for
The second term T 2,k in (4.1) converges to zero in the mean (resp. a.s.): this follows immediately with the reverse triangle inequality and the denseness assumption on the function spaces from (2.1); in the case of Haar wavelet spaces from (2.2) we need here that the sequence (w k : k ∈ AE) converges to infinity if the distribution of the X(s) is not bounded in order to guarantee the denseness. The first term T 1,k in (4.1) can be bounded in the following way (cf. again Kohler [2003] ) 
with dominated convergence. Consequently, it remains to show that
in the mean (resp. a.s.). For the convergence in the mean of equation (4.2), use the fact that ( √ a− √ b) 2 ≤ |a−b|, thus, together with Hölder's inequality on probability spaces, the mean of S k satisfies
, and apply Theorem A.6 to the RHS. In case of a.s.-convergence, use again the relation | √ a − √ b| ≤ √ |a − b| and the continuity of the square root function. Theorem A.6 and Theorem A.3 apply in this case, too: we have for the tail distribution for ε > 0 fix
where in the last inequality we use that the vector space dimension of F k is at most K * . The constantsÃ i , A i depend on the lattice dimension, the bound on the mixing coefficients and ε > 0. One finds that (4.2) convergences to zero in the mean if
a.s.-convergence of the term in (4.2) follows with an application of the first Borel-Cantelli Lemma if additionally, for some positive δ > 0
Lemma 4.1 (Variant of Lemma 1 in Kohler [2008] ). Let f ∈ F c • π for a partition π ∈ u for 1 ≤ u ≤ u max . Then for fix ω ∈ Ω there are balanced wavelets f j 1 , . . . , f j v ∈ F k which depend on this ω ∈ Ω, such that
Proof. The proof follows with induction on 1
) and the definition of the set systems u . If u = 1, then 1 only contains the partition
For the inductive step, u → u + 1, let π ∈ u+1 be a partition and π ′ ∈ u the corresponding predecessor partition which satisfies the relationship
2 (µ n ) the following equality is true 
Then, Z(s) = Z(s)
We treat each term of (4.4) separately. We consider first the first two terms. Using Chebyshev's inequality we obtain
Using the tail condition, we can estimate the expectation in (4.5) by
Since σ(Z(s) 0 : s ∈ I) ⊆ σ(Z(s) : s ∈ I) for any I ⊆ N , the mixing coefficient of the field {Z(s) 0 : s ∈ N } can be estimated by those of {Z(s) : s ∈ N }. Furthermore, Var(Z(s) 0 ) ≤ σ 2 and we can apply Theorem A.4
to the third term of (4.4), using that Z(s)
This clinches the claim.
It follow the lemmata which we need for the proof of Theorem 2. 
Proof. Let g 1 , . . . , g N * be an ε/4-covering of G with respect to the L 1 -norm of the empirical measure induced by (Z(I n ), Z
The claim follows now with an application of Proposition A.5.
Lemma 4.4 (Modified version of Theorem 11.4 of Györfi et al. [2002]). Let (X(i), Y(i)
: i = 1, .
. . , n) be an independent sample for the regression problem from equations (1.1). Assume that the regression function m is essentially bounded, m ∞ ≤ B < ∞, for B ≥ 1. Let F be a function class where each element fulfills
Proof. One can deduce the claim from the proof of Theorem 11.4 of Györfi et al. [2002] . 
Lemma 4.5 (Large deviations for heteroscedastic noise). Suppose that the random field ε = {ε(s) : s ∈ N } fulfills Condition 1.4 (a) and (b), has zero means and satisfies the tail condition
È(|ε(s)| > z) ≤ κ 0 exp(−κ 1 z τ ) for constants 0 < κ 0 , κ 1 , τ < ∞.
Let the function class
Proof. We use the extended Bernstein inequality for unbounded random variables from Theorem 4.2: here we
) for a suitable constant c 0 ∈ Ê + which depends on τ but not on B and on c 1 . Before we start with the main proof, we do some preparation: we apply Theorem 4.2 to a random field W which has zero means and fulfills the tail condition È(|W(s)| > z) ≤ κ 0 exp(−κ 1 z τ ): there are suitable constants A 1 , A 2 ∈ Ê + which only depend on κ 0 , κ 1 , τ, the lattice dimension N and the bound on the mixing coefficients but not on n and δ such that
Furthermore, let there be given anδ-covering of G w.r.t. the L 1 -norm induced by the empirical measure |I n | −1 s∈I n δ x s which we denote by {g 1 , . . . , g N * }, for some N * ∈ AE + . Then, any function g in theδ-neighborhood of a covering function g j satisfies
I.e., {g 1 , . . . , g N * } is a √ 2Bδ-covering w.r.t. the 2-norm. This means the δ-covering number w.r.t. the 2-norm is bounded by H G δ 2 /2B . Let now K ∈ Ê + be given, then the desired probability is bounded by:
Now, let there be given a (δ/(2K)) 2 /(2B)-covering of G with respect to the L 1 -norm of the measure |I n | −1 s∈I n δ x s which is an δ/(2K)-covering w.r.t. the corresponding 2-norm. Observe that the random field ε 2 = {ε(s) 2 : s ∈ N } fulfills the tail condition with τ/2. Furthermore,
−1 z , so for these random variables the constants in tail condition changes somewhat. Altogether, we can bound (4.6) as follows: apply the δ/(2K)-covering {g 1 , . . . , g N * } and the Cauchy-Schwarz inequality to the first term inside the first probability, then (4.6) is bounded by
where the constants A 1 , A 2 are independent of B, K, n, δ and the D i but depend on the lattice dimension, the bound on the mixing coefficients and the tail parameters κ 0 , κ 1 and τ. This finishes the proof.
We can now prove Theorem 2.2. 
Proof of Theorem 2.2. Let (X
and f
The L 2 -error can be decomposed in three terms with the help of the i.i.d. ghost sample
We investigate the terms T i,k separately. We start with T 1,k : note thatm k ∈ T B F k , consequently,
here we can omit the penalizing term because pen k ( f ) ≥ 0. Apply Lemma 4.4 to equation (4.7) with the parameters α = β = t/2 and δ = 1/2:
where we use that both
and the expectation of the first term can be bounded by
We study the second term T 2,k : therefore define the function which minimizes the penalized sum of squares w.r.t. the true mean function m
We compute the conditional expectation of T 2,k given the data X (I n(k) ) and use the pointwise inequality |m k − m| ≤ |m k − m| which is true because bothm k and m are bounded by B,
for v k > 0 and where we use the continuity properties of a conditional distribution function as well as the defining property of m *
and consider the conditional distribution in equation (4.9): one can show with elementary calculations, cf. the proof of Theorem 2.1 in van de Geer [2001] that by the definitions of m k and m * k for given data X(I n(k) ) =
is true. Hence, the conditional distribution from equation (4.9) can be bounded as
(4.10)
Thus, it suffices to show that (4.10) can be bounded suitably. Define for δ > 0 the functions classes
The function class G k,l (t) corresponds to the functions used in (4.10). Note that we can truncate the functions at
Next, set
log n i for n ∈ AE N + .
Now we are able to apply Lemma 4.5 to the probabilities in the sum in (4.10) (with K := 2
12) the constants C 1 and C 2 only depend on the lattice dimension N, the bound on the mixing coefficients and the tail parameters κ 0 , κ 1 , τ. Note that this bound is deterministic. The covering number of this function classes G k,l (δ) can be bounded with help of the Vapnik-Chervonenkis dimension of
k and the linear space F k , m * k has a vector space dimension of at most K * + 1; the bound can then be deduced from Proposition A.3.
Note that equation (4.12) is summable over the index l for all D 1 , D 2 ∈ Ê + which are independent of l. We have again for suitable constants (which only depend on the lattice dimension N, the bound on the mixing coefficients and the tail parameters)
(4.13)
Set the parameter D i for each t such that the asymptotic growth rate of the two exponential terms are equal inside each factor of curly brackets of (4.13), i.e.
and
In particular, we find
(4.14)
In addition, we have D
(1−τ)/(1+τ) , hence, this factor is decreasing in t. Define
If we combine (4.13) with (4.14), we find that the integral from v k to ∞ over the integrand in the first line of (4.13) decreases at a speed which is asymptotically in
In the same way, by formally replacing τ with τ/2, one finds that the integral over the integrand in the second line in (4.13
. With this reduction, we can estimate the integral in equation (4.9) as
where the constant C only depends on the lattice dimension N, the bound on the mixing coefficients and the tail parameters. Hence, the expectation of T 2,k is bounded by
Especially in the case of the wavelet system we can bound (4.15) slightly better, if we use Lemma 4.1:
] is the maximum index of the sets of partitions given in equation (2.5). We consider the third term. Define the function class 
Indeed, let f ∈ T B F k be in the neighborhood of f j and denote by g f resp. g f j the corresponding functions, then 16B)) and with Lemma 4.3, we obtain for the distribution of T 3,k the following inequalities (4.16) for suitable constants C 1 , C 2 , C 3 ∈ Ê + which only depend on the lattice dimension N and the bound on the mixing coefficients. Here, we use
Hence, the expectation of the third term is bounded as
All in all, T 1,k and T 3,k are both negligible and the asymptotic properties are determined by the second term T 2,k .
Proof of Theorem 2.3. The proof can be carried out in the same way as the proof of Theorem 2.2. The bounds on the terms T 1,k and T 3,k do not change, both terms are in
R(n(k))
. The second term can be treated in the same way until equation (4.11). Here use Theorem A.6 to obtain constants
With this bound it is straightforward to show
and we are back in equation (4.15). In this case, the constant C only depends on the lattice dimension N and the bound on the mixing coefficients. This finishes the proof.
Appendix A. Exponential inequalities for dependent sums
We start with a definition of the covering number:
be endowed with a probability measure ν and let G be a set of real valued Borel functions on Ê d and let ε > 0. Every finite collection g 1 , . . . , g N of Borel functions
Evidently, the covering number is monotone:
The covering number can be bounded uniformly over all probability measures for a class of bounded functions under mild regularity conditions. Thus, the following covering condition is appropriate for many function classes G. 
: g ∈ G the class of all subgraphs of the class G. Condition A.2 is satisfied if the Vapnik-Chervonenkis dimension of G + is at least two, i.e., V G + ≥ 2 and if ε sufficiently small: Proposition A.3 (Bound on the covering number, Györfi et al. [2002 ] Theorem 9.4, Haussler [1992 ). Let 
In particular, in the case that G is an r-dimensional linear space, we have V G + ≤ r + 1.
The Bernstein inequality from Valenzuela-Domínguez and Franke [2005] from Theorem A.4 puts us in position to formulate the inequality which yields upper bounds on probability of the event of the type
Of course, (A.1) is not an event for general function classes, however, we assume that the function classes in the present context are sufficiently regular such that (A.1) is A-measurable. 
where D 1 , D 2 > 0 are constants depending on the dimension N and P(n) , Q(n) are arbitrary non-decreasing 
Proof of Proposition A.5. We make the definitions:
Furthermore, we denote the smallest coordinate of n ∈ AE N by n * := min 1≤i≤N n i . We consider the first factor of the RHS of (A.2) and show that under the stated conditions we have
By assumption we have that α(q) ≤ c 1 exp(−c 2 q), for two constants c 1 , c 2 ∈ Ê ≥0 and q = min 1≤i≤N Q i .
Therefore it suffices to show that
Note that for a, b ≥ 2, we have ab ≥ a + b. We make the definition η := N/N + 1. Let n * ≥ e 2 , then for any
This proves (A.4) and consequently, that (A.3) is finite. We come to the second term inside the second factor of (A.2). 
where the constants A 1 , A 2 and A 3 only depend on the lattice dimension N and on the bound on the mixing coefficients given by c 0 , c 1 ∈ Ê in Condition 1.4.
Since in practice, we shall use the bound given in Theorem A.6 on an increasing sequence (n(k) :
and on increasing function classes G k whose essential bounds B k increase with the size of the index sets I n(k) , it is possible to omit the first factor in the above theorem under certain conditions: let a sequence of function classes G k with bounds B k and a sequence (ε k : k ∈ AE + ) ⊆ Ê + be given such that
then the above equation reduces to
Proof of Theorem A.6. We assume the probability space to be endowed with the i.i.d. random variables Z ′ (s) for s ∈ I n which have the same marginal laws as the Z(s). We put for shorthand
In the following we suppress the ω-wise notation; let now g ∈ U k be arbitrary but fix, then
Thus, using equation (A.9), we get for each summand in (A.8)
The second term on the right-hand side of (A.10) can be estimated using Hoeffding's inequality, we have We apply the Bernstein inequality for strong spatial mixing data from Theorem A.4 to the first term of equation (A.10) . We obtain for the first term on the right-hand side of (A.10) with Proposition A.5
And all in all, using that H G This finishes the proof.
Appendix B. Ergodic theory for spatial processes
In the next lines, we give a review on important concepts of ergodicity when dealing with random fields on subgroups of the discrete group N . For further reading consult Tempelman [2010] .
Definition B.1 (Dynamical systems and ergodicity). Let (Ω, A, È) be a probability space and (G, +) a locally compact, abelian Hausdorff group which fulfills the second axiom of countability. We write for x, y ∈ G arbitrary x − y for x + (−y) and −y is the +-inverse of y. Furthermore, let ν be a Haar measure on B(G), i.e. for all x ∈ G and for all Borel sets B ∈ B(G) we have ν(B) = ν(x + B). A family of bijective mappings {T x : Ω → Ω, x ∈ G} is called a flow if it fulfills the following three conditions
(1) T x is measure-preserving, i.e. È(A) = È(T x A) for all A ∈ A and for all x ∈ G, is ergodic.
The next result is an extension of Birkhoff's celebrated ergodic theorem it can be found in Tempelman [2010] Theorem B.2 (Ergodic theorem, Tempelman [2010] ). Let (Ω, A, È, T ) be a dynamical system. Furthermore, let {W n : n ∈ AE} ⊆ G be an increasing sequence of Borel sets of G such that 0 < ν(W n ) < ∞ for all n ∈ AE which fulfills both lim n→∞ ν(W n ∩ (W n − x)) ν(W n ) = 1 for all x ∈ G and sup
where W n − W n := {x − y : x, y ∈ W n }. Then, for an integrable random variable X ∈ L 1 (È)
Proof. Compare Tempelman [2010] Chapter 6, in particular Proposition 1.3 and Corrolary 3.2.
We are now prepared to state a well-known and useful result, cf. Hannan [2009] Theorem IV.2 and the discussion thereafter for a treatment of one-dimensional stochastic processes. Furthermore, by the strong mixing property from Definition 1.3 there is an x * = r · e N ∈ N such that for x ≥ x * , x ∈ Γ we have
Consequently, we have for all x ≥ x * È(Z ∈ A, Z ∈ T x B) − È(Z ∈ A) È(Z ∈ T x B)
The main result in this section is the following one which generalizes Birkhoff's one dimensional ergodic theorem Proof. Since any subgroup of N is isomorphic to u for 0 ≤ u ≤ N, u ∈ AE, it suffices to consider the case Γ = N , N ∈ AE + . In this case one computes easily that the regularity conditions of Theorem B.2 are satisfied.
The conclusion follows then from this theorem in combination with Proposition B.3.
