In ordertofinda static typesystemthatadequately supports database languages, we need to express the most general type of a program that involves database operations. This can be achieved through an extension h the type system of ML that captures the polymorphic nature of field selection, together with a technique that generalizes relational operators to arbitrary data structures. The combination provides a statically typed language in which generalized relational databases may be cleanly represented as typed structures, As in ML types are inferred, which relieves the programmer of making the type assertions that may be required in a complex database environment.
INTRODUCTION
Expressions such as 3 + "cat" and [Name = "J. Doe"] . PartNumber contain type errors-applications of primitive operations such as "+" or " ." (field selection) to inappropriate values. Static type checking-the detection of type errors in a program before it is executed-has long been advocated for many forms of database programming [Schmidt 1977; Albano et al. 1985; Atkinson and Buneman 1987; Kim 1994] which is characterized by the complexity and size of the data structures involved. For relational query languages, checking of the type correctness of a query such as select Name from Employee where Salary > 100000 is routinely carried out by the compiler, not only as a partial check on the correctness of the program, but also as an intrinsic part of the optimization process. Typechecking is straightforward because the type of the Employee relation is known from the database schema definitions. Suppose, however, these definitions were unavailable. The query itself still provides some type information:
Employee is a relation, with at least an attribute Name of undetermined type and a numeric attribute Salary. How can we express the type information implied by the query? An equivalent problem is to express the most general type of the function function Wealthy(S) = select Name from S where Salary > 100000.
Here, the parameter S is constrained to be a relation with a Name and a numeric Salary attribute. However, describing this general constraint is not possible in current programming languages. In statically type languages, one gives a complete type such as function Wealthy (S: EmployeeRel).
. . to the parameter of Wealthy, restricting the function to be applicable only to a particular relation type; and in dynamically typed languages, no type checking is done during compilation, allowing the possibility of run-time errors.
The language ML has a polymorphic type system in which the most general type of a function can be described and inferred from its definition. However, ML's type system does not extend to database operations and cannot be used to describe the type of functions such as Wealthy. The purpose of this paper is to show how to extend the polymorphic type system of ML to database operations, and to demonstrate that the extended type system provides a practical basis for database programming languages where relational and object-oriented databases can be cleanly represented.
Why is such a polymorphic type system important to database programming, where one is generally working against a known schema, i.e., a fixed set of types? We see a number of reasons:
. P. Buneman and A. Ohori separately. This is the rationale for the development of systems of modules/ packages for a number of programming languages [Ichbiah et al. 1979; Wirth 1977; Appel and MacQueen 1991] . In a database context, one may well want to develop software independently of the schema or type definitions that constitute the database. Having a polymorphic type for a function such as Wealthy describes precisely the constraints placed on the schema by the query in the body of that function. Thus, the type Wealthy describes what must be checked when that code is linked to the database.
Schema Evolution.
A common problem in database software maintenance is the need to cope with changes in the database schema. It is advantageous to be able to describe the precise constraints that the existing software places on the schema in order to describe what evolution is possible, or to identify the code that will have to be rewritten to cope with a given change of schema. Again, the polymorphic type of Wealthy describes precisely the constraint that the enclosed query places on the database schema.
Database Programming Languages.
There is a growing interest in database programming languages with more expressive type systems. Traditional approaches, including object-oriented languages, have derived their type systems from programming languages and are either static [Schmidt 1977; Albano et al. 1985; Object Design, Inc. 1991] or have some dynamic components [Atkinson et al. 1983; Copeland and Maier 1984] . However, neither of these approaches provides a satisfactory account of the polymorphic nature of database programming such as Wealthy above. Napier [Morrison et al. 1989 ] attempts to combine parametric polymorphism and persistence, but its polymorphism does not extend to operations on database structures. See Atkinson and Buneman [1987] for a survey of various approaches to type-checking in database programming.
Type Inference. Finally there is an important point of programming convenience. ML has a type inference algorithm that automatically infers, fkom an untyped program, the most general (polymorphic) type of that program. This provides the programmer much of flexibility and convenience of dynamically typed languages such as Lisp while maintaining the type safety and some of the efficiency of statically type languages. We believe it is highly desirable to extend these ideas to a database context, which is characterized by the complexity of the types involved. This paper describes a prototype language Machiavelli developed at University of Pennsylvania, which embodies these ideas. A preliminary sketch of the language was presented in Ohori et al. [1989] . In addition to polymorphic type system, Machiavelli also generalizes relational operators including join and projection to arbitrary complex objects, and contains a mechanism to represent statically typed programs over heterogeneous collections. In this paper, we shall describe Machiavelli, the principles on which its type system is constructed, its type inference algorithm to implement the type system, and demonstrate its expressive power in database programming. Machiavelli is implemented in Standard ML of New Jersey [Appel and MacQueen 1991] ACMl%ansatilons on Database Systems, Vol. 21, No, 1, March, 1996. . 33
as an interpreter, that demonstrates the material presented here with the exception of reference types of cyclic data. Some related systems are worth mentioning:
SML#, developed by one of the authors, is an extension of Standard ML [Milner et al. 1990 ] with the polymorphic record operations used in Machiavelli. Its compiler is implemented by modiffing Standard ML of New Jersey compiler using an efficient compilation method for polymorphic record operations developed in Ohori [1992] , and Ohori [ 1995] . CAML light has been extended by R6my to include similar record operations based on his formulation of polymorphic typing for records [Remy 1989] . CPL/Kleisli is a system developed by Wong [ 1994] for heterogeneous database integration using the principles of programming with collection types [Buneman et al. 1994] . Its type system is derived from the one presented here and is an integral part of the query rewriting system that attempts to reformulate programs to exploit the optimizations that are available in the query languages associated with the external data sources. This system is in use by scientists involved with biomedical (genomic) databases [Hart and Wong 1994] .
To illustrate a program in Machiavelli, consider the function Wealthy, which takes a set a records (i.e., a relation) with Name and Salary information and returns the set of all Name values that occur in records with Salary values over 100K. For example, applied to the relation which is Machiavelli syntax for a set of records, we should get the set {"Fred", "Helen" } of character strings. The function is written in Machiavelli (whose syntax largely follows that of ML) as follows:
fun Wealthy(S) = select x.Name from x <-+-S where x. Salary > 100000;
The select.. . from. where. . . form is simple syntactic sugar for more basic Machiavelli program structure (see Section 2).
Although no types are mentioned in the code, Machiavelli infers the type The second constraint we place on the type variables d and d' is that they can only be instantiated with description types. Basic operations of databases require computable equality, and this is not available on function types and, may be unavailable on certain base types. Description types are essentially the same as ML's equality types-those types on which equality is available -but more operations are available. The constraint, whose details will be given later, governs how function types may appear in description types.
In order to display type variables using conventional programming fonta, we follow the ML convention of displaying ordinary type variables as 'a,' b, . . . In the first application, the Salary field is missing in the second, it has the wrong type. In neither case can we find a suitable instantiation for the kinded type variable "a:: [Name: " b, Salary: int]. In the third case we can find such an instantiation, but this results in the variable nb being bound to string, so that the result of Wealthy is of type {string} -an inappropriate argument for sum.
There is a close relationship between the polymorphism represented by the kinded type variables and the generic nature of object-oriented programming. The type scheme {"a:: [Name:" b, Salary: int]} can be thought of as a class, and functions that are polymorphic with respect to this, such as Wealthy, can be thought of as methods of that class. For the purpose of finding a typed approach to object-oriented programming, Machiavelli's type system has similar goals to the systems proposed by Cardelli and Wegner [Cardelli 1988; Cardelli and Wegner 1985] . However, there are important technical differences, the most important of which is that Machiavelli does not use subtyping but uses polymorphic instantiation of kinded type variables to represent inheritance. This property allows us to capture the exact polymorphic nature of operations on records, and enables us to extend the type system to various database operations such as natural join. ACM Transactions on Databsse Systems, Vol. 21, No. 1, March, 1996. . 35
Turning to object-oriented databases, research has centered more on a discussion of features [Atkinson et al. 1989 ] than on any principled attempt to provide a formal semantics. However, looking at these features, there are some that are not directed captured in a functional
Ianguage with the relational extensions we have described above. First, the class structure of object-oriented languages provides a form of abstraction and inheritance that does not immediately fall out of an ML-style type system. Second, object identity is not provided in the relational model (though it is an open issue as to whether it requires more than the addition of a reference type, as in ML). Third, and perhaps most interesting from the standpoint of object-oriented databases, there is an implicit requirement that heterogeneous collections should be representable in the language. We believe that these issues can be satisfactorily resolved in the context of the type system we are advocating. In particular, we shall show how heterogeneous collections-which would appear to be inconsistent which static type-checking-can be satisfactorily represented using essentially that same apparatus developed to handle relational data types.
The organization of this paper is as follows: Section 2 introduces the basic data structures of Machiavelli including records, variants and sets, and shows how relational queries can be obtained with the operations for these structures. Section 3 contains a definition of the core language itself. It defines the syntax of types and terms, and describes the type inference system. Section 3 also presents the type inference process in some detail for the basic operations required for records, sets and variants. In Section 4, the language is extended with relational operations-specifically join and projection that cannot be derived from the basic set operations, and the type inference system is extended to handle them. In Section 5, we discuss how this type system can be used to capture an important aspect of object oriented databases, the manipulation of heterogeneous collections. Section 6 concludes with a brief discussion of further applications of these ideas to object-oriented languages and databases.
BASIC STRUCTURES FOR DATA REPRESENTATION
Our language and type system should be expressive enough to represent various data structures that violate the "first-normal-form assumption" underlying most implemented relational database systems and most of the traditional theory of relational databases. For example we want to be able to deal with structures such as which is built up out of records and (uniformly typed) sets. This structure is a non-first-normal-form relation in which the Name field contains a record and the Children field contains a set of strings. It is an example of a description term, and in this section we shall describe the constructors that enable us to build up such terms from atomic data: records, variants, sets and references.
ACM Transactions on Database Systems, V.1 21. No. 1. We shall also describe how cyclic structures are created. As we describe each constructor, we shall say under what conditions it constructs a description term.
We start with the basic syntactic forms of Machiavelli for value and function definition, which are exactly those of ML. Names are bound to values by the use of val, as in val four = 2 + 2 fhnctions are defined through the use of fun, as in fun factorial(n) = if eq(n, 1) then 1 else n *factorial(n -1) and there is a finction constructor fn x => . . . that is used to create functions without naming them, as in (fn x=> x+x)(4) which evaluates to 8. There is also the form let x = e~in ez end, which evaluates ez in the environment in which x is bound to el. Example: letx=4+5inx+x*x end which evaluates to 90. This form is treated specially, and it is the basis for ML's polymorphism. By implicit or explicit use of let, polymorphic functions are introduced and used. A polymorphic fimction definition such as that of Wealthy is treated as shorthand for a let binding whose scope is the rest of the program.
Labeled Records and Labeled Variants
The syntax for labeled records is: [ll=ul,...,ln=unl, where n,. evaluates to [Name = "J. Doe", Age = 22]. It is important to note that modify does not have a side-effect. It is a function that returns another record. This construct enables us to modify a record field that is not a reference and provides added flexibility in programming with records, We shall make frequent use of the syntax (el, e2 ) for pairs. This is simply an abbreviation for the record [first = el, second = e2 ]. Triples and, generally, rz-tuples are similarly constructed.
Variants are used to "ta# values in order to treat them uniformly. For example, the values ( Int = 7) and (Real = 3.0) could both be treated as We use the notation {xl, Xz, ..., x.) as shorthand for union({xl), union({x2), union( ..., {Xn}))).
Of these, horn requires some explanation. This is a primitive function in Machiavelli, similar to the "pump" operation in FAD [Bancilhon et al. 1988] and the "fold" or "reduce" of many functional languages defined by For example, a function to check if there is at least one element satis&ing property P in a set can be defined as fun exists P S = hom(P, or, false, S) and a function that finds the largest number of a set of nonnegative integers is fun max S = hom(fn x => x, fn(x, y) => if x > y then x else y, O, S).
In general, the result of this operation will depend on the order in which the elements of the set are encountered; however if op is an associative, commutative and idempotent operation with identity z and f has no side-effects (as is the case in the exists and max examples) then the result of horn will be independent of the order of this evaluation. Now one would also like to use horn on operations that are not idempotent, for example fun sum S = hom(fn x=> x, +, O, S).
However, + is not idempotent, and it is easy to construct programs whose outcome depends on the evaluation strategy [Breazu-Tannen and Subrahmanyam 1991] . It is easy enough to remove such ambiguous outcomes by insisting-as we have done in our implementation-that, in the representation of sets, we do not have duplicated elements. This is equivalent to putting a condition on the third line of the definition of horn that the expressions el and ez denote disjoint sets. Unfortunately, this considerably complicates the operational semantics of the language, and it precludes the possibility of lazy evaluation. For a resolution of this issue see [Breazu-Tannen and Subrahmanyam 1991; , which discuss the semantic properties of programs with sets and other collection types. In this paper, we shall occasionally make use of "incorrect" applications of horn; however, we are confident that the adoption of an alternative semantics will not affect typing issues, which are the main concern here. Various useful functions can be defined using correct applications of horn. A function map( f, S), which applies the function f to each member of S is: which extracts those members of S that satisfy property p; for example the expression filter(even, {1, 2, 3, 4}) evaluates to {2, 4}. In addition to these examples, horn can be used to define set intersection, membership in a set, set difference, the n-fold cartesian product (denoted by prod_ n below) of sets and the powerset (the set of subsets) of a set. Also, the form 
References
We believe-though we shall comment more on this in Section 6-that the notion of object identity in databases is equivalent to that of references as they are implemented in ML. Milner [1978] developed a type inference algorithm for a functional programming language that allowed polymorphic definitions through use of the let construct. Damas and Milner [1982] later showed the completeness of this type inference algorithm, which has been successfully used in ML and other functional programming languages [Augustsson 1984; Milner et al. 1990; Turner 1985; Hudak et al. 1992] . In this section, we give an account of the Damas-Milner type system and its extension which is used in Machiavelli to infer types for programs involving records, variants, and sets.
For programs that do not involve field selection, variants, and database operations, Machiavelli infers type information similar to that of ML. For example, from the definition of the identity function fun id x = x; the type system infers the type id: 'a+'a where the type variable 'a stands for an "arbitrary type," and the notation 'a + 'a represents the set of types that can be obtained by substituting 'a 
. }).
It is, however, not possible for ML's type inference method to infer a type for a program involving field section, variants, or the operations of relational algebra that we shall describe later. In ML, the simplest function using field selection fun name x = x.Name requires an explicit type to be added for the argument x. The difficulty is that the type system of ML is not general enough to represent the relationship between a record type and the type of one of its fields. Wand [ 1987] attempted to solve this problem using the notion of row variables, which are variables ranging over finite sets of record fields. His system, however, does not share with ML the property of principal typing (see Ohori and Buneman [19881, Jategaonkar and Mitchell [19881, Wand [ 1988] , Remy [ 1989] the result of evaluation of an expression. The output consists of this result together with ita inferred type.
We now define a small language obtained by combining the data structures described in the previous section with a functional calculus and then giving its type system.
Expressions
The syntax of programs or expressions of the core language is given by In this, c, stands for standard constants including constants of base types and ordinary primitive functions on base types. x stands for the variables of the language. ( ) is the single value of type unit and is returned by expressions such as assignment. The binding val id = el; ez is syntactic sugar for let id = el in ez end. Recursive function definition with multiple arguments can be defined using the standard method in functional languages such as ML. Evaluation rules for these expressions can be obtained by extending an operational semantics of ML (with references) such as that provided in Tofte [ 1988] .
Types and Description Types
The set of types of Machiavelli, ranged over by T, is the set of regular trees [Courcelle 1983] represented by the following type expressions: Note that (ret LI. T( LT )) is not a type constmctor but syntax to denote the solution to the equation u = T(v). As a consequence, distinct type expressions may denote the same type. For example, the following type expression denotes the same type as the one above: The set of description types, ranged over by 8, is the subset of types represented by the following syntax: is a description type.
Type Inference without Records and Variants
A legal Machiavelli program corresponds to an (untyped) expression associated with a type inferred by the type inference system. As such, the definition of this implicit system requires two steps: first we give the typing rules, which determine when an untyped expression e is judged to have a type 7 and is therefore well typed; second, we develop a type inference algorithm that infers, for any type consistent expression, a principal type. For readability, we develop the description of the type system, in two stages. In this subsection, we describe the type system for expressions that do not involve records and variants; then, in 3.4, we extend the system to records and variants by introducing kinding.
The typing rules are given as a set of rules to derive typing judgrrwnts.
Since, in general, an expression e contains free variables and the type of e depends on the types assigned to those variables, a typing judgment is defined relative to a type assignment of free variables. We let @ range over type assignments, which are functions from a finite subset of variables to types. We vvrite M( x,~) for the function M" such that dornain(ti') = dornain(ti) U {x), M'(x) = T and M'(y) =My) for y # x. A typing judgment is a formula of the form:
w'be:r expressing the fact that expression e has type 7 under type assignment d. The typing rules for those operations in Machiavelli that do not involve records are shown in Figure 2 . Note that in some of them such as (UNION), types are restricted to description types, which is indicated by the use of 6 instead of 7.
In ( for all x E dornairt(til). A typing .cY' D e :7 is principal if it is more general than any other derivable typing of e. Figure 3 shows an algorithm to compute a principal typing for any untyped expression of Machiavelli that does not contain records, variants and database operations. The algorithm consists of a set of functions, one for each typing rule, together with the main fimction Typing. Based on the typing rule (RULE), P,UL, synthesizes a principal typing for an expression e from those of its subexpressions.
It generates the equations that make the typings of the subexpressions conform to the premises of the rule, solves the equations and generates the typing corresponding to the conclusion of the rule. Unify used in these functions is a unification algorithm; allpairs ({til, . . . . d.}) denotes the set of pairs {(a(( x), .%(x)) I x e domairz(tii) n dornain(ti,), i # j). The notation F Tx denotes the restriction of the function F to the set X G domain(F).
PAPP((AI, T1), (A2, T2)) =
let S = flnify(a/lpairs( {Al , Az}) U {(TI, T2 + t)}) (~fresh)
x~if r E domain(l,) then L(z) with all type variables renamed else ({z : t}, t)(tfresh) For example, consider the function PAP,,which takes principal typings of el and ez, and synthesizes a principal typing of e l(ez ). It first generates the equations that require the common variables of e~and e z to have the same type assignment, tigether with the equation that makes the type of ez to be the domain type of the type of el. They are respectively the set of equations allpairs({~l, JZ'2)) and the equation (71, 72~t). It then solves these equations by t.Jnzf' which always finds a most general solution to the equations (if it exists) in the form of a substitution S. Finally, it returns the type assignment S{J#l ) U S(JZ2) and a type S(t), corresponding to the conclusion of the rule
The main function Typing is presented in the style of Mitchell [1990] . It analyzes the structure of the given expression, recursively calls itself on its Figure 4 shows the sequence of the function calls and their results during the computation. Line 1 is the top level call of the algorithm on fn x => fn S => union ({x}, S). Line 3 is the first recursive call on its only subexpression, whose result is shown on line 16. Lines 9 and 12 contain a call of Typing on a variable, which immediately returns a principal typing. In P~l~,,~~,,~on line 10 and 11, type variable tl is unified with a fresh description type variable dl. In line 13 and 14, PUN ,ONunifies type variable t2 with type {dl} and takes the union of type assignments. Line 18 shows a principal typing of insert. Lines 19-36 show the process for insert 2 { }, which is a shorthand for let insert = fn x => fn S => union({x}, S) in insert 2 { } end.
It requires some work to show that the algorithm we have described has the desired properties. We have also glossed over some important details such as the treatment of description type variables, recursive types and references. Before dealing with these issues, let us first show how the typing rules and the inference system may be extended to handle records and variants.
Kinded Type Inference for Records and Variants
To extend the type system to records and variants, we need to introduce kind constraints on type variables. The set of kinds in Machiavelli is given by the syntax:
The idea is that U denotes the set of all types, K/l : rl, . )Tgqrirtg(urrion( {x}, S), 0) Typing judgments of the form s%D e : r described in the previous subsection should now be taken as judgments of the form %0,.@ D e : r, where .%O is the kind assignment mapping all the type variables appearing in W, r to the universal kind U. The typing rules for records and variants in the extended type system are given in Figure 6 . The rules for other constructors are the same as before except that they should be reinterpreted relative to a kind assignment .7, For example, the rule ABS becomes
In particular, these propagate the kind assignment, but they do not change it, nor do they involve kinding judgments of the form .% 1-7:: K.
It can be seen that the kinding constraints in the rules (DOT) and (VARIANT) express the conditions under which field selection and variant formation can be typed. The following is an example of a legal typing:
(tl :: U,tZ::a Name: t,]), OPfn x=> x. Name:tz~t[, which says that the function fn x => x.Name can be applied to any record type t~which contains the field Name: t~and returns a value of type t~.
Note that we do not need "recursive kinds" to represent recursive polymorphic types involving records and variants. They are represented by a kind assignment in which type variables may assigned to a kind containing some of those type variables, as seen in the following example: To refine the type inference algorithm, we need to refine an unification algorithm to kinded unification. The strategy is to add a kind assignment to each component in unification and to check the condition that unification respects the constraints specified by kind assignments. A kinded substitution is a pair (%, S) consisting of a kind assignment % and a substitution S. Intuitively, the kind assignment % is the kind constraints that must be satisfied by the results of applying the substitution S. We write [ tl *
t~T.] for the substitution S such that S(tl ) = ri (1 s i s n), and 
S, S' defined as S o S'(t) = S(S'(t )).
A kinded set of equations is a pair consisting of a kind assignment and a set of pairs of types. A kinded substitution (5KI,S) is a unifier of a kinded set of equations (ZZ, 1?) if it respects %Z and S(T1) = S(T2) for all (~1,~z) q E. We can then obtain the following result, a refinement of Robin- We provide here a description of the algorithm for acyclic types; its correctness proof can be found in Ohori [1995] . We will describe the necessary extensions for cyclic regular trees in the following subsection.
The algorithm Unify is presented in the style of Gallier and Snyder [ 1989] by a set of transformation rules of triples (z, E, S) consisting of a kind assignment %, a set E of type equations and a set S of "solved" type equations of the form (t, 7) such that t @ ZW'V(T).Let (%, E) be a given kinded set of equations. The algorithm Unify first transforms (% E, 0) to (z', E', S') until no more rules can apply. It then returns (%', S') if E' is empty; otherwise, it reports failure. Let F range over functions from a finite set of labels to types. We write [F] and [m respectively to denote the record type identified by F and the record kind identified by F. Figure 7 gives the set of transformation rules for record types and function types. The rides for variant types are obtained horn those of record types by replacing record type constructor [F] , record kind construc-
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II (k-u {t++ L}, Eu{(t,T)},S) * ([f= T](K), [~-T](E) {(~T)}u[f I-+~](s))

cK2(t ) = S(.w',(t)) for all t c clomain(.w',), and Tz = S(T, ).
A typing .Y,.@ D e : r is principal if it is more general than all the derivable typings for e. The type inference algorithm is extended by adding the new functions to compose a principal type for record and variant operations and to extend the main algorithm by adding the cases for records and variants. Figure 8 shows the necessary changes to the main algorithm. Figure 9 shows the new composition functions corresponding to the typing rules for records and variants. The functions we have defined in Figure 3 remain unchanged except that they take kinded typings of the form (%, M,~) and the appropriate kind assignments must be added as components of the parameter of the unification algorithm and of its result. Figure 10 show the type inference process for the function fn x=> (x. Name, x.Sai > 10000), a function that is used in the implementation of Wealthy of Section 1.
Further Refinement and the Correctness of the Type Inference System
In the explanation of type inference algorithm so far, we have ignored the constraint that some type variables should only denote description types. The necessary extension is to introduce description kind constructors D, [1:6,..., l:@~and ((1:8,...,~:8 ))d respectively denoting the set of all description types, description record types, and description variant types. Although it increases the notational complexity, these extension can be easily incorporated with the unification algorithm and the type inference.
Another simplification we made in the description of the type inference algorithm is our assumption that types are all non cyclic. To extend the type inference algorithm to recursive types, we only need to extend the kinded unification algorithm to infinite regular trees. The necessary extension is similar to the one needed to extend an ordinary unification algorithm to regular trees [Huet 1976 ], which involves: (1) defining a data structure to represent regular trees; (2) changing the cases for variable elimination (cases of II and IV) by eliminating occur-check and replacing the one point substitution [t~T] , AI,71), (K2, A2, T2 
by the substitution [t * (ret U.T[ u/t])] where (ret u.r[ u/t]) is a regular tree that is a solution to u =~[ u/t], and (3) changing the cases for
PRECORD([~I = (~I, AI, TI), . .. n/n = (Kn, An, m)]) = let (K, S) = Uni/y(K1 u . ..u Kn. al/pairs({A1,..., A"})) tn (K, S(AI)UUS(A"), S([I1 :TI, . ..n. Tn ])))) end PDOT((K, A, T), I) = let (K', s) = f/'ntfy(Ku{tl :: U,t2 :: [/ : fI]}, {(t2, T)}) (tI, t2 fresh) In (K', S(A), S(tl)) end
PMODIFY((KI
. An+l})u {(~,,t, +t)ll < i s n} U{(TO, tO), (rn+I, t)})
(~, to, tl,.,., tnfresh)
.u S(A"). S(t))
end decomposition (cases v and VI) so that they generate the equations for the set of pairs of corresponding subtrees of the given regular trees.
We have also ignored the detaile of dealing with references. The above type inference method cannot be directly extended to references, since the call-byvalue operational semantics for let expressions involving references does not agree with polymorphic type discipline for let binding. As Milner observed in his original presentation of ML type system [Milner 1978 ], the straightforward application of ML type inference method to references yields unsound type system. Solutions have been proposed in Tofte [ 1988] , MacQueen [ 1988] , Leroy and Weise [1991] , Hoang et al. [1993] . They differ in detailed treatment but they are all based on the idea that the, type system restricts substitution on type variables in reference types in such a way that references created by a polymorphic functions are monomorphic.
Since these mechanisms can be regarded as a new form of kind constraint on type variables, we believe that they can safely be incorporated with our type system. Another more radical solution [Leroy 1993 ] is to change the semantics of let to call-by-name, with which Damas-Milner polymorphic let typing and equivalently our rule for let become sound. This strategy can also be adopted. However, for want of good intuitions about the merits of these mechanisms, we adopt the simplest and restrict the reference constructor to monomorphic types. With these refinements, the complete static type inference of ML is extended to records, variants, and set data types, as stated in the following result:
THEOREM 3.2. Let e be any raw term of Machiavelli. If Typing(e, 0) = (%, @, ?), then %, d b e: T is a principal typing of e. If Typing(e, 0) reports failure, then e has no typing.
Just as legal ML programs correspond to principal typing schemes with empty type assignment, legal Machiavelli programs correspond to principal kinded typing schemes with empty type assignment, i.e., typings of the form , 0 D e :7. Machiavelli prints a typing%, 0 D e : T as e : #, where # is a type whose type variables are printed together with their kind constraints in % in the following formats:
-'a, 'b,... for those type variables t such that X(t) = U,... The examples shown in Figure 1 use the same convention.
To summarize our progress to this point: we have augmented type schemes of ML with description types (which already exist in ML in a limited form) and kinded type variables.
This has provided us with a type system that not only expresses the generic nature of field selection, but also allows set to be uniformly treated in the language. However, relational databases require more than the operations we have so far described, and it is to these that we now turn.
OPERATIONS FOR GENERALIZED RELATIONS
We are now going to show how we can extend Machiavelli to include the operations of the relational algebra, specifically projecting and natural join, which are not covered by the operations developed so far. There are two points to be made about our strategy. The first is that we are going to put an ordering on values and on description types. The ordering on types, although somewhat similar to that used by Cardelli [1988] , is in no sense a part of Machiavelli's polymorphism. This should be apparent from the fact that we have already incorporated polymorphic field selection without such an ordering. The second point is that the introduction of join complicates the presentation of the type system and increases the complexity of the type inference problem, which requires us to extend the notion of (kinded) typing schemes to conditional typing schemes [Ohori and Buneman 1988] by adding syntactic conditions on instantiation of type variables. A similar problem was later observed in Wand [ 1989] if one uses a record concatenation operation rather than join. (See also Cardelli and Mitchell [ 1989] , Harper and Pierce [1991] , Remy [1992] for polymorphic calculi with record concatenation.) Since we are primarily concerned with database operations, our inclination is to examine the record joining operation that naturally arises as a result of generalizing the relational algebra.
Our strategy in this section is first to provide a method for generalizing relational algebra over arbitrary description types. We then provide the additional typing rules, which have associated order constraints on the types.
We then provide a principal conditional typing scheme which represents the exact set of provable typings. Finally, we describe a method to check statically the satisfiabilit y of these constraints. In other words, we are still able to guarantee that a typechecked program will not cause a run-time type error. 
Generalizing Relational Algebra
Our rationale for wanting to generalize relational operations is that, in keeping with the rest of the language, we would like them to be as "polymorphic" as possible. Since equality is essential to the definition of most of these operations, we limit ourselves to their effect on description types. Buneman et al. [1991] that database objects are partial description of realworld entities and can be ordered by goodness of description. The polymorphic type system to represent generalized relational operations (including cyclic structures) has been developed in Ohori [1990] . Here, we limit ourselves to acyclic description terms. We first consider join and equality. We claim that join in the relational model is based on the underlying operation that computes a join of tuples. By regarding tuples as partial descriptions of real-world entities, we can characterize it as a special case of This approach also provides a uniform treatment of null values [Zaniolo 1984; Biskup 1981] , which are used in databases that represent incomplete information. To represent null values, we also extend the syntax of Machiavelli terms with:
null(b) the null value of a base type b, () the (polymorphic) null ualueof variant types.
Other incomplete values can be built from these using the constructors for description terms. However, care must be taken [Lipski 1979; Imielinski and Lipski 1984] to ensure that use of the algebra with these extended operations and null values provides the semantics intended by the programmer.
These characterizations do not depend on any particular data structure such as flat records. Once we have defined a (computable) ordering on the set of description terms, join and equality generalize to arbitrary description 
.,dnd<d <d'
The last rule expresses how the ordering can be extended to sets. Because s fails to be antisyrnmetric, an ordering is obtained by taking induced equivalence relation and regarding a description term as a representative of its equivalence class. Thus, we take E as the ordering induced by s . Among representatives, there is a canonical one having the property that if it contains a set term then its members are pairwise incomparable, that is, an anti-chain. Since L and H are computable, our characterization of join and eq immediately gives their definition on general description terms, which computes a canonical representative. con, which checks for the existence of a join is also computable. The equality (eq) is a generalization of structural equality to sets and null values. Figure 11 shows an example of a join of complex descriptions. The importance of this definition of join is that it is a faithful generalization of the join in the relational model. In Buneman et al. [1991] , it is shown that:
l%EOR.EM 4.1. Zf r~,rz are first-normal form relations, then join( r~,r2) is the natural join of r, and rz in the relational model.
Projection in the relational model is defined as a projection on a set of labels. We generalized it to an operation that projects a complex description term onto some type that describes part of its structure, and we define projection as an operation specified by this type. Recall that the syntax of ground (variable free) description types is Projection is therefore an operation indexed by a ground description type. The operation project( x, 8 ) takes a value x whose type is "bigger" than 8 and returns a value of type 8 by a generalized form of projection on to that type. The following is a simple projection on a flat relation, which has the obvious result: By using the ordering we have just defined, projection can be specified as:
which is computable for any description type 8. These definitions for join and projection can be generalized to cyclic structures, and there are polymorphic algorithm for the generalized definitions [Ohori 1990 ].
To summarize these extensions to the language, we have introduced the constants null(b) and ( ) and the term constmctors join, con, and project.
Machiavelli's call-by-value operational semantics described in Section 3 is directly extended to those operation by adding their computation algorithms to the evaluation rules.
Type Inference for Relational Algebra
join, project, and con are polymorphic operations in the sense that they compute join and projection of various types. To represent this, we define an ordering on ground description types that represents the ordering on the structure of descriptions. For the set of acyclic description types, this is given by the following inductive definition:
This definition reflects the definition of the ordering on description terms. In particular, the rule for reference types reflects the property that two reference expressions have a join if they denote the same reference value, and therefore have the same type. (There may be other choices for the ordering of variant types. The choice will depend on the intended semantics of this construct as a partial description.) Using this ordering, types of join, project, and con are given as:
To integrate these operations with the polymorphic core of Machiavelli defined in Section 3, we need to take account of these operations in the type system. We therefore explicitly introduce syntactic conditions on substitution of type variables for three forms of constraint associated with the types of these operations:
6~u. 82 exists, IS= 81 U. 82, and 62 < 81. In fact, we only need to consider the least two forms of constraint since 81 u. 82 will exist whenever we can find a type 63 = 81 H. 8Z. To represent them, we introduce the following syntactic conditions:
(1)~= jointype(~,~), and (2) lesstharz(7,~).
Note the difference between 63 = al U. 82 and r~= jointype (71, 72) . The former is a property on the relationship between three ground description types. On the other hand, the latter is a syntactic formula denoting the constraint on substitutions of type variables in rl, 7Z, r~to ensure that any ground instance of these satisfies such a property. A similar remark holds for 81 < tiz and lessthan (rl, rz) . Using these syntactic conditions on type variables, we can extend the type system to incorporate these new operations.
Typing judgments in the extended system has the form C, .%, .CZ' D e : r where the extra ingredient C is a set of these syntactic conditions. Figure 12 shows the typing rules for the new operations. Other rules remain the same as those defined in Figure 2 and 6 except that they are now relative to a given set of conditions. For example, the rule ABS becomes In particular, these other rules only propagate the given set of conditions and do not change its contents. Since the conditions we introduced involve the ordering that is defined only on ground types, we need to interpret a typing judgment in this extended system as a scheme representing the set of all ground typings obtained by substituting its type variables with appropriate ground types. This interpretation is consistent with our treatment of let construct (LET rule in Figure 2) and its semantics described in Ohori [ 1989a] . A ground substitution 0 satisfies a condition c if 9 satisfies a set C of conditions if it satisfies each member of C. We say that a ground typing 0,0, @ D e : T is an instance of C, X, M' D e: T' if there is a ground substitution 0 that respects% and satisfies C such that M T '"M(M') = 8(M' ) and 7 = 0(7'). As seen in this definition, a typing in the extended system is subject to a set of conditions associated with it. To emphasize this fact, we call typing judgment in the extended type system a conditional typing. A conditional typing scheme C, M D e : r is principal if any derivable ground typing for e is an instance of it. The following result establishes the complete inference of principal conditional typing schemes.
THEOaEM 4.2. There is an algorithm which, given any raw term e, returns either failure or a tuple (C, X, M, T) such that if it returns (C, X, w', r), then C, 3?,~b e : T is a principal conditional typing scheme; otherwise, e has no typing.
A proof of this, which also gives the type inference algorithm for Machiavelli, is based on the technique we have developed in Ohori and Buneman [1988] which established the theorem for a sublanguage of Machiavelli. A complete proof and a complete type inference algorithm can be reconstructed from the corresponding proof and algorithm presented in Ohori [ 1989b] . Figure 13 gives two simple examples of the typing schemes that are inferred by Machiavelli. The type ("a* "b*"c) + "d where {"d = jointype("a, "e), "e = jointype(" b, "c)} of the three-way join join3 is the representation of the principal conditional typing scheme: C, K, ODfrI(X, y,Z) => JOi13(X, JOidy,z)): (d2 * d4 * d5) + dl where C and K are as follows. . 61 -> fun join3(x,y,z) = join(xjoin(y,z)); It is therefore tempting to identify legal Machiavelli programs with principal conditional typing schemes, There is however one problem in this approach: a conditional typing schemes may not have a satisfiable instance.
In such a case, the term has no typing and should therefore be regarded as a term with type error. Unfortunately checking the satisfiability of a set of these conditions in NP-hard [Ohori and Buneman 1988] . A practical solution is to delay the satisfiability check of a set of conditions until its type variables are fully instantiated. Once the types of all type variables in a condition are known, its satisfiability can be efficiently checked and it can then be eliminated. To achieve complete static typechecking under this strategy, the type system must satisfy the following property: for any expression containing joins and projections, if its evaluation involves evaluation of joins and projections, then the conditions associated with the types of joins and the projections in the expression only contain ground types. In most cases where type variables originate from polymorphic function definitions, this condition is satisfied. Since joins and projections appearing in the body of a polymorphic function are evaluated only afier the parameters to these operations are bound to some values, type variables originating from the polymorphic function definition should have all be instantiated with ground types in any expressions that cause evaluation of those joins and projections. However, there is one exception, which is the case of expressions containing joins and projections of variants. Since variants are themselves polymorphic values, their type variables may never be instantiated. To preserve complete static typechecking, we place the restriction that the programmer must supply the type specification of variants if they are arguments of join and projection (directly or indirectly through function abstraction and function application.) The type system can easily enforce this restriction by rejecting expressions whose conditions involves type variables having a variant kind. We therefore identify legal Machiavelli programs with principal conditional typing schemes where the only conditions are those that contain type variables that have a kind other than variant kinds. This approach yields a practical solution to typechecking polymorphic programs involving join and projection. Since the additional restriction we imposed does not restrict polymorphic function definitions, we believe that this method preserves most of the advantages of polymorphic typing without incurring algorithmic difficulty in checking satisfiability of conditions. Figure 14 shows an example of a database containing nonflat records, variants, and nested sets, where we assume that the names parts, suppliers, and supplied _ by are already bound. With the availability of a generalized join and projection, we can immediately write programs that manipulate such databases. Figure 15 shows some simple query processing for the database example in Figure 14 . Note the use of join and other relational operations on "nonflat" relations. Data and operations can be freely mixed with other features of the language including recursion, higher-order functions, and polymorphism. This allows us to write, with relative ease, powerful programs whose type correctness is checked at compile time. Figure 16 shows query processing on the example database using polymorphic functions. The function cost taking a part record and a set of such records as arguments computes the total cost of the part. In the case of a composite part, it first generates a set of records, each consisting of a subpart number and its cost, and then uses horn to accumulate the costs of subparts. In order to prevent the set constructor from collapsing subpart costs which are equal, the computed subpart cost is paired with the subpart number. Note that scope of type variables is limited to a single type scheme, so that instantiations of" a in the type of cost are independent of those of "a in the type of expensive_ parts. Also, the apparent complexity of the type of cost could be reduced by naming the large repeated subexpression.
Without proper integration of the data model and programming language, defining such a function and checking its type consistency is problematic. Moreover, the fhnction cost and expensive_ parts are both parameterized by the relation (pattdb) and their polymorphism allows them to be applied to many different types. This is particularly useful when we have several different databases with the same structure of cost information. Even if these databases differ in the structure of other information, these fimctions are uniformly applicable. ACM '1'ransactiona on Database Systems, Vol. 21, No. 1, March, 1996. 64.
P. Buneman and A. Ohori
HETEROGENEOUS SETS
The previous section provided an extension to a polymorphic type system for records that enabled us to infer the type-correctness of programs that involve operations of the relational algebra-notably projection and natural join. [Cardelli 1988 ] and in statically type-checked object-oriented languages such as C+ + [Stroustrup 1987 ] which claim the ability to represent heterogeneous collections as an important feature. In some cases, the information is not recoverable; in others, it can only be recovered in a rather dangerous fashion by "type-casting" values on the basis of information maintained by the programmer. A preliminary solution to this problem was described by the authors in Buneman and Ohori [1991] . The approach here is simplified by use of the techniques developed in the preceding sections.
Dynamic and Partial Values
We shall exploit an idea of dynamic values proposed in Cardelli [1986] .
These are values that carry their type with them, and can be regarded as a pair consisting of a type and a value of that type. A formal system for type systems with dynamic was developed in Abadi et al. [1991] . In these proposals there are two operations on dynamic values; at any type 7 we have: where + is the ordering we used to represent types of relational operators. Thus, the assertion e : 9([ Name: string, Age: int]) means that e is a dynamic value, but it is known to be a record and that at least Name and Age fields are available on e. We shall refer to such partially specified dynamic values as partial values.
Note that a partial value is like a dynamic value in that is always carries its (complete) type. The new type constructor @ allows us to mix those partial values with other term constructors in the language. For example, e' : {.@(tl )) means that e' is a set of objects each of which is a partial value whose complete type is bigger than 8 (under the ordering u). It is this use of the ordering on types in conjunction with a set type that allows us to express heterogeneous
collections. An assertion of the form e : {.+'([ Name: string, Age: int])) means that e is a set of records, each of which has at least a Name: string and Age: int field, and therefore relational queries involving only selection of these fields are legitimate. As a special case of partial types, we introduce a constant type any denoting dynamic values on which no information is known-it is a (completely) dynamic value.
To show the use of partial types, let us assume that the following names have been given for partial types: ALSO suppose that DB is a set of type {any} so that we initially have no information about the structure of members of this set. Here are some examples of how such a database may be manipulated in a type-safe language.
(1) An operation filter .9(8) (S) can be defined, which selects all the elements of S which have partial type~(~), that is, filter .%8) (S): {Y(8)). We may use this in a query such as select [name = x. Name, Address = x. Address] from x <-filter Employee* (DB) where x. Salary > 10,000.
The result of this query is a set of (complete) records, that is, a relation. There is some similarity with the * form of Postgres [Stonebraker and Rowe 1986 ], however we may use filter on arbitrary kinds and heterogeneous sets; we are not confirmed to the extensionally defined relations in that database.
(2) Under our interpretation of partial types, if 81~6Z then .M~, ) is more partial than .+( 8Z) and any partial value of type .9( 6Z) also has type 9"( 81). This property can be used to represent the desired set inclusion in the type system. In particular, Person* is more partial than Employee*. From this, the inclusion filter Employee *(S) G filter Person*(S) will always hold for any heterogeneous set S, in particular for the database DB.
Thus, the 'data model" (inclusion) inheritance is derived from a property of type system rather than being something that must be achieved by the explicit association of extents with classes.
(3) By modi&ing the technique used to give a polymorphic type of join, we can define the typing rules for unions and intersections of heterogeneous sets. By adding a partial type any, the partialness ordering has meet and join operations. The union and intersection of heterogeneous sets have, respectively, the meet and join of their partial types. Thus, the type system can infer an appropriate partial type of heterogeneous set obtained by various set operations. For example, the following typings are inferred. (intersection is definable in the language). These inferred types automatically allow appropriate polymorphic functions to be applied to the result of these set operations. For example, since the type of an intersection of two heterogeneous sets is the join of the types, polymorphic functions applicable to either of the two sets are applicable to the intersection. Thus, we successfully achieve the desired coupling of set inclusion and method inheritance. Type inference allows the application of this finction to any heterogeneous set each members of which has at least the type @({[Salary: intl).
The result is a uniformly typed set, that is, a set of type {[Name: string, Balance: int]}. Thus, the application RichCustomers(filter Employee * (DB)) is valid, but the application RichCustomers(filter Customer * (DB)) does not have a type, and this will be statically determined by the failure of type inference.
In the following subsections, we shall describe the basic operations for dealing with sets and partial values. We shall then give typing rules to extend Machiavelli to include those partial values.
The Basic Operations
To deal with partial values we introduce four new primitive operations: dynamic, as, coerce and fuse. We also extend the meaning of some of the existing primitives, such as union.
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This is used to construct a partial value and has type 9( ) and an expression such as select x.Name from x <-e will type check, while select x. Balance from x <-e will not.
Using as and horn we are now in a position to construct the filter operation, mentioned earlier, which ties the inclusion of extents to the ordering on types. Because we do not have type parameters, it cannot be defined in the language. However it can be treated as a syntactic abbreviation: filter Y(6) (S) = hom(fn x=> as @(8) (x), union, S, { )), coerce 8 (e). This coerces the partial value denoted by e to a (complete) value of type 6. It will only succeed if the type component of e is 6. Again, if the operation succeeds we return the singleton set, otherwise we return the empty set. Note that fuse is more basic than equality for we can compute whether the partial values u, and u~are equal (as complete values) by not(empty(fuse (u,, V*))). 
Extension of the Language
To incorporate these partial values, we extend the definitions of the language. The set of types is extended to include any and the partial type constructor S%6):
7 ::= . . . lanyl.%~).
We identi& the following subset (ranged over by~) that may contain partial types. The set of terms is extended to include operations for partial values.
e ::= . . Idynamide) Ifuse(e, e) Ias .9(6) e I coerce 6 e.
To extend the type system to these new term constructors for partial values, we define an ordering on the above subset of types, which represents the partialness of types. We write m s # to denote that T is more partial than #. The rules to define this ordering are:
The first two of these rules derive the order on partial types directly from the ordering < that we introduce in Section 4. The remaining rules lift this ordering component-wise to all description types. The following are examples of this ordering. Standard elimination operations introduced in Section 2 and database operations we defined in Section 4 are not available on types containing the partial type constructor 9'. The only exception is the field selection, which requires only partial information on types specified by kinds. From an expression e of type of the form 9([ ..., i :~,. . . 1), the 1 field can be safely ACM Tmnaactions on Database Systems, Vol. 21, No. 1, March, 1996 . 69 extracted. The result of the field selection e. 1 is 8 itself if d is a base type. However, if 8 is a compound type, then the actual type of the 1 field of the expression e is some 8' such that 6 s 8'. In this case, the type of the result of field selection e. 1 is the partial type 9(8).
Recall the typing rule for field selection: To make this rule to be applicable to the above two cases for partial values, we only need to define the following kinding rule for partial types. where r, = 6, if 8, is a base type otherwise TL = W 8,). Other rules defined in Figure 5 remain unchanged except that types may contain partial types. A record kind now ranges also over partial types and the field selection becomes polymorphic over partial types as well as complete types. For this extended language, we still have a complete type inference algorithm. The necessary technique is essentially the same as that for typechecking join operation we have described in the previous section. We then have a language that uniformly integrate heterogeneous sets in its type system. For example, the function Wealthy: {"a:: [Name: "b, Salary: int]} + {"b} we defined in the introduction may also be applied to heterogeneous sets of type such as {@([Name: string, Salary: int])). Figure 18 gives examples involving partial values.
CONCLUSIONS
We have demonstrated an extension to the type system of ML which, using kirz.ded type inference, allows record formation and field selection to be implemented as polymorphic operations. This together with a set type allows us to represent sets of records-relations-and a number of operations (union, difference, selection and projection onto a single attribute) of a generalized (non first-normal-form) relational algebra. This has been implemented; in particular a recent technique [Ohori 1992 [Ohori , 1995 for compiling field selection into an efficient indexing operation is being combined with the record operations mentioned above in an extension to Standard ML of New Jersey [Appel and MacQueen 1991] .
A further extension to this type system using conditional type schemes allows us to provide polymorphic projection and natural join operations, giving a complete implementation of a generalized relational algebra. It could be argued that these operations are not important since they are not present in practical relation query languages. Instead a product and single-column projection are usually employed. However a similar type inference scheme can be used in a technique for statically checking the safety of operations on heterogeneous collections, in which each member of a collection of dynamically typed values have some common structure. The approach we have described provides, we believe, a satisfactory account of how relational database programming, and some aspects of object-oriented programming may be brought into the framework of a polymorphically typed programming language, and it may be used as the basis for a number of further investigations into the principles of database programming. We briefly review a few here.
Abstract Types and Classes. While we have covered some aspects of object-oriented databases, we have not dealt with the most important aspect of classes in object-oriented programming that of abstraction and code sharing. In Ohori and Buneman [1994] statically typed polymorphic class declarations are described. The implementation type of a class is normally a record type, whose fields correspond to "instance variables" in object-oriented terminology. That methods correctly use the implementation type is ensured . 71
through checking the correctness of field selection, as described in this paper, and the same techniques may be carried into subclasses to check that code is properly inherited from the superclass. where sub is a special type variable ranging over the set of all subtypes of Person, which are to be defined later. Inclusion of the sub variable in the type of methods name, age, and increment_ age reflects the user's intention being that these methods should be inherited by the subtypes of Person. From this, the extended type system infers the following typing for each method defined in this class. The notation ('a < Person) is another form of a kinded type variable whose instances are restricted to the set of subtypes of Person. This can be regarded as an integration of the idea of bounded type abstraction introduced in Cardelli and Wegner [1985] and data abstraction. As in an object-oriented programming language, one can define a subclasses of The type system can statically check the type consistency of methods that are inherited. It is also possible to define classes that are subclasses of more than one classes, such as ResearchFellow below. Classes can be parameterized by types and the type inference system we have described can be extended to programs involving classes and subclass definitions.
One possible addition to this idea is the treatment of object identity. Throughout this paper we have held to the view that object identity, as a programming construct, is nothing more than reference, and that object creation and update are satisfactorily described by the operations on references given in ML and a number of other programming languages. However, Abiteboul and Bonner [1991] have given a catalog of operations on objects and classes, not all of which can be described by means of this simple approach to object identity. Some of the operations appear to call for the passing of reference through an abstraction. For example one may think of Person object identities as references to instances of a Person class and Employee object identities as references to instances of a Employee class. But this approach precludes the possibility that some of the Person and Student identities may be the same, in fact the latter may be a subset of the former. The ability to ask whether two abstractions are both "views" of the same underlying object appears to call for the ability to pass a reference through an abstraction. If this can be done, we believe it is possible to implement most, if not all, the operations suggested by Abiteboul and Bonner. Other Collection Types. The original description of Machiavelli [Ohori et al. 1989 ] attracted some attention [lmmerman et al. 1991] because of the use of horn as the basic operation for computation on sets. The reason for using horn was simply to have a small, but adequate collection of operations on sets on which to base our type system. For the purpose of type inference or type checking, the fewer primitive functions the better. In our development, record types and set types are almost independent; there are only a few primitive operations that involve both, and these occur in Sections 4 and 5. For other purposes we could equally well have used record types in conjunction with lists, bags or some other collection type. In fact the use of lists, bags and sets is common in object-oriented programming, and some object-oriented databases [Object Design, Inc. 1991] supply all three as primitive types. ACM Transactions on Database Systerna, Vol. 21, No. 1, March, 1996. . 73
The study of the commonality between these various collection types is a fruitful extension to the ideas provided here. It may provide us with better ways of structuring syntax [Wadler 1990] , with an understanding of the commonality between collection types [Watt and Trinder 19991] , and a more general approach to query languages and optimization for these types [Breazu-Tannen et al. 1992] .
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