ABSTRACT The attraction repulsion (AR) model has been a common mathematical framework to emulate the interactions among mobile agents and to design rigid flocking laws. A main drawback of the AR model is that environment effects are not taken into account in the model. This means that rigid flocking laws can not react to the change of environments. In this paper, we make an attempt to design flocking systems that are adaptive to the change of communication environments. The flocking system is modeled as a cyber-physical system, where the cyber layer and control layer are designed systematically. In the cyber layer, a new interaction model is proposed by considering communication parameters of the environment. In the control layer, distributed controllers are designed for mobile agents with switching topology using the proposed interaction model. It is shown that the proposed flocking law can react to change of communication environments and guarantee the optimal communication link between agents. The stability and convergence of the flocking system are analyzed with nonsmooth techniques. Numerical simulations are provided to illustrate the effectiveness of the design.
I. INTRODUCTION
Flocking is a form of collective animal behavior which is believed to emerge from simple local rules of interactions among the individuals [1] . Common examples of such behavior in nature include bird flocks, fish schools and insect swarms. Recent years have seen a growing interest in using ideas from systems science to investigate the flocking behavior of animals. The motivation of these attempts can be either to further understand the collective behavior of animals [2] , or apply the observed behavior pattern in engineering applications [3] .
Due to difficulties in studying flocking behaviors experimentally in the wild, mathematical modeling has been an important way to investigate flocking problems for both biologists and systems scientists. Among diverse models proposed in the literature, the attraction repulsion (AR) model has been the most popular mathematical framework to emulate the interaction among agents. In the AR model, the flocking behavior of agents is generated from two simple force rules, i.e., repulsive force separates agents away when agents get close and attractive force maintains the cohesion when agents are far away [4] .
Flocking motions of mobile agents where distances between neighboring agents are expected to keep a predefined value are called rigid flocking [5] . The AR model has been a theoretical foundation for the design of rigid flocking laws in the community, e.g., see [4] - [7] . The common practice is to predefine a desired distance in the AR model with following tendencies: repulsion when interagent distance is smaller than the desired distance, attraction when interagent distance is larger than the desired distance, and equilibrium when interagent distance is equal to the desired distance. A rigid flocking law can be designed with two components: (i) a AR force vector term and (ii) a velocity difference term. The first term stabilizes interagent distances to the predefined value [8] , [9] and the second term results in the velocity consensus of agents [10] - [12] .
The rigid flocking scheme has been a powerful tool for systems scientists to describe and analyze the flocking problem of mobile agents. Since the desired distance is predefined in the AR model, environment factors are not considered in the model. However, it has been observed that distances between individuals in flocks of many species will change in differing environments, e.g., flocks of dolphins may be loose or tight in different sea areas [13] . It is still an open issue why flocks in nature can react to the change of environments. A common assumption is that individuals in flocks have the ability of detecting or measuring parameters of the environment (e.g., temperature or pressure) and adjust their moving policies when these parameters change [14] . Since environment parameters are not considered in the AR interaction model, rigid flocking laws can not react to the change of environments. In order to design flocking systems that are adaptive to the change of environments, it is necessary to develop a new mathematical model to emulate interactions among agents by taking environment effects into account.
It is typically difficult to directly evaluate environment effects on biological interactions, for little knowledge has been known about the nature of these interactions [15] . Fortunately, with the rapid development of robotic systems, it is more intuitional for us to investigate inter-agent interactions from a technical viewpoint. A practical flocking system typically consists of a group of mobile agents (e.g., robots) equipped with communication capabilities, where agents coordinate with each other via wireless communications [16] . As it is known, the quality of wireless communication is dominated by the environment that wireless signals travel through [17] . If signals are transmitted with a constant power, environment effects can be estimated with the received signal power [18] , [19] , which can be further denoted as the outage probability of communication links [20] . Mobile agents will be aware of the change of environments by evaluating the outage probability in different environments. Then flocking systems can be designed to be adaptive to the change of environments with a new interaction model which integrates the communication link quality among agents.
The communication among mobile agents naturally leads a flocking system to a cyber-physical system (CPS) [21] . Cyber-physical systems are smart systems that include engineered interacting networks of physical and computational components to support guaranteed performance in reliabilitycritical applications [22] . Specifically, the mobility of agents leads themselves to the category of mobile CPS with the physical layer, cyber layer and control layer [23] - [25] . The physical layer describes the dynamical model of agents. The cyber layer represents the communication among agents. The control layer specifies the control strategy for the flocking system.
Motivated by these facts, this paper design a new flocking scheme in a cyber-physical perspective, with which the flocking system is modeled as a mobile CPS with three layers. The physical layer models the dynamical model of mobile agents as a double integrator. The cyber layer represents the interaction model and communication topology of mobile agents. In the control layer, distributed controllers are designed as a distance formation term using the interaction model and a velocity consensus term. Compared with classical rigid flocking laws, the proposed flocking law can react to the change of communication environments and guarantee the optimal communication link between agents. The stability and convergence of the flocking system are rigourously proved with tools of nonsmooth techniques. Moreover, extensive simulation results and two illustrative videos are provided to show the effectiveness of the design.
The remainder of this paper is organized as follows. In Section II, some preliminary knowledge is introduced. In Section III, the cyber-physical modeling of the flocking system is proposed. The cyber-layer design and control layer design are presented in Section IV and Section V, respectively. Simulation results are presented in Section VI. We conclude the paper in Section VII.
II. PRELIMINARIES
For the completeness of this paper, we introduce some preliminary knowledge about linear algebra and nonsmooth techniques in this section. The linear algebra theory and nonsmooth techniques will be helpful in the stability analysis of the flocking system.
A. LINEAR ALGEBRA
Linear space is a basic concept in the linear algebra theory. For a linear space W , we have the following definitions.
Definition 1 (Subspace [26] ): Suppose that α 1 , α 2 , · · ·, α s are a group of vectors in the linear space W . Then the subspace generated by the vector group α 1 , α 2 , · · ·, α s is defined as
Definition 2 (Range [26] ): Suppose that matrix A ∈ R m×n and A = [α 1 , α 2 , · · ·, α n ], where α i ∈ R m . The range of A is defined as
Definition 3 (Orthogonal Complement [26] ): Suppose that W 1 is a subspace of W . The orthogonal complement of W 1 in W is defined as (Filippov Solution [27] ): For a differential equationẋ = f (x) in which the right hand side can be discontinuous, a vector function x(·) is called a Filippov solution ofẋ = f (x) if it is absolutely continuous anḋ generalized gradient of V at x is defined as
where N is the set of measure zero where the gradient of V is not defined. The generalized gradient ∂ x V reduces to the classical gradient ∇ x V in the smooth case.
The following chain rule provides a calculus for the derivative of a regular function in the nonsmooth case. Regular functions include smooth functions and functions which can be written as the pointwise maximum of a set of smooth functions. The candidate Lyapunov function considered in this paper can be written as the pointwise maximum of two smooth functions, and thus is regular.
Lemma 1 (Chain Rule [29] ): Let x be a Filippov solution tȯ x = f (x) on an interval containing time t, and V : R n → R be a Lipschitz and regular function. Then V (x (t)) is absolutely continuous, dV dt exists almost everywhere and
where ''a.e.'' stands for ''almost everywhere''. We shall use the following nonsmooth version LaSalle's invariance principle to prove the stability of the designed flocking system. Lemma 2 (LaSalle's Invariance Principle [29] ): Let be a compact set such that every Filippov solution to the autonomous systemẋ = f (x), x(0) = x(t 0 ) starting in is unique and remains in for all t ≥ t 0 . Let V :
→ R be a time independent regular function such that τ ≤ 0 for all τ ∈V (ifV is the empty set then this is trivially satisfied). Define S = {x ∈ |0 ∈V }. Then every trajectory in converges to the largest invariant set, E, in the closure of S.
III. CYBER-PHYSICAL MODELING
The cyber-physical modeling of the flocking system is shown in Fig. 1 , from which we can see that the proposed cyberphysical flocking scheme consists of three layers. The functions of three layers are described as follows. The physical layer provides states of agents (such as velocity and position) to the local controller in the control layer through measurement and to the neighbors in the cyber layer through wireless transmission. The cyber layer represents the interaction model of links and the communication topology. The cyber layer provides states of the neighbors to the local controller of each agent. The distributed controllers in the control layer collect the states of itself through measurement and of its neighbors through wireless communication to generate the control input to the agents in the physical layer. Each distributed controller consists of two terms: (i) distance formation term which is based on the positions of agents and their neighbors; (ii) velocity consensus term which is based on the velocity difference between agents and their neighbors. The details of physical modeling and cyber modeling are shown as follows.
A. PHYSICAL MODELING
In the flocking system, dynamical models of both ''natural agents'' (such as bees and ants) and ''engineering agents'' (such as robots and UAVs) should be modeled mathematically for the purpose of further investigation. We characterize the mobility of agents through dynamical models in the physical layer. Consider that there are n mobile agents evolving in the environment. Without loss of generality, the dynamics of each agent in the group is given by
T as the velocity set and
T as the control input set. Specifically, the velocity sets in the x-axis direction and y-axis direction are denoted as
The relative position vector VOLUME 5, 2017 between agent i and agent j is denoted as p ij = p i − p j and the relative distance between agent i and agent j is denoted as
B. CYBER MODELING
The cyber layer represents the communication mechanism of mobile agents. We model the communication among agents using the algebraic graph theory [30] . A graph G is a pair (ν,ε) that consists of a set of vertices ν = {1, 2..., n} and edges ε ⊆ {(i, j)|i, j ∈ ν, j = i}. The graph G is said to be undirected if (i,j) ∈ ε ⇔ (j, i) ∈ ε. The set of neighbors of agent i is defined as N i = {j ∈ ν|(i, j) ∈ ε}. The graph is said to be connected if there is a path between any two vertices of the graph. The length of any two vertices in a connected graph is no larger than n − 1. An orientation on the graph G is the assignment of a direction to each edge, so that edge (i, j) is an arc from vertex i to vertex j.
Assume there are n vertices and m edges in the graph G. The incidence matrix B ∈ R n×m is a {0, ±1}-matrix with rows and columns indexed by the vertices and edges of G, respectively, such that the i, j entry of B is equal to 1 if the edge j is incoming to vertex i, -1 if edge j is outcoming from vertex i, and 0 otherwise. For a connected graph, we have (B) = span ( 1) ⊥ . The Laplacian matrix L of graph G is defined as L = BB T . For a connected graph G, the Laplacian matrix L is a nonnegative symmetric matrix, which is independent of the choice of orientations. Moreover, L has a single zero eigenvalue with corresponding eigenvector 1.
IV. CYBER LAYER DESIGN
The cyber layer characterizes the topology and interaction model of communication links among agents. The communication topology is modeled as an undirected graph, as shown in Section 3.2. In this section, we will propose a new interaction model for mobile agents by considering the communication parameters of the environment and describe the switching topology of the undirected graph using the proposed interaction model. In the flocking system, every agent is assumed to be equipped with a wireless transceiver. There are two distinct propagation principles for wireless signals in the antenna far-field region and antenna near-field region of mobile agents. We will characterize the two propagation principles in what follows.
A. ANTENNA FAR-FIELD PROPAGATION
The antenna far-filed is a region that is far away from the antenna. In flocking systems, agents use antennas to communicate with each other from long distances (far greater than the wavelength), so the antenna far-field is the region of operation for most antennas. The ratio of received to transmitted power of a wireless channel in the antenna farfield is denoted as [17] 
where P r is the received power, P t is the transmitted power, k is a constant depending on the antenna characteristics, r is the distance from the transmitter to the receiver, r 0 is a reference distance for the antenna far-field, and υ is the path loss exponent, which depends on the environment (typically around 2 ∼ 6). Then the Signal to Noise Ratio (SNR) at the receiver is denoted as
where N 0 is the power of additive white Gaussian noise in the environment. The outage probability is an important wireless channel metric which allows for analysis of channel quality independent of a specific code design. The outage probability is defined as the probability that the instantaneous SNR falls below a given threshold. In [17] , the outage probability is defined as
where γ 0 specifies the minimum SNR required for acceptable performance.
Then the explicit expression of outage probability can be derived by combining (8) and (9):
where a = N 0 (kP t ) is a system parameter, depending on the antenna characteristics, transmitting power and noise in the environment. Then the reception probability of the communication link is defined as
The reception probability (11) evaluates the probability that the receiver can receive message accurately from the transmitter. The communication channel quality b ij between agent i and agent j in the antenna far-field is modeled by the reception probability:
where r ij is the distance from agent i to agent j. The channel quality (12) decreases with the increase of interagent distance. When the distance between agents is large enough, the reception probability may fall below a certain threshold, which implies that the interagent communication becomes unreliable. The communication neighbor set of agent i is now defined as
where ν is the set of agents, P T is a reception probability threshold. When the reception probability is less than P T , agents just throw away packets they have received.
The neighbor set of a mobile agent is determined by (13) , which means that the communication topology will switch with the communication quality among agents.
B. ANTENNA NEAR-FIELD PROPAGATION
The antenna near-field is a region that is close to the antenna. The boundary between antenna near-field and antenna farfield is vaguely defined by the reference distance r 0 . When distance between two agents is less than r 0 , the interagent communication is mainly dominated by the signal scattering effect, whereas the interagent communication is mainly governed by the path loss effect.
It is typically difficult to obtain an accurate model of the antenna near-field communication, since the signal propagation is quite complicated in the antenna near-field region. For a specific scenario, the accurate antenna near-field communication model can be obtained by ray tracing measurements. However, for general tradeoff analysis of system designs, it is more practical to use a simple approximation model that captures the essence of signal propagation in the antenna near-field. It has been found that the signal scattering effect decreases with distance, then the channel quality degraded by the signal scattering effect in the antenna near-field can be approximated by [17] 
where h is a constant characterizing the scattering effect strength, depending on the characteristic of antennas. The model (14) is a simple but effective model that captures the principle of signal propagation phenomena in the antenna near-field. It can be concluded that when r ij → 0, the channel quality c ij → 0, which means that the channel quality is severely degraded by the signal scattering effect; while when r ij → ∞, c ij → 1, implying that the signal scattering effect can be ignored when agents are far away enough.
C. PROPOSED INTERACTION MODEL
For a wireless link, the distinction of antenna far-field and antenna near-field is only roughly defined. In fact, both the signal scattering effect and the path loss effect are effective in the two antenna regions, although they may play a major or minor role in the corresponding regions. It is necessary to fully consider both two propagation effects when designing a communication interaction model. The interaction model is designed as follows:
The effectiveness of the interaction model is proved in the following theorem.
Theorem 1: The interaction model (15) is a bounded function with a strict maximum φ * = φ r * ij , where
.
Proof: For simplicity, we denote x = r ij . Then the interaction model (15) is rewritten as
Note that for x ∈ [0, ∞), we have
Then we have 0 < φ(x) < 1. So the channel metric φ(x) is bounded. The derivative of φ(x) with respect to x can be derived as
From (17) we know the first two multiplicative terms of ϕ(x) are always greater than 0. So whether φ(x) has an extremum point (x * , φ * ) = {(x, φ) |ϕ(x) = 0 } is totally determined by the function
Let f (x) = 0, the extremum point is obtained at
which means that φ(x) reaches its strict maximum at
. This completes the proof. Remark 1: Theorem 1 means that the optimal interagent communication is achieved at a tradeoff distance r * ij between agents. That is, the optimal distance r * ij is neither too large (otherwise, inter-agent communication will suffer from path loss effect) nor too small (otherwise, inter-agent communication will suffer from signal scattering effect). The optimal distance is determined by three parameters, r 0 , h, and υ.
V. CONTROL LAYER DESIGN
In the control layer, distributed controllers are designed for each mobile agent using the local state and states from the neighbors. Each controller consists of two terms: distance formation term and velocity consensus term. We design the flocking law as
Specifically, the flocking law (21) can be further written as
where n ij = p ij r ij and ϕ(·) is defined in (18).
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In order to analyze the stability and convergence of the designed flocking system, we define a potential function based on the communication interaction model:
The potential function ψ(r ij ) keeps fixed for r ij > R, implying that when agents are out of the communication range, agents will not influence each other anymore. It is worth noting that ψ(r ij ) is not necessarily differentiable at the transition point r ij = R when the topology switches with (13) . In what follows, we analyze the stability of the flocking system with switching topology using non-smooth version LaSalle's invariance principle techniques [29] , [31] .
Theorem 2: Consider n mobile agents moving in the environment with switching topology, where the dynamical model is given by (6) , interaction model is defined in (15) , and the neighbor set is defined in (13) . The Lyapunov function is chosen as
and the level set of V is defined as = (r ij , v i ) |V ≤ , where 0 < < φ * . Assume that the graph is connected, then for any solutions starting in , the following statements hold: (i) the closed-loop system is stable; (ii) all agent velocity vectors asymptotically converge to the same constant vector; (iii) collisions between agents are avoided; (iv) the interaction model (15) between all neighboring agents is maximized.
Proof: In order to apply the LaSalle's invariance principle, we need first prove the compactness of the level set . The continuity of agent velocities and relative distances ensure the level set is closed. Moreover, the boundedness of follows from the connectivity of the graph. Specifically, from V ≤ we have ψ r ij ≤ for all (i, j) ∈ ε. This implies that there is a τ , where 0 < τ < R, such that r ij ≤ τ for all (i, j) ∈ ε. Since the graph is connected, we have 0 ≤ r ij ≤ (n − 1)τ for all i, j ∈ ν, which implies interagent distances between any pair of agents are finite. Similarly, from v T i v i ≤ , we have v i ≤ √ . Thus the level set is compact with respect to velocities and relative positions of agents.
The Clarke's generalized gradient of V can be denoted as
where
Based on the chain rule in Lemma 1, the generalized time derivative of V is denoted aṡ
By combining system model (6) and generalized gradient (24), we obtain the generalized time derivative aṡ
By introducing the Laplacian matrix, the generalized time derivative can be written in the compact form:
where L is the Laplacian matrix of the graph, ⊗ is the Kronecker matrix product. For a connected graph, L is positive semidefinite. Then we have e ≤ 0, ∀e ∈V .
Now compactness of and (28) guarantee the closed-loop system is stable. Then the first statement holds.
Based on the LaSalle's invariance principle in Lemma 2, we know that the closed-loop system converges to the largest invariant subset
As is known that the Laplacian matrix of a connected graph has a single zero eigenvalue associated with the eigenvector 1. Thus e = 0, ∀e ∈V implies that v x ∈ span( 1) and v y ∈ span( 1). This means that the velocity components of all agents in the x-axis direction and y-axis are equal, respectively. Then the velocity vectors of all agents will converge to the same vector. Next we will show that this vector will not change with time.
In the largest invariant subset , the flocking law (21) is simplified to
By introducing the incidence matrix, the system model in the compact form can be derived aṡ
where B ∈ R n×m is the incidence matrix of the graph. Then the expanded form of the velocity dynamics can be denoted asv
Based on Definition 2, we havev x ,v y ∈ (B). For a connected graph, we know (B) = span ( 1) ⊥ . Thusv x ,v y ∈ span( 1) ⊥ . Recall that v x , v y ∈ span( 1), we havev x ,v y ∈ span( 1). Then we havė
Therefore, the steady velocities of agents will not change with time. Now the second statement holds. We prove statement (iii) by contraction. The initial state set is denoted as
For every trajectory starting from 0 ,V (t) remains non-positive for all t ≥ 0. Then we have
From (23) we know ψ(0) = φ * . Assume there exists at least a pair of agents α, β collide at time t = t k , i.e., p α (t k ) = p β (t k ). For all t ≥ 0, we have
which is in contradiction with. (35). Thus 0 is an invariant set for all agents and the collision avoidance is achieved. Then the third statement holds.
In the largest invariant subset , sincev = 0, we have the control input set u = 0. Then from (30) we know that agents move in the gradient direction of their local interaction models until the gradient converges to 0. Since the collision avoidance is achieved, i.e., p ij = 0 and r ij = 0 for all (i, j) ∈ ε. Then we have ϕ(r ij ) = 0, ∀(i, j) ∈ ε. Now this fact and Theorem 1 guarantee that all interaction model between neighboring agents are maximized. This completes the proof.
Remark 2: Theorem 2 shows that the flocking can be formed for mobile agents with switching topology moving in a static environment, i.e., communication parameter υ remains fixed during the moving process. For a dynamic environment, i.e., communication parameter υ may change with time, as long as initial states of mobile agents still remain in the level set when υ changes, Theorem 2 can be applied to analyze the flocking in the new environment, which implies that the new flocking still can be formed. We will provide a simulation example to illustrate the flocking in a dynamic environment.
VI. SIMULATION RESULTS
In this section, we provide extensive simulation results of the proposed flocking law in a static environment and dynamic environment, respectively. We first introduce the setup of the simulations, then we conduct the simulations and compare the performance of the proposed flocking strategy with rigid flocking laws. 
A. SIMULATION SETUP
The following parameters in Table 1 remain fixed throughout the simulations. In these parameters, γ 0 and P T are determined by the application requirement, r 0 and h are determined by the antenna characteristic, and a is dominated by the communication environment.
In the first simulation, the path loss exponent of the environment is set υ = 3. In the second simulation, the path loss exponent is assumed to change from υ = 3 to υ = 2.5 at 100 sec. The interaction models for the two different path loss exponents are shown in Fig. 2 .
From Fig. 2 , we have three important observations. First, the interaction model is a bounded function with a single maximum. Second, the path loss exponent dominates the antenna far-field communication and has little effect on the antenna near-field communication. Third, the larger the path loss exponent is, the worse the antenna far-field communication will be. These facts illustrate the effectiveness of Theorem 1 in an intuitive way. Moreover, it is easy to verify that the optimal communication φ * = 92% is achieved at r * ij = 24 for υ = 3 and the optimal communication φ * = 94.6% is achieved at r * ij = 38 for υ = 2.5, respectively. For the purpose of fair comparison with rigid flocking laws, we define average neighboring distancer and average communication performanceJ as the performance criteria. The average neighboring distancer and average communication performanceJ are defined as where |N i | is the number of agent i's neighboring agents. The following rigid flocking law [32] is used in the comparison:
where r d is the desired distance in the AR model.
B. FLOCKING IN A STATIC ENVIRONMENT
Consider a group of 20 agents moving in a static environment, which means that communication parameters keep fixed during the moving process. The path loss exponent is assumed υ = 3 and other parameters are shown in Table 1 The snapshots of 20 agents evolving in the static environment are shown in Fig. 3 . As shown in Fig. 3(a) , both initial positions and initial velocities of the agents are randomly chosen. Then agents are steered by the proposed flocking law and evolve in the environment, as shown in Fig. 3(b) . The steady configuration of agents is shown in Fig. 3(c) , where both the optimal communication and velocity consensus are achieved.
The velocity consensus is further shown in Fig. 4 . We can find that both v x and v y converge to a constant set, respectively. This means that all agents' velocities become the same and will not change with time. Then the velocity consensus is achieved. Fig. 5 shows the comparison between the proposed flocking law and rigid flocking laws with r d = 10 and r d = 40. From Fig. 5(a) , it can be found that three flocking systems are stabilized. Specifically, for the proposed flocking law, the average neighboring distancer converges to r * ij = 24; while for rigid flocking laws, the average neighboring distancer converges to r d = 10 and r d = 40, respectively. It is shown in Fig. 5(b) that, for the proposed flocking law, the average communication performanceJ converges to φ * = 92%, which implies that the average communication performance of the flocking system is maximized. However, for the rigid flocking law, the average communication performanceJ converges to 87% (r d = 40) and 85% (r d = 10), respectively. This is because that the communication performance of rigid flocking systems is degraded by the path loss effect (for r d = 40) or signal scattering effect (for r d = 10).
C. FLOCKING IN DYNAMIC ENVIRONMENTS
In order to check the adaptiveness of the communicationaware flocking control to the change of communication parameters, we assume that the path loss changes from υ = 3 to υ = 2.5 at t = 100 sec. We compute the current V = 0.72 consensus can still be achieved regardless of the change of communication parameters. Fig. 7 shows that the velocity sets v x and v y in the dynamic environment. We see that after an oscillation at t = 100 sec, both v x and v y converge to a constant set, respectively. This means that velocities of all agents become the same and will not change with time, implying velocity consensus is achieved. Fig. 8 shows the comparison between the proposed flocking law and the rigid flocking law with r d = 24 in the VOLUME 5, 2017 dynamic environment. We can see that when the path loss exponent υ = 3, the average neighboring distancer of both the proposed flocking and rigid flocking converge to r d = r * ij = 24, then the average communication performances of the two flocking systems are maximized (J = φ * = 92%). However, when the path loss exponent changes to υ = 2.5, the proposed flocking law detects the change of environment, and regulates the average neighboring distancer to the new r * ij = 38 and the average communication performance converges to the new optimal value (J = φ * = 94.6%). While the rigid flocking law can not react to the change of environments, the average neighboring distance still converges to r d = 24, thus the average communication performance can not be maximized (J = 93.5%).
VII. CONCLUSION
In nature, almost all biological flocking groups have the ability of reacting to the change of environments. Although rigid flocking laws have been widely used in the scientific community, it suffers from a drawback that it can not evaluate the environment effects on the interaction model. The fundamental reason is that no environment parameters are considered in the AR interaction model. In order to design flocking systems that are adaptive to the change of environments, it is necessary to develop a new interaction model for flocking systems by taking environment parameters into account.
In this paper, we make an attempt to take the communication parameters of the environment into account and design a new flocking law for mobile agents using a cyberphysical approach. The designed flocking system consists of three interacting layers, namely physical layer, cyber layer, and control layer. The physical layer models the dynamical model of mobile agents. In the cyber layer, a new interaction model is proposed for mobile agents by considering communication parameters of the environment. In the control layer, distributed controllers are designed using the proposed interaction model. We provide two theorems to prove the effectiveness of the cyber layer design and control layer design, respectively. Moreover, extensive simulation results are provided to show that the proposed cyber-physical flocking system can react to the change of environments and optimize the communication performance.
