Abstract. A semilinear stochastic fractional order equation, and its deterministic counterpart, is considered. Full discretization of the model problem is carried out and optimal strong rate of convergence is proved, which is (almost) twice the rate of the rate for the implicit Euler method. A generalised exponential Euler method, named here as the Mittag-Leffler Euler integrator, is used for the temporal discretization. Spatial discretization by the spectral Galerkin method is then performed. The framework allows for nonlinearities from a general class of Nemytskij operators. Multiple spatial dimension is allowed when the noise is of trace class. Numerical experiments are presented to validate the theory.
Introduction
We study numerical approximation of a class of semilinear stochastic fractional order equations. Our main example is the fractional order partial differential equation (1.1) u t (x, t) − (J α 0 ∆u(x, ·))(t) = f (u(x, t)) +ξ(x, t), (x, t) ∈ D × (0, T ], with a bounded domain D ⊂ R d , d ∈ N, together with initial condition u(·, 0) = u 0 in D, and boundary condition u = 0 on ∂D. Further, ∆ is the Laplacian, f is a smooth real-valued function,ξ is zero-mean, real-valued, Gaussian noise, and J α 0 is the fractional integral of order α, [12] , (J The present work applies also to the deterministic equation (1.1) withξ = 0. By considering the solution u(t) = u(·, t) as a Hilbert space-valued stochastic process, equation (1.1) can be regarded in an abstract setting as a semilinear stochastic Volterra type evolution equation The framework of this work applies also to slightly more general kernels, which have similar smoothing effects, e.g., the tempered Riesz kernel (1.5) b(t) = 1 Γ(α) t α−1 e −ηt , 0 < α < 1, η ≥ 0, see Remark 1 for further discussion. We note that (1.2) is an integro-differential equation. When the kernel b in (1.2) is smooth, e.g., exponential kernels, these equations reveal a hyperbolic behaviour, whereas for weakly singular kernels, e.g., the Riesz kernel (1.3), they exhibit certain parabolic features. Equation (1.2) can be seen either as an abstract stochastic fractional order ordinary differential equation (ODE) on a suitable Hilbert space H, or as a system of stochastic fractional order ODEs derived from a suitable spatial discretization, e.g., spectral Galerkin method or finite element method.
The literature on numerical methods for stochastic PDEs, such as stochastic parabolic and hyperbolic PDEs, is mature. In some works, by using exponential integrators [6] , the strong rate of convergence has been improved for the stochastic heat equation, see, e.g., [4, 17] , and for the stochastic wave equation, see, e.g., [2] , and the references therein. The drawback of the exponential integrators for stochastic PDEs is that, the eigenfunctions of the operator A and of the covariance operator Q of the noise must coincide and must be known explicitly, so that the scheme can be implemented.
However, the literature on numerical analysis of stochastic fractional order equations is more scarce, containing only [1] , [8] , [9] , to the best of our knowledge. Here, we study full discretization of the model problem (1.1), with strong form (1.2), and its deterministic counterpart, i.e., whenξ = 0. We use a generalised exponential Euler method, named here as the Mittag-Leffler Euler integrator, for the temporal discretization. Full discretization is then formulated by the spectral Galerkin method for spatial discretization. We prove optimal strong rate of convergence, which the temporal rate is (almost) twice the rate of the rate for the implicit Euler method. The framework presented here allows for a general class of Nemytskij operators. Multiple spatial dimension variable is allowed, for the trace class noise. The obtained rate in this work is the best possible and optimal, for both the stochastic equation and its deterministic counterpart, see Remark 3-Remark 6.
Applying implicit integrators, such as the implicit Euler method, to stochastic PDEs do not yield the expected rate of strong convergence compared to the regularity of the solution, see, e.g., [1, 8] , and the references therein. This is the case also for explicit integrators. Besides, these integrators suffer from relatively small stability domain, that require unrealistic small time step sizes for integrating stiff problems. Though implicit integrators, for deterministic PDEs, reach the expected rate of convergence, however, the exponential integrators, which are explicit are exact for the linear parts and compute the non-linear part by simple quadratures. Therefore they are computationally more efficient, [6] .
The solution operator (resolvent) contains full information on regularity of the solution. Exponential integrators, based on using an explicit representation of the (mild) solution in terms of the variation of constant formula, take advantage of this information. It solves the linear part exactly, using linear functionals of the noise, together with approximating the semilinear part using the fact that the integral of the resolvent and its square power is computable exactly. We note that including more information about the noise, and the smoothing effect of the resolvent, generated by the linear operator A in (1.1), has an important role in proving higher order rate of strong convergence.
The outline of the paper is as follows. In §2, we present some preliminaries. Then we formulate the full discretization in §3 and we prove the strong order of convergence. In §4 we discuss numerical implementation and present some experimental results to illustrate the theory.
Preliminaries
Let H be a separable Hilbert space with inner product (·, ·) and norm · and A be a self-adjoint, positive definite, not necessarily bounded operator in H with compact inverse. An important example is H = L 2 (D) and A = −∆ with homogeneous Dirichlet boundary conditions. Let {(λ k , ϕ k )} ∞ k=1 be the eigenpairs of A, i.e., (2.1)
It is known that
and the eigenvectors {ϕ k } ∞ k=1 form an orthonormal basis for H. We introduce the Sobolev spaceṡ
Let L = L(H) denote the space of all bounded linear operators on H. We also consider the space of Hilbert-Schmidt operators, that is, the space of all operators T ∈ L for which
, P) be a filtered probability space, with Bochner spaces
We let Q ∈ L be a self-adjoint, positive semidefinite operator and H 0 = Q 
L2(Ω;R)
, and the Burkholder-Davis-Gundy inequality, for p ≥ 2,
We denote, henceforth,
recalling that α ∈ (0, 1) in (1.3). We quantify the the regularity of the noise by β ∈ (0, 1 ρ ] through the assumption that there is a constant B such that
Trace class noise, Tr(Q) = Q 
There exists a resolvent family {S(t)} t≥0 of bounded linear operators on H, which is strongly continuous for t ≥ 0 and differentiable for t > 0, such that the unique mild solution of (2.5) is given by, [14] ,
We note that the resolvent family does not enjoy the semigroup property due to the nonlocality of the memory term in (2.5). However, an explicit representation is given by the spectral decomposition
where the functions s k (t) are the solutions oḟ
Next, we collect the relevant properties of the resolvent family {S(t)} t≥0 . A simple energy argument shows that the family {S(t)} t≥0 is contractive, i.e.,
Furthermore, we assume that it enjoys the following smoothing properties: There is M such that for t > 0, we have We now recall the semilinear stochastic equation (1.2), which is the abstract form of the model problem (1.1). Its mild solution is an adapted H-valued stochastic process, u(t), such that, for t ∈ [0, T ],
In addition to the singularity exponent ρ = α + 1 ∈ (1, 2) from (1.3) and the regularity parameter β ∈ (0,
, and a constant L, such that
, and A = −∆, the negative of the Dirichlet Laplacian. Here F can be taken to be a Nemytskij operator defined by F (u)(x) = f (u(x)), where f : R → R is a smooth function with bounded derivatives of orders 1 and 2. Then (2.12) clearly holds and (2.14) is satisfied with η > d/2 because of Sobolev's inequality. The additional assumption η ≤ 2 ρ puts a restriction on ρ, namely, 1 < ρ < 4/d. For (2.13) we refer to Lemma 4.4 in [16] , which can be extended from d = 1 to d ≤ 3. Lemma 1. Under the above assumptions, let p ≥ 2, and assume
Proof. The existence and uniqueness of a mild solution u ∈ C([0, T ]; L p (Ω; H)) of (2.12) can be proved, even only under Assumption (2.12), via a standard Banach fixed point argument using (2.4) and (2.8)-(2.10), see, for example the proof of [3, Theorem 3.3] . Therefore,
which is (2.15) with γ = 0. For γ ∈ (0, β), using (2.11), we have
. By using (2.7), (2.8), (2.12), (2.3), and (2.16), we obtain
Lp(Ω;R)
By using (2.4) and (2.8) again, we have
where the integral is finite, since (β − γ)ρ ∈ (0, 1). This completes the proof.
Remark 2. In the deterministic case, i.e., when dW = 0, by following the proof of Lemma 1, it is straightforward to prove that, assuming u 0 ∈Ḣ 2γ for some γ ∈ [0, 1 ρ ), we have the regularity estimate (2.17) sup
Full discretization
In this section we formulate a fully discrete method for approximation of (1.2), the abstract form of (1.1). We use the spectral Galerkin method for spatial discretization in combination with time discretization based on an exponential Euler type method. We refer to the proposed time discretization method as the MittagLeffler Euler integrator (MLEI), since the solution operator can be represented in the form of a generalized Mittag-Leffler operator. We give more details in §4, where numerical examples are presented.
Let 0 = t 0 < t 1 < · · · < t M = T be a uniform partition of the time interval [0, T ], with time step ∆t = t m+1 − t m , m = 0, 1, · · · , M − 1. Then, for m = 0, 1, · · · , M , by using the variation of constant formula (2.11), we have
Following the idea of exponential integrators, we formulate the MLEI
where the convolution containing the nonlinear term is approximated but the linear terms, including the stochastic convolution integral, are computed exactly, see §4 for details.
For spatial discretization, we define finite-dimensional subspaces H N of H by
We also define the operator
which generates a family of resolvent operators {S N (t)} t≥0 in H N . It is known that
The representation of S N , similar to (2.6), is given by
Therefore, the smoothing properties (2.7) and (2.8)-(2.10) also hold for S N with constants independent of N .
Hence, the fully discrete approximation of (1.1), based on the temporal approximation (3.2), is given by
with initial value U N 0 = P N u 0 . Now we state and prove the main theorem, that shows the strong rate of convergence. Theorem 1. Under the above assumptions, with γ ∈ [0, β), we assume in addition that u 0 L4(Ω;Ḣ γ ) ≤ K. Then, for a constant C = C(B, K, L, T, β, ρ, γ), we have
Proof. By subtracting (3.7) from (3.1), we get
By recalling (3.5) and taking norms, we obtain
We note that I 1 , I 2 , and I 4 correspond to the spatial discretization error, while I 3 corresponds to the temporal error.
Spatial error:
The estimate of I 1 is a consequence of (2.7) and (3.6), as
(3.9)
For I 2 , by using (2.8) and (3.6), we have
where we recall that γρ < 1 and use (2.12) and (2.15) with p = 2, γ = 0. Now we estimate I 4 . Using the Itô isometry (2.2), we have
which, by (2.8), (3.6), and since (β − γ)ρ ∈ (0, 1), implies
2. Temporal error: Here we estimate I 3 , i.e.,
L2(Ω;H)
.
We use the Taylor expansion
where the remainder is
to get
By substituting u(σ) and u(t j ) from the variation of constant formula (2.11) in the second term, we have (3.12)
where
, and
. First, using (2.12) and (2.7), we have
To estimate I 3,2 , we have
so that, using (2.13), (2.8), and (2.15), we obtain
Now, by (2.10), we have
and, since γρ ∈ (0, 1), we consequently have
Now we estimate I 3,3 in (3.12). Using (2.12) and (2.7), we have
that, by (2.15) with p = 2, γ = 0, implies
To estimate I 3,4 in (3.12), we have
which, in view of (2.8), (2.13), and (2.15), implies
Now, by (2.12) and (2.14), we have
γρ which, together with (2.15) with p = 4, implies
Then, computing the double integral as
we conclude the estimate (3.16)
We now estimate the terms in (3.12), which are affected by the noise. For I 3,5 , using the fact that the expected value of independent processes is zero, and then the Cauchy-Schwarz inequality, we have
Then, by the Itô isometry (2.2) and (2.12), we have
Now, using (2.4), (2.7), and (2.8), we obtain
and therefore, we conclude the estimate (3.17)
. Now we estimate I 3, 6 . To this end, having
and using (2.8) and (2.13), we obtain
Then, by (2.15) and the Burkholder-Davis-Gundy inequality (2.3),
which, (2.4), (2.10), and (2.15), implies
From this and
we conclude the estimate
To estimate I 3,7 , the last term in (3.12), we have
By (2.8) and (2.14), this implies
which, considering the fact that, [1, Proposition 3.2] ,
Finally, inserting (3.9)-(3.11) and (3.13)-(3.19) into (3.12), we have
which, by Gronwall's inequality, completes the proof.
Remark 3. We note that, the temporal strong rate of convergence is (almost) twice the rate of the backward Euler method, [1, 8] . For instance, in case of the space-time white noise (Q = I) in one dimension, for which β < 1 2 , we recover the rate almost 1 2 for the exponential Euler method for the heat equation (ρ = 1), see e.g., [17] .
Remark 4.
For the deterministic form of the model problem (1.2), i.e., with dW = 0, the rate is therefore O ∆t + λ −γ N +1 ), as expected. Indeed, recalling (3.9) and Remark 2, we have
. We also recall (3.10), for which we have in this case
Remark 5. Due to the Riesz kernel (1.3), the regularity of the solution of (1.1) and its deterministic counterpart is limited, see [11, Theorem 5.5] . Therefore, the obtained rate in this work is the best possible and optimal, for both the stochastic equation and its deterministic counterpart.
Remark 6. The temporal rate O ∆t) for the deterministic problem, coincides with first order explicit and implicit methods, see, e.g., [11] . However, the proposed MLEI in this work does not suffer from limited stability domain, or the need for solving non-linear system of equations, and it is computationally more efficient.
Numerical implementation
In this section we present the explicit form of the exact solution of (1.1), in terms of the Mittag-Leffler functions. Then, we illustrate the temporal strong order of convergence, to confirm the proposed rate in Theorem 1. Recall that the one parameter Mittag-Leffler function E a (z) and its two parameters form E a,b (z), a, b > 0, are defined as
and obviously E a (z) = E a,1 (z). Taking the Laplace transform of (2.11), when
Then the resolvent family is given by
To explain the computer implementation of the full-discrete method (3.7), we note that
Suppose that Q has the same eigenfunctions as A, so that Qv = We illustrate the temporal convergence by computing two uncoupled eigenmodes, one with small λ k and one with large λ k . We use space-time white noise Q = I in one dimension, for which β < 
