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§1. Introduction
The Schro¨dinger-Virasoro Lie algebras (including both original and twisted sectors) and
their deformations were respectively introduced in [5] (further investigated in [6, 8]) and
[15], in the context of non-equilibrium statistical physics, which are closely related to the
Schro¨dinger Lie algebra and the Virasoro Lie algebra. The Lie algebras Lsλ,µ (l, µ ∈ C)
considered in this paper called deformative Schro¨dinger-Virasoro Lie algebras ( see [15]),
possess the C-basis {Ln, Mn, Ys+n |n ∈ Z, s = 0 or
1
2
} with the following non-vanishing Lie
brackets:
[Ln, Lm] = (m− n)Lm+n, [Ln, Ys+m ] = (s+m−
(l+1)n
2
+ µ)Ys+m+n,
[Ln,Mm] = (m− ln + 2µ)Mm+n, [ Ys+n, Ys+m ] = (m− n)M2s+m+n.
(1.1)
There appeared a series of papers on these infinite-dimensional Lie algebras due to their in-
terests and importance. The non-trivial vertex algebra representations of the original sector
were explicitly constructed in [19]. The Lie bialgebra structures, modules of intermediate
series and Whittaker modules over the original Schro¨dinger-Virasoro Lie algebra were re-
spectively determined in [4, 11, 23]. The derivations, central extensions and automorphism
group of the extended sector were investigated in [3]. The automorphisms together with
Verma modules and central extensions together with derivations for generalized Schro¨dinger-
Virasoro algebras were respectively investigated in [18] and [20]. The second cohomology
group of the deformative Schro¨dinger-Virasoro algebras (both original and twisted) were de-
termined by [9, 10, 15] completely. Derivations and automorphisms of twisted deformative
Schro¨dinger-Virasoro Lie algebras were described in [21].
For any C-Lie algebra g, a symmetric bilinear forms ϕ on g is called g-invariant if it
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satisfies
ϕ([x, y], z) = ϕ(x, [y, z]), ∀ x, y, z ∈ g.
Denote Inv(g,C) the set of all C-valued symmetric g-invariant bilinear forms on the Lie al-
gebra g. The non-degeneracy of a form ϕ ∈ Inv(g,C) means ϕ(x, g) = 0 implying x = 0. It
is well known that non-degenerate symmetric invariant bilinear forms paly important roles
in the structures and representations of Lie algebras and the Lie algebras with nondegen-
erate, symmetric and invariant bilinear forms (usually called quadratic Lie algebras) play a
privileged role in physics (see [1, 3, 7, 22] and their references).
The main purpose of this paper is to determine the non-degenerate invariant bilinear
forms of deformative Schro¨dinger-Virasoro algebras Lsλ,µ (l, µ ∈ C) defined above, which can
be formulated as the following theorem.
Theorem 1.1
Inv(Lsl,µ,C)
∼=


Cϕ 1
2
Z,−1 if µ ∈
1
2
Z, λ = −1,
Cϕs+Z,−3 if µ ∈ s+ Z, λ = −3,
Cϕs+Z,−5 if µ ∈ s+ Z, λ = −5,
Cϕs+Z,−2 if µ ∈ s+ Z, λ = −2,
Cϕ 1
2
Zupslopes+Z,−2 if µ ∈
1
2
Zupslopes + Z, λ = −2,
0 otherwise,
where the corresponding non-vanishing components can be given as follows:
ϕ 1
2
Z,−1(L0,M−2µ) = 1, ϕ 1
2
Z,−1(Yp, Y−p−2µ) = −2(1− δp,−µ),
ϕs+Z,−3(L0,M−2µ) = 1, ϕs+Z,−5(Ln, Y−n−µ) = 1,
ϕ 1
2
Zupslopes+Z,−2(Ln,M−n−2µ) = 1, ϕs+Z,−2(Ln,M−n−2µ) = 1, ϕs+Z,−2(Yp, Y−p−2µ) = −2,
for s = 0 or 1
2
and all n ∈ Z, p ∈ s+ Z.
In order to present the corollary of the above theorem, we shall introduce some related
notions based on a Lie algebra S. A 2-cocycle on S is a C-bilinear function ψ : S ×S −→ C
satisfying the skew-symmetry and the Jacobi identity
ψ(x, y) = −ψ(y, x), (1.2)
ψ([x, y], z) = ψ(x, [y, z])− ψ(y, [x, z]), (1.3)
for any x, y, z ∈ S. Denote by C2(S,C) the vector space of 2-cocycles on S. For any C-linear
function f : S −→ C, one can define a 2-cocycle ψf as follows:
ψf (x, y) = f([x, y]), ∀ x, y ∈ S, (1.4)
2
which is called a 2-coboundary or a trivial 2-cocycle on S. Denote by B2(S,C) the vector
space of 2-coboundaries on S. A 2-cocycle φ is said to be equivalent to another 2-cocycle ψ
if φ− ψ is trivial. The quotient space
H2(S,C)=C2(S,C)/B2(S,C), (1.5)
is called the second cohomology group of S. It is known that the second cohomology group
H2(Lsl,µ,C) of the deformative Schro¨dinger-Virasoro algebras (both original and twisted)
have been determined by [9, 10, 15] completely.
Any Lie algebraN will become a Leibniz algebra if we remove the condition [x, y]+[y, x] =
0 ( ∀ x, y ∈ N ). Any 2-cocycle ψ : N×N −→ C will become a Leibniz 2-cocycle if we remove
the condition (1.2). We use C2L(N ,C) and B
2
L(N ,C) respectively to denote the vector spaces
of Leibniz 2-cocycles and Leibniz 2-coboundaries on N . Then the corresponding quotient
space H2L(N ,C)=C
2
L(N ,C)/B
2
L(N ,C) is called the second Leibniz cohomology group of N .
There is a natural question whether the second cohomology group is consistent with the
second Leibniz cohomology group for a given Lie algebra. The non-degenerateness of all
the invariant bilinear forms on the corresponding Lie algebra plays the central role. The
following proposition describes the details, which can be found in some references (e.g.,
[3, 7, 14]).
Proposition 1.2 For any Lie algebra g over C, the following exact sequence holds:
0 −→ H2(g,C)
pi
−→ H2L(g,C)
ξ
−→ Inv(g,C)
ψ
−→ H3(g,C)
where Inv(g,C) denotes the space spanned by the symmetric invariant bilinear forms on
g, pi is the natural embedding map, ξ is defined by ξ(µ)(x, y) = µ(x, y) + µ(y, x) for any
µ ∈ H2L(g,C), x, y ∈ g, and ψ is the Cartan-Koszul map defined by ψ(ν)(x, y, z) = ν([x, y], z)
for any ν ∈ Inv(g,C), x, y, z ∈ g.
The following corollary can be easily verified from Theorem 1.1 and Proposition 1.2.
Corollary 1.3
H2L(L
s
l,µ,C) =


H2(Ls
−1,µ,C)⊕ Cχ 1
2
Z,−1 if µ ∈
1
2
Z, λ = −1,
H2(Ls
−3,µ,C)⊕ Cχs+Z,−3 if µ ∈ s+ Z, λ = −3,
H2(Ls
−5,µ,C)⊕ Cχs+Z,−5 if µ ∈ s+ Z, λ = −5,
H2(Ls
−2,µ,C)⊕ Cχs+Z,−2 if µ ∈ s+ Z, λ = −2,
H2(Ls
−2,µ,C)⊕ Cχ 1
2
Zupslopes+Z,−2 if µ ∈
1
2
Zupslopes + Z, λ = −2,
H2(Lsl,µ,C) otherwise,
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where the corresponding non-vanishing components can be given as follows:
χ 1
2
Z,−1(L0,M−2µ) = 1, χ 1
2
Z,−1(Yp, Y−p−2µ) = −2(1− δp,−µ),
χs+Z,−3(L0,M−2µ) = 1, χs+Z,−5(Ln, Y−n−µ) = 1,
χ 1
2
Zupslopes+Z,−2(Ln,M−n−2µ) = 1, χs+Z,−2(Ln,M−n−2µ) = 1, χs+Z,−2(Yp, Y−p−2µ) = −2,
for s = 0 or 1
2
and all n ∈ Z, p ∈ s+ Z.
§2. Proof of Theorem 1.1
The following lemma is known from the references and also can be easily deduced.
Lemma 2.1 ϕ(Lm, Ln) = 0, ∀ ϕ ∈ Inv(Lsl,µ,C), m, n ∈ Z.
For any m ∈ Z, p ∈ s+ Z with p + µ 6= 0, the following identities hold:
ϕ(Lm, Yp) =
1
p+ µ
ϕ(Lm, [L0, Yp]) =
1
p+ µ
ϕ([Lm, L0], Yp) = −
m
p+ µ
ϕ(Lm, Yp), (2.1)
which implies the following two lemmas.
Lemma 2.2 If µ /∈ s+ Z, then ϕ(Lm, Yp) = 0, ∀ ϕ ∈ Inv(Lsl,µ,C), m ∈ Z, p ∈ s+ Z.
Lemma 2.3 If µ ∈ s+Z, then ϕ(Lm, Yp) = 0, ∀ ϕ ∈ Inv(Lsl,µ,C), m ∈ Z, p ∈ s+Z with
the additional conditions p 6= −µ and m+ p 6= −µ.
Lemma 2.4 If µ ∈ s+ Z, then ϕ(Lm, Y−µ) = 0, ∀ ϕ ∈ Inv(Lsl,µ,C), m ∈ Z
∗.
Proof If µ ∈ s+ Z and λ 6= −3, ϕ(Lm, Y−µ) can be rewritten as
−2
λ+ 3
ϕ(Lm, [L1, Y−µ−1]) =
−2
λ+ 3
ϕ([Lm, L1], Y−µ−1) =
2(m− 1)
λ+ 3
ϕ(Lm+1, Y−µ−1), (2.2)
which gives
ϕ(Lm, Y−µ) = 0, ∀ ϕ ∈ Inv(L
s
l,µ,C), m ∈ Z
∗, µ ∈ s+ Z, λ 6= −3.
If µ ∈ s+ Z, λ = −3 and m 6= 2, ϕ(Lm, Y−µ) can be rewritten as
1
2−m
ϕ([Lm−1, L1], Y−µ) =
1
2−m
ϕ(Lm−1, [L1, Y−µ]) =
1
2−m
ϕ(Lm−1, Y1−µ), (2.3)
which gives
ϕ(Lm, Y−µ) = 0, ∀ ϕ ∈ Inv(L
s
l,µ,C), m ∈ Z
∗\{2}, µ ∈ s+ Z, λ = −3.
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If µ ∈ s+ Z and λ = −3, ϕ(L2, Y−µ) can be rewritten as
1
4
ϕ([L−1, L3], Y−µ) =
1
4
ϕ(L−1, [L3, Y−µ]) =
3
4
ϕ(L−1, Y3−µ), (2.4)
which gives
ϕ(L2, Y−µ) = 0, ∀ ϕ ∈ Inv(L
s
l,µ,C), µ ∈ s+ Z, λ = −3.
Then the lemma follows. 
When µ ∈ s+ Z and m ∈ Z∗, one has the following identities:
ϕ(Lm, Y−m−µ) =
1
m
ϕ([L0, Lm], Y−m−µ) =
1
m
ϕ(L0, [Lm, Y−m−µ]) = −
λ+ 3
2
ϕ(L0, Y−µ), (2.5)
which combining with Lemmas 2.3 and 2.4, concludes the following lemma.
Lemma 2.5 If µ ∈ s + Z, then ϕ(Lm, Yp) = −
λ+3
2
δp,−m−µϕ(L0, Y−µ), ∀ ϕ ∈ Inv(Lsl,µ,C),
m ∈ Z∗, p ∈ s+ Z and ϕ(L0, Yq) = 0, ∀ − µ 6= q ∈ s+ Z.
For any µ ∈ s + Z and m, n ∈ Z, the following identity
ϕ([Lm, Ln], Y−µ−m−n) = ϕ(Lm, [Ln, Y−µ−m−n])
gives
(m− n)ϕ(Lm+n, Y−µ−m−n) =
(
m+
λ + 3
2
n
)
ϕ(Lm, Y−µ−m]).
If l 6= −3 and m, m+ n ∈ Z∗, using Lemma 2.5, one further has
λ+ 5
2
nϕ(L0, Y−µ) = 0,
which implies
ϕ(L0, Y−µ) = 0, ∀ µ ∈ s+ Z for the cases l 6= −5,−3.
Then one has the following lemma.
Lemma 2.6 For any µ ∈ s+ Z and ϕ ∈ Inv(Lsl,µ,C),
ϕ(Lm, Yp) =


δp,−m−µϕ(L0, Y−µ) if l = −5,
0 if l 6= −5,−3,
0 if l = −3, (m, p) 6= (0,−µ).
Lemma 2.7 If µ /∈ 1
2
Z, then ϕ(Ln,Mm) = 0, ∀ ϕ ∈ Inv(Lsl,µ,C), m,n ∈ Z.
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Proof For any m,n ∈ Z and µ /∈ 1
2
Z, the following identities hold:
ϕ(Ln,Mm)=
1
m+ 2µ
ϕ(Ln, [L0,Mm])=
1
m+ 2µ
ϕ([Ln, L0],Mm)=
−n
m+ 2µ
ϕ(Ln,Mm), (2.6)
which gives
ϕ(Ln,Mm) = 0, ∀ m,n ∈ Z.
Then the lemma follows. 
Lemma 2.8 If µ ∈ 1
2
Z, then ϕ(Ln,Mm) = −(λ+1)δm,−n−2µϕ(L0,M−2µ), ∀ ϕ ∈ Inv(Lsl,µ,C),
n ∈ Z∗ and ϕ(L0,Mm) = 0, ∀ − 2µ 6= m ∈ Z.
Proof For the case µ ∈ 1
2
Z, the identity (2.6) also gives
ϕ(Ln,Mm) = 0, ∀ m 6= −2µ, m+ n 6= −2µ. (2.7)
For λ 6= −1 and n ∈ Z∗, ϕ(Ln,M−2µ) can be rewritten as
−1
λ+ 1
ϕ(Ln, [L1,M−2µ−1]) =
−1
λ+ 1
ϕ([Ln, L1],M−2µ−1) =
n− 1
λ+ 1
ϕ(Ln+1,M−2µ−1), (2.8)
which together with (2.7), gives
ϕ(Ln,M−2µ) = 0, ∀ n ∈ Z
∗, λ 6= −1.
For the case λ = −1, if n ∈ Z\{0, 2}, ϕ(Ln,M−2µ) can be rewritten as
1
2− n
ϕ([Ln−1, L1],M−2µ) =
1
2− n
ϕ(Ln−1, [L1,M−2µ]) =
1
2− n
ϕ(Ln−1,M1−2µ), (2.9)
which together with (2.7), gives
ϕ(Ln,M−2µ) = 0, ∀ n ∈ Z\{0, 2}.
For the case λ = −1, ϕ(L2,M−2µ) = 0 can be obtained from the following deductions:
ϕ(L2,M−2µ) =
1
4
ϕ([L−1, L3],M−2µ) =
1
4
ϕ(L−1, [L3,M−2µ]) =
3
4
ϕ(L−1,M3−2µ).
Thus
ϕ(Ln,M−2µ) = 0, ∀ n ∈ Z
∗.
For any n ∈ Z∗, ϕ(Ln,M−n−2µ) can be rewritten as
1
n
ϕ([L0, Ln],M−n−2µ) =
1
n
ϕ(L0, [Ln,M−n−2µ]) = −(λ + 1)ϕ(L0,M−2µ). (2.10)
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Then the lemma follows. 
For any µ ∈ 1
2
Z and m, n ∈ Z, the following identity
ϕ([Lm, Ln],M−2µ−m−n) = ϕ(Lm, [Ln,M−2µ−m−n])
gives
(m− n)ϕ(Lm+n,M−2µ−m−n) = (m+ n + λn)ϕ(Lm,M−2µ−m).
If l 6= −1 and m, m+ n ∈ Z∗, using Lemma 2.8, one further has
(λ+ 2)nϕ(L0,M−2µ) = 0,
which implies
ϕ(L0,M−2µ) = 0, ∀ µ ∈
1
2
Z for the cases l 6= −2,−1.
Then one has the following lemma.
Lemma 2.9 For any µ ∈ 1
2
Z and ϕ ∈ Inv(Lsl,µ,C),
ϕ(Ln,Mm) =


δn,−m−2µϕ(L0,M−2µ) if l = −2,
0 if l 6= −2,−1,
0 if l = −1, (n,m) 6= (0,−2µ).
Lemma 2.10 ϕ(Yp,Mm) = 0, ∀ ϕ ∈ Inv(Lsl,µ,C), p ∈ s+ Z, m ∈ Z.
Proof If µ /∈ s+ Z, ϕ(Yp,Mm) = 0 follows from the following identities:
ϕ(Yp,Mm) =
ϕ([L0, Yp],Mm])
p+ µ
=
ϕ(L0, [Yp,Mm])
p+ µ
.
If µ ∈ s + Z, p 6= −µ, ϕ(Yp,Mm) = 0. If µ ∈ s + Z and λ 6= −3, ϕ(Y−µ,Mm) = 0 follows
from the following identities:
ϕ(Y−µ,Mm) = −
2ϕ([L1, Y−µ−1],Mm)
λ+ 3
= −
2ϕ(L1, [Y−µ−1,Mm])
λ+ 3
.
If µ ∈ s + Z, λ = −3, s = 0 and m ∈ Z∗, then µ ∈ Z, ϕ(Y−µ,Mm) = 0 follows from the
following identities:
ϕ(Y−µ,Mm) =
1
m
ϕ(Y−µ, [L−µ,Mm+µ]) =
1
m
ϕ([Y−µ, L−µ],Mm+µ) =
−µ
m
ϕ(Y−2µ,Mm+µ).
If µ 6= 0, ϕ(Y−µ,M0) = 0 follows from the following identities:
ϕ(Y−µ,M0) =
1
4µ
ϕ(Y−µ, [Lµ,M−µ]) =
1
4µ
ϕ([Y−µ, Lµ],M−µ) =
−1
4
ϕ(Y0,M−µ).
7
If µ = 0, ϕ(Y0,M0) = 0 follows from the following identities:
ϕ(Y0,M0) =
1
2
ϕ(Y0, [L1,M−1]) =
1
2
ϕ([Y0, L1],M−1) =
−1
2
ϕ(Y1,M−1).
If µ ∈ s+ Z, λ = −3, s = 1
2
and m 6= −2 − 2µ, ϕ(Y−µ,Mm) = 0 follows from the following
identities:
ϕ(Y−µ,Mm) =
1
m+ 2 + 2µ
ϕ(Y−µ, [L1,Mm−1]) =
1
m+ 2 + 2µ
ϕ([Y−µ, L1],Mm−1).
If µ ∈ s + Z, λ = −3, s = 1
2
and m = −2 − 2µ, ϕ(Y−µ,M−2−2µ) = 0 follows from the
following identities:
ϕ(Y−µ,M−2−2µ) = −
1
4
ϕ(Y−µ, [L−1,M−1−2µ])
= −
1
4
ϕ([Y−µ, L−1],M−1−2µ) = −
1
4
ϕ([Y−µ−1,M−1−2µ).
Then the lemma follows. 
Lemma 2.11 ϕ(Mn,Mm) = 0, ∀ ϕ ∈ Inv(Lsl,µ,C), m,n ∈ Z.
Proof For any m ∈ Z, 3n 6= 2s, one has
ϕ(Mn,Mm) =
ϕ([Ys−n, Y2n−s],Mm)
3n− 2s
=
ϕ(Ys−n, [Y2n−s,Mm])
3n− 2s
=
ϕ(Ys−n, 0)
3n− 2s
= 0.
For the case s = 0 and any m ∈ Z, one has
ϕ(M0,Mm) =
1
2
ϕ([Y−1, Y1],Mm) =
1
2
ϕ(Y−1, [Y1,Mm]) =
1
2
ϕ(Y−1, 0) = 0.
Then the lemma follows. 
Lemma 2.12 If µ /∈ 1
2
Z, then ϕ(Yp, Yq) = 0, ∀ ϕ ∈ Inv(Lsl,µ,C), p, q ∈ s+ Z.
Proof ϕ(Ys+n, Ys+m) can be written as
−
ϕ([Ys+n, L0], Ys+m)
s+ n+ µ
= −
ϕ(Ys+n, [L0, Ys+m])
s + n+ µ
= −
s+m+ µ
s+ n+ µ
ϕ(Ys+n, Ys+m), (2.11)
which implies the lemma. 
The identity (2.11) also implies the following lemma.
Lemma 2.13 If µ ∈ 1
2
Z, then ϕ(Yp, Yq) = 0, ∀ ϕ ∈ Inv(Lsl,µ,C), p, q ∈ s + Z with p 6= −µ
and p+ q 6= −2µ.
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Lemma 2.14 If µ ∈ s + Z, then ϕ(Y−µ, Yq) = 0, ∀ ϕ ∈ Inv(Lsl,µ,C), p, q ∈ s + Z with
q 6= −µ.
Proof If p = −µ, λ 6= −3 and q 6= −µ, then
ϕ(Y−µ, Yq) =
2
λ+ 3
ϕ([Y−µ−1, L1], Yq) =
2
λ+ 3
ϕ(Y−µ−1, [L1, Yq])
=
2(q − λ+1
2
+ µ)
λ+ 3
ϕ(Y−µ−1, Yq+1) = 0.
If p = −µ, λ = −3 and q 6= −µ, then
ϕ(Y−µ, Yq) =
1
q + µ
ϕ(Y−µ, [L0, Yq]) =
1
q + µ
ϕ([Y−µ, L0], Yq) = 0,
which implies the lemma. 
Then Lemmas 2.13 and 2.14 imply the following lemma.
Lemma 2.15 If µ ∈ 1
2
Z, then ϕ(Yp, Yq) = 0, ∀ ϕ ∈ Inv(L
s
l,µ,C), p, q ∈ s + Z with p + q 6=
−2µ.
Furthermore, for any ϕ ∈ Inv(Lsl,µ,C) and µ ∈
1
2
Z, one has the following lemma.
Lemma 2.16 (1) If p 6= −µ, then ϕ(Yp, Y−2µ−p) = −2ϕ(L0,M−2µ).
(2) If λ 6= −3, then ϕ(Y−µ, Y−µ) =
2(λ+1)
λ+3
ϕ(L0,M−2µ).
Proof If µ ∈ 1
2
Z, p 6= −µ and p+ q = −2µ, then
ϕ(Yp, Yq) =
1
p+ µ
ϕ([L0, Yp], Yq) =
1
p+ µ
ϕ(L0, [Yp, Yq)]
=
q − p
p+ µ
ϕ(L0,M−2µ) = −2ϕ(L0,M−2µ).
If µ ∈ s+ Z, p = q = −µ, λ 6= −3, then
ϕ(Y−µ, Y−µ) =
−2
λ+ 3
ϕ([L1, Y−µ−1], Y−µ) =
−2
λ+ 3
ϕ(L1, [Y−µ−1, Y−µ])
=
−2
λ+ 3
ϕ(L1,M−2µ−1) =
2(λ+ 1)
λ+ 3
ϕ(L0,M−2µ).
The lemma follows. 
Using Lemma 2.9, we obtain the following lemma.
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Lemma 2.17 For any µ ∈ 1
2
Z and ϕ ∈ Inv(Lsl,µ,C),
ϕ(Yp, Yq) =


−2δp,−2µ−qϕ(L0,M−2µ) if l = −2,
−2(1− δp,−µ)δp,−2µ−qϕ(L0,M−2µ) if l = −1,
0 if l 6= −3,−2,−1,
0 if l = −3, (p, q) 6= (−µ,−µ).
Proof of Theorem 1.1 It can be easily verified from Lemmas 2.1, 2.2, 2.6, 2.7, 2.9—2.12
and 2.17. 
References
[1] G. Favre, L. Santhroubane, Symmetric, invariant, non-degenerate bilinear form on a Lie
algebra, J. Algebra, 105 (1987), 451–464.
[2] S. Gao, C. Jiang, Y. Pei, Structure of the extended Schro¨dinger-Virasoro Lie algebra, Alg.
Colloq., 16 (2009), 549–566.
[3] S. Gao, C. Jiang, Y. Pei, Low-dimensional cohomology groups of the Lie algebras W (a, b),
Comm. Algebra, 39 (2011), 397–423.
[4] J. Han, J. Li, Y. Su, Lie bialgebra structures on the Schro¨dinger-Virasoro Lie algebra, J.
Math Phys., 50 (2009), 083504.
[5] M. Henkel, Schro¨dinger invariance and strongly anisotropic critical systems, J. Stat. Phys.,
75 (1994), 1023–1029.
[6] M. Henkel, Phenomenology of local scale invariance: from conformal invariance to dynam-
ical scaling, Nucl. Phys. B, 641 (2002), 405–410.
[7] N. Hu, Y. Pei, D. Liu, A cohomological characterization of Leibniz central extensions of
Lie algebras, Proc. Amer. Math. Soc., 136 (2008), 437–447.
[8] M. Henkel, J. Unterberger, Schro¨dinger invariance and space-time symmetries, Nucl. Phys.
B, 660 (2003), 407–412.
[9] J. Li, 2-cocycles of twisted deformative Schro¨dinger-Virasoro algebra, Comm. Algebra, 40
(2012), 1933–1950.
[10] J. Li, Y. Su, L. Zhu, 2-cocycles of original deformative Schro¨dinger-Virasoro algebras,
Science in China Series A, 51 (2008), 1989–1999.
[11] J. Li, Y. Su, Representations of the Schro¨dinger-Virasoro algebras, J. Math. Phys, 49
(2008), 053512.
[12] W. Li, 2-cocycles on the algebra of differential operators, J. Algebra 122 (1989), 64–80.
[13] W. Li, R.L. Wilson, Central extensions of some Lie algebras, Proc. Amer. Math. Soc. 126
(1998), 2569–2577.
[14] T. Pirashvili, On Leibniz homology, Ann. Inst. Fourier (Grenoble) 44 (1994), 401–411.
[15] C. Roger, J. Unterberger, The Schro¨dinger-Virasoro Lie group and algebra: representation
theory and cohomological study, Ann. Henri Poincare´, 7 (2006), 1477–1529.
10
[16] Y. Su, 2-cocycles on the Lie algebras of generalized differential operators, Comm. Algebra,
30 (2002), 763–782.
[17] Y. Su, K. Zhao, Second cohomology group of generalized Witt type Lie algebras and certain
reperesentations, Comm. Algebra, 30 (2002), 3285–3309.
[18] S. Tan, X. Zhang, Automorphisms and Verma modules for generalized Schro¨dinger-Virasoro
algebras, J. Algebra, 322 (2009), 1379–1394.
[19] J. Unterberger, On vertex algebra representations of the Schro¨dinger-Virasoro Lie algebra,
Nuclear Physics B, 823 (2009), 320–371.
[20] W. Wang, J. Li, B. Xin, Central extensions and derivations of generalized Schro¨dinger-
Virasoro algebras, Alg. Colloq., 19 (2012), 735–744.
[21] W. Wang, J. Li, Y. Xu, Derivations and automorphisms of twisted deformative Schro¨dinger-
Virasoro Lie algebras, Comm. Algebra, 40 (2012), 3365–3388.
[22] L. Zhu, D. Meng, Quadratic Lie algebras and commutative associative algebras, Comm.
Algebra, 29 (2001), 2249–2268.
[23] X. Zhang, S. Tan, H. Lian, Whittaker modules for the Schro¨dinger-Witt algebra, J. Math.
Phys., 51 (2010), 083524.
11
