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Resumen
Las tecnologías basadas en la denominada Realidad Aumentada1 consisten
en la superposición de información virtual sobre la imagen del mundo real que un
determinado dispositivo electrónico es capaz de mostrar en su pantalla. Aunque
el término hace referencia a tecnologías con más de 50 años de antigüedad, su
mayor expansión se ha realizado en los últimos años. Se pueden ver ejemplos de
Realidad Aumentada en áreas tan diversas como cirugía avanzada, arquitectura,
turismo, sector militar, marketing... . Esta expansión se debe al vertiginoso avan-
ce de las tecnologías actuales que se ha producido en el sector de la telefonía
móvil, lanzando al mercado dispositivos que incorporan hardware y software con
importantes prestaciones. Con ellos se dispone de todo lo necesario para reali-
zar AR: cámara, pantalla a color de alta resolución, procesador... . No obstante,
si lo que se pretende es que varios dispositivos interactúen entre sí utilizando la
misma aplicación de AR se necesitará un nivel mínimo de prestaciones. A este
tipo de aplicaciones se les conoce como aplicaciones de Realidad Aumentada
Colaborativa 2 y, para que haya una interacción fluida entre los usuarios de es-
te tipo de aplicaciones, se necesita que respondan en lo que se llama Tiempo
interactivo (cota actualmente establecida en menos de 250 ms.).
Debido a la gran variedad de dispositivos móviles existentes en el mercado
actual, a las distintas gamas y a que ofrecen prestaciones muy distintas unos de
otros, es necesario efectuar una caracterización de los más representativos para
poder decidir si, por ejemplo, un teléfono móvil de última generación es adecuado
o no para ejecutar aplicaciones CAR. Por lo tanto, la primera parte de esta tesis
1Más conocida por AR, del inglés “Augmented Reality”.
2Conocido usualmente por CAR, del inglés “Collaborative Augmented Reality”.
VI RESUMEN
se centra en la caracterización de los dispositivos móviles actuales.
Tras analizar los dispositivos móviles como elementos individuales de AR es
necesario analizar cómo se comportan en conjunto, mientras colaboran en la
misma aplicación CAR. Por lo tanto, en la segunda parte de la tesis se va a
realizar un sistema CAR que permita, por una parte recrear miles de dispositivos
móviles con comportamiento interactivo y, por la otra, medir el comportamiento
del sistema para evaluar su escalabilidad y dónde están sus posibles cuellos de
botella. Tras este análisis se realizarán diversas modificaciones al sistema para
tratar de eliminar dichos cuellos de botella y mejorar el rendimiento general del
mismo.
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1
Introducción
1.1. Motivación
La Realidad Aumentada1, se define como la tecnología que permite la su-
perposición de información generada sintéticamente a través de un computador
sobre la imagen del mundo real que un dispositivo electrónico ofrece en su pan-
talla. En la Figura 1.1 se muestra un ejemplo de AR. La parte superior muestra
el mundo real, lo que se observa a simple vista, en este caso el campanario de
la Catedral de Valencia (conocido como “El Miguelete”). En la parte inferior se
muestra la misma imagen pero aumentada a través de un dispositivo móvil. La
información aumentada aquí es la superposición de la fecha actual, las coorde-
nadas en las que se está ubicado y un resumen de la historia del campanario.
1Conocida como AR por las siglas en inglés de “Augmented Reality”.
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Figura 1.1: Ejemplo de Realidad Aumentada sobre el campanario de la Catedral
de Valencia. Imagen superior: vista del mundo real; imagen inferior: vista con
Realidad aumentada
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Por lo tanto, para obtener AR se necesita al menos integrar la acción de una
cámara que capte el mundo real, un procesador que permita averiguar qué ele-
mento se debe localizar del mundo real, y una pantalla que muestre el mundo
real y le superponga la información adicional que se considere oportuna. Exis-
ten muchos ejemplos de AR en nuestra vida cotidiana; son muy comunes al ver
deportes en la televisión, como los minutos que quedan en un partido de balon-
cesto, el marcador de un partido de tenis o, incluso, la línea que demuestra que
un delantero está en fuera de juego cuando se ve un partido de futbol. Un ejem-
plo ilustrativo se muestra en la Figura 1.2, donde se observan tres imágenes de
deportes vistos por la televisión y que incluyen Realidad Aumentada como la des-
crita anteriormente. También se pueden observar ejemplos de AR en educación,
para visualizar objetos en 3 dimensiones (3D) como partes del cuerpo humano
o animales extintos, como los que se observan en la Figura 1.3. Si se añade
un GPS (Sistema de Posicionamiento Global) a esos componentes mínimos, se
puede usar la AR para obtener información sobre la zona en la que se esté. E
incluso se puede obtener información sobre las cosas que existen en la dirección
en la que se mira si se añade una brújula, como se muestra en la Figura 1.4.
Figura 1.2: Ejemplos de AR en los deportes que se visualizan por la televisión.
De izq. a dcha.: baloncesto, tenis y fútbol
Con todo esto se puede obtener una aplicación de AR para una única perso-
na, pero si se da el caso de que varias personas quieren compartir o visualizar la
misma información simultáneamente, se necesita además un medio para que se
comuniquen. A este concepto hacen referencia las llamadas tecnologías de AR
Colaborativa, normalmente representada por las siglas CAR, de sus iniciales en
inglés “Collaborative Augmented Reality”2. Se define CAR como toda tecnología
de AR en la que interviene e interactúa más de un dispositivo simultáneamen-
te. Dicha interacción puede ser local o remota. Se suele denominar interacción
2De aquí en adelante, se utilizará esas siglas para hacer referencia a la Realidad aumentada
Colaborativa
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Figura 1.3: Ejemplos de AR en educación. Observamos huesos virtuales del bra-
zo superpuestos a un brazo real (foto izq.) y dinosaurios en 3D sobre un libro
(foto dcha.)
Figura 1.4: Ejemplos de AR con GPS y brújula en los que se obtiene información
sobre la zona que se está mirando por la cámara (foto izq.) y sobre la zona en la
que se está (foto dcha.)
local cuando todos los participantes se localizan físicamente en el mismo sitio
y, evidentemente, será remota cuando al menos un participante no está presen-
te físicamente. Véase un ejemplo en la Figura 1.5, donde en la imagen de la
derecha se observa una aplicación para móvil que proporciona información in-
mobiliaria sobre inmuebles disponibles en la cercanía del usuario, mientras que
la foto de la izquierda muestra en funcionamiento una aplicación para turistas
que proporciona información que les pueda ser útil, como la ubicación de caje-
ros, restaurantes... . Por lo tanto, en la colaboración remota, parte de la labor de
la aplicación CAR será simular que todos los participantes comparten espacio
físico. Un ejemplo de ello es la videoconferencia de (Billinghurst and Kato, 1999),
en la que se simula con un sistema CAR una reunión en la que todas las per-
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Figura 1.5: Foto izq. ejemplo CAR local. Foto dcha. ejemplo sistema CAR remoto
sonas están en la misma sala. Existen muchos más ejemplos de sistemas CAR,
puesto que se utiliza en escuelas, talleres, videojuegos, museos, etc. .
Inicialmente el único dispositivo que permitía englobar todos los elementos
mínimos para la existencia de AR o CAR era el ordenador personal (PC). Pese
a ser un buen punto de partida, el tamaño y peso del PC impedía su uso en ex-
teriores y limitaba el movimiento. A medida que la tecnología ha ido avanzando,
se han ido utilizando dispositivos cada vez más pequeños, pasando por ordena-
dores portátiles, dispositivos HMD3 que se montaban en cabeza y manos, etc..
En la actualidad, los más utilizados son los dispositivos móviles, entre los que
se incluyen los teléfonos móviles de última generación o inteligentes (“smartpho-
nes”) y tabletas. Estos dispositivos, pese a tener un tamaño reducido, disponen
de todos los recursos necesarios para ejecutar aplicaciones CAR, entre los que
se incluyen pantallas a color, procesadores potentes, cámaras con objetivos de
varios megapíxeles de resolución, conectividades diversas e incluso GPU.
Como los teléfonos móviles inteligentes son relativamente recientes, sólo se
han hecho algunas medidas de rendimiento a nivel de tecnologías relacionadas
con la AR. Por lo que respecta a las aplicaciones CAR, según nuestro conoci-
miento en el momento de redacción de este documento de tesis doctoral, no
se ha realizado ningún estudio de rendimiento a nivel de parámetros de presta-
ciones clásicas de los sistemas distribuidos como latencia, productividad, etc. y
3Del inglés “Head Mounted Display”
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tampoco se ha realizado ningún estudio de escalabilidad. Para que las aplica-
ciones CAR puedan utilizarse en grandes entornos, es necesario un estudio y/o
mejora de la escalabilidad y prestaciones que se pueden conseguir con estos
sistemas cuando se usan teléfonos móviles como dispositivos cliente.
1.2. Objetivos
El objetivo principal de esta tesis doctoral consiste en mejorar las presta-
ciones de los sistemas CAR sobre dispositivos móviles. Este objetivo se puede
dividir a su vez en los siguientes subobjetivos:
- Caracterizar los teléfonos móviles de última generación (“smartphones”) pre-
sentes en el mercado actual, puesto que se ha comentado que son un dispositivo
esencial en las aplicaciones CAR actuales.
- Desarrollar un entorno de trabajo completamente instrumentalizado que per-
mita la simulación real de sistemas CAR, es decir, un simulador de CAR que re-
cree cientos de clientes con un comportamiento idéntico al caracterizado en el
punto anterior.
- Recrear sistemas CAR a gran escala, estudiando y eliminando los potencia-
les cuellos de botella que puedan existir.
1.3. Metodología
A la vista del problema planteado y de los sistemas que se pretende mejorar,
la metodología a seguir se debe dividir en dos partes: una primera parte para los
clientes del sistema CAR y otra para el servidor del mismo.
En la primera parte, centrada en los clientes del sistema CAR, se va a utili-
zar una selección representativa de los dispositivos móviles del mercado actual,
poniéndolos a trabajar sobre aplicaciones reales e instrumentalizadas. Con esta
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instrumentalización se medirán las prestaciones de los dispositivos móviles, ob-
teniendo su caracterización. En esta fase no se realizarán mejoras, puesto que
se pretende caracterizar los dispositivos móviles con el fin de poder reproducir
su comportamiento a través de recreaciones virtuales de los mismos.
En la segunda parte, dirigida al servidor del sistema CAR, se desarrollará un
sistema que permita recrear clientes CAR comunicándose a través de un servidor
CAR. De esta forma, se podrán simular un gran número de dispositivos móviles,
con comportamiento idéntico al caracterizado en la primera parte y, a su vez,
que puedan interactuar entre ellos a través del servidor. Por lo tanto, parte de
esta metodología consistirá en el desarrollo y validación del servidor de CAR,
evaluando sus prestaciones y comprobando la escalabilidad del sistema.
1.4. Estructura de la tesis
El documento de tesis doctoral se organiza en siete capítulos. El primero de
ellos corresponde a la introducción, donde se ha explicado la motivación y los
objetivos de la tesis. Seguidamente, el Capítulo 2 introduce los conceptos nece-
sarios para entender el funcionamiento general de los sistemas CAR. En él se
enunciarán conceptos como las tecnologías AR, los sistemas CAR, los sistemas
CAR sobre telefonía móvil y se presentarán los diferentes tipos de dispositivos
móvil actuales. En el Capítulo 3 se discutirá el estado de la tecnología actual. En
el Capítulo 4 se realizará la caracterización de los dispositivos móviles, eligiendo
para ello los más representativos del mercado actual. Se instrumentalizarán apli-
caciones reales y se medirán las prestaciones de los dispositivos móviles. En el
Capítulo 5 se desarrollará el simulador de sistema CAR, que incluirá la creación
del servidor de CAR, su validación y la evaluación de prestaciones del mismo.
En el Capítulo 6 se propondrán una serie de modificaciones del sistema CAR
desarrollado en el capítulo anterior, con el fin de mejorar sus prestaciones. Por
último, en el Capítulo 7 se presentarán las conclusiones, las líneas de investiga-
ción abiertas y las publicaciones generadas en el transcurso de esta tesis.
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2
Realidad Aumentada Colaborativa
2.1. Realidad Aumentada
2.1.1. Definición
Se define Realidad Aumentada, normalmente representada por las siglas AR,
de sus iniciales en inglés “Augmented Reality”1, como un vista en tiempo real de
un entorno físico del mundo real que ha sido aumentado añadiendo informa-
ción virtual generada por ordenador (AR, 2013). La Realidad Aumentada es la
combinación interactiva del mundo real y virtual registrada en tres dimensiones
en tiempo real. En (Milgram and Kishino, 1994) se define el Continuo Realidad-
Virtualidad de Milgram como una escala continua que oscila entre lo que se pue-
1De aquí en adelante, se utilizará esas siglas para hacer referencia a la Realidad Aumentada
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Figura 2.1: Representación del espacio continuo de Realidad-Virtualidad de Mil-
gram
de definir como completamente virtual, es decir, la Realidad Virtual (RV del inglés
“Virtual Reality”), y lo que es completamente real (la Realidad). Dentro de esta
escala se encuentra la Realidad Aumentada y la Virtualidad Aumentada, nor-
malmente representada por las siglas AV, de sus iniciales en inglés “Augmented
Virtuality” (de aquí en adelante, se utilizará esas siglas para hacer referencia a
la Virtualidad Aumentada). Como es obvio, la AR es la más cercana al mundo
real mientras que la AV es la más próxima al mundo virtual. En la Figura 2.1 se
representa este espacio continuo.
Las tecnologías de AR pretenden simplificar la vida del usuario aportándole
información virtual no sólo de su inmediata proximidad, sino también de cual-
quier vista indirecta del mundo real, como vídeos en vivo. Las tecnologías de
AR mejoran la percepción del usuario durante sus interacciones con el mundo
real. Mientras que la tecnología de Realidad Virtual, o Entorno Virtual como se
define en (Milgram and Kishino, 1994), sumerge completamente al usuario en un
mundo sintético, ciego al mundo real, la tecnología de AR aumenta el sentido de
realidad superponiendo objetos virtuales y señales al mundo real en tiempo real.
Nótese que, como comentan Azuma et al. (Azuma et al., 2001), no se considera
que la AR esté restringida a un tipo particular de tecnología de visionado como
las HMD (Head-Mounted Display), ni se la considera limitada al sentido de la
vista. La AR puede aplicarse potencialmente a todos los sentidos, aumentando
también el olfato, tacto y el oído. La AR también se puede usar para aumentar o
sustituir sentidos que no tenga el usuario, como aumentar la vista de los usua-
rio ciegos o con visión deteriorada usando señales acústicas, o aumentando el
sonido para usuarios sordos mediante señales visuales.
Azuma et al(Azuma et al., 2001) también consideran la posibilidad de que
las aplicaciones de AR eliminen objetos reales del entorno, lo que se conoce
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con el nombre de realidad disminuida. Este proceso se lleva a cabo añadiendo
información virtual que coincida con el fondo, de forma que se le da al usuario la
sensación de que los objetos no se encuentran en el entorno.
Los objetos virtuales que se añaden al mundo real muestran información que
el usuario no puede detectar directamente con sus sentidos. Dicha información
puede ayudar al usuario a realizar tareas diarias, como guiar a electricistas a
través del cableado eléctrico de un avión mediante información digital visualiza-
da con un HMD. O utilizar dicha información para fines lúdicos, como es el caso
de Wikitude (Wikitude, 2013) u otras aplicaciones de realidad aumentada. Hay
muchas otras clases de aplicaciones de AR, como visualización médica, entrete-
nimiento, publicidad, mantenimiento y reparación, anotaciones, planificación de
rutas para robots...
2.1.2. Historia
La primera aparición del término Realidad Aumentada surge en la década
de los años ’50’, cuando Morton Heilig, un director de fotografía, pensó que el
cine era una actividad que podría meter al espectador dentro de la acción que
se ve en la pantalla si se engañaba a todos sus sentidos eficazmente. Así, en
1962, Helig construyó un prototipo de su idea, que había descrito en 1955 en
"The Cinema of the Future", y lo llamó Sensorama, que fue el precursor del pro-
cesado digital (Sensorama, 2013). Más tarde, en 1966 Ivan Sutherland inventó
el HMD2 y desarrolló un sistema de Realidad Aumentada que hacía uso de un
HMD transparente (historyAR, 2013). Se puede ver este sistema en la Figura 2.2
en la que se observa un hombre de pie en una habitación con el prototipo del
casco montado sobre la cabeza. En 1975, Myron Krueger creó el Videoplace,
consiguiendo por primera vez que un usuario interactuara con objetos virtuales.
Después, Tom Caudell y David Mizell, de Boeing, acuñaron la frase Realidad Au-
mentada mientras ayudaban a trabajadores a ensamblar cables para un avión
(AR, 2013). Fueron ellos los que empezaron a discutir las ventajas de las tecno-
logías de AR frente a las de VR, como el menor requerimiento de energía, puesto
que necesita menos píxeles (Carmigniani and Furht, 2011). En el mismo año, L.B
2De sus siglas en inglés “Head Mounted Display”, es decir, visor montado sobre la cabeza.
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Figura 2.2: Foto del sistema HMD de Ivan Sutherland
Rosenberg desarrolló uno de los primeros sistemas de AR funcionales, al cual
llamó Virtual fixtures y demostró que se conseguía una mejora en el rendimien-
to humano, medido con una batería de pruebas psicomotrices desarrollada por
Fitts en (Fitts, 1954). Al mismo tiempo, Steven Feiner, Blair MacIntyre y Doree
Seligmann presentaron el primer artículo sobre el prototipo de un sistema AR lla-
mado KARMA (AR, 2013). El continuo Realidad-Virtualidad visto en la Figura 2.1
no se definió hasta 1994, por Paul Milgram y Fumio Kishino como la escala que
abarca desde el mundo real al mundo virtual. En 1997, Ronald Azuma escribió
el primer ensayo sobre AR, proporcionando la definición más ampliamente reco-
nocida de AR, al identificarla como la combinación interactiva del mundo real y
virtual registrada en tres dimensiones en tiempo real (historyAR, 2013). En 2000,
Bruce Thomas desarrolló el primer juego de AR móvil funcional incluso al aire
libre, ARQuake, que fue mostrado durante el simposio ISWC (del inglés “Inter-
national Symposium on Wearable Computers”, es decir, Simposio Internacional
de ordenadores portables). 3. En 2005, el informe Horizon (Johnson and Smith,
2005) predijo que las tecnologías de AR tendrían su máximo desarrollo en los
cinco años siguientes; y, para confirmar esa predicción, ese mismo año se desa-
rrolló un sistema de cámaras que pueden analizar entornos físicos y relacionar
las posiciones entre los objetos y el entorno en tiempo real. Este tipo de sistema
con cámara se ha convertido en la base para integrar los objetos virtuales con la
3Hasta la fecha todos los juegos de AR se tenían que ejecutar en el entorno controlado de un
laboratorio, con unas condiciones óptimas de iluminación.
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realidad en los sistemas de AR. En los años siguientes el desarrollo de aplicacio-
nes AR se disparó, sobre todo para dispositivos portátiles, como la guía de viaje
de AR Wikitude, lanzada en 2008, y pensada para hacer turismo y acceder sobre
la marcha a información del entorno en el que se encuentra el usuario. Con la
aparición de los teléfonos móviles inteligentes y las tabletas se ha revolucionado
el mundo de la AR y se ha originado un crecimiento exponencial de las aplica-
ciones AR. En el momento de la redacción de este documento de tesis doctoral,
la cantidad total de las aplicaciones AR disponibles para las plataformas Android
e iOS supera las 4000 unidades - datos extraidos del listado generado al buscar
“Augmented Reality” en las plataformas “Google Play” de Android(Google Play,
2014) y “Apple Store” de iOS(Apple Store, 2014). Así mismo, un estudio realizado
por el analista Michael Wiggins muestra que para 2017 se prevé que la cantidad
de aplicaciones AR que se instalen en telefonía móvil supere los 2.5 billones al
año (Wiggins, 2013).
2.1.3. Técnicas de visualización
La visión por computador renderiza objetos virtuales 3D tomando como ori-
gen el mismo punto de vista desde el que las cámaras están capturando las imá-
genes del mundo real (Carmigniani and Furht, 2011). El procesado de imágenes
en AR se lleva a cabo usando diferentes métodos de visión por computador, ge-
neralmente relacionados con el análisis de vídeo. Estos métodos suelen consistir
en dos fases: seguimiento y reconstrucción/reconocimiento. En primer lugar se
detectan las marcas de referencia, las imágenes ópticas o los puntos de interés
en las imágenes de la cámara. El seguimiento puede usar detección de caracte-
rísticas, detección de bordes, u otros métodos de procesado de la imagen para
interpretar las imágenes capturadas. La mayoría de las técnicas de seguimiento
disponibles en visión por computador se pueden agrupar en dos clases: basadas
en modelo (Zhou et al., 2008) y basadas en características (Lee and Chun, 2010).
Las técnicas basadas en modelo usan características de modelos de los objetos
rastreados, como modelos CAD o plantillas 2D de los objetos basadas en carac-
terísticas diferenciadoras. En la Figura 2.3 se muestra un ejemplo ilustrativo de
este seguimiento, extraído de (Zhou et al., 2008). En las imágenes superiores se
observa la colocación de un pilar y su reconocimiento como cilindro por parte del
sistema y en las imágenes inferiores el dibujado del objeto virtual sobre la super-
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Figura 2.3: Ejemplo de seguimiento de modelos (Zhou et al., 2008)
Figura 2.4: Ejemplo de seguimiento de características (Lee and Chun, 2010)
ficie reconocida. Los modelos basados en características consisten en descubrir
la relación entre las características propias de la imagen 2D y sus coordenadas
3D en el mundo real. Tras conseguir una conexión entre la imagen 2D y el marco
3D del mundo real, es posible encontrar la posición de la cámara en la que, si se
proyectan las coordenadas 3D en las coordenadas de la imagen 2D observada,
la distancia que las separa sea mínima. Las restricciones para la estimación de
la posición de la cámara se suelen determinar con funciones de punto. La fase
de reconstrucción/reconocimiento utiliza los datos obtenidos en la primera fase
para reconstruir el sistema de coordenadas del mundo real. Se puede ver un
ejemplo del modelo basado en características en la Figura 2.4, extraído de (Lee
and Chun, 2010) en el que se observan todos los pasos comentados, desde que
se captura una imagen de la cámara (arriba-izquierda) hasta que se detecta y
superpone un objeto virtual (abajo-derecha).
Algunos métodos asumen la presencia de marcas de referencia en el entorno
u objetos con geometría 3D conocida y hacen uso de estos datos. Otros tienen
la estructura 3D del escenario precalculada, como el dispositivo de visión AR de
Huang et al (Huang et al., 2009); Sin embargo, el dispositivo tiene que ser fijo y
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su posición conocida. Si la escena no se conoce completamente de antemano
se utiliza la técnica conocida como SLAM4 para mapear las posiciones relativas
de marcas de referencia o modelos 3D. Si no se puede hacer suposiciones sobre
la geometría 3D de la escena se usa el método SfM5. SfM puede dividirse en
dos partes: rastreo de puntos característicos y estimación de parámetros de la
cámara (Carmigniani and Furht, 2011).
En AR los métodos de rastreo/seguimiento dependen principalmente del tipo
de entorno en el que se situe el dispositivo, así como del tipo del propio siste-
ma AR. El entorno puede ser de interior, exterior o una combinación de ambos.
Así mismo, los sistemas pueden ser móviles o estáticos (con una posición fija).
Por ejemplo, si el sistema AR es estático para exteriores, como el propuesto por
Huang et al (Huang et al., 2009), los desarrolladores pueden usar rastreo mecá-
nico, puesto que todos los movimientos que tienen que rastrear son mecánicos
y la posición del dispositivo es conocida. Este tipo de entornos y sistemas hacen
más simple el rastreo para aumentar los alrededores. Por otro lado, si el dispositi-
vo es móvil para exteriores, el rastreo se complica. Una de las técnicas utilizadas
es la sugerida por Nilsson et al. (Nilsson et al., 2010), que consiste en construir
un sistema de detección de peatones para evitar accidentes de coche usando
AR. Aquí la cámara se mueve en un entorno desconocido y el problema para la
visión por computador es reconstruir tanto el movimiento de la cámara como la
estructura de la escena, usando para ello la imagen y los datos de los sensores.
Como no se puede asumir nada de la geometría 3D de la escena, se utiliza SfM
para reconstruirla.
Los desarrolladores también tienen la posibilidad de utilizar librerías AR ya
existentes, como ARToolKit (Kato, 2011). ARToolKit se desarrolló en 1999 por
Hirokazu Kato, del Nara Institute of Science and Tecnology, y se liberó por el
laboratorio HIT de la Universidad de Washington. Es una librería de rastreo de
visión por computador que permite al usuario crear aplicaciones de AR (Kato,
2011). Usa herramientas de rastreo de vídeo para calcular la posición y orien-
tación relativas de la cámara respecto de marcas físicas en tiempo real. Tras
calcular la posición real de la cámara, se coloca una cámara virtual en esa mis-
4De sus siglas en inglés Simultaneous Localization And Mapping, es decir, mapeo y localización
simultáneos
5De sus siglas en inglés Structure from Motion, es decir, estructura procedente del movimiento
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ma posición y, a partir de ese momento, se pueden dibujar modelos 3D sobre
las marcas. La versión extendida de ARToolKit es ARToolKitPlus (Wagner and
Schmalstieg, 2007), la cual mejora sustancialmente a su predecesora añadien-
do, entre otras cosas, las APIs basadas en clases. Sin embargo, pronto le llegó
un nuevo sucesor: el rastreador Studierstube (Szalavári et al., 1998).
El concepto de Studierstube es muy similar a ARToolKitPlus, pero su código
base es completamente diferente y ya no es código abierto, por lo que no está
disponible para descargar. Soporta teléfonos móviles con Studierstube ES, así
como ordenadores, y sus requerimientos de memoria son muy bajos (100KB, un
5-10 % de los necesitados por ARToolKitPlus). Este sistema comercial es muy
modular y los desarrolladores pueden extenderlo tanto como quieran. Cuando
se presentó en (Schmalstieg et al., 2000), los diseñadores tenían en mente una
interfaz de usuario que empleara tecnologías CAR como enlace de múltiples
interfaces: múltiples usuarios, contextos, entornos, así como aplicaciones, venta-
nas 3D, plataformas de visualización y sistemas operativos. Se puede encontrar
más información sobre Studierstube en (Schmalstieg et al., 2000) y (Schmalstieg
et al., 2002).
2.1.4. Dispositivos de AR
Los dispositivos más comunes empleados en sistemas AR son visores, dis-
positivos de entrada, dispositivos de rastreo y computadores personales.
Los visores utilizados en AR se pueden agrupar en tres categorías: Visores
portados en la cabeza (HMD), dispositivos de mano y espaciales. Los HMD se
llevan sujetos a la cabeza o como parte de un casco, con lo que se tienen las
imágenes del mundo real y virtual a la altura de los ojos del usuario. Se puede ver
un ejemplo ilustrativo en la Figura 2.5 en el que se observa el casco propuesto
en (Reitmayr and Schmalstieg, 2003) montado sobre la cabeza de un usuario.
Los HMD pueden ser dispositivos de visión a través de vídeo u ópticas y pue-
den tener visores monoculares o binoculares. Los sistemas de visión a través de
vídeo (denominados también transparentes de vídeo) son más costosos compu-
tacionalmente, puesto que obligan al usuario a cargar con dos cámaras sobre la
cabeza y requieren el procesado de las dos cámaras para proporcionar la visión
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Figura 2.5: Ejemplo del HMD utilizado en (Reitmayr and Schmalstieg, 2003)
conjunta del mundo real y los objetos virtuales que lo aumentan, mientras que los
sistemas ópticos emplean un mecanismo de micro-espejos que les permite ver
el mundo real a través de la lente junto con información superpuesta gráficamen-
te que se refleja directamente en su ojo. Tanto la escena, como el mundo real,
se perciben de manera mucho más natural que a través del visor. No obstante,
en el sistema de visión a través de vídeo se observa directamente la imagen
aumentada, lo que proporciona mucho más control sobre el resultado final. Así,
en este tipo de sistemas se puede sincronizar la escena real con la virtual de
forma que el usuario la perciba sin los retrasos propios del procesamiento o del
renderizado, mientras que en los visores ópticos no se pueden retrasar la visión
del mundo real, por lo que el usuario percibirá ese retraso. El resultado será una
imagen con parpadeos, inestable que parecerá no estar bien fusionada con los
objetos reales a los que se supone corresponden.
Por su lado, los visores de mano son pequeños ordenadores con pantalla que
el usuario sostiene con sus manos. Actualmente este tipo de dispositivo corres-
ponde a los teléfonos móviles de última generación. Véase un ejemplo en la Figu-
ra 2.6. Utilizan técnicas de visión a través de vídeo para superponer los gráficos
al mundo real y utilizan sensores, como la brújula digital y el GPS para controlar
sus seis grados de libertad, sistemas de marcas como ARToolKit y/o métodos de
visión por computador como SLAM. En la actualidad existen dos tipos de viso-
res de mano comercialmente disponibles: los móviles inteligentes (denominados
“Smartphones”) y las tabletas (término derivado del inglés “Tablet computer”).
Los móviles están extremadamente extendidos y son muy portables, y con los
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Figura 2.6: Ejemplo de visores de mano extraído de (Wagner and Schmalstieg,
2006)
avances tecnológicos actuales presentan una combinación de procesador po-
tente, cámara, acelerómetros, GPS y brújula, haciendo de ellos una plataforma
muy prometedora para AR. Sin embargo, el reducido tamaño de sus pantallas no
los hace deseables como interfaz de usuarios 3D. Las antiguas PDAs presenta-
ban muchas de las ventajas y desventajas de los teléfonos móviles pero su uso
se ha reducido drásticamente con los avances recientes de los móviles basados
en Android e iOS (Carmigniani and Furht, 2011). Las tabletas son mucho más
potentes que los teléfonos móviles pero son considerablemente más caras e ini-
cialmente eran muy pesadas para llevarlas en mano, incluso sosteniéndolas con
las dos manos. Aunque poco a poco los fabricantes están lanzando dispositivos
más ligeros. La solución parece estar a medio camino entre el móvil inteligente
y la tableta, por eso los teléfonos móviles se lanzan al mercado cada vez con
pantallas más grandes (de hasta seis pulgadas) y las tabletas cada vez son más
ligeras y pequeñas. En este sentido, en el momento de redacción de este docu-
mento de tesis doctoral, el teléfono móvil con la pantalla más grande corresponde
a Huawei Ascend Mate con una pantalla de 6.1 pulgadas (Huawei, 2014). Por su
parte, la tableta más ligera es SkyTex SKYPAD SP722 con 226 gramos de peso
y una pantalla de 7 pulgadas (SkyTex, 2014).
Por último, la AR espacial (SAR) hace uso de proyectores, elementos ópticos,
hologramas, etiquetas de frecuencia de radio y otras tecnologías de rastreo pa-
ra mostrar información gráfica directamente sobre objetos físicos, sin necesidad
de que el usuario cargue con ningún dispositivo. En la Figura 2.7 se muestra un
ejemplo de SAR en el que una mujer se prueba ropa virtual gracias a un espejo
con esta tecnología. Los visores espaciales separan la tecnología del usuario y la
integran en el entorno. Por lo tanto, esto permite a los sistemas SAR un escalado
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Figura 2.7: Ejemplo de AR espacial (SAR) propuesto en (ITIA-CNR, 2013)
natural hacia grupos de usuarios, permitiendo la colaboración entre ellos, incre-
mentando así el interés por este tipo de sistemas de AR en universidades, labo-
ratorios, museos y la comunidad artística. Existen tres aproximaciones diferentes
para las tecnologías SAR que fundamentalmente difieren en cómo aumentan el
entorno: visión a través de vídeo, ópticas y aumento directo. Los sistemas basa-
dos en visión a través de vídeo utilizan monitores. Se utilizan cuando el sistema
no tiene que moverse, puesto que son muy asequibles al usar componentes típi-
cos de ordenador. Los sistemas ópticos generan imágenes que se alinean con el
entorno físico. Utilizan mezcladores como espejos planos o curvos divisores de
haz, pantallas transparentes u hologramas ópticos. (Bimber et al., 2005). Al igual
que los primeros, no son válidos para aplicaciones móviles. Finalmente, los viso-
res espaciales basados en proyectores aplican proyección frontal de imágenes
directamente en la superficie de los objetos físicos de la escena, como en (Mistry
et al., 2009).
Las tecnologías de AR utilizan una gran variedad de dispositivos de entrada,
como el sistema de AR móvil de Reitmayr et al. que utiliza guantes (Reitmayr and
Schmalstieg, 2003). Otros sistemas como ReachMedia, propuesto en (Feldman
et al., 2005), utilizan pulseras inalámbricas. En el caso de los móviles inteligen-
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tes, el propio teléfono móvil se puede utilizar como puntero, como en la aplicación
Google Sky Maps, que necesita que el usuario dirija su móvil en la dirección de
las estrellas o planetas que quiere identificar. Los dispositivos de entrada de-
penden fuertemente del tipo de aplicación para el que se han desarrollado, así
como del visor elegido. Por ejemplo, la aplicación puede requerir que el usuario
tenga las manos libres, como en el caso del dispositivo de interacción por mira-
da de (Lee et al., 2010a), o las pulseras inalámbricas de (Feldman et al., 2005).
Análogamente, si el sistema utiliza un visor de mano, los desarrolladores pueden
utilizar una pantalla táctil como dispositivo de entrada.
Los dispositivos de rastreo/seguimiento consisten en una cámara digital y/u
otros sensores ópticos, GPS, acelerómetros, brújulas, sensores inalámbricos,
etc.. Cada una de estas tecnologías tiene un nivel diferente de precisión y de-
pende del tipo de sistema que se esté desarrollando. En (Yi-bo et al., 2008), los
autores identifican las tecnologías de rastreo/seguimiento más comunes como:
mecánicas, sensores magnéticos, GPS, ultrasónicos, inerciales, y ópticas. Las
principales ventajas del seguimiento mecánico son su exactitud, poco retraso y
su inmunidad a perturbaciones visuales o magnéticas, por lo que son recomen-
dables para el seguimiento de objetos pequeños. Pero tiene la desventaja de
un rango de uso limitado. Por su parte, los sensores magnéticos son baratos,
precisos, no tienen limitaciones visuales y tienen buena inmunidad al ruido, por
lo que son ideales para seguimiento en entornos grandes. Tienen la desventaja
de que los campos magnéticos y la presencia de objetos metálicos que pueda
haber en el entorno afecta a su precisión. En cuanto al GPS, es ideal para en-
tornos grandes al aire libre, pero no es muy preciso y sufre tiempos de espera
elevados. En el caso de los ultrasonidos, son baratos, ligeros y no tienen per-
turbaciones magnéticas, aunque tienen poca precisión en grandes superficies.
Por su parte, el sensores de inercia son muy rápidos, no sufren perturbaciones
magnéticas ni visuales, son pequeños y baratos, y no tienen limitaciones de dis-
tancia. No obstante, sólo controlan tres grados de libertad y no son muy exactos
con movimientos lentos. Por último, los sensores ópticos son fáciles de usar, tie-
nen rangos de trabajo largos, son muy rápidos, sin perturbaciones magnéticas
y de gran precisión. Sin embargo, tienen limitaciones de visión, son pesados y
bastante caros.
Los sistemas de AR necesitan una CPU potente y una cantidad de memoria
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RAM considerable para procesar las imágenes de la cámara. Normalmente se
utilizaba un ordenador, incluso en los sistemas móviles, que se encargaba de
realizar todos los cálculos y transmitr los resultados. Pero con la llegada de los
teléfonos inteligentes y las tabletas se ha podido prescindir de ellos, y sólo se
utilizan en los sistemas estacionarios.
2.1.5. Interfaces AR
Uno de los aspectos más importantes de la AR es crear técnicas apropiadas
para una interacción intuitiva entre el usuario y el contenido sintético de las apli-
caciones. Existen cuatro formas principales de interacción en las aplicaciones
AR: interfaces tangibles, colaborativas, híbridas y la emergente interfaz multimo-
dal (Carmigniani and Furht, 2011). A continuación se definen cada una de ellas.
Los interfaces tangibles para AR soportan interacción directa con el mundo
real explotando el uso de objetos físicos y herramientas reales. Un ejemplo clási-
co del potencial de las interfaces tangibles es la aplicación VOMAR desarrollada
por Kato et al. (Kato et al., 2000), donde se permite a las personas seleccionar y
reorganizar el mobiliario de una sala de estar usando una paleta física. Los mo-
vimientos de la paleta están mapeados a gestos intuitivos basados en órdenes,
como “recoger” un objeto para seleccionarlo y moverlo, o golpear un objeto para
hacerlo desaparecer, proporcionando así una experiencia intuitiva.
Un ejemplo más reciente es TaPuMa (Mistry et al., 2008), una interfaz de so-
bremesa tangible que utiliza objetos físicos para interactuar con mapas digitales
proyectados usando objetos de la vida real que el usuario suele llevar consigo co-
mo consultas para encontrar ubicaciones o información en el mapa. La principal
ventaja de usar objetos como palabras clave es la eliminación de la barrera del
lenguaje de las interfaces gráficas convencionales (puesto que aunque algunas
tienen varios lenguajes disponibles, normalmente están mal traducidas). Por otro
lado, esto puede ser ambiguo, puesto que puede haber más de un mapeo para
acciones o informaciones posibles, y personas de diferentes sitios, edades y cul-
turas asignan diferentes significados a los objetos. Aunque este sistema parece
fácil de utilizar, abre la puerta al principal problema de las interfaces de usuario:
mostrar al usuario cómo utilizar objetos reales para interactuar con el sistema. La
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solución de White et al. (White et al., 2007) proporciona pistas visuales virtuales
en los objetos reales, mostrando cómo deben ser movidos.
Otro ejemplo de interfaz AR tangible incluye el uso de guantes o pulseras
como en (Feldman et al., 2005) y (Cooper et al., 2004), aunque la idea básica
es la misma: añadir sensores a esa clase de objetos, de forma que se asignen
comportamientos a determinados movimientos que se hacen con esos objetos
en la vida cotidiana y que sirvan como interfaz para manejar una aplicación.
Los interfaces de AR colaborativas incluyen el uso de múltiples visores para
llevar a cabo actividades tanto locales como remotas. La colaboración local se
lleva a cabo con interfaces 3D que mejoran el espacio de trabajo físico. Para la
colaboración remota, la AR es capaz, sin mucho esfuerzo, de integrar múltiples
dispositivos desde diversas ubicaciones para mejorar las teleconferencias. Un
ejemplo de colaboración local se puede ver en Studierstube (Schmalstieg et al.,
2000) y (Schmalstieg et al., 2002). La primera vez que se presentó Studierstu-
be (Schmalstieg et al., 2000), los desarrolladores tenían en mente una interfaz
de usuario que “usara la Realidad Aumentada Colaborativa como unión entre
una gran variedad de dimensiones dentro de los interfaces de usuario: múltiples
usuarios, contextos y ubicaciones así como aplicaciones, ventanas 3D, anfitrio-
nes, plataformas de visualización y sistemas operativos”.
La colaboración remota se puede usar para mejorar las teleconferencias co-
mo en (Barakonyi et al., 2004). O integrarse con aplicaciones médicas para rea-
lizar diagnósticos, cirugías, o incluso rutinas de mantenimiento.
Los interfaces de AR híbridas combinan un surtido de interfaces diferentes,
aunque complementarias, así como la posibilidad de interactuar a través de un
amplio abanico de dispositivos de interacción (Zhou et al., 2008). Proporcionan
una plataforma flexible para interacciones sin planificación, que se hacen en la
vida cotidiana, donde no se sabe a priori qué tipo de visor o dispositivo de AR se
utilizará. En (Sandor et al., 2005), Sandor et al. desarrollaron un interfaz híbrido
de usuario utilizando visores HMD para superponer la AR y proporcionar reali-
mentación visual y auditiva. Su sistema de AR está implementado para permitir
a los usuarios asignar interacciones físicas a operaciones así como para asignar
objetos virtuales sobre los que realizar los procedimientos, y reconfigurar el ma-
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peo entre dispositivos, objetos y operaciones conforme el usuario interacciona
con el sistema.
Finalmente, los interfaces de AR multimodal combinan entradas de objetos
reales con lenguaje natural y comportamientos como el habla, tacto, gestos na-
turales de las manos, o la mirada. Este tipo de interfaz es el más reciente. Al-
gunos ejemplos incluyen la interfaz de gestos del “sexto sentido” del MIT (Mistry
et al., 2009), llamada WUW. En este interfaz se le proporciona la información al
usuario proyectándola en superficies, muros y objetos físicos a través de gestos
de las manos, movimiento de brazos, e interacción con los propios objetos. Otro
ejemplo de interacción multimodal es el trabajo de Lee et al. (Lee et al., 2010a),
que utiliza miradas y parpadeos para interactuar con objetos. Este tipo de inter-
acción se está desarrollando ampliamente y seguramente será el preferido en las
aplicaciones de AR futuras, puesto que proporciona una relativamente robusta,
eficiente, expresiva y muy portable interacción humano-ordenador que represen-
ta el estilo de interacción preferido por el usuario. Soporta la combinación flexible
de modalidades o la conmutación entre modos de entrada en función de la tarea
o configuración. Adicionalmente, las interfaces multimodales ofrecen la libertad
de elegir el modo de interacción preferido por el usuario dependiendo del con-
texto; por ejemplo, sitios públicos, museos, bibliotecas, etc.. Esta libertad para
escoger el modo de interacción es vital para una aceptación masiva (Encyclopi-
dia, 2013).
2.1.6. Sistemas de AR
Los sistemas de AR se pueden dividir en cinco categorías: Sistemas fijos de
interior, sistemas fijos de exterior, sistemas móviles de interior, sistemas móviles
de exterior, y sistemas móviles de interior/exterior (Carmigniani and Furht, 2011).
Se entiende por sistema móvil aquel que no restringe al usuario a una única
habitación y que le permite moverse libremente sin usar cables. Por lo tanto,
los sistemas fijos son aquellos que no permiten moverse al usuario y le obligan a
usarlos en el lugar donde hayan sido colocados, sin flexibilidad para desplazarse,
a menos que reubiquen todo el sistema. La elección de qué tipo de sistema hay
que utilizar es la primera decisión que debe realizar el desarrollador, y le ayuda en
la elección del sistema de rastreo, tipo de visor e interfaz que usará. Por ejemplo,
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los sistemas fijos no usarán el rastreo por GPS, a diferencia de los sistemas
móviles de exterior.
En (Carmigniani and Furht, 2011), los autores realizan un estudio sobre di-
versos sistemas de AR usando para ello 25 artículos clasificados en función del
tipo de sistema, y determinan qué tipo de técnicas de rastreo, visores e interfa-
ces usar en cada uno. Se puede encontrar otro estudio similar en (Papagiannakis
et al., 2008), aunque con artículos más antiguos. Los usados para ese estudio
se publicaron entre los años 2002 y 2010, aunque la mayoría (17 de 25) se pu-
blicaron entre los años 2005 y 2010. Aunque los resultados no se pueden usar
como una regla general al construir sistemas de AR, sirven como indicador del
tipo de técnicas de rastreo, visión, o interfaz más populares para cada tipo de sis-
tema. Los desarrolladores deben tener en mente que estas elecciones dependen
también del tipo de aplicación.
De este estudio se puede concluir que para sistemas fijos es preferible el ras-
treo óptico, mientras que para los móviles se prefiere una aproximación híbrida.
Por otra parte, los visores HMD suelen ser los preferidos. En cuanto a los interfa-
ces, los tangibles son la elección más popular, aunque la tendencia de mercado
parece acercarse hacia los interfaces multimodales.
2.1.7. Aplicaciones
Aunque existen muchas posibilidades de uso para las tecnologías de AR, el
presente estudio se enfocará en los cuatro tipos de aplicación en los que se
suele centrar la investigación sobre AR: comerciales y publicitarias, educativas y
de entretenimiento, médicas, y aplicaciones para móvil. Más abajo se estudiará
por qué la AR podría proporcionar una mejor solución en algunas áreas, una
solución más barata en otras, o simplemente crear un nuevo servicio. También
se comentarán los desafíos que están afrontando las tecnologías de AR para
pasar de los laboratorios a la industria.
En cuanto a las aplicaciones comerciales y publicitarias, la AR se utiliza mu-
chas veces para promoción online de productos nuevos. La mayoría de las técni-
cas incluyen unas marcas que el usuario pone frente a su cámara web y, a través
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Figura 2.8: Anuncio de vehículo Mini con modelo 3D superpuesto con AR, extraí-
do de (Cool; Augmented Reality Advertisements, 2013)
de aplicaciones específicas o de la propia web de la compañía que hace la pu-
blicidad, visualiza la publicidad superpuesta sobre dichas marcas (normalmente
modelos 3D animados del producto). Por ejemplo, en diciembre de 2008, Mini
(Mini, 2013), la conocida marca de coches propiedad del grupo BMW, lanzó una
campaña de publicidad con AR en muchas revistas de coches alemanas (Cool;
Augmented Reality Advertisements, 2013). El lector sólo tenía que ir a la página
web de Mini, mostrar el anuncio de la revista frente a su cámara web, y un mo-
delo en 3D del vehículo aparecía en su pantalla, como puede observarse en la
Figura 2.8.
La AR soluciona también el problema de la construcción de prototipos. Las
industrias se enfrentan a menudo con la costosa necesidad de realizar productos
antes de su comercialización para averiguar si necesitan efectuar algún cambio
o si el producto cumple con las expectativas iniciales que propiciaron su desarro-
llo. Si se decide que hay que hacer cambios, se tiene que realizar otro prototipo,
con el consiguiente gasto de tiempo y dinero. Un grupo del Instituto de Tecnolo-
gías Industriales y Automatización (ITIA) del Consejo Nacional de Investigación
italiano (ITIA-CNR, 2013) en Milán, trabaja con sistemas de AR y VR como he-
rramienta de soporte para prototipos virtuales. Se puede ver un ejemplo en la
Figura 2.9, en el que se ve el prototipo virtual de una moto junto a su versión
física. Otros ejemplos aparecen en las Figuras 2.10 y 2.11, que muestran el
acabado de una fábrica y oficina virtuales, o la Figura 2.12, que muestra una
simulación virtual de iluminación.
Otro ejemplo es el Espejo Mágico, también desarrollado por el ITIA en Mi-
lán (ITIA-CNR, 2013). Este espejo se combina con un calzado tecnológico para
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Figura 2.9: Foto izquierda: imagen de un prototipo de moto virtual (a la dere-
cha) junto a un prototipo físico (a la izquierda) en un entorno real. Foto derecha:
prototipo de moto virtual en un entorno virtual (ITIA-CNR, 2013)
Figura 2.10: Prototipo virtual de una fabrica (ITIA-CNR, 2013)
Figura 2.11: Prototipo virtual de una oficina (ITIA-CNR, 2013)
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Figura 2.12: Prueba virtual de un sistema de alumbrado (ITIA-CNR, 2013)
mediciones y permite al usuario “probarse” virtualmente el calzado. Con este sis-
tema el usuario puede ver cómo le queda el calzado a través del Espejo Mágico,
que visualiza su reflejo junto con un modelo virtual del calzado que se quiera
probar, como muestra la Figura 2.13.
Las aplicaciones AR educativas y de entretenimiento incluyen aplicaciones
culturales para turismo o guías de museo, juegos tradicionales usando interfa-
ces de AR y algunas aplicaciones para móviles inteligentes que hacen uso de la
AR con fines educativos o lúdicos. En las aplicaciones culturales, existen unos
pocos sistemas que utilizan AR para reconstruir virtualmente ruinas antiguas, co-
mo en (Huang et al., 2009) donde superponen un modelo 3D de la arquitectura
original de Dashuifa a las ruinas que existen en la actualidad, como se ve en la
Figura 2.14. Este tipo de sistema también se utiliza para instruir virtualmente a
usuarios sobre la historia de algún lugar concreto, como en (Malaka et al., 2004).
Existen otros sistemas que utilizan las tecnologías de AR para hacer de guía
virtual en museos, como se muestra en (Miyashita et al., 2008) y (Bruns et al.,
2007), de los que observamos ejemplos en las Figuras 2.15 y 2.16, respecti-
vamente. La Figura 2.15 muestra a un usuario que obtiene información de una
vitrina de museo a través de su móvil. Por su parte, la Figura 2.16 muestra una
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Figura 2.13: Usuario probándose un zapato virtual frente al Espejo Mágico (ITIA-
CNR, 2013)
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Figura 2.14: Vista aumentada de Dashuifa de (Huang et al., 2009)
tableta haciendo de guía virtual de un usuario dentro de un edificio.
La AR se puede utilizar como herramienta de apoyo en el aprendizaje, en ma-
terias como historia, matemáticas. . . . Por ejemplo, en (Billinghurst et al., 2001)
desarrollaron el “Libro Mágico”, un libro en cuyas páginas se encuentra tecnolo-
gía simple de AR que proporciona una lectura más cautivadora. O (Kretschmer
et al., 2001), donde construyen un sistema de AR móvil de exterior que hace uso
de su proyecto anterior (GEIST) para proporcionar asistencia en el aprendizaje
de historia a través de un juego cuenta-cuentos donde el usuario puede liberar
fantasmas del pasado.
Los juegos que emplean tecnologías basadas en AR presentan muchas ven-
tajas frente a las típicas alternativas de tablero físico con, por ejemplo, la habi-
lidad de introducir animaciones y otras presentaciones multimedia. En (Cooper
et al., 2004), los autores crearon un juego de damas chino, llamado ARCC, que
usa tres marcadores de referencia y una cámara fija en el techo para rastrear di-
chos marcadores. Dos de los marcadores se usan para averiguar la posición del
tablero y la tercera para manipular las piezas del juego. La Figura 2.17 muestra
un ejemplo de este juego en el que se aprecia el tablero de juego virtual.
La mayoría de las aplicaciones médicas usan la guía por imágenes y la ciru-
gía asistida por robots. Como resultado, se ha realizado una gran investigación
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Figura 2.15: Guía a través de teléfono móvil en un museo de (Bruns et al., 2007)
Figura 2.16: Visitante con sistema de guía de (Miyashita et al., 2008)
2. REALIDAD AUMENTADA COLABORATIVA 31
Figura 2.17: Ejemplo del juego ARCC propuesto en (Cooper et al., 2004)
para incorporar la AR con imágenes médicas e instrumentos para incorporar las
habilidades intuitivas de los médicos. Se han hecho muchos progresos con este
tipo de herramientas como visualizar las imágenes grabadas por una cámara de
endoscopias sobre el propio paciente, a través de un monitor. Aunque este pro-
greso también limita la vista 3D natural, directa e intuitiva que el cirujano tiene del
cuerpo humano, puesto que ahora tiene que utilizar un monitor (Bichlmeier et al.,
2007). El equipo médico puede usar la AR para observar imágenes en tiempo
real durante el procedimiento. En (Bichlmeier et al., 2007) crearon un sistema de
AR para ver debajo de la piel real la anatomía virtual, usando modelos de super-
ficie poligonal para la visualización en tiempo real. Se puede ver un ejemplo en
la Figura 2.18 en la que se observa la cara de una paciente y la superposición
virtual de los huesos del cráneo que utiliza el médico para su diagnóstico.
En cuanto a aplicaciones para móviles, un ejemplo significativo es Wikitude-
Drive (Wikitude, 2013), que es una aplicación similar a las clásicas aplicaciones
de geo-referenciación basadas en GPS que permiten al usuario mantener su mi-
rada en la carretera mientras observa el móvil, como muestra la Figura 2.19
en la que se observa un teléfono móvil fijado a un parabrisas y proporcionando
indicaciones de navegación al usuario. Otro ejemplo sería la aplicación “Le Bar
Guide” que tiene una función de navegación que guía al usuario hasta el bar más
próximo que sirva cerveza “Stella Artois”. Se puede ver un ejemplo ilustrativo en
la Figura 2.20 en la que se observa el bloque de edificios que está visualizan-
do el usuario en su móvil y la ubicación del bar más próximo al que puede ir a
degustar la cerveza.
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Figura 2.18: Sistema para ver a través de la piel propuesto en (Bichlmeier et al.,
2007)
Figura 2.19: Sistema de navegación propuesto en WikitudeDrive (Wikitude, 2013)
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Figura 2.20: Ejemplo de utilización de la aplicación “Le Bar Guide” propuesta en
(Mashable, The Social Media Guide, 2013)
Pese a que las aplicaciones AR sobre móvil llevan funcionando una déca-
da, no existe un gran variedad de librerías que faciliten a los desarrolladores la
inclusión de AR. Entre las más conocidas se encuentran ARToolKit Plus (Wag-
ner and Schmalstieg, 2007), Studierstube ES (Schmalstieg et al., 2002) y Vuforia
(Qualcomm, 2012), ordenadas cronológicamente. No se entrará en detalles aquí,
puesto que se describirán en el Capítulo 3.
2.2. Realidad Aumentada Colaborativa
Hasta ahora se ha visto en detalle las tecnologías involucradas en la denomi-
nada AR y las aplicaciones que la utilizan, cuyo ciclo de trabajo se puede dividir
en tres fases: Captura de la imagen a través del flujo de entrada de la cámara,
obtención de la posición y orientación de la cámara, y dibujado de los objetos
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3D que aumentan la imagen percibida por el usuario, en la posición y orienta-
ción calculados en la etapa anterior. En este sentido, para convertir la AR en AR
Colaborativa, normalmente representada por las siglas CAR, de sus iniciales en
inglés “Collaborative Augmented Reality”6, es necesario añadir una nueva fase,
que se suele denominar de comunicaciones, en la que los usuarios intercambian
algún tipo de información. Dicha información se puede transmitir por el canal de
comunicación inalámbrica que mejor convenga, pero los usuales suelen ser: Wi-
fi, Bluetooth o 3G. De estos, el menos usado es el Bluetooth, puesto que limita
el rango de transimisión (Schmeil and Broll, 2007). La Figura 2.21 muestra las
fases en las que se descompone el ciclo de trabajo de las aplicaciones CAR.
Una de las primeras aplicaciones CAR consiguió una mejora significativa de
los sistemas de conferencia, dando la sensación de presencia real de los cola-
boradores remotos (Billinghurst and Kato, 1999). El sistema de Transvision de
Rekimoto mostró cómo compartir objetos virtuales a través de dispositivos de
mano (Rekimoto, 1996). A su vez, Schmalstieg creó una arquitectura de software
para desarrollar aplicaciones CAR con facilidad (Szalavári et al., 1998); mientras
que Billinghurst mejoró la Computación Colaborativa en (Billinghurst et al., 2000).
6De aquí en adelante, se utilizará esas siglas para hacer referencia a la Realidad Aumentada
Colaborativa
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Figura 2.21: Descripción de las etapas presentes en las aplicaciones CAR con-
sistentes en: 1) captura de la imagen, 2) detección de marcas y extracción de
coordenadas, 3) dibujado de la información virtual, 4) envío de la información al
servidor
2.3. Realidad Aumentada Colaborativa sobre telé-
fonos móviles
Cuando se desarrollan aplicaciones CAR, se desea ejecutarlas sobre un dis-
positivo de tamaño mínimo y lo más ligero posible, de forma que permita despla-
zarse líbremente por el entorno e interactuar con otros usuarios. Uno de los dis-
positivos más extendidos actualmente es el teléfono móvil de última generación
(“smartphone”). Los teléfonos móviles actuales tienen una cámara de más de 5
megapíxeles, al menos un procesador, con una potencia de al menos 500MHz
(llegando incluso a 8 núcleos de más de 2 GHz), pantalla a color de 6 pulgadas
o más, GPS (Sistema de Posicionamiento Global), Brújula digital, acelerómetros,
GPU (Unidad de Procesamiento Gráfico)... . En resumen, una gran variedad de
componentes en el peso de unos pocos cientos de gramos. Existe una gran va-
riedad de teléfonos móviles, con diferentes sistemas operativos y capacidades,
abanderados por diferentes grandes compañías líderes en el sector de las TIC
(siglás de las Tecnologías de la Información y la Comunicación). Los sistemas
operativos más extendidos entre los teléfonos móviles son: Apple iOS, Google
Android OS, Microsoft Windows Mobile/Phone 8, Nokia Symbian, RIM/Blackberry
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y Samsung Bada (Ahonen, 2010).
Como se ha comentado anteriormente, el ciclo de trabajo de las aplicacio-
nes CAR se dividían en cuatro fases: la captura de la imagen, la detección de
marca/características, el dibujado (3D) y el envío de información. Cabe recordar
aquí que la segunda fase del ciclo tiene dos variantes: la basada en detección de
marcas y la basada en vector de características, aunque ya se explicaron en el
primer punto del presente capítulo. Para los teléfonos inteligentes se ha optado
mayoritariamente por la primera variante, puesto que para la segunda variante se
necesita más capacidad de procesamiento. Otro factor a favor de esta variante
es que la librería ARToolKit es libre, por lo que la realización de aplicaciones AR
con ella se facilita en gran medida.
Existen algunas soluciones basadas en detección de marcas sobre teléfonos
inteligentes. En 2003 ARToolKit (Kato, 2011) se desarrolló para Windows CE,
y se desarrolló la primera aplicación de AR auto-contenida para teléfono móvil
(Wagner and Schmalstieg, 2003). Este software evolucionó después a la libre-
ría ARToolKitPlus (Wagner and Schmalstieg, 2007). Después se desarrolló una
propuesta para teléfonos móviles que funciona con marcas 3D codificadas con
color (Mohring et al., 2004), y una versión de ARToolKit para el sistema operativo
Symbian, parcialmente basada en el código fuente de ARToolKitPlus (Henrys-
son et al., 2005). El equipo de investigación que hay detrás de estos trabajos se
centra en detección de marcas, pero no desde el punto de vista colaborativo.
En cuanto a la segunda variante, la detección de características o sistema sin
marcas (en inglés “markerless”), existen algunos trabajos, como el realizado en
(Srinivasan et al., 2009) donde se consigue triplicar el rendimiento del modelo
MAR (Mobile Augmented Reality ). En (Wagner et al., 2008b) se presentan dos
técnicas orientadas a la descripción de características en tiempo real sobre mó-
viles que consigue un rendimiento de 20 FPS 7. Por su parte, en (Wagner et al.,
2009) muestran un método de seguimiento y estimación de posición en tiempo
real para móviles que permite seguir a seis objetos simultáneamente a 23 FPS.
Finalmente, en (Wagner et al., 2010) se consigue optimizar los modelos de des-
cripción de características SIFT y Ferns obteniendo tiempos interactivos, con una
frecuencia de más de 30 FPS.
7Siglas en inglés de Frames por segundo, es decir, imágenes por segundo
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Se comentará en detalle estas librerías en el capítulo del estado de la tecno-
logía (Capítulo 3).
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Estado de la tecnología
A lo largo de este trabajo se ha comentado brevemente la historia de las tec-
nologías de Realidad Aumentada y los sistemas CAR y se han enumerado los
trabajos de investigación más representativos de las mismas. Si bien, como el
presente es un caso muy concreto de CAR, centrada en teléfonos móviles inte-
ligentes, cabe la pena profundizar en las investigaciones que tienen como foco
estos dispositivos. Por lo tanto, en este capítulo se comentarán las publicaciones
más destacadas que sirven de base para el presente trabajo de investigación.
El proyecto MARS1, presentado en 1999 por la Universidad de Columbia (Hö-
llerer et al., 1999) fue el primer sistema de CAR que realmente se podía consi-
derar como móvil, puesto que su configuración permitía al usuario moverse líbre-
mente por el entorno, llevando todo el equipo necesario sobre sus hombros. En
1Del inglés “Mobile Augmented Reality Systems”
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este trabajo se propone un banco de pruebas con cuatro interfaces de usuario,
dos de exterior y dos de interior. Las interfaces de exterior se usan a la vez y se
componen de un casco con pantalla, cámara, GPS y acelerómetros que permi-
ten al usuario visualizar el mundo real y información 3D virtual superpuesta, así
como una interfaz de mano, compuesta por una pantalla para ver objetos 2D y un
puntero para interactuar con ella. La aplicación propuesta se utiliza para despla-
zarse por el campus de la universidad y dispone de dos vistas: si se contempla
por la pantalla del casco se observan los posibles destinos a los que dirigirse, y
si se contempla la pantalla de la mano se visualiza un plano de la universidad
con información detallada de la misma. En cuanto a las interfaces de interior se
puede elegir entre un entorno 3D de escritorio, para señalar ubicaciones del ma-
pa dinámicamente y llevar un registro de actividad del usuario que se encuentra
en el exterior o su versión inmersiva, con un caso y pantalla como el exterior. Co-
mo se comentó anteriormente, es el primer ejemplo de colaboración móvil con
AR, puesto que el usuario de interior puede añadir rutas u objetivos al mapa y
el usuario que deambula por el campus las visualizará automáticamente en sus
interfaces pudiendo actuar en consecuencia. El sistema está un poco restringi-
do, puesto que emplean un GPS con precisión de centímetros, pero que sólo
funciona en el área delimitada por el campus, al igual que la red de interconexión
entre los usuarios. Así mismo, la latencia en la actualización de las posiciones
del usuario de exterior es tal que no pueden dibujar los movimientos que realiza
en tiempo real.
Pronto aparecieron múltiples plataformas examinando las áreas de aplicación
para este sistema, como BARS (Yohan et al., 2000), Tinmith (Piekarski and Tho-
mas, 2001), Studierstube (Schmalstieg et al., 2002) o el sistema Bat2 (Newman
et al., 2001).
BARS3 es un sistema realizado en colaboración con la Universidad de Colum-
bia (EEUU) con el que se pretende facilitar las operaciones militares en territorios
urbanos. El sistema consiste en un ordenador portátil, un sistema de comunica-
ciones inalámbrico y un visor HMD. Con este sistema se le proporcionan datos
al usuario, como ubicaciones conocidas de francotiradores, en forma de iconos
en la pantalla o mapas de la zona con los objetivos de las misiones. Pese a que
2Murciélago en inglés
3Del inglés Battlefield Augmented Reality System
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en trabajos anteriores Yohan et al. indicaban que las líneas de investigación se
debían dirigir a mejorar el seguimiento, el diseño de la interfaz de usuario y la
interacción del usuario (Julier et al., 1999), con este prototipo sólo abordan par-
cialmente las dos primeras. No obstante, Yohan et al. aportan ideas interesantes
como el sistema de información selectiva. Este sistema selectivo utiliza filtros que
priorizan la información de forma que sólo transmite a los usuarios los datos que
les afectan y, en caso de duda, se les muestra la información más útil en función
de su perfil. También aportan un sistema de calibrado, de forma que cada usuario
final puede adecuar el equipo a sus necesidades específicas.
La plataforma Studierstube estaba operativa a principios del año 2000; su di-
seño incluía un ordenador colgado en la espalda, un casco de visión a través
(cámara más pantalla) y una pantalla táctil en la muñeca, junto con marcas AR-
ToolKit y un sensor de inercia. Con todos estos componentes se crea un guía
virtual que indica el camino a utilizar para desplazarse de un sitio a otro dentro
de edificios, sin ayuda de GPS4. El sistema incorpora un esquema muy elabora-
do de marcas, que permite la reutilización de las mismas en habitaciones que no
están en línea, por lo que con muy pocas marcas pueden abarcar todo el edificio.
Han hecho todas las marcas del mismo tamaño (20x20 cm) y utilizan el tamaño
de la marca captado por la cámara para saber a qué distancia se encuentran de
la misma y poder ubicarse mejor en el mapa. El sistema depende de la correcta
identificación de las marcas y no se reconocen por igual en todas las habita-
ciones del edificio, puesto que las condiciones de iluminación son diferentes en
cada una. Por lo tanto, se encuentran con un problema que de momento no pue-
de abordar su infraestructura y que debería solventarse con umbrales lumínicos
adaptables. Por su parte, el algoritmo para encontrar el camino de un sitio a otro
se basa en grafos adyacentes, lo que permite encontrar eficazmente el camino
más corto posible.
En 2001 surgió la plataforma Tinmith, diseñada como una posible metodolo-
gía para desarrollar aplicaciones AR complejas. Piekarski y Thomas proponen
una arquitectura multicapa basada en un modelo de flujo de datos, descompo-
niendo las aplicaciones en cientos de objetos que realizan acciones específicas.
En su nivel más bajo, el modelo de flujo de información se implementa usando
punteros de “callback” dinámicos que pueden añadirse o eliminarse en tiempo de
4Abreviatura de Sistema de Posicionamiento Global, del inglés “Global Position System”
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ejecución, pero al hacer uso de estos punteros para comunicarse en niveles su-
periores se produce una pequeña sobrecarga si se comunican muchos objetos.
Siempre que se puede, el sistema se ejecuta secuencialmente, aunque ofrecen
la posibilidad de separar los objetos en diferentes procesos o hilos, lo que reper-
cute negativamente en el rendimiento del sistema. Con esta arquitectura software
pretendían proporcionar soporte software para el desarrollo de entornos 3D y así
lo hace siempre que el sistema sea pequeño, aunque para sistemas a gran es-
cala el rendimiento decrece. En los niveles más altos de la arquitectura proponen
un sistema de dibujado muy elaborado, completamente jerarquizado, compuesto
por un grafo de escena de los objetos y nodos de transformación, así como un
motor de construcción de geometría sólida en tiempo real. Otra curiosidad son
los guantes con seguimiento 3D que incluyen para su interfaz de usuario, lo que
permite construir modelos de forma fácil e intuitiva tanto en entornos abiertos
como cerrados.
Por último, Newman et al. desarrollan en 2001 el sistema Bat para la com-
pañía AT&T, con una visión diferente; para los autores las marcas en el entorno
son contaminación visual, por lo que proponen un sistema con un entorno al que
llaman sensible, puesto que comparte la percepción del mundo que tienen los
usuario, cuyo modelo implementa una colección de objetos software desarrolla-
dos empleando CORBA5. En el momento de realizar las pruebas, el model del
entorno tenía más de 1900 objetos software que incluían al personal, teléfonos,
ordenadores, muros, ventanas, ... lo que supone una gran cantidad de trabajo
inicial. En cuanto al sistema de localización, utilizan dispositivos inalámbricos de
tamaño reducido a los que llaman murciélagos, que colocan por todo el edificio
y sobre las personas. Dichos murciélagos emiten los ultrasonidos que captará el
sistema sensor para obtener la posición y orientación del usuario. En las prue-
bas han utilizado más de 200 murciélagos y se obtienen ubicaciones con un error
menor de tres centímetros el 95 % de las veces. Cabe mencionar que ninguna
de las variantes incluye sensor de inercia, por lo que la posición y orientación
del usuario se actualizan pocas veces por segundo. Pese a ser un sistema no-
vedoso y proponer una idea interesante, conlleva un coste de desarrollo nada
despreciable si se compara, por ejemplo, con imprimir las marcas de ARToolKit.
Proponen dos variantes de este sistema, una inmersiva con un casco de visión a
5Lenguaje de desarrollo de alto nivel
3. ESTADO DE LA TECNOLOGÍA 43
través (como los vistos hasta ahora) y otra que sólo utiliza una PDA6. Esta última
variante trata la PDA como un cliente ligero7, por lo que el cálculo se hace en un
ordenador de sobremesa y a la PDA se le manda directamente el resultado. La
principal ventaja de la variante en PDA es que es muy ligera de transportar, pero
a cambio tiene la sensación de ver una pantalla más estrecha, a la que han dado
un efecto de lente de ojo de pez, por lo que se pierde bastante precisión en la
información mostrada.
Todos estos sistemas considerados como móviles, pese a decir que tenían
todo lo necesario para realizar AR equipado en la espalda, utilizaban el proce-
sador de un ordenador de sobremesa para realizar los cálculos más intensivos.
Por lo tanto, actuaban como clientes ligeros, lo que significa que no eran auto-
suficientes. La comunicación entre el cliente y el servidor podía ser cableada o
inalámbrica. Un ejemplo del primer caso es el prototipo Chamaleon propuesto
por George W. Fitzmaurice, de la universidad de Toronto (Fitzmaurice, 1993),
consistente en un pequeño dispositivo dotado de pantalla que permite acceder,
modificar e interactuar con la información almacenada en el ordenador. Este sis-
tema es precursor de las PDA y usaba un ordenador de sobremesa para realizar
todos los cálculos y mostrar los resultados. Dichos resultados llegaban a la pe-
queña pantalla a color (de sólo cuatro pulgadas) a través de un cable conectado a
una videocámara, que estaba grabando todo lo que salía del monitor del ordena-
dor, por lo que era un sistema muy primitivo. Otro ejemplo de sistema cableado es
el AR Pad propuesto en (Mogilev et al., 2002), donde parten del trabajo realizado
por Rekimoto en Transvision (Rekimoto, 1996) y del realizado por Regenbrecht
en mPARD (Regenbrecht and Specht, 2000) para proporcionar un sistema com-
puesto por una pequeña pantalla, una cámara de vídeo y un mando analógico
que les permite interactuar con la información obtenida del ordenador al que va
conectado. Por lo tanto, Regenbrecht y Specht son de los primeros que profun-
dizan en la interacción con el usuario, permitiendo que los objetos virtuales se
puedan rotar y trasladar usando el mando analógico. En la Figura 3.1 se pueden
ver imágenes de la utilización de los resultados de los sistemas Chamaleon y
AR-Pad.
En cuanto a los sistemas sin cables, se puede mencionar el propuesto en
6Asistente personal digital, de sus siglas en inglés: “Personal Digital Assistant”
7También conocido por su nombre en inglés: “thin client”
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Figura 3.1: A la izquierda ejemplo de uso de Chamaleon y a la derecha ejemplo
de uso de AR Pad
(Gausemeier et al., 2003) por Gausemeier et al., donde desarrollan un método
de reconocimiento de objetos basado en imágenes, en tiempo real, dentro del
proyecto AR-PDA (AR-PDA, 2009), que utilizan junto a una PDA o móvil de ter-
cera generación (con cámara incorporada) para conectarse inalámbricamente a
un ordenador de sobremesa. El proyecto AR-PDA surge de una iniciativa del Mi-
nisterio de Investigación alemán en el año 2000, en la que pretendían desarrollar
sistemas hardware y software para que las PDAs se usasen, junto con tecnología
de AR, como asistentes tecnológicos en las tareas diarias de cualquier usuario.
Gausemeier propone un sistema de reconocimiento basado en geometrías 3D,
que intenta encontrar las formas 3D que mejor cuadren con los objetos que se
observan a través de la cámara. Aunque es una alternativa interesante desde
la perspectiva del reconocimiento, resulta ser computacionalmente costosa. De
hecho, se ven obligados a utilizar heurísticas para reducir la cantidad de objetos
3D posibles para cada forma detectada y, aunque aseguran que limitando las po-
sibilidades a 63 se conseguiría un tiempo de respuesta interactivo (funcionando
a 16 FPS), al final sólo consiguen limitarlas a 100 posibilidades (obteniendo 10
FPS). Por lo tanto, era un sistema muy primitivo que funcionaba en tiempo real
sólo en entornos muy controlados y limitados. En la Figura 3.2 se puede ver un
ejemplo de utilización de este sistema en el que se hace uso de una PDA para
extraer información de un mueble de cocina con un horno incorporado.
Dado que las prestaciones de los computadores personales mejoran rápida-
mente, llegó un momento en el que el ordenador portátil que lleva consigo el
usuario de AR ya tenía potencia de cálculo suficiente para no tener que comuni-
carse con otro de sobremesa. Esto se muestra en el Touring Machine propuesto
por investigadores de la Universidad de Columbia (Feiner et al., 1997) donde,
haciendo uso de hardware comercial, desarrollaron una aplicación que hacía de
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Figura 3.2: Ejemplo de utilización de AR-PDA
guía turístico del campus universitario. Este hardware incluía un casco con pan-
talla 3D, GPS y cámara, un ordenador cargado en la espalda y una pantalla 2D
de mano, con puntero y trackpad. La pantalla de mano sirve a la vez para inter-
actuar con el usuario y para mostrar los objetos que requieren mejor resolución,
puesto que la pantalla del casco es un poco limitada. Aunque es un prototipo
no colaborativo, se comenta aquí porque es de los primeros que no necesita
ordenador de sobremesa para realizar el seguimiento. También incorpora ideas
interesantes en cuanto a las interfaces AR, como el hecho de moverse por los
menús de la interfaz utilizando el movimiento de la cabeza. Aunque se trata sólo
de un prototipo, tiene algunas carencias que cabe destacar como son los proble-
mas en el rastreo (al utilizar hardware poco preciso), la calidad de las pantallas,
que no tienen suficiente brillo para trabajar en exteriores, y la pérdida de señal
del GPS, que no ha sido gestionada.
Otro ejemplo es ARQuake (Thomas et al., 2000), donde sus creadores pre-
sentan una versión del famoso juego de ordenador Quake8, al que se puede
jugar tanto en entornos exteriores como en interiores. En el artículo anterior pre-
sentan una arquitectura barata, basada en el ya comentado Tinmith, con seis
grados de libertad9, bastante precisa, que hace el seguimiento mediante GPS y
8Videojuego de disparos en primera persona publicado en 1996, que introdujo algunos de los ma-
youres avances en el género de los videojuegos en 3D, como la utilización de modelos tridimensio-
nales para los jugadores y los monstruos en vez de imágenes bidimensionales. Así como el diseñar
en tres dimensiones el munde donde el juego tiene lugar (Quake, 2005)
9Se suele expresar como 6DOF, acrónimo del inglés “Six Degrees of Freedom”, y referido al
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brújula digital cuando el usuario está ubicado en un entorno exterior alejados de
edificios. Cuando el usuario está en un entorno exterior, pero cerca de edificios,
hace uso del GPS y marcas (prevaleciendo el valor de la marca siempre que esté
disponible). Por último, cuando el usuario está en el interior de edificios se hace
uso exclusivo de marcas, colocadas en pilares y suelos, de forma que siempre
tenga a la vista al menos una marca. En cuanto al aspecto colaborativo, disponen
de interfaces de comunicación por voz y cursores 3D que permiten a los usua-
rios indicar posiciones dentro del entorno 3D. Los usuarios pueden colaborar con
otros usuarios con el equipo portátil, o con usuarios que jueguen en ordenado-
res de sobremesa, todo ello inalámbricamente. Como muchos otros prototipos, la
implementación de este sistema no era completa en el momento de la escritura
del artículo y aún quedan cosas por resolver. Sin embargo, la principal aporta-
ción que hacen los creadores de ARQuake es la combinación de periféricos tipo
GPS/brújula con el seguimiento de marcas para obtener una herramienta válida
tanto para entornos interiores como para exteriores, a un precio relativamente
bajo. Para tratar las marcas hacen uso de la librería ARToolKit. Dicha librería fue
desarrollada por Hirokazu Kato en 1999 (Kato and Billinghurst, 1999) y publica-
da por el HIT Lab de la Universidad de Washington (Kato, 2011). La aparición
de ARToolKit orientó la expansión de las aplicaciones CAR hacia el seguimiento
óptico usando cámaras de bajo coste. Como se comentó en el Capítulo 2, una
de las grandes características de ARToolKit fue la de su lanzamiento basado en
licencia de código abierto, puesto que desde ese momento los desarrolladores
que se decidían por las tecnologías basadas en AR tenían a su disposición una
librería con buenos resultados y gratuita, hecho que impulsó el crecimiento de
este área de conocimiento.
Al mismo tiempo que se desarrollaban estos primeros sistemas móviles, Sch-
malstieg (Szalavári et al., 1998) y Billinghurst (Billinghurst et al., 1998) exploraban
los inicios de los interfaces AR Colaborativos (CAR).
Billinghurst, con su trabajo del Espacio Abierto, mostró cómo se puede hacer
uso de las tecnologías de AR para mejorar la colaboración de tipo cara a cara
(Billinghurst et al., 2000). Su sistema utiliza unas gafas transparentes ópticas,
movimiento en un espacio tridimensional, es decir, la capacidad de moverse hacia delante/atrás,
arriba/abajo, izquierda/derecha (traslación en tres ejes perpendiculares), combinados con la rotación
sobre tres ejes perpendiculares.
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conectadas a un ordenador, que hace uso del algoritmo propuesto por Hirokazu
Kato para reconocer marcas (comentado anteriormente). Lo más novedoso de
este sistema es la forma de interactuar de los usuarios, ya que si éstos quieren
mover un objeto virtual, lo único que tienen que hacer es mover su marca física
(las marcas están impresas en tarjetas). Así como la asignación de distintos sig-
nificados al hecho de tener más de una marca junta. También se saca partido de
la libertad ofrecida por las aplicaciones AR, que permiten visualizar objetos vir-
tuales mientras se expone el mundo real, por lo que consigue mostrar las expre-
siones y movimientos de los otros usuarios, a la vez que ofrecen comunicación
entre usuarios. Con esta misma filosofía presentó su trabajo “Conferencia AR”
donde muestra cómo crear con tecnologías basadas en AR la sensación de que
un colaborador remoto está presente en el espacio local, proporcionando mayor
realismo que las videoconferencias tradicionales (Billinghurst and Kato, 1999).
Por su parte, la arquitectura Studierstube de Schmalstieg (Szalavári et al.,
1998) está pensada para facilitar el desarrollo de aplicaciones AR colaborativas
distribuidas. Para reducir la complejidad del problema, limitan el sistema a una
única habitación en la que, de momento, sólo pueden interactuar dos usuarios.
Dichos usuarios van equipados con un casco de Realidad Virtual con visión 3D
y seguimiento magnético, así como un PIP (Panel de Interacción Personal), que
es un dispositivo con pantalla y puntero que se sujeta con las dos manos. El PIP
también proporciona seguimiento de posición y orientación, y es el principal ele-
mento de interacción con el sistema. Se utiliza una arquitectura cliente-servidor
donde se dispone de un servidor para el entorno en el que se almacena una base
de datos que incluye registros, objetos móviles y datos de la aplicación y de vi-
sionado; además se provee de un servidor de seguimiento para llevar un control
de todos los marcadores de la habitación. Como la calidad del seguimiento es
crucial para garantizar la calidad de la experiencia, este servidor se ejecuta en
un ordenador diferente. Por su parte, el renderizado se realiza en estaciones de
trabajo con librerías Open Inventor (Strauss and Carey, 1992). Todo el intercam-
bio de información se realiza a través de Ethernet, usando protocolos TCP/IP y
tecnología multicast. Aunque es un sistema con buena acogida por parte del pú-
blico, incluso de aquel que no tiene conocimientos técnicos sobre las tecnologías
que rodean a la AR, está muy restringido. Por una parte, al exigir que el sistema
se monte en una única habitación y, por otra parte, a que sólo haya dos usuario
colaborando entre sí. A esto hay que añadir que el sistema de seguimiento se
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podría mejorar con una versión híbrida, como la que se mostró en ARQuake.
Usando Studierstube, Reitmayr (Reitmayr and Schmalstieg, 2001a) estudió
cómo compartir objetos 3D con una interfaz CAR móvil (cargada en la espalda).
Este sistema fue el primero en permitir que múltiples usuarios equipados con sis-
temas AR portátiles colaboraran juntos de manera espontánea, tanto si estaban
cara a cara, como si estaban en distintas ubicaciones. Propuso ideas interesan-
tes como que el número de participantes puede cambiar en tiempo de ejecución y
la aplicación sigue funcionando, mandándole a los nuevos usuarios la aplicación
que se está ejecutando y su estado actual. Del mismo modo, da a los usuarios
la opción de almacenar el estado actual de la aplicación cuando abandonan el
espacio compartido. Propone también la idea de tener versiones de la misma
aplicación, con diferentes calidades, de forma que se instale en cada dispositivo
la más adecuada a sus prestaciones. El prototipo que proponen está formado
con hardware que se puede encontrar en el mercado, con lo que se evitan el
tiempo requerido para desarrollar el suyo propio. Esto aporta una gran facilidad
para el cambio de configuración del sistema pero, por contra, no les permite tener
un equipo lo más pequeño y ligero posible. Para poder manejar el seguimiento y
los datos de entrada multimodal, desarrollaron una arquitectura de software nue-
va, que recibe el nombre de “OpenTracker” (Reitmayr and Schmalstieg, 2001b),
basada en el metalenguaje de etiquetado XML, que acababa de aparecer. La
idea principal de esta arquitectura es segmentar la manipulación de datos en pa-
sos individuales y construir una red de flujo de datos de las transformaciones.
Como permite la integración de distintos tipos de seguimiento y plataformas con
diferentes prestaciones, se echa de menos la implementación de algún tipo de
negociación para elegir la que mejor se adapte a todos los usuarios.
En 2003 se consiguió desarrollar la primera aplicación AR autocontenida para
PDA, es decir, que incluía todo lo necesario para el funcionamiento de la aplica-
ción dentro del propio dispositivo. Este logro vino de la mano de Daniel Wagner,
investigador de la Universidad de Tecnología de Viena, que portó ARToolKit pa-
ra que funcionara en ordenadores de bolsillo (Wagner and Schmalstieg, 2003).
Este proyecto propone dos alternativas, una en la que todo se hace desde la
PDA y otra en la que el seguimiento de la marca se hace en un ordenador de
sobremesa. También permite cambiar dinámica y transparentemente de una al-
ternativa a la otra. En cuanto al rendimiento obtenido, se vio que la detección
3. ESTADO DE LA TECNOLOGÍA 49
de marcas en la PDA era casi diez veces más lenta que la detección en el or-
denador, y que leer los datos de la cámara ocupaba más del 40 % del tiempo.
Un dato sorprendente fue que, aunque la resolución de la cámara usada en la
PDA era muy baja (320x240 píxeles), la precisión obtenida era muy buena, de
forma que se consideró su utilización como casco transparente óptico monocu-
lar, con alguna especie de soporte que permitiera mantener la PDA a la altura de
la cara. Aunque se obtuvieron buenos resultados, el prototipo estaba optimizado
solucionando cuellos de botella muy específicos del hardware elegido, por lo que
debería generalizarse e incluir la posiblidad de añadir otros tipos de sensores
como GPS.
Seguidamente se migró Studierstube, consiguiendo así la primera aplicación
CAR autocontenida para dispositivos tipo PDA (Wagner et al., 2005). Con este
proyecto pretenden dejar atrás los sistemas anteriores (con portátiles cargados
en la espalda), puesto que son caros, delicados y pesados, e impedían la difusión
de aplicaciones en el mercado, ya que poca gente se podía permitir comprar es-
tos equipos. Del mismo modo limitaban la escala de colaboración a cuatro o cinco
usuarios a la vez. Con este mismo objetivo en mente, el equipo de investigación
propone una arquitectura interactiva, independiente de la infraestructura y multi-
usuario, con la idea de que funcione sobre cualquier PDA del mercado. Para ello,
desarrollaron una arquitectura basada en un Studierstube ligero, al que elimina-
ron todas las funcionalidades no esenciales, de forma que se pueda ejecutar sin
un gran requerimiento de software. Cabe destacar que con Studierstube se con-
siguió una plataforma de desarrollo de aplicaciones CAR fácil e intuitiva. También
incorporan la librería OpenTracker (comentada anteriormente), para gestionar el
seguimiento de activos en la escena. Como las librerías software que propor-
cionan mecanismos de abstracción hardware desarrolladas para PDA estaban
pensadas para juegos 2D, desarrollan su propia librería, a la que llaman “Poc-
ketKnife”. Del mismo modo, como no existía ninguna librería gráfica compatible
con OpenGL para dispositivos móviles, tuvieron que desarrollar una propia, a la
que llamaron “Klimt”, con una API10 muy similar a OpenGL y OpenGL/ES. Para
las comunicaciones utilizan un wrapper11 de ACE12(ACE, 2013) que proporciona
10Del inglés “Application Programming Interface”, es decir, interfaz de programación de aplicaciones
11Del inglés “envoltorio”, consiste en una capa de código simple que traduce el interfaz de una
librería ya existente en otra interfaz compatible
12Siglas en inglés del Entorno de Comunicación Adaptable
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acceso a los recursos del sistema independientemente de la plataforma que se
use, de forma que se pueda utilizar con cualquier tipo de PDA.
Uno de los problemas más habituales a la hora de realizar aplicaciones para
dispositivos móviles es la depuración de errores, puesto que suele ser una tarea
tediosa, incluso cuando se realiza en emuladores. En este caso, todos los compo-
nentes de este sistema funcionan tanto para Windows CE (el sistema operativo
de la PDA) como para Windows 2000/XP, con lo que los programadores pue-
den depurar las aplicaciones en un ordenador de sobremesa y, a continuación,
lanzarlas en la PDA, lo que facilita considerablemente la tarea. Otro beneficio adi-
cional de esta arquitectura es su lanzamiento bajo una licencia “Open Source”,
lo que permite a los desarrolladores obtenerla de manera gratuita.
La aplicación ejemplo con la que dieron a conocer esta arquitectura se llamó
“The Invisible Train”13 que consiste en una aplicación colaborativa con la que se
controla un tren virtual sobre unas vías reales en miniatura. Evaluaron la aplica-
ción en lugares que iban desde la convención de gráficos por ordenador de Los
Ángeles (EEUU) (SIGGRAPH 2004), hasta museos y reuniones para estudian-
tes de secundaria, con la idea de que el público que la usara tuviese diferentes
conocimientos de AR. En total, consiguieron probarla cerca de 5000 usuarios,
convirtiéndola en la primera aplicación para móviles que se evaluaba por una
cantidad suficiente de usuarios. Las conclusiones de las pruebas fueron las pre-
visibles, como que los usuarios aceptaban mejor el uso de PDA que el sistema
anterior (portátil en la espalda más casco de visión a través), o que los usua-
rios eran capaces de manejar fácilmente el interfaz, independientemente de sus
conocimientos en AR. Por lo que obtuvieron unos resultados satisfactorios e im-
pulsaron a su vez el uso de PDAs en las aplicaciones CAR.
La AR sobre telefonía móvil siguió un desarrollo similar que el seguido por
las PDAs., a las que acabó eclipsando con el lanzamiento de los “smartphones”
(o teléfonos inteligentes). Los primeros móviles no tenían suficiente capacidad
de cómputo, por lo que los investigadores volvieron a utilizar la estrategia de los
clientes ligeros. Por ejemplo, el proyecto AR-Phone (Assad et al., 2003) usaba el
sistema de comunicación inalámbrico Bluetooth para enviar las imágenes de la
cámara del móvil a un servidor remoto, donde se realizaba el procesamiento y
13Cuya traducción del inglés es el tren invisible
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se preparaba la capa de dibujado, necesitando varios segundos por imagen. Se
enviaban imágenes en vez de capturarlas del flujo de vídeo de la cámara porque
aún no se contemplaba esa posibilidad, a nivel de sistema operativo, con el con-
siguiente retraso operativo. Si bien, se intentaba paliar este hecho umbralizando
la imagen antes de enviarla, con lo que se conseguía transmitir menos datos. No
obstante, la aplicación resultante en AR-Phone mandaba la información en ma-
pas de bits sin comprimir, por lo que aún podían haber optimizado más el envío.
Por otro lado, se pretendía que la interfaz para el móvil fuese muy simple, con la
idea de que se pudiese ejecutar en móviles de diferentes gamas y lo que consi-
guieron es una interfaz tan simple que el móvil realiza sencillas tareas de visor,
por lo que la interacción es prácticamente nula. Al utilizar Bluetooth el alcance
del sistema es muy limitado y lento, por lo que deberían utilizar otras conexiones
inalámbricas de más ancho de banda, como la ofrecida por Wifi. Pese a todas las
carencias y errores de diseño, se comenta este sistema porque fue el primero en
considerar el teléfono móvil como un dispositivo válido para aplicaciones CAR.
Pronto surgieron soluciones más prometedoras, como la propuesta de Henrys-
son, que portó ARToolKit para que funcionase sobre un teléfono con Symbian14
(Henrysson and Ollila, 2004), o la de Moehring, que desarrolló su propia libre-
ría para el procesado de imágenes y seguimiento (Mohring et al., 2004). Estos
trabajos permitieron ejecutar aplicaciones AR simples sobre móviles con una pro-
ductividad cercana a los 7 FPS. Cabe comentar que los móviles utilizados para
estas pruebas ya tenían contemplada la posibilidad de obtener la imagen del flu-
jo de vídeo de la cámara, con lo que se consigue un ahorro significativo en la
obtención de los datos a analizar, y que tenían la potencia de cálculo suficiente
para empezar a dibujar en 3D.
Tras la llegada del teléfono móvil de altas prestaciones a las aplicaciones
CAR, parte de la investigación se centró en adaptar librerías ya existentes. Así
ocurrió con ARToolKit, que se optimizó y extendió para su uso sobre telefonía
móvil. A esta mejora se le conoce como ARToolKit Plus (Wagner and Schmal-
stieg, 2007) y está accesible desde 2007. En ella Wagner y Schmalstieg supri-
mieron, por ejemplo, las operaciones en punto flotante, puesto que los primeros
móviles carecían de unidades en coma flotante. También se añadió un detector
automático de umbral de oscuridad que mejora sustancialmente las imágenes
14Sistema operativo propietario de los teléfonos Nokia
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a analizar. Tras acabar la librería los autores consideraban que ARToolKit Plus
había alcanzado un nivel sobre el que poco más se podía optimizar y cambiaron
el enfoque, centrándose en aspectos que pudieran mejorar la calidad del rastreo,
como la detección de bordes (considerada como la mayor debilidad de ARToolKit
y ARToolKit Plus). También empezaban a pensar en la posibilidad de detecciones
híbridas, con marcas artificiales y naturales.
Ese mismo año, Wagner y Schmalstieg presentaron Studierstube Tracker (Sch-
malstieg and Wagner, 2007), una nueva libería, creada desde cero, pensada ex-
clusivamente para móviles. Dicha librería soporta seis tipos diferentes de marcas,
aporta dos estimadores de posición y propone tres algoritmos de umbralización,
de forma que se utilice uno u otro en función de cada aplicación, para obtener
el mejor rendimiento posible. Los requerimientos de memoria son un orden de
magnitud más bajos que los necesarios en ARToolKit Plus y están en torno a los
150 KBytes. No obstante, pese a mejorar las prestaciones de sus predecesoras,
tiene un problema, y es que ya no es código abierto ni gratuita, por lo que su
difusión es más lenta.
Al año siguiente de la publicación de esta librería mejorada, estos mismos
autores, junto con T. Langlotz presentaron una serie de mejoras para la librería
Studierstube Tracker (Wagner et al., 2008a), entre las que se incluían tres tipos
nuevos de marcas, menos molestas desde el punto de vista visual y un par de
algoritmos que permiten reaccionar a posibles pérdidas de marcas u oclusiones.
Uno de los algoritmos propuestos utiliza seguimiento de características naturales
en la sección de imagen capturada alrededor de la marca artificial, de forma que
cuando se deja de percibir algún borde de la marca, se puede seguir estimando la
posición de la misma. Para poder realizar el seguimiento de las características del
contorno de la marca, se van extrayendo datos de la misma mientras se detecte
con normalidad, y se almacenan en una base de datos para cuando llegue el
momento de necesitarlas. El otro algoritmo utiliza el flujo de vídeo proporcionado
por la cámara como sensor de inercia, de forma que se puede hacer uso del
mismo aunque el teléfono móvil no disponga de dicho sensor. Aquí se utilizan dos
aproximaciones, una primera versión del algoritmo, menos precisa pero con un
consumo de recursos muy ligero, que se utiliza mientras no haya problemas y la
segunda versión del algoritmo, mucho más robusta, que se usa sólo cuando falla
la primera. Ambos algoritmos ofrecen buenos resultados mientras el entorno sea
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plano o casi plano, por lo que sólo se sacará provecho de ellos en aplicaciones
con marcas sobre superficies como mesas o paredes.
Ese mismo año los autores de ARToolKit Plus, en colaboración con investi-
gadores de la Universidad de Cambridge, presentaron dos nuevas técnicas de
seguimiento sin marcas en tiempo real para móviles (Wagner et al., 2008b). Fue
la primera vez que se hablaba de seguimiento sin marcas con seis grados de
libertad en teléfonos móviles. Esto se debe a que la variante del seguimiento sin
marcas es mucho más costosa computacionalmente hablando, puesto que se
tienen que extraer vectores de características de la imagen y compararlas des-
pués con una base de datos de objetos previamente almacenados. Las técnicas
presentadas son adaptaciones de dos de los algoritmos más conocidos de des-
cripción de características, SIFT15 (Lowe, 2004), conocido por ser un descriptor
de características robusto, pero computacionalmente caro, y FERNS (Ozuysal
et al., 2007), que transforma la detección en una clasificación rápida, pero re-
quiere una gran cantidad de memoria. Por estos motivos, estos algoritmos no
son integrados en teléfonos móviles, pues tienen poca memoria y poca potencia
de CPU. En (Wagner et al., 2008b) se describe en detalle las modificaciones que
realizan a ambas tecnologías, con las que consiguen obtener una productividad
de 15 FPS. A la hora de realizar las pruebas se encontraron con un problema
que no han sabido explicar, relacionado con que el algoritmo de Fern se im-
plementó inicialmente para Symbian. Al evaluarlo en dispositivos con sistema
operativo Windows Mobile, el rendimiento es bastante peor (el doble de lento)
que en dispositivos móviles provistos con Symbian. La mayor limitación de am-
bos algoritmos es que no permiten que la inclinación de la imagen sea superior
a 50 grados, mientras que con las marcas se seguía funcionando con ángulos
cercanos a los 90 grados. Pese a todo, consiguen ejecutar ambos algoritmos en
tiempo interactivo, como se pretendía inicialmente.
A partir de 2008 ha habido otros artículos que analizan la viabilidad de las
tecnologías de AR sin marcas sobre teléfonía móvil, como es el caso de (Srini-
vasan et al., 2009), donde se presenta un análisis de la sobrecarga que imponen
estas aplicaciones en los móviles y de los posibles cuellos de botella en su dise-
ño. Los autores también presentan una caracterización detallada de esos cuellos
15Siglas procedentes del inglés “Scale Invariant Feature Tracking”, es decir, seguimiento de carac-
terísticas invariante a la escala
54
de botella e implementan diversas optimizaciones, analizando sus beneficios. No
obstante, se observa que este análisis está realizado desde el punto de vista
de investigadores de la compañía Intel que no están acostumbrados a trabajar
con Realidad Aumentada sobre teléfonos móviles, ya que centran su análisis de
cuellos de botella únicamente en la detección y emparejamiento de característi-
cas, aludiendo a que la captura de imagen y el dibujado de la información en la
pantalla son despreciables en tiempo de ejecución, según su análisis inicial. En
el capítulo de caracterización de los teléfonos móviles (Capítulo 4) se ha demos-
trado que esto no es cierto, ya que la captura de la imágen no sólo no es despre-
ciable, sino que representa un porcentaje considerable del ciclo de aplicación. El
problema anterior queda patente a lo largo del artículo, como en las imágenes
que insertan de ejemplo de sus pruebas sobre móviles, donde se puede apre-
ciar montajes fotográficos. Por lo tanto, esta investigación se podría considerar
una optimización de algoritmos de caracterización de descriptores más que un
análisis de prestaciones de AR sobre telefonía móvil.
Como venían haciendo año tras año, D. Wagner y D. Schmalstieg, en este
caso junto a H. Bischof, en 2009 presentaron una nueva investigación en la que
demostraban que es posible realizar seguimiento de varios objetivos (sin marcas)
simultáneamente sobre teléfonos móviles en tiempo real (Wagner et al., 2009).
El sistema que presentan consigue seguir múltiples objetivos conocidos además
de detectar nuevos elementos a rastrear. También presentan un método para ba-
lancear automática y dinámicamente la calidad de la detección y el seguimiento
de forma que pueden asegurar un rendimiento constante. Realizan pruebas de
este sistema sobre móviles reales y consiguen seguir a seis objetos planos si-
multáneamente, mientras proporcionan AR con seis grados de libertad, con una
productividad de 23 FPS.
Normalmente, las investigaciones se centran en aspectos software de los sis-
temas CAR, pero en 2009, un grupo de investigadores de Intel, compuesto por la
mayoría de los participantes del primer artículo -(Srinivasan et al., 2009)-, propu-
so un par de aceleradores hardware que pretenden mejorar algunas limitaciones
de las plataformas x86 para móviles (Lee et al., 2009). En este trabajo presentan
el diseño detallado de un reconocedor de objetos (MAR-HA) y otro de procesa-
miento de coincidencias (MAR-MA). También cuantifican el rendimiento y área
de eficiencia de los aceleradores. Con estas dos propuestas consiguen que los
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cuellos de botella detectados funcionen 20 veces más rápido, produciendo un
tiempo de respuesta 7 veces mejor. No obstante, se observa el mismo problema
comentado anteriormente, donde el beneficio que se obtiene con estos acelera-
dores es virtual puesto que, de momento, no se han implementado en teléfonos
móviles reales.
En la línea de los investigaciones de CAR sin marcas, investigadores del la-
boratorio GIST U-VR (Korea) propusieron en 2010 su propio sistema AR sobre
móviles en el que la intervención del usuario es mínima (Lee et al., 2010b). En es-
te sistema al usuario le basta con apuntar con la cámara del móvil a la zona que
quiere aumentar y desde entonces cada vez que la cámara enfoque ese lugar lo
detectará y aumentará. Este sistema se basa en otro trabajo reciente centrado
en el reconocimiento de parches en perspectiva (Hinterstoisser et al., 2011) so-
bre ordenadores de sobremesa. Este trabajo es destacable ya que funciona bien
incluso sobre superficies con pocas texturas. En este trabajo muestran cómo
modificar ese sistema para obtener mejores prestaciones de CAR sobre móviles.
En particular, sustituyen el paso de detección de puntos de características por
parches largos para mejorar la robustez. También reemplazan la forma en que
se computan las plantillas, puesto que consumen una gran cantidad de memoria,
mediante operaciones de dibujado y emborronamiento, que es mucho más eficaz
sobre móviles y necesita sólo unos segundos. Y, por último, explotan el uso de
los acelerómetros del móvil para relajar la captura de imágenes en el seguimien-
to de la escena. Adicionalmente, este trabajo permite compartir la información
sobre los puntos que se aumentan de forma inalámbrica, construyendo así un
espacio AR compartido.
Por su parte, ese mismo año, Wagner y Schmalstieg, junto con A. Mulloni
presentan el estado de su investigación de AR sin marcas en tiempo real sobre
móviles (Wagner et al., 2010). En esta investigación proponen una nueva técnica
de seguimiento sin marcas de seis grados de libertad con la que consiguen fre-
cuencias de más de 30 Hz sobre móviles disponibles en el mercado. Esta técnica,
que recibe el nombre de “PatchTracker”16, se basa un modelo de movimiento, en
el que se estima qué buscar, dónde buscarlo y qué transformaciones afines se
puede esperar. En contraste con SIFT y FERNS, no intenta ser invariante a cam-
bios locales, sino que los busca activamente. Esta aproximación es más eficaz
16Traducido como Seguidor de Parches
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que la detección por seguimiento porque usa el hecho de que la escena y la po-
sición de la cámara no cambian significativamente de una imagen a la siguiente,
por lo que la posición de las características se puede predecir con facilidad. Por lo
tanto, utiliza una imagen de referencia como único dato de entrada. Esta imagen
es almacenada con diferentes tamaños para evitar efectos de “aliasing”17 que se
sufren durante los cambios de escala a medida que el usuario se mueve por el
entorno real. Con esta nueva técnica y las dos que propusieron en el artículo
anterior (versiones para móvil de SIFT y Fern) realizan un híbrido que funciona
cinco veces mejor que las versiones presentadas hasta el momento y, a la vez,
solventan la limitación que tenían SIFT y Fern respecto de detecciones con la
imagen girada más de 50 grados.
A finales del 2011, se realiza el lanzamiento de una nueva librería llamada
Vuforia, por parte de la compañía Qualcomm (comentada en detalle en el Capí-
tulo 2). Esta librería es la continuación lógica del trabajo realizado por Wagner y
Schmalstieg sobre AR sin marcas. El único documento científico que se ha en-
contrado con información sobre esta librería es un trabajo de fin de máster desa-
rrollado por Josep Paredes Figueras (Paredes Figueras, 2013), que concluyó en
Marzo del 2013 en la Universidad Politécnica de Cataluña. En él se analizan las
características y funcionalidades del SDK de Vuforia, así como su arquitectura
y elementos. Después se habla de los posibles campos de aplicación de esta
librería y de los pasos típicos para utilizarla en aplicaciones AR, junto con la he-
rramienta Unity 3D. Como se ha comentado anteriormente, esta librería se puede
descargar gratuitamente, pero no es código abierto, por lo que no se puede ana-
lizar su código fuente. Pese a que no se ha encontrado otro documento científico
sobre ella, sí que se sabe que uno de los encargados del equipo de desarrollo
que hay detrás de ella es Daniel Wagner que, como se ha mostrado a lo largo
del presente capítulo, es uno de los grandes representantes de la AR, cuyas in-
vestigaciones junto a Dieter Schmalstieg han guiado el desarrollo de la AR a lo
largo de más de 10 años.
Hasta el momento se han mostrado librerías desarrolladas para programado-
res, por lo que los usuarios sin conocimientos de programación no les pueden
sacar mucho partido. Partiendo de esta premisa, se han desarrollado otras libre-
17El aliasing es el artefacto gráfico característico que hace que en una pantalla ciertas curvas y
líneas inclinadas presenten un efecto visual tipo sierra o escalón
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rías para usuarios sin conocimientos en programación, como diseñadores gráfi-
cos o expertos en multimedia, entre las que se pueden destacar BuildAR, DART,
AMIRE y MARS, que se comentan a continuación.
BuildAR (BuildAR, 2009) permite a los usuarios asociar modelos 3D con mar-
cas a las que se les efectúa seguimiento visual. Es una librería muy básica, con
un conjunto de funcionalidades algo escaso. De hecho, sólo permite escalar, tras-
ladar y posicionar objetos sobre las marcas y obtener una vista AR en vivo. Sin
embargo, no dispone de soporte para interacción entre objetos o comportamien-
tos complejos.
Una de las primeras librerías orientada a usuarios sin conocimientos a ni-
vel de programación que proporcionaba interacción es DART18 (MacIntyre et al.,
2004), desarrollada sobre la aplicación Macromedia Director19. DART permite a
este tipo de usuarios crear experiencias AR usando los servicio AR de bajo ni-
vel proporcionados por el Director Xtras (Wang et al., 2009), e integrarlas con
los comportamientos y conceptos ya existentes en el Macromedia Director. Esta
librería soporta tanto programación visual como escrita, permitiendo a los dise-
ñadores especificar relaciones complejas entre el mundo físico y el virtual, y per-
mite, entre otras cosas, manejar actores 3D animados así como el seguimiento
de marcas en los vídeos en tiempo real (usando para ello ARToolKit).
Por su parte, AMIRE (Grimm et al., 2002), proporciona un interfaz para cargar
y reemplazar una librería en tiempo de ejecución y usa técnicas de programación
visual para desarrollar aplicaciones AR interactivas. Está diseñada para permiter
a los expertos en contenido construir fácilmente aplicaciones sin conocer los
detalles que subyacen en las tecnologías base que, de nuevo, utilizan ARToolKit
para la parte de reconocimiento de marcas.
Todas estas librerías se crearon para el desarrollo de aplicaciones orientadas
a computadores de sobremesa, pero existen algunas que también se han dise-
ñado para aplicaciones AR móviles, aunque no sean específicas para telefonía
18El nombre proviene de sus siglas en inglés: “Designer’s AR Toolkit”, es decir, la herramienta de
realidad aumentada de los diseñadores
19Un entorno de desarrollo multimedia desarrollado por la empresa Macromedia y distribuido más
tarde por Adobe Systems Incorporated. Fue precursor del actual Adobe Flash (Macromedia Director,
2014)
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móvil. Un ejemplo de estas librerías es MARS20 (Sinem and Feiner, 2003). Esta
librería usa un interfaz gráfico 3D de usuario que permite crear aplicaciones AR
móviles para entornos de exterior usando sistemas AR de los que se cargan en
la espalda. Permite previsualizar los resultados en un ordenador de sobremesa,
en un sistema de realidad virtual o uno de AR.
Aunque la librería de tipo “markerless” (del inglés “sin marcas”) Vuforia ha
marcado un hito importante, en el transcurso de esta tesis el campo de la AR
para móviles ha seguido avanzando en cuanto a investigaciones. Ejemplo de ello
es la investigación realizada en (Hofmann et al., 2012) donde se hace uso de
la GPU de los teléfonos móviles actuales. El disponer de GPU habilita la utili-
zación del descriptor de características SURF21 que, hasta el momento, se ha-
bía considerado imposible de implementar sobre móviles, por su elevada carga
computacional. Esta adaptación de SURF recibe el nombre de “uSURF-ES”, es-
tá escrita en C++ y utiliza OpenGL ES 2.0. Los cambios más notables frente a
la versión original son la utilización de “mipmaps”22 para conseguir conocimiento
de la escala, muestreo con precisión de sub-píxel con wavelets de Haar23 y la
codificación en punto-fijo de ajuste dinámico a la precisión en punto-flotante de la
GPU. Pese a la mejora obtenida, es sólo una primera aproximación al potencial
de explotar la GPU que se podría optimizar. Por ejemplo, reformando las textu-
ras que almacenan los descriptores sin normalizar para que almacenasen cada
descriptor en un texel24 cuadrático en vez de en columnas, así se aprovecharía
la localidad espacial de las texturas y se incrementaría la utilización de la caché
de texturas.
Otras investigaciones se han centrado en mejorar la interacción con los mó-
viles haciendo uso de las manos, como es el caso de (Chun and Höllerer, 2013)
20De sus siglas en inglés “Mobile Augmented Reality Systems”, es decir, sistemas de realidad
aumentada móvil
21Siglas en inglés del algoritmo “Speeded-Up Robust Features”, es decir, descriptor robusto de
características acelerado(Bay et al., 2008)
22Los mapas MIP (comúnmente llamados mipmaps), son colecciones de imágenes de mapas de
bits que acompañan a una textura principal para aumentar la velocidad de dibujado
23El wavelet de Haar es una cierta secuencia de funciones, propuesta en 1909 por Alfred Haar, para
ofrecer un ejemplo de un sistema ortonormal contable para el espacio de las funciones de cuadrado
integrable en la recta real(Wavelet Haar, 2013)
24Un texel (contracción del inglés “texture element”, o también “texture pixel”) es la unidad mínima
de una textura aplicada a una superficie
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y (Sodhi et al., 2013). En el primero de estos dos artículos, Chun et al. proponen
una aproximación para interactuar con el contenido virtual de entornos AR usan-
do los gestos de la mano, solucionando el problema del movimiento de la cámara
del móvil durante la realización del gesto con mapeado de texturas proyectivas
y eliminación del fondo de pantalla, consiguiendo resultados aceptables para es-
cenas simples mientras mantienen la productividad. Tras la implementación rea-
lizaron una evaluación del sistema con pruebas con usuarios y los resultados no
fueron muy satisfactorios. Por una parte, la idea es nueva y los usuarios están
muy acostumbrados a los gestos sobre la pantalla (como toques y deslizamien-
tos) por lo que los movimientos de la mano no resultaron tan intuitivos como se
pensaba. Por otro lado, la precisión alcanzada aún no es la óptima y los usuarios
percibían poca respuesta del sistema a movimientos delicados. Por lo tanto, es
interesante como una nueva aproximación a la colaboración en aplicaciones AR
y, aunque se queda un poco limitada, abre la puerta a futuras investigaciones en
un campo con muchas posibilidades. Un ejemplo se puede ver en la Figura 3.3,
donde aparecen cuatro imágenes en las que se aprecian los diferentes tipos de
interacción que se puede tener con este sistema. En el segundo artículo -(Sodhi
et al., 2013)- se presenta BeThere, un sistema diseñado para explorar los gestos
3D y entradas espaciales que permite a los usuarios remotos interaccionar con
los usuarios locales como si estuviesen en el mismo espacio físico. Proporciona
pues, ayudas visuales en 3D para tareas colaborativas inherentemente en 3D.
No obstante, para conseguir la posición y coordenadas de la mano no basta con
un teléfono móvil sino que necesitan una serie de sensores añadidos, entre los
que se encuentra Kinect25 y varios sensores táctiles. Por lo tanto, no es un sis-
tema que se pueda utilizar con los teléfonos móviles actuales sin más y, aunque
proporciona buenos resultados en los estudios realizados con el prototipo, se
podría considerar como una interfaz posible si los teléfonos móviles futuros in-
corporasen nuevos sensores. En la Figura 3.4 se muestra un ejemplo de uso de
este sistema. La primera imagen de la izquierda muestra la interacción de cada
usuario: Bob proporcionará el escenario con piezas y Alice producirá un gesto
3D con la mano. En la imagen etiquetada como “a” se muestra lo que el sistema
consigue simular, que ambos usuarios estén en el mismo espacio físico. En la
imagen “b” se observa al usuario local (Bob) haciendo gestos con la mano. Por
último, la imagen “c” muestra que el usuario local observa una segunda mano
(virtual) generada por el sistema y que se corresponde con la mano del usuario
25Sensor de movimiento desarrollado por Microsoft para la consola Xbox 360(Kinect, 2013)
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Figura 3.3: Ejemplo de uso del sistema de interacción con mano detallado en
(Chun and Höllerer, 2013)
Figura 3.4: Ejemplo de uso del sistema BeThere de interacción por gestos 3D
propuesto en (Sodhi et al., 2013)
remoto (Alice).
Como resumen se tiene que, a día de hoy, se pueden ejecutar aplicaciones
AR sobre teléfonos móviles en tiempo real, tanto si se utiliza la versión de segui-
miento de marcas, como si se usa la de detección de características del mundo
real. Estas mismas aplicaciones contemplan la posibilidad de que varios usuarios
colaboren para realizar tareas en equipo, aunque esta colaboración, de momen-
to, implica sólo a cuatro o cinco usuarios a la vez. No obstante, la gran difusión
del teléfono móvil junto con las considerables prestaciones que poseen los dis-
positivos actuales, abren la posibilidad de expandir la colaboración de forma que
intervengan muchos más usuarios a la vez, lo que puede provocar una carga
considerable en los sistemas de AR. Por lo tanto, habría que realizar una ca-
racterización de los sistemas de CAR para ver cómo se comportan conforme se
aumenta la cantidad de usuarios que intervienen en la colaboración. De ahí sur-
ge la necesidad de la presente investigación, que intenta cubrir ese hueco del
estado de la tecnología y servir de guía a las aplicaciones CAR que están por
venir, en las que se podría encontrar un uso masivo de la colaboración entre
usuario AR.
4
Caracterización de los dispositivos
móviles al ejecutar aplicaciones CAR
4.1. Cuota de mercado
Desde el lanzamiento de los primeros sistemas basados en tecnologías de
Realidad Aumentada (AR1), el potencial de los sistemas de Realidad Aumentada
Colaborativa (CAR2) se explotó con actividades como la Computación Colabora-
tiva (Billinghurst et al., 2000) o la Teleconferencia (Billinghurst and Kato, 1999).
Los dispositivos portátiles se usaron para proporcionar movilidad a los sistemas
CAR y permitir que los usuarios equipados con dispositivos AR portátiles pudie-
1De sus siglas en inglés “Augmented Reality”
2De sus siglas en inglés “Collaborative Augmented Reality”
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sen colaborar con los usuarios de ordenadores de sobremesa (Höllerer et al.,
1999; Piekarski and Thomas, 2002).
Al juntar la continua mejora de la tecnología del silicio con la evolución en las
metodologías de diseño, se consigue integrar computación realmente compleja
dentro de único chip (SoCs3). Como resultado, existe un gran número de disposi-
tivos con sistemas de computación empotrados presentes en nuestra vida diaria,
y prácticamente todos se han utilizado en los sistemas CAR. Uno de estos dis-
positivos es el teléfono móvil (Henrysson and Ollila, 2004; Mohring et al., 2004).
Se ha visto que es el dispositivo idóneo para aplicaciones CAR, puesto que es
el dispositivo más pequeño en cumplir con todos los requisitos. Dichos requisi-
tos incluyen una pantalla a color de buena resolución, cámaras integradas de al
menos dos megapíxeles, procesadores con hasta ocho núcleos, procesadores
gráficos (GPUs), GPS, acelerómetros y un largo listado de periféricos (Hall and
Anderson, 2009).
Con la gran expansión de la telefonía móvil, existe una gran variedad de mar-
cas, prestaciones y Sistemas Operativos (S.O.) entre los que elegir. Los S.O.
más extendidos para teléfonos móviles son Symbian de Nokia, Android de Goo-
gle, RIM de Blackberry, iOS de Apple, Windows Mobile de Microsoft y Bada de
Samsung (Ahonen, 2010). Este estudio se centrará en dos de ellos, Android e
iOS, porque juntos acaparan la práctica totalidad de la cota de mercado (Hall
and Anderson, 2009). Pese a limitar a dos los sistemas operativos y pese a que
iOS sólo está disponible para móviles de la marca Apple, con Android se tiene
una gran variedad de marcas y, dentro de cada una de ellas, móviles de gamas
alta, media y baja. Esta variedad puede tener efectos significativos en las pres-
taciones de los sistemas CAR de gran escala, en términos de latencia y produc-
tividad. Por ejemplo, el tiempo de respuesta de cada cliente, multiplicado por el
número de clientes, puede tener efectos significativos en el tiempo de respuesta
del sistema.
A fecha de este trabajo de investigación (2013), Apple proporciona iPhone
3GS y iPhone 4 como dispositivos de gama media y baja, respectivamente. Por
lo tanto, se seleccionarán otros dos móviles Android de gama media y baja. De
entre las posibilidades existentes en el mercado nacional de telefonía móvil se
3Sistemas-en-Chip, del inglés “Sistems on Chip”
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OS Android iOS
Model Milest. Nex. One iPh 3GS iPh 4
CPU TI OMAP Qual. Samsung Apple
3430 QSD8250 S5PC100 APL0398
Freq. (MHz) 550 998 412 800
GPU SGX530 Qual. SGX535 SGX535
Adreno200
RAM (MB) 256 512 128 512
Camera (MP) 5.02 4.92 1.92 4.92
Tabla 4.1: Características Hardware de los móviles considerados
ha escogido Motorola Milestone y HTC Nexus One, que se corresponden con
terminales de gama media y alta de Android, respectivamente. El motivo de esta
elección es que son teléfonos móviles disponibles en el grupo de investigación,
puesto que son los teléfonos personales de algunos de los integrantes. La Ta-
bla 4.1 muestra las principales características de estos móviles, incluyendo CPU,
modelo de GPU, memoria RAM de que disponen y resolución de las cámaras.
Empezando por el S.O. Android, el terminal Motorola Milestone tiene una fre-
cuencia de 550 MHz, mientras que el terminal Nexus One tiene el doble (998
MHz). El Motorola Milestone ejecuta la versión 2.0 del S.O., mientras que el Ne-
xus One ejecuta la 2.1. Para los dispositivos de Apple, el terminal iPhone 3GS
tiene una CPU de 412 MHz, mientras que el iPhone 4 tiene el doble de frecuencia
(800 MHz). Ambos dispositivos ejecutan la versión del S.O. 4.1.3. Todos ellos in-
cluyen una cámara de 5 Megapíxeles de resolución, excepto el iPhone 3GS, que
tiene equipada una de 2 Megapíxeles. En cuanto a la GPU, El Milestone y los dos
dispositivos de Apple incluyen el procesador gráfico PowerVR SGX, mientras que
el Nexus One tiene una GPU Qualcomm.
En cuanto a los tipos de pruebas a realizar, las aplicaciones de CAR son una
expansión de las aplicaciones de AR, a las que se le añade la etapa de envío, es
decir, se inserta un subsistema de comunicaciones para que varios usuarios de
AR compartan escenarios 3D aumentados en tiempo real.
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El ciclo de trabajo de las aplicaciones CAR puede dividirse en cuatro etapas,
como se explicó en el Capítulo 2. La primera etapa recibe el nombre de Adqui-
sición de imagen, y consiste en obtener una imagen del flujo de la cámara, es
decir, no se captura una imagen cada vez que se necesita, puesto que ese sería
un proceso muy lento. En su lugar, se deja la cámara en modo vídeo y cada vez
que se necesita una imagen se hace una copia de la información almacenada
en el buffer en ese momento. En la segunda etapa se realiza la detección de la
marca (ya sea artifical o natural) de la imagen obtenida en la primera etapa. Una
vez detectada, se obtiene la posición y orientación relativa respecto de la cáma-
ra. Cabe comentar aquí que existe la posibilidad de realizar el seguimiento de
varias marcas simultáneamente pero, como la mayoría de las aplicaciones CAR
sólo detectan una, la presente investigación se centrará en una única marca (ar-
tificial o natural). En la tercera etapa se usa la información obtenida para dibujar
los objetos 3D necesarios para aumentar la escena y ponerlos así en la posición
y orientación necesarios para que se vean bien desde nuestro punto de vista
actual. Por último, en la cuarta fase se realiza el intercambio de información con
otros nodos a través de algún medio de comunicación que, generalmente es Wifi,
3G o Bluetooth (Schmeil and Broll, 2007). En nuestro caso, se ha decidido que
la información a compartir será la posición de la marca obtenida en la segunda
etapa, es decir, un vector con las coordenadas X e Y, con dos cifras decimales.
Por otro lado, aunque se ha comentado tres posibles canales de comunicación,
se descartará el Bluetooth porque su rango de transmisión es muy limitado.
A la hora de realizar la caracterización, nuestro objetivo es analizar el tiempo
que necesita cada etapa para ejecutarse, el consumo de CPU que realiza, la
cantidad de memoria que requiere, y el retardo obtenido en la transmisión de los
datos.
La primera implementación que se verá es la implementación con marcas
que, como se dijo anteriormente, es la que más aceptación tuvo al inicio de la
AR. Otro de los motivos de su popularidad es que existen librerías de código
abierto que facilitan mucho la realización de aplicaciones. El caso más famoso
es la librería ARToolKit y su sucesora ARToolKitPlus, como se comentó en el
Capítulo 2, que serán las utilizadas en nuestra estudio. Por su parte, la segunda
implementación, correspondiente a la AR sin marcas, hará uso de una nueva
librería llamada Vuforia, que publicó Qualcomm a finales del 2011. El uso de esta
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librería se ha propagado rápidamente, convirtiéndola en un nuevo estándar de
facto. Esta librería hace un mejor uso de los procesadores actuales (multinúcleo)
y ha salido con soporte para más de 400 teléfonos y tabletas diferentes, y sigue
objetos reales con una gran fluidez (Qualcomm, 2012).
4.2. Implementaciones con marcas
Existen marcas de tipos muy diversos, como ARToolKit, ARToolKitPlus, AR-
Tag, ARSTudio, QR-Code, ShotCode, etc. (Fiala, 2005). Un ejemplo de ellas se
puede ver en la Figura 4.1. Sin embargo, las más extendidas son las dos pri-
meras, porque el código fuente de sus librerías es abierto, como se mencionó
anteriormente. Por ese motivo se ha seleccionado la librería ARToolKitPlus, que
es la versión para teléfonos móviles de ARToolKit que, entre otras cosas, elimina
el uso del punto flotante aritmético, puesto que los primeros móviles no disponían
de unidad de cálculo en coma flotante.
Figura 4.1: Ejemplos de los diferentes tipos de marcas que se utilizan en la etapa
de reconocimiento de las aplicaciones de AR
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A la hora de realizar la implementación se realizó una investigación para ver
si existían desarrollos (comerciales o libres) sobre plataformas móviles que uti-
lizasen esta librería. Se encontraron implementaciones que hacían uso de ella
para aplicaciones AR, por lo que se utilizaron como punto de partida. Concreta-
mente, para la implementación de Android se usará el código proporcionado por
la librería NyARToolKit (nyartoolkit, 2011).
NyARToolKit es una versión de ARToolKitPlus portada a Java; es una librería
de funciones orientada a la interpretación visual e integración de datos Virtual
con el mundo real. Se usará en su versión 2.5.2. A modo de resumen, se pue-
de decir que la librería incluye captura de imágenes en tiempo real, dibujado de
objetos 3D, uso de Open GL e integra ambas en el flujo de salida. Tras analizar
el código, se ha delimitado cada una de las tres primeras etapas vistas en la Fi-
gura 2.21 que se corresponden con las etapas de la AR clásica. Tras identificar
dichas etapas en el código, se les ha puesto marcas de tiempo, para saber lo que
tardan en ejecutarse. Acto seguido se le ha añadido la etapa de envío, creando
un socket TCP que envía la información (la posición de la marca comentada an-
teriormente) a un servidor “echoServer” realizado expresamente. Este servidor
se limita a escuchar por un puerto constantemente y contestar mensajes de re-
conocimiento. El cliente completa su etapa de envío tras recibir este mensaje del
servidor. El código completo de esta implementación figura en el Apéndice G.
Android proporciona diferentes resoluciones para elegir, a la hora de tomar
las capturas de imágenes con la cámara. Pero como nuestra aplicación intenta
ser lo más rápida posible, se seleccionará la resolución más pequeña posible, la
de peor calidad, para que la búsqueda de la marca sea lo más rápida posible.
Concretamente, se utilizará una resolución de 320 x 240 píxeles para ambos
teléfonos móviles, el Nexus One y el Motorola Milestone. Tras obtener la posición
y orientación de la marca, se dibujará un objeto simple en 3D en la pantalla,
como se puede ver en la Figura 4.2 en la que se superpone una tetera a la
marca encontrada.
Para realizar el proyecto con el S.O. Android se ha hecho uso de la plataforma
de desarrollo Eclipse en su versión v21.0.0519525 junto con el “Android Develo-
per Tools” (ADT), que incluye el SDK de Android (Google, 2011) desde la versión
1.5 a la 4.2 de dicho SDK. Se pueden ver las modificaciones del código de la
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Figura 4.2: Captura de pantalla del dibujado de implementación Android
implementación de Android en el Apéndice A. Y, como es un estudio sobre la
implementación con marcas, se ha utilizado la marca que aparece en la imagen
de la izquierda de la Figura 4.3.
En cuanto a la versión de iOS, se ha utilizado la implementación proporciona-
da por Benjamin Loulier (Loulier, 2011). Para la etapa de detección de la marca,
se ha hecho un wrapper en objetive-c de la librería ARToolKitPlus en su versión
2.1.1. Para la carga de los objetos 3D se usan ficheros XML y archivos “.h”. Se
probó con archivos “.obj"(más usuales en dibujado 3D), pero el parseado era
Figura 4.3: Marcas utilizadas en ambas implementaciones: NyARToolkit para An-
droid (izda.) y ARToolKit Plus para iOS (dcha.)
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muy lento, por lo que sólo soporta el dibujado de una textura. Se dibuja usan-
do OpenGL ES. En cuanto al procedimiento seguido, ha sido análogo al de la
versión Android, es decir, se ha analizado el código y delimitado con marcas de
tiempo las tres etapas que se corresponden con la aplicación AR. A continuación
se ha añadido la etapa de envío, creando un socket TCP que envía al EchoSer-
ver la posición obtenida en la segunda etapa, convirtiéndo así la aplicación en
CAR.
Al contrario que Android, iOS proporciona sólo dos resoluciones: completa y
media. En la resolución media se obtiene la misma resolución que en la com-
pleta, pero sólo se analizan uno de cada dos píxeles. Con el fin de efectuar la
comparación lo más justa posible, se ha elegido la resolución media, lo que pro-
porciona imágenes de 400 x 304 píxeles para el iPhone 3GS e imágenes de 1280
x 720 píxeles para el iPhone 4.
Por su parte, para la implementación de iOS se utiliza la plataforma de desa-
rrollo Xcode en su versión 4.6.1 para versiones de iOS desde la 4.3 a la 5.1. Las
modificaciones del código de la implementación de iOS se pueden encontrar en
el Apéndice B. Al tratarse de una implementación con marcas, se ha hecho uso
de la marca que aparece en la imagen derecha de la Figura 4.3.
En cuanto a la toma de datos de las pruebas, se ha comentado que cada eta-
pa queda delimitada por dos marcas de tiempo. Dichas marcas de tiempo quedan
impresas en el archivo de registro4 de cada ejecución, por lo que tras realizar las
pruebas sólo queda analizar los ficheros de log para realizar la evaluación de
prestaciones. Un ejemplo de la traza de ejecución de una prueba se puede ver
en el Apéndice C. Para tratar los ficheros de “log” se ha hecho una aplicación en
python que se encarga de obtener los valores con los que se realizará el análisis.
Dicho fichero también se puede encontrar en el Apéndice D.
4Conocido usualmente por su nombre inglés: “log”
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4.3. Evaluación de prestaciones de la implementa-
ción con marcas
Esta sección muestra la evaluación de prestaciones de los teléfonos móviles
de Android e iOS al usarlos en aplicaciones CAR con detección de marcas. Se ha
medido la latencia y el número de imágenes por segundo5 que el sistema CAR
puede proporcionar en función del modelo de teléfono que se utilice. La latencia,
medida en milisegundos (ms), se entiende aquí como el tiempo necesario para
enviar cada nueva posición al servidor. Sin embargo, en sistemas distribuídos,
no se puede calcular de forma precisa la latencia de los datos intercambiados
entre dispositivos, debido a los posibles desfases entre los relojes de emisor y
receptor. En estos casos lo que se utiliza es el tiempo de ida y vuelta o RTT6,
puesto que permite que el tiempo de ida y el de vuelta se midan por el mismo
reloj. La Tabla 4.2 muestra estos tiempos junto con el tiempo total para completar
un ciclo y su valor inverso (FPS).
Etapas (ms) Cámara Detección Dibujado Envío Total FPS
Milestone 248,64 288,53 30,42 14,14 698,34 1,43
Nexus One 40,25 78,08 13,23 5,54 167,11 5,98
iPhone 3GS 33,29 58,07 28,26 15,42 398,00 2,51
iPhone 4 17,66 182,17 23,34 7,06 523,26 1,91
Tabla 4.2: Tiempos de ejecución (ms) de cada etapa CAR para cada uno de los
móviles considerados
En la Tabla 4.2 las primeras cuatro columnas muestran la duración media de
cada una de las etapas de los sistemas CAR para cada móvil empleado, medidas
en milisegundos. Por su parte, la quinta columna muestra el tiempo necesario
para concluir un ciclo. Este valor se obtiene calculando el tiempo transcurrido
entre dos marcas de tiempo cualesquiera, es decir, se mira cuándo se inicia la
primera etapa en un ciclo y cuándo se inicia esa etapa de nuevo en el ciclo
siguiente. De la resta de ambos valores sale el tiempo de ciclo. Los FPS que se
muestran en la columna de la derecha se obtienen convirtiendo el tiempo total
5Conocido usualmente como FPS, de sus siglas en inglés: “Frames Per Second”
6De sus siglas en inglés: “Round-Trip-Time”
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de milisegundos a segundos e invirtiendo el valor resultante.
El objetivo de esta caracterización es encontrar la etapa que más tiempo con-
sume y ver cómo se comportan los teléfonos móviles en cada etapa, así como
saber qué S.O. hay que elegir para obtener el mayor rendimiento. El Motorola Mi-
lestone proporciona la peor productividad (1,43 FPS), debido a que es seis veces
más lento en obtener la imagen y casi el doble de lento en detectar la marca que
cualquiera de los otros teléfonos de la tabla. Este dispositivo es más lento tanto
en la etapa de captura de la imagen, como en la de detección de marca, e incluso
en la etapa de dibujado, aunque es cierto que en esta última etapa existe poca
diferencia respecto al segundo más lento (iPhone 3GS). Por contra, el dispositivo
Nexus One proporciona la mejor productividad (5,98 FPS), aunque es una con-
clusión obvia, puesto que es el mejor en cada una de las etapas, excepto en la
primera. En la etapa de envío la latencia obtenida en los distintos clientes es muy
similar (del más lento al más rápido sólo se llevan 10 milisegundos). Este era un
resultado previsible, puesto que esta etapa depende más de las características
de la red que de la capacidad de cómputo de los teléfonos móviles considerados.
La Tabla 4.2 también muestra que los dispositivos Android son más rápidos
que los iOS. Esto se debe a que las imágenes capturadas por los móviles Android
son cuatro veces más pequeñas que la imagen capturada por el iPhone 4. Por
su parte, el iPhone 3GS necesita menos tiempo que los teléfonos Android en
completar la etapa de detección de marca, y eso que no sólo tiene un tamaño
de imagen similar al de los Android, sino que el Nexus One tiene un procesador
el doble de potente. Otro dato curioso es que la captura de imagen del iPhone
4 es casi el doble de rápida que la del iPhone 3G. Sin embargo, la detección
de marca en el iPhone 4 es tres veces más lenta que la del iPhone 3GS. Y eso
que la CPU del iPhone 4 es el doble de rápida que la del 3GS. Esto se puede
explicar sabiendo que la imagen capturada por el dispositivo iPhone 4 es seis
veces mayor que la capturada por el iPhone 3GS. Sin embargo, el teléfono móvil
iPhone 4 es más rápido que el 3GS en las etapas de dibujado y envío. Aunque
ambos son más lentos que el más rápido de los dispositivos Android en la última
etapa.
Un detalle que llama la atención es el hecho de que el tiempo total de ejecu-
ción (penúltima columna) debería coincidir con la suma de las cuatro columnas
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que representan las cuatro etapas CAR. De hecho, esto es lo que ocurre con los
móviles Android. Sin embargo, el tiempo total de ejecución de los dispositivos
iOS es casi el doble que la suma de las cuatro columnas. Este comportamiento
anómalo se podría deber al hecho de que las aplicaciones Android no necesi-
tan manejar directamente la memoria, puesto que se ejecutan sobre máquinas
virtuales, que hacen una gestión automática de la memoria. También se podría
deber al hecho de que en la implemetación de Android alguna de las etapas se
ejecutan en hilos independientes y no se ejecutan de manera bloqueante. Como
ejemplo, se tiene la etapa de dibujado, que está desacoplada del resto de eta-
pas CAR (ejecutada en un hilo aparte), y no espera a tener una nueva posición
para realizar el dibujado. Si llegado el momento de dibujar no tiene una posición
nueva, lo que hace es dibujar en la posición anterior.
Estos resultados parecen indicar que los dispositivos Android realizan más
rasterizados de la escena que los dispositivos iOS. Para confirmar esto, se ha
medido el número de etapas de renderizado completadas en comparación con el
número de veces que se ejecutan el resto de etapas. Para ello se ha modificado
la aplicación que leía los “logs” de las ejecuciones (ver Apéndice D), para que
cuente para cada ciclo cuántas veces se ejecuta cada etapa. Dicha aplicación se
puede ver en el Apéndice A. Como resultados de estas pruebas se ha obtenido
que el Motorola Milestone realiza, de media, 6’28 dibujados por ciclo mientras
que el Nexus One realiza 5’55 dibujados por ciclo. Con lo que se confirmaron
nuestras suposiciones, pues mientras cada etapa se ejecuta una sola vez en un
mismo ciclo CAR, el dibujado se ejecuta más de cinco veces.
El número extra de dibujados depende del número de polígonos y de la canti-
dad de datos de texturas que haya en el modelo 3D. La Tabla 4.3 muestra la rela-
ción existente entre el número de etapas de dibujado por ciclo y la complejidad de
la escena 3D para ambos dispositivos Android. Para cambiar la complejidad de
la escena a dibujar, se cambiará el tipo de objeto que se dibuja, alternando entre
dos modelos clásicos: el cilindro (modelo simple) y el avión (modelo complejo),
como se puede ver en la Figura 4.4
La primera columna de la Tabla 4.3 muestra el número de milisegundos que
necesita la etapa de dibujado para cada uno de los dispositivos y modelos 3D.
La siguiente columna (RRender), indica el cantidad de dibujados que se hacen
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Figura 4.4: Modelos dibujados en la pruebas de complejidad de dibujado para
android. A la izquierda modelo simple(cilindro) y a la derecha modelo comple-
jo(avión)
Render (ms) R_Render FPS
Milestone (simple model) 21,40 18,24 1,23
Milestone (complex model) 48,32 9,90 1,25
Nexus One (simple model) 5,48 6,27 5,80
Nexus One (complex model) 24,46 4,47 5,87
Tabla 4.3: Relación entre el número de dibujados por ciclo y la complejidad de la
escena 3D para los diferentes modelos de Android
en un ciclo CAR (repeticiones de la etapa de dibujado) y, finalmente, la última
columna (FPS) muestra la productividad de la aplicación, expresada en fps. La
Tabla 4.3 muestra que a medida que se aumenta la complegidad del objeto a
dibujar, los móviles Android requieren más tiempo para completar la etapa de
dibujado. En este experimeno, la media de tiempo necesaria para completar el
dibujado del modelo complejo es el doble de la necesaria para el modelo simple.
Esta variación es más evidente si se observa la segunda columna de la Tabla 4.3
(R_Render). Si se analiza, por ejemplo, el caso del Motorola Milestone, al pasar
del modelo simple al complejo la etapa de dibujado cuesta el doble (de 21,40ms
a 48,32), por lo que el número de repeticiones de esta etapa se reduce a la mitad
(de 18,24 a 9,9) para poder mantener los mismos FPS, que pasan de 1,23 a
1,25.
Por último, se ha medido el consumo de CPU y la cantidad de memoria uti-
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lizada por el teléfono elegido. Los valores obtenidos se pueden observar en al
Tabla 4.4. Esto se ha conseguido a través de las plataformas de desarrollo de
aplicaciones, puesto que proporcionan herramientas que permiten obtener los
valores con cierta facilidad. Para ver un ejemplo de la información obtenida al
realizar la traza de una ejecución se puede consultar el Apéndice E.
Dispositivo Memoria (MB) CPU ( %)
Milestone 25 97
Nexus One 11 96
iPhone 3GS 7 95
iPhone 4 4 97
Tabla 4.4: Memoria y consumo de CPU de los teléfonos considerados
La Tabla 4.4 muestra el consumo de memoria y la utilización de la CPU para
los teléfonos considerados en el experimento. En la primera columna aparece
la memoria utilizada en la ejecución de la aplicación y medida en Megabytes,
mientras que en la segunda columna aparece el porcentaje de utilización de la
CPU de la máquina cuando ejecuta la aplicación CAR correspondiente.
La Tabla 4.4 muestra que todos los móviles usados en la prueba están cerca
de la saturación (100 % de CPU), por lo que el rastreo de marcas de AR se puede
considerar como un proceso intensivo de CPU, ya que requiere el máximo de los
recursos de los microprocesadores tanto de la versión de Android (desacoplada)
como de la de iOS (normal). En cuanto al consumo de memoria, se observa que
los dispositivos Android consumen más memoria que los iOS al ejecutar aplica-
ciones CAR. Este incremento de la memoria consumida puede explicarse por
la gestión que se hace de la memoria en los dispositivos Android, dado que, a
diferencia de los dispositivos iOS, donde el programador es el encargado de con-
trolar la cantidad de memoria reservada para la aplicación así como de liberarla
tras su uso, en Android se hace uso de la Máquina Virtual (VM7). Dicha VM es la
que gestiona la memoria en todas las aplicaciones Java, haciendo transparente
para el desarrollador todo lo referente al manejo de memoria. Y, precisamente
por hacerlo transparente al programador, no siempre se comporta de la manera
7De sus siglas en inglés: “Virtual Machine”
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más eficiente para la aplicación.
4.4. Implementaciones sin marcas
Como se comentó al principio de este capítulo, el ciclo de trabajo de las apli-
caciones CAR se puede descomponer en cuatro etapas: Adquisición de imagen,
Seguimiento de marcas, Dibujado y Envío. En la etapa de seguimiento había dos
vertientes: la de marcas artificiales y la de vectores de características. Esta se-
gunda opción es la que se verá en la presente sección. Aunque se comentó que
la detección de marcas era el sistema de seguimiento más extendido, durante
la realización de este trabajo de investigación, ha surgido un nuevo sistema sin
marcas llamado Vuforia, de la empresa Qualcomm (Qualcomm Vuforia, 2011).
Dicho sistema se ha extendido con gran rapidez y ya se utiliza como un estándar
de facto. Por lo tanto, no se podía considerar como terminada la caracterización
de los teléfonos móviles para su uso sobre CAR si no se extendía la evaluación
de prestaciones incluyendo este nuevo sistema.
Vuforia es un SDK8 de Realidad Aumentada para teléfonos móviles y tabletas
que permite ejecutar aplicaciones AR en tiempo real. Su software utiliza la tec-
nología de visión por computador para reconocer y realizar el seguimiento indivi-
dual de los objetos capturados por la cámara de vídeo en tiempo real. Se usará
el SDK en su versión 2.0, pues es la más reciente, que soporta diferentes objeti-
vos, tanto 2D como 3D, incluyendo configuraciones multi-objetivos. El SDK tiene
otras características, como la detección de oclusiones usando botones virtuales,
selección de imágenes objetivo en tiempo real y la posibilidad de reconfigurar y
crear conjuntos de objetivos en función del escenario (Paredes Figueras, 2013).
El SDK también proporciona un API para los lenguajes de programación Java,
C++ y .Net, a través de una extensión de Unity3D9 (Unity, 2014). Dicho motor se
comentará más en detalle en el capítulo del servidor, donde se utilizará para rea-
lizar un interfaz gráfico para el sistema CAR piloto. En cuanto a la librería en sí
y a cómo funciona poco se puede comentar aquí, puesto que es código cerrado,
8Kit de desarrollo de aplicaciones, del inglés “Software Development Kit”
9Motor de juegos multiplataforma que proporciona su propio entorno de desarrollo o IDE (Integra-
ted Developer Environment)
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a diferencia de las usadas en la versión con marcas (NyARToolKit y ARToolKit
Plus). Se sabe que las imágenes objetivo no necesitan regiones especiales en
blanco y negro o códigos para ser reconocidos. El SDK de Vuforia usa un con-
junto de algoritmos para detectar y seguir las características presentes en una
imagen, reconociéndolas mediante la comparación de dichas características con
una base de datos de objetos conocidos. Tras detectarla, Vuforia seguirá la ima-
gen mientras permanezca en el flujo de la cámara. Las imágenes objetivo se
crean on-line con el sistema de manejo de objetivos (TMS10) a partir de imáge-
nes en JPG o PNG. Las características que se extraen de esas imágenes son las
que se almacenan en la base de datos y se usan para comparaciones en tiempo
real (Paredes Figueras, 2013).
Como se comentó anteriormente, las aplicaciones AR desarrolladas con Vufo-
ria son compatibles con una gran variedad de teléfonos móviles como los iPhone
(3GS, 4, 4S y 5), el iPad y los teléfonos y tabletas Android que tengan una versión
de S.O. igual o superior a la 2.2. Por lo tanto, no existe ningún problema para eje-
cutar las pruebas sobre los terminales utilizados en la implementación anterior,
que eran el teléfono móvil Motorola Milestone y el HTC Nexus One para Android,
y el iPhone 3GS y el iPhone 4 para Apple. De esta forma se puede realizar una
comparación lo más justa posible entre las implementaciones.
Las aplicaciones de partida para nuestro desarrollo, tanto de Android como
de iOS, son las que proporciona el SDK de Vuforia como aplicaciones de ejem-
plo de AR. Ambas implementaciones son muy similares, de hecho, primero se
desarrolló la aplicación para iOS en Objetive-C y, a continuación, se utilizó JNI
para portarla a la versión Java de Android. De nuevo, se utilizará Eclipse para
desarrollar la aplicación para Android y xCode para desarrollar la de iOS. Para
el dibujado de ambas implementaciones se utilizará OpenGL, como en la ante-
rior implementación. Como las aplicaciones que proporciona Vuforia son de AR,
se les añadirá la etapa de envío de información para convertirlas en aplicaciones
CAR. Para ello se implementará un socket TCP como el utilizado en las versiones
de la implementación con marcas. Al igual que antes, se analizará en profundi-
dad el código proporcionado por Vuforia con el fin de delimitar las etapas CAR
y se pondrá marcas de tiempo al inicio y final de cada etapa, para saber cuánto
tiempo consume el terminal en cada una de ellas. Las modificaciones del código
10De sus siglas en inglés: “Target Management System”
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Figura 4.5: Imagen de referencia para las implementaciones de Vuforia
se pueden ver en el Apéndice F. Como esta implementación es sin marcas, la
imagen almacenada en la base de datos que sirve de referencia es la que se
muestra en la Figura 4.5.
En cuanto a la toma de datos de las pruebas, tras cada ejecución el teléfono
móvil genera un log. En dicho log se encuentran las marcas de tiempo correspon-
dientes a cada etapa del ciclo CAR, para cada uno de los ciclos que haya durado
la simulación. Por lo tanto, se hará uso de la aplicación empleada en la imple-
mentación anterior para analizar los ficheros de “log” y obtener las estadísticas
de cada ejecución. Dicha aplicación se puede consultar en el Apéndice D.
4.5. Evaluación de prestaciones de la implementa-
ción sin marcas
En la presente sección se verá la evaluación de prestaciones de los teléfo-
nos móviles al usarlos en aplicaciones CAR que no hacen uso de marcas. Se
medirá la latencia y los fps que proporciona el sistema en función del teléfono
móvil utilizado. De nuevo, se entenderá por latencia el tiempo que transcurre
desde que el cliente emite el mensaje hasta que el sistema le contesta, medido
en milisegundos. El resumen de las características de los móviles utilizados se
puede ver en la Tabla 4.1. Con el fin de comparar ambas implementaciones, en
la Tabla 4.5 se verán los resultados obtenidos en ambas. La parte superior de la
tabla, etiquetada como NyARToolKit & ARToolKitPlus, corresponde a la primera
implementación y la etiquetada como Vuforia corresponde a la implementación
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NyARToolKit & ARToolKit Plus
Etapas (ms) Cámara Detección Dibujado Envío Total
Milestone 248,64 288,53 30,42 14,14 698,34
Nexus One 40,25 78,08 13,23 5,54 167,11
iPhone 3GS 33,29 58,07 28,26 15,42 398,00
iPhone 4 17,66 182,17 23,34 7,06 523,26
Vuforia
Etapas (ms) Cámara Detección Dibujado Envío Total
Milestone 19,58 3,95 2,38 15,06 86,41
Nexus One 9,97 18,03 1,76 8,48 56,68
iPhone 3GS 11,06 8,23 14,29 17,38 145,53
iPhone 4 8,15 6,21 17,85 9,68 105,91
Tabla 4.5: Tiempos de ejecución (ms) de cada etapa CAR para cada uno de los
móviles considerados en cada una de las implementaciones propuestas
sin marcas.
Cada fila de la Tabla 4.5 presenta los resultados para un teléfono móvil di-
ferente. Las dos primeras filas muestran los móviles de Android (ejemplos re-
presentativos de las gamas alta y baja de los dispositivos encontrados en el
mercado), y las dos últimas filas muestran el equivalente para iOS. Los mismos
dispositivos se usan en la parte baja de la tabla. Por su parte, las cuatro prime-
ras columnas representan cada una de las etapas de las aplicaciones CAR y, la
última columna representa el tiempo necesario para completar un ciclo. Todos
los valores se representan en milisegundos (ms), y son valores promediados de
decenas de pruebas. Como puede observarse, el sistema sin marcas es mucho
más rápido que el sistema con marcas en cada una de las etapas CAR, a ex-
cepción del envío, cosa previsible puesto que esta etapa sólo depende de los
parámetros y estado de la red, y se ha usado la misma en ambas caracterizacio-
nes.
La Tabla 4.5 muestra que el tiempo requerido por la adquisición de imagen
en la implementación sin marcas es, al menos, la mitad del requerido por la
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implementación con marcas (como es el caso del iPhone 4), mientras que en el
caso del iPhone 3GS funciona el triple de rápido, de 33’29ms. a 11’06ms.. Sin
embargo, la mejora más drástica es la conseguida por el Motorola Milestone,
pasando de los 248’64ms. de la implementación con marcas a tan solo 19’58ms.
en la implementación sin marcas.
En cuanto a la segunda etapa, las diferencias de rendimiento aún son más
claras. El tiempo necesario para completar esta etapa por la implementación con
marcas es, como mínimo, cuatro veces más lento que el requerido para la imple-
mentación sin marcas. El motivo de esta mejora tan drástica es difícil de descu-
brir, puesto que Qualcomm no proporciona el código fuente de Vuforia, sino sólo
su librería compilada. Vale la pena recordar que cada teléfono proporciona unas
resoluciones diferentes, y que el tamaño de las imágenes proporcionadas por los
dispositivos Android es muy diferente del de las proporcionadas por los dispositi-
vos iOS. No es lo mismo analizar una imagen de 320x480 píxeles buscando una
marca que hacerlo en una imagen de 1280x720 píxeles, puesto que se necesita
mucho más tiempo en esta última.
Por lo que respecta a la tercera etapa, la Tabla 4.5 muestra que la implemen-
tación si marcas no mejora drásticamente en todos los terminales, de hecho en
el iPhone 4 la mejora es de menos de 6ms. En el caso del iPhone 3GS, funciona
el doble de rápido. Por su parte, los dispositivos android funcionan mucho más
rápido, el Nexus One se ejecuta ocho veces más rápido y el Milestone más de
12 veces. Esta mejora tan sustancial en los dispositivos Android se justifica, en
parte, en el hecho de que el renderizado de la implementación sin marcas no
está en un hilo aparte, como pasaba en la anterior implementación. Por lo tanto,
no ejecuta más de un renderizado por ciclo.
Por último, la columna de la derecha representa el tiempo necesario para
concluir el ciclo CAR en cada uno de los dispositivos. Comparando ambas imple-
mentaciones se puede concluir que todos los dispositivos funcionan, al menos,
tres veces más rápido al usar la implementación sin marcas. Por lo que esta
implementación es la mejor opción tanto para dispositivos de gama alta como
baja. Una de los motivos que contribuyen a obtener estos resultados es que las
librerías de la versión con marcas no fueron diseñadas explícitamente para los
móviles actuales, por lo que no pueden sacarle partido a todo el hardware de que
4. CARACTERIZACIÓN DE LOS DISPOSITIVOS MÓVILES AL EJECUTAR
APLICACIONES CAR 79
disponen los dispositivos actuales, como la GPU. No obstante, se recuerda que
el código fuente de la librería Vuforia es código cerrado y no se puede analizar
en profundidad, a diferencia de las librerías empleadas en la implementación con
marcas.
Para mostrar el efecto práctico de las prestaciones obtenidas con ambas im-
plementaciones, la Tabla 4.6 muestra los valores obtenidos en la Tabla 4.5, pero
expresados en parámetros típicos de evaluación de sistemas como los FPS, que
es la cantidad de ciclos CAR hechos en un segundo, y el RTT11, que es el tiem-
po de ida y vuelta de un mensaje. De nuevo, cada fila representa el dispositivo
utilizado. Los FPS se muestran en la primera columna y el RTT en la segunda
(medidos en ms), y corresponde con la cuarta etapa mostrada en la Tabla 4.5.
En la Tabla 4.6 se observa que el dispositivo más lento usando la implemen-
tación de Vuforia es el iPhone 3GS, trabajando a 7 FPS. Este dispositivo lento en
Vuforia es más rápido que cualquiera de los otros móviles en la implementación
con marcas(etiquetada como ARTookKit), donde el dispositivo más rápido era el
Nexus One con casi 6 FPS.
ARToolKit Vuforia
FPS RTT(ms) FPS RTT(ms)
Milestone 1,43 14,14 11,57 15,06
Nexus One 5,98 5,54 17,64 8,48
iPhone 3GS 2,51 15,42 6,87 17,38
iPhone 4 1,91 7,06 9,44 9,68
Tabla 4.6: productividad (FPS) y latencia (RTT) de los dispositivos en cada una
de las implementaciones
11De sus siglas en inglés: “Round Trip Time”
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4.6. Siguiente generación de terminales
Los teléfonos móviles mejoran sus prestaciones constantemente, por lo tanto,
no es de extrañar que lo que se entendía gama alta al principio de una anualidad,
se convierta en gama media o baja al año siguiente. Durante el transcurso de es-
ta investigación se ha sufrido este efecto constantemente, por lo que se centró
el estudio en unos teléfonos móviles en concreto y no se actualizó la caracteri-
zación con cada nueva actualización de dispositivos. No obstante, al realizar la
segunda caracterización con Vuforia, se completó el estudio con nuevos dispo-
sitivos para que resultasen un poco más acordes al mercado de ese momento.
Por lo tanto, se ha realizado las mismas pruebas con teléfonos móviles de gama
alta del mercado de finales del 2012, como son el dispositivo Samsung Galaxy
SIII para Android y el terminal iPhone 4S para iOS. Con el fin de tener una vista
más completa de la caracterización, se pondrán las tablas de la evaluación de
prestaciones anterior pero incluyendo los nuevos dispositivos. En la Tabla 4.7 se
pueden ver las características de los teléfonos móviles escogidos.
OS Android iOS
Model Milest. Nex. One S.G.SIII iPh 3GS iPh 4 iPh 4S
CPU TI OMAP Qual. 32 bit Samsung Samsung Apple Apple A5
3430 QSD8250 Exynos 4412 S5PC100 APL0398 APL0498
Freq. (MHz) 550 998 1400 412 800 800
GPU SGX530 Qual. ARM SGX535 SGX535 PowerVR
Adreno200 Mali-400 SGX543MP2
RAM (MB) 256 512 1024 128 512 512
Camera (MP) 5.02 4.92 7.99 1.92 4.92 7.99
Núcleos 1 1 4 1 1 2
Tabla 4.7: Datos del Hardware de los móviles usados en la caracterización
En la Tabla 4.7 se observa que el terminal Samsung Galaxy SIII tiene un
procesador de 1400 MHz con 4 núcleos y una cámara de 8 megapíxeles, mien-
tras que el teléfono iPhone 4S tiene un procesador de 2 núcleos con 800 MHz y
también una resolución de cámara correspondiente a 8 megapíxeles.
Con estos dispositivos se ha repetido la caracterización de las implementa-
ciones con marcas (con NyARToolKit para Android y ARToolKit plus para iOS) y
sin marcas (con Vuforia), obteniendo los resultados mostrados en la Tabla 4.8.
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NyARToolKit & ARToolKit Plus
Etapas (ms) Cámara Detección Dibujado Envío Total FPS
Milestone 248,64 288,53 30,42 14,14 698,34 1,43
Nexus One 40,25 78,08 13,23 5,54 167,11 5,98
iPhone 3GS 33,29 58,07 28,26 15,42 398,00 2,51
iPhone 4 17,66 182,17 23,34 7,06 523,26 1,91
iPhone 4S 1,19 114,64 6,37 8,30 182,46 5,48
Samsung G SIII 60,05 9,34 5,90 7,90 128,02 7,81
Vuforia
Etapas (ms) Cámara Detección Dibujado Envío Total FPS
Milestone 19,58 3,95 2,38 15,06 86,41 11,57
Nexus One 9,97 18,03 1,76 8,48 56,68 17,64
iPhone 3GS 11,06 8,23 14,29 17,38 145,53 6,87
iPhone 4 8,15 6,21 17,85 9,68 105,91 9,44
iPhone 4S 2,73 2,10 3,40 9,06 43,58 22,95
Samsung G SIII 18,30 9,20 0,46 4,67 34,11 29,32
Tabla 4.8: Tiempos de ejecución (ms) de cada etapa CAR incluyendo dispositivos
multi-núcleo
En la Tabla 4.8 se pueden ver siete columnas. La primera de ellas indica el
teléfono móvil elegido para la simulación. Las cuatro siguientes se corresponden
a cada una de las etapas CAR, medidas en milisegundos. La siguiente columna,
con el rótulo “Total”, se corresponde al tiempo necesario para completar el ciclo
CAR, también en milisegundos. Por último, la columna de los FPS representa la
cantidad de ciclos que se llevan a cabo en un segundo. Como ya se comentó
los resultados de los dispositivos mono-núcleo en las secciones 4.3 y 4.5, se
comentarán aquí los resultados de los dispositivos multi-núcleo.
En la implementación con marcas se observa que el dispositivo Android, pese
a tener el doble de núcleos que el dispositivo iOS, obtiene un rendimiento ligera-
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mente superior que éste último. Por otra parte, el hecho de añadir más núcleos
no permite al iPhone 4S conseguir mejor rendimiento que el mejor de los dispo-
sitivos mono-núcleo (el Nexus One). Así mismo, los tiempos de envío del Nexus
One y el iPhone 4 son mejores que sus respectivos multi-núcleo. Estos resulta-
dos indican que el uso de dispositivos multi-núcleo con la implementación con
marcas mejora muy poco las prestaciones. Esta mejora es más significativa en
los dispositivos iOS, puesto que el iPhone 4 y el iPhone 4S trabajan a la misma
frecuencia (800MHz) y, añadiendo un único núcleo, el iPhone 4S obtiene más del
doble de FPS, y eso a pesar de tener que analizar una imagen más grande que
la de su antecesor (de cinco megapíxeles a ocho). Por su parte, los dispositivos
Android obtienen una mejoría más leve, puesto que el Samsung Galaxy SIII, con
más potencia y tres núcleos extra sólo proporciona un incremento de dos FPS
(de 5’98 a 7’81). Por lo que se puede decir que iOS hace un mejor uso de los
núcleos extra.
Por su parte, la implementación sin marcas sí que obtiene una mejora de
prestaciones considerable con la adición de mejores prestaciones, puesto que
ambos dispositivos multi-núcleo sobrepasan la productividad (FPS) alcanzada
por los mejores mono-núcleo, llegando casi a los 30 fps. Esto se debe, como se
comentó en el apartado anterior, a que Vuforia es una librería mucho más recien-
te que ARToolKit/ARToolKit Plus (más de diez años más joven que ARToolkit y
más de seis que ARToolKit Plus) y, por tanto, ha sido diseñada para aprovechar
las prestaciones de los teléfonos móviles actuales. Se observa, por ejemplo, co-
mo en iOS al añadir un núcleo extra (de iPhone 4 a iPhone 4S) la productividad
se duplica, pasando de 9,44 fps a 22,95 fps. De nuevo, el incremento de núcleos
en Android no obtiene unos beneficios proporcionales, puesto que pasa de 17,64
fps a 29,32 fps tras añadir tres núcleos al procesado. En esta implementación las
fases de detección y dibujado mejoran sustancialmente tras la agregación de nú-
cleos, pasando, por ejemplo, en iOS de los 17,85ms. obtenidos en el iPhone 4 a
tan solo 3,40ms. en el iPhone 4S y en Android consiguiendo dibujados de menos
de medio milisegundo.
Como se comentó anteriormente, en la implementación con marcas la etapa
de dibujado está desacoplada en los dispositivos Android, es decir, se ejecuta en
un hilo aparte. Este hecho provoca que el hilo de dibujado se ejecute indepen-
dientemente, de forma que, cuando renderice la escena 3D, si aún no tiene la
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nueva posición, dibuja en la posición anterior. Por lo tanto, esta etapa se ejecuta
más veces que las demás. El número de veces que se repite por cada ciclo de-
penderá del número de polígonos y la cantidad de texturas del modelo a dibujar.
La Tabla 4.9 muestra la relación entre el número de dibujados por ciclo y la com-
plejidad de la escena para cada dispositivo Android (véase los objetos a dibujar
en la Figura 4.4.
Render (ms) R_Render FPS
Milestone (simple model) 21,40 18,24 1,23
Milestone (complex model) 48,32 9,90 1,25
Nexus One (simple model) 5,48 6,27 5,80
Nexus One (complex model) 24,46 4,47 5,87
Samsung G SIII (simple model) 3,26 5,73 7,95
Samsung G SIII (complex model) 9,83 3,11 7,96
Tabla 4.9: Relación entre el número de dibujados por ciclo y la complejidad del
modelo 3D para los dispositivos Android
La primera columna de la Tabla 4.9 muestra el tiempo en milisegundos que
necesita la etapa de dibujado para terminar. La siguiente columna muestra la
cantidad de dibujados que se hacen mientras se completa el ciclo CAR y, la
última muestra la productividad, medida en FPS.
La Tabla 4.9 demuestra que a medida que aumenta la complejidad del mo-
delo a dibujar, la etapa de dibujado consume más tiempo. En este experimento,
el tiempo necesario para completar el dibujado complejo es el doble que el re-
querido para el dibujado simple. Esta variación es más evidente para el número
de repeticiones de la etapa de dibujado. Como se necesita más tiempo para di-
bujar el modelo, el número de repeticiones dentro de un mismo ciclo CAR se
reduce para mantener constante la productividad de la aplicación. En este caso,
el uso de dispositivos multi-núcleo no cambia significativamente el rendimiento
obtenido.
Adicionalmente, se ha medido el consumo de CPU y la memoria consumida
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por los móviles usados en las pruebas. La Tabla 4.10 muestra estos resultados.
En la primera columna aparece la memoria consumida (en MB) y en la segunda
columna se tiene el porcentaje de CPU utilizado en las pruebas. Anteriormente se
vio que los dispositivos mono-núcleo están cerca de saturación (100 % de CPU),
pero en la Tabla 4.10 se observa que el proceso de seguimiento de marcas utiliza
solo un pequeño porcentaje de la CPU de los dispositivos multi-núcleo, bajando
del 95 % a un 14 % en el dispositivo iOS con doble núcleo. También se observa
que existe muy poca variación en la utilización de CPU de un dispositivo con
dos núcleos a otro con cuatro (tan solo un 3 %). Y, que las aplicaciones CAR no
tienen por qué consumir una gran cantidad de memoria.
Dispositivo Memoria (MB) CPU ( %)
Milestone 25 97
Nexus One 11 96
iPhone 3GS 7 95
iPhone 4 4 97
iPhone 4S 7 14
Samsung G SIII 9 11
Tabla 4.10: Consumo de CPU y memoria utilizada por los dispositivos mono-
núcleo y multi-núcleo
4.7. Conclusiones
En este capítulo se ha propuesto la caracterización de los teléfonos móviles
para aplicaciones CAR con seguimiento de marcas y sin marcas, un proceso
esencial que se lleva a cabo en toda aplicación CAR. Con el fin de realizar un
análisis robusto de los móviles del mercado, se ha considerado teléfonos móviles
basados en Android e iOS. En ellos, se ha ejecutado una aplicación CAR simple
mientras se medían sus prestaciones.
Los resultados de la evaluación de prestaciones de la implementación con
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marcas muestran que cuando se ejecuta la misma aplicación CAR sobre los di-
ferentes móviles, la mejor productividad (medida en fps), la obtienen los móviles
basados en Android. Sin embargo, para móviles de gama baja, son los dispositi-
vos iOS los que obtienen mejores resultados.
También se ha estudiado las diferentes etapas en las que se descomponen
las aplicaciones CAR de seguimiento (tanto de marcas como sin ellas). Los resul-
tados de la implementación con marcas muestran que la etapa que más tiempo
consume es la de detección de marcas, seguida de la captura de imágenes, la
etapa de dibujado y, por último, la etapa de transmisión. En cuanto a los S.O., se
ha visto que la etapa de dibujado de los dispositivos Android está desacoplada,
de forma que se ejecuta a la vez que las otras tres etapas. Aunque esto no impi-
de que las mejores prestaciones se obtengan con este S.O.. Es más, esta etapa
se puede re-programar para que se ejecute junto con las otras realizando una
implementación ad hoc.
Por otra parte, los resultados también muestran que algunos móviles como el
terminal iPhone 4, sólo funcionan con resoluciones grandes de imagen y, como
resultado, consiguen una gran calidad de imagen pero a costa de emplear una
gran cantidad de tiempo en la etapa de detección.
La implementación sin marcas tiene una productividad mucho mejor que la
implementación con marcas. La mejor productividad (medida en fps) la siguen
obteniendo los móviles basados en Android, esta vez tanto los de gama alta
como los de gama media. Por su parte, el tiempo consumido por cada etapa
del ciclo CAR es muy similar, necesitando todas menos de 20 ms para finalizar.
Como las implementaciones para Android e iOS son transcripciones idénticas
del mismo código, los móviles Android no sufren de desacoplamiento de la etapa
de dibujado, por lo que su rendimiento es aún un poco mejor. No obstante, sigue
habiendo partes del ciclo de los dispositivos iOS en las que el S.O. pierde tiempo,
puesto que la suma de los tiempos consumidos en cada etapa sigue siendo muy
diferente del tiempo total de ciclo CAR.
Finalmente, los dispositivos con varios núcleos no proporcionan una produc-
tividad lineal con el número de núcleos, e incluso hay un dispositivo que con un
único núcleo obtiene mejores resultados tanto en productividad como en latencia.
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La explicación es que las cuatro etapas de los sistemas CAR son inherentemente
secuenciales y, por lo tanto, no se puede sacar beneficio a los núcleos extra.
4.8. Impacto de las nuevas generaciones de dispo-
sitivos móviles
En el momento de la redacción y experimentación de esta tesis los teléfonos
móviles de gama alta correspondiente a los terminales Samsung Galaxy S III de
Android y Apple iPhone 4S. No obstante, en el momento de la redacción de la
tesis, los últimos lanzamientos de las compañías de móviles más importantes
son el teléfono móvil Google Nexus 5 de Android y el iPhone 5S de Apple, cuyas
características hardware se muestran en la Tabla 4.11, comparadas con las de
los dispositivos de la última generación analizada, es decir, el Samsung Galaxy
S III y el iPhone 4S.
OS Android iOS
Model S.G.SIII Nexus 5 iPh 4S iPh 5S
CPU 32 bit Samsung 32 bit Qualcomm Apple A5 64 bit Apple A7
Exynos 4412 Snapdragon 800 MSM8974AA APL0498 APL0698
Freq. (MHz) 1400 2265 800 1300
GPU ARM Qualcomm PowerVR PowerVR
Mali-400 Adreno 330 SGX543MP2 G6430MP4
RAM (MB) 1024 2048 512 1024
Camera (MP) 7.99 7.99 7.99 7.99
Núcleos 4 4 2 2
Tabla 4.11: Datos del Hardware de los móviles usados en la caracterización
En la Tabla 4.11 se observa que el teléfono móvil Nexus 5 tiene un procesador
Qualcomm que funciona a 2265 MHz frente a los 1400 MHz del Samsung Galaxy
S III. En cuanto a la GPU, el Nexus 5 utiliza la Adreno 330, también de Qualcomm,
primera clasificada en el ranking de la web “Notebookcheck” a 11 de Diciembre
de 2013 (Ranking GPUs, 2014), frente a la Mali-400 considerada décimo cuarta
según ese mismo ranking. Por lo que respecta a la memoria RAM, el teléfono
Nexus 5 duplica la del Samsung Galaxy S III con 2048 MB. Ambos tienen una
cámara de 8 megapíxeles y cuatro núcleos. Por su parte, el iPhone 5S dispone
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de un procesador de 64 bits que funciona a 1300 MHz, frente al procesador de
32 bits del iPhone 4S que funciona a 800 MHz. El iPhone 5S sigue utilizando
una GPU PowerVR, pero cambia al modelo “G6430MP4” que está en el segundo
puesto del ranking de “Notebookcheck”, frente a la GPU del iPhone 4S que figura
en la novena posición. Al igual que ocurre con los dispositivos Android, el último
teléfono móvil de Apple duplica la RAM pero mantiene la misma resolución de
cámara y cantidad de núcleos que el iPhone 4S, quedándose con 8 megapíxeles
y 2 núcleos.
A efectos prácticos y para el desarrollo de la tesis, las nuevas características
hardware de los dispositivos móviles se reflejan en que los tiempos de compu-
tación de las cuatro etapas en las que se descompone el ciclo de trabajo de
las aplicaciones CAR se reducirán. En primer lugar, la adquisición de la imagen
será más rápida, puesto que los buses actuales te permiten obtener la imagen
procedente del “buffer” de la cámara más eficientemente. En segundo lugar, la
detección de marca se realizará más rápido debido al incremento de la capaci-
dad de cómputo proporcionado por los nuevos procesadores. En tercer lugar, el
renderizado de las imágenes en pantalla se acelerará por las mejoras en la GPU.
Y, por último, el envío de la información será más rápido por la mejora de las in-
terfaces de red y por la utilización de normas nuevas como la 802.11ac (Norma
802.11ac, 2014). Los efectos de tales mejoras se traducirán en que el ciclo de
actuación de los clientes del sistema CAR se reduzca y, por lo tanto, actúen con
mayor frecuencia. A su vez, esto supondrá una modificación de las cotas supe-
rior e inferior de frecuencia de actuación de los dispositivos móviles. Como se
demostró con las dos generaciones anteriores de dispositivos móviles, donde se
vio que la caracterización de los teléfonos de la segunda generación se podía
extrapolar de la caracterización de los teléfonos móviles de la primera genera-
ción, la aparición de una nueva generación de dispositivos móviles no invalida la
caracterización de los mismos realizada en el presente capítulo. Por el contrario,
los resultados previsibles para la nueva generación de terminales de telefonía
móvil se pueden extrapolar de la caracterización de las anteriores generaciones.
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5
Simulador del sistema CAR
5.1. Introducción
En el capítulo anterior se analizó el comportamiento de los dispositivos cliente
basados en telefonía móvil cuando actúan individualmente frente a un servidor.
En este capítulo se va a analizar el comportamiento y las prestaciones del siste-
ma distribuido compuesto por el servidor de la aplicación y los distintos clientes
conectados a él al intercambiar información utilizándolo de intermediario. Como
se opera en un sistema colaborativo y distribuido, cada dispositivo cliente simula-
do enviará al resto de clientes pertenecientes a su grupo de trabajo1 la posición
donde ha encontrado la marca buscada. Esta tarea se realizará en cada uno de
sus ciclos de actuación, y a su vez se contestará a los vecinos un mensaje de
1A los que se hará referencia como vecinos
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Figura 5.1: Arquitectura cliente-servidor para el sistema CAR piloto propuesto
reconocimiento (mensajes conocidos usualmente como ACK2) por cada mensaje
de actualización de posición que llegue de ellos, indicando así que le ha llega-
do la información. Para ello, se necesita una arquitectura de cliente-servidor, en
la que los teléfonos móviles hagan de clientes y se comuniquen entre ellos a
través de un servidor. La Figura 5.1 muestra un ejemplo de esta arquitectura
monoservidor.
Con el fin de recrear un sistema lo más real posible, se simulará teléfonos mó-
viles reales mediante hilos ejecutándose en varios computadores cliente. Cada
hilo simulará un dispositivo cliente con el comportamiento análogo al caracte-
rizado en el capítulo anterior. Este comportamiento está basado en el ciclo de
actuación descrito en la Figura 5.2, compuesto de: El primer paso del ciclo de
actuación de cada cliente consistirá en esperar un tiempo equivalente a la obten-
ción de la posición de la marca en la imagen capturada. En el segundo paso, y
antes de enviar la nueva posición al servidor, el cliente esperará un máximo de
20 segundos a haber recibido los mensajes ACK de sus vecinos en el grupo de
trabajo3. Si pasado ese tiempo falta algún mensaje se dará por perdido para ase-
2Del inglés “ACKnowledge”
3Se han realizado pruebas con diferentes cantidades de tiempo y se ha visto que todos las res-
puestas ACK que tienen que llegar al cliente origen lo hacen siempre antes de que concluya ese
tiempo.
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Figura 5.2: Pasos del ciclo de actuación de cada teléfono móvil en la simulación
gurar que la simulación siempre termina. En el tercer paso del ciclo, se entiende
que todos los mensajes ACK se han recibido y se envía la posición al servidor.
En el cuarto paso el servidor retransmite la posición del cliente emisor a todos los
clientes vecinos de su grupo de trabajo. En el quinto paso cada cliente contesta
a esa posición enviando un mensaje ACK al servidor. Y, por último, en el sexto
paso el servidor retransmite cada respuesta ACK recibida al cliente emisor.
5.2. Diseño del simulador
Tal y como se mostró en la Figura 5.1, la arquitectura que se utiliza para los
sistemas CAR corresponde a una organización de tipo cliente/servidor. La ra-
zón por la que se utiliza esta arquitectura reside en que la cantidad de clientes
que generalmente se ven involucrados en los sistemas CAR es pequeña, del or-
den de la decena de clientes. Y, para esa cantidad, un único servidor es capaz
de gestionar todo el sistema. Uno de los objetivos de este trabajo consiste en
investigar hasta dónde llegan las prestaciones de esta arquitectura y qué se pue-
de hacer para mejorarlas o, por el contrario, ver si es necesario plantear otras
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arquitecturas cuando el número de clientes crece.
Dado que se asume el modelo clientes-servidor se tendrá un único compu-
tador servidor y un gran número de clientes, agrupados en grupos de traba-
jo(WG4). Dichos grupos de trabajo representan agrupaciones de dispositivos mó-
viles que comparten un mismo espacio, como pueden serlo un grupo de opera-
rios viendo el mismo motor, o un grupo de turistas observando el mismo cuadro.
Por lo tanto, los clientes pertenecientes a un determinado WG sólo intercambia-
rán información dentro de ese grupo. El tamaño de los WG es un parámetro del
simulador que se comentará más adelante.
De entre las opciones posibles, se ha decidido que la aplicación que simula
el comportamiento de un servidor CAR ejecute un único proceso servidor, sim-
plificando así la gestión del mismo. La Figura 5.3 muestra el esquema de dicho
proceso servidor, encargado de calcular el consumo de CPU en el computador
que ejecuta el servidor y de generar un hilo servidor por cada WG. Estos hi-
los servidor son los encargados de gestionar cada WG, y básicamente realizan
dos tareas: operar como intermediario entre los clientes del WG y almacenar los
tiempos de respuesta de cada comunicación. Para llevar a cabo la primera de
ellas, generan un hilo receptor y un hilo procesador por cada cliente del WG. El
hilo receptor asocia un socket TCP a cada cliente y, conforme recibe datos por
ese socket, los almacena en una cola asignada a ese cliente. Por su parte, el
hilo procesador se dedica a sacar la información de la cola del cliente y a proce-
sarla. Puede recibir mensajes de dos tipos: actualizaciones de posición de otros
clientes o acuses de recibo de que una posición propia ha llegado a algún vecino
(ACK). Si el cliente recibe una actualización de posición de un cliente vecino le
contestará con un mensaje ACK y si le llega un ACK de un vecino lo contabilizará
para calcular el tiempo de respuesta de cada posición enviada. Estos tiempos de
respuesta se enviarán al hilo servidor, tras finalizar la prueba, para que realice
su segunda tarea, es decir, el almacenamiento de esos tiempos de respuesta
para calcular datos de la simulación como el tiempo de respuesta medio y la
desviación estándar de ese tiempo de respuesta.
A la hora de diseñar los clientes, se ha decidido agruparlos en procesos, de
forma que cada proceso tenga 50 hilos cliente. Se ha elegido esta cantidad en
4Del inglés “Working Group”
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Figura 5.3: Esquema general del proceso servidor del simulador CAR
busca de un compromiso entre la cantidad de hilos y procesos del sistema, de
forma que sea lo suficientemente eficiente para reducir el número de procesos
en el sistema y no sature al computador que ejecuta a los clientes para que no
desvirtúe la simulación. Asimismo, se pretende que las pruebas del sistema se
ejecuten para una cantidad de clientes que vaya desde 100 hasta 1000 unidades
con incrementos de 100 clientes (como se comentará en el apartado de paráme-
tros de las pruebas), y se busca un valor que sea divisor de esas cantidades para
que sea más fácil lanzar las pruebas, por lo que el valor de 50 clientes sirve. Por
otra parte, como el valor máximo de clientes va a ser de 1000 unidades, puesto
que es una cantidad que sobrepasa con creces la cantidad de clientes presentes
en las aplicaciones CAR actuales, se ha decidido ejecutarlos repartidos homo-
géneamente en dos computadores. Se hace el reparto en dos computadores
porque experimentalmente se ha comprobado que así el consumo de CPU en
ambos nunca sobrepasa del 50 %. De esta forma, si se quiere lanzar la prue-
ba de 1000 clientes se ejecutarán 10 procesos cliente en cada máquina cliente,
teniendo 500 (10x50) clientes por computador.
La Figura 5.4 muestra el esquema general del proceso cliente. Dicho proceso
es el encargado de calcular el consumo de CPU en el computador que ejecuta el
cliente, pero como puede haber varios procesos cliente en el mismo computador,
sólo el primero de ellos realizará el cálculo. Como se ha comentado, el proceso
cliente se compone de 50 hilos cliente. Cada uno de estos hilos cliente genera
un hilo receptor y un hilo procesador, que tienen un comportamiento análogo al
descrito en el caso del servidor. El hilo receptor tiene un socket TCP asociado y
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se dedica a encolar todos los mensajes que recibe por él en la cola del cliente.
Por su parte, el hilo procesador se dedica a desencolar los mensajes que recibe
y a procesarlos según su procedencia: si recibe un mensaje de posición de un
vecino le responde con un ACK, y si recibe un ACK lo contabiliza para saber
cuántos vecinos han recibido su posición.
Figura 5.4: Esquema general del proceso cliente del simulador CAR
Cada hilo cliente simula el comportamiento de un teléfono móvil en el sistema
CAR, y sigue el ciclo descrito en la Figura 5.2. El primer paso de este ciclo es
obtener la nueva posición de la cámara, determinado por la frecuencia de actua-
ción del cliente (parámetro del sistema5). Antes de enviar esta nueva posición se
comprueba que se han recibido todos los mensajes ACK de la anterior posición
o que se ha alcanzado el tiempo límite. Tras enviar la posición y mientras se es-
pera a que un nuevo ciclo de actuación se complete, el hilo cliente se dedica a
contar los reconocimientos (ACKs) que se han recibido, y a responder con sus
propios mensajes ACK a posiciones de los vecinos. La cantidad de veces que
se repite este ciclo es un parámetro de la simulación, y los hilos cliente llevan
la cuenta del mismo para saber cuándo deben terminar. Cuando los procesos
cliente completan todas las iteraciones envían un mensaje especial a su hilo ser-
vidor y finalizan. El proceso cliente lleva la cuenta de cuántos hilos cliente tiene
activos y cuando este número llega a cero finaliza. Por su parte, el hilo servidor
cuenta cuántos clientes de su WG han acabado y cuando lo hacen todos él tam-
bién finaliza. El proceso servidor lleva la cuenta de cuántos hilos servidor tiene
activos, y cuando ese valor llega a cero escribe los valores de todos los tiempos
5El valor elegido para esa frecuencia será equivalente al obtenido en el capítulo de caracterización
de los teléfonos móviles (Capítulo 4)
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de respuesta calculados en un fichero y finaliza. Antes de terminar la simulación,
un “script” calcula el tiempo de respuesta medio y su desviación típica, calcula el
consumo medio de CPU en el computador servidor y en los computadores clien-
te y el tiempo total de la simulación, almacenando el resultado final en un fichero
para su posterior análisis.
5.3. Metodología de evaluación
En este apartado se describe la metodología empleada para evaluar el siste-
ma CAR de tipo generalista desarrollado en esta tesis.
Al igual que en los sistemas DVE, la metodología que se utilizará para validar
nuestro sistema se basa en la evaluación de prestaciones en un sistema real. Las
principales medidas de prestaciones que se va a considerar son la productividad
y la latencia, entendida aquí como el tiempo que transcurre desde que un cliente
manda una posición al servidor hasta que recibe el último ACK de sus vecinos.
Ambos son parámetros típicos de la evaluación de redes de interconexión de
distintos sistemas distribuidos, en general, y de DVEs en particular (Duato et al.,
1997).
Para poder realizar las pruebas, se ha implementado un sistema CAR instru-
mentalizado compuesto por el servidor y cliente comentados en el apartado de
diseño del simulador (5.2) empleando C++ como lenguaje de programación. El
código fuente está accesible en la siguiente dirección:
https://disco.uv.es/bauset/Simulador/
5.3.1. Parámetros de las pruebas
Para evaluar el sistema se ha planteado un modelo de evaluación de presta-
ciones atendiendo a la variación de una serie de parámetros del sistema. Esta
variación de los parámetros conseguirá toda una gama de niveles de carga en el
sistema. Los parámetros que utilizarán son:
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- La cantidad de posiciones enviadas por cada cliente. Puesto que se
realizan pruebas con centenares de clientes y se promedian los resultados ob-
tenidos en cada una de ellas, se considera que 100 posiciones por cliente es
suficiente para obtener unos resultados representativos. Por lo tanto, los clientes
realizarán 100 iteraciones o ciclos completos como el descrito en la Figura 5.2
antes de finalizar su ejecución.
- La frecuencia de actuación de los clientes. La caracterización de los
clientes realizada en el Capítulo 4 mostró que el HTC Nexus One era el dis-
positivo más rápido, con un ciclo de actuación de 167.11 milisegundos, mientras
que el Motorola Milestone era el dispositivo más lento, con un ciclo de actua-
ción de 698.34 milisegundos. Se ha considerado estos dos valores como la cota
superior e inferior en cuanto a ciclo de actuación, por lo que serán los utilizados
como parámetro para representar clientes rápidos y lentos (respectivamente). De
esta forma, si se quiere que el sistema esté lo más cargado posible, se utilizará
un gran número de clientes tipo Nexus One, mientras que si se quiere que esté
poco cargado, se emplearán clientes tipo Motorola Milestone. Al definir las cotas
superior e inferior de actuación se valida todo el rango intermedio de resultados
que se generarían al elegir cualquier otro dispositivo para la simulación, puesto
que los valores obtenidos por este último estarán dentro del intervalo generado
en el análisis de prestaciones de ambas cotas.
- La cantidad de clientes dentro de un Grupo de Trabajo (WG). Anterior-
mente se comentó que cada cliente está asignado a un grupo de trabajo que
incluye a los vecinos a los que tiene que informar de su nueva posición y de los
que tiene que recibir un mensaje ACK por cada posición que envíe. Por lo tan-
to, a medida que se aumente el tamaño del WG las comunicaciones realizadas
por los clientes del mismo se incrementarán sustancialmente. Para analizar la
escalabilidad del sistema se han realizado pruebas con un rango de tamaños
de grupo de trabajo entre 5 y 25 (diferencia del cuadrado) para ver cómo afecta
el volumen de intercambio de información entre clientes al rendimiento total del
sistema. Consecuentemente, los valores utilizados son: 5, 10, 20 y 25.
- La cantidad de clientes en el sistema. Se ha optado por un rango de
clientes que va desde 100 hasta 1000 unidades. Se parte de la base de que
las aplicaciones CAR actuales nunca tienen a más de un centenar de clientes
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actuando a la vez. Por ejemplo, un sistema CAR típico puede ser los alumnos de
una clase, o los turistas viendo un cuadro, como el sistema mostrado en (Bruns
et al., 2007). En estos casos, el tamaño no suele pasar de unas decenas. Por
ello, llegar hasta el millar de clientes excede claramente del peor caso que se
puede encontrar en este tipo de aplicaciones.
5.3.2. Características técnicas de los equipos y de la red local
Para realizar la evaluación de prestaciones se ha empleado dos tipos dife-
rentes de computador. El primero con mejores prestaciones computacionales
para el servidor, y otros más básicos, de propósito general, para los clientes. El
computador donde se ejecutará el servidor incorpora un procesador Intel Core 2
Duo E8400 con una CPU de 3.00 GHz y 4 Gbytes de memoria RAM, ejecutando
una distribución Ubuntu de Linux con el núcleo de sistema operativo 3.0.0-14-
genericx86_64. Por su parte, los ordenadores destinados a ejecutar los clientes
incorporan un procesador Intel Dual-Core E6600 de 3.06 GHz y 2 Gbytes de
memoria RAM, que ejecutan una distribución OpenSuse de Linux con el núcleo
3.7.10-1.16-desktopx86_64.
La red que conecta todos los equipos es una red de área local IEEE 802.3u
de 100 Mbps que pertenece a la Universitat de València (UV). Nuestras pruebas
compartirán red con el resto de usuarios habituales de la UV, por lo que no se
tiene control preciso del tráfico de red durante el tiempo de realización de las
pruebas. No obstante, los valores aquí mostrados son valores promedio de 30
pruebas realizadas a diferentes horas del día, con lo que se elimina en gran
manera el efecto de cualquier pico de utilización de la misma.
5.4. Resultados de las simulaciones
En este apartado se muestran los resultados de la evaluación realizada. Es-
tos resultados han sido obtenidos al variar cada uno de los parámetros de la
simulación, para ver cómo afecta cada uno de ellos al rendimiento del sistema.
Para ello se ha medido el tiempo de respuesta (en milisegundos) como el tiempo
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que transcurre desde que un cliente manda una posición hasta que recibe el úl-
timo de los mensajes ACK provenientes de sus vecinos. Se medirá la desviación
estándar de ese tiempo de respuesta (también en milisegundos), para evaluar
la variación de los valores respecto a la media obtenida. También se medirá el
porcentaje de utilización medio de la CPU del computador que ejecuta el servi-
dor, para evaluar el consumo de recursos del sistema al ejecutar la simulación.
Tal y como se ha comentado anteriormente, los valores mostrados son prome-
dios de 30 pruebas, por lo que representan más fielmente el comportamiento del
sistema.
En el capítulo de caracterización de los dispositivos CAR basados en telefonía
móvil (Capítulo 4), se analizaron cuatro dispositivos. De esos cuatro dispositivos
se ha seleccionado el que más ha tardado en realizar las pruebas y el que menos,
puesto que así se tiene una cota inferior y superior de la carga que se puede
esperar en el sistema, respectivamente. Tal y como se indicó en la Sección 4.3,
el dispositivo más rápido resultó ser el teléfono móvil Google Nexus One, con
una frecuencia de actuación de 167.11 ms., mientras que el dispositivo más lento
resultó ser el Motorola Milestone, con un ciclo de 698.34 ms. Se hará referencia
a ellos como One y Milestone, respectivamente.
One Milestone
WG 5 RT Dev CPU RT Dev CPU
100 62,37 22,68 9,9 64,92 23,49 8
200 63,77 22,21 15 64,51 23,32 9,1
300 66,71 22,66 22 67,47 23,14 26,3
400 68,68 22,5 32,7 70,84 23,81 65
500 71,04 23,56 45 71,89 24,53 65
600 71,5 24,18 48,6 70,23 23,91 21,8
700 72,37 25,01 59 74,24 24,44 44
800 72,85 26,01 68 70,34 23,81 28
900 75,01 28,98 79,2 71,36 24,4 30,7
1000 147,33 101,71 85 70,77 24,16 34
Tabla 5.1: Rendimiento del sistema para un grupo de trabajo de 5 vecinos
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En la Tabla 5.1 se muestra los resultados de la prueba para un WG de 5
vecinos por cliente cuando todos los clientes del sistema son uno de estos dos
modelos de teléfono móvil. La primera fila de la columna de la izquierda, con
etiqueta “WG”, indica el tamaño del grupo de trabajo, y los siguientes valores de
esa columna indican la cantidad de población que interviene en las pruebas (de
100 a 1000 clientes). A continuación, se muestran dos grupos de tres columnas
cada uno, que indican los resultados del teléfono móvil más rápido (HTC Nexus
One, etiquetado como “One”) y el teléfono más lento (Motorola Milestone, etique-
tado como “Milestone”). La primera columna de cada grupo muestra el tiempo
de respuesta medio, medido en milisegundos y la segunda columna representa
su desviación típica, también en milisegundos. La tercera columna muestra el
porcentaje de tasa de utilización de CPU en la máquina que ejecuta el servidor.
La Tabla 5.1 muestra un comportamiento del sistema muy similar al ejecu-
tar clientes de los dos tipos de móvil. Si se compara el tiempo de respuesta
(columna RT6) en ambos dispositivos, se observan unos valores muy similares
para cualquier tamaño de población, a excepción de la prueba con 1000 clientes,
donde el Nexus One duplica el tiempo de respuesta con respecto a las pruebas
con 900 clientes (de 75.01 ms. a 147.33 ms.), mientras que el Motorola Miles-
tone sigue prácticamente constante. Un comportamiento similar se produce con
la desviación estándar de ese tiempo de respuesta (columna Dev7), donde los
valores permanecen prácticamente constantes en ambos dispositivos (en torno
a los 23-25 ms.) hasta que la población llega a 1000 clientes, momento en el que
la desviación estándar del Nexus One se quintuplica. En cuanto al parámetro de
utilización de CPU del sistema (columna CPU), este valor en el Nexus One cre-
ce más rápidamente que el Motorola Milestone conforme se aumenta el tamaño
de la población, lo que le lleva a alcanzar una ocupación del 85 % al simular la
población de 1000 clientes, mientras que el Motorola Milestone sigue estando en
un 34 %. Por lo tanto, se puede decir que el sistema está poco cargado cuando
se utiliza un grupo de trabajo de 5 vecinos y que se queda cerca de la saturación
al simular una población de 1000 clientes pero sólo para el caso del Nexus One.
La Tabla 5.2 muestra los resultados para la misma configuración del sistema,
pero esta vez con un tamaño de grupo de trabajo de 10 vecinos.
6Del inglés “Response Time”.
7Del inglés “Deviation”.
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One Milestone
WG 10 RT Dev CPU RT Dev CPU
100 78,23 30,41 16 77,03 27,63 9,9
200 74,02 25,06 25,2 78,16 26,07 26
300 79,45 24,57 37 83,6 28,61 25
400 81,02 24,05 59,6 82,54 23,76 23,8
500 93,61 28,56 68,7 88,27 26,76 31,3
600 147,73 100,48 83,8 87,66 27,45 33
700 195,47 76,24 83,2 88,45 28,58 33,7
800 237,71 91,09 85,9 94,43 34,05 62
900 270,25 104,97 84,2 84,8 25,7 69,3
1000 300,96 132,04 84,2 87,72 27,56 46,5
Tabla 5.2: Rendimiento del sistema para un grupo de trabajo de 10 vecinos
La Tabla 5.2 muestra que el sistema tiene un comportamiento diferente en
función del cliente simulado. Si se compara las columnas del tiempo de respues-
ta en ambos dispositivos, se observa que el RT se mantiene casi constante para
el Milestone conforme aumenta la población, yendo de 77.03 ms. a 87.72 ms. Sin
embargo, en el caso del Nexus One, cuando la población alcanza los 600 clien-
tes el RT se dispara (de 93.61 ms. a 147.43 ms.). Un comportamiento similar
ocurre con la desviación estándar, donde para el Motorola Milestone permanece
prácticamente constante mientras que en el One se dispara al alcanzar los 600
clientes. A partir de esa población, el tiempo de respuesta y su desviación típica
sufren un crecimiento más acentuado para el Nexus One. Por su parte, el con-
sumo de CPU va creciendo paulatinamente conforme se aumenta el tamaño de
la población; de nuevo este crecimiento es más exagerado para el Nexus One,
alcanzando un valor máximo de 85.9 %. Mientras que el Milestone no supera el
70 % de ocupación. Esto se debe a que el Motorola Milestone, al tener un ciclo
de actuación más lento, no sobrecarga tanto al sistema, puesto que sus actuali-
zaciones de posición ocurren con menos frecuencia que las del Nexus One. De
hecho, en la configuración con clientes Nexus One se puede afirmar que el punto
de saturación se alcanza al llegar a los 600 clientes, donde tiempo de respues-
ta y desviación se disparan, por lo que se considerará ese porcentaje (83.8 %)
5. SIMULADOR DEL SISTEMA CAR 101
como el límite de ocupación del servidor. Más adelante se comentará por qué
ese porcentaje no llega al 100 % de utilización de la CPU y sin embargo parece
alcanzarse la saturación del servidor.
Desde el punto de vista de los límites aceptables para el tiempo de respuesta,
se suele establecer el valor de 250 ms. como el tiempo máximo para considerar
las aplicaciones como interactivas (Henderson and Bhatti, 2003). Por lo tanto, se
puede decir que el servidor es capaz de ejecutar 800 clientes tipo Nexus One
con comportamiento interactivo (de media) y más de 1000 clientes tipo Motorola
Milestone.
En la Tabla 5.3, se muestra la simulación para una configuración de sistema
con tamaño de grupo de trabajo de 20 vecinos. De nuevo, la tabla muestra como
ambos dispositivos van aumentando su tiempo de respuesta, desviación y con-
sumo de CPU a medida que se incrementa la población del sistema. No obstante,
el sistema con clientes tipo Nexus One sufre un crecimiento más pronunciado a
partir de una población de 400 clientes, donde el porcentaje de utilización de la
CPU llega al 84.2 %, momento en el que el tiempo de respuesta y su desviación
estándar se disparan, alcanzando un valor máximo de 473.99 ms. y 286.28 ms.,
respectivamente. El Motorola Milestone sigue sin llegar a saturar el sistema y ob-
tiene un consumo de CPU máximo de tan solo el 74.7 %. En este caso, para un
grupo de trabajo de 20 vecinos, el Nexus One puede simular hasta 400 clientes
con un comportamiento interactivo (su RT es de 195.92 ms. frente al umbral de
250 ms.), mientras que el Motorola Milestone simula más de 1000 clientes pues-
to que, llegados a este tamaño de población, aún tiene un tiempo de respuesta
medio de 106.7 ms.
Por último, en la Tabla 5.4, se evalúa el sistema con un tamaño de grupo
de trabajo de 25 clientes. Análogamente a lo que ocurría para los anteriores
grupos de trabajo, ambos dispositivos obtienen unos valores similares pero con
el sistema un poco más cargado, de forma que el Motorola Milestone utiliza el
81 % de CPU durante la simulación, con un tiempo de respuesta de 131.5 ms.
y una desviación estándar de 63.24 ms. para una población de 1000 clientes.
Por su parte, los valores correspondientes a las tres columnas del Nexus One
crecen uniformemente hasta la población de 300 clientes, momento en el que
la ocupación del sistema llega al 86 % y su tiempo de respuesta y desviación
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One Milestone
WG 20 RT Dev CPU RT Dev CPU
100 88,22 32,16 27,6 93,88 26,9 20,2
200 94,57 29,06 45,5 94,98 25,74 21,2
300 128,16 28,88 73,3 98,01 24,79 29,7
400 195,92 63,42 84,2 129,2 30,8 37,7
500 273,58 89,08 84 102 30,91 43
600 326,79 106,94 86,2 121,5 39,5 50,5
700 400,45 142,76 87 148,8 66,52 83,9
800 447,02 155,46 87 110,4 39,07 65,3
900 473,99 223,98 86 101,4 32,33 67,3
1000 467,04 286,28 86,9 106,7 37,8 74,7
Tabla 5.3: Rendimiento del sistema para un grupo de trabajo de 20 vecinos en
ambos teléfonos móviles
se disparan. En este último caso se consiguen respuestas interactivas con una
población de 300 clientes para el Nexus One y 1000 clientes para el Motorola
Milestone.
A lo largo de este estudio se ha observado que la saturación del sistema se
alcanza al llegar a una ocupación de CPU cercana al 85 %, momento en el que
el tiempo de respuesta y su desviación típica se disparan. Cabe destacar que
sistemas distribuidos similares, como los sistemas DVE suelen alcanzar la satu-
ración cuando el servidor llega a una ocupación cercana al 95-98 % (Morillo et al.,
2005). La diferencia entre el 85 % y ese 98 % se puede explicar por la arquitectu-
ra de memoria compartida de los procesadores actuales (como el utilizado para
ejecutar el servidor), que difieren de los utilizados en (Morillo et al., 2005), donde
son procesadores multi-núcleo. Nuestra hipótesis es que la sincronización de las
llamadas del núcleo8, junto con la sincronización interna de los hilos dentro de
los procesos de la aplicación, impiden al sistema CAR explotar el poder compu-
tacional de todos los núcleos del procesador a la vez, alcanzando la saturación
con valores más bajos de carga. Con el fin de demostrar que este razonamiento
8Se le suele llamar por su nombre en inglés: Kernel
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One Milestone
WG 25 RT Dev CPU RT Dev CPU
100 96,03 25,91 60,4 96,19 25,12 25
200 103,19 38,71 83 96,3 24,83 47,1
300 167,58 50,19 86,1 120,5 26,36 43,6
400 250,53 77,68 85 125,2 39,86 53,3
500 357,13 126,19 92 144,9 64,99 56
600 496,62 218,79 94,1 135,7 52,91 57
700 480,87 156,16 85,3 112,3 36,48 60,7
800 531,93 210,02 86 184,2 107,4 77,8
900 505,89 300,11 89 126,6 61,98 78
1000 524,96 372,62 87,1 131,5 63,24 81
Tabla 5.4: Rendimiento del sistema para un grupo de trabajo de 25 vecinos en
ambos teléfonos móviles
es correcto, se repetirá las pruebas del dispositivo móvil Nexus One con grupos
de trabajo de 25 clientes, pero ejecutando el servidor sobre un computador de
8 núcleos. Dicho computador incorpora un procesador Intel(R) Core(TM) i7 960
CPU, con una potencia de 3.20 GHz y 8 Gbytes de RAM, ejecutando una versión
de sistema operativo Linux SuSE 2.6.37.6-0.5-desktop. La Tabla 5.5 muestra los
resultados obtenidos para un grupo de trabajo de 25 clientes basados en el ciclo
de simulación del dispositivo cliente Nexus One, que supone la carga máxima del
sistema (el dispositivo más rápido con el grupo de trabajo más grande).
La Tabla 5.5 muestra que el tiempo medio de respuesta se incrementa sig-
nificativamente cuando la población llega a los 500 clientes para el caso del
computador de 8 núcleos, pasando de 98.65 ms. a 228.98 ms., mientras que
su desviación estándar se duplica al llegar a esa población. Por lo que el punto
de saturación del sistema para este servidor se alcanza con una población de
500 clientes, y este punto de saturación se alcanza con un porcentaje de ocupa-
ción de la CPU de 43.5 % (cuarta columna desde la izquierda en la Tabla 5.5).
Sin embargo, el resultado obtenido con el servidor de dos núcleos muestra que
la saturación se alcanza para una población de 300 clientes, momento en el que
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8 núcleos (i7) 2 núcleos (Core Duo)
WG 25 RT Dev CPU RT Dev CPU
100 90.91 26.91 24.1 96.03 25.91 60.4
300 98.65 20.63 33.6 167.58 50.19 86.1
500 228.98 42.36 43.5 357.13 126.19 92,0
700 357.95 75.79 45.3 480.87 156.16 85.3
900 478.95 103.34 48.3 505.89 300.11 89.0
Tabla 5.5: Rendimiento del sistema para computadores con diferente cantidad de
núcleos
el tiempo de respuesta medio salta de 96.03 ms. a 167.58 ms. Para este tiempo
de respuesta, el porcentaje de utilización de la CPU es del 86.1 %. Como cabría
esperar, la productividad se incrementa al utilizar un procesador más potente pa-
ra ejecutar el servidor, pero el punto de saturación del sistema CAR no es un
valor fijo del porcentaje total de utilización de la CPU, y dicho punto depende del
número de procesadores disponibles.
5.5. Interfaz Gráfico del sistema CAR
En esta sección se presenta una propuesta de interfaz gráfico para el siste-
ma CAR desarrollado. Para su realización se ha hecho uso de la herramienta
Unity 3D, que es un motor de juegos multiplataforma que proporciona su propio
entorno de desarrollo (Unity, 2014). De entre las opciones disponibles, se ha se-
leccionado un modelo 3D compuesto por un almacén lleno de estanterías que
contienen cajas de diferentes tamaños y formas. En él los clientes moverán si-
multáneamente las piezas existentes en el stock. Los grupos de trabajo estarán
formados por los clientes que estén visualizando las mismas estanterías, por lo
que la cantidad de las mismas dependerá de la cantidad de clientes simulados.
La Figura 5.5 muestra las diferentes vistas que se tiene del interfaz gráfico pro-
puesto. En la imagen de la izquierda se observa una vista cenital del almacén que
hace de interfaz del sistema CAR propuesto. En la imagen superior derecha se
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muestra la visión que tiene cada cliente del almacén y un ejemplo de interacción
con el mismo, en el que el cliente selecciona una caja en particular. Por último,
en la imagen inferior derecha se observa cómo percibe el servidor la interacción
del cliente de la imagen anterior con el almacén, resaltando la caja seleccionada
por el cliente.
Figura 5.5: Diferentes vistas del modelo propuesto. Imagen izquierda: Vista ce-
nital del almacén que hace de interfaz gráfico del sistema CAR. Imagen superior
derecha: Vista del cliente y ejemplo de interacción con el sistema CAR. Imagen
inferior derecha: Ejemplo de cómo percibe el servidor la interacción del cliente
de la imagen superior derecha.
Se han realizado pruebas con este interfaz funcionando en la misma máqui-
na que ejecuta el servidor del sistema CAR, y se ha visto que la adición de este
interfaz gráfico no repercute en las prestaciones del servidor, que obtiene resulta-
dos similares a los mostrados en las secciones anteriores del presente capítulo,
por lo que no se repetirán aquí. No obstante, sirven para validar el uso de este
interfaz cuya ejecución no impacta en las prestaciones del sistema CAR.
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5.6. Conclusiones
En este capítulo se ha desarrollado el simulador del sistema CAR y se han
analizado sus prestaciones cuando los dispositivos cliente son los teléfonos mó-
viles simulados. En las pruebas aquí analizadas se ha simulado un sistema CAR
donde todos los clientes son el dispositivo móvil más lento y también un sistema
CAR donde todos los clientes son el dispositvo móvil más rápido, puesto que
representan la cota inferior y superior de demanda de prestaciones al sistema,
respectivamente. Se ha visto que el rendimiento del sistema depende significa-
tivamente del tipo de dispositivo elegido para la simulación. De forma que, si se
elige el teléfono más rápido (Nexus One), el sistema se carga más rápidamente
puesto que demanda muchos más recursos. Para este móvil se consigue simular
más de 1000 clientes en tiempo interactivo con un grupo de trabajo reducido (5
clientes), y hasta 300 clientes para un grupo de trabajo grande (25 clientes). Por
otro lado, si se escoge el teléfono más lento (Motorola Milestone), el sistema se
carga menos, puesto que su frecuencia de actuación es cuatro veces más lenta
que la del Nexus One (698.34 ms. del Motorola Milestone frente a 167.11 ms. del
Nexus One). Con este cliente, se pueden simular más de 1000 clientes dentro de
unas cotas más que razonables de interactividad con cualquiera de los grupos
de trabajo propuestos.
También se ha visto que el punto de saturación del sistema depende del por-
centaje total de utilización de CPU en el computador que actúa como servidor,
aunque no es un valor fijo, sino que depende del número de núcleos procesador
del computador que actúa como servidor.
Por último, se ha presentado un interfaz gráfico basado en un almacén 3D,
realizado con Unity 3D y se ha evaluado que su ejecución no tiene impacto en
las prestaciones del servidor.
6
Mejora de Prestaciones del sistema
CAR
Tras realizar el simulador del sistema CAR y caracterizar el funcionamiento de
dicho sistema, se va a intentar mejorar su rendimiento, de forma que se pueda
simular más clientes respetando el tiempo de respuesta del mismo. Por lo tanto,
en este capítulo se van a realizar tantas mejoras como sea posible a nuestro
sistema inicial para conseguir optimizar sus prestaciones. Todas las mejoras se
evaluarán sobre la misma configuración inicial, es decir, se ejecutarán en las
mismas máquinas descritas en la Sección 5.3.2, de forma que la comparación
sea lo más justa posible.
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6.1. Servidor activo frente a servidor pasivo
Tal y como se comentó en el capítulo centrado en el simulador generalista
de sistemas CAR (Capítulo 5), el intercambio de mensajes tras la actualización
de una posición cambia sustancialmente en función del grupo de trabajo em-
pleado, de forma que para un grupo de trabajo de 5 clientes, una única posición
equivale a 13 mensajes: 1 mensaje del cliente origen al servidor enviando la
nueva posición, 4 mensajes del servidor a los clientes destino retransmitiendo
dicha posición, 4 mensajes de los clientes destino al servidor contestando con
un mensaje de reconocimiento (ACK) y 4 mensajes del servidor al cliente origen
retransmitiendo ese mensaje de reconocimiento. Mientras que en un grupo de
trabajo de 25 clientes, equivale a 73 mensajes. Por lo tanto, para tratar de mi-
tigar este incremento de mensajes se modificará el servidor para provocar que
su comportamiento sea más activo en el intercambio de mensajes. En lugar de
dedicarse a retransmitir mensajes entre clientes, y que sea el cliente origen el
que lleve la cuenta de los mensajes de reconocimiento recibidos de sus vecinos,
el mismo servidor es el que llevará esta cuenta y enviará un único mensaje ACK
al cliente origen cuando se hayan recibido todos los mensajes ACK de sus veci-
nos. De esta forma, cuando el cliente mande un mensaje en un grupo de trabajo
de 5 vecinos, se intercambiarán sólo 9 mensajes: 1 mensaje del cliente origen
al servidor con la nueva posición, 4 mensajes del servidor a los clientes destino
retransmitiendo dicha posición, 4 mensajes de los clientes destino al servidor
contestando con un mensaje de reconocimiento y 1 único mensaje del servidor
al cliente origen avisando de que ya ha recibido todos los mensajes de recono-
cimiento de los clientes vecinos. Análogamente, si el grupo de trabajo es de 25
vecinos, se intercambiarán 49 mensajes. Con este nuevo servidor se reducirán
más de un 30 % los mensajes intercambiados en cada actualización de posición.
Se ha evaluado el sistema CAR con las mismas configuraciones que las des-
critas en el Capítulo 5, pero ahora con el servidor activo en lugar del servidor
meramente pasivo. En la Tabla 6.1 se observa cómo afecta esta modificación al
rendimiento del sistema para un grupo de trabajo de 10 clientes; las tablas para
grupos de trabajo de 5, 20 y 25 se encuentran en el Apéndice I.
La Tabla 6.1 muestra las prestaciones del sistema al simular grupos de traba-
jo de 10 clientes. En esta tabla se puede apreciar, en la primera fila de la primera
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One Milestone
WG 10 RT Dev CPU RT Dev CPU
100 70,27 23,61 10,9 72,89 28,02 7,1
200 68,85 23,14 21,8 69,35 23,92 13,0
300 73,27 18,07 36,4 73,67 18,43 17,8
400 74,81 17,48 44,0 78,13 23,07 18,8
500 79,71 21,34 57,0 75,9 19,04 26,0
600 83,58 25,59 70,0 80,35 26,04 31,7
700 83,85 27,61 82,3 81,73 26,06 31,0
800 179,75 89,37 84,2 78,69 23,82 40,8
900 222,94 102,97 84,0 76,32 20,47 43,9
1000 255,67 116,19 85,2 78,29 21,99 45,1
Tabla 6.1: Rendimiento del sistema para un grupo de trabajo de 10 vecinos en
ambos teléfonos móviles con el servidor activo
columna, el grupo de trabajo simulado (con la etiqueta WG), en este caso 10,
seguido de las poblaciones empleadas en cada prueba, que van desde 100 has-
ta 1000 clientes. A continuación se muestran dos grupos de tres columnas cada
uno, que representan los resultados para el teléfono móvil Nexus One y para el
Motorola Milestone. La primera columna de cada grupo es el tiempo de respues-
ta (RT) medido en milisegundos, entendido aquí como el tiempo que transcurre
desde que el cliente manda una posición hasta que recibe el ACK del servidor,
indicando así que llegó el último mensaje ACK de los vecinos. La segunda co-
lumna muestra la desviación estándar (Dev) de ese tiempo de respuesta, también
en milisegundos. Y, por último, se muestra el porcentaje de CPU utilizado por el
ordenador que simula al servidor durante la prueba (CPU).
Como se puede ver en la Tabla 6.1, el sistema sigue comportamientos dis-
tintos en función del tipo de dispositivo móvil simulado. Mientras que el Motorola
Milestone mantiene prácticamente constantes el RT y su desviación estándar, el
Nexus One va incrementándolas conforme aumenta la población simulada, hasta
llegar al 84 % de consumo de CPU, donde el sistema vuelve a entrar en satura-
ción y se disparan los valores medios de tiempo de respuesta (RT). No obstante,
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si se compara la Tabla 6.1 con la Tabla 5.2, se puede observar que se ha con-
seguido una mejora de rendimiento en ambos dispositivos al reducir la cantidad
de mensajes intercambiados entre el cliente origen y el servidor. Ahora el Nexus
One es capaz de simular más de 900 clientes con comportamiento interactivo,
frente a los 800 clientes que podía simular con el servidor pasivo. Y, por su par-
te, el Motorola Milestone sigue siendo capaz de simular más de 1000 clientes,
rebajando su tiempo de respuesta máximo de los 94,43 ms. anteriores (para 800
clientes) a los 81,73 ms. (para 700 clientes).
En la Figura 6.1 se puede ver, a modo de resumen, la evaluación del tiempo
de respuesta en ambas implementaciones del servidor, para cada uno de los gru-
pos de trabajo y teléfonos móviles simulados. Cada una de las subgráficas mos-
tradas en la Figura 6.1 tiene como título el tamaño del grupo de trabajo que se ha
utilizado en la simulacióin. El eje de abscisas representa la cantidad de clientes
simulados y el eje de las ordenadas muestra el tiempo de respuesta, medido en
milisegundos. Por su parte, los valores con la leyenda “a-One” corresponden a la
simulación de servidor activo para el teléfono Nexus One, por lo que la línea con
la leyenda “p-One” corresponde al servidor pasivo para el mismo teléfono móvil.
Análogamente, “a-Miles” y “p-Miles” corresponden a las pruebas con el teléfono
móvil Motorola Milestone para el servidor activo y pasivo, respectivamente.
En todas las gráficas incluidas en la Figura 6.1 se observa que el tiempo de
respuesta obtenido con la versión pasiva del servidor está por encima del obte-
nido con la versión activa. Asimismo, se puede observar que el tiempo de res-
puesta del Motorola Milestone permanece prácticamente constante durante toda
la simulación, mientras que el Nexus One crece conforme se aumenta el tamaño
de la población. Las gráficas también muestran a qué altura queda el umbral de
tiempo interactivo, representado en las gráficas por una línea roja horizontal a
la altura de los 250 ms. Por lo tanto, con la mejora del servidor activo se puede
simular en tiempo interactivo a más de 1000 clientes para cualquier grupo de
trabajo que utilice el teléfono móvil Motorola Milestone y sobre el Nexus One se
pueden simular más de 1000 para un grupo de trabajo de 5, más de 900 clientes
para un grupo de trabajo de 10, 600 clientes para el grupo de trabajo de 20 y 500
para el grupo de trabajo de 25 vecinos.
Como conclusión de esta mejora se tiene que el tiempo de respuesta del sis-
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Figura 6.1: Gráficas del tiempo de respuesta de los servidores Activo y Pasivo,
para todos los grupos de trabajo y ambos teléfonos móviles
tema se reduce ligeramente al reducir el tráfico intercambiado entre el cliente
origen y el servidor. Esto se consigue a expensas de un incremento de comple-
jidad del funcionamiento del servidor, pues tiene que contabilizar los mensajes
de reconocimiento que recibe cada cliente de sus vecinos y avisarle cuando ha-
yan llegado todos. Tarea que realizará para cada una de las posiciones que se
envían. Con el fin de encontrar una justificación a tan discreta mejoría del tiem-
po de respuesta medio obtenido, se añadirá un nuevo parámetro a las pruebas:
el tiempo de respuesta en el servidor, entendido como el tiempo que transcurre
desde que el servidor envía un mensaje a cualquier cliente hasta que obtiene su
contestación. La Tabla 6.2 muestra los mismos resultados obtenidos para el te-
léfono móvil Nexus One con el servidor activo (Tabla 6.1), pero añadiendo ahora
el correspondiente tiempo de respuesta en el servidor (SRT) y su valor máximo
(MaxSRT), ambos medidos en milisegudos. El resto de tablas con estos nue-
vos parámetros, tanto para el servidor pasivo como para el activo sobre ambos
teléfonos móviles se encuentran en el Apéndice I.
La Tabla 6.2 muestra que el tiempo de respuesta medio en el servidor (co-
lumna SRT) no supera los 50 milisegundos para el teléfono móvil Nexus One,
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Nexus One activo
WG 10 RT Dev CPU SRT MaxSRT
100 70,27 23,61 10,9 19,97 22,38
200 68,85 23,14 21,8 19,69 26,93
300 73,27 18,07 36,4 26,87 31,57
400 74,81 17,48 44 27,48 32,04
500 79,71 21,34 57 26,65 33,94
600 83,58 25,59 70 28,43 36,14
700 83,85 27,61 82,3 28,45 39,14
800 179,75 89,37 84,2 36,25 42,22
900 222,94 102,97 84 42,39 49,52
1000 255,67 116,19 85,2 49,14 58,82
Tabla 6.2: Tiempo de respuesta en el servidor (activo) para un grupo de trabajo
de 10 vecinos para el teléfono móvil Nexus One
independientemente del tamaño de la población simulada, mientras que el valor
máximo de ese tiempo de respuesta del servidor (columna MaxSRT) no supera
los 60 milisegundos. Estos valores indican que el cuello de botella del sistema
(la razón por la que el tiempo de respuesta es tan elevado, tanto para el servidor
activo como el pasivo) se encuentra en el servidor, puesto que se ha visto que
el tiempo que emplean los mensajes fuera del servidor es reducido. Por ejemplo,
este valor es de tan solo 60 ms. frente a los 255,67 ms. de tiempo de respues-
ta obtenidos para la población de 1000 clientes. No obstante, aunque el modelo
de servidor activo desempeña más tareas que el modelo de servidor pasivo, se
reduce el intercambio de información con cada cliente, consiguiendo mejorar las
prestaciones.
6.2. Servidor con función “select”
La implementación básica del simulador maneja una gran cantidad de fiche-
ros para gestionar los hilos de cada proceso: los sockets abiertos para cada clien-
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te, los ficheros de estadísticas, etc.. En esta nueva versión se intentará reducir
esa cantidad de ficheros abiertos mediante la utilización de la función “select” de
los sockets BSD (Jones, 2003). Dicha función permite tratar diversos sockets con
un único proceso, de forma que si se tiene varios de ellos abiertos y se dispone
de sus descriptores, se le pueden pasar a la función “select” y será ella la que
genere avisos cada vez que reciba información, momento en el que facilitará los
datos transmitidos y el cliente del que proceden. De esta forma, se cambiará la
versión anterior del hilo servidor, que creaba un hilo receptor servidor y un hilo
procesador servidor por cada cliente y se generará un único par de estos últimos
hilos para todo el grupo de trabajo. Con ello se tendrá un único hilo gestionando
todos los sockets de los clientes de ese grupo de trabajo, que apilará los mensa-
jes en una única cola de recepción. Como es lógico, sólo se necesita un hilo que
procese esa cola de recepción. Por lo tanto, si se tienen 1000 clientes con gru-
pos de trabajo de 5 vecinos, en la versión inicial se necesitaría 200 hilos servidor,
que generarían 5 hilos de recepción cada uno (uno para cada vecino del grupo
de trabajo), que almacenarían datos en 5 colas distintas, y 5 hilos de procesa-
miento, que leerían de esas colas. Esta configuración requiere un total de 2000
hilos (1000 hilos de recepción y 1000 hilos de procesamiento). En la versión ac-
tual, los 200 hilos servidor sólo crearán un hilo de recepción cada uno (uno para
todo el grupo de trabajo), con su cola de mensajes, y un hilo de procesamiento
para tratar esa cola. Por lo que se ahorran al menos 1600 hilos (800 hilos de
recepción y 800 de procesamiento) y 800 colas de mensajes. El resto de arqui-
tectura del simulador permanece idéntica a la implementación inicial. Se puede
observar la modificación gráficamente en el esquema de la Figura 6.2, en la que
se muestra que ahora cada hilo servidor sólo genera un hilo receptor (SRT) y un
hilo procesador (SPT).
La evaluación de prestaciones con esta nueva implementación se muestra a
continuación. Se indican los resultados para el teléfono móvil Nexus One, pues-
to que es el que más carga genera al sistema. Se han seleccionado aquí los
resultados para las configuraciones con grupos de trabajo de 5 y 25 clientes, pa-
ra ver los resultados con el sistema poco congestionado y muy congestionado,
respectivamente. El resto de tablas se encuentran en el Apéndice I.
Con el fin de mostrar resultados comparativos entre distintas implementacio-
nes, la Tabla 6.3 muestra las pruebas sobre el teléfono móvil Nexus One con un
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Figura 6.2: Esquema general del proceso servidor del simulador CAR versión
“select”
grupo de trabajo de 5 clientes, tanto en la implementación descrita en el Capítulo
5 (denominada aquí con la etiqueta “TCP Base”), como en la implementación
basada en la función “select” (etiquetada como “Select”). Como en anteriores ta-
blas, la primera columna muestra el tamaño de las poblaciones simuladas, que
van desde 100 hasta 1000 clientes. Después se tiene dos grupos de 5 columnas
cada uno, que se corresponden con la implementación “base” a la izquierda, y la
implementación con “select” a la derecha. Cada uno de estos grupos de colum-
nas incluye el tiempo de respuesta (RT) medido en milisegundos, su desviación
estándard también en milisegundos, el porcentaje de utilización de CPU del or-
denador que ejecuta el servidor (CPU), el tiempo de respuesta en el servidor
(SRT) en milisegundos, y su valor máximo (MaxSRT) también en milisegundos.
En la Tabla 6.3 se observa que cuando el sistema recrea un escenario con
pocos clientes por grupo de trabajo (WG de 5 clientes), el tiempo de respuesta
medio se mejora ligeramente (columna RT) respecto de la implementación “ba-
se” (“TCP base”). Lo mismo ocurre con la desviación estándar de ese tiempo de
respuesta (columna Dev). Si se compara valor a valor ambas columnas (RT y
Dev) para ambas implementaciones, se observa una mejoría de unos pocos mi-
lisegundos en cada uno de los tamaños de población simulados, a excepción de
la población de 1000 clientes (última fila). Esto se explica analizando la tasa de
utilización de CPU (columna CPU) de la implementación “select”, que con un va-
lor máximo del 67 % de utilización de CPU para el tamaño de población de 1000
clientes (última fila) no alcanza el umbral de saturación comentado anteriormente
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ONE TCP base Select
WG 5 RT Dev CPU SRT MaxSRT RT Dev CPU SRT MaxSRT
100 62,37 22,68 9,9 19,36 20,9 65,77 21,56 8 20,44 24,96
200 63,77 22,21 15 20,12 22,43 67,12 22,71 11,2 21,5 23,54
300 66,71 22,66 22 25,15 28,28 67,52 22,6 19,8 23,67 26,62
400 68,68 22,5 32,7 27,14 29,56 67,64 22,88 28 23,21 27,28
500 71,04 23,56 45 27,14 30,9 69,12 23,23 31 25,31 29,34
600 71,5 24,18 48,6 26,58 31,95 69,14 23 39,6 25,28 28,74
700 72,37 25,01 59 27,17 35,42 69,37 23,45 47 24,53 30,72
800 72,85 26,01 68 27,87 34,54 75,75 26,63 54,5 26,96 35,16
900 75,01 28,98 79,2 28,61 35,89 70,24 24,81 59,6 24,02 31,87
1000 147,33 101,71 85 43,95 48,66 71,05 27,53 67 22,64 35,04
Tabla 6.3: Rendimiento del sistema para el Nexus One con un grupo de trabajo
de 5 vecinos. Implementación “base” y mejora “select”
(cercano al 84 % de utilización de CPU). Por su parte, el tiempo de respuesta en
el servidor (columna SRT) se mantiene prácticamente constante para la imple-
mentación “select”, en torno a los 24 ms. y su valor máximo (columna MaxSRT)
no supera los 35.16 ms (obtenidos para el tamaño de población de 800 clientes).
La Tabla 6.4 muestra la diferencia entre la implementación “base” y la imple-
mentación “select” cuando el sistema recrea un escenario con grupos de trabajo
de 25 clientes. En esta tabla se puede observar que cuando el sistema soporta
mayor carga los beneficios de la implementación “select” se hacen más eviden-
tes. Los tiempos de respuesta (columna RT) obtenidos en la implementación
“select” son ligeramente inferiores a los obtenidos en la implementación “base”,
consiguiendo simular más de 400 clientes en tiempo interactivo (con RT menor
de 250 ms.), frente a los 300 clientes que se podía simular con la versión “base”.
Por su parte, la desviación estándar de ese tiempo de respuesta (columna Dev)
reduce sustancialmente su crecimiento, alcanzando un valor máximo de 133.33
ms. para el tamaño de población de 1000 clientes, frente a los 372.62ms. obteni-
dos para la misma población en la implementación “base”. La utilización de CPU
(columna CPU) presenta un rango dinámico más grande para la implementación
“select”, de forma que pese a tener un valor inicial más bajo (23.2 % frente al
60.4 % anterior para el primer tamaño de población) llega a valores de utilización
superiores al 90 % para las cuatro últimas poblaciones (correspondientes a las
cuatro últimas filas de la columna CPU). Por último, tanto el tiempo de respuesta
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en el servidor (columna SRT) como su valor máximo (columna MaxSRT), sufren
un crecimiento más pronunciado que en la implementación “base”, llegando a
duplicar el valor de ésta para el tamaño de población de 1000 clientes (última fila
de ambas columnas). El valor de SRT pasa de 82.39 ms. en la implementación
“base” a 166.79 ms. en la implementación “select” y el parámetro MaxSRT se
incrementa desde los 96.23 ms. a los 175.88 ms.
ONE TCP base Select
WG 25 RT Dev CPU SRT MaxSRT RT Dev CPU SRT MaxSRT
100 96,03 25,91 60,4 24,26 26,28 90,8 24,7 23,2 19,35 20,96
200 103,19 38,71 83 30,98 34,53 89,95 21,13 47 33,4 37,51
300 167,58 50,19 86,1 40,24 43,24 123,95 32,36 72 54,7 59,24
400 250,53 77,68 85 49,89 54,97 209,2 35,88 87,2 85,55 88,44
500 357,13 126,19 92 74,41 78,1 268,17 44,44 86 112,07 118,26
600 496,62 218,79 94,1 96,25 104,29 331,41 50,55 87 143,62 150,76
700 480,87 156,16 85,3 93,42 100,18 383,96 70,6 93,1 151,56 164,57
800 531,93 210,02 86 97,47 107,15 454,57 125,21 90,1 151,56 178,35
900 505,89 300,11 89 93,45 102,97 491,59 106,18 91 147,56 154,16
1000 524,96 372,62 87,1 82,39 96,23 566,44 133,33 93,1 166,79 175,88
Tabla 6.4: Rendimiento del sistema para el dispositivo móvil Nexus One con un
grupo de trabajo de 25 vecinos. Implementación “base” y mejora “select”
La variación en el comportamiento del sistema observado en la Tabla 6.4 se
justifica como sigue. En primer lugar, el hecho de que la desviación estándar del
tiempo de respuesta se reduzca se debe a que en esta nueva configuración hay
muchos menos hilos que compiten por la CPU, de forma que las esperas que
tienen que efectuar cuando están preparados para ejecutarse, pero no se les
concede un núcleo, son más cortas y menos frecuentes, por lo que los tiempos
de respuesta obtenidos son más similares, lo que reduce su desviación estándar.
En segundo lugar, el hecho de que se consiga una utilización de la CPU supe-
rior al 90 % en las cuatro últimas poblaciones tiene una justificación similar: al
existir menos hilos de la aplicación ejecutándose, menos de ellos compiten por
un núcleo y, por tanto, las ejecuciones son más seguidas y se aprovecha me-
jor la capacidad de cómputo del ordenador que ejecuta el servidor. Por último,
el tiempo de respuesta en el servidor aumenta debido a que los clientes ahora
contestan todos a un mismo hilo, con la función “select”, que permite gestionar
todos sus sockets juntos. De forma que, en cierto modo, se serializan. Así, aun-
que todos los clientes contesten a la vez, sus mensajes irán apareciendo de uno
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en uno y cuando el último llegue realmente a la cola del grupo habrá sufrido una
penalización. También se puede justificar con el hecho de que el servidor ahora
sólo tiene una cola de procesamiento, a la que llegan los mensajes desde la fun-
ción “select”, de forma que tiene que esperar más tiempo para recibir el mensaje
de respuesta (este tiempo se mide desde que el servidor envía un mensaje a
un cliente hasta que éste le responde). Antes, cada cliente tenía una cola, por
lo que se sabía rápidamente que se le había contestado. Ahora las respuestas
de todos los clientes se apilan en la misma cola, por lo que cuesta un poco más
de tiempo que se procese y cuente como contestado. Esto último sugiere que se
podría sacar más rendimiento del sistema, si se tuviesen más hilos vaciando la
cola de cada hilo servidor (actualmente sólo hay uno). Por lo tanto, en la Figura
6.3 se verá cómo afecta el número de hilos de procesamiento al rendimiento del
sistema.
Figura 6.3: Gráficas comparativas de cada parámetro de la simulación del Nexus
One con WG de 25 clientes sobre la implementación “select”, variando el número
de SPT: 1, 2, 4 y 6
En la Figura 6.3 se puede observar cuatro gráficas correspondientes al tiempo
de respuesta (RT), su desviación estándar (Dev), la utilización de CPU (CPU) y
el tiempo de respuesta en el servidor (SRT) al variar la cantidad de hilos que
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gestionan la cola de cada grupo de trabajo (SPT1) con los siguientes valores:
1, 2, 4 y 6. Todos ellos medidos en milisegundos, menos la gráfica “CPU” que
representa el porcentaje de utilización de CPU. Las pruebas siguen siendo sobre
el teléfono móvil Nexus One, para un grupo de trabajo de 25 clientes. No se van
a analizar en detalle los resultados presentados aquí porque la primera serie de
cada gráfica (con la leyenda “1 SPT”) se corresponde a la Tabla 6.4 analizada
en el párrafo anterior. Como se puede ver en cada una de las gráficas, el hecho
de tener más hilos desencolando información de la cola del grupo de trabajo no
supone ninguna mejora en el rendimiento del sistema. Por lo tanto, se seguirá
utilizando un único hilo SPT, dejando así el número de hilos del simulador al
mínimo. Las pruebas realizadas con los restantes grupos de trabajo (5, 10 y
20) han dado un resultado idéntico, por lo que no se muestran aquí, aunque se
pueden ver en el Apéndice I.
Como conclusión de esta mejora se tiene que la utilización de la función “se-
lect” de los sockets BSD mejora el rendimiento del sistema, puesto que permite
reducir la cantidad de hilos necesarios para ejecutar el servidor CAR. Se ha de-
mostrado que cuantos menos hilos se utilice mejor, puesto que menos de ellos
intentan obtener la CPU, el sistema pierde menos tiempo cambiando de contexto
y puede sacar mejor partido a sus núcleos, consiguiendo elevar la utilización de
los mismos. También se ha visto que con un único hilo gestionando la cola de los
grupos de trabajo es más que suficiente independientemente de la cantidad de
clientes que participen en el grupo. Por lo tanto, cualquier otra optimización del
simulador tendrá que enfocarse en otro aspecto del mismo.
6.3. Servidor UDP
En esta implementación se va a evaluar la efectividad de las comunicacio-
nes no orientadas a conexión cuando se ejecutan en entornos distribuidos como
los sistemas CAR. Nuestra primera implementación utilizaba sockets TCP para
comunicar a unos dispositivos con otros. A ese tipo de comunicación se le deno-
mina orientada a conexión debido al protocolo TCP/IP que utilizan y con el que se
asegura que todos los paquetes enviados llegarán a su destino, incluso reenviará
1Del inglés “Server Processor Thread”
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paquetes que se hayan perdido. No obstante, para conseguir esta seguridad, se
necesita que los paquetes lleven algún mecanismo de control y unas cabeceras
que añaden una sobrecarga a la información que se quiere enviar. Por todo es-
to se considera interesante evaluar los sockets UDP que, al ser no orientados a
conexión, reducen al mínimo la información intercambiada. Aunque este tipo de
protocolo puede perder paquetes, se ha demostrado que puede obtener mejo-
res prestaciones para tráfico de red de poco tamaño y mucha frecuencia (Duato
et al., 1997).
La implementación UDP es muy similar a la implementación “select” (TCP)
vista en la sección 6.2. La única diferencia es que esta nueva implementación
utilizará sockets UDP. Dado que esta implementación puede perder paquetes
(que no se reenviarán), se ha añadido un contador de paquetes perdidos para
cada uno de los mensajes que se envían de servidor a clientes y viceversa.
Los mensajes que tienen como origen los clientes incluyen el envío de nuevas
posiciones, mensajes de respuesta a esas posiciones (ACK), mensajes con el
tiempo de respuesta del sistema para cada ciclo de actuación de los clientes
y el envío de la posición final (que indica que el cliente origen ha terminado
su simulación). Por su parte, los mensajes que tienen como origen el servidor
se corresponden con el reenvío de las nuevas posiciones de los clientes a sus
vecinos del grupo de trabajo, el envío de un mensaje de control al cliente origen
(con el que el servidor avisa de que ya ha reenviado a todos los vecinos su nueva
posición), el reenvío de los mensajes ACK de cada cliente vecino y el reenvío de
la posición final de cada cliente. Como se sabe la cantidad de mensajes que
tienen que llegar de cada tipo, se obtiene el porcentaje de pérdida de cada uno
de ellos a partir de los mensajes realmente recibidos.
A continuación, en la Tabla 6.5, se muestran los resultados obtenidos con es-
ta nueva implementación para grupos de trabajo de 5 clientes y se comparan con
los resultados obtenidos en la implementación “Select-TCP", puesto que era la
que mejores resultados obtenía hasta el momento. Dicha tabla se encuentra divi-
dida en tres subtablas. En la primera de ellas se encuentran los datos obtenidos
con la implementación “select 2que sirven como referencia. En las dos siguientes
se encuentran los datos obtenidos en la implementación UDP, que se han teni-
do que segmentar por problemas de espacio. Como en las anteriores tablas, la
primera columna de cada subtabla indica el dispositivo utilizado (en este caso el
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One Select
WG 5 RT Dev CPU SRT MaxSRT
100 65,77 21,56 8,00 20,44 24,96
200 67,12 22,71 11,20 21,50 23,54
300 67,52 22,60 19,80 23,67 26,62
400 67,64 22,88 28,00 23,21 27,28
500 69,12 23,23 31,00 25,31 29,34
600 69,14 23,00 39,60 25,28 28,74
700 69,37 23,45 47,00 24,53 30,72
800 75,75 26,63 54,50 26,96 35,16
900 70,24 24,81 59,60 24,02 31,87
1000 71,05 27,53 67,00 22,64 35,04
UDP
RT Dev CPU SRT MaxSRT
100 1,53 0,17 14,50 0,70 0,72
200 1,67 0,87 26,00 0,74 0,81
300 1,83 1,21 33,30 0,79 1,07
400 1,99 1,32 39,80 0,83 1,12
500 2,09 2,33 46,70 0,84 1,46
600 2,11 2,43 54,70 0,87 1,55
700 2,25 3,58 60,70 0,91 1,62
800 2,97 4,27 73,40 1,15 2,33
900 3,83 6,69 80,20 1,38 2,95
1000 35,37 21,36 90,70 14,86 30,17
% pérdidas servidor % pérdidas cliente
POS FIN ACK TRC POS FIN ACK CTR
100 0,00 0,00 0,00 0,00 0,00 0,00 0,00 0,00
200 0,00 0,00 0,00 0,01 0,00 0,00 0,00 0,00
300 0,00 0,00 0,00 0,05 0,00 0,00 0,00 0,00
400 0,00 0,00 0,01 0,05 0,00 0,00 0,01 0,00
500 0,00 0,00 0,01 0,06 0,00 0,00 0,01 0,00
600 0,00 0,00 0,02 0,08 0,00 0,00 0,02 0,00
700 0,00 0,00 0,08 0,17 0,00 0,00 0,08 0,00
800 0,00 0,00 0,09 0,21 0,00 0,00 0,09 0,00
900 0,00 0,00 0,21 0,29 0,00 0,00 0,21 0,00
1000 0,00 0,00 0,45 12,89 0,00 0,00 0,45 0,00
Tabla 6.5: Rendimiento del sistema para el Nexus One con un grupo de trabajo
de 5 clientes. Comparando las implementaciones “select” y UDP
teléfono móvil Nexus One), la cantidad de clientes por grupo de trabajo (WG 5,
es decir, 5 clientes por grupo de trabajo) y los tamaños de población, que oscilan
de 100 a 1000 clientes. Dentro de cada subtabla se encuentran los resultados de
la simulación para el tiempo de respuesta (RT) y su desviación estándar (Dev)
(medidos en milisegundos). A continuación se muestra la tasa de utilización de
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CPU en la máquina que ejecuta el servidor (columna CPU) (mostrado en por-
centaje). Por último, se indica el tiempo de respuesta en el servidor (SRT), con
su valor máximo (MaxSRT), también medidos en milisegundos. Como la nueva
implementación puede perder paquetes se ha añadido una nueva subtabla (la
subtabla inferior) con una columna para cada uno de los diferentes mensajes
que se espera recibir en el servidor, con las que se expresa el porcentaje de
pérdida de dichos mensajes, que incluyen: mensajes de posición (etiquetados
como POS), mensajes de reconocimiento de posición recibida (etiquetados co-
mo ACK), mensajes de posición final (etiquetados como FIN) y mensajes que
expresan el tiempo de respuesta del sistema para cada ciclo de actuación de
los clientes (etiquetados como TRC2). Análogamente, se han añadido cuatro co-
lumnas que representan el porcentaje de pérdida de paquetes producidas en el
cliente, correspondientes a mensajes de posición (etiquetados como POS), re-
conocimiento (ACK), posición final (FIN) y el mensaje de control que envía el
servidor al cliente origen tras cada retransmisión de su posición a los vecinos del
grupo de trabajo (etiquetada como CTR).
Como se observa en la Tabla 6.5, al utilizar la implementación UDP el tiempo
de respuesta (columna RT) se reduce un factor de 60 para los primeros tamaños
de población simulados (de 100 a 400 clientes) y disminuye hasta llegar a un
factor de 2 con respecto a la implementación “select"(para la población de 1000
clientes). La desviación estándard del tiempo de respuesta se reduce un factor
de 20 (para los cuatro primeros tamaños de población) y va aproximándose al
valor obtenido con la implementación “select", en la población de 1000 clientes
(obteniendo 21.36 ms frente a los 27.53 ms de los que se partía). De forma simi-
lar, los valores del tiempo de respuesta en el servidor (columna SRT) y su valor
máximo (columna MaxSRT) se reducen un factor de 20 con respecto a los obteni-
dos por la implementación “select"; aunque esta mejora se reduce para la última
población, llegando prácticamente a igualar el resultado obtenido en la anterior
implementación. Por su parte, la utilización de CPU (columna CPU) de UDP se
incrementa con respecto a la implementación “select", empezando con un valor
del 14.5 % de utilización de CPU para 100 clientes, frente al 8 % de utilización
de CPU obtenido en la implementación “select", y llegando a un valor de 90.7 %
para la implementación de 1000 clientes (frente al 67 % obtenido anteriormen-
te). Este incremento en la utilización de la CPU se debe al hecho de que UDP
2TRC se corresponde con las siglas de Tiempo de Respuesta del Cliente.
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no es orientado a conexión; al no utilizar TCP, no se retransmiten los paquetes,
ni se asegura su orden de llegada, por lo que el sistema funciona más fluido al
estar menos tiempo parado en la gestión y sincronización de esos paquetes. Por
lo que respecta a los paquetes perdidos, el sistema no pierde ninguno para la
población de 100 clientes. No obstante, en la simulación con 200 clientes ya se
tiene una pérdida del 0,01 % de los mensajes de tiempo de respuesta por ciclo
(columna TRC), esta pérdida se produce cuando el sistema no está saturado.
Se ha descartado que dichas pérdidas se produzcan por un tamaño de búffer
de lectura/escritura inadecuado de los sockets, puesto que se ha ampliado su
tamaño al máximo que permite el sistema operativo. Con este aumento se re-
dujo la cantidad de paquetes perdidos sustancialmente, aunque sigue habiendo
pérdidas. También se ha calculado el ancho de banda necesario para realizar las
pruebas (se puede ver en la Tabla 6.7), por lo que se sabe que para esa prueba
sólo se necesita un ancho de banda de 10.55 Mbps y disponemos de una red
de 100 Mbps. Por lo tanto, las pérdidas deben producirse porque los tamaños
de búffer de los routers que hay entre los ordenadores que alojan al servidor y
los clientes no son lo suficientemente grandes para soportar los picos de tráfico
que se pueden dar a lo largo de las pruebas. Cuando esto ocurre, el sistema se
comporta como si no hubiese búffer y esos paquetes se pierden; como UDP no
reenvía paquetes, no habrá forma de recuperarlos.
Por otro lado, el hecho de que se pierdan paquetes no implica necesariamen-
te que la aplicación vea afectadas sus prestaciones. En este sentido, se observa
que el sistema es capaz de terminar las simulaciones sin perder mensajes de
posición y posición final (columnas POS y FIN de servidor y cliente). Lo mis-
mo ocurre con los mensajes de control que envía el servidor al cliente (columna
CTR), que consiguen llegar sin pérdidas para todas las poblaciones simuladas.
No ocurre lo mismo con los mensajes de reconocimiento (columna ACK, tanto de
servidor como de cliente) que, pese a empezar sin pérdidas, a partir de las po-
blación de 400 clientes se empiezan a perder mensajes (0.01 %), aunque dicha
pérdida no sobrepase el 0.45 % (obtenido para la población de 1000 clientes).
Puesto que se pierde la misma cantidad de mensajes de reconocimiento en el
servidor y en el cliente, se puede concluir que dichos mensajes se pierden en su
camino al servidor, quien obviamente no es capaz de reenviarlos al cliente que
mandó la posición (cliente origen). Por este mismo motivo, la cantidad de mensa-
jes TRC (de tiempo de respuesta por ciclo de actuación) perdidos se incrementa,
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puesto que el cliente origen está esperando recibir el último mensaje ACK de sus
vecinos para calcular el tiempo de respuesta que luego mandará al servidor. Al
igual que pasaba con los mensajes ACK, la pérdida de mensajes TRC se incre-
menta con la cantidad de clientes simulados, llegando a un 12.89 % de mensajes
perdidos para la población de 1000 clientes. Cabe mencionar que para nuestra
aplicación los mensajes más importantes son los de la posición de los clientes,
puesto que son los que indican la posición de la pantalla del cliente que necesita
ser aumentada. A estos mensajes les sigue en importancia los mensajes de re-
conocimiento (ACK), puesto que indican si los clientes vecinos son conscientes
de nuestra posición. El resto de mensajes son importantes para llevar un control
del sistema pero no repercuten en el funcionamiento de la aplicación.
Con un grupo de trabajo reducido (cinco clientes por grupo) las prestaciones
de la implementación basada en sockets UDP son mucho mejores que cualquiera
de las anteriores. En la Tabla 6.6 se muestra el comportamiento del sistema al
simular grupos de trabajo de 25 clientes. Como en los apartados anteriores, el
resto de tablas (para WG de 10 y 20, y las pruebas con el Motorola Milestone) se
pueden encontrar en el Apéndice I.
En la Tabla 6.6 se observa que, cuando el nivel de carga del sistema es eleva-
do (por usar grupos de trabajo de 25 clientes), la nueva implementación consigue
tiempos de respuesta por debajo del tope interactivo de 250 ms. hasta llegar a la
población de 800 clientes, momento en el que la columna RT supera este valor
con 253.46 ms. . A partir de ese momento su valor crece de forma más pronuncia-
da conforme aumenta el tamaño de población, llegando a los 450.06 ms. para la
población de 1000 clientes, frente a los 566.4 ms. que se obtenía en la implemen-
tación “select". La desviación estándar del tiempo de respuesta (columna Dev)
sigue siendo ligeramente inferior a la de la implementación “select"hasta llegar a
la población de 300 clientes, momento en el que su valor sobrepasa al obtenido
en la implementación anterior. A partir de esa población su valor sigue creciendo
y se encuentra por encima del obtenido en la implementación anterior para todas
las poblaciones simuladas, llegando a un valor de 393.40 ms. para la población
de 1000 clientes (frente a los 133.3 ms. de la implementación “select"). El por-
centaje de utilización de CPU (columna CPU) de la implementación UDP obtiene
valores por encima de los conseguidos en la anterior implementación para to-
das las poblaciones simuladas, partiendo de un valor de 39 % para la población
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One Select
WG 25 RT Dev CPU SRT MaxSRT
100 90,8 24,7 23,2 19,35 20,96
200 89,95 21,13 47 33,4 37,51
300 124 32,36 72 54,7 59,24
400 209,2 35,88 87,2 85,55 88,44
500 268,2 44,44 86 112,1 118,26
600 331,4 50,55 87 143,6 150,76
700 384 70,6 93,1 151,6 164,57
800 454,6 125,2 90,1 151,6 178,35
900 491,6 106,2 91 147,6 154,16
1000 566,4 133,3 93,1 166,8 175,88
UDP
RT Dev CPU SRT MaxSRT
100 4,89 4,98 39,00 1,68 2,20
200 6,30 5,67 67,40 2,17 2,99
300 82,24 49,48 92,10 81,03 87,91
400 83,39 49,64 92,90 87,47 94,09
500 85,11 54,72 93,00 88,75 96,35
600 94,39 56,41 93,40 89,06 95,98
700 115,77 87,94 93,80 89,96 99,13
800 253,46 178,95 94,80 97,88 108,75
900 328,79 224,95 96,00 115,24 150,08
1000 450,06 393,40 99,00 145,67 169,05
% pérdidas servidor % pérdidas clientes
POS FIN ACK TRC POS FIN ACK CTR
100 0,00 0,00 0,00 0,01 0,00 0,00 0,00 0,00
200 0,00 0,00 0,07 0,14 0,00 0,00 0,07 0,00
300 0,00 0,00 6,75 90,99 0,00 0,00 6,75 0,00
400 0,00 0,00 23,05 97,41 0,00 0,00 23,05 0,00
500 0,00 0,00 33,68 98,19 0,00 0,00 33,68 0,00
600 0,00 0,00 41,25 98,56 0,00 0,00 41,25 0,00
700 0,00 0,00 47,32 99,01 0,00 0,00 47,32 0,00
800 0,00 0,00 51,89 99,12 0,00 0,00 51,89 0,00
900 0,00 0,00 55,67 99,16 2,53 77,10 57,37 3,21
1000 0,00 0,00 56,95 99,51 7,61 95,18 62,85 8,50
Tabla 6.6: Rendimiento del sistema para el Nexus One con un grupo de trabajo
de 25 clientes. Comparando las implementaciones “select” y UDP
de 100 clientes y pasando del 92 % desde la población de 300 clientes. Por su
parte, el tiempo de respuesta en el servidor y su valor máximo (columnas SRT y
MaxSRT, respectivamente), se reducen un orden de magnitud hasta la población
de 200 cliente y pasan de los 80 ms. a partir de la población de 300 clientes, mo-
mento que coincide con el porcentaje de utilización de la CPU superior al 92 %.
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El valor de ambos parámetros continúa con un crecimiento uniforme hasta llegar
a la población de 1000 clientes, en la que obtienen un valor de 145.67 ms. para
el SRT y de 169.05 ms. para el MaxSRT. El hecho de que el tiempo de respuesta
y su desviación estándar se disparen para los últimos tamaños de población se
justifica observando la cantidad de paquetes perdidos a partir de la población de
300 clientes; al llegar a los 300 clientes simulados la columna TRC muestra unas
pérdidas del 90.99 % de los mensajes, lo que significa que el cálculo del tiem-
po de respuesta y su desviación estándar se hace sólo con un 9 % del total de
mensajes que se esperaban. Por lo tanto, el valor obtenido en ambas columnas
(RT y Dev) no se puede considerar significativo. De hecho, para una población de
1000 clientes, el cálculo del ambas columnas se hace con menos de un 0.49 %
de los valores que debería, puesto que se pierden un 99.51 % de los mensajes
TRC. Así mismo, se observa que la pérdida de mensajes de posición y posición
final (columnas POS y FIN) se mantiene a cero para el servidor pero no ocurre lo
mismo con los clientes. Al llegar a los dos últimos tamaños de población, se em-
piezan a producir pérdidas de paquetes de posición y posición final en el cliente,
lo cual indica que al servidor le han llegado dichos mensajes pero no es capaz de
retransmitirlos todos. Este efecto vuelve a constatar que el servidor está al límite
de sus posibilidades. Por último, los mensajes de control que envía el servidor
a los clientes (columna CTR) también comienzan a sufrir pérdidas a partir de la
población de 900 clientes, llegando a perder el 8.50 % de los mensajes para la
población de 1000 clientes.
El hecho de perder tal cantidad de mensajes pone en tela de juicio la viabili-
dad de la mejora del simulador basada en UDP. Para intentar justificar su uso se
va a analizar el ancho de banda necesario para realizar las pruebas. Si se tiene
en cuenta la cantidad de paquetes que se mandan en cada ciclo de actuación de
los clientes y que cada uno de ellos dura 167.11 ms. (puesto que el teléfono mó-
vil simulado es el Nexus One), el ancho de banda necesario para que se ejecute
cada prueba es el que aparece en la Tabla 6.7.
En la Tabla 6.7 se observa el ancho de banda necesario para ejecutar las
pruebas con el teléfono móvil Nexus One, medido en Mbps. La primera columna
representa la cantidad de clientes simulados en cada prueba, que van desde los
100 clientes hasta los 1000 clientes. Las cuatro siguientes columnas representan
el ancho de banda necesario para simular las pruebas con los grupos de trabajo
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One WG 5 WG 10 WG 20 WG 25
100 5,277 10,553 21,106 26,383
200 10,553 21,106 42,213 52,766
300 15,830 31,660 63,319 79,149
400 21,106 42,213 84,426 105,532
500 26,383 52,766 105,532 131,915
600 31,660 63,319 126,639 158,299
700 36,936 73,873 147,745 184,682
800 42,213 84,426 168,852 211,065
900 47,490 94,979 189,958 237,448
1000 52,766 105,532 211,065 263,831
Tabla 6.7: Ancho de banda (Mbps) necesario para ejecutar las pruebas con el
teléfono móvil Nexus One con el sistema ARToolKit
de 5, 10, 20 y 25 clientes. Como se comentó en la sección 5.3.2, la red utilizada
para las pruebas es una red de área local IEEE 802.3u de 100 Mbps que pertene-
ce a la Universitat de València (UV). Por lo tanto, todos los valores de la Tabla 6.7
que pasen de los 100 Mbps tendrán una gran cantidad de pérdidas, puesto que
representan pruebas que necesitarán más ancho de banda del que se le puede
proporcionar. Por ejemplo, en la Tabla 6.6 se vio que a partir de la población de
400 clientes la pérdida de paquetes se disparaba, obligando a hacer el cálculo
del tiempo de respuesta y su desviación con tan solo un 4 % de los datos que se
esperaban. Si se observa la celda correspondiente a esa prueba en la Tabla 6.7,
se ve que el ancho de banda necesario para ejecutar esa prueba es de 105.532
Mbps, por lo que la pérdida de mensajes a partir de esa prueba está justificada.
Cabe comentar que el hecho de perder un paquete de información en el si-
mulador se percibe como una actualización de posición que no llega a su destino
o un mensaje de reconocimiento perdido. Al no llegar la posición, el dibujado de
la información 3D que se muestra en la pantalla para producir el efecto de reali-
dad aumentada tendrá dos alternativas: o mostrarse en la posición anterior, o no
mostrarse. En nuestro simulador se utiliza la primera opción porque la segunda
deja de percibir la información en la pantalla. No obstante, incluso con la peor al-
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ternativa, sólo se percibiría como un pequeño parpadeo de la información puesto
que el ciclo de actuación se lleva a cabo varias veces por segundo.
Como conclusión de esta mejora se tiene que la implementación UDP pro-
porciona el mejor rendimiento obtenido hasta el momento por el simulador. Al
prescindir de la orientación a conexión se consigue que los mensajes se inter-
cambien con mayor fluidez. Tanto es así que se llega a saturar la red de 100
Mbps que se utiliza para hacer las pruebas, convirtiéndose en el factor limitante
del sistema. Mientras no se llegue a demandar un ancho de banda excesivo para
la red, el rendimiento del sistema es muy superior al de las demás implementa-
ciones. Por lo tanto, si se dispone de una red superior, se puede simular más de
1000 clientes respetando el tiempo interactivo (250 ms.) para cualquiera de los
grupos de trabajo considerados. Esta mejora se consigue a expensas de perder
un porcentaje de los mensajes enviados. Sin embargo, el efecto de esta cantidad
de paquetes perdidos se percibirá como un pequeño parpadeo en un número
reducido de clientes del sistema CAR. Por lo tanto, estos resultados validan la
propuesta basada en UDP como la implementación más eficiente para diseñar
sistemas CAR de gran escala sobre dispositivos móviles.
6.4. Configuración del sistema operativo para adap-
tarlo al simulador
La forma en que el sistema operativo realiza los cambios de contexto y todo el
mecanismo de planificación del mismo puede influir negativamente en las pres-
taciones de las aplicaciones que se ejecutan sobre él. Teniendo en cuenta que
el sistema CAR que se ha desarrollado está basado en hilos, y que el servidor
del mismo se va a ejecutar sobre un computador con sistema operativo Linux, se
pretende adaptar el sistema de planificación de procesos del sistema operativo
para que no perjudique a los hilos del servidor y se puedan ejecutar de la forma
más óptima posible.
El planificador es la parte del núcleo del sistema operativo que decide qué
proceso ejecutable será el siguiente en ejecutarse. El planificador de Linux im-
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plementa una serie de políticas de planificación que determinan cuándo y por
cuánto tiempo se ejecuta un hilo en un núcleo de CPU particular. Dichas políti-
cas se dividen en dos categorías principales: Políticas de tiempo real y políticas
normales. Las políticas en tiempo real se utilizan para tareas críticas que deben
completarse sin interrupciones y no se ejecutan por largos periodos de tiem-
po (Planificación CPU, 2014). Por su parte, las políticas de planificación normal
están pensadas para administrar grandes cantidades de hilos y generlamente
proporcionan mejor rendimiento que las políticas de tiempo real, debido a que
permiten al planificador ejecutar hilos de forma más eficiente. Como el siste-
ma aquí desarrollado utiliza una gran cantidad de hilos durante su ejecución,
hará uso de las políticas normales. Existen tres políticas de planificación nor-
mal: SCHED_OTHER, SCHED_BATCH y SCHED_IDLE. Sin embargo, las dos
últimas son para trabajos de una prioridad muy baja, por lo que se analizará
SCHED_OTHER, que es la política de planificación predeterminada de Linux.
SCHED_OTHER utiliza el planificador de reparto justo (CFS3) para propor-
cionar periodos de acceso justo a todos los hilos del sistema. Para ello, CFS
mantiene el balance (equidad) en el tiempo de procesador que se asigna a los
hilos. Cuando un hilo está fuera de balance, se le asigna una cierta cantidad de
tiempo de ejecución en el procesador, denominada “Virtual Runtime”. Para llevar
el control de cuánto “Virtual Runtime” lleva ejecutado cada hilo, el CFS mantiene
un árbol de tipo rojo-negro ordenado por tiempo. De esta forma, el proceso con
menor “Virtual Runtime” es el más próximo a ser ejecutado (CFS, 2014).
Los parámetros que proporciona el CFS para poder configurar el planificador
son: “sched_min_granula rity_ns”, “sched_latency_ns” y “sched_wakeup_granu-
larity_ns”. Todos ellos se pueden modificar desde la línea de comandos y se
encuentran en el directorio “/proc/sys/kernel/”. A continuación se describe cada
uno de ellos.
sched_min_granularity_ns decide el tiempo mínimo que una tarea podrá
ejecutarse en la CPU. Por defecto está puesta a 4ms., por lo que cualquier tarea
se ejecutará como mínimo 4 ms. antes de marcarla como lista para expulsar de
la CPU. Se probará valores que vayan desde los 1.5 ms. hasta los 6 ms., con
incrementos de 0.5 ms..
3Del inglés “Completely Fair scheduler”
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sched_latency_ns decide el periodo del planificador, es decir, el periodo en
el que todas las tareas listas para ejecutar se ejecutarán al menos una vez. Su
valor por defecto es 20 ms. y se probarán valores desde 12ms. hasta 24 ms., con
incrementos de 2 ms..
sched_wakeup_granularity_ns es la habilidad que tienen las tareas para
despertarse y sustituir a la tarea en ejecución. Cuanto más pequeño es su valor,
más fácil le resulta sustituir a la tarea en ejecución. El valor por defecto es 2 ms.
y se probarán valores desde 1 ms. hasta 4 ms. con incrementos de 0.5 ms..
Tras realizar pruebas con todas las combinaciones posibles de los paráme-
tros comentados anteriormente, el resultado obtenido en cada una de ellas es
prácticamente idéntico. Por lo tanto, no se mostrará ninguna tabla aquí, puesto
que no se puede realizar ninguna comparación entre ellas, al obtener siempre
los mismos resultados.
La conclusión obtenida de este estudio es que no importa la combinación de
parámetros elegida del CFS, puesto que no afectan al rendimiento del sistema.
Por tanto, se mantendrán los valores que proporciona por defecto.
6.5. Simulador con teléfonos móviles sobre Vuforia
Como se comentó en la caracterización de clientes (Capítulo 4), mientras se
realizaban las últimas mejoras del simulador apareció una plataforma y entorno
de desarrollo de aplicaciones de realidad aumentada sin marcas llamado Vuforia,
de la empresa Qualcomm (Qualcomm, 2012). Debido a su sencillez, esta plata-
forma se ha extendido con gran rapidez y ya se utiliza como un estándar de facto
entre la comunidad de desarrolladores. Por lo tanto, se caracterizaron los teléfo-
nos móviles con este nuevo sistema para analizar las diferencias de rendimiento.
Los resultados de esa caracterización se encuentran el capítulo de caracteriza-
ción (en la Sección 4.4), donde se vio que con este sistema la frecuencia de
actuación de todos los teléfonos móviles se incrementaba. Por lo tanto, ahora
se analizará cómo afecta ese incremento de velocidad al utilizar los teléfonos
móviles en el simulador.
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Se utilizará la implementación UDP para realizar las pruebas, puesto que se
ha demostrado que es la que mejores resultados ofrece. En cuanto a los telé-
fonos móviles, se volverá a elegir el dispositivo más rápido y el más lento para
realizar las pruebas, puesto que representan la cota superior e inferior de actua-
ción. El teléfono más rápido vuelve a ser el Nexus One, pero con este sistema
su frecuencia de actuación es de 56.68 ms. (frente a los 167.11 ms. anteriores).
Mientras que el teléfono más lento pasa a ser el iPhone 3GS, con una frecuencia
de actuación de 145.53 ms. (frente a los 398.00 ms. anteriores). Las pruebas
seguirán siendo para poblaciones de 100 a 1000 clientes y los grupos de trabajo
considerados serán 5, 10, 20 y 25.
La Tabla 6.8 muestra el rendimiento del sistema cuando todos los clientes
son del tipo iPhone 3GS. En esta tabla se pueden apreciar cuatro subtablas que
representan los cuatro grupos de trabajo contemplados (5, 10, 20 y 25 clien-
tes). Cada subtabla contiene los cinco parámetros analizados en las pruebas
anteriores: el tiempo de respuesta (columna etiquetada como RT) medido en mi-
lisegundos, su desviación estándar (Dev) medida también en milisegundos, la
utilización de CPU medida en porcentaje (CPU), el tiempo de respuesta en el
servidor (SRT). Acto seguido figuran dos grupos de cuatro columnas cada uno
(que llamaremos central y derecho) que representan el porcentaje de paquetes
de cada tipo que se pueden perder tanto en el servidor como en el cliente (re-
cordemos que la implementación es UDP y, por tanto, puede perder paquetes).
Los tres primeros parámetros de cada grupo son equivalentes y se correspon-
den con las posiciones enviadas (POS), las posiciones finales enviadas (FIN), los
mensajes de reconocimiento (ACK). El último parámetro del grupo central, que
se corresponde con el servidor, representa el porcentaje de pérdidas de los men-
sajes de tiempo de respuesta por ciclo (TRC), mientras que el último parámetro
del grupo de la derecha representa el porcentaje de pérdidas de los mensajes de
control que manda el servidor al cliente (CTR).
En la Tabla 6.8 se observa que el tiempo de respuesta para el grupo de traba-
jo de 5 clientes permanece prácticamente constante, en torno a 4 milisegundos,
hasta llegar a la población de 900 clientes; momento en el que pasa a 9.5 ms. y
de ahí a los 49.16 ms. que obtiene para 1000 clientes. Su desviación estándar se
incrementa ligeramente conforme aumenta el tamaño de la población, desde 0.2
ms. (para 100 clientes) hasta 44.5 ms. (para la población de 1000 clientes); tam-
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% pérdidas servidor % pérdidas clientes
WG 5 RT Dev CPU SRT MaxSRT POS FIN ACK TRC POS FIN ACK CTR
100 1,54 0,20 17,20 0,69 0,73 0,00 0,00 0,00 0,00 0,00 0,00 0,00 0,00
200 1,64 0,61 27,70 0,73 0,80 0,00 0,00 0,00 0,01 0,00 0,00 0,00 0,00
300 1,86 1,46 35,80 0,80 0,94 0,00 0,00 0,01 0,06 0,00 0,00 0,01 0,00
400 2,33 1,96 44,10 0,95 1,52 0,00 0,00 0,03 0,08 0,00 0,00 0,03 0,00
500 3,04 4,76 52,60 1,20 1,85 0,00 0,00 0,16 0,09 0,00 0,00 0,16 0,00
600 3,44 4,76 61,30 1,33 2,43 0,00 0,00 0,04 0,11 0,00 0,00 0,04 0,00
700 3,17 6,03 70,60 1,56 2,52 0,00 0,00 0,05 0,13 0,00 0,00 0,05 0,00
800 3,96 6,72 80,40 2,45 3,37 0,00 0,00 0,12 0,23 0,00 0,00 0,12 0,00
900 9,50 17,30 89,90 3,45 10,70 0,00 0,00 0,24 0,89 0,00 0,00 0,24 0,00
1000 49,16 44,50 93,00 25,83 48,65 0,00 0,00 0,87 39,58 0,00 0,00 0,87 0,00
WG 10 RT Dev CPU SRT MaxSRT POS FIN ACK TRC POS FIN ACK CTR
100 1,98 0,49 25,50 0,86 0,94 0,00 0,00 0,00 0,01 0,00 0,00 0,00 0,00
200 2,47 1,17 41,00 0,97 1,23 0,00 0,00 0,01 0,05 0,00 0,00 0,01 0,00
300 7,32 8,70 57,00 2,58 3,27 0,00 0,00 0,07 0,15 0,00 0,00 0,07 0,00
400 7,95 9,75 70,50 3,15 3,94 0,00 0,00 0,10 0,24 0,00 0,00 0,10 0,00
500 9,77 10,55 87,50 3,45 8,15 0,00 0,00 0,16 0,30 0,00 0,00 0,16 0,00
600 51,97 29,42 94,00 61,60 66,86 0,00 0,00 3,97 86,46 0,00 0,00 3,97 0,00
700 53,25 45,43 94,00 75,93 84,42 0,00 0,00 13,81 96,11 0,00 0,00 13,81 0,00
800 53,77 48,44 94,00 81,65 91,37 0,00 0,00 22,75 97,73 0,00 0,00 22,75 0,00
900 57,56 58,85 94,30 84,98 103,74 0,00 0,00 29,42 97,32 0,00 0,00 29,42 0,00
1000 58,33 72,30 95,00 93,47 111,12 0,00 0,00 34,57 97,30 0,00 0,00 34,57 0,00
WG 20 RT Dev CPU SRT MaxSRT POS FIN ACK TRC POS FIN ACK CTR
100 3,13 1,46 36,80 1,14 1,34 0,00 0,00 0,01 0,06 0,00 0,00 0,01 0,00
200 4,84 3,10 65,30 1,75 2,82 0,00 0,00 0,05 0,13 0,00 0,00 0,05 0,00
300 72,53 43,74 92,00 65,68 80,51 0,00 0,00 1,97 68,67 0,00 0,00 1,97 0,00
400 66,29 44,21 92,90 73,56 81,31 0,00 0,00 19,05 96,78 0,00 0,00 19,05 0,00
500 68,60 45,17 92,90 75,34 84,69 0,00 0,00 29,24 98,07 0,00 0,00 29,24 0,00
600 62,00 48,33 92,90 81,35 90,73 0,00 0,00 39,23 98,39 0,00 0,00 39,23 0,00
700 77,83 57,13 92,00 81,50 91,24 0,00 0,00 45,07 98,88 0,00 0,00 46,35 0,00
800 239,75 188,38 92,00 89,35 101,42 0,00 0,00 49,63 99,04 0,00 0,00 49,56 0,00
900 447,75 222,11 93,00 105,37 128,77 0,00 0,00 53,46 99,16 0,00 0,00 54,57 0,00
1000 535,37 275,97 94,00 132,48 275,33 0,00 0,00 54,86 99,29 1,03 24,68 55,70 1,24
WG 25 RT Dev CPU SRT MaxSRT POS FIN ACK TRC POS FIN ACK CTR
100 3,95 2,15 42,10 1,34 1,65 0,00 0,00 0,00 0,05 0,00 0,00 0,00 0,00
200 11,56 9,27 80,00 4,14 4,64 0,00 0,00 0,13 0,24 0,00 0,00 0,13 0,00
300 69,94 42,43 91,00 72,18 77,36 0,00 0,00 14,55 96,42 0,00 0,00 14,55 0,00
400 74,09 43,85 91,80 75,71 81,85 0,00 0,00 29,66 97,99 0,00 0,00 29,66 0,00
500 75,75 42,73 91,90 77,64 83,96 0,00 0,00 40,09 98,53 0,00 0,00 40,09 0,00
600 98,76 62,43 91,90 77,80 85,98 0,00 0,00 47,40 98,96 0,00 0,00 47,40 0,00
700 331,50 92,88 92,00 82,56 89,22 0,00 0,00 52,46 99,12 0,00 0,00 52,46 0,00
800 375,81 185,17 93,20 87,55 97,60 0,00 0,00 57,48 99,34 0,00 1,45 57,64 0,45
800 499,20 200,94 94,00 107,84 139,42 0,00 0,00 58,78 99,35 0,00 9,11 64,07 8,79
1000 523,54 480,76 99,90 222,83 284,47 0,00 0,00 62,39 99,73 12,66 59,64 68,19 13,51
Tabla 6.8: Rendimiento del sistema para el iPhone 3GS con el sistema Vuforia
(145.53 ms.) sobre la implementación UDP en todos los grupos de trabajo con-
templados
bién con crecimiento más pronunciado a partir de los 900 clientes . El consumo
de CPU también se incrementa, desde el 17.20 % para la población de 100 clien-
tes hasta el 93 % de la población de 1000 clientes. El tiempo de respuesta en el
servidor y su valor máximo también permanecen constantes, en torno a 2 ms. y
4 ms. hasta la población de 800 clientes, respectivamente, y crece significativa-
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mente para las dos últimas poblaciones, llegando a 25.83 ms. y 48,65 ms. para la
población de 1000 clientes. En cuanto a los mensajes perdidos, los mensajes de
posición y posición final (columnas POS y FIN, respectivamente) no se pierden
para ninguna población, tanto en el servidor como en el cliente. Lo mismo ocu-
rre con los mensajes de control del servidor (CTR), que logran mantenerse para
cualquier tamaño de población. Por su parte, los mensajes ACK se empiezan a
perder a partir de la población de 300 clientes, con un valor de 0.01 % y llegando
al 0.87 % para la población de 1000 clientes (con idéntico resultado para servidor
y cliente). Por último, los mensajes de tiempo de respuesta en el cliente (TRC)
empiezan a perderse a partir de los 200 clientes, con un valor del 0.01 % y si-
guen perdiéndose con un crecimiento uniforme hasta llegar a la última población,
momento en el que su crecimiento se dispara, llegando al 39.58 % de pérdidas.
Con el grupo de trabajo de 10 clientes se consigue simular todos los tamaños
de población con un tiempo de respuesta (columna RT) interactivo, obteniendo
un máximo de 58.33 ms. para la última prueba. La desviación estándar de ese
tiempo de respuesta (columna Dev) y la utilización de CPU (CPU) crecen uni-
formemente alcanzando un valor máximo de 72.3 ms. y del 95 % para la prueba
de 1000 clientes. Por su parte, el SRT y su valor máximo (MaxSRT) tienen de
nuevo un crecimiento uniforme hasta llegar a la población de 600 clientes, mo-
mento en el que crecen un orden de magnitud, llegando a 61.6 ms. y 66.86 ms.
respectivamente. A partir de ese tamaño de población, su crecimiento vuelve a
ser uniforme. Por lo que respecta a las pérdidas, su comportamiento es análogo
al del grupo de trabajo de 5 clientes, aunque con un crecimiento más pronuncia-
do. Sigue sin haber pérdida de paquetes de POS y FIN en servidor y cliente, la
cantidad de mensajes ACK perdidos llega al 34.57 % para 1000 clientes y el por-
centaje de mensajes TRC pasa del 86 % a partir de los 600 clientes simulados,
por lo que los valores de tiempo de respuesta (RT) y desviación (Dev) obtenidos
no son significativos, puesto que su cálculo se realiza con menos del 14 % de los
datos totales.
Cuando se simulan grupos de trabajo de 20 clientes, se consigue simular
más de 800 clientes dentro del tiempo de respuesta interactivo, obteniendo un
RT de 239.75 ms., y alcanzando un valor máximo de 535.37 ms. para el último
tamaño de población. La desviación estándar de ese RT (columna Dev) sufre un
crecimiento escalonado obteniendo valores cercanos a 3 ms. para las primeras
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dos pruebas, pasando por valores de entre 40-50ms. hasta la población de 700
clientes y llegando a 275.97 ms. para la población de 1000 clientes. Por su parte,
el porcentaje de utilización de CPU está por encima del 92 % para todas las po-
blaciones superiores a 200 clientes. El tiempo de respuesta en el servidor (SRT)
y su valor máximo (MaxSRT) sufren un crecimiento análogo al de la desviación
comentada (Dev). Por lo que respecta a la pérdida de mensajes, las posiciones
y posiciones finales (columnas POS y FIN, respectivamente) siguen llegando sin
pérdidas al servidor, aunque empiezan a perderse las retransmisiones hacia los
clientes, como se muestra en la población de 1000 clientes, momento en el que
se pierden un 1.03 % de posiciones y un 24.68 % de posiciones finales. La canti-
dad de mensajes ACK perdidos llega al 54.86 % en el servidor y es ligeramente
superior en los clientes, llegando al 55.7 % para la población de 1000 clientes.
Por su parte, los mensajes de tiempo de respuesta del cliente (TRC) superan
el 96 % desde la población de 400 clientes, por lo que los valores de RT y Dev
no son significativos. A partir de este tamaño de grupo (20 clientes) se empieza
a perder mensajes de control (CTR), lo que corrobora la pérdida de mensajes
hacia los clientes, ya que hasta ahora los mensajes se perdían en el servidor.
Para el último tamaño de grupo simulado (25 clientes), se consigue simular
hasta 600 clientes dentro del tiempo de respuesta interactivo, alcanzando un RT
de 98.76 ms.. No obstante, tanto el tiempo de respuesta (RT) obtenido como su
desviación (Dev) no son representativos de la prueba a partir de 300 clientes,
puesto que su cálculo se realiza con menos del 4 % de los valores totales, co-
mo indica la columna TRC con su valor del 96.42 % de pérdidas. El tiempo de
respuesta en el servidor y su valor máximo (SRT y MaxSRT) tienen un compor-
tamiento análogo al obtenido para el grupo de trabajo de 20 clientes, con un cre-
cimiento escalonado que alcanza los 222.83 ms. y 284.47 ms., respectivamente.
Por último, las pérdidas de mensajes en los clientes se hacen más evidentes,
puesto que desde los 700 clientes simulados los valores de las columnas FIN y
ACK del cliente difieren respecto de las mismas columnas en el servidor. Este
efecto se observa, por ejemplo, en la columna FIN de servidor y cliente para la
última población, con valores del 0 % y 59.64 %, lo cual indica que mientras que
todas las posiciones finales llegan al servidor, más de la mitad no consiguen ser
retransmitidas a los clientes.
En la Tabla 6.9 se muestra el rendimiento del sistema cuando todos los clien-
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tes son del tipo Nexus One, el teléfono móvil más rápido, con tan solo 56.68ms.
de ciclo de actuación. En esta tabla se pueden apreciar dos subtablas que repre-
sentan los dos primeros grupos de trabajo contemplados (5 y 10 clientes), como
se comentará a continuación, no se han incluido los dos últimos grupos porque
sus valores no son representativos debido a la gran cantidad de pérdidas que se
obtienen. Cada subtabla contiene los cinco parámetros analizados en las prue-
bas anteriores: el tiempo de respuesta (columna etiquetada como RT) medido
en milisegundos, su desviación estándar (Dev) medida también en milisegundos,
la utilización de CPU medida en porcentaje (CPU), el tiempo de respuesta en el
servidor (SRT). Acto seguido figuran dos grupos de cuatro columnas cada uno
(que llamaremos central y derecho) que representan el porcentaje de paquetes
de cada tipo que se pueden perder tanto en el servidor como en el cliente (re-
cordemos que la implementación es UDP y, por tanto, puede perder paquetes).
Los tres primeros parámetros de cada grupo son equivalentes y se correspon-
den con las posiciones enviadas (POS), las posiciones finales enviadas (FIN), los
mensajes de reconocimiento (ACK). El último parámetro del grupo central, que
se corresponde con el servidor, representa el porcentaje de pérdidas de los men-
sajes de tiempo de respuesta por ciclo (TRC), mientras que el último parámetro
del grupo de la derecha representa el porcentaje de pérdidas de los mensajes de
control que manda el servidor al cliente (CTR).
La Tabla 6.9 muestra un comportamiento análogo al obtenido en la Tabla 6.8
pero con tiempos de respuesta (columna RT) superiores, debido al ciclo de ac-
tuación más corto del Nexus One. Con los grupos de trabajo de 5 y 10 clientes
el tiempo de respuesta sigue siendo interactivo para todos los tamaños de po-
blación simulados. No obstante, los valores de ese tiempo de respuesta y su
desviación estándar (Dev) dejan de ser representativos cuando el porcentaje de
mensajes TRC perdidos supera el 90 %. Para el grupo de trabajo de cinco clien-
tes esto ocurre al llegar a 500 clientes; a partir de ese momento los valores de
tiempo de respuesta y su desviación no son representativos, puesto que se cal-
culan con muy pocos valores (menos del 11 %). Lo mismo ocurre con el tiempo
de respuesta en el servidor y su valor máximo (SRT y MaxSRT), que disparan
sus valores al llegar a ese tamaño de población. El porcentaje de utilización de
CPU comienza con un 29.4 % para la simulación de 100 clientes y crece cerca de
un 20 % en las sucesivas simulaciones hasta llegar a la simulación de 400 clien-
tes, momento en el que su valor alcanza el 91,9 %; a partir de ese momento su
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% pérdidas servidor % pérdidas clientes
WG 5 RT Dev CPU SRT MaxSRT POS FIN ACK TRC POS FIN ACK CTR
100 1,59 0,24 29,40 0,69 0,71 0,00 0,00 0,00 0,00 0 0 0,00 0,00
200 1,79 0,69 55,90 0,77 1,02 0,00 0,00 0,00 0,02 0 0 0,00 0,00
300 2,08 0,86 74,20 0,86 1,05 0,00 0,00 0,06 0,14 0 0 0,06 0,00
400 4,70 6,68 91,90 2,04 6,33 0,00 0,00 0,26 0,95 0 0 0,26 0,00
500 12,08 15,13 93,10 30,34 56,59 0,00 0,00 11,08 89,83 0 0 11,08 0,00
600 14,21 15,35 93,00 32,39 46,60 0,00 0,00 19,56 95,44 0 0 19,56 0,00
700 17,27 17,64 93,90 32,61 50,18 0,00 0,00 29,30 97,55 0 0 29,30 0,00
800 21,51 25,74 93,00 33,30 45,54 0,00 0,00 36,10 97,94 0 0 36,10 0,00
900 35,42 45,58 94,00 36,38 54,14 0,00 0,00 41,16 97,99 0 0 41,16 0,00
1000 38,80 53,20 95,00 52,60 74,38 0,00 0,00 44,46 98,52 0 0 44,46 0,00
WG 10 RT Dev CPU SRT MaxSRT POS FIN ACK TRC POS FIN ACK CTR
100 2,20 0,64 47,80 0,85 0,90 0,00 0,00 0,00 0,04 0 0 0,00 0,00
200 3,51 2,17 84,70 1,39 1,88 0,00 0,00 0,17 0,33 0 0 0,17 0,00
300 23,41 18,28 93,00 31,44 36,01 0,00 0,00 15,99 96,57 0 0 15,99 0,00
400 29,04 17,30 93,00 32,14 38,88 0,00 0,00 30,81 97,82 0 0 30,81 0,00
500 18,44 16,26 93,00 31,08 36,45 0,00 0,00 41,54 98,33 0 0 41,54 0,00
600 44,36 13,86 92,00 31,64 43,54 0,00 0,00 49,20 98,95 0 0 49,20 0,00
700 57,41 32,22 92,00 39,14 50,45 0,00 0,00 54,04 99,13 0 0 54,04 0,00
800 60,22 40,01 93,00 52,48 53,50 0,00 0,00 57,23 99,32 0 0 57,23 0,00
900 49,53 47,73 94,00 103,38 106,17 0,00 0,00 57,37 99,58 0 0 57,37 0,00
1000 81,29 141,70 94,00 130,81 194,90 0,00 0,00 58,80 99,65 0 0 58,80 0,00
Tabla 6.9: Rendimiento del sistema para el Nexus One con el sistema Vuforia
(56.68 ms.) sobre la implementación UDP en todos los grupos de trabajo con-
templados
crecimiento se atenúa, llegando a un valor máximo del 95 % para la simulación
con 1000 clientes. Para el grupo de trabajo de 10 clientes el crecimiento es simi-
lar, aunque el porcentaje de pérdidas de TRC supera el 96 % ya en la simulación
con 300 clientes, por lo que los valores de tiempo de respuesta (RT) y su des-
viación (Dev) dejan de ser representativos, aunque siguen siendo interactivos.
En ambos grupos de trabajo el sistema aún es capaz de retransmitir posiciones
(POS), posiciones finales (FIN) y mensajes de reconocimiento (ACK) desde el
servidor a los clientes, por lo que las tres columnas tienen los mismo valores
tanto en el servidor como en el cliente. La pérdida de mensajes POS, FIN y CTR
es nula para ambos grupos de trabajo y la cantidad máxima de ACKs perdidos
es del 58.8 %, obtenida para 1000 clientes y el grupo de trabajo de 10 clientes.
No se mostrará los resultados obtenidos para los grupos de trabajo de 20 y 25
clientes, puesto que el porcentaje de pérdida de mensajes es muy elevado desde
el primer tamaño de población, con valores de TRC superiores al 90 % y valores
de ACK de hasta el 70 %, lo cual desvirtúa los valores obtenidos en las medias
mostradas. Para justificar esta decisión, en la Tabla 6.10 se muestra el ancho de
banda requerido por cada una de las pruebas y tamaños de grupo al utilizar el
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Nexus One con el ciclo de actuación de la caracterización de Vuforia (56.68 ms.).
One WG 5 WG 10 WG 20 WG 25
100 15,460 30,919 61,838 77,298
200 30,919 61,838 123,677 154,596
300 46,379 92,757 185,515 231,893
400 61,838 123,677 247,353 309,191
500 77,298 154,596 309,191 386,489
600 92,757 185,515 371,030 463,787
700 108,217 216,434 432,868 541,085
800 123,677 247,353 494,706 618,383
900 139,136 278,272 556,544 695,680
1000 154,596 309,191 618,383 772,978
Tabla 6.10: Ancho de banda (Mbps) necesario para ejecutar las pruebas con el
teléfono móvil Nexus One con el sistema Vuforia
En la Tabla 6.10 se observa el ancho de banda necesario para ejecutar las
pruebas con el teléfono móvil Nexus One con el sistema Vuforia, medido en
Mbps. La primera columna representa la cantidad de clientes simulados en ca-
da prueba, que van desde los 100 clientes hasta los 1000 clientes. Las cuatro
siguientes columnas representan el ancho de banda necesario para simular las
pruebas con los grupos de trabajo de 5, 10, 20 y 25 clientes. Como se comentó
en la sección 5.3.2, la red utilizada para las pruebas es una red de área local
IEEE 802.3u de 100 Mbps que pertenece a la Universitat de València (UV), por
lo que todos los valores de la tabla que se acerquen a los 100 Mbps represen-
tan pruebas en las que las pérdidas de mensajes serán elevadas. A la vista de
la tabla, la mayoría de las pruebas con esta configuración necesitan más ancho
de banda del que se les puede proporcionar, llegando a un máximo de 772.978
Mbps para el grupo de trabajo de 25 clientes y una población de 1000 clien-
tes. Por lo tanto, para poder simular sin problemas todos los grupos de trabajo y
tamaños de población haría falta una red de 1000 Mbps.
Estos resultados muestran que al utilizar el rastreo sin marcas de Vuforia, el
sistema CAR sigue proporcionando tiempos de respuesta interactivos, excepto
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cuando el ancho de banda necesario para ejecutar la prueba sobrepasa la ca-
pacidad de la red. Cuando esto pasa se pierde una cantidad de paquetes tal
que malogra los resultados obtenidos, puesto que se obtienen con una cantidad
ínfima de mensajes, que no son representativos de la prueba. Mientras esto no
ocurra, el sistema con la mejora UDP proporciona los mejores tiempos de res-
puesta y la mejor utilización de la CPU, consiguiendo simular poblaciones de
1000 clientes en tiempo interactivo.
6.5.1. Conclusiones
A partir de los resultados de la caracterización del sistema CAR, se ha abor-
dado el problema de la escalabilidad del mismo. Se han presentado diferentes
aproximaciones para mejorar el rendimiento del sistema. En primer lugar, se in-
tentó reducir al mínimo la cantidad de mensajes intercambiados entre el cliente
origen y el servidor, dado que era uno de los factores limitantes de la productivi-
dad del sistema. En este sentido, se modificó el funcionamiento del servidor para
que no retransmitiese cada uno de los mensajes de los clientes vecinos al clien-
te origen, sino que se le añadió la lógica necesaria para que llevase la cuenta
de dichos mensajes ACK y respondiese al cliente origen con un único mensa-
je cuando se hubiesen recibido todas las respuestas ACK. Con este servidor,
llamado activo por realizar más cálculos que el anterior, se obtiene una mejora
en el rendimiento del sistema, consiguiendo mejores tiempos de respuesta y de-
mostrando que el intercambio de mensajes entre clientes origen y servidor era
realmente un factor limitante del sistema.
Por otra parte, como se partía de un sistema con sockets TCP que necesi-
taba un gran número de ficheros abiertos para su funcionamiento, se utilizó la
función “select” de los sockets BSD para reducir los hilos necesarios en el servi-
dor. Con ello se consiguió una ligera mejora en el rendimiento global del sistema
y se obtuvo la implementación que serviría de base para la auténtica mejora. Di-
cha optimización llegó al prescindir de la comunicación orientada a conexión que
proporciona el protocolo TCP/IP. En su lugar se utilizó sockets UDP, con lo que
se redujo la sobrecarga de información transmitida con cada mensaje, puesto
que las cabeceras UDP son mucho más reducidas que las TCP. Con esta última
implementación se obtuvo un incremento de prestaciones muy significativo, con-
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siguiendo reducir el tiempo de respuesta medio de los clientes hasta un orden de
magnitud en algunos de los grupos de trabajo contemplados. Al mismo tiempo
se demostró que la utilización de UDP no representa ningún riesgo para el rendi-
miento global del sistema, puesto que el porcentaje total de paquetes perdidos es
despreciable siempre que el ancho de banda necesario para ejecutar la prueba
no sobrepase la capacidad de la red. Si esto se cumple, la pérdida de mensajes
se percibe como un ligero parpadeo en las pantallas de los dispositivos clientes,
puesto que actúan varias veces por segundo.
Tras obtener la mejor implementación posible del sistema, se intentó modificar
parámetros del sistema operativo para acomodarlo a nuestro tipo de aplicación,
tratando de sacar beneficio de quantos más grandes, de menos cambios de con-
texto, etc.. No obstante, no se consiguió que ninguna de estas modificaciones
mejorase el rendimiento del sistema. Por lo que se descarta cualquier modifica-
ción del sistema operativo.
Por último, se ha demostrado que el sistema seguirá proporcionando tiempos
de respuesta interactivos con la llegada de nuevos teléfonos móviles, puesto que
la mejora de prestaciones de los mismo se traducirá en un ligero incremento de
su ciclo de actuación. Ese incremento obliga al sistema a funcionar más rápido
pero es capaz de reaccionar y dar servicio a más de 1000 dispositivos basados
en telefonía móvil con tiempos de respuesta inferiores al umbral de interactividad
(250 ms.), usando como único servidor un computador personal con un hard-
ware estándar. Esa gran cantidad de dispositivos móviles supera con creces las
necesidades actuales de cualquier aplicación CAR actual.
7
Conclusiones y Trabajo Futuro
Este capítulo recoje las conclusiones generales que se extraen del trabajo
realizado, y que se han ido comentando a lo largo de cada uno de los capítulos
anteriores. Por otra parte, se comentan las líneas de investigación que surgen
como continuación del trabajo realizado en esta tesis, dentro del campo de los
sistemas CAR. Finalmente, se incluyen las publicaciones realizadas para difundir
las aportaciones de la tesis.
7.1. Conclusiones y aportaciones
Esta tesis se ha centrado en el estudio de la mejora de prestaciones de los
sistemas CAR. Para ello se empezó caracterizando el comportamiento y las pres-
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taciones de distintos modelos de teléfonos móviles disponibles en el mercado en
el momento de la evaluación, puesto que los teléfonos móviles son los dispositi-
vos que mejor se adaptan a las necesidades de los usuarios de sistemas CAR. El
sistema de realidad aumentada más común, al inicio de la investigación, era AR-
ToolKit (basado en marcas). Por ello, la caracterización inicial se hizo sobre este
sistema. No obstante, a finales de la investigación surgió un sistema sin marcas
denominado Vuforia, que se extendió rápidamente. Este sistema se ha incluido
en la caracterización con el objetivo de que ésta fuese lo más completa posible.
Finalmente, tras caracterizar los teléfonos móviles, se ha desarrollado un siste-
ma CAR que nos permite simular miles de teléfonos móviles comunicándose a
través de un único servidor. Con este simulador se ha caracterizado el sistema
CAR completo y se han realizado diversas mejoras sobre el mismo. Así pues, las
aportaciones más importantes en los diferentes aspectos que cubre esta tesis
son:
Acerca de la caracterización de dispositivos móviles con ARToolKit. Se
ha demostrado que la mejor productividad (medida en FPS) la obtienen los telé-
fonos móviles de última generación basados en el sistema operativo Android. Sin
embargo, para teléfonos de gama baja, son los dispositivos basados en el siste-
ma operativo iOS los que obtienen mejores resultados. En cuanto a las diferentes
etapas en las que se descomponen las aplicaciones CAR, se ha demostrado que
la etapa que más tiempo consume es la de detección de marcas, seguida de la
captura de imágenes, la etapa de dibujado y, por último, la etapa de transmisión.
Sobre la caracterización de dispositivos móviles con Vuforia. Se ha mos-
trado que la mejor productividad la obtienen los teléfonos móviles basados en el
sistema operativo Android, tanto de gama alta como baja. En esta implemen-
tación ninguna de las etapas del ciclo CAR destaca sobre las demás, durando
todas menos de 20 ms.
Respecto de la caracterización de teléfonos móviles con varios núcleos.
Se ha demostrado que no proporcionan una productividad lineal con el número
de núcleos, debido a que las etapas CAR son inherentemente secuenciales, por
lo que no se pueden paralelizar. También se ha demostrado que los teléfonos
móviles que están por llegar seguirán teniendo un comportamiento análogo y
que sólo acelerarán ligeramente cada una de las etapas CAR, por lo que esta
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caracterización seguirá siendo válida.
Acerca de la caracterización de los sistemas CAR. Se ha desarrollado un
sistema CAR completo que se ha validado y caracterizado. Los resultados han
demostrado que es capaz de simular más de 1000 teléfonos móviles con un
comportamiento interactivo (respondiendo en menos de 250 ms.).
Respecto de la escalabilidad de los sistemas CAR basados en teléfo-
nos móviles. Se han simulado diversas alternativas de implementación de los
sistemas CAR y se ha demostrado que la mejor opción es la de implementar
el sistema con sockets UDP, puesto que con una red suficientemente potente la
cantidad de paquetes perdidos es despreciable y los beneficios son sustanciales
en comparación con la implementación TCP en términos de latencia o tiempo de
respuesta. Así mismo, se ha demostrado que el sistema se beneficia de una can-
tidad de hilos reducida, a expensas de que el servidor CAR sea más complejo.
También se ha probado que no se obtiene ningún beneficio de la modificación de
parámetros del sistema operativo como el tamaño del “quantum” o de la afinidad
de procesador. Por último, se ha demostrado que el sistema seguirá proporcio-
nando tiempos de respuesta interactivos con los teléfonos móviles que están por
venir, puesto que la mejora de prestaciones de los mismos se traducirá en un
ligero incremento de su ciclo de actuación. Ese incremento obliga al sistema a
funcionar más rápido pero es capaz de reaccionar y dar servicio a más de 1000
teléfonos móviles con tiempos de respuesta inferiores al umbral de interactividad
(250 ms.), usando un único servidor ejecutándose en un computador personal
con un hardware estándar. Esa gran cantidad de dispositivos móviles supera con
creces las necesidades actuales de cualquier aplicación CAR.
7.2. Líneas de investigación abiertas
La realización de esta tesis deja abiertas varias líneas de trabajo que se po-
drían desarrollar para mejorar el sistema.
- Empleo de la arquitectura P2P para la comunicación entre dispositivos
móviles. Todas nuestras implementaciones y variantes del sistema han coin-
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cidido en la utilización del modelo cliente/servidor, de forma que los teléfonos
móviles se comunicaban entre ellos a través del servidor. En la caracterización
del sistema se ha visto que la comunicación entre el cliente origen y el servidor
era un factor limitante del sistema, por lo que sería interesante caracterizar el
sistema si se elimina el servidor y los teléfonos móviles se comunican entre ellos
sin intermendiarios.
- Prescindir del mensaje de reconocimiento (ACK). Por cada mensaje de
actualización de posición que genera un cliente recibe tantos mensajes ACK co-
mo vecinos tiene en su grupo de trabajo. Esto genera una gran cantidad de tráfico
que asegura que todos los vecinos han recibido dicha actualización. Sería intere-
sante comprobar cómo funciona el sistema si se prescinde de dichos mensajes
ACK, de forma que cada teléfono móvil se dedicaría a transmitir sus posición y
visualizar las que le lleguen de los demás sin tener que contestarlas.
- Combinando las dos líneas anteriores, realizar un sistema sin servidor
y sin mensajes de reconocimiento. De esta forma se tendría un sistema en
el que las comunicaciones ya no serían un factor limitante. En él los teléfonos
móviles se limitarían a difundir sus posiciones sin preocuparse de quién pueda
oirlas, mientras toman nota de las posiciones que vayan escuchado.
- Aplicación en el mercado actual. Aunque se ha conseguido simular más
de 1000 teléfonos móviles con comportamiento interactivo, las aplicaciones CAR
del mercado actual están pensadas para tan solo unas decenas de dispositivos.
Habría que buscar aplicaciones prácticas que involucrasen a un gran número de
dispositivos móviles; pensadas para ejecutarse en sitios en los que haya una gran
cantidad de personas con teléfonos móviles susceptibles de interactuar entre
ellos, como estadios de fútbol, aeropuertos, congresos...
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Código de la implementación Android
A continuación se exponen los fragmentos de código que se han tenido que
modificar del código fuente original.
Marcas de tiempo para la cámara: Fichero HT03ACamera.java
1
2 private void s ta r tP rev iew ( ) {
3 i f ( mPausing | | mMainAct iv i ty . i s F i n i s h i n g ( ) ) {
4 return ;
5 }
6 ensureCameraDevice ( ) ;
7
8 / / I f we ’ re prev iewing already , stop the preview f i r s t ( t h i s w i l l b lank
9 / / the screen ) .
10 i f ( mPreviewing ) {
11 stopPreview ( ) ;
12 }
13 setPrev iewDisp lay ( mSurfaceHolder ) ;
14 setCameraParameters ( ) ;
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15
16 Log . d (TAG, "Camara1" ) ;
17 mCameraDevice . setOneShotPreviewCallback ( mOneShotPreviewCallback ) ;
18
19 t ry {
20 Log . v (TAG, " s tar tPrev iew3x3 " ) ;
21 mCameraDevice . s ta r tP rev iew ( ) ;
22 } catch ( Throwable ex ) {
23 closeCamera ( ) ;
24 throw new RuntimeException ( " s ta r tP rev iew f a i l e d " , ex ) ;
25 }
26 mPreviewing = true ;
27 mStatus = IDLE ;
28 }
29
30 /∗∗
31 ∗ Cal lback classes
32 ∗ /
33 private f i n a l class OneShotPreviewCallback implements
34 android . hardware . Camera . PreviewCal lback {
35
36 @Override
37 public void onPreviewFrame ( byte [ ] data , andro id . hardware . Camera camera ) {
38 Log . d (TAG, " OneShotPreviewCallback . onPreviewFrame3x3 " ) ;
39 Log . d (TAG, "Camara2" ) ;
40 i f ( data != nul l ) {
41 Log . d (TAG, " data ex is t3x3 " ) ;
42 cb . onPreviewFrame ( data , nul l ) ;
43 }
44 mHandler . sendEmptyMessage ( NyARToo lk i tAndro idAc t i v i t y .RESTART_PREVIEW ) ;
45 }
46 } ;
Marcas de tiempo para la detección, etapa de envío y marcas de tiempo para el
envío: Fichero ARToolkitDrawer.java
1
2 public void draw ( byte [ ] data ) {
3
4 i f ( data == nul l ) {
5 Log . d ( "AR draw " , " data= n u l l " ) ;
6 return ;
7 }
8 Log . d ( "AR draw " , " data . leng th= " + data . leng th ) ;
9 i n t width = 320;
10 i n t he igh t = 240;
11
12 Bitmap bitmap = nul l ;
13 i f ( ! isYuv420spPreviewFormat ) {
14 BitmapFactory . Options opt ions = new BitmapFactory . Options ( ) ;
15 opt ions . inSampleSize = 4;
16 bitmap = BitmapFactory . decodeByteArray ( data , 0 , data . length , op t ions ) ;
17 i f ( bitmap == nul l ) {
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18 Log . d ( "AR draw " , " data i s not BitMap data . " ) ;
19 return ;
20 }
21
22 i f ( bitmap . getHeight ( ) < 240) {
23 bitmap = BitmapFactory . decodeByteArray ( data , 0 , data . leng th ) ;
24 i f ( bitmap == nul l ) {
25 Log . d ( "AR draw " , " data i s not BitMap data . " ) ;
26 return ;
27 }
28 }
29
30 width = bitmap . getWidth ( ) ;
31 he igh t = bitmap . getHeight ( ) ;
32 Log . d ( "AR draw " , " bitmap width ∗ he igh t ( )= " + width + " ∗ " + he igh t ) ;
33
34 mRenderer . setBgBitmap ( bitmap ) ;
35
36 } else i f ( ! mTranslucentBackground ) {
37 / / assume YUV420SP
38 i n t [ ] rgb = new i n t [ ( w id th ∗ he igh t ) ] ;
39 t ry {
40 bitmap = Bitmap . createBitmap ( width , he ight , Bitmap . Conf ig . ARGB_8888 ) ;
41 } catch ( Except ion e ) {
42 Log . d ( "AR draw " , " bitmap create e r r o r . " ) ;
43 return ;
44 }
45 long t ime1 = SystemClock . u p t i m e M i l l i s ( ) ;
46 / / conver t YUV420SP to ARGB
47 decodeYUV420SP( rgb , data , width , height , 2 ) ;
48 long t ime2 = SystemClock . u p t i m e M i l l i s ( ) ;
49 Log . d ( " ARToolkitDrawer " , "ARGB decode t ime : " + ( t ime2 − t ime1 ) + "ms" ) ;
50 bitmap . s e t P i x e l s ( rgb , 0 , width , 0 , 0 , width , he igh t ) ;
51
52 mRenderer . setBgBitmap ( bitmap ) ;
53 }
54
55 / / s t a r t coord ina tes c a l c u l a t i o n .
56 byte [ ] buf = new byte [ w id th ∗ he igh t ∗ 3 ] ;
57
58 i f ( ! isYuv420spPreviewFormat ) {
59 i n t [ ] rgb = new i n t [ ( w id th ∗ he igh t ) ] ;
60
61 bitmap . ge tP i xe l s ( rgb , 0 , width , 0 , 0 , width , he igh t ) ;
62
63 / / conver t ARGB to RGB24
64 for ( i n t i = 0 ; i < rgb . leng th ; i ++) {
65 byte r = ( byte ) ( rgb [ i ] & 0x00FF0000 >> 16 ) ;
66 byte g = ( byte ) ( rgb [ i ] & 0x0000FF00 >> 8 ) ;
67 byte b = ( byte ) ( rgb [ i ] & 0x000000FF ) ;
68 buf [ i ∗ 3] = r ;
69 buf [ i ∗ 3 + 1] = g ;
70 buf [ i ∗ 3 + 2] = b ;
71 }
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72 } else {
73 / / assume YUV420SP
74 long t ime1 = SystemClock . u p t i m e M i l l i s ( ) ;
75 / / conver t YUV420SP to RGB24
76 decodeYUV420SP( buf , data , width , he ight , 1 ) ;
77 long t ime2 = SystemClock . u p t i m e M i l l i s ( ) ;
78 Log . d ( " ARToolkitDrawer " , "RGB decode t ime : " + ( t ime2 − t ime1 ) + "ms" ) ;
79 }
80
81 f l o a t [ ] [ ] r e s u l t f = new f l o a t [MARKER_MAX] [ 1 6 ] ;
82 i n t found_markers ;
83 i n t ar_code_index [ ] = new i n t [MARKER_MAX] ;
84
85 Log . d ( "AR detecc ion marca " , " Marca1 " ) ;
86 createNyARTool ( width , he igh t ) ;
87 / / Marker de tec t i on
88 t ry {
89 Log . d ( "AR draw " , " Marker de tec t i on . " ) ;
90 r a s t e r = new NyARRgbRaster_RGB( width , he igh t ) ;
91 r a s t e r . wrapBuf fer ( buf ) ;
92 found_markers = nya . de tec tMarkerL i te ( ras te r , 100) ;
93 } catch ( NyARException e ) {
94 Log . e ( "AR draw " , " marker de tec t i on f a i l e d " , e ) ;
95 return ;
96 }
97 Log . d ( "AR detecc ion marca " , " Marca2 " ) ;
98
99 / / An OpenGL ob jec t w i l l be drawn i f matched .
100 i f ( found_markers > 0) {
101 Log . d ( "AR draw " , " ! ! ! ! ! ! ! ! ! ! ! e x i s t marker . " + found_markers + " ! ! ! ! ! ! ! ! ! ! ! " ) ;
102 / / P r o j e c t i o n t rans fo rma t i on .
103 f l o a t [ ] cameraRHf = new f l o a t [ 1 6 ] ;
104 a r _ u t i l . toCameraFrustumRHf ( ar_param , cameraRHf ) ;
105
106 i f ( found_markers > MARKER_MAX)
107 found_markers = MARKER_MAX;
108 for ( i n t i = 0 ; i < found_markers ; i ++) {
109 i f ( nya . getConf idence ( i ) < 0.60 f )
110 continue ;
111 t ry {
112 ar_code_index [ i ] = nya . getARCodeIndex ( i ) ;
113 NyARTransMatResult t ransmat_ resu l t = a r_ t ransmat_ resu l t ;
114 / /
115 NyARDoublePoint2d cent ro ;
116 / /
117 cent ro=nya . getTransmat ionMatr ix ( i , t r ansmat_ resu l t ) ;
118
119 Log . d ( "CENTRO" , " [ "+ i + " ] : ( "+cent ro . x+ " , "+cent ro . y+ " ) " ) ;
120
121 sendServer ( i , Math . r i n t ( cent ro . x∗100)/100 , Math . r i n t ( cent ro . y∗100) /100) ;
122
123 / / nya . getTransmat ionMatr ix ( i , t r ansmat_ resu l t ) ;
124 a r _ u t i l . toCameraViewRHf ( t ransmat_resu l t , r e s u l t f [ i ] ) ;
125
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126 } catch ( NyARException e ) {
127 Log . e ( "AR draw " , " getCameraViewRH f a i l e d " , e ) ;
128 return ;
129 }
130 }
131 mRenderer . objectPointChanged ( found_markers , ar_code_index ,
132 r e s u l t f , cameraRHf ) ;
133 i f ( mVoiceSound != nul l )
134 mVoiceSound . s t a r t V o i c e ( ) ;
135 } else {
136 Log . d ( "AR draw " , " not e x i s t marker . " ) ;
137 i f ( mVoiceSound != nul l )
138 mVoiceSound . stopVoice ( ) ;
139 mRenderer . ob jec tC lea r ( ) ;
140 }
141 }
142
143 public void sendServer ( i n t i , double x , double y ) {
144
145 t ry {
146 InetAddress serverAddr = InetAddress . getByName ( IP ) ;
147
148 Socket socket = new Socket ( serverAddr , 4444) ;
149 S t r i n g message = new S t r i n g ( " [ "+ i + " ] = ( "+x+" , "+y+" ) " ) ;
150
151 t ry {
152 Log . d ( " SendServer " , "C: Sending "+message ) ;
153
154 P r i n t W r i t e r out = new P r i n t W r i t e r ( new Buf fe redWr i te r (
155 new OutputStreamWriter ( socket . getOutputStream ( ) ) ) , true ) ;
156 Log . d ( " sendServer " , " Envio1 " ) ;
157 out . p r i n t l n ( message ) ;
158
159 } catch ( Except ion e ) {
160 Log . e ( " SendServer " , "C: Er ro r " , e ) ;
161 }
162
163 t ry {
164 BufferedReader i n = new BufferedReader (
165 new InputStreamReader ( socket . get InputStream ( ) ) ) ;
166 i n t c ;
167
168 while ( ( c = i n . read ( ) ) != −1) {
169 }
170 Log . d ( " sendServer " , " Envio2 " ) ;
171
172 } catch ( Except ion e ) {
173 Log . e ( " SendServer " , "C: Er ro r " , e ) ;
174 }
175
176 } catch ( Except ion e ) {
177 Log . e ( " SendServer " , "C: Er ro r " , e ) ;
178 }
179 }
150
Marcas de tiempo para el dibujado: Fichero ModelRenderer.java
1 public void onDrawFrame (GL10 g l ) {
2 i f ( modelChangep ) {
3 mCube = new Cube ( ) ;
4 i n i t M o d e l ( g l ) ;
5 re loadTexturep = fa lse ;
6 } else i f ( re loadTexturep ) {
7 Log . d ( " ModelRenderer " , " i n re loadTexturep : " ) ;
8 for ( i n t i = 0 ; i < PATT_MAX; i ++) {
9 i f ( model [ i ] != nul l )
10 model [ i ] . re loadTexture ( g l ) ;
11 }
12 re loadTexturep = fa lse ;
13 }
14 i f ( bgChangep ) {
15 Log . d ( " ModelRenderer " , " i n loadBitmap : " ) ;
16 loadBitmap ( g l ) ;
17 }
18
19 /∗
20 ∗ Usual ly , the f i r s t t h i ng one might want to do i s to c l ea r
21 ∗ the screen . The most e f f i c i e n t way of doing t h i s i s to use
22 ∗ g lC lea r ( ) .
23 ∗ /
24
25 g l . g lC lea r (GL10 .GL_COLOR_BUFFER_BIT | GL10 .GL_DEPTH_BUFFER_BIT ) ;
26
27 / / Bg
28 i f ( bgBitmap != nul l && bgTextureName != −1) {
29 / / Log . i ( " Renderer " , " bgTextureName : "+bgTextureName ) ;
30 bg . draw ( gl , bgTextureName , bgBitmap ) ;
31 }
32 i f ( drawp ) {
33 / / camera
34 i f ( useRHfp ) {
35 g l . glMatr ixMode (GL10 .GL_PROJECTION ) ;
36 g l . g lLoadMat r i x f ( cameraRHf , 0 ) ;
37 } else i f ( cameraChangep ) {
38 cameraSetup ( g l ) ;
39 }
40
41 i f (mCube != nul l ) {
42 Log . d ( " render izado " , " Renderizado1 " ) ;
43 i n t p a t t [ ] = new i n t [PATT_MAX ] ;
44 for ( i n t i = 0 ; i < found_markers ; i ++) {
45 g l . glMatr ixMode (GL10 .GL_MODELVIEW) ;
46 i f ( useRHfp ) {
47 g l . g lLoadMat r i x f ( r e s u l t f [ i ] , 0 ) ;
48 / / pos ic ionamiento
49 g l . g l T r a n s l a t e f (0 .0 f , 0.0 f , 0.0 f ) ;
50 / /
51 g l . g l R o t a t e f (90 .0 f , 1.0 f , 0.0 f , 0.0 f ) ;
52 } else {
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53 g l . g l L o a d I d e n t i t y ( ) ;
54 }
55 i f ( p a t t [ ar_code_index [ i ] ] != −1) {
56 Log . d ( " ModelRenderer " , " onDrawFrame : " + i + " , model : "+ ar_code_index [ i ] ) ;
57 p a t t [ ar_code_index [ i ] ] = −1;
58 i f ( l i g h t p )
59 l i g h t S e t u p ( g l ) ;
60 model [ ar_code_index [ i ] ] . enables ( gl , 1.0 f ) ;
61 model [ ar_code_index [ i ] ] . draw ( g l ) ;
62 model [ ar_code_index [ i ] ] . d i sab les ( g l ) ;
63 i f ( l i g h t p )
64 l igh tC leanup ( g l ) ;
65 } else {
66 Log . d ( " ModelRenderer " , " onDrawFrame : " + i + " , "+ ar_code_index [ i ] ) ;
67 g l . g lEnab leC l i en tS ta te (GL10 .GL_VERTEX_ARRAY ) ;
68 g l . g lEnab leC l i en tS ta te (GL10 .GL_COLOR_ARRAY) ;
69 mCube. draw ( g l ) ;
70 }
71 makeFramerate ( ) ;
72 / / drawp = f a l s e ;
73 }
74 Log . d ( " render izado " , " Renderizado2 " ) ;
75 }
76 } else {
77 g l . glMatr ixMode (GL10 .GL_PROJECTION ) ;
78 g l . g lLoadMat r i x f ( cameraRHf , 0 ) ;
79 g l . g lEnable (GL10 .GL_DEPTH_TEST ) ;
80 }
81 }
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B
Código de la implementación iOS
A continuación se exponen los fragmentos de código que se han tenido que
modificar del código fuente original.
Marcas de tiempo para la cámara: Fichero VRViewController.m
1 #pragma mark −
2 #pragma mark AVCaptureSession delegate
3 − ( void ) captureOutput : ( AVCaptureOutput ∗) captureOutput
4 didOutputSampleBuffer : ( CMSampleBufferRef ) sampleBuffer
5 fromConnection : ( AVCaptureConnection ∗) connect ion
6 {
7 NSLog(@"Camara1" ) ;
8 CVImageBufferRef imageBuffer = CMSampleBufferGetImageBuffer ( sampleBuffer ) ;
9 NSLog(@"Camara2" ) ;
10
11 / / /∗We lock the b u f f e r and compute i t s width and he igh t ∗ /
12 / / CVPixelBufferLockBaseAddress ( imageBuffer , 0 ) ;
13 / / s i z e _ t width = CVPixelBufferGetWidth ( imageBuffer ) ;
14 / / s i z e _ t he igh t = CVPixelBuf ferGetHeight ( imageBuffer ) ;
15 / / /∗We unlock the p i x e l bu f fe r , we are done wi th i t ∗ /
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16 / / CVPixelBufferUnlockBaseAddress ( imageBuffer , 0 ) ;
17
18 NSLog(@" s ize= %f , %f " , CVImageBufferGetCleanRect ( imageBuffer ) . s i ze . width ,
19 CVImageBufferGetCleanRect ( imageBuffer ) . s i ze . he igh t ) ;
20 / / NSLog(@" co lo r= %d " , CVImageBuf ) ;
21
22 i f ( s e l f . detect ionEnabled ) {
23 i f ( ! s e l f . wrapper ) {
24 s e l f . wrapper = [ [ ARToolKitPlusWrapper a l l o c ] i n i t ] ;
25 s e l f . wrapper . delegate = s e l f ;
26 [ s e l f . wrapper setupWithImageBuffer : imageBuffer ] ;
27 }
28 [ s e l f . wrapper detectMarker In ImageBuf fer : imageBuffer ] ;
29 }
30 }
Marca inicial de tiempo para la detección: fichero TrackerSingleMarkerImpl.cxx
1 ARSM_TEMPL_FUNC i n t
2 ARSM_TEMPL_TRACKER : : ca lc ( const unsigned char∗ nImage , i n t nPattern , bool nUpdateMatrix ,
3 ARMarkerInfo∗∗ nMarker_info , i n t∗ nNumMarkers )
4 {
5 ARMarkerInfo ∗marker_ info ;
6 i n t marker_num ;
7
8 i f ( nImage==0)
9 return 0;
10
11 PROFILE_BEGINSEC( p r o f i l e r , SINGLEMARKER_OVERALL)
12
13 conf idence = 0.0 f ;
14
15 NSLog(@" Marca1 " ) ;
16
17 / / de tec t the markers i n the video frame
18 / /
19 i f ( arDetectMarker ( const_cast<unsigned char∗>(nImage ) , this−>thresh ,
20 &marker_info , &marker_num ) < 0)
21 {
22 PROFILE_ENDSEC( p r o f i l e r , SINGLEMARKER_OVERALL)
23 return −1;
24 }
25
26 / / f i n d best v i s i b l e marker
27 i n t j , k = −1;
28 for ( j = 0 ; j < marker_num ; j ++)
29 i f ( marker_ info [ j ] . i d !=−1 && ( nPat tern==−1 | | nPat tern==marker_ info [ j ] . i d ) )
30 {
31 i f ( k == −1)
32 k = j ;
33 else
34 i f ( marker_ info [ k ] . c f < marker_ info [ j ] . c f )
35 k = j ;
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36 }
37
38 i f ( nMarker_info )
39 ∗nMarker_info = marker_ info ;
40 i f ( nNumMarkers )
41 ∗nNumMarkers = marker_num ;
42
43 / / no th ing found ?
44 / /
45 i f ( k == −1)
46 {
47 PROFILE_ENDSEC( p r o f i l e r , SINGLEMARKER_OVERALL)
48 return −1;
49 }
50
51 conf idence = marker_ info [ k ] . c f ;
52
53 / / get the t rans fo rma t i on between the marker and the r e a l camera
54 / /
55 i f ( nUpdateMatr ix )
56 {
57 executeSingleMarkerPoseEst imator (& marker_ info [ k ] ,
58 pa t t_cen te r , pa t t_wid th , p a t t _ t r a n s ) ;
59 convertTransformat ionMatr ixToOpenGLStyle ( pa t t_ t rans , this−>gl_para ) ;
60 }
61
62 PROFILE_ENDSEC( p r o f i l e r , SINGLEMARKER_OVERALL)
63 return marker_ info [ k ] . i d ;
64 }
Marca final de tiempo para la detección, código etapa envío y marcas de
tiempo para el envío: Fichero arDetectMarker.cxx
1 / / marker de tec t i on using t r a c k i n g h i s t o r y
2 / /
3 AR_TEMPL_FUNC i n t
4 AR_TEMPL_TRACKER : : arDetectMarker ( ARUint8 ∗dataPtr , i n t _thresh ,
5 ARMarkerInfo ∗∗marker_info , i n t ∗marker_num )
6 {
7 ARInt16 ∗ l image=NULL;
8 i n t label_num ;
9 i n t ∗area , ∗ c l i p , ∗ l a b e l _ r e f ;
10 ARFloat ∗pos ;
11 ARFloat rarea , r len , r lenmin ;
12 ARFloat d i f f , d i f f m i n ;
13 i n t cid , c d i r ;
14 i n t i , j , k ;
15
16 autoThreshold . rese t ( ) ;
17 checkImageBuffer ( ) ;
18
19 / / FILE∗ fp = fopen ( " imgdump . raw " , "wb " ) ;
20 / / f w r i t e ( dataPtr , 1 , 320∗240∗2, fp ) ;
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21 / / f c l o s e ( fp ) ;
22
23 ∗marker_num = 0;
24
25 for ( i n t numTries = 0 ; ; )
26 {
27 l image = arLabe l ing ( dataPtr , _thresh , &label_num , &area , &pos ,
28 &c l i p , & l a b e l _ r e f ) ;
29 i f ( l image )
30 {
31 marker_info2 = arDetectMarker2 ( l image , label_num , l a b e l _ r e f ,
32 area , pos , c l i p , AR_AREA_MAX,
33 AR_AREA_MIN, 1 .0 , &wmarker_num ) ;
34 asser t ( wmarker_num <= MAX_IMAGE_PATTERNS ) ;
35 i f ( marker_info2 )
36 {
37 wmarker_info = arGetMarker Info ( dataPtr , marker_info2 ,
38 &wmarker_num , _thresh ) ;
39 asser t ( wmarker_num <= MAX_IMAGE_PATTERNS ) ;
40 i f ( wmarker_info && wmarker_num>0)
41 break ;
42 }
43 }
44
45 i f ( ! autoThreshold . enable )
46 break ;
47 else
48 {
49 _thresh = thresh = ( rand ( ) % 230) + 10;
50 i f (++numTries>autoThreshold . numRandomRetries )
51 break ;
52 }
53
54 }
55
56 i f ( ! l image | | ! marker_info2 | | ! wmarker_info )
57 return −1;
58
59 for ( i = 0 ; i < prev_num ; i ++ ) {
60 r lenmin = 10 .0 ;
61 c id = −1;
62 for ( j = 0 ; j < wmarker_num ; j ++ ) {
63 rarea = ( ARFloat ) p rev_ in fo [ i ] . marker . area / ( ARFloat ) wmarker_info [ j ] . area ;
64 i f ( rarea < 0.7 | | rarea > 1.43 ) continue ;
65 r l e n = ( ( wmarker_info [ j ] . pos [ 0 ] − prev_ in fo [ i ] . marker . pos [ 0 ] )
66 ∗ ( wmarker_info [ j ] . pos [ 0 ] − prev_ in fo [ i ] . marker . pos [ 0 ] )
67 + ( wmarker_info [ j ] . pos [ 1 ] − prev_ in fo [ i ] . marker . pos [ 1 ] )
68 ∗ ( wmarker_info [ j ] . pos [ 1 ] − prev_ in fo [ i ] . marker . pos [ 1 ] ) )
69 / wmarker_info [ j ] . area ;
70 i f ( r l e n < 0.5 && r l e n < r lenmin ) {
71 r lenmin = r l e n ;
72 c id = j ;
73 }
74 }
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75 i f ( c id >= 0 && wmarker_info [ c id ] . c f < p rev_ in fo [ i ] . marker . c f ) {
76 wmarker_info [ c id ] . c f = p rev_ in fo [ i ] . marker . c f ;
77 wmarker_info [ c id ] . i d = prev_ in fo [ i ] . marker . i d ;
78 d i f f m i n = 10000.0 ∗ 10000.0;
79 c d i r = −1;
80 for ( j = 0 ; j < 4 ; j ++ ) {
81 d i f f = 0 ;
82 for ( k = 0 ; k < 4; k++ ) {
83 d i f f += ( p rev_ in fo [ i ] . marker . ve r tex [ k ] [ 0 ]
84 − wmarker_info [ c id ] . ve r tex [ ( j +k ) %4 ] [ 0 ] )
85 ∗ ( p rev_ in fo [ i ] . marker . ve r tex [ k ] [ 0 ]
86 − wmarker_info [ c id ] . ve r tex [ ( j +k ) %4 ] [ 0 ] )
87 + ( p rev_ in fo [ i ] . marker . ve r tex [ k ] [ 1 ]
88 − wmarker_info [ c id ] . ve r tex [ ( j +k ) %4 ] [ 1 ] )
89 ∗ ( p rev_ in fo [ i ] . marker . ve r tex [ k ] [ 1 ]
90 − wmarker_info [ c id ] . ve r tex [ ( j +k ) % 4 ] [ 1 ] ) ;
91 }
92 i f ( d i f f < d i f f m i n ) {
93 d i f f m i n = d i f f ;
94 c d i r = ( p rev_ in fo [ i ] . marker . d i r − j + 4) % 4;
95 }
96 }
97 wmarker_info [ c id ] . d i r = c d i r ;
98 }
99 }
100
101 for ( i = 0 ; i < wmarker_num ; i ++ ) {
102 i f ( wmarker_info [ i ] . c f < 0.5 ) wmarker_info [ i ] . i d = −1;
103 }
104
105
106 /∗−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−∗ /
107
108 for ( i = j = 0 ; i < prev_num ; i ++ ) {
109 prev_ in fo [ i ] . count ++;
110 i f ( p rev_ in fo [ i ] . count < 4 ) {
111 prev_ in fo [ j ] = p rev_ in fo [ i ] ;
112 j ++;
113 }
114 }
115 prev_num = j ;
116
117 for ( i = 0 ; i < wmarker_num ; i ++ ) {
118 i f ( wmarker_info [ i ] . i d < 0 )
119 continue ;
120
121 for ( j = 0 ; j < prev_num ; j ++ ) {
122 i f ( p rev_ in fo [ j ] . marker . i d == wmarker_info [ i ] . i d )
123 break ;
124 }
125 i f ( j <MAX_IMAGE_PATTERNS)
126 {
127 prev_ in fo [ j ] . marker = wmarker_info [ i ] ;
128 prev_ in fo [ j ] . count = 1 ;
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129 i f ( j == prev_num )
130 prev_num++;
131 }
132 }
133
134 i n t jAux ;
135
136 for ( i = 0 ; i < prev_num ; i ++ ) {
137 for ( j = 0 ; j < wmarker_num ; j ++ ) {
138 rarea = ( ARFloat ) p rev_ in fo [ i ] . marker . area
139 / ( ARFloat ) wmarker_info [ j ] . area ;
140 i f ( rarea < 0.7 | | rarea > 1.43 ) continue ;
141 r l e n = ( ( wmarker_info [ j ] . pos [ 0 ] − prev_ in fo [ i ] . marker . pos [ 0 ] )
142 ∗ ( wmarker_info [ j ] . pos [ 0 ] − prev_ in fo [ i ] . marker . pos [ 0 ] )
143 + ( wmarker_info [ j ] . pos [ 1 ] − prev_ in fo [ i ] . marker . pos [ 1 ] )
144 ∗ ( wmarker_info [ j ] . pos [ 1 ] − prev_ in fo [ i ] . marker . pos [ 1 ] ) )
145 / wmarker_info [ j ] . area ;
146 i f ( r l e n < 0.5 ) break ;
147 }
148 i f ( j ==wmarker_num && wmarker_num<MAX_IMAGE_PATTERNS) {
149 wmarker_info [ wmarker_num ] = prev_ in fo [ i ] . marker ;
150 wmarker_num++;
151 asser t ( wmarker_num <= MAX_IMAGE_PATTERNS ) ;
152 }
153 / / NSLog(@"−−−>x: %f y: %f " , wmarker_info [ j ] . pos [ 0 ] , wmarker_info [ j ] . pos [ 1 ] ) ;
154 jAux = j ;
155 }
156
157
158 ∗marker_num = wmarker_num ;
159
160 ∗marker_ info = wmarker_info ;
161
162 asser t (∗marker_num <= MAX_IMAGE_PATTERNS ) ;
163
164 i f ( autoThreshold . enable )
165 thresh = autoThreshold . ca lc ( ) ;
166
167 NSLog(@" Marca2 " ) ;
168
169 NSLog(@" Envio1 " ) ;
170 / / This w i l l be the read stream .
171 CFReadStreamRef myReadStream = NULL;
172
173 / / This w i l l be the w r i t e stream .
174 CFWriteStreamRef myWriteStream = NULL;
175
176 NSString ∗host = @" 147.156.80.67 " ; / / 192 .168 .0 .17" ;
177 i n t po r t = 4444;
178
179 / / Create socket .
180 CFStreamCreatePairWithSocketToHost ( kCFAl loca torDefau l t ,
181 ( CFStringRef ) host ,
182 por t ,
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183 &myReadStream ,
184 &myWriteStream ) ;
185
186 / / Open w r i t e stream .
187 i f ( myWriteStream != NULL && CFWriteStreamOpen ( myWriteStream ) )
188 {
189 / / Wr i te a byte .
190 / / NSLog(@"Te l o mando . . . " ) ;
191
192 NSString ∗bu f f e r1 = [ NSString s t r ingWi thFormat :
193 @"X: %f , Y : %f \ n " , wmarker_info [ jAux ] . pos [ 0 ] , wmarker_info [ jAux ] . pos [ 1 ] ] ;
194 CFWriteStreamWrite ( myWriteStream , ( const UInt8 ∗) [ bu f f e r1 UTF8String ] ,
195 [ bu f f e r1 lengthOfBytesUsingEncoding : NSUTF8StringEncoding ] ) ;
196 }
197
198 / / Open read stream .
199 i f ( myReadStream != NULL && CFReadStreamOpen ( myReadStream ) )
200 {
201 i n t cont = 0 , bytesRead ;
202 UInt8 readBuf fe r [ 3 0 ] ;
203 / / bool c_read = t rue ;
204
205 do {
206 bytesRead = CFReadStreamRead ( myReadStream , readBuf fer , 30 ) ;
207 i f ( bytesRead > 0) {
208 cont ++;
209 }
210 } while ( bytesRead > 0 ) ;
211
212 NSLog(@" carac te res l e i d o s = %d " , cont ) ;
213 }
214 NSLog(@" Envio2 " ) ;
215 / / Be a good c i t i z e n .
216 CFReadStreamClose ( myReadStream ) ;
217 CFWriteStreamClose ( myWriteStream ) ;
218 CFRelease ( myReadStream ) ;
219 CFRelease ( myWriteStream ) ;
220
221 NSLog(@" x: %f y: %f " , wmarker_info [ jAux ] . pos [ 0 ] , wmarker_info [ jAux ] . pos [ 1 ] ) ;
222
223 return 0;
224 }
Marcas de tiempo para el dibujado: Fichero EAGLView.m
1 − ( void ) drawView
2 {
3 NSLog(@" Render1 " ) ;
4
5 i f ( _modelViewMatrix&&s e l f . ob jec t ) {
6 / / Make sure t h a t you are drawing to the cu r ren t con tex t
7 [ EAGLContext setCurrentContex t : con tex t ] ;
8
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9 glBindFramebufferOES (GL_FRAMEBUFFER_OES, viewFramebuffer ) ;
10 g lC learCo lo r (0 .0 f , 0.0 f , 0.0 f , 0.0 f ) ;
11 g lC lea r (GL_COLOR_BUFFER_BIT | GL_DEPTH_BUFFER_BIT ) ;
12
13 / / Setup model view mat r i x
14 g l L o a d I d e n t i t y ( ) ;
15 g lLoadMat r i x f ( _modelViewMatrix ) ;
16 g lSca le f ( s e l f . ob jec t . sca leFactor , s e l f . ob jec t . sca leFactor ,
17 s e l f . ob jec t . sca leFactor ) ;
18 / / User def ined r o t a t i o n
19 g l R o t a t e f ( s e l f . ob jec t . zRota t ion + spinZ , 0 .0 , 0 .0 , 1 . 0 ) ;
20 g l R o t a t e f ( s e l f . ob jec t . yRotat ion , 0 .0 , 1 .0 , 0 . 0 ) ;
21 g l R o t a t e f ( s e l f . ob jec t . xRotat ion , 1 .0 , 0 .0 , 0 . 0 ) ;
22 g l T r a n s l a t e f ( 0 . 0 , 0 .0 , s e l f . ob jec t . zT rans la t i on ) ;
23 g l R o t a t e f (90 .0 f , 1 .0 , 0 , 0 ) ;
24 g l T r a n s l a t e f (0 , 0 .5 , 0 ) ;
25 / /
26 glDrawArrays (GL_TRIANGLES, 0 , s e l f . ob jec t . numberOfVert ices ) ;
27
28 glBindRenderbufferOES (GL_RENDERBUFFER_OES, viewRenderbuf fer ) ;
29 [ con tex t presentRenderbuf fer :GL_RENDERBUFFER_OES ] ;
30
31 i f ( animat ing ) spinZ +=2;
32 }
33 NSLog(@" Render2 " ) ;
34 }
C
Traza ejemplo de un cliente CAR
Aquí se puede ver un ejemplo de la información proporcionada por el cliente
cuando se ejecuta el código de la caracterización de clientes CAR sobre un iP-
hone 4. Este fichero es el que se analiza para obtener la información de tiempos
de todas las etapas de ciclo CAR.
1 2012−10−08 10:20:36.663 ImageTargets [22489:4407] Camara1
2 2012−10−08 10:20:36.667 ImageTargets [22489:4407] setFramebuf fer
3 2012−10−08 10:20:36.677 ImageTargets [22489:4407] Camara2
4 2012−10−08 10:20:36.681 ImageTargets [22489:4407] Marca1
5 2012−10−08 10:20:36.686 ImageTargets [22489:4407] Marca2
6 2012−10−08 10:20:36.689 ImageTargets [22489:4407] a c t i v e t rackab les : 1
7 2012−10−08 10:20:36.692 ImageTargets [22489:4407] Renderizado1
8 2012−10−08 10:20:36.694 ImageTargets [22489:4407] USA OpenGL 2
9 t rans la tePoseMat r i x
10 scalePoseMatr ix
11 m u l t i p l y M a t r i x
12 checkGLError
13 2012−10−08 10:20:36.700 ImageTargets [22489:4407] Renderizado2
14 2012−10−08 10:20:36.711 ImageTargets [22489:4407] Envio1
15 2012−10−08 10:20:36.714 ImageTargets [22489:4407] Recibiendo . . .
16 2012−10−08 10:20:36.717 ImageTargets [22489:4407] Leido :S : SendiX : 112.953827 , Y : 21.704109
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17 2012−10−08 10:20:36.721 ImageTargets [22489:4407] Envio2
18 2012−10−08 10:20:36.724 ImageTargets [22489:4407] presentFramebuf fer
19 2012−10−08 10:20:36.751 ImageTargets [22489:4407] renderFrameQCARx2
20 2012−10−08 10:20:36.754 ImageTargets [22489:4407] Camara1
21 2012−10−08 10:20:36.757 ImageTargets [22489:4407] setFramebuf fer
22 2012−10−08 10:20:36.760 ImageTargets [22489:4407] Camara2
23 2012−10−08 10:20:36.762 ImageTargets [22489:4407] Marca1
24 2012−10−08 10:20:36.766 ImageTargets [22489:4407] Marca2
25 2012−10−08 10:20:36.773 ImageTargets [22489:4407] a c t i v e t rackab les : 1
26 2012−10−08 10:20:36.780 ImageTargets [22489:4407] Renderizado1
27 2012−10−08 10:20:36.783 ImageTargets [22489:4407] USA OpenGL 2
28 t rans la tePoseMat r i x
29 scalePoseMatr ix
30 m u l t i p l y M a t r i x
31 checkGLError
32 2012−10−08 10:20:36.788 ImageTargets [22489:4407] Renderizado2
33 2012−10−08 10:20:36.795 ImageTargets [22489:4407] Envio1
34 2012−10−08 10:20:36.798 ImageTargets [22489:4407] Recibiendo . . .
35 2012−10−08 10:20:36.807 ImageTargets [22489:4407] Leido :S : SendiX : 113.116776 , Y : 22.608152
36 2012−10−08 10:20:36.814 ImageTargets [22489:4407] Envio2
37 2012−10−08 10:20:36.817 ImageTargets [22489:4407] presentFramebuf fer
38 2012−10−08 10:20:36.832 ImageTargets [22489:4407] renderFrameQCARx2
39 2012−10−08 10:20:36.840 ImageTargets [22489:4407] Camara1
40 2012−10−08 10:20:36.847 ImageTargets [22489:4407] setFramebuf fer
41 2012−10−08 10:20:36.850 ImageTargets [22489:4407] Camara2
42 2012−10−08 10:20:36.853 ImageTargets [22489:4407] Marca1
43 2012−10−08 10:20:36.856 ImageTargets [22489:4407] Marca2
44 2012−10−08 10:20:36.860 ImageTargets [22489:4407] a c t i v e t rackab les : 1
45 2012−10−08 10:20:36.862 ImageTargets [22489:4407] Renderizado1
46 2012−10−08 10:20:36.865 ImageTargets [22489:4407] USA OpenGL 2
47 t rans la tePoseMat r i x
48 scalePoseMatr ix
49 m u l t i p l y M a t r i x
50 checkGLError
51 2012−10−08 10:20:36.884 ImageTargets [22489:4407] Renderizado2
52 2012−10−08 10:20:36.892 ImageTargets [22489:4407] Envio1
53 2012−10−08 10:20:36.895 ImageTargets [22489:4407] Recibiendo . . .
54 2012−10−08 10:20:36.900 ImageTargets [22489:4407] Leido :S : SendiX : 108.835564 , Y : 21.742920
55 2012−10−08 10:20:36.906 ImageTargets [22489:4407] Envio2
D
Aplicación de Phyton que analiza el
“log” del cliente CAR
Los siguientes ficheros de código se corresponde a los programas que anali-
zan el log del cliente y obtienen de él las estadísticas necesarias para la carac-
terización del cliente.
El fichero que hay que ejecutar para que se realice el análisis del log del
cliente es: caracterizacion_android.py.
1 # ! / usr / b in / python
2 impor t os , sys , math , commands , datet ime
3 from datet ime impor t t imede l t a
4
5 def getDate ( t ex to ) :
6 fechaHora = tex to . s p l i t ( ’ ’ )
7 fechaG = fechaHora [ 0 ] . s p l i t ( ’− ’ )
8 anyo = 2011
9 mes = i n t ( fechaG [ 0 ] )
10 d ia = i n t ( fechaG [ 1 ] )
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11
12 horaG = fechaHora [ 1 ] . s p l i t ( ’ : ’ )
13 hora = i n t ( horaG [ 0 ] )
14 minuto = i n t ( horaG [ 1 ] )
15
16 segundoG = horaG [ 2 ] . s p l i t ( ’ . ’ )
17 segundo = i n t ( segundoG [ 0 ] )
18 m i l i s = i n t ( segundoG [ 1 ] )
19
20 return anyo , mes , dia , hora , minuto , segundo , m i l i s ∗1000
21
22 o r i g i n a l = raw_input ( ’Nombre de l f i c h e r o a t r a t a r : ’ )
23
24 d i r e c t = ’ datos_ ’ + o r i g i n a l . s p l i t ( ’ . ’ ) [ 0 ]
25 os . system ( ’ mkdir ’ + d i r e c t )
26 di rAux = ’ datos_ ’ + o r i g i n a l . s p l i t ( ’ . ’ ) [ 0 ] + ’ _aux ’
27 os . system ( ’ mkdir ’ + d i rAux )
28
29 e t i que tas = [ ’Camara ’ , ’ Marca ’ , ’ Render ’ , ’ Envio ’ ]
30
31 f i c h 3 = open ( d i r e c t + ’ / medias . t x t ’ , ’w ’ )
32 f i c h 3 . w r i t e ( "Nombre f i c h e r o : "+ o r i g i n a l + ’ \ n \ n ’+
33 " Media de mi l isegundos por etapa : \ n " )
34 f i c h 3 . w r i t e ( "Camara"+ ’ \ t ’ + " Marca "+ ’ \ t ’ + " Renderizado "+
35 ’ \ t ’ + " Envio "+ ’ \ t ’ + " Media \ n " )
36 for i i n range (0 , len ( e t i que tas ) ) :
37 # p r i n t ( " ca t "+ o r i g i n a l + " | grep "+ e t i que tas [ i ]+ " | cu t −d ’ ’ −f1 ,2 > "+
38 di rAux+ ’ / ’ + e t i que tas [ i ] )
39 os . system ( " cat "+ o r i g i n a l + " | grep "+ e t i que tas [ i ]+ " | cu t −d ’ ’ −f1 ,2 > "+
40 di rAux+ ’ / ’ + e t i que tas [ i ] )
41
42 f i c h = open ( d i rAux+ ’ / ’ + e t i que tas [ i ] , ’ r ’ )
43 f i c h 2 = open ( d i r e c t + ’ / ’ + e t i que tas [ i ]+ ’ 2 . t x t ’ , ’w ’ )
44 f i r s t = 0
45 for l i n e i n f i c h :
46 i f f i r s t == 0:
47 anyo , mes , dia , hora , minuto , segundo , m i l i s = getDate ( l i n e )
48 # p r i n t ’ anyo %d , mes %d , d ia %d , hora %d , minuto %d , segundo %d , m i l i s %d ’
49 % ( anyo , mes , dia , hora , minuto , segundo , m i l i s )
50 f i r s t = 1
51 fecha1 = datet ime . datet ime ( anyo , mes , dia , hora , minuto , segundo , m i l i s )
52 else :
53 anyo , mes , dia , hora , minuto , segundo , m i l i s = getDate ( l i n e )
54 fecha2 = datet ime . datet ime ( anyo , mes , dia , hora , minuto , segundo , m i l i s )
55 r e s u l t = fecha2 − fecha1
56 f i c h 2 . w r i t e ( s t r ( r e s u l t ) . s p l i t ( ’ : ’ ) [ 2 ] + ’ \ n ’ )
57 # f i c h 2 . w r i t e ( s t r ( r e s u l t ) . s p l i t ( ’ : ’ ) [ 2 ] . rep lace ( ’ . ’ , ’ , ’ )+ ’ \ n ’ )
58 f i r s t = 0
59
60 f i c h 2 . c lose ( )
61 f i c h . c lose ( )
62
63 # ca l cu lo las medias y l o pongo en mi l isegundos
64 f i c h = open ( d i r e c t + ’ / ’ + e t i que tas [ i ]+ ’ 2 . t x t ’ , ’ r ’ )
D. APLICACIÓN DE PHYTON QUE ANALIZA EL “LOG” DEL CLIENTE CAR 165
65 f i c h 2 = open ( d i r e c t + ’ / ’ + e t i que tas [ i ]+ ’ . t x t ’ , ’w ’ )
66 suma=0
67 cont=0
68 f i r s t = 0
69 for l i n e i n f i c h :
70 i f f i r s t == 0:
71 f i r s t = 1
72 else :
73 aux = f l o a t ( l i n e )∗1000
74 suma = aux + suma
75 cont = cont+1
76 f i c h 2 . w r i t e ( s t r ( aux ) . rep lace ( ’ . ’ , ’ , ’ )+ ’ \ n ’ )
77 f i c h 2 . c lose ( )
78 f i c h . c lose ( )
79 os . system ( ’ rm ’+ d i r e c t + ’ / ’ + e t i que tas [ i ]+ ’ 2 . t x t ’ )
80
81 f i c h 3 . w r i t e ( s t r (suma / cont ) . rep lace ( ’ . ’ , ’ , ’ )+ ’ \ t ’ )
82
83 #se ca l cu la los c i c l o s y su media
84 os . system ( " . / c i c l o s . py "+ o r i g i n a l + " Camara1 " )
85 os . system ( "mv tpo_Camara1_ "+ o r i g i n a l + " . / "+ d i r e c t )
86 f i c h = open ( d i r e c t + " / tpo_Camara1_ "+ o r i g i n a l , " r " )
87 cont = 0
88 suma = 0
89 f i r s t = 0
90 for l i n e i n f i c h :
91 i f f i r s t == 0:
92 f i r s t = 1
93 else :
94 suma = f l o a t ( l i n e . rep lace ( ’ , ’ , ’ . ’ ) ) + suma
95 cont = cont + 1
96
97 f i c h . c lose ( )
98 f i c h 3 . w r i t e ( s t r (suma / cont ) . rep lace ( ’ . ’ , ’ , ’ )+ ’ \ t ’ )
99
100 #se ca l cu la las apar ic iones y las medias
101 os . system ( " . / apar i c iones . py "+ o r i g i n a l )
102 os . system ( " . / apar ic iones2 . py "+ o r i g i n a l )
103 os . system ( "mv apa_ "+ o r i g i n a l + " . / "+ d i r e c t )
104 os . system ( "mv apa2_ "+ o r i g i n a l + " . / "+ d i r e c t )
105
106 f i c h 3 . w r i t e ( " \ n \ nApar ic iones por cada camara : \ nMarca \ tRender \ tEnv io \ n " )
107 f i c h = open ( d i r e c t + " / apa2_ "+ o r i g i n a l , " r " )
108
109 c1 = 0
110 c2 = 0
111 c3 = 0
112 cont = 0
113
114 for l i n e i n f i c h :
115 co l = l i n e . s p l i t ( ’ \ t ’ )
116 c1 = c1 + i n t ( co l [ 0 ] )
117 c2 = c2 + i n t ( co l [ 1 ] )
118 c3 = c3 + i n t ( co l [ 2 ] )
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119 i f i n t ( co l [ 0 ] ) != 0 or i n t ( co l [ 1 ] ) != 0 or i n t ( co l [ 2 ] ) != 0 :
120 cont = cont + 1
121
122 f i c h . c lose ( )
123
124 f i c h 3 . w r i t e ( s t r ( f l o a t ( c1 ) / cont )+ ’ \ t ’ + s t r ( f l o a t ( c2 ) / cont )+ ’ \ t ’ + s t r ( f l o a t ( c3 ) / cont ) )
125
126 f i c h 3 . c lose ( )
127 os . system ( ’ rm −R ’+di rAux )
A continuación se listan los programas a los que llama el programa principal.
El primero al que llama es: ciclos.py
1 # ! / usr / b in / python
2 impor t os , sys , math , commands , datet ime
3 from datet ime impor t t imede l t a
4
5 def getDate ( t ex to ) :
6 fechaHora = tex to . s p l i t ( ’ ’ )
7 fechaG = fechaHora [ 0 ] . s p l i t ( ’− ’ )
8 anyo = 2011
9 mes = i n t ( fechaG [ 0 ] )
10 d ia = i n t ( fechaG [ 1 ] )
11
12 horaG = fechaHora [ 1 ] . s p l i t ( ’ : ’ )
13 hora = i n t ( horaG [ 0 ] )
14 minuto = i n t ( horaG [ 1 ] )
15
16 segundoG = horaG [ 2 ] . s p l i t ( ’ . ’ )
17 segundo = i n t ( segundoG [ 0 ] )
18 m i l i s = i n t ( segundoG [ 1 ] )
19
20 return anyo , mes , dia , hora , minuto , segundo , m i l i s ∗1000
21
22 os . system ( " cat "+sys . argv [ 1 ] + " | grep "+sys . argv [ 2 ] + " | cu t −d ’ : ’ −f1 ,2 ,3 > "+
23 sys . argv [ 2 ] + ’ _ ’+sys . argv [ 1 ] )
24
25 f i c h = open ( sys . argv [ 2 ] + ’ _ ’+sys . argv [ 1 ] , ’ r ’ )
26 f i c h 2 = open ( ’ tpo_ ’+sys . argv [ 2 ] + ’ _ ’+sys . argv [ 1 ] , ’w ’ )
27 f i r s t = 0
28 for l i n e i n f i c h :
29 i f f i r s t == 0:
30 anyo , mes , dia , hora , minuto , segundo , m i l i s = getDate ( l i n e )
31 # p r i n t ’ anyo %d , mes %d , d ia %d , hora %d , minuto %d , segundo %d , m i l i s %d ’
32 % ( anyo , mes , dia , hora , minuto , segundo , m i l i s )
33 f i r s t = 1
34 fecha1 = datet ime . datet ime ( anyo , mes , dia , hora , minuto , segundo , m i l i s )
35 else :
36 anyo , mes , dia , hora , minuto , segundo , m i l i s = getDate ( l i n e )
37 fecha2 = datet ime . datet ime ( anyo , mes , dia , hora , minuto , segundo , m i l i s )
38 r e s u l t = fecha2 − fecha1
39 f i c h 2 . w r i t e ( s t r ( f l o a t ( s t r ( r e s u l t ) . s p l i t ( ’ : ’ ) [ 2 ] )∗1 0 0 0 ) . rep lace ( ’ . ’ , ’ , ’ )+ ’ \ n ’ )
40 fecha1 = fecha2
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41
42 f i c h 2 . c lose ( )
43 f i c h . c lose ( )
44
45 os . system ( ’ rm ’+sys . argv [ 2 ] + ’ _ ’+sys . argv [ 1 ] )
Después se llama a la aplicación: apariciones.py
1 # ! / usr / b in / python
2 impor t os , sys , math , commands , datet ime
3 from datet ime impor t t imede l t a
4
5 def getDate ( t ex to ) :
6 fechaHora = tex to . s p l i t ( ’ ’ )
7 fechaG = fechaHora [ 0 ] . s p l i t ( ’− ’ )
8 anyo = 2011
9 mes = i n t ( fechaG [ 0 ] )
10 d ia = i n t ( fechaG [ 1 ] )
11
12 horaG = fechaHora [ 1 ] . s p l i t ( ’ : ’ )
13 hora = i n t ( horaG [ 0 ] )
14 minuto = i n t ( horaG [ 1 ] )
15
16 segundoG = horaG [ 2 ] . s p l i t ( ’ . ’ )
17 segundo = i n t ( segundoG [ 0 ] )
18 m i l i s = i n t ( segundoG [ 1 ] )
19
20 return anyo , mes , dia , hora , minuto , segundo , m i l i s ∗1000
21
22 #os . system ( " cat "+sys . argv [ 1 ] + " | grep ms > aux_ "+sys . argv [ 1 ] )
23
24 f i c h = open ( sys . argv [ 1 ] , ’ r ’ )
25 f i c h 2 = open ( ’ apa_ ’+sys . argv [ 1 ] , ’w ’ )
26 f i r s t = 0
27 for l i n e i n f i c h :
28 i f l i n e . f i n d ( "Camara1 " ) >= 0:
29 f i c h 2 . w r i t e ( " \ nCamara \ t " )
30 # f i c h 2 . w r i t e ( l i n e )
31 i f l i n e . f i n d ( " Renderizado1 " ) >= 0:
32 f i c h 2 . w r i t e ( " Render \ t " )
33 # f i c h 2 . w r i t e ( l i n e )
34 i f l i n e . f i n d ( " Marca1 " ) >= 0:
35 f i c h 2 . w r i t e ( " Marca \ t " )
36 # f i c h 2 . w r i t e ( l i n e )
37 i f l i n e . f i n d ( " Envio1 " ) >= 0:
38 f i c h 2 . w r i t e ( " Envio \ t " )
39 # f i c h 2 . w r i t e ( l i n e )
40
41 f i c h 2 . c lose ( )
42 f i c h . c lose ( )
43
44 #os . system ( ’ rm ’+ ’ aux_ ’+sys . argv [ 1 ] )
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Y, por último, se llama a la aplicación: apariciones2.py
1 # ! / usr / b in / python
2 impor t os , sys , math , commands , datet ime
3 from datet ime impor t t imede l t a
4
5 def getDate ( t ex to ) :
6 fechaHora = tex to . s p l i t ( ’ ’ )
7 fechaG = fechaHora [ 0 ] . s p l i t ( ’− ’ )
8 anyo = 2011
9 mes = i n t ( fechaG [ 0 ] )
10 d ia = i n t ( fechaG [ 1 ] )
11
12 horaG = fechaHora [ 1 ] . s p l i t ( ’ : ’ )
13 hora = i n t ( horaG [ 0 ] )
14 minuto = i n t ( horaG [ 1 ] )
15
16 segundoG = horaG [ 2 ] . s p l i t ( ’ . ’ )
17 segundo = i n t ( segundoG [ 0 ] )
18 m i l i s = i n t ( segundoG [ 1 ] )
19
20 return anyo , mes , dia , hora , minuto , segundo , m i l i s ∗1000
21
22 #os . system ( " cat "+sys . argv [ 1 ] + " | grep ms > aux_ "+sys . argv [ 1 ] )
23
24 f i c h = open ( sys . argv [ 1 ] , ’ r ’ )
25 f i c h 2 = open ( ’ apa2_ ’+sys . argv [ 1 ] , ’w ’ )
26 f i r s t = 0
27
28 cont_r=0
29 cont_m=0
30 cont_e=0
31
32 for l i n e i n f i c h :
33 i f l i n e . f i n d ( "Camara1 " ) >= 0:
34 f i c h 2 . w r i t e ( s t r ( cont_r )+ ’ \ t ’ + s t r ( cont_m )+ ’ \ t ’ + s t r ( cont_e )+ ’ \ n ’ )
35 cont_r=0
36 cont_m=0
37 cont_e=0
38 i f l i n e . f i n d ( " Marca1 " ) >= 0:
39 cont_r = cont_r + 1
40 i f l i n e . f i n d ( " Renderizado1 " ) >= 0:
41 cont_m = cont_m + 1
42 i f l i n e . f i n d ( " Envio1 " ) >= 0:
43 cont_e = cont_e + 1
44
45 f i c h 2 . w r i t e ( s t r ( cont_r )+ ’ \ t ’ + s t r ( cont_m )+ ’ \ t ’ + s t r ( cont_e )+ ’ \ n ’ )
46
47 f i c h 2 . c lose ( )
48 f i c h . c lose ( )
49
50 #os . system ( ’ rm ’+ ’ aux_ ’+sys . argv [ 1 ] )
E
Herramientas para medir la utilización
de CPU y memoria consumida en los
clientes CAR
Para calcular el consumo de CPU y memoria se ha hecho uso de las utilidades
que proporciona cada uno de los entornos de desarrollo. En el caso de Android,
se hace uso de la herramienta ”Dalvik Debug Monitor“ presente en la instalación
del SDK de Android. Dicha herramienta proporciona información en tiempo real
del teléfono móvil en cuanto lo conectas al ordenador. Por lo tanto, se conecta el
móvil1 al ordenador, comprobando que no se ejecuta ninguna aplicación sobre
él (estado de reposo) y se lanza la herramienta para ver el consumo de CPU y
de memoria inicial. Una vez obtenida la referencia inicial, se ejecuta la aplicación
y se observa cómo afecta a los consumos iniciales. Se muestra inicialmente el
1Las figuras que se muestran son de la caracterización del Motorola Milestone
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Figura E.1: Consumo de CPU del Motorola Milestone en estado de reposo
Figura E.2: Consumo de CPU del Motorola Milestone en estado de ejecución
consumo de CPU, que se obtiene al comparar las Figuras E.1 y E.2.
Las siguientes figuras corresponden al consumo de memoria inicial y final.
Figuras E.3 y E.4, respectivamente.
Análogamente, comparando las gráficas de consumo de memoria, se ve que
inicialmente había un 35 % de memoria libre, que se convierte en un 5 % de
memoria libre cuando la aplicación se está ejecutando.
Figura E.3: Consumo de memoria del Motorola Milestone en estado de reposo
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Figura E.4: Consumo de memoria del Motorola Milestone en estado de ejecución
Figura E.5: Consumo de CPU del iPhone 3GS en estado de ejecución
Por su parte, la plataforma de desarrollo de Apple, conocida como xCode,
proporciona la herramienta Instruments. Dicha herramienta te proporciona infor-
mación de consumo de memoria y CPU (entre otras) en tiempo real del teléfono
iOS que tengas conectado al ordenador. Pero, a diferencia de la herramienta de
Android, no te permite obtener información si no está ejecutando ninguna aplica-
ción, por lo que sólo se dispone de información de consumo durante la prueba.
Por lo tanto, en la Figura E.5 se muestra el consumo de CPU y en la Figura E.6
el consumo de memoria2.
2Estos datos son de la ejecución de la aplicación sobre el iPhone 3GS
Figura E.6: Consumo de memoria del iPhone 3GS en estado de ejecución
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F
Código de las implementaciones para
Vuforia
Vuforia te suministra códigos AR de ejemplo tanto para Android como para
iOS. El código que se ha utilizado es el proporcionado con el nombre ImageTar-
gets. El único fichero que hay que modificar en la implementación sin marcas
para iOS es: EAGLView.mm, que se adjunta a continuación. En él se ha añadido
la etapa de envío y las marcas de tiempo para saber cuánto ocupa cada etapa
CAR.
1 /∗==============================================================================
2 Copyr ight ( c ) 2012 QUALCOMM Aus t r i a Research Center GmbH.
3 A l l Rights Reserved .
4 Qualcomm C o n f i d e n t i a l and P r o p r i e t a r y
5 ==============================================================================∗ /
6
7 #include <sys / socket . h>
8 #include < n e t i n e t / i n . h>
9 #include <arpa / i n e t . h>
10 / / Subclassed from AR_EAGLView
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11 # impor t "EAGLView . h "
12 # impor t " Teapot . h "
13 # impor t " Texture . h "
14
15 # impor t <QCAR/ Renderer . h>
16
17 # impor t " QCARutils . h "
18
19 # i fndef USE_OPENGL1
20 # impor t " ShaderUt i l s . h "
21 #endif
22
23 namespace {
24 / / Teapot t e x t u r e f i lenames
25 const char∗ tex tureFi lenames [ ] = {
26 " TextureTeapotBrass . png " ,
27 " TextureTeapotBlue . png " ,
28 " TextureTeapotRed . png "
29 } ;
30
31 / / Model sca le f a c t o r
32 const f l o a t kObjectScale = 3.0 f ;
33 }
34
35
36 @implementation EAGLView
37
38 − ( i d ) in i tWi thFrame : ( CGRect ) frame
39 {
40 s e l f = [ super in i tWi thFrame : frame ] ;
41
42 i f ( s e l f )
43 {
44 / / c rea te l i s t o f t ex tu res we want load ing − ARViewControl ler w i l l do t h i s f o r us
45 i n t nTextures = sizeof ( tex tureFi lenames ) / sizeof ( tex tureFi lenames [ 0 ] ) ;
46 for ( i n t i = 0 ; i < nTextures ; ++ i )
47 [ t e x t u r e L i s t addObject : [ NSString s t r ingWi thUTF8Str ing : tex tureFi lenames [ i ] ] ] ;
48 }
49 return s e l f ;
50 }
51
52 − ( void ) setup3dObjects
53 {
54 NSLog(@" setup3dObjectsx2 " ) ;
55 / / b u i l d the ar ray o f ob jec ts we want drawn and t h e i r t e x t u r e
56 / / i n t h i s example we have 3 t a r g e t s and requ i re 3 models
57 / / but using the same under l y ing 3D model o f a teapot , d i f f e r e n t i a t e d
58 / / by using a d i f f e r e n t t e x t u r e f o r each
59
60 for ( i n t i =0; i < [ t ex tu res count ] ; i ++)
61 {
62 Object3D ∗obj3D = [ [ Object3D a l l o c ] i n i t ] ;
63
64 obj3D . numVertices = NUM_TEAPOT_OBJECT_VERTEX;
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65 obj3D . v e r t i c e s = teapo tVe r t i ces ;
66 obj3D . normals = teapotNormals ;
67 obj3D . texCoords = teapotTexCoords ;
68
69 obj3D . numIndices = NUM_TEAPOT_OBJECT_INDEX;
70 obj3D . i nd i ces = teapo t Ind i ces ;
71
72 obj3D . t e x t u r e = [ t ex tu res ob jec tA t Index : i ] ;
73
74 [ objects3D addObject : obj3D ] ;
75 [ obj3D re lease ] ;
76 }
77 }
78
79
80 / / c a l l e d a f t e r QCAR i s i n i t i a l i s e d but before the camera s t a r t s
81 − ( void ) postInitQCAR
82 {
83 / / v a r i a b l es de l envio
84 / / f l o a t x , y , z ;
85 / /
86
87 NSLog(@" postInitQCARx2 " ) ;
88 / / These two c a l l s to se tH in t t e l l QCAR to s p l i t work over m u l t i p l e
89 / / frames . Depending on your requirements you can opt to omit these .
90 QCAR: : se tH in t (QCAR: : HINT_IMAGE_TARGET_MULTI_FRAME_ENABLED, 1 ) ;
91 QCAR: : se tH in t (QCAR: : HINT_IMAGE_TARGET_MILLISECONDS_PER_MULTI_FRAME, 25 ) ;
92
93 / / Here we could a lso make a QCAR: : se tH in t c a l l to set the maximum
94 / / number o f s imultaneous t a r g e t s
95 / /QCAR: : se tH in t (QCAR: : HINT_MAX_SIMULTANEOUS_IMAGE_TARGETS, 2 ) ;
96 }
97
98 / / modify renderFrameQCAR here i f you want a d i f f e r e n t 3D render ing model
99 / / / / / / / / / / / / / / / / / / / / / / / / / / / / / / / / / / / / / / / / / / / / / / / / / / / / / / / / / / / / / / / / / / / / / / / / / / / / / / / /
100 / / Draw the cu r ren t frame using OpenGL
101 / /
102 / / This method i s c a l l e d by QCAR when i t wishes to render the cu r ren t frame to
103 / / the screen .
104 / /
105 / / ∗∗∗ QCAR w i l l c a l l t h i s method on a s i n g l e background thread ∗∗∗
106 − ( void ) renderFrameQCAR
107 {
108 NSLog(@" renderFrameQCARx2 " ) ;
109
110 NSLog(@"Camara1" ) ;
111
112 [ s e l f setFramebuf fer ] ;
113
114 / / Clear co lour and depth b u f f e r s
115 g lC lea r (GL_COLOR_BUFFER_BIT | GL_DEPTH_BUFFER_BIT ) ;
116
117 NSLog(@"Camara2" ) ;
118
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119 NSLog(@" Marca1 " ) ;
120
121 / / Render video background and r e t r i e v e t r a c k i n g s ta te
122 QCAR: : State s ta te = QCAR: : Renderer : : ge t Ins tance ( ) . begin ( ) ;
123 QCAR: : Renderer : : ge t Ins tance ( ) . drawVideoBackground ( ) ;
124
125 NSLog(@" Marca2 " ) ;
126
127 NSLog(@" a c t i v e t rackab les : %d " , s t a te . getNumActiveTrackables ( ) ) ;
128
129 NSLog(@" Renderizado1 " ) ;
130
131 i f (QCAR: : GL_11 & q U t i l s . QCARFlags ) {
132 glEnable (GL_TEXTURE_2D ) ;
133 g lD isab le (GL_LIGHTING ) ;
134 g lEnab leC l i en tS ta te (GL_VERTEX_ARRAY ) ;
135 g lEnab leC l i en tS ta te (GL_NORMAL_ARRAY) ;
136 g lEnab leC l i en tS ta te (GL_TEXTURE_COORD_ARRAY) ;
137 }
138
139 glEnable (GL_DEPTH_TEST ) ;
140 glEnable (GL_CULL_FACE ) ;
141
142 for ( i n t i = 0 ; i < s ta te . getNumActiveTrackables ( ) ; ++ i ) {
143 / / Get the t rackab le
144 const QCAR: : Trackable∗ t r ackab le = s ta te . ge tAc t iveTrackab le ( i ) ;
145 QCAR: : Matr ix44F modelViewMatrix = QCAR: : Tool : : convertPose2GLMatrix (
146 t rackab le−>getPose ( ) ) ;
147 QCAR: : Matr ix44F modelViewMatrix2 = QCAR: : Tool : : convertPose2GLMatrix (
148 t rackab le−>getPose ( ) ) ;
149 QCAR: : Matr ix44F modelViewMatrix3 = QCAR: : Tool : : convertPose2GLMatrix (
150 t rackab le−>getPose ( ) ) ;
151 QCAR: : Matr ix44F modelViewMatrix4 = QCAR: : Tool : : convertPose2GLMatrix (
152 t rackab le−>getPose ( ) ) ;
153
154 / / Choose the t e x t u r e based on the t a r g e t name
155 i n t t a rge t Index = 0; / / " stones "
156 i f ( ! strcmp ( t rackab le−>getName ( ) , " ch ips " ) )
157 ta rge t Index = 1;
158 else i f ( ! strcmp ( t rackab le−>getName ( ) , " tarmac " ) )
159 ta rge t Index = 2;
160
161 Object3D ∗obj3D = [ objects3D ob jec tA t Index : ta rge t Index ] ;
162
163 / / Render using the appropr ia te vers ion o f OpenGL
164 i f (QCAR: : GL_11 & q U t i l s . QCARFlags ) {
165
166 NSLog(@"USA OpenGL 11 " ) ;
167 / / Load the p r o j e c t i o n mat r i x
168 glMatr ixMode (GL_PROJECTION ) ;
169 g lLoadMat r i x f ( q U t i l s . p r o j e c t i o n M a t r i x . data ) ;
170
171 / / Load the model−view mat r i x
172 glMatr ixMode (GL_MODELVIEW) ;
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173 g lLoadMat r i x f ( modelViewMatrix . data ) ;
174 g l T r a n s l a t e f (0 .0 f , 0.0 f , −kObjectScale ) ;
175 g lSca le f ( kObjectScale , kObjectScale , kObjectScale ) ;
176
177 / / Draw ob jec t
178 g lB indTexture (GL_TEXTURE_2D, [ obj3D . t e x t u r e tex tu re ID ] ) ;
179 glTexCoordPointer (2 , GL_FLOAT, 0 , ( const GLvoid∗) obj3D . texCoords ) ;
180 g lVe r texPo in te r (3 , GL_FLOAT, 0 , ( const GLvoid∗) obj3D . v e r t i c e s ) ;
181 g lNormalPoin ter (GL_FLOAT, 0 , ( const GLvoid∗) obj3D . normals ) ;
182 glDrawElements (GL_TRIANGLES, obj3D . numIndices , GL_UNSIGNED_SHORT,
183 ( const GLvoid∗) obj3D . i nd i ces ) ;
184 }
185 # i fndef USE_OPENGL1
186 else {
187 / / OpenGL 2
188
189 NSLog(@"USA OpenGL 2 " ) ;
190 QCAR: : Matr ix44F modelViewProject ion ;
191
192 ShaderUt i l s : : t rans la tePoseMat r i x (50 .0 f , 0.0 f , kObjectScale ,
193 &modelViewMatrix . data [ 0 ] ) ;
194 / /−−−−−DATOS ENVIO
195 x = modelViewMatrix . data [ 1 2 ] ;
196 y = modelViewMatrix . data [ 1 3 ] ;
197 z = modelViewMatrix . data [ 1 4 ] ;
198 / /−−−−−
199 ShaderUt i l s : : scalePoseMatr ix ( kObjectScale , kObjectScale , kObjectScale ,
200 &modelViewMatrix . data [ 0 ] ) ;
201 ShaderUt i l s : : m u l t i p l y M a t r i x (& q U t i l s . p r o j e c t i o n M a t r i x . data [ 0 ] ,
202 &modelViewMatrix . data [ 0 ] , &modelViewProject ion . data [ 0 ] ) ;
203
204 glUseProgram ( shaderProgramID ) ;
205
206 g l V e r t e x A t t r i b P o i n t e r ( vertexHandle , 3 , GL_FLOAT, GL_FALSE, 0 ,
207 ( const GLvoid∗) obj3D . v e r t i c e s ) ;
208 g l V e r t e x A t t r i b P o i n t e r ( normalHandle , 3 , GL_FLOAT, GL_FALSE, 0 ,
209 ( const GLvoid∗) obj3D . normals ) ;
210 g l V e r t e x A t t r i b P o i n t e r ( textureCoordHandle , 2 , GL_FLOAT, GL_FALSE, 0 ,
211 ( const GLvoid∗) obj3D . texCoords ) ;
212
213 g lEnab leVe r texA t t r i bA r ray ( vertexHandle ) ;
214 g lEnab leVe r texA t t r i bA r ray ( normalHandle ) ;
215 g lEnab leVe r texA t t r i bA r ray ( textureCoordHandle ) ;
216
217 g lAc t i veTex tu re (GL_TEXTURE0 ) ;
218 g lB indTexture (GL_TEXTURE_2D, [ obj3D . t e x t u r e tex tu re ID ] ) ;
219 g lUn i fo rmMat r i x4 fv ( mvpMatrixHandle , 1 , GL_FALSE,
220 ( const GLf loa t ∗)& modelViewProject ion . data [ 0 ] ) ;
221 glDrawElements (GL_TRIANGLES, obj3D . numIndices , GL_UNSIGNED_SHORT,
222 ( const GLvoid∗) obj3D . i nd i ces ) ;
223
224 ShaderUt i l s : : checkGlError ( "EAGLView renderFrameQCAR " ) ;
225 }
226 #endif
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227 }
228
229 g lD isab le (GL_DEPTH_TEST ) ;
230 g lD isab le (GL_CULL_FACE ) ;
231
232 i f (QCAR: : GL_11 & q U t i l s . QCARFlags ) {
233 g lD isab le (GL_TEXTURE_2D ) ;
234 g l D i s a b l e C l i e n t S t a t e (GL_VERTEX_ARRAY ) ;
235 g l D i s a b l e C l i e n t S t a t e (GL_NORMAL_ARRAY) ;
236 g l D i s a b l e C l i e n t S t a t e (GL_TEXTURE_COORD_ARRAY) ;
237 }
238 # i fndef USE_OPENGL1
239 else {
240 g l D i s a b l e V e r t e x A t t r i b A r r a y ( vertexHandle ) ;
241 g l D i s a b l e V e r t e x A t t r i b A r r a y ( normalHandle ) ;
242 g l D i s a b l e V e r t e x A t t r i b A r r a y ( textureCoordHandle ) ;
243 }
244 #endif
245
246 QCAR: : Renderer : : ge t Ins tance ( ) . end ( ) ;
247
248 NSLog(@" Renderizado2 " ) ;
249
250 / /−−−−Envio
251 i n t sock ;
252 struct sockaddr_in d i r ;
253
254 sock = socket ( AF_INET ,SOCK_STREAM, IPPROTO_TCP ) ;
255
256 d i r . s i n _ f a m i l y = PF_INET ;
257 d i r . s i n_po r t = htons (4444) ;
258
259 i f ( i ne t_a ton ( " 192.168.0.17 " , &d i r . s in_addr )==0) {
260 NSLog(@" Er ro r : i ne t_a ton " ) ;
261 }
262
263 i f ( connect ( sock , ( struct sockaddr ∗) &d i r , sizeof ( struct
264 sockaddr_in ) ) <0) {
265 NSLog(@" Er ro r : connect " ) ;
266 }
267
268 char b u f f e r [ 1 2 8 ] ;
269 s p r i n t f ( bu f fe r , "X : %f , Y : %f \ n " , x , y ) ;
270
271 NSLog(@" Envio1 " ) ;
272 i f ( w r i t e ( sock , bu f fe r , 128) <0){
273 NSLog(@" Er ro r : w r i t e " ) ;
274 }
275
276
277 char buf ferRcv [ 8 ] ;
278
279 NSLog(@" Recibiendo . . . " ) ;
280
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281 i f ( read ( sock , buf ferRcv , 8) >=0) {
282 NSLog(@" Leido: %s " , buf ferRcv ) ;
283 }
284 NSLog(@" Envio2 " ) ;
285
286 / /−−−−−
287
288 [ s e l f presentFramebuf fer ] ;
289
290 }
291
292 @end
Como se comentó en el capítulo de la caracterización del clientes (Capítulo 4), el
código de Android es una portación del realizado para iOS, a través de JNI. Por
lo tanto, pese a ser java, parte del código modificado se corresponde a código
C++. En concreto, se han modificado dos ficheros del total de los suministrados
en el proyecto imageTargets para Android: “ImageTargetsRenderer.java” e “Ima-
geTargets.cpp”. El código del primero se muestra a continuación, donde se ha
añadido la etapa de envío y las marcas de envío y la primera de la cámara.
1 /∗==============================================================================
2 Copyr ight ( c ) 2012 QUALCOMM Aus t r i a Research Center GmbH.
3 A l l Rights Reserved .
4 Qualcomm C o n f i d e n t i a l and P r o p r i e t a r y
5
6 @fi le
7 ImageTargetsRenderer . java
8
9 @brief
10 Sample f o r ImageTargets
11
12 ==============================================================================∗ /
13
14
15 package com. qualcomm . QCARSamples . ImageTargets ;
16
17 import javax . m i c roe d i t i on . khronos . eg l . EGLConfig ;
18 import javax . m i c roe d i t i on . khronos . opengles . GL10 ;
19
20 import java . i o . BufferedReader ;
21 import java . i o . Bu f fe redWr i te r ;
22 import java . i o . InputStream ;
23 import java . i o . InputStreamReader ;
24 import java . i o . OutputStreamWriter ;
25 import java . i o . P r i n t W r i t e r ;
26 import java . net . InetAddress ;
27 import java . net . Socket ;
28 import java . u t i l . A r r a y L i s t ;
29
30 import andro id . opengl . GLSurfaceView ;
31
32 import com. qualcomm .QCAR.QCAR;
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33
34
35 /∗∗ The renderer c lass f o r the ImageTargets sample . ∗ /
36 public class ImageTargetsRenderer implements GLSurfaceView . Renderer
37 {
38 /∗∗
39 ∗ Server address
40 ∗ /
41 private s t a t i c f i n a l S t r i n g IP = new S t r i n g ( " 147.156.80.67 " ) ;
42
43 public boolean mIsAct ive = fa lse ;
44
45 /∗∗ Nat ive f u n c t i o n f o r i n i t i a l i z i n g the renderer . ∗ /
46 public native void i n i tRende r i ng ( ) ;
47
48
49 /∗∗ Nat ive f u n c t i o n to update the renderer . ∗ /
50 public native void updateRendering ( i n t width , i n t he igh t ) ;
51
52
53 /∗∗ Cal led when the sur face i s created or recreated . ∗ /
54 public void onSurfaceCreated (GL10 gl , EGLConfig con f i g )
55 {
56 DebugLog .LOGD( " GLRenderer : : onSurfaceCreated " ) ;
57
58 / / Ca l l na t i ve f u n c t i o n to i n i t i a l i z e render ing :
59 in i tRende r i ng ( ) ;
60
61 / / Ca l l QCAR f u n c t i o n to ( re ) i n i t i a l i z e render ing a f t e r f i r s t use
62 / / or a f t e r OpenGL ES contex t was l o s t ( e . g . a f t e r onPause / onResume ) :
63 QCAR. onSurfaceCreated ( ) ;
64 }
65
66
67 /∗∗ Cal led when the sur face changed s ize . ∗ /
68 public void onSurfaceChanged (GL10 gl , i n t width , i n t he igh t )
69 {
70 DebugLog .LOGD( " GLRenderer : : onSurfaceChanged " ) ;
71
72 / / Ca l l na t i ve f u n c t i o n to update render ing when render sur face
73 / / parameters have changed :
74 updateRendering ( width , he igh t ) ;
75
76 / / Ca l l QCAR f u n c t i o n to handle render sur face s ize changes :
77 QCAR. onSurfaceChanged ( width , he igh t ) ;
78 }
79
80
81 /∗∗ The na t i ve render f u n c t i o n . ∗ /
82 public native S t r i n g renderFrame ( ) ;
83
84
85 /∗∗ Cal led to draw the cu r ren t frame . ∗ /
86 public void onDrawFrame (GL10 g l )
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87 {
88 i f ( ! mIsAct ive )
89 return ;
90
91 / / Ca l l our na t i ve f u n c t i o n to render content
92 / / DebugLog .LOGD( " haciendo e l renderFrame . . . " ) ;
93 S t r i n g aux ;
94 / / DebugLog .LOGD( " buscando coordenadas . . . " ) ;
95 aux = renderFrame ( ) ;
96 / / DebugLog .LOGD( " encontrando coordenadas . . . " ) ;
97 DebugLog .LOGD( aux ) ;
98
99 sendServer ( aux ) ;
100 }
101
102 public void sendServer ( S t r i n g message )
103 {
104 long t ime1 =0 , t ime2 =0 , r e s u l t =0;
105 t ry {
106 InetAddress serverAddr = InetAddress . getByName ( IP ) ;
107
108 Socket socket = new Socket ( serverAddr , 4444) ;
109 / / S t r i n g message = new S t r i n g ( " [ " + i + " ] = ( " + x +" , "+ y + " ) " ) ;
110
111 t ry {
112 DebugLog .LOGD( "C: Sending "+message ) ;
113 DebugLog .LOGD( " Envio1 " ) ;
114 P r i n t W r i t e r out = new P r i n t W r i t e r ( new Buf fe redWr i te r ( new
115 OutputStreamWriter ( socket . getOutputStream ( ) ) ) , true ) ;
116 / / t ime1 = SystemClock . u p t i m e M i l l i s ( ) ;
117 out . p r i n t l n ( message ) ;
118
119 } catch ( Except ion e ) {
120 DebugLog .LOGD( "C: Er ro r "+e ) ;
121 }
122 t ry {
123 BufferedReader i n = new BufferedReader (
124 new InputStreamReader ( socket . get InputStream ( ) ) ) ;
125 Boolean lee = true ;
126 S t r i n g s t r = " " ;
127
128 while ( lee ) {
129 s t r = i n . readLine ( ) ;
130 i f ( s t r != nul l )
131 lee = fa lse ;
132 }
133
134 DebugLog .LOGD( " r e c i b i [ "+ s t r + " ] " ) ;
135 DebugLog .LOGD( " Envio2 " ) ;
136 DebugLog .LOGD( "Camara1 " ) ;
137
138 } catch ( Except ion e ) {
139 DebugLog .LOGD( "C: Er ro r "+e ) ;
140 }
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142 } catch ( Except ion e ) {
143 DebugLog .LOGD( "C: Er ro r "+e ) ;
144 }
145 }
Por último, se muestra el fragmento que se ha modificado del fichero “ImageTargets.cpp”, en el que se han añadido
las marcas de tiempo de las etapas de detección, dibujado y la segunda marca de la etapa de cámara.
1
2 / / Coordenadas
3 f l o a t coordX = 0 . 0 ;
4 f l o a t coordY = 0 . 0 ;
5 f l o a t coordZ = 0 . 0 ;
6
7 JNIEXPORT j s t r i n g JNICALL
8 Java_com_qualcomm_QCARSamples_ImageTargets_ImageTargetsRenderer_renderFrame (
9 JNIEnv ∗env , j o b j e c t ob j )
10 {
11 / / LOG( " Java_com_qualcomm_QCARSamples_ImageTargets_GLRenderer_renderFrame " ) ;
12 / / Clear co l o r and depth b u f f e r
13 g lC lea r (GL_COLOR_BUFFER_BIT | GL_DEPTH_BUFFER_BIT ) ;
14 LOG( "Camara2" ) ;
15 LOG( " Marca1 " ) ;
16 / / Get the s ta te from QCAR and mark the beginning o f a render ing sec t ion
17 QCAR: : State s ta te = QCAR: : Renderer : : ge t Ins tance ( ) . begin ( ) ;
18
19 / / E x p l i c i t l y render the Video Background
20 QCAR: : Renderer : : ge t Ins tance ( ) . drawVideoBackground ( ) ;
21 LOG( " Marca2 " ) ;
22 LOG( " Render1 " ) ;
23 # i f d e f USE_OPENGL_ES_1_1
24 / / Set GL11 f l a g s :
25 g lEnab leC l i en tS ta te (GL_VERTEX_ARRAY ) ;
26 g lEnab leC l i en tS ta te (GL_NORMAL_ARRAY) ;
27 g lEnab leC l i en tS ta te (GL_TEXTURE_COORD_ARRAY) ;
28
29 glEnable (GL_TEXTURE_2D ) ;
30 g lD isab le (GL_LIGHTING ) ;
31
32 #endif
33
34 glEnable (GL_DEPTH_TEST ) ;
35 glEnable (GL_CULL_FACE ) ;
36
37 / / Did we f i n d any t rackab les t h i s frame?
38 for ( i n t t I d x = 0; t I d x < s ta te . getNumActiveTrackables ( ) ; t I d x ++)
39 {
40 LOG( " Dibujando %i . . . " , t I d x ) ;
41 / / Get the t rackab le :
42 const QCAR: : Trackable∗ t r ackab le = s ta te . ge tAc t iveTrackab le ( t I d x ) ;
43 QCAR: : Matr ix44F modelViewMatrix =
44 QCAR: : Tool : : convertPose2GLMatrix ( t rackab le−>getPose ( ) ) ;
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45 QCAR: : Matr ix44F modelViewMatrix2 =
46 QCAR: : Tool : : convertPose2GLMatrix ( t rackab le−>getPose ( ) ) ;
47 QCAR: : Matr ix44F modelViewMatrix3 =
48 QCAR: : Tool : : convertPose2GLMatrix ( t rackab le−>getPose ( ) ) ;
49 QCAR: : Matr ix44F modelViewMatrix4 =
50 QCAR: : Tool : : convertPose2GLMatrix ( t rackab le−>getPose ( ) ) ;
51
52 / / Choose the t e x t u r e based on the t a r g e t name :
53 i n t t ex tu re Index ;
54 i f ( strcmp ( t rackab le−>getName ( ) , " ch ips " ) == 0)
55 {
56 tex tu re Index = 0;
57 }
58 else i f ( strcmp ( t rackab le−>getName ( ) , " stones " ) == 0)
59 {
60 tex tu re Index = 1;
61 }
62 else
63 {
64 tex tu re Index = 2;
65 }
66
67 const Texture∗ const t h i sTex tu re = tex tu res [ tex tu re Index ] ;
68
69 # i f d e f USE_OPENGL_ES_1_1
70 LOG( "Usa OpenGL 1.1 " ) ;
71 / / Load p r o j e c t i o n mat r i x :
72 glMatr ixMode (GL_PROJECTION ) ;
73 g lLoadMat r i x f ( p r o j e c t i o n M a t r i x . data ) ;
74
75 / / Load model view mat r i x :
76 glMatr ixMode (GL_MODELVIEW) ;
77 g lLoadMat r i x f ( modelViewMatrix . data ) ;
78 g l T r a n s l a t e f ( 0 . f , 0 . f , kObjectScale ) ;
79 g lSca le f ( kObjectScale , kObjectScale , kObjectScale ) ;
80
81 / / Draw ob jec t :
82 g lB indTexture (GL_TEXTURE_2D, th i sTex tu re−>mTextureID ) ;
83 glTexCoordPointer (2 , GL_FLOAT, 0 , ( const GLvoid∗) &teapotTexCoords [ 0 ] ) ;
84 g lVe r texPo in te r (3 , GL_FLOAT, 0 , ( const GLvoid∗) &teapo tVe r t i ces [ 0 ] ) ;
85 g lNormalPoin ter (GL_FLOAT, 0 , ( const GLvoid∗) &teapotNormals [ 0 ] ) ;
86 glDrawElements (GL_TRIANGLES, NUM_TEAPOT_OBJECT_INDEX, GL_UNSIGNED_SHORT,
87 ( const GLvoid∗) &teapo t Ind i ces [ 0 ] ) ;
88 #else
89 LOG( "Usa OpenGL 2 " ) ;
90
91 QCAR: : Matr ix44F modelViewProject ion ;
92
93 SampleUt i ls : : t rans la tePoseMat r i x (50 .0 f , 0.0 f , kObjectScale ,
94 &modelViewMatrix . data [ 0 ] ) ;
95
96 coordX = modelViewMatrix . data [ 1 2 ] ;
97 coordY = modelViewMatrix . data [ 1 3 ] ;
98 coordZ = modelViewMatrix . data [ 1 4 ] ;
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99
100 / / LOG( " Coordenadas [ %f , %f , %f ] " , coordX , coordY , coordZ ) ;
101
102 SampleUt i ls : : scalePoseMatr ix ( kObjectScale , kObjectScale , kObjectScale ,
103 &modelViewMatrix . data [ 0 ] ) ;
104 SampleUt i ls : : m u l t i p l y M a t r i x (& p r o j e c t i o n M a t r i x . data [ 0 ] ,
105 &modelViewMatrix . data [ 0 ] ,
106 &modelViewProject ion . data [ 0 ] ) ;
107
108 glUseProgram ( shaderProgramID ) ;
109
110 g l V e r t e x A t t r i b P o i n t e r ( vertexHandle , 3 , GL_FLOAT, GL_FALSE, 0 ,
111 ( const GLvoid∗) &teapo tVe r t i ces [ 0 ] ) ;
112 g l V e r t e x A t t r i b P o i n t e r ( normalHandle , 3 , GL_FLOAT, GL_FALSE, 0 ,
113 ( const GLvoid∗) &teapotNormals [ 0 ] ) ;
114 g l V e r t e x A t t r i b P o i n t e r ( textureCoordHandle , 2 , GL_FLOAT, GL_FALSE, 0 ,
115 ( const GLvoid∗) &teapotTexCoords [ 0 ] ) ;
116
117 g lEnab leVe r texA t t r i bA r ray ( vertexHandle ) ;
118 g lEnab leVe r texA t t r i bA r ray ( normalHandle ) ;
119 g lEnab leVe r texA t t r i bA r ray ( textureCoordHandle ) ;
120
121 g lAc t i veTex tu re (GL_TEXTURE0 ) ;
122 g lB indTexture (GL_TEXTURE_2D, th i sTex tu re−>mTextureID ) ;
123 g lUn i fo rmMat r i x4 fv ( mvpMatrixHandle , 1 , GL_FALSE,
124 ( GLf loa t ∗)& modelViewProject ion . data [ 0 ] ) ;
125 glDrawElements (GL_TRIANGLES, NUM_TEAPOT_OBJECT_INDEX, GL_UNSIGNED_SHORT,
126 ( const GLvoid∗) &teapo t Ind i ces [ 0 ] ) ;
127
128 SampleUt i ls : : checkGlError ( " ImageTargets renderFrame " ) ;
129 #endif
130
131 }
132
133 g lD isab le (GL_DEPTH_TEST ) ;
134
135 # i f d e f USE_OPENGL_ES_1_1
136 g lD isab le (GL_TEXTURE_2D ) ;
137 g l D i s a b l e C l i e n t S t a t e (GL_VERTEX_ARRAY ) ;
138 g l D i s a b l e C l i e n t S t a t e (GL_NORMAL_ARRAY) ;
139 g l D i s a b l e C l i e n t S t a t e (GL_TEXTURE_COORD_ARRAY) ;
140 #else
141 g l D i s a b l e V e r t e x A t t r i b A r r a y ( vertexHandle ) ;
142 g l D i s a b l e V e r t e x A t t r i b A r r a y ( normalHandle ) ;
143 g l D i s a b l e V e r t e x A t t r i b A r r a y ( textureCoordHandle ) ;
144 #endif
145
146 QCAR: : Renderer : : ge t Ins tance ( ) . end ( ) ;
147 LOG( " Render2 " ) ;
148 char buf [ 1 2 8 ] ;
149 s p r i n t f ( buf , "( %f , %f ) " , coordX , coordY ) ;
150 j s t r i n g j_aux = env−>NewStringUTF ( buf ) ;
151 / / LOG("−−−−− Sal iendo . . . −−−−−");
152 / / coordX = 0 . 0 ;
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153 / / coordY = 0 . 0 ;
154 return j_aux ;
155 }
186
G
Código del servidor de la
caracterización de clientes CAR
A continuación se expone el código fuente del servidor utilizado en la carac-
terización de los clientes, llamado EchoServer, porque se limita a responder al
cliente con la misma información que recibe.
Fichero EchoServer.java
1 import java . i o . BufferedReader ;
2 import java . i o . Bu f fe redWr i te r ;
3 import java . i o . InputStreamReader ;
4 import java . i o . OutputStreamWriter ;
5 import java . i o . P r i n t W r i t e r ;
6 import java . net . ServerSocket ;
7 import java . net . Socket ;
8
9
10 public class EchoServer implements Runnable {
11
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12 public s t a t i c f i n a l S t r i n g SERVERIP = " 192.168.0.17 " ;
13 public s t a t i c f i n a l i n t SERVERPORT = 4444;
14
15 public void run ( ) {
16 t ry {
17 System . out . p r i n t l n ( "S : Connecting . . . " ) ;
18 ServerSocket serverSocket = new ServerSocket (SERVERPORT) ;
19
20 while ( true ) {
21 Socket c l i e n t = serverSocket . accept ( ) ;
22 System . out . p r i n t l n ( "S : Receiv ing . . . " ) ;
23
24 t ry {
25
26 BufferedReader i n = new BufferedReader (new
27 InputStreamReader ( c l i e n t . get InputStream ( ) ) ) ;
28 S t r i n g s t r = i n . readLine ( ) ;
29 System . out . p r i n t l n ( "S : Received : ’ " + s t r + " ’ " ) ;
30
31 P r i n t W r i t e r out = new P r i n t W r i t e r (new Buf fe redWr i te r (new
32 OutputStreamWriter ( c l i e n t . getOutputStream ( ) ) ) , true ) ;
33 out . p r i n t l n ( "S : Sending : "+ s t r ) ;
34 System . out . p r i n t l n ( "S : Sending back : ’ " + s t r + " ’ " ) ;
35
36 } catch ( Except ion e ) {
37 System . out . p r i n t l n ( "S : E r ro r " ) ;
38 e . p r in tS tackTrace ( ) ;
39 } f i n a l l y {
40 c l i e n t . c lose ( ) ;
41 System . out . p r i n t l n ( "S : Done . " ) ;
42 }
43 }
44
45 } catch ( Except ion e ) {
46 System . out . p r i n t l n ( "S : E r ro r " ) ;
47 e . p r in tS tackTrace ( ) ;
48 }
49 }
50
51 public s t a t i c void main ( S t r i n g a [ ] ) {
52
53 Thread desktopServerThread = new Thread (new TCPDesktopServer ( ) ) ;
54 desktopServerThread . s t a r t ( ) ;
55 }
56 }
H
Sobre la utilización del simulador CAR
La cantidad máxima de ficheros abiertos en un computador es un paráme-
tro del sistema que se puede comprobar con la orden de Linux Ulimit -n. Como
las pruebas utilizan miles de clientes y cada cliente tiene varios hilos y ficheros
de estadísticas y demás, se ha determinado que como mínimo son necesarios
unos 4000 ficheros abiertos. El comando anterior consulta el fichero /etc/secu-
rity/limits.conf para establecer los límites a los que puedes llegar, por lo que si
necesitas más ficheros abiertos de los que te permite Ulimit tienes que modificar
ese fichero, concretamente las líneas referentes a tu usuario con la opción nofile.
A continuación se muestra un ejemplo poniendo el valor mínimo (soft) a 4000 y
el máximo (hard) a 8000.
bauset s o f t n o f i l e 4000
bauset hard n o f i l e 8000
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Se ha comentado que el servidor se ejecuta en un computador y los clientes
repartidos en otros dos computadores, por lo que se tiene que ejecutar los pro-
cesos adecuados en tres máquinas diferentes antes de poder ejecutar la prue-
ba. Para poder realizar las pruebas cómodamente se ha hecho un programa
en Python (llamado “lanzador.py”) que se conecta remótamente a las máquinas
elegidas y lanza en ellas la simulación del sistema con los parámetros elegidos,
mostrando los datos de la simulación al finalizar la prueba. Con este programa se
consigue lanzar una única prueba fácilmente pero, como se tiene un gran núme-
ro de pruebas pendientes de ejecutar en las que se evaluará el comportamiento
del sistema conforme se varían los parámetros del mismo, se ha realizado otro
programa Python (llamado “multiple.py”) que lanza toda una serie de pruebas
usando como base el programa anterior. A este programa se le pasa la cantidad
de clientes inicial (múltiplo de 50), la cantidad de clientes final, el incremento de
clientes en cada prueba, la frecuencia de actuación de los clientes y el tamaño
del grupo de trabajo. Un ejemplo de ejecución sería:
. / m u l t i p l e . py 100 1000 100 698.34 5
Con esta orden se ejecutaría pruebas desde 100 clientes hasta 1000, de 100
en 100, con la frecuencia de actuación del Motorola Milestone (el más lento) y
grupos de trabajo de 5 vecinos.
I
Resto de tablas de la evaluación de
prestaciones
A continuación se muestran el resto de tablas que no aparecen en la evalua-
ción de prestaciones.
Las Tablas I.1, I.2 y I.3 muestran la evaluación de prestaciones del servidor
activo, para grupos de trabajo de 5, 20 y 25 clientes, respectivamente.
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One Milestone
WG 5 RT Dev CPU RT Dev CPU
100 60,82 22,08 17 60,91 22,95 6,9
200 59,83 20,5 13 62,45 21,15 9
300 63,55 20,83 20 64,4 20,6 11
400 66,71 20,77 30 67,33 21,36 13
500 68,77 21,62 38 67,84 21,02 18,8
600 70,39 23,1 49,5 68,84 21,64 19
700 70,92 23,45 56 68,14 21,74 24
800 68,97 22,44 60,4 66,01 20,74 25
900 68,61 22,92 69 68,03 21,51 27,7
1000 70,84 24,51 72 67,91 21,6 31
Tabla I.1: Rendimiento del sistema para un grupo de trabajo de 5 vecinos en
ambos teléfonos móviles para el servidor activo
One Milestone
WG 20 RT Dev CPU RT Dev CPU
100 77,37 23,26 23,8 78,65 20,81 12,8
200 77,13 19,95 38 77,69 17,25 16
300 79,59 17,17 56,6 84,26 17,78 35,4
400 83,07 25,81 74,2 96,71 24,51 38
500 195,92 63,28 82,9 81,19 21,24 40
600 246,46 86,01 82,8 103,62 39,43 46
700 297,3 101,41 82,8 97,92 26,56 47
800 350,88 122,83 84,2 82,63 26,52 62,4
900 394,66 142,36 86 93,31 30,57 56,5
1000 410,14 181,39 87 88,52 26,54 66,3
Tabla I.2: Rendimiento del sistema para un grupo de trabajo de 20 vecinos en
ambos teléfonos móviles para el servidor activo
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One Milestone
WG 25 RT Dev CPU RT Dev CPU
100 79,94 19,4 32 77,77 16,28 13,3
200 77,94 17 44,5 78,48 18,31 19,2
300 104,03 23,48 66 88,55 24,19 31
400 178,11 51,51 83 97,39 31,33 36,6
500 238,16 72,82 82,8 104,62 43,89 47
600 304,12 92,3 84,9 124,26 42,17 61,2
700 358,98 115,61 85,1 108,87 45,85 65,3
800 417,96 133,95 85,7 107,1 50,06 62,4
900 473,13 155,19 87,9 116,88 60,37 71
1000 524,35 191,4 88 109,12 55,79 79
Tabla I.3: Rendimiento del sistema para un grupo de trabajo de 25 vecinos en
ambos teléfonos móviles para el servidor activo
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Las Tablas I.4, I.5, I.6 y I.7 muestran las pruebas para el servidor pasivo utili-
zando el Motorola Milestone y corresponden a los grupos de trabajo de 5, 10, 20
y 25, respectivamente.
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Motorola Milestone pasivo
WG 5 RT Dev CPU SRT MaxSRT
100 64,92 23,49 8 20,77 22,12
200 64,51 23,32 9,1 21,37 24,44
300 67,47 23,14 26,3 25,79 28
400 70,84 23,81 65 27,49 29,68
500 71,89 24,53 65 26,81 29,24
600 70,23 23,91 21,8 26,28 28,66
700 74,24 24,44 44 27,76 32,21
800 70,34 23,81 28 26,53 32
900 71,36 24,4 30,7 26,72 35,45
1000 70,77 24,16 34 26,26 29,76
Tabla I.4: Tiempo de respuesta en el servidor (pasivo) para un grupo de trabajo
de 5 vecinos para el Motorola Milestone
Motorola Milestone pasivo
WG 10 RT Dev CPU SRT MaxSRT
100 77,03 27,63 9,9 19,55 21,14
200 78,16 26,07 26 19,77 23,54
300 83,6 28,61 25 28,2 31,21
400 82,54 23,76 23,8 27,24 29,35
500 88,27 26,76 31,3 28,98 37,14
600 87,66 27,45 33 27,21 33,17
700 88,45 28,58 33,7 27,64 35,46
800 94,43 34,05 62 29,97 39,38
900 84,8 25,7 69,3 26,28 34,03
1000 87,72 27,56 46,5 26,47 31,77
Tabla I.5: Tiempo de respuesta en el servidor (pasivo) para un grupo de trabajo
de 10 vecinos para el Motorola Milestone
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Motorola Milestone pasivo
WG 20 RT Dev CPU SRT MaxSRT
100 93,88 26,9 20,2 24,77 26,96
200 94,98 25,74 21,2 27,3 31,77
300 98,01 24,79 29,7 29,26 32,21
400 129,24 30,8 37,7 45,11 59,71
500 101,96 30,91 43 28,45 34,19
600 121,53 39,5 50,5 36,62 47,13
700 148,84 66,52 83,9 46,07 85,93
800 110,41 39,07 65,3 30,27 43,94
900 101,4 32,33 67,3 29,5 50,46
1000 106,66 37,8 74,7 30,93 39,93
Tabla I.6: Tiempo de respuesta en el servidor (pasivo) para un grupo de trabajo
de 20 vecinos para el Motorola Milestone
Motorola Milestone pasivo
WG 25 RT Dev CPU SRT MaxSRT
100 96,19 25,12 25 25,09 26,33
200 96,3 24,83 47,1 26,87 28,06
300 120,52 26,36 43,6 43,42 51,63
400 125,16 39,86 53,3 39,28 51,3
500 144,87 64,99 56 44,94 56,22
600 135,65 52,91 57 38,51 58,86
700 112,33 36,48 60,7 30,53 37,38
800 184,17 107,43 77,8 52,39 103,97
900 126,64 61,98 78 37 51,26
1000 131,47 63,24 81 38,14 55,34
Tabla I.7: Tiempo de respuesta en el servidor (pasivo) para un grupo de trabajo
de 25 vecinos para el Motorola Milestone
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Las Tablas I.8, I.9, I.10 y I.11 muestran las pruebas para el servidor pasivo
utilizando el Nexus One y corresponden a los grupos de trabajo de 5, 10, 20 y
25, respectivamente.
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Nexus One pasivo
WG 5 RT Dev CPU SRT MaxSRT
100 62,37 22,68 9,9 19,36 20,9
200 63,77 22,21 15 20,12 22,43
300 66,71 22,66 22 25,15 28,28
400 68,68 22,5 32,7 27,14 29,56
500 71,04 23,56 45 27,14 30,9
600 71,5 24,18 48,6 26,58 31,95
700 72,37 25,01 59 27,17 35,42
800 72,85 26,01 68 27,87 34,54
900 75,01 28,98 79,2 28,61 35,89
1000 147,33 101,71 85 43,95 48,66
Tabla I.8: Tiempo de respuesta en el servidor (pasivo) para un grupo de trabajo
de 5 vecinos para el Nexus One
Nexus One pasivo
WG 10 RT Dev CPU SRT MaxSRT
100 78,23 30,41 16 18,2 20,15
200 74,02 25,06 25,2 18,5 24,9
300 79,45 24,57 37 25,78 28,62
400 81,02 24,05 59,6 27,71 30,4
500 93,61 28,56 68,7 31,83 40,51
600 147,73 100,48 83,8 40,93 44,37
700 195,47 76,24 83,2 49,85 52,39
800 237,71 91,09 85,9 58,08 62,23
900 270,25 104,97 84,2 64,79 68,9
1000 300,96 132,04 84,2 68,77 75,48
Tabla I.9: Tiempo de respuesta en el servidor (pasivo) para un grupo de trabajo
de 10 vecinos para el Nexus One
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Nexus One pasivo
WG 20 RT Dev CPU SRT MaxSRT
100 88,22 32,16 27,6 19,17 22,83
200 94,57 29,06 45,5 25,56 32,77
300 128,16 28,88 73,3 45,23 50,87
400 195,92 63,42 84,2 43,15 47,4
500 273,58 89,08 84 59,82 63,94
600 326,79 106,94 86,2 70,21 76,9
700 400,45 142,76 87 76,44 86,92
800 447,02 155,46 87 90,43 96,68
900 473,99 223,98 86 89,56 94,92
1000 467,04 286,28 86,9 80,15 88,09
Tabla I.10: Tiempo de respuesta en el servidor (pasivo) para un grupo de trabajo
de 20 vecinos para el Nexus One
Nexus One pasivo
WG 25 RT Dev CPU SRT MaxSRT
100 96,03 25,91 60,4 24,26 26,28
200 103,19 38,71 83 30,98 34,53
300 167,58 50,19 86,1 40,24 43,24
400 250,53 77,68 85 49,89 54,97
500 357,13 126,19 92 74,41 78,1
600 496,62 218,79 94,1 96,25 104,29
700 480,87 156,16 85,3 93,42 100,18
800 531,93 210,02 86 97,47 107,15
900 505,89 300,11 89 93,45 102,97
1000 524,96 372,62 87,1 82,39 96,23
Tabla I.11: Tiempo de respuesta en el servidor (pasivo) para un grupo de trabajo
de 25 vecinos para el Nexus One
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Las Tablas I.12, I.13, I.14 y I.15 muestran el tiempo de respuesta en el servi-
dor activo sobre el Motorola Milestone para grupos de trabajo de 5, 10, 20 y 25
clientes, respectivamente.
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Motorola Milestone activo
WG 5 RT Dev CPU SRT MaxSRT
100 60,91 22,95 6,9 24,28 28,18
200 62,45 21,15 9 23,75 30,91
300 64,4 20,6 11 25,24 28,58
400 67,33 21,36 13 27,2 31,12
500 67,84 21,02 18,8 28,08 35,99
600 68,84 21,64 19 27,42 32,67
700 68,14 21,74 24 27,08 30,36
800 66,01 20,74 25 26,42 30,37
900 68,03 21,51 27,7 26,99 32,67
1000 67,91 21,6 31 27 33,41
Tabla I.12: Tiempo de respuesta en el servidor (activo) para un grupo de trabajo
de 5 vecinos para el Motorola Milestone
Motorola Milestone activo
WG 10 RT Dev CPU SRT MaxSRT
100 72,89 28,02 7,1 19,63 20,49
200 69,35 23,92 13 17,71 22,5
300 73,67 18,43 17,8 26,16 30,1
400 78,13 23,07 18,8 25,1 31,38
500 75,9 19,04 26 25,95 29,28
600 80,35 26,04 31,7 27,09 33,51
700 81,73 26,06 31 26,58 34,59
800 78,69 23,82 40,8 25,5 38,22
900 76,32 20,47 43,9 24,21 31,13
1000 78,29 21,99 45,1 25,83 36,23
Tabla I.13: Tiempo de respuesta en el servidor (activo) para un grupo de trabajo
de 10 vecinos para el Motorola Milestone
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Motorola Milestone activo
WG 20 RT Dev CPU SRT MaxSRT
100 78,65 20,81 12,8 16,84 17,99
200 77,69 17,25 16 22,86 30,96
300 84,26 17,78 35,4 30,79 36,26
400 96,71 24,51 38 32,77 37,39
500 81,19 21,24 40 28,81 33,09
600 103,62 39,43 46 31,9 41,46
700 97,92 26,56 47 32,83 45,56
800 82,63 26,52 62,4 26,84 33,44
900 93,31 30,57 56,5 30,24 41,98
1000 88,52 26,54 66,3 25,72 34,21
Tabla I.14: Tiempo de respuesta en el servidor (activo) para un grupo de trabajo
de 20 vecinos para el Motorola Milestone
Motorola Milestone activo
WG 25 RT Dev CPU SRT MaxSRT
100 77,77 16,28 13,3 21,32 23,97
200 78,48 18,31 19,2 27,51 32,37
300 88,55 24,19 31 28,79 33,46
400 97,39 31,33 36,6 31,72 40,48
500 104,62 43,89 47 31,2 37,1
600 124,26 42,17 61,2 42,25 58,62
700 108,87 45,85 65,3 36,73 44,19
800 107,1 50,06 62,4 35,51 53,67
900 116,88 60,37 71 35,16 56,56
1000 109,12 55,79 79 34,75 53,66
Tabla I.15: Tiempo de respuesta en el servidor (activo) para un grupo de trabajo
de 25 vecinos para el Motorola Milestone
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Las Tablas I.16, I.17 y I.18 muestran el tiempo de respuesta en el servidor
activo sobre el Nexus One para grupos de trabajo de 5, 20 y 25 clientes, respec-
tivamente.
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Nexus One activo
WG 5 RT Dev CPU SRT MaxSRT
100 60,82 22,08 17 21,27 24,48
200 59,83 20,5 13 19,83 25,35
300 63,55 20,83 20 24,38 28
400 66,71 20,77 30 27,42 32,44
500 68,77 21,62 38 27,26 32,04
600 70,39 23,1 49,5 28,47 39,78
700 70,92 23,45 56 28,4 37,18
800 68,97 22,44 60,4 28,26 34,84
900 68,61 22,92 69 28,48 37,62
1000 70,84 24,51 72 28,32 37,28
Tabla I.16: Tiempo de respuesta en el servidor (activo) para un grupo de trabajo
de 5 vecinos para el Nexus One
Nexus One activo
WG 20 RT Dev CPU SRT MaxSRT
100 77,37 23,26 23,8 16,67 19,68
200 77,13 19,95 38 22,27 34
300 79,59 17,17 56,6 26,64 32,02
400 83,07 25,81 74,2 29,14 32,58
500 195,92 63,28 82,9 26,69 31,07
600 246,46 86,01 82,8 30,26 34,65
700 297,3 101,41 82,8 34,03 39,09
800 350,88 122,83 84,2 39,41 45,17
900 394,66 142,36 86 43,64 50,8
1000 410,14 181,39 87 50,86 57,13
Tabla I.17: Tiempo de respuesta en el servidor (activo) para un grupo de trabajo
de 20 vecinos para el Nexus One
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Nexus One activo
WG 25 RT Dev CPU SRT MaxSRT
100 79,94 19,4 32 18,96 21,39
200 77,94 17 44,5 28,09 33,47
300 104,03 23,48 66 35,11 42,08
400 178,11 51,51 83 25,88 28,02
500 238,16 72,82 82,8 28,84 33,4
600 304,12 92,3 84,9 32,34 37,55
700 358,98 115,61 85,1 35,98 42,81
800 417,96 133,95 85,7 40,76 45,84
900 473,13 155,19 87,9 45,84 52,94
1000 524,35 191,4 88 57,49 71,36
Tabla I.18: Tiempo de respuesta en el servidor (activo) para un grupo de trabajo
de 25 vecinos para el Nexus One
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Las Tablas I.19 y I.20 muestran la comparación entre la implementación inicial
y la implementación “select” sobre el Nexus One, al variar sus grupos de trabajo
a valores de 10 y 20, respectivamente.
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ONE TCP base Select
WG 10 RT Dev CPU SRT MaxSRT RT Dev CPU SRT MaxSRT
100 78,23 30,41 16 18,2 20,15 77,93 28,16 8 17,71 19,24
200 74,02 25,06 25,2 18,5 24,9 76,77 21,69 21,5 23,39 27,76
300 79,45 24,57 37 25,78 28,62 76,42 21,74 32 24,16 28,61
400 81,02 24,05 59,6 27,71 30,4 86,01 25,26 46 29,7 35,67
500 93,61 28,56 68,7 31,83 40,51 91,77 30,8 52 29,2 38,75
600 147,73 100,48 83,8 40,93 44,37 97,62 34,65 67,7 33,87 48,1
700 195,47 76,24 83,2 49,85 52,39 111,58 36,6 82 44,71 53,14
800 237,71 91,09 85,9 58,08 62,23 177,23 50,66 89,9 54,34 59,09
900 270,25 104,97 84,2 64,79 68,9 214,09 64,17 87 64,23 68,56
1000 300,96 132,04 84,2 68,77 75,48 249,27 65,51 86 79,76 82,48
Tabla I.19: Rendimiento del sistema para el Nexus One con un grupo de trabajo
de 10 vecinos. Implementación base y mejora select
ONE TCP base Select
WG 20 RT Dev CPU SRT MaxSRT RT Dev CPU SRT MaxSRT
100 88,22 32,16 27,6 19,17 22,83 91,7 27 21,6 18,85 19,81
200 94,57 29,06 45,5 25,56 32,77 84,03 19,92 39 27,93 31,36
300 128,16 28,88 73,3 45,23 50,87 102,75 28,86 61,4 42,85 51,05
400 195,92 63,42 84,2 43,15 47,4 121,89 36,04 87,1 50,24 60,11
500 273,58 89,08 84 59,82 63,94 214,52 43,43 88 86,52 90,08
600 326,79 106,94 86,2 70,21 76,9 261,65 49,07 89,9 108,72 113,13
700 400,45 142,76 87 76,44 86,92 306,15 60,33 87 122,88 136,73
800 447,02 155,46 87 90,43 96,68 337,05 79,58 89,1 99,43 107,46
900 473,99 223,98 86 89,56 94,92 384,47 81,41 88,2 112,63 115,05
1000 467,04 286,28 86,9 80,15 88,09 438,94 95,03 91 129,32 131,82
Tabla I.20: Rendimiento del sistema para el Nexus One con un grupo de trabajo
de 20 vecinos. Implementación base y mejora select
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Las Tablas I.21, I.22 y I.23 corresponden a la evaluación de prestaciones del
sistema con la mejora select, sobre el Nexus One y para un WG de 5 al cambiar
el valor de SPT a 2, 4 y 6, respectivamente.
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ONE 2 SPT
WG 5 RT Dev CPU SRT MaxSRT
100 65,24 21,79 7 20,25 22,48
200 67,45 22,77 12,9 21,8 23,81
300 66,93 22,58 16,2 24,41 27,38
400 68,51 22,88 22,8 26,03 29,08
500 69,95 23,68 30,7 26,54 30,23
600 70,2 25,75 44,5 23,69 28,62
700 69,06 23,77 49 23,24 29,04
800 69,94 24,23 54 24,22 30,75
900 74,31 27,67 64,3 25,05 34,15
1000 74,85 28,68 66,7 25,68 33,79
Tabla I.21: Tiempo de respuesta en la implementación select para un grupo de
trabajo de 5 vecinos sobre el Nexus One con 2 SPT
ONE 4 SPT
WG 5 RT Dev CPU SRT MaxSRT
100 65,75 21,85 10,2 20,55 22,44
200 67,23 22,8 14,2 22,02 23,89
300 66,3 22,69 17,8 22,09 27,62
400 68,05 22,75 22,2 25,1 28,98
500 69,34 22,72 34,3 26,01 28,85
600 71,94 24,41 38,4 26,96 32,69
700 69,18 23,57 51 24,32 29,54
800 70,93 24,61 55 25,03 30,89
900 70,41 25,27 65 23,01 29,77
1000 71,17 26,33 69 23,25 29,92
Tabla I.22: Tiempo de respuesta en la implementación select para un grupo de
trabajo de 5 vecinos sobre el Nexus One con 4 SPT
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ONE 6 SPT
WG 5 RT Dev CPU SRT MaxSRT
100 66,05 21,86 10 20,45 22,28
200 66,84 22,79 17,2 21,92 24,3
300 66,99 22,69 22,8 23,59 27,62
400 68,07 22,78 23,2 24,97 27,56
500 68,82 23,23 34 24,22 29,34
600 72,19 24,78 39 26,75 30,98
700 70,28 24,11 53 23,82 29,46
800 70,7 24,11 56,5 24,05 28,85
900 72,22 26,2 65,6 24,38 30,66
1000 75,26 30,24 79 25,61 32,81
Tabla I.23: Tiempo de respuesta en la implementación select para un grupo de
trabajo de 5 vecinos sobre el Nexus One con 6 SPT
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Las Tablas I.24, I.25 y I.26 corresponden a la evaluación de prestaciones del
sistema con la mejora select, sobre el Nexus One y para un WG de 10 al cambiar
el valor de SPT a 2, 4 y 6, respectivamente.
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ONE 2 SPT
WG 10 RT Dev CPU SRT MaxSRT
100 74,59 26,86 10,8 15,97 17,25
200 76,68 22,54 20,2 23,04 26,31
300 79,21 22,31 31 26,41 30,64
400 79,98 22,88 45 25,6 34,61
500 87,95 28,37 54 31,67 46,8
600 88,54 29,88 69 28,92 48,29
700 115,3 34,39 85 45,29 52,64
800 186,6 48,99 84 61,05 68,86
900 215,6 59,38 87,9 66,79 69,69
1000 246,2 60,92 89 77,24 79,8
Tabla I.24: Tiempo de respuesta en la implementación select para un grupo de
trabajo de 10 vecinos sobre el Nexus One con 2 SPT
ONE 4 SPT
WG 10 RT Dev CPU SRT MaxSRT
100 81,41 29,1 13,1 18,12 19,6
200 76,85 22,75 21,2 22,98 26,93
300 77,74 22,69 36 24,2 30,09
400 81,16 24,04 43 25,01 36,52
500 92,22 31,67 53 31,6 41,15
600 86,4 28,75 68 28,81 39,73
700 144,4 41,78 88 57,89 62,14
800 184,1 45,86 87,9 60,55 70,13
900 217 58,62 89,9 67,31 69,96
1000 248,8 73,38 88,9 78,98 82,38
Tabla I.25: Tiempo de respuesta en la implementación select para un grupo de
trabajo de 10 vecinos sobre el Nexus One con 4 SPT
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ONE 6 SPT
WG 10 RT Dev CPU SRT MaxSRT
100 82,35 29,11 14,2 18,51 20,01
200 77,14 22,62 38 24,05 27,76
300 84,88 45,76 75,2 27,17 30,96
400 88,81 28 74,8 30,27 42,64
500 93,13 32,35 66 34,34 46,03
600 118,9 36,97 78 50,29 62,95
700 165,4 44,39 87 61,96 64,97
800 195,1 47,56 89,9 66,94 74,9
900 222 57,18 90,9 68,54 71,33
1000 252 54,42 88 79,95 82,04
Tabla I.26: Tiempo de respuesta en la implementación select para un grupo de
trabajo de 10 vecinos sobre el Nexus One con 6 SPT
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Las Tablas I.27, I.28 y I.29 corresponden a la evaluación de prestaciones del
sistema con la mejora select, sobre el Nexus One y para un WG de 20 al cambiar
el valor de SPT a 2, 4 y 6, respectivamente.
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ONE 2 SPT
WG 20 RT Dev CPU SRT MaxSRT
100 88,99 26,8 23 19,14 21,79
200 85,88 20,01 41 29,97 33,95
300 110,5 28,65 67,3 47,22 56,94
400 162,7 35,71 89 65,35 67,82
500 220,3 36,47 88 91,29 93,44
600 271,6 46,4 87 115 119,14
700 320,7 46,9 88,9 137,7 143,63
800 355,1 79,89 90 112,6 126,48
900 392,2 79,85 89 116,6 119,26
1000 445 94,41 91,9 132,6 141,16
Tabla I.27: Tiempo de respuesta en la implementación select para un grupo de
trabajo de 20 vecinos sobre el Nexus One con 2 SPT
ONE 4 SPT
WG 20 RT Dev CPU SRT MaxSRT
100 87,15 25,58 21,2 19,99 22,16
200 89,88 22,19 43,9 32,28 38,27
300 115 29,52 69 50,02 58,81
400 173,1 30,88 88 68,95 70,92
500 223,3 36,09 90,1 92,57 95
600 275,4 40,25 87,9 118,3 121,66
700 326,7 52,81 88,9 140,6 144,37
800 360,9 75,08 89 119,6 138,78
900 395,8 82,54 92 120,1 131,55
1000 454,6 95,25 90,1 135,7 158,75
Tabla I.28: Tiempo de respuesta en la implementación select para un grupo de
trabajo de 20 vecinos sobre el Nexus One con 4 SPT
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ONE 6 SPT
WG 20 RT Dev CPU SRT MaxSRT
100 88,05 24,85 24 20,42 21,39
200 89,89 21,35 42,5 32,27 38,06
300 114,7 30,82 71 47,57 58,49
400 171,1 28,86 87 68,09 69,63
500 225,1 33 86,7 94,92 97,11
600 276,9 39,26 88,2 119,7 123,27
700 324,4 50,79 87,8 137 145,77
800 369,7 76,09 89 125,6 140,49
900 403,2 83,19 90 121,8 150,55
1000 463,9 95,14 91 140,8 149,16
Tabla I.29: Tiempo de respuesta en la implementación select para un grupo de
trabajo de 20 vecinos sobre el Nexus One con 6 SPT
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Las Tablas I.30 y I.31 muestran el rendimiento de la implementación UDP para
el Nexus One con los grupos de trabajo de 10 y 20 clientes, respectivamente.
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WG 10 RT Dev CPU SRT MaxSRT
100 1,93 0,44 22,70 0,84 0,92
200 2,47 1,27 36,90 1,00 1,53
300 3,79 2,89 50,00 1,35 2,57
400 4,28 3,34 62,10 1,50 2,70
500 6,52 6,17 77,00 2,20 4,62
600 9,82 12,57 91,90 3,34 8,13
700 42,54 46,60 93,00 74,41 81,81
800 54,84 54,39 93,01 88,38 97,74
900 64,85 72,84 93,20 98,58 122,63
1000 81,26 103,61 94,00 104,04 117,35
% pérdidas servidor % pérdidas clientes
POS FIN ACK TRC POS FIN ACK CTR
100 0,00 0,00 0,00 0,01 0,00 0,00 0,00 0,00
200 0,00 0,00 0,01 0,04 0,00 0,00 0,01 0,00
300 0,00 0,00 0,01 0,09 0,00 0,00 0,01 0,00
400 0,00 0,00 0,06 0,14 0,00 0,00 0,06 0,00
500 0,00 0,00 0,10 0,19 0,00 0,00 0,10 0,00
600 0,00 0,00 0,18 0,38 0,00 0,00 0,18 0,00
700 0,00 0,00 7,03 91,60 0,00 0,00 7,03 0,00
800 0,00 0,00 14,76 96,15 0,00 0,00 14,76 0,00
900 0,00 0,00 24,71 96,68 0,00 0,00 24,71 0,00
1000 0,00 0,00 25,90 97,58 0,00 0,00 25,90 0,00
Tabla I.30: Rendimiento del sistema para el Nexus One con un grupo de trabajo
de 10 clientes con la implementación UDP
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WG 20 RT Dev CPU SRT MaxSRT
100 2,94 1,30 32,30 1,11 1,21
200 6,15 5,91 60,00 2,11 2,67
300 13,48 12,08 84,80 5,57 7,60
400 83,71 49,92 93,00 83,65 92,74
500 78,96 55,84 93,00 87,04 96,82
600 84,01 53,51 93,40 88,54 108,31
700 84,15 54,56 93,42 89,70 98,39
800 97,61 67,05 93,60 90,62 102,50
900 170,26 170,65 94,00 99,07 109,81
1000 260,26 206,57 94,01 102,81 119,73
% pérdidas servidor % pérdidas clientes
POS FIN ACK TRC POS FIN ACK CTR
0,00 0,00 0,00 0,02 0,00 0,00 0,00 0,00
0,00 0,00 0,03 0,08 0,00 0,00 0,03 0,00
0,00 0,00 0,20 0,33 0,00 0,00 0,20 0,00
0,00 0,00 10,55 95,04 0,00 0,00 10,55 0,00
0,00 0,00 22,72 97,56 0,00 0,00 22,72 0,00
0,00 0,00 35,23 98,14 0,00 0,00 35,23 0,00
0,00 0,00 40,50 98,48 0,00 0,00 40,50 0,00
0,00 0,00 44,83 98,84 0,00 0,00 44,83 0,00
0,00 0,00 50,46 99,00 0,00 0,00 50,46 0,00
0,00 0,00 51,72 99,18 0,50 6,06 52,04 0,54
Tabla I.31: Rendimiento del sistema para el Nexus One con un grupo de trabajo
de 20 clientes con la implementación UDP
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Las Tablas I.32, I.33, I.34 y I.35 muestran el rendimiento del Motorola Miles-
tone para la implementación UDP con todos los grupos de trabajo considerados:
5, 10, 20 y 25, respectivamente.
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WG 5 RT Dev CPU SRT MaxSRT
100 1,64 1,93 5,00 0,77 0,84
200 2,00 2,92 9,90 0,88 0,96
300 2,30 4,56 15,20 1,00 1,12
400 2,73 5,74 15,50 1,18 1,31
500 3,27 7,57 17,90 1,26 1,53
600 3,50 12,34 21,70 1,39 1,88
700 3,58 12,28 25,80 1,50 1,96
800 3,79 13,59 26,80 1,56 2,01
900 4,25 14,75 29,50 1,71 2,04
1000 4,26 15,29 29,50 1,79 2,07
% pérdidas servidor % pérdidas clientes
POS FIN ACK TRC POS FIN ACK CTR
100 0,00 0,00 0,00 0,00 0,00 0,00 0,00 0,00
200 0,00 0,00 0,00 0,01 0,00 0,00 0,00 0,00
300 0,00 0,00 0,00 0,00 0,00 0,00 0,00 0,00
400 0,00 0,00 0,00 0,02 0,00 0,00 0,00 0,00
500 0,00 0,00 0,01 0,05 0,00 0,00 0,01 0,00
600 0,00 0,00 0,00 0,03 0,00 0,00 0,00 0,00
700 0,00 0,00 0,01 0,02 0,00 0,00 0,01 0,00
800 0,00 0,00 0,00 0,02 0,00 0,00 0,00 0,00
900 0,00 0,00 0,01 0,04 0,00 0,00 0,01 0,00
1000 0,00 0,00 0,00 0,02 0,00 0,00 0,00 0,00
Tabla I.32: Rendimiento del sistema para el Motorola Milestone con un grupo de
trabajo de 5 clientes con la implementación UDP
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WG 10 RT Dev CPU SRT MaxSRT
100 2,10 2,84 12,10 0,96 1,01
200 3,01 5,25 13,30 1,24 1,33
300 3,79 5,53 19,00 1,44 1,62
400 4,34 9,32 28,10 1,76 1,91
500 4,96 10,33 29,90 2,00 2,24
600 6,39 14,96 59,40 2,32 2,61
700 6,98 18,99 36,40 2,50 2,87
800 7,21 17,54 38,50 2,84 3,27
900 7,87 19,57 46,90 3,17 3,84
1000 12,66 35,24 53,10 3,89 4,92
% pérdidas servidor % pérdidas clientes
POS FIN ACK TRC POS FIN ACK CTR
100 0,00 0,00 0,00 0,00 0,00 0,00 0,00 0,00
200 0,00 0,00 0,00 0,01 0,00 0,00 0,00 0,00
300 0,00 0,00 0,07 0,13 0,00 0,00 0,00 0,00
400 0,00 0,00 0,01 0,03 0,00 0,00 0,01 0,00
500 0,00 0,00 0,00 0,05 0,00 0,00 0,00 0,00
600 0,00 0,00 0,01 0,04 0,00 0,00 0,01 0,00
700 0,00 0,00 0,00 0,05 0,00 0,00 0,00 0,00
800 0,00 0,00 0,02 0,06 0,00 0,00 0,02 0,00
900 0,00 0,00 0,01 0,06 0,00 0,00 0,01 0,00
1000 0,00 0,00 0,02 0,06 0,00 0,00 0,02 0,00
Tabla I.33: Rendimiento del sistema para el Motorola Milestone con un grupo de
trabajo de 10 clientes con la implementación UDP
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WG 20 RT Dev CPU SRT MaxSRT
100 3,11 4,17 14,30 1,37 1,46
200 5,15 6,23 21,60 2,15 2,33
300 7,73 7,40 32,70 2,76 3,30
400 9,33 8,87 39,10 3,76 4,57
500 12,48 10,10 47,90 4,20 4,95
600 14,24 13,20 55,70 5,62 7,16
700 18,72 13,75 65,00 6,28 8,98
800 27,46 24,01 81,00 9,68 14,32
900 27,72 27,56 81,50 9,05 11,89
1000 43,02 39,69 83,30 11,02 14,84
% pérdidas servidor % pérdidas clientes
POS FIN ACK TRC POS FIN ACK CTR
100 0,00 0,00 0,00 0,01 0,00 0,00 0,00 0,00
200 0,00 0,00 0,00 0,04 0,00 0,00 0,00 0,00
300 0,00 0,00 0,05 0,09 0,00 0,00 0,05 0,00
400 0,00 0,00 0,02 0,05 0,00 0,00 0,02 0,00
500 0,00 0,00 0,07 0,12 0,00 0,00 0,07 0,00
600 0,00 0,00 0,02 0,06 0,00 0,00 0,02 0,00
700 0,00 0,00 0,05 0,11 0,00 0,00 0,05 0,00
800 0,00 0,00 0,04 0,25 0,00 0,00 0,04 0,00
900 0,00 0,00 0,10 0,22 0,00 0,00 0,10 0,00
1000 0,00 0,00 0,11 0,49 0,00 0,00 0,11 0,00
Tabla I.34: Rendimiento del sistema para el Motorola Milestone con un grupo de
trabajo de 20 clientes con la implementación UDP
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WG 25 RT Dev CPU SRT MaxSRT
100 4,00 5,17 16,30 1,61 1,66
200 5,96 6,86 25,80 2,48 2,58
300 13,14 45,13 47,50 4,41 4,79
400 12,69 9,50 49,50 4,43 5,94
500 24,04 35,14 90,90 10,55 12,36
600 27,05 46,88 92,00 10,74 13,30
700 36,08 59,29 92,30 22,15 25,53
800 48,63 67,22 92,40 13,94 17,70
900 137,88 122,65 93,00 27,41 35,40
1000 337,07 192,71 93,00 83,69 122,10
% pérdidas servidor % pérdidas clientes
POS FIN ACK TRC POS FIN ACK CTR
100 0,00 0,00 0,00 0,00 0,00 0,00 0,00 0,00
200 0,00 0,00 0,01 0,04 0,00 0,00 0,01 0,00
300 0,00 0,00 0,01 0,07 0,00 0,00 0,01 0,00
400 0,00 0,00 0,04 0,08 0,00 0,00 0,04 0,00
500 0,00 0,00 0,05 1,10 0,00 0,00 0,05 0,00
600 0,00 0,00 0,05 1,62 0,00 0,00 0,05 0,00
700 0,00 0,00 0,06 3,02 0,00 0,00 0,06 0,00
800 0,00 0,00 0,11 7,23 0,00 0,00 0,11 0,00
900 0,00 0,00 0,12 9,20 0,00 0,00 0,12 0,00
1000 0,00 0,00 0,18 43,55 0,00 0,00 0,18 0,00
Tabla I.35: Rendimiento del sistema para el Motorola Milestone con un grupo de
trabajo de 25 clientes con la implementación UDP
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