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As the major function of Recommender Systems (RSs) is recommending commer-
cial items to potential consumers (i.e., system users), providing correct information
of RS is crucial to both RS providers and system users. The influence of RS over
Online Social Networks (OSNs) is expanding rapidly, whereas malicious users con-
tinuously try to attack the RSs with fake identities (i.e., Sybils) by manipulating
the information in the RS adversely. In this thesis, we propose a novel robust rec-
ommendation algorithm called RobuRec which exploits a distinctive feature, ad-
mission control. RobuRec provides highly Trusted recommendation results since
RobuRec predicts appropriate recommendations regardless of whether the ratings
are given by honest users or by Sybils thanks to the power of admission control.
To demonstrate the performance of RobuRec, we have conducted extensive exper-
i
iments with various datasets as well as diverse attack scenarios. The evaluation
results confirm that RobuRec outperforms the comparable schemes such as Princi-
pal Component Analysis (PCA) and Least Trimmed Squared Matrix Factorization
(LTSMF) significantly in terms of Prediction Shift (PS) and Hit Ratio (HR).
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As Online Social Network services (OSNs) such as Facebook, YouTube and
LinkedIn are getting popular, the Recommender Systems (RSs) are also spreading
over OSNs. The major function of RS is recommending commercial items to poten-
tial consumers (i.e., system users). For example, RSs provide goods to a user with
customized information, or propose locations where the users might want to visit.
Providing correct information of RS is crucial to both service providers and system
users: (i) From the viewpoints of OSN providers, maintaining and supplying cor-
rect information of RS makes their profit increase, enlarges the market influence
of newly launched items as well as entices new comers to their company. (ii) The
customers save time and unnecessary efforts to search items in mind through con-
veniently acquiring custom-tailored information from the RS. For these reasons,
the RSs keep being proliferated over the Internet world (mainly, OSNs) and the
importance of RSs also being magnified.
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Since OSNs encourage unregistered potential users to become a member of
their systems as many as possible to increase the profit factors such as page views
and click counts, unlimited number of dishonest or malicious users (i.e., attackers)
could enter the OSNs without rigid qualifications. The attacker creates fake iden-
tities (i.e., Sybils) and injects them into the target RS. Each injected Sybil starts
generating fake rating values (i.e., Sybil’s profile) on the target items to distort the
outcome of the RS. The objective of the attackers is overwhelming the activities
of honest users or making biased outcomes by suppressing normal user’s opinions.
Such an attack using malicious identities is widely known as Sybil attack [1]. The
Sybil attacks are mainly focused on peer-to-peer systems at the beginning, they
continue to evolve and are able to severely distort the results of recommender
or ranking systems in the OSNs. The RSs are originally designed for providing
customized information under the assumption that the most of system users are
honest and highly reliable [1, 2]. However, H. Yu et al. showed that the RSs are
proven to be vulnerable to the Sybil attacks (e.g., only 0.1% or 1% of Sybils out
of the honest users is enough to compromise a RS) [3]. Unfortunately, the Sybil
attacks keep being reported from commercial sectors repeatedly1234.
In essence, the most important task of robust RSs is minimizing the distor-
tion of the RS information and maintaining the integrity of recommendations to









posed [4–7]. All these approaches, however, have a fundamental limitation in the
sense that the recommendation predictions are performed with a given RS matrix
containing a number of honest ratings as well as Sybils’ profiles after their Sybil
defense algorithms conducted. In other words, these algorithms start to predict
recommendations with unblocked Sybils, causing a delivery of unreliable recom-
mendation results. The faulty results from information systems such as RSs may
read the Internet users make their decisions falsely. The threat of the Sybil attacks
existing with any suggesting or recommending systems in real world.
1.2 Goal and Contribution
The main goal of this thesis, we pursue to build a robust RS algorithm and
validate our algorithm works robustly by performing extensive experiment with
real world datasets. The most of existing solutions on robust RS algorithms have a
approach to filter out suspicious users using similarity or clustering. The solutions
need to examine all possible information to increase the robustness when they
perform filtering suspicious or malicious users or their rating information.
Our intuition is that if a RS can suggest appropriate recommendations to the
system users regardless of whether the ratings are come from Sybils or not, it
intrinsically overcomes the limitations of the previous approaches such as Sybils
filtering overhead from RS matrix. Without the filtering process in huge RS ma-
trix, we consider the amount of information given by a RS users. Inspired by this
intuition, we propose a RobuRec (Robust Recommendation) algorithm in this
thesis which can dramatically relieve the Sybils’ impact in the RS without any
knowledge of users and under the unlimited number of Sybils. It is worthwhile to
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notice that the aim of RobuRec is to mitigate the Sybil’s bogus rating activities
rather than specify or nullify Sybil’s influence. RobuRec exploits admission control
to monitor and decide whether the newly introduced rating values are acceptable
or not. The admission control makes decisions for each rating value according to
the enough information status where the enough information is interpreted as a
status of the RS at a specific time instance. If the RS is in enough information
status, the RS does not need additional information (i.e., additional rating values)
to predict rating values. In other words, RobuRec does nothing whenever it enters
the enough information status, and our scheme RobuRec, however, maintains the
results of the recommendation outcomes precisely. Moreover, the RS does not need
to consider or identify which rating values are malicious or honest as long as the
RS is in the enough information status.
One may argue that our work is partial increment of existing work such as
[3]. However, we note that even though the concept of enough information was
introduced in Dsybil [3], our solution has the following significant differences: (i)
RobuRec can be deployed onto the general RSs that based on a general scoring
system (e.x., 1∼5), whereas the application of Dsybil scheme is restricted in binary
feedback systems. (ii) RobuRec considers both positive and negative (enough)
information while Dsybil scheme did not.
We will elaborate on the concept of positive and negative enough information
in Chapter 4. We have performed extensive empirical evaluations to verify the
performance of our proposed scheme, RobuRec. The experimental results demon-
strate that RobuRec achieves the best performance against comparable robust
RS schemes such as principal component analysis (PCA) approach [6] and Least
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Trimmed Squares Matrix Factorization (LTSMF) approach [4] in terms of Predic-
tion Shift (PS) and Hit Ratio (HR) over the various Sybil attack strategies.
The main contributions in this paper are summarized as follows:
• We propose a robust model-based Collaborative Filtering (CF) algorithm
called RobuRec leveraging enough information to alleviate the Sybil’s nega-
tive influence on RSs. RobuRec includes minimum number of users for en-
suring enough information on the general RSs through admission control. To
the best of our knowledge, RobuRec is the first step harnessing the concept
of the enough information against Sybil attack on the general RSs.
• To increase the confidence of the evaluations over diverse purposed RSs,
we crawled a real world recommendation dataset, Daum-movie dataset (a
famous movie recommendation web site (http://movie.daum.net) in South
Korea). The Daum-movie dataset is used for comparing the performance
between given datasets and real world dataset. In addition, we fully imple-
mented two popular robust RS schemes, PCA and LTSMF, as our counter-
part schemes.
• We have conducted extensive experiments and verified the performance of
RobuRec with three datasets (MovieLens, Epinion, and Daum-movie) and
various attack scenarios (random, average, bandwagon, and segment attack).
The impact of attack sizes is also compared with three different datasets.
The evaluation results confirm that RobuRec outperforms the comparable
schemes in terms of PS and HR substantially. The PS of RobuRec shows 21%
lower than that of LTSMF and 49% lower than that of PCA on average. The
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HR shows 15% and 34% lower than that of PCA and LTSMF scheme on
average.
1.3 Thesis Organization
The rest of this thesis is organized as follows. We review the previous RS
approaches and their Sybil attack defense methodologies in Chapter 2. In Chapter
3, we present a system model including target applications, an attack model, and
assumptions. We explain how the RobuRec algorithm is designed and works in
Chapter 4. The performance evaluations are presented in Chapter 5. Finally, we




Predicting correct information in RSs is highly dependent on the consistency
of RS matrix, implying maintaining datasets in RS without manipulations. Fol-
lowing this principle, designing robust RS against Sybil attack has been actively
investigated. In this section, we briefly review the major research categories (i.e.,
RS approaches, Sybil attack defense schemes, and robust RS algorithms) relevant
to our approach.
2.1 RS approaches
RSs are defined to a software tool and techniques providing suggestions for
products or items to the relevant users [8–10]. The concept of items in RSs is an
object in which the generalized term should be denoted as what RSs to users.
RSs have many functions such as ‘increase the number of items’, ‘sell more diverse
items’, ‘increase customer satisfaction’, ‘increase user fidelity’, ‘better understand
what the user wants’, and so on [11]. However, the core role among the various
functions is to predict what item(s) should be recommended precisely.
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To conduct recommending items, knowledge-based RSs were proposed. The
knowledge-based RSs recommend items by focusing on specific domain knowl-
edge about how specific feature of items meets the needs of users, which has
two major categories (case- and constraint-based RS). Case-based RS was intro-
duced with suggesting the way of estimating similarity between user needs and
item descriptions [12, 13]. Constraint-based RSs recommend items using prede-
fined recommender knowledge bases that contain explicit rules [14–16] On the
other RS research community, communty-based RS exploiting social relations be-
tween users [17–20].
The RSs were initiated as a major research area after CF was introduced since
mid-1990s [21]. Firstly, CF exploits interactions between users in a RS (i.e., analyze
historical interactions between users) to find out good user-item matches. CF has
two sub-classes which are memory-based and model-based (the former, sometimes,
called as neighborhood-based) [22–28]. The memory-based models commonly use
the similarity between active users in a RS. A common similarity measure is Pear-
son correlation coefficient (PCC) [27] and other variants can be applied to a RS
when the RS computes similarities between users. Item-based CF is an alterna-
tive of the model-based CF which harnesses a similarity between items [29]. The
model-based CF uses hidden features unlike memory-based CF utilizing statistics
between users or items. Matrix Factorization (MF) with gradient descent and al-
ternating least squares was introduced in [30] for predicting hidden rating scores
in a RS. The memory-based models with MF were widely appeared in various re-
searches [31–37]. Secondly, the content-based algorithms try to recommend items
that has the same feature of the user in the past, or selects the best matched
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items with predefined rules [22]. Information retrieval approaches from context
and classification method are considered in [24, 38–43], respectively.
Finally, the hybrid-method combines more than two schemes from CF and
content-based algorithm in order to increase the performance (prediction accuracy)
of RSs [8, 43–48].
2.2 Sybil Attack Defense
As the analyzing social networks, the researches finding the social networks
were introduced [49–51]. To neutralize the Sybil attack, random walks [52] in a
social graph were considered in [53–59]. The approaches leveraging random walks
attempt to find out Sybil identities by estimating the intersection probability be-
tween users. Once a system decides that a user is a Sybil, the system controls the
admission of such user. However, admission control using the intersection proba-
bility of the random walks may neither operate on RSs nor limit the number of
Sybils sufficiently. One of the studies on Sybil attacks proposed a scheme called
SybilGuard [53] leveraging random walks in a social network. SybilGuard limits
the number of accepted Sybils with theoretical bound O(
√
n log n) where n is
the number of honest users in a social network. Further, Yu et al. proposed an
advanced scheme, SybilLimit [54], which can limit the number of Sybils with near
optimal bound O(log n). Tran et al. [60] considered admission control with central-
ized/decentralized version of the ticket distribution scheme based on the concept
of adaptive maximum flow. They focused on that bottlenecks in a social network
graph exist between normal users and Sybil users. This system controls the number
of users’ admissions with a fixed threshold on each user. Based on their previous
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research, Tran et al. proposed GateKeeper [61] which can limit the number of
Sybils with theoretical bound O(log k) where k is the number of connected edges
between honest users and Sybil group. These approaches can control the number
of Sybils, however, quite differed from RobuRec. RobuRec limits the admission
of users’ ratings according to each item’s condition dynamically, whereas Gate-
Keeper considered a static threshold under the global view. The performance of
GateKeeper showed the better performance than SybilLimit [54] from their ex-
perimental study. However, Wei et al. (2012) witnessed that GateKeeper does not
work well with their real world datasets [62].
As a result, the approaches exploiting the intersection probability of random
walks or the bottleneck phenomena in social network graphs are not effectively de-
ployed onto RSs. Also, their admission control schemes are different from RobuRec
in that they do not deal with ranking and recommendation algorithms.
2.3 Robust RS Approaches
There are two folds in terms of RS security, which are privacy and robustness
issues. In this sub-section we briefly explore the two issues on RSs.
First, regarding privacy, RSs collect as many evaluation information as possible
to increase the accuracy of recommendations since RSs provide excellent person-
alized and customized information to users. This nature of RSs leads negative
impact on privacy issue in the system users. To tackle this, researchers explored
privacy-protecting RSs focusing on how RSs parsimoniously use user data [63–71].
The researches provide good research insights on the security of RSs, we are mainly
interested in robustness as stated belows.
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Second, the robustness issue (the main focus of this thesis) was introduce due
to the witness on weakness of RSs since 2002 [11]. Under various attacks on RSs
(detail description on the attack is stated on Section 3.3.), the main interest of
robustness is to design RSs that recommend items properly and robustly even
under attacks. Significant researches have done to defend attacks on RSs [72–88]
Similar to our proposal, Yu et al. (2009) proposed Dsybil which exploits user’s
feedback by introducing the concept of enough information in RSs. However, the
deployment of Dsybil is limited to the systems that operate based on two types
of feedbacks, ‘good’ or ‘bad’, from users. In contrast, RobuRec considers all pos-
sible scoring systems, and thus can be applied on general RSs. Besides, RobuRec
reflects both positive and negative enough information, whereas Dsybil considers
only positive enough information with ‘good’ or ‘bad’ feedback information. For
this reason, RobuRec can deal with a push attack as well as a nuke attack, Dsybil,
however, treats the push attack only. The push attack intends to boost up the rep-
utation of a target item, and the nuke attack intends to decrease the reputation
of a target item, respectively. Mobasher et al. (2007) classified and summarized
various attack scenarios and RS performance metrics [88]. The authors of [7] pro-
posed probabilistic latent semantic analysis (PLSA). Later the PLSA, Mehta et al.
(2007) suggested a principal component analysis (PCA)-based algorithm by lever-
aging the fact that Sybils are highly correlated to each other [5]. Mehta & Nejdl
(2008) enhanced the PCA-based algorithm and introduced the VarSelectSVD algo-
rithm by combining PCA and SVD method [6]. Cheng & Hurley (2010) proposed
least trimmed squares matrix factorization (LTSMF) by eliminating outliers which
have the high value of residual error because Sybils tend to give maximum values
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to their target item [4]. However, none of the robust algorithms [4–7] considers the




RSs are the systems that select and return a list of recommended items for
the system users. The features or outcomes of the RSs can be applied to various
ways such as friends, news, movie, food, music, or book recommendation. However,
generic functions of the RS are summarized into two categories: (i) predicting the
rating value of a user on a targeted item and (ii) suggesting a certain number of
items for a user. In this thesis, we mainly focus on predicting the rating values (the
former function of RS). However, we note that if we predict rating values precisely,
an RS can recommend a fixed number of items to system users (the latter function
of RSs) using the predicted values. Also, we use a basic MF method due to its
popularity and accuracy.
The RS has at least one rating matrix containing users, items, and rating values
given by the users on the items. For example, if a RS has m users and n items,
the RS can be represented as a matrix form of Rm×n with κ rating values. An
attacker creates a number of fake identities to make the RS misbehave or return
wrong items to normal users. There might be various rating systems with various
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values. For instance, one may use ‘good’ or ‘bad’. Possibly, the other can use ‘like’
or ‘dislike’, alternatively. A RS can adopt integer values such as 1, 2, ..., 5 to
represent preference on each item. We use general integer scale values ranges from
Vmin to Vmax. In this paper, we consider Vmin = 1 and Vmax = Λ, where Λ is a
positive integer. If a rating matrix has zero value or empty value, it means the
user does not give a rating value on the items.
There possibly exists the use of implicit feedback such as browsing history
or purchase records. Such information not available to RSs in recommendation
process. However, the information can be represented by binary ranking system
(e.x.,‘1’ for ’purchased’ and ‘0’ for ’not purchased’, or integer ranking for visiting
frequency). The binary ranking transformation might be considered as little in-
formative, but Marlin et al. proved that that kind of implicit data can improve
prediction history [89]. Therefore, by transforming the binary information into
integer ranking system, we believe not only any ranking systems can be applied
into our scheme but also both explicit and implicit ranking work on top of our
approach.
When each user enters a RS, he/she reviews and estimates item(s) in some way.
We assume that a number of Sybils can enter a RS even under the condition that
a Sybil defense mechanism is working. Also, we do not limit the number of Sybils
in the RS. Let ts be discrete time at s, where s = {0, 1, 3, · · · }. Let Callix be the
number of rating values on item ix at time ts+τ including newly introduced honest
users and Sybils. Let Chix and C
ξ
ix
be the number of honest users and Sybils who




We illustrate the status of the RS matrix using an example in Fig. 3.1.
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In Fig. 3.1, the matrix hasm user at time ts. After time goes, the matrix accepts
honest users m′ and ξ Sybils additionally, and Callix represents the total number of
newly accepted users who rated on item. The RS has Rm×n with κ rating values
at ts, where κ is the number of rating values in the initialization phase (i.e., total
number of rating values at time ts).
After some time goes from ts to ts+τ , the newly introduced honest users and
Sybils are included in the RS. Now, the RS has m+m′ + ξ users and the updated




ix . Although the honest users
and Sybils are separated in Fig. 3.1, the RS cannot distinguish honest users and
Sybils at any time. Table 3.1 summarizes the notations used in this thesis.
Newly introduced 
users
Recommendation items (n items)






: 5 3 3
: 2 2 4
um' 3 1 3






u1 1 5 2
u2 2 1
: : : : :






























Figure 3.1 A rating matrix of RS at time ts+τ
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Table 3.1 Notations in this thesis
Notation Description
m the number of honest users in the initialization phase
n the number of items in the initialization phase
κ the number of rating values in the initialization phase
τ updating time interval
m′ newly introduced honest users after τ
κ′ updated number of rating values after τ
ξ newly introduced Sybils after τ
Chix the number of honest users who rated on the item ix
Cξix the number of Sybils who rated on the item ix
sumvhix the sum of honest users’ rating values on the item ix
α the multiplicative factor when the rating value is positive rating
β the multiplicative factor when the rating value is negative rating
Cmax upper threshold of Trust
Cmin lower threshold of Trust
Vmax maximum rating value
Vmin minimum rating value
vjix the rate value on the item ix of user j
Rm×n the rating matrix before Initialization phase containing
m honest users and n items
R′(m+m′+ξ)×n The updated matrix after admission control phase
containing m+m′ honest users, ξ Sybil users and n items
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3.1 Target Applications
As we stated in the previous section, Dsybil using good or bad rating values was
introduced in [3] with theoretical bound of Sybil admission. However, its usage is
limited since it does not work with variable rating range of [Vmin, Vmax]. In contrast,
RobuRec can be adopted by general RSs based on integer scale rating values since
we do not restrict any rating scale or range.
In addition, the binary feedback terms such as ‘good’ or ‘bad’ or ‘like’ or ‘dislike’
can be easily converted into integer values (ex., ‘good’ = 2 and ‘bad’ = 1, or ‘like’
= 5 and ‘dislike’ = 1). This implies that the binary feedbacks of RSs falls into
the general ranking range RSs. As are mentioned before, we use the rating scale
of integer with range of [Vmin = 1, Vmax = Λ] in this paper since we observe the
majority of RSs use rating scale with variable range. In our experiment, Λ is set to
5 in two datasets (MovieLens and Epinion) and set to 10 in one dataset (Daum-
movie), respectively.
3.2 Strong Attacker
Since an attacker can have different kinds of knowledge on the RSs, we assume
a strong attacker who knows the whole status of RS before he starts the attack.
The item popularity can be provided to the attacker due to the nature of RS that
anyone may see the popular items in the RS by just querying random interested
items. And we assume that the attacker knows the number of items on the RS.
This assumption is reasonable since the attacker is able to browse items and
to acquire which items are populated in the RS, easily. Additionally, the attacker
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can identify which items belong to any group, genre, or segment by simply probing
the target RS. Furthermore, the attacker knows the overall rating values as well
as the mean of each item’s rating values in our system model.
3.3 Attack Model
In general, there exist two kinds of Sybil attacks, push and nuke attack. The
push attack attempts to get positive recommendations for the target item(s), while
the nuke attack attempts to give negative recommendations for the target item(s)
[88]. We focus on push attacks as our main attack scenarios since attackers tend to
increase his popularity or recommendation probability in the RS. The push attack
has four possible attack scenarios (random, average, bandwagon, and segment
attack). RobuRec is also designed to be able to fight against those four push
attacks.
Let us now examine in greater detail the push attack model. When an attacker
(say ‘Alice’) succeeds in injecting a number of Sybils in a RS, Alice tries to distort
the RS matrix in order to reflect a malicious goal onto the outcomes of the RS.
If Alice considers push attack, the target item is assigned with maximum rating
value and other target-related items (called filler items) filled with different rating
values in terms of intended attack scenario. Alice can give more fake ratings with
additional items (called selected items) to make her attack sophisticated in case of
bandwagon and segment attack. Let IF and IS be the set of filler items and selective
items, respectively. The filler item size and selective item size (namely, the number
of filler items and selective items) are expressed as |IF | and |IS|, respectively. We
depict the attack related sizes (IF , IS, and attack size) in Fig. 3.2.
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In Fig. 3.2, the attack size(ξ) is generated according to a certain portion of the
train set (i.e., User-Item matrix in this figure) users along with one of possible Sybil
attack strategies. The filler items (IF ) can be controlled by an attacker and the
size varies. The selective items (IS) represent the popular items that an attacker
gives some rating values to make high correlation with the popular items. The







Size (  )ζ
Selective items (IS)
Figure 3.2 Concept of Sybil attack size
The detailed scenarios of four attack strategies are summarized as follows:
• Random attack: an attacker gives Vmax values to the target item and the
rating values with normal distribution around the system mean to the filler
items. Since random attack is intuitive and simple approach, the cost of
attack is the lowest among attack schemes used in this thesis. Note that
the näıve attack is possible by giving Vmax values to the target item and
Vmin on filler item. The näıve attack is proven to be easily detectable [75,
78]. Therefore, as assumed in Section 3.4, we do not test the detectable
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näıve attack but evaluate random attack with the assumption of the strong
attacker.
• Average attack: an attacker gives Vmax values to the target item and the
rating values with normal distribution around at each item mean to the filler
items. Average attack needs more extensive knowledge since the attacker
should know the individual mean and standard deviation for each item. Also,
This attack is more powerful than random attacks [78]
• Bandwagon attack: an attacker gives Vmax values to the filler items, Vmax
values to the selected items. The goal of the bandwagon attack is to associate
the target item with a number of popular items (frequently rated items) so
as to increase the probability of recommending with the popular items. In
the bandwagon attack, the selected items are chosen such that the items
have the most frequently rated items (popular items over all items). If Alice
uses the selected items, she can make her target item get related with such
popular items. As a result, the bandwagon attack is smarter than the average
attack in terms of attacker’s prior knowledge.
• Segment attack: an attacker gives the normal distribution around the global
mean to the filler items. Vmax values are given to the selected items. In
segment attack, the selected items are chosen such that the items have the
most frequently rated items (popular items) in a segment (genre or special
group). In our setting, we define the selected items of segment attack as the
most frequently rating items in the segment.
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Figure 3.3 The initialization, admission control and prediction phase
Before we go forward, we set up three assumptions as shown in 3.3: (i) Initial-
ization Phase: we assume that RobuRec starts with a given rating matrix. The
users and their rating values on each item in the given matrix are assumed as
honest. This honest setting will be used for RobuRec’s starting status. For exam-
ple, an item receives rating values from each honest user who gives any ratings
between time interval (start-point of RobuRec) and (mid-point of that) in Fig.
3.3. This experimental set-up is commonly used for testing the robustness of algo-
Table 3.2 Sybil attacks on RSs
Attack type Selected items Filler items Target item
Random Not used Normal Dist. Max. value
with Global mean
Average Not used Normal Dist. Max. value
with each item mean
Bandwagon Most rated items Normal Dist. Max. value
with Max. value with global mean
Segment Popular items in a Min. value Max. value
group with Max. value with global mean
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rithms [2, 4–7, 88]. And this assumption does not conflict with our goal since we
test the robustness of algorithm not with initial rating matrix containing honest
rating values but with rating matrix containing both honest and Sybil rating val-
ues after admission control phase. Note that RobuRec does not consider whether
the accepted rating values are honest or not. (ii) Admission Control Phase: After
an updating interval (time units), RobuRec performs admission control against
newly introduced users regardless of their honesty or dishonesty. (iii) Rating Pre-
diction Phase: Once the admission control is done and RobuRec admits a number
of new users, then RobuRec performs a prediction of rating values using any kind
of model-based CF approaches. In other words, our scheme can be deployed onto
any kind of prediction algorithms with admission control. This flexibility is one of





The key intuition of RobuRec is that if an item has enough information to
decide the rating values, the item does not use the information of additional users’
rating values. We use two concepts, enough information and overwhelming con-
dition, already stated in [3]. They assume an object is overwhelming if the total
Trust of the identities voting for the object is at least some constant c, where
c > S. S is a real-valued Trust, initialized to some seed value S > 0, for each
identity. However, we set the overwhelming condition in two directions; positive
overwhelming condition if the Trust value exceeds Cmax and negative overwhelm-
ing condition if the Trust value goes under Cmin. Enough information denotes the
status that an item receives the Trust value which is higher than positive over-
whelming condition or lower than negative overwhelming condition. Once an item
gets in eenough information, RobuRec does not reflect the users’ ratings on the
rating prediction stage until the item escapes the enough information status.
And H. Yu, et al. (2009) introduced the concepts in which its algorithm ran-
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domly chooses a recommended item to a user of the RS under the condition of
either overwhelming or not. However, RobuRec exploits those two concepts in
completely different way. We elaborate on this as follows. With the starting status
(m users, n items, and k ratings), RobuRec computes Agreement on each item.
We set the Agreement as a mean value of given rating values on each item since
the mean value can be interpreted as the users’ final Agreements for each item.
Trust of individual item is directly computed from each item’s Agreement using
Cmax. Each item has a number of newly introduced users ( m
′ honest users, ξ Sybil
users) at time ts+τ . RobuRec updates the Trust with the new users’ rating values
( m′ + ξ ratings). Then, the Trust changes whenever RobuRec performs updating
the values.
RobuRec consists of three phases: (i) initialization phase, (ii) admission control
phase, and (iii) rating prediction phase as shown in Fig. 3. In the initialization
phase [t0, ts), RobuRec takes C
h
ix honest users and computes Agreement and Trust
values. In the admission control [ts, ts+τ ) and rating prediction phase [ts+τ , ts+τ+ǫ),
RobuRec uses Trust values with thresholds (Cmax, Cmin) to decide overwhelming
condition (i.e., “positive” or “negative”) when newly introduced users (m′ honest
users, ξ Sybil users) are admitted into the RS. If the new users are honest, the
Trust will stay around Agreement value of each item. However, if the new users are
Sybils, the Trust may keep growing or decreasing since Alice will give maximum
values to the target item and minimum values to the selective items in the push
attack. Therefore, if we set up a threshold value in upper and lower bound of the
Trust (Cmax and Cmin, respectively), we can block malicious ratings by flagging
them as Sybils, indicating exceeded Trust values over Cmax or under Cmin (i.e.,
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enough information status). On the other hand, Alice will give rating values along
with normal distribution to the filler items in case of random, average, and segment
attack under the assumption of ‘strong attacker’ stated in Section 3.2. In that case,
RobuRec limits the number of admitting users based on sumvhix (the sum of the




Input: Rm×n, k, Vmax
Output: Agreement, Trust, RatingCount
1 for x = 1 to n do
2 compute Chix, sumv
h
ix ;
3 compute Agreement of ix;
4 add RatingCount.append(Chix);
5 add Agreement.append(Agreementix);
6 compute Trust of ix;
7 Trust.append(Trustix);
8 end
9 Return Agreement, Trust, RatngCount;
Figure 4.1 The initialization phase procedure
For the initialization phase, let Σi
h
x be the sum of honest users’ rating values
for the item ix, where x ∈ {1, 2, . . . , n}. With the given users admitted during the






























We set the mean of the rating values on an item as Agreement as Eq. 4.1
since we consider that the mean can be considered as Agreement level of ix and
additional users may give rating value around the Agreement level. In Eq. 4.2,
the Trust is normalized by Vmax with respect to Cmax. Also, RobuRec sets up the
Cmax and Cmin values as an upper and lower threshold as stated in Section 4.1.
The parameters ( Cmin, Cmax, and Vmax) are given by the RobuRec algorithm as
an input, which are the given fixed values. In the initialization phase, RobuRec
computes all Agreement and emphTrust values on every item, and uses those values
for the admission control phase. The detailed procedure of initialization phase is
presented in Fig.4.1.
4.3 Admission Control Phase
Once the values of the Agreement and Trust are set up from the initialization
phase, RobuRec starts the admission control phase to block unnecessary users
who are not needed for RobuRec to predict rating values. This implies the item
has already gotten in enough information for the prediction. RobuRec performs
admission control with newly introduced users (i.e., m′ + ξ users) on each item,
and then updates Trust of every items, iteratively. Thus, the Trust value of each
item keeps changing until RobuRec finishes the admission control phase. Note
that RobuRec uses the Agreement from Algorithm 1 as a fixed value during the
admission control phase while the values of Trust keep varying using Algorithm
2. To verify the enough information status of an item, we define a few concepts
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stated in Section 4.1 as follows:
• Positive (negative) rating : if the rating of a user is greater (less) than Agree-
ment, RobuRec decides the rating is a positive (negative) rating.
• Same rating : if a rating of a user is equal to the Agreement, RobuRec decides
the rating is same rating.
• Positive (negative) overwhelming condition: if the Trust of an item is greater
(less) than Cmin (Cmin), RobuRec decides this condition is the positive (neg-
ative) overwhelming condition.
RobuRec considers that an item has enough information if the Trust value
enters either positive or negative overwhelming condition. In any overwhelming
cases, RobuRec does not allow the new user’s rating(s) to be included in the
prediction phase. As shown in Fig. 4.2, if a new user’s rating is a positive rating
or negative rating, then RobuRec compares Trust with Cmax or Cmax to decide
whether Trust should be updated or not. By examining the rating value, RobuRec
divides the result as one of following three cases (i.e., positive rating, negative
rating, or same rating) and decides that the rating value is reliable or unreliable.
Only the reliable rating values are used for prediction phase. The operations of
RobuRec on each case are summarized as follows:
• If Trust is greater than or equal to Cmax in case of positive rating, RobuRec
decides the item has a positive overwhelming condition and flags the rating
value as unreliable, otherwise it sets the rating value as reliable and updates
Trust multiplied by α where 1 < α < 2.
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Algorithm 2: Admission Control
Input: R′(m+m′+ξ)×n, α, β, Cmax, Cmin, Vmax, Agreement, Trust,
RatingCount
Output: Agreement, Trust, RatingCount
1 for x = 1 to n do
2 for j = m to m+m′ + ξ do
3 if vjix then
4 //positive rating;
5 if vjix > Agreement[ix] then
6 //positive overwhelming condition;
7 if Trust[ix] ≥ Cmax then
8 flag vjix as Unreliable;
9 end
10 else
11 flag vjix as Reliable;




16 if vjix ≤ Agreement[ix] then
17 //negative overwhelming condition;
18 if Trust[ix] ≤ Cmin then
19 flag vjix as Unreliable;
20 end
21 else
22 flag vjix as Reliable;
23 Trust[ix] = Trust[ix]× β;
24 end
25 end
26 //same rating ;
27 if vjix == Agreement[ix] then
28 count++;
29 if count ≤ max(m× 0.2, RatingCount[ix]× 2) then





35 count = 0 //reset counter ;
36 end
37 Return flagged matrix R′(m+m′+ξ)×n;
Figure 4.2 The admission phase procedure
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• For the case of negative rating, if Trust is less than or equal to Cmin, RobuRec
decides the item reaches the negative overwhelming condition and flags the
rating values as unreliable, otherwise it sets the rating value as reliable and
updates Trust multiplied by β where β = 2− α.
• In case of same rating, RobuRec flags the rating as reliable and does not
update Trust.
Variable α values are settable. To fix the α, we conducted parameter test with
three datasets. The detailed analysis on the α is stated in Section 5.
However, if Alice gives rating values with normal distribution to filler items
in each case of random, average, and segment attack, the same rating can be
occurred continuously. Als,o there exists a chance that the Agreement is equal to
filler items’ values in segment attack. Since RobuRec does not limit the admission
of the rating values in case of the same rating, Sybil’s rating may keep being
admitted. To prevent this situation, RebuRec limits the number of same rating
(the number of same rating counts) such that RobuRec admits rating values when
the following inequality is satisfied.
the number of same rating counts ≤ min(m× φ,RatingCount[Chix]× ϕ), (4.3)
where m is the number of honest users obtained from initialization
phase and RatingCount[Chix ] is the number of honest users’ rating
values on item ix.
In Equation 4.3, the parameter φ and ϕ is the maximum tolerance level for
an item according to the total number of users and the total number of honest
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ratings on item ix, respectively. And the C
h
ix is equivalent to the number of flagged
(reliable) users on item ix at time ts.
Our setting implies that RobuRec keeps receiving the same rating values, re-
gardless the rating values honest or not, until reaching the number of honest users
that is proportional to φ, or the number of honest rating values that is propor-
tional to ϕ. Same rating implies basically honest ratings, however, extremely large
same rating results the distorted outcomes in a RS. Our intuition is that RobuRec
accepts as many as possible same rating with upper bound φ. However, in the
scenario of having a few honest users, RobuRec only admits small same rating. To
prevent block same rating in the scenario, we set another parameter, ϕ. We set
empirically the maximum tolerance level such that φ = 0.2 and ϕ = 2.
4.4 Rating Prediction Phase
With the updated matrix (R′(m+m′+ξ)×n) which contains only flagged (reliable)
users from the admission control phase, RobuRec starts the rating prediction
phase. For that, any rating prediction schemes among the model-based CF can
be applied. We used the MF approach since its prediction accuracy is high and
vastly used in model-based CF. The MF methods used are expressed by mathe-
matical form in [36, 90–93].
For the explanation of prediction, we explain what we used MF for rating pre-
diction phase in this thesis. A low-rank MF seeks to an approximated rating ma-
trix matrix by multiplication of l-rank factors. We follow the prediction approach
with [91]. The brief explanation of MF is as followings.
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R ≈ UTV, (4.4)
In Eq. 4.4, U , V matrix where R is m × n matrix, U is l ×m matrix (l is l-rank
factors in R). V is l × n matrix, and and l < min(m,n).
Traditionally in Singular Value Decomposition (SVD) [94], minimizing error is
performed using following equation:
1
2
||R− UTV ||2F , (4.5)
where || · ||2F denotes the Frobenius norm.
Since a recommendation matrix contains a large portion of empty elements
(i.e., missing ratings), we perform on observed elements in matrix R in Eq. 4.4 and
Eq. 4.5 facilitating a indicator function. Therefore, the Eq. 4.5 can be represented











Ii,j(Ri,j − UTi Vj)2 (4.6)
where Ii,j denotes the indicator function 1 if user i rated on item j.











Ii,j(Ri,j − UTi Vj)2 +
γ
2
(||U ||2F + ||V ||2F ) (4.7)
The matrix, R′(m+m′+ξ)×n, returned from admission control phase is the input
of rating prediction phase (i.e., R ← R′(m+m′+ξ) × n). We used the well-known
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Gradient descent method to find matrix U and V to predict rating values in this
thesis. The changes of the matrix (R) after each phase are portrayed in Fig. 4.3 ∼
Fig. 4.7.
Recommendation items (n items)
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… 2 2 4
um 3 1 2
Figure 4.3 The rating matrix at time t0
Recommendation items (n items)




u1 1,R … …
u2 4,R … 5,R …
… 5,R … 3,R … 3,R
… 2,R … 2,R … 4,R

























Figure 4.4 Matrix status of the initialization phase
RobuRec start with a given matrix at time t0 Fig. 4.3. Firstly, RobuRec com-
putes all required variables with the matrix a time t0. The initialization phase




vhix as shown in Fig. 4.4.
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u2 3 … 2 … 5
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u1 1 2 … 5 … 1
u2 2 1 … 5 … 1
… … … … … … …
u 1 1 … 5 … 2
Figure 4.5 Matrix status under a Sybil attack
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u1 3,R … 5,U …
u2 3,R … 2,R … 5,R
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u1 1,U 2,U … 5,U … 1,U
u2 2, U 1,R … 5,U … 1,U
… … … … … … …
u  1, U 1, U … 5,R … 2,R
Trust1 Trust2 Trustx Trustn
Figure 4.6 Matrix status of the admission control
After the initialization phase, RobuRec keeps the generated values in memory
for the next phase. During the time period [t0, ts], a RS receives new ratings both
from honest users as well as Sybil users. In Fig. 4.5, the ratings from the honest
user are colored in blue; those from Sybil users are colored in Red. As a result, the
matrix of the RS grows from R to R′(m+m′+ξ)×n at time ts. The admission control
phase started at time ts and ended at time ts+τ . At this phase, RobuRec decides
whether the rating values (Chix + C
ξ
ix
) are reliable or not using Trust for each item.
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RobuRec marks ratings R if it is reliable, otherwise, marks U (unreliable) as shown
in Fig. 4.6. After the admission control phase, RobuRec performs the prediction
phase for computing the hidden rating values (the elements with question marks in
Fig. 4.7). In the prediction phase, RobuRec only uses ratings flagged as R (reliable)
and using Eq. 4.7.
i1 i2 … ix … in
u1 1 … … ?
u2 ? 4 … 5 … ?
… ? 5 … 3 … 3
… 2 ? … 2 … 4
3 1 … ? … 2
? ?
? 1 … ? … ?
… … … … … …
Um+m'  ? … 5 …
Figure 4.7 Matrix status of prediction phase
4.5 Dynamic Parameter Control
As we discussed in Section 4.3, RobuRec requires several control parameters
(Cmax, Cmin, α, and β). Complex control parameters, sometimes, make the predic-
tion results artificial or man-controlled. To simplify RobuRec algorithm and au-
tomatically configure the control parameters, we additionally introduce dynamic
parameter control approach in this Section. Our goal is to eliminate all control
parameters having man-in-the-middle characteristic, and finally set all parameters
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reflecting the condition of a RS accordingly. We will show all steps in this sec-
tion step by step. We simplify the parameter (Cmin) in Sub-section 4.5.1, then we
elaborate new approaches using dynamic and automatic parameter configuration
in terms of Cmax and Cmin in Sub-section 4.5.2 and 4.5.3, respectively.
4.5.1 Simplifying Control Parameters
To simplify a parameter, we firstly focus on Cmin since if we consider a ranking
system in a RS, the minimum value can be configured with Vmin. According to
Eq. 4.2, the possible range of Trust is in [0.0, 1.0]. Also, we can easily notice the
value of Agreementix is the same to one of the integer ranking values. However,
the case of Agreementix = 0 happens rarely since the case is possible only when
the item ix has no ratings. Therefore, we conclude possible minimum value of
Agreementix is approaching to 1.0 as stated in Eq.4.8.
PossilbeMin(Agreementix) ≃ 1.0 (4.8)








From Eq. 4.9, we eliminate one artificial parameter (Cmin) by automatic con-
figuration with Eq. 4.8. Note that the β is the deterministic parameter since
β = 2.0 − α. Now, we have two artificial man-in-the-middle parameters (Cmax
and α). We will eliminate the two manual parameters in the following two Sub-
sections.
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4.5.2 Dynamic Cmax Control
In this Sub-section, we elaborate how Cmax is configured automatically and
accordingly under the RS condition. Our intuition is that if we observe the high
fluctuation of ratings in a RS, we set Cmax with higher value. Since the high
fluctuation means RobuRec can reach to the overwhelming condition easily, which
leads RobuRec do not accept honest ratings. To prevent this phenomenon, we
monitor the standard deviation (STD) of rating values so that we can analyze
the fluctuation of ratings. However, deciding the ratings are highly fluctuated
or not is not trivial. To tackle this challenge, we facilitate the fuzzy rule (FR)
approach as introduced in [95, 96] and practically tested in [97, 98]. We propose
two dynamic Cmax control schemes. We firstly propose a global STD approach
which can configure Cmax according to global STD value in a RS. Secondly, we
propose a FR-based scheme which configures individual Cmax for each item.
Global STD Approach Our intuition of dynamic Cmax control is as follow: (i)
If the STD of all ratings in Rm×n is large, we increase Cmax in proportion to STD.
(ii) Otherwise, we decrease Cmax in proportion to STD We mathematically express
our intuition as follows:
Cmax = Υ× STDglobal, (4.10)
where Υ is set to be one of Cmax maximizing the
detection accuracy by observing Cmax ∈ {2, 3, 4}.
In Eq. 4.10, we set the value of Υ after observing overall PS using three possible
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Figure 4.8 Three confidence levels from the observations on rating scores
Cmax. We found that the overall error (PS) is minimized when Cmax is equal to 2
(vise versa, maximize the overall detection accuracy).
FR-based Approach. Our intuition on FR-based approach is that we can mon-
itor two criteria (mean and STD): (i) if the mean of rating scores on an item is
significantly differs from global mean, it could be an evidence that the ratings on
the item are from Sybils with distorted values. (ii) if the STD of rating scores on
an item is abnormally higher deviation than normal condition, it may contain the
Sybils’ perverted ratings leading distorted rating distribution.
To model our intuition formally, we elaborate our idea mathematically. If µix
of an item ix significantly differs from global µm, the ratings on the item ix is
unstable (i.e., ix shows significant deviation.) as portrayed in Fig. 4.8. And if σix
significantly differs from global σs, the ratings on the item ix is unstable as shown
in Fig. 4.8. However, our intuition is fuzzy since there is no clear boundary between
stable and unstable. To tackle the fuzziness on our idea, we exploit fuzzy logic to
deal with reasoning approximate value.
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The first step to the fuzzy logic, we need to build up FR for fuzzy decision. For
FR decision, we categorize the condition of a RS (i.e., Rm×n) as three conditions:
stable, suspicious and unstable. The only information that we can extract from
Rm×n are mean and STD for each item. Let µix and σix be the mean and STD of
the rating scores on item ix, respectively. We compute the mean and STD of all
µix and σix . Let µm and σm be the mean and STD of all µixs; let µs and σs be
the mean and STD of all σixs. To monitor system condition, we assume that two
distribution follows the normal distribution such that N(µm, σm) and N(µs, σs).
To build up FR decision, by directly following the approach [99], we divide the
normal distribution N(µm, σm) and N(µs, σs) into three intervals, respectively. We
portray the concept of the three levels in Fig. 4.8. We use the converted µ′ix ←
µix and σ
′







were ∗ ∈ {m, s}. We set the decision rules of the analog input values as follows:
• Rule 1: IF µ′ix or σ′ix is in the range of [-0.5, 0.5), THEN the condition is
stable
• Rule 2: IF µ′ix or σ′ix is in the range of [-1.0, -0.5) or [0.5, 1.0), THEN the
condition is suspicious
• Rule 3: IF µ′ix or σ′ix is in the range of [−∞, -1.0) or [1.0, ∞), THEN the
condition is unstable
We select the max−min inferencing and center of gravity approach for defuzzi-
fication since the two approaches are widely used in fuzzy rule-based algorithm [95].
The membership functions are designed following the approach in [99] and depict
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Figure 4.9 Membership functions.
We now elaborate on an example of FR-based decision. Assume that we now
monitor an item (µ′ix and σ
′
ix) among n items in Rm×n. If we observe µ
′
ix = −0.65,
the decision is suspicious according to decision Rule 2. By applying the mem-
bership functions of suspicious as shown in Fig. 4.9, RobuRec notice that the
inference level is equal to 0.7 as depicted in Fig. 4.10(a). In the case of σ′ix = 0.2,
the decision is stable according to decision Rule 1. Same as computing the inference
level of µ′ix , the inference level of σ
′
ix is equal to 0.6 as depicted in Fig. 4.10(b).
The fuzzy number (denoted by A) can be computed by a centroid function in









where ⊙ ∈ {σ′ix , µ′ix}, and x is the output variable, µ(x) is the membership function
to which x belongs to after mapping, the max is upper limit for defuzzification, and
min is lower limit for defuzzification of µ(x).
The inferencing steps are depicted in Fig. 4.10(a) and Fig. 4.10(b) of µ′xi and
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Figure 4.10 Decision results on two items (µ′xi and σ
′
xi
) using max-min inferencing.
x(A⊙) =
−0.48− 0.2275 + 0.2275
0.48 + 0.455
= −0.513 (4.12)
For the conceptual understanding, we present the snapshot of computing the
inference value in Fig. 4.11. Since FR-based approach decides the system conditions
as trinary basis (stable, unstable, suspicious), we apply the value of Eq. 4.12 to
the decision rules again. Since the final value of the FD-based approach x(A⊙) =
−0.513, the Rule 2 is applicable and we conclude the rating condition on ix is
suspicious.


























Final decision (                   ): Suspicious5130.A −=⊕
Figure 4.11 Defuzzification and final decision.
condition identification, we can manage Cmax individually according to each item’s
condition using the following rule. Note that if system is stable, we adopt small
Cmax since the stable ratings’ distribution leads the time to reach the overwhelming
condition; if system is unstable, we set larger Cmax value to increase the time to
reach the overwhelming condition.
• If fuzzy-decision is stable on item ix, set Cxmax = Cglobal × 0.5.
• If fuzzy-decision is suspicious on item ix, set Cxmax = Cglobal × 1.0.
• If fuzzy-decision is unstable on item ix, set Cxmax = Cglobal × 1.5.
By facilitating our FD-based approach, we can automatically manage Cmax
accordingly, that also reflects all the items’ condition into individual Cxmax.
4.5.3 Dynamic Global and Local α Control
In the previous Sub-section 4.5.1 and 4.5.2, the manual setting of required
parameters (Cmin and Cmax) can be substituted with automatically configured
parameters reflecting all items’ condition in Rm·n.
In this Sub-section, we will explore the way of automatic configuration on the
parameter α. To facilitate the impact of α, we elaborate our idea. Each item has
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large standard deviation (STD) in terms of its rating distribution, it needs more
Trust updating to fall into positive or negative overwhelming condition. To control
the speed of updating the Trust on each item, we set two rules as follows from the
give honest dataset:
• Rule 1: if STD of an item is large, RobuRec performs more aggressive update
with such that: High STD→ increase the number of updates before reaching
overwhelming condition → decrease in proportional to STD.
• Rule 2: if STD of an item is small, RobuRec performs conservative update
with such that: Low STD→ decrease the number of updates before reaching
overwhelming condition → increase in proportional to STD.
To hook up α updating with individual STD on each item, we need to formulate
updating rule more in formal. First, we analyze the updating procedure of α. As
stated in Section 5.4.6, the Trust is updated at most ⌈logα (α · Cmax/ Trust)⌉
times. Let the number of updates on an item ix be n
update
ix
. And the STD of an
item ix be STDix. We set n
update
ix
to be inverse proportional to STDix of each
item (i.e., RobuRec updates Trust more aggressively if STDix is large and less
aggressively if STDix is small.)




× ⌈logα (α · Cmax/Trust)⌉ (4.13)
To make Eq. 4.13 effective under α updating rules, we set the exact update
value as follow:
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α′ ← α1/STDix , (4.14)
where the Trust values are fixed constant at time tτ .
To validate the bound of STDix, we explore the lower bound of STDix with α
′.
The possilbe STDix is a number in a positive real number. However, if STDix ≈
0.0, nupdateix is possibly less than 1 meaning that RobuRec never accepts any rat-
ings due to the aggressive updating (i.e., extremely high α). Therefore, we adjust
RobuRec such that it has updating at least two times.
logα′ (α
′ · Cmax/Trust) ≥ 2 (4.15)
logα′ (α
′ · Cmax/Trust) ≥ logα′ α′2 (4.16)
α′ · Cmax/Trust ≥ α′2 (4.17)
Cmax/Trust ≥ α′ (4.18)





STDix ≥ logαCmax/Trust = logCmax/Trust α (4.21)
Finally, if STDix < logCmax/Trust α, we set STDix = logCmax/Trust α.
As shown in this Sub-section, we control α dynamically according to individual






To evaluate the performance of our RobuRec, we use two performance metrics,
prediction shift (PS) and hit ratio (HR) in this thesis. PS is the measure of changes
in prediction value. Let UT and IT be the set of users and items in the test set,








|p′u,i − pu,i|, (5.1)
where N is the number of rating values in test set, p′u,i is the predicted
rating value, and pu,i is the actual value of user u on item i, respectively.
The PS, in Eq. 5.1, is the measure of sensitivity against an attack. The PS
shows the higher value if an attack is successful. Additionally, We define HR to
measure how much an attack impacts to the RS. Since the PS shows the measure
of prediction errors on the RS, it cannot show the target item of Alice is finally
recommended to the normal users after the push attack. To capture the effective-
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ness of the push attack from Alice, the HR measures the number of target item
that appears at the end of K-top recommendation to the normal users. The HR






Hi × 100, (5.2)
where Hi is the indicator function that has the value of 1 if the
target item (ψ) is included K-top recommendation, 0 otherwise.
We tested all items in IT . We implemented K-top recommendation using item-
based CF algorithm (namely, adjusted cosine similarity) as shown in [91]. The item-
based CF tests all items in IT to return K-recommendations (i.e., K-recommended
items will be returned for each item in IT ). Therefore, HRPsi is the mean value







where ψ is a target item in Ψ (ψ ∈ Ψ).
The HRΨ is the mean value when we tested the number of items (|Ψ|). We
computed K-top recommendation for each item in varying the value of K in 10,
20, 30, 40, and 50 items, then checked whether the target item is appeared in
K-recommended items or not. If the recommendation algorithm is robust, the HR
shows lower score under the push attack.
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5.2 Parameter (α) Study
As stated in Section 4.3, we explore the parameter, α, with empirical analysis in
this Section. Note that if α is set, β is also deterministically decided (β = 2−α). We
measured that PSs for each dataset (MovieLens, Epinion and Daum-movie) with
different filler sizes (1%, 3%, 5%, 7%, 10%, 20%, 30%, 40%, and 50%) against three
different attacks (random, average and bandwagon attack). We finally averaged all
PSs and portrayed the results in Fig. 5.1.
The maximum PSs are appeared in α = 1.3, α = 1.4, α = 1.4 from the random,
average and bandwagon attack, respectively; The minimum PSs are appeared in
α = 1.9, α = 1.6, α = 1.6 from the random, average and bandwagon attack, re-
spectively. On overall average including the three attacks, we noticed the empirical
value of α can be set with 1.2 or 1.6 (one of two minimum points in terms of PS).




















 is automatically determined as 





Figure 5.1 Results of varying α with different datasets and attack strategies.
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α > 1.5, the Trust is updated aggressively leading the system condition falls into
overwhelming condition quickly. Since if RobuRec enters overwhelming condition,
it does not accept additional ratings, RobuRec fastly converges into overwhelming
condition may cause the problem that our system gets rid of honest or more
required ratings.
To make our system works stable, we select α = 1.2. It is worthy noting that
finding proper α is trivial task since a system administrator of a RS can figure out
α after training their dataset in little amount of time.
5.3 Datasets and Setup
We use three datasets for testing our RobuRec which are the MovieLens1,
Epinion2, and Daum-movie dataset3.
Table 5.1 Dataset characteristics
Name #users #items #ratings rating scale
MovieLens 943 1,682 100,000 {1, 2, . . . , 5}
Epinion 1,395 2,590 53,258 {1, 2, . . . , 5}
Daum-movie 1,161 4,518 75,493 {1, 2, . . . , 10}
The characteristics of the datasets are summarized in Table 5.1. MovieLens is
the recommendation web pages to recommend movie items to system users, and
the Epinion is a web site that it recommends commercial goods (movies, books,
electronics, and so on) to the system users based on the users’ reviews. Movie-
Lens contains 943 users and 1,682 items with 100K rating values. Additionally,
1 http://movielens.umn.edu, the dataset is downloadable from GroupLens Research,
http://www.grouplens.org/system/files/ml-100k.zip
2 http://www.trustlet.org/datasets/downloaded epinions/ratings data.txt.bz2
3 http://movie.daum.net
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MovieLens dataset contains the information of the genre. RobuRec uses this genre
information when we test the segment attack. Since the MovieLens dataset con-
tains at least 20 rating values for each user, we extract 1,395 users and 2,590 items
from the original Epinion dataset which contains 49,290 users and 139,738 items
to make datasets be similar experimental environments.
Additionally, we crawled on a famous movie recommendation data from http:
//movie.daum.net which provides recommendations of various movies in South
Korea. It contains 73,060 users, 10,742 items, and 300,629 ratings from January
2005 until December 2011. Since the number of items in the Daum-movie dataset
is 2.68 orders of magnitude larger than that of MovieLens dataset and extremely
sparse, we filter out users who have less than 30 rating values, and items which
have less than 5 rating values. Since the main goal of this paper is to find robust
algorithm on the prediction phase, these filtering is still valid for validating the
robustness of RobuRec. And we also extract 1,161 users and 4,518 items from
the original Daum-movie dataset to make three datasets be similar experimental
environments.
Unlike the rating scale of the MovieLens and Epinion dataset which is {1, 2,
. . . , 5}, Daum-movie dataset has rating scale of {0, 1, 2, . . . , 10}. We replaced
the zero rating values with ones since RobuRec uses the rating value zero as non-
rating. We think the replacement is reasonable since the rating value of zero or one
is almost same feeling such that a user dislikes the item (movie). The MovieLens
dataset can be tested the performance against the segment attack due to its genre
information. However, RobuRec could not test the performance on the segment























Find 10% hidden values
Test set (10%)
Test Matrix (10%)
Figure 5.2 Experimental scenarios with four different attack types
To impose attacks on the datasets, we divided dataset into two sub-datasets
which are the train and test set in 5.2. For the train set, we randomly select 90%
of users and their rating values from original dataset. The rest of original set is set
to be a test set. In the attack phase, Alice selects an item as a target of her attack
and generates four attacks (random, average, bandwagon, and segment attack)
according to the attack scenarios stated in 3. We appended attack profiles onto
the train sets.
We vary the attack size (the number of Sybils) 1%, 3%, 5%, 7%, 10%, 20%,
30%, 40%, and 50% of the number of honest users, respectively. Firstly, RobuRec
predicts the rating values of the test set which is hidden to RobuRec using Equation
4.7, and it performs the prediction of the test set values in which the test set is
now combined with Sybils’ ratings, respectively.
The former means the performance of the test set without Sybil attacks, and
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the latter is the measure of performance with the Sybil attacks. Since the filler
item size can be a major fact of attacks, we measure the prediction performance
with varying value of the filler item (in our experiment, we set the five different
filler size 10%, 20%, 30%, 40%, and 50% of the number of items, respectively).
We also select target items in three different ways. First, we select 10 items
randomly among n items, which can be considered a brute force attack. Second,
10 items which has the least count of ratings among all items. This could be the
main goal of the push attack since the push attack pursues boosting the reputation
of unpopular item. Finally, mostly rated 10 items selected as target items, which
could be considered a situation that an attacker may want to distort the outcome
of RS against popular items.
The LTSMF and PCA-based robust RS are proposed in [4,6], respectively. We
select those two algorithms to compare to RobuRec since they run on the basic
MF approach in which RobuRec uses the baseline method in the prediction phase.
We fully implemented PCA-based and LTSMF algorithms, and passed the three
datasets onto the algorithms. In the next subsection, we will show the performance
of RobuRec compared to PCA-based and LTSMF algorithms.
To evaluate our RobuRec algorithm, the parameters used in our experiment
are as follows: α = 1.2, β = 0.8 (automatically determined from α), Cmax = 2,
l = 20 and Cmin= 0.2. Different parameter settings should be possible and more
extensive analysis can be conducted. We leave the impact of the varying parameter
evaluation as our future work. The number of the filler items varies in order to
monitor the performance of the PS for each algorithm. The number of selected
items is set to 10 since an attacker can obtain the 10 popular items reasonably by
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browsing or querying the RS.
Table 5.2 PS scores tested against four attacks with three different datasets
Dataseta Algorithmb RobuRec LTSMF PCA
MovieLens random attack 0.80 0.93 1.27
average attack 0.80 0.94 1.28
bandwagon attack 0.79 0.94 1.23
segment attack 0.80 0.96 1.26
Average 0.80 0.94 1.26
Epinion random attack 1.03 1.14 1.63
average attack 0.85 0.86 1.04
bandwagon attack 0.94 1.21 1.59
Average 0.94 1.07 1.42
Daum-movie random attack 0.79 1.23 2.32
average attack 0.86 1.43 2.64
bandwagon attack 1.19 1.21 1.59
Average 0.95 1.29 2.18
a Target items are randomly selected, and filler size is set to be 10%.
b The PS scores for each attack type and algorithm are averaged.
5.4 Results and Analysis
5.4.1 Performance on PS
Table 5.2 shows the performance of the three robust algorithms in terms of
PS values. We did experiment with the attack size (the number of Sybils) of 1%,
3%, 5%, 7%, 10%, 20%, 30%, 40%, and 50% of the number of the honest users,
then averaged the PS scores. Note that the segment attack could not be tested
in Epinion and Daum-movie dataset since they do not have genre information.
However, the PS scores from varying attack size showed same patterns in which
RobuRec shows the lowest PS scores over all attack sizes and all datasets. RobuRec
keeps the level of the PS low, while LTSMF and PCA show higher PS level than
RobuRec. The performance of PS in MovieLens dataset is portrayed in Fig. 5.3∼
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Table 5.3 The performance (PS score) comparison of varying filler size with Movie-
Lens dataset
Algorithm RobuRec LTSMF PCA
MovieLens random attack 10% 0.92 1.17 1.68
20% 0.99 1.13 1.75
30% 0.97 1.25 1.59
40% 0.94 1.06 1.49
50% 1.03 1.17 1.53
average attack 10% 0.91 1.50 1.17
20% 1.01 1.40 1.09
30% 0.87 1.11 1.53
40% 0.94 1.10 1.40
50% 0.92 1.10 1.42
bandwagon attack 10% 1.13 1.36 1.78
20% 0.92 1.18 1.64
30% 0.86 1.12 1.41
40% 0.65 0.85 1.16
50% 1.06 1.27 1.73
segment attack 10% 0.99 1.27 1.63
20% 0.68 0.85 1.19
30% 0.68 0.81 1.02
40% 0.96 1.18 1.46
50% 1.02 1.14 1.52
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Table 5.4 The performance (PS score) comparison of varying filler size with Epinion
and Daum-movie datasets
Algorithm RobuRec LTSMF PCA
Epinion random attack 10% 1.04 1.47 1.68
20% 1.04 1.16 1.67
30% 1.09 1.38 1.76
40% 1.08 1.33 1.72
50% 1.07 1.44 1.73
average attack 10% 0.91 1.31 1.84
20% 0.71 0.81 0.99
30% 0.90 1.25 1.63
40% 1.12 1.27 1.61
50% 1.04 1.32 1.70
bandwagon attack 10% 0.94 0.93 1.50
20% 0.92 0.94 1.54
30% 1.10 0.94 1.76
40% 0.97 0.94 1.61
50% 0.98 0.94 1.61
Daum-movie random attack 10% 0.79 1.23 2.32
20% 0.55 0.75 1.28
30% 0.91 1.31 2.15
40% 1.15 1.34 2.23
50% 1.04 1.48 2.12
average attack 10% 1.19 1.60 3.02
20% 1.09 1.68 2.65
30% 0.99 2.07 2.75
40% 0.96 1.44 2.41
50% 0.91 1.60 2.39
bandwagon attack 10% 0.86 1.43 2.64
20% 0.96 1.45 2.71
30% 1.37 2.10 3.29
40% 0.50 0.93 1.42
50% 1.38 2.12 3.26
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Table 5.5 Averaged PS scores from three different targets
Algorithm RobuRec LTSMF PCA
Random targets 0.83 1.20 1.84
Most rated targets 1.16 1.35 2.60
Least rated targets 1.05 1.70 3.20
Fig. 5.5. For detailed enhancement, RobuRec can reduce PS score by 21% lower
than that of LTSMF and 49% lower than that of PCA on average.
In case of PCA-based approach, the PS level is higher than those of RobuRec
and LTSMF when the attack size grows up. The PS of the PCA-based approach
shows the worst performance and does not working well in a RS showing the almost
PS s are greater than 1.0. For example, let the actual rating value be 3.0, if the
predicted value is 4.5 because of its poor prediction performance, a user tends to
judge the item is good even though its reputation is staying in the middle level
of recommendation. The PS which is greater than 1.0 leads mis-understanding on
the item easily. The PS values in Daum-movie dataset also shows much higher
except RobuRec. Since the Daum-movie dataset uses the rating range of {1, 2, ...
, 10}, the PS scores of Daum-movie dataset easily grows up more than those of
the range of {1, 2, ... , 5}. In overall attack strategies regardless attack size and
the datasets, RobuRec shows the best performance in terms of PS scores which
implies that RobuRec is the most robust (least sensitive) algorithm against four
possible push attacks.
5.4.2 Impact of Filler Size
The filler size can be a major factor of an attacker since the filler size is man-























Figure 5.3 PS score comparison against random target selection
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Figure 5.4 PS score comparison against most rated target selection
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the three algorithms with variable filler sizes in the three datasets. We varied the
number of filler items in the range of 10%, 20%, 30%, 40%, and 50% of the total
number of items IT . The filler items of each filler size are selected randomly from
IT . Table 5.3 and 5.4 show the PS against varying filler size. Note that Table 5.3
contains the PS results of segment attacks since MovieLens dataset has genre in-
formation; Table 5.4 does not. We select 10 random items in each attack size 1%,
3%, 5%, 7%, 10%, 20%, 30%, 40%, and 50% at each filler size (totally, 90 target
items are randomly chosen in each stage of the filler size test). The averaged PS
values are recorded in Table 5.5.
As shown in Table 5.5, RobuRec shows the lower PS values compared to LTSMF
and PCA-based schemes. In the case of bandwagon attack, we find that the three

























Figure 5.5 PS score comparison against least rated target selection
57
the bandwagon attack show the low values in the middle size of filler size (40% in
our experiment) in MovieLens and Daum-movie dataset while the Epinion dataset
does not show significant changes. The bandwagon attack has the selective items to
increase the impact of the attack, while the random and average attack does not.
We infer the difference comes from the characteristics of the attacks and datasets.
We will leave the more detailed analysis of the PS dependencies according to the
attack strategies as our future work.
5.4.3 Impact of Target Selection Strategy
As stated in Section 3.3, Alice can choose different target item(s) according to
her attack goals. We evaluated three different target selection strategies (random,
most rated, and least rated targets). The random targets show the lower PS scores
compared to those of the most and least rated targets.
Among the attack types against the random targets, the bandwagon attack
is the most efficient attack method. Three robust algorithms show the stable PS
scores against three attacks in the most rated targets. PCA scheme is the weakest
for the three attacks which is the same result in the random targets. The least
rated targets are the weakest targets since PS scores of the targets is higher than
the random and most rated targets on average except for RobuRec (refer to the
Table 5.5 for more details). Especially, the average attack is the most powerful
with the least rated targets.
The least rated targets were clearly considered to be unpopular items, which
can be potential targets of Alice. In the attacker’s position, launching the average
































Figure 5.6 Cmax control results against four different attack types.
(defenders’ point), one should pay more attention or needs to carefully design his
defense algorithm to be robust against the average attack. Also, the bandwagon
attack works commonly on the three target selection strategies. We infer that the
bandwagon attack works efficiently since it considers the popularity of items in IT .
Note that RobuRec shows the lowest PS level against possible attacks and target
selection strategies.
5.4.4 Dynamic Parameter Control
Dynamic Cmax Control We elaborated how to remove manual parameter set-
ting in Sub-section 4.5.2. Firstly, We tested the dynamic parameter control on
Cmax and α, and report the results in Fig 5.6. The Cmax fixed approach represents
there is no control during admission control phase. The Cmax fixed uses Cmax = 2.0
as stated in Section 5.3. The Cmax global uses Cmax is configured using Eq. 4.10,










Total Average on Cmax Control
Figure 5.7 Total average of Cmax control results.
Rm×n. The Cmax fuzzy uses the FR-based Cmax control based on decision rules,
membership functions and defuzzification as we designed in Section 4.5. We tested
the Cmax fixed and Cmax global in the MovieLens dataset against four possible attack
types. For considering Cmax fixed as a baseline scheme, As can be seen in Fig 5.6,
the Cmax fuzzy shows the lowest PS except the random attack, and the Cmax global
shows lower PS than Cmax fixed but higher than that of Cmax fuzzy. We conjec-
ture that dynamic Cmax control is not effective under the random attack since the
random rating according to the global mean and STD countervail the detection
enhancement from dynamic control. However, the differences between the three
schemes under random attack are negligible (PS difference is on 0.006). We report
the total averaged result of Cmax control in Fig. 5.7. As can be seen in Fig. 5.7,
Cmax fuzzy shows the lowest PS, and Cmax global is the middle PS. We conclude































Figure 5.8 α control results against four different attack types.
we can control Cmax more carefully, we can achieve more robust recommendation
with low PS.
Dynamic α Control In this paragraph, we report the result of controlling the
parameter, α based on individual item’s condition. We implemented the scheme
αcontrol based on the updating rule (i.e., Eq. 4.14). On the other hand, for consid-
ering αfixed as a baseline scheme, we fix the α = 1.2 as we stated in Section 5.3.
As can be seen in Fig 5.8, the αcontrol shows lowest PS than αfixed over all pos-
sible attack types. The individual and dynamic α control can reduce the PS and
make RobuRec more robust. We report the total averaged results in Fig. 5.9. As
can be seen in Fig. 5.9, the αcontrol can reduce 7% compared to αfixed in terms
of PS, which is better than dynamic Cmax fuzzy scheme. We note that αcontrol by
updating parameter accordingly can work against four possible attack types, while
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Figure 5.9 Total average of α control results.
the controlling parameter α is more effective way than Cmax to reduce PS.



















Figure 5.10 HR comparison of the three algorithms
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Now we explore the algorithms how robust algorithm works to the system users
in terms of HR. The three algorithms compute similarity between items and return
K items as a recommendation to the users using Equation 5.2. We simulated with
50 target items (i.e., |Ψ| in Equation 5.3), then averaged the HRs. Fig. 5.10 shows
the fraction of targeted item to be included in K-top recommendation.
As K grows up, the HR increases linearly. This result is not surprising since the
growth of K value means that the target item has more possibility to be included in
recommendation items. The three algorithms work efficiently with low HR values
in which all the HR values are smaller than 1% since the algorithms are focused
on the goal of being robust to the Sybils’ activity in RS. However, one that we
notice is that RobuRec showed the best performance over LTSMF and PCA-based
algorithm. As we can see in Fig. 5.10, the HR shows 15% and 34% lower than
that of PCA and LTSMF schemes on average, respectively. Therefore, RobuRec is
robust with low sensitivity of PS as well as HR.
5.4.6 Analysis on Escaping Probability
In this sub section, we discuss the probability of escaping users. We explore
how the honest users’ opinions (rating information) can be preserved even RobuRec
rejects the ratings in the admission control phase.
RobuRec can limit the number of Sybil admissions on a RS. The Agreement is










In normal condition with honest users, RobuRec can admit almost all honest
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users’ ratings, since the honest users gives their ratings following on their own
experiences. This lead the ratings from honest users to be accepted mostly.
However, the honest users’ admissions also possibly limited during the admis-
sion control phase. We explore the probability that “what is the probability that k
users’ ratings are not reflected on item i?”
Let us define escaping users such that the number of users who rated on item
i at time t, but do not have R (tagged as reliable (i.e., the number of users gave
ratings on item i but not included into the prediction phase))
As shown in Figure 5.11, escaping users can be appeared in three two cases as
follows:
• In the case that a user’s Trust is equal to Cmax or lower than Cmax, if the user





















Figure 5.11 The concept of the escaping probability
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keep give positive ratings (we do not consider the user is Sybil or not), the
user’s rating keeps being denied by RobuRec’s admission control mechanism.
• In the case that a user’s Trust is equal to Cmin or lower than Cmin, if the
user keep give negative ratings, the user’s rating keeps being also denied by
RobuRec’s admission control mechanism.
We only consider the case that a user gives positive ratings repeatedly (note
that the negative rating case can be considered as same to the positive case).
Let us consider the case that a user recommends items under non-overwhelming
condition. After the item is recommended with a positive rating, RobuRec will
increase the Trust. At this time, the Trust is multiplied with the parameter α.
Otherwise, the Trust value can stay in the value of Cmax. Therefore, the Trust
can be multiplied at most ⌈logα (α · Cmax/Trust)⌉ times. The probability that the
user’s new rating on that item i is 1/Vmax. The probability that a rating value is
greater than Agreement is pagreement = 1−Agreement/vmax, where Agreement ∈
{1, 2, ..., vmax} and 1/vmax ≤ pagreement ≤ 1.
Now, we compute the escaping probability. Let pke be the probability such that
k ratings from the escaping users are not reflected on item i. We define pke as
followed Eq. 5.5.
pke = Pr{X = k} , pagreement⌈logα(α· Cmax/Trust)⌉+k · (1− pagreement) (5.5)
In Eq. 5.5, (1 − pagreement) is small constant. Also, α, cmax and Trust is given
fixed value during admission control phase. Therefore, the escaping probability can




where Ω = ⌈logα (α · Cmax/Trust)⌉+ k.
In Eq. 5.6, pke depends on k. Moreover, pagreement is less than 1.0, unless other-
wise pagreement = 1.0 that happens with low probability such that all ratings are
given with Vmax implying strongly Sybil’s ratings. Therefore, p
k
e is quickly con-
verges to 0.0 as the value of k is increased. Finally, we conclude that the escaping




In this thesis, we design a novel robust recommendation system named Robu-
Rec that supports general ratings for RS users. The distinctive feature of RobuRec
such as admission control with information level makes it possible to predict rec-
ommendation results without identifying Sybil’s profiles in a RS matrix. Through
the extensive evaluations using three datasets (two publicly obtainable datasets
and one real world dataset we crawled), we demonstrated that RobuRec works
robustly against Sybil attacks in RSs compared to other approaches such as PCA
and LTSMF in terms of PS, filler size, target selection strategies, and HR. The
experimental results confirmed our approach performs robustly and reliably in all
possible settings against various attack strategies. Furthermore, we believe that
because RobuRec insists on no Sybil’s profile in a RS matrix, it can be easily
deployed in existing RSs and the benefits from this flexible adoption could be
immediately achievable. RobuRec is an important step to realize the potential of
information level in RSs because it presents a new axis that can be manipulated to
extract more robustness. Even we analyzed the parameter such as α, the impact
67
of varying system parameters (e.g., Cmax, Cmin) should be explored with extensive
experiment. We believe we tested the representative datasets. However, the char-
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요 약
추천 시스템(Recommender System, RS)은 궁극적인 소비자 (즉, 추천 시스
템 사용자)에게 상업적인 아이템들을 추천해 주는 것이 주요 기능이다. 추천
시스템에서정확한 정보를 제공하는 것은 추천 서비스 공급자와 시스템 사용자
모두에게 중요하다. 온라인 소셜 네트워크의 확산으로 추천 시스템의 영향력은
급격히증가하고있다.반면에추천시스템의의도와는반대로정보를조작하는
거짓 아이덴터티들을 사용한 악의적인 사용자들의 추천 시스템에 대한 공격이
증가하고 있다. 이러한 거짓 아이덴터티들을 활용한 공격을 시빌(Sybil) 공격이
라부른다.본논문에서는다른연구에서소개된적이없는어드미션통제개념을
활용한 RobuRec이라 불리는 새로운 강건한 추천 시스템을 제안한다. 어드미션
통제라는 강력한 개념을 활용하여 정직한 사용자가 생성한 평가인지 혹은 시빌
아이덴터티들을 활용한 악의적인 평가인지에 관계없이 고신뢰 수준의 추천을
예측할 수 있다. RobuRec 시스템의 성능을 보이기 위해, 본 논문에서는 여러가
지 가능한 시빌 공격 시나리오는 물론 다양한 데이터셋을 활용하여 광범위한
실험을 수행하였다. RobuRec은 실험 및 분석을 통해 RobuRec과 비교 가능한
PCA (Principal Component Analysis) 방식 및 LTSMF (Least Trimmed Squared
Matrix Factorization) 방식보다 프리딕션 쉬프트 (Prediction Shift, PS) 및 적중
비율(Hit Ratio, HR)에서 월등한 성능을 보여 주었다.
주요어: 시빌 공격, 추천 시스템, 강건한 알고리즘, 정보 수준
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