The weighted approximation errors of the Post-Widder and the Gamma operators are characterized for functions in L p (0, ∞), 1 p ∞, with a weight x , ∈ R. Direct and strong converse theorems are proved. Two types of characteristics are used-weighted K-functionals of the approximated function itself and the classical fixed step moduli of smoothness taken on a simple modification of it.
Introduction
The Post-Widder operator is given by
where f is a measurable function defined on (0, ∞) and s is a positive real parameter. As usual denotes the Gamma function. A closely related to the Post-Widder operator is the Gamma operator, introduced by Lupas and Müller [9] and given by Both operators have a simple action on the power function (x) = x , x > 0, ∈ R:
Hence the two operators preserve the functions 0 (x) = 1 and (x) = 1 (x) = x. In order to estimate the approximation errors of the two operators we utilize the weighted K-functionals, which for r ∈ N, 1 p ∞, ∈ R, D = The Post-Widder and the Gamma operators were extensively studied. In [6] we gave a brief summary of the results related to the rate of global convergence in terms of weighted K-functionals and contained in [3, 7, 10, 12, 13] . In this paper we continue this line of investigations. One of our main results is a strong converse theorem of type A (in the terminology of [2] ) for the Post-Widder and the Gamma operators for all ∈ R and 1 p ∞. Direct inequalities like (1.5) are well known. For example, they are proved in [13, 3] , but with bigger constants or with additional term s −1 wf p(0,∞) on the right-hand side. The inverse inequality (1.6) seems to be new (except the case = 0, p = ∞ considered by Sangüesa in [12] ). Let us note that Theorem 1.1 implies that the ratio (f − P s (f )) p(0,∞) /K 2 (f, (4s) −1 ) p is bounded between two numbers with ratio less than 6 when s is big enough!
The K-functional (1.4) is characterized in [3, Chapter 6] by the weighted Ditzian-Totik moduli of smoothness. But it turns out that K r (f, t r ) p has a simple characterization in terms of the classical (unweighted fixed-step) moduli of smoothness k (F, t) p (R) . Following the ideas of [5] we obtain:
.
By E and E we denote the exponential function and its powers, i.e. E(x) = e x , E (x) = e x , ∈ R. By (f, t) ∼ (f, t) we mean that (f, t) c (f, t) and (f, t) c (f, t) for all f and t under consideration. Here and in the sequel we denote by c positive numbers independent of the functions f, the parameter t of the K-functional and the parameter s of the operators. The numbers c may differ at each occurrence.
The assertions of Theorem 1.2 follow from Theorems 6.6 and 7.3 proved below. Let us mention that Theorem 6.6 improves the result of [4, Theorem 1 with = E]. Remark 1.3. The characterization of the K-functional K r −1/p (f, t r ) p given in Theorem 1.2 splits into two types, which cannot be unified. Indeed, let ∈ C r (R), ≡ 0, be with a finite support. Set
where 0 (F, t) p(R) means F p(R) . Hence, any two of the above quantities are not equivalent with constants independent of n ∈ N and t ∈ (0, 1]. See also Corollary 5.3.
From Theorems 1.1 and 1.2 we immediately get:
, where N is from Theorem 1.1.
In particular, for the case = 0, p = ∞ we obtain
as in Theorem 1.1, then in the characterization of the errors above f is to be replaced by
The results of this paper have been announced in [6] . The paper is organized as follows. Section 2 contains the inequalities on which the proof of Theorem 1.1 is based. In Section 3 we give the proof of this theorem. Next, Section 4 is devoted to imbedding inequalities needed in the proof of the characterization of the K-functional K r (f, t r ) p by the classical moduli of smoothness. In Section 5 we give several auxiliary results on Kfunctionals. The proof of Theorem 1.2 naturally splits into two parts. In Section 6 we characterize K r (f, t r ) p by K-functionals on the real line with exponential weights taken on a modification of the function. In Section 7 we proceed further to estimate this weighted K-functionals by the classical moduli of smoothness by modifying the function again.
Inequalities for the Post-Widder operator
For the sake of brevity in this and the next section we write · p instead of · p(0,∞) . For ∈ R and s > max{0, } we set
The quantities j ( , s), j ( , s) will be used in the inequalities established in Propositions 2.4-2.9. It is important for us that they remain bounded by absolute constants for ∈ R and s 2 + 8 as Lemma 2.2, (2.17), (2.19) and (2.21) below will show.
Note that the signs of ( v sy − 1) 2j −3 and ( v s − 1) in the definition of j coincide for every y from the integration range. Hence, the inner integral is always a non-negative number. This fact will be used in Propositions 2.5 and 2.6. Lemma 2.1. For ∈ R and s > max{0, } we have
Proof. Applying twice integration by parts we get for j 2
When we plug this formula with z = v/s in the definition of j we get
where
As usual the product is 1 for an upper bound, which is smaller than the lower bound. Direct calculations show that formulae (2.4)-(2.5) remain true for j = 1. From (2.5) we get
Now, applying (2.4) with j = 1, 2 and 3 we complete the proof. For the proof of (2.9) we observe that j are positive by definition. In establishing the upper estimates in (2.9) we start with the case j = 1, which, in turn, will be used when proving (2.9) for the other j's. Note that (2.1) and the positivity of 2 implies 0 < 1 ( , s) < 1 for −1 < < 0,
Now the last inequality in (2.10) implies 1 ( , s)
which verifies (2.9) for j = 1 and < 0. For 0 using
Having in mind that s 2 +8 5s 1 5 we see as in the first case that the last inequality in (2.11) implies (2.9) for j = 1 and 0. In order to prove (2.9) for j = 2, 3 and 4 we estimate from above the inner integral in the definition of j ( , s). For j 1 we have
Direct calculations for j = 1, 2, 3 give
and in particular
Substituting in (2.12) the above values of T j (b, s) with b = 0 and b = + 2j , using (2.9) with j = 1 and the inequality
5 , we prove (2.9) for j = 2, 3, 4 and complete the proof of the lemma.
Remark 2.3.
Note that the lower and upper estimates in (2.10) and (2.11) imply directly (2.6).
The next proposition shows that the Post-Widder operators
are uniformly bounded for all s 10( 2 + 1).
Proof. From (1.1) we get
Applying the generalized Minkowski inequality in this representation we get
Putting = + p −1 in the above inequality we prove (2.13).
In the following proposition we establish a Jackson-type inequality for P s .
Proposition 2.5. For every g such that
14)
Proof. Applying P s to the Taylor expansion of g
we get in view of (1.3)
and hence
Now we apply the Minkowski inequality as in the proof of Proposition 2.4 in order to get (2.14).
The following proposition represents a strong Voronovskaia-type inequality for the Post-Widder operators.
Proposition 2.6. For every g such that
we get as in the proof of Proposition 2.5
Now we apply the Minkowski inequality as in the proof of Proposition 2.4 in order to get (2.15).
In Propositions 2.7-2.9 we give three Bernstein-type inequalities for the operators P s .
There is an absolute constant M 4 such that
for every ∈ R, s 2 + 8.
Proof. Substituting v = su/x in (1.1) we get
Differentiating the above expression twice with respect to x and making the inverse substitution u = xv/s we arrive at
Now we apply the arguments from the proof of Proposition 2.4 in order to get (2.16). The estimate of 1 uses standard arguments-the Cauchy-Schwarz inequality. We have
This proves (2.17).
Proposition 2.8. For every g such that
There is an absolute constant M 5 such that
Proof. Differentiating (1.1) twice with respect to x, substituting v = su/x in the right-hand side integral, differentiating the resulting expression twice with respect to x and making the inverse substitution u = xv/s we arrive at
Hence 
This proves (2.19).
Proposition 2.9. For every g such that
There is an absolute constant M 6 such that
Proof. Differentiating (1.1) twice with respect to x, substituting v = su/x in the right-hand side integral, differentiating the resulting expression once with respect to x and making the inverse substitution u = xv/s we arrive at
Hence
Now we apply the arguments from the proof of Proposition 2.4 in order to get (2.20). As in the proof of Proposition 2.7 we estimate 3 by
This proves (2.21). 
A characterization of the Post-Widder operator error
Now we are ready to prove Theorem 1.1.
Proof. Both sides of (1.5) and (1.6) do not change if we subtract a linear function from f. So we may assume that f ∈ L p ( )(0, ∞).
we have from Propositions 2.4 and 2.5
(The arguments + p −1 and s of j , j are omitted in the proof.) Taking infimum on g we get
which, in view of (2.6), (2.7), proves (1.5).
In order to prove ( 
In view of the estimates of j and j this inequality proves (1.6) and completes the proof of Theorem 1.1 for the Post-Widder operator P s . The proof for the Gamma operator G s is the same as we take into account Remark 2.12.
In the proof of Theorem 1.1 (see (3. 3) above) we have established the following statement which is of importance in itself. 
Remark 3.2. The proof of the theorem follows an idea from [2] . The inequality 3 for s big enough. Now (3.5) and (1.5) implies an inequality for P s f similar to (3.4).
Imbedding inequalities
The proof of the characterization of the K-functional K r (f, t r ) p is based on several imbedding inequalities. As it is known for g ∈ W r p [a, b] there holds (A p + B p ) , sum the inequalities in k and finally raise to power 1/p.
We derive the following corollary from Proposition 4.1, using the well-known Hardy's inequalities (see [8, p. 245] ). 
and now Hardy's inequalities prove (4.4). In a similar way in the case + r − 1 > −1/p we show that the representation As a consequence of (4.5) and (4.6) we get the following simple description of the boundary behavour of g.
Note that the value j = m is not considered in (d).
We shall give a characterization of the weighted K-functional K r −1/p (f, t r ) p by means of K-functionals on R with the weight E . That is why, to clear that additional exponential weight, we shall need the analogue of the above inequalities for such weights. [4] ). Let r ∈ N, ∈ R and 1 p ∞. Then for every
Proposition 4.4 (cf. Ditzian and Totik
where the constant c depends only on and r.
Proof. Using (4.1), we get for a ∈ R and j = 0, 1, . . . , r,
where the constant c depends only on and r. To prove the assertion of the proposition we divide the real line by the points a k = k, k ∈ Z, and apply (4.7) on every interval [a k , a k+1 ]. Thus the case p = ∞ is settled. If p < ∞, we further raise both sides of (4. 
Auxiliary relations about K-functionals
In establishing the result in Theorem 1.2, we shall first relate K r (f, t r ) p to the Kfunctional
where F ∈ L p (E )(R), r ∈ N, ∈ R and t > 0. We emphasize that the two norms in the definition of the K-functional have one and the same exponential weight. Note that the functional spaces in the K-functionals K r and K r are defined, respectively, on (0, ∞) and R.
Proof. The proof follows the lines of its classical analogue (the case = 0) based upon the properties of the modulus r (F, t) p(E )(R) and the construction of modified Steklov functions (see e.g. [1, pp. 177-178] ). Let us note that the quantity in (5.1) is well defined since e (x+h) ∼ e x uniformly for x ∈ R and for 0 < h t t 0 , where t 0 > 0 is fixed.
Definition (5.1) reduces to the classical modulus of smoothness r (F, t) p(R) in the unweighted case = 0.
In the proof of Theorem 6.1(b) below we shall use the following characterization of a Kfunctional, which is a simple modification of the classical unweighted one.
(F, t) p(R) .
Proof. Since for any G ∈ W r p (R) and 0 < t t 0 we have 
To prove the converse inequality we set for any F ∈ L p (R) and t > 0 
(F, t) p(R) c r (F, t) p(R) + t r F p(R) .
6. A characterization of K r −1/p (f, t r ) p by K-functionals on the real line with an exponential weight First, we establish the upper estimate.
(a) If = 0 and 0 < t, then
(b) If = 0 and 0 < t t 0 , then
In order to prove assertion (a) using the standard K-functional arguments it is enough to show that
Indeed, from (6.1) and (6.2) we get for every G ∈ AC r−1
Taking infimum on G in the above inequality we get (a). By a simple change of the variables we see that (6.1) is true with c = 1 as equality. For the proof of (6.2) we use Corollary 4.5 and get
with appropriate integers m r,j .
In the proof of (b) we use the previous notations. Now we cannot use Corollary 4.5 in the proof of the analogue of (6.2) because = 0. Instead, from Proposition 4.4 with = 0 we get (6.3) where at the last step we use once again Proposition 4.4 with = 0 and G and r − 1 at the place of G and r. Using (6.1) with = 0 and (6.3) we get 
Proof. Let g ∈ AC r−1
with appropriate positive integers n j,i . Then, using Corollary 4.2 with i = 1 and = − 1/p, we get
Combining the above inequality with the equality p(0,∞) and the condition t t 0 we complete the proof by standard K-functional arguments.
Remark 6.4. In the case r = 1 Theorems 6.1 and 6.3 provide the equivalence
for all values of .
The inequalities we have proven so far enable us to find K-functionals on the real line equivalent to K r −1/p (f, t r ) p for = 1 − r, 2 − r, . . . , −1. To settle the cases = 1 − r, 2 − r, . . . , −1 we shall relate them to the case = 0. Note that the value = 0 is acceptable for the hypotheses of Theorem 6.3. Finally, Hardy's inequality applied to the right-hand side of the above formula implies (6.9) . This completes the proof of the theorem. valid for r ∈ N, ∈ R and f ∈ C( )[0, ∞). The first inequality is obvious-an infimum on a more narrow class is taken in the second K-functional. The second inequality follows by a careful examination of the proofs of Theorems 2.1.1 and 6.1.1 in [3] -the functions G t there belong to C( )[0, ∞) if f does. The same observations are true if we require f to have a limit at ∞ or to have limits at 0 and at ∞.
