Paleoaltimetry is the quantitative estimate of the surface height above mean sea level of ancient landforms. O p ) and elevation relationship to be explicitly calculated for any given starting climate state. This makes the theoretical approach signifi cantly more appropriate than empirically calibrated approaches based typically on quite limited samples presently available in most orographic settings today.
O p ) is the difference between a low altitude, preferably sea level δ O p ) and elevation depends sensitively on climate, and specifi cally starting temperature and to a lesser degree relative humidity. Thermodynamic modeling allows the Δ(δ
18
O p ) and elevation relationship to be explicitly calculated for any given starting climate state. This makes the theoretical approach signifi cantly more appropriate than empirically calibrated approaches based typically on quite limited samples presently available in most orographic settings today.
Paleoaltimetry archives derive their isotopic compositions from surface and or ground water, and hence it is important to understand the systematic differences between these reservoirs and precipitation. Surface waters and ground waters integrate not just the change in isotopic composition with altitude, but also variations in hypsometry within the drainage basin and precipitation amount as functions of elevation. Thus these archives should refl ect the precipitation amount weighted hypsometric mean elevation of the (paleo)-drainage basin from which they derive their waters. Analysis of modern data from the Himalayan region supports this expectation. Foreland basin rivers are such integrators and it is shown, using an example from the Siwaliks that the rivers draining the front of the Himalayas in the past had isotopic compositions comparable with modern rivers draining the Himalayan front suggesting little net change in Himalayan hypsometry over the past 11 million years.
INTRODUCTION
Paleoaltimetry is the quantitative estimate of the surface height above mean sea level of features in the past. Unlike quantitative paleobathymetry, which has a long history of development and application, quantitative paleoaltimetry is a recently emerging area of investigation and one still in its infancy of development and validation. Nonetheless, there has been an explosion of interest in paleoaltimetry in the past 10 years and considerable progress since the publication of the benchmark review of this fi eld by Chase et al. (1998) . The recent review by Rowley and Garzione (2007) summarizes much of this progress. The focus of the present discussion will be on the theoretical underpinnings of δ 18 O isotope-based Rowley approaches to paleoaltimetry and its validation in the modern. Modeling of δ 2 H is included for completeness, but is not discussed beyond that. This particular review is not intended to be comprehensive of work in the fi eld of either paleoaltimetry in general or stable isotope paleoaltimetry in particular. Rather the review will address a particular modeling approach to paleoaltimetry, some of the rationale for adopting a theoretical approach as opposed to empirical calibration approaches, and continued validation of this modeling approach using a spectrum of data from the present. In addition, one new application of this approach to the past is outlined exploring paleo-hypsometric relations in paleodrainages feeding the Siwalik foreland basin of the Himalayas. For broader reviews of stable isotope-based paleoaltimetry the reader is directed to Rowley and Garzione (2007) , Blisnuik and Stern (2005) , as well as important contributions in the present volume, including Quade et al. (2007) , Mulch and Chamberlain (2007) and Kohn and Dettman (2007) .
The primary foci of paleoaltimetry are regions of the Earth with elevations typically 2 to 3 km and higher. Although these are clearly tectonically interesting and important, it is important to recognize that regions above 2 km represent only about 11% of the surface of the continents and a bit more than 3% of the surface of the Earth as a whole. Much of the interest in paleoaltimetry to date is focused on the Himalayas (Rowley et al. 1999; Garzione et al. 2000a,b; Rowley et al. 2001) , Tibetan Plateau Cyr et al. 2005; Rowley and Currie 2006 ) and the Andes Ghosh et al. 2006 ), regions with current elevations greater than 4 km. Together these represent less than 2% of the surface area of the continents (Fig. 1 ). Regions such as the Sierra Nevada , Cascades (Kohn et al. 2002) , western United States (Horton and Chamberlain 2006; Kent-Corson et al. 2006) , among other, less highly elevated orographic entities have also been investigated with stable isotope-based paleoaltimetric approaches. It is important to recognize that all such regions represent but a small fraction of the Earth's surface environment.
Paleoaltimetry, at least in its present form, is primarily directed at developing an understanding of the elevation history of what are currently highly elevated regions that represents a small but intriguing fraction of Earth's hypsometric development. It seems clear that as confi dence is gained in the ability to discern paleoelevation histories in these regions, where the signals are large, there will be increasing interest in the application of these techniques to deeper time and to regions no longer at high elevations.
The majority of continental topography of Earth is, to fi rst order, in simple isostatic equilibrium, and thus there exists a good correlation between topography and crustal thickness. This suggests that estimates of paleoelevation can be derived from dating times of change of crustal thickness as a proxy for elevation. Prior to the ability to independently estimate the elevation of the surface as a function of time, the generally held view was that elevation change was inherently correlated with times of crustal deformation, and in the case of mountain building primarily times of shortening of the crust. The assumption being that if one can date and estimate the magnitude of crustal shortening then the timing and amplitude of surface elevation change can be directly determined, taking appropriate account of isostasy. This obviously does not pertain to regions, such as South Africa where the surface rocks are undeformed, including interbedded marine strata, nor specifi cally in the cases of rift shoulder uplift, where crustal thickening clearly is not the underlying driver of increases in elevation. However, in orogenic settings this assumption appeared to be an obvious corollary of the process.
Structural analysis of highland areas is, at least in part, motivated to determine the magnitude and timing of shortening from which to derive estimates of the timing of surface uplift. Argand's (1924) insightful surmise of the doubled thickness of Tibetan crust provided considerable impetus to fi eld investigations of the magnitude and timing of crustal deformation as a function of location within the Himalayas and Tibet (see Coward et al. 1988; Dewey et al. 1988 ) among many other regions. The absence of simple, unequivocal and pervasive evidence of ~50% surface shortening since the late Early Eocene initiation of India-Asia collision (Zhu et al. 2005) , in Tibet raises questions regarding this assumption. The relative constancy of elevation of the Tibetan Plateau has been cogently argued to refl ect fl ow in the lower or middle crustal levels in response to potential changes in surface loading (Zhao and Morgan 1987) . This point was further emphasized by Royden et al. (1997) in their analysis of eastern Tibet. In eastern Tibet there exist quite clear geologic relations indicating limited Tertiary crustal shortening, and yet modern surface elevations above 4 km argued that relatively recent surface uplift had indeed taken place (Clark et al. 2005) . Royden et al (1997) among many others invoke fl ow of continental crust at lower or mid-crustal depths driven by topographic gradients away from regions of southern and central Tibet elevated earlier in this history.
The potential role of the mantle in the evolution of topography in orogenic settings has been analyzed by Bird (1979) , England and Houseman (1986) , Molnar et al. (1993) and among others. England and Houseman (1986) and Molnar et al. (1993) brought forth arguments, both based on numerical modeling and geological observations that mantle lithospheric thickening and subsequent convective destabilization and removal may have played a signifi cant role in the evolution of Tibetan topography. Pyskylwec et al. (2000) demonstrated that the growth and evolution of Rayleigh-Taylor instabilities in convergence systems depends on a number of parameters, including the rate of convergence, the density fi eld, and the rheology of the mantle lithosphere. These types of instabilities may or may not develop depending on relationships among the various controlling parameters and therefore should not be expected to be an intrinsic contributor in the evolution of every collisional domain.
Both lower or mid-crustal fl ow and lithospheric mantle contributions decouple surface geology, and particularly evidence of crustal shortening, from elevation history at least in some regions. That is to say that some fraction of the topographic development may not be correlated with or controlled by observable evidence at the surface of crustal thickening. In order to sort out various potential contributions to the elevation history in a given orogenic system it is therefore necessary to have techniques that allow independent estimates of the surface elevation history. One such technique that has been developed that potentially allows for this is stable isotope-based paleoaltimetry. The theoretical basis for this paleoaltimeter has been discussed by Rowley et al. (2001) and Rowley and Garzione (2007) and will be briefl y Rowley reviewed and updated here. In order to validate the model, modern data primarily derived from surface waters are discussed with an emphasis on the Himalayas and southern Tibet.
STABLE ISOTOPE-BASED PALEOALTIMETRY
Measurement of δ 18 O and δ 2 H in precipitation quickly led to the recognition of various factors, often referred to as effects, controlling the spatial variation of isotopic compositions. Among the various effects are temperature, latitude, amount, continentality, and elevation. The relative importance of these various effects has generally been assessed by employing multiple regression techniques to the global network of isotopes in precipitation (GNIP) datasets (Craig 1961; Dansgaard 1964; Rozanski et al. 1993 ), a product of the Isotope Hydrology Section of the International Atomic Energy Agency, located in Vienna, Austria (IAEA-Yearly 2004; IAEA-Monthly 2004) . The GNIP dataset contains relatively fewer high elevation stations and so the altitude effect is relegated typically to 4 th or less signifi cance in controlling the isotopic composition of precipitation (Rozanski et al. 1993 ). This might be taken to imply stable isotope-based paleoaltimetry has a quite limited potential. However, δ
18
O in precipitation exceeding −10 to −15‰ relative to low elevation starting compositions within <100 km in orographic settings are comparable to 75° of the so-called latitudinal effect, thus testifying to the potential signifi cance of elevation in controlling isotopic compositions. More recently, Bowen and Revenaugh (2003) model the spatial pattern of modern isotopic of precipitation using only two parameters the latitude and elevation quite successfully. This approach uses a simple linear scaling of isotopic composition to elevation (Bowen and Revenaugh 2003; Dutton et al. 2005 ). This approach is quite good at fi tting the modern isotopic composition of precipitation but is obviously not applicable to the determination of paleoelevations. In order to investigate the potential for employing oxygen and or hydrogen isotopes as paleoaltimeters, it is important to have a fi rst-order theoretical understanding of why correlation should exist between the isotopic composition of precipitation and elevation. In the following section the theory behind this stable isotope paleoaltimeter is explored, followed by various tests of this model using modern day data. Rowley et al. (2001) presented a model that theoretically predicts the expected relationship between stable isotopic composition of the condensed water phase and elevation. The model tracks the moist static energy, water vapor content, and water vapor and condensate isotopic composition along ascending, precipitating trajectories and is summarized here. An empirical fi t, that is re-examined and updated from Rowley et al. (2001) here, between the condensed phase isotopic composition and precipitation extends the theory such that the output of the model is the expected systematic behavior of oxygen and hydrogen isotopic composition of precipitation as a function of elevation. In this discussion we employ Δ(δ 18 O) as introduced by Ambach et al. (1968) and Δ(δ 2 H), the difference in isotopic composition between a low, preferably near sea level composition and a potentially elevated sample as the monitor of elevation recognizing that this difference rather than the absolute isotopic composition is the measure of elevation. It should be stressed that positive values of Δ(δ 18 O) or Δ(δ 2 H) have no paleoelevation signifi cance, but instead primarily indicate (1) error in the estimate of the mean low altitude isotopic composition used in the normalization, or (2) typical scatter in isotopic data, or (3) signifi cant evaporation of precipitation or surface waters in the unknown site relative to the low elevation normalizing value. Positive values, which if used to estimate paleoelevation using equations described in this text or comparable ones in Currie et al. (2005) or Rowley and Garzione (2007) at which condensation takes place and the phases involved. In the atmosphere, fractionation occurs between water vapor and liquid water or between water vapor and water ice. The temperature dependence of α(T) has been determined experimentally for liquid-vapor equilibrium (Majoube 1971b; Horita and Wesolowski 1994) , and for ice-vapor equilibrium (Merlivat and Nief 1967; Majoube 1971a) . Existing experimental results are in quite close agreement and we use these relations in the model (Fig. 2) .
ATMOSPHERIC THERMODYNAMICS OF OXYGEN AND HYDROGEN ISOTOPE-BASED ESTIMATES OF ELEVATION FROM OROGRAPHIC PRECIPITATION
Simple application of the empirical fi ts would imply a greater than 3.4‰ difference between water vapor condensing as liquid water and water ice just above and below 0 °C. However, water is well known to cool below its freezing temperature by 20 K or more and thus we adopt a linear mixing model such that there is not an abrupt step in α O or α H at 273.15 K.
Thus for temperatures between 273.15 K and 253.15 K we mix between ice and liquid water fractionation (Fig. 2) The isotopic composition of the vapor and condensate are simply offset at any given height in the atmosphere by the appropriate equilibrium fractionation factor and hence the derivative of the isotopic composition for the vapor and condensate with respect to elevation are identical as described below by Equation (1 
where R p and R v are the isotopic ratios in the incremental condensate and the vapor, respectively, q is the mass mixing ratio of water, and dq/dζ is the amount of water condensed from the air parcel in order to maintain saturation as a consequence of adiabatic ascent. From atmospheric thermodynamics it is possible to determine dq/dζ with three basic equations. These are:
where z is altitude in meters, and R (without any subscripts) is the gas constant for air (R = 287 J kg
). The change in temperature with height depends on whether or not condensation is occurring, and for rapidly ascending, thermally isolated parcels is described by the relations 
where C p is the heat capacity of air (1004.0 J kg
, q s is the saturation mass mixing ratio of water (≈ .622 e s /p), e s is e s (T), which is the saturation vapor pressure of water as a function of T (Fig. 3) , and L is the latent heat contribution due to condensation, which also varies as a function of T. Equation (3b) is the formula for the dry adiabat. Equation (3a) incorporates the change in saturation vapor pressure with temperature through the expression, Finally, the amount of water condensed from the air parcel as ice or liquid in order to maintain saturation is determined through the relation:
If there is no condensation, q is conserved following the air parcel.
The above calculation takes as initial conditions the temperature (T) and relative humidity (RH) that determines the water vapor concentration of the starting air mass. Air starting at the ground with a specifi c T and RH is lifted along the dry adiabat following (Eqn. 3b) and (Eqn. 4b) with the vapor fraction equal 1.0 until condensation starts at the cloud condensation level when q = q s (Fig. 4) . Condensation then occurs at all levels above the cloud condensation level as described by (Eqn. 3a) and (Eqn. 4a) resulting in progressive decrease in the remaining vapor fraction as a function of adiabatic ascent. Latent heat release associated with condensation changes the temperature lapse rate to a moist adiabat. It is this temperature and the associated phase(s) that controls the equilibrium fractionation between the remaining vapor and condensate as represented by the corresponding α's (Fig. 4) . This thermodynamically determined adiabatic lapse rate depends solely on the starting T and RH. Therefore, different starting air mass conditions will yield different rates of condensation with elevation and hence δ 18 O (δD) vs. altitude relationships. The decreasing water vapor fraction, and hence decreasing ratio of initial to remaining water vapor, with height results in a decrease in the latent heat contribution that together drives the Rayleigh distillation process resulting in the progressive isotopic depletion of the remaining reservoir from which subsequent condensation occurs.
The global mean isotopic lapse rate of precipitation in low latitudes depends sensitively on the initial sea level T and RH frequency distribution (Rowley et al. 2001 ). Coupled monthly mean T and RH data derived from NCEP reanalysis output (Kalnay et al. 1996 ) of 40 years Rowley data were extracted from the monthly mean T and RH data from all low latitude (≤ 35°N and S), entirely oceanic, 2° × 2° grid cells in the reanalysis product. A total of 614 unique pairs of T and RH values, corresponding to 33,168 instances that are taken to represent the likelihood of starting air mass conditions for the model. These defi ne the probability density function of these parameters (see Fig. 2 of Rowley et al. 2001) used to model global mean isotopic lapse rate of precipitation. Rowley et al. (2001) and Rowley and Garzione (2007) used Monte Carlo simulation of 1,000 to 5,000 random pairs to estimate the probability density functions of modeled vertical profi les of temperature and vapor fraction and Δ(δ 18 Op) with respect to elevation. That analysis is updated by using all 33,168 instances to estimate the probability density functions of modeled vertical profi les of temperature and vapor fraction (Fig. 5) . Rowley et al. (2001) derived an empirically-based scheme to convert the isotopic composition of condensate that the model calculates to the isotopic composition of precipitation, which is what is observed. The scheme devised by Rowley et al. (2001) was based on GNIP weighted mean annual isotopic composition of precipitation as a function of elevation in the Alps. The scheme weights the isotopic composition of the condensate as a function of elevation by the condensation amount as a function of elevation within a 1,000 m thick parcel of air between 1,000 and 2,000 m above the ground surface. The precipitation thus calculated represents the condensation amount weighted mean isotopic composition of the modeled condensate extracted from within this kilometer thick parcel of air. This scheme is re-investigated here using data from tropical regions, collected by either Gonfi antini et al. an estimate of the low altitude starting weighted mean annual isotopic composition from each of the remaining weighted mean annual isotopic values as listed in Table 1 . The starting surface T of 299 K and RH of 80% is appropriate for each of the regions so no correction needs to be applied for the analysis. The model is run for this starting T and RH and the spectrum of curves for various sampling elevations is computed (Fig. 5, inset) . The best fi t sampling elevation is determined by minimizing the root mean squared difference between the model-derived predicted isotopic composition and the observed Δ(δ 18 Op) at each of the station elevations listed in Table 1 . Based on these data the best-fi t sampling elevation for a 1000m thick parcel is located between 1500 m and 2500 m higher than the land surface, that is with a mean elevation of 2000 m higher than the land surface (Fig. 6 ).
As is clear from the inset fi gure (Fig. 6 ) there is little difference at low elevations and so the main controllers of the best-fi t solution are the higher altitude stations. This solution is preferable to that used by Rowley et al. (2001) in that the highest sampling station in the Alpine dataset was Grimsel at just over 2000 m, hence not able to tightly constrain the curve, as well as the fact that the sites used here are well within the ±40° latitude band where the model is most appropriately applied.
In the previous analyses Rowley et al. (2001) , and derivative papers including Rowley and Currie (2006) and Rowley and Garzione (2007) . Frequency distribution of modeled condensation weighted mean vapor fraction and temperature relative to elevation. Elevation represents the surface elevation with the frequency representing the modeled parcel 2,000 ± 500 m above the surface from which precipitation falling to the ground is derived. Gray scale color scaled to the number of times a given value of temperature and vapor fraction as a function of elevation is modeled. et al. 2001-Fig. 8 ). Figure 7 shows the revised model results in which both the weighted mean and the confi dence intervals are computed as averages of elevation at each Δ(δ 18 O p ), and with the revision of the sampling height of the condensate to 2,000±500 m. Included with this fi gure is the relationship between Δ(δ 18 O p ) and elevation from Rowley et al. (2001) computed with the polynomial fi t reported by Currie et al. (2005) . These two revisions effectively cancel each other such that the best fi t curve with the current scheme is nearly identical with that of Rowley et al. (2001) and Currie et al. (2005) . Increasing the mean sampling height effectively systematically lowers the median and ±1σ and ±2σ distributions to correspond with the revised weighted mean curve.
Rowley
Given that this revised calibration scheme together with the correction of the weighted mean calculation are nearly identical (< ±150 m difference) to the previous model results all of the comparisons of the modern isotopic compositions of precipitation from other regions are effectively unchanged and hence these comparisons demonstrates that the model yields quite reasonable fi ts without adjustment (see Rowley et al. 2001 and Rowley and . However it should always be made clear that the empirical scheme to model precipitation from condensate does not represent the microphysics of water droplet formation, coalescence, turbulent mixing, and eventual fall or re-evaporation within clouds, but rather to simply derive a means of providing an empirical match between condensate and precipitate in orographic settings. Further, many regions, particularly those where signifi cant evaporation occurs during precipitation descent from the level of condensation to the ground will not be fi t by this relationship. In the modern world this is readily tested using deviations of precipitation from the global meteoric water line (GMWL) (Craig 1961; Dansgaard 1964) Currie et al. (2005) and used by Rowley and Currie (2006) , as well as that of Rowley and Garzione (2007) . The revision is Equation (5) 
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The difference in elevation computed using the equation in Currie et al (2005) and Equation (5) ranges from about +150 to −84 m in the range of the fi t. Polynomial regression constrained to pass through the origin of the median of the distribution yields the relationship . Empirical fi t of isotopic composition of condensate sampled from a 1 km thick parcel at a mean elevation 2,000 m above the ground surface. Dots represent data from Table 1 . Inset-family of curves representing a range of mean sampling elevations from 1000 to 4000 m above the surface. The best fi t curve is at 2000 m elevation above the surface.
It has long been understood that starting temperature has a much larger effect on the isotopic lapse rate than does relative humidity, hence the wide utilization of isotopic composition of snow and ice to derive estimates of temperature variation (Dansgaard 1964) . Given that the lapse rate of isotopic compositions is, according to the model, primarily dependent upon starting temperature and secondarily relative humidity (see Rowley and Garzione 2007) , and given that the mean starting temperature and relative humidity of air masses in the past are not known, a reasonable estimate of elevation uncertainty is provided by the frequency distribution of Δ(δ
18
O p ) versus elevation values (Fig. 7) . Accordingly estimates of the elevation uncertainty relative to the weighted mean elevation are shown in Figure 8 and given by the following fi ts to the model frequency distribution: Figure  6 by their frequency of occurrence in the Rowley et al (2001) probability density function of T and RH. Gray curves highlight the weighted mean (heavy), median, and ±1σ and ±2σ deviations resulting from the probability density distribution of corresponding starting T and RH. White pluses are the Rowley et al. (2001) and Currie et al. (2005) values of the Δ(δ 18 O p ) versus weighted mean elevation. Gray scale shading in percent, saturating to white above 3%. Note that warmer starting temperatures plot in the +σ direction whereas colder starting temperatures plot in the −σ direction. Any change in mean global climate, and particularly in low latitude mean and variation of sea level temperature will affect the mean lapse rate of isotopic composition in a similar direction. Inset histogram -modeled isotopic lapse rates of Δ(δ Why are these equations represented by 4 th order polynomials and not 2 nd order curves given that the vertical variation of temperature and vapor fraction are well approximated by second order functions? The simple answer is that the transition from condensing water vapor to liquid water above 0 °C to condensing water ice below −20 °C, and the attendant affect on the fractionation factor (Fig. 2) , results in additional structure not captured by 2 nd or 3 rd order curves. Each of the equations fi t their respective model output with an R 2 > 0.9997. The lack of symmetry of the modeled uncertainty refl ects asymmetry in the probability density function and particularly the long tail toward lower values of T relative to the mean (see Fig. 2 of Rowley et al. 2001) . The effect of this long tail is well displayed in both Figure 5 and 7.
The thermodynamic model that determines the theoretical δ 18 O (δ 2 H) vs. altitude relationship is mathematically one-dimensional, in that the equations need only be integrated with respect to ζ. The vertical trajectories themselves can wander horizontally in an arbitrarily complex way as the parcel ascends. The chief physical assumption is that the air parcel remains relatively isolated from the surrounding air. Although turbulence, among other processes, no doubt contribute to isotopic lapse rates of precipitation in real world orographic settings, the fi t of observed isotopic lapse rates with model predictions implies that the model captures the main features determining the relationship between elevation and isotopic composition in many low latitude settings (Rowley et al. 2001; Rowley and Garzione 2007) .
Climate change, and particularly changes in mean sea level temperatures have the potential to signifi cantly affect isotopic lapse rates in the past. Figure 9 compares results using the modern low latitude distribution of climate parameters with those derived from GCM model output of Eocene (Huber and Caballero 2003) conditions to demonstrate this point. On average most estimates of past climate suggest that the Present is more toward the colder end of the climate spectrum and thus most times in the past, such as the Eocene would have been warmer with potentially slightly higher sea surface relative humidity, resulting in lower isotopic lapse rates in the past. This illustrates an important aspect of having a model rather than simply employing an empirical calibration of the isotopic lapse rate (see for example Chamberlain Garzione et al. 2000a Garzione et al. ,b, 2006 Poage and Chamberlain 2001) . There is no quantitative way to derive the magnitude of the effect of climate change on empirical isotopic lapse rates. One of the nice aspects of having a model is that it is possible to recalculate the relationship between Δ(δ 18 O p ) and elevation, if appropriate GCM derived model results are available. Since the required data are sea level T and RH over oceanic regions rather than continental interiors these data are probably less affected by details of elevation reconstructions within continental interiors and hence less likely to circularly affect the model results for 1D predictions of the isotopic lapse rate. Figure 9 very nicely demonstrates the effects of global climate change on the isotopic lapse rate. Warmer climates yield shallower isotopic lapse rates while colder, drier climates would be expected to be associated with steeper isotopic lapse rates. On average much of the geologic past is generally assumed to have been warmer and hence application of the mean modern lapse rate will underestimate paleoelevations in these cases.
MODEL VERSUS EMPIRICAL FITTING OF DATA
The model suggests that there should be considerable sensitivity of the isotopic lapse rate to temperature of low elevation air mass from which precipitation is derived. Rowley and Garzione (2007) Comparison of modeled Eocene (heavy black curve) and modern (dashed black curve) weighted mean Δ(δ 18 O p ) versus elevation relationships. The warmer (T mean =300 K ± 3 K (1σ), RH mean = 80% ± 3% (1σ)) climate of the Eocene modeled by Huber and Caballero (2003) results in a lower isotopic lapse rate predicted for this time. The median (dark gray), and ±1σ (medium gray), and ±2σ curves (light gray) appropriate for the Eocene low latitude climate are also shown. For comparison the modern +2σ curve (Fig.  7) and the Eocene median curve are essentially identical. Comparable predicted isotopic lapse rates can be calculated for any given time for which GCM-derived climate parameters are available. Note the isotopic lapse rate is ‰/m and thus is the inverse of this graph. the isotopic lapse rate using temporally limited sampling will almost invariably underestimate the potential range of variability in isotopic composition as a function of elevation, refl ecting the limited range of climate variability represented by those samples. Temporally limited sampling can refer to a single suite of samples collected within a month or so from relatively short streams (e.g., Garzione et al. 2000a,b) , or precipitation data collected over less than 28 months (Gonfi antini et al. 2001 ) of which only one year of the data were used by , to compilations of river data collected over a range of time scales by different sources as in Poage and Chamberlain (2001) . Even the GNIP data (IAEA-yearly 2004) with up to several decades of measurements are potentially temporally limited relative to climatological means. Thus, although a good fi t between isotopic composition and elevation may be apparent in each of these data sets, it is not clear how well any of these data sets captures realistic estimates of their respective climatological means. This comment extends to estimates of elevation uncertainty that are typically based on bootstrapping of deviations of observations about the best-fi t regression relationship (see Rowley and Garzione 2007) . The model, in contrast, represents an ensemble mean that captures the sort of variability expected in low latitude situations. The climatic conditions represented in the model can easily be either perturbed by specifying a constant offset in ΔT and or ΔRH, or use a new probability distribution function of T and RH, based, for example, on GCM output to recalibrate the Δ(δ
18
O p )-elevation relationship (Fig. 9 ). This cannot be done rigorously with empirical calibrations.
To make this point clearer, the data from Gonfi antini et al. (2001) provides an instructive data set for thinking about issues related to limited temporal sampling and empirical fi tting.
Gonfi antini et al. (2001) report station elevation and δ

18
O p on a monthly basis for some number of months between December 1982 to April 1986. They also report temperature and precipitation amount for some subset of these months and stations, along a transect from the Bolvian foreland to the Altiplano, from Trinadad to El Alto (see their Table 6 ). This data set essentially provides six different, although not independent, measures of the relationship between elevation and isotopic composition (Fig. 10) . These are unweighted and precipitation amount weighted mean δ Table 5 as weighted means, were regressed by as corrected in Garzione et al. (2007) in order to constrain their estimate of the paleoelevation history of this part of the Bolivian Altiplano as shown by the dashed curve in Figure 10 . Several things are immediately apparent. There are signifi cant differences depending on how the data are combined. The 1984 isotopic compositions, representing up to 11 months of data are signifi cantly more depleted than either 1983, based on between 9 and 12 months of data, or the combined 1982 to 1986 average isotopic compositions, based on between 15 and 27 months of data. Amount weighted means are, on average, more depleted than unweighted means by as much as several per mil. On the basis of these data there is no basis for judging whether any of these data represent the climatological mean relationship. Garzione et al. (2007) prefer regressing the weighted mean of all existing data (bold line in Fig. 10 ) because it more closely matches isotopic compositions of tributaries collected in 2004 and 2005, but additional data may suggest some other relationship within or beyond the existing data is more representative. Thus my preference for comparing observation against the model, and to use the uncertainties in elevation represented by climate variation embedded in the model to estimate paleoaltitude uncertainties in the past.
One fi nal point regarding Figure 10 is that each of the data sets internally yield comparable isotopic lapse rates, i.e., they are characterized by similar slopes, but signifi cantly different 0 m δ
O p intercept values. This emphasizes the important point that it is not the absolute value of the δ 18 O p that correlates with elevation, but rather the difference relative to low elevation starting isotopic composition, and hence the importance of normalizing in terms of Δ(δ 18 O p ), rather than modeling in terms of measured δ 18 O p .
Rowley
How does the model compare with various previous empirically derived estimates of the relationship between isotopic composition and elevation, either globally (Poage and Chamberlain 2001) , or locally in the Himalayas (Garzione et al. 2000a,b) , or in the eastern Andes (Fig. 11) . Garzione et al. (2000b) already compared their fi t with an early version of the model, later published as Rowley et al. (2001) , and noted the similarity. It is clear from the comparison presented in Figure 11 that there is fi rst-order agreement among these different approaches. The necessary underlying assumption for the empirical fi ts is that the existing samples represent the long-term climatological means, but as demonstrated above there is no basis for judging how true this is and hence bootstrapping of deviations from best fi t relations also likely signifi cantly underestimates uncertainties. The model provides an independent basis for estimating the likely mean and variations in this relationship, and hence provides a more robust estimate of inherent uncertainty than estimated by bootstrapping of a given data set alone. Rowley et al. (2001) , Currie et al. (2005) , Rowley and Currie (2006) , and Rowley and Garzione (2007) have reviewed various comparisons of modern day observed isotopic compositions with those predicted by application of this model. For the most part these comparisons have been quite favorable with a fairly close (± ~500 m) match between known and predicted elevations. In the next section additional comparisons are made between various model predictions relative to observed data from the modern world where there is essentially no uncertainty in either the measured isotopic composition or the elevations of various samples.
DATA-MODEL COMPARISONS
The discussion below specifi cally focuses on application of the model to low latitude (<35°N or S) examples, in order to further validate the global model. There are several reasons for emphasizing this latitude range and not higher latitudes. First, tropical latitudes are more Table 6 . Black dashed curve is the polynomial regression curve derived from the unweighted mean isotopic composition as a function of elevation used by as corrected by Garzione et al. (2007) and the bold line is the linear regression relationship preferred by Garzione et al. (2007). likely to derive moisture from within these latitudes and hence are well represented by the T and RH probability density distribution used in the model to estimate isotopic lapse rates. Second, strong latitudinal temperature gradients in oceanic source areas at latitudes poleward of about 40° result in signifi cant increase in T variability and hence in variability of estimated isotopic lapse rates at higher latitudes (Rowley and Garzione 2007) . Third, mid-latitude and temperate systems are typically characterized by complex frontal systems and air mass mixing with potentially multiple independent moisture sources each with different isotopic, T and RH characteristics, resulting in much more complex initial starting conditions than is captured in our simple one-dimensional model. We thus restrict our discussion to regions within ±35° of the equator. Even within this latitude range, complex vapor trajectories exist giving rise to complex patterns in the isotopic compositions (Friedman et al. 2002a,b) .
It is critical to assess the fi t of the model to modern systems for which the fi rst-order isotopic composition as a function of elevation has been determined empirically, before any confi dence is warranted in the application of this model or for that matter other empirical approaches predicated on application of the same thermodynamic rationale (Garzione et al. 2000a,b) for paleoaltimetry studies. The most robust statistic of the isotopic composition at any given station is the precipitation amount weighted annual mean. This refl ects the fact that there is considerable variability in isotopic composition as a function of hour, day, month or season at most stations and hence the comparison that needs to be made is preferably with a multidecadal record or at least with multi-year records wherever possible. Similarly, surface waters generally integrate the isotopic composition over the mean residence time within the drainage basin and would also be expected to refl ect the amounts of precipitation as a function of time rather than just its average isotopic composition. In the following discussion attention will be focused entirely on amount weighted isotopic compositions, unless data on this quantity are (2001) and Garzone et al. (2000b) are fi ts to rivers, not precipitation, hence it is not surprising that in the range of Δ(δ
18
O) values that constrain their estimates that the slopes are less than that predicted for precipitation. The mean climate in the Bolivian Andes transect is about 4 °C warmer than the global mean of the T and RH probability density function, giving rise to the steeper slope of the and Garzione et al. (2007) curve than the global mean curve, as shown by Rowley and Garzione (2007) .
Rowley not available. Rowley and Garzione (2007) presented comparisons for precipitation collected from altitude transects up Mount Cameroon and Bolivian Andes from Gonfi antini et al. (2001), and Himalaya-Southern Tibet. In this discussion additional data from the Himalayan region will be reviewed. The primary focus will be Himalayan rivers.
However, in order to bring some closure in regards the above discussion regarding the Bolivian Andes data (Gonfi antini et al. 2001 ) a comparison is presented of these various data sets in relation to the model (Fig. 12) . Each of the data sets, the weighted mean isotopic compositions for 1983, 1984 , and the average for the interval from 1982 to 1986 as derived from Table 6, rather than Table 5 Figure 12 demonstrates that the model captures the fi rst-order relationships refl ected in these various data sets, tends to underestimate the elevations of the highest stream samples, as expected given the 4 °C difference between the global climatological mean and the best estimate of the local climatological mean. In addition, it would appear that 1983 was indeed an anomalous year as suggested by Gonfi antini et al. (2001) .
SURFACE WATERS
All archives that might be used for paleoaltimetric purposes derive their isotopic signatures either from surface or ground waters rather than precipitation directly. The isotopic composition of surface waters in particular, and ground waters to a lesser degree can differ signifi cantly from that of precipitation. The most important difference between surface or ground waters and precipitation is that rivers and streams integrate precipitation in the drainage basins above the point that a sample is taken (Ramesh and Sarin 1995) . Surface waters thus integrate (1) variation of isotopic composition with elevation, (2) area as a function of elevation (i.e., hypsometry), as well as (3) variation in precipitation amount as a function of elevation, in addition to seasonal variations. Hypsometry in drainage systems is not a simple linear function of elevation and hence cannot be represented by the average of the maximum and sample elevation (Fig. 10) . Rather the hypsometry of each drainage system needs to be computed individually. One consequence of this hypsometric effect is that isotopic compositions along rivers and streams should not be expected to vary in a simple linear fashion with elevation. This is nicely demonstrated by the individual profi les in the compilation of (Poage and Chamberlain 2001) , even though those authors limited their treatment of these data to determining the best fi t linear slope.
Precipitation amount also varies as a function of elevation, sometimes with strong gradients in orographic systems, particularly at relatively low elevations (< 3-4 km) (Burbank et al. 2003; Putkonen 2004) . Anders et al. (2006) and Roe (2005) have provided a large-scale mapping of precipitation rate as a function of orography in the Himalaya and southernmost Tibet using Tropical Rainfall Measurement Mission (TRMM) satellite data. They model the precipitation as a function of elevation as a combination of the change in saturation vapor pressure as a function of temperature (and hence elevation) and surface slope (Roe et al. 2002; Anders et al. 2006 ). Rowley and Garzione (2007) show that both the weighted mean annual precipitation and median annual precipitation amount decreases linearly with increasing elevation above about 1,000 m. Regression of the TRMM data from Anders et al. (2006) results in Equation (6) describing the relationship between mean annual precipitation amount (P z in mm/yr) and elevation (z) in meters up to 4,600 m: P z = −0.172±0.006z + 869.7±22.6 with an R 2 = 0.9684
as shown by Rowley and Garzione (2007) . Above about 4600 m, MAP is approximately constant at about 74 mm/yr. Anders et al. (2006) demonstrate that this relationship accords with a dominant correlation to the rate of condensation as a function of temperature largely controlled by the shape of the water saturation vapor pressure curve (Roe et al. 2002; Anders et al. 2006) .
Data from an array of drainages within the Himalayas and associated Indo-Gangetic plain are analyzed in order to gain some appreciation of the relationships among oxygen isotopic composition, basin hypsometry, and precipitation amount all of which vary as a function of elevation. Locations and sampling elevations of isotopic compositions of rivers and streams within this region have been reported by a number of studies (Ramesh and Sarin, 1995; Gajurel et al. 2006 , among others) that provide a basis for examination of these relationships (Fig. 13) . For each sampling location, GIS-based hydrologic tools are used to compute the drainage basin area, maximum elevation, and hypsometry (i.e., area as a function of elevation) above the reported sample elevation based on Asian Hydro1K digital elevation data (Hydro1k 2005) , a USGS product, produced by the EROS Data Center. The hypsometric mean elevation (z hm ) of the drainage basin is simply the area weighted mean elevation as a function (z) of elevation as given by Equation (7) The important point to emphasize is that the hypsometric mean elevation of each of the drainages plots to the left of the line of 1:1 correlation. The drainage basin area weighted mean difference between z pwm and z hm exceeds 800 m. Further, for low elevation sampling locations there is typically a marked difference between both the hypsometric mean and precipitation weighted mean elevations and the average (i.e., (maximum + sample)/2) elevation of the drainage basin. This difference decreases as basin area decreases and sampling elevation within the larger drainages increases.
The isotopic composition of surface water, Δ(δ 18 O sw ), at any given height within a drainage basin should refl ect the hypsometry of the drainage basin above the sampling site (A z ) integrated with the amount of precipitation falling as a function of elevation (P z ) on that hypsometry and the progressive decrease in isotopic composition of the precipitation Δ(δ
18
O p ) z with elevation as given by Equation (9), Comparison of hypsometric mean and precipitation amount weighted hypsometric mean elevation for a selection of drainage basins with areas greater than 1,000 km 2 and up to 610,891 km 2 in the Himalaya and southern Tibetan region. Also shown are the sample elevation and maximum elevation within that drainage basin. The sample, hypsometric mean, and maximum elevation of each of the drainages is plotted at the computed precipitation amount weighted hypsometric mean elevation of that drainage basin. The straight dashed line shows the line of 1:1 correlation of the hypsometric mean and precipitation weighted hypsometric mean elevation. The horizontal offset of dots from this line measures the mismatch between these two measures of basin hyspsometry. The mismatch between the precipitation weighted hypsometric mean and the average of the maximum and sample elevation would be even larger (not plotted), particularly for the large rivers sampled in Indo-Gangetic plain that plot on the left side of the graph. is the polynomial fi t of the weighted mean Δ(δ 18 O p ) z with elevation. An alternative way of looking at this is that the isotopic composition of a river or stream sample should record the z pwm of the drainage basin. For our purposes we compare surface data with various measures of the hypsometry. For the Himalayas, surface water isotopic compositions are compared with precipitation amount modeled with Equation (6). In other areas where a mapping of precipitation amount as a function of elevation is lacking this can be replaced with the condensation weighted hypsometric mean elevation z cwm given by
where the condensation rate C z as a function of elevation based on the model can reasonably be approximated with:
Comparison of z pwm and z cwm is shown in Figure 15 . Reiterating that one consequence of this hypsometric effect is that isotopic compositions along rivers and streams should not be expected to vary in a simple linear fashion nor, as pointed out by (Ramesh and Sarin 1995) , should the isotopic lapse rate of precipitation and the isotopic lapse rate determined from surface waters be the same. Thus the early analysis of Chamberlain and Poage (2000) trying to constrain the "global" isotopic lapse rate by combining data from precipitation, surface water, and groundwater samples is not appropriate.
Quite extensive data sets exist for the Himalaya-Southern Tibet region. Below we summarize fi ndings derived from analysis of some of these data in the context of the model presented above. The approach taken here is different from that adopted by (Garzione et al. 2000a,b) who derived the isotopic lapse rate by empirically fi tting a curve to observed surface water data. Here the model is used to predict z pwm from the measured δ 18 O sw of each sample normalized relative to the amount weighted mean isotopic composition of New Delhi (−5.59‰) to yield Δ(δ 18 O). Predicted z pwm is compared directly with z hm derived from digital elevation data of these drainages (Fig. 16) . The close correlation shown by Figure 16 demonstrates that the isotopic compositions of these small drainages are behaving as predicted and that apparent differences between the Seti (Garzione et al. 2000a ) and Kali Gandaki (Garzione et al. 2000b) derived lapse rates potentially refl ects differences in the precipitation weighted hypsometries of these different drainages as shown by the equally close fi t of these two data sets.
One further factor that needs to be taken into account when examining modern surface water data is the seasonal variability in precipitation amount and its isotopic composition. For example, in the case of New Delhi, where, as with much of the Himalayas and southern Tibet, the precipitation regime is dominated by the summer monsoon, there is almost a factor of 40 difference in precipitation amount of the rainiest and driest months of the year, while the isotopic composition varies from around −1‰ during non-monsoon months to as low as −9.3‰ during the monsoon, based on monthly means calculated from 34 years of data for the 1961 to 2001 interval of precipitation records from New Delhi (IAEA-Monthly 2004) (Fig. 17) . New Delhi's amount weighted mean annual isotopic composition during this interval is −5.59 ± 0.76‰ (2σ) based on weighting the annual means (IAEA-Yearly 2004) . Comparable monthly variability is evident in one year of data from Katmandu (Gajurel et al. 2006) . The monsoon season weighted mean isotopic composition at New Delhi is −5.89‰ based on the monthly summary (IAEAMonthly 2004), hence not different from the annual weighted mean isotopic composition. The effect of signifi cant seasonal variability is potentially most signifi cant in small, short-residence time, drainage basins relative to larger drainages with longer mean residence times.
Rivers and streams not only integrate the precipitation amount weighted hypsometric mean elevation of the drainage basin above the sampling site, but also the seasonal variation in the isotopic composition of the precipitation falling on that watershed. This will be most Garzione et al. (2000a,b) . Predicted z pwm is estimated from the measured isotopic composition with ±1σ model uncertainties, and ±1σ deviations about the hypsometric mean elevation. Note from Figure 14 that as the drainage basin decreases in size and as the sample elevation increases that z pwm and z hm become essentially identical.
Rowley apparent in rivers and streams with short residence times. Given that there are typically only one or at most a few samples from a given sampling location, existing isotopic data from rivers may, but more likely will not refl ect the climatological mean isotopic composition of precipitation falling on that watershed. The expected result based on the limited sampling currently available will be a much larger scatter of modern data than would presumably be the case with samples representative of the long-term means.
The discussion below focuses on results summarized from a range of major studies of Himalayan and Ganges rivers by Gajurel et al. (2006) . Figure 13 shows sample locations and a subset of the associated drainage basins derived from the Hydro1k hydrologically corrected digital elevation dataset (Hydro1k 2005) . In all discussions the measured isotopic compositions are normalized with the 40 year amount weighted mean isotopic composition of precipitation falling in New Delhi to provide an estimate of Δ(δ 18 O mw ). Gajurel et al. (2006) summarize isotopic compositions from an array of locations ranging from small drainages well within the Himalayas to samples collected at various locations along the courses of the major rivers within the Ganges plain. These rivers sample a broad spectrum of the hypsometry of this region as refl ected in Figure 18 , where data on the hypsometric mean elevation, sample elevation, maximum drainage basin elevation are plotted for each sample. Also plotted are the computed z pwm and z cwm for each watershed above the sample elevation. Finally for each sample a model based prediction z pwm based on the reported isotopic composition normalized to New Delhi is plotted. Rowley and Garzione (2007) presented a comparison of the hypsometry of several large rivers draining the Himalayas with that predicted by measured isotopic compositions reported by Ramesh and Sarin (1995) . That comparison was quite favorable, implying that the isotopic composition of foreland basin rivers can indeed record the precipitation weighted hypsometric mean elevation of their drainages. This suggests that it may be possible to discern aspects of orography from foreland basin records in ancient orogenic systems. Rowley and Garzione (2007) noted that due to the strong infl uence of the precipitation weighting that the isotopic compositions can not be used to say much more than that elevated topography exists, but that the nature of the hypsometry within that drainage is not discernable. That analysis is extended here using the recently published compilation of Gajurel et al. (2006) (Fig. 18) . Again there is a correlation between observation and prediction, but with a larger degree of scatter than evident in the Rowley and Garzione (2007) analysis. Aspects of this comparison have not been analyzed in detail to determine potential contributions from sampling season or temporal variability of isotopic compositions and their correlations with, for example, know variability recorded at New Delhi, so the signifi cance of the differences are hard to fully assess at this time.
An important point that needs to be emphasized is that the isotopic composition of precipitation is variable on all time scales and so the most robust comparisons should be provided by multi-year, preferably multi-decadal or longer isotopic compositions. The fact that what are essentially instantaneous random grab samples that integrate some uncertain aspect of the hydrography of each of these river systems yield any correlation between isotopic composition and hypsometry is pretty remarkable and provides some confi dence in estimates based on archival records that integrate isotopic compositions on a very wide range of time scales (Rowley and Garzione 2007) .
The comparison refl ected by the data in Figure 18 raises the question-is it possible to measure, for example, the isotopic compositions of bivalve shells, or fi sh, reptilian or aquatic mammalian teeth preserved within fl uvial sediments to determine how high the adjacent mountains were? The implication from Figure 18 is that indeed it should be possible to estimate the precipitation weighted hysometric mean elevation of drainages sampled by such materials. Application of this approach to a paleo-case is presented below. Bakia Khola reported by Harrison et al. (1993) are used to estimate the isotopic composition of soil waters which are in turn assumed to measure the isotopic composition of low elevation precipitation (Fig. 19) . Modern ground waters from the Indo-Gangetic plain are comparable to the weighted mean annual isotopic composition of precipitation measured at New Delhi (Krisnamurthy and Bhattacharya 1991) supporting this assumption. Detailed seasonal isotopic compositions of riverine bivalves preserved within the Siwaliks reported by Dettman et al. (2001) are assumed to provide an estimate of the precipitation weighted hypsometric mean isotopic composition of the drainage basin sampled by a given river system at a given time providing sediments and water to the Siwaliks. The difference between the soil carbonates and bivalve shell compositions are taken as an estimate of Δ(δ
O mw ) that in turn allows an estimate of precipitation weighted hypsometric mean elevation of each of the drainage basins sampled by these bivalves. Note that Figure 19 plots the wet season mean isotopic composition reported by Dettman et al.(2001) . In the above discussion of the seasonal variation in isotopic composition of New Delhi it was pointed out that the amount weighted mean monsoon season isotopic composition of precipitation is not signifi cantly different from New Delhi's annual amount weighted mean isotopic composition. Figure 20 implies some temporal variation in z pwm of the drainage basins sampled by these sediments. The variation in time shown on this plot should not be taken to imply changes in Himalayan hypsometry as a whole, but would presumably simply refl ect variations in the nature of drainage basin hypsometry being sampled as a function of time. Note also that the paleoelevation estimates are completely compatible with persistence of High Himalayan topography since at least10 Ma (Rowley et al. 1999; Garzione et al. 2000a,b; Rowley et al. 2001 ) to 20 Ma (France-Lanord et al. 1988; Rowley and Garzione 2007) .
CONCLUSIONS
Considerable progress has been made in paleoaltimetry since 1998 when Chase et al. (1998) reviewed the fi eld. The simple 1D thermodynamic model of Rowley et al. (2001) provides a framework for understanding the relationship between stable isotopes and elevation and potential effects of long-term climate change on this relationship. Comparison of transects of precipitation with elevation demonstrate that the model yields good fi ts to observations, particularly if local temperature and relative humidity conditions are employed (Rowley and Garzione 2007) . Existing empirical calibrations are based on temporally limited sampling that may not be representative of the climatological mean conditions, particularly with respect to temperature, to which the modeled relationship is particularly sensitive. Hence their application to the past is uncertain. The global, low latitude, weighted mean model of Δ(δ 18 O) versus elevation represents an ensemble average with variations that, based on comparisons with modern data, appear to robustly capture the characteristic of this relationship. Model based calibrations of Δ(δ 18 O) versus elevation can be computed for any given climatology and hence effects associated with global climate change can be explicitly addressed, which is not possible with empirical calibrations. The model provides a more reasonable estimate of elevation uncertainty than provided by bootstrapping of deviations from limited empirical datasets, since the empirical observations typically capture only a snapshot of climatology that is not likely to be representative of the climatological mean and its variability.
Surface water isotopic compositions do not refl ect the local isotopic composition of precipitation, but rather the combined infl uences of variations in isotopic composition of precipitation as a function of elevation, amount of precipitation as a function of elevation, and drainage basin hypsometry above a given sample elevation. Surface waters thus integrate over the catchment and should be thought of as recording the precipitation amount weighted hypsometric mean elevation of the catchment. Because both the amount of precipitation and typically area decreases with elevation, surface water isotopic compositions are strongly weighted toward recording relatively low elevations. It is diffi cult to see how to robustly interpret these data in Rowley terms of estimating the full hypsometry of such catchments, and thus deriving estimates of paleoelevations of adjacent mountains from measurement of the isotopic compositions derived from, for example, foreland basin fl uvial or lacustrine sedimentary sequences. Evaporation of surface water samples, particularly in lacustrine settings can be signifi cant with the consequent enrichment of the waters, resulting in an underestimate of paleoelevations.
Application of stable isotope-based paleoaltimetry to the Himalayas, Tibet and Andes are beginning to elucidate the evolution of paleotopography in these important orographic systems. These and associated approaches have been applied as well to other regions, including the western Cordillera of North America, Southern Alps of New Zealand and Patagonia. These data are beginning to yield signifi cant insights into the process controlling orogenesis (sensu stricto). It is still very early in the development and application of these new techniques, but given the recent progress I look forward to what I suspect will be an increasing number of data sets that will provide insights into the paleoelevation histories of mountain belts. These in turn should provide the basis to test existing ideas and hopefully spur new thinking into the underlying dynamic coupling of tectonics, elevation, surface processes and climate.
