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A B S T R A C T
Brine disposal is a major challenge facing the desalination industry. Discharged brines pollute the oceans and
aquifers. Here is it proposed to reduce the volume of brines by means of evaporative coolers in seawater
greenhouses, thus enabling the cultivation of high-value crops and production of sea salt. Unlike in typical
greenhouses, only natural wind is used for ventilation, without electric fans. We present a model to predict the
water evaporation, salt production, internal temperature and humidity according to ambient conditions.
Predictions are presented for three case studies: (a) the Horn of Africa (Berbera) where a seawater desalination
plant will be coupled to salt production; (b) Iran (Ahwaz) for management of hypersaline water from the
Gotvand dam; (c) Gujarat (Ahmedabad) where natural seawater is fed to the cooling process, enhancing salt
production in solar salt works. Water evaporation per face area of evaporator pad is predicted in the range 33 to
83 m3/m2·yr, and salt production up to 5.8 tonnes/m2·yr. Temperature is lowest close to the evaporator pad,
increasing downwind, such that the cooling eﬀect mostly dissipates within 15 m of the cooling pad. Depending
on location, peak temperatures reduce by 8–16 °C at the hottest time of year.
1. Introduction
Disposal of brines from desalination plants is considered one of the
major challenges associated with the desalination industry today. Many
studies have been presented concerning brine management options,
mineral recovery, and ‘Zero liquid discharge’ (ZLD) [1–3]. Nonetheless,
improved brine disposal is still quite rare in practice. Indeed almost all
brine from seawater desalination plants is disposed of directly to the
oceans. The quantity of brine is comparable to that of freshwater pro-
duced by desalination – about 80 million m3/day worldwide [4],
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containing about 5.6 million tonnes of salt per day (2000 million -
tonnes/yr). This amount is some 8 times the current annual world salt
production of 250 million tonnes/yr [5].
Ocean disposal of brine may disturb ecosystems and contributes to
gradual build up of salinity in semi-closed seas like the Mediterranean,
the Red Sea and The Gulf. To mitigate such environmental hazards,
careful design studies have been carried out on marine outfalls, to
disperse and dilute the brine as eﬀectively as possible [6]. Nevertheless,
to achieve nearly complete (99%) protection of marine species would
require very large dilution factors of brines, as high as ×50 in some
cases [7].
Although most desalination capacity is installed at the sea coast, a
signiﬁcant number of plants are installed inland to treat brackish
ground water or surface water. For these inland plants, brine disposal is
especially problematic: common solutions include discharge to waste-
water networks or reinjection to aquifers. The former solution puts an
extra load on wastewater treatment plant and the latter contributes to
salinization and deterioration of aquifers [8].
Processes for recovering salts and other commodities from desali-
nation brines are well known and demonstrated. A detailed economic
study by Shahmansouri et al. [3] showed that extraction of sodium
chloride, chlorine, bromine, calcium carbonate, potash, sodium hy-
droxide, magnesia, and rubidium are all potentially viable. The value of
sodium chloride is very dependent on its purity [3]. (Thus most high-
quality sodium chloride is produced from sodium mining, because
mined brines are typically purer than those derived from seawater [5]).
The study found, however, that the economic viability of extracting
commodities from desalination brine is quite marginal in most cases –
such that it is unlikely to become popular unless the avoided environ-
mental costs of the brine disposal are accounted for.
An important exception to the general picture is the combined de-
salination-salt production plant at Eilat, operated by the Mekerot Water
Company and the Israel Salt Company, which in 2007 produced daily
about 10,000 m3 of freshwater and 400 tonnes of salt [9]. The salt is
produced by means of solar evaporation ponds. Ravizky and Nadav
have described a number of challenges that had to be overcome to make
this venture successful. For example, acid descalant was avoided, be-
cause it liberated carbon dioxide which in turn encouraged biogrowth
in the brine. They also highlighted the importance of a mutually ben-
eﬁcial contract between the two companies, drawn up in 1995 [9].
Though evaporation ponds are not very common for seawater de-
salination plants, they have been widely used for inland plants.
However, it is not often reported that the evaporites are being harvested
as valuable commodities or for further processing. This may be because
of the variable and uncertain composition of these evaporites, as
compared to sea salt.
Processes for treating desalination brines include solar evaporation,
wind evaporation, secondary reverse osmosis, forward osmosis, mem-
brane distillation, electrodialysis and electrodialysis reversal. Each has
its advantages and drawbacks. Solar evaporation, commonly held to be
the most cost eﬀective way to produce salt in hot arid climates, requires
however a large land area. At Eilat, a pond area of 700,000 m2 handles
5000 m3/day of brine corresponding to a speciﬁc area requirement of
140 m2/m3 day [2]. Compared to evaporation from pure water, eva-
poration from seawater and brines is slower, because of the lower va-
pour pressure. To account for this, a correction factor of 0.7 has been
applied [10]. Though a slower evaporation from concentrated brines
might be expected compared to that from raw seawater, it has also been
reported the diﬀerence in evaporation rate is in fact quite small [11].
Given their large area, seepage from evaporation ponds is frequently
cited as a concern, calling for careful attention to installation and
maintenance of liners [12]. Leakage is most likely to occur at the seams
where liners are joined. Extra capacity is needed for periods of low
evaporation rate due to poor weather, and to accommodate rainfall
without overﬂow. Other considerations for evaporation pond design
include the eﬀect of wave action (to absorb which sloping banks are
recommended) and the need for very accurate leveling of the pond
[10].
Natural energy from the wind, as well as from the sun, can be uti-
lised for brine evaporation and salt production. ‘Wind intensiﬁed eva-
poration’ (WAIV) using wetted plastic surfaces has been trialled in the
Negev [8,13]. The upright surfaces allow a 6-fold reduction in land
footprint per m2 of evaporative surface. Comparing to standard eva-
poration ponds, Katzir et al. reported a cost saving using WAIV of
20,000–40,000 euros/yr in brine disposal costs for a desalination plant
producing 2400 m3/day of water.
While solar and wind evaporation are almost free of energy costs,
industrial processes like membrane distillation, electrodialysis and va-
cuum crystallization are more capital and energy intensive. Energy
consumption per tonne of salt produced has been quoted in the range of
500–900 kWh/tonne in treatment systems using pre-treatment by
electrodialysis to handle coal-mine brine [14]. Nonetheless, industrial
processes can provide a superior range and quality of products; for
example, Fernández-González et al. recently demonstrated the possi-
bility of producing pure and concentrated hydrochloric acid from de-
salination brine in a system using a bipolar electrodialysis membrane
[15]. Most culinary salt is produced, in its ﬁnal stages, by energy in-
tensive vacuum evaporation and crystallization processes that are fa-
voured to achieve pure and well-formed crystals [5]. It is interesting to
note that a 20% reduction in process energy was reported in electro-
dialytic salt production when fed with desalination brine instead of raw
seawater [16].
The value chain based on desalination could be extended further by
adding value to the salt produced. Salt can be upgraded for culinary and
gourmet markets. Most importantly, salt is deemed the ‘best vehicle for
adding iodine’ [17]. Iodine is an essential micronutrient, deﬁciency of
which results in abnormal thyroid function, hypothyroidism and goiter
[18]. About one third of households worldwide lack access to ade-
quately iodised salt, and low-income countries are particularly prone to
this problem. According to Andersson et al. [18]:
Low iodine intake is the most common cause of preventable mental im-
pairment worldwide, which is why there is a global drive to eliminate
iodine deﬁciency through the highly eﬀective strategies of salt iodisation
and iodine supplementation.
Though the technology for iodizing salt is well known and in-
expensive, signiﬁcant barriers to its use in some countries include: lack
of high-quality salt manufacturing and packaging techniques, and lack
of regulatory systems to ensure accurate labeling and consumer con-
ﬁdence [17]. Risk of iodine deﬁciency is increased in land-locked
countries due to lack of sea-derived products in the diet that may supply
suﬃcient natural iodine.
Motivated by the environmental impact of desalination brines, the
limited instances of recovery of salt and minerals from it, and by the
opportunities to add value and beneﬁts to such products, this paper
investigates a new option for management of desalination brines by
seawater greenhouses. The seawater greenhouse is a concept in-
troduced in Tenerife in 1993 [19] by Seawater Greenhouse Ltd. and
currently taken up by several companies including Sundrop Farms and
the Sahara Forest project. The main feature of the concept is the use of
seawater for evaporative cooling of a greenhouse, combined with de-
salination technology powered at least partially by renewable energy.
Initially, seawater greenhouses were not taken up commercially due to
cost and investment barriers, but this situation is now changing with
the scale up to 20 ha by Sundrop Farms in Australia. The company is
forecasting the production of 15,000 tons of tomatoes a year [20].
Like WAIV, the proposed concept will use wind to evaporate water
and concentrate brine, but the additional value (described as ‘vapour
value’ [21]) is in the cooling developed behind the evaporator pads and
the beneﬁt for crop cultivation and water saving in irrigation. The
variant of seawater greenhouse studied here is designed for low-cost
implementation using shade nets and, unlike most evaporatively-cooled
T. Akinaga et al. Desalination 426 (2018) 135–154
136
greenhouses, the system will be wind driven avoiding electricity con-
sumption by fans.
The objective of this study is to assess this proposal with regard to
two main aspects:
1. The amount of brine disposed of, and amount of salt produced, per
area of evaporator pad and per area of land occupied by the system
2. The climate conditions (solar radiation, temperature, humidity and
air speed) achieved in the shaded cultivation area downstream of
the evaporator
In this paper, these aspects will be studied in the context of three
cases studies of use in hot regions, showing options for utilisation with
various brine concentrations and climate conditions. The case studies
will be used to illustrate predictions from the model and make a pre-
liminary assessment of its economic advantages. The eﬀect of design
parameters on the results will be explored. As the case studies refer to
proposed future installations not yet realised, validation of the model is
carried out by other means, namely: by comparison against ﬂow over a
backward-facing step (which is a reference case often used in compu-
tational ﬂuid dynamic work), comparison against results reported in the
literature relating to the shade net, and by comparison against ground
temperature measurements obtained by remote sensing.
2. Concept
Fig. 1(a) shows the basic concept of the wind-driven seawater
greenhouse. The shade-net construction has been chosen for low cost.
Shade nets are already widely used for cultivation of bananas, peppers
and other crops in hot climates [22,23], but not in combination with
evaporative cooling pads. The dimensions shown in the Figure are
parameters that will be varied in the modelling study. Nominal values
of these parameters are initially deﬁned as: overall height Hnet = 3 m,
overall length Lnet = 20 m, and shade net porosity ϕ= 50%. Further
nominal parameter values are included in Table 1. The seawater
greenhouse reduces the brine volume and, as shown in Fig. 1(b), is
combined with evaporation ponds to provide potentially a ZLD system.
For salt production purposes, these ponds will be arranged as a cascade,
allowing ﬁrst calcium carbonate and calcium sulphate to precipitate at
concentration factors up to about 12, with the brine then ﬂowing into
secondary ponds where it will be concentrated further for production of
salt containing mainly sodium chloride.
The results of the modelling will include the evaporation rate, po-
tential salt production rate, and internal conditions achieved. These will
depend not only on the model parameters but also on the ambient
conditions of temperature, humidity, wind speed and direction, and on
the solar radiation received. These ambient conditions will be based on
the three case studies described below. Table 2 summarises the climatic
conditions for each case study locations, classiﬁed as either hot desert
(DWh) or hot semi-arid (BSh) according to the Köppen system. For all
locations, we use land-based data from the National Oceanic and At-
mospheric Administration (NOAA), as the NOAA not only provides
access to many stations all over the world, but also stores regional
hourly data, of reasonable accuracy, over long periods of time [24].
3. Case studies: background information
3.1. Horn of Africa: Berbera
The Horn of Africa comprises four countries: Djibouti, Eritrea,
Ethiopia and Somalia. Somalia is not a single political entity but com-
prises several political and tribal subdivisions, in particular the self-
declared state of Somaliland. Somalia was, in the 1930s, home to the
world's largest salt works at Hafun, subsequently destroyed in WW2 in
(a)
(b) 
Seawater
Greenhouse
Evaporation 
ponds
Desalination 
plant or brine 
source
Brine
Concentrated
brine Salt
Fig. 1. Basic concept of seawater greenhouse for brine utilisation:
(a) Seawater greenhouse with wind approaching from the left,
described by a power-law velocity proﬁle u / Uref = (y / Yref)1/7
[37], where Uref is the reference wind velocity at height
Yref = 10 m. The relatively dry ambient air impinges on an eva-
porative cooling pad, of height Hpad, elevated above the ground
by a portion of solid wall height Hw. Downstream of the cooling
pad, the cultivation area is covered by a shade net, with holes of
diameter d and porosity ϕ, positioned at height Hnet above the
ground of reﬂectivity ρg. (b) The seawater greenhouse receives
brine from a desalination plant (or other saline source) used to
moisten the evaporative cooling pad over which the brine is re-
circulated. Hence the brine becomes more concentrated and is
ﬁnally supplied to a series of evaporation ponds where salt is
produced.
Table 1
Nominal values of modelling parameters.
Evaporative cooling pad Height Hpad 1.5 m
Thickness 0.1 m
Width ∞
Bottom wall height Hw 0.5 m
Shade-net greenhouse Height Hnet 3 m
Length Lnet 20 m
Width ∞
Shading net Geometrical/optical porosity ϕ 50%
Hole diameter d 3 mm
Ambient conditions Wind velocity range 0–10 m/s
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1941. The arid climate and current agricultural practices of Somalia
limit agricultural productivity to about 0.5 tonnes/ha. Despite the arid
climate, agricultural land compromises an estimated 70.3% of Somalia's
land but only 1.8% of the land is cultivated with very few arable crops.
Currently, Somalia and Somaliland have no signiﬁcant desalination
plants and in general very little industry of any kind. Their largest
economic activity is the raising of livestock which accounts for 40% of
GDP and for 50% of export earnings [28].
Ethiopia is a land-locked country, which has one of the highest in-
cidences of iodine deﬁciency worldwide [29]. Due to the growing
horticultural sector in Ethiopia, and the on-going conﬂict with Eritrea,
access to the sea port at Berbera via Somaliland provides an essential
trade route for Ethiopia.
Because of the precarious socio-economic and nutritional conditions
in the Horn of Africa, it receives substantial foreign aid interventions
intended to stabilize and improve conditions. With relevance to the
current study, the UK's Department for International Development is
sponsoring a project under the Innovate-UK Agri-Tech Catalyst
Programme, to promote sustainable intensiﬁcation of agriculture using
seawater greenhouses in coastal areas of Somaliland [29]. The climate
of Somaliland is classiﬁed as hot desert climate (Koppen-Geiger DWh).
Average highs vary from 29 °C in December–January, to 41–42 °C in
June–July; and average lows from 20 °C in December–January to 31 °C
in July–August. Average annual precipitation in Berbera is only about
50 mm. Like other countries in the Horn of Africa, Somaliland and
Somalia are very vulnerable to iodine deﬁciency: according to the Io-
dine Global Network scorecard there were, in 2014, some 435,000 in-
fants in Somaliland with inadequate protection against iodine deﬁ-
ciency [30].
Under the UK-funded programme, the seawater greenhouse will be
integrated with a desalination plant to provide irrigation water. It is
assumed here that the brine will be at concentration of 7%, corre-
sponding to 50% recovery ratio by the desalination plant. The system
will also produce salt using an arrangement similar to Fig. 1(b). A
coastal site close to Berbera has been chosen for this case study.
Quality of weather data for the Horn of Africa is generally poor;
however, two good years of weather data were recorded for 2005–6 at
Berbera airport, close to the intended site of construction, providing
measurements at typically 4 hour intervals with 740 time points in
total.
3.2. Gotvand Dam: Ahwaz
Iran's Upper Gotvand Dam project on the Karoun River was com-
pleted in 2013. Downstream of the dam, the Karoun traverses the
Khuzestan plain which is an important agricultural area. Due to sali-
nization of water in the dam reservoir, the river is also becoming saline,
leading to degradation of land and loss of fertility in irrigated areas of
the Khuzestan plain. Saline and sodic water damages soil structure and
impairs the ability of crops to take up adequate water.
According to Mahjoob Farshchi et al. [31], the increasing salinity is
due to the presence of a geological formation containing halite, 120 m
high and extending 120 m along the bank of the reservoir. The volume
of halite outcrops is estimated at 150000 m3. Salt from the outcrops is
gradually leaching into the reservoir. Salinity in the reservoir is strati-
ﬁed and reaches 14% total dissolved salts at its ﬂoor – about 4 times the
concentration of normal seawater.
Management of saline water from the Gotvand dam is a major
challenge, with similarities to management of brine from desalination
plants. So far no practical solution has been found. Seawater green-
houses are considered here as an option for utilising this water. Its
salinity will depend on the manner of extraction from the reservoir, and
here is assumed to be 7% salt. The town of Ahwaz has been chosen, as it
is located downstream of the dam and adjacent to the agricultural area,
with good availability of weather data.
3.3. Gujarat: Ahmedhabad
The state of Gujarat is the largest salt-producing region of India,
accounting for about 76% of the country's salt production; and it is the
second largest salt exporter worldwide [32]. The dry and sunny climate
of Gujarat is very suitable for salt production in solar evaporation pans
along the coast and inland (Table 1). Several inland surface and
groundwater saline source are exploited for this purpose. Salt produc-
tion in India is generally labour intensive, employing an estimated
100,000 salt workers, known in Gujarat as ‘agariyas’. These are mi-
gratory workers whose livelihood is governed by monsoon rains: they
work mainly desert area of the Rann of Kutch during the manufacturing
season and retreat to the surrounding villages during the monsoon.
Many hardships face the agariyas: ineﬀective health and safety legis-
lation, absence of workplace inspectors, occupational health hazards
including gangrene and blindness, lack of access to healthcare, and non-
recognised identity. Further, unseasonal rains can wash away their salt
pans and temporary dwellings [33]. Andharia [33] cites Tata Chemical
Industries as an example of an organization that is taking very positive
steps to provide improved conditions for salt pan workers, including
health check-ups, training in ﬁrst aid, and provision of a free hospital.
Through companies such as Tata Chemicals, Gujarat
Alkalies & Chemicals, and Reliance Industries, Gujarat has a modern
chloroalkali industry based on sea salt. This is supported by the gov-
ernment-funded and well equipped Central Saline and Marine
Chemicals Research Institute at Bhavnagar. Gujarat has several large-
scale desalination plants installed, including the 150,000 m3/day and
65,000 m3/day MED plants of Reliance and Essar respectively, at
Jamnagar, commissioned in 2008 and 2012 [34].
Gujarat is among the driest states of India: though home to 5% of
Indians it has only 2% of water resources occurring mainly during the
monsoon. The rainfall is variable over the state, the most arid region
being that of Kutch, which has no perennial rivers [35]. Given the
growing populations, increased installation of desalination plants can
be anticipated. For this study, the city of Ahmedabad has been chosen
for the case study location, due to the good availability of weather data.
It is located about 100 km from the Kutch region.
The fraction of households using adequately iodised salt in Gujarat
is about 70% [36]. As pointed out by Yadav et al. [37], inadequate
iodisation is common in small scale salt production, which represents
about 30% of salt production in India. This is attributed to limited ac-
cess to know-how and inadequate laboratory facilities among the small-
scale salt producers.
4. Modelling
The conditions inside the seawater greenhouse are studied based on
a thermal-ﬂuid dynamic approach. The fundamental equations used are
the incompressible Navier-Stokes equations:
Table 2
Summary of climate conditions and data sources relating to the three case studies.
Berbera: (2005–2006), Ahwaz: (2006–2015), Ahmedabad: (2006–2015). Temperature
data is averaged from data from NOAA [24].
Location Berbera,
Somaliland
Ahwaz, Iran Ahmedabad, Gujarat
Köppen climate Hot desert, DWh Hot desert,
DWh
Hot semi-arid, BSh
Coldest month January January January
Average daily min
temp (°C)
24.7 7.7 12.7
Hottest month July August May
Average daily max
temp (°C)
Dry bulb 42.3 46.3 42.1
Wet bulb 25.8 23.7 24.2
Rainfall (mm/yr) 51.2 [25] 209.2 [26] 750.9 [27]
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∇ =u· 0, (1)
⎡
⎣
∂
∂ + ∇ ⎤⎦ = −∇ + ∇ +
u u u u fρ
t
p μ( · ) ,2
(2)
and transport diﬀusion equations for the temperature T [°C] (i.e. energy
equation):
⎡
⎣
∂
∂ + ∇ ⎤⎦ = ∇uρc
T
t
T λ T( · ) ,p 2 (3)
and for the water vapour concentration w [kg/m3]
∂
∂ + ∇ = ∇u
w
t
w D w( · ) ,w 2 (4)
where t [s] is time; u [m/s] and p [Pa] are the velocity vector and
pressure respectively; ρ [kg/m3], μ [Pa·s] and λ [W/m·K] are the den-
sity, viscosity and thermal conductivity of the air respectively; and Dw
[m2/s] is the diﬀusion coeﬃcient of water vapour in air. We used a
constant value: Dw=2.60×10−5 m2/s at Tdb = 298 K and ambient
pressure 1013.25 hPa [38]. The buoyancy eﬀect due to variations in
temperature and humidity is taken into account by the vertical force
vector f per unit volume of ﬂuid [N/m3] using a modiﬁed Boussinesq
approximation
= = − −f g gρ ρ β T γw[1 Δ ],0 (5)
where ρ0, g, β, ΔT, γ and w are reference density, gravity vector,
thermal expansion ratio [1/K], temperature diﬀerence from reference
temperature (T−T0), air exclusion ratio by water vapour γ= ( ρ
11
18 0
)
[m3/kg] respectively.
The equations are solved numerically, via a ﬁnite diﬀerence method
based on a Large Eddy Simulation [40,41]. The modelling approach is
essentially a two-dimensional one, because the greenhouse structure is
intended to extend for a large distance in the span-wise direction
compared to the stream-wise distance Lnet, thus resulting in a transla-
tional symmetry. This assumption is justiﬁed by the fact that the
structures are being designed to cover large areas (i.e. several hectares),
such that end eﬀects would only aﬀect relatively small portions. As
shown in Fig. 1(a), x, y coordinates are used to represent the stream-
wise direction x, and vertical direction y.
Before applying these equations to the whole domain of the sea-
water greenhouse, we consider separately the key components, namely
the evaporative cooling pad and the shade net, to determine quadratic
pressure drop coeﬃcients C according to:
=P ρC u uΔ 1
2
| | , (6)
where ΔP and u are respectively the pressure drop across the medium
and the velocity through the medium. The quadratic pressure drop
coeﬃcient enables these components to be represented simply in the
overall model, without the need to model very small-scale features at
the level of the pores. Initial modelling regarding each of these com-
ponents in isolation is carried out to provide useful results prior to the
modelling of the whole system. In the case of the evaporative cooling
pad, pressure drop C is well characterised and can be determined from
manufacturers' data (Appendix A). Since the ﬂow ﬁeld in the wake of
the evaporative cooling pad is considered not to aﬀect signiﬁcantly the
ﬂow rate through the pad, a study of the pad in a free ﬂow ﬁeld is useful
to determine evaporation rates. It is shown that the air ﬂow through the
pad provides a nearly constant wind reduction factor which can be
applied over a time series of wind velocities to determine cumulative
evaporation rates. In the case of the shade net, commercial information
on pressure drop is not readily available; instead this component is
modelled in detail to determine a value of C. For both of these initial
models, direct numerical simulation (DNS) was used for greatest ac-
curacy – avoiding the need to introduce turbulence models. However,
DNS was not practical for modelling of the whole system and thus a
turbulence model and use of a wall law was introduced (as described in
Section 4.3). In all cases, bespoke FORTRAN code was created to solve
the equations.
4.1. Evaporative cooling pad
The evaporative cooling pad is an essential part of the seawater
greenhouse. As seen in Fig. 2, the pad has a wavy structure with a pitch
of 7 mm between pitch and summit. The wet evaporative pad releases
water vapour, when wind penetrates the pad through the gaps. Pressure
drop and evaporative eﬃciency data, as provided by the manufacturers
[39], are used to calibrate our model in which the pad is simpliﬁed as a
uniform porous medium. A quadratic resistance was found appropriate,
where the pressure drop is proportional to the square of the mean
normal velocity (Eq. (6)), and determined to be C= 14.4 for values of
upad up to 20 m/s with pad thickness 0.1 m. See Appendix A for further
details.
For a general prediction of ﬂow through the evaporative cooling
pads, the pad was modelled in a free air ﬂow (with no ground friction)
and choosing a pad height of 3 m. This excess height was chosen to be
much larger than the thickness of the pad, speciﬁcally to study the end
eﬀect in a very tall pad, with the hypothesis that the end eﬀects may be
small (as will be veriﬁed later). Based on solution of Eqs. (1) and (2),
modelling of this ﬂow ﬁeld around the pad is depicted in Figs. 3(a) and
3(b) for a perpendicular wind velocity U0 = 1 m/s.
Note that in this case the ﬂow ﬁeld is isothermal and constant
density: Eqs. (3)–(5) are not needed. Instead, the body force f is based
Fig. 2. Structure of the CELdek® evaporative cooling pad.
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on a quadratic resistance per length corresponding to Eq. (6):
= −f u uχϱ | | ,12 where χ= 144 m−1. As this is a 2D model, the pad is
extended inﬁnitely in z, and the origin of the coordinate system is at the
centre of the pad in this case. The computational domain is
100 × 60 m2 in the x and y directions, respectively, with the pad 20 m
downstream of the ﬂow inlet.
Fig. 3(b) shows velocity vectors u= (u,v) enlarged around the pad
on the x-y plane. The magnitude of the normalised velocity vector, |u|/
U0, is depicted in Fig. 4, where = +u u v| | 2 2 . The ratio of the velocity
through the pad (u) to the ambient velocity (U0) is thus determined to
be |u|/U0 ~0.31 for |y|/H < 1.
For H= 3 m and wind velocity U0≤ 10 m/s there was found to be
almost no diﬀerence in the velocity proﬁle u/U0 over the pad as shown
in Fig. 3(b), such that the velocity reduction factor 0.31 is considered to
be generally applicable independent of dimensions and wind speed (see
Fig. 4). This factor applies to over the whole ﬂow ﬁeld leaving the pad,
except for a small region at the tip of the pad as shown in Fig. 3(b).
To conﬁrm the validity of the use of the constant velocity reduction
factor, modelling was carried out with the evaporative cooling pad
incorporated in the greenhouse structure, for the case study of
Ahmedabad (May conditions) – following the method of Section 4.3. As
shown in Fig. 5, variations in pad height result in only a ± 10% var-
iation in exiting velocity averaged over the pad height. Temperature
and humidity are also seen to be substantially uniform at the exit. Based
on the ambient conditions for the site, we therefore use the velocity
reduction factor to predict the amount of evaporation per m2 of pad
according to the surrounding condition, namely the dry-bulb tem-
perature (Tdb), humidity and wind velocity and direction only. The
evaporation is assumed to be independent of the shade net arrangement
downstream and of the solar radiation intensity. The procedure is as
follows:
1. Calculate the velocity of ﬂow through the evaporative cooling pad
based on the normal component of wind speed and on the velocity
reduction factor (having value of 0.31 as shown in Fig. 4 for the
0.1 m thick pad).
2. Using psychrometric relations (Appendix B), calculate the maximum
potential increase in w, based on ambient absolute humidity at inlet
and corresponding wet-bulb conditions at outlet, corresponding to
an ideal 100% saturation eﬃciency of the pad.
3. To determine the actual increase in w, multiply this maximum in-
crease by the saturation eﬃciency η, as determined from velocity
upad at the pad by Eq. (7) below derived by ﬁtting to the manu-
facturers' data:
= −η u0.955 0.185 ( )pad 0.452 (7)
(for thickness of pad tpad = 0.1 m). Thus we determine w at the outlet of
the pad, and the corresponding evaporation rate. Detailed psychro-
metric relations are included in Appendix B.
4.2. Shade net
The shade net structure is modelled by a thin ﬁlm, where the ﬁlm
has circular holes of diameter d= 3 mm uniformly placed on square
grid points (Fig. 6) at pitch Lx = Lz = 3.76 mm, so as to provide 50%
overall porosity. This pitch and porosity is fairly typical of that used in
real nets. Though the geometry used in the model is somewhat sim-
pliﬁed, the porosity is believed to be the important parameter. The ﬂow
ﬁeld is assumed to be symmetric about the four symmetry planes of the
square grid. The pressure drop coeﬃcient for the net is obtained by the
following procedure, considering the net to be placed in normal velo-
city ﬁeld with bulk velocity 1 m/s. Unlike in Sections 4.1 and 4.3, in
this case the model is a 3D one.
The net resistance against the air ﬂow has the eﬀect of lowering the
static pressure, even though the velocity is recovered downstream of
the net. We see this eﬀect by depicting the stream-wise component of
the velocity and the pressure along an axis passing through the centre of
the holes, as a function of distance from the hole, as shown in Fig. 7(a)
and (b) for uniform ﬂow ﬁeld approaching at 1 m/s. Once we know the
relationship between the uniform ﬂow speed and the pressure drop,
then we can predict the pressure drop for any speed of the uniform ﬂow
under the quadratic resistance approximation of Eq. (6). Note that there
is a wake region behind the net, extending about 0.1 m. As the scale of
the whole greenhouse model is much larger than 0.1 m, we base the
calculation of pressure drop on conditions downstream of this region,
resulting in a value of pressure drop coeﬃcient of C = 3.67 as obtained
by matching Eq. (6) to the results of the DNS at approach velocity of
1 m/s.
To check grid convergence of the computation, the velocity at the
Horizontal position x [m]
(a) (b)
V
er
tic
al
 p
os
iti
on
 y
 [m
] 
Fig. 3. Air ﬂow through the evaporative pad in absence of
ground friction: (a) computational grid points around and
inside evaporative cooling pad (|x| < =0.05 m). The
grid is designed to have closer spacing near the edges of
the pad, by using hyperbolic tangent mappings. Total
numbers of grid points: Nx = 275, Ny = 100. (b)
Resulting velocity ﬁeld u for U0 = 1 m/s, pad height 3 m
and thickness 0.1 m.
Fig. 4. Average velocity through pad (x= 0), the minimum and maximum velocity
normalised velocity through the pad upad / U0. The pad thickness and height are 0.1 m
and H= 3 m, respectively.
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centre of the holes against number of grid points is shown in Fig. 8,
where Ny corresponds to half of the grid points on the centre line of the
holes normal to the net. On this basis, simulations are carried out with
Ny = 480, Nr=80, and Nθ=10.
4.3. Modelling of whole greenhouse
The modelling of the whole greenhouse shown in Fig. 1 was
achieved by solution of the Navier-Stokes and transport diﬀusion
equations for temperature and humidity over a rectangular computa-
tional domain including the greenhouse, of 100 m longer than the
greenhouse length (36 m upstream and 64 m downstream) in the
stream wise (x) direction, and 30 m in height (vertical direction, y). A
uniform square grid was taken, and the size is 0.025 m with a time step
of 1 ms. The equations were spatially discretised based on a ﬁnite dif-
ference approximation, and the thermal and ﬂow ﬁelds were developed
by using simpliﬁed mark and cell method (SMAC) [42,43]. The KK-
Scheme [44] and 4th order ﬁnite diﬀerence approximation were
adopted for advection and diﬀusion terms, respectively. A second order
Adam-Bashforth scheme was selected for the integration with respect to
time.
Boundary conditions were deﬁned as follows. The wind (blowing
from the left) is described by a power-law velocity proﬁle as in [45].
= =u U y Y v/ ( / ) , 0,ref ref 1/7 (8)
where Uref = U0 is wind velocity at reference height y= Yref = 10 m
corresponding the meteorological input data. The boundaries of the
computational domains were: at the left, according to this velocity
proﬁle; upper boundary, constant velocity and constant humidity w
(v= 0, u according to Eq. (8), w according to the ambient conditions);
to the right by a Sommerfeld boundary condition.
∂
∂ +
∂
∂ =
ψ
t
c ψ
x
0, (9)
where ψ can represent u, T, or w; and c is the phase velocity at the right
boundary, approximated by the horizontal velocity component u esti-
mated at the grid point preceding the boundary. However, c is con-
strained to values ≥0 in order to avoid the need to extend the com-
putational domain downstream, by disallowing propagation of ﬂow
properties upstream across the boundary. A constant pressure was im-
posed at the right boundary.
In the region of the solid boundary at the ground, velocity changes
are very rapid, potentially requiring an impractically large number of
grid points in the ﬁnite diﬀerence scheme. To avoid this problem, in-
stead of using a simple non-slip boundary condition, use is made of the
Spalding law [46]:
= + ⎡
⎣⎢
− − − − ⎤
⎦⎥
+ + − + + ++u y e e κu κu κu1 ( )
2
( )
6
.κ κu5.5
2 3
(10)
Herein dimensionless parameters are deﬁned =+u uuτ , =+y
u y
ν
τ . And
uτ is the friction velocity at the ground, ν is kinematic viscosity and the
Karman constant κ is assumed to be κ=0.41, as found in experiments
for a smooth wall [47,48]. Similar wall functions are used to represent
tangential velocity components in the vicinities of the vertical eva-
porator pad and the shade net.
Special attention was paid to the thermal boundary conditions at the
ground, as described next, whereas a zero-ﬂux boundary condition is
assumed for humidity ﬁeld w. This assumption is made on the basis of
dry ground, with no evaporation, which would be typical of desert lo-
cations – and allows the model to be applied generally without as-
sumptions speciﬁc to the location.
4.3.1. Estimation of solar radiation
For the sites of interest, direct measurements of solar radiation
where not available, therefore a model had to be used based on as-
sumed clear sky conditions. This is justiﬁable since we are mainly in-
terested in predicting maximum values of temperature typically cor-
responding to such conditions. The intensity of direct solar radiation at
the ground is estimated using an approximate ﬁt of normal incidence
radiation Rd [W/m2] for a clear sky condition as a function of air mass
AM, as provided in Fig. 3.2 of Sorensen [49]:
(a)
(b)
(c)
Fig. 5. Results of computations conﬁrming that the behaviour of the exit conditions
immediately downstream of the evaporative cooling pad are substantially independent of
vertical position y and pad height Hpad: (a) horizontal component u of velocity vector; (b)
temperature T and (c) humidity w. Here the pad is mounted on a solid wall 0.5 m high,
and subject to an ambient wind speed of 3.7 m/s. Three pad heights are modelled: 1, 1.5
and 2 m. The parameters on the abscissae of the graphs are time averages.
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= − +R AM948.2 exp[ 0.314 ] 151.7,d (11)
where AM=1/cos(ζ), and ζ is the zenith angle. So R=Rdcos(ζ) was
used for the solar energy that reaches to the horizontal ground.
4.3.2. Atmospheric longwave radiation from sky
Preliminary studies showed that the radiation balance has im-
portance through a strong eﬀect on the ground temperature. Based on
literature the Clarke's formula [50,51] is selected as the preferred
model which predicts the sky temperature Tsky by.
= ⎧⎨⎩
× − + − ⎡
⎣⎢
+ + ⎤
⎦⎥
⎫
⎬⎭
−
⎛⎝ − ⎞⎠
T CC T T CC CC
e CC
9.366 10 (1 ) (1 0.84 ) 0.527
0.161 0.84 ,T
sky
4 6
db
6
db
4
8.45 1 273
db
(12)
where CC is cloud coverage ranging between 0 and 1. For a clear sky
(CC= 0), and then Tsky is a function of the ambient temperature Tdb
only:
= × −T T9.366 10 .sky4 6 db6 (13)
4.3.3. Optical property of shade net
An analytical approximation to this energy balance is used as fol-
lows. The optical shade net is assumed to have transmittance equivalent
to its porosity ϕ, and reﬂectance ρn with respect to the solid fraction of
the net (giving overall reﬂectance [1− ϕ] ρn). The ground is assumed
to have reﬂectance ρg and therefore absorption (1− ρg). Total solar
energy must be split into components of ground absorption G [W/m2]
and absorption by the net, and reﬂection to ambient. Energy balance of
these quantities considering the possible multiple reﬂections between
the ground and shade net leads to:
= −− −
G
R
ρ ϕ
ϕ ρ ρ
(1 )
1 (1 )
.g
n g (14)
In this application, a high value of ρn is desirable. Optical re-
ﬂectance of shade net materials can be enhanced by use of aluminium
foil or polyethylene paper to> 0.6, which is the value of ρn assumed
here [52]. A reﬂectance value of ρg = 0.3 [53] has been used for the
ground respectively giving (together with ϕ= 0.5), a value of G/
R= 0.385. In this absence of any net, G/R= 0.7.
4.3.4. Energy balance at ground
We assume that the solar radiation (short wave, R), the atmospheric
radiation (long wave, σTsky4), the thermal conduction including con-
vection above the ground and the thermal conduction underneath the
ground toward soil are balanced at the ground:
+ + − − + ∂∂ −
∂
∂ =G σ ϕT ϕ T T λ
T
y
λ
T
y
[ (1 ) ] 0,sky4 db4 g4 air
g
soil
g
(15)
where σ is the Stefan-Boltzmann constant (5.67 × 10−8 W/m2·K4), ϕ is
the porosity of netting above the ground, and the net temperature is
assmed to be the ambient one Tdb. Note that the temperature gradient
terms must be evaluated at the air and soil sides of the ground surface
respectively. The properties of material used in this study are listed in
Table 3.
Calculations showed that energy storage in the ground layer had a
signiﬁcant eﬀect on the ground surface temperature. To model the
ground layer, the energy equation was also applied using physical
properties as given in Table 3. The soil conductivity for sandy soil,
typical of locations of use, was estimate at λsoil = 0.3 W/m K [55,56].
Based on a preliminary calculation using an analytic solution to the
semi-inﬁnite heat conduction problem with a sinusoidally varying
temperature over the day, it was estimated that the amplitude of
Fig. 6. Geometric model of shade net for pressure drop de-
termination showing (a) local co-ordinate system and (b)
symmetry planes (dotted lines) used to simplify modelling.
Fig. 7. Flow through shade net. The hole
diameters are 3 mm, and the volume fraction
of the net is 50%. (a) velocity and (b) static
pressure at the centre of the holes. The ve-
locity far from the net is 1 m/s in the y di-
rection. The position of the net is at y= 0
and increasing y is measured in the direction
of ﬂow, along an axis perpendicular to the
net and passing through the hole centre.
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variation of temperature would be attenuated by 90% at a depth of
0.1 m approximately. On this basis, a boundary of constant temperature
was imposed at y=−0.1 m.
We note also that the ground model does not attempt to take into
account the eﬀect of crops on ground temperature and airﬂow. The
model is for dry, bare ground. Presence of crops is expected to lower
temperatures, because of evapotranspiration. This approach is preferred
for generality, because it avoids speciﬁc assumptions about crop types,
and because it is useful to predict peak temperatures before plants are
introduced or when they are at an early stage of growth.
4.3.5. Procedure for determining typical weather conditions for model input
For the purpose of providing information about climate conditions
inside the greenhouse, it is useful to provide average daily minima and
maxima for each month, as this information would be useful for
growers in determining suitable types of crops and growing schedules.
Rather than conduct calculations continuously over a whole year,
which would be computationally too expensive, a calculation was
performed based on a typical day of each month, using average daily
maxima temperatures as the input boundary conditions. Monthly daily
averages of dry bulb and wet bulb temperature (Tdb↑ and Twb↑ re-
spectively) were determined from analysis of the raw weather data
(Table 4). It was observed that weather patterns were such that these
maxima typically occurred at a particular time of day for each location.
For example, in Somaliland, high temperatures were observed early in
the day with the wind blowing from the south before turning to blow
from the north later in the day. In the other two locations, maximum
temperature conditions tended to occur around noon. Dry-bulb and
wet-bulb temperature tend to rise and fall in synchrony, peaking at the
same time of day to within about 1 h, and thus selection of peak con-
ditions based on dry-bulb temperature was considered satisfactory. The
average time of day thus determined was used for the estimation of
wind speed and direction and of humidity, also based on monthly
averaging, to determine also these inputs to the model for the model.
Typical input conditions thus calculated for each location are shown in
Table 4 below, as used for the prediction of peak inside temperature
conditions. Meanwhile, for the prediction of evaporation rates (where
the calculation was less complex and faster) round-the-clock integration
was carried out, with input data provide 4 times per day for Berbera
and hourly for Ahwaz and Ahmedabad.
4.4. Validation
To validate the software, three diﬀerent approaches were used: (i)
validation against a reference experimental case of the backward facing
step taken from the literature, (ii) pressure drop relation through
porous plate against literature and (iii) validation against ground
temperature as measured by satellite.
4.4.1. Validation against ﬂow over backward-facing step
The computational tool as used to analyse thermal-ﬂuid dynamics in
this paper was validated against the reference case of a standard ﬂuid
dynamics problem, the backward-step ﬂow, for which a thorough ex-
perimental investigation has been reported [57]. As seen in Fig. 9
below, normalised velocity values agree to within 8%. One limitation of
this comparison is the range of Reynolds numbers used – in the ex-
perimental case Re= 5× 103, the maximum covered by the reference
experimental study, whereas in the greenhouse climatic model Re up to
5 × 105 occur. Nevertheless, the good agreement at the lower Re,
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Fig. 8. Grid convergence. v is the axial component of the velocity at the centre of holes.
2Ny corresponds to the number of grid points between inlet and outlet (i.e. over distance
0.4 m).
Table 3
Properties of materials [54,55,56].
Material Density Viscosity Speciﬁc heat Thermal conductivity
ϱ [kg/m3] μ [Pa·s] cp [kJ/kg/K)] λ [W/m/K]
Air 1.225 1.789 × 10−5 1.004 0.0241
Soil 1560–1720 n/a 0.5–0.8 0.2–0.6
Table 4
Representative conditions for each month selected on basis of average daily maximum
temperatures.
Month Time (h) Wind speed U0
(m/s)/direction
(°N)
Ambient temp. dry
bulb/wet bulb (°C)
Tdb↑/Twb↑
Relative
humidity (%)
(a) Berbera (2005, 2006)
January 9:27 4.91/229.61 28.36/22.93 62.60
February 9:38 5.32/241.82 29.17/23.75 63.11
March 9:21 5.24/208.18 30.51/25.45 66.12
April 9:32 5.29/244.65 31.27/26.11 65.83
May 9:43 5.11/255.21 35.92/28.01 53.16
June 9:56 7.83/222.31 42.14/26.12 25.53
July 10:40 10.14/226.25 42.31/25.82 24.29
August 10.31 8.32/230.58 41.58/26.03 26.49
September 9:55 6.36/255.22 40.37/26.48 30.98
October 9:24 5.54/256.98 32.72/26.44 60.02
November 9:40 4.97/260.43 30.86/24.79 60.14
December 9:22 4.71/266.46 29.83/23.98 60.85
(b) Ahwaz (2006–2015)
January 12:16 2.66/235.94 17.70/11.01 44.35
February 12:11 3.26/228.58 21.17/12.50 34.95
March 12:14 3.58/242.89 26.89/14.29 22.08
April 12:08 3.38/250.70 32.92/17.30 18.08
May 12:11 3.44/267.67 39.82/20.39 14.36
June 12:27 4.23/280.85 44.86/21.38 10.12
July 12:19 4.08/276.62 46.24/23.30 12.19
August 12:23 3.32/271.99 46.26/23.74 13.00
September 12:09 3.12/268.57 42.34/21.86 14.12
October 11:52 2.75/254.05 35.97/19.86 19.68
November 11:54 2.38/256.80 25.80/15.74 32.81
December 12:02 2.48/244.29 19.52/12.36 43.11
(c) Ahmedabad (2006–2015)
January 10:34 2.84/151.06 27.84/16.65 29.57
February 10:53 2.70/195.28 31.36/17.88 23.85
March 11:04 2.62/230.03 36.09/19.43 18.17
April 11:16 2.82/257.22 40.08/21.71 17.20
May 11:31 3.74/258.91 42.14/24.21 20.13
June 11:14 3.56/235.17 38.76/27.07 37.92
July 11:14 3.10/238.39 33.48/27.21 60.47
August 11:04 2.61/244.25 32.33/27.05 65.64
September 10:41 2.48/241.52 33.71/27.10 58.70
October 10:17 2.24/188.59 35.98/23.59 32.78
November 09:55 2.25/139.03 33.01/20.81 30.71
December 10:13 2.58/146.81 29.63/18.06 29.87
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demonstrating correct convergence of the model to the experimental
results and the main implication for the higher Re modelling is the need
for a ﬁner grid as explained in Section 4.4.4.
4.4.2. Comparison with results for porous screens from the literature
A number of researchers have conducted experimental studies on
porous screens using air and water. Numerical modelling studies are
also reported. Table 5 below compares the current result of pressure
drop coeﬃcient of C= 3.67 against literature cases that give results
varying from C = 3.18 to 4.37. Therefore, the values can be considered
to be in reasonable agreement, given that the other studies have certain
diﬀerences with respect to the range of Re covered, method of the study
and shape and the exact porosity chosen, as indicated in the Table.
4.4.3. Validation against remote sensed data
Remote sensed data provide a potentially powerful means of vali-
dating the outputs of the model, although some simpliﬁcations have to
be made in the modelling to enable a comparison with such data. The
approach was to model the system as in Fig. 1(a), but simpliﬁed by
removing the evaporative cooling pad and shade net. Thus we were
able to compare our prediction of ground temperature (Tg) as appearing
in Eq. (15), against remote sensed data as collected from the NASA
Moderate Resolution Imaging Spectroradiometer (MODIS). This sa-
tellite instrument is ﬂown on board two satellites, Terra and Aqua,
which follow a sun-synchronous orbit, providing two readings per day.
As the instruments can only measure ground temperature accurately
under clear sky conditions, times of day corresponding to these
conditions were selected in order to run the computational ﬂuid dy-
namic model for comparison of the ground temperature. The use of
ground temperature in the model validation was justiﬁed by the fact
that ground temperature is an important variable in the model, inﬂu-
encing the rate of heating and temperature under the shade net.
Fig. 10 shows that, in general the model prediction tends to show
signiﬁcantly higher ground temperatures than the satellite data, with
variation in the range 0–20 °C. A straight ﬁt on the absolute tempera-
ture scale, shows a gradient of 1.02 whereas a gradient of 1.00 would
indicate identity between the predicted and satellite data. The dis-
crepancy could be explained by a number of factors: (i) simplicity of the
solar radiation model based on ‘clear sky’, may overpredict solar ra-
diation due to high atmospheric turbidity or pollution; (ii) uncertainty
in the soil reﬂectance (albedo) and variations in ground quality and
coverage; (iii) ground moisture and evaporation which is not taken into
account by the model.
4.4.4. Grid convergence
The veriﬁcation of grid convergence is shown in Fig. 11; this led to a
choice of grid spacing of 0.025 m for the computations applied to the
whole greenhouse system.
5. Results
5.1. Evaporation and salt production
Use of the velocity reduction factor from Section 4.1 enables the
Fig. 9. Comparison of mean horizontal velocity proﬁles at
four horizontal positions x downstream of a backward fa-
cing step, corresponding to normalised values x/h = 4, 6,
10 and 19 (left to right) where h is the height of the step.
The comparison is made between computational values
from this study (solid line) and experimental values from
[57], using time average values of u normalised to the inlet
velocity U0.
Table 5
Pressure drop for ﬂow through porous screens, comparing this study with the literature.
Study Pressure drop
coeﬃcient C
Geometric conditions Reynolds number Re and ﬂow conditions Thickness Study
Present study 3.67 Porosity = 0.5
Diameter 3 mm
Re= 171
Upstream velocity = 1 m/s
Density of air = 1.225 kg/m3
Zero thickness Computation
Idelchik (1996)
[58]
4.37 Porosity = 0.5
Perforated plate
Reynolds number≥ 105 Thickness/diameter < 0.015 Experiment
Teitel et al. (2009)
[59]
3.18 and 3.63 Porosity = 0.52
Rectangular holes (764
um× 555 μm)
Formula for upstream velocity 1 and 0.8 m/s
corresponding to Reynolds numbers 37.2 and 29.8
(Density of air: 1.225 kg/m3 assumed)
Thickness/diameter = 0.24,
0.34, 0.52
Computation
Guo et al. (2013)
[60]
~4 Porosity = 0.5
Circular holes
Reynolds number≥ 105 Thickness/diameter = 0.3 Computation
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evaporation rate at each moment in time to be predicted on the basis of
wind speed, wind direction, and dry- and wet-bulb temperatures. Eva-
poration rate is then integrated over the year to get the total annual
evaporation amount (per m2 of evaporative pad) as a function of the
greenhouse orientation (Fig. 12a). Table 6 shows the optimum angle for
maximum evaporation, to maximise brine disposal rates for each lo-
cation. As shown in Fig. 12(a), a rotation of wind direction through
180° leads to reverse air ﬂow through the evaporator pads with the
magnitude of ﬂow maintained, resulting in the same evaporation rate
predicted (on the other hand, reversal of air ﬂow would result in loss of
satisfactory cooling performance because the cool wake would no
longer be on the side of the evaporator pad where the shade net and
crops are located). Fig. 12(b) shows how the water evaporation rate
varies cumulatively throughout the year. The yearly evaporation rates
vary among the case studies presented, from 33.4–82.6 m3 of water per
face m2 of evaporative cooling pad, with the greatest in Ahwaz and
least in Berbera (Table 6). The high evaporation in Ahwaz is attributed
to the typically low ambient humidity in this location.
As the water evaporates, it must be made up by replacing with an
excess of brine, to prevent the salt concentration from becoming too
high. A maximum concentration of 140 kg/m3 salt, corresponding to
four times the concentration of normal seawater, has been assumed for
the outlet brine discharged to the solar evaporation ponds (Fig. 1b). It is
believed that this concentration may be handled by seawater eva-
porator pads without serious problems of salt encrustation (see Dis-
cussion). It is also noted that this concentration reduces the vapour
Fig. 10. A linear function, Tgp+273.15=1.02(Tgm+273.15), ﬁtting the comparison
between satellite measurement data (Tgm) and the present model prediction (Tgp) for the
ground temperature in Ahmedabad, India (2015).
Fig. 11. Grid convergence of ground temperature with respect to number of grids in the
vertical direction y under the condition corresponding to monthly average of daily
maximum temperature in January, Berbera (see Table 4a). Dimensions of the computa-
tional domain are 100 m and 20 m in the horizontal and vertical directions, respectively.
The uniform square grid system was selected. The ground temperature was compared at
80 m downstream from the inlet.
Fig. 12. Annual water evaporation in Berbera, Ahmedabad and Ahwaz, per m2 of face
area of evaporative cooling pad. (a) Eﬀect of orientation (compass angle) of the system,
and (b) cumulative evaporation over year.
Table 6
Results for evaporation rates and corresponding salt production outputs, for the optimal
orientation as shown (data periods in Table 2), expressed per m2 of face area of cooling
pad.
Location Per m2 of evaporative cooling pad face Optimal
orientation [°N]
Water evaporation
[m3/m2·yr]
Salt production
[tonne/m2·yr]
Berbera 33.4 2.34 12
Ahwaz 82.6 5.78 125
Ahmedabad 52.3 3.66 74
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pressure of the solution by< 10%, so evaporation rates are not ex-
pected to be aﬀected unduly.
With these assumptions, Table 7 includes also details of the volume
of the concentrated brine leaving the seawater greenhouse and the es-
timated land areas for the salt evaporation ponds in each case studied.
The calculation is based on a brine volume of 1000 m3/yr to be dis-
posed of from the desalination plant (or other source); for smaller or
greater volumes the results may be scaled accordingly.
For comparison with a more conventional brine disposal system, the
corresponding area of salt evaporation ponds without prior volume
reduction is also shown. This area is calculated based on local potential
evapotranspiration multiplied by the factor 0.7, to account for lower
evaporation from saline water as compared to freshwater, as suggested
in [10]. Even if the area of the greenhouse cultivated land is included,
the total area of the greenhouse + evaporation ponds is 40–90% that of
the evaporation ponds alone: thus there is land saving in all cases.
Further, at least half the hand utilised will be for purposes of growing
crops thus adding value to the system. Total land requirements for
disposal of 1000 m3/yr of brine are in the range 300–657 m2 (Table 7).
5.2. Airﬂow and climate inside greenhouse
This sub-section describes the modelling of the whole greenhouse,
carried out with the help of the pressure drop coeﬃcients determined
for the evaporative cooling pad and the shade net, and using the Large
Eddy Simulation turbulence model. At this stage, ground eﬀects were
no longer neglected, with the wall function and ground radiation model
introduced. The predicted velocity vector ﬁelds, an example of which is
shown in Fig. 13, reveal a complex pattern of ﬂow as the wind
boundary layer impinging on the greenhouse structure. Disruption of
the air ﬂow as it passes over and through the evaporative cooling pad
results in large vortices, which are not stationary, but shed resulting in
breaking waves downstream. Shearing with the ground adds to this
vorticity. The vortices are not precisely periodic but tend to occur with
certain regularity at periods of around 1 s (refer to Movies A and B in
Supplementary material). These unsteady vortices have a length scale
comparable to the height of the structure. We note from the movies that
a second, vertical plume tends to arise from the heated ground,
downstream of the shade tent, veering to the right under the action of
the wind.
The ground acts as a heat source and the mixing ﬂow, together with
the buoyancy of air heated by the ground, causes a gradual dissipation
of the horizontal plume of cool air that emanates from the cooling pad.
Mixing with the bulk airﬂow above the shade net also contributes to
this dissipation (see Movies A and B).
Comparison of results among the three case studies gives insights
the eﬀect of the wind velocity on the length of the plume, as shown in
Figs. 14–16 where time-averaged results (obtained by ensemble aver-
aging with 1000 sample points at 1 s intervals) are provided to smooth
out ﬂuctuations due to the vortices. Ahwaz and Ahmedabad have re-
latively low wind velocities of 3.3 and 3.7 m/s respectively. In these
cases the plume extends a little beyond 10 m. For the higher wind ve-
locity in the Berbera case (U0 = 10.7 m/s) the length of the cool plume
is reduced slightly (Fig. 14). This is attributed to the lower eﬀectiveness
of the cooling pad due to the increased airﬂow velocity (as evident from
Eq. (7)). A second reason is that the higher frequency disturbance in the
Table 7
Showing land areas needed to dispose of 1000 m3/yr of brine at inlet concentration shown, with outlet brine at concentration of 140 kg/m3 directed to evaporation pond in all cases. Use
of the seawater greenhouse reduces the size of pond needed for brine disposal; and the total area needed for greenhouse + evaporator pond is less than when using an evaporation pond
alone. (PET = Potential Evapotranspiration).
Location Concentration
brine inlet
Evaporator
pad area
Volume of
water
evaporated
Volume of
concentrated
brine remaining
Salt produced PET Evaporation pond size [m2] Greenhouse area Total area:
greenhouse
+ evaporation
pond
kg/m3 m2 m3/yr m3/yr Tonnes/yr m/yr No greenhouse With
greenhouse
m2 m2
Berbera 70 29.9 500 500 70 2 714 357 299 657
Ahwaz 70 19.1 500 500 70 1.6 893 446 191 638
Ahmedabad 35 12.1 750 250 35 2 714 179 121 300
Fig. 13. Instantaneous (a) temperature and (b)
humidity ﬁelds, corresponding to Berbera in July
superimposed with velocity vectors (wind velo-
city U0 = 10.7 m/s, evaporator pad height
Hpad = 1.5 m). The horizontal position x = 0
corresponds to the base of the front wall in-
corporating the evaporative cooling pad. Refer to
Supplementary Movies A and B for corresponding
animated versions.
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quasi-periodic plume enhances heat exchange with the ground below
and bulk air ﬂow above. This even suggests that it may be preferable to
slow the air ﬂow approaching the evaporative cooler (e.g. by means of
additional nets to remove kinetic energy from the ﬂow).
To assist in the choice of length of the greenhouse shade-net and
cultivation area, Fig. 17 shows – for each of three locations – an average
of temperature over a longitudinal section of the cultivation area. These
plots conﬁrm that the cooling eﬀect starts to deteriorate at a position of
x= 10 m and is mostly lost at x= 15 m.
The conditions chosen for Figs. 14–17 correspond to typical peak
conditions temperature for the whole year, corresponding to one par-
ticular month in each location. To give a picture for the complete year,
Fig. 18 shows how internal conditions for the shade net will vary month
by month for the whole year. As noted above, around 10 m downstream
of the evaporative pad, the cooling eﬀect starts to dissipate and here we
compare cases of temperature averaged over the ﬁrst 10 m, or alter-
natively over the ﬁrst 15 m, downstream. For the shorter length of
10 m, 8-10 °C of cooling is predicted in Berbera the hottest time of year
(June/July). In Ahwaz, where conditions are considerably drier, the
cooling eﬀect increases to 16 °C. In Ahmedabad, the climate follows a
bimodal pattern due to the monsoon season. For the dry and hot month
of May, we predict about 12 °C for this location. However, in November
and December the prevailing wind reverses so that cooling would be on
wrong side of the evaporative cooling pad – therefore result are not
shown for this month.
If the longer length of 15 m is chosen for the calculation of average
temperature, the corresponding results indicate 2–4 °C less cooling
considering all locations.
5.3. Contribution of diﬀerent components to cooling
In the proposed design, cooling results from the use of two com-
ponents – the evaporative cooling pad and the shade net. Having
modelled the combined cooling eﬀect, it is now interesting to present
results predicted using each of these components separately. Fig. 19
compares temperature as function of distance x from the cooling pad
(a)
(b)
Fig. 14. Time-averaged temperature and humidity
ﬁelds, according to horizontal and vertical co-
ordinates measured from the base of the front wall of
the greenhouse, Berbera, July. Pad height
Hpad = 1.5 m, wind speed U0 = 10.7 m/s, ambient
temperature Tdb = 42.3 °C, wet bulb temperature
Twb = 25.8 °C. Humidity at ambient and wet bulb
conditions are 15.1 g/m3 and 24.1 g/m3 respec-
tively. Solar radiation (shortwave) G= 743 W/m2.
Soil temperature Tsoil = 33.9 °C at depth 0.1 m.
(a)
(b)
Fig. 15. Time-averaged temperature and humidity
ﬁelds according to horizontal and vertical co-
ordinates measured from the base of the front wall
of the greenhouse, Ahwaz, August. Pad height
Hpad = 1.5 m, wind speed U0 = 3.3 m/s, ambient
temperature Tdb = 46.3 °C, wet bulb temperature
Twb = 23.7 °C. Humidity at ambient and wet bulb
conditions are 10.1 g/m3 and 21.4 g/m3 respec-
tively. Solar radiation (shortwave) G= 778 W/m2.
Soil temperature Tsoil = 34.1 °C at depth 0.1 m.
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with and without the use of a shading net, showing that removing the
shade net but keeping the evaporative cooling pad has an important
eﬀect on cooling: the length of the cool region is halved to about
5–7.5 m compared to that achieved with both components. This is be-
cause the shade net, besides reducing the solar radiation input, helps to
contain the cool air from the evaporative cooling pad, slowing mixing
with the ambient air at dry bulb temperature. Use of the shading
net alone is not eﬀective in cooling, with temperatures rising above the
dry bulb temperature (Fig. 19). Nonetheless, the shade net alone would
be useful to reduce solar radiation on the foliage, increasing local hu-
midity and lowering water requirements, among other beneﬁts [23,61].
6. Discussion
In this paper we have presented a novel approach to brine disposal
whereby the brine is valorised for cooling of a shade-net type green-
house (Seawater Greenhouse). The comparison to open-pond evapora-
tion is generally favourable, in terms of land usage, presenting an
8–58% reduction in land footprint compared to conventional open
ponds (Table 7). Though this is less saving than achieved with the
WAIV system [13] – which gave as much as an order of magnitude
reduction in land footprint – the beneﬁt of the current system is that it
gives added value to the land used in the evaporation system, by pro-
viding a protected area for cultivation.
This estimate of land usage reduction is for a greenhouse that is
15 m long in the direction the air ﬂow (i.e. perpendicular to the cooling
pads). For longer lengths the land usage estimate will be increased, but
the length of 15 m was chosen on the basis of the cooling computations
which showed that beyond this length the cooling eﬀect dissipates with
the internal temperature returning to the ambient temperature. In fact,
even with 15 m length the real land usage may be greater than in
Table 7, to prevent too much inﬂuence of one cooling pad on the next
one that may be positioned downwind. So, closer spacing among eva-
porative cooling walls will be favourable to maximise cooling, while
more distant spacing will favour evaporation rate per m2 of evaporative
cooling pad. Ultimately, the optimum spacing will depend on site
speciﬁc constraints and economic considerations.
Though a full economic study would call for proper analysis based
on local markets, some preliminary comments can be made as regards
land revenue for a given land footprint of brine disposal systems. An
illustrative example shown in Table 8 below compares revenue from
1 ha of land utilised by a seawater greenhouse installation (including
evaporation pond and greenhouse, thus yielding both salt and tomato
crop) against revenue from the same land area for production of just
salt in conventional evaporation ponds. In both cases, the system is
receiving desalination brine and the example is based on the ﬁndings
from the Berbera case study.
With the nominal assumptions shown, it is interesting to note that
nearly 3 times revenue increase is estimated, due primarily to the ad-
ditional revenue from tomato production, exceeding somewhat the
revenue from salt production which only increases marginally. It is
interesting to point out, however, that since both revenue streams are
potentially signiﬁcant it would be important to have access to markets
for both salt and tomato produce for the most eﬀective business model.
The cooling and wind-protection eﬀects of this system can be
compared against a standard pad-and-fan greenhouse with imperme-
able polythene cladding. In the pad-and-fan greenhouse, a temperature
gradient occurs from the air entrance at the pad, to the air exit near the
fan. Kittas et al. [66] reported an 8 °C temperature rise over a 60 m long
greenhouse containing a rose crop. Watt and Brown recommend 30.5 to
68.8 m (100–225 ft) length to minimise pad-to-fan temperature diﬀer-
ences [67]. In this study, a comparable temperature rise is predicted
over a considerably shorter length of only 10–15 m. This is a substantial
shortening of cooled area, not readily explained by the absence of crop,
and attributed mainly to the mixing of hot air from outside the shade
net (Fig. 13). Using the shade-net arrangement, the cooled area will be
less for a given amount of evaporative cooling pad such that more
cooling pad may be needed for given cultivated area. On the other
hand, the shade net construction can be considered favourable from the
point of view of minimising the cost of the cladding and support
structure – and from the point of view of durability of the cladding.
Polythene degrades under sunlight, requiring replacement every
2–3 years. This introduces expense but also the diﬃculty of disposal of
the cladding. Furthermore, the possible closer spacing of evaporative
cooling pads in the proposed shade-net arrangement can be considered
favourable from the point of view of maximising brine disposal.
A greenhouse that relies on wind ventilation, as proposed here, has
to be speciﬁed carefully with respect to local wind conditions. A site
with consistently still wind conditions would not be suitable. We have
identiﬁed that a wind speed of 3 m/s is suﬃcient for satisfactory
cooling (though higher wind speeds will increase salt production).
Changes in wind direction will be problematic. This can be addressed to
some extent by a double evaporative cooling wall structure to shelter
the crops on two sides – to accept a reversal of wind direction. Since in
(a)
(b)
Fig. 16. Time-averaged temperature and humidity
ﬁelds according to horizontal and vertical co-
ordinates measured from the base of the front wall
of the greenhouse, Ahmedabad, May. Pad height
Hpad = 1.5 m, wind speed U0 = 3.7 m/s, ambient
temperature Tdb = 42.1 °C, wet bulb temperature
Twb = 24.2 °C. Humidity at ambient and wet bulb
conditions are 12.5 g/m3 and 22.0 g/m3 respec-
tively. Solar radiation (shortwave) G= 800 W/m2.
Soil temperature Tsoil = 30.6 °C at depth 0.1 m.
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(a)
(b)
(c)
Fig. 17. (a) Average temperature (T) as a function of distance
downstream from evaporative cooling pad (x). The temperature
is averaged between ground surface and a height corresponding
to the top of the cooling pad, and also time averaged. The results
are shown for three diﬀerent heights of cooling pad (1, 1.5 and
2 m) and for the locations of (a) Berbera (b) Ahwaz and (c)
Ahmedabad – for conditions see legends to Figs. 14–16.
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Fig. 18. Comparison of the temperature inside and outside the shade house for a typical day of each month based on average daily maximum temperature over the month. The graphs
compared ambient dry bulb temperature Tdb and ambient with wet bulb temperature Twb, with a temporal-spatial average of temperature over an area extending vertically to the top of
the cooling pad and horizontally either 10 m or 15 m (chain-dotted line and dotted line respectively). Three cases: (a) Berbera, Somaliland (b) Ahwaz, Iran and (c) Ahmedabad, India.
Fig. 19. Cooling eﬀect using the evaporative cooling pad
only and shade net only (Berbera) compared to using both
components (as in Fig. 17a).
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large projects, evaporative cooling walls are likely to be laid out at
periodic intervals, this need not add to expense signiﬁcantly. It can also
be mentioned that, unlike in a ‘polytunnel’ greenhouse, temporary
failure of the cooling system would not generally result in catastrophic
overheating due to the porous nature of the cladding.
In assessing the use of seawater greenhouses for brine valorisation,
this paper has focussed on the modelling and conceptual design aspects.
For reliable operation, however, a number of practical aspects will also
need to be addressed. For example, management of low-solubility cal-
cium salts will be important to avoid blockage or uneven ﬂow in the
evaporative cooling pads. Preliminary calculations using the Smith and
Davis Stability Index (S & DSI) indicate that, for conditions prevalent in
the North Indian Ocean [68], a threshold pH of about 8 applies above
which precipitation occurs. As the seawater becomes more con-
centrated, giving increased concentration of calcium and alkalinity, the
S & DSI will lower to about 6.8 suggesting a risk of calcium carbonate
precipitation in the cooling pads. Nonetheless, earlier Seawater
Greenhouses have been operated [69] leading to the practical ob-
servation that precipitation tends to occur mainly in the sump tanks of
the evaporative cooling pads, rather than on the pads themselves. This
may be attributable to the relatively stagnant conditions within the
tanks relative to the continuously ﬂowing conditions in the evaporator
pads, as indeed the S & DSI prediction applies to equilibrium conditions
and certain time lag in the precipitation of scaling species can be ex-
pected.
Another consideration is CO2 stripping in the evaporator pads. This
may further raise pH and aggravate scaling. On the other hand, CO2
stripping by bubbling has recently been investigated as a tool to reduce
CO2 levels in coastal marine ecosystems [70]. It has been pointed out
that pH variation in coastal ecosystems is much more marked than in
open oceans, due to anthropogenic and other inﬂuences, and can ac-
tually result in substantially lower pH values than in the open ocean
[71]. This suggests that the assessment of scaling has to be done in
relation to local sea conditions. Strategies to manage scaling include: (i)
acid dosing at the RO inlet with HCl (proprietary anti-scalants are not
preferred to avoiding contaminant the salt which may be destined for
food use) and (ii) periodic ﬂushing of evaporator pads and sump tanks
with raw seawater which is any case desirable to remove accumulation
of sand and dust carried by the wind.
For future work, we envisage several areas. Firstly, it will be
important to complete validation of the modelling through comparisons
to a fully functioning system to be implemented at one of the case study
locations. Implementation will also be important for understanding and
overcoming practical challenges such as avoiding salt build up on the
pads, as discussed above, and managing any salt spray. Secondly, we
envisage a number of future improvements to the modelling process.
Input data quality is at present limited in many locations of interest,
particularly as regards frequency of measurements and accuracy of
solar radiation data. The Baseline Surface Radiation Network provides
measurements at intervals of less than 1-hour for several stations
around the world and is currently being extended [72]. Greater use of
remote sensed data will also be of interest to provide global coverage.
As regards the model algorithms, we wish to extend the model for 3D
eﬀects, including end eﬀects from the structure, and for cases where
there are repeated structures of seawater greenhouses over large area
installations. Repeated placement of evaporative cooling walls would
also help maintain cooling under reversed wind conditions, with crops
planted on either side of each wall.
Another aspect will the incorporation of crop models. For example,
Bartanzas et al. have modelled greenhouse crops using a porous
medium approach, quite similar to that used here for the evaporative
pads and the shade net [73,74]. Together with inclusion of evapo-
transpiration models, and more accurate data for moisture exchange at
ground level, this could be expected to result in predictions of improved
cooling performance, depending on the choice of crop, stage of growth,
and method of irrigation.
A further simplifying aspect of the current modelling is the use of a
constant ‘velocity reduction factor’ to predict approximate evaporation
rates per pad area, independently of evaporator height, construction
details, and approaching boundary layer proﬁle dependent on ground
terrain. A more sophisticated approach may allow in future for more
detailed design parameters to be explored with regard to component
dimensions and detailed wind conditions that may become available for
particular sites.
Finally, because of the sensitivity to local conditions and the in-
creasing interest in the technology, it will be important to incorporate
the model into a Decision Support Tool for site selection and design
purposes. The tool should be user-friendly and fast in execution, so that
it can be taken up by a range of users wishing to explore quickly nu-
merous design cases of interest.
7. Conclusions
This paper has presented modelling and predictions for a brine va-
lorisation method using evaporative cooling of seawater greenhouses
with wind-driven air ﬂow. The model has been validated with the help
of satellite-measurements of ground temperature. The main conclusions
of the modelling are:
1. A velocity reduction factor of 0.31 characterises the evaporative
cooling pad, independent of the location and climatic conditions,
such that the brine reduction rate is proportional to the face area of
evaporative cooling pad used. According to location, evaporation
rates per face area have been predicted in the range 33 to 83 m3/
m2 yr.
2. Solar evaporation ponds are still needed for ‘zero liquid discharge’,
but with lesser pond area due to the volume reduction of the brine
by evaporation. Taking into account total land usage for green-
houses and evaporation ponds, a reduction in total land footprint of
8–58% is predicted.
3. The evaporative cooling pad provides a horizontal plume of cold air
that is useful for space cooling of the crop cultivation area. The
plume persists substantially for about 10 m downstream of the
evaporative cooling pad, reducing peak season temperatures by
8–16 °C (depending on location). Correspondingly, air moisture
content is increased by 6–9 g/m3 over this 10 m length. At 15 m
Table 8
Preliminary economic comparison of revenue from brine disposal options each occupying
1 ha of land: the proposed seawater greenhouse installation is compared to a conventional
evaporation pond to show an estimated increase in revenue per land footprint (Berbera).
Unit Seawater
greenhouse
installation
Conventional
evaporation ponds
Evap. pond area Hectare 0.46 1
Greenhouse area Hectare 0.54 0
Salt production Tonnes/yr 1070 980
Tomato yield @
30 kg/m2/yra
Tonnes/yr 163 0
Salt Value @$100/
tonneb
$1000 107 98
Crop value @$1000/
tonne
$1000 163 0
Irrigation cost @$1/
m3 c
$1000 −8 0
Total revenue $1000 262 98
a Estimated yield, below that for modern cultivation systems achieving> 50 kg/m2 yr
[62], since the system is intended for use in locations with relatively limited technical
support.
b Intermediate estimate with respect to lower ﬁgure of $40–$50/tonne and higher
estimate of $150/tonne [63]).
c Based on desalinated water cost of $1/m3 and water use eﬃciency of 20 kg/m3
[64,65].
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downstream the plume is mostly dissipated.
4. Investigation of the eﬀects of individual components has shown
that, while the shade-net does not alone provide eﬀective cooling, it
helps to contain the cold air plume from the evaporative cooling
pad. Without the shade net, the useful length of the plume is roughly
halved.
5. A greater wind speed does not necessarily provide a longer plume
for cooling, due to lowered eﬀectiveness of the evaporative cooling
pad and due to more vigorous mixing with hot air near the ground
and with the surrounding air stream.
6. Since the validation against satellite data shows that the model may
overpredict ground temperature, it is estimated that temperature in
the cropping area of the greenhouse may be in error by 0 to +5 °C
i.e. real temperatures are expected to be lower than the predicted
ones. Temperature will be lowered further once crops are included,
as the model predictions are for dry ground.
It is concluded that the design has signiﬁcant potential as a novel
approach to brine disposal. It adds value to the brine by facilitating crop
cultivation and salt production. As a zero liquid discharge system, it has
generally lower land footprint than conventional evaporation ponds.
Supplementary data to this article can be found online at https://
doi.org/10.1016/j.desal.2017.10.025.
Nomenclature
Variable Physical quantity (Unit)
A Pad orientation in compass angle (N°)
AM Air mass (−)
C Quadratic pressure drop coeﬃcient (−)
c Phase velocity (m/s)
CC Cloud cover ranged between 0 and 1 (−)
cp Speciﬁc heat capacity at constant pressure for air (J/
kg/K)
d Hole diameter of shade net (m)
Dw Diﬀusion coeﬃcient for water vapour in air (m2/
s)
g Absolute value of the gravity acceleration on the
earth: 9.8
(m/
s2)
Hair Thickness of air layer (m)
Hpad Pad height (m)
Hsoil Thickness of soil layer (m)
Hw Wall height (=pad elevation) (m)
Lpad Length of computational domain (m)
ΔP Pressure diﬀerence (Pa)
P Pressure (Pa)
R Horizontal short wave solar radiation (W/
m2)
Rd Intensity of short wave solar radiation (W/
m2)
t Time (s)
Tdb Dry bulb temperature (=Ambient temperature) (K,
°C)
Tdb↑ Monthly average of the daily maximum of dry
bulb temperature
(K,
°C)
Tdb↓ Monthly average of the daily minimum of dry
bulb temperature
(K,
°C)
Tpad Pad temperature (K,
°C)
tpad Pad thickness (m)
Tsoil Soil temperature (K,
°C)
Tsky Sky temperature (K,
°C)
Twb Wet bulb temperature (K,
°C)
Twb↑ Monthly average of the daily maximum of wet
bulb temperature
(K,
°C)
Twb↓ Monthly average of the daily minimum of wet
bulb temperature
(K,
°C)
U0 Ambient wind speed (m/s)
Uref Reference wind speed deﬁned at the reference
height Yref
(m/s)
u Velocity vector (m/s)
u, v, uz Components of velocity vector u in the x, y, z
coordinates
(m/s)
w Water vapour content in air (absolute humidity) (kg/
m3)
x Position vector (m)
x, y, z Cartesian coordinates (m)
Yref Reference height deﬁned with the reference wind
speed Uref
(m)
Greek symbols
Variable Physical quantity (Unit)
β Thermal expansion ratio of air (−)
γ air exclusion ratio by water vapour (m3/kg)
η Saturated eﬃciency of cardboard (−)
ϕ Porosity of shade net (−)
κ Thermal diﬀusivity of air (m2/s)
λair Thermal conductivity for air layer (W/m·K)
λsoil Thermal conductivity for soil (W/m·K)
μ Viscosity of air (Pa·s)
ρ Density (kg/m3)
ρair Density of air (kg/m3)
σ Stefan-Boltzmann constant (5.67 × 10−8) (W/m2/
K4)
χ Pressure drop coeﬃcient per unit length (m−1)
ξpad Quadratic wind resistance factor of
evaporator
(−)
ξnet Quadratic wind resistance factor of shade net (−)
ζ Zenith angle (rad)
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Appendix A. Properties of evaporative cooling pad
Fig. A below shows the agreement between manufacturers' data [39] and the correlations used in this study. Fig. A(a) uses the pressure drop
coeﬃcient of C = 14.4 and Fig. A(b) uses Eq. (7) (Section 4.1).
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Fig. A. Correlations for (a) wind resistance and (b) saturation eﬃciency as a function of air velocity are depicted together with comparison with manufacturers' data (pad thickness
0.1 m).
Appendix B. Psychrometric relations
The absolute humidity w [kg/m3] at saturation is determined from the gas equation as:
=w M P
R T
,H O H O
abs0
2 2
(B.1)
where the molar mass of water MH2O=18.015 [kg/kmol], PH2O [Pa] is the vapour pressure of the water, and Tabs is the absolute temperature [K],
respectively, and R0 is the gas constant (=8314.5 J/kg K). The vapour pressure of water is approximated by Wexler-Hyland equation [75] as a
function of temperature only in the range Tabs = 273 to 473 K:
= − × + − × + × − × +− − −ln P
T
T T T T5.8002206 10 1.3914993 4.8640239 10 4.1764768 10 ( ) 1.4452093 10 ( ) 6.5459673 log( ).H O
abs
abs abs abs abs
3
2 5 2 8 3
2 (B.2)
Weather data are supplied in terms of dry-bulb temperature and dew point Tdew. The above equations are thus used to determine w corre-
spondingly with Tabs = Tdew, which is then used to determine the relative humidity as w/wsat where wsat is calculated from the above equations with
Tabs = Tdry. To convert this information to wet-bulb temperature, the following relation is used [76]:
= ⎡⎣ + ⎤⎦ + + − − + −− − − −T T tan RH tan T RH tan RH RH tan RH0.151977( 8.313659) ( ) ( 1.676331) 0.00391838( ) (0.023101 ) 4.686035.wb db db1 1 1 1
1
2
3
2 (B.3)
Finally, the wet-bulb humidity wwet it calculated by substituting Twet in Eq. B.2.
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