An overdetermined Neumann problem in the unit disk  by Berenstein, Carlos A & Yang, Paul
ADVANCES IN MATHEMATICS 44, 1-17 (1982) 
An Overdetermined Neumann Problem 
in the Unit Disk* 
CARLOS A. BERENSTEIN 
University of Maryland, College Park, Maryland 20742 
AND 
PAUL YANG 
Indiana Universib, Bloomington, Indiana 47401 
1 
A question in harmonic analysis, the Pompeiu problem, led one of the 
authors to consider the following overdetermined boundary value problem in 
IRz [2]. Let ~2 be a simply connected open bounded set, 80 of class C’; one 
searches for eigenfunctions u E C’(n) and eigenvalues a > 0 satisfying 
in a, 
24 = constant on a.0. 
It is easy to see that if a is a disk then there are infinitely many eigenvalues 
a for this problem; it is enough to consider radial solutions for the usual 
Neumann eigenvalue problem, since then the second boundary condition will 
be automatically satisfied. It is shown in [2] that the existence of infinitely 
many eigenvalues for (-4’) implies that R is in fact a disk. It is clear that one 
could consider the same question, that is, the characterization of geodesic 
balls via the eigenvalue problem (J”), when 0 is a subset of a Riemannian 
manifold M, and d is the LaplaceBeltrami operator. We will discuss below 
the case where this manifold is the unit disk D = {z E C: 1 z 1 < 1 } endowed 
with the hyperbolic metric. It is the case where the methods of [ 2] can be 
carried over with greatest simplicity. Our work on IR” and on other hyper- 
bolic spaces will appear elsewhere. 
* Both authors gratefully acknowledge the support received from the National Science 
Foundation. 
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2 BERENSTEIN AND YANG 
A companion problem to (Jv) can also be considered, namely, the over- 
determined Dirichlet problem: 
du+/h4=0 in 0, 
(g) 
u=o and 
au 
- = constant on BR. 
an 
It was also shown in [2] that the existence of infinitely many eigenvalues for 
(g) is equivalent to Q being a disk in IR’. We will consider here this 
problem also when IR* is replaced by the unit disk D. 
It is natural to ask at this point whether the existence of a single eigen- 
value for (Jy‘) or (g) would not be enough to ascertain that R is a disk. 
Even in IR* this is not known. But if we assume that a in (-4‘) or p in (f%) 
takes the least possible value, then the answer is affirmative. We refer the 
reader to [2] for a discussion of this point. 
As mentioned above we were originally led to (-4”) via the Pompeiu 
problem; we recommend [ 111 for a lively discussion of this problem. There 
are other questions in applied mathematics that lead to (4‘) and (a). 
References can be found in [2]. 
2 
We collect in this section some facts about hyperbolic geometry that will 
be required in our analysis of the eigenvalue problems (Jy”) and (g). Let us 
recall that the element of length ds in the unit disk D endowed with the usual 
Poincare metric is given by 
ds2 = dx* + dy* Idz/* 
(1 - jz]‘)’ = (1 - ]z]‘)’ ’ (1) 
where z = x + iv and ] dz 1 is the euclidean arc length. This metric is invariant 
under the group d of Mobius transformations: 
z ++ da 
z-z0 
1 -zOz ’ (2) 
where z0 ED, a E IR. A acts transitively on D. 
Given a curve z = z(s) in D we denote by i(s) = dz/ds, where s is the 
(hyperbolic) arc length, if i # 0 then the unit normal n to the curve is taken 
so that the angle between n and i is 42 in the positive direction (counter- 
clockwise), i.e., the exterior normal direction in a Jordan curve which is 
positively oriented. Note that the hyperbolic metric being conformal to the 
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euclidean metric, the angle between two vectors is the same when measured 
in either of the two metrics. Also, there is no ambiguity in the statement that 
a Jordan curve TC D is a circle, since hyperbolic and euclidean circles 
(contained in D) are the same, with only their centers differing. A well- 
known relation between the two measurements of the radius of a circle 
centered at the origin is given by 
l+R 
r=+og-, 
1-R (3) 
where r denotes the hyperbolic radius and R the euclidean radius of the 
circle (here we have clearly 0 < R < 1). Since any circle is the orbit of a 
subgroup of J its geodesic curvature must be constant. In order to calculate 
this constant we note the following relation between the (geodesic) curvature 
k of a curve z = z(s) and the euclidean curvature k, : 
k=k,(l-[z/‘)+2 IrnG 
1 - 1212 
=k,(l-~~~~)+2~zJcost9, 
(4) 
where 8 is the angle between the radius vector z and the normal n to the 
curve at the point z. When the curve is a circle of euclidean radius R 
oriented positively, one obtains 
k- ’ +R2. 
R ’ (5) 
hence k > 2 for such a circle. 
The horucycfes are those euclidean circles which are internally tangent to 
the boundary B of the unit circle D. The point of tangency b is called the 
(normal) direction of the horocycle. Since horocycles are also orbits of 
subgroups of J, their curvatures are constant. Moreover, they are all 
congruent under M and hence this constant is the same for all of them. 
Choosing a convenient horocycle, < = {z E D: Iz - f I= 4 }, one obtains from 
(4) k = 2 (when the positive orientation is chosen). 
Using formula (4) one can easily compute the curvature of an arc r in D 
of a positiviely oriented euclidean circle C not contained in D. When, as 
usual, straight lines are considered as special kinds of circles, these arcs r 
include the geodesic arcs in D for which, by definition of geodesics, k = 0. 
One can summarize these simple observations in the following lemma. 
LEMMA 1. A curve I’ in D has constant geodesic curvature k if and only 
if r is an arc of a euclidean circle C. If I kl > 2 this circle is completely 
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contained in D, if / kl = 2 C is a horocycle and, if 1 kl < 2 then C is not 
contained in D. 
Note that if k # 0, the orientation of r coincides with the positive one in C 
when k > 0. A particular case of Lemma 1 arises when r is a positively 
oriented Jordan curve in D with k constant, then r is a full circle and k > 2. 
DEFINITION. A half-space in D is the interior of a horocycle. A set R is 
said to be conuex if it coincides with the intersection of all the half-spaces 
containing Q. 
It follows from this definition that the interior of a smooth Jordan curve r 
in D is convex if and only if k > 2 along r. 
The collection of all half-spaces determined by horocycles with a common 
direction b forms an increasing family exhausting D. It follows that, for fixed 
b E B, there are exactly two horocycles tangent to the boundary of a convex 
set Q rE D, r+ and r-, characterized by int r- 1 R and int r+ f’ 0 = 0. This 
observation allows us to introduce below a sort of Gauss map in D with 
properties similar to those of the Gauss map in R”. Given a point z E D 
and a direction b E B there is a unique horocycle < = ((z, b) with direction b 
and passing through z. The function 
1 1 - IzJ* 
W)=+og , 1 -Lz,z12 
measures the distance from the origin to < up to sign, in fact, (z, b) = 
dist(O, <) when 0 E ext (U r and (z, b) = -dist(O, <) when 0 E int 6 
Clearly the equation (z, b) = c, - co < c < + co, characterizes the family 
of horocycles with direction b. Moreover, the open sets {z E D: (z, b) > c) as 
c + -co form the increasing family of open sets alluded to above when the 
horocycles r+ and [- were defined for a convex set R. 
To set up the Gauss map we observe that if one follows the geodesic ray 
that starts at a point z and is initially tangent to the inner normal of the 
horocycle Qz, b) at z, then this ray “ends” at the point b E B. This means 
that given a curve r: z = z(s), the following two procedures produce the 
same result. Follow the geodesic ray I starting at z E r and initially tangent 
to the normal n to P, this determines a point b E B where I ends. One obtains 
the same result in looking for the direction b E B such that the horocycle 
{(z, b) is “externally” tangent to r, i.e., n coincides with the inner normal to 
((z, b) at z. This procedure, G: z b b will be called the Gauss map in D 
associated to the curve r. Let us try to compute explicitly this map. 
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The curve r is parametrized by arc length and let us assume z = z(0). Let 
r E.L such that r(z) = 0, for instance, 
w-z 
r(w) = -. 
1-.Fw 
Since r’(z) = l/( 1 - 1 z I’) > 0 we have that r does not change the direction of 
the tangent to the curve. Namely, i(O) is the tangent vector to r at z and it is 
also the direction of the tangent vector to the curve i== t(r) at 0. Since r 
was parametrized by arc length ‘we have that i(O)/(l - Iz I’) is a complex 
number of absolute value 1 and hence it is the tangent vector of l= at 0. 
It follows that F?= normal to f at 0 = -i(i(O)/(l - IzI*)), and since the 
geodesic ray starting at 0 and initially tangent to Z is precisely the line 
segment ending at 6 we have that 7(b) = E. Summarizing, if b = G(z), then 
(7) 
If one wants to find the direction b* to the horocycle Qz, b*) “internally” 
tangent to r (i.e., n is the exterior normal to &I, 6*) at z) then the above 
relation becomes simply 
(8) 
This map z H b* is denoted by G*. 
When r= X!, 0 convex open set C D, r positively oriented, then the 
horocycles <+ , <- mentioned above are obtained as follows. Let z E r such 
that G(z) = b; then Qz, b) = r+ , while to obtain <- we simply find z* E r 
such that G*(z*) = b, then r- = &z*, b). 
In R” the Jacobian of the Gauss map is the Gauss curvature of the given 
hypersurface. We have a similar result here. 
LEMMA 2. Let r be a curve parametrized by arc length s. If b = eie is 
the image of the point z(s) under the Gauss map G, then 
(9) 
where k is the curvature of r at the point z(s). Similarly, if b = G*(z) we 
obtain 
d0 
ds = (k - 2)e-2(‘-b). (10) 
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Proof. Taking the logarithmic derivative with respect to s in (7) or (8) 
one obtains 
d-i .ib + .Fb i’ 2Rei.Y 
b-z + 
m=-+ i 1-1z12’ (11) 
Collecting terms with d in the left hand side, one has 
=& l-1212 b’ do 
11 -bzl* =iie 
Z(Z,b) = i _ e2(r,b), 
ds 
which is a pure imaginary number; hence comparing imaginary parts in (11) 
leads to 
i 
~ e*(z.b) = 2 1m 
..5 
ds b-z 
+Im+ 
= 2 Im &+k,(l -Iz12), 
where we have used that Iii* = (1 - Iz~‘)’ since the curve is parametrized by 
arc length. To relate (12) to the curvature k we again use (4); hence 
dBe2@.b)=k+21m 
ds 
Using relation (7) (or (8)) one obtains 
i i‘f -- 
b-z l-/42 =i 
(or -i), 
which leads to (9) and (10). 0 
For future reference let us write down the equation of the geodesics that 
have a point b E B as endpoint, 
Im bz 
/l -&I2 
= constant. (13) 
We also note that the Poisson kernel and the function in (13) appear 
as the real and imaginary parts of the same holomorphic func- 
tion (1 + &)/( 1 - b) = (b + z)/(b - z). (Actually Im((b + z)/(b - z)) = 
2(Im &/(I 1 - bz I”)).) 
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3 
Let us recall that the Laplace-Beltrami operator A corresponding to the 
metric (1) is given by 
Au=(l-[zl*)* (~+-$)u=4(1+‘)*&. (14) 
It is not hard to find global eigenfunctions for A, in fact, if we define for 
bEB,lE@ 
cPn(Z, b) = ,(l+iA)(z,b) (15) 
then 
4, + (1 + L*)q, = 0. (16) 
Note that on is harmonic if A= f i, which is not surprising since Qi = 1 and 
cp-,(z, b) = e2”* b, = 
1 --(zi* 
11 -&I* 
is precisely the Poisson kernel. In fact, all possible eigenfunctions of A are of 
the form 
f(z) = j, P,n(Z, b) dwJ)9 
where T is an analytic functional on B [6]. These functions on will play the 
role the exponentials played in [2]. In fact, one can define a Fourier 
transform in D using them [6], namely, 
a, b) = jD fez) kcz, b) du(z), (17) 
where du(z)=(l -]zl*)-*dxdy is the area element for the hyperbolic 
metric. The corresponding inversion formula is 
where &(A, 6) = (1/(2i)*)A tanh@A/2) dd db, dJ = Lebesgue measure on R 
and db = angular measure on B. 
When f is an integrable function of compact support in D, then fl(A, b) is 
actually an entire function of A. 
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Assume 62 is a relatively compact open disk in D and consider either of 
the problems (-4”) or (g), where A and a/an are interpreted in terms of the 
hyperbolic metric. The invariance of the metric under the group J allows us 
to assume that 
One can easily see then that if a function u solves either problem (4’) or 
(Q) it must be a radial function. A radial function can be considered as a 
function of R = (z ( or of r = dist(O, z), which are related by (3). If we write 
u = u(R) we obtain from (13) that the conditions 
(l-R*)* +aru=O, 
g(R,,)=O (20) 
represent the problem (-Y) (U = constant on aG is automatic in this case). 
Problem (a) is just (19) plus the boundary condition 
u(R,) = 0. (21) 
In terms of the hyperbolic distance r, Eq. (19) becomes 
u”(r) + 2 coth 2r u’(r) + au(r) = 0, (22) 
see [S]. The Sturm-Liouville theory then shows that there are infinitely 
many eigenvalues for both overdetermined problems. In fact, one can show 
that a > 1 and the solutions are given by 
v = f d-, with the additional conditions 
P 
-‘/2+i” 
or 
fp --1,2+ivw = 0 
I+Ro’ 
when t=- 
1 -R;’ 
(21)’ 
where P- 1/2+i” is the Legendre function of the first kind [7]. 
Now, suppose fl is a simply connected, open, relatively compact subset of 
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D, 80 of class C’, for which there is at least one eigenfunction u E C’(a) 
for the problem (Jv). Let L = f m. Then we can apply Green’s 
formula: 
(24) 
(Recall do, ds, a/an and A all correspond to the hyperbolic metric.) 
By the choice of 1 and (16),the left hand side of (24) is zero. Hence 
where c = value of u on aJ2. There are many ways to see that c # 0. For 
instance, the existence of a non-zero function u solving (J’) implies that 30 
is real analytic [8]. The same is true for (@). (In I?“, it is shown in [lo] for 
the problem (Jv) that it is enough to assume X? is only Lipschitz to obtain 
BR real analytic; probably the same line of reasoning could be used here. 
For (Q) apparently one cannot relax the regularity assumptions to X! 
Lipschitz.) Finally d is an elliptic operator, so X! is non-characteristic for 
the Cauchy problem, c = 0 would imply u 3 0 by Holmgren’s uniqueness 
theorem. Hence, 
We note that (25) can be expressed in terms of the Fourier transform of the 
characteristic function xn of 0. Namely, if we set u E 1 in (24) we obtain 
I aR zds=-(1 +A’) I, rp,du. 
Since a > 0, 1 + A2 # 0 and (25) leads to 
f& m,‘b) = 0 for all b E B. 
Similarly, if there is an eigenvalue /I for the problem (a) we get 
I CPA@, b) ds = 0, n=+m,bbEB. an 
As in [2] what we need now is to find an asymptotic expansion of the 
Fourier integrals appearing in (25) and (27) when a (respectively P) runs 
through a sequence of values converging to + co. Note that even if a (or /I) 
were not increasing to co, the value of 1 in (25) and (27) is actually real. 
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This follows by comparison with the Dirichlet problem for balls, which as 
we pointed out above, have eigenvalues always bigger than 1, so a > 1 and 
/3 > 1 in problems (M) and (a). 
Consider first the integral appearing in (27); by introducing the auxiliary 
function of the variables (s = arc length of 8Q) 
one obtains the asymptotic expansion [4]. 
when A --t + co. The sum runs over the critical points sI of g(s), z, = z(s,), 
and 6, = exp(i(rr/4) sign g(s,)). It is understood that the critical points are 
non-degenerate, i.e., g(sl) # 0, and finite in number. These two assumptions 
hold for all but finitely many b E B. The critical points, g(s) = 0, are 
precisely the points where the curve 8Q is tangent to a horocycle with 
direction b, i.e., either G(z(s)) = b or G*(z(s)) = 6. As a consequence of 
Lemmas 1 and 2 and the fact that aJ2 is a real analytic curve we have that 
G, G* are locally one-to-one maps except possibly at the finitely many 
points of aa where k = k2. It follows that the sum in (29) has a bounded 
number of terms (independent of b). To find out which critical points are 
degenerate we have to compute explicitly g(s,). 
LEMMA 3. At a critical point s, of the function g(s) defined by (28) we 
have either 
g(s,) = -(k + 2) if b = G(z,) (30) 
or 
&sJ = k - 2 if b = G*(z,). (31) 
Proof. One can prove (30) and (31) by using a bit of differential 
geometry, but since the same result is obtained via simple computations we 
take the second route. As we observed above 
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Hence, at a critical point of g, we have 
e2(L*b)g(s) = Re 
b 26 
(b-z)* ‘+ (b-z)3 ” 
Now, if b = G(z), 
b b 1 I-Zb 1 -- 
(b -z)’ - b-z b(l=- b-z 11 -zgi* 
l-z2 1 
It follows that 
b 
..5 
Re (b-z)* 
i’= -p- (1 y;*,* = -p’bQl - IzI*), 
where k, denotes the euclidean curvature of &! at the point z(s) as in (4). 
Similarly, 
Now using (4) formula (30) follows. The other statement is proved in 
exactly the same way. I 
This lemma shows that the only degenerate critical points for g are the 
critical points of the Gauss maps G, G *. Hence the asymptotic expansion 
(29) is correct except for the finitely many critical values of G, G*. In fact, 
we have the following result. 
LEMMA 4. Let ,8 run over a sequence of eigenvaluesfor the problem (CS), 
1 =m. Then (with the same notation as above) 
e’~l. b) 
I ml”* 
e”“t.b’ = o(l) (32) 
uniformly in b E B, away from the critical points of the Gauss maps G, G*. 
Moreover, for any non-negative integer n we have, again uniformly in b, 
(33) 
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Proof The statement (32) follows immediately from the identity (27) 
and the asymptotic expansion (29). Since (27) holds for any b E B, then it 
holds after taking any number of derivatives with respect to 8, b = eie. One 
has 
f ID~(Z, b) = (1 + iA) pA(z, b) -$ (z, b) 
- 
d2 
= (1 + iA> v)A(z, b) , :y If-,* , 
p ulA(z, b) = (1 + iAl2 rpAk b) ( ,;:32 
+ (1 + iA> rpA(z, b) $ (z, b), 
and similar expressions for the higher order derivatives. By replacing in (27) 
on by (d”/de”)rp, and dividing by (1 + i,I)n one gets a finite sum of integrals 
which one can develop asymptotically but only the first one contributes to 
the main term of this asymptotic development. Whence, (33) follows. 1 
We are now ready to finish the proof of the following theorem. 
THEOREM 1. Let 0 be a simply connected open relatively compact subset 
of the unit disk D, X? of class C’. Assume there are infinitely many eigen- 
values /I and corresponding eigenfunctions u E C’(n) for the boundary value 
problem (G9) with respect to the Laplace-Beltrami operator A, i.e., u & 0, 
Au+pu=O in 0, 
u=o and au - = constant on an. an 
Then 0 is a disk. 
Proof Recall that aR is actually a real analytic Jordan curve by [8]. We 
first show that, for a fixed b which is not a critical value of G or G*, there 
are at least two critical points zI, z, lying in the same geodesic with 
endpoint b. Since A is real in (32) it is clear that there are at least two terms 
in the sum; let N be the number of critical points of g(s) = (z(s), b). This 
number remains constant in a neighborhood of the point b in B. Consider the 
system of N equations given by (33) when 0 < n < N - 1. The determinant 
of the N x N matrix 
(34) 
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must vanish, otherwise each term 
would be o( 1) when L -+ 00 over the given sequence of values. This is absurd 
since the absolute value of each of these terms is independent of I and non- 
zero. Since the matrix in (34) is a van der Monde matrix, we have for at 
least two indices 1, m 
Im z,b Im z,b 
Il-z,b(* = Il-zJ[2 (35) 
By (13) we know that (35) means zI and z, lie on the same geodesic with 
endpoint b. For each critical point z, we have b = G(z,) or b = G*(z,); since 
b is not a critical value of either G or G* we can locally invert these 
functions and consider the z, as functions of b in a neighborhood of the point 
we are considering. It follows that there is a pair of indices for which (35) 
persists in a sufficiently small neighborhood V of the original point b E B. 
The quantity (z,, b) - (z,,, , 6) measure, up to sign, the distance between the 
horocycles <(z,, b) and c(z,,, , b). Let b = e”, then 
Im z,b Im z,b 
= g(q) fc + 
d0 II-z,bl*=)l-z,Fi*’ 
(36) 
Hence, by (35), (zI, b) - (z,,,, b) remains constant in the neighborhood V we 
are considering. We are going to use this fact to show that, in fact, there are 
only two critical points in the geodesic line through zI and z,. Let 
C = dist(z,, z,J = j(z,, b) - (zm, b)j > 0. For the sake of definiteness, let us 
say that the direction of the geodesic segment from z, to z, coincides with 
the interior normal to 8R at z, (i.e., the tangent to the geodesic line at zI 
when traversed from z, to z, is -n(z,)); then we can define a new real 
analytic curve r * , ,,parallel” to X?, by the following procedure. With abuse 
of notation, denote by 
z*=z-CCn (37) 
the endpoint of the geodesic segment of length C which starts at z = z(s) and 
has initial direction -n(z). When z = z, we obtain z* = z,, i.e., in an open 
segment of 2X2, r* coincides with 80; hence they coincide throughout by the 
real analyticity of both curves. We conclude that (37) defines an involution 
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of %2 without fixed points. (Clearly this and the following arguments hold if 
z - Cn is replaced by z + Cn, i.e., if the direction of the geodesic segment 
[z,,zm] was n(zJ.) We conclude also that the interior normal at z, points 
towards zI. If not, zz = zI - 2Cn (with the obvious definition) and hence 
z H z - 2Cn would also be an involution of 30, and applying this fact once 
more to z, one gets zI - 3Cn E an, and so on. an would then be 
unbounded. We could assume that in the noriginal neighborhood V in B, the 
critical points lie in different groups in the sense that two points lie in the 
same group if they are in the same geodesic throughout V and different 
groups are disjoint. We know each group has at least two points but the fact 
that any two points must have normals “pointing in opposite direction” 
implies there could not be more than two points in any group. Furthermore, 
the same fact shows that if n = G(z,) then b = G*(z,) (if b = G*(z,) then 
b = G(z,)), and whenever zj is critical the other point in the same group is 
precisely zj* (the fact that zj* is a critical point follows again from (36) when 
b is not a critical value of G or G*). Summarizing, we obtain that the 
number N of critical points is even and (33) can be written 
where the sum runs over N/2 terms. The van der Monde matrix (34), where 
one picks one I in each pair and 0 <n <N/2 - 1, is now invertible. It 
follows that 
e(l+ilKzr.b) 
4 , g@J1/2 + s,* 
e(ltiA)(z;.b) 
/ g(s,*)p2 = o(l)* (38) 
Using again that A is real and ]a,] = ]a:\ = 1, one concludes from (38) that 
&rvb) &* .b) 
/ gy(s,)( 1’2 = 1 ,g(s ?)I 1’2 
Using (30) it follows that 
A lk+2l=lk*-21, (39) 
where A is a positive constant, and A # 1 since A is a power of ec and 
C > 0. Since in the neighborhood we are considering b is not a critical value 
of G or G* we have that eitherA(k+2)=k*-2 orA(k+2)=-k*+2 
holds through this neighborhood and hence throughout aB. In the first case 
we use that k = (k*)* to conclude that 
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or 
k(l-A*)=2+4A +24*. 
Since A # f 1 it follows k is constant in this case. The same reasoning shows 
k would also be constant if the other alternative holds. Lemma 1 applies and 
hence c%2 is a circle. 1 
THEOREM 2. Let 0 be a simply connected relatively compact subset of 
D, aJ2 of class C’. If there are inJinitely many eigenvalues a and 
corresponding eigerEfunctions u E C’(n) for the boundary value problem 
(4 
du+au=O in 0, 
a4 - 0 an- and u = constant on 3.f2, 
then f2 is a disk. 
ProoJ The proof is the same as that of Theorem 1 except one has to 
consider the identity (25) instead of (27). This requires the computation of 
(a/&r) (z, b) on LM2. Using the Cauchy-Riemann equations 
$z,b)=&Re (g) 
=fIm- 
b+z =Im 2ib 
b-z (b-z)’ * 
At a critical point of g(s) we obtain, as in Lemma 3, 
g (z, b) = f 2e2(” b), 
where the positive sign corresponds to the case b = G(z), and the negative to 
b = G*(z). The remainder of the proof is practically verbatim the one 
above. 1 
Note that the regularity required of the eigenfunctions in Theorems 1 and 
2 is automatically satisfied if XI E C2 + e for some E > 0 [ 11. 
4 
A few concluding remarks. Though the general ideas involved in the proof 
of Theorems 1 and 2 above and [2, Proposition 21 are similar, there are a 
6071441 I-2 
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number of differences arising mainly about the different nature of the Fourier 
transform in R2 and in D. For functions of compact support, in the first case 
we have four real parameters at our disposal (C=’ E R “) while in the second 
we have only three real parameters (C x B E R2 x [0,2n)). In particular, in 
the case of a plane domain R the proof that R is a disk follows from 
showing (i) R is convex, (ii) it has constant breadth and (iii) the curvature at 
“opposite” points is the same. This line of reasoning can be generalized to 
R” but it is not exactly the one we have followed above in the proofs of 
Theorems 1 and 2. On the other hand, for convex domains Q in lR2 (or R” 
for that matter) Brown and Kahane have given a very precise measure of the 
deviation from constant breadth in terms of the largest eigenvalue for 
problem (4’) in such a way that when there are infinitely many eigenvalues 
for (J”) their argument shows, for a convex 9, that 0 has constant breadth 
[3]. The usual examples of convex sets S2 with constant breadth that are not 
disks do not have smooth boundary [9]. It is very easy, though, to give such 
examples with smooth boundary LU2. In fact, define a plane curve r by 
1 
s = p(B) cos 8, 
l-I 
2 = p(O) sin 8, 
where p(B) = a, + CzEl ( a, cos(2n + l)e + b, sin(2n + 1)19), where u,, b, 
tend to zero sufficiently fast to ensure p is as smooth as we want, a, 9 0 so 
that p(B) > 0 throughout. Then the curve r is convex, the curvature of r at 
(x(e), y(8)) is l/p(B) and the map (x, u> ++ (x*, v*) 
I 
x*(e) =x(e) - 2~2, sin 8 
y*(e) = y(e) + 2~, cos e’ 
(n(e) = exterior normal = (sin 8, -cos e)) is an involution of P, in fact, 
x*(e) = x(e + n), v*(e) =y(e + 4. 
Hence r has constant breadth equal to 2a,. 
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