Abstract. Starting with the asymptotic expansion of the error equation of the shifted Grünwald-Letnikov formula, we derive a new modified weighted shifted Grünwald-Letnikov (WSGL) formula by introducing appropriate correction terms. We then apply one special case of the modified WSGL formula to solve multi-term fractional ordinary and partial differential equations, and we prove the linear stability and second-order convergence for both smooth and non-smooth solutions. We show theoretically and numerically that numerical solutions up to certain accuracy can be obtained with only a few correction terms. Moreover, the correction terms can be tuned according to the fractional derivative orders without explicitly knowing the analytical solutions. Numerical simulations verify the theoretical results and demonstrate that the new formula leads to better performance compared to other known numerical approximations with similar resolution.
1. Introduction. The aim of this work is to provide an effective numerical method to solve multi-term fractional differential equations (FDEs), where more than one fractional differential operator is involved, with high-order accuracy for both smooth and non-smooth solutions.
Multi-term FDEs are motivated by their flexibility to describe complex multirate physical processes, see e.g. [9, 18, 28, 34] . Moreover, it is not straightforward to extend the known numerical methods for single-term FDEs to solve multi-term FDEs. Specifically, we find that: (i) Some numerical methods for single-term FDEs can be extended to multi-term FDEs, but their numerical stability and convergence analysis are not easy to prove; (ii) Very low accurate numerical solutions may be obtained by extending the majority of the known numerical methods for single-term FDEs to multi-term FDEs due to their often unreasonable requirement on the high regularity of the solutions.
Existing numerical methods for FDEs can be broadly divided into two classes.
(a) FDEs with smooth solutions: The majority of numerical methods have been developed for single-term FDEs with smooth solutions, in which the fractional derivative operators in these equations are discretized by the (shifted) Grünwald-Letnikov (GL) formula [5, 17, 31, 34] , the L1 method and its modification [24, 50] , the weighted shifted Grünwald-Letnikov (WSGL) formulas [39, 41] , the (weighted) fractional central difference methods [4, 12, 13, 52] , the fractional linear multi-step methods [8, 26, 43, 45, 46, 47, 49] , the spectral approximations [44, 48, 53] , and so on [6, 16, 32, 38] . Some of these methods have been extended to solve multi-term FDEs with smooth solutions, such as the L1 method in time with spatial discretization by the finite difference method (see e.g. [25, 37] ) and finite element method (see e.g. [20] ), the predictor-corrector method in time with finite difference methods in space [25, 42] , and some others [15, 33] , just to name a few. (b) FDEs with non-smooth solutions: Generally speaking, the analytical solutions to FDEs are not smooth in real applications. For example, even for smooth inputs, the solutions to FDEs usually have a weak singularity at the boundary, see e.g. [9, 21, 28, 29, 40, 51] . Therefore, the aforementioned numerical methods will produce numerical solutions of low accuracy when applied to solve these FDEs. In order to derive numerical schemes of uniformly highorder convergence for FDEs with non-smooth solutions, several approaches have been proposed: (b1) Use nonuniform/refined grids in the discretization of the fractional operators, see e.g. [30, 32, 36, 50] ). With a geometrically graded mesh, one can adaptively resolve a weak singularity at the endpoint. (b2) Separate the solution U of the considered FDE into two parts of U (1) and U (2) , satisfying U = U (1) + U (2) (see e.g. [26, 45, 47] ). Then, a numerical scheme is designed such that high accuracy is obtained for both U = U (1) and U = U (2) . (b3) Use a non-polynomial (or singular) basis function to capture the singularity of the solutions to FDEs (see e.g. [3, 7, 14, 16, 21, 29, 44, 48, 51] ), such that a high-order scheme is effective. We also note that many numerical methods for FDEs may impose some unreasonable restrictions on the solutions. For example, the L1 method (see e.g. [24] ) and the interpolation method (e.g. [9, 38] ) require that the solution of the considered FDE is sufficiently smooth such that the expected accuracy can be realized, but as we already stated solutions of FDEs are usually not smooth, see e.g. [9] . The secondorder WSGL formula (see, e.g. [39, 41] ) requires that the solution and its first (and/or second) derivative have vanishing values at the boundary; see also the corresponding works in [4, 6, 12, 13, 17, 46, 52, 54] . Consequently, the convergence rate of these methods can be low even if the solutions are sufficiently smooth. In particular, we show numerically that the second-order WSGL formula in [39, 41] does not exhibit global second-order accuracy for smooth solutions; see numerical results in Table 5 .8. The theoretical explanation can be found in Section 2.
To remove these restrictions, we will adopt the approach (b2) to solve multi-term FODEs and multi-term time-fractional anomalous diffusion equations with smooth and non-smooth solutions. We note that the analytical solutions of FODEs and timefractional differential equations usually have the form
c m t σr , U (2) (t) = c m+1 t σm+1 + u(t)t σm+2 ,
where u(t) is a uniformly continuous function over the interval [0, T ], T > 0 and 0 ≤ σ r < σ r+1 , r = 1, 2, ..., m and m is a positive integer, see e.g. [8, 9, 11, 18, 19, 23, 28, 30] . Moreover, σ 1 , . . ., σ m are explicitly known, see e.g. [9, 11] . The WSGL formula in [39, 41] is indeed of second-order convergence for U (2) (t) when σ m+1 ≥ 2 + α (α is the fractional order) while it converges slowly for U (1) (t). This observation motivated us to apply the the idea of [26] in (b2) to obtain desired high accuracy schemes. Specifically, we introduce some corrections terms into the WSGL formula so that the resulting modified WSGL formula is exact or highly accurate for (1) (t) while the second-order convergence for U (2) (t) is maintained. According to [26] , the correction terms are found using the so-called starting weights and values to make the resulting formula exact for low regularity terms t σr (1 ≤ r ≤ m) in U (see (1.1)). We need to solve a linear system to obtain the starting weights, whose coefficient matrix is an ill-conditioned exponential Vandermonde matrix. It has been pointed out in [10] that the accuracy in solving the corresponding weights "may have serious adverse effects for the entire scheme" when m is large. However, it is shown in [10, 26] that the accuracy of Lubich's correction approach depends on the residual of the linear system for obtaining the starting weights, which was discussed in detail in [10] .
Fortunately, the number of correction terms can be small and still obtain reasonable accuracy. In this paper, we show that several correction terms (less than ten) significantly improve accuracy, regardless of the regularity of the analytical solution.
Since we are using a few corrections terms, the condition number of the exponential Vandermonde matrices is not too large and thus the linear system to derive the starting weights can be solved accurately with double precision. Moreover, even if the regularity indices σ r (see (1.1)) are unknown and the "correction terms" do not match the singularity of the analytical solutions to considered FDEs, we can still obtain satisfactory accuracy, see Example 2.1 and numerical results in Section 5. In particular, we present in Lemma 2.2 a detailed error estimate of the WSGL formula with correction terms, which explains why a few correction terms may lead to satisfactory accuracy.
We organize the paper as follows. In Section 2, we obtain the asymptotic error equation of the shifted GL formula that leads to the second-order WSGL formula under mild conditions. We then show that the WSGL formula with correction terms can lead to better accuracy. In Section 3, we apply one special case of the secondorder WSGL formula with correction terms to multi-term FODEs and present the stability and convergence theory. We further extend the second-order WSGL formula with correction terms in Section 4 to the time discretization of the multi-term time-fractional diffusion-wave equation together with the spectral element method for spatial discretization. Numerical results for smooth and non-smooth solutions are included in Section 5. All the proofs of our lemmas and theorems are presented in Section 6 before the conclusion in the last section. In the Appendix we include some computational details, additional proofs, and also more numerical results.
2. Finite difference approximations for fractional derivatives. In this section, we examine the asymptotic behavior of the error equation of the shifted GL formula, which leads to the error estimate of the WSGL formula [39] . Following Lubich's approach [26] , we then introduce correction terms to recover the global second-order accuracy of the WSGL formula and obtain an error bound.
We first introduce definitions of fractional integrals and derivatives. The αth-order Caputo derivative operator is defined [34] 
where n − 1 < α ≤ n, n is a positive integer. The fractional integral D −γ 0,t is given by
Let τ > 0 be a time stepsize and n T be a positive integer with τ = T /n T and t n = nτ (n = 0, 1, ..., n T ). The shifted GL formula (with q shifts) reads (see e.g. [31] ):
where ω
We have the following error estimate for the formula (2.3), the proof of which can be found in Section 6.
Lemma 2.1 (Error of the shifted GL formula (2.3)). Let U (t) = t σ (σ ≥ 0) and α be a real number. Then
where B α,n q is defined by (2.3), n ≥ |q|, q is an integer, and R n,α,σ is bounded by
Here and throughout the paper, the constant C > 0 is independent of n and τ . From Lemma 2.1, we can eliminate the term t
Then we obtain the second-order WSGL formula in [39] ,
Eq. (2.6) is proved in [39, 41] to be of second-order convergence when U (0) = 0,
0,t U (t) and its Fourier transform belongs to L 1 (R). However, these conditions are too restrictive since RL D α+2 0,t U (t) / ∈ L 1 (R) for U (t) = t σr with 0 ≤ σ r ≤ 1 + α when α > 0. For example, when U (t) = t, the remainder term in (2.7) is of the order of
, which is not of second-order convergence globally as the accuracy is O(τ 1−α ) when t n = τ . Consequently, when (2.7) is applied to solve FDEs with even smooth solutions, we cannot expect a global second-order convergence unless the solutions have vanishing first-order derivatives. In particular, there is almost no accuracy at t = 0 when 1 < α < 2. In practice, this large error near t = 0 may lead to large accumulation of discretization errors and thus much larger error at the desired final time t n ; see accuracy tests of the formula (2.6) in Fig. 2 .1 of this section and numerical experiments in Section 5.
To improve the accuracy near t = 0, we follow Lubich's approach [26] by adding correction terms to (2.6) such that the resulting formula is indeed of second-order accuracy when U (t) is of the form (1.1). Specifically, we modify (2.6) such that
In (2.8), the starting weights {w
n,k } are known at each time step as they can be determined by setting
n−k U (t k ). Then the starting weights can be solved from the following linear system of equations, see e.g. [10, 26] ,
The linear system (2.9) has an exponential Vandermonde type matrix that is ill-conditioned when m is large [10] . The large condition number of the matrix may lead to big roundoff errors of w (α) n,r (1 ≤ r ≤ m) when computation is performed with double precision. For σ k = kα, we present the condition number of the system (2.9) in Table 2 k 's are defined by, see [26, 39, 41] ,
k z k , see [26] . From Table 2 .1, we observe that the condition number increases with m and decreases with α. However, for m and α's presented in Table 2 .1, we can still have some reasonable accuracy for the starting weights. In fact, the accuracy of (2.8) is determined somehow by the residual of (2.9). This observation has been made in [10, 26] . We present the residual of the system (2.9) in Table 2 .2, where the residual is computed by max 1≤r≤m, 1≤n≤100
When α = 0.05 and m = 7, the condition number is 1.84 × 10 12 and the residual is 1.19 × 10 −6 , see Table 2 .2. In this case we can still obtain relatively high accuracy, see Figure 2 .1(a) in Example 2.1. Table 2 .1 Condition numbers of the linear system (2.9), σ k = kα (k ≥ 1), and (p, q) = (0, −1) in (2.8). Table 2 .2 The residual of the linear system (2.9), σ k = kα (k ≥ 1). In our numerical simulations of this work, we choose less than eight correction terms. It works surprisingly well with high accuracy even when α is small. For example, in Figure 2 .1(a), we used six correction terms for α = 0.05, the accuracy for all t ≥ 0.2 is at the level of 10 −8 , which is two orders of magnitude lower than τ 2 = 10 −6 . Hence, we are motivated to consider the asymptotic behavior of R n in (2.8) when U (t) = t σ , addressing the practical effect of correction terms. Lemma 2.2. Let U (t) = t σ (σ ≥ 0) and α be a real number. Let R n be defined in
11)
where C and C are positive constants bounded and independent of n and τ . Remark 1. Numerical results indicate that R n in (2.11) can be bounded by
See the supplementary material. From Lemmas 2.2 and 6.1, we have a uniformly second-order approximation A α,n,m
. In practice, especially with double precision computation, we take only small m and thus σ m+1 ≥ 2 + α may not hold. In this case, we may not have the global second-order accuracy, but we still observe accuracy improvement at t = 0 and small errors far from t = 0 due to the small coefficient S σ m in (2.11). Next, we check the accuracy of the discrete operator A α,n,m 0,−1 in (2.8). Example 2.1. Use the formula (2.8) with (p, q) = (0, −1) to numerically approximate RL D α 0,t U (t). We consider two cases: Case I: U (t) = t 8α , where we take
, where we take σ k = (k+7)α. The purpose of this example is to show that a small number of correction terms is sufficient to yield relatively high accuracy whether U (t) has high regularity or not.
We first consider Case I. When α is small, the regularity of U (t) is low. In such a case, we add only several correction terms but obtain satisfactory accuracy, see the factor S σ m = 7 × 6 × · · · × (8 − m)α m is very small when α is small and m is large, see Table 2 .3. This effect is shown in Fig. 2.1 (b) , where we observe that increasing the number of correction terms does not increase accuracy significantly except for m = 8, due to high regularity of U (t).
For Case II, we choose σ k so that we match more terms of the singularity in U (t); the pointwise errors are shown in Fig. 2.2 . We obtain better accuracy as the number of correction terms m increases up to 4 when we capture all the singularity of U (t) that leads to accuracy at the machine precision level.
In conclusion, we find that only a few number of corrections are needed to obtain high accuracy even when U (t) has low regularity at t = 0. We also find that we do not have to match the singular terms in U (t) when choosing correction terms. In Section 5, we will present numerical examples with some empirical guidelines to introduce correction terms where we do not know explicitly the singular terms in U (t).
3. Application to multi-term FODEs. In this section, we apply the formula (2.8) to the discretization of multi-term FODEs of the form
where
The existence, uniqueness, and regularity of solutions to (3.1) are investigated in [9, 23, 28] .
, {α j } are rational numbers (see e.g. [9, 18, 19, 28] ), then the solution Y (t) to (3.1) has the form
is defined by (2.8), and m j (1 ≤ j ≤ Q) are suitable positive integers. By (2.8), the truncation error
). Let y n be the approximate solution of Y (t n ). Then we derive the following fully discrete scheme for (3.1) is from (2.8). Denote m = max{m 1 , m 2 , ..., m Q }. Remark 2. We need numerical values y k (k = 1, 2, ..., m) to proceed with the scheme. Here we solve the nonlinear system of y k (k = 1, 2, ..., m) using (3.4) with n = 1, 2, ..., m, and we apply the Picard fixed-point iteration method. Other high-order methods for y k (k = 1, 2, ..., m) can be applied here too. Next, we present the stability and convergence for (3.4), the proofs of which are given in Section 6.
Theorem 3.2 (Convergence). Let y n be the solution to (3.4) and Y (t) be the solution to
.., where {c k } are constants and 0 < σ k < σ k+1 , k > 0. Suppose that f (t, Y ) satisfies the Lipschitz condition in its second argument, m j (j = 1, 2, ..., Q) are suitable positive constants satisfying σ mj ≤ 2. Then there exists a positive constant C independent of n and τ such that
Two special cases of Theorem 3.3 are presented below. If there is no correction terms, i.e., m j = 0, then we have
If m j = m and max 1≤r≤m |e r | ≤ Cτ σm+1 , then we have
4. Application to time-fractional diffusion-wave equation. In this section, we consider the following time-fractional diffusion-wave equation, see e.g. [1, 25] :
where 0 < α ≤ 1, ν ≥ 0, µ > 0, Ω = (a, b). We apply the quadrature formula (2.8) in time and spectral element method in space for the discretization of Eq. (4.1). We also present the rigorous stability and convergence analysis of the present numerical scheme, the proofs of which can be found in the supplementary material.
The key assumption here is that the analytical solution U (t) = U (x, t) to (4.1) satisfies the following form
where 1 < σ r < σ r+1 . Indeed, when f (x, t) is smooth in time and α is rational, the analytical solution of (4.1) has the form as (4.2), see e.g. [9] .
Hence, we derive from (4.1)
The main task in the following is to construct a second-order approximation for each differential operator in (4.3)-(4.4), i.e., the first-order time derivative operator ∂ t and the time-fractional derivative operator
. Then from (2.4) and (4.5), we have
where m 1 ≤ m and the starting weights {u n,r } are chosen such that (4.6) is exact for
(4.8) We can similarly obtain
where m 2 ≤ m and {v n,r } are chosen such that (4.9) is exact for V (t) = t σr−1 , which yields
(4.10) From (2.8), we can also choose m 3 ≤ m such that
where V = V − V 0 , k = n, n + 1. Combining (4.9) and (4.11), we have the following time discretization for (4.3)
(4.12)
From (4.8), the time discretization of Eq. (4.4) is
4.2. The fully discrete spectral element method. Let us introduce some notations before presenting our fully discrete schemes. Let Ω = (a, b) and M be a positive integer. Let Π = {a = x 0 < x 1 < ... < x M = b} be a partition of the interval Ω. Denote N = (N 1 , N 2 , ..., N M ), N i is a positive integer, and
Denote P K (I) as the polynomial space defined on the domain I with degree no greater than K. The approximation spaces V N , V 0 N are defined as follows:
The inner product (·, ·) and norm · are defined by:
From (4.12)-(4.13), we present the Legendre Galerkin spectral element method
14)
is defined by (2.8), m k (k = 1, 2, 3) are suitable positive integers, {u n,r } satisfy (4.7), {v n,r } satisfy (4.10), and I N is the LegendreGauss-Lobatto interpolation operator defined by .., n T ) are solutions to (4.14)-(4.16). If σ m1 ≤ 3 and σ m2 , σ m3 ≤ 4, then there exists a positive constant C independent of n, τ and N such that
For the nonnegative integer k, H k (Ω) is the Sobolev space equipped with the norm
Next, we present the convergence analysis. Theorem 4.2. Suppose that n, n T and r are positive integers with 0 ≤ n ≤ n T and U (t) = U (x, t) is the solution to (4.1) satisfying
and v n N are the solutions to the scheme (4.14)-(4.16), respectively,
,σm 1 +1−0.5,σm 2 +1−1.5,σm 3 +1−0.5−α} + h 2r−2 , then for small enough τ , there exists a positive constant C independent of n, τ and h, such that
Remark 4. If the analytical solution U (x, t) to (4.1) is sufficiently smooth in time, then the convergence rate of (4.14)- 
The methodology here can be readily extended to two-term timefractional subdiffusion equation and more generalized multi-term time-fractional subdiffusion equations, see e.g. [20, 25, 37] .
Numerical examples.
In this section, we present some numerical simulations to verify our theoretical analysis presented in the previous sections.
Example 5.1. Consider the following two-term FODE
subject to the initial condition Y (0) = 1, and 0 < α ≤ 1/2. The analytical solution of
. To solve (5.1), we apply the method (3.4) with m 1 = m 2 = m and α 1 = 2α, α 2 = α in computation. The maximum absolute error e ∞ is measured by e ∞ = max 0≤n≤T /τ |e n |, e n = Y (t n ) − y n . First, we observe from Tables 5.1-5.4 that higher accuracy is obtained with correction terms (m > 0) than that without correction terms (m = 0). For α = 0.5, compared with m = 0, we have gained one order of magnitude in the maximum error when m = 1 and two orders of magnitude when m = 2, 3, see Table 5 .1. For α = 0.1, we observe similar improvement in accuracy, see Table 5 .2. For the error at final time t = 1, we also have similar effects for α = 0.1, 0.5 and have even more significant improvement in accuracy, see Tables 5.3 and 5.4. The convergence order for α = 0.5 in the maximum sense is consistent with the theoretical prediction in Theorem 3.2, which is min{2, (m + 2)α}, while a lower convergence rate is observed for α = 0.1. Table 5 .2 The maximum error e ∞ of the method (3.4), σ k = (k + 1)α, α = 0.1, T = 1. Table 5 .3 The absolute error |e n | at T = 1 of the method (3.4), σ k = (k + 1)α, α = 0.5. From Tables 5.3 (3.8) . Clearly, the average error has smaller upper bound than the maximum error estimate |e n | ≤ Cτ min{2,σm+1} , σ m = (m+1)α, which implies much better numerical solutions far from t = 0, see the average errors in Table 5 .5.
Second, we find that a small number of corrections terms suffices to have high accuracy in both maximum error and the error at final time. According to Theorem 3.2, we can get the global second-order accuracy when (m + 1)α = σ m+1 ≥ 2, i.e., m ≥ 3 for α = 0.5. Indeed, we observed second-order accuracy for α = 0.5 and m ≥ 3 in Table 5 .1, and the accuracy is also much smaller than τ 2 . When α is small, i.e., α = 0.1, we need at least 19 correction terms to get the global second-order accuracy theoretically. Yet we obtain highly accurate numerical solutions using a small number of correction terms, see the case m = 3, 5 in Tables 5.2 and 5 .4, and the accuracy is smaller than τ 2 in Table 5 .4 for m = 3, 5. Though accuracy is improved when the number of correction terms increases, we did not use more than 10 terms since the starting weights in (2.9) may suffer from round-off error when m > 10 when computed with double precision. Though we did not observe a sharp second-order convergence in the presented tables, second-order accuracy can be observed if we use more than 19 correction terms with quadruple-precision in the computation (results not presented here).
Lastly, we show the case that σ k is not taken as kα. In Tables 5.6 -5.7, we present the maximum error and the error at t = 1 of the method (3.4) for α = 0.1 and σ k = kα + 0.05 in (2.9). We do not exactly match the singularity of the solution but we still obtain satisfactory accuracy as the number of "correction terms" m increases up to m = 7. The numerical results confirm the estimate (2.11), see also explanations in Example 2.1 in the previous section. We further illustrate this effect in our next example solving a nonlinear FODE where we don't know the singularity of the solution.
In summary, we find that a smaller number of correction terms can lead to significant improvement in accuracy. When the regularity of the solution is relatively high (the fractional order α is large here), we need only a few correction terms to achieve a global second-order convergence. When the regularity of the solutions is low (the fractional order α is small here), we need also a few correction terms as the correction terms bring a small factor S σ m (see Lemma 2.2) that leads to high accuracy. Moreover, the correction terms can be chosen such that the approximation A α,n,m 0,−1 can be not exact for the singular terms of exact solutions.
Example 5.2. Consider the following two-term nonlinear FODE
subject to the initial condition Y (0) = 1/2, and 0 < α 1 , α 2 < 1. Here we consider Table 5 . Table 5 .7 The absolute error |e n | at t = 1 of the method (3.4) with σ k = kα + 0.05, α = 0.1. In this example, we compare our method with the two well-known methods. Specifically, we first apply the L1 method to discretize the Caputo derivative in (5.2) to derive the corresponding numerical scheme, which is called the L1 method, see [20, 50] . We also transform (5.2) into its integral form as
, and then we apply the trapezoidal rule to the fractional integrals to obtain the corresponding numerical scheme, which is called the trapezoidal rule method, see [11] . Since we do not have the exact solution, we obtain a reference solution using the trapezoidal rule method with time step size τ = T /2 17 . We also apply the L1 method with the step size τ = T /2 17 to get a reference solution and obtain almost the same results (not presented here). In all computations, we use time step size τ = T /2 8 unless otherwise stated. Obviously we do not know the regularity of Y (t) of Eq. (5.2) but we can estimate the regularity from linear equations related to Eq. (5.2). Here we first investigate the regularity of the following equation We show in Fig. 5 .1 numerical solutions and pointwise errors of both our method (3.4) with/without correction terms and the L1 method for Cases I and II. Adding correction terms greatly improves accuracy, although these "correction terms" may not match the singularity of the analytical solutions.
We further test choices of σ k in Case III where fractional orders are small that usually lead to low regularity of Y (t). In addition to the choice of σ k = α 1 + (α 1 − α 2 )(k − 1), we also choose σ k = 0.1k, 0.15k, 0.2k in the computation. All these choices of σ k yield smaller S σ m = Π m i=1 |σ − σ k | as m increases when σ m ≤ 1 and σ ≤ 1. In this case, we choose m ≤ 5 in the computation that leads to σ m ≤ 1. The pointwise errors are shown in Fig. 5 .2. We observe that numerical solutions with higher accuracy are obtained by properly choosing correction terms, which confirms Lemma 2.2.
In conclusion, we again observed that a smaller number of correction terms leads to more accurate numerical solutions than those from formulas without correction terms. We also discussed how to choose σ k based on some preliminary singularity analysis and error estimates in Lemma 2.2.
Example 5.3. Consider the following fractional diffusion-wave equation
where Ω = (−1, 1) and 0 < α < 1. In this example, we consider two cases:
• Case I (Smooth solutions): Choose a suitable source term f (x, t) such that the exact solution to (5.4) is U (x, t) = (t 4 + t 3 + t 2 + t + 1) sin(2πx).
• Case II (Smooth inputs): The source term is f = exp(−t) sin(πx), the initial conditions in (5.4) are replaced by U (x, 0) = ∂ t U (x, 0) = 0, and α = 1/2. In Table 5 .8, we present the L 2 errors at t = 1 for Case I (smooth solution with σ k = k in (4.2)). We choose m 1 = m 2 = 0 and m 3 = 0, 1, 2 in the computation and observe that second-order accuracy is observed for m 3 = 1, 2 and α = 0.2, 0.5, 0.8, 0.9, which is in line with or even better than the theoretical analysis, see also Remark 4. However, for m 3 = 0, we do not obtain second-order accuracy, especially when α is close to 1; see also the related numerical results in [41, 45] , where second-order accuracy was lost without correction terms.
For Case II, we do not have the explicit analytical solutions. It is known, see e.g. [9, p. 183] and [18, 19, 28] , that the analytical solution of (5.4) satisfies U (x, t) = c 1 (
. . when α = 1/2. For simplicity, we choose m 1 = m 2 = m 3 = m in the computation. The benchmark solutions are obtained with smaller time step size τ = 1/2048. In Table 5 .9, we present the L 2 errors at t = 1 and observe second-order accuracy. Moreover, we find that more accurate numerical solutions are obtained when m increases, which is in line with our theoretical predictions.
6. Proofs.
6.1. Proof of Lemma 2.1 . A special case of Lemma 2.1 with q = 0, 1 and σ being an integer can be found in [38] . We present the proof here for completeness and for all q. 9.6047e-7 2.00 1.7279e-6 2.00 3.0125e-6 2.00 3.6316e-6 2.00 Proof. For q = 0 and U (t) = t σ , we have
By analyzing the proof of Lemma 3.5 in [26] again, we can obtain
which yields (2.4) for q = 0. Now we prove (2.4) for q = 0. From (6.2), we have
By the fact that (1 + q/n)
From (6.2) and (6.4), we reach (2.4), which completes the proof. n,r (r = 1, 2, ..., m) be defined by (2.9). Suppose that {σ r } are a sequence of strictly increasing positive numbers. Then we have
Proof. Letting U (t) = t σr and (p, q) = (0, −1) in (2.7), we derive
Combining (6.6) and (2.9) yields a linear system
which leads to (6.5). The proof is completed. Proof of Lemma 2.2. (2.4) and (2.7), and H n,m,α (σ) satisfies (see Lemma 6.1)
where G is independent of n, τ , and σ k (1 ≤ k ≤ m), G k is independent of n and τ , and H n,m,α 2
. From Eqs. (3.1) and (3.13) in [26] , we can readily obtain both G and G k are analytical functions with respect to σ. Hence, |∂ r σ G k | and |∂ r σ G| are bounded for a given r. Next, we derive a bound for H n,m,α 1
(σ) is infinitely smooth with respect to σ and H n,m,α 1 
With the same reasoning, we can derive that H n,m,α,σ 2 also satisfies
where d is a positive integer and C is independent of n. From the estimates of H n,m,α 1 (σ) and H n,m,α 2 (σ), we obtain the desired result. The proof is completed.
6.3. Proofs of Theorems 3.1-3.3. We first introduce a lemma.
and
there exist a positive constant C 1 independent of k such that |a k | ≤ C 1 k α . With the mathematical induction method and C 1 ≤ C/2, we complete the proof.
From Lemma 6.2 and Lemma 3.3 in [47] , one can derive the following corollary. Corollary 6.3. Assume that 0 ≤ β 2 ≤ 1, α ≤ 1, and β 1 is real. If a n = O(n α )
6.3.1. Proof of Theorem 3.1. Proof. Following the similar idea in [27] (see also [45] ), we derive that the method (3.4) is stable if −λ ∈ S, where S is defined by S = C\
(z)) ≥ 0 for all |z| ≤ 1, τ > 0 and 0 < α j ≤ 1, the region S contains the whole negative real line, i.e., the scheme (3.4) is stable for any τ > 0. This completes the proof.
Proof of Theorem 3.2.
Proof. Let e n = Y (t n ) − y n . Then we derive the error equation of (3.4) as
) is defined in (3.3). By Lemma 3.4 in [46] , Eq. (6.8) can be written in the following form
k,r e r +R n , (6.9) whereR n = τ α1 n k=0g n−k R k , and {g k } and {G 
Assume that f (t, Y ) satisfies the uniform Lipschitz condition, i.e., there exists a positive constant L such that
to the proof in [22, Lemma 3.4], we derive (3.5).
If f (t, Y ) satisfies the local Lipschitz condition with respect to Y , then we can also derive (3.5) by the mathematical induction method, which is omitted here, see [22] . This ends the proof.
6.3.3. Proof of Theorem 3.3. We first introduce a lemma.
where {v k } are real numbers and g (α) k is defined by (2.10). Proof. From (6.8), we have
n,r e r + e n = R n ,
is defined in (3.3). Multiplying e n on both sides of (6.11) and summing up n from 1 to K, one has
Applying Lemma 6.4 and the Cauchy-Schwarz inequality, we have
where ǫ > 0 is a positive constant. If we choose ǫ = 1 4Q(m1+m2+...+mQ) , then we have
(6.14)
Let q j = σ mj +1 − α j . From (6.14), (6.5), and |R n | ≤ Cτ
Let q = min 1≤j≤Q {q j }. Then we have from the above equation
which leads to (3.6). The proof is completed.
7. Summary. In this work, we obtained the asymptotic expansion of the error equation of the WSGL formula (2.6) proposed in [39] . The WSGL formula is secondorder accurate far from t = 0 but is not second-order accurate near t = 0. Hence second-order numerical scheme is not expected when the formula is applied to timefractional differential equations. We then followed Lubich's approach by adding the correction terms to the WSGL formula and obtained a modified formula with global second-order accuracy both around and far from t = 0. We applied our modified formula to solve two-term FODEs and two-term time-fractional anomalous diffusion equations and proved the stability and second-order convergence in time.
We found that only a small number of correction terms is needed to improve convergence order and accuracy regardless of regularity of the analytical solutions. We showed both theoretically and numerically that a few correction terms are sufficient to obtain relatively high accuracy at t = 0 and thus improve the convergence order and accuracy far from t = 0. With a few correction terms, we avoid solving the linear system with an exponential Vandermonde matrix of large size to obtain starting weights. We observed that with no more than 10 terms, the linear system can be accurately solved with double precision without harming the accuracy of the secondorder formula. Moreover, the correction terms do not have to exactly match the singularity indexes of solutions to FDEs. Even when we do not know the precise singularity indices of solutions to FDEs, we provided some empirical guidelines to choose correction terms.
Although, we only focus on the WSGL formulas, the methodology proposed here can be also applied to recover globally high accuracy for some other high-order formulas, see e.g. [4, 6, 12, 13, 17, 46, 52, 54] , where the high-order accuracy requires vanishing initial/boundary values of the corresponding function, even vanishing values of higher-order derivatives at boundaries. a.1. Further investigation of the upper bound of (2.11). Numerically, we find a much better upper bound of (2.11), which is presented below
We plot a bound of C m in (a.1) for U (t) = t 0.85 , which is shown in Fig. a.1 . We see that C m does not increase with respect to m and α. a.2. More numerical results for multi-term FODEs. We present an example using more than ten correction terms to solve the following FODE.
Example a.1. Consider the following two-term FODE
subject to the initial condition Y (0) = 1, and 0 < α ≤ 1/2. Choose a suitable right-hand side function f (t) such that the analytical solution of (a.2) is
Here, we use the multi-precision toolbox with 48 significant digits in the computation in order to avoid round-off errors (see http://www.mathworks.com/matlabcentral /fileexchange/6446-multiple-precision-toolbox-for-matlab).
We consider only the fractional order α = 0.05, 0.1 with σ k = (k + 1)α in (3.4), and the pointwise errors are shown in Figs. a.2-a.3 . We can see that very accurate numerical solutions are obtained as the number of correction terms increases. Although we did not observe the global second-order accuracy, the small factor S σ m in the error equation makes numerical solutions very accurate as correction terms increases.
a.3. Proofs of Theorems 4.1 and 4.2. We prove the stability and convergence analysis of LGSEM (4.14)-(4.16). We first introduce a lemma.
Lemma a.1 (Gronwall's inequality [35] ). Suppose that {k n }, {φ n } and {p n } are nonnegative sequence. Let A ≥ 0 and φ n satisfies where C n and W n,r (r = 1, 2) are defined by
n,r } are defined by (2.9) with σ r replaced by σ r − 1. Here C n = O(n −α ) can be derived from the fact Lemma 3.4 in [47] ) and the definition of g (α) k (see (2.10)). Also, |W n,r | ≤ Cn σm 3 −3−α can be derived from Lemma 6.1 with σ m = σ m3 − 1 in (6.5).
Summing up n from 0 to K and applying Lemma 6.4, we obtain
iii Applying the Cauchy-Schwarz inequality yields
where C is a positive constant independent of τ, h, n, k and K. For simplicity, we denote
Then we obtain
(a.9) Note from (a.4), (a.5), and Lemma 6.1 that
Hence, we derive from (a.7)-(a.9)
For small enough τ , using the assumption σ m1 ≤ 3, σ m2 , σ m3 ≤ 4, and (a.9), we can get from the above inequality
, and
Applying Gronwall's inequality (Lemma a.1) yields
Using the condition σ m1 ≤ 3 and σ m2 , σ m3 ≤ 4 leads to
Applying (a.9), σ m1 ≤ 3 and σ m2 , σ m3 ≤ 4 yields
Combining (a.13)-(a.15) reaches the conclusion. This completes the proof.
a.3.2. Proof of Theorem 4.2. We now focus on the convergence of the scheme (4.14)-(4.16). Introduce the projector P 1,0
The properties of the interpolation and projection operators are listed below.
Denote by e u = u N − P 1,0
N V , and η v = V − P 1,0 N V . Then we get the error equation of (4.14)-(4.16) as follows
), and
Proof. From Theorem 4.1, (a.17)-(a.18), and the properties e 
It is easy to obtain H n ≤ Cn σm 1 +1 −3 τ σm 1 +1−1 and
From (a.19) and the boundedness of G n and H n , we derive
Using the assumption σ m1 ≤ 3, σ m2 , σ m3 ≤ 4 and applying the property n k=1 k β ≤ C max{1, n 1+β }, β ∈ R, β = −1, we obtain e n v 2 +µ ∂ x e n u 2 ≤ C h 2r + R m1,m2,m3 (e) + τ min{4,2σm 1 +1−1,2σm 2 +1−3,2σm 3 +1−1−2α} .
We can get R m1,m2,m3 (e) ≤ C(h 2r−2 + τ min{4,2σm 1 +1−1,2σm 2 +1−3,2σm 3 +1−1−2α} ) from the assumption, hence max{ e where Ω = (a, b), 0 < α 1 , α 2 ≤ 1, ν ≥ 0, and µ > 0. Here, we extend LGSEM (4.14)-(4.16) to solve (a.21), which can be easily extended to more generalized multi-term time-fractional subdiffusion equations, see e.g. [20, 25, 37] . We directly present the LGSEM for (a. 21 (32, 32) . We observe numerically that the resolution in space is fine enough and the total error is dominated by errors from time discretization.
It is known in [9, p. 183 ] that the analytical solution U (t) to (a.24) satisfies U (t) = ∞ k=1 c k t σ k , where σ k = (2 + k)/4. As we do not have the explicit form of the solution, we use reference solutions that are obtained with smaller time stepsize τ = 2 −13 . In Table a .1, we observe that the average L 2 errors become smaller when m increases. We also observe second-order accuracy when m = 3. In the first column of Table a.1, we also list numerical results from the scheme of applying the L1 method in time [20, 37] with spatial discretization by the spectral element method (L1-SEM). We observe first-order accuracy of the L1-SEM, with the corresponding errors much larger than those by our proposed schemes.
We observe that we do not need to use the correction terms to get second-order accuracy when computing solutions at time far from t = 0. Hence, we can still use the method (a.22)-(a.23) to solve (a.24), but the operator A α k ,n,m k 0,−1 (k = 1, 2) can be replaced with A α k ,n 0,−1 when n ≥ ⌈n T /5⌉, i.e., w n,r = 0 in (2.8) for n ≥ ⌈n T /5⌉. It is shown in Table a.2 that similar error behaviors are obtained, compared to those results in Table a. 1. This can be readily explained by the truncation error defined in (2.7): When n ≥ n 0 , n 0 is suitably large, the correction term in A 6.3706e-4 1. a.5. The L1 method and fractional trapezoidal rule used in Example 5.2.
• L1 method: The Caputo derivatives in (5.2) are discretized by the L1 method, and the corresponding scheme is given by 
