Forest growth simulation models are useful in evaluating the effects of management practices and climate changes in terrestrial ecosystems, however their successful application requires accurate calibration of model parameters.
knowledge. This manual method is usually time consuming, and using it makes it difficult to find the optimal parameter set. On the other hand, model auto-calibration is typically much faster and subject to less human biases [5] . In this study, we explore some auto-calibration methods in order to improve model efficiency and this in turn will facilitate model application.
Auto-calibration algorithms
Commonly used auto-calibration algorithms include Gibbs Sampling method (GS), Stepwise Line Search algorithm (SLS), Strength Pareto Evolutionary Algorithm (SPEA2), Shuffled Complex Evolution and the non-dominated sorting genetic algorithm. Gibbs Sampling is one of the most popular algorithms in the auto-calibration field due to its simplicity [1] . It can be regarded as a special Markov Chain Monte Carlo (MCMC) method for joint distribution estimation when the full conditional distribution of all variables are available [1] . Rather than considering the distribution density, the Gibbs sampler method randomly generates variables from a distribution indirectly.
Stepwise Line Search algorithm (SLS) was first introduced by Kuzmin et al. [7] for the automatic calibration of hydrologic models [7] . Kuzmin et al. claimed that SLS can be easily implemented and has high efficiency. Rather than calibrating the input and output in a traditional way, SLS employs the a priori estimation based on observations of input and output to and from the hydrologic system. Moreover, this algorithm is inherently a successive optimization procedure along coordinate directions with a fixed step size along each dimension. This algorithm has been successfully adapted to several models' calibration and application [7] . SPEA2 is a multi-objective evolutionary algorithm developed by Zitzler et al. [20] . It represents an improvement from the original Strength Pareto Evolutionary Algorithm [21] . SPEA2 overcomes several limitations of SPEA by using an improved fitness assignment, bounded archiving, and a comprehensive assessment of diversity. SPEA2 requires users to specify the upper bound on the number of non-dominated solutions that are archived. If the number of non-dominated solutions found by the algorithm is less than the user-specified bound, then they are copied to the archive and the best dominated individuals from the previous generation are used to fill up the archive. If the size of non-dominated set is larger than the archive size, a k-means clustering algorithm is used to comprehensively assess distances between each archive members. A truncation scheme promotes diversity by iteratively removing the individual that has the minimum distance from its neighboring solutions. The archive update strategy in SPEA2 helps to preserve boundary (outer) solutions and guide the search using solution density information [20] . Shuffled Complex Evolution (SCE-UA) is a search algorithm for single objective optimization [5] . It combines the direct search method of the simplex procedure with the concept of a controlled random search of a systematic evolution of points in the direction of global improvement, competitive evolution and the concept of complex shuffling [13] . In the first step, SCE-UA selects an initial population by random sampling throughout the feasible parameter space for parameters to be optimized (delineated by given parameter ranges). The population is portioned in to several "complexes" that consist of 2 + 1 points. Each complex evolves independently using the simplex algorithm. The complexes are periodically shuffled to construct new complexes in order to share the gained information. It searches over the whole parameter space and finds the global optimum with a very high success rate [17] . The non-dominated sorting genetic algorithm II (NSGA-II) is another multi-objective optimization technique which is described by Deb et al. [4] . Confesor and Whittaker [2] used the NSGA-II algorithm for automatic calibration of the soil and water assessment tool (SWAT model). The calibrated SWAT model simulated well for the daily stream flow of the Calapooia watershed for a 3-year period. The daily Nash-Sutcliffe coefficients were 0.86 at calibration and 0.81 at validation. The authors claimed that these excellent results are difficult to achieve with manual calibration. The -NSGAII algorithm is an extension to NSGA-II algorithm [4] by adding the concepts of -dominance [10] , adaptive population sizing, and a self termination scheme to reduce the need for parameter specification. The values of , specified by the users represent the publishable precision or error tolerances for each objective. A high precision approximation of the Pareto optimal set can be captured by specifying a very small precision tolerance . The goal of employing -dominance is to enhance the coverage of non-dominated solutions through maintaining the diversity of solutions. -NSGAII can be either binary coded or real coded. The -NSGAII uses a series of "connected runs" where small populations are exploited to pre-condition the search with successively adapted population sizes. Preconditioning occurs by injecting current solutions within the epsilon-dominance archive into the initial generations of larger population runs. All of these calibration algorithms are promising for the auto-calibration of the FGS model. Considering the complexity and applicability of each method discussed above, we choose Gibbs Sampling, SLS and SPEA2 algorithm to calibrate our FGS model and compare the performances of the three approaches.
Methods

Forest growth simulation (FGS) model
The FGS model [9] is a simplified processes-based model that simulates forest growth based on eco-physiological principles. It has been widely applied to several tree species and across various geological locations [3, 8, 14] . Additionally, the model has been linked with hydrologic model, soil C and N model to adapt to diverse application purposes [18, 19] . A set of meteorological data are needed for the model, including monthly average of maximum and minimum temperature, rainfall, solar radiation and site specific parameters including planting year, initial condition and soil texture. Gross primary production is estimated using the radiation use efficiency method, which is a function of intercepted photosynthetically active radiation and quantum use efficiency. Environmental modifiers considered in the model include temperature, water, stand age, and soil nutrients status. These modifiers range from 0 to 1, with 0 indicating total plant growth prohibition and 1 indicating no constraints. Net primary production is estimated as a constant fraction (0.45) of predicted gross primary production. Assimilated carbon is allocated into three tree components (leaf, stem and root) according to species specific allometric relationship. The FGS model makes predictions on tree growth indices such as leaf area index (LAI) and diameter at breast height (DBH). LAI is one of the most difficult to predict in ecological modeling. In the FGS model, LAI is estimated as a function of leaf biomass and specific leaf area, which represents the leaf area of one unit leaf biomass. A simplified flow chart of simulations represented in FGS is shown in Figure 1 . The reader is referred to Landsberg and Waring [9] for a detailed description of the model.
Objective functions
In our auto-calibration model, we only optimize the goodness of fit for LAI for single objective optimization. We use the goodness of fit for both LAI and DBH to obtain a multi-objective fitness in our multi-objective optimization procedure and report goodness of fit for LAI for comparative purposes.
Single Objective Function
The goodness-of-fit between model predictions and field observations is used to evaluate model performance. It is quantified using the Nash-Sutcliffe efficiency coefficient (NSE) [12] . An NSE ranges from −∞ to 1. NSE is defined as:
where O is the observed value at time , P is the predicted value at time , O is the mean observed value and N is the number of time points. NSE is an improvement over the coefficient of determination which is very sensitive to extreme values [11] .
Multi-objective Fitness
Multi-objective optimization problem can be described as a vector function that maps a tuple of parameters (decision variables) to a tuple of objectives, formally: maximize y = (x) = ( 1 (x) (x)) subject to x = ( 1 2 ) ∈ X and y = ( 1 2 ) ∈ Y . In our case, = 2, and 1 (x) and 2 (x) are the goodness-of-fit scores for LAI and DBH respectively. x is the decision vector, and y is the objective vector. The set of solutions of a multi-objective optimization problem consists of all decision vectors which cannot be improved in one objective without degradation in the other objectives. These vectors are known as Pareto-optimal [21] . Mathematically, a maximization problem considering two decision vectors a b ∈ X . We say dominates (also written as ≻ ) iff
Additionally, in our auto-calibration fitness calculation, we say a covers b (a b) iff a ≻ b or a = b. Our approach relies on Pareto-dominance in order to maintain multiple stable niches. Both individuals dominating and dominated solutions are taken into account in our fitness computation. In detail, each individual in the archive P and the population P is assigned strength value S( ), represent the number of solutions it dominates:
On the basis of S values, the raw fitness R( ) of an individual is calculated as R( ) = ∈P +P ≻ S( ). Although the raw fitness assignment provides a sort of niching mechanism based on the Pareto dominance, it may fail when most individuals do not dominate each other, shown in Figure 2 . Based on this consideration, we bring additional density information into our auto-calibration model. The additional density information is incorporated to discriminate between individuals having identical raw fitness values. The density ¿ ¼ estimation is an adaptation of the nearest neighbor technique [16] . For each individual the distances (in objective space) to all individuals in the archive and population are calculated and stored in a list. Once we finished sorting the distance between each individual, the nearest distance to individual is denoted as δ . The density
, where represents each individual, is a predefined constant typically chosen as square root of sample size [16] . Finally the adjusted fitness value for our multi-objective optimization is given by
Stepwise line search algorithm (SLS)
SLS is the simplest auto-calibration approach. In our study, we want to optimize NSE( 1 2 ) where 1 2 are the model parameters for our FGS model. We will start with 1 , and calculate three objective function values F 1 F 2 F 3, where F 1 = NSE( 1 2 ), F 2 = NSE( 1 + δ 2 ) and F 3 = NSE( 1 − δ 2 ), where δ is a predefined step value. Our model parameter set will be updated to ( 1 + δ 2 ) if F 2 is the best, or updated to ( 1 − δ 2 ) if F 3 is the best, or kept the same if F 1 is the best. The same calculation will be repeated for 2 in order. At each step, SLS keeps the same δ, and fixes = , and is the current parameter being adjusted. Repeat this procedure until the maximum number of iterations is reached or the change of NSE is below a predefined threshold . The original SLS assumes all parameters are equally sensitive to the change of values. This is not true for our FGS system. We handle this through step control, so the step value is proportional to the sensitivity of each parameter. We also implemented a boundary control mechanism to guarantee the change to each parameter is within its allowable range.
Gibbs sampling (GS)
One of the weaknesses of SLS is its dependence on parameter order since it adjusts the parameters using the same order during each iteration. This makes it more susceptible to the disturbances from local optima. We developed a Gibbs sampling based procedure to overcome this weakness. It is an iterative calibration procedure. During each iteration, we randomly pick one parameter, then we find the value of this chosen parameter that maximize the goodness-of-fit while keeping the values of other parameters fixed. We keep maximizing goodness-of-fit during each iteration until the improvement is below a predefined threshold or the maximum number of iterations is reached.
Preclustering based strength Pareto evolutionary algorithm (K-SPEA2)
Like other stochastic algorithms, SPEA2 is not immune to the disturbances from local optima either. It is critical to begin with a good starting parameter sets. We first generate large collection of candidate FGS parameter sets. Each element of this collection is a FGS parameter set. We then partition these elements into K clusters using K-means algorithm [15] , where K is the population size for our evolutionary algorithm. The centroids of these K clusters form the initial population. The details of our K-SPEA2 is described in Algorithm 1.
Algorithm 1 Preclustering based strength Pareto evolutionary algorithm for FGS parameter calibration.
Input: FGS parameters and their corresponding ranges; N(population size); N(archive size); pNum(number of parameters); δ(size factor for clustering); T(maximum number of generations). Output: A: non-dominated set S ← ∅ for ← 1 to K * δ do for ← 1 to pNum do P ← randomly chosen value from the range of jth parameter end for S ← S ∪ P end for Cluster S into K clusters using K-means algorithm. Form the initial population (P 0 ) of size K by selection the centroids of the K clusters.
Compute NSE for all the individuals in P and P .
Fitness assignment:
Calculate fitness values for all individuals in P and P . Environmental selection: Copy all non-dominated individuals in P and P to P +1 . If the size of P exceeds N then reduce P +1 by means of the truncation operator(e.g., clustering), otherwise fill P +1 with dominated individuals in P and P . Mating selection: Perform roulette wheel selection with replacement on P +1 in order to fill the mating pool. Variation: Apply recombination and mutation operators to the mating pool and set P +1 to the resulting population. end for A ← The set of decision vectors represented by the nondominated individuals in P +1 . return A In order to prevent the parameter values from going out of boundary, we implemented a boundary checking procedure to ensure each mutated value is within its parameter boundary.
Experimental data
Our experimental data was collected from a loblolly pine plantation that is on a 24 hectare watershed located in the Atlantic Lower Coastal Plain of North Carolina, U.S. (34
• 48' N, 76
• 42' W). The site is relatively flat (less than 0.1% slope) and has hydric soil (Deloss fine sandy loam, Thermic Typic Umbraquult). The loblolly pine trees were planted in 1974 at a density of 2100 trees per hectare. The site underwent a pre-commercial thinning in 1981 (thinned to 988 trees per hectare) and commercial thinning (thinned to 370 trees per hectare) in late 1988. Thereafter, the site has been operated as a control site without any human disturbances. Climatological data including air temperature, relative humidity, wind speed and direction, solar and net radiation were measured on a half-hourly basis by an on-site weather station. Leaf area index dynamics were continuously monitored using LI-COR LAI 2000 Plant Canopy Analyzer from 1991 to 2004 on a monthly basis. To compare with predicted daily leaf area, we used interpolated daily leaf area index data based on monthly field measurements.
Results and discussion
For each algorithm described above, we first found the number of iterations/generations needed for them to converge. That is, the NSE value will not improve after that many iterations. We also recorded the corresponding converged NSE values. When multi-objective K-SPEA2 was used, we optimized NSE for LAI and DBH simultaneously, and we only recorded NSE for LAI for comparative purposes. The performance of the four different calibration algorithms ¿ ¾ is listed in Table 1 . The highest NSE was achieved with multi-objective K-SPEA2 with shortest running time. GS outperformed SLS in terms of both NSE and the running time. Both GS and SLS converged more slowly than the Pareto-optimality based evolutionary algorithms. Figure 3 shows the predicted LAI and the observed LAI values using our Forest Growth Simulation Model whose parameters were calibrated with multi-objective K-SPEA2. Generally, the predicted LAI values are very close to the observed values.
Conclusion and future work
Our algorithms were able to automatically calibrate the parameters for a forest growth simulation model with acceptable accuracy and time efficiency. SLS was simple and easy to implement, however it was less accurate than the other approaches. GS outperformed SLS in terms of NSE because it was less susceptible to local optima. GS also converged faster than SLS resulting in shorter running time. Both single objective and multi-objective K-SPEA2 outperformed the other calibration algorithms in terms of both NSE and running time. An NSE of 0.95 was achieved with FGS calibrated with multi-objective K-SPEA2. This will make our FGS model more desirable for real applications. Currently our FGS model is limited in several aspects. It assumes constant tree growth which is different from real world observations when trees grow faster in the Spring and Summer. We will develop a system that considers the various tree growth rate under different environmental conditions. We also want to make our software more flexible by allowing user to choose parameter set or adding a new parameter.
