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Abstract 
This thesis develops efficient tools for modelling wireless communications within 
highly resonant environments. The aim of these tools is to augment analysis of 
wireless systems inside closed metallic cavity environments. The primary applica-
tion for these systems is within the aerospace industry where weight and space are 
restricted and robustness is critical. The use of ever-advancing wireless communi-
cation options would offer significant weight and cost savings and increase safety 
through supplementing or the replacement of wired systems. The use of a low 
power wireless system offers the greatest advantage in terms of flexibility and 
weight. Accordingly, the most suitable applications of the wireless systems are 
discussed in terms of existing avionic systems. 
The electromagnetic properties of the aircraft environment and parameters to 
characterise both the properties of the environment and the wireless signal are in-
troduced. Efficient models are then developed, which characterise the resonant and 
associated multipath nature of the cavity based on an equivalent circuit approach. 
The efficiency of these models permits the use of a statistical modelling approach, 
akin to reverberation chamber measurement techniques, in order to generalise the 
results for typically non-constant modal structures. 
Finally, a fractional boundary placement model is developed to augment the 
transmission line modelling method and permit boundary placement at non-integer 
positions within a structured mesh. The technique provides a semi-conformal capa-
bility with no deleterious impact on the modelling time step. This is then extended 
to a dynamic model for modelling structural variations during the simulation. 
A subset of wireless communication approaches is presented and the effective-
ness and suitability of such systems are discussed. The developed models are 
applied to characteristic environments and a selection of the wireless communicat-
ion methodologies in order to provide examples of their use and an insight into 
the effect of these environments upon a wireless system. 
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Chapter 1 
Introd uction 
The advancement of electronic technology over recent decades has gradually dis-
placed mechanical systems with electronic devices. One area where this change is 
most noticeable is in the aerospace industry where, for example, aircraft control 
that previously 'has been purely mechanical has become electronic with typically 
mechanical input and output. Aircraft systems, for example, are coupled mainly 
by wires that form bundles and the total length of wiring in aircraft can be tens of 
kilometres. Other environments where the volume of electronic monitoring, control 
and hence wiring has increased include the automotive, nautical and locomotive 
industries. 
The choice of wires as the coupling method is preferable in many cases due to 
the reliability, efficiency and low initial costs involved. Wires arc typically used 
where there is no need for movement of the transmitter and receiver as the topology 
is fixed. However, in the area of communications and networking there has been 
a recent movement towards wireless systems to allow for flexibility and mobility. 
Most noticeable are the advancements in mobile telephony and local area networks 
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to facilitate the connection of portable computers to high speed networks. 
The work in this thesis was carried out as part of the FLAVIIR project where 
there is an interest in moving towards a wirelessly networked, flapless aircraft [1]. 
It is hoped that the increase in weight and complexity associated with the large 
number of sensors and actuators necessary to control airflow over the wings of the 
aircraft. could be offset by moving to a wireless based system. In replacing wired 
systems with an unguided wireless system an understanding of the impact of such 
an approach must be gained as safety-critical systems are involved. 
The environment in which the wireless system must operate can be considered 
challenging from an electromagnetic perspective. Aircraft, cars, trains and ships 
are typically constructed such that they consist of a large number of small, metal-
lic, cavity-like stuctures through which wires will normally pass. These cavities 
are highly resonant. and low-loss so t.hat. energy is reflect.ed from the cavity wall a 
very high number of times. Equivalently, it will be shown that the cavities form 
a highly multipath, low differential delay channel. In this thesis the electromag-
netic propagation properties of these cavities are explored and efficient models for 
modelling them are developed. The models developed are computationally effi-
cient and are applied to some commonly used wireless communication systems in 
order to assess their performance in the highly resonant and dynamically varying 
environments that can be encountered. 
1.1 Advantages of Wireless 
The use of wireless systems has a large number of advantages over wired systems 
within the application areas mentioned above. In this thesis the primary area 
of interest is aerospace, this is also the area where a wireless system is most 
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Figure 1.1.1: Equipment bay and wiring within the JSF [2] 
advantageous, as weight, space and safety are highly ignificant factors in aerospace 
design . However, the models and findings herein are noL limited to aerospace 
ellvirollmellts, they can be equally appli d to any of the industry areas Il1 ntioned 
above, provided the environment of interest can b considered equivalenl to those 
investigated in this thesis. 
A reduction in the number of wires in an aircraft would have a llumber of 
benefits, the most obvious of which i a reduction in weight. A Boeillg 7,17, for 
example, contains over 220,000 metres of wire weighing a total of ] ,GOO kilograms 
[4J and the Airbus A380 contains 500,000 metres of wiring [5J. An xample of the 
3 
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Figure 1.1.2: Wiriug helliu I the forward hulkhead within COllcorclC' (3) 
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amount and complexity of wiring within an aircraft can be seen in Figures 1.1.1 
and 1.1.2. Figure 1.1.1 shows the complexity of the wiring within the Joint Strike 
Figher (JSF), which contains over 28 kilometres of wiring. Figure 1.1.2 shows the 
wiring behind the forward bulkhead of Concorde. The volume of wiring is not only 
a major contributor to the aircraft weight but also greatly increases the complexity 
of maintenance and repair of aircraft systems. 
Airbus have been actively seeking to reduce wiring weights by replacing copper 
wiring with lighter aluminium wiring. Furthermore, the amount of point-to-point 
wiring is being reduced through the use of data buses such as the ARINC 429 
and more recent ARINC 6291 [6]-[7]. An increase in weight leads to greater fuel 
consumption and a reduction in manoeuvrability, it is therefore very desirable to 
reduce the weight within an aircraft. 
Wires suffer fatigue and degrade over time due to bending, flexing, vibrations, 
chemicals and moisture and therefore need to be replaced periodically. Typically 
the wires are difficult to access and this maintenance task becomes costly; both 
financially and in terms of time. The breaking of wires will lead to intermittent 
or permanent failure and the degrading of insulation can lead to short circuits, 
interference, arcing and possibly fire as a result. Wiring failure has led to the loss 
of a number of aircraft including TWA flight number 800 from New York JFK 
in July 1996, due to arcing of fuel sensor wiring leading to a fuel tank explosion, 
and Swiss Air flight 111 from New York .1FK in September 1998, due to a wiring 
failure leading to a cockpit fire [8]. Wiring complications also considerably delayed 
the delivery of the Airbus A380 [5]. 
I The ARINC 429 data bus is a digital half duplex, single source, multiple sink standard device 
that sends data at between 12 kbit/s and 100 kbit/s. This system is being replaced with a higher 
data rate ARINC 629, whicll also is a multiple sOlll'ce device, on modern aircraft including the 
Airbus A380 and Boeing 787. The modern data bus is based on an ethernet standard and can 
opertate at data rates of upto 100Mbit/s. 
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Wireless systems permit a far greater degree of flexibility than wired systems, 
as a large number of wireless nodes can be connected to a single control node. 
Furthermore, if it is desired that additional nodes be retrofitted it is far easier to 
add additional wireless nodes than it is to add wired systems. The route of the 
wiring through the airframe does not need to be considered when using a wireless 
system, this is advantageous because the routing of wired systems often becomes 
very complex and difficult as it is not considered in detail at the design phase. 
Finally, a wireless system provides a more distributed system where much 
greater protection is guaranteed against single node failure. Using a wire as a 
coupling path presents a single mode of failure if the wire is broken at any point, 
a wireless system can only fail at the transmitter and receiver. Wireless systems 
could also theoretically re-route themselves through other nodes if a link is lost, 
creating a temporary communication path as a failsafe. The absence of a wire 
between the sensor or control device and the processing unit of the aircraft is ad-
vantageous in terms of lightning protection. There is no direct coupling path to 
the processing unit so a lightning strike would lead only to local failure and not a 
potential system-wide failure. 
Optical fibres are commonly being used to reduce the number of wires and 
increase reliability and weight in aircraft [9][1OJ, however these too suffer some of 
the disadvantages of wires. The fibres are still subject to structural failure and 
require rout.ing through complex airframes and t.heir flexibility is less than that of 
wires. A wireless system will also provide similar advantages over an optical fibre 
based system as a wired system. 
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Figure 1.2.3: Equipment hay wi thin a small civili all aircraft 
Bcm 70cm 32cm 
~ ~ ~ - - - ~ ~ ~ ~ ~ - - - - - - - - - - - - - - - - - - - - - - - - - - - - ~ . - + . - - - - - - - - - - - - - - ~ ~ ~ ~
gem () () 
Figure 1.2.4: Schematic of a metallic cylillder containing a pair of antenna 
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Figu re 1.2.5: 821 response of the metallic cylinder calculated llsing the TLM method 
1.2 Practical Considerations 
There are a number of factors that must be c o n ~ i d e r e d d ill order Lo investigate 
suitable environments and suitable wireless systems. 10st suitable, existing wire-
less network systems operate in the Industrial , Scientific aJ1d Medical (ISM) band 
around 2.45GHz, although some do operate in other bauclH such as 900MHz [ll]. 
The wavclengtll in air at 2.45GHz is ] 2.2cm, which is smaller thanll1any structural 
features inside the aircraft, for xample avionic bays, a p e r t u r e ~ ~ and bulkheads. 
Such an equipment bay within a small civilian aircraft can be ~ e e J l l in Figure] .2.3. 
It is therefore expected that the aircraft structurc will have it strong influence , 
whether through reflections or absorption, 011 wave propagation in this cnviron-
ment. As an example, the frequellcy response of a cylindrical metal tube was 
simulated where a sig11al is propagated between a pair of antennae in Lhe cylinder 
[12]. Both ends of the cylinder are closed and both antennae are cOllllected to a 
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50n load. A schematic of the geometry can be seen in Figure 1.2.4 where dimen-
sions are shown. The model was constructed using the transmission line modelling 
method [13) and the 821 response was calculated; the 18211 magnitude response 
can be seen in Figure 1.2.5. 
The response shows a number of features that are characteristic of the envi-
ronments being considered here. There is a well defined cut-off where energy is 
dramatically attenuated and does not propagate below 1.788GHz [14). If a wire-
less system was used in this environment, below this frequency, it is very unlikely 
that the system would function without a significant number of errors occurring. 
Furthermore, it is clear that the resonant behaviour of the channel leads to a large 
number of narrow and deep valleys in the spectrum. Again, it is unlikely that a 
wireless system would operate effectively in this region of the spectrum. If the 
system being used coincided with one of the valleys in the spectrum it is unlikely 
that the transmitted signal could be recovered. Furthermore, the position of the 
peaks and troughs are not guaranteed to be fixed as it is possible that vibrations 
and structural flexing will cause them to move in frequency. It is therefore very 
difficult to obtain a reasonable approximation of quality of the channel by directly 
modelling the environment. In this thesis approaches are developed to obtain a 
suitable estimate of the channel quality in terms of its effect on the physical layer 
of a wireless system. 
In order for a system to be truly wireless it is necessary that the power usage 
of the nodes of the devices is as low as possible. In this way the power source 
for the devices can be provided by batteries or the scavenging of power from the 
vicinity of the device. Power could potentially be scavenged from heat, vibrations, 
fluid flow or direct mechanical means. In Chapter 3 some wireless systems are 
introduced along with their typical power usages where it is shown that higher 
data rates typically lead to higher power usage. 
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The safety and security of the wireless system is of great importance. For flight 
crit.ical systems such as flight control, the legally required level of reliability estab-
lished in FAR/JAR25.1309 is that the probability of catastrophic failure should 
be no greater than 1 x 10-9 per flight hour [10]. Furthermore, it must be ensured 
that the system is not affected by interference from external or internal means, 
whether intentional or not, by RADAR for example, or intercepted by any means. 
1.3 Possible Applications 
The advantages of moving from a wired system to a fully or partially wireless 
system have been described. However, there are a number of factors that must 
be considered that place limits on the applications of wireless systems within air-
craft. There is a significant number of systems within an aircraft each with large 
numbers of interconnections [15]. Data rates available using wireless systems are 
typically far lower than those available using wired systems and high data rate 
wireless systems typically use a greater amount of power than lower data rate sys-
tems. Furthermore, wireless systems do not use fixed wires as guiding structures 
and instead use free space propagation. This makes the reliability and integrity 
of a wireless system dependent on, in addition to hardware and software factors, 
its surroundings. Therefore, flight critical systems that rely on very low comm-
unication error rates may not be suitable candidates for replacement with wireless 
systems. 
In order to ascertain the requirements of a wireless system and where they 
could be adopted it is necessary to consider the types of systems usually present 
on aircraft. These avionic systems vary greatly in their application within the 
aircraft, however [16] categorises them as defined in the following sections. 
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1.3.1 Flight Control 
Flight control encompassess the control and monitoring of a large number of air-
craft components and systems. The role of the flight control system is to ensure 
that the aircraft responds firstly to input from the pilot or autopilot regarding 
altitude and heading, and secondly ensures the short term stability of the aircraft. 
In terms of sensing, the flight control system must monitor airspeeds, three-axis 
accelerations, roll, pitch, yaw, angle of attack and outside pressures. In terms 
of control, the control surfaces on an Airbus A320 include; 10 spoiler sections, 3 
rudder sections, 4 aileron sections and 4 elevator sections. These control devices 
are managed through 7 control computers which must also provide information to 
the pilot, these are connected through an ARINC 429 data bus [6]. 
Based on data rates alone, it is feasible that digital communications that are 
typically taken care of by the ARINC 429 bus could be replaced by wireless links. 
However, the safety criticality of these systems means that it may not be possible 
to directly replace these systems [17]. In the case of higher data rate systems, 
such as those that tUlC the ARINC 629 it is likely that these could only be replaced 
with wireless LAN based systems that typically have high power consumption and 
would make them unsuitable for wireless replacement. 
1.3.2 Engine Control 
Engine control is heavily dependent on a large number of sensors to monitor the 
status of the engine. In order to provide smooth engine operation it is necessary 
to monitor a number of engine parameters, these include fan speed, temperature, 
pressure, exhaust temperature, exhaust pressure and fuel intake. Furthermore, 
control of fuel intake, air valves and the engine start arc all necessary. A wireless 
11 
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system would be able to replace the links necessary between the engines and air-
craft control computer. Engine control is typically at a lower data rate than flight 
control and requires a large amount of wiring to be placed within the wings of the 
aircraft. 
1.3.3 Utilities 
This category of avionic system incorporates many avionic systems not related 
to flight or engine control, including fuel management and level monitoring, tem-
perature controls, brakes and hydraulics. Fuel management and monitoring, for 
example, includes a large number of sensors in order to record fuel density, tem-
perature, water content and tank levels of the aircraft fuel. This data must be 
communicated to a fuel processing unit and involves a large number of low data 
rate, low duty cycle data signals. This sort of system is ideal for replacement us-
ing a wireless system. Use of a wireless system would reduce, if not eliminate, the 
number of wires that must pass close to and into the fuel tanks. In the Boeing 777 
there are a total of 128 links to fuel tank sensors which typically operate through 
the ARINC 429 bus, as mentioned before this would be suitable for replacement 
with low power wireless systems. 
1.3.4 Health Monitoring 
Health and usage management systems (HUMS) involve monitoring the general 
properties of the aircraft not captured by the preceding categories. HUMS may 
include the monitoring of vibration levcIs, strains, general power levels, engine 
torques etc. It is common that such monitoring is both low data rate and low 
duty cycle and with utilities management would be ideal for replacement with a 
12 
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wireless system. 
1.4 Scope of this Thesis and Contributions 
The possible applications of a wireless system within an aircraft have been consid-
ered. In utilising wireless systems in an aircraft, it has to be demonstrated that 
transmission inside the hull of an aircraft can be established and offer the very high 
levels of security and reliability necessary in a safety critical environment. It has 
been shown that the environment is highly resonant and multi path and electromag-
netically challenging as a result. Such an environment will lead to a large amount 
of intersymbol interference due to the high number of reflections involved. Usually, 
where intersymbol interference is present, as in this case, analytic solutions do not 
exist for determining system performance and simulations or measurements must 
be employed. This work focusses on providing suitable computational models for 
assessment of the quality of propagation inside the highly resonant environment. 
This offers modelling advantages over and above t.hose available using conventional 
multipath modelling tools that are used in large and high loss environments. 
There exists a large amount of literature in the area of wireless communications 
in terms of both the methods used within the physical layer and in terms of signal 
transmission. A number of suitable references include [18] and [11] however all 
refer to wireless system use in office, home or urban environments with typically 
long path lengths and high losses. The use of wireless interconnections in aircraft is 
a new area but there has been some work done that has been published recently. In 
[19J health monitoring systems are brought out as a potentially suitable area for the 
deployments. Fragoulis, Tsagaris and Anastassopoulos have also looked at the use 
of ad-hoc sensor networks for health monitoring systems [20]. Coelho and Macdo 
looked at "A fly-by-wireless UAV platform based on a flexible and distributed 
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architecture" and demonstrated a simple distributed avionics system built around 
the Bluetooth standard [21]. GulfStream too have demonstrated wireless flight 
control to one actuator [16]. Furthermore, in 2007 there was a CANEUS/NASA 
workshop on "Fly-by-wireless for Aerospace Applications" where companies such 
as Honeywell and Bombardier presented [22]. Despite the interest in the area no 
literature has so far been found looking rigorously at how to build a reliable system 
from the physical communications layer upwards. 
As power requirements limit the complexity of any system that is to be used 
to replace a traditional wired system the direct effects of the environment must be 
fully understood. This is a challenging area as the enviroments are highly complex 
and any suitable modelling tool must be efficient in modelling the environment 
whilst capturing all of the important features of that environment. The work 
herein provides a novel approach to directly modelling the physical layer in an 
efficient manner. In doing so there is the potential to provide significant cost 
savings in the design stage of any system. In this work efficient filter models 
are developed that are capable of modelling a gcnric environment efficiently in a 
statistical manner similar to that used in reverberation chamber measurements. In 
this approach measurable parameters of a general environment are taken to provide 
a statistically meaningful characterisation of the communication channel. Models 
are developed for both single and multiply-coupled cavities to provide a powerful 
tool, these models are then used to investigate commonly used wireless schemes. 
Whilst multipath models exist they focus on urban environments and only model a 
limited number of reflections, the models and approaches developed here contribute 
significantly to this area of research as they are capable of modelling any number 
of reflections and loss levels and scale linearly with respect to the number of modes 
considered. 
In addition, a novel dynamic modelling tool is developed within a structured 
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time-domain full-field electromagnetic modelling technique, specifically the trans-
mission line modelling (TLM) method. This model allows boundaries to be frac-
tionally and dynamically positioned relative to a fixed regular grid without impact 
to the time discretisation used. Such a model was not previously available and 
any similar tools have significant drawbacks in that the simulation timestep must 
be reduced or the accuracy of the result is compromised. The model developed 
here suffers neither of these problems and provides an accurate and efficient full-
field modelling tool. Furthermore, this model provides a means for modelling the 
impact of structural vibrations and flexing on a wireless system. This model is 
capable of modelling the impact of dynamic structures on the wireless channel 
and not simply static environments. Furthermore, the approach offers efficient 
modelling of acute angles that may be encountered for example in wings. 
The filter models developed here are validated, where possible, against full-field 
models of simple canonical cavities where the full-field model is known to give 
an accurate result. The validation of the fractional boundary placement model 
is performed through comparison with standard TLM models and the analytical 
result for the cavity being modelled. In the case of dynamically varying structures, 
a simple case is considered where the analytical solution is known allowing the 
model to be validated. Through validation of the models based on the time and 
frequency domain results obtained for a IS211 type simulation, the models arc then 
used to asseSs the impact of the channels 011 the wireless signal types of interest. 
Validation based on simple numerical test cases and analytical structures gives 
confidence in the results obtained when assessing the impact of such channels on 
the error rates encountered in wireless communication. 
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1.5 Thesis Stucture 
The structure of this thesis and the contents of each chapter are designed to 
demonstrate the development of a number of tools for electromagnetic modelling 
of wireless signal propagation in a resonant environment. Details are also given of 
specific wireless systems and schemes and the models are applied to the wireless 
systems to demonstrate the applicability of the models, also to give an insight into 
the effect of the resonant environments on wireless systems. 
Chapter 2 introduces the types of environment that are of interest in this thesis 
and describes their properties. The parameters of interest in such an environment 
are introduced and defined, such as the quality factor, mean excess delay and 
modal density. The analogy between the electromagnetic concept of a quality 
factor and the communications concept of mean excess delay is derived. Finally 
some analysis techniques that are used later in the thesis are introduced. 
Chapter 3 provides some background information and approaches to wireless 
communications. Initially, the application of a wireless system to an aircraft envi-
ronment is introduced and the requirements of such a system are explored. Next, 
the most commonly used wireless communication modulation approaches are in-
troduced and defined. Spread spectrum approaches are introduced as a means 
of increasing signal bandwidth or providing code based orthogonality to multiple 
wireless channels. Finally, complete communication systems are introduced and 
described. It is discussed which system is the most suitable for the applications 
defined in this thesis in order to capture any properties that may influence the 
wireless system with the models. 
Chapter 4 describes the development of a novel model for modelling the effect 
of a highly resonant and multi path cavity environment. The rationale behind the 
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modelling approach is described and used to develop an efficient and flexible model 
for wireless communication modelling. The inputs for the model arc introduced 
and a number of methods of obtaining the parameters are described. Parameters 
can be obtained analytically, through data fitting or using a statistical approach 
to modelling. 
In Chapter 5 the effect of cavity coupling is introduced. The impact of cou-
pling two of more cavities through apertures is of interest when considering the 
environments described in this thesis. Efficient models are introduced to model the 
effect of cavity coupling through the use of a coupling coefficient. An analytical 
approach to obtaining the coupling coefficent for a particular aperture shape is 
developed based upon the concept of transmission lines and waveguide modelling. 
Chapter 6 describes the development of a dynamic fractional boundary place-
ment model for the transmission line modelling method. The model is developed 
to allow external and internal boundaries to be positioned within a structured 
mesh but not coincide with mesh lines as is customary. The model is developed in 
20 and 3D and can model perfect electric conducting, perfect magnetic conduct-
ing and first-order lossy boundaries. Furthermore, the model is extended to allow 
the boundaries to be moved dynamically during a simulation. This model is ideal 
for modelling the complex environments of interest and the effects of structural 
vibrations and flexing. 
In Chapter 7 the tools developed in Chapters 4 to 6 arc then applied to some 
example wireless communication problems. The environments and communication 
systems defined in Chapters 2 and 3 respectively are used to provide some examples 
of the effect of the highly resonant and dynamic environments on wireless signal 
propagation. 
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Finally, Chapter 8 concludes the thesis with a discussion of the models devel-
oped and the findings through use of the models. Other applieation areas for the 
developed models are also discussed with reference to the limitations and approx-
imations made in the development stage. Possible areas of further development 
based on this work are also included to provide an insight into the many concepts 
and ideas that could be explored but were not possible in the scope of this thesis. 
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Parameter Definitions 
In order to understand and evaluate the effect of the aircraft environment on wire-
less propagation the properties of the environment and the wireless system must 
first be understood. There are a large number of resonant cavity environments that 
can be considered of interest in this thesis. Within any aircraft, or modular vehicle 
or structure, there is large variation in the internal cavity structure. Furthermore, 
the overlap of the disciplines of electromagnetic propagation and wireless comm-
unication introduce a number of similar, overlapping concepts, which are often 
defined in different ways. 
This chapter starts by introducing the environments of interest in this thesis 
and the properties that are unique to each of them in this context. Next, the terms 
used throughout to describe the properties of the enviroments are introduced and 
defined. Finally some of the tools used to measure the effects of these ellvironments 
on wireless propagation are introduced. 
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2.1 Representative Environments of Interest 
The environments of interest herein can be divided into the catagories of single 
cavity resonant environments, multiple coupled resonant environments and dynam-
ically varying resonant environments. In practice, the shape, size and properties 
of the cavities of interest vary considerably. Therefore, in order to quantify the 
effects of the environments in a meaningful way it is necessary to introduce struc-
tures that are representative of real structures. These structures should be simple, 
yet capture the physics of the real environments. 
Figures 2.1.1-2.1.3 show schematics of representative environments of the types 
that will be considered herein. The unique properties of each are briefly described 
in the following subsections. 
2.1.1 Single Resonant Environment 
The single cavity resonant environment is characterised by the system shown in 
Figure 2.1.1. Here the environment is a closed metallic cavity with a transmitter 
(Tx) and receiver (Rx) within the same volume. The dimensions (I, w, h) of the 
cavity are time invariant constants. 
Losses can be introduced in two ways; either through wall losses or through 
lossy materials within the volume. Wall losses are due to the skin effect, which 
reduces the magnitude of the surface reflection coefficent of the cavity walls, disip-
pating electromagnetic energy as heat in the cavity walls. Lossy materials absorb 
the electromagnetic radiation within the volume of the cavity; typically such ma-
terials are likely to be found in the cavities. The effect of losses is to reduce the 
quality factor (Q factor) of the cavity, which will he defined in the next section. 
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2.1.2 Coupled Resonant Environment 
The coupled resonant environment can be seen in Figure 2.1.2. The properties of 
this type of system are the same as that of the single cavity except now there are 
two volumes seperated by a screen in which there is an aperture. The aperture 
could be of any shape or thickness and provides the coupling path between the 
two volumes. 
Again, losses can be introduced via a surface loss or through lossy materials. 
The definition of a single Q factor cannot strictly be applied to a system of this 
kind as there is no longer a single cavity, both cavities will have its own Q factor. 
Instead, in this thesis the mean excess delay is introduced as the metric of choice 
for measuring energy decay in the channel. 
2.1.3 Dynamically Varying Structures 
Finally, a dynamically varying resonant cavity is considered in Figure 2.1.3. Hcre, 
the structure is no longer time invariant and varies with time. It has been discussed 
that such variation can be due to flexing, bending and vibrations. One or more of 
the surfaces that make up the cavity is able to move as represented by the time 
varying displacement d(t) in Figure 2.1.3. 
2.2 Definition of Parameters 
This work is associated with both thc electromagnetic behaviour of resonant en-
vironments and wireless communication systems. It will be shown in Chapter 4 
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that the resonant ellvironment can be considered to be a highly mullipath, low 
loss communication channel. III order Lo provide backgTouud and prCflent the link 
between the two fields, this section descrihes some of the parameters cOlllmon ly 
associated with each field. 
2.2.1 Quality Factor 
The quality factor or Q factor ifl a qualltity that is usually associated with resommt 
systelTIfl including resonant cavities. It is a dimellsiolllcHs quantity that call be used 
to quantify the energy storage properli's of a cavity. n 'ing dilllensionless. the Q 
factor is defined in a number of ways depending on its applicat. ion and is llsually 
frequency depcndeuL. This frequcncy dependence arises from the faeL that, ill most 
fl i tuatiolls, the 10flses within a system are dependent a ll frcqucllcy. POI' example, 
the resistive losses due to the frequcllcy dependent skin effed imli Ie a metallic 
cavity [14], [23]. 
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The Q factor is defined for a resonant cavity in terms of the frequency of the 
energy oscillations within the cavity. In this thesis the Q factor is defined as [2:J] 
-271" Q ( Energy Stored ) 
- Energy Lost Per Cycle (2.2.1) 
The Q factor can be obtained from the time domain decay profile of a resonant 
decay or from the resonant peak width in the frequency domain. Consider the 
decaying sinusoid shown in Figure 2.2.4. The decaying sinusoid can be expressed 
in the form 
¢(t) = ¢oej(wo+io)t (2.2.2) 
where 0: is the decay constant and ¢o is the initial amplitude. The decay constant 
is given by the reciprocal of the decay time, which is the time, T, for the envelope 
to decay by an amount ¢o/e, so that 0: = l/T. The Fourier transform of the 
decaying sinusoid is given by 
2 1 14>(w)1 = 2 
0:2 + (w - wo) (2.2.3) 
It can be easily identified that at resonance (w = wo) the maximum energy is given 
by 1/ a 2 and hence the half maximum energy is reached at 
(2.2.4) 
w_ = Wo - 0: 
so that the full width at half maximum (FWHM) is given by 
(2.2.5) 
The Q factor using (2.2.1) can be calulated by discretising time, t, in terms 
of the period, T, of the oscillations so that the decay profile is sampled every nT, 
where n is a positive integer. Hence, the Q factor can be expressed in terms of the 
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energy decay 
e-2nTo 2n 
Q = 2n e-2nTo _ e-2(n+l)To = 1 _ e-2To (2.2.6) 
We consider only the limit of high Q factor cavities so that the decay time is 
long compared with the sinusoid period, hence, T < < T and aT < < 1. Therefore, 
the approximation 
(2.2.7) 
can be applied to yield 
Q = ~ = ~ ~
aT llw 
(2.2.8) 
with substitution of (2.2.5) and the angular frequency of the sinusoid. Inspection 
of (2.2.8) also shows that the Q factor is equal to 2n times the number of cycles 
in the decay time T. 
The higher the Q factor of the cavity the better it is at storing energy. The Q 
factors obtainable within an empty cavity can exceed 32,000, for example [23] and 
[24]. However, in this study the cavities of interest will have Q factors of 5,000 or 
less and typically of the order of 100-1,000 when loaded with equipment. 
In practice the total energy stored and the total energy lost cannot be measured 
directly. As a result, the Q factor can be defined in terms of input and output 
power; this is an approach commonly taken in reverberation chamber studies [23] 
so that the Q factor is given by 
Q = 2Vw3 jPReceived) 
n& \ Plnput 
(2.2.9) 
where V is the cavity volume and the bracketed terms is the ratio of the average 
received power, at a sufficient number of sampk points, to the input power over 
one complete tuner/stirrer sequence [23]. 
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A number of sample points must be taken as the Q factor can vary with position 
within the cavity as does the energy measured due to the resonant structure within 
the cavity. The approach taken in reverberation chamber studies is to use a mode 
stirrer instead of moving the sampling point. A simulation approach analogous 
to this will be used in Chapter 4 to efficiently characterise the properties of the 
resonant channel. 
2.2.2 Mean Excess Delay 
The term mean excess delay is usually associated with wireless propagation and 
mobile communications. The mean excess delay is a metric that can be used to 
characterise a multi path environment by providing information about the relative 
delay in the multiple received signals and is the first moment of the power delay 
profile. 
In a multipath channel there will be a number of delayed and attenuated copies 
of the transmitted signal that arrive at the receiver. The trend observed in the 
received signal is that the delayed copies tend to be progressively weaker as they 
have travelled further and been reflected frolU more surfaces. Short-scale variation 
in the received signal can vary but the long term trend will be a decaying signal. 
The mean excess delay is used to quantify the delay in a channel where a 
greater mean excess delay indicates a larger number of higher power reflections 
being received. The mean excess delay can be expressed in the following form [25] 
(2.2.10) 
where 4>( T)) is the amplitude of a received pulse that is delayed by time T com pared 
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with the first received pulse. The denominator is used to normalise the expression 
for received power so that the mean excess delay is independent of input power. 
The mean excess delay can be considered to significantly affect the received 
signal if it approaches one-tenth of the transmitted bit period [11]. As the excess 
delay is increased it becomes more and more difficult to recover the sent bit and 
seperate it from previous bits. There are a number of references that define the 
errors of communication protocols in terms of the mean excess delay in the channel. 
Using these formulas it is possible to find the mean excess delay of a given channel 
and make a crude estimate of the errors that are likely in that channel for a given 
protocol. 
2.2.3 Q Factor and Mean Excess Delay Relationship 
It can be shown that, under special conditions, the mean excess delay is closely 
related to the Q-factor described previously and is a more useful representation 
of the resonant channel quality. In order to demonstrate the relationship between 
the mean excess delay and Q factor, consider again the decaying sinusoid shown 
in Figure 2.2.4. It has been shown that this sort of decay is typical for a resonant 
lossy system such as a resonant cavity. The oscillations in the received signal of 
Figure 2.2.4 can be considered representative of low-pass filtered impulses. This 
allows the rewriting of (2.2.10) in discrete form so that the integrals become sums 
over N received pulses, viz. 
(2.2.11) 
In (2.2.11), Tn and ¢n are the discrete delay and amplitude equivalences respec-
tively. 
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Consistent with the calculation of the Q factor the period of the decaying 
sinusoid is given by T and the envelope has an exponential form with a decay 
constant a. Therefore, sampling the peaks of the decaying oscillation gives a 
discrete decaying amplitude of 
¢n = ¢oe-onT (2.2.12) 
as the peaks are periodically separated in time for a single frequency. Inserting 
the squared modulus of (2.2.12) into (2.2.11) and assuming a periodic signal where 
Tn = nT /2, as the power peaks occur at twice the oscillation frequency, the mean 
excess delay is given by 
N L: ne-2omT 
_ T n=O J . L = - ~ : " ' - - -2 N L: e-2anT 
n=O 
(2.2.13) 
where the initial powers cancel as the mean excess delay is independent of this 
parameter. 
From inspection of (2.2.13) it can be seen that the numerator is in the form of 
a geo-arithmetic series [26] so that 
N 1 _ e-2NaT (N _ 1) e-2NaT ~ ~ ne-2anT - ----..". L..J - (1 _ e-2aT)2 1 - e-2aT 
n=O 
(2.2.14 ) 
and the denominator is in the form of a geometric series so that 
N ,. 1 _ e-2NOtT 
~ ~ e-2an1 _ -----::,..-,;:-
L...t - 1 - e-2aT (2.2.15) 
n=O 
Hence, in the limit that N ....-+ 00, the mean excess delay can be expressed as 
(2.2.16) 
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Expanding the exponential as a Taylor series and again assuming that the 
decay time is much smaller than the period of oscillation yields 
__ T._1 __ -.!... 
J.L - 2 20:T - 40: (2.2.17) 
which can in fact be seen to be equal to T /4 for the resonant cavity Q factor 
approach demonstrating the analogy between the two approaches in the small 
cavity, high Q factor limit. The amplitude decay constant 0: is related to the 
damping ratio ( (27] for a particular frequency Wo and hence the Q factor through 
Wo 
O! = (wo =-2Q (2.2.18) 
Therefore, the mean excess delay for a decaying sinusoid is related to the Q factor 
through the expression 
- Q J.L=-2wo (2.2.19) 
The result in equation (2.2.19) is important in justifying some of the models 
described in the remainder of this thesis. The analogy between the Q factor, 
typically associated with resonant cavities, and the mean excess delay, typically 
associated with wireless communications, is clearly demonstrated. The resonant 
eavity can be considered as a highly multipath environment, as demonstrated 
through this expression. The eonsequences for modelling such a system is discussed 
in further detail in Chapter 4. 
In deriving (2.2.19), some idealisations were made that would effect the result 
when considering a real or general environment. It can, however, be shown that 
the effect of these assumptions is negligible under the conditions being explored 
here. Given a general environment from a path based point of view, the received 
signal will not be exactly periodic as described here. Furthermore, a resonant 
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environment will have a transient period where the oscillation is not periodic until 
it reaches a steady state. However, if a large number of reflections are being 
considered, as here, it can be expected that over the full decay of the signal the 
average pulse separation is equivalent to the periodic decay case. The mean excess 
delay is an average quantity, hence given sufficent reflections, it can be assumed 
that the result will converge to the decaying sinusoid result for the resonant cavity 
case. 
Furthermore, only a single frequency has been considered here. The Q factor 
definition used here is dependant on the decay of only a single frequency oscillation 
whereas the mean excess delay applies to pulses. The bandwidth of interest for 
a communication system is narrow compared to the carrier frequency and the 
damping effect on all frequencies can be assumed uniform, that is the Q factor is 
independent of frequency across the bandwidth of interest. Therefore, the average 
Q factor, for a narrow bandwidth, is consistent with the mean excess delay, as 
applied here, hence (2.2.18) is valid. 
It has been demonstrated that the Q factor and the mean excess delay are 
equivalent measures for a highly multipath resonant environment. The definition of 
mean excess delay applies to any channel, that is the environment is not considered, 
whereas the Q factor, in this context, applies to cavity structures. The Q factor 
is related to the power stored and the power dissipated in a particular cavity, 
normally a simple cavity, and not normally directly related to the propagation 
path within the cavity. To conform to convention, both measures will be used 
herein. However, Q factor will be used solely to refer to the resonant environment's 
energy decay properties and the mean excess delay will be used to quantify the 
multipath effect on a signal transmitted within the environment. 
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2.2.4 Density of Modes 
Another parameter of resonant cavities is the density of modes within the cavity, 
that is the number of modes in a defined bandwidth at a defined frequency. The 
density of modes tells us the density of peaks in the frequency spectrum of a cavity, 
and hence resonant channel response. The density of modes can be considered a 
macroscopic measure of the modal structure. For a well defined canonical system 
the actual modal structure for all frequencies can be calculated. However, due to 
the possible variation in the communication channel, and the possibility of non-
canonical cavities, it is sensible to define an average, macroscopic measure of the 
modal structure. 
In the theory of reverberation chambers the density of modes is defined in order 
to obtain a minimum frequency of operation [23]. The density of modes must be 
sufficient to allow, over one full stirrer rotation, the peak power at all points to be 
within 3dB of any other point. 
In this study, the density of modes is defined to permit the use of a statistical 
represenation of the modal structure within the channel. The resonant cavity 
environment can be decomposed into a discrete system if it is represented in terms 
of the electromagnetic modes that occupy its volume. The modes must satisfy the 
boundary conditions at the approximately perfectly conducting walls of the cavity, 
that is the electric field parallel to the wall must be zero. In this way, the volume, 
or cavity, can be imagined in the same way as a regular lattice structure; like that 
seen in a solid state crystal. 
The amplitude of a particular mode in a 3D volume can be calculated at any 
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position using the function 
Wmnp = sin (kxx) + sin (kyy) + sin (kzz) 
where the wave vectors, k, are given by 
k - 21l'n k _ 21l'p 
y- Y z- Z 
(2.2.20) 
(2.2.21) 
In (2.2.21) m, nand p are integers and X, Y and Z are the dimensions of the vol-
ume occupied by the wave function. Hence the magnitude of the of the wavenum-
ber, in a vacuum, is given by 
(2.2.22) 
Each combination of wave vectors can be said to represent a particular mode in 
the volume with the wavenumber k. 
In order to define the density of modes the system is consiocr in k-space, the 
reciprocal space to the wavelength, >.. The volume, V, of a given mode in k-space 
is 
(2.2.23) 
The density of modes, g(k), can therefore be defined as the number of modes, dN, 
in k-space, dk, so that 
dN = g(k)dk (2.2.24) 
The volume of a spherical shell in k-space is given by 
(2.2.25) 
so that the number of modes in a given volume is given by the total volume, 
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(2.2.25), divided by the volume of one mode, (2.2.23), hence 
(2.2.26) 
In k-spacc there exist two modes for each Ikl as two waves may oscillate with the 
same wavelength but 7l'-radians out of phase with each other. Therefore, the modal 
density, in k-space is given by 
Vk2 g(k) =-2 7l' (2.2.27) 
The density of modes in terms of frequency is obtained using the chain rule 
and (2.2.24) with (2.2.26) so that 
gU) = dN = dN . dk = V k 2 . 27l' 
df dk df 7l'2 c (2.2.28) 
so that 
(2.2.29) 
The density of modes can be used in combination with the standard definition 
of the Q factor to determine the number of modes in a Q-bandwidth. Here, the 
Q-bandwith decribes the bandwith of modes excited by an excitation at the centre 
frequency, fo, of the Q-bandwidth, 6.f [23J. From (2.2.8), the Q factor is defined 
as 
(2.2.30) 
and the number of modes in a Q-bandwith is given by 
MQ = g(f)6.f (2.2.31 ) 
Combining (2.2.29) and (2.2.30) through (2.2.31) gives an expression for the num-
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ber modes in the Q-bandwidth 
(2.2.32) 
This study is based upon the investigation of wireless systems in resonant 
environments. Therefore, it is possible to define the bandwidth of interest as it is 
known at which frequency the cavity will be excited, that is the bandwidth of the 
wireless system being used. If the wireless system has a bandwidth L1f' = 12 - /1, 
where 12 and /1 are the upper and lower frequency limits of the communication 
band respectively, then the number of modes in this bandwidth is given by 
J,h 81rV (3 3) M = g(f)df = 3& 12 - 11 /1 (2.2.33) 
2.3 Bit/Packet Error ratio 
In order to quantify the effect of the propagation channel on a wireless transmission 
useful representations of the received signal or data are required to perform an 
analysis. Perhaps the most meaningful and useful quantity to obtain is the bit 
error ratio (BER) for a given configuration type. The bit error ratio, sometimes 
bit error rate, is a measure of the number of bits in error during transmission 
of a signal. If there are a total of NTx bits transmitted and a total of NR.T are 
successfully recovered then the bit error ratio is given by 
Nnx BER=l--
NTx 
where in this work the BER is expressed as a ratio. 
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Usually data is transferred as a packet, that is a sequence of bits, and error 
checking or decoding is usually performed on the whole packet so a packet error ra-
tio (PER) becomes the measurable quantity. An approximate conversion between 
BER and PER can be made where 
PER = 1- (1- BER)Nb (2.3.35) 
and Nb is the number of bits in the packet. This expression is applicable when 
no forward error correction is used, that is one incorrect bit in a packet leads to 
the packet being incorrect. Error checking and correction can be used to minimise 
the packet errors due to individual bit errors. However, this would lead to higher 
power usage due to the additional processing required and reduced data rate due 
to the transmission of non-data carrying bits [28]. 
A BER of zero indicates that all bits were correctly received and the channel 
quality is very good. If the channel is poor and the transmitted signal cannot be 
recovered at the receiver the BER will increase. If the received signal is significantly 
distorted and can be considered random then the maximum BER will be 0.5. 
However, if data is sent as a symbol or packet (of 2 or more bits) then a poor 
channel will lead to a PER that tends towards 1.0 due to the power term in 
(2.3.35). 
The acceptable BER and PER is an application dependent metric and a single 
acceptable value is not defined. For example, for low data rate systems, such as 
health monitoring, a BER of 1 x 10-3 may be acceptable especially if a number of 
transmissions are made and the duty cycle is low. However, for control applications 
an error rate of this magnitude would require significant resending of data and 
reduce the data rate unsatisfactorily. In this case the error ratc would nccd to be 
as low as possible. Typically an error rate of less than 1 x 10-6 is required [10) for 
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a viable system. 
The error rate is a metric often used when considering modulation schemes 
and specifically their immunity to noise. In this work, the BER will be used as 
a metric for the errors that occur due to the resonant and multi path properties. 
Whilst the desired limit is not well defined it is still possible to present the trends 
in BER encountered in the environments and draw the necessary conclusions from 
this data. 
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Communication Systems of 
Interest 
This chapter discusses some wireless communication protocols and systems that 
are of interest to the problem being considered in this thesis. Research and theory 
in the field of wireless communications is vast and it would be impossible to cover 
all of the possible wireless options available. The purpose of this chapter is to 
providfl a background that is sufficient. for tlw purpOSflS of the work described 
herein. Should the reader wish to research further the information about these, 
and other communication systems then there are a number of references provided 
in Section 3.4.5. Wireless communication schemes that are suitable to the required 
application and meet limits in terms of power availability are investigated using 
the developed models. However, further schemes can be investigated using the 
models developed and the results shown here aim to demonstrate the effect of the 
highly resonant channel on a wireless system. 
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3.1 System Requirements 
There are a number of requirements of the wireless systems that must be met in 
order to make the system feasible both practically and financially. Performance of 
a wireless system will be heavily dependent on the choice of radio technology. The 
resistance to interference, the robustness in heavily multi-path environments and 
the maximum obtainable data rates are all fixed by the choices made at the physical 
layer for the radio. The properties of the wireless system are interdependent and 
a compromise must be reached when choosing a suitable system. The properties 
of interest of the wireless system and the desired characteristics are as follows [8]: 
Cost The wireless system should be low cost to purchase, install, operate and 
maintain. Furthermore, indirect costs due to the system must be kept low such as 
the extra fuel required to carry the weight of the technology. 
Weight The weight must be kept to a minimum to take advantage of one of the 
main goals of moving to a wireless system. An increase in weight not only effects 
fuel consumption but also manoeuverability. The weight of the power source, 
battery or scavenging mechanism, must also be taken into account and kept to a 
minimum. 
Power In order to keep the weight of the power source low and to eliminate 
the need of power cables to the systems its power requirements must be kept to 
a minimum. Ideally the systems should be battery operated and hence should 
usc very little power so that the battery lifetime is comparable to the aircraft 
maintenance schedule. In order to keep the power low the onboard processing 
must be limited and efficient and the transmitter power he low. 
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Secure The system should be secure and not easily intercepted or interfered 
with. This must be done in an efficient manner to keep the power requirements 
down. 
Robust As well as being secure against intentional threats the system must be 
robust to the aircraft environment. The environment is very challenging to a 
wireless system, being highly multipath and resonant, and the system must be 
able to efficiently operate in this environment. 
Data rate The data rate must be sufficient for the application intended. The 
required data rate for a HUMS system is lower than that of a control system for 
example. However, the higher the data rate the higher the power usage and more 
affected by multipath propagation the system becomes. 
Reconfigurable Another major advantage of the wireless system is its config-
urability. It should be simple to install extra sensors and interface them with the 
existing system in a quick and cost effective manner. The system should be able 
to support a variable number of nodes and the upper limit of the number of nodes 
should be large; some COTS systems only support a small number of nodes, such 
as Bluetooth, which supports eight nodes per master [29). For many applications 
the number of required nodes may be larger than this either from the time of 
production or due to the installation of additional nodes at a later date. 
In summary, the chosen systems should be such that cost, weight and power 
are reduced; security and robustness are increased and the data rate and reconfig-
urability are task dependent but should ideally be increased. In order to effectively 
meet these goals standard commercial off the shelf (COTS) technology will be con-
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sidered from this point. COTS technology is commonly used in aircraft systems as 
it is state of the art, highly configurable and cost effective to do so. With this in 
mind, the common properties of the physical layer , which is the part of the system 
that interacts directly with the environment, will be introduced. 
3.2 Modulation Techniques 
With the proliferation of digital technology over recent decades there has been a 
shift towards the use of digital wireless communications. Such developments are 
most noticeable in television and radio broadcasting, mobile phone communica-
tions and with the emergence of wireless local area networks (LAN). 
Traditional analogue systems commonly usc amplitude modulation or frequ-
ency modulation where the signal is used to continually modulate the carrier wave. 
However, in digital communications the modulation is discrete and the concept of 
keying is used where the transmitted wave has constant states that represent the 
bit, or sequence of bits that are being transmitted. In its simplest form the digital 
communication system is used to send a sequence of binary bits represented as 
either 0 or 1. Usually these are voltage levels and bipolar encoding is used where 
a negative voltage, -1, represents a 0 bit in order to eliminate and DC buildup in 
the channel. 
3.2.1 Amplitude Shift Keying (ASK) 
Amplitude shift keying (ASK) is a digital form of amplitude modulation (AM) 
commonly used for radio communications and broadcasting [l1J, [30J. In this form 
of modulation the binary signal is used to control the amplitude of the carrier 
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signal. Let the data be a binary sequence, an amplitude is then applied to the 
two states, for example 0.5 and 1.0, such that the signal can be represented as a 
varying amplitude carrier with fixed frequency. The ASK modulated signal can 
be represented as 
S(t) = A(t) sin (wet) (3.2.1) 
where A(t) is either 0.5 or 1.0 for a binary 0 or 1 and We is the carrier frequency. 
If modulating amplitudes of 0.0 and 1.0 are chosen, whereby a zero bit will 
transmit no carrier, then the modulation is called on-off keying (OOK). This kind 
of modulation is spectrally inefficient and only normally used for transmission of 
Morse-code (25]. The amplitUde A(t) can also be broken into 4 levels, for example 
0.25, 0.50, 0.75 and 1.00, so that two data bits can be sent at once in a symbol 
formed from the binary pairs (0,0), (0, 1), (1,0) and (1, 1). These binary pairs, or 
symbols, can be transmitted with the same period as the normal binary system 
therefore doubling the data rate. ASK modulated signals are very vulnerable to 
amplitude changes due to interference as additive noise changes the amplitude and 
received value of the signal. 
To avoid rapid changes in signal and hence high frequency components the 
signals are often bandlimited, where the pulses are shaped by a Gaussian enve-
lope. However, the susceptibility to interference renders this modulation technique 
unsuitable for the wireless system. 
3.2.2 Frequency Shift Keying (FSK) 
Frequency shift keying is used to transmit data at a single amplitude where the 
data is used to change the frequency of the carrier. The amplitude of the trans-
mitted signal does not contain any of the data so FSK modulated signals are less 
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susceptible to additive noise than ASK signals (31J. As with ASK, binary data is 
used to choose between one of two states where, in this case, the states are two 
different frequencies. A FSK signal can be represented as 
S(t) = Asin «We + w(t))t) (3.2.2) 
where A is a constant amplitude and w(t) is assigned two values to represent either 
a binary 0 or 1. 
FSK modulation is not. very spectrally efficient as the signal contains a large 
number of sidebands. The bandwidth of a FSK limits the maximum data rate 
that can be used and the power consumption of FSK systems tends to be high 
compared with other modulation techniques. FSK is used at audio frequency 
in characteristically low data rate dial-up modems. The power and inefficient 
bandwidth usage of FSK modulation makes it unsuitable for low power high data 
rate wireless communications. 
3.2.3 Phase Shift Keying (PSK) 
The most commonly used modulation type in current wireless communications is 
phase shift keying (PSK). The signal is transmitted using a fixed amplitude and 
frequency and the binary data is used to invoke phase shifts in the carrier. Schemes 
of this type are used in modern wireless communications such as ZigBee, Bluetooth, 
Wireless LAN and mobile phone communications (25J, [28J. The simplest form of 
phase shift keying is binary phase shift keying (BPSK). In this ease two different 
phases of carrier wave are used to represent the 0 and 1 data bits, usually 0 and 
7r. This offers advantages over standard ASK modulation as a change in phase is 
less susceptible to interference, however BPSK can be seen to be equal to ASK if 
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Figure 3.2.1: An input signal (a) and the modulated signal for transmission (b) using 
BPSK 
bipolar coding is used, that is 1 ::::} 1 and 0 ::::} -1. 
A BPSK signal can be represented in the form 
Set) = Asin(wct+B(t)) (3.2.3) 
where O(t) is either 0 or 7r for a binary 0 or 1, A is the signal amplitude and We 
is the carrier frequency. Figure 3.2.1 shows the BPSK scheme applied to some 
binary data, the input data stream (a) is used to modulate a carrier to give the 
modulated signal (b). 
BPSK is the simplest form of phase shift keying and is normally used for long 
distance communications such as communications with distant satellites due to its 
simplicity and low power requirements. 
3.2.4 Quadrature Phase Shift Keying (QPSK) 
Quadrature phase shift keying can be considered as an expansion of BPSK which 
makes usc of the in-phase (I) and quadrature (Q) channels to transmit a pair 
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of data bits at once. The I and Q channels are sinusoidal carriers separated in 
phase by 7r /2, or equally a sinusoidal carrier and its co-sinusoidal carrier. The 
orthogonality of the two carriers means that the received signal can be separated 
into I and Q signals and decoded. 
In QPSK the input is divided up alternately between the two channels so that 
an input data sequence d( t) = do, d1, d2 , ... becomes 
diet) = do,d2,d4, .. . (3.2.4) 
dQ(t) = dl, d3, d5, .. . 
These data sequences are then used to modulate the carrier waves in the following 
way 
(3.2.5) 
which using a well known trigometric identity [26] can also be written as 
Set) = A cos (Wet + ~ ~ + O(t)) (3.2.6) 
In Equation (3.2.6) the phase OCt) can take the values 0, -rr/2, 7r and 7r/2 giving 
four possible phase variations where each represents a pair of binary bits. As 
there are two bits per symbol in a QPSK system it enable twice as much data to 
be transferred in the same bandwidth as BPSK [11]. The modulation of a data 
sequence using this scheme is shown in Figure 3.2.2. 
In QPSK the binary signal is used to phase-shift a sinusoidal carrier as with 
BPSK but here a pair of carriers arc used to transmit pairs of data bits so that a 
four level system is created and the data rate can be doubled. The problem with 
both BPSK and QPSK is that the modulated signal can contain an instantaneous 
phase shift of 7r. This abrupt phase shift introduces a number of sidebands into the 
signal spectrum which would be an undesired effect in such a frequency dependent 
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Figure 3.2.2: In-phase (a) and quadrature (b) data sequences llsed to modulate orthog-
onal carriers (c) and (d) and combined to form the transmitted QPSK signal (e). 
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Figure 3.2.3: In-phase (a) and quadrature (b) data sequences used to modulate orthog-
onal carriers (c) and (d) and combined to form the transmitted OQPSK signal (e). 
multipath environment. One option is to band limit the transmitted signal but 
this causes a loss of transmitted signal power at the phase transitions. 
A further development is to offset one of the carriers used in QPSK by 1/2 
a bit interval to create an offset-quadrature phase shift keying scheme (OQPSK) 
where the maximum phase shift encountered is reduced to 1f /2. The modulation 
of a data sequence using this scheme is shown in Figure 3.2.3. 
3.2.5 Minimum Shift Keying (MSK) 
Although the large phase shifts in the signal can be reduced by using OQPSK this 
technique is still not ideal as side bands are introduced into the signal's spectrum 
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by the 7r /2 phase shifts. Furthermore, a band limited version of the signal still 
results in the signal power being reduced at the phase transitions, though not 
as significantly as BPSK and QPSK. A solution to the side band or power loss 
problems that occur with BPSK, QPSK and OQPSK is the minimum shift keying 
scheme (MSK) [25J. It is this scheme that is used in ZigBee communications at 
frequencies of 2.45GHz. 
Minimum shift keying can be thought of in two ways. Initially it is considered 
to be a relatively simple extension of OQPSK where the square pulses of the data 
sequence are first shaped to be a half cycle sinusoid per data bit. Mathematically 
this modulation can be expressed as 
S(t) = dI(t) cos ( 2 ~ b ) ) cos (wet) + dQ(t) sin ( 2 ~ b ) ) sin (wet) (3.2.7) 
where Tb is the bit period. 
The MSK modulation process is shown in Figure 3.2.4 where initially the sig-
nal is split into two carrier channels. The process of pulse shaping is then applied 
which makes the phase transitions linear over the whole bit period. The two 
carrier channels are then recombined to give a constant amplitude signal to be 
transmitted. This reduces the bandwidth of the transmitted signal and interchan-
nel interference, hence more channels at higher data rates can be used. 
Upon inspection of the transmitted signal it can be seen that the frequency of 
the signal changes. Therefore, as mentioned the MSK modulation can be described 
in another way, that is a Frequency shift keying where the frequency shift occurs 
uniformly over each bit period. 
47 
CHAPTER 3. COMMUNICATION SYSTEMS OF INTEREST 
( b } _ _ ' - - - - - L - ~ ~: --'-:---, ---,::--i -----=-: -------:1 
o Hun n 
"'JJV:v'V:J\f\-:J\f\-: 1 
- T T n ~ ~ n 
( d } _ _ f ~ ~: ~ V - - = - v V _ \ / - = - : :V--=--'v, J\-----:n 
o Hun n 
( e ~ ~ f ' - - - - - L L,---,--: ~ ' ' ~ : :---=-------': 1 
o T 2T 3T 4T 5T 6T n 
Figure 3.2.4: ]n-phase (a) alld quadrature (b) data sequences pulse-shaped and used 
to modulate orthogonal carriers (c) and (d) and combined to form the transmitted IdS]\: 
signal (e) 
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Figure 3.2.5: Bandwidth comparison of phase shift keying methods 
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3.2.6 Modulation Bandwidths 
The bandwidth of each modulation scheme is important as ideally there should 
be only a limited amount of uncontrolled interchannel interference. The spectrum 
of each of the modulation schemes is shown in Figure 3.2.5 where the carrier 
frequency of each is fe and the bit rate is Rb. 
A number of the points discussed in the preceding subsections can be seen in 
Figure 3.2.5. BPSK has the widest bandwidth of all of the methods as shown by the 
broad lobes in the spectrum. Both QPSK and OQPSK have the same bandwidth, 
which is much smaller than that of the BPSK method, but both schemes have 
a large number of high power side lobes. It can be seen that MSK possesses a 
relatively narrow bandwidth and the side lobes rapidly decay in power away from 
the carrier frequency. MSK can be seen to be the best method to use if bandwidth 
limitation is a requirement. The ZigBee specification uses the MSK method due 
to its relatively low power requirements and the data rate advantage offered over 
BPSK [32]. 
The wireless communication channel, especially a channel within a cavity can 
be considered to be bandlimited. Therefore a square shaped input function will 
suffer dispersion within the channel and the received signal will be blurred and 
interchannel interference will occur. Wireless systems operating at 2.45GHz, for 
example, are typically allocated a bandwidth in which they operate. This band-
width is then split into channels so that multiple systems can operate without 
interfering with each other. In the case of the ZigBee the bandwidth is contained 
between 2.405GHz and 2.49GHz and is split into 16 5MHz channels. Wide band-
width pulses are undesirable for the mutual operation within a number of chrumels 
as interchannel interference will occur. 
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In order to limit interference pulse shaping can be used to reduce the bandwidth 
of the transmitted signal by avoiding high frequency steps in the transmitted signal. 
The use of a half sinusoid shaping in MSK has already been introduced however 
others are also used, the most common pulse shaping is the raised cosine. The 
raised cosine has a bandlimited frequency domain spectrum and its zero crossings 
can be set to coincide with subsequent bits such that there is no intersymbol 
interference at the bit sampling point and the pulse energy is contained within one 
channel bandwidth. 
The raised cosine function is given by [33] 
h(t) = (cOS(21rat)) sine ( ~ ) )
1 - (4at)2 Tb (3.2.8) 
where n is the bit period, a is the rolloff factor and sine 0) is the normalised sine 
function 
. sin (1rx) 
SIllC (x) = ---'---'-1rX (3.2.9) 
The raised cosine function is usually used with a rolloff factor of a = 0.5 in digital 
communication pulse shaping. The function is non-causal ill nature so that in 
practise the transmitter must store data in a buffer so that preceding bits are 
augmented with the leading tail of the most recently input cosine filtered bit. 
Typically, the pulse shaping of bit n is applied to bits n + 6 to n - 6 [11]. The 
bandwidth of a BPSK signal with and without pulse shaping can be seen in Figure 
3.2.6 where a rolloff factor of 0.5 is used. The raised cosine filtered signal is of a far 
lower bandwidth than the unfiltered signal as the rapid variatiolls in magnitude 
are filtered by the pulse shaping ensuring a smooth continuous signal is sent to 
the modulator. 
Other pulse shapings can also be used in order to reduce the signal bandwidth. 
For example, Gaussian pulse shaping is used in combination with frequency shift 
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Figure 3.2.6: Freqlleucy COlltCllt of a BPSK signal with and without raised-cos inc puls(' 
shaping 
keying in a Bluetooth system (GFSK). More details regard ing pulse shapillg call 
be found in [11]. 
3.3 Spread Spectrum Techniques 
A transmitted signal has a centre frequency, fe, aile! a balle!widt It, t:.f, detcrlllillcd 
by the signal mod ulation. Typi a lly, for a givclI Illod ulat iOIl approach, i IIcrcHsi IIg 
the datarate of trallslllission will increase the balldwidth of the siglla1. To minilllise 
interclJaulld illterfercllce the b811dwidth of a signal is IlslIally k 'pt as low HS possible 
tJll'ougb a reduced data rate or pulse shaping. 
As with the Q fact.or the bandwidt.h of a sigllal is c1dillccI as lhe' width of t h(' 
frequency domain representatioll of the signal at which the power is greatcr tl1ml n 
particular threshold, normally wllCre the amplitude is -:3clB of the Illaximulll. TIle 
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aim of a spread spectrum system is to intentionally increase the signal bandwidth. 
Spread spectrum approachcs are used by many wireless systcms including ZigBcc, 
Bluetooth and Wireless LAN. Thcy are of interest herc as the aim is to operate a 
wireless system inside a highly resonant cavity. The rapidly fluctuating frequency 
response and potentionally time-varying channel with narrow peaks that could 
lead to a reduction in received power if a narrow bandwidth is used for data 
transmission. The use of a spread spectrum technique will widen the bandwidth 
of the transmitted signal and potentially minimise the power that falls into the 
troughs of the transmission spectrum. 
There are number of spread spectrum schemes currently used in communica-
tions, some of these are outlincd below [34]: 
• Direct Sequence Systems (DSSS) - The transmitted signal is multiplied by a 
pseudo random wideband signal in order to spread the signal over the whole 
transmission bandwidth. This is done by sending data at a much higher 
rate than is necessary through the spreading. This system is used for ZigBee 
and 802.11 wireless LAN and is the basis for Code Division Multiplc Access 
(CDMA) systems. 
• Frequency Hopping (FHSS) - The signal is transmitted using a carrier which 
is switched through many frequencies using a pseudo random scqucnce. This 
system is used in Bluctooth and military usc. 
• Time Hopping - The transmitter is turned on and off at a higher rate than 
the data rate using a pseudo random scqucncc. This is usually combincd 
with frequency hopping systems. 
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3.3.1 DSSS 
The most commonly used frequency spreading scheme is direct sequence spread 
spectrum (DSSS). DSSS can be considered a multiplexing technique which is nor-
mally combined with phase-shift keying modulation in order to produce a broad-
band signal from a narrowband signal. DSSS is used in both the wireless LAN 
and ZigBee communication schemes [32]. 
DSSS works by multiplying a binary signal by a pseudo random sequence of 
1 and -1 values which are at a much higher rate than the actual signal rate; this 
random sequence is called the spreading code. The rate at which the raw data bits 
are transmitted is given by the bit rate, Rb, the rate at which the spreading bits 
are transmitted is the chip rate, Rc , and the number of chips per data bit, Rei Rb, 
is the expansion factor [35]. The result is a signal of higher data rate resembling 
noise where the original signal can be recovered at the receiver by multiplying by 
the spreading signal. 
The signal used to spread the data signal must be carefully chosen to spread 
the signal efficiently and allow recovery of the signal at the receiver. In order 
to be wideband and resemble noise the spreading sequence must possess a well 
defined auto-correlation function with a single dear peak. A single auto-correlation 
peak allows despreading of the signal at the receiver and, through the discrete 
convolution theorem 
( 3 . ~ t l O ) )
and hence 
(3.3.11) 
can be seen to produce a wide and flat spectrum. The sequences with the best 
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Figure 3.3.7: Spreading of a 100 bit sequence using DSSS. A pair of bits (top) spread 
using a 31 bit maximal length sequence (bottom) 
auto-correlation properties for a given length are maximal length sequencesl , which 
have a two-level auto-correlation function with a single peak and hence the widest 
bandwidth available as shown by (3.3.11). 
Figures 3.3.7 and 3.3.8 show the effect of DSSS on a binary digital signal 
without modulation. The first two bits of an input binary sequence are shown in 
3.3.7 (top) and has amplitude which switches between -1 and 1. The frequency 
spectrum of this sequence is narrow as shown in Figure 3.3.8. Spreading of the 
sequence by a 31 bit maximal length sequence gives the spread signal shown ill 
Figure 3.3.7 (bottom). It can be seen from the spread signal spectrum why this 
is advantageous; the spectrum is now much wider and flatter compared with the 
original spectrum. The spectrum of the spread signal falh; at frequencies further 
away from the carrier frequency, but across the bandwidth of interest the signal 
1 Maximal length sequences are a sequence of chips obtained using A. shift register system; they 
are descibed in more detail in Appendix A.I 
54 
CHAPTER 3. COMMUNICATION SYSTEMS OF INTEREST 
fc fc+Rb fc+2Rb fc+3Rb 
Frequency 
...•... Unspread signal 
--Spread signal 
fc+4Rb fc+5Rb 
Figure 3.3.8: Frequency domain representation of the spread and unspread signal 
spectrum is much flatter. This makes the spreading process suitable for combating 
the highly fluctuating transmission spectrum of the resonant cavity, as the risk 
of the signal power falling into a valley in the channel spectrum will be greatly 
reduced. 
The spreading process produces the same effect when acting upon a sinusoidal 
modulated signal causing the desired widening of the signal spectrum. The higher 
the expansion factor the wider the spectrum of the transmitted signal. A pseudo-
random code is used to spread the data so that the transmitter and receiver both 
have matching codes therefore the signal can be recovered. The advantages of 
using a DSSS approach are as follows: 
Wide bandwidth As can be seen from Figure 3.3.8 the spectrum of a spread 
signal is very wide and spread across all frequencies. This wide spectrum is clearly 
advantageous, when compared with the transmission spectrum of the resonant 
environment. As the signal power is spread out across all of the peaks and troughs 
of the transmission spectrum there is no chance of the signal being lost in noise due 
to the fall in transmission as with a narrow band signal. This makes the system 
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less susceptible to interference whether intended or unintended [36J. 
Noise like appearance The signal has a noise-like appearance and the chip 
sequence is required to reconstruct the original signal. This makes the system 
more secure although further security would be required in sensitive situations. 
Multi-path rejection Unless the dc-spreading code and the received signal 
arc synchronised, the signal cannot be extracted from the transmitted pseudo-
random signal. Therefore, if the code and signal are synchronised any other signal 
will be ignored, even if it is a time delayed version of required signal. This is a 
direct consequence of the auto-correlation properties of the spreading sequence and 
allows delayed signals due to the multiple paths within the cavity can be rejected 
by the dc-spreading process. The delayed signals arc all captured, synchronised 
and combined to reproduce the signal. A consequence of the multi path nature of 
the channel is that the receiver will experience fast fading due to small structural 
changes in the environment leading to different paths arriving at the receiver. Fast 
fading occurs when the coherence time of the channel is much shorter than the 
packet or symbol period. The usc of spread spectrum techniques provides some 
resistance to the fading and will minismise its impact on communications [34J. 
3.3.2 CDMA 
As a concept related to DSSS the use of CDMA is briefly described hcre. The usc 
of a pseudo-random chip sequence is the basis for CDMA systems. The received 
signal appears as noise and unless the chip sequence is known it cannot be de-
spread. CDMA allows multiple signals to be transmitted at the samc time in the 
same channel but using different pseudo random sequences. A particular signal 
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can be then separated from the random noise by using the chip sequence and all 
others ignored. 
Unlike signals which are transmitted in a particular frequency or time slot 
CDMA signals share the whole of the time and frequency spectrum. This is the 
approach used by modern mobile phone networks when managing the bandwidth 
available to them and allows them to use fewer transmitters. The user limit of 
the CDMA system is said to be a soft limit and is determined by the expansion 
factor used. CDMA spreading codes must have good autocorrelation functiolls 
and well bounded cross-correlation functions. The major difficulty in de-spreading 
the signal is that the chip sequence and the received signal must be synchronised 
[34J. 
CDMA allows multiple users to usc a single channel, which is ideal for usc 
in wireless networks. It means that a single transmitter can be used to control 
and monitor all of the nodes simultancously without having to change frequencies 
or use specific time slots. The mUltiplexing codes could be hard-wired into the 
sensors making the system relatively low power. It also avoids the hard user limit 
encountered with other systems. 
In order to decode a multiplexed signal at the receiver the spreading code used 
must be synchronised with the received signal. To allow for good synchronisation 
the spreading codes must have good autocorrelation functions whereby there is a 
single definite correlation peak where the sequences are synchronised. To allow for 
CDMA we require a large number of equal length orthogonal codes with a well 
bounded cross-correlation function, but again good auto-correlation properties. 
Two types of codes are explored here; these are namely maximal length sequences 
and Gold codes. 
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Maximal length sequences (m-sequences) are named as such as they are the 
largest codes that can be generated by a shift register of a given length. M-
sequences possess a number of properties that make them suitable for use in spread 
spectrum techniques. They possess a binary auto-correlation function with a well 
defined peak correlation, the sequences are spectrally flat due to their pseudo-
random nature and codes can be created from simple shift register systems. Details 
of maximal-length sequences and the closely related Gold codes can be found in 
Appendix A. 
CDMA, as a DSSS based system, is vulnerable to the ncar-far problem. This 
is a problem that is common in mobile telephone systems where a strong (nearby) 
signal arrives at the receiver making it impossible to recover a weaker (far away) 
signal. One of the main advantages of CDMA is the ability to share both time and 
frequency space. However, this leads to the near-far effect being a problem as the 
received signals occur at the same time and frequency and cannot be separated 
in that way. Although the receiver is capable of separating a large number of 
simultaneous signals, the strong signal leads to the receiver reducing its gain and 
the weaker signal falls below the noise floor [11]. 
The high Q factor, low loss nature of the cavities inside the aircraft is an 
advantage in the case of the ncar-far problem. Although the transmitters may be at 
different distances from the receiver, the low loss cavity leads to the received signals 
being of similar strength (for the same input power) as the energy propagateI' 
within the cavity rather than radiating isotropically into free space. Therefore, it 
is likely that the ncar-far problem will not impact the wireless system within the 
aircraft. If the problem is encountered then the power output of the transmitters 
can be modified so that similar power levels arrive at the receiver [25]; as the nodes 
will normally be fixed this is a power level that can be fixed. Conversely, in mobile 
telephony the power is adjusted dynamically as the transmitters arc moving large 
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distances over time. 
3.3.3 FHSS 
Another method of spectrum enhancement is to periodically change the frequency 
at which the signal is transmitted around the chosen carrier frequency. The aim 
is to avoid complete loss of transmission due to low power propagation or inter-
ference. Typically the system will actively avoid the frequencies at which comm-
unication problems arc encountered. This approach is called frequency hopping 
spread spectrum and is the method used by Bluetooth systems. 
This method will not be discussed further here, but could be applied in the 
models developed in this thesis. Further references on such an approach can be 
found in [34J. 
3.4 Complete Communication Systems 
The modulation and spreading schemes discussed so far form the basis of most 
modern wireless communication systems. This section considers some of the more 
common COTS wireless systems and describes their suitability to this work. Cur-
rently there are 3 wireless network technologies in common usc. These are the 
ZigBee/802.15.4 [32], Bluetooth/802.15.1 [29J and 802.11 wireless LAN standards 
[37J. An overview of the communication system parameters are shown in TableH 
3.4.1 and 3.4.2 and the systems are described in more detail in the following sub-
sections. 
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3.4.1 ZigBee 
ZigBee is a recent standard, specifically designed for wireless sensor networks and 
built on top of the IEEE802.15.4 standard which specifies the physical and MAC 
layers [32]. A ZigBee system is relatively low in complexity and data rate and 
therefore typically has low power requirements. In order to be a truly wireless sys-
tem the power usage must be kept to a minimum so that power can be scavenged 
and/or provided by a battery. Based on current battery and energy scavenging 
technologies the most likely application of a wireless system is for low duty cycle, 
low data rate applications such as simple sensors, and health and utility moni-
toring. This makes ZigBee an ideal candidate for the system to usc. Full details 
of the ZigBee specification can be found in considerable depth in [32), here the 
properties of the physical layer are presented for reference in later chapters. 
There are a number of bands within which ZigBoo operates, these arc the ISM 
bands at 900MHz and 2.45GHz. The focus of this work is at the 2.45GHz band 
which is the most common wireless communication band. The transfer bit rate, Rb, 
in ZigBee is specified as 250kb/s which is the bit rate in the radio communication 
channel if we consider the radio and its channel to be a blackbox. This bit rate 
corresponds to a bit period of 4f-ts in the channel, however the data is not sent 8.'1 
individual bits. ZigBee uses a DSSS approach to bit spreading by 8.'lsignillg chip 
sequences to a particular sequence of input bits or symbols. 
When data enters the radio a group of four bits is taken at a time, these foUl' 
bits together form a symbol. This symbol is then used to choose ol1e of sixtc'C11 
thirty-two bit long spreading codes, this corresponds to a expansion factor of 8. 
The chip rate, Re, at this point is therefore 250kb/s x 8 ::: 2000kchips/s and the 
chip period is 0.5f-ts. A MSK modulation is then used so that the seque11ce is 
separated into the two channels I and Q where chips 0,2,4,6 ... are used for the I 
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channel and chips 1,3,5 ... are used for the Q channel. As described previously one 
channel is then offset by half the chip period and the sequcmces are shaped with 
a half sine pulse shape; the data is then modulated onto the carrier in the normal 
way. As a result the 250kb/s data bit rate has been converted to a 62.5ksymbols/s 
transmitted rate. This corresponds to a symbol period of 16J.ls and a chip period of 
1J."s. The data is transmitted in a ZigBee channel which has an available bandwidth 
of 5MHz. 
3.4.2 Bluetooth 
Bluetooth is primarily designed for a small number of nodes. It was designed with 
ad-hoc networks in mind for short range local connectivity between mobile phones 
and peripheral devices. Considered here is Bluetooth v1.2, which is ratified as 
the IEEE standard 802.15.1-2005 [29]. Recent generations provide higher data 
rates and greater reliability combined with higher power usage, though offer low 
power modes if the application permits. Power usage is higher than ZigBee due to a 
greater degree of complexity in the specification. This greater degree of complexity 
is due to increased security and error checking for example. 
Typically Bluetooth is used for connecting 2 or 3 devices and has It limit of 
8 active devices. In terms of data rate for comparible specifications, Bluctooth 
offers very little advantage over ZigBee and has a higher power usage. For the 
applications considered here Bluetooth occupies a niche between ZigBee and wir(''-
less LAN and is unable to support a large number of nodes. The modulations 
and schemes used by Bluetooth can be tested using the models developed in this 
thesis, however Bluetooth will not be considered further as it is felt that ZigBee 
is the most applicable system based on the criteria of Section 3.1. More details of 
Bluctooth can be found in references [29] and [31]. 
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3.4.3 Wireless LAN 
Wireless LAN encompases the various IEEE802.11 standards and has a number of 
subsets identified by the letters b, g and n [37J. The standard varies from the more 
established and older, low performance (llMbit/s) 802.l1b standard to the newer, 
802.11n standard which achieved an order of magnitude increase in data rate at 
the expense of mUltiple antennae and enhanced signal processing [38J. Therefore 
the main difference between wireless LAN and ZigBee systems is that the former 
provides higher data rates at the expense of extra complexity, power consumption 
and cost. 
Wireless LAN type systems might be required for high data rate applications 
like flight control functions or the transfer of video, radar and other data. For 
example a sensor that sampled at 100Hz and 16 bits would require a data band-
width of 32kbit/s and video would require a bandwidth in the order of lOMbit/s 
[6]. Therefore, if data rates in the order of megabits arc needed then wireless LAN 
is the only option for a communication system. However, these standards arc not 
considered in detail here due to their high power usage and signal processing com-
plexity. Power usage is approximately 1 Wand it would not be possible to operate 
such a system without a sufficient power supply. The use of bat.t.ery or scavenged 
power would not be a possibility for Wireless LAN. 
3.4.4 Summary 
In the remainder of this thesis the focus will be 011 the use of the fundamental 
modulation schemes used by systems such as ZigBee with only reference to the 
other systems. The modulation and spreading approaches used by wireless sche-
mes will be used in the models developed to demonstrate examples of wireless 
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communication modelling and to provide insight into the performance of such a 
system in a highly resonant cavity environment. 
Considering the application of wireless communications to aircraft systems Zig-
Bee is currently the most applicable COTS system. Bluetooth and Wireless LAN 
are built upon similar methods but are not currently suited to the task being 
considered. Due to its power requirements Wireless LAN cannot be powered by 
battery or power scavenging. As it is likely that a large number of nodes will be re-
quired then Bluetooth is not suitable for this application. Furthermore, Bluetooth 
offers little data rate advantage over ZigBee with a greater power requirement. 
3.4.5 References 
The wireless concepts and systems that arc related to this work have been in-
troduced and defined. The methods described here are far from exhaustive and 
there exist far more approaches in the literature. Should the reader wish to re-
search wireless methods and systems further there arc a number of useful refer-
ences. Rappaport [11] provides an excellent introduction to a large range of wire-
less communication concepts including examples of hardware implementations. In 
addition Laverghetta [30] and Tse [28J present a useful introduction to wireless 
communications with mobile phone communications as their main them. Finally, 
more rigorous and advanced texts discussing wireless communication systems, mo-
bile telephony and the signal processing involved can be found in Proakis [18] and 
Stuber [25]. 
63 
CHAPTER 3. COMMUNICATION SYSTEMS OF INTEREST 
System II ZigBee I Bluctooth v1.2 I 
Data rate (Mbps) 0.25 1.00 
Power consumption 10-100mW ~ 1 5 0 m W W
Modulation MSK GFSK 
Spread spectrum DSSS FHSS 
Number of nodes 65,000 8 
Symbol period (jJ,s) 16 1 
Chip period (jJ,s) 0.5 N/A 
Table 3.4.1: Properties of commonly used wireles.'! systems 
System II 802 lIb I 802.11g 802.11n 
Data rate (Mbps) 11 54 150 
Power consumption lW lW lW 
Modulation DPSK PSK/ASK PSK/ASK 
Spread spcctrum DSSS OFDM OFDM 
Number of nodes 100,000 100,000 100,000 
Symbol period (jJ,s) 0.73-1 3.2 3.6 
Chip period (jJ,s) 0.09 N/A N/A 
Table 3.4.2: Properties of the wireless LAN systems 
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Modelling of a Single Resonant 
Cavity 
In Chapter 1 the frequency domain response of a simple cavity model was shown. 
This result was obtained using a full field 3D time domain solver, specifically an 
implementation of the Transmission Line Modelling (TLM) method. Details of 
such an approach can be found in the texts [13] and [39]. The model acts to 
solve Maxwell's curl equations over all discretised space in a time incrementing 
fashion. Discretisation of the magnetic and electric fields onto the structured 
node based mesh also implicitly ensures that Maxwell's divergence equations are 
satisfied. There are a number of advantages to using such a model. All of the field 
interactions arc captured by the model and the only approximation is made at the 
discretisation stage. Given sufficient mesh density, computational resources and 
time, all of the geometric features can be captured by the model. 
However, considered here arc communication systems operating, for example, 
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in the 2.45GHz ISM band. As a rule of thumb, the requirements of such a full field 
model at this frequency would require a minimum cell size spacing of !::l.l ~ ~ >./10 = 
O.012cm in order to sufficiently sample a wave in the model [13]. This leads to 
a time step !::l.t = !::l.l/2c = 20ps which would require approximatcIy 50,000 time 
steps to model a single transmitted bit of 1J.Ls in duration. 
The computational cost of such a model, when used for wircIess communication 
modelling, is very high and if a general solution is sought this becomes quite 
limiting. A general solution is desired as the environment being modelled is not 
geometrically fixed. There will be small changes throughout the lifetime of the 
cavity and small changes between each manufactured cavity structure, even if the 
design is exactly the same. 
Therefore, the response of a single cavity channel is not enough on its own 
to perform an assessment of the effectiveness of a wireless scheme. A number of 
cavities, with the same modal density and Q factor of the cavity, but different 
modal structures require modelling so that the average effect of the channel can 
be considered. To implement an approach of this type the modcI used to describe 
the channel must be efficient so that it can be readjusted and computed numerous 
times for each set of channel parameters. A task which full field models are capable 
of, but far from efficient at doing so. 
This chapter describes the development of a model that is able to model the 
channel parameters of interest in an efficient, flexible and stable way. The model is 
a time domain filter based model derived from an equivalent circuit of the cavity. 
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4.1 Modelling Approach 
In Chapter 2 the link between the concepts of mean excess delay and the resonant 
cavity Q factor were presented. Throughout, the assumption was made that the 
decay of the energy in the environment is sufficiently slow that the decay time, 
T, is far greater than the carrier oscillation period, T «T. It will be shown 
that in highly resonant environments the propagation properties of the channel 
are dominated by the resonant behaviour and the environment can be considered 
highly multipath. 
Consider a multipath approach to the wireless communication channel problem, 
as would often be applied in an urban environment. We assume that a transmitter 
transmits, at time t = 0, a top-hat function of width n. If the channel is multipath 
with infinite bandwidth so that t}w rcccivc)d signal will also be a top-hat followed 
by its delayed copies, an example of the received signal can be seen in Figure 4.1.1 
Here, we define the differential path delay to be the difference in arrival time 
between two paths. For two paths, one delayed by Tl and the other T2 the differen-
tial path delay is given by f = IT2 - TIl. In 4.1.1 (top), we see that the differential 
path delay is large compared with the duration of the input function as we observe 
large uneven delays between the signals and clearly defined delayed pulse copies. 
This same argument is now applied to the resonant cavity environment. 
The cavity can be considered much smaller than the environment producing 
the first response and a received signal of the type shown in 4.1.1 (bottom) will 
lIn the example of Figure 4.1.1 (top) the delays are assumed to be larger than the signal 
period. In reality a small number of the pulses may overlap depending on the number and 
length of paths in the environment. However, the pulses will be spread further apart in an Hrban 
environment than in the aircraft environment where there are a large number of similar length 
paths for propagation 
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Figure 4.1.1: Represl'lltative tillt(' dOlllain rpspolls(' of It IIl1lltipntlt c1tHlllt('1 (top) nlld n 
resonant cavi ty channel (bot tOIll) 
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be obtained. Here, the differential path delay is small and we sec there are many 
overlapping duplicates of the transmitted signal. These signals also have a resonant 
decay associated with them due to the resonant nature of the channel. In this case 
the dominant effect is the resonant nature of the channel and interference of the 
carrier within the transmitted bit. We assume, therefore, that the properties of the 
channel are dominated by the resonant behaviour due to the multipath properties 
of the channel. A modelling approach derived from multipath propagation cffccts 
is described in Appendix B where the approach is shown to give results consistent 
with resonant behaviour when applied to a small highly reflective enclosed cavity. 
Hence, the model to be developed is only required to efficiently model the 
resonant behaviour of the cavity, that is each of the resonant modes, and this 
model will implicitly model the multipath behaviour of the channel. It should be 
noted that the application of such a model to traditional communication will not 
correctly model the impact of the channel on wireless propagation and is restricted 
to highly resonant, small cavity systems. An equivalent model will be developed 
in the following sections that efficiently models the properties of this channel. 
4.2 Equivalent Circuit Model 
To model the resonant environment a continuous system that can be cOllverted 
into a discrete form easily and in a computationally efficient manuer can he used. 
A circuit analog that has the peaked resonant response behaviour of the resonant 
cavity is the resonant resistor, inductor, capacitor (RLC) circuit [14J. A resistor, 
inductor and capacitor in series connected to a voltage source, as shown in Figure 
4.2.2{a), has a frequency response of the form shown in Figure 4.2.2{b). Here the 
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Figure 4.2.2: (a) A series RLC circuit wit h circui t panuncte!"s labell ed and (h) an 
approximation fits freql1cllcy respOllse fUllction 
current , i , i1:i taken a1:i tIw output of the circui t sO tha t. 
~ = ~ = y y
V Z 
where Z alld Y are the impedance and admittan ce of the RLC circui t respecti vely. 
The frequency re1:ip Oll1:ie of the RLC circuit is due t.o th ' imagilla ry part. of the 
circuit imped an ce, tha t is th e frequency varyillg impeda ll ce of the capaci lor Hncl 
iududor in series. The real part of the imped allce, owed t.o the resis tor , ac ts as 
a loss in the circuit. These prop ert.i es can 1)(' rela ted to th e size, hence resonant 
[requellcy anel the 1081:i, hence Q fad or of tb ' resona nt ellviroUlll ent . 
Assllming t.he resis t.a nce of the circllit is zero it. is simple to show tha t tlt t' 
impeda ncc is givcn by 
z _ _ 1_ . L _ J - w2LC 
- . (' + JW - . (' JW JW (. 1. 2.2) 
Thcrcforc, thc circuit ca ll bc seen to bc a short circ uit whell the nlllllC'rator is zero, 
",hich occurs a t the re1:ionant frequency 
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Figure 4.2.3: Parallel RLC circ11its 
where L and C are the inductance and capacitance of the circuit respcctively. 
The circuit is therefore a band-pass circuit ill the same way as the cavity beillg 
modelled. Equivalently, at the resonant frequency of the cavity the adm ittance of 
the frequency being propagated is infillite. 
The real cavity has a llUmhcr of resonances, !lot just th' single rCSOlliUlce 
lIlodelied by this circui t. In order to lIlodel the mul ti-peaked frequcllcy response 
similar to that of the resonant cavity a number of TILC circuits CIU I be cOlllleclecl 
in parallel with a variat ion of thei r circui t parameters as shown ill Figure tl.2.3. 
Each resonant brandl se's the same voltage so the circuit ('nn be separated 
iuto individ ual RLC circ uits where the total CUl'l'ellt, T, is givt'll by the Sl1l11 of the 
currents in each of the branches. Therefore, the current trHllsfclTccI in the dlnllllcl 
is represented by the common mode currellt of all the bl'l'tncltt's. In lCl'IllS of chHl'gt' 
flow , t hI' t.ota I C'1llTC'llt is givc'll by t Iw tilllC' clif['c'J'('llt.ia I of HI(' stlll1 of t Ite chal'gt's 
stored in the capacitor ill each of the bra nches so that 
. dQII 
't - --
11 - lit (,1. 2 .. 1) 
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and hence 
N N 
I = :!:... '" Q = '" dQn dt L.,; n L.,; dt 
n=l n=l 
(4.2.5) 
A time domain digital filter model can be produced by treating each branch of 
the circuit separately. The complex impedance of a single RLC branch is given by 
Z = R + jwL + %wC (4.2.6) 
A digital filter can be constructed from the circuit represented by (4.2.6) in 
a number of ways. Approaches include representation of the differential terms 
of the reactive components using the trapesium rule or through conversion to a 
transmission line equivalent circuit. Here, the digital filter can be constructed 
using the bilinear Z-transform approach [40]. 
The bilinear transform is used to transform from continuous time to discrete 
time space [41]. The following equivalences can be imposed to transform into the 
Z-domain via the Laplace-domain (s) 
[} S 2 (1-Z-1 ) 
jw - at - S = i:l.t - i:l.t 1 + Z-l (4.2.7) 
Here, s is the Laplace variable, z is the time-shift operator and i:l.t, is the sample 
time, that is the time step used by the discrete filter. The quanity z-l corresponds 
to a negative time shift (delay) of i:l.t. 
The transfer function of the RLC circuit can be represented by the ratio of all 
output quantity to an input quantity in terms of frequency. In this case the input 
is the voltage applied by the source and, in order to simplify the expansion ill the 
derivation, the output is chosen to be the charge on the capacitor. Therefore, the 
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Laplace domain transfer function of the ith branch is given by 
(4.2.8) 
where "i is the incident voltage applied to the branch by the voltage source and 
Qi is the charge on the capacitor. 
The right-hand term is then converted into the discrete time domain filter by 
substituting for s and expanding so that 
(4.2.9) 
where, neglecting the subscript i, at, a2 and a3 are constants given by 
1 
a3=-LC 
(4.2.10) 
In (4.2.9) it can be seen that the transfer function is now expressed in terms of 
the present timestep and the two previous time steps, as would be expected for a 
second order filter of this type. Substituting for the input voltage, output charge 
and identifying that 
z-nA(T) = A(T - n) (4.2.11) 
where T is the discrete time variable, gives the charge stored ill the capacitor at 
time step T 
where 
(4.2.13) 
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A _ -4 + 4 b ~ t t - ~ t 2 C 2 2
2 - 4 + 4 b ~ t t + ~ t 2 c 2 2
a ~ t 2 2
Bl = 4 + 4 b ~ t t + ~ t 2 c 2 2
(4.2.14) 
(4.2.15) 
The resonant properties of the branches are controlled by the values of L, C 
and R in each branch. These parameters affect the constants used in the filter 
as defined by (4.2.10). It can be seen from circuit theory that the constant a3 
represents the resonant frequency of the branch where a3 = w6. The Q-factor of 
the RLC circuit can be derived in the same way as that of the cavity and is given 
by 
(4.2.16) 
Therefore, substituting for wo in terms of Land C and solving for ~ w w it can be 
seen that the bandwidth of the resonance is given by 
R ~ w w = - = 2a2 L (4.2.17) 
The peak amplitude is obtained when the source only sees the resistor value, 
therefore the peak amplitude is given by 
1 
Ao=-R (4.2.18) 
Hence, if the required resonance properitcs are known, i.e. the centre frequency 'Wo, 
bandwidth ~ w w and peak amplitude Ao then the complete set of circuit constants 
are given by 
(4.2.19) 
(4.2.20) 
(4.2.21 ) 
Equations (4.2.19)-(4.2.21) provide the parameters that can be related directly to 
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the properties of the cavity being modelled and it will be shown how to obtain 
these values in the next section. 
The output current can then be obtained as prescribed by (4.2.5) by replacing 
the derivative by a central difference approximation. The usc of a time-domain 
digital filter avoids the use of convolutions with response functions. We need 
only store data values for the preceding two time steps instead of storing all the 
response data making a computationally efficient time-domain model. Also it 
produces a model that can be run in parallel or hybridised in a fully coupled manner 
with other time-domain modelling approaches. Furthermore, the model defined 
here is derived from passive components which arc solved exactly. Therefore, 
given we provide positive, real values for the circuit components the filter will be 
unconditionally stable. 
It is necessary that the sampling frequency be taken into consideration so that 
the signal is correctly represented by the filter (41). In the case of this model 
the time step defined for this branch is the time step that must be used in all 
of the other branches to retain synchronisation. The maximum frequency in the 
pass band of the filter is lmax = 10 + fl.l, where 10 is the centre frequency of the 
highest frequency mode in this context. Therefore, it can be easily shown that the 
maximum time step to accurately sample the transmitted wave is 
Q 1 
fl.tmax = 1010 (Q + 1) ~ ~ 1010 (4.2.22) 
as Q > > 1 in the case of a resonant cavity. 
The model developed here represents the resonant channel as a parallel combi-
nation of RLC circuits. Assuming that there arc no non-linear effects within the 
channel and that the channel is static, the system can be considered linear and 
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time-invarient (LTI). In the case of a LTI system it is possible to transform the 
frequency window that we are interested in. Therefore, in order to maximise the 
efficiency of the model it is possible to model the effect of the channel on a modu-
lating signal using lower frequency carrier wave. By reducing the carrier frequency 
it is possbile to reduce the sampling rate and increase the model time step D.t. 
For example, the carrier frequency of interest is given by 1c and a shift in 
frequency towards baseband of 1s is to be modelled. The carrier frequency used 
for modelling is then 
1c'= 1c - 1s (4.2.23) 
and the Q factor is frequency dependent so the new Q factor used within the model 
is 
(4.2.24) 
The sampling rate can then be increased to model the new frequency and signifi-
cantly increase the efficiency of the model and reduce its CPU time. 
4.3 Obtaining Circuit Parameters 
It is important that the digital filter model can be used to represent a real comm-
unication channel. It has been demonstrated that the filter model is able to model 
general resonances where the properties of the resonances are known. The prop-
erties of the resonance can be obtained in a number of ways depending on the 
application of the model. This section explores some of the ways of defining t.he 
channel parameters. As an example consider the cavity shown in Figure 4.3.4 
where the dimensions of the cavity are shown and the source and receiver are as-
sumed to be isotropic and point-like. A loss is introduced in the form of a reflection 
coefficient on the cavity walls of r = -0.995. For reference, the simulated 182d 
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Figure 4.3.4: Example cavity schematic with lllea..'iurclIlents 
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16 
response of the cavity is shown in Figure 4.3.5 where this \\"as calcu lated using a 
full field TLM model. 
4.3.1 Analytical 
Perhaps the most straightfoward means of obtaining the circuit parallietcrs is to 
calculate them analyt ically. For sillJple canonical cavities, 11 rcctangular cavity for 
example, this will be a relaLivly simple proccdure. 
Let tbe cavity of interest be 11 simple )'cctallgulm cavity of the type shown i.ll 
Figure 4.3.4. The cavHy has dilllCllSioJls I, 'W , II and is llllifol'lll ill each dillll'Jlsion 
so that boundary cond itions an be easily obtaillcd. l( is lrivial to show that the 
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Figure 4.3.5: Time domaiu ~ U J d d freqllellcy dOHlIlill respOllse of the cavity model 
resonant frequency of the cavity is given by 
(,1.3.25) 
where m , nand p are integers and the cavity volume is assumed to bc frec ::;pacc. 
T II 4.3.25 not more than one of the integers CClJl be zero anel for a givC'1l field po-
lar illat ion we' filld tJl<-tt. t It n ;1.('1'0 illt <'g('r , if pre'sPlIt, l'OIT('SPOllelS to that component 
of the field. 
Th' Q factor of the cavity CIUI be obtHillcd frolll the lossl's of til' cHvily walls 
a lld from [27] or [14] is given by 
( U.2()) 
where 71 is tbe impedance of [r (' spac alld R., is the stlrfat" Illaterial rcsistanc(' . 
The amplitud " Ao, of each rCSOllallt llIode is ckp 'lid 'Ill Oil t.he SOllrce lIsed to 
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excite the cavity [42J. If the field is being sampled at a particular point then the 
received field amplitude will also depend on the receiver properties. Therefore, it 
is difficult to analytically define the amplitudes that will be received in the case of 
the system of Figure 4.3.4. 
Equivalent resonant frequencies and Q factor definitions can be derived for 
other simple cavity shapes, including cylinders and spheres. However, for general 
cavities that may contain complex structures it is impossible to obtain boundary 
conditions in order to solve Maxwell's equations and find the variables needed for 
the filter model and other approaches are required. 
Using the example shown in Figure 4.3.4 the resonant frequencies of the first 
5 modes and losses were calculated and used in the filter model developed in this 
section. The relative amplitude of the modes effects the components that make up 
the received signal and a lack of agreement in the mode amplitudes will lead to the 
time domain solution diverging from that of the full field model. In order to match 
the amplitudes of the full field model the modes in the circuit model were simply 
tuned to those of the full field response. A comparison of the full field result and 
the filter model result can be seen in Figures 4.3.6 and 4.3.7. Good agreement 
can be seen between the filter model and the full field model, indicating that the 
filter model provides an efficient representation of the channel. In this case the 
run time of the full field model on a single processor was 436 seconds, the filter 
model completed in :i seconds. The effidency of tlw filter model makes it a very 
powerful modelling tool as it allows a large number of simulations to be performed 
in place of one full field simulation. This is necessary for a general cavity to be 
modelled for wireless applications. 
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Figure 4.3.7: Frequency domain response of the full field and filter models 
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4.3.2 Data Fitting 
To obtain the properties of complex cavities measurements of the response of the 
real cavity will have to be made, or the cavity be simulated using a full field model. 
The response of the channel need only be measured or simulated once and the data 
be analysed to extract the modal structure of the channel. 
In order to use the filter model constructed here we require the frequency, 
bandwidth and amplitude of each resonant mode in the cavity. In many cases the 
channel will be relatively overmoded and the Q factor of the cavity less than 1000. 
This will lead to the modes blending and not being well defined. Inspection of the 
measured or simulated result will be insufficient and some other means must be 
adopted. 
One method of extracting mode parameters from response data is the Prony 
method, this method yields a decomposition of the response function in terms 
of complex decaying exponentials [40]. The Prony method is particularly useful 
for modelling materials in TLM as the Pade coefficients are ideal for creating 
digital filters allowing the properties of materials such as Lorentz dielectrics to be 
modelled [40]. The method is usually applied to systems that only consist of a 
small number of poles, however here we seek to apply the method to the highly 
moded resonant cavity channel. 
Assuming that the impulse response of a channel is constructed from all the 
resonant modes of the cavity, then it is expected that each mode will result in 
a damped exponential response where the damping is related to the width of 
thc resonance. By representing the channel response as a linear superposition of 
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decaying sinusoidal functions of the form 
f(t) = f(O)e-atcos(wt) (4.3.27) 
it becomes a simple task to extract the model parameters; amplitude f(O), centre 
frequency wand decay constant a. 
Generally, techniques such as the Prony technique are applied to systems that 
contain a low number of poles, such as representing the response of a frequency 
dependent material or a complex aperture grating for example. The usefulness of 
the approach is limited when a high number of poles are used to represent the 
data. The applicability of this technique is demonstrated here for systems with a 
high number of modes. The limitations in setting up a filter model to be a match 
of the real channel are described. 
Given an impulse response f(t) with NT equally spaced samples we can expand 
the response in terms of NP complex poles Bpi and residues C j so that[40] 
NP-I 
f(t) = f(N At) = fi=O,l,2 ... NT-l = L Cie8p;6.tN (4.3.28) 
i=O 
The parameters spi and Ci are found using a least-squares approximation to the 
signal samples fi. In this case the functions are in the form of decaying sinusoidal 
functions as shown in (4.3.27) therefore, for each function, there will exist two 
poles. Hence, neglecting phase differences 
(4.3.29) 
Hence, the poles spi are rclated to the damping and frequency by 
(4.3.30) 
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where the damping is related to the Q factor of the cavity through (2.2.8). 
Again the Z-transform is employed to convert continuous data into the discrete 
Z-domain. Given the Z-transform of an input signal X(z) the channel output Y(z) 
can be obtained through multiplication with the Z-domain transfer function of the 
channel F(z) such that[43, 18, 41) 
Y(z) = F(z)X(z) (4.3.31) 
In Equation (4.3.31) the transfer function F(z) is related to the impulse response 
of the channel by 
00 
F(z) = 2: fi Z - i (4.3.32) 
i=O 
and can be approximated by the Pade fraction[44] 
(4.3.33) 
where NP is the number of poles (or damped exponentials) ill the system. The 
complex poles and residues can he ohtained from the Pade coefficients o,i and bi. 
The first step in finding the Pade coefficients is to find the coefficients ai and 
then use these values to obtain the coefficients bi • The coefficients ai are found 
using a least-squares minimisation over the region f N P+l to f NT -1 [44J. Over this 
region the least-squares error is set to zero and the following difference NluatiollS 
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are constructed 
iNP iNP-l iNP-2 h al iNP+! 
iNP+l fNP fNP-l 12 az fNP+Z 
fNP+2 fNP+l fNP /3 a3 = fNP+3 
fNT-2 fNT-3 fNT-4 fNT-NP-l aNP iNT-l 
(4.3.34) 
In the Pade form expansion the coefficient ao = 1. Using the notation of [40) 
equation (4.3.34) can be solved for the coefficients G.i by expressing the equation 
in the matrix form 
(4.3.35) 
This expression can then be solved by multiplying both sides by the transpose of 
h giving 
(4.3.36) 
By defining the matrix A = hT 12 and vector B = hT 121, the coefficients can be 
found using 
A -1B Q=-= - (4.3.37) 
Equation (4.3.37) can only be solved if the matrix ::i is non-singular so it must 
be ensured that not too many poles NP are chosen in the estimation. However, if 
not enough poles are selected a poor approximation is obtained. In order to obtain 
the modal structure of an ()vermocicd cavity it. is difficult. t.o estimate the number 
of modes needed. Through trial and error it is best to use the maximum number 
of poles possible such that A remains invertable. The consequence of using a high 
number of poles is that spurious poles are obtained in the result. These call be 
discarded however if they exceed limits defined by the modeHer. 
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Prony's method proceeds by obtaining the coefficients bi by forcing 
NP 
bi = fi + Ladi-k 
k=l 
Os,is,NP (4.3.38) 
resulting in an exact fit for the first NP values of the response function[44]. Here 
Ii = 0 for i < 0 as we assume a causal system. 
Equation (4.3.38) can be rewritten in matrix form as 
so that 
fa 
h 
12 
o 
fa 
h 
o 
o 
fo 
fNP fNP-l fNP-2 
o 
o 
o 
fa 
1 
= (4.3.39) 
(4.3.40) 
It can be seen from Equation (4.3.40) that the coefficients bi can be easily found 
through multiplication of the vector Q by the matrix h. The values of the Padc 
coefficients ai and bi found using this method provide a least-squares approxima-
tion of fi over the region 'i = 0,1, ... , N P which can be now used to find the poles 
and residues of the system response. These can be found by substituting the Pade 
coefficients into Equation (4,3.33) and performing a partial fraction expansion on 
the resultant function to give[43] 
(4.3.41 ) 
In Equation (4.3.41) the values of P.i are used to find the complex poles of the 
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system through spi = it log(Jl.i). The damping a and resonant frequency w of each 
pole is then given by (4.3.30). Substituting the poles and residues into Equation 
(4.3.28) allows an approximation to the initial function to be formcd[18J. 
Using the Prony fitting approach an approximation to the response of the cavity 
problem in Figure 4.3.4 can be made. Using a total of 18 poles (9 resonances) the 
Prony approximation shown in Figures 4.3.8 and 4.3.9 was obtained. Very good 
agreement can be seen between the full field data and the Prony approximation. 
The method can be seen to be effective at extracting the resonant information 
from a channel response. This information can then be used in the filter model 
to provide an efficient model that represents the channel. However, in this case 
the channel has a relatively low modal density, in this situation the Prony method 
works well, if the number of modes increases then the Prony approximation can 
fail due to the matrix in (4.3.34) becoming badly conditioned. 
It is found that in practice the Prony method is not robust and often involves a 
degree of trial and error when choosing the number of poles to usc and is sensitive 
to the input data used. A common problem with the Prony method, in particular 
for experimental measurements, is that any noise in the data often degrades the 
method. If simulated results are to be used as the input, from a full field model 
for example, then it must be ensured that no spurious data is introduced due to 
frequencies above the mesh limit being included. This can be ensured by passing 
the response data through a low pass filter, however iu commoll practicc the usc of 
Gaussian input waveform effectively performs this before passing the data through 
the full field channel model. 
In the cavity channels considered here the Q factor is high and the response 
will be long. In addition, the band of interest is localised around the bandwidth 
of the the communication protocol being used. ZigBcc, for example, uses It total 
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Figure 4.3.9: Frequency domain ProllY approximation to the cavity response 
87 
CHAPTER 4. MODELLING OF A SINGLE RESONANT CAVITY 
frequency range of 2,405-2,485GHz and hence we are not interested in the response 
far outside this range. The Prony method requires the construction of the matrix 
as in Equation (4.3.34) in order to solve for the G.i coefficients; with a large number 
of data samples this matrix can quickly become unmanageable. 
One option is to downsample and window the response in order to reduce the 
number of data points. Under most common circumstances this is proved a good 
approach and no loss of accuracy in results is incurred. However, in some cases the 
high frequency numerical noise can cause errors when the signal is downsampled 
as the underlying lower frequency response is not correctly sampled. Another 
approach is to window the data in order to reduce the number of data samples. 
However, the length of the decay means that if the window is too small then a lot 
of the frequency data is lost. 
In order to reduce the number of data samples a bandpass approach has proven 
the most suitable where the band of interest is isolated and shifted to baseband 
to isolate the poles. Taking as an example a ZigBee scheme, the centre-frequency 
of the channels used by ZigBee are given by[32] 
fe = (2405 + 5 x (k - 11))MHz; k = 11,12, ... ,26 (4.3.42) 
where the index k is referenced against the formal wireless channel number. Each 
ZigBee channel occupies less than 5MHz (Tdecay ~ ~ IJ.Ls) of bandwidth around the 
centre frequency so it can be assumed that all ZigBee signal transmission is between 
fmin = 2.400GHz and fmax = 2.490GHz. Removing all frequency components 
outside this range from the response yields a response that only includes the modes 
of interest in the channel and any unnecessary modes are omitted. 
The response of the ZigBee region can be shifted to baseband by a negative shift 
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in frequency equal to Imin. This process has the effect of removing the frequency 
domain shift due to the carrier frequency. The frequency of any response in the 
shifted function Ws can be easily mapped to the frequency of the real system Wr 
by Wr = Ws + Wmin so that the complex poles of the real system are given by 
Bpi = 0: + j (We + Wmin) (4.3.43) 
where We = 211" Ie and the poles are found from the time response data. 
The elimination of the high frequency oscillations in the channel response allows 
downsampling to be performed on the data. The Prony approximation can then 
be performed on the frequency shifted and downsampled data without loss of 
information within the frequency band of interest. In addition it is necessary 
to remove any DC component of the response before a Prony approximation is 
attempted, this will yield the most accurate results for the Prony approximation. 
4.4 A Statistical Approach to Channel Modelling 
The approaches described above arc specific to one particular geometry config-
uration. Using measurement and full-field simulation it is possible to calculate 
the response of any given cavity structure. However, as stated before, this re-
sponse is only valid for this single configuration and does not provide a general 
representation of the cavity or channel. Even small changes can have large effects 
on the position of the resonant peaks and hence the properties of cavity. It is 
demonstrated in [45] that small variations in the structure lead to the shifting of 
resonant peaks in the channel. As the Q factor of the channel is high this leads to 
significant changes in the 821 transmission in the channel. Therefore, it is possible 
that for a high Q factor, low modal density channel the variation in BER for a 
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wireless system could vary between 0% and 100%. 
Hence, calculating the effect of the channel on a wireless system will not be 
conclusive for a single channel as it cannot be guaranteed that the channel will 
not change over time or be exactly as modelled. Therefore, in order to assess the 
properties of the channel and how they will effect a wireless signal an averaging 
approach should be taken whereby the specific resonant peak positions are not 
specifically defined. It was shown in Chapter 2 that the channel can be charac-
terised by two quantities, that is the density of modes (2.2.29) and the Q factor 
(2.2.1). 
In this modelling apprach the channel is characterised by only these two param-
eters and the other parameters, the resonant frequencies and mode amplitudes, are 
varied in a random way. A channel can be defined so that the density of modes, 
at the centre frequency of interest, is used to obtain the number of modes, M, 
that will be randomly located within the channel bandwidth b.f. Furthermore, 
each peak resonance is assigned the average Q factor of the cavity across the same 
bandwidth. The amplitude of the modes can either be kept constant or randomly 
varied. As in a real resonant cavity it is allowed that modes overlap and become 
degenerate. 
The effiency of the filter model developed here means that it is ideal for this 
approach to channel modelling, a large number of simulations can he performed 
in the same amount of time it would take to perform a single full-field simulation. 
Furthermore, the random definition of the channel parameters makes this model 
simple to apply to parallel or distributed computing approaches. The modelling 
process is as follows when using the statistical modelling approach. 
1. The independent variables are set: modal density (g(f)), modelled band-
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width (.6.]'), Q factor (Q), spreading sequence (b(t)), carrier frequency (fc), 
input sequence length (N) 
2. The number of modes are calculated: (M = g(f).6.]') 
3. The random variables are calulated: modal amplitude (Ao(l to M)), mode 
centre frequency (fo(l to M)) 
4. The channel is constructed using the random and independent variables 
5. A random sequence of N bits is produced, spread in frequency and modulated 
6. The signal is passed through the channel 
7. The signal is demodulated and despread and bit-summed 
8. The bit error ratio (BER) is calculated 
9. Process repeated from step 3 until the result converges sufficiently 
This approach can be considered analogous to the approach taken in reverber-
ation chamber measurements. The modes of the reverberation chamber are shifted 
between measurements through the use of the stirrer structure within the cavity. 
It is necessary at this point to consider the accuracy of the results derived from the 
reverberation chamber and hence this model when a statistical approach is taken 
to the resonant cavity problem. It must be ensured that enough simulations arc 
performed, with differing modal structures, in order to obtain meaningful results. 
Equivalently enough simulations must be performed that the result converges suf-
ficiently to ensure accuracy. In reverberation chamber measurements it is defined 
that "the field within the chamber is considered uniform if the standard deviation 
[of the maximum field strength] is within 3dB above 400 MHz, 4dB at 100 MHz 
decreasing linearly to 3 dB at 400 MHz, and within 4 dB below 100 MHz" [23]. 
The maximum field strength is recorded over a stirrer cycle. It is assumed that the 
wireless systems used will operate at greater than 400MHz, therefore, analogous 
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to this approach it is ensured that the average response obtained for all repeated 
simulation runs be uniform to within 3dB. 
An estimation of the number of simulations necessary to model an average 
channel can be arrived at using the frequency domain representation of a resonance 
(2.2.3). Let the total bandwidth being modelled be occupied by equally spaced 
modes such that their spacing is the average of the spacing, 6.wn , of the modes 
surrounding a centre frequency We. Recalling the density of modes, g, defined in 
Chapter 2, the average spacing is given by 
(4.4.44) 
Assuming the modes to be equally spaced the resonant peak magnitude in 
the frequency domain can be given by the magnitude of a given peak plus the 
contribution from all neighbouring peaks so that 
1 00 1 
1¢(wo)12 = 2" + L 2 = 7rg coth (7rga) 
a n=l a2 + (n/g) a 
(4.4.45) 
In a similar manner the magnitude at the minumum between neighbouring peaks 
is given by 
1 
1 12 ~ ~ 1 7rg ¢(wo + -) = L.J 2 =- tanh (7rga) 
2g n=l 0:2 + (2n - l}/g) a 
( 4.4.46) 
Hence, the peak to trough magnitude ratio is given by 
(4.4.47) 
and can be seen to be dependent on the density of modes and the width of the 
modes. As a rule of thumb we can define a minimum number of simulations that 
will be required so that the average response of the channel is within 3dB across 
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the bandwidth of interest. For a given Q factor it is possible to find the density 
of modes that will allow the average peak ratio of the transfer spectrum to be 
within 3dB by rearranging (4.4.47) for g. Hence for an actual density of modes the 
number of repeats necessary to obtain the equivalent density of modes necessary 
to ensure the channel can be considered flat on average. As the modes arc to be 
randomly positioned and not evenly spaced, it will be necessary to add a factor to 
the number of simulations to perform. From numerical experiment it was found 
that doubling the estimated number for a uniform modal structure is more than 
sufficient. 
In modelling the wireless channel the bit error ratio is of interest in order to 
quantify the quality of the channel. Through the statistical approach described 
here it is possible to obtain the average error for a given channel as well as the 
variance in the error rates. As seen in reverberation studies it is possible to define 
two modal structures both with the same modal density and Q factor where one 
will lead to very high BERs and the other to very low BERs [45]. It has been 
shown that this model is efficient and is able to model the properties of the channel 
using a direct or statistical approach. This approach to modelling the errors in 
communication in the channel is used in Chapter 7 to demonstrate the application 
of the model to a BPSK signal in the highly reverberant environment. 
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Modelling of Multiple Coupled 
Cavities 
The model developed in Chapter 4 provides an efficient means of modelling the 
propagation effects within a single resonant cavity environment. It was shown 
that the model can be easily adapted to model a general cavity using a statistical 
approach to error rate modelling. The model is suitable for complex cavities as it 
only considers the propagating modes within the cavity and is not specific to one 
particular geometrical configuration. 
Consider the aircraft environment as an example where it is necessary to propa-
gate a wireless signal from one cavity to another. Aircraft have a modular structure 
which consists of a number of adjacent cavities each with the resonant behavior 
described in Chapter 4. In some cases the cavities will be completely isolated, in 
which case some kind of coupling device will be needed. Alternatively the cavities 
are connected with small apertures in their common wall. In existing aircraft these 
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small apertures are used for wire routing and weight reduction. Perhaps the most 
prominant of examples is the structure within the aircraft wing, which usually 
consists of a ribbed structure that is covered by the surface of the wing. 
The behaviour of wireless propagation through these resonant coupled cavities 
is of interest, in particular the effect of aperture coupling. This chapter investigates 
the effects of cavity coupling and develops efficient models for the modelling of the 
cavity coupling. 
5.1 Problem Description 
An attempt to propagate electromagnetic radiation through small apertures leads 
to a number of intere.sting effects including diffraction and frequency cutoff [42]. 
The aircraft structure contains a large number of apertures that arc small, that is 
compared with the wavelength at 2.45GHz, which arc used for weight reduction 
and cable routing. The aircraft can contain apertures that are large with respect 
to the wavelenth and in this case the aperture has little impact on the propaga-
tion properties of the environment. Here, only small apertures arc considered as 
these will have the most impact on the wireless propagation characteristics of the 
channel. 
The theory of electromagnetic fields propagating through an aperture is de-
scribed in papers by Bethe [46], Wheeler [47] and McDonald [48). One approach 
to modelling aperture coupling is to treat the aperture as a dipole at the aper-
ture centre and the coupling is related to the effective volume of the coupling hole 
[47]. Other cavities may be coupled by waveguiding structures where there is a 
long (compared to the wavelength) coupling waveguide between the cavities with 
a smaller cross section than cavity. This could also be considered to be the case 
95 
CHAPTER 5. MODELLING OF MULTIPLE COUPLED CAVITIES 
where the aperture has a large thickness, such that cutoff modes are significantly 
attenuated by the coupling aperture. 
In order to use a wireless communication system in the coupled environment 
it is necessary to maximise the coupling between the two cavities and minimise 
errors in commmunication. It has been shown that in order to minimise errors 
in a given size of cavity we should aim to reduce the excess delay. In order to 
do this the loss of the cavity can be reduced, however this will affect the power 
coupled in the cavities. The following sections develop an efficient model of the 
coupled resonant cavity environment to demonstrate the effect of the environment 
on wireless propagation. 
5.2 Aperture Coupled Cavities 
The simplest case to be considered for cavity coupling is the case of two identical 
cavities coupled by an aperture in their common wall. Let the aperture be a slot 
that extends the full height of the cavity so that the problem can be reduced to 
that of a 2D cavity problem. A sdwmatk of the simplified eavity is shown in 
Figure 5.2.1a. In the first instance the common wall of the cavities is assumed to 
be thin and all cavity walls are perfect conductors so that losses are neglected. 
5.2.1 Two Slot-Coupled Cavities 
If we assume that the walls of the cavity exhibit resonant behaviour with energy 
stored in magnetic and electric fields we can model the first resonance of the 
cavity using the LC resonant circuit shown in Figure 5.2.1 b where the current 
source represents the field excitation. The coupling of the two cavities is provided 
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Figure 5.2.1: Coupled cavities and an equivalent circuit model 
through a frequency dependent coupling. The choice of the coupling component is 
determined by the geometry of the coupled cavity system, which will be discussed 
in Section 5.2.4. In this case the coupling is modelled by a mutual capacitance Om 
for reasons that will be explained. 
The electric field is stored in the capacitance C and the magnetic field is stored 
in the inductance L. This circuit model can be analysed to ascertain the effect of 
the coupling on the resonant behaviour of the cavities. As the two cavities are 
identical in size and hence have the same resonant frequency as individual cavities 
the circuit model can be simplified with 0 = 01 = O2 and L = L1 = L2 . 
Referring to Figure 5.2.1b, the current in the source side of the circuit is given 
by 
(5.2.1) 
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and the current in the coupled side is given by 
(5.2.2) 
where the Laplace variable s = -jw in the lossless system. The voltage across the 
coupling is dependent on the coupling capacitance and is given by 
(5.2.3) 
Expressing the circuit equations (5.2.1)-(5.2.3) in an admittance matrix of the 
form 
I=YV (5.2.4) 
yields 
[
Is ] = [ 1/8L + sC 1/sL + sC ] [ VI ] 
o -sCm 1/sL + sC + sCm V2 
(5.2.5) 
The resonant frequencies of the circuit can be obtained by requiring that the 
determinant of the complex admittance vanishes [26], [27] 
detY = 0 (5.2.6) 
In finding the resonant frequency of the circuit we make the common substitution 
1 
wo=--
../LC 
(5.2.7) 
Here, we introduce the dimensionless coupling coefficient kc which parametises the 
coupling of the two resonant cavities through the coupling capacitance where 
(5.2.8) 
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We see that in the limit em -> a the coupling coefficient kc --+ 0 and the resonance 
of only the single cavity is modelled by the circuit as the right-hand-side circuit is 
isolated from the left-hand-side. 
Substituting (5.2.8) and (5.2.7) into (5.2.6) and rearranging yields the quad-
ratic equation 
(5.2.9) 
Solving (5.2.9) for 82 = _w2 we obtain the resonant frequencies of the circuit in 
Figure 5.2.1 
Wi = WOi (5.2.10) 
It can be seen from (5.2.1O) that the circuit possesses two resonances, one at the 
resonant frequency of the LC circuit and another shifted to a lower frequency by 
the coupling dependent term. These equations allow the coupling coefficient, kc, to 
be obtained for a cavity configuration if the resonant frequencies are known. From 
inspection of (5.2.8) and (5.2.10) the negative shift of the aperture resonance can 
be seen to increase with increasing coupling capacitance, hence coupling coefficient. 
When the slot width is equal to the width of the cavity it is trivial to show that 
the coupling coefficient for the configuration described here is equal to 
(5.2.11) 
where the factor 8/5 comes from a pair of cavities with side length a and 2a. 
To validate this model a full-field TLM model was constructed of a cavity 
structure where a = 21cm and two slot widths are chosen, d = 7cm and d = Ilcm. 
The model was created using a 6l = 1cm mesh and iterated for a total of 32,768 
time steps. The transmitter, or source, cavity was excited using a Gaussian pulse 
of width a.3ns so that energy was excited at below the maximum mesh frequency 
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[13]. The un-normalised received power at the first half cavity resonaJlce, TE ll o = 
] .0095GHz, is shown in Figure 5.2.2. Note that the resonant frequen 'y of the 
combined cavi ty without the aper ture is T E llO = 0.7981GHz. 
It can be seen that the coupling of the resonant ~ \ \ i L L e s s thrOl lgh a ll apertur ' 
leads t o a splitt ing of t he first r sonance TE(Jlo) of the aviLy. The resonance of 
the single cavity docs not move bu t the split res nance is shifted by HJl HIll OUIlt. 
dependent on the aperture size and hellce k,. . As tIle slot widt It ilicreaseH the 
split resonance, the cavity-aperture resonance, Hhifts towards thaI of lhe complete 
double cavity. Using the shifted resonant fr 'qncll cicH HmI the 1I0l'1l1 HI lIlode I he 
coupling coeffici ent can be obtaiu('d from (5.2 .10). lIence, for a Hlol widlh of 
d = 7cm, kc = 0.059 and for a slot of width d = ll clll , k,. 0.111 2, fur exall1ple. 
The s tucture of the modes that account for the rCHO ll anCc." can b(' id (, llt ifi(' ci ill 
orcier t o isola t(' th l' dred. of the coupling. Thl' norlll a l rl'SOIHUl Ce and the Hplit ]'('1'0-
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nance were individually excited using a narrow band input. A Gaussian enveloped 
sinusoidal field excitation was used in each case so that the centre frequency corre-
sponed to the mode of interest and the bandwidth only contained the single mode. 
The field produced for each mode excitation is shown in Figures 5.2.3 and 5.2.4. 
It can be seen that the un-shifted mode is a mode where the fields oscillate 7r 
radians out of phase in the two cavities, whereas the shifted mode occurs due to an 
in-phase field oscillation. In the former case the field at the aperture can be seen 
to be zero at all times as there is a natural node in the resonance at that point. In 
the latter case there is coupling across the aperture such that the aperture field is 
non-zero, the field magntitude at the centre of the aperture increases with aperture 
width. This is as expected because rearranging (5.2.3) for the coupling current 
yields 
(5.2.12) 
Therefore, in the limit that the slot width is zero the coupling current 1m = 0 
as no field can penetrate the aperture. Increasing the slot width increases the 
coupling capacitance from zero, hence the coupling current also increases with slot 
width, for a given frequency. The coupling capacitance models the field coupling 
across the aperture between the two cavities and can be imagined as the coupling 
between the charges on the walls of the two halves of the structure. The coupling 
current can be imagined as the magnetic field at the aperture that can be created 
by an equivalent source in place of the aperture which is exciting the half space 
looking into the cavity. 
Equivalently, consider the fully coupled a x 2a cavity with no central aperture 
region. The first mode of resonance in such a st.ruct.mo is the case where the 
maximum field is at the centre of the cavity; the second is that where the maximum 
field occurs at O.5a and 1.5a. In the first case the inclusion of a coupling boundary 
influences this field oscillation as it is positioned at the point of maximum fidd 
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Figure 5.2.5: Coupled cavities and an equivalent circuit model 
displacement. In the latter case the position of boundary is at a null in the field 
oscillation and hence the mode is not affected. 
5.2.1.1 An Alternative Dual Model 
The circuit model described in the previous section is based on capacitive coupling 
between the two cavities and it was shown that the resonances of the circuit could 
be found. An alternative circuit representation is to assume inductive coupling as 
shown in Figure 5.2.5 where the source is provided by a voltage in this case. 
In the same manner that was adopted for the capacitively coupled model it 
is possible to analytically solve for the resonant frequoncies of the circuit. As 
previously done for the capacitive model the resonances arc found by relating 
the circuit currents and voltages. The coupling this time is applied through the 
common voltage on both sides of the coupling inductor, rather than the coupling 
current through the capacitor. The voltage on the source side is given by 
(5.2.13) 
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and the voltage on the coupled side is given by 
(5.2.14) 
The currents on either side of the coupling are related by the coupling inductance 
such that 
(5.2.15) 
Hence, using the matrix form to obtain the resonant frequencies of the circuit 
[ 
Vs 1 = [ sLe + sL + 1/s0 -sLe 1 [ It 1 
o -sLe sLe + sL + l/se h 
and solving for the determinant set to zero yields the resonance condition 
In (5.2.17) the inductive form of the coupling coefficient is used where 
k _ Lc 
e - L 
(5.2.16) 
(5.2.17) 
(5.2.18) 
From inspection it is clear that (5.2.17) is identical to (5.2.10) and hence the two 
circuit models arc analogous to each other. 
The choice of which model to use depends on the fields that are to be modelled. 
The resonant frequency of the two models are the same for a given aperture width 
and cavity size so the choice of model is not important for a resonant frequency 
study. However, if fields are of interest then it can he scell that the inductive model 
is derived in terms of the magnetic field within the cavities and the capacitive model 
is in terms of the electric field within the cavities. 
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5.2.2 Multiple Slot-Coupled Cavities 
In some cases a number of cavities may be coupled through apertures. In such 
a case the methodology described above can be followed for numerous coupled 
cavities. Let the cavities be modelled using the capacitively coupled approach. 
Relating the current and voltages of the equivalent cavity circuits yields a coupling 
matrix for three cavities of the form 
where 
Yo = it + sC + sCm 
Yi = -sCm 
Y2 = Yo - Yl = -it; + sC + 2sCm 
(5.2.19) 
(5.2.20) 
The admittances in (5.2.20) can be considered in the following manner: Yo is the 
admittance of a cavity when an aperture is on a single face, Y1 is the admittance 
of the coupling aperture between two cavities and Y2 is the admittance of a cavity 
with an aperture on two of its faces. 
Assuming that all cavities are identical in size and coupled through identically 
sized slots leads to the following expressions. For three cavities the resonances are 
given by 
WI = Woi (5.2.21 ) 
For four cavities the matrix in (5.2.19) can be expanded to account for the extra 
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Figure 5.2.6: T ElOO resooftJlces of IlIlIltiple liukrd cavities 
cavit ies. The resonant freq uencies ill this cal';e are given by 
Wj = Wo i W3 = WO 
2kc + 1 - J2kr 
2 k ~ ~ + ~ ~"',. + ] , W4 = wo 
2k, + ] + J2kc 
21.} + Ike + 1 
(5.2.22) 
This methodology may be expanded for any number of identical coupled cavili{'s 
as there arc only ( ' v ( ~ r r the t h r r ~ ( ~ ~ ("otlplhlg ad l llit.t.HlH·(·S ddi lH'd ill (5.2. 19). 
Using a TLM model of t he cavities the result showll ill Figure 5.2.u WHS ohtained 
where all cavities are 2] 111 sided squares coupl<'c1 through a 7cIl1 s lot. Tl has beell 
found that the expressions in (5.2.21) and e::.2.22) agree with lhe si JlllilalioJl results 
where the coupling cocffi cent , kc = 0.059, was obl.a ill('c1 previously for the Iwo 
cavi ty case. 
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(a ) dl ,......... ___ --t (b) 
d 
Figure 5 .2.7: Slot orientations ror cavity COli piing wllPrl' t hI' fil'ld is polflris('(1 in the' Z 
direction 
5.2 .3 Effect of Slot Or ientation 
The previous sections have described the efi'('ct of a v('rtiC'ally oriented slot Oll 
the coupling coefficent of the cavity. It was hown that for a 2D reprcscntation 
of the arrangement, where the aperture is a slot extending the full height of the 
cavity, a circuit analogue could be derived. The circuit analoguc had the forlll of 
a pail' of resonant parallel or serial LC circuits coupled by ither a capacitive or 
an inductive component. The result of the coupling on thc resonallt Ilature of the 
cavity \\'as a mode splitting and shifting whcre the degree of shifting was showll 
to be' dl,terlllillNI by tit!' ('ollplillg ('oC'flicir.nt. 
In this foiection the slot is again considered t.o be the fuJI height of the cavity, 
however the orientation of th slot will be varied to be either pcU'alle) or perp(,l1-
dicular to the orir.ntation of the field of interC'st. as ,hown ill Figure 5.2.7 
In order to investigate the effect of the slot ori('ntation Oil the cavity coupling 
the two orientatiolls shown ill Figur' 5.2.7 were llIodelled lIsing a filII field '1'1.,1\[ 
JIlodel as before. The cavity size, (), us d is 21 CIIl and the spaccstep ill tIll' model 
is ]cm. The slot width is hosen to he 5elll nlld W l l ~ ~ p siLiol1ecl pnrallt'l Hlld 
perpendicular to the waveve to]' of the source excitatioll. The SO IIrc(' cavity is 
excited usillg a Gau!>!>ian xcitation ill the Ez [i(' leI . TIH' ull-normalised rcceived 
power in the second cavity is shown in lh frequency domain in FigIII" 5.2.8 HS 
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Figure 5.2.8: Received Ez fie ld for t. he t.wo slot oricll tatio lls 
modelled by t he full fi eld approach . 
Results of the two slot orient ations show t hat the fi eld is nol dramaLically 
a ttenua ted due to the slot for cithcr orientation. This is IllOSt li kely dlle to the 
apcrt ure being t hin so t hat there is no at tenlla tion of cuto ff Illod s. Purtherlllorc, 
the aperturcs arc connccted to rcsonant avities OJ l eitb 'r sidc wh el" the decay 
time in cithcr cavity is much long '1' thau thc time requi rcd for the ellergy in either 
cavity to becomc balanccd . Hence, th ' encrgy in the sys t.om is able to reach all 
cquilibri lim betwecll thc two cavi tics before it is at tClllla tccl by losses ill l he SO I\l'C' 
cavity. 
The vertical z-elircct 'el slot bebaviour was shown to he consislent wit II a capnc-
Hivc coupling bctween two rcsonant. circuits. It can be so 11 lIon' thai for the CH.'ie 
of the y-dirccted slot therc is still thc rcsonallC' of tll ' half cavity a t ] .0095 , Hz. 
The low frcquency resonancc foJ' thc y-direcL d slot oc 'urs at th e r'soJl ant fre-
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1m Lm 1m 
Figure 5.2.9: Inductive cavity coupling circuit 
quency of the cavity with dimensions 2a x a x a. The additional modes are in 
different locations to that of the capacitive coupling, for the same slot width. In 
fact, referring to Figure 5.2.8 it can be seen that the shift for the y-directed slot 
appears to be positive in frequency. 
These resonances can be modelled in the same way as in the previous section 
by use of resonant circuits. The coupling in this case takes the form of an inductive 
coupling as shown in Figure 5.2.9. As shown previously the circuit can be analysed 
to obtain the resonant frequencies by constructing the matrix 
(5.2.23) 
Then substituting for Wo and the coupling coefficient., which is related to the slot 
width d, 
L kc=-Lm 
and solving for the determinant set to zero yields the resonances 
(5.2.24) 
(5.2.25) 
It can be seen from (5.2.25) how the slot orientation leads to the resonances shown 
in Figure 5.2.8 as the coupling coefficient leads to a positive shift in this case. In the 
case of a vertical slot the coupling coefficient has been shown to be capacitive and in 
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the case of a horizontal slot it has been shown to be inductive. Therefore, in order 
to model a general aperture the coupling can be considered to be a combination 
of these two effects. Therefore, we can replace the reactive coupling component 
by the general component jX where X is to be determined. 
In reality it can be expected that the operating frequency of ZigBee, or other 
2.45GHz systems, will be much higher than the fundamental resonance of the 
cavity. Such a cavity, if uniform would have side lengths of only 8.7cm. Real-
istic cavities that are encountered would likely be highly moded at a frequency 
of 2.45GHz, hence propagation through an aperture will be possible with the ex-
tra resonances excited. Referring to [38] it can be seen that if the width of the 
coupling aperture, or waveguide, is sufficient then a significant number of modes 
are propagated. The result is that the structure displays the same propagation 
behaviour in terms of field amplitUde received as a single resonant environment. 
However, it has been shown that the aperture leads to mode splitting, hence for a 
given cavity volume a higher density of modes will occur. 
5.2.4 Analytical Coupling Coefficients 
It is desirable to be able to obtain the coupling coefficient for a given configura-
tion analytically to allow modelling without the need of full field simulations. In 
Wheeler [47J it is suggested that the coupling coefficient varies with the square 
of the aperture width d. Wheeler proposed that the coupling coefficient could be 
estimated based on the equivalent volume, or area, of the cavity and the aperture. 
In the example described previously the equivalent area of one cavity is given by 
1 2 Ac =-a 
4 
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Figure 5.2.10: Equivalent coupled cavity transmission line circuit 
and the equivalent area of the aperture is 
(5.2.27) 
where d is the slot width [47]. Hence, for cases where d/a « 1 the coupling coefficent 
can be approximated by 
kc = Aa = ~ ~ ( ~ ) ) 2 
4Ac 8 a 
(5.2.28) 
This approximation is valid for small slot widths to cavity dimension ratios. How-
ever, if we consider the case of an aperture in an overmoded cavity, as is being 
considered here, this approximation becomes poor. In calculating the coupling 
coefficent for the environments of interest here a more accurate estimation of the 
coupling coefficent is required. 
In order to obtain a more accurate and general figure for the coupling coefficient 
a waveguide approach is adopted. Consider the two cavity model described in Sec-
tion 5.2.1, we can represent this in terms of the equivalent circuit model shown in 
Figure 5.2.10 where the two cavities are modelled as transmission lines terminated 
by loads ZLl and ZL2' The transmission lines are coupled to the aperture circuit 
through ideal transformers with turn ratios nl : n2 and n3 : n4. This turns ratio 
characterises the coupling efficiency of a mode in one cavity to the mode in the 
other cavity. As there are cavities on both sides of the aperture the inddcllt field is 
resonant with a slow decay timc. This is in contrast to a plane wave illumination 
of a one sided cavity aperture where the incident wavc has a component that is 
reflected and the coupling turns ratio must be modified according to the area of 
111 
CHAPTER 5. MODELLING OF MULTIPLE COUPLED CAVITIES 
a 
OJ] 
d d d 
Figure 5.2.11: Waveguide slot aperture alld its eqllivalent. cir(,uit [50] 
the aperture [49J . 
We assume the cavities are lossless such that the the transmissio)) liue loads 
are ZLl = ZL2 = 0 and the input impedance of the transmission lines are give]) by 
Zin = jZo tan (p>.l) = jZo tan ( ~ ' ) ) (5.2.29) 
In (5.2.29) l is the distance from the load, which is equal to the length of til ' 
cavity in this case, and Zo is the characteristic impedance of the trallsmissioll 
line. The input impedance will be a periodic function of frequency and models tll' 
impedance of each mode within the length of the cavity. Let. the d 'cay tillle of 
the cavity be long so that the turn ratios of the coupling transformers arc equal 
to 1:1. This implies that all of the field in the somce cavity will h incident upon 
the aperture at some poillt and excite the field ill the receiver cavity. Tn the case 
of an open source cavity, where any field that is not inciclt'llt upon the cavity is 
refl ected into frecspace, this ratio must be reduc d accordillgly [1J9]. Tn this way 
the voltage and currents 011 both sides of the coupling will be equal. 
The aperture coupling circuit is shown in Figure 5.2.11. The cOllplillg ('oeffi -
cient for the vertical slot can be obtained lIsing a variational approach. Using tll (, 
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result of [50] the impedance ratio at the aperture is given by 
~ ~ = a tan2 (1rd) [1 + ~ ~ ( 1 _ 1) sin2 (zui) 
L-O 'X; 2a 4 11_(iX)2 a V (5.2.30) 
+2 ( ~ ) 2 2 (1 _ i E ( k Q ) - k ~ F ( k Q ) ) . E ( k { j ) - k ~ F ( k { j ) ) _.1.. • 2 (1rd))] 
where 
>. 1r k2 k'F 12 sm a 
o (3 
ka = sin ( ~ : ) )
k ~ ~ = cos (2:) (5.2.31) 
The functions F(k) and E(k) are the full elliptic integrals of the first and second 
kind respectively, they are defined here a8 
F(k) - r ~ ~ dO 
- JO v'l-P sin2 (J 
E(k) = J o ~ ~ VI - k2 sin2 (;I d(;l 
(5.2.32) 
The guide wavelength in equation (5.2.30) is defined in the usual way so that 
(5.2.33) 
The coupling circuit provides the source of the cavities and the impedance Zo is 
taken to be the impedance of free space, TJo, so that (5.2.29) may be used to obtain 
the total circuit impedance for the circuit in Figure 5.2.10, viz. 
Z jXZin . ( X ) - -} 
- 2j X + Zin - 2j t,; + 1 (5.2.34) 
which provides a means of obtaining the coupling coefficient of the cavity system 
analytically. From inspection of (5.2.34) it can be seell that the impedance of the 
circuit is always imaginary as we have assumed no loss in this case and the circuit 
is purely reactive. A plot of the magnitude of (5.2.34) call be seell ill Figure 5.2.12. 
There exists a zero when Zin = 0 which corresponds to the uncoupled reSOllance 
of the cavity and a pole when Zin = -2jX which corresponds to the coupled 
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Figure 5.2 .12: Imaginary impedrulcc of the coupled ca\'ity ci rcni t 
aper ture-cavity resonance. Relating t he posi tions of these va lues tlll'ough (5.2 .1 0) 
allows the coupling coeffi eent to be obta ined. 
A plot of the coupling coefficient obtain ed II s ing full fi eld sim1lla tion, the ap-
proximation of [47] and the method described here is sJIOWll in Figure 5.2. 13 where 
good agreement with t he full fi eld result can b e secn. This shows th at this is an 
accura te approach to obt aining the coupling COC' ffi CC' ll t of a l1I11n\)e]' of a per tlll'es 
where the properties can be obtained from the cx tensive eX1:u llplcs dd in C'c\ in [50], 
[27] or other texts a nd appJied ill the same way as the slot coupling modelled here. 
5.2.5 An Efficient Cavity Mode l 
III order to model the pro pagation of a wi relcss sig ll a l us iJlg t hc (·quivalelll model 
developed here it is necessary to produce 1:1 disc rete Lilll C dUlllail1 ]'cprcsellta t ion 
of the model. Starling from the equival ,tl t cireuil modd ill Figure 5.:2. 1 it is 
pOS8iblc to dcrive SUel l a lIIodel. III COlltrasl to the Jllodel of Figul'c G.2. 1, ld lli l' 
coupling be rcpn'scnted by a variable cire llil COlllpOJl(mt combiJla tiuu of iuduct iv(' 
and capaci t ive terms. 
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Figure 5.2.13: Coupling coefficient from a pproxima t ion" a nel full-field r('sult R 
Discretisation will be cauied out using the tranmission lillc lIlodelling method 
[13] which permits the modelling of passive coml onellts as transmission lincs and ill 
turn provides an unconditionally stable cli:,;crcLc tillie-domain lllodel. Thc capacitor 
and inductor components of Figure 5.2. 1 are lIlodcllcd nsing transmission Iillc 
stubs. The capacitor is modelled as a open circuit st ub where the capacitancc to 
be modelled is given by 
where Cd is the per llnit lengt h capaci t.ance, D.l is choscll to be 
D.l = cD.t 
2 
(5.2.:l5) 
(5.2.:W) 
and t!.t is the tillle taken for a pulse to propagate illto tll C stub and hack. He ll ct', 
the capacitor can bc modelled using It transmission line stub with characleris ti c 
impedance 
(5.2.:\7) 
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where Ld is obtained from the propagation speed c such that 
(5.2.38) 
Following the same arguments, the characteristic impedance of a short circuited 
transmission line representation of an inductor is given by 
(5.2.39) 
More details regarding the approach to modelling inductors and capacitors in 
the transmission line modelling apprach can be found in [13], or in terms of an 
equivalent Z-transform approach in [40]. 
Through modelling the components as transmission lines the model of Figure 
5.2.1 is converted into its transmission line Thevenin equivalent circuit as shown 
in Figure 5.2.14a. The coupling circuit is modelled by the stubs shown in Figure 
5.2.14b which is tuned to the coupling coefficent obtained for the cavity problem 
being considered. 
A time domain solution is obtained by modelling the circuit ill the form of 
Figure 5.2.14c where the incident voltage and impedance in the left-hand-side 
cavity are given by 
2Jbl + ~ ' j . J J + I 
11,1i =: C1 Ll S 
1 1 r c l + ~ ~
(5.2.40) 
and 
(5.2.41) 
Equivalent expressions exist for the right-hand-side cavity and the coupling circuit. 
Therefore, the current in the circuit of Figure 5.2.14c is given by 
1= V l i + V ~ - v l l
Z2 + Zl + Zm 
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(b) 
(c) 
Figure 5.2.14: Thevenin equivalent circuit of the coupled cavity model (a), the coupling 
circuit. (b) and a simplififld circuit. form (c) 
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The update for the next timestep proceeds by calculating the voltage across 
each of the ports of the equivalent circuit. The voltages arc obtained using the 
expressions 
l!i=Vl-IZl 
V2 = V ~ ~ + IZ2 
Vm = V ~ ~ - lZm 
(5.2.43) 
for each of ports. The reflected voltages into each of the stubs can then be calcu-
lated by refering back to Figure 5.2.14a. For example, the reflected voltage at this 
time step, k, and hence the incident voltage at the next time step, k + 1, for the 
inductor of cavity 1 is given by 
(5.2.44) 
The negative sign is due to the stub being short circuited. Equivalently the update 
for the capacitive stub is given by 
(5.2.45) 
The calculations can now be performed iteratively until a solution is reached. 
The input for the circuit is the current sourCe in cavity 1, Is. and the output 
is obtained from the voltage of cavity 2, V2/Z2. This model can be extended to 
include cavity and aperture losses by introducing a resistive clement in parallel 
with the corresponding circuit element. In this way (5.2.40) becomes 
(5.2.46) 
and (5.2.41) becomes 
(5.2.47) 
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where R is a loss term related to Q factor and hence modal width by 
1 
R = 27TC!l.! (5.2.48) 
and C is the capacitance used in the cavity model. 
The model developed here considers the fundamental mode within the cavities 
and the coupling of those modes through the aperture. The thin aperture leads 
to efficient coupling between the two cavities and a splitting of modes at low 
frequencies. The low order modes of the cavities are influenced in the same manner 
as the fundamental mode and possess the same coupling coefficient. High frequency 
resonances corresponding to the higher order modes are influenced predominantly 
by the resonant nature of the two cavites rather than the aperture and sec a cavity 
governed susceptance due to the higher order modes within the coupled cavity [14], 
[49]. If the frequency of interest is sufficient that the modal density of the cavity is 
high then the filter model of Chapter 4, using the generalised approach to channel 
modelling, will provide suitable results for the cavity channel characteristics. At 
low frequency the aperture properties must be taken into account and the model 
developed here can be used to model the lower order resonances in the cavities. 
The model demonstrated applies to only a single mode in the cavities and 
the coupling mode between the two cavities. In practise more modes will be of 
interest in the same way 8.'l the filter model of Chapter 4 WR.'1 used. To model more 
resonances a number of models of this type can be cOllllected in parallel where 
each one represents a cavity mode and its coupling mode. The model can thou be 
tuned to represent a knowll cavity structure or can be applied in a statistical way 
as before where the variables parameters arc used to tune the resonances of the 
cavities that arc coupling through the aperture. 
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5.2.6 Validation 
The model developed in the previous section has been applied to the coupled cavity 
problem in Section 5.2.3 for the two slot orientations in a 21 x 21cm cavity with a 
5cm slot aperture. The resonant frequencies of the individual cavities arc obtained 
analytically using 
(5.2.49) 
to give a resonant frequency of l.0095GHz for the TEllO mode within the cavity. 
This is consistent with the full field modelling previously. The coupling coefficient 
is obtained using the approach described in Section 5.2.4. The expressions shown 
in Section 5.2.4 are used for the vertical slot and the horizontal slot is obtained 
using a similar approach based on the waveguide aperture approach where the 
aperture properties are obtained from [50]. The susceptance of the horizontal 
aperture is obtained in the same manner as the vertical aperture starting from the 
expression 
where 
and 
ka = sin (¥a) 
k r ~ ~ = cos (ra) 
(5.2.50) 
(5.2.51 ) 
(5.2.52) 
Using the analytical approach the coupling coeffients for a 5cm slot are kc = 0.030 
in the vertical slot case and kc = 0.093 in the horizontal slot cl1.<.;e. Using these 
parameters in the transmission line Illadel yields the results shown in Figures 5.2.15 
and 5.2.16. 
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Figure 5.2.15: Cavity response due to vertical slot coupling (capacitive) 
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Figure 5.2.16: Cavity response due to horizontal slot coupling (inductive) 
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LI,· ) ~ ~ ] R. . 
Figure 5 .3.17: Possible internal layout leading to the creation of a wavegllid(' armllgp-
men t 
The results are shown with the results from a full fi eld simula tion of the sallie 
problem . Good agreement can be seen in the positioll of the resonant frcqucucics 
obtained however the appli tude of the modes arc not as accurate. The most likely 
cause of this difference in resonanl mode amplitude is t ha t the ful l fi eld model is 
excited and sampled at single points and til<' fi lter model c1 0es ]JoL dirccliy take 
into accollll t the coupling e'ffi cie)Jlcy of the's(' poillts to ('aell of the lIlodes ill the 
cavity. 
5.3 W aveguide Coupled Cavities 
In addition to the aperture coupled cavities described here it is possibk tha i Ihe 
ap crlnrC' may havC' signi ficant t hicknC'ss tha t its clli off prolH'rLics lIeed lo be COIl-
sidered . All example of the arrangement of inLeresL is where therc is a I ra nsllliLter 
and receiver in a resonant cavity within a n aircraft wing. Also illside Lhe willg 
there may be a fuel Lank or some kin d of support strllcture which, for a sigllificall t 
dis tance, limits the width of th ' transmission spacc. A diap;ra lll illlls i m ling S lIell 
a situa tion is shown in Figure 5.3.1 7. 
In order to simplify the system a sL rllct LIre wit II equnl sized cavi I it'H CO llll t'c lt'd 
by a waveguide a t their cOlltres will be cOllsiderl'd ill Lhis s 'ct iOIl . A S ·ItCIIIHtic 
of the system is shown ill Figure 5.3.1 8. The size of the cl1vi ties m" (I x a x a, 
the cross-sec tional a rea of the wavegllide is d x d. III nil ('ases iL is ass Lllll cd tha t 
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Figure 5.3.18: A simplified schematic of cavities coupled by a waveguide 
the cross-sectional area of the waveguide is much smaller than that of the cavity 
itself. Therefore, the resonant frequencies of the cavity with wavelengths close to 
dimensions of the cavity will not be propagated down the waveguide. Taking the 
TEllO resonance of a 30 x 30 x 30cm cavity, for example, we find that this has a 
frequency given by 
(5.3.53) 
and equal to 0.707GHz. In (5.3.53) a, band d are the cavity dimensions and m, n 
and p are integers where not more than one integer can be zero. 
For the wavegUide the first propagating transverse eledric mode T ElO has a 
cutoff frequency given by 
(5.3.54) 
The cutoff frequency for this mode in a waveguide of dimensions 10 x 1Ocm2 = a/3, 
for example is 1.5GHz. Therefore, the mode corresponding to the first resonance 
of the cavity, and any frequency up to the waveguide cut-off frequency may be 
attenuated by the waveguide and not reach the second cavity. The cOlIllIlonly 
used ISM frequency [32) is 2.45GHz and is much higher than the 1.5GHz cut off 
of this example. In this case a wireless system attempting to communicate ill 
the channel will be able to propagate through the waveguide as this frequency 
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corresponds to a high density of modes in the cavity and waveguide as the density 
of modes is related to the square of the frequency. In this particular case the 
density of modes can be approximated using the expression derived in Chapter 2 
g(f) = 8 1 ! ' ~ P P (5.3.55) 
leading to a modal density of 1.51 x 10-4 modes/Hz. 
The dimension of the waveguide that will lead to the TEO! mode cutoff being 
at a frequency of 2.45GHz can be calculated using (5.3.54) to be 0.0612m ~ ~ 6cm. 
Should the waveguide be of a sufficient length then this value provides a lower limit 
for the dimensions of the waveguide in order to allow propagation into the second 
cavity. For a frequency below cutoff the attenuation constant of the propagating 
wave in the waveguide has the value 
Q = kc,mn ( f )2 1- --fc,mn (5.3.56) 
where kc,mn is the cutoff wavenumber [14J. The propagating wave is then attenu-
ated according to e-az . Therefore, it is expected that for the structure shown in 
5.3.18 the low frequency received field will be attenuated with increasing waveguide 
length. In order to investigate this possibility, a number of 3D full field models 
were constructed using the transmission line modelling technique where the length 
L of the waveguide was extended and the transmitted signal betwccn the source 
cavity and receiver cavity was calculated. The lengths of the waveguidc used were 
0, 20, 40 and 60cm. The S21 response was calculated for each waveguide length 
and is shown in Figure 5.3.19. 
The waveguide dimension in this case was d = lOem and the cavity dimensions 
were a = 3Dcm. The waveguide dimensions lead to a cut-off frequency of 1.50Hz. 
It can be seen that the received field in all cases is greatly reduced below this 
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model 
frequency as the fi eld is a ttenuated by the waveguide, which acts as a high-pass 
filt er. In addi t ion it. ca n be seen that the lengt h o f the wav('gu ide affe(·ts th (' 
dcgrcc of a ttcnua tion below this frcqucncy as was predic ted hy (5. 3.5G). Thc 
at t enua tion b elow t hc cu toff is significant, it can he , cen to he lip to 50dB which , 
if thc waveguidc had dimcllsiOlls closc to those tha t would limit ZigBe frcquencies, 
would likely m akc cOlllll1uIJicalion impossible. 
Thc results shown show a numbcr of l'eSOIlfU1 C('S as wo uld be cx pected . Th(' 
fi elds of the two cavi t ies ar e 1'e 'OlHUlt , these ftrc th(, 11 lillk('d by wh at is C' ff('('i ivC' ly 
a high-p ass filt.er which ha.c; its own frNlllCllcy rC'S])(l1lS(' . TIll' fiC' l<l ill the SOlll'CC 
cavity couplcs to thc wavcgl1idc lllO les as shown ill [38] wJl ich a rt' propaga ted <I OWII 
th e waveguid r., providing they are above cllt off. At ti l(' ('11(1 of the waveguide' n 
virt ua l antenna a r ray is formed radia ting powel' illto the S('co lld cav it y wilh the 
frequency content of t he first. cavi ty aBel wav('guid('. T his INHls to the l'('sOIl1tlll nnd 
a ttcllua tcd rcsp OlliiCii iihoWll ill Figl\l'c 5 .3 .19. In Hit ua t iOlls whel'e the frcquell cy of 
t he wireless sys tem is below tha t of the cut off fr<,q ucucy of the wawgui Ie ('ol1plillg 
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Figure 5.3.20: Cavities coupled by a waveguide with a line inside the waveguide 
will be poor. In such a case it is desirable to increase the coupling between the 
two cavities so that wireless communication can take place. In order to remove 
the cut off properties of the waveguide it is possible to insert a thin wire down the 
centre of the waveguide to form a coaxial structure. This will then allow a TEM 
mode to propagate down the waveguide and not be cut off. 
5.3.1 Waveguide Containing a Wire 
If the waveguide coupling two cavities has a small cross-section the coupling into 
the second cavity will be poor. To overcome this problem a conducting line can 
be passed through the centre of the waveguide as shown in Figure 5.3.20. 
The motivation for this is that the waveguide and conducting line form a coaxial 
transmission line which does not act as a high pass filter in the way the waveguide 
docs. The coaxial transmission line created will propagate energy as a TEM mode 
and the end of the line will act as a monopole radiator or receiver [14J. The use 
of what is effectively a wire in a wireless communication system seems somewhat 
counterintuitive. However, any metal structure that may already be present in the 
environment would create such an arrangement. This may include an alternative 
wired system or pipework for example. 
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To investigate whether the inclusion of an extra line within the waveguide 
provides the necessary coupling a number of tests have been performed. As the 
extension of the line into the cavities acts as monopole radiator, the length h in 
5.3.20 is likely to affect the coupling efficiency. 
In each case the length of the line is modified in both the transmitter and re-
ceiver cavities. The parameters for the investigation are as in the previous section, 
the protruding line lengths used are 6cm 10cm and 14cm where 14cm corresponds 
to the A/4 monopole antenna length for the TEnD resonant cavity mode. The 
transmitted responses are shown in Figures 5.3.21 and 5.3.22 for each line length. 
In addition the response is shown for the system without the extra line for ref-
erence. The results show the effect of varying the length of the antenna on the 
transmission behaviour. 
These results show that frequencies below the cutoff of the waveguide, which 
were shown not to propagate before, now do propagate down the waveguide struc-
ture. The line provides a coaxial transmission line structure allowing the trans-
mission of a signal through the waveguide that would not normally be possible. 
The problem is reduced to that of the basic aperture coupled problem through the 
inclusion of the wire as the waveguide no longer attelluates the wireless signal. 
Furthermore, the results of Figures 5.3.21 and 5.3.22 show that the length 
of the wire protruding into the cavity does not have a s i ~ l I i f i e a l l t t dfod Oll t,lw 
transmitted power. The most likely reason for this is that the resonant nature of 
the cavity coupling to the waveguide means that the wave propagates enough into 
the waveguide that it is able to couple to the wire in an efficient malmor. This 
is similar to the effect seen for the aperture coupled cavities as the cutoff m o d f ~ ~
propagates into the second cavity and excites reSOllance therein. 
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The line itself causes more resonances to appear in the received spectrum. 
Notably, there are resonances close to O.2GHz for each of the cases where the line 
is present. It can be seen that these vary with the length of the line and it has beon 
found that they correspond to standing waves on the transmission lines. Further 
resonances also appear at high frequencies due to higher order modes on the line 
although these are insignificicant as the cavities contain a significnat number more 
modes. 
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Dynamic Models of Cavities 
In previous chapters, suitable computationally efficient models have been devel-
oped to represent highly resonant multi path environments. This chapter investi-
gates resonant cavities whose structure is time-varying, or dynamic, due to low 
frequency structural vibrations or flexing. The physics of such a cavity is of inter-
est as one might consider an aircraft where thc engines, normally contain cd within 
nacelles fixed to the wings, may induce vibrations in the panels of the aircraft with 
frequencies of the order of kHz. 
Considering the ZigBee specification, the bandwidth of the transmitted signal 
is 5MHz so there is a possibility that the vibrations in the pancis of the aircraft 
may effect the signal transmission as the vibrations exist within the bandwidth of 
Zigbee. Although the carrier frequency is far greater than the frequency of vibra-
tion the information is contained within a bandwidth that is directly influenced 
by the physical size of the resonant cavity. 
In order to investigate the effect of these cavity wall vibrations the time vary-
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ing effects of vibrations and flexing must be somehow included in a model of a 
resonant cavity. Previous chapters have explored asymptotic models of cavities 
where the problem space is reduced to only the physical parameters that will af-
fect wireless communications within the cavity, that is the effect of mode density, 
mode splitting, and mode bandwidth or Q-factor. 
The effect of cavity variations on wireless propagation is not well understood. 
Perturbation theory could be used for simple problems where variations in the 
cavity structure are added as a small perturbation to a known analytical solution. 
Such an approach is suitable for simple problems but is not a robust or general 
approach. In the case of a complex cavity problem it is often not possible to obtain 
an analytical solution or predict how a perturbation will effect the solution. 
Full-field models that solve Maxwell's equations directly, though considered 
inefficient, capture all of the electromagnetic physics of the problem, provided 
sufficient regard is given to the discretisation being used. In order to investigate the 
properties of a dynamic environment this chapter develops an approach to augment 
a full field TLM model so that dynamic systems can be efficiently modelled. 
6.1 Requirements 
The Transmission Line Modelling method, or Matrix method, (TLM) in its siln-
plest and most efficient form requires space to be discretised into uniform discrete 
cells with equal size. Furthermore, the time step is chosen to allow synchroni-
sation throughout the mesh where pulscs propagate at the specd of light. The 
electromagnetic properties of individual cells can be modified to allow modelling 
of a multitude of materials, including dielectrics, metals and frequency dependent 
materials. Perfectly conducting, resistive or frequency dependent boundarics arc 
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normally positioned at the edge of cells within the mesh and as a result their 
positioning is limited by the mesh spacing chosen. 
Full field models are not ideal for modelling communications due to the dif-
ferences in the time scales being considered. In the case of ZigBee we observe a 
carrier wave period of 0.416ns and a bit period of 1J-Ls and therefore we require 
the most efficient model possible as sampling of the carrier with a time step of 
l:l.t = )./10 requires a total of approximately 24,000 timesteps per bit. In order to 
implement such a scheme the goal is to produce a model that consists of efficient 
structured cells with boundaries positioned at their true position without the need 
for fine meshes throughout. 
In order to model structural features that do not coincide with the chosen mesh, 
it is required that the boundaries arc positioned at non-integer space steps whilst 
not adjusting the structure of the rest of the mesh. Due to the finite resolution 
l:l.f of the mesh there are a number of less than satisfactory options available to 
the modeller. 
• The modelled boundary can be positioned at the closest node to its actual 
position. This is not ideal as the position of the boundary could be up to 
O.5l:l.! in error, which also leads to coarse staircasing errors. 
• The resolution of the mesh can be increased to accommodate the boundary 
which, as discussed, is not acceptable as it leads to a large increase in the 
required computational overheads and time. 
• A multigrid mesh could be used where thn sI'!l.cn st.ep, l:l.l, is reduced where 
required. However, a small timestep and stubs in the main region of the 
simulation would be required. These stubs arc not ideal as they reduce the 
timestep that can be used and lead to dispersion in the mesh and, therefore, 
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must be handled carefully [13J. 
Another goal is that a model that is capable of modelling a dynamic, time-
varying, environment is required and that it must be possible to move specific 
features within the mesh. The positioning of a boundary followed by running a 
simulation is a trivial task, but the movement of a boundary during a numerical 
simulation is much more challenging. There are a number of factors that must be 
considered when attempting this: 
• The model must conserve energy as the boundary is moved 
• Small boundary movements « Ai) must be modelled in the discrete mesh 
• Ideally we would like to maintain a large mesh spacing to minimise the 
computational overhead 
These constraints limit the way in which the boundary can be moved in the 
model. The simplest way to change a boundary position would be to adjust the 
number of cells in the model mesh as the simulation proceeds. However, in order 
to model small movements in a regular mesh a very small mesh spacing would 
be required which is not ideal. Most importantly, energy conservation would be 
difficult if the grid is increased or decreased by one cell. For a one cell increase 
the field values in the new cell must be calculated in some way. Equally it would 
be difficult to determine what to do with the field values if the mesh is reduced by 
one cell. 
Taking these requirements and limitations into consideration the following sec-
tions explore some existing techniques for modelling such a system and develop 
a novel and efficient modelling technique t.hat fulfils t.he aforementioned require-
ments. 
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Figure 6.2.1: A graded mesh (left) and gradiug close to the exleTllal botllldary (r ight) 
6.2 Existing Approaches 
There are a number of existing approaches to boundary placemeut within struc-
tured grids. However, these approaches suffer from a number of limitations that 
make them unsuitable for application to the problems being moclellecl here. This 
section describes the principles of the existing models and their limitatiolls prior 
to a novel fractional boundary placement model being derived . 
6.2.1 Graded Mesh 
A well known solution to the requirelllent for loca lised delail withill a strnc tured 
mesh is the variable , or graded, mesh. The graded JIlCSIt allows tltt' Illodclkr 10 
explicitly model sl1Htll features ill a coarse lllesh by ]oeally r ( ' ( l 1 1 ( ' i l l ~ ~ t Ite nll's lt 
spacillg in one or more dimellsiolls . A 11 examp le of such H Jllesh is showll in Fignre 
6.2.1 
This approach allows the mesh to be distributed so tbnt the cell t'dges 'oi ll cide 
with the features being modelled. It call be seen that synchrOll isnlioll of the lIIesh 
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requires that the neighbouring cell must have the same edge length as the cell it 
connects to. The consequence of this restriction is that a 3D mesh is graded in 
planes as shown. 
It is a requirement here that the model developed should be able to perform 
comparable conformality at the external boundaries, and possibly internal bound-
aries, where the grading can be varied dynamically. It is only the boundaries 
that are time varying in position and the rest of the mesh must be kept the same 
throughout the model. 
Considered here are cases such as that shown in Figure 6.2.1 where it is desir-
able to keep the internal mesh constant whilst only varying the boundary cells. 
An approach of this type can be implemented using a graded mesh, however the 
grading of the structured mesh introduces an undesirable limitation on the simula-
tion time step. Other published works are based on what is termed the tensor node 
[51] which, although being a more efficient algorithm, suffers the same limitation 
as the graded mesh. 
The limitation of the graded mesh approach can be demonstrated using the 
example shown in Figure 6.2.1. It is required that the region of the mesh adjacent 
to the boundary has a thickness of d in the z direction where d < < til. The 
remainder of the mesh is modelled using a regular structured symmetrically con-
densed node (SCN) grid, as in this region the structure remains static throughout 
the simulation. This structured region has a transmission line impedance of 
Zo = 1]0 = !iii Vg; (6.2.1 ) 
The region of space modelled adjacent to the boundary ha.'l a z-directed capac-
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itance associated with it of 
(6.2.2) 
which must be modelled by the modified cell. 
The SCN cell already has a capacitance associated with it in this direction due 
to the four associated link lines equal to 
2 ~ t t
CSCN = 4Clink =-Zo 
(6.2.3) 
We therefore introduce a stub capacitance C; [13J to model the missing capacitance 
of the SeN cell so that the total required capacitance (6.2.2) is modelled, where 
Cz = CSCN + C: (6.2.4) 
Represented as a characteristic admittance, the stuh capacitance is given in the 
typical form 
y = 2C; = 2 c o ~ 1 ~ 1 1 4 
z ~ t t d ~ t t Zo 
Normalising the expression with respect to frcc space, as is customary [13J 
_ 2 ~ l 2 2
Yz = YzZo = -- - 4 c ~ t t d 
Following the same procedure for the other two dimensions, where 
C - c _ e o ~ l d dx - y - ~ l l ' 
equivalent expressions for the stub admittance can be obtained 
-- -- 2 Yx =Yy = -d-4 c ~ t t
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Further expressions can be obtained for the stub impedances to model the correct 
cell inductance in the same way as described here. 
The limitation of the graded mesh approach to a fractional boundary placement 
model is apparent in (6.2.6) and (6.2.8). The admittance of the stub must be 
positive to maintain stability and physical meaning. In order to ensure this criteria 
is satisfied the inequalities 
and 
2 dZ2 
-->4 
cdt d -
~ d > 4 4
cdt -
must be satisfied for the three dimensions. 
(6.2.9) 
(6.2.10) 
It can be seen that in the limit d ---+ t:.l both equations reduce to being equal 
where the maximum TLM timestep is being used 
t:.l 
dt = -2c 
(6.2.11) 
That is, the case where the cell is equivalent to the unmodified SCN and requires 
no modification. 
However, in the limit that d ---+ 0 the left hand side of (6.2.10) tcnds to zero 
and the timestep, to satisfy the inequality, must also tend to zero. In fact, in the 
limit of d = 0, the simulation must be infinitely lOllg to model any physical timc 
period at all. Therefore, in order to compensate for reducing d, the timestep used 
in the simulation must be reduced where it must be ensured that, from (6.2.10), 
d 
t:.t < -
- 2c 
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A reduction in the time step throughout the mesh leads to much longer runtime 
and requires stubs to be introduced throughout the mesh. In addition, if the 
boundary extension is applied by making the boundary cells larger 80 that they are 
f11 + d in length then stubs must also be added to the bulk mesh to maintain mesh 
synchronisation. The introduction of stubs increases dispersion errors in the model 
[13]. It is clear that neither of these two outcomes arc desirable and considerably 
affect the displacement range, d, that can be realistically and practically modelled 
using the graded mesh boundary. For the reasons outlined above it can be seen 
that the graded mesh model would be limited and inefficient for modelling the 
systems of interest here and another model must be sought. 
6.2.2 Stub Model 
In order to avoid the problems associated with the graded mesh model there has 
been previous work based on a specific boundary model, not based on the SCN. The 
approach described here uses inductive stubs to model an arbitrarily placed perfect 
electric conductor (PEe) boundary. Such techniques can be found in references 
[52, 53] and the references listed therein. This section describes a method based 
on this approach and shows the limitations of the method under certain critical 
conditions. 
It has been demonstrated that in order to model delays in a structured TLM 
mesh the speed of propagation can be changed within the cell through the use 
of inductive and capacitive stubs. Equivalences between the Telegrapher's and 
Maxwell's equations show that an inductive stub can be modelled by a short 
circuited transmission line. This section describes the simple inductive stub model 
which can be used to greater effect for simple ID problems. It will be shown that 
its application to higher dimension problems is not straight forward and leads to 
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numerical errors. 
The conventional inductive stub boundary for modelling fractional boundary 
placements proceeds by modelling a cell of length A£ + d by a normal TLM cell of 
length b.£ and an additional segment of length d, as indicated in Figure 6.2.2. To 
maintain synchronism in the scattering and connection processes, the round trip 
time of the additional segment must be equal to the computational time step, l:!..t, 
of the mesh. 
The normalised input reactance of a transmission line of length d terminated 
by an electric boundary is given by [52, 53] 
(jWd) Zi = Zo tanh -;;- (6.2.13) 
where, for a one dimensional (lD) TLM model, the transmission line impedance 
is equal to the free space impedance Zo = 1]0. Providing the transmission line 
extension is much less than the wavelength of interest, which is assumed true as 
d < b.£« Amin, the approximation tanh{x) ~ ~ x for x « 1 can be used, 80 that 
where 
'7 (iWd) . L Zi =£10 7 =JW 
Zod 
L= - =J.Lod 
c 
(6.2.14) 
(6.2.15) 
In (6.2.15) /1,0 is the permeability of free space. The boundary extension can 
therefore be modelled as shown in Figure 6.2.2 by an inductive transmission line 
stub with characteristic impedance 
(6.2.16) 
where for a 1D TLM model All l:!..t = c. 
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I 
•• d 
Figure 6.2.2: ID inductive stub model 
This model can be used to extend the boundary of a two dimensional (2D) and 
three dimensional (3D) mesh where the stub is attached to the appropriate ports 
of the boundary node [53]. The transmission line impedance of the stub in each 
case is 
(6.2.17) 
where for the 2D case D.f/ D.t = v'2c and for the 3D case 6.f/6.t = 2c. An 
equivalent model can be created using a capacitive stub to represent a magnetic 
boundary, and a general boundary can be modelled using a resistor and inductor 
or capacitor combination. It can be shown that the boundary extension produced 
using this technique is very accurate when considering normal incidence all the 
boundary. 
The additional length added to the line should cause a reflected pulse to be 
time delayed by an amount dependent on the extension added to a 1D transmission 
line. Figure 6.2.3 shows the incident and reflected pulses from the boundary with 
varying extensions produced using the inductive stub. The delays are shown for 
extensions up to ill. The figure also shows the delay when an additional TLM cell 
is added to the transmission line (dotted). 
It can be seen that the delay produced by the d = ill stub agrees well with 
the result for an additional cell. The extensions of d < 6.[ also show the expected 
delay in the reflected pulse, increasing with ineeasing d. There is only a very small 
error in the resulting delay, this is likely due to the stray capacitance error in the 
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inductive stub. 
The model described in [52] and [53] can be used to accurately simulate a metal 
cavity with boundaries positioned at non-integer space steps provided; (a) the field 
of interest is polarised normal to the modified boundary or (b) the dimension of the 
cavity to be modified is long compared with the other two dimensions. However, 
the model becomes very limited if we are to apply it to the kind of problems in 
this thesis as demonstrated here. 
The response of a 20 x 20 x 21 m metal cavity to a pulse excitation is shown 
in Figure 6.2.4 where the Ez field is excited and measured. The results shown 
were obtained using a space step of tl.£ = 1 m, the maximum time step for the 3D 
model and a Gaussian excitation with a half width of a = 50tl.t and a delay of 
150tl.t from t = O. The result shown was obtained for an inductive stub boundary 
extension used to extend the cavity in the z-dimension from 20 to 21 m by adding 
to the Zmax boundary, so that d = tl.f. Also shown is the response obtained by 
adding a normal TLM cell to the Zmax boundary. Electric boundary conditions are 
imposed on all boundaries. This particular example was chosen as it violates the 
two conditions outlined above in order to demonstrate the failure of the inductive 
stub model. 
It can be seen in Figure 6.2.4 that the stub model response shows a non-physical 
resonance at ~ ~ 12.36 MHz which is uot present using a normal TLM node, nor is 
it au analytically predicted resonance. This result is for the maximum boundary 
extension the modeller would wish to use and the displacement of this peak from 
12.78 MHz reduces with decreasing boundary extcnsion. Nonetheless, thc peak is 
present for all boundary extensions which would lead to erroneous results. 
Further non-physical peaks are present in the response and they increase in 
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number with in [casing modal density at higher frequellcies. Simi lar results for 
the othe[ wave polarisations reveal multiple nOli-physical resonaltces with varying 
degrees of magnitudc and will havc a significant impact Oil prcdictiolts as th' lllodc'l 
produces lJ10deH which do not 'xist in reality, Tlle lind 'Hired C'frc,C"t of t !tis b()ulldary 
is to increase the density of Illodes in the cavHy, tho ill T 'aHO with deJlsity of lIIodc's 
incrca.,)CH further aH frequency incrcases. 111 the overmoc\ed cavi ties of i utercsL this 
will havc a significant cITec t on the rcsults o b t ~ t i l l e ' d d for ('ITor rate <lllalysis . It will 
bc shown in Chapter 7 that the density of mode'S dire'ct Iy crfccts the' ('ITOI' mIt's if 
a wireless systcm is used in the reSOllant ellvirOlllll(,lIt I1ml this model would lIot 
be suitable for wireless propagation stud ies, 
The elTors ill Lhe boundary can be theorised to occur elite to lll(' loss of dircc-
tionality at the bOllndary. A horizontally polarised wave illcidellt lIorlllal to tll(' 
boundary will be rcfkctrc\ from it in thc usual way. A wavr incidellt (1t nil 1l1lp,1(' 
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to the boundary region is transferred to a 10 domain within the boundary region 
and loss of propagation information occurs. The component which was parrallcl 
to the boundary is no longer modelled. The result is that we lose information 
relating to the magnetic field parallel to the boundary. 
The limiting case is a wave propagating parallel to the boundary. As stubs arc 
used to extend the boundary there is no direct communication modelled between 
the stubs in adjacent nodes, so in order to propagate along the boundary the wave 
must pass in a zig-zag path through the ordinary nodes of the mesh. The result 
is that the wave velocity parallel to the boundary is less than the speed of light. 
This effect and the errors described in the previous section arc estimated below. 
The propagation velocity along a boundary extension d from the bulk mesh, 
where the boundary is modelled using the inductive stub to extend fractionally 
the boundary of a 2D mesh, is ·Ub. The 2D series TLM node is shown in Figure 
6.3.5. The capacitance seen by the electric field in the 20 series node is 
(6.2.18) 
where cO is the permittivity of free space. The current loop at the node centre sees 
an inductance from each of the vertically and horizontally directed lines equal to 
(6.2.19) 
The stub added to one of the transmission line ports effectively adds an inductance 
equal to (6.2.15) so that the total modelled inductance is 
J.i-oAf. J.i-06.£ (d ) 
Ld(tot) = -2- + -2- + Ji-Od = J.i-06.£ 1 + 6.1 (6.2.20) 
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Therefore, the propagation velocity along the boundary is 
(6.2.21) 
Equation (6.2.21) shows that Ub is a function of d and the larger the boun-
dary extension the lower the velocity of propagation along the boundary. Ideally, 
propagation velocity should be independent of d to ensure that a wave always 
propagates at the speed of light along the boundary. In order to correctly model 
the fractionally positioned boundary the communication between boundary stubs 
must be included in the model. 
6.3 New Boundary Development 
In order to model the connection between the boundary nodes the boundary can 
be considered to be a regular wire lattice as opposed to a solid metallic structure. 
This wire mesh can in turn be modelled using a transmission line model where the 
free space solution couples to the wire mesh boundary. The properties of the free 
space region between the edge of the main mesh and the boundary mesh can then 
be modelled through the wire mesh properties and the coupling parameters. 
6.3.1 20 model 
The boundary model is developed in 2D through the model showll ill Figure 6.3.6. 
The standard modelling procedure using series nodes can be found ill [13], [39] or 
[40] so will not be discussed here. The transmission line impedance of a 2D series 
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0( 
ZTL 
ZTL 
Figure 6 .3.5: 2D series TLI\I lIod(' 
TLM node is 
and the velocity of propagation is 
z _ 1/0 
n - y'2 
t:.e = V2c 
t:.1 
(6.3.22) 
(u.3.23) 
H can be seen that in a 2D mesh the boundcu'y is modelled as a ] D lint' rUlllling 
the IcngUl of tlH' uoundary, Figure G.3.Gb. The Jield Ilode and the lillt' houndary 
model are coupled through Va. The properties of the PEe bOllndary art' illlplici I Iy 
contained in the pcu'ameters of the line and there is 110 lit' d I nlodify TLM 
nodes terminated with a fractionally plac'd houndary. The propertk's of lht' lill(' 
representing the boundary are 'hoscn to obtain the correct propap;ntioll vdocily 
normal and parallel to the boundary. 
Initially the case for a 2D seric.'l lllesh termillated hy 1\ fmcl iOllftlly placed PE 
boundary will be developed. The series llIesh is asslIllIed I () be ill I he .r-z plall(" so 
that it models the Ex, E z alld Hy fields. The> 111('sh is I (,l'Ininaled hy HIl .I:-Clirecled 
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boundary corresponding to z = Zmin and x = 0 to x = X max . The Telegrapher's 
equations describing the x-directed line are 
-Ax av" = L a1bx - Vo 
ax 8t 
(6.3.24) 
-Ax a1bx = cav" 
ax at (6.3.25) 
The voltage representing the field coupling into the boundary is represented 
by Vo in (6.3.24). The capacitance and inductance of the line is chosen so that 
it models the boundary and the extension d to the regular Cartesian field mesh. 
The region of free space with dimensions At x At x d to be modelled by the line is 
shown in Figure 6.3.6a. The capacitance and inductance of this region are given 
by 
c = co(At)2 
d 
f.1{JAf. d 
L= -- =J.Lod At 
(6.3.26) 
(6.3.27) 
The per-unit length capacitance and inductance modelled by the boundary wire 
are given by 
C 
Cb= At 
L 
Lb= At 
(6.3.28) 
(6.3.29) 
The characteristic impedance of the volume of space and hence the impedance to 
be modelled by the line is 
(6.3.30) 
The velocity of propagation parallel to the boundary is 
at 
u=--
VLC 
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It can be seen from (6.3.23) and (6.3.31) that the velocity of propagation in 
the line is not the same as that in the bulk mesh. The speed of propagation in the 
line is to be adjusted using stubs. The calculation of the stub impedances and the 
derivation of the TLM equivalent circuit model proceed as follows. 
The boundary current is normalised (40J with respect to the boundary impcd-
ance using 
(6.3.32) 
where the normalised current ibx has the units of Volts. The temporal and spatial 
derivatives are normalised with respect to the space step and time step using 
a (1) {J 
ax = At ax' 
{J (1) {J 
at = At aT' (6.3.33) 
Normalising (6.3.24) and (6.3.25) using (6.3.32) and substituting (6.3.23), (6.3.28), 
(6.3.29) and (6.3.30) yields the normalised Telegrapher's equations 
(6.3.34) 
(6.3.35) 
These expressions are converted to a travelling wave format (54], [55J using 
ali aibx 2v,i 2v,i 2' 
- - - -- = b4 - b5 - tbx ax aT 
(6.3.:lli) 
Bibx aY/, _ 2v,i 2v,i 21J' 
--- - - - b4 + b5 - Vb ax aT (6.3.37) 
where V ~ ~ and V ~ ~ are the incident voltage pulses from the left and right of the line 
segment in Figure 6.3.6b. The remaining differential voltage and current terms 
are converted to a stub format (54J as shown in Appendix C.l to give 
( J2 - 1) ~ : : = 2vtiLx + 2 ( J2 - 1) ibx (6.3.38) 
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- - - - - - - - - - - - - ~ - - - . .
-------------.--_. 
2V,!s 
Figure 6.3.7: TLM equivalent circuit for fractional boundary placement in 2D 
(v'2 - 1) ~ ~ ~ = 2 (v'2 - 1) Vb - 4 (v'2 - 1) V ~ ~ (6.3.39) 
The voltages VbiLx and V ~ ~ are the incident voltages on the inductive and capacitive 
stubs respectively. 
Substituting (6.3.36)-(6.3.39) into (6.3.34) and (6.3.35) yields the normalised 
boundary voltage and current 
. 2 V ~ ~ - 2 V ~ ~ - 2 V ~ L x x + Va 
Zbx = 2V2 (6.3.40) 
(6.3.41) 
Equations (6.3.40) and (6.3.41) can be interpreted as the circuit representation of 
the magnetic and electric field in the boundary region and the surface current 011 
the boundary is implicitly included in the boundary model. These expressions can 
be used to construct the TLM equivalent circuit shown in Figure 6.3.7 where the 
coupling transformers are ideal with a 1:1 turns ratio. 
In (6.3.40) the voltage Va is ohtained from the reflected voltage of the neigh-
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bouring 2D series node as shown in Figure 6.3.5 and is given by 
Vo = 2V; - 'ibxYO (6.3.42) 
where Yo is the normalised boundary admittance 
(6.3.43) 
The incident voltage on the inductive and capacitive stubs are obtained in the 
usual way, so that 
(6.3.44) 
HI V ~ ~ = k VIC = k Vb - k Vk (6.3.45) 
where k is the iteration index. 
The reflected boundary voltages in the +x and -x directions are given by 
(6.3.46) 
V ~ ~ = Vb+ibx - V ~ ~ (6.3.47) 
The incident voltage on the 2D series node adjacent to the boundary is calcu-
lated using 
V;i V;r . k+I 0 = k 0 - k ~ b x Y o o (6.3.48) 
If the model is used to replace the final node at the end of a houndary V ~ ~ and 
V b ~ ~ are replaced with PEC boundaries so that the modelled boundary reducc..'l to 
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only the inductive stub with impedance 
(6.3.49) 
which can be seen to be identical to (6.2.17) for the stub model discussed in Section 
6.2.2. 
6.3.1.1 Connection 
The connection of the boundary ports VM and Vb5 for a fixed boundary thickness is 
performed by passing voltages between the adjacent nodes. However, the boundary 
model developed here enables the boundary displacement to vary with position so 
that the boundary impedance becomes dependent on the node being considered 
Zb =;. Zb(n). Therefore, the connection p r o c ( ~ s s s is modified to account for this 
possibility. 
The total voltage at the connection of the nodes nand n + 1 is givcn by 
VI _ 2Vb'5(n)Zb(n + 1) + 2Vb'4(n + l)Zb(n) 
M,5 - Zb(n + 1) + Zb(n) (6.3.50) 
The voltages incident on the ports of nodes nand n + 1 at the next timc step are 
subsequently calculated using 
k+l V ~ ( n ) ) = k VM,5 - k Vb'5(n) (6.3.51 ) 
(6.3.52) 
It can be seen from (6.3.50)-(6.3.52) that if Zb(n) = Zb(n+ 1) the Ilode cOllllection 
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reduces to the normal ID connection algorithm 
(6.3.53) 
(6.3.54) 
In a region where the boundary displacement d = 0 then Zb(n + 1) = 0 and the 
connection algorithm can be seen to reduce to the electric boundary condition 
(6.3.55) 
as required. 
6.3.2 3D model 
The development of a boundary for the 3D SCN mesh proceeds in the same way 
as the 2D case. The configuration is shown in Figure 6.3.8 where the fractional 
space next to the boundary is occupied by the shunt node. Voltage sources are 
introduced into the shunt node to effect coupling with the field 3D node. The 
boundary derived here is to be positioned on the Zmin boundary of the mesh and 
therefore extends in the x-y plane. Equivalent models can be derived for the other 
boundaries of the mesh. The differential equations describing an x and y directed 
curnmt flow in the boundary region arc given by 
(6.3.56) 
(6.3.57) 
(6.3.58) 
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d 
Figure 6.3.8: Coupling of the SON fi!'ld nod!' to thl' bOlllldary shullt 1I0d(' 
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where the port numbers are taken from Figure 6.3.8 so that Vo and V6 couple to 
the x and y directed ports respectively. The boundary impedance is assumed to 
be equal for both polarisations and equal to (6.3.30) so that Zbx = Zby = Zb. 
Normalising (6.3.56), (6.3.57) and (6.3.58) using the 3D time step 
~ £ £ (6.3.59) 
-=2c I1t 
yields 
_ al'b = 20ibX _ Vo 
ax 8T 
(6.3.60) 
_ Bl'b = 28iby _ V6 
BY 8T (6.3.61) 
_ 8ibx _ 8iby = 2 8Vb 
ax BY 8T (6.3.62) 
Converting to travelling wave format using equivalent expressions to (6.3.36) and 
(6.3.37) and converting the derivative terms to stub formats using 
Bibx v,i 2' BT = 2 bLx + Zbx 
yields the expressions for the currents and voltages 
. 2 " ' b ~ ~ - 2 V ~ ~ - 2"'biLIi + Va 
zby = 4 
Vb = 2 " ' b ~ ~ + 2 V ~ ~ + 2 V ~ ~ + 2 V ~ ~
4 
(6.3.63) 
(6.3.64) 
(6.3.65) 
(6.3.66) 
These expressions can be unnormalised and used to construct the TLM equivalent 
circuit shown in Figure 6.3.9. Conveniently there is no need for a capacitive stub 
in this case, assuming that the model is used at the maximum time step (6.3.59). 
Should a lower time step be used then the capacitive stub needs to be included 
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2Vo'" 2V; 
2 V ~ ~
Figure 6.3.9: TLM equivalent circuit for fractional boundary placement in 3D 
in parallel with the boundary voltages. This is shown in more detail in Appendix 
C.2. 
6.3.3 Validation 
In order to calculate the modelled boundary displacement and propagation veloc-
ity characteristics the domain considered consists of a 1000 x 1 x 1 cell TLM mesh 
bounded by PEC boundaries at Zmin and Zmax and PMC boundaries at Ymin 
and Y max . Exciting ports 8, 9, 10 and 11 in this case yields a y-polarised plano 
wave propagating in the x-direction for these boundary conditions. The boundary 
displacement can be calculated whcrc the fractional boundary is applied to the 
Xmax boundary, therefore normal incidencc is cnsured. The propagation velocity 
can be calculated where the fractional boundary is applied to the Zmin boundary, 
ensuring a field polarisation perpendicular to the boundary and propagation along 
the length of the boundary. 
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Table 6.3.1: Error in boundary displacement with normal incidence in 2D lIlesh 
Extension (.6.€) I Modelled Extension (.6.€) I Error (%) 
0 0 0 
0.2 0.19999 0.196xlO .;j 
0.4 0.39999 1.156xlO .;j 
0.6 0.59998 2.951xlO -;j 
0.8 0.79996 5.195xl0 -;j 
1.0 0.99992 8.115xl0 -.1 
Table 6.3.2: Error in boundary displacement with normal incidence in 3D lllesh 
Extension (.6.€) I Modelled Extension (.6.€) I Error (%) 
0 0 0 
0.2 0.19999 0.514xl0 -;j 
0.4 0.39999 1.527xlO -;j 
0.6 0.59997 4.929xl0 -;j 
0.8 0.79992 9.397xlO -;j 
1.0 0.99985 15.40xl0 -3 
6.3.3.1 Boundary Displacement 
The boundary extension modelled using the developed model can be compared 
with the desired boundary extension to calculate the error in the model. To main-
tain syncllronisation in the TLM mf'Bh a pulse propagates .6.£ every .6.t (assuming 
the maximum time step is used), therefore, the delay resulting from a boundary 
extension of less than .6.€ will be less than .6.t. Under these conditions the precise 
time domain propagation delay of a reflected Gaussian pulse, for example, would 
be difficult to resolve and would require the use of an inaccurate curve-fitting 
approach. Therefore, the time delay due to a reflection from the displaced wall 
is calculated in the frequency domain where a phase shift 9 is related to a time 
domain delay through 
jO = -1 [F{J(t-td}] 
n F {J(t - to)} 
= -In [exp (-jW(tl - to))] = jW(tl - to) 
157 
(6.3.67) 
(6.3.68) 
CHAPTER 6. DYNAMIC MODELS OF CAVITIES 
where :F {J(t)} represents the Fourier transform of the function f(t). Therefore, 
the gradient of the function ~ ~ (j(J) = WT is equal to the time delay betwccn the 
two signals where 
r = tl - to (6.3.69) 
The modelled boundary extension, compared with an extension of d = 0, can 
be calculated by comparing the time difference between the pulses from either 
boundary using 
d'= ~ ~
2 
where propagation velocity is assumed to be c. 
(6.3.70) 
The errors in the boundary extension on a 10 line using the 2D model and 
the 3D model are calculated using this method and are shown in Tables 6.3.1 and 
6.3.2. The results shown were obtained using a space step of !:::..t = 10 m, the 
maximum time step for each model and a Gaussian excitation with a half width 
of a = 50!:::..t and a delay of 150!:::..t from t = O. The boundary extension was added 
to the Zmin boundary in both cases and suitable boundary conditions were chosen 
for the other directions. 
It can be seen that the propagation delay modelled by the boundary for normal 
incidence is very accurate; errors arc typically less than the order of 10-3%. 
6.3.3.2 Propagation Velocity 
The failure of the original stub model was due to the fact that the propagation of 
a wave along the boundary is slowed considerably leading to non-physical modes. 
The propagation speed along a boundary using the model developed here has been 
calculated. Using a ID line a boundary extension was modelled along the length 
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Table 6.3.3: Error in boundary propagation velocity in 2D mesh 
Extension (At) I Propagation Velocity Error (%) 
o 3.163xlO-4 
0.2 2.681xlO -4 
0.4 3.087xlO -4 
0.6 2.232xlO -4 
0.8 2.452xlO -4 
1.0 1.935 x 10 -4 
Table 6.3.4: Error in boundary propagation velocity in 3D mesh 
Extension (At) I Propagation Velocity Error (%) 
o 2.854xlO -0 
0.2 2.806 x 10 -0 
0.4 3.551xlO -0 
0.6 2.734xlO -5 
0.8 5.793xlO -n 
1.0 3.020x10 ·5 
of the line using both 2D and 3D nodes. The line is excited using a Gaussian pulse 
with a half width of (J' = 50At and a delay of 150At from t = 0, the maximum 
time step was used in each case for a space step of At = 10 m. The velocity of 
propagation is calculated by measuring the field at two nodes along the line no and 
11,1 and the delay T calculated in the Fourier domain using the method described 
above, the velocity of propagation is given by 
Al'(nl-no) 
U = --'-"-_:":' (6.3.71) 
T 
The values of 11,1 - no was chosen to be 10 so that the measurement nodes arc 
separated by 100 m. The propagation velocity error for the 2D and 3D model arc 
shown in Tables 6.3.3 and 6.3.4. 
It can be seen that the propagation velocity obtained using the new boundary 
model is very accurate and almost exactly equal to the speed of light. 
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Table 6.3.5: Error in 3D cavity resonant frequency of the first 10 modes 
Mode I Analytical (MHz) I Model (MHz) I Error (%) 
TElOl 10.3501 10.3566 0.0628 
TEllO 10.5994 10.5899 0.0896 
TE1l1 12.7788 12.7673 0.0900 
TE0l2 16.1238 16.1525 0.1780 
TEo21 16.6025 16.5962 0.0379 
TE210 16.7591 16.7380 0.1259 
TEu2 17.7806 17.7855 0.0276 
TE211 18.2159 18.1835 0.1779 
TE()22 20.7002 20.6949 0.0256 
TE122 22.0152 21.9895 0.1167 
6.3.3.3 Rectangular Cavity Resonance 
The new boundary has been used to model the resonances of a 20x20x21 m box 
using a step size of 1m as discussed in Section 6.2.2. The boundary extension 
has been used to model a boundary thickness of d = /).f on the Zmin boundary. 
This extension was chosen so that results can be compared to that of a regular 
SCN TLM cell. The response to a Gaussian excitation is shown in Figures 6.3.10-
6.3.12 for fields Ex, Ey and E z. The figures also show the response obtained using 
the conventional stub model. 
It can be seen from Figures 6.3.10 - 6.3.12 that the new boundary model 
produces the correct resonances without the non-physical resonances produced in 
the original stub method. The resonant modes can be seell to agree well with 
those obtained using a normal TLM node. The first ten resonances of the cavity 
are compared with the analytical resonances for the cavity in Table 6.3.5. It can 
be seen that the error in the resonant frequencies arc small and less than 0.18% 
in all cases. The model can be used to model a cavity with dimensions that 
do not coincide with the space step. The TEllO resonance of a 20 x 20 x (20 + 
d) m cavity for d = 0.00,0.15,0.50, 0.75, 1.00/).{ obtained using the 3D model 
is shown in Figure 6.3.13. The analytical resonances arc shown (dotted) and it 
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call be seen that the model accurately models the rCSOlHlJI CeS of lhe cavity with 
fractional boundary placements. The error ill the resolHUlt frequellcy for a 1l1l111lwr 
of modes and boundary extensions is shown ill Figure u.3 .1,j. It ('all be S('(,11 thai 
the modelled rcsonances are accurate Lo within abouL 0.05% for I h(' firsl cavily 
mode and the errors increase as the mode freCJucllcy approHciles LIlt' 111('sll lilllil. 
The resonance error remains small and comparable to tllal of II reglllar SeN TLM 
mesh approaching its maximulIl usable frequen cy. 
6.4 Non-PEe Boundaries 
The model developed so far !cals wiLh a PB b01111dary cOllllcd('cl 10 lit ' hulk 
mesh. This boundary is suiLable for 1lI0st cases thaL w' m' Iik ' ly Lo ('II<'Ollllll' l". 
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However, there are instances where an alternate boundary condition may be re-
quired, for example lossy or magnetic boundary properties. The following subsec-
tions describe the modifications necessary to model such boundaries. 
6.4.1 Magnetic Boundary 
A perfect magnetic conductor (PMC) boundary, that is a boundary with a reflec-
tion coefficient equal to 1, may be required in some instances. Such a boundary 
is required for terminating models that may have a structural periodicity, for ex-
ample a cascade of cavities or a purely symmetrical cavity. The PMC boundary 
allows the modeller to reduce the modelling space by assuming that the behaviour 
within the imaginary domain on the other side of the boundary is exactly the 
same as the domain terminated by that boundary. Another, and perhaps more 
applicable, usc of the PMC boundary is to terminate thc 2D shunt mesh. The 
shunt mesh can be considered to be the dual of the series mesh. In cases where 
the modeller would terminate the series mesh with the PEC condition, the shunt 
mesh requires termination with a PMC condition [13J. 
The boundary model developed so far can be used to model a PMC boundary if 
the discrete representation of a gyrator is introduced between the incident voltage 
from the bulk mesh and the boundary model. A gyrator is physically realised as a 
device constructed using an operational amplifier eircuit., which converts voltages 
to currents and currents to voltages respectively. 
Computationally, the gyrator can be realised as a simple passive modelling 
device. Modelling proceeds whereby V1 and It arc the voltage and current 011 the 
input side of the gyrator. V2, h are the voltage and current 011 the output side of 
the gyrator and Rg is the gyrator resistance. The transfer matrix for a gyrator is 
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given by 
(6.4.72) 
In TLM the field-circuit equivalences are 
E=-Vjt:.f, H=-I/t:.f (6.4.73) 
Therefore, the properties of the gyrator allow the existing boundary to represent 
a magnetic boundary as the conversion between voltage and current is equivalent 
to a conversion between electric and magnetic fields. The incident voltages on the 
boundary, Vo and V6, are coupled through gyrators into the boundary model, so 
that a short circuit modelled in the boundary is seen as an open circuit in the bulk 
mesh. 
To correctly model the magnetic boundary we set the gyrator resistance equal 
to the transmission line impedance so that 
Rg = ZTL (6.4.74) 
By oxpanding the gyrator transfer matrix we obtain the new voltage and imped-
ance coupling into the boundary line. It can be shown that the voltage is given 
by 
and the impedance by 
__ R2 
ZTL = -g-
ZTL 
(iA. 75) 
(6.4.76) 
Substituting for Rg we find that these are equal to 2Vcf and ZTL respectively, wlikh 
can be seen to be the same as for the PEC boundary values. The new iucident 
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voltage on the field node equivalent to that of (6.3.48) is given by 
(6.4.77) 
The new incident voltage obtained through (6.4.77) has the opposite sign to that 
of (6.3.48) as is required for modelling of a magnetic boundary. 
6.4.2 Lossy Boundary 
Due to the skin effect it is not accurate to model the boundary using the PEC 
boundary condition. Except for a 8uperconducting boundary, there will be a small 
amount of loss associated with the boundary and the corresponding reflection 
coefficient will not be exactly equal to -1 for the metallic boundary. 
In order to include the loss associated with the walls of the structures being 
modelled, a modified reflection coefficient can be used on all walls of the cavity. 
For accuracy it is therefore desired that some loss be included in the boundary 
model to model such situations. It will bc shown that a 1088 can be easily included 
in the boundary model by the addition of a loss into the circuit represent ion of 
the boundary. 
The fractional boundary model is able to take advantage of the houndary 
condition at a PEC boundary by enforcing 
(().4.78) 
ft·H=O ((l.4.7!)) 
Hence, for a boundary in the x-y planc we arc able to assumc that at. t.he field 
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components Ex, Ey and Hz are all zero. However, if the boundary is lossy and 
no longer PEC then Equations (6.4.78) and (6.4.79) are no l o n g ~ r r Ratisficcl. It 
can be seen that if the boundary cell containing the skin loss docs not satisfy the 
condition for zero tangential electric field and zero perpendicular magnetic field 
then there will be some error associated with it. It can also be shown that this 
error varies with both loss and boundary displacement. 
The modelling of a lossy boundary in 2D proceeds by modifying (6.3.40) with 
a normalised loss term fb so that 
and equivalently in 3D the boundary current terms are modified to be 
. 2 V ~ ~ - 2 V ~ ~ - 2 \ . ' b ~ . x x + Vo 
2bx = 4 + rb 
. 2 V b ~ ~ - 2 V ~ ~ - 2\.'biLy + li 
1.by = 4 + rb 
where the normalised loss term is given by 
R 
fb= -
1]0 
(6.4.80) 
(6.4.81 ) 
(6.4.82) 
(6.4.83) 
The boundary voltage calculation remains unchanged through the inclusion of the 
loss. Applying a loss in this way is equivalent to terminating the mesh by an 
impedance in the same manner 88 the first-order boundary condition applied in 
standard TLM. However, in the limit that the boundary extension is zero it cuu 
be soon that (6.4.80) reduces to that of a simple lumped impedance. TIlt' vultI(' 
of R chosen is dependent on the loss being modelled, for a PEe material with 
no surface impedance the value of R will be zero and increases with incl'casiu!I; 
boundary impedance. 
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The loss impedance R in the boundary is applied within the boundary region 
only. Therefore, the impedance is applied to a 1D transmission line in a 2D model 
and to a 2D transmission line in a 3D model. The matched boundary condition 
for the 2D model requires an impedance of 7}0 and in 2D we require an impedance 
of 170/-12. If a matched boundary is to bc used it is apparent that the boundary 
extension is not required as we could simply terminate the mesh at the edge of the 
bulk mesh. 
The error in the lossy boundary is measured by simulating the return loss of 
a pulse reflected from the lossy boundary applied to the end of a 800 cell long 2D 
traI18mission line. The transmission line is terminated tangentially to the pulse 
propagation by PEe boundaries to model a plane wave. The return loss from 
the lossy boundary is shown in Figures 6.4.15-6.4.17. The dotted line shows the 
analytical return loss from the condition being modelled where 
RL(dB) = 20log ( ~ ) ) = -20log (If I) (6.4.84) 
The results are shown from 6 cells per wavelength to 30 cells pm' wavelength, 
typically a full field TLM model will use a minimum of 10 cells per wavelength 
to reduce dispersion and numerical sampling error. It is immediately clear that 
the boundary becomes more accurate for higher cell to wavelength ratios. The 
spatial field variations at low wavelengt.hs are far more rapid than at high wave-
length. Therefore, the required field variation acro..'1s the boundary cell is higher 
at low wavelength, hence the enforcement of (6.4.78) and (6.4.79) becomes more 
inaccurate if a loss is included in the boundary. 
It can be seen that the error in the boundary lo..<;s illcrea. ... cs with boundary 
displacement and increases as the required loss of the boundary incl'ca. ... os. This 
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error elTecl is due to the same considera tions as for t.he disc ussion or t ht' (, (fpc( or 
modelling resolution on the return 10SB. III Illost illBtnllccB thc bOllltdnry Illaterial 
will he mcLallic ill nature a.lld have a reflectiolt coe/licit,ltt of dose to - 1. Therefor(', 
the error seen in the boundary will be minimal aud s hould lIot gn'at ly in(l\l('ll(,(, 
the result as shown in FigUl'e 6.4.17. 
As the boundary moclcllrd here is ollly a. firs t-ord('1' bOll lldary ('olldit iOIl, if 1\ 
lossy boundary is modelled the accuracy of lhe houJldary is oll ly Ho'oisllI'C'd fOJ' Ilol'lltal 
incidence of pla ne waves . III the same Ill .UJl1cr <1.<,; the regu lar TL I IIpprOlH:1t to 
boundary modelling it is found that the accu!'ncy of tlt(' houltdnry redllces liS til( ' 
angle of incidence moves away from bcillg lIormal to houlldary [:In], . TlleITfot'(" 
the accuracy of the boundary will b' r('(lu 'cd for higher ordcr JlIodl's wit It ill t It l' 
cavity however, the error ill results and the aC(, Il J'l\ 'yoI' t hl ' hOlllldllry is co tis ist('lI t 
with the standard TL 1 approach [13] . 111 this work tll<' IICCIII'Il{'Y will lw ltip, 1I IIlId 
can be considered acceptab lr as the reflC'clioll codli ciC'tlt is clost' to - I fot tll('tnllic 
surfaces as arc beillg modelled h ere. 
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6.5 Internal Boundaries 
The model discussed so far can be used to accurately model external boundaries, 
i.e. boundaries on the outer edges of the mesh. Chapter 5 discuHSed coupled cavity 
systems where an internal metallic boundary is present in the physical systems. 
So that coupled systems may be modelled and internal features be accurately 
positioned it is required that the boundary be extended to internal boundaries 
also. 
This section discusses a procedure that allows the modelling of internal bound-
aries within the TLM mesh. Here we consider only those cases where the skin 
depth is small compared to the boundary thickness 80 that there is 110 propaga-
tion across the boundary. As an example, at 2.45Ghz the skin depth of copper 
is 1.32/lm and Aluminium is 1.66Jlm. Therefore, the skin depth of mo.'lt metal-
lic structures is sufficiently small that this approximation holds for allY physical 
thickness that is likely to be encountered. For the sake of simpicity, the model pre-
sented here is the 2D internal boundary node, however the development of the 3D 
node is straightforward and follows the same development as before. The starting 
point for this model is the fractional boundary node as shown ill Figure 6.3.6 and 
its TLM equivalent circuit as shown in Figure 6.3.7. 
The model developed here is designed to represent the region of space showl) ill 
Figure 6.5.18 where the boundary can be orientc'<l long either axis. AH thiH lIlodel 
is positioned within the bulk mesh it is necessary that the c'(ige dimensiollH of the 
internal boundary cell are equal to those of the bulk mesh, fl.l. Therefore, there 
arc two regions of space modelled adjacent to the internal boundary, these nre dif-
ferentiated using the subscript p and n representing the regioll Oll the positive 1\1Id 
negative sides of the boundary ill terms of the coordinate system. The thkklleHs 
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of the boundary is given by h so that 
(6.5.85) 
Hence, the impedances of the boundary model are given by 
(6.5.86) 
and 
(6.5.87) 
Notice that the port numberings within the internal boundary node have been 
made consistent with those of the normal SeN node. This convention is useful 
as the internal boundary cell occupies a region in the mesh that would normally 
contain a SCN cell. 
The equivalent circuit for the internal boundary cell is derived in the sallie 
way as the external boundary models. However, the TLM model represents the 
configuration shown in Figure 6.5.18 where the orientation of the voltage and 
current in the two regions are chosen to be consistent either side of the boundary. 
For the case of the external boundary coupling to the bulk mesh only took place 
through the voltage given by Va. In order to model a general internal boundary, it 
is necessary to couple to the full field node in the same direction as the houndru'Y 
orientation. 
The internal boundary cell is updated during the cOllllection proc{)lols ill the 
same manner as the external boundary model. Hence the boundary model is 
updated using the expressions of equations (6.3.40)-(6.3.47). Conuection withiu 
the length of the boundary occurs as described in Section 6.3.1.1. COllllcctioll of 
the internal boundary model to the bulk mesh can take place in two ways; citlwr 
172 
D.l 
D.l 
.. 
. ---------------------------------------
I 
I 
I 
I 
I 
I 
I 
: tip 
I 
I 
I 
I 
I L ______________________________________ _ 
VI ~ L p p
VbllVf 
h 
C:r, 
1 
1 ' ~ ~ I VlO ZTL 
cn± r Vbunl } 
Vo ~ L n n
Figure 6.5.1.8: Ill tcm a l fract iona l bOlludary lIud it " ('cI'livfl l('ut circlIit 
173 
CHAPTER 6. DYNAMIC MODELS OF CAVITIES 
normal to the boundary or perpendicular to the end of the boundary as shown in 
6.5.1B. Connection normal to the boundary is performed in the same way 8.'l for 
the regular 2D fractional boundary model, in the case shown that is through the 
expressions 
(6.5.88) 
(6.5.89) 
where the subscripts correspond to the boundary impedance (b), in the x-direction 
(x) on the positive (p) or negative (n) side of the boundary. Connection to the end 
of the internal boundary from the bulk mesh takes place as follows. The reflected 
boundary voltages are calculated as part of the boundary update, then the total 
, 
voltage at the end of the boundary is calculated where it interfaces with the bulk 
mesh. The total voltages at either end of the boundary are 
(6.5.90) 
and 
(2kVbilP + 2kVbiln) ZTL + 2kV{o (Zbp + Zbn) 
k Vbll,lO = ZTL + Zbp + Zbn (6.5.91) 
where, for example, Vb10,1l corresponds to the voltage at boundary port 10 and 
mesh port 11. Hence, the new incident voltages at the bulk mesh ports arc givcn 
by 
(6.5.92) 
and the boundary ports by 
. (Zoo) r HI VblOn = Zbp + Zoo k lilO,ll - k \iIO" (6.5.93) 
k+l Vl,i10p = ( Z b p ~ b p pZoo) k VblO,ll - k Vbi011 (6.5.9·1 ) 
The opposite end of the boundary is calculated ill the same way as (6.5.92}-(6.5.94) 
174 
CHAPTER 6. DYNAMIC MODELS OF AVITIES 
1 
I( • 
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Illellt cells (b) 
by swapping the subscripts 1] and 10. 
6.5.1 Validation 
III order to validaLe the iuLemaJ boulldary modelling tedllliqlH' ckscril)('d abov(', 
a IlIod r l of a Wftvc'guiC\() bawl-pass (illC'1" was c'ollst1"llctl'd. '1' 11 1' lilt('\' cOllsists of 
four diaphragm indllctivc apertures ill Lltc waveguide with pniodk dis plac(' IIIPllt 
between thcm. A schematic of the structure cnll be SC('1l in Figure G,'i, l!l wlten' 
the waveguide width is (/', the a perturc sepcration is l Hllcll h(' H»t'I'tlll't' widt lt is d. 
The admit tance of each of t he apcr tur 's is g iV('ll hy tlte illdllctiv(' ap('rtllre 
expr ession in [50] 
- =- - 'o l -Y P'fI 2 (1il/) 
Yo it 2a 
(fi .!i.9!i) 
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The multiple aperture structure can be combined to give reflection coeffient of [14] 
(21fl) A 2 (1fd) . (21fl) cosh(r) = cos >:; + 2 ~ ~ cot 2a sm >:; (6.5.96) 
where in the passband WI < 1 and the reflection coefficent has no real part. 
The waveguide modelled had a width a = 7.llmm = 11Al and the aperture 
width was d = 1.94mm = 6Al. The separation of the apertures was set to 20Al 
and 19L1 to permit modelling using only the conventional face based TLM boun-
dary approach. The 821 response of the waveguide filter was then simulated by 
propagating the HIO down the waveguide and recording the field value at a point 
after the filter when the filter was and was not inserted. 
The internal boundary model developed in this chapter was then used to model 
the condition where 1 = 19.5Lll so that the boundary displacement is set to O.5Al. 
In order to model this seperation two of the apertures had to be modelled using 
the internal boundary model. The S21 response of the two conventional boundary 
results and the new internal fractional boundary model can be sccn in Figure 
6.5.20. The analytical centre frequency of the pass bands calculated using (6.5.96) 
are also shown by the vertical lines. 
The response for the internal boundary case is positioned in hetW(Xlll tIw two 
conventional approaches indicating that the model is able to accurately modd 
an internal boundary displacement. The centre frequency of the pas.'! hands also 
agree well with the analytical result for the structure. III this cn.'.;o tlw fractional 
nature of the model is validated as well as the boundary end to SeN coupling. 
The fractional boundary model has been shown to be able to model both internal 
and external boundaries accurately and is suitable for fine tuning applications that 
might be encountered in waveguide modelling for example. 
176 
CHAPTER 6. DYNAMIC MODELS OP CAVITIES 
3 0 r - - - ~ - - r - - - ~ - - ~ - - ~ = = ~ = = ~ = = ~ = = ~ ~
20 
10 
o 
-10 
iii' -20 
:3. 
N 
~ ~ - 30 
-40 
-50 
... ,', . ....... , .. ;. 
~ . .
-60 -- .... "'''tlJIJi 
- 70 
o o 
....... 1=2061 
- - -1=196 1 
--1=19.5 I (Boundary Model) 
o 
, 
\ 
.\ .. 
, -
, ot - -
- 8 0 L - - - - 3 L O - - - - 3 ~ ~ . - 5 - - ~ 3 ~ 1 - - - - 3 1 1 . 5 ~ - - ~ 3 2 ~ - - 3 ~ 2 2 . 5 ~ - - 3 ~ 3 ~ ~ 3 ~ 3 3 . 5 ~ ~ 3 ~ 4 4
Frequency (GHz) 
Figure 6.5.20: IS211 l'(,Rflons(' or t.hr w l w ( ( ~ l I i r l ( ' ' rili('1' lIsinp; vltric'd IlJH'l'f 11 1'1' !'>1' IH'l'IIf i ( \ l 1 ~ ~
177 
CHAPTER 6. DYNAMIC MODELS OF CAVITIES 
6.6 Time Varying Boundaries 
The metallic cavity structures within aircraft often vary dynamically due to str-
esses, vibrations and structural movement. It is of interest to explore the impact 
vibrations may have on communications within the aircraft as small boundary 
changes can have a signifnicant effect on the channel, as seem in reverberation 
chambers. It has been shown in [45] that even a Imm change in the periphery of 
a reverberation chamber stirrer can lead to a dramatic changc ill rcceivcd power 
and errors in wireless communication systems. 
Time varying boundaries are studied regularly in the field of acoustics as it 
is often the physical movement of a structure that excites a sound wave. Ana-
lytical solutions exist to simple problems with time varying boundaries where the 
wave equation for the domain with moving boundary is transformed into a form-
invariant wave equation in a domain where the boundary is fixed [56J. Akin to 
the method of characteristics the partial differential equation which ha.'1 the time 
varying boundary condition has been transformcd into a solvahle ordinary differ-
ential equation restricted to a line of charactistics [26J. The solution to canonical 
problems can be found in such a way however as with previous models tlwy call-
not be extended to complex geometries or arbitrary shaped cavities that cannot 
be solved analytically. Therefore, we seek a discretised full-field approach to mod-
elling moving boundaries based on the TLM mcthod using the modd developed 
in this chapter. 
Onc approach to modclling dynamic changes to Htructure ill It Hilllulatioll would 
be to adopt what could be considered a mode tuned approach. The methodology 
herc would be to perform a numbcr of simulations with the houu<ial'iL-s of the 
model kept static. Between each simulation the boundaries are moved by Il small 
amount. Superposition of these results may give an insight int,o the effects of cavit.y 
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vibrations. The assumption must be made however that the variations in boundary 
position are slow so that the differential effects of the boundary movement can be 
ignored. From such a methodology we would be able to obtain results for any 
boundary variation from a large number of simulations. 
Another approach is to vary the boundary position during the simulation so 
that the differential effect of the boundary position is taken into account ill the 
model. An approach of this type would be able to capture Doppler type effects 
due to the time variation of the boundary. This is important for rapid variation 
in boundary position, that is, compared with the communication frequency or the 
channel bandwidth. This approach could be considered a mode stirred approach 
and would allow one to obtain the effect on a complete signal for one variation 
profile. 
The model developed in this chapter is ideally placed to perform tho first 
methodology, however some modifications must be made in order to allow dy-
namic boundary positioning. This section describes the steps needed to modify 
the boundary model for such a scheme and produce a general dynamic boundary 
model. 
6.6.1 Model Development 
Theoretically, in order to implement a moving boundary ill the TLM method the 
impedance of the inductive stub boundary in Section 6.2.2 could be dllUlged with 
each time step to model the movement of the boundary. As there is 110 change 
in the number of mesh cells using this technique some of the en orgy cOJlservatioll 
concerns are avoided. In the first instance the boundary variation is limited to 
displacements of less than the global cell spacing so that d < Lll. Furthermore, we 
179 
CHAPTER 6. DYNAMIC MODELS OF CAVITIES 
apply the usual restriction that the boundary vibration frequency is much lower 
than the frequency limit of the mesh, that is AI ~ l l > 6 and preferably AI ~ l l > 10. 
Starting from a 1D viewpoint we can revert back to the simple inductor only 
model used to extend a ID line. Recalling that a boundary extension can be 
modelled using an inductive stub with impedance 
(6.6.97) 
The voltage at the boundary node is given by 
~ ~ + 2 ~ L l l
V - 0 L 
- 1 1 T o + ~ ~
(6.6.98) 
where we can see that the contribution from the inductive stub is dependent on ZL. 
The aim is to vary ZL between time steps so that the incident voltage contribution 
from the inductive stub will also change between time steps. 
In order to correctly conserve energy a per-unit-inductance, derived from those 
used to model a current dependant inductor [13), can be used. In order to model 
the time varying inductor the incident stub voltage, V Lt, is replaced by its per-
unit equivalent V LiJb x ZL(t) where ZL(t) is the time varying impedance of the 
stub which is updated at each timestep and V L ~ b b is the per-unit voltage 011 the 
inductive stub and has units of Amperes. Therefore, the voltage at the boundary 
node is now given by 
~ + 2 V L i i
V - Zo Vb 
- 1 1 T o + ~ ~
where V ~ ~ is obtained from the bulk mesh and V L ~ b b is known from the previolls 
iteration and has been normalised with respect to the boundary displl\cement. 
The reflected voltages are calculted in the usual way so that the reflectcd linc 
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Figure 6.6.21: (a) Transmission line termination at moving PEe boundary Il.nd (b) its 
Thevenin equivalent 
voltage is given by 
(6.6.100) 
and the reflected stub voltage is given by 
(6.6.101) 
or, in per-unit-voltage terms, by 
(6.6.102) 
The transmission line model of these equations are Hhown in Figure 6.6.21 (a) 
alongside the Thevenin equivalent circuit in Figure 6.6.21(b). 
It can be easily shown that the use of this model with a fixed boundary position, 
ZL(t) = 0, produces the same result as for the normal stub shown previo\lHly ill 
this chapter. Furthermore, this model can be easily extended to 2D aud 3D. In 
order to implement this the parameters dependent on boundary position, that 
is the boundary port and stub voltages, are replaced with their pm'-unit-stub 
equivalent in the same manner as demonstrated here. A 3D implelIwntion of tho 
time varying boundary model is used in Chapter 7 to demonstrate tlw effect of 
cavity wall vibrations on the resonant nature of the cavity. 
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6.6.2 Validation 
The model developed here allows the modelling of a time varying boundary velocity 
directly within the mesh. In order to validate the model the response of the 
transmission line terminated by a vibrating wall can be measured. A sinusoidally 
varying voltage is applied to the line and the received voltage after R reflection 
from the vibrating wall is measured. One would expect to observe a Doppler shift 
due to the moving wall in the reflected voltage. 
Assuming the boundary moves in a sinusoidal motion with maximum displace-
ment do, the time varying distance d(t) to be modelled is given by 
d(t) = ~ ( 1 1 +sin(w8t» (6.6.103) 
Hence, the time varying impedance of the additional transmission line is given by 
zodo . 
ZL(t) = Al (1 + sm(w8t» (6.6.104) 
It is ensured in (6.6.103) that the displacement docs not fall below zero as this 
would lead to a negative inductance on the transmission line and the model would 
become non-causal and unstable [40]. 
An analytical solution can be derived for this particular simuil\tion so confirm 
its validity. The Doppler shift of an electromagnetic wave with velocity (' due to Il 
source moving away from a receiver with velocity tI is given by [57] 
( tI)-1 W = wo'i' 1-;; (6.6.105) 
where W is the measured frequency, Wo is the source frcqucncy and 'i' is the time 
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dilation parameter given by 
1 
"'(= -;===;== Jl- V2/ c2 (6.6.106) 
In (6.6.106) the velocity of the source in the vibrating wall case is given by the 
velocity of the wall. The velocity of the wall is very small compared to the speexi 
of light (v «: c) so 'Y ~ ~ 1. Both the source and the receiver are to tllC left of the 
boundary in Figure 6.6.21(a) so the image of the source appears to move at twice 
the wall velocity. Using a Taylor expansion (6.6.105) can be approximated, where 
we assume vic «: 1, to give 
(6.6.107) 
Substituting for the boundary displacement yields 
( wBdo ) wet) = Wo 1 - -c- COS(WBt) (6.6.108) 
A sinusoidal wave of frequency W(J is applied to the transmission line incident 
toward the vibrating wall such that 
Vin(t) = cos(wot) 
The received reflected wave is given by 
Vout(t) = cos (H(t)) 
where O(t) is the instantaneous phase of the received wave when 
wet) = dO(t) 
dt 
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Therefore, substituting for w(t) from (6.6.108) and integrating yields 
(6.6.112) 
A useful substitution can be made at this stage by considering the maximum value 
of W in (6.6.108). This occurs when COS(WBt) = 1 so the maximwn frequency is 
given by 
( doWB) Wmax=WO l+-c- (6.6.113) 
and the maximum frequency deviation from the input frequency is given by 
dowBwo 
t1w = Iwo - wmaxl = ---
c 
(6.6.114) 
Substituting (6.6.114) in (6.6.112) allows the instantaneous phase to be written ill 
the form 
8(t) = wat + t1w sin(wBt) 
WB 
The output voltage is then given by 
where we define 
Vout(t) = cos (wat + msin(wBt») 
t1w 
m=-
WB 
(6.6.115) 
(6.6.116) 
(6.6.117) 
It can be sccn that (6.6.116) has exactly the same form as a frequ<.'ncy modu-
lated (FM) wave, where m is the modulation index and determines t.he handwidth 
of the modulated signal. The spectrum of an FM signal has n centre carrier frequ-
ency Wo and numerous sidebands which extend off to infinity with spacing equal 
to the modulating frequency, (WB ill this case). 
The spectrum of the reflected signal can be obtained by expressiug (6.(i.1 Hi) 
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J 
J(o.ml J(1.m 
Figure 6.6.22: Bessel functions of the first. kind for Jo(m) and J1(m) 
in terms of Bessel functions [58] so that 
Vout(t) = Jo(m) cos(wot) 
00 
+ l: J2k(m) [sin ((wo + 2kwB) t) + sin ((wo - 2kwB) t)] 
k=l 
00 
+ L JC2k+1)(m) [cos ((wo + (2k + l}WB) t) + sin {{wo - (2k + l)WB) t)] 
k=O {6.6.118} 
Therefore the reflected signal in (6.6.118) consists of the carrier at a frequency of 
Wo and pairs of side bands that occur at integer multiples of WB on either si<iu of the 
carrier frequency. The spacing of the sidebands is independent of the modulation 
index m, which determines the relative amplitudes of the calTier alld sidebauds. 
For low values of m the sidebands rapidly reduce in amplitude and normally Duly 
one or two sidebands are seen around the carrier frequency. The magnitude of 
each can be found from a plot of the Bessel fUllctions as shown in Figure 6.6.22. 
The centre frequency magnitude is found at the value of Jo(m}, t . h ( ~ ~ first siddliUld 
at J1 (m) and the nth sideband at In(m). Generally the baudwidth of the FM 
signal is taken to be BT = 2{Aw + WB) or, substituting (6.6.117), the lIUluher of 
sidebands with significant power n is given by n = 2{m + I}. 
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Figure 6.6.23: Frequency of received signal from a wall vibration where (a) do = 10m 
and Wn = 10kHz, (b) a change in oscillation frequency, Wn = 5kIlz and (c) a change in 
oscillation amplitude, do = 5m. 
In order to validate the model a sinusoid of frequency Wo = 211" x 1M H z is 
applied to the line with a boundary vibrating with frequency WB = 211" x 10kHz 
and amplitude 10m. Using (6.6.117) the modulation index of this system will be 
dowa 
m. = -- = 0.209 
c 
(6.(>.119) 
There should therefore be one significant sideband pair and using Bessel functions 
as described above the ratio of magnitudes of the carrier and first sideband is 
J1(0.209) = 0.105 
Jo(O.209) (6'£i.l20) 
The simulation result for this test is shown in Figure 6.6.2:i( n) and the I'I\tio 
calculated from the result is 0.102. This shows good agreement with the unl\)ytknl 
value expected. If the boundary frequency is reduced to 5kHz the result of Figme 
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6.6.23(b) is obtained. It can be seen that the sidebands have shifted closer to 
the carrier peak as would be expected from (6.6.118). The modulation index is 
independent of WB so the ratio of sideband to carrier magnitude should not change. 
Calculating this value from the simulation gives a ratio of 0.104 indicating that 
the ratio has not changed and is still equal to the analytical value. 
Reducing the amplitude of the boundary oscillation will change the modulation 
index m and hence the ratio of the sideband to carrier. The result of reducing 
the boundary oscillation amplitude to 5m can be sccn in Figure 6.6.23(c). As 
expected the sidebands have not shifted in frequency but changed in magnitude. 
The magnitude ratio from Figure 6.6.23(c) is 0.493 showing good agreement with 
the analytical ratio of 0.523. 
It can be seen from the results above that the vibrating boundary will cause 
sidebands to be introduced around the carrier frequency of the signal. It has becn 
shown that these will be positioned at integer multiples of the boundary oscillation 
frequency around the carrier frequency. Structual vibrations therefore not only 
vary the modal structure within the cavity, akin to the stirrer in a reverberatioll 
chamber but also act to increase the density of modes ill the cavity. 
In an aircraft environment we would not expect to SL'C vibrations with fre-
quencies above the order of a few kilohertz. A wireless system that is used ill the 
cavity will have a bandwidth associated with its chanllcl. ZigDtx), for example 
has a channel bandwidth of 5MHz. Therefore all of the significant sidcblUldH will 
occur within the ZigBee bandwidth and therefore it is likely that they will have 
an impact on the signal transmission. 
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6.6.3 Model Stability 
The time varying boundary has been developed such that it conserves energy, 
however a number of difficulties can be encountered during modelling. It has 
been found that in a resonant cavity, in the absence of significant loss, where 
the boundary vibration oscillates to a minimum displacement close to zero an 
instability can occur. It is not clear at the time of writing where the instability 
arises from but has been found to be highly sensitive to the minimum extension 
of the boundary. The instability appears after a large number of iterations in the 
form of a high frequency oscillation, which grows and saturates the data of interest 
in the model. 
From experimentation the instability appears to be dependant 0)) the minimulll 
extension of the boundary and not the peak-to-peak amplitude of the boundary 
it is felt that stability issues are due to numerical instabilities. Experimentation 
using a peak-to-peak amplitude of 0.9ill and a minimum displacement of 0.01 
and 0.1 revealed that the former would become unstable whereas the latter would 
not. It is possible that there are other sources of the instability Huch as incorrect 
conservation of energy in boundary however this taken into account by using per-
unit stubs to model the boundary. Further work would be required to ascertain 
whether the steps taken to conserve energy in the TLM model are sufficient. for 
such problems. Further investigation into the energy conservation of model were 
not possible in this work. 
The most likely cause of the instability is numerical noiHc. The resonant nature 
of the environment of interest, and the boundary cxtcnsion, I ( ~ a d d to l\ periodk 
amplification of rounding error. It can be seen from (6.6.101) thnt as the hO\ludnry 
extension approaches zero that the current ill the boundary nppronchno; n large 
number and the voltage a small number. As the boundary is extended during the 
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simulation any rounding error is amplified through the term 2Vt ZL(t). It ha.'l bt)cn 
found that stopping the boundary oscillation at any point ceases the growth of the 
instability. Through thorough numerical experimentation a number of pos.'lible 
solutions to the problem have been identified. These are given below in the order 
of merit in terms of modelling flexibility and resulting modelling error. 
Introduce a loss within the boundary By introducing a loss in the boulI-
dary we can ensure that energy is dissipated and not able to grow and cause an 
instability. This approach is not ideal however as we may bc required to model a 
loss far greater than we would wish to and model an incorrect Q factor. 
Limit the minimum boundary displacement If possible, limiting the mim-
imum displacement of the boundary has been shown to prevent the instability. 
It has been found that by ensuring that d ~ ~ O.lLlI the model does not become 
unstable within a large number of timesteps. Limiting the boundary displacement 
may not be ideal as we may wish to model the maximum possible displacclllcnt of 
Al. 
Introduce filtering within the boundary Finally, the most elegant Illethod 
of preventing the instability is to introduce filtering into the boundary so that ouly 
high frequency noise, that is the frequency of the instahility, is filtcmd out. 'I'll(' 
modelling approach for the ID stub is a.., follows and call he mlsily eXPllnded to 
2D and 3D by modifying the capacitive and inductive stubs in the model. 
The reflected voltage in the unmodified ID inductive st.ub is given by ({W.] 21) 
Ie VbLx =k V -k V ~ L x x «i.6.121 ) 
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Figure 6.6.24: Vihral ing cflvity r(,spons(, wit h Ilnd wit h0111 filt ( ' r r l l ~ ~ (r1\11 fI'1'I111(,II('" I'll 11 gr ) 
Through int roduct ion of a filtering facto\' (\ thr fi ll rrrd 1'('(lr(:I('(1 vo lt tlgc' is p;i\'c' ll 
by 
(lUi.122) 
or more compactly 
(CUi. i 2:\) 
where Valpha = (l (k- J V - 1,0 V) and can be consiclprrd to 1)(' thr modificatioll dll(' to 
the filt.ering. If n = 0 t hen thr moc\r] rrcll1cPs 10 tll(' t1nmoclifiNllll cit-] conditioll 
in (6.6 .12]). 
Through xperimentation il has b e ll foulld I hnl n cltoin' of (\ = (J.() 1 is sufli -
ci nt to ellsure t ha t til' model is stahle for millilllllltl hOllllcilll,V di splll('('III( ' IlI H of 
0.0001.0.l. TI1<' (' (feet on t llf' result is negligih le H.S nlll hI' s howll hy I IH' (,Xllill pi (' ill 
Figllros {Ui.21j <tw] Ci .£i.25 whon' thc' fiitc'l'(,cl Hnd 1Iltliitc'l'C 'd resuit s ( '1111 Iw H('C II. 11 1'1'(' 
the example problem was a sim pl ' cavily lesl CHSt' cOllsist iliA of 1\ sillgle' vihl'l\l illg 
wall. 
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Figure 6.6.25: Vihl'lI.t ing fAvity 1'C'SPOJ1RC' wit h HllIl wit hOllt filt Ninp; 
The p ak-to-peak vibratioIl amplitude was set to 0.99 I with n fl'l'qIH'IH'Y or 
700kHz, the simulation was run for a total of 1:3 j 072 tilll l's tcps . [n Il l(' fi lt 1'1'('(1 
case a filt ering coeffi cient of a = 0.01 was used. The 1I11fill el'N I resull 1H'('ollJ('s 
unstable as the high frcqucncy compOl lCnlli ill Figmc 6.6.21 ('o ntillll (, to p'm\\,. Th<, 
introduction of t he fi ltering term has been shown t.o Ilol Sil!;llificRlltiy dfpcl ti l(' 
model r rsults bu t rem ves t he instabilit.y issue'. Whils t fillprilll!, is not idl'HI it is 
oftell necessary whcll modclling systems that are very st' ll sit iv' to 1I11111l'ricnl I\oist' 
and rounding errors [59J, [39J. In this case I he' lise or lilt <' ring is nol ell'! ITI 1I l'1I I HI 10 
the accuracy or the results obta ined so is H sat.isftldOl'Y sollll iOIl I () t It<, illslllhi Ii ti l's 
that can occur if this model is used rigollro llsly. 
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Propagation and Wireless 
Modelling Examples 
The models developed in Chapters 4 to 6 are capable of the modelling the enviroll-
ments that are likely to be encountered if a wireless system were to he o[wl'at(xl 
inside an aircraft structure or similar. This chapter demonstrates the usc of these 
models to some of the environments and scenarios described in Chapter 2. III this 
way, it is possible to demonstrate some of the import.ant. effects of the cllvironment 
on signal propagation within the structure. 
7.1 Model Summary 
The intended application of the models and tools developed hew was t.o providt, n 
modelling approach and channel characterisation for use within au airemft. envi-
ronment. This application formed the basis of the collaborative J'esearch project 
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Towards a Wireless Aircraft [8] as part of the wider FLAVIIR project [1]. The 
physics and characteristics of the environments of interest are described in this 
thesis in order to derive the models. 
As suggested in Chapter 1, the models can be applied to any environment that 
possesses the properties of the environments being considered here. The model 
developed in Chapter 4 is valid when the differential propagation delay is small 
compared with the bit period. This implies that the cavity must be small, that is 
of dimensions of approximately ten wavelengths or less, and low loss such that the 
quality factor of the cavity is high. 
The coupled cavity model developed in Chapter 5 is suited to the same envi-
ronments as the single cavity model. The model is valid in low loss environllleuts 
and is most accurate when considering the lower order modes of the cavity. This 
limits the validity of the model to small cavities relative to wavelength again in 
the same way as the single cavity model. Both models are very efficient and can 
be used for thorough analysis of the environments of interest. 
The third model developed in Chapter 6 is an extension to the transmis.'lioll 
line modelling method. This is a full field time domain model that solvc,'l Maxwell's 
equations in all regions of modelled space. The approach developt.'<.I here is d e s i g 1 l ( ~ d d
to augment an efficient symmetrically condensed node mesh with 1\ fmdioul\lly 
positionable boundary. Therefore the model is not limited to the domain of validity 
of the previous two models and is a more general modelling tool. Tht, modd 
is suitable for any common field modelling applicatioll and problem size givtm 
sufficient resources. The model is accurate for PEC and PMC boundary modelling 
with errors increasing if a significant loss is required in t.he bOUllcllu'y I\.'l shown in 
Chapter 6. 
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The model also enables the modelling of dynamic systems where the structure 
varies during the simulation. This make this model a powerful tool for any scenario 
where a boundary needs to be adjusted or where vibrations, for example, cause 
the structure to vary in time. The model offers significant advantages over the 
graded mesh approach as the simulation time step docs not need to be reduced 
with reducing cell size. Such a model is also ideal for optimisation problems, 
in resonators or waveguides for example as the mesh spacing and time step can 
remain fixed for all simulations of a given structure. 
7.2 Resonant Cavity Problems 
The model developed in Chapter 4 can be used to model the effect of It c h a r ~ ~
acteristic channel on some of the wireless modulation and processing approaches 
that were described in Chapter 3. In this section some results produced using this 
model are presented so that an assessment can be made on the wireless systems 
and their effectiveness within the cavity model. 
7.2.1 BPSK 
In the first instance the robustness of a standard BPSI< signal is simulat.ed ill t1lt· 
channel model. Here a statistical approach is used to set up the parameters of the 
channel model so that the average effect of the channel on the wirclc.'1s sigual call 
be assessed. The variables of interest in this study are the Q factor of tht' cavity 
and the dcnsity of modes within the cavity. The Q factors used an' 500, lOOn, 
2000 and 5000 where the upper limit is chosen as ill the cavities of int.erest it iH 
unlikely that Q factors will exceed this value. In laboratory ba.<;ed reverberation 
chamber studies much higher Q factors can be achieved [2:JJ, [45J. 
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The frequency of interest is centred around 2.45GHz to correspond to that used 
in the majority of currently available wireless systems. The density of modes WR.'l 
chosen to vary between 0.1 and 1 mode per megahertz. Therefore, using (2.2.29), 
this can be seen to correspond to a single cavity volume of 0.018 - O.l8m3 or a 
cubic side length ofO.26-0.Mm. These parameters arc used to set up the modd so 
that a BPSK modulated signal may be passed through it. As described in Section 
4.4 the density of modes was used to dp.fine the number of randomly positioned 
modes across the bandwidth of interest. In this case, due to the wide bandwidth 
of the unfiltered BPSK signal the modelled bandwidth was chosen to be fc±O.lfc. 
The Q factor was used to set the width of each mode within the channel model. In 
this case the amplitude of the modes was chosen to have a Gaussian distribution 
with a mean J1, = 0.5 and a variance of (72 = 1 truncated at 0.0 and 1.0. 
The bit error ratio BER for the BPSK modulation approach is shown in Figure 
7.2.1. The Q factor can be seen to have a significant effect on the BER. For 
example, at a modal density of 0.6 modes/MHz there is an increase ill BER of two 
orders of magnitude with an increase in Q factor of 1000 to 2000. Then, a further 
order of magnitude increase in BER with an increase ill Q factor to 5000 can be 
observed. 
Furthermore, the BER can be seen to decreR.'ie with an i n c r c R . ' l ( ~ ~ in modA.\ 
density. This trend is consistent for all Q factors however an increR.'lc in gradient 
can be observed at lower Q factors. This suggests thA.t in a high Q fador cavity 
the BER is less dependent on modal density than in a low Q faetor cavity. 
The dependency of the BER on the Q factor can be understood hy rderrillg 
to the arguments of Chapter 2. Consider the signal is propagating through til(' 
channel constructed using resonant poles as it hR.'i been developed here. l Tsill!!; 
(2.2.8) the higher the Q factor then the narrower the reSOlIlUlt peak in tlw chmllld 
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response. Furthermore, increasing the Q factor has been shown to increase the 
mean excess delay, that is the decay time, of the resonant oscillation that coincides 
with the signal power being applied to the channel. 
The dependancy of the BER on the density of modes can be considered ill 
terms of the ability of the channel to transmit the energy of the signal. At low 
modal densities the number of resonant peaks in a given bandwidth is low and 
hence the troughs between the peaks will be wider. The width of the troughs also 
increases with increasing Q factor as the peaks themselves arc narrower. Therefore, 
the probability of signal power coinciding with a trough, where energy docs not 
propagate efficiently, is increased with both increasing Q factor and decreasing 
modal density. 
In order to reduce the probability of error within a channel there arc a number 
of possible solutions. It is clear that reducing the Q factor will reduce the llumber of 
errors. This could be achieved by increasing the loss within the cavity, perhaps by 
adding a lossy material to the cavity. This would have a number of disadvantages 
however, adding lossy material to the cavity will add weight to the cavity which 
may not be desirable, especially in an aircraft. Furthermore, adding loss to the 
cavity will also absorb the energy of the signal that we arc trying to propagate. 
In some cases the received power could already be low and reducing this further 
could lead to more errors and increase the susceptibility of the system to noise and 
interference. 
Alternatively the density of modes within the cavity could be illCl'l'II."ied. Re-
ferring to (2.2.29), this can be done by increasing the volume of tIl(' ( ~ a v i t y y or 
increasing the frequency being used. It would be diffkult to increase t.lw voitlll\(' 
of the cavity due to physical restrictions. Increa. . ing the fl'Cqullncy of the siglllli 
may also not be possible as the power requirements of the HysteUi would i11(: I'ellse, 
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this would also require modification to cost effective COTS systems. 
7.2.1.1 Use of DSSS 
An alternative solution is to modify the signal itself so that it is not as influenced 
by the bandlimiting nature of the channel. In Chapter 3 the direct sequence 
spread spectrum (DSSS) method is presented as a means of increasing the useful 
bandwidth of the signal [34]. A method of this type is also used in many of the 
COTS systems mentioned. Increasing the bandwidth of the signal through such 
an approach may reduce the number of errors as the signal is spread over a number 
of peaks within the channel. 
In order to assess the impact of a DSSS on the BER obtained in the chauncl 
the same modelling approach was performed as previously. However, this time thc 
signal is spread using DSSS before being sent through the channel. Thc modulatiou 
used remains the same as before, an unfiltered BPSK modulation, and the crrors 
calculated in the same manner. 
The spreading codes used are maximal-length sequences ohtailwd using shift.-
registers as described in Appendix A. Three different lengths of code werc inves-
tigated; a 7 bit code 
h(t) = {l,l,I,O,O,l,O} (7.2.1 ) 
a 15 bit code 
b(t) = {I, 1, 1, 1,0,0,0, 1,0,0, 1, 1,0, l,O} (7.2.2) 
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and a 31 bit code 
bet) ={l,l,l,l,l,O,O,O,l,l,O,l,l,l,O,l,O,l,O,O,O,O,l,O,O,l,O,l,l,O,O} 
(7.2.3) 
Figure 7.2.2 shows the error rates for a Q factor of 2000 using the various lcngths 
of spreading code. 
The error rate has been reduced considerably by using a DSSS approach prior 
to modulation in order to increase the bandwidth of thc signal. At a modal 
density of 0.2 modes/MHz a five order of magnitude reduction in error ratc has 
been achieved when using a 31 bit spreading sequence. This shows that til(' DSSS 
used in systems such as ZigBee is efficient in reducing the number of crrors in a 
highly resonant channel [32]. 
Figures 7.2.3 and 7.2.4 show the error rate variation with an expansion factor, 
or chip length, of 7 and 15. An increase in the expansion factor from 7 hits to ] 5 
bits can be seen to reduce the BER by on average one order of magnitudc. This 
is very useful as the DSSS method is low power and can be implcmentcd using 
a hardware based system rather than complex software b&<;ed Syst<.'lUS, like for 
example the OFDM system used in wireless LAN [37J. 
7.2.2 Filtered BPSK 
In Chapter 3 the use of filtering or pulse shaping was introduccd 1\,<; a means of 
limiting the bandwidth of a wirclCBB signal. Filtcring is norlllally applied to reduc(' 
interchannel interference between the discrete bandwidth dlltlllwls. Specific pulse 
shaping is used to minimise intersymbol intcrfcrence hy <:al'efully Hel('ctinp; zero 
crossings that coincide with adjaccnt bits. 
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In order to assess the effect of using pulse shaping in the highly resonant 
environments being considered here the raised cosine pulse shaping is applied to 
the signal used in the previous example. The error rate is then assclised and 
compared to the equivalent BPSK system without pulse shaping. A flow chart of 
the modelling process can be seen in 7.2.5 where the pullie Iihaping is Iihown to 
take place after the spread spectrum process. The pulse shaping is performed 011 
bits between n ± 6 to take account of the non-causal nature of the railicd cosine 
function. 
At a Q factor of 1000 the BER using raised cosine filtering can be seen in 
Figure 7.2.6. The error rate for the equivalent unfiltered signal can also he seen 
in the figure for comparison. It is clear that the filtering of the BPSJ{ signal using 
the raised cosine pulse shaping, as is common when using BPSI< [11], increases 
the BER in the resonant channel. The ratc of increase in BER when compared to 
the unfiltered result also increases with increa.qing modal ocnsity. 
It is clear that reducing the bandwidth of the wireless signal iucreases the 
BER in the resonant channel. The probability of the signal falling into a trough 
in cavity response spectrum is greatly increased by reducing the bandwidth of the 
signal. Furthermore, as the signal is narrow in frequency the HER reductioll effect. 
of increasing modal density is not as great as for a wider band signal. Oy covering 
a wider bandwidth the unfiltered signal is affected by a greater nUlIlher of modes 
than the filt.ered signal for a given modal density. T l w r n f ( ) f ( ~ , , we do lIot oh."Icl've a 
linear relationship between the filtered and unfiltered signal with varyillg modal 
density. 
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7.2.3 Bit Period 
The resonant decay behaviour of the cavity that is parameterised by the Q factor 
or mean excess delay is a significant factor in the error rates seen whell attempting 
to communicate in the cavity. In Section 7.2.1 it was shown that the i n c r e a . ~ i n g g Q 
factor leads to an increasing number of errors. 
The density of modes and the modal structure determine the shape of the 
data that is transmitted through the channel. The Q factor impacts the signal by 
adding reflections after its transmission that will impact subsequent bits that are 
transmitted. The greater the Q factor the greater the degree of bit hlurring that 
occurs due to these reflections. In order to minimise the impact of a previous bit 
on the current bit being transmitted the bit period can be incl'ea.'>ed. This allows 
more time for the previous bit's energy to decay within the cavity. 
The Q factor or mean excess delay and the bit length are thercfol'(! rclat(!d 
in terms of the resultant BER that will occur. In order to assess t.he e f r t ~ d d of 
the bit length on the BER a number of simulations were pcrfornwd using the 
model developed in this chapter. Using three different Q factors tlw BEH of Ull 
unfiltered BPSK signal was simulated in the channel model. The results cml be 
seen in Figures 7.2.7-7.2.9 where in each case three modal densities were used nnd 
the length of the bit was varied. 
The effect of increasing the bit length is to reduce the BBR for the signnl 
transmission in all cases. This is as expected as increasing the bit length IlWallS 
that each bit is less influenced by its predecessor. The effect of increasing the modnl 
density is common to all Q factors tested, in all cases tlw effect of increasing the 
modal density is to reduce the BER. 
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It was shown in Chapter 2 how the Q factor and the mean excess delay are 
related. It is possible to investigate the relationship between the mean excess delay 
in the resonant cavity and the BER. In order to demonstrate the link between the 
mean excess delay and the BER the Q factors can be converted into a mean excess 
delay using the result in (2.2.19), that is 
- Q Q jl.=-=-
2wo 411"/0 
(7.2.4) 
Recalling that this expression is valid for the single high Q cavity means that it 
can be used in this case to obtain an equivalent mean excess delay for the cavity 
problem. 
The ratio of the calculated mean excess delay to the bit period C!U! theu be 
used as the independent variable in order to assess whether the Q factor and bit 
period are related in this manner in the resonant channel. The modelled variable 
is the bit period and in each case the Q factor is kept constant. The result for three 
Q factor values can be seen in Figure 7.2.10 where there is very good agreenwnt 
between the result for each Q factor. The modal density used in this example 
was O.lmodes/MHz corresponding, for example, to a cubic cavity with 25cm edge 
lengths. 
Equally the relationship between the bit period to mean exccss delay ratio Nul 
to the BER can be demonstrated by keeping the Q bit. perioci fixed and varying the 
Q factor of the cavity. In the same way as before the Q factor used WH.'I {:onYerted 
into a mean excess delay, the result is shown iu Figure 7.2.11. Agaill, the modal 
density used was 0.1 modes/MHz. A result obtained using the hit pcriod 11.'1 the 
independent variable is also shown for comparison. Good agreement call Ill' senll 
between the two approaches indicating that the factor which govct'lll'l the DEB is 
the ratio of the mean delay (related to the Q factor) to the bit period for It fixed 
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modal density. 
This result is important as it provides a means of estimating the error for a 
given bit period to mean excess delay ratio. This allows the number of simulations 
that must be performed to be reduced as the bit period and mean excess delay 
variables are seen to be coupled. The model developed in this chapter can also 
be used in a similar manner to obtain the same relationship for other modulation 
schemes or modal densities. 
7.2.4 Summary 
The results of this section indicate that the BPSK signal, which is the basis of 
the suitable wireless systems in this thesis, is effected by the modal deusity aud 
Q factor of the cavity. The BER of a BPSK signal increases with increa.'ling Q 
factor due to the increasing bandlimiting nature of the channel. Furthermore, 
the BER reduces with increasing modal density as the number of modl's iu the 
channel increases and the probability of the signal coinciding with a trough iu the 
transmission spectrum is reduced. 
Increasing the bit period used in communication increa.'lCS the hit period to 
mean excess delay ratio. This reduces the BER in thc same manuel' as redlldllg 
the Q factor does as the Q factor is linked to the mean execsli delay as defined ill 
Chapter 2. 
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7.3 Fractional Boundary Problems 
Vibrations and time varying structural changes arc common ill aircraft and ot her 
applications considered here, for example in the rail industry. The TIER wht'll 
communicating inside a highly resonant environment ha:-; b('('n shoWI] to bc highly 
dependent 011 the modal structure and density inside 1I1e cavily. ourc('s of lilll<' 
varying structural changes may include: 
]. The slow bending of the structure dL! to for es applic I dttrinp; H ('!laIlAt' of 
direction for example. 
2. Vibrations due to the natural resonance of the strlld m(' ('xcilt'd by ('xl cl"IllIl 
sources such as airflow over a structure. 
3. Vibrations due to engine rotation or other source:-; or high rrt'Cplt'llt"y osdlln 
tioll. 
Using the fractional boundary placement model developed in (,lIn]>I<'r (i it is 
possible to model the effect of structural changes and vil>nl(,iolls , 11('1'(', flS HII 
example, tlH' e f f ~ ( ' t . . of st.ructural vibration. on the properl ics or t h<' cavily \\'i II 1)(' 
shown. The model used is based on the simple struc( lire ddin('d ill Chllpter 2 n:-; 
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shown in Figure 7.3.12. As an example the static case is that where the metal 
cavity has dimensions of 1 = 30.00em, W = 23.00em and h = 20.45em so that the 
cavity supports a large number of modes. The surface that will be vibrating is 
labelled with the time varying displacement d(t). In this case the peak-to-peak 
displacement used is 0.9cm. 
The cell size used is tll = 1em giving results accurate to 3GHz and a mesh 
size of 30 x 23 x 20 cells with a fractional boundary placed on the Zmin boundary. 
The response of the static case was simulated and shown in 7.3.13. The analytical 
S21 response of a box with these dimensions has been calculated in the usual way 
and can be seen using the stem plot overlaid onto Figure 7.3.13. The reflection 
coefficient of the cavity wans were set to a value of -0.998 so that some loss is 
included in the cavity. The excitation source used was a point source excitation 
of the Ex field. 
Well defined narrow resonances can be seen in addition to deep troughs in the 
transmission spectrum. Using the boundary placement model the position of the 
boundary is now varied during the simulation according to the function 
d(t) = tll + ~ ~ (1 + sin(W8t)) (7.:1.5) 
where li{) is the peak to peak oscillation amplitude (O.gcm) and Wo is the oscillatioll 
frequency. The boundary oscillation frequency was chosen to be 100kHz in this 
example. The 821 response of the cavity was calculated in the same mamwr 11.<; 
before and can be seen in Figure 7.3.14. 
The impact of the vibrating boundary is to introduce multiple sidebands into 
the response around the natural resonances of the static case. This effect is tlw 
same as that shown for the ID transmission line validation problem ill Chapter 
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6. However, in the example of Chapter 6 the input signal was a single frequency 
continuous wave with a predefined frequency. In t.his case the pulse excitation 
excites all of the modes in the cavity and leads to the resonances seen in the 
static case. It was shown in Chapters 2 and 4 that the cavity response can be 
decomposed into exponentially decaying sinusoids which form the peaks seen in 
the frequency domain. These sinusoids are those that are now modulated by the 
boundary oscillation. 
Furthermore, in this case a signal will be incident on a vibrating boundary a 
number of times as it propagates within the environment. Therefore, the sidebands 
formed due to the oscillating boundary have a magnitude that tends towards a 
magnitude of the centre frequency. This effect can be seen in 7.3.15 where the 
figure is windowed around the resonance at 1.1GHz. 
The vibrating boundary appears to spread the resonant peak out into a num-
ber of resonances located around the natural resonance. With each subsequent 
reflection from the moving boundary power will be transferred to the sidebands 
and their sidebands in turn. Note that some of the resonances can be st.'Cn to not 
have any sidebands, which are those modes that do not depend on the dimension 
with the moving boundary. Assuming the time varying eiwt term the Ex field of 
the resonances can be written as 
(m7rX) . (n7rY) . (JY1fZ) Ex = Acos -z- sm -w sm h (7.3.6) 
Therefore, for a boundary extension in the z dimension and modes where p = 0 
there is no change to the fields. 
Referring to the results of Figure 7.3.14 it can be secn that the sprcadiug ill the 
resonant peaks is independent of their centre frequency. This is mo..,t uoticable 
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around the isolated resonances close to 1.1GHz, 1.4GHz, 1.6GHz and 1. 75GHz 
This is consistent with the frequency modulating effect described in Chapter 6. It 
was seen that the effect of increasing boundary oscillation frequency is to incrcasc 
the spacing between the carrier frequency and its sidebands, as determined by 
(6.6.118). The same result is expected in the 3D resonant cavity model as thc 
oscillation acts to frequency modulate the resonant nature of the channel. As an 
example of this effect, the boundary oscillation frequency is increased to lOMHz, 
which is significantly higher than would be expected in the environments being 
considered. The new response can be seen in Figures 7.3.16 and 7.3.17. The results 
demonstrate that the effect of the boundary oscillation frequency is to incrcase the 
sideband spacing as a much larger spacing can be seen between the sidebands in 
this case. As before, the spacing is independent of the resonant frequcncy. 
7.3.1 Practical Impact of Vibrations 
The ability to model vibrations during a simulation is significant 1\."1 it I ) ) ' ( ) v i < h ~ s s
a means of modelling variations dynamically. Such an approach was not possihle 
previously without spurious errors or modifying the simulation time step. In thc 
environments being considered the vibrations due to engincs and structuralrcso-
nances would occur at maximum frequencies of 10-100kHz [60J. At a frcqucncy of 
100kHz the period of oscillation is lOjls, which as an cxample, is 10 timcs that of 
the ZigBee transmitted bit period (32J. 
Furthermore, equating the oscillation frequency to the mcan cxccss delay in 
the cavity and using (2.2.19) gives a Q factor value at 2,45GHz of 77,000. This 
indicates that the Q factor would have to be at least 7,700 in the cavity fol' the 
vibration to effect one tenth of the bit decay. In practical enVil'Olllllcuts it is 
unlikely that the Q factor will be as high as this, though ill the la.boratory this is 
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achievable [23]. In reality the dominant effect of cavity vibrations and flexing will 
be the movement of the modes in the cavity that lead to the shifting of modes in 
the way that is modelled using the filter model of Chapter 4. These long timescale 
variations can still be modelled using the full-field tool, however it would be more 
efficient to use the full-field tool to characterise the channel and then usc a more 
efficient filter model to investigate the effect of the channel on a wireless signal. It 
would be of significant interest to directly simulate the effect of vibrations on the 
BER of a signal within the cavity. The model developed here would permit such 
modelling and allow an assessment based on the magnitude, frequency and shape 
of the structural oscillations. It was not possible to do such modelling within the 
scope of this work and this would form part of an interesting study in the future 
using the tools developed here. 
7.4 Acute Angle Modelling 
The fractional boundary model developed in this work provides a powerful tool 
when modelling small structural features within the environments of interest. Au 
example of such an environment is an aircraft wing where the internal structure 
forms an acute angle. An example of such a situation can be seell ill Figure 7.4.18 
where the structure is seen to form a small angle as might be expected inside the 
wing. 
Consider the case where it is desirable to model the internal structure of the 
wing using a full-field model in order to investigate the resonant behaviour of the 
cavity. The structure is large so that in order to model the structure 88 efficiently 
as possible a large space step should be used. In the case of a structured TLM 
approach based on SCN cells the maximum space step should be less than or equal 
to a tenth of the wavelength of interest in the model. In order to model sloping 
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surfaces in the mesh it is common to use stair-casing where the sloped surface is 
used to determine which edges of the square cells form the boundary (13]. The 
accuracy of this approach is normally sufficient for most applications. 
When modelling the example shown in Figure 7.4.18 the space step of the cells 
is chosen to be ill. Therefore, it can be seen that in modelling the wedge shaped 
structure the ratio of horizontal cells to vertical cells is 
ill ill 
a= = ~ 5 . 9 9
illtan(O) illtan(9.6I4) (7.4.7) 
If the frequency of interest is that of a wireless system operating at 2.45GHz then 
the space step that is chosen should be close to A/IO = 0.012 ~ ~ 1em. A 2D model 
of the triangular cross-section structure was modelled using the fully structured 
TLM method. A derivative gaussian pulse was then used to excite the cavity close 
to the vertical edge. The pulse then propagates towards the termination at the 
wing point and increases in field strength as the wing seperation reduces. As the 
pulse propagates it excites the fields shown in figure 7.4.19. 
It can be seen that there are a large number of high energy spurious resonances 
that are excited by the pulse excitation. The stair-casing of the structure has led 
to resonances with a wavelength! ill equal to 2a. This is due to an artificial 
mismatch in the impedance of the structure at the steps in the stair-casing of the 
boundary. In this case the wavelength of these oscillations is consistent with the 
wavelength of interest in the cavity. Therefore, any results obtained using this l l l ( ~ s h h
structure would contain spurious artefacts due to the stair-casing. The fractional 
boundary placement model can be applied to such a structure so that the boundary 
variation is stepped at every cell along the sloping boundary. Connection takes 
place between boundary cells with different displacements in the manner defined 
in Chapter 6. The response of the structure was again simulated and is shown in 
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F igure 7.4.18 : Small angle created inside an Ilircraft willg 
F igu re 7.4.19: P ll lse propagation i ll wing stl"llcl lIl"(' lIsillg sl air-casillg 
Fig ure 7.4 .20: Plllse propagation it) willg st l"llct \11"(' lIsing rracl iOIl hO\llldary plac('IlH'1I1 
mode] 
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Figure 7.4.20. It can be seen that the spurious resonances have bccn removed hy 
using the fractional boundary placement model. 
The effect of the mesh spacing used when modelling resonant structures ha.o.; 
been shown to be important. In the case demonstrated here the full field model 
gave spurious results due to the stair-casing being equal to the wavelength of 
interest in the cavity. The fractional boundary placement model developed here 
has been shown to improve the accuracy of results for resonant cavity prohlellls 
in Chapter 6 and here in the case of modelling structures with acute angles. The 
significant advantage of this approach over the graded mesh approach, for example, 
is that the modification is limited only to the boundary region and there is no 
negative impact on the time step that can be used in the simulation. 
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Conclusions 
Following the development of the modelling tools aud the findings of this thesis, 
this chapter provides a summary of the models and discusses their possible appli-
cations. The models developed in this thesis have boon validated and applied to 
a sample of wireless commuuication modelling problems. The focus of this work 
was the development of tools which are efficient and general in such a way that 
they can be applied to wireless communication modelling. 
Wireless communication systems typically operate ill the ISM baud at nrollud 
2.45GHz corresponding to a wavelength of O.12m. It is dl1sirable to us(' wireles,'l 
systems within environments such as the inside of an aircraft wherc they would 1I0/. 
normally be applied. The use of wireless systems in stIch euviroulllcnts hll." hceu 
discussed to show that they are rapidly becoming a cost etfect.iv(1 and {1fficielll. 
alternative or addition to wired systems. The structurcs in which the wil'ewss 
system will be used provide a unique electromagnctic enviroJlment <ilw to its highly 
resonant and multipath nature. Often the cavities and small fcaturt'R within thelll 
will be close in size to the wavelength used for wireless COIJ11ntulication and Jlroduce 
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interesting effects within the channel. 
In order to model the impact of a highly resonant environment on a wireless 
communication system it is necessary to produce highly efficient models. Due to 
the highly resonant nature of the cavity it has been shown that the BER. ill wireless 
communication is very dependent on the modal structure within the cavity. It 
has been demonstrated that the electromagnetic parameters of the cavity can be 
quantified by the Q factor and the density of modes within the cavity. An efficient 
and robust filter model based on an equivalent circuit ha.s been developed that uses 
these parameters to provide a statistical representation of the channel. In this way 
an average BER or PER can be calculated for a wireless system rather than a single 
estimate. This approach removes the effect of structural variations and inaccuracy 
in modelling or construction. Unlike full field modelling of a single cavity system a 
wide range of simulations can be performed to generalise the impact of the cavity 
on a wireless system using orders of magnitude less time and computing resources. 
Coupled cavity systems have been modelled and the electromagnetic properties 
of the those systems have been represented using an efficent circuit analog so that a 
filter model can be created. The parameters of the model can be determined from 
an accurate analytical representation of the coupling apertures based on waveguide 
theory. It ha.s been shown that the coupling coefficients obtained analytically agrt't! 
well with values obtained from full-field simulation. The coupling coefficent eall 
then be used in the efficient coupled cavity model in or<i£!r to iuvestigate the impact 
of coupled resonant cavity systems on wireless communications. 
Furthermore, it was shown that if the aperture has thickness then the pl'opa-
gat ion of fields through the aperture is dependent on its cut-off propcrt.i£!s and it.s 
length. However, it was demonstrated that if a wire is pasHCd down the centre of 
the waveguide the field is able to propagate. In most applicatiolls it is likely that. 
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existing structure will already provide such a coupling path. However, a coupling 
wire can be easily installed if necessary to provide the coupling path. The physical 
extension of the coupling wire into the resonant cavities has been shown to have 
little impact on the coupling efficiency. 
The efficiency of the filter models is further enhanced through the ability to 
operate them at close to baseband frequencies when considering a band-limited 
wireless signal. This avoids the need to operate the model at the carrier frequency, 
as it necessary for full field models that aim to capture all of the geometry of the 
environment. Although the filter models developed here arc very etficinut, if t 1 ) ( ~ . Y Y
arc used to calculate bit error rates directly then the error iu the BER e:.;timation 
is inversely proportional to the number of bits passed through the channel model. 
For example, if a channel leads to a BER of 1 x 10-6 then for a 1 bit packet signal 
on average at least 1 x 106 bits must be passed through the chrumcl in order to 
record a bit error. The accuracy of the result can only be assured if ordcrH of 
magitude more bits are passed through the channel ruld the result c o u v e r g c ~ ~ to 
within a satisfactory error. An estimate of the number of simulations required to 
provide a statistically flat channel has been provided. In practise the convcrgence 
of the result can be easily observed for each modal structure iteration. 
A novel fractional boundary placement model has been dcvclopl-'(l that iH ca-
pable of positioning boundaries at nOll-integer space steps to provid{l n H<'lIli-
conformal enhancement to the TLM method without. 10111'1 of ( l f f i < - i e l l ( ~ y . . Unlikl' 
existing models this model preserves speed of light propagation nlollp; t.llt' 110\\11-
dary whilst modelling the correct boundary p08itiOll. The t t ~ d \ l l i q \ w w tnlsllr('S ti('lds 
normally incident to the boundary are modelled with the correct dday nllt! til,lds 
travelling parallel to the boundary propagate with the correct velodty. TIll' lIIo(ic'l 
separates the boundary region from the bulk Inesh aJld the hOllndnry is cOllsi<i('I"('d 
in the connection stage of the simulation rather than during st:ntt.el"illp;. 
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Validation of the fractional boundary model has shown that the position of the 
boundary can be modelled accurately to within 0.015%, the propagation velocity 
parallel to the boundary can be modelled to within 0.00003% and the I"t!l-lOllflllt 
frequency of a cavity to approximately 0.1%. The approach presented hewenahle.'! 
the modelling of a number of scenarios. The placement of boundaries at the edgt, 
of the simulated domain with arbitrary positions reduces modelling errors. A 
sloped or non-uniform boundary whcrc displaccment varies with positioll C ~ U 1 1 he' 
modelled. The position of the boundary can be modified dynamically duriug the 
simulation without affecting the time step. A short circuit electric, open circuit 
magnetic boundary and a first-order lossy boundary can be easily described. 
A number of difficulties with the stability of the boundary modd haV<' \>('('u 
described when applied to moving boundary problems. It was not clear at the tillle 
of writing what the cause of the instabilities were, however a number of mitigation 
strategies were explored including filtering and limiting the model to set of limits to 
ensure that it did not become unstablc. It was found that ensuring the miuimulII 
extension of the boundary did not become too small then the boundary would 
remain stable. Although energy conservation has booll COllsidered, it hoi pOSHihh' 
that the cause of the instability could be due to incorrectly taking this into nccount 
in the model. This remains an area of further work as it is desil'ahlt' to CllSIII'(' the 
unconditional stability of the model. There is a cOJlsidcrable mllO\lllt of wOJ'k in 
the area of acoustics as moving boundary problems arc common [5(1]. Applying tilC' 
knowledge in this area to the problems described here would provide lUI illtt'\'('Ntillp; 
future study. 
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8.1 Possible Wireless System Modelling 
In the scope of this work it was only possiblc to carry out tests using a limikd 
number of wireless systems that are typically used. The models developed provide 
a numerical representation of the propagation channel in which wireless systems 
can be numerically tested and are not specific to the systems discussed here. III 
addition to the studies carried out in this thesis, this section discusses some further 
investigations that would be necessary to fully asscss thc suitability of a wireless 
system for operation in the highly resonant cnvironments. 
The wireless systems investigated were tested in a noiseless c h a l l 1 1 ( ~ 1 1 so that the 
errors measured here were due only to the physical properties of the Cllvil'Ouuwut. 
The impact of noise on wireless modulation and coding techniques is wcll under-
stood and recorded. References [11] and [58] provide analytical solutions to the 
errors that occur due to additive white Gaussian noise (AWGN) being prcsellt ill 
the channel. The aircraft environment will contain a large amount of cqllipllH'lIt 
that will add noise to the communication channel; sources i n c l l l d ( ~ ~ electronics, ( ~ I l l
bling, radar equipment, electrostatic discharge. Hence, noise lewlis will flu('t.unh' 
and occur at a wide range of frequencies and an AWGN model may 1I0t \)(' tilt' 
most appropriate approach to modelling noise. One approadl would he to directly 
measure and characterise the noise that occurs in an aircraft. ThiH lIoiHI' CUll tlll'lI 
be used to model the effects directly in the chauucl models developed hel'('. This 
can be easily performed by simply adding the noise to the signal onee it. hns pa .... o;pd 
through the model. The impact of such noise on the signal will hll lIIoSt sigllificnllt. 
when the bit decision is close to the thrcshold for a pal'tieul!\l' wil'clel'lll system. For 
example, close to the zero crossing of thc in phase duumelrucis for BPSI< l1Iodulnt-
ion. Research into the type and effect of noise in ft airc.raft. could potlmti/llly fOl'ln 
a large amount of future work in the area of wireless cOllllmmicatiolls fol' tlil'cl'Ilft 
environments. 
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In Chapter 3 the concept of code division multiple access (CDMA) WA.'! men-
tioned as an extension of the direct sequence spread spectrum approach in order 
to allow for mutual operation of multiple code based channels. Given the appli-
cations of interest in this thesis there will likely be a large number of w i r e l ~ ' ! !
devices operating simultaneously. In a highly resonant environment time division 
and frequency division approaches are not ideal. 
A time division based approach would introduce delays into often critical sys-
tems, which is undesirable. Furthermore, due to the resonant nature of the envi-
ronment there must also be an additional delay to allow the energy of a previous 
communication to decay. Due to the peaked frequency response of the channel 
it has been shown that narrowband signals are subject to significant error in t.he 
channel. The use of wider band signals averages the channel response and reduces 
errors but at the expense of interchannel interference. This means that frequency 
division based systems, which are limited to a defined frequmlcy and bandwidth 
are subject to the poor propagation characteristics of the channel at some freqlll'll-
cies. Therefore, a CDMA approach which allows simultaneous commuuication of 
multiple wide band signals [25) would theoretically be the bL'St apPl'Oach to slIch " 
problem. Further work could usc the models developed here to tl.'!.'!css tilt' COOl WI'-
ability of mUltiple systems to explore the effect of the channel on their functionality. 
8.2 Concluding Remarks 
This thesis has described the development of SUIIII) dfidmlt ami gelwml ell/Ul-
nel models for wireless communication simulation and t ( ~ s t i l l g . . The f'tffW/.S of tlu' 
channel on some wireless systems have bccn provided as all pXlunp!e but IU'(' hy 110 
means exhaustive. The models developed here provide 1\ valuahle simulatioll tool 
for use in the design and testing phase of a system's development. COllp\t'(\ with 
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measurements it is possible to rapidly test wireless systems in a generalised charac-
terisation of the resonant channel environment. The filt.er models developed have 
applications most notably in the aerospace, rail, naval, shipping and automotive 
industries. 
The advantages of replacing wires with wireless systems are perhaps not 1\.., 
great in industries other than aerospace as weight and space limitation Illay not 1)(' 
as great. The use of wireless systems can provide other benefits such 1\." flexibilit.y 
that may make them desirable. Wireless systems do not need a physical cOllllection 
in the way that a wire or fibre optic system might. Nodes can therefore be efisHy 
integrated into a wireless system without manual intervention. Such applications 
could be found in the rail industry where it may be desirable to provide cOllllcctions 
between carriages or containers. Other applications may be found in the naval 
or shipping industry where the environment is again a modular metallic cavity 
environment. Wireless systems could be used purely for local commuuications or 
could include personal computer networks within the environment. Thest' 1ll0dl')S 
would provide a valuable tool in addition to commonly used urhan and office 
modelling tools. 
Finally, considering the principal intended application of this work, it IUI. . , heen 
highlighted where wireless systems arc most applicable and advantageolls. A n ~ I I I• ., 
such as system monitoring and HUMS are the most immediately s l l i t . t \ h h ~ ~ SYStl'IIIS. 
The source of power for t.he wireless systnm is a siguitkallt. factor. III oro('r to 
be truly wireless the nodes of the system must be able to o p e r l l t ( ~ ~ with minilllal 
power requirements so that the system can operate from battery powcr or )ocnlly 
scavenged power from heat or vibrations. At prescnt the power t \ v n . i l n h l t ~ ~ throup;h 
scavenging techniques is limited, and hence the applications of fully wird(!SH sys-
tems remain limited to low data rate systems. 
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In other application areas the power requirements may not be an issue and 
higher power systems such as wireless LAN could be adopted. The models devel-
oped here are ideal for such modelling as they can be used with any input signal 
and can provide a general figure for the reliability that may be encountered in a 
particular environment based on only a small number of measurements or estima-
tions. 
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Appendix A 
Sequences for Spread Spectrum 
Techniques 
Direct sequence spread spcctrum k'Chniques use l\ s p r { ~ n d i l l g g s t ' ( I \ l l ' l l t ~ ( ' ' ill order t.o 
spread the bandwidth of the transmitted dntn, Tho types of codes thl\t t'IllI ht' 
used for DSSS and CDMA and their proporticsnre dt.'St:ribl'fl ill this dlllptt.'I', 
A.I Maximal-Length Sequences 
Maximal-length sequences (M-scquouccs) arc gClll'l'I\t('(lusillg 1\ shift I't'!,;istl'" such 
as the Ol1e shown ill Figure A,I.l, For a shift I'cgist('1' of length N till' collt'S tTt'Iltt't1 
will have a length of 2N - 1, differ<mt s e q U N l ( ' f ~ S S uf ('odes tll'I' ("'t'ntf'd d l ' J l I ' I \ l l i l l ~ ~
all the maximal taps used ill the shift r c g i s t ( , ~ I ' . . Tlw ndditiolls of hilllll'Y hits m't' 
carried out using modulo-2 ndditioll, 
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5 ~ ~ b(t) 
Figure A.I.1: A shift register used to create a 31 hit 1I\l\Ximallt'lIgth S{'(JIlI'IIC'C' 
For the shift register shown in Figure A.I.1 with maximal taps at [5,3J 1\\l(I,Ul 
initial state of 1,1,1,1,1 the output sequence b(t) is givclI by 
b(t) = {l,l,l,l,l,O,O,O,I,l,O,I,l,l,O,l,O,l,O,O,O,O,l,O,O,l,O,t,t,O,O} 
(A.l.1) 
After the 31 bits shown the sequence repeats itself alld is cfT('Ctivdy It I > " « ~ u c l o o
random sequence. In order to be suitable for spread HPCCt\'UIII HystcllIs tilt' cock 
should have good auto-correlation properties. In this context good IIlt'l\lIS thl\t 
there is one definite auto-correlation peak so that. t.he spread signnl call \)(' eoIT('d\y 
synchronised and dccoded at the receiver. 
The auto-correlation of a sequence is defined hy the intf!gra\ 
+00 
1/I(T}(auto) = f /(t}/{I - T)df (A.1.2) 
-00 
and the cross-correlation of a pair of functions / and !J is df'fillf'ci by I he illt.c'p;1'Il1 
+00 
1{!(r)(crol8) ::::: f !(t)!1(t - r)tlf. (A.l.:J) 
-00 
The sequence shown in Equation A.I.l, and i n d t ' t ~ I I \ I I Y Y III-!\('()Uc'nct" 1"','11\11 1\1110-
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correlation function given by 
N T = mN 
-1 T¥ mN 
m = 1,2,3 ... (A.1A) 
The auto-correlation of a sequence can be directly related to the Hpectrlllll of the 
sequence [33]. The discrete correlation theorem statet! that discretc ml'rl'iatioll of 
two real functions 9 and h is one member of the discrete Fourier trausfol'lIl pl\ir 
(A.1.5) 
and hence 
(A.1.()) 
The auto-correlation of a m-sequence as given by A.1.4 is 1\ Hingle pl'l\k tlwl'cfol'c 
A.1.6 shows that this c o r r ~ s p o n d s s t.o It fiat. s p ~ c t . r l \ l l function. The lIl-Ht'<IUt'llce is 
therefore a suitable pseudo-random sequence that call be IIs('(1 to spl't'ad 1\ signal 
in a DSSS system. 
In terms of their auto-correlation properties the JII-St.'qlteIlCt' wdcli (:1\111101 lw 
surpassed, however they are 110t ideal for usc in CDMA HYHtelllH /:I-1J. CDMA sys-
tems ideally require a large number of spreading codet! with I'Itronp; I\uto-corrdatioll 
and bounded cross-correlation properticH. Although Ill-Ht'CI\WllCt'H I\}'(' itlt'al in h'I'IIIH 
of autocorrelation, their cross correlation is very variahlt' hdw('('11 III-HI'qU('llt'(' \ll\il'H 
and is not well bounded. In addition there are ouly 1\ lilllitt'<i IIl11l1h<'1' of ( ~ ( ) ( I < ' H H t.hat 
can be created from a given shift generat.or. For 1\ f i V ~ H t a . g t ~ ~ Hhift. gt'II(,I'Ht.OI' tlll'l'(' 
arc only 6 available codes of length 31 that CI\lI ht' ( ~ n ~ l \ t l l ( 1 . . ThiH IIIt'/U1H thnt ill 
order to have a large number of users in COMA systmll 1\ Im'gt' shift gl'Il(ll'ni.or il'l 
required to create enough m-sequences, A Holutioll t,o thil'l 1>)'01>1<'111 wn,'! 1))'(111(11'1('<1 
by Gold in 1967 where a number of codCH I\l'e gmlC'ratt'd from 1\ Pili!' (If III-1;l'<1I\('I\('('S. 
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Details of Gold codes can be found in the following sl,'ction. 
A.2 Gold codes 
Maximal-length sequences are the most efficient spreading codl'S for IIS(' ill a di-
rect sequence spread spectrum system. However, for a given length of IIl'quene(' 
there arc only a limited number of sequences that po.".!,ess Clw,s-corrt'latioll prop-
erties that allow them to be used for orthogonal code bl\.'oIl.'(1 SyHtl'lllS slIch 1\.'1 1\ 
CDMA system. For example, there exist only five 31 hit long 1l\I\.xilllnl-!eng! h 
sequences that can be usc simultaneously. Gold codes wen' dl'vl'iopeci hy Gold 
to overcome this low limit and allow more codes to he 111«'<1 Hilllllltnm'ollllly. By 
reducing the auto-correlation properties of the codes Gold Willi nbl(' to (,lIlumet' 
the cross-correlation properties of a number of codes. Gold COdl'N tU'l' cn'lltt,cl from 
a pair of m-sequcnccs which have a thl'<.'C level cros.'1-cofl'dntioJl fUlle! iOIl; tJI('Sl' 
sequences arc called preferred sequences. 
Gold codes arc created using the lllodulo-2 foIUln of two p l ' ( ' f l ~ l ' n ' ( l l lll-H('(IIIl'IH'('N 
where one sequence is progressively shifted by aile for ('I\ch gold ('o<ll' output. Thl' 
result is that, for a pair of 31 bit m-foIt.'qucnces, it is pos.'1ihll' to en'ni<' :t\ Gold 
codes. A generator for Gold codes ifol shown ill Figure A.:'!.2. 
b(t) 
Figure A.2.2: A IIhift regillter systt'llI 111«'(\ to (l;1'llI'mtl' I\:U hit Gold ('Oell" 
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Gold codes offer the advantage t hat only 1\ I}/\ir of f(,(,(l huck- tlll> !I.('IH'rnton; III( ' 
lIeeded t o produce a l arge numb r of codes. Ellch of thcsc cocks IH1S.'iI'S.'WH j.\()o.( 
cross-correla tioll and au to-correlation propcr( it'H, I\Il houp,b lIulo COlTl'\n t iOlI is 1101 
as ideal as an m-scqucncc. Some aUlo-correl/ltioll ('WHH· COIT(' llllioll propl'll iI 's of 
Gold codes are shown ill Pigure A .2.3 aJl Il' igun ' .2. 1. 
3 5 r - - - ~ - - - - - r - - - - - - - - - ~ - - ~ - - - - - r - - - - , ,
Figure A.2.3: A II tororrl'i ll.t iOIl f1l 1lCti(1I1 of II :11 hit Gold ('tld( ' S('/(III 'W( '. 
r r 
LJ r 
~ 8 8
1 0 0 ! ! - - - : ' ', , : - - - - - : : 2 0 ~ - - - : : 3 0 : - - - - . ~ O - - - : . , . , : - - - - : t : ' : I 0 - - ~ , 0 0
Figur A.2.4.: CroHH corrrh\tioll fllll ctioll of II Pili! of :11 hit (;olcl n ul, ' :-"" 111"11"" :-' 
Tit , alit correlatioll Il llcl t T O S S ~ C C I " ' I I \ l l l i ( ) 1 I I of Cold (,lId( 's Il lIIk.' 1111 '111 SIII I II '". ' 
for lISC ill spread H]letl nlln 1('d llliqm'H. Illtollgl l t Iwil 111110 ('ollvllli iOIl )II IIJl. '1 I i. ,s 
are not as I)('rf(,(' t ItH lII-seqllclI('{'H I b('y provid.' II hll !l..' 1I1111t I ('o.lt , 1I<I\,IIII),I II.l' 11\"1 ' 1 
Il H,CqIlCII Ct'1i wh(' 11 lh('y are I ) \w used ill (' () l\ t I-I),SI.'IIIS. 
APPENDIX A. SEQUENCES FOR. SPREAD SPECTRUM TECHNIQUES 
The cross-correlation of Gold codes is triple valued and wdl-bouudl'c1 whilst 
the auto-correlation of the codes have a clear peak correlation AS shown iu Figure 
A.2.3. The peak is sufficient for use in CDMA syst.ems wlwr(' sYllchl'OlIisntioll of 
spreading sequence and received signal is nccessary. T h ~ ~ propl'rties. a}oug with 
the ability to create a large number of eodes from simple shift registprs, lIIean t.hat 
Gold codes are ideally suited to CDMA multiplexing. 
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Cavity Resonance from 
Geometric Optics 
The RLC model derived in Chapter 4 includes the rctlOllaut nature of 1m ('lIclo.'It'd 
cavity channel and the resonance parameters arc completely controllabl('. It is 
stated that the resonant behaviour is a result of periodk and low 101'1.'1 lllllitipllth 
propagation inside a cavity. If multipath propagation leads to rt'SOllllllt rt'SJlUIISl'S 
then conversely a resonant channel includc.<i the multipath propap;l\tioll hl'luwiour 
and the two effects are closely related. This would mean that t,tl(' mllltipllth cklll,Y 
effect is included implicitly in the model. Furtherm<lr(\ it is Il.'l.'IUIIH'd that tlU' 
differential propagation between the multiple l ' ( ! ( ~ ( ~ i v ( ~ d d pul'l('s il'l much 1'11111\11<'1' tlmll 
the bit length being transmitted. Considered here is 1\ l I I o d d J i I l ~ ~ IlPPl'Ulldl del'iVl'd 
directly from the basis of multi path propagation rather tlUtII tlJ(' d(drollll\jl;lIt'tk 
and resonant behaviour of the cavity. 
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w4 
w2 A2 13 
11 Al 12 
wi w3 
Figure B.1.1: 2D metal box goometriffi 
B.l A Geometric Optics Approach 
It is accepted that resonant behaviour is owing to energy storage in a syst('1II and it 
is assumed that the energy in multiple propagation paths CUll be cOllsi<ien'd , ~ t 0 1 " t ! t l . .
Consider a perfectly electrically reflective chamber with a p o i l l t - I i k l ~ ~ tmllliluit. mul 
receive antenna and the transmit antenna is excited with all impulse, propagl\tillg 
energy in all directions. Until the multiple paths reach the f(\ceiving l\ul('I11I/\ 
they continuously bounce around the box amassing varying phllm' d(\IIlYs. Tilt' 
delays combine when thcy reach thc antenna and consll'lldively or d(,l'Itrudivdy 
interfere. The interfcrence will produce patterml similru' to !'('SOIl/UlC(Ij; if lJIulitplll.h 
propagation and resonant behaviour ill a small llletailk cavity m'(' do,'l('ly lillkt'd. 
Here thc concept of geometric optics is applied to a I'clatively silllplt- 2D lIlt'tn\lic 
box with a point source at Al Ulld a field measurement at. A2. The I\J>Pl"Ol\dl is 
to model the time delay phase shift due to multipath propagntioll. TIlt' gC,(lIllC'try 
used is shown in Figure B.1.l and it can he seen that the hox hl\s t.hl' lc'Ilp;t.h tUld 
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width dimensions 
(8.1.1 ) 
The aim is to measure all components of a field source at AI that IU·(.' r('cl'iw<i 
at A2 and include all paths from reflections on the sides of the hox 11.11<1 a lint' of 
sight component. Sinusoidal field sources are to be used in t.his t ( ~ t . . To do this 
the concept of images [14]'[61J is used by expanding the box as showlI ill Figure 
B.1.2. The point A2 is labeled in each box and using thc g c o m c t r k ~ ~ of the box the 
distance to each A2 can be easily calculated. Each box is labclled with integers 
m and n corresponding to each path in thc real system. Each boundary cros.'\ing 
causes a 1r /2 phase shift in the field and a wall loss. 
The signal received b(t) from a source aCt) ClUl be calculat<.'<i ill fl'<x' spUCt' lISillg 
the Green's function so that 
b(r,t) = g(r;r')a(,/,t) (8.1.2) 
where the function g( 7' : r'} tells us the field at r due to 1\ soure(' nt "'. Hl'l't' 
sinusoidal inputs arc used of the form 
a(O, t) = aosin(wt + </» (O.l.a) 
The received signal can be calculated from all of the IIlUltipnth COllllWIJ(llIts hy 
Bumming thc rccciv(''<i componcnts 
±M ±N 
B(r,t) = L L b(7',t)III,'1 (Il.U) 
m=Oll=O 
whcrc each reccived path component is givcn hy 
b(r, t)m,n = r m,II g(7'; ,.1)".,11 4>".,11 nCO, t) (B.Ui) 
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Fig ure B .1.2: ~ ' ' e t t l l box I'cflC'cLiol1s shown as iIl1H!:!,C'S 
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Here r m,n is the reflection coefficient due to m + n reflections and is given by 
r m,n = r'(lml+lni) (B.1.6) 
The <Pm,n term accounts for the 7r phase shift due to a wall reflection and is given 
by 
A.. __ -i1L(l_(_l)m+n) 
'l'ffl,n - e- 2 (B.1.7) 
Finally the Green's function for free space[14], which also applies to cavities is 
given by 
ejkRm,n 
g( r; r')m,n = 47r Rm n 
, 
(B.1.8) 
for paths of lengths defined by Rm,n' The path lengths arc simply calculated using 
T} = VX2 + y2 
·1I·.,n,n m n (B.1.9) 
where using the geometries of the problem we can sec that, with some manipula-
tion, the path lengths in the x and y dimensions arc given by 
(B.1.IO) 
and 
(B,1.11) 
Here the integers mI, m2, nI, n2 arc given by 
m = 0, ±I, ±2 ... 
(B.1.12) 
m=O,±1,±2 ... 
where the expressions for n integers arc equivalent to those for m. Negative integers 
are also included to account for paths initially travelling away from the receiver 
being reflected from the left wall of the box. 
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Figure B.2.3: I lul tipath interference with (A) 2 paths Ami (b) 5 paths 
B.2 Example Problem 
In order to test the simple model derived above a 1m x] m box is IIsC'd to invC'st ip;at (' 
the frequency response between O.lGHz and 2GHz. TIle response is calcnlated ill 
the frequency domain by stepping through Sillusoid frequC'llcy and calcu lat ill p; t hI' 
maximum field received. A plot of ampli t ude versus freqUl'Jlcy gives the r'spOllse 
of the box. The input and output positions weI" 
I Parameter I Length (Ill ) 
II 0.2 
l2 0.7 
l3 0.1 
WI 0.3 
W2 0.7 
W3 0.6 
W4 0.4 
Table B.2.1: GeOlllf'tril's used for 20 box l'XHIlIP I(' 
T he lllllllhc r of paths illcluued an' modified hy adjust illg tIll ' llHi Xillllllll 1\1l(1 
minimum limi ts of III and n . Givcll only the line of sighl palh Hnd Otl(' olhel' pnl 11 
(m = O,n= J) the rcsponse of the system is given by Fip;ul'e n .2.:l (Il). 
It can be seen in Figure B.2.3( a) that. ther' arc m\JTOW I rougils nile! hroad 1Wllks; 
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these are well known phenomenon and occur in built up areas where signals bounce 
from large objects. Obviously it is likely there will be more paths but it can be 
seen with 5 paths, as in Figure B.2.3(b) there is a similar effect, only with a few 
more peaks. 
This is the case for large (outdoor) systems, but they are not of concern here. 
In large systems there are large differences in path lengths of the multipath com-
ponents and each path has high magnitude loss due to scattering, reflection, ab-
sorption etc. In addition a lot of energy is propagated in such a direction that it 
will never reach the antenna. These systems will have a high energy loss, hence 
low energy storage, no narrow resonances and low Q factor. The geometry of such 
an outdoor system tends not to be well defined or fixed. 
In a small metal cavity there is little loss, high energy storage and high Q 
factor. Due to the enclosed electromagnetic reflecting structure a high amount of 
transmitted power will, at some point, reach the receiver; even if the paths arc 
initially heading away from the receiver. As the environment is small the path 
differences are quite small also, and of very similar power to each other. The 
dimensions of the cavity lead to some regularity ill the paths' lengths (discmtc 
quanta) as the box dimensions are well defined and an element of regularity will 
be introduced into the results. The effect of this can be seen by progressively 
increasing the number of paths in the model to 121,3721, and 10201. 
It can be seen that as the number of paths incre88es resonant peaks start 
to appear and converge. They narrow further with increasing number of paths. 
Hence, the resonant behaviour is observed by only taking account of the llluitipath 
delays of sinusoids in a metal box. Figure B.2.4(d) has the first 6 theoretical 
resonances shown, it can be seen that these coincide very well with the reSOllunt 
peaks produced in the multipath delay model. 
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Using this simple test for a 2D box the effect of the concepts of resonance and 
multipath propagation in a small resonant environment can be observed. This 
shows that the two concepts are closely related and a resonant cavity could be 
considered as a highly reflective, completely enclosed multipath environment. 
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Figure B.2.4: l\[1I1 t ipath interference with (1\) 121 p f \ \ h ~ , , (h) 372 1 pat hs, (c) 1020 1 J)lIl hs 
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TLM Stub Calculations 
In deriving the fractional boundary placement model it is necessary to model the 
inductance and capacitance deficit of the boundary region using transmission line 
stubs. In the models developed in this thesis the derivation of the properties of 
these stubs are definied in the following sections. 
C.l Stub Calculation in 2D 
We choose the link-line characteristic impedance for the boundary line model to 
be Zb as given in (6.3.30). Then the modelled capacitance is 
(C. 1.1 ) 
where At is the time-.step used in the field mesh. 
In order to model correctly the desired capacitance given by (6.3.26) we illtro-
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duce an additional capacitance in the form of a capacitive stub such that 
(C.1.2) 
Hence 
(C.1.3) 
and the capacitive stub impedance 
(C.1.4) 
This impedance normalised to Zb is equal to 
Zo = 1/ ( 2 ( v'2 - 1) ) (C.1.5) 
Proceeding in a similar way we obtain the normalised impedance of the requircd 
inductive stub to be 
(C.1.6) 
We also need to calculate the time derivative ~ ~ and !JiI. The first. is modelled 
by an inductive stub and the second by a capacitive stub as described in [54J so 
that 
(C.l.?) 
whcre 
(C.1.8) 
in normalised form, and 
aVb Vb - 2 V ~ ~
aT = Zc (C.1.9) 
where 
(C. 1.10) 
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Combining the respective terms we obtain (6.3.39) and (6.3.38). 
C.2 Stub Calculation in 3D 
As for the 2D case we choose the link-line impedance to be Zb. Then the inductance 
modelled is 
(C.2.1l) 
The required stub inductance is 
(C.2.12) 
hence 
(C.2.13) 
and 
(C.2.14) 
The capacitance modelled is 
(C.2.15) 
but the fidd sees the capacitance modelled by the two link lines i.e. ( ~ ' t E O O hence 
the required stub capacitance is 
(C.2.16) 
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