Abstract. This paper describes a number of efficient algorithms for morphological operations which use discs defined by chamfer distances as structuring elements. It presents an extension to previous work on extending metrics (such as the p-q-metrics). Theoretical results and algorithms are presented for p-q-r-metrics, which are not extending. These metrics can approximate the Euclidean metric close enough for most practical situations. The algorithms are based on an analysis of the structure of shortest paths in the p-q-r-metric and of the set of values this metric can assume. Efficient algorithms are presented for the medial axis and the opening transform. The opening transform algorithm is two orders of magnitude faster than a more straightforward algorithm.
Introduction
Mathematical morphology [10, 16] is an approach to image processing which is based on set theoretic notions such as inclusion and intersection. Recently, mathematical morphology has been extended to grey level images [16] and even complete lattices [6, 7, 15] , but originally mathematical morphology dealt with binary images. Mathematical morphology models binary images as sets, by considering the foreground pixels as a subset of the image plane. The image is analyzed by inspecting the containment or intersection relations of the image with translates of some set B, the structuring element.
When mathematical morphology is applied to images defined on the real plane, one often uses discs as structuring elements. This is a suitable choice, because it makes morphological operators rotation invariant and because it allows for the interpretation of the results in terms of the natural metric for the image plane. Because discs are defined by a metric, it is possible to describe much of the theory of morphological operators based on circular structuring elements in terms *This research was supported by the Foundation for Computer Science in The Netherlands (SION) with financial support from The Netherlands Organisation for Scientific Research (NWO). Part of it was performed while the author was a guest at the Technical University of Vienna in the framework of the Erasmus exchange program of the European Community. of metrics. In this approach, the notions of distance transformation and reconstruction occur in a natural way.
In practice, images are not defined on the real plane, but on (some subset of) the square grid Z 2. On this grid, chamfer metrics [3] can be defined by setting the distance between pairs of neighboring points, and providing a rule for determining the distance between any pair of points from the distances between neighboring points. The definition of chamfer metrics is presented in the next section. The accuracy of a chamfer metric (compared with the Euclidean metric) can be improved by increasing the number of point pairs for which a prefixed distance is given. In typical cases, the distance of each point to eight other points is given, yielding the so-called p-q-metrics, or the distance to 16 other points is given, yielding the so-called p-q-rmetrics.
Chamfer metrics can be used as accurate approximations to the Euclidean metric, at the same time allowing for efficient computation. In this paper, the metric approach to mathematical morphology will be combined with chamfer metrics in order to define the medial axis, opening transform and pattern spectrum associated with chamfer metrics. Efficient algorithms for these operations will be described.
The medial axis algorithm is different for p-qmetrics, such as the 3-4-metric or the 5-7-metric, and pq-r-metrics such as the 5-7-11-metric. The author has
The organization of the rest of the paper is as follows, The next section describes a number of notions from mathematical morphology and chamfer metrics and presents some properties of convex polygons. The tools presented in this section are used in Section 3 to derive the medial axis algorithm for the p-q-metric, and in Section 4 to present the medial axis algorithm for the p-q-r-metric. In Section 5, algorithms for the opening transform and pattern spectrum are derived, which use the medial axis algorithms derived in the previous sections. The last section sums up the conclusions of this paper.
Chamfer Metrics and Mathematical Morphology
In this section, we present the definitions discrete metrics and chamfer metrics and list some of their properties. For a proof of these properties, the reader is referred to a previous paper [13] . We also present some definitions and results on mathematical morphology, in particular the definitions of the medial axis, and some properties of convex polygons. We will write D for the range {d(x, y) Ix, y ~ E} of a metric d on a set E. Because D has no limit points, the equality
holds. This equality enables us to compute the internal distance transform from the external one when D is known [13] . In the literature, the external distance transform is used most frequently. In this paper, the internal distance transform is most important, so from now on we will write p for the internal distance transform.
A notion closely related to the distance transform is the (closed sphere) reconstruction. 
R(f) = U l~(x, f(x)). xEX
This definition suggests that a reconstruction can be computed by a simple algorithm. A set is initialized to be empty, and the sphere/3(x, f(x)) is added to it for each x • X. Note that for every bounded set X the relation X --R(p~ t) holds.
We will now present the definition of the medial axis [16] and its relation to metrics. From the definition of the internal distance transform, it can easily be deduced that a sphere/~ (x, r) with center x • E and radius r • D is included in a set X if and only if r < p(x). The largest sphere with center x which is contained in X is therefore B(x, p(x)). Definition 2.5. Let X be a bounded subset of E and let d be a discrete metric. The medial axis Mx of X is the locus of the centers of maximal spheres in X, i.e.,
x ~ Mx if and only if there is an r 6 D such that /~(x, r) _/~(x', r') _c X ~ x' = x, r' = r.
It can readily be seen that x ~ Mx if and only if there is no y c X such that y ¢ x and [~(x,p(x)) c_ /~ (y, p (y)). This property will be used throughout the next sections.
The homotopy of the medial axis of a set X is in general different from the homotopy of the original set. A thin subset of X which has the same homotopy as X and lies in some sense "in the middle" of X is often called a skeleton. The medial axis, skeletons and their relations have been investigated extensively in the past [2, 5, [11] [12] [13] [14] 16] .
A particular class of discrete metrics is formed by chamfer metrics [3] . Chamfer metrics were originally defined by Borgefors. In this paper, we restrict ourselves to chamfer metrics on the square grid Z 2. The first step in the construction of a chamfer metric is the selection of a set of so-called prime vectors {vl ..... vk}. Although not necessary from a theoretical point of view [13] , it is common to choose a set of prime vectors which is invariant under the symmetry group D4 of the square grid; D4 consists of 4 rotations (including the identity) and 4 reflections in horizontal, vertical and diagonal lines. Common choices are to use the four vectors of the form (-t-1, 0) or (0, +i), the eight vectors of tlae form (4-1, 0), (0, q-l) or (+1, 4-1) or the sixteen vectors of the form (4-1, 0), (0, 4-1), (4-1, +1), (4-1, 4-2) or (±2, 4-1). These sets of prime vectors correspond to the 4-neighborhood, the 8-neighborhood and the neighborhood containing the 8-neighbors and the pixels at a knight's mover from the center, respectively. The latter neighborhood will from now on be referred to as the 16-neighborhood.
The next step is the assignment of a weight l(1)i) to each prime vector. These weights are positive numbers; in this paper, we use integers only. The weights are chosen such that they are invariant under the symmetry group D4 of the grid. Therefore, if eight prime vectors are chosen as mentioned above, the four vectors (± 1, 0) and (0, 4-1) must have the same weight p, and the four vectors (4-1, 4-1) must also have the same weight q. If sixteen prime vectors are chosen as mentioned above, the eight vectors (4-1, 4-2) and (4-2, 4-1) must have the same weight r. The resulting chamfer metrics will be called p-q-metrics and p-q-r-metrics, respectively.
The chamfer metric corresponding to a given set of prime vectors and their weights can now be defined as follows. It is not hard to see that this definition is equivalent to the more common definition using paths, which one often encounters in the literature.
Suppose that no two prime vectors point in the same direction. Then the prime vectors can be ordered clockwise according to their direction. Two prime vectors will be called adjacent if they are adjacent in this ordering. An equivalent definition of adjacency is the following: two prime vectors v~ and v2 are adjacent if the only prime vectors in {~,l/J1 qt_ ~,2l)2 [)~1, ~'2 E ]~, )~1, )~2 ~ 0} are v 1 and vz. Let ~3i = vi/I(vi) be the so called normalized prime vectors. These prime vectors will in general not be elements of the discrete grid Z 2. We will often use the following theorem [13] All chamfer metrics one usually comes across satisfy these conditions. If one finds a way of writing a vector y -x as nlVl -[-n2v2 where hi, n2, Vl and v2 are as described above, it follows from the uniqueness of this expression that d(x, y) = nd(va) + nz/(V2). Note that, in general, not all integers occur in the range D = {d(x, 0) Ix 6 Z2}. It can be shown [13] that if the weights of adjacent prime vectors have greatest common divisor 1, the range contains all but a finite number of natural numbers. The ranges of a p-q-metric and a p-q-r-metric will sometimes be written as Dp_q and Dp_q_r, respectively.
In Section 4, we will consider the extension of the p-q-r-metric to the continuous plane. It is defined as follows.
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Definition 2.8. Let V be the set of prime vectors described above and let l be the weight functions satisfying the conditions mentioned above. The p-q-rchamfer metric on R 2 is defined by
I
It is not difficult to see that the p-q-r-chamfer metric on R 2 is indeed a metric, and that the "spheres" defined by this metric are polygons with 16 corners. From the proof of Lemma 2.7, it can be derived that the restriction of the p-q-r-metric on IR 2 to Z 9 is the p-q-r-metric on 
S(x, p) = {y ~ ]~2 I d(x, y) <_ p}.
Continuous and discrete spheres are related as follows. Suppose x 6 Z 2 and p 6 R, p > 0. Then
where p-is the number max{r c D I v < p}. This implies that, for x c %2 and p 6 D,
For continuous spheres, the equivalence S(x, p) c_ S(y, r) ¢¢, r > p + d(x, y) holds. As noted before [13] , this relation is not true for discrete spheres. 
Lemma 2.12. Let P be a convex polygon. Suppose that the carriers of two of its sides A B and C D intersect in a point Z, and that B is closer to Z than A and C is closer to Z than D. Suppose X is a scaling factor such that B' = )~(B -Z) + Z lies between B and A and C' = )ff C -Z) + Z lies between C and D. Then the only part of P which is not contained in M ( Z, L )( P ) is the polygon bounded by the boundaries of the polygons between B and C and between B' and C', and the segments B B' and C C'.
This lemma is illustrated in Fig. 1 . It can be proven by considering, for all lines I through Z, the intersections of I with P and M(Z, )~)(P). These intersections are either both equal to 13 or partially overlapping segments of/.
The Medial Axis for thep-q-Metric
In this section, we present the medial axis algorithm for p-q-metrics. This algorithm uses a no-upstream condition for the internal distance transform which is analogous to the no-upstream condition which holds for the medial axis in IR 2 [11] . Recall that, if X is some open subset oflR 2, its distance transform p is the function from R 2 to R defined by p(x) = inf{d(x, y) ] y ~ xC}. A point x 6 X is a medial axis point if and only if there is no y ~ x such that
The algorithm presented in this section for pq-metrics uses the fact that these metrics are extending. The Euclidean metric is extending. Given x, y and r, the point z as described in the definition can be constructed using simple geometry: it is one of the intersections of the line xy with the circle with center y and radius r. Of the two intersection points, the one must be chosen for which y lies between x and z.
All p-q-metrics are extending as well. This can be shown by constructing a point z, as we did in the previous paragraph for the Euclidean metric. Let x and y be two points in Z z and let r ~ Dp_q. The vector y-x can be written in the form nl vl + n2v2, where vl and v2 are adjacent prime vectors and nl and n2 are non-negative integers. Without loss of generality, it can be assumed that l(vl) = p and l(v2) = q. As r ~ Dp_q, r can be written as mlp -k m2q, where ml and m2 are nonnegative integers. We can take z = y + ml V1-1-m2v2.
The following theorem presents the no-upstream condition for medial axis points for extending metrics.
Theorem 3.3. Let d be a metric on Z 2. Let X be a bounded subset ofTZ 2. A point x ~ X for which p (x) is an extending value is the center of a maximal sphere if and only if there is no y ~ x such that p(y) >_ p(x) + d(x, y) ("x has no upstream").

Proof: 'Only if': suppose that there exists an y 7~ x such that p(y) > p(x) + d(x, y). In that case every z ~ B(x, p(x)) satisfies d(z, y) < d(z, x) + d(x, y) < p(x) + d(x, y) < p(y).
Therefore /~ (y, p (x)) is a sphere containing 13(x, p(x)) and contained in X. Therefore, x
is not the center of a maximal sphere.
'If': suppose x is not the center of a maximal sphere. Then the sphere with center x and radius p (x) must be contained in a closed sphere with center y #x and radius p(y). Let z be a point such that
Corollary 3.4. Let d be an extending metric on 2 2 and X a bounded subset. Then x ~ X is a medial axis point if and only if there is no y c X such that p(y) > p(x) +d(x, y).
This theorem provides a characterization of the medial axis points, but it cannot be used for the construction of an efficient algorithm: in order to determine whether x is a medial axis point of X, all points y must be inspected. In the case of the p-q-metric, the search can be limited to the neighbors of x.
Theorem 3.5. Let X be a bounded subset of Z 2, proVided with a chamfer metric whose set of prime vectors is V and let x c X. If there is a point y such that p(y) > p(x) + d(x, y), then there is also an y' ~ Z 2 satisfying y' -x ~ V and p(x) + d(x, y).
Proof: Let x and y be points as described in the theorem. Then
B(x, p(x)) c_ B(y, p(y)) c_ X.
There is a pair of adjacent prime vectors vl and 1) 2 such that x -y = nlVl q-n2v2 and nl and n2 are nonnegative. Without loss of generality, it can be assumed that nl > 0. We can now take y' = x -Vl. This implies 
B(x, p(x)) c_C_ [~(y', p(x) + d(x, y')) c__ B(y, p(y)).
The first inclusion follows from
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The second inclusion follows from:
[] This theorem suggests the following algorithm for the computation of the medial axis in the p-q-metric. 
(y) > p(x) + d(x, y).
This algorithm requires four image scans, and local computation only. It is possible to perform steps (2) and (3) in a single scan, but this makes the local operation to be performed in this step much more complicated, so this is not a good approach.
The Medial Axis for thep-q-r-Metric
A p-q-r-chamfer metric can approximate the Euclidean metric more accurately than any p-q-metric [18] . The relative error of the 5-7-11-metric with respect to the Euclidean metric is 1.79%, while the relative error of any p-q-metric is at least 3.96%. This implies that the error made when measuring an object of diameter 50 is in the order of a single pixel when the 5-7-11-metric is used. Therefore, the accuracy of the 5-7-11-metric is sufficient in most practical situations.
On the other hand, the algorithms for the p-q-rmetric are more complicated than those for the p-qmetric. The medial axis algorithm described in the previous section cannot be used, because the p-q-rmetric is not extending. This can be seen from the example in Fig. 2 for the 5-7-11-metric. The small sphere of radius 5 is contained in the larger one of larger that qr can be written in both forms (see [13] for a discussion of the structure of D). Like in the previous section, our aim is to determine for each point x whether there is a point y # x such that B (x, p(x)) c B(y, p(y) ). We will not try to find a criterion which decides whether this relation holds for two arbitrary points x and y. Rather, we will show that if, for a given x, such a point y exists, there is also a 16-neighbor y' ofx such that/}(x, p(x)) C_ B(y', p(y')). 
(x, p(x)) C B(y, p(y)).
Note that, if p(x) ~ pN + rN and p(x) ~ qN + rN, p(x)
is an extending value and Theorem 3.3 can be used, It can then be argued, like in the proof of Theorem 3.5, that x is a medial axis point if there is no
16-neighbor y ofx such that p(y) > p(x) + d(x, y).
Yet, for the p-q-r-metric, there are values of p(x) which are in pN+ rN but not in qN + rN, or vice versa.
The proof of Theorem 4. f consists of two steps. First, we show (Lemma 4.3) that it is sufficient to inspect a star-shaped region, whose shape depends on p (x). From this result, it will be derived (Lemma 4.4) that it is sufficient to inspect a 16 point neighborhood.
In order to simplify the discussion, we will suppose that x is the origin. We divide Z 2 in eight octants, as shown in Fig. 3 . The octants will be called the (2, 1)-octant, the (1, 2)-octant, the (-1, 2)-octant, etc., after the prime vector of type r they contain. Note that the symmetry group D4, which consists of four rotations (including the identity) and four reflections in horizontal, vertical and diagonal lines, maps a point in one octant to a point in each of the other octants. Therefore we can assume without loss of generality that y lies in the (-2, -1)-octant.
Suppose that z is a point in the (2, l)-octant. Let zl = z, z2 ..... z8 be the images under D4 of the point z. It can easily be seen that d(y, zi) < d(y, z) for all i.
Consequently, the sphere /)(0, p(0)) is completely contained in/} (y, p (y)) if the intersection of the sphere centered at 0 with the (2, 1)-octant is completely contained in the sphere centered at y.
As a consequence of the two previous paragraphs, we may restrict ourselves to the situation depicted in Fig. 4 . Let 1, m and n be the lines through the origin in the directions (1, 1), (2, 1) and (1, 0), respectively. Let P and Q be the points 
Nacken ([p(O)/pJ, 0) and ([p(O)/qJ, Lp(O)/qJ) and le = (-Ip(O)/pJ, -kp(O)/pJ) and Q' = (-Ip(O)/qJ, O)
be their projections on the lines I and n in the (2, 1)-direction. The shaded region represents the intersection of/~(0, p(0)) with the (2, 1)-octant. This region will be referred to as the opposite part of the sphere. It lies above the line PP' and below the line QQ'. 
Proof: It is sufficient to show that /~(0, p(O)) c_ [~(y', p(y) -d(y, y')) c_ B(y, p(y)).
(J, z) = d(y, z) -d(y, y'). Because/~(0, p(0)) c [~(y, p(y)) we know d(y, z) < p(y), so d(y', z) < p(y) -d(y, y').
The
second inclusion holds because d(z, yP)< p (y) -d(y, y') implies d(z, y) < d(z, y') + d(y', y) < p(y).
[] Proof: Without loss of generality, we can consider the situation of Fig. 4 . We will construct a point y' which satisfies the conditions mentioned in Lemma 4.2. The point y lies in one of five regions (see Fig. 5 ). Then we take y'= -/3(1, 1). Clearly, this y' lies in the (-2,-1)-octant. We have y' -y = o~(2, 1). Because the opposite part lies below the line 1 and above the x-axis, it is possible for all points z in the opposite part to write z -y' as a nonnegative linear combination of either (1, 1) and (2, 1) or (2, 1) and (1, 0). In both cases,
d(y, y') + d(y', z) = d(y, z).
Region 3. Suppose y = -a(2, 1) with ot > 0. Then wetake y' = (-2, -1). Clearly y' lies in the (-2, -1)-octant. We have y' -y = -(~e -1)(2, 1). As the opposite part lies below the line l and above x-axis, it is possible write for each z in the opposite part to write z -y' as a nonnegative linear combination of either (1, 1) and (2, 1) We will now show that it is possible to restrict the neighborhood to sixteen points. Therefore, we must consider the case where y is a point on an axis or on a diagonal, but not a neighbor of x.
Lemma4.4. Letp, r~D,a~Nwitha> 1. 
') c_ B((-a, -a), v)
Proof: We will prove only the first part of the lemma, as the second part can be proved in a similar way. It can be assumed without loss of generality that r is the smallest value in D for which B((0, 0), p) ___ B((-a, 0), r) holds. The theorem is shown by considering continuous spheres in stead of discrete ones. We will prove that there is an p' 6 R such that
The lemma follows immediately from this relation by applying (2.2) and Definition 2.10.
Consider the octagons S((0, 0), p) and S((-a, 0), r). Parts of these polygons are depicted in Fig. 7 . The center of the small sphere is the origin O. Some of its corners, P, Q, R, S and T, are marked. The center of the larger sphere is A = (-a, 0); some of its corners, P', Q', R', S' and T', are marked.
There must be a grid point on the segment RS or on the segment ST. If S ~ lies below the line ST, both the segments RS and ST lie outside the larger sphere, and so does at least one grid point. This would violate the inclusion relation. Therefore, S ~ lies above the line ST.
If S r lies above the line RS, the smaller sphere would be included in the interior of the larger one, and it would be possible to find a value s'< s for which S((0, 0), r) c S((0, -a), s ~) holds. This would imply B((0, 0), r) __c B((0, -a), s'-), violating the assumption that s is the smallest value for which this inclusion holds. Therefore, S ~ lies below the line RS.
The boundaries of the spheres intersect in the points X and Y. The projection of these points in the (2, 1)-respectively the (2, -1)-directions is the point B. Note that two degenerate cases can occur. The points R and R ~ can coincide, or the point S p can lie on the segment ST. In these situations, X will be chosen to be S or S ~, respectively. The proof is as follows. We construct a family of The family S ((-t, 0) , r (t)) is found by transforming S((0, 0), p) gradually into S ((-a, 0), r) . Intuitively, the family can be described as the sequence of spheres which is obtained by gradually shifting and enlarging S((0, 0), p) in such a way that S moves along the segment SX to X, and then along the segment XS' to S', while the center of the sphere moves from (0, 0) to (-a, 0). 
Note that the relation S((O, 0), p) c S((-a,
spheres S((-t, 0), r(t)) such that r(O) = p, r(a) = r and
S((-t, 0), r(t)) E_ S((-t', 0), r(t'))
IR'S'I/IR'XI. This yields the spheres S((-t, 0), r(t))
with t between b and a. It remains to be shown that the family thus obtained satisfies (4.2) . For the first part of the family, this follows from Lemma 2.12, combined with the fact that the shaded area in Fig. 7 contains no grid points. For the second part, increasingness with respect to c follows immediately from Lemma 2.11. Therefore, increasingness with respect to E certainly holds.
[] Now Theorem 4.1 follows directly from Lemma 4.3 and Lemma 4.4. Theorem 4.1 implies that it is sufficient to consider 16-point neighborhoods in the detection of medial axis point. We will now describe the operations which are to be performed in such a neighborhood, and the resulting algorithm will be presented.
Let x ~ X be a point of a set X C Z 2. In order to determine whether x is a medial axis point, it must be checked for each neighbor y of X in a 16-point environment, whether (4.4) holds. There are three cases to be discerned: y is a direct (4-connected) neighbor of x, y is an indirect (8-connected but not 4-connected) neighbor of x, or y is at a knights move from x. An expression similar to (4.6) can be found for the case where y is an indirect neighbor of x. Note that for p-q-r-metrics with small values of p, q and r, we have p + q -r = 1, such that Ap will always be equal to p or p -1.
B(x, p(x)) c_ B(y, p(y))
These observations lead to the following algorithm. 
The Opening Transform and the Pattern Spectrum
In this section, we present the opening transform and the pattern spectrum, and an efficient algorithm for their computation, based on the medial axis. An operator ot mapping subsets of a set E to subsets of E is called an opening [16] if it satisfies the following properties for each X, Y _q E:
From now on, we will restrict to the openings on the square grid Z 2 and we will assume that this grid is provided with a chamfer metric, The most common opening is the structural opening, which can be constructed by "filling" a set with translates of a structuring elements: X o A = U {Ah [ h E E, Ah C X}. The structural opening X o B(r) of a set X with a sphere of radius r ~ D is X o/~(r) = U {/~(x, r) I x 6 Z z,/}(x, r) c X}. (5.1) A granulometry or size distribution [9, 10] is defined as a family {at} of openings, where the range of r is some ordered set and
In this paper, the range of r will be D. The family of structural openings with discs of a given radius is not a size distribution, but it is possible to construct a size distribution {~r }t~D from them by
Ot'r(X) ~" U S o n(s). (5.3) s>r
From the definition of a size distribution, it follows that x e at(X) ~x 6ots(X) for alls < r. This observation is the inspiration for the definition of the opening transform. Note that the pattern spectrum of a set is equal to the histogram of its opening transform. It is therefore possible to compute the pattern spectrum directly from the opening transform. In the rest of this section, we will therefore discuss only the opening transform. maximal value, the medial axis points can be sorted in linear time in the number of medial axis points using distribution sorting [8] .
The efficiency of the algorithm depends on an efficient way of addressing all pixels in a sphere B (m, p(m) ). Certainly, computing such spheres in a two scan reconstruction algorithm would be too costly. In stead, the pixels in the sphere/~(0, R), where R is the largest occurring value of p (m), are sorted in order of increasing distance to the origin. When the sorted list is computed, the pixels in each sphere/}(0, r) for r < R can be found by taking a suitable first part of the list. The pixels in spheres with different centers can be found by translation. In practice, the pixels in/}(0, R) are not sorted, but computed in the correct order, and pixel positions are represented as relative offsets in the image array in order to provide fast access to the image.
Summarizing, the opening transform can be computed by the following: 
--Set the pixels in B(m, p(m)) to p(m).
As noted before, the size distribution of X is the histogram of Ax, so it can be computed from Ax in a very straightforward way. Figure 8 shows a binary image, its medial axis and its distance transform. Dark pixels correspond to large distance transform values. The computation of the opening transform took 0.43 s, which is two orders of magnitude faster than the 45 s required by the brute force algorithm described in [13] . A similar reduction of computation time is found for other images.
Conclusions
In this paper, we presented a method for computing the medial axis defined by spheres in the p-q-r-chamfer metric. This result is an extension of the results in a previous paper [ 13] , where an algorithm for the class of extending metrics was presented. The method is based on the understanding of the structure of shortest paths in the p-q-r-metric and of the structure of its range.
The p-q-r-metric approximates the Euclidean distance with an accuracy of 1.79%, which is sufficient in most practical cases. The method proposed here produces a close approximation to the Euclidean medial axis. Yet the algorithm is very efficient, requiring only four image scans, and local computation in each scan. Based on the medial axis transform, we presented an algorithm for the computation of the opening transform and the pattern spectrum associated with the 5-7-11 metric. The algorithm also uses a smart addressing scheme for pixels within a sphere of given center and radius. The approach based on the medial axis is two orders of magnitude faster than a brute force algorithm.
