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Durante el transcurso de este proyecto se va a realizar el desarrollo de un 
algoritmo que sea capaz de extraer las características de segmentos de audio 
para su posterior clasificación en archivos de voz, de música o de música y 
voz. 
 
Para ello se han analizado los algoritmos de clasificación más referenciados 
en la literatura y se han valorado sus características, sus prestaciones y su 
complejidad computacional, tanto en la fase de entrenamiento como 
reconocimiento. A partir de estos estudios, se ha decidido implementar un 
sistema basado en características de bajo nivel y clasificadores estadísticos. 
Como herramienta de desarrollo se ha elegido una implementación en 
MATLAB ya que las aplicaciones que se tenían en mente no requieren un 
entrenamiento en tiempo real del sistema. 
 
Los coeficientes que utilizaremos para caracterizar los diferentes tipos de señal 
serán los llamados MFCC, que son los Coeficientes Cepstrales de las 
Frecuencias de Mel. Y como algoritmo de entrenamiento se usará un modelo 
de mezcla de Gaussianas (GMM) para cada tipo de audio, en el que 
variaremos el número de gaussianas para el modelo y se valorará la mejor 
configuración. 
 
Además de los MFCC, también se van a implementar los Delta MFCC y los 
Delta-Delta MFCC que serán los que nos darán información sobre las 
propiedades dinámicas del audio; ya que los MFCC solo dan información 
dentro de una ventana donde la señal se considerará estacionaria. 
 
Como veremos más adelante, los resultados obtenidos son suficientemente 
satisfactorios como para que el algoritmo pueda funcionar en un caso real. En 
dicho capítulo se verán tablas y gráficos de los porcentajes de error medios 
para las diferentes configuraciones de parámetros iniciales que se han 







Title:  Feature extraction and automatic classification of audio signals 
Author:  Alex Gareta Manzano 
Director: Francesc Tarrés Ruiz 







The purpose it is to make the development of an algorithm that is able to extract 
the features of audio segments for further classification in speech, music or 
music and speech files. 
 
For this we have analysed the most referenced classification algorithms in the 
literature, and their characteristics, performance and computational complexity 
evaluated during training and recognition phases. From these studies, it has 
been decided to implement a system based on low-level features and a 
statistical classifier system. MATLAB has been chosen as the development tool 
since the applications in mind did not require a real-time training system. 
 
The coefficients we use to characterize the different types of signal are called 
MFCC, an acronym for the Mel Frequency Cepstral Coefficient. And as training 
algorithm a Gaussian Mixture Model (GMM) will be used for each audio class, 
which will change the number of Gaussians to model and will evaluate the best 
configuration. 
 
In addition to the MFCC, we will also implement the MFCC Deltas and MFCC 
Delta-Deltas that will provide us with information about the dynamic properties 
of audio; because MFCC only provide information within a window where the 
signal is considered stationary. 
 
As discussed below, the obtained results are enough satisfactory for the 
algorithm to run on a real case. Charts and graphs of average error rate for the 
different configurations of inputs that have been tested and reported. The 
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INTRODUCCIÓN 
 
En este documento se recoge todo el desarrollo para llevar a cabo el Trabajo 
Final de Grado (TFG), partiendo de la idea principal y el objetivo que se quería 
conseguir, pasando por los conceptos necesarios para entender todo el 
desarrollo, hasta la implementación y la obtención de resultados. 
 
Este TFG se centra en la creación de un algoritmo que sea capaz de extraer un 
conjunto de características de una señal de audio con el fin de generar un modelo 
de entrenamiento, que posteriormente, se utilizará para realizar una clasificación 
automática de otras señales de audio. Dicho algoritmo permitirá encontrar, con 
un bajo porcentaje de error, un instante de tiempo en televisión en el que 
introducir pausas sin romper una escena de una serie, película o programa, es 
decir, que ese instante no contenga diálogo.  
 
Para desarrollar un algoritmo de esta índole y comprobar su funcionamiento se 
ha utilizado MATLAB que utiliza un lenguaje de programación de alto nivel que 
acelera el desarrollo y el testeo de los algoritmos. 
 
Existen diferentes métodos de extracción de características que podrían dar 
buenos resultados, pero nos hemos basado en la extracción de los coeficientes 
MFCC, los Delta MFCC y los Delta-Delta MFCC. Tal y como se ha estudiado en 
diferentes artículos científicos, los MFCC dan muy buenos resultados en la 
clasificación de segmentos de audio de unos 25 ms y, además, su cálculo no 
tiene un coste computacionalmente elevado, frente a otros métodos. También 
comentaremos, que existen otro tipo de características alternativas de una señal 
de audio que nos permiten complementar a los coeficientes MFCC, y de esta 
manera conseguir una mejora adicional en la clasificación. Algunas de estas 
características adicionales, que se explicarán brevemente en los capítulos 
posteriores, son: High Zero-Crossing Rate Ratio, Spectrum Flux y Low Short-
Time Energy. 
 
Para realizar el entrenamiento del modelo que definirá cada uno de los tipos de 
audio se pueden utilizar varias tecnologías y, probablemente, todas darán unos 
resultados aceptables. Algunas de ellas son las redes neuronales artificiales, los 
modelos ocultos de Márkov, support vector machines o los modelos de mezcla 
de Gaussianas. Se ha decidido implementar este último ya que permite realizar 
una clasificación muy buena, como se verá más adelante. 
 
Para entrenar los modelos, testar el algoritmo y calcular el porcentaje de acierto 
a la hora de realizar la clasificación, se ha construido una base de datos de 
diferentes archivos de audio, dividida en subdirectorios, donde cada uno de ellos 
corresponde a los tipos de audio a clasificar. 
 
Los archivos de audio utilizados se dividen en tres tipos: voz, música y música 
con voz. En el primero de ellos, el audio se ha obtenido de recortes de radio en 
diferentes idiomas y de diferente género. Un caso más difícil de afrontar ha sido 
la realización del directorio que contiene música instrumental. Para ello se han 
recortado trozos de canciones de diferentes estilos musicales, así de esta 
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manera tener una base de datos muy variada. Cabe añadir, que contra más 
variada sea la base de datos de cada uno de los tipos de audio; más óptimo será 
el modelo del entrenamiento generado. El caso más complejo de construir, sin 
duda, ha sido la base de datos de archivos que contienen diálogos y música o 
sonido de fondo; estos serán considerados archivos de música y voz. Estos 
últimos se han recortado de trozos de series o películas de televisión. 
 
Se han conseguido unos datos lo más reales posibles realizando un método que 
genera dos listas de archivos a partir de la base de datos creada; una lista para 
realizar el entrenamiento, que supondrá el 80% del total. El otro 20% restante se 
utilizará para realizar el testeo y comprobar el funcionamiento. 
 
Una vez realizada toda la implementación del algoritmo se verá una explicación 
exhaustiva sobre los resultados obtenidos. Aunque podemos adelantar que se 
han obtenido unos resultados positivos; ejecutando el algoritmo utilizando sus 
máximas prestaciones se obtiene una media de error en la clasificación de 
archivos de voz del 0,25%. Es decir, en un caso real, de cada 10000 segmentos 
de audio de tipo voz de 25 ms analizados, se clasificaran erróneamente 25 
archivos.  
 
En los anexos se adjuntarán todos los resultados obtenidos además de gráficos 
que muestran de manera gráfica el error medio obtenido para cada una de las 
configuraciones de parámetros iniciales utilizadas.
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CAPÍTULO 1. CONTEXTO DEL PROYECTO 
 
 
En este primer apartado se realiza una presentación del proyecto a realizar y el 
objetivo de este. Además, se explicarán las tecnologías utilizadas durante el 
desarrollo y la estructura de la memoria. 
 
Primeramente se presentará la base del proyecto, desde los conocimientos 
básicos que he adquirido durante la carrera para cumplir los objetivos 
propuestos hasta los conceptos más específicos de extracción de 
características y clasificación de audio, pasando por los puntos más relevantes 
del procesado de señal.  
 
Una vez vistos los diferentes métodos de extracción de características y de 
aprendizaje, se evaluarán cuáles son los mejores para conseguir un resultado 
adecuado. 
 
1.1. Presentación del proyecto 
 
Este proyecto consiste, a grandes rasgos, en desarrollar un algoritmo capaz de 
extraer las características del audio necesarias para, posteriormente, realizar un 
entrenamiento que permitirá al software clasificar automáticamente los archivos 




Fig. 1.1 Diagrama del proyecto 
 
 
Los grupos en los que se clasificarán los archivos de audio serán: voz, música y 
música y voz. La elección de esta clasificación está estrictamente relacionada 
con el objetivo del proyecto que es implementar este algoritmo para detectar en 
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qué momento de tiempo introducir los anuncios en televisión. Por este motivo, 
Atresmedia ha mostrado un interés especial en este proyecto. 
 
Actualmente, Atresmedia utiliza un sistema llamado Pauta única a la hora de 
introducir anuncios en sus canales. Dicho nombre viene a raíz de que es el canal 
principal de Atresmedia el que marca el momento en que los otros canales 
secundarios deben entrar en publicidad; es decir, cuando en Antena 3 inicia sus 
anuncios, los canales secundarios tendrán un breve periodo de tiempo para 
encontrar el mejor momento en el que entrar en publicidad. 
 
Este sistema está basado en un algoritmo de procesado de imagen que calcula 
el momento idóneo donde introducir anuncios en función de las escenas de la 
serie, programa, película, etc. Este proyecto quiere conseguir mejorar la 
introducción de anuncios en televisión procesando también el audio. 
 
Otros aplicaciones de un software de procesado de señales de audio podrían ser 
ecualizadores musicales, monitorizar los minutos de música que se ponen en 
una emisora para realizar la facturación de derechos de autor, detección de 




El objetivo de este proyecto parte de la idea de mejorar el sistema actual. Se 
quiere conseguir un sistema complementario basado en procesado de audio 
para así poder llegar a tener un método mejor para introducir pausas en 
televisión, de manera, que el espectador no tenga la sensación de que se ha 
cortado la escena. El software resultante sería capaz de detectar cambios de 
plano durante un dialogo y cambios de plano durante sonido ambiente o música, 
y así, se podrá discernir en qué casos se puede cortar la emisión para introducir 
una pausa y en cuáles no. Sobre todo, se ha de detectar con un alto porcentaje 
de acierto cuando hay dialogo, así se sabrá cuando no se ha de introducir una 
pausa. 
El algoritmo propuesto pretende hallar un conjunto de características propias de 
la señal de audio que nos permita realizar una clasificación en los diferentes 
grupos mencionados anteriormente. 
 
En los últimos años, la utilización de los Coeficientes Cepstrales de las 
Frecuencias de Mel, comúnmente llamados MFCC (Mel Frequency Cepstral 
Coefficient), ha tenido éxito a la hora de realizar clasificación de audio [1]. Vamos 
a estudiar qué parámetros de entrada y qué métodos de extracción de 
características son los que dan mejores resultados en esta clasificación entre 
voz, música y música y voz. También, se estudiará cuál de los diferentes 
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1.3. Software 
 
Para desarrollar este algoritmo se ha utilizado principalmente el software de 
MathWorks® llamado MATLAB. 
 
Otro software que se ha usado es Audacity para edición de audio y así construir 




MATLAB es una herramienta de software matemático cuyo nombre viene dado 
de la abreviatura “Matrix Laboratory”. Este software utiliza un lenguaje de alto 
nivel propio llamado lenguaje M, aunque la lógica interna está programada en 




Fig. 1.2 MATLAB 
 
 
Este software es una herramienta que permite un desarrollo rápido de algoritmos 
ya que su lenguaje de programación es a muy alto nivel, además de que contiene 
muchas funciones y operaciones ya integradas. 
 
Entre las muchas prestaciones y características que ofrece MATLAB, hay 
algunas que han sido esenciales a la hora de escoger MATLAB como entorno 
de desarrollo: 
 
- Permite realizar algebra matricial mediante sintaxis de alto nivel, usando 
directamente notación matemática. 
- Representación de datos y funciones de una forma sencilla. 
- Además de la creación e implementación de algoritmos, permite examinar 
las propias funciones que tiene MATLAB predefinidas. 
- Tiene una amplia documentación sobre todas las funciones y 
posibilidades de MATLAB, incluyendo ejemplos. 
- A su alrededor se ha creado una gran comunidad en la que se puede 
apoyar uno para buscar información en los foros de soporte a la hora de 
resolver problemas [5]. 
 
Una vez realizado el desarrollo de los algoritmos y se comprueba su correcto 
funcionamiento, es relativamente sencillo traducir el código a un lenguaje más 
eficiente, como C++, si las características de la aplicación final lo requieren. 
 
A nivel personal, he querido usar MATLAB para realizar el desarrollo algoritmo 
porque ya poseía conocimientos adquiridos durante la carrera en el ámbito de 
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procesado de señal y cálculo matricial en asignaturas como Procesado Digital 




Audacity es una aplicación sencilla que se ha utilizado para edición de archivos 
de audio que soporta una amplia gama de formatos de tipo de audio. 
 
Entre las características que ofrece Audacity se han aprovechado las siguientes 
características: 
- Recortar múltiples archivos de audio en pequeños fragmentos. 
- Superposición de múltiples archivos. 
- Conversión de estéreo a mono. 




Fig. 1.3 Audacity 
 
1.4. Estructura de la memoria 
 
La estructura de la memoria a partir de este punto está formada por un capítulo 
de estado del arte en los sistemas de clasificación de audio dónde se explicarán 
diferentes métodos de extracción de características del audio y diferentes 
métodos de entrenamiento. A continuación, se entrará más en detalle en el 
método de extracción de características y de entrenamiento escogidos, 
incluyendo la matemática que hay detrás. 
 
Habrá un apartado donde se describirá como se ha realizado toda la 
implementación del algoritmo en MATLAB y toda la construcción de la base de 
datos de archivos de audio formada por diferentes tipos: música, voz y música 
voz. Esta base de datos se ha generado a partir de canciones solamente 
instrumental, trozos de series o películas donde haya un dialogo entre persona 
con una música o sonido ambiental de fondo y, fragmentos de locuciones de 
radio en diferentes idiomas como archivos únicamente de voz. 
 
En el capítulo de resultados se mostrarán los resultados obtenidos más 
importantes y se comentarán con la ayuda de tablas y gráficos. Como se verá en 
las conclusiones deducidas a partir de estos resultados, podemos avanzar que 
el software tiene una probabilidad de error razonable; será un software que 
podría ser implementado en una aplicación real. 
 
Finalmente, habrá un apartado de conclusiones generales del proyecto y líneas 
futuras.
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CAPÍTULO 2. ESTADO DEL ARTE EN SISTEMAS DE 
CLASIFICACIÓN DE AUDIO 
 
 
Antes de empezar a entrar en detalle de todos los conceptos necesarios para 
entender este proyecto que se explicarán en los siguientes subapartados, vamos 
hacer un breve repaso de la historia del procesado de señal y, más 




Antes de hablar del procesado digital del audio debemos echar un vistazo al 
pasado en cuanto al procesado digital de señales. 
 
En la década de los 80, varias compañías del mercado de la electrónica 
intentaron introducir en el mercado lo que se llamaría un Procesador digital de 
señales o DSP. Esto no es más que un procesador que tiene programadas un 
conjunto de instrucciones y que junto con el hardware y software es la base para 
aplicaciones que requieren el cálculo de operaciones numéricas a muy alta 
velocidad. Este avance tecnológico permitiría muestrear las señales analógicas 
en tiempo real y transformarlas en señales digitales usando un conversor 
analógico/digital (ADC). 
 
Entre las compañías que intentaron conseguir unos buenos beneficios están 
INTEL, AMI, Bell Labs, NEC, AT&T y Texas Instruments. Esta última consiguió 
crear un DSP, el TMS32010, que tuvo una muy buena acogida en el mercado. 
 
No vamos a entrar en detalle en el funcionamiento de los DSP, los diferentes 
tipos que existen, sus aplicaciones, su arquitectura, etc. ya que, además de ser 
un tema lo suficientemente extenso para realizar un trabajo, es un tema que se 
desvía del tema principal de este proyecto. 
 
Nos vamos a centrar en la parte de creación de un algoritmo que coja una señal 
ya digitalizada y la trate para obtener unas características. En nuestro caso, esa 
señal será de audio, por lo esto nos lleva a hablar de una rama que extiende del 
procesado digital de señales que es el procesamiento digital del audio. 
 
Como ya hemos comentado, el proyecto consta de tres partes muy bien 
diferenciadas: extracción de las características que se usarán para la 
clasificación, entrenamiento del algoritmo de clasificación y una última parte de 
testeo, en la que se comprueban los resultados que ofrece el clasificador. Existen 
diferentes métodos, tanto de extracción como de clasificación, que 
seguidamente se explicarán brevemente antes de centrarnos en los métodos 
escogidos para nuestro algoritmo. 
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2.2. Métodos de extracción de características 
 
Existen muchas maneras de caracterizar una señal de una manera más 
compacta que coger las muestras de la señal. Algunos de los ejemplos más 
sencillos son los cruces por cero, la energía de la señal, etc. 
 
En este apartado se presentan un conjunto de métodos básicos para la 
extracción de características [2] y, finalmente, se explicará uno de los métodos 
más utilizados, el MFCC, que se aplicará en este proyecto. 
 
En todos los métodos de extracción se utiliza el proceso de enventanar la señal, 
típicamente usando la ventana de Hamming. Esto se hace para tener un número 
finito de valores y un número completo de periodos para las frecuencias a 
analizar en la señal. Realizando esto podemos garantizar que el cálculo de 
características se realiza en un trozo de señal estacionario, donde las 




Fig. 2.1 Ventana de Hamming 
 
 
Otra característica de la ventana de Hamming es que suaviza los extremos 
evitando así discontinuidades bruscas en segmentos consecutivos. Para ayudar 
a evitar discontinuidades se desplaza cada vez la mitad de la longitud de la 
ventana, en vez de la ventana entera; consiguiendo así una ponderación más 
ajustada de las características. La fórmula que sigue esta ventana es la 




𝟎. 𝟓𝟒 − 𝟎. 𝟒𝟔 𝐜𝐨𝐬 (
𝟐𝝅𝒏
𝑴−𝟏
) , 𝟎 ≤ 𝒏 ≤ 𝑴− 𝟏
𝟎, 𝒆𝒏 𝒄𝒂𝒔𝒐 𝒄𝒐𝒏𝒕𝒓𝒂𝒓𝒊𝒐
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2.2.1. Coeficientes de energía 
 
La energía se calcula a partir del valor cuadrado de la señal acotada a un tipo de 
ventana en concreto. El cálculo de esta característica requiere realizar un 
enventanado previo utilizando la ventana de Hamming, explicada anteriormente. 
 
La ecuación para calcular la energía es: 
 
 
𝐸𝑛 = ∑ 𝑠𝑛
2𝑤𝑛
𝑁
𝑛=1      (2.2) 
 
 
donde n es el número del segmento, s la señal de audio, w la ventana de 
Hamming y N el número total de segmentos de la señal de audio. 
 
2.2.2. High Zero-Crossing Rate Ratio (HCZRR) 
 
Ésta característica es una variación del Zero-Crossing Rate (ZCR), que ofrece el 
número de veces que un segmento de señal cruza por cero, es decir, que la 
señal cambia de positivo a negativo o viceversa.  
 
 
𝑍𝐶𝑅𝑛 =  ∑ |𝑠𝑔𝑛[𝑠(𝑚)] − 𝑠𝑔𝑛[𝑠(𝑚 − 1)]|𝑤(𝑛 − 𝑚)
∞
𝑚= −∞    (2.3) 
 
 
donde n es el número de segmento, s la señal de audio, w la de Hamming y 




+1      𝑥(𝑛) ≥ 0
−1      𝑥(𝑛) < 0
    (2.4) 
 
 
A pesar de su facilidad de cálculo, como podemos deducir la fórmula anterior, 
esta característica es clave para detectar habla en fragmentos de audio. 
 
Una vez tenemos este valor para cada trozo de audio, podemos proceder a 
calcular el HZCRR que es la relación entre los segmentos cuyo ZCR supera en 
1.5 veces la tasa media del ZCR dada una ventana más grande que dicho 











∑ 𝑍𝐶𝑅(𝑛)𝑁−1𝑛=0     (2.6) 
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donde n es el número del segmento, N el número total de segmentos, sgn(x) la 
función signo descrita anteriormente, ZCR(n) el valor de la tasa de cruces por 
cero del segmento y avZCR el valor medio de la tasa de cruces por cero en toda 
la ventana. 
 
Esta característica es útil para diferenciar trozos de audio de música y de habla; 
en este último resulta tener un valor mayor. 
 
2.2.3. Low Short-Time Energy Ratio (LSTER) 
 
Esta característica describe la variación del Short-Time Energy (STE), es decir, 
la energía del segmento para una ventana, que se ha explicado en un apartado 
anterior. 
 
A partir de este valor, podemos calcular el LSTER que, como el HZCRR, ayudará 
a diferenciar segmentos de música y habla teniendo un valor mayor para estos 












∑ 𝑆𝑇𝐸(𝑛)𝑁−1𝑛=0     (2.8) 
 
 
donde N es el número total de segmentos de la ventana, STE(n) la energía del 
enésimo segmento, sgn(x) la función signo y avSTE el valor medio de la energía 
en la ventana. 
 
2.2.4. Spectrum Flux (SF) 
 
El flujo espectral es el valor promedio de la variación del espectro entres dos 







∑ ∑ [log(𝐴(𝑛, 𝑘) + 𝛿) − log (𝐴(𝑛 − 1, 𝑘) + 𝛿)]2𝐾−1𝑘=1
𝑁−1
𝑛=1   (2.9) 
 
 
En la ecuación anterior, A(n,k) es la Transformada Discreta de Fourier (DFT) de 
cada una de los segmentos de la señal de entrada: 
 
 




𝑚=−∞ |   (2.10) 
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donde s(m) es la señal de audio de entrada, w(m) la función de la ventana de 
Hamming, L la longitud de dicha ventana, K el orden de la DFT, N el número total 
de segmentos y δ un valor muy pequeño para evitar el desbordamiento de 
cálculo. 
 
Esta característica suele tener un valor mayor en señales del tipo de sonido 
ambiente y varia más drásticamente. Y comparando entre hablar y música, se 
consigue un valor mayor en audio de habla. 
 
2.2.5. Band periodicity (BP) 
 
El valor de la periodicidad de cada banda está representado por el pico máximo 
local de la función de correlación normalizada. Para que se entienda, en una 
señal sinusoidal, el valor BP sería igual a 1 y, para el ruido, seria 0. 
 
La función de correlación normalizada se calcula de esta manera, para 





√∑ 𝑠2(𝑚−𝑘)𝑀−1𝑚=0 √∑ 𝑠
2(𝑚)𝑀−1𝑚=0
    (2.11) 
 
 
donde ri,j(k) es la función de correlación normalizada, i el índice de la banda, j el 
índice del segmento, s(n) la señal digital de la subbanda para el segmento actual 
y  el anterior (para n ≥ 0 se usa el frame actual, para los otros casos el frame 
anterior) y M es la longitud total del segmento.  
 
A partir de esto, se calcula la periodicidad de banda de la siguiente forma para 






∑ 𝑟𝑖,𝑗(𝑘𝑝), 𝑝𝑎𝑟𝑎 𝑖 = 1,… 4
𝑁
𝑗=1     (2.12) 
 
 
donde kp es el índice del pico máximo local, ri,j(kp) el BP de la subbanda i para 
el segmento j, BPi el valor de la periodicidad de banda para toda la subbanda i 
y N el número total de segmentos de la señal de audio. 
 
Este valor permite diferenciar entre señales de música y de sonido ambiente ya 
que para las de tipo música su valor es mayor. 
 
2.2.6. LSP Divergence Distance 
 
Esta característica mide la disimilaridad entre los pares de líneas espectrales de 
dos archivos de audio de una longitud concreta utilizando la distancia K-L. 
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Sin entrar mucho en detalle de la matemática que existe detrás de este método, 
solo comentar que está basado en el cálculo de una covarianza de las LSP y un 
vector de medias para cada señal de audio. Y, posteriormente, se calcula la 
distancia entre los dos. 
 
Este método es complejo de implementar y su cálculo computacional elevado ya 
que se trabaja con el archivo de audio completo en vez de segmentarlo en una 
fase de post-procesado. Aun así, es útil para discriminar entre señales de habla 
o habla y sonido ambiente de señales musicales.  
 
2.2.7. Noise Frame Ratio (NFR) 
 
Esta característica es útil para detectar segmentos demasiado ruidosos, por lo 
tanto, se considerarán ruido si el pico máximo local de la función de correlación 
normalizada es inferior a un umbral preestablecido. 
 
La única desventaja de este método es que depende de un umbral que no tiene 
ninguna base matemática y lleva a realizar un proceso largo en busca de un 
umbral óptimo. 
 
2.2.8. Coeficientes Cepstrales de las Frecuencias de Mel (MFCC) 
 
Es el método más utilizado ya que estos coeficientes se basan en la percepción 
auditiva humana, es decir, utilizan la escala de Mel para su representación 
porque se asemeja más a la respuesta del sistema auditivo humano. A lo que se 
le añade una propiedad esencial que es que modelan la envolvente espectral del 
sonido. El inconveniente es que no dan información sobre propiedades 
dinámicas del audio, este problema se solucionará añadiendo los coeficientes 
Delta y Delta-Delta MFCC. 
 
Se calculan de la siguiente manera: 
 
1. Se segmenta la señal en pequeños trozos. 
 
2. A cada segmento se la aplica la Transformada de Fourier Discreta para 
obtener la potencia espectral. 
 
3. Mapear el espectro de cada segmento en la escala de Mel usando un 
banco de filtros. 
 
4. Calcular el logaritmo de cada una de las frecuencias de Mel. 
 
5. Aplicar la Transformada Coseno Discreta. 
 
6. Guardar los 12-13 primeros coeficientes. 
 
De esta manera se obtienen las características estáticas de la señal; pero como 
la señal va fluctuando en el tiempo se deben calcular algún tipo de características 
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dinámicas. Estas características son los Delta MFCC y los Delta-Delta MFCC, 
que son los coeficientes diferenciales y los de aceleración, respectivamente. 
 
Más delante de realizará una explicación más detallada de este método, ya que 
es el método a desarrollar en este proyecto porque permite realizar una distinción 
lo suficientemente buena entre diferentes tipos de audio utilizando un buen 
algoritmo de entrenamiento.  
 
Además, se explicará que parámetros se han usado para el cálculo de estas 
características: tamaño de la ventana, frecuencia de muestreo, número de filtros, 
número de coeficientes, etc. 
 
2.3. Métodos de aprendizaje 
 
En este apartado se van a mostrar una vista general de diferentes métodos de 
aprendizaje que se podría implementar en un algoritmo de estas características. 
 
2.3.1. Support Vector Machines (SVMs) 
 
Este método de aprendizaje fue creado para realizar clasificaciones binarias, 
aunque ahora se usa para resolver problemas de regresión, agrupamiento, 
clasificación, etc. Se utilizan en diversos campos como visión artificial, 
reconocimiento de caracteres, procesamiento de lenguaje, y un largo etcétera. 
 
La idea general de las SVMs es que permite separar un conjunto de datos 
mediante separadores lineales o hiperplanos, de tal manera que los diferentes 
grupos queden separados por una distancia máxima, que se denomina margen 
máximo. De esta manera, utilizando el hiperplano obtenido se puede clasificar 
un dato de entrada nuevo en un grupo correspondiente. 
 
En la figura 2.2 podemos ver un ejemplo sencillo de 2 dimensiones, en el que el 
hiperplano para realizar la clasificación es de 1 dimensión (una línea). Existen 
varias líneas o hiperplanos que realicen la clasificación, pero el óptimo es aquel 
en el que el margen máximo es mayor. 
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Fig. 2.2 Ejemplo de SVM 
 
Los vectores de soporte en los que se basa son las dos líneas o planos paralelos 
a la línea o hiperplano óptimo, a una distancia cuyo valor es el margen óptimo; 
tal y como se observa en la segunda imagen de la figura 2.2.  
 
En problemas reales, nunca o casi nunca se dará un caso donde la separación 
a realizar se haga mediante una línea recta o un hiperplano. Por lo tanto, se debe 
mapear la información del plano actual a un espacio de características de mayor 
dimensión. Este mapeo se realiza con la ayuda de unas funciones llamadas 
funciones de kernel. No se va a explicar nada más de este método ya que es un 
método con una matemática algo compleja y se le debería dedicar varias páginas 
para explicarlo en detalle. 
 
2.3.2. Redes neuronales artificiales (RNA) 
 
Los principios de las redes neuronales radican de querer simular el 
comportamiento del sistema nervioso humano, y dan la posibilidad de realizar un 
aprendizaje y un procesamiento automático similar al que haría el cerebro 
humano. 
 
Las redes neuronales son un sistema de interconexión de neuronas artificiales, 
ya sea de una capa o de más, que todas ellas colaboran para generar una salida. 
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Fig. 2.3 Red neuronal multicapa 
 
Cada neurona se estimulada con una entrada y genera una salida que se basa 
en tres funciones: 
 
- Función de propagación: Es el sumatorio de cada entrada que recibe la 
neurona multiplicada por el peso de su interconexión. Si el resultado de la 
suma es positivo, la neurona se activará; si no, no. Por lo tanto, pueden 
haber neuronas activadas o en reposo. 
 
- Estado de activación: Determina el estado de una neurona, excitada o en 
reposo. Esto dependerá de la interacción con otras neuronas y de las 
señales que estas envían. 
 
- Función de transferencia: Esta etapa consiste en aplicar una función 
(generalmente la función escalón o sigmoidea) sobre el valor que 
devuelve la fase anterior para acotar la salida de la neurona entre unos 
valores. 
 
Las redes neuronales permiten realizar dos tipos de aprendizaje, supervisado y 
no supervisado; en cambio las SVMs solo realizan aprendizaje supervisado. 
Como es de esperar, el aprendizaje supervisado se da cuando hay un agente 
externo que define si la respuesta generada por la red neuronal es correcta o no. 
En cambio, en el no supervisado la red trata de clasificar la entrada y da como 
respuesta un conjunto similar. 
 
Una red neuronal puede estar compuesta por una o más capas, estas últimas 
pueden realizar un aprendizaje hacia delante o hacia atrás. Este tipo de 
aprendizaje tiene varias ventajas: 
 
- Auto organización: Las RNA crean una estructura de información en su 
interior. 
 
- Tolerancia a fallos: Al almacenar información redundante, si se daña 
parcialmente la red, esta puede seguir respondiendo aceptablemente. 
 
- Tiempo real: Permite implementar procesamiento en paralelo gracias a su 
distribución. 
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- Flexibilidad: Es tolerable a señales de entrada ruidosas. 
 
Existen infinidad de aplicaciones actualmente que utilizan redes neuronales: 
resolver problemas de clasificación automáticamente, reconocimiento de 
patrones de señales, también se utiliza en algoritmia genética en el campo de la 
Robótica Evolutiva, creación de inteligencias artificiales en juegos, etc. 
 
2.3.3. Modelo oculto de Márkov (HMM) 
 
Es un modelo estadístico que permite modelar un proceso de Márkov, cuyos 
parámetros son desconocidos, con la ayuda de los parámetros observables. 
 
En modelos de Márkov normales las probabilidades de transición entre estados 
son los únicos parámetros del modelo, a causa de que los estados son visibles. 
Pero en el caso de los modelos ocultos, los estados no son visibles. Por lo que 
este método permite obtener los estados ocultos más probables a partir de los 
observables. 
 
La siguiente figura muestra un HMM simple donde x(t) es el valor de una variable 
aleatoria en el instante de tiempo t, y(t) es la variable observada en el mismo 
instante de tiempo t. Se puede deducir que el valor actual de la variable aleatoria 
oculta solo depende de su valor anterior y, de igual manera, el valor de la variable 




Fig. 2.4 HMM formado por una red bayesiana 
 
 
Un modelo oculto de Márkov (Fig. 2.5) está definido por los siguientes 
parámetros: 
- Conjunto de estados ocultos (x) 
- Conjunto de posibles valores observables de cada estado. (y) 
- Distribución de probabilidad del estado inicial. 
- Distribución de probabilidad de la transición entre estados. (a) 
- Distribución de probabilidad de las observaciones en cada estado. (b) 
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Fig. 2.5 Modelo oculto de Márkov 
 
 
Este tipo de modelos se utilizan en varios ámbitos, como por ejemplo, 
criptoanálisis, transcripción de texto, traducción automática, biología 
computacional, entre otros. 
 
2.3.4. Modelo de mezcla de Gaussianas (GMM) 
 
Este método realiza un modelo de distribución estadístico para aproximar 
diferentes parámetros mediante la suma ponderada de varias distribuciones 
gaussianas que tendrán diferentes pesos. Está basado en iteraciones del 




Fig. 2.6 Modelo de mezcla de Gaussianas (GMM) 
 
 
Como idea básica, consiste en obtener la probabilidad de que un vector de 
entrada pertenezca a dicho modelo. 
 
Dado que vamos a utilizar este método de aprendizaje para nuestro proyecto, 
más adelante, se le dedica un capítulo para profundizar en su explicación. 
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Como ya se ha anunciado anteriormente, se va a explicar más detalladamente 
el método escogido para extracción de características, MFCC, y el método de 
aprendizaje, modelo de mezcla de gaussianas. 
 
3.1 Coeficientes Cepstrales de las Frecuencias de Mel 
(MFCC) 
 
Todos los detalles de este método que se va a explicar en este apartado seguirán 




Fig. 3.1 Proceso de extracción de MFCC 
 
 
- Segmentación de la señal: Antes de empezar los cálculos, se segmenta 
la señal en fragmentos de unos 20 ms que se procesaran individualmente. 
Es esencial realizar una superposición de las tramas para así evitar 
pérdida de información en las transiciones. En la siguiente imagen se 




Fig. 3.2 Segmentación y superposición de la señal 
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- Preénfasis: Esta fase tiene como objetivo solucionar la atenuación que 
sufre la voz humana a medida que aumenta la frecuencia, por lo tanto, se 
aplica un filtro paso alto para incrementar la relevancia de las 
componentes de altas frecuencias: 
 
 
𝑌 = 𝑥[𝑛] −  𝜗𝑥[𝑛 − 1], 0.9 ≤ 𝜗 ≤ 1, 0 < 𝑛 < 𝑁  (3.1) 
 
  
Además, una ventaja de aplicar este filtro es que permite distinguir con un 
poco más de facilidad las señales de música de las de habla. 
 
- Ventana de Hamming: Cada segmento de la señal se ha de enventanar 
utilizando la ventana de Hamming descrita en el capítulo anterior. 
 
- Transformada Discreta de Fourier (DFT): Computacionalmente se 
aplica la Transformada Rápida de Fourier (FFT), cuyo resultado, a efectos 
prácticos, es similar al de la DFT. Esta operación se realizar sobre cada 
segmento de muestras para pasar al dominio de la frecuencia. La FFT 
que tiene integrada MATLAB está definida de la siguiente manera: 
 
 
𝑋(𝑘) = ∑ 𝑥(𝑗)𝑤𝑁
(𝑗−1)(𝑘−1)𝑁








      (3.3) 
 
 
donde N es la enésima raíz de la unidad. 
 
- Banco de filtros de Mel: Los estudios psicoacústicos demuestran que la 
percepción humana de las frecuencias no sigue una escala lineal; sino 
que sigue una curva lineal para frecuencias menores o iguales a 1kHz. En 
cambio, para frecuencias superiores sigue un comportamiento 
logarítmico. Por lo tanto, se debe realizar una escala de las frecuencias 
en Hz a una escala subjetiva conocida llamada escala de Mel. En la 
siguiente figura podemos ver un mapeo de frecuencias a mels: 
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Fig. 3.3 Escala de Mel 
 
 
Al realizar este cálculo solo se conserva la amplitud del espectro obtenido 
y, la información de dicha envolvente se recoge utilizando un banco de 
filtros que sigue la siguiente relación para aproximar la resolución 
espectral a la respuesta del oído humano: 
 
 
𝑓𝑀𝑒𝑙 = 1127.01048𝑙𝑜𝑔𝑒 (1 +
𝑓𝑖𝑛
700
)    (3.4) 
 
  
donde fin es la frecuencia de entrada de la señal en escala lineal. 
 
Cabe destacar que se pueden utilizar dos bancos de filtros que siguen 
este mismo principio, cuya diferencia es que uno de ellos está definido 
bajo una función logarítmica y, el otro, bajo una función constante. A 
continuación podemos apreciar ambos: 
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Fig. 3.5 Banco de filtros de Mel (Logarítmico) 
 
 
Se han realizado pruebas implementando ambos tipos de banco de filtros 
y los resultados obtenidos son muy similares, ya que la ecuación que 









0, 𝑘 < 𝑓(𝑚 − 1)
𝑘−𝑓(𝑚−1)
𝑓(𝑚)−𝑓(𝑚−1)
, 𝑓(𝑚 − 1) ≤ 𝑘 ≤ 𝑓(𝑚)
𝑓(𝑚+1)−𝑘
𝑓(𝑚+1)−𝑓(𝑚)
, 𝑓(𝑚) ≤ 𝑘 ≤ 𝑓(𝑚 + 1)
0, 𝑘 > 𝑓(𝑚 + 1)
   (3.5) 
 
 







0, 𝑘 < 𝑓(𝑚 − 1)
2(𝑘−𝑓(𝑚−1))
(𝑓(𝑚+1)−𝑓(𝑚−1))(𝑓(𝑚)−𝑓(𝑚−1))
, 𝑓(𝑚 − 1) ≤ 𝑘 ≤ 𝑓(𝑚)
2(𝑓(𝑚+1)−𝑘)
(𝑓(𝑚+1)−𝑓(𝑚−1))(𝑓(𝑚+1)−𝑓(𝑚))
, 𝑓(𝑚) ≤ 𝑘 ≤ 𝑓(𝑚 + 1)
0, 𝑘 > 𝑓(𝑚 + 1)
  (3.6) 
 
 
donde M es el número de filtros que tendrá el banco y f()la lista de M + 2 
de las frecuencias donde empiezan cada uno de los filtros. Si, por ejemplo, 
queremos realizar un banco de 15 filtros entre 0 Hz y 12 kHz, obtendremos 
17 frecuencias. 
 
Estas dos fórmulas no son únicas ya que provienen de modeles 
psicoacústicos y de autores diferentes, dando lugar a diferentes variantes 
pero basadas en el mismo principio. 
 
En nuestro algoritmo vamos a implementar 23 filtros entre 0 Hz y la mitad 
de la frecuencia de muestreo final, 5512.5 Hz. Por lo tanto, nuestro valor 
de frecuencias de corte f(m) son: 
 
 
Tabla 3.1. Frecuencias de corte del banco de filtros de Mel 
 
0 66.640 139.6766 219.6426 307.2241 
403.1463 508.2036 623.2660 749.2862 887.3079 
1038.5 1204.0 1385.4 1584.0 1801.5 
2039.7 2300.6 2586.4 2899.4 3242.1 
3617.6 4028.7 4479.1 4972.3 5512.5 
  
 
Si nos fijamos en la ecuación (3.5), que es la función que define un 
comportamiento constante del banco de filtros de Mel, podemos deducir 
que es una aproximación de la ecuación (3.6) que define el 
comportamiento logarítmico del mismo. La diferencia fundamental es que 
la segunda ecuación define mejor el comportamiento del oído humano. 
 
El resultado que obtenemos al aplicar esta fórmula en nuestro algoritmo 
es una matriz H de 23 filas, correspondientes a los 23 filtros, por un 
número de columnas igual a la mitad de la longitud de la FFT que hemos 
usado. Cada fila de esta matriz define los valores cada uno de los filtros. 
Por lo tanto, multiplicamos esta matriz de filtros por la mitad de la FFT 
calculada en el apartado anterior. Se utiliza solo la mitad de la FFT gracias 
a la simetría que esta operación ofrece, así ahorramos coste 
computacional. 
 
- Logaritmo: A la salida de los filtros se aplica un logaritmo natural. 
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- Transformada Discreta del Coseno (DCT): Se aplica esta operación 
para comprimir la información en pocos coeficientes. La ecuación para 
poder recuperar los coeficientes MFCC es: 
 
 






)]𝑀𝑚=1     (3.7) 
 
 
donde Y(m) es la salida de cada uno de los filtros del banco, M el número 
de total de filtros que tiene el banco, n el enésimo coeficiente cepstral. 
 
El número total de coeficientes calculados viene dado por la longitud de la DCT, 
pero típicamente solo se guardan los 12 o 13 primeros coeficientes como 
coeficientes MFCC ya que son los más relevantes. 
 
3.1.1 Delta y Delta-Delta MFCC 
 
Un inconveniente de los MFCC es que únicamente representan la envolvente de 
la señal de audio, por lo tanto, no dan información sobre las propiedades 
dinámicas de ésta. Para solucionar esto se han de implementar características 
adicionales llamadas Delta MFCC y los Delta-Delta MFCC: 
 
- Delta MFCC: Estos se calculan como la variación de los coeficientes 
MFCC principales con respecto a un instante de tiempo. Son 
denominados coeficientes de velocidad o de primera derivada. 
 
- Delta-Delta MFCC: Estos siguen el mismo proceso de cálculo que los 
anteriores pero respecto a los delta MFCC y miden la velocidad con la que 
estos cambian, por eso se les llama coeficientes de aceleración: 
 









     (3.8) 
 
 
donde dt es el t-enésimo coeficientes Delta calculado respecto a los N 
coeficientes adyacentes ct+n y ct-n. Normalmente, el valor que suele usarse para 
N es 2, aunque para ser más precisos se pueden utilizar los 2 coeficientes 
anteriores y los dos posteriores. 
 
Del mismo modo y usando la misma ecuación se calculan los Delta-Delta MFCC 
a partir de los Delta MFCC. 
 
Cabe añadir que si tenemos guardados 12 coeficientes MFCC, obtendremos 12 
coeficientes Delta MFCC y 12 Delta-Delta MFCC; en total, para cada segmento 
de audio se obtendrá un vector de 36 características. 
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3.2 Modelo de mezcla de Gaussianas (GMM) 
 
Una vez tenemos un vector de características para cada segmento de la señal 
de audio, ya podemos proceder a realizar el entrenamiento de las gaussianas 
que definirán un patrón estadístico con el que comparar a la hora de clasificar 
las señales de testeo. Esta etapa es la más costosa de realizar ya que requiere 
un procesado computacional elevado en función del tamaño de la matriz de 
características y de las dimensiones de está. 
 
Este método consiste en aproximar la distribución estadística de diferentes 
parámetros, en nuestro caso, las diferentes características de cada segmento, 
mediante la suma ponderada de M distribuciones gaussianas. Entonces, dado 
un modelo estadístico λ de un segmento de audio etiquetado, la probabilidad de 
que un vector de características pertenezca a dicho modelo es igual a una 
combinación lineal de M distribuciones gaussianas de D dimensiones: 
 
 
𝑝(𝑦𝑡⃗⃗  ⃗|𝜆) = ∑ 𝑟𝑖𝑝𝑖(𝑦𝑡⃗⃗  ⃗)
𝑅
𝑖=1      (3.9) 
 
 
donde R es el número de gaussianas, ri son los pesos de cada gaussianas. Y la 
probabilidad de un vector de características pertenezca a una de las 
componentes gaussianas viene dada por: 
 
 










)(𝑦𝑡⃗⃗⃗⃗ −𝜇𝑡⃗⃗ ⃗⃗ )
′Σ(𝑦𝑡⃗⃗⃗⃗ −𝜇𝑡⃗⃗ ⃗⃗ )𝑖
−1
, 𝑖 = 1,… ,𝑀   (3.10) 
 
 
donde 𝜇𝑡⃗⃗  ⃗ es el vector de medias y Σ𝑖 la matriz de covarianza. Por lo tanto, un 
modelo viene definido por tres factores: 𝜆 = {𝑟𝑖, 𝜇𝑖⃗⃗  ⃗, Σ𝑖}, 𝑖 = 1,… , 𝑅, los pesos de 
la gaussiana (𝑟𝑖) su vector de medias (𝜇𝑖⃗⃗  ⃗) y su matriz de covarianza (Σ𝑖). 
 
Comentar que se puede utilizar la matriz de covarianza completa o solamente su 
diagonal; en la práctica, la diferencia de resultados entre ambos casos es 
irrelevante pero en cambio, la primera opción ofrece un alto ahorro 
computacional. En nuestro algoritmo hemos utilizado la diagonal de la matriz 
para realizar los cálculos. 
 
En nuestro algoritmo se ha implementado un modelo de mezcla de Gaussianas 
de D-dimensiones, pero para entender cómo funciona este método, se va a 
realizar una explicación usando únicamente una dimensión. 
 
En la siguiente figura podemos observar que la gráfica de la izquierda muestra 
la primera componente del vector de características de un segmento del audio. 
Las dos siguientes gráficas muestran un entrenamiento utilizando 4 gaussianas 
y 32, respectivamente. Podemos ver como cada una de las gaussianas de la 
distribución tienen pesos diferentes. 
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Fig. 3.6 Ejemplo GMM 
 
 
Se puede observar que a medida que aumentamos el número de componentes 
más exacta es la distribución, pero a su vez, el coste computacional aumenta 
considerablemente. Y, este coste, aumenta mucho más si aumentamos las 
dimensiones del vector de características extraído para cada segmento de audio. 
 
Se utiliza el criterio de Máxima Verosimilitud para ajustar la distribución GMM a 
los datos de entrenamiento. La ecuación que se utiliza para calcular este 
parámetro es la siguiente: 
 
 
𝑝(𝑌|𝜆) = ∏ 𝑝(𝑦𝑡⃗⃗  ⃗|𝜆)
𝑇
𝑡=1      (3.11) 
 
 
donde Y es un conjunto de datos y λ el modelo de mezcla de gaussianas. 
 
Aunque también se puede utilizar el algoritmo de Expectation-Maximization que 
con cada iteración aproxima un modelo más exacto para los parámetros de 
entrada. Este sigue el criterio de que la probabilidad de que un conjunto de datos 
pertenezca al modelo nuevo sea mayor o igual que la probabilidad de que el 




𝑝(𝑌|?̅?) ≥ 𝑝(𝑌|𝜆)    (3.12) 
 
 
donde ?̅? y 𝜆 son el modelo nuevo y viejo, respectivamente. Si se cumple este 
criterio, el modelo nuevo será el modelo inicial en la siguiente iteración. Se 
realizan tantas iteraciones hasta que el valor de Máxima Verosimilitud converge 
o hasta un máximo de iteraciones. En nuestro algoritmo, en función de los 
parámetros de configuración que más adelante comentaremos, el modelo de 
entrenamiento algunas veces convergerá u otras veces alcanzará el número de 
iteraciones máximas establecido. 
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Para estimar el modelo GMM inicial se utiliza el método K-Means, así se 
necesitarán menos iteraciones para encontrar el modelo óptimo para los datos 
de entrenamiento. El proceso de este método es el siguiente: 
 
1- Se decide en cuanto grupos (K) se va a separar un conjunto de datos y 
se escogen tres centroides representativos de cada grupo. 
 
2- Se asigna cada dato del conjunto al grupo cuyo centroide es el más 
cercano, basando este valor en la distancia Euclidiana. 
 
3- Se vuelven a calcular los centroide para los K grupos. 
 
4- Se repiten los pasos 2 y 3 hasta que las asignaciones ya no varían
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CAPÍTULO 4. IMPLEMENTACIÓN 
 
 
En este capítulo se va a explicar cómo se ha realizado la implementación del 
algoritmo: parámetros establecidos, la lógica que sigue el código, la construcción 
de la base de datos de archivos de audio y todo lo necesario para obtener unos 
resultados que cumplan los objetivos propuestos. 
 
4.1 Construcción de la base de datos 
Esta fase ha sido probablemente la más laboriosa de todo el proyecto, ya que se 
trataba de construir una base de datos lo suficientemente grande y variada en 
cuanto a tipos de audio para obtener unos resultados que se puedan considerar 
reales. 
 
Se ha querido afrontar este problema poco a poco, es decir, no se va a 
implementar todo un conjunto de grupo de audio porque podemos encontrar 
muchos problemas y habría sido más difícil concluir que el algoritmo funciona 
correctamente. Por eso, primeramente se ha trabajado con solo dos tipos de 
audio lo suficientemente diferentes: voz y música. 
 
Los archivos de voz utilizados son recortes de locuciones de radio en diferentes 
idiomas, como castellano, catalán, inglés y alemán. También se incluyen voces 
de diferentes edades y diferente género. Así, podemos decir que tenemos una 
base de datos de voz robusta. 
 
Cabe aclarar que el grupo de archivos de música será música instrumental. La 
creación de este conjunto es muy compleja ya que existen muchos géneros 
musicales a tener en cuenta y, cuanto más variado sea este conjunto más eficaz 
será nuestra algoritmo en diferentes escenarios. Por lo tanto, para comprobar el 
correcto funcionamiento del algoritmo se ha creado un conjunto de música con 
los géneros de música clásica y de rock, ambos formados por diferentes 
cantantes y estilos. 
 
Una vez se comprueba que el algoritmo tiene un porcentaje de error tolerable, 
se procede a ampliar el conjunto de música progresivamente. 
 
Y finalmente, se construye un conjunto de archivos de música y voz formado por 
trozos de series o películas donde existe una conversación entre personas y 
música de fondo. 
 
Para conseguir todos los trozos de audio necesarios para la creación de la base 
de datos se ha utilizado el software Audacity recortando las canciones en trozos 
de aproximadamente 20 milisegundos. Con Audacity también hemos podido 
convertir los audios estéreo en mono, aunque de todas formas en el algoritmo 
también se realiza una comprobación de que el archivo de entrada sea mono, 
sino se convierte.
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4.2 Lógica del código 
 
El algoritmo se basa en dos partes bien diferenciadas: la parte de entrenamiento 




Toda la lógica de esta parte está dentro del archivo Training.m que consta de 
cuatro bloques: cargar los parámetros iniciales, preparar la lista de archivos a 
tratar, extracción de características MFCC y entrenamiento de los modelos 
GMM. 
 
Se ha creado una función (Parameters.m) para recuperar los parámetros 
iniciales establecidos que se usarán durante todo el proceso. Dichos parámetros 
son: 
 
- Número de coeficientes MFCC: Antes ya se ha comentado que el 
número de coeficientes depende del tamaño de la DCT, se usa este 
parámetro para indicar cuántos coeficientes se consideran relevantes. En 
nuestro caso se van a guardar 12 coeficientes. 
 
- Liftering: Este parámetro indica si se debe aplicar un filtro paso bajo para 
suavizar la señal. Se han realizado varias pruebas utilizando este filtro y 
sin usarlo y el resultado varia ligeramente. Por lo tanto, se ha decido no 
aplicar este filtro para así ahorrar cálculos y tiempo de computación. 
 
- Número de filtros del banco: Indica el número de filtros que tendrá el 
banco de filtros de Mel. Normalmente, se utilizan 23 filtros para realizar 
este conjunto de filtros; nosotros también vamos fijar este valor. 
 
- Tipo de banco de filtros: Esto indica qué tipo de banco de filtros vamos 
a utilizar, el que sigue una curva logarítmica o una constante. Se han 
realizado pruebas con ambos y la diferencia es mínima, por lo tanto vamos 
a usar el segundo para facilitar los cálculos. 
 
- Frecuencia final: Todos los archivos de entrada serán procesados, si es 
necesario, para bajar la frecuencia de muestreo a 11025 Hz. 
 
- Coeficientes de energía, coeficientes Delta y coeficientes Delta-
Delta: Estos tres parámetros indican si en la función de extracción de 
características se calcularán el coeficiente de energía, los Delta MFCC y 
los Delta-Delta MFCC. En el caso, que se calcule el coeficiente de energía 
en los MFCC; también se calculará en los Delta MFCC y Delta-Delta 
MFCC. 
 
Otro parámetro que se calculará antes de iniciar la obtención de los coeficientes 
es la matriz que define el banco de filtros de Mel, ya que no variará en todo el 
proceso de entrenamiento. Ésta matriz se calcula en la función 
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Mel_FilterBank.m. Al ser una operación que se deberá aplicar sobre cada 
segmento de audio de la señal original, la pasaremos como parámetro a la 
función de extracción de MFCC y así evitamos calcularla en cada iteración. 
 
Una vez tenemos los parámetros iniciales cargados, el siguiente paso es muy 
trivial, cargaremos en una lista los archivos de audio que se utilizarán para 
entrenar, que sumarán el 80% del total, y en otra lista, los archivos que se usarán 
para testear, el 20% restante.  
 
Esto se realiza de la siguiente manera: se crean los diferentes subdirectorios 
correspondientes a cada tipo de audio a clasificar (voz, música, etc.). Se cargan 
los archivos del primer directorio y se separa en dos listas del 80% y 20% de 
manera aleatoria; luego, se  carga el siguiente directorio y se vuelve a separar 




Fig. 4.1 Directorios de los archivos de audio 
 
 
La lista que se utilizará para entrenar no es obligatorio guardarla porque una vez 
terminado el entrenamiento ya no se necesitará. Sin embargo, la lista de testeo 
se guardará como una estructura en un archivo .mat y se recuperará en el 
algoritmo encargado de testear los modelos de gaussianas. 
 
Con la lista de entrenamiento generada, el siguiente paso es llamar a la función 
MFCC_Extraction.m que se encargará de calcular los coeficientes de cada 
segmento. En esta misma función se calculan también los coeficientes Delta y 
Delta-Delta si así se ha indicado en los parámetros entrada. Más allá de 
implementar las operaciones antes descritas para calcular los coeficientes 
MFCC, cabe añadir dos particularidades dentro de esta función: 
 
1- Se debe comprobar la frecuencia de muestreo del archivo de entrada 
antes de segmentarlo. Si no es 11025 Hz, se debe realizar un remuestreo. 
Para los casos en que la frecuencia sea dos o cuatro veces mayor a la 
deseada se usa la función decimate que aplica un filtro Chebyshev de 
Tipo 1 IIR (Respuesta Impulsional Infinita), para cualquier otro caso se 
utilizará la función resample que se basa en un filtro paso bajo FIR 
(Respuesta Impulsional Finita). 
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2- Una vez realizado el remuestro, se han añaden ceros a la señal hasta 
llegar a un número de muestras múltiplo de 512. Ya que en nuestro caso, 
un segmento tendrá 1024 muestras (igual que el tamaño de la FFT) y se 
solaparán los segmentos cada 512 muestras. Es decir, se introducirá la 
señal en una matriz de 512 filas y un número de columnas múltiplo de 
512. Para realizar el solapamiento entre dos segmentos, lo que haremos 







) , 𝑐𝑜𝑙 =  
𝑙𝑜𝑛𝑔𝑖𝑡𝑢𝑑 𝑑𝑒 𝑙𝑎 𝑠𝑒ñ𝑎𝑙 𝑐𝑜𝑛 𝑝𝑎𝑑𝑑𝑖𝑛𝑔
512
  (4.1) 
 
 
Por lo tanto, la función MFCC_Extraction.m, dependiendo de los parámetros de 
entrada, devolverá una matriz donde cada columna será el vector de 
características de cada uno de los segmentos solapados. La longitud de estas 
columnas variará en función de tres de los parámetros de entrada, coeficiente de 










Coeficiente Delta Coeficientes Delta-
Delta 
0 1 0 1 0 1 
12 x  x  x  
13  x x  x  
24 x   x x  
26  x  x x  
36 x   x  x 
39  x  x  x 
 
 
Observando la tabla anterior podemos ver que, por ejemplo, si el valor de la 
variable que pasamos a la función MFCC_Extraction.m que valida el cálculo de 
los coeficientes de Energía, coeficiente Delta y coeficiente Delta-Delta son 0, 0 y 
0, respectivamente, el vector de características de un segmento tendrá 12 
valores. Pero, por ejemplo, si los coeficientes son 1, 1 y 0, el vector tendrá 26 
valores (12 coeficientes MFCC y el de energía y 12 coeficientes Delta MFCC y 
el de energía Delta). Por lo tanto, la matriz resultante de esta función tendrá el 
mismo número de columnas que la matriz de la señal original y las filas 
dependerán de los tres valores de entrada anteriores. 
 
Una vez tenemos las matrices de características de cada uno de los archivos de 
audio, concatenamos horizontalmente todas las matrices del mismo tipo de 
audio, para así conseguir una gran matriz que representará los archivos de tipo 
voz, otra los de tipo música y otra los de tipo música y voz. Y estas matrices son 
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las que utilizaremos para entrenar los diferentes modelos de gaussianas. 






) ;    𝐵 = (
9 8
7 6
)     (4.2) 
 
 
𝐶 = ℎ𝑜𝑟𝑧𝑐𝑎𝑡(𝐴, 𝐵) = (
1 2 9 8
3 4 7 6
)    (4.3) 
 
 
La función encargada de realizar el entrenamiento es la GMM_Learning.m 
mediante el método de Matlab fitgmditst, al cual solamente se ha de pasar la 
matriz de características, el número de gaussianas que utilizará para realizar el 
modelo y le indicamos que utilizaremos como tipo de matriz de covarianza la 
diagonal. 
 
En este proyecto se han realizado múltiples pruebas con diferente número de 
gaussianas para construir el modelo, y se ha llegado a la conclusión que al 
utilizar pocas gaussianas el error aumenta a la hora de clasificar los archivos de 
testeo; pero si por otro lado se usan demasiadas gaussianas no se obtiene una 
mejora considerable frente al aumento de coste computacional que esto 
conlleva. 
 
Se guardan los tres modelos GMM obtenidos, uno para cada tipo de audio (voz, 
música y música y voz) en un archivo .mat para luego, en la etapa de testeo, 




En la etapa de testeo, primeramente debemos cargar los parámetros iniciales de 
la función Parameters.m, que serán los mismo que se han utilizado para el 
entrenamiento anterior. Si estos parámetros no coincidieran en ambos casos, la 
función Testing.m generaría un error. También se considerarán como 
parámetros iniciales los modelos GMM y la lista de los archivos a testear, ambos 
generados en la etapa de entrenamiento. 
 
Seguidamente, en esta misma función de testeo se debe utilizar la función 
MFCC_Extraction.m para extraer las características de los diferentes archivos 
de audio. Esta función es la misma que se ha usado en la etapa de 
entrenamiento, exactamente igual, con los mismos parámetros de entrada y de 
salida. 
 
Teniendo la matriz de características del audio a clasificar, usaremos la función 
Classification.m para etiquetar este audio. Dentro de esta función se calcula la 
probabilidad de cada una de las columnas de la matriz de características de 
entrada pertenezca a cada uno de los modelos. El modelo con mayor 
probabilidad, es con el que se etiqueta ese segmento del audio, por lo tanto, 
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obtenemos un vector con el mismo número de columnas que la matriz y con el 
valor de la etiqueta. 
 
Por ejemplo, imaginemos el siguiente vector: 
 
1 1 2 2 1 3 1 1 1 1 
Las etiquetas que se han utilizado son: un 1 para música y voz, un 2 para música 
y un 3 para voz. A partir del etiquetado anterior, se puede decir que el primer y 
segundo segmento han obtenido una probabilidad más alta de pertenecer al 
modelo de música y voz, en cambio, el tercero pertenece al modelo de música; 
y así con todos los fragmentos (columnas) de la matriz. Cada uno de las 
etiquetas ya pertenece a su segmento correspondiente y ya están solapadas 
para obtener mejor resolución temporal. 
 
A partir del vector anterior, se realiza la moda de este, y el archivo de audio es 
considerado del tipo cuya etiqueta se haya repetido más veces. Por lo tanto, el 
ejemplo anterior haría que ese audio fuera considerado como música y voz. 
 
El proceso concluye generando una matriz de confusión de los datos obtenidos, 
de esta manera podemos ver cuántos archivos de cada tipo se han analizado y 
qué cantidad se han clasificado erróneamente y como qué tipo. Esto se 
comentará un poco más adelante en la sección de resultados. 
 
Para que el proceso no dé errores se ha tolerado ciertas variaciones en el archivo 
de audio de entrada. El algoritmo está preparado para aceptar ficheros estéreo 
y mono; haciendo una conversión a mono en el caso de que fuera estéreo. 
También, se controla todo tipo de frecuencias de entrada, remuestreando el 
archivo para obtener la misma frecuencia final usada en el entrenamiento. 
 
El algoritmo acepta archivos de cualquier duración pero nosotros trabajamos con 
una longitud de unos 25 ms, al realizar un fragmentado previo utilizando la 
herramienta Audacity. Si introdujéramos un fichero de 10 minutos de duración, 
por ejemplo, un trozo de una película, el resultado de la clasificación de este 
archivo no sería real ya que puede contener una mezcla de diferentes tipos de 
audio: parte de diálogo, parte musical, momentos de ruido o sonido ambiente, 
etc. Se utilizan archivos de pocos milisegundos porque se considera que en este 
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CAPÍTULO 5. RESULTADOS 
 
 
A continuación se explicaran los resultados obtenidos en este proyecto, y las 
conclusiones a las que se ha llegado a partir de estos. Se han realizado múltiples 
pruebas con diversos parámetros y, los resultados principales se adjuntarán en 
el apartado de anexos. 
 
Para evaluar el correcto funcionamiento del algoritmo los resultados han de 
cumplir dos cosas: 
 
1- A medida que se aumenta el número de gaussianas que define el modelo, 
el porcentaje  de error debe disminuir sobre el conjunto de entrenamiento. 
Pero si se aumenta mucho dicho valor, el software acabará memorizando 
el conjunto de entrenamiento y no generalizará correctamente la topología 
de vectores. 
 
2- A medida que se aumenta el tamaño del vector de características de los 
segmentos, el porcentaje de error debe disminuir. 
 
Para realizar esta tarea se han considerado un total de 16 casos posibles 
utilizando 3, 10, 21 y 30 gaussianas para modelar el modelo y, como tamaño del 
vector de características los siguientes valores: 
 
- 12 Características: Correspondientes a las doce primeras características 
MFCC: 
 
- 13 Características: Correspondientes a las doce primeras características 
MFCC más el coeficiente de energía. 
 
- 26 Características: Correspondiente a las características MFCC, las Delta 
MFCC y sus correspondientes características de energía. 
 
- 39 Características: En esta última, se usa toda la potencia del algoritmo 
para obtener las doce características MFCC; las 12 Delta MFCC, las 12 
Delta-Delta MFCC y las de 3 de energía correspondientes. 
 
Para interpretar los resultados obtenidos se ha generado una tabla que simula 
una matriz de confusión. Es decir, veremos los archivos totales de cada tipo 
usados para el testeo y veremos cuantos se han detectado erróneamente y sobre 
qué tipo. La siguiente tabla muestra la cantidad de archivos totales que tiene 
nuestra base de datos y cuantos se usan para realizar el entrenamiento y 







34 EXTRACCIÓN DE CARACTERÍSTICAS Y CLASIFICACIÓN AUTOMÁTICA DE SEÑALES DE AUDIO 
Tabla 5.1. Tabla de los archivos de la base de datos 
 
 Train Test 
MÚSICA + VOZ 56 13 
MÚSICA 478 119 
VOZ 160 40 
TOTAL 694 172 
 
 
Como nuestro algoritmo utiliza una rutina aleatoria para generar la lista de los 
archivos de testeo, para cada una de las posibilidades de configuración 
mencionadas anteriormente, se ha ejecutado el algoritmo 10 veces. De esta 
manera, podemos ver aproximadamente como converge el porcentaje de error. 
Podemos observar uno de los ejemplos en la siguiente tabla y en el siguiente 
gráfico, donde se ha usado 21 gaussianas para el modelo y un vector de 
características de 12 valores (es decir, solo los 12 MFCC): 
 
 

























Error_MV 0 0 0 0 0 0 0 0 0 0 0,00 
Error_M 0 0 0 0 0 0 0 0 0 0 0,00 
Error_V 0 1 2 0 2 1 2 2 0 1 1,10 
% Error 0,000% 7,692% 15,385 0,000 15,385 7,692 15,385 15,385 0,000 7,692 8,4615 























Error_MV 1 1 0 1 0 0 0 0 0 2 0,50 
Error_M 0 0 0 0 0 0 0 0 0 0 0,00 
Error_V 4 1 3 4 1 3 6 4 4 3 3,30 
% Error 4,202 1,681 2,521 4,202 0,840 2,521 5,042 3,361 3,361 4,202 3,1933 























Error_MV 0 0 0 0 0 0 1 0 0 0 0,10 
Error_M 0 0 0 0 0 0 0 0 0 0 0,00 
Error_V 0 0 0 0 0 0 0 0 0 0 0,00 
% Error 0,000 0,000 0,000 0,000 0,000 0,000 2,500 0,000 0,000 0,000 0,2500 
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Fig. 5.1 Gráfico resumen de porcentaje de error (12/21) 
 
 
En la tabla anterior, las filas Error_MV indican el número de errores cometidos al 
detectar un audio que no es de música y voz y se clasifica como tal. Asimismo, 
ocurre con Error_M y Error_V. 
 
Como se puede observar en la 7º observación de la tabla 5.2, 2 de los 13 
archivos de música y voz que se han usado para testear, se han detectado como 
archivos de voz, 6 de los 119 archivos de voz se han detectado 6 como archivos 
de voz y, 1 de los 40 archivos de voz se ha detectado como archivo de música y 
voz. La última columna muestra la media del porcentaje de error de las 
observaciones y así hacernos una idea del porcentaje de error obtenido 
utilizando esta configuración de parámetros. La gráfica nos permite ver de una 
manera rápida y sencilla los porcentajes de errores obtenidos. 
 
Como es de esperar, al aumentar el número de gaussianas para definir el modelo 
la probabilidad de error al clasificar un archivo de audio disminuye, en la siguiente 
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Fig. 5.2 Tabla resumen usando los 12 MFCC 
 
 
Durante el proceso se ha llegado a la conclusión de que la característica de 
energía no aportaba un cambio considerable en el porcentaje de error final, en 
cambio, sí que suponía un aumento del coste computacional. En la siguiente 
tabla, se puede apreciar los porcentajes obtenidos y su poca variación. Por lo 
tanto, se descartaría el coeficiente de energía en la realización de pruebas más 





Tabla 5.3. Tabla de comparativa usando y sin usar el coeficiente de energía 
 
 12 MFCC + SIN COEFICIENTE DE ENERGÍA 12 MFCC + CON COEFICIENTE DE ENERGÍA 
MÚSICA + 
VOZ 
3 Gauss. 10 Gauss. 21 Gauss. 30 Gauss. 3 Gauss. 10 Gauss. 21 Gauss. 30 Gauss. 
Error_MV 0,00 0,00 0,00 0,00 0,00 0,00 0,10 0,00 
Error_M 0,40 0,20 0,00 0,00 0,70 0,10 0,20 0,00 
Error_V 1,00 2,00 1,10 1,60 1,00 1,00 1,40 1,90 
% Error 10,7692 16,9231 8,4615 12,3077 13,0769 8,4615 13,0769 14,6154 
         
MÚSICA 3 Gauss. 10 Gauss. 21 Gauss. 30 Gauss. 3 Gauss. 10 Gauss. 21 Gauss. 30 Gauss. 
Error_MV 4,30 2,00 0,50 1,80 2,90 2,90 1,60 0,90 
Error_M 0,00 0,00 0,00 0,00 0,00 0,00 0,00 0,00 
Error_V 3,70 2,90 3,30 2,20 4,40 3,60 3,60 3,70 
% Error 6,7227 4,1176 3,1933 3,3613 6,1345 5,4622 4,3697 3,8655 
         
VOZ 3 Gauss. 10 Gauss. 21 Gauss. 30 Gauss. 3 Gauss. 10 Gauss. 21 Gauss. 30 Gauss. 
Error_MV 0,70 0,20 0,10 0,20 1,10 0,20 0,20 0,20 
Error_M 0,50 0,00 0,00 0,00 1,00 0,00 0,00 0,00 
Error_V 0,10 0,00 0,00 0,00 0,00 0,00 0,00 0,00 
% Error 3,2500 0,5000 0,2500 0,500 5,2500 0,5000 0,5000 0,5000 
3 GMM 10 GMM 21 GMM 30 GMM
MÚSICA + VOZ 10,7692% 16,9231% 8,4615% 12,3077%
MÚSICA 6,7227% 4,1176% 3,1933% 3,3613%
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Podemos predecir que usando todas las posibilidades que ofrece este algoritmo, 
es decir, calculando un vector de 39 características para cada segmento de audio 
y usando 30 gaussianas para modelar; obtendremos los mejores resultados.  
 
Esto es relativamente cierto, si no tenemos en cuenta el coste computacional 
que esto conlleva. Ya que hacer un circuito completo usando solo 12 
características para definir un segmento de audio y modelando con 3 
gaussianas, que es lo mínimo que permite este algoritmo; supone un coste de  
unos 443 segundos para entrenar y 217 segundos para testear, 
aproximadamente.  
 
Sin embargo, si ejecutamos al algoritmo completo con las máximas prestaciones, 
el tiempo de procesado es de entre 35 y 40 minutos para el entrenamiento y 
entre 18 y 20 minutos para realizar el testeo. 
 
Por lo tanto, se ha decidido obviar la posibilidad de aumentar más allá de 21 
gaussianas para realizar los modelos, ya que la diferencia entre utilizar 21 o 30 
no es significativa. La siguiente tabla muestra los resultados, utilizando un vector 
de características de 39 coeficientes y un modelado de 21 gaussianas. 
 
 

























Error_MV 0 0 0 0 0 0 0 0 0 0 0,00 
Error_M 0 0 0 0 0 0 0 0 0 0 0,00 
Error_V 1 1 2 0 2 1 1 2 0 0 1,00 
% Error 7,692 7,692 15,385 0,000 15,385 7,692 7,692 15,385 0,000 0,000 7,6923 























Error_MV 0 0 0 0 0 0 0 0 0 0 0,00 
Error_M 0 0 0 0 0 0 0 0 0 0 0,00 
Error_V 3 3 2 0 3 1 1 1 2 0 1,60 
% Error 2,521 2,521 1,681 0,000 2,521 0,840 0,840 0,840 1,681 0,000 1,3445 























Error_MV 0 1 0 0 0 0 0 0 0 0 0,10 
Error_M 0 0 0 0 0 0 0 0 0 0 0,00 
Error_V 0 0 0 0 0 0 0 0 0 0 0,00 
% Error 0,000 2,500 0,000 0,000 0,000 0,000 0,000 0,000 0,000 0,000 0,2500 
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Fig. 5.3 Gráfico resumen de porcentaje de error (39/21) 
 
 
Se observa que el porcentaje de error en la detección de segmentos de audio de 
tipo voz es de un 0,25%, es decir que de cada 10000 segmentos de audio de 25 
ms, el algoritmo fallaría en 25. Se puede considerar que se ha conseguido un 
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CAPÍTULO 6. CONCLUSIONES 
 
 
El objetivo principal que se quería conseguir con este proyecto era el desarrollo 
de un algoritmo que fuera capaz de etiquetar con un alto porcentaje de acierto si 
el archivo de entrada contenía diálogos. Para conseguir esto he tenido que 
profundizar en conocimientos sobre sistemas de procesado de voz, tratamiento 
digital de información, sistemas de clasificación estadística y programación que 
han ampliado mis conocimientos adquiridos en la carrera y, a su vez, aprender 
a organizar, tanto el algoritmo como la base de datos, para obtener un buen 
rendimiento. 
 
Desde un principio me ha gustado mucho este proyecto, ya que me ha permitido 
profundizar en la temática de procesado digital de señal y adquirir una serie de 
conocimientos respecto a sistemas de clasificación y reconocimiento que 
siempre me han interesado. 
 
Después del trabajo realizado se puede decir que se ha obtenido un buen 
resultado en el testeo del algoritmo y un porcentaje de error que permite clasificar 
con bastante exactitud en que segmentos de audio aparece diálogo y en cuáles 
no. De esta manera, se podrá escoger un buen momento para introducir pausas 
en televisión sin que el espectador tenga la sensación de que se ha cortado una 
escena. 
 
Una vez acabado el proyecto, te das cuenta de lo mucho que has aprendido de 
un tema en concreto, en este caso, sobre la extracción de características del 
audio y su clasificación mediante éstas. Además, he aprendido más sobre el 
lenguaje de programación de MATLAB, a saber organizarme para alcanzar los 
objetivos propuestos en un principio y, también, a extraer los puntos principales 
del proyecto para poder realizar una presentación de este. 
 
Aunque en un futuro no acabe trabajado en el ámbito del procesado del señal, 
de este proyecto me llevo una serie aspectos principales que estoy seguro que 
me servirán, como por ejemplo: capacidad de desarrollar un proyecto desde 
cero, capacidad de aprendizaje por mi cuenta, he mejorado mi nivel de inglés a 
causa de que la documentación que he leído estaba en este idioma, mejora en 
la estructuración del código de programación, entre otros. 
 
6.1 Líneas futuras 
 
Se han pensado básicamente en dos puntos a mejorar en el algoritmo: 
 
- Extracción de características alternativas: En este algoritmo se han 
implementado los coeficientes MFCC y los Delta y Delta-Delta 
correspondientes y, como hemos visto han dado unos buenos resultados. 
Pero para poder mejorar estos resultados, podemos implementar algunas 
de las características alternativas que se han explicado en el apartado 
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2.2. Estas características alternativas del audio pueden ayudar a discernir 
entre algunos tipos de audio y sería un método complementario al nuestro. 
 
- Programación en C++: Ya hemos visto que MATLAB es un software que 
permite desarrollar algoritmo de una forma rápida con un rendimiento 
aceptable. Pero si las características finales del software necesitaran un 
alto rendimiento se podría traducir el código a C++ para obtener mejores 
prestaciones. Cabría tener en cuenta que esta migración de código no 
sería sencilla, ya que conllevaría utilizar librerías para implementar según 
qué funciones, como el aprendizaje basado en GMM, calcular la FFT, 
calcular la DCT, procesados de señal, etc. Para evitar desarrollar un 
algoritmo en C++ que realice el entrenamiento de las Gaussianas, solo se 
implementará en C++ el testeo de los archivos. Así de esta manera, pasar 
el código de testeo a C++ sería relativamente sencillo, en vez de pasar 
todo el algoritmo completo. 
 
El software final estaría compuesto por una parte de entrenamiento que sería el 
actual desarrollo realizado en MATLAB, el cual dependerá de la base de datos 
que hay que ampliar para obtener un programa capaz de funcionar en un entorno 
variado. Y la otra parte del software estará implementada en C++, la cual 
realizará la clasificación de las señales de entrada, para detectar si éstas son de 
tipo voz o música y voz y, de esta manera, saber en qué momentos introducir 
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 En este anexo se adjuntan todos los resultados obtenidos en el proyecto con 
diferentes parámetros de configuración. 
 
Para las siguientes tablas y gráficos de resultados, el tamaño de la base de datos 
será el que muestra la siguiente tabla: 
 
 Train Test 
MÚSICA + VOZ 56 13 
MÚSICA 478 119 
VOZ 160 40 
TOTAL 694 172 
 
 

























Error_MV 0 0 0 0 0 0 0 0 0 0 0,00 
Error_M 0 1 0 0 0 1 0 0 1 1 0,40 
Error_V 0 1 1 0 2 1 1 2 0 2 1,00 
% Error 0,000 15,385 7,692 0,000 15,385 15,385 7,692 15,385 7,692 23,077 10,7692 























Error_MV 4 5 0 3 7 5 7 2 5 5 4,30 
Error_M 0 0 0 0 0 0 0 0 0 0 0,00 
Error_V 2 2 2 4 4 5 3 5 5 5 3,70 
% Error 5,042 5,882 1,681 5,882 9,244 8,403 8,403 5,882 8,403 8,403 6,7227 























Error_MV 0 0 0 0 0 1 2 1 3 0 0,70 
Error_M 1 1 0 0 0 1 0 1 0 1 0,50 
Error_V 0 0 0 0 0 0 0 0 1 0 0,10 






































Error_MV 0 0 0 0 0 0 0 0 0 0 0,00 
Error_M 0 1 0 1 0 0 0 0 0 0 0,20 
Error_V 3 0 3 1 2 1 1 1 4 4 2,00 
% Error 23,077 7,692 23,077 15,385 15,385 7,692 7,692 7,692 30,769 30,769 16,9231 























Error_MV 2 2 2 3 3 2 1 3 1 1 2,00 
Error_M 0 0 0 0 0 0 0 0 0 0 0,00 
Error_V 3 2 2 2 1 3 3 3 5 5 2,90 
% Error 4,202 3,361 3,361 4,202 3,361 4,202 3,361 5,042 5,042 5,042 4,1176 























Error_MV 0 0 0 0 0 0 1 0 0 1 0,20 
Error_M 0 0 0 0 0 0 0 0 0 0 0,00 
Error_V 0 0 0 0 0 0 0 0 0 0 0,00 










































Error_MV 0 0 0 0 0 0 0 0 0 0 0,00 
Error_M 0 0 0 0 0 0 0 0 0 0 0,00 
Error_V 0 1 2 0 2 1 2 2 0 1 1,10 
% Error 0,000% 7,692% 15,385 0,000 15,385 7,692 15,385 15,385 0,000 7,692 8,4615 























Error_MV 1 1 0 1 0 0 0 0 0 2 0,50 
Error_M 0 0 0 0 0 0 0 0 0 0 0,00 
Error_V 4 1 3 4 1 3 6 4 4 3 3,30 
% Error 4,202 1,681 2,521 4,202 0,840 2,521 5,042 3,361 3,361 4,202 3,1933 























Error_MV 0 0 0 0 0 0 1 0 0 0 0,10 
Error_M 0 0 0 0 0 0 0 0 0 0 0,00 
Error_V 0 0 0 0 0 0 0 0 0 0 0,00 












































Error_MV 0 0 0 0 0 0 0 0 0 0 0,00 
Error_M 0 0 0 0 0 0 0 0 0 0 0,00 
Error_V 1 2 1 2 2 1 2 2 3 0 1,60 
% Error 7,692 15,385 7,692 15,385 15,385 7,692 15,385 15,385 23,077 0,000 12,3077 























Error_MV 2 2 1 2 3 3 2 0 0 3 1,80 
Error_M 0 0 0 0 0 0 0 0 0 0 0,00 
Error_V 6 2 2 1 1 4 0 2 3 1 2,20 
% Error 6,723 3,361 2,521 2,521 3,361 5,882 1,681 1,681 2,521 3,361 3,3613 























Error_MV 0 0 0 0 0 0 1 1 0 0 0,20 
Error_M 0 0 0 0 0 0 0 0 0 0 0,00 
Error_V 0 0 0 0 0 0 0 0 0 0 0,00 








































Error_MV 0 0 0 0 0 0 0 0 0 0 0,00 
Error_M 0 0 2 1 1 0 1 0 1 1 0,70 
Error_V 1 1 1 2 0 1 1 1 2 0 1,00 
% Error 7,692 7,692 23,077 23,077 7,692 7,692 15,385 7,692 23,077 7,692 13,0769 























Error_MV 1 2 3 4 2 5 3 0 5 4 2,90 
Error_M 0 0 0 0 0 0 0 0 0 0 0,00 
Error_V 4 1 4 4 2 4 7 8 6 4 4,40 
% Error 4,202 2,521 5,882 6,723 3,361 7,563 8,403 6,723 9,244 6,723 6,1345 























Error_MV 0 1 0 0 2 3 1 1 2 1 1,10 
Error_M 4 1 3 1 0 0 0 0 1 0 1,00 
Error_V 0 0 0 0 0 0 0 0 0 0 0,00 









































Error_MV 0 0 0 0 0 0 0 0 0 0 0,00 
Error_M 0 0 1 0 0 0 0 0 0 0 0,10 
Error_V 0 0 1 2 1 2 0 2 1 1 1,00 
% Error 0,000 0,000 15,385 15,385 7,692 15,385 0,000 15,385 7,692 7,692 8,4615 























Error_MV 2 3 1 4 7 3 1 3 3 2 2,90 
Error_M 0 0 0 0 0 0 0 0 0 0 0,00 
Error_V 3 2 6 6 6 1 6 2 1 3 3,60 
% Error 4,202 4,202 5,882 8,403 10,924 3,361 5,882 4,202 3,361 4,202 5,4622 























Error_MV 0 1 0 0 0 0 1 0 0 0 0,20 
Error_M 0 0 0 0 0 0 0 0 0 0 0,00 
Error_V 0 0 0 0 0 0 0 0 0 0 0,00 













































Error_MV 0 0 1 0 0 0 0 0 0 0 0,10 
Error_M 0 0 0 0 0 0 1 0 1 0 0,20 
Error_V 4 2 0 2 0 1 1 1 2 1 1,40 
% Error 30,769 15,385 7,692 15,385 0,000 7,692 15,385 7,692 23,077 7,692 13,0769 























Error_MV 0 0 3 2 2 0 1 3 1 4 1,60 
Error_M 0 0 0 0 0 0 0 0 0 0 0,00 
Error_V 5 5 2 3 5 1 4 5 4 2 3,60 
% Error 4,202 4,202 4,202 4,202 5,882 0,840 4,202 6,723 4,202 5,042 4,3697 























Error_MV 1 0 1 0 0 0 0 0 0 0 0,20 
Error_M 0 0 0 0 0 0 0 0 0 0 0,00 
Error_V 0 0 0 0 0 0 0 0 0 0 0,00 











































Error_MV 0 0 0 0 0 0 0 0 0 0 0,00 
Error_M 0 0 0 0 0 0 0 0 0 0 0,00 
Error_V 3 0 3 1 2 2 2 3 1 2 1,90 
% Error 23,077 0,000 23,077 7,692 15,385 15,385 15,385 23,077 7,692 15,385 14,6154 























Error_MV 3 0 1 0 1 1 0 1 0 2 0,90 
Error_M 0 0 0 0 0 0 0 0 0 0 0,00 
Error_V 2 4 1 4 2 5 6 5 5 3 3,70 
% Error 4,202 3,361 1,681 3,361 2,521 5,042 5,042 5,042 4,202 4,202 3,8655 























Error_MV 1 0 0 0 1 0 0 0 0 0 0,20 
Error_M 0 0 0 0 0 0 0 0 0 0 0,00 
Error_V 0 0 0 0 0 0 0 0 0 0 0,00 









































Error_MV 0 0 0 0 0 0 0 0 0 0 0,00 
Error_M 0 0 0 0 0 0 1 0 0 1 0,20 
Error_V 2 1 0 3 1 1 0 2 0 0 1,00 
% Error 15,385 7,692 0,000 23,077 7,692 7,692 7,692 15,385 0,000 7,692 9,2308 























Error_MV 0 0 0 0 0 0 0 1 0 1 0,20 
Error_M 0 0 0 0 0 0 0 0 0 0 0,00 
Error_V 2 2 3 2 1 1 0 0 3 1 1,50 
% Error 1,681 1,681 2,521 1,681 0,840 0,840 0,000 0,840 2,521 1,681 1,4286 























Error_MV 1 1 0 0 1 0 1 2 0 0 0,60 
Error_M 0 0 0 0 0 0 0 0 0 0 0,00 
Error_V 0 0 0 0 0 0 0 0 0 0 0,00 









































Error_MV 0 0 0 0 0 0 0 0 0 0 0,00 
Error_M 0 0 0 0 0 0 0 0 0 0 0,00 
Error_V 2 2 0 2 1 2 0 1 1 1 1,20 
% Error 15,385 15,385 0,000 15,385 7,692 15,385 0,000 7,692 7,692 7,692 9,2308 























Error_MV 0 0 0 0 0 0 0 0 0 1 0,10 
Error_M 0 0 0 0 0 0 0 0 0 0 0,00 
Error_V 5 2 4 1 1 1 2 3 1 2 2,20 
% Error 4,202 1,681 3,361 0,840 0,840 0,840 1,681 2,521 0,840 2,521 1,9328 























Error_MV 0 1 1 0 1 0 1 1 1 1 0,70 
Error_M 0 0 0 0 0 0 0 0 0 0 0,00 
Error_V 0 0 0 0 0 0 0 0 0 0 0,00 













































Error_MV 0 0 0 0 0 0 0 0 0 0 0,00 
Error_M 1 0 0 0 0 0 1 0 0 0 0,20 
Error_V 0 0 1 1 0 0 0 2 2 0 0,60 
% Error 7,692 0,000 7,692 7,692 0,000 0,000 7,692 15,385 15,385 0,000 6,1538 























Error_MV 0 0 0 0 0 0 0 0 0 0 0,00 
Error_M 0 0 0 0 0 0 0 0 0 0 0,00 
Error_V 4 5 1 1 2 1 3 0 1 2 2,00 
% Error 3,361 4,202 0,840 0,840 1,681 0,840 2,521 0,000 0,840 1,681 1,6807 























Error_MV 1 1 1 0 0 0 1 0 0 0 0,40 
Error_M 0 0 0 0 0 0 0 0 0 0 0,00 
Error_V 0 0 0 0 0 0 0 0 0 0 0,00 













































Error_MV 0 0 0 0 0 0 0 0 0 0 0,00 
Error_M 0 0 0 0 0 0 0 0 0 0 0,00 
Error_V 2 3 0 1 1 1 2 0 2 2 1,40 
% Error 15,385 23,077 0,000 7,692 7,692 7,692 15,385 0,000 15,385 15,385 10,7692 























Error_MV 0 0 0 0 0 0 0 0 0 0 0,00 
Error_M 0 0 0 0 0 0 0 0 0 0 0,00 
Error_V 2 1 0 3 1 1 3 0 2 3 1,60 
% Error 1,681 0,840 0,000 2,521 0,840 0,840 2,521 0,000 1,681 2,521 1,3445 























Error_MV 0 0 0 0 0 0 0 0 1 0 0,10 
Error_M 0 0 0 0 0 0 0 0 0 0 0,00 
Error_V 0 0 0 0 0 0 0 0 0 0 0,00 
















 Configuración: 12 MFCC + 12 Delta MFCC + 12 Delta-Delta MFCC + 3 Energía 

























Error_MV 0 0 0 0 0 0 0 0 0 0 0,00 
Error_M 0 0 0 0 1 1 0 0 0 0 0,20 
Error_V 3 1 1 0 0 0 0 0 2 0 0,70 
% Error 23,077 7,692 7,692 0,000 7,692 7,692 0,000 0,000 15,385 0,000 6,9231 























Error_MV 0 0 0 0 0 0 0 0 0 0 0,00 
Error_M 0 0 0 0 0 0 0 0 0 0 0,00 
Error_V 2 3 1 0 0 1 3 0 2 4 1,60 
% Error 1,681 2,521 0,840 0,000 0,000 0,840 2,521 0,000 1,681 3,361 1,3445 























Error_MV 0 1 0 0 0 0 0 0 0 1 0,20 
Error_M 0 0 0 0 0 0 0 0 0 0 0,00 
Error_V 0 0 0 0 0 0 0 0 0 0 0,00 

















 Configuración: 12 MFCC + 12 Delta MFCC + 12 Delta-Delta MFCC + 3 Energía 

























Error_MV 0 0 0 0 0 0 0 0 0 0 0,00 
Error_M 0 0 0 0 0 0 0 0 0 0 0,00 
Error_V 3 0 1 1 1 0 0 2 0 3 1,10 
% Error 23,077 0,000 7,692 7,692 7,692 0,000 0,000 15,385 0,000 23,077 8,4615 























Error_MV 0 0 0 0 0 0 0 0 0 0 0,00 
Error_M 0 0 0 0 0 0 0 0 0 0 0,00 
Error_V 1 2 2 1 4 1 0 1 1 0 1,30 
% Error 0,840 1,681 1,681 0,840 3,361 0,840 0,000 0,840 0,840 0,000 1,0924 























Error_MV 0 0 0 0 1 0 0 0 0 0 0,10 
Error_M 0 0 0 0 0 0 0 0 0 0 0,00 
Error_V 0 0 0 0 0 0 0 0 0 0 0,00 

















 Configuración: 12 MFCC + 12 Delta MFCC + 12 Delta-Delta MFCC + 3 Energía 

























Error_MV 0 0 0 0 0 0 0 0 0 0 0,00 
Error_M 0 0 0 0 0 0 0 0 0 0 0,00 
Error_V 1 1 2 0 2 1 1 2 0 0 1,00 
% Error 7,692 7,692 15,385 0,000 15,385 7,692 7,692 15,385 0,000 0,000 7,6923 























Error_MV 0 0 0 0 0 0 0 0 0 0 0,00 
Error_M 0 0 0 0 0 0 0 0 0 0 0,00 
Error_V 3 3 2 0 3 1 1 1 2 0 1,60 
% Error 2,521 2,521 1,681 0,000 2,521 0,840 0,840 0,840 1,681 0,000 1,3445 























Error_MV 0 1 0 0 0 0 0 0 0 0 0,10 
Error_M 0 0 0 0 0 0 0 0 0 0 0,00 
Error_V 0 0 0 0 0 0 0 0 0 0 0,00 





















 Configuración: 12 MFCC + 12 Delta MFCC + 12 Delta-Delta MFCC + 3 Energía 

























Error_MV 0 0 0 0 0 0 0 0 0 0 0,00 
Error_M 0 1 0 1 0 0 0 0 0 0 0,20 
Error_V 2 0 1 1 1 0 3 1 1 1 1,10 
% Error 15,385 7,692 7,692 15,385 7,692 0,000 23,077 7,692 7,692 7,692 10,0000 























Error_MV 0 0 0 0 0 0 0 0 0 0 0,00 
Error_M 0 0 0 0 0 0 0 0 0 0 0,00 
Error_V 0 1 1 2 3 1 0 2 1 0 1,10 
% Error 0,000 0,840 0,840 1,681 2,521 0,840 0,000 1,681 0,840 0,000 0,9244 























Error_MV 0 0 0 0 0 1 0 0 0 0 0,10 
Error_M 0 0 0 0 0 0 0 0 0 0 0,00 
Error_V 0 0 0 0 0 0 0 0 0 0 0,00 

















 A continuación se adjuntan 4 gráficos resumen que recogen el porcentaje de 
error total para cada uno de los cuatro grupos del tamaño de vector de 
características. También se muestra una línea de tendencia del error al aumentar 
el número de gaussianas.  
 




Gráfico resumen: 12 MFCC + 1 Energía 
 
 
3 GMM 10 GMM 21 GMM 30 GMM
MÚSICA + VOZ 10,7692% 16,9231% 8,4615% 12,3077%
MÚSICA 6,7227% 4,1176% 3,1933% 3,3613%












3 GMM 10 GMM 21 GMM 30 GMM
MÚSICA + VOZ 10,7692% 16,9231% 8,4615% 12,3077%
MÚSICA 6,1345% 5,4622% 4,3697% 3,8655%











Summary 12 MFCC + 1 Energia












3 GMM 10 GMM 21 GMM 30 GMM
MÚSICA + VOZ 9,2308% 9,2308% 6,1538% 10,7692%
MÚSICA 1,4286% 1,9328% 1,6807% 1,3445%








Summary 12 MFCC + 12 Delta-MFCC + 2 Energia
3 GMM 10 GMM 21 GMM 30 GMM
MÚSICA + VOZ 6,9231% 8,4615% 7,6923% 10,0000%
MÚSICA 1,3445% 1,0924% 1,3445% 0,9244%








Summary 12 MFCC + 12 Delta-MFCC + 12 DeltaDelta-
MFCC + 3 Energia
