Domain decomposition methods have been applied to the solution of engineering problems for many years. Over the past two decades however the growth in the use of parallel computing platforms has ensured that interest in these methods, which offer the possibility of parallelism in a very natural manner, has become greater than ever. This interest has led to research that has yielded significant advances in both the theoretical understanding of the underlying mathematical structure behind domain decomposition methods and in the variety of domain decomposition algorithms that are available for use by the engineering community. In this paper we provide a brief overview of some of the main categories of domain decomposition algorithm and then focus on a particular variant of the overlapping Schwarz algorithm that is based upon the use of a hierarchy of finite element grids. Throughout the paper we consider domain decomposition methods as preconditioners for standard, Krylov subspace, iterative solvers however they may also be used directly as iterative methods in their own right. All of the theoretical results that are described apply equally in both cases.
Introduction
The majority of this paper considers the parallel finite element (FE) solution of the following two-dimensional variational problem, which is derived from a second order self-adjoint partial differential equation (PDE) . All of the results and algorithms described can be generalized to three-dimensional problems however, and in section 4 practical extensions to a class of non-self-adjoint problems are also considered. 
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say, it is necessary to solve the following discrete problem.
Problem 1.2 Find
This problem may in turn be expressed as the matrix equation (6) where is the stiffness matrix, is the load vector and is a vector of nodal displacements which is to be determined. Note that the matrix is strictly positive-definite and, for the usual choices of FE trial space and basis (e.g. [33, 49] ), sparse. Hence an iterative solution method for (6) , such as the conjugate gradient (CG) method, [23] , is most appropriate.
In fact, for the FE method it is well known that when ¨ is a space of piecewise polynomial functions defined on a mesh of elements covering with edge size , & say, the condition number of grows like 0 as # G (see [33] for example). For this reason it is necessary to apply a preconditioned version of the CG algorithm, or other iterative solver, for realistic mesh sizes (again see [23] ). The majority of this paper is concerned with this preconditioning step however for the rest of this section we consider the other major issues associated with solving (6) in parallel using an iterative method.
Mesh Partitioning and Parallel Finite Element Assembly
Let us assume that the problem domain is a bounded polygonal region which is discretized into a non-overlapping set of triangles , then no inter-processor communication is required when forming a matrix-vector product.
In order to form the inner product of two vectors, and say, it is again helpful to use the block notation of (12) . Thus 
It is clear from this that each inner product may be calculated with the need for just one inter-processor communication.
Full details of the parallel implementation of the multiplication operations considered in this subsection, along with further details on the parallel implementation of a CG solver and the FE assembly, may be found in [32] . This reference makes use of the library of parallel communication functions called MPI (Message Passing Interface), [38] .
Schur Complement Methods
Before moving on to consider domain decomposition (DD) preconditioning for the iterative solution of (12) it is worth noting an alternative strategy for the solution of linear systems of this form. This strategy is based upon elimination of all of the interior unknowns
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in (12) . This is achieved by noting that 
which may be written in the form ¡ s (21) where
and the right-hand-side vector, 
This system is known as the Schur complement, or Capacitance, system and the matrix is known as the Schur complement, or Capacitance, matrix. Note that if one is able to obtain a solution to (21) 
Hence each product may be obtained using only local matrix-vector products and interior subdomain solves independently on each subdomain (followed by a single communication step). If an efficient sequential solver is available on each processor then this technique can be highly competitive. For very large problems however it is usually necessary to solve the subdomain problems iteratively and so the the Schur complement approach becomes less attractive. We do not consider it further in this paper but refer the reader to works such as [1, 2, 18, 21, 28, 35, 45, 46] for further details.
Preconditioning
There are many possible ways in which the system (6) can be preconditioned. Some of these are purely algebraic, such as incomplete Cholesky factorization [6, 37] or using sparse approximate inverses [7, 15] , whilst others make use of the underlying FE derivation of the system, such as element-by-element preconditioning [27, 51] or domain decomposition preconditioners, which are the subject of this paper. The essential idea behind any preconditioning strategy for (6) is to find a positive-definite matrix, say, that has two properties.
1. The matrix ¥
should have a small condition number.
2. The system u should be computationally cheap to solve.
(In fact the above properties refer to what is known as left preconditioning, where the system (6) is expressed as¨ ¥ ¥ I (25) This is the form of preconditioning that is considered in this paper, however all of the issues discussed apply equally to symmetric or right preconditioning.) When seeking to solve the system (6) on a parallel computer there is an additional requirement.
3. The system u should be easy to solve in parallel.
These properties are required because the rate of convergence of the preconditioned conjugate gradient (PCG) algorithm is dependent upon the condition number of the preconditioned matrix ¥
, and the major computational step in this algorithm at each iteration is the solution of a system of the form u ( [23] ). As we will see, domain decomposition preconditioning can satisfy all three of these requirements.
In this section we provide an overview of the two main classes of DD preconditioner: iterative substructuring methods and Schwarz methods. There are other variants in the literature too, perhaps most notably the FETI approach of Farhat et al, [21] , which is a variant of the substructuring approach based upon the use of Lagrange multipliers. Details of such variants however are beyond the scope of this paper.
Iterative Substructuring
These techniques are based upon a partition of the FE triangulation into a set of nonoverlapping sub-triangulations
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¥ III E , such that not only do (10) and (11) both hold, but also the interface between subdomains forms a valid (coarse) triangulation of the domain . Figure 1 illustrates an allowable decomposition of an example FE triangulation . Given an allowable decomposition of the mesh it is possible to write the algebraic system (6) in the block form (12) . Now suppose that the nodes on the interface, whose solution values are identified by the vector ¡ , are broken down into two types: those 
With this particular ordering of the unknowns the following expression defines a possible preconditioner for the system (12): of the substructure edges. That is,
where ¤ is the number of edges in the coarse substructure not lying on the Dirichlet part of the boundary. In [9] Bramble, Pasciak and Schatz analyze their own preconditioner which is based upon this idea of separating the internal, the substructure edge and the substructure vertex unknowns. This is the first of a series of papers analyzing the construction of preconditioners by substructuring [9, 10, 11, 12] , and in it they prove that the condition number of their preconditioned problem grows in proportion to¨(
, where £ represents the size of elements in the coarse mesh (substructure).
To see how such a preconditioner may be constructed recall that the preconditioning step in the PCG algorithm ( [23] ) requires the solution of the system ¡ extracts the components associated with the substructure vertices. Further details, along with a discussion of a practical parallel implementation, may be found in [29] . Other works in which this type of approach is considered, and parallel implementation issues are addressed, include [14, 20, 28, 26, 35, 39, 46] 
Schwarz Methods
Unlike the iterative substructuring approach described in the previous subsection, Schwarz methods are DD solvers that make use of overlapping, as opposed to nonoverlapping (see (11) This idea may easily be incorporated into the PCG algorithm by simply applying steps 1 and 2 above as the preconditioner at each iteration. As it stands however the approach is inherently sequential. If there is a larger number of subdomains than processors then parallelism may be introduced by colouring the subdomains so that any two which overlap are coloured differently. This then allows solves to be performed in all of the subdomains of the same colour in parallel (see [26, 39, 47] for details). This is known as multiplicative additive Schwarz preconditioning. An alternative way of introducing parallelism into the above preconditioner is to decouple the subproblems so that all of the subdomain solves may be performed simultaneously. This may be viewed as an overlapping block Jacobi preconditioner as opposed to an overlapping block Gauss-Seidel preconditioner ( [39] ). In [17] however, Dryja and Widlund describe this decoupling more algebraically. Following [36] , they define the overlapping Schwarz method in terms of the product of a number of projections onto subspaces (corresponding to the subregion problems). They then define the decoupled approach to preconditioning in terms of sums of these projection operators, referring to such techniques as additive (as opposed to multiplicative) Schwarz methods (see below).
With both additive and multiplicative Schwarz methods the number of iterations required for convergence grows significantly with the number of subdomains. Hence, in [18] , Dryja and Widlund introduce an extra step to the additive preconditioner (i.e. in addition to the decoupled overlapping subdomain solves). This step requires the additional solution of a problem on a much coarser triangulation than , whose elements are of size 
where
. An alternative way of viewing ¢ is that it is the FE stiffness matrix derived from ¢ , the restriction of (from (1) and (4)
given by:
The following theorem which is proved in [53] for example (or see [47] for a slightly more general form), provides the main theoretical justification for this preconditioner. Furthermore the following result, which is also proved in [47] and [53] , demonstrates that the condition (33) provided that the overlap between the subdomains ¢ is always proportional to the size of elements in the coarse triangulation. This is often referred to as a "generous" overlap, and the preconditioner is said to be "optimal" in this case. 
Theorem 2.2 Provided the overlap between the subdomains
The requirement for a generous overlap between subdomains in order to obtain an optimal preconditioner is extremely demanding. In two dimensions, as is refined (assuming uniform global refinement for simplicity), the number of elements of in the overlap regions is 0
, and in three dimensions it is V
. In practice therefore this requirement is usually dropped in one of two different ways. The simplest option is to stick to a fixed number of layers of overlapping elements of the triangulation as it is refined. This means that the overlap region decreases as G and so the condition number of the preconditioned system grows. Fortunately however this growth is typically quite slow and so the additional iterations required by the PCG solver are justified by the reduced cost of applying the preconditioner at each iteration (since there are less unknowns associated with each subdomain problem in comparison to the optimal preconditioner with an £ overlap), [47] . Nevertheless, the preconditioner is no longer optimal.
The other common approach taken to avoid the need for a generous overlap is to make use of a sequence of nested grids (as opposed to just a coarse grid and a fine grid). The coarse grid problem in (31) is then replaced by the solution of a problem on a grid which is only one level of refinement less than the fine grid problem. This problem is then solved using a two level approximation based upon the grid that is two levels of refinement less than the fine grid problem. Repetition of this two level approach at repeatedly coarser levels leads to a "multilevel" Schwarz algorithm that is rather more complex than the two level algorithm given by (31) but which yields an optimal preconditioner with only a minimal amount of overlap. Again see, for example, [47] for further details.
The main drawback with the multilevel AS algorithm is the need for a series of projections from one grid to the next at each preconditioning step. On a regular sequence of grids obtained through uniform refinement this is relatively straightforward to manage in parallel, however on a sequence of grids generated with local, rather than global, mesh refinement this can become a complex programming task. Throughout the rest of this paper therefore we describe an alternative to the multilevel approach that is a two level AS algorithm based upon the use of a hierarchical sequence of grids. As such, this may be considered to be a cross between the classical two level AS algorithm with a generous overlap and the classical multilevel AS algorithm.
A Hierarchical Two Level Schwarz Algorithm
This section introduces an alternative two level AS algorithm based upon the use of a "weakly overlapping" hierarchy of nested grids, as described in [5] . An overview of the parallel implementation is also included.
A Weakly Overlapping Additive Schwarz Preconditioner
As before, let ' 
Here the overbar is used to denote the closure of a set of points. 
The successive mesh refinements that define this sequence of triangulations need not be global and may be non-conforming, however they must satisfy a number of conditions, as in [8] for example:
1. ) be defined by (42) , (43) and (46) 
Implementation
In order to implement the above AS preconditioner in parallel, [5] combines the coarse grid solve associated with ¥ '
in (31) with each of the subdomain solves. This is achieved by assigning a copy of the entire coarse mesh, '
, to each processor but only allowing processor Figure 3 . Note that in this figure there are a number of "slave" nodes in each processor's mesh which cause these meshes to be non-conforming. The solution values at these nodes are not free: they are determined by the nodal values at the ends of the edges on which the slave nodes lie. For a practical implementation it turns out to be simpler to allow the solution values at these nodes to be free by performing an interior refinement of those elements on the unrefined sides of the edges that have "hanging" nodes on them. In the ¤ -d example of Figure 3 this simply involves bisecting all triangular elements containing a hanging node and for ¢ -d problems a similar intermediate refinement strategy may be used (see [48] for example).
Having obtained a mesh on each processor it is possible for processor " to assemble the stiffness matrix, ¢ , for its own mesh independently of the other processors. These Table 1 shows a sample of these for solving Poisson's equation on a square domain in two dimensions on between 2 and 16 subdomains, using between 2 and 6 levels of uniform refinement. As predicted by the theory, the number of iterations taken appears to be bounded independently of 
Extensions
In this section two possible extensions of the work of [5] , outlined in the previous section, are considered. The first of these is based upon an observation made by Cai and Sarkis in [13] concerning traditional AS preconditioners of the form (31) . The second extension is to a larger class of problem than those given by Problem 1.1. In addition to the straightforward generalization to three dimensional problems (which is included in [5] ), it is possible to apply the preconditioning techniques reviewed in this paper to non-self-adjoint problems. This is described for convection-diffusion equations, based upon the work appearing in [4, 30, 31, 40, 41] .
A Restricted Version of the Preconditioner
In [13] an AS preconditioner of the form (31) is considered. It is noted that for each subdomain [13] reports that, with this restricted AS preconditioner, iteration counts are actually slightly lower than those obtained using the full AS preconditioner (31) . It should be noted however that this new preconditioner is not symmetric positive-definite (SPD) and so the PCG algorithm can no longer be used.
In [4] and [41] results are presented (in two and three dimensions respectively) using a GMRES solver (see, for example, [3, 23, 42] AS preconditioner (50) Reduced AS preconditioner (51) as defined by (49) . As with the restricted version of (31) reported in [13] , the preconditioner (51) typically performs better than its symmetric counterpart. For example, Table 2 illustrates results included in [41] weakly overlapping subdomains the restricted preconditioner performs considerably better. The original preconditioner is optimal but the upper bound on the number of iterations appears to be much higher than for the restricted preconditioner. In the latter case there is, as yet, no theoretical proof of the optimality of the preconditioner however numerical evidence, such as that presented in Table 2 and [4, 40, 41] , suggests that it is the better choice in practice.
Generalization to Convection-Diffusion Problems
So far this paper has only considered the application of DD techniques to self-adjoint PDEs that may be expressed in the form given by Problem 1.1. When discretized this type of equation naturally leads to a matrix system (6) which is SPD. In practice however, many practical problems are not self-adjoint and so it is desirable to be able to apply DD techniques to a wider class of equation. In this subsection we follow [4, 30, 31, 40, 41] in considering the extension of the restricted weakly overlapping AS preconditioner (51) to convection-diffusion problems of the following form.
are as in (2) and (3) respectively. for some # G
. The standard Galerkin FE discretization of this problem leads to a matrix system (6) which is no longer SPD. In fact, each entry of the stiffness matrix is now given by
with entries of the load vector (9) similarly modified (from the Dirichlet boundary terms). Following the block matrix notation of (12) . When it comes to preconditioning the system (55) it is natural to use the restricted preconditioner (51) rather than (50) since (55) is already non-symmetric. Results, taken from [4] , are presented in Table 3 for the solution of the PDE y h dd i
on a square domain in two dimensions. As before we see that, for a given coarse grid '
, the number of preconditioned GMRES iterations appears to be bounded independently of (4) and (53) respectively). In this situation the Galerkin method is known to be unstable unless the (   2  3  3  3  2  3  3 ) is sufficiently small (see [33] for example). In order to be able to solve such problems on realistic meshes therefore, a more stable FE discretization is required and so, as in [30, 31, 40, 41] , the streamline-diffusion FE method may be considered. This again alters the definition of the matrix in (6) so that, assuming piecewise linear FE elements are used for simplicity,
Here, ¡ is a streamline-diffusion parameter which also appears in a similarly modified form of the load vector . It is apparent that the AS techniques described in this paper, and in particular the restricted weakly overlapping AS preconditioner (51), may be trivially adapted for the case where the stiffness matrix is given by (57) as opposed to (8) or (54). Results are presented in [30, 31, 40, 41] showing that this again leads to an apparently optimal preconditioner, although no formal proof of this is offered. Table 4 shows a typical set of iteration counts, taken from [30] , where 
Some Parallel Performance Results
We conclude this section with a small number of sample parallel results taken from [4] and [40] . It should be noted that there are a number of important factors that affect the quality of these results and so they should be regarded as illustrative only. Further details may be found in [4, 40] . The main factors that affect the parallel performance of the preconditioner (51) may be summarized as follows.
¦
The way in which is decomposed into ' subdomains. In the two examples below a simple recursive coordinate bisection algorithm, [44] , has been used on '
, but for more complex problems a more sophisticated strategy should be used. Furthermore, for convection-dominated problems there may be some advantage to be had in aligning the subdomains with the convection direction where this is possible.
The accuracy of the subproblem solves (corresponding to ¥ in (51)) on each processor. If these are solved too accurately then unnecessary computational effort is expended, however if they are not solved sufficiently accurately the number of iterations taken by the preconditioned GMRES solver may grow. In practice a relative residual reduction of between 
The quality of the DD solver when compared to the best available sequential solver. In the tables below all timings are contrasted against those of a fast sequential algebraic multilevel ILU preconditioned solver, see [6] for example.
The timings given in Tables 5 and 6 are taken from [4] and [40] respectively. In each case the "Speedup" row compares the parallel solution time (on a SGI Origin 2000 computer) with the best sequential solution time, whereas the "Parallel speedup" row compares the parallel solution time on 
Summary
The aim of this paper has been to introduce the reader to some of the main aspects of domain decomposition preconditioning. This includes a motivation for DD methods through their applicability to the solution of PDEs using parallel computing architectures. Given that this is the main motivation for using these methods the paper also provides a short overview of the parallel assembly of finite element systems of Table 6 : Solution times (in seconds) and speedups for the restricted weakly overlapping algorithm on the three-dimensional problem (58) (taken from [40] ).
equations based upon a geometric decomposition of the problem. This decomposition requires that the FE grid be partitioned and that this partition be mapped onto the processor network in some way. Before discussing preconditioning algorithms the introductory material in Section 1 also describes the main computational steps that are required by a typical iterative solution algorithm such as CG or GMRES. The assumption is made that the FE equations have been assembled in parallel and that a parallel solution is required. This requires the ability to undertake distributed matrix-vector multiplications in parallel and to compute distributed inner products in parallel. Both of these operations are considered. The final part of the introductory section is included for completeness and is not built upon in the rest of the paper. This describes the Schur complement approach to the solution of block-arrowhead systems of the form (13). Although not discussed here, it should be noted that there are many similarities between the domain decomposition methods that may be used to precondition the Schur complement system (21) and the full system (13): see, for example, [35] for further details. Section 2 of the paper introduces the notion of preconditioning for the iterative solution of linear systems of equations. The motivation for the need to precondition comes from the earlier observation that the condition number of the stiffness matrix grows like 0 as G . The main properties required for a preconditioning matrix are discussed and then two possible classes of DD preconditioner are considered in turn.
A simple example of an iterative substructuring technique is described both in terms of the construction of a preconditioning matrix and the action of the multiplication of a vector by the inverse of this matrix (i.e. the solution of a linear system). The main feature of this type of preconditioner is that the subdomains themselves act as a very coarse grid upon which a solution is required as part of the preconditioning process. In a parallel implementation this tends to lead to there being more than one subdomain per processor in order to obtain a substructure that is not too coarse. Since this method also requires frequent subdomain solves (one per iteration of the PCG solver) having many subdomains per processor means that these subdomain problems are smaller, although there are more of them.
The rest of the paper is concerned with Schwarz preconditioners. The distinction between additive and multiplicative Schwarz methods is made and a simple additive Schwarz preconditioner, (31) , is introduced. The potential use of subdomain colouring in order to implement a multiplicative algorithm in parallel is commented upon but otherwise the focus is on the properties and parallel implementation of (31), and similar AS preconditioners, with one subdomain per processor. In particular two fundamental theorems are presented concerning the quality of (31) . The first of these, Theorem 2.1, states that, provided the finite element subspaces that are associated with each subdomain form a stable splitting (as defined by (33)) of the global finite element space, then the condition number of the preconditioned system is bounded. The second result, Theorem 2.2, then shows that if there is a generous overlap between the subdomains then the subdomain spaces do indeed form a stable splitting of the global space (provided a coarse grid solve is included as part of the preconditioner).
Unfortunately the computational cost associated with maintaining an overlap that is independent of as the finest mesh is refined is not justified in terms of practical performance, and so the use of a smaller overlap and the use of multilevel methods are both discussed. Instead of these approaches a new alternative is then proposed which combines many of the features of the optimal two level algorithm with those of optimal multilevel algorithms. This is based upon a two level preconditioner of the form (31) but with a different splitting into subdomain problems which makes use of a nested hierarchy of finite element grids. In this splitting each subdomain problem has an overlap layer of precisely one element at each level of the refinement. This has many fewer elements in the overlap layer than the conventional generous overlap splitting however, as demonstrated by Theorem 3.1, it still yields an optimal preconditioner.
The practical implementation of this weakly overlapping preconditioner is then discussed in Subsection 3.2. This involves maintaining a copy of the entire coarse grid '
on each subdomain and then building the subdomain problems on top of this on each processor by only refining the grids in, or immediately next to, the subdomain owned by that processor. The combination of the coarse grid problem with each subdomain problem is described algebraically by (49) and the modified form of the AS preconditioner is given by (50) . Results, taken from [5] , are provided to illustrate the practical behaviour of the algorithm on a simple two-dimensional test problem. The immediate extension to three dimensions is also noted.
The final main section of the paper discusses two extensions to the weakly overlapping AS preconditioner. The first of these is to introduce a restricted version of this preconditioner, (51) , following the work of [13] for conventional AS preconditioners. This is shown not only to require less communication when implemented in parallel but also to significantly reduce the number of iterations required over the preconditioner (50) . The only potential drawback of the restricted approach is that symmetry is lost and so the PCG algorithm has to be replaced by a more general iterative method such as GMRES. It is clear however that the small additional cost per iteration of applying GMRES is more than offset by the reduced number of iterations taken.
The second extension considered takes the loss of symmetry one step further by applying the restricted weakly overlapping technique to the solution of problems that are themselves non-symmetric. In particular convection-diffusion problems are considered. Two discretization methods are discussed: standard Galerkin FE and streamlinediffusion FE (the latter being necessary for the stability of the solution of convectiondominated problems). In both cases, and in both two and three dimensions, the observed numerical results suggest that the preconditioner is still optimal (or close to optimal) even though no theoretical proof of this is available.
Section 4 concludes by presenting some typical parallel performance results, as reported in [4] and [40] . These show that the DD technique parallelizes very efficiently but that the speed of the sequential version of the ' subdomain algorithm is generally less than that of the best available sequential algorithm. This imposes a restriction on the overall efficiency of the algorithm when compared to the best available sequential algorithm. Nevertheless, the parallel timings are extremely encouraging and demonstrate that it is possible to obtain practical results that are in line with theoretical expectations.
