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LOWER SEMICONTINUOUS FUNCTIONALS FOR ALMGREN’S
MULTIPLE VALUED FUNCTIONS
CAMILLO DE LELLIS, MATTEO FOCARDI AND EMANUELE NUNZIO SPADARO
Abstract. We consider general integral functionals on the Sobolev spaces of multiple
valued functions introduced by Almgren. We characterize the semicontinuous ones and
recover earlier results of Mattila in [10] as a particular case. Moreover, we answer positively
to one of the questions raised by Mattila in the same paper.
0. Introduction
In his big regularity paper [1], Almgren developed a new theory of weakly differentiable
multiple valued maps minimizing a suitable generalization of the classical Dirichlet energy.
He considered maps defined on a Lipschitz domain Ω ⊂ Rm and taking values in the space
of Q unordered points of Rn, which minimize the integral of the squared norm of the
derivative (conveniently defined). The regularity theory for these so called Dir-minimizing
Q-valued maps is a cornerstone in his celebrated proof that the Hausdorff dimension of the
singular set of an m–dimensional area-minimizing current is at most (m− 2).
The existence of Dir-minimizing functions with prescribed boundary data is proven in
[1] via the direct method in the calculus of variations. Thus, the generalized Dirichlet en-
ergy is semicontinuous under weak convergence. This property is not specific of the energy
considered by Almgren. Mattila in [10] considered some energies induced by homogeneous
quadratic polynomials of the partial derivatives. His energies are the first non-constant
term in the Taylor expansion of elliptic geometric integrands and hence generalize Alm-
gren’s Dirichlet functional, which is the first non-constant term in the expansion of the
area functional.
Mattila showed that these quadratic functionals are lower semicontinuous under weak
convergence. A novelty in Mattila’s work was the impossibility to use Almgren’s extrinsic
biLipschitz embeddings of the space of Q-points into a Euclidean space, because of the
more complicated form of the energies (cp. with [1] and [4] for the existence and properties
of these embeddings). In this paper we push forward the investigation of Mattila and,
taking advantage of the intrinsic metric theory for Q-valued functions developed in [4], we
generalize his results to the case of general integral functionals defined on Sobolev spaces
of Q-functions. We obtain a complete characterization of the semicontinuity and a simple
criterion to recognize efficiently a specific class of semicontinuous functionals. Mattila’s
Q-semielliptic energies fall obviously into this class. Indeed, a simple corollary of our
analysis is that a quadratic energy as considered in [10] is Q-semielliptic if and only if it is
quasiconvex (see Definition 0.1 and Remark 2.1 for the relevant definitions). Moreover, in
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the special cases of dimensions m = 2 or n = 2, we can answer positively to the question
posed by Mattila himself on the equivalence of Q-semiellipticity and 1-semiellipticity.
0.1. Quasiconvexity and lower semicontinuity. In order to illustrate the results, we
introduce the following terminology (we refer to [4] and Subsection 1.1 for the relevant
definitions and terminology concerning Q–valued maps).
Let Ω ⊂ Rm be a bounded open set. A measurable map f : Ω× (Rn)Q × (Rm×n)
Q
→ R
is called a Q-integrand if, for every permutation π of {1, . . . , Q},
f(x, a1, . . . , aQ, A1, . . . , AQ) = f(x, api(1), . . . , api(Q), Api(1), . . . , Api(Q)).
Note that, by (1.2) (see also [4, Remark 1.11]), given a weakly differentiable Q-valued
map u, the expression f(·, u,Du) = f(·, u1, . . . , uQ, Du1, . . . , DuQ) is well defined almost
everywhere in Ω. Thus, for any Sobolev Q-valued function the following energy makes
sense:
F (u) =
ˆ
Ω
f
(
x, u(x), Du(x)
)
dx. (0.1)
Our characterization of (weakly) lower-semicontinuous functionals F is the counterpart
of Morrey’s celebrated result in the vectorial calculus of the variations (see [11], [12]). We
start by introducing the relevant notion of quasiconvexity, which is a suitable generalization
of Morrey’s definition. From now on we set Cr := [−r/2, r/2]
m.
Definition 0.1 (Quasiconvexity). Let f : (Rn)Q × (Rm×n)
Q
→ R be a locally bounded
Q-integrand. We say that f is quasiconvex if the following holds for every affine Q-valued
function u(x) =
∑J
j=1 qj Jaj + Lj · xK, with ai 6= aj for i 6= j. Given any collection of maps
wj ∈ W 1,∞(C1,Aqj) with w
j|∂C1 = qj Jaj + Lj|∂C1K we have the inequality
f
(
u(0), Du(0)
)
≤
ˆ
C1
f
(
a1, . . . , a1︸ ︷︷ ︸
q1
, . . . , aJ , . . . , aJ︸ ︷︷ ︸
qJ
, Dw1(x), . . . , DwJ(x)
)
dx. (0.2)
The main result is the following.
Theorem 0.2. Let p ∈ [1,∞[ and f : Ω × (Rn)Q × (Rm×n)
Q
→ R be a continuous Q-
integrand. If f(x, ·, ·) is quasiconvex for every x ∈ Ω and
0 ≤ f(x, a, A) ≤ C(1 + |a|q + |A|p) for some constant C,
where q = 0 if p > m, q = p∗ if p < m and q ≥ 1 is any exponent if p = m, then the
functional F in (0.1) is weakly lower semicontinuous in W 1,p(Ω,AQ(R
n)). Conversely, if
F is weakly∗ lower semicontinuous in W 1,∞(Ω,AQ(R
n)), then f(x, ·, ·) is quasiconvex for
every x ∈ Ω.
Remark 0.3. It is easy to see that a quadratic integrand is Q-semielliptic in the sense of
Mattila if and only if it is quasiconvex, cp. to Remark 2.1.
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0.2. Polyconvexity. We continue to follow the classical path of the vectorial calculus of
variations and introduce a suitable generalization of the well-known notion of polyconvexity
(see [12], [2]). Let N := min{m,n}, τ(n,m) :=
∑N
k=1
(
m
k
)(
n
k
)
and define M : Rn×m →
R
τ(m,n) as M(A) :=
(
A, adj2A, . . . , adjNA
)
, where adjkA stands for the matrix of all k × k
minors of A.
Definition 0.4. A Q-integrand f : (Rn)Q × (Rn×m)
Q
→ R is polyconvex if there exists a
map g : (Rn)Q ×
(
R
τ(m,n)
)Q
→ R such that:
(i) the function g(a1, . . . , aQ, ·) :
(
R
τ(m,n)
)Q
→ R is convex for every a1, . . . , aQ ∈ R
n,
(ii) for every a1, . . . , aQ ∈ R
n and (L1, . . . , LQ) ∈ (R
n×m)Q it holds
f
(
a1, . . . , aQ, L1, . . . , LQ
)
= g
(
a1, . . . , aQ,M(L1), . . . ,M(LQ)
)
. (0.3)
Polyconvexity is much easier to verify. For instance, if min{m,n} ≤ 2, quadratic inte-
grands are polyconvex if and only if they are 1-semielliptic in the sense of Mattila, cp. to
Remark 3.4. Combining this with Remark 0.3 and Theorem 0.5, we easily conclude that
Q-semiellipticity and 1-semiellipticity coincide in this case, as suggested by Mattila himself
in [10].
Theorem 0.5. Every locally bounded polyconvex Q-integrand f is Q-quasiconvex.
For integrands on single valued maps, the classical proof of Theorem 0.5 relies on suitable
integration by parts formulas, called Piola’s identities by some authors. These identities
can be shown by direct computation. However, an elegant way to derive them is to rewrite
the quantities involved as integrals of suitable differential forms over the graph of the given
map. The integration by parts is then explained via Stokes’ Theorem. This point of view
is the starting of the theory of Cartesian currents developed by Giaquinta, Modica and
Soucˇek (see the monograph [8, 9]). Here we take this approach to derive similar identities
in the case of Q-valued maps, building on the obvious structure of current induced by the
graph of Lipschitz Q-valued maps f : Ω → AQ(R
n) (which we denote by gr (f)). A key
role is played by the intuitive identity ∂ gr (f) = gr (f |∂Ω), which for Q-valued maps is less
obvious. A rather lengthy proof of this fact was given for the first time in [1]. We refer to
Appendix C of [5] for a much shorter derivation. A final comment is in order. Due to the
combinatorial complexity of Q-valued maps, we do not know whether Theorem 0.5 can be
proved without using the theory of currents.
The paper is organized in three sections. The first one contains three technical lemmas
on Q-valued Sobolev functions, proved using the language of [4] (which differs slightly from
Almgren’s original one). In Section 2 we prove Theorem 0.2 and in Section 3 Theorem
0.5. In the appendix we collect some results on equi-integrable functions, essentially small
variants of Chacon’s biting lemma, which have already appeared in the literature: we
include their proofs for reader’s convenience.
1. Q-valued functions
In this section we recall the notation and terminology of [4], and provide some preliminary
results which will be used in the proofs of Theorem 0.2 and Theorem 0.5.
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1.1. Sobolev Q-valued functions. Q-valued functions are maps valued in the complete
metric space of unordered sets of Q points in Rn.
Definition 1.1. We denote by (AQ(R
n),G) the metric space of unordered Q-tuples given
by
AQ(R
n) :=
{
Q∑
i=1
JPiK : Pi ∈ Rn for every i = 1, . . . , Q
}
,
where JPiK denotes the Dirac mass in Pi ∈ Rn and
G(T1, T2) := min
σ∈PQ
√∑
i
∣∣Pi − Sσ(i)∣∣2,
with T1 =
∑
i JPiK and T2 =
∑
i JSiK ∈ AQ(Rn), and PQ denotes the group of permutations
of {1, . . . , Q}.
Given a vector v ∈ Rn, we denote by τv(T ) the translation of the Q-point T =
∑
i JTiK
under v given by
τv(T ) :=
∑
i
JTi − vK . (1.1)
Continuous, Lipschitz, Ho¨lder and (Lebesgue) measurable functions from Ω into AQ are
defined in the usual way. It is a general fact that any measurable Q-valued function u : Ω→
AQ can be written as the “sum” of Q measurable functions u1, . . . , uQ [4, Proposition 0.4]:
u(x) =
∑
i
Jui(x)K for a.e. x ∈ Ω.
We now recall the definition of the Sobolev spaces of functions taking values in the metric
space of Q-points.
Definition 1.2. A measurable u : Ω → AQ is in the Sobolev class W
1,p (1 ≤ p ≤ ∞) if
there exists ϕ ∈ Lp(Ω; [0,+∞)) such that
(i) x 7→ G(u(x), T ) ∈ W 1,p(Ω) for all T ∈ AQ;
(ii) |D G(u, T )| ≤ ϕ a.e. in Ω for all T ∈ AQ.
As for classical Sobolev maps, an important feature of Sobolev Q-valued functions is the
existence of the approximate differential almost everywhere. Given u ∈ W 1,p(Ω,AQ(R
n)),
there exists a Q map Du =
∑
i JDuiK : Ω→ AQ(Rm×n) such that, for almost every x0 ∈ Ω,
the first order approximation
Tx0u(x) :=
∑
i
JDui(x0) · (x− x0) + ui(x0)K (1.2)
satisfies the following:
(i) there exists a set Ω˜ with density one at x0 such that G(u(x), Tx0u) = o(|x− x0|) as
x→ x0, x ∈ Ω˜;
(ii) Dui(x0) = Duj(x0) if ui(x0) = uj(x0).
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Moreover, the map Du is Lp integrable, meaning that
|Du| :=
√∑
i
|Dui|2 ∈ L
p(Ω).
Finally, we recall the definition of weak convergence in W 1,p(Ω,AQ(R
n)).
Definition 1.3. Let uk, u ∈ W
1,p(Ω;AQ). We say that uk converges weakly to u for
k →∞, (and we write uk ⇀ u) in W
1,p(Ω;AQ), if
(i)
´
G(fk, f)
p → 0, for k →∞;
(ii) supk
´
|Dfk|
p <∞.
1.2. Lp-approximate differentiability. Here we prove a more refined differentiability
result.
Lemma 1.4. Let u ∈ W 1,p(Ω,AQ). Then, for L
m-a.e. x0 ∈ Ω it holds
lim
ρ→0
ρ−p−m
ˆ
Cρ(x0)
Gp(u, Tx0u) = 0. (1.3)
Proof. By the Lipschitz approximation in [4, Proposition 4.4], there exists a family of
functions (uλ) such that:
(a) Lip(uλ) ≤ λ and dW 1,p(u, uλ) = o(1) as λ→ +∞;
(b) the sets Ωλ = {x : Txu = Txuλ} satisfy Ωλ ⊂ Ωλ′ for λ < λ
′ and Lm(Ω \Ωλ) = o(1)
as λ→ +∞.
We prove (1.3) for the points x0 ∈ Ωλ which are Lebesgue points for χΩλ and |Du|
pχΩ\Ωλ ,
for some λ ∈ N, that is
lim
ρ→0
 
Cρ(x0)
χΩλ = 1 and limρ→0
 
Cρ(x0)
|Du|pχΩ\Ωλ = 0. (1.4)
Let, indeed, x0 be a point as in (1.4) for a fixed Ωλ. Then, 
Cρ(x0)
Gp(u, Tx0u) ≤ 2
p−1
 
Cρ(x0)
Gp(uλ, Tx0uλ) + 2
p−1
 
Cρ(x0)
Gp(uλ, u)
≤ o(ρp) + Cρp−m
ˆ
Cρ(x0)\Ωλ
|D(G(uλ, u))|
p, (1.5)
where in the latter inequality we used Rademacher’s theorem for Q-functions (see [4, The-
orem 1.13]) and a Poincare´ inequality for the classical Sobolev function G(u, uλ) which by
(1.4) satisfies
Ωλ ⊆
{
G(u, uλ) = 0
}
and ρ−mLm(Cρ(x0) ∩ Ωλ) ≥ 1/2 for small ρ.
Since G(u, uλ) = supTi |G(u, Ti)− G(Ti, uλ)| and
D|G(u, Ti)− G(Ti, uλ)| ≤ |DG(u, Ti)|+ |DG(Ti, uλ)| ≤ |Du|+ |Duλ| L
m-a.e. on Ω,
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we conclude (recall that λ ≤ C|Du| on Ω \ Ωλ)
ρp−m
ˆ
Cρ(x0)\Ωλ
|D(G(u, uλ))|
p ≤ ρp−m
ˆ
Cρ(x0)\Ωλ
sup
i
(
D|G(u, Ti)− G(Ti, uλ)|
)p
≤ Cρp−m
ˆ
Cρ(x0)\Ωλ
|Du|p
(1.4)
= o(ρp),
which finishes the proof. 
1.3. Equi-integrability. In the first lemma we show how a weakly convergent sequence
of Q-functions can be truncated in order to obtain an equi-integrable sequence still weakly
converging to the same limit. This result is the analog of [7, Lemma 2.3] for Q-valued
functions and constitute a main point in the proof of the sufficiency of quasiconvexity for
the lower semicontinuity. Details on equi-integrability can be found in the Appendix.
Lemma 1.5. Let (vk) ⊂ W
1,p(Ω,AQ) be weakly converging to u. Then, there exists a
subsequence (vkj ) and a sequence (uj) ⊂W
1,∞(Ω,AQ) such that
(i) Lm({vkj 6= uj}) = o(1) and uj⇀u in W
1,p(Ω,AQ);
(ii) (|Duj|
p) is equi-integrable;
(iii) if p ∈ [1, m), (|uj|
p∗) is equi-integrable and, if p = m, (|uj|
q) is equi-integrable for
any q ≥ 1.
Proof. Let gk := M
p(|Dvk|) and notice that, by the estimate on the maximal function
operator (see [13] for instance), (gk) ⊂ L
1(Ω) is a bounded sequence. Applying Chacon’s
biting lemma (see Lemma A.2 in the Appendix) to (gk), we get a subsequence (kj) and a
sequence tj ր +∞ such that (gkj ∧ tj) are equi-integrable.
Let Ωj := {x ∈ Ω : gkj(x) ≤ tj} and uj be the Lipschitz extension of vkj |Ωj with Lipschitz
constant c t
1/p
j (see [4, Theorem 1.7]). Then, following [4, Proposition 4.4], it is easy to
verify that Lm(Ω \ Ωj) = o(t
−1
j ) and dW 1,p(uj, vkj) = o(1). Thus, (i) follows immediately
from these properties and (ii) from
|Duj|
p = |Dvkj |
p ≤ gkj ∧ tj on Ωj and |Duj|
p ≤ c tj = c (gkj ∧ tj) on Ω \ Ωj .
As for (iii), note that the functions fj := G(uj, Q J0K) are in W 1,p(Ω), with |Dfj| ≤ |Duj|
by the very definition of metric space valued Sobolev maps. Moreover, by (i), fj converge
weakly to |u|, since ‖|u| − fj‖Lp ≤ ‖G(u, uj)‖Lp. Hence, (|fj|
p) and (|Dfj|
p) are equi-
integrable. In case p ∈ [1, m), this implies (see Lemma A.3) the equi-integrability of (|uj|
p∗).
In case p = m, the property follows from Ho¨lder inequality and Sobolev embedding (details
are left to the reader). 
1.4. Averaged equi-integrability. The next lemma gives some properties of sequences
of functions whose blow-ups are equi-integrable. In what follows a function ϕ : [0,+∞]→
[0,+∞] is said superlinear at infinity if limt↑+∞
ϕ(t)
t
= +∞.
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Lemma 1.6. Let gk ∈ L
1(Ω) with gk ≥ 0 and supk
ffl
Cρk
ϕ(gk) < +∞, where ρk ↓ 0 and ϕ
is superlinear at infinity. Then, it holds
lim
t→+∞
(
sup
k
ρ−mk
ˆ
{gk≥t}
gk
)
= 0 (1.6)
and, for sets Ak ⊆ Cρk such that L
m(Ak) = o(ρ
m
k ),
lim
k→+∞
ρ−mk
ˆ
Ak
gk = 0. (1.7)
Proof. Using the superlinearity of ϕ, for every ε > 0 there exists R > 0 such that t ≤ εϕ(t)
for every t ≥ R, so that
lim sup
t→+∞
(
sup
k
ρ−mk
ˆ
{gk≥t}
gk
)
≤ ε sup
k
 
Cρk
ϕ(gk) ≤ C ε. (1.8)
Then, (1.6) follows as ε ↓ 0. For what concerns (1.7), we have
ρ−mk
ˆ
Ak
gk = ρ
−m
k
ˆ
Ak∩{gk≤t}
gk + ρ
−m
k
ˆ
Ak∩{gk≥t}
gk ≤ tρ
−m
k L
m(Ak) + sup
k
ρ−mk
ˆ
{gk≥t}
gk.
By the hypothesis Lm(Ak) = o(ρ
m
k ), taking the limit as k tends to +∞ and then as t tends
to +∞, by (1.6) the right hand side above vanishes. 
1.5. Push-forward of currents under Q-functions. We define now the integer rectifi-
able current associated to the graph of a Q-valued function. As for Lipschitz single valued
functions, we can associate to the graph of a Lipschitz Q-function u : Ω→ AQ a rectifiable
current Tu,Ω defined by
〈Tu,Ω, ω〉 =
ˆ
Ω
∑
i
〈
ω (x, ui(x)) , ~Tui(x)
〉
dHm(x) ∀ ω ∈ Dm(Rm+n), (1.9)
where ~Tui(x) is the m-vector given by (e1 + ∂1ui(x)) ∧ · · · ∧ (em + ∂mui(x)) ∈ Λm(R
m+n).
In coordinates, writing ω(x, y) =
∑N
l=1
∑
|α|=|β|=l ω
l
αβ(x, y)dxα¯ ∧ dyβ, where α¯ denotes the
complementary multi-index of α, the current Tu,Ω acts in the following way:
〈Tu,Ω, ω〉 =
ˆ
Ω
Q∑
i=1
N∑
l=1
∑
|α|=|β|=l
σα ω
l
αβ
(
x, ui(x)
)
Mαβ
(
Dui(x)
)
dx, (1.10)
with σα ∈ {−1, 1} the sign of the permutation ordering (α, α¯) in the natural increasing
order and Mαβ(A) denoting the α, β minor of a matrix A ∈ R
n×m,
Mαβ(A) := det

 Aα1β1 . . . Aα1βk... . . . ...
Aαkβ1 . . . Aαkβk

 .
Analogously, assuming that Ω is a Lipschitz domain, using parametrizations of the
boundary, one can define the current associate to the graph of u restricted to ∂Ω, and
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both Tu,Ω and Tu,∂Ω turn out to be rectifiable current – see [5, Appendix C]. The main re-
sult about the graphs of Lipschitz Q-functions we are going to use is the following theorem
proven in [5, Theorem C.3].
Theorem 1.7. For every Ω Lipschitz domain and u ∈ Lip(Ω,AQ), ∂ Tu,Ω = Tu,∂Ω.
2. Quasiconvexity and lower semicontinuity
In this section we prove Theorem 0.2. Before starting, we link our notion of quasicon-
vexity with the Q-semiellipticity introduced in [10].
Remark 2.1. Following Mattila, a quadratic integrand is a function of the form
E(u) :=
ˆ
Ω
∑
i
〈ADui, Dui〉,
where Rn×m ∋ M 7→ AM ∈ Rn×m is a linear symmetric map. This integrand is called
Q-semielliptic ifˆ
Rm
∑
i
〈ADfi, Dfi〉 ≥ 0 ∀ f ∈ Lip(R
m,AQ) with compact support. (2.1)
Obviously a Q-semielliptic quadratic integrand is k-semielliptic for every k ≤ Q. We now
show that Q-semiellipticity and quasiconvexity coincide. Indeed, consider a linear map
x 7→ L ·x and a Lipschitz k-valued function g(x) =
∑k
i=1 Jfi(x) + L · xK, where f =
∑
i JfiK
is compactly supported in C1 and k ≤ Q. Recall the notation η ◦ f = k
−1
∑
i fi and the
chain rule formulas in [4, Section 1.3.1]. Then,
E(g) = E(f) + k 〈AL,L〉+ 2
ˆ
C1
∑
i
〈AL,Dfi〉
= E(f) + k 〈AL,L〉+ 2 k
ˆ
C1
〈AL,D(η ◦ f)〉 = E(f) + k 〈AL,L〉,
where the last equality follows integrating by parts. This equality obviously implies the
equivalence of Q-semiellipticity and quasiconvexity.
2.1. Sufficiency of quasiconvexity. We prove that, given a sequence (vk) ⊂ W
1,p(Ω,AQ)
weakly converging to u ∈ W 1,p(Ω,AQ) and f as in the statement of Theorem 0.2, then
F (u) ≤ lim inf
k→∞
F (vk). (2.2)
Up to extracting a subsequence, we may assume that the inferior limit in (2.2) is actually
a limit (in what follows, for the sake of convenience, subsequences will never be relabeled).
Moreover, using Lemma 1.5, again up to a subsequence, there exists (uk) such that (i)-(iii)
in Lemma 1.5 hold. If we prove
F (u) ≤ lim
k→∞
F (uk), (2.3)
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then (2.2) follows, since, by the equi-integrability properties (ii) and (iii),
F (uk) =
ˆ
{vk=uk}
f(x, vk, Dvk) +
ˆ
{vk 6=uk}
f(x, uk, Duk)
≤ F (vk) + C
ˆ
{vk 6=uk}
(1 + |uk|
q + |Duk|
p) = F (vk) + o(1).
For the sequel, we will fix a function ϕ : [0,+∞)→ [0,+∞] superlinear at infinity such
that
sup
k
ˆ
Ω
(
ϕ(|uk|
q) + ϕ(|Duk|
p)
)
dx < +∞. (2.4)
In order to prove (2.3), it suffices to show that there exists a subset of full measure Ω˜ ⊆ Ω
such that for x0 ∈ Ω˜ we have
f(x0, u(x0), Du(x0)) ≤
dµ
dLm
(x0), (2.5)
where µ is the weak∗ limit in the sense of measure of any converging subsequence of(
f(x, uk, Duk)L
m Ω
)
. We choose Ω˜ to be the set of points x0 which satisfy (1.3) in
Lemma 1.4 and, for a fixed subsequence with
(
ϕ(|uk|
q) + ϕ(|Duk|
p)
)
Lm Ω⇀∗ ν, satisfy
dν
dLm
(x0) < +∞. (2.6)
Note that such Ω˜ has full measure by the standard Lebesgue differentiation theory of
measure and Lemma 1.4.
We prove (2.5) by a blow-up argument following Fonseca and Mu¨ller [6]. Since in the
space AQ translations make sense only for Q multiplicity points, blow-ups of Q-valued
functions are not well-defined in general. Hence, to carry on this approach, we need first
to decompose the approximating functions uk according to the structure of the first order-
approximation Tx0u of the limit, in such a way to reduce to the case of full multiplicity
tangent planes.
Claim 1. Let x0 ∈ Ω˜ and u(x0) =
∑J
j=1 qj JajK, with ai 6= aj for i 6= j. Then, there exist
ρk ↓ 0 and (wk) ⊆W
1,∞(Cρk(x0),AQ) such that:
(a) wk =
∑J
j=1
q
wjk
y
with wjk ∈ W
1,∞(Cρk(x0),Aqj), ‖G(wk, u(x0))‖L∞(Cρk (x0))
= o(1)
and G(wk(x), u(x0))
2 =
∑J
j=1 G(w
j
k(x), qj JajK)2 for every x ∈ Cρk(x0);
(b)
ffl
Cρk (x0)
Gp(wk, Tx0u) = o(ρ
p
k);
(c) limk↑+∞
ffl
Cρk (x0)
f
(
x0, u(x0), Dwk
)
= dµ
dLm
(x0).
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Proof. We choose radii ρk which satisfy the following conditions:
sup
k
 
Cρk (x0)
(
ϕ(|uk|
q) + ϕ(|Duk|
p)
)
< +∞, (2.7)
 
Cρk (x0)
f
(
x, uk, Duk
)
→
dµ
dLm
(x0), (2.8)
 
Cρk (x0)
Gp(uk, u) = o(ρ
p
k) and
 
Cρk (x0)
Gp(uk, Tx0u) = o(ρ
p
k). (2.9)
As for (2.7) and (2.8), since
(ϕ(|uk|
q) + ϕ(|Duk|
p))Lm Ω⇀∗ ν and f(x, uk, Duk)L
m Ω⇀∗ µ ,
we only need to check that ν(∂Cρk(x0)) = µ(∂Cρk(x0)) = 0 (see for instance Proposition
2.7 of [3]). Fixed such radii, for every k we can choose a term in the sequence (uk) in such
a way that the first half of (2.9) holds (because of the strong convergence of (uk) to u):
the second half is, hence, consequence of (1.3).
Set rk = 2 |Du|(x0) ρk and consider the retraction maps ϑk : AQ → Brk(u(x0)) ⊂ AQ
constructed in [4, Lemma 3.7] (note that for k sufficiently large, these maps are well
defined). The functions wk := ϑk ◦ uk satisfy the conclusions of the claim.
Indeed, since ϑk takes values in Brk(u(x0)) ⊂ AQ and rk → 0, (a) follows straightfor-
wardly. As for (b), the choice of rk implies that ϑk ◦ Tx0u = Tx0u on Cρk(x0), because
G(Tx0u(x), u(x0)) ≤ |Du(x0)| |x− x0| ≤ |Du(x0)| ρk =
rk
2
. (2.10)
Hence, being Lip(ϑk) ≤ 1, from (2.9) we conclude 
Cρk (x0)
Gp(wk, Tx0u) =
 
Cρk (x0)
Gp(ϑk ◦ uk, ϑk ◦ Tx0u) ≤
 
Cρk (x0)
Gp(uk, Tx0u) = o(ρ
p
k).
To prove (c), set Ak =
{
wk 6= uk
}
= {G(uk, u(x0)) > rk} and note that, by Chebychev’s
inequality, we have
rpk L
m(Ak) ≤
ˆ
Ak
Gp(uk, u(x0)) ≤ 2
p−1
ˆ
Ak
Gp(uk, Tx0u) + 2
p−1
ˆ
Ak
Gp(Tx0u, u(x0))
(2.9), (2.10)
≤ o(ρm+pk ) +
rpk
2
Lm(Ak),
which in turn implies
Lm(Ak) = o(ρ
m
k ). (2.11)
Using Lemma 1.6, we prove that
lim
k→+∞
( 
Cρk (x0)
f (x0, u(x0), Dwk)−
 
Cρk (x0)
f (x, wk, Dwk)
)
= 0. (2.12)
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Indeed, for every t > 0,∣∣∣∣∣
 
Cρk (x0)
f (x0, u(x0), Dwk)−
 
Cρk (x0)
f (x, wk, Dwk)
∣∣∣∣∣
≤ ρ−mk
ˆ
Cρk (x0)∩{|Dwk|≥t}
(
f (x0, u(x0), Dwk) + f (x, wk, Dwk)
)
+ ρ−mk
ˆ
Cρk (x0)∩{|Dwk|<t}
|f (x0, u(x0), Dwk)− f (x, wk, Dwk) |
≤ sup
k
C
ρmk
ˆ
Cρk (x0)∩{|Dwk|≥t}
(
1 + |wk|
q + |Dwk|
p
)
+ ωf,t(ρk + ‖G(wk, u(x0)‖L∞), (2.13)
where ωf,t is a modulus of continuity for f restricted to the compact set Cρ1(x0)×B|u(x0)|+1×
Bt ⊂ Ω× (R
n)Q × (Rm+n)Q. To fully justify the last inequality we remark that we choose
the same order of the gradients in both integrands so that the order for u(x0) and for wk
is the one giving the L∞ distance between them. Then, (2.12) follows by passing to the
limit in (2.13) first as k → +∞ and then as t→ +∞ thanks to (1.6) in Lemma 1.6 applied
to 1 + |wk|
q (which is equi-bounded in L∞(Cρk(x0)) and, hence, equi-integrable) and to
|Dwk|
p.
Thus, in order to show item (c), it suffices to prove
lim
k→+∞
( 
Cρk (x0)
f (x, uk, Duk)−
 
Cρk (x0)
f (x, wk, Dwk)
)
= 0 . (2.14)
By the definition of Ak, we have∣∣∣∣∣
 
Cρk (x0)
f (x, uk, Duk)−
 
Cρk (x0)
f (x, wk, Dwk)
∣∣∣∣∣
≤ ρ−mk
ˆ
Ak
(
f (x, uk, Duk) + f (x, wk, Dwk)
)
≤
C
ρmk
ˆ
Ak
(
1 + |wk|
q + |uk|
q + |Dwk|
p + |Duk|
p
)
.
Hence, by the equi-integrability of uk, wk and their gradients, and by (2.11), we can
conclude from (1.7) of Lemma 1.6 
Using Claim 1, we can now “blow-up” the functions wk and conclude the proof of (2.5).
More precisely we will show:
Claim 2. For every γ > 0, there exist (zk) ⊂ W
1,∞(C1,AQ) such that zk|∂C1 = Tx0u|∂C1
for every k and
lim sup
k→+∞
ˆ
C1
f
(
x0, u(x0), Dzk
)
≤
dµ
dLm
(x0) + γ. (2.15)
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Assuming the claim and testing the definition of quasiconvexity of f(x0, ·, ·) through the
zk’s, by (2.15), we get
f
(
x0, u(x0), Du(x0)
)
≤ lim sup
k→+∞
ˆ
C1
f
(
x0, u(x0), Dzk
)
≤
dµ
dLm
(x0) + γ,
which implies (2.5) by letting γ ↓ 0 and concludes the proof.
Proof of Claim 2. We consider the functions wk of Claim 1 and, since they have full mul-
tiplicity at x0, we can blow-up. Let ζk :=
∑J
j=1
q
ζjk
y
with the maps ζjk ∈ W
1,∞(C1,Aqj)
defined by ζjk(y) := τ−aj
(
ρ−1k τaj (w
j
k)(x0 + ρk·)
)
(y), with τ−aj defined in (1.1). Clearly, a
simple change of variables gives
ζjk → qj Jaj + Lj ·K in Lp(C1,Aqj) (2.16)
and, by Claim 1 (c),
lim
k→+∞
ˆ
C1
f
(
x0, u(x0), Dζk
)
=
dµ
dLm
(x0). (2.17)
Now, we modify the sequence (ζk) into a new sequence (zk) in order to satisfy the boundary
conditions and (2.15). For every δ > 0, we find r ∈ (1− δ, 1) such that
lim inf
k→+∞
ˆ
∂Cr
|Dζk|
p ≤
C
δ
and lim
k→+∞
ˆ
∂Cr
Gp(ζk, Tx0u) = 0. (2.18)
Indeed, by using Fatou’s lemma, we have
ˆ 1
1−δ
lim inf
k→+∞
ˆ
∂Cs
|Dζk|
pds ≤ lim inf
k→+∞
ˆ
C1\C1−δ
|Dζk|
p ≤ C,
ˆ 1
1−δ
lim
k→+∞
ˆ
∂Cs
Gp(ζk, Tx0u)ds ≤ lim inf
k→+∞
ˆ
C1\C1−δ
Gp(ζk, Tx0u)
(2.16)
= 0,
which together with the mean value theorem gives (2.18). Then we fix ε > 0 such that
r(1 + ε) < 1 and we apply the interpolation result [4, Lemma 2.15] to infer the existence
of a function zk ∈ W
1,∞(C1,AQ) such that zk|Cr = ζk|Cr , zk|C1\Cr(1+ε) = Tx0u|C1\Cr(1+ε) and
ˆ
Cr(1+ε)\Cr
|Dzk|
p ≤ C ε r
(ˆ
∂Cr
|Dζk|
p +
ˆ
∂Cr
|DTx0u|
p
)
+
C
ε r
ˆ
∂Cr
Gp(ζk, Tx0u)
≤ C ε(1 + δ−1) +
C
ε
ˆ
∂Cr
Gp(ζk, Tx0u). (2.19)
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Therefore, by (2.19), we infer
ˆ
C1
f
(
x0, u(x0), Dzk
)
=
ˆ
Cr
f
(
x0, u(x0), Dζk
)
+
ˆ
Cr(1+ε)\Cr
f
(
x0, u(x0), Dzk
)
+
ˆ
C1\Cr(1+ε)
f
(
x0, u(x0), Du(x0)
)
≤
ˆ
C1
f
(
x0, u(x0), Dζk
)
+ C ε(1 + δ−1) +
C
ε
ˆ
∂Cr
Gp(ζk, Tx0u) + Cδ.
Choosing δ > 0 and ε > 0 such that C ε(1 + δ−1) + Cδ ≤ γ, and taking the superior limit
as k goes to +∞ in the latter inequality, we get (2.15) thanks to (2.17) and (2.18). 
2.2. Necessity of quasiconvexity. We now prove that, if F is weak∗-W 1,∞ lower semi-
continuous, then f(x0, ·, ·) is Q-quasiconvex for every x0 ∈ Ω. Without loss of gener-
ality, assume x0 = 0 and fix an affine Q-function u and functions w
j as in Definition
0.1. Set zj(y) :=
∑qj
i=1 J(wj(y))i − aj − Lj · yK, so that zj |∂C1 = qj J0K, and extend it by
C1-periodicity.
We consider vjk(y) =
∑qj
i=1 Jk−1(zj(ky))i + aj + Lj · yK and, for every r > 0 such that
Cr ⊆ Ω, we define uk,r(x) =
∑J
j=1 τ(r−1)aj
(
r vjk (r
−1x)
)
. Note that:
(a) for every r, uk,r → u in L
∞(Cr,AQ) as k → +∞;
(b) uk,r|∂Cr = u|∂Cr for every k and r;
(c) for every k, uk,r(0) =
∑J
j=1 τ−aj (r/k z
j(0))→ u(0) as r → 0;
(d) for every r, supk ‖|Duk,r|‖L∞(Cr) < +∞, since
|Duk,r|
2(x) =
J∑
j=1
|Dvjk|
2
(
r−1x
)
=
J∑
j=1
qj∑
i=1
∣∣Dzji (k r−1x)+ Lj∣∣2 .
From (a) and (d) it follows that, for every r, uk,r⇀
∗ u inW 1,∞(Cr,AQ) as k → +∞. Then,
by (b), setting uk,r = u on Ω \ Cr, the lower semicontinuity of F implies that
F
(
u, Cr
)
:=
ˆ
Cr
f
(
x, u,Du
)
≤ lim inf
k→+∞
F
(
uk,r, Cr
)
. (2.20)
By the definition of uk,r, changing the variables in (2.20), we get
ˆ
C1
f
(
ry, a1 + r L1 · y︸ ︷︷ ︸
q1
, . . . , aJ + r LJ · y︸ ︷︷ ︸
qJ
, L1, . . . , LJ
)
dy
≤ lim inf
k→∞
ˆ
C1
f
(
ry, τ(r−1)a1(r v
1
k(y)), . . . , τ(r−1)aJ (r v
J
k (y)), Dv
1
k(y), . . . , Dv
J
k (y)
)
dy. (2.21)
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Noting that τ(r−1)aj (r v
j
k(y)) → qj JajK in L∞(C1,Aqj) as r tends to 0 and Dvjk(y) =
τ−Lj (Dz
j(ky)), (2.21) leads to
f
(
0, a1, . . . , a1︸ ︷︷ ︸
q1
, . . . , aJ , . . . , aJ︸ ︷︷ ︸
qJ
, L1, . . . , LJ
)
≤ lim inf
k→∞
ˆ
C1
f
(
0, a1, . . . , a1︸ ︷︷ ︸
q1
, . . . , aJ , . . . , aJ︸ ︷︷ ︸
qJ
, τ−L1(Dz
1(ky)), . . . , τ−LJ (Dz
J(ky))
)
dy.
(2.22)
Using the periodicity of zj , the integral on the right hand side of (2.22) equalsˆ
C1
f
(
0, a1, . . . , a1︸ ︷︷ ︸
q1
, . . . , aJ , . . . , aJ︸ ︷︷ ︸
qJ
, τ−L1(Dz
1(y)), . . . , τ−LJ (Dz
J(y))
)
dy.
Since τ−Lj (Dz
j) = Dwj, we conclude (0.2).
3. Polyconvexity
In this section we prove Theorem 0.5 and show the semicontinuity of Almgren’s Dirichlet
energy and Mattila’s quadratic energies. Recall the notation for multi-indices and minors
Mα,β introduced in Section 1.
Definition 3.1. A map P : Rn×m → R is polyaffine if there are constants c0, c
l
αβ, for
l ∈ {1, . . . , N} and α, β multi-indices, such that
P (A) = c0 +
N∑
l=1
∑
|α|=|β|=l
clαβ Mαβ(A) = c0 + 〈ζ,M(A)〉, (3.1)
where ζ ∈ Rτ(m,n) is the vector whose entries are the clαβ ’s and M(A) is the vector of all
minors.
It is possible to represent polyconvex functions as supremum of a family of polyaffine
functions retaining some symmetries from the invariance of f under the action of permu-
tations.
Proposition 3.2. Let f be a Q-integrand, then the following are equivalent:
(i) f is a polyconvex Q-integrand,
(ii) for every choice of vectors a1, . . . , aQ ∈ R
n and matrices A1, . . . AQ ∈ R
n×m, with
Ai = Aj if ai = aj, there exist polyaffine functions Pj : R
n×m → R, with Pi = Pj if
ai = aj, such that
f
(
a1, . . . , aQ, A1, . . . , AQ
)
=
Q∑
j=1
Pj(Aj), (3.2)
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and
f
(
a1, . . . , aQ, L1, . . . , LQ
)
≥
Q∑
j=1
Pj(Lj) for every L1, . . . , LQ ∈ R
n×m. (3.3)
Proof. (i)⇒(ii). Let g be a function representing f according to Definition 0.4. Convexity
of the subdifferential of g(a1, . . . , aQ, ·), condition (0.3) and the invariance of f under the
action of permutations yield that there exists ζ ∈ ∂g
(
a1, . . . , aQ,M(A1), . . . ,M(AQ)
)
, with
ζi = ζj if ai = aj, such that for every X ∈ (R
τ(m,n))Q we have
g(a1, . . . , aQ, X1, . . . , XQ) ≥ g
(
a1, . . . , aQ,M(A1), . . . ,M(AQ)
)
+
Q∑
j=1
〈ζj, Xj −M(Aj)〉.
(3.4)
Hence, the maps Pj : R
n×m → R given by
Pj(L) := Q
−1g
(
a1, . . . , aQ,M(A1), . . . ,M(AQ)
)
+ 〈ζj,M(L)−M(Aj)〉 (3.5)
are polyaffine and such that (3.2) and (3.3) follow.
(ii)⇒(i). By (3.2) and (3.3), there exists ζj, satisfying ζi = ζj if ai = aj , such that
f
(
a1, . . . , aQ, L1, . . . , LQ
)
≥ f
(
a1, . . . , aQ, A1, . . . , AQ
)
+
Q∑
j=1
〈ζj,M(Lj)−M(Aj)〉. (3.6)
Then setting,
g
(
a1, . . . , aQ, X1, . . . , XQ
)
:= sup
{
f
(
a1, . . . , aQ, A1, . . . , AQ
)
+
Q∑
j=1
〈ζj, Xj − M(Aj)〉
}
where the supremum is taken over all A1, . . . , AQ ∈ R
n×m with Ai = Aj if ai = aj , it follows
clearly that g
(
a1, . . . , aQ, ·
)
is a convex function and (0.3) holds thanks to (3.6). In turn,
these remarks and the equality co
(
(M(Rn×m))Q
)
= (Rτ(m,n))Q imply that g
(
a1, . . . , aQ, ·
)
is everywhere finite. 
We are now ready for the proof of Theorem 0.5.
Proof of Theorem 0.5. Assume that f is a polyconvex Q-integrand and consider aj , Lj and
wj as in Definition 0.1. Corresponding to this choice, by Proposition 3.2, there exist
polyaffine functions Pj satisfying (3.2) and (3.3), which read as
f
(
a1, . . . , a1︸ ︷︷ ︸
q1
, . . . , aJ , . . . , aJ︸ ︷︷ ︸
qJ
, L1, . . . , L1︸ ︷︷ ︸
q1
, . . . LJ , . . . , LJ︸ ︷︷ ︸
qJ
)
=
J∑
j=1
qjPj(Lj) (3.7)
and, for every B1, . . . , BQ ∈ R
m×n,
f(a1, . . . , a1︸ ︷︷ ︸
q1
, . . . , aJ , . . . , aJ︸ ︷︷ ︸
qJ
, B1, . . . , BQ) ≥
J∑
j=1


∑
l≤j ql∑
i=
∑
l<j ql+1
Pj(Bi)

 . (3.8)
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To prove the theorem it is enough to show that
J∑
j=1
qj Pj(Lj) =
ˆ
C1
J∑
j=1
qj∑
i=1
Pj(Dw
j
i ). (3.9)
Indeed, then the quasiconvexity of f follows easily from
f
(
a1, . . . , a1︸ ︷︷ ︸
q1
, . . . , aJ , . . . , aJ︸ ︷︷ ︸
qJ
, L1, . . . , L1︸ ︷︷ ︸
q1
, . . . LJ , . . . , LJ︸ ︷︷ ︸
qJ
) (3.2)
=
J∑
j=1
qj Pj(Lj)
(3.9)
=
ˆ
C1
J∑
j=1
qj∑
i=1
Pj(Dw
j
i )
(3.3)
≤
ˆ
C1
f
(
a1, . . . , a1︸ ︷︷ ︸
q1
, . . . , aJ , . . . , aJ︸ ︷︷ ︸
qJ
, Dw1, . . . , DwJ
)
.
To prove (3.9), consider the current Twj ,C1 associated to the graph of the qj-valued
map wj and note that, by definition (1.10), for the exact, constant coefficient m-form
dωj = cj0 dx+
∑N
l=1
∑
|α|=|β|=l σα c
j,l
αβ dxα¯ ∧ dyβ, it holdsˆ
C1
qj∑
i=1
Pj(Dw
j
i ) =
〈
Twj ,C1 , dω
j
〉
, (3.10)
where Pj(A) = c
j
0 +
∑N
l=1
∑
|α|=|β|=l c
j,l
αβ Mαβ(A).
Since u|∂C1 = w|∂C1, from Theorem 1.7 it follows that ∂Tw,C1 = ∂Tu,C1 . Then, (3.9) is
an easy consequence of (3.10): for uj(x) = qj Jaj + Lj · xK, one has, indeed,
J∑
j=1
qj Pj(Lj) =
ˆ
C1
J∑
j=1
qj∑
i=1
Pj(Du
j
i) =
J∑
j=1
〈
Tuj ,C1, dω
j
〉
=
J∑
j=1
〈
∂Tuj ,C1, ω
j
〉
=
J∑
j=1
〈
∂Twj ,C1, ω
j
〉
=
J∑
j=1
〈
Twj ,C1 , dω
j
〉
=
ˆ
C1
J∑
j=1
qj∑
i=1
Pj(Dw
j
i ).
This finishes the proof. 
Explicit examples of polyconvex functions are collected below (the elementary proof is
left to the reader).
Proposition 3.3. The following class of functions are polyconvex Q-integrands:
(a) f(a1, . . . , aQ, L1, . . . , LQ) := g
(
G(L,Q J0K)) with g : R → R convex and increasing;
(b) f(a1, . . . , aQ, L1, . . . , LQ) :=
∑Q
i,j=1 g(Li − Lj) with g : R
n×m → R convex;
(c) f(a1, . . . , aQ, L1, . . . , LQ) :=
∑Q
i=1 g(ai, Li) with g : R
m × Rn×m → R measurable
and polyconvex.
Remark 3.4. Consider as in Remark 2.1 a linear symmetric map Rn×m ∋ M 7→ AM ∈
R
n×m. As it is well-known, for classical single valued functions the functionalˆ
〈ADf,Df〉
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is quasiconvex if and only if it is rank-1 convex. If min{m,n} ≤ 2, quasiconvexity is
equivalent to polyconvexity as well (see [14]). Hence, in this case, by Theorem 0.5, every
1-semielliptic integrand is quasiconvex and therefore Q-semielliptic.
We stress that for min{m,n} ≥ 3 there exist 1-semielliptic integrands which are not
polyconvex (see always [14]).
Appendix A. Equi-integrability
Let us first recall some definitions and introduce some notation. As usual, in the following
Ω ⊂ Rm denotes a Lipschitz set with finite measure.
Definition A.1. A sequence (gk) in L
1(Ω) is equi-integrable if one of the following equiv-
alent conditions holds:
(a) for every ε > 0 there exists δ > 0 such that, for every Lm-measurable set E ⊆ Ω
with Lm(E) ≤ δ, we have supk
´
E
|gk| ≤ ε;
(b) the distribution functions ϕk(t) :=
´
{|gk|≥t}
|gk| satisfy limt→+∞ supk ϕk(t) = 0;
(c) (De la Valle´e Poissin’s criterion) if there exists a Borel function ϕ : [0,+∞) →
[0,+∞] such that
lim
t→+∞
ϕ(t)
t
= +∞ and sup
k
ˆ
Ω
ϕ(|gk|)dx < +∞. (A.1)
Note that, since Ω has finite measure, an equi-integrable sequence is also equi-bounded.
We prove now Chacon’s biting lemma.
Lemma A.2. Let (gk) be a bounded sequence in L
1(Ω). Then, there exist a subsequence
(kj) and a sequence (tj) ⊂ [0,+∞) with tj → +∞ such that (gkj ∨ (−tj) ∧ tj) is equi-
integrable.
Proof. Without loss of generality, assume gk ≥ 0 and consider for every j ∈ N the functions
hjk := gk∧j. Since, for every j, (h
j
k)k is equi-bounded in L
∞, up to passing to a subsequence
(not relabeled), there exists the L∞ weak* limit fj of h
j
k for every j. Clearly the limits fj
have the following properties:
(a) fj ≤ fj+1 for every j (since h
j
k ≤ h
j+1
k for every k);
(b) ‖fj‖L1 = limk
∥∥hjk∥∥L1 ;
(c) supj ‖fj‖L1 = supj limk
∥∥hjk∥∥L1 ≤ supk ‖gk‖L1 < +∞.
By the Lebesgue monotone convergence theorem, (a) and (c), it follows that (fj) converges
in L1 to a function f . Moreover, from (b), for every j we can find a kj such that∣∣∣∣
ˆ
hjkj −
ˆ
fj
∣∣∣∣ ≤ j−1. (A.2)
We claim that hjkj = gkj ∧ j fulfills the conclusion of the lemma (with tj = j). To see this,
it is enough to show that hjkj weakly converges to f in L
1, from which the equi-integrability
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follows. Let a ∈ L∞ be a test function. Since hlkj ≤ h
j
kj
for l ≤ j, we have that
ˆ (
‖a‖L∞ − a
)
hlkj ≤
ˆ (
‖a‖L∞ − a
)
hjkj . (A.3)
Taking the limit as j goes to infinity in (A.3), we obtain (by hlkj
w∗-L∞
→ fl and (A.2))ˆ (
‖a‖L∞ − a
)
fl ≤ ‖a‖L∞
ˆ
f − lim sup
j
ˆ
a hjkj .
From which, passing to the limit in l, we conclude since fl
L1
→ f
lim sup
j
ˆ
a hjkj ≤
ˆ
af. (A.4)
Using −a in place of a, one obtains as well the inequalityˆ
af ≤ lim inf
j
ˆ
a hjkj . (A.5)
(A.4) and (A.5) together concludes the proof of the weak convergence of hjkj to f in L
1. 
Next we show that concentration effects for critical Sobolev embedding do not show up
if equi-integrability of functions and gradients is assumed.
Lemma A.3. Let p ∈ [1, m) and (gk) ⊂W
1,p(Ω) be such that (|gk|
p) and (|∇gk|
p) are both
equi-integrable, then (|gk|
p∗) is equi-integrable as well.
Proof. Since (gk) is bounded in W
1,p(Ω), Chebychev’s inequality implies
sup
j
jpLm({|gk| > j}) ≤ C < +∞. (A.6)
For every fixed j ∈ N, consider the sequence gjk := gk−(gk∨(−j)∧j). Then, (g
j
k) ⊂W
1,p(Ω)
and ∇gjk = ∇gk in {|gk| > j} and ∇g
j
k = 0 otherwise. The Sobolev embedding yields
‖gjk‖
p
Lp∗(Ω)
≤ c‖gjk‖
p
W 1,p(Ω) ≤ c
ˆ
{|gk|>j}
(
|gk|
p + |∇gk|
p
)
dx. (A.7)
Therefore, the equi-integrability assumptions and (A.6) imply that for every ε > 0 there
exists jε ∈ N such that for every j ≥ jε
sup
k
‖gjk‖Lp∗(Ω) ≤ ε/2. (A.8)
Let δ > 0 and consider a generic Lm-measurable sets E ⊆ Ω with Lm(E) ≤ δ. Then, since
we have
‖gk‖Lp∗(E) ≤ ‖gk − g
jε
k ‖Lp∗(E) + ‖g
jε
k ‖Lp∗(E) ≤ jε (L
m(E))1/p
∗
+ ‖gjεk ‖Lp∗(Ω),
by (A.8), to conclude it suffices to choose δ such that jεδ
1/p∗ ≤ ε/2. 
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