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The well-known optimal linear feedback of the linear quadratic problem with 
jump Markov and independent disturbances is also a suboptimal feedback of the 
problem perturbed by a nonlinear element with a small parameter if the element is 
continuous. The assertion is shown and an asymptotic expansion is given. 0 1990 
Academic Press, Inc 
1. INTRODUCTION 
The problem of optimal control of discrete-time systems under jump 
Markov and independent disturbances has been studied in some previously 
published papers (see, e.g., [14]). However, the calculation of optimal 
feedback laws is complicated and supposes Bore1 measurability of feedback 
laws with respect to the state vector. 
In order to avoid these difficulties one might consider the problem of 
suboptimal control using the corresponding dynamic programming equa- 
tion only as a guide and using the existence of an optimal feedback as a 
natural condition under which a well-known feedback will be a suboptimal 
one in the sense that the corresponding values of performance functions are 
close to the optimal ones. 
In this paper we are concerned with a class of stochastic control 
problems for which the suboptimal problem can be solved in that way. The 
dynamic systems we shall consider here arise by perturbing linear discrete- 
time systems through an additive term with a small parameter E. That is, 
we shall consider systems of the form 
x: + ,(k x) = A,(?,, C,) x;(k xl + B,(?,, D,) u,(k) + &(x:(k xl, u,(k)) 
x;(k,x)=x~R", k<t<N-l,ObkdN-1, (1.1) 
where E E R, f,: R" x R" H R" is continuous and all random vectors x,, 
ur, qt, C,, D, are defined on some probabilistic space {Q, 9, P}. 
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The present disturbances are of two types: [ql, O< t <N- 1) is a 
Markov homogeneous chain with a finite number of states Z= ( 1, 2, . . . . S ), 
an initial probability p,, 1 d id S, and transition probabilities pI,, 
l<i,j<Ss; {C,,D,,O<tbN-11 is a sequence of independent random 
vectors with suitable dimensions such that: it is independent of 
{q,, 0 < t 6 N - 1 } and all elements of n x n-random matrices A ,( i, C,) and 
n x m-matrices B,(i, D,), 1 < i < S, are bounded random variables. 
In our problem we assume that the system state X, and the disturbance 
state I],_, are completely observable at the moment t and we shall consider 
only control laws of the form u,(O) = cp,(x), u,(k) = cp,(x:(k, x), I],_ ,). 
O<k<N- 1, max{k, 1) <t dN- 1, where q,(x): R”H R”, cpr(x, i): 
R” x Zw R”, 1 <id S, are Bore1 measurable functions. The sequence of 
functions u = (cpO(x), cp,(x, i), . . . . (P,.- ,(x, i)) is a feedback strategy and we 
denote by % the class of all these feedback strategies. 
Note that the case when the states x, and qr are both available on-line 
can be led to the above-mentioned case (see [3]). 
For the problem ( ( 1.1 ), q} we consider the performance functions 
N-l 
Wk x, i, u) = 1 E[(x@, x))* QArl,- ,) x”,(k, X) + u:(k) R,(q,+ 1) 
r=k 
. u,(k) 1 Y]k ~ I = il 
+EC(x”,(kX))* G(uN--I)x~~ X)l?k-l=il 
N-1 
(1.2) 
H&(0, x, u) = x*Qox + d(O) Rouo(O) + c EL-(x:(0, xl)* Q,(q,- 1) 
r=1 
. xX% x) + u:(O) R,(q,- 1) u,(O)1 
+ ECWv(O, x)1* WV,- 1) x”,(O, x)1, (1.3) 
where the asterisk * denotes transpose, E expectation, and E[ ( ] condi- 
tional expectation; the n x n-matrices Q,, Q,(i), G(i), 1 <i< S, 1 <t < 
N- 1, are nonnegative definite and the m x m-matrices R,,, R,(i) positive 
definite. 
A strategy 6” E q is said to be optimal if for all x E R”, i E Z, 1 <k < N - 1, 
Z-Z”(k, x, i, ii”) = Ei; H”(k, x, i, u) (1.4) 
H&(0, x, 22”) = min H&(0, x, u). (1.5) ue+?d 
When E = 0 we have the well-known linear quadratic problem (see, e.g., 
[3]) whose optimal feedback strategy ii0 consists of linear functions of the 
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state vector x: @t(x), @y(x, i), . . . . @c_ i(x, i), 1 < id S. The presence of the 
small parameter E suggests using fro as a suboptimal strategy for the initial 
problem in the sense that 
lim [H”(k, x, i, ii”) - H”(k, x, i, ii”)] = 0 (1.6) 
E-0 
lim [H&(0, x, ii”) - H&(0, x, ii’)] = 0. (1.7) E’O 
In what follows we shall show that the suboptimality of ii0 can be 
regarded as a corollary of the following more general assertion: the 
existence of Bellman’s functions for the completely observable optimal 
problems described above implies their continuity with respect to (x, E). 
We begin in Section 2 with the proof of the continuity of the minimum 
cost functions H”(k, x, i, ii”), H&(0, x, ii”), 1 <k < N- 1, of the optimization 
problem. In Section 3 we show the suboptimality of ii0 for the initial 
problem (l.l)-( 1.3). Finally in Section 4 an asymptotic expansion of 
H”(k, x, i, ii”) is given in terms of quantities computable from P’(k, x, i, ii”). 
Note that we shall always regard (1.3), (1.5), and (1.7) as the case k = 0 
of (1.2), (1.4), (1.6) and omit discussion of assertions for k = 0 because they 
are deduced in the same way as for k>O. This will be understood 
everywhere in the sequel when we speak of k 2 0. 
2. THE OPTIMIZATION PROBLEM 
In this section we discuss the optimal control problem (l.lt(l.5) and 
show the continuity of the minimum cost functions H”(k, x, i, ii”), k 2 0. 
First of all as a special case of the general framework (see [ 1, 31) we 
deduce a verification theorem of dynamic programming type for the 
problem (l.l)-(1.5) with any E. 
PROPOSITION 1. A feedback strategy ii” = (@i(x), +E,(x, i), . . . . &,(x, i)) 
~42 is optimal if and only if the corresponding performance functions 
H&(0, x, ii”), H”(k, x, i, il”), 1 <k <N- 1, satisfy the relations 
H”(k, x, i, 2) = x*QJi) x + ($i(x, i))* l&(i) @5:(x, i) 
+J(k+ 1, x, i, ii", $J;(x, i)) 
=L~mm {~*Q~(i)x+u*R,(i)u+J(k+ 1,x, i, ii", u)} (2.1) 
H”(0, x, 2) = x*Qox + (@“o(x))* R,@,(x) +J( 1, x, ii”, @i(x)) 
=t~~m {x*Qox+u*Rou+J(l,x,ii”,u)}, (2.2) 
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where we denote 
J(k + 1, .v, i, ii’, 0) 
= E i H”(k + 1, A&, C,) .Y + Bk(j, Dk) v + E~~(.Y, v),j, ii”)pl, 
J=1 
.I( 1, X, i, ii”, u) 
=E i WL A&, C,)x+&(i Do) v+&fo(x, v),i 6”)~~ 
J=L 
and 
H”(N, x, i, ii”) = x*G(i) x. 
The following theorem shows a condition for the existence of ii” and the 
continuity of H”(k, x, i, 22”). 
THEOREM 2.1. A necessary and sufficient condition for the existence of an 
optimal strategy ii” E !& is that there exist functions V(0, x, E), V(k, x, i, E), 
1 < k < N - 1, 1 < i < S, satisfying the relations 
V(k, x, i, E) 
= min x*Q,(i) x + v*R,(i) v 
oERm 
+ E i Vk + 1, Adi C/J x + B,c(j, D/c) u + Efk(x, v),j, E)P,, (2.3) 
J=l 
V(O, 4 E) 
= min x*Q,,x + v*R,u 
PERm 
+ E i V(l, Adi Co) x + &(j, Do) u + Efo(x, v),j, &)pJ (2.4) 
/=I 
and 
V(N, x, i, E) = x*G(i) x. 
Moreover we have 
V( 0, x, E) = H”( 0, x, ii”), V(k, x, i, E) = H”(k, x, i, ii”), 
1 <kdN, 1 <ids, 
and the,functions V(0, x, E), V(k, x, i, E) are continuous with respect to (x, E). 
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Proof. To prove the necessity of the condition we observe that existence 
of the functions V(0, x, E), V(k, x, i, E) is necessary by Proposition 1. We 
shall show by induction the continuity of all functions V(k, x, i, E). 
Obviously V(N, x, i, a), 1 < i< S, are continuous. 
Suppose that V(k + 1, x, i, E), 1 < i < S, are continuous. 
We must prove the continuity of V(k, x, i, E), 1 < i < S. 
For brevity let us introduce the notation 
Wk x, i, E, 0) 
= x*Q,(i) x + u*R,(i) u 
+E 1 ~(k+l,A,(j,C,)x+B,(j,D,)u+&fk(~,u),j,&)P~. 
/=l 
From the continuity of V(k + 1, x, i, E), the continuity assumption for 
fk(x, u) and the boundedness of the matrices Ak, B, it follows that 
W(k, x, i, E, u) is continuous with respect to (x, E, u). Hence (2.3) is of the 
form 
V(k, x, i, E) = “$s W(k, x, i, E, u) = inf W(k, x, i, E, u,), 
r=l,2. ., 
where {u r=l,2 IS a enumerable dense subset of R”. Consequently 
V(k x i y) is Bore;‘measurfble. 
Con~iher the set-valued mapping Z,(i) : R” x R I-+ 2Rm defined by 
Z,(x,~,i)={~~R~~V(k,x,i,e)=W(k,x,i,~,u)}. (2.5) 
Since W(k, x, i, E, u) is continuous Z,(x, E, i) is closed for any (x, E). 
Moreover 
Graph Z,(i) = ( ( x, E, u)l W(k, x, i, E, u) < V(k, x, i, E)) 
is a Bore1 set because V(k, x, i, E) and W(k, x, i, E, u) are Bore1 measurable. 
Therefore there exists a Bore1 measurable selection @‘;(x, i) of Z,(x, E, i) 
(see [ 5, Theorem 1.61). 
Thus we have obtained the Bore1 function +‘;(x, i) such that 
V(k, x, i, E) = W(k, x, i, E, @‘;(x, i)) = “yinm W(k, x, i, E, u). (2.6) 
Since Rk(i) is positive definite there is a positive number v such that 
11 @i(x, i)j12 <’ V(k, x, i, E) <’ min W(k, x, i, E, u). 
V v II I’ll < 1 
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and consider the set-valued mapping M: R” x R H 2Rm defined by 
M(x, e) = {u E R” 1 11 D11 d q(x, 8)). (2.7) 
Obviously q(x, E) and M(x, E) are continuous and 
V(k, x, i, E) = min W(k, x, i, E, u). (2.8) 
L’E M(.x, E) 
Hence V(k, x, i, E) is continuous (see [6, Maximum theorem]). 
Thus the necessity of the condition is established and moreover one of 
[7] is extended. 
To prove the sufficiency we notice that in the proof of the continuity of 
V(k, x, i, E) we used only the relation (2.3) and moreover we got the Bore1 
function @J~(x, i) such that (2.6) holds. Consequently 
and by Proposition 1 ii” is optimal. The proof of the theorem is complete. 
3. SUBOPTIMALITY 
In this section we discuss suboptimality of the linear feedback strategy 
ii”=(+E(x), @i(x, i), 1 <<kbN- 1) for the problem (l.l)-(1.5). 
THEOREM 3.1. Zf there exist functions V(0, x, E), V(k, x, i, E), 1 d k < 
N- 1, 1 < i < S, satisfying the relations (2.3)-(2.4) then the linear feedback 
ii0 is suboptimal for the problem (l.l)-( 1.5) in the sense of (1.6)-( 1.7). 
Proof Since ii0 is a feedback strategy we have for all k, 0 < k < N - 1, 
H”(k, x, i, ii’) = x*Q,(i) x + (@E(x, i))* Rk(i) 3:(x, i) 
+ E i ff”(k + 1, Ah, C,) x+ Bk(j, Dk) 4:(x, i) 
/=I 
+ Efk(x, 4:(x, i))J, 6”) P,, 
and ZZ”(N, x, i, ii”) = x*G(i) x. 
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Hence H”(k, x, i, ii’) is continuous and we have 
lim H”(k, x, i, ii’) = Ho(k, x, i, 6”). 
E’O 
On the other hand, Theorem 2.1 yields 
lim W(k, x, i, ii”) = Ho(k, x, i, ii’). 
E’O 
Therefore (1.6) holds and the suboptimality of ii0 for the problem 
(l.l)-( 1.5) is proved. 
From Theorems 2.1 and 3.1 we derive 
THEOREM 3.2. If there exists an optimal feedback strategy for the 
problem (l.l)-(1.5) then ii0 is a suboptimal linear feedback strategy in the 
sense of (1.6~( 1.7). 
The next theorem is concerned with the continuity of @i(x, i) with respect 
to E. In other words, the optimal strategy ii” also depends continuously on E. 
THEOREM 3.3. Under the assumption of Theorem 3.1, we have for every 
k=l,2 ,..., N-l,xER”, l<idS, 
$J;(x, i) = @2(x, i) + cr(k, x, i, E) (3.1) 
4zj(x) = @g(x) + 40, x, El, (3.2) 
where cc(k, x, i, E) and a(0, x, E) are continuous with respect to (x, E) at any 
(x, 0) and tend to 0 uniformly for x in any compact subset K of R” as E tends 
to 0. 
Proof Consider the mapping Z,(i) defined by (2.5). 
From (2.8) it follows that 
&Ax, E, 4 = { I u u~M(x,~),V(k,x,i,&)=W(k,x,i,~,u)}, 
where M(x, E) is given by (2.7). 
Since W(k, x, i, E, u) and M(x, E) are continuous, Z,(i) is upper Semi- 
continuous (see [6, Maximum theorem]). 
On the other hand, observe that (see [3]) 
Z,(x, 0, 4 = {&Xx, i) 1. 
Let x0 be any point of R”. The upper semi-continuity of Z,(i) at (x0, 0) 
implies that for every r > 0 we have 
@i(x, 4 E Z&G E, i) = S(4$(xo, 9, r) 
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for all (s, e) with I/s- .x0 I/ and 1~1 small enough, where S($~(.X~, i), r) is 
the closed ball of center Q~(x,, i) and radius r. 
Hence for the quantity 
a(k, x, i, E) = cjq$x, i) - @T&Y, i) 
we have 
II 4k x, L &Ill 6 II 434 4 -@3x0, 4 d 2r + II 434 i) - cpE(x,, i)ll d 2r 
for all (x, E) E R” x R with II x -x,, /I, I E 1 small enough. 
From this property of rx(k, x, i, E) follows the assertion of the theorem for 
cr(k, x, i, E) and so the proof is complete. 
4. ASYMPTOTIC EXPANSION 
In this section we give an asymptotic expansion of H”(k, x, i, ii”) in terms 
of H’(k, x, i, ii”). Recall that 
HO(k, x, i, iiO) =x*&(i) x 
and the nonnegative definite matrices J&(i), 1 < i < S, are those defined 
in [3]. 
First, let us introduce the continuous function T(0, x), T(k, I, i), 
1 <k d N, 1 6 i < S, defined by the relations 
T(N, x, i) = 0 (4.1) 
T(k, x, i) = E 1 p,,CW + 1, s;j) 
J=l 
+; @(k + 1, %uL d’)f& @:(x, i))l (4.2) 
T(O,x)=E 2 p/ T(l,~,j)+~~(l,$j,li’)f,(x,b~(x)) , (4.3) 
/=I 1 
where 
s= 4(j, C,) x + ML Dk) 4qx, i) 
s== &(j, Co) x + ML Do) g(x). 
We can now state the main result of this section. 
THEOREM 4.1. Under the assumption of Theorem 3.1 we have for every 
k = 1, 2, . . . . N- 1, i= 1, 2, . . . . S, 
H”(k, x, i, ii”) = p(k, x, i, 6’) + &T(k, x, i) + +(k, x, i, E) (4.4) 
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H”(0, x, P) = zP(0, x, ii”) + &T(O, x) + lj(x, E), (4.4) 
where $(k, x, i, E) and $(x, E) are continuous functions with the property that 
(l/~) $(k, x, i, E) and (l/c) 1,9(x, E) tend to 0 uniformly for x in any compact 
subset K of R” as E tends to 0. 
Proof. For brevity we introduce the notations 
Xk(i u) = &(ll C,) x + 4LA Qf) fJ (4.6) 
Fk-,(j, 4 E) = Xk(j, u) + cf-k(4 0) (4.7) 
J(k+ 1, i,s, E)= i W(k+ 1, s,j, ii”)p,,. 
,=l 
(4.8) 
Obviously (4.4) is true for k = N because 
H”(N, x, i, ii”) = H”(N, x, i, 12’) = x*G(i) x. 
We shall show (4.4) for all k < N by induction. 
Assuming that (4.4) holds for some k < N, we must prove that it is true 
for k - 1. 
We first observe that 
H”(k - 1, x, i, 2) < lF’(k - 1, x, i, ii”) 
+ECJ(k,i,F,-,(j,~~-,(x,i),&),&) 
- J(k, i, Fk- I(j, & 1(x, 9, &ho)1 
+ EC J(k, i, Fk- ,(j, @zpl(x, 9, ~I,01 
-J(k, i, X,-,(j, &-1(x, i)),O)l. 
Hence 
H”(k - 1, x, i, ii”) - H”(k - 1, x, i, ~2’) 
/=I 
- H”(k, Fk- ,(j, $ ,(x7 9. ~),j, Go)1 
J=l 
.Fk--lb @:-Ax, i), ~1 
-XL,(j, $~-1(x, 9) b(j) XL,(~, 8-,(x, 411. 
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From this inequality and the induction assumption on k and from (4.7) 
it follows that 
H”(k- 1,x, i, ii”)-P(k- 1, x, i, ii”) 
<eT(k- 1, x, i)+$(k- 1, x, i, E), (4.9) 
where 
/?(k - 1, x, i, E) 
+ E 1 ~&fk*- I@, 4% 1(x, i)) Udfk- I@, 4$-,(x, Q)l 
J=l 
and u(k, x, i, E), 1~ i< S, are the same as in Theorem 3.3. 
Since T(k, x, i), 1 < i < S, are continuous and both quantities a(k, x, i, E), 
cfkml(x, @I”,-,(x, i)) tend to 0 (as E -+ 0) uniformly for x in any compact K 
of R”, it follows that fl(k - 1, x, i, E) also tends to 0 uniformly for x in K. 
On the other hand, in the same way we have 
H”(k - 1, x, i, ii’) 
where 
6 H”(k - 1, x, i, ii”) + E[J(k, i, Fk- ,(j, @;- 1(x, i), E), 0) 
-Jk k Fk--l(J KI(x, 9, ~1, ~11 
+ W(k 6 X,- l(j, 4$,(x, i)), 0) 
-Jk i, Fk- ,(j, $“k- 1(x, 4, E), 011 
< HE(k - 1, x, i, 2) - cT(k - 1, x, i) - .$(k - 1, x, i, E), (4.10) 
B(k - 1, x, i, ~1 
= E i p,JT(k Fk- ,(j, @i-,(x, 9, ~),j) 
J=l 
- T(k, xk- 1(x, @J:- 1(x, i)),Al 
+ E i p,,dk Fk- ,(j, 8-,(x. 9, &Lj, E) 
J=I 
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+E~P a Ho@, Fk- ,(j, @:-1(x, 4, &),A fro) 
/=I [ y  aF,-, 
.h-,(x3 6-1(X? 9) 
-& P(k, Xk- I(j, &,(x, i)Xj, Go) 
k 1 
‘fk- Itx, +:- ,tx, i))l 
+E 5 Pz,[&fk*-k 6-1(x, i))Kk(.dfk-~(~, @--1(x, i))l. 
J=l 
To complete the proof we observe that fi(k- 1, x, i, E) also tends to 0 
uniformly for x in any compact K of R” as E tend to 0 and (see 
(4.4)-(4.10)) 
.$(k - 1, x, i, E) < H”(k - 1, x, i, 27) - HO(k - 1, x, i, 11”) 
- T(k - 1, x, i) < &j?(k - 1, X, i, E). 
Hence (4.4) is true for k - 1, as was to be proved. 
In order to obtain estimates for the degree of suboptimality we note that 
the technique for computing approximately H”(k, x, i, ii”) in the proof of 
Theorem 4.1 also enables us to find that 
H”(k, x, i, ii’) = H”(k, x, i, ii’) + .zT(k, x, i) + t,b,(k, x, i, E) (4.11) 
H”(0, x, ii”) = HO(0, x, iiO) + &T(O, x) + l),(x, E), (4.12) 
where Il/,(k, x, i, E) and tji(x, E) have the same properties as t,b(k, x, i, E) and 
$(x, a) (see Theorem 4.1). 
Therefore from (4.4) (4.11), (4.5), and (4.12) we can state. 
THEOREM 4.2. Under the assumption of Theorem 3.1, we have for every 
k = 1, 2, . . . . N- 1, i= 1, 2, . . . . S, 
H”(k, x, i,ii”) - H”(k, x, i, ii’) = O(E) 
H”(0, x, ii”) - H”(0, x, ii”) = O(E), 
that is, ii0 gives a lot of performance of the order of O(E). 
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