Introduction {#Sec1}
============

The Euler-Mascheroni constant *γ* was first introduced by Leonhard Euler (1707-1783) as $$\documentclass[12pt]{minimal}
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                \begin{document}$$ \gamma = \lim_{n\to \infty } (H_{n}-\log n)=0.5772156\dots ,\quad H_{n}=\sum_{k=1}^{n} \frac{1}{k}, n=1,2,\ldots . $$\end{document}$$ This constant appears in different mathematical subjects, such as number theory, special functions, random matrix theory, random permutations, and mathematical physics, among many others. We refer the interested reader to the survey paper by Lagarias \[[@CR1]\].

As far as we know, two main types of computations of the Euler constant have been developed. The first one emphasizes the monotonicity of the corresponding convergent sequences, but the rates of convergence are relatively slow (polynomial rates). The second one emphasizes the speed of convergence (geometric rates), but looses the monotonicity in the approximation.

In this paper, we gather both points of view by providing approximating sequences that converge at the geometric rate 1/2 and satisfy complete monotonicity-type properties (monotonicity, convexity, etc.). In addition, such approximating sequences are easy to compute.

With respect to the first type of computations, we mention that Xu and You \[[@CR2]\] and Lu et al. \[[@CR3], [@CR4]\] have used continued fractions to obtain monotone convergence to *γ*. For instance, it is shown in \[[@CR2]\], Theorem 2, that $$\documentclass[12pt]{minimal}
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                \begin{document}$$ \frac{C}{(n+1)^{11}}< \gamma -r_{n}< \frac{C}{n^{11}}, \qquad \frac{C^{\star }}{(n+1)^{12}}< r_{n}^{\star }-\gamma < \frac{C^{\star }}{n^{12}}, $$\end{document}$$ where *C* and $\documentclass[12pt]{minimal}
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                \begin{document}$C^{\star }$\end{document}$ are explicit constants, and $\documentclass[12pt]{minimal}
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                \begin{document}$(r_{n})_{n\geq 1}$\end{document}$ and $\documentclass[12pt]{minimal}
                \usepackage{amsmath}
                \usepackage{wasysym} 
                \usepackage{amsfonts} 
                \usepackage{amssymb} 
                \usepackage{amsbsy}
                \usepackage{mathrsfs}
                \usepackage{upgreek}
                \setlength{\oddsidemargin}{-69pt}
                \begin{document}$(r_{n}^{\star })_{n\geq 1}$\end{document}$ are sequences involving the logarithm of a continued fraction, the first one being strictly increasing, and the second one strictly decreasing. Yang \[[@CR5]\] has found the constants $\documentclass[12pt]{minimal}
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                \begin{document}$$ H_{n}-\log \Biggl( n+ \sum_{i=0}^{s} \frac{a_{i}}{n^{i}} \Biggr) =\gamma + O \biggl( \frac{1}{n^{s+2}} \biggr) \quad \mbox{as }n\to \infty $$\end{document}$$ is the fastest sequence converging to *γ*, giving in this way a constructive answer to a problem posed by Chen and Mortici \[[@CR6]\]. It turns out that, for small values of *s*, the sequence on the left-hand side in ([3](#Equ3){ref-type=""}) strictly increases to *γ*.

With regard to the second type of computations, K. and T. Hessami Pilehrood \[[@CR7]\] have provided a rational approximation $\documentclass[12pt]{minimal}
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                \begin{document}$p_{n}/q_{n}$\end{document}$ converging to *γ* subexponentially. In fact, these authors have shown that $$\documentclass[12pt]{minimal}
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                \begin{document}$$ \frac{p_{n}}{q_{n}}-\gamma =e^{-4\sqrt{n}} \bigl( 2\pi +O \bigl( n^{-1/2} \bigr) \bigr) \quad \mbox{as } n\to \infty , $$\end{document}$$ where $$\documentclass[12pt]{minimal}
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                \begin{document}$$ q_{n}= \sum_{k=0}^{n} \binom{n}{k}^{2} k! ,\qquad p_{n}=\sum _{k=0}^{n} \binom{n}{k}^{2} k! (2H_{n-k}-H_{k}),\quad n=1,2,\ldots . $$\end{document}$$ Exponential convergence to *γ* is possible at the price of using logarithms. In this respect, Karatsuba \[[@CR8]\] showed that $$\documentclass[12pt]{minimal}
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                \begin{document}$$ \gamma =1-\sum_{k=1}^{12n+1} \frac{(-1)^{k-1}n^{k+1}}{(k-1)!(k+1)} \biggl( \log n-\frac{1}{k+1} \biggr) + O \bigl( 2^{-n} \bigr) , $$\end{document}$$ whereas Coffey \[[@CR9]\] gave the formula $$\documentclass[12pt]{minimal}
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                \begin{document}$$ \gamma =\frac{\log 2}{2}-\frac{2}{3\log 2}\sum _{k=1}^{\infty }\frac{1}{3^{k}} \sum _{j=1}^{k} (-1)^{j} \binom{k}{j}2^{j} \frac{\log (j+1)}{j+1}, $$\end{document}$$ where the series in ([6](#Equ6){ref-type=""}) has actually the geometric rate $\documentclass[12pt]{minimal}
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                \begin{document}$1/3$\end{document}$. On the other hand, Sondow \[[@CR10]\] obtained the expression $$\documentclass[12pt]{minimal}
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                \begin{document}$$ \gamma =\frac{A_{n}-L_{n}}{\binom{2n}{n}}+ O \bigl( 2^{-6n} n^{-1/2} \bigr) \quad \mbox{as } n\to \infty , $$\end{document}$$ where, for any $\documentclass[12pt]{minimal}
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                \begin{document}$$ A_{n}=\sum_{i=0}^{n} \binom{n}{i}^{2} H_{n+i},\qquad L_{n}=2\sum _{0\leq i< j\leq n} \sum_{k=1}^{j-i} \frac{(-1)^{i+j-1}}{j-i} \binom{n}{i}\binom{n}{j}\log (n+i+k). $$\end{document}$$

As mentioned before, the aim of this paper is to compute Euler's constant in a monotone and fast way at the same time. To achieve this, we combine a formula obtained by Zhang and Williams \[[@CR11]\] to compute Stieltjes constants (see also Coffey \[[@CR9]\]) and a probabilistic perspective based on a differentiation formula for expectations of functions of the gamma process (see formula ([20](#Equ20){ref-type=""}) in Section [3](#Sec3){ref-type="sec"}). More precisely, let $$\documentclass[12pt]{minimal}
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                \begin{document}$$ \eta (z)=\sum_{m=0}^{\infty } \frac{(-1)^{m}}{(m+1)^{z}},\quad \Re (z)>0, $$\end{document}$$ be the alternating zeta function. It was shown in Zhang and Williams \[[@CR11]\], Theorem 4 (see also Coffey \[[@CR9]\]) that $$\documentclass[12pt]{minimal}
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                \begin{document}$$ \gamma =\frac{\log 2}{2}+\frac{\eta ' (1)}{\log 2}. $$\end{document}$$ Our computation of $\documentclass[12pt]{minimal}
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                \begin{document}$\eta '(1)$\end{document}$ is mainly based on the probabilistic representation given in Lemma [3.1](#FPar3){ref-type="sec"} (Section [3](#Sec3){ref-type="sec"}).

We point out that some authors have introduced probabilistic tools to deal with different topics of analytic number theory. For instance, Sun \[[@CR12]\] described Stirling series in terms of products of uniformly distributed random variables, Srivastava and Vignat \[[@CR13]\] have given representations of the Bernoulli, Euler, and Gegenbauer polynomials in terms of moments of appropriate random variables, and Ta \[[@CR14]\] has recently introduced a nice probabilistic approach to study Appell polynomials by connecting them to moments of random variables. Finally, fast computations of the Stieltjes constants using differentiation formulas for linear operators represented by stochastic processes can be found in \[[@CR15]\] and the references therein.

Main results {#Sec2}
============
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                \begin{document}$$ \Delta ^{m} v_{n}=\Delta ^{1} \bigl( \Delta ^{m-1}v_{n} \bigr) =\sum_{j=0}^{m} \binom{m}{j}(-1)^{m-j}v_{n+j},\quad m\in \mathbb{N}_{+}, n\in \mathbb{N}. $$\end{document}$$
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                \begin{document}$n\in \mathbb{N}$\end{document}$. We consider the coefficients $$\documentclass[12pt]{minimal}
                \usepackage{amsmath}
                \usepackage{wasysym} 
                \usepackage{amsfonts} 
                \usepackage{amssymb} 
                \usepackage{amsbsy}
                \usepackage{mathrsfs}
                \usepackage{upgreek}
                \setlength{\oddsidemargin}{-69pt}
                \begin{document}$$ a_{n}(j)=\sum_{k=j}^{n} \binom{k+1}{j+1}\frac{1}{2^{k+2}},\quad j=0,1,\ldots ,n, $$\end{document}$$ and define the following lower and upper approximants of $\documentclass[12pt]{minimal}
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Theorem 2.1 {#FPar1}
-----------
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                \begin{document}$(\tilde{u}_{n})_{n\geq 0}$\end{document}$ in Theorem [2.1](#FPar1){ref-type="sec"} provide monotone and fast computations of the Euler-Mascheroni constant *γ*. Moreover, such sequences are easy to compute. In this regard, let $\documentclass[12pt]{minimal}
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The approximating sequences to *γ* given in ([2](#Equ2){ref-type=""}) and ([3](#Equ3){ref-type=""}) are simpler to compute than those in Theorem [2.1](#FPar1){ref-type="sec"}. However, the sequences $\documentclass[12pt]{minimal}
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                \begin{document}$$ P_{k}=\mbox{(even)}\prod_{j=0}^{k} (j+2)^{\binom{k+2}{j+2}},\qquad Q_{k}=\mbox{(odd)}\prod _{j=0}^{k} (j+2)^{\binom{k+2}{j+2}},\quad k\in \mathbb{N}, $$\end{document}$$ where (even)∏ (resp. (odd)∏) means that the product is extended to those even (resp. odd) integers *j* running from 0 to *k*. As a consequence of Theorem [2.1](#FPar1){ref-type="sec"}, we give the following:

Corollary 2.2 {#FPar2}
-------------
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Guillera and Sondow \[[@CR16]\], Example 5.8, have obtained the product formula $$\documentclass[12pt]{minimal}
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Auxiliary results {#Sec3}
=================
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This formula can be applied to the problem at hand as follows.

Lemma 3.1 {#FPar3}
---------
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Proof {#FPar4}
-----
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In view of Lemma [3.1](#FPar3){ref-type="sec"}, we define, for any $\documentclass[12pt]{minimal}
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                \usepackage{amsmath}
                \usepackage{wasysym} 
                \usepackage{amsfonts} 
                \usepackage{amssymb} 
                \usepackage{amsbsy}
                \usepackage{mathrsfs}
                \usepackage{upgreek}
                \setlength{\oddsidemargin}{-69pt}
                \begin{document}$$ L_{n}(x)=U_{n}(x)-\frac{n+1}{2^{n+2}} \bigl( 1-e^{-x} \bigr) ^{n+1}. $$\end{document}$$ Such partial sums allow us to give the following probabilistic representations of the sequences $\documentclass[12pt]{minimal}
                \usepackage{amsmath}
                \usepackage{wasysym} 
                \usepackage{amsfonts} 
                \usepackage{amssymb} 
                \usepackage{amsbsy}
                \usepackage{mathrsfs}
                \usepackage{upgreek}
                \setlength{\oddsidemargin}{-69pt}
                \begin{document}$(l_{n})_{n\geq 0}$\end{document}$ and $\documentclass[12pt]{minimal}
                \usepackage{amsmath}
                \usepackage{wasysym} 
                \usepackage{amsfonts} 
                \usepackage{amssymb} 
                \usepackage{amsbsy}
                \usepackage{mathrsfs}
                \usepackage{upgreek}
                \setlength{\oddsidemargin}{-69pt}
                \begin{document}$(u_{n})_{n\geq 0}$\end{document}$ respectively defined in ([11](#Equ11){ref-type=""}) and ([12](#Equ12){ref-type=""}).

Lemma 3.2 {#FPar5}
---------
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Proof {#FPar6}
-----
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Thanks to Lemma [3.2](#FPar5){ref-type="sec"}, the complete monotonicity-type properties of $\documentclass[12pt]{minimal}
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Lemma 3.3 {#FPar7}
---------
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Proof {#FPar8}
-----
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The proofs {#Sec4}
==========

Proof of Theorem [2.1](#FPar1){ref-type="sec"} {#FPar9}
----------------------------------------------
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Proof of Corollary [2.2](#FPar2){ref-type="sec"} {#FPar10}
------------------------------------------------
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