Robust and efficient image-based 3D modeling by Yang, Qingxiong
c© 2010 Qingxiong Yang
ROBUST AND EFFICIENT IMAGE-BASED 3D MODELING
BY
QINGXIONG YANG
DISSERTATION
Submitted in partial fulfillment of the requirements
for the degree of Doctor of Philosophy in Electrical and Computer Engineering
in the Graduate College of the
University of Illinois at Urbana-Champaign, 2010
Urbana, Illinois
Doctoral Committee:
Professor Narendra Ahuja, Chair
Professor Stephen Boppart
Professor David Forsyth
Assistant Professor Derek Hoiem
Professor Thomas Huang
ABSTRACT
In this dissertation, I report the progress towards building a robust and efficient 3D
reconstruction system based on stereo vision. Stereo vision is known to be quite
fragile in practice due to specular highlights, lack of texture, lighting variations,
image blurring, etc. In this dissertation, I focus on exploiting the relationships
between illuminants, surface reflection and shape to increase the robustness of
stereo vision. I first present a new image transform for matching low-textured re-
gions and then a robust solution for illumination chromaticity estimation based on
a new correspondence matching invariant called Illumination Chromaticity Con-
stancy. I next propose a new framework based on bilateral filtering and loopy
belief propagation for simultaneous estimation of surface reflectance and shape
with the assumption that the illumination chromaticity can be correctly estimated.
Two new bilateral filtering algorithms with computational complexity invariant
to filter kernel size and a new belief propagation with computational complexity
invariant to the disparity search range are then presented to reduce the speed and
memory cost.
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CHAPTER 1
INTRODUCTION
3D reconstruction from stereo images is one of the most fundamental and exten-
sively researched topics in computer vision. Stereo research has recently experi-
enced somewhat of a new era, as a result of publicly available performance testing
such as the Middlebury data set, which has allowed researchers to compare their
algorithms against all the state-of-the-art algorithms. Nevertheless, stereo vision
is known to be quite fragile in practice due to specular highlights, lack of texture,
lighting variations, image blurring, etc. Additionally, while many stereo algo-
rithms obtain high-quality results on Lambertian surfaces by performing global
optimizations, today only simple correlation-based stereo algorithms are able to
provide a dense (per pixel) depth map in real time.
In this dissertation, I focus on exploiting the relationships between illuminants,
surface reflection and shape to increase the robustness of stereo vision. I also
investigate the speed and memory issues of the existing stereo algorithms. New
methods proposed have the potential to bring stereo vision applications to a new
level.
I first propose a new image transform - epipolar distance transform, which cap-
tures the local image structure by computing the ratios of lengths along the epipo-
lar lines. Theoretically, I extract the region boundaries such that the two endpoints
of the line segment along the epipolar line can be located. I next compute the dis-
tance between the two endpoints and the distance between one endpoint and every
pixel on the line segment. The ratio of the distances is invariant to affine trans-
formation, and thus can be used as a matching invariant for stereo vision. Unlike
image intensity/color, this invariant is robust for matching low-texture regions.
Based on a new correspondence matching invariant called Illumination Chro-
maticity Constancy, I next present a robust solution for illumination chromaticity
estimation. Using a stereo image pair, the core of our method is the computa-
tion of a vote distribution for a number of illumination chromaticity hypotheses
via correspondence matching. The hypothesis with the highest vote is accepted
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as correct. Our experimental results show that our method is more robust than
previous methods as more inputs are used.
I then propose a new framework for simultaneous estimation of surface re-
flectance and shape. A novel bilateral filtering based highlight removal method
is presented to separate the diffuse and specular components using a single image.
I then propose an iterative optimization approach for simultaneously estimating
the depth and diffuse reflection via multi-view stereo matching and depth map fu-
sion. I iteratively reduce reflection separation errors due to saturation, and depth
estimation error due to incorrect reflectance estimates.
Two new bilateral filtering algorithms with computational complexity invariant
to filter kernel size are then proposed. By showing that a bilateral filter can be
decomposed into a number of constant time spatial filters or can be approximated
using a linear combination of the original image, the Gaussian filtered responses
of its powers, and their products, our methods yield a new class of constant time
bilateral filters that can have arbitrary spatial and arbitrary range kernels. As an
edge preserving operator, our constant time bilateral filter has been successfully
applied to the proposed highlight removal method and high-quality stereo match-
ing.
I finally consider the problem of stereo matching using loopy belief propaga-
tion. Unlike previous methods which focus on the original spatial resolution, I
hierarchically reduce the disparity search range. By fixing the number of disparity
levels on the original resolution, our method solves the message updating prob-
lem in a time linearly related to the number of pixels contained in the image and
requires only constant memory space. Given the trend toward higher-resolution
images and wide-baseline stereo vision, stereo matching using belief propagation
with a large number of disparity levels with the efficiency of a few makes our
method future-proof.
2
CHAPTER 2
STEREO MATCHING USING EPIPOLAR
DISTANCE TRANSFORM
2.1 Introduction
Computational stereo for extraction of three-dimensional scene structure has tra-
ditionally been, and continues to be, an active area of intense research interest
[1], [2]. In the past decade, much of the community’s efforts were focused on
the specific problem of disparity optimization, producing a number of excellent
optimization methods that significantly advanced the state of the art. The key
objective of these optimization methods is to reduce the matching ambiguities in-
troduced by low-textured regions, and they can be generally classified into three
categories: local methods, global methods, and hybrid methods.
The best local methods known today are based on either joint bilateral filtering
[3] or image segmentation [4]. Yoon and Kweon [3] aggregate the matching cost
with respect to both the color similarity and geometric proximity. Zitnick et. al.
[4] aggregate the matching cost within each image segment and the obtained dis-
parity maps from different cameras located at different positions are then fused to
give coherent estimates.
The most popular global methods are based on belief propagation (BP) [5],
[6] or graph cuts [7]. Both methods are formulated in an energy-minimization
framework [8], where the objective is to find a disparity solution that minimizes a
global energy function.
In low-textured regions, the lack of visual features makes matching a challeng-
ing problem. Local methods, which typically assume that the disparity values are
the same for pixels inside the support window, do not work well on non-fronto-
parallel surfaces which do not satisfy this assumption. Global methods are able
to overcome this problem, but only when the size of the low-textured regions is
relatively small. Several hybrid methods [9], [10], [11], [12] have been proposed
to take advantage of both local and global optimization techniques. These meth-
3
ods assume planar surfaces and alternate between assigning pixels to 3D planes
and refining the plane equations. A common problem with these techniques is
that they rely on having accurate image segmentation, which may not always be
robust. Other optimization methods, like Manhattan-world [13], [14], make more
restricted assumptions or only extract vertical facades [15], [16].
All the above methods greatly advance the progress of stereo vision. However,
they are struggling along on noisy matching cost values computed from the image
intensities and ignoring the image structure from which robust matching invariants
may be obtained.
This chapter proposes an image transform - epipolar distance transform, which
captures the local image structure by computing the ratios of lengths along the
epipolar lines. Theoretically, I extract the region boundaries such that the two
endpoints of the line segment along the epipolar line can be located. I next com-
pute the distance between the two endpoints and the distance between one end-
point and every pixel on the line segment. The ratio of the distances is invariant
to affine transformation, and thus can be used as a matching invariant for stereo
vision. Unlike image intensity/color, this invariant is robust for matching low-
texture regions.
In practice, it is very difficult to obtain consistent region boundaries by apply-
ing segmentation to a stereo image pair. Instead, I compute the distance between
a pixel and an endpoint (say the endpoint on the left) of the line segment con-
taining the pixel by aggregating the contribution of the other pixels on the left
along the epipolar line based on intensity similarity. Lower similarity corresponds
to lower contribution. Specifically, if the epipolar line contains only black and
white pixels, the contribution of every pixel can then be computed using a binary
function. The summation of these binary values will then equal the distance to be
computed. For real images, I compute each pixel’s contribution using a Gaussian
function, and the distances can be computed as an adaptive-weighted aggrega-
tion. This aggregation can be computed very fast using integral histograms [17].
Our implementation on 2.5 GHz Intel Core 2 Duo processor can achieve real-
time speed for VGA-sized image, and over 500 frames per second on an NVIDIA
8800 GTX GPU. Besides the speed advantage and the robustness for matching
low-textured regions, our method is also robust to the optical vignetting problem
exhibited in practical stereo systems and keypoint detection and description for
low-textured surfaces. Results on a variety of indoor and outdoor images demon-
strate our claims.
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(a) Railway. (b) Affine invariant.
Figure 2.1: An affine invariant.
2.2 Epipolar Distance Transform
The lack of texture and lens vignetting leads to ambiguities/errors in matching
when the image intensity/color is used as the matching invariant. On the other
hand, the geometric properties of the image segments, including the region area,
boundary shape, and relative distances between regions, are more robust to the
intensity variances. Ahuja [18] proposed an image transform to extract the im-
age local structure by computing an attraction-force field over the image. This
transform can be used to extract a multi-scale segmentation tree, which has been
proven to be very efficient for object categorization [19]. However, this image
transform is not affine invariant and cannot be used for stereo matching. Actually,
very few quantitative properties of an object remain fixed when it is drawn in per-
spective. For instance, Figure 2.1 (a) is a perspective drawing of a railway track.
The lengths and areas are not preserved. Even the ratios of lengths along a line are
not preserved because the sleepers are equally spaced while they get closer and
closer in the perspective drawing.
In this section, I present a new image transform - epipolar distance transform
- to capture the image structure. This transform is invariant to affine transform
and can be used as a matching invariant for stereo vision. Specifically, I use
the ratios of lengths along the epipolar line. See Figure 2.1 (b). To make the
problem simpler, I assume that the camera motion is pure translation, or equally
the camera images are rectified such that the epipolar lines are scanlines. Let
PLQL and PRQR be two corresponding line segments along the epipolar line on
5
camera CL and CR, PQ be the corresponding line segment in Euclidean 3-space
R
3
, andOL be any point insidePLQL withOR its correspondence in camera CR.
I then obtain an affine invariant:
‖ PR −OR ‖
‖ PR −QR ‖ =
‖ PL −OL ‖
‖ PL −QL ‖ . (2.1)
Proof: Because PQ is a line in R3, O is a point inside PQ, and the projection
of PQ is an epipolar line on camera CL, then the disparity values of their projec-
tions on camera CL is a linear function of the x-axis values (denote as x) of their
image projections:
D(x) = kx + b, (2.2)
where k and b are two constants. Letting xPR,xOR , x
Q
R , x
P
L ,x
O
L , x
Q
L be the x-axis
values of PR, OR, QR, PL, OL, QL,
xPR = x
P
L −D(xPL), (2.3)
xOR = x
O
L −D(xOL ), (2.4)
xQR = x
Q
L −D(xQL ), (2.5)
I then obtained
‖ PR −OR ‖
‖ PR −QR ‖ =
|xPR − xOR |
|xPR − xQR |
, (2.6)
=
|xPL −D(xPL)− (xOL −D(xOL ))
|xPL −D(xPL )− (xQL −D(xQL ))|
, (2.7)
=
|xPL − (k(xPL ) + b)− (xOL − k(xOL )− b)|
|xPL − (k(xPL ) + b)− (xQL − k(xQL )− b)|
, (2.8)
=
|(1− k)xPL − (1− k)xOL |
|(1− k)xPL − (1− k)xQL |
, (2.9)
=
|xPL − xOL |
|xPL − xQL |
, (2.10)
=
‖ PL −OL ‖
‖ PL −QL ‖ . (2.11)
Actually, the ratio of lengths along any line in CL is preserved under affine
transformations. However, it is hard to find its correspondences in CR except
along the scanlines (epipolar lines) in practice. For instance, a vertical line in CL
may not be also a vertical line in CR. The epipolar geometry, however, guarantees
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that the correspondence of a line segment along a scanline in CL also lies on the
same scanline in CR.
To compute the matching invariant for each image point OL (or OR), I have to
detect two endpoints of the line segment: PL and QL (or PR and QR). Alterna-
tively, I can segment the image into regions, then compute the matching invariant
for each image point OL as an integration of the pixels on the line segment along
the scanline. Let the scanline width be w,
‖ PL −OL ‖ =
∫ xOL
0
sign(x, xOL )dx, (2.12)
‖ PL −QL ‖ =
∫ w−1
0
sign(x, xOL )dx, (2.13)
where x is the x-axis value of a pixel x along the scanline, and
sign(x, xOL ) =
{
1 x and OL are in the same segment,
0 otherwise.
However, image segmentation is known to be non-robust. For instance, the de-
(a) Left. (b) Right.
Figure 2.2: Meanshift segmentation. The white boxes indicate where the system
obtains inconsistent segmentation results on the left and right images.
tected line segment PLQL is likely to be separated into multiple line segments in
the other camera. Such examples are provided in Figure 2.2. The EDISON sys-
tem (Meanshift segmentation) [20] with default parameters is used to segment the
left and right camera images in Figure 2.6 (a) and (b) on p. 14, and the results are
presented in Figure 2.2. The white boxes indicate where the system obtains incon-
sistent segmentation results on the left and right images. Also, color segmentation
is generally slow. I thus adopt a “soft segmentation” approach. Specifically, I re-
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place the sign() function in Eqn. (2.12) and (2.13) with a Gaussian function with
standard deviation σR:
g(I(x), I(xOL )) = exp(−
(I(x)− I(xOL ))2
2σ2R
), (2.14)
where I(x) and I(xOL ) are the intensity values of image point x and OL. The
function g(I(x), I(xOL )) increases with the intensity similarity between x andOL.
Also note that σR should be as small as possible to suppress the contribution of
pixels from different regions. If I set σR to 0, then it is the sign() function. How-
ever, to account for sensor noise, I set σR to 7 for all the 8-bit images used in our
experiments. The Gaussian function is the approximation of the sign() function,
but more robust in practice. As indicated in Eqn. (2.14), to make sure that the
Gaussian integration with σR > 0 is also affine invariant, I have to assume that the
correspondences of the image gradients computed from the left and right camera
image are the same. The existence of noise in real images violates this assump-
tion, but our experiments show that this technique is robust to noise when σR is
sufficiently large, e.g., σR = 7 in our experiments.
Let the matching invariant be F ; for each image point OL, the matching in-
variant is actually an integration of the pixels along the epipolar line such that the
pixels belonging to the same region are mutually attracted:
F(OL) = ‖ PL −OL ‖‖ PL −QL ‖ =
∫ xOL
max(0,xOL−σSw)
g(I(x)− I(xOL ))dx∫ min(w−1,xOL+σSw)
max(0,xOL−σSw)
g(I(x)− I(xOL ))dx
=
∫ xOL
max(0,xOL−σSw)
exp(− (I(x)−I(xOL ))2
2σ2R
)dx∫ min(w−1,xOL+σSw)
max(0,xOL−σSw)
exp(− (I(x)−I(xOL ))2
2σ2R
)dx
, (2.15)
where σS is a scalar controlling the size of the local regions to be taken into ac-
count. It is hard to determine the value of σS at each pixel location. Larger σS
is not robust to occlusion while smaller σS is invalid for large low-textured re-
gions. Ideally, I should have large σS for low-textured regions and small σS for
high-textured regions. In this chapter, I set σS to a constant value (0.03), and use
Eqn. (2.15) to compute the matching invariant F at each pixel location, which is
actually an image transform incorporating the duality of interior and edge-based
descriptions of regions along the epipolar line. Nevertheless, our experiments on
real images demonstrate that stereo matching using the transformed images with
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constant σS can perform much better than standard intensity-based stereo match-
ing methods for low-textured regions. See Section 2.4 for details.
2.3 Fast Image Transform Using Integral Histogram
In this section, I present a method enabling the image transform presented in Sec-
tion 2.2 to be computed in real time for 8-bit images. This method is based on
histogram. Assuming σS = 1, I first compute the histogram for each scanline and
let it be H. The denominator in Eqn. (2.15) can then be computed using H:
∫ w−1
0
exp(−(I(x) − I(x
O
L ))
2
2σ2R
)dx =
∑
s=[0,255]
H(s)exp(−(s− I(x
O
L ))
2
2σ2R
),
=
∑
s=[0,255]
H(s)g(s, I(xOL )). (2.16)
Note that the use of histogram enables the computation at each pixel location to be
independent of the scanline width w. Also the computation of Gaussian function
g(s, I(xOL )) is very efficient as it has up to 256 values (for 8-bit images) which can
be pre-computed and stored as a lookup table.
Traditional histogram is invalid for calculating the numerator in Eqn. (2.15) or
the denominator when σS < 1, because only part of the pixels on the scanline are
taken into account. Fortunately, the integral histogram [17] can be used. As the
name suggests, the value at any pointOL in the integral histogram is just the sum
of all the pixels to the left of OL. Let the integral histogram computed from the
scanline be HI which is a 2D array; then HI(xOL ) − HI(x) is the histogram of
the pixels with x-axis value ranges from x to xOL . Using integral histogram, the
computation of the image transform presented in Eqn. (2.15) is independent of
the scanline width w:
F(OL) =
∑
s=[0,255](
HI(xOL , s)− HI(xmin, s))g(s, I(xOL ))∑
s=[0,255](
HI(xmax, s)− HI(xmin, s))g(s, I(xOL ))
, (2.17)
xmin = max(0, xOL − σSw − 1), (2.18)
xmax = min(w − 1, xOL + σSw). (2.19)
In practice, the number of bins used to construct the integral histogram HI can be
smaller than 256 (number of intensity levels) without significantly impacting the
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Figure 2.3: Numerical evaluation of our fast image transform method using
PSNR.
accuracy. The selection of the number of bins actually depends on the value of σR.
Larger σR requires lower bins. In this chapter, I set σR = 7, and our experimental
results show that using 32-bin histogram can achieve high peak signal-to-noise ra-
tio (PSNR) as shown in Figure 2.3. The five curves in Figure 2.3 correspond to the
five real images used in our experiments (Section 2.4). Figure 2.3 (a) shows that
the performance of our method increases as the number of bins used in construct-
ing integral histogram increases. Figure 2.3 (b) numerically evaluates the perfor-
mance of our method with respect to σS when σR is set to 7, and the number of
bins is set to 32. Note that the PSNR values are all over 40 dB. It is assumed [21]
the PSNR values above 40 dB often correspond to almost invisible differences;
thus, I used 32 as the number of bins in all our experiments.
2.4 Experiments
In this section, I present experiments on both synthetic and real images to demon-
strate the effectiveness and robustness of our method. Section 2.4.1 experimen-
tally proves that the proposed image transform is affine invariant using a syn-
thetic data set. Section 2.4.2 numerically evaluates the performance of our image
transform for stereo matching using two real indoor data sets, and Section 2.4.3
presents visual evaluation on three outdoor data sets. Finally, I show that our
image transform is robust to keypoint detection and description for low-texture
scenes in Section 2.4.4. All the real images used in our experiments are captured
by a commercial stereo vision system: Point Gray Bumblebee XB3 stereo vision
system [22]. Similar to the other systems, the lenses of Bumblebee XB3 stereo
vision system exhibit optical vignetting to some degree, which causes problems
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(a)Left. (b)Right.
(c)Ground truth. (d) Disparity(BP).
(e)Transformed Left. (f)Transformed Right.
(g)Disparity(ours). (h)Error Map.
Figure 2.4: Synthetic data set.
for stereo matching, especially for low-texture regions. All the experiments con-
ducted on the real images use the same parameters. Specifically, I set σR to 7, σS
to 0.03, and the number of bins to 32.
2.4.1 Stereo Matching Using a Synthetic Scene
This section presents our experimental results on a synthetic scene, which experi-
mentally prove that the proposed epipolar distance transform is robust for match-
ing low-textured regions. Figure 2.4 (a) and (b) are the synthetic left and right
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images with ground-truth disparity map presented in (c). The disparity map ob-
tained from intensity-based belief propagation [6] is presented in Figure 2.4(d). It
is apparent that the intensity-based method is invalid for this scene due to the lack
of texture. The transform presented in the chapter, however, captures the local re-
gion structure, and brings in variances to the low-texture regions. The transformed
images are presented in Figure 2.4 (e) and (f). The disparity map computed from
the transformed images is presented in Figure 2.4 (g). Since there is no noise, I
do not use any local or global disparity optimization method. However, I use the
quadratic polynomial interpolation method presented in [23] to obtain sub-pixel
accuracy. The error map computed from the ground truth in Figure 2.4 (c) and
(g) is presented in (h). The black and gray pixels have disparity error larger than
0.5, and the gray pixels are half-occluded, a situation that is not considered in this
chapter. As can be seen, most of the pixels in Figure 2.4 (g) have disparity error
less than half a pixel. In this experiment, I set σS to 1 because the area of the
untextured region is almost the same as the whole image.
2.4.2 Numerical Evaluation Using Real Indoor Scenes
In this section, I numerically evaluate the performance of our image transform for
stereo matching using two real indoor data sets with regions that are weakly tex-
tured. I first evaluate our method with a low-textured wall as shown in Figure 2.5
(a)-(b). I adjusted the camera to make sure that the wall is fronto-parallel such that
the ground-truth z-depth values are the same for every pixel and can be manually
measured. The ground-truth disparity map is presented in Figure 2.5 (c). Figure
2.5 (d) and (e) are the transformed images of (a) and (b), respectively. Figure 2.5
(f) and (i) are the disparity maps obtained by applying standard belief propagation
to the camera images and the transformed images, and the corresponding disparity
error maps are presented in (g) and (h), respectively. As can be seen in Figure 2.5
(g), most of the pixels are black, which corresponds to disparity error lager than
1. These errors are corrected using our method as shown in Figure 2.5 (h) except
for the border occlusion in the left which is not considered in this chapter.
Figure 2.6 presents the reconstruction results for a cylinder-like lobby. The
camera was placed in the center of the lobby and the angle of the camera was
adjusted such that the z-depth values of the pixels in each column are the same
and can be measured. I then manually segmented the reference image in Figure
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2.6 (a) and applied plane fitting to each segment using the keypoints detected and
matched using SIFT [24] except for the wall surfaces. The obtained disparity
map is presented Figure 2.6 (c). The disparity error maps presented in Figure
2.6 (g) and (h) show that most of the errors (black pixels) caused by intensity-
based stereo matching methods are corrected using our method. Note that the
wall is not a planar surface, which violates the assumption made in Section 2.2.
However, in practice, I set σS to 0.03, such that only the geometric properties of
local patches are taken into account. Since the wall surface is locally planar, our
image transform is still valid for stereo matching.
(a)Left. (b)Right. (c)Ground truth.
(d)Trans. Left. (e)Trans. Right. (f)Disp.(intensity).
(g)Err(intensity). (h)Err(ours). (i)Disp.(ours).
Figure 2.5: Fronto-parallel surfaces.
2.4.3 Visual Evaluation Using Outdoor Scenes
Figure 2.7 presents the experimental results on three outdoor scenes. Figure 2.7
(a) is the reference images from the left lens of the Bumblebee XB3 stereo camera
[22]. The images captured by the right lens are omited due to space limit. Panel (b)
is the images after transform, (c) is the disparity maps obtained by applying stan-
dard BP to the stereo image pairs, (d) is the disparity maps obtained by applying
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(a)Left. (b)Right. (c)Ground truth.
(d)Trans. Left. (e)Trans. Right. (f)Disp.(intensity).
(g)Err(intensity). (h)Err(ours). (i)Disp.(ours).
Figure 2.6: Cylindrical surfaces.
standard BP to the images after transform, (e) is the screenshots of the 3D models
reconstructed from (c), and (f) is the screenshots of the 3D models reconstructed
from (d). The ground-truth disparity maps are not available, but the screenshots
of the 3D models presented in Figure 2.7 (f) visually prove that the disparity maps
obtained using our method are reasonably accurate. The reconstruction errors due
to the lack of texture (white boxes) in Figure 2.7 (c) are successfully removed by
our method as shown in (d).
2.4.4 Camera Tracking
In this section, I show that our image transform can be used to estimate the camera
motion for low-texture scenes. Our method differs from the standard method in
the first step which locates and describes the feature points in each image. Figure
2.8 (a) presents several frames (from the left lens of Bumblebee XB3 stereo cam-
era) of a low-texture wall and the red boxes indicate the feature points detected
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(a)
(b)
(c)
(d)
(e)
(f)
Figure 2.7: Visual evaluation using outdoor scenes.
using SIFT keypoint detector [24].1 As can be seen in Figure 2.8 (a), no feature
point is detected due to the lack of texture in the first few selected frames; it is
thus impossible to estimate the camera motion from these frames. Nevertheless,
applying SIFT detector to the transformed images in Figure 2.8 (b) shows that
many feature points can be detected (red boxes in Figure 2.8 (b)). In addition
to the keypoint locations themselves, SIFT provides a local descriptor (computed
from the transformed images in Figure 2.8 (b)) for each keypoint. Also, each
1I use the demo program provided on the author’s website to detect and match the keypoints.
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(a)Camera images. (b) Transformed. (c) 3D model. (d) 3D model.
Figure 2.8: Camera tracking.
keypoint has a depth value computed from stereo matching using the transformed
images (from the left and right lens of Bumblebee XB3 stereo camera). Next,
for every neighboring frame pair, I matched keypoint descriptors between them
and converted the matched keypoints into two 3D point clouds using the depth
values at each keypoint. I finally estimate the best rotation and translation (in a
least squares sense) that transform these two 3D point clouds using the method
presented in [25]. Figure 2.8 (c) and (d) present screenshots of the 3D model re-
constructed using the estimated camera rotation and translation parameters, which
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visually demonstrate that the keypoint detection, description and the depth estima-
tion using the transformed images are accurate. Also, from the reconstructed 3D
model, I can calculate the distance between the camera centers of the first and
last frame which is 15.5 meters. For quantitative evaluation, I manually measured
the distance between the positions where the first frame and the last frame were
capture. The measured distance is 15.3 meters, which is close to that estimated
using only images.
2.5 Discussion
I have presented a new image transform - epipolar distance transform. The trans-
form is affine invariant, and the transformed image can be directly used for stereo
matching. This transform captures the structure of local regions by computing the
ratios of lengths along the epipolar lines, which is affine invariant and produces
variances inside low-textured regions. Hence, it has the following advantages
compared to image intensity:
1. It is robust for matching low-texture regions.
2. It is robust to keypoint detection and description for low-texture scenes.
3. It is robust to lens vignetting.
Besides, the transform is suitable for real-time applications as it can be computed
very fast: over 30 frames per second for a VGA-sized image on a DELL XPS
laptop computer with a 2.5 GHz Intel Core 2 Duo processor, and over 500 frames
per second on an NVIDIA 8800 GTX GPU.
Since the transform is computed based on the geometric properties of the image
segments, it is invalid for occluded segments, such as the black pixels in Figure
2.4 (a). Another unsolved problem is how to estimate the parameter σS at different
pixel location. It is currently set to a constant, but should be determined based on
the size of the segments in theory. Nevertheless, the use of integral histogram
enables setting σS adaptively at each pixel location without extra computation. I
intend to investigate these problems in the future.
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CHAPTER 3
SIMULTANEOUS ESTIMATION OF
ILLUMINATION CHROMATICITY,
CORRESPONDENCE AND SPECULAR
REFLECTION
3.1 Introduction
A common assumption in many low-level vision problems is that the scene surface
is made of Lambertian objects. When dealing with non-Lambertian objects, many
problems have to be addressed, e.g., illumination chromaticity estimation [26],
[27], [28], specularity removal [29], [30], [31], [32], [33], [34] and correspon-
dence searching for non-Lambertian surfaces [35], [36], [37], [38]. Usually, they
are treated separately. Assumptions are made about one factor to solve another.
Many illumination chromaticity estimation methods assume that the specu-
lar highlight regions are detected as a pre-processing step. Lee [26] introduced
a method of estimating illumination chromaticity using highlights from surface
parts with at least two colors, which required segmenting the colors of the high-
lights. This will cause problems when dealing with heavily textured surfaces.
Finlayson and Schaefer [27] extended Lee’s algorithm but were still not able to
avoid the segmentation problem. Tan et al. [28] proposed an illumination chro-
maticity estimation approach for single/multi-colored surfaces without using color
segmentation, but still required the detection of rough highlight regions achieved
by setting a heuristic threshold on the image intensity. Chakrabarti et al. [39]
proposed a method without detecting the highlights, but it requires building an
explicit statistical model learned from images collected under a known illuminant.
With the pre-knowledge of the illumination chromaticity, many specular high-
light removal methods can be carried out. For instance, Lin and Shum [29]
changed the light source direction to capture two color images with a stable cam-
era and then, by assuming that at least one of the pixels in the two images was
diffuse, the diffuse component could be extracted. With a single image which
was normalized using the estimated illumination chromaticity, Tan and Ikeuchi
used either neighbor-based method [31] or color space analyzing method [30] to
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recover the diffuse components. The neighbor-based methods examine the ex-
pected diffuse colors of neighboring pixels in the image. These methods require
repetitive texture or simply work with low-textured surfaces. Color space ana-
lyzing methods analyze the distributions of image colors within a color space;
they can be greatly impaired by clutter in the color space that may be caused by
a number of factors, including image noise and color blending at edges. Tan et
al. [32] later presented a method taking advantage of both kinds of methods. An
SUV color space was proposed by Mallick et al. [33] which separated the spec-
ular and diffuse components into S channel and UV channels respectively based
on the knowledge of the illumination chromaticity. Mallick et al. [34] also used
the SUV space for highlight removal by iteratively eroding the specular channel
using either a single image or video sequences.
Using the estimated specular-free images or the detected highlight regions, re-
searchers developed different correspondence searching methods for non-Lambertian
surfaces. Zickler [35] further explored the SUV color space proposed in [33]. By
taking the ratio of the diffuse channels, a new specular invariant was extracted,
and both the diffuse channels and the invariant were then used for stereo match-
ing, optical flow, shape from shading and photometric stereo. Yoon and Kweon
[36] extracted a two-band specular-free image for correspondence matching. Cor-
respondence searching can also be performed by rejecting the detected specular
regions as outliers. In [40], specular pixels in multi-view images were detected
first by computing the uncertainty of depth estimates. Detected pixels were then
treated as outliers when computing the similarity among pixels to reduce the effect
of specular reflection. Bhat and Nayar [41] considered the likelihood of correct
stereo matching by analyzing the relationship between stereo vergence and sur-
face roughness, and also proposed a trinocular system where only two images
were used at a time in the computation of depth at a point. Blake [37] and Brel-
staff and Blake [38] excised specularities as a pre-processing step.
Contributions: In this chapter, I provide a new solution to three vision problems:
illumination chromaticity estimation, correspondence searching and specularity
removal. The foundation of the solution is a new matching invariant called Illumi-
nation Chromaticity Constancy introduced in the chapter. I search for correspon-
dence by analyzing the chromaticities of the color differences between the corre-
sponding pixels in two camera images, and define it as Chromaticity Match. Each
correspondence hypothesis is associated with a Chromaticity Match, and will vote
for a specific illumination chromaticity hypothesis according to this match value.
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In this chapter I assume that the objects are stationary and the images are captured
by a moving camera under the same illuminant. Thus for correct correspondence
hypotheses, the corresponding Chromaticity Match values will be the same as the
illumination chromaticity which is constant, and the correct illumination chro-
maticity hypothesis will win with the greatest amount of votes. However, there is
a significant amount of noise contributed by (i) a large number of incorrect corre-
spondence vectors, and (ii) because the highlight areas are usually much smaller
than the diffuse areas and the latter contribute noise. I then apply the local smooth-
ness constraint which is popularly used in the field of correspondence matching
to suppress noise. Unlike previous methods, our illumination chromaticity esti-
mation approach does not require detecting the specular pixels. Also, because
Chromaticity Match computed from the correct correspondence will be equal to
the estimated illumination chromaticity, it can then be used as a new matching
invariant to match highlights. With an additional assumption that the highlights in
the two images do not spatially overlap, and thus the diffuse component of a pixel
in the highlight can be extracted by finding its corresponding pixel in the other
view, the diffuse reflection can be estimated too. Our experimental results demon-
strate the effectiveness and robustness of our method as more inputs/constrains
are used.
3.2 Illumination Chromaticity Constancy
Surface reflection of dielectric inhomogeneous objects can be described with the
dichromatic reflection model [42], which states that the light reflected from an
object is a linear combination of diffuse and specular reflections. Let Γc (c ∈
{R,G,B}) denote the fraction of the color component c present in the illumina-
tion, called illumination chromaticity. Let ms(p) denote the total specular reflec-
tion from a pixel p over all colors. Using the dichromatic reflection model, the
color values of p in an image I taken by a RGB camera can be represented as
Ic(p) = I
diff
c (p) + I
spec
c (p) = I
diff
c (p) + ms(p)Γc, (3.1)
where ms(p) =
∑
c∈{r,g,b} I
spec
c (p) and
Γc =
Ispecc (p)
ms(p)
. (3.2)
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Assume I and J are two images captured by the same camera from different
viewing directions. Let p be a pixel in image I , and p¯ = p + D(p) be its cor-
responding pixel in J at a relative location given by the correspondence vector
D(p). I then define Chromaticity Match as
Mc(p,D(p)) =
(Ic(p)− Jc(p + D(p)))∑
c∈{R,G,B}
(Ic(p)− Jc(p + D(p))) . (3.3)
Mc(p,D(p)) is set to zero when Ic(p) = Jc(p + D(p)). If both the objects and
the light source stay still, the diffuse components of the correctly matched pix-
els will be the same, and their color difference will equal the difference of their
specular components: Ic(p)− Jc(p + D(p)) = (ms(p)−ms(p + D(p)))Γc. As a
result, Chromaticity Match of the correctly matched pixels will be the same as the
illumination chromaticity Γc. I refer to this property as Illumination Chromaticity
Constancy, and use it to simultaneously estimate pixel correspondences and Γc,
which is assumed to be constant across the scene. An estimate of Γc helps match
pixels within specularities, and the knowledge of pixel correspondences helps es-
timate Γc.
3.3 Estimate Illumination Chromaticity via Matching
I first formulate the illumination chromaticity estimation problem as a maximum
likelihood (ML) estimation problem which infers the illumination chromaticity
given the two input color images and the correspondence vectors. Using Bayes’
rule, the optimal solution Γ is given by
argmax
Γ
P (Γ|I, J,D) = argmax
Γ
P (I, J |Γ, D)P (Γ, D)
P (I, J,D)
, (3.4)
where Γ is the illumination chromaticity (same for every pixel because the illumi-
nation is assumed to be chromatically uniform), D is the correspondence vectors,
and I and J are the camera images. Let HI denote the set of highlights in image
I , and p denote a pixel in I . Assumed that the observation noise at different pixels
follows an independent identical distribution (i.i.d.),
P (I, J |Γ, D) ∝
∏
p∈HI
exp(−F (I, J,Γ, p,D(p))), (3.5)
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where D(p) represents the correspondence vectors for p ∈ HI and F (I, J,Γ, p,D(p))
is the cost function which measures the difference between the estimated value
of the illumination chromaticity Γ and the Chromaticity Match M(p,D(p)) esti-
mated from the individual pixel correspondences as defined in Eqn. (3.3), all of
which should ideally be the same as Γ (I dropped the subscript c for simplicity).
In practice, both i.i.d. and not i.i.d. noise are presented in images. One type of
noise that is reasonably well modeled as i.i.d. is sensor noise (e.g., shot noise),
and noise that occurs due to certain environmental effects that cause spatial bursts
is obviously not i.i.d. Our approach handles only i.i.d. noise. Also, I consider
only the low values of F because the others arise from wrong correspondences.
To this end, I limit the F value of interest to 1, by using the truncated squared
difference as the cost:
F (I, J,Γ, p,D(p)) = min(
(Γ−M(p,D(p)))2
2σ2p
, 1), (3.6)
where σp < 1 is the standard deviation of the pdf of (I, J |Γ, D) as in Eqn. (3.5).
In this chapter, I set σp = 0.01.
Since D (representing 3D structure) and Γ (representing light source) are inde-
pendent,
P (Γ, D) = P (Γ)P (D). (3.7)
Without any knowledge of the light source, I will assume that P (Γ) is uniformly
distributed in [0, 1], i.e., P (Γ) = 1. For the given input images I and J and the
given correspondence vectors D, P (I, J,D) = 1 and P (D) = 1.
Taking the logarithm on both sides of Eqn. (3.4), and using Eqn. (3.5), the
optimal Γ is given by
argmax
Γ
log(P (Γ|I, J,D)) = argmax
Γ
∑
p∈HI
(−F (I, J,Γ, p,D(p)))
= argmax
Γ
∑
p∈HI
(1− F (I, J,Γ, p,D(p))). (3.8)
To obtain the value of Γ, I compute votes for discretized values of Γ. I define the
vote distribution V (Γ) as
V (Γ) =
∑
p∈HI
V (Γ, p,D(p)) =
∑
p∈HI
(1− F (I, J,Γ, p,D(p))). (3.9)
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I select the Γ with the largest vote value as the solution. The vote distribution
is computed for each channel separately, and the peak of the vote distributions is
accepted as the correct illumination chromaticity.
The values of D have not been constrained at all so far. Because I do not know
where the highlights are, I must consider all pixels as candidates. Further, since
I do not know where the pixel correspondences are either, I must consider all
possible pairs. If images I and J are taken from calibrated cameras, I can restrict
the correspondences of a pixel in I to lie along its epipolar line in J ; namely, I can
rewrite Eqn. (3.9) as
V (Γ) =
∑
p∈I
∑
D(p)∈E(p)
(1− F (I, J,Γ, p,D(p))), (3.10)
where E(p) denotes the epipolar line of p. Alternatively, if the cameras are not
calibrated, I will need to search across all possible values through the maximum
possible.
In our experiments (Section 3.5), I searched for a pixel’s correspondence within
a 300×300 window. Thus there is a significant amount of noise contributed by (i)
a large number of incorrect correspondence vectors, and (ii) because the highlight
areas are usually much smaller than the diffuse areas and the latter contribute
noise.
To suppress this noise, a local smoothness assumption (popularly used in the
field of correspondence matching) is applied, which enforces similarity between
chromaticity estimates at a pixel and those at other pixels within a surrounding
window, called the support window. Let N(p) be the support window for pixel p in
image I and q ∈ N(p) be corresponding pixels in the support windows N(p); then
the local smoothness assumption implies that Chromaticity Match M(p,D(p)) =
M(q,D(p)) if the correspondence vector D(p) is correct. Using this constraint, I
rewrite the vote distribution in Eqn. (3.10) as
V (Γ)=
∑
p∈I
∑
D(p)∈E(p)
Cp(1− F (I, J,Γ, p,D(p))), (3.11)
where
Cp=
∏
q∈N(p)
exp(−(M(p,D(p))−M(q,D(p)))
2
2σ2p
) (3.12)
measures the consistency of the Chromaticity Matchers inside the support win-
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dow.
There are other constraints that can be used to suppress the noise. For instance,
(i) the three channels of the computed Chromaticity Match should be all positive
or negative because the illumination chromaticity will never be negative, and (2)
in Eqn. (3.3), if |Ic(p)− Jc(p + D(p))| is smaller than a threshold (set to 10), the
corresponding Chromaticity Match will be dropped to avoid quantization noise.
Note that although our framework is based on binocular matching, it can be
easily extended for multiview matching. One simply performs binocular matching
and accumulates the vote distribution on every two images.
3.4 Stereo Matching and Highlight Removal
In stereo vision, the corresponding pixels in the stereo images are assumed to
have the same texture/color values, and in this chapter, I define this constancy as
texture constancy (TC). More specifically, let I and J be the left and right camera
images, p be a pixel in image I and p¯ = p + D(p) be its corresponding pixel
in J at a relative location given by the correspondence vector D(p), N(p) be the
support window for pixel p and q ∈ N(p) be the pixels inside the support window
N(p), the dissimilarity between pixel p and p¯ is then measured by aggregating
raw matching costs in the support window N(p):
E(p,D(p)) =
∑
q∈N(p)
∑
c∈{R,G,B}
|Ic(q)− Jc(q + D(p))|. (3.13)
The correspondence hypotheses (D(p)) corresponding to the smallest dissimi-
larity values (E(p,D(p))) are accepted as correct. For a rectified stereo image
pair, the corresponding pixels lie in the same horizontal scanline, and the shifted
amount is called the disparity in stereo vision. The correspondence vectors are
then represented as a 2D image called disparity map. The disparity value (z) and
the depth value (d) of a pixel are related by the product of the focal length (f ) and
the baseline (b) between the two cameras:
z · d = f · b. (3.14)
TC is invalid for specular pixels because the highlight shifts as the camera
moves; that is, Ic(p) = Jc(p + D(p)) when either pixel p in image I or its corre-
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spondence p + D(p) in image J is specular. Nevertheless, Section 3.3 shows that
for specular pixels, Chromaticity Match computed from the correct correspon-
dence is the same as the estimated illumination chromaticity: Mc(p,D(p)) = Γc.
This property is defined as Illumination Chromaticity Constancy (ICC) in Section
3.2 and can be used to match pixels inside specular highlights. However, ICC is
invalid for diffuse pixels.
TC and ICC can be integrated in some manner to match both diffuse and spec-
ular pixels. Letting
H(q,D(p)) =
√
1
3
∑
c∈{R,G,B}
(Mc(q,D(p))− Γc)2, (3.15)
the integration is obtained by re-defining the dissimilarity in Eqn. (3.13) as
E(p,D(p)) =
∑
q∈N(p)
H(q,D(p)) ·
∑
c∈{R,G,B}
|Ic(q)− Jc(q + D(p))|, (3.16)
when the three channels of Mc(q,D(p)) are all positive or all negative and
H(q,D(p)) > 0.1 (to exclude pixels that have high probability of being diffuse).
Finally, I relate the correct correspondences to the diffuse components of the
specular pixels by assuming that the highlights in the two images do not spatially
overlap; thus the diffuse component of a pixel in the highlight can be extracted by
finding its corresponding diffuse pixel in the other view.
One problem associated with our method is that it is invalid for specular pixels
that are saturated. Additionally, the stereo reconstruction quality of our method
decreases as the areas of the overlapping highlights increase, since the color dif-
ferences of the specular pixels and their correspondences inside the overlapping
highlights will be small and the precision of Chromaticity Match (Mc(p,D(p)),
Eqn. 3.3) will decrease due to quantization (8-bit images are used in our exper-
iments). But note that our stereo matching method does not require the corre-
spondence of a specular pixel to be diffuse. In fact, our method requires that their
color difference should be large enough to avoid the quantization noise arising
from the computation of Chromaticity Match. However, if the color difference is
very small, TC will be valid for both specular and diffuse pixels.
These difficulties can be greatly reduced if images captured from many view
directions/positions are available. From these images, coarse estimates can be ob-
tained from each selected stereo pair, and then fused to give coherent estimates. In
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this chapter, the coarse depth maps are fused using the efficient method presented
in [43]. The fused depth maps are then used to remove highlights. For each pixel
p in each image, I project it to the other images using its depth value to obtain
the colors of its correspondences p¯i in the other images. If the luminance of p¯i is
much larger than the luminance of p, that is, the difference is larger than a constant
(set to 10 in our experiment), then p¯i is treated as a specular pixel. The median
value of the colors of all the correspondences p¯i (each color band is processed
separately) which are believed to be diffuse are then selected as the correct diffuse
reflection of pixel p. The median values are used such that the diffuse reflections
are consistent when viewed from different directions/locations.
3.5 Experimental Results
To evaluate our method, I conducted experiments on a synthetic data set and sev-
eral real images captured by a Sony DFW-X700 camera with gamma correction
turned off. To quantitatively evaluate the proposed illumination chromaticity es-
timation method for real scenes, I compared the results with the average value of
the image chromaticity of a white reference image captured by the same camera.
Specifically, I cast light on white printing papers and then capture it using the same
camera under the same setting. I also compared our results with the methods pre-
sented in [28] and [39]. For highlight removal, I compared our results with images
captured with polarizing filters over the camera and the light source. Comparison
with the highlight removal method presented in [31] is also provided. Because
[31] assumes that the illumination chromaticity is known, in our experiments, the
ground-truth illumination chromaticity (measured with a white reference) is used.
3.5.1 Synthetic Data Set
Figure 3.1 visually compares our illumination chromaticity estimation method
with [28] and [39]. It is apparent that the method presented in [39] is not suitable
for this synthetic data set as Figure 3.1 (e) is not comparable to the ground truth
in Figure 3.1 (c). The blue angle numbers in the brackets under (d)-(h) are the an-
gular error of estimated illumination chromaticities, which numerically prove that
with a 5× 5 support window, our method can obtain the most accurate estimates
and that [39] is invalid for this data set. Figure 3.2 presents the corresponding vote
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distributions for our method with three support window sizes: 1 × 1, 3 × 3 and
5 × 5. Note that the vote values decrease dramatically from window size 1 × 1
to 3 × 3 due to resulting ability to identify inconsistent correspondences (with
dissimilar local Chromaticity Matches).
(a)Left. (b)Right. (c)Ground truth. (d)[28] (0.04◦)
(e)[39] (34.9◦). (f)1× 1 (2.9◦). (g)3× 3 (0.1◦). (h)5× 5 (0.007◦).
Figure 3.1: Illumination chromaticity estimation for the synthetic images.
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(b)3× 3 (0.1◦).
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(c)5× 5 (0.007◦).
Figure 3.2: Illumination chromaticity vote distributions for the synthetic images
in Figure 3.1.
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(a)G.T. left diff.. (b)G.T. right diff.. (c)Diffuse [31]. (d)Diffuse (ours).
(e)Disp.(TC). (f)Disp.(TC+a+b). (g)Disp.(TC+ICC). (h)G.T. Disp..
Figure 3.3: Stereo matching and highlight removal for the synthetic images.
Figure 3.3 presents the results for the depth estimation and highlight removal
methods using the stereo pair presented in either Figure 3.1 (a)-(b) or Figure 3.3
(a)-(b). Figure 3.3 (a) and (b) are the ground-truth diffuse reflections, while (c)
and (d) are the estimated diffuse reflections using the method presented in [31]
and our method. The disparity map obtained using our method (Figure 3.3 (g)) is
used to compute the diffuse reflection in (d). As can be seen, [31] is invalid for
this data set as the highlights in (c) are not removed. Also, the colors in (c) are
different from the ground truth in (a). Our results is better than [31] as can be seen
in (d). However, some of the specularities are not removed due to the violation
of the assumption that the highlights in the two images should not spatially over-
lap. Nevertheless, our stereo matching method is robust to the violation of this
assumption as can be seen in (g). Visual comparison with the ground-truth dis-
parity map in (h) shows that the estimated disparity values of the specular pixels
are correct in (g). Image (e) is the disparity map obtained from standard stereo
matching method (using TC). The disparity map in (f) is also estimated using stan-
dard method, but the input images are free of specularity, which means that the
ground-truth diffuse reflections in (a) and (b) are used as input. Figure 3.3 (e)-(f)
show that this standard method is invalid for specular highlights. Image (g) is the
disparity map estimated from the proposed stereo matching method which inte-
grates TC and ICC. Note that (g) is visually very similar to (f). Let a pixel be a bad
pixel if the difference between the estimated disparity value and the ground truth
is larger than 1 [44]; the percentages of bad pixels in (e)-(g) are 5.41%, 4.29% and
4.26%, which numerically prove that our method is suitable for matching specular
highlights.
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3.5.2 Real Data Sets
I next present our experimental results on real data sets. Figure 3.4 provides the
experimental results with a real stereo image pair. The illumination chromatic-
ity vote distribution with a 5 × 5 support window is presented in Figure 3.4 (g),
and the angular errors are 2.20◦ (blue angle number in the bracket under (g)).
The estimated disparity map presented in (d) shows that our method is able to
remove the matching errors in (c) due to specular highlights. The estimated dif-
fuse reflections presented in (e) and (f) show that our highlight removal method
is more robust than the single view based highlight removal method presented in
[31] as the highlights in (f) are not removed. Also, Figure 3.4 (f) shows that [31]
is invalid for neutral pixels, and the estimated diffuse colors are incorrect. How-
ever, our highlight removal method obtained incorrect diffuse colors around the
half-occluded regions due to the incorrect correspondences. This problem can be
greatly reduced when more images are used. Figures 3.5, 3.6 and 3.7 present the
experimental results with multiple images. Specifically, Figure 3.5 and 3.6 used
21 images, and Figure 3.7 used 15 images.
(a) Left. (b) Right. (c)Disp.(TC). (d)Disp.(TC+ICC).
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(e) Diffuse (ours). (f) Diffuse [31]. (g)5× 5 (2.20◦).
Figure 3.4: Binocular matching.
The angular errors of the estimated illumination chromaticity of the three real
data sets (Figure 3.5, 3.6 and 3.7) using only two of the input images are 2.27◦,
2.81◦ and 12.97◦. The last data set (Figure 3.7) has large angular error as the
highlights are very sparse and most of them are saturated. However, using more
images can reduce the estimation error. The angular errors of the three real data
sets using five of the input images (presented in Figure 3.5 (a), Figure 3.6 (a) and
Figure 3.7 (a)) are 1.97◦, 1.24◦ and 5.74◦. As can be seen, the estimation error
drops with respect to the increasing number of input images.
Visual comparison of the depth maps presented in Fig 3.5 (b)-(c) and Fig 3.6
(b)-(c) shows that our stereo matching can greatly improve the reconstruction ac-
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curacy for specular pixels. However, since the specular highlights in Figure 3.7
(a) are very sparse, the depth map estimated using our method (Figure 3.7 (c)) is
only slightly better than the standard method (Figure 3.7 (b)).
Figures 3.5 (d)-(f), Figures 3.6 (d)-(f) and Figures 3.7 (d)-(f) visually compare
the estimated diffuse reflections using our method, the method presented in [31]
and the ground truth. Visual comparison shows that our method outperforms [31]
as the colors of estimated diffuse reflections using [31] are incorrect (see Figure
3.5 (e), Figure 3.6 (e) and Figure 3.7 (e)) and [31] is invalid for saturated pixels.
(a) (b) (c) (d) (e) (f)
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(g)5× 5 (using two images, 2.27◦). (h)5× 5 (using five images, 1.97◦).
Figure 3.5: Multiview matching.
To evaluate the robustness of the proposed illumination chromaticity estima-
tion method, I conducted experiments on a total of 17 real data sets. Besides the
four data sets presented in Figures 3.4, 3.5, 3.6 and 3.7, another 13 real data sets
are provided in Figures 3.8 and 3.9. The illumination chromaticities of the real
illuminants were grouped into five different sets using the image chromaticities of
the white reference: {0.13158, 0.40248, 0.46829}, {0.38781, 0.32666, 0.28822},
{0.44792, 0.31771, 0.23437}, {0.61730, 0.36693, 0.01197} and {0.40070, 0.33177,
0.26676}. I calculated the estimation errors by comparing the chromaticity esti-
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(g)5× 5 (using two images, 2.81◦). (h)5× 5 (using five images, 1.24◦).
Figure 3.6: Multiview matching.
mates with those of the white reference. The angular errors are shown in Figure
3.10, and a summary of the experimental results is provided in Table 3.1. The
results from the methods presented in [28] and [39] are also included. The error
rates demonstrate that our method is generally robust, and our method appears
better than [28] and [39] on average for these data sets.
Table 3.1: Summary of the quantitative evaluation of the proposed illumination
chromaticity estimation approach for real data sets.
Algorithm Mean Minimum Maximum Std. dev. of
angular error angular error angular error angular error
Ours 1.98◦ 0.57◦ 5.74◦ 1.34◦
[28] 7.31◦ 0.84◦ 36.8◦ 8.64◦
[39] 7.27◦ 0.16◦ 27.9◦ 7.23◦
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Figure 3.7: Multiview matching.
3.6 Discussion
A new invariant called Illumination Chromaticity Constancy for matching high-
lights between images is introduced in the chapter. An algorithm is presented that
uses this invariant for three vision problems: illumination chromaticity estima-
tion, correspondence searching and specularity removal. In relation to previous
approaches, the most significant advantage of the presented method is that I have
related the correct correspondence vectors to both the illumination chromaticity
and the diffuse components of the specular pixels, and have presented an attempt
to estimate these properties in a uniform framework. Additionally, our method
does not require detecting the specular highlights. However, if the illuminant
and the object surface have the same chromaticity, the proposed correspondence
matching and highlight removal method will fail as every possible Chromaticity
Match will be equal to the illumination chromaticity. Nevertheless, the proposed
illumination chromaticity estimation method has no problem under this condition.
Also, our framework assumes chromatic surfaces and is invalid for grayscale ob-
jects.
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1.39◦ 11.4◦ 27.9◦
0.82◦ 13.0◦ 0.16◦
1.49◦ 0.84◦ 5.03◦
3.83◦ 6.05◦ 7.90◦
0.74◦ 1.56◦ 5.47◦
1.04◦ 2.31◦ 2.95◦
2.46◦ 2.43◦ 6.24◦
(a)Input. (b)Ours. (c)[28]. (d)[39].
Figure 3.8: Illumination chromaticity estimation for real scenes with
corresponding angular errors.
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1.18◦ 7.15◦ 15.1◦
2.67◦ 7.00◦ 1.16◦
0.72◦ 5.73◦ 7.07◦
2.95◦ 4.68◦ 6.06◦
2.65◦ 2.90◦ 5.45◦
0.57◦ 36.8◦ 19.8◦
(a)Input. (b)Ours. (c)[28]. (d)[39].
Figure 3.9: Illumination chromaticity estimation for real scenes with
corresponding angular errors.
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Figure 3.10: Quantitative comparison of the illumination chromaticity estimation
methods.
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CHAPTER 4
INTEGRATED ESTIMATION OF SURFACE
REFLECTANCE AND DEPTH FROM
MULTIPLE VIEWS
4.1 Introduction
This chapter is concerned with the estimation of 3D scene properties of surface
reflectance and surface shape. For the most part, estimation of each of these prop-
erties has been traditionally treated as a separate research topic, e.g., illumination
[28, 45], reflection components separation [30, 31, 32], shape from shading [46],
and depth from stereo [44, 47, 48].
Recently, a number of methods have been proposed for joint estimation of re-
flectance and shape. Jin et al. [49] use the rank constraint of radiance tensor
as the discrepancy measure to search for correspondences. Once the surface is
found, an estimate of the radiance profile for generating view-dependent radiance
maps (VDRM) can be computed. Assuming single-material objects, Yu et al. [50]
iteratively estimate the shape and a view-independent reflectance map (VIRM) by
minimizing the cost of matching input images and the images synthesized using
shape and reflectance estimates. With the additional assumption that the illumi-
nation direction is known or can be calibrated/measured, Yu et al. [51] propose a
method for simultaneous estimation of 3D shape and the Phong reflectance model
[52]. Methods presented in [50] and [51] are based on shape-from-shading for
objects made of a single material. Also, both Jin and Yu’s algorithms are ob-
ject/scene centered [53], which is less suitable for large scale scenes than image
centered [54]. Assuming that the scene points having specular reflection exhibit
purely diffuse reflection in some other views, Lin [40] proposes an image centered
method to detect specular pixels and estimate their diffuse reflections and depths
from other views. However, this method requires that the specularities be sparse.
In this chapter, I propose a novel, single-image based highlight removal method
(Section 4.3.1), which is essentially a bilateral filtering process (with the filter size
the same as the input image). I will refer to this method as Bilateral Filtering
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based Highlight Removal (BFHR) in the chapter. Being O(1) computation, bi-
lateral filtering [55, 56] makes our method computationally efficient. Both visual
and quantitative evaluations show that BFHR is more accurate than the propa-
gation based highlight removal (PHR) method proposed by Tan [57], which has
the problem of non-convergence and also extracts inaccurate diffuse reflection. I
next present a method for simultaneous estimation of depth and reflection (Sec-
tion 4.3.2). The individual components (stereo matching [58], depth map fusion
[43, 59] and diffuse reflection fusion) of the approach are mostly not novel; how-
ever, I demonstrate that the integration of all of them through the iterative scheme
and the incorporation of confidences in reflection estimates can effectively reduce
the reflection separation errors due to saturation, and depth estimation error due
to incorrect reflectance estimates. I show that accuracy of both the depth and re-
flectance estimation increases with respect to the number of iterations (increasing
integration), and generally converges in two iterations. I believe that in a ma-
ture area, even minor changes which lead to obvious improvement are welcome
additions to the field’s body of knowledge.
4.2 Overview of the Approach
The algorithm I present can be partitioned into two interacting modules as shown
in Figure 4.1. Module 1 is reflection components separation from single view.
Module 2 is depth and diffuse reflection estimation from multiple views. These
two modules are included as a single iterative optimization procedure (connected
by red arrows). In the first module, a set of images representing the diffuse reflec-
tion (I(i−1)d ) and confidence maps ( C(i−1)) are computed from the input images
I . Any single image based highlight removal method can be used in this module.
For instance, one can use the method presented in [31] which separates the diffuse
and specular components by iteratively propagating the chromaticity information
from diffuse pixels to specular pixels. In this chapter, I present a new highlight re-
moval method based on bilateral filtering (BFHR). The second module estimates
the diffuse reflection and the depth maps using multi-view stereo matching and
depth map fusion. I use the fusion method presented by Nister [59], which was
later proved to be computationally efficient by Merrell [43]. At the end of each it-
eration i, the computed depth maps D(i)f are used to find the corresponding diffuse
colors from neighboring diffuse images (I(i−1)d ). The median values are accepted
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Figure 4.1: The proposed framework.
as the estimates (I(i)d ). Note that in the first iteration, the colors of saturated pixels
(identified using C(0)) are not taken into account.
4.3 Algorithm
In this section, I give a more detailed description of the modules outlined in Sec-
tion 4.2.
4.3.1 Bilateral Filter-Based Highlight Removal (BFHR) Using a
Single RGB Image
Using standard diffuse+specular reflection models commonly used in computer
graphics, the reflected light color ( J) captured by an RGB camera can be repre-
sented as a linear combination of diffuse ( JD) and specular ( JS) colors:
J = JD + JS. (4.1)
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Let chromaticity be defined as the fraction of color component c
σc =
Jc∑
c∈{r,g,b} Jc
, (4.2)
where c ∈ {r, g, b}. I define diffuse chromaticity Λc and illumination chromaticity
Γc as follows:
Λc =
JDc∑
c∈{r,g,b} J
D
c
, (4.3)
Γc =
JSc∑
c∈{r,g,b} J
S
c
. (4.4)
Following the chromaticity definition in Eqns. (4.2), (4.3) and (4.4), I express the
reflected light color Jc as
Jc = Λc
∑
u∈{r,g,b}
JDu + Γc
∑
u∈{r,g,b}
JSu . (4.5)
Assuming that the illumination chromaticity can be measured (with a white
reference) or estimated [28], the input image can be normalized such that Γr =
Γg = Γb = 1/3 and JSr = JSg = JSb = JS . Then the diffuse component can be
written as
JDc = Jc − JS, (4.6)
according to Eqn. (4.5).
Following the chromaticity definition in Eqns. (4.2) and (4.3), I define maxi-
mum chromaticity as
σmax = max(σr, σg, σb) (4.7)
and maximum diffuse chromaticity as
Λmax = max(Λr,Λg,Λb). (4.8)
Tan [31] shows that the diffuse component can be represented as a function of
Λmax
JDc (Λmax) = Jc −
maxu∈{r,g,b} Ju − Λmax
∑
u∈{r,g,b} Ju
1− 3Λmax . (4.9)
Since surface materials may vary from point to point, Λmax changes from pixel to
pixel in real images but is limited from 1
3
to 1.
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Estimating the maximum diffuse chromaticity Λmax for every pixel from a sin-
gle image is a non-trivial problem. However, if it is set to a constant, then a
“pseudo-coded” diffuse image which has exactly the same geometrical profile as
the diffuse component of the input image can be obtained. In this case, the satura-
tion values of all pixels are made constant and this “pseudo-coded” diffuse image
is essentially a 2D image, while the ground-truth diffuse image is a 3D image.
The 2D “pseudo-coded” diffuse image is just an approximation of ground truth,
which will fail to preserve the feature discriminability for surfaces having the
same hue but different saturation. However, it is the best estimate I can get, and
has been demonstrated to be effective for solving the highlight removal problem
in [31]. Figure 4.2 presents such an example by setting Λmax to a constant 0.5.
Figure 4.2 (a) is the input image, (b) is the maximum chromaticity values σmax
computed from the input image (a), (c) is the “pseudo-coded” diffuse image, (d)
presents diffuse reflection extracted using the method presented in [31] and (e)
presents the maximum chromaticity values σmax computed from (d) using Eqns.
(4.2) and (4.7). Assuming that the specular highlights are correctly removed from
(d), (e) is also presented as the maximum diffuse chromaticity Λmax.
According to Eqn. (4.9), the highlight removal problem can be reduced to
searching for the maximum diffuse chromaticity Λmax which changes from pixel
to pixel. However, as shown in Figure 4.2 (d) and (e), the variance of Λmax is very
small in local patches when the surface colors are consistent. The maximum chro-
maticity σmax in Figure 4.2 (b) is the same as the maximum diffuse chromaticity
Λmax except for specular pixels, which cause the intensity/color discontinuities
within local patches of the same surface color. Intuitively, applying low-pass fil-
tering to the maximum chromaticity σmax in Figure 4.2 (b) will smooth out the
variances due to specular highlights. However, there are two issues:
1. The smoothing filter should be edge-aware, such that the σmax values of two
pixels associated with different surface materials (Λmax values are different)
will not be blend together.
2. The diffuse pixels will be affected by the specular pixels after smoothing.
As a popular edge-aware operator, joint bilateral filter can be employed to
smooth the maximum chromaticity σmax using the maximum diffuse chromatic-
ity Λmax as the smoothing guidance. But Λmax is to be estimated; thus one needs
to find a substitution or an approximation. Although the “pseudo-coded” diffuse
40
(a)Input. (b)σmax. (c)Pseudo diffuse.
(d)Diffuse ([31]). (e) σmax = Λmax. (f)λmax.
(g)Diffuse(ours, 1 iter.). (h)Diffuse(ours, 3 iter.). (i)Diffuse(ours, 10 iter.).
Figure 4.2: Highlight removal on real data set.
image presented in [31] is free of specularity, it is not a good substitution for this
problem because its color depends on both the surface geometry and material,
while Λc is invariant to the surface geometry. Let
σmin = min(σr, σg, σb), (4.10)
I approximiate Λc using λc computed as follows:
λc =
σc − σmin
1− 3σmin . (4.11)
The relationship between the approximated diffuse chromaticity λc and the real
diffuse chromaticity Λc is captured in Theorem 1 and Theorem 2.
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Theorem 1 For any two pixels p and q, if Λc(p) = Λc(q), then λc(p) = λc(q).
Proof: For any two pixels p and q, let
Jmin = min(Jr, Jg, Jb), (4.12)
JDmin = min(J
D
r , J
D
g , J
D
b ), (4.13)
According to the definition of λc in Eqn. (4.11), I obtain
λc = (σc − σmin)/(1− 3σmin) (4.14)
= (
Jc∑
u∈{r,g,b} Ju
− Jmin∑
u∈{r,g,b} Ju
)
/ (
∑
u∈{r,g,b} Ju∑
u∈{r,g,b} Ju
− 3 · Jmin∑
u∈{r,g,b} Ju
)
= (
Jc − Jmin∑
u∈{r,g,b} Ju
)/(
∑
u∈{r,g,b}(Ju − Jmin)∑
u∈{r,g,b} Ju
)
=
Jc − Jmin∑
u∈{r,g,b}(Ju − Jmin)
=
(JDc + J
S)− (JDmin + JS)∑
u∈{r,g,b}((JDu + JS)− (JDmin + JS))
=
JDc − JDmin∑
u∈{r,g,b}(J
D
u − JDmin)
= (
JDc − JDmin∑
u∈{r,g,b} J
D
u
)/(
∑
u∈{r,g,b}(J
D
u − JDmin)∑
u∈{r,g,b} J
D
u
)
= (Λc − Λmin)/(
∑
u∈{r,g,b}
(Λu − Λmin)). (4.15)
For any two pixels p and q, if Λc(p) = Λc(q), Eqn. (4.15) ensures that λc(p) =
λc(q).
Theorem 2 For any two pixels p and q, if λc(p) = λc(q), then Λc(p) = Λc(q)
only if Λmin(p) = Λmin(q).
Proof: For any two pixels p and q, assume λc(p) = λc(q); from Equ. (4.15) I
obtain
Λc(p)− Λmin(p)
1− 3Λmin(p) =
Λc(q)− Λmin(q)
1− 3Λmin(q) . (4.16)
If Λmin(p) = Λmin(q), from (4.16) I obtain Λc(p) = Λc(q). Note that λc is just
an approximation of Λc, which will fail for the specific case specified in Theorem
42
2. However, it is the best estimate I can get. Figure 4.2 (f) presents the maximum
values of the approximated diffuse chromaticity
λmax = max(λr, λg, λb) (4.17)
= max(
σr − σmin
1− 3σmin ,
σg − σmin
1− 3σmin ,
σb − σmin
1− 3σmin ) (4.18)
computed from the input image presented in Figure 4.2 (a).
Using the approximated maximum diffuse chromaticity defined in Eqn. (4.18)
to guide the smoothing, the filtered maximum chromaticity σmax can be computed
as follows:
σFmax(p) =
∑
q∈ΩF(p, q)G(λmax(p), λmax(q))σmax(q)∑
q∈ΩF(p, q)G(λmax(p), λmax(q))
, (4.19)
where F and G are spatial and range weighting functions which are typically
Gaussian in the literature [60], [61].
The variances of the maximum chromaticity σmax due to specular highlights
will be reduced after filtering, and the filtered maximum chromaticity σFmax will
be closer to Λmax than σmax for the specular pixels. However, after smoothing, the
diffuse pixels will be affected by the specular pixels too. According to Theorem 3,
the filtered maximum chromaticity values σFmax of the diffuse pixels will be lower
than the un-filtered values σmax. As a result, to exclude the contribution of the
specular pixels, I compare σFmax and σmax and take the maximum value:
σmax(p) = max(σmax, σ
F
max(p)). (4.20)
Theorem 3 Assume Γc = 13 , then Λmax ≥ σmax. Equality holds when the Λmax =
1
3
.
43
Proof: let Jmax = max(Jr, Jg, Jb), according to the definition of σmax,
σmax =
Jmax∑
u∈{r,g,b} Ju
, (4.21)
=
JDmax + J
S∑
u∈{r,g,b} JDu + 3JS
(4.22)
= (Λmax +
JS∑
u∈{r,g,b} J
D
u
)/(1 +
3JS∑
u∈{r,g,b} J
D
u
) (4.23)
= Λmax +
JS∑
u∈{r,g,b} J
D
u
− σmax 3J
S∑
u∈{r,g,b} J
D
u
(4.24)
= Λmax + (1− 3σmax) J
S∑
u∈{r,g,b} J
D
u
. (4.25)
According to its definition, σmax ≥ 1; thus,
σmax − Λmax ≤ 0, (4.26)
and the quality holds when the Λmax = σmax = 13 .
I then iteratively apply joint bilateral filter to σmax such that the maximum dif-
fuse chromaticity values can be gradually propagated from the diffuse pixels to
the specular pixels. In practice, I compare the filtered values σFmax with σmax af-
ter every iteration. The algorithm is believed to converge when their difference
is smaller than a threshold (set to 0.03 in our experiments) at every pixel. Our
method generally converges after 2 − 3 iterations. Figure 4.2 (g)-(i) present the
extracted diffuse reflections after 1, 3 and 10 iterations, respectively. The pro-
posed highlight removal algorithm is summarized in Algorithm 1.
4.3.2 Iterative Depth and Diffuse Reflection Estimation
In this section, I represent an iterative optimization framework to estimate the
depth values and the diffuse reflections in the first and second modules as shown
in Figure 4.1. For each iteration i = {1, 2, · · · , K}, multi-view stereo matching
is first performed on the current diffuse reflection hypotheses I(i−1)d generated by
the first module. A set of depth maps D(i) is obtained after stereo matching. The
depth maps are then fused to give a coherent 3D reconstruction using the method
presented in [59, 43]. Note that in the first iteration, the saturated pixels (iden-
tified using confidence map C(0)) are excluded from processing. Based on the
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Algorithm 1 Highlight removal using a single RGB image
1: Compute σmax at every pixel using the input image and store it as a grayscale
image.
2: Compute λmax at every pixel using the input image and store it as a grayscale
image.
3: repeat
4: -Apply joint bilateral filter to image σmax using λmax as the guidance image
(Eqn. 4.20), store the filtered image as σFmax;
5: -For each pixel p,
σmax(p) = max(σmax(p), σ
F
max(p)); (4.27)
6: until σFmax − σmax < 0.03 at every pixel.
fused depth maps D(i)f , the current diffuse reflection hypotheses are fused to re-
ject outliers due to the errors presented in the first module (reflection components
separation from single view). Each time, one of the cameras is selected as the
reference camera. The current diffuse reflection hypotheses (I(i−1)d ) are projected
to the reference camera. For each pixel in the reference camera, an array of color
vectors is collected from the projected colors. The median color vector is accepted
as correct. Similar to depth map fusion, the saturated pixels are not processed in
the first iteration. After diffuse reflection fusion, the current diffuse reflection hy-
potheses of the saturated pixels (I(i)d ) are fed back to the first module, and another
iteration begins. During this iteration, I assume that there is no saturated pixel
by changing the status of every pixel to be confident: C(i) = 1, i >= 1. Our
experiments show that in most cases two iterations are enough for convergence.
4.4 Experiments
4.4.1 Synthetic Data Set
To quantitatively evaluate the proposed method, I created a synthetic multi-color
teapot with a directional light source with illumination chromaticity {0.32, 0.37, 0.31}.
I increase the difficulty of the problem to be solved by assuming that the response
function of the camera is not exactly linear:
f(J) = (J)0.9, (4.28)
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Figure 4.3: Comparison of our BFHR method and PHR method.
where J is the synthetic shading value using Phong shading model [52]. The
nonlinearity violates the assumptions of all methods presented in Table 4.1 except
[40], and may cause serious problems for them. Also, to approximate the real en-
vironment, the synthetic images generally contain large areas of saturated pixels.
I show that our method is more robust in these situations. A total of 20 synthetic
images were used in the experiment.
Table 4.1: Comparison with the most related methods.
Method Assumptions Output
No Sparse Single Lighting Object Reflection Depth
Saturation Specularity Material Calibration centered Separation
[32, 30, 31] X X
[49] X X X X X
[50] X X X X X
[51] X X X X X X
[40] X X
Ours X X
I first compared our BFHR method with the PHR method [31] in Figure 4.3 us-
ing the peak signal-to-noise ratio (PSNR). For two intensity images I1, I2 = [0; 1],
this ratio is defined as 10 log10((h · w)/
∑
p |I1(p) − I2(p)|2), where h and w are
the height and the width of image I1 and I2, and p is one of the pixels. PSNR val-
ues above 40 dB correspond to almost invisible differences [62]. Note that both
BFHR and PHR require a single image and are invalid for saturated pixels. As
the index of the image increases, the number of saturated pixels increases, and
46
(a) Input. (b) Ground-truth.
(c) BFHR (PSNR=37.9dB). (d) PHR (PSNR=24.1dB).
Figure 4.4: Comparison of our BFHR method and PHR method.
the performance of both methods decreases. Visual comparison of the two meth-
ods is presented in Figure 4.4 and 4.5. The PHR method separates the diffuse
and specular components by iteratively propagating the chromaticity information
from diffuse pixels to specular pixels. It has the non-convergence problem as can
be seen in Figure 4.4 (d) and 4.5 (d). Figures 4.4 (d) and 4.5 (d) also show that the
PHR method extracts inaccurate diffuse reflections. Our BFHR method does not
have these problems. The specular reflection separation error due to saturation
(a) (b) (c) (d)
Figure 4.5: Comparison of our BFHR method and PHR method using a highly
textured scene.
and nonlinearity can be removed using our iterative depth and diffuse reflection
estimation framework. Figure 4.6 (a) shows how our method iteratively refines the
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estimated diffuse reflection using PSNR, and that our method always converges
in 2 iterations. Note that the PSNR values after 0 iteration correspond to the dif-
fuse reflections generated by the first module (reflection components separation
from single view). Any highlight removal method can be used in the first module.
Figure 4.6 (a) quantitatively evaluates four such methods. The red curve corre-
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(c) Depth map fusion.
Figure 4.6: Quantitative evaluation of the proposed iterative depth and diffuse
reflection estimation approach.
sponds to our BFHR method, green curve to the PHR method [31], the blue curve
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to the method in [40] (excluding the detected specular pixels (EDSP) from pro-
cessing), and the purple curve to the simplest method with saturated pixels (ESP)
excluded from processing. It is apparent that our iterative framework performs
best with our BFHR method. Note that after only 1 iteration, the PSNR values
are over 40 dB, which means that there are almost no visible differences with the
ground truth.
Our method simultaneously estimates the depth maps using multi-view stereo
matching and fusion. The numerical evaluation is provided in Figure 4.6 (b) and
(c). As can be seen, our iterative framework improves the performance of all
methods, and our BFHR method achieves the highest performance. The error is
mainly due to lack of texture and inaccurate diffuse color estimation.
4.4.2 Real Data Set
A total of 24 real images were captured with a Sony DFW-SW900 camera. A
pumpkin-like object was placed on a table together with a calibration pattern. All
the objects were put in a dark room illuminated by a spotlight to minimize ambient
light. Distributed light introduces noise in highlight removal as the illumination
chromaticity will not be accurate. Although our method is theoretically built on
correct illumination chromaticity and linear camera response function assump-
tions, it is robust to violations of these assumptions.
The experimental results are presented in Figure 4.7. Row (a) shows 5 out
of 24 input images, and (b) shows the extracted diffuse components using our
BFHR method. There are noticeable errors due to saturation and nonlinear camera
response function. Row (c) shows the refined diffuse images, and the estimated
depth maps are presented in (d). As can be seen, the noticeable errors in (b) are
eliminated in (c). Note that although this data set is of low texture, the shading
information makes the stereo matching possible [47]. Additionally, depth map
fusion [43] greatly improves the reconstruction quality.
I also tested our method with images provided by [31]. These images are cap-
tured by a SONY DXC-9000 (a progressive three CCD digital camera) by setting
the gamma off, and the objects were lit with a solux halogen lamp. As a result,
there is very little noise (e.g., inaccurate illumination chromaticity due to dis-
tributed light and saturation). Both our method and PHR can effectively remove
the highlights as shown in Figures 4.8 and 4.9.
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(a)Input. (b)BFHR. (c)Refined. (d)Fused Depth.
Figure 4.7: Experiments with real images.
4.5 Discussion
In this chapter, I describe a new highlight removal method based on bilateral fil-
tering by assuming that the input images have chromatic surfaces and the illumi-
nation chromaticity is known or can be calibrated/estimated. I then present an
iterative optimization approach for simultaneously estimating the depth and dif-
fuse reflection via multi-view stereo matching and depth map fusion. I iteratively
reduce reflection separation errors due to saturation, and depth estimation error
due to incorrect reflectance estimates.
However, if the assumption is violated, our method generally fails. Such an
example is provided in Figure 4.10. Neither our method nor the PHR method in
[31] works for the white flowers in Figure 4.10, which are neutral. However, our
method is more robust to the noise introduced by incorrect illumination chromatic-
ity estimation. As a JPEG image captured with normal camera under multiple
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(a) (b) (c)
(d) (e) (f)
(g) (h) (i)
Figure 4.8: Experiments with real images.
flashes, Figure 4.10 (a) experiences quantization noise and the brightness values
are not linearly related to the flux of incoming light. This noise causes the PHR
method in [31] to fail. In Figure 4.10, (c) is almost the same as (d), which shows
that the extracted diffuse image in (c) is incorrect. Because the maximum chro-
maticity of (d) is the same for every pixel, however, the maximum chromaticity of
the diffuse component of (a) is not a constant.
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(a) (b) (c)
(d) (e) (f)
(g) (h) (i)
Figure 4.9: Experiments with real images.
(a)Input. (b)BFHR. (c)PHR. (d)Pseudo specular-free.
Figure 4.10: Limitation of our method.
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CHAPTER 5
REAL-TIME O(1) BILATERAL FILTERING
5.1 Introduction
Originally introduced by Tomasi and Manduchi [60], bilateral filters are edge pre-
serving operators that have found widespread use in many computer vision and
graphics tasks like tone management [61, 68], denoising [23, 62, 63, 64, 65, 66],
texture editing and relighting [67], demosaicking [69], stylization [70], optical-
flow estimation [71, 72] and stereo matching [3, 12].
Until recently, bilateral filters were too computationally intensive for real-time
applications. Several efficient numerical schemes [61, 62, 73, 74, 75] enable it to
be computed at interactive speed or even video rate using GPU (graphics process-
ing unit) implementation [76]. With the exception of [62], which approximates
the bilateral by filtering subsampled copies of the image, these algorithms do not
scale well since they become more expensive as the filtering window size grows,
which limits their utility in high resolution real-time applications. The algorithm
in [62] actually becomes faster as the size increases due to greater subsampling,
but the exact output is dependent on the phase of subsampling.
It was therefore a significant advance when Porikli [77] demonstrated that bi-
lateral filters can be computed at constant time with respect to filter size for three
types of bilateral filters. (1) Box spatial and arbitrary range kernels. Integral his-
togram is used to avoid the redundant operations and interactive speed is achieved
by quantizing the input image using a small number of bins, thus trading memory
footprint and image quality for speed. For an 8-bit grayscale image, assuming 256
bins are used to compute and store the integral histogram, memory 256× that of
the image is required. The memory could be reduced, but that would also change
single integral histogram computation to be 256 times, which is much slower. (2)
Arbitrary spatial1 and polynomial range kernels. A bilateral filter of this form can
1An IIR O (1) solution needs to be available for the kernel.
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be interpreted as the weighted sum of the spatial filtered responses of the powers
of the original image. No approximation is used in this method. (3) Arbitrary spa-
tial and Gaussian range kernels. Taylor series is used to approximate the Gaussian
range function up to the four order derivatives. However, this method is a bad
approximation for small Gaussian variances.
A new O(1) bilateral filtering method extending Durand and Dorsey’s piecewise-
linear bilateral filtering method [61] is proposed in the chapter. As in [61], I dis-
cretize the image intensities into a number of values, and compute a linear filter
for each such value, the output of which is defined as Principle Bilateral Filtered
Image Component (PBFIC) in this chapter. The final output is then a linear in-
terpolation between the two closest PBFICs. Instead of confining the kernels to
be Gaussian spatial and Gaussian range and using fast Fourier transform (FFT)
for Gaussian convolution, which has cost O(log r) (r is the filter radius), I show
that the discretization method can be directly extended to obtain O(1) bilateral
filtering with arbitrary spatial and arbitrary range kernels assuming that the exact
or approximated spatial filter can be computed at constant time, e.g., box filter-
ing using integral image [78], Gaussian filtering using recursive filtering [79], and
Polynomial filtering using a set of integral images and more as presented in [77].
I also extend the method for O(1) median filtering using integral image.
The contribution of this chapter is a new algorithm for constant time bilateral
filtering with the following advantages over the state of the art [77]:
1. Uniform framework for constant time bilateral filtering with arbitrary spa-
tial and arbitrary range kernels. In [77], only three types of O(1) bilateral
filtering are available.
2. Better Gaussian range function representation. Although the range func-
tion is quantized in our method, it is valid for both low and high variance
Gaussian. The bilateral filtering method with arbitrary spatial and Gaussian
range kernels presented in [77] uses Taylor series approximation, which is
a bad approximation for low variance Gaussian. It is important to note that
many applications require low range variance to preserve edges.
3. More accurate. Our method only quantizes the range function, while in [77],
image intensities are also quantized, resulting in lower accuracy as shown
in Figure 5.1.
4. Faster (10×). Our method can be easily implemented in parallel. On the
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(a) Original. (b) Porikli’s [77] (21.8dB).
(c) Ours (66.2dB). (d) Exact.
Figure 5.1: Robustness to quantization.
NVIDIA Geforce 8800 GTX GPU, I show that given the same output accu-
racy, our method can be about 10× faster on average.
5. Lower memory requirement (2%) enabling processing of high resolution
images/videos. For box spatial bilateral filtering with 8-bit grayscale im-
ages, to obtain the exact bilateral filtering results, our method only requires
about 4× the memory of the image, while [77] requires 256× the image
memory for computing and storing the integral histogram (C implementa-
tion of our method is provided at the author’s homepage [80]).
6. Extension of the O(1) framework for cross/joint bilateral filtering and me-
dian filtering.
The effectiveness of the proposed method is then experimentally verified for a
variety of applications including natural video conferencing, interactive filtering,
image/video abstraction, highlight removal, and multi-focus.
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5.2 O(1) Bilateral Filtering with Arbitrary Spatial and
Arbitrary Range Kernels
A bilateral filter generally contains a spatial and a range filter kernel. Denote x
as a pixel in the image and y as a pixel in the neighborhood N(x) of x: I(x)
and I(y) are the corresponding range values of pixels x and y. The filtered range
value of x is
IB(x) =
∑
y∈N(x)(fS(x,y)·fR(I(x), I(y))·I(y))∑
y∈N(x)(fS(x,y) · fR(I(x), I(y)))
, (5.1)
where fS and fR are the spatial and range filter kernels, respectively. If the range
function is computed based on another image D where the range values of pixels
x and y are D(x) and D(y), the spatial filtered range value of pixel x for image
I is
IBD(x)=
∑
y∈N(x)(fS(x,y)·fR(D(x), D(y))·I(y))∑
y∈N(x)(fS(x,y) · fR(D(x), D(y)))
, (5.2)
and the resulting filter is called a cross (or joint) bilateral filter [68, 81], which
enforces the texture of filtered image IBD to be similar to image D.
5.2.1 Decomposing a Bilateral Filter into Spatial Filters
I review Durand and Dorsey’s piecewise-linear bilateral filtering method in this
section and show that it can be directly extended for O(1) bilateral filtering with
arbitrary spatial and arbitrary range kernels.
In practice, the pixel intensity for an image I(x) is discrete with I(x) ∈ {0, · · · , N−
1}, where N is the total number of grayscale values. Letting I(x) = k, Equation
(5.1) can be expressed as
IB(x) =
∑
y∈N(x)(fS(x,y) · fR(k, I(y)) · I(y))∑
y∈N(x)(fS(x,y) · fR(k, I(y)))
. (5.3)
For every pixel y and every intensity value k ∈ {0, · · · , N − 1}, define
Wk(y) = fR(k, I(y)) (5.4)
and
Jk(y) = Wk(y) · I(y). (5.5)
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Bilateral filtering can then be decomposed into N sets of linear filter responses
JBk (x) =
∑
y∈N(x) fS(x,y)Jk(y)∑
y∈N(x) fS(x,y)Wk(y)
(5.6)
so that
IB(x) = JBI(x)(x), (5.7)
where JBk is defined as Principle Bilateral Filtered Image Component (PBFIC) in
this chapter. In practice, assume only Nˆ out of N PBFIC (k ∈ {L0, · · · , LNˆ−1})
are used, and the intensity of pixel x is I(x) ∈ [Lk, Lk+1], the bilateral filtering
value IB(x) can then be linearly interpolated from JBk (x) and JBk+1(x) as follows:
IB(x) = (Lk+1 − I(x))JBk (x) + (I(x)− Lk)JBk+1(x). (5.8)
Note that the range filter fR is not constrained and any desired filter function can
be chosen, but approximation can be poor if Nˆ is extremely small for some range
filters, e.g., Gaussian filter.
According to Equation (5.4) and (5.5), the noise due to quantization only affects
the range function Wk, and the pixel intensity values of the input image (I(y)
in Equation 5.5) will be preserved. However, both are quantized in the O(1)
bilateral filtering method presented in [77], and thus are less precise. The main
computation of the method is Nˆ × 2 spatial filtering processing according to Eqn.
(5.6). Additionally, in our method, image pixels are processed independently,
allowing for parallel implementation. These are the two main reasons why our
method outperforms the current state of the art [77] for both accuracy and speed.
The main storage required is three memory buffers with the same size as the input
image for images JBk , JBk+1 and Wk. Note that JBk and Jk share the same memory
buffer. Box/Gaussian spatial filtering also requires an additional memory buffer
with the same size as the input image. Hence, the total memory buffer is about 4×
the size of the image memory. However, [77] requires a set of Nˆ image buffers
to store the integral histogram during aggregation. Otherwise, the program will
compute the integral histogram Nˆ times at the cost of speed.
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5.2.2 O(1) Spatial Filtering
As shown in Equation (5.6), bilateral filter with arbitrary spatial and range kernels
can be decomposed into two sets of spatial filters on Jk(y) and Wk(y), respec-
tively. The computation complexity thus depends on the complexity of spatial
filtering. Enabling constant time spatial filtering results in constant time bilateral
filtering with arbitrary range functions.
One of the most popular spatial filters is box filter, which can be easily com-
puted in constant time using integral image [78] or summed area table [82]. An-
other popular spatial filter is Gaussian filter which if implemented in the Fourier
domain is constant in the filter size. However, the discrete FFT and its inverse
have cost O(log r), where r is spatial filter size. Hence, to achieve higher speed, I
used Deriche’s recursive method [79] to approximate Gaussian filtering which is
able to run in constant time and the results are visually very similar to the exact.
Polynomial filtering can also be computed in constant time O(1) using a set of
integral images [77]. More O(1) spatial filters are presented in [77].
5.2.3 O(1) Cross/Joint Bilateral Filtering and Median Filtering
In this section, I show that the decomposition method used for bilateral filter-
ing can be easily extended for cross/joint bilateral filtering and median filtering.
Changing I(y) in Equation (5.4) to D(y) and changing I(x) in Equation (5.7)
and (5.8) to D(x) enables O(1) cross/joint bilateral filtering, which enforces the
texture of filtered image to be similar to image D.
For median filtering, assume
sign(x) =
⎧⎪⎨
⎪⎩
−1 x < 0
0 x = 0
1 x > 0
and the intensity value is also in [0, . . . , N − 1]; the median filtered value IM(x)
of a pixel x can then be expressed as
Mk(x) = |
∑
y∈N(x)
sign(k − I(y))| = |
∑
y∈N(x)
Qk(y)|, (5.9)
IM(x) = argmin
k∈{0,1,...,N−1}
Mk(x), (5.10)
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which shows that median filtering can be separated into two steps: (1) Box fil-
tering is applied to a set of N images Qk computed based on current intensity
possibility k and the original image I . The absolute value of the box filtering
results is computed as images Mk. (2) For each pixel, the intensity hypothesis
k ∈ {0, 1, . . . , N − 1} corresponding to the minimum pixel values of the images
Mk is selected as correct. The box filtering in the first step depends on the filter
size, but as shown in Section 5.2.2, it can be computed in constant time.
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(a) Original image. (b) PSNR accuracy.
Figure 5.2: Effect of quantization on image quality.
5.3 Experimental Results
This section reports experimental results supporting our claims that our method
advanced the state of the art. Like [77], I use the peak signal-to-noise ratio (PSNR)
to evaluate numerical accuracy. For two intensity images I , J ∈ [0, 1], this ratio is
defined as 10 log10((h ·w)/
∑
x |I(x)−J(x)|2), where h and w are the height and
width of image I and J , and x is one of the pixels. It is assumed [62] the PSNR
values above 40 dB often correspond to almost invisible differences.
Using Figure 5.2(a) as input image, the PSNR values for bilateral filtering with
box spatial and Gaussian range (fR(I(x), I(y)) = exp(− (I(x)−I(y))22σ2R )/
√
2πσ2R)
kernels are presented in Figure 5.2(b) with respect to the number of PBFICs
(bins) used. Figure 5.2 shows that our method is more accurate than Porikli’s
method [77] using both small and large range kernel variances. Also note that
for our method, larger range variance results in much higher accuracy with fewer
PBFICs, as the range function (Equation (5.4)) is more flat, and quantization in-
troduces less noise. However, Porikli’s method also quantizes the original image.
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(a)Porikli’s method. (b)Our method. (c)Exact.
(d)Porikli’s method. (e)Our method. (f)Exact.
Figure 5.3: Performance under extreme quantization.
The improvement is thus much smaller. The filtered images with σ2R = 0.012 and
σ2R = 0.12 using Porikli’s method and our method are provided in Figure 5.3. As
can be seen, our results are visually very similar to the exact even using very small
number of PBFICs. To achieve acceptable PSNR value (> 40 dB) for variance
σ2R ∈ [0.006, 0.12], our method generally requires 2 to 8 PBFICs, and the running
time is about 3.7 ms to 15 ms for a 1 MB image. To achieve acceptable quality,
Porikli’s method requires a 16-bin integral histogram, and the total running time
for constructing the integral histogram and computing the response for any given
spatial filter size is about 75 ms; thus, our method is about 10× faster on average.
Also, our method is less memory-consuming. Only twice the memory of the orig-
inal image is required by our method regardless of the number of PBFICs used.
However, to obtain the same quality as exact, Porikli’s method computes integral
histogram using a total of 256 bins for an 8-bit grayscale image. Hence, 256× the
image memory is required. The heavy memory consumption can be avoided by
repeatedly computing the integral histogram for every possible intensity value but
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at the cost of speed.
1 2 3 4 5 6 710
20
30
40
50 Bilateral: Gaussian Spatial & Gaussian Range
log2(Number of PBFICs/Bins)
PS
NR
 (d
B)
 
 σR
2
=0.006
σR
2
=0.006
σR
2
=0.012
σR
2
=0.012
σR
2
=0.06
σR
2
=0.06
σR
2
=0.12
σR
2
=0.12
PSNR=40dB
Figure 5.4: PSNR accuracy with respect to the number of PBFICs (bins) used.
Figure 5.4 presents the PSNR values of bilateral filtering with Gaussian spatial
(fS(x,y) = exp(− ||x,y||22σ2S )/
√
2πσ2S) and Gaussian range kernels for the original
image presented in Figure 5.3(a). Range variances ranging from 0.006 to 0.12 are
tested. Obviously, Porikli’s method (blue lines) fails for small range variances due
to Gaussian approximation using Taylor series expansion. However, our method
(pink curves) is valid for both small and large range variances. The corresponding
filtered images are provided in Figure 5.5. For a typical 1 MB image, Porikli’s
method runs at about 0.35 seconds. Our GPU implementation runs at about 30
frames per second using 8 PBFICs (computational complexity of recursive Gaus-
sian filtering is about twice that of the box filtering), which is above the accept-
able threshold (> 40 dB) as shown in Figure 5.4. Hence, our method is about 10×
faster than Porikli’s method. The memory requirement is similar for both methods
since neither depends on the number of PBFICs (bins) used. Finally, experimental
results on cross/joint bilateral filtering and median filtering are presented in Figure
5.6 and Figure 5.7.
5.4 Applications
In this section I demonstrate the usefulness of the constant time bilateral filtering
operation for a variety of applications.
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(a)Porikli’s method. (b)Our method. (c)Exact.
(d)Porikli’s method. (e)Our method. (f)Exact.
Figure 5.5: Bilateral filtering with Gaussian spatial and Gaussian range kernels.
5.4.1 Natural Video Conferencing
In modern video conference systems, e.g., Halo [83], the existing product line
uses very high quality SD cameras that deliver natural, life-like images of meet-
ing participants. With HD cameras and displays, even as they deliver additional
sharpness, many unwanted details like wrinkles may also be amplified, resulting
in images that may not be as pleasing as the SD images in today’s product line.
The constant time bilateral filtering method proposed provides a way to retain the
salient features in HD images while removing unwanted details and noise. Fig-
ure 5.8 shows the result of applying our O(1) bilateral filter to a portrait. The
filtered result in Figure 5.8 (b) clearly preserves salient features while removing
wrinkles. Linearly blending the original image with the filtered result produces
Figure 5.8 (c), which is natural and realistic. The amount of blending can also be
controlled in real time to deliver the most desirable output.
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(a) Non-Flash. (b) Flash.
(c) Filtered (47.9 dB). (d) Filtered (Exact).
Figure 5.6: Joint bilateral filtering with box spatial (filter size: 51× 51) and
Gaussian range (σ2R = 0.006) kernels.
(a) Original image (b) Median filtering
Figure 5.7: O(1) median filtering. (a) is the original image and (b) is our median
filtering result which is the same as exact.
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(a) Original. (b) Filtered. (c) Blend.
Figure 5.8: Natural video conferencing.
(a) Intermediate. (b) Intermediate. (c) Final.
Figure 5.9: Local bilateral filtering.
5.4.2 Interactive Filtering
As shown in Figure 5.8 (b), full automatic/global bilateral filtering removes un-
wanted details, e.g., wrinkles. Unfortunately, some interesting details, e.g., hair,
are lost. A human-guided local bilateral filtering method is then developed. The
user is provided with a virtual brush. Filtering is applied locally to the regions
where the brush passes by. The edge-preserving property guarantees a natural
look after local filtering and the real-time speed enables human-compute interac-
tion. Intermediate results are presented in Figure 5.9 (a) and (b), and the final
result in Figure 5.9 (c).
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5.4.3 Other Applications
Bilateral filtering and cross/joint bilateral filtering can also be used for image/video
abstraction [70], highlight removal and multi-focus. Experimental results using
our O(1) bilateral filtering method are presented in Figure 5.10, 5.11 and 5.12,
respectively.
(a) Original (512×384). (b) Abstracted.
Figure 5.10: Image/video abstraction.
(a) Original. (b) Specular. (c) Diffuse.
Figure 5.11: Highlight removal.
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(a) Focus 1. (b) Focus 2.
(c) Focus 2. (d) Multi-Focus.
Figure 5.12: Multi-focus.
5.5 Discussion
A uniform framework enabling real-time O(1) bilateral filtering with arbitrary
spatial and arbitrary range kernels and parallel implementation is presented in
the chapter. Experimental results show that our method outperforms the state of
the art [77] for accuracy, speed and memory consumption. For bilateral filter with
arbitrary spatial and Gaussian range kernels, our method works for both small and
large range variances, while the method presented in [77] is invalid for small vari-
ances due to Taylor series approximation. Our framework can be easily extended
for O(1) cross/joint bilateral filtering and median filtering. Experimental results
on a variety of applications verify the effectiveness of the proposed method.
In the future, I plan to implement the proposed method with NVIDIA Geforce
9800GX2 GPU, which has twice the texture fill rate as the 8800GTX GPU used
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in the chapter, and has the potential to double the speed reported. Meanwhile, [61]
demonstrated that it is safe to use a downsampled version of the image except for
the final interpolation (Eqn. 5.8). There is not any visible artifact up to downsam-
pling factor of 10 to 25. I plan to implement this method which has the potential
to improve the speed more than 10×.
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CHAPTER 6
SVM FOR EDGE-PRESERVING
FILTERING
6.1 Introduction
The objective of bilateral filtering is to smooth images. It is done by replacing
the intensity (color) value of a pixel by the average of the values of other pixels
weighted by their spatial distance and intensity similarity to the original pixel.
Zucker et al. [84] used this idea by identifying similar pixels by first detecting
edges. They iteratively replaced the intensity of a pixel by the average of all
the pixels in a small (3 × 3) neighborhood, and on the same side of the edge as
the pixel itself. Davis and Rosenfeld [85] identified similar pixels differently by
choosing, from the nine pixels in the neighborhood, those six that are closest in
intensity to the original pixel, and used their median to obtain the smoothed value.
Ahuja [18] proposed a transform to compute the net similarity between a pixel and
all other pixels in the image, as well as the direction in which the largest number
of a pixel’s most similar pixels are located. The latter was captured by computing
a force vector at the pixel. Tabb and Ahuja [86] presented a detailed algorithm
for multiscale image segmentation using the force transform and demonstrated
the performance advantages of the similarity measure incorporated in the force
transform. Tomasi and Manduchi [60] used the same definition of similarity as
proposed by Ahuja [18] and used it for image smoothing. They replaced pixel
values with similarity-weighted averages and called it bilateral filtering. Other
than image smoothing and segmentation, bilateral filtering has found many other
applications including denoising [23, 63, 64, 65, 66], texture editing and relighting
[67], tone management [61, 68], demosaicking [69], stylization [70], optical-flow
estimation [71, 72], and stereo matching [3, 12, 87, 88].
Bilateral filter is known to be computationally intensive. Recently, several
methods [61, 73, 74, 75] have enabled it to be computed at either O(r) or O(log(r))
runtime in the radius of the filter r. By filtering on the down-sampled image, Paris
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and Durand [62] prove that the runtime of Durand and Dorsey’s method [61] de-
creases as the filter size increases because the down-sampling factor can be in-
creased without significantly impacting the accuracy of the result. This method is
relatively slow when the filter size is small. Chen et al. [76] later show that the
GPU implementation of [61] can achieve video rate.
Two O(1) bilateral filtering methods have been proposed recently. Porikli [77]
presents three types of O(1) bilateral filters. (1) Box spatial and arbitrary range
kernels. The problem with this method is that the spatial variances are not taken
into account. Box-like artifacts may appear due to the imperfect frequency re-
sponse of the spatial box filter. (2) Arbitrary spatial and polynomial range kernels.
This method has not yet been demonstrated to be useful in practice due to poor
edge preservation. (3) Arbitrary spatial and Gaussian range kernels. Taylor series
is used to approximate the Gaussian range function up to the fourth order deriva-
tives. However, this method is invalid for small Gaussian variances due to the
limited approximation. In this chapter, I only compare the third method proposed
in [77] since Gaussian range function is typically used in the literature. Yang et al.
[56] show that using recursive Gaussian [79], Durand and Dorsey’s method [61]
takes constant time by decomposing bilateral filter into a number of constant time
spatial filters (defined as Principle Bilateral Filtered Image Component (PBFIC)
in the chapter). An O(1) median filtering method is proposed based on the O(1)
bilateral filter in the chapter. The computational complexity of the bilateral filter
is independent of the filter size but depends on the number of PBFICs used. The
smaller the range variance value, the more PBFICs required, and the slower the
method.
In this chapter, I model the bilateral filtering problem as a vector-mapping ap-
proximation and solve it using SVM regression. To our knowledge, this is the
first learning-based bilateral filtering method. There are two steps involved in our
method: training and predicting. The training step is processed off-line, in which
an original image and the corresponding bilateral filtered image are used as input.
I first apply Gaussian smoothing to the exponentiation (including exponent=0) of
the original image. For each pixel, a corresponding feature vector is then con-
structed using the exponentiation of the image, the Gaussian filtered responses,
and their products. The target value of the feature vector is the corresponding
pixel value in the bilateral filtered image. The prediction step is processed on-line
using the model produced in the training step. Each pixel is processed indepen-
dently, which enables parallel implementation. The computational complexity of
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the prediction step is invariant to the filter kernel size; i.e., it is O(1) or constant
time.
Compared with the other two O(1) bilateral filtering methods [77, 56] , our
method has the following advantages:
1. Most of the bilateral filter based applications require edge-preserving filter-
ing in which low range variance Gaussian is indispensable. However, [77]
is invalid for low range variance, and the runtime of [56] increases as the
range variance decreases. Our method is valid for both high and low range
variances and the runtime is independent of the range variance value.
2. Traditional bilateral filtering methods use the same range variance value
across the image while our method can smooth the image in constant time
with varying range variance values for every pixel. Based on this property,
I propose a new bilateral filtering method (Section 6.2.1) avoiding the over-
smoothing or under-smoothing artifacts in traditional bilateral filters.
3. To our knowledge, our method is the most efficient O(1) bilateral filter-
ing method yet developed. For a 1 MB grayscale image, the speed of our
GPU implementation is about 473 frames per second on an Nvidia Geforce
8800GTX GPU. The computational complexity of our method is about half
of [77]. The method in [56] exhibits quantization artifacts for low range
variance Gaussian with the same computation complexity.
Additionally, I quantitatively evaluate our method and the other two O(1) meth-
ods presented in [56] and [77] using 3638 images from six categories [89] (Section
6.3) and 485 images from two video sequences [90] (Section 6.4). This is different
from the evaluation in [56] and [77], in which only a couple of images are tested. I
believe that such a careful comparison should be clarified to the community since
bilateral filtering has so many applications.
6.2 Approach
In this section, I present the details of our learning-based bilateral filtering method.
The bilateral filter is a normalized convolution in which the weighting for each
pixel q is determined by the spatial distance from the center pixel p, as well as
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its relative difference in intensity. Let Ip be the intensity at pixel p and Jp be the
filtered value,
Jp =
∑
q∈Ω
F(p, q)G(Ip, Iq)Iq/
∑
q∈Ω
F(p, q)G(Ip, Iq). (6.1)
The spatial and range weighting functions F and G are often Gaussian in the
literature [18, 60, 61]
F(p, q) = exp(−(p− q)2/(2σ2S)), (6.2)
G(Ip, Iq) = exp(−(Ip − Iq)2/(2σ2R)), (6.3)
where σS and σR are the spatial and range variances, respectively. In this chapter,
I also confine the two weighting functions to be Gaussian.
Figure 6.1 (b) shows the bilateral filtering result J of the original image I in (a),
while (c) is obtained by setting the range weighting function G to be a constant,
which is the Gaussian spatial filtered response G(I) of the original image I in (a).
Image (e) is obtained by combining (a) and (c) using the blending map B in (d);
that is,
JBp = Bp · Ip + (1− Bp) ·G(I)p, (6.4)
where p is a pixel in the image. As can be seen, the noise in (a) is greatly re-
duced in both (b) and (e) while the intensity edges are well-preserved. The PSNR
[62] value computed from (b) and (e) is 45 dB, which demonstrates that (b) and
(e) are numerically similar to each other (PNSR> 40 dB often corresponds to
almost invisible differences as suggested in [62]). This experiment shows that
image blending with a carefully designed blending map can be used to approxi-
mate bilateral filtering for simple scenes, and the blending process can be treated
as a vector mapping process which maps a 2-dimentional vector [Ip, G(I)p]T to a
target value JBp .
However, for more complex scenes, for instance, the portrait in Figure 6.2 (a), it
is hard to find a good blending map. Additionally, a simple combination between
the original image (a) and the corresponding Gaussian filtered image (b) may not
fit the bilateral filtered response correctly.
In this chapter, I also use the Gaussian filtered responses of the exponentiation
(powers of pixel-wise intensities in the image) of the original image as shown
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(a) Original: I . (b) BF: J . (c) G(I).
(d) B. Map: B. (e) Blended: JB .
Figure 6.1: Bilateral filtering and image blending.
from Figure 6.2 (b) to (e).1 Similar to the image blending problem which can
be cast as a 2D vector-mapping problem, I formulate the new problem as an N-
dimensional vector-mapping problem. That is, from each pixel, an N-dimensional
vector comprised of the values of exponentiation of the original image, the corre-
sponding Gaussian filtered responses (as shown in Figure 6.2 (b) to (e)), and their
products is obtained. Assuming that the exponent is up to n, N = (n+1)2−1. For
instance, assuming n = 2, the feature vector of pixel p is an 8-dimensional vec-
tor: xp = [Ip, I2p , G(I)p, G(I
2)p, IpG(I)p, I
2
pG(I)p, IpG(I
2)p, I
2
pG(I
2)p]
T
. The
N-dimensional feature vector is then mapped to the bilateral filtered value. In
this chapter, the RN to R1 mapping is denoted M, that is: RN M−→ R1. In prac-
tice, the mapping function M is unknown. In this chapter, I learn a robust map-
ping function from -Support Vector Regression [91]. Given a set of data points,
{(x1, z1); · · · ; (xl, zl)}, such that xp ∈ RN is an input and zp ∈ R1 is a target
output, the standard form of support vector regression [91] is used to solve the
1The use of the powers of the image intensity is based on Taylor expansion approximation
presented in [77].
72
following optimization problem:
minw,b,ξ,ξ∗ 0.5w
T w + C
∑l
p=1(ξp + ξ
∗
p)
subject to wTφ(xp) + b− zp ≤  + ξp
zp − wTφ(xp)− b ≤  + ξ∗p
ξp, ξ
∗
p ≥ 0, p = 1, · · · , l.
where ξp and ξ∗p are slack variables that control the upper error bound, and C
is a constant penalty factor to penalize data points (xp, zp) that do not satisfy
wTφ(xp) + b− zp ≤ . Predictions within the error bound  of the true target are
not penalized. For all our experiments, C = 10 and  = 0.05, and the SVM-library
[92] implementation with linear basis function kernels are used for the purpose of
speed.
(a) Original: I . (b) G(I). (c) G(I2).
(d) G(I3). (e) G(I4).
Figure 6.2: Visual comparison of Gaussian filtered responses of the
exponentiation of the original image.
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6.2.1 O(1) Bilateral Filter with Non-Uniform Range Variance
Traditional bilateral filtering methods depend on two fixed parameters (spatial
and range variances: σS and σR) that indicate the size of the filter and the contrast
of the features to preserve. However, fixing range variance σR results in either
under-smoothing or over-smoothing artifacts as shown in Figure 6.3 (a) and (b),
respectively. As can be seen, the unwanted wrinkles are not removed in (a) while
the details around lip, eyes, and hair are lost in (b). Unlike previous methods,
I fix the spatial variance σS but use varying range variance value σR for each
pixel. I normalize the Gaussian filtered response of original image (Figure 6.2
(b)), such that the maximum value is a pre-defined value, and then use it as the
range variance map. Note that our method is capable of filtering the image in
constant time with non-uniform range variance values across the image by training
different SVMs for each desired σR; thus it can be directly integrated with range
variance map for non-uniform edge-preserving smoothing. The filtered image
using our method with range variance σR ∈ [0.01, 0.30] is presented in Figure
6.3 (c). That is, a total of 30 SVR functions corresponding to 30 σR values were
trained, and at each pixel location, one of these SVR functions will be selected
and used. It is apparent that, using our method, the wrinkles around the eyes are
removed and the details of the lip, eyes, and hair are preserved.
(a) Exact BF (σR = 0.05). (b) Exact BF (σR = 0.3). (c) Our method.
Figure 6.3: O(1) bilateral filter with non-uniform range variance.
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6.2.2 Computational Complexity
The main computation involved in our method is the Gaussian filtering of the
exponentiation of the original image. Figure 6.4 presents the numerical analysis
of the behavior of our method with exponents from 2 to 5 w.r.t. the range variance
using PSNR value. Figure 6.2 (a) is used as the training and testing image. For
exponents less than 5, the computational complexity of our method is about half
that of Porikli’s method [77] with Taylor series approximation up to the third
derivative, because at most four-pass Gaussian filtering of the exponentiation of
the original image (exponent equal to 2 to 5) is required in our method, but seven
passes are required in [77]. The computational complexity of the method in [56]
is linearly related to the number of PBFICs used. The method in [56] can be as
efficient as ours if only two PBFICs (requiring four-pass Gaussian filtering) are
used. However, using only two PBFICs results in visible quantization artifacts as
will be shown in Sections 6.3 and 6.4.
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Figure 6.4: Quantitative evaluation of our method with exponents from 2 to 5
w.r.t. the range variance using PSNR value.
6.3 Experiments
In this section, I quantitatively compare our learning-based bilateral filtering method
with the exact bilateral filtering using the Caltech dataset [89]. All the experi-
ments conducted in this section and Section 6.4 use uniform range variance value
for standard comparison. A model is first obtained via SVM training using one
of the 450 images in the background category in [89], and then tested on a total
of 3638 images from six categories in [89]. The mean PSNR values for differ-
ent categories in [89] are presented in Figure 6.5. As discussed in Section 6.2.2,
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(a) Background data set. (b) Faces data set.
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(c) Airplanes data set. (d) Leaves data set.
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(e) Motorcycles data set. (f) Cars data set.
Figure 6.5: PSNR accuracy w.r.t. the range variance for the Caltech data sets.
up to the 3rd derivative Taylor series expansion is used for Porikli’s method [77]
and two PBFICs are used for Yang’s method [56]. As can be seen in Figure 6.5,
our method outperforms the other methods for low range variance values, where
Porikli’s method is invalid and Yang’s method has quantization errors. For high
range variance values, Gaussian filtered responses (orange curves) are very similar
to bilateral filtered responses, which degrades the importance of all O(1) bilateral
filtering methods. Note that the accuracy of our method generally increases as the
exponent increases. However, for exponents up to 5, our method has the over-
fitting problem for the motorcycles and cars categories as shown in the red curves
in Figure 6.5 (e) and (f). The sensitivity of our method to the choice of training
image is relatively low, as proved in Figure 6.5. The same training image is used
for six different categories of data sets containing 3638 different images. The blue
curves in (d)-(f) show that the PSNR accuracy of our method with exponent = 4
is generally larger than 40 dB. It is assumed [62] the PSNR values above 40 dB
often corresponds to almost invisible differences. The PSNR values in (a)-(c) are
lower than those in (d)-(f) but still lager than 37 dB.
Note that it is safe to use a down-sampled version of the original image for
computing the Gaussian filtered responses of its powers with almost no quality
loss if both down-sampled versions are used for training and predicting. All the
experiments presented in the chapter use nearest-neighbor down-sampling. The
running time for the CPU and GPU implementations of all the O(1) methods are
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presented in Table 6.1. Note that for a 1 MB image, the speed of our fastest GPU
implementation is about 473 frames per second on an Nvidia Geforce 8800GTX
GPU, which is much faster than recursive Gaussian (122 fps), as can be seen in
Table 6.1. For the GPU implementations of our method and the recursive Gaussian
filtering, 32-bit floating point textures and global memory are used.
Table 6.1: Quantitative comparison of the speed (frame per second) of the O(1)
bilateral filtering methods.
Recursive Porikli Yang Ours, exponent=
Gaussian [77] [56] 2 3 4 5
CPU 5 3 1 12 8 4 3
GPU 122 NA 120 473 308 222 166
6.4 Natural Video Conferencing
As shown in [56], edge-preserving-smoothing methods provide a way to retain
the salient features in HD images while removing unwanted details and noise for
modern video conference systems, e.g., Halo [83]. Our method is especially suit-
able for this application. As shown in Figure 6.4, if the testing image is the same
as the training image, there is no visible difference between the results obtained
using our method and exact bilateral filter. For this application, the training step
is processed at the beginning of the conference; that is, the first frame will be used
for training. The model obtained is then used to smooth the rest of the video. Be-
cause during a video conference, the content of the video streams will not change
dramatically, the filtering results using our method and the exact bilateral filter are
very similar, as shown in Figure 6.6. The visual evaluation is presented in Figure
6.7. The spatial variance σS is 0.03 and the range variance σR is 0.15 in this exper-
iment. But of course, the purpose of the filtering is edge-preserving smoothing,
not obtaining exact response, as in bilateral filtering.
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(a) IU data set. (b) MS data set.
Figure 6.6: PSNR accuracy w.r.t. the range variance for two of Microsoft i2i
video sequences.
(a)
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(c)
(d)
(e)
(f)
Figure 6.7: Visual comparison of the O(1) bilateral filtering methods.
6.5 Discussion
This chapter describes a new O(1) edge-preserving-smoothing method. To the
best of our knowledge, it is the first learning-based method, and the most effi-
cient method reported so far. Our method overcomes the common difficulties
encountered in the previous O(1) methods, for instance, either invalidity for low
range variance Gaussian or computational time dependent on the range variance
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value. Additionally, I propose a new bilateral filtering method avoiding the over-
smoothing or under-smoothing artifacts in traditional bilateral filters by allowing
varying range variance values crossing the image. I show that our learning-based
filtering method can be directly adapted to the new bilateral filtering method since
its computational complexity is independent of the range variance value.
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CHAPTER 7
CONSTANT-SPACE BELIEF
PROPAGATION
7.1 Introduction
Stereo vision is becoming more and more mature, especially because of publicly
available performance testing such as the Middlebury benchmark [93], which al-
lows researchers to compare their algorithms against all the state-of-the-art algo-
rithms. The available benchmark suggests that global energy optimization meth-
ods such as belief propagation (BP) [5, 6] are essential to the state-of-the-art al-
gorithms [12, 94, 95].
The BP algorithm works by passing messages around the graph defined by the
four-connected image grid. Until recently, BP was too computationally intensive
for real-time applications even for low resolution images and small number of
disparity levels. Letting N be the image size, L be the number of disparity lev-
els, and T be the number of iterations, the computational complexity is originally
O(4TNL2) = O(TNL2) [6]. Felzenszwalb and Huttenlocher [96] show that the
complexity of BP can be reduced to O(TNL) using the minimum convolution
method. In addition, [96] hierarchically estimates the messages, and speeds up
convergence of the original BP problem. Yang et al. [97] also propose a fast-
converging BP method with computational complexity sub-linear to T by updat-
ing only the messages of the non-converging pixels. Additionally, [97] shows that
the GPU implementation of the Hierarchically BP (HBP) method [96] can achieve
near video rate (16 fps) with low resolution images (320×240) and small number
of disparity levels (16).
Besides the slow speed, BP is also known to be memory intensive, which makes
it difficult to match the data rates of the state-of-the-art cameras which can provide
high-resolution stereo image pairs at video rate. For instance, the Bumblebee XB3
camera [22] can capture stereo pairs with resolution 1280 × 960 and more than
400 disparities at 16 FPS. A standard four-connected BP algorithm requires at
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least 4NL variables to store all the messages and NL for the data cost. If stored
using 16-bit integers, a BP-based algorithm will required at least 4.6 GB RAM for
such a stereo pair, which makes it impractical to run on ordinary computers.
Several methods have been proposed recently to reduce the memory require-
ment of standard BP, but mostly at the cost of increasing the running time of either
message updating [98] or data cost computation [99, 100]. Additionally, most of
them only reduce the memory for storing the messages [98, 99]. For standard BP,
the memory used to store the data cost is about 1/4 (or 1/3 for HBP) of that used
for messages, which is still too large for high-resolution images. One exception
is the method presented in [100]. Instead of storing the data cost, the data cost is
re-computed whenever it is needed.
Yu et al. [98] study the feasibility of applying compression techniques to the
messages in the BP algorithm to improve the memory efficiency. This method
can reduce the memory cost to 12.5% for floating point precision or 30 − 50%
for 8-bit integer precision. However, the sequential compression and decompres-
sion operations would slow the system. Yu et al. also present an envelope point
transform (EPT) based method. An extra pass of standard BP is required as a
pre-processing step in this technique, which makes it slower than standard BP.
This EPT method is invalid for parallel implementation because a sharing buffer
is used to update the messages at every pixel. Instead of treating the messages as
generic data, Wang et al. [99] preserve only a plausible subset of search space
derived from the results of stereo estimates based on joint bilateral filtering [101].
The problem is that this joint bilateral filtering stereo matching method is slower
than standard BP, which slows the system. Additionally, this method is invalid
for parallel implementation. Liang et al. [100] split the MRF into many tiles and
perform BP within each one. Global optimality can be preserved by storing the
outgoing boundary messages of a tile and using them when performing BP in the
neighboring tiles. This method can reduce the memory used to store the data cost.
However, the data cost needs to be recomputed in each iteration and for each spa-
tial resolution level (if hierarchical implementation is used). The methods in [98],
[99] and [100] essentially sacrifice speed for memory efficiency. None of them
can improve the computational complexity of standard BP. Besides, the memory
complexity of these methods is still O(L), although they do reduce the memory
cost while maintaining comparable accuracy.
Here, I describe a constant space O(1) BP (CSBP) method. The memory cost
(including data cost) of our method is invariant to the number of disparity levels
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L. In addition, the runtime of our method is also invariant to L if the computation
of data cost is not taken into account. To our knowledge, the presented method is
the most efficient BP yet developed. This means that it will perform increasingly
better as the number of disparity levelsL increases. Given the trend toward higher-
resolution images and wide-baseline stereo vision [102, 103], and consequently a
larger number of disparity levels, stereo matching using BP for large L that is as
efficient as for small L makes the described algorithm future-proof.
Unlike previous memory reduction methods which focus on the original spatial
resolution, I hierarchically reduce the disparity range to be searched. As con-
cluded in [98], only a small number of disparity levels and the corresponding
message values at each pixel (e.g., 2 for the Teddy data set [93]) are needed to
losslessly reconstruct the BP messages. However, there is no efficient way to
compute these disparity levels. Instead of correctly locating these disparity levels,
I hierarchically reduce the disparity label set as the spatial resolution increases.
This method is very efficient as the number of messages at a coarser level is much
smaller than that at the original level; thus, the computation is very cheap even
with large number of disparity levels. If I fix the number of disparity levels at the
original spatial resolution to be a constant, and repeatedly double it as the spatial
resolution decreases, the memory cost of the algorithm is O(1), which is linear
in the image resolution and independent of L. Our experiments conducted using
the Middlebury data sets [93] show that over 99% of pixels with correct dispar-
ity values are preserved by our method on average when the number of disparity
levels at the original spatial resolution is set to 2. Using this parameter setting,
our memory requirement drops linearly from 3.8% of the standard HBP to 0.7%
(including the storage of the data cost), as L increases from 50 to 300. Unlike
previous methods, ours is also computationally efficient. Compared with standard
HBP, the speedup factor is 6− 30 or 4.2− 13.4 if the computation of the data cost
is included. Also, our algorithm lends itself to a parallel implementation. Our
GPU implementation (NVIDIA Geforce 8800GTX) is about 10× faster than our
CPU implementation, making it the first real-time belief propagation algorithm
for wide-baseline stereo matching on standard hardware that I know of. Figure
7.1 visually compares our method with standard HBP, where (c) and (d) are dis-
parity maps obtained using standard HBP and our method, respectively. Note that
there are very few noticeable differences between (c) and (d).
The limitation of our method is that it is generally less accurate than standard
HBP around depth discontinuities. To solve this problem, I propose a joint bilat-
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(a) Reference image. (b) Ground truth.
(c) Standard HBP. (d) Ours.
Figure 7.1: Visual evaluation on Cloth3 data set.
eral filtering based post-processing method. The computation complexity of this
method is invariant to L. Besides, there is no additional memory requirement.
7.2 Hierarchical Belief Propagation
In this section, I briefly review the max-product BP algorithm [104] I have adopted.
The max-product BP algorithm works by passing messages around the graph de-
fined by the four-connected image grid. Each message is a vector of dimension
given by the number of possible labels L, and at each iteration, the new messages
are computed as follows:
M tX,Y(d) = argmin
dX
(ED,X(dX) +
∑
s∈N(X),X=Y
M t−1s,X (dX) + h(dX, d)), (7.1)
where M tX,Y is the message vector passed from pixel X to one of its neighbors
Y, ED,X is the data term of pixel X, and h(dX, d) is the jump cost. d is the label
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that minimizes the total energy for pixel X, which contains the data term and the
smoothness term
EX(d) = ED,X(d) + ES,X(d) = ED,X(d) +
∑
Y∈N(X)
MY,X(d). (7.2)
The common cost functions for the jump cost h(dX, d) are based on the degree
of difference between labels. In order to allow for discontinuities, the truncated
linear model is commonly adopted
h(dX, d) = ρ ·min(| dX − d |, η), (7.3)
where ρ is a scalar constant and η is a constant controlling when the cost stops
increasing. Equation (7.3) is defined under the assumption of piecewise-smooth
surfaces. Let L be the number of disparity levels. In this chapter, I set η = L/8
and ρ = 10.
The global energy is observed empirically to converge after a certain number
of iterations.1 Finally, the label d that minimizes EX(d) individually at each pixel
is selected.
This standard BP algorithm is too slow to be practical. Felzenszwalb [96]
proposed a hierarchical algorithm which runs much faster than the previous al-
gorithms while maintaining comparable accuracy. The main difference between
HBP and standard BP is that HBP works in a coarse-to-fine manner. The basic
steps are: (a) initialize the messages at the coarsest level to all zeros, (b) apply
BP at the coarsest level to iteratively refine the messages, (c) use refined messages
from the coarser level to initialize the messages for the next level. Specifically, if
X is a pixel at a coarser level, and its corresponding pixels at the finer level are
X′i, i ∈ [1, 4] as shown in Figure 7.2, then
ED,X =
∑
i∈[1,4]
ED,X′i, (7.4)
MX′i,Y′i,j = MX,Yj , i, j ∈ [1, 4], (7.5)
where Y ′i,j are the four neighbors of pixel X′i, and Yj are the corresponding four
neighbors of pixel X. For instance, assuming Y ′i,j is the upper pixel of X′i, then
Yj is also the upper pixel ofX. Hence the number of messages at the finer lever is
1Loopy BP is not guaranteed to converge.
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Figure 7.2: Illustration of two levels in the coarse-to-fine method.
four times that at the coarser level. As a result, the messages will be hierarchically
refined while the data term stays unchanged, since the data term for the coarser
level is the sum of the corresponding four data terms of the finer level as in Eqn.
(7.4). Finally, the refined messages and the data term are used to compute the total
energy in Eqn. (7.2).
Two main parameters S and T define the behavior of this HBP algorithm, S is
the number of levels and T is the number of iterations at each level. In the chapter,
I experimentally choose S = 5 and T = 5.
7.3 Constant-Space Belief Propagation (CSBP)
I first give a detailed description of our constant-space algorithm in Section 7.3.1,
then analyze the complexity in Section 7.3.2 and conclude that the memory re-
quired by our algorithm is linear in the image resolution but independent of the
maximum disparity L. If the computation of the data term is excluded, the run-
ning time of the algorithm is also independent of L. I next evaluate the accuracy
of our method by comparing it with standard HBP in Section 7.3.3, and discuss
the limitations of our method in Section 7.3.4. I finally present an efficient post-
processing method to improve the reconstruction quality in Section 7.3.5.
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7.3.1 Detailed Algorithm
Our approach is inspired by the conclusion in [98] that, on average, only a small
number of disparity levels and the corresponding message values are needed at
each pixel (e.g., 2 for the Teddy [93] data set) to losslessly reconstruct the BP
messages. This suggests that the message updating step involves much redundant
computation. It is computationally expensive to estimate the disparity levels as an
extra pass of standard BP will be required. Additionally, the number of required
disparity levels will be different from pixel to pixel. As a result, the method
presented in [98] is slower than standard BP, and can only reduce the memory
cost of BP to about 12.5%.
In our approach, the problem is solved in another manner. I perform BP in a
coarse-to-fine manner similar to [96] as presented in Section 7.2. The messages
are updated at each level, and then propagated to the finer level and refined there.
However, from the conclusion in [98], I know that only a few disparity levels
are required. As result, I not only apply the coarse-to-fine scheme to the spatial
domain, but also to the depth domain. Specifically, I gradually reduce the number
of disparity levels as the messages propagate from coarsest level to original level.
Our CSBP approach is summarized in Alg. 2, which is the same as standard
HBP except for steps 1, 2, 8, 9 and 10. Steps 1 and 8 show that unlike stan-
dard HBP, where the data term is computed once and stored hierarchically, our
method re-computes the data term at each level (but not for each iteration). The
disadvantage of our data cost computation method is that there is redundant com-
putation and the speed is a bit slower (9/8, as described in Section 7.3.2) than
standard HBP. However, the advantage is that the required memory for storing the
data term will not depend on the maximum disparity L. This advantage is very
important for high-resolution images and wide-baseline stereo matching. For a
1280× 960 image pair with 400 disparities, standard HBP requires about 1.5 GB
RAM to store the data term, which is a big cost for ordinary computers and im-
practical for embedded systems. Step 9 in Alg. 2 is also different from standard
HBP where the energy is computed only once at the fine level. Steps 2 and 10
show that unlike standard HBP where the number of disparity levels is the same
for every spatial resolution, our method gradually reduces the number of dispar-
ity levels as the spatial resolution increases. Recall that BP works by looking for
fixed points of the message update rule. Intuitively, the closer the messages are
to the fixed points, the fewer the required disparity levels. In the extreme case, if
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the messages are the same as the fixed points, then only a single disparity level
is needed for each pixel, and it is the estimated disparity value. Thus the intu-
ition of reducing the search range hierarchically is based on the behavior of HBP,
which updates messages hierarchically, and refines the messages to approach the
fix points.
Algorithm 2 Constant-Space Belief Propagation
1: Compute the data term ED at the coarsest level (level S − 1): O(NL).
2: Only kS−1 smallest data costs are selected and passed to the step 5 at each
pixel. The other data costs and the corresponding disparity levels are treated
as outliers: O(NL/8).
3: Initialize messages to zero.
4: for s = S − 1 to 0 do
5: -Iteratively update the message vector at each pixel and for each disparity
candidate according to Eqn. 7.1: O(400N).
6: if s > 0 then
7: Initialize the messages for the next level using Eqn. 7.5 and the selected
disparity levels.
8: Compute the data term for the next level using the selected disparity
levels: O(3.5N).
9: Compute the total energy at each pixel and for each disparity candidate
according to Eqn. 7.2: O(3.5N).
10: Select ks−1 = ks/2 disparity levels and message values corresponding
to the ks−1 smallest energy values and pass them to step 5 at each pixel.
The other disparity levels and messages are treated as outliers and won’t
be taken into account. Note that the size of the message vector and the
data term at each pixel will be reduced by half at this step: O(32N).
11: else
12: Compute the total energy at each pixel and each disparity candidate ac-
cording to Eqn. 7.2.
13: end if
14: end for
15: The disparity value that minimizes the total energy individually at each pixel
is selected.
7.3.2 Speed and Memory Analysis
If I set the number of disparity levels at the fine level to be k0 = 2, which is
independent of the maximum disparity L, then the computational complexity and
memory requirement of Alg. 2 are invariant to L except for steps 1 and 2. The
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required memory in steps 1 and 2 is actually also invariant to L since only kS−1 =
k02
S−1 = 2S variables are required to be stored at each pixel location. Hence, our
method requires only constant memory, and if the computation of the data term
is excluded, our method is also constant-time. Constant-space and constant-time
means that the complexity of the algorithm remains the same even if the disparity
range L becomes very large. I next present the detailed analysis of the complexity
of each step in Alg. 2. The computational complexities of each step are shown in
blue text at the end of that step in Alg. 2.
The main computation of Alg. 2 is the iterative message updating at step 5.
However, because the selected disparity levels may be different for neighboring
pixels, the minimum convolution method presented in [96] cannot be directly used
to update a message vector; thus, the computational complexity of step 5 in Alg.
2 is O(k2s) [6]. Assuming the number of spatial resolution levels S = 5 and the
number of iterations at each scale is T = 5, the computational complexity of
updating the messages is O(
∑
s={0,··· ,S−1} T · 4(N/4s)k2s) = O(T · 16SN) =
O(T · 80N) = O(400N) according to [6]. In HBP, the variables used to store
the messages can be repeatedly used at different levels. Our method inherits this
property, and requires 4Nk0 = 8N variables. Simultaneously, our method re-
quires extra Nk0 = 2N variables to store the selected disparity levels. So our
message updating method requires a total of 10N variables.
Compared to standard HBP, our message updating method requires three extra
steps: steps 8, 9 and 10 in Alg. 2. The computational complexity of step 8 is
the same as step 9, which is O(
∑
s={1,··· ,S−2}(N/4
s)ks+1) = O(3.5N) = O(N).
Step 8 requires at most Nk0 = 2N variables which can be borrowed from step
2 to store the data term, and step 9 requires at most kS−1 = 32 variables to store
the energy values at each pixel. These 32 variables can be repeatedly used at each
pixel; thus the extra memory requirement is tiny compared to the other steps. Step
10 is mainly an operation of selecting the ks smallest values from ks+1 values, and
can be computed directly in O(ksks+1) or O(ks log(ks+1)) time using heap sort.
For simplicity, I assume the complexity of this operation is O(ksks+1). The com-
putational complexity of step 10 is then O(
∑
s={1,··· ,S−2}((0.25)
sN)ksks+1) =
O(32N) = O(N). There is no extra memory requirement in step 10.
To sum up, if the number of iterations is T = 5, the computational complexity
of message updating is O(400N)+O(3.5N)+O(3.5N)+O(32N) = O(439N) =
O(N), and the total number of variables required is 10N . Hence, the computa-
tional and memory complexity of our message updating method scales linearly
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with the image resolution N . Although our method requires the data term to be
re-computed at every level (step 8 in Alg. 2), its computational complexity is
O(3.5N), which is only a very small portion of the whole message updating pro-
cess (O(439N)).
However, the computation of the data term at the coarsest level (step 1 and 2
in Alg. 2) scales linearly with L and may become the bottleneck of the algo-
rithm. Specifically, the computational complexity of step 1 and 2 is O(NL) +
O((0.25)S−1N · kS−1 · L) = O(NL) + O(18NL) = O(NL). Thus if L is large,
the runtime of step 1 and 2 is comparable to the runtime of the messages updating
steps (step 4− 14). However, the number of variables used to stored the data term
is kS−1 · (0.25)S−1N = N/8. This is much smaller than 2N , which is the largest
number of variables used in step 8. Thus step 8 can share memory with steps 1
and 2 in Alg. 2, and there is no additional memory requirement for steps 1 and 2.
7.3.3 Performance Evaluation
I now quantitatively evaluate the accuracy of our method using standard test suite
[93]. I numerically compare the disparity maps obtained using standard HBP and
our CSBP method, and the results are summarized in Table 7.1. As can be seen,
the accuracy is well preserved in our method. The percentage of pixels whose
correct disparity values are preserved by our method is generally larger than 99%
as shown in the last row in Table 7.1. I next evaluate the efficiency of our method
with respect to the number of disparity levels L. I use the Cloth3 data set [93] for
this experiment. The reference image is presented in Figure 7.1 (a). The resolution
of the image is 800× 600. The ground-truth disparity map is presented in Figure
7.1 (b). Image (c) shows the disparity map obtained using standard HBP, and (d)
is the disparity map obtained using our method. L is set to 150 to obtain (c) and
(d). Images (c) and (d) are visually very similar, which proves the accuracy of our
method. Quantitative evaluation of both methods using the ground-truth disparity
map presented in Figure 7.1 (b) in terms of L is presented in Table 7.2.
To demonstrate the efficiency of our method, I compare the runtime and mem-
ory requirement of different BP methods2 in Figure 7.3 and 7.4. Cloth3 data set
[93] is used in this experiment. As shown in Figure 7.3 (a), our method is inde-
pendent of L if the data cost computation is excluded while the runtimes of other
2The implementation of [98] is provided by T. Yu, [99] by L. Wang, and [100] from the author’s
website.
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Table 7.1: Quantitative evaluation of the performance of the standard HBP and
our method.
Algorithm Data Set
Tsukuba Venus Teddy Cones
Standard HBP 1.80% 1.22% 10.4% 5.61%
Ours 2.00% 1.48% 11.1% 5.98%
Preserved 99.8% 99.7% 99.2% 99.6%
Table 7.2: Quantitative evaluation on Cloth3 data set. The numbers in the first
two rows are the percentage of pixels with misestimated disparities.
L 100 125 150 175 200 225 250
Standard HBP 20.7% 12.3% 12.3% 12.4% 12.4% 14.1% 19.4%
Ours 21.2% 12.7% 12.8% 12.8% 12.8% 14.4% 19.4%
Preserved 99.4% 99.5% 99.5% 99.5% 99.5% 99.6% 99.9%%
methods scale linearly with L and are generally slower than standard HBP. Figure
7.3 (b) shows that the speedup factor of our method is 6− 30 as L increases from
50 − 300. Figure 7.3 (c) compares the speed of the methods when the data cost
computation is included. Note that the runtimes of Wang [99] and Liang’s [100]
methods obviously increase (by comparing to standard HBP), and are larger than
standard HBP. Figure 7.4 compares the memory requirements. Apparently, our
method requires constant memory and the other methods are linear in L.
7.3.4 Limitations
One of the limitations of our CSBP method is that the runtime for updating the
messages (step 5 in Alg. 2) is the same for every spatial resolution (s = 0, · · · ,S−
1). However, the runtime of standard HBP decreases quadratically with increasing
s since the number of disparity levels is the same for all s.
Another limitation is that the accuracy of our method is generally lower than
standard HBP around depth discontinuities, since it essentially quantizes the dis-
parity search range of standard HBP. Such an example is presented in Figure 7.7
on p. 94. Image (a) is the reference image, (b) is the ground truth, (c) is the
disparity map obtained using standard HBP, and (d) is the disparity map obtained
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(b) Speedup factor.
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(c) Runtime (including data cost computation).
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(d) Speedup factor (including data cost computation).
Figure 7.3: Comparison of the runtimes of different BP methods using Cloth3
data set.
using our CSBP method in Alg. 2. The close-up of the white and red rectangles
is provided in the upper left and bottom left corners. Apparently, standard HBP
can better preserve the depth edges than our method, as shown in (c) and (d). For
instance, the pixel marked by a red circle inside the white rectangles has incorrect
disparity values in (d). This is actually because the ground-truth disparity value
is not selected at the coarsest level (step 2 in Alg. 2) as shown in Figure 7.5,
where the blue circle is the cost value corresponding to the ground-truth disparity
value. According to Figure 7.5, it is not selected at step 2 in Alg. 2, which selects
kS−1 = 32 disparity values corresponding to the global minimum data cost values
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(a) Memory requirements.
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(c) Memory requirements (including data cost).
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(d) Relative memory (including data cost).
Figure 7.4: Comparison of the memory requirements of different BP methods
using Cloth3 data set.
at each pixel. Apparently, if the correct disparity value is not selected at the coars-
est level (step 2), the estimated disparity value is incorrect. An obvious solution
is to increase the number ks of selected disparity levels at each spatial resolution
level s, that is, reduce the quantization amount. However, the computational and
memory costs will also increase. Another solution is to modify the selection al-
gorithm at step 2 in Alg. 2 to increase the chance of including the ground-truth
disparities in the selected disparity set. Instead of using global minima, I first se-
lect the local minima, and then global minima if the number of local minima is
less than kS−1. The selected values are shown as cyan points in Figure 7.6. As
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can be seen, the ground-truth disparity value (blue circle) is selected. The final
disparity map is presented in Figure 7.7 (e) which shows that this local-minima-
first selection method is better than the global minima selection method around
depth edges. The local-minima-first selection method is actually a bit faster than
the global method and does not require extra storage. However, this method is not
suitable for repeated texture, because the number of local minima may be large
and most of them are far away from the ground truth.
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Figure 7.5: Cost profile of the point in the red circle in Figure 7.7 (a). The cyan
points are the global minimum values selected at step 2 in Alg. 2, and the blue
circle is the value corresponding to the ground-truth disparity, and is unselected.
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Figure 7.6: Cost profile of the point in the red circle in Figure 7.7 (a).
7.3.5 A Constant-Time Constant-Space Post-Processing Method
Visually, the accuracy of the disparity values around depth discontinuities in Fig-
ure 7.7 (e) are still less than (c), which is obtained using standard HBP. To further
improve the reconstruction quality, [87] demonstrates that joint bilateral filtering
can be used to filter the final energy, which helps to preserve the depth disconti-
nuity under the assumption that color discontinuity is a strong indicator of depth
discontinuity. However, the runtime of this method scales linearly with L, and
generally too slow when L is large. I thus modify it as a post-processing method
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(a)Reference image. (b)Ground truth. (c)HBP (15.3%).
(d)Glocal CSBP(16.0%). (e)Local CSBP(15.8%). (f)BF r = 3 (15.6%).
(g)BF r = 5 (15.6%). (h)BF r = 7 (15.5%).
(i)BF r = 9 (15.3%). (j)BF r = 11 (15.3%).
Figure 7.7: Evaluation around depth edges.
which is invariant toL. Let the disparity map obtained from CSBP be D, reference
image be I , and bilateral filter radius be r. For a typical pixel p = {x,y}, assume
dp = {D(x−1,y), D(x,y−1), D(x+1,y), D(x,y+1)},sp = {x−r, · · · ,x+r},
tp = {y − r, · · · ,y + r}. I update the disparity map sequentially as follows:
D(x,y) = argmin
d∈dp
∑
s∈sp
∑
t∈tp W (s, t)C(s, t, d)∑
s∈sp
∑
t∈tp W (s, t)
, (7.6)
where
W (s, t) = exp(−||I(x,y), I(s, t)||2
2σ2R
) · exp(−(x − s)
2 + (y − t)2
2r2
),(7.7)
C(s, t, d) = min(λL, | D(s, t)− d |), (7.8)
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and λ = 0.2 is a constant to reject outliers. Setting σR = 10, the post-processed
disparity maps of Figure 7.7 (e) with different filter radius r = 3 − 11 are pre-
sented in Figure 7.7 (f)-(j). Note that this post-processing method is invariant to L
and only valid for pixels around depth discontinuities. It is thus required to check
whether a pixel is on a depth edge before processing it. As a result, only a small
fraction of the pixels will be processed, and the runtime will depend not only on
the image resolution but also on the image structure. However, it scales linearly
with the filter size ((2r + 1)2) excluding the time used to locate depth edges. The
exact runtimes (seconds) to obtain the disparity maps shown in Figure 7.7 (f)-(j)
are 0.05, 0.12, 0.21, 0.32 and 0.47, respectively. Apparently, this post process-
ing method is very efficient even for high resolution disparity maps. The blue
numbers below Figure 7.7 (c)-(j) are the percentages of pixels with misestimated
disparities, which numerically prove that the proposed post processing method
can effectively improve the reconstruction quality.
7.4 Discussion
In this chapter, I propose a constant-space BP method. The memory cost (includ-
ing data cost) of our method is invariant to the number of disparity levels. Besides,
the runtime of our method is independent of the number of disparity levels if the
computation of data cost is excluded. Experiments using Middlebury data sets
[93] (Tables 7.1, 7.2 and Figure 7.7) show that our method results in over 99%
pixels, on average, having correct disparity values. The limitation of our method
is that it is less accurate than standard HBP around depth discontinuities. To solve
this problem, I propose a very efficient post-processing method. The computa-
tional complexity of this method is independent of the number of disparity levels,
and there is no additional memory requirement.
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CHAPTER 8
CONCLUSION AND FUTURE WORK
This dissertation focuses on stereo vision based 3D reconstruction. Unlike avail-
able vision based 3D capturing systems, this system is much more efficient and
more robust for matching low-textured regions and specular highlights.
This dissertation addresses the problem of how to robustly reconstruct the 3D
shape in the lack of texture and the presence of strong specularities. For matching
low-textured regions, I develop a new image transform - epipolar distance trans-
form, which captures the local image structure by computing the ratios of lengths
along the epipolar lines. The ratio of the distances is invariant to affine transforma-
tion, and thus can be used as a matching invariant for stereo vision. Unlike image
intensity/color, this invariant is robust for matching low-texture regions. This dis-
sertation also carefully analyzes the interaction between illumination, reflectance
and shape to avoid the incorrect matches due to specular highlights. This disser-
tation uses a new correspondence matching invariant, Illumination Chromaticity
Constancy, to estimate illumination chromaticity. Using as few as a single image,
the estimated illumination chromaticity is then used together with a novel bilat-
eral filtering based highlight removal method to separate the diffuse and specular
components which are then fed to an iterative optimization module for simultane-
ously estimating the depth and diffuse reflection via multi-view stereo matching
and depth map fusion.
This dissertation also addresses the problem of algorithm complexity. Two fast
local denoising algorithms and a fast global energy minimization algorithm are
proposed. These algorithms are very useful for specular highlight removal and
stereo matching.
Many questions remain to be answered. How should saturated highlight regions
be handled? What if the chromatic surfaces assumption does not hold (e.g., human
faces)? How to model objects under water? I hope this dissertation is a step
forward to eventually solve these problems. I envision that in the near future, the
virtual world will be as real as the current world in front of our eyes.
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