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A High Dimensional Signal Space Implementation of FDTS/DF
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Abstract-A procedure for designing FDTS/DF as a high dimensional signal space detector is presented. The procedure is applied to the three dimensional case to illustrate the resulting detector structure. An equalization and code constraint reduce the number of boundaries and to eliminate the multipliers from the general case. Simulation results show this new channel outperforms EPRML for user densities of 2.25 and higher.
I. INTRODUCTION
A classic approach to the detection/classification problem is to use a geometrical interpretation in which each of the m observation variables corresponds to a coordinate in an mdimensional space. The space is then divided into regions corresponding to the possible outputs. This concept has been applied to magnetic recording in the development of twodimensional detectors that approach or match the performance of FDTS/DF with depth -=1 [1] [2] [3] and also in a reduced complexity MLSD detector [4] . This paper describes a design procedure for higher dimensional detectors, which is illustrated for the three-dimensional case. By judicious choice of an equalization constraint and code selection, the design is dramatically simplified. Simulation results are provided to compare the new detector with PRML and EPRML detectors.
II. CHANNEL MODEL
A linear channel with additive white Gaussian noise (AWGN) as shown in Fig. 1 was used for analysis and simulation in this paper. The channel input is an NRZ sequence represented by a . that are redundant, and mapping the regions in space formed by the boundaries to the detector output via a logic function.
A. Decision Boundary Design
The optimum decision boundary for a pair of symbols corresponding to different detector outputs is everywhere equidistant from the two points. This can be expressed as (1) where are the locus of points along the boundary in the m=-+1 dimensional space. The vectors p and q are the channel output samples that correspond to the detected symbols a = +1 and k--a = -1, respectively. These vectors correspond to noiseless
where the ISI terms due to previous decisions have been removed; i.e.,
The boundary equation can be rewritten as (3) which is in the form of an FIR filter with an offset term, where
If the output of the FIR filter plus offset is positive, point p is chosen; otherwise, q is correct. Because the sign of the boundary output is the only required information, the boundary can be scaled so that one of the multipliers is 1.
B. Boundary Selection
A key component to reducing the complexity of the detector is the removal of redundant boundaries. The performance is dominated by pairs of points that are separated by ß , the min minimum Euclidean distance considering all pairs of p's and q's [5] . For m=2 or larger dimensional spaces, the boundaries separating some of the closely spaced pairs will also be more than ß from more distant symbols. As a result, the boundaries min corresponding to the more distant pairs can be eliminated. To determine which boundaries should be eliminated, a ranked order distance list of boundaries is formed; in this list the boundaries are listed in order of increasing distance from the symbol pair that generated the boundary. Starting from the bottom of the list, boundaries are removed until the performance begins to degrade. A linear programming technique can also be applied to the problem of removing redundant boundaries [6] . 
C. Determination of the Logic Rule
Once the set of boundaries has been fixed, the logic rule can be determined. This rule maps the boundary regions created by boundaries in the signal space to a binary output that corresponds to the estimated NRZ input â . For a two or three dimensional k--implementation, the signal space can be drawn and the logic function obtained by inspection. However, in higher dimensions, some algorithmic approach is required. An exhaustive search of the signal space was used to generate the logic rule. Test points at regular intervals were chosen and processed by the boundary filters. The resulting truth table entry was then assigned an output corresponding to the symbol closest in Euclidean distance to the test point. After all the test points were processed, there were entries in the truth table that had not been assigned values. These entries did not correspond to a region in the signal space A. Application of the DFE-110 Constraint and were assigned an arbitrary or don't care value to simplify the If the constraint on F(D) is chosen appropriately, it will have resulting logic rule. As an example of how these terms could the additional benefit of reducing the computational requireoccur, consider two parallel vertical boundaries. There does not ments of the detector. Inspection of F(D) at user density D =2.5 exist a region that is both to the left of the leftmost boundary and revealed that the first two samples were nearly equal, and the right of the rightmost boundary; however, a truth table entry for third sample was close to zero. Therefore, it seems reasonable to this condition exists.
constrain the equalization so that the first three values are:
D. A Three-Dimensional Signal Space
Detector cancel intersymbol interference (ISI) terms due to previous To illustrate the detector structure, a three-dimensional decisions, this constrained equalization target is referred to as detector for a RLL d=0 coded channel is shown in Fig. 2 . The DFE-110 equalization. Using this equalization target with a multipliers and constant terms are determined as described in 3-dimensional detector (-=2) Because the signal space detector operates by separating the set of symbols with the smallest Euclidean distances, it is sensitive to a changes in the channel response that alter which set of symbol pairs constitutes the smallest distance set. To fix the symbol pairs that generate the required boundaries, a constraint can be placed on the impulse response F(D). 
B. Combined MTR=2 Coding with DFE-110 Equalization
A problem with applying the DFE-110 constraint to (0,k) runlength limited (RLL) coded data is that the minimum distance created by the symbol vectors p=(0,0,+1) and q=(0,0,-1), which are generated by the input sequences a =(+1,-1,+1) and k a =(-1,+1,-1), is ß =2, the same as the distance in a DFE (-=0) k m i n detector. However, by applying a new class of codes known as maximum transition run (MTR) codes, which prevents three consecutive transitions, one of the symbols p (when ) or q (when ) is eliminated [7] . The resulting minimum distance is ß = , which is a 3dB improvement in signal min margin. In addition to improving ß , the MTR code allows the min boundary between p=(0,0,+1) and q=(0,0,-1) to be removed.
C. 3D-110 Detector Implementation
The signal space for a -=2 detector using DFE-110 equalization and MTR coding is shown in Fig. 3 along with the required boundaries. After dividing by 4, the boundary terms become Referring to the symbols in Fig. 3 , boundary A is the equidistant partition between symbols 0 and 4; B separates 3 and 7; C separates 3 and 5; and D separates 2 and 4. a rate 16/19 MTR code was simulated using both an unconIf cancellation of the ISI term in is included strained target and the DFE-110 constraint (3D-110). Fig. 5 and in the offset term for each boundary, terms A and B require a Fig. 6 show the SNR required to obtain a channel BER of 10 multiplexer to choose between {+2,0} and {0,-2}, respectively. for a Lorentzian and magnetoresistive head response. SNR is the More interesting is the fact that this ISI term cancels the offset ratio of the squared zero to peak amplitude of an isolated pulse term in C and D so that a new boundary, E replaces both C and to the integrated power in the 1/PW frequency band. The D and has a zero offset term. This detector, which operates on a simulation results show that the 3D-110 detector outperforms 3-dimensional observation space is referred to as a 3D-110 EPRML for D 2.25. The use of a rate 4/5 MTR code at detector. A block diagram of this implementation is shown in D =2.5 results in approximately a 0.5dB loss compared with the Fig. 4 . Note that ISI due to a in y is f =0, so no feedback for rate 16/19 code [7] .
this term is required. The logic function can be determined using the procedure in III.C or by inspection of the signal space. VI. CONCLUSION Because this architecture is already performing some ISI cancellation, it is relatively straightforward to remove an additional ISI term if a delay is placed after the channel feedback equalizer to remove it from the critical timing path.
V. SIMULATION RESULTS
Monte Carlo bit error rate (BER) simulations using a linear detector yielded an improvement over conventional EPRML channel were performed to evaluate the performance of the detection for user densities of 2.25 and higher. detector from section IV. As a baseline for comparison, PRML and EPRML detectors were simulated using a rate 8/9 RLL REFERENCES (0,4/4) code. The forward and feedback equalizers, which were long enough to avoid degredation, were designed using a mean square error (MSE) criterion. The FDTS/DF -=2 detector using -5 50 u u A general approach for implementing FDTS/DF detectors in a high dimensional signal space was presented. The topology of a detector operating on a RLL(0,k) coded channel in three dimensions was shown to illustrate the required complexity. Combining constrained equalization and channel coding resulted in the relatively simple 3D-110 detector. The resulting 3D-110
