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This paper describes the Helsinki–Ljubljana
contribution to the VarDial 2021 shared task
on social media variety geolocation. Fol-
lowing our successful participation at VarDial
2020, we again propose constrained and un-
constrained systems based on the BERT archi-
tecture. In this paper, we report experiments
with different tokenization settings and differ-
ent pre-trained models, and we contrast our
parameter-free regression approach with vari-
ous classification schemes proposed by other
participants at VarDial 2020. Both the code
and the best-performing pre-trained models
are made freely available.
1 Introduction
The SMG (Social Media Geolocation) task was first
introduced at VarDial 2020 (Gaman et al., 2020).
In this task, the participants were asked to predict
latitude-longitude coordinate pairs. This contrasts
with most other VarDial tasks, in which the goal is
to choose from a finite set of variety labels. The sec-
ond edition of the SMG task is run at VarDial 2021
(Chakravarthi et al., 2021), with the same three lan-
guage areas as in the previous year: the Bosnian-
Croatian-Montenegrin-Serbian (BCMS) language
area, the German language area comprised of Ger-
many and Austria (DE-AT), and German-speaking
Switzerland (CH). All three datasets are based on
social media data, Twitter in the case of BCMS
(Ljubešić et al., 2016) and Jodel in the case of DE-
AT and CH (Hovy and Purschke, 2018).
This paper describes the HeLju (Helsinki–
Ljubljana) submission to the SMG task. Following
our successful participation in 2020 (Scherrer and
Ljubešić, 2020), we again propose systems based
on the BERT architecture in both constrained and
unconstrained settings. We report experiments with
different tokenization parameters and with newly
available pre-trained models. Furthermore, we
compare our parameter-free double regression ap-
proach with three classification schemes proposed
by other participants at VarDial 2020. The models
and code used in our final submissions are available
at https://github.com/clarinsi/geobert.
2 Related work
One of the first works focusing on predicting geolo-
cation from social media text is Han et al. (2012).
The authors investigate feature (token) selection
methods for location prediction, showing that tra-
ditional predictive algorithms yield significantly
better results if feature selection is performed.
There has been already a shared task on geoloca-
tion prediction at WNUT 2016 (Han et al., 2016).
The task focused not only on predicting geolocation
from text, but also from various user metadata. The
best performing systems combined the available in-
formation via feedforward networks or ensembles.
Thomas and Hennig (2018) report significant
improvements over the winner of the WNUT-16
shared task by separately learning text and meta-
data embeddings via different neural network ar-
chitectures (LSTM, feedforward), merging those
embeddings and performing the final classification
via a softmax layer.
During the last iteration of the VarDial so-
cial media geolocation shared task (Gaman et al.,
2020), most teams submitted constrained systems,
i.e., they did not make use of any form of trans-
fer learning from other tasks or pre-training self-
supervision. Two approaches emerged during the
shared task – a direct one, modelling the problem as
multi-target regression, and an indirect one, which
converts the coordinates into a finite set of dialect
areas and uses a classification model to predict
one of the areas. Interestingly, both approaches
obtained similar results in the constrained setting,
while only multi-target regression was tested in
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Instances BCMS CH DE-AT
Training 353 953 25 261 318 487
Development 38 013 2 416 29 122
Test 4 189 2 438 31 515
Table 1: Data characteristics.
the unconstrained one. We will inspect last year’s
submissions in more detail in Section 4.2.
3 Data
The VarDial evaluation campaign provides train-
ing, development and test data for the three sub-
tasks (Chakravarthi et al., 2021). Table 1 gives
an overview of the data. It can be seen that the
BCMS and DE-AT datasets are roughly equivalent
in size, whereas the CH dataset is more than one
order of magnitude smaller. The BCMS test set is
much smaller than the development set, whereas
the two are roughly equal in size in the Jodel-based
subtasks. Note that the instances from the Twit-
ter dataset (BCMS) correspond to single tweets,
while the instances from the Jodel datasets corre-
spond to entire conversations and are much longer
on average.
The task organizers also provide a simple base-
line for the geolocation task. They compute the
centroid (“average location”) of all instances in the
training data and then predict the coordinates of
this centroid for all development or test instances.
While the official metric of the shared task is
median distance (in kilometers) between the gold
and predicted geolocations, the organizers report
back both the median and the mean distance met-
rics. In the previous iteration of the shared task, the
two metrics showed to correlate in most, but not all
cases.
4 Experiments
Due to lack of time (the two evaluation campaigns
were held just a few months apart due to the *ACL
conference bidding procedure), all our experiments
are based on our successful 2020 submissions
(Scherrer and Ljubešić, 2020): we use the BERT
architecture (Devlin et al., 2019) with a fully con-
nected layer on top of the CLS token. This fully
connected layer implements double regression with
a two-dimensional output vector and Mean Abso-
lute Error loss.
We provide both constrained submissions, where
Task Vocab. Median Mean Eps.
size distance distance
BCMS 3k 92.74 129.14 28
30k 59.93 109.51 23
CH 3k 22.94 33.01 11
30k 21.20 30.60 9
DE-AT 3k 182.76 205.90 4
30k 160.67 186.35 2
Table 2: Effect of different vocabulary sizes on con-
strained model performance, evaluated on the devel-
opment set. Eps. refers to the number of fine-tuning
epochs to reach minimum median distance.
BERT models are pre-trained from scratch using
the VarDial training data, and unconstrained sub-
missions, where we use pre-trained off-the-shelf
BERT models. For all our experiments, we rely on
the simpletransformers library, which is built on
top of the HuggingFace Transformers library (Wolf
et al., 2019), and use the same hyperparameters as
in our 2020 submissions (Scherrer and Ljubešić,
2020).1
In the following subsections, we discuss some
additional experiments carried out for the 2021 edi-
tion.
4.1 Tokenization
The BERT architecture requires a fixed vocabulary
that is defined during the pre-training phase. Au-
tomatic word segmentation techniques are used
to represent all tokens present in the data with
a fixed-size vocabulary. Most off-the-shelf pre-
trained models are based on a vocabulary size of
30 000 units. However, we hypothesize that when
dealing with language variation, a more aggressive
split that approaches a character-by-character split
might be beneficial.
On the basis of the constrained setup, we trained
BERT models from scratch with vocabulary sizes
of 3 000 and 30 000 units, with masked language
modeling as pre-training task and geolocation pre-
1The maximum length of the instances was capped at 128
tokens for BCMS and CH and at 256 tokens for DE-AT. Inter-
mediate models were saved every 2000 training steps and the
savepoint with the lowest median distance value measured on
the development set was selected for testing. For the regres-
sion models, we converted the coordinates using joint scaling
and used the MAE loss. For the classification models, we used
the default cross-entropy loss.
Pre-training from scratch is done with the masked language
modelling task and default parameters.
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Task Approach and Number Train. reconstr. Dev. reconstr. Median Mean Eps.
parameters of classes error (median) error (median) dist. dist.
BCMS Regression — 0 0 62.21 110.56 28
K-means: k = 35 35 5.15 5.07 46.74 111.77 5
K-means: k = 75 75 2.67 3.00 41.84 107.38 4
Fixed cell numbers: 9× 9 60 31.98 31.25 57.32 129.00 2
Fixed cell size: 1◦ × 1◦ 38 39.92 36.68 46.92 119.79 3
CH Regression — 0 0 21.20 30.60 9
K-means: k = 35 35 4.42 4.48 23.06 32.77 4
K-means: k = 75 75 0.28 0.35 22.18 32.48 3
Fixed cell numbers: 9× 9 55 8.36 8.36 21.69 33.56 3
Fixed cell size: 0.2◦ × 0.2◦ 61 7.52 7.52 22.95 34.12 3
DE-AT Regression — 0 0 160.67 186.35 2
K-means: k = 35 35 30.20 31.07 177.03 215.71 3
K-means: k = 75 75 17.41 17.92 183.17 210.04 2
Fixed cell numbers: 9× 9 69 36.82 36.92 182.63 210.67 3
Fixed cell size: 1◦ × 1◦ 75 35.23 35.17 176.78 207.91 3
Table 3: Regression vs. classification approaches. Median dist. and Mean dist. are reported on the development
set. Eps. refers to the number of fine-tuning epochs to reach minimum median distance.
diction as fine-tuning task. The corresponding
results on the development sets are shown in Ta-
ble 2. Our hypothesis was not verified, since for all
three subtasks, the model with the large vocabulary
yielded lower distances and converged faster than
the model with the small vocabulary. We were not
able to test other parameter settings due to time
constraints.
4.2 Regression and classification approaches
The SMG task takes text as input and produces two
outputs on a continuous scale, the predicted latitude
and longitude. It is thus formulated most straight-
forwardly as a double regression task. However,
three VarDial 2020 participants chose to convert
the task into a classification task, grouping data
points with similar coordinates into a discrete set
of classes. We decided to replicate these three ap-
proaches on top of BERT and contrast them with
our double regression approach.
K-means clustering Benites et al. (2020) apply k-
means clustering to the VarDial training data,
grouping instances with similar coordinates
together. Each instance is then annotated with
the centroid of its respective cluster. K-means
clustering requires setting the parameter k, i.e.
the number of clusters. Benites et al. (2020)
choose a value of k = 35 for all subtasks on
the basis of the CH development set. Besides
k = 35, we also provide results for a second
parameter choice, k = 75.
Grid with fixed number of cells Jauhiainen et al.
(2020) lay a grid with 9×9 cells over the area
of study. Each of the 100 corner coordinates
of the 81 grid cells functions as an anchor
point, and each instance is associated with its
nearest anchor point. This approach yields
thus a theoretical maximum of 100 labels, but
not all of them are effectively assigned any
instances.2
Grid with fixed cell size Hulden et al. (2015) also
use a regular grid, but fix the size of its cells
rather than the number of cells in the grid.
Each instance is then associated with the cen-
ter point of the grid cell it falls in. They ex-
periment with roughly square grid cells of
0.5◦ × 0.5◦ to 10◦ × 10◦ on a different data
set covering the USA. It is unknown which
cell size was used in their VarDial 2020 sub-
missions.3 We decided to use a cell size of
0.2◦× 0.2◦ for the CH subtask and of 1◦× 1◦
for the BCMS and DE-AT subtasks.
2Note that Jauhiainen et al. (2020) introduce a second step
in which they move the anchor points away from their initial
(fixed) locations to the centroid of the data points assigned to
them. With this second step, their approach can be conceived
as a variant of k-means clustering with a specific initialization.
For our experiments, we do not apply this second step.
3Note that Hulden et al. (2015) apply kernel density estima-
tion after classification for smoothing. We did not implement
this step to keep the approach comparable to the others.
138
The central part of Table 3 shows various statis-
tics regarding the different approaches to space dis-
cretization. The number of effectively used classes
is identical to the value of k for k-means clustering,
but is typically a subset of the maximally available
amount of grid cells, since the areas of study are not
densely populated and do not fit into a square. The
number of effectively used classes varied between
38 and 75.
We also computed the median reconstruction er-
ror, i.e., the median difference between the real
coordinates and the coordinates of the assigned
class labels. K-means turned out to provide lower
errors than fixed-grid setups with comparable num-
bers of classes. This is again due to the uneven
distribution of the SMG data points across space,
most of which come from major cities and urban
areas. For fixed-grid approaches, the reconstruc-
tion errors of the training and development set are
expected to be similar, which is the case. For k-
means, the development reconstruction error tends
to be higher than the training one since the clusters
were fitted to the training data alone. However, the
k-means development reconstruction errors are still
below the fixed-grid ones.
The right side of Table 3 contains the results
of the experiments on the development data. In
terms of distance, the (parameter-free) regression
approach performs best on the CH and DE-AT sub-
tasks, whereas the k-means approach with 75 clus-
ters yields the best results for BCMS. The most
likely reason for better performance of the classi-
fication approach on the BCMS data is high con-
centration of tweets in large cities, i.e., smaller
dispersion of data than in the other two Jodel-based
datasets. Classification approaches generally con-
verged faster than regression. Among the different
discretization approaches, no clear winner can be
identified, despite the low reconstruction errors of
k-means clustering.
4.3 Hyperparameter optimization
We performed hyperparameter optimization via the
wandb.ai platform (Biewald, 2020), allowing for
30 iterations. We search for the optimal initial
learning rate (we search between 9e-6 and 1e-4)
and batch size (32, 64, 128, 256). Our experiments
show that no significant improvements can be ob-
tained by modifying the default hyperparameter
values of the 5e-4 learning rate, setting with the
batch size of 64 for all subtasks.
Pre-training Median Mean Eps.
dbmdz + SwissCrawl 18.25 26.78 59
SwissCrawl (30k voc.) 22.10 31.16 10
SwissCrawl (3k voc.) 22.37 31.62 8
Table 4: Effect of different pre-training schemes for
the CH unconstrained model, evaluated on the devel-
opment set. Eps. refers to the number of fine-tuning
epochs to reach minimum median distance.
4.4 Pre-trained models
Our unconstrained 2020 submissions showed that
language-specific BERT models clearly outper-
formed multilingual BERT. For DE-AT, we con-
tinued using the DBMDZ model4. For the BCMS
and CH subtasks, we carried out additional experi-
ments.
BCMS While last year we achieved signifi-
cant improvements by using the CroSloEngual
BERT (Ulčar and Robnik-Šikonja, 2020)5 in place
of multilingual BERT, this year we had the oppor-
tunity to test a new model, BERTić (Ljubešić and
Lauc, 2021).6 Comparing the two models on the
development data showed significant gains for the
BERTić model, with a median distance of 30.11 in
comparison to a median distance of 40.05 for the
CroSloEngual BERT.
CH In the absence of a generally available pre-
trained BERT model for Swiss German, our 2020
submission took the DBMDZ model as a starting
point and continued pre-training for 10 epochs
on the SwissCrawl corpus (Linder et al., 2020).
We wanted to test whether pre-training (and defin-
ing the word segmentation model) on SwissCrawl
alone would benefit classification performance.
(SwissCrawl contains 562k sentences and 9.2M
words, compared to 2350M words for DBMDZ.)
Table 4 shows that this is not the case, neither with
a 30k nor with a 3k vocabulary. Consequently, we
stick to the 2020 setup for the final submission.
5 Final submissions
We present the final results of our constrained and








Task Setting Development set Test set
Median dist. Mean dist. Median dist. Mean dist.
BCMS Unconstrained 30.11 87.43 15.49 76.04
Constrained 60.83 109.44 52.06 98.74
CH Unconstrained 18.32 26.68 17.55 25.84
Constrained 21.20 29.77 20.70 29.62
DE-AT Unconstrained 147.88 172.04 149.33 172.52
Constrained 160.03 184.53 161.13 184.97
Table 5: HeLju final submission scores.
systems, similar to last year, consistently outper-
form constrained systems. The results on the de-
velopment and test set are consistent among all
datasets, except for the BCMS task where our un-
constrained system achieves a two times better
score than on development data. The reason for
this improvement is probably to be found in the
way the 2021 data for the BCMS task was con-
structed. In this subtask, the test data consists of
tweets that were published exclusively after March
2020, i.e., in times of COVID. It is quite likely that
the limitation in overall mobility made the BCMS
task significantly simpler.
6 Conclusion
In this paper, we presented our BERT-based ap-
proach to the problem of social media geoloca-
tion. This year we experimented primarily with
tokenizer vocabulary size, space discretization and
hyperparameter tuning. The hypothesis that a
smaller tokenization vocabulary might improve
generalizability and performance proved wrong.
We showed that it actually performs worse and
converges slower than if standard vocabulary size
of 30k wordpieces is used. Converting the geolo-
cation task to a classification task yielded worse
results in all except the BCMS subtask. This
is probably due to high concentration of BCMS
Twitter data in the few large cities in the respec-
tive area. Hyperparameter tuning did not yield
any consistent improvements and simply select-
ing the optimal epoch number on development
data showed to be the best approach to this prob-
lem. Similarly to last year, unconstrained systems
performed better than constrained systems. We
share our code as well as the best-performing mod-
els via https://github.com/clarinsi/geobert
and the HuggingFace models repository.
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Ruba Priyadharshini, Christoph Purschke, Eswari
Rajagopal, Yves Scherrer, and Marcos Zampieri.
2021. Findings of the VarDial Evaluation Campaign
2021. In Proceedings of the Eighth Workshop on
NLP for Similar Languages, Varieties and Dialects
(VarDial).
Jacob Devlin, Ming-Wei Chang, Kenton Lee, and
Kristina Toutanova. 2019. BERT: Pre-training of
140
deep bidirectional transformers for language under-
standing. In Proceedings of the 2019 Conference
of the North American Chapter of the Association
for Computational Linguistics: Human Language
Technologies, Volume 1 (Long and Short Papers),
pages 4171–4186, Minneapolis, Minnesota. Associ-
ation for Computational Linguistics.
Mihaela Gaman, Dirk Hovy, Radu Tudor Ionescu,
Heidi Jauhiainen, Tommi Jauhiainen, Krister
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