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Abstract
In a general network, it is not easy to find according to which criterion the available bandwidth would
be shared between competing flows. In this paper, we propose a technique to find the bandwidth
sharing scheme of end-to-end congestion control protocols. This technique divides the analysis work
into two separate steps. In the first step, one should find the rate function, which expresses the relation
between the throughput and the congestion measure. In the second step, the utility function can be
obtained from the rate function.
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1. Introduction
Up to the present, there exist no general methods to figure out in which way the
end-to-end congestion control protocols such as TCP share the network resources
between end-users.
F. KELLY [8] has recently introduced the utility-optimization-based fairness,
which comes from a newly found economic theory. Rate distribution according to
utility-optimization-based fairness must maximize the objective function represent-
ing the overall utility of the flows in the network.
Using this approach, researchers have been trying to characterize the band-
width sharing scheme of existing congestion control protocols. M. VOJNOVIC et
al. have found out that in the networks employing additive increase/multiplicative
decrease control mechanism, the bandwidth is distributed in order to maximize a
utility function called FhA [21]. They called this criterion the FhA fairness. On the
other hand, S. H. LOW et al. have proved that TCP Vegas conforms to the weighted
proportional fairness, which has the logarithm utility function [13]. By another
approach, D. LUONG et al. have received the same result about the proportional
fairness of TCP Vegas [14]. Despite the findings above, no systematic general
method has been found to make the analysis work of bandwidth sharing easier.
In this paper, we propose a technique to find the bandwidth sharing scheme of
end-to-end congestion control protocols. This technique divides the analysis work
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into two separate steps. In the first step, one should find the rate function, which
expresses the relation between the throughput and the congestion measure. In the
second step, the utility function can be obtained from the rate function.
The rest of this paper is organized as follows. Section 2 describes utility-
optimization-based fairness. In Section 3 the congestion measures are generalized
and the relation between congestion measure and global fairness optimization is
presented. Section 4 describes the proposed technique and Section 5 demonstrates
two application examples. The exactness of the bandwidth sharing scheme found
in Section 5 is investigated in Section 6. We conclude this paper in Section 7.
2. Fairness Criteria in Terms of Global Optimization
2.1. The Network Model
The following network model has been used for introducing the utility-optimization-
based fairness criteria [8, 7, 11, 12, 17, 9, 6]. Let’s consider a network with a set
of links L . Each link l ∈ L has a finite capacity µl > 0. Let F denote the set of
flows which have data to transfer over the network, each flow f ∈ F goes through
a non-empty subset of L , called a route. We define an indicator function
I ( f, l) =
{
1, l ∈ the route of flow f,
0, otherwise.
Let λ f be the bandwidth allocation of the flow f . Any feasible bandwidth alloca-
tions must satisfy the capacity constraint∑
f ∈F
I ( f, l)λ f ≤ µl, l ∈ L . (1)
The most common rate sharing scheme for competing flows is that the bandwidth
should be shared as equally as possible and this results in the max-min fairness. In
spite of the fact that the notion of fairness in resource sharing usually indicates the
max-min fairness, there is no economic motivation for this criterion.
F. KELLY [8] argues that bandwidth should rather be shared in such a way
to maximize an objective function representing the overall utility of the flows in
the network. Each flow f with rate allocation λ f has a utility U f (λ f ), which is
an increasing, strictly concave and continuously differentiable function of λf [20].
The overall utility is assumed to be additive, meaning that it is
∑
f ∈F U f (λ f ). The
rate sharing scheme under this model is the solution of the following optimization
problem
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P:
maximize
∑
f ∈F U f (λ f )
subject to∑ f ∈F I ( f, l)λ f ≤ µl for all l ∈ L
over λ f ≥ 0 for all f ∈ F
It was proved in [7] that in the case of finite sets L and F , the solution vector of
bandwidth shares exists and is unique.
2.2. Some Fairness Criteria
A bandwidth allocation (λ f , f ∈ F) is proportionally fair if it maximizes∑
f ∈F log λ f while keeping the capacity constraints. In other words, the propor-
tional fairness maximizes the overall utility of all flows, which utility function is
logarithmic.
In general case, each flow f can be assigned with a weight φf , then a feasible
rate vector λ is weighted proportionally fair if it maximizes∑ f ∈F φ f log λ f .
3. Congestion Measure
3.1. The Generalization of the Congestion Measure
In end-to-end congestion control protocols, sources continuously obtain feedback
from the network, detect the level of congestion along their network path and adjust
their sending rate accordingly. The level of congestion can be represented by the
loss rate in TCP Tahoe/Reno or marking probability in ECN-capable protocols. We
call them the congestion measures.
Link l is the congested link if the aggregate source rate reaches its capacity.
That is, the inequality symbol is replaced by the equality symbol in (1). In a lossy
network, we assume that the possible lost portion of the traffic is negligible. So the
aggregate rate on a congested link is considered to be equal to the link’s capacity
even though losses could happen.
The congestion control mechanisms always try to use all of the available
bandwidth. Therefore, any flow must have at least one congested link on its network
path. Note that the congested link should not be confused with the bottleneck link
of a network path, which has smallest capacity on that path.
Denote sl be the level of congestion measure at link l . We assume that sl
is not negative. Furthermore, sl is equal to 0 if l is not a congested link. These
assumptions are consistent with all types of congestion measure mentioned above.
Let s f be the level of end-to-end congestion measure experienced by flow f . In
the rest of this paper we call the level of congestion measure simply the congestion
level.
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We assume that the end-to-end congestion control protocol applied by the
flows converges and stabilizes. In the stable state, each flow f has the rate of λf
λ f = R f (s f ), (2)
where R f is a strictly decreasing function and has positive values if sf is positive.
Definition 1 A congestion measure is additive if the end-to-end congestion level
experienced by a flow is equal to the sum of congestion levels at all links along the
path of that flow.
s f =
∑
l∈L
I ( f, l)sl for all f ∈ F. (3)
Obviously, the queuing delay, used in J. MO’s protocol [17], is an additive conges-
tion measure since end-to-end queuing delay is the sum of queuing times at relevant
routers. Similarly, the link’s price, used in S. H. LOW’s protocol, is also additive and
clearly proved in Page 2 of [2]. However, the loss rate, used in TCP Tahoe/Reno or
in protocol proposed by S. KUNNIYUR [9], is definitely not additive. Nevertheless,
in Section 5.2.1 we will replace the loss rate by another measure which is additive.
3.2. The Relation between Congestion Measure and Global Fairness Optimization
Proposition 1 If a congestion control protocol stabilizes and the relevant conges-
tion signal is additive, then the rate sharing of that protocol is the global solution
of the optimization problem P if and only if the rate function is U′−1f .
Proof In the stable state, if we have
λ f = U ′−1f (s f ), (4)
then
U ′f (λ f ) = s f =
∑
l∈L
I ( f, l)sl, (5)
where sl ≥ 0 for all l . Furthermore, sl = 0 if the aggregate source rate at link l is
strictly less than its capacity
∑
f ∈F I ( f, l)λ f < µl .
The conditions described above are the Kuhn–Tucker conditions for con-
strained optimization problems. Because the utility functions are strictly concave
and the constraint equations are linear, the Kuhn–Tucker conditions are necessary
and sufficient for a global maximum [19]. 
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4. The Description of the Technique
The technique under consideration divides the analysis of bandwidth sharing into
two separate tasks:
1. Finding rate function:
Let’s consider the network as a black-box which continuously sends feedback
indicating network congestion level to the sender. The operation of end-to-
end congestion control protocols totally depends on that congestion measure.
Hence, the throughput of a flow controlled by such a protocol is a function
of congestion measure. The aim of this stage is to find the rate function. If
the relevant congestion measure is not additive, try to find another measure
which is additive.
2. Finding utility function:
Let R f be the rate function of flow f , found in the first task. Assume that
R f (s) is a strictly decreasing function and has positive values if s is positive.
According to Theorem 1, the utility function of flow f will be:
U f (λ) =
∫
R−1f (λ)dλ. (6)
Remark 1 If R−1f (λ) has a positive value when λ is positive, then the utility function
U f (λ) from (6) is an increasing, strictly concave and continuously differentiable
function of λ f .
5. Application Examples
5.1. Fairness of TCP Vegas
5.1.1. Rate Function of TCP Vegas
The congestion avoidance of TCP Vegas is clearly described in [3, 5, 10, 4]. Let
BaseRTT be the minimum of all observed round-trip times, then BaseRTT is the
estimate of the round-trip time without queuing delay. The expected and actual
throughput is given by
Expected = W
BaseRTT
; Actual = W
RTT
.
where W is the size of the current cwnd. Because BaseRTT is the minimum of
RTTs, the actual throughput cannot be larger than the expected throughput. TCP
Vegas uses the difference between them in congestion avoidance decision.
diff = Expected − Actual.
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TCP Vegas makes decision according to the following
Wnext =
{ Wcur + 1, diff.BaseRTT < α,
Wcur − 1, diff.BaseRTT > β,
Wcur , α ≤ diff.BaseRTT ≤ β,
where Wcur is the current and Wnext is the next size of cwnd. Let Tq denote the
total queuing delay, which is equal to the difference between the actual RTT and
BaseRTT. We rewrite the quantity diff.BaseRTT using Tq :
diff.BaseRTT = Tq
RTT
W. (7)
For the f flow in the stable state, we have from (7)
α ≤ Tq f
RT T f
W f ≤ β, (8)
where Tq f , RT T f ,W f are, respectively, the end-to-end queuing delay, round-trip
time and congestion window size of f . Note that the actual rate λf is equal to the
window size divided by the round-trip time. Then we have
α
Tq f
≤ λ f ≤ βTq f . (9)
Eq. (9) infers that the rate share has a convergence range and can take any value
from that range [14]. For simplicity, we assume that TCP Vegas always has the rate
share which is the middle point of the convergence range. We can approach this
assumption by set α and β close to each other. Then the rate function will be:
R f (s f ) = γTq f ; γ =
α + β
2
. (10)
It is clear that the queuing time is an additive measure, since the end-to-end total
queuing delay is equal to the sum of queuing time at all nodes lying on the network
path.
5.1.2. Utility Function of TCP Vegas
From (10), we have
R−1f (λ) =
γ
λ
. (11)
Then the utility function will be
U f (λ) =
∫
R−1f (λ)dλ = γ log(λ). (12)
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That means TCP Vegas conforms to the proportional fairness, defined in Section 2.2.
This result is consistent with the contribution of [13] and [14]. We have to mention
that in [13], TCP Vegas is proved to be weighted proportionally fair because each
TCP flow uses different thresholds α and β while in [14] and in this paper, all flows
have the same initial parameters.
5.2. Fairness of TCP Reno
5.2.1. Rate Function of TCP Reno
Assuming that losses are random, by different approaches [16, 18] researchers have
obtained the throughput of TCP Reno as a function of loss rate. A complicated
form of throughput formula was introduced by J. PADHYE et al. [18]. In this paper,
we use the following simplest form [16] of throughput formula to infer the utility
function
T hroughput ( f ) = c f M SS f
RT T f
√p f , (13)
where M SS f and RT T f are the Maximum Segment Size and the Round Trip Time,
p f is the loss rate of flow f and cf is a constant which depends on the current TCP
implementation, the ACK strategy (delayed or not) [16]. As we have mentioned,
the loss rate is not an additive congestion measure. Therefore, we will convert (13)
into a function of additive congestion measure.
Denote φ f be the probability that a packet of flow f is not lost. Similarly, let
φl denote the probability that a packet is not lost on the link l . We have φf = 1− p f
and φl = 1 − pl . Assuming that the loss process on a link is independent of that
one on another link, we can write
φ f =
∏
l∈L
φ
I ( f,l)
l −→ log φ f =
∑
l∈L
I ( f, l) log φl . (14)
Denote s f = − log φ f and sl = − log φl . Then s is an additive congestion measure
and from (13) the rate function of TCP Reno will be
R f (s f ) = C f√
1− e−s f ;C f =
c f M SS f
RT T f
. (15)
5.2.2. Utility Function of TCP Reno
From (15), we have
R−1f (λ) = − log
(
1− C
2
f
λ2
)
. (16)
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Then the utility function will be
U f (λ) =
∫
R−1f (λ)dλ
= 2λ log λ− (λ− C f ) log(λ− C f )− (λ+ C f ) log(λ+ C f ). (17)
We call the fairness with the utility function in (17) the Fb fairness, which differs
from the Fha fairness found by M. VOJNOVIC et al. [21], with the utility function
U f (λ) = 1RT T f log
(
λ
1
RT T f + 0.5λ
)
. (18)
One should not be surprised at two different utility functions of (17) and (18). Since
TCP Reno is a very complicated protocol, then it is hard to model it accurately. For
instance, there are several rate functions founded for TCP Reno. The accuracy of a
utility function depends on which rate function we have used.
6. Testing the Founded Fairness Criteria
Fig. 1. Simulation network model for testing fairness
The widely used network model [15] is chosen for testing the fairness criteria
of TCP Vegas and Reno (Fig. 1). The flow TCP0 goes through m nodes, while
TCP1,TCP2, . . .TCPm pass only one link. All the links have the same bandwidth
of 10 Mbps. The propagation delay and buffer size is set to 100 ms and 50 packets,
respectively, for all links.
Let λ be the allocated rate vector according to the fairness criterion to be
tested and λ′ is the throughput vector, observed by simulator ns-2 [1]. λ has been
calculated by solving the problem P using the Optimization Toolbox of Matlab.
The round-trip time of each flow is needed for solving the problem P of Fha and Fb
fairness criteria. They are observed via simulation.
BANDWIDTH SHARING SCHEME 87
The relative error based on the Euclidean norm is used to characterize the
accuracy of the fairness criterion, or in other words, how close the fairness criterion
to be tested is to the actual bandwidth sharing scheme in practice.
relative error = ‖λ− λ
′‖2
‖λ′‖2 , (19)
where ‖x‖2 is the the Euclidean norm of vector x
‖x‖2 =
√∑
i
x2i . (20)
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Fig. 2. The Euclidean error of the proportional fairness compared to TCP Vegas’s rate
sharing
Fig. 2 shows the relative errors of the proportional fairness compared to TCP
Vegas’s rate sharing versus the packet size. Three cases have been considered
according to m = 5, 10, 15. We have modified the ns-2’s implementation of TCP
Vegas in such a way that α and β can have real positive values. The bold curves
represent the errors when α = 1;β = 3, while the thin curves are for α = 1.5;β =
2.5. The smaller the network (smaller m) or the larger the packet size, the smaller
the relative error is. Beside that, the relative error is smaller when α and β are set
closer to each other (α = 1.5;β = 2.5), compared to the case of α = 1;β = 3.
The reason is that the smaller difference between α and β makes the rate function
of (10) more accurate.
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Fig. 3. The Euclidean error of the F ha and Fb fairness criteria compared to TCP Reno’s rate
sharing
Similarly, Fig. 3 shows the relative errors of the Fha and Fb fairness criteria
compared to TCP Reno’s rate sharing versus the packet size. The Fb scheme
noticeably has smaller relative error than the Fha fairness. This observation is an
evidence to guess that Fb is closer to TCP Reno’s real bandwidth sharing than Fha .
In this case, the relative errors tend to increase when the packet size decreases or
the network becomes larger (m increases).
After comparing Fig. 2 with Fig. 3, one could conclude that the relative error
in the case of TCP Vegas is smaller than in the case of TCP Reno. It may be inferred
that the proportional fairness is closer to TCP Vegas’s rate sharing than Fha or Fb
fairness to TCP Reno. The reason must be found in the rate functions: it is not easy
to find an accurate rate function for TCP Reno.
The decrease of the relative error caused by the increase of packet size is
an interesting observation which we have not expected. The explanation for that
phenomenon would require further research works.
7. Conclusion and Future Work
This paper gives a systematic general technique to gain the bandwidth sharing
scheme for end-to-end congestion control protocols. The proposed technique di-
vides the analysis of bandwidth sharing, which used to be a very complicated
process, into two separate tasks. In the first task, one should find the rate of a flow
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as a function of congestion measure. In the second task, the utility function can be
inferred from the rate function. With this technique, bandwidth sharing scheme is
much easier to be obtained.
To demonstrate the effectiveness of the fairness finding technique, we show
how to find the fairness of TCP Vegas and Reno. By simulation we show which
factors the accuracy of the observed schemes depends on.
In a real network having complicated mechanisms, we should consider many
further constraints besides the capacity constraint. These restrictions may have
significant role in optimization. The investigation of the impact of other possible
constraints on the rate sharing would be the future work.
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