Bearing is an important component of mechanical system; any defects of bearing will lead to serious damage for the entire mechanical system. In this paper, Cauchy kernel relevance vector machine with stochastic inertia weight particle swarm optimization algorithm (SIWPSO-CauchyRVM) is proposed to fault diagnosis for bearing. As the selection of the Cauchy kernel parameter has a certain influence on the diagnosis result of relevance vector machine, stochastic inertia weight PSO is used to select the Cauchy kernel parameter. The relative energies of 16 wavelet coefficients of the forth layer of vibration signal of bearing can be used as the diagnosis features of bearing. The experimental results indicate that fault diagnosis method of bearing based on SIWPSO-CauchyRVM has excellent diagnosis ability.
Introduction
Bearing is an important component of mechanical system; any defects of bearing will lead to serious damage for the entire mechanical system [1, 2] . Therefore, it is essential to develop the reliable fault diagnosis method to prevent the bearing from malfunction [3] [4] [5] . Vibration signal analysis is the most common method for detecting bearing failures [6] [7] [8] , and, on the basis of vibration signal analysis, intelligent fault diagnosis methods have been applied in fault diagnosis for bearing. Support vector machine (SVM) is a machine learning method based on structure risk minimization principle, which has been applied to fault diagnosis for bearing in the past few years [9, 10] due to its good nonlinear classification ability. Relevance vector machine (RVM) is an intelligent learning technique based on sparse Bayesian framework [11] . The number of relevance vectors in RVM is much smaller than that of support vectors in SVM, which makes RVM have a sparser representation compared with SVM. In addition, there is no need to set the penalty parameter in RVM, which makes RVM more convenient to use than SVM. Thus, RVM has a better application prospect in fault diagnosis for bearing.
In this paper, Cauchy kernel relevance vector machine with stochastic inertia weight particle swarm optimization algorithm (SIWPSO-CauchyRVM) is proposed to fault diagnosis for bearing. As the selection of the Cauchy kernel parameter has a certain influence on the diagnosis result of relevance vector machine, stochastic inertia weight PSO is used to select the Cauchy kernel parameter. As the relative energies of 16 wavelet coefficients of the forth layer of vibration signal of bearing have a good discrimination for different faults of bearing, it can be used as the diagnosis features of bearing. As multiclass classification model can be established by combining multi-RVM binary classifiers, three SIWPSOCauchyRVMs are employed to establish the diagnosis model with the form of binary tree. The experimental results indicate that fault diagnosis method of bearing based on SIWPSOCauchyRVM has excellent diagnosis ability. the number of the training samples. The likelihood function obeys the Bernoulli distribution [11] :
Cauchy Kernel RVM Classifier
where ( (x ; W)) is a predefined logistic sigmoid function, ( (x ; W)) = 1/(1 + − (x ;W) ), and W is the weight vector. The detailed description of RVM binary classifier can be shown in [11] . Cauchy kernel function is employed in this RVM, which can be expressed as follows:
where is the Cauchy kernel parameter. Figure 1 shows the fault diagnosis process of bearing based on Cauchy kernel relevance vector machine with stochastic inertia weight PSO; first, we perform 4-layer wavelet decomposition for vibration signal of bearing, and obtain 16 wavelet coefficients of the forth layer of vibration signal of bearing and then compute the relative energies of 16 wavelet coefficients of the forth layer, which can be used as the diagnosis features of bearing.
Fault Diagnosis Process of Bearing Based on Cauchy Kernel Relevance Vector Machine with Stochastic Inertia Weight PSO
As the selection of the Cauchy kernel parameter has a certain influence on the diagnosis result of relevance vector machine, stochastic inertia weight PSO is used to select the Cauchy kernel parameter ; the fitting diagnosis error of all the training samples is used to evaluate the fitness of the current Cauchy kernel parameter . The process of the selection of the Cauchy kernel parameter of relevance vector machine by stochastic inertia weight PSO can be described as follows.
Step 1. Perform the setting of the parameters of SIWPSO and initialization of the particles.
Step 2. The fitting diagnosis error for all the training samples is used to create the fitness function and evaluate the fitness of each current particle according to the following formula:
where is the number of the samples of correct fitting diagnosis for the training samples of the th RVM and is the number of the training samples of the th RVM.
Step 3. Update the global and personal best according to the fitness evaluation results.
Step 4. The particle flies toward a new position by the velocity is calculated by the following formula [12] :
where denotes the iteration counter and rand denotes the random value in the range [0, 1]; V is the velocity of particle on the th dimension and is the position of particle on the th dimension; is the personal best position of particle on the th dimension and is the global best position of the swarm on the th dimension; 1 and 2 are personal and social learning factors, respectively, and is the inertia weight, which is used to balance the global exploration and local exploitation. In stochastic inertia weight PSO, stochastic inertia weight is used, which can be expressed as follows:
where (0, 1) denotes a random number from the standard normal distribution; denotes the variance of stochastic inertia weight; max denotes maximum average inertia weight; and min denotes minimum average inertia weight.
Step 5. Each particle moves to its next position according to the following formula:
where is constraint factor used to control the velocity weight.
Step 6. The same procedures from Step 2 to Step 5 are repeated until the stop conditions are satisfied.
Then, the Cauchy kernel RVM model is trained with the suitable kernel parameter. As shown in Figure 1 , three SIWPSO-CauchyRVMs are employed to establish the diagnosis model with the form of binary tree, among which SIWPSO-CauchyRVM1 is used to separate normal state from fault state, SIWPSO-CauchyRVM2 is used to separate inner race fault from other faults, and SIWPSO-CauchyRVM3 is used to separate outer race fault from ball fault. Finally, the proposed SIWPSO-CauchyRVM model can be tested by the testing data.
Experimental Analysis
In this study, 360 samples including 90 samples representing normal state, 90 samples representing inner race fault, 90 samples representing outer race fault, and 90 samples representing ball fault are used as the experimental data. 16 wavelet coefficients of one of the samples representing normal state can be shown in Figure 2 . The relative energies of 16 wavelet coefficients of the forth layer of vibration signal of bearing can be used as the diagnosis features of bearing and the features of a group of samples with different states are shown in Figure 3 .
Three experiments with different training sample sets and testing sample sets are performed to testify the feasibility of the proposed model. Here, stochastic inertia weight PSO is used to select the Cauchy kernel parameter . In SIWPSO, max is set to 0.8, min is set to 0.5, is set to 0.2, is set to 1/1.3, and the positive constants 1 and 2 are set to 2. Grid-CauchyRVM is used to compare with stochastic inertia weight PSO-CauchyRVM (SIWPSO-CauchyRVM). In Grid-CauchyRVM, the value range of the Cauchy kernel parameter is between 0 and 2, and the minimum interval of the Cauchy kernel parameter is 0.01. Figure 4 shows the comparison of the diagnosis results between SIWPSO-CauchyRVM and Grid-CauchyRVM in experiment 1, as shown in Table 1 , the diagnosis accuracy of SIWPSO-CauchyRVM is 99.167%, and the diagnosis accuracy of Grid-CauchyRVM is 94.167% in experiment 1. Figure 5 shows the comparison of the diagnosis results between SIWPSO-CauchyRVM and Grid-CauchyRVM in experiment 2, as shown in Table 1 , the diagnosis accuracy of SIWPSO-CauchyRVM is 97.5%, and the diagnosis accuracy of Grid-CauchyRVM is 95.0% in experiment 2. Figure 6 shows the comparison of the diagnosis results between SIWPSO-CauchyRVM and Grid-CauchyRVM in experiment 3, as shown in Table 1 , the diagnosis accuracy of SIWPSOCauchyRVM is 99.0%, and the diagnosis accuracy of GridCauchyRVM is 95.0% in experiment 3. It can be seen that SIWPSO-CauchyRVM has a higher diagnosis accuracy than Grid-CauchyRVM, and fault diagnosis of bearing based on SIWPSO-CauchyRVM is feasible.
Conclusion
In this paper, Cauchy kernel relevance vector machine with stochastic inertia weight PSO is proposed to fault diagnosis for bearing, and stochastic inertia weight PSO is used to select the kernel parameter of Cauchy kernel relevance vector machine. The relative energies of 16 wavelet coefficients of the forth layer of vibration signal of bearing can be used as the diagnosis features of bearing,and three SIWPSOCauchyRVMs are employed to establish the diagnosis model with the form of binary tree. The experimental results indicate that SIWPSO-CauchyRVM has a higher diagnosis accuracy than Grid-CauchyRVM, and fault diagnosis of bearing based on SIWPSO-CauchyRVM is feasible.
