Abstract The evaluation of error or uncertainty in shoreline change studies is an issue of prime importance for providing an adequate framework for calculated rates of change and to allow the establishment of threshold values above which the rates would be significant. In this note, a practical, easy-to-use method is presented to estimate error involved in the calculation of shoreline changes on aerial photographs, including the three most used types of shoreline indicators: high water line, dune/cliff toe and cliff top. This approach takes into account the specific characteristics of each shoreline proxy, such as relief in the case of the cliff top or tidal oscillations in the case of the high water line. At the same time it includes the error components that are independent from the proxy, basically related to the technical aspects of the process such as photo scanning and georeferencing. A practical example of application of the method is provided for several types of data inputs, based on shoreline changes around the Bay of Cádiz (SW Spain).
Introduction
Shoreline erosion constitutes one of the most serious natural hazards in many coastal areas worldwide. It can be considered an essentially natural process, but the increasing occupation of the coast has led to an increased risk, due to the growing exposure and the strong human influence on the stability of coastal systems.
As a consequence of this, the assessment of shoreline change trends is an issue of prime importance for coastal scientists and managers worldwide. In this regard, several authors have highlighted the need for adequate methods that can be used to estimate the amount of error or uncertainty in calculated rates of shoreline change (Anders and Byrnes 1991; Crowell et al. 1993; Moore 2000) . These estimations provide an adequate framework for calculated rates of change and allow the establishment of threshold values above which the rates would be significant.
The analysis of vertical aerial photographs is the most commonly used technique in coastal erosion studies, especially for quantifying medium-term shoreline recession rates (Moore 2000) , due to the generally wide availability and low cost of the materials. The use of photogrammetry in the assessment of shoreline change involves diverse sources of error or uncertainty that must be taken into consideration: errors in the original data, interpretation errors, measurement errors, etc. (Coyne et al. 1999; Moore 2000; Morton et al. 2004) . In this note, a specific method is proposed for the quantification of the various sources of error affecting the most common procedures and shoreline proxies used when employing aerial photographs for coastal change assessments.
2 Sources of error in the photogrammetric process When using vertical aerial photographs for measuring shoreline changes, the first and most evident source of uncertainty is constituted by the intrinsic distortions affecting the photographs. These distortions are due to different causes related to the geometry of the aerial photographs (Gorman et al. 1998; Wolf and Dewitt 2000) :
• Changing altitude of the aircraft along the line of flight due to atmospheric turbulences, causing scale changes between adjacent photographs.
• Camera tilt of the aircraft, producing not truly vertical but slightly oblique aerial photographs and hence distorting the scale of the photographs.
• Terrain relief that due to the central perspective of the photographs causes an outward/ inward displacement (called topographical displacement or relief displacement) of the elements located above/below mean ground level, such as cliffs or buildings.
• Lens distortion, producing a radial deformation of the photograph.
The two main consequences of these phenomena are scale changes between and within photographs and shifting of objects in the photographs away from true geographical location (Wolf and Dewitt 2000) . As a consequence of this, aerial photographs should not be treated as maps (Anders and Byrnes 1991) and they must be corrected before using them for the quantification of shoreline changes (Gorman et al. 1998; Moore 2000; Boak and Turner 2005) .
Coastal scientists often have digital orthophotographs available for recent periods (typically from 1990s onward) and paper photographs for earlier periods. Orthophotographs are truly vertical aerial photographs whose perspective has been changed from central to orthographic by using a high-resolution DEM of the study area, specific information on the camera used (camera calibration and orientation parameters) and specialized software (Hapke and Richmond 2000) , resulting in complete removal of the aforementioned distortions. On the other hand, the minimization of distortions in historical aerial photographs is achieved by scanning and georeferencing processes. This procedure provides a common geographical reference system that enables digital photograph overlapping and thus coastal change measurements, and the process results in a geometric correction of most of the aforementioned distortions (Hughes et al. 2006) , except the highest relief displacements that can only be removed by orthorectification (Moore and Griggs 2002) . Therefore, geometric correction is generally considered adequate for coastal areas without high cliffs (Hughes et al. 2006 ).
Georeferencing of historical photographs is usually accomplished in GIS environment by using polynomic corrections based on ground control points (GCPs) identified on the photograph. The real-world coordinates of the GCPs are derived either from DGPS field surveys or from other mapping sources such as digital maps or orthophotographs from the same area. GCPs must be carefully chosen according to the general criteria of appropriate number, location and distribution established by authors like Moore (2000) or Wolf and Dewitt (2000) . This way, on each photograph, an adequate number of GCPs should be identified, evenly distributed across the whole photograph and mostly located on human landscape features such as crossroads. If the photographs are intended to be used for calculating shoreline rates of change as accurate as possible, root-mean-square error (RMSE) for the GCPs should generally be less than one half the pixel size of the image (Vanderstraete et al. 2003) according to the US National Map Accuracy Standards (Stathopoulou and Cartalis 2009) . After this process is completed, geometrically corrected photographs and orthophotographs from the same areas are superimposed on GIS environment in order to assess temporal changes in shoreline position.
At this stage, once the georeferenced photographs and/or orthophotographs are ready for shoreline mapping, a key issue is the selection of an adequate feature that can serve as a shoreline proxy or indicator, so that it properly reflects real shoreline position and evolution (Pajak and Leatherman 2002; Boak and Turner 2005) . This choice constitutes a complex problem, as the shoreline proxy should also be clearly identifiable on aerial photographs and should not be influenced by short-term processes that can mask real medium-term trend (Moore 2000) . In this regard, the dynamic nature of land-sea limit has led to a variety of criteria, so a wide range of geomorphological features have been used as shoreline indicators by different authors (Boak and Turner 2005) . The proxies are generally chosen according to local geomorphological characteristics of the coastal sectors to be studied, and they include beach toe, wet/dry line, erosion scarp, stable vegetation line, dune toe, dune crest, cliff toe, cliff top, etc. (Coyne et al. 1999; Pajak and Leatherman 2002; Fletcher et al. 2003; Boak and Turner 2005, among others) . However, the most common proxies are the wet/dry line (Crowell et al. 1991) , the vegetation line (Garcia et al. 2010) , the dune toe (Schwarzer et al. 2003 ) and the cliff top (Moore and Griggs 2002) .
The wet/dry line identifiable on the photographs, which is usually the last high tide mark, constitutes the most widely used shoreline proxy (Pajak and Leatherman 2002; Boak and Turner 2005) and is commonly considered equivalent to or closely approximating the high water line (HWL) (Crowell et al. 1997) . Despite its limitations regarding short-term variability, which will be discussed later, it is generally deemed as a valid indicator of shoreline position (Gorman et al. 1998) . In fact, in some cases, the wet/dry line is the only indicator available, as occurs in highly developed coasts where the beach is backed by a seawall, riprap revetment or other artificial structure. At coastal traits where dunes are present, the dune toe (considered as the contact between backshore and foredune) is usually chosen as shoreline proxy, with the aim of using an indicator that is independent of meteorological conditions, waves, tides and beach profile shape (Moore and Griggs 2002; Schwarzer et al. 2003) . Likewise, the cliff top is normally employed as shoreline proxy at cliffed coastal sectors (Catalão et al. 2002) . However, in those areas where gentle cliff slope, presence of vegetation, rounded cliff edge or extensive development prevent a proper identification of the cliff top line, the cliff toe is used as shoreline indicator (Pierre 2006) . It must be pointed out that each proxy has its own advantages and disadvantages, which must be kept in mind and balanced when using these indicators.
Once the proper shoreline proxies are identified on each photograph, the next step is the actual shoreline mapping, which is generally performed by on-screen digitizing in GIS environment. Sometimes manual or computer-based stereoscopes are used to assist in the process, especially when relief is essential in the identification of the shoreline indicator, as in the case of cliff top. Additional interpretation errors and inaccuracies may arise in the digitizing process, mainly related to (1) poor photo contrast hindering the interpretation of shoreline position and (2) presence of several shore-parallel lines (flotsam line, erosional scarp, etc.) that may be confused with the chosen shoreline proxy (Moore 2000) .
Finally, after all shorelines are digitized, various techniques can be used to evaluate shoreline recession/advance distances and to compute rates of shoreline change (Morton et al. 2004; Genz et al. 2007 ). The most common approach involves drawing of shorenormal transepts at a certain distance apart and computation of change rates between the different shorelines along each transept, either manually or automatically (Thieler et al. 2005) . The influence of sampling and computation factors such as the number of shorelines available, the time interval between shorelines, the time span of the shoreline record or the calculation method in the overall uncertainty of resulting shoreline trends has been studied by several authors (e.g. Dolan et al. 1991; Crowell et al. 1993; Fenster et al. 2001; Honeycutt et al. 2001) and is out of the scope of this work.
Estimating uncertainty in shoreline change calculations
To sum up, factors causing uncertainty in shoreline change studies can be grouped into three classes:
• Factors that produce a displacement of the shoreline from its true position on the photograph, essentially due to the way aerial photos are taken. These are mainly lens distortion, terrain relief, changes in aircraft altitude and camera tilt (Anders and Byrnes 1991; Thieler and Danforth 1994) .
• Factors that hinder proper interpretation and identification of the shoreline position on a photograph, generally related to image scale and processing techniques. This group mostly includes the loss of image resolution or contrast due to paper photo scanning and the errors deriving from photo georeferencing (Fletcher et al. 2003 ).
• Factors that cause the non-representativeness of the shoreline identified in the photograph, mainly associated with short-term variations in shoreline proxy and/or shoreline changes not related to real coastal erosion or accretion processes (Dolan et al. 1991; Moore 2000) . These factors can lead to sampling errors in shoreline position (Coyne et al. 1999; Morton et al. 2004) , both in the temporal (e.g. photographs taken after storm events or beach nourishments) and spatial aspects (e.g. use of stabilized cliffs or restored dunes as shoreline indicators) (Fig. 1) .
Most of the errors generated by the aforementioned factors can be avoided to a certain extent by common procedures such as focusing on the central part of each photo, scanning the paper photos at a very high resolution, performing geometric corrections on GIS software, using only summer aerial photographs, etc. However, there is always some degree of uncertainty in the interpreted shoreline positions and in the derived rates of shoreline change, so it is necessary to quantify or at least estimate, as far as possible, that uncertainty. This need is acknowledged by several authors (Anders and Byrnes 1991; Crowell et al. 1993; Moore 2000) , but there are few specific proposals for error assessment in shoreline mapping in the literature. In this regard, methods are often based on measuring distances on the photograph, taking fixed elements as a reference, and comparing the measurements in diverse photographs or with a reference document (Catalão et al. 2002; Ferreira et al. 2006) . In other cases, the methods proposed are aimed at quantifying some of the factors causing error, such as image resolution or short-term shoreline variability (Coyne et al. 1999; Fletcher et al. 2003; Zviely and Klein 2004) . Nearly all these methods use solely the HWL as shoreline proxy (Shoshany et al. 1996; Morton et al. 2004) , and they are often quite imprecise and difficult to apply directly.
For these reasons, in this note, a practical, easy-to-use technique is presented to estimate error involved in the calculation of shoreline changes on aerial photographs, including the three most used types of shoreline indicators, that is, HWL, dune/cliff toe and cliff top. This approach takes into account the specific characteristics of each shoreline proxy, such as relief in the case of the cliff top or tidal oscillations in the case of the HWL. At the same time it includes the error components that are independent from the proxy, basically related to the technical aspects of the process (scanning and georeferencing).
The method is based on the assumption that the cumulative uncertainty in shoreline position digitized on an aerial photograph is the result of three simultaneous factors that are consecutively added on each stage of the process:
1. Scanning error, represented by the image resolution (R) (Coyne et al. 1999; Catalão et al. 2002) . 2. Georeferencing error (G), represented by the RMSE of the georeferencing process (Shoshany et al. 1996; Morton et al. 2004) . The first component of uncertainty corresponds to the scanning or digital capture processes of the original photographs or orthophotographs. It is represented by image pixel size (Coyne et al. 1999; Catalão et al. 2002) , since the larger the pixels, the larger the uncertainty in interpreting shoreline position on the photograph. From the Shannon sampling theorem, it arises that when selecting scanning resolution, pixel size should be set to at least one half of the minimum spacing (smallest feature) that needs to be resolved on the photograph (Weeks 1996; Lehmbeck and Urbach 2004) . However, it must be noted that the improvement of image resolution by changing the scanning mode is not infinite, so oversampling should be avoided.
The second component of error relates to the geometric correction of the photographs, expressed by the RMS error of the process (Shoshany et al. 1996; Morton et al. 2004 ). It must be noted that the quality of the fit of the transformation equations to the GCPs expressed by the RMSE is not completely equivalent to the positional accuracy of the georectified image (Hughes et al. 2006) . However, as a statistical measure, it constitutes a widely accepted estimation of the general accuracy of the process and as such is used in this approach.
As for the third component of error, it is defined according to the shoreline indicator used. In the case of using the HWL as shoreline proxy, D factor represents the short-term variability in shoreline position resulting from tide oscillation, the so-called ''tidal stage uncertainty'' (Fletcher et al. 2003) . This includes the changing high water level due to alternating spring-neap tides, as well as the horizontal variability of high water mark resulting from changes in beach slope. It is clear that the position of the HWL is also influenced by waves and storm surges, but most photogrammetric flights are generally performed under fair weather conditions in spring or summer periods, so this aspect is not included in the present proposal. Nevertheless, in case that post-storm photography cannot be avoided, then the local variability of the HWL during storms should be estimated and included in error calculations (Moore 2000) .
This way, when using the HWL as shoreline indicator, D factor is geometrically calculated as the horizontal variability in shoreline position resulting from a certain tide height (M) on a beach profile with a certain slope (tanb) (Allan et al. 2003 ) (Eq. 1):
In this expression, M is computed in a different way according to the information available on tide conditions on each photograph. If the exact date and time of the photograph (and hence tide situation) are unknown, M is computed as (plus/minus) half the maximum difference between spring and neap high tide levels in the study area, in order to obtain maximum horizontal displacement of the HWL in a worst-case approach. Conversely, if the exact date and time are known and so is high water level, the value of M is directly calculated as the height difference between the two high waters in the two photographs that are being compared. This way, in the first case, the D factor of error is computed for each shoreline position, while in the second case, the D factor is a single value that represents the uncertainty in the variation between two shoreline positions due to the different high water levels in two photographs.
In case of using the cliff top as shoreline indicator, the D component of error represents relief displacement, which is partly but not completely removed by geometric correction. The magnitude of relief displacement depends on cliff height, cliff position in the aerial photograph, image scale and characteristics of the georeferencing process (Anders and Byrnes 1991; Zviely and Klein 2004) . The further the cliff is from the centre of the image and the higher its height, the larger the displacement of cliff top from its true position. The displacement also increases in low altitude (i.e. large scale) aerial photographs. On the other hand, the greater the number of GCPs used in the geometric correction, the higher the chances of reducing relief displacement and hence the lower the uncertainty in cliff top position. Therefore, the D component of error is computed as (Eq. 2):
where S is image scale, d is the distance from the cliff top to the principal point of the photograph, h is cliff height, H is flight height and n is the number of GCPs used in the georeferencing process. If digital orthophotographs are used, the D factor is zero, as orthorectification removes relief displacement. Finally, where dune foot or cliff toe is employed as shoreline proxy, the D factor is also considered as zero, due to the relative independence of these indicators from both shortterm variability and relief displacement errors.
Once the three components of error (scanning, georeferencing and physical component) are calculated, the total uncertainty in shoreline position on a certain photograph (E P ) is computed as the quadratic sum of each component (Coyne et al. 1999; Fletcher et al. 2003) according to Eq. 3:
The errors calculated by means of Eq. 3 correspond to each individual image, so when comparing two shoreline positions extracted from two separate photographs (P1 and P2), the error is cumulative (Anders and Byrnes 1991) . Consequently, the total uncertainty for a given rate of shoreline change calculated between two shoreline positions should be computed by considering both individual errors, as well as the time span between the two photographs in order to annualize the total error (Fletcher et al. 2003; Morton et al. 2004 ) (Eq. 4):
where T is the time span (in years) between the two photographs from where the shorelines were extracted. The overall process is summarized in Fig. 2 .
Example of application to the Bay of Cádiz (Spain)
In this section, a practical example is provided on the application of the proposed method to the determination of errors in shoreline change rates calculated in the Bay of Cádiz (SW Spain). Three different cases are considered with diverse type of data inputs.
Cliff top as shoreline proxy
The study site is El Almirante embayment, located in the northern Bay of Cádiz, in the N.A.T.O. Naval Station at Rota (Fig. 3) . Here, significant coastal erosion has been recorded over the last 50 years, mainly caused by sediment starving affecting the beach downdrift of the large harbour of the Naval Station, together with rock falls and slides affecting the soft cliff backing the beach (Cooper et al. 2009; Del Río and Gracia 2009) . In this particular example, the cliff top is used as a shoreline proxy to determine cliff recession rates between 1994 and 2002, by using a 1994 scanned aerial photograph and a 2002 orthophotograph. In order to compute the uncertainty involved in the calculation of shoreline change rates, the characteristics of each photo are shown in Table 1 . This result would mean that cliff recession rates would only be significant if they are above this threshold. In the case of El Almirante, cliff top retreat between 1994 and 2002 has been evaluated to range between 0.2 m/year at its western sector (a non-significant erosion rate) and 1.8 m/year at its eastern sector, with several erosion hot spots having retreated up to 2.5 m/year in the aforementioned period (Del Río 2007).
High water line as shoreline proxy (dates known)
The study site is Camposoto-El Castillo beach, located in Sancti-Petri sandspit at the southern end of the Bay of Cádiz (Fig. 3) . Shoreline changes in this area are spatially irregular and related to a combination of factors, including general reduction in sediment supply to the coast caused by river damming, discontinuities in the offshore rocky shoal fronting the beach and dune weakening by human transit (Del Río et al. 2012) . In this area, both the dune toe and the HWL could be used as indicators of shoreline position. Since error calculation in dune toe proxies is straightforward (Fig. 2) , here an example of the HWL is presented, in which the dates of the photographs analysed are known. In this example, shoreline change is assessed over the period between 1986 and 2002, by using a 1986 scanned aerial photograph and a 2002 orthophotograph. The characteristics of each photo are shown in Table 2 .
In this case, the application of Eq. 3 to each photo only considers G and R factors, as the D factor is not computed separately for each shoreline position, but represents a single value of the error derived from the tidal variation in the HWL between both photos. This results in a total uncertainty of 1.10 m for the 1986 photo and 0.5 m for the 2002 orthophotograph, which are then combined and annualized as in the previous example (Eq. 4) according to the 16.31 years interval between the photos (taken on the 04/30/1986 and the 08/16/2002). The total value of D factor is added afterwards, yielding a total uncertainty for the rate of shoreline change between both dates of ±0.27 m/year.
As in the cliff top example, the computed shoreline change rates (accretion or erosion) must be compared with the obtained value of error in order to check their significance. In Camposoto-El Castillo beach an irregular but definitely erosive trend of the HWL has been detected, with recession rates between 0.6 and 1.7 m/year in the period 1986 (Del Río 2007 , clearly higher than the range of error and thus fully significant.
High water line as shoreline proxy (dates unknown)
The study case is La Victoria urban beach, located in Cádiz city, in the outer Bay of Cádiz (Fig. 3) . Here, shoreline changes are highly influenced by human interventions, namely artificial nourishments that have been carried out several times over the last two decades in order to maintain a wide dry beach for tourism (Del Río et al. 2012) .
The beach is backed by a promenade, and there are no dunes or other natural features that can be used as shoreline indicators, so the only proxy available is the HWL. In this example, two photographs have been used for which the exact date is not known, so it is not possible to calculate the real difference between the two high waters as in the previous example. Specifically, the images used were two scanned aerial photographs from 1977 to 1994, whose characteristics are shown in Table 3 .
The fact that the exact dates of the photographs are not known means that the D factor is computed in a worst-case approach as the maximum variability of the HWL due to the alternating spring and neap tidal cycles. By applying Eq. 3, total error values of 9.42 m and 9.40 m are obtained for the HWL position in the 1977 and 1994 photos, respectively. For Table 2 Parameters used in the determination of uncertainty for a HWL proxy with known dates (Muñoz et al. 2001) . In this regard, the fact that the southern sector is not showing the effect of the nourishment reflects a trend towards net sand loss in this area.
Final considerations
In this note, a simple method is proposed for evaluating the uncertainty range involved in the calculation of shoreline change rates from aerial photographs. For this purpose, the different sources of error that affect the photogrammetric process are considered, as well as the specific sources of error related to coastal features used as shoreline proxies. This procedure provides an adequate context to shoreline change mapping and measurement, thus contributing to determine whether the obtained rates of coastal change are significant or not.
The method relies on data that are generally available or easy to obtain, such as image resolution, RMSE of the georeferencing process, height of the photogrammetric flight, tide characteristics in the study area and others. When the HWL is used as shoreline indicator, the average intertidal beach slope is one of the parameters needed for determining uncertainty. In this case, some errors may arise from the fact that in most coastal areas there are typically no data available on beach slope for periods prior to the 1980s, so recent or present-day data must be extrapolated to photographs dating from several decades ago. Moreover, beach slope changes seasonally, so the use of average figures may induce additional errors; if there are different data available, the best option is to use the slope that is closest to the month of year when the photo was taken.
It must be mentioned that the examples provided in this paper involve only two consecutive shorelines, while coastal scientists commonly have photographs available from several dates. In that case, a value of error should be computed for each pair of shorelines, and the average of those errors would be adopted as the mean uncertainty of the total rate of shoreline change. G RMSE of the georeferencing; R pixel size; M half the maximum difference between spring and neap high tide levels in the study area; tanb intertidal beach slope; D maximum horizontal displacement of the HWL It is also important to note that, apart from the previously mentioned parameters, the general accuracy of shoreline change rates obtained from aerial photographs can also be influenced by other factors, which are, however, not objective or feasible to quantify, so they are not considered in this note. For example, when choosing the dune toe or the cliff top as shoreline proxy, it is clear that the use of stereoscopic pairs that allow 3D viewing will result in more accurate shoreline mapping and less error in derived rates of change. Conversely, overexposed photographs usually hinder the accurate identification of proxies such as the dune toe and the HWL, as their position is often masked by extremely bright beach sand.
On a further step, other factors related to shoreline sampling and rate-of-change calculation methods could be included in the assessment of total uncertainty. However, this would involve developing specific techniques for computing errors associated with the number of shorelines used, the possible presence of outliers in the shoreline record, the time interval between shorelines, the total time span of the shoreline record, the method used for calculating rates of change and so on. The resultant method would probably be very complex and require many variables and factors to be separately computed, so it would not be as practical and easy to use as the one proposed in this work.
