Choquet Integral based Feature Selection for Early Breast Cancer Diagnosis from MRIs by Trabelsi Ben Ameur, Soumaya et al.
Choquet Integral based Feature Selection for Early
Breast Cancer Diagnosis from MRIs
Soumaya Trabelsi Ben Ameur, Florence Cloppet, Sellami Dorra, Laurent
Wendling
To cite this version:
Soumaya Trabelsi Ben Ameur, Florence Cloppet, Sellami Dorra, Laurent Wendling. Choquet
Integral based Feature Selection for Early Breast Cancer Diagnosis from MRIs. ICPRAM, Feb
2016, Rome, Italy. Proceedings of the 5th International Conference on Pattern Recognition Ap-
plications and Methods, pp.351 - 358, 2016, <10.5220/0005754703510358>. <hal-01391970>
HAL Id: hal-01391970
https://hal.archives-ouvertes.fr/hal-01391970
Submitted on 4 Nov 2016
HAL is a multi-disciplinary open access
archive for the deposit and dissemination of sci-
entific research documents, whether they are pub-
lished or not. The documents may come from
teaching and research institutions in France or
abroad, or from public or private research centers.
L’archive ouverte pluridisciplinaire HAL, est
destine´e au de´poˆt et a` la diffusion de documents
scientifiques de niveau recherche, publie´s ou non,
e´manant des e´tablissements d’enseignement et de
recherche franc¸ais ou e´trangers, des laboratoires
publics ou prive´s.
Choquet integral based feature selection for early breast cancer 
diagnosis from MRIs 
 
Soumaya Trabelsi Ben Ameur1,2, Florence Cloppet1, Dorra Sellami Masmoudi2 and Laurent 
Wendling1 
1Intelligent System of Perception group, LIPADE lab,Paris Descartes University, 45 Saint Pères street, Paris, France. 
2Computor Imaging and Electronic Systems Group (CIEL), National Engineering School of Sfax (ENIS), Sfax, Tunisia. 
soumaya.trabelsi_benameur@yahoo.fr, sellamimasmoudidorra@yahoo.com, {florence.cloppet,lwendlin}@math-info.univ-
paris5.fr 
Keywords: Breast cancer, computer aided diagnosis, mammography, ultrasound, MRI, dual-energy contrast-enhanced 
digital mammography, Choquet integral. 
Abstract: This paper focuses on breast cancer of the mammary gland. Both basic segmentation steps and usual features 
are recalled. Then textural and morphological information are combined to improve the overall performance 
of breast MRI in a computer-aided system. A model of selection based on Choquet integral is provided. Such 
model is suitable when handling with a weak amount of data even ambiguous in some extent. Achieved results 
compared to well-known classification methods show the interest of our approach.
1 INTRODUCTION 
Breast cancer is a malignant tumor of the mammary 
gland due to the presence of abnormal cells in the 
breast tissue. In order to reduce the risk of mortality 
and have an adequate treatment, the doctor can make 
several different screenings: mammography, 
ultrasound, breast MRI, Dual-Energy Contrast-
Enhanced Digital Mammography DECEDM and 
other additional detection exams. Therefore they are 
faced with a problem of melting and data decision. 
Radiologists tend to describe a mass according to its 
shape, outline, optical density, etc. The diagnosis of 
breast mass is a difficult task, even for an expert 
radiologist, because its morphological aspects can be 
very subtle and hard to diagnose visually. Therefore, 
Computer-Aided Diagnosis (CAD) has been 
proposed to support radiologists in the discrimination 
of malignant and benign lesion. These approaches are 
usually based on three steps: segmentation of the 
mass, extraction of characteristics and classification 
into malignant and benign. Features extracted from 
breast images are classified into texture features, 
shape descriptors and kinetic features. There are 
attributes that are not necessarily relevant for taking 
the decision, and they can induce an error in the 
classification thus a multi-criteria selection is 
necessary. Choquet integral aims at providing a 
robust decision model even with a small training 
database (which is the case of our study). This method 
allows to select and classify the most significant and 
pertinent attributes. 
2 DETECTION AND ANALYSIS 
SYSTEM 
Breast pathologies are classified into two types: 
microcalcifications and breast masses. In our study 
we are interested to the detection of breast masses. 
Breast masses are found in several shots. they are 
generally characterized by their shape and contour. 
Round or oval masses with well-defined limits are 
rather benign lesions. While lobulated and undefined 
limits masses are malignant. Breast density 
characterizes the heterogeneity of the breast tissue, it 
has a link with breast cancer because it has an impact 
on the reliability of the interpretation of medical 
images. Medical imaging has a crucial role in 
reducing breast cancer mortality, by making possible 
early detection through screening. Several breast 
imaging exists such as mammography, ultrasound, 
breast MRI and DECEDM, etc. 
 2.1 Mammography 
As the primary imaging modality for early detection 
and diagnosis of breast cancer, mammography has 
achieved significant success. A mammography is a 
breast radiography which allows to obtain images of 
breast tissue using X-rays to detect anomalies. Radio-
opaque areas are clear and correspond to the fibro-
glandular tissue and calcium. A mammogram is 
performed either for breast cancer screening or to 
diagnose the presence of symptoms. Mammography 
is accessible and non-traumatic, it allows a well 
visualizing of microcalcifications. However, the 
superposition of different breast tissues limits breast 
exploration, a high breast density can be the cause of 
an analytical problem and small tumors could be 
undetected. 
2.2 Ultrasound 
The ultrasound breast examination is conventionally 
used in addition to mammography, for a differential 
diagnosis for cystic lesion/solid lesion and to explore 
palpable breast lesions without mammography 
translation. It can be a first-line examination of young 
women (significant breast density), pregnant women 
and patients with breast inflammation. Ultrasound is 
a quick and easy exam even in case of dense breast 
but exploration of greasy breast is hard. The principal 
limits of this modality are its non-reproducibility and 
its sensitivity to motion.  
2.3 Breast MRI 
Breast Magnetic Resonance Imaging is a second line 
examination, which comes after mammography and 
often after ultrasound, first for high-risk women 
because they had many antecedents of cancers in the 
family, or that they inherited an abnormal gene 
family. It has also been used to elucidate problems of 
diagnosis that have not been resolved after the 
mammogram and ultrasound. The injection of 
contrast agent might be necessary to visualize areas 
difficult to explore. The interpretation of breast MRI 
is based on the perception of the contrast 
enhancement that varies according to the type of 
lesion. A quantitative analysis is used to divide the 
curve, according to the initial peak, into two parts: the 
initial enhancement and the delayed phase. The initial 
enhancement can be slow (for benign lesion), 
medium (intermediate) or fast (suggestive of 
malignancy). In delayed phase, three types of contrast 
enhancement are possible: persistent (Benin), tray 
(intermediate) and washout (malignant). Breast MRI 
is non-invasive and non-irradiating technique, it 
allows to study the tumor vasculature independently 
of breast density. But it is expensive, it has a limited 
availability, a low specificity and doesn’t visualize 
microcalcifications very well. 
2.4 Dual-energy contrast-enhanced 
digital mammography DECEDM 
Dual energy contrast enhanced digital mammography 
DECEDM is a promising new modality that combines 
mammography and contrast agent injection (iodine). 
It aims to acquire, in addition to the usual 
morphological information, data about breast 
vascularization. DECEDM has a quick and easy 
image access and analysis and gives a better 
appreciation of tumor spread in the case of an 
architectural disorganization the mammography. On 
the other side, it doesn’t detect weak vascularized 
tumors, an enhancement matrix increases the number 
of false positives and the fuzzy kinetics increases 
false negatives. 
The complementarity between these different 
modalities gave us the idea to extract features from 
more than one modality to have a better recognition 
and description of the tumor. Because of the non-
reproducibility of ultrasound and the fact that 
information given by mammography could be found 
on DECEDM (in addition to tumor vascularization), 
we choose to apply our detection and diagnosis 
system to two modalities: breast MRI and DECEDM. 
In this paper we will focus on results obtained from 
MRIs. 
3 SEGMENTATION AND 
FEATURE EXTRACTION 
Segmentation is a very important stage in breast 
cancer diagnostic process. It consists of extracting the 
pathological area in the image. A good segmentation 
generates an accurate description of the 
characteristics of breast pathology. Currently, there 
are several image processing methods for the 
segmentation of breast lesions, someone’s allow both 
detection and segmentation. Liney et al. (Liney, 
2006) used region growing algorithm for the 
segmentation of breast MRI. Wang et al. (Wang, 
2014) applied region growing algorithm to segment 
masses in breast MRI detected from a color map. 
Although region growing was recommended and 
frequently used for image segmentation, it has a 
serious limitation. In fact, the growth phase requires 
 a criterion of homogeneity. If the seeds are located in 
a non-homogeneous area, which is the case with 
malignant lesions, the similarity measure will 
generate variations which cause the interruption of 
the growth process. At first, Chen et al. (Chen, 2004) 
also recommended the use of region growing for 
segmentation of mammary masses, but then they 
offered another method of segmentation based on 
fuzzy C-means clustering (FCM) algorithm and 
confirmed that the FCM algorithm outperforms the 
region growing algorithm (Chen, 2006). However, 
conventional FCM clustering does not integrate 
information about spatial context which makes it 
sensitive to noise and imaging artifacts. Conventional 
smoothing filters can be used to compensate this 
drawback but they can cause a loss of important 
image details, especially image boundaries. Some 
approaches (Zhang, 2003), (Li, 2003) proposed to 
increase the robustness of FCM to noise but they 
show considerable computational complexity. Li et 
al. (Li, 2008) propose an active contour based region 
model, called the level set method, to segment images 
with inhomogeneous intensities or objects with 
hidden or undefined contour. Since its first 
application for segmentation based contour in early 
90s, level set method becomes increasingly popular 
for image segmentation. Specially, the level set based 
region allows to partition the image into coherent 
color, texture and dynamic texture areas. A 
comparative study between the snake method and the 
level set method led by Winzenrieth et al. 
(Winzenrieth, 2003) on hip MRI, proves that the level 
sets is most appropriate since it is the more 
reproducible, more accurate and require less manual 
intervention. To deal with image intensity 
inhomogeneity, Li et al. (Li, 2011) proposed a novel 
level set region-based method for image 
segmentation by deriving a local intensity clustering 
property from a model of images with intensity 
inhomogeneities and defining a local clustering 
criterion function for the intensities in a neighborhood 
of each point. Li et al. used their model for 
segmentation and bias correction of magnetic 
resonance images (MRIs) with promising results. 
According to this study, previous results and our 
case of study, we choose the level set method to 
segment breast mass. 
 
 
3.1 Level Set method 
The level set method is a generic numerical method 
for evolving fronts in an implicit form. The image 
segmentation problem can be formulated and solved 
with the level set method principally based on well-
established mathematical theories, including calculus 
of variations and partial differential equations (PDE). 
Consider a curve/interface Γ in movement in a region 
Ω. Γ is the zero level of a function φ of higher 
dimension usually called a level set function. The 
interface in movement at point x at the instant t is 
defined as: 
Γ(t) =  {(𝑥, 𝑡)|φ(x, t) = 0} (1) 
With φ is positive inside Ω, negative outside, and 
null on Γ. Items of this interface will move towards 
normal (gradient 𝛻φ) with a speed 𝑣 according to the 
following equation: 
𝜕𝜑
𝜕𝑡
+ 𝑣. ∇φ = 0  (2) 
In fact, only the normal component of v 
account 𝑣𝑁 =  𝑣.
∇φ
|∇φ|
, With |∇φ| is the euclidean 
norm, thus equation (1) becomes:  
𝜕𝜑
𝜕𝑡
+ 𝑣𝑁 . |∇φ| = 0  
(3) 
The results of segmentation were validated by two 
radiologists. Two examples of both malignant and 
benign lesions are shown in the following figures. 
 
Figure 1: Original MRI, segmented malignant lesion and 
lesion extracted respectively from left to right. 
 
Figure 2: Original MRI, segmented benign lesion and lesion 
extracted respectively from left to right. 
3.2 Feature extraction 
Three kinds of characteristics could be extracted from 
the segmented tumors (from MRI and DECEDM): 
textures features, shape characteristics and kinetic 
features. In this paper, 20 GLCM features and 4 shape 
features are extracted and defined as follows. 
 3.2.1 Texture features 
Texture is the result of local variations in brightness 
within one small area of an image. A set of Gray 
Level Co-occurrence Matrix (GLCM) features, such 
as Haralick’s features (Haralick, 1973) (energy, 
entropy, correlation, inverse difference moment, 
inertia, cluster shade, cluster prominence, etc.) and 
other texture characteristics (dissimilarity, maximum 
probability, autocorrelation, inverse difference 
normalized INN, inverse difference moment 
normalized IDN) (Clausi, 2002), (Soh, 1999) are 
extracted from the co-occurrence matrix. GLCM 
represents how different combinations of pixel 
brightness values occur in an image, it depicts the 
joint frequencies of all pairwise combinations of gray 
levels i and j separated by a distance along a direction 
θ (Karthikeyan, 2014). The GLCM is normalized by 
the sum of all its elements to calculate the co-
occurrence relative frequency between gray level i 
and j. Each entry in GLCM matrix is considered to be 
the probability that a pixel with value i will be found 
adjacent to a pixel of value j as defined below 
(Albregtsen, 2008): 
[
𝑝(1,1)  𝑝(1,2)… 𝑝(1, 𝑁)
𝑝(2,1)  𝑝(2,2)… 𝑝(2, 𝑁)
…
𝑝(𝑁, 1) 𝑝(𝑁, 2)…𝑝(𝑁,𝑁)
] 
3.2.2 Shape features 
A round mass with smooth and well-defined contour 
tends to be benign, whereas an irregular or speculated 
mass with undefined border tends to be malignant. 
Various shape descriptors exist in the literature, and 
they are categorized into two groups: contour-based 
shape descriptors (Fourier descriptor, wavelet 
descriptors, shape signatures, etc.) and region-based 
shape descriptors (geometric moments, Zernike 
moments, etc.). Four categories of shape descriptors 
including compactness, signature, Zernike moments 
and GFD were used to diagnose the lesions. 
3.2.2.1 Compactness 
Compactness is defined as the ratio of the square of 
surface area to the total volume of the lesion. It is used 
to quantify the connectedness of the portions in a 
lesion. A highly none convex lesion (malignant 
lesion) will have a high compactness index, however 
benign lesions have a low compactness values (Nie, 
2008). Mathematical expression of compactness is as 
follows: 
compactness =  
4π. area
perimeter2
 
 
(4) 
3.2.2.2 Shape Signature 
The shape signature is expressed by the distance of 
boundary points from the centroid (xc,yc) of the 
shape. 
r(k) = √(x(k) − xc)2 + (y(k) − yc)2 (5) 
Where x(n) and y(n) are the coordinates of the 
pixels that make the shape boundary, and xc =
1
N
∑ x(k)k , yc =
1
N
∑ y(k)k . 
The signature is normalized by the maximum 
distance between the centroid and the k boundary 
points to be invariant to rotation and scale, 
𝑟𝑛𝑜𝑟𝑚(𝑘) =
𝑟(𝑘)
max
𝑖
𝑟(𝑖)
. 
3.2.2.3 Zernike moments 
Zernike moments have been utilized as object 
descriptors in several pattern recognition problems 
(Hwang, 2006), in edge detection (Li, 2010) and 
image retrieval applications (Li, 2009) with 
significant results. The Zernike moments are a set of 
descriptors obtained using complex kernel functions 
based on Zernike polynomials orthogonal to each 
other which helps to represent the properties of an 
image with no redundancy or overlap of information 
between the moments (Tahmasbi, 2011). Zernike 
moments of order n with repetition m are defined as: 
Znm =
n+1
π
∫ ∫ f(ρ, θ)
1
0
2π
0
Vnm
∗ (ρ, θ)ρdρdθ  (6) 
Where f(x,y) represents the mass shape and V∗  is 
the complex conjugate of function V. defined as: 
Vn,m(ρ, θ) = Rnm(ρ)e
jmθ, |ρ| ≤ 1, j = √−1, 
where Rnm(ρ) = ∑ c(n,m, s)ρ
n−2s(n−| m|)/2
s=0  and 
c(n,m, s) =
(𝑛−𝑠)!
𝑠!((
(𝑛+|𝑚|)
2
)−𝑠)!((
(𝑛−|𝑚|)
2
)−𝑠)!
, n and m are 
respectively the order and the repetition. 
To compute Zernike moments from a digital 
image, the integral should be replaced by summations 
and the coordinates of the image must be normalized 
into [0, 1] by a mapping transform. The discrete form 
of the Zernike moments of an image size N × N is 
expressed as follows: 
Znm
=
n + 1
λN
∑ ∑ f(x, y)
N−1
y=0
Rnm(ρxy)e
−jmθxy
N−1
x=0
 
 
(7) 
 Where 0 ≤ 𝜌𝑥𝑦 ≤ 1, and 𝜆𝑁 is a normalization 
factor.The transformed distance 𝜌𝑥𝑦and the phase 
𝜃𝑥𝑦at the pixel of (x, y) are given by: ρxy =
√(2x−N+1)2 +(N−1−2y)2
N
,  θxy = tan
−1 (
N−1−2y
2x−N−1
). 
3.2.2.4 Generic Fourier Descriptors 
The GFD is extracted from spectral domain by 
applying 2-D Fourier transform on polar raster 
sampled shape image. It has no redundant features 
and allows multi-resolution feature analysis in both 
radial and angular directions (Zhang, 2002). 
The GFD are based on the Polar Fourier defined as: 
F(ρ, θ) = ∑ ∑ I(x, y)e[2jπ(
r(x,y)
R
ρ+v(x,y)θ)]
yx   
(8) 
Where r(x,y) and v(x,y) are respectively the radius 
and angle of the polar coordinates of the point (x,y), I 
is the intensity function and the parameters ρ and θ 
are bounded: 0≤ρ<R and 0≤θ<T, with R and T 
respectively the radial and the angular resolutions. 
Finally, the GFD is written: 
 
GFD(m, n) =  {
|PF(0,0)|
M11
,
|PF(0,1)|
|PF(0,0)|
…
|PF(m,n)|
|PF(0,0)|
}  (9) 
Where m and n are the radial and angular 
frequencies and 𝑀11 is the 1
st order moment. 
3.2.3 Kinetic features 
Kinetic features are extracted from the Time Intensity 
Curve (TIC) of the segmented lesion. As we have 
mentioned previously, time intensity curve allows to 
divide lesions into malignant and benign according to 
their time to peak, an initial rise of signal intensity 
within 90 seconds >90% is defined as rapid 
enhancement, which is highly suggestive of 
malignancy. Four kinetic features could be extracted 
from the Characteristic Kinetic Curve CKC 
(Maximum enhancement, Time to peak, Uptake rate 
and Washout rate) (Chen, 2006). 
4 FEATURE SELECTION AND 
CLASSIFICATION 
4.1 Context of the study 
Pattern recognition methods are generally built 
independently. Their combination may lead to 
positive correlations, because they aim at achieving 
the same goal and are based on the same learning 
data. Many classifier combination systems have been 
proposed and compared in the literature, and a full 
presentation of most of these can be found in a 
reference book by Duda et al. (Duda, 2012). 
Over the years many aggregation operators have 
been introduced. For most of these operators, the 
relative importance of a criterion, associated here to a 
feature, is represented in the final decision by a 
weight assigned to it. By assigning a weight not only 
to each participant of the aggregation, but also to each 
subset of participants, the operators based on the 
Choquet integral are able to capture this synergy in 
the associated Fuzzy measure (or capacity). Choquet 
integral allows to consider effectively the interactions 
between decision rules while providing a model of 
robust decision in the presence of little training data 
that can be even very inconsistent (Grabisch, 1996).  
4.2 Choquet Integral 
Let us consider m classes C1… Cm and n decision 
rules (DRs) X = {D1 … Dn}. As in Wendling and al., 
(Wendling, 2008) a decision rule (i.e criterion) is 
assumed to be a feature with associated metric. To 
classify a new pattern x, we need firstly for each 
decision rule j and each class i, to compute a 
confidence degree Φ𝑗
𝑖. Then we combine all these 
partial confidence degrees into a global confidence 
degree given by Φ(𝐶𝑖|𝑥) = Η(Φ1
𝑖 , … ,Φ𝑛
𝑖 ). Finally, x 
is assigned to the class for which the confidence 
degree is the highest. 
Calculating Choquet integral requires the definition 
of a capacity or a fuzzy measure. Let us denote P as 
the power set of X, i.e the set of all subsets of X. 
Capacity or a fuzzy measure on X, is a function μ: 
P(X) → [0, 1] which verifies : μ(∅) = 0, μ(X) = 1 and 
μ(A)≤ μ(B) if A ⊆ B (monotony). 
The Choquet Integral of ϕ⃗⃗  = [ϕ1... ϕn]
t noted 
Cμ(ϕ⃗⃗ ), is defined as : 
Cμ(ϕ⃗⃗ ) = ∑ϕ(j)[μ(A(j)) − μ(A(j+1))]
n
j=1
 
 
(10) 
Where 𝐴(𝑗) = {(𝑗), … (𝑛)} represents [j…n] 
associated criteria in increasing order and A(n+1)=∅. 
For a thorough description of the Choquet 
integral, the reader may refer to (Grabisch, 1996). 
4.3 Learning Step 
The calculation of the Choquet integral requires the 
assessment of any set of P(X). The main problem is 
giving a value to the sets that have more than three 
elements while keeping the monotonic property of the 
 integral. Generally the problem is translated to 
another minimization problem, which is usually 
solved using the Lemke method. M. Grabisch 
(Grabisch, 1996) has shown that such an approach 
may be inconsistent when using a small number of 
samples and has proposed an optimal approach based 
on a gradient algorithm. In the approach it is assumed 
that in the absence of any information, the most 
reasonable way of aggregation is the arithmetic mean. 
This algorithm tries to minimize the mean square 
error between the values of the Choquet integral and 
the expected values. 
4.4 Extraction step 
Once the fuzzy measure is learned, it is possible to 
interpret the contribution of each decision criterion in 
the final decision. We adapt here the strategy 
proposed in (Mazaud, 2007) to our breast cancer 
diagnosis problem. Several indices can be extracted 
from the fuzzy measure, helping to analyze the 
behavior of decision criteria. The importance of each 
criterion is based on the definition proposed by 
Shapley in the game theory (Shapley, 1953). Let us 
consider a fuzzy measure μ and a decision criterion 
Di: 
𝜎(𝜇, 𝐷𝑖) =
1
𝑛
∑
1
(𝑛−1
𝑡
)
𝑛−1
𝑡=0
∑ [𝜇(𝑇 ∪ 𝐷𝑖)
𝑇⊆𝑁\𝐷𝑖
− 𝜇(𝑇)] 
 
(11) 
A decision criterion with an importance index 
value less that 1/n can be interpreted as having a low 
impact in the final decision. Otherwise an importance 
index greater than 1/n describes an attribute more 
important than the average. The interaction index, 
also called the Murofushi and Soneda index 
(Murofushi, 1991), (Murofushi, 1993) represents the 
positive or negative degree of interaction between 
two decision criteria. If the fuzzy measure is non-
additive, then some criteria interact. The marginal 
interaction between Di and Dj, conditioned to the 
presence of elements of combination T  X\DiDj is 
given by:  
(∆𝐷𝑖𝐷𝑗𝜇)(𝑇) = 𝜇(𝑇 ∪ 𝐷𝑖𝐷𝑗) + 𝜇(𝑇) −
𝜇(𝑇 − 𝐷𝑖) − 𝜇(𝑇 − 𝐷𝑗)  
(12) 
After averaging it over all the subsets of T  
X\DiDj the assessment of the interaction index of Di 
and Dj, is defined by: 
 
𝐼(𝜇, 𝐷𝑖𝐷𝑗)
=  ∑
(𝑛 − 𝑡 − 2)! 𝑡!
(𝑛 − 1)!
(∆𝐷𝑖𝐷𝑗𝜇)(𝑇)
𝑇⊆𝑋\𝐷𝑖𝐷𝑗
 
(13) 
 
We propose to sort the decision criteria with 
increasing order, by considering the values they 
reach, using a linear combination of importance and 
interaction indexes 𝑓𝐷𝑖. 
Let us first consider the global impact of 
interactions of order 2, or the normalization factor K, 
as follows: 
𝐾 = 2 × ∑ ∑ |𝐼(𝜇, 𝐷𝑘𝐷𝑗)|
𝑗=𝑘+1,𝑛𝑘=1,𝑛
 
(14) 
If K is close to 0 (K≈0), then no (or few) 
interactions exist between the decision criteria, as 
they are independent. The Choquet integral relies on 
a weighted sum and the impact of each decision 
criterion can be directly assessed by taking its 
Shapley values: 𝑓𝐷𝑖=𝜎(𝜇, 𝐷𝑖). 
Otherwise, the assessment is performed using the 
importance and interaction indices. It is calculated by 
integrating the interaction impact of Di relatively to 
the minimum of global interaction reached by one 
decision criterion, noted M, as follows: 
 
𝑓𝐷𝑖 = 𝑛 × 𝜎(𝜇 𝐷𝑖) × (∑ 𝐼(𝜇𝐷𝑖𝑗=1,𝑛 𝐷𝑗) −
𝑀)/𝐾  
(15) 
𝑀 = 𝑚𝑖𝑛{∑ |𝐼(𝜇𝐷𝑖𝐷𝑗)|𝑗=1,𝑛 }𝑘=1,𝑛  
(16) 
 
The decision criterion having the least influence 
on the final decision, and interacting the least with the 
other criteria is assumed to blur the final decision. 
5 EXPERIMENTAL RESULTS 
AND DISCUSSION 
5.1 Database 
A breast MRI database, whose examinations date 
from 2014 and 2015, is used in this study. The images 
are provided by the hospital Georges Pompidou 
radiology department. An expert radiologist 
identified the corresponding physical lesions based 
on visual criterion and biopsy-proven reports. The 
MRI database consists of 58 mass lesion in 40 
patients of which 14 lesions are benign and 44 lesions 
are malignant. Know that, by virtue of having MRI 
performed as part of the clinical exam, these lesions 
could be assumed to be difficult to interpret. The 
 segmentation of breast images was validated by two 
experts.  
5.2 Results 
It is important to note that only subset of features 
among the set of features presented before are 
relevant despite they were usually used in the 
literature. Most of them are based on same 
mathematical process and are redundant and blurred 
the results. The aim of the approach is to 
automatically extract a subset of pertinent features 
adapted to the studied application. Each feature is 
assumed to be a decision rule. That is descriptor and 
associated metric to be consistent with the proposed 
methodology. Leave-one-out is performed as few 
data are processed and to provided non-biased results. 
For a lack of clarity we will study the subset of nine 
remaining features providing a score of 100% after 
selecting step (that is Energy, Entropy, Homogeneity, 
Correlation, Contrast, Cluster Prominence, Cluster 
Shade, Compactness, and Zernike moments). The 
analyze of Choquet lattice allows to attribute to each 
feature a score based on its importance index 
(Shapley index) and its global interaction impact. At 
each epoch the weakest feature is removed and the 
new rate of correct classification is calculated. 
The following table shows the variation of correct 
classification rates (CCR) by running several 
methods. 
Table 1: Correct classification rates (CCR) obtained on 
subsets of features using well-known classifiers. 
Methods 
/Remove
d  feature 
F Kmeans Knn ANN SVM Cho
quet 
- 
Energy 
Entropy 
ClusterP 
ClusterS 
Homog 
Contrast 
Zernike 
9 
8 
7 
6 
5 
4 
3 
2 
74 
81 
74 
29 
26 
74 
79 
21 
90 
90 
90 
90 
86 
84 
92 
92 
76 
76 
81 
59 
74 
72 
71 
76 
87 
84 
84 
79 
79 
81 
79 
79 
100 
95 
96 
94 
92 
92 
93 
89 
F= number of used features. Kmeans = K-means clustering. 
Knn = k-nearest neighbor. ANN = artificial neural network. 
SVM= support vector machine. Choquet = Choquet 
integral. ClusterP = cluster prominence. ClusterS = cluster 
shade. Homog = homogeinity. 
Kmeans and SVM classifiers have a better correct 
classification rate CCR (81% and 84% respectively) 
with 8 features by removing energy, Knn gives a 
better recognition rate (92%) with only 3 features 
kept (Zernike, compactness and correlation). Knn, 
SVM and Choquet integral provide a better CCR 
(81%, 84 and 96% respectively) with two removed 
features, energy and entropy, but Choquet integral out 
performs all the classification methods with 96% of 
CCR. These results attest the good behavior of our 
method based on Choquet integral. Furthermore the 
importance of the feature can be assessed at each level 
(Table 2) as well as their interaction (Table 3). 
Table 2: An example of the assessment of the importance 
of decision rules (Shapley) associated to a set of 7 features 
(table 1). 
Shapley F1 F2 F3 F4 F5 F6 F7 
values 0.76 1.01 1.09 0.78 0.74 1.46 1.15 
Table 3: An example of the assessment of the positive and 
negative interactions between decision rules (second order) 
associated to a set of 7 features (table 1). Obviously table is 
symmetric. 
Int. 2 F1 F2 F3 F4 F5 F6 F7 
F1 --- -0.18 -0.11 0.08 0.31 0.26 0.64 
F2 -0.18 --- -0.16 0.41 0.01 1.09 -0.34 
F3 -0.11 -0.16 --- 0.00 0.42 -0.33 0.18 
F4 0.08 0.41 0.00 --- 0.54 -0.12 0.74 
F5 0.31 0.01 0.42 0.54 --- 0,02 0.70 
F6 0.26 1.09 -0.33 -0.12 0.02 --- -0.93 
F7 0.64 -0.34 0.18 0.74 0.70 -0.93 --- 
6 CONCLUSIONS 
In this study, we combined selected textural and 
morphological features to improve the overall 
performance of breast MRI in a computer-aided 
system. We opted for Choquet integral, which 
provides a robust model of decision in the presence of 
little training data, to select the most pertinent 
features. The results are very encouraging (CCR = 
96%), despite using a small data set. Further works 
are devoted to the extension of this model to process 
with other subsets of features extracted from breast 
MRI (kinetic features, risk factor, etc.) and from 
DECEDM and to merge a set of features in order to 
reach a better tumor recognition and classification 
which lead to a better decision. Such a generic system 
 can be useful for other type of dataset for cancer 
recognition. 
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