Social information is usually jointly utilized with rating information to help the traditional recommendation system providing more personalized services, while how to make full use of social information to build better recommendation models still faces lots of challenges. In this paper, we propose a novel social recommendation model taking advantage of both deep and shallow model, with deep autoencoders acting as the nonlinear feature extractor and MF-based method being used to depict the user's preferences. Then, motivated by the idea of word2vec, we provide an appealing method that embeds users into latent space and meanwhile preserves the structural information of social networks during the embedding. Also, the embedded latent features of each user are corresponding to the dual roles the user plays in the recommendation. Furthermore, we design a loss function for the holistic training of the model, and our loss function is made up mainly of three parts which embody the effects of different factors on the rating predictions. Specifically, the loss function (i) captures the personal preference from user-item adoption matrix based on matrix factorization, (ii) discriminates the two different social functions of users and further evaluates the effects of interpersonal influence through user embedding and social influence matrix, (iii) and avoids overfitting by imposing a quadratic regularization penalty. As a result, our model can predict the missing ratings with the MF-based method by consuming the latent features of users and items extracted by the deep model. The experiments show that our method outperforms existing methods and performs well on cold start users.
I. INTRODUCTION
As one of the most important infrastructures of solving information overload, the recommendation system is proved to be a powerful solution for retrieving valuable information and providing personalized business services. It has been applied in many online services such as the recommendation of movies at Netflix [1] , books at Amazon [2] , etc. Traditional recommendation systems work on users' historical interactions with items, mainly rating data, to model users' preference, and its performance relies heavily on the quantity and quality of ratings. That is, it works well when rating data is high-quality and enough, while it performs poorly when the rating data is sparse, or not accessible. The absence of rating data, also known as the problem of data sparsity and cold start, The associate editor coordinating the review of this manuscript and approving it for publication was Xiping Hu . has prevented the performance to be further improved [3] . Hence we need append additional information or new sources of data, such as content information [4] , semantic tags [5] , users' demographic data [6] , context information [7] etc., to jointly guide the recommendation system, and social information is an important data sources of this kind.
Different from traditional recommendation methods, social recommendation extends the scope of behavior data from rating data to all sorts of social information [8] , [9] , and develops the recommendation approaches comprehensively exploiting rating data and social information from the perspective of sociology. It's theoretically based on the homogeneity and inference theory, which means that people's interests and hobbies are generally shaped by his friends, and vice versa. Furthermore, compared to traditional recommendation methods, performance of which is sensitive to and relies heavily on the quantity and quality of rating data and therefore inadequate and sparse rating data is apt to result in performance degradation, social recommendation methods are capable of employing more diverse behavior data to acquire users' interests and further enhance recommendation performance [9] , [10] .
Despite lots of efforts paid in building social recommendation model, how to fuse highly nonlinear social data into model effectively still faces the following challenges: (1) highly non-linearity: Literature [11] shows that most social data are highly nonlinear, and how to design a model to capture the highly nonlinear characteristics of network data is quite difficult [12] . (2) structural maintenance: Being one of the most important social data, social networks reveal the direct or indirect friend relationships between users, and how to preserve the structure of their complex relationships in lowdimension embedding space is a tough problem.
In the past decade, researchers have devoted considerable attention to social recommendation and accordingly achieved substantial progress in this field. Several representative models have been proposed and can be roughly divided into two categories: shallow models and deep models. For shallow models, such as SocialMF [9] , ContextMF [10] , TrustMF [13] , the vast majority of them employ social relations by means of shallow feature extraction approaches. As a result, constrained by the limited expressive ability [13] , shallow models are apt to mine the structural information in social recommendation inadequately, and usually either difficult to capture the highly nonlinear structure of social networks [14] or painful to frame the complicated correlation of interest between friends [15] , despite their high flexibility and efficiency.
For the deep models, although they have shown great potential in representation learning and have already been exploited to build social recommender model [16] , recent studies reveal that they are still sometimes inferior to shallow models, even to some simple baseline models such as MF method on certain datasets [17] . Also, deep models, usually utilized as black boxes, are often blamed on lack of good interpretability and high cost of computation compared to shallow models.
To fully mine and exploit the nonlinear feature of social data, maintain the structural information during embedding the users into latent feature space, and make the recommendation closer to reality, we propose a novel social recommendation model named as Neural Social Recommendation(NSR) taking advantages of both deep and shallow models.
First of all, with the intent to capture highly nonlinear features of social networks, we take the deep auto-encoder as a feature extractor, owing to its hierarchical, task-oriented characteristics and especially its powerful capability of nonlinear feature extraction [18] . On the strength of deep autoencoder, our model has the capability of extracting both the nonlinear features of social networks and linear features of preferences.
Next, inspired by the word2vec which embeds word and its context words into low-dimension space with maintaining FIGURE 1. An Illustrative Example of User Embedding: User Embedding maps user 1 into two latent representations, center user u 1 and context user c 1 , according to the roles he plays in two social functions. Moreover, the center user u 1 is shaped by his neighbor context users, c 2 and c 3 , and meanwhile contributes to capturing the ratings in personal preference along with the latent features of items, v 1 , v 2 and v 3 . Furthermore, the context user c 1 , unlike u 1 , imposes the influence on his neighor center user u 2 , and depicts the interest of u 2 in conjunction with the context user c 3 . the semantic dependency structure [19] , we project user and his friends into latent feature space with analogizing the user as center word and similarly his friends as the context words respectively. This procedure of mapping is named as user embedding in our paper. Specifically, we define two latent features for each user to represent the dual roles that each user plays simultaneously, which are used to depict two distinct social functions, personal preference and interpersonal influence, undertaken by each user in the formation of interest. As a consequence, our model can differentiate and capture the effects caused by both personal preference and interpersonal influences in the recommendation and thus make the recommendation more consistent with reality. An illustrative example of user embedding is shown as Fig.1 .
Then, we combine the advantages of deep and shallow models with deep model extracting the nonlinear latent features and shallow model depicting users' preferences. More concretely, our model consists mainly of two core blocks: feature extraction block and the rating prediction block. The feature extraction block is implemented by the deep model with deep auto-encoders embedding the users and items into the latent feature space, and the rating prediction block is constructed by the shallow model with the MF-based method being used to fit the rating data.
Furthermore, we design a loss function for the holistic training of our model, where a shallow model tightly coupled with a deep model by consuming the latent features of users and items distilled by the deep model. The elaborately designed loss function considers the two distinct social functions of a user and fuses the effects of personal preference and interpersonal influence into the model by the dedicated term considering the dual roles of the user. Still, we impose an additional quadratic regularization term on the function to avoid over-fitting.
The contributions of our works are summarized as:
• We propose a novel NSR model which takes advantage of both deep and shallow models by extracting latent features of users and items via deep auto-encoder and linearly modeling user's preferences via the MF-based VOLUME 8, 2020 method. Also, our model is more consistent with reality owing to its fully embodying the dual roles of the user in the recommendation.
• We provide a promising way, named as user embedding, to project user into the latent feature space and meanwhile preserve the structural information of social relations.
• We conduct experiments on four real datasets, and the results have shown that our model outperforms the baselines, which verifies the effectiveness of our model. The structure of the rest of this paper is organized as follows: the related research works are reviewed in section II, then we explain the detailed procedure of formulating NSR model in section III, after that we present the experimental results in section IV, and finally draw our conclusions in the last section.
II. RELATED WORKS
The social recommendation model aims to boost the performance of the traditional recommendation system assisted by additional social information, and how to integrate social data into the model is the most important part or the heart of this issue. In spite of much research, this issue is far from being resolved well and still faces a few challenges, such as fully extracting the feature of social data, intrinsically maintaining the network structures, etc.
Matrix factorization(MF), a class of linear matrix decomposition algorithms, is customarily interpreted as the latent factor model [20] , and oftentimes used to learn the latent features of users and items in the early tentative studies of social recommendation, owing to its high efficiency and flexibility. The MF-based social recommendation methods generally linearly model the interactions, such as the ratings between users and items and the social relations between users, to make the prediction, and are principally divided into two categories according to the manner of integrating social information: regularization based methods and co-factorization based methods.
Regularization based methods integrate social information as additional social regularization term into loss function, to capture the nonlinear feature and structural information of social data [21] . SocialMF [9] and SoReg [22] are classic regularization based methods and implemented social regularizations in different ways. SocialMF [9] incorporated the trust relations into the recommendation model considering the mechanism of trust propagation, with friends' influence acting on the latent vector of the user directly. SoReg [22] devised two variants of social regularization term to constrain the loss function, and therefore made the latent vector of the user closer to the latent vectors of friends he trusted.
Co-Factorization based methods factorize the matrix of social information jointly with rating matrix, which designed the specified latent vectors besides the latent features of users and items, to extract the nonlinear features and structural information of social data, thus further to enhance the recommendation [10] , [23] . SoRec [24] fused users' social relations into the recommendation model offering the capability of predicting both rating and social relation, without providing reasonable interpretations for the latent factors deduced from the trust matrix. TrustMF [13] factorized trust networks into truster space and trustee space to model the mutual influence between users by distinguishing the dual role of each user in the procedure of recommendation, along with factorizing rating matrix into the user space and item space, to make a more genuine recommendation. Although these MF based methods harvest a lot of success to some degree, almost all of them are equivalent to the shallow model if reconstructed by neural network model with the same function, hence they have very limited capability of distilling and exploiting the high nonlinear feature of the social network.
Deep neural network, a sort of artificial neural networks (ANN) with deep layers between the input and output layers, has experienced a comprehensive renaissance and also witnessed the great success in various sectors in recent years [25] - [27] . Growing researches turn to build recommendation models based on deep neural network for its powerful feature extracting ability, and/or for its impressive expressiveness for complex computing [28] . They frequently synthesized deep model and MF method to model the recommendation [16] , while most of these works apply deep neural networks to tackle the descriptive information of items with various forms, such as the textual description of products [16] , acoustic signals of musics [29] , visual information of movies [30] . Dissimilar to the aforementioned, NeuCF [31] , consisting of a multi-layer perceptron model and generalized matrix factorization model, made full use of the expressiveness of the deep model to learn the interaction between users and items by reinforcing the inner product with the deep model. Still, with the deep model serving as the nonlinear transformation function for matrix factorization, DMF [32] captures the features of the interactions by rowwisely or column-wisely compressing the rating matrix into the low-dimensional space, and predicts the missing interactions by decoding the compressed latent features through a forward propagation procedure.
There was little work on applying deep neural networks to social recommendation until recently. DeepCoNN [33] learned user and item latent representations from textual reviews with two parallel Convolutional Neural Networks(CNN), and exploited factorization machine to model the interactions between users and items. Likewise, DRMF [34] generated the latent representations of users and items from textual descriptions via CNN and Gated Recurrent Neural Network(GRNN), and then matched the interactions of users and items through MF, exploiting the generated latent representations. CFA [35] extracted the latent user features from tag space via stacked auto-encoders and made the prediction by linearly aggregating the extracted latent features of users and items in a weighted manner. Overall, these methods integrates deep learning methods with MF-based methods to make full use of their advantages, and the majority of them are empirically effective in the specific scenarios.
The work most related to ours is DeepSoR [36] . In Deep-SoR [36] , the user's latent vectors are extracted by a deep neural network by virtue of node2vec and kNN, and are consequently fed into probabilistic matrix factorization to make recommendation. Different from DeepSoR [36] , our model utilizes deep auto-encoder to extract users' latent features from social trust network in conjunction with user embedding, and keeps the structural information among social relations through introducing the dual role of users. Although several existing works adopt the idea of dual roles as well, such as TrustMF [13] , we provide a totally different implementation borrowing the idea from word2vec, compared to most existing works which implement this idea in a linear manner and through MF. Also, we investigate the mutual influence of users in the social network and implement the dual role of users in a nonlinear manner. To the best of our knowledge, the previous works have not concerned with and bridged this gap in the research of social recommendation.
III. APPROACH AND FRAMEWORK
In this section, we start with introducing the notations used in the paper and formally defining the problem of social recommendation, next profile the proposed framework, then elaborate each building block, and finally afford the loss function for optimization and its theoretical analysis, followed by the designed training algorithm for the proposed model.
A. PROBLEM DESCRIPTION
For a user-item adoption matrix R M ×N with M users and N items, the entry R i,j denotes rating of user i on item j, which is a real number between the interval [0,1] normalized from the original ratings, without loss of generality. For a social network G = (X , E), let X be the set of nodes denoting users, and E be the set of directed edges representing social relations between users, and it correspondingly follows that E ⊂ X × X . Also, we denote the social network G using social influence matrix S M ×M , where we define S i,j = 1 if there exists social relation between user j and user i, and if the relation between them does not exist, set S i,j = 0.
The task of social recommendation aims to predict the missing entries based on the observed ratings and social information. For the sake of succinctness, more definitions of related symbols are listed in Tab.1.
B. AN OVERVIEW OF THE PROPOSED FRAMEWORK
We depict the framework of Neural Social Recommendation model as Fig.2 . According to the functionality, our model consists of three blocks: preprocessing block, feature extraction block, and the rating prediction block. The preprocessing block tries to linearly map the sparse original input into corresponding dense distributed representation by the embedding layer, to improve the efficiency of representation. The feature extraction block aims to further nonlinearly embed the users and items into the latent representation space by three sorts of deep auto-encoders and the additional combining layer. The rating prediction block, constructed by the shallow model with the MF-based method, intends to fit the rating data with consideration on the dual roles of each user in the context of social recommendation.
From the perspective of data flow, the pipeline of our model begins with encoding the original one-hot inputs into more compact distributed representations via the embedding layer, and then extracts the latent features of items, center users, and context users by taking the distributed representations as input, and the distilled latent features are further engaged in approximating the observed ratings.
Amid the procedure of approximation, our model assumes that the preference of user i on item j relies on two factors: (1) personal preference, which means how much user i prefers item j, and (2) interpersonal influence, which means the degree on which user i is influenced by his friends. In the following subsections, we'll discuss how to integrate both of these two factors into the loss function in details.
C. FEATURE EXTRACTOR OF NSR
In vast scenarios, the deep network is used to extract the features of the input data for its powerful capability in representation learning. As a specific deep network, auto-encoder is adopted to build our model especially for its powerful capability of hierarchical nonlinear feature extraction. An autoencoder conceptually consists of two parts: namely encoder and decoder. The encoder compresses input data into the representation space through a multiple-layer network, with bottom-to-top layers squeezing and narrowing the input data into the latent representation. In contrast to the encoder, the decoder conversely decompresses the latent representation into reconstruction space through a stacked multiplelayer network symmetric to the encoder. For an input x i , the hidden representation for each layer are :
Here σ is the sigmoid function, and W (q) , b (q) are the weight and bias of q-th layer of auto-encoder. Note that for an autoencoder involving 2K layers, the first K layers on the bottom act as the encoder, and the rest K layers, stacked on the top of the encoder, act as the decoder. The top layer of the encoder is token as the input of the decoder. After the decompression, the resulting output of the decoder can be denoted asx i . The goal of the auto-encoder is to extract the representative features of input data meanwhile minimizing the reconstruction error between the output and the input. The reconstructive loss function of the auto-encoder on the dataset
According to the different social functions each user performs in the recommendation, our model endows each user with two roles, namely the center user and the context user. The role of center user expresses the personal preference of user on items, and the role of context user indicates the interpersonal influence that each user exert on his friends. Therefore, our model describes each user by two latent representations and depicts each item by an additional latent representation. Concretely, we denote the role of the center user for user i by u i , which is used to capture his personal preference. Similarly, we denote the role of context user for user i by c i , which is used to approximate his interpersonal influence. Likewise, We denote the latent representation of item j by v j .
In light of the higher efficiency of distributed representation, instead of directly extracting these latent representations from the one-hot original inputs, our model designs an embedding layer for converting the one-hot inputs into the corresponding distributed representations from the discrete binary space to continuous real space, and then takes the distributed representations as the true inputs of the auto-encoders to extract the required latent representations. Specifically, our model begins with embedding the one-hot original inputsx i , y j and {z 1 · · · ,z M } into their distributed representations x i , y j , and {z 1 , · · · , z M }, and then feeds the distributed representations into three different types of auto-encoder to generate the corresponding latent representations u i , v j and C D×M = [c 1 , · · · , c M ], and finally reconstructs the distributed representations asx i ,ŷ j and {ẑ 1 · · · ,ẑ M }.
Besides, it is necessary to explain the process of how to generate the hidden representations due to the complexity of this process. Our model uses three types of auto-encoders with distinct parameters to extract the latent representations of the users, items and context users, which suggests that our model includes one auto-encoder for users, one auto-encoder for items and M auto-encoders for context users. Also, all the auto-encoders for context users share the common parameters to control the volume of parameters and avoid overfitting. Moreover, different from the process generating the hidden representations for users and items, the process for context users includes two sequential sub-processes, where the compressed representations Z D×M = [z 1 , z 2 , · · · , z M ] extracted by auto-encoders are further sent into a combining layer, so as to generate the hidden representation for context users according to their social relations. Furthermore, we mathematically define the sub-process of the combining layer as C = relu(Z · S) for all the context users and similarly c i = relu(Z · s i ) for each context user i. At last, we provide some tedious but crucial details about the inputs of our model. In fact, although being the different roles, center users and context users share the common space of inputs. In other words, the inputs of context users are the same as those of center users, meaningz k =x k and accordingly z k = x k for each context user k.
Additionally, for clarifying the notation, we define the total parameters of auto-encoders as θ = {θ 1 , θ 2 , θ 3 }, with θ 1 , θ 2 , θ 3 denoting the parameters of these three types of autoencoders respectively. Let the parameters of the auto-encoder p be θ p = {W p are defined in similar way, and θ 1 , θ 2 and θ 3 denotes the parameters of the auto-encoder for center users, items and context users respectively.
In the end, we define the reconstructive loss function of the auto-encoders as:
(2)
D. NSR WITH PERSONAL PREFERENCE
First of all, as mentioned above, personal preference demonstrates the interest characteristics of users on items. Therefore, we define personal preferences as the interactions between users and items, the explicit feedbacks where users play functions acting as the role of the center user. The personal preference of user i on item j can be measured according to the latent representations of center user i and item j, namely u i and v j , and be usually approximated byR i,j ≈ u i · v j in practice.
Then, let the latent representation matrix for center users U D×M be made up of M latent representations with D dimensions, that is, U = [u 1 , · · · , u M ]. Similarily, let the latent representation matrix for items V D×N be made up of N latent representations with D dimensions, that is,
On these grounds, we define the loss function of predicting the personal preferences of all users as:
E. NSR WITH INTERPERSONAL INFLUENCE
Interpersonal influence indicates that the external factor for forming the preference of the user comes from his direct friends. Drawing on the idea of word2vec [19] , we regard user's direct friends as the context, and each friend in the context as context user in our model. Therefore, we define the interpersonal influence as the interactions between the center user and his context users, the implicit feedbacks where the preference of the center user is shaped by his context users. Also, the interpersonal influence can be estimated in terms of the latent representations of center user i and his context users, namely u i and {c k }, by measuring the consistency of latent representations between the center user and his context users. The more consistent the latent representations are, the more significant the interpersonal influence is.
Moreover, The way that we measure the interpersonal influence also has a similar idea of Laplacian Eigenmaps [37] , which raises a penalty when closer vertices are mapped into embedding space in the farther distance. Our model employs this idea so that closer friends will be mapped more near in the latent representation space. For this reason, our model can also preserve the structural information of social relations well in latent representation space.
Finally, we provide more mathematic details on computing interpersonal influence. The social influence matrix S M ×M , which describes the influence relationship of users, is used to assist computing interpersonal influence. Here, S i,k is used as penalty of context user k's influence on center user i. The interpersonal influence of k on i is S i,k c k − u i 2 2 , and the interpersonal influence of i's context users is defined as
. Accordingly, the loss function of whole interpersonal influence on users is defined as:
F. LOSS FUNCTION AND MODEL TRAINING
In addition to the loss functions of personal preference and interpersonal influence, we also design the loss functions r to prevent all the auto-encoders from overfitting, which is implemented by the 2 -norm regularization and defined as:
Based on above discussion, our model combines p , s , a and r into a joint loss function as follows:
Here, λ α is a hyperparameter to control the contribution of interpersonal influence, if λ α = 0, the model will not consider the interpersonal influence from social relations, and thus degrades into a non-social MF-based method. Hyperparameters λ β controls reconstruction loss of auto-encoders, and similarily λ γ are used to control the contribution of the regularization. By taking the joint loss function as the optimization objective, we depict the whole framework of our model as Fig.2 .
Since most details about the feature extraction block have been already described in subsection III-C, and likewise the main components in the rating prediction block have been represented in subsection III-D and III-E, we focus more on the theoretical analysis and training algorithm of the model in the rest of this subsection.
The training of the model is to find the parameters θ that minimizes the joint loss function nsr , which can be optimized by a holistic back propagation method. It is important to deduce the gradient of ∇ θ p nsr =
p } to guarantee the correctness of the model in theory, and also necessary for us to understand the relations between the MF based shallow part and the auto-encoders based deep part in our model. Because the deduction process is similar, also in order to save the space, we only exhibit the derivations of ∂ nsr /∂W (q) p and ∂ nsr /∂Ŵ (q) p . We begin the deduce from calculating the gradients of jonit loss function on the parameters of all three auto-encodes by two general equations shown as:
, p = 1, · · · , 3; q = 2, · · · , K .
Next,we take the auto-encoder for user as the demonstration to illustrate the detailed derivation procedure of ∂ nsr /∂W 
Still, to simplify the expression and calculation, the loss function of p and s can be rephrased in matrix form as:
Here, D = diag( j S 1j , · · · , j S Mj ) is a diagonal matrix.
Similarly, E = diag( i S i1 , · · · , i S iM ) is a diagonal matrix. Therefore, in terms of the Eq.9, the partial derivatives of ∂ p /∂U and ∂ s /∂U can be rephrased as follows:
Moreover, the caculation of ∂U/∂W (q) 1 is based on back propagation since U = σ (X (K −1) W (K ) 1 + b (K ) ), hence we can iteratively compute ∂U/∂W (q) 1 , q = 1, · · · , K , and eventually ∂ p /∂W 
Here, ∂X/∂W (q) 1 can also be calculated based on back propagation, so we complete the caculation of ∂ nsr /∂W 
Furthermore, we can deduce the partial deviation on parameters of auto-encoder for items and context users, namely ∂ nsr /∂W 
From the inferences above, it is shown that the autoencoder for user receives three ways of gradient back propagation signals, and the auto-encoders for both items and context users receive two ways of gradient back propagation signals. Also, the capability of shallow and deep parts in this model is unified through chain rule-based gradient back propagations.
At last, we detail the training procedure for our model. Similar to the training procedures of most neural networks, the training procedure of our model includes two main phases: parameter initialization and gradient based back propagation. In the phase of parameter initialization, we pretrain and initialize the parameters of the auto-encoders in the model by Deep Belief Network [38] to accelerate converge, and use the standard uniform distribution to initialize the weights and biases in the both embedding layer and combine layer. In the subsequent phase of the gradient based back propagation, we iteratively update the parameters using the mini-batch stochastic gradient descent(SGD) method with the Adam optimizer [39] , an effective and efficient selfadaptive strategy for smoothly updating the parameters. Besides, we adopt the early stop strategy, meaning that we stop the training if the loss on the validation set has constantly raised for 7 consecutive epochs, to further hasten the training procedure. At the end, we demostrate the training algorithm as Alg.1.
Algorithm 1 Training Algorithm of NSR Model
Data: user-item adoption matrix R, adjacent matrix S of social network G = (X , E), the parameters λ α , λ β , λ γ , K . Result: set of parameters θ We conduct experiments on several datasets to compare NSR with other methods. Details of datasets, settings of parameters, results, and comparisons are introduced in this section.
A. DATASETS
To evaluate the effectiveness of NSR, our experiments are conducted on four real world datasets containing both ratings and social relations. The datasets are briefed as:
• CiaoDVD 1 : A review sharing website where users rate on various DVDs and write reviews.
• FilmTrust 2 : A movie sharing website where users rate movies and share them with their friends.
• Epinions 3 : A website where users can rate and review different items such as software, music, etc., and which also includes social relations.
• LibraryThing 4 : A book review website includes ratings on books as well as social relationships between users. The statistics of the datasets are listed as Tab.2. From the statistic information of these datasets, we can observe that the average ratings of CiaoDVD, FilmTrust, Epinions and LibraryThing are 4.23, 25.53, 1.62, 19.64, and the average friendships of these datasets are 2.28, 1.23, 5.95, 1.57. FilmTrust is densest in ratings, in which there a 23.5 ratings per user. Different from the other three datasets containing the items with only one category, Epinions is the dataset with sparsest ratings, in which the items are widely distributed in various categories.
B. EXPERIMENTAL SETUP
In our experiments, we perform 5-fold cross-validation, in each fold, 80% of data are used as the training set, and the remaining 20% of data are used as the testing set, R test . The experiments will be conducted five times since in each iteration different subsets are used as training set and testing set, and the final performance is the average results of these five iterations.
The evaluation metrics are MAE(Mean Absolute Error) and RMSE (Root Mean Square Error). Let r u,i andr u,i represent the true rating and the predict value respectively, MAE and RMSE are defined as:
In general, for both MAE and RMSE, the lower value indicates better recommendation performance. To evaluate the performance of NSR comparatively, several methods are considered as comparison partners:
• PMF [40] : This probabilistic matrix factorization method linearly models user preference matrix with deduced lower-rank user and item matrices, and it only works on rating data.
• SocialMF [9] : This method researches trust propagation for recommendation in social networks with matrix factorization technique.
• SoRec [24] : This method is a social recommendation approach which fuses users' taste and their friends' favor into recommendation, and it also works with matrix factorization.
• AutoRec [41] : This method works on rating data with neural network and is an auto-encoder framework for CF, while it doesn't make use of social information.
• NeuCF [31] : This model provides a hybrid way of modeling interactions between users and items by fusing DNN and MF, and it also works without social information.
• TrustPMF [13] : This social collaborative recommendation model investigates the mutal influence of users, and predicts users' interest linearly.
• DeepSoR [36] : This model learns latent features of users from social relations with the deep neural network, and integrates them into probabilistic matrix factorization We elaborately choose these methods as competitors according to the information applied in the recommendation, and the way of modeling users' interaction on items, to verify the effectiveness of our model. The baselines that don't work with social information includes PMF [40] , AutoRec [41] , and NeuCF [31] . PMF is the traditional MF based method, AutoRec models users' interactions nonlinearly, and NeuCF models users' interactions in a hybrid way fusing multilayer perceptron and generalized matrix factorization. The social recommendation baselines include SocialMF [9] , SoRec [24] , TrustPMF [13] , and DeepSoR [36] , in which SocialMF, SoRec, and TrustPMF are MF based methods that model users' prefers linearly, and DeepSoR combines deep neural network into PMF.
In each method, the optimized values of hyperparameters such as regularization parameters are tuned by grid search in the empirical scope. For all the methods, the number of latent features are fixed to D = 5 and D = 10, learning rate is tuned in 0.1, 0.05, 0.01, 0.001. For our NSR, the optimized setting is obtained by searching in a logarithmic space ranging from 0.001 to 1.0.
C. EXPERIMENTAL RESULTS

1) QUANTITATIVE RESULTS
To estimate our model, we conduct the experiments on the task of rating prediction, by measuring the MAEs and RMSEs on the methods with the different combinations of parameters. Tab.3 and Tab.4 list the detailed results for D = 5 and Also from Tab.3 and Tab.4, we observe that increasing D in all datasets brings higher MAEs and RMSEs, which conflicts with the intuition that increasing D would add more flexibility and therefore improve the accuracy of the model. The reason may lie in two folds. On one hand, the increase of D leads to overfitting of the model. On the other hand, the effect of parameter D degrades because the chosen datasets are not large enough for the training of the model.
As to the densest dataset FilmTrust, NSR outperforms its nearest competitor TrustMF with 1.48% improvements on MAE and 1.55% on RMSE. It's also observed that the social recommendation baselines don't significantly improve the performance compared to PMF, and are very close in performance. It implies that inadequate social analysis won't help to generate a more accurate user latent model even if there are enough ratings to generate latent models of both users and items. However, NSR outperforms PMF with 3.8% improvements on MAE and 4.7% on RMSE. It indicates that even if there have been enough ratings, deeply exploiting social relations helps to make the latent representation of users more accurate.
For Epinions, an extremely sparse dataset, our model exceeds the best competitor, TrustMF, with 1.84% improvement on MAE and 2.53% on RMSE. It also suggests that deeply and effectively analyzing social relations via user embedding and dual roles contributes to constructing a more accurate latent representation of user especially when rating data is quite sparse.
2) PARAMETER ANALYSIS
We firstly conduct the ablation experiments on λ α , λ β and λ γ to investigate the impact of the parameters. In our model, the parameter λ α controls the influence of social relation, a larger value of λ α means more notable influence of the social network on users, the parameter λ β controls the reconstruction loss of auto-encoders, and λ γ controls the contribution of the regularization. Fig. 3 lists the RMSEs of our model on four datasets by adjusting parameter λ α and keeping other parameters invariant. As shown in Fig. 3 , with λ α increasing, which means more influence of the social network on users, RMSEs decrease at first. However, when λ α exceeds a certain threshold, RMSEs don't decrease any more and become larger and larger. The experimental results show that NSR performs the best result on CiaoDVD when λ α = 1, and the best settings on other datasets are λ α = 0.5 on FilmTrust, λ α = 1 on Epinions, and λ α = 2 on LibraryThing. The experimental results indicate that improving λ α will not always boost the performance, and may conversely increase prediction error when λ α exceeds a certain range. From the results, we can learn that social information is not consistently good for advancing the performance of the model, either deficient or excessive social information may degrade the performance of the model, and only the suitable adoption of social information contributes to enhancing the performance of the model.
Then, we conduct further experiments to evaluate the compound impact of the parameters λ β and λ γ owning to their crucial functions controlling the adoption of social information in our model. Fig.4 shows the impact of λ β and λ γ in term of RMSE according to various combinations of the λ β and λ γ . Considering the changes of the best performance values of λ β and λ γ , we observe that increasing λ β will cause the RMSE to increase significantly, which means that the performance decrease rapidly. And λ γ shows the same tendency. Precisely, the values of (λ β , λ γ ) of NSR are (0.05, 0.01), (0.005, 0.005), (0.01, 0.01) and (0.01, 0.005) on CiaoDVD, FilmTrust, Epinions and LibraryThing respectively.
The experimental results indicate that properly setting λ β and λ γ results in low prediction error and good prediction performance. We believe that the root cause for these results is that λ β together with λ γ represents the degree of the deep model contributing to our model, and higher combinatorial values of λ β and λ γ mean more prominent role the deep model plays. Also, the combinatorial values of λ β and λ γ can tradeoff the contributions between the deep model and the shallow model, and only the reasonable settings of the combinatorial values can ensure that the model not only extracts latent representations effectively but also makes the prediction accurately.
By summarizing the above experimental results, we can draw that the social coefficient λ α has a strong impact on the recommendation performance of NSR, while λ β and λ γ , parameters of deep networks and regularization, have a relatively weak influence.
3) COLD START USERS
In this experiment, we test the performance of NSR on cold start users, since in most cases, the cold start problem often causes the degradation of performance and thus becomes the long-existing challenge in the recommendation systems. Firstly, we regard the users with the frequency of ratings less than 5 as cold start users, and investigate that the proportion of cold start users in these datasets are 85%, 18.6%, 95.8%, 58.1% separately. Then, we evaluate NSR on cold start users, by comparing NSR with other social recommendation methods utilizing social information in different ways to relieve the cold start user problem. The optimized setting are λ α = 1.2, λ β = 0.1, λ γ = 0.1, and K = 4. At last, the detailed results are shown as Fig.5 . Fig.5 demonstrates that for cold start users, NSR outperforms other methods. The improvement of the MAE and RMSE for cold start users on four datasets are 4.01% and 4.21% averagely compared to SocialMF, 4.19% and 5.87% averagely compared to SoRec, 2.17% and 1.37% averagely compared to TrustMF, 3.18% and 2.54% averagely compared to DeepSoR. This implies that NSR can effectively handle the problem of cold start users. And it confirms that the in-depth understanding of social information helps to provide a more powerful prediction model. VOLUME 8, 2020 
V. CONCLUSION
In this paper, we propose an NSR model for the social recommendation. It learns the latent representations of items and users using auto-encoders as feature extractors to capture high nonlinear characteristics of social relations, also it maintains structural information of social relations during the extraction by the aid of user embedding. Also, our model takes both personal preference and social influence into account and makes the procedure more consistent with the realistic recommendation. Our comprehensive experiments validate the effectiveness of the NSR model and meanwhile indicate that our model outperforms existing methods especially in dealing with cold start users.
Even though achieving better performance, our model still suffers from the high cost of computation owing to the complexity of the model itself. Besides, we only consider the influence of direct neighbors for the sake of simplicity, one of the future researches is to investigate the social impacts involving both direct and distant relations, and therefore further strengthen the model.
