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Introduzione
Gli spazi di conﬁgurazione di Rd e la (co)omologia dei gruppi simmetrici sono
oggetto di studio da molti decenni e sono state scoperte connessioni profonde
tra di essi e molte branche della topologia e dell'algebra. Per esempio, i primi
sono essenziali nella descrizione degli spazi di cammini iterati o di alcuni spazi
di funzioni e il gruppo fondamentale di uno di essi, il gruppo delle trecce, è
uno strumento fondamentale in teoria dei nodi. D'altra parte, le seconde sono
intimamente legate alla teoria degli invarianti e alla struttura delle operazioni
coomologiche. Per questo motivo è impossibile condensare in una sola tesi tutti
gli aspetti e le implicazioni di queste teorie.
Lo spazio classiﬁcante di Σn può essere costruito facendo uso degli spazi di
conﬁgurazione di Rd, per i quali esiste un modello cellulare noto come `com-
plesso di Salvetti'. L'analisi del complesso di catene che ne deriva è quindi
un modo per determinare l'omologia e la coomologia di questo gruppo. Esso
ha importanza in un contesto più generale del nostro: per esempio descrive la
coomologia di diversi gruppi di Coxeter e di Artin. Nel caso speciﬁco, risulta
conveniente usare anche la struttura algebrica molto ricca descritta di seguito.
La determinazione della moltiplicazione in H∗ (Σn), a diﬀerenza della clas-
sicamente nota struttura additiva, è abbastanza complicata da determinare
esplicitamente. Per esempio, nel 2002 Feshbach è riuscito a ottenere, modulo
2, un insieme di generatori e relazioni per questo anello che sono ricorsive e
non completamente esplicite.
Fortunatamente, può venire in aiuto la ricchissima struttura algebrica di⊕
n≥0 [H
∗ (Σn)]. Infatti, esso risulta essere un anello di Hopf e l'analisi dell'a-
zione delle operazioni di Dyer-Lashof sul suo duale
⊕
n≥0 [H∗ (Σn)] consente
di ottenerne una presentazione, come dimostrato, nel caso in cui il gruppo dei
coeﬃcienti sia Z2, da Sinha, Giusti e Salvatore in un loro articolo del 2012 [6].
In questo modo si può scrivere una base additiva di ogni H∗ (Σn;Z2) con una
regola esplicita per il calcolo del prodotto. D'altra parte, come anello di Hopf
esso risulta generato, almeno per coeﬃcienti modulo 2, da classi di Thom di
certe sottovarietà di Confn (R∞) corrispondenti a conﬁgurazioni di un certo
tipo, che hanno un interpretazione naturale nel complesso di Salvetti. Di con-
seguenza, se ne ottiene una descrizione anche in termini delle cocatene cellulari
ad esso associate.
In questa tesi verrà esposto il risultato dei tre autori nominati sopra che, se
si estrapola la sola struttura di anello, consente di dedurre un classico teorema
di Nakaoka [13]. La dimostrazione di questi fatti richiederà un richiamo sulle
proprietà omologiche degli spazi E∞ e sull'algebra di Dyer-Lashof. Abbiamo
inoltre generalizzato il teorema principale di [6] al caso di coeﬃcienti in Zp.
Sebbene non enunciato esplicitamente dagli autori nominati sopra, le idee ma-
2
3tematiche utilizzate per la dimostrazione di questo fatto sono essenzialmente
contenute nell'articolo sopra citato e in un teorema di May, il quale consente
di trovare ulteriori relazioni che, in aggiunta a quelle già ottenute da Sinha,
Salvatore e Giusti, descrivono completamente l'oggetto in questione.
In dettaglio, nella prima sezione del primo capitolo verrà richiamata la co-
struzione del complesso di Salvetti per il complementare di un arrangiamento di
iperpiani e si fornirà, a partire da essa, un modello CW per lo spazio classiﬁcan-
te di Σn. Successivamente verrà descritto un altro complesso di cocatene che
ne calcola la coomologia e verrà inﬁne dimostrato che esso è isomorfo a quello
che si ottiene dallo spazio topologico della prima parte. Questa equivalenza
sempliﬁcherà, nelle parti successive della tesi, alcuni ragionamenti.
Il secondo capitolo presenterà gli operad dei cubi piccoli e le operazioni di
Dyer-Lashof che ne derivano. Esse conferiscono maggiore struttura al gruppo⊕
n≥0 [H∗ (Σn)] e consentono di rivisitare un teorema classico, dimostrato da
Nakaoka con metodi puramente algebrici, in termini topologici. Ciò verrà fatto
alla ﬁne del capitolo.
Usando proprio questo risultato, nella parte seguente della tesi verrà di-
mostrato il teorema di Sinha, Giusti e Salvatore nominato sopra e verranno
indagate le relazioni dell'anello di Hopf descritto con il complesso di Salvetti.
L'ultimo capitolo è dedicato alla determinazione della struttura di anello di
Hopf per coeﬃcienti modulo p e ad alcuni esempi, che servono a confrontare
l'utilizzo di questa presentazione con un approccio diretto.
In tutta la tesi verranno date per scontato le nozioni fondamentali di to-
pologia algebrica, la conoscenza dei CW-complessi, le basi della teoria degli
arrangiamenti di iperpiani e dei gruppi di Coxeter. Allo scopo di agevolare il
lettore è stato scelto di inserire una breve appendice per richiamare i concetti
principali di queste ultime due teorie.
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Capitolo 1
Due costruzioni equivalenti
In [4] Salvetti e De Concini hanno esibito un CW-complesso la cui coomologia
è isomorfa a quella del gruppo simmetrico Σn su n oggetti, la cui costruzione
può essere considerata una generalizzazione del classico `complesso di Salvetti'
(si veda [16]) nel caso di opportuni spazi di conﬁgurazione. Il complesso di
cocatene così ottenuto risulta, come osservato da questi due autori, molto più
piccolo di quello ottenuto dalla risoluzione standard di Σn, ed è quindi, per
certi versi, più facilmente gestibile. Lo stesso complesso è ottenuto da Sinha e
Giusti in [5] in modo un po' diﬀerente.
In questo capitolo ci proponiamo di richiamare il risultato principale di [4],
specializzandolo nel caso dei gruppi simmetrici, e confrontarlo con la costru-
zione di [5]. Mostreremo che i complessi algebrici ottenuti nei due modi sono
isomorﬁ. Per questo motivo, nel seguito utilizzeremo indipendentemente l'uno
o l'altro.
In entrambi i casi, il punto di partenza è lo spazio di conﬁgurazioni di n
punti in Rm, cioè il complementare in (Rm)n dell'unione dei sottospazi Hi,j =
{xi − xj = 0}, che indicheremo con Confn(Rm). Per questioni semplici di
topologia algebrica questo spazio topologico è (m − 2)-connesso. Passando al
limite diretto si ottiene che Confn(R∞) = lim−→m [Confn(R
m)] è omotopicamente
banale, quindi il suo quoziente per l'ovvia azione di Σn risulta un K(Σn, 1).
Veniamo ora a discutere in dettaglio i due approcci.
1.1 Complesso di Salvetti e gruppi di Coxeter
Le idee di [4] si applicano in un contesto ben più generale del nostro. Esse
permettono infatti di ottenere, a partire da un arrangiamento di iperpiani A
in Rn, un CW-complesso che ha lo stesso tipo di omotopia del complementare
del suo d-complessiﬁcato (deﬁnito sotto) e che dipende solo dalla combinatoria
di A.
Costruzione del complesso di Salvetti
Cominciamo con il ricordare una deﬁnizione fondamentale.
Deﬁnizione 1.1. Sia A = {Hi}i un arrangiamento di iperpiani in Rn. Sia
αi ∈ (Rn)∗ la forma lineare deﬁnente Hi. Si deﬁnisce d-complessiﬁcato di A
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l'arrangiamento di sottospazi in Rn⊗Rd+1 dato daA(d) = {H(d)i = Hi⊗Rd+1}i,
ove ogni H(d)i è immerso in Rn ⊗ Rd+1 nel modo naturale.
Si noti che per d = 1, identiﬁcando Rd+1 con C, la deﬁnizione precedente
si riduce all'usuale complessiﬁcato, di cui può quindi essere considerata una
generalizzazione.
Siamo interessati a studiare il complementare
M
(
A(d)
)
= Rn ⊗ Rd+1 \
⋃(
A(d)
)
Ricordiamo che un A come sopra determina una stratiﬁcazione di Rn. Indiche-
remo l'insieme degli strati con Φ (A) o, se non ci sarà pericolo di confusione, con
Φ. Ci proponiamo ora di costruire a partire da Φ = Φ(A) un'altra stratiﬁcazio-
ne, questa volta di Rn ⊗Rd+1, coerente con A(d). A tal ﬁne consideriamo, per
ogni F ∈ Φ, l'arrangiamento AF = {H ∈ A : H ⊇ F} e, posto ΦF = Φ (AF ), la
funzione piF : Φ→ ΦF che associa ad ogni faccetta F ′ l'unico strato di ΦF che
la contiene. Ricordiamo che possiamo ordinare gli strati di una stratiﬁcazione
ponendo
S ≤ S′ ⇔ S′ ⊆ S
Indichiamo con ΦF l'insieme degli strati di Φ minori di F nell'ordinamento
siﬀatto. Osserviamo che ϕF = piF |ΦF : ΦF → ΦF è una biezione con inversa
data da S 7→ S ∩⋃F ′≤F (F ′) e che essa preserva la dimensione.
Poniamo ora Φ(k) = {F = (F1, . . . , Fk+1) : Fi ∈ Φ, Fi ≥ Fi+1∀i}. C'è una
funzione ·̂ : Φ(d) → P (Rn ⊗ Rd+1) data da
F̂ = F1 ⊗ Span e1 +
d+1∑
i=2
(
ϕFi−1(Fi)⊗ Span ei
)
ove {e1, . . . , ed+1} è la base canonica di Rd+1. In altre parole, identiﬁcando
canonicamente Rn ⊗ Rd+1 con (Rn)d+1, F̂ = F1 ×
∏d+1
i=2
(
ϕFi−1(Fi)
)
.
Le seguenti aﬀermazioni sono di dimostrazione immediata.
Proposizione 1.2 (1.4.1 di [4]). I. Ogni F̂ è omeomorfo ad un disco aper-
to di dimensione
∑d+1
i=1 (dim(Fi));
II.
⋃
F∈Φ(d+1)
(
F̂
)
= Rn ⊗ Rd+1;
III. F̂ ∩ Ĝ = ∅ se F 6= G;
IV. F̂ ∩ Ĝ 6= ∅ se e solo se F̂ ⊇ Ĝ;
V. M(A(d)) = ⋃F :codim(Fd+1)=0 (F̂).
Dalla proposizione precedente segue immediatamente che l'immagine di ·̂ è
eﬀettivamente una stratiﬁcazione di Rn⊗Rd+1. Inoltre, dato che ogni sottospa-
zio di A(d) è unione di strati, essa induce una stratiﬁcazione Φ̂(d)0 diM
(A(d)),
descritta esplicitamente dal punto (V ).
Considereremo Φ̂(d), in quanto stratiﬁcazione, come un poset con l'ordina-
mento deﬁnito sopra. Esso, più esplicitamente, è dato da
F̂ ≤ Ĝ⇔ F1 ≤ G1, piFi−1 (Fi) ≤ piFi−1 (Gi)∀i ≥ 2
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Ciò può essere dedotto per induzione su d usando il punto (IV ) della proposi-
zione precedente e il fatto che ogni piFi preserva l'ordinamento.
A questo punto vorremmo costruire una `stratiﬁcazione duale' di Φ̂(d). Più
precisamente, si ﬁssa un punto v(S) per ogni S ∈ Φ̂(d). Quindi, per ogni
catena ordinata C = (S0 < · · · < Sr) ∈
(
Φ̂(d)
)r
indichiamo con s(C) l'inviluppo
convesso dei punti v(Si) al variare di i tra 0 e r. Poniamo inﬁne per ogni strato
S
e(S) =
⋃
C
s(C)
ove l'unione deve considerarsi eseguita su tutte le catene C come sopra tali che
Sr ≤ S.
Siccome, per deﬁnizione, vale che ∀S, S′ ∈ Φ̂(d) : S < S′ ⇒ S∩SpanS′ = ∅,
allora per ogni C come sopra i punti v(S0), . . . , v(Sr) sono linearmente indipen-
denti. Pertanto s(C) è un simplesso geometrico aﬃne di dimensione r pari alla
lunghezza di C. Dunque ogni e(S) è un complesso simpliciale. In realtà, se-
guendo le idee di [16], si può dimostrare che essi sono omeomorﬁ a dischi chiusi
di opportuna dimensione.
Proposizione 1.3 (1.4.4 di [4]). Con riferimento a quanto sopra, e(S) è una
cella triangolata di dimensione pari a codim(S) con bordo dato dall'unione di
tutti gli s (C), C = (S0 < · · · < Sr) con Sr < S.
Dimostrazione. Sia c = codim(S). É chiaro, per costruzione , che e(S) è un
cono simpliciale con base B =
⋃
C:Sr<S (s (C)) e vertice v(S). Basta allora
dimostrare che B ∼= Sc−1.
Supponiamo inizialmente S = {0}. Se mostriamo che per semiretta s =
[0, x) uscente da 0 interseca B in un solo punto p(x), allora avremo automati-
camente un omeomorﬁsmo x ∈ Sc−1 ∼= p(x) ∈ B. A tal ﬁne, sia S1 lo strato
contenente s. Se v(S1) ∈ s non c'è niente da dimostrare, altrimenti prendiamo
il cono C = {v(S1) + s (tx− v(S1)) : s, t ≥ 0}. L'intersezione di C con ∂(S1)
è una semiretta s2 contenuta in uno strato S2 ⊆ ∂(S1). Si procede ricorsiva-
mente deﬁnendo, ad ogni passaggio, sk come la proiezione di sk−1 su ∂(Sk−1),
nel senso descritto prima, e chiamando Sk l'unico strato che la contiene ﬁno
a che non si ottiene un k per cui v(Sk) ∈ sk (cosa che avviene dopo al più c
passaggi). A questo punto si avrà che un x ∈ s si potrà scrivere come combina-
zione convessa dei v(Sk). Non ci può essere un altro punto y di intersezione di
s con B. Supponiamo, ad esempio, che y ∈ int s (S′1 < · · · < S′r) ⊆ B. Allora
s ⊆ S′1, quindi S′1 = S1. Proiettando ricorsivamente come sopra le semirette
da v(S′k) su ∂(S
′
k) si deduce (formalmente per induzione) che r = k e S
′
k = Sk.
Ma allora x e y appartengono allo stesso b(C), il che è assurdo poiché, essendo
ogni strato di Φ̂(d+1) la parte interna di un cono di vertice 0, ogni s(C) ⊆ B è
trasverso alle rette passanti per l'origine.
Per concludere, se S = ̂(F1, . . . , Fd+1) è uno strato qualunque, si usa il
fatto che, posto ΦS = {S′ ∈ Φ̂(d+1) : S′ ≤ S}, la funzione piF1 × pipiF1 (F2) ×
· · · × pipiFd (Fd+1) induce un isomorﬁsmo di poset tra ΦS e una nuova stratiﬁca-
zione di Rn ⊗ Rd+1. Si osserva poi che quest'ultima deﬁnisce, per passaggio
al quoziente, un'ulteriore stratiﬁcazione Φ˜S su R
n⊗Rd+1
Span(S) . Con Φ˜
S si possono
costruire, similmente a quanto fatto sopra, gli oggetti v˜(S˜), s˜(C˜) e e˜(S˜). Se
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s
v(S )1
s2
Figura 1.1: Proiezione di una semiretta sul bordo di uno strato
si scelgono come valori della funzione v˜ le proiezioni di quelli di v, allora la
proiezione al quoziente determina un omeomorﬁsmo tra e(S) e e˜({0}). Inoltre
il ragionamento precedente consente di dimostrare che e˜({0}) ∼= Dc, da cui la
tesi.
Segue che l'unione Q(d) = Q(d) (A) degli e(S) è un CW-complesso regolare
duale a Φ̂(d). Chiamiamo X(d) = X(d) (A) il sottocomplesso costituito dalle
celle e(S) con S ⊆M (A).
Deﬁnizione 1.4. Chiameremo X(d) complesso di Salvetti associato a A(d).
Osservazione 1.5. Il tipo di isomorﬁsmo cellulare del complesso di Salvetti
non dipende dalla scelta dei v(S). Infatti, scelta un'altra funzione v′ con le
CAPITOLO 1. DUE COSTRUZIONI EQUIVALENTI 9
stesse proprietà di v, e indicati con X(d)v e X
(d)
v′ i due complessi di Salvetti da
esse ottenuti, si ﬁssino cammini arbitrari γS ∈ Ω (S, v(S), v′(S)). É chiaro che
esiste un'unica isotopia F : X(d)v × [0, 1]→M
(A(d)) tale che Ft (v (S)) = γS(t)
e ogni Ft è simpliciale sugli s (C). Di conseguenza F1 è un isomorﬁsmo cellulare,
isotopo all'inclusione ovvia di X(d)v inM
(A(d)), tra X(d)v e X(d)v′ .
L'importanza del complesso X(d) (A) risiede nel fatto che esso descrive in
modo combinatorio, esclusivamente in termini del poset delle facce di A, il tipo
di omotopia diM (A). Ad esempio, vale il seguente teorema fondamentale.
Teorema 1.6 (1.4.7 di [4]). Se A è centrale, X(d) è retratto di deformazione
forte diM (A(d)).
Dimostrazione. Sia S0 l'unico strato minimale in Φ (A). Osserviamo che S0 è
in realtà un sottospazio vettoriale di Rn, quindi è deﬁnito il suo sottospazio
ortogonale V = S⊥0 (rispetto al prodotto scalare standard). A meno di isotopia,
possiamo supporre che, per ogni strato S ∈ Φ(d) (A), v(S) ∈ V ⊗Rd+1 siccome
S ∩ V ⊗ Rd+1 6= ∅, in quanto S contiene un traslato di S0 ⊗ Rd+1. Possiamo
deﬁnire un nuovo arrangiamento di iperpiani A′ in V restringendo a V gli
iperpiani di A. Esso è tale che ⋂A′ = {0}. Con la nostra scelta di v vale che
X(d) (A) ⊆ V ed esso è anche un complesso di Salvetti per A′. Sia f : Rn → V
la proiezione ortogonale su V e sia f (d) = f ⊗ id : Rn ⊗ Rd+1 → V ⊗ Rd+1.
Essendo f (d) una retrazione per deformazione che preserva gli strati, basta
dimostrare la tesi nel caso dell'arrangiamento A′. In altre parole, possiamo
supporre che S0 = {0}.
In tal caso Q(d) = e ({0}). Dunque, per quanto visto in precedenza, la
mappa
r : x ∈ Rn ⊗ Rd+1 7→ max{t ≤ 1 : tx ∈ Q(d)} · x
deﬁnisce una retrazione per deformazione diM (A(d)) su Q(d)∩M (A(d)). Ora
si deﬁnisce un'ulteriore retrazione r′ di quest'ultimo spazio su X(d) deﬁnita,
in coordinate baricentriche su ogni s (S1 < · · · < Sr), da r′ [
∑r
i=1 (λiv(Si))] =∑r
i=1 ((Si)λiv(Si)), dove (Si) = 1 se Si ⊆M (A), (Si) = 0 altrimenti.
Esempi 1.7. I. Sia A1 l'arrangiamento in Rn contenente solo un iperpiano
H. Abbiamo che Φ̂(d)0 (A1) è composto dagli strati nella forma
H × · · · ×H × C × Rn × · · · × Rn
In particolare, se d = 0, Φ̂(0)0 è composto dalle sole due camere C1 e C2
di A1, e quindi X(0) consta di due punti. Nel caso generale, osserviamo
che il sottocomplesso K di X(d) costituito dagli e (S), con S nella forma
S′ × Rn per qualche S′ ∈ Φ(d−1)0 , è isomorfo a X(d−1). X(d) è l'unione
dei due coni con base K e vertici rispettivamente Hd × C1 e Hd × C2.
Esso è pertanto isomorfo alla sospensione di X(d−1): Se ne deduce che
X(d) (A1) ∼= Sd.
II. Sia n = 2 e A2 un qualsiasi arrangiamento in R2 costituito da k rette
passanti per l'origine (k > 1). Allora X(1) (A2) ha esattamente 2k celle
di dimensione 0, 4k di dimensione 1 e 2k di dimensione 2. Il 1-scheletro
di X(1) (A2) è descritto in ﬁgura 1.7. Si può dimostrare che, attaccando
anche le 2-celle, si ottiene una superﬁcie orientabile compatta di genere
k − 1.
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Figura 1.2: Esempio 1.7 a
O
Figura 1.3: Esempio 1.7 b
Applicazione alla coomologia dei gruppi
Vediamo ora come applicare la costruzione precedente ai gruppi di riﬂessione.
Sia W un gruppo di Coxeter ﬁnito. Si realizzi W come gruppo di riﬂessione
ﬁnito in un certo Rn. A W è così associato l'arrangiamento di iperpiani AW
contenente tutti e soli i luoghi dei punti ﬁssi delle riﬂessioni di W . Vogliamo
studiare l'azione di W sul complesso di Salvetti di AW .
Considereremo ﬁssato una volta per tutte un sistema semplice ∆ per W e
indicheremo con Φ il sistema di radici associato. Per ogni α ∈ Φ, denoteremo
con σα la riﬂessione rispetto a α⊥.
Sappiamo che lo stabilizzatore in W di un punto x ∈ Rn è generato dalle
riﬂessioni rispetto agli iperpiani di AW che lo contengono (vedere teorema
A.6), dunque la restrizione dell'azione del gruppo su M (A) è libera. Segue
che viene indotta in modo naturale un'azione `diagonale' libera su Rn(d+1) \⋃
H∈AW
(
Hd+1
) ∼=M(A(d)W ).
In eﬀetti, è possibile fare in modo tale che X(d) risulti equivariante per
quest'azione. Per esempio, si può scegliere una camera C0 ∈ C (AW ) e un
punto v0 ∈ C0. Siccome W induce una biezione tra le camere, si può deﬁnire
la funzione v su C (AW ) ponendo v(w.C0) = w.v0 per ogni w ∈ W . A questo
punto, si estenda v a Φ (AW ) deﬁnendo, per ogni F , v(F ) come la proiezione su
SpanF di v(C) per una (e quindi per tutte) camera C tale che C ≤ F . Inﬁne,
per ogni F = (F1, . . . , Fd+1) ∈ Φ(d+1), si ponga v
(
F̂
)
=
∑(d+1)
i=1 (v(Fi)⊗ ei).
É immediato dalle proprietà dei gruppi di riﬂessione che il complesso X(d)
costruito con tale scelta di v risulta eﬀettivamente W -equivariante. Inoltre, W
agisce su X(d) per isomorﬁsmi cellulari.
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Tale realizzazione di X(d) è particolarmente felice, perché assicura che l'in-
clusione ovvia id : M
(
A(d−1)W
)
↪→ M
(
A(d)W
)
induca una mappa X(d−1) ↪→
X(d). Siccome id èW -equivariante, lo è anche la mappa indotta tra i complessi
di Salvetti. Conseguentemente, il limite diretto X(∞) = lim−→X
(d) ⊆ Rn ⊗ R∞
è W -equivariante. D'altra parte, le deformazioni costruite nella dimostrazione
del teorema 1.6, formano un morﬁsmo di sistemi diretti, quindi inducono una
mappa
R∞ : Y × [0, 1]→ Y, ove Y = lim−→M
(
A(d)W
)
che risulta essere essa stessa una deformazione forte su X∞. Quindi X∞ ha
lo stesso tipo di omotopia di Y , che è contraibile, perché il complementare di
ogni A(d)W è (d− 1)-connesso. Questo prova la seguente
Proposizione 1.8. Sia W un gruppo di riﬂessione ﬁnito. Si ponga XW il
quoziente di X = X(∞) (AW ) per l'azione di W . Allora XW ha una struttura
naturale di CW-complesso e la proiezione pi : X → XW è un modello cellulare
del W -ﬁbrato universale.
Corollario 1.9. Sia C∗ il complesso delle catene cellulari di X. Allora l'azione
di W su X induce in modo naturale una struttura di Z[W ]-modulo su ogni Ck,
e ciò rende C∗ una Z[W ]-risoluzione libera di Z (come modulo banale).
Resta ora da descrivere esplicitamente le celle di X e l'omomorﬁsmo di bor-
do in C∗ in termini di W . Innanzitutto, ricordiamo che che c'è un isomorﬁsmo
naturale di W -insiemi tra l'orbita di un certo strato F ∈ Φ (AW ) e l'insieme
dei laterali sinistri di StabW (F ) in W , su cui W agisce per moltiplicazione a
sinistra. Ricordiamo che questo stabizatore è generato dalle riﬂessioni di W
che ﬁssano F . Ciò dà una corrispondenza biunivoca tra la stratiﬁcazione in-
dotta da AW su Rn e l'insieme
{
(γ,Γ) : Γ ⊆ ∆, γ ∈WΓ}. Esplicitamente, la
corrispondenza è data da (γ,Γ) 7→ γ
[⋂
β∈Γ β (C)
]
, dove C è una camera fon-
damentale determinata da ∆ (vedere teorema A.6). Nel seguito, per snellire la
trattazione, identiﬁcheremo, con un piccolo abuso di notazione, i due insiemi,
omettendo questa biezione.
Dobbiamo ora caratterizzare in termini algebro-combinatori l'ordinamento
in Φ(d) (AW ). Iniziamo dimostrando la seguente
Proposizione 1.10 (2.2.1 di [4]). Con riferimento alla notazione adottata
sopra, vale che
(γ,Γ) ≤ (γ′,Γ′)⇔ Γ ⊆ Γ′, γWΓ′ = γ′WΓ′
Dimostrazione. Siano F e F ′ gli strati corrispondenti rispettivamente a (γ,Γ)
e (γ′,Γ′).
• Se F ≤ F ′, allora, indicando con C la camera fondamentale di cui sopra,
C ≤ γ−1F ≤ γ−1F ′, quindi γ−1γ′ ∈ WΓ′ , in quanto gli strati contenuti
nella chiusura di C corrispondono alle coppie del tipo (1W ,Λ). Quindi
γWΓ′ = γ
′WΓ′ . Inoltre
γ−1F ≤ γ−1F ′ ⇒ Γ =
⋂{
α ∈ ∆ : γ−1F ⊆ α⊥}
⊆
⋂{
α ∈ ∆ : γ−1F ′ ⊆ α⊥} = Γ′
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• Viceversa, se Γ ⊆ Γ′ e γWΓ′ = γ′WΓ′ , allora
(1W ,Γ) ≤ (1W ,Γ′) = γ−1 (γ′,Γ)
Applicando γ si ottiene che F ≤ F ′.
Da ciò si deduce facilmente che ogni elemento (F1, . . . , Fd+1) di Φ(d) (AW ),
con Fi = (γi,Γi), è univocamente determinato dalla successione dei Γi e da
γd+1. Anzi, ciò deﬁnisce una corrispondenza biunivoca tra Φ(d) (e quindi Φ̂(d))
e l'insieme delle coppie (γ,Γ), ove Γ = (Γ1 ⊇ · · · ⊇ Γd+1) è una catena non
crescente di sottoinsiemi di ∆ e γ ∈WΓd+1 .
Possiamo ora descrivere la relazione d'ordine su Φ̂(d) in termini di questa
corrispondenza. In eﬀetti, vale il seguente
Teorema 1.11 (3.1.3 di [4]). Siano S = (γ,Γ) e S′ =
(
γ′,Γ′
)
come sopra tali
che dim (S′) = dim (S) + 1. Allora S′ ≤ S se e solo se esiste 1 ≤ i ≤ d+ 1 che
soddisfa le seguenti condizioni:
I. ∀k ≤ i vale che Γk = Γ′k;
II. Γ′i ( Γi, γ−1γ′ ∈ (WΓi)Γ
′
i e γ′−1γΓi+1γ−1γ′ ⊆ Γ′i;
III. ∀k > i vale che γ′−1γΓkγ−1γ′ ⊆ Γ′k.
Dimostrazione. Siano S = F̂ e S′ = F̂ ′. Per equivarianza possiamo supporre,
senza perdita di generalità, che γ = 1W . Se S′ ≤ S allora per ogni 1 ≤ k ≤ d+1
vale che dim(Fk) ≤ dim(F ′k). Segue che esiste un i tale che dim(Fk) = dim(F ′k)
se k 6= i, mentre dim(F ′i ) = dim(Fi) + 1. Inoltre deve valere piF ′k−1 (Fk) ⊆
piF ′k−1 (F
′
k). Da ciò segue che Fk = F
′
k se k < i per induzione su k. Ciò
dimostra (I).
Lo stesso ragionamento, per k = i− 1, mostra che Fi < F ′i , dunque Γ′i ( Γi
e γ′ ∈WΓi . D'altra parte,
codim
(
F ′i+1
)
= codim (Fi+1) ≤ codim
(
piF ′i (Fi+1)
)
≤ codim (piF ′i (F ′i+1)) = codim (F ′i+1)
Pertanto tutte queste disuguaglianze sono in realtà uguaglianze. Se ne deduce
che Span (Fi+1) = Span
(
F ′i+1
)
e quindi Span (Fi+1) ⊇ Span (F ′i ). Similmente
Span (Fk) = Span (F
′
k) per ogni k > i.
Dimostriamo ora per induzione su d − k che per ogni k ≥ i γ′ ∈ WΓ′k . Se
k = d ciò vale per costruzione. Altrimenti, supponendo che γ′ ∈WΓ′k+1 , varrà,
per una proprietà elementare dei gruppi di riﬂessione, che per ogni iperpiano H
contentente il supporto (comune) di Fk+1 e F ′k+1, le camere C e γ
′C stanno nel-
la stessa componente connessa di Rn \H. Il fatto che piF ′k
(
F ′k+1
)
= piF ′k (Fk+1)
assicura che questo valga anche per gli iperpiani H contenenti il supporto di
F ′k, ma non quello di F
′
k+1. Ne consegue che piF ′k (C) = piF ′k (γ
′C), e quindi,
ponendo F ′k = (αk,Γ
′
k), che pi(1W ,Γ′k)
(
α−1k γ
′C
)
= pi(1W ,Γ′k) (C). Se ne deduce
che `
(
sα−1k γ
′) > ` (α−1k γ′) per ogni s ∈ Γ′k. Segue dalle proprietà dei gruppi di
riﬂessione che γ′ ∈ αk
(
WΓ
′
k
)−1
. Ma γ′WΓ′k = αkWΓ′k , quindi γ
′ = αk ∈WΓ′k .
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Il fatto che Span (F ′i ) ⊆ Span
(
F ′i+1
)
= Span (Fi+1) implica, utilizzando
la caratterizzazione degli stabilizzatori in termini delle riﬂessioni di W , che
γ′−1WΓi+1γ
′ ⊆WΓ′i . Sfruttando il fatto che γ′ ∈WΓ
′
i , si deduce anche l'ultima
parte del punto (II). Infatti per ogni s ∈ Γi+1, posto t = γ′−1sγ′, avremo che
`(γ′) + `(t) = `(γ′t) = `(sγ′`) ≤ 1 + `(γ′)
da cui segue che `(t) = 1, cioè t ∈ Γ′i.
Il punto (III) si dimostra in modo del tutto analogo a sopra utilizzando il
fatto che Span (Fk) = Span (F ′k) per ogni k > i.
Supponiamo ora, viceversa, che siano soddisfatte le proprietà (I), (II) e
(III). Ripercorrendo i ragionamenti fatti sopra al contrario si deduce che per
ogni k 6= i F ′k e Fk hanno lo stesso supporto, e che piF ′k−1 (C) = piF ′k−1 (γ′C).
Ciò è chiaramente suﬃciente aﬃnché piF ′k−1 (Fk) = piF ′k−1 (F
′
k) per ogni k 6= i.
Dunque S′ ≤ S.
Dato che e(S) ≤ e(S′) se e solo se S′ ≤ S e dim (e(S)) = codim(S) per ogni
strato S ∈ Φ(d+1), la proposizione precedente descrive topologicamente il bordo
delle celle di X(∞). Infatti, le celle e (γ,Γ)che appartengono a X(d) sono quelle
per cui Γd = ∅, e che le inclusioni X(d) ↪→ X(d+1) mandano ciascun e (γ,Γ)
nella cella e (γ, (Γ,∅)). Pertanto le celle di X(∞) corrispondono a coppie (γ,Γ)
ove γ ∈W e Γ è una successione inﬁnita non crescente di sottoinsiemi di ∆ che
giunge a ∅ dopo un numero ﬁnito di passi. Chiameremo una tale successione
una bandiera in ∆.
Per determinare algebricamente l'omomorﬁsmo di bordo ∂ del complesso
di catene di X(∞) non resta che ﬁssare un'orientazione per ogni cella. Essa
è deﬁnita nel seguente modo. Si ﬁssi un ordine totale di ∆ e si ponga, per
ogni α ∈ ∆, ηα = 〈·, α〉. Sia pk : Rn ⊗ Rd+1 → Rn l'applicazione indotta dalla
proiezione sulla k-esima coordinata Rd+1 → R. Orienteremo la cella e (1W ,Γ)
in X(d) in modo coerente con la forma diﬀerenziale
ωΓ =
d∧
k=1
∧
α∈Sk
d(ηα ◦ pk)
ove il secondo prodotto wedge è eseguito secondo l'ordinamento ﬁssato di ∆. A
questo punto, ricordando che ogni X(d) è un CW-complesso regolare, il numero
d'incidenza [e, e′] tra due celle e′ ⊆ ∂e ⊆ X(d) è +1 o −1, a seconda che le
orientazioni delle due celle siano compatibili o meno. Il computo del segno è
un calcolo standard, per i cui dettagli rimandiamo a [4].
In conclusione, tutto ciò dimostra il seguente
Teorema 1.12 (3.1.6 di [4]). La risoluzione C∗ di cui al corollario 1.9 è libera
su Z[W ], con base {e (Γ)}, ove Γ varia tra le bandiere in ∆. Inoltre:
I. la dimensione di e (Γ) è pari alla somma delle cardinalità |Γi| dei singoli
elementi della successione Γ;
II. l'omomorﬁsmo di bordo è dato dalla formula
∂ (e (Γ)) =
∑
i:|Γi|>|Γi+1|
∑
τ∈Γi
∑
β∈WΓi\{τ}Γi :
β−1Γi+1β⊆Γi\{τ}
[
(−1)α(Γ,i,τ,β) · β · e (Γ′)]
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ove, indicando con σ (β,Γk) il numero di inversioni che compare nella
mappa Γk → β−1Γkβ rispetto all'ordine ﬁssato di ∆,
α(Γ, i, τ, β) = i`(β) +
i−1∑
k=1
(|Γi|) + (−1)|{s∈Γi:s≤τ}| +
d∑
k=i+1
(σ (β,Γk))
e Γ′ =
(
Γ1, . . . ,Γi−1,Γi \ {τ}, β−1Γi+1β, . . .
)
.
Esempio 1.13. SiaW = {±1} il gruppo ciclico di ordine 2 e lo si consideri come
gruppo di riﬂessione in R, dove W agisce moltiplicativamente. In tal caso AW
è l'arrangiamento in R costituito dal solo {0}. Abbiamo già osservato che
X(d) (AW ) è una d-sfera, con una coppia di celle in ogni dimensione compresa
tra 0 e d. −1 agisce su di esso scambiando le celle di ciascuna coppia. Ne
consegue che XW è lo spazio proiettivo P (R∞) con la cellularizzazione usuale.
Dunque C∗ coincide con la risoluzione standard del gruppo ciclico con due
elementi.
1.2 Celle di Fox-Neuwirth per Confn
(
Rd
)+
Descriviamo ora l'approccio di [5]. Anche in questo caso partiremo da una
stratiﬁcazione di Confn
(
Rd
)
. Essa è costruita come segue.
Deﬁnizione 1.14. Chiamiamo depth-ordering di n elementi un simbolo del
tipo Γ =
(
i1 <a1 i2 <a2 i3 · · · <an−1 in
)
, dove
I. (i1, . . . , in) è una permutazione di (1, . . . , n);
II. ai è un intero non negativo per ogni i ∈ {1, . . . , n− 1}.
Osservazione 1.15. Nella deﬁnizione precedente non è richiesto che le coordi-
nate del vettore (i1, . . . , in) siano ordinate dalla più piccola alla più grande:
nella deﬁnizione data un depth-ordering è solo un simbolo formale e i simboli
<ai non hanno il signiﬁcato usuale di `minore'.
Deﬁnizione 1.16. Sia Γ =
(
i1 <a1 · · · <an−1 in
)
un depth-ordering in cui ogni
ai è minore di m. Deﬁniamo
e (m,Γ) =
{
(x1, . . . , xn) ∈ (Rm)n : ∀j ∈ {1, . . . , n− 1} ,
∀k ≤ aj :
(
xij
)
k
=
(
xij+1
)
k
,
(
xij
)
aj+1
<
(
xij+1
)
aj+1
}
In termini meno formali, e (m,Γ) è l'insieme delle conﬁgurazioni (ordinate)
di n punti (x1, . . . , xn) in Rm per cui xi1 < · · · < xin rispetto all'usuale ordine
lessicograﬁco di Rm, e tali che la prima coordinata per la quale xij e xij+1
diﬀeriscono è la (aj + 1)-esima. Per esempio, se Γ = (2 <0 3 <1 1), allora,
identiﬁcando (Rm)n come lo spazio delle matrici m × n a coeﬃcienti reali,
avremo che
e (2,Γ) =
{[
x1,1 x1,2 x1,3
x2,1 x2,2 x2,3
]
: x1,2 < x1,3, x1,3 = x1,1, x2,3 < x2,1
}
Osserviamo che il supporto Span (e (m,Γ)) è il sottospazio lineare di Rm
deﬁnito dalle equazioni
(
xij
)
k
=
(
xij+1
)
k
al variare di j ∈ {1, . . . n − 1} e
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k ∈ {1, . . . , aj}. Pertanto esso ha dimensione pari a d (Γ) = nm −
∑n−1
j=1 (aj).
Inoltre, e (m,Γ) è un aperto convesso nel suo supporto, quindi è omeomorfo a
un disco aperto di dimensione d (Γ). Vale inoltre che ∂ (e (m,Γ)) è contenuto
nell'unione di celle di dimensione inferiore. Ciò può essere, per esempio, dimo-
strato nel modo seguente. Si indichi con Lj,a il sottospazio vettoriale deﬁnito
dalle equazioni
(
xij
)
k
=
(
xij+1
)
k
per 1 ≤ k ≤ a e con L′j l'intersezione, al
variare di 1 ≤ l ≤ n − 1, degli Ll,al+δl,j . Osserviamo che ∂ (e (m,Γ)) è conte-
nuto nell'unione degli L′j e che ogni L
′
j ha dimensione minore di quella della
cella in questione. D'altra parte, se una cella e (m,Γ′) interseca un Lj,a in un
punto (x1, . . . , xn), allora xij ≶ xij+1 nell'ordine lessicograﬁco e le loro prime
a coordinate sono uguali. Per costruzione, se una di queste condizioni vale
per un punto di e (m,Γ′), allora vale per tutti i punti della cella, che è quindi
interamente contenuta in Lj,a. Segue che se e (m,Γ′) ∩ ∂ (e (m,Γ)) 6 ∅, allora
e (m,Γ′) ⊆ L′j per qualche j, e ha quindi dimensione minore o uguale a quella
di L′j , e quindi anche di e (m,Γ). Se ne conclude che gli insiemi e (m,Γ), al
variare dei depth-ordering Γ tali che aj < m per ogni j, unito allo 0-disco {∞},
deﬁniscono una decomposizione CW per la compattiﬁcazione di Alexandrov
Confn (Rm)+ dello spazio di conﬁgurazioni di n punti in Rm.
Vogliamo ora descrivere il complesso delle catene cellulari associato a tale
complesso. A tal ﬁne, il primo passo è determinare quali celle sono contenute
nel bordo di un dato e (m,Γ). Questo è più complesso e può essere fatto
utilizzando particolari alberi. Cominciamo con alcune nozioni preliminari.
Deﬁnizione 1.17. Un albero con radice è un grafo orientato connesso G tale
che esiste un vertice v0, detto radice, in cui non entra nessun lato e per cui in
ogni vertice v 6= v0 entra uno e un solo lato. Un albero a livelli è un albero
con radice immerso nel piano R2 tale che l'ordinata y(v) di ogni vertice v è un
numero intero con le seguenti proprietà:
I. y(v0) = 0;
II. se l = (v, v′) è un lato, allora y(v′) = y(v) + 1.
Un'isotopia tra due alberi a livelli T e T ′ è un'isotopia F : T × [0, 1]→ R2 tale
che per ogni t ∈ [0, 1] Ft (T ) è un albero a livelli e F1(T ) = T ′. Un albero a
livelli con etichette è un albero a livelli T con una funzione λ che associa ad
ogni foglia di T un numero naturale. Un'isotopia tra due alberi a livelli con
etichette (T, λ) e (T ′, λ′) è un'isotopia F tra T e T ′ nel senso precedente tale
che λ′ ◦ F1 = λ.
Deﬁnizione 1.18. Sia T un albero a livelli. Sia v un vertice e si ponga Tv
l'insieme dei lati uscenti da v. Deﬁniamo un ordinamento su Tv ponendo,
per ogni e = (v, v′), f = (v, v′′) ∈ Tv, e ≤ f se e solo se l'ascissa x(v′)
di v′ è minore o uguale a quella di v′′. Diremo che e e f sono adiacenti se
sono consecutivi rispetto a questo ordine. Dati due lati adiacenti e, f ∈ Tv
come sopra, il quoziente Te,f di T rispetto a e, f è l'albero avente come vertici
l'insieme V (Te,f ) = V (T ) \ {v′, v′′} ∪ {v} e come lati l'insieme L (Te,f ) =
ϕ × ϕ (L (T )), dove ϕ : V (T ) → V (Te,f ) è deﬁnita ponendo ϕ(u) = u se u 6∈
{v′, v′′} e ϕ(v′) = ϕ(v′′) = v. Esso è in modo naturale un albero a livelli se si
identiﬁca v con un punto di coordinate (x, y), con y = y(v′) = y(v′′) e x è un
qualsiasi numero reale compreso tra x(v′) e x(v′′). Se v′ e v′′ non sono foglie,
Te,f è in modo ovvio un albero a livelli con etichette.
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Osserviamo che la deﬁnizione precedente di quoziente di alberi a livelli (con
o senza etichette) è ben deﬁnito a meno di isotopia.
Deﬁnizione 1.19. Sia T un albero a livelli e sia v un suo vertice. Una v-
permutazione di T è un altro albero a livelli T ′ che diﬀerisce da T solo per
l'ordine di Tv. Formalmente, T ′ è ottenuto da T tramite un isomorﬁsmo di
alberi ϕ : T → T ′ tale che ϕ|Tu : Tu → T ′ϕ(u) preserva l'ordinamento per ogni
u 6= v. Se inoltre, ﬁssato e ∈ Tv, ϕv : Tv → T ′ϕ(v) è uno shue degli insiemi
e≤ = {f ∈ Tv : f ≤ e} e e> = {f ∈ Tv : f > e}, allora diremo che T ′ è un
e-shue di T .
Osserviamo che, se T ′ è una v-permutazione di T , allora la permutazione
operata sugli elementi di Tv induce naturalmente una biezione tra le foglie di T e
quelle di T ′. Quindi se T è con etichette, allora c'è un modo naturale di deﬁnire
una funzione λ′ dalle foglie di T ′ in N, in modo tale che questa corrispondenza
biunivoca preservi le etichette. Nel caso in cui la funzione λ : {foglie diT} → N
sia iniettiva, le possibili v-permutazioni di T , a meno di isotopia di alberi a livelli
con etichette, sono in corrispondenza biunivoca con Bij (Tv) ∼= Σn, con n = |Tv|.
Con questa identiﬁcazione, se e è il k-esimo lato di Tv (secondo l'ordinamento
deﬁnito sopra), allora gli e-shue sono eﬀettivamente gli (k, n− k)-shue.
Lemma 1.20. C'è una corrispondenza biunivoca naturale tra l'insieme delle
celle di Confn (Rm)+ diverse da {∞} e quello delle classi di isotopia di alberi
a livelli con etichette tali che:
I. Ci sono esattamente n foglie tutte con ordinata pari a m;
II. Le etichette sono tutti e soli i numeri compresi tra 1 e n.
Dimostrazione. Il lemma è abbastanza evidente e c'è ben poco da dimostra-
re. Ad ogni albero T siﬀatto si fà corrispondere la cella e (m,Γ), con Γ =(
i1 <a1 · · · <an−1 in
)
, dove il vettore (i1, . . . , in) corrisponde alle etichette del-
le foglie di T , ordinate da sinistra a destra. Per quanto riguarda gli aj , si
osserva che ci sono esattamente n− 1 coppie di vertici adiacenti in T , che de-
notiamo con (e1, f1), . . . , (en−1, fn−1) e che supponiamo ordinate da sinistra
verso destra. Si pone, per ogni j ∈ {1, . . . , n − 1}, aj uguale all'ordinata del
vertice comune a ej e fj . Probabilmente un esempio, come quello in ﬁgura 1.2,
è più esplicativo che i dettagli formali.
Proposizione 1.21 (2.6 di [5]). Siano C = e (m,Γ) e C ′ = e (m,Γ′) due celle
di Confn (Rn), con dim(C) = dim(C ′) + 1. Siano T e T ′ i corrispondenti
alberi a livelli con etichette. Allora C ′ ⊆ ∂(C) se e solo se T ′ è ottenuto da T
scegliendo una coppia di lati adiacenti e = (v, v′) < f = (v, v′′) e applicando
un g-shue a Te,f , dove g ∈ (Te,f )v è il lato più a destra tra quelli provenienti
da Tv′ .
Prima di procedere con la dimostrazione, forniamo un esempio per chiarire
il concetto.
Esempio 1.22. Sia Γ = (1 <0 2 <1 3) e sia C = e (3,Γ). Osserviamo che
dim (C) = 8. Allora tutte e sole le celle di dimensione 7 contenute in ∂ (C)
sono quelle nella forma C ′ = e (3,Γ′), ove Γ′ è uno dei seguenti depth-ordering:
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1 3 2 6 5 4 7 8
Figura 1.4: Albero associato a e (5,Γ), dove Γ è il depth-ordering deﬁnito da
(1 <3 3 <0 2 <1 6 <4 5 <0 4 <4 7 <3 8)
• (1 <1 2 <1 3);
• (2 <1 1 <1 3);
• (2 <1 3 <1 1);
• (1 <0 2 <2 3);
• (1 <0 3 <2 2).
1 32 1 32 1 32
132 1 32 1 3 2
∂( ) ⊇ ∪ ∪
∪ ∪ ∪
Figura 1.5: Esempio 1.22 in termini di alberi
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Dimostrazione di 1.21. Supponiamo inizialmente che C ′ ⊆ ∂ (C). Osserviamo
che, con riferimento alla notazione già adottata in precedenza,
∂ (e (m,Γ)) =
n−1⋃
k=1
[
L′k ∩
⋂
j 6=k
(Mj)
]
ove Nj =
{(
xij
)
aj+1
<
(
xij+1
)
aj+1
}
e Mj è la chiusura di Nj . Applicando
lo stesso ragionamento usato per dimostrare che la costruzione considerata
deﬁnisce un CW-complesso, si deduce che C ′ ⊆ L′k ∩
⋂
j 6=k (Mj) per qualche k.
In realtà,
C ′ ⊆ L′k ∩
⋂
j 6=k
(Nj) (∗)
o altrimenti intersecherebbe l'insieme[
L′k ∩
⋂
j 6=k
(Mj)
]
\
[
L′k ∩
⋂
j 6=k
(Nj)
]
=
⋃
l 6=k
[
L′l ∩ L′k ∩
⋂
j 6=l,k
(Mj)
]
e dunque sarebbe contenuto in un sottospazio vettoriale di dimensione stretta-
mente inferiore a dim (C)−1. La condizione (∗) può essere riformulata dicendo
che, in C ′, per ogni j 6= k, xij < xij+1 rispetto all'ordine lessicograﬁco e la pri-
ma coordinata diversa nei due vettori è aj+1, mentre xik , xik+1 condividono le
prime ak + 1 coordinate, mentre hanno la (ak + 2)-esima coordinata diﬀerente
(altrimenti C ′ avrebbe dimensione più piccola di quella richiesta).
Ciò implica i seguenti quattro fatti, dove, nei punti (III) e (IV ), si è posto
per convenzione a0 = an = 0, x0 = (−∞, . . . ,−∞) e xn+1 = (+∞, . . . ,+∞):
I. L'ordine delle etichette delle foglie di T ′ è ottenuto dalle etichette di T
applicando un (k, n− k)-shue.
II. Per ogni l tale che al > ak+1, non esiste alcun j tale che xil < xij < xil+1
in C ′ (rispetto all'ordine lessicograﬁco). Per esempio, se l < k, ciò impli-
cherebbe che j > k e che xil , xij e xil+1 abbiamo le prime al coordinate
uguali. In particolare C ′ ⊆ L′j ∩
{
(xil)ak+2 =
(
xij
)
ak+2
}
. É facile vedere
che questo è un sottospazio vettoriale di dimensione dim(C) − 2, quindi
dim(C)− 1 ≤ dim (C ′) = dim (Span (C ′)) ≤ dim(C)− 2, il che è assurdo.
Se l > k la dimostrazione è analoga.
III. Per ogni l tale che ∃l < l′ < k con al′ ≤ ak, non esiste alcun j tale che
xil < xij < xil+1 in C
′. Infatti, posto a = minj−1t=l+1 (at), (∗) garantisce
che
(
xil+1
)
a+1
<
(
xij
)
a+1
, mentre la condizione su l implica chiaramente
che
(
xij
)
a+1
≤ (xil+1)a+1: assurdo.
IV. Per ogni l tale che ∃k < l′ ≤ l con al′ ≤ ak, non esiste alcun j tale che
xil < xij < xil+1 . Il motivo è del tutto analogo a quello usato al punto
precedente.
(I), (II), (III) e (IV ) implicano facilmente che T ′ è ottenuto da T quozien-
tando per la k-esima copia di lati adiacenti a partire da sinistra e operando
uno shue rispetto al lato g indicato.
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Viceversa, se T ′ è ottenuto da un quoziente Te,f mediante un g-shue,
allora, se (e, f) è la k-esima coppia di lati adiacenti contando da sinistra, allora
le condizioni (I), (II), (III) e (IV ) valgono banalmente e C ′ ⊆ L′k. Se ne
deduce che vale (∗), quindi C ′ ⊆ ∂ (C).
Per descrivere il complesso delle catene cellulari di Confn (Rm) con tale
struttura CW, resta da determinare i numeri di incidenza [C,C ′] per C ′ ⊆
∂ (C). A tal ﬁne è necessario ﬁssare un orientazione di ogni cella. Ciò può
essere fatto nel seguente modo. Si ordino le coordinate di (Rm)n = Rmn
nel modo standard, cioè (x1)1 , (x1)2 , . . . , (xn)m. Per ogni cella e (m,Γ), si
omettano dall'elenco quelle coordinate che, secondo delle relazioni deﬁnenti
e (m,Γ), devono essere uguali a una delle coordinate che le precedono. Le
coordinate rimaste costituiscono una carta globale per la varietà e (m,Γ), e
pertanto inducono su di essa un orientazione.
Ancora una volta, per ogni coppia di celle C,C ′ con C ′ ⊆ ∂ (C) e dim(C) =
dim (C ′) + 1, vale che [C,C ′] è +1 o −1 a seconda dell'orientazione delle celle.
Un conto diretto (si veda [5]) mostra che
[C,C ′] = (−1)k+
∑k−1
j=1 (m−min{aj ,ak+1})+(m−ak−1)+
∑n−1
j=k+1(m−min{ak,aj})
ove k è deﬁnito nella dimostrazione del lemma precedente. Esplicitamente,
k è l'indice corrispondente alla coppia di vettori adiacenti (e.f) nell'albero T
associato a C tale che quello associato a C ′ è ottenuto da Te,f applicando uno
shue. Se ci restringiamo agli m pari, questo numero di incidenza dipende
solo dai depth-ordering Γ e Γ′ associati a C e C ′ rispettivamente. Indicheremo
quindi, con un piccolo abuso di notazione, tale valore con [Γ,Γ′].
Abbiamo ora un problema: ciò fornisce un complesso di catene che con-
sente di calcolare l'omologia di Confn (Rm)+. Sarebbe invece augurabile poter
calcolare la coomologia di Confn (Rm). Infatti, passando al limite inverso e
analizzando l'azione di Σn sul complesso, se ne potrebbe dedurre quella del
gruppo simmetrico su n oggetti. Il passaggio dall'una all'altra può essere fatto
sfruttando un argomento di dualità, che ora descriviamo. Cominciamo con un
lemma preliminare.
Lemma 1.23. Sia X un CW-complesso ﬁnito. Sia V B (X) l'insieme dei ﬁ-
brati vettoriali reali di dimensione ﬁnita su X. Sia J (X) l'insieme ottenuto
quozientando V B (X) per la relazione di isomorﬁsmo stabile. Ricordiamo che,
indicato con εj il ﬁbrato banale di dimensione j su X, per ogni α, β ∈ V B (X),
α e β sono stabilmente isomorﬁ se e solo se esistono due interi non negativi
j, k tali che α ⊕ εj ∼= β ⊕ εk. La somma di Whitney induce una struttura di
gruppo su J (X).
Dimostrazione. La struttura di monoide c'è già a livello di V B (X) in modo
ovvio. Si osserva che l'esistenza dell'inversa è vera sulle grassmaniane Gn,m
degli n-piani in Rn+m. Infatti, dato α ∈ V B (Gn,m), si può immergere α in RN
con N abbastanza grande. In questo modo α è un sottoﬁbrato di T (α) |Gn,m ,
e quindi di T (Rn) |G,n,m. Pertanto α ⊕ T (Rn) |G,n,m è banale. Poi, si sfrutta
la proprietà universale del ﬁbrato universale sulla grassmaniana e il fatto che
la somma di Whitney commuta con i pullback per ottenere la tesi nel caso
generale.
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Lemma 1.24. Sia X un complesso di celle ﬁnito e sia α ∈ V B (X). Si denoti
con Xα lo spazio di Thom di α, cioè lo spazio ottenuto compattiﬁcando a un
punto ogni ﬁbra e successivamente identiﬁcando tutti i nuovi punti introdotti.
Allora vale che S (Xα) ∼= Xα⊕ε1 .
Dimostrazione. Si veda la sospensione di Xα come quoziente di Xα × [0, 1] e
si prenda un omeomorﬁsmo ϕ : R→ (0, 1). Allora la funzione i× ϕ : α× R→
S (Xα), ove i è l'inclusione ovvia, induce per passaggio alla compattiﬁcazione
in ogni ﬁbra e poi al quoziente l'omeomorﬁsmo voluto.
Osservazione 1.25. Il lemma precedente stabilisce che il tipo di omotopia dello
spazio di Thom Xα di un ﬁbrato dipende solo dalla classe di α in J(X).
Teorema 1.26 (dualità di Atiyah). Sia X una varietà diﬀerenziabile a bordo
compatta. Sia τ ∈ J(X) la classe del ﬁbrato tangente di X. Sia ∂ (X) = Y .
Sia η = τ−1. Allora l' S-duale di Spanier di XY è X
η.
Non proporremo in dettaglio la dimostrazione di questo teorema, per cui
rimandiamo a [2]. Ci limitiamo solo a fare un commento: in realtà Atiyah
immerge X ∪ C (Y ) in una certa sfera SN in modo tale che X ⊆ RN ⊆ SN ,
e mostra, utilizzando le particolari proprietà dell'immersione utilizzata, che la
sospensione del complementare di X ∪ C (Y ) in SN è omotopicamente equi-
valente a Xν , ove ν è il ﬁbrato normale di X in RN . Dato che X ∪ C (Y ) è
omotopicamente equivalente al quoziente XY , da qui si deduce l'asserto. Ciò
garantisce in realtà, insieme al lemma precedente, che, se η ∈ V B (X) è tale
che T (X)⊕η = εk+1, allora Dk
(
X
Y
)
= Xη, ove Dk
(
X
Y
)
è il k-duale di XY . Dato
che tra uno spazio e il suo k-duale vale il teorema di dualità di Alexander per
l'omologia e la coomologia, ne consegue direttamente il seguente
Corollario 1.27. Sia X una varietà a bordo compatta e Y = ∂ (X). Sia
η ∈ V B (X) tale che T (X)⊕ η = εk, allora ci sono isomorﬁsmi naturali
H˜q (Xη) ∼= H˜k−q
(
X
Y
)
Applichiamo ora questo risultato per ottenere una risoluzione di Z come
Z[Σn]-modulo, utilizzabile per calcolare la coomologia di Σn. A tal ﬁne, de-
ﬁniamo F˜N
∗
n il complesso di cocatene generato liberamente su Z dai depth-
ordering di n elementi, in cui ogni depth-ordering Γ =
(
i1 <a1 · · · <an−1 in
)
ha dimensione dim (Γ) =
∑n−1
j=1 (aj). Il diﬀerenziale d
k : F˜N
k
n → F˜N
k+1
n del
complesso sarà dato da
dk (Γ) =
∑
e(k+2,Γ′)⊆∂(e(k+2,Γ))
([Γ,Γ′] · Γ′)
Teorema 1.28 (2.9 di [5]). F˜N
∗
n è eﬀettivamente un complesso di cocatene.
Inoltre Hk
(
F˜N
∗
n
)
è il gruppo nullo se k 6= 0, isomorfo a Z se k = 0. Su
di esso c'è inoltre un'azione di Σn, che conferisce a FN
∗
n una struttura di
Z [Σn]-modulo.
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Dimostrazione. É facile vedere che Confn (Rm) si retrae per deformazione su
una sottovarietà compatta a bordo X ⊆ Confn (Rm) della stessa dimensione
tale che X∂(X)
∼= Confn (Rm)+. Essendo X una sottovarietà di Rmn di dimen-
sione mn, è parallelizzabile. Di conseguenza, applicando il corollario 1.27 a X,
si ottengono isomorﬁsmi naturali
H˜k
(
Confn (Rm)+
) ∼=AD Hnm−k (Confn (Rm))
Sia F˜Nn,m il complesso ottenuto da F˜N
∗
n troncando alla dimensione nm. Sia
Cn,m∗ il complesso delle catene cellulari di Confn (Rm)+ (con la cellularizzazione
deﬁnita sopra), che quindi calcola l'omologia di Confn (Rm)+. Osserviamo che
˜FN
k
n,m = C
n,m
nm−k, eccetto per k = nm per cui C
n,m
0 =
˜FN
nm
n,m ⊕ Z · {∞}, e il
cobordo dk : ˜FN
k
n,m → ˜FN
k+1
n,m coincide con l'omomorﬁsmo di bordo cellulare
∂nm−k : C
n,m
nm−k → Cn,mnm−k−1 (a meno di un segno − se nm è dispari). Ne
consegue facilmente che, in virtù degli isomorﬁsmi indicati sopra, il complesso
˜FN
∗
n,m calcola la coomologia di Confn (Rm). Ma quest'ultimo è uno spazio
topologico (m−2)-connesso, quindiHk
(
F˜N
∗
n,m
)
= {0} per ogni 1 ≤ k ≤ m−2
e H0
(
F˜N
∗
n,m
) ∼= Z. Ci sono delle proiezioni ovvie pim,m′ : FN∗n,m → FN∗n,m′
per m′ < m. Queste rendono ovviamente
{
F˜N
∗
n,m
}
m∈N
un sistema inverso.
Siccome FN∗n ne è il limite inverso e pim,m′ induce un isomorﬁsmo tra i gruppi
di coomologia di dimensione k ≤ m′−2, segue che, per ogni intero non negativo
k,
Hk (FN∗n) ∼= lim←−
m
[
Hk
(
FN∗n,m
)] ∼= { {0} se k 6= 0Z se k = 0
L'azione di Σn su Confn (Rm)+ per permutazione delle coordinate avviene
per omeomorﬁsmi cellulari, quindi induce un'azione su Cn,m∗ , e, conseguente-
mente, su F˜N
∗
n,m. Esplicitamente, se Γ =
(
i1 <a1 · · · <an−1 in
)
e σ ∈ Σn,
l'azione è descritta da
σΓ˙ =
(
σ (i1) <a1 σ (i2) <a2 · · · <an−1 σ (in)
)
Siccome ogni pim,m′ è Σn-equivariante, viene indotta un'azione sul limite inverso
FN∗n, che lo rende chiaramente uno Z[Σn]-modulo libero.
Ne segue immediatamente il seguente
Corollario 1.29. Sia FN∗n il quoziente del complesso F˜N
∗
n per l'azione di Σn.
Sia G un qualunque gruppo di coeﬃcienti. Allora
H∗ (Σn;G) ∼= H∗ (FN∗n ⊗G)
Osservazione 1.30. Con riferimento al corollario precedente, se G = R è un
anello, allora l'isomorﬁsmo è valido anche a livello di R-moduli.
1.3 Equivalenza delle due costruzioni
Ora vogliamo confrontare le costruzioni descritte nei paragraﬁ precedenti. In-
fatti, possiamo calcolare la coomologia di Σn con coeﬃcienti in un certo gruppo
G in due modi diversi:
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I. specializzando la risoluzione C∗ ottenuta nella sezione 1.1 nel caso del
gruppo simmetrico, e calcolando la coomologia di homZ[Σn] (C∗, G);
II. sfruttando il corollario 1.29 e determinando la coomologia di FN∗n ⊗G.
Sebbene non sia stato esplicitamente osservato dagli autori di [5], i due com-
plessi di cocatene considerati risultano essere isomorﬁ, quindi i due approcci
sono essenzialmente equivalenti.
La ragione è essenzialmente topologica. Infatti, 〈W = Σn|{σ1, . . . , σn−1}〉 è
un sistema di Coxeter, dove σi è la trasposizione (i, i+ 1). Così si può rappre-
sentare W come gruppo di riﬂessione in Rn, facendolo agire per permutazione
delle coordinate. In questo modo abbiamo che, identiﬁcando canonicamen-
te Rn ⊗ Rk con Rnk, il complementare in Rnd dell'arrangiamento di sotto-
spazi AW (d−1) è Confn (Rm), dato che AW costa esattamente degli iperpiani
Hi,j = {x ∈ Rn : xi = xj} (i 6= j). Inoltre, un sistema di radici per W è
esattamente dato da vettori ortogonali agli iperpiani dei punti ﬁssi dei nostri
generatori di Coxeter σi, quindi una base per la risoluzione C∗ che otteniamo
è descritta dalle bandiere in S = {σi}1≤i≤n−1.
In realtà, anche la stratiﬁcazione diM
(
AW (m−1)
)
= Confn (Rm) descritta
da Salvetti e De Concini si estende ad una cellularizzazione di Confn (Rm)
`aggiungendo' la cella {∞}. Si può dimostrare che essa coincide esattamente
con la struttura CW costruita nel paragrafo 1.2. Esplicitamente, la biezione
è descritta dal seguente lemma. Per evitare confusione, indicheremo con la
lettera e gli strati della sezione 1.1 e con la lettera e′ le celle della struttura
CW del paragrafo 1.2.
Proposizione 1.31. Con riferimento alle notazioni utilizzate in precedenza,
dato un depth-ordering
(
i1 <a1 · · · <an−1 in
)
, si considerino gli insiemi Γj ⊆ S
deﬁniti ponendo σl ∈ Γj ⇔ al ≤ j. Sia σ ∈ Σn la permutazione che mappa
j in ij. Allora, se ogni aj è inferiore a m, lo strato in Φ
(m) corrispondente a
(σ, (Γ1 ⊇ Γ2 ⊇ · · · ⊇ Γm = ∅)) coincide con e′
(
m,
(
i1 <a1 · · · <an−1 in
))
.
Dimostrazione. Per Σn-equivarianza, è suﬃciente dimostrare la tesi nel caso
in cui i1 = 1, i2 = 2, . . . , in = n. Si ponga, per ogni l ∈ {1, . . . ,m − 1},
Il = {j ∈ {1, . . . , n − 1} : Aj = l}. Si ponga Jl =
⋂
k<l (Ik). Si indichi con
pl : Rnd ∼= Rn ⊗ Rd → Rn la proiezione sulla l-esima componente. Osserviamo
che, per come è deﬁnita la cella in questione,
pl
(
e′
(
m,
(
i1 <a1 · · · <an−1 in
)))
= {x ∈ Rn : se ai = l − 1 : xi < xi+1, se ai ≥ l : xi = xi+1} (∗)
Osserviamo anche che lo strato di Φ = Φ(0) associato a Γl è
Fl = {x ∈ Rn : ∀i : ai ≥ l⇒ xi = xi+1, ai < l⇒ xi < xi+1} (∗∗)
Si ponga, per convenzione F0 come lo strato massimale di Φ. Dimostriamo
che pl
(
e′
(
m,
(
i1 <a1 · · · <an−1 in
)))
= piFl−1 (Fl). Ciò implica la tesi, poiché
la cella considerata si può scrivere nella forma
∏m
i=1 (Xi) per alcuni Xi ⊆ Rn.
• se l = 1 l'asserto è ovvio dalle formule precedenti.
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• se l > 1, allora, in virtù di (∗), l'insieme pl
(
e′
(
m,
(
i1 <a1 · · · <an−1 in
)))
è deﬁnito da equazioni e disequazioni del tipo xi < xi+1 oppure xi = xi+1,
ove σi ∈ Γl. Se ne deduce facilmente che pl
(
e′
(
m,
(
i1 <a1 · · · <an−1 in
)))
è uno strato di Φ
(
AWΓl−1
)
= ΦFl−1 . Ora, è ovvio da (∗∗) e (∗) che Fl è
contenuto in quest'insieme. Per deﬁnizione, questo implica che piFl−1 (Fl)
coincide con esso, da cui segue la tesi.
Per semplicità, dato un depth-ordering Λ =
(
i1 <a1 · · · <an−1 in
)
, indi-
cheremo con α (Λ) lo strato di Φ(m) corrispondente a Λ nel senso del lemma
precedente. Siccome il complesso di Salvetti X(m) è costruito come cellula-
rizzazione duale alla stratiﬁcazione Φ(m), dovrà valere che, per ogni coppia di
depth-ordering Λ, Λ′
e′ (m,Λ′) ⊆ ∂ (e′ (m,Λ))⇔ α (Λ) ⊆ ∂ (α (Λ′))
In particolare, se indichiamo con Cn,m∗ il complesso delle catene cellulari di
X(m−1) e con C∗n,m = homZ (C
n,m
∗ ,Z) il suo complesso duale, questo indurrà,
almeno per m pari, un isomorﬁsmo di complessi An,m : F˜N
∗
n,m
∼= C∗n,m che
associa ad ogni cella e′ (m,Λ) la cocatena duale a e (α (Λ)), moltiplicata per
+1 o −1 a seconda delle orientazioni.
Indicando con im : X(m
′−1) → X(m−1) l'inclusione naturale (per m′ < m
pari) e con pim,m′ : F˜N
∗
n,m → F˜N
∗
n,m′ la proiezione deﬁnita in precedenza, si
osserva che An,m′ ◦pim,m′ = i∗m ◦An,m. Ne consegue che le mappe An,m induco-
no, per passaggio al limite diretto, un isomorﬁsmo An,∞ : F˜N
∗
n
∼= homZ (C∗,Z).
Esso è chiaramente Σn-equivariante, dunque, quozientando per l'azione di Σn,
si ottiene An : FN∗n ∼= homZ[Σn] (C∗,Z). Inﬁne, tensorizzando con un gruppo
di coeﬃcienti G qualunque, queste considerazioni dimostrano la seguente
Proposizione 1.32. Per ogni gruppo abeliano G, i complessi di cocatene
FN∗n ⊗G e homZ[Σn] (C∗, G) sono isomorﬁ.
In virtù dell'equivalenza delle due costruzioni, nei capitoli seguenti useremo,
di volta in volta, l'uno o l'altro indiﬀerentemente a seconda di quale sarà più
comodo.
Capitolo 2
Cubi piccoli e operazioni di
Dyer-Lashof
Questo capitolo è dedicato alla costruzione dell'algebra di Dyer-Lashof, che uti-
lizzeremo estensivamente per descrivere la struttura algebrica della coomologia
dei gruppi simmetrici. Essa verrà deﬁnita in termini del cosiddetto `operad dei
cubi piccoli', che ci proponiamo quindi di deﬁnire preliminarmente.
La trattazione seguirà sempre l'approccio dei riferimenti classici di May [3]
e [10], anche dove non espressamente indicato.
2.1 Strutture operadiche
Un operad può essere pensato intuitivamente come una successione di spazi
topologici {Xn}, dove i punti di Xn parametrizzano delle `operazioni n-arie',
che accettano in input n oggetti e ne restituiscono uno come output. Devono
essere inoltre presenti alcuni strumenti essenziali che permettono di maneggiarle
agevolmente, come una legge di composizione, che corrisponde all'idea intuitiva
di `applicare un operazione n-aria all'output di altre n operazioni', l'esistenza di
un'`operazione identica' che associa ad ogni oggetto sé stesso e di un''operazione
nulla' il cui output è sempre un oggetto base ﬁssato e una qualche regola di
commutazione.
Questa idea è codiﬁcata formalmente nella seguente deﬁnizione.
Deﬁnizione 2.1. Sia {Cn} una successione di spazi topologici e si supponga
che siano deﬁnite delle funzioni continue
γk : Ck ×
 ∐
n∈N∪{0}
(Cn)
k →
 ∐
n∈N∪{0}
(Cn)

L'oggetto γk (c, a1, . . . , ak) verrà anche denotato con c ◦ (a1, . . . , ak). Diremo
che la coppia ({Cn} , {γn}) è un operad se valgono le seguenti proprietà:
I. se c ∈ Ck e ai ∈ Cji per i ∈ {1, . . . , k}, allora c ◦ (a1, . . . , ak) ∈ C∑k
i=1(ji)
;
II. se c e ai sono come sopra, allora per ogni {bi,j} 1≤i≤k
1≤j≤ji
⊆∐n∈N∪{0} (Cn)
(c ◦ (a1, . . . , ak)) ◦ (b1,1, . . . , b1,j1 , b2,1, . . . , bk,jk)
= c ◦ (a1 ◦ (b1,1, . . . , b1,j1) , . . . , ak ◦ (bk,1, . . . , bk,jk))
24
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III. Esiste un elemento id ∈ C1 tale che per ogni c ∈ Ck valgono le uguaglianze
id ◦c = c e c ◦ (id, . . . , id) = c;
IV. C0 = {∗} consta di un solo punto;
V. c'è un'azione destra del gruppo simmetrico Σk su Ck tale che per ogni
c ∈ Ck, ai ∈ Cji , per ogni σ ∈ Σk, τi ∈ Σji , valgono le formule
(c.σ) ◦ (a1, . . . , ak) = (c ◦ (a1, . . . , ak)) .σj1,...,jk
c ◦ (a1.τ1, . . . , ak.τk) = (c ◦ (a1, . . . , ak)) .
k∏
i=1
(τi)
dove
∏k
i=1 (τi) è identiﬁcato con la sua immagine mediante la mappa ov-
via
∏k
i=1 (Σk) ↪→ Σ∑ki=1 ji e σj1,...,jk è l'elemento di Σ∑ki=1 ji che permuta
i blocchi della partizione [j1, j2, . . . , jk] di {1, · · ·
∑k
i=1 ji} in accordo con
σ (per esempio, se σ = (1, 2, 3), allora σ1,2,2 = (1, 3, 5, 2, 4)).
Le proprietà (I) e (II) per la legge di composizione ◦ formalizzano l'idea
intuitiva di `applicazione successiva di operazioni' di cui sopra. Gli elementi
deﬁniti da (III) e (IV ), ovviamente unici, saranno ovviamente l'operazione
identica e quella nulla. Inﬁne, l'azione di Σk su Ck in (V ) descrive intuitiva-
mente come si comportano gli elementi di Ck se viene cambiato l'ordine degli
oggetti in input, quindi formalizza una sorta di regola di commutatività.
Si noti che, per ora, non sono stati speciﬁcati gli oggetti che le operazioni di
C possono prendere in input: la deﬁnizione 2.1 cattura solamente la struttura
algebrica intrinseca di un operad. Nella pratica, gli elementi di C verranno
applicati a punti di uno spazio topologico X. Questo è descritto da funzioni
Ck × Xk → X, che dovranno soddisfare opportune relazioni di compatibilità
corrispondenti alla nostra idea intuitiva. Ciò ci conduce alla seguente
Deﬁnizione 2.2. Sia C un operad e sia (X, p) uno spazio topologico puntato.
Per n > 0 indichiamo con Xn il prodotto cartesiano di X con sé stesso n volte
e, per n = 0, X0 = {p}.Un'azione di C su X è una famiglia di funzioni continue
{θn}n∈N∪{0}, θn : Cn ×Xn → X tali che:
I. θn (c, p, . . . , p) = p;
II. dati c ∈ Ck, ai ∈ Ci, con 1 ≤ i ≤ k, per ogni {xi,j} 1≤i≤k
1≤j≤ji
⊆ X vale che
θ∑k
i=1 ji
(c ◦ (a1, . . . , ak) , x1,1, . . . , x1,j1 , x2,1, . . . , xk,jk)
= θk (c, θj1 (a1, x1,1, . . . , x1,j1) , . . . , θjk (ak, xk,1, . . . , xk,jk))
III. θ1 (id, x) = x per ogni x ∈ X;
IV. per ogni x ∈ Ck, σ ∈ Σk e xi ∈ X vale la formula
θk (c.σ, x1, . . . , xk) = θk
(
c, xσ(1), . . . , xσ(k)
)
Uno spazio puntato X su cui agisce un operad C si dice un C-spazio. Nel
seguito, useremo per le operazioni di C la notazione funzionale, cioè denoteremo
θk (c, x1, . . . , xk) con c (x1, . . . , xk).
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Ovviamente, ci sono opportune nozioni di morﬁsmo di operad e di C-spazi,
che richiamiamo qui di seguito.
Deﬁnizione 2.3. Siano C e C′ due operad. Un morﬁsmo tra C e C′ è una
successione di mappe {fn}n∈N∪{0}, con fn : Cn → C′n, tali che:
I. ﬁssato c ∈ Ck, vale che
∀ai ∈
∐
n∈N∪{0}
, 1 ≤ i ≤ n : f (c ◦ (a1, . . . , ak)) = f (c) ◦ (f (a1) , . . . , f (ak))
II. f1(idC) = idC′ ;
III. fn è Σn-equivariante.
Deﬁnizione 2.4. Sia C un operad, siano X e X ′ due C-spazi. Un morﬁsmo di
C-spazi tra X e X ′ è una mappa puntata f : X → X ′ tale che
∀c ∈ Ck, x1, . . . , xk ∈ X : f (c (x1, . . . , xk)) = c (f (x1) , . . . , f (xk))
Esempi 2.5. I. Sia X uno spazio topologico puntato. Deﬁniamo un operad
EX come segue. Poniamo (EX)n l'insieme delle mappe puntate Xn → X,
con la topologia compatta aperta. La mappa γk associa a (f, g1, . . . , gk),
con f ∈ (EX)k, gi ∈ (EX)ji la composizione
X
∑k
i=1(ji) =
∏k
i=1
(
Xji
) ∏ki=1(gi) // Xk f // X
L'operazione identica coincide con l'usuale identità id(x) = x. L'azione
di Σn su (EX)n è data dalla formula
(f.σ) (x1, . . . , xn) = f
(
xσ(1), . . . , xσ(n)
)
É immediato veriﬁcare che gli assiomi (I − V ) della deﬁnizione 2.1 sono
veriﬁcati. In questo caso, l'interpretazione di (EX)n in termini di ope-
razioni n-arie è ovvia. Esse si applicano a punti di X: le funzioni di
valutazione θn : (EX)n × Xn → X conferiscono a X una struttura na-
turale di EX -spazio. In eﬀetti, EX è, in un certo senso, il prototipo di
operad che agisce su X.
II. Si ﬁssi un campo K e si ponga Cn = (Kn)∗ lo spazio dei K-funzionali
lineari su Kn. Si può deﬁnire una legge di composizione data dalla stes-
sa espressione dell'esempio precedente. Si consideri la rappresentazione
Σn → Aut (Kn) data dalla permutazione delle coordinate. C'è un'azione
destra di Σn su Cn data da c.σ (x) = c (σ (x)). In questo modo C è un
operad che agisce in modo ovvio su K.
III. Sia Cn = Σn. Dati σ ∈ Σk, τi ∈ Σji , 1 ≤ i ≤ k, si consideri l'immersione
naturale
αj1,...,jk :
k∏
i=1
(Σji) ↪→ Σ∑k
i=1 ji
Si può deﬁnire una regola di composizione ponendo σ ◦ (τ1, . . . , τk) la
composizione di σj1,...,jk con l'immagine di
∏
ai mediante tale mappa Si
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deﬁnisca id l'unico elemento di C1 e si consideri l'azione regolare destra
di Σn = Cn su sé stesso. É facile vedere che C è un operad. Le proprietà
(I), (III), (IV ) e (V ) della deﬁnizione 2.1 sono banalmente veriﬁcate.
Posto βj1,...,jn (σ) = σj1,...,jk per ogni σ ∈ Σk, la validità di (II) segue
dalle uguaglianze
• αj1,...,jk ◦
k∏
i=1
(
αli,1,...,li,ji
)
= αl1,1,...,l1,j1 ,l2,1,...,lk,jk
• βl1,1,...,l1,j1 ,l2,1,...,lk,jk ◦ αj1,...,jk
= α∑j1
m=1 l1,m,...,
∑jk
m=1 lk,m
◦
k∏
i=1
(
βli,1,...,li,ji
)
• βl1,1,...,l1,j1 ,l2,1,...,lk,jk ◦ βj1,...,jk = β∑j1m=1 l1,m,...,∑jkm=1 lk,m
IV. Sia (X, θ) un C-spazio, e sia Ω (X) lo spazio dei lacci di X, con il punto
base usuale. Si può costruire un nuovo C-spazio (Ω (X) ,Ω (θ)) ponendo
Ω (θ)k (c, γ1, . . . , γk) (t) = θ (c, γ1 (t) , . . . , γk (t))
V. Siano
(
X, θ(X)
)
e
(
Y, θ(Y )
)
due C-spazi. É possibile deﬁnire un C-spazio
prodotto
(
X × Y, θ(X×Y )) ponendo
θ
(X×Y )
k (c, (x1, y1) , . . . , (xk, yk)) =
(
θ
(X)
k (c, x1, . . . , xk) , θ
(Y )
k (c, y1, . . . , yk)
)
Concludiamo questa sezione con la costruzione del `C-spazio libero' generato
da uno spazio topologico X per un operad C, che ci sarà utile in seguito.
Deﬁnizione 2.6. Siano C un operad e (X, p) uno spazio puntato. Per ogni
n ∈ N e 1 ≤ i ≤ n si pongano ui,n : Cn → Cn−1 e si,n : Xn−1 → Xn date
rispettivamente da
ui,n (c) = c ◦ (id, . . . , id︸ ︷︷ ︸
i−1 volte
, ∗, id, . . . , id)
e da
si,n (x1, . . . , xn−1) = (x1, . . . , xi−1, p, xi, . . . , xn)
Si ponga
C (X) =
∐
n∈N∪{0} (Cn ×Xn)
∼
ove ∼ è la relazione di equivalenza generata da (ui,n (c) , x) ∼ (c, si,n (x)) per
ogni n, i e (c.σ, x) ∼ (c, σ.x) per ogni σ ∈ Σn, dove Σn agisce a sinistra su Xn
per permutazione delle coordinate.
Proposizione 2.7. Siano C un operad e X uno spazio topologico. Sia C (X)
come nella deﬁnizione precedente. Allora vale la seguente proprietà universale:
I. C (X) è naturalmente un C-spazio e c'è un'applicazione continua naturale
j : X → C (X) data da j (x) = (id, x);
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II. per ogni C-spazio Y e per ogni funzione continua f : X → Y esiste un
unico morﬁsmo di C-spazi α˜ : C (X)→ Y tale che α˜ ◦ j = α.
Dimostrazione. Si può deﬁnire una struttura di C-spazio su C (X) ponendo,
per ogni c ∈ Ck
c ((a1, x1,1, . . . , x1,j1) , . . . , (ak, xk,1, . . . , xk,jk))
= (c ◦ (a1, . . . , ak) , x1,1, . . . , x1,j1 , x2,1, . . . , xk,jk)
Segue facilmente dalle proprietà deﬁnitorie di operad che questa azione è ben
posta.
Inoltre, data α, si ponga α˜ (c, x1, . . . , xk) = c (α (x1) , . . . , α (xk)). Osser-
viamo che α˜ è ben deﬁnita per le proprietà di C-spazio su Y ed è chiaramente
una mappa di C-spazi tale che α˜ ◦ j = α. Inﬁne, se β : C (X)→ Y ha le stesse
proprietà di α˜, allora
∀c ∈ Ck, xi ∈ X : β (c, x1, . . . , xk) = β (c (j (x1) , . . . , j (xk)))
= c (β ◦ j (x1) , . . . , β ◦ j (xk))
= c (α (x1) , . . . , α (xk))
= α˜ (c, x1, . . . , xk)
2.2 Operad dei cubi piccoli
Ci occupiamo ora di deﬁnire e studiare delle particolari struttura operadiche
C(n)intrinsecamente legata ai gruppi simmetrici e agli spazi di conﬁgurazione
di Rn. Come insieme, C(n)k è lo spazio delle conﬁgurazioni di k n-cubi (aperti)
disgiunti in (0, 1)n. La composizione di una conﬁgurazione c di k cubi con una
k-upla di conﬁgurazioni (a1, . . . , ak) consiste, intuitivamente, nel ridimensio-
nare i cubi di ai e adattarli all'i-esimo cubo di c, come indicato in ﬁgura 2.2.
Bisogna però trovare una topologia adeguata per C(n)k . A tal ﬁne, è opportu-
no descrivere un cubo in (0, 1)n come un'immersione aﬃne a lati paralleli di
(0, 1)
n in sé. Un elemento di C(n)k sarà allora descritto da un embedding del
coprodotto di (0, 1) con sé stesso k volte in (0, 1). La topologia adeguata per
descrivere l'idea intuitiva di `vicinanza' di conﬁgurazioni risulta essere quella
compatta aperta su questo insieme di mappe.
Formalmente, abbiamo la seguente
Proposizione 2.8. Siano n, k ∈ N. Si denoti con ∐k (0, 1)n il coprodotto
multiplo ((0, 1)
n
)
∐k
. Per k = 0, poniamo
∐
0 (0, 1)
n
= ∅. Sia C(n)1 l'insieme
delle funzioni di (0, 1)
n
in sé che possono essere scritte nella forma x 7→ A·x+b,
ove A è una matrice diagonale con autovalori positivi. Si deﬁnisca C(n)k come
l'insieme degli embedding di
∐
k (0, 1)
n
in (0, 1)
n
la cui restrizione ad ogni
addendo appartiene a C(n)1 . Per ogni f ∈ C(n)k e per ogni gi ∈ C(n)ji , 1 ≤ i ≤ k,
si ponga f ◦ (g1, . . . , gk) come la composizione
∐∑k
i=1(ji)
(0, 1)
n
=
∐k
i=1
[∐
ji
(0, 1)
n
] ∐k
i=1(gi) // ∐
k (0, 1)
n f // (0, 1)n
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c1
c2
c3
◦ unionsq
unionsq =
Si consideri l'azione destra di Σk su C(n)k per permutazione degli addendi di∐
k (0, 1)
n
, e si ponga id ∈ C(n)1 la funzione identica. Tutto ciò conferisce a
C(n) =
{
C(n)k
}
k
una struttura operadica.
Dimostrazione. Come negli esempi 2.5 (I) e 2.5 (II), la dimostrazione si riduce
ad una semplice veriﬁca.
Un'importante proprietà degli operad dei cubi piccoli è il fatto che siano
modelli per gli spazi di conﬁgurazione di Rn, come espresso dalla seguente
Proposizione 2.9 ([10], Teorema 4.8). C'è una retrazione per deformazione
Σk-equivariante di C(n)k su un sottospazio omeomorfo a Confk (Rn).
Dimostrazione. Sia jn,k : Confk ((0, 1)n)→ C(n)k deﬁnita associando ad una k-
upla (x1, . . . , xk) la conﬁgurazione dei cubi (c1, . . . , ck) tali che ci ha centro in
xi e tutti i lati di tutti i cubi sono uguali a un valore δ, massimo per cui i ci
sono a due a due disgiunti. Formalmente, jn,k (x1, . . . , xk) è l'unica funzione
f :
∐
k (0, 1)
n → (0, 1)n la cui restrizione fi all'i-esimo addendo è data da
fi (t1, . . . , tk) = xi + δ
(
t1 − 1
2
, . . . , tk − 1
2
)
ove
δ =
1
2
min
1≤i 6=j≤k
{
max
1≤l≤n
{∣∣(xi)l − (xj)l∣∣}}
Sia poi rn,k : C(n)k → Confk ((0, 1)n) l'applicazione che mappa una conﬁgura-
zione di cubi nella k-upla dei rispettivi centri. Formalmente
rn,k (f) =
(
f1
(
1
2
, . . . ,
1
2
)
, . . . , fk
(
1
2
, . . . ,
1
2
))
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É immediato che le due funzioni sono continue e Σk-equivarianti e che rn,k ◦
jn,k = idConfk((0,1)n). Pertanto jn,k è un omeomorﬁsmo di Confk ((0, 1)
n) con
un retratto Σk-equivariante di C(n)k . In realtà, rn,k deﬁnisce una deformazione,
perché c'è un'omotopia Σk-equivariante Rn,k : C(n)k × [0, 1]→ C(n)k tra jn,k ◦rn,k
e l'identità deﬁnita, su ogni addendo, dalla formula
[Rn,k (f, s)]i = s [(jn,k ◦ rn,k) (f)]i + (1− s) fi
Per concludere la dimostrazione, basta osservare che un omeomorﬁsmo Rn ∼=
((0, 1)
n
) induce per funtorialità Confk (Rn) ∼= Confk ((0, 1)n).
Vogliamo ora deﬁnire un `operad dei cubi piccoli inﬁniti'. A tal ﬁne, osser-
viamo che esistono morﬁsmi di operad σn : C(n) → C(n+1) dati, su ogni C(n)k ,
dalla formula
[(σn)k (f)]i (t1, . . . , tn+1) = (fi (t1, . . . , tn) , tn+1)
In altre parole, σn associa a un n-cubo c il (n+1)-cubo c× (0, 1). É immediato
veriﬁcare che i σn sono eﬀettivamente morﬁsmi di operad e ne costituiscono un
sistema diretto. Dato che i limiti diretti esistono nella categoria degli operad,
possiamo dare la seguente
Deﬁnizione 2.10. L'operad dei cubi piccoli inﬁniti, o operad degli ∞-cubi
piccoli, è il limite diretto C(∞) = lim−→n
(C(n)).
Osserviamo che, come insieme, C(∞)1 è costituito da tutti e soli gli embedding
f : (0, 1)
∞ → (0, 1)∞ nella forma
f (t1, . . . , tn, . . . ) = (b1 + a1t1, . . . , bn + antn, . . . )
ove per n grande an = 1 e bn = 0. Per k qualunque, C(∞)k è costituito da-
gli embedding f :
∐
k (0, 1)
∞ → (0, 1)∞ la cui restrizione ai singoli addendi
appartiene a C(∞)1 .
Vale la seguente
Proposizione 2.11. C(∞)k ha lo stesso tipo di omotopia Σk-equivariante di
Confk (R∞).
Dimostrazione. Si scelga un omeomorﬁsmo ϕn di (0, 1)
n con Rn. Per esempio,
si può porre
ϕn (t1, . . . , tn) =
(
2t1 − 1
1− (2t1 − 1)2
, . . . ,
2tn − 1
1− (2tn − 1)2
)
Mediante tali omeomorﬁsmi, le inclusioni naturali Rn → Rn+1 corrispondo-
no a in : (0, 1)n → (0, 1)n+1 date da (t1, . . . , tn) 7→
(
t1, . . . , tn,
1
2
)
. Pertan-
to gli spazi (0, 1)n con le mappe in formano un sistema diretto e il limite
diretto è omeomorfo a R∞. Applicando il funtore Confk e indicando con
in,k : Confk ((0, 1)
n
)→ Confk
(
(0, 1)
n+1
)
il morﬁsmo indotto da in, otteniamo
che gli in,k formano un sistema diretto e che c'è un isomorﬁsmo Σk-equivariante
Confk (R∞) ∼= lim−→n [Confk ((0, 1)
n
)].
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D'altra parte, ci sono diagrammi commutativi
Confk ((0, 1)
n
)
jn,k //
in,k

C(n)k
(σn)k

C(n)k × [0, 1]
Rn,k //
(σn)k×id

C(n)k
(σn)k

Confk
(
(0, 1)
n+1
)
jn+1,k
// C(n+1)k C(n+1)k × [0, 1] Rn+1,k
// C(n+1)k
Ciò implica che le mappe jn,k inducono, per passaggio al limite diretto, un
embedding jk : Confk (R∞) → C(∞)k la cui immagine è un retratto per defor-
mazione Σk-equivariante di C(∞)k . Segue la tesi.
Corollario 2.12. Lo spazio topologico C(∞)k è contraibile e ammette un'azione
libera di Σk. Pertanto il suo quoziente rispetto a tale azione è un modello per
lo spazio classiﬁcante di Σk. Un'equivalenza omotopica esplicita tra di esso e
Confk (R∞) è indotta da jk, deﬁnita come nella proposizione precedente, per
passaggio al quoziente.
Nota 2.13. Nel seguito utilizzeremo gli spazi C(∞)k solo in quanto modelli per
B (Σk) e per la loro esplicita relazione con gli spazi di conﬁgurazione. La strut-
tura di operad su di essi conferirà infatti all'omologia dei gruppi simmetrici
una struttura algebrica molto ricca e potente. Va però fatto presente che l'im-
portanza degli operad dei dischi piccoli non si limita a questo. Essi sono infatti
uno strumento essenziale, in teoria dell'omotopia, per descrivere e studiare la
topologia degli spazi di cammini iterati. Si può infatti dimostrare che ogni spa-
zio topologico nella forma Ωn (X) ammette un'azione di C(n) e che ogni spazio
di cammini inﬁnito è in modo naturale un C(∞)-spazio. Tuttavia, lo studio di
questi fenomeni esula dagli obiettivi di questa tesi. Rimandiamo comunque ai
lavori di May e Cohen contenuti in [3] per una trattazione esaustiva.
2.3 L'algebra di Dyer-Lashof
Questa sezione è dedicata alla costruzione di certe operazioni che agiscono sul-
l'omologia dei C(∞)-spazi. Essa è, in un certo senso, parallela a quella delle
potenze ridotte di Steenrod [18]. La diﬀerenza risiede nel fatto che la struttura
della coomologia consente di deﬁnire in modo naturale le operazioni di Steen-
rod per ogni spazio topologico, mentre nel nostro caso ci sarà bisogno di un
`prodotto' E (Σp) ×Σp Xp → X con determinate proprietà. Di conseguenza,
come risulterà chiaro dalla costruzione seguente, la categoria dei C∞-spazi è il
contesto naturale in cui lavorare in questo senso.
Ricordiamo che, se Πp è il gruppo ciclico di ordine p, abbiamo una risolu-
zione `standard' W di Z come Z[Πp]-modulo data da
. . .
N // Z[Πp]
T // Z[Πp]
N // . . .
T // Z[Πp] //
!!
0
Z
@@
ove, se ξ è un generatore di Πp, T (1) = 1− ξ e N (1) =
∑p−1
i=0
(
ξi
)
. Similmente
al lavoro di Steenrod, ﬁssato un numero primo p, abbiamo la seguente
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Proposizione 2.14. Sia Πp il gruppo ciclico di ordine p, sia (X,x0) uno spa-
zio puntato, θ un'azione dell'operad dei cubi piccoli C(∞) su X e sia j : W →
C∗
(
C(∞)p
)
= C∗ (E (Σp)) un morﬁsmo di Z[Πp]-complessi che estende l'inclu-
sione ovvia Z[Πp]→ Z[Σp]. Si consideri la funzione Θp data dalla composizione
W ⊗ C∗ (X)⊗
p j⊗id // C∗
(
C(∞)p
)
⊗ C∗ (X)⊗
p η // C∗
(
C(∞)p ×Σp Xp
)
C∗(θp)// C∗ (X)
ove η è l'usuale prodotto shue e i prodotti tensori si considerano su Z[Πp].
Θp induce un morﬁsmo Θp,∗ : H∗
(
W ⊗ C∗ (X)⊗
p ⊗ Zp
)
→ H∗ (X;Zp) ben
deﬁnito, che dipende solo da p e da θ.
Dimostrazione. In questo caso particolare è una facile veriﬁca: basta osservare
che j è unica a meno di omotopia di catene e usare la proprietà di invarianza
rispetto a Σp di θp. In un contesto più generale, si veda [11].
Sia ei il generatore standard di Wi in dimensione i. Osserviamo che, per
ogni ciclo x ∈ C∗ (X;Zp) l'elemento ei ⊗ x⊗p ∈ C∗
(
W ⊗ C∗ (X)⊗
p
)
è an-
ch'esso un ciclo. Inoltre, se x = ∂ (y) è un bordo, allora anche ei ⊗ x⊗p =
∂
[
(−1)i ei ⊗ y ⊗ x⊗p−1
]
è un bordo. Questo ci consente di deﬁnire dei morﬁsmi
Qi di H∗ (X;Zp) in sé ponendo Qi ([x]) = Θp,∗
([
ei ⊗ x⊗p
])
. Per convenzione,
deﬁniremo Qi = 0 se i < 0.
Risulta tecnicamente utile utilizzare nuovi indici e deﬁnire Qi come l'ope-
razione γp (k)Qk(p−1)+αp(i) : Hk (X;Zp)→ Hk+αp(i), dove
αp (i) =
{
2i (p− 1) se p 6= 2
i se p = 2
γp (k) =
{
(−1) k(k−1)(p−1)4 [(p−12 )!]k se p 6= 2
1 se p = 2
Con questo artiﬁcio, abbiamo ottenuto delle trasformazioni Qi sull'omologia
H∗ (X;Zp) che soddisfano proprietà molto simili alle operazioni di Steenrod,
come indicato nella proposizione 2.17. Va da sé che le operazioni Qi non
esauriscono tutte le possibili Qj . Per esempio, se Qi = Qj : Hn (X;Zp) →
Hn (X;Zp) in grado n, allora j deve essere divisibile per p − 1. Tuttavia, nel
caso p 6= 2, possiamo recuperare altre operazioni utilizzando l'omomorﬁsmo
di Bockstein β. Vale infatti che β ◦ Q2i = Q2i−1. Ciò può essere dimostrato
come segue. Infatti, se x ∈ C∗ (X) è un ciclo modulo p (quindi dx = py
per qualche y), allora, indicato con ξ un generatore di Πp, un calcolo diretto
mostra che d
(
x⊗
p)
=
∑p−1
j=0 ξ
jd (x) ⊗ x⊗p−1 . Quindi, in W ⊗ C∗ (X)⊗
p
, dato
che (1 + ξ)p−1 ≡∑p−1j=0 ξj modulo p
d
(
e2i ⊗ x⊗p
)
= e2i−1 ⊗Nx⊗p + e2i ⊗Ndx⊗ x⊗p−1
= p
[
e2i−1 ⊗ x⊗p + d
(
(1 + ξ)
p−2
e2i+1 ⊗ yx⊗p−1
)]
mod p2
da cui si deduce l'uguaglianza voluta.
I morﬁsmi del tipo Qs e βQs comprendono tutte le operazioni (possibil-
mente) non nulle tra le Qi, in virtù del seguente
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Lemma 2.15. Se p > 2, X un C(∞)-spazio e x ∈ Hn (X;Zp). Allora Qi (x) =
0 a meno che i ≡ n (p− 1) oppure i ≡ n (p− 1)− 1 modulo 2(p− 1).
Dimostrazione. Sia Zp (n) il Zp[Σp]-modulo Zp, con l'azione di Σn data da
σ · λ =
[
(−1)λ
]n
λ. Dato uno Z[Πp]- o Z[Σp]-modulo M , deﬁniamo M(n) =
M ⊗ Zp(n). Consideriamo la mappa j ⊗ id : W ⊗ C∗ (X)⊗
p → C∗
(
C(∞)p
)
⊗
C∗ (X)
⊗p . Siccome Zp(n)⊗Zp(n) = Zp, tensorizzare per Zp equivale a prendere
la mappa
j ⊗ id : W (n)⊗ C∗ (X)⊗
p
(n)→ C∗
(
C(∞)p
)
(n)⊗ C∗ (X)⊗
p
(n)
Sia a ∈ Cn (X) ⊗ Zp un ciclo che rappresenta x. Allora a⊗p genera un Σp-
sottocomplesso banale di C∗ (X)
⊗p
(n). Siccome C∗
(
C(∞)p
)
è aciclico, j (ei)
è bordo di un qualche elemento fi ∈ C∗
(
C(∞)p
)
(n). Siccome d
(
fi ⊗ a⊗p
)
=
j (ei) ⊗ a⊗p in C∗
(
C(∞)p
)
(n) ⊗ C∗ (X)⊗
p
(n), basta dimostrare che j (ei) = 0
in C∗
(
C(∞)p
)
(n) se i 6= n(p− 1), n(p− 1)− 1 modulo p.
A tal ﬁne, si faccia agire Σp su Zp = {0, . . . , p− 1}. Un generatore di Πp ≤
Σp è il p-ciclo ξ = (0, . . . , p). Sia k un generatore del gruppo moltiplicativo di
Zp. Sia γ ∈ Σp dato da γ(i) = ki ∈ Zp per ogni i ∈ Zp. Possiamo deﬁnire un
morﬁsmo γ# : Wi →Wi ponendo
γ# (ei) =
{
kjei se i = 2j
kj
∑k−1
l=0 ξ
lei se i = 2j + 1
Usando il fatto che γξγ−1 = ξk e che γ è una permutazione dispari appar-
tenente al normalizzatore di Πp si dimostra facilmente che γ# è un morﬁsmo
di Z[Πp]-complessi che estende il coniugio con γ. Ne segue che, nell'omologia
H∗ (Πp;Zp(n)), j∗ ◦ (γ# ⊗ γ)∗ = j∗, quindi j∗ (ei − (γ# ⊗ γ) (ei)) = 0. Ma
(γ# ⊗ γ)∗ (ei) =
{
(−1)n kjei se i = 2j
(−1)n kj+1ei se i = 2j + 1
Segue la tesi.
Prima di enunciare la proposizione 2.17 abbiamo bisogno ancora di un
lemma preliminare.
Lemma 2.16. Con riferimento alla notazione precedente, sia c ∈ C(∞)2 . La
classe di omotopia della mappa θc = θ2 (c, ·) : X2 → X non dipende da c
e conferisce a X una struttura di H-spazio associativo (per la deﬁnizione di
H-spazio si veda [7], sezione 3.C).
Dimostrazione. Per ogni c, c′ ∈ C(∞)2 , preso γ cammino in C(∞)2 tra c e c′,
un'omotopia tra θc e θc′ è data dalla formula
(x, y, t) ∈ X2 × [0, 1] 7→ θγ(t) (x, y) ∈ X
Analogamente, per d, d′ ∈ C(∞)1 le mappe θd, θd′ : X → X, deﬁnite nello stesso
modo, sono omotope. Per d = c ◦ (id, ∗) (o d = c ◦ (∗, id)) e d′ = id si ottiene
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la struttura di H-spazio. Applicando lo stesso ragionamento a d = c ◦ (c, id) e
d′ = c ◦ (id, c) si ottiene l'associatività.
Come conseguenza del lemma precedente è deﬁnito un prodotto di Pontrya-
gin ∗ : H∗ (X;Zp)⊗H∗ (X;Zp)→ H∗ (X;Zp).
Proposizione 2.17 ([3], teorema I.1.1). Valgono le seguenti proprietà:
I. Le Qi sono naturali rispetto a morﬁsmi di C(∞)-spazi.
II. Ogni Qi è un'operazione omologica stabile di grado αp (i), nel senso che
se X è un C(∞)-spazio e σ : Hk−1 (Ω (X) ;Zp) → Hk (ΣΩ (X) ;Zp) ∼=
Hk (X;Zp) è l'omomorﬁsmo di sospensione, allora Qi ◦ σ = σ ◦Qi.
III. Qi (x) è uguale a 0 se deg (x) > 2i, con p 6= 2, o deg (x) > i, con p = 2.
Qi (x) è uguale a x∗
p
se deg (x) = 2i, con p 6= 2, o deg (x) = i, con p = 2.
Qi
(
1H∗(X;Zp)
)
= 0 se i > 0.
IV. Valgono le formule di Cartan esterna, interna e diagonale
Qi (x⊗ y) =
i∑
j=0
(
Qj (x)⊗Qi−j (y)) per x⊗ y ∈ H∗ (X × Y ;Zp)
Qi (x ∗ y) =
i∑
j=0
(
Qj (x) ∗Qi−j (y)) per x, y ∈ H∗ (X;Zp)
Qi (∆ (x)) =
i∑
j=0
[(
Qj ⊗Qi−j) (∆ (x))] se x ∈ H∗ (X;Zp)
dove ∆: H∗ (X;Zp) → H∗ (X;Zp) ⊗ H∗ (X;Zp) è il coprodotto indotto
dalla mappa diagonale e Y è un qualunque altro C(∞)-spazio.
V. Valgono le relazioni di Adem
Qi ◦Qj =
i−(p−1)j−1∑
k=d ipe
[
(−1)i+k
(
(p− 1) (k − j)− 1
pk − i
)
Qi+j−k ◦Qk
]
per i > pj e, se p 6= 2,
QiβQj =
i−(p−1)j∑
k=d ipe
[
(−1)i+k
(
(p− 1) (k − j)
pk − i
)
βQi+j−kQk
]
−
i−(p−1)j−1∑
k=d i+1p e
[
(−1)i+k
(
(p− 1) (k − j)− 1
pk − i− 1
)
Qi+j−kβQk
]
per i ≥ pj, ove β è l'usuale omomorﬁsmo di Bockstein.
Dato che la deduzione di alcuni punti, in particolare l'ultimo, è abbastanza
lunga e idee che in essa vengono utilizzate non serviranno direttamente ai
nostri scopi, abbiamo preferito omettere la dimostrazione per non aumentare
ulteriormente il numero di pagine e per non disperdere l'attenzione del lettore.
A questo proposito, rimandiamo a [3] e [11].
CAPITOLO 2. CUBI PICCOLI E OPERAZIONI DI DYER-LASHOF 35
Nota 2.18. Le operazioni di Dyer-Lashof possono essere deﬁnite, essenzialmen-
te nello stesso modo, anche in contesti diversi e più generali. Per esempio,
è possibile deﬁnire un funtore, noto come potenza simmetrica, D dagli spazi
puntati in sé ponendo, per ogni k ∈ N ∪ {0},
Dk (X) = E (Σk)nΣk X∧
k
=
E (Σk)×Σk X∧
k
E (Σk)×Σk ∗
con la convenzione che X∧
0
= S0 e deﬁnendo D (X) = ∨k≥0Dk (X). Si
possono deﬁnire delle mappe naturali βk : Dk (D (X))→ D (X) e usare queste
per deﬁnire le operazioni Qi anche per l'omologia di D (X).
Inoltre c'è una deﬁnizione di azione di un operad su uno spettro e i funtori
`C(∞)-spazio libero' C e `potenza simmetrica' D si possono estendere alla ca-
tegoria degli spettri S . Per esempio, si può deﬁnire Dk come la composizione
dei funtori
S
·∧k // ΣkS
E(Σk)n·// ΣkS
·/Σk // S
e porre D = ∨k Dk. Per la deﬁnizione precisa (spesso parecchio elaborata) di
tutti questi operatori rimandiamo a [9], paragraﬁ I.3, II.3 e capitoli V I e V II.
Di fatto, si può dimostrare che i funtori a livello di spettri sono compatibili
con quelli a livello di spazi, nel senso che se Σ∞ : Top → S è che associa ad
uno spazio il suo spetto di sospensione, vale che DΣ∞ ∼= Σ∞D e CΣ∞ (X+) '
Σ∞ (CX+) e ne condividono tutte le principali proprietà formali.
Questo consente di deﬁnire, per esempio, le trasformazioni Qi, e quindi
anche le Qi anche nella categoria S (o, meglio, nella corrispondente categoria
omotopica). La loro costruzione e la dimostrazione delle loro proprietà sono
formalmente analoghe al caso degli spazi topologici. In particolare, le Qi sono
naturali per mappe in S che preservano l'azione di C(∞). Per i dettagli della
costruzione delle operazioni di Dyer-Lashof per gli spettri si veda [15], parte
III.
Nel seguito passeremo solo una volta a livello di spettri, perché vorre-
mo che il morﬁsmo indotto in omologia da una particolare mappa stabile
Σ∞
(
S0
) → Σ∞ (S0 ∨ S0) commuti con le Qi. Osserviamo che D (S0) =
C
(
S0
)+
e che D (S0 ∨ S0) = C (S0 ∨ S0)+, dunque per questi spettri i due
morﬁsmi coincidono.
Ci soﬀermiamo ora su alcune diﬀerenze tra queste proprietà. Le relazioni di
Adem (V ) dipendono dalla struttura algebrica intrinseca di queste operazioni.
Al contrario, i punti (III), la formula di Cartan interna e quella diagonale
sono legati all'azione `geometrica' di queste operazioni sugli oggetti della cate-
goria dei C(∞)-spazi. Anche la formula di Cartan esterna e il punto (II) sono
essenzialmente geometrici: più precisamente descrivono il comportamento del-
le Qi rispetto a due funtori (il prodotto e il passaggio allo spazio dei lacci).
Osserviamo tuttavia che (III) consente in eﬀetti di ottenere delle relazioni in-
trinseche tra queste operazioni. Infatti, data una operazione omologica q tale
che deg (q (x)) = deg(x) + d, possiamo deﬁnire l'eccesso di βεQi ◦ q come il
numero e
(
βεQi ◦ q) = 2i − ε − d se p 6= 2, e l'eccesso di Qi ◦ q per p = 2
come e
(
Qi ◦ q) = i − d. É facile dedurre da (III) che se deg (x) è superiore
all'eccesso, allora βεQi ◦ q (x) = 0. Di conseguenza, se e (βεQi ◦ q) < 0, allora
βεQi ◦ q = 0 come operazione.
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Per questioni di convenienza, è meglio mantenere questa separazione. Ciò
ci conduce alle seguenti deﬁnizioni.
Deﬁnizione 2.19. Sia F l'algebra associativa su Zp generata liberamente dai
simboli
{
Qi
}
i∈N∪{0} se p = 2, o da
{
Qi
}
i∈N∪{0} e
{
βQi
}
i∈N se p 6= 2. Si con-
sideri la funzione e sull'insieme dei monomi in questi simboli data dall'eccesso,
cioè
e
 k∏
j=1
(
βεjQ
ij
) = e (βε1Qi1 ◦Q) dove Q = k∏
j=2
(
βεjQij
)
Si deﬁnisce algebra di Dyer-Lashof su Z2 il quoziente di F per l'ideale bilatero
generato dalle relazioni di Adem (V ) e dai monomi con eccesso negativo. Per
p primo dispari, si deﬁnisce algebra di Dyer-Lashof su Zp il quoziente di F per
l'ideale bilatero generato dalle relazioni di Adem (V ), dalle relazioni ottenute
componendo a sinistra per β entrambi i membri delle relazioni di Adem e
ponendo β ◦ β = 0 e dai monomi con eccesso negativo. Essa verrà indicata con
R(p).
Deﬁnizione 2.20. Un R(2)-modulo sinistro M è detto ammissibile se c'è una
graduazione M =
⊕∞
i=0 (Mi) rispetto alla quale l'azione dell'algebra di Dyer-
Lashof su M soddisfa
deg
(
Qi (x)
)
= deg (x) + i
Qi (x) = 0 se deg(x) > i
Sia p un numero primo diverso da 2. Un R(p)-modulo sinistro M è detto
ammissibile se c'è una graduazioneM =
⊕∞
i=0 (Mi) rispetto alla quale l'azione
dell'algebra di Dyer-Lashof su M soddisfa
deg
(
Qi (x)
)
= deg (x) + 2i (p− 1)
deg
(
βQi (x)
)
= deg (x) + 2i (p− 1)− 1
Qi (x) = 0 se deg(x) > 2i
βQi (x) = 0 se deg(x) > 2i
Deﬁnizione 2.21. Una R(p)-algebra ammissibile è una R(p)-algebra graduata
(A, ∗) che sia ammissibile come R(p)-modulo, tale che Qi (1A) = 0 e, se p 6= 2,
βQi (1A) = 0 per ogni i > 0 e che soddisﬁ l'uguaglianza Qi (x) = x∗
p
se
deg(x) = i e p = 2, oppure se deg(x) = 2i e p 6= 2.
Deﬁnizione 2.22. Sia (A, ∗,∆) una bialgebra graduata anticommutativa su
Zp che, in quanto coalgebra, è somma diretta di coalgebre connesse {Ak}k tali
che, per ogni x ∈ Ak, y ∈ Ah entrambi di grado 0 non nulli, valga x ∗ y 6= 0.
Diremo che A è unaR(p)-bialgebra ammissibile se è ammissibile comeR-algebra
ammissibile e se, posto ∆ (x) =
∑
k (x
′
k ⊗ x′′k), valgono per ogni x ∈ A le
proprietà
∆
(
Qi (x)
)
=
i∑
j=0
∑
k
(
Qj (x′k)⊗Qi−j (x′′k)
)
e, se p 6= 2,
∆
(
βQi (x)
)
=
i−1∑
j=0
∑
k
[
βQj+1 (x′k)⊗Qi−j (x′′k) + (−1)deg(x
′
k)Qj (x′k)⊗ βQi−j+1 (x′′k)
]
CAPITOLO 2. CUBI PICCOLI E OPERAZIONI DI DYER-LASHOF 37
La deﬁnizione dell'algebra di Dyer-Lashof contiene solo le proprietà intrin-
seche delle operazioni sopra deﬁnite, mentre i vincoli geometrici sono codiﬁcati
dalle deﬁnizioni delle varie strutture ammissibili.
Prima di passare a studiare la geometria della situazione è opportuno porre
l'accento su alcune proprietà algebriche e combinatorie di R(p). Osserviamo
ad esempio che l'algebra R(p) non è commutativa: la proprietà commutativa è
sostituita dalle relazioni di Adem.
In eﬀetti, utilizzando adeguatamente le relazioni di Adem (V ) è possibi-
le ottenere un sistema di generatori, come Zp-modulo, di R(p). Supponia-
mo ad esempio p 6= 2. Consideriamo una m-upla I = (ε1, i1, . . . , εm, im) ∈
[{0, 1} × (N ∪ {0})]m. Ad I si può associare un operazioneQI = ∏ml=1 (βεlQil).
Diremo che il monomio QI ha lunghezza `
(
QI
)
= m. É ovvio che ogni mono-
mio di R(p) si può sempre scrivere nella forma QI per uno e un solo I, dunque
` è ben deﬁnita. Per ogni tale I, se esiste un l per cui il > pil+1 − εl+1, allora
è possibile applicare (V ) alla composizione βεlQil ◦ βεl+1Qil+1 e scrivere QI
come combinazione lineare di altri QI
′
. Vogliamo dimostrare che, reiterando
questo procedimento un numero ﬁnito di volte, siamo in grado di scrivere QI
come combinazione lineare di QI
′
che soddisfano la condizione i′l ≤ pi′l+1−ε′l+1
e hanno eccesso non negativo. Chiameremo tali I ′ ammissibili.
A tal ﬁne, associamo ad ogni monomio QI di lunghezza m l'elemento di Zm
dato da E
(
QI
)
=
(
e
(
QI
)
, e
(
QI2
)
, . . . , e
(
QIm
))
, ove Ij = (εj , ij , . . . , εm, im).
Consideriamo qui Zm come un poset con l'ordine lessicograﬁco. Possiamo
estendere E allo spazio vettoriale generato liberamente dai QI di lunghezza
m ponendo E
(∑
I
(
λIQ
I
))
= maxI:λI 6=0E
(
QI
)
.
Sia ora I unam-upla come sopra Le relazioni di Adem uguagliano i prodotti
Qi ◦Qj (i > pj) con una combinazione lineare di elementi del tipo Qi+j−k ◦Qk,
con pk ≥ i e k ≤ i− (p− 1) j − 1. Pertanto
2 (i+ j − k)− 2 (p− 1) k = 2i+ 2j − 2pk ≤ 2k < 2i− 2 (p− 1) j
In modo simile si veriﬁca che valgono analoghe disuguaglianze quando vengono
applicate le relazioni di Adem per prodotti del tipo βQi ◦ β′Qj , con ε e ε′
non necessariamente nulli. Ne consegue che l'applicazione di (V ) da sinistra a
destra fa diminuire il valore della funzione E. Fissata una m-upla QI non nulla
in R(p), se ne deduce facilmente, per induzione su E (QI), che QI appartiene
al sottomodulo generato dai QI
′
, con I ′ ammissibile.
Per p = 2 i monomi in R(2) sono nella forma QI = ∏mk=1 (Qik), per qualche
intero non negativo m e qualche m-upla I ∈ (N ∪ {0})m. In questo caso,
deﬁniamoQI ammissibile se il ≤ il+1 per ogni l e hanno eccesso non negativo. Il
ragionamento precedente, con le ovvie modiﬁche del caso, mostra che l'insieme
dei QI , con I ammissibile, genera R(2) come Zp-modulo.
Vorremmo ora dimostrare che i QI , con I ammissibile, sono linearmen-
te indipendenti. Questo è più diﬃcile e può essere, per esempio dedotto dal
seguente
Teorema 2.23 ([3] I.4.2). C'è un C(∞)-spazio X e una classe di omologia
ι0 ∈ H0 (X;Zp), corrispondente ad una componente connessa per archi di X,
per cui la sottoalgebra graduata anticommutativa generata dall'insieme{
QI (ι0)
}
I ammissibile ,e(QI)>0
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è libera (sullo stesso insieme). In particolare l'insieme
{
QI (ι0)
}
I ammissibile
è linearmente indipendente in H∗ (X;Zp).
La dimostrazione del teorema, di cui descriviamo brevemente l'idea, parte
ponendo X = Q
(
S0
)
= lim−→ (Ω
n (Sn)) e ι0 l'immagine in X del punto di-
verso dal punto base in S0. Si dimostra poi che per ogni n ≥ 0, l'insieme{
QI (ιn)
}
I ammissibile ,e(I)>n
dove, per n > 0, ιn è l'immagine nell'omologia
di Q (Sn) della classe fondamentale di Sn, genera liberamente una sottoalgebra
graduata anticommutativa di H∗ (Q (Sn) ;Zp). Fissato d ≥ 0, ciò è banalmente
vero in grado minore di d per n abbastanza grande. Si procede poi per induzione
decrescente su n mediante uno studio accurato della successione esatta di Serre
della ﬁbrazione naturale Q
(
Sn−1
) ' Ω (Q (Sn)) ↪→ P (Q (Sn)) → Q (Sn) e il
confronto con una successione spettrale modello (con una piccola complicazione
tecnica per n = 1).
Tutto questo dimostra di fatto la seguente
Proposizione 2.24. L'insieme
{
QI
}
I ammissibile
è una base di R(p) come
Zp-modulo.
L'ultimo fatto algebrico riguardo a R(p) che illustriamo, e che varrà usato
nell'ultimo capitolo, è una descrizione del duale di R(p). Osserviamo prelimi-
narmente che lo Zp-modulo R(p) ha una gradazione deﬁnita ponendo, per ogni
I di lunghezza m,
deg
(
QI
)
=
m∑
j=1
(2 (p− 1) ij − εj)
In altre parole, deg(QI) è la quantità di cui viene alzato il grado di una classe di
omologia x quando ad essa viene applicato QI . Questo, insieme alla formula di
Cartan diagonale, suggerisce la possibilità di deﬁnire un coprodotto graduato
su R(p). Più precisamente, poniamo ∆ (Qi) = ∑ij=0 (Qj ⊗Qi−j) e, se p 6= 2,
∆
(
βQi+1
)
=
∑i
j=0
(
βQj+1 ⊗Qi−j +Qj ⊗ βQi−j+1). Osserviamo che ∆ si
estende ad un (unico) morﬁsmo di Zp-algebre graduate ∆: R(p) → R(p) ⊗
R(p). Infatti, se X e ι0 sono come nel teorema 2.23, la funzione f : R(p) →
H∗ (X;Zp) data da f (Q) = Q (ι0) è ben deﬁnita e iniettiva. Indichiamo con
∆′ : H∗ (X;Zp)→ H∗ (X;Zp)⊗H∗ (X;Zp) indotto dalla mappa diagonaleX →
X × X (dove l'isomorﬁsmo di Künneth è sottinteso). Usando l'uguaglianza
∆′ (ι0) = ι0⊗ ι0, la formula di Cartan esterna e dal fatto che l'omomorﬁsmo di
Bockstein è una derivazione rispetto al prodotto cross si deduce che l'immagine
di ∆′ è contenuta nell'immagine di f ⊗ f e che (f ⊗ f)−1 ◦ ∆′ ◦ f : R(p) →
R(p) ⊗R(p) è un morﬁsmo di Zp-algebre che estende ∆. Di conseguenza, con
l'augmentazione ε : R(p) → Zp data, per I ammissibile, da
ε
(
QI
)
=
{
1 se I = (0, . . . , 0)
0 altrimenti
R(p) è una bialgebra.
Il duale di R(p) è quindi un'algebra. Più precisamente, il sottomodulo
R(p)[k] generato da {QI}
`(I)=k
è una sotto-coalgebra eR(p) = ⊕k≥0 (R(p)[k]).
Dunque
(R(p))∗ = ∏k≥0 (R(p)[k])∗. Per descrivere la struttura di (R(p)[k])∗,
avremo però bisogno di un lemma preliminare di sapore combinatorio.
Iniziamo deﬁnendo alcuni oggetti. Seguendo May, poniamo
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• Ij,k =
(
2k−1 − 2k−1−j , 2k−2 − 2k−2−j , . . . , 2j − 1, 2j−1, . . . , 2, 1) per p =
2 e 0 ≤ j ≤ k;
• Ij,k =
(
0, pk−1 − pk−1−j , . . . , 0, pj − 1, 0, pj−1, . . . , 0, p, 0, 1) per p 6= 2 e
0 ≤ j ≤ k;
• Jj,k =
(
0, pk−1 − pk−j−1, . . . , 0, pj − 1, 1, pj−1, 0, pj−2, . . . , 0, p, 0, 1), per
p 6= 2 e 1 ≤ j ≤ k;
• Ki,j,k = Jj,k + Ji,k −
(
0, pk, . . . , 0, p, 0, 1
)
per p 6= 2 e 1 ≤ i < j ≤ k;
• Le,k =
{
Ke1,e2,k + · · ·+Kej−1,ej ,k se j è pari
Ke1,e2,k + · · ·+Kej−2,ej−1,k + Jej ,k se j è pari per p 6= 2,
k ∈ N e e una j-upla strettamente crescente di numeri naturali minori o
uguali a k.
Se p 6= 2 e e è un vettore come sopra, indichiamo inoltre con Ie[k] l'insieme
{I ammissibile : ` (I) = k, εk+1−a = 1⇔ a ∈ e} e con I0[k] l'insieme I∅[k] =
{I ammissibile : ` (I) = k, εa = 0∀a}. Inﬁne, denotiamo con I[k] l'insieme degli
I ammissibili di lunghezza k.
Lemma 2.25 ([3] I.3.3, I.3.4). Siano k, e come sopra. Allora la funzione
fe : (N ∪ {0})k → Ie[k] data da fe (n1, . . . , nk) =
∑k
j=1 (njIj,k) + Le,k è una
biezione.
Dimostrazione. Innanzitutto, osserviamo che la somma di k-uple ammissibili
è ammissibile, quindi fe è ben deﬁnita. Cominciamo a dimostrare la tesi nel
caso in cui e = ∅, ovvero Ie[k] = I0[k]. In tal caso la risoluzione di un semplice
sistema di equazioni mostra che f∅ ha un inversa g∅ data da
g∅ (0, i1, . . . , 0, ik) =
(
pik+1 − ik, . . . , pi2 − i1, ik −
k∑
a=2
(pia − ia−1)
)
Nel caso generale, se fe ha un inversa, essa è necessariamente nella forma
ge (I) = g∅
(
I − Le,k
)
. Basta quindi dimostrare che per ogni I ∈ Ie[k], I−Le,k
deﬁnisce una k-upla ammissibile. Possiamo deﬁnire un ordinamento parziale su
Ie[k] ponendo I ≤ J se ia ≤ ja per ogni 1 ≤ a ≤ k. Osserviamo che la funzione
ϕk : I[k] → I[k − 1] data da ϕk (ε1, i1, . . . , ik) = (ε2, i2, . . . , ik) è ben deﬁnita.
Ciò segue dal fatto, facilmente veriﬁcabile, che e (ϕk (I)) < 0⇒ e (I) < 0, dove
si è denotato, con un piccolo abuso di notazione, con e (I) l'eccesso di QI .
In realtà vale qualcosa di più forte: dimostreremo infatti per induzione su
k due fatti:
I. Si scriva il numero di elementi del supporto di e nella forma 2α − ε
elementi, con ε ∈ {0, 1}. Allora per ogni I ∈ Ie[k] si ha che ik ≥ α e
e (I) ≥ ε. Inoltre esiste un unico I = I (e) ∈ Ie[k] tale che ik = α. Tale
elemento soddisfa inoltre le proprietà:
a) e
(
I
)
= ε;
b) ij−1 = pij − χ (k + 1− j), ove χ è la funzione caratteristica del
supporto di e.
II. per ogni I ∈ Ie[k], I − I è una k-upla ammissibile.
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Dall'unicità di I si deduce che I = Le,k; a questo punto (II) dà la tesi.
Osserviamo che la validità di (I) per lunghezze minori o uguali a k e la vali-
dità di (II) per lunghezze minori o uguali a k−1 implicano (II) per lunghezze
uguali a k. Infatti, se I ∈ Ie[k] allora, posto e′ l'unico vettore crescente con
supporto pari a supp (e) \ {k}, varrà che ϕk (I) ∈ Ie′ [k]. Si dovrà avere che
ϕk
(
I (e)
)
=
{
I (e′) se k /∈ supp (e) ∨ ε = 0
I (e′) + Ik−1,k−1 altrimenti
Da ciò segue, osservando che se
∑
j nj ≥ 2 allora Ik−1,k−1 ≤
∑
j (njIj,k−1), che
ϕk
(
I (e)
) ≤ ϕk (I). Questo, unito al fatto che e (I (e)) ≤ e (I), produce I (e) ≤
I. Dall'ammissibilità di I e dalle proprietà di I (e) segue immediatamente (II)
per lunghezze uguali a k.
Basta quindi dimostrare (I), assumendo induttivamente validi (I) e (II).
Innanzitutto, dall'espressione dell'eccesso di I si deduce immediatamente che
e (I) ≡ |supp (e)| ( mod 2 ). Dovendo essere positivo, è ovvio che e (I) ≥ ε.
Basta dimostrare che ik ≥ α e che, se ik = α, allora valgono (a) e (b). A tal
ﬁne, abbiamo tre casi:
• se k /∈ e, I (e′) ≤ I implica che ik ≥ ik (e′) = α. Inoltre, se ik = α, allora
ϕk (I) = I (e
′). Per l'ammissibilità di I avremo che 2i1 ≤ 2pi2−χ (k − 1),
quindi
ε ≤ e (I) = 2i1 − 2 (p− 1)
k−1∑
j=2
(ij) + 2α− ε ≤ e (ϕk (I)) = ε
Dunque tutte le disuguaglianze sono in realtà uguaglianze, perciò e (I) =
ε e i1 = pi2−χ (k − 1). Segue che I soddisfa (a) e, per ipotesi induttiva,
(b).
• se k ∈ e e ε = 0 il ragionamento è analogo.
• se k ∈ e e ε = 1, allora ϕk (I) ≥ I (e′). Quindi ik ≥ α − 1. Non si può
avere che ik = α − 1, o altrimenti si avrebbe ϕk (I) = I (e′) e dunque,
usando la relazione 2i1 ≤ 2pi2 − χ (k − 1)
e (I) ≤ e (I (e′))− 1 = 0− 1 < 0
Quindi ik ≥ α. Per ipotesi induttiva, si deve avere che ϕk (I) = I (e′) +∑k−1
j=1 (njIj,k−1). Valutando l'ultima coordinata si ottiene α = ik =∑k−1
j=1 nj + α− 1, perciò ϕk (I) = I (e′) + Ij,k−1 per qualche j. Allora
e (ϕk (I)) = e
(
I (e′)
)
+ e (Ij,k−1) = e (Ij,k−1)
Se j 6= k−1, allora e (Ik,k−1) = 0 e ciò porterebbe ad una contraddizione
simile a quella precedente. Quindi j = k−1. In questo caso e (Ij,k−1) = 2,
quindi
1 ≤ e (I) ≤ e (ϕk (I)) = 2− 1 = 1
Si conclude ora in modo simile a sopra.
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Possiamo ora dare una caratterizzazione dell'algebra duale di R(p), simile
al teorema di Milnor sul duale dell'algebra di Steenrod.
Teorema 2.26 ([3] I.3.7). Si considerino i seguenti elementi in R[k]∗:
• ξ0,k =
(
Q0
◦k)∗
;
• ξj,k =
(
QIj,k
)∗
se 1 ≤ j ≤ k;
• τj,k =
(
QJj,k
)∗
se 1 ≤ j ≤ k e p 6= 2;
• σi,j,k =
(
QKi,j,k
)∗
se 1 ≤ i < j ≤ k e p 6= 2.
Se p = 2, R(2)[k]∗ è la Z2 algebra polinomiale generata da ξ1,k, . . . , ξk,k.
Se p 6= 2, R[k]∗ è la Zp-algebra anticommutativa generata da {ξj,k}1≤j≤k ∪
{τj,k}1≤j≤k ∪ {σi,j,k}1≤i<j≤k e determinata dalle seguenti relazioni:
I. τi,kτj,k = ξk,kσi,j,k se i < j;
II. σi,j,kτn,k = (−1)ρ σρ(i),ρ(j),kτρ(n),k se i, j, n sono a due a due distinti,
dove ρ è la permutazione di Bij ({i, j, n}) ∼= Σ3 che dispone i, j, n in
ordine crescente, mentre σi,j,kτn,k = 0 altrimenti;
III. σi, j, kσn,m,k = (−1)ρ σρ(i),ρ(j),kσρ(n), ρ(m), k se i, j, n,m sono a due
a due distinti, dove ρ è la permutazione di Bij ({i, j, n,m}) ∼= Σ4 che
dispone i, j, n,m in ordine crescente, mentre σi,j,kσn,m,k = 0 altrimenti.
Dimostrazione. Esponiamo il procedimento dimostrativo solo per p 6= 2, sic-
come il caso p = 2 è simile (anzi, tecnicamente più semplice). Cominciamo a
deﬁnire, per ogni j-upla e come sopra,
λe =
{
σe1,e2,k . . . σej−1,ej ,k se j è pari
σe1,22,k . . . , σej−2,ej−1,kτej ,k se j è dispari
Indicando con ∆n : R(p)[k] → (R(p)[k])⊗n il coprodotto iterato, abbiamo la
formula
∆n
(
QI
)
=
∑
I1,...,In:I1+...,In=I
± (QI1 ⊗ . . . QIn)
Applicando la usuale dualità a Le,k si otterrà dunque, se j = 2a è pari
< λe, Le,k > =< σe1,e2,k ⊗ · · · ⊗ σej−1,ej ,k,∆n
(
Le,k
)
>
=
∑
I1+···+Ia
±
[
a∏
i=1
(
< σe2i−1,e2i,k, Ii >
)]
Ricordiamo la deﬁnizione della funzione E introdotta nella dimostrazione del-
la proposizione 2.24. Abbiamo già notato che l'applicazione delle relazioni di
Adem fa diminuire il valore di E. Osserviamo ora che E
(
QI+J
)
= E
(
QI
)
+
E
(
QJ
)
, siccome l'eccesso è additivo. Ne consegue che, se I1 + · · ·+ Ia = Le,k
e uno degli Ii non è ammissibile, scrivendo QI1 ⊗ · · ·⊗QIa come combinazione
lineare degli elementi della base costituita dai prodotti tensori di monomi am-
missibili, non comparirà mai il termine Ke1,e2,k + . . . ,Kej−1,ej ,k (il valore di E
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è minore). Ciò dimostra che < λe, Le,k >= 1. Con un ragionamento analogo
si vede che per ogni I tale che E
(
QI
)
< E
(
QLe,k
)
vale che < λe, I >= 0 e si
dimostrano simili relazioni nel caso in cui j sia dispari.
Consideriamo ora dei numeri interi non negativi n1, . . . , nk e un e come
sopra. Analogamente a prima abbiamo che, posto I = I (n, e) = Le,k +∑k
j=1 (njIj,k)
<
k∏
j=1
(
ξ
nj
j,k
)
λe, Q
I > = 1
<
k∏
j=1
(
ξ
nj
j,k
)
λe, Q
J > = 0 se E (J) < E (I)
Sia ora M lo Zp-spazio vettoriale che ha per base i simboli ξn11,k . . . ξ
nk
k,kλe,
al variare di n e e come sopra. C'è un morﬁsmo ovvio ϕ : M → (R(p)[k])∗. Il
lemma precedente assicura che {I (n, e)}n,e sia una base per R(p)[k]. Il fatto
che E sia iniettiva sui monomi ammissibili e le formule precedenti garantiscono
che tali basi possono essere ordinate in modo tale che la matrice associata alla
forma bilineare < ·, · > : M ×R(p)[k]→ Zp sia triangolare inferiore con tutti 1
sulla diagonale. Quindi ϕ è un isomorﬁsmo.
Restano ora da dimostrare (I), (II) e (III). Infatti, è facile veriﬁcare,
utilizzando la base esplicita per
(R(p)[k])∗ descritta sopra, che queste relazioni
sono suﬃcienti a descriverla completamente come algebra. Per (I), osserviamo
che Ik,k +Ki,j,k = Ji,k + Jj,k se i < j. Ciò assicura che
< τi,kτj,k, Ji,k+Jj,k >=< ξk,kλ(i,j), Ik,k+L(i,j),k >=< ξk,kσi,j,k, Ik,k+Ki,j,k >
Con lo stesso ragionamento di prima si deduce che, per ogni I ammissibile
tale che E (I) ≤ E (Ik,k +Ki,j,k), < τi,kτj,k − ξk,kσi,j,k, I >= 0. Per in-
duzione su E (I) si dimostra semplicemente che ciò vale anche per E (I) >
E (Ik,k +Ki,j,k), da cui segue (I). (II) segue da (I) e dal fatto che ξk,k non è
un divisore dello zero, in quanto
ξk,kσi,j,kτn,k = τi,kτj,kτn,k
= (−1)ρ τρ(i),kτρ(j),kτρ(n),k
= (−1)ρ ξk,kσρ(i),ρ(j),kτρ(n),k
La relazione (III) è analoga.
2.4 L'omologia di C (S0)
Concludiamo questo capitolo con la determinazione di H∗
(
C
(
S0
)
;Zp
)
. Ciò
sarà particolarmente utile ai nostri scopi, dato che
C
(
S0
)
=
∐
n≥0
(
C(∞)n × {(ι, . . . , ι︸ ︷︷ ︸
n volte
Σn
)}) ∼=
∐
n≥0
(B (Σn))
Quindi H∗
(
C
(
S0
)
;Zp
)
è isomorfa a
⊕
n≥0H∗ (Σn;Zp). Nel seguito, con un
piccolo abuso di notazione, identiﬁcheremo questi due gruppi.
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É facile veriﬁcare, usando la proposizione 2.17 che se X è un C(∞)-spazio,
allora H∗ (X;Zp) è naturalmente una R(p)-bialgebra ammissibile. Il teorema
che ci proponiamo di dimostrare è il seguente.
Teorema 2.27. H∗
(
C
(
S0
))
è la R(p)-bialgebra ammissibile libera sul ge-
neratore ι ∈ H0
(
C
(
S0
)
;Zp
)
corrispondente all'immagine del punto diver-
so dal punto base in H0
(
S0;Zp
)
mediante il morﬁsmo indotto dalla mappa
x ∈ S0 7→ (id, x) ∈ C (S0).
Osserviamo preliminarmente che la R(p)-bialgebra ammissibile libera su ι è
data da
A =
U
(R(p)ι)({
QjQI (ι)− (QI (ι))p}
e(QjQI)=0
)
dove U
(R(p)) indica l'algebra anticommutativa e associativa libera generata da
R(p). Il coprodotto su A è indotto dal coprodotto su R(p) deﬁnito nella sezione
precedente e l'unità η : Zp → A è l'inclusione ovvia. In particolare, come
Zp-algebra anticommutativa è generata liberamente da
{
QI (ι) : e
(
QI
)
> 0
}
.
Siccome A è libera, dovrà esistere un unico morﬁsmo di R(p)-bialgebre
ϕ : A → H∗
(
C
(
S0
)
;Zp
)
tale che ϕ (ι) = ι. Vale che QI (ι) ∈ H∗
(
Σp`(I) ;Zp
)
.
Quindi, possiamo considerare A un'algebra bigraduata, con bigrado (n, d) tale
che n
(
QI (ι)
)
= p`(I) e d
(
QI (ι)
)
=
∑`(I)
j=1 [2 (p− 1) ij − εj ]. Inoltre, anche
H∗
(C (S0) ;Zp) = ⊕n,d≥0 [Hd (Σn;Zp)] è naturalmente bigraduata, e ϕ è per
costruzione un morﬁsmo bigraduato.
Osserviamo inoltre che il teorema 2.23 implica che ϕ è iniettiva.
Prima di procedere con la dimostrazione del teorema 2.27 ricordiamo un
semplice risultato sulla coomologia dei gruppi. Esso utilizza la deﬁnizione di
omomorﬁsmo di transfer, che ricordiamo qui di seguito.
Deﬁnizione 2.28. Sia pi : X → Y un rivestimento di grado ﬁnito. Si consideri
il morﬁsmo di catene ϕ : C∗ (Y )→ C∗ (X) deﬁnito ponendo, per ogni simplesso
singolare σ : ∆n → Y , dalla somma formale di tutti i possibili sollevamenti di
σ a X ed esteso per additività a tutto C∗ (Y ). Si deﬁnisce transfer in omo-
logia (rispettivamente coomologia) associato al rivestimento dato l'omomorﬁ-
smo pi! : H∗ (Y ;G)→ H∗ (X;G) (rispettivamente pi! : H∗ (X;G)→ H∗ (Y ;G))
indotto da ϕ, dove G è un gruppo di coeﬃcienti ﬁssato.
É facile veriﬁcare che la funzione ϕ della deﬁnizione precedente è eﬀetti-
vamente un morﬁsmo di catene, quindi pi! e pi! sono ben deﬁniti. Osserviamo
inoltre pi∗ ◦pi! e pi! ◦pi∗ coincidono con la moltiplicazione per d, dove d è il grado
di pi (è immediato già a livello di catene).
Lemma 2.29. Sia i : H → G un morﬁsmo di gruppi. Se i è iniettivo, allora
la mappa indotta B (H) → B (G) può essere realizzata come un rivestimento
di grado [G : H], e il suo transfer τ indotto in (co)omologia non dipende dalla
particolare realizzazione, ma solo da i.
Dimostrazione. Se si sceglie B (H) = E(G)i(H) , la mappa indotta da i è la pro-
iezione al quoziente pi : E(G)i(H) → E(G)G . Se ora X,X ′ sono K (G, 1), Y, Y ′ sono
K (H, 1) e le mappe Y → X e Y ′ → X ′ indotte da i sono rivestimenti, allora,
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indicati con X˜ e X˜ ′ i rivestimenti universali di X e X ′ rispettivamente, avremo
che Y = X˜H e Y
′ = X˜′H . La tesi allora segue dal fatto, immediato dalla deﬁni-
zione, che l'omomorﬁsmo di transfer è naturale rispetto al pullback di ﬁbrati e
che c'è un diagramma commutativo in cui le frecce verticali sono equivalenze
omotopiche e tutti i quadrati sono pullback di ﬁbrati
X˜ //

X˜
H
//

X

X˜ ′ // X˜
′
H
// X ′
Lemma 2.30 ([1]). Sia G un gruppo ﬁnito, e sia H ⊆ G un sottogruppo
contente un p-sylow di G. Allora la mappa indotta H∗ (H;Zp)→ H∗ (G;Zp) è
un epimorﬁsmo.
Dimostrazione. L'inclusione di i : H → G induce un transfer τ in omologia,
avremo allora che i∗◦τ è la moltiplicazione per [G : H], quindi è un isomorﬁsmo
modulo p. Dunque i∗ deve essere suriettivo.
Richiamiamo una nozione che ci sarà utile.
Deﬁnizione 2.31. Sia G un gruppo H ⊆ Σn un sottogruppo. Deﬁniamo
prodotto wreath di G e H il prodotto semidiretto HoGn, dove l'azione coniugio
di H su Gn è data da
h (g1, . . . , . . . , gn)h
−1 =
(
gh(1), . . . , gh(n)
)
Esso si denota con H oG.
Osserviamo che, se G ⊆ Σk, allora H oG è in modo naturale un sottogruppo
di Σnk.
Dimostrazione del teorema 2.27. Fissiamo alcune notazioni:
• Ek = B (Σn)× {ι}k ⊆ C
(
S0
)
;
• Ak =
⊕
d≥0Ak,d.
Osserviamo che ϕ è una somma diretta di monomorﬁsmi ϕk : Ak → Ek. Basta
allora dimostrare che ϕk è suriettiva per ogni k. Procediamo per induzione su
k.
Per k < p, l'ordine di Σk non divide p, dunque l'omologia modulo p di Σk
è banale per il lemma precedente. Di conseguenza ηk è un isomorﬁsmo.
Per k = p, un p-Sylow di Σp è isomorfo al gruppo ciclico Πp. Se W è la
risoluzione standard di Πp, descritta all'inizio della sezione precedente, è facile
veriﬁcare che β (ei) = ei−1 se i è pari. Dunque βQj (ι) è un multiplo non nullo
di Q2j(p−1)−1 (ι). Applicando ancora il lemma precedente abbiamo allora che
H∗ (Σp;Zp) è generata dalle immagini delle classi ei. In virtù dell'isomorﬁsmo
con H∗ (Ek;Zp) e del lemma 2.15, quest'ultimo è generato esattamente dai
βεQi (ι). Quindi anche ϕp è suriettivo.
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Siano γ la mappa di composizione nell'operad dei cubi piccoli e θ l'azione
di C(∞) su C (S0). Se k = pj+1 è potenza di p, allora abbiamo un diagramma
commutativo
C(∞)p ×Σp
(
C(∞)pj
)p
×ΣpoΣpj ιk
∼= //
γ×id

C(∞)p ×Σp
(
C(∞)pj ×Σpj ιp
j
)p
θp
xx
C(∞)k × ιk
pi

Ek
Dallo studio dell'omologia equivariante sappiamo che, per ogni spazio topolo-
gico X e G ⊆ Σn sottogruppo, c'è una equivalenza omotopica di catene
C∗ (E (G))⊗G H∗ (X;Zp)⊗
n ' C∗ (E (G)×G Xn)⊗ Zp
Di conseguenza H∗
(
E (G)×G
(
C(∞)pj
)n
;Zpj
) ∼= H∗(G;H∗ (C(∞)pj ;Zp)⊗n),
dove ovviamente G agisce su H∗
(
X;Zpj
)⊗n
per permutazione dei fattori.
Passando il diagramma precedente all'omologia otteniamo
H∗
(
Πp o Σpj ;Zp
) ∼= //
i∗

H∗
(
Πp;H∗
(
Σpj ;Zp
)⊗p)
i′∗

H∗
(
Σp o Σpj ;Zp
) ∼= //
pi∗◦(γ×id)∗

H∗
(
Σp;H∗
(
Σpj ;Zp
)⊗p)
(θp)∗tt
H∗ (Σk;Zp) = H∗ (Ek;Zp)
dove i e i′ sono le inclusioni ovvie. Osserviamo che pi∗ ◦ (γ × id)∗ ◦ i∗ coincide
con la mappa indotta dall'inclusione Πp o Σpj ↪→ Σk. Questo gruppo ha indice
coprimo con p in Σk, come mostra facilmente un calcolo esplicito delle cardina-
lità. In virtù del lemma precedente, segue che questo morﬁsmo, e quindi anche
(θp)∗◦i′∗ è suriettivo. D'altra parte, se {xα}α è una base di H∗
(
Σpj ;Zp
)⊗p
, po-
niamo A = Span
{
x⊗
p
α
}
α
e B = Span
{
xα1 ⊗ · · · ⊗ xαp : αinon tutti uguali
}
,
vale che
H∗
(
Πp;H∗
(
Σpj ;Zp
)⊗p)
= H∗
[
W ⊗Πp (A⊕ Zp[Πp]⊗B)
]
= H∗
(
W ⊗Πp Zp
)⊗Zp A⊕H∗ (W ;Zp[Πp])⊗B
= H∗ (Πp)⊗A⊕ Zpe0 ⊗B
Ciò dà un insieme di generatori per l'omologia del prodotto wreath Πp o Σpj .
Segue, similmente al caso k = p, dalla deﬁnizione delle operazioni di Dyer-
Lashof, dalla commutatività dei diagrammi precedenti che l'immagine di questi
generatori mediante l'epimorﬁsmo pi∗ ◦(γ × id)∗ ◦ i∗ sono nella forma QI (ι) con
` (I) = j + 1, oppure prodotti di p elementi di H∗
(
Epj ;Zp
)
, da cui la tesi.
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Resta da dimostrare il caso in cui k non è una potenza di p. Lo si scri-
va in base p come k =
∑n
i=0
(
aip
i
)
. In tal caso, denotiamo con G il gruppo∏n
i=0
(
Σaipi
)
, immerso in Σk nel modo ovvio. Fissato c ∈ C(∞)a0+···+an , conside-
riamo la mappa
α = θa0+···+an (c, ·) :
n∏
i=0
(
Eaipi
)
→ Ek
In omologia, questa induce
α∗ : H∗ (G;Zp) ∼=
n⊗
i=0
(
H∗
(
Σpi ;Zp
)⊗ai)→ H∗ (Σk;Zp) ∼= H∗ (Ek;Zp)
Da una parte, α∗ è la restrizione del prodotto di Pontryagin diH∗
(
C
(
S0
)
;Zp
)
,
e quindi la sua immagine è generata da prodotti di elementi di H∗ (Ej ;Zp),
con j < k. Dall'altra parte, è la mappa indotta dall'inclusione di G in Σk.
Un semplice calcolo ([1], lemma V I.1.1) mostra che l'indice [Σk : G] è coprimo
con p. Usando il lemma precedente e l'ipotesi induttiva segue che ϕk è un
epimorﬁsmo.
Nota 2.32. Il teorema 2.27 era già stato scoperto, sebbene in una forma un
po' diversa, da Nakaoka in [13]. La sua dimostrazione è però completamente
algebrica, non utilizza esplicitamente le operazioni di Dyer-Lashof a livello to-
pologico, ma ne descrive la controparte algebrica in termini di prodotti wreath
in omologia (per la cui deﬁnizione rimandiamo all'articolo citato). In eﬀetti,
nel corso della nostra deduzione abbiamo implicitamente usato questa descri-
zione e abbiamo essenzialmente reinterpretato in termini topologici la dimo-
strazione del matematico giapponese. Va però detto che esiste una versione
più generale di questo teorema, in cui viene descritta l'omologia di C (X) co-
me R(p)-bialgebra. La dimostrazione di quest'ultima cosa può essere svolta
sulla falsariga di quella proposta sopra, ma con alcune complicazioni tecniche.
Rimandiamo a [3], teorema I.4.1 per i dettagli.
Capitolo 3
L'anello di Hopf
⊕
H∗ (Σn;Z2)
In questo capitolo mostreremo che la somma diretta dei gruppi di coomologia
dei gruppi simmetrici ammette una struttura algebrica molto ricca, quella di
anello di Hopf. Nella prima sezione richiameremo le deﬁnizioni principali e
costruiremo i prodotti e i coprodotti necessari a determinare questa struttura.
Successivamente, seguendo [6], ne daremo una presentazione in termini di ge-
neratori e relazioni nel caso di coeﬃcienti in Z2, che consentirà di descrivere
in modo relativamente semplice ogni singolo H∗ (Σn;Z2) come algebra. Inﬁ-
ne, interpreteremo questi risultati in termini dei due complessi CW deﬁniti nel
primo capitolo. La trattazione seguirà prevalentemente [6] e [5].
3.1 Costruzione dei morﬁsmi strutturali
Iniziamo chiarendo cos'è un anello di Hopf. Intuitivamente, esso è un oggetto
nella categoria delle coalgebre che si comporta come un anello. Più precisa-
mente, è l'oggetto universale di un funtore rappresentabile { coalgebre } →
{ anelli }. Questo può essere riespresso esplicitamente in termini di diagram-
mi commutativi, producendo le condizioni seguenti, che noi adotteremo come
deﬁnizione.
Deﬁnizione 3.1. Sia R un anello commutativo. Un anello di Hopf su R è
una settupla (A,, ·,∆, S, η, ε), dove:
• A è un R-modulo;
•  e · sono prodotti R-bilineari A⊗A→ A;
• ∆: A→ A⊗A è un coprodotto R-lineare;
• S : A→ A, η : R→ A e ε : A→ R sono R-lineari.
e sono soddisfatti i seguenti assiomi:
I. (A,∆) è una R-coalgebra associativa e ε è una counità, cioè (idA⊗ε)◦∆ =
idA = (ε⊗ idA) ◦∆;
II. (A, ·) è una R-algebra associativa;
III. · è un morﬁsmo di coalgebre o, equivalentemente, ∆: (A, ·)→ (A, ·)⊗2 è
un morﬁsmo di algebre;
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IV. ε : (A, ·)→ R è un morﬁsmo di algebre;
V. (A,) è una R-algebra associativa con unità η, cioè ◦(idA⊗η) = idA =
 ◦ (η ⊗ idA);
VI.  è un morﬁsmo di coalgebre o, equivalentemente, ∆: (A,, )→ (A,)⊗2
è un morﬁsmo di algebre;
VII. ε : (A,)→ R è un morﬁsmo di algebre;
VIII. S fa commutare il seguente diagramma
A
∆ //
∆

ε
$$
A⊗A
S⊗id
$$
A⊗A
id⊗S $$
R
η
$$
A⊗A


A⊗A  // A
IX. c'è un diagramma commutativo
A⊗
3 ∆⊗id⊗ id//
id⊗

A⊗
4
id⊗τ⊗id

A⊗A
·

A⊗
4
·⊗·

A A⊗Aoo
ove τ : A⊗A→ A⊗A scambia i due fattori.
Equivalentemente, (A,∆, ε,, η, S) è un'algebra di Hopf, (A,∆, ε, ·) è una
bialgebra e vale (IX).
Nella deﬁnizione precedente,  assume il ruolo di un'addizione, con unità η.
S assume il ruolo dell'inverso, come codiﬁcato dalla proprietà (V III), mentre ·
si comporta come una moltiplicazione associativa. La relazione di distributività
degli anelli è codiﬁcata da (IX). Molti degli esempi di anelli di Hopf che
compaiono in matematica sono graduati, nel senso che c'è una graduazione
A =
⊕
d≥0 (Ad) che viene preservata da tutte le mappe considerate.
Gli anelli di Hopf occorrono abbastanza frequentemente in topologia alge-
brica. Per esempio, se R è un anello commutativo, è noto ([7], proposizione
4.57) che il funtore H∗ è rappresentato, nella categoria H degli spazi topologici
a meno di omotopia, da FR =
∏
n≥0 (K (R,n)). Quindi FR è un anello in H.
Il gruppo di omologia H∗ (FR;R) è allora un anello di Hopf. Più in generale,
ogni qualvolta si ha un funtore rappresentabile H → {anelli}, l'omologia del
suo oggetto universale è un anello di Hopf.
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Dopo questa breve introduzione, deﬁniamo ora una struttura di anello di
Hopf graduato su
⊕
n≥0H
∗ (Σn;R). A tal ﬁne, dobbiamo ricordare la deﬁni-
zione di omomorﬁsmo di transfer 2.28 e il lemma 2.29. Sia R un anello com-
mutativo con unità ﬁssato. Nel seguito, denoteremo sempre con A il R-modulo⊕
n≥0H
∗ (Σn;R).
Osserviamo inizialmente che, per ogni n,m interi non negativi abbiamo
un'inclusione in,m : Σn × Σm ↪→ Σn+m, dove si fanno agire Σn su {1, . . . , n} e
Σm su {n+ 1, . . . , n+m} nel modo ovvio. Passando alla coomologia, c'è una
mappa indotta
i∗n,m : H
∗ (Σn+m;R)→ H∗ (Σn;R)⊗H∗ (Σm;R)
Deﬁniamo ∆: A → A ⊗ A come la somma diretta degli i∗n,m al variare di n e
m.
Alternativamente, si può descrivere ∆ in termini di spazi di conﬁgurazione.
Infatti, uno spazio classiﬁcante per Σn × Σm è dato dal quoziente
Confn,m (R∞) =
Confn+m (R∞)
in,m (Σn × Σm)
Intuitivamente, esso è lo spazio che parametrizza le conﬁgurazioni (non ordi-
nate) di n + m punti distinti in R∞, di cui n di un certo colore, per esempio
blu, e m di un altro, per esempio rosso. La mappa indotta da in,m sui K (pi, 1)
coincide allora con il quoziente pin,m : Confn,m (R∞) → Confn+m (R∞), cioè
con la funzione che `dimentica' il colore rosso o blu. ∆ è quindi il morﬁsmo
indotto in omologia da∐
m,n
pim,n :
∐
n,m
[
Confn,m (R∞)
]→ ∐
m+n
[
Confm (R∞)
]
D'altra parte, pin,m coincide con il rivestimento di B (Σn,m) corrisponden-
te al sottogruppo Σn × Σm ⊆ Σn+m = pi1 (B (Σn+m)). Pertanto, a questa
mappa è associato un transfer in coomologia i!n,m : H
∗ (Σn;R)⊗H∗ (Σm;R)→
H∗ (Σn+m;R). Denoteremo con  : A⊗A→ A la somma diretta degli i!n,m al
variare di n e m.
Poi, indichiamo con · : A ⊗ A → A il morﬁsmo dato, per ogni x ⊗ y ∈
H∗ (Σn;R)⊗H∗ (Σm;R), da
x · y =
{
x ∪ y se n = m
0 altrimenti
Inﬁne, siano η : R→ A tale che η (1) è la classe unitaria in H0 (Σ0;R), ε : A→
R deﬁnita sull'addendo H∗ (Σn;R) come l'usuale augmentazione, e S la mappa
deﬁnita su Hd (Σn;R) come la moltiplicazione per (−1)n.
Teorema 3.2 ([6], teorema 3.2 o [19], teorema 3.2). (A,, ·,∆, S, η, ε) è un
anello di Hopf graduato su R.
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Dimostrazione. L'associatività di · è ovvia. Quella di ∆ e  segue dall'esisten-
za, per ogni n, m e l, di un diagramma commutativo
Σn × Σm × Σl
in,m×id //
id×im,l

Σn+m × Σl
in+m,l

Σn × Σm+l
in,m+l
// Σn+m+l
dal fatto ovvio che il transfer è naturale per monomorﬁsmi di gruppi e dalla
constatazione che i transfer associati a in,m×id e id×im,l sono, rispettivamente,
pi!n,m⊗id e id⊗pi!m,l. Che η sia un unità per l'algebra (A,) e ε una counità per
la coalgebra (A,∆) è ovvio. Che (A,∆, ·, ε) è una bialgebra segue direttamente
dal fatto che ∆ è indotta da una mappa tra spazi topologici. I primi cinque
punti della deﬁnizione di anello di Hopf sono così veriﬁcati.
(V I) segue dal fatto che, per ogni n e m, il seguente diagramma è un
pullback di rivestimenti
∐
p+q=n,r+s=m
[
Confp,q,r,s (R∞)
] ∐pi(p,q),(r,s) //
∐
pi(p,r),(q,s)

Confm,n (R∞)
pim,n
∐[
Confp+r,q+s (R∞)
] ∐
pip+r,q+s
// Confm+n (R∞)
dove
Confp,q,r,s (R∞) =
Confp+q+r+s (R∞)
Σp × Σq × Σr × Σs
è lo spazio delle conﬁgurazioni di p + q + r + s punti, di cui p gialli, q rossi,
r verdi e s blu, mentre tutte le mappe indicate consistono nel fondere insie-
me coppie di colori. É infatti ovvio dalla deﬁnizione che l'omomorﬁsmo di
transfer è naturale rispetto ai pullback di rivestimenti. Quindi abbiamo che(∐
pi(p,r),(q,s)
)! ◦ (pi(p,r),(q,s))∗ = pi∗p+r,q+s ◦pi!m,n. Operando una somma diretta
su m e n si ottiene il diagramma commutativo
A⊗
4(∆⊗∆)◦(id⊗τ⊗id)//
⊗

A⊗A


A⊗A
∆
// A
dove τ (x⊗ y) = (−1)deg(x) deg(y) y ⊗ x. Ciò dà l'asserto.
Il punto (V II) è ovvio per deﬁnizione.
La formula (V III) è più complessa e richiede il passaggio a livello agli
spettri. Ricordiamo che D (S0) = [∐n≥0 (B (Σn))]+, quindi la sua coomologia
ridotta è isomorfa ad A. Similmente S0∨S0 = {∗, a, b}, dove ∗ è il punto base,
dunque
D (S0 ∨ S0) =
 ∐
n,m≥0
[
E (Σn+m)
in,m (Σn × Σm) × {a}
n × {b}m
]
+
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Pertanto, modulo opportuni isomorﬁsmi di Künneth, la coomologia ridotta di
D (S0 ∨ S0) è uguale a A ⊗ A. Se ora f : S0 ∨ S0 → S0 è la mappa puntata
di `folding' data da f (a) = f (b) = ι, segue per deﬁnizione dalla descrizione
precedente che D (f) = ∐n,m (pin,m), quindi H˜∗ (D (f)) = ∆. Vale che S =
H∗ (D (χ)), dove χ : Σ∞S0 → Σ∞S0 è l'inverso additivo dello spettro delle
sfere. Inoltre è noto che il prodotto transfer
 : H∗ [D (Σ∞ (S0 ∨ S0)) ;R]→ H∗ [D (Σ∞S0) ;R]
è indotto da una mappa stabile e si può dimostrare ([15], teorema II.1.5) che
essa è D (p), dove p : Σ∞S0∨Σ∞S0 → Σ∞S0 è la mappa di pinch dello spettro
delle sfere. Il punto (V II) della deﬁnizione di anello di Hopf si ottiene allora
applicando il funtore H∗ (D) al seguente diagramma, banalmente commutativo
Σ∞S0
p //
p

))
Σ∞S0 ∨ Σ∞S0
χ∨id
))
Σ∞S0 ∨ Σ∞S0
id∨χ ))
0
))
Σ∞S0 ∨ Σ∞S0
Σ∞f

Σ∞S0 ∨ Σ∞S0
Σ∞f
// Σ∞S0
Osserviamo inﬁne che c'è un altro pullback di rivestimenti, per ogni n e m,
Confn,m (R∞)
(pin,m×id)◦d //
pin,m

Confn+m (R∞)× Confn,m (R∞)
id×pin,m

Confn+m (R∞)
d′
// Confn+m (R∞)× Confn+m (R∞)
dove d e d′ sono le mappe diagonali. Applicando la naturalità del transfer e
sommando su n e m otteniamo la distributività (IX).
3.2 Azione di R(2) sul duale
Riduciamoci ora al caso il cui l'anello dei coeﬃcienti è Z2 e denotiamo, come
prima, con A l'anello di Hopf
⊕
n≥0,d≥0H
d (Σn;Z2). Notiamo innanzitutto
che gli indici n e d deﬁniscono una doppia graduazione su A. Siccome ogni
Zp-sottomodulo Ad,n = Hd (Σn;Z2) è ﬁnitamente generato, il duale di A come
spazio vettoriale bigraduato sarà A∗ =
⊕
n≥0,d≥0Hd (Σn;Z2). Chiaramente,
tutti i morﬁsmi che abbiamo considerato, con l'ovvia eccezione del prodotto ·,
preservano entrambe le graduazioni. Quindi sono deﬁniti su A∗ delle mappe
ad essi duali, anch'esse bigraduate.
Abbiamo già osservato che A∗ può essere identiﬁcato con l'omologia modulo
2 di C
(
S0
)
, il C(∞)-spazio libero generato da S0. Si A∗ agisce quindi l'algebra
di Dyer-Lashof R(2). É quindi auspicabile capire come si relazionano i morﬁsmi
∆·, ∆ e ∗, duali rispettivamente a ·,  e ∆, rispetto a quest'azione.
Cominciamo con la seguente
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Proposizione 3.3. ∗ coincide con il prodotto di Pontryagin determinato dalla
struttura di C(∞)-spazio su C (S0).
Dimostrazione. Sia J = (0, 1)∞ e siano rn : C(∞)n → Confn (J) le equivalenze
omotopiche Σn-equivarianti della proposizione 2.11. Sia ϕ : (0, 1) → R∞ un
omeomorﬁsmo. Il prodotto di Pontryagin è indotto dalla funzione continua
θ2 (c, ·) : C
(
S0
)×C (S0)→ C (S0), dove θ è l'azione di C(∞) su C (S0) e c =
c1 unionsq c2 ∈ C(∞)2 è un elemento qualunque. Identiﬁcando C
(
S0
)
con
∐
n≥0
C(∞)n
Σn
,
sia
µn,m :
C(∞)n
Σn
× C
(∞)
m
Σm
→ C
(∞)
n+m
Σn+m
ottenuto da θ2 (c, ·) per restrizione. Siano inoltre f : Confn (J)×Confm (J)→
Confn+m (R∞) e g : Confn+m (J)→ Confn+m (R∞) date da
f (x1, . . . , xn, y1, . . . , ym) = (ϕ ◦ c1 (x1) , . . . , ϕ ◦ c1 (xn) , ϕ ◦ c2 (y1) , . . . , c2 (ym))
g (x1, . . . , xn+m) = (ϕ (x1) , . . . , ϕ (xn+m))
Osserviamo che f è Σn × Σm-equivariante e g è Σn+m-equivariante, perciò
inducono per passaggio al quoziente delle mappe f e g che sono delle equivalenze
omotopiche. La tesi segue allora dalla commutatività del seguente diagramma
C(∞)n
Σn
× C(∞)mΣm
µn,m //
rn×rm

C(∞)n+m
Σn+m
rn+m

Confn (J)× Confm (J)
f

Confn+m (J)
g

Confn,m (R∞) pn,m
// Confn+m (Rn+m)
Il coprodotto ∆· è chiaramente quello indotto dalla ovvia mappa diagonale
C
(
S0
) × C (S0) → C (S0), quindi la sua relazione con la struttura di R(2)-
algebra è data dalla formula di Cartan diagonale
Qi ◦∆· =
 i∑
j=0
Qj ⊗Qi
 ◦∆·
Meno immediato è invece il comportamento del coprodotto duale a .
Proposizione 3.4 ([6], teorema 4.13). Sia I ∈ (N ∪ {0})m una m-upla am-
missibile nel senso del capitolo 2. Sia ι l'immagine in H0
(
C
(
S0
)
;Z2
)
della
classe in H0
(
S0;Z2
)
corrispondente al punto di S0 diverso dal punto base. Al-
lora QI (ι) è primitivo rispetto al coprodotto duale al prodotto transfer . In
altre parole, ∆
(
QI (ι)
)
= QI (ι)⊗ 1 + 1⊗QI (ι).
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Dimostrazione. Abbiamo già notato in precedenza che ∆ è indotto in omo-
logia dalla mappa stabile D (p), dove p è la mappa di pinch dello spettro delle
sfere. Ciò implica che ∆· è un morﬁsmo di R(2)-algebre. Se S0 = {∗, x} e
S0 ∨ S0 = {∗, a, b}, ove ∗ è il punto base, è facile vedere che p∗ ([x]) = [a] + [b].
Di conseguenza D (p)∗ (ι) = ι⊗ 1 + 1⊗ ι. La tesi segue allora per induzione su
m = ` (I) sfruttando la formula di Cartan esterna e ricordando che Qi (1) = 0
per i 6= 0.
Questi risultati, insieme al teorema 2.27, possono essere riassunti nel se-
guente
Teorema 3.5. Esiste un'azione di R(2) su A∗ che la rende, con il prodot-
to ∗ e il coprodotto ∆·, la R(2)-bialgebra ammissibile libera su un generatore
ι ∈ H0 (Σ1;Z2). Inoltre, gli elementi nella forma QI (ι) sono primitivi per il
coprodotto ∆.
3.3 Generatori e relazioni
Vogliamo ora dualizzare la struttura determinata nella sezione precedente, in
modo da ottenere una presentazione in termini di generatori e relazioni per A,
sempre modulo 2. Cominciamo a dimostrare che A, rispetto al solo prodotto
. Questo si può far seguire semplicemente dal fatto che A∗ è polinomiale
rispetto a ∗ e primitivamente generata rispetto a ∆.
Lemma 3.6. Sia (B, ∗,∆) una bialgebra graduata su un campo Z2 con le
seguenti proprietà:
I. rispetto al prodotto ∗, B è isomorfo all'algebra polinomiale Z2 [{xi}], con
deg (xi) = di ≥ 0;
II. per ogni d ≥ 0, il numero di `variabili' xi di grado d è ﬁnito;
III. ogni xi è primitivo per il coprodotto ∆
Allora il duale di B, come algebra graduata, è isomorfo all'algebra esterna
generata da
{(
x2
k
i
)∨}
i,k
, dove ·∨ indica il duale lineare rispetto alla base di
B come Z2-spazio vettoriale data dai monomi
∏
i (x
αi
i ).
Dimostrazione. Supponiamo inizialmente che B = Z2 [x], con x primitivo. In
tal caso, come spazio vettoriale, B∗ ha per base
{
(xn)
∨}
n≥0. Dato che il
prodotto in B∗ è duale rispetto a ∆ varrà che〈
(xn)
∨
(xm)
∨
, xk
〉
=
〈
(xn)
∨ ⊗ (xm)∨ ,∆ (xk)〉
=
〈
(xn)
∨ ⊗ (xm)∨ , (x⊗ 1 + 1⊗ x)k
〉
=
〈
(xn)
∨ ⊗ (xm)∨ ,
k∑
i=0
[(
k
i
)
xi ⊗ xk−i
]〉
=
(
n+m
n
)
δn+m,k
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Ne consegue in particolare che
(
x2
n)∨ (
x2
n)∨
= 0, quindi, se E = E
[
{yn}n≥0
]
è l'algebra esterna su certi generatori yn a coeﬃcienti in Z2, c'è un morﬁsmo
ϕ : E → B∗ deﬁnito da ϕ (yn) =
(
x2
n)∨
. Abbiamo che ϕ è suriettivo in
quanto, per la relazione dimostrata sopra, se lo sviluppo di n in base 2 è
n =
∑k
i=0
(
εi2
i
)
, allora∏
0≤i≤k
εi=1
ϕ (yi) =
∏
1≤i≤k
εi=1
( ∑i
j=0 εj2
j
2i
)(
x2
i
)∨
= (xn)
∨
Quindi ϕ è suriettiva. Per una semplice questione di dimensione ϕ è anche
iniettiva.
Nel caso generale, sotto le ipotesi (I) e (III), B è isomorfo, come bialgebra,
al prodotto tensore
⊗
i (Z2 [xi]), dove xi è primitivo. Essendo Bd ﬁnitamente
generato per ogni grado d ≥ 0, vale che
B∗ ∼= ⊗i (Z[xi])∗ ∼= ⊗i
(
E
[{(
x2
n
i
)∨}
n
])
= E
[{(
x2
n
i
)∨}
n,i
]
Nota 3.7. Abbiamo scelto di dimostrare il lemma precedente in modo elemen-
tare e diretto, anche se un po' lungo. Alternativamente, esso si sarebbe potuto
far derivare immediatamente dai teoremi della sezione 7 del lavoro classico di
Milnor e Moore [12].
Nel nostro caso, il teorema 2.27 e il lemma precedente assicurano che A
sia un'algebra esterna sui generatori
{(
QI (ι)
2n
)∨}
, al variare degli I ammis-
sibili con eccesso strettamente positivo o I = ∅. In realtà, il fatto che, se
e
(
Qj ◦QI) = 0, allora Qj ◦ QI (ι) = (QI (x))2 implica che questo insieme di
generatori coincide con
{
QI (ι)
∨} al variare di I ammissibile.
Dobbiamo ora incorporare il prodotto ·. Denotiamo con γk,m il duale lineare
di
(
QIk,k (ι)
)m
, dove Ik,k è la k-upla deﬁnita nel capitolo 2. Osserviamo che
γk,m ∈ Am(2k−1),m2k = Hm(2
k−1) (Σ2k ;Z2). Pertanto, siccome il prodotto · tra
classi di coomologia appartenenti a componenti diverse è, per costruzione, nullo,
dovrà valere che γk,m · γk′,m′ = 0 ogni qualvolta m2k 6= m′2k′ . Dimostreremo
tra poco che i γk,m generano A come anello di Hopf e che le uniche relazioni tra
di essi sono quelle appena descritte per il prodotto · e quelle per  derivanti
dalla struttura di algebra esterna. Avremo però prima bisogno del seguente
Lemma 3.8 ([6], lemma 4.10). ∆ (γk,m) =
∑m
i=0 (γk,i ⊗ γk,m−i).
Dimostrazione. Siano x =
∏
I
[(
QI (ι)
)αI ] e ∏I [(QI (ι))βI] monomi in A∗.
Il prodotto si considera fatto su tutti gli I ammissibili con e
(
QI
)
> 0 oppure
I = ∅ e gli αI e i βI sono numeri interi non negativi, tutti nulli eccetto un
numero ﬁnito. Si ha che
〈∆ (γk,m) , x⊗ y〉 = 〈γk,m, x ∗ y〉
=
〈
γk,m,
∏
I
[(
QI (ι)
)αI+βI]〉
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Dal fatto che A∗ è polinomiale e dalla deﬁnizione di γk,m segue immediatamente
che questa quantità vale sempre 0 a meno che ∀I : αI +βI = mδIk,k,I , nel qual
caso vale 1. In altre parole, x =
(
QIk,k (ι)
)i
e y =
(
QIk,k (ι)
)m−i
per qualche
i, da cui segue la tesi.
Teorema 3.9 ([6], teorema 1.2). Come anello di Hopf,
⊕
n≥0 [H
∗ (Σn;Z2)] è
generato dai γk,m deﬁniti sopra, sotto le sole relazioni, oltre alla commutatività
dei prodotti:
I. γk,m  γk,l =
(
m+ l
m
)
γk,m+n;
II. γk,m · γk′,m′ = 0 se m2k 6= m′2k′ .
Inoltre ∆ è determinato dalla formula del lemma precedente e S è l'identità.
Dimostrazione. Che tutte le relazioni considerate valgono in A segue immedia-
tamente dalle considerazioni precedenti. Sia (B,B , ·B ,∆B , SB , ηB , εB) l'anel-
lo di Hopf commutativo graduato generato liberamente dai simboli γk,m con
queste relazioni. C'è allora un morﬁsmo graduato ovvio ψ : B → A.
Osserviamo che B è generato, sotto il solo prodotto B , dagli elementi
nella forma
∏
m2k=l γ
αk,m
k,m al variare di l, αk,m interi positivi. Chiameremo
questi elementi blocchi. In virtù della relazione (II), essi costituiscono tutti e
soli gli elementi (oltre allo 0) ottenibili dai γk,m tramite l'applicazione di ·B .
Chiameremo inoltre monomi di Hopf gli elementi nella forma b1 B · · · B br,
dove ogni bj è un blocco.
Ovviamente il prodotto B di due monomi di Hopf è ancora un monomio
di Hopf. Applicando la formula per il coprodotto dei γk,m, con k ≥ 0,m > 0,
e la distributività di ·B rispetto a B si deduce, per induzione sul numero dei
prodotti ⊗B che compaiono, che il prodotto ·B di due monomi di Hopf può
essere scritto come somma di monomi di Hopf. Dato che B è generato come
anello di Hopf dai γk,m, ne consegue che i monomi di Hopf generano B come
spazio vettoriale su Z2. Pertanto B, sotto il solo prodotto B , è generato dai
blocchi. Se ora b =
∏
m2k=l γ
αk,m
k,m è un blocco, mostriamo per induzione su∑
m,k αm,k che bB b = 0. Supponendo b′ = b · γl,m e assumendo, per ipotesi
induttiva, che bB b = 0, si ottiene
b′ B b′ = (γl,m ·B b)B (γl,m ·B b)
=
2m∑
i=0
[(γl,i ·B b) (γl,2m−i ·B b)]
= γl,2m ·B (bB b)
= 0
Pertanto, se C = E
[{∏
m+k=l
(
γ
αk,m
k,2m
)}
l,αk,m
]
è l'algebra esterna generata
da simboli corrispondenti a tutti i possibili blocchi nella forma indicata, c'è un
ovvio morﬁsmo di algebre χ : C → (B,B).
Vorremmo mostrare che χ è suriettivo. A tal ﬁne, basta mostrare che ogni
blocco b in B può essere scritto come monomio di Hopf in cui compaiono sono
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generatori nella forma γk,2m . Se b′ = γk,m · b, con b blocco, abbiamo, scrivendo
m = 2l1 + . . . 2lr in base 2, che
b′ =
(
γk,2l1 B · · · B γk,2lr
) ·B b
=
∑
∆rB(b)=b1⊗···⊗br
[(
γk,2l1 · b1
)B · · · B (γk,2lr · br)]
dove ∆rB indica il coprodotto reiterato r volte. Necessariamente, se i prodotti
γk,2li ·B bi sono diversi da 0, allora bi è prodotto di γki,mi con mi2ki = 2k+li ,
da cui segue che mi è una potenza di 2.
Concludiamo osservando che il teorema 2.26 e la caratterizzazione di A∗ del
teorema 2.27 implicano che la composizione ψ◦χ : C → (A,) è un isomorﬁsmo
di algebre. Questo, unito alla suriettività di χ, dà la tesi.
Come conseguenza di questo teorema, possiamo ottenere un'esplicita base
bigraduata di A come Z2-modulo, e quindi ottenere una descrizione completa
di tutti i gruppi di coomologia Hd (Σn;Z2). Ma prima abbiamo bisogno di una
deﬁnizione.
Deﬁnizione 3.10. Sia b = γk1,m1 · · · · ·γkr,mr un blocco. Deﬁniamo proﬁlo di b
il vettore (k1, k2, . . . , kr), dove i kj si suppongono disposti in ordine crescente.
Per esempio, il proﬁlo di γ1,6 · γ32,3 è (1, 2, 2, 2).
Corollario 3.11 ([6], proposizione 6.4). Si consideri l'insieme M di tutti i
monomi di Hopf
⊙r
i=1 (bi) tali che i blocchi bi hanno proﬁli a due a due distinti.
M è una base bigraduata di A come Z2-spazio vettoriale.
Dimostrazione. Dalla dimostrazione del teorema precedente è chiaro che l'in-
sieme di tutti monomi di Hopf, anche con blocchi aventi uguale proﬁlo, genera
A come Z2-spazio vettoriale. Inoltre, se due blocchi b e b′ hanno lo stes-
so proﬁlo, allora sono necessariamente nella forma b = γk1,m1 · · · · · γkr,mr e
b′ = γk1,m1l · · · · · γkr,mrl per qualche l ∈ N. Usando le relazioni che deﬁnisco-
no A in modo del tutto analogo alla dimostrazione del teorema precedente si
deduce che
γk,m1(l+1) ·
[
r∏
i=2
(γk2,mi)
r∏
i=2
(γk2,mil)
]
= b b′
Segue per induzione su r che bb′ può essere scritto in A come un unico blocco.
QuindiM è un insieme di generatori.
Sia B l'insieme di tutti i blocchi che possono essere scritti come prodotto di
γk,m, con m = 2l per qualche l. Dalla dimostrazione del teorema precedente
sappiamo che l'insiemeM′ di tutti i monomi di Hopf nella forma b1. . . br, con
bi ∈ B tutti distinti, è linearmente indipendente. Inoltre ogni elemento b ∈M è
in realtà uguale, in A, ad un elemento diM′. Ciò dà una funzione ϕ : M→M′.
Per dimostrare la tesi basta veriﬁcare che ϕ è iniettiva. Cominciamo con i
blocchi. Sia quindi b = γk1,m1 · · · · · γkr,mr , con 2kjmj costante e k1 ≤ · · · ≤ kr.
Allora mj = 2kj−krmr. Ponendo b′ = γk1,m1 · · · · · γkr−1,mr−1 , è facile vedere
che
∆s (b′) =
∑
i1,j+···+is,j=mj
s⊗
l=1
(
γk1,il,1 · · · · · γkr−1,il,r−1
)
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Quindi, applicando la distributività, se mr = 2a1 + · · ·+ 2as ,
b = s
[
∆s (b′) ·⊗s (γkr,2a1 ⊗ · · · ⊗ γkr,2as )
]
Sostituendo, in questa formula, al posto del coprodotto iterato la somma pre-
cedente, si veriﬁca facilmente che l'unico addendo non nullo è quello corrispon-
dente a il,j = 2al+kj−kr . In altre parole
ϕ (b) =
(
γk1,2a1+k1−kr · · · · · γkr,2a1
) · · ·  (γk1,2as+k1−kr · · · · · γkr,2as )
Segue che ϕ (b) è un monomio di Hopf i cui blocchi hanno lo stesso proﬁlo di
b e che la restrizione di ϕ all'insieme dei blocchi che hanno lo stesso proﬁlo di
b è iniettiva (perché m1, . . . ,mr sono determinati da a1, . . . , as). Se ne deduce
che ϕ : M→M′ è iniettiva.
É possibile descrivere questa base in termini graﬁci, in un modo per certi
versi simile all'utilizzo delle tabelle di Young per le rappresentazioni dei gruppi
simmetrici. Più precisamente, decriviamo γk,m come un rettangolo di larghezza
m2k e altezza 1 − 2−k. Rappresentiamo l'unità 1n ∈ H0 (Σn;Z2) come un
`rettangolo degenere' di larghezza n e altezza 0. Essenzialmente, la larghezza è
uguale all'unico n tale che γk,m ∈ H∗ (Σn;Z2), mentre l'area corrisponde alla
dimensione d.
Un blocco b = γk1,m1 · · · · · γkr,mr è rappresentato dalla sovrapposizione
verticale dei rettangoli corrispondenti ai γki,mi . Osserviamo che ciò ha senso
perché la relazione mi2ki = costante assicura che tutti i rettangoli considerati
abbiano la stessa base.
Un monomio di Hopf b1  · · ·  br è descritto invece accostando orizzon-
talmente le colonne corrispondenti a b1, . . . , br e fondendo insieme quelle cor-
rispondenti a due blocchi bj e bk in un unica colonna se sono costituiti da
rettangoli di uguale altezza, con coeﬃciente 0 se le larghezze delle due colonne
hanno un termine comune nella loro espansione in base 2. Chiameremo queste
rappresentazioni graﬁche diagrammi skyline.
Ciò consente di riformulare le nostre mappe in termini di questi oggetti:
I. Il prodotto  di due diagrammi consiste nell'operazione descritta sopra
di allineamento orizzontale delle colonne ed eventuale fusione di coppie
di esse con opportuno coeﬃciente.
II. Per il prodotto ·, si suddivide ogni rettangolo corrispondente a γk,m in
m-parti uguali con m − 1 linee verticali tratteggiate e si spezzano le
colonne lungo quelle che percorrono tutta l'altezza della colonna. Poi si
sovrappongono le colonne del secondo diagramma a quelle del primo in
tutti i modi possibili per ottenere nuove colonne. Si fa inﬁne la somma
di tutti i diagrammi ottenuti.
III. Per il coprodotto, si tracciano linee tratteggiate come descritto prima,
spezzando le colonne lungo quelle di altezza piena. Le si partiziona poi
in tutti i modi possibili e si sommano tutte le combinazioni ottenute.
Descriviamo in ﬁgura 3.3 alcuni esempi, sperando che aiutino il lettore a
convincersi che questo modello graﬁco descrive bene la combinatoria di A.
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. = +
γ1,1  14 γ1,2  12 γ1,3 γ21,1  γ1,1  12
. = + +
=
γ21,1  γ1,1  12 γ1,2  12
γ31,1  γ21,1  12
 =
γ31,1  γ1,1  γ1,1γ21,1  γ21,1  γ1,1γ31,1  γ21,1  12
γ2,1  14 γ2,2  γ21,1  12
γ2,3  γ21,1  16
∆ = ⊗ + ⊗
+ ⊗ + ⊗
1
1
γ21,1  γ1,2 γ21,1  γ1,2 γ21,1  γ1,1 γ1,1
γ21,1 γ1,2 γ
2
1,1  γ1,2
Figura 3.1: Esempi di diagrammi skyline
3.4 Interpretazione geometrica
Questa sezione è dedicata alla discussione del legame tra la struttura di anello
di Hopf e i CW-complessi costruiti nel primo capitolo. Dimostreremo infat-
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ti che gli elementi γk,m possono essere interpretati come `classi di Thom' di
opportuni sottospazi di conﬁgurazione, in un senso che preciseremo nel segui-
to. Ne conseguirà che tutta la coomologia dei gruppi simmetrici è generata
da classi di Thom di sottospazi lineari, per la cui descrizione geometrica il
complesso di Salvetti è il contesto più naturale. Per quanto un calcolo diretto
di questi gruppi sia possibile, l'utilizzo della struttura di anello di Hopf sem-
pliﬁca enormemente la derivazione. Inoltre, essa ha il vantaggio di consentire
un'organizzazione relativamente semplice del prodotto ∪.
Come già fatto all'inizio di questa tesi, indicheremo con Cn∗ , o con C∗ quan-
do non vi è rischio di confusione, la risoluzione libera di Z come Z[Σn]-modulo
derivante dal complesso di Salvetti, mentre utilizzeremo il simbolo FN∗n per il
complesso di cocatene ottenuto dalla cellularizzazione di Fox-Neuwirth per la
compattiﬁcazione a un punto di Confn (R∞). Ricordiamo inoltre che FN∗n è
uno Z-modulo libero che ha per base le n− 1-uple [a1, . . . , an−1], con ai ≥ 0.
Seguendo [6], cominciamo a descrivere i morﬁsmi strutturali in questi ter-
mini. Prima abbiamo però bisogno di una deﬁnizione.
Deﬁnizione 3.12. Sia a = [a1, . . . , an−1] ∈ FN∗n. Diremo che il sottovettore
[ai, ai+1, . . . , aj−1, aj ] è uno 0-blocco di a se ak 6= 0 per ogni i ≤ k ≤ j, mentre
ai−1 = aj+1 = 0. Qui, per convenzione, si considera a0 = an = 0.
Lemma 3.13. Si indichino con H∗c la coomologia a supporto compatto e con
H lf∗ l'omologia localmente ﬁnita. Sia f : X → Y un riversimento di grado ﬁnito
tra varietà. Siano DX e DY gli isomorﬁsmi di dualità di Pooincaré per X e
Y . Allora i seguenti diagrammi commutano:
H∗c (Y )
f∗ //
DY

H∗c (X)
DX

H∗ (Y )
f!
// H∗ (X)
H lf∗ (X)
f∗ //
DY

H lf∗ (X)
H∗ (X)
X
OO
f !
// H∗ (Y )
DY
OO
Dimostrazione. Mostriamo la commutatività del primo diagramma. A tal ﬁne,
basta dimostrare che per ogni K ⊆ Y compatto c'è un nuovo diagramma
commutativo
H∗ (Y, Y \K) f
∗
//
·∩OY

H∗
(
X,X \ f−1 (K))
·∩OX

H∗ (Y, Y \K)
f!
// H∗
(
X,X \ f−1 (K))
dove OX e OY sono le classi fondamentali di
(
X,X \ f−1 (K)) e (Y, Y \K)
rispettivamente. Infatti, mediante un processo di passaggio al limite su K
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si ottiene esattamente la dimostrazione di quanto richiesto. Osserviamo che
f! (ϕ ∩ c) = f! (c) ∩ f∗ (ϕ) per ogni catena c e cocatena ϕ in (Y, Y \K), cosa
immediata già a livello di catene. Pertanto, osservando che f! (OY ) = OX ,
abbiamo che f! (OY ∩ ϕ) = OX ∩ f∗ (ϕ) per ogni ϕ ∈ H∗ (Y, Y \K), che è
esattamente ciò che si voleva dimostrare.
Il caso del transfer in coomologia si dimostra in modo analogo, osservando
che f ! (ϕ) ∩ c = f∗ [ϕ ∩ f! (c)].
Teorema 3.14 ([5], teorema 4.7). Con riferimento alla notazione adottata
precedentemente, si consideri
⊕
n≥0 (FN
∗
n ⊗ Z2) come modello di cocatene per
il calcolo della coomologia di
∐
n≥0B (Σn) (modulo 2) I tre morﬁsmi ∆,  e ·
introdotti nella prima sezione di questo capitolo sono indotti da altrettanti mor-
ﬁsmi di cocatene, che, con un piccolo abuso di notazione, indicheremo sempre
con gli stessi simboli, date da:
I. ∆ ([a1, . . . , an−1]) =
∑
0≤i≤n:ai=0 [a1, . . . , ai−1]⊗ [ai+1, . . . , an−1] dove si
è posto per convenzione a0 = an = 0;
II. [a1, . . . , an−1] [b1, . . . , bm−1] è la somma di tutte le m+n− 1-uple i cui
0-blocchi sono shue di 0-blocchi di a e 0-blocchi di b;
III. [a1, . . . , an−1] · [b1, . . . , bm−1] è uguale a 0 se m 6= n e, se n = m, a
[a1 + b1, . . . , an−1 + bn−1].
Dimostrazione. Per il punto (I), dimostriamo che l'inclusione in,m : Σn×Σm →
Σn+m induce una mappa cellulare tra i complessi di SalvettiX(∞) (AΣn×Σm)→
X(∞)
(AΣn+m), dove ovviamente Σn × Σm è considerato come gruppo di ri-
ﬂessione che agisce come prodotto su Rn+m = Rn × Rm. A tal ﬁne, ri-
cordiamo che, per un sistema di Coxeter (W,S), dove W agisce come grup-
po di riﬂessione su Rn, la stratiﬁcazione indotta dall'arrangiamento AW su
M
(
A(d)W
)
⊆ Rn⊗Rd+1 è in corrispondenza biunivoca con l'insieme delle cop-
pie (Γ, γ), ove Γ è una successione decrescente S ⊇ Γ1 ⊇ · · · ⊇ Γd ⊇ ∅ e
γ ∈W .
Nel nostro caso, indichiamo l'usuale sistema di Coxeter per Σn con (Σn, Sn).
Osserviamo che in,m è indotta da un'inclusione µn,m : Sn × Sm → Sn+m. Per
ogni d, µn,m induce una funzione µ
(d)
n,m : Φ(d) (AΣn×Σm) → Φ(d)
(AΣn+m) data
da
((Γ1 ⊇ · · · ⊇ Γd) , γ) 7→ (µn,m (Γ1) ⊇ · · · ⊇ µn,m (Γd) , in,m (γ))
Dal teorema 1.11 si deduce, per induzione sulla dimensione, che, per ogni
S ∈ Φ(d) (AΣn×Σm), se S′ ≤ µ(d)n,m (S), allora S′ = µ(d)n,m (S′′) per un qualche
S′′ ∈ Φ(d) (AΣn×Σm). Ricordiamo che il complesso di Salvetti X(d) (A) di-
pende dalla scelta di un punto v (S) per ogni S ∈ Φ(d) (A). Nel nostro caso,
quanto appena osservato implica che la funzione f (d)n,m : v
(
Φ(d) (AΣn×Σm)
) →
v
(
Φ(d)
(AΣn+m)) data da f (d)n,m (v (S)) = v (µ(d)n,m (S)) si estende in modo sim-
pliciale ad una mappa g(d)n,m : X(d) (AΣn×Σm) → X(d)
(AΣn+m). Per costruzio-
ne che g(d)n,m è Σn × Σm-equivariante e deﬁnisce per passaggio al limite diretto
una mappa g(∞)n,m, anch'essa Σn × Σm-equivariante. Per passaggio al quozien-
te viene allora indotta un'applicazione cellulare hn,m : XΣn×Σm → XΣn+m che
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induce tra i gruppi fondamentali esattamente il morﬁsmo in,m. Il coprodot-
to ∆ è quindi ottenuto dal coprodotto delle funzioni hn,m per passaggio alla
coomologia.
Abbiamo bisogno ora di trovare un modo per identiﬁcare XΣn×Σm con
XΣn × XΣm . A tal ﬁne, osserviamo che Φ(d) (AΣn×Σm) è costituito da tut-
ti e soli i prodotti cartesiani S × S′, con S ∈ Φ(d) (AΣn) e S′ ∈ Φ(d) (AΣm).
Fissata una scelta di v (S) e v (S′) per ogni S e S′ siﬀatti, possiamo allora
porre v (S × S′) = v (S) × v (S′). Con tale scelta X(∞) (AΣn×Σm) risulta, per
costruzione, uguale a X(∞) (AΣn)×X(∞) (AΣm).
A questo punto, hn,m diventa una mappa cellulare XΣn ×XΣm → XΣn+m
e quindi induce un morﬁsmo di catene Cn∗ ⊗ Cm∗ → Cn+m∗ . Per costruzione,
tale morﬁsmo porta (Γ, γ) ⊗ (Γ′, γ′) in (Γ′′, γ′′), ove Γ′′r = µn,m (Γr unionsq Γ′r) e
γ′′ = in,m (γ × γ′). Dualizzando questa mappa si ottiene un morﬁsmo tra i
complessi duali, che va in direzione inversa. Sfruttando la dualità tra Cn∗ e
FN∗n, descritta nell'ultima sezione del capitolo 1, si ottiene che essa, modulo
2, si identiﬁca con ∆: FN∗n+m ⊗ Z2 → FN∗n+m ⊗ Z2 ⊗ FN∗n+m ⊗ Z2.
Per (II) notiamo che il rivestimento pNn,m : Confn,m
(
RN
)→ Confn,m (RN)
preserva la struttura cellulare di Fox-Neuwirth. In eﬀetti, Confn,m
(
RN
)
è
chiaramente l'unione disgiunta delle immagini delle celle e (N,Γ), dove Γ =(
i1 <a1 · · · <an−1 in
)
è un depth-ordering ottenuto da
(
1 <a1 · · · <an−1 n
)
per
applicazione di un (n,m)-shue. Denotiamo con FN∗n,m,N il quoziente di
F˜N
∗
n+m,N per l'azione di Σn × Σm. In modo del tutto analogo a quanto
fatto nell'ultima sezione del capitolo 1 di questa tesi, si dimostra che il limite
diretto FN∗n,m,∞ dei complessi FN
∗
n,m,N al tendere di N all'inﬁnito (per N
pari) è isomorfo a homZ[Σn×Σm] (C
n+m
∗ ,Z). Osserviamo anche che piNn,m può
essere interpretata come la mappa quoziente
X(N)
(AΣn+m)
Σn × Σm →
X(N)
(AΣn+m)
Σn+m
In virtù della dualità tra il complesso di Salvetti e la cellularizzazione di Fox-
Neuwirth per Confn
(
RN
)+
e del lemma precedente, abbiamo quindi che il
transfer associato a pNn,m in coomologia modulo 2 è indotto dalla mappa di
cocatene
αN : σ · (1 <a1 · · · <an−1 n) 7→ [a1, . . . an−1]
Passando al limite diretto su N si ottiene che p!n,m è indotto da una mappa di
cocatene α : FN∗n,m,∞ → FN∗n+m deﬁnita dalla stessa espressione.
Ora bisogna solo mettere in relazione FN∗n,m,∞ con FN
∗
n ⊗ FN∗m. A
tal ﬁne, consideriamo la mappa ovvia fN : Confn,m
(
RN
) → Confn (RN) ×
Confm
(
RN
)
, fN induce un morﬁsmo di cocatene f#N : FN
∗
n,N⊗FN∗m,N⊗Z2 →
FN∗n,m,N ⊗ Z2 e dunque, per passaggio al limite, f# : FN∗n ⊗ FN∗m ⊗ Z2 →
FN∗n,m,∞⊗Z2. Basterà solo dimostrare che α◦f# è il morﬁsmo descritto nell'e-
nunciato. A tal ﬁne, prendiamo c = [a1, . . . , an−1]⊗ [b1, . . . , bm−1]. Per quanto
dimostrato nel capitolo 1, essa rappresenta la cocatena duale alla sottovarietà
Xc ⊆ Confn
(
RN
)× Confm (RN) delle coppie (x, y) tali che x appartiene alla
catena duale a [a1, . . . , an−1] e y a quella duale a [b1, . . . , bm−1] (per N suﬃcien-
temente grande). Essendo chiaramente fN trasversa ad Xc, avremo che f
#
N (c)
è la cocatena duale alla sottovarietà Yc =
(
fN
)−1
(Xc) ⊆ Confn,m
(
RN
)
. Essa
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è unione di strati del tipo e (Γ, N). Analizzando in dettaglio Yc, si veriﬁca che
gli strati di codimensione massima tra quelli contenuti in Yc sono esattamente
quelli ottenuti da [a1, . . . , an−1] e [b1, . . . , bm−1] tramite una permutazione degli
0-blocchi. Passando al limite diretto su N si ottiene la tesi.
Inﬁne, per (III), si prendano [a1, . . . , an−1] usiamo ancora il fatto che le
classi di coomologia che si originano dal complesso FN∗n,N sono duali di Poin-
caré della classe fondamentale in omologia localmente ﬁnita dell'unione delle
corrispondenti celle di Fox-Neuwirth in Confn
(
RN
)
. Possiamo costruire del-
le stratiﬁcazioni analoghe a quella di Fox-Neuwirth, imponendo che insiemi
speciﬁcati a priori di coordinate, anche diversi dalle prime ai, siano ugua-
li. Similmente alla sezione 2 del capitolo 1, possiamo usare questa stratiﬁ-
cazione per costruire un isomorﬁsmo tra la coomologia di FN∗n,N e quella di
Confn
(
RN
)
. In virtù di quanto ricordato sopra, questo isomorﬁsmo non di-
pende dalle coordinate scelte. Usando poi il fatto che il prodotto ∪ è duale di
Poincaré del prodotto di intersezione o, se si vuole, dell'intersezione trasversa
di sottovarietà, si ottiene la tesi passando al limite su N . Per esempio, dati
a = [a1, . . . , an−1] e b = [b1, . . . , b − n− 1] ∈ FN∗n,N , l'insieme delle conﬁgu-
razioni di punti (x1 < . . . , xn) tali che xi e xi+1 hanno le prime ai coordinate
uguali e quello deﬁnito dalla proprietà che Xi e xi+1 condividono le successive
bi coordinate si intersecano chiaramente in modo trasverso nell'insieme in cui
xi e xi+1 hanno le prime a1 + b1 uguali.
Restano ora da rappresentare gli elementi γk,m in termini dei complessi
C∗ ⊗ Z2 e FN∗ ⊗ Z2. A tal ﬁne, consideriamo il sottospazio
ΓNk,m =
{
[x1, . . . , x2km] : (x1)1 = · · · = (x2k)1 , . . . ,
(
x2k(m−1)+1
)
1
= · · · = (x2km)1
}
⊆ Conf2km
(
RN
)
e denotiamo con Γk,m il loro limite diretto su N , immerso in Conf2km (R∞).
Essenzialmente, Γk,m è il sottospazio corrispondente alle conﬁgurazioni di 2km
punti, partizionati in m gruppi di 2k, in cui i punti di ogni gruppo condividono
la loro prima coordinata.
Osserviamo che ΓNk,m è l'immagine in Conf2km
(
RN
)
di Γ̂Nk,m, in cui vie-
ne operata in più una scelta della partizione, mediante una mappa propria.
Siccome Γ̂Nk,m è una varietà di dimensione N2
km − (2k − 1)m, la classe fon-
damentale di Γ̂Nk,m è ben deﬁnita in omologia localmente ﬁnita, e il duale di
Poincaré TNk,m della sua immagine nell'omologia localmente ﬁnita modulo 2 di
Conf2km (R∞) è un elemento di Hm(2
k−1) [Conf2km (RN) ;Z2]. Osserviamo
inoltre che le classi TNk,m deﬁniscono, per passaggio al limite inverso, una classe
Tk,m ∈ Hm(2
k−1) [Conf2km (R∞) ;Z2] = Hm(2k−1) (Σm2k ;Z2)
Ci riferiremo, forse un po' impropriamente, a Tk,m come `classe di Thom' di
Γk,m.
Teorema 3.15 ([5], teorema 4.9). γk,m = Tk,m.
Dimostrazione. Ricordiamo che il coprodotto di γk,m è nella forma ∆ (γk,m) =∑
i+j=m (γk,i ⊗ γk,j). Vorremmo dimostrare un'analoga formula per Tk,m; per
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la precisione
∆ (Tk,m) =
∑
i+j=m
(Tk,i ⊗ Tk,j)
A tal ﬁne, siano a e b due interi non negativi tali che a+b = m2k. Allora possia-
mo modellizzare la mappa B (ia,b) : B (Σa × Σb)→ B (Σ2km) nel seguente mo-
do. Scelti due omeomorﬁsmi ϕ+ e ϕ− di R∞ rispettivamente con (0,∞)×R∞
e (−∞, 0) × R∞, è deﬁnita una funzione fa,b : Confa (R∞) × Confb (R∞) →
Conf2km (R∞) data da
fa,b ([x1, . . . , xa], [y1, . . . , yb]) = [ϕ+ (x1) , . . . , ϕ+ (xa) , ϕ− (y1) , . . . , ϕ− (yb)]
Osserviamo che fa,b è Σa × Σb-equivariante, quindi deﬁnisce per passaggio al
quoziente una mappa fa,b : Confa (R∞) × Confb (R∞) → Conf2km (R∞). Il
coprodotto di queste mappe su a e b, per costruzione, induce in coomologia il
morﬁsmo ∆.
Chiaramente basta dimostrare la formula per ∆ (Tk,m) per la classe TNk,m
nella coomologia di Conf2km
(
RN
)
, purchéN sia abbastanza grande. Infatti ab-
biamo già visto che la restrizioneH∗ [Confn (R∞) ;Z2]→ H∗
[
Confn
(
RN
)
;Z2
]
è un isomorﬁsmo in grado minore diN . Per questo motivo, consideriamo la fun-
zione fNa,b : Confa
(
RN
)× Confb (RN)→ Conf2km (RN) data dalla restrizione
di fa,b.
Osserviamo che fNa,b è trasversale alla mappa Γ̂
N
k,m → Conf2pm
(
RN
)
. Uti-
lizzando il fatto che la classe di Thom della controimmagine di una varietà
mediante una funzione trasversa è il pullback della classe di Thom della varietà
stessa, avremo che(
fNa,b
)∗ (
TNk,m
)
= Thom
((
fNa,b
)−1
(Γk,m)
)
Tuttavia, questa controimmagine è non vuota solo se a = 2kl e b = 2k(m− l),
nel qual caso coincide con ΓNk,l × ΓNk,m−l. Segue la formula voluta.
Usiamo ora questa formula per dimostrare il teorema. In virtù del teorema
2.27, gli unici elementi irriducibili nell'algebra di Hopf
⊕
n≥0 [H∗ (Σn;Z2)] si
trovano in Hd (Σn;Z2) con d ≥ n. Ne consegue che il prodotto è suriettivo
(o, dualmente, ∆ è iniettivo) sui gruppi di dimensione più bassa di n − 1
nella componente indicizzata da n. A meno di utilizzare la formula precedente
per il coprodotto e un ragionamento per induzione su m, basta mostrare che
Tk,1 = γk,1. In tal caso Tk,1 è primitivo rispetto a ∆, quindi < Tk,1, x >= 0
ogni qualvolta x non è irriducibile in H2k−1 (Σ2k ;Z2). D'altra parte, sempre
usando 2.27, si veriﬁca che l'unico irriducibile in questo gruppo di omologia è
xk = Q
Ik,k (ι) oppure, utilizzando le operazioni con gli indici in basso, xk =
Q◦
k
1 (ι).
Analizzando la deﬁnizione dell'operazione Q1, e usando la retrazione espli-
cita di C(∞)n su Confn (R∞) costruita nel capitolo 2, è facile rendersi conto che
xk è l'immagine della classe fondamentale della varietà compatta Xk deﬁnita
induttivamente da
• X0 = {∗};
• Sk = S1×Z2 (Xk−1 ×Xk−1), dove Z2 agisce tramite la mappa antipodale
su S1 e permutando i fattori su Xk−1 ×Xk−1.
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Xk deve considerarsi immerso in Conf2k (R∞) tramite la funzione ϕk data da:
• se k = 0, ϕ0 (∗) = 0 ∈ R∞;
• se k > 0, posto ε = 14 e indicato con vn il vettore
v, . . . , v︸ ︷︷ ︸
n volte
,
ϕk (v ×Z2 (p1, p2)) =
[
vp
k−1
+ εϕk−1 (p1) ,−vpk−1 + εϕk−1 (p2)
]
É facile vedere che Xk interseca Γk,l trasversalmente in un solo punto, quindi
< Tk,1, xk >= 1 per le proprietà della classe di Thom. Segue la tesi.
L'osservazione ovvia che Tk,n corrisponde, in FN∗n alla classe di coomologia
di
gk,m = [ 1, . . . , 1︸ ︷︷ ︸
2k−1 volte
, 0, . . . , 0, 1, . . . , 1︸ ︷︷ ︸
2k−1 volte︸ ︷︷ ︸
m volte
]
dà direttamente il seguente
Corollario 3.16. I generatori γk,m dell'anello di Hopf
⊕
n≥0 [H
∗ (Σn;Z2)]
coincidono, in termini del complesso FN∗, con i gk,m deﬁniti sopra o, equiva-
lentemente, in termini della risoluzione C∗, con i duali delle catene
sk,m =
(
Sm2k \ {σl2k}1≤l≤m ⊇ ∅ ⊇ . . .
)
3.5 Teorema di Nakaoka
L'obiettivo di questa ultima piccola sezione è quello di rivisitare, seguendo [6], il
classico teorema di Nakaoka (si veda [13]) sulla coomologia modulo 2 di Σ∞ alla
luce delle costruzioni analizzate sopra. Il suddetto risultato è di fondamentale
importanza in alcune aree della topologia algebrica, soprattutto lo studio di
alcuni spazi di lacci inﬁniti.
Ricordiamo che Σ∞, il `gruppo simmetrico inﬁnito', è deﬁnito come il limite
diretto dei gruppi Σn rispetto alle inclusioni ovvie jn : Σn → Σn+1. Di conse-
guenza, la coomologia H∗ (Σ∞;Z2) è isomorfa al limite inverso di H∗ (Σn;Z2)
rispetto alle restrizioni i∗n.
Se indichiamo con < Σn, Sn >, Sn = {σ1, . . . , σn−1}, il sistema di Coxeter
standard per Σn, in termini delle risoluzioni Cn∗ e C
n+1
∗ , la mappa jn,# indotta
da jn assume la forma
((Γ1 ⊇ · · · ⊇ Γd ⊇ ∅) , γ) 7→ ((µ (Γ1) ⊇ · · · ⊇ µ (Γd)) , j (γ))
dove µ : Sn → Sn+1 è l'inclusione ovvia. Ciò può essere dimostrato in modo
simile a quanto fatto per il teorema 3.14, mostrando che jn induce una mappa
cellulare XΣn → XΣn+1 che tra i complessi di Salvetti che agisce sulle celle nel
modo voluto.
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Ne consegue che il duale j# : homZ2[Σn+1]
(
Cn+1∗ ;Z2
)→ homZ2[Σn] (Cn∗ ,Z2)
è data da
j# (Γ, 1)
∨
=
{
0 se σn ∈ Γ1
(Γ, 1)
∨ altrimenti
In termini della base data dai diagrammi skyline, in virtù dei teoremi della
sezione precedente, abbiamo che j∗n (x) è uguale a 0 se x è un diagramma
senza colonne di altezza nulla, mentre in caso contrario j∗n (x) è ottenuto da x
eliminando una colonna vuota. Ne consegue che il limite inverso H∗ (Σ∞;Z2)
ha per base i diagrammi aventi inﬁnite colonne, di cui solo un numero ﬁnito
di altezza positiva, e che il prodotto ∪ in tale coomologia, essendo indotto da
·, può essere calcolato con lo stesso algoritmo descritto alla ﬁne della sezione
3.3. Chiameremo larghezza di un `diagramma inﬁnito' siﬀatto la somma delle
larghezze delle colonne non nulle.
Diamo ora la seguente
Deﬁnizione 3.17. Chiamiamo colonna dispari un diagramma inﬁnito in cui
tutte le colonne sono nulle eccetto una, e se in quest'ultima c'è almeno un
rettangolo che compare un numero dispari di volte. Deﬁniamo inoltre radice
di un diagramma D avente un unica colonna non nulla come l'unica colonna
dispari R tale che R2
p
= D per qualche p ∈ N.
Proposizione 3.18 (teorema di Nakaoka). H∗ (Σ∞;Z2) è l'algebra polinomia-
le su Z2 generata dalle colonne dispari.
Dimostrazione. Osserviamo che H∗ (Σ∞;Z2) ammette una ﬁltrazione naturale
data dalla larghezza. Più precisamente, deﬁniamo Fm il sottospazio vettoriale
di H∗ (Σ∞;Z2) generato dai diagrammi di larghezza minore o uguale a m. Se
D ∈ Fm è un diagramma avente n colonne C1, . . . , Cn, poniamo Ri la radice
di Ci (inteso, con un piccolo abuso di notazione, come il diagramma avente
come unica colonna di altezza positiva Ci). Usando la formula esplicita per il
prodotto · data dal teorema 3.14, si vede facilmente che D, modulo Fm−1, è
uguale a
∏n
i=1
(
R
2pi
i
)
. Di conseguenza, l'anello graduato gradF∗ [H
∗ (Σ∞;Z2)],
e dunque anche lo stesso H∗ (Σ∞;Z2), è un anello polinomiale.
Capitolo 4
L'anello di Hopf
⊕
H∗ (Σn;Zp) con
p 6= 2, esempi
In questo capitolo generalizzeremo parte delle costruzioni fatte per la coomo-
logia dei gruppi simmetrici modulo 2 al caso di coeﬃcienti in Zp, con p primo
qualunque. Nel caso p 6= 2, sebbene le tecniche dimostrative siano essenzial-
mente le stesse descritte nei capitoli 2 e 3 di questa tesi e usate da Sinha e Giusti
([6] e [5]), non siamo a conoscenza di alcun lavoro in cui la nostra presentazione
sia stata derivata esplicitamente.
Cominceremo con la derivazione di una presentazione come anello di Hopf
di A =
⊕
H∗ (Σn;Zp), con p 6= 2, in cui evidenzieremo soprattutto le diﬀerenze
rispetto al caso p = 2, e concluderemo con alcuni esempi e un confronto tra i
metodi descritti e un approccio di calcolo diretto.
4.1 Azione di R(p) sul duale, generatori e relazioni
Ripercorriamo qui, per p > 2, il percorso svolto nelle prime sezioni del capitolo
precedente. Innanzitutto, la struttura di anello di Hopf suA =
⊕
H∗ (Σn;Zp) è
descritta nella sezione 3.1, in cui abbiamo volutamente mantenuto un anello dei
coeﬃcienti generale, siccome le dimostrazioni di questa parte non presentano
diﬀerenze tra il caso p = 2 e p 6= 2.
Poi, si deve descrivere i rapporti intercorrenti tra il prodotto ∗ su A∗ =⊕
H∗ (Σn;Zp) duale a ∆, i coprodotti ∆· e ∆ duali rispettivamente a · e 
e le operazioni di Dyer-Lashof, questa volta in caratteristica p.
A tal ﬁne, osserviamo che la dimostrazione della proposizione 3.3 resta
inalterata anche in questo caso, siccome essa è stata svolta a livello di omotopia
tra funzioni continue.
Per il coprodotto ∆·, vale ancora che esso è indotto dalla mappa diagonale,
quindi, siccome A = H∗
(
D
(
S0
)
;Zp
)
è una R(p)-bialgebra ammissibile, se
∆· (x) =
∑
(x′ ⊗ x′′), varrà che
βQi (∆· (x)) =
i∑
j=0
[∑(
β ◦Qj (x′)⊗Qi−j (x′′)
+ (−1)deg(x′)Qj (x′)⊗ βQi−j (x′′)
)]
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Ciò determina completamente ∆·.
Inﬁne, per ∆, resta vero il fatto che esso commuta con l'applicazione delle
Qi, in quanto esso è ottenuto applicando il funtore D ad una mappa stabile.
Pertanto, usando il fatto che ∆ (ι) = ι⊗ 1 + 1⊗ ι, come nella dimostrazione
della proposizione 3.4, se ne deduce, usando il fatto che β è una derivazione
rispetto al prodotto cross, che, per ogni m-upla ammissibile I = (ε1, i1, . . . , im)
∆
(
QI (ι)
)
= QI (ι)⊗ 1 + 1⊗QI (ι)
Ciò determina completamente l'azione di R(p) su A∗.
Ora vogliamo usare tutto ciò per fornire una presentazione in termini di
generatori e relazioni di A. C'è però una piccola complicazione: mentre nel caso
p = 2 l'algebra (A, ∗) è polinomiale, in questo caso non è così. Per esempio, se
x ∈ A∗ ha grado dispari, allora x2 = 0. Ciò nonostante, un analogo del lemma
3.6 continua a valere per l'algebra graduata anticommutativa U (X) generata
liberamente da un insieme di variabiliX. Anche questo fatto può essere dedotto
dai teoremi di [12], ma noi ne proponiamo qui un a dimostrazione diretta.
Lemma 4.1. Sia (B, ∗,∆) una bialgebra graduata anticommutativa su un
campo Zp con le seguenti proprietà:
I. rispetto al prodotto ∗, B è isomorfo all'algebra anticommutativa generata
U ({xi}) generata da certi generatori xi, con deg (xi) = di ≥ 0;
II. per ogni d ≥ 0, il numero di xi di grado d è ﬁnito;
III. ogni xi è primitivo rispetto a ∆, cioè è tale che ∆ (xi) = xi ⊗ 1 + 1⊗ xi.
Sia B∗ il duale di B. Allora, in B∗, per ogni indice i e per ogni a, b ≥ 0,vale
la formula
(xai )
∨ (
xbi
)∨
=
(
a+ b
a
)(
xa+bi
)∨
Si indichino con I1 l'insieme degli indici i per cui di è dispari e con I2 l'insieme
degli indici i per cui di è pari. Allora, come algebra graduata
B∗ ∼=
⊗
i∈I2
k≥0
Zp[(xp
k
i )
∨](
[(xp
k
i )
∨]p
) ⊗ U ({x∨i }i∈I1)
Dimostrazione. La relazione tra il prodotto dei duali di xai e di x
b
i e il duale
di xa+bi si dimostra in modo analogo a quanto fatto per il lemma 3.6. Se ne
deduce, similmente a quanto fatto nel caso p = 2, che se B = Zp[x], con deg(x)
pari, c'è un isomorﬁsmo
ϕx :
⊗
k≥0
Zp[(xp
k
)∨](
[(xpk)∨]p
) → B∗
Se supponiamo ora che I1 = ∅, allora B =
⊗
i∈I (Zp[xi]) come bialgebra,
quindi B∗ ∼= ⊗i∈I (Zp[xi]∗), da cui segue la validità dell'asserto. Nel caso
generale in cui I1 6= ∅, sia Bc il quoziente di B per l'ideale generato dagli
elementi di grado dispari. Allora B∗c è una sottoalgebra di B
∗ in modo naturale.
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Siccome la condizione (III) implica che B∗ è un'algebra anticommutativa, il
prodotto in B∗ deﬁnisce un epimorﬁsmo
ϕ :
⊗
i∈I2
k≥0
Zp[(xp
k
i )
∨](
[(xp
k
i )
∨]p
) ⊗ U ({x∨i }i∈I1) ∼= B∗c ⊗ U ({x∨i }i∈I1)→ B∗
Un confronto delle dimensioni grado per grado mostra facilmente che ϕ deve
essere un isomorﬁsmo.
Nel nostro caso, ciò implica che (A,) è isomorfa all'algebra anticommuta-
tiva libera generata dai duali di
(
QI (ι)
)pk
, con I ammissibile con e (I) > 0 o
I = ∅, k ≥ 0 se il grado di QI (ι) è pari, k = 0 se è dispari, quozientata per le
relazioni
(
[(QI (ι))p
k
]∨
)p
= 0.
Per quanto riguarda il prodotto ·, valgono ovviamente ancora le relazioni
x · y = 0 se x ∈ H∗ (Σn;Zp), y ∈ H∗ (Σm;Zp), con n 6= m. Tuttavia, se
p 6= 2 esse non bastano a descrivere A. In eﬀetti, le relazioni del teorema 2.26
valgono, inalterate, anche in A.
Lemma 4.2. Si considerino, in A, gli elementi:
• αj,k =
[
QJj,k (ι)
]∨
per 1 ≤ j ≤ k;
• βj,k,m =
[(
QKi,j,j (ι)
)m]∨
per 1 ≤ i < j e m ≥ 0;
• γk,m =
[(
QIk,k (ι)
)m]∨
per k,m ≥ 0.
Allora valgono le relazioni:
I. αi,kαj,k = γk,1βi,j,pk−j se i < j;
II. βi,j,pk−jαl,k = (−1)ρ βρ(i),ρ(j),pk−ρ(j)αρ(l),k se i, j, l sono a due a due di-
stinti, dove ρ è la permutazione di Bij ({i, j, l}) ∼= Σ3 che dispone questi
tre numeri in ordine crescente, mentre βi,j,pk−jαl,k = 0 se i, j, l non sono
a due a due distinti;
III. βi,j,mβi′,j′,m′ = [(−1)ρ]m βρ(i),ρ(j),mpj−ρ(j)βρ(i′),ρ(j′),m′pj′−ρ(j′) se si sup-
pone che mpj = m′pj
′
e che i, j, i′, j′ sono a due a due distinti, dove ρ è
la permutazione di Bij ({i, j, i′, j′}) ∼= Σ4 che dispone questi quattro nu-
meri in ordine crescente, mentre βi,j,mβi′,j′,m′ = 0 se i, j, i
′, j′ non sono
a due a due distinti.
Dimostrazione. Cominciamo a dimostrare (I). Sia ϕ : R(p) → A∗ la fun-
zione data da ϕ
(
QI
)
= QI (ι). Dalla formula per il coprodotto ∆· segue
che ϕ ⊗ ϕ (∆ (QI)) = ∆· (ϕ (QI)), cioè ϕ è un morﬁsmo di coalgebre. sia
x =
∏k
i=1
(
QI1 (ι)
)
un monomio in A∗ (con Ii ammissibili ed e (Ii) > 0) o
I = ∅. Dalla formula per ∆· e dal fatto che esso è un morﬁsmo di algebre
segue che
∆· (x) =
∑
Ji+Ki=Ii
[
±
(
k∏
i=1
QJi (ι)
)
⊗
(
k∏
i=1
QKi (ι)
)]
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Siccome ∆· è il coprodotto duale a ·, abbiamo che
〈αi,k · αj,k, x〉 =
〈(
QJi,k (ι)
)∨ ⊗ (QJj,k (ι))∨ ,∆· (x)〉
Dato che QJi,k (ι) è irriducibile in A∗, la formula precedente per ∆· (x) implica
che 〈αi,k · αj,k, x〉 = 0 ogni qualvolta x è un prodotto. Similmente QIk,k (ι) è
irriducibile in A∗, quindi se x è un prodotto〈
γk,1 · βi,j,pk−j , x
〉
=
〈(
QIk,k (ι)
)∨ ⊗ (QKi,j,k (ι)) ,∆· (x)〉 = 0
Segue che le restrizioni di αi,k ·αj,k e γk,1 · βi,j,pk−j a coker (ϕ) sono nulle. Per
dimostrare (I) basta quindi dimostrare che ϕ∗ (αi,k · αj,k) = ϕ∗
(
γk,1 · βi,j,pk−j
)
nel duale di R(p), dove si è indicata con ϕ∗ : A → (R(p))∗ la mappa duale di
ϕ. Ma questa uguaglianza è esattamente quanto asserito dal teorema 2.26.
Il punto (II) si dimostra in modo del tutto analogo. Per il punto (III),
dimostriamo la tesi per induzione su r = min {m,m′}:
• Se r = 1, allora almeno uno tra gli elementi βi,j,m e βi′,j′,m′ e almeno
uno tra βρ(i),ρ(j),mpj−ρ(j) e βρ(i′),ρ(j′),mpj′−ρ(j′) sono duali lineari di un
monomio irriducibile, dunque l'asserto segue dallo stesso ragionamento
di prima.
• Se r > 1 e r non è una potenza di p, allora ogni monomio x nelle variabili
QI (ι) tale che x ∈ H∗
(
Σmpj ;Zp
)
si può scrivere come prodotto di altri
due monomi y ∈ H∗ (Σa;Zp), z ∈ H∗ (Σb;Zp), con 1 ≤ a, b ≤ mpj − 1.
É facile vedere che se 〈βi,j,m · βi′,j′,m′ , x〉 6= 0, allora a = cpj = c′pj′ e
b = dpj = d′pj
′
. In tal caso
〈βi,j,m · βi′,j′,m′ , yz〉 = 〈βi,j,m ⊗ βi′,j′,m′ ,∆· (y ∗ z)〉
= 〈βi,j,m ⊗ βi′,j′,m′ ,∆· (y) ∗∆· (z)〉
= 〈βi,j,c ⊗ βi′,j′,c′ ,∆· (y)〉 〈βi,j,d ⊗ βi′,j′,d′ ,∆· (z)〉
= 〈βi,j,c · βi′,j′,c′ , y〉 〈βi,j,d · βi′,j′,d′ , z〉
= [(−1)ρ]c
〈
βρ(i),ρ(j),cpj−ρ(j) · βρ(i′),ρ(j′),c′pj′−ρ(j′) , y
〉
[(−1)ρ]d
〈
βρ(i),ρ(j),dpj−ρ(j) · βρ(i′),ρ(j′),d′pj′−ρ(j′) , z
〉
dove nell'ultimo passaggio si è usata l'ipotesi induttiva. Ripercorrendo
gli stessi passaggi al contrario si ottiene quindi che la valutazione dei due
membri di (III) su ogni monomio x assume lo stesso valore, da cui la
tesi.
• Se m = pk−j , m′ = pk−j′ sono potenze di p abbiamo due possibili-
tà. Se x è un monomio in H∗
(
Σpk ;Zp
)
non irriducibile, cioè può essere
scritto come prodotto di altri due monomi, allora il ragionamento prece-
dente mostra che i due membri dell'equazione (III) assumono lo stesso
valore se valutati su x. Altrimenti, x è irriducibile, dunque appartiene
all'immagine di ϕ. L'asserto segue, in questo caso, dal teorema 2.26.
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Similmente a 3.8 si dimostra il seguente
Lemma 4.3. Valgono le formule:
• ∆ (αj,k) = αj,k ⊗ 1 + 1⊗ αj,k;
• ∆ (βi,j,m) =
∑m
l=0 (βi,j,l ⊗ βi,j,m−l);
• ∆ (γk,m) =
∑m
l=0 (γk,l ⊗ γk,m−l).
Teorema 4.4. Come anello di Hopf, A =
⊕
n≥0 [H
∗ (Σn;Zp)] è generato
dagli elementi αj,k, βi,j,m e γk,m deﬁniti sopra, sotto le sole relazioni, oltre
all'anticommutatività dei prodotti e a (I), (II), (III) come nel lemma 4.2:
IV. βi,j,m  βi,j,l =
(
m+ l
m
)
βi,j,m+l;
V. γk,m  γk,l =
(
m+ l
m
)
γk,m+l;
VI. il prodotto · tra due generatori appartenenti a componenti diverse è nullo.
Inoltre ∆ è determinato dal lemma precedente e S ha la forma descritta nella
sezione 3.1.
Dimostrazione. Sia B = (B , ·B ,∆B , SB , ηB , εB) l'anello di Hopf graduato an-
ticommutativo, generato dagli elementi αj,k, βi,j,m, γk,m (di grado opportuno)
con le relazioni indicate. C'è un morﬁsmo ovvio ψ : B → A.
É facile vedere che B è generato, sotto il solo prodotto , dagli elemen-
ti che possono essere scritti nella forma
∏
mpk=l γk,m ·
∏r
a=1 βi2a−1,i2a,lp−i2a e∏
mpk=pc γk,m ·
∏r
a=1 βi2a−1,i2a,pc−i2aβi2a−1,i2a,pc−i2aαi2r+1,pc−i2r+1 , dove nel pri-
mo caso 1 ≤ i1 < · · · < i2r ≤
⌊
p
√
l
⌋
, mentre nel secondo caso 1 ≤ i1 < · · · <
i2r+1 ≤ c. Chiameremo questi elementi blocchi. In virtù di (I), (II), (III)
e (V I) essi sono tutti e soli gli elementi che si possono ottenere a partire dai
generatori mediante l'applicazione di ·B . Chiameremo inoltre monomi di Hopf
gli oggetti nella forma b1 B · · · B bs, dove ogni bj è un blocco.
Analogamente a quanto fatto per il teorema 3.9, si dimostra che per ogni
blocco b (di dimensione pari) vale che b
p
= 0. Deﬁniamo un'algebra
C =
⊗
d,k≥0
b∈H2d(Σpk ;Zp)blocco
(
Zp[b]
bp
)
⊗ U
[
{b} d,k≥0
b∈H2d+1(Σpk ;Zp)blocco
]
In virtù di questa proprietà, c'è un morﬁsmo ovvio χ : C → B.
Osserviamo che se b è un blocco di dimensione dispari, è necessariamen-
te nella forma b = b′ · αj,k per qualche j ≤ k, quindi b ∈ H∗
(
Σpk ;Zp
)
. Se
invece dim (b) è pari, allora un ragionamento analogo a quello utilizzato nella
dimostrazione del teorema 3.9 assicura che b può essere scritto come mono-
mio di Hopf in cui compaiono solo generatori nella forma γk,pm e βi,j,pm . Di
conseguenza, χ è suriettivo.
Il fatto, osservato in precedenza, che A è l'algebra esterna sui QI (ι) al
variare di I ammissibile, il teorema 2.26 e la caratterizzazione di A∗ del teorema
2.27 implicano che la composizione ψ ◦ χ : C → (A,) è un isomorﬁsmo di
algebre. Questo, unito alla suriettività di χ, dà la tesi.
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Il teorema precedente consente, similmente a quanto fatto nel caso p = 2,
di ottenere una base di A come Zp-spazio vettoriale.
Deﬁnizione 4.5. Sia b = γk1,m1 . . . γks,msβi1,i2,m′1 . . . βi2a−1,i2a,m′a , oppure b =
γk1,m1 . . . γks,msβi1,i2,m′1 . . . βi2a−1,i2a,m′aαi2a+1,c, un blocco. Nel primo caso po-
niamo r = 2a, nel secondo r = 2a + 1. Deﬁniamo proﬁlo di b la coppia (k, e),
ove k = (k1, . . . , ks), ove i kj si suppongono disposti in ordine crescente, mentre
e = (i1, . . . , ir).
Per esempio il proﬁlo di γ1,2pγ32,pβ1,2,2 è (k, e), con k = (1, 2, 2, 2) e e =
(1, 2).
Corollario 4.6. Si consideri l'insiemeM di tutti i monomi di Hopf⊙ri=1 (bi)
tali che i blocchi bi hanno proﬁli a due a due distinti. M è una base bigraduata
di A come Zp-spazio vettoriale.
Dimostrazione. É del tutto analoga a quella del corollario 3.11 (con le ovvie
modiﬁche del caso).
Sarebbe illuminante avere un interpretazione geometrica dei generatori αj,k,
βi,j,m e γk,m in termini del complesso FN∗ ⊗ Zp.
4.2 Esempi e confronto con un approccio diretto
In quest'ultima sezione vogliamo fornire alcuni esempi che mostrano i vantaggi
computazionali dell'utilizzo della struttura di anello di Hopf per il calcolo di
H∗ (Σn;Zp) rispetto ad un calcolo diretto della coomologia di FN∗n. Infatti,
al crescere di n, questo secondo approccio richiede calcoli decisamente lunghi,
che possono essere evitati mediante l'utilizzo del primo metodo.
Cominciamo ad applicare la nostra determinazione della struttura di anello
di Hopf per A per determinare una base (additiva) di H∗ (Σn;Zp) per i primi
valori di n.
Esempio 4.7. Supponiamo p = 2. Osserviamo che, se n è dispari, la restrizione
H∗ (Σn;Z2) → H∗ (Σn−1;Z2) è un isomorﬁsmo. Infatti, tutti i blocchi in A
appartengono ad una componenteH∗ (Σm;Z2) conm pari, eccetto 1H∗(Σ1;Z2) =
ι. Da questo segue che, per n dispari, ogni elemento della baseM del corollario
3.11 che appartiene alla componente corrispondente a Σn è nella forma b 11,
dove b ∈ H∗ (Σn−1;Z2) ∩M. La determinazione del morﬁsmo di restrizione
considerato, fatta nella sezione 3.5 assicura allora che essa sia un isomorﬁsmo.
In virtù di questo fatto, sarà suﬃciente calcolare H∗ (Σn;Z2) per n pari.
Per i primi valori di n abbiamo che:
• se n = 2, allora l'unico γk,m appartenente alla componente corrispondente
a Σm, con m ≤ 2, è γ1,1. Di conseguenza, gli elementi della baseM che
appartengono a H∗ (Σ2;Z2) sono tutti e soli quelli nella forma γa1,1, con
a ≥ 0. Quindi dim [Hd (Σ2;Z2)] = 1 per ogni d ≥ 0, e un suo generatore
è γd1,1 che, in termini di FN
∗, corrisponde a gd1,1 = [d].
• se n = 4, allora γk,m ∈ H∗ (Σm;Z2), con m ≤ 4 se e solo se (k,m) ∈
{(1, 1) , (1, 2) , (2, 1)}. ne segue che
M∩H∗ (Σ4;Z2) =
{
γa1,1  γb1,1
}
0≤a<b ∪
{
γa1,2 · γb2,1
}
a,b≥0
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Da quanto dimostrato in precedenza sappiamo che γa1,1 = [a], γ
a
1,2 =
[a, 0, a] e γa2,1 = [a, a, a]. Per la forma geometrica di  varrà quindi che
una base per H∗ (Σ4;Z2) è data da:
{[a, 0, 0] + [0, a, 0] + [0, 0, a]}a>0∪{[a, 0, b] + [b, 0, a]}0<a<b∪{[b, a, b]}0≤a≤b
In altre parole, essa è costituita dalle classi di Thom dei sottospazi X(1)a ,
X
(2)
a,b e X
(3)
a,b , dove X
(1)
a corrisponde alle conﬁgurazioni di quattro punti
dei quali due hanno le prime a coordinate uguali, X(2)a,b a quelle di quattro
punti di cui due condividono le prime a coordinate e gli altri due le prime b
e inﬁne inX(3)a,b viene imposto che tutti i punti aventi le prime a coordinate
uguali, e sono divisi in due coppie, ciascuna delle quali condivide altre
b− a coordinate.
In particolare è possibile, con un semplice calcolo, determinare la dimen-
sione di ognuno dei gruppi di coomologia considerati. Più precisamente
dim
[
Hd (Σn;Z2)
]
=
{
1 se n = 0
n− ⌈n3 ⌉+ 1 se n > 0
• Se n = 6, allora, ragionando come sopra, si dimostra che una base è data
da {
γa1,1  γb1,1  γc1,1
}
0≤a<b<c ∪
{
γa1,1  γb1,2 · γc2,1
}
a,b,c≥0 ∪
{
γa1,3
}
a>0
Esempio 4.8. Supponiamo p > 2. In modo analogo a quanto visto nella sezione
3.5, l'inclusione jn : Σn → Σn+1 induce una mappa cellulare tra i corrispon-
denti complessi di Salvetti e un'analisi di tale mappa mostra che la restrizione
j∗n : H
∗ (Σn+1;Zp)→ H∗ (Σn;Zp) manda un elemento nella forma b1H∗(Σ1;Zp)
in b, e tutti i monomi di Hopf che non possono essere scritti in questa forma in
0. Analogamente all'esempio 4.7, se ne deduce che se n + 1 non è multiplo di
p, allora j∗n è un isomorﬁsmo.
In virtù di questo fatto, basterà calcolare H∗ (Σn;Z2) per n multiplo di p.
Per i primi valori di n abbiamo che:
• se n = p, allora gli unici generatori di Hopf che appartengono alla com-
ponente H∗ (Σm;Zp), con m ≤ n, sono γ1,1 e α1,1. Di conseguenza, gli
elementi della base M del corollario 4.6 che stanno nella componente
corrispondente a Σn sono γa1,1 e γ
a
1,1 · α1,1, con a ≥ 0. Dunque
dim
[
Hd (Σp;Zp)
]
=
{
1 se d ≡ 0,−1( mod 2p− 2 )
0 altrimenti
• se n = 2p, allora l'intersezione diM con H∗ (Σn;Zp) è data da{
γa1,1  γb1,1
}
0≤a<b ∪
{
γa1,1  γb1,1α1,1
}
a,b≥0
∪ {γa1,1α1,1  γb1,1α1,1}0≤a<b ∪ {γa1,2}a≥0
In questo caso abbiamo che
 deg
(
γa1,1  γb1,1
)
= 2 (p− 1) (a+ b);
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 deg
(
γa1,1  γb1,1α1,1
)
= 2 (p− 1) (a+ b)− 1;
 deg
(
γa1,1α1,1  γb1,1α1,1
)
= 2 (p− 1) (a+ b)− 2;
 deg
(
γa1,2
)
= 4 (p− 1).
Ne consegue che, posto k =
⌈
d
2(p−1)
⌉
,
dim
[
Hd (Σ2p;Zp)
]
=

⌈
k
2
⌉
se d ≡ 0,−2( mod 2(p− 1) )
k + 1 se d ≡ −1( mod 2(p− 1) )
0 altrimenti
• Sia ora n = 3p. La situazione è diﬀerente a seconda che p = 3 o che
p > 3. Se p > 3 i generatori appartenenti a componenti corrispondenti a
Σm, m ≤ n, sono γ1,1, α1,1, γ1,2 e γ1,3. Pertanto una base di H∗ (Σ3p;Zp)
è data da{
γa1,1  γb1,1  γc1,1
}
0≤a<b<c ∪
{
γa1,1  γb1,1  γc1,1α1,1
}
0≤a<b,c≥0
∪ {γa1,1  γb1,1α1,1  γc1,1α1,1}a≥0,0≤b<c
∪ {γa1,1α1,1  γb1,1α1,1  γc1,1α1,1}0≤a<b<c ∪ {γa1,1  γb1,2}a,b≥0
∪ {γa1,1α1,1  γb1,2}a,b≥0 ∪ {γa1,3}a≥0
Se invece p = 3, entrano in gioco anche β1,2,1, α1,2, α2,2 e γ2,1. Una
base è allora data da tutti i monomi di Hopf elencati sopra, uniti a γa2,1,
γa2,1β1,2,1, γ
a
2,1α1,2 e γ
a
2,1α2,2, con a ≥ 0.
Il calcolo diretto mediante il complesso FN∗ è invece schematizzato breve-
mente di seguito, omettendo ovviamente i conti più onerosi. Esso è analogo a
quello svolto da Salvetti per i gruppi diedrali [17].
• Per n = 2 il complesso XΣ2 è isomorfo a P∞ (R), con la usuale cellulariz-
zazione. Ne consegue che C(2)∗ coincide con la risoluzione standard W di
Σ2 = Π2. Il calcolo è quindi in questo caso agevole e ben noto.
• Per n = 3, indichiamo con eia,b la catena in C(3)∗ corrispondente alla
bandiera {σ1, σ2} , . . . , {σ1, σ2}︸ ︷︷ ︸
a volte
, {σi} , . . . , {σi}︸ ︷︷ ︸
b volte

Poniamo inoltre ea,0 = e1a,0 = ea,02. Una semplice analisi della formula
del bordo in C(3)∗ mostra che
 se a, b > 0, ∂
(
e1a,b
)
= e1a−1,b+1 − σ2σ1e2a−1,b+1 + (−1)b e1a,b−1 +
(−1)a σ1e1a,b−1;
 se a, b > 0, ∂
(
e2a,b
)
= σ1σ2e
1
a−1,b+1 − e2a−1,b+1 + (−1)b e2a,b−1 +
(−1)a σ1e1a,b−1;
 se b > 0, ∂
(
e10,b
)
= (−1)b e10,b−1 + σ1e10,b−1;
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 se b > 0, ∂
(
e20,b
)
= (−1)b e2a,b−1 + σ1e1a,b−1;
 ∂ (ea,0) = − (1 + (−1)a σ2 + σ1σ2) e1a−1,1+
(1 + (−1)a σ1 + σ2σ1) e2a−1,1 per a > 0.
Osserviamo ora che C(3)m ⊗ Zp ha una base Bm data da
Bm =

(
e10,m, e
2
0,m, . . . , e
1
m−2
2 ,2
, e2m−2
2 ,2
, em
2 ,0
)
per m pari(
e10,m, e
2
0,m, . . . , e
1
m−1
1 ,1
, e2m−1
2 ,1
)
per m dispari
In entrambi i casi la dimensione di C(3)m ⊗ Zp è pari a m + 1. In virtù
delle formule di bordo precedenti, la matrice associata al diﬀerenziale dm
rispetto alle basi duali di Bm ha una struttura a blocchi data da
d4k =

0 A 0 . . . 0 0
0 0 A . . . 0 0
...
...
...
. . .
...
...
0 0 0 . . . A 0
0 0 0 . . . 0 A
0 0 0 . . . 0 0

d4k+1 =

B 0 0 . . . 0 0
0 A 0 . . . 0 0
0 0 A . . . 0 0
...
...
...
. . .
...
...
0 0 0 . . . A 0
0 0 0 . . . 0 C

d4k+2 =

D 0 0 . . . 0 0
0 A 0 . . . 0 0
0 0 A . . . 0 0
...
...
...
. . .
...
...
0 0 0 . . . A 0
0 0 0 . . . 0 A
0 0 0 . . . 0 0

d4k+3 =

E 0 0 . . . 0 0
0 A 0 . . . 0 0
0 0 A . . . 0 0
...
...
...
. . .
...
...
0 0 0 . . . A 0
0 0 0 . . . 0 C

dove
A =

−1 1 0 0
−1 1 0 0
2 0 −1 1
0 2 −1 1
 B =
 1 −1 0 02 0 −1 1
0 2 −1 1
 C =

−1 1
−1 1
2 0
0 2

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D =
[
2 −1 1
2 −1 1
]
E =
[
3 −3 ]
Si veriﬁca facilmente che rk (A) = 2, rk (B) = 2, rk (C) e rk (D) sono
uguali a 2 se p 6= 2 e a 1 se p = 2, mentre rk (E) è pari a 1 se p 6= 3 e 0 se
p = 3. Ne segue che le dimensioni dell'immagine e del nucleo di dm sono
dati dalle formule:
 dim
(
im
(
d4k
))
= 2k e dim
(
ker
(
d4k
))
= 2k + 1;
 dim
(
im
(
d4k+1
))
è uguale a 2k + 1 se p = 2 e a 2k + 2 se p 6= 2,
dunque dim
(
ker
(
d4k
))
è pari a 2k + 1 se p = 2 e a 2k altrimenti;
 dim
(
im
(
d4k+2
))
= 2k + 1 e dim
(
ker
(
d4k
))
= 2k + 2;
 dim
(
im
(
d4k+3
))
è pari a 2k + 2 se p = 2, 3 e a 2k + 3 se p 6= 2, 3,
dunque dim
(
ker
(
d4k
))
è 2k + 2 se p = 2, 3 e 2k + 1 altrimenti.
Se ne deduce che
dim (Hm (Σ3;Zp)) =

1 se m = 0
1 se p = 2,m > 0
1 se p = 3,m ≡ 0,−1( mod 4 )
0 altrimenti
Si ritrovano così i calcoli degli esempi 4.7 e 4.8.
• Se n = 4, i calcoli sono ancora più onerosi. Per la precisione, possiamo
indicare con ei,ja,b,c la cella di C
(4)
∗ corrispondente alla bandiera{σ1, σ2, σ3} , . . . , {σ1, σ2}︸ ︷︷ ︸
a volte
, {σi, σj} , . . . , {σi, σj}︸ ︷︷ ︸
b volte
, {σi} , . . . , {σi}︸ ︷︷ ︸
c volte

e porre e{i,j}a,b,0 = e
i,j
a,b,0 = e
j,i
a,b,0, e
1
a,0,c = e
1,2
a,0,c = e − a, 0, c1,3, e2a,0,c =
e2,1a,0,c = e
2,3
a,0,c, e
3
a,0,c = e
3,1
a,0,c = e
3,2
a,0,c e ea,0,0 = e
i,j
a,0,0∀i, j. A questo punto
abbiamo che una base Bm di C(4)m ⊗ Zp è data da
Bm =

(e10,0,m, e
2
0,0,m, e
3
0,0,m, e
1,2
0,1,m−2, e
1,3
0,1,m−2
, e2,30,1,m−2, e
2,1
0,1,m−2, e
3,1
0,1,m−2, e
3,2
0,1,m−2, . . . ,
e3,20,m2 −1,2, e
{1,2}
0,m2 ,0
, e
{1,3}
0,m2 ,0
, e
{2,3}
0,m2 ,0
,
e11,0,m−3, . . . , em6 ,0,0) se m = 6k
(e10,0,m, e
2
0,0,m, e
3
0,0,m, e
1,2
0,1,m−2, . . . ,
e3,2
0,m−12 ,1
, e11,0,m−3, . . . , e
3
m−1
3 ,0,1
) se m = 6k + 1
(e10,0,m, . . . , e
{2,3}
0,m2 ,0
, e11,0,m−3, . . . , e
{3,2}
m−2
3 ,1,0
) se m = 6k + 2
(e10,0,m, . . . , e
3,2
0,m−12 ,1
, e11,0,m−3, . . . , em3 ,0,0) se m = 6k + 3
(e10,0,m, . . . , e
{2,3}
0,m2 ,0
, e11,0,m−3, . . . , e
3
m−1
3 ,0,1
) se m = 6k + 4
(e10,0,m, . . . , e
3,2
0,m−12 ,1
, e11,0,m−3, . . . , e
{2,3}
m−2
3 ,1,0
) se m = 6k + 5
(e10,0,m, . . . , e
{3,2}
0,m2 ,0
, e11,0,m−3, . . . , em3 ,0,0) se m = 6k + 4
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Si devono poi esprimere i diﬀerenziali degli elementi della base nel com-
plesso hom
(
C
(4)
∗ ;Zp
)
e rappresentarli in forma matriciale rispetto alla
base duale di Bm. La ﬁgura 4.2 mostra, per esempio, come queste matrici,
se p = 2, si compongano dei seguenti blocchi:
A =

1 0 0 1 0 0
0 0 0 0 0 0
0 0 1 0 0 1
1 0 0 1 0 0
0 0 0 0 0 0
0 0 1 0 0 1
 B =

1 1 0
0 0 0
0 1 1
1 1 0
0 0 0
0 1 1

C =
 0 1 0 0 1 01 1 1 1 1 1
0 1 0 0 1 0
 D =

1 0 1 0 0 0
0 1 0 0 0 0
1 0 1 0 0 0
0 0 0 1 0 1
0 0 0 0 1 0
0 0 0 1 0 1

E =
 1 0 10 1 0
1 0 1
 F =
 1 0 0 1 0 00 0 0 0 0 0
0 0 1 0 0 1
 G =
 1 1 00 0 0
0 1 1

Il calcolo dell'immagine e del nucleo dei dm può sembrare lungo, date le
grandi dimensioni delle matrici che li rappresentano. Tuttavia, possiamo
osservare che, in questo caso, ciascuna di esse è formata da due `fascie'
diagonali. Ciò rende il conto più semplice. Per esempio, si può ottenere
l'immagine dei dm confontando un certo numero di volte le immagini delle
matrici nella forma  X1 0X2 X3
0 X4

dove X1, X2, X3 e X4 possono essere uguali a A, . . . , G (ovviamente con
dimensioni compatibili) oppure a un blocco costituito da soli zeri. In
questo modo si può riottenere, almeno dimensionalmente, il computo di
H∗ (Σ4;Z2) dell'esempio 4.7.
• Per p 6= 2 e per n più grande, si ottengono matrici ancora più grandi, ma
sempre con una struttura a `fascie' che le rende un po' più maneggevoli.
Probabilmente, mediante l'utilizzo di un calcolatore, è possibile determinare
le dimensioni anche per valori di n più grandi. Un approccio diretto è quindi
possibile, anche se l'utilizzo della struttura di anello di Hopf è meno oneroso in
termini di calcoli.
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A
0
B
A
A
A
0
A
A
A
A
B
F
A
0
B
A
A
0
A
A
B
A
0
B
A
0
B
F
0
0
C
D
D
D
E0
C
D
D
D
D0
C
0
C
D
E0
C
3k-1
3k-3
3(k-1)-1
3(k-1)-3
d6k =
A
0
B
A
A
A
0
A
A
A
A
B
F
A
0
B
A
A
A
A
B
A
A
B
G
0
0
C
D
D
D
D0
C
D
D
D
E0
C
D
E
0
C
3k-1
3k-2
3(k-1)-1
3(k-1)-2
d6k+1 =
F
0
A
0
B
A
A
A
0
A
A
A
A
B
F
A
0
B
A
A
0
A
A
B
A
0
B
B
F
0
0
C
D
D
D
E0
C
D
D
D
D0
C
0
D
E
0C
3k+1
3k-1
3(k-1)+1
3(k-1)-1
d6k+2 =
A
0
B
A
A
A
0
A
A
A
A
B
F
A
0
B
A
A
A
A
B
A
A
B
0
0
C
D
D
D
D0
C
D
D
D
E0
C
D
E0
C
3k+1
3k
3(k-1)+1
3(k-1)
d6k+3 =
F
0
0
D
F
A
0
B
A
A
A
0
A
A
A
A
B
F
A
0
B
A
A
0
A
A
B
A
0
B
F
0
C
D
D
D
E0
C
D
D
D
D0
C
0
D
E
0C
3k+3
3k+1
3(k-1)+3
3(k-1)+1
d6k+4 =
A
0
B
A
A
A
0
A
A
A
A
B
F
A
0
B
A
A
A
A
B
A
B
0
0
C
D
D
D
D0
C
D
D
D
E0
C
D
E
0C
3k+3
3k+2
3(k-1)+3
3(k-1)+2
d6k+5 =
F
0
D
F
G
A
C
B
0
Figura 4.1: Forma a blocchi dei diﬀerenziali di C(4)∗ con coeﬃcienti in Z2.
Appendice A
Gruppi di riﬂessione e
arrangiamenti di iperpiani
L'obiettivo di questa appendice è quello di richiamare alcuni fatti basilari ri-
guardanti la teoria dei gruppi di Coxeter ﬁniti e quella, ad essa fortemente le-
gata, degli arrangiamenti di riﬂessione. Non vogliamo qui fare una trattazione
esaustiva di queste aree della matematica, ma solo richiamare, per convenienza
del lettore, i concetti e fatti che sono stati usati, esplicitamente o implicita-
mente, in questa tesi. Per questo motivo, omettiamo le dimostrazioni dei fatti
riportati in questa appendice. Il lettore interessato potrà trovarle in [14] e [8],
insieme ad una esposizione completa delle basi di queste teorie.
Cominciamo con la deﬁnizione di arrangiamento di sottospazi.
Deﬁnizione A.1. Un arrangiamento di sottospazi (reale) in uno spazio vet-
toriale reale V di dimensione ﬁnita è un insieme ﬁnito A di sottospazi aﬃni
reali di Rn. Se ogni elemento di A ha codimensione 1, allora parleremo di
arrangiamento di iperpiani.
Se l'intersezione
⋂A di tutti i sottospazi di un arrangiamento A in V è non
vuota, allora, a meno di comporre con un cambiamento di coordinate aﬃni,
possiamo fare in modo che 0V ∈
⋂A. Sotto questa condizione, ogni sottospazio
di A è in realtà un sottospazio vettoriale di V . Diremo, in questo caso, che
A è un arrangiamento centrale Se invece ⋂A = ∅, allora ciò non è possibile.
Chiameremo non centrali gli arrangiamenti di quest'altro tipo.
Spesso, dato un arrangiamento A, uno degli obiettivi che ci si pone è quello
di studiare il suo complementareM (A) = V \⋃H∈A (H). Molte delle proprietà
topologiche diM (A) dipendono dalla combinatoria dell'arrangiamento. Essa
è essenzialmente codiﬁcata da un insieme parzialmente ordinato L (A).
Deﬁnizione A.2. Se A e V sono come sopra, deﬁniamo poset di intesezione di
A l'insieme L (A) costituito dalle intersezioni non vuote di famiglie di sottospazi
di A, con l'ordinamento parziale X ≤ Y ⇔ Y ⊆ X. L'intero spazio V è
considerato come l'intersezione della famiglia vuota di sottospazi, e quindi un
elemento di L (A).
Osserviamo che L (A) è un semireticolo, in quanto ogni coppiaX,Y ∈ L (A)
ha un estremo inferiore dato dall'intersezione dei sottospazi di A contenti sia
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X che Y . Nel caso in cui A sia centrale, l'intersezione di due elementi di L (A)
appartiene ancora a L (A), dunque L (A) è un reticolo.
Ad ogni arrangiamento di iperpiani A è possibile associare un altro in-
sieme parzialmente ordinato derivante da una stratiﬁcazione topologica di V .
Richiamiamo preliminarmente la deﬁnizione.
Deﬁnizione A.3. Sia X uno spazio topologico. Diremo che X è uno spazio
topologico stratiﬁcato 0-dimensionale se è un unione ﬁnita di punti {x1, . . . , xn},
detti strati. Ricorsivamente, diremo che X è uno spazio topologico stratiﬁcato
n-dimensionale se esistono insiemi Φ0, . . .Φn ⊆ P (X), i cui elementi sono detti
strati, tali che, posto Φ =
⋃n
i=0 (Φi):
I. gli oggetti di Φ sono sottospazi connessi a due a due disgiunti la cui unione
è X;
II. per ogni S ∈ Φi e per ogni x ∈ S esistono un intorno U di x in X
e uno spazio topologico stratiﬁcato L di dimensione n − 1 − i con un
omeomorﬁsmo U ∼= Ri × C (L), dove C (L) è il cono aperto su L con
vertice v, tale che:
• ϕ (Xi ∩ U) = Ri × {v};
• per ogni S′ ∈ Φ strato, esiste uno strato S′′ di L tale che ϕ (S′ ∩ U)
è uguale a Ri × (C (S′′) \ {v}).
Con riferimento alla deﬁnizione precedente, l'insieme degli strati Φ ammette
un ordinamento parziale dato da S ≤ S′ ⇔ S′ ⊆ S.
Ogni arrangiamento di iperpiani A in V determina una stratiﬁcazione to-
pologica Φ (A) di V . Esplicitamente, deﬁniamo Vi (A) come l'unione degli
elementi di L (A) di dimensione minore o uguale a i e poniamo Φi (A) come
l'insieme delle componenti connesse di Vi (A) − Vi−1 (A). Gli strati di dimen-
sione massima, cioè le componenti connesse diM (A), sono chiamate camere.
Una generalizzazione adeguata della stratiﬁcazione Φ (A) ai complessiﬁcati è
una delle idee cruciali del capitolo 1.
Il poset Φ (A) ha una descrizione combinatoria piuttosto semplice. Suppo-
niamo per semplicità V = Rn. Possiamo considerare ogni iperpiano H ∈ A
come luogo degli zeri di un polinomio non costante di grado 1 αH , che sup-
poniamo ﬁssato. In tal caso, per ogni strato S di Φ (A) esiste una partizione
A = A0S unionsq A+S unionsq A−S tale che
S = {αH = 0}H∈A0S ∩ {αH > 0}H∈A+S ∩ {αH < 0}H∈A−S
In termini più formali, ciò può essere descritto mediante il concetto di ma-
troide orientato, ma noi non approfondiremo ulteriormente questo aspetto,
rimandando alle pagine 28, 29 e 30 di [14].
Vogliamo ora costruire alcuni particolari arrangiamenti i iperpiani associati
a un tipo particolare di gruppi.
Deﬁnizione A.4. Sia V uno spazio euclideo di dimensione n. Chiamiamo
gruppo di riﬂessione (ﬁnito) di V un sottogruppo ﬁnito W delle isometrie
lineari di V in sé generato da riﬂessioni attorno a iperpiani di V .
Dato W come sopra, deﬁniamo arrangiamento di iperpiani associato a W
l'arrangiamento
AW = {H : σH ∈W}
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dove σH indica la riﬂessione attorno all'iperpiano H ⊆ V .
La geometria diW , e quindi dell'arrangiamentoAW , è riassunta nei seguenti
concetti
Deﬁnizione A.5. Sia W un gruppo di riﬂessioni ﬁnito in Rn. Si deﬁnisce
sistema di radici associato a W un insieme Φ ⊆ Rn tale che:
I. Per ogni α ∈ Φ vale che Span (α) ∩ Φ = {α,−α};
II. Per ogni α ∈ Φ la riﬂessione rispetto a α⊥ mappa Φ in sé.
III. AW =
{
α⊥
}
α∈Φ.
Dato un sistema di radici Φ, si deﬁnisce sistema semplice un sottoinsieme
∆ ⊆ Φ tale che:
I. i vettori di ∆ sono linearmente indipendenti;
II. ogni α ∈ Φ si può scrivere come combinazione lineare in ∆ a coeﬃcienti
tutti dello stesso segno.
Fissato un sistema semplice ∆, le riﬂessioni rispetto ai piani ortogonali ai vettori
di ∆ vengono dette riﬂessioni semplici.
Un sistema di radici esiste sempre: basta prendere tutti i vettori unitari
ortogonali ad un iperpiano di AW . É facile vedere che un sistema semplice ∆
determina il gruppo W (e quindi l'intero sistema di radici). Più precisamente,
W è generato dalle riﬂessioni attorno agli iperpiani ortogonali ai vettori di ∆.
La questione dell'esistenza di sistemi semplici è risolta dal seguente teorema,
che caratterizza anche i punti ﬁssi delle riﬂessioni di W .
Teorema A.6. Sia W un gruppo di riﬂessione ﬁnito in Rn e C una camera
di AW . Sia Φ un sistema di radici per W . Allora:
I. L'insieme
∆ =
{
α ∈ Φ : ∃F ≥ C : α⊥ = Span(F ), C ⊆ {λ ∈ Rn : 〈α, λ〉 > 0}
è un sistema semplice. Inoltre tutti i sistemi semplici contenuti in Φ sono
ottenuti in questo modo da una camera C.
II. Sia D = C. Allora D è un dominio fondamentale per W , nel senso che
∀λ ∈ Rn : |W.λ ∩D| = 1
III. Sia λ ∈ D. Allora lo stabilizzatore di λ è il sottogruppo generato dalle
riﬂessioni semplici che lo ﬁssano. In simboli:
StabW (λ) =
〈{
σα : α ∈ ∆, λ ∈ α⊥
}〉
IV. Sia λ ∈ Rn. Allora lo stabilizzatore di λ è il sottogruppo generato dalle
riﬂessioni (non necessariamente semplici) che lo ﬁssano.
Dimostrazione. Vedere [8], capitolo 1.
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Osserviamo che il punto (I) del teorema garantisce che tutti i sistemi sem-
plici contenuti in un sistema di radici Φ sono coniugati. Chiaramente l'azione
di W preserva la stratiﬁcazione Φ (AW ). Il punto (II) assicura che lo stabiliz-
zatore di uno strato S coincide con lo stabilizzatore di un qualsiasi suo punto, e
quindi con il sottogruppo descritto da (III) e (IV ). Inoltre il numero di orbite
nell'insieme degli strati di codimensione i è pari a
( |∆|
i
)
. In particolare W
agisce in modo libero e transitivo sull'insieme delle camere di AW .
I gruppi di riﬂessione ﬁniti possono anche essere descritti semplicemente in
modo combinatorio. Essi risultano essere infatti gruppi di Coxeter ﬁniti, nel
senso della seguente
Deﬁnizione A.7. Si deﬁnisce sistema di Coxeter una coppia < W |S >, dove
W è un gruppo e S ⊆ W è un sottoinsieme ﬁnito che genera W sotto le sole
relazioni:
I. s2 = 1 per ogni s ∈ S;
II. (ss′)m(s,s
′)
= 1 per ogni s 6= s′ ∈ S, dove m (s, s′) è l'ordine di ss′ in W
se questo è ﬁnito, è 0 se l'ordine di ss′ è inﬁnito.
Un W per cui esiste un sistema di Coxeter si dice gruppo di Coxeter.
Teorema A.8. Sia W un gruppo di riﬂessione ﬁnito in uno spazio euclideo V .
Sia ∆ un sistema semplice per W , e sia S l'insieme delle riﬂessioni semplici.
Allora < W |S > è un sistema di Coxeter. Viceversa, per ogni sistema di
Coxeter < W |S >, con W ﬁnito, W è isomorfo ad un gruppo di riﬂessione
ﬁnito ed esiste un sistema semplice ∆ per il quale l'immagine di S mediante
questo isomorﬁsmo è composta da tutte e sole le riﬂessioni semplici.
Dimostrazione. Vedere [8], capitoli 1 e 5.
Concludiamo con alcune relazioni intercorrenti tra le proprietà geometriche
dei gruppi di riﬂessione e quelle combinatorie dei gruppi di Coxeter ﬁniti, che
sono state usate estensivamente in alcune dimostrazioni del capitolo 1.
Deﬁnizione A.9. Sia G un gruppo e sia S ⊆ G un sistema di generatori.
Deﬁniamo lunghezza rispetto a S la funzione ` = `S : G → N ∪ {0} deﬁnita
come il minimo intero non negativo k per cui g si può scrivere come prodotto
di k elementi di S ∪ S−1. Per convenzione si pone ` (1G) = 0.
Teorema A.10. Sia W un gruppo di riﬂessione e sia S un sistema di Coxeter
per W . Per ogni Γ ⊆ S si indichi con WΓ il sottogruppo di W generato da Γ.
Allora:
I. `Γ = `S |WΓ ;
II. ogni laterale (sinistro) L di WΓ in W contiene un unico elemento γ(L)
che minimizza la funzione `|L;
III. posto WΓ l'insieme dei γ(L) al variale di L tra i laterali di WΓ in W ,
vale che WΓ = {w ∈ W : `(ws) > `(w)∀s ∈ Γ} e per ogni w ∈ WΓ, per
ogni γ ∈WΓ si ha che `(γw) = `(γ) + `(w);
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IV. se Γ′ ⊆ Γ, allora WΓ′ = WΓ · (WΓ)Γ
′
;
V. Se Φ è un sistema di radici per W e ∆ è un sistema semplice, indicando
con Π∆ l'insieme dei vettori di Φ che sono combinazioni lineari di quelli
di ∆ a coeﬃcienti non negativi, allora per ogni w ∈W vale la formula
` (w) = |{α ∈ Π∆ : w (α) /∈ Π∆}|
Dimostrazione. Vedere [8], capitolo 1.
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