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Abstract 
We introduce anonymous wireless rings: a new computational model for ring networks. In 
the well-known hardware ring each processor has two buffers, one corresponding to each of its 
neighbors. In the wireless ring each processor has a single buffer and cannot distinguish which 
neighbor the arriving bit comes from. This feature substantially increases anonymity of the ring. 
A priori it is not clear whether any nontrivial computation can be performed on wireless rings. 
Nevertheless we show that wireless rings are computationally equivalent to hardware rings. 
1. Introduction 
Due to the simplicity of its topology (small number of links and low branching) the 
ring has been the focus of investigation in several papers on distributed computing. 
Issues studied include message and bit complexity of computing boolean functions 
[3,4, lo], computations like extrema finding [7,8], leader election [l, 2,9,11], orienta- 
tion [4], symmetry breaking [12], etc. 
The ring model (unidirectional and bidirectional) currently used in the literature is 
hardware based. Each processor has physical inks to both its neighbors. Within this 
framework there are already several variants of the model and hence of the problems 
previously mentioned, depending on whether or not the ring is oriented, the system is 
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synchronous, the processors are labeled, etc. The present paper concentrates on the 
study of a new model of computation, called wireless ring. 
1.1. The model 
In the standard anonymous hardware ring model (cf. [3,4, lo]) processors do not 
have identities. Each processor has a physical link to each of its two neighbors. 
There are two FIFO (first-in, first-out) buffers handling bits of the two neighboring 
processors (one for each neighbor). A processor may be unable to distinguish its 
left from its right neighbor. However each buffer of the processor is linked to 
a fixed neighbor. In particular, this implies that all the bits in a buffer come from the 
same neighbor. One distinguishes oriented and unoriented rings. In the first case 
buffers are labeled as L (left) and R (right) in a consistent manner for the whole 
network while in the second case the labeling can be done only locally, with possible 
inconsistencies. However, both oriented and unoriented hardware rings have the 
following important separation property which plays a crucial role in all computa- 
tions: given any set of received bits, a processor can correctly partition it into subsets 
coming from different neighbors. Moreover, the processor can send a bit to any one of 
its neighbors at will. 
The situation is different in the anonymous wireless ring model. In this case each 
processor has only a single FIFO buffer to accommodate communication with its two 
neighbors. Every message contains exactly one bit. Thus a bit arriving in the buffer 
may come from either of the processor’s neighbors although bits from a given 
neighbor arrive in the buffer in the order they were sent. The separation property is 
not valid in the present case. This is due to the fact that a processor is not aware of the 
physical connections to its neighbors, in fact such physical connections need not be 
assumed, whence the name “wireless”. A bit transmitted by the processor is auto- 
matically sent from its single buffer to both neighbors. 
An anonymous wireless ring may be viewed as having a higher degree of anonymity 
than the hardware ring. While in the latter (even for unoriented rings) a processor 
may at least locally label buffers (and thus corresponding neighbors), for wireless 
rings even local connections are anonymous for the processor. Since no physical inks 
have to be assumed, the wireless model has potential applications in cases when 
communication is not performed through hardware channels, but e.g. by radio 
transmissions. 
While boolean functions computable in a standard anonymous hardware ring are 
easy to determine, the computational power of wireless rings is not at all obvious. 
A priori, it is not even clear whether one can compute any nonconstant function in the 
anonymous wireless ring. In the sequel we will examine the behavior of synchronous 
and asynchronous rings. The questions that will interest us are the following: “Which 
boolean functions are computable in the wireless ring (synchronous or not)“, “Are 
there any differences in the computational power of the wireless and hardware 
models?” 
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1.2. Results of the paper 
The most general computational problem on a ring is input collection. In the 
standard asynchronous (respectively, synchronous) ring, it is easily done with O(N’) 
bit complexity (respectively, with running time O(N)), where N is the size of the ring. 
In synchronous rings bit complexity can be reduced to 0 (N log N) [4] but with an 
exponential time-delay. 
We show that the anonymous wireless and hardware rings have the same computa- 
tional power, both in terms of the class of boolean functions they can compute (i.e. the 
class of functions which are invariant under cyclic shifts and reflections of the input) 
and in terms of bit complexity of input collection (i.e. total number of bits transmitted 
by all processors during the execution of the algorithm on any given input). For an 
anonymous wireless ring we give a synchronous input collection algorithm running in 
linear time (and thus using 0(N2) bits), while in the asynchronous model we show 
how to perform input collection using a quadratic number of bits. Our algorithms are 
completely different from those used in the standard ring. However, combining our 
methods with ideas from [4], it is possible to perform synchronous input collection 
with 0 (N log N) bits in exponential time. 
1.3. Terminology and notation 
In order to define the problem we label processors on the ring clockwise, starting 
from an arbitrary one, with consecutive integers 0, . . . , N - 1. It should be stressed 
that these labels are not known to processors and are not used in the algorithms. All 
arithmetic operations on integers are performed modulo N. 
A sequence of bits j? = (b,: 0 d p < N) is called an input sequence, where b, is the 
input bit held by processor p. 
Given an input sequence /I and an integer 0 < k < L N/2 1, we define the k-neighbor- 
hood of a processor p, denoted by N,(p), as the sequence of 2k + 1 bits (bf’: 
- k < i < k) such that 
&+I: -k<i<k) ifb,,+i=b,-i,forall -k<i<k, 
Nk(p) = or b,,,, < bp-ko, 
where - k < k,, -c 0 
is maximal s.t. b,,,, and b,_, differ, 
(b,_i: - k < i < k) otherwise. 
Intuitively N,(p) is the picture of the actual k-neighborhood of p produced by p 
in the following way: in the first place where bits of processors equidistant from p 
are different, the processor with bit 0 is considered to be to the left of p and the 
processor with bit 1 - to the right of p. All further input bits are added to the picture 
accordingly. 
The pair of bits (min(btk, bi), max(bEk, b[)) is called the k-pair of the processor p, 
for any 0 < k < LN/2 J. We also define left and right k-neighborhoods of p, the 
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sequences (bP,, . . . , b,P) and (b,P, . . . , b:), respectively. If the neighborhood of p is not 
symmetric and k0 is as above, the processor p - 1 (p + 1) is called the left (right) 
neighbor of p if b,,,, < b,_,, and the right (left) neighbor of p, otherwise. 
Concatenation of two strings is denoted by n. 
Input Collection Problem. Given an input sequence 8, compute in each processor its 
L N/2 J-neighborhood. 
If a processor can solve the input collection problem, it gets a faithful picture of 
input bits distribution on the ring, in the actual order (up to clockwise/counterclock- 
wise symmetry). This explains why this is the most general computational problem on 
the ring. 
2. Synchronous ring 
In this section we give an input collection algorithm which is valid only for the 
synchronous ring. The main difference between algorithms for standard rings and for 
wireless ones is that in the wireless ring processors must have a mechanism allowing 
them to distinguish bits coming from each of the neighbors. In the standard ring this is 
straightforward, since bits come to different buffers. The main result of this section is 
the following theorem. 
Theorem 1. Input collection can be done in an N-processor wireless synchronous ring in 
linear time with O(N’) one-bit messages. 
We start with an informal description of our algorithm. Next we describe it formally 
and prove its correctness, The complexity of the algorithm easily follows from its 
description. 
The algorithm acts in L N/2 J phases numbered 0, 1, . . . , L N/2 J - 1. The aim of phase 
k is for each processor p to compute its (k + 1)-neighborhood. The phase consists of 24 
steps, each taking constant time. The steps in the phase are divided into 6 groups, 
ordered and labeled as in Table 1. 
The meaning of the labeling will be explained in the sequel. 
At the beginning of phase k, 0 d k < LN/2 J, each processor already knows its 
k-neighborhood. In phase k, processor p sends its k-pair to the neighbors and gets four 
bits A, B, C, D from them - their k-pairs. Processor p sends the k-pair in a step whose 
label depends on the history of computations in previous phases. Processor p uses step 
E (E denotes the empty string) until the earliest phase in which a neighbor of p reports 
a ‘conflict’. A conflict is reported by a processor in the first phase in which pairs of bits 
coming from its neighbors differ. The processor eporting the conflict (in step CON- 
FLICT) forces its neighbors to send their pairs in different steps in all subsequent 
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Table I 
I II III IV V VI 
E 00 oooo REPEAT 0000 CONFLICT 
01 coo1 0001’ 
11 0011 0011’ 
0100 0100 
0101 0101’ 
0111 0111’ 
1100 1100 
1101 1101’ 
1111 1111’ 
phases, in order to guarantee the correct computation of the processor’s neighbor- 
hood. Since p has only 2 neighbors, it can get at most 2 conflict messages, at most one 
from each of its neighbors. Let 1 be the first phase in which p gets a conflict message 
and let EF be its l-pair. In subsequent phases I+ 1, 1 + 2,. . . processor p sends its 
(1 + 1)-pair, (I + 2)-pair, etc., in steps labeled with the pair Et’. If in phase I, processor 
p gets two conflict messages from both of its neighbors then its sending step remains 
EF in all subsequent phases. Otherwise, it may happen that p gets the conflict message 
in a phase 1’ > 1 from the other neighbor. Let GH be the I’-pair of p. Responding to this 
second conflict message, p sends its pairs in the subsequent phases in steps labeled 
EFGH, except in one case to be discussed later. 
Now we describe how p processes four bits which it got in phase k. The goal is to 
extend the k-neighborhood N&) to the (k + 1)-neighborhood Nk+ i(p). This is done 
in the following way. Observe that two of the four bits A,B, C,D are b!,,, and 
b[_ I (say C, D) and can be discarded from further considerations. (Remark: we must 
be more careful if k = 0, but this is only a technical problem and we show how to 
resolve it in the formal description of the algorithm.) Two remaining bits A, B are bits 
of the (k + 1)-pair of p. Now p must decide which of these two bits extends the left 
neighborhood and which the right one. The decision is simple if left and right 
k-neighborhoods of p are the same. In this case the left neighborhood is 
extended by min(A, B) and the right one by max(A,B). If left and right k-neighbor- 
hoods are not the same, then p must have reported a conflict in some previous 
phase, say 1. Let Al, B1, C1,D, be four bits which p got in phase 1. Without 
loss of generality assume that bf_ i = C1 = bP,+ 1 = D 1 and Al < J3i. Ordered 
pairs of bits Ai C1 and DIBl are called conflict pairs for this conflict - they 
are the l-pairs of p’s neighbors. As described earlier, the neighbors of p send their 
pairs, starting from phase I+ 1, in the subsequent phases in different steps whose 
labels contain the conflict pairs Ai C1 and DIB1. Without loss of generality assume 
that bits A,B came in steps whose labels contain the conflict pairs A1 C1 and D, Bi, 
respectively. Processor p extends its left neighborhood with bit A and the right one 
with B. 
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What remains to be explained is when steps of groups IV and V are used. Let us 
consider 5 consecutive processors p _ 2, p _ 1, po, pl, p2 and three phases I1 < l2 < l3 
such that in phase II, processor p2 reports a conflict and the conflict pair of p1 is AB, in 
phase 12, processor p. reports a conflict and the conflict pairs of p_ 1 and p1 are AB 
and CD respectively, in phase 13, processor p _ 2 reports a conflict and the conflict pair 
of p_ 1 is CD. Observe that in phase l3 + 1 both p1 and p- 1 send their (I3 + 1)-pairs in 
the same step labeled ABCD. In this case p. is sometimes unable to compute correctly 
(I, + I)-pairs of its neighbors. Therefore p. sends REPEAT message in a special step 
labeled REPEAT. Responding to this request the processor which was involved in 
only one conflict before phase Z3 (processor p- 1) sends once more its (13 + 1)-pair in 
step labeled ABCD’ and uses this time step in all remaining phases. 
Now we proceed to the formal description of the synchronous input collection 
algorithm. Rather than specify things to be done in each consecutive step of a phase, 
processor p will fix in advance the actions to be performed at a particular moment in 
the future during this phase. 
Synchronous input collection algorithm (for processor p) 
SENDING- TIME := E; 
/*p sends bits of its k-pair in time step labeled by SENDING_ TIMEI* 
I_REPORTED_CONFLICT:= FALSE; 
b;: = INPUT- VALUE; 
for k:=O toLN/2J- ldo 
SEND(SENDING_TIME, bck, bl);/* if k = 0 then send 01 instead of OO*/ 
if (a 1 has arrived in step REPEAT) 
and (SENDING-TIME was in group II in previous phase) then 
SENDING_ TIME: = SENDING_ TIME n’; 
SEND(SENDING_TIME, bfk, b;) 
fi; 
EXTEND-NEIGHBORHOOD; 
if (I-REPORTED-CONFLICT = FALSE) and (bck_ 1 # b[+l) 
then REPORT-CONFLICT; 
if (something has arrived in step CONFLICT) 
then ACCEPT-CONFLICT-REPORT 
od 
The procedures 
The input collection algorithm involves everal procedures which we now formally define. 
procedure SEND(TIME, A[, B]) 
send bit A [and B] in step TIME 
procedure REPORT-CONFLICT 
I-REPORTED-CONFLICT:= TRUE; 
SEND(CONFLICT, 1) 
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procedure ACCEPT-CONFLICT-REPORT 
A:= min(b!,,b~}; 
E:= max{b!,,bt}; 
/* if k = 0 and bi = 0 then A:= 0; B:= l*/ 
SENDING-TIME:= SENDING_TZMEnAnB 
procedure EXTEND-NEIGHBORHOOD 
if (Z-REPORTED-CONFLICT = FALSE) then 
/* if k = 0 then decoding should be as follows. If the coming bits are 
1111,0011,0111 then bP,:= bf:= 1, 
b! 1 := bf:= 0, b! 1 := 0 and bfl:= 1, resp. */ 
delete two bits equal to b!,,, and bl_l from four 
bits that came in steps of the groups I or II; 
b!!-l:= smaller one of remaining two bits (any if they are equal); 
b[+ 1 := the other bit 
else 
TIME2 := OLDER; 
/* If before the phase in which processor p reported a conflict, 
exactly one of p’s neighbors had been involved in another conflict, 
then OLDER returns SENDING-TIME label of this neighbor, 
otherwise OLDER returns the label of the latest step in which p received a k-pair */ 
if (both k-pairs arrived in TZMEl) then 
SEND(REPEAT, 1); 
TIME1 = TZME,n’; 
delete two bits equal to those that arrived in TIME1 
from bits that arrived in TIME2 
else TIME1 := the last step different from TIME2 
in which a k-pair arrived; 
if IS_ LESS(TZME1, TIME*) then 
delete a bit equal to b,f’_ 1 from the bits that came in TIMEI; 
b,f’_ 1 := the remaining bit; 
delete a bit equal to bP,+, from the bits that came in TIME*; 
bl+ 1 := the remaining bit 
else 
delete a bit equal to b[_l from the bits that came in TZME2; 
bck_ 1 := the remaining bit; 
delete a bit equal to b!,, 1 from the bits that came in TIMEI; 
b[+ 1:= the remaining bit 
tl 
fi 
function OLDER 
Let 1 be the index of the phase in which p reported a conflict; 
if (in phase 1 SENDING-TIMES of both neighbors were E) then 
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OLDER:= the label of the step in the current phase 
in which the last k-pair arrived 
else 
if (in phase 1+ 1 at least one (I + 1)-pair arrived 
in some step for group V) then 
OLDER:= the label of the last such step 
else 
OLDER:= the label of the last step from group III in phase I + 1 
in which a (I + 1)-pair arrived 
fi 
fi 
By PREFIX (respectively, SUFFIX) of a string we will always mean its 
prefix (respectively, suffix) of length 2 (the character ’ does not count, so that 
SUFFZX(ABCD’) = CD). Strings are compared lexicographically. 
function IS- LESS(TZMEI, TZMEJ 
Let 1 be the index of the phase just after the phase in which p reported conflict. 
if both Z-pairs arrived in steps of the group II then 
IS_ LESS:= [PREFZX(TZME,) < PREFZX(TZME,)] 
fi 
if both l-pairs arrived in steps of the group III then 
IS_ LESS:= [SUFFZX(TZME,) < SUFFZX(TZME,)] 
fi 
if one l-pair arrived in a step of the group II 
and the other in a step of the group III then 
IS_ LESS:= [PREFZX(TZME,) < SUFFZX(TZME,)] 
fi 
Example 1. Table 2 shows an example of running the above algorithm on the 
lo-processor ring. 
The rows of Table 2 correspond to phases of the algorithm, the columns correspond 
to processors. The entry in row k and column p is the SENDING-TIME label of 
processor p in phase k (the step in phase k in which p’s neighbors receive its 
neighborhood information). The letter % means that the corresponding processor 
reports conflict; the letter W means that it sends a REPEAT request in the current 
phase. 
Let us trace the execution history for processor 2. In phase 0, in step E it sends 11 
and receives four l’s from its neighbors. Processor 1 reports conflict, so 2 changes its 
SENDING-TIME to 11 (the bits it has just sent); however, its l-neighborhood - 111 
- is still symmetric. In phase 1 it sends its l-pair: 11, and receives four bits: 0111. The 
bits from processor 1 and 3 arrive in different steps, but 2 does not make use of it yet. 
After erasing bits from its O-pair, the remaining bits are 0 and 1, so the 2-neighbor- 
hood 01111 is not symmetric any more and processor 2 reports conflict. From now on 
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Table 2 
Proc. 0 1 2 3 4 5 6 I 8 9 
Input 0 1 1 1 1 1 1 1 1 0 
Phase Sending times 
0 
f 
E E E E E E E E E 
w 48 v 
1 01 11 11 E E E 11 11 01 
v t % 
2 01 1101 11 11 E E 11 11 1101 01 
v %f 
3 01 1101 1101 11 11 11 11 1101 1101 01 
w w 
4 01 1101 1101 1101 1111 1111 1101 1101 1101 01 
w 1101’ 1101’ w 
processor 2 distinguishes its left neighbor: the one which sent 01, and its right 
neighbor: the one which sent 11. In phase 2 (in which it sends 01, still in step 11) it gets: 
01 in step 1101 and 11 in step 11. The conflict pairs are: SUFFIX of the longer label 
(which belongs to processor 1; its PREFIX is used by processor 0 to resolve its conflict 
from phase 0) and PREFIX of the shorter label (which at the moment happens to be 
the whole label). By comparing labels of arrival steps according to the conflict pairs, 
processor 2 can deduce that 01 is from its left neighbor, and 11 from the right 
neighbor, hence the 3-neighborhood is 0011111, not 1011110. At the end of phase 
2 another conflict report arrives, so 2 extends its SENDING-TIME with the pair of 
bits it sent in this phase, hence the label becomes 1101. In phase 3 processor 2 sends 01 
in step 1101 and receives: 11 in step 1101 and 01 in step 11. Decoding is the same, as 
previously, and the 4-neighborhood is 100111111. Also in this phase processor 
3 accepts conflict report from processor 4 and changes its SENDING-TIME to 1101 
- the same, as processor 1, so in phase 4 processor 2 gets all four bits 0111 in one step 
1101. It sends the REPEAT request and gets two bits - 01 in step 1101’ from 3 (not 1, 
because it did not accept conflict in the previous phase). Processor 2 knows now, that 
11 is from the neighbor which was involved in two conflicts by phase 3 (it happens to 
be the left neighbor), and 01 from the neighbor which was involved in one conflict by 
phase 3 (the right one). Hence its (whole) neighborhood is 11001111111 (the first and 
the last 1 are in fact the input value of processor 7 - opposite to 2 on the ring). 
Proof of Theorem 1. It is enough to prove the correctness of our algorithm. Its 
complexity easily follows from the description: each execution of the for loop takes 
constant time. We will show that in phase k each processor correctly computes its 
(k + 1)-neighborhood. We consider the following two cases. 
Case 1: I_REPORTED_CONFLICT = FALSE. 
We will need the following lemma. 
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Lemma 1. l-REPORTED-CONFLICT = FALSE in the beginning of phase k if and 
only if b!, = bp , for all 16 k. 
Proof. Observe that the I_REPORTED_CONFLICT flag is set just in case the 
neighborhood of a processor stops being symmetric. 0 
Proof of Theorem 1 (continued). In this case decoding is easy. The four bits that come 
from neighbors (possibly even all four in one step) are brk_ 1, b!.,, 1, b[_ 1, b[+ 1. (If 
k = 0 then these bits are b! 1, 1, 1, b:.) Processor p already knows b!,, 1, bi_ 1. So 
bPk_ 1 and b[+ 1 constitute the remaining pair. If they are not equal then the processor 
must REPORT-CONFLICT and from now on it will have to distinguish the neigh- 
borhood information sent by its neighbors: the left (the one who sent bfk_ 1 and b:_ 1) 
and the right (the one who sent bP,+ 1 and b[+l). 
Case 2: I_REPORTED_CONFLICT = TRUE. 
Denote by 1 the phase in which p reported conflict. The distinction mentioned above 
is made by comparing arrival times of the information. If some neighbor of the 
processor has reported conflict, it extends its SENDING-TIME label adding the pair 
of bits it has just sent in nondecreasing order. 
Lemma 2. Zf a processor has reported conflict then the conflict pairs of the neighbors 
are either (00 for the left and 01 for the right) or (01 for the left and 11 for the right). 
Proof. By Lemma 1 the conflict pairs must have one common bit bP_,+ I = b[_ 1 (for 
k = 0 the common bit equals 1) but they cannot be the same, because there was 
a conflict. •i 
Proof of Theorem 1 (continued). If pairs of bits have arrived in different steps, 
processor p can decide which pair is from its left neighbor and which from the right 
one. The decision depends on positions of conflict pairs in SENDING- TIME labels of 
its neighbors. If in phase 1 both labels were E then the conflict pairs are PREFIXes of 
the labels. Similarly, if in phase 1 both SENDING- TIMES were in group II, then the 
conflict pairs are SUFFIXes of the labels. If in phase 1 exactly one neighbor 4 of p had 
SENDING-TIME in group II, then p should compare SUFFIX of q’s current 
SENDING-TIME (computed by the function OLDER) with PREFIX of the other 
neighbor’s SENDING_ TIME (cf. definition of the function IS_ LESS). 
The rest of the proof is based on the following lemma. 
Lemma 3. Let 1 be a phase in which processor p reports a conflict. Then in each 
subsequent phase k > 1 SENDING_ TIMES of its neighbors difler, except in at most one 
phase in which p sends the REPEAT request. 
Proof. Consider two cases. 
(a) In phase 1 SENDING-TIMES of p’s neighbors have the same lengths. 
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In this phase both neighbors of p extend their SENDING-TIMES with their 
conflict pairs (which are different by Lemma 2). Since conflict pairs occupy the same 
positions in both SENDING-TIMES, the conclusion follows. 
(b) In phase I SENDING-TIMES of p’s neighbors have different lengths. 
It follows from the description of the algorithm that one of the neighbors 
(say p’) sends its I-pair in step labeled E and the other (say p”) in a step of the group II 
(say AB). Let CD, EF be conflict pairs in p’s conflict, for p’ and p”, respectively. If
CD # AB then in the subsequent phases SENDING-TIMES of p’ and p” always 
differ. 
Assume CD = AB. There are two subcases. 
(bl) In subsequent phases p’ is never involved in another conflict. 
Observe that in this case SENDING-TIMES of p’ and p” have different lengths 
until the end of the algorithm. 
(b2) Let k > 1 be a phase in which p’ is involved in a conflict reported by its 
neighbor different from p. Let GH be a conflict pair of p’ in phase k. If GH # EF then 
the conclusion follows immediately. Assume GH = EF. It follows from the description 
of the algorithm that p’ can change its SENDING-TIME CDGH into CDGH’ only in 
phase k + 1, responding to the REPEAT message of p. Processor p sends such 
a message only if SENDING-TIMES of its neighbors are the same in phase k + 1. To 
finish the proof of the lemma observe that the only phase in which p” can change its 
SENDING-TIME ABEF into ABEF’ is the phase 1+ 1. However in this case 
SENDING-TIMES of p’ and p” are different in phase k + 1, so p does not send the 
REPEAT message. 0 
Proof of Theorem 1 (conclusion). If processor p sends the REPEAT message in phase 
k then exactly one of its neighbors sends again its k-pairs (the one which had received 
no conflict reports before p reported conflict). Since only one processor repeats its 
message and in subsequent phases SENDING-TIMES of p’s neighbors are different, 
p can always correctly extend its neighborhood. This completes the proof of 
Theorem 1. 0 
3. Asynchronous ring 
In this section we focus on the case of asynchronous wireless rings. In the asyn- 
chronous model, processors may remain idle for arbitrary finite time. Since a proces- 
sor has only a single buffer it seems possible that information contained in it comes 
from one neighbor while the other remains idle. Hence, a priori, it is not obvious how 
to perform any nontrivial calculation. Here we will prove that in fact the asyn- 
chronous model has the same computational power as the synchronous model. We 
show a general simulation scheme which converts any synchronous algorithm work- 
ing on a ring in time t into an asynchronous algorithm in which every processor sends 
O(t) bits. (Schemes of this type are called synchronizers [S]). 
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Consider a synchronous algorithm working in t time steps. In step k of the 
algorithm the processor performs some action Ak (depending not only on k, but on the 
whole previous execution history). There are three possible actions: ‘send O’, ‘send l’, 
and ‘send nothing’. 
Every processor in the asynchronous algorithm works in t phases. In phase k the 
processor sends information about the action Ak to both its neighbors. After receiving 
information about actions performed by its neighbors in step k, it updates the 
execution history and is able to decide about the action Ak+ 1. 
The encoding of information must be done in such a way that the processor be able 
to 
l recognize that all information from phase k has already arrived, 
l separate this information from information sent by its neighbor(s) in a different 
phase(s), 
l decode both its neighbors’ actions from step k. 
For action Ak define a(Ak): 
c+%) = 
a3 if k is odd and Ak is ‘send nothing’, 
a4 if k is even and Ak is ‘send O’, 
as if k is even and Ak is ‘send l’, 
a6 if k is even and Ak is ‘send nothing’, I
al if k is odd and Ak is ‘send 0’, 
a, if k is odd and Ak is ‘send l’, 
whereci=2’-l,fori=l,..., 6. 
Asynchronous imulation scheme (for a processor p) 
for k = 1 to t do 
1. send (Oa(Ak) lacAk)); 
2. wait until there are as many 1s as OS in the buffer, 
and the number of OS is of the form ai + aj + c, where 
i,j E { 1,2,3}, c = 0 or c 2 a4 if k is odd, 
i, j E {4,5,6}, c < a4 if k is even; 
3. decode neighbors’ actions according to the list above (one neighbor’s action 
corresponds to ai, the other corresponds to aj); 
4. update the synchronous algorithm’s execution history and calculate the action 
A k+l; 
5. update the buffer, that is delete ai + aj O’s and the same number of l’s; 
od 
Theorem 2. For every synchronous algorithm running on a wireless ring R in t time units 
there exists an asynchronous algorithm computing the same function on R in which each 
processor sends O(t) bits. 
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Proof. It is enough to prove that our asynchronous imulation scheme works cor- 
rectly. The complexity follows from the fact, that in each execution of the for loop 
every processor sends a constant number of bits. We prove that what processor 
p decodes in phase k is exactly what its neighbors have sent. It is easy to see that the 
following lemma is true. 
Lemma 4. If a number can be represented as a sum of at most two (possibly the same) 
elements of the set {al,a2,a3} and at most two (possibly the same) elements of 
{a4, a5, a6) then this representation is unique. 
Proof of Theorem 2 (continued). We say that the message sent by a processor to its 
neighbor p in some phase k is “on the way” to p, if some nonempty part of it has 
already arrived at p, but the rest (also nonempty) is still delayed. 
Lemma 5. The number of l’s in p’s bujhn- is equal to the number of O’s if and only if no 
message is “on the way” to p. 
Proof. The conclusion follows from the fact that O’s are always sent before l’s and bits 
come in order they were sent. 0 
Proof of Theorem 2 (continued). Now we prove that the above algorithm is “almost 
synchronous”. 
Lemma 6. Zf a processor is in phase k, then none of its neighbors has completed step 2 in 
its phase k + 1. 
Proof. Let us consider the first (according to some particular execution) situation 
such that processor p has completed step 2 in its phase k + 1, while one of its 
neighbors is still in phase k. As decoding has been correct so far, p has successfully 
deleted from its buffer all information from earlier phases (up to k), and the content of 
its buffer must be from its other neighbor’s phases k + 1 and possibly k + 2 (not k + 3 
or higher since we are considering the first such situation). However, by Lemma 5 if 
the number of l’s equals the number of O’s then no message can be ‘on the way’ to p. 
Thus by Lemma 4, p can recognize that the number of O’s contains only one number 
from the appropriate set ({al,a2,a3} if k + 1 is odd, {a4,a5,as) otherwise) and 
consequently p cannot have completed step 2, which is a contradiction. Cl 
Proof of Theorem 2 (conclusion). Now decoding is easy: a processor completes 
step 2 in its phase k when the number of O’s in the buffer is the sum of exactly two 
elements of the appropriate set ({at, a2, a3} if k is odd, {a4, as, a6 > otherwise) and at 
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most two elements of the other set. Lemma 4 states that the correct decoding can be 
achieved. 0 
Theorem 2 implies the following corollary. 
Corollary 1. input collection can be done in an N-processor wireless asynchronous ring 
using O(N’) one-bit messages. 
4. Conclusions 
In this paper we have discussed the problem of computing on anonymous wireless 
rings. We gave algorithms for input collection, which unlike in the case of the standard 
hardware model, are quite nontrivial. However, both in the synchronous and asyn- 
chronous cases, the complexity of input collection turned out to be the same as in the 
standard model (O(N) time in the synchronous case and O(N’) bits in the asyn- 
chronous case). Combining our methods with those from [4], it is possible to reduce 
bit complexity in the synchronous case to O(N log N) but with exponential time delay. 
Since input collection is the most general computational problem on the ring, our 
results show that all boolean functions invariant under cyclic shifts and reflections of 
the input can be efficiently computed on an anonymous wireless ring. This class of 
functions is identical to the class of functions computable on an anonymous hardware 
ring. Thus, in spite of much weaker assumptions of our model, its computational 
performance is the same as of the classical one. 
There are several open problems in the wireless ring suggested by studies of the 
hardware model, like symmetry breaking [12], extrema finding [7], language com- 
plexity [4], leader election [9], etc. Another interesting topic worth investigating 
concerns input collection algorithms in other types of anonymous wireless networks 
(e.g. tori, hypercubes or arbitrary networks). We do not know if input collection is at 
all possible in arbitrary wireless networks and if so, how efficiently it can be per- 
formed. 
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