In this paper Multidimensional Laplace approximation with the estimated rate of convergence is developed. We consider two cases of maximum, in the interior of the domain and on the boundary. Additionally, the function in the exponent and its maximum point is dependent on the integral 'large' parameter. The probabilistic application is included and it is in the form of two limit theorems for the random vector whose values are defined as the coordinates of points within the domain of Laplace integral. The pdf is constructed by considering Laplace integral with domain of integration being the event set and normalizing with integral over whole domain. The first probabilistic result is Law of Large Numbers and the second is Central Limit Theorem. The second result is different for two cases of maximum of function in Laplace integral. When it is in the interior of the domain we obtain Gaussian distribution. For the boundary maximum we obtain exponential in one direction and Gaussian in other directions. The proofs are based on the developed in the paper Laplace approximation and additional, rather standard estimated were necessary.
Introduction
Among approximation theory results, the Laplace Method is widely known and very useful, especially in various application in statistics. We proved the result which is an extension of standard Laplace approximation with the estimated rate of convergence. Additionally we apply that results in the probability theory. We prove Law of Large Numbers and Central Limit Theorem for certain random variable and distribution related to Laplace type integral.
The Laplace approximation we consider is an extension of multidimensional results already known in the literature, see for example [1] , [2] . In our case the function in the exponent of integral is dependent on 'large' parameter and the maximum is also dependent. We also provide estimated rate of convergence of the approximation. This is done for two cases of maximum, in the interior and on the boundary of the domain. The results are based on estimates developed in [3] .
For the probability application we first define a probability space. The sample space is the domain of integration and corresponding sigma algebra is generated by its Borel subsets. The pdf of particular event, i.e. set, is constructed by taking the function under the integral of our Laplace type integral, integrating it over the set related to the event and then dividing, normalizing by whole integral, which is a sum of all events. We consider the random vector which values are the coordinates of points within the domain of considered integral. The first probabilistic result, Law of Large Numbers gives us the average value of random vector which is obtained as large parameter of the Laplace integral goes to infinity. The second result, Central Limit Theorem gives us the distribution of fluctuation from that average in the infinity. In turns out there are two cases of distribution depending where the maximum is. When it is in the interior of the domain it is Gaussian distribution. When on the boundary it is exponential in one direction and Gaussian in other directions. Additionally, the estimates of rate of convergence to mean and limiting distribution are included. In the proof we used the Laplace approximation results and some additional estimates, but rather standard were necessary.
Phase minimum inside the domain of integration
Here we present the estimates of the remainder in the asymptotic formula for the Laplace integrals with the critical point of the phase lying in the interior of the domain of integration, adapting and streamlining the arguments of [3] .
Consider the integral
where Ω is an open bounded subset of the Euclidean space R d , with Euclidean volume |Ω|, the amplitude f and the phase S are continuous real functions.
Remark 1. The assumption that Ω is bounded is not essential, but simplifies explicit estimates for the error terms. One should think of Ω as a bounded subset of the full domain of integration containing all minimum points of S(., N) and where S(., N) is convex. The Laplace integral outside Ω can be routinely shown to be exponentially small compared with the integral over Ω.
Recall that the kth order derivative
of a real function φ on R d can be viewed as the multilinear map
The second derivative will be written as usual in the matrix form
We shall denote by φ (k) (x) the corresponding norm defined as the lowest constant for which the estimate
Let us make now the following assumptions on the functions f and S:
is a continuously differentiable function on Ω with
(C2) S(x, N) is a thrice continuously differentiable function in x such that
for all x ∈ Ω, ξ ∈ R d , with positive constants Λ m , Λ M ; the latter condition can be concisely written as
where the usual ordering on symmetric matrices is used; (C3) For any N ≥ N 0 there exists a unique point x(N) of global minimum S(., N) in Ω, and the ball
is contained in Ω. Let us denote by D N the matrix of the second derivatives of S at x(N), that is
Notice directly that from convexity of S in Ω and assumption (C3) it follows that
Our approach to the study of the Laplace integral I(N) is based on its decomposition
U(N) being chosen in a way to optimally balance the two different kinds of estimations applied to I ′ (N) and I ′′ (N).
Proposition 2.1. Under the assumptions (C1)-(C3),
where ω(x, N) is a bounded function depending on
Proof. From the Taylor formula for functions on R
Consequently, for x ∈ ∂U(N) we have by (C2) that
It follows then from (4) that
so that
(11) To go further we shall need the Taylor expansion of S up to the third order. Namely, from (8) we deduce the expansion
where
Turning to I ′ (N) we further decompose it into the four integrals
with
It follows from (13) that, for x ∈ U(N), N|σ(x, N)| ≤ S 3 /6. Using (13) again and the trivial estimate |e t − 1| ≤ |t|e |t| , we conclude that, for x ∈ U(N),
Consequently,
From the standard integral
we deduce that
Next,
or, using (16) with k = 1,
is the area of the unit sphere in
Finally I 4 is calculated explicitly giving the main term of asymptotics:
Summarizing the estimates for all integrals involved and performing elementary simplifications, in particular using Γ((d + 1)/2) < dΓ(d/2) and Γ(1 + α) = αΓ(α), yields estimate (7).
Proposition 2.2. Under (C1)-(C3) assume additionally that S is four times differentiable and f is twice differentiable with
Proof. We again decompose I(N) in the sum I(N) = I ′ (N) + I ′′ (N) with I ′ (N), I ′′ (N) given by (5) and estimate I ′′ (N) by (11). Estimation of I ′ (N) needs more careful analysis using further terms of the Taylor expansion of S and f . Namely we decompose it first as
From (13) we get
From (16) with k = 6 we deduce that
To evaluate I 2 (N) we use the Taylor expansion of S to the fourth order yielding
Consequently, I 2 (N) can be represented as I 2 (N) = J 1 (N) + J 2 (N) with
Using the estimate forσ we obtain
To evaluate J 2 we expand f in Taylor series writing
Substituting this in J 2 and using the fact that the integral of an odd function over a ball centered at the origin vanishes, we get
The first two integrals are estimated as above, that is
and
Finally, J 23 (N) was estimated in Proposition 2.1 by representing it as the difference between the integral over the whole space R d and the integral over R d \ U(N), the first term yielding the main term of the asymptotics and the second one being exponentially small. Summarizing the estimates obtained and slightly simplifying, yields (21). Let ξ N denote a Ω-valued random variable having density f N (x) that is proportional to exp{−NS(x, N)}, that is
(i) Then ξ N weakly converge to a constant x 0 . More explicitly, for a smooth g, one has
(ii) If additionally S satisfies the conditions of Proposition 2.2, then
Here constants c 1 , c 2 depend only on S (actually on the bounds for the derivatives of S up to the fourth order).
Proof. From Propositions 2.1 and 2.2 we conclude that
in cases (i) and (ii) respectively. The estimates (24) and (25) are then obtained from the triangle inequality.
Next we are interested in the convergence of the normalized fluctuations of ξ N around x 0 , namely, of the random variables
To analyze these random variables, we shall use their moment generating functions
The numerator in (29) can be written in the form (1) as
where the new phase is
To shorten the notations, we shall denote by primes the derivatives of S or S * with respect to the variable x. S * is also convex, as S is, and has the same derivatives of order 2 and higher as S. To apply the Laplace method we need to find its point of global minimum, which coincides with its (unique) critical point, that we denote by x * = x * (p, N) and that solves the equation
Let us perform some elementary analysis of this equation proving its well posedness and finding its dependence on N in the first approximation.
Notice that, for x ∈ ∂U(N) (U(N) is defined as above by (2)), we have (by assumption (C2) and Taylor formula) that
On the other hand, for any p (in fact, uniformly for p from a bounded set) there exists N 0 such that
for all N > N 0 . Since, for any N, the mapping x → S ′ (x, N) is a local diffeomorphism of a neighborhood of x(N) to a neighborhood of the origin (due to the assumption of the convexity of S) we can conclude that, for N > N 0 , there exists a unique solution x * = x * (p, N) of equation (30) in Ω, and that x * ∈ U(N), i.e.
Next, expanding S ′ (x, N) in the Taylor series around x(N) (where S ′ (x(N), N) = 0), we find from (30) that
and thus
(recall that we denote D N = S ′′ (x (N), N) ). This allows us to improve the preliminary estimate (31) and to obtain
Hence from (32) we get
Finally we conclude that
We can now prove a convergence result that can be called the CLT for Laplace integrals. 
Proof. We are going to show that the moment generating functions of the fluctuations η N given by (29) converge, as N → ∞, to the function M(p), the convergence being uniform on bounded subsets of p. By the well known characterization of weak convergence this will apply the weak convergence of the random fluctuations η N . Applying Proposition 2.1 to the numerator and denominator of the r.h.s. of (29) we get, for N > N 0 ,
where ω is a bounded function, with a bound, depending on S 3 , Λ m , p, d, that can be found explicitly from (7). We have
and consequently
Therefore,
Using (60) we conclude that
where the constant c depends on
Next, from (34) we get
with another constant c depending on p, S 3 , Λ m , Λ M , d. Consequently, we deduce from (40) that
with some bounded functions c, ω, implying the required convergence of the functions M N (p).
Phase minimum on the border of the domain of integration
Here we present the estimates of the remainder in the asymptotic formula for the Laplace integrals with the critical point of the phase lying on the boundary of the domain of integration. For future reference, let us formulate (without a proof) a simple (and well known) onedimensional result.
Lemma 4.1. Let S(x, N) and f (x, N) be two continuous functions on the domain {x ∈ [0, a], N ≥ 1} with a > 0. Let f be continuously differentiable and S be twice continuously differentiable with respect to x, with the uniform bounds
and the lower bound
with some strictly positive constants s 1 , s 2 , f 0 , f 1 , where by primes we denote derivatives with respect to x. Then, for the Laplace integral
we have the asymptotic expression
where ω(x, N) is a bounded function, with a bound depending on
Let us turn to the general case. Namely, assume Ω is a bounded open set in R d+1 . The coordinates in R d+1 will be denoted (x, y) with x ∈ R, y ∈ R d . Let
It will be convenient to introduce the sections of Ω as the sets
We are interested in the asymptotics of the Laplace integral
with continuous functions f and S referred to as the amplitude and phase respectively. We shall assume the following: (C1') f (x, y) is a continuously differentiable function on Ω + (up to the border) with
(C2') S(x, N) is thrice continuously differentiable function of x and y such that
(where ≥ is the usual order on symmetric matrices) and
with positive constants Λ m , g m , and
Remark 2. The norms of higher derivatives in the estimates above mean their norms as multilnear operators. For instance,
is the minimum of constants α such that
Of course these norms cab be expressed in terms of the maximum of the magnitudes of all mixed derivatives. Say, ifS 2 is the maximum of the magnitudes of partial derivatives of S of the second order, then
The norms we are using yield the most natural estimates in our calculations.
(C3') For any N > N 0 , with some N 0 > 0, there exists a unique point of global minimum of S in Ω + , this point lies on the boundary {x = 0}, i.e. it has coordinates (0, y(N)) with some y(N) ∈ R d , and the box
is contained in Ω + . We shall also use the sections
Let us denote by D N the matrix of the second derivatives of S as a function of y at (0, y(N), N), and by g N the gradient of S as a function of x at (0, y(N)), that is
The main approach of our analysis is in decomposing the integral I(N) into the sum of two integrals
over the sets {x ≤ N −2/3 } and {x > N −2/3 }, to represent the first integral as the double integral, so that
f (x, y) exp{−NS(x, y, N)} dy,
and to use Proposition 2.1 for the estimation of I(x, N), x ∈ [0, N −2/3 ], and finally Lemma 4.1 to estimate I ′ (N).
Proposition 4.1. Under the assumptions (C1')-(C3'),
holds for N >Ñ with someÑ, where ω(x, N) is a bounded function depending on Λ m , f 0 , f 1 , S 2 , S 3 , d.
Proof. Integral I ′′ (N) from (47) yields clearly an exponentially small contribution, similar to the integral I ′′ (N) in Proposition 2.1, so that we omit the details here. To calculate I(x, N) we have to know critical points of the phase S(x, y, N) as a function of y, that is the solutions y * (x, N) of the equation
As S is convex in y, the solution is unique, if it exists. To sort out the existence, let us write the Taylor expansion (taking into account that y(N) is a critical point of the function holds, allowing us to conclude that for these N, and any x ∈ [0, N −2/3 ], equation (50) has a unique solution y * (x, N) in U(x, N). In particular,
Next, using the Taylor approximation for the second derivatives of S, we get from (51) that
This implies
which is an essential improvement as compared with the initial estimate (52). It ensures that the distance from y * (x, N) to the border of U(x, N) is of order N −1/3 , so that Proposition 2.1 can in fact be applied to the integral I(x, N) leading to
where ω(x, y, N) is a bounded function, with a bound depending on Λ m , f 1 , f 0 , S 3 .
In order to apply Lemma 4.1 we need to show that
is bounded below by a positive constant. To see this we differentiate (50) with respect to y to obtain ∂y *
Moreover, it follows from (51) that
Consequently, we conclude from (56) that
for N > N 2 with N 2 = (4S Remark 3. Arguing as in Proposition 2.2, one can improve the estimate of the remainder term in (49) to be of order N −1 , by assuming more regularity on S and f .
Application to the weak convergence of random variables
The results on weak convergence of random variables with exponential densities given in Proposition 3.1 and related CLT type result of Proposition 3.2 can be now recast for the case of the phase having minimum on the boundary of the domain of integration. The following statement is proved by literally the same argument as Proposition 3.1. 
with a constant c depending only on S (actually on the bounds for the derivatives of S up to the third order). 
Laplace sums with error estimates
Our main interest lies in the modification of the above results related to sums rather than integrals. Namely, instead of the integral I(N) from (1) 
where Ω is an open polyhedron of the Euclidean space R d , with Euclidean volume |Ω|, the amplitude f and the phase S are continuous real functions. 
where ω(x, N) is a bounded function depending on Λ m , f 0 , f 1 , S 3 , d. Explicitly ω(x, N) ≤ ...
Proof.
We use the well known (and easy to prove) fact (a simplified version of the EulerMaclorin formula) that 
