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Abstract
Tensor methods are among the most prominent tools for the numer-
ical solution of high-dimensional problems where functions of multiple
variables have to be approximated. These methods exploit the tensor
structure of function spaces and apply to many problems in computa-
tional science which are formulated in tensor spaces, such as problems
arising in stochastic calculus, uncertainty quantification or paramet-
ric analyses. Here, we present complexity reduction methods based
on low-rank approximation methods. We analyze the problem of best
approximation in subsets of low-rank tensors and discuss its connec-
tion with the problem of optimal model reduction in low-dimensional
reduced spaces. We present different algorithms for computing approx-
imations of a function in low-rank formats. In particular, we present
constructive algorithms which are based either on a greedy construc-
tion of an approximation (with successive corrections in subsets of
low-rank tensors) or on the greedy construction of tensor subspaces
(for subspace-based low-rank formats). These algorithms can be ap-
plied for tensor compression, tensor completion or for the numerical
solution of equations in low-rank tensor formats. A special emphasis is
given to the solution of stochastic or parameter-dependent models. Dif-
ferent approaches are presented for the approximation of vector-valued
or multivariate functions (identified with tensors), based on samples of
the functions (black-box approaches) or on the models equations which
are satisfied by the functions.
Keywords: high-dimensional problems, low-rank approximation, model
order reduction, greedy algorithms, Proper Generalized Decomposi-
tion, parameter-dependent equations, stochastic equations.
MSC: 15A69, 35J50, 41A63, 65D15
†Ecole Centrale de Nantes, GeM, UMR CNRS 6183, France. e-mail:
anthony.nouy@ec-nantes.fr
1
Introduction
Low-rank approximation methods are among the most prominent complex-
ity reduction methods for the solution of high-dimensional problems in com-
putational science and engineering (see the surveys [53, 22, 51, 44] and
monograph [45]). Typical problems include the solution of high-dimensional
partial differential equations arising in physics or stochastic calculus, or
the solution of parameter-dependent or stochastic equations using a func-
tional approach, where functions of multiple (random) parameters have to
be approximated. The construction of reduced order representations of the
solution of complex parameter-dependent equations is of particular impor-
tance in parametric analyses (e.g. optimization, control, inverse problems)
and uncertainty quantification (uncertainty propagation, sensitivity analy-
ses, statistical inverse problems).
In practical applications, vector-valued or multivariate functions (as el-
ements of tensor spaces) often present low-rank structures that can be effi-
ciently exploited in order to reduce the complexity of their representation.
In this chapter, we introduce the basic concepts on low-rank approximation,
first for order-two tensors and then for higher-order tensors. We present
different methods for the approximation of a tensor, based either on a com-
plete or incomplete information on the tensor, or on the knowledge of the
equations satisfied by the tensor. Particular emphasis is given to the solu-
tion of stochastic and parameter-dependent equations.
In Section 1, we recall the definition and some useful properties of tensor
Banach spaces.
In Section 2, we introduce the problem of the best rank-r approximation
of order-two tensors, with the Singular Value Decomposition (SVD) as a
particular case (the case corresponding to tensor Hilbert spaces equipped
with canonical norms). Emphasis is given to the case of Bochner spaces,
which is of particular interest for the analysis of parameter-dependent and
stochastic equations.
In Section 3, we consider the case of higher-order tensors. We first
present different notions of rank and the associated low-rank approxima-
tion formats, with a special emphasis on subspace-based (or Tucker) for-
mats. Then we discuss the problem of best approximation in subsets of
low-rank tensors and its connection with the problem of finding optimal
reduced spaces for the projection of a tensor (for subspace-based tensor for-
mats). Then we present higher-order versions of the SVD which allow us to
obtain quasi-best (and controlled) approximations in subspace-based tensor
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formats for the particular case of the approximation (compression) of a given
tensor in a tensor Hilbert space equipped with a canonical norm.
In Section 4, we present constructive algorithms for the approximation
in low-rank tensor formats. These algorithms rely either on the greedy
construction of the approximation, by defining successive corrections in a
given subset of low-rank tensors (typically the set of rank-one tensors), or
on the greedy construction of subspaces (for the approximation in subspace-
based tensor formats). The latter approaches yield adaptive algorithms
for projection-based model order reduction. For the case of parameter-
dependent equations, these algorithms include the Empirical Interpolation
Method (at the basis of Reduced Basis methods) and some variants of Proper
Generalized Decomposition (PGD) methods.
In Section 5, we present different approaches for the approximation of
a function (identified with a tensor) in low-rank tensor formats, based on
samples of the function. We present least-squares methods and interpolation
methods, the latter ones being related to the problem of tensor completion.
In Section 6, we introduce a class of parameter-dependent (or stochas-
tic) models and we show how these models can be formulated as tensor-
structured equations, first by exploiting the order-two tensor structure of
Bochner spaces, and then by exploiting higher-order tensor structures of
Lebesgue spaces with product measures (e.g. induced by independent ran-
dom parameters).
Finally, in Section 7, we present low-rank methods for the solution of
tensor-structured equations, relying either on the use of iterative solvers and
standard low-rank compression methods, or on the minimization of a certain
residual-based distance to the solution (using optimization algorithms in
low-rank tensor manifolds or constructive algorithms). Particular emphasis
is given to the case of parameter-dependent (or stochastic) equations. In
this particular context, greedy algorithms provide adaptive methods for the
construction of reduced-order models.
1 Tensor spaces
In this section, we introduce basic definitions on tensor Banach spaces and
recall some useful properties. For a detailed introduction to tensor analysis,
we refer the reader to the monographs [31, 57, 45].
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1.1 Tensor Banach spaces
Let us consider vector spaces Xν , ν ∈ {1, . . . , d}, equipped with norms ‖ · ‖ν .
For (v(1), . . . , v(d)) ∈ X1 × . . . ×Xd, we denote by
⊗d
ν=1 v
(ν) an elementary
tensor. The algebraic tensor space X =
⊗d
ν=1Xν is defined as the linear
span of elementary tensors:
X =
d⊗
ν=1
Xν = span
{
d⊗
ν=1
v(ν) : v(ν) ∈ Xν , 1 ≤ ν ≤ d
}
,
so that elements v ∈ X can be written as finite linear combinations of
elementary tensors, that means
v =
m∑
i=1
v
(1)
i ⊗ . . .⊗ v(d)i (1.1)
for somem ∈ N and some vectors v(ν)i ∈ Xν , 1 ≤ i ≤ m, 1 ≤ ν ≤ d. A tensor
Banach space X‖·‖ equipped with a norm ‖ · ‖ is defined as the completion
of an algebraic tensor space X with respect to the norm ‖ · ‖, and we denote
X‖·‖ = X
‖·‖
= ‖·‖
⊗d
ν=1Xν . If the norm ‖ · ‖ is associated with an inner
product, the resulting space X‖·‖ is a tensor Hilbert space. In the case of
finite-dimensional spaces Xν , X‖·‖ does not depend on the choice of norm
and it coincides with the normed algebraic tensor space X.
1.2 Tensor spaces of operators
Let X =
⊗d
ν=1Xν and Y =
⊗d
ν=1 Yν be two normed algebraic tensor spaces.
Let L(Xν , Yν) (resp. L(Xν , Yν)) denote the set of linear operators (resp.
continuous linear operators) from Xν to Yν . For Yν = R, L(Xν ,R) = X
∗
ν
is the algebraic dual space of Xν , while L(Xν ,R) = X ′ν is the continuous
dual space of Xν . For A
(ν) ∈ L(Xν , Yν), 1 ≤ ν ≤ d, the elementary ten-
sor A =
⊗d
ν=1A
(ν) is defined for elementary tensors
⊗d
ν=1 v
(ν) ∈ X by
A
(⊗d
ν=1 v
(ν)
)
=
⊗d
ν=1A
ν(v(ν)), and extended by linearity to the whole
space X. The algebraic tensor space
⊗d
ν=1 L(Xν , Yν) is defined in the same
way. In the particular case where Y = R, with Yν = R for all ν, an ele-
mentary tensor
⊗d
ν=1 ϕ
(ν) ∈⊗dν=1X∗ν is such that for v =⊗dν=1 v(ν) ∈ X,(⊗d
ν=1 ϕ
(ν)
)
(v) =
∏d
ν=1 ϕ
(ν)(v(ν)), and we have
⊗d
ν=1X
∗
ν ⊂ X∗.
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1.3 Minimal subspaces
The minimal subspaces of a tensor v ∈⊗dν=1Xν , denoted Uminν (v) for 1 ≤
ν ≤ d, are defined by the property that v ∈⊗dν=1 Uν implies Uminν (v) ⊂ Uν ,
while v ∈ ⊗dν=1 Uminν (v). The minimal subspace Uminν (v) ⊂ Xν can be
equivalently characterized by
Uminν (v) =
(idν ⊗ ϕνc)(v) : ϕνc ∈⊗
β 6=ν
X∗β
 ,
where idν ∈ L(Xν ,Xν) is the identity operator on Xν and where we use the
convention idν⊗
(⊗
β 6=ν ϕβ
)
= ϕ1⊗ . . .⊗ϕν−1⊗ idν⊗ϕν+1⊗ . . .⊗ϕd. For v
having the representation (1.1), Uminν (v) ⊂ span{v(ν)i }mi=1, with an equality if
the m vectors {⊗β 6=νv(β)i }mi=1 are linearly independent. A minimal subspace
can also be defined for any subset of dimensions α ⊂ {1, . . . , d} such that
1 ≤ #α < d. Letting Xα =
⊗
ν∈αXν , the minimal subspace U
min
α (v) ⊂ Xα
of v is defined by
Uminα (v) =
(idα ⊗ ϕαc)(v) : ϕαc ∈⊗
β /∈α
X∗β
 .
For v having the representation (1.1), Uminα (v) ⊂ span{v(α)i }mi=1, with v(α)i =⊗
ν∈α v
(ν)
i , and U
min
α (v) = span{v(α)i }mi=1 if the vectors {⊗ν /∈αv(ν)i }mi=1 are
linearly independent. For α = ∪˙Kk=1αk being the disjoint union of non empty
sets αk ⊂ {1, . . . , d}, it holds
Uminα (v) ⊂
K⊗
k=1
Uminαk (v).
For a detailed introduction to minimal subspaces and their properties, see
[37].
1.4 Tensor norms
A norm ‖·‖ onX is called a crossnorm if ‖⊗dν=1 v(ν)‖ =∏dν=1 ‖v(ν)‖ν for all
(v(1), . . . , v(d)) ∈ X1×. . .×Xd. For ν ∈ {1, . . . , d}, let X ′ν = L(Xν ,R) denote
the continuous dual of Xν equipped with the dual norm ‖·‖′ν of ‖·‖ν . If ‖·‖ is
a crossnorm and also the dual norm ‖ ·‖′ of ‖ ·‖ is a crossnorm on⊗dν=1X ′ν ,
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that means ‖⊗dν=1 ϕ(ν)‖′ =∏dν=1 ‖ϕ(ν)‖′ν for all ϕ(ν) ∈ X ′ν , then ‖·‖ is called
a reasonable crossnorm. For a reasonable crossnorm, the elementary tensor⊗d
ν=1 ϕ
(ν) is in the space X ′ = L(X,R) equipped with the dual norm ‖ · ‖′,
and it can be extended to an element in (X‖·‖)
′ = L(X‖·‖,R). A norm ‖ · ‖
on X is said to be a uniform crossnorm if it is a reasonable crossnorm and
if for any elementary operator
⊗d
ν=1A
(ν) ∈ ⊗dν=1L(Xν ,Xν) and for any
tensor v ∈ X, it satisfies ‖
(⊗d
ν=1A
(ν)
)
(v)‖ ≤
(∏d
ν=1 ‖A(ν)‖Xν←Xν
)
‖v‖,
where ‖A(ν)‖Xν←Xν denotes the operator norm of A(ν). Therefore, when X
is equipped with a uniform crossnorm, A =
⊗d
ν=1A
(ν) belongs to the space
L(X,X) of continuous operators from X to X, and the operator norm of
A is ‖A‖X←X =
∏d
ν=1 ‖A(ν)‖Xν←Xν . The operator A can then be uniquely
extended to a continuous operator A ∈ L(X‖·‖,X‖·‖).
Some norms can be directly defined from the norms ‖ · ‖ν on Xν , 1 ≤
ν ≤ d. The injective norm ‖ · ‖∨ is a particular uniform crossnorm defined
for an algebraic tensor v as
‖v‖∨ = sup{(ϕ(1) ⊗ . . . ⊗ ϕ(d))(v) : ϕ(ν) ∈ X ′ν , ‖ϕ(ν)‖′ν = 1, 1 ≤ ν ≤ d}.
The projective norm ‖ · ‖∧ is another particular uniform crossnorm defined
for an algebraic tensor v as
‖v‖∧ = inf
{
m∑
i=1
d∏
ν=1
‖v(ν)i ‖ν : v =
m∑
i=1
d⊗
ν=1
v
(ν)
i
}
,
where the infimum is taken over all possible representations of v. The in-
jective and projective norms are respectively the weakest and strongest rea-
sonable crossnorms in the sense that for any reasonable crossnorm ‖ · ‖, we
have ‖·‖∨ . ‖·‖ . ‖·‖∧, therefore yielding the following inclusions between
the corresponding tensor Banach spaces: X‖·‖∧ ⊂ X‖·‖ ⊂ X‖·‖∨ .
In the case where spaces Xν , 1 ≤ ν ≤ d, are Hilbert spaces associated
with inner products 〈·, ·〉ν , a natural inner product, called the induced or
canonical inner product, can be defined for elementary tensors as
〈
d⊗
ν=1
v(ν),
d⊗
ν=1
w(ν)〉 =
d∏
ν=1
〈v(ν), w(ν)〉ν ,
and extended by linearity to the whole algebraic tensor space X. This yields
the definition of a natural tensor Hilbert space X‖·‖. The associated norm,
called the canonical norm, is in fact the unique crossnorm associated with
an inner product, and it is a uniform crossnorm.
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1.5 Examples of tensor Banach spaces
Here, we introduce examples of tensor Banach spaces that are of particular
importance in parametric and stochastic analyses.
1.5.1 Lp spaces with product measure
Let (Ξ,Σ, µ) be a measure space with Ξ ⊂ Rs and µ a finite measure sup-
ported on Ξ (e.g. a probability measure). For 1 ≤ p ≤ ∞, the Lebesgue
space Lpµ(Ξ) is defined as the Banach space of (equivalence classes of) mea-
surable functions v : Ξ→ R with finite norm
‖v‖p =
(∫
Ξ
|v(y)|pµ(dy)
)1/p
for 1 ≤ p <∞, and
‖v‖∞ = ess sup
y∈Ξ
|v(y)| for p =∞.
Now, let us assume that (Ξ,Σ, µ) is the product of measure spaces (Ξν ,Σν , µν)
where Ξν ⊂ Rsν and µν is a finite measure, 1 ≤ ν ≤ d (s =
∑d
ν=1 sν). That
means Ξ = Ξ1× . . .×Ξd, Σ = Σ1 ⊗ . . .⊗Σd and µ = µ1 ⊗ . . .⊗ µd. We can
define the algebraic tensor space X = Lpµ1(Ξ1) ⊗ . . . ⊗ Lpµd(Ξd). The natu-
ral injection from X to Lpµ(Ξ) is such that (v(1) ⊗ . . . ⊗ v(d))(y1, . . . , yd) =
v(1)(y1) . . . v
(d)(yd) for (y1, . . . , yd) ∈ Ξ. X is then the set of functions v in
Lpµ(Ξ) that can be written
v(y1, . . . , yd) =
m∑
i=1
v
(1)
i (y1) . . . v
(d)
i (yd),
for some m ∈ N and some functions v(ν)i ∈ Lpµν (Ξν). We have the property
that the resulting tensor Banach space X‖·‖p = ‖·‖p
⊗d
ν=1 L
p
µν (Ξν) is such
that
X‖·‖p = L
p
µ(Ξ) for 1 ≤ p <∞, and
X‖·‖∞ ⊂ L∞µ (Ξ) for p =∞,
with equality X‖·‖∞ = L
∞
µ (Ξ) if Ξ is a finite set (see [31]). For any p,
the norm ‖ · ‖p is a reasonable crossnorm. In the case p = 2, L2µ(Ξ) is a
Hilbert space which can be identified with the tensor Hilbert space X‖·‖2 =
‖·‖2
⊗d
ν=1 L
2
µν (Ξν). The norm ‖ · ‖2 is the canonical inner product norm,
which is a uniform crossnorm. For 1 < p < ∞, X‖·‖p is reflexive and
separable.
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1.5.2 Bochner spaces
Bochner spaces are of particular importance in the analysis of parameter-
dependent and stochastic equations. Let V denote a Banach space equipped
with a norm ‖ · ‖V and let (Ξ,Σ, µ) denote a measure space, where Ξ ⊂ Rs
and µ is a finite measure (e.g. a probability measure). For 1 ≤ p ≤ ∞, the
Bochner space Lpµ(Ξ;V ) is the Banach space of all (equivalence classes of)
Bochner measurable functions1 v : Ξ→ V with bounded norm
‖v‖p =
(∫
Ξ
‖v(y)‖pV µ(dy)
)1/p
for 1 ≤ p <∞, and
‖v‖∞ = ess sup
y∈Ξ
‖v(y)‖V for p =∞.
Let us note that Lpµ(Ξ) = L
p
µ(Ξ;R). We can define the algebraic tensor
space X = Lpµ(Ξ) ⊗ V and the natural injection from X to Lpµ(Ξ;V ) by
λ ⊗ v 7→ λ(·)v, such that (λ ⊗ v)(y) = λ(y)v for y ∈ Ξ. The space X is
composed by functions that can be written
v(y) =
m∑
i=1
si(y)vi,
for some m ∈ N and some vectors vi ∈ V and functions si ∈ Lpµ(Ξ), 1 ≤ i ≤
m. We have the property that the resulting tensor Banach space X‖·‖p =
Lpµ(Ξ)⊗‖·‖p V is such that
X‖·‖p = L
p
µ(Ξ;V ) for 1 ≤ p <∞, and
X‖·‖∞ ⊂ L∞µ (Ξ;V ) for p =∞,
with an equality X‖·‖∞ = L
∞
µ (Ξ;V ) if V is a finite-dimensional space or if Ξ
is a finite set2. For any 1 ≤ p ≤ ∞, the norm ‖·‖p is a reasonable crossnorm.
For p = 2 and if V is a Hilbert space, then ‖ · ‖2 is an inner product norm
which makes L2µ(Ξ;V ) a Hilbert space. Then X‖·‖2 = L
2
µ(Ξ) ⊗‖·‖2 V is a
tensor Hilbert space and ‖ · ‖2 is the canonical norm, which is a uniform
crossnorm. For 1 < p <∞, if V is reflexive and separable, then the Bochner
tensor space Lpµ(Ξ)⊗‖·‖p V is reflexive (see [75, Proposition 1.38]).
1See e.g. [75, Section 1.5] for the definition of Bochner measurability and Bochner
integrability.
2Note that if Ξ is a finite set, then for any 1 ≤ p, q ≤ ∞, the norms ‖ · ‖p and ‖ · ‖q are
equivalent and therefore, the topological tensor spaces X‖·‖p and X‖·‖q coincide.
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1.6 Approximation in finite-dimensional tensor spaces
Let X‖·‖ = ‖·‖
⊗d
ν=1Xν be a tensor Banach space. Approximations of el-
ements of X‖·‖ are typically searched in finite-dimensional subspaces of X
that can be constructed as follows. Let {ψ(ν)kν }kν∈Iν be a set of linearly
independent elements in Xν , with Iν such that #Iν = nν . Let Xν,Iν =
span{ψ(ν)kν }kν∈Iν ⊂ Xν . Let I = I1 × . . .× Id. Then
XI = X1,I1 ⊗ . . .⊗Xd,Id
is a finite-dimensional subspace of X with dimension #I =
∏d
ν=1 nν and
with a basis {ψk}k∈I defined by ψk = ψ(1)k1 ⊗ . . .⊗ψ
(d)
kd
, k = (k1, . . . , kd) ∈ I.
An element u ∈ XI can be written
u =
∑
k∈I
akψk =
∑
k1∈I1
. . .
∑
kd∈Id
ak1,...,kdψ
(1)
k1
⊗ . . . ⊗ ψ(d)kd , (1.2)
where the set of coefficients a = (ak)k∈I ∈ RI can be identified with a tensor
a ∈ Rn1 ⊗ . . . ⊗ Rnd . If X is a Hilbert space with inner product 〈·, ·〉 and if
the basis {ψk}k∈I is orthonormal, then the coefficients in (1.2) are given by
ak1,...,kd = 〈
⊗d
ν=1 ψ
(ν)
kν
, u〉.
Complexity reduction using sparse and low-rank tensor methods.
The approximation space XI has a dimension which grows exponentially
with the dimension d, which makes unpractical standard linear approxima-
tion methods in XI for a large d. We can distinguish two main families
of complexity reduction methods in tensor spaces: low-rank approximation
methods and sparse approximation methods. Sparse approximation meth-
ods aim at defining suitable index sets J ⊂ I with small cardinality for
the approximation of a tensor in the corresponding low-dimensional space
XJ = span{ψk}k∈J . The construction of index sets J can be based on a
priori analyses [62, 6] or on adaptive algorithms [8, 77, 28, 29, 26, 23, 25].
Sparse and low-rank methods exploit different low-dimensional structures of
tensors and these two complexity reduction methods can also be combined
[2, 19]. In this chapter, we only focus on low-rank approximation methods.
Note that in practical applications, complexity reduction methods are most
often used for the approximation of tensors in a fixed finite-dimensional
space XI , possibly adapted afterwards using a posteriori error estimates
(see e.g. [2]). Thus, low-rank and sparse tensor methods aim at finding a
representation of the form (1.2) with a low-dimensional representation of
the tensor of coefficients a.
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1.7 About best approximation problems
Here we recall definitions and classical results on the problem of best ap-
proximation of an element u ∈ X‖·‖ from a subset M in X‖·‖,
min
v∈M
‖u− v‖. (1.3)
A subsetM is proximinal if for any u, there exists an element of best approx-
imation in M . Any finite-dimensional linear subspace of X‖·‖ is proximinal.
When X‖·‖ is reflexive, a sufficient condition for a subsetM to be proximinal
is that M is weakly closed. In particular, any closed convex set of a normed
space is weakly closed. When X‖·‖ is finite-dimensional or when M is a
subset of a finite-dimensional subspace in X‖·‖, then a sufficient condition
for M to be proximinal is that M is closed.
A subsetM is a unicity set if for any u, there exists at most one element
of best approximation of u in M . A subset M is a Chebyshev set if it
is a proximinal unicity set, that means if for any u, there exists a unique
element of best approximation of u from M . Any convex subset M of a
strictly convex normed space is a unicity set.
2 Low-rank approximation of order-two tensors
In this section, we consider the problem of the low-rank approximation of
order-two tensors. We denote by S ⊗ V an algebraic tensor space, where S
and V are Banach spaces, and by S⊗‖·‖ V the corresponding tensor Banach
space equipped with a norm ‖ · ‖.
2.1 Best rank-r approximation
The rank of u ∈ S ⊗ V , denoted rank(u), is the minimal r ∈ N such that
u =
r∑
i=1
si ⊗ vi, (2.1)
for some vectors {vi}ri=1 ∈ V r and {si}ri=1 ∈ Sr. We denote by Rr the set
of tensors in S ⊗ V with a rank bounded by r,
Rr =
{
r∑
i=1
si ⊗ vi : {si}ri=1 ∈ Sr, {vi}ri=1 ∈ V r
}
,
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or equivalently
Rr =

r∑
i=1
r∑
j=1
aijsi ⊗ vj : a = (aij) ∈ Rr×r, {si}ri=1 ∈ Sr, {vi}ri=1 ∈ V r
 .
Let u ∈ S ⊗‖·‖ V . An element ur of best approximation of u in Rr with
respect to the norm ‖ · ‖ is such that
‖u− ur‖ = min
v∈Rr
‖u− v‖. (2.2)
If the norm ‖ · ‖ is not weaker than the injective norm, then Rr is weakly
closed in S⊗‖·‖V (see Lemma 8.6 in [45]), and therefore proximinal if S⊗‖·‖V
is reflexive. However, Rr is not a convex set and there is no guaranty of
uniqueness of an element of best approximation.
Example 2.1 As an example, for 1 < p < ∞ and V a reflexive and sepa-
rable Banach space, the Bochner tensor space Lpµ(Ξ)⊗‖·‖p V is reflexive and
‖ · ‖p is not weaker than the injective norm (see Section 1.5.2). Therefore,
Rr is proximinal in Lpµ(Ξ) ⊗‖·‖p V if 1 < p < ∞ and V is a reflexive and
separable Banach space.
2.2 Optimal subspaces
Now, we introduce equivalent reformulations of the best rank-r approxima-
tion problem (2.2) by using subspace-based parametrizations of Rr. We
first note that Rr has a simple characterization using minimal subspaces.
Indeed,
Rr =
{
u ∈ S ⊗ V : dim(Umin1 (u)) = dim(Umin2 (u)) ≤ r
}
,
where the left and right minimal subspaces are respectively Umin1 (u) =
{(idS ⊗ ϕ)(u) : ϕ ∈ V ∗} , Umin2 (u) = {(ψ ⊗ idV )(u) : ψ ∈ S∗} . Let Gr(E)
denote the Grassmann manifold of r-dimensional subspaces in the vector
space E. First, we have
Rr = {u ∈ Sr ⊗ Vr : Sr ∈ Gr(S), Vr ∈ Gr(V )} , (2.3)
and the best rank-r approximation problem (2.2) can be equivalently written
min
Sr∈Gr(S)
min
Vr∈Gr(V )
min
v∈Sr⊗Vr
‖u− v‖. (2.4)
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The solution of (2.4) yields optimal r-dimensional spaces Vr and Sr for the
approximation of u in the “reduced” tensor space Sr ⊗ Vr. Also, we have
the following parametrization which only involves subspaces in V :
Rr = {u ∈ S ⊗ Vr : Vr ∈ Gr(V )} , (2.5)
which yields the following reformulation of the best rank-r approximation
problem (2.2):
min
Vr∈Gr(V )
min
v∈S⊗Vr
‖u− v‖. (2.6)
The solution of (2.6) yields an optimal r-dimensional subspace Vr for the
approximation of u in the “reduced” tensor space S ⊗ Vr.
Hilbert case. Suppose that S and V are Hilbert spaces and that S⊗‖·‖V
is a Hilbert space with a norm ‖·‖ associated with an inner product 〈·, ·〉. For
a finite-dimensional linear subspace Vr ⊂ V , let PS⊗Vr denote the orthogonal
projection from S ⊗‖·‖ V onto S ⊗ Vr such that
min
v∈S⊗Vr
‖u− v‖2 = ‖u− PS⊗Vru‖2 = ‖u‖2 − ‖PS⊗Vru‖2. (2.7)
The optimal subspace Vr is the solution of
max
Vr∈Gr(V )
Ru(Vr) with Ru(Vr) = ‖PS⊗Vru‖2, (2.8)
which is an optimization problem on the Grassmann manifold Gr(V ). The
application
‖ · ‖r : u 7→ ‖u‖r = max
Vr∈Gr(V )
‖PS⊗Vru‖ = max
Vr∈Gr(V )
max
w∈S⊗Vr
‖w‖=1
〈w, u〉
defines a norm on S ⊗‖·‖ V and the best rank-r approximation ur satisfies
‖u− ur‖2 = ‖u‖2 − ‖ur‖2 = ‖u‖2 − ‖u‖2r .
Remark 2.2 In the case where 〈·, ·〉 is the canonical inner product, PS⊗Vr =
idS⊗PVr where PVr is the orthogonal projection from V to Vr. Then, finding
the optimal subspace Vr is equivalent to finding the dominant eigenspace of
an operator (see Section 2.4).
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2.3 Tensors as operators
The following results are taken from [45, Section 4.2.13]. We restrict the
presentation to the case where V is a Hilbert space with inner product
〈·, ·〉V . An element u =
∑r
i=1 si ⊗ vi ∈ S ⊗ V with rank r can be identified
with a rank-r linear operator from V to S such that for v ∈ V ,
u(v) =
r∑
i=1
si〈vi, v〉V .
Then, the algebraic tensor space S⊗V can be identified with the set F(V, S)
of finite rank operators from V to S. The injective norm ‖ · ‖∨ coincides
with the operator norm, so that the tensor Banach space S ⊗‖·‖∨ V can be
identified with the closure F(V, S) of F(V, S) with respect to the operator
norm, which coincides with the set of compact operators3 K(V, S) from V
to S. Therefore, for any norm ‖ · ‖ not weaker than the injective norm, we
have
S ⊗‖·‖ V ⊂ S ⊗‖·‖∨ V = K(V, S). (2.9)
Also, the tensor Banach space S⊗‖·‖∧ V equipped with the projective norm
‖ · ‖∧ can be identified with the space of nuclear operators N (V, S) from V
to S. Therefore, for any norm ‖ · ‖ not stronger than the projective norm
‖ · ‖∧, we have
N (V, S) = S ⊗‖·‖∧ V ⊂ S ⊗‖·‖ V. (2.10)
2.4 Singular value decomposition
In this section, we consider the case where V and S are Hilbert spaces.
The spaces V and S are identified with their dual spaces V ′ and S′ re-
spectively. Let ‖ · ‖ denote the canonical inner product norm. Let n =
min{dim(V ),dim(S)}, with n <∞ or n =∞. Let u in S⊗‖·‖∨ V = K(V, S),
the set of compact operators4. Then, there exists a decreasing sequence of
non-negative numbers σ = {σi}ni=1 and two orthonormal systems {vi}ni=1 ⊂
V and {si}ni=1 ⊂ S such that
u =
n∑
i=1
σisi ⊗ vi, (2.11)
3F(V, S) coincides with K(V, S) if the Banach space V has the approximation property,
which is the case for V a Hilbert space.
4Note that for n <∞, S ⊗‖·‖∨ V = S ⊗ V = F(V, S) = K(V, S).
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where in the case n = ∞, the only accumulation point of the sequence σ
is zero and the series converges with respect to the injective norm ‖ · ‖∨
which coincides with the operator norm (see Theorem 4.114 in [45]). The
expression (2.11) is the so-called Singular Value Decomposition (SVD) of
u, where (si, vi) ∈ S × V is a couple of left and right singular vectors of u
associated with a singular value σi, verifying
u(vi) = σisi and u
∗(si) = σivi,
where u∗ ∈ K(S, V ) is the adjoint operator of u defined by 〈s, u(v)〉S =
〈u∗(s), v〉V for all (v, s) ∈ V × S. Let ur be the rank-r truncated SVD
defined by
ur =
r∑
i=1
σisi ⊗ vi.
We have
‖u‖∨ = ‖σ‖ℓ∞ = σ1 and ‖u− ur‖∨ = σr+1.
If we assume that σ ∈ ℓ2, then u ∈ S ⊗‖·‖ V and
‖u‖ = ‖σ‖ℓ2 =
( n∑
i=1
σ2i
)1/2
, ‖u− ur‖ =
( n∑
i=r+1
σ2i
)1/2
.
The canonical norm ‖ · ‖ coincides with the Hilbert-Schmidt norm of oper-
ators. We have the important property that
‖u− ur‖ = min
w∈Rr
‖u− w‖,
which means that an optimal rank-r approximation of u in the norm ‖ · ‖
can be obtained by retaining the first r terms of the SVD. Moreover,
‖u− ur‖ = min
w∈R1
‖u− ur−1 − w‖, (2.12)
and
‖u− ur‖2 = ‖u− ur−1‖2 − σ2r = ‖u‖2 −
r∑
i=1
σ2i = ‖u‖2 − ‖ur‖2.
The r-dimensional subspaces
Sr = U
min
1 (ur) = span{si}ri=1 ∈ Gr(S) and
Vr = U
min
2 (ur) = span{vi}ri=1 ∈ Gr(V )
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are respectively left and right dominant singular spaces of u. These sub-
spaces are solutions of problems (2.4) and (2.6), which means that they are
optimal r-dimensional subspaces with respect to the canonical norm. There-
fore, the SVD defines increasing sequences of optimal subspaces {Vr}r≥1 and
{Sr}r≥1, such that
Vr ⊂ Vr+1 and Sr ⊂ Sr+1.
Note that the optimal subspaces Vr and Sr are uniquely defined if σr > σr+1.
Denoting Cu : V → V the compact operator defined by Cu = u∗ ◦ u, we
have that (vi, σ
2
i ) ∈ V × R+ is an eigenpair of Cu, i.e. Cuvi = σ2i vi. An
optimal subspace Vr is a dominant r-dimensional eigenspace of Cu. It is a
solution of (2.8). Here, the orthogonal projection PS⊗Vr from S ⊗‖·‖ V to
S⊗Vr is such that PS⊗Vr = idS ⊗ PVr , and we have that Ru(Vr) = Ru(V) =
Trace({CuV,V}V {V,V}−1V ), where V = {vi}ri=1 ∈ (V )r is any basis of Vr,
CuV = {Cuvi}ri=1, and where {{wi}ri=1, {vi}ri=1}V = (〈wi, vj〉V )1≤i,j≤r ∈
R
r×r. Ru(V) is the Rayleigh quotient of Cu.
2.5 Low-rank approximations in Bochner spaces
Here, we consider the particular case of low-rank approximations in Bochner
spaces Lpµ(Ξ;V ), 1 ≤ p ≤ ∞, where µ is a finite measure. This case is of
particular interest for subspace-based model order reduction of parameter-
dependent (or stochastic) problems. Here we consider V as a Hilbert space
with norm ‖ · ‖V . The considered algebraic tensor space is Lpµ(Ξ)⊗ V , and
the set Rr of elements in Lpµ(Ξ)⊗ V with rank at most r is identified with
the set of functions ur : Ξ→ V of the form
ur(y) =
r∑
i=1
si(y)vi, y ∈ Ξ.
For a given u ∈ Lpµ(Ξ;V ), let ρ(p)r (u) denote the error of best rank-r approx-
imation in Lpµ(Ξ)⊗ V , defined by
ρ(p)r (u) = inf
w∈Rr
‖u− w‖p,
or equivalently by
ρ(p)r (u) = inf
Vr∈Gr(V )
inf
w∈Lpµ(Ξ)⊗Vr
‖u− w‖p = inf
Vr∈Gr(V )
‖u− PVru‖p,
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where PVr is the orthogonal projection from V to Vr and (PVru)(y) =
PVru(y). For 1 ≤ p <∞,
ρ(p)r (u) = inf
Vr∈Gr(V )
(∫
Ξ
‖u(y)− PVru(y)‖pV µ(dy)
)1/p
,
and for p =∞,
ρ(∞)r (u) = inf
Vr∈Gr(V )
ess sup
y∈Ξ
‖u(y)− PVru(y)‖V .
If we assume that µ is a probability measure, we have for all 1 ≤ p ≤ q ≤ ∞,
ρ(1)r (u) ≤ ρ(p)r (u) ≤ ρ(q)r (u) ≤ ρ(∞)r (u).
There are two cases of practical importance. The first case is p = 2, where
L2µ(Ξ;V ) = L
2
µ(Ξ) ⊗‖·‖2 V is a Hilbert space and ‖ · ‖2 is the canonical
norm, so that we are in the situation where the best rank-r approxima-
tion is the r-term truncated singular value decompositon of u (see Sec-
tion 2.4), called in this context Karhunen-Loe`ve decomposition5. Then
ρ
(2)
r (u) = (
∑
i≥r+1 σ
2
i )
1/2, where {σi}i≥1 is the sequence of decreasing sin-
gular values of u. The other important case is p = ∞. If we assume that
Ξ = support(µ) is compact and that u is continuous from Ξ to V , then the
set of solutions u(Ξ) = {u(y) : y ∈ Ξ} is a compact subset of V and ρ(∞)r (u)
coincides with the Kolmogorov r-width dr(u(Ξ))V of u(Ξ) ⊂ V ,
ρ(∞)r (u) = inf
Vr∈Gr(V )
sup
y∈Ξ
‖u(y)− PVru(y)‖V
= inf
Vr∈Gr(V )
sup
v∈u(Ξ)
‖v − PVrv‖V := dr(u(Ξ))V .
Remark 2.3 In the case p = 2, there exists a sequence of nested optimal
spaces Vr associated with ρ
(2)
r (u). In the case p 6= 2, up to the knowledge of
the author, it remains an open question to prove whether or not there exists
a sequence of nested optimal spaces.
5Karhunen-Loe`ve decomposition usually corresponds to the singular value decom-
position of a centered second-order stochastic process u, that means of u − Eµ(u) =
u−
∫
Ξ
u(y)µ(dy).
16
3 Low-rank approximation of higher-order tensors
In this section, we consider the problem of the low-rank approximation of
higher-order tensors and we will see how to extend the principles of Section
2. Although several concepts apply to general tensor Banach spaces (see
[39, 37, 38]), we restrict the presentation to the case of tensor Hilbert spaces.
Let Xν , ν ∈ D := {1, . . . , d}, denote Hilbert spaces equipped with norms
‖ ·‖ν and associated inner products 〈·, ·〉ν . We denote by X =
⊗
ν∈DXν the
algebraic tensor space, equipped with a norm ‖ · ‖ associated with an inner
product 〈·, ·〉, and by X‖·‖ the corresponding tensor Hilbert space.
3.1 Low-rank tensor formats
A subset Sr of low-rank tensors tensors in X can be formally defined as a
set Sr = {v ∈ X : rank(v) ≤ r}. There is no ambiguity in the case of order-
two tensors, for which there is a unique notion of rank and Sr = Rr, with
r ∈ N. However, there are several notions of rank for higher-order tensors,
thus leading to different subsets Sr. For a detailed introduction to higher-
order low-rank tensor formats, see [53, 45]. Here, we briefly recall the main
tensor formats, namely the canonical format and the subspace-based (or
Tucker) formats. The approximation in the latter formats is closely related
to subspace-based model order reduction.
3.1.1 Canonical rank and canonical format
The canonical rank of a tensor v ∈ X is the minimal integer r ∈ N such that
v =
r∑
i=1
v
(1)
i ⊗ . . .⊗ v(d)i (3.1)
for some vectors v
(ν)
i , 1 ≤ i ≤ r, 1 ≤ ν ≤ d. The set of tensors with a
canonical rank bounded by r is denoted by Rr.
Remark 3.1 The elements of Rr can be written v = FRr({v(ν)i : 1 ≤ i ≤
r, 1 ≤ ν ≤ d}), where FRr is a multilinear map that parametrizes the subset
Rr with M(Rr) = r(
∑d
ν=1 dim(Xν)) real parameters. We have M(Rr) ≤
dNr, with N = maxν dim(Xν).
3.1.2 α-rank
A natural notion of rank can be defined for a subset of dimensions, based on
the notion of minimal subspaces. Let α ⊂ D be a subset of dimensions and
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αc = D \ α, with α and αc non empty. The α-rank of v, denoted rankα(v),
is defined by
rankα(v) = dim(U
min
α (v)). (3.2)
The α-rank coincides with the classical notion of rank for order-two tensors.
A tensor v ∈ X can be identified with a tensor Mα(v) ∈ Xα ⊗Xαc , where
Xα =
⊗
ν∈αXν and Xαc =
⊗
ν∈αc Xν , such that for v of the form (3.1),
Mα(v) =
∑r
i=1 v
(α)
i ⊗ v(α
c)
i , with v
(α)
i =
⊗
ν∈α v
(ν)
i and v
(αc)
i =
⊗
ν∈αc v
(ν)
i .
Mα :
⊗
ν∈DXν → Xα⊗Xαc is a so-called “matricisation” (or “unfolding”)
operator. The α-rank of v then coincides with the classical rank of the
order-two tensor Mα(v), i.e. rankα(v) = rank(Mα(v)). Subsets of low-rank
tensors can now be defined by imposing the α-rank for a collection of subsets
α ∈ 2D.
Remark 3.2 The definition (3.2) of the α-rank also holds for elements v ∈
X‖·‖. In this case, the interpretation as the rank of an order-two tensor
requires the extension of the matricisation operator to the topological tensor
space X‖·‖.
3.1.3 Tucker rank and Tucker format
The Tucker rank (or multilinear rank) of a tensor v ∈ X is defined as the
tuple (rankν(v))ν∈D ∈ Nd. The set of tensors with a Tucker rank bounded
by r = (rν)ν∈D is the set of Tucker tensors
Tr =
{
v ∈ X : rankν(v) = dim(Uminν (v)) ≤ rν , ν ∈ D
}
,
which can be equivalently characterized by
Tr = {v ∈ U1 ⊗ . . . ⊗ Ud : Uν ∈ Grν (Xν), ν ∈ D} . (3.3)
An element v ∈ Tr can be written
v =
r1∑
i1=1
. . .
rd∑
id=1
Ci1,...,idv
(1)
i1
⊗ . . .⊗ v(d)id
for some C ∈ Rr1×...×rd (the core tensor) and some v(ν)iν ∈ Xν , 1 ≤ iν ≤ rν ,
ν ∈ D.
Remark 3.3 The elements of Tr can be written v = FTr(C, {v(ν)iν : 1 ≤ iν ≤
rν , 1 ≤ ν ≤ d}), where FTr is a multilinear map that parametrizes the subset
Tr with M(Tr) =
∏d
ν=1 rν +
∑d
ν=1 rν dim(Xν) real parameters. We have
M(Tr) ≤ Rd + dNR with R = maxν rν and N = maxν dim(Xν).
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3.1.4 Tree-based rank and tree-based Tucker format
A more general notion of rank can be associated with a tree of dimensions.
Let TD denote a dimension partition tree of D, which is a subset of 2
D such
that all vertices α ∈ TD are non empty subsets of D, D is the root of TD,
every vertex α ∈ TD with #α ≥ 2 has at least two sons, and the sons of a
vertex α ∈ TD form a partition of α. The set of sons of α ∈ TD is denoted
S(α). A vertex α with #α = 1 is called a leaf of the tree and is such that
S(α) = ∅. The set of leaves of TD is denoted L(TD). The tree-based Tucker
rank of a tensor u associated with a dimension tree TD, denoted TD-rank(u),
is a tuple (rankα(u))α∈TD ∈ N#TD . Letting r = (rα)α∈TD ∈ N#TD be a tuple
of integers, the subset of tree-based Tucker tensors with tree-based Tucker
rank bounded by r is defined by
BTr =
{
v ∈ X : rankα(v) = dim(Uminα (v)) ≤ rα, α ∈ TD
}
. (3.4)
A tuple r = (rα)α∈TD is said admissible for TD if there exists an element
v ∈ X \ {0} such that dim(Uminα (v)) = rα for all α ∈ TD. Here we use the
convention UminD (v) = span{v}, so that rD = 1 for r admissible. The set
BTr can be equivalently defined by
BTr =
v ∈ ⊗
α∈S(D)
Uα :
Uα ⊂
⊗
β∈S(α)
Uβ for all α ∈ TD \ {L(TD) ∪D}
and dim(Uα) = rα for all α ∈ TD \D
 .
(3.5)
For an element v ∈ BTr with an admissible tuple r, if {v(α)iα }rαiα=1 denotes a
basis of Uminα (v) for α ∈ TD, with v(D)1 = v, then for all α ∈ TD \ L(TD),
v
(α)
iα
=
∑
1≤iβ≤rβ
β∈S(α)
C
(α)
iα,(iβ)β∈S(α)
⊗
β∈S(α)
v
(β)
iβ
,
for 1 ≤ iα ≤ rα, where the C(α) ∈ Rrα×(×β∈S(α)rβ) are the so-called transfer
tensors. Then, proceeding recursively, we obtain the following representa-
tion of v:
v =
∑
1≤iν≤rν
ν∈D
 ∑
1≤iα≤rα
α∈TD\L(TD)
∏
µ∈TD\L(TD)
C
(µ)
iµ,(iβ)β∈S(µ)
⊗
ν∈D
v
(ν)
iν
.
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Remark 3.4 The elements of BTr can be written v = FBTr({v(ν)iν : 1 ≤
iν ≤ rν , 1 ≤ ν ≤ d}, {C(α) : α ∈ TD \ L(TD)}), where FBTr is a multilinear
map that parametrizes the subset BTr with M(BTr) =
∑d
ν=1 rν dim(Xν) +∑
α∈TD\L(TD)
rα
∏
β∈S(α) rβ real parameters. We have M(BTr) ≤ dNR +
R#S(D) +
∑
TD\{L(TD)∪D}
R#S(α)+1 ≤ dNR + RS + (d− 2)RS+1, with R =
maxα rα, S = maxα/∈L(TD)#S(α), and N = maxν dim(Xν).
Remark 3.5 For a tree TD such that S(D) = L(TD) = {{1}, . . . , {d}}, the
set BT(1,r1,...,rd) coincides with the set of Tucker tensors T(r1,...,rd). For a
binary tree TD, i.e. such that #S(α) = 2 for all α /∈ L(TD), the set BTr
coincides with the set of Hierarchical Tucker (HT) tensors introduced in [48].
The reader is referred to [48, 45, 38] for a detailed presentation of tree-
based Tucker formats and their properties.
3.1.5 Tensor-Train rank and Tensor-Train format
The Tensor-Train (TT) format (see [70]) is a particular (degenerate) case
of tree-based Tucker format which is associated with a particular binary
dimension tree
TD = {{k} : 1 ≤ k ≤ d} ∪ {{k, . . . , d} : 1 ≤ k ≤ d− 1}
such that S({k, . . . , d}) = {{k}, {k + 1, . . . , d}} for 1 ≤ k ≤ d− 1. The TT-
rank of a tensor u, denoted rankTT (u), is the tuple (rank{k+1,...,d}(u))
d−1
k=1.
For a tuple r = (r1, . . . , rd) ∈ Nd−1, the set of tensors with TT-rank bounded
by r is defined by
T Tr =
{
v ∈ X : rank{k+1,...,d}(v) ≤ rk
}
, (3.6)
which corresponds to the definition of a subset of tree-based Tucker tensors
with inactive constraints on the ranks rank{k}(v) for 2 ≤ k ≤ d− 1.
Remark 3.6 More precisely, T Tr coincides with the subset BTm of tree-
based Tucker tensors with a tree-based Tucker rank bounded bym = (mα)α∈TD
if m is such that m{k+1,...,d} = rk for 1 ≤ k ≤ d − 1 and m{k} ≥ rkrk+1
for 2 ≤ k ≤ d − 1, the latter conditions implying that the constraints
rank{k}(v) ≤ m{k} are inactive for 2 ≤ k ≤ d− 1.
An element v ∈ T Tr admits the following representation
v =
r1∑
i1=1
r2∑
i2=1
. . .
rd−1∑
id−1
v
(1)
1,i1
⊗ v(2)i1,i2 . . .⊗ v
(d)
id−1,1
,
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where v
(ν)
iν−1,iν
∈ Xν .
Remark 3.7 The elements of T Tr can be written v = FT Tr({v(ν) : 1 ≤
ν ≤ d}), with v(ν) ∈ (Xν)rν−1×rν (using the convention r0 = rd = 1), where
FT Tr is a multilinear map that parametrizes the subset T Tr with M(T Tr) =∑d
ν=1 rν−1rν dim(Xν) real parameters. We have M(T Tr) ≤ dNR2, with
R = maxk rk and N = maxν dim(Xν).
3.2 Best approximations in subspace-based low-rank tensor
formats
3.2.1 Tucker format
Let us first consider the best approximation problem in Tucker format. A
best approximation of u ∈ X‖·‖ in the subset of Tucker tensors Tr with a
rank bounded by r = (r1, . . . , rd) is defined by
‖u− ur‖ = min
v∈Tr
‖u− v‖. (3.7)
Based on the definition (3.3) of Tr, problem (3.7) can be equivalently written
‖u− ur‖ = min
U1∈Gr1 (X1)
. . . min
Ud∈Grd(Xd)
min
v∈U1⊗...⊗Ud
‖u− v‖. (3.8)
A solution ur to problem (3.8) yields optimal subspaces Uν = U
min
ν (ur) with
dimension less than rν , for 1 ≤ ν ≤ d.
Different conditions ensure that the set Tr is proximinal, that means that
there exists a solution to the best approximation problem (3.7) for any u
(see Section 1.7). If the norm ‖·‖ is not weaker than the injective norm, then
Tr is weakly closed (see [37]), and therefore proximinal if X‖·‖ is reflexive
(e.g. for X =
⊗
ν∈D L
p
µν (Ξν) for any 1 < p < ∞, see Section 1.5.1). In
particular, if X is finite-dimensional, Tr is closed and therefore proximinal.
3.2.2 Tree-based Tucker format
Let us now consider the best approximation problem in the more general
tree-based Tucker format. The best approximation of u ∈ X‖·‖ in the subset
of tree-based Tucker tensors BTr with TD-rank bounded by r = (rα)α∈TD is
defined by
‖u− ur‖ = min
v∈BTr
‖u− v‖. (3.9)
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Based on the definition (3.5) of BTr, Problem (3.9) can be equivalently
written
‖u− ur‖ = min
(Uα)α∈TD\D∈Gr(TD)
min
v∈
⊗
α∈S(D)Uα
‖u− v‖, (3.10)
where Gr(TD) is a set of subspaces defined by
Gr(TD) =
{
(Uα)α∈TD\D : Uα ∈ Grα(Xα) for all α ∈ TD \D,
and Uα ⊂
⊗
β∈S(α)
Uβ for all α ∈ TD \ {D ∪ L(TD)}
}
.
Therefore, a best approximation ur ∈ BTr yields a collection of optimal
subspaces Uα with dimension rα, α ∈ TD \D, with a hierarchical structure.
The proof of the existence of a best approximation in BTr requires some
technical conditions involving norms defined for all the vertices of the tree
(see [38]). In particular, these conditions are satisfied in the case of tensor
Hilbert spaces equipped with a canonical norm, and also for Lp spaces.
3.3 Optimization problems in subsets of low-rank tensors
Standard subsets of low-rank tensors Sr (such as Rr, Tr, BTr or T Tr) are
not vector spaces nor convex sets. Therefore, the solution of a best approx-
imation problem in Sr, or more generally of an optimization problem
min
v∈Sr
J(v), (3.11)
with J : X‖·‖ → R, requires ad-hoc minimization algorithms. Standard
subsets of low-rank tensors admit a parametrization of the form
Sr = {v = FSr(p1, . . . , pM ) : pi ∈ Pi, 1 ≤ i ≤M}, (3.12)
where FSr : P1 × . . .× PM → X is a multilinear map and the Pi are vector
spaces or standard submanifolds of vector spaces (e.g. Stiefel manifolds) (see
Remarks 3.1, 3.3, 3.4 and 3.7 respectively for Rr, Tr, BTr and T Tr). The
optimization problem (3.11) is then rewritten as an optimization problem
on the parameters
min
p1∈P1,...,pM∈PM
J(FSr(p1, . . . , pM )),
which allows the use of more or less standard optimization algorithms (e.g.
Newton, steepest descent, block coordinate descent), possibly exploiting the
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manifold structure of P1 × . . . × PM (see e.g. [35, 86, 84]). Alternating
minimization algorithms (or block coordinate descent algorithms) transform
the initial optimization problem into a succession of simpler optimization
problems. They consist in solving successively the minimization problems
min
pi∈Pi
J(FSr (p1, . . . , pM )),
each problem being a minimization problem in a linear space (or standard
manifold) Pi of a functional pi 7→ J(FSr(p1, . . . , pM )) which inherits from
some properties of the initial functional J (due to the linearity of the partial
map pi 7→ FSr(p1, . . . , pM ) from Pi to X). The available convergence re-
sults for these optimization algorithms in a general setting only ensure local
convergence or global convergence to critical points (see e.g. [74, 36]).
3.4 Higher-order singular value decomposition
The Higher-Order Singular Value Decomposition (HOSVD), introduced in
[30] for the Tucker format, in [43] for the Hierarchical Tucker format, and in
[70] for the TT-format, constitutes a possible generalization of the SVD for
tensors of order d ≥ 3 which allows us to obtain quasi-best approximations
(but not necessarily best approximations) in subsets of low-rank tensors (for
tree-based Tucker formats). It relies on the use of the SVD for order-two
tensors applied to matricisations of a tensor. Here, we consider a tensor
Hilbert space X equipped with the canonical norm ‖ · ‖. For each nonempty
subset α ⊂ D, Xα =
⊗
ν∈αXν is also equipped with the canonical norm,
denoted ‖ · ‖α.
Let us consider an element u in the algebraic tensor space6 X. For
α ⊂ D, let uα,rα ∈ X denote the best approximation of u with α-rank
bounded by rα, i.e.
‖u− uα,rα‖ = min
rankα(v)≤rα
‖u− v‖.
uα,rα is such that Mα(uα,rα) is the rank-rα truncated SVD of Mα(u) ∈
Xα ⊗Xαc , which can be written
uα,rα =
rα∑
i=1
σ
(α)
i u
(α)
i ⊗ u(α
c)
i ,
6The case where u ∈ X‖·‖ \ X introduces some technical difficulties related to the
definition of tree-based topological tensor spaces (see [38]).
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where σ
(α)
i are the dominant singular values and u
(α)
i and u
(αc)
i the corre-
sponding left and right singular vectors ofMα(u). Let U (α)rα = Uminα (uα,rα) =
span{u(α)i }rαi=1 denote the resulting optimal subspace in Xα and PU (α)rα the
corresponding orthogonal projection from Xα to U
(α)
rα (associated with the
canonical inner product in Xα). The projection is such that uα,rα = (PU (α)rα
⊗
idαc)(u). We note that {U (α)rα }rα≥1 is an increasing sequence of subspaces.
We have the orthogonal decomposition U
(α)
rα =
⊕rα
iα=1
W
(α)
iα
with W
(α)
iα
=
span{u(α)iα }, and PU (α)rα =
∑rα
iα=1
P
W
(α)
iα
.
3.4.1 HOSVD in Tucker format
Let r = (r1, . . . , rd) ∈ Nd such that rν ≤ rankν(u) for 1 ≤ ν ≤ d. For
each dimension ν ∈ D, we define the optimal rν-dimensional space U (ν)rν and
the corresponding orthogonal projection P
U
(ν)
rν
. Then, we define the space
Ur =
⊗d
ν=1 U
(ν)
rν and the associated orthogonal projection
PUr = PU (1)r1
⊗ . . . ⊗ P
U
(d)
rd
.
Then, the truncated HOSVD of u with multilinear rank r is defined by
ur = PUr(u) ∈ Tr.
We note that subspaces {Ur}r∈Nd are nested: for s, r ∈ Nd such that
s ≥ r, we have Ur ⊂ Us. The approximation ur can be obtained by trun-
cating a decomposition of u. Indeed, noting that Ur =
⊕
i≤rWi, with
Wi =
⊗
ν∈DW
(ν)
iν
, we have
ur =
∑
i≤r
wi, wi = PWi(u),
which converges to u when rν → rankν(u) for all ν. We have that ur is a
quasi-optimal approximation of u in Tr (see [45, Theorem 10.3]), such that
‖u− ur‖ ≤
√
dmin
v∈Tr
‖u− v‖.
Remark 3.8 Another version of the HOSVD can be found in [45, Section
10.1.2], where the spaces U
(ν)
rν , 1 ≤ ν ≤ d, are computed successively. The
space U
(ν)
rν is defined as the dominant singular space of M{ν}(u(ν−1)), with
u(ν−1) = P
U
(1)
r1
⊗ . . .⊗ P
U
(ν−1)
rν−1
u.
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3.4.2 HOSVD in tree-based Tucker format
Let TD be a dimension tree and r = (rα)α∈TD be an admissible set of ranks,
with rα ≤ rankα(u) for all α ∈ TD. For each vertex α ∈ TD, we define the
optimal rα-dimensional subspace U
(α)
rα ⊂ Xα and the associated projection
P
U
(α)
rα
. Let P
(α)
rα = PU (α)rα
⊗ idαc . Then the truncated HOSVD of u with
TD-rank r is defined by
ur = P
TD
r (u) ∈ BTr,
with
P TDr (u) = P
TD,(L)
r P
TD ,(L−1)
r . . . P
TD,(1)
r , P
TD,(ℓ)
r =
∏
α∈TD
level(α)=ℓ
P (α)rα ,
where level(α) is the level of a vertex in the tree, with level(D) = 0, and
where L = maxα∈TD level(α). We have that ur is a quasi-optimal approxi-
mation of u in BTr (see [45, Theorem 11.58]), such that
‖u− ur‖ ≤
√
2d− 2− s min
v∈BTr
‖u− v‖,
with s = 1 if #S(D) = 2 and s = 0 if #S(D) > 2.
Remark 3.9 For the TT-format, the truncated HOSVD of u with TT-
rank r = (r1, . . . , rd−1) is defined by ur = P
({d})
rd−1 . . . P
({2,...,d})
r1 (u), where
P
({k+1,...,d})
rk is the orthogonal projection associated with the optimal rk-dimensional
subspace U
{k+1,...,d}
rk in X{k+1,...,d}, 1 ≤ k ≤ d − 1 (no projection asso-
ciated with vertices {k}, 1 ≤ k ≤ d − 1). We have that ‖u − ur‖ ≤√
d− 1minv∈T Tr ‖u− v‖.
Remark 3.10 Other versions of HOSVD for tree-based formats can be found
in [45, Sections 11.4.2.2 and 11.4.2.3], where the spaces U
(α)
rα , α ∈ TD, are
computed successively.
4 Greedy algorithms for low-rank approximation
It can be observed in many practical applications that best approximations
in low-rank tensor formats present good convergence properties (with re-
spect to the rank). However, the computational complexity for computing
best approximations drastically increases with the rank. Also, in general,
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the sequence of best approximations of a tensor is not associated with a
decomposition of the tensor, that means that best approximations can not
be obtained by truncating a decomposition of the tensor. In Sections 2.4
and 3.4, we have seen that the SVD or one of its extensions for higher-order
tensors allows recovering such a notion of decomposition. However, it is re-
stricted to the approximation of a tensor in a tensor Hilbert space equipped
with the canonical norm, and it requires an explicit representation of the
tensor.
Greedy algorithms (sometimes called Proper Generalized Decomposition
methods) aim at recovering a notion of decomposition, by relying either on
greedy constructions of the approximation (by computing successive correc-
tions in subsets of low-rank tensors) or on greedy constructions of subspaces
(for subspace-based low-rank formats). These algorithms are applied in a
more general setting where one is interested in constructing low-rank ap-
proximations w that minimize some distance E(u,w) to a tensor u. These
constructions, although they are suboptimal, allow reducing the computa-
tional complexity for the computation of high rank approximations and they
sometimes achieve quasi-optimal convergence (with the rank). These quasi-
optimality properties are observed in some practical applications but they
still require a theoretical justification.
Remark 4.1 Note that in the particular case where X = S⊗V with V and
S Hilbert spaces, and E(u,w) = ‖u−w‖ with ‖·‖ the canonical norm, all the
algorithms presented in this section yield the singular value decomposition
of u (provided that successive minimization problems are solved exactly). In
general, when deviating from this particular case, the presented algorithms
yield different decompositions.
4.1 Greedy construction of the approximation
A natural way to recover a notion of tensor decomposition is to define a
sequence of approximations with increasing canonical rank obtained by suc-
cessive rank-one corrections. This algorithm constitutes the most prominent
version of so-called Proper Generalized Decomposition and it has been used
in many applications (see the review [22] and the monograph [21]). Starting
from u0 = 0, a rank-r approximation ur ∈ Rr is defined by
ur = ur−1 + wr,
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where wr = ⊗dν=1w(ν)r ∈ R1 is the optimal rank-one correction of ur−1 such
that
E(u, ur−1 + wr) = min
w∈R1
E(u, ur−1 + w). (4.1)
This algorithm can be interpreted as a greedy algorithm in the dictionary
of rank-one tensors R1 in X‖·‖ and it allows recovering a notion of decom-
position, even for higher-order tensors. Indeed, assuming that the sequence
{ur}r≥1 strongly converges to u, then u admits the decomposition
u =
∑
i≥1
w
(1)
i ⊗ . . . ⊗ w(d)i , (4.2)
and the approximation ur with canonical rank r can be obtained by truncat-
ing this series after r terms, therefore justifying the notion of decomposition.
When E(u,w) = ‖u−w‖, conditions for the convergence of greedy algorithms
in a general setting can be found in [81]. In the case of the minimization
of convex functionals, convergence results can be found in [11, 13, 39, 82].
Note that this greedy construction is not specific to the particular setting
of tensor approximation. The available convergence results do not take into
account any particular structure of the tensor u and are usually pessimistic.
However, except for very particular cases (see Remark 4.1), this algorithm
only provides a suboptimal sequence of rank-r approximations. Depending
on the properties of E(u,w), the convergence with the rank r may be strongly
deteriorated by this greedy construction, compared with the best approxi-
mation error in canonical format, that is σ(u;Rr) = infv∈Rr E(u, v) (which
corresponds to the error of best r-term approximation in the dictionary R1).
A classical improvement of the above construction (known as orthogonal
greedy algorithm) consists in first computing a rank-one correction wr =⊗d
ν=1 w
(ν)
r by solving (4.1) and then (after a possible normalization of wr)
in defining
ur =
r∑
i=1
σ
(r)
i wi,
where the set of coefficients (σ
(r)
i )
r
i=1 is solution of
E(u, ur) = min
(σ
(r)
i )
r
i=1∈R
r
E(u,
r∑
i=1
σ
(r)
i wi).
In many applications, it is observed that this additional step does not sig-
nificantly improve the convergence of the sequence ur.
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Remark 4.2 In the orthogonal greedy construction, the approximation ur
cannot be obtained by truncating a decomposition of the form (4.2), and
therefore, the sequence ur has to be interpreted as a decomposition in a
general sense.
The orthogonal greedy algorithm has been analyzed in [39] as a particular
case of a family of algorithms using more general dictionaries of low-rank
tensors, and using improvement strategies that are specific to the context
of low-rank tensor approximation. In fact, improvements that seem to be
efficient in practice do not rely anymore on greedy approximations, but
rather adopt a subspace point of view in which low-rank corrections are
only used for the greedy construction of subspaces. This requires to move
to other tensor formats, as presented in the next section.
Remark 4.3 Note that the above algorithms define sequences of spaces U
(ν)
r =
span{w(ν)1 , . . . , w(ν)r } in Xν verifying the nestedness property U (ν)r ⊂ U (ν)r+1
and such that ur ∈ U (1)r ⊗ . . .⊗U (d)r . However, the algorithms do not exploit
this subspace point of view.
4.2 Greedy construction of subspaces for order-two tensors
When using subspace-based tensor formats, other notions of decomposi-
tions can be obtained by defining a sequence of approximations in increas-
ing tensor spaces. Here, we present algorithms for the approximation of an
order-two tensor u in X‖·‖ with X = S ⊗ V . Their extensions to the case
higher-order tensors are presented in Section 4.3.
4.2.1 Fully greedy construction of subspaces
For an order-two tensor u, the best rank-r approximation problems (2.4),
r ≥ 1, yield a sequence of rank-r approximations
ur =
r∑
i=1
s
(r)
i ⊗ v(r)i .
The associated sequences of reduced approximation spaces Sr = U
min
1 (ur) =
span{s(r)i }ri=1 and Vr = Umin2 (ur) = span{v(r)i }ri=1, such that
ur ∈ Sr ⊗ Vr, (4.3)
28
do not necessarily satisfy
Sr ⊂ Sr+1 and Vr ⊂ Vr+1. (4.4)
A notion of decomposition can be obtained by defining a sequence of
rank-r approximations ur in an increasing sequence of subspaces Sr ⊗ Vr,
which means such that minimal subspaces Sr = U
min
1 (ur) and Vr = U
min
2 (ur)
verify the nestedness property (4.4). The resulting approximation ur is de-
fined as the best approximation in Sr ⊗ Vr, i.e.
E(u, ur) = min
w∈Sr⊗Vr
E(u,w), (4.5)
and can be written under the form
ur =
r∑
i=1
r∑
j=1
σ
(r)
ij si ⊗ vj,
where {si}ri=1 and {vi}ri=1 are bases of Sr and Vr respectively, and where
σ(r) ∈ Rr×r is the solution of
min
σ(r)∈Rr×r
E(u,
r∑
i=1
r∑
j=1
σ
(r)
ij si ⊗ vj).
Different constructions of nested subspaces can be proposed.
Optimal construction with nested minimal subspaces. A first and
natural definition of ur is such that
E(u, ur) = min
Sr∈Gr(S)
Sr⊃Sr−1
min
Vr∈Gr(V )
Vr⊃Vr−1
min
w∈Sr⊗Vr
E(u,w),
which corresponds to the definition (2.4) of optimal rank-r approximations
with the only additional constraint that minimal subspaces of successive
approximations are nested. This definition can be equivalently written in
terms of the new elements sr ∈ S and vr ∈ V and of the matrix of coefficients
σ(r) ∈ Rr×r:
E(u, ur) = min
sr∈S
min
vr∈V
min
σ(r)∈Rr×r
E(u,
r∑
i=1
r∑
j=1
σ
(r)
ij si ⊗ vj). (4.6)
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Suboptimal construction. A simpler but suboptimal construction (com-
pared to (4.6)) consists in defining the new elements sr ∈ S and vr ∈ V by
computing an optimal rank-one correction of the previous approximation
ur−1. More precisely, given ur−1 =
∑r−1
i=1
∑r−1
j=1 σ
(r−1)
ij si ⊗ vj, sr ∈ S and
vr ∈ V are defined by
min
sr∈S
min
vr∈V
E(u, ur−1 + sr ⊗ vr),
and then the approximation ur is obtained by solving (4.5) with spaces
Sr = Sr−1 + span{sr} and Vr = Vr−1 + span{vr}.
4.2.2 Partially greedy construction of subspaces
Another notion of decomposition can be obtained by imposing the nested-
ness property for only one of the minimal subspaces, say Vr ⊂ V , which
results in a sequence ur of the form
ur =
r∑
i=1
s
(r)
i ⊗ vi.
This is a non-symmetric point of view which focuses on the construction of
reduced spaces in V . This point of view is of particular interest in the case
of Bochner spaces (see Section 2.5), for the model reduction of parameter-
dependent or stochastic equations (see Section 7.5 and references [63, 64,
68, 20, 79]), and also for the model reduction of time-dependent evolution
equations (see [55, 56, 66]).
Optimal construction with nested minimal subspaces. The sequence
of rank-r approximations ur can be defined by
E(u, ur) = min
Vr∈Gr(V )
Vr⊃Vr−1
min
w∈S⊗Vr
E(u,w). (4.7)
This definition corresponds to the definition (2.4) of optimal rank-r approx-
imations with the only additional constraint that the minimal subspaces
Vr = U
min
2 (ur) are nested. It is equivalent to the minimization problem
min
vr∈V
min
{s
(r)
i }
r
i=1∈S
r
E(u,
r∑
i=1
s
(r)
i ⊗ vi), (4.8)
which can be solved by an alternating minimization algorithm (see Section
7.5 for the application to parameter-dependent equations).
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Suboptimal construction. Suboptimal constructions can also be intro-
duced in order to reduce the computational complexity, e.g. by comput-
ing a rank-one correction of ur−1 defined by minvr∈V minsr∈S E(u, ur−1 +
sr ⊗ vr), and then by solving E(u, ur) = minw∈S⊗Vr E(u,w) with Vr =
Vr−1 + span{vr}.
4.2.3 Partially greedy construction of subspaces in Bochner spaces
Let X = Lpµ(Ξ)⊗ V and let ‖ · ‖p denote the Bochner norm. For 1 < p <∞
(and in particular for p = 2), we can consider the algorithm presented in
Section 4.2.2, with E(u, v) = ‖u− v‖p. It defines the rank-r approximation
ur by
‖u− ur‖p = min
Vr∈Gr(V )
Vr⊃Vr−1
min
w∈S⊗Vr
‖u− w‖p = min
Vr∈Gr(V )
Vr⊃Vr−1
‖u− PVru‖p,
which is a well-posed optimization problem (as a best approximation prob-
lem in a weakly closed subset of the reflexive Banach space Lpµ(Ξ;V ), see
Sections 1.7 and 1.5.2). This algorithm generates an increasing sequence
of reduced approximation spaces Vr that are optimal in a “L
p sense”. For
p =∞, an ideal greedy construction would define ur = PVru with Vr solution
of
inf
Vr∈Gr(V )
Vr⊃Vr−1
‖u− PVru‖∞ = inf
Vr∈Gr(V )
Vr⊃Vr−1
ess sup
y∈Ξ
‖u(y)− PVru(y)‖V .
Suboptimal constructions can be proposed in order to avoid computational
issues related to the optimization with respect to the L∞-norm. Suppose
that u : Ξ→ V is continuous and Ξ = support(µ) is compact. Then, starting
from V0 = 0, one defines Vr = Vr−1 + span{vr} with vr ∈ V such that
sup
y∈Ξ
‖u(y)− PVr−1u(y)‖V = ‖vr − PVr−1vr‖V . (4.9)
This is the greedy construction used in the Empirical Interpolation Method
[58]. Convergence results for this algorithm can be found in [10, 12, 32],
where the error ‖u − ur‖∞ = supy∈Ξ ‖u(y) − PVru(y)‖V is compared with
the best rank-r approximation error ρ
(∞)
r (u) = dr(u(Ξ))V .
4.3 Greedy construction of subspaces for higher-order ten-
sors
Here we extend the constructive algorithms presented in Section 4.2 to the
case of higher-order subspace-based tensor formats.
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4.3.1 Greedy construction of subspaces for the Tucker format
The algorithms presented in Section 4.2.1 can be naturally generalized in
order to provide constructive algorithms for the approximation of tensors
in Tucker format. These algorithms construct a sequence of approximations
um in nested tensor spaces Um = U
(1)
m ⊗ . . . ⊗ U (d)m , with U (ν)m ⊂ U (ν)m+1,
therefore allowing a notion of decomposition to be recovered.
Construction of subspaces based on rank-one corrections. A first
strategy, introduced in [42], consists in progressively enriching the spaces by
the factors of rank-one corrections. More precisely, we start with u0 = 0.
Then, for m ≥ 1, we compute a rank-one correction wm =
⊗d
ν=1w
(ν)
m ∈ R1
of um−1, which is solution of
E(u, um−1 + wm) = min
w∈R1
E(u, um−1 + w),
and then define U
(ν)
m = span{w(ν)i }mi=1, for all ν ∈ D. Then, um ∈ Um =⊗d
ν=1 U
(ν)
m is defined by
E(u, um) = min
v∈Um
E(u, v),
and can be written
um =
m∑
i1=1
. . .
m∑
id=1
σ
(m)
i1,...,id
d⊗
ν=1
w
(ν)
iν
.
This construction has also been applied for the construction of an ap-
proximate inverse of an operator in low-rank format [41]. For some ap-
plications (see [42, 41]), when E(u, v) ∼ ‖u − v‖, we observe an error
E(u, um) which behaves as the best approximation error in Tucker format
σ(u;Tr(m)) = infv∈Tr(m) ‖u − v‖ with r
(m) = (m, . . . ,m). The theoretical
justification of these observations remains an open problem. The above
construction is isotropic in the sense that subspaces are enriched in all di-
rections ν ∈ D simultaneously. This does not allow us to take advantage of
possible anisotropic structures of the tensor u.
Remark 4.4 Of course, computing an approximation in the tensor product
space Um is not tractable in high dimension d without additional complexity
reduction techniques. In [41], it is proposed to approximate um in a low-rank
hierarchical tensor format in the tensor space Um.
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Optimal greedy construction of subspaces. Another natural algo-
rithm consists in simply adding the nestedness property of subspaces in
the definition (3.8) of best approximations. Starting from u0 = 0, we
let um−1 denote the approximation at step m − 1 of the construction and
U
(ν)
m−1 = U
min
ν (um−1) , for ν ∈ D. At step m, we select a set of dimensions
Dm ⊂ D to be enriched, we let U (ν)m = U (ν)m−1 for ν /∈ Dm and we define um
by
E(u, um) = min
(U
(ν)
m )ν∈Dm
dim(U
(ν)
m )=dim(U
(ν)
m−1)+∆r
(m)
ν
U
(ν)
m ⊃U
(ν)
m−1
min
v∈U
(1)
m ⊗...⊗U
(d)
m
E(u, v). (4.10)
Choosing Dm = D and ∆r
(m)
ν = 1 for all ν ∈ D at each step corresponds
to an isotropic enrichment (similar to the previous construction based on
rank-one corrections). However, this isotropic construction does not allow
any particular structure of the tensor u to be exploited. Choosing Dm 6= D
or different values for the ∆r
(m)
ν , ν ∈ D, yields anisotropic constructions
but the selection of Dm and ∆r
(m)
ν , ν ∈ D, requires the introduction of
some error indicators. This type of construction seems to provide good
convergence properties with respect to the rank r(m) = (r
(m)
ν )ν∈D, with
r
(m)
ν = dim(U
(ν)
m ). However, it remains an open and challenging question to
prove that this type of construction can achieve quasi-optimality compared
to the best rank-r(m) approximation for certain classes of functions (e.g.
associated with a certain decay of the best rank-r(m) approximation error).
4.3.2 Greedy construction of subspaces for the tree-based tensor
format
The construction presented in Section 4.3.1 can be extended to more gen-
eral tree-based Tucker formats, these formats being related to the notion of
subspaces. The idea is again to start from the subspace-based formulation
of the best approximation problem in tree-based Tucker format (3.10), and
to propose a suboptimal greedy construction of subspaces which consists in
adding a nestedness property for the successive minimal subspaces. We start
from u0 = 0. Then we let um−1 denote the approximation at step m− 1 of
the construction and we let U
(α)
m−1 = U
min
α (um−1) denote the current mini-
mal subspaces of dimensions r
(m−1)
α = dim(Uminα (um−1)), α ∈ TD. Then, at
step m, we select a set of vertices Tm ⊂ TD and we define r(m) = (r(m)α )α∈TD
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with r
(m)
α = r
(m−1)
α +∆r
(m)
α for α ∈ Tm and r(m)α = r(m−1)α for α ∈ TD \ Tm.
Then, we define um as the solution of
E(u, um) = min
(U
(α)
m )α∈TD\D∈Gr(m) (TD)
U
(α)
m ⊃U
(α)
m−1
min
v∈
⊗
α∈S(D) U
(α)
m
E(u, v). (4.11)
The selection of vertices Tm and of the ∆r
(m)
α , α ∈ Tm, requires the introduc-
tion of error indicators and strategies of enrichment (preserving admissibility
of TD-rank). This type of construction seems to be a good candidate for
really exploiting specific tensor structures but the analysis and the imple-
mentation of this type of strategy remain open and challenging issues.
4.4 Remarks on the solution of minimization problems
Constructive algorithms presented in this section require the solution of
successive minimization problems in subsets which are not vector spaces nor
convex sets. In practice, one can rely on standard optimization algorithms
by exploiting a multilinear parametrization of these approximation subsets
(see Section 3.3 for the optimization in standard low-rank manifolds, e.g.
the set of rank-one tensors R1). As an illustration for a non standard subset
introduced in the present section, let us consider the solution of (4.6), which
is written
min
sr∈S
min
vr∈V
min
σ(r)∈Rr×r
J(sr, vr, σ
(r)),
with J(sr, vr, σ
(r)) = E(u,∑ri=1∑rj=1 σ(r)ij si ⊗ vj). A natural alternating
minimization algorithm then consists in successively solving minimization
problems
min
sr∈S
J(sr, vr, σ
(r)), min
vr∈V
J(sr, vr, σ
(r)) and min
σ(r)∈Rr×r
J(sr, vr, σ
(r)).
Note that in practice, algorithms do not yield exact solutions of optimization
problems. The analysis of constructive algorithms presented in this section
should therefore take into account these approximations and quantify their
impact. Several convergence results are available for weak greedy algorithms
[81, 82], which are perturbations of ideal greedy algorithms presented in
Section 4.1.
5 Low-rank approximation using samples
In this section, we present methods for the practical construction of low-
rank approximations of a vector-valued or multivariate function (identified
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with a tensor) from sample evaluations of the function.
5.1 Low-rank approximation of vector-valued functions
Let u : Ξ → V be a vector-valued function, with V a Banach space and
Ξ a set equipped with a measure µ, and let us assume that u ∈ Lpµ(Ξ;V ).
A low-rank approximation of u can be defined from sample evaluations of
u. Let ΞK = {yk}Kk=1 be a set of sample points in Ξ (e.g. samples drawn
according to a probability measure µ on Ξ). Then, for w ∈ Lpµ(Ξ;V ), we
define
‖w‖∞,K = sup
1≤k≤K
‖w(yk)‖V , and (5.1)
‖w‖p,K =
( K∑
k=1
ωk‖w(yk)‖pV
)1/p
for p <∞, (5.2)
where {ωk}Kk=1 is a set of positive weights. For p < ∞, if the yk are i.i.d.
samples drawn according the probability measure µ and if ωk = K−1 for
all k, then ‖w‖p,K is a statistical estimate of the Bochner norm ‖w‖p. For
1 ≤ p ≤ ∞, the application v 7→ ‖v‖p,K defines a semi-norm on Lpµ(Ξ;V ).
An optimal rank-r approximation ur of u with respect to the semi-norm
‖ · ‖p,K is defined by
‖u− ur‖p,K = min
w∈Rr
‖u− w‖p,K := ρ(p,K)r (u),
or equivalently by
‖u− ur‖p,K = min
Vr∈Gr(V )
‖u− PVru‖p,K , (5.3)
where (PVru)(y
k) = PVru(y
k). The restriction of a function w ∈ Lpµ(Ξ;V ) to
the subset ΞK , which is the tuple {w(yk)}Kk=1 ∈ V K , can be identified with
a tensor w in the tensor space RK⊗V equipped with a norm ‖·‖p such that
‖w‖p = ‖w‖p,K . The restriction to ΞK of the best rank-r approximation ur
of u is then identified with the best rank-r approximation ur of u in R
K⊗V ,
and can be written
ur =
r∑
i=1
si ⊗ vi ∈ RK ⊗ V,
where si ∈ RK can be identified with sample evaluations {si(yk)}Kk=1 of a
certain function si ∈ Lpµ(Ξ) such that
ur(y
k) =
r∑
i=1
si(y
k)vi. (5.4)
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Any rank-r function ur whose restriction to ΞK is identified with ur is
a solution of the best approximation problem (5.3). The selection of a
particular solution ur requires an additional approximation step. Such a
particular solution can be obtained by interpolation of functions si on the set
of points ΞK (e.g. using polynomial interpolation on structured grids ΞK , or
nearest neighbors, Shepard or Radial Basis interpolations for unstructured
samples).
Remark 5.1 Other approximation methods (e.g. least-squares) can be used
for the approximation of functions si from their evaluations at sample points
ΞK . However, if the interpolation property is not satisfied, then the resulting
function ur is not necessarily a solution of (5.3).
Case p = 2. For p = 2 and V a Hilbert space, the norm ‖ · ‖2 on RK ⊗ V
such that ‖w‖2 = ‖w‖2,K coincides with the canonical inner product norm
(when RK is equipped with the weighted 2-norm ‖a‖2 = (
∑K
k=1 ω
k|ak|2)1/2).
Therefore, ur coincides with the truncated rank-r singular value decompo-
sition of u, where vectors {vi}ri=1 are the r dominant eigenvectors of the
operator CKu : v 7→
∑K
k=1 ω
ku(yk)〈u(yk), v〉V . The best rank-r approxima-
tion error is such that ρ
(2,K)
r (u) = (
∑K
i=r+1 σi)
1/2, where {σi}Ki=1 is the set
of singular values of u (eigenvalues of CKu ) sorted in decreasing order. In a
probabilistic setting, when {yk}Kk=1 are i.i.d. samples (drawn according to
probability measure µ) and ωk = K−1 for all k, CKu is the so-called empirical
correlation operator of the V -valued random variable u. Its r-dimensional
dominant eigenspace Vr = span{vi}ri=1 is a statistical estimate of the opti-
mal r-dimensional subspace associated with the best rank-r approximation
of u in L2µ(Ξ;V ). This corresponds to the standard Principal Component
Analysis. The obtained reduced approximation space Vr can then be used
for computing an approximation of u(ξ) in Vr for all ξ ∈ Ξ. This approach
is at the basis of Galerkin Proper Orthogonal Decomposition methods for
parameter-dependent equations (see e.g. [49]).
Case p = ∞. For p = ∞, the best rank-r approximation is well defined
and the corresponding error is
ρ(∞,K)r (u) = min
Vr∈Gr(V )
sup
1≤k≤K
‖u(yk)− PVru(yk)‖V = dr(u(ΞK))V ,
where dr(u(ΞK))V is the Kolmogorov r-width of the finite subset u(ΞK) =
{u(yk)}Kk=1 of V . Suboptimal constructions of low-rank approximations can
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be proposed. In particular, on can rely on the greedy algorithm (4.9) with
Ξ replaced by ΞK , which results in a sequence of nested spaces Vr. This al-
gorithm coincides with the Empirical Interpolation Method (EIM) for finite
parameter sets (see [58, 18]), sometimes called Discrete Empirical Interpo-
lation Method (DEIM). Here also, the reduced approximation space Vr can
then be used for the computation of an approximation of u(ξ) in Vr for all
ξ ∈ Ξ.
5.2 Higher-order low-rank approximation of multivariate func-
tions
Here, we consider the approximation of a real-valued multivariate function
g : Ξ → R from a set of evaluations {g(yk)}Kk=1 of g on a set of points
ΞK = {yk}Kk=1 in Ξ. The function g can be a variable of interest that is a
function of a solution u : Ξ → V of a parameter-dependent equation (i.e.
g(ξ) = Q(u(ξ); ξ) with Q(·; ξ) : V → R). It can also be the coefficient of the
approximation of a function u : Ξ → V on a certain basis of a subspace of
V (e.g. one of the functions si in the representation (5.4)).
Let us assume that µ = µ1 ⊗ . . .⊗ µd is a product measure on Ξ = Ξ1×
. . .×Ξd, with µν being a measure on Ξν ⊂ R, 1 ≤ ν ≤ d. Using the notations
of Section 1.6, we consider the approximation of g in a finite-dimensional
subspaceXI = X1,I1⊗. . .⊗Xd,Id inX = L2µ1(Ξ1)⊗. . .⊗L2µd(Ξd), whereXν,Iν
is a Kν -dimensional subspace of L
2
µν (Ξν) with basis Ψ
(ν) = {ψ(ν)kν }kν∈Iν .
5.2.1 Least-squares
The standard discrete least-squares method for the approximation of g in a
subset Sr of low-rank tensors in XI (see e.g. [7, 33, 19]) consists in solving
min
h∈Sr
‖g − h‖22,K , with ‖g − h‖22,K =
1
K
K∑
k=1
(g(yk)− h(yk))2,
which is a quadratic convex optimization problem on a nonlinear set. Al-
gorithms presented in Section 3.3 can be used for the solution of this op-
timization problem. Assuming that Sr admits a simple parametrization
of the form Sr = {v = FSr(p1, . . . , pM ) : pi ∈ RNi , 1 ≤ i ≤ M}, where
FSr :×Mi=1RNi → XI is a multilinear map, the discrete least-squares mini-
mization problem then takes the form
min
p1∈RN1 ,...,pM∈R
NM
‖g − FSr(p1, . . . , pM )‖22,K ,
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where the function to minimize is quadratic and convex with respect to each
argument pi, 1 ≤ i ≤ M . Also, greedy algorithms presented in Section 4
can be used for the construction of approximations in low-rank formats (see
[19] for the construction in canonical format).
When the number of available samples is not sufficient to get a stable
estimate of the
∑M
i=1Ni real parameters, regularization techniques can be
used in a quite straightforward way (see e.g. [33] for the use of ℓ2 regular-
ization, or [19] for the use of sparsity-inducing regularizations). However,
these approaches are still heuristic and for a given low-rank format, some
challenging questions remain open: how much samples are required to get
a stable approximation in this format ? are there sampling strategies (not
random) that are optimal with respect to this format ?
5.2.2 Interpolation
Here we present interpolation methods for the approximation of g in XI .
If Ψ(ν) is a set of interpolation functions associated with a set of points
Ξν,Kν = {ykνν }kν∈Iν in Ξν , then {ψk(y) = ψ1k1(y1) . . . ψdkd(yd)}k∈I is a set of
interpolation functions associated with the tensorized grid ΞK = Ξ1,K1 ×
. . .× Ξd,Kd composed of K =
∏d
ν=1Kν points. An interpolation IK(u) of u
is then given by
IK(u)(y) =
∑
k∈I
u(yk)ψk(y),
so that IK(u) is completely characterized by the order-d tensor a ∈ RK1 ⊗
. . . ⊗ RKd whose components ak1,...,kd = u(yk11 , . . . , ykdd ) are the evaluations
of u on the interpolation grid ΞK .
Then, low-rank approximation methods can be used in order to obtain
an approximation of the tensor a ∈ RK1⊗ . . .⊗RKd using only a few entries
of the tensor (i.e. a few evaluations of the function u). This is related to the
problem of tensor completion. A possible approach consists in evaluating
some entries of the tensor taken at random and then in reconstructing the
tensor by the minimization of a least-squares functional (which is an alge-
braic version of the least-squares method described in the previous section)
or dual approaches using regularizations of rank minimization problems (see
[73]). An algorithm has been introduced in [34] for the approximation in
canonical format, using least-squares minimization with a structured set of
entries selected adaptively. Algorithms have also been proposed for an adap-
tive construction of low-rank approximations of a in Tensor Train format
[72] or Hierarchical Tucker format [4]. These algorithms are extensions of
Adaptive Cross Approximation (ACA) algorithm to high-order tensors and
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provide approximations that interpolate the tensor a at some adaptively
chosen entries.
6 Tensor-structured parameter-dependent or stochas-
tic equations
In this section, we consider a general class of linear parameter-dependent or
stochastic equations and we formulate these equations as tensor-structured
equations.
6.1 A class of linear parameter-dependent equations
Let ξ denote some parameters taking values in a set Ξ ⊂ Rs. Ξ is equipped
with a finite measure µ (when ξ are random parameters, µ is the probability
measure induced by ξ). For an integrable function g : Ξ → R, we denote
by
∫
Ξ g(y)µ(dy) the integral with respect to the measure µ, which is the
mathematical expectation Eµ(g(ξ)) for µ being a probability measure. Let
V andW be Hilbert spaces and let V ′ andW ′ be their respective continuous
dual spaces. We denote by 〈·, ·〉 the duality pairing. We consider the problem
of finding u : Ξ→ V such that it holds
b(u(ξ), w; ξ) = 〈f(ξ), w〉, ∀w ∈W, (6.1)
for almost all ξ ∈ Ξ, where b(·, ·; ξ) : V ×W → R is a parameter-dependent
continuous bilinear form and f(ξ) ∈ W ′ is a parameter-dependent continu-
ous linear form. We suppose that ξ 7→ b(·, ·; ξ) is Bochner measurable and
we suppose that b(·, ·; ξ) is uniformly continuous and uniformly weakly co-
ercive, that means that there exist constants α and β independent of ξ such
that it holds (for almost all ξ ∈ Ξ)
sup
v∈V
sup
w∈W
b(v,w; ξ)
‖v‖V ‖w‖W ≤ β <∞, (6.2)
inf
v∈V
sup
w∈W
b(v,w; ξ)
‖v‖V ‖w‖W ≥ α > 0. (6.3)
Also, we assume that for all w 6= 0 ∈W , we have
sup
v∈V
b(v,w; ξ) > 0. (6.4)
Note that condition (6.4) is deduced from (6.3) when dim(V ) = dim(W ) <
∞. When V =W , a parametrized family of bilinear forms b(·, ·; ξ) : V ×V →
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R, ξ ∈ Ξ, is uniformly coercive if there exists a constant independent of ξ
such that
inf
v∈V
b(v, v; ξ)
‖v‖2V
≥ α > 0, (6.5)
which implies both conditions (6.3) and (6.4).
Let B(ξ) : V → W ′ denote the parameter-dependent linear operator
such that 〈B(ξ)v,w〉 = b(v,w; ξ) for all (v,w) ∈ V ×W . Problem (6.1) is
therefore equivalent to the operator equation
B(ξ)u(ξ) = f(ξ), (6.6)
where Assumptions (6.2), (6.3) and (6.4) are necessary and sufficient condi-
tions for B(ξ) to be an isomorphism from V to W ′ which satisfies
α‖v‖V ≤ ‖B(ξ)v‖W ′ ≤ β‖v‖V , ∀v ∈ V, (6.7)
for almost all ξ ∈ Ξ. Let B(ξ)∗ : W → V ′ denote the adjoint of B(ξ), defined
by 〈B(ξ)v,w〉 = 〈v,B(ξ)∗w〉. Property (6.4) is equivalent to ‖B(ξ)∗w‖V ′ > 0
for all w 6= 0. Problem (6.1) admits a unique solution u(ξ) satisfying
‖u(ξ)‖V ≤ 1
α
‖f(ξ)‖W ′ . (6.8)
From (6.8), it can be deduced that if f ∈ Lpµ(Ξ;W ′) for a certain p > 0,
then the solution u ∈ Lp′µ (Ξ;V ) for any p′ ≤ p.
Remark 6.1 Note that the above presentation includes the case of parameter-
dependent algebraic equations, for which V =W = RN , B(ξ) is a matrix in
R
N×N and f(ξ) is a vector in RN .
6.1.1 Example 1: elliptic diffusion equation with random coeffi-
cients.
Let D be an open bounded domain of Rm with Lipschitz boundary ∂Ω.
Let κ be a random field indexed by x ∈ D defined on a probability space
(Ω,B,P) and such that it can be expressed as a function of random variables
ξ : Ω → Ξ ⊂ Rs, that means κ = κ(x, ξ). We consider the following
boundary value problem:
−∇ · (κ(·, ξ)∇u(ξ)) = g(·, ξ) on D, u = 0 on ∂D,
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with g(·, ξ) ∈ L2(D). Let V be an approximation space in H10 (D), W =
V , and ‖v‖V = ‖v‖W =
(∫
D |∇v|2
)1/2
. A Galerkin approximation of the
solution, still denoted u(ξ) ∈ V , is the solution of (6.1) where b(·, ·; ξ) :
V × V → R and f(ξ) ∈ V ′ are bilinear and linear forms defined by
b(v,w; ξ) =
∫
D
κ(·, ξ)∇v · ∇w, and 〈f(ξ), w〉 =
∫
D
g(·, ξ)w.
If κ satisfies almost surely and almost everywhere
α ≤ κ(x, ξ) ≤ β, (6.9)
then properties (6.2) and (6.5) are satisfied. Let us consider a classical
situation where κ admits the following representation
κ(x, ξ) = κ0(x) +
N∑
i=1
κi(x)λi(ξ), (6.10)
yielding the following decomposition of the parameter-dependent bilinear
form b:
b(v,w; ξ) =
∫
D
κ0∇v · ∇w +
N∑
i=1
(∫
D
κi∇v · ∇w
)
λi(ξ).
For a spatially correlated second order random field κ, the representation
(6.10) can be obtained by using truncated Karhunen-Loe`ve decomposition
and truncated polynomial chaos expansions (see e.g. [69]). This represen-
tation also holds in the case where κ0 is a mean diffusion field and the
λi represent random fluctuations of the diffusion coefficient in subdomains
Di ⊂ D characterized by their indicator functions κi(x) = IDi(x). This
problem has been extensively analyzed, see e.g. [1, 40, 59].
Remark 6.2 For some problems of interest, the random field κ may not
be uniformly bounded (e.g. when considering log-normal random fields) and
may only satisfy 0 < α(ξ) ≤ κ(x, ξ) ≤ β(ξ) < +∞ where α and β possibly
depend on ξ. For the mathematical analysis of such stochastic problems, we
refer the reader to [61, 15, 17, 16, 69].
6.1.2 Example 2: evolution equation
Let D denote a bounded domain of Rm with Lipschitz boundary ∂Ω and
let I = (0, T ) denote a time interval. We consider the following evolution
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equation
∂u
∂t
−∇ · (κ(·, ξ)∇u) = g(·, ·, ξ) on D × I,
with initial and boundary conditions,
u = u0(·, ξ) on D × {0}, and u = 0 on ∂D × I.
We assume that κ satisfies the same properties as in Example 1, g(·, ·, ξ) ∈
L2(D×I), and u0(·, ξ) ∈ L2(D). A space-time Galerkin approximation of the
solution, still denoted u(ξ), can be defined by introducing an approximation
space
V ⊂ L2(I;H10 (D)) ∩H1(I;L2(D)) := V,
equipped with the norm ‖·‖V such that ‖v‖2V = ‖v‖2L2(I;H10 (D))+‖v‖
2
H1(I;L2(Ω)),
and a test space
W =W1 ×W2 ⊂ L2(I;H10 (D))× L2(D) :=W,
equipped with the norm ‖ · ‖W such that for w = (w1, w2) ∈ W , ‖w‖2W =
‖w1‖2L2(I;H10 (D)) + ‖w2‖
2
L2(D). Then, the Galerkin approximation u(ξ) ∈ V
is defined by equation (6.1) where the parameter-dependent bilinear form
b(·, ·; ξ) : V ×W → R and the parameter-dependent linear form f(ξ) :W →
R are defined for v ∈ V and w = (w1, w2) ∈W by
b(v,w; ξ) =
∫
D×I
∂v
∂t
w1 +
∫
D×I
κ(·, ξ)∇v · ∇w1 +
∫
D
v(·, 0)w2, and
〈f(ξ), w〉 =
∫
D×I
g(·, ·, ξ)w1 +
∫
D
u0(·, ξ)w2.
For the analysis of this formulation, see [78].
Remark 6.3 L2(I;H10 (D)) and H
1(I;L2(D)) are identified with tensor Hilbert
spaces L2(I)⊗H10 (D)
‖·‖
L2(I;H10(D)) and H1(I)⊗ L2(D)‖·‖H1(I;L2(D)) respectively,
so that the space V = L2(I;H10 (D)) ∩H1(I;L2(D)) is an intersection ten-
sor Hilbert space which coincides with H1(I)⊗H10 (D)
‖·‖V
(see [45, Sec-
tion 4.3.6]). Approximation spaces V in V can be chosen of the form V =
V (I)⊗V (D) in the algebraic tensor space H1(I)⊗H10 (D), with approxima-
tion spaces (e.g. finite element spaces) V (I) ⊂ H1(I) and V (D) ⊂ H10 (D).
Low-rank methods can also exploit this tensor structure and provide approx-
imations of elements v ∈ V under the form v(x, t) = ∑ri=1 ai(x)bi(t), with
42
ai ∈ V (D) and bi ∈ V (I). This is the basis of POD methods for evolu-
tion problems and of the first versions of Proper Generalized Decomposition
methods which were introduced for solving evolution equations with varia-
tional formulations in time [55, 67, 56, 65].
6.2 Tensor-structured equations
Let us assume that f ∈ L2µ(Ξ;W ′), so that the solution of (6.1) is in
L2µ(Ξ;V ). In this section, we use the notations V = L
2
µ(Ξ;V ) and W =
L2µ(Ξ;W ). The solution u ∈ V satisfies
a(u,w) = F (w), ∀w ∈W , (6.11)
where a : V ×W → R is the bilinear form defined by
a(v,w) =
∫
Ξ
b(v(y), w(y); y)µ(dy), (6.12)
and F : W → R is the continuous linear form defined by
F (w) =
∫
Ξ
〈f(y), w(y)〉µ(dy).
Under Assumptions (6.2), (6.3) and (6.4), it can be proved that a satisfies
sup
v∈V
sup
w∈W
a(v,w)
‖v‖V ‖w‖W ≤ β <∞, (6.13)
inf
v∈V
sup
w∈W
a(v,w)
‖v‖V ‖w‖W ≥ α > 0, (6.14)
and for all 0 6= w ∈W ,
sup
v∈V
a(v,w) > 0. (6.15)
Equation (6.11) can be equivalently rewritten as an operator equation
Au = F, (6.16)
where A : V →W ′ is the continuous linear operator associated with a, such
that
〈Av,w〉 = a(v,w) for all (v,w) ∈ V ×W . (6.17)
Properties (6.13), (6.14) and (6.15) imply that A is an isomorphism from V
to W ′ such that for all v ∈ V ,
α‖v‖V ≤ ‖Av‖W ′ ≤ β‖v‖V . (6.18)
Problem (6.11) therefore admits a unique solution such that ‖u‖V ≤ 1α‖F‖W ′ .
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6.2.1 Order-two tensor structure
u (resp. f), as an element of the Bochner space L2µ(Ξ;V ) (resp. L
2
µ(Ξ;W
′)),
can be identified with a tensor in L2µ(Ξ)⊗‖·‖2 V (resp. L2µ(Ξ)⊗‖·‖2 W ′). Let
us further assume that f ∈ L2µ(Ξ)⊗W ′ admits the following representation
f(ξ) =
L∑
i=1
γi(ξ)fi, (6.19)
with fi ∈ W ′ and γi ∈ L2µ(Ξ). Then F is identified with the finite-rank
tensor
F =
L∑
i=1
γi ⊗ fi. (6.20)
Let us now assume that the parameter-dependent operator B(ξ) : V → W ′
associated with the parameter-dependent bilinear form b(·, ·; ξ) admits the
following representation (so called affine representation in the context of
Reduced Basis methods)
B(ξ) =
R∑
i=1
λi(ξ)Bi, (6.21)
where the Bi : V → W ′ are parameter-independent operators associated
with parameter-independent bilinear forms bi, and where the λi are real-
valued functions defined on Ξ.
Remark 6.4 Let us assume that λi ∈ L∞µ (Ξ), 1 ≤ i ≤ R, and λ1 ≥ 1. Let
us denote by αi and βi the constants such that
αi‖v‖V ≤ ‖Biv‖W ′ ≤ βi‖v‖V .
Property (6.7) is satisfied with β =
∑R
i=1 βi‖λi‖∞ and with α = α1 −∑R
i=2 βi‖λi‖∞ if α1 >
∑R
i=2 βi‖λi‖∞. In the case where V = W , if all
the Bi satisfy infv∈V
〈Biv,v〉
‖v‖2V
≥ αi > −∞, then Property (6.7) is satisfied
with either α = α1 −
∑R
i=2 αi‖λi‖∞ if α1 >
∑R
i=2 αi‖λi‖∞, or α = α1 if
α1 > 0 and αi ≥ 0 and λi ≥ 0 for all i ≥ 2.
Remark 6.5 If the parameter-dependent operator B(ξ) (resp. right-hand
side f(ξ)) does not admit an affine representation of the form (6.21) (resp.
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(6.19)), or if the initial affine representation contains a high number of
terms, low-rank approximation methods can be used in order to obtain an
affine representation with a small number of terms. For that purpose, one
can rely on SVD or on the Empirical Interpolation Method, the latter ap-
proach being commonly used in the context of Reduced Basis Methods.
Assuming that λi ∈ L∞µ (Ξ), the operator A : V →W ′ admits the following
representation7
A =
R∑
i=1
Λi ⊗Bi, (6.22)
where Λi : L
2
µ(Ξ) → L2µ(Ξ) is a continuous linear operator associated with
λi such that for ψ ∈ L2µ(Ξ), Λiψ is defined by
〈Λiψ, φ〉 =
∫
Ξ
λi(y)ψ(y)φ(y)µ(dy) for all φ ∈ L2µ(Ξ).
Therefore, Equation (6.16) can be written as a tensor-structured equation
( R∑
i=1
Λi ⊗Bi
)
u =
L∑
i=1
γi ⊗ fi. (6.23)
6.2.2 Higher-order tensor structure
Let us assume that µ = µ1⊗. . .⊗µd is a product measure on Ξ = Ξ1×. . .×Ξd,
with µν being a measure on Ξν ⊂ Rsν , 1 ≤ ν ≤ d, with s =
∑d
ν=1 sν .
Then L2µ(Ξ) = ‖·‖2
⊗d
ν=1 L
2
µν (Ξν) (see Section 1.5.1). In a probabilistic
context, µ would be the measure induced by ξ = (ξ1, . . . , ξd), where the ξν
are independent random variables with values in Ξν and probability law µν .
Let us assume that the functions γi in (6.19), 1 ≤ i ≤ L, are such that
γi(ξ) = γ
(1)
i (ξ1) . . . γ
(d)
i (ξd), (6.24)
with γ
(ν)
i ∈ L2µν (Ξν). Then f is an element of L2µ1(Ξ1)⊗ . . .⊗L2µd(Ξd)⊗W ′
and F admits the following representation
F =
L∑
i=1
γ
(1)
i ⊗ . . .⊗ γ(d)i ⊗ fi. (6.25)
7A is a finite-rank tensor in L(L2µ(Ξ), L
2
µ(Ξ))⊗ L(V,W
′).
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Let us assume that in the representation (6.21) of B(ξ), the functions λi,
1 ≤ i ≤ R, are such that
λi(ξ) = λ
(1)
i (ξ1) . . . λ
(d)
i (ξd). (6.26)
Assuming that λ
(ν)
i ∈ L∞µν (Ξν), λ(ν)i can be identified with an operator Λ(ν)i :
Sν → S˜′ν , where for ψ ∈ Sν , Λ(ν)i ψ is defined by
〈Λ(ν)i ψ, φ〉 =
∫
Ξν
λ
(ν)
i (yν)ψ(yν)φ(yν)µν(dyν) for all φ ∈ S˜ν .
Then, λi also defines an operator Λi : S → S˜′ such that
Λi = Λ
(1)
i ⊗ . . .⊗ Λ(d)i .
Then the operator A, as an operator from L2µ1(Ξ1) ⊗ . . . ⊗ L2µd(Ξd) ⊗ V to
(L2µ1(Ξ1)⊗ . . .⊗ L2µd(Ξd)⊗W )′, admits the following decomposition8
A =
R∑
i=1
Λ
(1)
i ⊗ . . . ⊗ Λ(d)i ⊗Bi. (6.27)
Therefore, Equation (6.16) can be written as a tensor-structured equation
( R∑
i=1
Λ
(1)
i ⊗ . . .⊗ Λ(d)i ⊗Bi
)
u =
L∑
i=1
γ
(1)
i ⊗ . . .⊗ γ(d)i ⊗ fi. (6.28)
6.3 Galerkin approximations
Here, we present Galerkin methods for the approximation of the solution
of (6.1) in a subspace S ⊗ V of L2µ(Ξ;V ), where S is a finite-dimensional
subspace in L2µ(Ξ). In this section, V = S ⊗ V denotes the approximation
space in L2µ(Ξ;V ), which is equipped with the natural norm in L
2
µ(Ξ;V ),
denoted ‖ · ‖V .
6.3.1 Petrov-Galerkin approximation
Let us introduce a finite-dimensional subspace S˜ in L2µ(Ξ), with dim(S) =
dim(S˜), and let us introduce the tensor space W = S˜ ⊗W ⊂ L2µ(Ξ;W ),
8A is a finite-rank tensor in L(L2µ1(Ξ1), L
2
µ1(Ξ1))⊗. . .⊗L(L
2
µd
(Ξd), L
2
µd
(Ξd))⊗L(V,W
′).
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equipped with the natural norm in L2µ(Ξ;W ), denoted ‖ · ‖W . A Petrov-
Galerkin approximation in V = S ⊗ V of the solution of Problem (6.1),
denoted uG, is defined by the equation
a(uG, w) = F (w), ∀w ∈W , (6.29)
which can be equivalently rewritten as an operator equation
AuG = F, (6.30)
where A : V →W ′ is associated (through Equation (6.17)) with the bilinear
form a.
Remark 6.6 Assuming that the approximation space V and the test space
W are such that Properties (6.13), (6.14) and (6.15) are satisfied, then A
satisfies (6.18) and Equation (6.30) admits a unique solution uG which is a
quasi-optimal approximation of u, with ‖uG − u‖V ≤ (1 + βα )minv∈V ‖u −
v‖V .
Remark 6.7 Letting {ψi}Ki=1 and {φi}Ki=1 be bases of S and S˜ respectively,
the solution uG of (6.30) can be written uG =
∑K
i=1 ψi⊗ui, where the tuple
{ui}Ki=1 ∈ V K verifies the coupled system of equations
P∑
j=1
Aijuj = Fi, 1 ≤ i ≤ K, (6.31)
with Aij =
∫
ΞB(y)ψj(y)φi(y)µ(dy) and Fi =
∫
Ξ f(y)φi(y)µ(dy), for 1 ≤
i, j ≤ K. The tuple {ui}Ki=1 ∈ V K can be identified with a tensor in RK⊗V .
Remark 6.8 In practice, integrals over Ξ with respect to the measure µ can
be approximated by using a suitable quadrature rule {(yk, ωk)}Kk=1, therefore
replacing (6.29) by
K∑
k=1
ωk〈B(yk)uG(yk), w(yk)〉 =
K∑
k=1
ωk〈f(yk), w(yk)〉.
Under the assumptions of Section 6.2.1, Equation (6.30) can be written in
the form of a tensor-structured equation (6.23), where the functions γi are
now identified with elements of S˜′ such that 〈γi, ψ〉 =
∫
Ξ γi(y)ψ(y)µ(dy) for
all ψ ∈ S˜, and where the Λi are now considered as operators from S to S˜′
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such that for ψ ∈ S˜, Λiψ is defined by 〈Λiψ, φ〉 =
∫
Ξ λi(y)ψ(y)φ(y)µ(dy) for
all φ ∈ S˜.
Under the stronger assumptions of Section 6.2.2, (6.30) can be writ-
ten in the form of a tensor-structured equation (6.28), where the func-
tions γ
(ν)
i are now identified with elements of S˜
′
ν such that 〈γ(ν)i , ψ〉 =∫
Ξν
γi(yν)ψ(yν)µν(dyν) for all ψ ∈ S˜ν , and where the Λ(ν)i are now con-
sidered as operators from Sν to S˜
′
ν such that for ψ ∈ S˜ν , Λ(ν)i ψ is defined by
〈Λ(ν)i ψ, φ〉 =
∫
Ξν
λ
(ν)
i (yν)ψ(yν)φ(yν)µν(dyν) for all φ ∈ S˜ν .
6.3.2 Minimal residual Galerkin approximation
Let C(ξ) : W ′ → W be a symmetric operator that defines on W ′ an inner
product 〈·, ·〉C(ξ) defined by 〈g, h〉C(ξ) = 〈g,C(ξ)h〉 = 〈C(ξ)g, h〉 for g, h ∈
W ′. Let ‖ · ‖C(ξ) denote the associated norm on W ′ and assume that
αC‖ · ‖W ′ ≤ ‖ · ‖C(ξ) ≤ βC‖ · ‖W ′ (6.32)
for some constants 0 < αC ≤ βC <∞.
Remark 6.9 A natural choice for C is to take the inverse of the (parameter-
independent) Riesz map RW : W →W ′, so that ‖h‖C = ‖h‖W ′ = ‖R−1W h‖W .
When V = W and B(ξ) is coercive, another possible choice for C(ξ) is to
take the inverse of the symmetric part of B(ξ).
A minimal residual Galerkin approximation in V = S ⊗ V of the solution
of Problem (6.1), denoted uR, can be defined by
uR = argmin
v∈V
E(u, v), (6.33)
with
E(u, v)2 =
∫
Ξ
‖B(y)v(y)− f(y)‖2C(y)µ(dy). (6.34)
Let B(ξ)∗ : W → V ′ denote the adjoint of B(ξ). Then, we define the
symmetric bilinear form a˜ : V × V → R such that
a˜(v,w) =
∫
Ξ
〈B(y)v(y), B(y)w(y)〉C(y)µ(dy) =
∫
Ξ
〈B˜(y)v(y), w(y)〉µ(dy),
with B˜(ξ) = B(ξ)∗C(ξ)B(ξ), and the linear form F˜ : V → R such that
F˜ (w) =
∫
Ξ
〈f(y), B(y)w(y)〉C(y)µ(dy) =
∫
Ξ
〈f˜(y), w(y)〉µ(dy),
48
with f˜(ξ) = B(ξ)∗C(ξ)f(ξ). The approximation uR ∈ V = S ⊗ V defined
by (6.33) is equivalently defined by
a˜(u, v) = F˜ (v), ∀v ∈ V , (6.35)
which can be rewritten as an operator equation
A˜uR = F˜ , (6.36)
where A˜ : V → V ′ is the operator associated with the bilinear form a˜. The
approximation uR is the standard Galerkin approximation of the solution of
the parameter-dependent equation
B˜(ξ)u(ξ) = f˜(ξ). (6.37)
Remark 6.10 Under assumptions (6.2), (6.3), (6.4) and (6.32), we have
that
sup
v∈V
sup
w∈V
a˜(v,w)
‖v‖V ‖w‖V ≤ β˜ <∞, infv∈V
a˜(v, v)
‖v‖2
V
≥ α˜ > 0, (6.38)
with α˜ = α2Cα
2 and β˜ = β2Cβ
2, and uR is a quasi-optimal approximation of
u in V , with ‖u− uR‖V ≤
√
β˜
α˜ minv∈V ‖u− v‖V .
Remark 6.11 Letting {ψi}Ki=1 be a basis of S, the solution uR of (6.36) can
be written uR =
∑K
i=1 ψi⊗ui, where the set of vectors {ui}Ki=1 ∈ V K verifies
the coupled system of equations (6.31) with Aij =
∫
Ξ B˜(y)ψj(y)ψi(y)µ(dy)
and Fi =
∫
Ξ f˜(y)ψi(y)µ(dy), for 1 ≤ i, j ≤ K. The tuple {ui}Ki=1 ∈ V K can
be identified with a tensor in RK ⊗ V .
Remark 6.12 In practice, (6.34) can be replaced by
E(u, v) =
K∑
k=1
ωk‖B(yk)v(yk)− f(yk)‖2C(yk) =
K∑
k=1
ωk‖v(yk)− u(yk)‖2
B˜(yk)
,
(6.39)
where {(yk, ωk)}Kk=1 is a suitable quadrature rule for the integration over Ξ
with respect to the measure µ.
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Under the assumptions of Section 6.2.1 and if we assume that C admits an
affine representation C(ξ) =
∑RC
i=1 Ciηi(ξ), then B˜(ξ) and f˜(ξ) admit affine
representations B˜(ξ) =
∑R˜
i=1 B˜iλ˜i(ξ) and f˜(ξ) =
∑L˜
i=1 f˜iγ˜i(ξ) respectively.
Therefore, Equation (6.36) can be written in the form of a tensor-structured
equation (6.23), where all the quantities are replaced by their tilded versions.
Under the stronger assumptions of Section 6.2.2, if we assume that C admits
a representation of the form C(ξ) =
∑RC
i=1Ciη
(1)
i (ξ1) . . . η
(d)
i (ξd), then B˜(ξ)
and f˜(ξ) admit representations of the form B˜(ξ) =
∑R˜
i=1 B˜iλ˜
(1)
i (ξ1) . . . λ˜
(d)
i (ξd)
and f˜(ξ) =
∑L˜
i=1 f˜iγ˜
(1)
i (ξ1) . . . γ˜
(d)
i (ξd). Therefore, Equation (6.36) can be
written in the form of a tensor-structured equation (6.28), where all the
quantities are replaced by their tilded versions.
6.4 Interpolation (or collocation) method
Let ΞK = {yk}k∈I be a set of K = #I interpolation points in Ξ and let
{φk}k∈I be an associated set of interpolation functions. An interpolation
IK(u) of the solution of (6.1) can then be written
IK(u)(y) =
∑
k∈I
u(yk)φk(y),
where u(yk) ∈ V is the solution of
B(yk)u(yk) = f(yk), k ∈ I, (6.40)
which can be written as an operator equation
AuI = F, (6.41)
where uI = {u(yk)}k∈I ∈ V K , F = {f(yk)}k∈I ∈ (W ′)K and A : V K →
(W ′)K .
Order-two tensor structure. The tuples uI and F can be identified with
tensors in RK ⊗ V and RK ⊗W ′ respectively. Also, the operator A can be
identified with a tensor in RK×K⊗L(V,W ′). Under the assumption (6.21) on
B(ξ), A can be written in the form (6.22), where Λi ∈ RK×K is the diagonal
matrix diag(λi(y
1), . . . , λi(y
K)). Also, under the assumption (6.19) on f , F
can be written in the form (6.20), where γi = (γi(y
1), . . . , γi(y
K)) ∈ RK .
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Higher-order tensor structure. Now, using the notations of Section
5.2.2, we consider a tensorized interpolation grid ΞK = Ξ1,K1 × . . . × Ξd,Kd
and a corresponding set of interpolation functions {φk(y) = φ1k1(y1) . . . φdkd(yd)}k∈I ,
with I = ×dk=1{1, . . . ,Kk}. The tuples uI and F can now be identified with
tensors in RK1 ⊗ . . .⊗RKd ⊗ V and RK1 ⊗ . . .⊗RKd ⊗W ′ respectively, and
the operator A can be identified with a tensor in RK1×K1 ⊗ . . .⊗RKd×Kd ⊗
L(V,W ′). Under the assumptions of Section 6.2.2, A can be written in the
form (6.27), with Λ
(ν)
i = diag(λ
(ν)
i (y
1
ν), . . . , λ
(ν)
i (y
Kν
ν )) ∈ RKν×Kν , and F can
be written in the form (6.25) with γ
(ν)
i = (γ
(ν)
i (y
1
ν), . . . , γ
(ν)
i (y
Kν
ν )) ∈ RKν .
Remark 6.13 Note that the interpolation (or collocation) method provides
an approximation uI in S ⊗V , with S = span{φk}k∈I , which coincides with
the approximation obtained by a “pseudo-spectral” Galerkin method where
the integrals over Ξ are approximated using a numerical quadrature with
{yk}k∈I as the set of integration points (see Remarks 6.8 and 6.12).
6.5 Low-rank structures of the solution of parameter-dependent
or stochastic equations
When solving parameter-dependent or stochastic equations with low-rank
tensor methods, the first question that should be asked is: does the solution
u present a low-rank structure or admit an accurate approximation with
low rank ? Unfortunately, there are only a few quantitative answers to this
question.
When u ∈ Lpµ(Ξ;V ) is seen as an order-two tensor in Lpµ(Ξ)⊗ V ‖·‖p (see
Section 2.5), there exist some results about the convergence of best rank-r
approximations for some classes of functions. For p = 2, these results are
related to the decay of singular values of u (or equivalently of the compact
operator associated with u). For p = ∞, these results are related to the
convergence of the Kolmogorov widths of the set of solutions u(Ξ). Ex-
ploiting these results requires a fine analysis of parameter-dependent (or
stochastic) equations in order to precise the class of their solutions. The
question is more difficult when looking at u as a higher-order tensor in
Lpµ1(Ξ1)⊗ . . . ⊗ Lpµd(Ξd)⊗ V
‖·‖p
, in particular because of the combinatorial
nature of the definition of rank. Some results are available for the conver-
gence of best rank-r approximations of some general classes of functions, for
canonical or tree-based Tucker formats [80, 76, 46]. However, these results
usually exploit some global regularity and do not exploit specific structures
of the solution (such as anisotropy), which would again require a detailed
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analysis of the parameter-dependent equations.
Example 6.14 Low-rank structures can be induced by particular parametriza-
tions of operators and right-hand sides. As an example, consider the equa-
tion B(ξ1)u(ξ1, ξ2) = f(ξ2), where u and f are considered as tensors in
L2µ1(Ξ1) ⊗ L2µ2(Ξ2) ⊗ V and L2µ1(Ξ1) ⊗ L2µ2(Ξ2) ⊗ W ′ respectively. Here,
rank1(f) = 1 and rank2(f) = rank3(f). Then, rank2(u) = rank2(f).
Example 6.15 There are specific structures that are particular cases of low-
rank structures and that can therefore be captured by low-rank methods, such
as low effective dimensionality or low-order interactions. For example, a
function u(ξ1, . . . , ξd) which can be well approximated by a low-dimensional
function u˜(ξβ1 , . . . , ξβk), with {β1, . . . , βk} := β ⊂ {1, . . . , d}, can therefore
be approximated with a tensor u˜ with rankβ(u˜) = 1 and rankα(u˜) = 1 for any
α ⊂ {1, . . . , d} \ β. When using tree-based tensor formats, the tree should be
adapted in order to reveal these low-rank structures.
Although only a few a priori results are available, it is observed in many
applications that the solutions of parameter-dependent (or stochastic) equa-
tions can be well approximated using low-rank tensor formats. However,
there is a need for a rigorous classification of problems in terms of the ex-
pected accuracy of the low-rank approximations of their solutions. In the
following section, we let apart the discussion about the good approxima-
bility of functions by low-rank tensors and focus on numerical methods for
computing low-rank approximations.
Remark 6.16 Note that results on the convergence of best r-term approxi-
mations on a polynomial basis for particular classes of parameter-dependent
equations [29, 52, 24], which exploit the anisotropy of the solution map
u : Ξ → V , provide as a by-product upper bounds for the convergence of
low-rank approximations.
7 Low-rank approximation for equations in tensor
format
In this section, we present algorithms for the approximation in low-rank
formats of the solution of an operator equation
Au = F, (7.1)
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where u is an element of a finite-dimensional tensor space V = V1⊗ . . .⊗VD,
and A is an operator from V to W ′, with W = W1 ⊗ . . . ⊗WD. We can
distinguish two main families of algorithms. The first family of algorithms
relies on the use of classical iterative methods with efficient low-rank trun-
cations of iterates. The second family of algorithms directly computes a
low-rank approximation of the solution based on the minimization of a cer-
tain distance between the solution u and its low-rank approximation, using
either a direct minimization in subsets of low-rank tensors or suboptimal
but constructive (greedy) algorithms.
The algorithms are presented in a general setting and will be detailed for
the particular case of parameter-dependent equations presented in Section
6. In this particular case, the space V can be considered as a space S⊗V of
order-two tensors (D = 2), where S is either aK-dimensional approximation
space in L2µ(Ξ) (for Galerkin methods) or R
K (for interpolation or collocation
methods). The space V can also be considered as a space S1⊗ . . .⊗Sd⊗ V
of higher-order tensors (D = d + 1), where Sν is either a Kν -dimensional
subspace of L2µν (Ξν) (for Galerkin methods) or R
Kν (for interpolation or
collocation methods).
In practice, bases of finite-dimensional tensor spaces V and W are in-
troduced, so that (7.1) can be equivalently rewritten
Au = F, (7.2)
where u ∈ X = RN1 ⊗ . . .⊗RND is the set of coefficients of u in the chosen
basis of V , and where Au and F are respectively the coefficients of Au and
F in the dual basis of the chosen basis in W . Here A is an operator from
X to X.
7.1 Classical iterative methods using low-rank truncations
Simple iterative algorithms (e.g. Richardson iterations, Gradient algorithm...)
take the form ui+1 = M(ui), where M is an iteration map which involves
simple algebraic operations (additions, multiplications...) between tensors.
Low-rank truncation methods can be systematically used to reduce the stor-
age and computational complexities of these algebraic operations. This re-
sults in approximate iterations
ui+1 ≈M(ui),
where the iterates {ui}i≥1 are in low-rank format. The resulting algorithm
can be analyzed as a perturbed version of the initial algorithm (see e.g.
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[47]). The reader is referred to [54, 52, 3] for a detailed introduction to these
techniques in a general algebraic setting, and to [60] for an application to
parameter-dependent equations. Note that these iterative methods usually
require the construction of good preconditioners in low-rank tensor formats
(see [83, 50, 71, 41]).
As an example, let us consider simple Richardson iterations for solving
(7.2), where M(u) = u− α(Au − F). Approximate iterations can take the
form
ui+1 = Πǫ(u
i − α(Aui − F)),
where Πǫ is an operator which associates to a tensor u an approximation
Πǫ(u) in low-rank format with a certain precision ǫ.
Low-rank truncation controlled in 2-norm. For a control of the error
in the 2-norm, the operator Πǫ provides an approximation Πǫ(w) of a tensor
w such that ‖w−Πǫ(w)‖2 ≤ ǫ‖w‖2, where ‖w‖2 = (
∑
i1,...,iD
|wi1,...,iD |2)1/2.
For order-two tensors, Πǫ(w) is obtained by truncating the SVD of w, which
can be computed with standard and efficient algorithms. For higher-order
tensors, low-rank truncations (in tree-based Tucker format) can be obtained
using efficient higher-order SVD algorithms (also allowing a control of the
error, see Section 3.4) or other optimization algorithms in subsets of low-
rank tensors.
Low-rank truncation controlled in ∞-norm. For a control of the
error in the ∞-norm, the operator Πǫ should provide an approximation
Πǫ(w) of a tensor w such that ‖w − Πǫ(w)‖∞ ≤ ǫ‖w‖∞, where ‖w‖∞ =
maxi1,...,iD |wi1,...,iD |. A practical implementation of the truncation operator
Πǫ can be based on the Empirical Interpolation Method [5, 58] or higher-
order extensions of Adaptive Cross Approximation (ACA) algorithms [72].
Remark 7.1 For the solution of parameter-dependent equations with inter-
polation methods, simple iterative algorithms take the form
ui+1(ξ) =M(ξ)(ui(ξ)), ξ ∈ ΞK ,
where M(ξ) is a parameter-dependent iteration map and ΞK is a discrete
parameter set. For the example of Richarson iterations, exact iterations are
ui+1(ξ) = ui(ξ)− α(B(ξ)ui(ξ)− f(ξ)), ξ ∈ ΞK . Low-rank truncations of the
iterates {ui(ξ)}ξ∈ΞK should therefore be controlled in the 2-norm (resp. ∞-
norm) if one is interested in a mean-square (resp. uniform) control of the
error over the discrete parameter set ΞK . However, note that under some
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assumptions on the regularity of a function, controlling the 2-norm may be
sufficient for controlling the ∞-norm.
Remark 7.2 Note that one could be interested in controlling the error with
respect to other norms, such as the norm ‖w‖(∞,2) = maxi1(
∑
i2
|wi1,i2 |2)1/2
for an order-two tensor w. For the solution of parameter-dependent equa-
tions with interpolation methods, where w ∈ RK ⊗ Rdim(V ) represents the
components on an orthonormal basis of V of samples {w(ξ)}ξ∈ΞK ∈ V K of a
function w on a discrete parameter set ΞK , we have ‖w‖(∞,2) = maxξ∈ΞK ‖w(ξ)‖V .
This allows a uniform control over ΞK of the error measured in the V -norm.
A practical implementation of the truncation operator with a control in norm
‖·‖(∞,2) can be based on the Generalized Empirical Interpolation Method [58].
7.2 Minimization of a residual-based distance to the solution
A distance E(u,w) from w to the solution u of (7.1) can be defined by using
a residual norm,
E(u,w) = ‖Aw − F‖D, (7.3)
where D : W ′ → W is an operator which defines on W ′ an inner product
norm ‖ · ‖D =
√〈D·, ·〉. The operator D plays the role of a preconditioner.
It can be chosen such that ‖ · ‖D = ‖ · ‖W ′ , but it can also be defined in a
different way. For a linear operator A, w 7→ E(u,w) is a quadratic functional.
Remark 7.3 Note that the distance E(u,w) between the tensors u and w
in V corresponds to a distance E(u,w) between the associated tensors u
and w in RN1 ⊗ . . .⊗RND , with E(u,w) = ‖Aw−F‖D, for some operator
D : X→ X.
Let Sr denote a subset of tensors in V with bounded rank r. Let ur
denote the minimizer of w 7→ E(u,w) over Sr, i.e.
E(u, ur) = min
w∈Sr
E(u,w). (7.4)
If A is a linear operator such that α‖v‖V ≤ ‖Av‖W ′ ≤ β‖v‖V and if the
operator D is such that αD‖ · ‖W ′ ≤ ‖ · ‖D ≤ βD‖ · ‖W ′ , then
α˜‖u− w‖V ≤ E(u, v) ≤ β˜‖u− w‖V , (7.5)
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with β˜ = βDβ and α˜ = αDα, and the solution ur of (7.4) is a quasi-best
approximation in Sr with respect to the norm ‖ · ‖V , with
‖u− ur‖V ≤ β˜
α˜
inf
w∈Sr
‖u− w‖V . (7.6)
In practice, an approximation ur in a certain low-rank format can be ob-
tained by directly solving the optimization problem (7.4) over a subset Sr
of low-rank tensors. Constructive algorithms presented in Section 4 (which
provide only suboptimal approximations) can also be applied and should be
preferred when dealing with complex numerical models.
Remark 7.4 Equation (7.6) highlights the utility of working with well cho-
sen norms, such that β˜/α˜ ≈ 1 if one is interested in minimizing the error in
the norm ‖ · ‖V . In [27, 9], the authors introduce a norm on W such that
the residual norm ‖Aw − F‖W ′ coincides with the error ‖w − u‖V , where
‖ · ‖V is a norm of interest. Quasi-best approximations are then computed
using an iterative algorithm.
Remark 7.5 For linear problems, a necessary condition of optimality for
problem (7.4) writes9
〈Aur − F,DAδw〉 = 0 for all δw ∈ TurSr, (7.7)
where TurSr is the tangent space to the manifold Sr at ur. Since Sr is not a
linear space nor a convex set, the condition (7.7) is not a sufficient condition
for ur to be a solution of (7.4).
Remark 7.6 For linear symmetric coercive problems, where V = W , A−1
defines a norm ‖·‖A−1 on W ′ such that ‖F‖A−1 = 〈F,A−1F 〉. Then, letting
D = A−1, the distance to the solution can be chosen as
E(u,w) = ‖Aw − F‖A−1 = ‖w − u‖A, (7.8)
where ‖w‖2A = 〈Aw,w〉. In this case, the minimization of w 7→ E(u,w) on a
subset Sr provides a best approximation of u in Sr with respect to the operator
norm ‖ · ‖A. Denoting by J(w) = 〈Aw,w〉 − 2〈F,w〉, we have E(u,w)2 =
J(w) − J(u), so that minimizing E(u,w) is equivalent to minimizing the
functional J(w), which is a strongly convex quadratic functional.
9This stationarity condition reveals the importance of the analysis of the manifold
structure of subsets of tensors with bounded rank (see e.g. [85, 38]).
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Parameter-dependent equations. We now consider the particular case
of the solution of parameter-dependent equations using Galerkin or interpo-
lation methods. For Petrov-Galerkin methods (see Section 6.3), the dis-
tance E(u,w) can be chosen as in (7.3) with an operator D such that
‖Au‖D = ‖Au‖W ′ or simply ‖Au‖D = ‖Au‖2. For minimal residual
Galerkin methods (see Section 6.3.2), the distance E(u,w) can be chosen
such that
E(u,w)2 =
∫
Ξ
‖B(y)w(y) − f(y)‖2C(y)µ(dy). (7.9)
which corresponds to E(u,w) = ‖w − u‖2
A˜
= ‖A˜w − F˜‖2
A˜−1
. In the case of
interpolation (or collocation) methods (see Section 6.4), the distance E(u,w)
can be chosen such that
E(u,w)2 =
K∑
k=1
ωk‖B(yk)w(yk)− f(yk)‖2C(yk), (7.10)
with suitable weights {ωk}Kk=1 10. In both cases (7.9) and (7.10), with a
linear operator B(ξ) satisfying the assumptions of Section 6.3.2, Property
(7.5) is satisfied, where in the case of interpolation methods, ‖ ·‖V coincides
with the norm ‖ · ‖2,K defined by (5.2).
Remark 7.7 The distance could also be chosen as
E(u,w) = sup
1≤k≤K
‖B(yk)w(yk)− f(yk)‖C(yk),
therefore moving from a Hilbert setting to a Banach setting. This is the
classical framework for the so-called Reduced Basis methods. With a linear
operator B(ξ) satisfying the assumptions of Section 6.3.2, Property (7.5) is
satisfied, where ‖ · ‖V coincides with the norm ‖ · ‖∞,K defined by (5.1).
The optimal rank-r approximation ur in R
K ⊗ V such that E(u, ur) =
minw∈Rr E(u,w) satisfies
‖u− ur‖∞,K ≤ β˜
α˜
min
v∈Rr
‖u− w‖∞,K = β˜
α˜
dr(u(ΞK))V ,
10By identifying an element F ∈ (RK ⊗ W )′ with an element {fk}
K
k=1 ∈ (W
′)K ,
(7.10) corresponds to (7.3) with an operator D such that ‖F‖2D =
∑K
k=1 ω
k‖fk‖
2
C(yk),
i.e. D =
∑K
k=1Ωk ⊗C(y
k), with Ωk ∈ R
K×K such that (Ωk)ij = δikδjkω
k. For C(y) = C
independent of y, D = Ω⊗ C, with Ω = diag(ω1, . . . , ωk) ∈ RK×K .
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where dr(u(ΞK))V is the Kolmogorov r-width of the discrete set of solutions
u(ΞK) in V . In practice, one can rely on an algorithm based on a greedy
construction of subspaces Vr ⊂ V , such as presented in section 5.1 (replacing
‖w(y) − u(y)‖V by ‖B(y)w(y) − f(y)‖C(y)). This is the so-called offline
phase of Reduced Basis methods, and convergence results for this algorithm
can be found in [10, 12, 32], where the error ‖u−ur‖∞,K = supy∈ΞK ‖u(y)−
PVru(y)‖V is compared with the best rank-r approximation error ρ(∞,K)r (u) =
dr(u(ΞK))V .
7.3 Coupling iterative methods and residual norm minimiza-
tions
Methods presented in Sections 7.1 and 7.2 can be combined. It allows the
use of a larger class of iterative solvers for which one iteration takes the
form ui+1 = M(ui), with M(ui) = C−1i G(u
i), where Ci is an operator
given in low-rank format whose inverse C−1i is not computable explicitly.
At iteration i, a low-rank approximation ui+1 of C−1i G(u
i) can be obtained
by minimizing the functional w 7→ E(C−1i G(ui), w) = ‖Ciw−G(ui)‖⋆, where
‖ · ‖⋆ is some computable residual norm, either by a direct optimization in
subsets of low-rank tensors or by using greedy algorithms.
The above iterations can be associated with an advanced iterative method
for solving the linear system Au = F (Ci could be the inverse of a known
preconditioner of the operator A, or a piece of the operator A in a method
based on operator splitting), or with a nonlinear iterative solver for solving a
nonlinear equation A(u) = F , with A being a nonlinear map. For example,
for a Newton solver, Ci would be the differential of A (tangent operator) at
ui.
7.4 Galerkin approaches for low-rank approximations
The minimal residual-based approaches presented in Section 7.2 are ro-
bust approaches that guarantee the convergence of low-rank approximations.
However, when an approximation ur is defined as the minimizer of the resid-
ual norm ‖Aur−F‖D = 〈ur−u,A∗DA(ur−u)〉1/2 with a certain operatorD,
these approaches may suffer from ill-conditioning and they may induce high
computational costs since they require operations between objects with a
possibly high rank (operator A∗DA and right-hand side A∗DAu = A∗DF ).
Moreover, in the context of parameter-dependent (or stochastic) equations,
they require the solution of problems that have not in general the structure
of standard parameter-independent problems, and therefore, they cannot
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rely on standard parameter-independent (or deterministic) solvers (see Sec-
tion 7.5). In order to address these issues, low-rank approximations can also
be defined using other Galerkin orthogonality criteria (see [65, 14]).
7.4.1 Galerkin orthogonality
Let us assume that V = W . Let Sr denote a subset of tensors in V with
a rank bounded by r. An approximation ur in Sr can be searched such
that the residual Aur − F is orthogonal to the tangent space TurSr to the
manifold Sr at ur, i.e. such that
〈Aur − F, δw〉 = 0 for all δw ∈ TurSr. (7.11)
Remark 7.8 If Sr admits a multilinear parametrization of the form (3.12),
then ur ∈ Sr can be written ur = FSr(p1, . . . , pM ). Assuming that the pa-
rameters are in vector spaces Pi, (7.11) is equivalent to a set of M coupled
equations on the parameters (p1, . . . , pM ) ∈ P1 × . . . × PM :
〈AFSr(p1, . . . , pM )− F,FSr (p1, . . . , δpi, . . . , pM )〉 = 0 ∀δpi ∈ Pi, (7.12)
1 ≤ i ≤M .
In order to simplify the presentation of this formulation, let us consider
the particular case where an approximation ur−1 of rank r − 1 in S ⊗ V is
given and let us define Sr = ur−1+R1. Then ur ∈ Rr is searched under the
form ur = ur−1 + wr, where wr = sr ⊗ vr ∈ R1 is a rank-one correction of
ur−1 which must satisfy the Galerkin orthogonality condition (7.11). Since
TurSr = TwrR1 = {δw = s⊗ vr+ sr⊗ v : s ∈ S, v ∈ V }, the condition (7.11)
becomes
〈Awr − (F −Aur−1), δw〉 = 0 for all δw ∈ TwrR1, (7.13)
or equivalently
〈Asr ⊗ vr − (F −Aur−1), s ⊗ vr〉 = 0 for all s ∈ S, (7.14a)
〈Asr ⊗ vr − (F −Aur−1), sr ⊗ v〉 = 0 for all v ∈ V. (7.14b)
Equation (7.13) may not have any solution wr or may have many solutions
(possibly infinitely many for problems formulated in infinite-dimensional
spaces), with particular solutions that are not relevant for the approxima-
tion of u. In practice, heuristic algorithms are used to solve equation (7.13),
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such as alternating direction algorithms. This consists in solving succes-
sively equation (7.14a) with a fixed vr and equation (7.14b) with a fixed
sr. It has to be noted that when (7.13) admits solutions, this heuristic al-
gorithm selects particular solutions ur that are usually relevant. It can be
understood in the case where A is symmetric and defines a norm, since the
alternating direction algorithm coincides with an alternating minimization
algorithm. This explains why solutions that minimize a certain residual
norm are selected.
Remark 7.9 As an illustration, let us consider the case where A is such
that 〈Av,w〉 = 〈v,w〉, with 〈·, ·〉 the canonical norm on S ⊗ V . For r = 1,
equation (7.11) writes 〈s1⊗ v1−u, s⊗ v1+ s1⊗ v〉 = 0 for all (s, v) ∈ S×V .
This implies that u(v1) = ‖v1‖2V s1 and u∗(s1) = ‖s1‖2Sv1, that means that
the solutions of equation (7.11) are the tensors s1 ⊗ v1 where v1 and s1 are
right and left singular vectors of u associated with a certain non-zero sin-
gular value ‖v1‖2V = ‖s1‖2S. In this case, the alternating direction algorithm
corresponds to a power method for finding the dominant eigenvector of u∗◦u.
That means that the algorithm allows selecting the optimal rank-one approx-
imation with respect to the canonical norm ‖ · ‖ among possible solutions of
equation (7.13). See [64, 65] for further details on algorithms and their in-
terpretation as algorithms for solving invariant subspace problems associated
with generalization of singular value decompositions.
In many applications, Galerkin orthogonality criteria (in conjunction with
suitable algorithms for solving (7.11)) provide rather good low-rank ap-
proximations, although they are not associated with the minimization of a
certain distance to the solution, and therefore do not guarantee the conver-
gence with the rank. Note that these Galerkin approaches have also been
applied successfully to some nonlinear problems (A being a nonlinear map),
see [68, 79].
Parameter-dependent equations. For the case of parameter-dependent
equations, the equation (7.14b) for vr ∈ V (with fixed sr) is a parameter-
independent equation of the form
B̂r,rvr = f̂r −
r−1∑
i=1
B̂r,ivi,
where B̂r,i =
∫
ΞB(y)sr(y)si(y)µ(dy) and f̂r =
∫
Ξ f(y)sr(y)µ(dy) for Galerkin
methods, or B̂r,i =
∑K
k=1 ω
kB(yk)sr(y
k)si(y
k) and f̂r =
∑K
k=1 ω
kf(yk)sr(y
k)
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for interpolation (or collocation) methods. When B(ξ) and f(ξ) admit affine
representations of the form (6.21) and (6.19) respectively, then B̂r,i and
f̂r can be interpreted as evaluations of B and f for particular values of
parameter-dependent functions λi and γi. Therefore, equation (7.14b) can
be usually solved with a standard solver for parameter-independent or de-
terministic models (see Section 7.5 for further discussion and illustration on
model example 1).
7.4.2 Petrov-Galerkin orthogonality
For non-symmetric problems, possibly with V 6= W , it has been proposed
in [65] an alternative construction based on a Petrov-Galerkin orthogonality
criteria. At step r, assuming that ur−1 ∈ Rr−1 ⊂ V is known, a rank-
one correction wr = sr ⊗ vr ∈ V and an auxiliary rank-one element w˜r =
s˜r ⊗ v˜r ∈W are constructed such that
〈Awr − (F −Aur−1), δw˜〉 = 0, for all δw˜ ∈ Tw˜rR1 ⊂W ,
〈Aδw, w˜r〉 = 〈δw,wr〉V , for all δw ∈ TwrR1 ⊂ V ,
or equivalently
〈Asr ⊗ vr − (F −Aur−1), s˜⊗ v˜r〉 = 0, for all s˜ ∈ S˜, (7.15a)
〈As⊗ vr, s˜r ⊗ v˜r〉 = 〈s⊗ vr, sr ⊗ vr〉V , for all s ∈ S, (7.15b)
〈Asr ⊗ vr − (F −Aur−1), s˜r ⊗ v˜〉 = 0, for all v˜ ∈W, (7.15c)
〈Asr ⊗ v, s˜r ⊗ v˜r〉 = 〈sr ⊗ v, sr ⊗ vr〉V , for all v ∈ V. (7.15d)
A heuristic alternating direction algorithm can be used, which consists
in solving successively equations (7.15a) to (7.15d) respectively for sr, s˜r,
vr, v˜r (see [65] for the application to evolution problems and [14] for the
application to parameter-dependent equations).
Parameter-dependent equations. For the case of parameter-dependent
equations, we note that problems (7.15c) and (7.15d) are parameter-independent
equations respectively of the form
B̂r,rvr = fˆr −
r−1∑
i=1
B̂r,ivi, and B̂
∗
r,rv˜r = sˆrRV vr,
where RV : V → V ′ is such that 〈RV v, vˆ〉 = 〈v, vˆ〉V , and where B̂r,i =∫
ΞB(y)si(y)s˜r(y)µ(dy), f̂r =
∫
Ξ f(y)s˜r(y)µ(dy) and sˆr =
∫
Ξ sr(y)
2µ(dy)
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for the case of Galerkin methods, or B̂r,i =
∑K
k=1 ω
kB(yk)si(y
k)s˜r(y
k),
f̂r =
∑K
k=1 ω
kf(yk)s˜r(y
k) and sˆr =
∑K
k=1 ω
ksr(y
k)2 for the case of inter-
polation (or collocation) methods. When B(ξ) and f(ξ) admit affine repre-
sentations of the form (6.21) and (6.19) respectively, then B̂r,i and f̂r can
be interpreted as evaluations of B and f for particular values of parameter-
dependent functions λi and γi. Therefore, equations (7.15c) and (7.15d)
can be usually solved with a standard solver for parameter-independent or
deterministic models11.
7.5 Greedy construction of subspaces for parameter-dependent
equations
Any of the algorithms presented in Section 4 can be applied to construct a
low-rank approximation w of the solution u when a suitable measure E(u,w)
of the error has been defined. However, the variants based on the progressive
construction of reduced spaces (see Section 4.2.2) are particularly pertinent
in the context of parameter-dependent problems since they only involve the
solution of a sequence of problems with the complexity of a parameter-
independent problem, and of reduced order parameter-dependent models
which are the projections of the initial model on the reduced spaces Vr.
Moreover, specific algorithms can take advantage of the particular structure
of the parameter-dependent model, so that parameter-independent equa-
tions have the structure of standard problems which can be solved with
available solution codes for parameter-independent models. The reader is
referred to [63, 64, 66, 20] for practical implementations and illustrations of
the behavior of these algorithms.
Here, we illustrate the application of the algorithm presented in Section
4.2.2 for the computation of a sequence of low-rank approximations in S⊗V .
The algorithm relies on the construction of optimal nested subspaces Vr ⊂ V .
For simplicity, we only consider the case of a symmetric coercive problem
(e.g. model example 1 described in Section 6.1.1), with a residual-based
error E(u,w) defined by (7.8), which corresponds to E(u,w)2 = J(w)−J(u)
with J(w) = 〈Aw,w〉 − 2〈F,w〉. We have
J(w) =
∫
Ξ
(〈B(y)w(y), w(y)〉 − 2〈f(y), w(y)〉)µ(dy)
11For example, when applied to model example 2, equation (7.15c) is a weak form of a
deterministic evolution equation αˆ∂vr
∂t
−∇ · (κˆ∇vr) = gˆ, with initial condition vr(·, 0) =
Eµ(u0(·, ξ)s˜r), and where αˆ = Eµ(si(ξ)s˜r(ξ)) and κˆ(·) = Eµ(κ(·, ξ)sr(ξ)s˜r(ξ)).
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for the case of Galerkin methods, or
J(w) =
K∑
k=1
ωk
(〈B(yk)w(yk), w(yk)〉 − 2〈f(yk), w(yk)〉)
for the case of interpolation (or collocation) methods. In order to simplify
the presentation, Eµ(g(ξ)) will denote either
∫
Ξ g(y)µ(dy) in the case of
Galerkin methods, or
∑K
k=1 ω
kg(yk) in the case of interpolation (or colloca-
tion) methods. With this notation, we have
J(w) = Eµ(〈B(ξ)w(ξ), w(ξ)〉 − 2〈f(ξ), w(ξ)〉).
Remark 7.10 For non-symmetric problems, such as model example 2 de-
scribed in Section 6.1.2, one can adopt the formulation presented in Section
6.3.2 and use the expression (7.9) (or (7.10)) for E(u,w). The application
of the algorithm follows the same lines, where we simply replace operators
and right-hand sides (A, F , B(ξ), f(ξ)) by their tilded versions (A˜, F˜ ,
B˜(ξ) = B(ξ)∗C(ξ)B(ξ), f˜(ξ) = B(ξ)∗C(ξ)f(ξ)), and where the approxima-
tion is searched as the minimizer of the functional J(w) = 〈A˜w,w〉−2〈F˜ , w〉.
The algorithm is defined by (4.7). At iteration r, the (r−1)-dimensional
reduced basis {v1, . . . , vr−1} of the subspace Vr−1 ⊂ V being given, the
rank-r approximation ur =
∑r
i=1 s
(r)
i ⊗ vi is defined by
J(ur) = min
Vr∈Gr(V )
Vr⊃Vr−1
min
w∈S⊗Vr
J(w) = min
vr∈Vr
min
{si}ri=1∈S
r
J(
r∑
i=1
si ⊗ vi).
For solving this optimization problem, we can use an alternating minimiza-
tion algorithm, solving alternatively
min
vr∈V
J(
r∑
i=1
si ⊗ vi), (7.16a)
min
{si}ri=1∈S
r
J(
r∑
i=1
si ⊗ vi). (7.16b)
Solution of Problem (7.16a) (a parameter-independent equation).
Problem (7.16a) is equivalent to solving the equation
B̂r,rvr = f̂r −
r−1∑
i=1
B̂r,ivi, (7.17)
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where the operators B̂r,i : V →W ′ and the vector f̂r ∈W ′ are defined by
B̂r,i = Eµ(B(ξ)sr(ξ)si(ξ)) and f̂r = Eµ(f(ξ)sr(ξ)).
When B(ξ) and f(ξ) admit affine representations of the form (6.21) and
(6.19) respectively, then B̂r,i and f̂r take the form
B̂r,i =
R∑
l=1
Blλ̂l,r,i and f̂r =
L∑
l=1
flγ̂l,r,
where
λ̂l,r,i = Eµ(λl(ξ)sr(ξ)si(ξ)) and γ̂l,r = Eµ(γl(ξ)sr(ξ)).
Let us emphasize that the operator B̂r,i =
∑R
l=1Blλ̂l,r,i has the same struc-
ture as the parameter-dependent operator B(ξ) =
∑R
l=1Blλl(ξ), but λ̂l,r,i
does not correspond to an evaluation of the function λl(ξ) at some particular
values of ξ. However, looking at B as a family of operators parametrized
by the λl, then B̂r,i corresponds to an evaluation of B at some given values
λ̂l,r,i of the parameters λl. In practical applications, that means that this
problem can be solved with standard solvers (for parameter-independent or
deterministic models).
Example 7.11 When this algorithm is applied to model example 1 (see Sec-
tion 6.1.1), f̂r and B̂r,i are such that
〈f̂r, w〉 =
∫
D
ĝr w and 〈B̂r,iv,w〉 =
∫
D
∇w · κ̂r,i · ∇v,
with ĝr(·) = Eµ(g(·, ξ)sr(ξ)) ∈ L2(D) and κr,i(·) = Eµ(κ(·, ξ)sr(ξ)si(ξ)).
Problem (7.16a) therefore corresponds to the solution of the deterministic
diffusion equation −∇ · (κ̂r,r∇vr) = gˆr +
∑r−1
i=1 ∇ · (κ̂r,i∇vi).
Solution of Problem (7.16b) (a reduced order parameter-dependent
equation). Problem (7.16b) is equivalent to computing an approximation
of the solution in S⊗Vr, where Vr is a reduced space with basis {v1, . . . , vr}.
Let B(ξ) ∈ Rr×r be the parameter-dependent matrix defined by B(ξ) =
(〈B(ξ)vj , vi〉)ri,j=1 = (b(vj , vi; ξ))ri,j=1, and let f(ξ) ∈ Rr be the parameter-
dependent vector defined by f(ξ) = (〈f(ξ), vi〉)ri=1. If B(ξ) and f(ξ) admit
affine representations of the form (6.21) and (6.19) respectively, then B(ξ) =∑R
l=1Blλl(ξ) and f(ξ) =
∑L
l=1 flγl(ξ), where the matrices Bl ∈ Rr×r and
64
vectors fl ∈ Rr are associated with projections on the reduced spaces Vr of
operators Bl and vectors fl respectively. Then, denoting s = (si)
r
i=1 ∈ Sr =
S ⊗Rr, Problem (7.16b) is equivalent to
Eµ(t(ξ)
TB(ξ)s(ξ)) = Eµ(t(ξ)
T f(ξ)) ∀t ∈ S ⊗ Rr, (7.18)
which requires the solution of a system of dim(S) × r equations. When
dim(S) is large, order reduction methods can also be used at this step in or-
der to obtain a reduced order approximation of the solution s. For example,
for the case of high-dimensional parameter-dependent models with a projec-
tion on a tensor-structured approximation space S or with an interpolation
on a tensor-structured grid, we can rely on sparse approximation methods or
higher-order low-rank methods presented in Section 3. Note that in the case
of Galerkin methods, Equation (7.18) defines the Galerkin approximation of
the reduced-order parameter-dependent equation
B(ξ)s(ξ) = f(ξ), (7.19)
so that an approximation of s can also be obtained by sampling-based ap-
proaches, based on many sample evaluations s(yk) = B(yk)−1f(yk) (only
requiring the solution of reduced systems of equations).
Remark 7.12 As mentioned in Remark 7.10, this algorithm can be applied
to non symmetric problems such as model example 2 (described in section
6.1.2) by using minimal residual formulations. However, when applied to
this evolution problem, the algorithm requires the solution of parameter-
independent problems of the form (7.17) which are global over space-time
domain (time stepping methods cannot be used) and may be computationally
intractable. An additional order reduction can be introduced by also exploit-
ing the tensor structure of the space V = V (D) ⊗ V (I) of space-time func-
tions (see Remark 6.3). Low-rank methods that exploit this structure allow
the complexity of the representations of space-time functions to be reduced.
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