We investigate the ability of multi-dimensional attractor networks to perform reliable computations with noisy population codes. We show that such networks can perform computations as reliably as possible--meaning they can reach the Cram er-Rao bound--so long as the noise is small enough. ''Small enough'' depends on the properties of the noise, especially its correlational structure. For many correlational structures, noise in the range of what is observed in the cortex is sufficiently small that biologically plausible networks can compute optimally. We demonstrate that this result applies to computations that involve cues of varying reliability, such as the position of an object on the retina in bright versus dim light.
Introduction
Many variables in the brain are encoded in the activity of large populations of neurons with bell-shaped tuning curves (see Fig. 1a ). A critical question in neuroscience is: how do networks compute with these codes? How can a network extract, for example, the position of an object in head-centered coordinates from the position of the object on the retina and the position of the eyes in the head, given that all three variables are encoded by population activity? Tasks like this are made especially difficult by the variability in neuronal responses ( Fig. 1b) : neurons never fire with exactly the same pattern twice, even when an animal is performing identical tasks--say responding to the same stimulus, or producing the same motor response [9, 14, 17] .
The fact that population codes are noisy means that information is lost at every stage of processing, so there is pressure to perform computations reliably. To understand the limits of reliability, we consider a scenario in which a network receives as input information about a set of variables, each encoded in population activity, and the network performs some computation based on that input (such as the one mentioned above). The question we ask is: how reliably can the network do this? In other words, how much of the information in the input can the network extract while it is carrying out the computation?
As a first step toward answering this question, we consider a restricted class of networks for which smooth hills of activity are stable. When a network within this class is initialized with noisy population activity--with noisy hills of activity--the network eventually evolves onto smooth hills, like the one shown in Fig. 1c . Once the smooth hill is obtained, its peak constitutes an estimate of the value of the variable encoded in the noisy hill. The crucial question is whether this estimate can be optimal, that is, whether the estimate can be computed with no loss of information.
For the simple case of a single variable encoded in population activity, as in Fig. 1 , we found in our previous work that there is a network that produces an optimal estimate of the encoded variable [13] . This result holds so long as the noise is Poisson and is independent among neurons. In a subsequent study, we extended this finding to networks encoding multiple independent variables [6] . More recently, we presented simulations suggesting an even more general result: networks encoding multiple variables, related to one another through nonlinear transformations, can be tuned to perform optimal computation even when the reliability of the input variables change from trial to trial [7] .
In this paper we prove the above general result. Our proof applies to the case in which the evolution of the network is noise-free, which means the only source of noise is the noise corrupting the input hills. Given this assumption, we derive conditions for the existence of a network that can perform optimal computations; that is, for a network that can manipulate population codes without losing any of the information in the input. The conditions are very general and relatively simple; they depend only on the correlational structure of the noise in the input. Interestingly, for small enough noise there is always a network that can perform computations optimally. However, the size of ''small enough'' depends in detail on the correlational structure.
Letting the network evolve noise-free is a big approximation; we make it because it allows us to derive powerful results telling us when a network can carry out computations reliably and when it cannot. The more realistic case of internal noise (synaptic failures, stochastic ion channels, etc.) can be handled by considering the evolution of probability distributions over neuronal activity rather than the neuronal activity itself. This case will be considered in future work; our underlying assumption in this paper is that, for small enough internal noise, the deterministic evolution should provide a reasonable first approximation to the true probabilistic evolution (see Fig. 3 ).
This paper is arranged as follows. In Section 2 we provide an intuitive explanation of how neuronal networks perform efficient estimation. Section 3 contains a formal derivation of our main result, that any recurrent network exhibiting an M-dimensional attractor is capable of performing as well as the best possible estimator in the limit of small noise. We provide an estimate of the size of the noise for this result to hold, and show that for uncorrelated noise, or correlated noise that is stimulus independent, it need only be Oð1Þ. However, if the noise is correlated and stimulus-dependent, it must be Oð1=N Þ. In Section 4 we extend this result to networks in which the reliability of stimuli is variable. In Section 5 we consider an example: correlated, Poissonlike neurons, for which Oð1=N Þ noise is required to perform optimal computations for the class of networks considered in Sections 2 and 3. We show that a network does exist that computes optimally for Oð1Þ noise. However, that network is not so easily implemented in a biological network, and does not readily generalize. Section 6 contains our summary and conclusions.
Extracting information from noisy neurons: general considerations
Biological organisms must estimate stimuli from noisy neuronal responses. They must be able, for example, to translate from the noisy hill of activity in Fig. 1a to the value of the variable encoded by that hill, or perform a computation by combining the noisy hills associated with several variables. (We are using ''stimulus'' in a very general sense; a stimulus could be an external variable, such as the direction of a moving object, or an internal variable, such as the position of the eyes relative to the head. Stimuli could even consist of some combination of external and internal variables.) The question we ask in this paper is: how well can biologically plausible networks carry out these estimation tasks? In particular, can they do as well as the best possible estimator; that is, can they reach the Cram erRao bound [5] ? Surprisingly, the answer to the latter question is yes, so long as certain conditions are met. In the next section we derive those conditions; in this section we provide an intuitive explanation of why biologically plausible networks might be able to act as optimal estimators.
Formally, the brain performs estimation by implementing a mapping from a set of neuronal responses, denoted a ða 1 ; a 2 ; . . . ; a N Þ, to a stimulus or set of stimuli, denoted s. For simplicity, in this section we take The networks we consider here evolve to a smooth hill like this one when initialized with the noisy pattern in panel b. The position of the peak of the smooth hill (marked with a red arrow) provides an estimate of direction of motion. With proper tuning of its parameters, a network can recover the optimal estimate; that is, it can evolve to a smooth hill without losing any of the information coded in the noisy hill.
both the stimulus and each of the neuronal responses to be one-dimensional; so we let ða 1 ; a 2 ; . . . ; a N Þ ! ða 1 ; a 2 ; . . . ; a N Þ and s ! s, where the a i and s are scalar variables. For example, the a i might be firing rates and s the direction of a moving object, as in Fig. 1 . We show in the next section, however, that our results apply even when both the stimulus and the response of each neuron is multi-dimensional. We start by assuming that some estimator exists; i.e., that there is some function of a, denotedŝðaÞ, that provides an estimate of the stimulus, s. The estimator sðaÞ can be thought of as a many-to-one mapping from a toŝ. To make this explicit, we writê s ¼ŝðaÞ: ð1Þ
The observation that allows us to construct a network estimator out of the general estimator,ŝðaÞ, is that Eq.
(1) can be inverted to provide a one-to-many map fromŝ to a. Specifically, if we view activity space as an Ndimensional space whose coordinates are ða 1 ; a 2 ; . . . ; a N Þ, then, for each value ofŝ, the set of a i that satisfies Eq. (1) forms an ðN À 1Þ-dimensional subspace, denoted aðŝÞ. The key feature of this subspace is that every point in it leads to the same estimate,ŝ, of the stimulus, s; i.e., every point in the subspace aðŝÞ produces the same value for sðaÞ. If we could construct a network that maps the whole ðN À 1Þ-dimensional space to a single point, the location of that point would provide a natural estimate ofŝ. Attractor networks [4, 8, [10] [11] [12] 18, 20] could perform such a mapping. These networks evolve in time, starting from some initial condition, to an attractor--a submanifold of their full activity space. An attractor network could, then, take as initial conditions the population activity, a, and evolve in time such that the whole ðN À 1Þ-dimensional subspace, aðŝÞ, goes eventually to the same point. In the full N -dimensional activity space, such a network would admit a lineattractor, so constructing a network estimator out of the general estimatorŝðaÞ reduces to the problem of finding the appropriate line-attractor network. Fig. 2 shows schematically how a line-attractor network could act as an estimator. The activity, a, in response to a stimulus, s, corresponds to an initial condition for the attractor network. Each initial condition lies on some ðN À 1Þ-dimensional subspace; i.e., every a solves Eq. (1) for someŝ. Two such subspaces are shown in Fig. 2 . Under the action of the lineattractor network, every point in a particular subspace evolves to the same final point, and that point lies on the line labeled gðsÞ. For example all points lying on the sheet aðŝ 1 Þ evolve to gðŝ 1 Þ and all points on the sheet aðŝ 2 Þ evolve to gðŝ 2 Þ. The final position on the line gðsÞ represents the network estimate of the stimulus, s.
This analysis indicates that every line-attractor corresponds to some estimator. The question of interest is:
can a line-attractor network do as well as the best possible estimator? This is a hard question to answer in general. However, it is tractable in the limit of small noise. In this limit, the initial condition, a, is near the line-attractor, gðsÞ, which allows us to treat the ðN À 1Þ-dimensional subspaces as linear spaces and the trajectories as straight and locally parallel to aðŝÞ (red blowup in Fig. 2) . Consequently, we can use linear analysis to compute the quality of the network estimator for any line-attractor network--that is, we can compute how wellŝ approximates s. This is a key point, because knowing the quality of the estimator for any lineattractor network allows us to find the best possible lineattractor network. Moreover, we can show that the best possible line-attractor network really is good: if the noise is small--aðŝÞ is close to the line gðsÞ, where close is relative to the curvature of aðŝÞ--we are guaranteed that the best possible line-attractor network does as well as the optimal estimator, the latter assessed by the Cram er-Rao bound.
The quality of the linear approximation depends, of course, on the smoothness of aðŝÞ: if aðŝÞ exhibits sharp curvature, then our analysis applies only if the noise is very small (see Section 5 for an example). In the extreme case in which aðŝÞ exhibits one or more singularities, our analysis would break down if the line-attractor passed through any of them. Thus, the smoothness of aðŝÞ must be checked on a case-by-case basis. For the remainder of Consequently, for initial conditions close enough to the line-attractor, gðsÞ, the trajectories of the line-attractor network are well approximated by straight lines. For a network to mimic the estimatorŝðaÞ, at least in the small noise limit, it is necessary that the trajectories be parallel to aðŝÞ when a is near gðsÞ.
this paper, however, we simply assume that aðŝÞ is locally smooth.
Although the above discussion focused on a onedimensional stimulus and one-dimensional responses, the ideas apply to higher-dimensional stimuli and responses as well. In particular they apply to cases where several population codes are combined, as in the threedimensional case alluded to in the introduction (populations codes for the position of an object on the retina and the position of the eyes in the head are combined to produce a population code for the position of the object relative to the head).
Constructing networks that perform optimal estimation
We now show explicitly that attractor networks can act as optimal estimators, in the sense that the network estimate of a set of stimuli from noisy neuronal responses is as good as the best possible estimator. We do this in three steps: we (1) analyze the linearized dynamics of an attractor network, (2) derive an expression for the performance of the network in terms of the distance between the network estimates and the true stimuli, and (3) show how network parameters can be modified to optimize the estimates.
The problem we consider is the following. A set of M stimuli produce a particular pattern of activity. That pattern of activity is fed into a recurrent network that supports an M-dimensional attractor. The network then evolves deterministically in time until it converges onto the attractor (more accurately, until it get exponentially close to the attractor). The point on the attractor it converges to represents the network estimate of the M stimuli. If we denote the stimuli as s ¼ ðs 1 ; s 2 ; . . . ; s M Þ and the estimates asŝ ¼ ðŝ 1 ;ŝ 2 ; . . . ;ŝ M Þ, we can think of this process as the mapping s ! að0Þ !ŝ, where the mapping from the stimulus to the initial activity, að0Þ, is probabilistic and the mapping from the initial activity to the stimulus estimate is deterministic.
A key observation is that the second half of the mapping, from að0Þ toŝ, may be implemented with an attractor network that evolves deterministically in time according to the equation
where s is a time constant, aðtÞ ¼ ða 1 ðtÞ; a 2 ðtÞ; . . . ; a N ðtÞÞ represents the activity of the N neurons in the network, and HðaÞ is a function that contains all the details about the network--its connectivity and single neuron and synaptic properties. (The a i ðtÞ are vectors because the response of a single neuron may be multi-dimensional--latency to the first spike and spike count, for example.) Our underlying assumption is that HðaÞ is such that the network admits an M-dimensional attractor; that is, there is some smooth function, gðsÞ, satisfying
Since s is an M-component vector, gðsÞ is an M-dimensional manifold. The network is initialized by transient input at time t ¼ 0; this input has both a deterministic and noise component,
Here fðsÞ is the deterministic tuning curve and NðsÞ is the noise. In the limit t ! 1, aðtÞ approaches the attractor; i.e., lim t!1 aðtÞ ¼ gðŝÞ. The point on the attractor,ŝ, is the network estimate of the stimuli, s.
Because the initial conditions are generated probabilistically, the estimate will be different on each trial. We will assume here that the network is unbiased; that is, averaged over trials,ŝ is equal to s. Thus, the quality of the network is determined by how closeŝ is to s on average. For close, we will use the determinant of the covariance matrix. The covariance matrix, denoted hds k ds l i, is given by
This expression is, of course, only valid for unbiased estimators. We use the log of the covariance matrix to asses the quality of the estimator because it determines, to a large extent, the mutual information between the noisy neuronal responses, a, and the stimulus, s: the smaller the determinant of the covariance matrix, the larger the mutual information [3] . (Strictly speaking, this result applies only when the neurons are uncorrelated. We believe it applies also to correlated neurons, as long as the determinant of the covariance matrix is small. In any case, it is a good starting point.)
To compute the covariance matrix, we take a perturbative approach: we linearize Eq. (2) around a point on the attractor, compute the trajectories analytically, and find the approximate final position on the attractor given the initial condition. A difficulty arises because, unlike point (0-dimensional) attractors, there is not any unique point on the M-dimensional attractor to linearize around. Because of this nonuniqueness, for now we perturb around an arbitrary point, say a ¼ gðsÞ. In principle it does not matter what we choose fors, so long as it is close to the starting point, að0Þ. However, as we will see below, there is one especially convenient choice fors.
Letting
inserting Eq. (5) into Eq. (2) and keeping only linear terms, we find that daðtÞ evolves according to
where J is the Jacobian evaluated on the attractor,
d ij is the Kronecker delta, and we are using standard dot-product notation: the ith component of J Á da is P j J ij da j . Eq. (6) has the solution daðtÞ ¼ expðJðsÞtÞ Á dað0Þ:
To cast Eq. (8) in a more useful form, we re-express J using of its eigenvector expansion,
where v k ðsÞ is the eigenvector of JðsÞ with eigenvalue k k ðsÞ and v y k ðsÞ is the adjoint eigenvector, chosen so that
In terms of these eigenvectors and eigenvalues, Eq. (8) becomes
Since Eq. (2) admits an attractor, M of the eigenvalues are zero--these correspond to perturbations along the attractor--and the rest are negative. For convenience, we rank the eigenvectors in order of decreasing eigenvalue, so v k ðsÞ and v (7), it is not hard to show that v k ðsÞ ¼ o s k gðsÞ.) In the limit that t ! 1, the only terms in Eq. (9) that survive are the ones with k k ¼ 0; we thus have
The value of dað1Þ given in Eq. (10) tells us the final point on the attractor. Knowing dað1Þ would allow us to findŝ in terms ofs. However, it is more convenient to chooses so that dað1Þ ¼ 0, because in that case,ŝ ¼s. The condition that dað1Þ ¼ 0 is that v 
To findŝ in terms of s, we letŝ ¼ s þ ds; term by term, this means thatŝ k ¼ s k þ ds k . Expanding Eq. (11) to first order in ds, we arrive at the set of equations 
If the term v y k ðsÞ Á ½fðsÞ À gðsÞ does not vanish for all s, then, for some s, ds will be nonzero in the limit that the noise goes to zero, and the network will produce biased estimates. Conversely, if it does vanish, then the network estimator will be unbiased. We assume an unbiased estimator (a condition that must be checked for individual networks), which requires that v y k ðsÞ Á ½fðsÞ À gðsÞ ¼ 0 ð13Þ (14) , it is straightforward to compute the covariance matrix that determines the error in the estimate of the angles, and we find that
where RðsÞ is the noise covariance matrix,
RðsÞ hNðsÞNðsÞi:
Because we now have two covariance matrices, R and hdsdsi, we will consistently refer to R as the noise covariance matrix and hdsdsi simply as the covariance matrix. As discussed, above, our measure of the quality of the estimator is the determinant of the covariance matrix. To find the value of v y k that minimizes this determinant, we use the relation ðd=dxÞlog det A ¼ TrfA À1 Á dA=dxg where Tr denotes trace. After straightforward, but tedious, algebra, we find that
The determinant of the covariance matrix is minimized when the right hand side of Eq. (15) is zero. This occurs when
at which point the covariance matrix simplifies to
Thus, whenever Eqs. (13) and (16) The above analysis provided us with the best network estimator within the class of attractor networks, assuming the noise is small. How good is this network, and how small must the noise be? To answer these questions, we use the fact that the lower bound on the determinant of the covariance matrix is given by the inverse of the Fisher Information [5] ,
where I is the Fisher information,
Eq. (17) is the multi-dimensional analog of the Cram erRao bound.
To compute the Fisher information, Eq. (18), we need to know the distribution of the noise; i.e., we need to know the explicit form of P ðað0ÞjsÞ. Let us consider two types of noise: Gaussian with an arbitrary correlation matrix, for which 
In Eq. (19), a i is firing rate, while in Eq. (20), a i is the number of spikes in an interval. For the Poisson distribution the mean value of að0Þ is f, and the noise covariance matrix is given by
where the subscript ''Poisson'' indicates an average over the probability distribution given in Eq. (20) . Note that we are using the symbol R for the noise covariance matrix of both the Gaussian and Poisson distributions; which distribution we mean should be clear from the context. The Fisher information, Eq. (18), for the two cases is given by [1] 
The trace term in Eq. (21a) is a nonnegative definite matrix with respect to the indices k and l, as is the first term on the right hand side of Eq. (21a). Thus,
For
As the noise, , goes to zero, the first term dominates and we recover the Cram er-Rao bound. For this to happen, we must have
where k Á k denotes a norm over the indices k and l (the details of the norm are not important; we are interested only in scaling with the number of neurons). The term in the denominator, the trace term, typically scales as N , the size of the noise covariance matrix. The scaling of the term in the numerator depends on the correlational structure. For uncorrelated noise, the numerator scales as o s k f Á o s l f, which is OðN Þ. In this regime, the factor of N in the numerator and denominator cancel, and the network estimate is comparable to the Cram er-Rao bound whenever ( Oð1Þ. For correlated noise, however, the numerator typically asymptotes to a constant for large N (see Appendix A). Thus, for noise that is correlated and depends on the stimulus, the network does not reach the Cram er-Rao bound unless ( Oð1=N Þ. Such noise is much smaller than is observed in practice, indicating that networks in the class considered here can be suboptimal.
Stimuli with variable reliability
The analysis in the previous section gave us an optimal network for fixed tuning curves and noise. In the real world, however, stimuli arrive with varying reliability: visual cues, for example, are more reliable in bright light than in dim light. Being able to deal with this situation is a difficult, yet critical, problem, because more than one cue may be available for inferring the value of perceptual variables. For instance, we often locate objects on the basis of their images and sounds, perceive the 3D structure of objects from binocular vision, extract shape from shading, determine structure from motion and perspective, and infer the position of our limbs from their image and proprioceptive feedback. Importantly, we perform these tasks accurately even though the reliability of any one of the cues can vary over a broad range.
Can a single network be optimal when the reliability of the cues is variable? The answer, of course, depends on how variability is encoded, but a reasonable assumption is that it is encoded in firing rate; that is, in the amplitude of the tuning curves, fðsÞ. The question we address here is: if tuning curves are scaled by a constant factor to reflect the reliability of the cues, can the network still perform optimally?
Let us consider a network in which several stimuli are encoded in hills of activity, and the noise among different hills is independent; networks of this type were shown by Deneve et al. [7] to be able to perform a broad range of computations optimally. In this type of network, the tuning curve, fðsÞ, is concatenated into p tuning curves, fðsÞ ¼ ðf 1 ðsÞ; f 2 ðsÞ; . . . ; f p ðsÞÞ, one for each hill of activity (typically, p ¼ M, but this is not necessarily the case). To mimic the variable reliability, we allow both the amplitudes of the individual tuning curves and the associated noise to be scaled. Given this scaling, the network is initialized via a slight modification of Eq. (4), The independence of the noise among different hills implies that hN i N j i ¼ 0 if i 6 ¼ j. Assuming that a network exists that is optimal when c i ¼ b i ¼ 1, we would like to know whether the same network is also optimal when c i and b i are not equal to 1, and if so, how b i should depend on c i to achieve optimality.
The two conditions for optimality are given in Eqs. (13) 
where the c k are a set of arbitrary constants and we used R ¼ hNNi. Since the noise associated with the different tuning curves are independent, Eq. (23) breaks up into p equations, one for each set of tuning curves,
Scaling f i by c i and N i by b i , Eq. (24) becomes
Eq. (25) is satisfied, and the network is optimal for tuning curves of arbitrary height, if b i ¼ c 1=2 i . In other words, if the noise in the input to a network scales as the square root of the firing rate, then that network will be optimal, independent of the amplitude of the input. This is an important result, since the square root scaling is exactly what one finds for neurons that fire with Poisson statistics. Thus, Poisson statistics are in some sense optimal, at least for the kinds of networks we considered here, and nearly Poisson statistics, as are typically observed in cortical neurons [9, 14, 17] , are nearly optimal.
This result confirms what we found in our previous study using computer simulations [7] , which is that basis function networks exhibiting attractor dynamics can perform optimal estimation, and they can do so even when cues arrive with varying degrees of reliability. This result applies to any set of variables linked to one another through a nonlinear mapping and coded in the noisy activity of a population of neurons. What we showed here is that a network must exist that computes, from the noisy population codes, the optimal estimate of these variables, and does so regardless of their reliability--so long as the noise is Poisson and the reliability is encoded in firing rate. In such networks, the basis functions enforce the nonlinear mapping between the variables and the attractor dynamics ensures optimal statistical performance.
Improved efficiency network
For correlated, stimulus-dependent noise, the class of networks considered in the previous sections reach the Cram er-Rao bound only when the noise is extremely small, on the order of 1=N . Are there networks that can do better? The analysis of Section 2 indicates that there are; all that is required is an optimal estimator,ŝðaÞ, and an attractor network whose time evolution preserves its inverse, aðŝÞ. The surface aðŝÞ may be highly curved, but in principle a network exists whose trajectories remain within the subspace aðŝÞ if they start within that subspace, as in Fig. 2 .
To understand the properties of such a network, we consider the simple case of extracting the value of a stimulus that is encoded in the mean firing rate of a population of correlated neurons. For this case, we let the stimulus be one-dimensional--we refer to it simply as s--and we let a i be the firing rate of the ith neuron. For the conditional distribution at time t ¼ 0, P ðað0ÞjsÞ, we use the Gaussian distribution given in Eq. (19) . (Note that the Gaussian distribution allows negative firing rates. While this is unrealistic, we use it because a more realistic probability distribution would greatly complicate the analysis without changing the underlying result.) In a slight departure from the previous section, we let the tuning curves be linear rather than hills of activity; that is, f i ðsÞ ¼ constant Â s. For convenience, we set the constant to one, so f i ðsÞ ¼ s. We let the noise covariance have the form
With this choice for the noise, the stimulus-dependent variance, r 2 , is the same for each neuron, and the pairwise correlation coefficient, q, is the same for each pair. For simplicity, we let r 2 be proportional to s: r 2 ðsÞ ¼ as. This would be the case for Poisson-like neurons, in which the error in the estimate of firing rate increases with firing rate; for truly Poisson neurons, a would be one. The correlations in Eq. (26) could come from common input.
The Fisher information, Eq. (21a), is given by (see Appendix B)
where as usual, there are N neurons. The second term in Eq. (27) corresponds to the trace term in Eq. (21a). As discussed in the previous section, in the large N limit this term is negligible compared to the first term only if the noise, a, is extremely small; for this example, it must be much smaller than 2s=N q. Thus, unless a ( 2s=N q, the class of networks derived in the previous section will do poorly compared to the Cram er-Rao bound. To see how to construct a more efficient network, we compute the maximum likelihood estimator. This is done by maximizing log½P ðað0ÞjsÞ, the log likelihood of the conditional distribution. A straightforward calculation (see Appendix B) yields
where a N À1 P i a i ð0Þ is the initial mean and
À a 2 is the initial variance. Setting the right hand side of Eq. (28) to zero and solving for s in terms of a yields the maximum likelihood estimator, which we denoteŝ ML ðaÞ. What does the surface aðŝ ML Þ look like; i.e., what is the shape of the surface in activity space that satisfies d logP ðajsÞ=ds ¼ 0? To answer this, it is convenient to make the orthogonal change of variables
i.e., u 0i ¼ N À1=2 8i, and the u k are orthogonal:
With this change of variables, d logP ðað0ÞjsÞ=ds ¼ 0 when
The surface associated with Eq. (31) is thus cigar shaped, with the long axis pointing in the u 0 direction and an aspect ratio of ½ðN q þ 1 À qÞ=ð1 À qÞ 1=2 $ N 1=2 . Thus, when N is large, the surface is extremely long and thin. This makes the curvature very tight, so it is not surprising that the linear approximation breaks down and the network derived using linear perturbation does not provide a good estimate unless a ( 1=N .
To understand how to derive a better network estimator, we need an expression for the maximum likelihood estimator. Setting the right hand side of Eq. (28) to zero and using the relation r 2 ðsÞ ¼ as, we see that, in the large N limit, this estimator is given bŷ
As we show in Appendix B, in the large N limit,ŝ ML ðaÞ is unbiased and its variance is 2s 2 =N , the same as the Cram er-Rao bound. Thus, the estimator derived from maximum likelihood is efficient, in the sense that it reaches the Cram er-Rao bound. Thatŝ ML ðaÞ is efficient is a peculiarity of high dimensional spaces: for correlated variables, in the large N limit, the mean has a variance that is Oð1Þ while the variance has a variance that is Oð1=N Þ. The maximum likelihood estimator given in Eq. (32) makes use of this fact, along with the fact that the variance scales with the mean. This result should dispel the myth that averaging large numbers of correlated neurons does not improve the estimate of correlated firing rates [14, 21] --it does improve the estimate; one just has to compute the variance, not the mean.
Is there a neuronal network that can estimate s with a variance equal to the minimum, 2s
2 =N ? In principle, yes, but it requires nonlinear synapses. For instance, consider the set of network equations
where u 0 is given in Eq. (30) and u ? is any vector orthogonal to u 0 , normalized so that u ? Á u ? ¼ 1. It is not hard to show that this equation admits a line attractor. In particular, if að0Þ ¼ fðsÞ þ NðsÞ, then a asymptotes to the point ðN da 2 Þ 1=2 u ? as t ! 1. Once the network has asymptoted to that point, da 2 is known, and thus so is the maximum likelihood estimate of s, s ML ðaÞ, via see Eq. (32).
Unfortunately, it is not clear that such a network is biologically plausible. Nor is it clear that such a network would generalize: we were able to find an analytic expression forŝ ML ðaÞ, and thus a network that would compute it, only because we chose a very simple model. For more realistic, and thus more complex models, we do not know how easily an estimator can be found. Nevertheless, it may be possible to train an attractor network so that it is trajectories are confined to the highly curved subspaces that arise when the covariance matrix depends on the stimulus.
Discussion
The brain has a hard job: it must store and manipulate vast quantities of information, it must do so quickly and accurately, and it must do so with underlying elements--neurons--that are not very reliable. In other words, the brain must carry out complex computations using populations of neurons that never fire precisely the same way more than once, even on identical tasks. The question we asked in this paper was: how can biologically plausible networks carry out these tasks with as little information loss as possible?
To address this question, we focused on a particular class of networks: multi-dimensional attractor networks, which are recurrent networks that relax onto a line or higher dimensional manifold in activity space. We chose these networks for several reasons: they are biologically plausible, in the sense that they mimic the highly recurrent connectivity seen in cortex [2] , there is experimental evidence for the existence of line-attractor networks that code for head direction in rats [15, 16] , and they can perform a large range of computations [7] .
We asked the following question: suppose a multidimensional attractor network is initialized with noisy input coding for a set of variables, and after initialization it evolves noise-free. Can the network manipulate the encoded variables--carry out a computation--while extracting all the information contained in the noisy input? What we showed analytically is that the answer is yes, provided only that the noise in the input is small. The size of ''small'' turns out to depend on the structure of the noise. If the noise among the different input neurons is uncorrelated, or if it is correlated but independent of the encoded variables, then ''small'' is with respect to Oð1Þ. If the noise is correlated and depends on the encoded variables, then ''small'' is with respect to Oð1=N Þ where N is the number of neurons. In the latter case, there may be a network that does compute optimally; indeed, the analysis in Sections 2 and 5 suggests that there is. However, we were not able to prove the existence of such an optimal network in general.
Constructing networks that can perform optimally for fixed input is valuable, but in the real world input often arrives with varying degrees of reliability. For example, if input codes for the position of an object on the retina, that input will be reliable in bright light but unreliable in dim light. Perhaps surprisingly, it turns out that the networks we considered can perform optimally when cues that arrive with varying degrees of reliability, so long as two conditions are met: reliability is coded in the amplitude of the activity (e.g., the firing rate), with more reliable cues exhibiting large amplitudes, and the variance in the noise is proportional to the mean activity. These are both characteristic of cortical neurons, for which the variance in spike count is approximately proportional to the mean [9, 14, 17] . Thus, cortical networks may be able to make use of the natural variability in firing patterns to perform optimal computations.
There are two caveats to this study. The first is that multi-dimensional attractors are structurally unstable, in the sense that small perturbations in network parameters tend to cause systematic drift along the attractor [18, 20] . If the drift is too fast, then the network can no longer act as an optimal estimator. However, if the drift is slow relative to the relevant timescale (often only a few hundred ms, but sometimes much longer), then it can be ignored. In addition, Wu and Amari [19] showed recently that the drift can be stabilized by suitable synaptic facilitation.
The second caveat is that we considered noise-free evolution. In essence, we ignored internal sources of noise that are known to exist in biological networks, such as synaptic failures and stochastic ion channels. Thus, the deterministic network evolution, which we considered here, should be thought of as an approximation to the true probabilistic evolution. If the internal noise is sufficiently small and/or well behaved, however, networks that are optimal for noise-free evolution should also be near-optimal for noisy evolution, as indicated in Fig. 3 . We have shown that biologically plausible recurrent networks can perform optimal computations with noisy population codes, at least for uncorrelated or stimulusindependent noise in the input and for noise-free evolution. This is a first step toward understanding how spiking networks, which do not evolve noise-free, can perform optimal computations, and how they can do so when the noise is correlated and/or stimulus-dependent.
where the u k are the eigenvectors of R, chosen to be orthogonal (u k Á u l ¼ d kl ), and the k k are the corresponding eigenvalues. Using Eq. (A.1), I 1 becomes
To make a crude estimate of scaling with N , we make the following observations: When there are correlations, many of the entries in R ij are nonzero; consequently, the k k scale as N . Because of the orthogonality conditions, the individual terms in u k scale as N À1=2 . Since there are N terms in the dot-product, o s f Á u k , it scales as N 1=2 and its square scales as N . The factors of N in the numerator and denominator thus cancel, and I 1 scales as
where n k is Oð1Þ. Although there are N terms in the sum, only a finite number of them contribute. This is because o s f i is typically a smooth function of i, while the higher order eigenvectors are rapidly varying. Thus, I 1 is Oð1Þ.
Let us see how this works for the particular example of a translation invariant noise covariance matrix,
Typically, R ij depends smoothly on the difference i À j, except when i À j ¼ 0 (as R ii is the variance). We thus write
where r j is a smooth function of j. The eigenvectors of R jl are exponentials; letting u kj be the jth component of u k , we have:
Consequently, the eigenvalues are given by
where rðkÞ is the discrete Fourier transform of r j ,
Define also o s f ðkÞ as the discrete Fourier transform of o s f i ðsÞ, 
In the limit of large N , we can replace the sum in Eq. (A.5) by an integral, yielding
which is clearly independent of N in the limit N ! 1.
Although we have not proved that I 1 is independent of N as N ! 1 in general (as, in fact, it is not), we have shown one common correlational structure for which I 1 does asymptote to a constant. In addition, using the eigenvector expansion for the covariance matrix, we argued that this is a relatively robust feature. It requires only that the eigenvalues of R scale as N and that the dot product, o s f Á u k , makes a nonnegligible contribution to I 1 only for a finite set of k, even as N goes to 1.
Appendix B. Correlated neurons with firing rate proportional to the mean
In this Appendix we fill in many of the missing steps in Section 5. We (1) compute the Fisher information for a Gaussian distribution with noise covariance matrix given in Eq. (26), (2) compute the derivative of the log likelihood, Eq. (28), and (3) show that the maximum likelihood estimator is unbiased and efficient (i.e., it reaches the Cram er-Rao bound).
All of these results rely on the properties of the noise covariance matrix. To streamline our calculations, we begin by expressing this matrix in terms of its eigenvectors and eigenvalues. We start by rewriting slightly Eq. (A.1) to explicitly take into account the overall factor r 2 ,
where R is given in Eq. (26), the u k are the orthogonal eigenvectors of R=r 2 , and the k k are the corresponding eigenvectors. (This is the same basis chosen in Eq. (29), so u 0 is given by Eq. (30).) It is not hard to show that there are two distinct eigenvalues, N q þ 1 À q, which appears once and 1 À q, which appears N À 1 times. In a slight abuse of notation, we define
ðB:2aÞ 
Using Eq. (B.1) for R À1 , the orthogonality conditions on the v k , and the relation TrfIg ¼ N where I is the identity matrix (not to be confused with the Fisher information), it is trivial to show that the Fisher information reduces to the expression in Eq. (27).
To derive the maximum likelihood estimator, we differentiate log PðajsÞ with respect to s, where P ðajsÞ is given in Eq. (19 Finally, we show that the maximum likelihood estimate, Eq. (32), is unbiased and efficient when N is large. We start with the mean,
where the angle brackets denote an average with respect to the Gaussian probability distribution given in Eq. (19) . Because the distribution is Gaussian, the averages are trivial, and we have
Using Eq. (26), the first term inside the brackets is r 2 ðsÞ and the second term is r 2 ðsÞ½q þ ð1 À qÞ=N . Thus, in the large N limit, the terms inside the brackets reduce to r 2 ðsÞð1 À qÞ, and
a :
Finally, using r 2 ðsÞ ¼ as, we see that hŝ ML ðaÞi ¼ s, so the maximum likelihood estimator is unbiased.
The variance ofŝ ML ðaÞ, denoted hdŝ which is the inverse of the Fisher information, Eq. (27), in the limit of large N .
