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Abstract.
We consider the hyperboloidal initial value problem for the Einstein equations in
numerical relativity, motivated by the goal to evolve radiating compact objects such
as black hole binaries with a numerical grid that includes null infinity. Unconstrained
evolution schemes promise optimal efficiency, but are difficult to regularize at null
infinity, where the compactified Einstein equations are formally singular. In this work
we treat the spherically symmetric case, which already poses nontrivial problems and
constitutes an important first step. We have carried out stable numerical evolutions
with the generalized BSSN and Z4 equations coupled to a scalar field. The crucial
ingredients have been to find an appropriate evolution equation for the lapse function
and to adapt constraint damping terms to handle null infinity.
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1. Introduction
It is common in general relativity to model astrophysical processes with spacetimes
that are asymptotically flat along the null geodesics that “escape” from the source. In
particular, it is known that if the duration of a radiation signal from an astrophysical
event is much shorter than the travel time from the source to the observer, then the
observer can be appropriately idealized as being located at future null infinity [1, 2, 3].
Computing observable quantities at null infinity allows to compute the energy loss
and gravitational wave signal without ambiguities - which seems not possible at finite
distance to the source, essentially due to the equivalence principle.
In numerical simulations of astrophysically interesting situations, such as compact
binary coalescence, it is however still customary to extract the gravitational wave
signal from the source at a series of finite radii, and extrapolate to the result at null
infinity, see [4] for a recent comparison of results from different codes. Solving radiation
problems employing a foliation of spacetime that reaches null infinity not only removes
ambiguities, it can also be more efficient: on a spacelike slice that reaches spacelike
infinity an infinite number of wave cycles would need to be resolved. Looking inward
along a null slice toward a radiation source from null infinity, the signal is “in phase”
with the source, thus only a single cycle needs to be resolved. Extrapolation from
a series of finite extraction radii and the use of spacelike hyperboloidal slices blur this
distinction, but it still appears clear that for efficiently computing radiation signals from
astrophysical events, it is desirable to numerically handle domains of infinite physical
size and compute radiation signals directly at null infinity.
Based on the work of Penrose [5, 6], singular conformal rescalings have become a
standard tool to describe asymptotics in general relativity in terms of local differential
geometry on a compactified unphysical spacetime with metric g¯ab. Under these Penrose-
like rescalings the physical metric g˜ab is related to the unphysical one as
g¯ab ≡ Ω2g˜ab, (1)
and the boundary of the physical spacetime at infinite distance is then characterized
by the vanishing of the conformal factor, Ω = 0. However, this comes at the price of
singularities in the Einstein equations rewritten in terms of g¯ab and Ω. For numerical
evolutions, these singularities need to be regularized analytically or treated with extreme
care. Due to the complexity of the Einstein equations this has proven difficult for strong
field astrophysical systems.
The problem is significantly simplified in the characteristic approach, where one
evolves along null slices [7, 8]. In spherical symmetry this approach has become very
popular, see e.g. [9, 10, 11, 12, 13, 14], and conformal compactification is essentially
trivial. In general situations such slices are however prone to produce caustics. A very
successful pragmatic approach has been characteristic extraction, where data for the
characteristic evolution are specified on a null cone and a timelike tube at sufficient
separation from the source. These data are determined by a standard numerical
evolution of a finite but sufficiently large region of spacetime, such that its outer
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boundaries are causally disconnected from the timelike tube where characteristic data
are extracted [15]. This approach has in particular been used to study the accuracy of
extrapolation from finite radii [16, 17].
A more flexible alternative is the hyperboloidal initial value problem, pioneered
by Friedrich [18, 19, 20] where one evolves spacelike slices that reach null infinity:
being smooth and the absence of matching interfaces or abrupt changes of the causality
structure are their main advantages. In this case, it has been possible to completely
regularize the conformally rescaled Einstein equations without assuming a particular
choice of coordinates, however at the price of a significant increase in evolution variables
and complexity, which makes the evolution equations prone to continuum instabilities
[21, 22], instabilities excited by numerical perturbations that satisfy the continuum
equations. In the context of numerical simulations of astrophysical systems however,
there is a preferred class of coordinate systems at null infinity, Bondi coordinates
(see e.g. [23] for a textbook treatment), which recover the simplicity of Minkowski
space. One can hope to construct a simple evolution system which is beneficial for
numerical evolutions by only regularizing the conformally rescaled Einstein equations
after adopting the Bondi gauge at null infinity, and exploiting all its simplifications.
A way to proceed is to adopt an elliptic-hyperbolic evolution system, where boundary
conditions for the coordinate gauge (e.g. for lapse and shift vector) can be specified for
the elliptic part [24, 25, 26]. This has been a very successful approach in numerical
simulations, however the numerical solution of elliptic equations is computationally
expensive and the specification of inner boundaries subtle in the presence of horizons.
A purely hyperbolic evolution system (a special case of unconstained or free evolution,
where the solution is constructed by integrating the hyperbolic differential equations
in time and the constraint equations are only used to monitor the behaviour of the
solution) would be desirable, and this is the approach we want to take in the present
work. We restrict ourselves to the already nontrivial case of spherical symmetry as a
test problem, to see whether our goal of robust numerical evolutions can be achieved.
Our approach can be summarized as follows: In section 2 we start from the
generalized Baumgarte-Shapiro-Shibata-Nakamura (GBSSN) [27, 28, 29] and conformal
Z4 [30, 31, 32, 33] equations, which are customary in numerical relativity, and rewrite
them in terms of finite conformally rescaled variables, following Zenginog˘lu’s approach
of working with a time independent conformal factor [34, 35, 36, 37]. We describe the
derivation of our initial data for Minkowski spacetime on the hyperboloidal foliation
in section 3. In section 4 we fix null infinity to a fixed value of the radial coordinate
(scri-fixing [38]) by specifying appropriate gauge conditions. In contrast to Zenginog˘lu’s
work [34, 35, 36, 37] we will however not make use of the preferred conformal gauge,
which would correspond to using a Bondi time parametrization at null infinity. After
analyzing hyperbolicity of our systems of evolution equations in section 5, we describe
our numerical finite difference methods in section 6. Continuum instabilities in the
evolution equations are studied with analytical and numerical methods employing
different subsets of the full equation system, and cured by modifying our choice of
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evolution variables and gauge conditions to avoid such instabilities, as explained in
detail in section 7. We demonstrate the robust numerical evolution and convergence of
strong “gauge wave” signals and self-gravitating scalar fields in section 8.
We employ the following conventions and notation for the metrics: the 4-
dimensional physical metric is denoted as g˜, the 4d-conformal metric as g¯, the 3d
conformal metric (induced by g¯) as γ¯, the 3d twice conformal metric γ and the 3d
twice conformal background metric γˆ.
2. Conformally compactified equations on hyperboloidal foliations
2.1. Conformally compactified equations
The Einstein equations for a metric g˜ab including the constraint propagation terms of
the Z4 formalism [30, 39] and their damping terms [40] proportional to the timelike
normal vector n˜a (with the parameters κ1 and κ2 chosen empirically) are given by
G[g˜]ab + 2∇˜(aZb) − g˜ab∇˜cZc − κ1
(
2 n˜(aZb) + κ2 g˜ab n˜
cZc
)
= 8piTab. (2)
The Einstein equations are satisfied when the field Za vanishes. Written in terms of
the conformally rescaled metric g¯ab as defined in (1) and the rescaled normal vector
n¯a ≡ n˜a/Ω the Einstein equations become
G[g˜]ab + 2∇¯(aZb) − g¯ab∇¯cZc + 4
Ω
Z(a∇¯b)Ω− κ1
Ω
(
2 n¯(aZb) + κ2 g¯ab n¯
cZc
)
= 8piTab. (3)
The Einstein tensor of the physical metric, G[g˜], is related to that of the conformal
metric, G[g¯], as
G[g˜]ab = G[g¯]ab +
2
Ω
(∇¯a∇¯bΩ− g¯ab2¯Ω) + 3
Ω2
g¯ab(∇¯cΩ)(∇¯cΩ). (4)
The conformal factor terms (the two last terms in (4)) are divergence-free without
requiring any additional conditions on Ω and also attain a regular limit at I + for the
preferred conformal gauge choice, as shown in [41, 36], see Sec. 4 for more details. Indices
are raised and lowered with the conformal metric g¯ab, its covariant derivative is denoted
by ∇¯ and 2¯ ≡ g¯ab∇¯a∇¯b.
Here we have introduced the Z4 quantities in the physical Einstein equations (2),
but in principle they could also be added at the level of the conformal metric equations.
In this case, the fourth term in (3) would not appear and the Z4 damping term would
not be divided by the conformal factor Ω. The reason why we chose to use (3) as it
is presented above is that it automatically gives us the damping terms that make the
equations well-behaved, see subsection 7.3.
In our work we will choose the energy-momentum tensor Tab to describe a massless
scalar field Φ:
Tab = ∇˜aΦ∇˜bΦ− 12 g˜ab (∇˜cΦ)(∇˜cΦ) = ∇¯aΦ∇¯bΦ− 12 g¯ab (∇¯cΦ)(∇¯cΦ), (5)
with field equation
2˜Φ = 0, (6)
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which in the conformally rescaled geometry becomes
2¯Φ− 2 Ω−1(∇¯aΦ)(∇¯aΩ) = 0 . (7)
2.1.1. 3+1 decomposition of the Einstein equations We perform a standard 3+1
decomposition of the Einstein equations (3) in terms of the timelike unit normal vector
to the spacelike supersurfaces, n¯a, and the induced spatial metric γ¯ab = g¯ab + n¯an¯b. We
also introduce the conformal extrinsic curvature K¯ab as
K¯ab = −12Ln¯γ¯ab = − 12α∂⊥γ¯ab, (8)
which is related to the physical extrinsic curvature, K˜ab = −12Ln˜γ˜ab = − Ω2α∂⊥γ˜ab, as
K˜ab =
1
Ω
K¯ab +
γ¯ab
α
∂⊥Ω
Ω2
. (9)
The energy-momentum terms are decomposed using ρ = n¯an¯bTab, J
a = −γ¯abn¯cTbc
and Sab = γ¯
c
a γ¯
d
b Tcd, with S = S
a
a . The variable Θ is introduced as the perpendicular
projection of Za, that is Θ = −n¯aZa, and from now on we will refer to Za as the 3-
dimensional spatial projection of the original Z4 quantity. The full 3+1 decomposed
equations are presented in Appendix A, where we also introduce a parameter CZ4c to
handle alternative treatments in the literature of certain non-principal part Z4 terms
(which vanish when the constraints are satisfied): For CZ4c = 1 all Z4 terms are kept
as in the CCZ4 formulation [31], while for CZ4c = 0 some non-principal part terms are
dropped as in the Z4c formulation [32, 42].
2.1.2. GBSSN and Z4c systems For the GBSSN formulation we will mainly follow [43].
The Z4 variables Θ and Za will be treated as in [32, 42]. For the numerical treatment of
roughly spherical compact objects such as black holes or neutron stars it has been found
beneficial to factor out a conformal factor from the 3-dimensional geometry. Following
standard procedure we define the 3-dimensional (twice-)conformal metric γab and the
conformal factor χ that relates it to γ¯ab, as well as the conformal trace-free part of the
extrinsic curvature Aab and K, its trace K¯ = γ¯
abK¯ab mixed with Θ:
γab = χγ¯ab, Aab = χ
(
K¯ab − 1
3
γ¯abK¯
)
, K = K¯ − 2Θ. (10)
To achieve hyperbolicity we add an evolution equation for a connection-type quantity.
We first define the quantity ∆Γa, the difference between two contracted Christoffel
symbols, one related to γab and the other one to a time-independent background metric
γˆab. The actual evolution variable we use is then Λ
a, which is defined from ∆Γa and the
Z4-quantity Za:
∆Γa = γbc∆Γabc = γ
bc
(
Γabc − Γˆabc
)
, Λa = ∆Γa + 2γabZb. (11)
The complete system of evolution equations and constraints is listed in Appendix B.
We can easily choose the Z4c system or the GBSSN one simply by evolving the variable
Θ and substituting Za by Λ
a as in (11) or by setting the two Z4 quantities to zero,
respectively.
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2.1.3. GBSSN and Z4c in spherical symmetry We will now restrict to the spherically
symmetric case. All evolution variables will depend only on the radial coordinate r
and on the time coordinate t, and we will suppress this dependence in our notation
for simplicity. We write the metric in terms of two independent quantities γrr and γθθ.
Having previously introduced the spatial conformal factor χ, we could now eliminate
either γrr or γθθ by fixing the determinant of γab as convenient. For Aab we explicitly
impose its trace-freeness [29]:
γij =

γrr 0 0
0 r2γθθ 0
0 0 r2γθθ sin
2 θ
 , Aij = Arr

1 0 0
0 − r2γθθ
2γrr
0
0 0 − r2γθθ sin2 θ
2γrr
 . (12)
The vectorial quantities βa, Λa, ∆Γa and Za only have a radial non-zero component,
that we will denote by βr, Λr and Zr for the variables and in the equations we will set
∆Γi =
(
2
γθθr
− 2
γrrr
+ γ
′
rr
2γ2rr
− γ′θθ
γrrγθθ
, 0, 0
)T
, (13)
where we have used the component values of γˆab given by γˆij = diag(1, r
2, r2 sin2 θ). The
full 4-dimensional line element is then
ds¯2 = −
(
α2 − χ−1γrrβr2
)
dt2 + χ−1
(
2 γrrβ
rdt dr + γrr dr
2 + γθθ r
2 dσ2
)
, (14)
where dσ2 = dθ2 + sin2 θ dφ2 is the standard angular line element.
The evolution equations for the scalar field in spherical symmetry are derived
from the wave equation (7), converting it to a first order in time and second order
in space hyperbolic system by introducing the auxiliary variable Π = Φ˙. The complete
spherically symmetric equations are contained in Appendix C. Note that the equations
presented are not simply the result of substituting the previous ansatz into the tensorial
equations (B.3) and (B.4), but the final equations, where the variable transformations
and treatments that will be explained in section 7 have already been performed.
3. Initial data
3.1. Hyperboloidal foliations of Minkowski space
We now construct a hyperboloidal version of our geometric setup in spherical symmetry
[34], starting with Minkowski spacetime. We define a hyperboloidal foliation of
spacetime in terms of a new time coordinate t that is related to the time coordinate on
Cauchy surface, t˜, by means of a height function h(r˜),
t = t˜− h(r˜). (15)
The role of the height function is to “raise” the hypersurfaces t = const. so that they
reach I +, and we use the simple one-parameter family
h(r˜) =
√
a2 + r˜2. (16)
For Minkowski spacetime, this height function results in a constant mean curvature
foliation with a = −3/K˜0, with K˜0 the trace of the physical extrinsic curvature. Its
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value is a measure of how close the spacelike hyperboloidal slices come to light cones as
they approach I +: the smaller |K˜0| (the larger the value of a) the closer to a Cauchy
slice we are, and the smaller the characteristic speeds of the system become (they are
indirectly proportional to a, see table 1), so e.g. the time it takes waves to reach null
infinity is larger. On the other hand, the larger |K˜0| (the smaller a), the more boosted
the hyperboloidal slices are with respect to an observer at rest at spatial infinity and
the larger the characteristic speeds. To include I + in the computational domain we
compactify the radial coordinate r˜; we express it in terms of a new compactified r and
the time-independent conformal factor Ω = Ω(r),
r˜ =
r
Ω
, where r → 0 ⇔ r˜ → 0 and r → rI ⇔ r˜ →∞. (17)
The constant rI denotes the fixed position of null infinity in our integration domain,
which can be set to 1 without any loss of generality. The explicit form of Ω used here
will be given in (21).
We will now express our initial data on the hyperboloidal foliation. We start with
the standard Minkowski line element
ds˜2 = −dt˜2 + dr˜2 + r˜2dσ2. (18)
To obtain the same data on the hyperboloidal slice we transform the time and radial
coordinates (in this order) using the relations (15) and (17). Then we conformally
rescale the line element ds¯2 = Ω2ds˜2:
ds¯2 = −Ω2dt2 − 2h′ (Ω− rΩ′) dt dr +
(
1− h′2
)(Ω− rΩ′
Ω
)2
dr2 + r2dσ2. (19)
This is how our initial line element is expressed on the compactified hyperboloidal slice,
where h′ is now interpreted as a function of r/Ω, and Ω as function of the new rescaled
r, as defined by (17).
Comparing (14) with (19) we assign the values for our metric components, choosing
to maintain the radial coordinate as areal radius, that is γθθ = 1:
χ = 1, (20a)
γrr =
(
1− h′(r/Ω)2
)(Ω− rΩ′
Ω
)2
=
a2 (Ω− rΩ′)2
r2 + a2Ω2
, (20b)
γθθ = 1, (20c)
α =
√√√√ Ω2
1− h′(r/Ω)2 =
√
r2 + a2Ω2
a
, (20d)
βr = − Ω
2 h′(r/Ω)
(1− h′(r/Ω)2)(Ω− rΩ′) = −
r
√
r2 + a2Ω2
a2 (Ω− rΩ′) . (20e)
For simplicity we use the following expression for the conformal factor, which is obtained
by setting the last part of (20b) = 1 and gives conformally flat initial data:
Ω =
r2I − r2
2 a rI
. (21)
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More information about conformal choices will be given in section 4. The flat spacetime
values for the rest of the evolution variables (derived from the previous ones) are
Arr = Λ
r = Θ = 0 and K = − 3
a(Ω− rΩ′) . (22)
3.2. Gauge wave initial data
We set the values for flat spacetime as in (20) and (22) with the exception of α, that
takes the initial value in (20d) plus a perturbation of the form
δα0 = Aαe
− (r2−c2)2
4σ4 . (23)
Without scalar field the constraints are independent of the gauge variables, so that
they are satisfied by this initial data. We choose this particular form for the initial
perturbation because it is an even function at the origin (appropriate for a variable with
even parity there, like α or Φ). This is relevant if the perturbation is non-zero at the
origin, although it is not the case in the simulations presented in this paper.
3.3. Scalar field initial data
In this case all GBSSN/Z4c variables are set initially to their flat spacetime values
excepting χ, so that the metric will be conformally flat. The constraint Zr then vanishes
and we set Π0 = β
r
0Φ
′
0 to satisfy the momentum constraint Mr. Defining χ0 ≡ ψ−4 we
get the standard form for the Hamiltonian constraint as a quasilinear elliptic equation
for ψ:
Hψ
5
8
= −ψ′′ − ψ′
(
2
r
− Ω
′
Ω
)
+ ψ
(
Ω′
rΩ
− 3Ω
′2
4Ω2
+
Ω′′
2Ω
)
+
3ψ5
4a2Ω2
− piψ(Φ′0)2 = 0. (24)
This equation is solved for ψ using a shooting-and-matching technique, for further details
on the numerical methods see Sec. 6. For Φ0 we use a Gaussian in r
2,
Φ0 = AΦe
− (r2−c2)2
4σ4 . (25)
4. Gauge conditions
Looking at (4) and multiplying by Ω2, one can see that for a vacuum spacetime,
G[g¯]ab = 0, (∇¯cΩ)∇¯cΩ = 0 at I , which thus must consist of null surfaces. The gauge
freedom in the choice of the conformal factor can be used to rescale the conformal factor
Ω by some ω > 0 such that Ωˆ = ωΩ, which introduces a new metric gˆab = Ωˆ
2g˜ab = ω
2g¯ab.
One can use this conformal gauge freedom to achieve a preferred conformal gauge (see
e.g. Chpt. 11 of [23]), where
∇ˆa∇ˆbΩˆ = 0 on I +. (26)
This conformal gauge implies, that the null tangent lˆa = gˆab∇ˆbΩˆ to the null geodesic
generators of I satisfies the affinely parameterized geodesic equation,
lˆa∇ˆalˆb = 0 . (27)
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Consequently, expansion of the generators of I vanishes in addition to the shear and
twist (lˆa is a gradient). The affine parameter tB of the null geodesic generators, scaled
such that (∂/∂tB)
a∇ˆatB = 1 is generally known as Bondi parameter or Bondi time. The
preferred conformal gauge also ensures that the three conformal factor terms in (4) are
regular at null infinity.
Following the approach of Zenginog˘lu [41, 36], we use a fixed conformal factor Ω.
It is coupled to the coordinate gauge by being explicitly expressed in terms of the radial
coordinate in (21) and has the effect of fixing the coordinate location of null infinity and
translating its geometrical properties into coordinate conditions and gauge conditions.
In our present work the preferred conformal gauge condition (26) will however only be
satisfied by the initial data, and not at all times during evolution. As discussed in
section 8, we are able to construct a stable and convergent numerical scheme even in
the absence of the preferred conformal gauge, and leave using this further regularization
to future work.
4.1. Reparametrization of null infinity by Bondi time
In order to parametrize null infinity by Bondi time in the current setup (adapting to the
preferred conformal gauge), we recalculate the time variation of the conformal factor
after the numerical simulation and rescale the time coordinate to obtain the Bondi time
at I +. The relation between the time-dependent rescaling ω of the conformal factor
and the evolution variables at I + is
ω˙
ω
=
βrγ′rr
2γrr
− αχα
′
γrrβr
+ βr ′ − β
rχ′
2χ
. (28)
In the preferred conformal gauge the affinely parametrized time (tB) is obtained by the
coordinate change dtB =
αˆ2
βˆrΩˆ′
dt, where t is the coordinate time of the simulation and the
gauge variables in the preferred conformal picture transform as αˆ = ωα and βˆr = βr.
After the substitution Ωˆ′|I+ = ωΩ′, the Bondi time tB is obtained from
dtB =
α2ω
βrΩ′
dt. (29)
A comparison of the signal at code time t and Bondi time tB is presented in figure 6.
4.2. Scri-fixing
The scri-fixing condition consists of fixing the location of I + to a certain position in
the integration domain. To do so in spherical symmetry, we choose the coordinate time
vector to flow along I +, that is,
(
∂
∂t
)a
= αn¯a+βa is chosen to be an ingoing null vector
at I +. In a more general geometric setup, we could also have chosen a shift vector
which has non-radial components, including at null infinity.
In our formulation I + is given by Ω = 0. Calling la the null vector along I + (see
figure 1 for a graphical representation), the condition for scri-fixing
(
∂
∂t
)a∣∣∣
I
≡ la is(
∂
∂t
)a (
∂
∂t
)
a
∣∣∣∣∣
I
= (∇aΩ) (∇aΩ)|I = 0. (30)
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Ω = 0
I +
n¯a
r¯a
la ka
(
∂
∂t
)a
αn¯a
βa
Figure 1. Timelike, spacelike and null vectors near I +.
Since I + is a null surface, la is parallel to ∇aΩ, and we will choose our shift vector
such that they are also parallel to
(
∂
∂t
)a
at I +. Consequently, we obtain ∂tΩ|I = 0,
consistent with the value of Ω not being evolved in time.
We will choose our shift vector on I + according to
−α2 + βaβa
∣∣∣
I
= 0, in spherical symmetry: −α2 + χ−1γrrβr2
∣∣∣
I
= 0.(31)
Comparing with (19) and (14) we can see that the flat spacetime values satisfy the
previous condition. For simplicity we set βr to its flat spacetime value (20e), which has
the appropriate value at future null infinity to keep I + fixed in its place, and maintain
this value throughout the evolution without evolving the shift. The scri-fixing condition
thus takes the form
βr = −r
√
r2 + a2Ω2
a2 (Ω− rΩ′) = −
r
a
, (32)
where we have substituted (21) to obtain the simpler expression. This initial value of
βr satisfies both the scri-fixing and the constant areal radius conditions.
4.3. Generalized Bona-Masso´ family of slicing conditions
Evolving on hyperboloidal foliations requires extra freedom in how the slicing condition
is imposed. We generalize the Bona-Masso´ slicing condition [44] to include a source
term L0 in addition to the free functions f(α) and K0:
α˙ = βrα′ − f(α)
(
K¯ −K0
)
+ L0. (33)
In the following we will restrict ourselves to a generalized harmonic slicing, f(α) = α2,
which avoids unnecessary unphysical propagation speeds (in particular at null infinity),
and has been demonstrated to be appropriate for hyperboloidal evolution in [41]. The
“1+log” case popular in astrophysical black hole evolutions may more easily lead to
some obstructions for hyperboloidal slices as discussed in [45].
The presence of K0 in the lapse’s equation of motion is necessary to prevent the
lapse from growing exponentially, as the flat spacetime value of the extrinsic curvature
K on the hyperboloidal foliation is negative. Thus K0 has to be set analytically in such
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a way that the coefficient in front of α2 is negative. We will later replace K¯ by a new
evolution variable ∆K defined below in (38) to suppress continuum instabilities, and we
will choose K0 in such a way that the coefficient in front of α
2 becomes −(∆K/Ω + ξα),
where ξα is a constant parameter. This gives K0 = −ξα − 3/(aΩ) in the final equation.
The value of ξα is set to achieve stability, we have found ξα ∈ [1, 4] to be a good
choice. For a more complete approach to analyze continuum instabilities, which was
not necessary in our case, see [46]. Once K0 is set, the source function L0 is calculated
from flat spacetime initial data on the hyperboloidal foliation. In our case we obtain:
L0 = ξα
(√
r2 + a2Ω2
a
)2
+
2βr
√
r2 + a2Ω2Ω′
aΩ
− rβ
r
a2Ω
. (34)
5. Hyperbolicity analysis
The GBSSN and Z4c systems of evolution equations are systems of quasilinear partial
differential equations. In order to understand the well-posedness and propagation
properties of their associated initial value problems, we perform a hyperbolicity analysis
of the principal parts of the GBSSN and Z4c systems.
A first order in time and second order in space system like the ones we consider
here can be analyzed following [47, 48, 49, 50, 51, 52], where the evolution variables
are classified into those which are only differentiated once in space and those which
are differentiated twice. Here the metric variables and the scalar field belong to the
second group and the rest of variables, to the first one. The fields that appear in the
evolution equations are χ, γrr, γθθ, α,Φ, Arr, K,Λ
r,Θ and Π. The characteristic fields
(also called eigenfields), which are defined through a first order reduction, additionally
contain the spatial derivatives χ′, γ′rr, γ
′
θθ, α
′ and Φ′. Note that the value of βr is fixed
during evolution in the present work. The analysis of the principal part follows [52] and
the matrix that includes the principal part information is given by equation (34) there.
A complete set of eigenvectors is found and all characteristic speeds (also called
eigenspeeds) are real, thus the continuum system is strongly hyperbolic and, as we are
working in spherical symmetry, it is automatically symmetric hyperbolic. For generality
we have calculated the characteristic fields and characteristic speeds of the equations
keeping the metric component γθθ as an evolution variable, but we can eliminate it
using the freedom of the determinant of the conformal metric. Indeed it is after fixing
this degree of freedom that we obtain the standard Z4c/CCZ4 formulation. In this
case, the first characteristic field of table 1 vanishes and in the rest γθθ is substituted by
γθθ = 1/
√
γrr. This is in agreement with the initial data choices in (20) after substitution
of (21). The determinant of the spatial metric after elimination of γθθ is χ
−3.
As expected and shown in figure 2 and in the last column of table 1, the
characteristic speeds at I + are either zero or positive, so that no incoming modes exist.
A complete list of the characteristic speeds and fields is presented in table 1, to which
the characteristic fields χ, γrr, γθθ, α and Φ have to be added with zero propagation
speed. The principal part of the scalar field equations decouple from the rest of the
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Table 1. Characteristic fields and speeds, using c0 = −βr and c± = −βr ± α
√
χ
γrr
to
simplify the notation. “GBSSN / Z4c” denotes the eigenquantities common to both
formulations, whereas “GBSSN” and “Z4c” correspond only to the mentioned system.
System Eigenfields Eigenspeeds at I +
GBSSN / Z4c γ
′
rr
γrr
+
2γ′θθ
γθθ
0 0
GBSSN / Z4c −2γrrΛr + 2α′α − χ
′
χ
c0
rI
a
GBSSN / Z4c 2γrrΛ
r + 3√
γrrχ
Arr − γ′rrγrr +
γ′θθ
γθθ
− 2α′
α
+ χ
′
χ
c− 0
GBSSN / Z4c 2γrrΛ
r − 3√
γrrχ
Arr − γ′rrγrr +
γ′θθ
γθθ
− 2α′
α
+ χ
′
χ
c+
2 rI
a
GBSSN / Z4c α
′
α
−
√
γrr
χ
K c− 0
GBSSN / Z4c α
′
α
+
√
γrr
χ
K c+
2 rI
a
GBSSN 3χ
′
χ
+ 2α
′
α
− γ′rr
γrr
− 2γ′θθ
γθθ
c0
rI
a
Z4c γrrΛ
r − γ′rr
2γrr
− γ′θθ
γθθ
+ 2χ
′
χ
+ 2
√
γrr
χ
Θ c− 0
Z4c γrrΛ
r − γ′rr
2γrr
− γ′θθ
γθθ
+ 2χ
′
χ
− 2
√
γrr
χ
Θ c+
2 rI
a
Scalar field Φ′ + 1
α
√
γrr
χ
(Π− βrΦ′) c− 0
Scalar field Φ′ − 1
α
√
γrr
χ
(Π− βrΦ′) c+ 2 rIa
0.0 0.2 0.4 0.6 0.8 1.0
0.0
0.2
0.4
0.6
r
Sp
ee
ds c-
c+
c0
Figure 2. The zero speed c0 is −βr and the lightspeeds are c± = −βr ±α
√
χ
γrr
. The
flat spacetime values of the variables are used, Ω is set as in (21) and rI = 1 and a = 1.
system. This eigendecomposition can be compared with those in [29, 53], substituting
our Λr by Γr, rearranging some of the eigenvectors, omitting the scalar field part and
taking into account that in the references the 1+log slicing condition was used instead
of the harmonic one and the shift was part of the evolution system.
All characteristic speeds have one of four values: zero, equal in magnitude to the
shift (c0), or equal to the speed of light for incoming (c−, c−|I = 0) or outgoing (c+)
radial null rays. The three speeds (c0, c−, c+) are plotted as functions of the compactified
radial coordinate in figure 2, and are inversely proportional to the parameter a.
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6. Numerical methods
The spherically symmetric equations are implemented in a 1-dimensional numerical code
that uses the Method of Lines approach. A standard 4th order Runge-Kutta scheme
is used for the time integration. The spatial derivatives are discretized with standard
finite differences of orders from 2 to 8, but for the simulations presented here we use 4th
order finite differences.
The initial data for the gauge waves is simply set analytically in the numerical
variables, but in the scalar field case the Hamiltonian constraint (24) is solved
numerically using the shooting-and-matching technique, integrating with a 4th order
Runge-Kutta scheme until the condition of asymptotic flatness is met. The integration
domain extends from the origin (r = 0) to future null infinity, which in our case is placed
at r = rI .
Some terms in the equations diverge at r = 0 and r = rI . In the present work we
use a staggered grid, where the numerical grid is moved half a spatial step to the right
and the outermost point is eliminated, so that the two divergent points (the origin and
null infinity) are avoided. No further treatment is required for the initial data or the
equations. In order to compute the solution exactly on I + we extrapolate half a grid
point using extrapolation of an order at least as high as the convergence order used in
the simulation to obtain the signal at the desired place and we see that it converges
properly (see figure 6). The stable implementation of a non-staggered grid, where the
divergent terms in the RHSs are evaluated using the l’Hoˆpital rule to obtain regular
expressions at r = 0 and r = rI , is current work.
The ghost points are filled in a different way at the origin and at the outer boundary:
• r = 0: the ghost points “to the left of the origin” are filled according to the parity
of the corresponding variable. For even variables (χ, γrr, γθθ, Arr, K, α, Φ, Π and
Θ) the value of the ghost points is the reflection of the values of the points on the
right of the origin, whereas the odd variables (Λr and βr) take minus the value of
their reflected point.
• r = rI : the ghost points beyondI + are filled using the outflow boundary conditions
in [54]. We observe that it is advantageous to extrapolate with a higher order to
the one corresponding to the finite differences.
In the derivatives evaluated next to the boundaries we can use centered stencils, taking
advantage of the ghost points, or use one-sided stencils, so that the ghost points are not
needed. No relevant differences were observed between the two methods, so we chose
the centered stencils at I +.
As expected for nonlinear equations, the discrete evolution equations require
some dissipation in order to remain numerically stable. For this reason Kreiss-Oliger
dissipation terms [55] as used in [56] with operator Q of order 2n (suitable for a 2n− 2
convergence finite difference setup),
Q =  (−1)n(∆r)2n−1D
n
+D
n
−
22n
with D±Ai = ±Ai±1 − Ai
∆r
, (35)
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are added to the RHSs of the equations of motion, ∂tA→ ∂tA+QA. To avoid affecting
the convergence order of the spatial derivatives, the order of convergence used in the
dissipation terms is 2 orders higher. This requires an extra ghost point. The Kreiss-
Oliger dissipation that we use is defined using a centered stencil, so that it needs the
information from the ghost points, which is obtained by extrapolation, as mentioned
above. Another option is not to set any dissipation on the outermost points of the
integration domain to avoid using the boundary conditions. Some configurations of
evolution equations and parameters are quite unaffected by the dissipation choice we
make at the boundary, but it can have larger effects on other configurations. The larger
the initial perturbation is, the more dissipation is needed to keep it stable. Nevertheless,
the less dissipation used, the better the convergence results will be.
It is customary in numerical relativity to use off-centered stencils for advection-
type derivatives arising from the shift vector, see e.g. [57], where this has been found
essential for the accuracy of “moving puncture” binary black hole evolutions with sixth
order accurate stencils, and the discussion regarding the shifted wave equation in [58].
We have therefore also implemented these special one-point forward off-centered stencils
in the derivatives included in the advection terms of the equations. The presence of these
off-centered stencils in the advection terms decreases the amount of dissipation needed
to keep the simulation stable and can increase accuracy, however we found a tradeoff
with how clean convergence tests look. We will investigate this in the future in the
context of black hole evolutions.
7. Stability analysis
A necessary condition to give meaning to the numerical solution of a time evolution
problem, is that this problem is well posed in both its continuum and discrete
formulations, where discrete well-posedness is usually referred to as numerical stability,
see e.g. [59, 60, 52]. In our formulation of the hyperboloidal initial value problem,
where the equations become singular at null infinity, we do not have a rigorous
proof of continuum well-posedness or numerical stability, and ultimately rely on
convergence tests. However, well-posedness is not sufficient to guarantee that a given
problem can be practically solved with numerical methods. The Einstein equations,
in particular, are prone to exhibit unphysical continuum instabilities, as is the case
for other gauge theories, since our evolution variables contain information about the
gauge and constraint violation. Even if a solution of the equations is “well-behaved”
regarding the physical degrees of freedom, instabilities can easily arise in the unphysical
degrees of freedom. Here, with “well-behaved” we describe the situation that we can
produce accurate long-term numerical evolutions which show the expected numerical
convergence behaviour. Unsurprisingly, a direct implementation of the spherically
symmetric equations results in simulations which are not well-behaved. In order to
track down and cure the instabilities we followed the steps discussed below.
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7.1. Analysis by subsystems
Dividing the original system of equations into simpler hyperbolic subsystems enables
us to find problems in a hierarchical way. The first check is performed evolving the
single equations: for each of the equations of motion we substitute the initial values of
all variables excepting the one which is evolved, so that all equations decouple. For a
variable A that translates to evolving
A˙ = f(A,A′, r, parameters). (36)
Note that for these mixed order hyperbolic systems, second spatial derivatives of a
variable do not appear in the RHS of that variable’s equation of motion. This is
especially useful for detecting exponential growths, that appear in the equation’s RHS
in the form of terms of the form λA with λ > 0.
We eliminate the γθθ variable by substituting it by γθθ ≡ γ−1/2rr . This takes
advantage of the degree of freedom given by the determinant, setting it to unity, and also
uses the fact that the metric initial data are conformally flat. We mostly concentrate
on the GBSSN system of equations, as it uses one variable less than the Z4c one (Θ),
and we evolve the vacuum solution (no scalar field coupled).
The subsystem (χ, γrr, Arr,Λ
r) is the largest hyperbolic subsystem that can be
constructed with these variables and is well-behaved in the above sense, i.e. the
numerical solution converges at the appropriate order and no continuum instabilities
can be detected, thus small initial perturbations with respect to the stationary state
disappear during the evolution and the subsystem arrives at its stationary state.
We detect an exponential growth in the subsystem (α,K), due to a term of the
form λ
Ω
K with λ > 0 in K˙’s RHS. This can be solved with the variable transformation
for K described in the next subsection. Once the exponential growth has disappeared,
the subsystem (χ, α,∆K) is also well-behaved.
7.2. Variable transformations
7.2.1. Transformation for K: The variable transformation that we perform on K and
that solves the stability problem is based on transforming back to the trace of the
physical extrinsic curvature. The relation between the traces of the physical K˜ab and
conformal K¯ab extrinsic curvature is
K¯ =
1
Ω
(
K˜ − 3∂⊥Ω
α
)
=
1
Ω
(
K˜ +
3 βa∂aΩ
α
)
. (37)
We then define a new evolution variable ∆K as
∆K = ΩK − K˜0 − 3 β
rΩ′
α
. (38)
Here we set K˜0 = − 3a , the flat spacetime value of the trace of the physical extrinsic
curvature, such that now the Minkowski value of the variable ∆K is simply zero. Note
that this change also makes the constraints independent of lapse and shift in the vacuum
equations for our choice of variables.
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Although not required to solve any stability issues, for consistency with the
transformation of the trace of the extrinsic curvature we rescale the Z4 variable Θ
to a new quantity Θ¯ according to
Θ¯ = ΩΘ. (39)
Note that the characteristic fields presented in table 1 are expressed in terms of K and
Θ. To obtain them in terms of the new variables, substitute K = ∆K/Ω and Θ = Θ¯/Ω
and multiply the complete characteristic field by Ω.
7.2.2. Variable choice for the scalar field: The amplitude of the scalar field Φ and
its time derivative Π becomes zero at null infinity (it is inversely proportional to the
distance). We can use as evolution variables either r
Ω
Φ or Φ
Ω
(and the same for Π):
the first option changes the parity of the two variables at the origin and also forces
them to be zero there, so that we chose the second option: our evolution variables will
be Φ¯ = Φ/Ω and Π¯ = Π/Ω. We implemented the scalar field equations using two
different definitions for the auxiliary variable of the rescaled scalar field, Π¯ ≡ ˙¯Φ and
Π¯ ≡ 1
α
(
˙¯Φ− βrΦ¯′
)
. Here we chose to show the simulations using Π¯ ≡ ˙¯Φ, because its
performance for the convergence test was slightly better.
7.2.3. Other transformations: Variable transformations that simplify the initial and
stationary values of the gauge variables (convenient for visualization purposes, but which
do not affect the stability of the code) are:
αunity = α
a√
r2 + a2Ω2
and βrzero = β
r +
r
√
r2 + a2Ω2
a2 (Ω− rΩ′) , (40)
where we transform lapse and shift with the help of their values for flat spacetime (20).
Using this the initial value of αunity equals one and the fixed value of β
r
zero is zero.
Even after performing these variable transformations, the complete system is not yet
well-behaved. What solves the problem is the addition of some specific damping terms,
as we describe in the next subsection.
7.3. Constraint damping
Many of the final equations possess a damping term of the form X˙ = λ
Ω
X in their RHSs,
with X some evolution variable and λ a coefficient that depends on other evolution
variables and on r. In table 2 we show the value of these λs for the GBSSN equations
substituting the flat spacetime values of the variables and evaluating them at I +
(r = rI ). A heuristic stability requirement is that these coefficients, that accompany
the terms that diverge at I +, have to be negative everywhere (Ω is always positive in
the physical domain).
The evolution equation of Λr does not have a damping term like Arr, ∆K and Π,
and indeed we find that we need to add a damping term with the appropriate coefficient
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Table 2. Values at I + of the coefficients over Ω that precede the variables.
χ˙ γ˙rr γ˙θθ A˙rr ˙∆K Λ˙
r α˙ Φ˙ Π˙
0 0 0 −2rI
a2
−2rI
a2
0 −3rI
a2
0 −2rI
a2
to achieve stability. This can be easily done by keeping the Z4 damping term in Λ˙r even
when we use the GBSSN equations:
Λ˙r = GBSSN-RHS− 2κ1αZr
γrrΩ
, being Zr =
1
2
γrrΛ
r +
1
r
− γrr
γθθr
− γ
′
rr
4γrr
+
γ′θθ
2γθθ
. (41)
This would be called “Z3 damping” in [40]. The complete Z4c system is well-behaved,
and indeed an equivalent damping term with the appropriate sign also appears in Θ˙’s
RHS.
We note that if we would extend the computational domain beyond future null
infinity, we would face the problem that the conformal factor terms change sign for
r > rI (Ω(r > rI ) < 0) and the damping terms that we have just discussed are likely to
cause exponential growth instead of damping. Instabilities in the continuum equations
beyond null infinity may have to be treated with methods that go beyond what is
presented here.
7.4. Regularity conditions
The regularity conditions are the relations between the evolution variables that satisfy
that the equations are regular at I +. Although the conformal factor terms are
analytically regular, this does not always carry over to the discretized equations and
thus the conditions may have to be reinforced (this is not done in our experiments). To
find them we simply look at the numerator of the terms divided by the conformal factor
Ω that appear in the RHSs. The regularity conditions for the GBSSN system are:
• −α2 + χ−1γrrβr2
∣∣∣
I
= 0. This is the scri-fixing condition, the one that makes the
time coordinate null at I +.
• ∆K − 3
a
∣∣∣
I
= −3βrΩ′
α
∣∣∣
I
= +
3
√
χΩ′√
γrr
∣∣∣
I
, obtained from χ˙ and ∆˙K due to the
transformation of the trace of the extrinsic curvature. In the second equality we
have used the scri-fixing condition.
• ∆K ′|I = −3ArrΩ
′
γrr
∣∣∣
I
, from Λ˙r.
• Arr|I = − αχ3βr
(
2
r
+ γ
′
rr
γrr
+
γ′θθ
γθθ
− 2χ′
χ
− 2Ω′′
Ω′
) ∣∣∣
I
, calculated from A˙rr.
• There is an extra condition that arises from the ∆K condition above, the fixed
value of βr and the harmonic slicing condition implemented, and that puts an
extra constraint on the ones already listed: α |I = rIa , obtained by substituting
the value of the conformal factor (21). Setting the values of α, βr and the conformal
factor at I +, the previous conditions turn into:
– χ|I = γrr|I ,
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– ∆K|I = 0 ,
– ∆K ′|I = −3ArrΩ
′
γrr
∣∣∣
I
unchanged,
– Arr|I = 13
(
γ′rr +
γrrγ′θθ
γθθ
− 2χ′
) ∣∣∣
I
.
• Π|I = 0 for the auxiliary variable of the scalar field. However, the rescaled auxiliary
variable, Π¯ = Π/Ω, is allowed to take non-zero values at null infinity.
8. Results
The main result is that we have achieved a numerically stable evolution of the
hyperboloidal initial value problem in spherical symmetry.
8.1. Evolution setup
The system of equations evolved is the one presented in Appendix C, but transforming
the gauge variable α as in (40) and choosing a fixed shift, where βr = −r/a is set to
its flat spacetime value. For convenience and as explained in subsection 7.2.2, we also
evolve the rescaled scalar fields Φ/Ω and Π/Ω, because their amplitudes are non-zero
at future null infinity.
In the simulations shown here we used 4th order finite differences and the values
rI = 1 and a = 1. For the damping parameters we set ξα = 1, κ1 = 1.5 and κ2 = 0.
The value κ1 = 1.5 used here was appropriate for both GBSSN and Z4c formulations
in our simulations, but choosing a smaller value κ1 ∼ 1 seemed to be preferred by Z4c
in some cases. This value is bigger than the one suggested by [42], κ1 ∼ 0.02 also in
spherical symmetry, but relatively close to the one used by [31], κ1 ∼ 1. The Kreiss-
Oliger dissipation parameter is taken as  = 0.5. The time-step was ∆t = 5 · 10−4 and
the spacing between points ∆r = 2.5 · 10−3 (400 points), which gives a Courant factor
(= ∆t
∆r
) of 0.2. For the convergence runs, the lowest resolution had ∆t = 9 · 10−5 and
∆r = 8.3 · 10−4 (1200 points, Courant factor = 0.108) and the resolution increase for
the higher resolutions was a factor of 1.5 in both spatial and time steps.
The parameters for the initial data perturbations (see subsections 3.2 and 3.3) were
Aα = 0.1 in α for the gauge waves and AΦ = 0.058 in Φ for the scalar field evolution,
with σ = 0.1 and centered at c = 0.25 for both. In the scalar field case, an initial
perturbation of amplitude AΦ = 0.06 in Φ is enough to collapse to a black hole when it
reaches the origin.
8.2. Evolution results
In figures 3 and 4 we show two simulations performed using the GBSSN equations.
The variables as a function of r are displayed at the indicated times. On the left we
present the variables that equal 1 in flat spacetime (χ, γrr and αunity - note that γθθ
is eliminated in terms of γrr) and on the right the ones that are zero in flat spacetime
(Arr, ∆K, Λ
r, Φ
Ω
and Π
Ω
). The figures only show the results up to t = 6, but the stability
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of the simulations has been checked until t = 10 000 for the scalar field evolution; from
t ≈ 250 on, only noise is seen in the evolution variables, so that we conclude that the
simulation can run forever. The gauge waves initial data simulation can be seen in
figure 3. The initial perturbation in the lapse excites the rest of the variables and splits
into two pulses: the out-going one moves towards I + (located at r = 1) and leaves,
while the other propagates to the origin, is reflected there and then follows the other
pulse and also leaves the integration domain. After a certain time, all perturbations
disappear and flat spacetime remains.
For the simulations with scalar field we first solve the Hamiltonian constraint (24) to
obtain the initial data for the conformal factor χ. Our choice corresponds to choosing
an isotropic radial coordinate, and we show the initial data in figure 4. Similarly as
before, the initial perturbation is reflected at the origin and crosses I + to leave. The
other variables react to the perturbation and settle down to their flat spacetime values
some time after the scalar field perturbation has left. Note that αunity is always 1 at
null infinity, as well as χ = γrr at that point.
Figure 5 is included to show in more detail the behaviour of the rescaled scalar field
Φ
Ω
. Here we can see clearly the splitting of the initial perturbation and the fact that the
propagation speed neither diverges nor becomes zero, but remains constant.
On the left in figure 6 we can see the profile of the scalar field signal extracted at
future null infinity. The first outgoing pulse and the one reflected at the origin can be
clearly seen. The simulation was carried out using a staggered grid, so that extrapolation
was used to calculate the actual values of Φ
Ω
on I +. The solid line represents the data as
computed during evolution, measuring the evolution by the coordinate time. The time
dependence and amplitude of the dotted line have been calculated a posteriori following
the indications explained in subsection 4.1.
An example of the convergence of the rescaled scalar function at null infinity,
obtained evolving the Z4c (CZ4c = 1) system, is shown on the right in figure
6. Qualitatively similar convergence plots have been obtained for tens of similar
simulations, with errors for GBSSN typically slightly larger than for Z4. For figure
6 we again used extrapolation to calculate the values of Φ/Ω at I + and then checked
convergence. The expected 4th order convergence is excellent when the differences are
significant, but the coincidence is not so good when they are very small, as is expected.
The error estimate included in the plot is the difference between the estimated exact
value of Φ/Ω and the highest resolution.
Regarding the performance of different systems of evolution equations, we find
that all the three systems of equations we have used (GBSSN, Z4c (CZ4c = 1) and
Z4c (CZ4c = 0)) are appropriate, and none performs clearly better than the others.
Accuracy as analyzed in a convergence tests varies between systems and from case to
case, and different parameters (damping parameters, dissipation, etc.) may have to be
used depending on the evolution system. As an example, the data in figure 6 belong to
a simulation with Z4c (CZ4c = 1); the same simulation carried out with Z4c (CZ4c = 0)
showed a convergence which was practically the same, whereas that of the equivalent
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Figure 3. Evolution of the variables (gauge waves).
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Figure 4. Evolution of the variables (scalar field).
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Figure 5. Behaviour of ΦΩ over time and compactified spatial coordinate.
GBSSN simulation was considerably less accurate. At the stage when the equations were
not stable yet, analyzing instabilities with GBSSN was somewhat easier, as it has one
variable less than Z4c, but having different evolution systems available for experiments
was extremely valuable.
Both the gauge waves and the scalar field evolution are well-behaved for a value of
a as large as a = 1000 using κ1 = 0.003 and 5th order extrapolation for the ghost points
for the three formulations we have tested, GBSSN, Z4c (CZ4c = 0) and Z4c (CZ4c = 1).
With respect to a lower limit of a, with a = 0.8 and κ1 = 3 the GBSSN equations are
still stable, but the only example with a value of a below 1 that we could achieve using
the Z4c equations was with a = 0.88, κ1 = 1 and only for CZ4c = 1. We have determined
the largest stable Courant factor numerically with spatial resolutions of about 400 points
using rI = 1, a = 1 and setting κ1 = 1.5. We find the maximal allowed Courant factor
to be 0.200 for the Z4c equations when CZ4c = 0 (although 0.224 is possible in this case
for κ2 = −1), 0.224 for Z4c with CZ4c = 1, and 0.252 for the GBSSN system.
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+ on the left and its convergence on the right.
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9. Conclusions
In this paper we considered the hyperboloidal initial value problem for regular
asymptotically flat spacetimes, i.e. they do not contain black holes. The data sets
we considered do however contain strong gauge wave effects, and large amplitude scalar
waves, where a ∼ 3% increase in the amplitude of the scalar field would lead to the
formation of a black hole.
We derived the equations for the conformal quantities and calculated appropriate
initial data. We successfully evolved the Einstein equations in their unconstrained
GBSSN and Z4c formulations (standard choices in current production codes) on
spherically symmetric hyperboloidal foliations, both as gauge waves and coupled to a
massless scalar field. Obtaining these results was not trivial: we had to use appropriate
gauge conditions, find well-behaved evolution variables and take into consideration other
aspects such as constraint damping to achieve a stable numerical evolution. We have also
taken advantage of some parameter freedom and studied their effect on the simulations.
Some choices resulted in a clear improvement in the quality of the simulations, whereas
in other cases their effect was more difficult to evaluate. We have successfully extracted
the scalar field signal at I + and checked its convergence, showing the potential of
hyperboloidal foliations to be used in more ambitious simulations scenarios such as
binary black hole inspirals and mergers.
Our next step will be an extensive study on gauge conditions, adding the shift to
the set of evolved quantities. We will also consider strong field initial data and the
collapse of a scalar field into a black hole.
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Appendix A. 3+1 decomposed equations
Here we present the 3+1 decomposed Einstein equations derived from their 4-
dimensional form (3) and (4) using the quantities defined in subsection 2.1.1. In the
following equations D¯ is the covariant derivative associated with γ¯ab, the 3-dimensional
spatial metric that is also used to raise and lower indices, and we use the notation
4¯ ≡ γ¯abD¯aD¯b and ∂⊥ = ∂t − Lβ. Our 3+1 decomposed evolution equations are:
∂⊥γ¯ab = − 2αK¯ab, (A.1a)
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∂⊥K¯ab = α
[
R[D¯]ab − 2K¯caK¯bc + K¯ab(K¯ − 2CZ4cΘ) + 2D¯(aZb) −
κ1(1 + κ2)γ¯abΘ
Ω
]
− D¯bD¯aα
+
3γ¯ab
[
(∂⊥Ω)2 − α2D¯cΩD¯cΩ
]
αΩ2
+
4αZ(aD¯b)Ω
Ω
+
2αD¯bD¯aΩ
Ω
− 2αγ¯abZ
cD¯cΩ
Ω
+
γ¯abD¯
cαD¯cΩ
Ω
+
αγ¯ab4¯Ω
Ω
+
2K¯ab∂⊥Ω
Ω
+
γ¯ab(K¯ − 2CZ4cΘ)∂⊥Ω
Ω
+
γ¯ab∂⊥α∂⊥Ω
α2Ω
− γ¯ab∂⊥∂⊥Ω
αΩ
+ 4piα [γ¯ab(S − ρ)− 2Sab] , (A.1b)
∂⊥Θ =
α
2
[
R[D¯]− K¯abK¯ab + K¯(K¯ − 2CZ4cΘ) + 2D¯aZa − 2κ1(2 + κ2)Θ
Ω
]
− CZ4cZaD¯aα
+
3
[
(∂⊥Ω)2 − α2D¯aΩD¯aΩ
]
αΩ2
+
2α4¯Ω
Ω
+
2(K − 2CZ4cΘ)∂⊥Ω
Ω
− 8piαρ, (A.1c)
∂⊥Za = α
[
D¯bK¯
b
a − D¯aK¯ + D¯aΘ− 2K¯abZb −
κ1Za
Ω
]
− CZ4cΘD¯aα + 2αΘD¯aΩ
Ω
− 2D¯a∂⊥Ω
Ω
− 2αK¯a
bD¯bΩ
Ω
− 2Za∂⊥Ω
Ω
+
2D¯aα∂⊥Ω
αΩ
− 8piαJa. (A.1d)
The 3+1 decomposed constraint equations are:
H = R[D¯]− K¯abK¯ab + K¯2 +
6
[
(∂⊥Ω)2 − α2D¯aΩD¯aΩ
]
α2Ω2
+
44¯Ω
Ω
+
4K¯∂⊥Ω
αΩ
− 16piρ, (A.2a)
Ma = D¯bK¯ab − γ¯abD¯bK¯ − 2K¯
abD¯bΩ
Ω
− 2γ¯
abD¯b∂⊥Ω
αΩ
+
2γ¯abD¯bα∂⊥Ω
α2Ω
− 8piJa. (A.2b)
The coefficient CZ4c denotes the Z4 non-damping non-principal-part terms that are
dropped in the Z4c formulation [32, 42]. They are kept in the CCZ4 one [31], but
here we are not able to compare with this last formulation, as there the Ricci scalar
in the equation of motion of the trace of the extrinsic curvature is not substituted,
while we eliminate it using the evolution equation of Θ. Note that this difference does
not play a role if the algebraic constraints are satisfied, because the properties of the
continuum partial differential equations are unaffected by a change of variables. By
choosing CZ4c = 0 our Z4c equations are the close as possible to the Z4c formulation,
whereas setting CZ4c = 1 maintains all the non-principal-part terms.
Appendix B. Conformal equations (GBSSN and Z4c formulation)
In subsection 2.1.2 the quantities appearing in the GBSSN formulation were introduced:
the conformal factor χ, the trace-free part of the extrinsic curvature Aab, its trace K
and the difference of contracted Christoffel symbols ∆Γa and Λa. Here we list the
corresponding equations including the terms belonging to the Z4c formulation as well
as the expression used for the Ricci tensor.
The spatial Ricci tensor related to γab, expressed using ∆Γ
a
bc and ∆Γ
a, is [62, 43]
R[D]ab = − 1
2
γcdDˆcDˆdγab + γc(aDb)∆Γ
c − γcdγe(aR[Dˆ]b)cde
+ γcd
(
2∆Γec(a∆Γb)ed + ∆Γ
e
ac∆Γebd
)
, (B.1)
Spherically symmetric unconstrained hyperboloidal evolution 25
where D is the covariant derivative associated with γab and Dˆa the one that uses the
connection functions Γˆabc. The quantity R[Dˆ]
a
bcd is the Riemann tensor built from the
background metric γˆab.
The contraction of this Ricci tensor R[D] = γabR[D]ab is to be substituted in the
Hamiltonian constraint (B.4a). However, for the evolution equations (B.3c) and (B.3f)
we will use
R[D]ab + 2D(aZb) = − 1
2
γcdDˆcDˆdγab + γc(aDb)Λ
c − γcdγe(aR[Dˆ]b)cde
+ γcd
(
2∆Γec(a∆Γb)ed + ∆Γ
e
ac∆Γebd
)
(B.2)
and its corresponding Ricci scalar, as this expression includes the evolution variable Λa.
In the following equations we use the covariant metric to raise and lower indices
(except those of Za, J
a andMa, which are moved with γ¯ab = γabχ ) and again the notation
4 ≡ γabDaDb. The Z4 variable Za is eliminated in favour of Λa according to (B.4c).
The final GBSSN and Z4c evolution equations are:
∂⊥χ = 23αχ(K + 2Θ) +
1
3
χ∂⊥ ln γ, (B.3a)
∂⊥γab = − 2Aabα + 13γab∂⊥ ln γ, (B.3b)
∂⊥Aab =
[
αχ
(
R[D]ab + 2D(aZb)
)
− χDaDbα−D(aαDb)χ− αDaχDbχ
4χ
+ 1
2
αDaDbχ
+2Z(aαDb)χ+
2αD(aχDb)Ω
Ω
+
2αχDaDbΩ
Ω
+
4αχZ(aDb)Ω
Ω
− 8piαχSab
]TF
− 2αAcaAbc + αAab[K + 2(1− CZ4c)Θ] +
2Aab∂⊥Ω
Ω
+ 1
3
Aab∂⊥ ln γ, (B.3c)
∂⊥K = α
[
AabA
ab + 1
3
(K + 2Θ)2 +
κ1(1− κ2)Θ
Ω
]
− χ4 α + 1
2
DaαDaχ+ 2CZ4cZ
aDaα
+
3[(∂⊥Ω)2 − α2χDaΩDaΩ]
Ω2α
− 2CZ4cαZ
aDaΩ
Ω
+
3χDaαDaΩ
Ω
− αD
aχDaΩ
2Ω
+
αχ4 Ω
Ω
+
[K + 4Θ]∂⊥Ω
Ω
+
3∂⊥α∂⊥Ω
Ωα2
− 3∂⊥∂⊥Ω
Ωα
+ 4piα(ρ+ S), (B.3d)
∂⊥Λa =
2ZbD˜bβ
a
χ
+ α
[
2Abc∆Γabc − 43DaK − 23DaΘ−
3AabDbχ
χ
− 4Z
a(K + 2Θ)
3χ
− 2κ1Z
a
Ωχ
]
+ γbcDˆbDˆcβ
a − γbcR[Dˆ]abcdβd − 2AabDbα− 2CZ4cΘDaα− 4αA
abDbΩ
Ω
− 2α(2K + Θ)D
aΩ
3Ω
+
2CZ4cαΘD
aΩ
Ω
− 4D
a∂⊥Ω
Ω
+
4Daα∂⊥Ω
Ωα
− 4Z
a∂⊥Ω
Ωχ
− 1
6
Da∂⊥ ln γ − 13∆Γa∂⊥ ln γ −
2Za∂⊥ ln γ
3χ
− 16piJ
aα
χ
, (B.3e)
∂⊥Θ = α2
[
χ(R[D] + 2DaZa)− AabAab + 23(K + 2Θ)2 − 2CZ4cΘ(K + 2Θ)−
2κ1(2 + κ2)Θ
Ω
]
+ α4 χ− 5αD
aχDaχ
4χ
− CZ4cZaDaα− CZ4cαZ
aDaχ
2χ
+
2αχ4 Ω
Ω
− αD
aχDaΩ
Ω
+
3[(∂⊥Ω)2 − α2χDaΩDaΩ]
Ω2α
+
2K∂⊥Ω
Ω
− 8piαρ. (B.3f)
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The GBSSN and Z4c constraint equations are:
H = χR[D]− AabAab + 23(K + 2Θ)2 + 24 χ−
5DaχDaχ
2χ
+
6[(∂⊥Ω)2 − α2χDaΩDaΩ]
Ω2α2
− 2D
aχDaΩ
Ω
+
4χ4 Ω
Ω
+
4(K + 2Θ)∂⊥Ω
Ωα
− 16piρ, (B.4a)
Ma = DbAba − 23Da(K + 2Θ)−
3AbaDbχ
2χ
− 2A
b
aDbΩ
Ω
− 2(K + 2Θ)DaΩ
3Ω
− 2Da∂⊥Ω
Ωα
+
2Daα∂⊥Ω
Ωα2
− 8piJa, (B.4b)
Za =
γab
2
(
Λb −∆Γb
)
. (B.4c)
Appendix C. Spherically symmetric equations
The spherically symmetric reduction of the GBSSN and Z4c equations for the variable
ansa¨tze in subsection 2.1.3 is presented here. We will use the Lagrangian formulation of
the GBSSN equations. Its condition ∂tγ = 0 translates to substituting ∂⊥ ln γ = −2Daβa
in the tensorial equations (B.3), see [29, 43]. Here dots denote time derivatives and
primes, derivatives with respect to r. The coefficients ξα, κ1 and κ2 are left unset
to experiment and find the appropriate values for the numerical simulations. The
transformation for the trace of the extrinsic curvature K into the new variable ∆K,
the rescaling of Θ into Θ¯, and the inclusion of the constraint damping term into Λ˙r
described in section 7 are already performed. The GBSSN system is obtained by setting
the Z4 quantities Θ¯ and Zr to zero and not evolving Θ¯. For the Z4c one, Θ¯ is evolved in
time and Zr is substituted in the RHSs using (C.2c). Note that for simplicity we show
the equations with the unrescaled scalar field variables. The spherically symmetric
GBSSN and Z4c evolution equations are:
χ˙ = βrχ′ +
2αχ(∆K + 2Θ¯)
3Ω
− β
rγ′rrχ
3γrr
− 2β
rγ′θθχ
3γθθ
− 4β
rχ
3r
− 2β
r ′χ
3
+
2βrχΩ′
Ω
− 2αχ
aΩ
, (C.1a)
˙γrr =
2βrγ′rr
3
− 2Arrα− 2γrrβ
rγ′θθ
3γθθ
+
4γrrβ
r ′
3
− 4γrrβ
r
3r
, (C.1b)
˙γθθ =
βrγ′θθ
3
+
Arrγθθα
γrr
− γθθβ
rγ′rr
3γrr
+
2γθθβ
r
3r
− 2γθθβ
r ′
3
, (C.1c)
A˙rr = β
rA′rr +
2
3
γrrαχΛ
r ′ − αχγ
′′
rr
3γrr
+
αχγ′′θθ
3γθθ
− 2χα
′′
3
+
αχ′′
3
+
αArr
[
∆K + 2(1− CZ4c)Θ¯
]
Ω
− 2αA
2
rr
γrr
+
4βr ′Arr
3
− 4β
rArr
3r
− β
rγ′rrArr
3γrr
− 2β
rγ′θθArr
3γθθ
+
αχ (γ′rr)
2
2γ2rr
− 2αχ (γ
′
θθ)
2
3γ2θθ
− α (χ
′)2
6χ
+
2γrrαχ
γθθr2
− 2αχ
r2
− 2αΛ
rχγrr
3r
+
αΛrχγ′rr
3
− αΛ
rχγrrγ
′
θθ
3γθθ
+
2αχγrrγ
′
θθ
γ2θθr
− 2αχγ
′
rr
3γθθr
− 4αχγ
′
θθ
3γθθr
+
2χα′
3r
+
χγ′rrα
′
3γrr
+
χγ′θθα
′
3γθθ
− αχ
′
3r
− αγ
′
rrχ
′
6γrr
− αγ
′
θθχ
′
6γθθ
− 2α
′χ′
3
+
4
3
Zrαχ
′ − 2αχγ
′
rrΩ
′
3γrrΩ
− 2αχγ
′
θθΩ
′
3γθθΩ
+
4αχ′Ω′
3Ω
− 4αχΩ
′
3rΩ
+
Arrβ
rΩ′
Ω
− 3αArr
aΩ
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+
4αχΩ′′
3Ω
+
8ZrαχΩ
′
3Ω
− 16
3
piαχ (Φ′)2 , (C.1d)
˙∆K = βr∆K ′ − χα
′′Ω
γrr
+
α(∆K + 2Θ¯)2
3Ω
+
3αA2rrΩ
2γ2rr
− 2χα
′Ω
γrrr
+
χγ′rrα
′Ω
2γ2rr
− χγ
′
θθα
′Ω
γrrγθθ
+
α′χ′Ω
2γrr
+
κ1(1− κ2)αΘ¯
Ω
+
2CZ4cZrχα
′Ω
γrr
− αχγ
′
rrΩ
′
2γ2rr
+
αχγ′θθΩ
′
γrrγθθ
+
3χα′Ω′
γrr
− αχ
′Ω′
2γrr
− 2α(∆K + 2Θ¯)
aΩ
+
2αχΩ′
γrrr
+
αχΩ′′
γrr
− 2CZ4cZrαχΩ
′
γrr
+
3α
a2Ω
− 3αχ (Ω
′)2
γrrΩ
+
8pi(Π− βrΦ′)2Ω
α
, (C.1e)
Λ˙r = βrΛr ′ − 2α(2∆K
′ + Θ¯′)
3γrrΩ
+
βrγ′′rr
6γ2rr
+
βrγ′′θθ
3γrrγθθ
+
2Arrα
γ2rrr
− 2Arrα
γrrγθθr
− 2Arrα
′
γ2rr
− 3Arrαχ
′
γ2rrχ
+
Arrαγ
′
rr
γ3rr
+
Arrαγ
′
θθ
γ2rrγθθ
− β
r (γ′θθ)
2
γrrγ2θθ
+
2βrγ′rr
3γrrγθθr
− 8β
rγ′θθ
3γrrγθθr
+
4βrγ′θθ
3γ2θθr
+
2γ′θθβ
r ′
3γrrγθθ
− 10β
r
3γrrr2
+
2βr
3γθθr2
+
4βr ′
3γrrr
+
4βr ′
3γθθr
+
4βr ′′
3γrr
− 4(∆K + 2Θ¯)Zrα
3γrrΩ
+
2Zrβ
rγ′rr
3γ2rr
+
4Zrβ
rγ′θθ
3γrrγθθ
+
8Zrβ
r
3γrrr
+
4Zrβ
r ′
3γrr
− 2CZ4cΘ¯α
′
γrrΩ
+
2CZ4cαΘ¯Ω
′
γrrΩ2
− 4ArrΩ
′α
γ2rrΩ
+
4Zrα
aγrrΩ
− 2κ1
(
1
2
γrrΛ
r + 1
r
− γrr
γθθr
− γ′rr
4γrr
+
γ′θθ
2γθθ
)
α
γrrΩ
+
16pi(Π− βrΦ′)Φ′
γrr
, (C.1f)
α˙ = βrα′ − ∆Kα
2
Ω
− ξα
α2 − (√r2 + a2Ω2
a
)2− 3αβrΩ′
Ω
+
2βr
√
r2 + a2Ω2Ω′
aΩ
− rβ
r
a2Ω
, (C.1g)
Φ˙ = Π, (C.1h)
Π˙ = 2βrΠ′ − βr2Φ′′ + χΦ
′′α2
γrr
+
2χΦ′α2
γrrr
− χγ
′
rrΦ
′α2
2γ2rr
+
χγ′θθΦ
′α2
γrrγθθ
− Φ
′χ′α2
2γrr
− 2χΦ
′Ω′α2
γrrΩ
+
α(∆K + 2Θ¯)(Π− βrΦ′)
Ω
+
χα′Φ′α
γrr
− βrβr ′Φ′ + (α˙− β
rα′)(Π− βrΦ′)
α
+
(Π− βrΦ′)βrΩ′
Ω
− 3α(Π− β
rΦ′)
aΩ
, (C.1i)
˙¯Θ = βrΘ¯′ +
1
2
αχΛr ′Ω− αχγ
′′
rrΩ
4γ2rr
− αχγ
′′
θθΩ
2γrrγθθ
+
αχ′′Ω
γrr
+
α(∆K + 2Θ¯)2
3Ω
− CZ4cαΘ¯(∆K + 2Θ¯)
Ω
− CZ4cZrχα
′Ω
γrr
− CZ4cZrαχ
′Ω
2γrr
− κ1(2 + κ2)αΘ¯
Ω
− 3αA
2
rrΩ
4γ2rr
+
αΛrχΩ
r
+
3αχ (γ′rr)
2 Ω
8γ3rr
+
αχ (γ′θθ)
2 Ω
4γrrγ2θθ
− 5α (χ
′)2 Ω
4γrrχ
− αχγ
′
rrΩ
2γrrγθθr
+
αΛrχγ′rrΩ
4γrr
− αχγ
′
θθΩ
γrrγθθr
+
αΛrχγ′θθΩ
2γθθ
+
2αχ′Ω
γrrr
− αγ
′
rrχ
′Ω
2γ2rr
+
αγ′θθχ
′Ω
γrrγθθ
− αχγ
′
rrΩ
′
γ2rr
+
2αχγ′θθΩ
′
γrrγθθ
− αχ
′Ω′
γrr
+
4αχΩ′
γrrr
+
2αχΩ′′
γrr
− 2α(∆K + 2Θ¯)
aΩ
+
3CZ4cαΘ¯
aΩ
+
3α
a2Ω
− 3αχ (Ω
′)2
γrrΩ
− 4piΩ
[
(Π− βrΦ′)2
α
+
αχ (Φ′)2
γrr
]
.(C.1j)
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The spherically symmetric GBSSN and Z4c constraint equations read:
H = − 3A
2
rr
2γ2rr
+
2(∆K + 2Θ¯)2
3Ω2
+
χ (γ′θθ)
2
2γrrγ2θθ
− 5 (χ
′)2
2γrrχ
− 2χ
γrrr2
+
2χ
γθθr2
+
2χγ′rr
γ2rrr
− 6χγ
′
θθ
γrrγθθr
+
χγ′rrγ
′
θθ
γ2rrγθθ
− γ
′
rrχ
′
γ2rr
+
2γ′θθχ
′
γrrγθθ
+
4χ′
γrrr
− 2χγ
′′
θθ
γrrγθθ
+
2χ′′
γrr
− 2χγ
′
rrΩ
′
γ2rrΩ
+
4χγ′θθΩ
′
γrrγθθΩ
− 2χ
′Ω′
γrrΩ
− 6χ (Ω
′)2
γrrΩ2
+
8χΩ′
γrrrΩ
+
4χΩ′′
γrrΩ
− 4(∆K + 2Θ¯)
aΩ2
+
6
a2Ω2
− 8pi
[
(Π− βrΦ′)2
α2
+
χ (Φ′)2
γrr
]
,(C.2a)
Mr = − γ
′
rrArr
γ2rr
+
3γ′θθArr
2γrrγθθ
− 3χ
′Arr
2γrrχ
+
3Arr
γrrr
+
A′rr
γrr
− 2(∆K
′ + 2Θ¯′)
3Ω
− 2ArrΩ
′
γrrΩ
+
8pi(Π− βrΦ′)Φ′
α
, (C.2b)
Zr =
1
2
γrrΛ
r +
1
r
− γrr
γθθr
− γ
′
rr
4γrr
+
γ′θθ
2γθθ
. (C.2c)
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