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Dispersion forces have a sizeable effect on the energy levels of highly excited Rydberg atoms when
brought close to material surfaces. Rydberg atoms experience energy shifts in the GHz range at
micrometer distances, suggestive of considerable state admixture. We show that despite the non-
applicability of perturbation theory for Rydberg atoms near a surface, the energy shift due to the
dispersion interaction can be obtained from an exact diagonalization of the interaction Hamiltonian
by finding the zeros of the Pick function. Moreover, we show that contrary to intuition from single-
mode approaches, surface-induced state mixing is generally suppressed even for large interaction
energies. We give a tailored example where mixing is observable despite this effect.
PACS numbers: 12.20.-m, 42.50.Nn, 32.80.Ee
INTRODUCTION
The change of atomic properties due to interactions
with the quantized electromagnetic field in the presence
of macroscopic bodies is a well-known effect. The theo-
retical approaches to the body-induced atomic (Casimir-
Polder) energy shift are usually based on second-order
perturbation theory [1, 2]. A perturbative framework
tacitly assumes the effect to be small, i.e., that the energy
levels and their differences are not changed significantly:∣∣∣〈m| Hˆint |n〉∣∣∣ ∣∣E0m − E0n∣∣ . (1)
Valid for ground-state and lowly-excited atoms, this as-
sumption breaks down for Rydberg atoms as the dipole-
matrix elements can become huge and the spectrum of
neighbouring excited states is very dense.
Research in the field of Rydberg atoms has recently
seen an enormous resurgence due to their extraordinary
properties and the technological advances in their coher-
ent manipulation. This has resulted in proposals and, in
part, implementation of photonic quantum devices such
as quantum gates and single-photon sources [3–7], quan-
tum computers [8, 9] and quantum simulators [10], ideas
that could also be expanded to Rydberg states of ions
[11]. In all these situations, precision control of atomic
systems requires well-understood surface effects.
The term Rydberg atom refers to an atom with one or
more of its valence electrons in a state with large principal
quantum number. Such states are relatively long-lived
[12]. Their large radius gives Rydberg states gigantic
dipole transition moments, resulting in strong long-range
dipole-dipole interactions. The subsequent van der Waals
dispersion interaction prevents the multiple excitation of
Rydberg states in atomic ensembles, an effect known as
dipole (or Rydberg) blockade [13, 14].
Similarly, due to their large electric polarizability the
Casimir-Polder force on atoms in Rydberg states near
a surface is several orders of magnitude larger than the
corresponding force on atoms in their ground state. This
force scales with the principal quantum number n as
n4 [15]. For this reason, experimental investigation into
atom-surface interactions have often used Rydberg atoms
[16–21]. In the example of Ref. [16], highly excited Cs and
Na atoms were passed through a cavity of gold-coated
mirrors and the transmission was measured. Due to the
attractive atom-surface interaction, a deflection towards
the surface was observed. The interaction strength for
atoms prepared in states with principal quantum num-
bers n = 12− 30 was shown to be 3− 4 orders of magni-
tude larger than those for ground-state atoms.
Such extreme body-induced level shifts naturally fall
into a regime where perturbation theory breaks down.
This is shown in Fig. 1 where we compare the Casimir-
Polder shift (black dashed curves) with the atomic un-
perturbed energies (red lines). Instead, one has to find
the eigenvalues of the matrix interaction
W = 〈ψ| Hˆ |ψ〉 (2)
in a suitably chosen basis. In the past, Bogoliubov-
type transformations have been used to exactly diago-
nalize the atom-field Hamiltonian modelling the atoms as
three dimensional isotropic harmonic oscillators interact-
ing with the quantum electromagnetic field. In this way,
both the atom-atom interaction [22] and atom-surface
interaction have been derived [23].
Strong coupling of a single cavity mode ν with an ex-
cited atom can be described in relatively simple terms on
the basis of the Jaynes-Cummings model. Here, an exact
diagonalization is readily available [24] where the eigen-
states of the strongly coupled system are superpositions
of the type α|1〉|0ν〉 + β|0〉|1ν〉 [25, 26]. For sufficiently
large interaction energies, an initially excited atom will
hence acquire a considerable mixing amplitude β when
interacting with the cavity mode. As we will show, the
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2situation is drastically different for the broad-band cou-
pling of an atom with a single surface.
In this article, we develop a non-perturbative descrip-
tion of the strong interaction of a multilevel Rydberg
atom with a nearby surface. This is achieved by exploit-
ing the arrowhead form of the interaction Hamiltonian
to find its exact eigenvalues as zeros of the Pick func-
tion [27]. We obtain results for both energy shifts and
mixing amplitudes, showing that the latter typically de-
viate from the above intuition from resonant single-mode
coupling.
MACROSCOPIC QUANTUM
ELECTRODYNAMICS
In electric dipole approximation, the Hamiltonian that
governs the dynamics of the coupled atom-field system
can be written as [2]
Hˆ = HˆF + HˆA + Hˆint
=
∞∫
0
dω
∫
d3r ~ω fˆ†(r, ω) · fˆ(r, ω) +
∑
n
~ωnAˆnn
−
∑
m,n
Aˆnmdnm · Eˆ(rA) . (3)
Here, HˆF is the Hamiltonian of the medium-assisted elec-
tromagnetic field which is expressed in terms of a set of
bosonic variables fˆ†(r, ω) and fˆ(r, ω) that are interpreted
as amplitude operators for the elementary excitations of
the medium-field system (polaritons). The Hamiltonian
HˆA of the uncoupled atom can be expanded in terms of
its eigenenergies En = ~ωn and eigenstates |n〉, where
Aˆnm = |n〉 〈m| denotes the transition operators between
two internal atomic states. The atom-field interaction
is given in terms of dipole transition matrix elements
dnm = 〈n| dˆ |m〉 and the electric-field operator
Eˆ(rA) =
∫ ∞
0
dω
∫
d3r
[
Ge(rA, r, ω) · fˆ(r, ω) + h.c.
]
.
(4)
The tensor Ge(rA, r, ω) is related to the classical Green
tensor G(rA, r, ω), i.e. the solution of the Helmholtz
equation with the appropriate boundary conditions, by
Ge(r, r
′, ω) = i
ω2
c2
√
~
ε0pi
Im ε(r′, ω)G(r, r′, ω), (5)
where ε(r, ω) is the (complex) dielectric permittivity of
the macroscopic body.
EXACT DIAGONALIZATION: GROUND-STATE
TWO-LEVEL ATOM
Let us consider first a two-level atom with energy levels
|1〉 and |0〉, for which the dipole operator is dˆ = dAˆ10 +
d∗Aˆ01. The atomic Hamiltonian is thus
HˆA = ~ω0Aˆ00 + ~ω1Aˆ11. (6)
It is useful to introduce position-dependent photon-like
amplitude operators aˆ (r, ω) and aˆ† (r, ω) as [28]
aˆ (r, ω) = − 1
~g (r, ω)
∫
d3r′d ·Ge (r, r′, ω) · fˆ (r′, ω) (7)
with a normalization factor
g (r, ω) =
√
µ0ω2
~pi
d · ImG (r, r, ω) · d∗ . (8)
The creation operator aˆ† (r, ω) can be used to define
single-quantum excitations from the ground state |{0}〉
of the medium-assisted electromagnetic field, |r, ω〉 =
aˆ† (r, ω) |{0}〉. These ladder operators obey the usual
commutation rule
[
aˆ (r, ω) , aˆ† (r, ω′)
]
= δ (ω − ω′). The
states |r, ω〉 are eigenstates of the field Hamiltonian HˆF
such that
HˆF |r, ω〉 = ~ω |r, ω〉 . (9)
The interaction Hamiltonian can then be re-written as
Hˆint = ~
∞∫
0
dω
[
g (rA, ω) aˆ (rA, ω) + g
∗ (rA, ω) aˆ† (rA, ω)
]
×
(
Aˆ01 + Aˆ10
)
, (10)
without applying the rotating-wave approximation.
The initial state is taken to be the ground state |0A〉 of
the two-level atom and the vacuum state of the medium-
assisted field |{0}〉 which is connected via the interac-
tion Hamiltonian to a (continuous) set of final states
|1A〉 |rA, ω〉 [29]. Our aim is to diagonalize the total
Hamiltonian within this basis, that is, to find the exact
solutions of Hˆ|ψ〉 = ~Ω|ψ〉, where
|ψ〉 = C0 |0A〉 |{0}〉+
∫ ∞
0
dω C1 (ω) |1A〉 |rA, ω〉 . (11)
Note that this amounts to truncating the Hilbert space to
the zero- and single-photon sectors. Applying the Hamil-
tonian to the state |ψ〉 yields a set of equations
(ω0 − Ω)C0 +
∫ ∞
0
dω C1(ω)g(rA, ω) = 0, (12a)
g∗(rA, ω)C0 + (ω + ω1 − Ω)C1(ω) = 0 (12b)
for the eigenfrequencies Ω.
For further investigation, we discretize the frequency
integral in Eq. (12a) according to∫ ∞
0
dω C1(ω)g(rA, ω) 7→
N∑
i=1
∆ω C1(ω
(i))g(rA, ω
(i)).
(13)
3This leads to a set of N + 1 equations
(ω0 − Ω)C0 + ∆ω
N∑
i=1
C1(ω
(i))g(rA, ω
(i)) = 0, (14a)
g∗(rA, ω(i))C0 + (ω(i) + ω1 − Ω)C1(ω(i)) = 0, (14b)
which can be brought into the matrix form
M · c = 0 (15)
with an (N + 1)-dimensional coefficient vector
c = (C0, C
(1)
1 , . . . , C
(N)
1 )
T .
The matrix
M =

a r1 r2 · · · rN
c1 d1 0 · · · 0
c2 0 d2 · · · 0
...
...
...
. . .
...
cN 0 · · · · · · dN
 (16)
is of arrowhead type with entries
a = ω0 − Ω , di = ω(i) + ω1 − Ω , (17a)
ri = ∆ωg(rA, ω
(i)) , ci = g
∗(rA, ω(i)) . (17b)
The eigenvalue equation (15) has a unique solution if
the determinant of M vanishes, where the latter takes
the form
detM = (ω0 − Ω)
N∏
i=1
(ω(i) + ω1 − Ω)
−
N∑
i=1
∆ω|g(rA, ω(i))|2
∏
j 6=i
(ω(i) + ω1 − Ω) = 0 (18)
and is known as the Pick function [27]. The solution to
the above equation is
(ω0 − Ω)−
N∑
i=1
∆ω
|g(rA, ω(i))|2
ω(i) + ω1 − Ω = 0. (19)
Performing the continuum limit by reversing relation (13)
and inserting the normalization g(rA, ω), Eq. (8), we find
ω0 − Ω = µ0~pi
∫ ∞
0
dω
ω2d · ImG(rA, rA, ω) · d∗
ω + ω1 − Ω . (20)
This is a transcendental equation for the eigenvalue Ω.
Writing Ω = ω0 + δω0 and noting that ωA = ω1−ω0 is
the (unperturbed) atomic transition frequency, Eq. (20)
assumes its more familiar form
δω0 = −µ0~pi
∫ ∞
0
dω
ω2d · ImG(rA, rA, ω) · d∗
ω + ωA − δω0 . (21)
Only if the energy shift δω0 is much smaller compared
to the transition frequency ωA, δω0  ωA, does Eq. (21)
revert to its perturbative form without δω0 in the denom-
inator under the frequency integral [1, 2].
The exact diagonalization also yields the normalized
eigenvector of the matrix (16) corresponding to the eigen-
value Ω [27]:
v =
x
‖x‖ , x = [1,−r1/d1,−r2/d2, . . . ,−rN/dN ]
T . (22)
Substituting Eqs. (17) for ri and di and performing the
continuum limit, one finds
C0 =
1√N , C1(ω) = −
1√N
g(rA, ω)
ω + ωA − δω0 (23)
with the normalization factor
N = 1 +
∫ ∞
0
dω
|g(rA, ω)|2
(ω + ωA − δω0)2 . (24)
Hence, the probability for the atom to be found in its
initial, unperturbed ground state when brought close to
the surface is
p0 = |C0|2
=
[
1 +
µ0
~pi
∫ ∞
0
dω
ω2d · ImG(rA, rA, ω) · d∗
(ω + ωA − δω0)2
]−1
. (25)
On the other hand, there is a finite probability
p1 =
∫ ∞
0
dω |C1(ω)|2 = 1− p0 (26)
for the atom to be transferred to its excited state due to
surface-induced state-mixing. Alternatively, these prob-
abilities could have been determined using the Fano di-
agonalization method [29].
EXTENSION TO MULTILEVEL RYDBERG
ATOMS
The analysis for a two-level system can easily be ex-
tended to multiple excited states that may be distin-
guished by suitable quantum numbers. For an atom ini-
tially prepared in an unperturbed state |nA〉, we are seek-
ing eigenstates of the form
|ψn〉 = Cn |nA〉 |{0}〉
+
∑
k 6=n
∫ ∞
0
dω
∫
d3rCk(r, ω) · |kA〉 |1(r, ω)〉 (27)
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FIG. 1: (Color online) Change of energy of the 32S1/2 and
32P1/2 Rydberg states of Rb in the presence of a gold plate
(black solid lines). We compare the self-consistent results with
those from perturbation theory (inset plot in black dashed
lines). The substrate gold was describe by a Drude model
ε(ω) = 1− ω
2
p
ω(ω + iγ)
with ωp = 1.37×1016s−1 and γ = 4.12×
1013s−1. The atomic dipole matrix elements were calculated
using wave functions based on the Numerov method [35, 36].
Due to their sharply peaked nature as a function of n, only
states with |∆n| ≤ 2 had to be considered.
with |1(r, ω)〉 = fˆ†(r, ω) |{0}〉. The eigenvalue equations
then take the form
(ωn − Ωn)Cn
− 1
~
∑
k 6=n
∫ ∞
0
dω
∫
d3r dnk ·Ge (rA, r, ω) ·Ck(r, ω) = 0,
(28a)
− 1
~
dkn ·Ge (rA, r, ω)Cn + (ω + ωk − Ωn)Ck(r, ω) = 0.
(28b)
We generalize the discretization to the case of the index i
now running over the set of variables {k, r, ω}. The Pick
function then yields an eigenvalue Ωn = ωn + δωn with
δωn = −µ0~pi
∑
k 6=n
P
∫ ∞
0
dω
ω2dnk · ImG(rA, rA, ω) · dkn
ω + ωkn − δωn .
(29)
In order to interpret the implications of our truncation
of the Hilbert space to the zero- and one-photon sectors,
let us compare our result with that of perturbation the-
ory. If the shift δωn is much smaller compared to the
transition frequency ωkn, δωn  ωkn, one may neglect
the term −δωn in the denominator to recover the well-
known leading (second-order) perturbative result [1, 2].
δω(1)n = −
µ0
~pi
∑
k 6=n
P
∫ ∞
0
dω
ω2dnk · ImG(rA, rA, ω) · dkn
ω + ωkn
.
(30)
The next-to-leading order correction can be easily
found by applying a linear Taylor expansion of the right
hand side of Eq. (29) in δωn/ωkn:
δω(2)n =
µ20
~pi2
∑
k 6=n
P
∫ ∞
0
dω
ω2dnk · ImG(rA, rA, ω) · dkn
ω + ωkn
×
∑
l 6=n
P
∫ ∞
0
dω
ω2dnl · ImG(rA, rA, ω) · dln
(ω + ωln)2
. (31)
We compare this with the contributions from fourth-
order perturbation theory:
∆E = −
∑
k
|〈n|Hˆint|k〉|2
En − Ek
∑
l
|〈n|Hˆint|l〉|2
(En − El)2
+
∑
k,l,m
〈n|Hˆint|k〉〈k|Hˆint|l〉〈l|Hˆint|m〉〈m|Hˆint|n〉
(En − Ek)(En − El)(En − Em) . (32)
One observes that the correction (31) as obtained from
expanding the energy shift (29) is equal to the first of the
two fourth-order contributions. This type of contribution
factorises. The second fourth-order contribution does not
factorise; it contains two-photon intermediate states. We
conclude that our diagonalisation as obtained from re-
stricting the field Hilbert space to the zero- and one-
photon sectors corresponds to a complete resummation
of factorisable contributions from perturbation theory to
all orders. Note that similar resummations of certain
classes of perturbative contributions are in use in various
fields of physics. For instance, microscopic expansions of
dispersion interactions are based on a resummation of all
factorisable contributions of the Born expansion [30, 31],
ensuring better convergence [32]. Structurally similar re-
summation methods are commonly used in quantum field
theories in the context of mass renormalisation [33].
Our diagonalisation method is complementary to per-
turbation theory in the following sense: when extending
our method to the two-photon sector, one would obtain
the non-factorisable fourth-order contribution of Eq. (32)
above together with all its factorisable higher-order cor-
rections.
To illustrate our results, Fig. 1 shows the results of the
exact diagonalization (21) compared to the results ob-
tained from second-order perturbation theory. One ob-
serves that, for small distances, perturbation theory does
not reproduce the results from the transcendental result
obtained by the exact diagonalization.
Our result (29) resembles that of Ref. [34], obtained
by a different (nonperturbative) method from the dy-
namical evolution of the atomic variables. The difference
is the absence of a term +δωk from the denominator of
Eq. (29). This is due to the fact that we evaluate the Pick
function separately for each state. To estimate the error
made by neglecting the intermediate-state energy shifts
δωk in the denominator, we have iteratively solved the set
of equations (29) for δωn and its relevant neighbouring
states δωk. Here, we update the energy levels at each step
5of the separation until numerical convergence is reached.
The result is shown by the inset plot in Fig. 1. Its dif-
ference from our original result (29) is small compared
to that between both results and standard second-order
perturbation theory.
SURFACE-INDUCED STATE MIXING
Evaluating the eigenvector (22) for the multilevel case
(28), one finds
C0 =
1√Nn
, Ck(r, ω) = − 1√Nn
dnk ·Ge(rA, r, ω)
~ (ω + ωkn − δωn)
(33)
with a normalization factor
Nn = 1+
µ0
~pi
∑
k 6=n
P
∫ ∞
0
dω
ω2dnk · ImG(rA, rA, ω) · dkn
(ω + ωkn − δωn)2 . (34)
The respective eigenstate (27) agrees with the pertur-
bative result when neglecting the term δωn in the de-
nominator — up to a phase in the amplitude Ck(r, ω).
Note that we have regularised the frequency integral via
a principal value in the generalised form
P
(z − a)2 =
1
2
lim
→0+
[
1
(z − a+ iε)2 +
1
(z − a− iε)2
]
(35)
so that Nn = 1 +
∑
k 6=n
Nnk with
Nnk = µ0~ θ(ωnk + δωn)
× [ω2dnk · ReG(rA, rA, ω) · dkn]′ω=ωnk+δωn
− µ0
~pi
∞∫
0
dξξ2
(ωkn − δωn)2 − ξ2
[(ωkn − δωn)2 + ξ2]2
× dnk ·G(rA, rA, iξ) · dkn . (36)
We then find probabilities
p0 = |C0|2 = 1Nn (37)
for the atom to remain in its initial state |nA〉 and
pk = P
∫ ∞
0
dω
∫
d3r |Ck(r, ω)|2 = NnkNn (38)
for it to be found in a different state due to surface-
induced admixture.
Note that our stationary approach is valid only under
adiabatic conditions similar to those considered in the
strong-coupling scenarios of Refs. [25, 26]: atom and field
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FIG. 2: (Color online) Probabilities for an 87Rb atom initially
prepared in the state 32S1/2 of being in any other excited
state when brought close to a left-handed metamaterial as a
function of the atom-surface distance.
are originally prepared in their uncoupled eigenstates far
from the surface, this separable state being an eigenstate
of the total system. As the atom is slowly brought to
the vicinity of the surface, the coupling is adiabatically
increased. The system hence remains in an eigenstate to
end up in the coupled state of our stationary approach.
Contrary to the intuition from resonant single-mode in-
teractions, the mixing probabilities vanish for a perfectly
conducting plate in the nonretarded limit: in this case,
ω2G(rA, rA, ω) is independent of frequency, making both
the ω-derivative and the ξ-integral in Eq. (36) vanish.
From the mixing probabilities near the well-conducting
gold surface as a function of atom-surface distance zA,
one observes that the presence of the metal surface mixes
the unperturbed eigenstates only weakly, with admixture
probabilities on the order of 10−5 — despite the enor-
mous energy shifts shown in Fig. 1.
Larger admixtures are expected for materials with a
strongly dispersive dielectric response at or below the
Rydberg transition frequencies. As an example, let us
discuss the results for a two-dimensionally isotropic, left-
handed metamaterial as described in Ref. [37] via an ef-
fective dielectric function,
εeff(ω) = 1−
ω2p − ω20
ω2 − ω20 + iγω
(39)
with ωp = 2pi × 20 GHz, ω0 = 2pi × 10 GHz and γ =
2pi × 1 GHz. A Rb atom initially prepared in the state
32S1/2 will be subject to mixing with states kP1/2,3/2
when brought close to such a metamaterial:∣∣(nS1/2)1〉 = CnS1/2nS1/2 (zA) ∣∣(nS1/2)0〉+∑
k
CnS1/2kP1/2,3/2 (zA)
∣∣(kP1/2,3/2)0〉 , (40)
In Fig. 2, we show the probabilities for this admixture
as a function of atom-surface distance zA. It can be de-
tected by probing an originally dipole-forbidden transi-
tion nS1/2 → n′S1/2 which becomes weakly allowed due
6to surface-induced mixing:〈
(nS1/2)
1
∣∣ dˆ ∣∣(n′S1/2)0〉
=
∑
k
C∗nS1/2kP1/2,3/2 (zA)
〈
(kP1/2,3/2)
0
∣∣ dˆ ∣∣(n′S1/2)0〉 .
(41)
Its magnitude depends on the atom-surface distance and
could potentially be used as a measuring tool for deter-
mining zA.
As an example of this effect, take the state 32S1/2
where, for simplicity, we only consider the admixture
with the state 32P1/2. The transition dipole mo-
ment d32S,33S(zA) associated with the now weakly al-
lowed atomic transition 32S1/2 → 33S1/2 is given by
C∗1 (zA)d32P,33S and, from Fig. 2, one can see that the
ratio d32S,33S(zA)/d32S,32P can be as large as 15%.
SUMMARY
Within the framework of macroscopic QED, we have
shown that the failure of perturbation theory for highly
excited Rydberg atoms interacting with a nearby sur-
face can be overcome by calculating their energy shifts
from an exact diagonalization of the interaction Hamil-
tonian. In the case of very small atom-surface distance
or very large principal quantum number n, the deviation
of the exact energy shift from the second-order perturba-
tion theory result can be appreciable. We have further
shown that, contrary to expectations from single-mode
coupling, surface-induced state mixing is suppressed for
good conductors despite large interaction energies. We
have shown that in the particular example of a metama-
terial with low-frequency resonances, an atom acquires a
finite probability to be found in a new internal energy
eigenstate when brought close to a surface.
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