Motivated by notions from coding theory, we study the generalized minimum distance (GMD) function δI (d, r) of a graded ideal I in a polynomial ring over an arbitrary field using commutative algebraic methods. It is shown that δI is non-decreasing as a function of r and non-increasing as a function of d. For vanishing ideals over finite fields, we show that δI is strictly decreasing as a function of d until it stabilizes. We also study algebraic invariants of Geramita ideals. Those ideals are graded, unmixed, 1-dimensional and their associated primes are generated by linear forms. We also examine GMD functions of complete intersections and show some special cases of two conjectures of Tohȃneanu-Van Tuyl and Eisenbud-Green-Harris.
Introduction
Let K be any field, and let C be a linear code that is the image of some K-linear map K s −→ K n . Suppose G is the s × n matrix representing this map with respect to some chosen bases and assume that G has no zero columns. By definition, the minimum (Hamming) distance of C is δ(C) := min{wt(v) | v ∈ C \ {0}}, where for any vector w ∈ K n , the weight of w, denoted wt(w), is the number of nonzero entries in w. More generally, for 1 ≤ r ≤ dim K (C), the r-th generalized Hamming distance, denoted δ r (C), is defined as follows. For any subcode, i.e., linear subspace, D ⊆ C define the support of D to be χ(D) := {i | there exists (x 1 , . . . , x n ) ∈ D with x i = 0}. Then the r-th generalized Hamming distance of C is δ r (C) := min D⊆C, dim D=r |χ(D)|.
The weight hierarchy of C is the sequence (δ 1 (C), . . . , δ k (C)), where k = dim(C). Observe that δ 1 (C) equals the minimum distance δ(C). The study of these weights is related to trellis coding, t-resilient functions, and was motivated by some applications from cryptography [35] . It is the study of the generalized Hamming weight of a linear code that motivates our definition of a generalized minimum distance function for any graded ideal in a polynomial ring [18, 20] . If the rank of G is s, then it turns out (see [35] ) that (1.1) δ r (C) = n − hyp r (C), where hyp r (C), is the maximum number of columns of G that span an (s − r)-dimensional vector subspace of K s . Moreover, if G also has no proportional columns then the columns of G determine the coordinates of n (projective) points in P s−1 , not all contained in a hyperplane.
Denote this set X = {P 1 , . . . , P n } and let I := I(X) ⊂ S := K[t 1 , . . . , t s ] be the defining ideal of X. We have:
• the (Krull) dimension of S/I is dim(S/I) = 1, and the degree is deg(S/I) = n;
• the ideal I is given by I = p 1 ∩ · · · ∩ p n , where p i is the vanishing ideal of the point P i , so I is unmixed, each associated prime ideal p i is generated by linear forms, and I = √ I; • hyp r (C) = max A similar approach can be taken for projective Reed-Muller-type codes. Let X = {P 1 , . . . , P n } be a finite subset of P s−1 . Let I := I(X) ⊂ S = K[t 1 , . . . , t s ], be the defining ideal of X. Via a rescaling of the homogeneous coordinates of the points P i , we can assume that the first non-zero coordinate of each P i is 1. Fix a degree d ≥ 1. Because of the assumption on the coordinates of the P i , there is a well-defined K-linear map given by the evaluation of the homogeneous polynomials of degree d at each point in X. This map is given by
f → (f (P 1 ), . . . , f (P n )) ,
where S d denotes the K-vector space of homogeneous polynomials of S of degree d. The image of S d under ev d , denoted by C X (d), is called a projective Reed-Muller-type code of degree d on X [5, 11, 15] . The parameters of the linear code C X (d) are:
• length: |X| = deg(S/I);
• dimension: dim K C X (d) = H X (d), the Hilbert function of S/I in degree d;
• r-th generalized Hamming weight: δ X (d, r) := δ r (C X (d)).
By [13, Theorem 4 .5] the r-th generalized Hamming weight of a projective Reed-Muller code is given by where F d,r is a set of r forms of degree d in S which are linearly independent over K modulo the ideal I.
As we can see above, the generalized Hamming weights for any linear code can be interpreted using the language of commutative algebra. Motivated by the notion of generalized Hamming weight described above and following [13] we define generalized minimum distance (GMD) functions for any homogeneous ideal in a polynomial ring. This allows us to extend the notion of generalized Hamming weights to codes arising from algebraic schemes, rather than just from reduced sets of points. Another advantage to formulating the notion of generalized minimum distance in the language of commutative algebra is that it allows the use of various homological invariants of graded ideals to study the possible values for these GMD functions.
Let S = K[t 1 , . . . , t s ] = ⊕ ∞ d=0 S d be a polynomial ring over a field K with the standard grading and let I = (0) be a graded ideal of S. Given d, r ∈ N + , let F d,r be the set: where f = f + I is the class of f modulo I, and (I : (f 1 , . . . , f r )) = {g ∈ S | gf i ∈ I, for all i}. If necessary we denote F d,r by F d,r (I). We denote the degree of S/I by deg(S/I). This notion recovers (Proposition 3.14) and refines the algebraic-geometric notion of degree. If r = 1 one obtains the minimum distance function of I [23] . In this case we denote δ I (d, 1) simply by δ I (d) and F d,r by F d .
The aims of this paper are to study the behavior of δ I , to introduce algebraic methods to estimate this function, and to study the algebraic invariants (minimum distance function, vnumber, regularity, socle degrees) of special ideals that we call Geramita ideals. Recall that an ideal I ⊂ S is called unmixed if all its associated primes have the same height; this notion is sometimes called height unmixed in the literature. We call an ideal I ⊂ S a Geramita ideal if I is an unmixed graded ideal of dimension 1 whose associated primes are generated by linear forms. The defining ideal of the scheme of a finite sets of projective fat points and the unmixed monomial ideals of dimension 1 are examples of Geramita ideals.
The following function is closely related to δ I as illustrated in Eq. (1.1).
Definition 1.2. Let I be a graded ideal of S. The function hyp I : N + × N + → N, given by
is called the hyp function of I.
If r = 1, we denote hyp I (d, 1) by hyp I (d). Finding upper bounds for hyp I (d, r) is equivalent to finding lower bounds for δ I (d, r). If I(X) is the vanishing ideal of a finite set X of reduced projective points, then hyp I(X) (d, 1) is the maximum number of points of X contained in a hypersurface of degree d (see [32, Remarks 2.7 and 3.4] ). There is a similar geometric interpretation for hyp I(X) (d, r) [13, Lemma 3.4] .
To compute δ I (d, r) is a difficult problem even when K is a finite field and r = 1. However, we show that a generalized footprint function, which is more computationally tractable, gives lower bounds for δ I (d, r). Fix a monomial order ≺ on S. Let in ≺ (I) be the initial ideal of I and let ∆ ≺ (I) be the footprint of S/I, consisting of all the standard monomials of S/I with respect to ≺. The footprint of S/I is also called the Gröbneréscalier of I. Given integers d, r ≥ 1, let M ≺,d,r be the set of all subsets M of ∆ ≺ (I) d := ∆ ≺ (I) ∩ S d with r distinct elements such that (in ≺ (I) : (M )) = in ≺ (I). If r = 1 one obtains the footprint function of I that was studied in [27] from a theoretical point of view (see [23, 24] for some applications). In this case we denote fp I (d, 1) simply by fp I (d) and M ≺,d,r by M ≺,d . The importance of the footprint function is that it gives a lower bound on the generalized minimum degree function (Theorem 3.9) and it is computationally much easier to determine than the generalized minimum degree function. See the Appendix for scripts that implement these computations.
The content of this paper is as follows. In Section 2 we present some of the results and terminology that will be needed throughout the paper. In some of our results we will assume that there exists a linear form h that is regular on S/I, that is, (I : h) = I. There are wide families of ideals over finite fields that satisfy this hypothesis, e.g., vanishing ideals of parameterized codes [29] . Thus our results can be applied to a variety of Reed-Muller type codes [15] , to monomial ideals, and to ideals that satisfy |K| > deg(S/ √ I). In Section 3 we study GMD functions of unmixed graded ideals. The footprint matrix (fp I (d, r)) and the weight matrix (δ I (d, r)) of I are the matrices whose (d, r)-entries are fp I (d, r) and δ I (d, r), respectively. We show that the entries of each row of the weight matrix form a non-decreasing sequence and that the entries of each column of the weight matrix form a nonincreasing sequence (Theorem 3.9). We also show that fp I (d, r) is a lower bound for δ I (d, r) (Theorem 3.9). This was known when I is the vanishing ideal of a finite set of projective points [13, Theorem 4.9] .
Let I ⊂ S be an unmixed graded ideal whose associated primes are generated by linear forms. In Section 4 we study the minimum distance functions of these ideals. For δ I (d) = δ I (d, 1), the regularity index of δ I , denoted reg(δ I ), is the smallest d ≥ 1 such that δ I (d) = 1. If I is prime, we set reg(δ I ) = 1. The regularity index of δ I is the index where the value of this numerical function stabilizes (Remark 3.10), named by analogy with the regularity index for the Hilbert function of a fat point scheme Z which is the index where the Hilbert function H Z of Z stabilizes.
In order to study the behavior of δ I we introduce a numerical invariant called the v-number (Definition 4.1). We give a description for this invariant in Proposition 4.2 that will allow us to compute it using computer algebra systems, e.g. Macaulay2 [16] From the viewpoint of algebraic coding theory it is important to determine reg(δ I ). Indeed let X be a set of projective points over a finite field K, let C X (d) be its corresponding Reed-Muller type code, and let δ X (d) be the minimum distance of C X (d) (see Section 5), then δ X (d) ≥ 2 if and only if 1 ≤ d < reg(δ I(X) ). Our results give an effective method-that can be applied to any Reed-Muller type code-to compute the regularity index of the minimum distance (Corollary 5.6, Example 4.5).
The minimum socle degree s(I) of S/I (Definition 2.7) was used in [32] to obtain homological lower bounds for the minimum distance of a fat point scheme Z in P s−1 . We relate the minimum socle degree, the v-number and the Castelnuovo-Mumford regularity for Geramita ideals in 
This inequality is well known when I is the vanishing ideal of a finite set of projective points [29, p. 82] . In this case the inequality is called the Singleton bound [33, Corollary 1.1.65].
Projective Reed-Muller-type codes are studied in Section 5.
The main result of Section 5 shows that the entries of each column of the weight matrix (δ X (d, r)) form a decreasing sequence until they stabilize.
In particular one recovers the case when X is a set, lying on a projective torus, parameterized by a finite set of monomials [12, Theorem 12] . Then we show that δ X (d, H X (d)) is equal to |X| for d ≥ 1 (Corollary 5.7).
In Section 6 we examine minimum distance functions of complete intersection ideals and show some special cases of the following two conjectures. Conjecture 6.3 Let X be a finite in P s−1 and suppose that I = I(X) is a complete intersection generated by
We prove part (a) of this conjecture, in a more general setting, when I is equigenerated, that is, all minimal homogeneous generators have the same degree (Proposition 6.4, Remark 6.6). The conjecture also holds for P 2 [32, Theorem 4.10] (Corollary 6.5). According to [8] , part (b) of this conjecture is true for the following values of d:
For all unexplained terminology and additional information we refer to [4, 6, 26] (for the theory of Gröbner bases, commutative algebra, and Hilbert functions), and [22, 33] (for the theory of error-correcting codes and linear codes).
Preliminaries
In this section we present some of the results that will be needed throughout the paper and introduce some more notation. All results of this section are well-known. To avoid repetitions, we continue to employ the notations and definitions used in Section 1. The degree or multiplicity of S/I is the positive integer
As usual ht(I) will denote the height of the ideal I. By the dimension of I (resp. S/I) we mean the Krull dimension of S/I denoted by dim(S/I).
One of the most useful and well-known facts about the degree is its additivity: 
The Castelnuovo-Mumford regularity of S/I (regularity of S/I for short) and the minimum socle degree (s-number for short) of S/I are defined as reg(S/I) = max{j − i | b i,j = 0} and s(I) = min{j − g | b g,j = 0}.
If S/I is Cohen-Macaulay (i.e. g = dim(S) − dim(S/I)) and there is a unique j such that b g,j = 0, then the ring S/I is called level. In particular, a level ring for which the unique j such that b g,j = 0 is b g,j = 1 is called Gorenstein.
An excellent reference for the regularity of graded ideals is the book of Eisenbud [7] . The footprint of an ideal. Let ≺ be a monomial order on S and let (0) = I ⊂ S be an ideal. If f is a non-zero polynomial in S, the leading monomial of f is denoted by in ≺ (f ). The initial ideal of I, denoted by in ≺ (I), is the monomial ideal given by in
We will use the following multi-index notation: for a = (a 1 , . . . , a s ) ∈ N s , set t a := t a 1 1 · · · t as s . A monomial t a is called a standard monomial of S/I, with respect to ≺, if t a is not in the ideal in ≺ (I). A polynomial f is called standard if f = 0 and f is a K-linear combination of standard monomials. The set of standard monomials, denoted ∆ ≺ (I), is called the footprint of S/I. The image of the standard polynomials of degree d, under the canonical map S → S/I, x → x, is equal to S d /I d , and the image of ∆ ≺ (I) is a basis of S/I as a K-vector space. This is a classical result of Macaulay (for a modern approach see [4, Chapter 5] ). In particular, if I is graded, then H I (d) is the number of standard monomials of degree d. Let ≺ be a monomial order and let F ≺,d,r be the set of all subsets F = {f 1 , . . . , f r } of S d such that (I : (F )) = I, f i is a standard polynomial for all i, f 1 , . . . , f r are linearly independent over the field K, and in ≺ (f 1 ), . . . , in ≺ (f r ) are distinct monomials.
The next result is useful for computations with Macaulay2 [16] (see Procedure A.2).
Proposition 2.14.
[13, Proposition 4.8] The generalized minimum distance function of I is given by the following formula
An ideal I ⊂ S is called radical if I is equal to its radical. The radical of I is denoted by √ I. For convenience we include a short proof of the following useful fact. 
Generalized minimum distance function of a graded ideal
In this section we study the generalized minimum distance function of a graded ideal. Part (c) of the next lemma was known for vanishing ideals and part (b) for unmixed radical ideals [13, Proposition 3.5, Lemma 4.1].
Lemma 3.1. Let I ⊂ S be an unmixed graded ideal, let ≺ be a monomial order, and let F be a finite set of homogeneous polynomials of S such that (I : (F )) = I. The following hold. 
Proof. The proof is straightforward. 
The next result was shown in [13, Theorem 4.5] for vanishing ideals over finite fields.
Theorem 3.5. Let I ⊂ S be a graded unmixed radical ideal. Then
Proof. If F d,r = ∅, then δ I (d, r) and ϑ I (d, r) are equal to deg(S/I). Now assume that F d,r = ∅. Using Lemma 3.1(c), we obtain
As the next result shows for r = 1 we do not need the assumption that I is a radical ideal. For r ≥ 2 this assumption is essential, as shown in the next Example 3.6. 
Recall from the introduction that the definition of δ I (d, r) was motivated by the notion of generalized Hamming weight of a linear code [18, 35] . The following compilation of facts reflects the monotonicity of the generalized minimum distance function with respect of its two input values for the case of linear codes corresponding to reduced sets of points. 
Proof. (c): By (a), one has m − k + 1 = δ 1 (C) ≤ δ i (C) − (r − 1). Thus m − k + r ≤ δ i (C) and, by (b), equality holds.
Below we consider more generally the behavior of the generalized minimum distance function and the footprint function for arbitrary graded ideals. The next result shows that the entries of any row (resp. column) of the weight matrix of I form a non-decreasing (resp. non-increasing) sequence. Parts Theorem 3.9. Let I ⊂ S be an unmixed graded ideal, let ≺ be a monomial order on S, and let d ≥ 1, r ≥ 1 be integers. The following hold. 
is not empty and pick
. . , f r } and noticing that I (I : (F )) ⊂ (I : If the set F d+1,r is not empty, there is F ∈ F d+1,r such that Example 3.11. Let S = K[t 1 , . . . , t 6 ] be a polynomial ring over the finite field K = F 3 and let I be the ideal (t 1 t 6 − t 3 t 4 , t 2 t 6 − t 3 t 5 ). The regularity and the degree of S/I are 2 and 4, respectively, and H I (1) = 6, H I (2) = 19. Using Procedure A.2 and Theorem 3.9(a) we obtain:
(fp I (d, r)) = 1 3 4 4 4 4 ∞ 1 1 1 1 2 3 3 , d = 1, 2 and r = 1, . . . , 7, and (δ I (1, 1) , . . . , δ I (1, 5)) = (3, 3, 4, 4, 4) . Proof. We set r = H I (d). It suffices to show that F d,r = ∅. We proceed by contradiction. Assume that F d,r is not empty and let F = {f 1 , . . . , f r } be an element of F d,r . Let p 1 , . . . , p m be the associated primes of I. As I (I : (F )), we can pick g ∈ S such that g(F ) ⊂ I and g / ∈ I. Then (F ) is contained ∪ m i=1 p i , and consequently (F ) ⊂ p i for some i. Since r = H I (d), one has S d /I d = Kf 1 ⊕ · · · ⊕ Kf r ⇒ S d = Kf 1 + · · · + Kf r + I d . . . . , t s ). Therefore p i = m, a contradiction because I is unmixed and dim(S/I) ≥ 1.
Example 3.15. Let S = K[t 1 , t 2 , t 3 ] be a polynomial ring over a field K and let (fp I (d, r)) and (δ I (d, r)) be the footprint matrix and the weight matrix of the ideal I = (t 3 1 , t 2 t 3 ). The regularity and the degree of S/I are 3 and 6. Using Procedure A.1 we obtain:
If r > H I (d), then M ≺,d,r = ∅ and the (d, r)-entry of this matrix is equal to 6, but in this case we write ∞ for computational reasons. Therefore, by Proposition 3.13, (fp I (d, r) ) is equal to (δ I (d, r) ). Thus δ I (3, 4) is attained at F .
Minimum distance function of a graded ideal
In this section we study minimum distance functions of unmixed graded ideals whose associated primes are generated by linear forms and the algebraic invariants of Geramita ideals. 4.1. Minimum distance function for unmixed ideals. We begin by introducing the following numerical invariant which will be used to express the regularity index of the minimum distance function (Proposition 4.6). The v-number is finite for any graded ideal by the definition of associated primes. If p is a prime ideal and p = m, then v(p) = 1.
Let I m ⊂ S be a graded ideal and let p 1 , . . . , p m be its associated primes. One can define the v-number of I locally at each p i by
The v-number of I is equal to min{v p 1 (I), . . . , v pm (I)}. If I = I(X) is the vanishing ideal of a finite set X = {P 1 , . . . , P m } of reduced projective points and p i is the vanishing ideal of P i , then v p i (I) is the degree of P i in X in the sense of [10, Definition 2.1].
We give an alternate description for the v-number using initial degrees of certain modules. This will allow us to compute the v-number using Macaulay2 [16] (see Proof. The strict inclusion I (I : p) follows from the equivalence of Eq. (4.1) below. As a preliminary step of the proof of the equality we establish that for a prime p ∈ Ass(I) we have 
. The associated primes of I are p 1 = (t 2 , t 3 , t 4 ), p 2 = (t 1 , t 3 , t 4 ), p 3 = (t 1 , t 2 , t 4 ), p 4 = (t 1 , t 2 , t 3 ). Using Using Propositions 4.2 and 4.6, together with Procedure A.4, we get v(I) = reg(δ X ) = 3, reg(S/I) = 4, δ X (1) = 6, δ X (2) = 3, and δ X (d) = 1 for d ≥ 3. The vanishing ideal of X is generated by The ideal p = pS is a prime ideal of S because p is generated by linear forms, and so is p. The ideal I is Geramita. To show this, let I = ∩ m i=1 q i be the minimal primary decomposition of I, where q i is a p i -primary ideal. Since p i S is prime, the ideal q i S is a p i S-primary ideal of S, and the minimal primary decomposition of I is If S/I is level then so is S/I, because the Betti numbers (b i,j in Definition 2.7) for S/I and S/I agree [6, 6.10] . Furthermore, since the ring S/I is level, we have s(I) = reg(S/I) by [7, 4.13, 4.14] and which gives equality everywhere.
Definition 4.11. [17, 32] Let Z = a 1 P 1 + · · · + a m P m ⊂ P s−1 be a set of fat points, and suppose that Z ′ = a 1 P 1 + · · · + (a i − 1)P i + · · · + a m P m for some i = 1, . . . , m. We call f ∈ S d a separator of P i of multiplicity a i if f ∈ I(Z ′ ) \ I(Z). The vanishing ideal I(Z) of Z is ∩ m i=1 p a i i , where p i is the vanishing ideal of P i . If Z is a set of reduced points (i.e., a 1 = · · · = a m = 1), the degree of P i , denoted deg Z (P i ), is the least degree of a separator of P i of multiplicity 1. Let Z = a 1 P 1 + · · · + a m P m ⊂ P s−1 be a set of fat points, and suppose that Z ′ = a 1 P 1 + · · · + (a i − 1)P i + · · · + a m P m for some i = 1, . . . , m. If f is a separator of P i of multiplicity a i , then deg(f ) ≥ v(I) ≥ s(I).
Proof. If f is a separator of P i of multiplicity a i and p i be the vanishing ideal of P i , then f ∈ (I : As the next result shows Cayley-Bacharach ideals are connected to Reed-Muller type codes and to minimum distance functions. Proof. It follows from Proposition 4.6 and Theorem 4.10.
There are some families of Reed-Muller type codes where the minimum distance and its index of regularity are known [21, 30] . In these cases one can determine whether or not the corresponding sets of points are Cayley-Bacharach. Proof. It follows from Corollary 4.15 because according to [30] the regularity index of δ I(X) is equal to reg(S/I(X)).
Next we give a lemma that allows comparisons between the generalized minimum distances of ideals related by containment. Proof. Let p 1 , . . . , p m be the associated primes of I. As p k is generated by linear forms, the initial ideal of p k , w.r.t the lexicographical order ≺, is generated by s − 1 variables. Hence, as p k and in ≺ (p k ) have the same Hilbert function, deg(S/p k ) = 1 and H p k (d) = 1 for d ≥ 1. Assume that F d 0 = ∅. Then δ I (d 0 ) = deg(S/I) and (I : f ) = I for any f ∈ S d 0 \ I. Hence, by Theorem 2.2, we get
Thus I d 0 = (p 1 ) d 0 , H I (d 0 ) = H p 1 (d 0 ) = 1, H I (0) = 1, and η(d 0 ) = 0. Using Theorem 2.9(ii), one has H I (d) = 1 for d ≥ 1. Therefore η(d) ≥ 0 for d ≥ 1.
Singleton bound.
We come to one of our main results. The inequality in the following theorem is well known when I is the vanishing ideal of a finite set of projective points [29, p. 82] . In this case the inequality is called the Singleton bound [33, Corollary 1.1.65]. The next result is known for complete intersection vanishing ideals over finite fields [14, Lemma 3] . As an application we extend this result to Geramita Gorenstein ideals. Proof. By Proposition 4.6 and Theorem 4.10, r 0 is the regularity index of δ I .Thus δ I (r 0 − 1) ≥ 2.
We show that deg(S/I) = 1 + H I (r 0 − 1). For this, we may assume that K is infinite. Indeed, consider the algebraic closure K of K. We set S = S ⊗ K K and I = IS. is Gorenstein of dimension 0, by [7, 4.13, 4.14] it has r 0 = reg(S/I) = reg(A), and by [2, 4.7.11(b) Proof. Note that m = (t 1 , . . . , t s ) is not an associated prime of I, that is, depth(S/I) ≥ 1. Assume that F d = ∅ for some d ≥ 2. As H I (0) = 1 and δ I (d) is equal to deg(S/I), by Theorem 2.9(i), one has H I (d) > 1 and the inequality holds. Now assume that
As H I is strictly increasing by Theorem 2.9(i), using 
Reed-Muller type codes
In this section we give refined information on the minimum distance function for the Reed-Muller codes defined in the Introduction. The key insight is that, in the case of the projective Reed-Muller codes, this minimum distance function can be realized as a generalized minimum distance function for a finite set of points in projective space, often called evaluation points in the algebraic coding context. (d, r) ) form an increasing sequence until they stabilize. We show in Theorem 5.3 below that the entries of each column of the weight matrix (δ X (d, r)) form a decreasing sequence.
Before we can prove this result we need an additional lemma. Recall that the support χ(β) of a vector β ∈ K m is χ(Kβ), that is, χ(β) is the set of non-zero entries of β.
Lemma 5.2. Let D be a subcode of C of dimension r ≥ 1. If β 1 , . . . , β r is a K-basis for D with β i = (β i,1 , . . . , β i,m ) for i = 1, . . . , r, then χ(D) = ∪ r i=1 χ(β i ) and the number of elements of χ(D) is the number of non-zero columns of the matrix: for some f i ∈ S d . Consider the matrix B whose rows are β 1 , . . . , β m :
As B has rank r, by permuting columns and applying elementary row operations, the matrix B can be brought to the form:
where g 1 , . . . , g r are linearly independent polynomials over the field K modulo I of degree d, Q 1 , . . . , Q m are a permutation of P 1 , . . . , P m , the first r columns of B ′ form a diagonal matrix such that g i (Q i ) = 0 for i = 1, . . . , r, and the ideals (f 1 , . . . , f r ) and (g 1 , . . . , g r ) are equal. Let D ′ be the linear space generated by the rows of B ′ . The operations applied to B did not affect the size of the support of D (Lemma 5.2), that is, |χ(D)| = |χ(D ′ )|. Note that δ r (C X (d)) depends only on X, that is, δ r (C X (d)) is independent of how we order the points in X (cf. Theorem 5.1). Let ev ′ d :
First we assume that δ X (d, r) = r for some d ≥ 1 and r ≥ 1. Then the i-th column of B ′ is zero for i > r. For each 1 ≤ i ≤ r pick h i ∈ S 1 such that h i (Q i ) = 0. The polynomials h 1 g 1 , . . . , h r g r are linearly independent modulo I because (h i g i )(Q j ) is not 0 if i = j and is 0 if i = j. The image of Kh 1 g 1 ⊕ · · · ⊕ Kh r g r , under the map ev ′ d+1 , is a subcode D ′′ of C X (d + 1) of dimension r and |χ(D ′′ )| = r. Thus δ X (d + 1, r) ≤ r, and consequently δ X (d + 1, r) = r.
Next we assume that δ X (d, r) > r. Then B ′ has a nonzero column (g 1 (Q k ), . . . , g r (Q k )) ⊤ for some k > r. It suffices to show that δ X (d, r) > δ X (d + 1, r). According to [23, Lemma 2.14(ii)] for each 1 ≤ i ≤ r there is h i in S 1 such that h i (Q i ) = 0 and h i (Q k ) = 0. Let B ′′ be the matrix:
The image of Kh 1 g 1 ⊕ · · · ⊕ Kh r g r , under the map ev ′ d+1 , is a subcode V of C X (d + 1) of dimension r because the rank of B ′′ is r, and since the k-column of B ′′ is zero, we get
Thus δ X (d, r) > δ X (d + 1, r). Proof. If r 0 denotes the regularity of S/I, by Theorem 4.10, one has v(I) = r 0 . Thus δ I (r 0 −1) ≥ 2 and the result follows from Theorem 5.3 by setting r = 1.
Corollary 5.5. [12, Theorem 12] If X is a set parameterized by monomials lying on a projective torus and 1 ≤ r ≤ |X| be a fixed integer, then there is an integer d 0 ≥ 1 such that δ r (C X (1)) > δ r (C X (2)) > · · · > δ r (C X (d 0 )) = δ r (C X (d)) = r for d ≥ d 0 .
Proof. It follows at once from Theorems 5.1 and 5.3.
Corollary 5.6. Let X be a finite set of points of P s−1 and let δ X (d) be the minimum distance of C X (d). Then δ X (d) = 1 if and only if d ≥ v(I).
Proof. It follows from Proposition 4.6, and Theorems 5.1 and 5.3.
Corollary 5.7. If X is a finite set of P s−1 over a field K, then δ X (d, H X (d)) = |X| for d ≥ 1.
Proof. It follows at once from Proposition 3.14 and Theorem 5.1.
Complete intersections
In this section we examine minimum distance functions of complete intersection ideals. 
This conjecture holds if the initial ideal of I with respect to some monomial order is a complete intersection [24, Theorem 3.14] . Our results show that for complete intersections v(I) = reg(S/I) ( We prove part (a) of this conjecture, in a more general setting, when I is equigenerated. Proposition 6.4. Let I ⊂ S be an unmixed graded ideal of height c, minimally generated by forms of degree e ≥ 2, whose associated primes are generated by linear forms. Then
Proof. Since the associated primes of I are generated by linear forms and e ≥ 2, one has F 1 (I) = ∅. Take any linear form h = t k − j =i λ j t j in F 1 (I), λ j ∈ K. For simplicity of notation assume k = 1. It suffices to show that deg(S/ (I, h) ) ≤ e c−1 . Let {f 1 , . . . , f n } be a minimal set of generators of I consisting of homogeneous polynomials with deg(f i ) = e for all i. Setting
. . , t s ) for i = 1, . . . , n, S ′ = K[t 2 , . . . , t s ], and I ′ = (f ′ 1 , . . . , f ′ n ), there is an isomorphism ϕ of graded K-algebras S/(I, h)
Note that ϕ(f + (I, h)) = f (λ 2 t 2 + · · · + λ s t s , t 2 , . . . , t s ) + I ′ for f in S and that ϕ has degree 0, that is, ϕ is degree preserving. Hence S/(I, h) and deg(S ′ /I ′ ) have the same degree and the same dimension. Since ht(I, h) = ht(I), we get ht(I ′ ) = ht(I) − 1, that is, ht(I ′ ) = c − 1. By definition f ′ i is either 0 or has degree e, that is, I ′ is generated by forms of degree e. As K is infinite, there exists a minimal set of generators of I ′ , {g 1 , . . . , g t }, such that deg(g i ) = e for all i and g 1 , . . . , g c−1 form a regular sequence (see Lemma 2.11) . From the exact sequence 0 −→ I ′ /(g 1 , . . . , g c−1 ) −→ S ′ /(g 1 , . . . , g c−1 ) −→ S ′ /I ′ −→ 0, we get e c−1 = deg(S/(g 1 , . . . , g c−1 )) ≥ deg(S ′ /I ′ ) = deg(S/ (I, h) ). This proves that hyp I (1) is less than or equal to e c−1 . Hence δ I (1) ≥ deg(S/I) − e c−1 . Therefore, if I is a complete intersection, deg(S/I) = e c and we obtain the inequality δ I (1) ≥ e c − e c−1 .
As a consequence, we recover the fact that Conjecture 6.3(a) holds for P 2 [32, Theorem 4.10]. Corollary 6.5. Let I ⊂ S be a graded ideal of height 2, minimally generated by two forms f 1 , f 2 of degrees e 1 , e 2 , with 2 ≤ e 1 ≤ e 2 , whose associated primes are generated by linear forms. Then hyp I (1) ≤ e 2 and δ I (1) ≥ e 1 e 2 − e 2 .
Proof. It follows adapting the proof of Proposition 6.4. Corollary 6.6. Let I ⊂ S be an unmixed graded ideal minimally generated by forms of degree e ≥ 2 whose associated primes are generated by linear forms. If Proof. This follows by adapting the proof of Proposition 6.4 and observing the following. If f 1 , . . . , f r are linearly independent linear forms and t 1 ≻ · · · ≻ t s is the lexicographical order, we can find linear forms h 1 , . . . , h r such that in ≺ (h 1 ) ≻ · · · ≻ in ≺ (h r ) and (f 1 , . . . , f r ) is equal to (h 1 , . . . , h r ).
Cayley-Bacharach Conjectures. In the following we explore the connections between a modified form of Conjecture 6.2 and a conjecture of Eisenbud-Green-Harris [8, Conjecture CB12]. Proof. We first prove that Conjecture 6.7 for m = c i=k+1 (d i − 1) − ℓ − 1 and e = d k+1 − ℓ − 1 implies Conjecture 6.2. Let I be a radical complete intersection ideal minimally generated by forms of degrees d 1 ≤ · · · ≤ d c . Let H be any hypersurface defined by a form F of degree d. Let X be the scheme defined by I(X) = (I, F ) and let Γ be the residual scheme defined by I(Γ) = I : F . By the Cayley-Bacharach Theorem [8, CB7] , Γ must fail to impose independent conditions on hypersurfaces of degree c i=1 (d i − 1) − d − 1 = m. Now Conjecture 6.7 implies deg(S/I : F ) = deg(Γ) ≥ ed k+2 d k+3 · · · d c , which in view of Theorem 3.5 gives δ I (d) ≥ (e + 1)d k+2 d k+3 · · · d c = (d k+1 − ℓ)d k+2 d k+3 · · · d c .
For the converse, we prove that Conjecture 6.2 with d = c i=1 (d i −1)−m−1 and ℓ = d k+1 −e−1 recovers Conjecture 6.7. Let Γ be any subscheme of a complete intersection, and suppose that Γ fails to impose independent conditions on hypersurfaces of degree m. Assuming that Γ spans a projective space P c , take a radical complete intersection ideal I contained in I Γ , and let X be the scheme defined by I(X) = I : I(Γ). By [8, CB7] , X lies on a hypersurface of degree Conjecture 6.7 has been recently proven in [19, Theorem 5.1] for k = 1 under additional assumptions on the Picard group of the complete intersection. We now consider the case when d 1 = · · · = d c = 2. In this case Conjecture 6.2 specializes to Conjecture 6.3(b) and Conjecture 6.7 is related to [8, Conjecture CB10] . Proposition 6.9. The following statements are equivalent: . . , c, which is precisely the statement of (1).
As an application of our earlier results we recover the following cases of Conjecture 6.3(b) under the more general hypothesis that I(X) is a not necessarily a radical complete intersection.
