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Systems of particles interacting via inverse-power law potentials have an invariance with respect to
changes in length and temperature, implying a correspondence in the dynamics and thermodynamics
between different ‘isomorphic’ sets of temperatures and densities. In a recent series of works, it has
been argued that such correspondences hold to a surprisingly good approximation in a much more
general class of potentials, an observation that summarizes many properties that have been observed
in the past. In this paper we show that such relations are exact in high-dimensional liquids and
glasses, a limit in which the conditions for these mappings to hold become transparent. The special
role played by the exponential potential is also confirmed.
We consider a simple liquid in d-dimensional space at
temperature T and number density ρ. Two state points
(T1, ρ1) and (T2, ρ2) are isomorphic if there is a rescaling
of the coordinates of all particles r
(2)
i = (ρ1/ρ2)
1/dr
(1)
i
that makes their Boltzmann factors proportional
e−U(r
(1)
1 ,··· ,r(1)N )/T1 = C12 e−U(r
(2)
1 ,··· ,r(2)N )/T2 (1)
where C12 depends only upon the state points 1 and
2, not on the microscopic configurations. This implies
a certain number of correspondences both in the ther-
modynamic and dynamic quantities between the two
states. Inverse-power law potentials VIPL(r) ∝ r−n are
the only potentials for which the isomorphic property
exactly holds, for all points lying on curves given by
ρn/d/T = constant, called isomorphs. It is instead only
an approximation for all the other potentials, and yet,
surprisingly enough, it turns out [1–6] that there is a wide
class of situations in which it is a very good one. This
observation led to a number of a posteriori explanations
and interpretations of facts that had been previously ob-
served [1, 5, 6], such as striking similarities in structure
and dynamics of some model liquids [7–9], phenomeno-
logical rules along freezing or melting lines [10–14], or ob-
servations that a single static quantity controls dynamic
properties [15–18]. It can also be used to rule out theo-
ries that are incompatible with these invariances [5], or
make novel predictions [19, 20].
In this paper we show that the existence of isomorphs
in the (T, ρ) plane actually becomes strictly true in
the large-dimensional limit for a wide and well-defined
class of potentials. This holds for the liquid as well as
the glassy regions of the phase diagram. We proceed
in three steps: first we show this in detail for the
equilibrium properties of the liquid phase, then we
show how the same manipulations allow one to prove
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it for the dynamics, and finally we outline a derivation
for the equilibrium (‘landscape’) properties within the
glass phase. The main argument is the following: ‘soft’
interactions in large dimensions are such that particles
that are too close are exponentially few in number, while
those that are too far interact exponentially weakly: all
in all there is a typical distance (to within 1/d) where
interactions are relevant.
High-dimensional liquids – We wish to focus on
the large d behaviour of a system of N particles interact-
ing via a pair potential V (|r|). In order to have a well-
defined large-dimensional limit, we shall assume that the
potential scales as
V (r) = e−dA(r) (2)
The precise conditions on V (r) will be derived below.
For large d only the first two terms of the virial expan-
sion contribute; the free energy and the pressure of the
liquid are respectively given by [21–25]
βF
N
=
β(FIG + Fex)
N
= ln ρ− 1− ρ
2
∫
dr
(
e−βV (r) − 1
)
βP
ρ
= 1− ρ
2
∫
dr
(
e−βV (r) − 1
)
(3)
where ρ = N/V is the particle density. The free energy
has an ideal gas contribution FIG = N(ln ρ − 1)/β and
an excess contribution Fex given by the last term. Let us
focus on the Mayer integral in the excess part:∫
dr
(
e−βV (r) − 1
)
= Ωd
∫ ∞
0
dr rd−1
(
e−βV (r) − 1
)
(4)
where Ωd is the area of the unit sphere. The integrand
looks as in fig. 1.
Set an effective radius r∗ such that
βV (r∗) ≡ β˜ (5)
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FIG. 1. The two dominant regions in the integrand of the
Mayer integral for large d. The blue curve is the Mayer func-
tion, the green one is the power law rd arising from the mea-
sure, and the red one is the product of the two giving the
integrand.
with β˜ any number1 of order O(1). This defines r∗ up
to O(1/d), independently of the value of β˜ as long as it
remains of order one. We distinguish three regions for
the Mayer function f(r) = e−βV (r) − 1:
• r < r∗, so that lim
d→∞
f(r) = −1. Then essentially
the integrand is ∼ −rd, and in large dimensions
only the right boundary r → r∗ dominates.
• r ∼ r∗ up to O(1/d), where 0 < f(r) < −1. With
our scaling of the potential in the large d limit,
this region has a O(1/d) extension and, setting r =
r∗(1 + r˜/d), one may compute the contribution of
1 If β˜ = Bebd and V (r) = V0e−dA(r) with B and V0 subdominant,
then r∗ is given by A(r∗) = b and β˜ = BV0. The case β = O(1)
was the case studied in [25, 26] which is easily extended to other
scalings of temperature as analyzed here.
this region (A), as denoted in fig. 1, as
Ωd
∫
(A)
dr rd−1
(
e−βV (r) − 1
)
=
Vd(r∗)
∫ O(d)
−O(d)
dr˜
(
1 +
r˜
d
)d−1 [
e−βV (r
∗+ r
∗
d r˜) − 1
]
∼
Vd(r∗)
∫ ∞
−∞
dr˜ er˜
[
e−β˜ exp(−r
∗A′(r∗)r˜) − 1
]
(6)
with β˜ defined in (5) and Vd(σ) = Ωdσd/d is the
d-dimensional volume of the sphere of diameter σ.
We have expanded A(r) around r∗ and kept non-
vanishing orders when d goes to infinity. This de-
velopment only makes sense if
A′(r∗) >
1
r∗
, (7)
which ensures the convergence of the integral, and
in this case only a range of values around r∗ of
width O(1/d) contributes, a crucial fact.
• r > r∗. These may give a further contribution.
Here, we have lim
d→∞
f(r) = 0 and one can expand
the Mayer function as f(r) ∼ −βV (r). A saddle-
point evaluation of the Mayer integral in this region
is possible, obtained by maximizing the exponent
ln r − A(r) in a point rsp given by (see region (B)
in fig. 1):
A′(rsp) =
1
rsp
(8)
As usual, the fluctuations around this saddle-point
are of order 1/
√
d.
A second order pseudo-transition – At each den-
sity and temperature, it may be the case that for large
d the integral is dominated either by the region around
r∗, the region around a saddle point rsp or by r → ∞.
The latter case corresponds to long-range potentials, and
we shall not consider it here. If condition (7) is satisfied,
the contribution around r∗ is well defined. The question
remains if there exists some saddle-point value rsp, i.e.
if (8) defines an absolute maximum of the potential for
r > r∗, that dominates. Assume that there is such a
value, and let us compare the contributions
(r∗)d(e−β˜ exp(−r
∗A′(r∗)r˜) − 1) around r∗ ,
rdsp
[
exp
(
−β˜ed(A(r∗)−A(rsp))
)
− 1
]
∼
− β˜rdsped(A(r
∗)−A(rsp)) around rsp .
(9)
We have, for large d, that the neighbourhood of r∗ dom-
inates if [
ln r −A(r)]r∗
r
> 0 for r > r∗ (10)
3which holds e.g. if ln r−A(r) is a monotonically decreas-
ing function for r > r∗.
Some potentials, such as the Gaussian one
V (r) = e−adr
2/2 have a low-temperature ‘rather hard’
regime where r∗ dominates and a high temperature ‘very
soft’ regime where rsp dominates. This is a second order
pseudotransition, it exists only in the limit d→∞. The
very soft ‘phase’ has constant energy, as can be easily
seen by differentiating (26), and its interpretation is
clear: the high-temperature expansion is exact to first
order in β, each particle strongly interacts with many
others, the exponential number of those that are at a
distance rsp dominate the interactions. The transition
temperature between these two ‘phases’ is precisely
the value of temperature where
[
ln r −A(r)]r∗
rsp
= 0.
Isomorphs exist for the ‘rather hard potentials’ ‘phase’,
we shall not consider the case in which a typical distance
rsp > r
∗ dominates (‘very soft spheres’) – which has
never been studied in the high-dimensional limit, but
may be easily treated, dynamically and statically, to
first order in the large-temperature expansion.
Isomorphs and effective potential – In the
‘rather hard’ regimes where r∗ dominates the Mayer in-
tegral, from (6) the free energy reads:
βF
N
= ln ρ− 1− ϕ˜
2
∫ ∞
−∞
dr˜ er˜
[
e−β˜e
−r˜/α − 1
]
(11)
where
ϕ˜ ≡ ρVd(r∗) , 1/α ≡ r∗A′(r∗) > 1 (12)
The term er˜, related to the linear part of the effective
potential in [25, 26], is an entropic ‘driving force’, β˜
is an effective inverse temperature and ϕ˜ an effective
packing fraction. We have discovered naturally that
the effective potential is a pure decaying exponential
Veff(r) = V (r
∗) exp(−r∗A′(r∗)r˜) = V (r∗) exp(−r˜/α)
similar to the ‘building blocks’ of Dyre, Schrøder et
al [1, 27]. The value α gives its ‘hardness’ and depends
upon the value of r∗ and the original potential through
A′.
We now show under which conditions two systems at
different state points are related through a scaling trans-
formation. If one shifts in the virial term of equation (11)
r˜ → r˜+ c, which corresponds to an order 1/d shift of r∗,
one gets
ϕ˜
2
∫ ∞
−∞
dr˜ er˜
[
e−β˜e
−r˜/α − 1
]
=
ϕ˜ec
2
∫ ∞
−∞
dr˜ er˜
[
e−β˜e
−c/αe−r˜/α − 1
] (13)
Hence, a sufficient condition for two systems at different
state points 1 and 2 to have the same excess free energy
is that there exists c such that
r∗1A
′(r∗1) = r
∗
2A
′(r∗2) = 1/α
ϕ˜1e
c = ϕ˜2 = ϕ˜
β˜1e
−c/α = β˜2 = β˜
(14)
These conditions mean that one may set r∗1 = r
∗
2 = r
∗
(which determines 1/α = r∗A′(r∗)) and that they may
be mapped by{
ρ1e
c = ρ2
β1e
−c/α = β2
⇔ ρ
1
α
1
T1
=
ρ
1
α
2
T2
(15)
via a value of c of sub-exponential order in d which
parametrizes the line
ρ
1
α
T
= constant (16)
Along these lines, the partition function between two
points scales changes by a purely geometric, model-
independent factor:
β2F2 − β1F1 = N ln ρ2
ρ1
(17)
as may be easily verified using the transformations (15)
in (26). This factor is only due to ideal gas contribu-
tions; the excess free energy, which contains all potential-
dependent static properties, is invariant under this trans-
formation, explaining a number of static discoveries de-
scribed in [5].
The correspondence is then valid in any phase diagram
window where density and temperature are rescaled even
by large factors, provided they are smaller than expo-
nential in d (i.e. that temperatures are not rescaled ex-
ponentially in d), so that all points have the same r∗.
Greater (exponential) changes of parameters modify the
value of r∗, and through it the hardness of the potential
1/α = A′(r∗)r∗. This is the case even if one follows the
same curve given by (16), for instance by performing an
exponential compression and heating of the system. The
mappings are in this case only approximate, except for
the case where 1/α = A′(r∗)r∗ = constant ∀ r∗, i.e. the
inverse-power law potential.
Note that, generalizing the above relations, one can
map two systems at different state points 1 and 2
and with different interaction potentials given by their
exponent A1 and A2. In this case only the first condition
in (14) is modified and reads r∗1A
′
1(r
∗
1) = r
∗
2A
′
2(r
∗
2) = 1/α.
The same hardness 1/α will generally imply different
effective radii r∗1 6= r∗2 , so that the two other equations
become ϕ˜1e
c = ϕ˜2 = ϕ˜ = ρ1Vd(r∗1)ec = ρ2Vd(r∗2) and
β˜1e
−c/α = β˜2 = β˜. The invariant curves will thus have
the more general equation β˜[ρVd(r∗)]1/α = constant.
4Dynamics – The dynamical equations, exact in
the limit of high dimensions, have been recently de-
rived [25, 26]. It turns out that, as is usual in all large d
computations, the system breaks down into the dynam-
ics of a single degree of freedom r˜(t) with colored noise ξ
and friction
∫ t
t0
ds β2M(t− s) ˙˜r(s), defined by a memory
kernel β2M(t) that have to be derived self-consistently.
We define the potential centered around r∗ as V¯ (r˜) =
V [r∗(1 + r˜/d)]. Similarly to the statics, the average rela-
tive distance between nearest neighbours turns out to be
r(t) = r∗(1 + r˜(t)/d). For equilibrium dynamics, where
the initial condition at t0 is picked with the canonical
equilibrium probability, the self-consistent equations for
finite times t may be written as [25, 26]:
βm̂¨˜r(t) + βγ̂ ˙˜r(t) = 1−
∫ t
t0
ds β2M(t− s) ˙˜r(s)
− βV¯ ′(r˜(t)) + ξ(t) ,
〈ξ(t)〉 = 0 , 〈ξ(t)ξ(t′)〉 = 2βγ̂δ(t− t′) + β2M(t− t′) ,
β2M(t− t′) = ϕ˜
2d
∫
dr˜0 e
r˜0−βV¯ (r˜0)〈βV¯ ′(r˜(t))βV¯ ′(r˜(t′))〉
(18)
where m̂ = (r∗)2m/2d2 and γ̂ = (r∗)2γ/2d2, m being
the physical mass and γ the coupling to the bath. If
we set γ = 0 we have the purely Newtonian case, and
with m = 0 the overdamped Brownian case. Out-of-
equilibrium dynamics may also be considered (see next
section).
For the purely Newtonian case, we adimensionalize
these equations by setting t˜ = t/
√
m̂β. We expand as
before the potentials around r∗ as βV
(
r∗[1 + r˜(t)/d]
)
=
β˜e−r˜(t)/α, and get:
d2r˜
dt˜2
=−
∫ t˜
t˜0
ds˜ M˜(t˜− s˜)dr˜
ds˜
(s˜) +
β˜
α
e−r˜(t˜)/α + ξ˜(t˜)
with 〈ξ˜(t˜)〉 = 0 , 〈ξ˜(t˜)ξ˜(t˜′)〉 = M˜(t˜− t˜′) ,
M˜(t˜− t˜′) = ϕ˜
2d
∫
dr˜0 e
r˜0−βV¯ (r˜0)
〈
β˜
α
e−r˜(t˜)/α
β˜
α
e−r˜(t˜
′)/α
〉
(19)
The tilde variables are rescalings in the new time units,
e.g. M˜(t˜) = β2M(t˜
√
m̂β) (nevertheless we kept the
same symbol for r˜ to simplify the notation). Now, per-
forming the shift r˜(t) → r˜(t) + c, ∀t, we find exactly
the same rescalings of parameters as in the static liquid
phase computations, and once again the isomorphs are
given by (16).
For the purely Brownian case, we instead adimension-
alize these equations by setting t˜ = t/βγ̂, rescale the
variables in the new time units, e.g. M˜(t˜) = β2M(t˜βγ̂),
and check that the translation r˜(t) → r˜(t) + c has
the same effect as before. Interestingly, for the mixed
case with friction and inertia, going from one state
point to the other changes the ratio of inertial to bath
intensities through an additional parameter γ̂
√
β/m̂.
If this parameter is large (respectively, small) when
d → ∞ then the equation reduces to the Brownian
(respectively, Newtonian) case. The mixed dynam-
ics is not fully invariant, although the correspondence
is simple, and this only affects high-frequency properties.
Glassy phases – Glassy phases of particle sys-
tems in the regime considered here have been studied
in [25, 28–33]. We will use the setting of [25, 26], confin-
ing the particles in a ‘box’ consisting in the surface of a
d+1-dimensional sphere of radius R, very large compared
to the interparticle distance; the usual d-dimensional Eu-
clidean space is recovered when R → ∞. Replacing the
effective hard sphere radius σ in [25] by r∗ here, the repli-
cated free energy is given in terms of a replica matrix
Qab =
2d
(r∗)2 ra · rb that encodes the distance between the
n replicas of a particle r:
βF (Qˆ)
N
= n(lnN − 1)− d
2
n ln
(
pie(r∗)2
d2
)
− d
2
ln det Qˆ
− ϕ˜
2
∫
dλDQˆ ¯˜r eλ−∆liq/2
[
e
−β∑na=1 V (r∗(1+ r˜a+λd )) − 1
]
(20)
where
DQˆ ¯˜r ≡
e−
1
2 r˜aQ
−1
ab r˜b
(2pi)n/2
√
det Qˆ
n∏
a=1
dr˜a (21)
∆liq ≡ 2d(R/r∗)2 represents the size of the ‘box’. Even
before making any ansatz for Qˆ, we may show that a
mapping exists by defining β˜ as in (5) and ϕ˜ as in (12).
Expanding each one of the Mayer terms around r∗ as be-
fore, we obtain the same equations as in the static case
studied in refs. [25, 29–32], but with the exponential po-
tential e−(r˜a+λ)/α. Using the translation λ → λ + c,
we conclude that condition (16) defines isomorphs in
the glassy region of the phase diagram of the system
as well. This in itself implies that the entire structure
of metastable states is the same along points in an iso-
morph.
The out-of-equilibrium dynamics can be derived along
the same lines as [26]. The dynamical action bears
a formal analogy with the replicated free energy (20)
where, respectively, time and replica index play a similar
role [25], and once again a shift of λ gives the equation
of the same invariant curves (16).
Virial-energy correlations – In [1, 5] a simple
measure of the goodness of scaling relations was intro-
duced as follows. The energy U =
∑
i<j V (|ri − rj |) and
the so-called virial function [23] W = − 1d
∑
i ri · ∇riU
are used to define a virial-energy correlation coefficient
R ∈ [−1, 1] as
R =
〈∆W∆U〉√〈(∆W )2〉〈(∆U)2〉 (22)
5where ∆W = W − 〈W 〉 and brackets denote equilibrium
averages. In the case of inverse-power law potentials, we
have W ∝ U and R = 1. In any practical case, one
may numerically compute R: a value close to unity is an
indication of good scaling properties [1, 5, 6].
Here one easily shows that R = 1 for large dimensions
for any potential satisfying the ‘rather hard’ condition.
This is done by computing directly R through (22), using
equilibrium averages truncated at the lowest order of the
virial expansion (see appendix). To leading order:
R = −
∫
dr [rV ′(r) + d V (r)]e−βV (r)
β
√∫
dr r2V ′(r)2e−βV (r)
∫
dr′ V (r′)2e−βV (r′)
(23)
One can check, by the same reasoning as the one
used for the Mayer integral, that these integrals are
dominated, under the previous conditions, by the O(1/d)
neighborhood of r∗ (see appendix). Expanding this
expression once again around r∗ gives R = 1 identically
(see appendix). An alternative, quicker way, is to
recognize that any potential may be substituted by an
inverse-power law potential VIPL(r) ∝ (r∗/r)d/α once
the value of r∗ is fixed such that 1/α = r∗A′(r∗).
Other types of potentials – Other potentials can
be considered, analyzing the Mayer integral in the same
way. The case of a sum of exponential potentials (2) with
different interaction ranges (measured by α) is straight-
forward: for a given temperature (thus r∗), only one of
the terms will dominate. The situation is more complex
if we consider terms with different signs and/or same in-
teraction ranges. The Lennard-Jones (LJ) potential be-
longs to this class2; its study can readily be done along
the same lines and its interest also lies in the fact that
it is directly relevant for three-dimensional liquids and
glasses [3, 6, 23, 35, 36]. This potential can be general-
ized in d-dimensions as
VLJ(r) ∝
(
r
σ
)−4d
−
(
r
σ
)−2d
(24)
The Mayer function is very similar: it is −1 at short dis-
tance, then there is an O(1) part over a range O(1/d)
around σ where there is a positive bump, and it is ex-
ponentially small at large distances (see appendix). For
exponentially high temperatures, one can define a r∗ < σ
where only the repulsive IPL term plays a role; one thus
finds trivial isomorphs. The interesting regime is when
the temperature is O(1). Then r∗ is defined in the O(1/d)
region close to σ where attractive and repulsive parts
compete. We can expand the potential once again set-
ting r = r∗(1 + r˜/d), giving an effective potential
βVLJ(r) ∼ β˜V effLJ (r˜) = β˜(e−4r˜ − e−2r˜) (25)
2 A similar discussion can be made with the Weeks-Chandler-
Anderson potential [34].
1 2 3 4 5
β˜
0.4
0.6
0.8
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RLJ
FIG. 2. The correlation coefficient RLJ(β˜) for the peculiar
regime of O(1) temperature.
Here the previous scaling transformations does not
provide an invariance since the two exponentials have
a different ‘exponent’ α. One can still demand that
the static liquid excess entropy Fex(ρ, T ) = constant,
defining generally lines. But these lines will not have a
dynamic (respectively glassy static) counterpart, which
would depend upon the times (respectively the replica
‘blocks’) considered. Thus in this regime there are
no isomorphs (see footnote 3). We plot in fig. 2 the
virial-energy correlation coefficient in this regime (see
appendix), by computing the dominant contribution
(around r∗) of (23). We note accordingly that the WU
correlation coefficient is less than one, except in the
‘infinite’ temperature limit β˜ → 0 within this regime.
Indeed at high temperature only the repulsive IPL term
is felt by the system. It coincides with trying to shift
r∗ to lower values where only this term is relevant, and
where the isomorphs are exact.
Discussion – We have shown that whenever the
potential V (r) = e−dA(r) satisfies the condition that
at the point r∗ such that βV (r∗) = O(1) one has[
ln r −A(r)]r∗
r
> 0 for r > r∗, then in the large-
dimensional limit the parameter space (T, ρ) is foliated
with lines (isomorphs), where static and dynamic prop-
erties coincide once expressed in reduced units. The
simple explanation of this fact is that, in large dimen-
sions, there is a typical interparticle distance that dom-
inates the physics: larger distances have weak interac-
tions, shorter distances are too rare. The arguments hold
for dynamic as well as equilibrium calculations, both in
the liquid and in the glass phase. Transition and dynam-
ical crossover lines follow these isomorphs.
There is numerical evidence that in d = 2, 3 and 4
in Lennard-Jones systems, both the virial-energy corre-
3 One can write the LJ potential (44) as (2) but the assumption
which is not fulfilled here is that A(r) becomes discontinuous
at r = σ: one cannot expand A(r) around this point and the
previous analysis does not hold.
6lation coefficient R approaches quickly 1 and scale invari-
ances become increasingly good with increasing dimen-
sion [37], which is to be expected on the basis of this
work.
One may interpret the fact that in finite dimensions
the scaling properties hold to a good approxima-
tion [1, 5, 6] as a symptom of the high-dimensional
approximation being qualitatively good. Note that
this approximation is intimately tied to the Random
First-Order Transition scenario for dense liquids [38–45],
so this is another instance in which we are confronted
with a unifying perspective.
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7APPENDIX
Here we detail the derivation of the virial-energy correlation coefficient at first order in the virial expansion, equa-
tion (23) of the main text. We use this expression to prove that R = 1 in the case of the exponential potential treated
in this paper. We compute it as well in the special case of the Lennard-Jones potential at O(1) temperature, which
is used to get figure 2.
A. Virial-energy correlations in high dimensions
The free energy of the liquid and the pressure are respectively given by [21–24]
βF
N
= ln ρ− 1− ρ
2
∫
dr
(
e−βV (r) − 1
)
βP
ρ
= 1− ρ
2
∫
dr
(
e−βV (r) − 1
) (26)
where ρ = N/V .
For hard spheres of diameter σ, the reduced pressure (for example) reads βP/ρ = 1 + ρVd(σ)/2 with Vd(σ) = Ωdσd/d
the d-dimensional volume of the sphere of diameter σ.
As mentioned in [5, Appendix A], the existence of approximate isomorphs in finite dimension is equivalent to strong
virial-energy correlations, measured by R, the Pearson correlation coefficient [1–3],
R =
〈∆W∆U〉√〈
(∆W )2
〉 〈
(∆U)2
〉 (27)
where W is the microscopic virial defined as [2, 3]:
W = −1
d
N∑
i=1
ri · ∇riU (28)
One can easily show [2, Appendix B] that equilibrium fluctuations can be computed from derivatives of equilibrium
averages:
∂ 〈W 〉
∂β
= −〈WU〉+ 〈W 〉 〈U〉 = −〈∆W∆U〉 ,
〈
(∆U)2
〉
= −∂
2(βF )
∂β2
(29)
One can prove generically [23], separating contributions from internal forces and forces on the walls, and using
ergodicity, that βP/ρ = 1 + β 〈W 〉 /N (virial equation). Hence from (26) we can get
〈W 〉 =− Nρ
2β
∫
dr
(
e−βV (r) − 1
)
∂ 〈W 〉
∂β
=− ρN
2β2
∫
dr
(
e−βV (r) − 1
)
− ρN
2β
∫
drV (r)e−βV (r)
(30)
〈
(∆U)2
〉
is computed using the expression of the liquid free energy (26). We now need an expression for
〈
(∆W )2
〉
=〈
W 2
〉− 〈W 〉2. Let us define the pair distribution function
ρ(2)(x,y) =
∑
i6=j
δ(x− ri)δ(y − rj) (31)
Note that ∑
i
ri · ∇riU =
∑
i 6=j
ri · ∇iV (|ri − rj |) = 1
2
∑
i 6=j
ri · ∇iV (|ri − rj |) + 1
2
∑
i 6=j
rj · ∇jV (|rj − ri|)
=
1
2
∑
i 6=j
|ri − rj |V ′(|ri − rj |)
(32)
8therefore
〈W 〉 = − 1
2d
∫
dxdy
〈
ρ(2)(x,y)
〉
|x− y|V ′(|x− y|) = −N
2d
ρ
∫
dr rg(r)V ′(r) (33)
where g(r) is the radial distribution function [23]. The lowest order virial contribution to the radial distribution
function is g(r) = e−βV (r) [23, 24]. This is consistent with (30) since with an integration by parts
1
d
∫
dr rg(r)V ′(r) =
Ωd
d
∫
dr rde−βV (r)V ′(r) = −Ωd
βd
[
(e−βV (r) − 1)rd
]∞
0︸ ︷︷ ︸
=0
+
Ωd
β
∫
dr rd−1
(
e−βV (r) − 1
)
=
1
β
∫
dr
(
e−βV (r) − 1
) (34)
Similarly,〈
W 2
〉
=
1
4d2
∫
dx1dx2dx3dx4
〈
ρ(2)(x1,x2)ρ
(2)(x3,x4)
〉
|x1 − x2||x3 − x4|V ′(|x1 − x2|)V ′(|x3 − x4|)
=
V 2
4d2
∫
dxdy
〈
ρ(2)(0,x)ρ(2)(0,y)
〉
|x||y|V ′(|x|)V ′(|y|)
(35)
To get
〈
ρ(2)(0,x)ρ(2)(0,y)
〉
we will use the smallest order in its virial expansion. Working with the grand-canonical
partition function, we have [24]
Ξ =
∑
N>0
eβµN
N !
∫
dr1 . . . drN
∏
i<j
e−βV (ri,rj) =
∑
N>0
eβµN
N !
∫
dr1 . . . drNe
− β2
∫
dxdy ρ(2)(x,y)V (x,y)
ln Ξ = N(1− ln ρ− βµ) + 1
2
∫
dxdy ρ(x)ρ(y)
(
e−βV (x,y) − 1
) (36)
where here ρ(x) =
〈∑
i δ(x− ri)
〉
is the equilibrium local density as in liquid theory [23]. Each line of (36) is
respectively used to derive the corresponding line below:
δ2 ln Ξ
δV (x,y)δV (r, r′)
=
β2
4
[〈
ρ(2)(x,y)ρ(2)(r, r′)
〉
−
〈
ρ(2)(x,y)
〉〈
ρ(2)(r, r′)
〉]
=
β2
2
ρ(x)ρ(y)δ(x− r)δ(y − r′)e−βV (x,y)
(37)
Multiplying (37) by |x−y||r−r′|V ′(|x−y|)V ′(|r−r′|) and integrating over x, y, r and r′ we can make the connection
with
〈
(∆W )2
〉
and obtain4〈
(∆W )2
〉
=
〈
W 2
〉
− 〈W 〉2 = 2ρ
2
4d2
∫
dxdy e−βV (|x−y|)(x− y)2V ′(|x− y|)2 = Nρ
2d2
∫
dr r2V ′(r)2e−βV (r) (38)
All in all, (26), (27), (29) and (38) gives for the correlation coefficient
R ∼
d→∞
−d
∫
dr
(
e−βV (r) − 1
)
+ β
∫
drV (r)e−βV (r)
β2
√∫
dr r2V ′(r)2e−βV (r)
∫
dr′ V (r′)2e−βV (r′)
= −
∫
dr [rV ′(r) + dV (r)]e−βV (r)
β
√∫
dr r2V ′(r)2e−βV (r)
∫
dr′ V (r′)2e−βV (r′)
(39)
through an integration by parts. This is (23) of the main text.
4 Here we considered only the first term of the virial expansion,
but one may wonder if doing the second derivatives with respect
to the potential used here and then using the infinite-dimensional
limit affects this truncation, leading to consider higher-order di-
agrams. One can check, for example with the triangle term ,
that it does not since the factors |x−y||r−r′|V ′(|x−y|)V ′(|r−
r′|) play a similar role to reintroducing the missing Mayer func-
tions due to derivation.
9B. Case of the exponential potential
We can write it with explicit inverse temperature factors:
R = −
∫
dr [rβV ′(r) + dβV (r)]e−βV (r)√∫
dr r2β2V ′(r)2e−βV (r)
∫
dr′ β2V (r′)2e−βV (r′)
(40)
Here the situation is similar to the Mayer integral, with the potential βV = βe−dA playing the role of the Mayer
function e−βV − 1. We can make a similar analysis as in the main text, comparing contributions of an integrand of
the type rdβV (r)e−βV (r):
• for r < r∗ : rdβV (r)e−βV (r) = rdβ˜ed(A(r∗)−A(r)) exp[−β˜ed(A(r∗)−A(r))]
• for r ∼ r∗ : (r∗)dβ˜e−β˜
• for r > r∗ : rdβV (r)e−βV (r) ∼ rdβ˜ed(A(r∗)−A(r))
(41)
Still under the same hypothesis that
[
ln r −A(r)]r∗
r
> 0, the first regime r < r∗ is strongly damped by the Boltzmann
factor, and the other two regimes r ∼ r∗ and r > r∗ compares exactly as for the Mayer integral in the main text,
where the same conditions apply. The other term in the numerator of (39) involves rV ′(r) and is treated the same
way. In the denominator, the analysis is the same except that due to the power 2 we will need the condition that
ln r − 2A(r) decreases instead, for the region around r∗ to dominate the integral; since this means that A′(r) > 1/2r
it is less constraining than the previous condition ln r−A(r) decreases5, so it is automatically fulfilled with the latter
condition. Therefore we expand the integral involved in (39) as we did in the main text: we set r = r∗(1 + r˜/d), and
around r = r∗ we have
rβV ′(r) = −drA′(r)βV (r) ∼ −dr∗A′(r∗)βV (r∗)e−r˜/α = −d β˜
α
e−r˜/α and βV (r) ∼ β˜e−r˜/α (42)
so that the virial-energy correlation coefficient becomes
R ∼
d→∞
1− α
β˜
∫∞
−∞ dr˜ e
r˜(1−1/α)−β˜ exp(−r˜/α)∫∞
−∞ dr˜ e
r˜(1−2/α)−β˜ exp(−r˜/α)
=
x≡β˜e−r˜/α
(1− α)
∫∞
0
dxx−αe−x∫∞
0
dxx1−αe−x
= (1− α)Γ(1− α)
Γ(2− α) = 1
(43)
We conclude that all liquids within the class of potentials considered here are strongly correlated in high dimension,
which is expected in light of [5] since we find the existence of exact isomorphs.
C. Case of the Lennard-Jones potential
The Lennard-Jones potential in d dimensions reads:
VLJ(r) = 
[(
r
σ
)−4d
−
(
r
σ
)−2d]
(44)
In this case the Mayer function is very similar to the previous case: it is −1 at short distance, then there is an O(1)
part over a range O(1/d) around σ where there is a positive bump, and it is exponentially small at large distances
(see Figure 3).
5 Actually the condition is
[
ln r −A(r)]r∗
r
> 0 which is weaker than ln r −A(r) decreases, but this is to fix ideas.
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FIG. 3. (a) The Lennard-Jones Mayer function for β = 1, σ = 1 and d = 3, 10, 20, 50. (b) For comparison, the Mayer function
for an IPL potential, similar to figure 1, VIPL = (σ/r)
d/α with β = 1, σ = 1, α = 1/2, and d = 3, 10, 20, 50. As d increases
one clearly sees the emergence of the three distinct regions of the Mayer function: exponentially close to −1 for r < σ, O(1)
for r around σ with O(1/d) fluctuations, and exponentially small for r > σ.
We focus on the peculiar regime is where the temperature is O(1). Then r∗ is defined in the O(1/d) region close
to σ where attractive and repulsive parts compete; its precise value does not matter6. We can expand the potential
once again setting r = r∗(1 + r˜/d), giving an effective potential
βVLJ(r) ∼ β˜V effLJ (r˜) = β˜(e−4r˜ − e−2r˜) (45)
We now compute the virial-energy correlation coefficient in this regime, as in §A by computing the dominant contri-
bution (around r∗) of the formula (39), giving
RLJ ∼
d→∞
− 1
β˜
∫∞
−∞ dr˜ (−3e−4r˜ + e−2r˜)er˜−β˜(e
−4r˜−e−2r˜)√∫∞
−∞ dr˜ (−4e−4r˜ + 2e−2r˜)2er˜−β˜(e−4r˜−e−2r˜)
∫∞
−∞ dr˜ (e
−4r˜ − e−2r˜)2er˜−β˜(e−4r˜−e−2r˜)
(46)
This formula is used to plot RLJ as a function of β˜ in figure 2.
6 Since V (σ) = 0, only at this point, it is wise not to use it to define r∗ but any other in this O(1/d) range, such as the minimum.
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