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1 Characterizations of Besov and Triebel-Lizorkin Spaces onMetric Measure Spaces
Amiran Gogatishvili, Pekka Koskela and Yuan Zhou∗
Abstract On a metric measure space satisfying the doubling property, we establish sev-
eral optimal characterizations of Besov and Triebel-Lizorkin spaces, including a pointwise
characterization. Moreover, we discuss their (non)triviality under a Poincare´ inequality.
1 Introduction
Let (X , d) be a metric space and µ be a regular Borel measure on X such that all
balls defined by d have finite and positive measures, and assume that µ satisfies a doubling
property: there exist constants C1 > 1 and n > 0 such that for all x ∈ X , r ∈ (0, ∞) and
λ ∈ (1, ∞),
µ(B(x, λr)) ≤ C1λ
nµ(B(x, r)).
Recall the following definition of Besov spaces from [7].
Definition 1.1. Let s ∈ (0,∞) and p, q ∈ (0,∞]. The homogeneous Besov space B˙sp, q(X )
is defined to be the collection of all u ∈ Lploc (X ) such that
‖u‖B˙sp, q(X )
≡
∫ ∞
0
(∫
X
–
∫
B(x, t)
|u(x)− u(y)|p dµ(y)dµ(x)
)q/p
dt
t1+sq
1/q <∞
with the usual modification made when p =∞ or q =∞.
Above, u ∈ Lploc (X ) requires that u ∈ L
p(B) for each ball B.
Observe that functions in B˙sp, q(X ) have the smoothness of order s as measured by
t−s
(
–
∫
B(x, t)
|u(x) − u(y)|p dµ(y)
)1/p
.
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Recall that, in the literature, there are several ways to measure the smoothness of func-
tions. For example, letting s ∈ [0, ∞), ǫ ∈ [0, s] and σ ∈ (0, ∞), for all measurable
functions u, set
Cs, σt (u)(x) ≡ t
−s
(
–
∫
B(x, t)
|u(x)− u(y)|σ dµ(y)
)1/σ
,
As, σt (u)(x) ≡ t
−s
(
–
∫
B(x, t)
|u(y)− uB(x, t)|
σ dµ(y)
)1/σ
,
Is, σt (u)(x) ≡ t
−s
(
inf
c∈R
–
∫
B(x, t)
|u(y)− c|σ dµ(y)
)1/σ
,
Ss, ǫ, σt (u)(x) ≡ t
(ǫ−s) sup
r∈(0, t]
r−ǫ
(
inf
c∈R
–
∫
B(x, r)
|u(y)− c|σ dµ(y)
)1/σ
for all x ∈ X and t ∈ (0, ∞).
The first purpose of this paper is to show that the smoothness of functions in Besov
spaces can be measured by the above quantatives with optimal parameters. To this end,
we introduce the following spaces of Besov type. In what follows, for our convenience,
we denote by ~Cs, σ the operator that maps each u ∈ Lσloc (X ) into a measurable function
~Cs, σ(u) on X ×(0, ∞) defined by ~Cs, σ(u)(x, t) ≡ Cs, σt (u)(x) for all x ∈ X and t ∈ (0, ∞).
We define ~As, σ, ~Is, σ and ~Ss, ǫ, σ analogously.
Definition 1.2. Let s, σ ∈ (0, ∞), ǫ ∈ [0, s] and p, q ∈ (0,∞]. For ~E = ~Cs, σ, ~As, σ, ~Is, σ
or ~Ss, ǫ, σ, the homogeneous space ~EB˙p, q(X ) of Besov type is defined to be the collection
of all u ∈ Lσloc (X ) such that
‖u‖~EB˙p, q(X ) ≡
(∫ ∞
0
‖~E(u)(·, t)‖qLp(X )
dt
t
)1/q
<∞
with the usual modification made when p =∞ or q =∞.
The main results of this paper read as follows. For our convenience, for s ∈ (0, ∞) and
p ∈ (0, ∞], we always set
(1.1) p∗(s) ≡
{
np/(n− ps), if p < n/s;
∞, if p ≥ n/s.
Theorem 1.1. Let s ∈ (0,∞) and p, q ∈ (0,∞].
(i) If σ ∈ (0, p], then B˙sp, q(X ) = ~C
s, σB˙p, q(X ).
(ii) If σ ∈ (0, p∗(s)), then B˙
s
p, q(X ) = ~I
s, σB˙p, q(X ).
(iii) If ǫ ∈ [0, s) and σ ∈ (0, p∗(s)), then B˙
s
p, q(X ) = ~S
s, ǫ, σB˙p, q(X ).
(iv) If p ∈ (n/(n+ s), ∞] and σ ∈ (0, p∗(s)), then B˙
s
p, q(X ) = ~A
s, σB˙p, q(X ).
Moreover, the ranges of ǫ and σ above are optimal in the following sense.
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(v) Let s ∈ (0, 1), p ∈ (0, n/s) and σ > p∗(s). Then there exists a function u such
that for all q ∈ (0, ∞], u ∈ B˙sp, q(R
n) but u /∈ Lσloc (R
n), and hence, for ~E = ~As, σ, ~Is, σ or
~Ss, ǫ, σ, u /∈ ~EB˙p, q(R
n).
(vi) Let p ∈ (0, ∞), σ ∈ (p, ∞) and s ∈ (0, n/p − n/σ) ∩ (0, 1). Then there exists a
function u such that for all q ∈ (0, ∞], u ∈ B˙sp, q(R
n) but u /∈ ~Cs, σB˙p, q(R
n).
(vii) Let s ∈ (0, 1) and p ∈ (0, ∞). Then there exists a function u ∈ B˙sp, p(R
n) with
u /∈ ~Ss, s, pB˙p, p(R
n).
We point out that it is natural and necessary to consider the full range of s due to
the nontrivial example of nontrivial Besov spaces B˙sn/s, n/s(X ) for all s ∈ (0, ∞) given by
Theorem 4.3.
Recently, a fractional pointwise gradient was introduced in [19] to measure the smooth-
ness of functions.
Definition 1.3. Let s ∈ (0, ∞) and let u be a measurable function on X . A sequence of
nonnegative measurable functions, ~g ≡ {gk}k∈Z, is called a fractional s-Haj lasz gradient
of u if there exists E ⊂ X with µ(E) = 0 such that for all k ∈ Z and x, y ∈ X \E satisfying
2−k−1 ≤ d(x, y) < 2−k,
|u(x)− u(y)| ≤ [d(x, y)]s[gk(x) + gk(y)].
Denote by Ds(u) the collection of all fractional s-Haj lasz gradients of u.
In fact, ~g ≡ {gk}k∈Z above is not really a gradient. One should view it, in the Euclidean
setting (at least when gk = gj for all k, j), as a maximal function of the usual gradient.
Our second result characterizes the Besov spaces in Definition 1.1 via the fractional
Haj lasz gradient. In what follows, for p, q ∈ (0, ∞] and a sequence ~g = {gk}k∈Z of
nonnegative functions, we always write ‖{gj}j∈Z‖ℓq ≡ {
∑
j∈Z |gj |
q}1/q when q < ∞ and
‖{gj}j∈Z‖ℓ∞ ≡ supj∈Z |gj |, ‖{gj}j∈Z‖ℓq(Lp(X )) ≡ ‖{‖gj‖Lp(X )}j∈Z‖ℓq .
Definition 1.4. Let s ∈ (0,∞) and p, q ∈ (0, ∞]. The homogeneous Haj lasz-Besov space
N˙ sp, q(X ) is the space of all measurable functions u such that
‖u‖N˙sp, q(X ) ≡ inf~g∈Ds(u)
‖~g‖ℓq(Lp(X )) <∞.
Theorem 1.2. Let s ∈ (0,∞) and p, q ∈ (0,∞]. Then N˙ sp, q(X ) = B˙
s
p, q(X ).
Under the additional assumptions that µ also satisfies a reverse doubling condition,
0 < s < 1 and p > n/(n + 1), B˙sp, q(X ) also allows for a kernel function characterization
[21].
Theorem 1.2 and (i) through (iv) of Theorem 1.1 follow from Theorem 2.1 below, whose
proof relies on an inequality of Poincare´ type established in Lemma 2.1 and a pointwise
inequality given by Lemma 2.3. The proof of (v) through (vii) of Theorem 1.1 will be
given at the end of Section 2.
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Moreover, in Section 3, we state the corresponding results for Triebel-Lizorkin spaces
(see Theorem 3.1). As a special case, we also establish the equivalence between Haj lasz-
Sobolev spaces and the Sobolev type spaces of Caldero´n and DeVore-Sharpley (see Corol-
lary 3.1).
In Section 4, applying the above characterizations, we prove the triviality of Besov
and Triebel-Lizorkin spaces under a suitable Poincare´ inequality (see Theorem 4.1 and
Theorem 4.2), and also give some examples of nontrivial Besov and Triebel-Lizorkin spaces
to show the “necessity” of such a Poincare´ inequality (see Theorem 4.3).
Finally, we make some conventions. Throughout the paper, we denote by C a positive
constant which is independent of the main parameters, but which may vary from line to
line. Constants with subscripts, such as C0, do not change in different occurrences. The
notation A . B or B & A means that A ≤ CB. If A . B and B . A, we then write
A ∼ B. For two spaces X and Y endowed with (semi-)norms, the notation X ⊂ Y means
that u ∈ X implies that u ∈ Y and ‖u‖Y . ‖u‖X , and the notation X = Y means that
X ⊂ Y and Y ⊂ X. Denote by Z the set of integers and N the set of positive integers. For
any locally integrable function f , we denote by –
∫
Ef dµ the average of f on E, namely,
–
∫
Ef dµ ≡
1
µ(E)
∫
E f dµ.
2 Proofs of Theorem 1.1 and Theorem 1.2
We begin with a Poincare´ type inequality.
Lemma 2.1. Let s ∈ (0, ∞) and p ∈ (0, n/s). Then for every pair of ǫ, ǫ′ ∈ (0, s) with
ǫ < ǫ′, there exists a positive constant C such that for all x ∈ Rn, k ∈ Z, measurable
functions u and ~g ∈ Ds(u),
inf
c∈R
(
–
∫
B(x, 2−k)
|u(y)− c|p∗(ǫ) dµ(y)
)1/p∗(ǫ)
≤ C2−kǫ
′
∑
j≥k−2
2−j(s−ǫ
′)
{
–
∫
B(x, 2−k+1)
[gj(y)]
p dµ(y)
}1/p
,
where p∗(ǫ) is as in (1.1).
Recall that when s ∈ (0, 1] and X = Rn, Lemma 2.1 was established in [19, Lemma
2.3]. Generally, Lemma 2.1 can be proved by an argument similar to that of [19, Lemma
2.3] with the aid of the following variant of [13, Theorem 8.7]. In what follows, for every
s ∈ (0,∞) and measurable function u on X , a non-negative function g is called an s-
gradient of u if there exists a set E ⊂ X with µ(E) = 0 such that for all x, y ∈ X \E,
(2.1) |u(x) − u(y)| ≤ [d(x, y)]s[g(x) + g(y)].
Denote by Ds(u) the collection of all s-gradients of u.
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Lemma 2.2. Let s ∈ (0, ∞), p ∈ (0, n/s) and let p∗(s) be as in (1.1). Then there exists
a positive constant C such that for all x ∈ X , r ∈ (0, ∞), and all measurable functions u
and g ∈ Ds(u),
inf
c∈R
(
–
∫
B(x, r)
|u(y)− c|p∗(s) dµ(y)
)1/p∗(s)
≤ Crs
(
–
∫
B(x, 2r)
[g(y)]p dµ(y)
)1/p
.
When s ∈ (0, 1], since ds is also a distance on X , Lemma 2.2 follows from [13, Theorem
8.7]. When s ∈ (1, ∞), with p < n/s in mind, checking the proof of [13, Theorem 8.7] line
by line, we still have Lemma 2.2. We omit the details.
We still need the following pointwise inequality, which is a variant of the pointwise
inequality established in [19, (5.7)].
Lemma 2.3. Let σ ∈ (0, ∞). Then there exists a positive constant C such that, for each
function u ∈ Lσloc (X ), one can find a set E with µ(E) = 0 so that for each pair of points
x, y ∈ X \ E with d(x, y) ∈ [2−k−1, 2−k),
|u(x) − u(y)| ≤ C
∑
j≥k−2
 infc∈R
[
–
∫
B(x, 2−j)
|u(w) − c|σ dw
]1/σ
(2.2)
+ inf
c∈R
[
–
∫
B(y, 2−j)
|u(w)− c|σ dw
]1/σ .
To prove Lemma 2.3, we need Lemma 2.4 below. In what follows, for a real-valued
measurable function u and a ball B, define the median value of u on B by
(2.3) mu(B) ≡ max
{
a ∈ R, µ({x ∈ B : u(x) < a}) ≤
µ(B)
2
}
.
Lemma 2.4. For every real-valued measurable function u, there exists a measurable set
E ⊂ X with µ(E) = 0 such that for all z ∈ X \E,
u(z) = lim
µ(B)→0, B∋z
mu(B).
Lemma 2.4 was proved in [5, Lemma 2.2] for X = Rn, and the very same argument
gives Lemma 2.4. We omit the details.
Proof of Lemma 2.3. Let u be a real-valued measurable function and E be the set given
by Lemma 2.4. Then for all z ∈ X \ E, by Lemma 2.4, mu(B(z, 2
−j))→ u(z) as j →∞,
and hence∣∣∣u(z)−mu(B(z, 2−k))∣∣∣
≤
∑
j≥k
∣∣mu(B(z, 2−j))−mu(B(z, 2−j−1))∣∣
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≤
∑
j≥k
[∣∣mu(B(z, 2−j))− cB(z, 2−j)∣∣+ ∣∣mu(B(z, 2−j−1))− cB(z, 2−j)∣∣] ,
where cB(z, 2−j) is a real number such that
–
∫
B(z, 2−j)
∣∣u(w)− cB(z, 2−j)∣∣σ dµ(w) ≤ 2 inf
c∈R
–
∫
B(z, 2−j)
|u(w) − c|σ dµ(w).
We claim that for every ball B and each c ∈ R,
(2.4) |mu(B)− c| ≤
{
2 –
∫
B
|u(w) − c|σ dµ(w)
}1/σ
.
Assume that this claim holds for a moment. We have
∣∣mu(B(z, 2−j))− cB(z, 2−j)∣∣ ≤
{
2 –
∫
B(z, 2−j)
|u(w) − cB(z, 2−j)|
σ dµ(w)
}1/σ
(2.5)
. inf
c∈R
{
–
∫
B(z, 2−j)
|u(w) − c|σ dµ(w)
}1/σ
and
∣∣mu(B(z, 2−j−1))− cB(z, 2−j)∣∣ ≤
{
2 –
∫
B(z, 2−j−1)
|u(w) − cB(z, 2−j)|
σ dw
}1/σ
(2.6)
.
{
–
∫
B(z, 2−j)
|u(w) − cB(z, 2−j)|
σ dw
}1/σ
. inf
c∈R
{
–
∫
B(z, 2−j)
|u(w) − c|σ dw
}1/σ
.
Therefore,
(2.7)
∣∣∣u(z)−mu(B(z, 2−k))∣∣∣ .∑
j≥k
inf
c∈R
{
–
∫
B(z, rj)
|u(w) − c|σ dw
}1/σ
.
For x, y ∈ X \ E with 2−k−1 ≤ d(x, y) < 2−k, we write
|u(x)− u(y)| ≤ |u(x)−mu(B(x, 2
−k+1))|+ |mu(B(x, 2
−k+1))− cB(x, 2−k+1)|
+|cB(x, 2−k+1) −mu(B(y, 2
−k))|+ |u(y)−mu(B(y, 2
−k))|.
By an argument similar to that of (2.6), we have
|cB(x, 2−k+1) −mu(B(y, 2
−k))| . inf
c∈R
{
–
∫
B(x, 2−k+1)
|u(w)− c|σ dw
}1/σ
,
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which together with (2.7) and (2.5) gives (2.2).
Now we prove the claim (2.4). For every ball B and each c ∈ R, observing that
mu−c(B) = mu(B)− c and recalling that |mu(B)| ≤ m|u|(B) as proved in [5, Lemma 2.1],
we have |mu(B)− c| ≤ m|u−c|(B). By this, (2.4) is reduced to
(2.8) m|u−c|(B) ≤
{
2 –
∫
B
|u(w) − c|σ dµ(w)
}1/σ
.
To see this, letting δ ≡ –
∫
B |u(w) − c|
σ dw, by Chebyshev’s inequality, for every a > 2, we
have
µ
({
w ∈ B : |u(w) − c| ≥ (aδ)1/σ
})
= µ ({w ∈ B : |u(w)− c|σ ≥ aδ})
≤ (aδ)−1
∫
B
|u(w) − c|σ dw <
µ(B)
2
,
which yields that
µ
({
w ∈ B : |u(w)− c| < (aδ)1/σ
})
>
µ(B)
2
and hence by (2.3), m|u−c|(B) ≤ (aδ)
1/σ . Then letting a → 2, we obtain (2.8) and hence
prove the claim (2.4). This finishes the proof of Lemma 2.3.
We also use the following lemma.
Lemma 2.5. Let s, σ ∈ (0, ∞), ǫ ∈ [0, s] and p, q ∈ (0,∞]. Let ~E = ~Cs, σ, ~As, σ, ~Is, σ or
~Ss, ǫ, σ. Then for each measurable function u,
(2.9) ‖u‖~EB˙p, q(X ) ∼
∥∥∥{ ~E(u)(x, 2−k)}
k∈Z
∥∥∥
ℓq(Lp(X ))
.
Proof. Observe that ~E(u)(x, t) . ~E(u)(x, 2−k+1) for all t ∈ (2−k, 2−k+1] and x ∈ X , from
which (2.9) follows by a simple computation. This finishes the proof of Lemma 2.5.
With the aid of Lemma 2.1, Lemma 2.3 and Lemma 2.5, we obtain the following
result, which, together with the fact ~Cs, pB˙p, q(X ) = B˙
s
p, q(X ), implies Theorem 1.2 and (i)
through (iv) of Theorem 1.1.
Theorem 2.1. Let s ∈ (0,∞) and p, q ∈ (0,∞].
(i) If σ ∈ (0, p], then N˙ sp, q(X ) = ~C
s, σB˙p, q(X ).
(ii) If σ ∈ (0, p∗(s)), then N˙
s
p, q(X ) = ~I
s, σB˙p, q(X ).
(iii) If ǫ ∈ [0, s) and σ ∈ (0, p∗(s)), then N˙
s
p, q(X ) = ~S
s, ǫ, σB˙p, q(X ).
(iv) If p ∈ (n/(n+ s), ∞] and σ ∈ (0, p∗(s)), then N˙
s
p, q(X ) = ~A
s, σB˙p, q(X ).
Proof. First, notice that if µ(X ) <∞, then
(2.10) diamX ≡ sup
x, y∈X
d(x, y) <∞.
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Indeed, suppose that diamX = ∞. Fix a ball B(x0, r0) ⊂ X . By our assumptions on
µ, we have µ(B(x0, r0)) > 0. Notice that for any x1 ∈ X with d(x1, x0) ≥ 2r0, by the
doubling property and B(x0, r0) ⊂ B(x1, 2d(x1, x0)), we have
µ(B(x1,
1
2
d(x1, x0))) ≥ (C1)
−14−nµ(B(x1, 2d(x1, x0))) ≥ (C1)
−14−nµ(B(x0, r0)).
Let r1 = 2d(x1, x0). Since B(x1,
1
2d(x1, x0)) ∩B(x0, r0) = ∅, we have
µ(X ) > µ(B(x1, r1)) ≥ [1 + (C1)
−14−n]µ(B(x0, r0)).
Repeating this procedure for N times, we can find xN ∈ X and rN > 0 such that
µ(X ) > µ(B(xN , rN )) ≥ [1 + (C1)
−14−n]µ(B(xN−1, rN−1))
≥ · · · ≥ [1 + (C1)
−14−n]Nµ(B(x0, r0)),
which tends to infinity as N →∞. This is a contradiction. Thus diamX <∞.
Assume that 2−k0−1 ≤ diamX < 2−k0 for some k0 ∈ Z. Observe that
‖u‖~EB˙p, q(X ) ∼
 ∑
k≥k0−2
∥∥∥~E(u)(·, 2−k)∥∥∥q
Lp(X )
1/q
and that for any ~g ∈ Ds(u), we can always take gk ≡ 0 for k < k0− 2. Because of this, the
proof of Theorem 1.2 for the case µ(X ) < ∞ is a slight modification of that for the case
µ(X ) =∞ below. In what follows, we only consider the case µ(X ) =∞.
We first prove (ii) and (iii). Observing that
(2.11) Is, σt (u)(x) ≤ S
s, ǫ, σ
t (u)(x)
for all t ∈ (0, ∞) and x ∈ X , we have ~Ss, ǫ, σB˙p, q(X ) ⊂ ~I
s, σB˙p, q(X ). So it suffices to prove
that ~Is, σB˙p, q(X ) ⊂ N˙
s
p, q(X ) ⊂ ~S
s, ǫ, σB˙p, q(X ).
To prove ~Is, σB˙p, q(X ) ⊂ N˙
s
p, q(X ), let u ∈ ~I
s, σB˙p, q(X ) and E with µ(E) = 0 be as
in Lemma 2.3. By Lemma 2.3, it is easy to see that for x, y ∈ Rn \ E and d(x, y) ∈
[2−k−1, 2−k),
(2.12) |u(x)− u(y)| ≤ C[d(x, y)]s
∑
j≥k−2
2(k−j)s[Is, σ
2−j
(u)(x) + Is, σ
2−j
(u)(y)].
For k ∈ Z, set
(2.13) gk ≡
∑
j≥k−2
2(k−j)sIs, σ
2−j
(u).
Then ~g ≡ {gk}k∈Z ∈ D
s(u) modulo a fixed constant and it is easy to check that
‖~g‖ℓq(Lp(X )) . ‖{I
s, σ
2−k
(u)}k∈Z‖ℓq(Lp(X ));
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see the proof of [19, Theorem 2.1] for details. So, by Lemma 2.5, u ∈ N˙ sp, q(X ) and
(2.14) ‖u‖N˙sp, q(X )
≤ ‖~g‖ℓq(Lp(X )) . ‖{I
s, σ
2−k
(u)}k∈Z‖ℓq(Lp(X )) ∼ ‖u‖~Is, σB˙p, q(X ).
This leads to ~Is, σB˙p, q(X ) ⊂ N˙
s
p, q(X ).
To prove that N˙ sp, q(X ) ⊂ ~S
s, ǫ, σB˙p, q(X ), since σ < p∗(s), we can choose ǫ
′ ∈ (0, s) and
δ ∈ (0, p) such that σ ≤ δ∗(ǫ
′) = nδ/(n−ǫ′δ). We also let ǫ′′ ∈ (ǫ′, s) and ǫ′′′ ∈ (0, min{s−
ǫ′′, s− ǫ}). For given u ∈ N˙ sp, q(X ), take ~g ∈ D
s(u) with ‖~g‖ℓq(Lp(X )) ≤ 2‖u‖N˙sp, q(X )
. Set
hk ≡ 2
kǫ′′′
∑
i≥k
2−iǫ
′′′
gi
for k ∈ Z. Then ~h ≡ {hk}k∈Z ∈ D
s(u), hi ≤ 2
(i−k)ǫ′′′hk for any i ≥ k, and moreover, it is
easy to check
(2.15) ‖~h‖ℓq(Lp(X )) . ‖~g‖ℓq(Lp(X )) . ‖u‖N˙sp, q(X )
;
see the proof of [19, Theorem 2.1] for details. Then by Lemma 2.1, for all j ∈ Z and j ≥ k,
Iǫ, σ
2−j
(u)(x) = 2jǫ
(
inf
c∈R
–
∫
B(x, 2−j)
|u(z)− c|σ dµ(z)
)1/σ
(2.16)
≤ 2jǫ
(
inf
c∈R
–
∫
B(x, 2−j)
|u(z)− c|nδ/(n−ǫ
′δ) dµ(z)
)(n−ǫ′δ)/nδ
. 2jǫ2−jǫ
′′
∑
i≥j−2
2−i(s−ǫ
′′)
(
–
∫
B(x, 2−j+1)
[hi(z)]
δ dµ(z)
)1/δ
. 2j(ǫ−s)
∑
i≥j−2
2(j−i)(s−ǫ
′′)
(
–
∫
B(x, 2−j+1)
[hi(z)]
δ dµ(z)
)1/δ
. 2j(ǫ−s)
∑
i≥j−2
2(j−i)(s−ǫ
′′)Mδ(hi)(x)
. 2j(ǫ−s)
∑
i≥j−2
2(j−i)(s−ǫ
′′)2(i−k)ǫ
′′′
Mδ(hk)(x)
. 2j(ǫ−s)2(j−k)ǫ
′′′
Mδ(hk)(x).
Here and in what followsM denotes the Hardy-Littlewood maximal operator andMδ(u) ≡
[M(|u|δ)]1/δ for all u ∈ Lδloc (X ) and δ ∈ (0, ∞). Thus for all k ∈ Z,
Ss, ǫ, σ
2−k
(u)(x) . 2k(s−ǫ) sup
j≥k
2j(ǫ−s)Iǫ, σ
2−j
(u)(x)(2.17)
. sup
j≥k
2−(j−k)(s−ǫ)2(j−k)ǫ
′′′
Mδ(hk)(x) .Mδ(hk)(x).
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So, by the Lp/δ(X )-boundedness ofM, Lemma 2.5 and (2.15), we have u ∈ ~Ss, ǫ, σB˙p, q(X )
and
‖u‖~Ss, ǫ,σB˙p, q(X ) . ‖{S
s, ǫ, σ
2−k
(u)}k∈Z‖ℓq(Lp(X ))
. ‖{Mδ(hk)}k∈Z‖ℓq(Lp(X )) . ‖~h‖ℓq(Lp(X )) . ‖u‖N˙sp, q(X )
.
This yields N˙ sp, q(X ) ⊂ ~S
s, ǫ, σB˙p, q(X ) and thus finishes the proofs of (ii) and (iii).
Now we prove (i). Since
(2.18) Is, σt (u)(x) ≤ C
s, σ
t (u)(x)
for all t ∈ (0, ∞) and x ∈ X , we have ~Cs, σB˙p, q(X ) ⊂ ~I
s, σB˙p, q(X ), and hence by (ii),
~Cs, σB˙p, q(X ) ⊂ N˙
s
p, q(X ). So we only need to show that N˙
s
p, q(X ) ⊂ ~C
s, σB˙p, q(X ). For
given u ∈ N˙ sp, q(X ), take ~g ∈ D
s(u) with ‖~g‖ℓq(Lp(X )) ≤ 2‖u‖N˙sp, q(X ). Then by Lemma 2.1,
for all k ∈ Z,
Cs, σ
2−k
(u)(x) = 2ks
∑
j≥k
1
µ(B(x, 2−k))
∫
B(x, 2−j)\B(x, 2−j−1)
|u(z)− u(x)|σ dµ(z)
1/σ
≤ 2ks
 ∑
j≥k−2
2−jsσ –
∫
B(x, 2−j)
([gj(z)]
σ + [gj(x)]
σ) dµ(z)
1/σ
=
∑
j≥k
2−(j−k)sδ[gj(x)]
σ +
∑
j≥k
2−(j−k)sσ –
∫
B(x, 2−j)
[gj(z)]
σ dµ(z)
1/σ .
If p > σ, then when σ ∈ (0, 1), applying the Ho¨lder inequality, we have
Cs, σ
2−k
(u)(x) .
∑
j≥k
2−(j−k)sσ[Mσ(gj)(x)]
σ
1/σ(2.19)
.
∑
j≥k
2−(j−k)s/2Mσ(gj)(x)
∑
j≥k
2−(j−k)sσ/2(1−σ)
(1−σ)/σ
.
∑
j≥k
2−(j−k)s/2Mσ(gj)(x),
and when σ ∈ [1, p), by 1/σ ≤ 1,
Cs, σ
2−k
(u)(x) .
∑
j≥k
2−(j−k)sMσ(gj)(x).
From this, it is easy to deduce that
‖{Cs, σ
2−k
(u)}k∈Z‖ℓq(Lp(X )) . ‖{Mσ(gk)}k∈Z‖ℓq(Lp(X )).
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By this, the Lp/σ(X )-boundedness of M and Lemma 2.5, we have u ∈ ~Cs, σB˙p, q(X ) and
‖u‖~Cs, σB˙p, q(X ) . ‖{C
s, σ
2−k
(u)}k∈Z‖ℓq(Lp(X )) . ‖~g‖ℓq(Lp(X )) . ‖u‖N˙sp, q(X )
.
If σ = p, then
‖u‖~Cs, pB˙p, q(X ) .

∑
k∈Z
∫
X
∑
j≥k
2−(j−k)sp[gj(x)]
p dµ(x)
q/p

1/q
+

∑
k∈Z
∫
X
∑
j≥k
2−(j−k)sp –
∫
B(x, 2−j)
[gj(z)]
p dµ(z) dµ(x)
q/p

1/q
.

∑
k∈Z
∫
X
∑
j≥k
2−(j−k)sp[gj(x)]
p dµ(x)
q/p

1/q
. ‖~g‖ℓq(Lp(X )) . ‖u‖N˙sp, q(X )
.
This gives N˙ sp, q(X ) ⊂ ~C
s, σB˙p, q(X ) and thus finishes the proof of (i).
Finally, we prove (iv). Trivially,
(2.20) Is, σt (u)(x) ≤ A
s, σ
t (u)(x)
for all x ∈ X and t ∈ (0, ∞), which implies that ~As, σB˙p, q(X ) ⊂ ~I
s, σB˙p, q(X ). On the
other hand, since p > n/(n+s) and σ < p∗(s), we can find σ
′ ∈ (max{σ, 1}, p∗(s)). Notice
that, for any c ∈ R, by the Minkowski inequality and the Ho¨lder inequality,(
–
∫
B(x, t)
|u− uB(x, t)|
σ′ dµ(z)
)1/σ′
≤
(
–
∫
B(x, t)
|u− c|σ
′
dµ(z)
)1/σ′
+ |c− uB(x, t)|
≤ 2
(
–
∫
B(x, t)
|u− c|σ
′
dµ(z)
)1/σ′
,
which together with the Ho¨lder inequality again implies that
(2.21) As, σt (u)(x) ≤ A
s, σ′
t (u)(x) ≤ 2I
s, σ′
t (u)(x)
for all u ∈ Lσloc (X ), x ∈ X and t ∈ (0, ∞). Then
~Is, σ
′
B˙p, q(X ) ⊂ ~A
s, σB˙p, q(X ). Recall
that we have proved that ~Is, σ
′
B˙p, q(X ) = N˙
s
p, q(X ) = B˙
s
p, q(X ) = ~I
s, σB˙p, q(X ). So we
obtain (iv). The proof of Theorem 2.1 is finished.
Remark 2.1. For the theory of Besov spaces on Rn see, for example, [25, 22, 26], and, on
metric measure spaces, see [9, 21, 7]. When s ∈ (0, 1), p ∈ (n/(n+ s), ∞] and q ∈ (0, ∞],
the equivalence B˙sp, q(X ) = ~C
s,1B˙p, q(X ) on a metric measure space satisfying both a
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doubling and a reverse doubling property was established in [21] by Mu¨ller and Yang and
the pointwise characterization of B˙sp, q(X ) in [19]. But Theorem 2.1 (hence Theorem 1.1
and Theorem 1.2) does not require a reverse doubling property and also works for the
whole index range.
One can derive the following inequality from the proof of (2.16).
Corollary 2.1. For s ∈ (0, ∞), δ ∈ (0, ∞), σ ∈ (0, δ∗(s)) and σ
′ ∈ (0, ∞), there exist
ǫ > 0 satisfying σ < δ∗(s − ǫ), and constant C such that for all u ∈ L
σ
loc (u), k ∈ Z and
x ∈ X ,
(2.22) Is, σ
2−k
(u)(x) ≤ C2−kǫMδ
 ∑
j≥k−2
Is−ǫ, σ
′
2−j
(u)
 (x).
Proof. If σ′ ≥ σ, then (2.22) is trivial or follows from the Ho¨lder inequality. If σ′ < σ, then
we employ the argument for (2.16) with the special choice gj ≡ I
s, σ′
2−j
(u) for all j ≥ k − 2.
We leave the details to the reader.
We close Section 2 by proving the optimality of the ranges of ǫ and σ in Theorem 1.1.
Proofs of (v) though (vii) of Theorem 1.1. (v) For α ∈ (0, ∞), define
uα(x) ≡ |x|
−αχB(0, 1)(x) + χRn\B(0, 1)(x).
We first claim that uα ∈ B˙
s
p, q(R
n) when α ∈ (0, n/p− s). To see this, for j ≤ 0, we set
gj(x) ≡ 2
js|x|−αχB(0, 1)(x),
and, for j ≥ 1, we set
gj(x) ≡ 2
js|x|−αχB(0, 2−j−3)(x) + 2
−j(1−s)|x|−α−1χB(0, 1)\B(0, 2−j−3)(x).
Then it is easy to check that ~g ≡ {gj}j∈Z ∈ D
s(uα) modulo a fixed constant. Moreover,
since pα < n, for j ≤ 0, we have that
‖gj‖
p
Lp(Rn) ≤
∫
B(0, 1)
2jps|x|−pα dx . 2jps,
and for j ≥ 1,
‖gj‖
p
Lp(Rn) ≤
∫
B(0, 2−j−3)
2jps|x|−pα dx
+
∫
B(0, 1)\B(0, 2−j−3)
2−jp(1−s)|x|−p(α+1) dx
. 2j[p(s+α)−n] + 2−jp(1−s).
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Observing that s+α < n/p and recalling that s < 1, we have ‖~g‖ℓq(Lp(Rn)) <∞, which is
as desired. Now, taking α = n/σ and noticing s+ α < s + n/p∗(s) = n/p, we have uα ∈
N˙ sp, q(R
n) and hence by Theorem 1.2, uα ∈ B˙
s
p, q(R
n). This yields (v) since uα /∈ L
σ
loc (R
n).
(vi) Let α = n/σ. Since α + s < n/p, as shown in (v), uα ∈ N˙
s
p, q(R
n). Let us check
that ‖uα‖~Cs, σB˙p, q(Rn) = ∞. Indeed, if 1/2 ≤ |x| ≤ 3/4, then B(0, 1/4) ⊂ B(x, 1) and for
all z ∈ B(0, 1/4),
|x|−α ≤ (1/2)−α = 2−α(1/4)−α ≤ 2−α|z|−α,
which implies that |u(x)− u(z)| ≥ (1− 2−α)|z|−α, and hence by n = ασ,
–
∫
B(x, 1)
|u(x) − u(z)|σ dz & –
∫
B(0, 1/4)
|z|−n dz =∞.
Therefore
‖u‖~Cs, σB˙p, q(Rn) &

∫
B(0, 3/4)\B(0, 1/2)
(
–
∫
B(x, 1)
|u(x)− u(z)|σ dz
)p/σ
dx

1/p
=∞
as desired. This gives (vi).
(vii) Let α = n/p− s and β ∈ (−2/p, −1/p), and define
u(x) ≡ |x|−α
(
log
2
|x|
)β
χB(0, 1)(x) + χRn\B(0, 1)(x).
We claim that u ∈ N˙ sp, p(R
n). To see this, similarly to (v), for j ≤ 0, we set
gj(x) ≡ 2
js|x|−α
(
log
2
|x|
)β
χB(0, 1)(x),
and for j ≥ 1, we set
gj(x) ≡ 2
js|x|−α
(
log
2
|x|
)β
χB(0, 2−j−3)(x)
+2−j(1−s)|x|−α−1
(
log
2
|x|
)β
χB(0, 1)\B(0, 2−j−3)(x).
Then ~g ≡ {gj}j∈Z ∈ D
s(u) modulo a fixed constant. Since α + s = n/p and pβ < −1, we
have that∑
j≥1
‖gj‖
p
Lp(Rn) .
∑
j≥1
∫
B(0, 2−j−3)
2jps|x|−pα
(
log
2
|x|
)pβ
dx
+
∑
j≥1
∫
B(0, 1)\B(0, 2−j−3)
2−jp(1−s)|x|−p(α+1)
(
log
2
|x|
)pβ
dx
.
∫
B(0, 1)
|x|−p(α+s)
(
log
2
|x|
)pβ
dx
14 A. Gogatishvili, P. Koskela and Y. Zhou
.
∫ 1
0
(
log
2
t
)pβ dt
t
<∞
and that ∑
j≤0
‖gj‖
p
Lp(Rn) .
∫
B(0, 1)
|x|−p(α+s)
(
log
2
|x|
)pβ
dx <∞.
Thus u ∈ N˙ sp, p(R
n). On the other hand, for any x ∈ B(0, 1/2) and all t > |x|,
Ss, s, pt (u)(x) ≥ |x|
−s
(
inf
c∈R
–
∫
B(x, |x|)
|u(z)− c|p dx
)1/p
≥ (2|x|)−s
(
–
∫
B(x, |x|)
|u(z) − u(x0)|
p dx
)1/p
,
where may choose x0 ∈ B(x, |x|). Moreover, up to a rotation, we can assume that x0 =
x|x0|/|x|. Observe that if |x0| ≥ |x|, then for z ∈ B(x/2, |x|/4) ⊂ B(0, 3|x|/4),
|u(z)− u(x0)| ≥ |u(3x/4) − u(x)| & u(x).
Moreover, if |x0| ≤ |x|, then for z ∈ B(3x/2, |x|/4) ⊂ B(0, 1) \B(0, 5|x|/4),
|u(z)− u(x0)| ≥ |u(5x/4) − u(x)| & u(x).
Hence by B(x/2, |x|/4) ∪B(3x/2, |x|/4) ⊂ B(x, |x|) and α+ s = n/p, we have
Ss, s, pt (u)(x) & |x|
−α−s
(
log
2
|x|
)β
∼ |x|−n/p
(
log
2
|x|
)β
,
from which together with pβ + 1 > −1, it follows that
‖u‖p~Ss, s, pB˙p, p(Rn)
&
∑
j≥0
‖Ss, s, p
2−j
(u)‖p
Lp(B(0, 2−j−1))
&
∑
j≥0
∫
B(0, 2−j−1)
|x|−n
(
log
2
|x|
)pβ
dx
∼
∫
B(0, 1)
|x|−n
(
log
2
|x|
)pβ+1
dx
∼
∫ 1/2
0
(
log
2
t
)pβ+1 dt
t
=∞.
The proof of Theorem 2.1 is finished.
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3 Triebel-Lizorkin spaces
In what follows, for p, q ∈ (0, ∞] and a sequence ~g of measurable functions, we set
‖~g‖Lp(X , ℓq) ≡ ‖‖~g‖ℓq‖Lp(X ).
Definition 3.1. Let s ∈ (0,∞) and p, q ∈ (0, ∞]. The homogeneous Haj lasz-Triebel-
Lizorkin space M˙ sp, q(X ) is the space of all measurable functions u such that ‖u‖M˙sp, q(X ) <
∞, where when p ∈ (0, ∞) or p, q =∞,
‖u‖M˙sp, q(X )
≡ inf
~g∈Ds(u)
‖~g‖Lp(X , ℓq) ,
and when p =∞ and q ∈ (0, ∞),
‖u‖M˙s
∞, q(X )
≡ inf
~g∈Ds(u)
sup
k∈Z
sup
x∈X
∑
j≥k
–
∫
B(x, 2−k)
[gj(y)]
q dµ(y)

1/q
.
Definition 3.2. Let s, σ ∈ (0, ∞), ǫ ∈ [0, s] and p, q ∈ (0,∞]. For ~E = ~Cs, σ, ~As, σ, ~Is, σ
or ~Ss, ǫ, σ, the homogeneous space ~EF˙p, q(X ) of Triebel-Lizorkin type is defined to be the
collection of all u ∈ Lσloc (X ) such that ‖u‖~EF˙p, q(X ) <∞, where when p ∈ (0, ∞),
‖u‖~EF˙p, q(X ) ≡
∥∥∥∥∥
(∫ ∞
0
[ ~E(u)(·, t)]q
dt
t
)1/q∥∥∥∥∥
Lp(X )
with the usual modification made when q =∞, and when p =∞ and q ∈ (0, ∞),
‖u‖~EF˙p, q(X ) ≡ sup
x∈X
sup
r>0
(∫ r
0
–
∫
B(x, r)
[ ~E(u)(y, t)]q dµ(y)
dt
t
)1/q
and when p, q =∞, ‖u‖~EF˙∞,∞(X ) ≡ ‖u‖~EB˙∞,∞(X ).
Theorem 3.1. Let s ∈ (0,∞) and p, q ∈ (0,∞]. Let r ≡ min{p, q}.
(i) If σ ∈ (0, r), then M˙ sp, q(X ) = ~C
s, σF˙p, q(X ).
(ii) If σ ∈ (0, r∗(s)), then M˙
s
p, q(X ) = ~I
s, σF˙p, q(X ).
(iii) If ǫ ∈ [0, s) and σ ∈ (0, r∗(s)), then M˙
s
p, q(X ) = ~S
s, ǫ, σF˙p, q(X ).
(iv) If r ∈ (n/(n+ s), ∞] and σ ∈ (0, r∗(s)), then M˙
s
p, q(X ) = ~A
s, σF˙p, q(X ).
Proof. The proof of Theorem 3.1 is similar to that of Theorem 2.1. We only sketch it.
By (2.11), we have ~Ss, ǫ, σF˙p, q(X ) ⊂ ~I
s, σF˙p, q(X ).
For u ∈ ~Is, σF˙p, q(X ), by taking ~g ≡ {gk}k∈Z as in (2.13), similarly to (2.14), we can
show that ‖u‖M˙sp, q(X )
. ‖u‖~Is, σF˙p, q(X ). Hence,
~Is, σF˙p, q(X ) ⊂ M˙
s
p, q(X ).
The result M˙ sp, q(X ) ⊂ ~S
s, ǫ, σF˙p, q(X ) follows from an argument similar to that for
N˙ sp, q(X ) ⊂ ~S
s, ǫ, σB˙p, q(X ), where the inequality (2.17) plays an important role. The re-
striction σ ∈ (0, r∗(s)) ensures the existence of δ ∈ (0, r) and ǫ
′ ∈ (0, ǫ) such that
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σ ≤ δ∗(ǫ
′). Moreover, by δ ∈ (0, r), we can use the Fefferman-Stein maximal inequality
(see [8]) to obtain
‖{Mδ(hk)}k∈Z‖Lp(X , ℓq) . ‖~h‖Lp(X , ℓq).
This gives (ii) and (iii).
For (i), by (2.18), we have ~Cs, σF˙p, q(X ) ⊂ ~I
s, σF˙p, q(X ) ⊂ M˙
s
p, q(X ). The converse
result M˙ sp, q(X ) ⊂ ~C
s, σF˙p, q(X ) follows from (2.19) and an argument similar to the proof
of N˙ sp, q(X ) ⊂ ~C
s, σB˙p, q(X ) for σ ∈ (0, p). Here the restriction σ ∈ (0, r) comes from the
Fefferman-Stein maximal inequality used to prove
‖{Mσ(gk)}k∈Z‖Lp(X , ℓq) . ‖~g‖Lp(X , ℓq).
This gives (i).
For (iv), the equivalence ~As, σF˙p, q(X ) = M˙
s
p, q(X ) follows from (2.20), (2.21) with
σ′ ∈ (max{σ, 1}, r∗(s)) and (ii). This gives (iv) and hence finishes the proof of Theorem
3.1.
Notice that, in Theorem 3.1 (iii), we have the restriction ǫ ∈ [0, s). However, when
ǫ = s and q =∞, we have the following result.
Theorem 3.2. Let s ∈ (0,∞) and p ∈ (0,∞]. If σ ∈ (0, p∗(s)), then M˙
s
p,∞(X ) =
~Ss, s, σF˙p,∞(X ).
Proof. To see ~Ss, s, σF˙p,∞(X ) ⊂ M˙
s
p,∞(X ), let u ∈ ~S
s, s, σF˙p,∞(X ). By (2.12) and taking
~g ≡ {gk}k∈Z with gk = S
s, s, σ
2−k+2
(u), we have ~g ∈ Ds(u) and
‖~g‖Lp(X , ℓ∞) ≤ ‖{S
s, s, σ
2−k
(u)}k∈Z‖Lp(X , ℓ∞) ∼ ‖u‖~Ss, s, σF˙p,∞(X ),
which implies that u ∈ M˙ sp,∞(X ) and ‖u‖M˙sp,∞(X )
. ‖u‖~Ss, s, σF˙p,∞(X ).
Conversely, let u ∈ M˙ sp,∞(X ) and ~g ∈ D
s(u) with ‖~g‖Lp(X , ℓ∞) ≤ 2‖u‖M˙sp,∞(X )
. Taking
g ≡ supk∈Z gk = ‖~g‖ℓ∞ , we have g ∈ D
s(u) and ‖g‖Lp(X ) . ‖u‖M˙sp,∞(X )
. By σ ∈ (0, p∗(s)),
let δ ∈ (0, p) such that σ = δ∗(s). Then by Lemma 2.2, for all x ∈ X and k ∈ Z,
Ss, s, σ
2−k+2
(u)(x) ≤Mδ(g)(x),
which together with the Lp/δ(X )-boundedness of M implies that u ∈ ~Ss, s, σF˙p,∞(X ) and
‖u‖~Ss, s, σF˙p,∞(X ) . ‖u‖M˙sp,∞(X )
. This finishes the proof of Theorem 3.2.
Let s, σ ∈ (0, ∞) and recall the classical fractional sharp maximal functions
u♯, s(x) ≡ sup
t∈(0,∞)
t−s –
∫
B(x, t)
|u(z) − uB(x, t)| dµ(z)
and
u♯, sσ (x) ≡ sup
t∈(0,∞)
t−s inf
c∈R
(
–
∫
B(x, t)
|u(z) − c|σ dµ(z)
)1/σ
.
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The Sobolev-type space C˙s, p(X ) of Caldero´n and DeVore-Sharpley is defined as the col-
lection of all locally integrable functions u such that ‖u‖C˙s, p(X ) ≡ ‖u
♯, s‖Lp(X ) < ∞; see
[4, 24]. Also observe that
u♯, sσ (u)(x) = sup
t∈(0,∞)
Ss, s, σt (u)(x) ∼ ‖
~Ss, s,σ(u)(x)‖ℓ∞ ,
and hence ‖u‖~Ss, s, σF˙p,∞(X ) = ‖u
♯, s
σ (u)‖Lp(X ). On the other hand, recall from [19] that
M˙ sp,∞(X ) is simply the Haj lasz-Sobolev space M˙
s, p(X ). Here M˙ s, p(X ) is the collection of
all functions u such that
‖u‖M˙s, p(X ) ≡ inf
g∈Ds(u)
‖g‖Lp(X ) <∞,
where Ds(u) is the set of all s-gradients of u as in (2.1). Then, as a consequence of
Theorem 3.1 and Theorem 3.2, we have the following corollary.
Corollary 3.1. Let s ∈ (0, ∞) and p ∈ (0, ∞].
(i) If σ ∈ (0, p∗(s)), then u ∈ M˙
s, p(X ) if and only if u♯, sσ ∈ Lp(X ), and moreover, for
every u ∈ M˙ s, p(X ), ‖u‖M˙s, p(X ) ∼ ‖u
♯, s
σ (u)‖Lp(X ).
(ii) If p ∈ (n/(n + s), ∞], then C˙s, p(X ) = M˙ s, p(X ).
Remark 3.1. Notice that M˙ sp, p(X ) = B˙
s
p, p(X ) for all s ∈ (0, ∞) and p ∈ (0,∞]. Then (v)
through (vii) of Theorem 1.1 also give the optimality of the ranges of σ and ǫ in Theorem
3.1 at least for the spaces M˙ sp, p(R
n).
Remark 3.2. Recall that Caldero´n [2] characterized Sobolev spaces W 1, p(Rn) for p ∈
(1, ∞] via the fractional sharp maximal function u♯, 1 and Miyachi [20] characterized
Hardy-Sobolev spaces H1, p(Rn) for p ∈ (n/(n + 1), 1]. For the theory of Sobolev-type
spaces C˙s, p(Rn) and their equivalence with the usual Triebel-Lizorkin spaces F˙ sp,∞(R
n),
see [4, 3]. Shvartsman [24] introduced the spaces C˙s, p(X ) on metric measure spaces for
s ∈ (0, 1] and p ∈ (1, ∞]. See [26] and the references therein for the fractional sharp
maximal function characterization of general Triebel-Lizorkin spaces on Rn.
The pointwise Sobolev spaces on metric measure spaces were introduced and the point-
wise characterization of W 1, p(Rn) for p ∈ (1, ∞] was established by Haj lasz [12, 13]. The
pointwise characterization for the Hardy-Sobolev spaces H1, p(Rn) for p ∈ (n/(n + 1), 1]
was given by Koskela and Saksman [16]. Yang [27] established a pointwise characteriza-
tion for the Triebel-Lizorkin spaces F˙ sp,∞(X ) for s ∈ (0, 1) and p ∈ (1, ∞] on Ahlfors
regular spaces. For the pointwise characterization M˙ sp, q(X ) = F˙
s
p, q(X ) on a metric mea-
sure space satisfying doubling and reverse doubling properties, when s ∈ (0, 1) and
p, q ∈ (n/(n + s), ∞], see [18, 19]; also see [9, 6, 21] for some other characterizations.
Above, the spaces F˙ sp, q(X ) are defined using kernel functions.
By Theorem 3.1, Theorem 3.2 and Corollary 3.1, Haj lasz-Triebel-Lizorkin spaces ap-
pear to be a natural substitute of Triebel-Lizorkin spaces on a metric measure space
satisfying the doubling property.
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4 Triviality and nontriviality
We say that X supports a weak (1, p)-Poincare´ inequality with p ∈ [1, ∞) if there exist
positive constants C and λ > 1 such that for all functions u, p-weak upper gradients g of
u and balls B with radius r > 0,
–
∫
B
|u(x)− uB | dµ(x) ≤ Cr
{
–
∫
λB
[g(x)]p dµ(x)
}1/p
.
Recall that a nonnegative Borel function g is called a p-weak upper gradient of u if
(4.1) |u(x)− u(y)| ≤
∫
γ
g ds
for all γ ∈ Γrect \ Γ, where x and y are the endpoints of γ, Γrect denotes the collection of
non-constant compact rectifiable curves and Γ has p-modulus zero. If X is complete, the
above Poincare´ inequality holds if and only if it holds for each Lipschitz function with the
pointwise Lipschitz constant
Lip(u)(x) = lim sup
r→0
sup
y∈B(x, r)
|u(x)− u(y)|
r
on the right-hand side. See [11] for more details.
By triviality of N˙ sp, q(X ) or M˙
s
p, q(X ) below we mean that they only contain constant
functions. In order to obtain such a conclusion, one needs some connectivity assumption
on X ; simply consider B(0, 1) ∪ B(x0, 1) where x0 ∈ R
n and |x0| > 3, equipped with
the Euclidean distance and Lebesgue measure. Then χB(0, 1) ∈ M˙
s
p, q(X ) ∩ N˙
s
p, q(X ) for all
s, p, q. Notice that X does not support any Poincare´ inequality.
Theorem 4.1. Suppose that X supports a weak (1, p)-Poincare´ inequality with p ∈ (1, ∞).
Then for all q ∈ (0, ∞), N˙1p, q(X ) and M˙
1
p, q(X ) are trivial.
Proof. Since for q ∈ (0, p), M˙1p, q(X ) ⊂ M˙
1
p, p(X ) and N˙
1
p, q(X ) ⊂ N˙
1
p, p(X ) = M˙
1
p, p(X ), we
only need to prove that for q ∈ [p, ∞), M˙1p, q(X ) and N˙
1
p, q(X ) are trivial. Assume that
q ∈ [p, ∞). Notice that M˙1p, q(X ) ⊂ M˙
1
p,∞(X ) = M˙
1, p(X ), where M˙1, p(X ) is the Haj lasz-
Sobolev space [12]. Moreover, under the weak (1, p)-Poincare´ inequality, it is known that
M˙1, p(X ) = N˙1, p(X ) (see [23, Theorem 4.9] and [15]), where N˙1, p(X ) is the Newtonian
Sobolev space introduced in [23]. So M˙1p, q(X ) ⊂ N˙
1, p(X ). Let u ∈ M˙1p, q(X ). Then
u ∈ N˙1, p(X ). The proof of the trivialilty of M˙1p, q(X ) is reduced to proving ‖u‖N˙1, p(X ) = 0.
To this end, it suffices to find a sequence {ρk}k∈N of p-weak upper gradients of u such that
‖ρk‖Lp(X ) → 0 as k →∞.
For k ∈ N, set
ρk(x) ≡ sup
j≥k
2j –
∫
B(x, 2−j)
|u(z)− uB(x, 2−j)| dµ(z).
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Then ρk is nonnegative Borel measurable function for all k ∈ N. Moreover, we have that
limk→∞ ρk(x) = 0 for almost all x ∈ X . Indeed, by a discrete variant of Theorem 3.1 (ii),∥∥∥∥{I1, 12−j (u)}j∈Z
∥∥∥∥
Lp(X , ℓq)
∼ ‖u‖M˙1p, q(X )
<∞,
which implies that ‖{I1, 1
2−j
(u)(x)}j∈Z‖ℓq < ∞ and hence ρk(x) ≤ ‖{I
1, 1
2−j
(u)(x)}j≥k‖ℓq → 0
as k →∞ for almost all x ∈ X . Moreover, applying the Lebesgue dominated convergence
theorem, we have ‖ρk‖Lp(X ) → 0 as k →∞.
Now it suffices to check that ρk is a p-weak upper gradient of u. Observe that if
ρk(x) <∞, then limj→∞ uB(x, 2−j) exists. In fact, we have
|uB(x, 2−j) − uB(x, 2−ℓ)| . 2
−min{j, ℓ}ρk(x)→ 0
as j, ℓ → ∞. For such an x, we define u˜(x) ≡ limj→∞ uB(x, 2−j). Generally, for x ∈ X ,
if limj→∞ uB(x, 2−j) exists, then we define u˜(x) ≡ limj→∞ uB(x, 2−j); otherwise, u˜(x) ≡ 0.
Obviously, u(x) = u˜(x) for almost all x ∈ X , and hence u and u˜ generate the same element
of N˙1, p(X ). Therefore we only need to check that ρk is a p-weak upper gradient of u˜. To
this end, notice that for all x, y ∈ X with d(x, y) ≤ 2−k−2, we have
|u˜(x)− u˜(y)| ≤ d(x, y)[ρk(x) + ρk(y)].
Moreover, by [23, Proposition 3.1], u is absolutely continuous on p-almost every curve,
namely, u ◦ γ is absolutely continuous on [0, ℓ(γ)] for all arc-length parameterized paths
γ ∈ Γrect \Γ, where Γ has p-modulus zero. For every γ ∈ Γrect \Γ, we will show that (4.1)
holds. To see this, by the absolute continuity of u on γ, it suffices to show that for j large
enough,
2j
∣∣∣∣∣
∫ 2−j
0
u ◦ γ(t) dt −
∫ ℓ(γ)
ℓ(γ)−2−j
u ◦ γ(t) dt
∣∣∣∣∣ .
∫ ℓ(γ)
0
ρk ◦ γ(t) dz.
But, borrowing some ideas from [1], for j large enough, we have
2j
∣∣∣∣∣
∫ 2−j
0
u ◦ γ(t) dt−
∫ ℓ(γ)
ℓ(γ)−2−j
u ◦ γ(t) dt
∣∣∣∣∣
= 2j
∣∣∣∣∣
∫ ℓ(γ)−2−j
0
[u ◦ γ(t+ 2−j)− u ◦ γ(t)] dt
∣∣∣∣∣
≤ 2j
∫ ℓ(γ)−2−j
0
∣∣u ◦ γ(t+ 2−j)− u ◦ γ(t)∣∣ dt
.
∫ ℓ(γ)−2−j
0
[
ρk ◦ γ(t+ 2
−j) + ρk ◦ γ(t)
]
dt
.
∫ ℓ(γ)
0
ρk ◦ γ(t) dt.
This means that ρk is a p-weak upper gradient of u˜.
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To prove the triviality of N˙1p, q(X ) with q ∈ (p, ∞), for u ∈ N˙
1
p, q(X ), applying Theorem
2.1, we have
‖{I1, 1
2−k
(u)}k∈Z‖ℓq(Lp(X )) ∼ ‖u‖N˙1p, q(X ) <∞,
which implies that ‖I1, 1
2−k
(u)‖Lp(X ) → 0 as k → ∞. For every k ∈ Z, let {xk, i}i be a
maximal set of X with d(xk, i, xk, j) ≥ 2
−k−2 for all i 6= j. Then Bk = {B(xk, i, 2
−k)}i is
a covering of X with bounded overlap. Let {ϕk, i}i be a partition of unity with respect
to Bk as in [14, Lemma 5.2]. We define a discrete convolution approximation to u by
uBk =
∑
i uB(xk, i, 2−k)ϕk, i. By an argument similar to that of [14, Lemma 5.3], we have
that uBk → u in L
p
loc (X ) and hence in L
1
loc (X ) as k → ∞, and that LipuBk(x) ≤
CI1, 1
2−k+N
(u)(x) for all x ∈ X , where C ≥ 1 and N ∈ N are constants independent of k, x
and u. Now CI1, 1
2−k+N
(u) is an upper gradient of uBk . So, for every ball B = B(xB , rB),
by the weak (1, p)-Poincare´ inequality, we have
–
∫
B
|u(z) − uB| dµ(z) = lim
k→∞
–
∫
B
|uBk(z)− (uBk)B | dµ(z)
. lim inf
k→∞
rB
{
–
∫
B(xB , λrB)
[I1, 1
2−k+N
(u)(z)]p dµ(z)
}1/p
= 0,
which implies that u is a constant on B and hence is a constant function on X . This
finishes the proof of Theorem 4.1.
Remark 4.1. (i) Under the assumptions of Theorem 4.1, M˙1p,∞(X ) is not necessarily
trivial; M˙1p,∞(R
n) = W˙ 1, p(Rn). Also N˙1p,∞(X ) is not necessarily trivial; N˙
1
p,∞(R
n) con-
tains smooth functions with compact supports. The argument at the end of the proof of
Theorem 4.1 is due to Eero Saksman and Toma´s Soto.
(ii) Theorem 4.1 when p = q = n was established in [1].
Theorem 4.2. Suppose that X supports a weak (1, p)-Poincare´ inequality with p ∈ (1, ∞).
Let s ∈ (1, ∞). Then for q ∈ (0, ∞], M˙ snp/(n+ps−p), q(X ) is trivial, and for q ∈ (0, np/(n+
ps − p)], N˙ snp/(n+ps−p), q(X ) is trivial. Moreover, if either X is complete or X supports a
weak (1, p−ǫ)-Poincare´ inequality for some ǫ ∈ (0, p−1), then for q ∈ (np/(n+ps−p), ∞],
N˙ snp/(n+ps−p), q(X ) is trivial.
Proof. We first prove the triviality of M˙ snp/(n+ps−p),∞(X ) = M˙
s, np/(n+ps−p)(X ) by con-
sidering the following three cases: Case µ(X ) < ∞, Case µ(X ) = ∞ and X is Ahlfors
n-regular, and Case µ(X ) =∞ but X is not Ahlfors n-regular.
Case µ(X ) <∞. Notice that by (2.10), 2−k0−1 ≤ diamX < 2−k0 for some k0 ∈ Z. In
this case, it suffices to prove that M˙ s, np/(n+ps−p)(X ) ⊂ M˙1p, σ(X ) for some σ ∈ (0, p); then
the triviality of M˙ s, np/(n+ps−p)(X ) follows from that of M˙1p, σ(X ) as proved by Theorem
4.1. To this end, let u ∈ M˙ s, np/(n+ps−p)(X ) and let g ∈ Ds(u) with ‖g‖Lnp/(n+ps−p)(X ) ≤
2‖u‖M˙s, np/(n+ps−p)(X ). We claim that there exists σ ∈ (0, p) such that
(4.2) ‖{I1, σ
2−k
(u)}k≥k0−2‖Lp(X , ℓσ) . ‖g‖Lnp/(n+ps−p)(X ).
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Assume that this claim holds for a moment. By Theorem 3.1(ii) and a variant of Lemma
2.5, we have u ∈ M˙1p, σ(X ) and ‖u‖M˙1p, σ(X ) . ‖u‖M˙s, np/(n+ps−p)(X ).
To prove (4.2), by Lemma 2.2,
‖{I1, σ
2−k
(u)(x)}k≥k0−2‖
σ
ℓσ =
∑
k≥k0−2
2kσ inf
c∈R
–
∫
B(x, 2−k)
|u(z)− c|σ dµ(z)
.
∑
k≥k0−2
2−k(s−1)σ –
∫
B(x, 2−k)
[g(z)]σ dµ(z)
.
∑
k≥k0−2
2−k(s−1)σ
µ(B(x, 2−k))
∑
j≥k
∫
B(x, 2−j)\B(x, 2−j−1)
[g(z)]σ dµ(z).
Notice that there exists 0 < κ ≤ n such that for j ≥ k,
µ(B(x, 2−k)) & µ(B(x, 2−j))2−(k−j)κ;
see [28]. Choosing σ ∈ (0, p) such that κ− (s− 1)σ > 0, we have
‖{I1, σ
2−k
(u)(x)}k≥k0−2‖
σ
ℓσ(4.3)
.
∑
j≥k0−2
1
µ(B(x, 2−j))
j∑
k=k0−2
2−k(s−1)σ2(k−j)κ
∫
B(x, 2−j)\B(x, 2−j−1)
[g(z)]σ dµ(z)
.
∑
j≥k0−2
2−j(s−1)σ
µ(B(x, 2−j))
∫
B(x, 2−j)\B(x, 2−j−1)
[g(z)]σ dµ(z)
. I(s−1)σ(g
σ)(x),
where for α ∈ (0, n), Iα denotes the fractional integral defined by
Iα(u)(x) ≡
∫
X
[d(x, y)]α
µ(B(x, d(x, y)))
u(y) dµ(y).
Therefore,
‖{I1, σ
2−k
(u)}k≥k0−2‖Lp(X , ℓσ) . ‖[I(s−1)σ(g
σ)]1/σ‖Lp(X ) ∼ ‖I(s−1)σ(g
σ)‖
1/σ
Lp/σ(X )
.
Notice that for all x ∈ X and r ≤ diamX ,
µ(B(x, r)) ≥ Cµ(X )
rn
( diamX )n
& rn.
Recall that Iα is bounded from L
p(X ) to Lp∗(α)(X ) for all p ∈ (1, n/α); see, for example,
[10, Theorem 3.22]. We have
‖{I1, σ
2−k
(u)}k≥k0−2‖Lp(X , ℓσ) . ‖g
σ‖
1/σ
Lnp/(n+ps−p)σ(X )
∼ ‖g‖Lnp/(n+ps−p)(X ),
which gives (4.2).
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Case µ(X ) = ∞ and X is Ahlfors n-regular. Recall that X is Ahlfors n-regular if for
all x ∈ X and r > 0,
µ(B(x, r)) ∼ rn.
Observe that the fractional integral Iα is still bounded from L
p(X ) to Lp∗(α)(X ), and
hence by an argument similar to above, we have M˙ s, np/(n+ps−p)(X ) ⊂ M˙1p, σ(X ) for some
σ ∈ (0, p), which implies the triviality of M˙ s, np/(n+ps−p)(X ).
Case µ(X ) = ∞ but X is not Ahlfors n-regular. Notice that, in this case, we do not
have the boundedness from Lp(X ) to Lp∗(α)(X ) of the fractional integral Iα and hence we
cannot prove M˙ s, np/(n+ps−p)(X ) ⊂ M˙1p, σ(X ) for some σ ∈ (0, p) as above. But the ideas
of an imbedding as above and the proof of Theorem 4.1 still work here for a localized
version. Indeed, we will show that any function u ∈ M˙ s, np/(n+ps−p)(X ) is constant on
every ball of X , which implies that u is a constant function on whole X .
To this end, let x0 ∈ X , k0 be a negative integer and let η be a cutoff functions such
that η(x) = 1− dist (x, B(x0, 2
−k0)) on B(x0, 2
−k0+1) and η(x) = 0 on X \B(x0, 2
−k0+1).
Observe that η(x) = 1 on B(x0, 2
−k0).
For every u ∈ M˙ s, np/(n+ps−p)(X ) with g ∈ Ds(u)∩Lnp/(n+ps−p)(X ), we first claim that
uη ∈ M˙1, p(X ). Indeed, if x, y ∈ B(x0, 2
−k0+2),
|u(x)η(x) − u(y)η(y)| = |u(x)− u(y)|η(x) + |u(x)||η(x) − η(y)|
≤ |u(x)− u(y)|+ d(x, y)[|u(x)| + |u(y)|]
≤ d(x, y)[|u(x)| + |u(y)|+ h(x) + h(y)]
with h = χB(x0, 2−k0+2)
∑
j≥k0−4
2(k0−j)I1, σ
2−j
(u); if x, y ∈ X \ B(x0, 2
−k0+1), u(x)χ(x) =
0 = u(y)χ(y); if x ∈ B(x0, 2
−k0+1) and y ∈ X \ B(x0, 2
−k0+2) or y ∈ B(x0, 2
−k0+1) and
x ∈ X \B(x0, 2
−k0+2), then by d(x, y) ≥ 2−k0 , we have
|u(x)χ(x) − u(y)χ(y)| = |u(x)| + |u(y)| ≤ 2k0d(x, y)[|u(x)| + |u(y)|].
This means that (uχB(x0, 2−k0+2)+h) ∈ D
1(u) modulo a constant depending on k0. Notice
that, by Lemma 2.2, u ∈ Lploc (X ). So to obtain (uχB(x0, 2−k0+2) + h) ∈ L
p(X ), it suffices
to prove that h ∈ Lp(X ). For α ∈ (0, n), define the local fractional integral by
Jα(g)(x) =
∫
d(x, y)≤2−k0+4
[d(x, y)]α
µ(B(x, d(x, y)))
g(y) dµ(y).
By an argument similar to that of (4.3), for x ∈ B(x0, 2
−k0+2), we still have
h(x) ≤ ‖{I1, σ
2−k
(u)(x)}k≥k0−4‖ℓσ .
[
J(s−1)σ(g
σχB(x0, 2−k0+4))(x)
]1/σ
.
Obviously, J(s−1)σ(g
σχB(x0, 2−k0+4)) is supported in B(x0, 2
−k0+8). Moreover, by an ar-
gument similar to that of [10, Theorem 3.22], for α ∈ (0, n) one can prove that Jα is
bounded from Lp(B(x0, 2
−k0+4)) to Lp∗(α)(X ) with its operator norm depending on k0,
x0, α and X . This together with an argument similar to that for the case µ(X ) < ∞
implies that h ∈ Lp(X ) and hence the claim that uη ∈ M˙1, p(X ).
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For k ∈ N, set
ρ˜k(x) ≡ sup
j≥k
2j
(
inf
c∈R
–
∫
B(x, 2−j)
|(uη)(z) − c|σ dµ(z)
)1/σ
.
Since uη ∈ M˙1, p(X ), as what we did in the proof of Theorem 4.1, we can show that ρ˜k is
a p-weak upper gradient of u˜η. Notice that u˜η(x) = u(x)η(x) = u(x) for almost all x ∈
B(x0, 2
−k0), and that for all x ∈ B(x0, 2
−k0−1) and j ≥ k ≥ k0, (uη)B(x, 2−j) = uB(x, 2−j),
and hence ρ˜k(x) = supj≥k I
1, σ
k (u)(x). Moreover,∥∥∥∥{I1, σ2−k(u)}k≥k0
∥∥∥∥
Lp(B(x0, 2−k0−1), ℓσ)
.
∥∥∥∥[J(s−1)σ(gσχB(x0, 2−k0+4))]1/σ∥∥∥∥
Lp(X )
. ‖g‖Lnp/(n+ps−p)(B(x0, 2−k0+4)) <∞,
which implies that ‖{I1, σ
2−k
(u)(x)}k≥k0‖ℓσ <∞ and hence ρ˜k(x) ≤ ‖{I
1, σ
2−j
(u)(x)}j≥k‖ℓσ → 0
as k →∞ for almost all x ∈ B(x0, 2
−k0−1). Then by the Lebesgue dominated convergence
theorem, we have ‖ρ˜k‖Lp(B(x0, 2−k0−1)) → 0 as k → ∞. Applying the Poincare´ inequality,
we obtain
inf
c∈R
–
∫
B(x0, 2−k0−1/λ)
|u(z) − uB(x, 2−k0−1/λ)| dµ(z)
= inf
c∈R
–
∫
B(x0, 2−k0−1/λ)
|(uη)(z) − (uη)B(x, 2−k0−1/λ)| dµ(z)
.
(
–
∫
B(x0, 2−k0−1)
ρ˜pk(z) dµ(z)
)1/p
→ 0.
This means that u is a constant on B(x, 2−k0−1/λ). Since k0 is arbitrary, we conclude
that u is a constant function.
Moreover, for q ∈ (0, ∞], the triviality of M˙ snp/(n+ps−p), q(X ) follows from
M˙ snp/(n+ps−p), q(X ) ⊂ M˙
s, np/(n+ps−p)(X ).
Meanwhile, for q ∈ (0, np/(n+ ps− p)], the triviality of N˙ snp/(n+ps−p), q(X ) follows from
N˙ snp/(n+ps−p), q(X ) ⊂ M˙
s
np/(n+ps−p), np/(n+ps−p)(X ) ⊂ M˙
s, np/(n+ps−p)(X ).
Finally, we prove the triviality of N˙ snp/(n+ps−p), q(X ) for q ∈ (np/(n + ps − p), ∞].
In fact, it follows from the triviality of N˙ snp/(n+ps−p),∞(X ) since N˙
s
np/(n+ps−p), q(X ) ⊂
N˙ snp/(n+ps−p),∞(X ). To see the triviality of N˙
s
np/(n+ps−p),∞(X ), we need the additional
condition that X supports a weak (1, p − ǫ)-Poincare´ inequality for some ǫ ∈ (0, p − 1).
Recall from [15] that if X is complete and supports the weak (1, p)-Poincare´ inequality,
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then X supports a weak (1, p − ǫ)-Poincare´ inequality for some ǫ ∈ (0, p − 1). Without
loss of generality, we can ask ǫ close to 0 such that
t ≡ s+
n
p
−
n
p− ǫ
> 1.
Observe that
(4.4)
np
n+ p(s− 1)
=
n(p− ǫ)
n+ (p− ǫ)(t− 1)
.
Now we will consider the following two cases: µ(X ) <∞ and µ(X ) =∞.
Case µ(X ) < ∞. Assume that 2−k0−1 ≤ diamX < 2−k0 for some k0 ∈ Z. We
claim that N˙ snp/(n+ps−p),∞(X ) ⊂ M˙
t
np/(n+ps−p),∞(X ) for any t ∈ (1, s). Indeed, for every
u ∈ N˙ snp/(n+ps−p),∞(X ),
(4.5)
∥∥∥∥∥ supk≥k0−2 It, σ2−k(u)
∥∥∥∥∥
Lp(X )
∼
∥∥∥∥∥ supk≥k0−2 2−k(s−t)Is, σ2−k(u)
∥∥∥∥∥
Lp(X )
.
∥∥∥Ss, t, σ
2−k0+2
(u)
∥∥∥
Lp(X )
.
Since
‖u‖N˙s
np/(n+ps−p),∞
(X ) ∼ sup
k≥k0−2
∥∥∥Ss, t, σ2−k (u)∥∥∥Lp(X )
and
‖u‖M˙ t
np/(n+ps−p),∞
(X ) ∼
∥∥∥∥∥ supk≥k0−2 It, σ2−k(u)
∥∥∥∥∥
Lp(X )
,
we conclude that ‖u‖M˙ t
np/(n+ps−p),∞
(X ) . ‖u‖N˙s
np/(n+ps−p),∞
(X ) and hence our claim. Then
the triviality of N˙ snp/(n+ps−p),∞(X ) follows from that of M˙
t
n(p−ǫ)/[n+(p−ǫ)(t−1)],∞(X ) and
(4.4).
Case µ(X ) =∞. Since the constant in (4.5) depends on k0 and hence the diameter of
X , we can not get the imbedding N˙ snp/(n+ps−p),∞(X ) ⊂ M˙
t
np/(n+ps−p),∞(X ) for t ∈ (1, s).
But for any fixed x0 ∈ X and k0 ∈ Z, we still have∥∥∥∥∥ supk≥k0−16 It, σ2−k(u)
∥∥∥∥∥
Lp(B(x0, 2−k0+8))
∼
∥∥∥∥∥ supk≥k0−16 2−k(s−t)Is, σ2−k(u)
∥∥∥∥∥
Lp(B(x0, 2−k0+8))
.
∥∥∥Ss, t, σ
2−k0+16
(u)
∥∥∥
Lp(B(x0, 2−k0+8))
<∞,
which further means that u ∈ M t, n(p−ǫ)/[n+(p−ǫ)(t−1)](B(x0, 2
−k0+8)). With the weak
(1, p− ǫ)-Poincare´ inequality in hand, by adapting the arguments in Case µ(X ) but X is
not Ahlfor n-regular as above, we still can prove that u is constant on ball B(x0, 2
k0−1/λ).
Hence u is a constant function on whole X . We omit the details. This finishes the proof
of Theorem 4.2.
Finally, we give an example to show the “necessity” of the weak (1, n)-Poincare´ in-
equality to ensure the triviality of B˙sn/s, n/s(X ) for s ∈ [1, ∞).
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Theorem 4.3. For each p ∈ (2, ∞), there exists an Ahlfors 2-regular space X such that
X supports a weak (1, p)-Poincare´ inequality but for every s ∈ (0, ∞), B˙s2/s, 2/s(X ) is not
trivial.
Proof. Let α ∈ (0, 1) and Eα be the cantor set in [0, 1] obtained by first removing an
interval of length 1 − α and leaving two intervals of length α/2 and then continuing
inductively. The Hausdorff dimension dα of Eα is log 2/ log(2/α). The space Xα is obtained
by replacing each of the complementary intervals of Eα by a closed square having that
interval as one of its diagonals. Then Xα is Ahlfors 2-regular with respect to Euclidean
distance and by [17, Theorem 3.1], for any
p >
2− dα
1− dα
= 2 +
log 2
− logα
,
Xα supports the (1, p)-Poincare´ inequality.
So for any p > 2, choosing α ∈ (0, 2−1/(p−2)), we know that Xα supports the weak
(1, p)-Poincare´ inequality. Moreover, for any x = (x1, x2) ∈ Xα, define the Cantor function
by u(x) = Hdα([0, x1] ∩ Eα). Then u is constant on each square generating Xα and
moreover, |u(x) − u(y)| ≤ |x1 − y1|
dα . [d(x, y)]dα for all x, y ∈ Xα (see [14]). For
s > dα, taking g(x) = 2[d(x, Eα)]
dα−s for all x ∈ Xα, we have g ∈ D
s(u). We claim that
g ∈ Lq(Xα) if
0 < q <
2− dα
s − dα
=
log 2− 2 log α
(s− 1) log 2− s logα
.
Indeed, on each square Q ⊂ Xα with diagonal length 2
−jαj(1− α), we have∫
Q
[g(x)]q dx . [2−jαj ](dα−s)q+2
since (dα − s)q+ 1 > −1, namely, q < 2/(s− dα) which is given by q < (2− dα)/(s− dα).
Observing that there are 2j such squares, we have∫
Xα
[g(x)]q dx .
∑
j≥1
2j [2−jαj ](dα−s)q+2 .
∑
j≥1
2j−j[(dα−s)q+2](1−logα/ log 2) <∞,
where in the last inequality we use
1− [(dα − s)q + 2](1 − logα/ log 2) = 1− [(dα − s)q + 2]/dα < 0,
which is equivalent to q < (2 − dα)/(s − dα). Thus u ∈ M˙
s, q(Xα). In particular, taking
q = 2/s for each s ∈ (dα, ∞), we know that M˙
s, 2/s(Xα) are nontrivial. Notice that
M˙ s, 2/s(Xα) ⊂ B˙
1
2, 2(Xα) when s > 1. Similarly, when 0 < s < 1, M˙
1, 2(Xα) ⊂ B˙
s
2/s, 2/s(Xα),
and moreover, B˙s2/s, 2/s(Xα) contains the restriction of any function in B˙
s
2/s, 2/s(R
n) to Xα.
Then B˙s2/s, 2/s(Xα) for all s ∈ (0, ∞) are nontrivial. This finishes the proof of Theorem
4.3.
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Remark 4.2. In the proof of Theorem 4.3, we actually proved that M˙ s, q(Xα) are non-
trivial for s ∈ (1, ∞) and
0 < q <
2− dα
s− dα
.
But (2 − dα)/(s − dα) is not critical by Theorem 4.2. So it would be interesting to know
whether M˙ s, q(Xα) is trivial or not for s ∈ (1, ∞) and
2− dα
s− dα
≤ q ≤
2(2 − dα)
2s− (s+ 1)dα
≡
22−dα1−dα
2 + (s− 1)2−dα1−dα
,
where the last index is critical by Theorem 4.2.
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