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Abstract
We describe KMS and ground states arising from a generalized
gauge action on ultragraph C*-algebras. We focus on ultragraphs
that satisfy Condition (RFUM), so that we can use the partial crossed
product description of ultragraph C*-algebras recently described by
the second author and Danilo Royer. In particular, for ultragraphs
with no sinks, we generalize a recent result by Toke Carlsen and Nadia
Larsen: Given a time evolution on the C*-algebra of an ultragraph,
induced by a function on the edge set, we characterize the KMS states
in five different ways and ground states in four different ways. In
both cases we include a characterization given by maps on the set
of generalized vertices of the ultragraph. We apply this last result
to show the existence of KMS and ground states for the ultragraph
C*-algebra that is neither an Exel-Laca nor a graph C*-algebra.
Keywords: KMS states, ultragraph C*-algebras, partial crossed prod-
uct.
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1 Introduction
KMS (Kubo-Martin-Schwinger) states on C*-algebras have been the sub-
ject of intense research both in Mathematics and Physics. The mathematical
study of KMS states stemmed from the realization that in the C*-algebraic
formulation of quantum statistical mechanics, KMS states are equilibrium
states associated to the one-parameter group of automorphisms of time evo-
lution (see [5]). Over the years a large literature was developed, as researches
studied KMS states on C*-algebras associated to expansive maps (see [17]),
graphs (see [15, 7]), relative graphs (see [6]), higher rank graphs (see [3]),
local homemorphisms (see [1]), and Fell bundles over groupoids (see [2]), to
name a few. It is interesting to note that, as mentioned in [2], KMS states
make sense for any C*-dynamical system, and there is significant evidence
that the KMS data is a useful invariant of a dynamical system. For exam-
ple, the results in [9] show that the KMS data for a Cuntz-Krieger algebra
encodes the topological entropy of the associated shift space.
Ultragraphs are generalizations of graphs, where the range map take val-
ues on the power set of the vertices. Ultragraph C*-algebras were introduced
by Tomforde in [22] and they were key in the study of the relations between
Exel-Laca and graph algebras (see [16]), provided new examples of algebras
associated to combinatorial data (see [14], [21]), and are connected to the
theory of the Perron-Frobenious operator (see [11]). Recently ultragraphs
and their C*-algebras have played an important role in the study of shift
spaces associated to infinite alphabets, see [12, 13]. In particular, based on
ultragraph C*-algebra theory, in [13] a new approach to shifts of finite type
over infinite alphabets was proposed.
Given the above mentioned relation between KMS data and topological
entropy of shifts, it is relevant to study KMS states associated to ultragraph
C*-algebras. This will be the focus of this article. In our main theorem
(see Theorem 4.3), given an ultragraph G with no sinks that satisfy Con-
dition (RFUM), we identify the KMS states on C∗(G) with a subset of the
states on a Abelian algebra (C(X)), a subset of the regular Borel probability
measures on X , a subset of the functions on the generalized vertices of G, and
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a subset of the states on the core subalgebra of C∗(G). Taking advantage
of the results proved to characterize the KMS states we also describe the
ground states on C∗(G).
Our work is organized in the following way: In Section 2 we review the
construction of ultragraph C*-algebras via partial crossed products given in
[13] and prove a few auxiliary results. In particular we give a simpler descrip-
tion of the basis of the topological (shift) space associated to an ultragraph in
[13]. In Section 3 we study arbitrary ultragraphs G and show that there exists
a correspondence between the KMS of the C*-algebra C∗(G) and a subset of
the states on the core subalgebra of C∗(G). In order to use the results in [10],
regarding KMS states of partial dynamical systems, in Section 4 we restrict
ourselves to ultragraphs with no sinks that satisfy Condition (RFUM) and
prove Theorem 4.3, which generalizes (for ultragraphs with no sinks) Theo-
rem 4.1 in [6] (we remark that our methods to prove this result are in great
part different from the methods in [6]). In Section 5 we describe ground
states in terms of subsets of the states on an Abelian algebra, a subset of
the regular Borel probability measure on the spectrum of the just mentioned
Abelian algebra, and as a subset of the functions on the generalized vertices
of G. We end the paper in Section 6, where we show the existence of KMS
for the ultragraph C*-algebra that is neither an Exel Laca nor a graph al-
gebra and completely characterize the ground states on the aforementioned
algebra.
2 Ultragraph C*-algebras viewed as partial
crossed products
2.1 Ultragraph C*-algebras
In this short subsection we recall the definition of ultragraph C*-algebras
and a few key results, as done in [22].
Definition 2.1 An ultragraph is a quadruple G = (G0,G1, r, s) consisting
of two countable sets G0,G1, a map s : G1 → G0, and a map r : G1 →
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P (G0) \ {∅}, where P (G0) stands for the power set of G0.
Before we define the C*-algebra associated to an ultragraph we need the
following notion.
Definition 2.2 Let G be an ultragraph. Define G0 to be the smallest subset
of P (G0) that contains {v} for all v ∈ G0, contains r(e) for all e ∈ G1, and
is closed under finite unions and nonempty finite intersections.
The following description of G0 is useful.
Lemma 2.3 [22, Lemma 2.12] If G is an ultragraph, then
G0 = {
⋂
e∈X1
r(e) ∪ . . . ∪
⋂
e∈Xn
r(e) ∪ F : X1, . . . , Xn are finite subsets of G
1
and F is a finite subset of G0}.
Furthermore, F may be chosen to be disjoint from
⋂
e∈X1
r(e)∪. . .∪
⋂
e∈Xn
r(e).
Definition 2.4 Let G be an ultragraph. The ultragraph algebra C∗(G) is
the universal C∗-algebra generated by a family of partial isometries with or-
thogonal ranges {se : e ∈ G
1} and a family of projections {pA : A ∈ G
0}
satisfying
1. p∅ = 0, pApB = pA∩B, pA∪B = pA + pB − pA∩B, for all A,B ∈ G
0;
2. s∗ese = pr(e), for all e ∈ G
1;
3. ses
∗
e ≤ ps(e) for all e ∈ G
1; and
4. pv =
∑
s(e)=v
ses
∗
e whenever 0 < |s
−1(v)| <∞.
2.2 Notation
Next we set up notation that will be used throughout the paper. This
agrees with notation introduced in [18] and [12].
Let G be an ultragraph. A finite path in G is either an element of G0 or
a sequence of edges e1 . . . ek in G
1 where s (ei+1) ∈ r (ei) for 1 ≤ i ≤ k. If
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we write α = e1 . . . ek, the length |α| of α is just k. The length |A| of a path
A ∈ G0 is zero. We define r (α) = r (ek) and s (α) = s (e1). For A ∈ G
0, we
set r (A) = A = s (A). The set of finite paths in G is denoted by G∗. An
infinite path in G is an infinite sequence of edges γ = e1e2 . . . in
∏
G1, where
s (ei+1) ∈ r (ei) for all i. The set of infinite paths in G is denoted by p
∞. The
length |γ| of γ ∈ p∞ is defined to be ∞. A vertex v in G is called a sink if
|s−1 (v)| = 0 and is called an infinite emitter if |s−1 (v)| =∞.
For n ≥ 1, we define pn := {(α,A) : α ∈ G∗, |α| = n, A ∈ G0, A ⊆ r (α)}.
We specify that (α,A) = (β,B) if and only if α = β and A = B. We set
p0 := G0 and we let p :=
∐
n≥0
pn. We embed the set of finite paths G∗ in p by
sending α to (α, r(α)). We define the length of a pair (α,A), |(α,A)|, to be
the length of α, |α|. We call p the ultrapath space associated with G and the
elements of p are called ultrapaths. Each A ∈ G0 is regarded as an ultrapath
of length zero and can be identified with the pair (A,A). We may extend
the range map r and the source map s to p by the formulas, r ((α,A)) = A,
s ((α,A)) = s (α) and r (A) = s (A) = A.
We concatenate elements in p in the following way: If x = (α,A) and
y = (β,B), with |x| ≥ 1, |y| ≥ 1, then x · y is defined if and only if s(β) ∈ A,
and in this case, x · y := (αβ,B). Also we specify that:
x · y =


x ∩ y if x, y ∈ G0 and if x ∩ y 6= ∅
y if x ∈ G0, |y| ≥ 1, and if x ∩ s (y) 6= ∅
xy if y ∈ G
0, |x| ≥ 1, and if r (x) ∩ y 6= ∅
(1)
where, if x = (α,A), |α| ≥ 1 and if y ∈ G0, the expression xy is defined to
be (α,A ∩ y). Given x, y ∈ p, we say that x has y as an initial segment if
x = y · x′, for some x′ ∈ p, with s (x′) ∩ r (y) 6= ∅.
We extend the source map s to p∞, by defining s(γ) = s (e1), where
γ = e1e2 . . .. We may concatenate pairs in p, with infinite paths in p
∞
as follows. If y = (α,A) ∈ p, and if γ = e1e2 . . . ∈ p
∞ are such that
s (γ) ∈ r (y) = A, then the expression y·γ is defined to be αγ = αe1e2... ∈ p
∞.
If y = A ∈ G0, we define y · γ = A · γ = γ whenever s (γ) ∈ A. Of course y · γ
is not defined if s (γ) /∈ r (y) = A.
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Remark 2.5 When no confusion arises we will omit the dot in the notation
of concatenation defined above, so that x · y will be denoted by xy.
Definition 2.6 For each subset A of G0, let ε (A) be the set {e ∈ G1 : s (e) ∈
A}. We shall say that a set A in G0 is an infinite emitter whenever ε (A) is
infinite.
2.3 The shift space associated to an ultragraph
Our goal in this subsection is two-fold. We recall the shift space X asso-
ciated to an ultragraph without sinks (as in [13]) and prove some new results
about its topology.
The key concept in the definition of the shift space X associated to G is
that of minimal infinite emitters. We recall this below.
Definition 2.7 Let G be an ultragraph and A ∈ G0. We say that A is a
minimal infinite emitter if it is an infinite emitter that contains no proper
subsets (in G0) that are infinite emitters. Equivalently, A is a minimal infi-
nite emitter if it is an infinite emitter and has the property that, if B ∈ G0
is an infinite emitter, and B ⊆ A, then B = A. For a finite path α in G, we
say that A is a minimal infinite emitter in r(α) if A is a minimal infinite
emitter and A ⊆ r(α). We denote the set of all minimal infinite emitters in
r(α) by Mα.
For later use we recall the following Lemma.
Lemma 2.8 Let x = (α,A) ∈ p and suppose that A is a minimal infinite
emitter. If the cardinality of A is finite then it is equal to one and, if the
cardinality of A is infinite, then A =
⋂
e∈Y
r(e) for some finite set Y ⊆ G1.
Associated to an ultragraph with no sinks, we have the topological space
X = p∞ ∪Xfin, where
Xfin = {(α,A) ∈ p : |α| ≥ 1 and A ∈Mα}∪{(A,A) ∈ G
0 : A is a minimal infinite emitter},
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and the topology has a basis given by the collection
{D(β,B) : (β,B) ∈ p, |β| ≥ 1 }∪{D(β,B),F : (β,B) ∈ Xfin, F ⊂ ε (B) , |F | <∞},
where for each (β,B) ∈ p we have that
D(β,B) = {(β,A) : A ⊂ B and A ∈Mβ} ∪ {y ∈ X : y = βγ
′, s(γ′) ∈ B},
and, for (β,B) ∈ Xfin and F a finite subset of ε (B),
D(β,B),F = {(β,B)} ∪ {y ∈ X : y = βγ
′, γ′1 ∈ ε (B) \ F}.
Remark 2.9 For every (β,B) ∈ p, we identify D(β,B) with D(β,B),F , where
F = ∅. Furtheremore, we call the basic elements of the topology of X given
above by cylinder sets.
It was shown in [13] that the above topological space is metrizable and
there a description of convergence of sequences is given. Furthermore, it was
shown that, under Condition (RFUM), the shift space X has a basis of open,
compact sets. We recall Condition (RFUM) below.
Condition (RFUM): For each edge e ∈ G1 its range can be written as
r(e) =
k⋃
n=1
An,
where An is either a minimal infinite emitter or a single vertex.
Under Condition (RFUM) we have the following characterization of the
range of edges in G.
Lemma 2.10 Let G be an ultragraph with no sinks that satisfies Condi-
tion (RFUM). Then each A ∈ G0 can be written uniquely as A =
k⋃
n=1
An,
where there exists an unique k such that |Ak| < ∞ and ε(Ak) < ∞, Aj is a
minimal infinite emitter for j 6= k, and Aj ∩Ak = ∅ for all j 6= k.
Proof.
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The existence part follows directly from Condition (RFUM) and the de-
scription of G0 given in Lemma 2.3.
Suppose that A = ∪ni=1Ai = ∪
m
i=1A
′
i, where |Ak| and |A
′
k| <∞, ε(Ak) and
ε(A′k) <∞, and Aj ∩Ak = ∅ and A
′
j ∩ A
′
k = ∅ for all j 6= k.
Notice that if Ai ∈ Mr(e) and |Ai| = 1 then Ai ⊆ A
′
j for some j 6= k.
Since G has no sinks and A′j is a minimal infinite emitter, it follows that
Ai = A
′
j . Now, if Ai ∈Mr(e) and |Ai| =∞, then there exists j 6= k such that
|Ai ∩A
′
j | =∞. Since there are no sinks, Ai ∩A
′
j is a infinite emitter. Then,
since both Ai and A
′
j are minimal infinite emitters, it follows that Ai = A
′
j .
Therefore ∪i 6=kAi = ∪i 6=kA
′
i and hence Ak = A
′
k.

Corollary 2.11 Under the hypothesis of the above lemma, let (β,B) ∈ p.
Then D(β,B) can be written as a finite, disjoint union of elements of the
collection of cylinder sets {D(β,B),F : (β,B) ∈ Xfin, F ⊂ ε (B) , |F | < ∞},
union with the the collection {D(α,A) : (α,A) ∈ p and ε(A) <∞}.
Proof.
Let (β,B) ∈ p. By Lemma 2.10 we have that B =
k⋃
n=1
An, where there
exists an unique k such that |Ak| < ∞ and ε(Ak) < ∞, Aj is a minimal
infinite emitter for j 6= k, and Aj ∩ Ak = ∅ for all j 6= k. Let Fi = {e ∈ G
1 :
s(e) ∈ ∪j 6=k(Ai ∩Aj)} for all i 6= k, and let V = {s(e) : e ∈ ∪i 6=kFi}. Then
D(β,B) =
⊔
i 6=k
D(β,Ai),Fi
⊔
v∈V
D(β,{v})
⊔
v∈Ak
D(β,{v}),
and the union is disjoint.

Remark 2.12 It follows from Corollary 2.11 that the collection os sets de-
scribed in that corollary forms a basis for the topology in X. Notice that if
(α,A) ∈ p and ε(A) < ∞, then D(α,A) = ⊔e∈ε(A)D(αe, r(e)), and the union
is disjoint. Furthermore, for (α,A) ∈ p with ε(A) < ∞, and F ⊆ ε(A), we
denote the disjoint union ⊔e∈ε(A)\FD(αe,r(e)) by D(α,A),F .
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Next we prove a result that will be necessary in Section 4, in the con-
struction of a measure associated to a state in C0(X).
Proposition 2.13 Let G be an ultragraph with no sinks that satisfies Con-
dition (RFUM). Then the collection of cylinder sets {D(β,B),F : (β,B) ∈
Xfin, F ⊂ ε (B) , |F | < ∞}, union with the the collection {D(α,A) : (α,A) ∈
p and ε(A) <∞}, union with the empty set, forms a semi-ring.
Proof.
Let S denote the collection {D(β,B),F : (β,B) ∈ Xfin, F ⊂ ε (B) , |F | <
∞}, union with the the collection {D(α,A) : (α,A) ∈ p and ε(A) <∞}, union
with the empty set.
Notice that the intersection of two sets in S is again in S.
We have to prove that if C,C1 ∈ S are such that C1 ⊆ C, then there
exists a finite sequence C2, C3 . . . Cn ∈ S such that C is equal to the union
⊔ni=1Ci and the Ci are disjoint.
Let C ∈ S. Suppose that C = D(β,B),F , for some (β,B) ∈ Xfin, |F | <∞,
and let C1 ⊂ C be such that C \ C1 6= ∅.
Since C1 ⊆ C we have that C1 = D(ββ′,A),F for some β
′ and A (notice
that β ′ = r(β) and F = ∅ are allowed).
Suppose that C1 = D(β,A),F ′, for (β,A) ∈ Xfin. Then |ε(A)| = ∞ and
hence A = B. Therefore C1 = D(β,B),F ′ . It follows that
C \ C1 =
⊔
e∈F ′\F
D(βe,r(e)),
and, since by Corollary 2.11 each D(βe,r(e)) is a disjoint union of elements in
S, we get that C \ C1 is a disjoint union of elements in S. If C1 = D(β,A),
with |ε(A)| <∞, then C \ C1 = D(β,B),F∪ε(A).
Next assume that C1 = D(ββ′,A),F ′ with |β
′| ≥ 1, say β ′ = β ′1 . . . β
′
n.
Suppose that (ββ ′, A) ∈ Xfin. By Lemma 2.10 we can write r(β
′) = A1 ∪
. . . Ak . . . AM , where k is such that |Ak| <∞ and ε(Ak) <∞, Aj is a minimal
infinite emitter for j 6= k, and Aj ∩Ak = ∅ for all j 6= k. With this we obtain
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that
C \ C1 = D(β,B),F∪{β′
1
} ⊔D(ββ′
1
,r(β′
1
)),{β′
2
} ⊔ . . . ⊔D(ββ′
1
...β′n−1,r(β
′
n−1)),{β
′
n}
⊔
⊔
Ai 6=A
D(ββ′,Ai),{ε((∪A∩Ai))}
⊔
e∈F ′
D(ββ′e,r(e)).
Since by Corollary 2.11 each D(ββ′e,r(e)) can be written as a disjoint union of
elements in S we get the desired description of C \ C1.
Now suppose that C1 = D(ββ′,A) with |ε(A)| < ∞. Using the same
description of r(β ′) as in the previous case we obtain that
C \ C1 = D(β,B),F∪{β′
1
} ⊔D(ββ′
1
,r(β′
1
)),{β′
2
} ⊔ . . . ⊔D(ββ′
1
...β′n−1,r(β
′
n−1)),{β
′
n}
⊔
⊔
i 6=k
D(ββ′,Ai),{ε(A)}
⊔
e∈ε(Ak\A)
D(ββ′e,r(e)).
The case when C = D(β,B) with |ε(B)| <∞ is done analogously.

2.4 The crossed product construction of an ultragraph
C*-algebra
In this subsection we recall the construction of ultragraph C*-algebras as
partial crossed products, as done in [13].
Let G be an ultragraph with no sinks that satisfy Condition (RFUM).
Denote by F the free group generated by G1. We will define a partial action
of F on X . For this, let P ⊂ F be defined by
P := {e1...en ∈ F : ei ∈ G
1 : n ≥ 1},
and define clopen sets Xc, for each c ∈ F, as follows:
• for the neutral element 0 ∈ F let X0 = X ;
• for a ∈ P define
Xa = {(β,B) ∈ Xfin : β1...β|a| = a} ∪ {γ ∈ p
∞ : γ1...γ|a| = a}; and
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Xa−1 = {(A,A) ∈ Xfin : A ⊆ r(a)} ∪
∪ {(β,B) ∈ Xfin : s(β) ∈ r(a)} ∪ {γ ∈ p
∞ : s(γ) ∈ r(a)};
• for a, b ∈ P with ab−1 in its reduced form, define
Xab−1 = {(a, A) ∈ Xfin : A ⊆ r(a) ∩ r(b)} ∪
∪
{
(β,B) ∈ Xfin : β1...β|a| = a and s(β|a|+1) ∈ r(a) ∩ r(b)
}
∪
∪
{
γ ∈ p∞ : γ1...γ|a| = a and s(γ|a|+1) ∈ r(a) ∩ r(b)
}
;
• for all other c ∈ F define Xc = ∅.
Remark 2.14 Notice that if a ∈ P is not a path then Xa is empty. Analo-
gously, if a, b ∈ P and r(a) ∩ r(b) = ∅ then Xab−1 is empty. It is proved in
[13] that each Xc, with c ∈ F, is clopen and compact. Furthermore, for each
A ∈ G0, XA := {x ∈ X : s(x) ⊆ A} is clopen and compact.
Next we recall the definition of the homeomorphisms between the non-
empty sets Xc, c ∈ F. For each a ∈ P such that Xa is non-empty, let
θa : Xa−1 → Xa be defined by θa(x) = a · x, for each x ∈ Xa−1 (here we are
using the embedding of a in p as (a, r(a))). Let θa−1 : Xa → Xa−1 be defined
by θa−1((a, A)) = (A,A), θa−1(ab, B) = (b, B) and θ(aγ) = γ. Finally, for
a, b ∈ P such that Xab−1 is non-empty, let θab−1 : Xba−1 → Xab−1 be defined
by θab−1(x) = a · θb−1(x).
Remark 2.15 Since, for each t ∈ F, the map θt : Xt−1 → Xt is a homeo-
morphism we get that αt : C(Xt−1) → C(Xt), defined by αt(f) = f ◦ θt−1, is
a *-isomorphism. It follows that ({Xt, ht)}t∈F is a topological partial action
and, consequently, ({C(Xt)}t∈F, {αt}t∈F) is a C*-algebraic partial action of
F in C(X) (see for example [4]).
The following result is important for the partial crossed product descrip-
tion of C∗(G) and for our work.
Lemma 2.16 Denote by 1A the characteristic map of XA, for A ∈ G
0, and
1c the characteristic map of Xc, for c ∈ F. Then the subalgebra D ⊆ C0(X)
generated by all the characteristic maps 1c, 1A and αc(1c−11A), with c ∈ G
∗
and A ∈ G0, is dense in C0(X). Moreover, for each 0 6= g ∈ F, the subalgebra
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Dg of C(Xg) generated by all the maps 1g1c, 1g1A and 1gαc(1c−11A), with
c ∈
∞⋃
n=1
(G1)n and A ∈ G0, is dense in C(Xg).
Remark 2.17 Notice that 1c may be written as αc(1c−11r(c)). Furthermore,
αc(1c−11A) = 1r(c)∩A ◦ θc−1. So the subalgebra D above can be seens as the
algebra generated by the characteristic maps 1r(c)∩A ◦ θc−1, with A ∈ G
0 and
c ∈ G∗.
Below we recall the isomorphism between C∗(G) and C0(X)⋊α F.
Theorem 2.18 Let G be an ultragraph with no sinks that satisfies condi-
ton (RFUM). Then there exists a bijective *-homomorphism Φ : C∗(G) →
C0(X)⋊α F such that Φ(se) = 1eδe, for each edge e ∈ G
1, and Φ(pA) = 1Aδ0,
for all A ∈ G0.
We end this section describing the core algebra of C∗(G) in partial crossed
product terms.
Proposition 2.19 Let G be an ultragraph with no sinks that satisfies Con-
dition (RFUM). Then C0(X) is *-isomorphic to the C
∗-subalgebra of C∗(G)
generated by {scpAs
∗
c | A ∈ G
0, c ∈ G∗}, via a map that takes 1A to pA and
αc(1c−11A) to scpAs
∗
c , for every A ∈ G
0, and every c ∈ G∗ with |c| ≥ 1.
Proof.
Recall that C0(X) is identified with C0(X)δ0. By Lemma 2.16, and the
subsequent Remark, the subalgebra D ⊆ C0(X) generated by all the maps of
the form αc(1c−11A), with c ∈ G
∗ and A ∈ G0, is dense in C0(X). The result
now follows since the map Φ−1 of Theorem 2.18 is a *-isomorphism (over
its image) from C0(X)δ0 into C
∗(G)γ , taking 1Aδ0 to pA and αc(1c−11A)δ0 =
1cδc1AδA1c−1δc−1 to scpAs
∗
c , for every A ∈ G
0 and c ∈
∞⋃
n=1
(G1)n.

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3 KMS states of C∗-algebras associated to ar-
bitrary ultragraphs
In this section we describe the set of KMS states of certain one-parameter
group of automorphisms of C∗(G) in terms of states of the core algebra
C∗(G)γ. Throughout this section G is an arbitrary ultragraph.
KMS and ground states.
Suppose that (A,R, ρ) is a C∗-algebraic dynamical system. An element a
of A is analytic if t 7→ ρt(a) is the restriction of an entire function z 7→ ρz(a)
on C. A state φ of (A,R, ρ) is a KMS state with inverse temperature β (or a
KMSβ state) if φ(ab) = φ(bρiβ(a)) for all analytic elements a, b. It is usually
enough to check the KMS condition on a set of analytic elements which span
a dense subalgebra of A. A state φ on A is a ground state of (A,R, ρ) if for
every a, b analytic in A, the entire function z 7→ φ(aρz(b)) is bounded on the
upper-half plane.
Generalized gauge action.
Let G be an ultragraph and let N be a positive function on G1 such
that there is a constant K such that N(e) > K for all e ∈ G1. Extend
the function N to N : G∗ → R∗+ by defining N(A) = 1, for A ∈ G
0, and
N(λ) = N(e1) . . . N(em) for λ = e1 . . . em ∈ G
∗, with |λ| > 0.
The following lemma shows that the function N gives an action of R on
C∗(G).
Lemma 3.1 Let G be an ultragraph and let N : G1 → R∗+ as above. Then
there is a strongly continuous action ρc : R→ Aut(C∗(G)) such that ρct(pA) =
pA, for all A ∈ G
0, and ρct(se) = N(e)
itse for e ∈ G
1.
Proof. Fix t ∈ R. For each e ∈ G1, define Te := N(e)
itse. Since TeT
∗
e = ses
∗
e
and T ∗e Te = s
∗
ese, it is easy to see that {Te : e ∈ G
1} and {pA : A ∈ G
0}
satisfies the conditions of Definition 2.4. Now the universal property gives a
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homomorphism ρct : C
∗(G) → C∗(G) such that ρct(pA) = pA, for all A ∈ G
0,
and ρct(se) = N(e)
itse for e ∈ G
1. Observe that ρct ◦ ρ
c
t′ = ρ
c
t+t′ for t, t
′ ∈ R.
Also notice that the identity map on C∗(G) is ρc0. It follows that (ρ
c
t)
−1 = ρc−t
and hence ρct ∈ Aut(C
∗(G)). Therefore ρc is a homomorphism of R into the
Aut(C∗(G)).
To see that ρc is strongly continuous we must prove that t 7→ ρct(b) is
continuous for all b ∈ C∗(G). Fix ǫ > 0 and b ∈ C∗(G). There is a linear
combination d of generators in C∗(G) such that ‖b−d‖ < ǫ
3
. Since t 7→ ρct(d) is
continuous, there exists some δ > 0 such that |t−u| < δ ⇒ ‖ρct(d)−ρ
c
u(d)‖ <
ǫ
3
. Now for |t− u| < δ we have that
‖ρcu(b)− ρ
c
t(b)‖ ≤ ‖ρ
c
u(b− d)‖+ ‖ρ
c
u(d)− ρ
c
t(d)‖+ ‖ρ
c
t(b− d)‖ < ǫ,
as required. 
Some properties of C∗(G).
Given an ultragraph G, it is shown in [22, page 351] that
C∗(G) = span{sµpAs
∗
ν : µ, ν ∈ G
∗, A ∈ G0}.
Now let N : G1 → R∗+ and let ρ be the associated action as in Lemma 3.1.
For every sµpAs
∗
ν ∈ C
∗(G), the map t 7→ ρt(sµpAs
∗
ν) = N(µ)
itN(ν)−itsµpAs
∗
ν
on R extends to an analytic function on all the complex plane. Thus there
are analytic elements which span a dense subalgebra of C∗(G), and therefore
to study KMS states one can consider only these elements.
Also it is shown in [22, page 350] that for µ, ν ∈ G∗, with |µ|, |ν| ≥ 1, we
have
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s∗νsµ =


s∗ν′ if ν = µν
′, ν ′ /∈ G0
sµ′ if µ = νµ
′, µ′ /∈ G0
pr(ν) if µ = ν
0 otherwise.
(2)
There is also a strongly continuous gauge action γ : T → Aut(C∗(G))
such that γz(sµ) = zsµ and γz(pA) = pA. The core algebra C
∗(G)γ is the
fixed point subalgebra for the gauge action.
The proof of the next two lemmas works the same as for graph C*-algebras
as done in Raeburn’s book [20].
Lemma 3.2
C∗(G)γ = span{sµpAs
∗
ν : µ, ν ∈ G
∗, A ∈ G0, |µ| = |ν|}.
Lemma 3.3 There is a conditional expectation Ψ : C∗(G) → C∗(G)γ such
that
Ψ(sµpAs
∗
ν) = δ|µ|,|ν|sµpAs
∗
ν ,
for all µ, ν ∈ G∗, A ∈ G0.
KMS states for the generalized gauge action
Lemma 3.4 Let N : G1 → R∗+ be such that N(µ) 6= 1 for µ ∈ G
∗ \ G0 and
let ρ be the action of Lemma 3.1. Let β ∈ R. Suppose that φ, φ′ are KMSβ
states on C∗(G) coinciding on the core algebra C∗(G)γ. Then φ = φ′.
Proof. Take an element sµpAs
∗
ν ∈ C
∗(G) with |µ| 6= |ν| and let ω := φ−φ′. We
aim to show that ω(sµpAsν) = 0. Since ω is a KMSβ state, by applying the
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KMS condition, we have that
ω(sµpAs
∗
ν) = ω(pAs
∗
νρiβ(sµ)) = N(µ)
−βω(pAs
∗
νsµ)
=


N(µ)−βpAsµ′ if µ = νµ
′, µ′ /∈ G0
N(µ)−βpAs
∗
ν′ if ν = µν
′, ν ′ /∈ G0
0 otherwise.
Now it suffices to prove that ω(pBsλ) = ω(pBs
∗
λ) = 0 for all B ∈ G
0, λ ∈
G∗ \ G0. To prove this, notice that if C∗(G) has a unit, then
ω(pBsλ) = ω(pBsλ1) = N(λ)
−βω(1pBsλ) = N(λ)
−βω(pBsλ).
Since N(λ) 6= 1, it follows that ω(pBsλ) = 0 as required.
If there is no unit for C∗(G), we apply the same argument for the approx-
imate unit {pA : A ∈ G
0}.

Proposition 3.5 Let N : G1 → R∗+ be such that N(µ) 6= 1 for µ ∈ G
∗ \ G0
and let ρ be the action of Lemma 3.1. Suppose that β ∈ R and φ is a state
on C∗(G). Then the restriction ψ := φ|C∗(G)γ satisfies
ψ(sµpAs
∗
ν) = δµ,νN(µ)
−βψ(pA∩r(µ)). (3)
Conversely, for any state ψ on C∗(G)γ satisfying (3), φ = ψ ◦Ψ is a KMSβ
state on C∗(G), where Ψ is the conditional expectation as in Lemma 3.3.
Furthermore the obtained correspondence is an affine bijection.
Proof. Suppose that φ is a KMSβ state on C
∗(G) and let ψ be its restriction
to C∗(G)γ. Take sµpAsν ∈ C
∗(G) with |µ| 6= |ν|. Then the KMS condition
impies that
φ(sµpAs
∗
ν) = φ(pAs
∗
νρiβ(sµ)) = N(µ)
−βφ(pAs
∗
νsµ).
Therefore, by formula (2), we have that ψ(sµpAs
∗
ν) = δµ,νN(µ)
−βψ(pA∩r(µ)).
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Next suppose that ψ is a state on C∗(G)γ which satisfies (3). To see that
φ = ψ ◦Ψ is a KMSβ state, it suffices to prove the KMS condition
φ(ab) = N(µ)−βN(ν)βφ(ba), (4)
for a = sµpAs
∗
ν , b = sλpBs
∗
τ where µ, ν, λ, τ ∈ G
∗ and A,B ∈ G0. To see this
first note that
ab = sµpAs
∗
νsλpBs
∗
τ =


sµpAs
∗
ν′pBs
∗
τ if ν = λν
′, ν ′ /∈ G0
sµpAsλ′pBs
∗
τ if λ = νλ
′, λ′ /∈ G0
sµpA∩r(ν)∩Bs
∗
τ if λ = ν
0 otherwise.
=


sµpAs
∗
ν′s
∗
τ if ν = λν
′, ν ′ /∈ G0, s(ν ′) ∈ B
sµsλ′pBs
∗
τ if λ = νλ
′, λ′ /∈ G0, s(λ′) ∈ A
sµpA∩r(ν)∩Bs
∗
τ if λ = ν
0 otherwise.
=


sµpAsτν′∗ if ν = λν
′, ν ′ /∈ G0, s(ν ′) ∈ B
sµλ′pBs
∗
τ if λ = νλ
′, λ′ /∈ G0, s(λ′) ∈ A
sµpA∩r(ν)∩Bs
∗
τ if λ = ν
0 otherwise.
Similarly
ba = sλpBs
∗
τsµpAs
∗
ν =


sλpBs
∗
ντ ′ if τ = µτ
′, τ ′ /∈ G0, s(τ ′) ∈ A
sλµ′pAs
∗
ν if µ = τµ
′, µ′ /∈ G0, s(µ′) ∈ B
sλpB∩r(µ)∩As
∗
ν if τ = µ
0 otherwise.
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Now we apply φ = ψ ◦Ψ to both ab and ba. Then
φ(ab) =


N(µ)−βψ(pA∩r(µ)) if ν = λν
′, ν ′ /∈ G0, s(ν ′) ∈ B, µ = τν ′
N(τ)−βψ(pB∩r(τ)) if λ = νλ
′, λ′ /∈ G0, s(λ′) ∈ A, µλ′ = τ
N(µ)−βψ(pA∩r(ν)∩B∩r(µ)) if λ = ν, µ = τ
0 otherwise,
φ(ba) =


N(λ)−βψ(pB∩r(λ)) if τ = µτ
′, τ ′ /∈ G0, s(τ ′) ∈ A, λ = ντ ′
N(ν)−βψ(pA∩r(ν)) if µ = τµ
′, µ′ /∈ G0, s(µ′) ∈ B, λµ′ = ν
N(ν)−βψ(pB∩r(µ)∩A∩r(ν)) if τ = µ, λ = ν
0 otherwise.
Now if ν = λν ′, s(ν ′) ∈ B, µ = τν ′, then r(µ) = r(ν ′) = r(ν) and hence
N(µ)−βN(ν)βφ(ba) = N(µ)−βψ(pA∩r(ν)) = N(µ)
−βψ(pA∩r(µ)) = φ(ab).
If λ = νλ′, s(λ′) ∈ A, µλ′ = τ , then r(τ) = r(λ′) = r(λ). Also we have
N(λ)
N(ν)
= N(λ′) = N(τ)
N(µ)
and hence N(λ)−βN(µ)−βN(ν)β = N(τ)−β . Then
N(µ)−βN(ν)βφ(ba) = N(τ)−βψ(pB∩r(λ)) = N(τ)
−βψ(pA∩r(τ)) = φ(ab).
Finally if λ = ν, µ = τ , then clearly
N(µ)−βN(ν)βφ(ba) = φ(ab),
and we have proven (4). 
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4 KMS states of ultragraph C*-algebras re-
alized as partial crossed products
In this section we will further describe the set of KMS states associated to
the one-parameter group of automorphisms described in the previous section.
To this end we will make use of the description of C*-algebras associated to
ultragraphs that have no sinks and satisfy Condition (RFUM) as partial
crossed products (see Section 2.4) and build from the ideas in Section 4 of
[6]. Before we proceed we set up some notation and recall the construction
of the one-parameter group of automorphisms via partial crossed product
theory.
Assumption: From now on all ultragraphs are assumed to have no sinks.
Recall from [10, Theorem 4.3] that given any function N : G1 → (1,∞)
there exists a unique strongly continuous one-parameter group σ of automor-
phisms of C0(X)⋊ F such that
σt(b) =
(
N(e)
)it
b and σt(c) = c (5)
for all e ∈ G1, all b ∈ C(Xe)δe, and all c ∈ C0(X)δ0.
If N(e) = exp(1) for every e ∈ E1, then σt is 2π-periodic, and so induces
a strongly continuous action β : T → Aut(C0(X) ⋊ F) such that βz(1eδe) =
z1eδe and βz(fδ0) = fδ0 for all z ∈ T, e ∈ G
1, and f ∈ C0(X). Alternatively,
one can build such an action proceeding as in the proof of [13, Theorem 4.11].
We then have the following
Corollary 4.1 Let G be an ultragraph with no sinks that satisfies condition
(RFUM), let γ be the gauge action on C∗(G), β as above, and let Φ : C∗(G)→
C0(X)⋊α F be the isomorphism of Theorem 2.18. Then
Φ ◦ γz = βz ◦ Φ
for all z ∈ T.
Proceeding as in [6], given a function N : G1 → (1,∞), and letting σ
be the unique strongly continuous one-parameter group of automorphisms of
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C(X) × F given by (5) we have, by the Corollary above and Theorem 2.18,
a unique strongly continuous one-parameter group σ of automorphisms of
C∗(G) such that
σt(se) =
(
N(e)
)it
se and σt(pA) = pA
for all e ∈ G1 and A ∈ G0.
Remark 4.2 In Section 3 we considered any positive function N : G1 → R+∗
such that N(e) > K for some K > 0. In this section we are restricting our
attention to functions N : G1 → (1,∞). Furthermore, the one-parameter
group of automorphisms considered above is of the same form as the one-
parameter group of automorphisms considered in Lemma 3.1.
Next we set up some notation that will simplify our follow up statements.
For 0 ≤ β <∞ we define the following sets:
Aβ: the set of KMSβ states for C
∗(G),
Bβ: the set of states ω of C0(X) that satisfy the scaling condition ω(f ◦
θ−1e ) = N(e)
−βω(f) for all e ∈ G1 and all f ∈ C0(Xe−1),
Cβ: the set of regular Borel probability measures µ on X that satisfy the
scaling condition µ(θe(A)) = N(e)
−βµ(A) for every e ∈ G1 and every
Borel measurable subset A of Xe−1,
Dβ: the set of functions m : G0 → [0, 1] satisfying
m1. limA∈G0 m(A) = 1;
m2. m(A) =
∑
e:s(e)∈AN(e)
−βm
(
r(e)
)
if |ε(A)| <∞;
m3. m(A) ≥
∑
e∈F N(e)
−βm
(
r(e)
)
for every finite subset F of ε(A);
m4. m(A ∪ B) = m(A) +m(B)−m(A ∩ B), and
Eβ: the set of states ψ on C∗(G)γ satisfying ψ(scpAs
∗
d) = δc,dN(c)
−βψ(pA∩r(c)),
for all c, d ∈ G∗ and A ∈ G0.
Our goal for the reminder of this section is to prove the following theorem.
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Theorem 4.3 Let G be an ultragraph with no sinks that satisfy Condition (RFUM).
Then there exists a convex isomorphism between Aβ, Bβ, Cβ, Dβ, and Eβ.
By Proposition 3.5 we already have a convex isomorphism between Aβ
and Eβ. To prove the other equivalences we need to prove a few auxiliary
results first.
Proposition 4.4 Let G be an ultragraph with no sinks that satisfies Con-
dition (RFUM) and let M be a function from G1 to [0, 1]. Then there
is a convex, injective map between the set of states ω of C0(X) such that
ω(f ◦ θ−1e ) = M(e)ω(f) for all e ∈ G
1 and all f ∈ C0(Xe−1), and the set of
functions m : G0 → [0, 1] satisfying
m1’. limA∈G0 m(A) = 1;
m2’. m(A) =
∑
e:s(e)∈AM(e)m
(
r(e)
)
if |ε(A)| <∞;
m3’. m(A) ≥
∑
e∈F M(e)m
(
r(e)
)
for every finite subset F of ε(A);
m4’. m(A ∪B) = m(A) +m(B)−m(A ∩B).
Furthermore, the correspondence takes a state ω to the function defined, for
A ∈ G0, by m(A) = ω(1A).
Proof.
Let ω be a state of C0(X) such that ω(f ◦ θ
−1
e ) =M(e)ω(f) for all e ∈ G
1
and all f ∈ C0(Xe−1). Let m be the function from G
0 to [0, 1] given by
m(A) = ω(1A).
First we prove (m1’): Notice that {A : A ∈ G0} is a directed set (with
inclusion as preorder), and {1A : A ∈ G
0} is an increasing approximate unity
for C0(X). Then, by Theorem 3.3.3 of [19], we have that 1 = limω(1A) =
limm(A) and hence m satisfies (m1).
Before we show (m2’) and (m3’) notice that if e ∈ G1, then
ω
(
1e
)
= ω
(
1e−1 ◦ θ
−1
e
)
=M(e)ω(1e−1) = M(e)ω
(
1r(e)
)
= M(e)m
(
r(e)
)
.
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Proof of (m2’): Notice that if |ε(A)| <∞ then 1A =
∑
e:s(e)∈A 1e. Hence
m(A) = ω
(
1A
)
=
∑
e:s(e)∈A
ω
(
1e
)
=
∑
e:s(e)∈A
M(e)m
(
r(e)
)
,
which gives (m2’).
Proof of (m3’): Suppose that F is a finite subset ε(A). Then 1A ≥∑
e∈F 1e and we have that
m(A) = ω
(
1A
)
≥
∑
e∈F
ω
(
1e
)
=
∑
e∈F
M(e)m
(
r(e)
)
.
Proof of (m4’): This follows from the linearity of ω.
Next we prove that the correspondence given above is injective.
Let ω1 and ω2 be states such that ωi(f ◦ θ
−1
e ) =M(e)ωi(f) for all e ∈ G
1
and all f ∈ C0(Xe−1), i = 1, 2. Suppose that ω1(1A) = ω2(1A) for all A ∈ G
0.
We have to show that ω1 = ω2. By Remark 2.17 it is enough to show that
ω1
(
1r(c)∩A ◦ θc−1
)
= ω2
(
1r(c)∩A ◦ θc−1
)
for all A ∈ G0 and c ∈ G∗, |c| ≥ 1. This
follows from the following computations for c = c1 . . . cn and A ∈ G
0:
ω1
(
1r(c)∩A ◦ θc−1n ...c−11
)
= ω1(1θcn(r(c)∩A) ◦ θc−1n−1...c
−1
1
)
= . . .
= ω1
(
1θc2...cn(r(c)∩A) ◦ θc−11
)
=M(c1)ω1
(
1θc2...cn
)
= M(c1)ω1
(
1θc3...cn ◦ θ
−1
c2
)
= . . .
= M(c1) . . .M(cn)ω1
(
1r(c)∩A
)
= M(c1) . . .M(cn)ω2
(
1r(c)∩A
)
= . . .
= ω2
(
1r(c)∩A ◦ θc−1n ...c−11
)
.

Next we will build a measure on the shift space X following some of
the ideas in section 5.5 of [8]. Recall that, as mentioned in Remark 2.9, we
are writing D(α,A),∅ for a cylinder of the form D(α,A), so that all generalized
cylinders can be written as D(β,B),F .
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Given a function M from G1 to [0, 1] and a function m : G0 → [0, 1]
satisfying m1’ to m4’ of Proposition 4.4, we extend M to G∗ to the func-
tion M : G∗ → [0, 1] given by M(A) = m(A), for A ∈ G0, and M(β) =
M(e1) . . .M(en) for e1...en ∈ G
∗, with |β| ≥ 1. Now define a function on the
set of all generalized cylinders by
κ(D(β,B),F ) = M(β)m(B)−
∑
e∈F
M(βe)m(r(e)) (6)
which, by m3’, takes values on non-negative numbers. We also define κ(∅) =
0.
Lemma 4.5 Let G be an ultragraph with no sinks that satisfy Condition (RFUM)
and κ be the function defined by Equation (6). Then the restriction of κ to
the semi-ring S given by Proposition 2.13 is a measure such that κ(θe(V )) =
M(e)κ(V ), for every e ∈ G1 and every subset V of Xe−1 ∩ S.
Proof.
We have to prove that κ is countably additive on S. Since all elements of
S are compact open sets, it is actually sufficient to show that κ is additive
on S. Suppose that
D(β,B),F =
n⊔
i=1
D(βi,Bi),Fi. (7)
Notice that in this case, for all i, βi = ββ
′
i for some β
′
i. We use an
induction argument on m = maxi{|βi| − |β|}.
First suppose that m = 0 so that βi = β and Bi ⊆ B for all i. In the
case that (β,B) ∈ p with |ε(β)| < ∞, by our convention F = ∅. Also, since
Bi ⊆ B, then |ε(βi)| <∞ and Fi = ∅ for all i. It follows that B = ⊔iBi. By
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m4’
κ(D(β,B)) = M(β)m(B)
= M(β)m (⊔iBi)
= M(β)m
∑
i
m(Bi)
=
∑
i
κ(D(βi,Bi)).
For the case that (β,B) ∈ Xfin, since (β,B) ∈ D(β,B), we must have
Bi0 = B for some i0, and so Fi0 ⊇ F . For simplicity, suppose that i0 = 1.
Notice that for i 6= 1, Bi cannot be a infinite emitter so that Fi = ∅. In order
for (7) to hold, it is necessary that ⊔i≥2ε(Bi) = F1 \ F . Using the definition
of κ and m2’ we obtain that
κ(D(β,B), F ) = M(β)m(B)−
∑
e∈F
M(βe)m(r(e))
= M(β)m(B)−
∑
e∈F1
M(βe)m(r(e)) +
∑
e∈F1\F
M(βe)m(r(e))
= M(β)m(B)−
∑
e∈F1
M(βe)m(r(e)) +
n∑
i=2
∑
e∈ε(Bi)
M(βe)m(r(e))
= M(β)m(B)−
∑
e∈F1
M(βe)m(r(e)) +
n∑
i=2
M(β)m(Bi)
=
∑
i
κ(D(βi,Bi),Fi).
Now suppose that the result holds for all 0 ≤ k < m. Let us do the
case where (β,B) ∈ Xfin, the other being analogous (CHECK). As above,
we must have that there exists i0 such that βi0 = β, Bi0 = B and Fi0 ⊇ F .
Again, for simplicity, suppose that i0 = 1. Also suppose that for some
i1, βi = β for 2 ≤ i ≤ i1 and βi 6= β for i1 < i ≤ n. As in the case
m = 0, Fi = ∅ for 2 ≤ i ≤ i1, but now ⊔2≤i≤i1ε(Bi) ⊆ F1 \ F . Define
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C = s((F1 \ F ) \ ⊔2≤i≤i1ε(Bi)) so that ε(C) is finite. Notice that
D(β,B),F = D(β,C) ⊔
i1⊔
i=1
D(βi,Bi),Fi
and
D(β,C) =
n⊔
i=i1+1
D(βi,Bi),Fi.
Also, by the case m = 0, we have that
κ(D(β,B),F ) = κ(D(β,C)) +
i1∑
i=1
κ(D(βi,Bi),Fi). (8)
Since ε(C) is finite then D(β,C) =
⊔
s(e)∈C D(βe,r(e)). Using Corollary 2.11,
m2’ and m4’, we can write
D(β,C) =
⊔
j
D(βej ,Aj),
where D(βej ,Aj) ∈ S, in such way that
κ(D(β,C)) =
∑
j
κ(D(βej ,Aj)). (9)
Now
D(βej ,Aj) = D(βej ,Aj) ∩D(β,C) =
n⊔
i=i1+1
D(βej ,Aj) ∩D(βi,Bi),Fi,
and notice that D(βej ,Aj)∩D(βi,Bi),Fi = Dγj ,Dj for some element of S such that
|γj| = |βi| (since |βi| ≥ |β|+1 = |βej|). This implies that maxj{|γj|−|βei|} <
m. By the induction hypothesis
κ(D(βej ,Aj)) =
n∑
i=i1+1
κ(D(βej ,Aj) ∩D(βi,Bi),Fi). (10)
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On the other hand, for i1 + 1 ≤ i ≤ n,
D(βi,Bi),Fi = D(βi,Bi),Fi ∩Dβ,C =
⊔
j
D(βej ,Aj) ∩D(βi,Bi),Fi,
and using the case m = 0 (even if some intersections are empty) we obtain
that
κ(D(βi,Bi),Fi) =
∑
j
κ(D(βej ,Aj) ∩D(βi,Bi),Fi). (11)
Putting equations (9), (10) and (11) together we arrive at
κ(D(β,C)) =
n∑
i=i1+1
κ(D(βi,Bi),Fi),
and, from (8), we get that κ is a measure.
Finally, to prove the scaling condition, notice that if V = D(β,B),F is an
element of S contained in Xe−1 then θe(V ) = D(eβ,B),F . Hence, from the
definition of κ, and the multiplicativity of M , the result follows. 
From the above lemma we obtain the following result.
Proposition 4.6 Let G be an ultragraph with no sinks that satisfy Condi-
tion (RFUM) and let M be a function from G1 to [0, 1]. Then there is a
convex map between the set of functions m : G0 → [0, 1] satisfying m1’ to
m4’ of Proposition 4.4 and the set of regular, Borel, probability measures µ
on X satisfying that µ(θe(V )) = M(e)µ(V ), for all e ∈ G
1 and all Borel
measurable subsets V of X−1e .
Proof.
Using Carathe´odory’s extension theorem, there is a measure µ defined
on the σ-algebra generated by S. Since S forms a countable basis, this is
actually the Borel σ-algebra.
To prove that µ is probability, we first show that µ(D(A,A)) = m(A) for
all A ∈ G0. Using condition (RFUM), we can write A = A1∪ · · ·∪An, where
A1, . . . , An−1 are minimal infinite emitters and An is such that ε(An) < ∞.
In particular, D(Ai,Ai) ∈ S for all i = 1, . . . , n. Using the inclusion-exclusion
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principle, we can write µ(A) as sum of ±µ applied on D(A1,A1), . . . , D(An,An)
and their intersections which are of the form D(B,B) and still belongs to S.
By definition, µ(D(B,B)) = κ(D(B,B)) = m(B), whenever D(B,B) ∈ S. Now,
using the inclusion-exclusion principle again together with (m4’) we conclude
that µ(D(A,A)) = m(A).
Now, since X =
⋃
A∈G0 D(A,A), using condition (m1’) we see that µ(X) =
1. This also implies that µ is regular because all finite Borel measures are
regular.
From equation (6), a convex combination of functions m is preserved
when passing to measures κ on S, and therefore to measures µ on X .
That µ satisfies the scaling condition follows from the fact θe is bijective,
so that it preserves unions and intersections, and that the condition holds
for elements in the semi-ring S as in Lemma 4.5.

Proposition 4.7 Let G be an ultragraph with no sinks that satisfy Condi-
tion (RFUM). There is an affine bijection between Bβ and Eβ.
Proof.
Let ψ be a state on C∗(G)γ satisfying ψ(scpAs
∗
d) = δc,dN(c)
−βψ(pA∩r(c)),
for all c ∈ G∗ and A ∈ G0. Define a state ω on C0(X) by ψ ◦ Φ
−1, where Φ
is the isomorphism of Theorem 2.18 (see also Proposition 2.19).
We need to check the scaling condition. It is enough to check it in the
dense subset of C0(X) given in Lemma 2.16 (see also Remark 2.17).
Let e ∈ G1. Notice that if 1A ∈ C0(Xe−1) then A ⊆ Xe−1 = Xr(e). Then
ω(1A ◦ θe−1) = w(1A∩r(e) ◦ θe−1) = ψ(sepAs
∗
e) = N(e)
−βψ(pA∩r(e))
= N(e)−βψ(Φ−1(1A∩r(e))) = N(e)
−βω(1A∩r(e)).
Now let c ∈ G∗ with |c| ≥ 1, A ∈ G0, and suppose that 1r(c)∩A ◦ θc−1 ∈
C0(Xe−1). Since f ∈ C0(Xe−1) we have that s(c) ∈ r(e) and hence r(c) =
r(ec). Then
ω(1r(c)∩A◦θc−1◦θe−1) = ω(1r(ec)∩A◦θ(ec)−1) = ψ(secpAs
∗
ec) = N(ec)
−βψ(pA∩r(ec))
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= N(e)−βN(c)−βψ(pA∩r(c)) = N(e)
−βψ(scpAs
∗
c) = N(e)
−βω(1r(c)∩A◦θc−1).
Hence the scaling condition is satisfied.
To finish the proof, notice that the inverse of the correspondence above
is given by the following map: Given a state ω on C0(X) that satisfies the
scaling condition ω(f◦θ−1e ) = N(e)
−βω(f) for all e ∈ G1 and all f ∈ C0(Xe−1),
define ψ as the state on C∗(G)γ such that ψ(scpAs
∗
d) = δc,dω ◦Φ. Notice that
ψ ∈ Eβ, since for c = c1 . . . cn ∈ G
∗ and A ∈ G0, we have that
ψ(scpAs
∗
c) = ω(1r(c)∩A ◦ θc−1) = N(c1)
−βω(1r(c)∩A ◦ θc−1n ...c−12 )
= N(c1)
−βN(c2)
−βω(1r(c)∩A ◦ θc−1n ...c−13 ) = . . .
= N(c1)
−βN(c2)
−β . . . N(cn)
−βω(1r(c)∩A) =
= N(c)−βψ(pA∩r(c)).

The next proposition is basically the same as [6, Lemma 3.7 and Propo-
sition 3.8]. We give the idea of the proof.
Proposition 4.8 Let G be an ultragraph with no sinks that satisfy Condi-
tion (RFUM). There is an affine bijection between Bβ and Cβ.
Proof.
The Riesz representation Theorem gives the bijection between states ω
on C0(X) and Borel regular probabilities µ on X . Restrict the correspond-
ing measure µ to Xe−1 and observe that C0(Xe−1) is dense in L
1(Xe−1 , µ).
If in one hand ω is in Bβ, then the scaling condition holds for functions in
C0(Xe−1) and then extends to elements of L
1(Xe−1 , µ), in particular charac-
teristic functions of measurable sets of Xe−1. If on the other hand µ is in C
β,
then the scaling condition holds for characteristic functions, which extends
to elements of L1(Xe−1 , µ), and in particular to functions in C0(Xe−1).

Remark 4.9 We end the section with the proof of Theorem 4.3.
Proof.
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Notice that from Proposition 3.5 we have an affine isomorphism between
Aβ and Eβ), from Proposition 4.7 we have an affine isomorphism between Eβ
and Bβ), and from Proposition 4.8 we have an affine isomorphism between
Cβ and Bβ).
Taking M : G1 → [0, 1] defined by M(e) = (N(e))−β on Proposition 4.4
we obtain an affine map from Bβ to Dβ, and taking the same M on Propo-
sition 4.6 we obtain an affine map from Dβ to Cβ. The result now follows
from the fact that the maps from Bβ to Dβ, from Dβ to Cβ and from Cβ to
Bβ compose to the identity.

5 Ground States
In this section we apply some of our previous results to characterize the
set of ground states on the C*-algebra of an ultragraph with no sinks that
satisfy Condition (RFUM) (we recall the general definition of ground states
in the beginning of Section 3).
Let G be an ultragraph with no sinks that satisfy Condition (RFUM).
Define
Agr: the set of ground states in C∗(G),
Bgr: the set of states ω of C0(X) such that ω(1e) = 0, for all e ∈ G
1,
Cgr: the set of regular Borel probability measures µ on X such that µ(A) =
0, for every e ∈ G1 and every Borel measurable subset A of Xe,
Dgr: the set of functions m : G0 → [0, 1] satisfying
m1. limA∈G0 m(A) = 1;
m2. m(A) = 0 if |ε(A)| <∞;
m3. m(A ∪ B) = m(A) +m(B)−m(A ∩ B).
Next we prove the following:
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Theorem 5.1 Let G be an ultragraph with no sinks that satisfy Condition (RFUM).
Then there exists an affine isomorphism between Agr, Bgr, Cgr, and Dgr.
Proof.
The existence of an affine isomorphism between Agr and the set of states
φ of C0(X) such that φ(f) = 0, for all e ∈ G
1 and f ∈ C(Xe) follows from
Theorem 4.3 of [10]. Since φ is a state, and 1e is a unit for C(Xe), it follows
that if φ(1e) = 0 then φ(f) = 0 for all f ∈ C(Xe). Therefore we have that
Agr is isomorphic to Bgr, via an affine isomorphism.
As with KMS states, an affine isomorphism between Bgr and Cgr is ob-
tained analogously to Proposition 4.8 in [6].
Finally, an affine isomorphism between Bgr to Dgr is obtained by applica-
tion of Propositions 4.4 and 4.6 with M(e) = 0 for all e ∈ G1, and proceeding
as in the proof of Theorem 4.3. 
6 Example
Below we recall the construction, given in [21], of an ultragraph such that
the associated C*-algebra is neither a graph C*-algebra nor an Exel-Laca
algebra.
Definition 6.1 If I is a countable set and A is an I × I matrix with entries
in {0, 1}, then we may form the ultragraph GA := (G
0
A,G
1
A, r, s) defined by
G0A := {vi : i ∈ I}, G
1
A := {ei : i ∈ I}, s(ei) = vi for all i ∈ I, and
r(ei) = {vj : A(i, j) = 1}.
Let A be the countably infinite matrix
A =


1 0 0 1 1 1 1
0 1 0 1 1 1 1
0 0 1 1 1 1 1
1 0 0 1 0 0 0 ···
0 1 0 0 1 0 0
0 0 1 0 0 1 0
0 0 0 1 0 0 1
...
...

 .
For the matrix A above, let G := (G0,G1, r, s) be the ultragraph GA of
Definition 6.1. We define an ultragraph F by adding a single vertex {w}
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to G and a countable number of edges with source w and range G0. More
precisely, we define F := (F 0,F1, r, s) by
F 0 := {w} ∪G0 F1 := {fi}
∞
i=1 ∪ G
1
and we extend r and s to F1 by defining s(fi) = {w} and r(fi) = G
0 for all
1 ≤ i <∞.
Our goal is to define a suitable function N for which we can find m that
satisfies conditions m1 to m4 defining the set Dβ. Using Definition 6.1 for
the matrix A above, we conclude that the set F0 is composed by all finite sets
of vertices, and finite sets union with the set B := {v4, v5, . . .}. In particular
F 0 is an element of F0.
Now, if a function m satisfying m1 to m4 is to exist, for a given N and
β, using m1 and m4, we must have that
m({w}) +m({v1}) +m({v2}) +m({v3}) +m(B) = m(F
0) = 1. (12)
Also, for i = 1, 2, 3, using conditions m2 and m4, it should hold that
m({vi}) = N(ei)
−β(m({vi}) +m(B)),
so that we can describe m({vi}), for i = 1, 2, 3, depending on N , β and m(B)
as
m({vi}) =
N(ei)
−β
1−N(ei)−β
m(B).
For i ≥ 4, we have that r(ei) = {vi−3, vi}. Using an induction on each
congruence modulo 3, we see that m({vi}) can be written depending on N ,
β and m(B) using the edges ej for j in the congruence class modulo 3 up to
i. For simplicity, let us assume that for all 1 ≤ i <∞, N(ei) = d for a fixed
number d ∈ (1,∞) and define dβ =
d−β
1−d−β
. Notice that dβ goes to 0 as β goes
to infinity. We claim that for 1 ≤ i <∞, writing i = 3q + r with r = 1, 2, 3,
we have that
m({vi}) = d
q+1
β m(B). (13)
This is the case for q = 0. Now suppose it is true for a fixed r = 1, 2, 3 and
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a given q ≥ 0. Then
m(v3(q+1)+r) = d
−β(m(v3(q+1)+r) +m(v3q+r))
and hence
m(v3(q+1)+r) = dβm(v3q+r) = d
q+2
β m(B).
Using this one can show that, if
6d2β
1− d2β
≤ 1, (14)
then m3 holds for B and any finite subset F of ε(B).
Now, choose a sequence {ci}
∞
i=1 with ci ∈ (1,∞) and define N(fi) = ci.
Using equation (12), we can show that for m3 to be true for {w}, it is
necessary that for all k ∈ N,
m({w})
1−m({w})
≥
k∑
i=1
c−βi .
It follows that if β is such that the series
∑∞
i=1 c
−β
i converges and that
(14) holds, then for any value of m({w}) ∈ [0, 1) such that
m({w})
1−m({w})
≥
∞∑
i=1
c−βi ,
we can define m(B) and m({vi}) for i ∈ N using equations (13) and (14).
Also, independently of N and β, the choice m({w}) = 1 and m(B) =
m({vi}) = 0 for i ∈ N always satisfies m1-m4.
In the case of ground states, a function m : G0 → [0, 1] is is Dgr if, and
only if, m({vi}) = 0 for i ∈ N, and m(B) +m({w}) = 1.
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