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Abstract
This paper deal with boundary value problems for generalized second order differential equations with deviating arguments.
Existence of quasi-solutions and solutions are proved by monotone iterative method. Examples with numerical results are added.
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1. Introduction
Let us consider a problem⎧⎪⎨⎪⎩
x′′(t) = f (t, x(t), x((t)) ≡ Fx(t), t ∈ J = [0, T ], T <∞,
g1(x(0), x(1), x(2), . . . , x(r )) = 0 where i ∈ (0, T ),
g2(x(T ), x(1), x(2), . . . , x(p)) = 0 where i ∈ (0, T ),
(1)
where f ∈ C(J × R × R,R), g1 ∈ C(Rr+1,R), g2 ∈ C(Rp+1,R), p, r ∈ N,
0< 1 < 2 < · · ·< r < T , 0< 1 < 2 < · · ·< p <T
and  ∈ C(J, J ).
The monotone iterative method is useful to obtain approximate solutions of nonlinear differential equations, for
details see for example [9], see also [1–7], [10,11].
It is a ﬁrst paper when full nonlinearly multipoint boundary conditions are used. Before, usually periodical boundary
conditions where assumed, or like in [7] and [8] for functions g1 and g2 deﬁned by
g1(x(0), x(1), x(2), ..., x(r )) = x(0), g2(x(T ), x(1)) = x(T ) − rx(1).
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Fig. 1. Chosen pairs of lower and upper solutions of problem (14).
Fig. 2. Chosen pairs of lower and upper solutions of problem (15).
The plan of this paper is as follows. In Sections 2 and 3 we introduce necessary tools and deﬁnitions. In Section
4, we discuss problem (1). Theorem 2 says about extremal quasi-solutions of problem (1). Example 1 illustrates that
assumptions of Theorem 2 are satisﬁed, so the problem (14) has extremal quasi-solutions (solutions) which are the
limit of some sequences. Using numerical methods we can ﬁnd numerical approximations of extremal-quasi solutions.
The graphs of them are given in Fig. 1. In Example 2 we deal with more complicated boundary conditions (g1 and g2
are nonlinear at ﬁrst variable). Numerical approximations are given also in Figs. 2 and 3.
2. Lemmas
To use the monotone iterative technique to problem (1), we need some lemmas, ﬁrst is proved in [7], second follows
from Green function properties.
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Fig. 3. Fourteen results of iterations in problem (15).
Lemma 1. Assume that
 ∈ C(J, J ),M,N ∈ C(J, [0,∞]), M(t)> 0, t ∈ (0, T ), (2)
max
{∫ T
0
(∫ T
s
[M(t) + N(t)] dt
)
ds,
∫ T
0
(∫ s
0
[M(t) + N(t)] dt
)
ds
}
1. (3)
Let p ∈ C2(J,R) and{
p′′(t)M(t)p(t) + N(t)min[p((t)), 0], t ∈ J,
p(0)0, p(T )0.
Then p(t)0 on J.
Remark 1. Since p((t)) min[p((t)), 0], we have p(t)0 for t ∈ J , if{
p′′(t)M(t)p(t) + N(t)p((t)), t ∈ J,
p(0)0, p(T )0.
Lemma 2. Let
G(t, s) = − 1
T
{
(T − t)s for 0s tT ,
(T − s)t for 0 tsT .
Let h : J → R be integrable on J. Then the problem{
u′′(t) = h(t),
u(0) = , u(T ) = 
has exactly one solution given by
u(t) =
∫ T
0
G(t, s)h(s) ds + 
T
t + 
T
(T − t).
Also we need some existence theorem.
Theorem 1. Let  ∈ C(J, J ),M,N ∈ C(J, [0,∞)). Assume that
max
t∈[0,T ]
∫ T
0
2|G(t, s)||M(s) + N(s)| ds < 1. (4)
428 W. Szatanik / Journal of Computational and Applied Mathematics 216 (2008) 425–434
Then the problem{
y′′(t) = M(t)y(t) + N(t)y((t)) + (t), t ∈ J
y(0) = 1, y(T ) = 2, 1, 2 ∈ R,
(5)
has a exactly one solution y ∈ C(J,R).
Proof. Let us consider integral equation
y(t) =
∫ T
0
G(t, s)[M(s)y(s) + N(s)y((s)) + (s)] ds + (2 − 1)
T
t + 1, t ∈ J ,
where Green function G is deﬁned as in Lemma 2. It is easy to show that if y satisﬁes the above equation then y will
be a solution of problem (5).
Consider the Banach space B = (C(J,R), ‖ · ‖0). Let us consider the operator A : B → B, where
Ay(t) =
∫ T
0
G(t, s)[M(s)y(s) + N(s)y((s)) + (s)] ds + (2 − 1)
T
t + 1.
It is easy to show that A is a contraction mapping. Then problem (5) has exactly one solution. 
3. Deﬁnitions
Let , 	 ∈ C(J,R). We introduce two systems of functions: wi, vj , i = 1, . . . , r and j = 1, . . . , p, where wi(, 	)=
(i ) or wi(, 	) = 	(i ) and vj (, 	) = (j ) or vj (, 	) = 	(j ). Let w˜i and v˜j be deﬁned by relations:
w˜i(, 	) =
{
(i ) if wi(, 	) = 	(i ),
	(i ) if wi(, 	) = (i ),
v˜j (, 	) =
{
(j ) if vj (, 	) = 	(j ),
	(j ) if vj (, 	) = (j ),
where i = 1, . . . , r and j = 1, . . . , p.
For example, if g1(a0, a1, . . . , ar ) = a0 +∑ri=1kiai + l then for ﬁxed i we have
wi(, 	) =
{
(i ) if ki > 0,
	(i ) if ki < 0.
Now we introduce some notation to simplify our calculations:
g1(a,w1(, 	), w2(, 	), . . . , wr(, 	)) ≡ g1(a,w(, 	))
and
g2(a, v1(, 	), v2(, 	), . . . , vp(, 	)) ≡ g2(a, v(, 	)).
Deﬁnition 1. A pair of functions y0, z0 ∈ C2(J,R) is lower and upper quasi-solutions of problem (1) if⎧⎪⎪⎪⎪⎨⎪⎪⎪⎪⎩
y′′0 (t)Fy0(t), t ∈ J,
g1(y0(0),w(y0, z0))0, g2(y0(T ), v(y0, z0))0,
z′′0(t)Fz0(t), t ∈ J,
g1(z0(0), w˜(y0, z0))0, g2(z0(T ), v˜(y0, z0))0.
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Note that if wi(y0, z0) = y0(i ) and vi(y0, z0) = y0(i ) for i = 1, . . . , r and i = 1, . . . , p, then the above deﬁnition
reduces to the notion of lower and upper solutions of problem (1).
Deﬁnition 2. A pair of functions Y,Z ∈ C2(J,R) is called quasi-solutions of (1) if⎧⎪⎪⎪⎪⎨⎪⎪⎪⎪⎩
Y ′′(t) = FY(t), t ∈ J,
g1(Y (0),w(Y, Z)) = 0, g2(Y (T ), v(Y, Z)) = 0,
Z′′(t) = FZ(t), t ∈ J,
g1(Z(0), w˜(Y, Z)) = 0, g2(Z(T ), v˜(Y, Z)) = 0.
Let k, l ∈ C2(J,R) and k(t) l(t) for t ∈ J . We will say that a function e ∈ C2(J,R) belongs to segment [k, l] if
k(t)e(t) l(t) for t ∈ J .
Deﬁnition 3. Let a pair (U, V ) be a pair quasi-solutions of (1) such asU(t)V (t) for t ∈ J . (U, V ) are called minimal
and maximal quasi-solutions of (1) if for any U¯ , V¯ quasi-solutions of (1) we have U(t)U¯ (t), V¯ (t)V (t), t ∈ J .
Let u, v ∈ C2(J,R) and u(t)v(t) for t ∈ J . Quasi-solutions U,V of (1) are called minimal and maximal quasi-
solutions in segment [u, v] if u(t)U(t), V (t)v(t) for t ∈ J and for any (Y, Z) quasi-solutions of (1), such as
u(t)Y (t), Z(t)v(t) for t ∈ J we have U(t)Y (t) and Z(t)V (t), t ∈ J .
4. Results
Now we formulate conditions which guarantee that problem (1) has extremal quasi-solutions.
Theorem 2. Let conditions (2)–(4) be satisﬁed, f ∈ C(J ×R×R,R) and  ∈ C(J, J ). Let y0, z0 be lower and upper
quasi-solutions of (1) and y0(t)z0(t), t ∈ J . Moreover, assume that
f (t, u¯1, v¯1) − f (t, u1, v1) − M(t)[u1 − u¯1] − N(t)[v1 − v¯1] (6)
for y0(t) u¯1u1z0(t), y0((t)) v¯1v1y0((t)).
Let k, l ∈ C(J,R), k(t) l(t) for t ∈ J
g1(a,w1, . . . , w˜i(k, l), wi+1, . . . , wr) − g1(a,w1, . . . , wi(k, l), wi+1, . . . , wr)0,
g2(a, v1, . . . , v˜i (k, l), vi+1, . . . , vp) − g2(a, v1, . . . , vi(k, l), vi+1, . . . , vp)0. (7)
Assume that there exist constants a, b > 0 such that
g1(˜u, u1, . . . , ur ) − g1(u, u1, . . . , ur )a(˜u − u),
g2(˜v, v1, . . . , vp) − g2(v, v1, . . . , vp)b(˜v − v) (8)
for y0(0)u u˜z0(0) and y0(T )v v˜z0(T ).
Then problem (1) has, in segment [y0, z0] the minimal and maximal quasi-solutions.
Remark 2. Form condition (7) it results that g1 and g2 are nondecreasing or nonincreasing in each variable except to
the ﬁrst one.
Proof. Let⎧⎪⎪⎪⎪⎨⎪⎪⎪⎪⎩
y′′n(t) = Fyn−1(t) + M(t)[yn(t) − yn−1(t)] + N(t)[yn((t)) − yn−1((t))], t ∈ J,
yn(0) = −1
a
g1(yn−1(0),w(yn−1, zn−1)) + yn−1(0),
yn(T ) = −1
b
g2(yn−1(T ), v(yn−1, zn−1)) + yn−1(T ),
(9)
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⎧⎪⎪⎪⎪⎨⎪⎪⎪⎪⎩
z′′n(t) = Fzn−1(t) + M(t)[zn(t) − zn−1(t)] + N(t)[zn((t)) − zn−1((t))], t ∈ J,
zn(0) = −1
a
g1(zn−1(0), w˜(yn−1, zn−1)) + zn−1(0),
zn(T ) = −1
b
g2(zn−1(T ), v˜(yn−1, zn−1)) + zn−1(T ),
(10)
for n ∈ N = {1, 2, 3, . . .}. If n = 1, then from Lemma 2 we know that problems (9) and (10) have solutions y1 and z1.
We need to show that
y0(t)y1(t)z1(t)z0(t), t ∈ J . (11)
Let p(t) = y0(t) − y1(t). From deﬁnition of lower and upper quasi-solutions, we get
p(0) = y0(0) − y1(0) = y0(0) + 1
a
g1(y0(0),w(y0, z0)) − y0(0)0,
p(T ) = y0(T ) − y1(T ) = y0(T ) + 1
a
g2(y0(T ), v(y0, z0)) − y0(T )0
and
p′′(t) = y′′0 (t) − y′′1 (t)Fy0(t) − Fy0(t) − M(t)[y1(t) − y0(t)] − N(t)[y1((t)) − y0((t))].
This and Lemma 1 give us p(t)0 for t ∈ [0, T ]. Thus y0(t)y1(t) for t ∈ J . By the same way we can show that
z1(t)z0(t) for t ∈ J .
Now we will show that y1(t)z1(t) for t ∈ J . Let p(t) = y1(t) − z1(t). By using boundary conditions, form the
deﬁnitions of y1 and z1, we have
p(0) = y1(0) − z1(0) = y0(0) − z0(0) − 1
a
(g1(y0(0),w(y0, z0)) − g1(z0(0), w˜(y0, z0)))
+ 1
a
g1(y0(0), w˜(y0, z0)) − 1
a
g1(y0(0), w˜(y0, z0))
= y0(0) − z0(0) + 1
a
(g1(y0(0), w˜(y0, z0)) − g1(y0(0),w(y0, z0)))
+ 1
a
(g1(z0(0), w˜(y0, z0) − g1(y0(0), w˜(y0, z0)))
y1(0) − z1(0) − 1
a
a(y1(0) − z1(0)) = 0
by (7) and (8). By the same way we can show that p(T )0. From (6), we get
p′′(t) = Fy0(t) + M(t)[y1(t) − y0(t)] + N(t)[y1((t)) − y0((t))]
− Fz0(t) − M(t)[z1(t) − z0(t)] − N(t)[z1((t)) − z0((t))]
 − M(t)[z0(t) − y0(t)] − N(t)[z0((t)) − y0((t))]
+ M(t)[y1(t) − y0(t)] + N(t)[y1((t)) − y0((t))]
− M(t)[z1(t) − z0(t)] − N(t)[z1((t)) − z0((t))]
= M(t)p(t) + N(t)p((t)).
From Lemma 1 we obtain that p(t)0 for t ∈ [0, T ], so y1(t)z1(t).
Now we have to show that y1 and z1 are lower and upper quasi-solutions of (1). From the deﬁnition of y1 and (8),
we have
0 = g1(y0(0),w(y0, z0)) + a[y1(0) − y0(0)] + g1(y1(0),w(y0, z0)) − g1(y1(0),w(y0, z0))
 − a[y1(0) − y0(0)] + a[y1(0) − y0(0)] + g1(y1(0),w(y0, z0)). (12)
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From Remark 2 and inequalities y0(t)y1(t)z1(t)z0(t) for t ∈ J , follows
g1(y1(0),w(y0, z0)) − g1(y1(0),w(y1, z1))0. (13)
By (12) and (13) we have
0g1(y1(0),w(y0, z0))g1(y1(0),w(y1, z1)) − g1(y1(0),w(y1, z1))
g1(y1(0),w(y1, z1)).
By the same way we can show that
g2(y1(T ), v(y1, z1))0.
Next from deﬁnition of y0 and assumption (6) we have
y′′1 (t) = Fy1(t) + M(t)[y1(t) − y0(t)] + N(t)[y1((t)) − y0((t))] + Fy1(t) − Fy1(t)
Fy1(t) + M(t)[y1(t) − y0(t)] + N(t)[y1((t)) − y0((t))]
− M(t)[y1(t) − y0(t)] − N(t)[y1((t)) − y0((t))]
= Fy1(t).
By similar way we can show that{
z′′1(t)Fz1(t)
g1(z1(0), w˜(y1, z1))0, g2(z1(T ), v˜(y1, z1))0.
It proves that y1 and z1 are lower and upper quasi-solutions of (1).
By induction in n, we obtain the relation:
y0(t) · · · yn−1(t)yn(t)zn(t)zn−1(t) · · · z0(t)
for t ∈ J , n ∈ N.
There is no problem to show that sequences {yn}, {zn} are equicontinuous and bounded on J. The Arzeli–Ascoli
theoremguarantees the existence of subsequences {ynk }, {znk } and functions y, z ∈ C(J,R)with {ynk }, {znk } converging
uniformly on J to y, z, respectively,whennk → ∞. However, since the sequences {yn}, {zn} aremonotonic,we conclude
that whole sequences {yn}, {zn} converge uniformly on J to y, z, respectively. If n → ∞ in integral equations for yn
and zn, we get⎧⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎨⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎩
y(t) = ∫ T0 G(t, s)Fy(s) ds + T − tT
[
y(0) − 1
a
g1(y(0),w(y, z))
]
+ t
T
[
y(T ) − 1
a
g2(y(T ), v(y, z))
]
,
g1(y(0),w(y, z)) = 0, g2(y(T ), v(y, z)) = 0,
z(t) = ∫ T0 G(t, s)Fz(s) ds + T − tT
[
z(0) − 1
a
g1(z(0), w˜(y, z))
]
+ t
T
[
z(T ) − 1
a
g2(z(T ), v˜(y, z))
]
,
g1(z(0), w˜(y, z)) = 0, g2(z(T ), v˜(y, z)) = 0,
From above it is easy to show that{
y′′(t) = Fz(t),
z′′(t) = Fy(t), t ∈ J.
It means that y, z are quasi-solutions of problem (1).
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Now we have to prove that (y, z) are minimal and maximal quasi-solutions of problem (1) in segment [y0, z0]. Let
(y¯, z¯) be quasi-solutions of (1) such that
ym(t) y¯(t), z¯(t)zm(t), t ∈ J
for some m ∈ N. Put p(t) = ym+1(t) − y¯(t), t ∈ J . Form deﬁnition of ym+1 and properties of quasi-solution y¯(t),
we get
0 = a[ym+1(0) − ym(0)] + g1(ym(0),w(ym, zm)) − g1(y¯(0),w(y¯, z¯))
= a[ym+1(0) − ym(0)] + g1(ym(0),w(y¯, z¯) − g1(y¯(0),w(y¯, z¯))
+ g1(ym(0),w(ym, zm)) − g1(ym(0),w(y¯, z¯)),
from (8) and properties (13) we get
0a[ym+1(0) − y¯(0)] = ap(0),
so p(0)0. Using the same method we can show that p(T )0. From assumption (6) we obtain
p′′(t) = Fym(t) − F y¯(t) + M(t)[yn(t) − yn−1(t)] + N(t)[yn((t)) − yn−1((t))]
M(t)p(t) + N(t)p((t)).
By Lemma 1, we get p(t)0 so ym+1(t) y¯(t) for t ∈ J . By a similar way we can show that z¯(t)zm+1(t), t ∈ J .
By induction, we obtain
yn(t) y¯(t), z¯(t)zn(t), for n ∈ N.
If n → ∞, it yields
y(t) y¯(t), z¯(t)z(t), t ∈ J .
It shows that (y, z) are minimal and maximal solutions of problem (1) in segment [y0, z0]. 
Example 1. Let us consider a problem:{
x′′(t) = sin(t)x(t) + cos(t)x(0.5t) + 132 , t ∈ J = [0, 1]
x(0) = 0, x(1) = x2(0.3) + x(0.4). (14)
We see that condition (6) holds with M(t)= sin(t) and N(t)= cos(t). It is easy to show that condition (4) holds and
max
{∫ T
0
(∫ T
s
[sin(t) + cos(t)] dt
)
ds,
∫ T
0
(∫ s
0
[sin(t) + cos(t)] dt
)
ds
}
1.
Let f, g ∈ C(J,R), f (t)g(t) for t ∈ J , v1(f, g) = f (0.3) and v2(f, g) = f (0.4). So problem of ﬁnding lower and
upper quasi-solutions reduces to ﬁnding lower and upper solution of problem (14).
Function g1 and g2 are deﬁned by
g1(a) = 0, g2(a, b, c) = a − b2 − c.
Now we have to show that conditions (7) and (8) holds for g1 and g2. It is obvious that g2 satisﬁes that conditions. For
g2 we have
g2(a, v˜1(f, g), c) − g2(a, v1(f, g), c) = −g3(0.3) + f 3(0.3)0,
g2(a, b, v˜2(f, g)) − g2(a, b, v2(f, g)) = −g(0.4) + f (0.4)0
so condition (7) holds. Because g2 is linear in ﬁrst variable then (8) holds.
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Put y0(t) = t (t − 2), z0(t) = −t (t − 2). Then
g2(y0(1), y0(0.3), y0(0.4)) ≈ −0.620,
g2(z0(1), z0(0.3), z0(0.4)) ≈ 0.090.
and
sin(t) t (t − 2) + cos(t) t (t − 2)0< 2 = y′′0 (t),
− sin(t) t (t − 2) − cos(t) t (t − 2)0> − 2 = z′′0(t).
We shown that y0, z0 are lower and upper solutions of (14). In view of Theorem 2, problem (14) has, in segment [y0, z0],
the minimal and maximal quasi-solutions.
In Fig. 1, we see some numerical results of iterations yn, zn. Sequences {yn} and {zn} are deﬁned by⎧⎪⎨⎪⎩
y′′n(t) = Fyn−1(t) + sin(t)[yn(t) − yn−1(t)] + N(t)[yn(0.5t) − yn−1(0.5t)], t ∈ J,
yn(0) = 0,
yn(T ) = −g2(yn−1(T ), yn−1(0.3), yn−1(0.4)) + yn−1(T ),⎧⎪⎨⎪⎩
z′′n(t) = Fzn−1(t) + sin(t)[zn(t) − zn−1(t)] + cos(t)[zn(0.5t) − zn−1(0.5t)], t ∈ J,
zn(0) = 0
zn(T ) = −g2(zn−1(T ), zn−1(0.3), zn−1(0.4)) + zn−1(T ).
To obtain numerical quasi-solutions of problem (14), we discreetized it and solved appropriate linear system in
Mathematica 4.0. Solutions are interpolated by Lagrange polynomials to obtain values for deviating arguments.
Example 2. Let us consider a problem:⎧⎪⎨⎪⎩
x′′(t) = 0.5 exp(t) sin x(t) + 0.2t exp(x(0.5t)) ≡ Fx(t), t ∈ J = [0, 1],
sin(x(0)) − (x(0.4))3 + x(0.9) = 0,
(x(1))3 + x(0.5) + exp(x(0.7)) = 0.
(15)
Let y0(t)= t3(t − 2)− 1, z0(t)= −t3(t − 2)+ 1 and w1(f, g)= f , w2(f, g)= g, v1(f, g)= g, v1(f, g)= f . First
we notice that g1, g2 are deﬁned by
g1(a, b, c) = sin(a) − b3 + c, g2(a, b, c) = a3 + b − exp(c).
Now we will show that y0, z0 are lower and upper quasi-solutions of (15). We have{
g1(y0(0), y0(0.4), z0(0.9)) ≈ −1.060,
g2(y0(T ), z0(0.5), y0(0.7)) ≈ −7.040,
and
g1(z0(0), z0(0.4), y0(0.9)) ≈ 1.060,
g2(z0(T ), y0(0.5), z0(0.7)) ≈ 2.560.
By numerical computation we can obtain relations:
y′′0 (t)Fy0(t) and z′′0(t)Fz0(t).
Then y0, z0 are lower and upper quasi-solutions of (15). We can prove then assumptions (6), (8) hold by using the
mean value theorem and M(t)= 0.5 exp(t) and N(t)= 0.2t exp(4). Inequalities (7) follow strictly from deﬁnitions of
g1 and g2. Also it is easy to show that (2)–(4) are satisﬁed. So all conditions from Theorem 2 holds. Then, in view of
Theorem 2, problem (15) has, in segment [y0, z0], the minimal and maximal quasi-solutions. In Fig. 2, we see some
chosen numerical results of iterations algorithm from Theorem 2. In Fig. 3, we see fourteen results of iterations.
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