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Abstract
We study the Intermediate Scattering Function (ISF) of the strongly-nonlinear Fermi-Pasta Ulam Model at thermal
equilibrium, using both numerical and analytical methods. From the molecular dynamics simulations we distin-
guish two limit regimes, as the system behaves as an ideal gas at high temperature and as a harmonic chain for low
excitations. At intermediate temperatures the ISF relaxes to equilibrium in a nontrivial fashion. We then calculate
analytically the Taylor coefficients of the ISF to arbitrarily high orders (the specific, simple shape of the two-body
interaction allows us to derive an iterative scheme for these.) The results of the recursion are in good agreement with
the numerical ones. Via an estimate of the complete series expansion of the scattering function, we can reconstruct
within a certain temperature range its coarse-grained dynamics. This is governed by a memory-dependent Gener-
alized Langevin Equation (GLE), which can be derived via projection operator techniques. Moreover, by analyzing
the first series coefficients of the ISF, we can extract a parameter associated to the strength of the memory effects
in the dynamics.
1 Introduction
The Fermi-Pasta-Ulam Model (FPU) consists of a one-dimensional chain of N particles interacting through a
nearest-neighbor potential. The system was at first conceived as a simple numerical tool to probe the spread of
chaos in nonlinear dynamical systems. It is typically interpreted as a nonlinear crystal, while at the same time
it can map a broad class of other realistic systems such as DNA structures [1] and polymer chains [2]; even the
dynamics of growth models evolves according to similar differential equations in one dimension [3].
In the case of harmonic interactions the system is integrable, and it can be explicitly decoupled into independent
normal modes. If a small nonlinearity is included in the interactions, the system is supposed to become chaotic.
In particular, if we excite only a small fraction of modes in the initial state, we expect transport of energy to the
other proper frequencies. The analysis of time scales associated to this relaxation process is an intriguing problem,
which has been the topic of a scientific debate for more than 60 years (detailed reviews can be found in [4, 5]).
The results of the very first study on the system by E. Fermi, J. Pasta, S. Ulam and M. Tsingou were published
in 1955 [6, 7]. The authors were interested in the time needed by the system to reach equipartition from out-of-
equilibrium initial conditions, in case the nonlinear dynamics was close to the integrable one. They therefore chose
a two body-potential consisting of a main quadratic term, plus small higher-order corrections; they then assigned
the total energy to the normal mode with the lowest frequency, and integrated numerically the equations of motion.
To their surprise they found that, below a certain threshold, energy was exchanged only within a small subset of
long wavelength modes. This unexpected result turned out to be in apparent contrast with the classical results from
Ergodic Theory: Fermi himself in [8] tried to generalize a Poincare´ theorem, which was showing how an arbitrarily
small perturbation of an integrable Hamiltonian suffices to ensure equipartition of energy. An intense and fruitful
debate followed, leading to the interpretation of the observations within the framework of the KAM Theorem for
discrete lattices [9]. In the continuum limit the quasi-integrability behavior was shown to be related to the energy
conservation of solitary waves [10]. In general, the relation between conservation laws and localization phenomena in
the system turns out to be a quite involved issue [11]. Sixty year after its original formulation, the “FPU Problem”
is still an open and relevant challenge for the foundation of the Dynamical Systems and Statistical Mechanics.
In the typical studies on the FPU Model, initial data are chosen very far from thermal equilibrium. However, it
has been shown in [12] that the dynamics of the system can relax to metastable states even by sampling initial
conditions with a large probability w.r.t. the Gibbs measure. The relevant observables in this case are the energy
fluctuations, which can relax to nonequilibrium values. Other critical observables for the analysis of the system
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in canonical equilibrium are the energies of packets of normal modes. In [13] is has been shown how to construct
an adiabatic invariant from those variables ; in [14] it is proven that localization translates into a non-exponential
decay of the correlation function of those energies. The general procedure described there is based on the analysis
of the poles of the Laplace transform of the correlation function. This can be estimated via the calculation of high
order Lie derivatives of dynamical variables. Such quantities will also play a central role in the present work.
Another relevant issue involves the strength of the non-linearity: as the original localization has been observed in
a quasi-harmonic potential, it is not obvious that Ergodicity violation can also be seen in the strongly anharmonic
regime. This problem has been tackled in [15]. In this work the dynamics of the FPU chain is analyzed with highly
nonlinear interactions. In this case the model can be interpreted as a glass former, as many disordered metastable
basins appear in the potential landscape. For sufficiently low energy the dynamics remains trapped in one of those
minima, and traces of this localization can be seen in an the anomalous relaxation of the harmonic part of the total
energy.
From the discussion above, it emerges that the analysis of phase space localization and quasi-integrability in the
model is strongly dependent on the choice of a few relevant observables. We can in general refer to such dimen-
sionality reduction procedures as coarse-graining. The most general and successful formalism in this context has
been developed by Mori [16] and Zwanzig [17], and extended by Grabert [18]. Within this framework one can write
an exact equation of motion for the time evolution of one or few observables and the related self-time correlations.
This kind of coarse-grained dynamics is governed by integro-differential equations in time, meaning that the current
state of the system is history-dependent. This feature is a consequence of the fact that the Markovianity of Hamil-
ton’s (microscopic) equations is lost due to the severe dimensionality reduction from the entire phase space of the
problem to the few variables considered. The Mori-Zwanzig formalism has been widely and successfully applied in
Liquid-State Theory for the analysis of scattering functions, i.e. correlations of the Fourier transforms of the density
fluctuations. The strong interest behind this class of function is due to both their experimental availability and
their effectiveness in capturing arrested states and glass transitions in amorphous liquids. For instance, a recursive
approach for the reconstruction of the dynamic structure factor of the harmonic chain is discussed in [19]. There,
an iterative method is derived in order to reconstruct systematically the infinite fraction associated to the Langevin
equation of the density fluctuations in Laplace space. The analysis is based on the extraction of static recurrants
related to the moments of the observable.
In the present work we analyze the dynamics of a generalization of the self-ISF in the FPU Model at equilib-
rium. The model and the observable are described in Section 2. In Section 3 we present and discuss the results
from Molecular Dynamics (MD) simulations. In particular we show how the relaxation of the ISF is affected by
the temperature of the system, and how the integrable limit of the harmonic chain can be traced at very low
temperatures. In Section 4 we describe a recursive algorithm for the exact calculation of the Taylor coefficients
of the ISF. Via this method we can in particular avoid the numerical errors introduced by the calculation of time
derivatives from MD simulations. At the end of that section we present a comparison between different approaches
for the calculations of these moments, and a discussion of their temperature dependence. Finally, in Section 5 we
show how we can reconstruct for a certain temperature range the whole memory kernel of the GLE of the scattering
function. The method relies on a coarse-graining procedure derived via projection operators techniques in [20]. Via
the analysis of the first series coefficients we are moreover able to quantify the temperature regime associated to the
observed dynamical crossover. The most technical aspects of the work have been collected in a series of appendices
for the interested readers.
2 The Model
Consider a one-dimensional chain of N identical particles with mass m each, interacting through a nearest-neighbor
non-linear potential. The Hamiltonian of the system can be written as:
H =
N−1∑
j=0
p2j
2m
+
N−1∑
j=1
Vη(qj − qj−1)
We set boundary conditions of Dirichlet type
q0 = 0 , qN−1 = L
2
where the total length L is the sum of distances between neighboring particles. We use a quartic nonlinear potential
with
Vη(r) = α
[( r
σ
)2
+A(η)
( r
σ
)3
+B(η)
( r
σ
)4]
(1)
and coefficients
A(η) = −2− 4η
B(η) = 1 + 3η
This particular parametrization of the potential has been chosen such that the positions of the two minima remain
fixed while η = −V (σ)/α tunes the unbalance between their depths (see Appendix A.1).
Figure 1: Shape of the two body interaction potential for three different values of the parameter η
The main observable discussed in this work is the Intermediate Scattering function (ISF), constructed as follows:
given the inter-particle distance between two tagged nearest neighbors rj ≡ qj − qj−1, we can define its spacial
density as
ρj(r) = δ(rj − r)
which can be Fourier transformed into the density fluctuation
AjK = e
iKrj
The time propagation of this variable is expanded as
eiKrj → eiKrj(t) = eiLteiKrj =
∑
n
(iLt)n
n!
eiKrj (2)
where the Liouvillian L is defined as the operator acting on the phase space points Γ = (q,p) as
iL = Γ˙ · ∂
∂Γ
=
2N−2∑
i=0
Γ˙i
∂
∂Γi
=
N−1∑
i=0
[
q˙i
∂
∂qi
+ p˙i
∂
∂pi
]
and eiLt is the time evolution operator under Hamilton’s dynamics. The magnitude of 1/K fixes the length-scale
at which we probe the system. In the following we will stick to O(1/K) ∼ O(σ). The time autocorrelation function
of AjK is defined as
Cj(t) =
∫
dµ
[
eiLtAjK(Γ)
]
AjK
∗
(Γ) =
〈
eiK(rj(t)−rj(0))
〉
β
(3)
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where dµ = dΓ ρβ(Γ) is the Gibbs measure. We omit in the notation the dependence of Cj on the inverse
temperature β and the wavevector K, not to make the notation too heavy. The series expansion of Cj(t) can be
naturally deduced from the Taylor series of the time evolution operator:
Cj(t) =
+∞∑
n=0
1
n!
〈[
(iLt)neiKrj ] e−iKrj〉
β
=
+∞∑
n=0
(−1)n
(2n)!
〈|(iLt)neiKrj |2〉
β
=
+∞∑
n=0
t2n
(2n)!
ω2n (4)
The second identity in eqn. 4 is a consequence of the anti-Hermicity of iL with respect to the scalar product induced
by the canonical phase average. In the last identity we defined the coefficients
ω2n ≡
〈[
(iL)2neiKrj ] e−iKrj〉
β
= (−1)n 〈|(iL)neiKrj |2〉
β
(5)
ω2n+1 ≡ 0 ∀n ≥ 1 (6)
The knowledge of the series of these coefficients would in principle allow to reconstruct the whole dynamics of Cj(t)
within the convergence radius of the series in eqn. 4 (a preliminary study on the convergence domain is discussed
in Appendix ??). The solution of the correlation function for an ideal gas (with a purely kinetic Hamiltonian) can
be computed exactly via the knowledge of the series of the respective
{
ωid2n
}+∞
n=0
(see A.2.1, eqn. 26):
C id(t) =
+∞∑
n=0
t2n
(2n)!
ωid2n =
1√
pi
+∞∑
n=0
(−1)n
(
4K2
mβ
)n
(2n)!
√
pi
4nn!
t2n
(2n)!
= e−
K2
mβ t
2
= e−(
t
τ )
2
(7)
where we defined the timescale
τ =
√
mβ
K2
that will ease the comparison of correlation functions with different values of β and K in the next section.
In case a potential term is introduced into the Hamiltonian, the dynamics is defined as mixing if the time-correlation
of any couple of dynamical variables converges to its phase average:
〈f(t)g∗〉β − 〈f〉β 〈g∗〉β → 0 for t→ +∞ ∀f, g ∈ L2(dµ) (8)
A mixing dynamical system is in particular ergodic. In the case of our observable, eqn. 8 reads as:
lim
t→+∞Cj(t) = limt→+∞
〈
eiKrj(t)
(
eiKrj
)∗〉
β
=
〈
eiKrj
〉
β
〈
eiKrj
〉∗
β
= 〈cos(Krj)〉2β + 〈sin(Krj)〉2β
'
[
1
Z1r (β)
∫ +∞
−∞
drje
−βVη(rj) cos(Krj)
]2
+
[
1
Z1r (β)
∫ +∞
−∞
drje
−βVη(rj) sin(Krj)
]2
≡ Cβ (9)
where
Z1r (β) =
∫ +∞
−∞
dre−βVη(rj)
The approximation in the eqn. 9 is due to the fact that statistical independence of positions and momenta is not
strictly satisfied when fixing both the ends of the chain. To simplify the estimation of the phase averages in this
case we will assume that such un-entanglement applies, as it would be the case of a chain with one free end. The
approximation is justified for the short-times dynamics of a tagged degree of freedom far from the boundaries, such
that the finite size effects are minimized. Let us remark that within the mentioned assumption the long-time limit
Cβ becomes independent on j, according to eqn. 9.
For the analysis of the decay to equilibrium of a correlation function, it is convenient to subtract the long time limit
from Cj(t) and to define the ISF
Fj(t) ≡ Cj(t)− Cβ
Cj(0)− Cβ
We again imply the dependence of Fj on K and β. We note that in the kinematic regime F
id(t) = C id(t) and that
all the correlation functions considered here are bounded: as AjK ∈ L2(dµ) we have∣∣∣∣〈AKj (t) (AKj )∗〉
β
∣∣∣∣ ≤ [〈AKj (t) (AKj (t))∗〉
β
〈
AKj
(
AKj
)∗〉
β
]1/2
= 1 (10)
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as a consequence of Schwartz’s inequality.
In the next section we present a numerical study of the dynamics of the ISF. The results from the numerical
simulations show a continuous temperature driven transition from ideal gas to the harmonic limit as we initialize
the system in cooler states; we discuss how this phenomenology is directly related to a localization of the dynamics
in the phase space.
3 Numerical Simulations
To study the time evolution of the ISF, we run molecular dynamics simulations for a chain of N = 32, 768 particles
with equal masses m = 1. The parameters of the potential are set to α = 9.5, σ = 1, η = 0.01. In all the following
figures the inverse temperature is given in units of the potential scale α. The set of initial configurations is generated
according to the Boltzmann distribution
ρβ(r) =
1
Z(β)
e−β
∑N−1
j=1 Vη(rj) =
1
ZN−11 (β)
N−1∏
j=1
e−βVη(rj)
which we factorized into single particle distributions, each associated to the same partition function
Z1(β) ≡
∫ +∞
−∞
dre−βVη(r)
The initial configurations of the particles are then determined by
qj =
j∑
k=0
rk, 1 ≤ j ≤ N − 1
while the initial velocities are drawn from the Maxwell distribution at inverse temperature β. The trajectories of
the particles qj , 1 ≤ j ≤ N − 2 are computed via the symplectic integration scheme leap-frog [21], while keeping
the first and last particle of the system fixed to their initial positions q0 = 0, qN−1 = L.
The total length of the chain is a constant of motion at the trajectory level. However, expectation values w.r.t. the
canonical distribution are computed by averaging over bundles of initial configurations for which the lengths L are
not identical – but due to the large size of the system they are very close to a unique function of the temperature
L = L(β) .
Figure 2 shows the ISF as a function of the temperature-rescaled time t/τ ; each curve corresponds to a differ-
ent value of β. Here and in the following graphs we show the dynamics of the central coordinate j =
⌊
N
2
⌋
, the
farthest from the boundaries of the system. The dotted line refers to the Gaussian relaxation in the limit of ideal
gas, eqn. 7. We can see that for increasing values of β all the correlations converge faster (in the rescaled time)
to their equilibrium value, while preserving a Gaussian decay. Figure 3 shows the ISF for different wave vectors
as a function of t/τ . As K is the inverse of the wavelength at which the system is probed, the system tends to
equilibrate faster at smaller K, i.e. the details of the microscopic dynamics are not probed on larger length-scales.
5
Figure 2: ISF for different values of β, K = 1 Figure 3: ISF for different values of K, β = 0.1
Fig. 4 shows the time series of the ISF for values β higher than the ones considered in Fig. 2. In this regime the
equilibration time increases continuously for decreasing temperatures, in contrast to Fig. 2. We can interpret this
process as a dynamical localization transition exhibited in the temperature range where the details of the shape of
the two-body potential become relevant. The particles’ dynamics deviates from the ideal gas limit as the system
becomes more and more confined to the lower potential wells. Due to energy constraints the particle’s kinetic energy
is in general not sufficient for them to jump over the barrier in the two body interaction in Fig. 1. Only large
fluctuations may allow this hopping process to happen, thus they occur at a vanishing rate for β → +∞.
Figure 4: Time series of the ISF for lower temperatures than in Fig. 2 and 3. The wave vector is fixed in all the
curves to K = 1. As above, curves are plotted as a function of the temperature-rescaled time t/τ .
Now we focus on the time dependence of the three highest curves in Fig. 4, corresponding to the lowest temper-
atures considered. In Fig. 5 we compare these correlation functions with the harmonic limits for the same values
of β and K (dotted lines); a semi-analytical expression for this limit is derived in Appendix A.3 by linearizing the
potential around its global minimum. We note that the initial decay and the early oscillations between the analyt-
ical and numerical curves remain close for finite times; the anharmonic contributions finally drive the correlation
towards their equilibrium value, in agreement with eqn. 9.
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Figure 5: Time series of Cj for the lowest temperatures. Dotted line: harmonic limits of the ISF (eqn. 37).
For increasing values of β, the distribution of the inter-particle distances becomes more and more localized in
the global minimum of the potential in r = σ = 1 (see Fig. 1). We can quantify this temperature-driven localization
by computing the probabilities
P0(β) =
∫ rc
−∞
dr ρβ(r)
P1(β) =
∫ +∞
rc
dr ρβ(r)
where rc is the central local maximum in the two body potential, and of course P0(β) + P1(β) = 1. We can see in
Fig. 6 that the probability ratio P0/P1 is a monotonically decreasing function of β. In the same picture are also
displayed the long time limit of the correlation function Cβ computed with the theoretical phase average in eqn. 9
(dotted line) and by extracting the limits CMDβ from the numerical simulations (dots). We can see that the main
drop of the probability ratio happens to be the range 10 ≤ β ≤ 102, in accordance with the non-monotonic behavior
of Cβ . This temperature range corresponds to the qualitative change of behavior observed in the curves in Fig. 2
and 4.
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Figure 6: Solid line: probability ratio P0(β)/P1(β); dotted line: phase average of the ISF; markers: long-time
average of the ISF from the numerical simulations. We fix here the wavevector to K = 1.
In this section we showed by numerical evidence that the ISF in the present generalization is a valuable tool for
the analysis of the dynamics and related localization phenomena in the FPU chain. The evolution of the function
is sensitive to the temperature at which the system is initialized, and a critical value β = βc ∼ 10/α could be
identified as a separator between two behaviors: the fast quasi-exponential decay in Fig. 2, and a strongly non-
Gaussian relaxation in Fig. 4 converging towards the harmonic limit in Fig. 5.
In the following we discuss a method for the recursive calculation of the series coefficients of the ISF. We will then
use these coefficients to study the memory effects exhibited by the system.
4 Construction of the Dynamics
In this section we present an iterative method for the exact reconstruction of the ISF via the calculation of the
correlators ωn, as defined in eqn. 5. This approach is based on a direct evaluation of the action of (iL)n on the
density fluctuations.
When dealing with the full microscopic dynamics, we need to choose a proper set of coordinates to keep track of
the coupling between the different d.o.f., and to reduce the complexity of the many-body problem. As the potential
depends only on the distances between nearest-neighbors (eqn. 1), the displacements rj = qj − qj−1 appear to be a
natural set of configurations. One can show that pij =
∑N−1
n=j pj are the conjugate momenta to these configurations.
However, due to the many body sum in this expression, the calculation of phase averages of functions of pij ’s
becomes rather involved; it is much simpler for our analytical and numerical purposes to use the non-canonical
set of coordinates (r,p). As shown in Appendix A.5 that action of the Liouville operator in these coordinates is
rewritten as
iL =
N−1∑
i=1
[
−∂V (ri)
∂ri
(
∂
∂pi
− ∂
∂pi−1
)
+
1
m
(pi − pi−1) ∂
∂ri
]
(11)
The action of the (iL)n on the density fluctuations can in general be written as the following complex polynomial
in the coordinates
(iL)neiKrj ≡
∑
mkmin ,···,mkmax
slmin ,···,slmax
I(n)mkmin ,···,mkmax
slmin ,···,slmax
(
r
mkmin
kmin
· · · rmkmaxkmax
)(
p
slmin
lmin
· · · pslmaxlmax
)
eiKrj ≡
∑
ms
I(n)m,srmpseiKrj (12)
with complex coefficients I(n)ms = I(n,<)ms + iI(n,=)ms . It would be computationally difficult to tackle eqn. 12 in case all
the degrees of freedom of the system entered in the expansion at any order, i.e. if the sum ran over O(2N) indexes.
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Conveniently, the interaction at the lowest orders in n is restricted to a relatively small subset of coordinates around
the tagged j-th degree of freedom. This is a direct consequence of the nearest-neighbor nature of the interaction. In
the following we will formalize this observation. From the expansion of (iL)neiKrj we can identify relevant products
of differentials that control the propagation of the interaction from rj to any other d.o.f. of the chain; we will refer
to these contributions as spreading operators. Via these cross derivatives we can perform a systematic study of the
extent of the non-locality as a function of the order n. For example, the composition of derivatives connecting the
configuration rj of the tagged particle to another generic coordinate rk located on the right (R) of rj (k > j) is
given by
σRr (n, j, k − j) ≡ θ
(⌊n
2
⌋
− k + j
)[(
− ∂V
∂rk
)(
∂
∂pk
− ∂
∂pk−1
)]θ(n−2)
×
×
{
k−j−2∏
i=0
[
1
m
(pj+i+1 − pj+i) ∂
∂rj+i+1
] [(
− ∂V
∂rj+i+1
)(
∂
∂pj+i+1
− ∂
∂pj+i
)]}θ(n−4) [
1
m
(pj − pj−1) ∂
∂rj
]θ(n−2)
(13)
where
θ(x) =
{
1, x ≥ 0
0, x < 0
Fox fixed n and j, the prefactor θ
(⌊
n
2
⌋− k + j) reduces the effective domain of σRr to the subset of coordinates
that enter in (iL)neiKrj i.e., that participate in the propagation of the density fluctuations at order n. In Appendix
A.6 we show the symmetric structure of σLr , connecting rj to another coordinate rk on the left (L) of j (k < j), as
well as the expressions of the analogous operators for the momenta σ
(L/R)
p . Via the spreading operators it becomes
straightforward to list the subset of neighboring distances entering the interaction at order n:
Kr(n, j) ≡
{
j −
⌊n
2
⌋
, · · · , j +
⌊n
2
⌋}
∈ N(2bn2 c+1) ≡ {kmin, · · · , kmax} (14)
An analogous set for the momenta are given in eqn. 49. The boundaries of the sums in eqn. 12 can again be
determined identifying of the relevant differential operators of (iL)n. We can defineMr(n, j, |j−k|) and Sp(n, j, |j−
l|) as the leading power respectively for a configuration rk and a momentum pl in the sum. In vector notation these
definitions read as:
m =
mkmin...
mkmax
 ≤
Mr(n, j, j − kmin)...
Mr(n, j, kmax − j)
 ≡M
and analogously for the momenta
s =
slmin...
slmax
 ≤
Sp(n, j, j − lmin)...
Sp(n, j, lmax − j)
 ≡ S
The boundaries of the sums in equation eqn. 12 are therefore fixed to
(iL)neiKrj =
∑
0≤m≤M
0≤s≤S
I(n)msrmpseiKrj ≡
[
p<n (r,p) + ip
=
n (r,p)
]
eiKrj (15)
where we additionally split the real and imaginary part of the polynomial expansion in the terms p<n (r,p) and
p=n (r,p). By computing the averages over the Gibbs distribution we obtain as a the final expression of the Taylor
coefficients
ω2n = (−1)n
〈|(iL)neiKrj |2〉
β
= (−1)n 〈|p<n (r,p) + ip=n (r,p)|2〉β = (−1)n [〈(p<n (r,p))2〉β + 〈(p=n (r,p))2〉β] =
= (−1)n
∑
0≤m,m′≤M
0≤s,s′≤S
(
I(n,<)ms I(n,<)m′s′ + I(n,=)ms I(n,=)m′s′
)〈
rm+m
′
ps+s
′〉
β
(16)
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Note that, as a consequence of the assumption of stationarity, knowledge of the n-th order tensor of coefficients
I(n) suffices to calculate ω2n. We present now a recursive method to compute the entries of I(n). We can extract
a relation I(n) → I(n+1) directly from the action of the powers of iL on the dynamical variable:
(iL)n+1eiKrj =
∑
0≤m≤M
0≤s≤S
I(n+1)ms rmpseiKrj = (iL)(iL)neiKrj = iL
 ∑
0≤m≤M
0≤s≤S
I(n)msrmpseiKrj

As an example, we can isolate from iL the contribution of
iLγp ≡ −
∂V (rγ)
∂rγ
(
∂
∂pγ
− ∂
∂pγ−1
)
= − α
σ2
(
2rγ + 3A(η)
r2γ
σ
+ 4B(η)
r3γ
σ2
)(
∂
∂pγ
− ∂
∂pγ−1
)
with kmin ≤ γ ≤ kmax and lmin + 1 ≤ γ ≤ lmax (see eqn. 49). We can then determine explicitly its action on the
monomials in the expansion at order n:
iLγp
[(
r
mkmin
kmin
· · · rmγγ · · · rmkmaxkmax
)(
p
slmin
lmin
· · · psγ−1γ−1 psγγ · · · pslmaxlmax
)]
=
= − α
σ2
[
2rγ + 3A(η)
r2γ
σ
+ 4B(η)
r3γ
σ2
](
∂
∂pγ
− ∂
∂pγ−1
)[(
r
mkmin
kmin
· · · rmγγ · · · rmkmaxkmax
)(
p
slmin
lmin
· · · psγ−1γ−1 psγγ · · · pslmaxlmax
)]
=
= − α
σ2
[
r
mkmin
kmin
· · ·
(
2rmγ+1γ + 3A(η)
r
mγ+2
γ
σ
+ 4B(η)
r
mγ+3
γ
σ2
)
· · · rmkmaxkmax
] [
p
slmin
lmin
· · ·
(
p
sγ−1
γ−1 sγp
sγ−1
γ − sγ−1psγ−1−1γ−1 psγγ
)
· · · pslmaxlmax
]
The contribution of iLγp to I(n+1)ms is then given by
I(n+1)m,s
∣∣∣
p,γ
≡ α
∑
k=0,1
(−1)k+1sγ−k
[
2
σ2
I(n)m+eˆγ ,s−eˆγ−k +
3
σ3
A(η)I(n)m+2eˆγ ,s−eˆγ−k +
4
σ4
B(η)I(n)m+3eˆγ ,s−eˆγ−k
]
(17)
where the unit vectors ej are defined via their action on vectors in any dimension Rn such that:
v + αej = {v1, · · · , vj + α, · · · , vn} , ∀c ∈ R
The other terms of the recursion relation are derived in Appendix A.7, while in Appendix A.11 we present a general
method for the numerical management of high dimensional tensors as the ones considered in the procedure.
In Fig. 7 we show the dynamical correlators computed with different methods, normalized by the analytically
known values of the ideal gas (eqn. 26). The numerical coefficients are determined by the calculation of high order
time derivatives in the trajectories of the density fluctuation, according to
ωMD2n ≡
〈
d2n
dt2n
eiKrj(t)
∣∣∣∣
t=0
e−iKrj
〉
β
We observe optimal agreement between the recursive approach and the numerical values. The magnitude of ω2 is
the same in the kinematic and the dynamic regime (and is therefore analytically known); the analytical value of ω4
in presence of nonlinearities is computed in the Appendix A.2.2.
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Figure 7: ωn/ω
id
n from the MD simulations (triangles) and via the recursion relation derived in the work (circles);
comparison with the analytical result for n = 2, 4 (see A.2.2); we fix to β = 0.1, K = 1.
In Fig. 8 we show the sequence of the series coefficients computed via the recursion relation, for a wide range
of inverse temperatures. We notice for decreasing values of β a convergence of the sequences to the ideal limit. In
Fig. 9 we present the same series of coefficients ωn normalized w.r.t. the correspondent values computed in the
harmonic limit ωhn. The convergence of the ratios to unity is not as neat as in the previous case. We ascribe the
discrepancy to the fact that a few approximations enter the semi-analytical estimate of the harmonic limit of the
ISF, as discussed in Appendix A.3; in particular the system is far from its continuum limit.
Figure 8: ωn/ω
id
n for different values of β and K = 1 Figure 9: ωn/ω
h
n for different values of β and K = 1
Via the procedure presented in this section it is possible to compute the first orders of the dynamics of the
ISF exactly; higher order Taylor coefficients could be computed with increasing complexity by computer algebra.
Instead of pushing in this direction, in the next section we will describe a combined numerical and analytical ap-
proach that will enable us to study the dynamics of the ISF with no need of additional effort in the compuations.
We will in particular determine the memory effects encapsulated in the evolution of this relevant correlation function.
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5 The Generalized Langevin Equation
The dynamics of the non normalized ISF at equilibrium is governed by the GLE
dCj(t)
dt
=
∫ t
0
dt′Kj(t− t′)Cj(t′) (18)
which can be derived via projection operator techniques [22]. The memory kernel Kj controls to which extent the
state of the process at a certain instant in time depends on the previous evolution. In the Markovian (memory-less)
limit Kj(t) = −γδ(t), γ ∈ R+, i.e. the solution of eqn. 18 decays exponentially. We can see from the results of
Section 3 that the dynamics of the ISF is far from exponential; it is therefore nontrivial to reconstruct the shape of
Kj . In this section we recover the whole time series of the kernel for a certain range of temperatures and we define
a criterion to quantify the “strength of the memory”.
Following [20] and [23], we can reconstruct systematically the memory of the process via a relation between the
series coefficients of the kernel
κn ≡
(
d
dt
)n
K(t)
∣∣∣∣
t=0
and the ωn defined in eqn. 5. This correspondence for processes at equilibrium can be implicitly written as
κn = Fn(ω0, ω2, · · · , ωn+2) (19)
being Fn a nonlinear combination of its arguments.
The reconstruction of Kj from its series expansion is reduced to the calculation of its even series coefficients, as the
odd ones are identically null at equilibrium. This can be easily shown by inverting t→ −t and t′ → −t′ in eqn. 18
and noticing that as Cj is even it follows Kj(t− t′) = Kj(t′ − t); this means that the series expansion of Kj must
only include even contributions.
The reconstruction of the time series of the kernel via eqn. 19, requires the knowledge of the high-order series
coefficients of Cj(t). The calculation of these terms can be simplified by introducing an interpolating approximation
for the correlation function CIj ∈ C∞(R+), such that its derivatives in t = 0 provide an estimate of the required
Taylor coefficients. To determine a proper functional expression for the interpolating function we can proceed as
follows. We can see from the main plot in Figure 2 that for sufficiently high temperatures (for β . 2) the initial
decay of Fj(t) preserves the Gaussian shape of the ideal gas (eqn. 7). It appears therefore convenient in this low-β
regime to define as ansatz :
CIj (t) ≡ (1− Cβ)e−at
2
+ Cβ (20)
where the superscript I stands for “interpolation”. The long time limit Cβ is fixed by eqn. 9, while the Gaussian
parameter a = a(β) can be extracted from the time series of Cj(t) in the numerical simulations:
a =
1
2(Cβ − 1)
d2Cj(t)
dt
∣∣∣∣
t=0
(21)
Via eqn. 21 we can quantify the deviation from time-temperature superposition in presence of the interaction. (At
this level of description we explicitly choose to neglect the oscillatory patterns exhibited in the curves in Figures 2
and 3 before the final relaxation; we can interpret these as traces at finite temperature of the harmonic dynamics
of the ISF, according to eqn. 37).
Let us remark that the shape of the ansatz in eqn. 20 is compliant with the requirement that the odd series
coefficients of the ISF are identically null. We recall from eqn. 4 that this restriction is a direct consequence of the
property of anti-Hermicity of the iL at equilibrium. An interpolation of the ISF with a general stretched exponential
f(t) = (1−A)eBtα +A, α 6= 2 (22)
would violate this symmetry. These functions are frequently used to fit slowly decaying correlations [24]. The ap-
plicability of the ansatz in eqn. 22 is however restricted to regimes where the Liouville operator L is not Hermitian,
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as it happens in general out-of-equilibrium processes.
With the ansatz eqn. 20 we can compute at any order the Taylor coefficients of CIj :
ωI2n ≡
d2nCI j(t)
dt2n
∣∣∣∣
t=0
= (1− Cβ)an
(
d
d(
√
at)
)2n
e−(
√
at)2
∣∣∣∣∣
t=0
+ δn,0Cβ =
= (1− Cβ)an(−1)2nH2n(
√
at)e−(
√
at)2
∣∣∣
t=0
+ δn,0Cβ = (1− Cβ)anH2n + δn,0Cβ (23)
where we introduced Hn(x), the n-th Hermite polynomials, and the Hermite numbers Hn ≡ Hn(0). From the
recursion relation Hn+1(x) = 2xHn(x)− 2nHn−1(x) and the initial conditions H0(0) = 1, H1(0) = 0, we can write
the closed form
Hn =
{
(−2)n/2(n− 1)! ! n even
0 n odd
We can insert the estimates of eqn. 23 into eqn. 19 to compute the Taylor coefficients κIn of the memory kernel K
I
j
for n . 40. Above this order, the calculation of the exact expression of Fn become computationally expensive, due
to the increasing combinatory complexity. A simplification is possible according to the theoretical arguments in
Appendix A.9, where we show how that for higher orders of n we can approximate
κI2n ' ωI2n+2 n & 40 (24)
This estimate is also confirmed numerically from the convergence to unity of the ratio κI2n/ω
I
2n+2, as shown in Fig.
10.
Figure 10: Ratio κI2n/ω
I
n+2 as a function of n, for different values of the inverse temperature β
With this additional approximation we can now compute the short-time expansion the kernel
KI,Nmaxj (t− t′) ≡
Nmax∑
n=0
κI2n
(2n)!
(t− t′)2n (25)
till order Nmax = 180. The results for K
I,Nmax
j at different values of β correspond to the first decays and the (dotted)
long-time divergent lines in Fig. 11. An estimate of the convergent decay at long time is derived in Appendix A.10.
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Figure 11: Reconstruction of the memory kernel of the GLE (eqn. 18) for different values of β and K = 1, as a
function of the rescaled time τ . The plot of the bare expression in eqn. 25 diverges at finite times (dashed lines);
the extrapolation of the convergent limits (thick lines at long times) is discussed in Appendix A.10.
In the following we would like to define a criterion to quantify the memory effects at different temperatures,
and to relate them to results from the MD simulation in Section 3. We can make a direct comparison between the
timescales of the ISF and the one of the related kernel by expanding these two functions as second order:
Fj(t) =
1
1− Cβ
[
+∞∑
n=0
ω2n
(2n)!
t2n − Cβ
]
≡ 1
1− Cβ
[
+∞∑
n=0
(−1)n
(
t
τC2n
)2n
− Cβ
]
= 1−
(
t
τC2
)2
+ · · ·
Kj(t)
Kj(0)
=
1
Kj(0)
+∞∑
n=0
κ2n
(2n)!
t2n ≡
+∞∑
n=0
(−1)n
(
t
τK2n
)2n
= 1−
(
t
τK2
)2
+ · · ·
The parabolic approximation of Fj and Kj vanish respectively at the instants
τF2 =
√∣∣∣∣2(1− Cβ)ω2
∣∣∣∣ τK2 =
√∣∣∣∣ 2ω2ω4 − ω22
∣∣∣∣
We can therefore define the dimensionless ratio
ξ2 = ξ2(β, η) ≡
(
τK2
τF2
)2
=
1
1− Cβ
ω22
ω4 − ω22
quantifying the extent of the timescale of the memory kernel w.r.t. the one of the correlation. This function of β
and η is plotted in Fig. 12. In the limit β → 0 the curve approaches its limit value for an ideal gas; in particular via
eqn. 26 we get limβ→0 ξ2(β, η) = 1/2. We can see a steady increase of the timescale by both fixing η wile increasing
β and viceversa. We can interpret the result as follows: the strength of the memory effects increases either by
decreasing the temperature or by increasing the depth of the potential well in Fig. 1. Both cases correspond to a
higher localization of the system in the neighborhood of the lowest minimum of the energy landscape.
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Figure 12: ξ2 for different values of β and η, K = 1
6 Conclusions
In this work we presented a coarse-grained analysis of the FPU Model at equilibrium, based on the numerical and
analytical study of a generalization of the intermediate scattering function (ISF). Based on MD simulations it is
possible to distinguish a crossover from an ideal gas regime to the integrable limit by progressively cooling the
system in the initial state. We then treated analytically the sequence of the Taylor coefficients of the ISF for a
wide range of temperatures. Moreover, we presented an analysis of the memory effects in the system, based on
the reconstruction of the Generalized Langevin equation which governs the dynamics of the ISF. A quantitative
description of the time extent of the memory is possible for a wide range of system parameters. The analysis
supports the interpretation of the behavior encountered as a temperature-driven localization on phase space.
The study we presented involves several conceptual tools which are largely used in the framework of Liquid State
Theory, and applied them to a model traditionally studied in the context of Dynamical Systems. The methods we
empolyed can be in general extended to any observable in the system, as e.g. the normal mode energies or other
relevant variables. This would allow to merge the present discussion with the problem of anomalous transport of
energy between modes or the propagation of solitary waves, for different initial conditions. The hope of the authors
is that, by joining the different approaches some light can be shed on the intriguing and rich phenomenology
exhibited by an apparently simple system still able to question the foundations of Statistical Mechanics.
A Appendix
A.1 Two body potential
In this section we derive the expression for the two-well interaction potential between nearest neighbors used (eqn. 1).
We would like to fix a parametrization in terms of a global energy scale α, a length scale σ and a factor controlling
the unbalance between two wells. Therefore we can define
V (r) = α
[( r
σ
)2
+A
( r
σ
)3
+B
( r
σ
)4]
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We then require that the distance r = σ corresponds to an equilibrium position, and we impose V (σ) ≡ −,  ∈ R:
dV (r)
dr
∣∣∣
r=σ
= 0 =
α
σ
[2 + 3A+ 4B]
V (σ) = − = α[1 +A+B]
The relations are solved by
A = A(η) = −2− 4η
B = B(η) = 1 + 3η
With the dimensionless parameter η = α assuming positive values in case the minimum in r = σ is negative.
A.2 Analytical expression for ωn
In this appendix we present the analytical expressions of the series coefficients ωn; while an exact solution is easily
determined at any order in the ideal gas regime, a general expression is not available in case a nonlinear interaction
is added to the dynamics. For the non-integrable regime, we can still derive the analytical solution of the lowest
orders; in particular in A.2.2 we compute exactly ω4, which is the first coefficient that depends on the dynamics.
A.2.1 Ideal gas regime
By expanding the kinetic part of the Liouvillian (eqn. 11) in the general expression in eqn. 5 we get:
ωidn =
〈[(
1
m
N−2∑
γ=1
(pγ − pγ−1) ∂
∂rγ
)n
eiKrj
]
e−iKrj
〉
β
=
(
iK
m
)n
〈(pj − pj−1)n〉β =
(
iK
m
)n n∑
k=0
(
n
k
)〈
pkj
〉
β
〈
(−pj−1)n−k
〉
β
=
' 1
pi
(
β
2m
)(
iK
m
)n n∑
k=0
(
n
k
)
(−1)n−k
[∫ +∞
−∞
dpj e
−β p
2
j
2m pkj
] [∫ +∞
−∞
dpj−1 e−β
p2j−1
2m pn−kj−1
]
=
=
1
pi
(
β
2m
)(
iK
m
)n
(−1)n + 1
2
n
2∑
k=0
(
n
2k
)(
2m
β
)k+ 12 [∫ +∞
−∞
dx e−x
2
x2k
]
×
×
(
2m
β
)n+1
2 −k [∫ +∞
−∞
dx e−x
2
xn−2k
]
=
=
1
pi
(
β
2m
)(
iK
m
)n
(−1)n + 1
2
(
2m
β
)n
2 +1
 n2∑
k=0
(
n
2k
)
Γ
(
k +
1
2
)
Γ
(
n
2
− k + 1
2
) =
=
1
pi
(−1)n2
(
2K2
mβ
)n
2 (−1)n + 1
2
√
pi2
n
2 Γ
(
n+ 1
2
)
=
1√
pi
(−1)n2
(
4K2
mβ
)n
2 (−1)n + 1
2
Γ
(
n+ 1
2
)
(26)
where we used 〈
pmj
〉
β
=
(
2m
β
)m
2 1√
pi
(−1)m + 1
2
Γ
(
m+ 1
2
)
and
n
2∑
k=0
(
n
2k
)
Γ
(
k +
1
2
)
Γ
(
n
2
− k + 1
2
)
=
n
2∑
k=0
n!
(2k)! (n− 2k)! ·
√
pi
(2k)!
4kk!
· √pi (n− 2k)!
4
n
2−k
(
n
2 − k
)
!
=
pin!
4
n
2
(
n
2
)
!
n
2∑
k=0
(
n
2
)
!
k!
(
n
2 − k
)
!
=
pin!
4
n
2
(
n
2
)
!
n
2∑
k=0
(n
2
k
)
=
pin!
4
n
2
(
n
2
)
!
2
n
2 =
√
pi2
n
2
√
pin!
4n/2
(
n
2
)
!
=
√
pi2
n
2 Γ
(
n+ 1
2
)
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A.2.2 ω4 in the anharmonic regime
Let us decompose the Liouville operator into kinetic and potential part
L = Lr + Lp
Lr ≡
N−1∑
j=1
1
m
(pj − pj−1) ∂
∂rj
Lp ≡
N−1∑
j=1
−∂V (rj)
∂rj
(
∂
∂pj
− ∂
∂pj−1
)
In the following calculation we fix the potential length scale to the value σ = 1 effectively used in the work. The
fourth dynamical correlator is then given by:
ω4 = (−1)2
〈∣∣(iL)2eiKrj ∣∣2〉
β
=
〈∣∣(iLr + iLp)2eiKrj ∣∣2〉
β
=
〈∣∣((iLr)2 + (iLp)2 + iLriLp + iLpiLr) eiKrj ∣∣2〉
β
=〈∣∣∣∣∣
N−2∑
γ,γ′=1
[
1
m2
(pγ − pγ−1)(pγ′ − pγ′−1) ∂
2
∂rγrγ′
+
α
σm
(
−2
(rγ
σ
)
− 3A(η)
(rγ
σ
)2
− 4B(η)
(rγ
σ
)3)
×
×
(
∂
∂pγ
− ∂
∂pγ−1
)
(pγ′ − pγ′−1) ∂
∂rγ′
]
eiKrj
∣∣∣∣∣
2〉
β
=
=
〈∣∣∣∣∣
(
iK
m
)2
(pj − pj−1)2 + iKα
σm
N−2∑
γ,γ′=1
(
−2
(rγ
σ
)
− 3A(η)
(rγ
σ
)2
− 4B(η)
(rγ
σ
)3)
×
× (δγ,γ′ − δγ,γ′−1 − δγ−1,γ′ + δγ−1,γ′−1) δγ′,j
∣∣∣∣∣
2〉
β
=
=
〈∣∣∣∣∣
(
iK
m
)2
(pj − pj−1)2 + iKα
σm
N−2∑
γ=1
(
−2
(rγ
σ
)
− 3A(η)
(rγ
σ
)2
− 4B(η)
(rγ
σ
)3)
(2δγ,j − δγ,j−1 − δγ,j+1)
∣∣∣∣∣
2〉
β
=
=
〈∣∣∣∣∣
(
iK
m
)2
(pj − pj−1)2 + iKα
σm
[
2
(
−2
(rj
σ
)
− 3A(η)
(rj
σ
)2
− 4B(η)
(rj
σ
)3)
+
−
(
−2
(rj−1
σ
)
− 3A(η)
(rj−1
σ
)2
− 4B(η)
(rj−1
σ
)3)
−
(
−2
(rj+1
σ
)
− 3A(η)
(rj+1
σ
)2
− 4B(η)
(rj+1
σ
)3)]∣∣∣∣∣
2〉
β
=
'
(
K
m
)4 〈
(pj − pj−1)4
〉
β
+
(
Kα
σm
)2 [
6
〈(
−2 r
σ
− 3A(η)
( r
σ
)2
− 4B(η)
( r
σ
)3)2〉
β
+
− 6
〈
−2 r
σ
− 3A(η)
( r
σ
)2
− 4B(η)
( r
σ
)3〉2
β
]
=
=
(
K
m
)4 〈
(pj − pj−1)4
〉
β
+ 6
(
K
m
)2
σ2(Fη, Fη) '
(
K
m
)4 [
2
〈
p4
〉
β
+ 6
〈
p2
〉2
β
]
+ 6
(
K
m
)2 〈
F 2η
〉
β
where we defined the force acting on a single d.o.f. with
Fη(r) = −dVη(r)
dr
and the equilibrium variance σ2β(A,B) = 〈AB〉β − 〈A〉β 〈B〉β . In the last two lines we reduced the phase averages
to one-dimensional integrals, in the assumption of weak statistical correlation between positions and momenta, as
discussed in the text. Finally in the last line we noticed that σ2(Fη, Fη) =
〈
F 2η
〉
β
because 〈Fη〉β = 0.
A.3 Harmonic Limit of the ISF
In the limit β  1 the dynamics of the system approaches the one of a harmonic chain, because the interaction can
be effectively be linearized at the bottom of the lowest potential well. In this section we will derive an approximated
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expression for the ISF in this limit; we will mainly follow the arguments in [25],[26] and [27]. The two body potential
in this regime can be effectively approximated by its series expansion at order two:
V h(rj) = V (σ) +
m
2
Ω2(qj − qj−1 + σ)2
Ω2 ≡ V
′′(σ)
m
The linearized dynamics is diagonalized by the normal modes, a set of N − 2 fictitious oscillators parametrized by
the Lagrangian coordinates {ηj , η˙j}N−2j=1 ; their explicit expression is determined as the discrete Fourier transform of
the configurations and momenta; in particular
qj(t) =
√
2
N − 1
N−2∑
k=1
ηk(t) sin
(
pijk
N − 1
)
+ jσ (27)
pj(t) = m
√
2
N − 1
N−2∑
k=1
η˙k(t) sin
(
pijk
N − 1
)
(28)
The frequency of oscillation of each mode is given by
ωj = 2Ω sin
(
pij
2(N − 1)
)
We can insert the modes’ decomposition of the configurations in the ISF in the quasi-integrable regime β  1; in
this case the phase averages 〈·〉h,β are computed w.r.t. the harmonic Hamiltonian
Hh(Γ) ≡
N−2∑
j=1
p2j
2m
+ (N − 1)V (σ) + V
′′(σ)
2
N−1∑
j=1
(qj − qj−1 + σ)2
The ISF is then expanded in the following chain of identities:
Ch(t) ≡
〈
eiK(rj(t)−rj(0))
〉
β
=
〈
eiK(qj(t)−qj−1(t)−qj(0)+qj−1(0))
〉
β
=
=
〈
exp
(
iK
√
2
N − 1
N−2∑
l=1
(ηl(t)− ηl(0))
[
sin
(
pijl
N − 1
)
− sin
(
pi(j − 1)l
N − 1
)])〉
β
=
=
1
Zβ
∫
R2(N−2)
N−2∏
l=1
dηldη˙l exp
(
N−2∑
l=1
[
− mβ
2
η˙2l −mβ
ω2l
2
η2l + iK
√
2
N − 1
(
(cos(ωlt)− 1)ηl(0) + η˙l(0)
ωl
sin (ωlt)
)
×
×
(
sin
(
pijl
N − 1
)
− sin
(
pi(j − 1)l
N − 1
))])
= (29)
=
(
mβ
2pi
)N−2(N−2∏
m=1
ωm
){∫
RN−2
N−2∏
l=1
dη˙l exp
(
−mβ
2
η˙2l + iK
√
2
N − 1
η˙l
ωl
sin (ωlt) 2 cos
(
pi(2j − 1)l
N − 1
)
sin
(
pil
N − 1
))}
×
×
{∫
RN−2
N−2∏
l′=1
dηl′ exp
(
−mβω
2
l′
2
η2l′ + iK
√
2
N − 1ηl′ (1− cos (ωl′t)) 2 cos
(
pi(2j − 1)l′
N − 1
)
sin
(
pil′
N − 1
))}
=
(30)
=
(
mβ
2pi
)N−2(N−2∏
m=1
ωm
){∫
RN−2
N−2∏
l=1
dη˙l exp
−[√mβ
2
η˙l − iK√
mβ(N − 1)
sin (ωlt)
ωl
2 cos
(
pi(2j − 1)l
N − 1
)
sin
(
pil
N − 1
)]2}×
× exp
(
− 4K
2
mβ(N − 1)
sin2 (ωlt)
ω2l
cos2
(
pi(2j − 1)l
N − 1
)
sin2
(
pil
N − 1
))}
×
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×

∫
RN−2
N−2∏
l′=1
dηl′ exp
−[√mβ
2
ωl′ηl′ − iK
ωl′
√
mβ(N − 1) (1− cos (ωl
′t)) 2 cos
(
pi(2j − 1)l′
N − 1
)
sin
(
pil′
N − 1
)]2×
× exp
(
− 4K
2
mω2l′β(N − 1)
(1− cos (ωl′t))2 cos2
(
pi(2j − 1)l′
N − 1
)
sin2
(
pil′
N − 1
))
=
=
(
mβ
2pi
)N−2(N−2∏
m=1
ωm
)(
2pi
mβ
)N
2 −1
exp
(
− 4K
2
mβ(N − 1)
N−2∑
l=1
sin2 (ωlt)
ω2l
cos2
(
pi(2j − 1)l
N − 1
)
sin2
(
pil
N − 1
))
×
×
(
2pi
β
)N
2 −1
(
N−2∏
m′=1
ωm′
)−1
exp
(
− 4K
2
mβ(N − 1)
N−2∑
l′=1
(1− cos (ωl′t))2
ω2l′
cos2
(
pi(2j − 1)l′
N − 1
)
sin2
(
pil′
N − 1
))
=
= exp
(
− 8K
2
mβ(N − 1)
N−2∑
l=1
1− cos (ωlt)
ω2l
cos2
(
pi(2j − 1)l
N − 1
)
sin2
(
pil
N − 1
))
(31)
In eqn. 29 we inserted the solution for the Lagrangian configurations ηj(t) = ηj(0) cos(ωjt) +
η˙j(0)
ωj
sin(ωjt); in
eqn. 30 we inserted the trigonometric identity sinα− sinβ = 2 cos
(
α+β
2
)
sin
(
α−β
2
)
.
We can simplify eqn. 31 by approximating the sum in the exponent with its continuum counterpart, according to:
pil
N − 1 → x
pi
N − 1 → dx
pi
N − 1
N−2∑
l=1
→
∫ pi
0
dx
We then get:
Ch(t) ' exp
{
− 8K
2
pimβ
∫ pi
0
dx
1− cos(ω(x)t)
ω(x)2
cos2
(
2j − 1
2
x
)
sin2
(x
2
)}
= (32)
= exp
{
− 2K
2
pimβΩ2
∫ pi
0
dx [1− cos(ω(x)t)] cos2
(
2j − 1
2
x
)}
=
= exp
{
− 2K
2
pimβΩ2
[
pi
2
−
∫ pi
0
dx cos(ω(x)t) cos2
(
2j − 1
2
x
)]}
(33)
where we defined
ω(x) = 2Ω sin
(x
2
)
(34)
The integral term in eqn. 33 can be rewritten in a more compact fashion via a few additional manipulations; the
final expression will also allow us to determine the long-time limit of the harmonic ISF. Via a first integration by
part we get: ∫ pi
0
dx cos (ω(x)t) cos2
(
2j − 1
2
x
)
=
∫ pi
0
dx cos
(
2Ω sin
(x
2
)
t
)
cos2
(
2j − 1
2
x
)
=
=
[
cos
(
2Ω sin
(x
2
)
t
)(x
2
+
sin ((2j − 1)x)
2(2j − 1)
)]x=pi
x=0
+
+
∫ pi
0
dx2Ωt sin
(
2Ωt sin
(x
2
)) 1
2
cos
(x
2
)[x
2
+
sin ((2j − 1)x)
2(2j − 1)
]
=
' pi
2
cos (2Ωt) +
Ωt
2
∫ pi
0
dx sin
(
2Ωt sin
(x
2
))
cos
(x
2
)
x (35)
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where we noticed that the contribution of the last term is negligible for j = N/2 1 Via an additional integration
by parts in the second term of eqn. 35 we get:∫ pi
0
dx sin
(
2Ωt sin
(x
2
))
cos
(x
2
)
x = −
[
x cos
(
2Ωt sin
(x
2
)) 1
Ωt
]x=pi
x=0
+
∫ pi
0
dx cos
(
2Ωt sin
(x
2
)) 1
Ωt
=
=
pi
Ωt
[J0(2Ωt)− cos (2Ωt)] (36)
We finally obtain the following analytical approximation for the ISF in the harmonic regime:
Ch(t) = exp
[
− K
2
mβΩ2
(1− J0(2Ωt))
]
(37)
which is normalized such that Ch(0) = 1. The oscillating pattern of the function is encapsuled in the periodic
behavior of the Bessel function J0(Ωt). Within this approximation it is straightforward to determine
lim
t→+∞C
h(t) = e
− K2
mβΩ2 (38)
A.4 ωn in the harmonic regime
In this Appendix we present an exact method for the numerical calculation of the Taylor coefficients of the ISF in
the harmonic limit. The series expansion of the correlation function in this regime can be directly computed from
the time derivatives of eqn. 37:
ωh2n =
d2n
dt2n
exp
(
− K
2
mβΩ2
(1− J0(2Ωt))
)∣∣∣∣
t=0
(39)
In order to compute these derivatives, we can make use of Faa’ di Bruno’s formula for the 2n-th derivative of a
composite function:
d2n
dx2n
f (g(x)) =
∑
m∈K2n,2n
(2n)!
m1!m2! · · ·m2n!f
(m1+···+m2n) (g(x))
2n∏
j=1
(
g(j)(x)
j!
)mj
(40)
Kn,s ≡
{
m ∈ Nn0 :
n∑
l=0
l ·ml = s
}
(41)
by establishing the correspondences
x↔ t
f(x)↔ exp(t)
g(x)↔ − K
2
mβΩ2
(1− J0(2Ωt))
We now need to express the different contributions appearing in eqn. 40 in terms of the functions we are interested
in. We note
f (m1+···+m2n) (g(x))↔ exp
(
− K
2
mβΩ2
(1− J0(2Ωt))
)
(42)
and
g(2j)(x)↔ d
2j
dt2j
[
− K
2
mβΩ2
(1− J0(2Ωt))
]
=
K2
mβΩ2
d2j
dt2j
J0(2Ωt) (43)
where we omitted the constant term as in eqn. 40 we are only interested in strictly positive derivatives (j ≥ 1). We
can get a closed expression for the derivatives of J0(2Ωt) as follows:
J0(2Ωt
′) = J0 (2Ω(t+ t′))|t=0 = exp
(
2Ωt′
d
d(2Ωt)
)
J0(2Ωt)
∣∣∣∣
t=0
=
+∞∑
j=0
t′j
j!
dj
dtj
J0(2Ωt)
∣∣∣∣
t=0
=
+∞∑
j=0
(−1/4)j
j!2
(2Ωt′)2j
(44)
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where the last identity stems from the Taylor expansion of J0(2Ωt
′). We can then equate term by term the same
powers of t′ in the last identity of eqn. 44 to get ∀j ≥ 0:
d2j
dt2j
J0(2Ωt)
∣∣∣∣
t=0
= (−1)j (2j)!
j!2
Ω2j = (−1)j
(
2j
j
)
Ω2j
while the odd derivatives are identically null, as J0 is an even function. This in particular implies m2j+1 ≡ 0 ∀j ≥ 0
in eqn. 40. Due to this symmetry, the set in eqn. 41 can be rewritten as
K˜2n,s ≡
{
m ∈ N2n0 :
n∑
l=0
2l ·m2l = s, m2l+1 ≡ 0 ∀ 0 ≤ l ≤ n− 1
}
such that
ωh2n =
d2n
dt2n
exp
(
− K
2
mβΩ2
(1− J0(2Ωt))
)∣∣∣∣
t=0
=
∑
m∈K˜2n,2n
(2n)!
m2!m4! · · ·m2n!
n∏
j=1
(
(−1)jK2
mβΩ2(2j)!
(
2j
j
)
Ω2j
)m2j
=
=
∑
m∈K˜2n,2n
(2n)!
m2!m4! · · ·m2n!
(−Ω2)∑nj=1 jm2j ( K2
mβΩ2
)∑n
j=1 m2j n∏
j=1
(
1
j!
)2m2j
=
=
(−Ω2)n ∑
m∈K˜2n,2n
(2n)!
f(m)
(
K2
mβΩ2
)g(m)
h(m) (45)
where we defined
f(m) ≡
n∏
j=1
m2j ! g(m) ≡
n∑
j=1
m2j h(m) ≡
n∏
j=1
(
1
j!
)2m2j
The elements of K˜2n,2n can be determined in a recursive routine as described in [14]. The values in eqn. 45 can
then be computed at arbitrarily high orders.
A.5 Liouvillian in non canonical coordinates
We derive here a symmetric expression for the Liouvillian in the set of non canonical coordinates (r,p) used in the
work.
iL =
N−2∑
i=1
[
−∂V (q)
∂qi
∂
∂pi
+
pj
m
∂
∂qi
]
=
N−2∑
i,j=1
[
−∂rj
∂qi
∂V (q)
∂rj
∂
∂pi
+
pj
m
∂rj
∂qi
∂
∂rk
]
=
N−2∑
i,j=1
[
−∂(qj − qj−1)
∂qi
∂V (q)
∂rj
∂
∂pi
+
pi
m
∂(qj − qj−1)
∂qi
∂
∂rj
]
=
=
N−2∑
i,j=1
[
−(δi,j − δi,j−1)∂V (q)
∂rj
∂
∂pi
+
pi
m
(δi,j − δi,j−1) ∂
∂rj
]
=
=
N−2∑
i=1
[
−
(
∂V (q)
∂ri
− ∂V (q)
∂ri+1
)
∂
∂pi
+
pi
m
(
∂
∂ri
− ∂
∂ri+1
)]
=
= −
(
∂V (q)
∂r1
− ∂V (q)
∂r2
)
∂
∂p1
+
p1
m
(
∂
∂r1
− ∂
∂r2
)
−
(
∂V (q)
∂r2
− ∂V (q)
∂r3
)
∂
∂p2
+
p2
m
(
∂
∂r2
− ∂
∂r3
)
+ · · ·+
−
(
∂V (q)
∂rN−2
− ∂V (q)
∂rN−1
)
∂
∂pN−2
+
pN−2
m
(
∂
∂rN−2
− ∂
∂rN−1
)
=
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= −∂V (q)
∂r1
(
∂
∂p1
− ∂
∂p0
)
+
1
m
(p1 − p0 ) ∂
∂r1
+ · · · − ∂V (q)
∂rN−1
(
∂
∂pN−1
− ∂
∂pN−2
)
+
1
m
( pN−1 − pN−2) ∂
∂rN−1
=
=
N−1∑
i=1
[
−∂V (ri)
∂ri
(
∂
∂pi
− ∂
∂pi−1
)
+
1
m
(pi − pi−1) ∂
∂ri
]
In the second last line we added to the sum the terms in boxes, as they are identically null due to the boundary
conditions considered.
A.6 Polynomial expansion of the dynamical correlators
In this Appendix we expand the discussion in Section 4, in order to gain a deeper insight in the spreading operators.
The dynamics of the ISF at finite times can be reconstructed via a recursive calculation of the coefficients of the
polynomial expansion in eqn. 12. From the expression of iL in eqn. 11 we note that only the d.o.f. j and j − 1 are
effectively involved in iLeiKrj . At second order (i.e. in (iL)2eiKrj ) we have to add an additional layer of neighbors
around j and so on. The whole chain is finally expected to participate in the dynamics for n &
⌊
N
2
⌋
, while for
higher orders additional effects will enter the evolution, due to reflections at the ends of the chain and interference
of different wavefronts. In the following we will omit the analysis of these finite size effects; as N  1 the dynamics
at short times is not affected by the boundaries.
A graphical representation of the spreading process is given in Fig. 13, where we plot for different particles l on
the left and right of j the leading power m in the momentum at order n, such that (iL)n ∼ pml eiKrj . We observe a
monotonic extension of the non-locality for increasing values of n.
Figure 13: Leading power m for momentum of the l−th particle in (iL)neiKrj
Once the maximum order of the propagation n = nmax has been fixed, it becomes convenient to quantify bound-
aries of the domain at this given order. This way it is possible to allocate the minimum amount of CPU memory
which is needed for the storage of the coefficients of the tensor I.
We present in the following a detailed calculation of the contributions in the Liouville operator controlling the fea-
tures described above. We leave the remaining part of the Appendix to the readers interested in the most technical
aspects of the analysis.
By following the same arguments leading to the definition of eqn. 13, we can define the contribution in (iL)neiKrj
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which connects the central particle of the chain with the farthest on its left:
σLr (n, j, j − k) = θ
(⌊n
2
⌋
− j + k
)[(
− ∂V
∂rk
)(
∂
∂pk
− ∂
∂pk−1
)]θ(n−2)
×
×
{
j−k−2∏
i=0
[
1
m
(pj−i−1 − pj−i−2) ∂
∂rj−i−1
] [(
− ∂V
∂rj−i−1
)(
∂
∂pj−i−1
− ∂
∂pj−i−2
)]}θ(n−4) [
1
m
(pj − pj−1) ∂
∂rj
]θ(n−2)
(46)
σRp (n, j, l − j) = θ
(⌊
n− 1
2
⌋
− l + j
){l−j−1∏
i=0
[
1
m
(pj+i+1 − pj+i) ∂
∂rj+i+1
] [(
− ∂V
∂rj+i+1
)(
∂
∂pj+i+1
− ∂
∂pj+i
)]}θ(n−3)
×
×
[
1
m
(pj − pj−1) ∂
∂rj
]θ(n−1)
(47)
σLp (n, j, j − l) = θ
(⌊
n+ 1
2
⌋
− j + l
){ j−l−2∏
i=0
[
1
m
(pj−i−1 − pj−i−2) ∂
∂rj−i−1
]
×
×
[(
− ∂V
∂rj−i−1
)(
∂
∂pj−i−1
− ∂
∂pj−i−2
)]}θ(n−3) [
1
m
(pj − pj−1) ∂
∂rj
]θ(n−1)
(48)
From eqn. 47 and eqn. 48 we can extract the momenta entering the dynamics at order n:
Lp(n, j) ≡
{
j −
⌊
n+ 1
2
⌋
, · · · , j +
⌊
n− 1
2
⌋}
∈ N(bn+12 c+bn−12 c+1) ≡ {lmin, · · · , lmax} (49)
and we notice a slight asymmetry w.r.t. j as a consequence of the dynamics propagating slightly faster on the left
side of j, as eqn. 11 suggests.
Another relevant factor tuning the numerical complexity of the problem is the maximum power of a general
displacement rk and momentum pl in eqn. 12 at a certain order. This piece of information fixes the dimensions of
the indeces m and s of I. The calculation of this leading order is easily performed for the d.o.f. adjacent to j, as
we do not need to account for finite spreading of the dynamics along the chain. Let us focus in particular to the
leading power of rk for |k − j| ≤ 1; the relevant contribution in (iL)neiKrj is[(
−∂V (rk)
∂rk
)(
∂
∂pk
− ∂
∂pk−1
)
(pj − pj−1) ∂
∂rj
]bn2 c
eiKrj ∼ rMrk eiKrj (50)
with Mr = 2
(bn2 c − 1) + 3 = 2bn2 c + 1. It is analogously straightforward to identify that the contribution in
(iL)neiKrj associated to leading power of psll for l ∈ {j, j − 1} is[
(pj − pj−1) ∂
∂rj
]n
eiKrj ∼ pSpl (51)
with Sp = n. For another d.o.f. arbitrarily far from j we could proceed as in eqn. 47-48 by defining suitable
chains of differential operators in (iL)neiKrj . A subset of N (R/L)r/p < n terms must be devoted to the spreading of
the interaction till the d.o.f. in scope is reached. Via direct counting in eqn. 13, 46, 47, 48 respectively we can
determine
NRr (n, j, k − j) = θ
(⌊n
2
⌋
− k + j
)
[2θ(n− 2) + 2(k − j − 1)θ(n− 4)]
NLr (n, j, j − k) = θ
(⌊n
2
⌋
− j + k
)
[2θ(n− 2) + 2(j − k − 1)θ(n− 4)]
NRp (n, j, l − j) = θ
(⌊
n− 1
2
⌋
− l + j
)
[θ(n− 1) + 2(l − j)θ(n− 3)]
NLp (n, j, j − l) = θ
(⌊
n+ 1
2
⌋
− j + l
)
[θ(n− 1) + 2(j − l − 1)θ(n− 3)]
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Once the desired coordinate has been reached, the remaining n − N (R/L)r/p factors must be combined in specific
sequences in order to provide the differentials associated to the leading powers in rMrk or p
Sp
l . Such operators are
respectively defined as
σ˜(R/L)r (n, j, k) =
{[
− ∂V
∂rk
(
∂
∂pk
− ∂
∂pk−1
)][
1
mp
(pk − pk−1) ∂
∂rk
]}⌊n−N(R/L)r (n,j,|k−j|)
2
⌋
σ(R/L)r (n, j, |k − j|) (52)
σ˜(R/L)p (n, j, l) =
{[
1
mp
(pl − pl−1) ∂
∂rl
]2 [
−∂V
∂rl
(
∂
∂pl
− ∂
∂pl−1
)]}N ′ (R/L)p (n,j,|l−j|)
×
×
{[
1
mp
(pl − pl−1) ∂
∂rl
]3 [
−∂V
∂rl
(
∂
∂pl
− ∂
∂pl−1
)]}⌊n−N(R/L)p (n,j,|l−j|)4 ⌋
σ(R/L)p (n, j, |l − j|) (53)
with
N ′ (R/L)p (n, j, |l − j|) =
⌊
1
3
(
n−Np(R/L)(n, j, |l − j|)− 4
⌊
n−Np(R/L)(n, j, |l − j|)
4
⌋)⌋
∈ {0, 1}
Note that eqn. 52 and eqn. 53 are symmetric w.r.t. the index j, in contrast to the expression of the spreading
operators themselves. We are now almost able to write the explicit expression of the functionsMr(n, j, |k− j|) and
Sp(n, j, |k − j|), returning respectively the maximum power of rk and pl at order n. This can be accomplished via
direct counting in eqn. 52 and eqn. 53. We have to distinguish three different cases; for non null contributes we get:
1.
⌊
n−N (R/L)r (n, j, |k − j|)
2
⌋
= 0 =⇒Mr(n, j, |k − j|) = 3
2.
⌊
n−N (R/L)r (n, j, |k − j|)
2
⌋
= 1 =⇒Mr(n, j, |k − j|) = 5
3.
⌊
n−N (R/L)r (n, j, |k − j|)
2
⌋
≥ 2 =⇒Mr(n, j, |k − j|) = 6 + 2
(⌊
n−N (R/L)r (n, j, |k − j|)
2
⌋
− 1
)
and therefore
Mr(n, j, |k − j|) = =

2bn2 c+ 1, 0 ≤ |j − k| ≤ 1
θ
(⌊
n
2
⌋− |k − j|){3 + 2θ (⌊n−N (R/L)r (n,j,|k−j|)2 ⌋− 1)+
+θ
(⌊
n−N (R/L)r (n,j,|k−j|)
2
⌋
− 2
)(
2
⌊
n−N (R/L)r (n,j,|k−j|)
2
⌋
− 1
)}
, otherwise
Analogously we can write for the momenta:
1.
⌊
n−N (R/L)p (n, j, |l − j|)
4
⌋
= 0 =⇒ Sp(n, j, |l − j|) = 1 + θ
(
N ′(R/L)p (n, j, |l − j|)− 1
)
2.
⌊
n−N (R/L)p (n, j, |l − j|)
4
⌋
= 1 =⇒ Sp(n, j, |l − j|) = 3 + θ
(
N ′(R/L)p (n, j, |l − j|)− 1
)
3.
⌊
n−N (R/L)p (n, j, |l − j|)
4
⌋
≥ 2 =⇒ Sp(n, j, |l − j|) = 1 + 2
(⌊
n−N±p (n, j, |l − j|)
4
⌋
− 1
)
+
+ 3θ
(
−N ′(R/L)p (n, j, |l − j|)
)
+ 4θ
(
N ′(R/L)p (n, j, |l − j|)− 1
)
The different cases above can be expressed together to get:
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Sp(n, j, |l − j|) =

n, l ∈ {j, j − 1}
θ
(⌊
n∓1
2
⌋− |j − l|){1 + 2θ(⌊n−N (R/L)p (n,j,|l−j|)4 ⌋− 1)+
+θ
(⌊
n−N (R/L)p (n,j,|l−j|)
4
⌋
− 2
)
×
×
[
2
(⌊
n−N(R/L)p (n,j,|l−j|)
4
⌋
− 2
)
+ 3θ
(
−N ′(R/L)p (n, j, |l − j|)
)
+
+3θ
(
N ′(R/L)p (n, j, |l − j|)− 1
) ]
+ θ
(
N ′(R/L)p (n, j, |l − j|)− 1
)}
, otherwise
A.7 Recursive construction of the dynamical tensor
We complete here the derivation of the recursion relations for the construction of the tensor I(n) defined in eqn. 12.
The iterative scheme for iLγp has been derived in eqn. 17. We can proceed in the same fashion for the other
differential operators in iL. Let us now consider the action of the operator
iLγr ≡
1
m
(pγ − pγ−1) ∂
∂rγ
, kmin ≤ γ ≤ kmax
on a generic monomial of the expansion at order n. We have:{
iLγr
[
r
mkmin
kmin
· · · rmγγ · · · rmkmaxkmax
] [
p
slmin
lmin
· · · psγ−1γ−1 psγγ · · · pslmaxlmax
]}
eiKrj =
=
mγ
m
{[
r
mkmin
kmin
· · · rmγ−1γ · · · rmkmaxkmax
] [
p
slmin
lmin
· · ·
(
p
sγ−1
γ−1 p
sγ+1
γ − psγ−1+1γ−1 psγγ
)
· · · pslmaxlmax
]}
We can then infer the following recursion relation:
I(n+1)m,s
∣∣∣
r,γ
≡ mγ
m
∑
k=0,1
(−1)kI(n)m−eˆγ ,s+eˆγ−k (54)
We finally have to consider separately the action on iLjr on eiKrj :{[
r
mkmin
kmin
· · · rmkmaxkmax
] [
p
slmin
lmin
· · · psj−1j−1 psjj · · · pslmaxlmax
]}
iLjreiKrj =
=
iK
m
{[
r
mkmin
kmin
· · · rmkmaxkmax
] [
p
slmin
lmin
· · ·
(
p
sj−1
j−1 p
sj+1
j − psj−1+1j−1 psjj
)
· · · pslmaxlmax
]}
eiKrj
and therefore
I(n+1)m,s
∣∣∣
r,j,K
≡ iK
m
∑
k=0,1
(−1)kI(n)m,s+eˆj−k (55)
The final expression for the dynamical tensor at order n+ 1 is obtained by summing the contributions of eqn. 17,
eqn. 54 and eqn. 55 over the subset Γ of the coordinates entering the interaction at order n:
I(n+1)m,s =
∑
γ∈Γ
(
I(n+1)m,s
∣∣∣
p,γ
+ I(n+1)m,s
∣∣∣
r,γ
)
+ I(n+1)m,s
∣∣∣
r,j,K
with the initial condition
I(0)m,s =
{
1, for m = ej , s = 0
0, elsewhere
Let us call nmax the maximum order of I(n) we aim to compute. The set Γ can be fixed once for all for any
n ∈ {0, · · · , nmax} :
Γ ≤ {min{Kr(nmax, j), Lp(nmax, j)}, · · · ,max{Kr(nmax, j), Lp(nmax, j)}} =
{
j −
⌊
nmax + 1
2
⌋
, · · · , j +
⌊nmax
2
⌋}
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A.8 Analysis of the radius of convergence
The series expansion in eqn. 4 can be formally written for any t ∈ C. However, the domain ensuring a finite
convergence of the expansion is in general bounded to compact disks centered in the origin with an extension
bounded by a finite radius of convergence r. In this appendix we briefly discuss the calculation of r and how it
connects to the relaxation of the correlation function. Let us rewrite
Cj(t) =
+∞∑
m=0
cmt
m
cm =
{
ωm
m! m even
0 m odd
The Cauchy-Hadamard Theorem relates the radius of convergence r to the series’ coefficients according to
r =
1
lim supn→+∞
n
√
|cn|
= lim
n→+∞
n
√
(2n)!
|ω2n|
The calculation of r is therefore possible from the estimate of the limit of the sequence αn ≡ 1/ n
√
|cn|. The fist
values of αn are shown in the following figure:
Figure 14: First terms of the sequence αn, for four values of the inverse temperatures β; inset: estimate of the
radius of convergence as a function β VIA α16.
We can compute exactly the sequence αn in the case of an ideal gas, in order to determine the related radius of
convergence rid:
αidn =
1
n
√
|cn|
= n
√
(2n)!∣∣ωid2n∣∣ = n
√√√√ (2n)!(
4K2
mβ
)n
(2n)!
4nn!
=
mβ
K2
n
√
n! =' mβ
K2
n
√√
2pin
(n
e
)n
' mβ
eK2
n
where we approximated the factorial via the Stirling’s approximation. From the last identity we get that rid = +∞.
It then follows that a sufficient condition for a correlation function not to decay as a Gaussian is that its radius of
convergence is finite. We can compare in two regimes of low and high β the sequence of the αn for an ideal gas,
for the nonlinear regime and for the linearized potential (harmonic limit). The results are shown in the following
figure.
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Figure 15: Sequence of αn for the ideal gas limit (blue stars), for the nonlinear dynamics from the MD simulations
(red dots) and for the harmonic regime (green diamonds).
We can see that for both the temperatures the sequence of the αn for the nonlinear and harmonic dynamics
tends to a finite plateau; the ideal gas case shows instead a linear increase as expected. As discussed above, the
finite asymptotic for the dynamic regimes is sufficient to predict a non-Gaussian relaxation.
A.9 Estimate of the high-order kernel coefficients
In this appendix we derive the estimate eqn. 24.
We can expand eqn. 19 as
κI2n−2 =ω
I
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χ(1)m ω
I
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(2)
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I
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2m′
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+ · · ·
)
(56)
with suitable coefficients χ
(j)
m1,···,mj . We can explicitly show that the non-constant contributions in eqn. 56 vanish
via eqn. 23; starting from the first terms we get:
ωI2(n−m)ω
I
2m
ωI2n
= (1− Cβ) (2(n−m))!
(n−m)!
(2m)!
m!
n!
(2n)!
≤ 2(1− Cβ) (2(n− 1))!
(n− 1)!
n!
(2n)!
(57)
≤ 2(1− Cβ) n
2n(2n− 1)
n→∞−−−−→ 0
where in the second line we noticed that m = 1 corresponds to a maximum of the function
rn,m ≡ (2n− 2m)!
(n−m)!
(2m)!
m!
(58)
This is shown by evaluating the increment
rn,m+1 =
(2n− 2m− 2)!
(n−m− 1)!
(2m+ 2)!
(m+ 1)!
=
(2n− 2m)!
(2n− 2m)(2n− 2m− 1)
n−m
(n−m)!
1
m! (m+ 1)
(2m)! (2m+ 1)(2m+ 2) =
=rn,m
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2m+ 1
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where we defined
fn,m ≡ 2m+ 1
2n− 2m− 1 (59)
We can see that the discrete derivative of fn,m as a function of m us always positive:
fn,m+1 − fn,m = 4n
(1 + 2m− 2n)(3 + 2m− 2n) ≥
4n
(3 + 2m− 2n)2 ≥ 0
The denominator of the last identity is always defined for m,n ∈ N. It then follows that fn,m is increasing with m
and
fn,m = 1 ⇐⇒ m = n− 1
2
(60)
Thus, rn,m+1 ≤ rn,m if m ≤ (n − 1)/2 and vice-versa. Hence, the maximum values of rn,m are obtained at the
boundaries of the admitted values of m, i.e. m = 1 and m = n− 1, as rn,1 = rn,m−1.
A.10 Long-time decay of the memory kernel
In this section we estimate the long-time tail of KIj (t) in Fig. 11, in the high temperature regime. From Fig. 10
and Appendix A.9 we know that κI2n ' ω2n+2 ≡ κI2n+2 for n & 40. We can extend this estimate for any value of n
and sum the resulting function, by assuming that for t 1 the higher series coefficients matter the most. The first
issue that needs to be checked is whether the resulting series is convergent. From the ratio test we get:
lim
n→+∞
∣∣∣∣ t2n+2κI2n+2(2n+ 2)! (2n)!t2nκI2n
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This shows that the radius of convergence of the series obtained with the approximation κ2n ' κI2n is infinite; we
can therefore sum the approximation of the tail for any value of n:
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which means
Kj(t)
Kj(0)
't1 e−at2(1− 2at2) (62)
From the result above we can choose the following ansatz for the long time limit:
Kj(t) 't1 At2e−Bt2
The coefficients A and B can be fixed for each temperature by extending the sum in eqn. 25 continuously with
continuous derivative from a time t∗ = t∗(β) before its divergence The parameters A and B are then fixed by
A =
K∗
t∗2 exp
(
K′∗t∗−2K∗
2K∗
)
B =
2K∗ −K ′∗t∗
2K∗t∗2
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where
K∗ ≡ KNmax(t∗)
K ′∗ ≡
Nmax∑
n=0
κ2n
(2n− 1)! t
∗2n−1
We can additionally check that the series obtained by summing the first neglected terms in the expansion of the
kernel eqn. 56 is convergent. Although this is far from proving the boundedness of the infinitely many orders
neglected, it represents a necessary condition. The time-series of the first order correction is given by
KI1 (t) ≡
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where in the second line we used the property χ
(1)
m = −1 ∀m, as it can be explicitly checked from the recursive
reconstruction of the relation eqn. 19 till high orders. Following the same argument presented in Appendix A.9, we
can determine
max
m∈{1,n}
(2(n−m+ 1)) !
(n−m+ 1)!
(2m)!
m!
=
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= 2
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We can then check the convergence of the series in eqn. 63 via the direct comparison test:
|an| ≤
∣∣∣∣−(1− Cβ)22a (−at2)n(2n)! n (2n)!n!
∣∣∣∣ ≡ |bn| = ∣∣∣∣−(1− Cβ)22a (−at2)n(n− 1)!
∣∣∣∣ ≡ |bn−1| , n ≥ 1
Via the ratio test we can notice that the series
∑+∞
n=0 bn is convergent:
lim
n→+∞
∣∣∣∣bn+1bn
∣∣∣∣ = limn→+∞ ∣∣−at2∣∣ (n− 1)!n! = ∣∣−at2∣∣ limn→+∞ 1n = 0
which then proves the convergence of eqn. 63.
A.11 Management of high-dimensional tensors
The components of I(n)ms can be stored in a one-dimensional pointer in row-major order. For example the indeces of
a 3× 3× 3 tensor would be sorted as
{000, 001, 002, 010, 011, 012, 021, · · · , 222}
and by mapping the sequence of the indexes into integer numbers according to
(i, j, k)→ i · 102 + j · 10 + k
we get a monotonically increasing sequence. In this case, let us define a general label
v = {v0, · · · , vnind−1}
of a tensor A of dimension D = {D0, · · · , Dnind−1} ∈ Nnind and complex images; Dj ≡ car ({vj}) is the cardinality
of the set of the allowed values of the vj . In our case vj ∈ N∪{0} is a power of a certain coordinate of the system; it
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follows that vj ∈ {0, 1, · · · , Dj−1}. Any entry of the tensor Av ∈ C can be mapped as an entry of a one dimensional
array via the function
map(v,D,nind) = v0
nind−1∏
β0=1
Dβ0 + v1
nind−1∏
β1=2
Dβ1 + · · · vnind−1 =
nind−1∑
α=0
vα
nind−1∏
βα=α+1
Dβα (64)
It is straightforward to determine the map of last index of the tensor vlast ≡ {D0 − 1, D1 − 1, · · · , Dnind−1 − 1}:
map(vlast,D,nind) =
nind−1∑
α=0
(Dα − 1)
nind−1∏
βα=α+1
Dβα = [(D0 − 1)D1D2 · · ·Dnind−1] +
+ [(D1 − 1)D2 · · ·Dnind−1] + · · ·+Dnind−1 − 1 =
nind−1∏
γ=0
Dγ − 1 ≡MD
The identity follows as the sum is telescopic.
In the implementation of the recursion relations in Section 4 controlling (iL)neiKrj → (iL)n+1eiKrj we are inter-
ested in integer increments (let us say by l ∈ N) of a generic i-th ’column’ of the coefficients tensor: I(n)ms → I(n)ms+leˆi .
By imposing vi ≡ l ∈ {0, · · · , Di − 1}, it directly follows from eqn. 64:
map({v0, · · · , vi−1, l, vi+1, · · · , vnind−1},D,nind) =
nind−1∑
α=0
α 6=i
vα
nind−1∏
βα=α+1
Dβα + l
nind−1∏
βi=i+1
Dβi
It is moreover possible to determine the inverse map that, given an entry of a one-dimensional mapping and the
list of the related dimensions, returns the multi-index associated to that component. For this we can proceed
recursively, from the extraction of the last index vnind−1 backwards. From eqn. 64 we get:
nmap ≡ map(v,D,nind) =
nind−2∑
α=0
vα
nind−1∏
βα=α+1
Dβα
+ vnind−1 =
nind−2∑
α=0
vα
nind−2∏
βα=α+1
Dβα
Dnind−1 + vnind−1 (65)
vnind−1 = nmap mod Dnind−1 (66)
Eqn. 66 follows from eqn. 65 being vnind−1 < Dnind−1. We can proceed with the extraction of the second last
component vnind−2 via the knowledge of vnind−1:
Anind−1 ≡
nmap−vnind−1
Dnind−1
=
nind−3∑
α=0
vα
nind−3∏
βα=α+1
Dβα
Dnind−2 + vnind−2
vnind−2 = Anind−1 mod Dnind−2
A recursion relation can then be established ∀ i ∈ {0, · · · ,nind−1}:
vnind−i−1 = Anind−i mod Dnind−i−1
Anind−i−1 =
Anind−i − vnind−i−1
Dnind−i−1
with initial condition Anind = nmap.
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