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Volborthite offers an interesting example of a highly frustrated quantum magnet in which fer-
romagnetic and antiferromagnetic interactions compete on anisotropic kagome lattices. A recent
density functional theory calculation has provided a magnetic model based on coupled trimers,
which is consistent with a broad 1
3
-magnetization plateau observed experimentally. Here we study
the effects of Dzyaloshinskii-Moriya (DM) interactions in volborthite. We derive an effective model
in which pseudospin- 1
2
moments emerging on trimers form a network of an anisotropic triangular
lattice. Using the effective model, we show that for a magnetic field perpendicular to the kagome
layer, magnon excitations from the 1
3
-plateau feel a Berry curvature due to the DM interactions,
giving rise to a thermal Hall effect. Our magnon Bose gas theory can explain qualitative features of
the magnetization and the thermal Hall conductivity measured experimentally. A further quantita-
tive comparison with experiment poses constraints on the coupling constants in the effective model,
promoting a quasi-one-dimensional picture. Based on this picture, we analyze low-temperature
magnetic phase diagrams using effective field theory, and point out their crucial dependence on the
field direction.
I. INTRODUCTION
The last two decades have witnessed increasing inter-
est in highly frustrated quantum magnetism, boosted by
the development in theoretical concepts and simulation
methods as well as a huge variety of material realizations
[1–3]. On one hand, such magnets do not easily find en-
ergetically stable states, which results in a wide range of
behavior under perturbations. On the other hand, they
offer an attractive possibility of a quantum spin liquid
(QSL), which evades any ordering in terms of a conven-
tional order parameter down to zero temperature [4–6].
Antiferromagnets on triangular and kagome lattices are
typical examples of geometrical frustration in two dimen-
sions. Numerical studies on the spin- 12 kagome antiferro-
magnetic Heisenberg model have provided indications of
a QSL ground state with either gapped [7–10] or gapless
[11–14] low-energy excitations although its precise na-
ture is still under active debate. The enigmatic nature of
the kagome antiferromagnet has stimulated experimen-
tal studies on a number of copper minerals [15] such as
herbertsmithite [16, 17], volborthite [18, 19], and vesig-
nieite [20], which host layers of spin- 12 moments arranged
in a kagome pattern. Thermodynamic and neutron scat-
tering measurements for herbertsmithite have identified
the gapless QSL behavior with fractionalized excitations
[16, 21] while the NMR experiment has detected a small
intrinsic excitation gap [22]. As for the scenario of rich
behavior due to frustration, the spatially anisotropic tri-
angular antiferromagnet Cs2CuCl4 offers a particularly
interesting example. Experiments have revealed contin-
uum of excitations indicative of spin fractionalization
[23, 24], and rich magnetic phase diagrams that cru-
cially depend on the field direction [23, 25]. A theoretical
understanding of these results has been made by view-
ing the system as weakly coupled Heisenberg chains [26–
30], and thereby an extreme sensitivity to weak magnetic
anisotropy and inter-layer couplings has been pointed out
[27].
In this context, volborthite Cu3V2O7(OH)2·2H2O is a
fascinating material for which a wealth of field-induced
phenomena have been observed in powder [31–34] and
single-crystal [35–40] samples. The material was origi-
nally considered as a candidate for a spin- 12 kagome an-
tiferromagnet [18], and a sign of strong frustration has
been found in the low magnetic transition temperature
around 1 K in comparison with the Curie-Weiss tem-
perature −155 K [32, 41–43]. X-ray diffraction mea-
surements for single crystals have, however, suggested
highly anisotropic arrangements of magnetically active
orbitals at the crystallographically distinct Cu sites, in-
dicating a strong spatial anisotropy in magnetic inter-
actions [19, 35, 43]. Furthermore, magnetization mea-
surements for single crystals have revealed a wide 13 -
magnetization plateau which starts at H = 27.5 T [35];
according to recent Faraday rotation measurements, this
plateau continues as high as 100 T or even above 160
T, depending on the sample setting condition [39]. Such
an extremely wide 13 -plateau is in sharp contrast with
the relatively short plateau in the kagome antiferromag-
netic model [44–46]. Below this plateau, NMR measure-
ments have identified three distinct phases [35, 36], as
schematically shown in Fig. 1(a). Phase II shows double-
horn NMR spectra indicative of an incommensurate spin-
density-wave (SDW) order while indications of bimagnon
condensation upon entering Phase N from the plateau
have been found in Refs. [36, 37]. Thermal measure-
ments [37] have indicated that Phase N is divided into
two phases, N1 and N2.
In Ref. [47], density functional theory (DFT) calcu-
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2lations have been performed on the basis of the single-
crystal structural data [35] to determine the microscopic
spin model of volborthite. Using DFT+U , four leading
exchanges have been identified, as schematically shown
in Fig. 2(a): antiferromagnetic J and J2 as well as fer-
romagnetic J ′ and J1 with a distinctive hierarchy J >
|J1| > J2, |J ′|. The dominance of the J coupling natu-
rally leads to a coupled-trimer picture: on each trimer
formed by the J coupling, the spin states are restricted
to the lowest-energy doublet, which can be viewed as
pseudospin- 12 states, at zero field and such pseudospins
interact with each other through the inter-trimer cou-
plings. This sharply contrasts with the coupled frus-
trated chain model with J = J ′ [48], which was ob-
tained previously based on powder structural data. In
the coupled-trimer model, the 13 -plateau state can be in-
terpreted as a product of polarized trimers, and a wide
plateau extending to H = 225 T has been predicted. By
means of a strong-coupling expansion, an effective model
has been derived for the pseudospin- 12 degrees of free-
dom living on an anisotropic triangular lattice, as shown
in Fig. 2(b,c). This model shows a tendency towards con-
densation of magnon bound states preceding the plateau,
indicating the emergence of a bond nematic order [49–
FIG. 1. Schematic magnetic phase diagrams at low tem-
peratures based on experiments (single crystals) and theory.
See Fig. 2 for the definitions of directions. In (a) the exper-
imental results for H ‖ z, Phase II shows double-horn NMR
spectra indicative of an incommensurate SDW order [35, 36].
Phase N can be divided into two phases, N1 and N2 [37].
The theoretical results in (b) and (c) based on effective field
theory for a quasi-one-dimensional regime exhibit a marked
sensitivity to the field direction due to the DM interactions.
In (b), we assume that the magnitude of the strongly relevant
interaction γ′ between the second-neighbor chains [defined in
Eq. (58) later] is suppressed (|γ′| . 0.1 K). The nature of the
obtained phases are described in detail in Sec. IV. Shaded ar-
eas indicate the regimes where the field-theoretical approach
is less effective (owing to spatially oscillating interactions or
a vanishing velocity). However, the analysis of the multi-
magnon spectra indicates that the bond nematic state due to
condensation of bimagnons appears just below the plateau for
a certain parameter range [47].
54]. This can provide a scenario for Phase N (or N2)
observed experimentally [55]. The coupled-trimer model
has also stimulated theoretical studies of possible QSLs
above magnetic ordering temperatures [56, 57].
The theoretical analyses of Ref. [47] have mostly been
based on isotropic Heisenberg interactions. Although
Ref. [47] has also given estimates of the Dzyaloshinskii-
Moriya (DM) interactions for the leading couplings J and
J1, their effects on the magnetic properties have not been
analyzed in detail. Given a high sensitivity of frustrated
magnets, the DM interactions can significantly influence
the low-temperature magnetic orderings. Furthermore,
these interactions can give rise to nontrivial transport
properties such as a magnon thermal Hall effect [58–61].
In fact, a thermal Hall effect has been observed in vol-
borthite in magnetic fields up to 15 T perpendicular to
the magnetic layer [38]. The dependence of the observed
transverse thermal response on the magnetic field indi-
cates that the effect is due to spin excitations. Interest-
ingly, the effect has been observed even above the mag-
netic transition temperatures, where the system may be
described as a cooperative paramagnet.
In this paper, we theoretically study the effects of DM
interactions in volborthite on the basis of the coupled-
trimer model of Ref. [47]. By incorporating the effects of
the DM interactions, we derive an effective pseudospin- 12
model on an anisotropic triangular lattice. In the result-
ing model, the magnetic anisotropy is characterized by a
single effective DM vector (see Dz1 in Fig. 2), which leads
to a significant simplification of the analysis. We show
that for a magnetic field perpendicular to the kagome
layer, magnon excitations from the 13 -plateau (fully po-
larized pseudosopins) feel a nonzero Berry curvature due
to the effective DM interaction, leading to a thermal Hall
effect. This effect disappears when the field is changed
to the direction of the screw axis (the x direction of Fig.
2), reflecting a symmetry. Although our analysis of the
thermal Hall effect is based on the spin wave picture valid
just below the plateau, we expect that the magnitude and
qualitative features of the thermal Hall conductivity do
not change abruptly as we lower the magnetic field to
the regime |H| . 15 T investigated experimentally [38].
Comparison of the theory with experimental data of the
magnetization process and the thermal Hall conductivity
poses constraints on the coupling constants in the effec-
tive model, promoting a quasi-one-dimensional picture.
Based on this picture, we further analyze magnetic orders
at low temperatures using effective field theory (in close
parallel with the theory for Cs2CuCl4 [26, 27]), and point
out that the magnetic phase diagram can sensitively de-
pend on the field direction owing to the DM interaction,
as shown in Fig. 1(b,c). We thus find a striking similarity
to the physics of Cs2CuCl4.
The rest of this paper is organized as follows. In
Sec. II, we describe the microscopic spin- 12 model ob-
tained by DFT+U for volborthite in Ref. [47]. We then
perform a strong-coupling expansion to derive an effec-
tive pseudospin- 12 model on an anisotropic triangular lat-
3FIG. 2. (Color online) Schematic diagrams of (a) the microscopic spin- 1
2
model (3) and (b,c) the effective pseudospin- 1
2
model
(17) for a single magnetic layer of volborthite. Here, (b) shows only the nearest-neighbor interactions which appear in the
first-order strong-coupling expansion, and (c) shows further-neighbor interactions which appear in the second-order expansion.
Some of the interactions are shown only for representative bonds for brevity. See Eqs. (4), (5), and (16) and Table I for the
estimates of the (effective) coupling constants based on DFT+U [47]. For simplicity, we work with the approximate lattice in
which all the spins on the layer reside in the xy plane, and the central sites of neighboring trimers are connected by the vectors
u = (b,−a, 0)/2, v = (b, a, 0)/2, and b = (b, 0, 0). In (a), three spins on each trimer are labeled by j = 1, 2, 3 in ascending order
from left to right. In defining DM vectors, every bond is oriented from left to right, and an arrow (a dot or a cross) indicates
the in-plane (out-of-plane) component. The (effective) DM vectors are subject to constraints due to crystal symmetries such
as the inversion I about the center of each trimer and the two-fold screw (21) axis along each J1-J2 chain (see Appendix A).
A bar on a DM vector indicates pi rotation around the x axis.
tice. In Sec. III, we perform a spin wave analysis start-
ing from the 13 -plateau state, and analyze the field- and
temperature-dependences of the magnetization and the
thermal Hall conductivity. In Sec. IV, we analyze low-
temperature magnetic orders in light of an effective field
theory for a quasi-one-dimensional regime. In Sec. V, we
present a summary and an outlook for future studies.
II. MODEL
In this section, we describe the microscopic spin-
1
2 model obtained by DFT+U [47], and then per-
form a strong-coupling expansion to derive an effective
pseudospin- 12 model on an anisotropic triangular lattice.
Before presenting the theoretical models, let us briefly
review the low-temperature crystal structure of volbor-
thite. Below 155 K, volborthite shows the P21/a struc-
ture (space group No. 14) with the lattice constants
[19, 35]
a = 10.6489(1) A˚, b = 5.8415(1) A˚,
c = 14.4100(1) A˚, β = 95.586(1)◦.
(1)
We introduce the Cartesian coordinate (x, y, z) in such a
way that the x and y axes are along the crystallographic
b and a directions, respectively. In this coordinate, the
primitive vectors of the lattice are represented as
b = (b, 0, 0), a = (0, a, 0), c = c(0, cosβ,− sinβ). (2)
A single kagome layer extends in the xy or ab plane as
shown in Fig. 2, and two kinds of kagome layers are
stacked alternately in the c direction. The layer depen-
dence of exchange couplings is estimated to be small [47],
and neglected in the subsequent analysis.
A. Microscopic spin- 1
2
model
The microscopic spin- 12 model determined by DFT+U
[47] is shown in Fig. 2(a). We label each trimer by the
location r of its central site. Let Sr,j (j = 1, 2, 3) be
the three spin- 12 operators on the trimer. There are two
types of trimers, A and B; the sets of the central sites of
those trimers are denoted by A and B as well.
4The Hamiltonian is given by
H =
∑
r∈A∪B
(Hr +Hr,r+u +Hr,r+v +Hr,r+b) , (3)
where the vectors u, v, and b connect between neigh-
boring trimers as shown in Fig. 2. For a trimer at
r ∈ X = A,B, the intra-trimer interactions are given
by
Hr = J(Sr,1 · Sr,2 + Sr,2 · Sr,3)
+DX · (Sr,1 × Sr,2 − Sr,2 × Sr,3)− h ·
3∑
j=1
Sr,j
with DA = D, DB = D¯, and h = −gµBH/kB . Here,
a Zeeman energy in an external magnetic field H has
been included. Throughout this paper, a bar on a vector
indicates pi rotation around the x axis. The inter-trimer
interactions along u and v are given for r ∈ A by
Hr,r+u =J1Sr,3 · Sr+u,3 + J ′Sr,3 · Sr+u,2
+D1 · (Sr,3 × Sr+u,3) +D′ · (Sr,3 × Sr+u,2),
Hr,r+v =J1Sr,1 · Sr+v,1 + J ′Sr,2 · Sr+v,1
− D¯1 · (Sr,1 × Sr+v,1)− D¯′ · (Sr,2 × Sr+v,1),
and for r ∈ B by
Hr,r+u =J1Sr,1 · Sr+u,1 + J ′Sr,2 · Sr+u,1
−D1 · (Sr,1 × Sr+u,1)−D′ · (Sr,2 × Sr+u,1),
Hr,r+v =J1Sr,3 · Sr+v,3 + J ′Sr,3 · Sr+v,2
+ D¯1 · (Sr,3 × Sr+v,3) + D¯′ · (Sr,3 × Sr+v,2).
Furthermore, the inter-trimer interactions along b are
given for r ∈ X = A,B by
Hr,r+b =J2(Sr,1 · Sr+b,1 + Sr,3 · Sr+b,3)
−D2X · (Sr,1 × Sr+b,1 − Sr,3 × Sr+b,3)
with D2A = D2 and D2B = D¯2.
Based on DFT+U and the fit with the magnetic sus-
ceptibility data, the Heisenberg exchange couplings and
the Lande´ g-factor have been estimated as
J : J ′ : J1 : J2 = 1 : −0.2 : −0.5 : 0.2,
J = 252 K, g = 2.151.
(4)
Furthermore, the DM interactions on the J and J1 bonds
are estimated (after appropriate rescaling as noted in
Ref. [47]) as
D = (Dx, Dy, Dz) = (12, 7,−17) K,
D1 = (D
x
1 , D
y
1 , D
z
1) = (0, 3, 8) K.
(5)
The DM vectors D′ and D2 on the J ′ and J2 bonds have
not been estimated. We note that the presence of the
ferromagnetic J1 < 0 coupling is consistent with negative
magnetostriction along the x axis observed recently [40].
For the direction of the external field H, we mainly
consider the following two cases:
(i) H = (0, 0,−H) ‖ −zˆ, i.e., h = (0, 0, h) ‖ zˆ; (6a)
(ii) H = (−H, 0, 0) ‖ −xˆ, i.e., h = (h, 0, 0) ‖ xˆ (6b)
with h = gµBH/kB > 0. Here, H and h point in mutu-
ally opposite directions because of the negative g-factor
−g < 0 of an electron. Experiments have mainly been
performed for H ‖ ±zˆ.
B. Isolated trimer
We first consider the Hamiltonian for an isolated trimer
of type A, which is given by
Htrimer =J(S1 · S2 + S2 · S3)
+D · (S1 × S2 − S2 × S3)− h ·
3∑
j=1
Sj .
(7)
We note that the Hamiltonian for a trimer of type B can
be treated by replacing D by D¯ in the above. When
D = 0 and h = 0, because of the SU(2) symmetry and
the inversion symmetry around the site 2, the eigenstates
of Eq. (7) are classified into the quadruplet {|qµ〉}, the
even-parity doublet {|dµ〉}, and the odd-parity doublet
{|d′µ〉}, where µ is the eigenvalue of
∑3
j=1 S
z
j . Their wave
functions are given by
|q+ 32 〉 = | ↑↑↑〉,
|q+ 12 〉 =
1√
3
S−|q+ 32 〉 =
1√
3
(| ↑↑↓〉+ | ↓↑↑〉+ | ↑↓↑〉) ,
|q− 12 〉 =
1
2
S−|q+ 12 〉 =
1√
3
(| ↓↓↑〉+ | ↑↓↓〉+ | ↓↑↓〉) ,
|q− 32 〉 =
1√
3
S−|q− 12 〉 = | ↓↓↓〉,
|d+ 12 〉 =
1√
6
(| ↑↑↓〉+ | ↓↑↑〉 − 2| ↑↓↑〉) ,
|d− 12 〉 = S
−|d+ 12 〉 = −
1√
6
(| ↓↓↑〉+ | ↑↓↓〉 − 2| ↓↑↓〉) ,
|d′+ 12 〉 =
1√
2
(| ↑↑↓〉 − | ↓↑↑〉) ,
|d′− 12 〉 = S
−|d′+ 12 〉 = −
1√
2
(| ↓↓↑〉 − | ↑↓↓〉) , (8)
where S− =
∑3
j=1(S
x
j − iSyj ). The Zeeman term in
Eq. (7) commutes with the Heisenberg terms, and only
shifts the eigenenergies by −hµ when h = (0, 0, h). The
eigenenergies in this case are calculated as
|qµ〉 : 1
2
J − hµ;
|dµ〉 : − J − hµ;
|d′µ〉 : − hµ.
(9)
5At h = 0, the ground states are the even-parity doublet
|d± 12 〉; they are split for h 6= 0. For low temperatures
and low fields (T, |h|  J), it is therefore legitimate to
focus on the pseudospin- 12 subspace Span{|d± 12 〉}, as has
been done in Ref. [47].
When D = (Dx, Dy, Dz) 6= 0, however, the even-
parity doublet {|d± 12 〉} is modified. By assuming |D| 
J , the new eigenstates are given to first order in D by
|d˜± 12 〉 = |d± 12 〉±
iD∓√
6J
|q± 32 〉−
i
√
2Dz
3J
|q± 12 〉∓
iD±
3
√
2J
|q∓ 12 〉,
(10)
where D± := Dx±iDy. The presence of h = (0, 0, h) 6= 0
does not modify |d˜± 12 〉 in Eq. (10) to first order in h
because the Zeeman term does not mix {|dµ〉} with {|qµ〉}
or {|d′µ〉} (however, it does modify the eigenenergies as
in Eq. (9)).
C. Effective pseudospin- 1
2
model
We adopt the lowest-energy doublet {|d˜± 12 〉r} at h = 0
as the local basis on each trimer r ∈ A∪B, and perform
a strong coupling expansion [62] to derive the effective
Hamiltonian (see Refs. [63, 64] for related calculations
for distorted diamond chains). Using this doublet, we
introduce a pseudospin- 12 operator
Tr =
1
2
(
|d˜+ 12 〉r, |d˜− 12 〉r
)
σ
(
r〈d˜+ 12 |
r〈d˜− 12 |
)
, (11)
where σ = (σx, σy, σz) are Pauli matrices. We also in-
troduce a local projection operator Pr and a global one
P as
Pr = |d˜+ 12 〉rr〈d˜+ 12 |+ |d˜− 12 〉rr〈d˜− 12 |, P =
∏
r
Pr. (12)
The first-order effective Hamiltonian is derived by pro-
jecting the inter-trimer interactions onto the degenerate
manifold V0 =
⊗
r Span({|d˜± 12 〉r}). Using Eq. (10), the
projection of the spin operators gives the followings to
first order in D:
PrSr,1Pr = PrSr,3Pr =
2
3
Tr +
2
9J
DXr × Tr,
PrSr,2Pr = −1
3
Tr − 4
9J
DXr × Tr,
(13)
where Xr = A,B indicates the set of trimers which r
belongs to. Using these relations, the projection of the
inter-trimer interactions gives
PHr,r+uP = J (1st)1 Tr · Tr+u + XrD1 · (Tr × Tr+u),
PHr,r+vP = J (1st)1 Tr · Tr+v − XrD¯1 · (Tr × Tr+v),
PHr,r+bP = J (1st)2 Tr · Tr+b,
TABLE I. Nonzero coupling constants J∆r,X in the effec-
tive Hamiltonian (17). The vectors u and v are defined in
Fig. 2. Only for J3 and J ′3, the relative vector ∆r depends
on the sublattice X, as indicated in the corresponding rows.
The first- and second-order perturbative estimates (third and
fourth columns) are calculated from Eqs. (14) and (18), re-
spectively, for the parameter set (4) obtained by DFT+U .
relative vectors ∆r 1st-order 2nd-order
[(∆r, X) for J3, J ′3]
J1 u,v −44.8 K −34.9 K
J2 u+ v 44.8 K 36.5 K
J ′2 −u+ v 6.8 K
J3 (2u, A), (2v, B) 4.6 K
J ′3 (2v, A), (2u, B) 1.7 K
J4 2u+ v,u+ 2u 1.7 K
J5 2(u+ v) −1.3 K
where A = −B = 1 and
J (1st)1 =
2
9
(2J1 − J ′), J (1st)2 =
8
9
J2, (14)
D1 = 4
9
D1 − 2
9
D′ +
2
27J
[
2J1(D − D¯)− J ′(D − 4D¯)
]
.
(15)
Notably, the effects of the three DM interactions D, D1,
and D′ are now combined into the single effective DM
interaction D1. Furthermore, D2 has no contribution to
first order (as the contributions from the two DM inter-
actions ±D2X between two trimers cancel out). By using
Eq. (5) and setting D′ = 0 for simplicity, we obtain the
estimate
D1 = (Dx1 ,Dy1 ,Dz1) = (−0.5, 0.8, 4.8) K. (16)
The second-order contributions of the exchange cou-
plings to the effective Hamiltonian have been calculated
in Ref. [47], and found to have the magnitudes of sev-
eral Kelvin, which are comparable to |D1| above. Taking
into account these contributions also, we obtain the full
effective Hamiltonian
Heff =
∑
r
∑
∆r
J∆r,XrTr · Tr+∆r − h ·
∑
r
Tr
+
∑
r
Xr
[D1 · (Tr × Tr+u)− D¯1 · (Tr × Tr+v)] .
(17)
The coupling constants J∆r,X show seven nonzero dif-
ferent values as listed in Table I, and their second-order
expressions are given by
J (2nd)1 =
2
9
(2J1 − J ′) + 211J1
2 + 48J1J
′ − 118J ′2
1620J
+
8J2(−4J1 + 5J ′)
243J
,
6J (2nd)2 =
8
9
J2 − J2
2
81J
− 2(−2J1 + J
′)(−13J1 + 8J ′)
243J
,
J ′(2nd)2 =
2(−2J1 + J ′)(−5J1 − 8J ′)
243J
,
J (2nd)3 =
2(−5J1 + 4J ′)(−J1 − 4J ′)
243J
,
J ′(2nd)3 =
5(−2J1 + J ′)2
486J
,
J (2nd)4 =
8J2(−4J1 + 5J ′)
243J
,
J (2nd)5 =−
32J2
2
243J
. (18)
Most of these interactions do not depend on the sub-
lattice X, and have the translational invariance of the
anisotropic triangular lattice. Only the interactions J3,
J ′3, and D1 depend on the sublattice X, and double the
unit cell of the effective model; the primitive vectors of
the system then change to ±u + v. By using Eqs. (14)
and (18) for the parameter set (4), the effective coupling
constants are estimated in Table I.
Although the effective coupling constants other than
J1 and J2 in Table I have comparatively small
magnitudes, they can significantly influence the low-
temperature properties of physical quantities and the
phase diagram as we discuss in Sections III and IV. To
examine such sensitivity to the small effective coupling
constants, we allow a slight modification of the J3 cou-
pling from the second-order expression as
J3 = J (2nd)3 + δJ3. (19)
This modification is also useful in finding a parameter
set consistent with the experimental data of the mag-
netization and the thermal Hall conductivity, as we dis-
cuss in Sec. III E. Microscopically, δJ3 can arise from the
second-neighbor interaction J ′2 along the direction of the
J ′ bond in the original model—this interaction can be
written down as
J ′2
[∑
r∈A
Sr,3 · Sr+2u,1 +
∑
r∈B
Sr,3 · Sr+2v,1
]
, (20)
and the first-order perturbation theory gives δJ3 =
(4/9)J ′2.
III. SPIN WAVE ANALYSIS FROM THE
1
3
-PLATEAU STATE
In this section, we analyze the effective pseudospin- 12
Hamiltonian (17) at high fields by using the spin wave
theory. We mainly consider the case in which the field
is applied in the −z direction [see Eq. (6a)]. In experi-
ments for single crystals, a broad magnetization plateau
at 13 of the saturation has been found to appear for
H > Hc1 ' 27.5 T [35, 39]. In the effective model,
this corresponds to the fully polarized state of pseu-
dospins. Near but below the 13 -plateau phase, the system
can be viewed as a finite-density gas of magnons. We
consider the temperature regime where these magnons
are not condensed or forming bimagnon bound states.
We show that magnon Bloch states acquire a nonzero
Berry curvature through a combination of the effective
Heisenberg and DM interactions, giving rise to a ther-
mal Hall effect [58–61, 65]. We calculate the field- and
temperature-dependences of the magnetization and the
thermal Hall conductivity. Comparison with experimen-
tal data [35, 38] indicates the necessity to modify the
effective coupling constants significantly from the DFT-
based estimates (Table I and Eq. (16)), and we discuss
some constraints imposed on these constants. We also
discuss the cases of other field directions briefly. We
note that our analysis of the thermal Hall effect based on
the effective model sharply contrasts with those based on
isotropic kagome models [66, 67].
A. Spin wave Hamiltonian
We consider the effective pseudospin- 12 Hamiltonian
(17) with h = (0, 0, h) (h > 0). The plateau state at
high fields h corresponds to the fully polarized state of
pseudospins
⊗
r |d˜+ 12 〉r, which we view as the magnon
vacuum in the following. Then, T±r = T
x
r ± iT yr play
the role of magnon annihilation and creation operators,
and the magnon occupation number at the site r is given
by nr = T
−
r T
+
r =
1
2 − T zr . In the following, we replace
T+r by the bosonic annihilation operator ar satisfying the
commutation relation [ar, a
†
r′ ] = δrr′ , and introduce an
infinite on-site repulsion U0 → ∞ to impose the hard-
core constraint. Furthermore, concerning the DM inter-
actions, we only take into account the z component of
the DM vectors to simplify the analysis. This treatment
is justified below the saturation field and at low tem-
peratures as the x and y components of the DM vectors
vanish in the low-energy effective field theory as we see
in Sec. IV.
Our effective Hamiltonian (17) can thus be rewritten
in terms of the bosonic operators as
Heff = Nt
(J
4
− h
2
)
+ h
∑
r
nr +Hkin +Hint, (21)
where Nt is the number of trimers in the system and
J = 1
Nt
∑
r
∑
∆r
J∆r,Xr
= 2J1 + J2 + J ′2 + J3 + J ′3 + 2J4 + J5, (22)
Hkin = −J
∑
r
nr +
∑
r
∑
∆r
J∆r,Xr
2
(
a†r+∆rar + h.c.
)
+Dz1
∑
r
Xr
∑
∆r=u,v
i
2
(
a†r+∆rar − a†rar+∆r
)
,
(23)
7Hint =
U0
2
∑
r
nr(nr − 1) +
∑
r
∑
∆r
J∆r,Xrnrnr+∆r.
(24)
The first term in Eq. (21) is the energy of the magnon
vacuum. The second term is the Zeeman term, which
plays the role of a magnon chemical potential. The third
and fourth terms, Hkin and Hint, are magnon kinetic and
interaction energies, which do not depend on h. We note
that the total number of magnons,
∑
r nr, is conserved
in this Hamiltonian since we have neglected the x and y
components of the DM vectors.
We comment that the J1 and Dz1 terms in Hkin can be
combined into the form
−
∑
r
∑
∆r=u,v
1
2
√
J12 + (Dz1)2
(
e−iXrνa†r+∆rar + h.c.
)
,
(25)
where ν := arg(−J1 + iDz1). When J4 = 0, the phase
factor e−iXrν in Eq. (25) can be removed by performing
the gauge transformation a′r = e
iνar for r ∈ B while
keeping the other terms in the Hamiltonian unchanged.
However, such removal of phase factors from Hkin is not
possible for J4 6= 0 as the J4 term acquires phase factors
by the above gauge transformation. Therefore, the pres-
ence of J4 is crucial for finding nontrivial effects of the
complex hopping amplitude of magnons induced by Dz1 .
B. Magnon Bloch states
We first analyze the kinetic part Hkin [Eq. (23)] of the
spin wave Hamiltonian and determine the Bloch states
of magnons. By performing the Fourier expansion
ar =
1√
Nt/2
∑
k
eik·rakX (r ∈ X), (26)
where the sum is over the discrete wave vectors in the
first Brillouin zone, Hkin can be rewritten as
Hkin =
∑
k
(
a†kA, a
†
kB
)
M(k)
(
akA
akB
)
. (27)
Here, the 2× 2 matrix M(k) is given by
M(k) = E(k)I + J(k) · σ, (28)
where I is the identity matrix, σ = (σx, σy, σz) are the
Pauli matrices, and
E(k) = −J + J2 cos(ku + kv) + J ′2 cos(ku − kv)
+
1
2
(J3 + J ′3) [cos(2ku) + cos(2kv)]
+ J5 cos(2ku + 2kv),
Jx(k) = J1 (cos ku + cos kv)
+ J4 [cos(2ku + kv) + cos(ku + 2kv)] ,
Jy(k) = Dz1 (cos ku + cos kv) ,
Jz(k) =
1
2
(J3 − J ′3) [cos(2ku)− cos(2kv)]
(29)
(a)
(b)
FIG. 3. (Color online) (a) The energy E−(k) [Eq. (30)] and
(b) the dimensionless Berry curvature Ω−(k)/(ba) [Eqs. (40)
and (E1)] for the lower magnon band over the first Brillouin
zone. These are calculated for the second-order model (see
Table I) with the value of Dz1 in Eq. (16).
with ku = k · u and kv = k · v. The two Bloch energy
bands are calculated as
E±(k) = E(k)± |J(k)|. (30)
It is easy to show that the two bands touch along the
entire boundary of the Brillouin zone (|kx| = pi/b or
|ky| = pi/a), which can be interpreted as the Kramers
degeneracy due to certain antiunitary symmetries as ex-
plained in Appendix B. By parameterizing the vector
J(k) in terms of the polar coordinates as
J(k) = |J(k)| (sin θ(k) cosφ(k), sin θ(k) sinφ(k), cos θ(k)) ,
(31)
the eigenstates corresponding to Eq. (30) are given by
|ψ+(k)〉 =
(
cos(θ(k)/2)
eiφ(k) sin(θ(k)/2)
)
,
|ψ−(k)〉 =
(
− sin(θ(k)/2)
eiφ(k) cos(θ(k)/2)
)
.
(32)
Taking account of the second term (Zeeman energy)
in Eq. (21) also, we find that the single-magnon Bloch
state has an excitation energy E±(k) + h measured
from the vacuum (the 13 -plateau state). Introducing
E0 := mink E−(k), we find that the magnon excita-
tion energy is gapped over the entire Brillouin zone for
8h > hc1 := −E0. At h = hc1, the bottom of the lower
magnon band touches zero, leading to a Bose-Einstein
condensation of magnons [68, 69] at zero temperature.
For h < hc1, repulsion between magnons stabilizes a
finite-density condensate of magnons. Since the inter-
action part Hint [Eq. (24)] of the spin wave Hamiltonian
has no contribution in the single-magnon problem, hc1
gives the exact single-magnon condensation point.
In systems with competing ferromagnetic and antifer-
romagnetic interactions, however, multi-magnon bound
states are formed under certain conditions and can con-
dense before the single-magnon states do with lower-
ing the field h. A condensation of two-magnon bound
states (bimagnons) gives rise to a bond nematic order
[49–54]. In Ref. [47], it has been found that while
the first- and second-order models in Table I show a
conventional single-magnon condensation, slightly mod-
ified models with reduced J4 show a condensation of
bimagnons. Here we do not address the nature of the
low-temperature phase below the 13 -plateau phase in fur-
ther detail in this section. We are instead interested in
the thermodynamic behavior of magnons at finite tem-
peratures well above the regime where a single- or two-
magnon condensation occurs or magnon bound states are
formed.
The lower energy band E−(k) is plotted in Fig. 3(a)
for the second-order model (see Table I) with the value
of Dz1 in Eq. (16). It shows the minimum value E0 =
−35.2 K at k = ±(Q/b, , 0) with Q/(2pi) = 0.369. The
single-magnon condensation point is therefore given by
hc1 = 35.2 K = (gµB/kB) × 24.4 T, which reasonably
agrees with the low-field end Hc1 ' 27.5 T of the 13 -
plateau observed experimentally [35–37].
For a later purpose, we further consider the expansion
of E−(k) around the minima k = (±Q/b, 0):
E−(k) ≈ E0 + Cx
2
(kxb∓Q)2 + Cy
2
(kya)
2
, (33)
where the coefficients are given by (Cx, Cy) =
(42.8, 5.12) K for the case of Fig. 3(a). This leads
to a constant density of states G = 1/(pi
√
CxCy) =
0.0215 K−1 in units of Nt/2 at low energies.
C. Magnetization
To study a finite-density gas of magnons, it is impor-
tant to treat the magnon interaction part Hint in Eq. (24)
properly. To this end, we perform the mean-field decou-
pling of this part, which results in the effective chemical
potential µ = −(h− hc1)− 2Un for magnons [69]. Here,
n is the magnon number per trimer, and U is the effec-
tive interaction parameter which encompasses the effects
of all the interaction terms in Eq. (24). Furthermore, µ
is measured relative to E0 = −hc1 so that the conden-
sation occurs at µ = 0. Since there is a subtlety in the
mean-field treatment of the infinite on-site interaction
U0, it is challenging to determine U through a micro-
scopic calculation. We instead determine U later in such
a way that consistency with the experimental magneti-
zation data [35] is achieved. The magnon density n is
obtained as a function of µ and T as
n(µ, T ) =
1
Nt
∑
r
〈nr〉 = 1
2
∑
α=±
∫
BZ
d2kba
(2pi)2
ρα(k), (34)
where ρα(k) =
[
e(Eα(k)−E0−µ)/T − 1]−1 is the Bose dis-
tribution function and the integration is over the Bril-
louin zone. A finite magnon density n > 0 leads to a
reduction in the magnetization from the 13 -plateau.
In the experimental magnetization data M(H,T ) for
T = 1.4 K, a magnetization plateau with Mp = 0.38µB
(per Cu2+ ion) has been found after subtracting the van
Vleck contribution MVV = 0.000146 (T
−1) × µBH [35].
The deviation from the plateau, ∆M := M−MVV−Mp,
should be related with the magnon density n as
∆M = −gµBn(µ, T )/3, (35)
where the division by 3 comes from the fact that n is
defined per trimer. The magnetic field H is related with
the chemical potential µ and the magnon density n as
H−Hc1 = kB
gµB
(h−hc1) = − kB
gµB
[µ+2Un(µ, T )]. (36)
For given T and U , we can thus obtain the theoreti-
cal magnetization curve around H = Hc1 by calculating
n(µ, T ) in Eq. (34) as a function of µ < 0 and plotting
the relation between Eqs. (35) and (36). Although the
values of Hc1 are slightly different between theory and
experiment (as noted in Sec. III B), the magnetization
curves as a function of H − Hc1 can be compared in a
quantitative manner.
In Fig. 4(a), we compare the theoretical and experi-
mental magnetization curves for T = 1.4 K and 4.2 K.
In the absence of an interaction (U = 0), the magnon
density n ∝ −∆M diverges with lowering the field H to
Hc1. A finite magnon density n ∝ −∆M for H < Hc1
in the experimental data can therefore be interpreted
as a result of magnon repulsion. We determine the ef-
fective interaction parameter U in such a way that the
slope of the T = 1.4 K experimental magnetization
curve slightly below the 13 -plateau is reproduced (see
Appendix C). With U = 14.0 K, we indeed find good
agreement between theoretical and experimental curves
for −4 T < H − Hc1 < −2 T and T = 1.4 K. For
−2 T < H − Hc1 or T = 4.2 K, however, the magnon
density n ∝ −∆M tends to be larger in experiment than
in theory. This indicates that the density of states of
magnons from the 13 -plateau state in volborthite is larger
than that expected in the effective model with the present
parameter values. This simply implies that volborthite
is more frustrated than our present model.
We can indeed estimate the density of states of
magnons by fitting the experimental data using the
9-0.25
-0.2
-0.15
-0.1
-0.05
0
-10 -5 0 5 10
(a)
ΔM
 (µ
B
)
H - Hc1 (T)
Exp. T=1.4 K
Exp. T=4.2 K
Calc. T=1.4 K, U=14.0 K
Calc. T=4.2 K, U=14.0 K
Calc. T=1.4 K, U=0
Calc. T=4.2 K, U=0
-5 0 5
(b)
H - Hc1 (T)
Asymptotic
U=14.0 K, G=0.045 K-1
T=1.4 K
T=4.2 K
FIG. 4. (Color online) (a) Comparison of magnetization
curves between experiment [35] and our theoretical calcula-
tions for T = 1.4 K and 4.2 K. The magnetization is measured
relative to the 1
3
-plateau while the field H is relative to the
low-field end Hc1 of the plateau. The theoretical calculations
are performed by using Eqs. (35) and (36) for the same model
as in Fig. 3. The effective interaction parameter U = 14.0 K
is obtained so as to reproduce the slope of the T = 1.4 K
experimental curve slightly below the plateau [see Appendix
C]. When U is set to zero, the magnon density n ∝ −∆M di-
verges as H ↘ Hc1. (b) Fit of the experimental data with the
asymptotic form (37). This yields an estimate G = 0.045 K−1
of the low-energy density of states of magnons.
asymptotic form
h− hc1 = −2Un+ T exp
(
− 2n
GT
)
(n & GT/2) , (37)
which is derived in Appendix C. Here, G is the density of
states of magnons in units ofNt/2 in the low-energy limit.
The best fit as shown in Fig. 4(b) gives G = 0.045 K−1,
which is roughly twice as large as the value G = 0.0215
K−1 for the model used in Fig. 4(a). This indicates
the necessity to modify the effective coupling constants
{J∆r,X} to have consistency with experiment, as we dis-
cuss in more detail in Sec. III E.
D. Thermal Hall conductivity
The thermal Hall conductivity in the clean limit is
given by [59–61]
κxy = −k
2
BT
~V
· 2Nc
∑
α,k
c2(ρα(k))Ωα(k), (38)
where 2Nc is the number of layers in the system, and
V = (Nt/2)ab ·Ncc sinβ is the volume of the system (we
remind the reader that two inequivalent layers are alter-
nately stacked in the c direction in volborthite). Here,
we assume that inter-layer interactions can be neglected
and the contributions from different layers can simply be
summed up, hence the multiplication by 2Nc in Eq. (38).
The function c2(ρ) is given by
c2(ρ) = (1 + ρ)
(
ln
1 + ρ
ρ
)2
− (ln ρ)2 − 2Li2(−ρ), (39)
where Lim(z) =
∑∞
n=1 z
n/nm is the polylogarithm func-
tion; see the inset of Fig. 5(d) for a plot of c2(ρ). The
Berry curvature Ωα(k) (α = ±) is defined as
Ωα(k) = i
∑
i,j
ij〈∂iψα|∂jψα〉, (40)
where ∂i =
∂
∂ki
(i = x, y) and ij is an antisymmetric
tensor with xy = −yx = 1.
The dimensionless Berry curvature Ω−(k)/(ba) for the
lower band is plotted in Fig. 3(b). It shows the max-
imal value Ω−(k)/(ba) ' 3 × 10−4 near k = ±k∗ :=
±(pi/(2b), 0), and vanishes at the Brillouin zone bound-
ary. At k = k∗, the following simple expression of the
Berry curvature is available (see Appendix E for the
derivation):
Ω±(k∗)
ba
= ∓ (J3 − J
′
3)J4Dz1√
2 [(J1 − J4)2 + (Dz1)2]3/2
. (41)
This expression suggests that the sign and the magnitude
of the Berry curvature are controlled not only by the DM
interaction Dz1 but also by the long-range effective cou-
plings J3−J ′3 and J4 which arise from the second-order
strong-coupling expansion. Furthermore, the magnitude
of the Berry curvature in Eq. (41) depends significantly
on the nearest-neighbor effective coupling J1.
The importance of the effective coupling constants dis-
cussed above for the magnitude of the Berry curvature
can be understood as follows. In order to have nonzero
Ω±(k), the vector J(k) in Eq. (29) must form a solid an-
gle as we vary k in different directions. When Dz1 = 0 or
J3 − J ′3 = 0, one component of J(k) vanishes and J(k)
is thus constrained to a 2D plane. When J4 = 0, we
have J x(k) ∝ J y(k), and J(k) is again constrained to
a 2D plane. Therefore, Dz1 , J3 − J ′3, and J4 must all be
nonzero to have nonzero Ω±(k) and κxy. The importance
of these coupling constants can also be understood from
the following viewpoints: (i) When J3−J ′3 = Dz1 = 0, the
effective model acquires the invariance under the trans-
lations by u and v, and no longer satisfies minimal re-
quirement of a two-sublattice structure for a finite Berry
curvature; (ii) When J4 = 0, the complex hopping am-
plitude of magnons due to Dz1 can be transformed into a
real one by a gauge transformation as discussed in Sec.
III A. We note that the dimensionless Berry curvature
Ω−(k)/(ba) in Fig. 3(b) takes only small values of or-
der 10−4 over the entire Brillouin zone because the vec-
tor J(k) changes only around the −x direction owing to
−J1  |J3 − J ′3|, |J4|, |Dz1 | in the present model.
To evaluate κxy, it is useful to rewrite Eq. (38) as
κxy
T
= − 2k
2
B
~c sinβ
∑
α=±
∫
BZ
d2k
(2pi)2
c2(ρα(k))Ωα(k), (42)
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FIG. 5. (Color online) (a,b) The magnetization (measured
from the 1
3
-plateau as in Fig. 4) and (c,d) the thermal Hall
conductivity κxy(−H)/T = −κxy(H)/T as functions of H −
Hc1 and T for the same model as in Fig. 3. The inset of (d)
shows the function c2(ρ) in Eq. (39).
where the coefficient is evaluated as
2k2B
~c sinβ
= 2.521× 10−3 W ·K−2 ·m−1. (43)
We note that κxy/T is an antisymmetric function of the
magnetic field H: κxy(−H)/T = −κxy(H)/T . Since we
have assumed a field H = (0, 0,−H) in the −z direction
[see Eq. (6a)], our calculation based on Eq. (42) evaluates
the left-hand side of this relation.
In Fig. 5, we plot the magnetization ∆M relative
to the 13 -plateau and the thermal Hall conductivity
κxy(−H)/T = −κxy(H)/T as functions of H −Hc1 and
T . As we lower the field H or raise the temperature T ,
the magnon density n ∝ −∆M increases. At the same
time, |κxy(−H)|/T tends to increase although a non-
monotonic dependence on T starts around T = 16 K.
In particular, |κxy(−H)|/T shows a peak as a function
of T as seen in Fig. 5(d). The decrease in |κxy(−H)|/T
at high temperatures can be understood by noting that
the upper- and lower-band contributions gradually can-
cel out in Eq. (42) owing to the zero sum rule for the
Berry curvature
∑
α Ωα(k) = 0 [70] [see also Eq. (E1)]
and slower variation of the function c2(ρ) for a larger
number ρ of magnons [see the inset of Fig. 5(d)].
Let us now compare our results with the experimen-
tal data of Watanabe et al. [38] for |H| . 15 T. Al-
though the experimental field range is away from the 13 -
plateau, it is expected that magnitudes and qualitative
features of the thermal Hall conductivity do not change
abruptly as we vary |H| at sufficiently high temperatures
T & 2 K where there is no phase transition. The appear-
ance of a peak in the T dependence of |κxy(−H)|/T in
Fig. 5(d) is qualitatively consistent with the experimental
data for H = 15 T. However, the experimental peak value
κxy(−H)/T ∼ 4×10−5 W·K−2·m−1 is two orders of mag-
nitudes larger than our data in Fig. 5(c,d). Furthermore,
our data in Fig. 5(c,d) always show κxy(−H) < 0 while
the experimental data show κxy(−H) > 0 for T & 4 K.
We note that the sign and the magnitude of the thermal
Hall conductivity depend crucially on various effective
coupling constants as seen in the representative value of
the Berry curvature in Eq. (41). Specifically, the mag-
nitude of the right-hand side of Eq. (41) significantly in-
creases as we weaken J1 from the present estimate. We
discuss this issue further in Sec. III E.
In passing, we note that in general, the integral of the
Berry curvature over the Brillouin zone for an isolated
band, Nα :=
∫
BZ
d2k
2pi Ωα(k), is topologically quantized
to integers [71]. In the present case, however, the two
bands touch at the Brillouin zone boundary, and thus
the quantization rule does not apply individually for each
band. Indeed, in Fig. 3(b), Ω−(k)/(ba) shows positive
but small values over the Brillouin zone, and the full
integration of it gives only a tiny non-integer value N− =
7.5×10−4. This contrasts with the case of SrCu2(BO3)2,
for which a theory predicts the emergence of topologically
nontrivial bands and an associated large thermal Hall
conductivity through a combination of DM interactions
and a magnetic field [72].
E. Modification of the coupling constants
We have seen that the magnetization and the ther-
mal Hall conductivity calculated from our effective model
can capture some qualitative features of the experimen-
tal data [35, 38], but there are some quantitative discrep-
ancies. This indicates the necessity to modify the effec-
tive coupling constants, {J∆r,X} and D1, from the DFT-
based parameter set in Table I and Eq. (16). In tuning
these coupling constants, the following observations pro-
vide a useful guidance. Firstly, the magnetization data
have indicated that the low-energy density of states of
magnons, G, must be roughly twice as large as the value
for the DFT-based parameter set (see Fig. 4). Secondly,
the experimental data of κxy for H = 15 T [38] are two
orders of magnitude larger than our data for H ≈ 20-35 T
in Fig. 5; if we assume a smooth change of κxy between
these values of H, the Berry curvature Ω−(k) must be
two orders of magnitude larger than our calculated data
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FIG. 6. (Color online) (a) The energy E−(k) [Eq. (30)] and
(b) the dimensionless Berry curvature Ω−(k)/(ba) [Eqs. (40)
and (E1)] for the lower magnon band over the first Brillouin
zone. These are calculated for the modified parameter set
(46).
in Fig. 3(b). Lastly, the experimental value Hc1 = 27.5 T
[35, 37] of the low-field end of the 13 -plateau poses another
constraint. We can therefore summarize the quantitative
requirements for the effective model as follows:
hc1 = (gµB/kB)× 27.5 T = 39.7 K, (44a)
G =
1
pi
√
CxCy
= 0.045 K−1, (44b)
Ω−(k∗)
ba
∼ −0.03. (44c)
Here, for the Berry curvature Ω−(k), we take the repre-
sentative value at k = k∗, for which a simple analytical
expression (41) is available. The low-energy density of
states, G, can be determined by the curvature (Cx and
Cy in the x and y directions as in Eq. (33)) of the dis-
persion relation around the minima. We note that for a
given parameter set, accurate values of hc1, Cx, and Cy
can be obtained by numerically minimizing the dispersion
relation in Eq. (30); however, to see how they depend on
the effective coupling constants, the analytical (yet ap-
proximate) expressions in Eq. (D3) in Appendix D (valid
for 2J2 > −J1  others) are useful.
To satisfy the requirements in Eq. (44), we modify
the coupling constants in the following way. To enlarge
Ω−(k∗)/(ba) by two orders of magnitude, one must re-
duce the magnitude of the effective coupling J1 consider-
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FIG. 7. (Color online) Magnetization curves (measured from
the 1
3
-plateau) at T = 1.4 and 4.2 K. The theoretical curves
are calculated for the modified parameter set (46). For the ef-
fective interaction parameter U = 14.0 K tuned appropriately
[see Appendix C], the theoretical curves show a good agree-
ment with the experimental data [35]. The curves for the
non-interacting case U = 0 are also presented for comparison.
ably, which is achieved by reducing |J1| or enlarging |J ′|
from the DFT+U estimates in Eq. (4). Since the reduc-
tion in |J1| leads to enlargement in hc1, we must reduce
J2 (and thus J2) at the same time to satisfy Eq. (44a).
We also introduce a modification δJ3 to the J3 coupling
as in Eq. (19) to change the sign of the Berry curvature to
negative as required in Eq. (44c). After some examina-
tion, we have arrived at the following modified parameter
set:
J : J ′ : J1 : J2 = 1 : −0.5 : −0.3 : 0.1, δJ3 = 6 K. (45)
Here, the values of J and g are kept unchanged from Eq.
(4). The effective coupling constants are then given by
J1 = −7.2, J2 = 22.4, J ′2 = 1.1,
J3 = 3.6, J ′3 = 0.0, J4 = −1.1, J5 = −0.3,
D1 = (Dx1 ,Dy1 ,Dz1) = (−1.3, 2.0, 1.9) (K),
(46)
for which hc1 = 35.9 K = (gµB/kB)×24.8 T, (Cx, Cy) =
(26.2, 2.16) K, G = 0.0423 K−1, and Ω−(k∗)/(ba) =
−0.0200, approximately satisfying Eq. (44). We note
that Eq. (45) is not a unique choice, and there are various
other ways of approximately satisfying Eq. (44).
For the parameter set (46), the lower magnon band
E−(k), the dimensionless Berry curvature Ω−(k∗)/(ba),
the magnetization, and the thermal Hall conductivity
are presented in Figs. 6, 7, and 8. The energy band
E−(k) in Fig. 6(a) shows minima at k = ±(Q/b, 0) with
Q/(2pi) = 0.473. The Berry curvature Ω−(k∗)/(ba) in
Fig. 6(b) is negative over the entire Brillouin zone, and
have much larger amplitudes than in Fig. 3(b). Reflecting
this, the thermal Hall conductivity in Fig. 8(c,d) is posi-
tive and have much larger amplitudes than in Fig. 5(c,d).
Furthermore, the calculated magnetization curves show
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FIG. 8. (Color online) (a,b) The magnetization (measured
from the 1
3
-plateau) and (c,d) the thermal Hall conductivity
κxy(−H)/T = −κxy(H)/T as functions of H−Hc1 and T for
the modified parameter set (46).
a good agreement with the experimental data as seen in
Fig. 7; reflecting the larger magnon density of states G,
the magnon density n ∝ −∆M is larger in Figs. 7 and
8(a,b) than in Figs. 4 and 5(a,b).
F. Other field directions
We have so far considered the case in which the fieldH
is applied in the −zˆ direction [Eq. (6a)]. Here we briefly
discuss the case of other field directions.
When the field H is changed to the −yˆ direction, the
calculation of κxy can be done in parallel with the case
of H ‖ −zˆ discussed above by just replacing Dz1 by Dy1 .
Therefore, by measuring κxy for two different directions
of the field (−yˆ and −zˆ), one can determine the relative
sign and magnitude of Dy1 in comparison with Dz1 .
When the field H is changed to the −xˆ direction, the
system restores the 21 screw axis symmetry. In this case,
we have κxy = 0 because the heat current in the y direc-
tion changes its sign under the 21 operation.
IV. EFFECTIVE FIELD THEORY FOR A
QUASI-ONE-DIMENSIONAL REGIME
In this section, we analyze the low-temperature phases
of the effective pseudospin- 12 Hamiltonian (17) by means
of a field-theoretical method. The key point of our ap-
proach is the anisotropic triangular lattice structure of
the effective model as seen in Fig. 2(b). Among various
effective couplings in Table I, J2 on the horizontal bonds
has the largest magnitude. If we look only at the J2 cou-
pling and the Zeeman term, the system can be viewed as
an array of decoupled Heisenberg chains in a magnetic
field. In this case, the low-energy description of each
chain is given by the Tomonaga-Luttinger liquid (TLL)
theory unless the pseudospins are fully polarized by the
field. We can then include the other couplings in the
effective Hamiltonian, which couple different chains and
give rise to a variety of magnetic orders. We analyze the
competition among those inter-chain couplings through
a perturbative renormalization group (RG) method and
the chain mean field theory.
To facilitate the quasi-one-dimensional viewpoint, it is
useful to represent the positions r ∈ A ∪ B using the
x and y coordinates. The J2 and Zeeman parts of the
effective Hamiltonian can then be rewritten as
H2 +HZ =
∑
y
[
J2
∑
x
Tx,y · Tx+1,y − h ·
∑
x
Tx,y
]
.
(47)
Here, the coordinates y ∈ Z and x ∈ Z + y/2 are mea-
sured in units of a/2 and b, respectively. Even (odd)
y’s correspond to the sites in A (B). Interactions be-
tween nearest-neighbor chains are given by the J1 and
J4 couplings and the effective DM interaction, which are
expressed as
H1 = J1
∑
y
∑
x
Tx,y ·
(
Tx+ 12 ,y+1 + Tx− 12 ,y+1
)
,
H4 = J4
∑
y
∑
x
Tx,y ·
(
Tx+ 32 ,y+1 + Tx− 32 ,y+1
)
,
HDM =
∑
y
(−1)y
∑
x
[
− D¯1 · (Tx,y × Tx+ 12 ,y+1)
+D1 · (Tx,y × Tx− 12 ,y+1)
]
.
(48)
Interactions between next-nearest-neighbor chains are
given by the J ′2, J3, and J ′3 couplings, which are com-
bined into the form
H ′2 +H3 +H
′
3
=
∑
y:even
Tx,y · (J ′2Tx,y+2 + J ′3Tx+1,y+2 + J3Tx−1,y+2)
+
∑
y:odd
Tx,y · (J ′2Tx,y+2 + J3Tx+1,y+2 + J ′3Tx−1,y+2) .
(49)
Throughout this section, we do not consider the J5 cou-
pling as it only leads to a slight modification of the field-
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theoretical parameters (such as the velocity v and the
compactification radius R) of each chain.
Our analysis in this section is closely analogous to
those in Refs. [26, 27, 73], in which spatially anisotropic
triangular antiferromagnets have been studied in relation
with Cs2CuCl4. Therefore, we take some notations simi-
lar to these references, refer to some of their results, and
adapt them to the present problem. Some doubt may be
cast on the applicability of the coupled-chain approach
to volborthite since J1 has a magnitude comparable to
J2 in the estimates in Table I. However, numerical stud-
ies have indicated that predictions of the coupled-chain
approach can qualitatively continue up to rather large
values of inter-chain couplings. Examples include the
SDW and cone phases in spatially anisotropic triangu-
lar antiferromagnet [73] and the dimer and vector chiral
phases in the J1-J2 XXZ chain [74–78]. Furthermore,
in the present problem, |J1| can potentially be modified
into a much smaller value as we have discussed in Sec.
III E.
A. Field theory for a Heisenberg chain
Here we briefly summarize the field-theoretical
(bosonized) description of a spin- 12 antiferromagnetic
Heisenberg chain in a magnetic field, which corresponds
to a part of Eq. (47) with fixed y. The Hamiltonian is
given by
H1D = J
∑
x
Sx · Sx+1 − h
∑
x
Szx, J > 0, (50)
where x runs over integers or half-integers, and Sx is the
spin- 12 operator at the position x. The magnetic field h
is chosen to be in the z direction. The magnetization
m = (1/L)
∑
x〈Szx〉 = 〈Szx〉, with L being the number of
spins in the chain, is conserved in this Hamiltonian.
For any m less than the saturation, i.e., m ∈
(−1/2, 1/2), the low-energy description of Eq. (50) is
given by the TLL theory with the Hamiltonian
H1D =
v
2
∫
dx
[
(∂xφ)
2 + (∂xθ)
2
]
. (51)
Here, the bosonic fields φ(x) and θ(x) satisfy the commu-
tation relation [φ(x), θ(x′)] = iΘ(x − x′), where Θ(x) is
the Heaviside step function (with Θ(0) = 1/2). The field
φ(x) is compactified on a circle of radius R, and θ(x) is
analogously compactified with the radius 1/(2piR); the
vertex operators appearing in Eq. (53) below are con-
sistent with this compactification. The velocity v and
the compactification radius R are smooth functions of m.
The magnetization curve m(h) and the dependences of
v/J and R on m can be determined by numerically solv-
ing the integral equations obtained from the Bethe ansatz
[79–81]. In particular, the exponent η(m) = 2piR(m)2
monotonically decreases from η(0) = 1 to η(1/2) = 1/2
with the increase in m; see Fig. 10(c).
At a fixed magnetization m, the low-energy fluctua-
tions of spins occur around particular wave vectors k.
Such wave vectors are k = 0 and pi ± 2δ with δ = pim
for the “longitudinal” spin component Szx along the field
direction, and k = ±2δ and pi for the “transverse” spin
components S±x = S
x
x ± iSyx perpendicular to the field.
The spin operators can thus be decomposed as
Szx = m+ Sz0 (x) + ei(−pi+2δ)xSz−pi+2δ(x)
+ ei(pi−2δ)xSzpi−2δ(x),
S±x = e
i2δxS±2δ(x) + e−i2δxS±−2δ(x) + e±ipixS±pi (x).
(52)
Here, the operators Sµk (x) (µ = z,±) describe slowly
varying components, and are expressed in terms of the
bosonic fields as
Sz0 (x) =
1
2piR
∂xφ, Sz∓pi±2δ(x) = ∓
A1
2i
e±iφ/R,
S+±2δ(x) = ±
A2
2i
ei2piRθe±iφ/R, S−±2δ(x) = S+∓2δ(x)†,
S±pi (x) = A3e±i2piRθ.
(53)
The coefficients A1, A2, and A3 are also smooth func-
tions of m, and have been determined numerically in
Ref. [82]. Among the operators in Eq. (53), Sz∓pi±2δ
and S±pi with comparatively smaller scaling dimensions
∆SDW = 1/(2η) and ∆± = η/2, respectively, can play
particularly important roles in the low-energy physics.
The other operators, Sz0 and S±2δ, have scaling dimen-
sions 1 and η/2 + 1/(2η), respectively.
B. Field theory for coupled chains
Let us now consider the coupled-chain problem with
Eqs. (47), (48), and (49). Here we present the field-
theoretical expressions of various inter-chain couplings,
and discuss their relevances to the low-energy physics on
the basis of their scaling dimensions. More detailed dis-
cussions on the competition among those couplings are
given in Sec. IV C.
1. Magnetic field in the z direction
We first consider the case in which the field h is applied
in the z direction. Using Eq. (52) for each chain labeled
by y, the pseudospin operators are expressed as
T zx,y = m+ Szy;0(x) + ei(−pi+2δ)xSzy;−pi+2δ(x)
+ ei(pi−2δ)xSzy;pi−2δ(x),
T±x,y = e
i2δxS±y;2δ(x) + e−i2δxS±y;−2δ(x) + e±ipixS±y;pi(x)
(54)
with m = (1/Nt)
∑
x,y〈T zx,y〉 and δ = pim. The opera-
tors Sµy;k(x) (µ = z,±) can be expressed in terms of the
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bosonic fields φy(x) and θy(x) defined on each chain, as
in Eq. (53).
The J1 and J4 couplings between nearest-neighbor
chains in Eq. (48) are then expressed as
H1 +H4
=
∑
y
∫
dx
[
2(J1 + J4)
(
m2 + Szy;0Szy+1;0
)
− γSDW
(Szy;−pi+2δSzy+1;pi−2δ + h.c.)
− γcone
(−iS+y;pi∂xS−y+1;pi + h.c.)+ . . . ]
(55)
with
γSDW = 2 (−J1 sin δ + J4 sin 3δ) ,
γcone = (−J1 + 3J4) /2. (56)
As discussed by Starykh et al. [26, 27, 83] (and nu-
merically demonstrated in Ref. [73]), the interactions in
Eq. (55) lead to competition between SDW and cone or-
ders. Namely, the γSDW term with the scaling dimension
2∆SDW = 1/η induces the incommensurate SDW order
at low fields while the γcone term with the scaling dimen-
sion 1 + 2∆± = 1 + η induces the incommensurate cone
order at high fields (below the saturation); see Fig. 10(c)
for the plots of these scaling dimensions. The interaction
Szy;0Szy+1;0 with the scaling dimension 2 is marginal for
any m ∈ (−1/2, 1/2). The ellipsis in Eq. (55) indicates
other terms which have larger scaling dimensions and are
less important in the low-energy physics.
The simple scenario of the SDW-cone competition in
Eq. (55) may break down if we also consider other cou-
plings in the effective Hamiltonian. Specifically, the
J ′2, J3, and J ′3 couplings between next-nearest-neighbor
chains in Eq. (49) are expressed as
H ′2 +H3 +H
′
3
=
∑
y
∫
dx
{
(J ′2 + J3 + J ′3)
(
m2 + Szy;0Szy+2;0
)
− [(γ′SDW + i(−1)yγ′′SDW)Szy;−pi+2δSzy+2;pi−2δ + h.c.]
− γ
′
2
(S+y;piS−y+2;pi + h.c.)
+ (−1)yγ′cone
(S+y;pi∂xS−y+2;pi + h.c.)+ . . .}
(57)
with
γ′SDW = −J ′2 + (J3 + J ′3) cos 2δ,
γ′′SDW = (J3 − J ′3) sin 2δ,
γ′ = −J ′2 + J3 + J ′3,
γ′cone = (J3 − J ′3)/2.
(58)
The γ′SDW and γ
′′
SDW terms have the same scaling dimen-
sion as the γSDW term while the γ
′
cone term has the same
scaling dimension as the γcone term. The γ
′ term has
a smaller scaling dimension 2∆± = η, and grow much
faster than the other terms in the RG flow; when γ′ > 0
(γ′ < 0), it has the effect of stabilizing (destabilizing) the
cone order induced by the γcone term. However, whether
this term dominates the low-energy physics depends on
the initial (bare) value of γ′, and this issue is analyzed in
more detail in Sec. IV C.
For m 6= 0, the effective DM interaction in Eq. (48) is
expressed as
HDM = Dz1
∑
y
(−1)y
∫
dx
[
1
2
(S+y;pi∂xS−y+1;pi + h.c.)+ . . . ] .
(59)
We note that the x and y components of the DM in-
teractions disappear in a perturbative treatment because
T±x,y and T
z
x,y have Fourier components with separated
wave vectors for m 6= 0 as seen in Eq. (54). The interac-
tion in Eq. (59) has the form similar to the γcone term in
Eq. (55). In fact, the two terms can be combined as∑
y
∫
dx i
(
γcone − i(−1)yD
z
1
2
)
S+y;pi∂xS−y+1;pi + h.c.
=
∑
y
∫
dx γ¯cone
(
iS¯+y;pi∂xS¯−y+1;pi + h.c.
)
,
(60)
where we define
S¯±y;pi(x) := exp
[
±i1− (−1)
y
2
ν
]
S±y;pi(x),
γ¯cone :=
√
γ2cone + (Dz1/2)2,
ν := arg (γcone + iDz1/2) .
(61)
We note that the other terms in Eqs. (55) and (57) remain
unchanged under the “gauge transformation” of S±y:pi(x)
done here. Therefore, the effects of the Dz1 term are to
enlarge the amplitude γ¯SDW of the cone-inducing term
and to modify the resulting cone structure slightly via
the gauge transformation. The gauge transformation in-
troduced here is analogous to the one discussed in the
spin wave analysis; see the last paragraph of Sec. III A.
Contrary to that case, the condition J4 = 0 is not re-
quired in the present discussion. This implies that in
the low-energy theory, the thermal Hall conductivity κxy
vanishes even for J4 6= 0.
At sufficiently low fields, the x and y components of
the DM interaction can also play certain roles in the low-
energy physics because the shift δ = pim of momenta in
Eq. (54) vanishes as m→ 0. For a better understanding
of this regime, it is useful to consider the case of precisely
zero field, i.e., the case of m = 0, as we do next.
2. Zero magnetic field
For m = 0, Eq. (54) can simply be written as
Tx,y = My(x) + (−1)x−y/2Ny(x), (62)
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which is based on the following mapping:
Szy;0 →Mzy ,
e−i
pi
2 ySzy;−pi+2δ + ei
pi
2 ySzy;pi−2δ → Nzy ,
S±y;2δ + S±y;−2δ →M±y ≡Mxy ± iMyy ,
e±i
pi
2 yS±y;pi → N±y ≡ Nxy ± iNyy .
(63)
Here, the uniform and staggered components, My(x) and
Ny(x), have the scaling dimensions 1 and 1/2, respec-
tively. The effective DM interactions can then be ex-
pressed as
HDM =
∑
y
(−1)y
∫
dx
∑
b,c=x,y,z[
− xbcDx1
(
M by∂xM
c
y+1 + 2N
b
yN
c
y+1 + . . .
)
+
∑
a=y,z
abcDa1
(
2M byM
c
y+1 +N
b
y∂xN
c
y+1 + . . .
) ]
.
(64)
The term N byN
c
y+1 has the smallest scaling dimension 1,
and grows fastest in the RG flow. If this term dominates
the low-energy physics, an “orthogonal” order in which
spins rotate by ±90◦ in the yz plane (Fig. 9) appears.
Once this order appears at zero field, it is expected to
persist in the low-field regime.
3. Magnetic field in the x direction
When the field is applied in the x direction, we can per-
form the same line of analysis as in Sec. IV B 1 by express-
ing T xx,y and T˜
±
x,y := T
y
x,y ± iT zx,y in terms of S˜zy;k(x) and
S˜±y;k(x), respectively, in a way analogous to Eq. (54). The
only difference occurs in the expression of the effective
DM interaction HDM. Specifically, for m := 〈Sxx〉 6= 0,
only the x component of the DM interaction remains in
a perturbative treatment, and it is expressed as
HDM = −Dx1
∑
y
(−1)y
∫
dx
[ (
S˜+y;piS˜−y+1;pi + h.c.
)
+ . . .
]
.
(65)
This interaction is a finite-field version of the N byN
c
y+1
term in Eq. (64), and has a small scaling dimension
2∆± = η. It thus grows as fast as the γ′ term in Eq.
(57) along the RG flow, and potentially dominates the
low-energy physics over the entire range of the magnetic
field below the 13 -plateau. If this happens, a canted or-
thogonal order in which pseudospins 〈Tx,y〉 have the con-
stant magnetization m in the x direction and rotate by
±90◦ in the yz plane (as in Eq. (82) below) appears up
to the 13 -plateau. Unfortunately, in
51V NMR measure-
ments as were done in Refs. [35, 36], this order would
show no direct signal because of the cancellation of the
internal fields at the V site as seen in Fig. 9.
FIG. 9. (Color online) Orthogonal order in the original spin-
1
2
system, based on Eqs. (13) and (82) with Θ0 = 0. This
order is induced by the Dx1 interaction in Eq. (64) and formed
in the yz plane. When a magnetic field is applied in the x
direction, the spins further acquire nonzero averages, 〈Sxr,1〉 =
〈Sxr,3〉 ≈ 23m and 〈Sxr,2〉 ≈ − 13m in the x direction, leading to
a canted order. In 51V NMR measurements as were done in
Refs. [35, 36], this order would show no direct signal because
the internal fields at the V site from the surrounding spins on
the hexagon cancel out except the uniform component in the
x direction.
C. Chain mean field theory
We now quantitatively analyze the competition
among the inter-chain couplings which are described in
Sec. IV B. Specifically, following Ref. [27], we calculate
the critical temperatures associated with different mag-
netic orders using the chain mean field theory. The order
with the highest critical temperature is expected to be
selected among the competition. We first summarize our
results in Sec. IV C 1, and then describe the details of the
analysis in the subsequent sections. The processes of cal-
culations go essentially the same way as in Appendix D
of Ref. [27], and we roughly describe the ideas and adapt
their results to the present model.
1. Summary of the results
We consider the problem using the modified parameter
set in Eqs. (45) and (46). If we directly use this parameter
set, we have a rather large value (γ′ = 2.5 K) of the
relevant γ′ coupling, and the γ′ term dominates the low-
energy physics over the entire range of the magnetic field
below the 13 -plateau for h ‖ zˆ. To obtain a rich phase
diagram as observed experimentally [35–37] (and shown
16
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FIG. 10. (Color online) Critical temperatures associated
with the SDW, incommensurate cone, and canted orthogonal
orders, determined by the chain mean field theory for (a) h ‖ zˆ
and (b) h ‖ xˆ. We use the modified parameter set in Eqs. (45)
and (46), but change the value of δJ3 to δJ3 ∈ {3.6, 3.8, 4.0}
K, which correspond to γ′ ∈ {0.1, 0.3, 0.5} K, respectively. In
(a), the critical temperature for the orthogonal order (dashed
horizontal lines at T ∼ 3 K) is estimated from the data for
smallest m in (b); the stability of this order against the change
in m is unfortunately beyond the scope of the present anal-
ysis. (c) Scaling dimensions of the inter-chain couplings that
induce the three types of orders. The γSDW and γcone terms
in Eq. (55) have the scaling dimensions 2∆SDW and 1 + 2∆±,
respectively, whose crossing at m ≈ 0.3 leads to the scenario
of the SDW-cone competition. The γ′ and Dx1 terms in Eqs.
(57) and (65) have the smaller scaling dimension 2∆±, and
substantially change the magnetic phase diagrams unless their
magnitudes are suppressed.
in Fig. 1), the value of γ′ hence needs to be suppressed.
In our results presented here, we set δJ3 ∈ {3.6, 3.8, 4.0}
K (instead of δJ3 = 6.0 K in Eq. (45)), which correspond
to γ′ ∈ {0.1, 0.3, 0.5} K, respectively.
The calculated critical temperatures are displayed in
Fig. 10(a,b); see also Fig. 1 for the resulting phase dia-
grams at zero temperature. We first look at the result
for (a) h ‖ zˆ. For γ′ = 0.1 K, which is sufficiently small,
we find that the scenario of the SDW-cone competition
in Eq. (55) essentially holds: as we lower the tempera-
ture, the SDW and cone orders first set in for m . 0.3
and m & 0.3, respectively. For γ′ = 0.3 and 0.5 K, in
contrast, the cone order is stabilized significantly by the
γ′ coupling, and it wins against the SDW order over the
full range of the magnetization m. At sufficiently small
m, the orthogonal order induced by the Dx1 interaction
sets in even before the cone order does, as indicated by
dashed horizontal lines at T ∼ 3 K in Fig. 10(a). We
also note that close to the saturation m = 1/2, the bond
nematic order appears due to condensation of bimagnons
for a certain range of parameters [47]; unfortunately, we
are not aware of an appropriate method for describing
this order within bosonization for the present anisotropic
triangular system.
Our result indicates that in order to obtain the SDW
order over an extended range of the field as observed ex-
perimentally [35, 36], the following constraint is required
on the value of γ′:
|γ′| = | − J ′2 + J3 + J ′3| . 0.1 K. (66)
Unfortunately, we have not been able to find a parame-
ter set which simultaneously satisfies the requirements in
Eqs. (44) and (66). We further note that the range of γ′
in Eq. (66) is too narrow to be satisfied in a realistic sys-
tem. Since our analysis is performed in the limit of weak
inter-chain couplings, we expect that the constraint in
Eq. (66) is loosened with the increase in the magnitudes
of the inter-chain couplings in order to be consistent with
experiment. This indicates that a nontrivial stabilization
mechanism of the SDW order exists beyond the scope of
the perturbative RG approach. We also note that de-
fects present in volborthite crystals [19] can have non-
trivial effects on the stabilization of the SDW order—as
the SDW state breaks only the translational symmetry,
such defects can act as random fields on the SDW or-
der parameter, as is known in the context of collective
pinning [84] (for further discussion, see Sec. V A of Ref.
[83]).
We next look at the result for (b) h ‖ xˆ. In this case,
the canted orthogonal order first sets in owing to relevant
Dx1 over the full range of m below the saturation.
Our results indicate that the magnetic phase diagrams
depend sensitively on the direction of the magnetic field,
as summarized in Fig. 1(b,c). The experimental in-
vestigations of the phase diagram [35–37] have mainly
been conducted for magnetic fields perpendicular to the
kagome plane, i.e., h ‖ zˆ. It will be interesting if these
experiments are extended to other directions of the mag-
netic field to uncover nontrivial roles of the DM interac-
tions as predicted here.
2. SDW phase
The inter-chain couplings related to a magnetic order-
ing in the longitudinal component 〈T zx,y〉 are summarized
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as
HSDW =
∑
y
∫
dx
A21
2
[
− γSDW cos φy − φy+1
R
− γ′SDW cos
φy − φy+2
R
+ (−1)yγ′′SDW sin
φy − φy+2
R
]
.
(67)
For γSDW > 0 and γ
′
SDW = γ
′′
SDW = 0, the ground state
of this Hamiltonian is clearly given by φy(x) = φ0 (con-
stant). Small γ′SDW and γ
′′
SDW would not modify this
ground state since the expansion of (67) around this state
does not produce any term linear in φy’s. By setting
〈eiφy/R〉 = ψ˜ = |ψ˜|eiΦ0 and performing the mean-field
decoupling of the inter-chain couplings, we obtain
HmfSDW = −A21 (γSDW + γ′SDW) |ψ˜|
∑
y
∫
dx cos
(
φy
R
− Φ0
)
.
(68)
The resulting state is the incommensurate SDW order in
the longitudinal component along the magnetic field:
〈T zx,y〉 = m+A1|ψ˜| sin [(pi − 2δ)x− Φ0] . (69)
Combining Eq. (68) with the unperturbed Hamiltonian,
which is the TLL theory (51) for each chain, we obtain a
collection of sine-Gordon models decoupled into different
chains. We can then calculate the finite-temperature av-
erage 〈eiφy/R〉 perturbatively in powers of ψ˜, obtaining
the self-consistent equation. The leading-order result is
|ψ˜| = A21(γSDW+γ′SDW)|ψ˜|χ∆SDW(q = 0, ωn = 0;T )+. . . ,
(70)
where χ∆ is the momentum- and frequency-dependent
susceptibility of the vertex operator O∆ = cos
(√
4pi∆φ
)
[or O∆ = cos
(√
4pi∆θ
)
, which leads to the identical re-
sult], evaluated in the TLL theory. The condition that
Eq. (70) acquires a nontrivial solution |ψ˜| > 0 results in
the following implicit equation for the critical tempera-
ture TSDW:
1 = A21(γSDW + γ
′
SDW)χ∆SDW(q = 0, ωn = 0;TSDW).
(71)
By solving this equation, the critical temperature is given
by (see Eq. (D8) in Ref. [27])(
2piTSDW
v
)2−2∆SDW
= λSDW
Γ(1−∆SDW)Γ2(∆SDW/2)
Γ(∆SDW)Γ2(1−∆SDW/2)
×
[
1 + λSDW
Γ(∆SDW − 1/2)√
pi(1−∆SDW)Γ(∆SDW)
]−1
with λSDW = piA
2
1 (γSDW + γ
′
SDW) /(2v).
3. Cone phase
We next discuss magnetic orderings in the transverse
components 〈T±x,y〉, first focusing on the case of h ‖ zˆ. In
this case, the effective DM interaction can be treated by
the suitable gauge transformation of S±y;pi(x) in Eq. (61).
Reflecting this, we introduce the shifted field θ¯y(x) as
2piRθ¯y = 2piRθy +
1− (−1)y
2
ν. (72)
The inter-chain couplings related to a magnetic ordering
in the transverse component are then summarized as
Hcone =
∑
y
∫
dxA23
{
2piRγ¯cone
(
∂xθ¯y + ∂xθ¯y+1
)
× cos [2piR (θ¯y − θ¯y+1)]
− γ′ cos [2piR (θ¯y − θ¯y+2)]
+ (−1)y2piRγ′cone
(
∂xθ¯y + ∂xθ¯y+2
)
× sin [2piR (θ¯y − θ¯y+2)] }.
(73)
As first pointed out by Nersesyan et al. [75], the interac-
tion like the γ¯cone term here leads to an incommensurate
transverse order. To describe such an order, it is use-
ful to set 2piRθ¯y = −q0x + 2piRθ˜y, where the first term
on the r.h.s. describes the incommensurate rotation of
spins and the second the slowly varying component. The
inter-chain couplings in Eq. (73) are then rewritten as
Hcone =
∑
y
∫
dxA23
{
− 2q0γ¯cone cos
[
2piR
(
θ˜y − θ˜y+1
)]
− γ′ cos
[
2piR
(
θ˜y − θ˜y+2
)]
+ 2(−1)yq0γ′cone sin
[
2piR
(
θ˜y − θ˜y+2
)]}
.
By further setting 〈ei2piRθ˜y 〉 = ψ˜ = |ψ˜|eiΘ0 and perform-
ing the mean-field decoupling, we obtain
Hmfcone =− 2A23 (2q0γ¯cone + γ′) |ψ˜|
×
∑
y
∫
dx cos
(
2piRθ˜y −Θ0
)
.
(74)
The resulting state is the incommensurate transverse or-
der (the cone order) with
〈T±x,y〉 = A3|ψ˜| exp
{
±i
[
(pi − q0)x− 1− (−1)
y
2
ν + Θ0
]}
.
(75)
We can determine the associated critical temperature
Tcone in a way similar to Sec. IV C 2. However, reflect-
ing the transformation from θ¯y to θ˜y, the susceptibility
should be evaluated at the wave vector q0. The condition
for the critical temperature Tcone is then given by
1 = 2A23 (2q0γ¯cone + γ
′)χ∆± (q0, 0;Tcone) . (76)
The wave vector q0 is determined in such a way as to
maximize Tcone. In this way, a set of implicit equations
18
for determining Tcone and q0 are obtained as (see Eq.
(D23) in Ref. [27])
4Im Ψ
(
∆±
2
+ ir
)
=
2pi sinh(2pir)
cosh(2pir)− cos(pi∆±)
+
λcones
λconesr + λ′
,
s2−2∆±
λconesr + λ′
=
Γ(1−∆±)
Γ(∆±)
∣∣∣∣Γ(∆±2 + ir
) ∣∣∣∣4
× [cosh(2pir)− cos(pi∆±)] ,
(77)
where we introduce
s =
2piTcone
v
, r =
vq0
4piTcone
,
λcone =
2A23γ¯cone
piv
, λ′ =
A23γ
′
2piv
.
When Dx1 is sufficiently weak, a similar cone order can
also appear for h ‖ xˆ. Such a case can be analyzed by
setting Dz1 → 0 in the above argument.
4. Orthogonal phase
We consider the case of h ‖ xˆ, when the Dx1 interaction
(65) can play a significant role. This interaction can be
rewritten as
HDM = −Dx1
∑
y
(−1)y
∫
dx2A23 cos [2piR(θy − θy+1)]+. . .
(78)
For Dx1 < 0 as in Eq. (46), the ground state of this cou-
pling is given by the state with cos [2piR(θy − θy+1)] =
−(−1)y, i.e.,
2piRθy(x) = npi + Θ0 (y = 2n− 1, 2n; n ∈ Z), (79)
where Θ0 is a constant. To analyze this order, it is useful
to introduce the shifted field θ¯y(x) via
2piRθy(x) = 2piRθ¯y(x) + npi. (80)
The inter-chain coupling related to this order is then sum-
marized as
Horth =
∑
y
∫
dxA23
{
2Dx1 cos
[
2piR(θ¯y − θ¯y+1)
]
+ γ′ cos
[
2piR(θ¯y − θ¯y+2)
] }
.
(81)
Here, we did not include the γcone and γ
′
cone terms as
they vanish after the mean-field treatment. By setting
〈ei2piRθ¯y 〉 = ψ˜ = |ψ˜|eiΘ0 and performing the mean-field
decoupling, we obtain
Hmforth = −
∑
y
∫
dx2A23 (−2Dx1 − γ′) |ψ˜| cos
(
2piRθ¯y −Θ0
)
.
The resulting state is the commensurate transverse order
(the canted orthogonal order) with
〈T˜±x,y〉 = 〈T yx,y ± iT zx,y〉 = A3|ψ˜|e±i[pi(n+x)+Θ0]. (82)
The condition for the critical temperature Torth is given
by
1 = 2A23 (−2Dx1 − γ′)χ∆±(q = 0, ωn = 0;Torth),
which is independent of Θ0. By solving this equation,
the transition temperature is obtained as
s2−2∆±
λorth
=
Γ(1−∆±)
Γ(∆±)
∣∣∣∣Γ(∆±2
) ∣∣∣∣4 [1− cos(pi∆±)] ,
(83)
where we introduce
s =
2piTorth
v
, λorth =
A23
2piv
(−2Dx1 − γ′).
This is similar to the second equation in Eq. (77) but
with r = 0 because of the commensurate nature. We note
that Θ0 in Eq. (82) should in the end be fixed at a certain
value as the effective spin model (17) does not possess a
spin rotational symmetry around any axis owing to the
DM interactions; unfortunately, the value of Θ0 cannot
be determined by the present mean field approach.
V. SUMMARY AND OUTLOOK
In this paper, on the basis of the coupled-trimer model
of Ref. [47], we have investigated the effects of DM in-
teractions on the magnetic properties of volborthite. By
means of a strong-coupling expansion, we have derived an
effective pseudospin- 12 model on an anisotropic triangular
lattice. In the effective model, the magnetic anisotropy
is characterized by a single effective DM vector D1 (in
contrast to four vectors in the original model), which
leads to a significant simplification of our analysis. We
have performed a spin wave analysis starting from the
1
3 -plateau state for the case of magnetic fields perpendic-
ular to the kagome layer. The magnon Bloch states have
been found to acquire a nonzero Berry curvature, which
gives rise to a thermal Hall effect. Our magnon Bose
gas theory can explain qualitative features of the mag-
netization and the thermal Hall conductivity measured
experimentally. Through a further quantitative compar-
ison with experiment, we have derived some constraints
on the effective model as in Eq. (44). In particular, the
requirement of enlarging the Berry curvature by two or-
ders of magnitude leads to a much smaller magnitude of
the J1 coupling, promoting a quasi-one-dimensional pic-
ture. Based on this picture, we have analyzed magnetic
orders at low temperatures using effective field theory.
The requirement that the SDW phase appear for an ex-
tended range of the magnetic field poses the constraint
(66) on the magnitude of the relevant γ′ coupling be-
tween the second-neighbor chains. Assuming this, we
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have predicted the magnetic phase diagrams as schemat-
ically shown in Fig. 1(b,c), which sensitively depend on
the field direction. Unfortunately, we have not been able
to find a parameter set which simultaneously satisfy the
constraints in Eqs. (44) and (66), leaving open the issue of
more precise determination of the microscopic spin model
of volborthite.
Our analysis of the thermal Hall effect has been fo-
cused on the regime just below the 13 -plateau, where the
system can be described as a low-density gas of magnons.
This approach is less effective with lowering the magnetic
field as the mutual interactions between magnons become
more significant. It is worth noting that the pseudospin- 12
effective model on an anisotropic triangular lattice has a
structure similar to that of Cs2CuCl4, and may support
fractionalized excitations such as spinons, psinons, and
antipsinons in such an intermediate-field regime [28, 29].
It is an interesting theoretical challenge to calculate the
thermal Hall conductivity based on those fractionalized
excitations. Such a calculation can be directly compared
with the thermal Hall conductivity data up to 15 T of
Watanabe et al. [38]. If experimental measurements can
be extended to higher fields, it would provide an excit-
ing possibility of observing the crossover from fraction-
alized excitations to magnons through transport proper-
ties. It would also be interesting to investigate the role
of magnon bound states, which appear below 1 K around
the low-field end of the 13 -plateau, on transport proper-
ties.
The experimental investigations of the magnetic phase
diagram [35–37] have mostly been conducted for the case
of H ‖ z as shown in Fig. 1(a). Furthermore, the nature
of Phase I has yet to be explored in single crystals. We
expect that the prediction of a crucial dependence on the
field direction and the characterization of different phases
in Fig. 1(b,c) in this work stimulate further experimental
studies. The nature of the two-step transition to Phase
I with decrease in temperature [36, 37, 43] also merits
further investigation in both theory and experiment.
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Romha´nyi, and O. Starykh. This work was supported by
KAKENHI Grant No. JP18K03446 and No. JP16K05425
from the Japan Society for the Promotion of Science,
Matsuo Foundation, and Keio Gijuku Academic Devel-
opment Funds.
Appendix A: Symmetry consideration of DM
interactions
Here we discuss how the symmetry of the space group
P21/a (No. 14) imposes constraints on the DM vectors
as shown in Fig. 2.
Firstly, there is an inversion center at the center of each
trimer. Under the inversion I about r ∈ A as shown in
Fig. 2(a), the DM interactionsD andD1 are transformed
as
D · (Sr,1 × Sr,2)
−→D · (Sr,3 × Sr,2) = −D · (Sr,2 × Sr,3) ,
D1 · (Sr,3 × Sr+u,3)
−→D1 · (Sr,1 × Sr−u,1) = −D1 · (Sr−u,1 × Sr,1) .
We therefore find the appearance of the DM interactions
−D and −D1 on the respective bonds.
Secondly, a two-fold screw (21) axis runs along each J1-
J2 chain. Namely, there is a symmetry under the shift by
b/2 followed by pi rotation about the axis. When the 21
axis is chosen on the line on which Sr,3 with r ∈ A lies,
the DM interactions −D and D1 are transformed as
D · (Sr,1 × Sr,2)
−→D · (S¯r+u,1 × S¯r+u,2) = D¯ · (Sr+u,1 × Sr+u,2) ,
D1 · (Sr,3 × Sr′,3)
−→D1 ·
(
S¯r+u,3 × S¯r+b,3
)
= D¯1 · (Sr+u,3 × Sr+b,3) .
In these ways, we have constraints on the relative signs
of the DM vectors as in Fig. 2(a).
Similar symmetry consideration also applies to the DM
vectors in the effective model. It leads to the relative
signs of the DM vectors on the J1 bonds as shown in
Fig. 2(b). Furthermore, one can show that the DM inter-
actions on the J2 bonds strictly vanish. This is because
such a DM interaction, if present, is mapped onto the
DM interaction with the reversed sign on the same bond
under the site-centered inversion followed by translation.
Appendix B: Magnon band touching
Here we argue that the touching of the two magnon
bands (30) at the Brillouin zone boundary can be under-
stood as the Kramers degeneracy due to certain antiuni-
tary symmetries (see Refs. [85–88] for related arguments
for other space groups).
We place the origin of the coordinate (x, y, z) at the
center of a trimer of type A. We introduce the 21 screw
axis operation C2x about the axis (y, z) = (−a/4, 0), the
inversion I about the origin, and time reversal Θ. Under
these operations, the coordinate, the momentum, and the
spins are transformed as follows:
C2x : r = (x, y, z)→ r′ =
(
x+
b
2
,−y − a
2
,−z
)
,
k→ k¯, Sr,j → S¯r′,j ;
I : r → −r, k→ −k, Sr,j → S−r,4−j ;
Θ : r → r, k→ −k, Sr.j → −Sr,j .
We note that C2x and I are unitary while Θ is antiunitary.
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In the absence of a magnetic field H, the Hamiltonian
has the symmetries under all of the three operations C2x,
I, and Θ. In the presence of a magnetic field H in the z
direction, the symmetries under C2x and Θ are lost while
that under I is retained. Yet, the Hamiltonian is still
symmetric under the following product of operations:
C2xΘ : r = (x, y, z)→ r′ =
(
x+
b
2
,−y − a
2
,−z
)
,
k→ −k¯, Sr,j → −S¯r′,j .
It is also useful to consider the following product, which
also leaves the Hamiltonian invariant:
IC2xΘ : r = (x, y, z)→ −r′ =
(
−x− b
2
, y +
a
2
, z
)
,
k→ k¯, Sr,j → −S¯−r′,4−j .
Since (C2xΘ)2 and (IC2xΘ)2 are equal to the translations
by b and a, respectively, we have (C2xΘ)2 = eik·b and
(IC2xΘ)2 = eik·a in the subspace with the wave vector
k. Thus, the Kramers degeneracy due to the antiunitary
symmetry C2xΘ occurs when eik·b 6= 1 and k is invariant
under this operation—this explains the band touching for
kx = pi/b. Similarly, the Kramers degeneracy due to the
antiunitary symmetry IC2xΘ occurs when eik·a 6= 1 and
k is invariant under this operation, i.e., when (k·a,k·c) =
(pi, 0) and (pi, pi); since inter-layer couplings are neglected
in our present model, this degeneracy occurs for arbitrary
k · c, explaining the band touching for ky = pi/a.
Appendix C: Analytical expression of the magnon
density and estimation of the interaction parameter
Here we derive an analytical expression of n(µ, T ) for
−µ T , and use it to estimate the interaction parameter
U from the slope of the experimental magnetization curve
slightly below H = Hc1.
In the expression of n(µ, T ) in Eq. (34), particularly
large contributions arise from the vicinity of the minima
of the lower energy band at k = (±Q/b, 0). Around
these minima, the lower band E−(k) is expanded as in
Eq. (33), which leads to a constant density of states G =
1/(pi
√
CxCy) in units of Nt/2 at low energies.
When −µ  T , we can approximate the Bose distri-
bution function around the minima of the lower band as
ρ−(k) ≈ T
K2/2− µ (C1)
with K :=
(√
Cx(kxb∓Q),
√
Cykya
)
. This approxima-
tion is valid forK2/2−µ T . Since the major contribu-
tion to Eq. (34) comes from smallK, we can approximate
Eq. (34) by the integral of Eq. (C1) over |K| < √2T , ob-
taining
n(µ, T ) ≈ T√
CxCy
∫
|K|<√2T
d2K
(2pi)2
1
K2/2− µ
=
GT
2
∫ √2T
0
dK
K
K2/2− µ ≈
GT
2
ln
(
T
−µ
)
.
We therefore have the relation
− µ = h− hc1 + 2Un ≈ T exp
(
− 2n
GT
)
. (C2)
This relation indicates that for n  GT/2, we have h−
hc1 ≈ −2Un and thus the right-hand side of Eq. (35) is
given by
− gµB n
3
≈ gµB
6U
(h− hc1) = (gµB)
2
6UkB
(H −Hc1). (C3)
Therefore, U can be determined from the slope dM/dh
of the magnetization curve as
U =
(gµB)
2
6kB
(
dM
dh
)−1
. (C4)
In the experimental magnetization data for T = 1.4 K
[35], a nearly constant slope dM˜/dH = [0.0371 (T−1)]µB
has been found in the field range between 23.3 and 25.9 T,
which is slightly below Hc1 ' 27.5 T. From this slope,
the effective interaction parameter is estimated as U =
14.0 K. We note that the relation (C2) is also used to
estimate the density of states of magnons, G, from the
experimental data; see Eq. (37) and Fig. 4(b).
Appendix D: Expansion of the magnon dispersion
relation
Here we derive analytical expressions of hc1 := −E0,
Q/(2pi), and (Cx, Cy), which are introduced in Sec. III B.
Although these constants can be calculated accurately
by numerically minimizing Eq. (30), the analytical (yet
approximate) expressions that we derive here can clarify
how they depend on the effective coupling constants.
To perform an analytical calculation, we first note that
J1 and J2 have much larger magnitudes than the other
effective couplings (see Table I and Eq. (16)). We there-
fore treat the latter couplings perturbatively. By ignor-
ing terms of order (Dz1)2 /|J1| and (J3 − J ′3)2 /|J1|, the
lower energy band E−(k) in Eq. (30) is approximated as
E−(k) ≈ E(k)− |Jx(k)|
= −J + 2J1 cos kxb
2
cos
kya
2
+ J2 cos (kxb)
+ J ′2 cos (kya) + (J3 + J ′3) cos (kxb) cos (kya)
+ 2J4 cos 3kxb
2
cos
kya
2
+ J5 cos (2kxb) .
(D1)
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Henceforth, we assume 0 < −J1 < 2J2 and J 21 > 4J2J ′2.
When J3+J ′3 = J4 = J5 = 0, E−(k) above is minimized
at k = (±Q0/b, 0) with
cos
Q0
2
= − J1
2J2 ≡ η. (D2)
When J3 + J ′3, J4, and J5 are finite but their magni-
tudes are sufficiently smaller than |J1|, we can expect
that these minimum points change only perturbatively.
We can therefore search for the minima of Eq. (D1) by
expanding it around k = (±Q0/b, 0). The resulting ex-
pression is Eq. (33) with Q = Q0+δQ, and the first-order
perturbative estimates of hc1 = −E0, δQ, and (Cx, Cy)
are obtained as
hestc1 = 2J2(1− η)2 + 2 (J3 + J ′3)
(
1− η2)
+ 4J4
(
1 + 3η − 4η3)+ 8J5 (η2 − η4) ,
δQest =
2 (J3 + J ′3) η + 3J4
(
4η2 − 1)+ 8J5 (2η3 − η)
J2
√
1− η2 ,
Cestx = J2
(
1− η2)+ (J3 + J ′3) (1− 2η2)
+
9J4
2
(
3η − 4η3)+ 4J5 (1− 8η2 + 8η4) ,
Cesty = J2η2 − J ′2 + (J3 + J ′3)
(
1− 2η2)+ J4
2
(
3η − 4η3) .
(D3)
For the second-order model (see Table I), we have hestc1 =
34.3 K, Qest/(2pi) = 0.382, (Cestx , C
est
y ) = (41.2, 5.76) K;
these agree reasonably with the accurate values hc1 =
35.2 K, Q/(2pi) = 0.369, (Cx, Cy) = (42.8, 5.12) K given
in Sec. III B.
Appendix E: Expression of the Berry curvature
Using Eq. (32), the Berry curvature Ω±(k) defined in
Eq. (40) can be rewritten in terms of angular variables
θ(k) and φ(k) as
Ω±(k) = ±1
2
∑
i,j
ij (∂iφ) (∂jθ) sin θ. (E1)
The derivatives appearing in this expression can be ex-
pressed in terms of the vector J(k) in Eq. (29) as
∂iφ =
1
2i
J−
J+
∂i
(
J+
J−
)
=
1
2i
(
∂iJ
+
J+
− ∂iJ
−
J−
)
,
(∂jθ) sin θ = −∂j
(
Jz
J
)
,
(E2)
where J±(k) := Jx(k) ± iJy(k). These expressions are
used to calculate Ω−(k) numerically in Fig. 3(b). At
k = k∗, we have
J±(k∗ + dk) =
√
2(J1 − J4 ± iDz1)
− 1√
2
(J1 + 3J4 ± iDz1)dkxb+O
(
(dk)2
)
,
Jz(k∗ + dk) =(J3 − J ′3)dkya+O
(
(dk)2
)
,
which lead to the simple expression of Ω±(k∗) in Eq. (41).
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