In this article, we will consider the inverse problems of determining the potential or the damping coefficient appearing in the wave equation. We will prove the unique determination of these coefficients from the one point measurement. Since our problem is under-determined, so some extra assumption on the coefficients is required to prove the uniqueness.
Introduction
We address the inverse problem of determining the damping coefficient or the density coefficient of a medium by probing it with an external point source and by measuring the responses at a single point for a certain period of time.
More precisely, consider the following two initial value problems (IVP), where denotes the wave operator:
( − q(x))u(x, t) = δ(x, t), (x, t) ∈ R 3 × R u(x, t)| t<0 = 0, x ∈ R 3 (1.1) ( − q(x)∂ t )u(x, t) = δ(x, t) (x, t) ∈ R 3 × R u(x, t)| t<0 = 0 x ∈ R 3 .
(1.2)
In both the equations, we assume that the coefficient q is real-valued and is a C 1 (R 3 ) function. The inverse problem we address in this paper is the uniqueness of determination of the respective coefficients q from the knowledge of u(e, t) where e = (1, 0, 0) for t ∈ [0, T ] with T > 1 in Equation (1.1), and from u(0, t) for t ∈ [0, T ] with T > 0 in Equation (1.2). Motivation for studying such problems arises in geophyisics see [23] and references therein. Geophysicists determine properties of the earth structure by sending waves from the surface of the earth and measuring the corresponding scattered responses. Note that in the first problem, the point source is located at the origin, whereas the responses are measured at a different point. Both the problems we consider are under-determined, since the given data depends on one variable whereas the coefficient to be determined depends on three variables. Therefore, some additional restrictions on the coefficient q are required to make the inverse problems tractable. There are several results related to inverse problems with under-determined data, we refer to [13, 15, 19, 22] .
There has been extensive work in the literature in the context of formally determined inverse problems involving the wave equation. For a partial list of works in this direction, we refer to [4, 5, 6, 8, 10, 12, 14, 16, 18, 20, 21, 24, 25] .
We now state the main results of this article.
Let u i (x, t) be the solution to the IVP
If u 1 (e, t) = u 2 (e, t), for all t ∈ [0, T ] with T > 1 and where e = (1, 0, 0), then q 1 (x) = q 2 (x) for all x with |e − x| + |x| ≤ T . Theorem 1.2. Suppose q i ∈ C 1 (R 3 ), i = 1, 2 with q i (x) = a i (|x| + |x − e|) with e = (1, 0, 0), for some C 1 functions a i on (1− , ∞) for some 0 < < 1. Let u i be the solution to the IVP
If u 1 (e, t) = u 2 (e, t), for all t ∈ [0, T ] with T > 1 and where e = (1, 0, 0), then q 1 (x) = q 2 (x) for all x with |e − x| + |x| ≤ T .
To the best of our knowledge, our first result, Theorem 1.1 and 1.2, which considers separated source and receiver has not been studied earlier. Our result generalizes a work of [22] , who considered the aforementioned inverse problem but with coincident source and receiver; see also [12] .
To the best of our understanding, very few results exist in the literature involving the recovery of the damping coefficient from point source and receiver data. Our results, Theorem 1.3, are work in this direction. In the 1-dimensional inverse problems context, several results exist involving the uniqueness of recovery of the coefficient which depends on the space variable corresponding to the first order derivative in the space variable; see [7, 15, 17, 19] . Since the coefficient q in Theorem 1.3 is radial, this problem could be considered as an inverse problem involving the 1-dimensional wave equation. However we found it convenient to deal it in a 3-dimensional set-up.
The proofs of the above theorems are based on an integral identity derived using the solution to an adjoint problem as used in [11] and [12] . Recently this idea was used in [26] as well.
The article is organized as follows. In Section 2, we state the existence and uniqueness results for the solution of Equation (1.1) and (1.2), the proof of which is given in [3, 9, 25] . Sections 3 contains the proofs of Theorems 1.1 and 1.2. Section 4 contains the proof of Theorem 1.3.
Preliminaries
Proposition 2.1. [3, pp.139,140] Suppose q 1 (x) and q 2 (x) are C 1 functions on R 3 and u(x, t) satisfies the following initial value problem
where v(x, t) = 0 for t < |x| and in the region t > |x|, v(x, t) is a C 2 solution of the characteristic boundary value problem (Goursat Problem)
R(x, t) is given by [3, pp. 134] R(x, t) = exp
Consider the following special case of Equation (2.1) in which q 1 = 0 and q 2 (x) = q(x) is in C 1 (R 3 ). That is, let u(x, t) satisfy the following initial value problem
Then, u(x, t) is given by [see [3, 25] ]
where v(x, t) = 0 for t < |x| and in the region t > |x|, v(x, t) is a solution to the characteristic boundary value problem (Goursat Problem)
We will use the following version of this proposition. Consider the following IVP
Now we have
where V (x, t) = 0 for t < |x − e| and for t > |x − e|, V (x, t) is a C 2 solution to the following Goursat Problem
We can see this by translating source by −e in Equation (2.7) and using the above proposition.
3 Proof of Theorems 1.1 and 1.2
In this section, we prove Theorem 1.1 and 1.2. We will first show the following three lemmas which will be used in the proof of the main results.
Lemma 3.1. Suppose q i s i = 1, 2 be C 1 real-valued functions on R 3 . Let u i be the solution to Equation (1.1) with q = q i and denote u(x, t) := u 1 (x, t) − u 2 (x, t) and q(x) := q 1 (x) − q 2 (x). Then we have the following integral identity
where U (x, t) is the solution to the following IVP
Proof. Since each u i for i = 1, 2 satisfies the following IVP,
we have that u satisfies the following IVP
Now by using integration by parts and Equations (3.2) and (3.3), also taking into account that u(x, t) = 0 for t < |x| and that U (x, t) = 0 for |x − e| > t, we get u(e, τ ) =
This completes the proof of the lemma.
Lemma 3.2. Suppose q i s are as in Lemma 3.1 and u i is the solution to Equation (1.1) with q = q i and if u(e, t) := (u 1 − u 2 )(e, t) = 0 for all t ∈ [0, T ], then there exists a constant K > 0 depending on the bounds on v 2 , V and T such that the following inequality holds
(3.4) Here dS x is the surface measure on the ellipsoid |x − e| + |x| = 2τ and v 2 , V are solutions to the Goursat problem (see Equations (2.6) and (2.9)) corresponding to q = q i .
Proof. From Lemma 3.1, we have
Now since u(e, 2τ ) = 0 for all τ ∈ [0, T /2], and using Equations (2.2) and (2.8), we get 0 =
Now using the fact that v 2 (x, t) = 0 for t < |x|, V (x, t) = 0 for t < |x − e| and
where dS x is the surface measure on the surface P = 0, we have that
For simplicity, denote
and using
We have
Note that τ ∈ [0, T /2] with T < ∞. Now using the boundedness of v 2 and V on compact subsets, we have |F (τ, x)| ≤ K on |x| + |x − e| ≤ T .
Therefore, finally we have
The lemma is proved. and x = (x 1 , x 2 , x 3 ), then we have its parametrization in prolate-spheriodal co-ordinates (ρ, θ, φ) given by
with cosh ρ ≤ r, θ ∈ (0, 2π), φ ∈ (0, π) and the surface measure dS x on |e − x| + |x| = r and volume element dx on |e − x| + |x| ≤ r, are given by Proof. The above result is well known, but for completeness, we will give the proof. The solid ellipsoid |e − x| + |x| ≤ r in explicit form can be written as
From this, we see that
with cosh ρ ≤ r, θ ∈ [0, 2π] and φ ∈ [0, π]. This proves the first part of the lemma. Now the parametrization of ellipsiod |e − x| + |x| = r, is given by
with θ ∈ (0, 2π), φ ∈ (0, π), and cosh ρ = r. Next, we have
We have dS x = | ∂F ∂θ × ∂F ∂φ |dθdφ, simple computation will gives us
with cosh ρ = r, θ ∈ (0, 2π) and φ ∈ (0, π).
Last part of the lemma follows from change of variable formula, which is given by
where 
Proof of Theorem 1.1
We first consider the surface integral in Equation (3.4) and denote it Q(2τ ):
From Equation (3.5) and using the fact that cosh ρ = 2τ , we have |2τ x − |x|e| = 1 2 (2τ + cos φ){(4τ 2 + 1)(2τ + cos φ) − 4τ (1 + 2τ cos φ)} = 1 2 (2τ + cos φ)(8τ 3 + 4τ 2 cos φ + 2τ + cos φ − 4τ − 8τ 2 cos φ)
Using the above expression for |2τ x − |x|e| and Equation (3.6), we get
where we have denoted
On using cosh ρ = 2τ , sinh ρ = √ 4τ 2 − 1 and ρ = ln(2τ + √ 4τ 2 − 1), we get 
Now applying this inequality in Equation (3.4) and noting that q(x) = q 1 (x) − q 2 (x) ≥ 0, we get
Now Equation (3.10) holds for all τ ∈ [1/2, T /2] and since q(x) ≥ 0 for all x ∈ R 3 , by Gronwall's inequality, we have
Now from Equation (3.7), again using q(x) ≥ 0, we have q(x) = 0, for all x ∈ R 3 such that |x| + |x − e| ≤ T . The proof is complete.
Proof of Theorem 1.2
Again first, we consider the surface integral in (3.4) and denote it by Q(2τ ):
and q(x) := a(|x| + |x − e|). Now from Equations (3.5), (3.6) and (3.8) and hypothesis q i (x) = a i (|x| + |x − e|) of the theorem, we get
Now consider the integral
Again using (3.5) and (3.6) in the above integral, we have
After substituting cosh ρ = r and ρ = ln(r + √ r 2 − 1), we get 
|a(r)|dr
Now using this inequality and Equation (3.11) in (3.4), we see
Now Equation (3.12) holds for all τ ∈ [1/2, T /2], so using Gronwall's inequality, we have
Thus, we have q(x) = 0, for all x ∈ R 3 such that |x| + |x − e| ≤ T .
Proof of Theorem 1.3
In this section, we prove Theorem 1.3. We will first prove an integral identity analogous to the integral identity in Lemma 3.1.
Lemma 4.1. Let u i (x, t) for i = 1, 2 be the solution to Equation (1.3) .
Then the following integral identity holds for all σ ∈ [0, T /2]
where q(x) := q 2 (x) − q 1 (x) and u(x, t) = (u 1 − u 2 )(x, t).
Proof. Here we have u satisfies the following IVP
Multiplying Equation (4.2) by u 1 (x, 2σ − t) and integrating over R 3 × R, we have
Now after integration by parts (as we did in Lemma 3.1) and taking into account the properties of v in Proposition 2.1, we have the required result. This completes the proof of the lemma.
Using Lemma 4.1 and u(0, t) = 0 for all t ∈ [0, T ], we see that
Now using Equation (2.2), we get
This gives
In a compact form, this can be written as
Next we simplify each I j with j = 1, 2, ....., 5. We will use the fact that v i (x, t) = 0 for t < |x|.
Next we simplify the integral I 2 . We use the following formula [1, Page 231, Eq.(10)]
Note that from this formula, by a change of variable, we have
In the last step above, we used Equation (4.6).
Next we have
We can view the derivative above as a limit of the difference quotients in the distribution topolgy [2, pp.48] . Combining this with the fact that v 1 is C 2 in {(x, t) : |x| ≤ t}, we get,
Again using the fact that v 1 (x, t) = 0 for t < |x|, we get,
Next we simplify I 4 . Similiar to I 3 , we have
Finally, we have
Now, we use the fact that q i is a radial function, that is, q i (x) = A i (|x|). Then note that
is also radial. For simplicity, we denote R(x, |x|) by R(|x|).
With this, we have
Next we consider I 2 . First let us consider the derivative:
After a routine calculation, we get,
On |x| = σ, we have Now by Gronwall's inequality, we haveÃ(σ) = 0 for allσ ∈ [0, T /2], which gives us q 1 (x) = q 2 (x) for all x ∈ R 3 such that |x| ≤ T /2. This completes the proof.
