In this paper three dimensional higher spin theories in the Chern-Simons formulation with gauge algebra sl(N, R) are investigated which have Lifshitz symmetry with scaling exponent z. We show that an explicit map exists for all z and N relating the Lifshitz Chern-Simons theory to the (n, m) element of the KdV hierarchy. Furthermore we show that the map and hence the conserved charges are independent of z. We derive these result from the Drinfeld-Sokolov formalism of integrable systems.
We discuss some directions for future research in section 5. In Appendix A we present our conventions for the gauge algebras. In Appendix B details of some of the proof of statements in the paper of Drinfeld and Sokolov [21] are reviewed to make our paper self-contained. Some of the results used in section 3 are presented in Appendix C where we report the z-independent map between the CS and KdV variables, as well as the explicit KdV and CS equations of motions for various pairs N, z.
Review of higher spin Lifshitz theories
In this section we will review the Chern-Simons (CS) formulation of higher spin gravity in three dimensions based on the sl(N, R) or hs(λ) gauge algebra. More details can be found, for example, in [12, 17] . In addition, we review some the results obtained in previous papers of some of the authors on the formulation of theories with Lifshitz scaling in higher spin gravity theories [18] and the relation of these theories to the KdV hierarchy [20] .
Chern-Simons formulation of higher spin gravity
The action for the Chern-Simons formulation of higher spin gravity is given by two copies of where the Chern-Simons action is given by the following expression
2)
The equations of motion following from the Chern-Simons action are the flatness conditions on the connections A,Ā F = dA + A ∧ A = 0,F = dĀ +Ā ∧Ā = 0.
3)
The gauge connections can be related to generalizations of the vielbein and the spin connection, which take values in the gauge algebra
The metric and the higher spin fields can be obtained from the vielbein. For example for the sl(3, R) case one gets [10] g µν = 1 2 tr(e µ e ν ), φ µνρ = 1 6 tr(e (µ e ν e ρ) ). (2.5) Generalizations of these expressions for sl(N, R) were obtained in [22, 23] . In the following we will only need the expression for the metric which is given by (2.5 ). An important ingredient to construct spacetimes with a given asymptotic behavior and their symmetry, is the radial gauge. We denote a radial coordinate ρ, where the holographic boundary will be located at ρ → ∞. The coordinates t and x have the topology of R × S 1 or R × R. The dependence of the connections A,Ā on the radial coordinate ρ is given by a gauge transformation on ρ independent connections a,ā
Where b = exp(ρL 0 ) and L 0 is given by a Cartan generator of a sl(2, R) sub-algebra of sl(N, R). For hs(λ) one chooses the generator V 2 0 instead. The nonzero components a t , a x (andā t ,ā x ) obey the ρ independent flatness condition ∂ t a x − ∂ x a t + [a t , a x ] = 0, ∂ tāx − ∂ xāt + [ā t ,ā x ] = 0.
(2.7)
It is easy to see that connections satisfying (2.7) also satisfy (2.3).
Lifshitz scaling in field theories
Scaling symmetries are ubiquitous in two dimensional quantum field theories and generated by the transformation t → λ z t, x → λx. (2.8)
The case z = 1 corresponds to isotropic scaling and leads to conformally invariant theories.
For z = 1 the scaling is anisotropic and called Lifshitz scaling with exponent z. While such an anisotropic scaling breaks Lorentz symmetry it nevertheless appears in some condensed matter systems (see e.g. [19] ). The algebra of Lifshitz symmetries is generated by the generator of dilations D together with the generator of time translations H and spatial translations P .
Together they satisfy the following algebra The stress-energy tensor for field theories in 1+1 dimensions with Lifshitz scaling is not necessarily symmetric and contains four components: the energy density E, the energy flux E x , the momentum density P x and the stress energy Π x x . They satisfy the following conservation equations [24] ∂ t E + ∂ x E x = 0, ∂ t P x + ∂ x Π 
Lifshitz spacetimes in higher spin gravity
A holographic realization of the Lifshitz scaling symmetry in three dimensions can be constructed using the following metric
A shift of the radial coordinate ρ → ρ + ln λ induces a Lifshitz scaling transformation on the space time coordinates t, x with scaling exponent z (2.8). Such a metric is in general not a solution of pure Einstein gravity with a negative cosmological constant and additional matter has to be added to support the solution (see e.g. [19] ). In higher spin gravity Lifshitz metrics can be obtained from connections.
Since z in general is an integer these constructions produce Lifshitz theories with integer scaling exponent. Note that the barred connection in (2.13) can be related to the unbarred sector by a conjugation operationĀ = A c , where the conjugation is acting on the gauge
c solves the flatness condition in the barred sector if A solves it in the unbarred sector so we always takeĀ to be A c as in [20] . By this choice we can get the Lifshitz metric from (2.5).
Asymptotic Lifshitz connections
In holographic theories one considers spacetimes which are not exactly AdS, but approach AdS asymptotically. This enlarges the space of possible solutions including for example black holes. For Lifshitz spacetimes a similar notion exists. In the Chern-Simons formulation we call a connection asymptotically Lifshitz if the leading term of the connection is the Lifshitz connection which can be obtained from (2.13). In [20] we presented a general procedure to construct time dependent asymptotically Lifshitz connections. The starting point is to choose a "lowest weight gauge" for the connection a x
(2.14)
where the α i depend on x, t. An ansatz for the time component of the connection for a asymptotically Lifshitz connection with exponent z is given by
In [20] it was shown that the flatness conditions (2.7) together with ∆a t can be solved recursively. While the general procedure was developed for hs(λ), explicit expressions for two cases, namely sl(3, R), z = 2 and sl(4, R), z = 3 were given in that paper. In these specific examples it was found that there is some gauge freedom left in the ∆a t . By appropriately fixing a t we obtained the equation of motion for α i 's which can be mapped to KdV hierarchy. Another useful property of the CS construction is the fact that one can assign scaling dimensions to the fields a i . The scaling behavior is determined by demanding that under Lifshitz scaling of the coordinates x → λx, t → λ z t, the connection A is invariant. A field of scaling dimension l will be rescaled by a factor λ −l . It was shown in [20] , that one can assign the following scaling dimensions to the basic fields and operators
Integrability and map to KdV hierarchy
Here we briefly describe the formulation of the KdV hierarchy using pseudo differential operators. Elements of KdV hierarchy are labeled by two integers n and m. A differential operator L can be defined
Here ∂ = ∂ ∂x and u i = u i (x, t). The formalism of pseudo differential operators (PDO) introduces negative powers ∂ −k of differentiation while preserving the standard rules of differentiation such as the Leibniz rule (see [25, 26] for reviews). This formalism makes it possible to define fractional powers of L, in particular L 1/n .
For another integer m one defines
where the subscript () + denotes the non-negative part of the pseudo differential operator, which has terms with ∂ k , k ≥ 0. An integrable system is constructed due to the fact that P, L form a Lax pair, i.e. the evolution equation
gives a system of partial differential equations for u i (x, t) which is integrable. In [20] it was found that for the concrete example sl(3, R), z = 2 and sl(4, R), z = 3 it was possible for a specific gauge choice for a t (called KdV gauge) to map the flatness conditions for the asymptotically Lifshitz connection to the evolution equation ( 
Explicit Chern-Simons to KdV maps
In this section, we illustrate the specific form of the CS-KdV map in various explicit examples.
z = 2
A particularly simple case is when the exponent z takes its minimal non-trivial value z = 2.
We can write the equations of motion for the CS fields α i and for the KdV fields u i in closed form for generic N . For the α i fields, we have
1 The second term on the right hand side is zero for n = 2.
For the u i fields of the KdV (2, N ) hierarchy, we havė
Assuming an Ansatz for the map consistent with the scaling (i.e. writing the generic u i as a the most general linear combination of α's independent monomials with the correct dimension), the matching between the two set of equations can be solved recursively term by term. The explicit expression of the map for the first seven fields turns out to be:
180 , (3.6)
1008 , (3.7) 
6720 .
As expected, these equations truncate for positive integer N and define a differential map between the first N CS and KdV fields.
Generic z > 2 and universality of the map
To analyse cases with z > 2, we begin by briefly recalling the algorithmic construction of CS solutions with asymptotic Lifshitz scaling presented in [20] . The main ingredient are the equations (2.14), (2.15) for the two components of the connection. As discussed in section 2.4, it is convenient to assign the scaling dimension [α n ] = n to the fields and [V s m ] = m to the generators. This implies that all terms in (2.14) have the same dimension 1. Let Φ(α) be the set of monomials built with the α-functions and their ∂ x derivatives. Then we can write the following explicit ansatz for a t
where O n m (α) is a linear combination of elements of Φ(α) with homogeneous dimension z − m. The upper bound on m is due to the fact that the minimal dimension is 2, obtained for O ∼ α 2 .
Solving the flatness condition amounts to solve algebraic equations for the coefficients in the O combinations in (3.9) . This system has a triangular structure and can be fully reduced to a finite dimensional one for λ = N when hs(λ) reduces to sl(N, R).
For our purposes, it is important to revisit the case z = 3, N = 4 that has already been discussed in [20] . Solving the Ansatz (3.9), we obtain the following non-zero polynomials O n m :
where k is an undetermined coefficient. The associated equations of motion arė
(3.11)
These can be compared with the equations of motions quoted in [20] 
where c is a gauge parameter analogous to k. If we set
then equations (3.11) and (3.12) match. They must be compared with the KdV equations for the (4, 3) case, i.e.
2 ,
2 .
(3.14)
We can try to relate the CS and KdV equations of motion by postulating a generic CS-KdV map consistent with the scaling dimensions. In this case, it reads
(3.15)
Comparing the CS and KdV sides, we get a set of algebraic equations for k and the ξ-coefficients which have the following two non-trivial solutions (ξ ≡ 0 is clearly a solution):
The value of k implies c = 15/2 as in [20] , see (3.13). However, the solution quoted in that reference is the one with the plus sign in (3.16).
2 Taking instead the minus sign, we recover precisely the KdV map for N = 4 and z = 2 as one can easily see just taking equations 
Conserved charges
A further check of universality of the CS-KdV map is provided by the conserved charges. In particular, we expect that the charges determined for z = 2 are conserved for all z (and N ).
The explicit form of the conserved charges for z = 2 can be determined by using the closed form of the equations of motion. Guided by the results of [20] , we look for densities ρ n of the form ρ n = α n + other fields of dimension n, (3.17) such that, using (3.1), we get
At each n, we find by direct inspection, a unique solution up to total derivatives of previously determined densities ρ m<n . The first expressions are trivial
The next charges have an explicit N dependence and read
,
.
These have been derived using the z = 2 equations of motion. However, since the conserved charges on the KdV side are by definition z-independent, we expect that these expressions are valid for any z as well. Indeed, we checked that the above densities define conserved charges for all the examples we explored, using the α i equations of motion collected in Appendix C.
Integrability of Lifshitz Chern-Simons theory by Drinfeld-Sokolov formalism
In the preceding sections we have shown that Lifshitz Chern-Simons theory is an integrable system by appropriately choosing a t . Though this fact can be verified by constructing the explicit map between the Lifshitz Chern-Simons theory and the KdV hierarchy, an elegant theoretic approach is desired. To begin with, we rewrite the flatness condition in a Lax form
where the covariant derivative D x = ∂ x + a x is regarded as a Lie algebra valued pseudo differential operator (abbreviated as PDO from now on). For gauge algebra sl(N, R), we can use the matrix representation and the flatness condition becomes a Lax equation of matrix valued PDO. This fact inspires us to look for a formulation of integrable systems in terms of matrix valued PDOs. This formalism was developed in the seminal paper by Drinfeld and Sokolov [21] . One of our main results is that both the Lifshitz Chern-Simons theory for sl(N, R) and the KdV hierarchy can be deduced from the Drinfeld Sokolov formalism and are related by making two different gauge choices for the PDOs. Consequently, almost all the questions previously studied about integrability of our Lifshitz Chern-Simons theory for the gauge algebra sl(N, R), including the map from Lifshitz Chern-Simons theory to KdV, the infinite tower of conserved quantities and the choice of a t to make Lifshitz Chern-Simons theory integrable, are given clear answers.
The Drinfeld Sokolov formalism starts by defining the PDO valued in sl(N, R)
where q is a lower triangular matrix (or non-positive weight element, if we use the terminology in hs(λ) and view sl(N, R) as a truncation of it) and
Let e i,j denote the matrix with a single one in the i'th row and j'th column, and zeros elsewhere.
In the matrix representation we use,
, and e = e N,1 is proportional to
where P is some differential polynomial in q that has to be carefully chosen. The left hand side of the Lax equation is independent on λ and lower triangular, so we want the commutator on the right hand side to be also independent on λ and lower triangular. Suppose M = The crucial notion, a gauge transformation, is defined for a PDO as
where S is a λ-independent lower triangular matrix with ones in the diagonal, or in the higher spin algebra language, S is V 1 0 plus negative weight terms. Define L = ∂ x + a x + λe = 3 The parameter λ was introduced by Drinfeld and Sokolov and should not be confused with the deformation parameter in the gauge algebra hs(λ). ∂ x + V 2 1 + q + λe, then this PDO gauge transformation induces a transformation of a x (or q)
where we used the fact that e commutes with S in the calculation. By the explicit construction specified later P is a differential polynomial in q and so is the commutator [P, L]. Hence the Lax equation is essentially a evolution equation for q
where p(q) means a differential polynomial in q. We require the evolution equation to preserve gauge equivalence 4 , that is, when starting with two initial conditions for q which are connected by a gauge transformation, the two solutions should be also connected by a (time- . By restricting q i to be in a one dimensional subspace, that is, a specific linear combination, we define a canonical form for q. For technical reasons, we also require the one dimensional subspace has a nonzero lowest weight projection. The name canonical form is justified by the following theorem, for any q there is a unique gauge transformation to transform it into the canonical form, and the expression in the canonical form is unique. See Appendix B.1 for a proof. The choice of the one dimensional subspaces that q i lie in defines the specific canonical form. Two choices are of particular importance in our discussion. The first one, we restrict q i to be lowest weight, if not an abuse of language, we call this the lowest weight canonical form. The second one, we restrict q i to be multiple of e 1,i+1 , which we call the KdV canonical form. In the lowest weight canonical form,
gives us the flatness condition of Chern-Simons theory in the lowest weight gauge (by appropriately choosing a t ). In the KdV canonical form it follows that the trace part of L must be constant by the equation of motion. In the following we set to be zero for simplicity. For example, we can set α 1 = 0 for the q in the lowest weight canonical form.
Now let's construct the conserved quantities from the Lax equation. In general, a matrix
A whose elements are power series in λ (both positive and negative) can be uniquely expanded in the form
where a i 's are diagonal λ independent matrices. Here q is lower triangular, so it has the expansion N −1
There is a similarity transformation to transform L into a scalar coefficient form, that is, there is a formal series
where h i 's are diagonal matrices, such that
where f i 's are scalar functions, as opposed to matrices multiplied to the left. T is determined up to multiplication by series of the form E + ∞ i=1 t i Λ i where t i 's are scalar functions, and f i 's are determined up to a total derivative. Most importantly between P 1 and P 2 is a negative weight matrix with no time or λ dependence, then
give the same evolution equations of gauge equivalent classes. See Appendix B.5 for a proof. Applying this theorem, we can add a negative weight matrix both independent on time and λ to P without actually changing the evolution equation of gauge equivalent classes. We do need to do so when we want to obtain the Lax equation in certain canonical form, because the commutator [P, L] is guaranteed to be negative weight, but not necessarily in the specific canonical form. The correction added to P can be uniquely determined. The proof of this statement will be omitted because it's structurally the same as the proof of existence and uniqueness of the gauge transformation that transforms L into a canonical form. 
At last we have enough ingredients to explain how the integrable Lifshitz

Discussion
In the present paper we showed that there is an explicit relation of the Chern-Simons Lifshitz theories and the integrable KdV hierarchy. This relation identifies the parameters N and z of the Chern Simons theory to the parameters n and m of the KdV hierarchy. Consequently the map exists for all values of N . We discuss the status of the generalization to the infinite dimensional algebra hs(λ).
The fact that the equations of motion obey the scaling laws implies that the equation of motion, as well as the KdV map for a CS field α i , only contains finitely many terms since fields with a too large scaling dimension cannot appear. Since the hs(λ) truncates to sl(N, R) and we adopted the normalization of our sl(N, R) generators which is compatible with this truncation, for a finite number of fields the results for sl(N, R) are mapped to the general hs(λ)
case by replacing N → λ. It would nevertheless be interesting to see whether its possible to derive a closed form expression valid for all a i . The construction of the CS Lifshitz theory has a close relation to the construction of the asymptotically AdS theories which realize W algebras, with many equations related by an exchange of lightcone coordinates x ± with space and time x, t (see [27] for the discussion of the SL(3, R) case). It would be interesting to see whether this relation can also be understood on the level of the conformal field theory, for some early discussion in this direction in the literature see [28, 29] .
In the present paper we have related the CS Lifshitz theory to the integrable KdV hierarchy.
There exists a related and in some sense more universal integrable hierarchy the so called KP hierarchy [30] . It would be interesting to investigate whether a relation of the CS Lifshitz theory for hs(λ) to the KP hierarchy exists (see for possibly relevant work [31, 32, 33, 34, 35, 36] ). We leave these interesting questions for future work.
A Conventions for gauge algebras
In this appendix we collect our conventions for the sl(N, R) and hs(λ) algebras. Recalling that for integer values of λ the hs(λ) algebra truncates to sl(N, R) we use the same notation for the generators of the two algebras.
A.1 sl(N, R) conventions
In } of the canonical sl(2, R) subalgebra, whose non-zero matrix elements are given by (indices range from 1 to N )
The other generators are obtained according to:
A.2 hs(λ) conventions
The hs(λ) algebra is spanned by the infinite set of generators V The structure constants of the hs(λ) algebra were defined in [37] and can be represented as
where q is a normalization constant which can be eliminated by a rescaling of the generators;
we choose q = 1/4 to agree with the literature. The other terms in (A.4) are given by
The descending Pochhammer symbol [a] n is defined as 
B Proofs of statements used in the Drinfeld Sokolov formalism
In this part of appendix we give the proofs to the theorems used in Drinfeld Sokolov formalism.
Most of them are essentially contained in the original paper by Drinfeld and Sokolov. However, the original paper is a little bit condensed, so we add details to the proofs to make them easier to follow.
B.1 Gauge transformation of PDOs
Here we give the proof of the following statement: For any q and any canonical form, there exist a unique gauge transformation S to transform q into
The proof proceeds as follows: We rewrite the gauge transformation as
and then by comparing the weight −i part we get
which holds for all i's. Using the fact S 0 is the identity matrix E, we put it in a recursive form
Given q, and suppose q j and S j+1 are known for all j < i, from the lowest weight projection of the right hand side we can find q i if we restrict it to be in a one dimensional subspace of weight −i elements which has nonzero lowest weight projection. Then S i+1 is also determined by equating non lowest weight terms on both sides. The initial conditions, needless to say, are q 0 = q 0 and S 0 = E.
B.2 Scalar coefficient form and conserved quantities
Here we proof the following statement: For generic L, there is a formal series
where f i 's are scalar functions. T is determined up to multiplication by series of the form The proof proceeds as follows: By equating the coefficients of the same powers of Λ in the equality T L = L 0 T we get
Here the notation A σ i means Λ i AΛ −i , which is i times cyclic permutation of the diagonal elements for a diagonal matrix A. For example if A = Diag{a 1 , a 2 , a 3 , a 4 } then A σ = Diag{a 2 , a 3 , a 4 , a 1 }. We rewrite the equation above as
f i is obtained by taking the trace on both sides, then h i+1 is determined up to an additive multiple of identity. Now suppose T transforms L to
By equating the coefficients of the same power in Λ we get
with the initial conditions
(B.17)
From this recursive formula it's easy to see a i − a σ i = 0 for all i, that is a i 's are all multiples of identity, say, a i = t i E. Plug this back into the recursive formula we have
with the initial condition
One can prove by induction that 20) where
This recursive formula demands all p i 's to be multiples of identity. From this, in turn, the commutator simplifies to −∂ x P 0 , henceḟ i 's are equal to total derivatives and f i 's are conserved.
B.3 Matrices that commute with L 0
Here we would like to show that All matrices that commute with
have the form 
Therefore all m i 's are constants times identity matrix.
B.4 The Lax equation preserves gauge equivalence
In this subsection we prove the statement that by choosing P = (T −1 ( So we want S −1 P S = P , which means, S −1 P S is the same differential polynomial in q as P in q. Explicitly we have
Suppose T transforms L into the form of scalar coefficients, that is
Hence T S −1 = T or T S = T , and at last we get
B.5 Equivalent evolution equations of gauge equivalent classes
We want to prove the following statement: Given that the difference between P 1 and P 2 is a negative weight matrix with no time or λ dependence, then
give the same evolution equations of gauge equivalent classes. The proof proceeds as follows: Let's R denote the ring of scalar differential polynomials in q which are invariant under gauge transformation. For any f ∈ R the time derivative of f by the Lax equation also belongs to R, and the form of time derivatives of all f ∈ R uniquely specify the evolution equation of gauge equivalent classes. Now for any f ∈ R, let g be the difference of the time derivative of f by the above two Lax equations, then g is actually the time derivative of f by the Lax equation
where L(t) satisfies
Apparently L(t) = SLS −1 where S = E + t(P 1 − P 2 ) satisfies these conditions, and its time evolution is just a gauge transformation. Therefore we have g = 0 because g ∈ R.
C Explicit results for various N and z
In this appendix we collect explicit results for several pairs (N, z). For each N , we list the z-independent CS-KdV map and, for various z, the explicit KdV and CS equations of motion.
Due to the length of the equations we don't write all the cases for N = 6 and N = 7, limiting the presentation to the first values of z (up to z = 4, 3 respectively). 
N = 3
CS-KdV map:
KdV equations of motion at z = 2:
CS equations of motion at z = 2:α 2 = −2 α 3 ,
CS equations of motion at z = 2:
KdV equations of motion at z = 3:
2 , (C.34)
CS equations of motion at z = 3 : KdV equations of motion at z = 2:
2 , (C.37)
CS equations of motion at z = 2: KdV equations of motion at z = 3:
2 , (C.39)
CS equations of motion at z = 3: 
3 .
KdV equations of motion at z = 4:
2 , 
2 , (C.44)
2 − 1 3 u
CS equations of motion at z = 2: 
2 − 3 u
3 + 4 u
