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Abstract. Accurate automatic segmentation of brain anatomy from T1-
weighted (T1-w) magnetic resonance images (MRI) has been a compu-
tationally intensive bottleneck in neuroimaging pipelines, with state-of-
the-art results obtained by unsupervised intensity modeling-based meth-
ods and multi-atlas registration and label fusion. With the advent of
powerful supervised convolutional neural networks (CNN)-based learn-
ing algorithms, it is now possible to produce a high quality brain seg-
mentation within seconds. However, the very supervised nature of these
methods makes it difficult to generalize them on data different from what
they have been trained on. Modern neuroimaging studies are necessar-
ily multi-center initiatives with a wide variety of acquisition protocols.
Despite stringent protocol harmonization practices, it is not possible to
standardize the whole gamut of MRI imaging parameters across scan-
ners, field strengths, receive coils etc., that affect image contrast. In this
paper we propose a CNN-based segmentation algorithm that, in addi-
tion to being highly accurate and fast, is also resilient to variation in the
input T1-w acquisition. Our approach relies on building approximate for-
ward models of T1-w pulse sequences that produce a typical test image.
We use the forward models to augment the training data with test data
specific training examples. These augmented data can be used to update
and/or build a more robust segmentation model that is more attuned to
the test data imaging properties. Our method generates highly accurate,
state-of-the-art segmentation results (overall Dice overlap=0.94), within
seconds and is consistent across a wide-range of protocols.
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1 Introduction
Whole brain segmentation is one of the most important tasks in a neuroimage
processing pipeline. A segmentation output consists of labels for white matter,
cortex, and subcortical structures such as the thalamus, hippocampus, amyg-
dala, and others. Structure volumes and shape statistics that rely on volumetric
segmentation are regularly used to quantify differences between healthy and dis-
eased populations [3]. An ideal segmentation algorithm of course needs to be
highly accurate, but also, critically, it needs to be robust to variations in in-
put data. Large modern MRI datasets are necessarily multi-center initiatives
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to gain access to a larger pool of subjects. It is very difficult to achieve perfect
acquisition harmonization across different sites due to variations in scanner man-
ufacturers, field strengths, receive coils, pulse sequences, available contrast, and
resolution. Variations in site-specific parameters introduce bias and increase vari-
ation in downstream image processing including segmentation [5,7]. Low com-
putational load is a yet another desirable property of a segmentation algorithm.
A fast, memory-light segmentation algorithm enables quicker processing of large
datasets and wider adoption.
Existing segmentation algorithms can be broadly classified into three types:
(a) unsupervised, (b) multi-atlas registration-based, and (c) supervised. Unsu-
pervised algorithms [3,12] fit the observed intensities of the input image to an
underlying atlas-based model and perform maximum a posteriori labeling. They
assume a functional form (e.g. Gaussian) of intensity distributions and results
can degrade if the input distribution differs from this assumption. Efforts have
been made to develop a hybrid approach [10] that is robust to input sequences
and also leverages manually labeled training data. Unsupervised methods are
usually computationally intensive, taking 0.5–4 hours to run. Multi-atlas regis-
tration and label fusion (MALF) algorithms achieve state-of-the-art [1,14] seg-
mentation accuracy. However, they require multiple computationally expensive
registrations followed by label fusion. Registration quality can also suffer if the
test image contrast properties are significantly different from the atlas images.
Recently, with the success of deep learning methods in medical imaging, su-
pervised segmentation approaches built on 3D CNNs have produced accurate
segmentations with a runtime of a few seconds to minutes [8,13]. Despite the
powerful local and global context that these models provide, they are vulnerable
to subtle contrast differences that are inevitably present in multi-scanner MRI
studies. However, with appropriate training using test-data specific augmenta-
tion, as we will show in Section 3, these differences can be essentially removed.
We present PSACNN–Pulse Sequence Augmented Convolutional Neural Net-
work; a CNN-based multi-label segmentation approach that employs an augmen-
tation scheme of generating training image patches on-the-fly that appear as if
they have been imaged using the pulse sequence of the test data. PSACNN
training consists of three major steps: (1) Estimating test data pulse sequence
parameters, (2) applying test data pulse sequence forward models to training
data nuclear magnetic resonance (NMR) parameters to create test data specific
training features, (3) training a deep CNN to predict the segmentation using the
augmentation. We will describe each of these steps in detail in Section 2.
2 Method
Let A = {A(1), A(2), . . . , A(M)} be a collection of M T1-w images with a cor-
responding expert manually labeled image set Y = {Y(1), Y(2), . . . Y(M)}. The
paired collection {A,Y} is referred to as the atlas image set or the training im-
age set. We assume that A is acquired using the pulse sequence ΓA, where ΓA
can be MPRAGE (magnetization prepared gradient echo) [9] or FLASH (fast
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Fig. 1: (a) Workflow of test-data specific augmentation for training, (b) fit of T1
component in the MPRAGE equation (blue) and our approximation (red), (c)
fit of T1 component (blue) with our approximation (red) for FLASH.
low angle shot), SPGR (spoiled gradient echo), and others. In addition, let
B = {β(1),β(2), . . . ,β(M)} be the corresponding NMR parameter maps. For
each i ∈ {1, . . . ,M} we have β(i) = [ρ(i), T1(i), T2(i)], where ρ(i) is a map of pro-
ton densities, and T1(i) and T2(i) store the longitudinal (T1), and transverse (T2)
relaxation time maps respectively. Most atlas datasets do not acquire or generate
β maps. We generate them using image synthesis for our atlas dataset using a
previously acquired dataset [4] that estimated ρ and T1 maps from multi-echo
FLASH images. We describe how to complement existing atlas sets with these
maps in the Supplementary Material.
Step 1: Estimating Test Data Acquisition Parameters: Let S be the test
image we want to obtain the segmentation for, acquired via pulse sequence ΓS .
We assume that we have access to the test image S (or test dataset) prior to
training so that we can design test data-specific augmentations. We would like
to estimate the pulse sequence parameters of ΓS directly from the image S. The
intensity S(x) at voxel x is given by the imaging equation of ΓS . Equation (1)
shows the imaging equation for the FLASH sequence. S(x) is a function of
the acquisition parameters repeat time (TR), echo time (TE), flip angle (α),
gain (G), and tissue NMR parameters β(x) = [ρ(x), T1(x), T ∗2 (x)].
SFLASH(x) = ΓFLASH(β(x), [TR, TE, α]) = Gρ sinα
(1− e−TRT1 )
1− cosαe−TRT1
e
−TE
T∗2 (1)
The MPRAGE sequence is more complex to model [15]. In general, it is difficult
to derive an imaging equation for most pulse sequences, and given β(x) and the
acquisition parameter set, it is necessary to run a full Bloch equation simulation
to obtain voxel intensities. Additionally, the number of scanner parameters that
can affect signal intensity is very large on modern MRI scanners and for many
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datasets detailed parameter sets may not be available. Therefore, we would like
to estimate these directly from the image intensities. However, it is generally
not possible to robustly estimate all pulse sequence parameters purely from
the image intensities themselves. Even when the equation is well-understood,
the highly nonlinear dependence of intensities on imaging parameters makes
their estimation unstable. Therefore, we have formulated approximations of the
MPRAGE and FLASH equations with a smaller number of parameters that can
be estimated directly and robustly from the image intensities. Our approximation
for the FLASH sequence is shown in Eqns. (2)-(3).
log(SFLASH) = log(G sinα) + log(ρ) + log(
(1− e−TRT1 )
1− cosαe−TRT1
)− TE
T ∗2
(2)
≈ θ0 + log(ρ) + θ1
T1
+
θ2
T2
, (3)
where θFLASH = {θ0, θ1, θ2} forms our parameter set. For the range of values
of T1 in the human brain (500, 3000) ms at 1.5 T, our approximation fits the
signal dependence on T1 well (see Figs. 1(b) and 1(c)). Equation (4) is our
approximation for the MPRAGE imaging equation provided by Wang et al. [15].
log(SMPRAGE) ≈ θ0 + log(ρ) + θ1T1 + θ2T12. (4)
Given test image S we estimate θS by a strategy that is similar to Jog et
al. [6]. Let Sc, Sg, Sw be the mean intensities of cerebrospinal fluid (CSF), gray
matter (GM), and white matter (WM), respectively. These can be obtained
by a three-class classification scheme by fitting a Gaussian mixture model to
the intensity distribution. Let βc, βg, βw be the mean NMR values for CSF,
GM, and WM classes, respectively, that are obtained from previously acquired
data [4]. Thus, we have a system of three linear equations Sc = ΓS(βc;θS);Sg =
ΓS(βg;θS);Sw = ΓS(βw;θS) and three unknown parameters in θS that can be
solved to obtain the estimate θˆS (see Fig. 1(a)).
Step 2: Feature Extraction and Augmentation: We use the U-Net CNN
architecture [11] as our predictor. GPU memory constraints prevent us from us-
ing the 256× 256× 256 brain image as an input. For each A(i) in A, we sample
a 32× 32× 32-sized patch p(x) at voxel x. We observed that training a purely
patch-based U-Net leads to segmentation errors due to incorrect localization. To
provide more global context, we use information from the nonlinear warp pro-
duced by the FreeSurfer pipeline [4] that aligns the FreeSurfer atlas to the test
image S. For each voxel x in S, we extract the FreeSurfer atlas 3D coordinates
w(x), that warp to x, and producewp(x)–a 32×32×32×3-sized patch of warped
FreeSurfer atlas coordinates. The final feature vector f(x) = [p(x),wp(x)], is
a concatenation of the intensity patch and the coordinates (see Fig. 1(a) 2D
patches shown for illustration). Test data-specific augmented patches are gener-
ated by extracting NMR parameter patches from the ith NMR map for each
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i ∈ {1, . . . ,M}, β(i) ∈ B where the NMR patch at voxel x is denoted by
[ρ(i)(x),T1(i)(x),T2(i)(x)]. The augmented patches are given by:
p′(x) = ΓS([ρ(i)(x),T1(i)(x),T2(i)(x)]; θˆS) (5)
In addition, we also sample the 3D parameter space of θS and generate non-test-
data specific augmented patches to increase the breadth of available training. The
augmented patches are also concatenated with the warped FreeSurfer atlas coor-
dinate patches wp(x) to generate the augmented features f′(x) = [p′(x),wp(x)]
and added to the training (Fig 1(a)).
Original and augmented features with corresponding manually labeled image
patches are used to train the U-Net, which has three pooling and corresponding
upsampling stages (see Figure 1(a)). Each orange block consists of two 3D con-
volutional layers followed by a batch normalization layer. The first block has 32
3×3×3-sized filters and the subsequent encoding blocks have twice the number
of filters as the previous block. The red arrows signify skip connections where
data from the encoding layers is concatenated as input to the decoding layers.
All activations are ReLu except for the last layer that has a softmax activation.
The output is 32 × 32 × 32 × L where L = 44 is the number of labels. We use
the Adam optimization algorithm to minimize soft Dice-based loss calculated
over all labels. The batch size is 32 and is divided equally between augmented
and original training features. The total size of unaugmented training was ≈
106 patches from 16 subjects in A. Validation data was generated from three
subjects. During prediction, we extract features from test image S and apply
the trained U-Net to generate overlapping patches of label probabilities. These
are combined together by averaging in the overlapping regions to produce the
final probability map. The label with the highest probability is selected as the
label in the hard segmentation.
3 Experiments and Results
3.1: Same Scanner Dataset In this experiment we compare the perfor-
mance of PSACNN against unaugmented CNN (CNN), FreeSurfer segmenta-
tion (ASEG) [3], SAMSEG [10], and MALF [14], on test data with the same
acquisition protocol as the training data. The complete dataset consists of 39 sub-
jects with 1.5 T Siemens Vision MPRAGE acquisitions (TR=9.7 ms, TE=4 ms
TI=20 ms, voxel-size=1× 1× 1.5 mm3) with expert manual labels done as per
the protocol described in [2]. We chose a subset of 16 subjects as training data
for CNN, PSACNN, and as the atlas set for MALF. We used 3 subjects for
validation for the CNNs, and 20 for testing. Figure 2 shows the results for all
the algorithms and an example segmentation produced by PSACNN. CNN (red)
and PSACNN (blue) have significantly higher Dice overlap (ALL Dice = 0.9376)
than the next best method as tested using a paired t-test (p < 0.01) for most
structures.
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MPRAGE Manual
PSACNN
Fig. 2: Acronyms: white matter (WM), cortex (CT), lateral ventricle (LV), cere-
bellar white matter (CWM), cerebellar cortex (CCT), thalamus (TH), cau-
date (CA), putamen (PU), pallidum (PA), hippocampus (HI), amygdala (AM),
brain-stem (BS), overlap for all structures (ALL).
Siemens MPRAGE SAMSEG MALF PSACNN Manual
GE SPGR SAMSEG MALF PSACNN Manual
Fig. 3: Input Siemens and GE acquisitions with segmentation results from SAM-
SEG, MALF, and PSACNN, along with manual segmentations.
3.2: Different Scanner Datasets In this experiment we compare the accu-
racy of PSACNN against other methods on two datasets; (a) Siemens dataset:
14 subject MPRAGE scans acquired on a 1.5 T Siemens SONATA scanner with
the same pulse sequence as the training data, and (b) GE dataset: 13 subject
SPGR (spoiled gradient recalled) scans acquired on a 1.5 T GE Signa (TR=35 ms,
TE=5 ms, α = 45◦, voxel size=0.9375 × 0.9375 × 1.5 mm3) scanner. Both
datasets have expert manual segmentations generated with the same protocol
as the training data. Figure 4 shows comparison of Dice coefficients for all the
methods. On the Siemens dataset CNN and PSACNN are significantly better
than the rest (Fig. 4(a)), as is expected due to its similarity with the train-
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(a) (b)
Fig. 4: Dice evaluations on (a) Siemens dataset, (b) GE dataset. For acronyms
refer to Fig. 2 caption.
ing data. However, on the GE scans, which present a noticeably different tissue
contrast (Fig. 3), all methods show a reduced overlap (Fig. 4(b)), but CNN
has the worst performance of all as it is unable to generalize. PSACNN (ALL
Dice=0.7636) on the other hand, is robust to the contrast change due to pulse
sequence-based augmentation, and produces segmentations that are compara-
ble to the state-of-the-art algorithms such as SAMSEG (ALL Dice=0.7708) and
MALF (ALL Dice=0.7804) in accuracy, with an order of magnitude lower pro-
cessing time.
3.3: Multi-scanner Consistency In this experiment we tested the consis-
tency of the segmentation produced by the various methods on four datasets
acquired from 15 subjects; MEF : multi-echo FLASH acquired on Siemens 3 T
TRIO scanner, TRIO : MPRAGE acquired on Siemens TRIO, GE : MPRAGE
on 1.5 T GE Signa, and Siemens: MPRAGE on 1.5 T Siemens SONATA scan-
ner. Siemens scan parameters are closest to that of the training dataset and
we calculated absolute difference in structure volumes obtained using different
segmentation methods on datasets MEF, TRIO, GE with respect to Siemens.
In Table 1 we report only WM volume differences due to lack of space and also
because total white matter volumes are a good indicator of accumulated effects
of pulse sequence variation. MALF shows the highest consistency for GE and is
second best for the rest. PSACNN provides the best performance for TRIO and
second best for the GE dataset.
4 Discussion and Conclusions
We have described PSACNN, a CNN-based segmentation algorithm that can
adapt itself to the test data by generating test-data specific augmentation using
an approximate forward model of MRI image formation. The augmentation can
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Table 1: Mean and standard deviation (Std. Dev.) of absolute WM volume differ-
ences between datasets MEF, TRIO, GE, with Siemens for different algorithms.
MEF TRIO GE
Mean (Std) Mean (Std.) Mean (Std)
ASEG 21.38 (19.16) 2.48 (2.72) 9.13 (15.64)
SAMSEG 2.22 ( 1.26)∗ 2.12 (2.78) 7.49 (11.53)
MALF 4.14 ( 1.64) 2.18 (3.00) 4.33 (4.71)∗
CNN 87.13 (12.14) 2.18 (2.61) 9.02 (17.70)
PSACNN 7.13 ( 4.40) 1.65 (2.65)∗ 6.56 (10.68)
* Statistically significantly better than the next best method (p < 0.01) using a paired t-test.
be used to robustly train or fine-tune any underlying predictor. We show state-
of-the-art segmentation performance on diverse datasets. The prediction is fast
and takes less than a minute to run on a single process. In the future we intend
to use more accurate imaging equations and simulate other pulse sequences to
increase the range of application.
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