We define separable algebras and Galois-extensions in the category of algebras [without unit] and show that for the ring C(X) of continuous complex-valued functions on a compact space X the latter are equivalent with the category of [regular] covering spaces of X, enabling us to calculate the fundamental group of X from C(X).
Introduction
This paper is a contribution to the continued work on understanding the relation between the algebraic structure of a commutative Banach-algebra B and the topological structure of its maximal ideal space ∆ B . It has in particular attracted considerable interest to find the algebraic-topological invariants of ∆ B directly from B. Some nice results in this direction have been obtained (see [20] ): H 0 (∆ B ,Z) is the additive group generated by the idempotents of B, H 1 (∆ B ,Z) ≅ B -1 / exp B (due to Arens and Royden) and H 2 (∆ B ,Ζ) ≅ Pic
B (due to Forster). The next logical step is then of course to characterize H 3 (∆ B ,Z).
Some success has been obtained in this direction: already Grothendick observed (more or less) that Tor H 3 (X,Z) ≅ Br C(X), the Brauer group of the algebra of continuous functions X → C, defined from the central separable [Azumaya] algebra of C(X), and this result was later generalized to arbitrary Banach-algebra by Craw and Ross [2] .
Concurrent with this research, there has been a considerable research on the relation between the fundamental group π 1 (∆ B ) and B. Now, finding π 1 (∆ B ) is equivalent to finding the covering spaces of ∆ B . In [1] and [22] it was shown that there is a category equivalence between the finite-fibered covering spaces of a compact topological space X and the projective separable extensions of C(X). This result was generalized to semisimple, regular Banach-algebras by [14] and to arbitrary Banach-algebras by Zame [23] and Craw and Ross [2] and even further to topological Waelbrook algebras by Mallios [15] . This is also closely connected to the work on polynomial covering spaces of X, see [7] and [8] .
Now, the problem with both the results on H 3 and on π 1 is that some finiteness in the algebras considered prevent us from obtaining all of H 3 and all of π 1 . This problem was overcome for H 3 by Taylor [21] by considering central separable algebras not required to have a unit. He showed that for C(X) the extended Brauer-group defined from these was all of H 3 . This led us to investigate the commutative, separable algebras [without unit] in the hope that they would give all the covering spaces of X. And certainly, they do! and
it's what will be shown in this paper.
In the first section we define the class of separable algebras and Galois-extensions and obtains some essential structural properties of these. In the second section we relate covering spaces to a more convenient category of algebra bundles, unifying the theory of π 1 with that of the other topological-algebraic groups, and in the last section we synthesize the results of section 1 and 2 to obtain the category equivalence between Galoisextensions of C(X) and regular covering spaces of X, and we state some consequences of this concerning π 1 (X).
Separable algebras
In the following R will denote a commutative ring with unit. By an algebra over R we will understand an associative algebra, not necessarily possessing a unit. To such an algebra A we will associate an algebra with unit, the algebra (A) of multipliers of A. It consist of those f ∈ End R (A), which satisfy f(ab) = f(a)b = af(b) for all a,b ∈ A, and in case A is commutative, (A) = End A (A). A is said to be order-free in case aA = 0 or Aa = 0 implies a = 0. One now easily sees that the following is true (see also [13] ) PROPOSITION 1 Let A be a commutative R-algebra, and let for x ∈ A the function λ x : A → A be defined by λ x (y) = xy. Then
is a homomorphism of A onto an ideal of (A), which is injective in case A is orderfree.
PROPOSITION 2 Every semi-simple algebra is order-free.
Let A be an algebra over R. By A * we will denote the R-algebra opposite to A and we define the enveloping algebra of A by A e = A * ⊗ A (tensor product with respect to R). The homomorphism µ is called the augmentation of A. In case A is commutative, µ is as well an R-algebra homomorphism.
The algebra A is then a
We are now in the position to define a separable algebra. The definition is formally equivalent with the definition for algebras with unit, see, e.g., DeMeyer & Ingrahim [3] DEFINITION 3 An algebra A over R is called separable if the sequence 0 0
is split exact as a sequence of A e -modules. 1 Unless otherwise specified, a module will always mean a right module.
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Notice, that although the definition of a separable algebra [without unit] is formally the same as the definition of a separable algebra with unit, it is actually stronger: while the exactness of the sequence is trivially satisfied for any algebra with unit (µ(1 ⊗ a) = a), this is not so for algebras without unit, so definition 3 actually contains two conditions, formalized in the following PROPOSITION 4 The following are equivalent for any R-algebra A 1) A is separable.
2) A 2 = A and A is a projective A e -module.
Notice that our definition of a separable algebra is weaker than that of Taylor [21] .
Taylor has a condition in addition to the two conditions of proposition 4 2) , but this condition actually implies that any commutative separable algebra in the sense of Taylor has a unit, and this is exactly what we want to avoid. So in our terms, Taylors central separable algebras will be central separable faithful algebras (see definition *).
If {A β } β ∈ B is a family of algebras, ⊕ ∈ β β B A will denote the direct sum of the al- If R is a ring and M a cardinal, R (M) will denote the direct sum of M copies of R.
We now have the following theorem, which will enable us to generate new separable algebras from already known THEOREM 5 Let {A β } β ∈ B be a family of algebras. Then the direct sum algebra
is separable if and only if each A β is separable.
PROOF Straightforward calculation, compare [18] .
As the ring R is separable as an algebra over itself, the following corollary follows COROLLARY 6 Let R be a commutative ring (with unit) and M a set. Then R (M) is a separable R-algebra. The following is a generalization of [3] , II.1.7.
THEOREM 7 Let A be a separable R-algebra and S a commutative R-algebra with unit.
Then A ⊗ R S is a separable S-algebra.
PROOF In the following, A S will denote A ⊗ R S. First notice that we have an R-module The following is a generalization of [3] , II.1.11.
THEOREM 9 Let A be a separable R-algebra and let I ⊆ A be a 2-sided ideal satisfying
be the canonical map and let ϕ : A → A e be a homomorphism splitting the augmentation µ of A. We define ~:
We will show that ~( ) ϕ I = 0 . Assume IA = I, that is any x ∈ I can be written as The following theorem is the most important theorem in the theory of commutative separable algebras, and we will apply it numerous times. It is a generalization of the fact that a projective, separable algebra with unit is finitely generated ( [3] , II.2.1). For algebras without unit we can't hope for a similar result in view of 5, and actually the whole purpose of "removing" the unit is exactly to avoid this finiteness. However we have the following THEOREM 10 Let A be a separable commutative R-algebra, which is projective as an Rmodule, and let a ∈ A be arbitrary. Then the ideal (a) = aA is contained in a finitely generated R-submodule.
If R is a field or is Noetherian, the theorem implies that aA itself is finitely generated.
The theorem also implies that a separable commutative F-algebra is an algebraic algebra (where F is a field).
In the rest of the paper, we will write a "projective R-algebra" and by this understand an R-algebra, which is projective as an R-module.
By examining the proof of theorem 10, one sees that it has some not very interesting generalizations to the non-commutative case: If a ∈ A, then aZ(A) (where Z(A) ⊆ A is the elements of A commuting with everything) is contained in a finitely generated submodule or if a ∈ Z(A) 2 then aA is contained in a finitely generated submodule.
PROOF Let µ be the augmentation of A and ϕ a map that splits µ. As A is R-projective, A has a dual basis {f i ,a i } i ∈ I . The functions (x,y) → f i (x)y are bilinear from A × A → A, so there exist homomorphisms
Notice that φ i (x ⊗ y) differs from 0 for at most finitely many indices i ∈ I, and that this indexing set is contained in the set where generates aA as an R-module.
We immediately get the following minor extension of the theorem.
COROLLARY 11 Let M ⊆ A be a set (e.g., ideal, module, subalgebra) contained in a finitely generated R-submodule. Then the ideal MA is contained in a finitely generated R-submodule.
Moreover, we have COROLLARY 12 For every a ∈ A, the ideal λ a (A) is contained in a finitely generated
R-submodule.
PROOF Let h : A → (A) be the homomorphism a → λ a . As in the proof of the theorem, we may assume that a = bc.
is an ideal of (A). But as bA is contained in a finitely generated R-submodule, so is h(bA).
COROLLARY 12A Every element a ∈ A is contained in an ideal which is contained in a finitely generated R-submodule PROOF We may write a as a bc i i
which by theorem 10 (corollary) is contained in a finitely generated R-submodule.
This corollary can easily be extended to any finite collection of elements.
QUESTION
Is the converse of the corollary true: if m ∈ (A) satisfies that m(A) is contained in a finitely generated R-submodule, is then m ∈ h(A)?
Finally we will give an alternative formulation of theorem 10.
THEOREM 13 Let A be a projective, separable commutative R-algebra and let I ⊆ A be an ideal finitely generated as an A-module. Then I is contained in a finitely generated Rsubmodule.
Let A be an algebra. By a modular ideal I of A we will understand an ideal of A such that
A/I has a unit. The radical of A is the ideal However, according to theorem 10, seperable algebras contain no transcedental elements, and thus the radical consists of exactly the nilpotent elements -TRUE FOR
FIELDS?
A is said to be semi-simple if Rad A = {0} and radical if A contains no modular ideals. 
0 . Thus 
As {a i x n-1 } i = 1..p are linearly independent, it follows by standard tensor product rules LEMMA 13A Let A be a semi-simple, commutative algebra over a field F. If a ∈ A is contained in a finite dimensional subalgebra, then a ∈ aA .
PROOF Let B ⊆ A be a finitedimensional algebra containing a. The subalgebra B is also semisimple (e.g., Jacobson). By Wedderburn B has a unit 1 B (to use Wedderburn one might at first adjoin a dummy unit to B. Wedderburn can then be used on this algebra, and the structure then shows that original algebra also had a unit). Then a = a1 B .
THEOREM 13B Let F be a field and let A be a separable commutative F-algebra. Then A is semisimple. 
PROOF Let

PROOF OF THEOREM 14
The theorem is already proved in one direction in theorem 5m
and we will prove the other implication. Let M ⊆ A be a maximal modular ideal.
According to theorem 13b A is semisimple, and according to corrolary 12a, every m ∈ M is contained in a finite dimensional ideal. Then according to lemma 13a, m ∈ mA. Thus, M = MA. According to theorem 9, A/M is separable. As M certainly is an F-direct summand, M is an A-module direct summand according to [21] , proposition 1.7, which as algebras. If we can prove that S is all of A, we will be through. Now, as each F M is an ideal of A, S is an ideal of A, and clearly S 2 = S. Thus, by [21] , proposition 1.7, S is an Amodule direct summand of A, that is there exist an ideal S of A, such that
The ideal S consist of those elements of A, which are outside infinitely many maximal modular ideals, that is, the elements for which the projections p M : A → F M are non-zero for infinitely many M. But such an element a cannot exist, since then 1 M ·a ≠ 0 for infinitely many M, and consequently, as the set { }
is linearly independent, the vector space span M ∈ {1 M ·a} is infinite dimensional, contradicting the fact established in theorem 10, that aA is finite dimensional. Thus, ~{ } S = 0
We have the following corollary to theorem 14
COROLLARY 19
Let R be a semi-simple ring (with unit). Then any projective and separable commutative R-algebra is semi-simple.
PROOF Note that, if P is a projective R-module,
where (R) denotes the set of maximal ideals in R. The inclusion ⊆ is trivial and the inclusion ⊇ follows by a dual basis argument. Let
, and let M and M' be two arbitrary maximal ideal of R. The we can write x as
We can also write x by the dual basis
Thus, x can be expressed by a set of coefficients, each of which are in all maximal ideals of R. This shows that 
and f -1 (N) is a maximal modular ideal of A, a contradiction. Thus
And since by hypothesis Rad R = 0, the corollary is proved.
The last part of this section will primarily consist of definitions to be used in the last section. First, if A is an R-algebra, Aut A will denote the group of R-algebra automorphisms of A.
for g ∈ Aut A and f ∈ (A), and where the composition is as maps A → A.
If A is order-free, h is injective and Im h is exactly those elements of Aut (A) satis-
In other words: Aut A acts on (A) by the described homomorphism.
PROOF trivial calculations.
Generally h of course need not be surjective. However, if A is a projective, separable Ralgebra, it seems likely, that h is surjective, hence establishing an isomorphism between Aut A and Aut (A), if R is semi-simple. The reason to believe this, is that it is true for the rings C(X) to be considered in the last section. If the answer to the question following corollary 12 is "yes," then it will follow that h is surjective. REMARK This definition used on algebras with unit differs slightly from the definition in [3] , if the algebra contains other idempotents than 0 and 1. However, Galoisextensions with idempotents are not very interesting (in this context), so the difference won't bother us.
DEFINITION 25 A ring R without non-trivial idempotents is said to be separably closed, if R has no Galois-extensions without non-trivial idempotents.
DEFINITION 26 A separable closure of a ring R without non-trivial idempotents is a Galois-extension A of R such that (A) has no non-trivial idempotents and is separably closed.
Projective vector bundles
Our main objective in this paper is to find the relation between covering spaces of a space X and separable algebras over its ring of continuous functions C(X,C). Covering spaces however have the disadvantage of not directly having an algebraic structure associated with them. Only by considering their rings of continuous functions we indirectly get an algebraic structure. Therefore we will in this paragraph show that the category of covering spaces is equivalent to a certain category of topological algebra bundles. This further has the advantage of bringing covering spaces into a general framework of finding algebraic-topological invariants from topological-algebraic vector bundles (see, e.g., [20] , [4] ), and is as such interesting in itself.
The theorems in this section are not really advanced. The important idea is the way of thinking introduced in this section. Accordingly the proofs are straighforward and we will only outline them.
In this section, F will denote either R or C. We will be interested in a special class of F-vector space topology: the trivial LCS-topology. For a vector space V, the trivial LCS-topology is the finest topology that makes V into a locally convex topological vector space. A basis of neighborhoods of 0 is the family of all absorbing, balanced, convex set.
We will state below some trivial results on this topology (which is of course purely algebraically determined), proofs of which can be found in [9] and [12] . 3) A set M ⊆ V is bounded (compact) if and only if M is contained in a finite-dimensional subspace and is bounded (compact) therein.
We will consider a special class of bundles of topological vector spaces. For a general exposition on bundles of topological vector spaces, see [6] . We start by fixing some notation. The category of quasi-vector bundles has as objects the triples ξ = (E,p ξ ,X), where E and X are (Hausdorff) spaces and p ξ : E → X is a continuous map and such that for each x ∈ X, the fiber ξ
has a structure as a topological vector space. The morphisms are the obviously defined maps and a section is defined in the usual manner (always continuous). Γ(ξ) will denote the set of sections of ξ. For a space X, the category %(X) of trivial τ-vector bundles 2 over X is the subcategory of quasi-vector bundles of the form ξ = (X × V, p ξ , X), where V is a vector space with the trivial LCS-topology. Here p ξ will denote the natural projection onto X and σ ξ will denote the natural projection onto V. Notice that if s ∈ Γ(ξ), then σ ξ s is a continuous function X → V. We will denote a point in ξ by (x,t) and define vector space operations on points in the same fiber:
,
is a basis of neighborhoods of s(x).
2 The τ means "with trivial LCS-topology." Since we will only consider such topologies, we will often skip τ.
PROOF Let x ∈ X be fixed and let B be a (balanced) neighborhood of 0. As
is then a neighborhood of s(x), and PROOF C(X,V) is free for every vector space V: let {ν i } i ∈ I be a basis for V and define
basis of C(X,V).
On the other hand, let M be a free module over C(X), and let {v i } i ∈ I be a basis of M.
Let V be the F-vector space generated by the set {v i } i ∈ I and equip V with the trivial LCS-topology. According to the first part of the proof, C(X,V) is a free module with {v i } i ∈ I as basis, and this is trivially isomorphic with M.
PROPOSITION 30 Let X be a compact space. Then Γ is a category equivalence from the category of trivial τ-vector bundles to the category of free modules over C(X). 
We now can define the main topic of this section, the projective τ-bundles, which are defined in the following obvious fashion DEFINITION 31 Let ξ be a trivial τ-bundle. A projection in ξ is a morphism p : ξ → ξ satisfying p 2 = p. A projective subbundle is the image of a projection. A projective τ-bundle is a quasi-vector bundle, which is isomorphic to a projective subbundle.
From the definition we immediately get PROPOSITION 32 The following is equivalent for any quasi-vector bundle ξ. 1) ξ is a projective τ-bundle.
2) There exists a trivial τ-bundle ζ and morphisms p : ξ → ζ, q : ζ → ξ, satisfying pq = id ξ .
LEMMA 33 Let ξ be a trivial τ-bundle over a compact space and let p : ξ → ξ be a projection. Then the image of p is closed and p : ξ → Im(p) is an open mapping.
PROOF That the image of p is closed follows from the fact that p is a retraction in a
Hausdorff space.
To show that p is open, let s | U + B be a neighborhood of s(x). Note that 0 ∈ B ∩ Im(p) ⊆ pB, since p is a projection (here B is to be considered as the zero-section plus 2/3/00
, and the latter is a neighborhood of ps(x), by lemma 28.
THEOREM 34 Let X be a compact space. Then Γ is a category equivalence from the category of projective τ-bundles over X to the projective modules over C(X).
PROOF This is a straightforward functorial excercise, compare the proof of proposition 30.
Projective vector bundles have many nice properties, which are not shared by arbitrary quasi-vector bundles. As an example we have PROPOSITION 35 Let X be a compact space and let ξ be a projective τ-bundle over X. Then 1) There is a section through every point y ∈ ξ.
2) if A ⊆ X is a closed set and s : A → ξ is a section, then s can be extended as a section to all of X.
PROOF 1) is a special case of 2), so we will only prove 2). As ξ is projective, there exist a trivial τ-bundle ζ = X × V, and morphisms p : ζ → ξ and q : ξ → ζ with pq = Id ξ . Then qs : A → ζ is a section, that is, σ ζ qs : A → V is a continuous function, and as A is compact, it can be extended to a continuous function t: X → V. Then s = (x,t(x)) is a section X → ζ coinciding with qs on A, and ps is an extension of s.
As usually in the theory of fiber bundles, a quasi-vector bundle ξ over X is said to be locally trivial, if for every x ∈ X there is a neighborhood
is a trivial τ-bundle. We now have THEOREM 36 A locally trivial quasi-vector bundle ξ over a compact space X is a projective τ-bundle.
PROOF This proof is in essence an 'unfolding' of the proof of Swan's theorem [19] , i.e., a concatenation of the lemmas into one proof, whereby certain conditions in the lemmas can be removed.
As X is compact, there is a finite open covering {U 1 ,...,U n } of X, such that ξ | U i is trivial (actually the finiteness is not required in the proof). Let {χ 1 ,...,χ n } be a partition of unity subordinated to {U 1 ,...,U n } (such that the open sets V i = {x ∈ X | χ i (x) ≠ 0} covers X), and let {ω 1 ,...,ω n } be a partition of unity subordinated to the covering {V 1 ,...,V n }.
As ξ | U i is trivial, there exist vector spaces T i and isomorphisms On the other hand define morphisms q i : ξ → X × T i by 
Thus pq = id ξ , and ξ is a projective τ-bundle by proposition 32.
Serre-Swan's theorem (see [19] ) on the other hand tells us that a projective τ-bundle is locally trivial, provided it is isomorphic to a projective subbundle of a finite-dimensional trivial τ-bundle. In general, however, a projective τ-bundle needs not be locally trivial, even if the fibers are finite-dimensional. For example it can be shown that the prime ideal in C([0,1]) of functions vanishing on a neighborhood of 0 is a projective module, and this clearly does not come from a locally trivial bundle.
A basis for a quasi-vector bundle ξ is defined naturally as a set of sections {s i } i ∈ I , such that {s i (x)} i ∈ I is a basis of ξ x for every x ∈ X and for every section s ∈ Γ(ξ) there exist a finite set F ⊆ I such that s(x) ∈ span i ∈ F {s i (x)} for every x ∈ X. One now easily proves PROPOSITION 37 A quasi-vector bundle ξ is trivial if and only if ξ has a basis.
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A point x ∈ X is (of course) said to have a local basis, if there exists a neighborhood U of x, such that ξ | U has a basis.
COROLLARY 38 A quasi-vector bundle ξ is locally trivial if and only if every point x ∈ X has a local basis.
An algebra bundle defined as a quasi-vector bundle ξ where each fiber has a structure of topological algebra, such that if s 1 and s 2 are two continuous sections, then their product (s 1 s 2 )(x) = s 1 (x)s 2 (x) is a continuous section [reference *].
We will call an algebra A a trivial algebra in case A has a basis of mutually orthogonal idempotents. Note, that A is trivial if and only if A ≅ F (n) for some cardinal n.and that any trivial algebra A equipped with the trivial LCS-topology becomes a locally m-convex topological algebra.
An algebra bundle is said to be fiberwise trivial, if each fiber is isomorphic to a trivial algebra with trivial LCS-topology, and completely trivial if ξ ≅ X × A for some trivial algebra A with trivial LCS-topology. It is locally completely trivial, if every x ∈ X has a neighborhood U such that ξ | U is completely trivial.
THEOREM 39 Let X be a compact space. The section functor Γ is a category equivalence between the category of fiberwise trivial, projective algebra bundles over X and the
category of projective C(X)-algebras A, for which A/AM is a trivial algebra for every maximal ideal M ⊆ C(X).
PROOF again a functorial excercise.
We further have PROPOSITION 40 Let ξ be a projective algebra bundle. Then ξ is completely trivial if and only if ξ has a basis of (mutually) orthogonal idempotents.
PROPOSITION 41 Let ξ be a projective algebra bundle. Then ξ is locally completely trivial if and only if ξ locally has a basis of (mutually) orthogonal idempotents.
We now establish the promised relation between covering spaces and algebra bundles.
PROPOSITION 42 Let X be a space. The category of covering spaces over X and the category of locally completely trivial algebra bundles over X are equivalent.
PROOF Let A = F (n) be trivial algebra, where n is a cardinal. Any automorphism (of topological algebras) of A must send a rank one idempotent (that is, one satisfying eA ≅ F) to a rank one idempotent. Thus, any automorphism of A is simply a permutation of the orthogonal idempotent basis of A, and visa versa any such permutation is an automorphism of A (as any linear map is continuous). Consequently the automorphism group of A is the group π n of permutation of n points. Note that this is certainly also the automorphism group of the discrete topological space D n with n points. By [10] , it now follows that the category of locally completely trivial algebra bundles with fiber (isomorphic to) A is equivalent to the category of coverings and π n -transition function of X, and this category is again equivalent to the category of π n -bundles with fiber D n , which are exactly the covering spaces of X of type n.
By a regular covering space we will understand a covering space, where the group of automorphisms acts transitively on the fibers. If we consider instead the equivalent (from the above proposition) algebra bundle, it is clear that this corresponds to the fact that the group of automorphisms acts transitively on the orthogonal idempotent basis in each point, and we will accordingly denote such an algebra bundle a regular algebra bundle.
Separable algebras and covering spaces
We now come to the main paragraph of this exposition, were we will investigate the relation between covering spaces of a space X and separable algebras over the ring C(X).
In this paragraph X will always denote a compact (Hausdorff) space and C(X) the ring of continuous complex-valued functions on X. Our objective is to prove the following theorem THEOREM 43 For every locally connected space X there exists a category-equivalence between the category of regular covering spaces of X and the category of Galois exten-
sions of C(X).
Actually we are convinced that the following is also true CONJECTURE For every space X there exists a category-equivalence between the category of Hausdorff sheaves over X and projective separable algebras over C(X).
A Hausdorff sheaf is a pair (Y,p) where Y is a Hausdorff space and p is a local homeomorphism.
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Although theorem 43 would follow directly from the conjecture, we will not prove it since the result seems to be of less interest and we believe it's much easier to prove theorem 43 directly without making the detour to sheaves. A question then naturally arises: how does one, among the sheaves, characterize the coverings (also those, that are not necessarily regular)? As the conjecture (if it is true) shows, they are a proper subclass of the projective separable algebras over C(X), but to characterize this subclass seems to be difficult without imposing some very technical conditions on the algebras.
Another question: can connectedness replace local connectedness in theorem 43? It is easy to find examples that show that theorem 43 is false, if X is neither locally connected nor connected (one can easily construct a counterexample by letting X be a convergent sequence in R).
According to proposition 42, theorem 43 is equivalent to the following, this is the theorem we will prove instead of theorem 43.
THEOREM 44 For every locally connected space X there exists a category-equivalence between the category of locally completely trivial, regular algebra bundles over X and
the category of Galois extensions of C(X).
More precisely we will prove that the section functor Γ is a category-equivalence.
Before proving the theorem we will mention some important corollaries, which make theorem 43/44 interesting and which are one of the motivations for making this theory. We refer the reader to [5] for the definitions of the various concepts.
COROLLARY 45 Suppose X is connected and locally connected. Then π 1 ( ) Gal( ( )) X C X ≅ Gal can be defined analogously with π 1 (X), that is, as the automorphism group of the functor which to each Galois-extension A of C(X) assigns the C-algebra A/MA for a fixed maximal ideal M ⊆ C(X) (compare [5] ).
COROLLARY 46 Let X be connected and locally connected. Suppose C(X) has a separable closure C X ( ). Then π 1 ( ) Aut ( ) X C X ≅ COROLLARY 47 Let X be connected, locally connected and either locally simply connected or locally path-connected and semi-locally simply path-connected. Then C(X) has a separable closure C X ( ), and
COROLLARY 48 Let X be connected and locally connected. Then X is simply connected if and only if C(X) is separably closed.
First we will prove the easy implication of theorem 44.
PROPOSITION 49 Let ξ be a locally completely trivial algebra bundle over X. Then Γ(ξ) is a projective, separable algebra over C(X).
PROOF According to proposition 36 and theorem 39, Γ(ξ) is a projective algebra over C(X), and we are to show that Γ(ξ) is separable. We know from proposition 41 that for every x ∈ X there exists a neighborhood U x so that ξ | U x has an orthogonal, idempotent basis. As X is compact there exists a finite subcovering {U 1 ,...,U n } of {U x } which we shrink to an open covering {V i } satisfying V U i ⊆ . We let {η i } be a partition of unity subordinated to {V i }. Now let { } e corresponds to A a fiberwise trivial projective algebra bundle, which we will denote ξ[A] (we will regard ξ as a functor), that is, for every point x ∈ X, the fiber ξ[A] x has an orthogonal idempotent basis. What we have to show is that ξ is locally trivial, thus, that the orthogonal idempotent basis for ξ[A] x can be extended to a section of some neighborhood of x. The first major step in this direction is the following proposition PROPOSITION 50 Let A be a projective, separable commutative C(X)-algebra and let ξ = ξ[A]. For every x ∈ X and every idempotent e ∈ ξ x there exists a neighborhood U of x, so that e can be extended to an idempotent section over U.
For the proof of the proposition we will need a couple of lemmas. First note, that if ξ is a projective vector bundle, then we can (by definition) imbed ξ as a projective subbundle of some trivial vector bundle ζ = (X × V,p ζ ,X). Thus, if s ∈ Γ(ξ) is a section, σ ζ s is a continuous function from X to V. Now suppose B ⊆ Γ(ξ) is a finitely generated submodule. This exactly means that there is a finite number of constant sections b 1 ,...,b n ∈ Γ(ζ), such that every s ∈ B is in span{b 1 ,...,b n }, hence σ ζ s is for every s ∈ B contained in some finite-dimensional subspace F of V (independent of s). The topology on F is given by some norm ||·|| F (that is, we chose a norm on F).
is a subspace of ξ x , and for v ∈ B x we can define the norm by ||v|| = ||σ ζ v|| F . If v ∈ B x and u ∈ B y where not necessarily x = y, we let
We can now formulate LEMMA 51 Let A be a projective, separable, commutative C(X)-algebra and let B ⊆ A be a subalgebra contained in a finitely generated C(X)-submodule. For every x ∈ X let E x be the set of idempotents in B x and Q x the base of orthogonal idempotents of
2) |E x | (the number of elements in E x ) is bounded on X.
∈ is bounded from above and from below.
5)
{ } inf || || , , , e e e e E e e x X B q Q qB = ∈ ≠ 0 . By corollary 11, AB is contained in a finitely generated submodule of A. As noted before this lemma, this means that dim (AB) x = dim ξ x B x is bounded, hence 3) follows. 2) is now a trivial consequence of 3).
2/3/00 4) Assume that { } || || , e e E x X x ∈ ∈ is unbounded. Then we can find a sequence {x n } ⊆ X (x n ≠ x m for n ≠ m) with associated idempotents e x E n x n ( ) ∈ , such that ||e(x n )|| > n.
Since the unit sphere S m is compact, 1st countable, {x n } has an (infinite) subsequence (which we also denote {x n }), such that σ 
this is certainly true for any non-cluster point of Ũ ∩ { } x n and if y is a cluster point,
As { } x n is closed, s can be extended to a continuous section on all of X, by proposition 35.
As X is compact, s is bounded, that is, for all x ∈ X, ||s(x)|| ≠ k for some k ∈ R. Then s x e x e x e x s x e x s x k n n n n n n n n
Now, since X is compact, there is at least one cluster point x of {x n }. By ( * ) we must have ||s 2 (x)|| = 0, since s 2 is a continuous section. But by the definition s(x) ≠ 0, contradiction.
The proof, that { } || || , e e E x X x ∈ ∈ is bounded from below is similar, except that we assume || ( )|| e x n n < 1 and then get the contradiction ||s 2 (x)|| = ∞ for any cluster point of {x n }.
5) The proof of 5) is a slight modification of the proof of 4).
The next lemma is a generalized form of Vandermonde's lemma, the proof of which we will leave as a simple exercise in algebra LEMMA 52 (GENERALIZED VANDERMONDE LEMMA) Let P j = {p ij } i = 1,..,n , j = 1,..,n be a family of polynomials. Then 
.., ) ( )
where p is some polynomial in n indeterminates.
The next lemma essentially states that if, in C n considered as a trivial C-algebra, ||x i+1 -x i || is small for all i ≠ n, then x is close to an idempotent, independently of what vector space norm we chose on C n .
LEMMA 53 For each n ∈ N there exists a constant M n , such that for every n points a 1 ,...,a n ∈ C there exist δ 1 ,...,δ n ∈ {0,1} satisfying:
The important thing here is to notice that M n does only depend on n and the δ's do only depend on the a's, not on the k's. ≠ .
We will now show how one can choose δ i , i=1..n, as functions of (a 1 ,...,a n ) in such a way that all f j , j=1..n are bounded as functions of the (a 1 ,...,a n ). That will prove the lemma.
We chose δ i = 0 if in the set {a 1 ,...,a n } there exist a a n n k 1 ,..., (n j depending on i)
satisfying a a n a a n a n 
Now for convenience of exposition, suppose that the indexing is so that, δ δ δ δ 
( ,..., , ,..., ) Since p j is a polynomial on a bounded set, f j is bounded for the combination given in (2) . As there are finitely many such combinations, f j is bounded for all values of (a 1 ,..,a n ), proving the lemma.
LEMMA 54 Let B ⊆ A be a subalgebra contained in a finitely generated submodule of the projective separable C(X)-algebra A, and let e x ∈ B x be an idempotent. For every ε > 0 there exists a neighborhood U of x such that for each y ∈ U there exists an idempotent e y ∈ B y with ||e y -e x || < ε. Its now simple to prove proposition 50 PROOF OF PROPOSITION 50 Let s be a section through e, that is s(x) = e, and put B = sA, the ideal generated by s. By theorem 10, B is contained in a finitely generated submodule of A, and thus lemma 51 and lemma 54 apply, and we will use the notation therefrom.
inf || || , { }, , e e e e E e e x X x Then ε > 0, by lemma 51. By lemma 54 there exist a neighborhood U of x, such that for each y ∈ U there exists an idempotent e y ∈ B y with ||e y -e x || < ε. By the choice of ε, e y is the unique idempotent, that satisfies ||e -e x || < ε. Thus, we have a well-defined idempotent section e : U → ξ by e(y) = e y , provided we can prove that e is continuous at y ∈ U. Now, given δ > 0, there exist a neighborhood U δ of y, such that for each z ∈ U δ there exists ẽ z ∈ B z with ||ẽ z -e y || < δ. Since we may assume δ < ε, ||e x -ẽ z || < 2ε, and by the choice of ε, there is only one such ẽ z : e z = e(z). Hence, ||e(z) -e(y)|| < δ on U δ , proving continuity.
The proof of proposition 50 gives us an extension of an arbitrary idempotent e ∈ ξ x to an idempotent section over some neighborhood of x, by choosing some section through e.
Thus, this extension depends on which section we chose and generally there may be more than one idempotent extension of e. However, over connected sets the extension is unique:
2/3/00 PROPOSITION 55 Let e ∈ ξ x be an idempotent and let U be a connected set containing x. Then there exists at most one idempotent section over U through e.
PROOF Suppose s 1 , s 2 : U → ξ are two different idempotent sections through e. By theorem 10, the algebra B generated by s 1 and s 2 is finitely generated. Thus, lemma 51 applies. The function n : U → R defined by n(x) = ||s 1 (x) -s 2 (x)|| is a continuous function. Since e = s 1 (x) = s 2 (x), n assumes the value 0, and since s 1 ≠ s 2 it also assumes some value t different from zero. Since U is connected and n continuous it must assume any value between 0 and t. But this contradicts lemma 51.4) and 5).
Over connected sets, more can be said about idempotent sections. The rank of an idempotent e in a (complex) commutative algebra A is the dimension of eA. Now PROPOSITION 56 Let A be a projective, separable, commutative C(X)-algebra and let e S A :
[ ] → ξ be an idempotent section over some subset S X ⊂ . If U is a connected set such that U S ⊂ , the rank of e U | is constant.
[ ] ζ ξ → be the projection, and for every v ∈ V denote by ṽ the corresponding constant section X → ζ . By proposition 35, e U | can be extended to a section on all of X, which we will also denote by e. By theorem 10, eA is contained in a finitely generated submodule of A, so σ ζ ( ) eA is contained in some finite dimensional space F V ⊂ with basis b b n 1 ,..., . By the same theorem, also the ideal B generated by { } pb pb ñ ,...,1 is contained in a finitely generated submodule of A, so that σ ζ ( ) B F ∪ is contained in some finite dimensional subspace of V, on which we as usual may assume the topology is given by some norm ⋅ . The rank of eU is has a maximum, N. We will show that the set Now, let x be an arbitrary point of X. Since A is faithful algebra, AM x ≠ A (where M x is the maximal ideal of functions vanishing at x), hence {0} ≠ A/AM x ξ x . Thus, there exist some rank one idempotent e x ∈ ξ x . By proposition 50, this idempotent can be extended to some idempotent section e over a neighborhood V of x. Since X is assumed locally connected (and compact), there exist some connected neighborhood U of x with U ⊆ V. By proposition 35, e U | can be extended to a section over all of X. We denote this extension also e. Our objective is now to show that normality of A insures that the set { } g e U g A ( )| Aut ∈ is an orthogonal idempotent basis of ξ | U. By proposition 41 this then shows theorem 44.
First we will shrink U slightly: let r be a function which is 1 on a connected neighborhood W of x and vanishes on a neighborhood of X \ U and consider the functions g(re). What we actually will show is that { } g re W g A ( )| Aut ∈ is an orthogonal idempotent basis of ξ | W.
Since e x is a rank one idempotent, g(e x ) is a rank one idempotent for any g ∈ Aut A.
Thus, for arbitrary g 1 , g 2 ∈ Aut A, either g 1 (e x ) = g 2 (e x ) or g 1 (e x )g 2 (e x ) = 0. Since U is connected, then either g 1 (e) | U = g 2 (e) | U or ( )( ) g e U g e U We can now state LEMMA 57 For any a ∈ A there exist at most finitely many g ∈ G, such that g(re)a ≠ 0.
PROOF Assume there exists an infinite set H ⊆ G such that g(re)a ≠ 0 for g ∈ H. Note however, that in each point x ∈ U there are only finitely many g ∈ G such that ] ≠ 0. Now, since by lemma 10 aA is contained in a finitely generated submodule of A, lemma 51 tells us that the idempotents of aA lies in some compact subset of ξ. Thus, the infinite set {e g } g ∈ H has at least one cluster point c. By choosing a subset of H, we may then assume that σ ξ e g has precisely one cluster point, σ ξ c, since {σ ξ e g } is in a compact, first countable space. Note that p ξ (c) is a cluster point of {x g } g ∈ H and that p ξ (c) ∈ U (as r vanishes on a neighborhood of X \ U). We will argue that c is an idempotent. Since σ ξ e g has precisely one cluster point, we then can define a section s x g g H :{ } ∈ → ξ in same way that we did in the proof of lemma 51 and extend this section to all of X. Then in each neighborhood of p ξ (c) there is some x g where s x e e s x g g g g By proposition 50, the idempotent c can be extended to an idempotent section f over some neighborhood V ⊆ U, which we may assume connected. There exist at most finitely many g ∈ H, such that g(e)c ≠ 0, and since V is connected, these are the only elements of H, such that (g(e) | V)(f | V) ≠ 0. We remove these from H. Then {e g } still has a cluster point in c. Now consider the algebra generated by a and f. As this is finitely generated, lemma 51 applies. Since f is continuous, there exists for any ε > 0 a neighborhood U ε ⊆ V of p ξ (c), such that ||f(y) -c|| < ε for y ∈ U ε , and there exists some x g ∈ U ε with associated e g , such that ||e g -c|| < ε. Thus ||f(x g ) -e g || < 2ε. Since f (x g ) and e g is in the same fiber and are both idempotents, ||f(x g ) -e g || < 2ε contradicts lemma 51, except 
