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1. INTRODUCTION 
Let X be a Hausdorff space, 99 be the Bore1 sets, and m be a probability 
measure. A Markov operator is a positive contraction of L,(m) which has the 
constants among its fixed points. A Markov operator is’ doubly stochastic if 
J Tf dm = sj dm for all f E L,(m). A stochastic measure is a probability measure 
on X x X whose first marginal is m. Such a measure is called a continuous 
stochastic measure if its second marginal is absolutely continuous to m and 
doubly stochastic if the second marginal equals m. 
The purpose here is to show that one may use the continuous stochastic 
measures to study the set of Markov operators. In particular, the problem of 
characterizing the extreme Markov operators is solved by finding a characteriza- 
tion of the extreme continuous stochastic measures. The characterization of these 
extreme measures also shows that Feldman’s conjecture is true on the set of 
continuous stochastic measures. 
Finally, a relationship is given between a continuous stochastic measure 
being absolutely continuous to m >< m and the absolute continuity of its transi- 
tion probabilities to m. A necessary condition is found for the continuous 
stochastic measure to be singular to m x m. 
It is assumed that all measures are either non-atomic or purely atomic in the 
sense that, if B is an atom, then there is a point in B which holds all the mass. 
Integration will be over the entire space unless otherwise noted by a subscript. 
2. MARKOV OPERATORS 
Let 9’ be the set of probability measures )I defined on (X x X, ~$9 x 3%‘) such 
that A(. x X) = m(-), called stochastic measures. Let V be the set of stochastic 
measures with&X x .)< m(.), ca e 11d continuous. Let B be the set of continuous 
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Every h E Y is induced by an m-conditioned stochastic transition function 
t7, 141, Pt.9 .), h w ere P(*, B) is measurable and defined m-a.e., and for fixed 
Bi , P(x, u BJ = C P(x, Bi) m-a.e. A transition function is m-nonsingular if 
m(B) = 0 implies P(x, B) = 0 m-a.e. (notice this does not imply that P(x, .) < m 
for almost all x). Clearly X E +Z if and only if the associated transition function is 
m-nonsingular. It will be assumed that all transition functions are m-conditioned. 
Each m-nonsingular P( e, *) in d uces an operator T on L,(m) into L,(m) defined 
by 
w4 = j f(Y) w, dY). 
This operator is positive, that is, iff > 0 then Tf > 0, Tl = 1 and the norm of 
T is one. These are called Markov operators and the set of Markov operators is 
denoted by JZ?. The subset of .&Y where s Tf dm = $f dm is the set of doubly 
stochastic operators. There exists a one-to-one correspondence between doubly 
stochastic measures and operators [l]. The first theorem extends this to % and A. 
THEOREM 1. Let X be a compact Hausdorff space and m be a regular Bore1 
probability measure. Each continuous stochastic measure h associates with one and 
only one Markov operator T by 
jfb, g(y) Wx, 49 = j-f@, Q(x) m(W 
for every f in L,(m) and g in L,(m). 
Proof. Let T be in &Z!. Define h by X(A x B) = (IA , TI,), IA(x) is the indi- 
cator of A. If m(B) = 0, then Is(x) = 0 m-a.e. and so Tl,(x) = 0 m-a.e. Thus 
we have that B(B) = h(X x B) is absolutely continuous with respect to m. This 
implies that for any 01 > 0 there is a /3 > 0 such that B(B) < 01 when m(B) < 
6 < 01, [q. Thus 8 is regular and X extends to a continuous stochastic measure 
[Theorem 2, 141. Thus sIA(x) TIB(x) m(dx) = flA(x)I&) h(dx, dy). By the 
linearity of both variables, the equality for simple functions is established. An 
approximation argument finishes this part of the correspondence. 
Now take X in ??. Let P(*, *) be the inducing transition function. Then 
= X(A n C x B n 0) 
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By linearity, JAXBB($ID(Y)~(& 4) = .f~k%$ .ft~IdY)p(& 4) m(dx) where 
/I is a simple function. An approximation yields 
A similar argument establishes that JAXBf(x) g(y) h(dx, dy) = sA f(x) sB g(y) x 
P(x, dy) m(dx>, for f in L,(m) and g in L,(m). 
To finish the proof, notice that m-nonsingular transition functions induce 
Markov operators by Z’l,(x) = P(cc, B). SO Tg(x) = sg(y) I’(,, dy). Thus 
Jf(x) g(y) h(dx, dy) = Jo Tg(x) m(dx>, which completes the proof. 
For the rest of the paper, let X be a Polish space. 
THEOREM 2. If X is compact hen V with the induced C(X x X) topology is 
homeomorphic to &’ with an induced weak topology. 
Proof. The topology on V is clearly defined. The topology on J$ is the weak 
operator topology on bounded linear operators from L,(m) to L,,-,(m) induced by 
Lf* C LT. The basic neighborhoods of T are of the form {S: /(fi , Tg,) - 
(f; , Sg,)l -=c S> for i in (1, 2 ,..., n}, fi from a dense subset of L,(m), and gi from a 
dense subset of L,(m). The rest of the proof is straight forward and omitted. 
The final theorem of this section indicates how the important subset of 
doubly stochastic operators can be identified. An operator T in J&? is doubly 
stochastic if s Tf dm = sf dm. An operator on L,(m) is called sub-Markovian 
if it is a positive bounded operator whose norm is less than or equal to one [l, 
11, 121. 
THEOREM 3. A Markov operator T extends to L,(m) with norm one if and only 
if T is doubly stochastic. 
Proof. The fact that every doubly stochatsic operator extends to every 
L,(m) with norm one is well known [l]. 
Let T be in &’ and suppose T’ is its extension to L,(m) with norm one. Then 
Tl = T’l = 1. Thus T’ is sub-Markovian and there exists a transition function 
P’(x, B) < 1 such that JB T’f(x) m(dx) = sx f (x) P’(x, B) m(dx) [12, pg. 1921. 
Since T’l = 1, m(B) = JIB(x) m(dx) = J P’(x, B) m(dx). Thus m is invariant. 
Since T’ = T on L,(m), it follows that T is doubly stochastic. 
3. CONTINUOUS STOCHASTIC MEASURES 
The set V is convex as is .&I and the subset $3 of doubly stochastic measures. 
Much work has been done in the problem of characterizing the extreme points of 
~3 and of the set of doubly stochastic operators. Only one characterization of the 
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extreme points of 9 is known [5, lo] and that sheds little light on the extreme 
points of the set of doubly stochastic operators. Furthermore, it fails to answer 
Feldman’s conjecture [3]. It is known that every extreme doubly stochastic 
measure is singular to m x m [lo]. Consequently, considerable work has been 
concentrated on measures which are continuous to m x m and those singular to 
m x m. In particular, the question of how the inducing transition function 
effects and is effected by continuity or singularity of the stochastic measure has 
received attention. In this section, the extreme points of %? are characterized and 
Feldman’s conjecture is shown to hold in 9. A relationship is given between the 
continuity of h to m x m and the continuity of the transition function to m. 
THEOREM 4. The continuous tochastic measure h is extreme if and only if it is 
supported on the graph of a measurable m-nonsingular function g mapping X to X. 
Proof. The proof is the same as that of Theorem 2 [14] which will be included 
here for completeness. Let X be in W and P(*, *) be the associated transition 
function. Suppose that for each x in A, m(A) > 0, there is a set B, with 
P(x, BJ > 0 and P(x, &J > 0. If 0 < 6(x) < min[P(x, B& P(x, &)], 
S’(x) = S(+‘(x, f&J, and S”(x) = S(x)/P(x, 8,) 
then 
P/(X, B) = (1 + S’(X)) P(x, B, n B) + (1 - S”(X)) P(%, 8, n B), 
P(x, B) = (1 - S’(X)) P(x, B, n B) + (1 + S”(X)) P(x, 8, n B), 
if x is in A, and P/(x, B) = P”(x, B) = P(x, B) otherwise, are transition func- 
tions. Since P(*, *) is m-nonsingular, P’(., *) are P”(*, a) are m-nonsingular and 
therefore induce two continuous stochastic measures h’ and X”. Furthermore 
h = +(h’ + x”). Thus any such h is not extreme. 
There are two cases to be considered. First, for x in A with m(A) > 0, 
P(x, lY1) = 0, f or every y in X. Then any set B with P(x, B) > 0 must be 
uncountable and not an atom. So there exist two subsets of B disjoint from one 
another with positive mass which means h is not extreme.The second case is that 
for some y, given x, P(x, {y}) > 0 and this must happen m-a.e. If h is to be 
extreme, then P(x, X - {y}) = 0. 
Assume X is extreme in % and define g(x) = y if and only if P(x, (y}) > 0. 
Thus P(x, B) = I&(x)) an since P(., B) is measurable it follows that g is d 
measurable. Since X is continuous, g is m-nonsingular. 
Conversely suppose that h in % has P(x, B) = I,(g(x)) as its transition func- 
tion where g is measurable and m-nonsingular. Furthermore, suppose P(x, B) = 
tPl(x, B) + (1 - t) Pz(x, B). Then PI(x, B) = Pz(x, B) = 0 when g(x) 4 B and 
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Pi(x, B) = Pz(x, 23) = 1 when g(x) E B. Thus h is extreme and the proof is 
complete. 
J. Feldman conjectured for doubly stochastic measures that a set which 
supports an extreme measure supports only one measure. This is still an open 
question in 9 [3, 51 but has been established for 9. The following proves it 
holds for V. 
Two measures are equivalent when they have the same sets of measure zero. 
COROLLARY (Feldman’s conjecture). If h is equivalent to p, both in GR, and p 
is extreme then h = p. 
Proof. Suppose ~1 is extreme. Then, by Theorem 4, p is supported on the 
graph of an m-nonsingular measurable function g. Then h is supported on the 
graph of g also. Clearly any measure supported by g must have I,(g(x)) as its 
transition function so h = p which completes the proof. 
E. Hopf, [7], introduces three operators (1, T, and D. The operator (1 maps a 
linear space of finite countably additive set functions on (X, a), [FcA(X, LB’)], 
in to itself by &(A) = jr P(x, A) y(dx). If P(*, *) is m-nonsingular, the dual of /1 
is defined on L,(m) by Jr Tf(x) y(dx) = jr f(x) Ay(dx) and Tf(x) = 
Jxf(x) P(x, dy). Fina&, D is defined on L,(m) as follows: if y << m, then 
dy < m, so we have r(A) = s,, f(x) m(dx) and &(A) = l*f(x) P(x, A) m(dx). 
Let Df = dAy/dm. Thus sxg(x) Of(x) m(dx) = sx Tg(x)f(x) m(dx), g in L,(m) 
and f in L,(m). Therefore, D * = T. These operators depend on the measure m 
because of their domains, so when confusion might arise we will subscript 
with the measure. 
Hopf proves that, given A defined on a subspace L of FCA(X, 9?), with A 
linear, positive, and norm one, then, with L as the space of m-continuous y in 
FCA(X, g), one can find an m-conditioned P(*, 0) such that the definition for A 
given above holds. A takes this space into itself if and only if P(-, a) is m-non- 
singular. 
We have that Tl = 1. However, if m is not a fixed point of A, we do not have 
that Dl = 1. If Dl = 1, then D restricted to L,(m) is a Markov operator with m 
invariant. That is Am = m. 
Nelson [1 11, discusses the relationship of A and D to the operator T and calls 
D the adjoint process. He gives conditions for m to be invariant assuming the 
second marginal is dominated by m. Uniqueness up to a constant multiples is 
achieved. 
The next two theorems, like Theorem 3, consider how to identify doubly 
stochastic measures within V. Theorem 5 is interesting in that it uses ergodicity 
of the adjoint process. An operator is ergodic if its only fixed points are con- 
stants. The proof of the theorem is based on a lemma which is of interest in its 
own right and which discusses the area of invariant measures of a process 
Vi 81. 
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THEOREM 5. Let h be in Q with its second matginal 8 invarsiznt under the 
associatedprocess P(*, *). If the adjointprocess D is ergodic then X is doubly stochastic. 
Proof The proof is based on the following lemma. 
LEMMA 1. Let X be a continuous stochastic measure induced by the process 
P(., *). If the marginal 8 is invariant under this process, then there is an f > 0 in 
L,(m) which is a jixed point of the adjoint process D. 
Conversely, if there is a nonnegative fixed point for D, then there is a continuous 
stochastic h whose marginal is invariant under P(., .). 
Proof. Take h in V and B(B) = jP(x, B) m(dx) and B(B) = IP(x, B) O(dx). 
Since 0 < m, the Radon-Nikodym derivative, deldm, is a nonnegative function 
in L,(m) and L,(m) CL,(B). Furthermore, DB , the adjoint process induced by 0, 
is Markovian with 0 invariant and, therefore, has 1 as a fixed point. Notice that 
DC = TO and T,., = T on L,(m). 
Now let g be in L,(m), then Jg(x) D(dO/dm) m(dx) = J (Tg(x)) (dO/dm) m(dx) 
= J Tg(x) B(dx) = Jg(x) D@lB(dx) = Jg(x) (de/dm) m(dx), since D,l = 1. Thus 
D(dtl/dm) = de/dm, m-a.e. 
Conversely, suppose Dj = j for some nonnegative j in L,(m). Define y(A) = 
(SA f (4 +WMl f 111 . C onsider J p(x, B) r(dx) = .f p(x, B) (f (x)/II f IId m(dx) = 
Cs ~IBfm(WYllflll = <SIB WW.Wllflll = .fi f/II fll, m(dx) = r(B). By defi- 
ning h as m x y, the proof of the lemma is complete. 
To prove Theorem 5, notice that by Lemma 1, D(de/dm) = dqdm. However, 
D is ergodic so dO/dm is constant and, in fact, equal to one since 6 is a probability 
measure. This completes the proof. 
A measure on X x X is called doubly substochastic if h(A x B) < 
min{m(d), m(B)) for all measurable sets A and B [2]. It is substochastic if 
h(A x X) < m(A) [ll]. 
THEOREM 6. The intersection of the set of stochastic measures with the set of 
doubly substochastic measures is exactly the set of doubly stochastic measures. 
Proof. The only thing to prove is that a stochastic X with the property 
X(A x B) < min{m(d), m(B)} is doubly stochastic. If T is the Markov operator 
associated v&h this X, then f / TIB(x)\ m(dx) = s Tl,(x) m(dx) = h(X x B) < 
m(B) = s I,(x) m(dx). This says T is defined and L, continuous on a dense subset 
of L,(m). Thus 1) Tjl\l < (1 j& for j in L,(m). Since Tl = 1, the norm of T 
extended to L,(m) is one. By Theorem 3, T is doubly stochastic so X is doubly 
stochastic and the proof is complete. 
Strassen, 1151, proves that given measures m and 0 there exists a probability 
measures A with these as marginals and with X < m x m if and only if m(A) -+ 
409/70/x-18 
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e(B) < 1 + m(A) m(B). If we set A = X, it follows that a stochastic measure h 
with marginal 6 and dominated by m x m has 8 < m. Theorem 6 implies: 
COROLLARY. If h is stochastic and h < m x m, then /\ is doubly stochastic. 
Since J. Lindenstrauss proved that every extreme doubly stochastic measure 
is singular to m x m [lo], considerable effort has been directed toward deter- 
mining the connection between singularity of h to m x m, h in %, and the 
singularity or continuity of P(x, *) to m. If P(x, *) <m(a) for m-a.a. x, then 
P(x, B) = Jifd~) m@y) f or somef,(y) inL,(m) and for m-a.a. x. If, in addition, 
f&y) =f(x, y) is jointly measurable, we say the process is measurable. 
THEOREM 7. Let h be a stochastic measure. Let )I = X, + & be the Lebesgue 
decomposition of X, where h, < m x m and h, is singular to m x m. If P, PI , and Pz 
are the processes associated with X, h, , and h, , respectively, then P(x, .) = PI(x, .) 
+ Pz(x, .) where PI(x, .) < m and Pz(x, *) is singular to m for m-a.a. x. 
Proof. The proof of Theorem 7 is an immediate consequence of the following 
lemma. 
LEMMA 2. Let t.~ be a substochastic measure. p is absolutely continuous to m2 
af and only if its process P(x, *) is measurable and absolutely continuous to m, for 
m-a.a. x. 
Proof. Assume p < m2 then dpldm2 = f (x, y) is in L,(m2) and ~.L(A x B) = 
.fAxB f(x, Y) m2(dx, dy) = JJe f (x, Y) m(dy) m(dx). But, t-4A x B) = 
sA P(x, B) m(dx). Thus P(x, B) = sB f(x, y) m(dy) for m-a.a. x. Thus, 
dP(x, *)/dm = f(x, .) for m-a.a. x. 
Conversely, suppose that P(x, 3) < m, m-a.e. Then P(x, B) = sB fJy) m(dy) 
for m-a.a. x, where f=(y) is in L,(m) for fixed x. Since P(*, *) is measurable, 
f (x, y) = fz( y) is jointly measurable and since 
f (x, y) = lip G J,I’,:rf (x, t) m(dt), 
f (*, y) is measurable. Consequently, p(A x B) = jAjB f (x, y) m(dy) m(dx) = 
sAXB f (x, y) m*(dx, dy). Therefore, IAXB(x, y) f (x, y) is in L,(m2) for all A x B. 
It follows that Q(X, y) f (x, y) is in L,(ma) for all simple functions. Now let QI, be a 
sequence of simple function which increase to 1, m2-a.e. A convergence argument 
puts f (x, y) in L,(m2) and completes the proof. 
The final theorem gives a sufficient condition for a stochastic measure to have 
a singular part. Here let B’,, be the algebra generated by the nth diadic intervals 
in [0, l] and let h, = A / B’)n . 
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THEOREM 8. If the continuous stochastic measure X has a singular part relative 
to m2 then, given M, s jn(x, y) log jn(x, y) m2(dx, dy) > M joy some n where 
f&, y) = dhldm2. 
Proof. Notice that on S? x &?* , X,(B x B,) = A(B x B,) = 
se P(x, B,) m(dx) = 0 if m(B) = 0 or m(B,) = 0. Thus X, Q me on .% x Z#,, .
Thus jn(x, y) is a martingale and converges almost everywhere to some f(x, y) 
inL,(m2) only ifjn(x, y) is a uniformly integrable sequence. A sufficient condition 
for uniform integrability is that sup sjn logj,m2(dx, dy) < co [12, page 1441. 
The proof is complete. 
This work has avoided questions concerning important subsets of %. The 
subset of V consisting of measures whose second marginals are equivalent to m is 
convex and contains the doubly stochastic measures as a convex subset. The 
extreme points of the equivalent measures have not been identified and the 
properties of their operators remain of interest. Iwanik’s work [9] relates to 
questions concerning such operators, in fact, the very active research area of 
composition operators overlap the equivalent stochastic measure and Markov 
operator study. Other applications can be found in Norman’s work [I 31 and in 
Vitale and Pipkin’s paper [16, also see 41. 
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