Featured Application: This work can be utilized to predict the flexural strength and the compressive strength of ultra-high performance concrete (UHPC), determine the volume fraction of steel fibers in ultra-high performance steel fiber reinforced concrete (UHPFRC), and optimize the UHPFRC mixtures.
Introduction
In ultra-high performance concrete (UHPC) mixture design, the compressive strength, and the flexural strength are two key mechanic parameters to evaluate the strength and the ductility of materials. Because UHPC is brittle, the steel fibers with high tensile strength and high ultimate elongation, are always uniformly dispersed in UHPC to increase the ductility and the strength of concrete. The UHPC with steel fibers is also called ultra-high performance steel fiber reinforced concrete (UHPFRC). The steel fibers in UHPFRC improve the cohesive forces between fibers and matrix, change the granular skeleton, and increase the anchorage length between fibers and the surrounding matrix [1, 2] . Besides, steel fibers bridge cracks and retard the propagation to increase
Artificial Neural Network Approach
Artificial neural network (ANN) is a machine learning algorithm that attempted to simulate the nervous system of human to process experimental data by classifying, clustering, regressing, and predicting [43] . Multi-layer feed-forward perception network is one of a typical ANN, the topological structure of this network has an input layer, one or more hidden layers, and an output layer, in which the numerous neurons are distributed into layers (in Figure 1) . In the network, all of the neurons in each layer are connected to the next layer, and there is no connection among neurons in the same layer. The conversion between the input and the output layer is accomplished by adjusting the weights and thresholds among layers. If the problem can be learned, a set of weights will be stable and a good result will be obtained.
For multi-layer feed forward networks, the back propagation neural network is one of the most rudimentary and most important neural networks using nonlinear training methods. The training method of the back propagation network is based on supervised learning, which minimizes the errors between the calculated and experimental values by adjusting the weights in a small amounts each time [40, 41] .
The training processes of a back propagation network have two stages: the forward stage and the backward stage. The forward stage calculates the network outputs through the given initial connection weights and the input data. In the process, the input data is passed from the input layer to the hidden layer. Then, the neurons in the hidden layer calculate a weighted sum of the input data, processes the sum by using an activation function, and finally pass the activation results to the output layer. The weighted sum of the input data can be calculated by Equation (1) [43] [44] [45] [46] .
where net j is the weighted sum of the j th neuron received from the lower layer with n neurons, ω ij is the weight between the i th neuron in the lower layer and the j th neuron in the upper layer, x i is the output of the i th neuron in the lower layer, and b j is the bias of the j th layer in the upper layer. The activation function in back propagation network generally is Sigmoid function or Linear function. The Sigmoid function can be expressed in Equation (2) .
where o j is the output of the j th neuron in the upper layer.
In the backward stage, the errors between the calculated outputs and the experimental results are calculated, and the errors are passed back to the network to modify the connection weights and bias. This process is repeated until the errors reach an acceptable level. The adjusted value of the weights can be summarized in Equation (4):
where ∆ω ij is the n th value of weights adjustment between the i th neuron in the lower layer and the j th neuron in the upper layer, η is the training rate, δ j J is the local gradient of the j th layer, and o i I is the output of the input neurons.
In this study, the training method of the ANN models uses the LM (Levenberg-Marquardt) algorithm, because the LM algorithm combines the advantages of the Quasi-Newton algorithm and the Steepest Descent Back-propagation, which is suitable for non-linear least square problems and curve fitting [45] . In this study, the training method of the ANN models uses the LM (Levenberg-Marquardt) algorithm, because the LM algorithm combines the advantages of the Quasi-Newton algorithm and the Steepest Descent Back-propagation, which is suitable for non-linear least square problems and curve fitting [45] . 
Database and Models

Data Collection
To explore the effects of steel fibers on the compressive strength and the flexural strength of UHPFRC, a reliable database was established. 162-group compressive strength experimental data and 102-group flexural strength experimental data were gathered from the literature (Tables 1  and 2 ).
The specimens for compressive strength testing varies in shapes and sizes, due to lack of proper standards. According to GB/T 31387 [47] , cube specimen of 100 × 100 × 100 mm is considered as standard for homogeneity of data, The test specimens were converted to standard cube compressive strength by the correlation techniques suggested by researchers [48] [49] [50] [51] and the equations are as follows. 
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f cu,100 = 0.959 f cu,70.7 (5)
f cu,150 = 0.91 f cu,100 + 3.62
f cu,150 = f cylin,100×200 + 6.41 (8) f cylin,50×100 = 1.07 f cylin,100×200 (9) where, f cu,70.7 f cu,100 , and f cu,150 are the compressive strength of 70.7 mm cube, 100 mm cube, and 150 mm cube, respectively; f cylin,50×100 and f cylin,100×200 are the compressive strength of 50 × 100 mm cylinder and 100 × 200 mm cylinder, respectively; f c is the axis compressive strength of UHPFRC, the size effects are not obvious in axis compressive strength. Note: * W/B, D, L, AR, VR, PCS and CS denote the water to binder ratio, diameter, length, aspect ratio, volume fraction, and compressive strength of concrete without and with steel fibers. Note: * PFS and FS denotes the flexural strength of concrete without and with steel fibers, respectively, which is tested by 3-point bending test. ** The specimens for flexural strength testing varies in sizes, due to lack of proper standards. According to GB/T 31387 [46] , prism specimen of 100 × 100 × 300 mm is regarded as standard for homogeneity of data. Researches shows that the size effects have no significant in flexural strength and the convert coefficient between standard and other size specimens can be taken as 1.0 [48] .
Therefore, a total of 166 compressive strength experimental data sets and 102 flexural strength experimental data sets were obtained to establish the training-testing database. Among the data, 80% (133 and 80) data sets were selected as training sets, and the remaining data sets (20% of the total data) were used for testing, respectively. The testing data were selected randomly to eliminate the effects of artificial selection on the results. In accordance with existing calculation models [31] [32] [33] [34] [35] [36] [37] [38] , the water to binder ratio (W/B), the diameter (D), the length (L), the aspect ratio (AR), and the volume fraction (VF) of steel fibers, and the compressive strength (PCS) or the flexural strength (PFS) of UHPFRC without steel fibers were selected as the main input parameters, and the compressive strength (CS) or flexural strength (FS) of UHPFRC was used as the output variable. Table 3 shows the ranges of the input and the output variables in the compressive strength database and the flexural strength database in this study. 
Proposed ANN Model
The ANN models proposed in this paper have three layers: an input layer, a hidden layer, and an output layer (in Figure 1) . The number of input and output nodes are determined by the parameters of the research problems. However, because of reliable mathematical formulas for calculating the number of hidden layer nodes are not available, the initial number of hidden layer nodes should be estimated by trials. The Log-Sigmoid activation function is used in the hidden layer, and the linear activation function is used in the output layer.
To develop the ANN model for predicting the flexural strength and the compressive strength of UHPFRC, a series of trials were carried out in order to determine the number of layers and other parameters of the ANN models by the minimum mean square error (MSE) of the training data. The length (L), the diameter (D), the aspect ratio (AR), and the volume fraction (VF) of steel fibers and the flexural strength (PFS) of UHPFRC without fibers are investigated as inputs, and the flexural strength (FS) of UHPFRC is as output, meanwhile, the length (L), the diameter (D), the aspect ratio (AR), and the volume fraction (VF) of steel fibers, the water to binder ratio (W/B) and the compressive strength (PCS) of UHPFRC without fibers are investigated as inputs, and the compressive strength (CS) of UHPFRC is as output. The parameters of the ANN models for predicting the flexural strength and the compressive strength of UHPFRC are shown in Table 4 and the structures of models are shown in Figure 2 . 
Processing Data
The collected data applied to develop the ANN models should be normalized within the specific limits to eliminate the non-singular data, improve the precision of results, accelerate the convergence speed, and reduce the calculation time. The majority of normalization expressions are linear or logarithmic functions [43] . In this paper, a sample function, as expressed in Equation (10) , was adopted to normalize the data. . In (a), the compressive strength ANN model developed in this study has three layers with six neurons in input layer, twenty neurons in hidden layer and one neural in output layer; in (b), the compressive strength ANN model that was developed in this study has three layers with five neurons in input layer, fifteen neurons in hidden layer, and one neural in output layer. In these two figures, ω ij is the weight between the i th neuron in the input layer and the j th neuron in the hidden layer, ω ji is the weight between the i th neuron in the hidden layer and the j th neuron in the output layer, and b j is the bias of the j th layer in the output layer.
The collected data applied to develop the ANN models should be normalized within the specific limits to eliminate the non-singular data, improve the precision of results, accelerate the convergence speed, and reduce the calculation time. The majority of normalization expressions are linear or logarithmic functions [43] . In this paper, a sample function, as expressed in Equation (10) , was adopted to normalize the data.
where X i,norm is normalized data and X max and X min are the maximum and minimum value of data, respectively. An inverse normalized process is applied to the output layer to get the test data.
Results and Discussion
Results Assessment Criteria
A successfully trained ANN model should give an accurate output prediction, not only for input data used in the training process, but also for new testing data unfamiliar to the model within the range of the training database. In this study, six indicators were applied in order to evaluate the performance of the compressive strength ANN model and five indicators for the flexural strength ANN model, respectively. These three indicators are root mean square error (RMS), absolute fraction of variance (R 2 ), and integral absolute error (IAE), which are calculated by Equations (11)-(13), respectively [38, 45] . Theoretically, When the RMS and the IAE tend to zero and the R 2 tends to one, the proposed models predict the experimental data accurately.
where n is the total number of data; t k is the target value of j th data; o k is the output value of j th data; and, o is the average value of output value.
Results Evaluation
Predicting Model for Compressive Strength
The compressive strength ANN model developed in this study was adopted to evaluating the effects of steel fibers on the compressive strength of UHPFRC. Comparisons between the predicted and the experimental values for the training and testing data of the compressive strength ANN model were shown in Figure 3 . It was evident that the predicted values from the training and testing data, as calculated by the ANN model, were closed to the target values. This phenomenon demonstrated that the ANN model could successfully learn the nonlinear relationship between the input and output variables. Therefore, the ANN model possessed potential in estimating the effects of steel fibers on the compressive strength of UHPFRC. (13) where n is the total number of data; k t is the target value of th j data; k o is the output value of th j data; and, _ o is the average value of output value.
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The performance indicators of the compressive strength ANN model for training and testing data, including RMS, R 2 , and IAE, were listed in Table 5 . In Table 5 , the indicators show that the proposed model produced good results. Thus, the ANN model studied in this paper had high-precision and it was suitable for predicting the compressive strength of UHPFRC. 
Prediction Model for Flexural Strength
The flexural strength the ANN model that was developed in this study was adopted to predict the flexural strength of UHPFRC. Comparisons between the predicted and experimental values for the training and testing data of the ANN model were shown in Figure 4 . It was evident that the predicted values from the training and the testing data, as calculated by the ANN model, were closely to the target values. This phenomenon demonstrated that the ANN model could successfully learn the nonlinear relationship between the input and output variables. Therefore, the ANN model possessed potential to estimate the effects of steel fibers on the flexural strength of UHPFRC.
. Prediction Model for Flexural Strength
The flexural strength the ANN model that was developed in this study was adopted to predict the flexural strength of UHPFRC. Comparisons between the predicted and experimental values for the training and testing data of the ANN model were shown in Figure 4 . It was evident that the predicted values from the training and the testing data, as calculated by the ANN model, were closely to the target values. This phenomenon demonstrated that the ANN model could successfully learn the nonlinear relationship between the input and output variables. Therefore, the ANN model possessed potential to estimate the effects of steel fibers on the flexural strength of UHPFRC. The input layer weights (ILW), input layer bias (ILB), hidden layer weights (HLW), and hidden layer bias (HLB) of the flexural strength ANN model are given by Equations (18)- (21), respectively. 
The performance indicators of the flexural strength ANN model for training and testing data, including RMS, R 2 , and IAE, were listed in Table 6 . In Table 6 , the indicators show that the proposed model produced good results. Thus, the flexural strength of the ANN model studied in this paper had high-precision and was suitable for evaluating the effects of steel fibers on the flexural strength of UHPFRC. To study the reliability of the proposed model, the results from the compressive strength ANN model were compared with the values that were calculated by existing models presented in the literature [34] [35] [36] . There are rarely models for predicting the compressive strength of UHPFRC, thus, the models predicting the compressive strength of steel fiber reinforced concrete (SFRC) are summarized in Table 7 . In these models, the Nataraja model is utilized to predict the compressive strength (30-50 MPa) of SFRC, the VF ranges from 0.5 to 1.0% and the AR are 55 and 82; the Ezeldin model is applied to predict the compressive strength (35-85 MPa) of SFRC, the VF ranges from 30 kg/m 3 to 60 kg/m 3 and the AR are 60, 75, and 100; Yuchen Qu model is applied to predict the compressive strength (30-50 MPa) of SFRC, the VF ranges from 0 to 3.4%, and the AR are from 50 to 100. Table 7 . Analytical models for predicting the compressive strength of steel fiber reinforced concrete (SFRC).
Analytical Model Compressive Strength
Nataraja [34] f c f = f c + 2.1604(RI w ) Ezeldin [35] f c f = f c + 3.51(RI w ) Yuchen Qu [36] f
Where f c f and f c are the compressive strength of SFRC and plain concrete, respectively; RI w and RI v are the reinforcing indexes of steel fibers weight fraction and steel fibers volume fraction, respectively, RI w is around 3.25 times of RI v , RI w = w f × l f /d f , w f is the weight fraction of steel fibers, l f is the length of steel fibers, and the d f is the diameter of steel fibers.
The analytical models that are described above were applied to calculate the compressive strength of UHPFRC based on the collected data. Table 8 illustrates the mean value, standard deviation (SD), and IAE of f predicted / f exp erimental for the analytical models of previous studies and the compressive strength ANN model of this study. In Table 9 , the mean values for the analytical models were less than one, ranging from 0.8830 to 0.9454, and the SD and the IAE were within the ranges of 0.1191-0.1268 and 1.03-1.34%, respectively. The mean values from the ANN model in this study were closely to one, and the SD and the IAE were quite low. Figure 5 indicates that the predicted values obtained from the analytical models of previous studies might underestimate the experimental results with high variation. The ranges of predicted results relative to experimental results that were obtained from the Nataraja model, Ezeldin model, and Yuchen Qu model are −45-15%, −40-30%, and −50-10%, respectively. Whereas, the range of predicted results relative to experimental results obtained from ANN model is −15-15%. In the comparison with the analytical models for predicting the compressive strength of UHPFRC, the ANN model that was proposed in this study could predict the behaviors of UHPFRC very well. Thus, the predictions of the compressive strength ANN model are considerably accuracy and stability for evaluating the effects of steel fibers on the compressive strength of UHPFRC. Table 9 . Analytical models for predicting the Flexural strength of SFRC. 
Analytical Model Flexural Strength
JGJ/T 221 [31] f f f = f f (1 + 1.25V f l f /d f ) Swamy [32] f f f = 0.97 f f (1 − V f ) + 3.41V f l f /d f Won-Kya Chai [33] f f f = f f + 0.103V f l f /d
Flexural Strength Models
To study the reliability of the proposed model, the results from the flexural strength ANN model were compared with the values that were calculated by existing models presented in the literature [31] [32] [33] . There are rarely models for predicting the flexural strength of UHPFRC, thus, the models predicting the flexural strength of steel fiber reinforced concrete (SFRC) are summarized in Table 9 .
Where f f f and f f are the flexural strength of steel fiber reinforced concrete and plain concrete, respectively; V f is the volume fraction of steel fibers, l f is the length of steel fibers, and the d f is the diameter of steel fibers.
The analytical models that are described above were applied to calculate the flexural strength of UHPFRC based on the collected data. Table 10 illustrates the mean value, standard deviation (SD), and IAE of f predicted / f exp erimental for the analytical models of previous studies and the flexural strength ANN model of this study. In Table 10 , the mean values for the analytical models ranged from 0.8429 to 1.1458, and the SD and the IAE were within the ranges of 0.2055-0.4431 and 3.03-4.04%, respectively. The mean values from the ANN model in this study were fairly close to one, and the SD and the IAE were quite low. Figure 6 indicates that the predicted values that were obtained from the analytical models of previous studies might underestimate the experimental results with high variation. The ranges of predicted results relative to experimental results obtained from JGJ/T 221 model, Swamy model, and Won-Kya Chai model are −35-180%, −50-30%, and −35-150%, respectively. Whereas, the range of predicted results relative to experimental results obtained from ANN model is −15-15%. In the comparison with the analytical models of flexural strength for UHPFRC, the ANN model that was proposed in this study could predict the flexural behavior of UHPFRC very well. Thus, the predictions of the flexural strength ANN model are considerably accuracy and stability for evaluating the effects of steel fibers on the flexural strength of UHPFRC. 
To study the reliability of the proposed model, the results from the flexural strength ANN model were compared with the values that were calculated by existing models presented in the literature [31] [32] [33] . There are rarely models for predicting the flexural strength of UHPFRC, thus, the models predicting the flexural strength of steel fiber reinforced concrete (SFRC) are summarized in Table 9 . The analytical models that are described above were applied to calculate the flexural strength of UHPFRC based on the collected data. Table 10 Table 10 , the mean values for the analytical models ranged from 0.8429 to 1.1458, and the SD and the IAE were within the ranges of 0.2055-0.4431 and 3.03-4.04%, respectively. The mean values from the ANN model in this study were fairly close to one, and the SD and the IAE were quite low. 
Conclusions
In this paper, the ANN method was applied to evaluate the compressive strength and the flexural strength of UHPFRC. Two reliable database, consisting of 166 compressive strength data sets and 102 flexural strength data sets from previous literature, were established, of which, 133 and 80 samples were randomly chosen for training and the remainder for testing to establish the compressive strength ANN model and flexural strength ANN model, respectively. The conclusions were as follows:
(1) The compressive strength ANN model was trained by using the LM algorithm, with twenty neurons in hidden layers, revealing great prediction performance. The predicted values were fairly close to the experimental results for both the training and testing data sets in the proposed model. (2) The flexural strength ANN model was trained by using the LM algorithm, with twenty neurons in hidden layers, revealing great prediction performance. The predicted values were fairly close to the experimental results for both the training and testing data sets in the proposed model. 
Research Limitations
In this paper, the authors only focus on the effects of some properties of steel fibers on the compressive strength and the flexural strength of UHPFRC, but these properties of steel fibers have not been analyzed separately. Besides, other properties of steel fibers, such as fiber brand, fiber strength, fiber shapes, and so on, are not considered in this paper. This subject will be further studied.
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