Introduction: Soft-bit source decoding (SBSD) was proposed by Fingscheidt and Vary [1] for improving the convergence of iterative source-channel decoding (ISCD) [2] by exploiting the natural residual redundancy of the source-coded bit-stream. However, when using sophisticated state-of-the-art coding techniques, only modest residual redundancy is left in the source coded bit-stream. Therefore we propose to intentionally impose additional redundancy on the source coded bit-stream with the aid of the novel class of short block codes (SBCs) proposed.
The algorithm: The conventional SBSD scheme determines the extrinsic information from the natural residual redundancy, which remains in the bit-stream after source encoding. More explicitly, the sourceencoded bit-stream is partitioned into M ¼ 2 N -ary, or N-bit symbols, each of which has a different probability of occurance and will be termed as the information word encoded by the proposed SBC. We then characterise the redundancy of the source bit-stream with the aid of the non-uniform M ¼ 2 N -ary symbol probability distribution
. . , N denoting the number of bits in each M ¼ 2 N -ary symbol. The details of the algorithm used for generating the extrinsic information using SBSD for the zero-order Markov model can be found in [2] . Provided that the bits of an M ¼ 2 N -ary symbol may be considered independent of each other, the channels' output information generated for the tth N-bit symbol is given by the product of each of the constituent single-bit probabilities as follows: 
: : : :
Design example: The schematic of our proposed videophone arrangement used as our design example for quantifying the performance of various SBC schemes is shown in Fig. 1 . At the transmitter side the video sequence is compressed using the H.264 video codec and the video source bit-stream x k is mapped or encoded into the bitstring x 0 m using the specific bit-coding scheme of the SBC employed. Subsequently the output bit-string of the SBC is interleaved using the bit-interleaver P of Fig. 1 , yielding the interleaved sequence x m , which is then encoded by a recursive systematic convolution (RSC) code having a specific code rate. The resultant bit-stream is QPSK modulated and transmitted over a correlated narrowband Rayleigh fading channel, associated with the normalised Doppler frequency of f D ¼ 0.01. The received signal is QPSK demodulated and the resultant soft-information is passed to the RSC decoder. The extrinsic information gleaned is then exchanged between the SBSD and RSC decoders of Fig. 1 , in order to attain the lowest possible bit error ratio (BER). Fig. 1 Proposed system model for design example Results: The achievable system performance was evaluated using the 'Akiyo' video sequence [4] consisting of 45 (176 Â 144) pixel quarter common intermediate format (QCIF) frames and encoded using the H.264/AVC JM 13.2 reference video codec at 15 framesper-second (fps) at the target bitrate of 64 kbit/s. Each QCIF frame was partitioned into nine slices and each slice was composed of 11 macro-blocks (MBs) of a row of MBs within a QCIF frame. An intra-coded 'I' frame was inserted in the video sequence after every 45 frames, in order to curtail error propagation. Additionally, to control the effects of error propagation, we used intra-frame coded MB updates of three randomly dispersed MBs per frame. The coding parameters of the different SBC schemes is shown in Table 2 . The overall code-rate of R ¼ 1/2 was maintained by adjusting the puncturing rate of the RSC in order to accommodate the different SBC rates of Table 2 . The attainable BER performance using 2/3, 3/4, 4/5, 5/6, and 6/7 rate SBCs is shown in Fig. 2 . It is observed from Fig. 3 that SBSD operating in conjunction with rate-1 SBC results in an inferior PSNR performance in comparison to all the other SBC schemes having a rate lower than one, with an additional E b /N 0 gain of 20 dB, relative to the rate-1 SBC, which in effect dispensed with the SBC. 
