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ABSTRACT 
Water is the lifeblood of Idaho agricultural practices.  Under future climate, water 
shortages may occur and better water management will need to occur under these 
conditions.  The role of irrigation under a changing climate has not been previously 
investigated in the Snake River Basin.  Irrigation schemes implemented in the NOAH 
Land Surface Model are tested within the Weather Research and Forecast Model 3.4 at 4-
km resolution.  The goals of this research are to investigate the effect of irrigation-
induced cooling on local and regional climate in Southern Idaho, under present and future 
climate projections, and to diagnose irrigation-induced changes to surface energy fluxes 
and characteristics of boundary-layer meteorology.  The control run versus irrigated run 
analysis, from 2010-2012, revealed irrigation induced cooling of the 2-meter temperature 
via evaporation, a decrease of the average growing season planetary boundary layer 
height and increase in the average growing season 2-meter dewpoint over the cropland 
(irrigated) grid-cells.  The study reveals future trends in irrigation and evaporation based 
on dynamical downscaling of two global climate models from 2040-2045 and 2040-2070.  
With a better understanding of the evapotranspiration in southern Idaho, water can be 
better managed through all users in Idaho in drought conditions and in a changing 
climate. 
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CHAPTER ONE: INTRODUCTION 
Climate change scenarios provide insight into the future as to what we can expect 
in terms of precipitation and temperature along with many other atmospheric variables on 
a global scale.  Global Climate Models (GCMs) are used as a tool to understand climate 
and simulate climate change.  GCMs simulate the climate system by modeling the energy 
budget of the Earth and the flow of energy across the globe.  Unequal heating of the Earth 
is the key driver of atmospheric and oceanic circulation.  GCMs simulate the atmospheric 
circulation on the synoptic scale, a horizontal scale greater than 1,000 kilometers (km).  
GCMs and weather models generally have very similar parameterizations.   A climate 
projection is different from a weather forecast in that climate models are used to project 
the statistics of the climate based on changes to the boundary conditions, such as solar 
radiation and atmospheric composition, whereas a weather forecast is based on how the 
atmosphere will evolve based on the initial state of the atmosphere.  For a climate 
projection, although the initial conditions do not alter the long-term climate statistics, it 
can perturb the simulation at the beginning, whereas the initial conditions are the most 
important aspect of weather forecasting (“Introduction to Climate Models,” 2012).   
The land-atmosphere interaction is an intricate system and remains a challenging 
problem in weather and climate modeling.  Weather and climate models generally have 
focused on changes of atmospheric composition and the associated feedbacks to the 
climate system, yet have neglected to account for human-induced changes to the Earth’s 
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land surface explicitly and the associated physical characteristics on local and regional 
scales (Pielke et al., 2011).  The role of land-use, land-cover (LULC) change has been 
mostly ignored from the climate models used in past Intergovernmental Panel on Climate 
Change (IPCC) assessments of climate projections (Pielke et al., 2011).  This research 
seeks to understand the LULC change that irrigation induces on the semi-arid land 
surface under a changing climate in Southern Idaho.   
The Snake River is the ninth largest river in the United States, and is the largest 
tributary of the Columbia River, contributing to 26% of the annual Columbia River flow 
(Slaughter, 2004).  The Snake River drains a semi-arid region that covers approximately 
281,000 km
2
.  Without irrigation, agriculture is not sustainable due to the dry hot 
summers.  Irrigation diversion canals are the lifeblood of agriculture in Idaho.  Water 
from the Snake River is used to irrigate over 3.5 million acres (14,100 km
2
) of cropland, 
over 25 million megawatt hours of electricity and serves over 2 million people before 
reaching the Columbia River (Slaughter, 2004).  Near Twin Falls, Idaho, Milner Dam 
diverts the entire river in the summer to 1,600 km of canals (Slaughter, 2004).  Over 16 
million acre-feet (MAF; 19.7 km
3
) of water is diverted for the use of agricultural 
operations throughout the plain (Willis, Caldas, Frasier, Wittlesey, & Hamilton, 1998).  
Approximately 5 MAF (6.2 km
3
)  are used to irrigate while the remaining 8 to 10 MAF 
(9.9 to 12.3 km
3
) eventually return to the river as flow (Willis et al., 1998).  The Snake 
River Plain is an uncommon feature on the Earth's crust.  The underlying rocks of the 
plain provide a structure that is able to hold large quantities of water for irrigation.  As 
the groundwater is extracted, drawdown of the aquifer is low.  The aquifer of the basin 
behaves as an unconfined system (Whitehead, 1992).  Hoekema and Sridhar (2011) 
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investigated how declining stream flow, increasing temperatures, and fluctuation of 
precipitation have impacted the allocation of water resources in the Snake River Plain 
from (1971-2005) and found a strong trend of declining annual surface water diversions 
over the Snake River Plain.   
The role of irrigation under a changing climate has not been previously 
investigated in the Snake River Basin.  Hoekema and Sridhar (2011) reported 
atmospheric interactions caused by dense agricultural clusters in a semiarid plain like the 
Snake River Basin are not well understood.  The goals of this research are to investigate 
the effect of irrigation-induced cooling on local and regional climate in Southern Idaho, 
under present and future climate projections, and to identify irrigation-induced alterations 
to surface energy fluxes and characteristics of boundary-layer meteorology.  Since water 
is an extremely important commodity in the western United States and more importantly 
Idaho, this research seeks to answer whether evapotranspiration (ET) and amount of 
water needed to irrigate would increase under future climate.  The study analyses the 
amount of water needed to irrigate based on the climate alone under the assumption of an 
infinite water supply within the model.  Furthermore, this research seeks to investigate 
the changes associated with how much irrigation water is applied within the projected 
future climate trends and whether or not the irrigation alters the future trends of 
temperature. 
This research was conducted using the state of the art Advanced Research 
Weather Research and Forecasting Model 3.4 (WRF-ARW; Skamarock et al., 2008), 
which is used extensively in research and operational applications.  The WRF-ARW is an 
atmospheric model combined with a land surface model (LSM) and allows for a diverse 
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choice of physics parameterizations.  The WRF-ARW has been used as a regional climate 
model to dynamically downscale output from GCMs (Awan, Truhetz, & Gobiet, 2011; 
Bukovsky & Karoly, 2009, 2011; Castro et al., 2012; Gao et al., 2012; Gutmann et al., 
2012; Ikeda et al., 2010; Leung & Qian, 2009; Liu, Ikeda, Thompson, Rasmussen, & 
Dudhia, 2011; Mearns et al., 2009; Rasmussen et al., 2011).  The physics 
parameterizations are grouped into categories within WRF-ARW, they include: 
microphysics, cumulus parameterization, planetary boundary layer (PBL), surface layer, 
radiation, and LSM.  The domain design was configured using a 175 × 175 grid at 4-km 
resolution (122,500 km
2
) centered over Southern Idaho.  This research implements and 
tests irrigation schemes developed by Sridhar, Nuss, and Jaksa (2011) to the NOAH Land 
Surface Model (NOAH-LSM) scheme within the WRF-ARW.  The scheme irrigates 
individual 4-km grid cells designated as croplands in the model.  The land cover types are 
prescribed by the WRF-ARW Preprocessing System (WPS) and are based on land cover 
types from the Moderate Resolution Imaging Spectroradiometer (MODIS) land cover 
dataset.  Without irrigation in the model, hydrological and atmospheric processes in these 
agricultural semi-arid regions are misrepresented, especially during the growing season.  
These errors can lead to a warm bias in modeled temperature and a cool bias in modeled 
dewpoint temperature for modeled simulations over Southern Idaho.  Once an adequate 
representation of surface processes is gained, improvements will be seen in short-term 
and long-term forecasts within the WRF model and climate projections. 
To diagnose the irrigation-induced changes to the surface energy fluxes and the 
characteristics of the boundary-layer meteorology, the WRF-ARW 3.4 was first used to 
dynamically downscale reanalysis data from two sources: The Climate Forecast System 
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Reanalysis (CFSR; Suranjana Saha et al., 2010) and the North American Regional 
Reanalysis (NARR; Mesinger et al., 2006).  It should be noted that reanalysis datasets 
such as the NARR and CFSR implicitly include irrigation as a result of the assimilation 
of meteorological observations (Wei, Dirmeyer, Wisser, Bosilovich, & Mocko, 2013). 
Dynamic downscaling refers to the use of fine spatial-scale numerical models, 
such as the WRF-ARW used in this study, to achieve detailed regional and local 
atmospheric data (Castro, Pielke, & Leoncini, 2005).  Grid scale resolutions of the 
GCM’s and the Regional Climate Models (RCM) are on the order of 50-200 km, 
primarily because of the computational demands required of simulations of finer scale 
resolution at global scales. The weakness of these models is that a complete wavelength 
can be simulated in a minimum of four grid points, thus a grid resolution of 50-km 
wouldn’t be able to capture features smaller than 200 km in size.  Because of the coarse 
resolution, GCM’s are not able to account for complex terrain features, such as 
mountains, valleys, lakes, and different land use and land cover types, which can 
significantly alter the climate statistics such as precipitation, temperature, and the 
partitioning of the surface energy budget.  Gu, Liou, Lee, and Leung (2012) 
demonstrated, using the WRF-ARW, that mountains can alter the surface energy balance 
(-50 to +50 W m
-2
) depending on the slope and orientation (aspect) of the mountains.  
These differences in energy balances can decrease the snow water equivalent, and 
increase the snow melt and soil moisture (Gu et al., 2012).  Moreover, these differences 
can lower the albedo, which can increase the surface temperature up to 1°C (Gu et al., 
2012).   Furthermore, the asymmetry on the east and west slope of mountains alter the 
surface energy fluxes, which can change the timing and intensity of summertime 
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convection and precipitation (Gu et al., 2012).  Therefore, we use dynamical downscaling 
to account for these complex terrain features at 4-km resolution to add value to the 
smaller scale of the model data.    
There are four types of dynamical downscaling (Castro et al., 2005): Type 1 
(weather forecast) refers to a atmospheric model, which is forced by lateral boundary 
conditions from a numerical weather prediction GCM and global initial atmospheric 
conditions used (Castro et al., 2005).  In Type 2 downscaling, initial atmospheric 
conditions are disregarded but the results are dependent on the lateral boundary 
conditions and bottom boundary conditions.  Type 2 downscaling provides the maximum 
skill that is achievable in accurately simulating meteorological features at regional and 
local scales (Rockel, Castro, Pielke, von Storch, & Leoncini, 2008).  This study uses 
Type 2 downscaling while using the reanalysis datasets that use bottom boundary 
conditions, including terrain, vegetation, observed sea surface temperatures (SSTs), and 
deep soil moisture.  Type 3 downscaling uses lateral boundary conditions from a GCM 
and the simulation is forced with surface boundary conditions (Castro et al., 2005).   Type 
4 downscaling defers in that topography is used for the lower boundary conditions and 
lateral boundary conditions are based on Intergovernmental Panel on Climate Change 
(IPCC) model settings of solar irradiance and greenhouse gas emissions.   
Present and future climate data produced from the North American Regional 
Climate Change Program (NARCCAP; Mearns et al., 2009) is dynamically downscaled 
(Type 4).  The Community Climate System Model 3.0 (CCSM) data from NARCCAP is 
used in this study based on the availability to run within WRF-ARW.   
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1.1 Background 
  Pielke et al. (2011) reports that studies in the future need to simulate realistic 
LULC because incomplete and misleading information from the climate projections 
would continue to occur.  Anthropogenic land use and land cover changes are important 
climate forcing agents (Cook, Puma, & Krakauer, 2011).  LULC has a clear influence on 
regional climates, therefore studies investigating human-induced climate change and 
natural variability will have an incomplete understanding unless a thorough investigation 
of these processes is conducted in the future.   According to Brown and DeGaetano 
(2013), regional changes in atmospheric moisture appear to be related to human-induced 
changes of land cover in the United States.  Brown and DeGaetano (2013) reported no 
trend in long-term humidity and dewpoint in the United States. The partitioning of the 
surface energy budget is vital to the development of the planetary boundary layer of the 
lower atmosphere (Cook et al., 2011; LeMone et al., 2010; Santanello, Friedl, & Ek, 
2007; Santanello, Peters-Lidard, Kennedy, & Kumar, 2013; Santanello, Peters-Lidard, & 
Kumar, 2011; Santanello Jr., Peters-Lidard, Kumar, Alonge, & Wei-Kuo Tao, 2009).  
Thus, spurious parameterizations of these fluxes can significantly alter the modeled 
atmospheric conditions.  The land surface interaction or coupling of the land surface to 
the atmosphere is the influence that soil moisture, soil characteristics, soil temperature, 
fractional vegetation coverage, and green leaf area index has on the partitioning of 
surface heat and moisture fluxes, which can significantly alter the PBL height (Ferguson, 
Wood, & Vinukollu, 2012; Godfrey & Stensrud, 2010; Hong et al., 2009).  Several 
studies highlight the importance of integrating irrigation in GCMs for future climate and 
economic projections (Biggs et al., 2008; Guimberteau, Laval, Perrier, & Polcher, 2012). 
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Irrigation has the potential to alter climate when it can significantly increase ET 
(Puma & Cook, 2010).  The role of irrigation under a changing climate has not been 
previously investigated in the Snake River Basin but it has been investigated within an 
atmospheric general circulation model.  Numerous studies (Boucher, Myhre, & Myhre, 
2004; Cook et al., 2011; Guimberteau et al., 2012; Lobell et al., 2009; Puma & Cook, 
2010; Sacks, Cook, Buenning, Levis, & Helkowski, 2009) have investigated the effect of 
irrigation in the context of a GCM.  Lobell et al. (2009) reported adding an irrigation 
module within a GCM can improve the simulation of climatologies, but it does not justify 
adding these modules in GCMs alone.  Cook et al. (2011) reported irrigation effects on 
climate are largest in the late summer and early fall within their GCM.  Furthermore, 
under increased greenhouse gas forcing, the magnitude of irrigation effect decreased over 
North America during the late summer and early fall because of decreased summer 
precipitation or plant senescence, which diminished the surface latent heat fluxes and 
evaporative fraction.  Guimberteau et al. (2012) reported the effect of irrigation at the 
regional scale as complex; differences existed between eastern and western regions of the 
Mississippi River basin.  Guimberteau et al. (2012) reported an enhanced water cycle 
(increased ET and precipitation) over the arid region of the Mississippi River basin 
(western) whereas the eastern part of the basin had a significant decrease in ET and 
precipitation. 
Puma and Cook (2010) concluded that since irrigation is linked to the availability 
of water resources, it is of major concern in future climate scenarios.  They state climate 
model studies should not only document the amount of irrigation water applied to the 
land, but also keep track of the relative amounts of surface water and groundwater used 
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for irrigation.  Puma and Cook (2010) noted that most water resource studies that include 
irrigation fail to recognize the coupled feedback between water availability and climate.   
Eddy, Stidd, Fowler, and Helvey (1975) investigated the effect of irrigation by 
performing an observational study (1931-1973) on climate in the Columbia Basin of 
Washington.  Eddy et al. (1975) concluded irrigation increased summertime rainfall 
within the basin and the foothills surrounding the Columbia Basin in Washington due to 
increased evaporation and advection of this moisture.   
Numerous irrigation related land-atmosphere studies have been conducted in the 
Great Plains of the United States (Adegoke, Pielke Sr., Eastman, Mahmood, & Hubbard, 
2003; Barnston & Schickedanz, 1984; DeAngelis et al., 2010; Harding & Snyder, 2012a, 
2012b; Lobell, Bonfils, Kueppers, & Snyder, 2008; Mahmood & Hubbard, 2004; 
Mahmood et al., 2006; Mahmood, Hubbard, Leeper, & Foster, 2008; Moore & 
Rojstaczer, 2001, 2002; Ozdogan, Rodell, Beaudoing, & Toll, 2010).  Adegoke et al. 
(2003) used the Regional Atmospheric Modeling System (RAMS) to perform four 15 day 
simulations using different vegetation datasets in the U.S. High Plains.  The irrigated run 
watered the top soil daily at 0000 UTC to saturation up to a depth of 0.2 m.  A 36% 
increase in surface latent heat flux, a 2.6°C increase in dewpoint temperature, a 15% 
decrease of surface sensible heat flux, and a 1.2°C decrease in air temperature was 
observed between the irrigated run and a dry (non-irrigated) run.  Furthermore, they 
reported a decreasing trend in long-term (1921-2000) monthly mean and monthly mean 
maximum temperature at the irrigated site (York, NE), while the non-irrigated site 
(Halsey, NE) reported an increasing trend in mean monthly and mean maximum 
temperature during the same time period.  DeAngelis et al. (2010) reported irrigation 
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from Ogallala Aquifer may have increased precipitation of 15-30% downwind of the 
Ogallala Aquifer from eastern Kansas to Indiana.  DeAngelis et al. (2010) and Harding 
and Snyder (2012b) employed a dynamic recycling model (DRM) developed by 
Dominguez, Kumar, and Vivoni (2008), and Dominguez and Kumar (2008).  The DRM 
uses a Lagrangian method to track the atmospheric vapor transport, and calculates the 
amount of ET-based precipitation in the Ogallala Aquifer region based on North 
American Regional Reanalysis (NARR) data.  The results of the DeAngelis et al. (2010) 
DRM study indicate ET contributes to a 0.3-0.5 mm/day or 2-6% increase of downwind 
July precipitation when the ET is higher than when it is lower.  Harding and Snyder 
(2012a) reported precipitation attributed to irrigation was found to be responsible for 
precipitation increases on average of 1% over the Great Plains and 1.6% over north-
central Nebraska.  Furthermore, they reported a significant amount of moisture was 
advected out of their study region before falling as precipitation within the study region, 
which resulted in a net loss in water balance.  They raised the concern that this 
phenomenon would create a positive feedback mechanism in the Great Plains that would 
further reduce the total soil moisture and ground water aquifer supply, which could lead 
to agricultural implications due to future water shortages within the Ogallala Aquifer.  
Ozdogan et al. (2010) combined a MODIS irrigated area map, a 1-km land cover use 
global map, and incorporated 19 crop types at 1-km resolution within the Land 
Information System (LIS), which used the NOAH-LSM across the continental United 
States to investigate irrigation.  Ozdogan et al. (2010) assigned maximum root depth 
values to the existing NOAH-LSM default values and scaled the greenness fraction to 
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capture seasonal variability.  Ozdogan et al. (2010) reported a nationwide ET increase of 
4%, which is substantial on a nationwide scale.  
Numerous studies (Bonfils & Lobell, 2007; Coleman, Drake, McAtee, & Belsma, 
2010; Jin & Miller, 2011a; Kanamaru & Kanamitsu, 2008; Kueppers & Snyder, 2012; 
Kueppers et al., 2008; Kueppers, Snyder, & Sloan, 2007; Lobell et al., 2008; Lobell & 
Bonfils, 2008; Lu & Kueppers, 2012; Shelton, 1987; Sorooshian, Li, Hsu, & Gao, 2011, 
2012) investigated irrigation impacts on the atmosphere in California.  Of interest to this 
study, Jin and Miller, (2011a) and Kueppers et al. (2007, 2008) utilized coarse-scale 
(>30-km) grid resolutions in their respective meteorological models, while Coleman et al. 
(2010) and Sorooshian et al. (2011) utilized a fine-scale grid resolution of 5 km and 4 km, 
respectively.  Coleman et al. (2010) utilized the WRF-ARW 2.2 and identified three 
anthropogenic sources of water: domestic use (i.e., watering lawns and plantings, 
washing automobiles, replenishing swimming pool), crop irrigation, and moisture from 
power plant exhaust.  The study applies water to the surface in Southern California so 
that it does not replicate actual precipitation each day in their simulation.  They reported 
that moisture from anthropogenic sources is an important source of enthalpy and should 
be included in models where the natural annual precipitation is less than the 
anthropogenic moisture added.  Coleman et al. (2010) reported the addition of 
anthropogenic sources of moisture improved the simulation of daytime surface 
temperature by decreasing the warm bias via evaporative cooling.  Coleman et al. (2010) 
also reported cooler nighttime minimum temperatures and enhanced the nighttime 
temperature cold bias at Bakersfield, CA (heavily irrigated area).  Sorooshian et al. 
(2011) implemented irrigation schemes using a maximum allowable water depletion 
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method using the Penn State University-National Center for Atmospheric Research 
(NCAR) Mesoscale model (MM5).  They performed their study from April through 
October of 2007 and reported temperature in the irrigated grids of their model to decrease 
3-7°C and humidity to increase by 9-20%.  They also reported the temperature 
surrounding non-irrigated grids is only slightly impacted by irrigation, showing decreases 
of less than 0.5°C.  Furthermore, increasing model resolution from 36 km to 4 km 
improved the simulated temperature and humidity biases by 1°C and 5%, respectively.  
The authors later examined modeled ET with MODIS observations (Sorooshian et al., 
2012).  Sorooshian et al. (2012) set up three experiments using the MM5 model coupled 
with the NOAH-LSM: one with soil moisture conditions at field capacity, a control run 
without irrigation, and a realistic run.  The realistic run applies water to the soil water 
column when the soil moisture is less than the maximum allowable water depletion; a 
method practiced closely by irrigators in California.  They reported the water depletion 
scheme used in their study produces accurate amounts of ET in the Central Valley of 
California when compared to the MODIS ET observations (Sorooshian et al., 2012). 
Roy et al. (2007) and Roy, Mahmood, Quintanar, and Gonzalez (2011) 
investigated irrigation influence in India during the dry season.  Roy et al. (2007) 
reported cooling of growing season minimum temperatures and a decrease of 3-4°C in 
daytime temperatures.  Roy et al. (2011) reported a shallower boundary layer, increased 
convective instability, and a lower level of free convection.  Moreover, the net radiation 
would increase under moist soils, which increased moist entropy in the PBL leading to an 
increase in irrigation-induced precipitation (Roy et al., 2011).   Douglas, Beltrán-
Przekurat, Niyogi, Pielke Sr., and Vörösmarty (2009) utilized the Regional Atmospheric 
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Modeling System (RAMS) at 25 km resolution and reported changes in latent heat (-20.6 
to +37.2 W m
-2
) and sensible heat (-87.5 to +4.4 W m
-2
), and changes to the mesoscale 
precipitation, monsoon, local circulation pattern, and convective available potential 
energy (CAPE). 
Zhu, Liang, and Pan (2012) provided observational evidence of agricultural 
induced cooling in China.  Zhao, Fang, Cui, and Huang (2012) investigated the effects of 
irrigation on precipitation on the arid regions of China using the Regional Climate Model 
System (RegCM) from April through September 1996.  They reported temperature 
decreases of 0.8°C and changes to the low level circulations.  However, the model is set 
up in a way that is fundamentally flawed in that the domain size only 78 × 70 grid points, 
well below the recommended 100 × 100 grid size or larger (Warner, 2011).   
Sorooshian et al. (2012) demonstrated that significant discrepancies of ET exist 
when using different irrigation schemes and cautioned that these irrigation schemes could 
lead to erroneous conclusions about the role of irrigation on regional hydro-climates.  
Agam et al. (2012) reported that depending on irrigation frequency, soil 
evaporation can account for greater than 50% of the daytime ET and greater than 70% of 
the nighttime ET during the early stages of plant growth.  These percentages are related 
to transpiration and decrease with an increase in leaf area index (LAI). 
In Idaho, Alfaro, Pierce, Steinemann, and Gershunov (2005) investigated 
electrical load from irrigation pumps in southeastern Idaho with respect to climate to 
develop a model that predicts the amount of electricity needed for irrigation pumps.  
Alfaro et al. (2005) reported the summer irrigation pump loads can be predicted with skill 
based on spring soil moisture conditions; dry (moist) spring soil moisture conditions 
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correspond to warmer (cooler) summer temperatures.  Jaksa and Sridhar (in revision) 
quantified surface energy fluxes in regions with and without irrigation in arid regions of 
Southern Idaho using coupled (WRF and NOAH-LSM) and uncoupled NOAH-LSM runs 
at 4-km grid-scale resolution.  Jaksa and Sridhar (in revision) compared the differences of 
climatology between irrigation simulations and control (non-irrigated) simulations.  They 
reported the surface exchange coefficient formulated by Chen and Zhang (2009) is 
crucial for improving surface energy budget calculations and PBL evolution in Southern 
Idaho.  Chen, Yang, Zhou, Qin, and Guo (2010) investigated the importance of surface 
roughness length schemes in arid regions and also recommended the implementation of 
the Chen and Zhang (2009) scheme for use in arid regions. 
1.2 Importance and Motivation 
This study evaluates the climate impacts due to human-induced land use changes 
using the NOAH Land Surface Model (NOAH-LSM) within the WRF-ARW that 
incorporated irrigation schemes developed previously by Sridhar et al. (2011).  The 
schemes add water to the model top soil layer where agricultural irrigation takes place, 
such as the Snake River Plain in Southern Idaho.  Understanding atmospheric processes 
impacted by irrigation for historic climate (from reanalysis dynamical downscaling and 
GCM dynamical downscaling) as well as for future climate scenarios (GCM dynamical 
downscaling) can be critical to the partitioning of the water balance in future irrigation 
practices.   
Land surface models are governed by many different variables including land use, 
soil type, vegetation type, soil moisture, and the presence of snowpack.  Soil moisture 
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significantly alters the surface energy budget, and thereby partitioning of latent, sensible 
and ground heat fluxes.   
In order for water managers to provide efficient water sustainability practices in 
the future, it is essential to investigate each land-atmosphere feedback process in the 
present condition using state of the art reanalysis data to drive the WRF model.  We  
investigate the same parameters in climate projections, using the GCM data to drive the 
WRF, in order to quantify meteorological surface fluxes and the water balance in the 
lower atmosphere.  Once the data has been examined, both in the past and the future, 
changes can be made accordingly for future water management practices as needed.   
1.3 Objectives 
The hypothesis of this study is that human-induced activities, such as irrigation, 
mitigate warming on a local scale by evaporative cooling under future climate scenarios.  
This study seeks to answer the following questions:  
 Does irrigation mitigate the warming effects on a local scale in a warming 
climate?   
 How do the surface parameters and fluxes in the lower atmosphere change in 
a warming climate?   
 What are the irrigation-induced changes to surface energy fluxes and 
characteristics of PBL meteorology? 
 Can the WRF-ARW be used to adequately model snow water equivalent 
(SWE)? 
 Will evapotranspiration (ET) and amount of water needed to irrigate increase 
under future climate? 
16 
 
 How does irrigation change the projected climate statistics in the future? 
Since water is an extremely important commodity in the Western United States 
and more importantly Idaho, this study will improve water management in the Snake 
River Plain of Idaho. 
In summary, the objectives of this research are to: 
1. Investigate the irrigation effect using reanalysis forcing (such as the CFS and 
NARR) and GCM forcing (NARCCAP-CCSM) over irrigated agricultural areas 
and non-irrigated natural ecosystems of the Snake River Basin and evaluate the 
associated surface energy balance components, sensitivity of the planetary 
boundary layer (PBL), precipitation, and water balance.   
2. Investigate and document the meteorological differences associated with and 
without irrigation schemes in WRF-ARW. 
3. Assess future climate scenarios using irrigation schemes and investigate the 
associated surface energy balance components, and differences within the PBL 
height, clouds, precipitation, and water balance when compared with 
observational data from the previous objective.   
4. Assess the ability of the WRF-ARW model to forecast snow and its ability to 
retain an accurate snowpack volume within the winter season.   
5. Investigate the feasibility of Operational CFSv2 Forecast Data to drive WRF for 
future use in seasonal forecasts in Southern Idaho for irrigation and stream flow 
runoff.   
1.4 Constraints 
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Time was a major limitation in this study.  Due to the computational burden and 
simulation time requirements, the model domain was downsized from 400 × 400 grid 
points at 4-km resolution (640,000 km
2
) to 175 × 175 grid points at 4-km resolution 
(122,500 km
2
).  The model was downsized from 160,000 total grid points to 30,625 total 
grid points, a reduction of nearly 81%, which provided substantial time savings and 
enabled the completion of objectives outlined above.  The 400 × 400 domain 
encompassed the entire west coast and Great Basin at 4-km resolution (not shown).  This 
domain was ideal because it accounted for the mountain ranges west of the study area 
such as the Sierra Nevada in California and the Cascade Range of Oregon and 
Washington.  These mountain ranges have a significant impact on mesoscale weather 
patterns and climate of the interior Mountain West and Great Basin and thus need to be 
included in future climate downscaling model studies in the region of interest.  This 
research revealed the need for more sensitivity studies regarding the domain size and the 
design of experiments within modeling frameworks since it is not a trivial practice. 
Vertical resolution within the model was also constrained from an ideal resolution 
of 200 vertical levels for 4-km horizontal resolution to 38 vertical levels.  Reducing the 
vertical resolution from 200 to 38 vertical levels provides reduction of nearly 81% in 
computation time, from 6,125,000 total grid points (175 × 175 × 200) to 1,163,750 total 
grid points (175 × 175 × 38). 
Furthermore, the Snake River Basin has many different methods for irrigation 
including sprinkler, drip, furrow, and basin irrigation (Neibling, 1997).  These methods 
can differ by the amount of water that it required for a given crop type.  It is a complex 
task to incorporate all of the irrigation methods within the model because there is not a 
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known spatial dataset available and thus requires investigation of each farm site 
individually.  Furthermore, a crop type spatial database that includes interannual variation 
in the cropping areas and crop type is needed to account for the factors associated with 
consumptive use of different crop types.  Hence, the irrigation schemes used in this study 
are designed to have a few of these characteristics.  It should be noted that the schemes 
used in this study are a simple parameterization of what actually occurs and calibration of 
these parameters can decrease the uncertainties with these assumptions. 
Presently within WRF, a single grid cell within the model can only contain one 
land cover type.  This means that a 4-km grid cell will be set to the dominant land cover.  
If the land type is 51% forest and 49% grass land, the grid cell will become forest land 
cover.  Thus, when grid cells do not account for multiple land cover types in single grid 
cells, significant errors in surface energy heat fluxes are introduced in the modeled data 
in the area of interest (LeMone et al., 2010).  The lack of observational data that includes 
soil moisture and soil temperature is the biggest issue facing the evaluation of land 
surface models today, because their initialization is key to accurate parameterizations 
(Godfrey & Stensrud, 2010). 
Dynamical downscaling can produce two types of errors: errors from the physics 
parameterizations and errors from the downscaling process (Liu et al., 2012).  As model 
simulations evolve, the size of domain, spin-up period and update frequency of the 
boundary conditions can affect the internal calculations of the model (Liu et al., 2012). 
 
19 
 
CHAPTER TWO: EXPERIMENTAL DESIGN 
This chapter describes the experimental design of the study in five sections.  The 
first section (Section 2.1) describes the study area in detail.  The model description of the 
WRF-ARW and the NOAH-LSM are described in Section 2.2.  The observation datasets 
used to validate the model are described in Section 2.3.  The model setup including the 
physics, model spin-up, adaptive time step, and the super-computer and compiler setup 
are included in Section 2.4.  The fifth section (Section 2.5) provides an overview of the 
irrigation schemes used within the NOAH-LSM. 
2.1 Study Area 
The focus of our study area encompasses the concave-shaped Snake River Plain 
located in Southern Idaho, where a majority of irrigation takes place.  The Snake River is 
one of the largest rivers in the United States, draining a semiarid region that covers 
approximately 281,000 km
2
.  McGuire, Wood, Hamlet, and Lettenmaier (2006) noted the 
Snake River is one of many highly regulated rivers in the western United States and has a 
series of dams that provide 11 km
3
 of storage.  Furthermore, irrigated agriculture 
accounts for 99% of the annual 24.7 km
3
 of out-of-stream water diversions and 
groundwater pumping (McGuire et al., 2006).  This is significant because irrigators, 
municipalities, in-stream species (endangered and threatened), and recreationalists 
compete over the water rights (McGuire et al., 2006).  Because of the aridity of the 
climate, the Snake River’s water resources have been historically allocated almost 
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entirely for agricultural irrigation (McGuire et al., 2006).  Seasonal water supply 
projections in March enable farmers to estimate crop requirements for the upcoming 
season, as the area reservoirs are managed to be as full as possible in early to mid-June 
(Willis et al., 1998).  The domain of the WRF model used in this study is illustrated by 
the black box shown in Figure 2.1.  The primary area of focus within the model extends 
from 112.5°W to 118.0°W longitude and from 41.8°N to 44.5°N latitude, illustrated as a 
black box in Figure 2.2. Croplands are indicated in navy color, of which are irrigated for 
this study, also illustrated in Figure 2.2.  The vegetation categories and soil texture are 
based on land cover and soil types from the 20-category MODIS land use dataset, at 30-
arcsecond resolution.   
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Figure 2.1 WRF domain location (175 × 175) outlined in black box. 
175 × 175   (4-km) 
  
2
2
 
 
Figure 2.2 Land use types of the WRF study domain and area of focus in the black outline. 
Legend 
N 
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  As of 2008, Idaho had the fifth largest area of irrigated land in the United States, 
at 3,319,827 acres (13,435 km
2
).  Idaho is also the fifth largest user of water with 
6,228,403 acre-feet (7.683 km
3
) applied in the United States (Natural Agricultural 
Statistics Service, 2010).  Per capita, Idaho ranks as the largest user of water in the 
United States (Kenny et al., 2009).  The Snake River Basin has many different methods 
for irrigation including sprinkler, drip, furrow, and basin irrigation, which is also known 
as surface flooding (Neibling, 1997).   
The model domain area extends from roughly 109°W to 118°W longitude and 
40°N to 46.5°N latitude, shown in Figure 2.3.  The elevation of the study area ranges 
from 650 to 1,500 meters in the Snake River Plain and mountains up to 3,700 meters 
surrounding the plain. 
 
Figure 2.3 Model Terrain Height (m) of the WRF domain study area.  
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Precipitation in the study area is highly variable depending on location; Figure 2.4 
shows the variability within the study area.  Generally, precipitation within the study area 
falls in late autumn, winter, and spring seasons with summer and early autumn the driest 
period of the year.  While summer time precipitation is low, the North American 
Monsoon can play a role in precipitation when deep moisture is advected north into Idaho 
coupled with the complex terrain.  The instability caused by the monsoonal moisture, 
steep lapse rates, combined with mountains can aid in the development of convection.  
The Snake River Plain is semi-arid and annual precipitation ranges from 160 mm to 400 
mm based on the 1981-2010 climatology (PRISM Climate Group, 2013).  Precipitation 
mostly varies as a function of elevation, with the highest mountains surrounding the 
Snake River Plain receiving upwards of 1,600 mm per year.  In general, the aridity of the 
Snake River Plain is caused by mechanical down sloping of the wind because the plain is 
relatively in a bowl.  The driest places in the plain are generally east of mountain ranges, 
which are leeward to the prevailing wind (Westerlies).  The mechanical forcing of the 
wind down the mountain slope causes evaporation as the air expands and warms while it 
descends the slope.  If these winds are mechanically forced over the mountains during a 
stormy period, they can keep a location dry because precipitation is evaporated before it 
reaches the ground.   Areas with the driest climate experience this phenomenon most 
frequently (e.g., the southwestern Snake Plain, around Grandview, ID, east of the 
Owyhee Mountains in southwest Idaho).   There is a strong correlation between spring 
soil moisture and summer temperatures in Southern Idaho; warmer than usual summer 
conditions correlate with below normal spring soil moisture (Alfaro et al., 2005). 
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Figure 2.4 Average 1981-2010 Annual Precipitation over study area (mm)            
Courtesy of the PRISM Climate Group, Oregon State University (2013). 
 
2.2 Model Description 
This section describes the Weather Research and Forecasting model, the physics 
options used in the study and the reasoning for their use.  Furthermore, the NOAH-LSM 
is described in this section and an overview of the NOAH-LSM physics. 
2.2.1 Weather Research and Forecasting Model 
The WRF-ARW (Skamarock et al., 2008), released in 2012, is a high-resolution 
atmospheric model coupled to a land-surface model.  The WRF-ARW is a leading-edge 
mesoscale numerical weather prediction system that is used by both the research and 
operational atmospheric community.  The WRF-ARW model is suitable for applications 
ranging large-eddy to global simulations (Skamarock et al., 2008).   
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The WRF-ARW dynamics solver uses fully compressible, non-hydrostatic Euler 
equations and use a terrain following mass vertical coordinate (Skamarock et al., 2008).  
Spectral nudging was examined as a possibility in this study to downscale the RCM, 
however with the added nudging terms to the model equations, the simulation would have 
been less physical in its parameterization. 
2.2.2 WRF-ARW Physics Options 
WRF-ARW allows for a diverse choice of physics parameterizations.  The 
physics parameterizations are grouped into categories within WRF-ARW; they include: 
microphysics, cumulus parameterization, PBL, surface layer, radiation, and LSM.  The 
following sections describe the physics parameterizations: 
a.  Microphysics Schemes 
The Thompson, Field, Rasmussen, and Hall (2008) Scheme is a bulk 
microphysical parameterization (BMP) within WRF-ARW and is used in this study for its 
robustness.  The scheme predicts several hydrometeor species including cloud water, 
cloud ice, rain, snow, and graupel.  The scheme is different from other BMPs within 
WRF-ARW because snow size distribution depends on both ice water content and 
temperature and is represented using exponential and gamma distributions.  In other BMP 
within WRF-ARW, snow is assumed spherical in shape and constant density, however 
the Thompson Scheme employs a non-spherical shape and density varies inversely with 
diameter, which is found in observations.  It employs many techniques found in far more 
sophisticated spectral and bin schemes using look-up tables (Skamarock et al., 2008).  
Furthermore, the Thompson Scheme is used at the University of Washington (UW) 
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Atmospheric Department, which produces forecasts over the northwestern United States 
at 4.0 and 1.33-km resolution.  It should be noted that the lack operational predictability 
aerosols has limits the ability to model microphysical processes, clouds, and weather in 
general (Warner, 2011).  Microphysical modeling is one of the more problematic 
variables in atmospheric modeling.  It is nearly impossible to initialize the microphysical 
variables and can only be roughly inferred based on satellite cloud ice and water imagery 
(Warner, 2011).  Furthermore, vertical distributions of aerosol particles and their 
horizontal spatial detail at cloud scale are unknown thus inhibit the model to adequately 
model microphysical variables (Warner, 2011).  Figure 2.4 demonstrates the complexity 
of the microphysical processes that are represented within the model.  For complete 
information on the microphysical scheme, please see Thompson et al. (2008). 
 
Figure 2.4 Schematic showing microphysical processes of precipitation within 
the WRF-ARW, from Warner (2011). 
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b.  Cumulus Parameterization 
Cumulus parameterization schemes are used to account for the sub-grid-scale 
updrafts and downdrafts that may be unresolved with large grid sizes.  Cumulus 
parameterizations are theoretically only valid for coarser grid sizes (larger than 10 km) 
and should not be used in applications under this grid size because the model can resolve 
the convective eddies itself, such as grid sizes of 5 km or less (Skamarock et al., 2008).  
Currently, there is no solution on how to represent convection between 10-km resolutions 
and those that are needed to explicitly resolve convection (Warner, 2011).  Because of the 
4-km grid size adopted in this study, a cumulus parameterization is not enabled.  
c.  Planetary Boundary Layer and Surface Layer Schemes 
The planetary boundary layer (PBL) is the lowest part of the atmosphere and is 
influenced greatly by the Earth’s surface.  The PBL is the layer with the most friction in 
the atmosphere and thus can have a substantial impact on the resulting weather.  
Therefore, the PBL is the most essential part of the atmosphere to model accurately.  
Turbulent eddies transport water vapor and heat upward from the surface and frictional 
stress exerted by the surface is transmitted via turbulence.  Two forms of turbulence exist, 
buoyancy caused by convection and vertical shear of the horizontal wind component with 
height. 
The PBL scheme within WRF is responsible for eddy transports in the entire 
atmospheric column.  The PBL schemes determine the flux profiles within the well-
mixed boundary layer and stable layer that provide atmospheric tendencies of 
temperature, moisture, clouds, and horizontal momentum within the atmospheric column 
(Skamarock et al., 2008). 
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The surface layer scheme calculates the amount of friction and exchange 
coefficients for the LSM and the PBL scheme (Skamarock et al., 2008).  The calculation 
of exchange coefficients is extremely important in modeling the land surface in Idaho 
(Sridhar, in revision) and thus this study uses the (itzl0nd) setting that will be discussed 
later.  Surface layer schemes are tied to particular PBL schemes and are not currently 
interchangeable.   
The Mellor-Yamada-Janjić (MYJ; Janjić, 2002) PBL coupled with the Eta surface 
layer (Janjić, 2002) scheme is used for this simulation.  The Eta surface layer scheme is 
based on similarity theory and accounts for variable surface roughness height for 
temperature and humidity.  The MYJ PBL scheme uses an upper limit on the master 
length scale that depends on the turbulent kinetic energy (TKE) and the buoyancy and 
shear of the driving flow (Skamarock et al., 2008).  For more information, please see 
Janjić (2002). 
d.  Radiation Schemes 
All radiation physics schemes within WRF are in the form of a one-dimensional 
column model with an assumption that the vertical grid resolution is much less than the 
horizontal grid resolution.  Because the NARCCAP-CCSM WRF simulations were 
performed using the NCAR Community Atmospheric Model (CAM) radiation scheme 
(Collins et al., 2004), it is used in our simulation to ensure continuity.   
The CAM Radiation (Collins et al., 2004) scheme is a spectral band scheme 
designed for climate simulations.  The CAM shortwave (SW) accounts for 19 spectral 
bands in the parameterization scheme, while the CAM long wave (LW) accounts for two 
spectral bands.  The scheme is suitable for regional climate simulations by having an 
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ozone distribution that changes based on monthly zonal-mean climatological data.  The 
scheme is versatile and interacts with clouds, uses cloud fractions, and has the ability to 
handle optical properties of aerosols and trace gases (Skamarock et al., 2008).  Full 
details can be found in Collins et al. (2004). 
2.2.3 NOAH Land Surface Model 
In this study, the NOAH Land Surface model (NOAH-LSM; Chen & Dudhia, 
2001) is enabled within the WRF-ARW 3.4 settings.  The land surface model is an 
integral component of the atmospheric modeling system.  NOAH-LSM was developed 
jointly by NCAR and the National Center for Environmental Prediction (NCEP).  It is 
used in a variety of applications for the research community and operationally at NCEP 
within the National Oceanic and Atmospheric Administration.  The code is nearly 
identical to the code used in the NCEP North American Mesoscale (NAM) Model 
(Skamarock et al., 2008), which is used operationally by the National Weather Service.  
The NOAH LSM is coupled within the WRF system in which the results of the 
atmospheric conditions, radiation, and precipitation are used to update the land state at 
every time step.  The LSM coupled to WRF is a two-way feedback in which atmospheric 
variables influence the soil state and soil computations influence the atmospheric results 
(“Users’ Guide to HRLDAS, Version 0.5,” 2012).  Figure 2.5 illustrates the framework of 
the NOAH LSM coupled to the WRF model.   
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Figure 2.5 Schematic Diagram of the NOAH LSM within WRF (Chen & Dudhia, 
2001). 
 
The LSM within WRF calculates information using atmospheric information from 
the surface layer scheme, radiation calculated from the radiation scheme and precipitation 
produced by the microphysics scheme together with land state variables and properties 
calculated internally (Skamarock et al., 2008).  The model calculates heat and moisture 
fluxes based on land or sea grid points, which provide a lower boundary condition for the 
vertical transport done in the PBL scheme within WRF.  The NOAH-LSM (Chen & 
Dudhia, 2001) calculates soil properties such as temperature, accounts for water and ice, 
and water to a depth of 4 meters and includes four soil layers at 10, 30, 60, and 100 cm.  
The model also includes a canopy layer, root zone, and a snow layer when snow is 
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present.  Vegetation categories, soil texture and monthly vegetation fraction are used to 
predict ET, soil drainage, and runoff (Skamarock et al., 2008).  The vegetation categories 
and soil texture are based on land cover and soil types from the 20-category MODIS land 
use dataset, at 30-arcsecond resolution.  Vegetation and soil parameters calculated within 
the NOAH-LSM uses lookup tables (Appendix A).  Irrigation schemes were manually 
added into the NOAH-LSM source code within the WRF source code and are described 
later (Section 2.5). 
a.  NOAH LSM Physics 
One major goal of the LSM is to calculate sensible heat (SH) and latent heat (LH) 
fluxes for use within the planetary boundary layer physics module in WRF.  SH and LH 
fluxes drive the planetary boundary layer component of the WRF.  Sensible heat (SH, W 
m
-2
) is defined within the model as follows: 
         |  |(     ) (2.1) 
where   equals the air density (kg m-3),    represents the heat capacity of air (J kg
-1
 K
-1
), 
   represents the surface exchange coefficient for heat,    represents the wind speed (m 
s
-1
),    represents the potential temperature at the surface (K), and    represents the 
potential temperature of air at the lowest model level or a specific height above ground 
(K).   Latent heat (LH, W m
-2
) is defined as: 
       |  |(     ) (2.2) 
where   represents the air density (kg m-3),    represents the surface exchange coefficient 
for moisture,    represents the wind speed (m s
-1
),    represents the specific humidity at 
the surface (g kg
-1
), and    represents the specific humidity of air at the lowest model 
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level or at a specific height above ground (g kg
-1
).   Ground heat flux (GH, W m
-2
) is 
defined as: 
      ( ) (
         
  
) 
(2.3) 
where    is the thermal conductivity of soil (W m
-1
 K
-1
), which depends on soil 
composition, porosity, and moisture.    is the soil water content (%),       represents the 
soil temperature (K),     represents the surface skin temperature (K), and      represents 
the distance between the surface to the middle of the top model soil layer (m).  To 
examine the energy balance within the model, net radiation (Rn, W m
-2
) is calculated as 
the sum of latent (LH), sensible (SH), and ground heat (GH): 
      (   )   (       
 )           (2.4) 
where     and     represents downward shortwave and longwave radiation (W m
-2
) 
fluxes respectively,   represents the surface albedo (%),   represents the Stefan-
Boltzmann constant (                    ), and      represents the surface skin 
temperature (K).  Latent heat can also be expressed as surface evaporation (E).  
Evaporation (E, mm time
-1
) is defined within the NOAH-LSM as: 
                 (2.5) 
where (                
  ) represents the direct evaporation from the surface, 
(          
  ) represents the evaporation of intercepted rainfall from the canopy, 
(          
   ) represents the transpiration of the canopy, within the NOAH-LSM.  
Direct evaporation from the surface (                
  ) is defined as: 
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          (    )            
(        )
(          )
 
(2.6) 
where    represents the green vegetation fraction,       and      represent the wilting 
point and field capacity of the soil respectively and    represents the actual soil moisture 
at the first model layer (%).     represents potential evaporation in the NOAH-LSM, 
which is based on Penman Energy Balance (Mahrt & Ek, 1984).  The potential 
evaporation (          
  ) is defined as: 
    (
 
   
 
 
  
  
 
   
  ( )(    )) 
 ( )      (       ) 
  
   ( )
  
 
  
   
       
 
(2.7) 
where   is expressed in mm time
-1
,   is net radiation flux density minus soil heat flux 
(W m
-2
),    and   are the saturation and actual 2m vapor pressure (Pascal; Pa),   is the 
specific heat capacity (J kg
-1
 K
-1
),    is the specific latent heat (J kg
-1
),   is the 
atmospheric pressure (Pa),   is the psychrometric constant, and   is the wind speed (m s-
1
).  The wind function  ( ) is based on evaporation pan measurements of Penman 
(1948).  The evaporation of intercepted rainfall from the canopy (          
  ) is 
defined as: 
        (
  
 
)
 
 
(2.8) 
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where    represents the green vegetation fraction,   is the water content intercepted by 
the canopy (m),   represents the maximum canopy capacity (     ), and (     ).  
The transpiration of the canopy (          
  ) is defined as: 
          [  (
  
 
)
 
] 
(2.9) 
where    is a function of canopy resistance and is explained in detail in (Chen & Dudhia, 
2001).  Volumetric soil moisture water content ( ) of each layer is calculated using a 
derivation of Darcy’s Law.  Water flows only in the vertical direction based on rigid, 
isotropic, homogenous one-dimensional flow (Chen & Dudhia, 2001).  Volumetric soil 
moisture content (     ) at each of the four model levels respectively is defined as:  
   
   
  
    (
  
  
)
  
                       
(2.10) 
   
   
  
  (
  
  
)
  
  (
  
  
)
  
            
(2.11) 
   
   
  
  (
  
  
)
  
  (
  
  
)
  
             
(2.12) 
   
   
  
  (
  
  
)
  
         
(2.13) 
where   represents the soil water diffusivity (m2 s-1),   represents the layer thickness 
(m),   represents the model soil layer,   represents the hydraulic conductivity of soil (m 
s
-1
),    represents the precipitation not intercepted by the canopy and condensation (m), 
and   represents the runoff (m).  Surface skin temperature (K) is determined by applying 
a single linearized surface energy balance equation representing the combined ground-
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vegetation surface (Chen & Dudhia, 2001).  Soil temperature is determined using a 
diffusion equation: 
 ( )
  
  
 
 
  
[  ( )
  
  
] 
(2.14) 
where   represents the volumetric heat capacity (J m-3 K-1), and    represents the thermal 
conductivity (W m
-1
 K
-1
).  Both the volumetric heat capacity and thermal conductivity are 
functions of volumetric soil water content,  , which is a fraction of unit soil volume 
occupied by water (Chen & Dudhia, 2001). 
 One of the main assumptions of the NOAH-LSM is that surface exchange for heat 
is equal to the surface exchange for moisture,       (Chen & Zhang, 2009).  In the 
NOAH LSM, the surface exchange for heat (  ) is calculated using an extension of the 
similarity theory-based stability function (Chen & Zhang, 2009), which is defined as:  
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)    (
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(2.15) 
where   is the Von Karman constant (     ),   is the ratio between the heat and 
momentum exchange coefficient under neutral stability (assumed to be unity), the 
functions   and    are corrections for the near-surface atmospheric stability (   ), 
where   is the geometric height (m),   is the Obukhov length (m),     is the roughness 
length for heat (m), and     is the roughness length for moisture (m; Trier, LeMone, 
Chen, & Manning, 2011).  In the default NOAH-LSM,     is related to     as an 
atmospheric flow: 
           (       √  )  (2.16) 
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where   is the Von Karman constant (     ),    is the Reynolds Number based on 
roughness.       is an unknown empirical coefficient (        ).  In this study we 
employed (itzl0nd) where      varies depending on the vegetation height based on Chen 
and Zhang (2009) study which significantly improves the surface exchange coefficient 
(  ) calculations: 
       
(     )  (2.17) 
where   is the canopy height (m).  This method underestimates    for crops but 
substantially improves calculations of short and tall vegetation compared to the default 
coefficient of          (Chen & Zhang, 2009).  Sridhar et al. (2011) studied the use of 
the formulation of (Chen & Zhang, 2009) in Idaho and revealed the calculation of surface 
and atmospheric coupling improved and is critical to deriving the exchange coefficient 
for the vegetation types native to Idaho. 
2.3 Observation Datasets 
This section describes the observation datasets used to verify the modeled 
simulations for the historic simulations using CFSR and NARR driven experiments.   
2.3.1 AgriMet Data 
AgriMet is a network of automated agricultural weather stations operated and 
maintained by the United States Bureau of Reclamation.  The stations are located in 
irrigated agricultural areas throughout the Pacific Northwest to improve irrigation 
efficiency.  AgriMet weather stations are equipped with sensors that include: air 
temperature, precipitation, solar radiation, wind speed and direction, pan evaporation at 
select sites, and relative humidity.  AgriMet calculates reference ET based on the 1982 
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Kimberly-Penman equation (Allen, Jensen, Wright, & Burman, 1989) with alfalfa as the 
reference crop, which requires maximum and minimum daily air temperature, relative 
humidity, daily solar radiation, and daily wind run.  AgriMet stations are carefully 
monitored and calibrated by the U.S. Bureau of Reclamation (Palmer, 2011).  Figure 2.7 
shows the location of the AgriMet Sites (shown as purple dots) used in this study.  
2.3.2 PRISM Data 
The United States Department of Agriculture (USDA) official climatology 
datasets are created using the Parameter-elevation Regressions on Independent Slopes 
Model (PRISM; Daly, Neilson, & Phillips, 1994).  PRISM uses point measurements of 
temperature, precipitation, and other climatic factors to produce digital gridded 
climatology on a monthly and yearly scale.  PRISM is unique in that it accounts for 
meteorological point data, a digital elevation model, and expert knowledge of climatic 
extremes, such as rain shadows, coastal effects and temperature inversions to produce the 
highest spatial climate data sets currently available (PRISM Climate Group, 2013). 
2.3.3 EPSCOR Flux Towers Description 
Meteorological flux tower sites were installed in late 2009 at Hollister and Raft 
River, Idaho to measure meteorological variables, such as temperature, humidity, 
turbulence, surface energy fluxes, wind speed, and soil characteristics, such as soil 
moisture and soil temperature.  The Hollister flux tower site is mainly sagebrush and 
located at 42.33°N, 114.7°W.  The Raft River site is mainly cheat grass and is located at 
42.58°N, 113.41°W.  Figure 2.7 illustrates the Flux Tower Site locations (shown as 
magenta dots).  The instruments include large aperture scintillometers, which estimate 
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sensible heat flux by measuring variations in temperature, humidity, and pressure along 
800-1600 meter transects.  Each site includes three 3D sonic anemometers for measuring 
boundary-layer turbulence, and hygrometers to measure ET and CO2 via the eddy 
covariance method.  Soil properties such as soil heat flux, soil water content, soil 
temperature, and net radiation are measured at these sites.  This instrumentation project 
was sponsored by NSF Idaho EPSCoR and is operated jointly by Boise State University, 
Idaho State University, and University of Idaho.   
2.3.4 Snow Telemetry Data 
The Natural Resources Conservation Service (NRCS) installs, maintains, and 
operates an extensive automated meteorological system designed to collect snow pack 
measurements.  The program is designed to help create reliable water supply forecasts 
using more than 1,200 manually measured snow courses and 750 automated SNOTEL 
stations in 13 Western States.  The SNOTEL stations used in this study measure on an 
hourly time scale and measure snow variables such as snow water equivalent (SWE) and 
snow depth and meteorological variables such as air temperature and precipitation.  The 
enhanced SNOTEL sites measure barometric pressure, relative humidity, soil moisture, 
soil temperature, solar radiation, and wind speed/direction (USDA, 2009).  In this study, 
we examine data from Bogus Basin, Deadwood Summit, Howell Canyon, South 
Mountain and Trinity Mountain, shown in Table 2.1.   Figure 2.7 illustrates the SNOTEL 
locations (shown by blue dots) used in this study.   
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Table 2.1 SNOTEL sites used in the study with location details, elevation (m), 
and model elevation (m) for comparison. 
Site Latitude Longitude 
Elevation 
(m) 
Model 
Elevation (m) 
Model Land use 
Bogus Basin 43.767°N 116.100°W 1932.4 1710.6 Open Scrubland 
Deadwood Summit 44.550°N 115.567°W 2090.9 2280.2 Grassland 
Howell Canyon 42.316°N 113.616°W 2432.3 2174.5 Grassland 
South Mountain 42.767°N 116.900°W 1981.2 1919.6 Mixed Forest 
Trinity Mountain 43.633°N 115.433°W 2368.3 2331.3 
Evergreen Needle leaf 
Forest 
 
 
Figure 2.7 AgriMet Observing Sites (Purple), EPSCOR Flux Tower Sites 
(Magenta), and SNOTEL Sites (Blue) used in this study.  Irrigated cells within the 
model are indicated in light green shade. 
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2.4 Model Setup 
The following section will discuss the WRF physics settings, model spin-up time, 
adaptive time-step use, high performance computing setup, and the compiler setup 
necessary for high performance computing. 
2.4.1 WRF Physics Settings 
Domain placement and setup is an extremely important topic within the realm of 
atmospheric modeling.  Warner (2011) provides a great resource for optimal practices in 
weather modeling.  The model is set up based on the recommendations and model 
practices of Warner (2011).  Horizontal grid resolution in this study is 4 km and the 
vertical grid should not be specified independently.  Too coarse of a vertical resolution 
can lead to misrepresentation of gravity waves, spurious vorticity values, and instabilities, 
especially in regions frontal activity and near mountains (Warner, 2011).  The 
recommended vertical horizontal model grid spacing is based on the following equation: 
          (2.18) 
where   is the frontal slope,      is the optimal vertical grid increment, and    is the 
horizontal grid increment.  Synoptic scale fronts vary from 0.005 to 0.02 frontal slope 
(Warner, 2011), thus for    = 4-km would yield an optimal grid placement of 20 meters 
to 80 meters vertical grid spacing.  This recommendation would yield ideally a model of 
200 vertical levels, based on 4-km resolution.  For the purposes of this study, time was a 
constraint, thus we downsized the vertical resolution from 200 to 38 levels.  As a result of 
using these settings, simulations on the super-computing platform were accelerated by 
81%.  The settings used in this study are very close to those used within the University of 
42 
 
 
4
2
 
Washington (UW) Atmospheric Science WRF model due to the extensive modeling 
experience in complex terrain of the Northwestern United States, with the MM5 and its 
successor, the WRF-ARW (Mass & Ovens, 2012).  The model uses 38 full-sigma vertical 
levels shown in Table A.3 of the appendix. 
Non-hydrostatic setting was enabled for this study to limit pressure gradient force 
errors over complex terrain within our domain.  Implicit Rayleigh Dampening is enabled 
in our simulation to dampen vertical velocity for vertically propagating acoustic nodes 
within the model; this method recommended for real-data simulations and is more robust 
and applicable than traditional Raleigh Dampening (Skamarock et al., 2008).   The terrain 
height field within the model is smoothed, using a Cressman analysis scheme, to remove 
smaller-scale features, which can create model instability.  Full details of the terrain 
smoothing are outlined in Guo and Chen (1994).  For this study, model terrain was 
smoothed and de-smoothed three times within the WRF preprocessing system (default is 
one) to suppress the amount of Courant number violation (CFL) errors in areas of 
complex terrain.  Errors occurred generally within the Teton Mountain Range in Western 
Wyoming before the terrain was smoothed-desmoothed three times.  A CFL error occurs 
when energy in the model accumulates and the computational calculations become 
unrealistic causing the simulation to crash prior to completion of the model run.  As a 
result of the terrain smoothing, the stability of the model simulation increased.  Vertical 
dampening was not used to suppress the amount of CFL errors in areas of complex 
terrain because of the use of the adaptive time step.  Upward propagating gravity waves 
that are generated by mountains or strong thunderstorms, for example, can extend to great 
heights in the atmosphere and commonly used model boundary conditions, such as the 
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rigid lid, completely reflect these waves downward from the model top, which is 
problematic and erroneous because these waves are not reflected in nature from the top of 
the atmosphere (Warner, 2011).  Thus, boundary conditions were set to allow gravity 
waves to radiate through the top of the model without being reflected.  Specific model 
settings and information are described later in the methods section of the past and future 
simulations. Specific model settings and information are described later in the methods 
section of the past and future simulations. 
2.4.2 Model Spin-up Time 
Soil moisture initialization is usually on a coarse-grid scale from the input data 
(i.e., 32 km to 4 km).  Therefore, it is necessary to run the model for a time so the soils 
can reach dynamical equilibrium within the model.  Chen et al. (2007) reported that the 
surface soil layer reaches equilibrium more quickly than the deep root zone layer and that 
most soils typically require at least 13 months before reaching equilibrium.  Chen et al. 
(2007) also reported that spin-up times are much less for coarser soil textures such as 
sand.  The coarser soil textures have higher soil conductivities than do the finer soil 
textures such as clay.   
For both NARCCAP past and future simulations, a 15-month spin-up was 
performed so that soil variables reached dynamical equilibrium between the boundary 
conditions and model dynamics since the GCM boundary conditions data lack soil 
variables necessary to initialize the land surface model.  The soil moisture variables were 
initialized using a climatological mean for 1-October (1980-2000) and then each 
simulation was started on 1-October before the year of interest, because the soil moisture 
is at the climatologically lowest values of any given season in Idaho.  The NARR and 
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CFS boundary conditions data included all soil variables necessary to initiate the land 
surface model so the model spin-up time was reduced from 15-months to 7-months as 
each simulation was started on 1-October of the year of interest and examined from 1-
April of the following year. 
2.4.3 Adaptive Time Step 
The adaptive time-step option is enabled within WRF to reduce the wall-clock 
time due to the amount of processing time required to complete a simulation of 30 years.  
The default time-step setting in WRF is a static 6*dx, where dx is the grid size in km.  
For example, the time step of a study domain with 4-km resolution would be 24 seconds.  
While this time-step is adequate for a stable simulation, it is inefficient especially for 
multi-year simulations such as this one.  This study enabled the Runge-Kutta 3
rd
 Order 
scheme within WRF.  Hutchinson (2007) provided a method for automatically adapting 
WRF’s Runge-Kutta 3rd Order time-step throughout a model simulation by dynamically 
adapting the time step to calculate maximum Courant number based on the three-
dimensional vertical and horizontal motions.  In WRF, the Courant number is violated 
when the atmospheric flow, either vertically or horizontally goes out of the grid box 
before the time-step is completed, which causes numerical instability and the model to 
crash.  In this study, the target maximum Courant number was set to 1.1 for the adaptive 
time step.  The adaptive time step was shown to maintain model stability and forecast 
accuracy while increasing model efficiency by -2% to 47% (Hutchinson, 2007).  The 
variance of the model efficiency can be attributed to the underlying weather conditions 
(Hutchinson, 2007).  For example, when thunderstorms produce rapid upward vertical 
motion or when the jet-stream is close to the terrain, the adaptive time step will decrease, 
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and when clear and calm weather occurs over the domain, the adaptive time step will 
increase because the vertical and horizontal motions are slow.  Table 2.2 shows the 
adaptive time-step namelist settings used in this study. 
Table 2.2 WRF Namelist Inputs for Adaptive Time-Step 
Namelist Entry Values 
use_adaptive_time_step .true. 
step_to_output_time .true. 
min_time_step 20 
max_time_step 60 
starting_time_step 24 
max_step_increase 5 
target_cfl 1.1 
time_step_sound 0 
 
2.4.4 High Performance Computing Setup 
Generally, multi-year simulations within WRF-ARW are discouraged because of 
the computational resources required and disk space needed.  However, we were able to 
access the Idaho National Laboratory (INL) High Performance Computing (HPC) cluster 
to run the simulations efficiently.  For our model runs, we used up to 1,024 Intel Xeon 
Processors.  The runs must be configured to run under 9,999 boundary condition time 
steps.  With the CFS at 6-hourly temporal resolution, the WRF can be run for 78 month 
periods, while NARR and NARCCAP with 3-hourly temporal resolution, can be run for 
39-month periods before a restart run is necessary to continue.     
2.4.5 Compiler Setup 
At the Idaho National Laboratory, access to many different compilers and 
Message Passing Interfaces (MPI) library implementations were available.  The Intel 
11.1.076 compilers were utilized, which enabled more efficient performance within WRF 
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over other compilers, such as GFORTRAN.  Intel MPI 3.2.0.11 was used to allow 
simulations using up to 1,024 Intel Xeon Processors.   
 
Figure 2.6 Concept of Parallel Distributed Memory Computing (Barney, 2012).  
 
Figure 2.6 illustrates the concept of parallel distributed memory computing.  
Based on multiple tests, not shown, we used 4 Intel Xeon Processors per node because it 
yielded the most efficient simulations.  Domain size and resolution is also a factor in the 
settings of the super-computing.  For the domain used (175 × 175 × 38), 32-nodes, using 
4 Intel Xeon Processors per node, were utilized because it provided the most efficient 
WRF run time.  Up to 500 gigabytes total of shared memory was used during each 
simulation based on the 32-nodes. 
For long-term simulations such as this study, we had to account for leap years, the 
compile option within WRF,  –DNO_LEAP_CALENDAR was added to the macro 
ARCH_LOCAL of the configure.wrf file; see WRF Compiler Settings in Appendix A. 
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2.5 Irrigation Representation and Schemes 
This research implements the irrigation code incorporated within the NOAH-LSM 
by Jaksa and Sridhar (in revision, Sridhar et al. (2011) and Sridhar (in revision).  
Irrigation is represented on a grid cell basis at 4-km resolution.  The irrigation scheme 
allows for customization of the land use categories, start date, end date, amount to water, 
and minimum amount of soil moisture availability to initiate irrigation.  The scheme 
begins by performing a land class check and determines whether the cell should be 
irrigated or not.  For the study, the default MODIS 20 land use categories were used, and 
irrigation was enabled for ‘croplands,’ which is land use category 12 within the model.  
Irrigation canals in Southern Idaho generally carry water from April 1 through October 
31 of each year, and characterize the growing season in this study.  The scheme checks 
whether or not the date is within the growing season to irrigate the grid cells.   
Irrigation is simulated by applying water to the top model soil layer when any one 
of the soil layers gets too dry.  The irrigation scheme does not change the physics of the 
existing NOAH-LSM.  The scheme simply adds water to the top soil layer when it 
reaches a defined threshold and is separate from the physics of the NOAH-LSM.  After 
the soil water is added, the NOAH-LSM calculates fluxes, runoff, and evaporation 
accordingly.  The soil moisture (SM) percentage is used to determine whether irrigation 
is required.  For this study, soil moisture is computed in NOAH-LSM using soil types 
from the MODIS dataset.  Minimum soil moisture percentage (Min%) is set to 60% for 
this study.    The soil moisture is computed and is compared to the minimum soil 
moisture (MSM).  MSM is defined by: 
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MSM  = (SMCREF – SMCWLT) * Min% + SMCWLT (2.19) 
Where SMCREF is the reference soil moisture capacity as defined in the NOAH-
LSM based on the soil type, and SMCWLT is the reference soil moisture wilting point 
based on the associated soil type.  Each soil layer is crosschecked for MSM and water is 
added accordingly. 
When the soil moisture in the crop grid cells falls below 60% (MSM), water is 
applied to the soil top layer and is moistened until the maximum added soil moisture 
(MASM) reaches 85% of the SMCREF.   
MASM = (.85) SMCREF (2.20) 
The soil moisture is then controlled by the unmodified physics of the NOAH-
LSM and the irrigation does not ensue until the soil moisture falls below 65% in future 
time steps.  Figure 2.7 shows a process flow chart of the irrigation scheme added to the 
code of the NOAH-LSM based on Sridhar (in revision). 
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Figure 2.7 Flow Diagram of Irrigation Scheme added to NOAH-LSM, adapted 
from Sridhar (in revision). 
Start:  
every time step, check 
each cell: 
Is Land use category 
classfied as 'irrigation'? 
Yes:  
Is timestep within date 
allotted for irrigation? 
Yes:  
Can Irrigate Cell 
Is Available Soil Moisture ≤  
(Field capacity - Wilting Point) * Minimum % + Wilting Point ? 
Yes:  
Irrigate Cell to 
Specified Soil Moisture  
No:  
Do not Irrigate 
No: 
Do not Irrigate 
No: 
No Irrigation 
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CHAPTER THREE: HISTORIC SIMULATIONS INVESTIGATING THE 
IRRIGATION EFFECT USING REANALYSIS AND GCM DATA 
3.1 Introduction 
The WRF model coupled with the NOAH-LSM is used to derive summertime 
surface energy balance components over irrigated and non-irrigated regions in the arid 
Snake River Plain.  The model is simulated using a domain of 4-km resolution (Figure 
2.2) that allows the WRF model to better depict the influences of terrain, which can be 
substantial in atmospheric modeling in mountainous terrain, such as the western United 
States.  Using the irrigation schemes of Sridhar et al. (in review) this study will evaluate 
the effects of coupling in the NOAH-LSM within WRF under past conditions in this 
chapter and future conditions (Chapter Four).  This chapter illustrates past conditions and 
how they are initialized in the model using data from the North American Regional 
Reanalysis (NARR), the Climate Forecast System Reanalysis (CFSR), and the new 
Climate Forecast System Reanalysis version 2 (CFSv2R).  The results of the past 
conditions are compared with meteorological observations obtained from Flux Tower 
Observations at Raft River and Hollister, and AgriMet Stations (shown in Figure 3.1) 
throughout the Snake River Basin to verify model simulations.  Sensitivity analysis is 
also performed using NARR and CFS data with and without irrigation enabled within the 
WRF simulation.   
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To validate the NARCCAP historic runs, three simulations were performed using 
the NARR, CFSR, and NARCCAP-CCSM as boundary conditions.  NARR and CFSR 
simulations were performed from 1 April 1998 to 1 October 1999 to evaluate model 
performance using observations from SNOTEL sites and AgriMet sites and to compare 
the data from the NARCCAP-CCSM (1992-1996) period.  We use NARCCAP-CCSM 
because it has been downscaled previously with WRF (M. Bukovsky, personal 
communication, July 12, 2012).  A new dataset was recently released in late 2009, flux 
tower data from 2010-2012 at Hollister and Raft River, Idaho.  We use these observations 
to verify a CFSR and NARR dynamically downscaled simulation from 1 October 2009 to 
30 October 2012.   The NARCCAP-CCSM simulation was performed from 1 August 
1991 to 31 October 1999.  Since soil moisture is not included in the NARCCAP-CCSM, 
the model was initialized the first of October when soil moistures are climatologically at 
their lowest point in the study area.  The model was run from 1 August 1991 to 31 
December 1992 for a spin-up period, allowing an evaluation period from 1 January 1993 
to 20 July 1996.  A control run with irrigation and without irrigation was performed to 
examine the sensitivity of the irrigation parameterization within the model and is 
discussed in Section 3.3.   
3.2 Methods 
As stated earlier, historic runs were performed using the NARR, CFSR, and 
NARCCAP-CCSM as boundary conditions using the WRF 3.4 model.  This section will 
discuss the meteorological datasets used to drive the WRF simulations in this study.  The 
model settings used here are the same settings found in Section 2.4. 
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3.2.1 Meteorological Forcing Datasets 
North American Regional Reanalysis 
The North American Regional Reanalysis (NARR; Mesinger et al., 2006) was 
created to improve upon the NCEP-NCAR Global Reanalysis in both resolution and 
accuracy.  The model runs on a 349 × 277 grid with 45 vertical levels at 3-hourly 
temporal resolution over the North American continent from 1979-Present.  The grid 
resolution is approximately 0.3° (~32 km) at the lowest latitude.  The NARR uses NCEP-
DOE Global Reanalysis 2 as lateral boundary conditions for the atmosphere (Mesinger et 
al., 2006).  The NARR improves upon previous reanalysis datasets with improved data 
assimilation including the ability to ingest new data sources, and to assimilate radiation, 
snow, and precipitation while being consistent with physics and data assimilation 
techniques.  The NARR was the first reanalysis to be coupled with the NOAH-LSM, thus 
an accurate closure of the water budget residual compared to other reanalysis datasets.  
Therefore, NARR provides an accurate representation of land-atmosphere interaction, the 
state of the atmosphere, and is able to replicate extreme events such as floods and 
droughts (Mesinger et al., 2006).  The precipitation in NARR is well represented in the 
continental United States and is able to represent extreme events (Bukovsky & Karoly, 
2007). 
For the 3D model boundary conditions, specific humidity, zonal wind component, 
meridional wind component, vertical wind component, geopotential height, and 
temperature were downloaded at 29 pressure levels (hPa):  1000, 975, 950, 925, 900, 875, 
850, 825, 800, 775, 750, 725, 700, 650, 600, 550, 500, 450, 400, 350, 300, 275, 250, 225, 
200, 175, 150, 125, and 100. 
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For 2D model boundary conditions, surface data was obtained for temperature, 
relative humidity, zonal wind component, meridional wind component, pressure, sea-
level pressure, precipitation, snow depth, and soil variables at 0, 10, 40, and 100 cm.   
North American Regional Climate Change Assessment Program 
The North American Regional Climate Change Assessment Program 
(NARCCAP; Mearns et al., 2009) was an international effort designed to investigate 
uncertainties associated with regional-scale RCMs nested within atmosphere-ocean 
general circulation models.   
The scientific motivation of NARCCAP was to explore the separate and 
combined uncertainties associated in regional climate change from the use of different 
atmosphere-ocean general circulation models (AOGCMs) to provide boundary conditions 
for different RCMs (Mearns et al., 2009). 
The NARCCAP program is split into two phases.  Phase I simulations use 
boundary condition data from the National Center for Environmental Prediction – 
Department of Energy (NCEP-DOE) Reanalysis II (R2), which is used to evaluate 
NARCCAP model performance, using 6 RCMs, from 1980-2004.  Phase II uses 
boundary conditions from AOCGMs for 30 years of current climate (1971-2000) and 
future climate (2041-2070).  The future climate scenarios use the A2 emissions scenario 
from the IPCC (Mearns et al., 2012). 
The data is stored at http://narccap.ucar.edu in compliant Network Common Data 
Form (NetCDF) for more than 50 variables at 50-km and 3-hourly resolution (Mearns et 
al., 2007). 
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For the 3D model boundary conditions, specific humidity, zonal wind component, 
meridional wind component, vertical wind component, geopotential height, and 
temperature were downloaded at 25 pressure levels (hPa): 1000, 975, 950, 925, 900, 875, 
850, 825, 800, 775, 750, 725, 700, 650, 600, 550, 500, 450, 400, 350, 300, 250, 200, 150, 
and 100. 
For the 2D model boundary conditions, surface data was obtained for 
temperature, relative humidity, zonal wind component, meridional wind component, 
pressure, sea-level pressure, precipitation, and snow depth.  The data does not include 
soil moisture so WRF must be initialized with soil moisture from a different data source 
and run with a long enough spin-up time to ensure soil moisture and temperature 
equilibrium within the model.  The University Center for Atmospheric Research (UCAR) 
created and provided NCAR Command Language (NCL) scripts to convert the NetCDF 
data into WRF intermediate format (M. Bukovsky, personal communication, July 12, 
2012). 
Climate Forecast System Reanalysis 
The Climate Forecast System Reanalysis (CFSR; Saha et al., 2010) was produced 
by the National Centers for Environmental Prediction (NCEP) to improve its operational 
climate prediction on the seasonal scale (Meng et al., 2012).  CFSR is a global high-
resolution atmosphere-ocean-land-sea-ice coupled system at T382 global Gaussian grid 
with a resolution of approximately 38 km.  CFSR uses a sigma-pressure hybrid vertical 
coordinate system with 64 levels with a top pressure of 0.266 hPa.  
Data from the CFSR is archived every six hours and separated into two files per 
time period from 1979-2010.  Land surface CFSR data is archived on a 1152 × 576 
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Gaussian grid at 0.313° × ~0.312° grid resolution from 0°E to 359.687°E longitude and 
89.761°N to 89.761°S latitude.  Land surface files include 2 meter temperature, 2 meter 
specific humidity, surface snow water equivalent, u-component and v-component of wind 
at 10 meters, surface pressure, surface geopotential height, surface ice cover, surface land 
cover, and volumetric soil moisture content at four layers (0.0-0.1 m, 0.1-0.4 m, 0.4-1.0 
m, and 1-2 m).  Atmospheric data is archived on a 720 × 361 Gaussian Grid at 0.5° × 0.5° 
grid resolution from 0°E to 359.5°E longitude and 90°N to 90°S latitude.  Atmospheric 
files include geopotential height, pressure reduced to mean sea level (MSL) pressure, 
relative humidity, temperature, and u-component and v-component of wind.  The 
atmospheric files include these variables at 37 pressure levels (hPa): 1000, 975, 950, 925, 
900, 875, 850, 825, 800, 775, 750, 700, 650, 600, 550, 500, 450, 400, 350, 300, 250, 225, 
200, 175, 150, 125, 100, 70, 50, 30, 20, 10, 7, 5, 3, 2, and 1.   
Climate Forecast System Version 2 Reanalysis 
Beginning on 1 January 2011, data from the NCEP Climate Forecast System 
Version 2 (CFSv2) is archived every six hours and is separated into two files per time 
period.  The dataset extends from 2011 to present.  Land surface data is archived on a 
1760 × 880 Gaussian grid at 0.205° × ~0.204° grid resolution from 0°E to 359.795°E 
longitude and 89.844°N to 89.844°S latitude.  Land surface files include 2 meter 
temperature, 2 meter specific humidity, surface snow water equivalent, u-component and 
v-component of wind at 10 meters, surface pressure, surface geopotential height, surface 
ice cover, surface land cover, and volumetric soil moisture content at four layers (0.0-0.1 
m, 0.1-0.4 m, 0.4-1.0 m, and 1-2 m).  Atmospheric data is archived on a 720 × 361 
Gaussian Grid at 0.5° × 0.5° grid resolution from 0°E to 359.5°E longitude and 90°N to 
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90°S latitude.  Atmospheric files include geopotential height, pressure reduced to MSL 
pressure, relative humidity, temperature, and u-component and v-component of wind.  
The atmospheric files include these variables at 37 pressure levels (hPa): 1000, 975, 950, 
925, 900, 875, 850, 825, 800, 775, 750, 700, 650, 600, 550, 500, 450, 400, 350, 300, 250, 
225, 200, 175, 150, 125, 100, 70, 50, 30, 20, 10, 7, 5, 3, 2, and 1.   
3.2.2 Experimental Design 
The model settings follow the configuration described in Section 2.4.  Table 3.1 
provides a quick outline of the WRF Physics Configuration and the meteorological 
forcing data used for the studies in this section.  The simulations are run with the same 
physics packages for consistency with the only differences being the input resolution of 
the meteorological forcing data.  We used the NARR and CFS datasets as lateral 
boundary conditions in our assessment from 1 April 1998 to 1 October 1999 to evaluate 
model performance against observations from SNOTEL sites and AgriMet sites as well 
as to compare the data from the NARCCAP-CCSM.  Furthermore, another suite of runs 
were performed from 1 April 2011 to 31 October 2012 to examine differences with the 
CFSv2 data and to compare to flux tower data observations. 
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Table 3.1 WRF Physics Configuration by Study 
Simulation NARR CFSR NARCCAP-CCSM 
Reanalysis Reference (Mesinger et al., 2006) (Saha et al., 2006,  
2010, 2012) 
(Mearns et al., 2007) 
Model Version WRF version 3.4 WRF version 3.4 WRF version 3.4 
WRF 
Resolution 
Horizontal 4-km (175 × 175) 4-km (175 × 175) 4-km (175 × 175) 
Vertical 38 levels, top at 10 hPa 38 levels, top at 1 hPa 38 levels, top at 100 hPa 
Input 
Resolution 
Horizontal 32-km 0.5° × 0.5° ATM 
0.313° Land Version 1 
0.205° Land Version 2 
 
50-km 
Vertical 30 levels,  
top at 10hPa 
38 levels,  
top at 1 hPa 
25 levels,  
top at 100 hPa 
Buffer zone width (km) 5 × 4-km (20-km) 5 × 4-km (20-km) 5 × 4-km (20-km) 
Spin-up Period 10/1/1997-3/31/1998 10/1/1997-3/31/1998 
10/1/2009-4/1/2010 
Past: 
8/1/1991-12/30/1992 
 
Integration Period 4/1/1998-9/30/1999 4/1/1998-9/30/1999 
Version 1 
4/1/2010-12/31/2010 
Version 1 
1/1/2011-10/30/2012, 
Version 2 
Past: 
1/1/1993-7/20/1996 
 
P
h
ys
ic
s 
C
o
n
fi
gu
ra
ti
o
n
 
Radiation CAM CAM CAM 
Surface MYJ MYJ MYJ 
PBL MYJ (Veg Dependent Czil 
enabled) 
MYJ (Veg Dependent Czil 
enabled) 
MYJ (Veg Dependent Czil 
enabled) 
Cumulus None None None 
Microphysics Thompson Thompson Thompson 
Shallow Cu None None None 
Ocean / Lake None None None 
Land Surface NOAH-LSM NOAH-LSM NOAH-LSM 
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3.3 Results 
3.3.1 Model Verification 
Modeled data is compared to AgriMet and SNOTEL observations in the 
following sections.  Temperature, dewpoint temperature, and precipitation from the 
NARR and CFSR model runs is compared at six AgriMet observation sites located in 
Idaho: Aberdeen, Grandview, Nampa, Parma, Rupert, and Twin Falls.  Figure 3.1 
illustrates the AgriMet, SNOTEL, and Flux Tower site locations used throughout the 
study area.  The AgriMet locations were selected for their proximity to irrigated lands.   
 
Figure 3.1 AgriMet Observing Sites (Purple), EPSCOR Flux Tower Sites 
(Magenta), and SNOTEL Sites (Blue) used in this study.  Irrigated cells within the 
model are indicated in a light green shade. 
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The model was compared from April 1998 to October 1999 at each site.  The 
observed data had to be converted from Local Standard Time (LST) to Coordinated 
Universal Time (UTC), which is the same as Greenwich Mean Time.  This involved 
converting from Mountain Standard Time (UTC - 7 hours) and Mountain Daylight Time 
(UTC - 6 hours) to UTC time.    
 
Figure 3.2 Modeled versus Observed temperature (°C) at Nampa for 1998 and 
1999 period.  (a) NARR Control vs. Observed, (b) NARR Irrigated vs. Observed 
and (c) CFSR Irrigated vs. Observed. 
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Temperature and Dewpoint Temperature 
Modeled air temperature and dewpoint temperature from the CFSR and NARR 
simulations was compared from 1 April 1998 to 30 October 1999 every three hours (3-
hourly) at the seven AgriMet stations, shown in Figure 3.1.  In this example, the Nampa, 
Idaho AgriMet station was selected and model performance was compared between the 
CFSR Irrigated, NARR Irrigated and NARR Control run.  Figure 3.2 illustrates the 3-
hourly modeled data versus the corresponding observed temperatures from 1 April 1998 
to 30 October 1999 at Nampa.  The CFSR driven WRF run produced the simulation 
closest to observations, with a slope (m = 1.0348, r
2
= 0.939) closest to 1:1 line with 
respect to the NARR driven WRF runs.  The performance of the CFSR can be attributed 
to a newer data assimilation process and newer model physics compared to the NARR 
dataset and is evident in our simulations. 
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Table 3.2 Comparison of Monthly Observed Mean 2-m Temperature (°C) at Parma, ID with NARR Control 
Temperature, CFSR Irrigated Temperature and NARR Irrigated Temperature.  Average Bias (°C) and Root Mean Squared 
Error (°C) are also calculated.  Monthly averages were aggregated together from April 1998 to October 1999. 
2-m Temperature (°C) NARR Control CFSR Irrigated NARR Irrigated 
Month Observed Average Bias  RMSE Average Bias RSME Average Bias RMSE 
Jan 2.7 -0.4 -3.1 3.3 0.1 -2.6 2.8 -2.7 -5.4 5.4 
Feb 3.1 0.8 -2.3 3.0 2.3 -0.8 2.0 0.0 -3.2 3.5 
Mar 7.4 6.0 -1.3 2.2 7.0 -0.4 1.6 5.4 -2.0 2.5 
Apr 10.0 10.0 0.0 1.8 9.2 -0.8 1.8 9.8 -0.2 1.9 
May 14.4 14.4 0.0 2.0 13.9 -0.5 1.9 13.9 -0.5 2.1 
Jun 18.7 19.2 0.5 1.6 18.5 -0.2 1.5 18.0 -0.6 1.8 
Jul 24.5 25.6 1.1 2.0 24.7 0.2 2.1 23.6 -0.9 2.2 
Aug 24.0 25.5 1.5 2.5 24.3 0.3 2.4 23.6 -0.4 2.2 
Sep 18.7 19.8 1.1 2.8 18.6 -0.1 2.5 18.4 -0.2 2.8 
Oct 9.8 12.0 2.1 2.7 10.6 0.7 1.9 10.6 0.8 2.0 
Nov 6.1 4.6 -1.5 2.5 4.1 -2.0 2.4 5.0 -1.2 2.2 
Dec -0.9 -1.3 -0.3 2.1 -0.7 0.2 1.7 -2.1 -1.2 2.4 
AVERAGE 11.5 11.4 -0.2 2.4 11.0 -0.5 2.1 10.3 -1.3 2.6 
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Figure 3.3 Monthly average (a) 2-m Temperature (°C) and (b) 2-m Dewpoint (°C) for Parma from 1998 through 1999. 
Observed in Black Dotted Line, CFSR in Blue, NARR Control in Red, NARR Irrigated in Green. 
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Figure 3.4 Boxplot of Monthly Temperature (°C) Difference (∆) for 3-hourly data at Nampa, ID [(a) NARR Control – 
NARR Irrigated, (b) AgriMet Observed – NARR Control, (c) AgriMet Observed – NARR Irrigated and (d) AgriMet 
Observed – CFSR Irrigated]. 
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Figure 3.5 Modeled vs. Observed (Local Climatological Data) Snow Depth (mm) at Boise.  Trace observed snow depth 
amounts are illustrated as 1 mm.   
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A comparison of monthly mean observed versus modeled 2-meter temperature is 
illustrated in Table 3.2.  The CFSR run performed closest to observation with an average 
root mean squared error (RMSE) of 2.1°C from April 1998 through October 1999.  
Between the control and irrigated NARR runs, the growing season temperature bias was 
positive in the NARR control and negative in the NARR irrigated experiment.  The 
addition of irrigation did not improve the RMSE but actually increased the RMSE 
between the NARR control (2.4°C) and NARR irrigated (2.6°C).   The CFSR experiment 
yielded the best model performance in the growing season, from April through 
September, when compared to observation (RMSE=2.03) compared to NARR control 
(RMSE=2.12) and NARR irrigated (RMSE = 2.17).  Figure 3.3 illustrates the model’s 
ability to simulate temperature and dewpoint and in this example, Parma, ID station was 
selected.  The model dewpoint is underestimated, shown in Figure 3.3, and is similarly 
underestimated at all sites (not shown).  Introducing irrigation schemes to the model 
improved the summertime modeled temperature warm bias at all sites with respect to 
AgriMet observations.  The modeled dewpoint temperature cold bias was also improved, 
with respect to the AgriMet observations, in the irrigated run with the addition of latent 
heat (evaporation) from irrigation.  At all AgriMet sites, the dewpoint temperature had a 
cold bias in all experiments.  Further investigation in the future needs to be made on why 
the modeled dewpoint temperature had a cold bias with respect to all AgriMet sites.  It is 
not known whether the problem is related to a land-surface model issue, or if the domain 
placement and design of the model experiment altered the dewpoint.  More discussion on 
this possible issue is discussed later in Section 3.3.6.   
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The control run had a warm temperature bias when compared to the AgriMet 
observations, shown in (b) of Figures 3.4 and (b) of all figures in Appendix B.  The 
irrigation reduced the warm bias with the addition of latent heat (evaporation) and the 
reduction of sensible heat, shown in (c) of Figures 3.4 and (c) of all figures in Appendix 
B.  The cold bias shown in Figure 3.4 (b), (c), and (d) illustrate that the CFSR and NARR 
downscaled simulations don’t occur from the dataset itself but from the physics 
parameterizations used.  Longer-term simulations such as this study reveal that future 
case studies must be performed to choose a model configuration for longer-term 
simulations.   García-Díez, Fernández, Fita, and Yagüe (2012) reported that opposite 
seasonal biases and systematic behavior of the PBL schemes during the year lead to a 
different best-performing scheme in winter and summer.   
The temperature biases that occurred in January of 1999, shown in Figure 3.4 (a), 
(c), and (d), are related to the accumulation of snow depth within the NOAH-LSM and 
the planetary boundary layer scheme.  The irrigated run was slightly cooler and produced 
more snow depth than the control run (not shown).  The presence of the snow depth 
within the model exaggerated the radiational cooling during the night and therefore 
predicted much cooler temperatures in the irrigated run when compared to the 
observations.  It is important to note the snow depth at all sites never went completely to 
zero during these periods in the model data.  At Boise, modeled snow depth was non-zero 
from 6 December 1998 through 20 March 1999, shown in Figure 3.5, which is unrealistic 
for this area because snow does not usually stay on the ground for more than a few 
weeks. Observed data revealed a snow-free period from 12/29/1998 through 1/23/1999 
while the model (CFSR and NARR runs) had snow on the ground at the same time.  The 
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spikes in Figure 3.5 are individual snow events. Snow depth data was obtained from the 
Local Climatological Data produced by the National Climatic Data Center (NCDC) from 
December 1998 through March 1999.  The NOAH-LSM struggles to melt the snow 
completely in the lower Snake River Plain.  This modeled artifact explains why there is a 
cold bias present in the wintertime portions of the simulation in both the CFSR and 
NARR runs.  The snow present on the ground in the model significantly alters the 
partitioning of the surface energy budget and thus has a large influence on surface 
temperatures. 
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Figure 3.6 AgriMet Observed Accumulated Precipitation (mm) for 1999 Water 
Year versus Modeled Accumulated Precipitation: Observed in Black, CFSR in Blue, 
NARR Control in Red, and NARR Irrigated in Green.  Differences between 
modeled precipitation and observed are indicated by dotted line. 
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Precipitation 
Accumulated precipitation from the CFSR and NARR simulations was compared 
for the 1999 Water Year (October 1, 1998 to October 1, 1999) for Aberdeen, Grandview, 
Nampa, Parma, Rupert and Twin Falls AgriMet Stations, shown in Figure 3.6.  The 
CFSR performs extremely well at Grandview (Figure 3.6b) and Nampa (Figure 3.6c) 
while the NARR over predicts the precipitation at these sites.  The differences in the 
precipitation data can be attributed to the differences in the input data with respect to the 
domain design and placement.  Factors such as spatial resolution and temporal resolution 
of the input data can also be attributed to differences in the precipitation data.  CFSR 
temporal resolution is every six hours while NARR data is every three hours.  Dynamical 
downscaling can produce two types of errors: errors from the physics parameterizations 
and errors from the downscaling process (Liu et al., 2012).  As model simulations evolve, 
the size of domain, spin-up period, and update frequency of the boundary conditions can 
affect the internal calculations of the model (P. Liu et al., 2012).  The differences in 
precipitation can be attributed to many factors such as model physics, model domain 
placement and design, and data assimilation.  It is not known whether AgriMet 
precipitation data is assimilated into the CFSR or NARR datasets; if they are, the errors 
in modeled precipitation may be reduced.  Furthermore, slight differences in the 
characteristics of precipitation and the modeling of frontal systems between datasets can 
lead to large differences in the modeled precipitation.  The microphysics suite in the 
WRF and the advection setting may contribute to large biases in surface precipitation 
(Nasrollahi et al., 2012).  The microphysical schemes and advection setting within WRF 
need to be examined over Southern Idaho in future studies.   
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Figure 3.7 Comparison of surface flux data (W m
-2
) between CFSR, NARR, and NARCCAP driven WRF simulations from 
1998-1999.  Blue indicates CFSR data, red indicates NARCCAP data, and green indicates NARR data.  Line is sensible heat, 
latent heat in dashed line, and ground heat in dotted line.  
 
Figure 3.8 Comparison of Net Radiation (W m
-2
) between CFSR, NARR, and NARCCAP driven WRF simulations from 
1998-1999.  Blue indicates CFSR data, red indicates NARCCAP data, and green indicates NARR data.  Line is sensible heat, 
latent heat in dashed line, and ground heat in dotted line.
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3.3.2 Comparison of Modeled Fluxes between CFSR, NARCCAP, and NARR Dataset 
Model surface energy balance components were compared between driving 
datasets for the 1998-1999 period to examine the differences in the net radiation, latent, 
sensible, and ground heat fluxes.  Figure 3.7 illustrates the fluxes of the CFSR, NARR, 
and NARCCAP data by hour of each month.  Net radiation was also compared in Figure 
3.8; slight differences in the net radiation can be attributed to differences in the clouds in 
the atmosphere blocking the incoming solar radiation. 
3.3.3 Model Verification to Flux Tower Observations 
Flux tower observations were used to examine the model’s ability to simulate 
latent, sensible, and ground heat fluxes.  Modeled data from the CFSR and NARR driven 
WRF run from 1 April 2010 to 31 October 2012 was examined because of the availability 
of flux tower data for this time period.  The flux tower observed data had to be converted 
from Local Standard Time (LST) to UTC time; this involved converting from Mountain 
Standard Time (UTC - 7 hours) and Mountain Daylight Time (UTC - 6 hours) to UTC 
time.  The following section will illustrate the model performance with respect to 
observations from two flux tower sites, Hollister, ID and Raft River, ID. 
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Figure 3.9 Scatterplot of Hollister hourly Turbulent Fluxes (Latent + Sensible) 
compared to Available Energy (Net Radiation – Ground) in W m-2.  Each site has a 
suite of sensible heat sensors: (a) uses the H_BLS sensor, (b) H_C sensor, (c) 
H_Sonic sensor to calculate sensible heat.   
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Figure 3.10 Scatterplot of Raft River hourly Turbulent Fluxes (Latent + Sensible) 
compared to Available Energy (Net Radiation – Ground) in W m-2. Each site has a 
suite of sensible heat sensors: (a) uses the H_BLS sensor, (b) H_C sensor, (c) 
H_Sonic sensor to calculate sensible heat.   
 
Figure 3.9 and Figure 3.10 illustrate the energy closure at the Flux Tower Sites at 
Hollister and Raft River, ID, respectively.  Figures 3.9 and 3.10 both illustrate that the 
sensors at the two sites underpredict the turbulent fluxes (latent and sensible heat flux) 
with respect to available energy (net radiation – ground heat flux).  One of the 
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fundamental weaknesses of eddy covariance sites is the inability to close the energy 
balance.  Wilson et al. (2002) did a comprehensive evaluation of energy balance closure 
and found a lack of closure at most sites and a mean imbalance of 20% between the 
turbulent fluxes and the available energy.  Wilson et al. (2002) report the fluxes of 
sensible and latent heat or the available energy is overestimated at eddy covariance sites 
and needs to be taken into consideration in this study. 
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Figure 3.11 Scatterplot of observed hourly Latent Heat (W m
-2
) versus Modeled 
Latent Heat (W m
-2
) from (a) NARR and (b) CFSR simulations at Hollister, ID from 
2010-2012. 
y = 0.7206x + 3.2145 
R² = 0.4849 
-100
-50
0
50
100
150
200
250
300
-100 -50 0 50 100 150 200 250 300
O
b
se
rv
e
d
 (
W
 m
-2
) 
Modeled (W m-2) 
a) NARR LH (1) 
y = 0.7931x + 5.7943 
R² = 0.5138 
-100
-50
0
50
100
150
200
250
300
-100 -50 0 50 100 150 200 250 300
O
b
se
rv
e
d
 (
W
 m
-2
) 
Modeled (W m-2) 
b) NARR LH (2) 
y = 0.6203x + 3.1566 
R² = 0.4497 
-100
-50
0
50
100
150
200
250
300
-100 -50 0 50 100 150 200 250 300
O
b
se
rv
e
d
 (
W
 m
-2
) 
Modeled (W m-2) 
c) CFS LH (1) 
y = 0.7001x + 5.8858 
R² = 0.4914 
-100
-50
0
50
100
150
200
250
300
-100 -50 0 50 100 150 200 250 300
O
b
se
rv
e
d
 (
W
 m
-2
) 
Modeled (W m-2) 
d) CFS LH (2) 
76 
 
 
7
6
 
 
Figure 3.12 Scatterplot of observed hourly Latent Heat (W m
-2
) versus Modeled 
Latent Heat (W m
-2
) from (a) NARR and (b) CFSR simulations at Raft River, ID 
from 2010-2012. 
 
The modeled latent heat flux from the NARR and CFSR simulations was 
compared from two sensors at Hollister, ID, shown in Figure 3.11, and compared with 
one sensor at Raft River, ID, shown in Figure 3.12.  A 1:1 slope indicates a perfect 
simulation.  The figures illustrate that latent heat is either overestimated by the model or 
underestimated at the observing site.  At Hollister, the LH (2) sensor performs closer to 
modeled output with a slope of m=0.7931 and m=0.7001 for the NARR and CFSR, 
respectively.  At Hollister and Raft River, the NARR correlates better slightly better than 
the CFSR for latent heat because of a slope that is closer to 1. 
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Figure 3.13 Scatterplot of observed hourly Sensible Heat (W m
-2
) versus Modeled 
Sensible Heat (W m
-2
) from (a) NARR vs. H-Sonic sensor, (b) NARR vs. H-C sensor, 
(c) CFSR vs. H-Sonic sensor, (d) CFSR vs. H-C sensor at Hollister, ID from 2010-
2012. 
 
The modeled sensible heat flux from the NARR and CFSR simulations was 
compare from two sensors at Hollister, ID, shown in Figure 3.13, and compared two 
sensors at Raft River, ID, later shown in Figure 3.14.  Like latent heat flux, the figures 
illustrate sensible heat is either overestimated by the model or underestimated at the 
observing site based on the scatterplot.  
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Figure 3.14 Scatterplot of observed hourly Sensible Heat (W m
-2
) versus Modeled 
Sensible Heat (W m
-2
) from (a) NARR vs. H-Sonic sensor, (b) NARR vs. H-C sensor, 
(c) CFSR vs. H-Sonic sensor, (d) CFSR vs. H-C sensor at Raft River, ID from 2010-
2012. 
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Figure 3.15 Scatterplot of observed hourly Net Radiation (W m
-2
) versus Modeled 
Net Radiation (W m
-2
) from (a) NARR and (b) CFSR at Hollister, ID from 2010-
2012. 
 
Figure 3.16 Scatterplot of observed hourly Net Radiation (W m
-2
) versus Modeled 
Net Radiation (W m
-2
) from (a) NARR and (b) CFSR at Raft River, ID from 2010-
2012. 
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sensible heat.  The CFSR (m=0.8552, m=0.8408) outperformed the NARR (m=0.8202, 
m=0.812) with respect to Net Radiation observations at both locations.   
Table 3.3 Mean Monthly Sensible Heat (W m
-2
) from two Hc sensors compared 
with NARR and CFSR Sensible Heat with the Bias and RMSE at Hollister, ID from 
2010-2012.  Missing data is denoted as blank. 
  
Observed 
Hc NARR Bias   RMSE   CFS Bias   RMSE   
2010 1 2 LH 1 2 1 2 LH 1 2 1 2 
Apr 45.0 41.0 72.7 28.4 32.6 42.0 44.7 46.3 -0.9 3.7 30.4 33.1 
May 58.2 55.5 102.0 44.3 46.2 65.9 64.5 82.4 24.9 27.1 44.2 42.5 
Jun 72.0 72.1 118.1 43.9 44.0 59.7 58.9 94.8 23.6 23.6 42.9 43.4 
Jul 102.9 100.1 126.6 24.0 26.5 47.9 47.4 109.0 6.3 8.9 32.1 33.1 
Aug 76.7 75.2 110.0 33.3 34.8 58.2 57.0 92.5 15.8 17.3 37.6 38.5 
Sep 60.3 58.7 78.7 18.4 20.2 36.9 37.1 60.6 0.2 1.9 23.1 24.9 
Oct 18.7 13.9 35.1 16.5 21.2 38.9 39.9 25.2 5.2 9.6 25.4 26.2 
Nov 0.5 -7.1 10.1 9.6 17.3 22.8 25.9 -1.2 -0.4 7.4 18.5 19.1 
Dec -10.2 -16.9 3.0 13.6 20.5 26.2 28.9 -17.1 -9.1 -2.8 27.1 23.2 
2011                         
Jan 1.5 -0.4 10.2 8.8 10.6 24.3 30.3 -3.2 -3.8 -2.5 21.1 27.3 
Feb 10.0 4.6 17.7 7.6 12.7 39.4 40.2 5.3 -4.9 1.1 30.4 27.0 
Mar 16.4 11.3 33.3 16.9 22.9 36.8 37.0 11.5 -6.5 0.2 32.0 27.9 
Apr 34.6 32.6 80.2 46.0 48.1 56.9 57.9 50.8 16.5 18.5 35.1 34.7 
May 39.6 47.2 104.5 65.7 41.9 80.5 53.9 63.2 24.0 18.6 44.6 37.8 
Jun 58.7   118.0 59.8   76.0   89.5 27.8   43.3   
Jul     124.1         107.2         
Aug 83.8   113.4 28.8   50.6   79.9 -4.7   29.6   
Sep 65.3   81.9 16.6   45.8   51.0 -14.3   31.1   
Oct 21.8   34.0 12.2   30.3   23.4 1.3   26.6   
Nov 4.5   5.7 1.2   28.9   -4.5 -7.8   28.5   
Dec 8.1   -0.2 -8.4 0.0 23.9 0.0 -0.8 -8.0   23.9   
2012                         
Jan -3.4 -8.4 6.6 9.9 15.0 27.3 30.1 -15.1 -12.1 -5.2 29.2 27.6 
Feb 15.2 9.3 24.7 9.8 15.5 27.8 28.3 2.1 -10.7 -6.4 26.4 26.9 
Mar 21.2 16.3 36.9 14.2 19.1 45.1 47.4 6.6 -14.7 -10.4 36.5 36.8 
Apr     98.5         54.3         
May 86.6 84.0 128.1 43.1 45.6 58.6 59.3 99.4 15.0 17.6 38.9 41.8 
Jun 100.1 97.2 150.4 50.3 53.2 66.4 65.3 116.7 16.6 19.5 35.5 36.0 
Jul 79.9 77.6 136.9 57.0 59.3 75.5 75.1 95.4 15.5 17.8 46.4 45.6 
Aug 74.7 70.2 123.4 46.6 50.9 70.0 68.8 79.0 4.3 8.8 33.4 32.7 
MEAN 42.3 39.7 71.9 26.6 29.9 46.8 45.4 48.4 3.7 8.3 32.4 32.7 
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Table 3.4 Mean Monthly Sensible Heat (W m
-2
) from two H-Sonic sensors 
compared with NARR and CFSR Sensible Heat with the Bias and RMSE at 
Hollister, ID from 2010-2012.  Missing data is denoted as blank. 
  
Observed 
H-Sonic NARR Bias   RMSE   CFS Bias   RMSE   
2010 1 2 LH 1 2 1 2 LH 1 2 1 2 
Apr 47.3 43.8 72.7 26.2 29.8 40.7 43.3 46.3 -3.1 0.8 30.5 33.5 
May 60.6 59.0 102.0 41.9 42.7 63.2 62.3 82.4 22.5 23.6 42.0 41.0 
Jun 73.9 75.1 118.1 42.0 41.0 58.3 56.8 94.8 21.8 20.6 41.9 42.3 
Jul 103.2 101.6 126.6 23.7 25.0 47.6 46.4 109.0 6.0 7.4 31.8 32.6 
Aug 77.2 76.7 110.0 32.8 33.3 57.7 55.9 92.5 15.3 15.7 37.2 38.0 
Sep 60.7 59.7 78.7 18.0 19.1 36.7 36.5 60.6 -0.2 0.8 22.9 25.0 
Oct 20.1 15.6 35.1 15.1 19.5 37.9 38.7 25.2 3.7 7.8 25.0 25.7 
Nov 1.8 -5.8 10.1 8.2 15.9 22.3 25.1 -1.2 -1.8 6.0 18.8 19.0 
Dec -8.3 -15.7 3.0 11.7 19.3 25.1 28.4 -17.1 -11.4 -3.9 25.8 23.4 
2011                         
Jan 2.3 0.5 10.2 7.9 9.7 24.3 30.6 -3.2 -4.6 -3.2 21.2 27.5 
Feb 11.4 5.8 17.7 6.5 11.5 37.6 40.3 5.3 -5.3 0.0 27.3 27.1 
Mar 18.7 14.1 33.3 14.7 20.1 34.8 36.2 11.5 -8.3 -2.6 32.2 28.2 
Apr 38.1 36.3 80.2 42.5 44.4 54.3 55.3 50.8 13.0 14.8 33.9 33.9 
May 43.9 51.9 104.5 61.4 37.2 77.7 50.8 63.2 19.7 13.8 42.9 36.6 
Jun 63.2   118.0 55.2   72.6   89.5 23.3   40.7   
Jul     124.1         107.2         
Aug 84.0   113.4 28.6   50.4   79.9 -4.9   29.3   
Sep 65.4   81.9 16.5   45.8   51.0 -14.4   31.1   
Oct 23.0   34.0 11.0   29.6   23.4 0.1   26.4   
Nov 5.2   5.7 0.5   28.7   -4.5 -8.5   28.8   
Dec 8.5   -0.2 -8.8   23.9   -0.8 -8.5   23.8   
2012                         
Jan -2.6 -7.6 6.6 9.0 14.2 26.9 30.0 -15.1 -13.1 -5.9 29.5 27.9 
Feb 14.4 10.5 24.7 10.4 14.2 26.5 27.8 2.1 -11.3 -7.6 26.2 27.5 
Mar 22.7 18.3 36.9 12.8 17.1 44.9 47.1 6.6 -16.3 -12.5 37.2 37.9 
Apr     98.5         54.3         
May 88.0 86.6 128.1 41.6 43.1 57.4 57.4 99.4 13.6 15.0 38.4 41.1 
Jun 101.8 100.1 150.4 48.6 50.3 65.1 63.0 116.7 14.9 16.6 34.8 35.0 
Jul 80.6 79.2 136.9 56.3 57.7 74.9 73.8 95.4 14.8 16.2 46.0 45.1 
Aug 75.1 71.3 123.4 46.2 49.9 69.5 67.8 79.0 3.8 7.7 33.0 32.2 
MEAN 43.7 41.8 71.9 25.2 29.3 45.7 46.3 48.4 2.2 6.2 31.8 32.4 
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Table 3.5 Mean Monthly Sensible Heat (W m
-2
) from H-Sonic (Hs) and Hc 
Sensor compared with NARR and CFSR Sensible Heat with the Bias and RMSE at 
Raft River, ID. 
  Observed NARR Hs Hs Hc Hc CFSR Hs Hs Hc Hc 
2010 Hs Hc SH Bias RMSE Bias RMSE SH Bias RMSE Bias RMSE 
Mar -2.2 -2.7 -14.9 -12.6 13.9 -12.1 13.9 -11.4 -9.2 11.9 -8.7 11.4 
Apr 21.4 18.8 73.0 51.6 60.9 54.2 63.2 66.7 45.3 59.9 47.9 62.1 
May 27.8 24.2 103.2 75.6 86.9 78.9 89.9 84.2 56.6 66.7 60.0 69.7 
Jun 39.6 36.4 117.4 77.8 86.7 81.0 89.7 88.3 48.8 57.7 51.9 60.7 
Jul 84.4 83.5 126.6 42.3 56.9 43.1 57.6 114.4 30.0 43.5 30.9 44.2 
Aug 72.8 72.5 110.0 37.2 55.5 37.5 55.5 100.5 27.7 42.5 28.0 42.4 
Sep 50.5 50.7 78.8 28.3 42.7 28.2 42.5 74.0 23.4 35.9 23.3 35.8 
Oct 23.6 23.4 39.6 16.0 37.2 16.2 37.4 28.7 5.1 25.3 5.3 25.5 
Nov -3.7 -4.1 10.8 14.5 26.4 14.9 26.7 -1.6 2.1 19.0 2.5 19.0 
Dec -7.2 -7.7 1.1 8.3 17.4 8.8 17.6 -5.7 1.5 17.8 2.1 17.9 
2011                         
Jan -5.3 -5.7 9.4 14.7 23.9 15.0 24.1 10.1 15.4 24.4 15.8 24.5 
Feb 8.0 7.5 17.3 9.3 34.3 9.7 34.4 8.1 0.2 23.5 0.6 23.5 
Mar 9.9 8.8 32.3 22.4 34.4 23.5 35.1 19.0 9.1 30.7 10.2 31.0 
Apr 39.6 37.6 81.5 41.9 53.3 43.9 54.9 50.6 11.0 32.7 13.0 33.3 
May 32.9 29.5 104.7 71.9 82.4 75.2 85.3 64.7 31.8 45.9 35.1 48.1 
Jun 65.5 62.6 118.3 52.8 66.5 55.7 68.9 84.0 18.6 34.8 21.5 36.5 
Jul 80.3 79.8 124.1 43.8 58.5 44.3 58.9 83.1 2.7 32.8 3.3 32.8 
Aug 62.1 61.4 113.4 51.3 66.6 51.9 67.1 68.4 6.4 31.1 7.0 31.5 
Sep 46.5 46.3 81.9 35.4 59.9 35.5 60.0 48.2 1.7 27.1 1.9 27.1 
Oct 11.9 10.9 34.4 22.6 36.3 23.6 37.2 24.4 12.5 25.3 13.5 26.0 
Nov -0.1 -0.7 4.0 4.1 26.2 4.7 26.3 3.4 3.5 21.6 4.2 21.8 
Dec 3.2 2.9 2.0 -1.2 22.4 -1.0 22.6 2.6 -0.5 18.3 -0.3 18.3 
2012                         
Jan -5.4 -5.7 5.7 11.0 23.8 11.4 24.0 -1.8 3.6 20.1 3.9 20.2 
Feb 6.5 5.8 24.8 18.3 27.0 19.0 27.4 16.6 10.1 23.4 10.8 23.7 
Mar 9.0 7.5 34.1 25.1 46.0 26.6 46.9 21.0 12.0 31.7 13.5 32.5 
Apr 34.6 31.4 98.5 63.9 73.9 67.2 76.9 74.1 39.5 49.5 42.8 52.2 
May 62.5 60.5 128.1 65.1 76.8 67.0 78.5 113.6 50.5 60.1 52.5 61.9 
Jun 85.2 84.7 150.4 65.2 77.2 65.7 77.5 119.2 34.0 45.2 34.5 45.5 
Jul 65.2 65.0 136.8 71.7 87.1 71.9 87.3 82.7 17.5 48.0 17.8 48.0 
Aug 50.0 49.8 123.2 71.7 93.5 71.8 93.6 89.7 39.7 57.0 39.9 57.1 
MEAN 32.3 31.2 69.0 36.7 51.8 37.8 52.7 50.7 18.4 35.4 19.5 36.1 
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Table 3.6 Mean Monthly Latent Heat (W m
-2
) at Hollister, ID of Observed from 
two sensors compared with NARR and CFSR Sensible Heat with the Bias and 
RMSE of each sensor.  Missing data is denoted as blank. 
  Observed NARR Bias   RMSE   CFS Bias   RMSE   
2010 LH1 LH2 LH 1 2 1 2 LH 1 2 1 2 
Mar 12.3 11.2 11.6 -0.6 0.5 6.8 4.7 11.1 -1.2 0.0 4.7 2.5 
Apr 44.7 42.1 38.8 -7.5 -5.0 20.2 18.9 60.1 14.5 16.6 26.2 26.7 
May 54.3 46.7 47.2 -7.3 0.7 30.8 29.4 64.3 9.8 17.6 31.6 32.2 
Jun 40.8 36.0 46.1 4.6 9.2 24.9 24.2 64.4 22.8 27.2 34.0 34.6 
Jul 17.9 16.7 32.5 14.5 15.8 24.5 23.6 44.1 26.1 27.4 32.5 31.8 
Aug 20.9 18.7 18.8 -2.2 0.1 16.1 14.5 38.6 17.5 19.7 27.9 26.7 
Sep 15.1 13.6 10.9 -4.2 -2.6 13.0 11.6 22.7 7.5 9.1 17.5 16.9 
Oct 29.2 23.8 12.3 -17.0 -11.4 21.3 18.4 20.7 -9.4 -3.7 17.7 15.5 
Nov 25.3 21.7 10.1 -15.1 -11.5 20.5 17.9 23.5 -1.3 0.5 15.2 14.5 
Dec 23.0 17.3 7.6 -15.2 -9.4 19.1 18.2 19.1 -3.1 3.1 14.8 15.5 
2011                         
Jan 16.8 15.1 8.5 -8.3 -6.6 14.1 12.9 12.8 -2.2 -0.7 12.9 12.2 
Feb 20.9 20.1 18.7 -1.8 -1.0 16.7 16.7 19.5 -0.6 0.3 12.4 11.2 
Mar 47.4 40.6 33.4 -13.6 -7.1 25.9 24.6 32.4 -14.3 -7.6 24.3 23.8 
Apr 60.5 53.8 40.2 -20.2 -13.6 32.5 30.7 49.4 -10.8 -4.2 24.9 23.8 
May 76.5 47.1 42.1 -31.7 -13.3 34.9 27.7 64.1 -19.2 -2.5 26.7 24.8 
Jun   23.2 37.0   -7.2   18.4 70.5   7.5   18.9 
Jul     26.4         48.4         
Aug   11.3 14.9   3.3   10.0 39.3   28.1   30.9 
Sep   8.3 7.3   -1.0   8.6 29.8   21.5   25.4 
Oct   22.9 15.8   -7.2   15.8 22.3   -0.7   16.5 
Nov   16.0 10.8   -5.1   12.8 18.5   2.5   13.4 
Dec     6.4         10.6         
2012                         
Jan 16.0 16.3 13.0 -3.0 -3.1 13.3 13.6 23.4 7.1 7.1 16.6 17.1 
Feb 22.5 21.9 18.1 -4.4 -3.8 12.5 12.0 24.8 1.8 3.7 15.6 16.6 
Mar 34.8 32.5 29.1 -6.1 -3.8 23.3 23.1 42.9 5.7 10.2 20.3 22.4 
Apr     25.2         50.4         
May 35.9 33.7 27.9 -8.1 -5.9 21.4 20.5 48.7 12.9 15.1 27.3 27.2 
Jun 40.2 37.7 22.3 -17.9 -15.5 22.2 20.4 43.4 3.2 5.6 21.0 20.4 
Jul 18.9 18.1 14.5 -4.4 -3.6 14.8 13.8 41.8 22.9 23.8 31.2 30.4 
Aug 14.3 14.2 7.5 -6.8 -6.7 13.4 12.9 32.4 18.1 18.2 27.1 26.4 
MEAN 31.3 25.2 21.8 -8.0 -4.3 20.1 17.6 36.5 4.9 9.1 21.9 21.4 
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Table 3.7 Mean Monthly Latent Heat (W m
-2
) of Observed versus NARR and 
CFSR Sensible Heat with the Bias and RMSE at Raft River, ID. 
    NARR     CFSR     
2010 Obs LH Bias RMSE LH Bias RMSE 
Mar 8.4 11.6 3.2 6.9 11.2 2.8 8.0 
Apr 47.3 38.9 -8.4 23.0 45.1 -2.2 21.3 
May 60.8 47.6 -13.2 26.0 57.8 -3.0 25.3 
Jun 56.2 45.9 -10.3 25.8 63.7 7.5 24.4 
Jul 16.5 32.5 15.9 22.0 46.9 30.3 34.9 
Aug 10.1 18.8 8.7 17.5 33.2 23.1 29.5 
Sep 4.5 10.9 6.4 9.7 18.5 13.9 16.8 
Oct 7.3 12.5 5.2 10.9 17.4 10.1 14.6 
Nov 8.0 10.4 2.4 11.1 22.6 14.6 17.8 
Dec 11.9 6.9 -4.9 15.2 11.6 -0.3 15.8 
2011               
Jan 7.4 7.9 0.5 10.5 8.3 0.9 10.9 
Feb 8.6 18.6 10.0 16.9 21.4 12.8 17.7 
Mar 20.8 32.7 11.9 19.8 28.7 7.9 18.7 
Apr 37.1 40.8 3.7 19.3 48.0 10.9 22.8 
May 58.0 42.1 -15.8 30.2 61.2 3.3 25.8 
Jun 52.7 36.9 -15.8 26.3 74.1 21.4 30.1 
Jul 18.5 26.4 7.9 14.8 59.0 40.5 44.0 
Aug 18.6 14.9 -3.7 11.2 47.0 28.4 33.0 
Sep 8.6 7.3 -1.3 7.6 29.9 21.3 24.2 
Oct 20.6 15.7 -5.0 15.2 21.8 1.2 15.6 
Nov 10.1 10.2 0.1 10.7 12.6 2.5 10.4 
Dec 5.2 4.8 -0.3 6.4 8.8 3.7 8.3 
2012               
Jan 9.1 12.6 3.5 12.0 14.9 5.8 14.8 
Feb 13.4 18.3 4.9 13.1 19.5 6.1 13.5 
Mar 26.8 29.2 2.4 20.1 36.6 9.8 19.5 
Apr 59.1 25.2 -33.8 38.7 43.8 -15.3 24.5 
May 40.0 27.9 -12.1 18.5 43.0 3.0 16.1 
Jun 17.0 22.2 5.2 12.3 42.0 25.0 27.9 
Jul 10.9 14.5 3.6 14.0 39.0 28.1 34.3 
Aug 7.8 7.5 0.0 9.0 26.8 19.0 23.2 
MEAN 22.7 21.7 -1.0 16.5 33.8 11.1 21.5 
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Table 3.8  Mean Monthly Net Radiation (W m
-2
) of Observed versus NARR and 
CFSR Sensible Heat with the Bias and RMSE at Hollister, ID. 
    NARR     CFSR     
2010 Obs LH Bias RMSE LH Bias RMSE 
Apr 91.8 116.1 24.3 50.5 111.3 19.5 49.6 
May 118.8 155.1 36.3 78.8 153.0 34.1 62.9 
Jun 127.0 172.8 45.8 73.4 169.4 42.3 65.7 
Jul 123.4 164.7 41.3 51.7 160.8 37.3 49.3 
Aug 94.6 129.7 35.1 49.1 132.6 38.0 53.0 
Sep 71.1 89.0 17.9 30.3 83.3 12.0 26.2 
Oct 33.2 42.2 9.0 39.8 41.5 3.0 35.0 
Nov 6.4 11.2 4.7 28.8 12.9 6.6 27.6 
Dec 4.2 1.3 -2.9 34.2 -8.1 -11.0 30.5 
2011               
Jan 9.1 12.2 3.1 46.7 4.9 -1.0 35.1 
Feb 19.3 33.3 14.0 51.0 20.4 2.9 33.4 
Mar 66.7 76.8 10.1 49.8 52.4 -13.7 42.3 
Apr 99.0 122.4 23.4 63.5 102.9 4.0 49.7 
May 132.5 155.3 22.7 83.2 133.9 1.4 64.0 
Jun 155.3 163.2 7.9 48.3 170.5 15.2 45.5 
Jul 135.9 157.0 21.1 37.3 165.7 29.9 41.1 
Aug 97.8 130.6 32.8 40.9 123.1 25.3 41.1 
Sep 71.3 89.4 18.1 34.2 79.3 8.0 33.0 
Oct 36.6 43.3 6.7 29.7 37.1 0.0 33.6 
Nov 7.3 6.8 -0.5 29.2 4.0 -1.5 31.0 
Dec -1.3 0.9 2.2 20.3 1.7 5.8 23.3 
Mean 71.4 89.2   46.2 83.5   41.6 
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Table 3.9 Mean Monthly Net Radiation (W m
-2
) of Observed versus NARR and 
CFSR Sensible Heat with the Bias and RMSE at Raft River, ID. 
    NARR     CFSR     
2010 Obs LH Bias RMSE LH Bias RMSE 
Apr 101.5 116.7 15.2 51.4 121.3 19.7 53.6 
May 130.3 157.1 26.8 70.7 149.0 18.8 55.3 
Jun 142.2 171.9 29.7 70.6 162.8 20.6 54.2 
Jul 135.3 164.7 29.5 47.8 168.6 33.3 46.6 
Aug 110.3 129.6 19.3 45.0 135.7 25.4 46.9 
Sep 75.1 89.2 14.1 31.8 91.8 16.7 30.8 
Oct 42.4 49.2 6.8 39.3 41.7 -0.7 37.3 
Nov 5.6 13.3 7.6 35.3 12.0 6.4 27.9 
Dec 4.6 -2.7 -7.3 30.9 -8.0 -12.6 28.9 
2011               
Jan 5.6 9.8 4.2 37.9 9.3 3.7 39.7 
Feb 22.2 33.0 10.8 50.6 23.3 1.2 37.0 
Mar 59.5 75.3 15.8 47.5 60.5 1.0 44.7 
Apr 108.9 124.9 16.0 59.5 105.3 -3.6 47.6 
May 130.9 155.6 24.6 75.0 133.8 2.9 60.6 
Jun 166.9 163.4 -3.4 52.6 169.6 2.7 46.4 
Jul 135.6 156.9 21.3 55.2 151.0 15.4 54.2 
Aug 113.2 130.6 17.3 45.9 119.1 5.9 47.7 
Sep 78.1 89.4 11.3 39.6 76.3 -1.8 41.3 
Oct 43.4 44.2 0.8 32.6 38.1 -5.3 34.8 
Nov 14.5 2.8 -11.7 31.6 5.1 -9.5 30.4 
Dec 6.2 -3.0 -9.2 25.0 -2.0 -8.2 23.4 
MEAN 77.7 89.1 11.4 46.5 84.0 6.3 42.4 
 
 Mean monthly sensible heat was examined at Hollister using two H-C sensors 
(Table 3.3) and two H-Sonic sensors (Table 3.4).  From Table 3.3, the CFSR had an 
average sensible heat bias of +3.7 W m
-2
 and +8.3 W m
-2
 between the two H-C sensors, 
respectively.  The NARR had an average bias of +26.6 and +29.9 W m
-2
 between the two 
sensors.  Overall, the CFSR had a mean RMSE of +32.4 W m
-2
 and +32.7 W m
-2
 in 
sensible heat.  Like the H-C sensors, the H-Sonic sensors were examined, Table 3.4, and 
the CFSR outperforms the NARR in sensible heat calculation with lower biases and 
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lower RMSE.  The Tables 3.4 and 3.5 illustrate either sensible heat is underestimated in 
the observations or overestimated by the model.  Furthermore, the largest errors between 
the model and observation occur in the late spring months (April, May, June).  At Raft 
River, there was only one H-C sensor and one H-Sonic sensor.  Sensible heat was 
examined at Raft River, Table 3.5, and similarly the largest differences between modeled 
and observed occur in the late spring months.  Again the CFSR outperforms the NARR in 
both Bias and RMSE.   
Mean monthly latent heat was illustrated for both Hollister (Table 3.6) and Raft 
River (Table 3.7).  Hollister had two latent heat sensors available for analysis, Table 3.6.  
The NARR on average underestimated latent heat (bias of -8.0 W m
-2
 and 4.3 W m
-2
  
between the two latent heat sensors) while the CFSR on average overestimated latent heat 
(bias of +4.9 W m
-2
 and +9.1 W m
-2
).  Unlike sensible heat, the NARR outperformed the 
CFSR with lower RMSE values for both sensors.  Raft River only had one sensor 
available for latent heat analysis, Table 3.7.  Latent heat was underestimated in the 
NARR (bias of -1.0 W m
-2
) and overestimated in the CFSR (bias of 11.1 W m
-2
).  The 
greatest differences between modeled and observed output for the NARR occurred in 
April and May of each year (2010-2012) while the largest differences in CFSR output 
came later in the summer (July, August, September) of each year (2010-2012).  
Comparable to Hollister data, the NARR had lower RMSE values than the CFSR. 
Mean monthly net radiation was compared between the NARR and CFSR at 
Hollister (Table 3.8) and Raft River (Table 3.9).  The NARR overestimates the mean net 
radiation at Hollister and Raft River by 17.8 W m
-2
 and 11.4 W m
-2
, respectively, while 
the CFSR overestimates net radiation by 12.3 W m
-2
 and 6.3 W m
-2
, respectively.
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Figure 3.16 Comparison of hourly Observed Latent Heat Flux (W m
-2
) versus Modeled Latent Heat Flux (W m
-2
) at 
Hollister, ID averaged by month in the growing season from 2010-2012.  Observed (black dot and error bar represent the 
mean and 1-standard deviation, respectively), modeled NARR is shown in red and CFSR in blue. 
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Figure 3.17 Comparison of hourly Observed Latent Heat Flux (W m
-2
) versus Modeled Latent Heat Flux (W m
-2
) at Raft 
River, ID averaged by month in the growing season from 2010-2012.  Observed (black dot and error bar represent the mean 
and 1-standard deviation, respectively), modeled NARR is shown in red and CFSR in blue. 
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Figure 3.18 Comparison of hourly Observed Sensible Heat Flux (W m
-2
) versus Modeled Sensible Heat Flux (W m
-2
) at 
Hollister, ID averaged by month in the growing season from 2010-2012.  Observed H-Sonic sensor (black dot and black error 
bar represent the mean and 1-standard deviation, respectively), H-C sensor (gray dot and gray error bar represent the mean 
and 1-standard deviation, respectively), modeled NARR is shown in red and CFSR in blue. 
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Figure 3.19 Comparison of hourly Observed Sensible Heat Flux (W m
-2
) versus Modeled Sensible Heat Flux (W m
-2
) at Raft 
River, ID averaged by month in the growing season from 2010-2012.  Observed H-Sonic sensor (black dot and black error bar 
represent the mean and 1-standard deviation, respectively), H-C sensor (grey dot and gray error bar represent the mean and 
1-standard deviation, respectively), modeled NARR is shown in red and CFSR in blue. 
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Figure 3.20 Comparison of hourly Observed Net Radiation (W m
-2
) versus Modeled Net Radiation (W m
-2
) at Hollister, ID 
averaged by month in the growing season from 2010-2012.  Observed (black dot and error bar represent the mean and 1-
standard deviation, respectively), modeled NARR is shown in red and CFSR in blue. 
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Figure 3.21 Comparison of hourly Observed Net Radiation (W m
-2
) versus Modeled Net Radiation (W m
-2
) at Raft River, ID 
averaged by month in the growing season from 2010-2012.  Observed (black dot and error bar represent the mean and 1-
standard deviation, respectively), modeled NARR is shown in red and CFSR in blue.
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Hourly growing season latent heat is illustrated at Hollister (Figure 3.16) and Raft 
River (Figure 3.17).  The observed data is plotted along with the one-standard deviation 
of the range of monthly observed data from 2010-2012.  The latent heat is either 
underestimated by the sensor or overestimated by the model.  The observed and modeled 
data shows good agreement in April and October when the soil moisture is high but 
diverges from May through September (Figure 3.16).  Both datasets generally stayed 
within one-standard deviation of observations with the exception of the NARR (July) and 
CFSR (July, August).  At Raft River, the CFSR resembles observations in April and May, 
and diverges from June through September.  The NARR resembles observations 
relatively well from June through October but underestimates latent heat in April and 
May (Figure 3.17).  The CFSR overestimates latent heat in July and August and is 
outside the one-standard deviation of observations (Figure 3.17).   
Hourly growing season sensible heat is illustrated at Hollister (Figure 3.18) and 
Raft River (Figure 3.19).  Overall, the differences in modeled and observed sensible heat 
resembled that of the latent heat in that the observed data was less than the modeled data.  
Unlike sensible heat, the differences between modeled and observed were similar from 
April through September.  The NARR overestimated the SH more than the CFSR (Figure 
3.18) at Hollister.  At Raft River, the NARR overestimated the SH and was outside the 
one-standard deviation of the observed data (Figure 3.19).  The CFSR also overestimated 
the SH but was on the edge of the one-standard deviation bar (Figure 3.19). 
Hourly growing season net radiation is illustrated at Hollister (Figure 3.20) and 
Raft River (3.21).   At both sites, the modeled output was on the high end of the one-
standard deviation of observations.  These values may be improved in future studies with 
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different calibration of the soil characteristics, such as those found in Table A4, and 
surface vegetation parameters, such as those found in Table A5 of Appendix A.  
3.3.4 Model Comparison with respect to Domain Size 
The traditional view that a larger domain is more accurate was not the case in this 
simulation.  Our study reveals the findings of those found in Vannitsem and Chomé 
(2005) in that large differences occurred in the domain.  Factors such as domain size, 
design, and placement characteristics add one more level of uncertainty to the 
downscaled projections, which was also observed in the study by Bhaskaran, 
Ramachandran, Jones, and Moufouma-Okia (2012).   
Furthermore, differences in the datasets driving WRF can lead to another level of 
uncertainty.   Optimal model set up for the NARR dataset may not be the optimal set up 
for the CFSR or NARCCAP datasets and was outside of the scope of this research.  Thus, 
in this study, the domain was selected based on efficiency and model performance using 
the NARR as the driver of the WRF model.  The 175 × 175 domain provided model 
output comparable to observations in the Snake River Basin.  In the future, these 
considerations need to be accounted for any downscaling climate or meteorological 
reanalysis project.   
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Figure 3.22 AgriMet Observed Accumulated Precipitation (mm) for 1999 Water 
Year versus Modeled Accumulated Precipitation: Observed in Black, CFSR in Blue, 
NARR Control in Red, NARR Irrigated in Green, NARR Irrigated compared with 
400×400 domain size in magenta at (a) Nampa and (b) Twin Falls.   
 
Our study yielded differences in model data when the domain size was downsized 
to reduce simulation times.  Precipitation was overpredicted in the domain with 400 × 
400 grid points when compared to the 175 × 175 grid points. Precipitation was up to 
260% more than observation (Figure 3.22a) at Nampa for the 400 × 400 grid point 
domain (not shown) simulation and nearly double from the 175 × 175 model domain run.  
The 400 × 400 domain intensified the regional water cycle by increasing water vapor 
advection into the region, which increased moisture recycling of precipitation and ET 
(Figure 3.22).  The water cycle may have been increased due to the western portion of the 
domain being over the Pacific Ocean.  The number of precipitation days was increased in 
the larger domain when compared to the domain used in this study.  The 175 × 175 
domain size yielded results comparable to observations.  More examination is needed in 
the future to investigate domain design and size using the WRF-ARW.   
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3.3.5 Verification of Modeled Snow and Precipitation at SNOTEL Sites 
To examine the model’s ability to forecast snow, SNOTEL observations from the 
1999 water year was examined.  Generally, the NOAH-LSM underpredicts snow depth 
and snow water equivalent (SWE) because of the poor partitioning of the surface energy 
budget, particularly the albedo, especially in late spring (Livneh, Youlong Xia, Mitchell, 
Ek, & Lettenmaier, 2010).  A major weakness of the NOAH-LSM is that it has a one-
layer snow model that is connected to the top soil layer within the model.  A multilayer 
snow model is necessary to capture metamorphism and intra-snow heat exchange coupled 
with a canopy layer to improve the NOAH-LSM (Livneh et al., 2010).  Jin and Miller 
(2011b) demonstrated the NOAH-LSM underestimates SWE because of greater 
snowmelt and overpredicted albedo, which leads to greater (unrealistic) winter 
evaporation and a positive precipitation bias.  This study uses the NOAH-LSM snow 
refinements of Livneh et al. (2010), which improves the SWE forecasting by changing 
the NOAH-LSM albedo parameterization.  
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Figure 3.23 Modeled versus Observed Snow Water Equivalent (mm) observed at 
Trinity Mountain, Idaho SNOTEL from 1 October 1998 through 1 July 1999.  The 
observed is illustrated by black line, CFSR (blue), and NARR (red), and differences 
between CFSR (dotted blue) and NARR (dotted red). 
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Figure 3.24 Modeled versus Observed Accumulated Precipitation (mm) observed 
at Trinity Mountain, Idaho SNOTEL from 1 October 1998 through 1 July 1999.  
The observed is illustrated by black line, CFSR (blue), and NARR (red), and 
differences between CFSR (dotted blue) and NARR (dotted red). 
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Figure 3.25 Percent Error of Modeled versus Observed Accumulated SWE and 
Precipitation at Trinity Mountain from 1 October 1998 through 1 July 1999. 
 
Even with the snow model improvements of Livneh et al. (2010), the springtime 
SWE is melted off too quickly (Figure 3.23) at the Trinity Mountain SNOTEL.  The 
SWE completely melted in the CFSR run on 29 May 1999 (Observed 38.8 in) and in the 
NARR on 6 June 1999 (Observed 34.4 in).  The results of this study follows those of 
authors (Jin & Miller, 2011b; Livneh et al., 2010; Rasmussen et al., 2011) in which the 
springtime SWE melts too early. 
Modeled precipitation was compared to the observed precipitation at the Trinity 
Mountain SNOTEL (Figure 3.24).  As shown in Figure 3.24 by the dotted lines, both the 
CFSR and the NARR driven WRF simulate the precipitation with good skill at Trinity 
Mountain.  Percent error was examined at Trinity Mountain (Figure 3.25).  The large 
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errors early in the season (October and November) can be attributed to the differences in 
accumulation when the accumulated total is low, thus small deviations from the 
observations can lead to large errors.  The differences in mid-season and yearly 
precipitation totals range from -12% to +10% in both the NARR and CFSR simulations.  
Rasmussen et al. (2011) utilized WRF as a regional climate model and studied modeled 
snowfall and compared with SNOTEL data; they reported the modeled accumulation of 
snow and precipitation agrees within 5-20%.  It is important to note that precipitation 
gauges are susceptible to under-catchment of precipitation and up to 10-15% of an 
underestimate of precipitation can be expected (Yang et al., 1998). 
3.3.6 Overall Impact of Irrigation on the Snake River Plain 
A control run with irrigation disabled in the model and an irrigation run was 
performed using NARR and CFSR boundary conditions from 1 April 1998 to 30 
September 1999 and in the CFSR run from 1 October 2009 to 30 October 2012 to 
determine the overall impact of irrigation on the Snake River Plain.  October 2009 
through March 2010 was used as a spin-up time for the model.  Several variables were 
analyzed spatially including temperature, dewpoint, specific humidity, PBL height, heat 
fluxes including latent, sensible, and ground heat fluxes, and evaporative fraction. 
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Table 3.10 Control versus irrigated differences (∆) in monthly average 2-m 
Temperature (°C), Dewpoint (°C), and Potential Temperature (°C) for all irrigated 
grid-cells in area of interest. 
  Temperature Dewpoint  Potential Temperature 
2010 Control Irrigated ∆ Control Irrigated ∆ Control Irrigated ∆ 
Apr 8.5 8.2 -0.3 -2.5 -1.8 0.6 18.1 17.7 -0.3 
May 11.0 10.9 -0.1 -1.0 0.1 1.1 20.5 20.4 -0.1 
Jun 18.3 17.9 -0.4 3.7 5.3 1.6 27.9 27.5 -0.4 
Jul 23.8 22.9 -0.8 1.0 4.4 3.4 33.5 32.7 -0.9 
Aug 22.8 22.0 -0.8 0.2 4.0 3.8 32.7 31.9 -0.8 
Sep 18.6 17.6 -0.9 -0.9 2.6 3.5 28.1 27.2 -1.0 
Oct 12.8 11.5 -1.3 -0.2 1.8 2.0 22.0 20.6 -1.4 
2011                   
Apr 6.1 5.9 -0.2 -1.1 -1.1 0.0 15.3 15.1 -0.2 
May 11.0 11.0 0.0 2.5 2.9 0.4 20.4 20.5 0.1 
Jun 17.5 17.0 -0.5 4.9 5.5 0.6 27.2 26.6 -0.5 
Jul 24.5 23.5 -0.9 5.7 7.6 1.9 34.4 33.4 -1.0 
Aug 24.8 23.6 -1.2 4.1 7.1 2.9 34.7 33.4 -1.3 
Sep 20.1 18.7 -1.5 4.2 6.4 2.3 29.5 27.9 -1.5 
Oct 11.4 10.9 -0.5 1.6 3.0 1.4 20.5 20.0 -0.5 
2012                   
Apr 10.9 10.7 -0.2 0.5 0.9 0.3 20.3 20.0 -0.2 
May 14.6 14.7 0.1 0.3 1.6 1.3 24.0 24.1 0.1 
Jun 19.5 18.8 -0.7 1.7 3.7 2.1 29.3 28.6 -0.7 
Jul 26.0 24.6 -1.5 6.6 9.2 2.6 35.9 34.4 -1.5 
Aug 26.8 24.8 -2.0 2.8 6.7 3.9 36.6 34.5 -2.1 
Sep 20.1 19.6 -0.5 0.0 3.9 3.9 29.4 28.8 -0.5 
Oct 11.5 9.8 -1.7 -2.6 -0.2 2.3 20.6 18.8 -1.8 
AVERAGE -0.8     2.0     -0.8 
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Figure 3.26 2-meter Temperature (°C) averaged (2010-2012) for each irrigated grid cell during each hour of the day (UTC) 
sorted by month accordingly.  Control results shown by the regular line, irrigated results are shown with dotted line.  Bar 
graph indicates difference between control and irrigated runs and is aligned to right axis.   
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Figure 3.27 Control, Irrigated, and Difference Plots of 2-meter Temperature (°C) during 2012 CFSR Run.  Each month at 
hour 21 UTC is averaged.  Cropland grid-cell average is located on lower-left corner. 
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Figure 3.28 Control, Irrigated, and Difference Plots of 2-meter Dewpoint Temperature (°C) during 2012 CFSR Run.  Each 
month at hour 21 UTC is averaged.  Cropland grid-cell average is located on lower-left corner. 
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Figure 3.29 2-meter Dewpoint Temperature (°C) averaged (2010-2012) for each irrigated grid cell during each hour of the 
day (UTC) sorted by month accordingly.  Control results shown by the regular line, irrigated results are shown with dotted 
line.  Bar graph indicates difference between control and irrigated runs and is aligned to right axis.   
 
Figure 3.30 Surface specific humidity (g kg
-1
) averaged (2010-2012) for each irrigated grid cell during each hour of the day 
(UTC) sorted by month accordingly.  Control results shown by the regular line, irrigated results are shown with dotted line.  
Bar graph indicates difference between control and irrigated runs and is aligned to right axis.   
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Temperature, Dewpoint and Potential Temperature 
Temperature decreased, dewpoint increased and specific humidity slightly 
increased as a result of irrigation compared to the control runs, with the addition of latent 
heat (evaporation) into the atmosphere.  Table 3.10 illustrates the differences in average 
monthly temperature, dewpoint, and potential temperature, in Celsius, between the 
control run and the irrigated run using CFSR boundary conditions from 2010-2012.  The 
average monthly temperature decreased in all irrigated grid-cells by -0.8°C.  August 2012 
was an anomalously warm month and temperature decreased -2.0°C on average between 
the control run and the irrigated run.  Potential temperature ( ) was examined and is 
defined as follows: 
    (
  
 
)
 
  ⁄
 
(3.1) 
where    is the Temperature (K) at   the pressure of the parcel (hPa),    is standard 
reference pressure (100hPa),   is the gas constant of air (287.04 J K-1 kg-1), and    is the 
specific heat capacity at a constant pressure (1005.7 ± 2.5 J K
-1
 kg
-1
).  Differences in 
potential temperature are very similar to the differences in temperature.   
Average monthly dewpoint increased +2.0°C with the addition of irrigation.  
Temperature, dewpoint, and potential temperature all have a seasonality component in 
which August is generally when the biggest difference is observed between the runs.   
Daily variation in temperature, dewpoint, and specific humidity were examined.  
As shown in Figure 3.26, the 2-meter temperature averaged each hour for each month to 
provide a diurnal window; the effect of irrigation was most pronounced in August and 
September during daylight hours.  Irrigation reduced the temperature between -2.0°C and 
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-2.5°C during the daylight hours.  Spatial plots of temperature (Figure 3.27) and 
dewpoint (Figure 3.28) between the control and irrigated run show the irrigation effect.  
Average 2-meter temperature at 21 UTC of August 2012 (Figure 3.27) decreased up to 
2.87°C between the control and irrigated run over the cropland grid-cells. The irrigation 
effect is not as pronounced in April and May because there is sufficient precipitation and 
moisture carryover in the soil, thus there is not a large gradient between the irrigated and 
non-irrigated lands and this is illustrated later in Figure 3.39.  Average 2-meter dewpoint 
temperature at 21 UTC of August 2012 (Figure 3.28) increased up to 5.18°C between the 
control and irrigated run over the cropland grid-cells. 
Figure 3.29 illustrates the mean dewpoint temperature diurnal variation by month.  
Dry air entrainment is evident in Figure 3.29 and 3.30, a process in which drier air above 
the morning boundary layer mixes down to the surface as the temperature warms during 
the day (Haugland & Crawford, 2005).  The dry air entrainment lowers the surface 
dewpoint because of the increased vertical mixing.  Later in the day, the dewpoint 
temperature spikes in the late afternoon when the surface temperature begins to cool 
because of increased surface stability, a reduction in vertical mixing, and thus the dry air 
entrainment begins to stop (Haugland & Crawford, 2005).  As a result, the moisture 
evaporating from the surface is trapped because of the reduced mixing of the lower 
atmosphere and hence a spike in dewpoint temperature, shown in Figure 3.29, right after 
sunset.  As the night progresses, the evaporation rate decreases as the temperature 
decreases and thus dewpoint temperature slowly decreases until sunrise, as water vapor 
can be converted to dew through condensation (Haugland & Crawford, 2005).  The same 
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process is evident in Figure 3.30, illustrating the diurnal surface specific humidity (g kg
-1
) 
by month. 
 
Table 3.11 Control versus irrigated differences in monthly average PBL height 
(m) for all irrigated grid-cells in area of interest. 
  PBL height 
2010 Control Irrigated ∆ 
Apr 925.1 904.4 -20.7 
May 1021.0 983.5 -37.5 
Jun 1014.2 945.3 -69.0 
Jul 1122.8 963.4 -159.4 
Aug 1107.0 922.6 -184.5 
Sep 870.0 716.6 -153.4 
Oct 668.2 589.4 -78.8 
2011       
Apr 776.0 766.6 -9.5 
May 813.9 811.7 -2.2 
Jun 923.6 882.5 -41.1 
Jul 1046.9 958.8 -88.1 
Aug 969.8 825.3 -144.6 
Sep 796.5 674.3 -122.2 
Oct 586.0 544.5 -41.5 
2012 Control Irrigated ∆ 
Apr 789.4 777.0 -12.4 
May 908.5 894.0 -14.6 
Jun 1098.1 999.9 -98.2 
Jul 1043.6 876.9 -166.7 
Aug 1038.7 817.0 -221.7 
Sep 761.7 635.8 -126.0 
Oct 647.5 550.3 -97.2 
AVERAGE -90.0 
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Figure 3.31 PBL heights (m) averaged for each irrigated grid cell during each hour of the day sorted by month accordingly.  
The data from 2010-2012 was averaged together.  Control results shown by the dotted line, irrigated results are shown with 
line only.  All times UTC time. 
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Figure 3.32 Control, Irrigated, and Difference Plots of planetary boundary layer (PBL) height (m) during 2012 CFSR Run.  
Each month at hour 00 UTC is averaged.  Cropland grid-cell average is located on lower-left corner. 
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PBL height 
The planetary boundary layer is the lowest part of the atmosphere that is known as 
the region between the planetary surface and the free atmosphere.  It is the portion of the 
atmosphere that experiences atmospheric friction due to the terrain and thus experiences 
large amounts of turbulence when compared to other layers in the atmosphere.  It is 
widely known in the literature that PBL height decreases with increased soil moisture.  
The energy partitioning of sensible heat is converted into latent heat, which causes less 
turbulence and thus a lower PBL height with respect to the surface.  PBL height 
decreased in the irrigated simulations when compared to the control run.  On a daily time 
scale, the greatest differences in the PBL height occurred when the atmosphere was fully 
mixed, usually around 00 UTC time, shown in Figure 3.31, which illustrates the mean 
PBL height diurnal variation by month.  The greatest PBL height differences occurred 
around 00 UTC, which lags 3 hours behind the other variables (21 UTC) such as 
temperature, dewpoint, and the surface fluxes (not shown).  The lag corresponds to the 
time of the day with the greatest mixing of the atmosphere.  Table 3.11 illustrates the 
differences in the average monthly planetary boundary layer height (meters) between the 
control run and the irrigated run.  There is a seasonality component of PBL height 
decrease due to irrigation, with the most pronounced effect from irrigation during August.  
As shown in Table 3.11, August was the month with greatest decrease of the PBL height, 
with August 2012 (anomalously dry) saw the greatest decrease in monthly average PBL 
height over the cropland grid-cells at -221.7 m.  A three growing season PBL analysis is 
also illustrated in Table 3.7, and the differences from season to season PBL heights are 
related to differences in soil moisture, temperature, and dewpoint (Table 3.6) and the 
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overlying atmospheric weather pattern.  April and May of 2011 show that the effects of 
irrigation were mitigated due to abundant precipitation across the Snake Basin in that the 
soil moisture surrounding the irrigated lands resembled those of the irrigated land.  
Spatial plots of PBL height of the control and irrigated simulations were examined 
(Figure 3.32). 
Table 3.12 Control versus irrigated differences in monthly average Latent, 
Sensible, and Ground heat fluxes (W m
-2
) for all irrigated grid-cells in area of 
interest. 
  Latent Heat Sensible Heat Ground Heat 
2010 Control Irrigated ∆ Control Irrigated ∆ Control Irrigated ∆ 
Apr 49.6 69.3 19.7 63.5 44.4 -19.1 -5.4 -6.4 -0.9 
May 52.9 89.3 36.4 91.4 63.3 -28.0 -5.0 -6.1 -1.1 
Jun 57.7 110.5 52.8 92.2 49.1 -43.1 -7.7 -9.2 -1.5 
Jul 38.9 134.9 96.0 117.3 35.9 -81.4 -5.6 -7.7 -2.2 
Aug 19.6 116.9 97.3 107.4 27.8 -79.6 -1.2 -1.0 0.2 
Sep 9.0 79.8 70.8 80.4 17.6 -62.8 -0.3 1.1 1.4 
Oct 12.9 46.5 33.6 34.3 7.3 -27.0 4.9 5.8 0.9 
2011                   
Apr 55.5 57.5 2.1 51.7 48.4 -3.3 -4.8 -4.7 0.0 
May 75.1 83.6 8.5 56.8 50.6 -6.3 -6.8 -6.8 0.0 
Jun 92.8 109.2 16.4 70.6 53.1 -17.5 -9.7 -9.5 0.2 
Jul 78.0 127.6 49.6 84.1 38.0 -46.1 -8.0 -8.9 -0.9 
Aug 44.7 108.2 63.5 78.8 23.2 -55.6 -3.3 -3.5 -0.2 
Sep 23.3 77.0 53.7 65.4 13.7 -51.7 0.4 2.2 1.8 
Oct 15.8 40.0 24.1 26.5 8.1 -18.4 6.3 8.8 2.6 
2012                   
Apr 60.9 67.3 6.4 48.1 41.1 -7.0 -5.7 -5.6 0.1 
May 69.2 100.1 31.0 78.0 56.9 -21.1 -5.8 -6.4 -0.6 
Jun 64.4 118.6 54.2 96.6 50.0 -46.6 -6.6 -7.2 -0.6 
Jul 48.6 124.5 75.9 96.8 27.7 -69.1 -6.2 -8.0 -1.8 
Aug 25.0 114.3 89.3 106.4 20.4 -86.0 -3.0 -3.1 -0.1 
Sep 11.2 80.6 69.4 71.4 15.5 -55.9 1.7 2.8 1.2 
Oct 7.6 41.7 34.0 45.2 10.3 -34.9 4.9 10.3 5.4 
AVERAGE 46.9   -41.0   0.2 
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  Figure 3.33 Surface Fluxes (W m
-2
) averaged for each irrigated grid cell during each hour of the day sorted by month 
accordingly.  The data from 2010-2012 was averaged together.  Control results shown by the dotted line, irrigated results are 
shown with line.  Sensible heat is shown in red, latent heat in blue, and ground heat in green.  All times UTC time. 
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Figure 3.34 Control, Irrigated, and Difference Plots of Latent Heat Flux (W m
-2
) during 2012 CFSR Run.  Each month at 
hour 21 UTC is averaged.  Cropland grid-cell average is located on lower-left corner. 
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Figure 3.35 Control, Irrigated, and Difference Plots of Sensible Heat Flux (W m
-2
) during 2012 CFSR Run.  Each month at 
hour 21 UTC is averaged.  Cropland grid-cell average is located on lower-left corner. 
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Figure 3.36 Control, Irrigated, and Difference Plots of Ground Heat Flux (W m
-2
) during 2012 CFSR Run.  Each month at 
hour 21 UTC is averaged.  Cropland grid-cell average is located on lower-left corner. 
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Figure 3.37 Control, Irrigated, and Difference Plots of Net Radiation (LH+SH+GH) (W m
-2
) during 2012 CFSR Run.  Each 
month at hour 21 UTC is averaged.  Cropland grid-cell average is located on lower-left corner. 
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Latent, Sensible and Ground Heat Fluxes 
Latent heat increased as a result of the added irrigation, which increased surface 
evaporation.  Table 3.12 illustrates the differences in the average monthly latent, sensible, 
and ground heat fluxes (W m
-2
) between the control run and the irrigated run.  Latent heat 
increased from 2.1 to 97.3 W m
-2
, with August and September seeing the greatest 
difference during the year. The average latent heat increased (+46.9 W m
-2
) in all 
irrigated grid-cells with the addition of irrigation (evaporation).  Furthermore, the added 
irrigation caused evaporative cooling, which decreased the sensible heat an average of 
41.0 W m
-2
.  Sensible heat ranged in a reduction from 3.3 to 86.0 W m
-2
, with the greatest 
differences at the driest time of the year, August and September.  August 2012 was a 
warm and dry month, which produced the greatest changes in sensible and latent heat 
from the control to the irrigated run.  April and May 2011 was a particularly moist spring, 
and the soil moisture carried over into the summer; this result confirms the findings of 
Alfaro et al. (2005).  Ground heat did not substantially change (+0.2 W m
-2
) with the 
addition of irrigation when compared between the control and irrigated experiments.  
Figure 3.34 illustrates the differences between latent heat in the control run and the 
irrigated run.  Irrigation clearly alters the surface energy partitioning of latent and 
sensible heat, especially from June through October.  The latent heat (Figure 3.34) is 
increased in the irrigation run and the sensible heat is decreased significantly, as shown in 
Figure 3.35.  Spatial plots of the differences in surface energy fluxes can be examined in 
Figures 3.34-3.37.  Net radiation increased (Figure 3.37) as a result of the irrigation, 
(+36.9 W m
-2
) in September 2012.  The net radiation increase is consistent with the 
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findings of Roy et al. (2011) in which net radiation increased as a result of the increased 
soil moisture. 
Table 3.13 Control versus irrigated differences in monthly average Evaporative 
Fraction (unit less) for all irrigated grid-cells in area of interest. 
  Evaporative Fraction 
2010 Control Irrigated ∆ 
Apr 0.439 0.610 0.171 
May 0.367 0.585 0.218 
Jun 0.385 0.692 0.307 
Jul 0.249 0.790 0.541 
Aug 0.154 0.808 0.654 
Sep 0.101 0.819 0.719 
Oct 0.273 0.864 0.592 
2011       
Apr 0.518 0.543 0.025 
May 0.569 0.623 0.054 
Jun 0.568 0.673 0.105 
Jul 0.481 0.771 0.289 
Aug 0.362 0.824 0.462 
Sep 0.263 0.849 0.586 
Oct 0.374 0.832 0.458 
2012       
Apr 0.559 0.621 0.062 
May 0.470 0.637 0.168 
Jun 0.400 0.704 0.303 
Jul 0.334 0.818 0.484 
Aug 0.190 0.849 0.658 
Sep 0.135 0.839 0.703 
Oct 0.145 0.801 0.657 
AVERAGE 0.391 
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Figure 3.38 Control, Irrigated, and Difference Plots of Evaporative Fraction during 2012 CFSR Run.  Each month at hour 
21 UTC is averaged.  Cropland grid-cell average is located on lower-left corner. 
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Figure 3.39 Control, Irrigated, and Difference Plots of Soil Moisture (m
3
 m
-3
) during 2012 CFSR Run.  Each month at hour 
21 UTC is averaged.  Cropland grid-cell average is located on lower-left corner. 
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Evaporative Fraction 
Evaporative fraction (EF) is calculated using latent and sensible heat flux instead 
of Bowen Ratio because it is not suitable for use in arid regions where LE approaches 
zero and Bowen Ratio approaches infinity (Ferguson et al., 2012).  The EF is defined as 
follows: 
    
  
     
  
  
     
 
(3.2) 
where LH is the latent heat (W m
-2
), SH is the sensible heat (W m
-2
), and    is the net 
radiation (W m
-2
).  Evaporative fraction is used to determine how freely a surface is 
evaporating with unity being full evaporation and 0 being no evaporation.  EF is highly 
variable during the day and is investigated at 21 UTC because the soil moisture 
dependencies are at a minimum (Gentine, Entekhabi, Chehbouni, Boulet, & Duchemin, 
2007; Gentine, Entekhabi, & Polcher, 2011).  Even though turbulent fluxes have a 
periodic motion, any phase difference between or perturbations in the fluxes caused by 
cloudiness results in a large spectrum for EF (Gentine et al., 2011).  Furthermore, Gentine 
et al. (2011) demonstrated that entrainment raises the daytime evaporative fraction.  
Table 3.13 illustrates the differences in the average monthly evaporative fraction (unit 
less) between the control run and the irrigated run.  As discussed earlier, the carryover of 
soil moisture in the summertime from springtime precipitation is highly dependent on the 
EF and the surface energy fluxes.  It is evident the region of irrigation (Figure 3.38) is an 
arid environment with EF < 0.3 in the control run from July through September.  The 
monthly average EF, illustrated in Table 3.13, varies as a result of soil moisture, with the 
largest differences in EF being seen in the driest soil moisture months (e.g., August, 
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September, and October).  The maximum difference in EF occurs during September, 
which is different from the maximum differences in temperature, dewpoint, and PBL 
height from irrigation. 
 
Figure 3.40 Modeled Top Layer Soil Moisture (m
3
 m
-3
) at Parma, ID from 1-Apr-
98 through 1-Oct-99 showing the differences in soil moisture between NARR 
Control (red line), NARR Irrigated (green line), and CFSR Irrigated (blue line) 
simulations. 
Soil Moisture 
The addition of modeled soil moisture via irrigation is illustrated in Figure 3.39 
and Figure 3.40.  The top layer soil moisture is sensitive to the soil type and is 
constrained by the irrigation minimum and maximum window (i.e., between 0.25 and 
0.32 m
3
 m
-3
 at Parma, ID, which is 65%-85% of field capacity).  The control run shows 
the soil moisture significantly lower during the summer, which significantly alters the 
sensible, latent, and ground heat flux partitioning into the lower atmosphere.  The spikes 
in the control run are attributed to precipitation only.  The irrigated experiments are 
shown (Figure 3.33) in the blue and green line and the saw tooth like structure is the 
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irrigation.  The lag between the CFSR and the NARR run can be attributed to differences 
in precipitation. 
Vertical Influence of Irrigation 
Vertical cross-section investigations were performed to examine the depth of 
irrigation effect within the lower atmosphere.  The cross-section investigations were 
performed over the cropland grid-cells.  The data was examined during 21 UTC, and in 
August 2012, which was the time of largest irrigation effect.   Figure 3.41 shows the 
locations of the cross-section (A-A’ and B-B’) investigations performed.  Temperature 
and dewpoint temperature were examined at both cross-section locations, shown in 
Figure 3.42 and Figure 3.43. 
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Figure 3.41 Locations of the cross sections performed with respect to the irrigated 
areas shown in green.  Blue line indicates cross-section A-A’, purple line indicates 
cross-section B-B’. 
A 
B 
A’ 
B’ 
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Figure 3.42 Monthly August 2012, 21 UTC averages of temperature and dewpoint 
temperature (°C) in a vertical cross-section A-A’ of from 0-6 km of the lower 
atmosphere.  Dewpoint change between control and irrigated is examined and 
shaded in green.  Temperature difference is shown by contour lines, with negative as 
dashed lines. Terrain is outlined in brown. 
 
Temperature decreased up to 2.8°C and dewpoint increased up to 5°C, as a result 
of the irrigation, in the vertical direction up to approximately 1.5 to 2.0 km above the 
surface, when comparing the control versus irrigated, as shown in Figure 3.42.  The 
irrigation reduced PBL heights and thus the turbulence.  Atmospheric stability was also 
altered, although the decreased temperatures cancel out the moisture increases (dewpoint 
increase), there is little understanding of how the convective potential energy and the 
convective inhibition changed as a result of irrigation.   
A’ A 
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Figure 3.43 Monthly August 2012, 21 UTC averages of temperature and dewpoint 
temperature (°C) in a vertical cross-section B-B’ of from 0-6 km of the lower 
atmosphere.  Dewpoint change between control and irrigated is examined and 
shaded in green.  Temperature difference is shown by contour lines, with negative as 
dashed lines. Terrain is outlined in brown. 
 
Equivalent potential temperature (Ɵe) was examined because it can be used to 
compare both moisture content and temperature of the air.  Theta-e (Bolton, 1980) is 
defined as: 
         [(
    
  
     )  (        )] 
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)
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where    is potential temperature (K) at the lifted condensation level,    is the 
temperature (K) at the lifted condensation level,   is temperature of air (K) at pressure   
(hPa),    is the dewpoint temperature (K) at pressure  ,   is the pressure at a certain 
point (hPa),    is the standard reference pressure (1000 hPa),    
  
   
          
       is the ratio of specific gas constant to the specific heat of dry air at constant 
pressure,   is the mixing ratio of water vapor mass per mass,    is the gas constant 
(287.04 J kg
-1
 K
-1
), and     is the specific heat at constant pressure (1005.7 ± 2.5 J kg
-1
 
K
-1
).  As shown in Figures 3.38 and 3.39, equivalent potential temperature is decreased 
below 2.0 km in the lower atmosphere due to irrigation.  The theta-e increased up to +4.4 
Kelvin (K) in cross-section A-A’ (Figure 3.44c) during August 2012 (21 UTC).  
Irrigation effect was less pronounced in cross-section B-B’ (Figure 3.46c), with an 
increase of +2.1 K in theta-e.  An interesting feature revealed by Figures 3.44(a,b) and 
3.45(a,b) is the low equivalent potential temperature on the western side of the domain.  
This feature may reveal why dewpoint temperature is underestimated in the simulations, 
as discussed earlier.  More investigation needs to be made on this feature in the future to 
see whether it is an accurate representation of what is going on or if this is an artifact 
generated by the model from domain design or placement.  This feature may also explain 
why the irrigation effect is much stronger (higher temperature and dewpoint differences) 
in cross-section A-A’ (Figures 3.42 and 3.44). 
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Figure 3.44 Monthly August 2012, 21 UTC averages of equivalent potential 
temperature (K) in a vertical cross-section A-A’ of from 0-6 km of the lower 
atmosphere.  (a) Control Run, (b) Irrigated Run, (c) Difference between Irrigated 
and Control. Terrain is outlined in brown. 
(c) 
(a)  (b)  
A’ A A’ A 
A’ A 
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Figure 3.45 Monthly August 2012, 21 UTC averages of equivalent potential 
temperature (K) in a vertical cross-section B-B’ of from 0-6 km of the lower 
atmosphere.  (a) Control Run, (b) Irrigated Run, (c) Difference between Irrigated 
and Control. Terrain is outlined in brown. 
 
(c) 
(a)  (b)  
B’ B 
B’ B B’ B 
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3.4 Conclusions 
The role of irrigation in Southern Idaho is a key variable in the atmospheric 
modeling in Idaho.  Irrigation clearly altered the surface energy balance partitioning at 
the surface such as latent, sensible, and ground heat.  Irrigation increased net radiation 
especially mid-summer, lowered planetary boundary heights, decreased temperature and 
increased dewpoint temperature and specific humidity.   
The study revealed irrigation-induced cooling via evaporation caused an average 
decrease of 0.8°C to the average growing season (April-October) 2-m temperature, a 
decrease of up to 90 meters of the average growing season PBL height, and an increase of 
2.0°C to the average growing season 2-m dewpoint over the cropland (irrigated) grid-
cells.  The average latent heat over the growing season increased 46.9 W m
-2
.  The 
average growing season sensible heat decreased 41.0 W m
-2
, while the ground heat did 
not substantially change at only a net increase of 0.2 W m
-2
.  The average growing season 
net radiation increased 5.7 W m
-2
. 
Year to year variations in temperature, dewpoint, latent and sensible heat, 
evaporative fraction, and PBL height were a function of the overall soil moisture, 
precipitation, and associated cloud cover, which follow the results of the study by Alfaro 
et al. (2005) in that soil moisture controls the summertime temperature.  In this study, soil 
moisture affected the summertime temperature, dewpoint, turbulent fluxes, and EF and 
PBL heights.   
Vertical influence of irrigation investigation revealed temperature decreased up to 
2.8°C and dewpoint increased up to 5°C, up to approximately 1.5 to 2.0 km in the vertical 
direction, when examining 21 UTC monthly August 2012 difference between the control 
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and irrigated experiment.  Vertical cross-section investigations of equivalent potential 
temperature revealed an anomalous gradient on the western side of the domain.  This 
feature may reveal why the dewpoint temperature is underestimated in the simulations 
when compared to observations as well as why the irrigation effect is much stronger 
(higher temperature and dewpoint differences between control and irrigated simulations).  
It is not known whether this anomalous gradient is an accurate representation of what is 
actually going on or if this is an artifact generated by the model from domain design or 
placement and further investigation on this matter needs to be performed in future 
experiments. 
Overall, the WRF model can be used as a valuable tool for downscaling reanalysis 
data such as NARR or CFSR to investigate mesoscale meteorology features and climate.  
However, this study revealed the need for further investigation of domain design, and 
placement of the domain for future atmospheric modeling studies in Idaho.  Precipitation 
was overpredicted by up to 260% when compared to observed data in the 400 × 400 
domain.  Clearly the water cycle was enhanced due to the western portion of the domain 
encompassing the Pacific Ocean, and the advection of moisture from this moisture source 
into Idaho.  Differences in the datasets driving WRF, such as spatial, vertical, and 
temporal resolution can lead to another level of uncertainty.   
 Furthermore, parameterization schemes within WRF, such as the planetary 
boundary layer and microphysics schemes, need to be investigated.  Each PBL scheme is 
significantly different and the use of them in future studies may provide a better 
understanding of PBL development over irrigated lands.  This study and another study 
(García-Díez et al., 2012) have revealed that long-term simulations need to adapt physics 
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schemes that are best suited for the seasonality of the investigation; meaning that PBL 
schemes may need to be changed during winter or summer time depending on which 
scheme performs better during that particular season.  Microphysics schemes and the 
advection setting within WRF may contribute to large biases in precipitation and need to 
be investigated further in Southern Idaho.   
While not studied in this paper, an investigation needs to be performed on 
whether spectral nudging (Miguez-Macho, Stenchikov, & Robock, 2004) improves 
model simulations with respect to the downscaling of the GCM or reanalysis data such as 
NARR or CFSR.  Furthermore, spectral nudging can be investigated within the context of 
a long-term GCM calculation to see whether the nudging significantly alters the climate 
statistics within a model.   
The NOAH-LSM struggles to melt snow completely in this experiment 
throughout the lower Snake River Plain, which factors into the cold bias seen in the 
experiment with respect to observations during the wintertime simulations of the CFSR 
and the NARR driven WRF runs.   
Even with the improvements recommended by Livneh et al. (2010) being 
incorporated into this study, the springtime SWE melted off too quickly at the Trinity 
Mountain SNOTEL.  This is a result of the poor partitioning of the surface energy 
budget, particularly the albedo, especially in late spring (Jin & Miller, 2011b; Livneh et 
al., 2010).  A major weakness of the NOAH-LSM is that it has a one-layer snow model 
that is connected to the top soil layer within the model.  A multilayer snow model is 
necessary to capture metamorphism and intra-snow heat exchange coupled with a canopy 
layer to improve the NOAH-LSM.  The NOAH multi-parameterizations (MP) model 
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incorporates a multilayer snow model and should be investigated in future simulations to 
see if springtime snow melt is improved within the WRF model. 
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CHAPTER FOUR: FUTURE SIMULATIONS INVESTIGATING IRRIGATION 
EFFECT USING GCM PROJECTIONS AND SEASONAL FORECASTS FROM THE 
CLIMATE FORECAST SYSTEM 
4.1 Introduction 
This chapter discusses how the North American Regional Climate Change 
Assessment Program Simulations (NARCCAP) is used to project future scenarios of the 
land-atmosphere interactions that might be expected in the future.  To derive the future 
scenarios of precipitation and temperature, this study employs the Community Climate 
System Model (CCSM; Collins et al., 2006) and the Third Generation Coupled Global 
Climate Model (CGCM3; Flato et al., 2005) of the NARCCAP simulations to investigate 
the irrigation effect on temperatures and precipitation under current and future scenarios 
in Southern Idaho.  Furthermore, it discusses the feasibility of using Climate Forecast 
System Version 2 Forecast Data (CFSv2; Saha et al., 2012) to drive WRF for seasonal 
snowfall forecasts over Southern Idaho.  The NARCCAP-CCSM future climate model is 
investigated for trends in irrigation-induced changes to the landscape and the atmospheric 
attributes, especially land-surface fluxes, temperature, wind, precipitation, and snowfall.  
The CFSv2 forecast is examined for its feasibility in seasonal forecasts by driving the 
WRF with its boundary conditions.  Our focus of the CFSv2 forecast is the WRF 
produced model precipitation, snow depth, and SWE.   
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4.2 Methods 
4.2.1 Meteorological Forcing Data 
Climate Forecast System Version 2 Forecast Data 
The operational NCEP Climate Forecast System Version 2 (CFSv2;  Saha et al., 
2012) was implemented in March 2011 to replace the Climate Forecast System Version 1 
(CFSv1).  CFSv2 plays a substantial role in operational forecasts for 6-10 days up to 2 
weeks.  In the future, the CFSv2 will implement forecasts of 3-6 weeks of forecasts into 
the future for use in operations at the Climate Prediction Center (CPC; Saha et al., 2012).   
Saha et al. (2012) report there is no doubt the CFSv2 is superior to the CFSv1 on the 
intraseasonal time scales from the improved resolution, data assimilation, and physics in 
the model.   
Operational forecast data used by the CPC for forecasting is available for 
download at the following website: 
http://nomads.ncep.noaa.gov/pub/data/nccf/com/cfs/prod/cfs/.  The data is produced daily 
and is archived seven days from the day of download.  The CFSv2 operational data is 
archived every six hours and separated into two files per time period.  There are a total of 
16 CFSv2 runs every day, 4 runs span 9 months, 3 runs span 1 season, and 9 runs span 45 
days and are available to download each day (Suranjana Saha et al., 2011).  Land surface 
data is archived on a 1760 × 880 Gaussian grid at 0.205° × ~0.204° grid resolution from 
0°E to 359.795°E longitude and 89.844°N to 89.844°S latitude.  Land surface files 
include 2 meter temperature, 2 meter specific humidity, surface snow water equivalent, u-
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component and v-component of wind at 10 meters, surface pressure, surface geopotential 
height, surface ice cover, surface land cover, and volumetric soil moisture content at four 
layers (0.0-0.1 m, 0.1-0.4 m, 0.4-1.0 m, and 1-2 m).  Atmospheric data is archived on a 
720 × 361 Gaussian Grid at 0.5° × 0.5° grid resolution from 0°E to 359.5°E longitude and 
90°N to 90°S latitude.  Atmospheric files include geopotential height, pressure reduced to 
MSL pressure, relative humidity, temperature, and u-component and v-component of 
wind.  The atmospheric files include these variables at 37 levels: 1000, 975, 950, 925, 
900, 875, 850, 825, 800, 775, 750, 700, 650, 600, 550, 500, 450, 400, 350, 300, 250, 225, 
200, 175, 150, 125, 100, 70, 50, 30, 20, 10, 7, 5, 3, 2, and 1 hPa. 
NARCCAP Data 
The North American Regional Climate Change Assessment Program 
(NARCCAP; Mearns et al., 2009) was an international effort designed to investigate 
uncertainties associated with regional-scale RCMs nested within atmosphere-ocean 
general circulation models and the impacts due to the projected scenarios of future 
climate.   
The scientific motivation of NARCCAP was to explore the separate and 
combined uncertainties associated in regional climate change from the use of different 
atmosphere-ocean general circulation models (AOGCMs) to provide boundary conditions 
for different RCMs (Mearns et al., 2012). 
The NARCCAP program is split into two phases.  Phase I simulations use 
boundary condition data from the National Center for Environmental Prediction – 
Department of Energy (NCEP-DOE) Reanalysis II (R2), which is used to evaluate 
NARCCAP model performance, using 6 RCMs, from 1980-2004.  Phase II uses 
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boundary conditions from AOCGMs for 30 years of current climate (1971-2000) and 
future climate (2041-2070).  The future climate scenarios use the A2 emissions scenario 
(Mearns et al., 2012). 
The data is stored at http://narccap.ucar.edu in compliant Network Common Data 
Form (NetCDF) for more than 50 variables at 50-km resolution for every three hours 
(Mearns et al., 2007). 
For the 3D model boundary conditions, specific humidity, zonal wind component, 
meridional wind component, vertical wind component, geopotential height, and 
temperature were downloaded at 25 pressure levels (hPa): 1000, 975, 950, 925, 900, 875, 
850, 825, 800, 775, 750, 725, 700, 650, 600, 550, 500, 450, 400, 350, 300, 250, 200, 150, 
and 100. 
For the 2D model boundary conditions, surface data was obtained for 
temperature, relative humidity, zonal wind component, meridional wind component, 
pressure, sea-level pressure, precipitation, and snow depth.  The data does not include 
soil moisture so WRF must be initialized with soil moisture from a different data source 
and run with a long enough spin-up time to ensure soil moisture and temperature 
equilibrium within the model.  UCAR created and provided NCAR Command Language 
(NCL) scripts to convert the NetCDF data into WRF intermediate format (M. Bukovsky, 
personal communication, July 12, 2012). 
The CCSM and the CGCM3 of the downscaled NARCCAP simulations are used 
in this study as the boundary conditions within the model.   
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4.2.2 Experimental Design 
The NARCCAP-CCSM future simulation was performed from 2038-2070 with 
2038-2039 being used as spin-up time to ensure soil variables were in equilibrium with 
the model.  The NARCCAP-CGCM3 was performed from 2038-2049 with 2038-2039 
being used as spin-up time.  The NARCCAP-CCSM past simulation was performed from 
1 August 1991 to 20 July 1996.  The past simulation could not be performed from 1996-
1999 because the data was corrupted and the model simulation would not perform due to 
numerical instability.  Therefore, we ran the model until the simulation crashed on 20 
July 1996 of the NARCCAP-CCSM simulation. 
The CFSv2 Forecast was initialized from 8 October 2012 to 1 May 2013 and from 
6 December 2012 to 1 July 2013 to examine the driving model’s feasibility in future 
operational use.   
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Table 4.1 WRF Physics Configuration by Study 
Simulation CFS Forecast NARCCAP 
Reanalysis Reference (Saha et al., 2006; 2010, 
2011) 
(Mearns et al., 2007) 
Model Version WRF version 3.4 WRF version 3.4 
WRF 
Resolution 
Horizontal 4-km (175 × 175) 4-km (175 × 175) 
Vertical 38 levels, top at 1 hPa 38 levels, top at 100 hPa 
Input 
Resolution 
Horizontal 0.5° × 0.5° ATM, 0.313° 
Land Surface 
50km 
Vertical 38 levels,  
top at 1 hPa 
25 levels,  
top at 100 hPa 
Buffer zone width (km) 5 × 4-km (20-km) 5 × 4-km (20-km) 
Spin-up Period None Past: 
8/1/1991-12/30/1992 
Future (CCSM/CGCM3): 
1/1/2038-12/31/2039 
Integration Period Forecast 1: 
10/8/2012-5/1/2013 
Forecast 2: 
12/6/2012-7/1/2013 
 
Past: 
1/1/1993-7/20/1996 
Future: 
(CCSM) 
1/1/2040-12/1/2070 
(CGCM3) 
1/1/2040-12/31/2049 
P
h
ys
ic
s 
C
o
n
fi
gu
ra
ti
o
n
 Radiation CAM CAM 
Surface MYJ MYJ 
PBL MYJ (Veg Dependent Czil 
enabled) 
MYJ (Veg Dependent Czil 
enabled) 
Cumulus None None 
Microphysics Thompson Thompson 
Shallow Cu None None 
Ocean / Lake None None 
Land Surface NOAH-LSM NOAH-LSM 
 
4.3 Results 
This section is divided into eight subsections.  The first compares the NARCCAP 
future results with the NARCCAP past results.  Next trends in irrigation and radiation 
parameters related to irrigation are discussed.  Projected temperature trends and growing 
season length and trends are discussed.  Precipitation projections and snow fall are 
discussed, and finally the CFSv2 Seasonal Forecast is discussed for its feasibility for 
downscaling within WRF for seasonal forecasts in Idaho. 
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Figure 4.1 Comparison of NARCCAP Past simulation with NARCCAP Future 
simulation averaging surface fluxes every three hours, with April through October 
examined.  Latent, sensible, and ground heat (W m
-2
) are shown with past 
simulations indicated by dotted line, future simulations indicated by normal line.  
  
4.3.1 NARCCAP-CCSM Future Comparison with NARCCAP-CCSM Past Simulations 
The NARCCAP-CCSM Past (1992-1999) data was compared to the NARCCAP-
CCSM Future (2040-2070).  Figure 4.1 illustrates the differences in surface fluxes 
between the two time periods.  As shown in Figure 4.1, latent heat decreased in the future 
in all months, sensible heat slightly increased, and ground heat was greater during the day 
(more negative) and greater during the night (more positive).   
 
 
 
Table 4.2 Irrigation events and amount applied (mm) compared with 
evaporation (mm) from irrigated land, precipitation (mm) on irrigated land, and 
precipitation between 5,000-7,000 ft. MSL, 7,000-9,000 ft. MSL, and greater than 
9,000 ft. MSL from NARCCAP-CCSM from 2040-2070.  Irrigation and 
Evaporation values are shaded according to low (red) and high (blue) amounts and 
precipitation is shaded according to low (white) and high (green) amounts. 
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Irrigation (mm) 
Evaporation 
(mm) Precipitation (mm) 
Year Events Applied 
Irrigated 
Land 
Irrigated 
Land 
5,000-
7,000 ft 
7,000-
9,000 ft > 9,000 ft 
1992 12.8 662.1 824.9 414.4 628.3 1111.3 1367.8 
1993 11.8 618.5 807.6 429.9 667.3 1130.9 1344.5 
1994 14.2 755.9 880.9 497.0 713.7 1091.9 1252.5 
1995 14.7 648.4 741.2 505.2 694.1 993.1 1081.4 
2040 15.9 633.6 684.2 458.0 588.7 889.5 917.8 
2041 16.2 636.0 697.2 361.6 474.2 743.3 875.6 
2042 18.0 715.8 713.4 283.4 406.4 700.0 800.8 
2043 16.7 666.1 656.4 397.7 537.5 843.1 926.8 
2044 13.5 541.7 651.0 628.4 826.0 1334.5 1472.6 
2045 14.5 571.7 668.4 669.5 838.9 1326.7 1403.7 
2046 17.4 752.9 797.5 449.3 547.2 775.9 836.4 
2047 16.2 713.9 772.3 390.3 546.8 906.5 1054.2 
2048 15.5 680.3 778.5 525.5 702.3 1135.5 1332.9 
2049 16.3 713.2 801.9 559.6 814.7 1316.7 1466.6 
2050 15.9 720.0 706.4 255.3 413.8 710.2 803.8 
2051 16.9 749.2 799.7 404.4 570.9 1001.9 1155.1 
2052 16.5 722.7 783.2 513.5 716.6 1157.8 1293.6 
2053 14.3 636.5 738.9 405.7 607.9 1033.0 1146.4 
2054 16.2 721.3 764.9 474.2 660.3 1087.2 1191.6 
2055 15.4 678.4 762.8 736.3 1009.0 1757.7 1956.1 
2056 16.9 744.7 791.5 395.8 572.3 981.3 1090.7 
2057 15.1 649.9 723.4 444.6 670.1 1150.7 1321.7 
2058 17.6 760.3 796.7 449.7 623.5 1031.8 1154.0 
2059 17.3 760.0 773.6 436.9 664.3 1176.5 1317.3 
2060 16.9 730.6 773.4 327.8 465.7 774.1 851.6 
2061 16.2 714.1 806.0 536.2 832.2 1409.7 1595.8 
2062 16.4 711.4 783.1 449.8 600.5 986.9 1110.1 
2063 16.3 725.4 765.4 333.0 505.1 924.8 1051.1 
2064 17.2 759.1 768.3 332.6 573.8 1048.6 1138.6 
2065 20.2 884.3 784.8 130.0 274.1 620.2 747.0 
2066 14.0 625.1 738.4 463.3 586.0 863.5 912.6 
2067 17.6 760.4 798.5 360.9 545.4 1018.6 1125.6 
2068 18.8 806.7 838.6 419.0 509.0 751.6 836.7 
2069 17.4 735.5 804.7 441.5 544.1 938.0 1037.6 
2070 16.5 728.0 757.1 420.3 583.4 948.0 1108.4 
40-70 16.4 708.0 757.4 434.0 606.8 1011.1 1130.1 
92-95 13.4 671.3 813.7 461.6 675.8 1081.8 1261.5 
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Figure 4.2 Average annual irrigation applied (mm) and evaporation (mm) for 
irrigated grid-cells in Idaho from 2040-2070 of the NARCCAP-CCSM simulation.  
 
Figure 4.3 Average Dewpoint Depression (Temperature °C – Dewpoint 
Temperature °C), blue bar, and Average Temperature (°C), gold line, with 
Irrigation Added (inches), green bar, for each year 2040-2070 of the NARCCAP-
CCSM simulation. 
4.3.2 Trends of Irrigation 
An increasing trend in irrigation requirement (3.95 mm/year) and an increasing 
trend in evaporation (3.25 mm/year) is shown in Figure 4.2.  The amount of irrigation 
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added in the model corresponded the most (R
2
=0.6714) with dewpoint temperature 
depression (not shown).  Dewpoint depression is defined as the difference between 
temperature and dewpoint temperature.  Average annual temperature compared with 
average annual irrigation added yielded a linear regression of R
2
=0.4553.  Figure 4.3 
illustrates how the dewpoint depression and temperature corresponds with the amount of 
irrigation added into the model.   
4.3.3 Trends of Radiation Parameters related to Irrigation 
Latent, sensible, and ground heat fluxes were examined from the NARCCAP 
driven runs, both past (1992-1996) and future (2040-2070) to identify the changes in the 
partitioning of the fluxes in a future climate.   
 
Figure 4.4 Trends of Average Annual Sensible, Latent, and Ground Heat Fluxes 
(W m
-2
) over cropland grid-cells from 2040-2070 NARCCAP-CCSM. 
 
Mean annual latent heat increased 0.29 W m
-2
/year while sensible heat decreased 
0.07 W m
-2
/year as shown in Figure 4.4. 
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Figure 4.5 Trends in Temperature (°C) for Irrigated Areas, 5,000-7,000 ft. MSL; 
7,000-9,000 ft. MSL and greater than 9,000 ft. MSL. 
4.3.4 Projected Temperature Trends 
Average annual temperature for all irrigated grid-cells, grid-cells from 5,000-
7,000 feet MSL, 7,000-9,000 feet MSL, and grid-cells higher than 9,000 feet MSL were 
examined for trend-analysis (Figure 4.5).  The grid-cells from 5,000-7,000 feet MSL 
exhibited the largest trend of warming (+0.67°C/year) followed by irrigated grid-cells 
(+0.60°C/year).  It is interesting to note the warming trends are less as elevation 
increases, with 7,000-9,000 feet MSL grid-cells (+0.57°C/year) and the grid-cells over 
9,000 feet MSL (+0.55°C/year).  The lower elevations and the irrigated lands thus show 
the greatest change to large-scale influences more so than the upper elevation within the 
model.  Table 4.3 illustrates the Average Daily Maximum Temperature by month from 
2040-2070.  As shown in Table 4.3, July is the hottest month in the future for maximum 
temperature with an average of 30.6°C. Average Daily Minimum Temperature by month 
and year are shown in Table 4.4.  The average daily difference between the maximum 
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and minimum temperature were computed and shown in Table 4.5.  The tables are color 
coded with red being warm and blue being cold to help visualize the data. 
Table 4.3 Average Daily Maximum Temperature (°C) by month from 
NARCCAP-CCSM.  
Year Jan Feb Mar Apr May Jun Jul Aug Sep Oct Nov Dec 
2040 -3.2 0.6 8.8 14.2 21.7 25.1 30.7 27.9 23.6 16.2 4.4 -3.1 
2041 1.6 2.4 7.3 14.7 19.9 24.3 33.2 31.0 25.1 14.0 11.8 4.5 
2042 3.1 6.3 6.1 15.5 23.5 28.6 30.5 31.9 23.9 16.3 7.5 2.3 
2043 1.4 3.8 4.8 14.3 21.2 24.9 28.2 30.1 21.5 10.1 5.8 -2.2 
2044 2.4 1.0 5.8 11.9 17.1 24.9 30.2 29.4 19.0 11.7 8.7 1.5 
2045 3.7 1.1 4.9 12.4 21.3 26.7 32.2 29.0 23.0 12.9 7.5 5.5 
2046 2.4 6.5 12.8 15.1 24.8 25.7 28.5 27.9 22.0 12.9 10.6 1.3 
2047 -1.6 2.5 8.8 17.0 24.6 26.3 28.6 28.5 23.0 15.9 8.7 0.5 
2048 1.6 3.8 9.4 14.3 21.1 28.1 29.6 29.3 22.8 13.9 9.4 2.9 
2049 3.9 8.8 9.8 17.0 21.0 26.7 33.1 30.2 23.4 16.7 7.6 -2.8 
2050 -2.4 5.5 10.8 15.5 20.1 22.9 29.2 30.1 20.3 17.2 10.4 2.5 
2051 4.7 6.2 13.3 16.6 24.3 23.2 30.5 31.7 26.5 12.8 5.8 2.8 
2052 -1.3 7.9 12.5 17.2 22.7 25.8 31.4 29.4 19.6 13.4 4.0 -1.6 
2053 4.0 8.5 9.7 12.7 19.9 20.3 27.9 33.3 26.3 17.8 9.9 3.6 
2054 5.9 9.8 11.7 16.5 19.3 27.4 29.2 25.8 21.1 15.1 5.4 0.6 
2055 4.6 5.4 10.7 15.6 17.9 25.3 31.9 26.3 19.7 16.1 8.0 0.9 
2056 5.6 6.3 11.8 17.9 21.0 26.2 29.0 26.6 22.5 17.0 8.8 0.2 
2057 -6.3 -2.9 2.7 9.7 17.2 29.3 29.2 28.1 23.0 14.5 9.1 0.2 
2058 -2.3 4.6 10.5 16.6 20.6 27.2 31.0 30.7 25.7 20.1 9.1 1.5 
2059 1.6 8.3 6.3 12.3 20.9 26.3 31.6 29.7 24.1 18.6 8.5 0.0 
2060 2.2 4.8 8.0 13.7 20.6 27.9 32.0 31.6 23.2 19.1 13.8 5.9 
2061 6.9 8.0 10.5 16.9 20.9 26.9 29.9 30.1 22.7 14.1 6.8 6.7 
2062 4.6 0.9 8.7 13.2 19.8 27.6 31.5 33.5 21.9 16.9 9.8 -0.3 
2063 0.8 9.4 13.7 17.4 22.1 23.2 27.9 27.0 18.4 14.5 9.0 0.6 
2064 3.4 5.9 6.5 18.1 23.6 26.1 30.3 33.4 25.4 11.5 5.0 3.6 
2065 -0.4 5.3 13.0 18.3 22.9 29.9 34.5 33.1 23.1 19.0 11.2 7.1 
2066 2.6 3.4 7.1 16.4 21.5 23.0 27.9 28.2 21.8 14.6 8.5 5.2 
2067 -1.6 -1.2 6.9 16.4 21.5 27.8 33.0 31.8 23.0 17.7 8.1 6.9 
2068 4.5 6.6 13.2 17.0 23.9 28.3 33.6 31.0 25.4 17.8 9.4 0.8 
2069 7.4 8.1 12.0 17.4 21.3 26.6 33.7 33.0 20.8 14.4 8.0 3.8 
2070 6.9 6.6 13.4 15.5 23.0 25.4 29.0 26.6 25.1 15.8 7.3   
AVE 2.2 5.0 9.4 15.4 21.3 26.1 30.6 29.9 22.8 15.4 8.3 2.0 
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Table 4.4 Average Daily Minimum Temperature (°C) by month from 
NARCCAP-CCSM.  
Year Jan Feb Mar Apr May Jun Jul Aug Sep Oct Nov Dec 
2040 -8.6 -5.0 -0.3 3.1 8.2 11.1 15.1 12.5 10.5 5.8 -1.4 -8.1 
2041 -3.0 -4.1 -2.3 2.8 6.5 9.8 17.1 15.4 11.5 4.7 3.8 -0.4 
2042 -1.9 -1.6 -2.8 4.7 8.9 13.5 14.7 15.5 10.6 6.4 -1.7 -4.2 
2043 -4.7 -1.8 -3.8 2.7 8.1 10.1 13.3 14.9 8.3 0.8 0.0 -8.0 
2044 -2.2 -6.4 -2.5 2.0 5.1 10.6 14.8 13.8 7.3 3.0 1.7 -3.3 
2045 -1.0 -4.4 -2.3 3.2 7.8 12.5 16.2 13.9 10.3 5.8 1.9 0.8 
2046 -2.6 -0.3 3.3 4.0 10.1 11.0 13.4 12.5 8.3 2.7 1.3 -3.7 
2047 -6.5 -2.7 0.7 3.5 9.2 11.8 12.3 13.0 9.6 6.7 0.7 -6.1 
2048 -3.8 -2.7 -1.5 4.1 8.6 13.8 14.7 13.8 10.6 4.2 3.0 -1.6 
2049 -1.4 2.6 0.3 5.0 8.7 12.4 17.4 16.3 10.9 5.8 0.9 -10.6 
2050 -7.4 -1.1 -1.0 3.4 7.3 8.4 12.8 14.3 7.4 6.5 1.8 -3.4 
2051 -0.2 -0.1 3.0 5.1 9.7 10.1 14.6 15.9 12.7 3.3 -2.5 -1.6 
2052 -8.1 0.1 3.4 4.9 9.3 11.5 15.5 14.1 7.1 2.7 -1.8 -7.6 
2053 -1.9 2.1 1.5 2.1 5.8 8.8 12.7 17.3 12.2 6.6 1.8 -2.9 
2054 -0.6 0.7 2.2 4.2 6.0 12.8 13.9 11.3 9.0 5.3 -1.6 -3.9 
2055 0.0 -0.9 1.3 4.0 5.1 11.5 16.0 12.8 8.8 7.9 2.2 -3.0 
2056 0.2 -0.4 1.2 5.1 8.8 12.0 13.9 12.2 10.5 6.3 1.8 -5.1 
2057 -14.2 -9.7 -3.9 -0.1 4.4 14.2 15.0 13.8 9.7 4.3 1.5 -5.2 
2058 -8.4 -2.2 3.1 4.3 7.3 13.1 15.2 14.8 12.7 9.3 2.6 -4.1 
2059 -3.7 0.3 -3.8 -0.6 7.5 11.1 15.2 14.3 10.9 7.2 1.9 -4.7 
2060 -3.5 -2.7 -0.4 3.1 7.3 12.8 15.7 15.6 9.6 7.8 4.3 0.6 
2061 0.5 1.3 1.1 5.5 8.0 13.0 14.1 14.7 9.4 4.6 -0.2 0.6 
2062 -1.2 -5.5 0.0 3.3 7.2 12.9 15.7 17.6 8.9 6.4 2.7 -5.0 
2063 -3.9 1.1 4.0 5.2 8.3 9.9 13.0 12.3 6.8 3.5 1.4 -4.6 
2064 -3.0 -2.4 -2.0 5.9 9.5 13.1 15.2 17.6 12.1 3.4 -2.3 -1.6 
2065 -8.2 -3.7 2.9 6.2 8.8 14.6 18.1 16.9 9.5 8.2 2.9 -0.6 
2066 -5.4 -3.1 -1.6 4.5 8.7 10.7 12.6 13.1 9.7 4.5 1.1 -0.9 
2067 -10.1 -7.2 -1.6 3.5 8.5 12.9 16.1 15.4 10.4 7.6 0.0 1.3 
2068 -1.2 -0.5 3.5 6.0 9.8 12.3 17.2 15.9 11.7 7.3 2.5 -5.2 
2069 1.4 -0.6 3.0 7.2 9.0 11.9 17.4 16.6 7.2 3.4 1.1 -1.0 
2070 2.1 -0.5 3.6 4.4 9.9 11.3 14.2 12.6 12.1 6.1 -1.1   
AVE -3.6 -2.0 0.3 3.9 8.0 11.8 14.9 14.5 9.9 5.4 1.0 -3.4 
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Table 4.5 Difference between daily Maximum and Minimum Temperature (°C) 
averaged monthly for NARCCAP-CCSM. Trends in the Difference are listed at the 
bottom of the table. 
Year Jan Feb Mar Apr May Jun Jul Aug Sep Oct Nov Dec 
2040 5.4 5.6 9.1 11.2 13.5 14.0 15.6 15.4 13.1 10.4 5.8 5.0 
2041 4.6 6.5 9.6 12.0 13.4 14.5 16.1 15.6 13.6 9.3 8.0 4.9 
2042 5.0 7.9 8.9 10.9 14.6 15.1 15.7 16.4 13.3 9.9 9.3 6.5 
2043 6.1 5.7 8.5 11.6 13.2 14.7 15.0 15.2 13.2 9.3 5.9 5.8 
2044 4.6 7.4 8.2 9.9 11.9 14.2 15.5 15.6 11.7 8.7 6.9 4.8 
2045 4.7 5.5 7.2 9.2 13.5 14.1 16.1 15.2 12.7 7.1 5.6 4.7 
2046 5.0 6.8 9.4 11.1 14.7 14.7 15.1 15.3 13.7 10.3 9.3 5.0 
2047 4.9 5.2 8.1 13.4 15.4 14.5 16.3 15.5 13.3 9.3 7.9 6.6 
2048 5.4 6.5 10.9 10.2 12.5 14.3 14.9 15.6 12.2 9.7 6.4 4.5 
2049 5.3 6.2 9.4 11.9 12.4 14.3 15.7 13.9 12.5 10.8 6.7 7.8 
2050 5.0 6.7 11.8 12.1 12.8 14.4 16.3 15.8 12.9 10.7 8.6 5.8 
2051 5.0 6.4 10.3 11.6 14.6 13.1 15.9 15.8 13.8 9.4 8.3 4.5 
2052 6.8 7.8 9.1 12.3 13.3 14.3 15.9 15.3 12.5 10.7 5.8 5.9 
2053 5.9 6.4 8.1 10.6 14.1 11.5 15.2 16.0 14.2 11.2 8.0 6.4 
2054 6.5 9.1 9.5 12.3 13.4 14.6 15.2 14.5 12.2 9.8 6.9 4.5 
2055 4.6 6.3 9.4 11.6 12.8 13.8 15.9 13.5 10.9 8.2 5.8 4.0 
2056 5.4 6.8 10.6 12.8 12.2 14.2 15.1 14.4 12.0 10.8 6.9 5.2 
2057 7.9 6.8 6.7 9.8 12.8 15.1 14.2 14.3 13.3 10.2 7.6 5.4 
2058 6.1 6.8 7.4 12.3 13.3 14.2 15.8 15.9 13.0 10.7 6.5 5.6 
2059 5.3 8.0 10.1 12.9 13.4 15.3 16.4 15.4 13.3 11.4 6.6 4.8 
2060 5.7 7.5 8.4 10.6 13.3 15.0 16.2 16.0 13.6 11.3 9.5 5.3 
2061 6.4 6.6 9.4 11.5 12.9 13.9 15.8 15.4 13.3 9.5 7.0 6.2 
2062 5.8 6.4 8.8 10.0 12.6 14.7 15.8 15.9 13.0 10.5 7.1 4.6 
2063 4.7 8.3 9.8 12.2 13.8 13.3 14.9 14.7 11.6 11.0 7.6 5.2 
2064 6.4 8.3 8.5 12.2 14.1 13.0 15.1 15.8 13.3 8.1 7.3 5.3 
2065 7.8 9.0 10.1 12.1 14.1 15.3 16.5 16.2 13.6 10.8 8.3 7.6 
2066 8.0 6.5 8.6 11.9 12.7 12.4 15.3 15.2 12.1 10.1 7.4 6.1 
2067 8.5 6.0 8.5 13.0 13.0 14.9 16.9 16.3 12.6 10.1 8.1 5.6 
2068 5.7 7.1 9.7 11.0 14.0 16.0 16.4 15.1 13.7 10.5 6.8 6.1 
2069 6.0 8.7 9.0 10.2 12.4 14.7 16.3 16.4 13.6 10.9 6.8 4.9 
2070 4.8 7.1 9.9 11.1 13.1 14.1 14.8 13.9 13.0 9.7 8.4   
AVE 5.8 7.0 9.1 11.5 13.4 14.3 15.7 15.3 12.9 10.0 7.3 5.5 
Trend .0591 .0471 .0048 .0145 -.0146 .0014 .0086 -.0003 .0021 .0336 .0137 .0097 
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Table 4.6 Growing Season length (number of days), start and end date of the 
growing season, occurrences per year (number of days) where minimum 
temperatures exceeds 0°F (-18°C) and 32°F (0°C) and maximum temperature is 
below 32°F (0°C) and exceeds 90°F (32.2°C). 
 
Growing Minimum Maximum 
 
Season Temperature Temperature 
Year Length Start End < 0°F < 32°F < 32°F > 90°F 
2040 193 4/17 10/27 9 130 54 15 
2041 155 5/3 10/5 0 106 14 34 
2042 171 4/29 10/17 2 104 17 28 
2043 171 4/26 10/14 3 138 33 17 
2044 151 5/2 9/30 1 121 28 17 
2045 177 4/20 10/14 0 96 10 21 
2046 180 4/16 10/13 0 82 13 10 
2047 190 4/24 10/31 1 105 35 11 
2048 156 4/28 10/1 2 90 16 13 
2049 171 4/23 10/11 4 81 34 41 
2050 210 4/11 11/7 0 104 29 14 
2051 200 3/19 10/5 0 72 10 28 
2052 165 4/11 9/23 6 99 40 27 
2053 178 5/5 10/30 0 82 5 24 
2054 172 4/17 10/6 0 81 13 9 
2055 181 5/10 11/7 0 75 10 16 
2056 213 3/26 10/25 0 77 13 9 
2057 167 5/1 10/15 11 149 62 16 
2058 202 4/25 11/13 0 101 32 24 
2059 175 5/2 10/24 0 114 31 25 
2060 197 5/4 11/17 0 94 11 40 
2061 197 4/9 10/23 0 72 6 32 
2062 177 4/13 10/7 1 90 28 43 
2063 144 4/30 9/21 1 86 30 8 
2064 202 4/6 10/25 0 119 15 34 
2065 221 4/8 11/15 0 89 16 47 
2066 207 4/9 11/2 1 96 22 8 
2067 200 4/11 10/28 6 106 44 42 
2068 217 4/10 11/13 0 79 16 44 
2069 196 3/30 10/12 0 77 4 45 
2070 191 4/21 10/29 0 47 0 9 
AVE 184.7 4/19 10/20 1.5 95.5 22.3 24.2 
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Table 4.7 Monthly Growing Degree Days using a base of 10°C from 2040-2070 
of the NARCCAP-CCSM. 
  Monthly Growing Degree Days (Base 10°C) 
Year Jan Feb Mar Apr May Jun Jul Aug Sep Oct Nov Dec 
2040 0.0 0.0 64.3 259.4 522.5 622.5 816.2 733.8 584.8 344.7 35.4 0.0 
2041 0.0 0.0 39.1 277.7 459.2 589.5 877.6 841.8 633.6 270.4 206.4 28.3 
2042 1.9 49.8 61.3 310.0 592.3 739.8 814.4 842.5 589.7 349.7 110.1 21.8 
2043 9.0 9.7 13.1 249.1 510.6 613.0 752.9 810.6 504.6 159.3 37.9 0.6 
2044 9.0 0.0 45.7 154.8 367.8 619.0 810.3 791.4 424.6 188.7 97.4 6.0 
2045 10.0 0.0 36.7 207.8 509.8 685.0 855.8 774.5 552.8 247.6 76.6 38.2 
2046 0.3 75.6 237.8 281.4 631.8 640.7 758.3 736.6 523.8 222.6 164.6 0.0 
2047 0.0 0.5 83.3 353.9 624.4 664.4 751.9 746.2 562.6 341.0 77.0 6.7 
2048 1.8 57.1 99.9 271.6 515.2 729.4 813.1 792.2 560.6 263.9 121.9 2.2 
2049 39.7 106.0 131.1 357.4 507.7 668.2 889.0 817.4 577.3 342.8 104.0 0.0 
2050 5.1 29.8 87.4 274.1 472.7 543.4 774.3 797.5 464.4 384.8 137.9 7.0 
2051 16.9 44.5 234.8 349.1 613.1 561.4 821.1 854.9 673.3 223.7 69.6 19.8 
2052 10.4 54.0 217.8 360.2 563.9 644.6 829.3 776.1 441.9 241.2 19.7 0.0 
2053 15.5 101.1 105.6 206.5 456.8 465.2 745.3 876.8 674.7 393.9 137.2 9.8 
2054 30.3 106.9 188.1 334.0 446.0 706.3 784.4 672.4 495.3 297.2 25.4 0.3 
2055 12.6 10.1 151.1 307.0 397.6 637.9 849.4 701.4 449.4 351.1 89.8 0.0 
2056 44.2 42.2 178.4 387.3 504.0 659.7 782.3 704.7 552.6 370.9 93.1 0.0 
2057 0.0 0.0 22.8 114.4 373.5 761.5 804.7 755.3 554.5 304.1 88.5 11.4 
2058 0.0 26.4 161.7 327.6 484.5 710.3 826.9 820.1 670.1 480.8 105.5 0.5 
2059 29.7 59.0 16.5 160.2 489.6 661.2 839.3 797.7 598.5 430.1 105.4 4.1 
2060 9.9 8.5 59.5 235.6 476.4 697.5 852.7 841.7 556.1 438.2 256.8 71.0 
2061 63.8 86.8 145.9 345.7 505.9 687.8 793.1 774.2 540.7 286.5 76.9 35.0 
2062 11.0 6.7 131.5 231.0 461.5 709.5 843.5 888.1 521.8 366.6 144.6 13.3 
2063 30.6 101.6 250.6 361.5 537.7 558.4 731.9 710.7 399.9 264.6 150.3 0.4 
2064 22.6 31.0 27.6 379.7 591.4 676.2 802.3 869.5 644.9 207.2 17.4 31.6 
2065 0.0 35.9 223.4 390.5 562.7 771.2 896.1 871.4 556.9 441.4 180.4 53.1 
2066 1.0 45.7 85.0 312.6 521.5 560.3 747.4 752.0 519.2 298.6 91.3 34.2 
2067 0.0 1.6 92.0 335.8 519.9 712.5 861.9 853.0 554.1 391.8 109.6 63.5 
2068 21.3 23.1 239.0 347.0 603.2 714.3 877.5 844.3 643.0 399.3 131.2 9.2 
2069 73.0 58.1 203.9 375.9 518.4 674.7 882.4 864.5 477.8 266.7 86.6 13.2 
2070 67.7 47.7 261.9 304.5 581.7 633.2 787.5 688.1 641.0 338.3 30.1   
AVE 17.3 39.3 125.7 295.6 513.6 655.4 815.3 793.6 553.1 319.6 102.5 16.0 
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Figure 4.6 Trends in (a) Growing Season Length, (b) Annual Growing Degree 
Days (Base 10°C), (c) Number of days where the Maximum Temperature exceeded 
90°F (32.2°C), and (d) Number of annual days where the Minimum temperature 
dropped below 32°F (0°C). 
4.3.5 Growing Season and Degree Days 
Agriculture is of significant importance in Idaho and changes to temperatures can 
have a substantial impact on the growing season.  Growing season days, number of days 
where maximum temperature exceeded 90°F (32.2°C), and minimum temperature 
dropped below 32°F (0°C) and 0°F (-18°C) were examined from 2040-2070, shown in 
y = 1.0661x + 167.68 
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(c) Maximum Temperature > 90°F 
(32.2°C) 
y = -0.6992x + 108 
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Table 4.6.  Growing degree days (GDD) with a base of 50°F (10°C) were calculated and 
illustrated in Table 4.7, which provides a visual depiction of the growing degree days by 
year.  Growing degree days are defined as follows: 
     
         
        
 
(4.1) 
where      is the maximum daily temperature (°F) and is set to 86°F (30°C) when 
temperature exceeds 86°F (30°C).       is the minimum daily temperature (°F) and is set 
to 50°F (10°C) when the minimum temperature falls below 50°F (10°C).        is the 
base temperature (°F) for plant growth and is usually set to 50°F (10°C).  The growing 
season length trend is illustrated in Figure 4.6a and exhibits an increase of +1.06 
day/year.  The number of days per year where the maximum temperature exceeded 90°F 
(32.2°C; Figure 4.6c) exhibited a increasing trend of +0.47 days/year.  Lastly, the number 
of days per year where the minimum temperature dropped below 32°F (0°C; Figure 4.6d) 
displayed a decreasing trend of -0.70 days/year.   
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Figure 4.7 Trends of Julian dates of the start of the growing season and the 
termination of the growing season from 2040-2070. 
 
Trends of the start and end dates of the growing season were illustrated in Figure 
4.7; the growing season start date trended 0.46 days/year earlier and the growing season 
termination date trended 0.60 days/year later.  These changes can have profound impacts 
on agriculture in Southern Idaho if these climate shifts in growing season days, days 
below 32°F (0°C), and days above 90°F (32.2°C) transpire.  Table 4.6 lists the start and 
end dates for the growing season. 
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Figure 4.8 Annual precipitation (in) for grid-cells with irrigated land, grid-cells 
between 5,000-7,000 feet elevation, 7,000-9,000 feet elevation, and greater than 9,000 
feet elevation from 2040-2070 NARCCAP-CCSM. 
 
4.3.6 Projected Precipitation Patterns 
Grid points within the model were averaged together at three different levels to 
differentiate precipitation at:  5,000-7,000 feet MSL, 7,000-9,000 feet MSL and greater 
than 9,000 feet MSL.  Figure 4.8 illustrates the trend in precipitation at these levels.  Like 
the temperature at the described levels, the trends are stronger at lower elevations than at 
the highest grid-cells in the study area.  A decreasing trend is seen at all levels throughout 
the model from 2040-2070. Irrigated cells see a decrease of (-0.115 in/year) with grid-
cells over 9,000 feet MSL only seeing a decrease of -0.034 in/year. 
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4.3.7 Projections of Snow and Correlation between Elevation and Snow 
Snow parameters such as SWE and snow depth were examined to identify trends 
in the snow pack at different levels within the model.  Grid points within the model were 
averaged together at three different levels to differentiate snow fall:  5,000-7,000 feet 
MSL, 7,000-9,000 feet MSL, and greater than 9,000 feet MSL.  NARCCAP driven runs 
were examined from 1992-1996 and compared with data in 10 year increments: from 
years 2040-2050, 2050-2060, and 2060-2070.  The NARCCAP Past data was also 
compared with 2010-2012 CFSR data and NARR 1999 data as a baseline.   
Table 4.8 Average maximum snow water equivalent (mm) date.  Each grid cell 
averaged in each level from 5,000-7,000; 7,000-9,000; and 9,000+ feet MSL.    
Model and 
Period 
Average Maximum Snow Water Equivalent Date 
5000-7000 Feet 7000-9000 Feet 9000+ Feet 
CCSM 1992-1996 Mar 23 (241.3) Apr 2 (640.0) Apr 11 (942.3) 
CCSM 2040-2050 Feb 21 (111.8) Mar 7 (439.4) Apr 7 (680.7) 
CGCM 2040-2045 Feb 28 (181.0) Mar 30 (654.7) Apr 6 (942.2) 
CCSM 2051-2060 Feb 16 (147.3) Feb 18 (548.6) Apr 2 (871.2) 
CCSM 2061-2070 Feb 20 (53.3) Mar 17 (330.2) Mar 27 (612.1) 
CCSM 2040-2070 Feb 20 (104.1) Mar 7 (436.9) Apr 6 (713.7) 
CFSR 2010-2012 Mar 2  (71.1) Mar 30 (307.3) Apr 19 (459.7) 
NARR 1999 Feb 23 (71.3) Mar 5 (335.3) Apr 14 (500.4) 
 
The average maximum snow water equivalent date was calculated for each model 
run at 5,000-7,000 feet MSL grid-cells, 7,000-9,000 feet MSL, and greater than 9,000 
feet MSL and is listed in Table 4.8.  The lower elevations (5,000-7,000 feet MSL) exhibit 
the greatest differences in mean peak SWE dates, from Mar 23 (1992-1996) to Feb 20 
(2040-2070).  In the future, 2051-2060 (between 5,000-9,000 feet MSL) exhibits the 
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earliest dates in the NARCCAP 2040-2070 period, but also has the highest future SWE 
totals.   
 
Figure 4.9 Comparison of Past and Future NARCCAP predicted SWE above 
9,000 feet MSL within the model.  Data from 1992-1996, 2040-2050, 2051-2060, and 
2061-2070 time periods are averaged together for CCSM and from 2040-2045 for 
CGCM.  
 
Figure 4.9 illustrates the differences in decadal SWE such as 1992-1996, 2040-
2050, 2051-2060, and 2061-2070 as well as the CGCM from 2040-2045.  The future 
CCSM projections have a later SWE accumulation beginning date with respect to the 
1992-1996 simulation while the CGCM accumulates a higher amount of early season 
snow and more snow than the CCSM model.  It should be a reminder, as discussed in 
Chapter 3, that SWE is melted too quickly in the NOAH-LSM and these dates may be a 
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month earlier than what is observed, because of the poor snow model in NOAH-LSM 
(Jin & Miller, 2011b; Livneh et al., 2010; Rasmussen et al., 2011). 
4.3.8 Comparison of NARCCAP CGCM versus NARCCAP CCSM  
The CGCM was simulated from 2038 through 2045 with spin-up time from 2038 
through the end of 2039.  This allowed for an analysis period from 2040 through 2045.  
Both the CCSM and CGCM are compared from the 2040-2045 time period in this 
section. 
Table 4.9 Average 2-m Temperature (°C), 2-m Dewpoint Temperature (°C), 
and 2-m Specific Humidity (g kg
-1
) of the CGCM and the CCSM averaged from 
2040-2045. 
  Temperature Dewpoint S. Humidity 
Month CGCM CCSM CGCM CCSM CGCM CCSM 
Jan -0.6 -1.7 -2.9 -3.5 0.0036 0.0035 
Feb -0.7 -1.5 -3.8 -4.6 0.0033 0.0032 
Mar 2.4 1.1 -3.1 -3.5 0.0035 0.0035 
Apr 8.0 7.8 -0.4 0.7 0.0043 0.0047 
May 12.7 13.7 1.4 3.2 0.0049 0.0055 
Jun 18.2 18.4 3.4 5.6 0.0056 0.0066 
Jul 20.7 23.0 5.3 7.1 0.0064 0.0072 
Aug 20.0 21.7 3.9 5.4 0.0058 0.0065 
Sep 17.5 15.5 2.7 2.7 0.0054 0.0054 
Oct 10.7 8.2 1.4 0.4 0.0049 0.0046 
Nov 4.0 3.5 -0.1 -1.3 0.0044 0.0041 
Dec -0.3 -1.9 -2.8 -4.7 0.0036 0.0033 
Mean 9.4 9.0 0.4 0.6 0.0046 0.0048 
 
The average 2-m monthly temperature, dewpoint, and specific humidity was 
computed from 2040-2045 in both the CGCM and CCSM simulations, shown in Table 
4.9.  The CGCM simulation produced temperatures that were more moderate than the 
CCSM.  For example, the CGCM January mean temperature was warmer (1.1°C) and the 
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July temperature was cooler (-2.3°C) than the CCSM.  The CGCM had lower average 
dewpoint and specific humidity with respect to the CCSM simulations. 
Table 4.10 Average Monthly Latent, Sensible, Ground Heat, and Net Radiation 
(W m
-2
) from NARCCAP CGCM and CCSM from 2040 through 2045. 
  Latent Heat Sensible Heat Ground Heat Net Radiation 
Month CGCM CCSM CGCM CCSM CGCM CCSM CGCM CCSM 
Jan 14.0 11.5 -8.5 -3.4 5.4 3.4 10.9 11.5 
Feb 18.6 20.5 7.0 12.8 2.1 4.5 27.7 37.8 
Mar 31.5 33.4 32.7 29.0 -5.0 -5.7 59.2 56.6 
Apr 51.7 59.2 47.4 45.6 -9.8 -9.4 89.4 95.4 
May 66.7 85.4 73.2 54.5 -6.7 -7.9 133.2 131.9 
Jun 79.0 102.4 72.1 61.2 -7.4 -6.3 143.7 157.4 
Jul 82.7 113.8 63.4 48.0 -4.0 -6.0 142.2 155.8 
Aug 74.0 101.5 53.3 37.9 -2.0 -1.0 125.3 138.3 
Sep 55.2 66.4 35.3 28.4 1.4 3.1 92.0 97.9 
Oct 30.9 34.5 13.8 14.1 7.1 8.3 51.8 56.9 
Nov 18.3 19.2 -1.1 -0.7 11.0 9.9 28.2 28.5 
Dec 11.4 11.3 -2.5 -2.0 10.4 10.9 19.3 20.2 
MEAN 44.5 54.9 32.2 27.1 0.2 0.3 76.9 82.3 
 
The average monthly latent heat, sensible heat, ground heat, and net radiation was 
computed from 2040-2045 in both the CGCM and CCSM simulations, shown in Table 
4.10.  The CGCM produced lower average annual latent heat (44.5 W m
-2
) than the 
CCSM (54.9 W m
-2
).  Sensible heat average was slightly higher with the CGCM (32.2 W 
m
-2
) compared to the CCSM (27.1 W m
-2
).  The net radiation was lower in the CGCM 
(76.9 W m
-2
) compared to the CCSM (82.3 W m
-2
), which may explain the differences in 
2-m temperature.  The lower annual net radiation in the CGCM may be attributed to 
increased cloudiness over the CCSM, which would moderate the temperatures as seen in 
Table 4.9. 
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Table 4.11  Average Monthly PBL height (m), 2040-2045 Accumulated Monthly 
Precipitation (mm), Evapotranspiration (mm), and Irrigation (mm) between the 
CGCM and the CCSM future NARCCAP. 
  PBL height Precipitation ET Irrigation 
Month CGCM CCSM CGCM CCSM CGCM CCSM CGCM CCSM 
Jan 584.5 488.6 584.7 463.5 85.3 70.3 0.0 0.0 
Feb 512.0 508.4 224.3 386.8 103.3 112.1 0.0 0.0 
Mar 553.7 594.1 281.0 308.9 191.8 203.3 0.0 0.0 
Apr 696.0 710.9 206.2 331.6 311.8 356.1 226.9 147.3 
May 801.1 784.8 112.8 186.5 424.3 542.6 365.8 400.6 
Jun 846.8 811.8 44.4 43.8 489.7 635.3 688.8 758.9 
Jul 817.0 778.6 69.3 16.1 529.1 727.3 744.3 970.9 
Aug 735.4 710.5 37.4 4.7 466.8 638.8 665.8 870.0 
Sep 627.9 628.8 34.2 73.4 331.2 398.1 483.8 483.8 
Oct 564.0 574.8 218.1 293.5 189.9 212.2 160.9 133.5 
Nov 552.5 559.6 582.2 371.7 105.3 111.0 0.0 0.0 
Dec 498.4 477.5 555.4 318.2 64.3 63.5 0.0 0.0 
MEAN 649.1 635.7 245.8 233.2 274.4 339.2 278.0 313.8 
 
Accumulated monthly precipitation, evapotranspiration, and irrigation was 
calculated between the CGCM and the CCSM as well as the average monthly PBL 
height, shown in Table 4.11.  The CCSM had less precipitation accumulation during the 
summer time than the CGCM.  The CGCM had higher summertime precipitation due to 
thunderstorm and possible monsoonal development.  With the higher precipitation in the 
CGCM, the evapotranspiration was less in the CGCM (274.4 mm) than the CCSM (339.2 
mm) and the amount of irrigation applied was also less in the CGCM (278.0 mm) than 
the CCSM (313.8 mm). 
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4.3.8 Feedback Factor of WRF CGCM with Uncoupled CGCM  
The feedback factor was used to investigate the differences between the coupled 
atmospheric and land surface model combined (i.e., WRF with the NOAH-LSM) with an 
uncoupled land surface model only (NOAH-LSM).  Huang and Margulis (2010) define 
the feedback factor (  ) between coupled and uncoupled models as: 
   
                   
        
 
(4.2) 
where x is the temporally averaged flux (W m
-2
) for a given vegetation type.  Data from a 
concurrent project, using the NOAH-LSM was examined against the WRF simulation in 
this study from 2040-2044.   
 
Figure 4.10 Feedback Factor (Φ) of Latent heat, Sensible heat, and Ground heat 
flux averaged monthly over cropland grid-cells from 2040-2044 of NARCCAP-
CCSM between coupled and uncoupled experiments.   
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Feedback factor was examined over irrigated cropland grid-cells on a monthly 
time scale from 2040-2044, shown in Figure 4.10.  Ground heat is normally a small 
number and small changes can lead to significant differences, as seen between the 
uncoupled and coupled runs.  Sensible heat is also higher in the uncoupled runs, 
especially during June, July, August, and September.  Furthermore, latent heat is higher 
in the coupled model (negative feedback factor) from April through August compared to 
the uncoupled model.   
The feedback factor illustrates that the uncoupled model underestimates sensible 
and ground heat flux and overestimates latent heat over cropland grid-cells.  The 
feedback factor also illustrates the coupled model is simulating changes in the boundary 
layer relative humidity (vapor pressure deficit) and thus the magnitude of ET is smaller 
from the coupled model compared to the uncoupled model.  Furthermore, the fluxes are 
partitioned more adequately within the coupled model compared to the uncoupled model. 
4.3.9 CFSv2 Seasonal Forecast Feasibility 
Two runs using the operational CFSv2 seasonal forecast were performed and later 
examined to verify their ability to forecast on a seasonal time scale, in this case the 
precipitation accumulation.   
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Figure 4.11 Trinity Mountain SNOTEL 1980-2010 Average Precipitation 
Accumulation (mm).  Two operational forecasts: the 8 October 2012 CFSv2 
Forecast Precipitation Accumulation (mm), and 6 December 2012 CFS Forecast 
Precipitation (mm) are plotted in red and blue, respectively.  Observations shown 
are from 1 October 2012 through 20 April 2013. 
 
The operational CFSv2 forecasts that were downscaled in our simulations 
provided reasonable guidance up to 4 months lead time from the 8 October 2012 forecast, 
and nearly 5 months lead time from the 6 December 2012 forecast, shown in Figure 4.11.  
The results are promising for future forecasts of precipitation in Idaho.   
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Figure 4.12 Percent Error of CFSv2 Forecast Modeled versus Observed 
Accumulated Precipitation (mm) at Trinity Mountain. 
 
Figure 4.12 illustrates the percent error between the CFSv2 operational forecast 
WRF run and the actual observed.  The 6 December 2012 CFSv2 forecast shows 
remarkable agreement (less than 20% error) with observations up to 5 months lead time. 
Yuan, Wood, Luo, and Pan (2011) demonstrated the CFSv2 ability to predict with 
confidence on a seasonal time scale.  This study illustrates the CFSv2 forecast provides 
confidence in its future use water operations in Idaho.  The SWE and precipitation 
produced from the CFSv2 seasonal forecast downscaled within WRF may be used as a 
tool for water managers in the future to project stream flow estimates and estimate the 
amount of water needed to irrigate. 
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4.4 Conclusions 
The WRF-ARW was used to dynamically downscale the NARCCAP simulations 
to derive the future scenarios of precipitation and temperature to investigate the irrigation 
effect on temperatures and precipitation under current and future scenarios in Southern 
Idaho.  Furthermore, the WRF-ARW was used to dynamically downscale the CFSv2 
Forecast data to analyze the feasibility of using the data for seasonal snowfall forecasts 
over Southern Idaho for future irrigation projection and streamflow projection. 
The growing season start date trended 0.46 days/year earlier and the growing 
season termination date trended 0.60 days/year later.  These changes can have profound 
impacts on agriculture in Southern Idaho.  The lower elevations and the irrigated lands 
thus show the greatest change to large-scale influences more so than the upper elevation 
within the model such as temperature and precipitation trends.  An increasing trend is 
seen at all levels of the model from 2040-2070.  A decreasing trend in precipitation is 
seen at all levels throughout the model from 2040-2070, with the lowest elevations seeing 
the biggest decrease than the higher elevations.   
 Variations in SWE occurred on decadal timescales.  2051-2060 exhibited higher 
amounts of snow and corresponded closely with 1992-1996 data, while 2040-2050 and 
2061-2070 exhibited earlier peak SWE dates and less SWE than 1992-1996 data. 
The investigation of the CFS Seasonal forecast revealed SWE produced from the 
CFS seasonal forecast may be used as a tool for water managers in the future to project 
stream flow estimates and estimate the amount of water needed to irrigate. 
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CHAPTER FIVE: CONCLUSIONS 
The role of irrigation in Southern Idaho is a key variable in the atmospheric 
modeling in Idaho.  Irrigation clearly altered the surface energy balance partitioning at 
the surface such as latent, sensible, and ground heat.  Irrigation increased net radiation, 
especially mid-summer, lowered planetary boundary heights, decreased temperature, and 
increased dewpoint temperature and specific humidity.   
The study revealed irrigation-induced cooling via evaporation caused an average 
decrease of 0.8°C to the average growing season (April-October) 2-m temperature, a 
decrease of up to 90 meters of the average growing season planetary boundary layer 
height, and increase of 2.0°C to the average growing season 2-m dewpoint over the 
cropland (irrigated) grid-cells.  The average latent heat over the growing season increased 
46.9 W m-2.  The average growing season sensible heat decreased 41.0 W m-2, while the 
ground heat did not substantially change at only a net increase of 0.2 W m-2.  The 
average growing season net radiation increased 5.7 W m-2. 
Year to year variations in temperature, dewpoint, latent and sensible heat, 
evaporative fraction, and PBL height were a function of the overall soil moisture, 
precipitation, and associated cloud cover, which follow the results of the study by Alfaro 
et al. (2005) in that soil moisture controls the summertime temperature.  In this study, soil 
moisture affected the summertime temperature, dewpoint, turbulent fluxes, and EF and 
PBL heights.   
167 
 
 
1
6
7
 
Vertical influence of irrigation investigation revealed temperature decreased up to 
2.8°C and dewpoint increased up to 5°C, up to approximately 1.5 to 2.0-km in the 
vertical direction, when examining 21 UTC monthly August 2012 difference between the 
control and irrigated experiment.  Vertical cross-section investigations of equivalent 
potential temperature revealed an anomalous gradient on the western side of the domain.  
This feature may reveal why the dewpoint temperature is underestimated in the 
simulations when compared to observations as well as why the irrigation effect is much 
stronger (higher temperature and dewpoint differences between control and irrigated 
simulations).  It is not known whether this anomalous gradient is an accurate 
representation of what is actually going on or if this is an artifact generated by the model 
from domain design or placement and further investigation on this matter needs to be 
performed in future experiments. 
Overall, the WRF model can be used as a valuable tool for downscaling reanalysis 
data such as NARR or CFSR to investigate mesoscale meteorology features and climate.  
However, this study revealed the need for further investigation of domain design, and 
placement of the domain for future atmospheric modeling studies in Idaho.  Precipitation 
was over predicted by up to 260% when compared to observed data in the 400 × 400 
domain.  Clearly the water cycle was enhanced due to the western portion of the domain 
encompassing the Pacific Ocean, and the advection of moisture from this moisture source 
into Idaho.  Differences in the datasets driving WRF, such as spatial, vertical, and 
temporal resolution can lead to another level of uncertainty.   
 Furthermore, parameterization schemes within WRF, such as the planetary 
boundary layer and microphysics schemes need to be investigated.  Each PBL scheme is 
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significantly different and the use of them in future studies may provide a better 
understanding of PBL development over irrigated lands.  This study and another study 
(García-Díez et al., 2012) have revealed that long-term simulations need to adapt physics 
schemes that are best suited for the seasonality of the investigation; meaning that PBL 
schemes may need to be changed during winter or summer time depending on which 
scheme performs better during that particular season.  Microphysics schemes and the 
advection setting within WRF may contribute to large biases in precipitation and need to 
be investigated further in Southern Idaho.   
While not studied in this paper, an investigation needs to be performed on 
whether spectral nudging (Miguez-Macho et al. 2004) improves model simulations with 
respect to the downscaling of the GCM or reanalysis data such as NARR or CFSR.  
Furthermore, spectral nudging can be investigated within the context of a long-term 
GCM calculation to see whether the nudging significantly alters the climate statistics 
within a model.   
The NOAH-LSM struggles to melt snow completely in this experiment 
throughout the lower Snake River Plain, which factors into the cold bias seen in the 
experiment with respect to observations during the wintertime simulations of the CFSR 
and the NARR driven WRF runs.   
The NOAH-LSM snow model improvements recommended by Livneh et al. 
(2010) were incorporated into this study, yet the springtime SWE melted off too quickly 
at the Trinity Mountain SNOTEL.  This is a result of the poor partitioning of the surface 
energy budget, particularly the albedo, especially in late spring (Jin & Miller, 2011b; 
Livneh et al., 2010).  A major weakness of the NOAH-LSM is that it has a one-layer 
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snow model that is connected to the top soil layer within the model.  A multilayer snow 
model is necessary to capture metamorphism and intra-snow heat exchange coupled with 
a canopy layer to improve the NOAH-LSM.  The NOAH multi-parameterizations (MP) 
model incorporates a multilayer snow model and should be investigated in future 
simulations to see if springtime snow melt is improved within the WRF model. 
NARCCAP Future Simulations revealed future evapotranspiration increased 
(+3.3 mm/year) as a result of increased latent heat and increasing temperature trends 
(0.06°C/year).  The growing season start date trended 0.46 days/year earlier and the 
growing season termination date trended 0.60 days/year later.  These changes can have 
profound impacts on agriculture in Southern Idaho.  The lower elevations and the 
irrigated lands thus show the greatest change to large-scale influences more so than the 
upper elevation within the model such as temperature and precipitation trends.  An 
increasing trend is seen at all levels of the model from 2040-2070.  A decreasing trend in 
precipitation is seen at all levels throughout the model from 2040-2070, with lowest 
elevations seeing biggest decrease than the higher elevations.   
 Variations in SWE occurred on decadal timescales.  2051-2060 exhibited higher 
amounts of snow and corresponded closely with 1992-1996 data, while 2040-2050 and 
2061-2070 exhibited earlier peak SWE dates and less SWE than 1992-1996 data. 
The investigation of the CFS Seasonal forecast revealed SWE produced from the 
CFS seasonal forecast may be used as a tool for water managers in the future to project 
stream flow estimates and estimate the amount of water needed to irrigate. 
This research stresses the need that a weather model must be customized for each 
location that it is run to improve forecasts, a one size fits all approach yields large errors.   
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New datasets including crop type and land use land cover change need to be 
created and modeled so they can be coupled to the atmospheric and climate models in the 
future.  With advances in remote sensing, this should be more feasible in the future. 
5.1 Future Work 
This research revealed the need for more studies regarding domain size and 
design within models.  In our case, precipitation was significantly different in the larger 
(400x400 grid point) domain than the smaller (175x175 grid point) domain.  The smaller 
domain produced precipitation closer to observations.   
Future simulations should employ Sridhar et al. (2011) irrigation schemes within 
the newly released NOAH Multi-Parameterization model (NOAH-MP) and examine 
irrigation and snow characteristics over Idaho.  The new model was not released at the 
time of this experiment. 
Future studies should also investigate other PBL schemes available in WRF over 
Southern Idaho; each one mixes the atmosphere differently.  Furthermore, future studies 
should investigate other microphysical schemes available in WRF, because each scheme 
is significantly different in the way it calculates cloud processes, cloud physics, rain, 
snow, graupel, and other factors associated with cloud and precipitation physics.   
The surface layer between the LSM and the PBL needs to be improved because 
the Monin-Obukhov Similarity Theory must have turbulence.  Since turbulence can’t go 
to zero in these models, they cannot predict nighttime temperatures because they only 
predict the ambient stable boundary layer conditions and don’t parameterize the capping 
layer inversion, and more importantly, the layer beneath this capping layer inversion 
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when it occurs.  Therefore wintertime inversions, which are common to the study area, 
are misrepresented.   
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APPENDIX A 
WRF Model Settings 
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WRF namelist.wps Settings 
&share 
 wrf_core = 'ARW', 
 max_dom = 1, 
 start_date = '2012-10-08_00:00:00',  
 end_date   = '2012-10-08_12:00:00',  
 interval_seconds = 21600, 
 io_form_geogrid = 2, 
 opt_output_from_geogrid_path = '/data/korri/Test/', 
 debug_level = 0, 
/ 
&geogrid 
 parent_id         = 1, 
 parent_grid_ratio = 1, 
 i_parent_start    = 1, 
 j_parent_start    = 1, 
 e_we          = 175, 
 e_sn          = 175, 
 geog_data_res = 'modis_30s+30s', 
 dx = 4000, 
 dy = 4000, 
 map_proj =  'lambert', 
 ref_lat   = 43.3, 
 ref_lon   = -113.9, 
 truelat1  = 43.3, 
 truelat2  = 43.3, 
 stand_lon = -113.9, 
 geog_data_path = '/data/knuss/downloads/geog', 
 opt_geogrid_tbl_path = '/data/korri/Test/', 
 ref_x = 85.0, 
 ref_y = 85.0, 
/ 
&ungrib 
 out_format = 'WPS', 
 prefix = 'FILE', 
/ 
&metgrid 
 fg_name = 'FILE', 
 io_form_metgrid = 2, 
 opt_output_from_metgrid_path = '/data/korri/Test/', 
 opt_metgrid_tbl_path = '/data/korri/Test/', 
/ 
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WRF Compiler Settings 
DMPARALLEL      =       1 
OMPCPP          =       # -D_OPENMP 
OMP             =       # -openmp -fpp -auto 
OMPCC           =       # -openmp -fpp -auto 
SFC             =       ifort 
SCC             =       icc 
CCOMP           =       icc 
DM_FC           =       mpif90 -f90=$(SFC) 
DM_CC           =       mpicc -cc=$(SCC) -DMPI2_SUPPORT 
FC              =        $(DM_FC) 
CC              =       $(DM_CC) -DFSEEKO64_OK  
LD              =       $(FC) 
RWORDSIZE       =       $(NATIVE_RWORDSIZE) 
PROMOTION       =       -i4 
ARCH_LOCAL      =       -DNONSTANDARD_SYSTEM_FUNC  
    -DNO_LEAP_CALENDAR 
CFLAGS_LOCAL    =       -w -O3 –ip -heap-arrays 
LDFLAGS_LOCAL   =       -ip 
CPLUSPLUSLIB    =        
ESMF_LDFLAG     =       $(CPLUSPLUSLIB) 
FCOPTIM         =       -O3 -heap-arrays 
FCREDUCEDOPT  =       $(FCOPTIM) 
FCNOOPT   =       -O0 -fno-inline -fno-ip 
FCDEBUG         =       # -g $(FCNOOPT) -traceback 
FORMAT_FIXED    =       -FI 
FORMAT_FREE     =       -FR 
FCSUFFIX        = 
BYTESWAPIO      =       -convert big_endian 
FCBASEOPTS_NO_G =       -w -ftz -align all -fno-alias -fp-
model precise $(FORMAT_FREE) $(BYTESWAPIO) 
FCBASEOPTS      =       $(FCBASEOPTS_NO_G) $(FCDEBUG) 
MODULE_SRCH_FLAG =      
TRADFLAG        =      -traditional 
CPP             =      /lib/cpp -C -P 
AR              =      ar 
ARFLAGS         =      ru 
M4              =      m4 
RANLIB          =      ranlib 
CC_TOOLS        =      $(SCC)  
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Table A.1 16-category Soil Categories within the WRF Model 
Soil Category Soil Description % Sand % Silt % Clay Quartz Content 
1 Sand 92 5 3 0.92 
2 Loamy Sand 82 12 6 0.82 
3 Sandy Loam 58 32 10 0.60 
4 Silt Loam 17 70 13 0.25 
5 Silt 10 85 5 0.10 
6 Loam 43 39 18 0.40 
7 Sandy Clay Loam 58 15 27 0.60 
8 Silty Clay Loam 10 56 34 0.10 
9 Clay Loam 32 34 34 0.35 
10 Sandy Clay 52 6 42 0.52 
11 Silty Clay 6 47 47 0.10 
12 Clay 22 20 58 0.25 
13 Organic Material 0 0 0 0.05 
14 Water 0 0 0 0 
15 Bedrock 0 0 0 0 
16 Other (land-ice) 0 0 0 0 
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Table A.2 MODIS 20-category Land Use Categories 
Land Use Category Land Use Description 
1 Evergreen Needle leaf Forest 
2 Evergreen Broadleaf Forest 
3 Deciduous Needle leaf Forest 
4 Deciduous Broadleaf Forest 
5 Mixed Forests 
6 Closed Scrublands 
7 Open Scrublands 
8 Woody Savannas 
9 Savannas 
10 Grasslands 
11 Permanent Wetlands 
12 Croplands 
13 Urban and Built-Up 
14 Cropland/Natural Vegetation Mosaic 
15 Snow and Ice 
16 Barren or Sparsely Vegetated 
17 Water 
18 Wooded Tundra 
19 Mixed Tundra 
20 Barren Tundra 
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Table A.3 WRF Vertical Grid Levels and Spacing used for Study 
K Level Full-sigma Full-sigma Height 
(meters) 
∆x (meters) 
1 1 0 0 
2 0.995 40.157 40.157 
3 0.99 80.429 40.272 
4 0.985 120.818 40.389 
5 0.98 161.324 40.506 
6 0.97 242.72 81.396 
7 0.96 324.645 81.925 
8 0.95 407.104 82.459 
9 0.94 490.149 83.045 
10 0.93 573.791 83.642 
11 0.92 658.035 84.244 
12 0.91 742.874 84.839 
13 0.9 828.318 85.444 
14 0.88 1001.116 172.798 
15 0.86 1176.588 175.472 
16 0.83 1445.151 268.563 
17 0.8 1720.59 275.439 
18 0.77 2004.163 283.573 
19 0.74 2296.693 292.53 
20 0.71 2599.469 302.776 
21 0.68 2912.706 313.237 
22 0.64 3347.13 434.424 
23 0.6 3801.129 453.999 
24 0.56 4275.92 474.791 
25 0.52 4773.298 497.378 
26 0.48 5296.66 523.362 
27 0.44 5850.452 553.792 
28 0.4 6438.319 587.867 
29 0.36 7063.924 625.605 
30 0.32 7731.229 667.305 
31 0.28 8447.51 716.281 
32 0.24 9222.832 775.322 
33 0.2 10071.44 848.608 
34 0.16 11011.53 940.09 
35 0.12 12070.16 1058.63 
36 0.08 13291.18 1221.02 
37 0.04 14754.95 1463.77 
38 0 16601.95 1847 
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Table A.4 16-category Soil Parameters within the WRF Model. BB – Function of soil type, DRYSMC-dry soil moisture 
threshold(volumetric), F11-soil thermal diffusivity/conductivity coefficient, MAXSMC-maximum soil moisture content 
(porosity; volumetric), REFSMC-reference soil moisture (field capacity; volumetric), SATPSI-saturation soil potential, 
SATDK-saturation soil conductivity, SATDW-saturation soil diffusivity, WLTSMC-wilting point soil moisture (volumetric). 
Category Class BB DRYSMC F11 MAXSMC REFSMC SATPSI SATDK SATDW WLTSMC 
Sand 1 2.79 0.01 -0.472 0.339 0.236 0.069 1.07E-06 6.08E-07 0.01 
Loamy Sand 2 4.26 0.028 -1.044 0.421 0.383 0.036 1.41E-05 5.14E-06 0.028 
Sandy Loam 3 4.74 0.047 -0.569 0.434 0.383 0.141 5.23E-06 8.05E-06 0.047 
Silt Loam 4 5.33 0.084 0.162 0.476 0.36 0.759 2.81E-06 2.39E-05 0.084 
Silt 5 5.33 0.084 0.162 0.476 0.383 0.759 2.81E-06 2.39E-05 0.084 
Loam 6 5.25 0.066 -0.327 0.439 0.329 0.355 3.38E-06 1.43E-05 0.066 
Sandy Clay Loam 7 6.66 0.067 -1.491 0.404 0.314 0.135 4.45E-06 9.90E-06 0.067 
Silty Clay Loam 8 8.72 0.12 -1.118 0.464 0.387 0.617 2.04E-06 2.37E-05 0.12 
Clay Loam 9 8.17 0.103 -1.297 0.465 0.382 0.263 2.45E-06 1.13E-05 0.103 
Sandy Clay 10 10.73 0.1 -3.209 0.406 0.338 0.098 7.22E-06 1.87E-05 0.1 
Silty Clay 11 10.39 0.126 -1.916 0.468 0.404 0.324 1.34E-06 9.64E-06 0.126 
Clay 12 11.55 0.138 -2.138 0.468 0.412 0.468 9.74E-07 1.12E-05 0.138 
Organic Material 13 5.25 0.066 -0.327 0.439 0.329 0.355 3.38E-06 1.43E-05 0.066 
Water                     
Bedrock 15 2.79 0.006 -1.111 0.2 0.17 0.069 1.41E-04 1.36E-04 0.006 
Other (land-ice) 16 4.26 0.028 -1.044 0.421 0.283 0.036 1.41E-05 5.14E-06 0.028 
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Table A.5 Vegetation Parameters within WRF.  SHDF-green vegetation fraction, NRT-number of root layers, RS-stomatal 
resistance (s m
-1
), RGL-radiation stress function parameter, HS-vapor pressure deficit parameter, SNUP-threshold depth for 
100% snow cover, MXALB-upper bound on maximum snow albedo, LAIMN- minimum leaf area index, LAIMAX-maximum 
leaf area index, EMMN-minimum emissivity, EMMX-maximum emissivity, ALBMN-minimum albedo, ALBMX-maximum 
albedo, Z0MN-minimum surface roughness length (m), Z0MX-maximum surface roughness length (m). 
Class Land Use Description SHDF NRT RS RGL HS SNUP MXALB LAIMN LAIMX EMN EMMX ALBMN ALBMX Z0MN Z0MX 
1 Evergreen Needle leaf Forest 0.7 4 125 30 47.35 0.08 52 5 6.4 0.95 0.95 0.12 0.12 0.5 0.5 
2 Evergreen Broadleaf Forest 0.95 4 150 30 41.69 0.08 35 3.08 6.48 0.95 0.95 0.12 0.12 0.5 0.5 
3 Deciduous Needle leaf Forest 0.7 4 150 30 47.35 0.08 54 1 5.16 0.93 0.94 0.14 0.15 0.5 0.5 
4 Deciduous Broadleaf Forest 0.8 4 100 30 54.53 0.08 58 1.85 3.31 0.93 0.93 0.16 0.17 0.5 0.5 
5 Mixed Forests 0.8 4 125 30 51.93 0.08 53 2.8 5.5 0.93 0.97 0.17 0.25 0.2 0.5 
6 Closed Scrublands 0.7 3 300 100 42 0.03 60 0.5 3.66 0.93 0.93 0.25 0.3 0.01 0.05 
7 Open Scrublands 0.7 3 170 100 39.18 0.035 65 0.6 2.6 0.93 0.95 0.22 0.3 0.01 0.06 
8 Woody Savannas 0.7 3 300 100 42 0.03 60 0.5 3.66 0.93 0.93 0.25 0.3 0.01 0.05 
9 Savannas 0.5 3 70 65 54.53 0.04 50 0.5 3.66 0.92 0.92 0.2 0.2 0.15 0.15 
10 Grasslands 0.8 3 40 100 36.35 0.04 70 0.52 2.9 0.92 0.96 0.19 0.23 0.1 0.12 
11 Permanent Wetlands 0.6 2 70 65 55.97 0.015 59 1.75 5.72 0.95 0.95 0.14 0.14 0.3 0.3 
12 Croplands 0.8 3 40 100 36.25 0.04 66 1.56 5.68 0.92 0.985 0.17 0.23 0.05 0.15 
13 Urban and Built-Up 0.1 1 200 999 999 0.04 46 1 1 0.88 0.88 0.15 0.15 0.5 0.5 
14 Cropland/Natural Vegetation Mosaic 0.8 3 40 100 36.25 0.04 68 2.29 4.29 0.92 0.98 0.18 0.23 0.05 0.14 
15 Snow and Ice 0 1 999 999 999 0.02 82 0.01 0.01 0.95 0.95 0.55 0.7 0.001 0.001 
16 Barren or Sparsely Vegetated 0.01 1 999 999 999 0.02 75 0.1 0.75 0.9 0.9 0.38 0.38 0.01 0.01 
17 Water 0 0 100 30 51.75 0.01 70 0.01 0.01 0.98 0.98 0.08 0.08 0.0001 0.0001 
18 Wooded Tundra 0.6 3 150 100 42 0.025 55 0.41 3.35 0.93 0.93 0.15 0.2 0.3 0.3 
19 Mixed Tundra 0.6 3 150 100 42 0.025 60 0.41 3.35 0.92 0.92 0.15 0.2 0.15 0.15 
20 Barren Tundra 0.3 2 200 100 42 0.02 75 0.41 3.35 0.9 0.9 0.25 0.25 0.05 0.1 
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High Performance Computing Runtime Script 
#!/bin/bash 
#PBS -N NARC_WRF_4 
#PBS -j oe 
#PBS -k o 
#PBS -r n 
#PBS -l select=32:ncpus=4:mpiprocs=4,place=scatter:excl 
#PBS -l walltime=168:00:00 
 
cd $PBS_O_WORKDIR 
pwd 
 
source /etc/profile.d/modules.sh 
source ${HOME}/bin/setmeup.sh 
 
STARTTIME=`date` 
echo "Start Program at ${STARTTIME}" 
 
#set | grep LD 
 
echo "cat $PBS_NODEFILE:" 
#cat $PBS_NODEFILE 
echo "Unique nodes:" 
cat $PBS_NODEFILE | uniq>unique.nodes.tmp 
cat unique.nodes.tmp 
 
NUMNODES=`cat unique.nodes.tmp | wc -l` 
NUMPROCS=`cat $PBS_NODEFILE | wc -l` 
echo "NUMNODES=${NUMNODES}, NUMPROCS=${NUMPROCS}" 
 
STARTWRF=`date` 
echo "Start WRF at ${STARTTIME}" 
 
rm -f wrfDone.sh >& /dev/null 
 
ulimit -a 
ulimit -s unlimited 
ulimit -a 
 
mpirun -np $NUMPROCS ./wrf.exe 
#touch wrfDone.txt 
 
STOPTIME=`date` 
echo "Job From ${STARTTIME}, WRF from ${STARTWRF} to 
end ${STOPTIME}" 
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APPENDIX B 
1998-1999 Observed AgriMet vs. Modeled Temperature 
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Figure B1 Boxplot of Monthly Temperature (°C) Difference (∆) for 3-hourly data at Aberdeen, ID [(a) NARR Control – 
NARR Irrigated, (b) AgriMet Observed – NARR Control, (c) AgriMet Observed – NARR Irrigated and (d) AgriMet 
Observed – CFS Irrigated]. 
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Figure B2 Boxplot of Monthly Temperature (°C) Difference (∆) for 3-hourly data at Boise, ID [(a) NARR Control – NARR 
Irrigated, (b) AgriMet Observed – NARR Control, (c) AgriMet Observed – NARR Irrigated and (d) AgriMet Observed – CFS 
Irrigated]. 
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Figure B3 Boxplot of Monthly Temperature (°C) Difference (∆) for 3-hourly data at Grandview, ID [(a) NARR Control – 
NARR Irrigated, (b) AgriMet Observed – NARR Control, (c) AgriMet Observed – NARR Irrigated and (d) AgriMet 
Observed – CFS Irrigated]. 
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Figure B4 Boxplot of Monthly Temperature (°C) Difference (∆) for 3-hourly data at Parma, ID [(a) NARR Control – 
NARR Irrigated, (b) AgriMet Observed – NARR Control, (c) AgriMet Observed – NARR Irrigated and (d) AgriMet 
Observed – CFS Irrigated]. 
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Figure B5 Boxplot of Monthly Temperature (°C) Difference (∆) for 3-hourly data at Rupert, ID [(a) NARR Control – 
NARR Irrigated, (b) AgriMet Observed – NARR Control, (c) AgriMet Observed – NARR Irrigated and (d) AgriMet 
Observed – CFS Irrigated]. 
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Figure B6 Boxplot of Monthly Temperature (°C) Difference (∆) for 3-hourly data at Twin Falls, ID [(a) NARR Control – 
NARR Irrigated, (b) AgriMet Observed – NARR Control, (c) AgriMet Observed – NARR Irrigated and (d) AgriMet 
Observed – CFS Irrigated]. 
