This paper presents a set of techniques that makes constraint programming a technique of choice for solving small (up to 30 nodes) traveling salesman problems. These techniques include a propagation scheme to avoid intermediate cycles (a global constraint), a branching scheme and a redundant constraint that can be used as a bounding method. The resulting improvement is that we can solve problems twice larger than those solved previously with constraint programming tools. We evaluate the use of Lagrangean Relaxation to narrow the gap between constraint programming and other Operations Research techniques and we show that improved constraint propagation has now a place in the array of techniques that should be used to solve a traveling salesman problem.
Introduction
The Traveling Salesman Problem (TSP) is the search of the shortest tour (total length) that visits a given set of cities exactly once (a Hamiltonian tour). More generally, given a set of n points and a distance, a solution to the TSP is a path of n edges, with identical first and last vertices, containing all n points and with minimal total length. TSP is a choice problem for combinatorial optimization; from a historical perspective, it is one of the oldest optimization problems and one that has received the most attention. As noticed in [14] , what makes TSP such an interesting problem is not its direct applicability, since few real problems may actually be described as TSPs, but the fact that TSPs are frequent components of combinatorial optimization problems. TSP is also an interesting problem because of the wealth of knowledge that has been accumulated over the years. The existence of exchange neighborhood structures provides us with very good heuristics (as close a few % from optimal); the existence of various relaxations of the TSP provides us with very precise lower bounds (closer than 1% from optimal); the structure of the optimization polytope can be exploited with powerful branch & cut techniques, that have been used to solve problems as large as 6000 nodes.
Yet surprisingly TSP has not been studied extensively by the CLP community. Whereas other problems such as jobshop scheduling have received a lot of attention very early on, the attempts to solve TSPs with constraint propagation have been rare. Worse, the results obtained with global routing constraints such as those implemented in CHIP [1] or ILOG Solver [18] have been disappointing. In both case, it is easy to exhaust the constraint solver with problems smaller than 15 nodes. Not surprisingly, a naive encoding of the TSP yields similar results. As a matter of fact, the set of constraints that describe a TSP includes two easy local constraints (the incoming and outgoing degree of each node is one) and one complex global constraint (there are no cycles inside the tour but the tour itself). This global constraint (nocycle) is what many CLP users find difficult to represent. One may also notice that a TSP can be seen as the sum of two global constraints: AllDifferent that defines a bipartite matching and nocycle.
This work proposes several contributions for using constraint propagation to solve TSPs. First, we describe a propagation scheme for the nocycle constraint which is fairly easy to implement but still provides incremental linear consistency enforcement. Second, we propose various branching strategies which provide better results than traditional CLP approaches. Last, we build an intuitive-yet-improved bounding method that is based on a lookahead estimation of the error of the usual bounding technique. The result of these techniques is that constraint propagation becomes a state-of-the-art technique for small TSPs which combines the flexibility of constraint modeling with competitive performance (an improvement of many orders of magnitude compared to previous approaches).
This paper is organized as follows. Section 2 motivates our work on the TSP. We show why small TSPs form a significant domain and why flexibility is essential when solving such problems. We show that although several techniques exist to solve TSPs, none yet offers the combination of performance and flexibility that is needed for many practical applications. Section 3 is the main contribution of the paper. It describes a set of techniques that can be used to better solve small TSPs through constraint propagation, up to 30 nodes. Section 4 evaluates constraint programming with respect to other combinatorial optimization technologies. We show that CP is not competitive to solve larger problems, even though it can be significantly improved through the use of Lagrangean Relaxation. On the other hand, we show that CP is better than dynamic programming or local optimization for solving small problems, especially when side-constraints such as time windows are added. Results about practical experiments are given, for which we have used the CLAIRE programming language [6] .
Motivations

Why are Small TSPs Interesting Problems
TSPs are transportation problems that either come from " real " transportation problems (e.g., with trucks) or from moving mechanical parts (such as a laser drill in a VLSI factory). The last category includes large TSPs (such as the famous LK318) but is not representative of common transportation problems. When a truck is involved, the number of nodes to be visited is most of the time of the order of magnitude of 10, with an upper bound of 100. The really common problem is the vehicle routing problem (VRP), which may be seen as a " multiple " TSP (one has to find a tour for each truck such that all nodes are visited by one tour). However, even though the size of a VRP may be very large (many thousands of nodes), the number of visits that a truck can make in one trip is often bounded by physical reasons (e.g. capacity) or legal ones (e.g. union schedules) to a relatively small number.
TSPs are often found as components of other problems such as industrial planning or scheduling. Another example is flexible plant scheduling, where both the travel time between different machines and the setup-time to switch tool yield a distance and a "travel optimization" aspect. In the case of the VRP, many algorithms (from insertion heuristics to linear programming exact approaches) require the resolution of multiple small TSPs as subproblems. For instance, in the case of an insertion heuristics, it was shown that using an exact algorithm for the small TSP instead of a local optimization heuristics translates into a global saving of 1% [4] . On the other hand, one run of the VRP for a 1000 node problem may translate into 10000 runs of the TSP submodule, thus it is important to solve small TSPs in a very efficient manner.
In addition to performance, a key requirement for the resolution of small TSPs is flexibility. Flexibility is the ability to solve problems with sideconstraints. For instance, one may add time windows to TSP nodes, that indicate two time boundaries between which the node must be visited (e.g., not earlier than 7:30 and no later than 10:30). Other examples include rushhours or capacity constraints. Rush-hours mean that the travel time is changed (raised) during one or many time windows. Capacity constraints are linked to modeling trucks and delivering goods, which may also produce precedence constraints in the case of multiple depots. Another important requirement is the ability to solve TSPs with all kinds of distances. It is well known that specialized code varies considerably according to the type of distances. For instance, the techniques that work well for asymmetrical TSPs do not work well for symmetrical TSPs (cf. [2] ) and reciprocally (which is obvious).
How to Solve Small TSP: A Short Survey
The most commonly used method to solve small TSPs (to optimality) is dynamic programming. It is based on a recursive formulation of the problem that uses subsets of nodes to reduce the complexity. Let {1,...,n} be the set of nodes and let us pick 1 as the starting node. We introduce a duplicate n+1 of this node that represents the last node of the tour. The principle is to compute ƒ(S,x) which is the shortest travel distance to get to x from 1 after exploring all nodes in set S. This function is defined by the following recursion :
A fast implementation of this function is achieved through an integer representation of sets (we represent S by the integer S), S = 2 i i∈S ∑ and by memorizing ƒ in a matrix, which allows a direct computation of ƒ through an iterative loop. We initialize ƒ(∅,x), and we compute ƒ as an integer function where the recursion is replaced by a call to the matrix M. The monotonicity of the set coding ensures the correctness of the algorithm. If the optimal solution is not absolutely necessary, using local optimization methods is the best approach. Local optimization methods based on the exchange of a subset of edges give surprisingly good results. One of the most popular is 3-opt, which consists of applying all possible transformations obtained by removing three edges from a tour and recombining the pieces (there are four ways to re-combine them). 3-opt is popular because it is fast and easy to implement. An even better method is due to Lin and Kernighan [13] which considers more complex exchanges, adds a limited form of backtracking to edge exchange. We shall see in Section 4.1 that these methods yield approximate solutions that are a few percent from the optimal.
On the other hand, most of the exact specialized methods such as Branch & Cut do not apply easily to small problems. The overhead and the complexity is not justified for this range of size. In addition, these algorithms are tuned for specific problems and they are not flexible. Specialized Branch and Bound use very different bounding methods depending on the type of distance, and it is hard to "push" new constraints into the bounding function. Branch and Cut algorithms are based on linear programming and use a "column generation" technique to introduce new "cuts" to separate solutions. The addition of linear side-constraints is easily supported but adding constraints like time-windows is very hard.
How to Cope with Flexibility
Dynamic programming, because it is an exhaustive method based on enumeration, supports additional constraints quite easily. In most cases, the new constraints can be introduced directly in the recursive formulation. For instance, if we attach a time window to each node, the dynamic programming can be adapted in a straightforward way. Other side constraints may require the use of different functions (for instance the use of capacity may require an additional parameter) but changes as complex as the introduction of rushhours fit nicely into this approach. On the other hand, this flexibility comes at a price since this is only applicable to really small problems.
Local optimization methods are somewhat flexible. Side constraints need to be checked upon edge exchanges, which has two consequences. First, the algorithm becomes much slower, since this checking implies exploring the subpaths that are obtained by removing a few edges, which is not necessary with the original design (thus the complexity for 3-opt moves from n 3 to n 4 ). It is interesting to notice that this is also necessary with the asymetrical TSP, since some of the combining patterns imply the reversal of the subpaths. Second, the side-constraints tend to block most of the moves, thus reducing the neighborhood. This means that the likelihood to find a good solution reduces as the side-constraints become more important. For the TSP with time windows (TSPTW), a straightforward adaptation of 3-opt only works correctly if the windows are loose. If they become tight, 3-opt is no longer effective as an optimization strategy.
Constraint propagation, on the other hand, is a truly flexible approach. This is due to the fact that we use an exhaustive approach to solve the problem and the constraint solver operates on a problem description represented as a set of constraints. It is straightforward to add the sideconstraints and they will help the resolution of the problem as opposed to prevent it. In the case of the TSPTW, we have shown that a combination of a TSP constraint set and a jobshop scheduling constraint set [5] provide a very robust approach for small TSPs [4] . This is why most commercial tools include a global constraint that can be used for TSPs (e.g., cycle [1] in CHIP, IlcPath in ILOG Solver). Unfortunately, the performance of those tools is not better than dynamic programming and we obtain a similar complexity barrier around 15. The goal of this paper is thus to present a set of techniques that can be used to extend the applicability of constraint programming to a wider range of small problems.
Redundant Propagation Techniques
This section presents the components of a constraint-based resolution of the TSP by describing what variables and constraints are used to model the problem, how variables are used for branching in a search algorithm and how constraints may be propagated, including the use of redundant constraints as a bounding mechanism.
Constraints
Definitions and model
We will consider the problem of the Hamiltonian circuit in the complete graph with vertex set V={1,...,n} and with a (not necessarily symmetric) distance function d. Such tours can be specified in several ways :
-The traditional linear program for the TSP associates a Boolean variable to each edge, indicating its presence in the tour (n 2 {0,1}-variables). -If the tour is directed, one can associate to each node its immediate successor. This describes the solution with n variables in [1,n] . -If the tour is directed and some i 0 has been specialized as "starting node", a solution is characterized by the position of each node (i 0 is in position 1, its successor in position 2, ...). This yields n-1 variables in [2,n]) The first model defines the largest implicit solution space. Moreover, for real problems (such as subproblems of a VRP) tours have a natural orientation and start. Up to now, the last model has outperformed the second one only for a few specially hard problems with time windows, therefore, we will adopt the second model (however, the last model is gaining interest with a new local optimization scheme proposed in [22] ).
A basic implementation
A solution is thus represented by a function Next associating to each node the node visited immediately thereafter. If the set of vertices is duplicated into V 1 and V 2 , and Next is represented as a function from V 1 to V 2 , then it constitutes a bipartite perfect matching (an assignment). We will call Prev the inverse relation from V 2 to V 1 . Matching propagation is well-known in Constraint Programming with the AllDifferent global constraint offered in most finite domains solvers (considering vertices of V 1 as variables and vertices of V 2 as values). In fact, only the node 1 will be replicated into node n+1 and we will consider V 1 ={1,...,n} and V 2 ={2,...,n+1}.
A straightforward constraint-based implementation is the following : the variables are 
This bound is used for pruning the search tree : a variable GOAL denotes the greatest length authorized for the tour and a failure is detected when (Σ N > GOAL). Thus we can consider (Σ N ≤ GOAL) as a redundant constraint.
Subtour elimination
However, propagation of the assignment constraint is not enough, since it accepts assignments that are the union of disjoint tours. In order to propagate the nocycle constraint to avoid subtours, we explicitly store the start, end and total number of arcs of the chain (defined by Next) going through node 1, which we respectively denote start 1 -If y=start 1 and length 1 +length a <n-2 we infer Next(end 1 ) ≠ a -Otherwise, we infer Next(b) ≠ a . A stronger propagation mechanism can also be implemented if we notice that nocycle corresponds to a connection constraint. We can thus discard situations where it is impossible to build a connected solution. Connection can be understood for directed or undirected graphs, but only the directed version is of any interest. The (dynamic) graph of domains for Next is strongly connected if for every node i, there exists a path from 1 to i and one from i to n+1. Checking connection can be done by a flooding algorithm in O(m) (m is the number of arcs in this graph).
This technique can also be taken a step further with a lookahead evaluation of connection : one can detect arcs that are necessary to the strong connection of the graph (such arcs are called isthmus). The fastest algorithm to our knowledge for the detection of isthmus runs in O(mn). There is a redundancy between subcycle elimination and connection which may explain why isthmus detection does not pay for itself when nocycle is fully propagated.
Branching
The standard branching strategy consists in selecting a node i (with maximal regret or smallest domain) and trying all possible values for Next(i). However, this amounts to a biased vision of the problem, since it breaks the symmetry between the relations Next and Prev. This situation is similar to the n queens problem, which can be solved either by placing queens on rows or on columns. In fact the best algorithm (driven by the first-fail criterion) alternatively branches on row variables and on line variables.
In order to apply the same idea of cooperating redundant models to the TSP, we chose at each level of the search tree, the most critical variable over all Next(i) and Prev(j) for all nodes i and j. This variable X is selected by a combination of first-fail and regret : we pick the variable X minimizing the lexicographic pair min(ρ, cardinal(dom( X)), − regret( X) ( ) , where ρ is a balance parameter emphasizing first-fail for small domains and considering regret otherwise (ρ is empirically set to 5). The idea is that the first-fail criterion tries to factor as much as possible of the search space for each failure by limiting the width of the tree (it is therefore efficient when the domains are small) whereas the regret reflects the expected disappointment if the best assignment is not selected (since it considers only the two best possible assignments, it is independent of the number of possibilities). Such a combination of first-fail with other criterion is a well known technique that has been used successfully for timetabling [3] . Another way of searching for solutions consists in considering binary decisions
) . With this procedure, the bound Σ N can be increased upon each negative decision. Moreover, in the case of a symmetric distance function, the symmetry of the problem can be used to avoid redundant searching : as long as no positive decisions have been made so far (for instance, when in the second branch of the first decision), negative decisions can be taken both ways : one can set Prev(i) ≠ best N (i) along with Next(i) ≠ best N (i) , since no partial tour has yet been directed. Finally, there are two ways of performing the optimization. Traditional branch and bound explores a single search tree (dynamically reducing GOAL as solutions are found). Another classical solution (which has been used successfully on scheduling problems [5] ) consists in starting over a new tree search each time a solution is found. This may lead to redundant exploration (no memory is kept from one search to the next one), but it ensures that the tree is "well built" for the problem to be solved (the first-fail and regret criteria have been evaluated for the present value of GOAL and not for a weaker one). Of these two techniques, the first one is usually best suited for problems whose complexity does not increase too fast as one approaches the optimum (this is the case when the solution set is dense in the search space) and for weak propagation techniques (brute-force exploration algorithms), whereas the second is efficient for hard problems (sparse solution set) solved by heavy propagation and fine-tuned search heuristics. Our approach to the TSP belongs to the second class, so this optimization scheme will be adopted.
Bounding
The problem being fully symmetrical with respect to Next / Prev, the bound
the Prev relation which can also be used for pruning. Both these bounds can be used not only for pruning but also for discarding some edges early on. Indeed, when an edge ij has a weight much higher than the best assignment for i or j, one can predict that its selection would immediately fail : when
then j is removed from the domain of Next(i) and i is removed from the domain of Prev(j).
This analysis not only simplifies the problem by reducing the number of edges to be considered, it strengthens the connection check and also enhances the first-fail analysis by considering the number of serious alternatives for each variable.
Anyhow, these two bounds are often far away from the optimum because they are myopic and always consider the best possible assignment. Sometimes, one could predict that it will not be possible to affect the best choice to all variables. For instance, when best N (i) = best N ( j) , we can see that either Next(i) or Next(j) will not be assigned to its best value and we can add min(regret N (i), regret N ( j)) to the bound Σ N . More generally, we can add to Σ N the quantity
However, in some situations, the bounds can be arbitrarily far from the optimum. For example, when the distance function is given by a geographic map and when the cities are grouped in clusters on this map, neither the bound Σ N nor the corrective term reflect the travel distance from one cluster to another. This can be taken into account by the computation of a minimum spanning tree. Indeed, for a tour, Next is a chain (a special kind of tree, of constant degree 1) spanning all vertices {1,...,n+1}. Hence it is a spanning tree rooted in node 1 (see [2] , [21] ). Two lower bounds related to minimal spanning trees can be computed : the first one is the weight of an undirected minimal spanning tree (MST), which can be computed by Prim's algorithm in O(n 2 ) [10] , or by an incremental version of Kruskal's algorithm (as it is used by [17] ). The second lower bound is the weight of a minimal spanning arborescence (MSA). A spanning arborescence is a directed spanning tree where all edges are directed from the root towards the leaves. Computing the MSA for a given root can be done with Edmonds' algorithm in O(mn) ( [9] , [10] ). Both these lower bounds may be used for pruning the search tree.
Results
The set of benchmarks that we consider in the next table and in the rest of the paper comes from TSPLIB, a library of benchmarks related to the TSP collected by Reinelt [21] . All problems have symmetrical distance matrices and their number of nodes should be self-evident from their names. Problems gr17, 21,24 are problems from M. Grötschel, problem fri26 comes from Fricker, problems bayg29 and bays29 come from Grötschel, Jünger and Reinelt, problem dantzig42 comes from Dantzig, problem att48 from Padberg and Rinaldi, hk48 from Held and Karp, brazil58 from Fereira and st70 from Smith and Thompson. To this set of benchmarks, we added a few hard random problems of our own cl10, cl13, cl15, cl20 with L 2 distance.
In table 3, we compare several programs : basic CLP is the program described section 3.1; symmetrical CLP is the same program with symmetrical bounds and branching, combining regret and first-fail; full propagation adds the strong connection check, the dynamic removal of edges based on Σ N ,Σ P and the look-ahead refinement of the lower bounds. The next program has the same propagation with a binary search tree and the last one includes the evaluation of a MSA as lower bound.
In each cell, we indicate the number of backtracks in the search tree for the full optimization phase as well as the total running time on a Sun Sparc 10 (kb. denote thousands of backtracks and Mb. denotes millions of backtracks). For each problem, we print in bold the shortest running time and smallest number of backtracks.
We do not mention the behavior of a basic propagation such as those implemented in CHIP or ILOG SOLVER, over which the algorithm basic CLP is already an improvement (such systems require already unreasonable running times on some 15 node problems). Neither do we mention the algorithm using the evaluation of the MST by Prim's algorithm as a lower bound nor the algorithm detecting isthmus because these techniques produce a very tiny reduction in the search space and their overall effect is to slow down the algorithm by a large factor. 
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9 s. Among these versions, the best competitor is the algorithm using the full propagation mechanism and building binary search trees. It is simple to implement and the size of search trees, as well as running times, grow relatively slowly with respect to problem size; thus it seems robust enough to solve larger problems.
Scaling up Constraint Propagation to larger TSPs
Different approaches for larger problems
Although the need for algorithms solving 20-50 node TSPs in a flexible manner is not clear, we experimented our constraint algorithms on larger benchmarks, since it seemed to be robust enough. The previous algorithm can solve up to 30 node TSPs within reasonable time. For these larger problems, the ranking between different versions remained the same (it is worth performing full propagation and binary search and not worth using Edmonds' MSA a lower bound). Another experiment, probably more relevant to the issue of flexible programming is to see how this algorithm performs on asymmetric distances. The same algorithm was able to solve problems up to 30 nodes (as for symmetric case). As explained in [2] , the assignment relaxation is a better estimate in the asymmetric case than in the symmetric case since for symmetric distances, the optimal assignment contains many atomic tours (if x is the nearest neighbor of y, it is likely that y is the nearest neighbor of x and thus, it is likely that the optimal assignment will contain a tour xyx, which drives the optimal assignment to be composed of many small tours). As expected, the more asymmetric the problem, the better the assignment relaxation, the faster the algorithm.
A last experiment to assess the flexibility of the algorithm was to run it on instances with time windows. A simple scheduling component was therefore added to the TSP constraint algorithm, updating time windows upon changes in the graph and discarding edges in the graph because of time window exclusion. Due to lack of space, we do not describe here the scheduling component, but we refer the reader to [17] for a description of a similar algorithm. We tested this algorithm on single route decomposition of famous VRPTW benchmarks by Solomon (we report here the problem rc201), starting with the route decomposition found by the best tabu algorithm on the problem [23] . As noticed in [17] , a constraint algorithm can easily improve the tabu solution and prove optimality this route decomposition (the four subroutes have up to 29 nodes, but time windows make the problem easier for a constraint program by drastictly restricting the solution space). One technique provesd extremely usefull for reducing the search space: it consists in trying to select all edges one after the other and in discarding those which lead through propagation to a failure. This technique is very similar to the "shaving" technique of [15] for the job shop problem. In problems fairly constrained with time windows, it leads to the removal of about half of the edges before any search was started ! On the problem rc201, the constraint algorithm was able (as in [17] ) to improve the solution from [23] from 1413.79 to 1413.52 (optimal solution for this route decomposition). However, the running time is significantly smaller than that of [17] (35s. on a SPARC10 versus 630s. on a SPARC1000). The difference is probably due to the use of tighter bounds (with the lookahead evaluation of regrets and the use of a MSA versus a MST) and to the use of different constraint engines (Claire versus Eclipse). Operations Research offers a large variety of algorithms for the TSP because the problem has been studied for several decades. There are numerous heuristics for obtaining an initial approximate solution. Among them, many are insertion algorithms which insert one by one all nodes in the tour, starting from an empty tour and selecting the node to insert by some dynamic criterion, aand the savings algorithm ( [7] ) originally designed for the Vehicle Routing Problem (VRP). For a comprehensive survey, see [21] . After a solution has been obtained, it can be refined by local optimization methods.
As far as the exact resolution of larger TSPs is concerned, branch and cut is the method of choice. These algorithms are based on a linear formulation of the problem, and perform linear optimization and cutting plane generation within a branch and bound scheme [16] . Linear programming approaches have made great progress in the past decades, from the first 49 city example solved in 1954 by Dantzig, Fulkerson and Johnson [8] and the 64 city example of Held and Karp [12] in 1970 to the 120 city example of Grötschel in 1980 [11] and to the large problems solved by Padberg and Rinaldi [16] (532 cities in 1987 and 2392 in 1991).
Improved bounding
As mentioned in the historical section above, Held and Karp improved the state of the art in 1970 by solving a 64-city problem, when others were limited to 40-city problems. Their new idea was the introduction of minimal spanning trees within a Lagrangean relaxation framework adapted to the TSP. In this section we propose to include Lagrangean relaxation (LR) as a bounding technique in our constraint propagation program, in order to make constraint propagation step into the world of mid-sized TSPs (50 to 100 nodes), as linear programming did, 25 years ago. The principle of Lagrangean relaxation is described in the appendix.
We implemented Lagrangean relaxation as a lower bounding technique and added it to our best constraint program. A few remarks can be made from our first experiments : First of all, the lower bound given by LR is excellent (most of the time, within 1% of the optimum) and it is worth spending much time trying to refine it. It may be worthwhile to run 100 times Edmonds' algorithm per node in the search tree rather than 10, even if the gain for the lower bound seems small. The more heavily LR is used, the better it works (for example, limiting the use of LR to a low depth of the search tree is not a good idea). In fact, a lightweight LR bound (a less optimized, faster computation, say with 3-5 iterations) used as a usual bounding technique (for example, like our lookahead corrective term on Σ N ,Σ P ) is of absolutely no interest, even if it cuts by 10 the size of the tree. LR is too heavy a technique for this kind of use. One could say that the LR process is so powerful that the rest of constraint propagation becomes useless (in this sense, such mixed approaches are on the edge of constraint programming). In the runs described below, the algorithm finds the solutions before coming to a leaf of the tree, because Edmonds' algorithm finds a MSA that is actually a Hamiltonian cycle. The maximal depth of search for the problems listed below is between 3 and 13.
Moreover, we found it worthwhile to change the branching scheme in order to force the LR bound to raise from one level of the search tree to another : we selected a node with highest penalty in the optimal MSA (either a node with high degree or a leaf) and apply our binary alternative to it. 3.3 ks. Several conclusions can be drawn from these experiments : first of all, Lagrangean relaxation is a good technique since it allows us to solve problems significantly larger than what can be solved without it. Unfortunately it is unstable and hard to code (parameters vary for each problem).This seems to indicate that LR could not yet be used as a generic technique, encapsulated in a constraint solver.
Synthesis
From the previous experiments, we can derive the following "roadmap" for solving TSPs. This roadmap is a small decision tree that identifies the best technology to solve a TSP as of today. Large problems are still out of reach for exact methods using constraint propagation, even with the help of specialized bounding technique such as Lagrangean relaxation. For such problems, the choice is between Branch & Cut if the problem is pure (no side-constraints) or heuristics such as LK. An open subject is the use of constraint propagation to improve Local Optimization methods. We already mentioned the fact that LK is a heuristic that mixes local optimization with a limited form of backtrack.
Lagrangean Relaxation enables Constraint Programming to solve mediumsized problems but this technique is not robust and is difficult to master. For pure problems, a scaled-down Branch & Cut solution seems preferable. The open question arise from small-to-medium problems with additional constraints such as TSPTW.
Small problems are best solved using constraint propagation, while taking advantage of the techniques proposed in this paper. The resulting algorithm is robust and flexible and outperforms dynamic programming in all situations. It is faster for small problems, its upper limit of applicability is much higher and it can be used for satisfiability (is there a solution with such length) with much faster results. One can conclude that constraint programming should replace dynamic programming as the technique of choice for small TSPS.
Summary
This paper has presented a set of techniques that can be applied to solve small TSPs with constraint propagation:
• We have shown a simple-yet-powerful propagation scheme for the nocycle global constraint and introduced a global "strong connection" constraint that is easy to verify.
• We have proposed a binary branching scheme that is easy to implement and outperforms more classical approaches. We have also underscored the utility of a redundant symmetrical modeling of the problem.
