This memo proposes to advance a performance metric RFC along the standards track, specifically RFC 2679 on One-way Delay Metrics. Observing that the metric definitions themselves should be the primary focus rather than the implementations of metrics, this memo describes the test procedures to evaluate specific metric requirement clauses to determine if the requirement has been interpreted and implemented as intended. Two completely independent implementations have been tested against the key specifications of RFC 2679.
Introduction
The IETF IP Performance Metrics (IPPM) working group has considered how to advance their metrics along the standards track since 2001, with the initial publication of Bradner/Paxson/Mankin's memo [I-D.bradner-metricstest]. The original proposal was to compare the results of implementations of the metrics, because the usual procedures for advancing protocols did not appear to apply. It was found to be difficult to achieve consensus on exactly how to compare implementations, since there were many legitimate sources of variation that would emerge in the results despite the best attempts to keep the network paths equal, and because considerable variation was allowed in the parameters (and therefore implementation) of each metric. Flexibility in metric definitions, essential for customization and broad appeal, made the comparison task quite difficult.
A renewed work effort sought to investigate ways in which the measurement variability could be reduced and thereby simplify the problem of comparison for equivalence.
There is consensus represented in [RFC6576] that the metric definitions should be the primary focus of evaluation rather than the implementations of metrics, and equivalent results are deemed to be evidence that the metric specifications are clear and unambiguous. This is the metric specification equivalent of protocol interoperability. The advancement process either produces confidence that the metric definitions and supporting material are clearly worded and unambiguous, OR, identifies ways in which the metric definitions should be revised to achieve clarity.
The process should also permit identification of options that were not implemented, so that they can be removed from the advancing specification (this is an aspect more typical of protocol advancement along the standards track). This memo's purpose is to implement the current approach for [RFC2679] . It was prepared to help progress discussions on the topic of metric advancement, both through e-mail and at the upcoming IPPM meeting at IETF.
In particular, consensus is sought on the extent of tolerable errors when assessing equivalence in the results. In discussions, the IPPM working group agreed that test plan and procedures should include the threshold for determining equivalence, and this information should be available in advance of cross-implementation comparisons. This memo includes procedures for same-implementation comparisons to help set the equivalence threshold. Another aspect of the metric RFC advancement process is the requirement to document the work and results. The procedures of [RFC2026] are expanded in [RFC5657] , including sample implementation and interoperability reports. This memo expands on these RFCs and the examples in Appendix A of [RFC6576] for the procedure and report that accompanies the protocol action request submitted to the Area Director, including description of the test set-up, results for each implementation, and conclusions.
A Definition-centric metric advancement process
The process described in Section 3.5 of [RFC6576] takes as a first principle that the metric definitions, embodied in the text of the RFCs, are the objects that require evaluation and possible revision in order to advance to the next step on the standards track. This memo follows that process.
Test configuration
One metric implementation used was NetProbe version 5. 8.5 Stds Track Tests RFC2679  June 2012   +----+ +----+  +----+ +----+  |Imp1| |Imp1| ,---. |Imp2| |Imp2|
Illustrations of a test setup with a bi-directional tunnel. The upper diagram emphasizes the VLAN connectivity and geographical location. The lower diagram shows example flows traveling between two measurement implementations (for simplicity, only two flows are shown).
Figure 1
The testing employs the Layer 2 Tunnel Protocol, version 3 (L2TPv3) [RFC3931] The network emulator is a host running Fedora 14 Linux [Fedora14] with IP forwarding enabled and the "netem" Network emulator [netem] loaded and operating as part of the Fedora Kernel 2. 6.35.11 . Connectivity across the netem/Fedora host was accomplished by bridging Ethernet VLAN interfaces together with "brctl" commands (e.g., eth1.100 <-> eth2.100). The netem emulator was activated on one interface (eth1) and only operates on test streams traveling in one direction. In some tests, independent netem instances operated separately on each VLAN.
The links between the netem emulator host and router and switch were found to be 100baseTx-HD (100Mbps half duplex) when the testing was complete. Use of Half Duplex was not intended, but probably added a small amount of delay variation that could have been avoided in full duplex mode.
Each individual test was run with common packet rates (1 pps, 10pps) Poisson/Periodic distributions, and IP packet sizes of 64, 340, and 500 Bytes. These sizes cover a reasonable range while avoiding fragmentation and the complexities it causes, and thus complying with the notion of "standard formed packets" described in Section 15 of [RFC2330] .
For these tests, a stream of at least 300 packets were sent from Source to Destination in each implementation. Periodic streams (as per [RFC3432] ) with 1 second spacing were used, except as noted.
With the L2TPv3 tunnel in use, the metric name for the testing configured here (with respect to the IP header exposed to Internet processing) is: The values of T in the sequence are monotonic increasing. Note that T would be a valid parameter to Type-P-One-way-Delay, and that dT would be a valid value of Type-P-One-way-Delay.
Also, Section 3. 8.4 of [RFC2679] recommends that the path SHOULD be reported. In this test set-up, most of the path details will be concealed from the implementations by the L2TPv3 tunnels, thus a more informative path trace route can be conducted by the routers at each location.
When NetProbe is used in production, a traceroute is conducted in parallel with, and at the outset of measurements.
Perfas+ does not support traceroute. It was only possible to conduct the traceroute for the measured path on one of the tunnel-head routers (the normal trace facilities of the measurement systems are confounded by the L2TPv3 tunnel encapsulation).
Error Calibration, RFC 2679
An implementation is required to report on its error calibration in Section 3.8 of [RFC2679] (also required in Section 4.8 for sample metrics). Sections 3.6, 3.7, and 3.8 of [RFC2679] give the detailed formulation of the errors and uncertainties for calibration. In summary, Section 3. 7 In a test with hundreds of singletons, the median is the systematic error and when the median is subtracted from all singletons, the remaining variability is the random error.
The test context, or Type-P of the test packets, must also be reported, as required in Section 3.8 of [RFC2679] and all metrics defined there. Type-P is defined in Section 13 of [RFC2330] (as are many terms used below).
NetProbe Error and Type-P
Type-P for this test was IP-UDP with Best Effort DSCP. These headers were encapsulated according to the L2TPv3 specifications [RFC3931] , and thus may not influence the treatment received as the packets traversed the Internet.
In general, NetProbe error is dependent on the specific version and installation details.
NetProbe operates using host time above the UDP layer, which is different from the wire-time preferred in [RFC2330] , but can be identified as a source of error according to Section 3. 7 
.2 of [RFC2679].
Accuracy of NetProbe measurements is usually limited by NTP synchronization performance (which is typically taken as ~+/-1ms error or greater), although the installation used in this testing often exhibits errors much less than typical for NTP. The primary stratum 1 NTP server is closely located on a sparsely utilized network management LAN, thus it avoids many concerns raised in Section 10 of [RFC2330] (in fact, smooth adjustment, long-term drift analysis and compensation, and infrequent adjustment all lead to stability during measurement intervals, the main concern).
The resolution of the reported results is 1us (us = microsecond) in the version of NetProbe tested here, which contributes to at least +/-1us error. The median or systematic error can be as high as 110 us, and the range of the random error is also on the order of 116 us for all streams.
Also, anticipating the Anderson-Darling K-sample (ADK) [ADK] comparisons to follow, we corrected the CAL2 values for the difference between means between CAL2 and CAL3 (as specified in [RFC6576] ), and found strong support for the (Null Hypothesis that) the samples are from the same distribution (resolution of 1 us and alpha equal 0. 05 
Perfas+ Error and Type-P
Perfas+ is configured to use GPS synchronisation and uses NTP synchronization as a fall-back or default. GPS synchronisation worked throughout this test with the exception of the calibration stated here (one implementation was NTP synchronised only). The time stamp accuracy typically is 0.1 ms.
The resolution of the results reported by Perfas+ is 1us (us = microsecond) in the version tested here, which contributes to at least +/-1us error. A key point is that the allowable errors, corrections, and confidence levels only need to be sufficient to detect mis-interpretation of the tested specification resulting in diverging implementations.
Also, the allowable error must be sufficient to compensate for measured path differences. It was simply not possible to measure fully identical paths in the VLAN-loopback test configuration used, and this practical compromise must be taken into account.
For Anderson-Darling K-sample (ADK) comparisons, the required confidence factor for the cross-implementation comparisons SHALL be the smallest of: o 0.95 confidence factor at 1ms resolution, or o the smallest confidence factor (in combination with resolution) of the two same-implementation comparisons for the same test conditions.
A constant time accuracy error of as much as +/-0.5ms MAY be removed from one implementation's distributions (all singletons) before the ADK comparison is conducted.
A constant propagation delay error (due to use of different sub-nets between the switch and measurement devices at each location) of as much as +2ms MAY be removed from one implementation's distributions (all singletons) before the ADK comparison is conducted.
For comparisons involving the mean of a sample or other central statistics, the limits on both the time accuracy error and the propagation delay error constants given above also apply.
Tests to evaluate RFC 2679 Specifications
This section describes some results from real-world (cross-Internet) tests with measurement devices implementing IPPM metrics and a network emulator to create relevant conditions, to determine whether the metric definitions were interpreted consistently by implementors. 2. Measure a sample of one-way delay singletons with 2 or more implementations, using identical options and network emulator settings (if used).
3. Measure a sample of one-way delay singletons with *four* instances of the *same* implementations, using identical options, noting that connectivity differences SHOULD be the same as for the cross implementation testing.
Apply the ADK comparison procedures (see Appendix C of [RFC6576])
and determine the resolution and confidence factor for distribution equivalence of each same-implementation comparison and each cross-implementation comparison.
5. Take the coarsest resolution and confidence factor for distribution equivalence from the same-implementation pairs, or the limit defined in Section 5 above, as a limit on the equivalence threshold for these experimental conditions. 6 . Apply constant correction factors to all singletons of the sample distributions, as described and limited in Section 5 above. The netem emulator was set for 100ms average delay, with uniform delay variation of +/-50ms. In this experiment, the netem emulator was configured to operate independently on each VLAN and thus the emulator itself is a potential source of error when comparing streams that traverse the test path in different directions.
In the result analysis of this section:
o All comparisons used 1 microsecond resolution.
o No Correction Factors were applied.
o The 0.95 confidence factor (1.960 for paired stream comparison) was used.
NetProbe Same-implementation results
A single same-implementation comparison fails the ADK criterion (s1 <-> sB). We note that these streams traversed the test path in opposite directions, making the live network factors a possibility to explain the difference.
All other pair comparisons pass the ADK criterion. The combined same-implementation samples and the combined crossimplementation comparison all pass the ADK criteria at P>=0.18 and support the Null Hypothesis (both data sets come from a common distribution).
We also see that the paired ADK comparisons are rather critical. Although the NetProbe s1-sB comparison failed, the combined data set from 4 streams passed the ADK criterion easily. from NetProbe or Perfas+ proved to be different from the others in paired comparisons (even same implementation comparisons). When the outlier stream was removed from the comparison, the remaining streams passed combined ADK criterion. Also, the application of correction factors resulted in higher comparison success.
We conclude that the two implementations are capable of producing equivalent one-way delay distributions based on their interpretation of [RFC2679].
Additional Investigations
On the final day of testing, we performed a series of measurements to evaluate the amount of emulated delay variation necessary to achieve successful ADK comparisons. The need for Correction factors (as permitted by Section 5) and the size of the measurement sample (obtained as sub-sets of the complete measurement sample) were also evaluated.
The common parameters used for tests in this section are: In this experiment, the netem emulator was configured to operate independently on each VLAN and thus the emulator itself is a potential source of error when comparing streams that traverse the test path in different directions.
In the result analysis of this section: We note that 150 value sub-samples were also evaluated, with ADK conclusions that followed the results for 300 values. Also, sameimplementation analysis was conducted with results similar to the above, except that more of the "raw" or uncorrected samples passed the ADK criterion. 2. configure the network emulator to add 1.0 sec one-way constant delay in one direction of transmission.
3. measure (average) one-way delay with 2 or more implementations, using identical waiting time thresholds (Thresh) for loss set at 3 seconds. 4 . configure the network emulator to add 3 sec one-way constant delay in one direction of transmission equivalent to 2 seconds of additional one-way delay (or change the path delay while test is in progress, when there are sufficient packets at the first delay setting)
5. repeat/continue measurements 6. observe that the increase measured in step 5 caused all packets with 2 sec additional delay to be declared lost, and that all packets that arrive successfully in step 3 are assigned a valid one-way delay.
The common parameters used for tests in this section are: The netem emulator was set to add constant delays as specified in the procedure above.
NetProbe results for Loss Threshold
In NetProbe, the Loss Threshold is implemented uniformly over all packets as a post-processing routine. With the Loss Threshold set at 3 seconds, all packets with one-way delay >3 seconds are marked "Lost" and included in the Lost Packet list with their transmission time (as required in Section 3.3 of [RFC2680] ). This resulted in 342 packets designated as lost in one of the test streams (with average delay = 3.091 sec).
Perfas+ Results for Loss Threshold
Perfas+ uses a fixed Loss Threshold which was not adjustable during this study. The Loss Threshold is approximately one minute, and emulation of a delay of this size was not attempted. However, it is possible to implement any delay threshold desired with a postprocessing routine and subsequent analysis. Using this method, 195 packets would be declared lost (with average delay = 3.091 sec).
Conclusions for Loss Threshold
Both implementations assume that any constant delay value desired can be used as the Loss Threshold, since all delays are stored as a pair <Time, Delay> as required in [RFC2679] . This is a simple way to enforce the constant loss threshold envisioned in [RFC2679] (see specific section references above). We take the position that the assumption of post-processing is compliant, and that the text of the RFC should be revised slightly to include this point. The netem emulator was set to add constant 100ms delay.
NetProbe and Perfas+ Results for Serialization
When the IP header + payload size was increased from 64 octets to 500 octets, there was a delay increase observed. The netem emulator was set to add constant delays as specified in the procedure above. Average delays before/after 1 second increase
The Perfas+ implementation observed a 1 second increase with a 7 microsecond error.
Conclusions for Differential Delay
Again, the live network conditions appear to have influenced the results, but both implementations measured the same delay increase within their calibration accuracy.
Implementation of Statistics for One-way Delay
The ADK tests the extent to which the sample distributions of one-way delay singletons from two implementations of [RFC2679] appear to be from the same overall distribution. By testing this way, we economize on the number of comparisons, because comparing a set of individual summary statistics (as defined in Section 5 of [RFC2679] ) would require another set of individual evaluations of equivalence. Instead, we can simply check which statistics were implemented, and report on those facts, noting that Section 5 of [RFC2679] does not specify the calculations exactly, and gives only some illustrative examples. Only the Type-P-One-way-Delay-Inverse-Percentile has been ignored in both implementations, so it is a candidate for removal in RFC2679bis.
Security Considerations
The security considerations that apply to any active measurement of live networks are relevant here as well. See [RFC4656] and [RFC5357].
IANA Considerations
This memo makes no requests of IANA, and hopes that IANA will welcome our new computer overlords as willingly as the authors.
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