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Abstract
This paper is about the combinatorics of finite point configurations in the tropical pro-
jective space or, dually, of arrangements of finitely many tropical hyperplanes. Moreover,
arrangements of finitely many tropical halfspaces can be considered via coarsenings of the
resulting polyhedral decompositions of Rd. This leads to natural cell decompositions of the
tropical projective space TPd−1min . Our method is to employ a known class of ordinary convex
polyhedra naturally associated with weighted digraphs. This way we can relate to and use
results from combinatorics and optimization. One outcome is the solution of a conjecture of
Develin and Yu (2007).
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1. Introduction
The tradition of max-plus linear algebra in optimization and related areas goes back several
decades; for an overview e.g., see Litvinov, Maslov and Shpiz [21], Cohen, Gaubert and
Quadrat [7] or Butkovič [6] and their references. Develin and Sturmfels connected max-plus
linear algebra under the name of tropical convexity to geometric combinatorics in their
landmark paper [9]; see also [22, Chapter 5]. This line of research has been continued in [17],
[10], [5], [11] and other references. The interest in a more geometric perspective comes from
several directions. One source is tropical geometry, which e.g., relates tropical convexity
to the combinatorics of the Grassmannians [27], [15], [11]. A second independent source is
the study of tropical analogues of linear programming [2] which, e.g., is motivated by its
connections to deep open problems in computational complexity [1].
Since the paper [9] by Develin and Sturmfels more than ten years ago some of the strands
of research still seem to diverge. The main purpose of this paper is to help bridging this gap.
Our point of departure is [9, Theorem 1], which establishes a fundamental correspondence
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between the configurations of n points in the tropical projective torus Rd/R1 and the
regular subdivisions of the product of simplices ∆d−1 × ∆n−1. We suggest to call this
result the Structure Theorem of Tropical Convexity. It was recently extended by Fink and
Rincón [11, Corollary 4.2] to include regular subdivisions of subpolytopes of products of
simplices. For the tropical point configurations this amounts to taking ∞ as a coordinate
into account. Our first contribution is a new proof of that result (Corollary 33). Moreover,
in [9] and [11] only tropical convex hulls of points (or dually, arrangements of tropical
hyperplanes) are considered, whereas here we also bring exterior descriptions in terms of
tropical half-spaces [17], [13] into the picture. Arrangements of max-tropical halfspaces
correspond to the ‘two-sided max-linear systems’ in the max-plus literature [6, §7]. As an
additional benefit our methods allow us to resolve a previously open question raised by
Develin and Yu, who conjectured that a finitely generated tropical convex hull is pure and
full-dimensional if and only if it has a half-space description in which the apices of these
tropical half-spaces are in general position [10, Conjecture 2.11]. We show that, indeed,
general position implies pureness and full-dimensionality (Theorem 45), and we give a
counter-example to the converse (Example 46). The approach through tropical convex hulls
on the one hand and the approach through systems of tropical inequalities on the other hand
gives rise to two interesting cell decompositions of the tropical projective spaces (Theorem 50
and Corollary 53). This ties in with compactifications of tropical varieties; see Mikhalkin [23,
§3.4].
As in [9] it turns out to be convenient to examine the regular subdivisions of products
of simplices and their subpolytopes in terms of a dual ordinary convex polyhedron, which
we call the envelope of the tropical point configuration. In fact, it is even fruitful to see this
envelope as a special case of a more general class of ordinary polyhedra which are associated
with directed graphs with weighted arcs. These weighted digraph polyhedra are defined by
linear inequalities of the form
xi − xj ≤ wij ,
where wij is the weight on the arc from the node i to the node j. Their feasible points are
well known as potentials in the optimization literature, and the weighted digraph polyhedra
are sometimes called ‘shortest path polyhedra’; e.g., see [25, §8.2] for an overview. Recently
potentials and weighted digraph polyhedra stared prominently in the work of Khachiyan and
al. [19] on hardness results in the context of vertex enumeration. Specializing all arc weights
to zero yields the digraph cones which are closely related to order polytopes of partially
ordered sets. By applying a celebrated result of Stanley [28, Theorem 1.2] we obtain a
combinatorial characterization of the entire face lattice of any digraph cone (Theorem 11).
Our paper is organized as follows. Section 2 starts out with investigating a general
weighted digraph polyhedron Q(W ) associated with a k×k-matrix W , which we read as a
directed graph Γ = Γ(W ) equipped with a weight function. The digraph cones, with all
finite entries equal to zero, naturally come in as their recession cones. We show that the
face lattice of a digraph cone is isomorphic to a face figure of the order polytope associated
2
with the acyclic reduction of Γ and, via Stanley’s result [28, Theorem 1.2], to a partially
ordered set of partitions of the node set of Γ ordered by refinement. It is a key observation
that the faces of a weighted digraph polyhedron are again weighted digraph polyhedra. The
envelope of an arbitrary d×n-matrix V is the weighted digraph polyhedron for a specific
(d+n)×(d+n)-matrix constructed from V .
In Section 3 we direct our attention to tropical convexity, which is essentially the same
as linear algebra over the tropical semi-ring Tmin = (R ∪ {∞},min,+). Clearly, it is just
a matter of taste if one prefers min or max as the tropical addition. More importantly
though, it turns out to be occasionally convenient to use both these operations together
to be able to phrase some of our results in a natural way. So we usually consider tropical
linear spans of vectors in the min-tropical setting and intersections of tropical half-spaces in
the max-setting. With any matrix V ∈ Rd×n Develin and Sturmfels associate a polyhedral
decomposition of the tropical projective torus Rd/R1 [9, §3]; here 1 denotes the all ones
vector. We follow Fink and Rincón [11] in calling this polyhedral complex the covector
decomposition. The cells of the covector decomposition are naturally indexed by subgraphs
of the digraph Γ(W ), where W is the (d+n)×(d+n)-matrix mentioned above. Moreover,
these cells arise as orthogonal projections of the faces of the envelope of V . If V is finite then
(in the tropical projective torus) the union of the bounded cells of the type decomposition is
exactly the tropical convex hull of the columns of V . Further, the covector decomposition
is dual to a regular subdivision of the product of simplices ∆d−1 ×∆n−1. If V has infinite
coordinates, it still makes sense to talk about the tropical cone generated by the columns,
but ∆d−1 ×∆n−1 gets replaced by the subpolytope corresponding to the finite entries of V ;
see [11]. This leads to studying point configurations in the tropical projective space; see
Mikhalkin [23, §3.4] and Section 3.5 below. Another way of interpreting the matrix V ,
with coefficients in Tmin, is as an arrangement of max-tropical hyperplanes. The covector
decomposition arises as the common refinement of the affine fans corresponding to these
tropical hyperplanes. Equipping such a tropical hyperplane arrangement with a certain graph
encoding the feasibility of a cell gives rise to a max-tropical cone described as the intersection
of finitely many tropical half-spaces; see [17] and [13]. This is how tropical cones naturally
arise in the context of tropical linear programming. In [2] a tropical version of the simplex
method is described. The pivoting operation proposed there can be explained in terms of
operations on the graph Γ(W ), the crucial object being the tangent digraph from [2, §3.1],
which carries the same information as the ‘tangent hypergraphs’ of Allamigeon, Gaubert
and Goubault [3]. We show how the tangent digraph encodes the local combinatorics of
the covector decomposition induced by V in the neighborhood of a given point. Finally, we
recall the signed cell decompositions from [2, §3.2] which form the tropical analogues of the
polyhedral complexes generated from a system of ordinary affine hyperplanes.
The upshot is that all the remarkable combinatorial properties of tropical convexity
can be inferred from the weighted digraph polyhedra. It is worth noting that the facet
normals of their defining inequalities are precisely the roots of a type A root system. Lam
and Postnikov [20] introduced ‘alcoved polytopes’ which are exactly the weighted digraph
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polyhedra which are bounded (modulo projecting out the subspace R1). These are also
the polytropes in [18]. Section 3.4 gives more details. The paper closes with a few open
problems.
2. Weighted digraph polyhedra
2.1. The construction
Let W = (wij) be an arbitrary k×k-matrix with coefficients in Tmin = R ∪ {∞}. This
yields a digraph Γ(W ) with node set [k] and an arc from i to j whenever the coefficient wij
is finite. Notice that Γ(W ) may have loops, corresponding to finite entries on the diagonal.
Also (i, j) and (j, i) both may be arcs, but there are no other multiple edges. The matrix
W induces a map, γ, which assigns to each arc (i, j) of Γ(W ) its weight wij . We call the
pair (Γ(W ), γ(W )) the weighted digraph associated with W . Conversely, each finite directed
graph Γ endowed with a weight function γ on its arcs has a weighted adjacency matrix
W (Γ, γ). Often we will not distinguish between the matrix W and the digraph Γ equipped
with the weight function γ.
Our key player is the weighted digraph polyhedron Q(W ) in Rk which is defined by the
linear inequalities
xi − xj ≤ wij for each arc (i, j) in Γ(W ) . (1)
For a directed graph Γ with a weight function γ we also write Q(Γ, γ) instead of Q(W (Γ, γ)).
Observe that −Q(W ) = Q(W>). A feasible point in Q(W ) is sometimes called a potential
on the digraph Γ; e.g., see [25, §8.2]. The following result of Gallai [12] clarifies the feasibility
of the constraints; see also [25, Theorem 8.2] and [6, §2.1].
Lemma 1. The weighted digraph polyhedron Q(W ) is empty if and only if the weighted
digraph (Γ, γ) has a negative cycle.
If the weighted digraph (Γ, γ) does not have any negative cycle there is a directed shortest
path between any two nodes. Let W ∗ = (w∗ij) be the k×k-matrix which records the weights
of these shortest paths. Following Butkovič [6, §1.6.2] we call the shortest path matrix W ∗
the Kleene star of W . The tropical addition ⊕ = min extends to vectors and matrices
coefficientwise. Moreover, the tropical addition and the tropical multiplication give rise to a
tropical matrix multiplication, which we also write as . Matrix powers of W with respect
to  are written as W` where W0 = I is the min-tropical unit matrix, which has zero
coefficients on the diagonal and∞ otherwise, and W(`+1) = W`W . With this notation
we have the formula
W ∗ = I ⊕W ⊕W2 ⊕ · · · ⊕Wk ,
whose direct evaluation amounts to applying the Bellman-Ford method for computing all
shortest paths [25, §8.3]. The next lemma points out a special property of the inequality
description given by W ∗; see [25, Theorem 8.3].
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Lemma 2. Each of the defining inequalities from (1) for the weighted digraph polyhedron
of the matrix W ∗ is tight.
Proof. Let xi − xj ≤ w∗ij be an inequality defining Q(W ∗). The vector of weights w∗pj for
p ∈ [k], i.e., the jth column of W ∗, satisfies each inequality by the shortest path property
w∗pj ≤ w∗pq+w∗qj . Equivalently we have w∗pj−w∗qj ≤ w∗pq. Due to w∗jj = 0, this vector satisfies
the equality xi − xj = w∗ij .
Throughout the following we assume that (Γ, γ) does not have a negative cycle. In view
of Lemma 1 this is equivalent to the feasibility of Q(W ), and the Kleene star W ∗ is defined.
Further, let E(W ) be the equality graph of W , which is the undirected graph on the node
set [k] and which has an edge between i and j if Q(W ) satisfies xi − xj = w∗ij < ∞ or
xj − xi = w∗ji <∞.
Lemma 3.
(a) We have Q(W ∗) = Q(W ) and E(W ∗) = E(W ).
(b) Two distinct nodes i and j are contained in a directed cycle of weight zero in Γ(W ) if and
only if {i, j} is contained in the equality graph E(W ) if and only if w∗ij = −w∗ji <∞.
Proof. The proof for both statements is essentially the same. Let pi = (i0, i1, . . . , im)
be a directed path in Γ. This corresponds to the inequalities xi`−1 ≤ xi` + wi`−1i` for
` ∈ {1, . . . ,m}. By transitivity we obtain
xi0 ≤ xim +
m∑
`=1
wi`−1i`
as a valid inequality for Q(W ). Restricting to shortest paths shows Q(W ∗) ⊇ Q(W ). The
other inclusion is obvious. Notice that this readily implies that the equality graphs E(W )
and E(W ∗) are the same.
Now suppose that pi is a directed cycle of weight zero. In particular, i0 = im is the same
node and because of the presumed feasibility, the cycle contains the shortest path for any
pair of its nodes. The above yields for each µ ∈ {0, . . . ,m} the inequalities
xi0 ≤ xiµ +
µ∑
`=1
wi`−1i` = xiµ + w
∗
i0,iµ and xiµ ≤ xim +
m∑
`=µ+1
wi`−1i` = xi0 + w
∗
iµ,i0 .
With w∗i0,iµ + w
∗
iµ,i0
= 0 we obtain
xi0 − xiµ ≤ w∗i0,iµ = −w∗iµ,i0 ≤ xi0 − xiµ
and hence the equality xi0 − xiµ = w∗i0,iµ . This shows that the edge {i0, iµ} is contained in
the equality graph E(W ∗) = E(W ).
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Finally, let {i, j} be an edge in E(W ) = E(W ∗). Then xi−xj = w∗ij <∞, and it follows
that also xj − xi = −w∗ij is finite. Since the inequality xj − xi ≤ w∗ji is tight by Lemma 2
we obtain w∗ji = −w∗ij . Therefore, there is a directed path from j to i in Γ(W ), and hence
(i, j, i) is a directed cycle of weight zero in Γ(W ∗). From this we infer our claim.
1 2
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Figure 1: The directed graphs defined by the matrices W and W ∗ from Example 4
Example 4. The 3×3 matrix
W =
 1 4 1−1 0 −2
3 ∞ 2
 (2)
defines a directed graph without any cycles of weight zero. Its Kleene star is the matrix
W ∗ =
 0 4 1−1 0 −2
3 7 0
 .
The graphs of W and W ∗ are displayed in Figure 1, while Figure 2 shows the corresponding
weighted digraph polyhedron. Our convention for drawing digraphs is to omit loops of weight
zero and arbitrary arcs of infinite weight. Since each weighted digraph polyhedron contains
the one-dimensional linear subspace R1 in its lineality space, throughout we draw pictures
in the quotient Rd/R1, which is called the tropical projective (d−1)-torus in [22, §5.2]. More
precisely, for a feasible point x + R1 in the quotient we draw the unique representative
with x1 = 0. This is the same as drawing the intersection of Q(W ) with the hyperplane
x1 = 0. As the polyhedron Q(W ) corresponding to the matrix (2) is not contained in any
hyperplane its equality graph E(W ) is the undirected graph with three isolated nodes.
We return to studying general matrices W .
Lemma 5. The connected components of the equality graph of E(W ) are complete graphs,
and their number is the dimension of the polyhedron Q(W ).
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x2
x3
Figure 2: The weighted digraph polyhedron Q(W ) = Q(W ∗) for the matrices W and W ∗
from Example 4, shown in the tropical projective 2-torus
Proof. The equalities xi − xj = w∗ij and xj − x` = w∗j` imply xi − x` = w∗ij + w∗j` ≥ w∗i`
and therefore xi − x` = w∗i` for any three nodes i, j, ` in the equality graph. So there is an
edge between any two nodes in a connected component of E(W ). The statement about the
dimension follows as the equality graph summarizes exactly those inequalities which are
attained with equality and the connected components form a partition of the node set.
The lemma above says that the equality graph encodes an equivalence relation on the
node set [k]. The partition into the connected components is the equality partition. Abusing
our notation, again we denote this partition as E(W ).
2.2. Intersections and faces
Throughout the following we will frequently consider several graphs which share the
same set of nodes. In this case it makes sense to identify such a graph with its set of edges
(or arcs, in the directed case). This allows to talk about intersections and unions of such
graphs.
Lemma 6. Let U and W be k×k-matrices. The intersection of the weighted digraph
polyhedra Q(U) and Q(W ) is the weighted digraph polyhedron Q(U ⊕W ). The arc set of
the graph Γ(U ⊕W ) is the union of Γ(U) and Γ(W ).
Proof. The intersection of two polyhedra is given by the union of their defining inequalities.
The two inequalities of the form xi − xj ≤ uij and xi − xj ≤ wij are both satisfied if and
only if the inequality xi − xj ≤ min(uij , wij) holds.
Again we assume that the graph Γ(W ) does not contain any negative cycle, and thus
Q(W ) is feasible. Each face of the polyhedron Q(W ) is obtained by turning some of the
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defining inequalities into equalities. More precisely, for any subgraph G of Γ let
FG = FG(W ) = FG(Γ, γ) = {x ∈ Q(W ) | xi − xj = wij for all (i, j) ∈ G} .
By construction FG is a face of Q(W ), and conversely each face of Q(W ) arises in this way.
We define a new k×k-matrix, denoted W#G; it is constructed from W by replacing the
entries wji with −wij for each (i, j) ∈ G. If G contains both (i, j) and (j, i) as arcs, this
operation is only defined provided that wij + wji = 0. The reason is that this equality is
implied by xi − xj = wij combined with xj − xi = wji. The following is immediate.
Lemma 7. Faces of weighted digraph polyhedra are weighted digraph polyhedra. More
precisely,
FG(W ) = Q(W ) ∩
{
x ∈ Rk
∣∣∣ xi − xj = wij for (i, j) ∈ G}
= Q(W ) ∩
{
x ∈ Rk
∣∣∣ xj − xi ≤ −wij for (i, j) ∈ G} = Q(W#G) .
Furthermore, the equality partition E(W#G) of a face FG(W ) is obtained from the equality
partition E(W ) by uniting the two parts which contain i and j if (i, j) is an arc in G.
By Lemma 5 the dimension of the face FG(W ) equals the size of the partition E(W#G).
Example 8. If W is the matrix from Example 4 and G consists of the single arc (2, 3) then
we have
W#G =
 1 4 1−1 0 −2
3 2 2
 .
The equality graph E(W#G) consists of the isolated node 1, and the nodes 2 and 3 are
joined by an edge. This reflects that Q(W#G) is contained in the supporting hyperplane
induced by the equality from G. Finally, the equality partition is {{1}, {2, 3}}.
2.3. Digraph Cones
Let us now consider the situation where the weight function is constantly zero on the
arcs. Then for an arbitrary digraph Γ the weighted digraph polyhedron
Q(Γ,0) =
{
x ∈ Rk
∣∣∣ xi ≤ xj for all (i, j) ∈ Γ}
is a polyhedral cone, the digraph cone of Γ. All points in the subspace R1 are feasible. Since
every cycle has weight zero, applying Lemma 3(b) to the cone Q(Γ,0) yields the following.
Proposition 9. The parts of the equality partition E(W (Γ,0)) are exactly the strong
components of Γ. In particular, the dimension of the digraph cone Q(Γ,0) equals the number
of strong components of Γ.
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Any hyperplane of the form xi = xj defines a split of the unit cube [0, 1]k, i.e., it defines
a (regular) subdivision of the unit cube into two subpolytopes; see [14]. Notice that such
a split hyperplane does not separate any edge of the unit cube. Let us look at the map κ
which sends each face F of the digraph cone Q(Γ,0) to the intersection F ∩ [0, 1]k. Clearly,
this intersection is never empty (unless F is).
Now suppose that Γ is acyclic. Then those inequalities which define facets of Q(Γ,0)
correspond to the covering relations of the partially ordered set P (Γ) on the node set [k] of
Γ induced by the arcs. It follows that κ(Q(Γ,0)) = Q(Γ,0) ∩ [0, 1]k is the order polytope
Ord(Γ) of the poset P (Γ). The poset P (Γ) describes the transitive closure of the relation
defined on the set [k] by the arcs of Γ. Conversely, each finite poset gives rise to a directed
graph whose nodes are the elements and the arcs are given by the covering relations directed,
say, upwards.
The order polytope Ord(Γ) contains the points 0 and 1 as vertices. Therefore there
exists a unique minimal face which contains both of them; denote this face by F01. Note that
the dimension of F01 can be any number between 1 (if F01 is the edge [0,1]) and k (if the
graph Γ does not contain any edges). The face figure of F01, written as F01, is the principal
filter of the element F01 in the face poset of the order polytope Ord(Γ). The subposet F01
is the face poset of a polytope of dimension k − dimF01 − 1. The face figure F01 consists of
exactly those faces of Ord(Γ) which are not contained in any facet of the cube [0, 1]k. It is
immediate that κ maps faces of the digraph cone Q(Γ,0) to the faces of the order polytope
Ord(Γ) which lie in the face figure F01.
Lemma 10. If Γ is acyclic then the map κ is a poset isomorphism from F(Q(Γ,0)) to the
face figure F01 of the face F01 of the order polytope Ord(Γ).
Proof. For any face G ∈ F01 let λ(G) be the cone pos(G) + R1. Since G is a face which is
not contained in any facet of [0, 1]k it is the intersection of facets of type xi ≤ xj . These
inequalities are homogeneous, and so they also hold for λ(G). Those inequalities are tight
for Q(Γ,0), and so λ defines a map from F01 to F(Q(Γ,0)). This also shows that, for any
face F of Q(Γ,0) we have λ(κ(F )) = F which means that κ is one-to-one. Conversely,
let G be a face of Ord(Γ) which is contained in F01. Then G is defined in terms of split
equations of the form xi = xj . These equations are valid for λ(G) = pos(G) + R1, which
yields κ(λ(G)) = G. Hence κ is surjective, and λ is the inverse map.
Stanley gave a concise description of the face lattices of order polytopes in terms of
partitions [28, Theorem 1.2], and this can be used to derive the following characterization.
Theorem 11. Let Γ be an arbitrary directed graph on the node set [k]. Then a partition E
of [k] is the equality partition of a face of the digraph cone Q(Γ,0) if and only if
(i) for each part K of E the induced subgraph of Γ on K is weakly connected, and
(ii) the minor of Γ which results from simultaneously contracting each part of E does not
contain any directed cycle.
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Proof. Let us first assume that Γ is acyclic. By Lemma 7, together with the fact that every
cycle has weight zero, the faces of Q(Γ,0) are given in terms of the equality partitions of [k].
In the acyclic case Lemma 10 translates faces of Q(Γ,0) into faces of the order polytope
Ord(Γ) which contain the special face F01. The property (i) is the connectedness, and
property (ii) is the ‘compatibility’ condition in Stanley’s result [28, Theorem 1.2].
We now turn to the general case. If Γ has directed cycles we consider its acyclic reduction.
The latter graph, occasionally also called ‘condensation’ in the literature, is obtained by
identifying the nodes in each strong component. Since strong components are weakly
connected and gather all the directed cycles the same reasoning applies as before. It is
easy to see that this digraph is indeed acyclic [26, Corollary 5]. Each partition of [k] which
describes a face of Q(Γ,0) refines the partition by strong components.
Notice that there are always two partitions which trivially satisfy the conditions above:
The partition of [k] by weak components corresponds to the unique minimal face (which is
the lineality space); the partition by strong components corresponds to the entire cone.
x1
x2
00
11
01
Figure 3: Digraph cone of a single arc and the corresponding order polytope; see Example 12
Example 12. The smallest non-trivial case is k = 2, and Γ is the directed graph with
two nodes, labeled 1 and 2, with one arc from 1 to 2. The order polytope is the triangle
conv{00, 01, 11}, and the face F01 is the edge from 00 to 11. The digraph cone Q(Γ,0) is
the linear half-space x1 ≤ x2, and its lineality space is R1. The digraph cone and the order
polytope are shown in Figure 3. The node set of Γ only admits the two trivial partitions.
The Hasse diagram of the face lattice of Ord(Γ) and the face figure F01 are displayed in
Figure 4.
Example 13. Figure 5 shows a digraph on eight nodes and its acyclic reduction, which has
six nodes. Figure 6 shows the Hasse diagram of the weighted digraph cone. That cone is
6-dimensional with a 1-dimensional lineality space. Modulo its lineality space every cone is
10
00 01 11
00 01 00 11 01 11
00 01 11
Figure 4: Hasse diagram of the triangle conv{00, 01, 11} with face figure of conv{00, 11}
marked
projectively equivalent to a pyramid over its face at infinity. In this case the digraph cone
inherits the combinatorics of a 4-simplex.
5 8
4 3 7
6 1 2
5
4 378
6 1 2
Figure 5: Digraph (left) and its acyclic reduction (right)
Remark 14. Two distinct digraphs on the node set [k] may induce the same digraph cone.
This is the case if and only if they induce the same poset. For instance, in Figure 5 the arc
(1, 3) in the graph on the left and the arc (1, 378) in the graph on the right are redundant.
In the acyclic reduction (on the right) we obtain a tree with directed edges. Every tree on `
nodes has `− 1 edges, and the digraph cone is a simplex cone of dimension `− 1.
2.4. Weyl-Minkowski decomposition
Now we want to use the Theorem 11 on digraph cones to describe digraph polyhedra
for arbitrary weights. Again we pick a k×k-matrix W , and we assume that Q(W ) is
feasible. The classical theorem of Weyl and Minkowski states that any ordinary polyhedron
Q decomposes as the Minkowski sum
Q = P + L+ C , (3)
11
12345|6 1235|4612346|5 12|34561|23456
1235|4|61234|5|6 12|345|61|2345|6 123|46|5 12|35|461|235|46 12|346|51|2346|5 1|2|3456
123|4|5|6 12|35|4|61|235|4|6 12|34|5|61|234|5|6 1|2|345|6 12|3|46|51|23|46|5 1|2|35|461|2|346|5
12|3|4|5|61|23|4|5|61|2|34|5|6 1|2|35|4|61|2|3|46|5
Figure 6: Hasse diagram of the digraph cone corresponding to the graph in Figure 5. For
improved readability the node 378 of the acyclic reduction is represented as 3
where P is a polytope, L is a linear subspace and C is a pointed polyhedral cone. An
ordinary polyhedral cone is pointed if it does not contain any affine line (and thus no affine
subspace of positive dimension). In the decomposition (3) the maximal linear subspace L
is unique, while, in general, there may be many choices for C and P . The recession cone
(which is again unique) is the Minkowski sum of the two unbounded parts, L and C. The
pointed part is the Minkowski sum P + C (which is unique up to an affine transformation).
Next we will decompose a weighted digraph polyhedron in this fashion. We decompose W
into the graph Γ and the weight function γ such that W = W (Γ, γ).
Lemma 15. The recession cone of the weighted digraph polyhedron Q(Γ, γ) is the digraph
cone Q(Γ,0), and Q(W (Γ,0)#Γ) forms the maximal linear subspace.
Proof. Let x be some point in the recession cone of Q. Then there exists a vector t such
that x+ λt ∈ Q for all λ ≥ 0. This means that
xi − xj + λ(ti − tj) ≤ wij for all (i, j) ∈ Γ and λ ≥ 0 .
This forces ti − tj ≤ 0 for all (i, j) ∈ Γ, and so t lies in Q(Γ,0). The reverse inclusion is
similar, and we conclude that the digraph cone Q(Γ,0) is the recession cone of Q.
Again let t ∈ Q(Γ,0). Then its negative −t is also contained in Q(Γ,0) if and only if
ti − tj = 0 for all (i, j) ∈ Γ
if and only if t ∈ Q(W (Γ,0)#Γ). We infer that the digraph cone Q(W (Γ,0)#Γ) forms the
maximal linear subspace of Q.
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As a corollary we obtain a slight generalization of [9, Corollary 12].
Corollary 16. The weighted digraph polyhedron Q(Γ, γ) is bounded in Rd/R1 if and only
if Γ consists of one strong component.
Proof. If Γ has only one strong component, then the recession cone (Γ,0) is exactly the
one-dimensional lineality space R1 by Proposition 9. Hence, Q(Γ, γ) is bounded in Rd/R1.
Otherwise, the recession cone is higher-dimensional and the weighted digraph polyhedron is
unbounded.
Our next goal is to describe a minimal system of generators for a digraph cone. Recall
that a pointed cone is projectively equivalent to a pyramid over its far face. The minimal
generators of a pointed cone correspond to the vertices of the far face. For any subset
K ⊆ [k], let χ(K) ∈ Rk be the characteristic vector. That is, the ith coordinate of χ(K)
is one if i ∈ K, and it is zero otherwise. With this notation, e.g., we have χ([k]) = 1 and
χ(∅) = 0.
Proposition 17. A minimal system of generators of the pointed part of the digraph cone
Q(Γ,0) is given by the vectors χ(K) with K ⊆ [k] so that the induced subgraph on K is
connected, its complement in its weak component in Γ is also connected and every arc in the
cut-set of this partition is directed from [k] \K to K.
Proof. LetK1, . . . ,K` be the weak components of Γ. In particular, by applying Proposition 9
to Q(W (Γ,0)#Γ), the dimension of the lineality space of Q(Γ,0) equals `. Let F be a
minimal non-trivial face of the cone Q(Γ,0). This is a Minkowski sum of the lineality space
with a single ray. By Theorem 11 the latter corresponds to a partition with ` + 1 parts.
Among these exactly ` − 1 parts are weak components of Γ, while the remaining weak
component is split into two. Let us assume that the remaining component decomposes as
Ku = K ∪ (Ku \K), where every arc in the cut-set is directed from Ku \K to K. The
characteristic vectors χ(Ki) for i ∈ [`] linearly span the lineality space of Q(Γ,0), while
χ(K) generates the pointed part of F .
2.5. Envelopes and duality
We now turn to the construction of a special class of digraph polyhedra which were
introduced by Develin and Sturmfels for studying tropical convexity from the viewpoint of
geometric combinatorics [9]. For a d×n-matrix V with coefficients in Tmin = R ∪ {∞} we
look at the ordinary polyhedron
E(V ) =
{
(y, z) ∈ Rd × Rn
∣∣∣ yi − zj ≤ vij for all i ∈ [d] and j ∈ [n]}
=
{
(y, z) ∈ Rd × Rn
∣∣∣ yi − zj ≤ vij for all (i, j) ∈ B} ,
where
B(V ) = {(i, j) ∈ [d]× [n] | vij 6=∞} (4)
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is a (bipartite) directed graph recording the finite entries of V . We call E(V ) the envelope
of the matrix V . We may see the envelope as a weighted digraph polyhedron via the matrix
(d+ n)× (d+ n)-matrix W which is defined as
W =
( ∞d×d V
∞n×d ∞n×n
)
. (5)
Up to an obvious relabeling of the nodes B(V ) is the same as Γ(W ) for the matrixW defined
above, and thus we can identify E(V ) with Q(W ). Applying Lemma 15 and Proposition 17
to the envelope we obtain the following.
Corollary 18. The minimal generators of the pointed part of the recession cone of the
envelope are given by the partitions D′ unionsqD′′ = [d] and N ′ unionsqN ′′ = [n] so that
(i) the induced subgraph on D′×N ′ has the same number of weak components as B,
(ii) the induced subgraph on D′′×N ′′ is connected, and
(iii) there are no arcs from D′′ to N ′.
The characteristic vector of D′′ ×N ′′ now yields one such generator.
Similarly we obtain from Proposition 17 the following corollary which will be helpful
in section 3.5. A ray can be scaled modulo 1 so that it has only non-negative entries and
at least one zero entry. Then the support of the ray is the set of indices of the non-zero
entries. We keep the notation of the former corollary and consider a face of the envelope
E(V ) defined by the graph G that contains a minimal generator with support D′′ ×N ′′. Let
M be the index set of the columns of V with vij =∞ for all i ∈ D′′ and j ∈M .
Corollary 19. None of the shortest paths between any two nodes in D′ contains a node in
D′′ unionsq ([n] \M).
Proof. Observe that M is exactly the subset of the nodes in [n] without an arc between
D′′ and M in Γ(W#G). Hence, we obtain N ′ ⊆M and further [n] \M ⊆ N ′′. Since there
is no arc from N ′′ to D′ in Γ(W#G) by Proposition 17 we conclude that there is no arc
from [n] \M to D′ in Γ(W#G). This implies that every shortest path between two nodes
in (D′ unionsqM) avoids D′′ unionsq ([n] \M).
The graph B(V ) has two kinds of nodes, those which correspond to the rows and those
which represent columns of V . In our drawings, like Figure 7, we show row nodes as
rectangles and column nodes as circles. Moreover, we always draw the row nodes above the
column nodes. Therefore, if we want to distinguish them we sometimes talk about the top
and the bottom shore of the bipartite graph.
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1 2 3
1 2 3
Figure 7: Bipartite digraph B(V ) for the matrix in Example 20
Example 20. For d = n = 3 consider the 3×3-matrix
V =
0 0 01 1 ∞
0 2 ∞
 .
The lineality space of the envelope E(V ) is spanned by 1. The quotient E(V )/1 is 5-
dimensional, and it has exactly two vertices: (0, 1, 0; 0, 0, 0) and (0, 1, 2; 2, 0, 0). Its recession
cone has six minimal generators, which arise from partitioning the bipartite graph B(V ),
which is a subgraph of K3,3, into two induced subgraphs which meet the criteria of Corol-
lary 18. The sets of the form D′′ ×N ′′ read
∅×1 , ∅×2 , ∅×3 , 12×123 , 13×123 , 23×12 .
The complementary parts are given by D′ = {1, 2, 3} \D′′ and N ′ = {1, 2, 3} \N ′′. Notice
that, e.g., 23×123 does not occur in the list above since v23 =∞ = v33; this implies that the
induced subgraph is not connected. For instance, 23×12 yields the generator (0, 1, 1; 1, 1, 0).
A subpolytope of a polytope P is the convex hull of some subset of the vertices of P .
Each face is a subpolytope, but the converse does not hold. We write ei for the ith standard
basis vector of Rk, for any k, and we write vectors in the product space Rd × Rn as (x, y)
where x ∈ Rd and y ∈ Rn. With this notation
∆d−1 ×∆n−1 = conv {(ei, ej) | (i, j) ∈ [d]× [n]}
is a product of simplices. Develin and Sturmfels established that a tropical configuration of
n points induces a polyhedral subdivision of Rd which is dual to a regular subdivision of
∆d−1 ×∆n−1 [9, Theorem 1]. A polytopal subdivision is regular if it is induced by a height
function; for details see [8]. The following statement will be instrumental in Section 3.2
below for obtaining a natural generalization to subpolytopes of products of simplices. Notice
that those subpolytopes naturally correspond to subgraphs of the complete bipartite graph
[d]× [n].
Theorem 21. The boundary complex of the envelope E(V ) is dual to the regular subdivision
of the polytope
conv
{
(ei, ej) ∈ Rd × Rn
∣∣∣ (i, j) ∈ B(V )}
with height function V .
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Proof. We abbreviate B = B(V ). Homogenizing the envelope E(V ) (with leading homoge-
nizing coordinate) yields the cone{
(α, y, z) ∈ R≥0 × Rd × Rn
∣∣∣ 〈(vij ,−ei, ej), (α, y, z)〉 ≥ 0 for all (i, j) ∈ B} .
Hence the polar cone with the dual face lattice can be written as
pos {(1,0,0)}+ pos {(vij ,−ei, ej) | (i, j) ∈ B} .
Intersecting with the affine hyperplane H = {(α, y, z) | 〈(0,−1,1), (α, y, z)〉 = 2} gives the
polytope
P = conv {(vij ,−ei, ej) | (i, j) ∈ B} ,
because all these vectors lie in H and the origin does not.
The orthogonal projection of the lower convex hull of P with respect to (1,0,0) defines
a regular subdivision of the subpolytope of ∆d−1 ×∆n−1 corresponding to B. If B is the
complete bipartite graph or equivalently no entry of V is ∞, that subpolytope is the entire
product of simplices.
Any regular subdivision of a subpolytope extends to a regular subdivision of the super-
polytope, e.g., by successive placing of the remaining vertices [8, §4.3.1]. In our situation a
regular subdivision of the superpolytope ∆d−1 ×∆n−1 is obtained by replacing the infinite
coefficients in the matrix V with sufficiently large real numbers. Note that this extension is
not unique.
2.6. Projections
In this section we investigate orthogonal projections of weighted digraph polyhedra and
envelopes into the coordinate directions. To this end we let piI be the projection onto the
coordinates in [k] \ I for I ⊆ [k]. For a k×k-matrix W we define W/I by removing the rows
and columns whose indices lie in I. We write pii and W/i if I = {i} is a singleton.
Lemma 22. The image of Q(W ) = Q(W ∗) under the linear projection piI is the weighted
digraph polyhedron Q(W ∗/I).
Proof. By induction it suffices to consider the case where I = {k}. That pik(Q(W ∗)) is
contained in Q(W ∗/k) is clear. We want to show the reverse inclusion. For (x1, . . . , xk−1) ∈
Q(W ∗/k) we need to find a real number y so that (x1, . . . , xk−1, y) ∈ Q(W ) = Q(W ∗). The
latter condition is equivalent to
xi − w∗ik ≤ y and y ≤ xi + w∗ki for all i ∈ [k − 1] .
So, the claim follows if we can show that
max
i∈[k−1]
(xi − w∗ik) ≤ min
i∈[k−1]
(xi + w
∗
ki) . (6)
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Let p and q be indices for which the maximum and the minimum in (6), respectively, are
attained. Now w∗pq is the length of the shortest path from p to q in the weighted digraph
Γ(W ). This yields
xp − xq ≤ w∗pq ≤ w∗pk + w∗kq and hence xp − w∗pk ≤ xq + w∗kq .
Now we turn to studying projections of faces of the envelope E(V ) of a not necessarily
square d×n-matrix. With W defined as in (5) we have E(V ) = Q(W ). By Lemma 7 for any
face F of the envelope there is a subgraph G of Γ = Γ(W ) such that F = Q(W#G). Since,
up to a relabeling of the nodes, we can identify the directed graph Γ with the bipartite
graph B = B(V ) and we may read G as a subgraph of B. We define the n×d-matrix V [G]
with coefficients
v′ji =
{
−vij if (i, j) ∈ G
∞ otherwise .
The following lemma is similar to [9, Lemma 10]. Notice that the tropical matrix product
V  V [G] yields a d×d-matrix.
Lemma 23. The image of the face F of E(V ) ⊂ Rd × Rn under the orthogonal projection
pi[n] onto the first component is the weighted digraph polyhedron Q(V  V [G]).
Proof. For i, ` ∈ [d] let ui` be a coefficient of V  V [G]. We have
ui` = min
j∈[n]
(vij + v
′
j`) = min
j∈[n], vij 6=∞, v`j 6=∞
(vij − v`j) ,
which is exactly the length of a shortest path from i to ` with two arcs in the digraph
Γ(W#G). Since the directed graph Γ(W#G) is bipartite the shortest path from i to ` (over
arbitrarily many arcs) is a concatenation of the two-arc-paths above. Now the claim follows
from the previous lemma.
Example 24. We consider the same matrix V as in Example 20. For the bipartite graph
G on the six nodes {1, 2, 3} unionsq {1, 2, 3} with arcs (1, 3), (2, 2), (3, 1) we obtain
V [G] =
∞ ∞ 0∞ −1 ∞
0 ∞ ∞
 .
This yields the product
V  V [G] =
0 0 01 1 ∞
0 2 ∞

∞ ∞ 0∞ −1 ∞
0 ∞ ∞
 =
 0 −1 0∞ 0 1
∞ 1 0
 .
The corresponding graph is depicted in Figure 8 on the right whereas the left one shows the
graph Γ(W#G).
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1 2 3
1 23
0 0
0
1
1
0
2
0
-1
0
1 2
3
-1
0
1
1
Figure 8: Weighted digraphs corresponding to a face of E(V ) from Example 24. The first
graph corresponds to a face in Rd×Rn whereas the second corresponds to its projection
onto Rd. The nodes on the bottom shore are not in their natural ordering to reduce the
number of arcs crossing
3. Tropical cones and polyhedral cells
3.1. Polyhedral sectors
As before let V be a d×n-matrix with coefficients in Tmin. We write v(j) for the jth
column of V , and therefore we can identify V with (v(1), v(2), . . . , v(n)), the sequence of
column vectors. The (min,+)-linear span of the columns of V is the min-tropical cone
tcone(V ) =
{
(λ1  v(1))⊕ · · · ⊕ (λn  v(n))
∣∣∣ λj ∈ Tmin} .
Put in a more algebraic language, a tropical cone is the same as a finitely generated
subsemimodule of the semimodule (Tdmin,⊕,). A subset M of Rd is min-tropically convex
if for any two points u, v ∈M we have tcone(u, v) ⊆M . Any tropically convex set contains
R1, and so we can study its image under the canonical projection to the tropical projective
torus. Up to this projection tropical cones generated by vectors with finite entries are
precisely the ‘tropical polytopes’ of Develin and Sturmfels [9]. In this section we will
generalize key results from that paper to the case where ∞ may occur as a coordinate. By
homogenization our results also apply to the formally more general ‘tropical polyhedra’
studied, e.g., in [1] and [2].
Remark 25. For an arbitrary k×k-matrix with coefficients in Tmin the weighted digraph
polyhedron Q(W ) = Q(W ∗) coincides with the min-tropical span tcone(W ∗). See also [6,
Theorem 2.1.1] and the Section 3.4 on polytropes below.
For u ∈ Tdmin and i ∈ [d] with ui 6=∞ we define the ith sector Si(u) with respect to max
as {
z ∈ Rd
∣∣∣∣ max`∈[d](z` − u`) = zi − ui
}
=
{
z ∈ Rd
∣∣∣∣ min`∈[d](u` − z`) = ui − zi
}
.
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x2
x3
Figure 9: Weighted digraph polyhedron given by the matrix V  V [G] in Example 24 which
is unbounded in the tropical projective 2-torus
Notice that the above equality of sets is a consequence of the elementary fact
−max(u, v) = min(−u,−v) .
Moreover, the equation min`∈[d](u` − z`) = ui − zi is equivalent to z` − zi ≤ u` − ui for each
` ∈ [d]. As ui <∞ that minimum cannot be attained for any ` ∈ [d] with u` =∞. We have
Si(u) =
⋂
`∈[d], u` 6=∞
{
z ∈ Rd
∣∣∣ z` − zi ≤ u` − ui} , (7)
which means that this sector is the weighted digraph polyhedron for the graph with node
set [d] and arc set {(`, i) | ` ∈ [d], u` 6=∞}, where the arc (`, i) has weight u` − ui.
Lemma 26. The sectors {Si(u) |ui 6=∞} are the maximal cells of a polyhedral decomposition
of Rd.
Proof. Considering the column vector u as a d×1-matrix, we obtain the envelope E(u) as
a subset of Rd+1. The sector Si(u) is the orthogonal projection of the face defined by the
single arc (i, 1) in the bipartite graph B(u).
We denote the polyhedral complex arising from the previous lemma by ∆(u); see also
[9, Proposition 16]. The negative −u of the vector u ∈ Tdmin defines a max-tropical linear
form and thus a max-tropical hyperplane. The sectors Si(u) for ui 6= ∞ are precisely
the topological closures of the connected components of the complement of that tropical
hyperplane.
The following result characterizes the solvability of a system of tropical linear equations
in Rd. For matrices with finite coordinates this is the Tropical Farkas Lemma [9, Proposi-
tion 9], a version of which already occurs in [30]. We indicate a short proof for the sake of
completeness.
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x3
S2(0, 2, 1)
S3(0, 2, 1)
S1(0, 2, 1) x2
x3
S2(∞, 0, 0)
S3(∞, 0, 0)
Figure 10: Polyhedral decomposition of Rd as in Lemma 26 induced by (0, 2, 1) and (∞, 0, 0),
respectively. Compare the image on the right with Figure 3
Lemma 27. A point z ∈ Rd is contained in tcone(V ) if and only if for every i ∈ [d] there
is an index s ∈ [n] with z ∈ Si(v(s)).
Proof. Let z ∈ Rd be a point in tcone(V ). Then there is a vector λ ∈ Tnmin so that⊕n
j=1 λj  v(j) = z or, equivalently,
min {λj + vij | j ∈ [n]} = zi for each i ∈ [d] . (8)
Now fix i ∈ [d] and let s be an index j for which the minimum in (8) is attained; that is,
zi = λs + vis. If ` ∈ [d] with v`s 6=∞ this gives
z` − zi = z` − λs − vis ≤ λj + v`j − λs − vis for each j ∈ [n] .
Specializing to j = s entails z` − zi ≤ v`s − vis and thus z ∈ Si(v(s)). The entire argument
can be reversed to prove the converse.
3.2. The covector decomposition
Again let V ∈ Td×nmin , and let W ∈ T(d+n)×(d+n)min be the matrix which is associated via (5).
We assume in the following that V has no column equal to the all ∞ vector (∞, . . . ,∞)>;
hence, none of the complexes ∆(v(j)) is empty. We do admit rows which solely contain ∞
entries. They add to the lineality of the occurring polyhedra. However, there may also be
other contributions to the lineality space; see Lemma 15. The weighted bipartite graph
B = B(V ) and the weighted digraph Γ = Γ(W ) are defined as before. For an arbitrary
subgraph G of B we define the polyhedron
XG(V ) =
⋂
(i,j)∈G
Si(v
(j)) (9)
in Rd.
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Remark 28. Right from the definition, we obtain XG∪H(V ) = XG(V ) ∩XH(V ) for any
two graphs G,H ⊆ B(V ) . If, furthermore, G ⊆ H then XH(V ) ⊆ XG(V ). This occurs also
in [9, Corollary 11 and 13]. It should be stressed that the cells XG(V ) and XH(V ) may
coincide even if the graphs G and H are distinct.
Proposition 29. Let G be an arbitrary subgraph of B (which we may also read as a subgraph
of Γ). Then the orthogonal projection of the face FG(W ) onto Rd equals XG(V ). If no node
in [n] is isolated in G that projection is an affine isomorphism.
Proof. Our goal is to exploit what we know about weighted digraph polyhedra. To this
end we define several digraphs with the same node set [d] unionsqG. Recall that we identify the
subgraph G of Γ with its set of edges. However, in the class of digraphs to be defined now,
those edges (along with the nodes in [d]) play the role of nodes.
Pick (i, j) ∈ G. We let Φij be the weighted digraph which results from B(v(j)), which
has [d] unionsq {1} as its node set, by renaming the node 1 on the bottom shore by (i, j) and
adding an isolated node for each other arc in G. The graph Φij has one extra arc in the
reverse direction, namely from (i, j) to i. The weights on the arcs from top to bottom are
the same as in B(v(j)), while the weight on the single reverse arc is −vij . By construction
the weighted digraph Φij is bipartite and thus can be identified with a square matrix of
size d+ |G|. By Lemma 23 the weighted digraph polyhedron Q(Φij) ⊂ Rd × RG projects
orthogonally onto the sector Si(v(j)) ⊂ Rd.
Let Φ be the digraph with node set [d]unionsqG which is obtained as the union of the digraphs
Φij for (i, j) ∈ G. Notice that by our construction the choice of the weights for the individual
graphs Φij is consistent. This way we obtain a natural weight function on Φ. Due to
Lemma 6 we have
piG
(
Q(Φ)
)
= piG
( ⋂
(i,j)∈G
Q(Φij)
)
=
⋂
(i,j)∈G
Si(v
(j)) .
If Γ(W#G) has a negative cycle, so has Φ and by Lemma 1 then FG(W ) as well as XG(V )
are empty. If there are no negative cycles, there exists a shortest path between two nodes
i and ` in [d], and it does not matter if we consider Γ(W#G) or Φ. So, the claim follows
with Lemma 22.
For the rest, assume that Γ(W#G) has no negative cycle. Since Γ(W#G) is bipartite,
any two nodes i, ` ∈ [d] are contained in a directed cycle of weight zero of G if this also
holds for the graph Γ(pi[n](Q(W#G)) of the projection of FG(W ) by Lemma 22. If no node
in [n] is isolated in G, every node in [n] is contained in a directed cycle of weight zero, as
every arc from [n] to [d] in Γ(W#G) induces a cycle of length zero. Hence, the equality
partition of FG(W ) and of its projection Γ(pi[n](Q(W#G)) have the same number of parts
by Lemma 3(b). Therefore, if no node in [n] is isolated in G, we get that FG(W ) has the
same dimension as XG(V ).
21
The covector decomposition T (V ) of Rd is the common refinement of the polyhedral
complexes ∆(v(j)) for j ∈ [n]. For every cell C in the covector decomposition there is
a unique maximal subgraph T(C) of the complete bipartite graph [d] × [n], called the
covector graph of C, such that C = XT(C)(V ). This graph is equivalent to the covector
(t1, t2, . . . , td) ∈ [n]d where ti ⊆ [n] consists of the nodes adjacent to i. While the covector
notation is concise in most proofs it is convenient to keep the interpretation as a directed
bipartite graph. Notice that our cells are closed by definition. By the former lemma, each
covector (graph) also uniquely determines a face of E(V ) and every face, for which no node
in [n] is isolated, occurs in this way. By Lemma 27 the covector decomposition T (V ) of
Rd induces a covector decomposition of the tropical cone tcone(V ). The covector graphs
correspond to the ‘types’ of [9].
Example 30. Figure 11 shows an example for the matrix
V =
0 0 01 0 ∞
2 −1 ∞
 .
The points corresponding to the columns of V are marked 1, 2 and 3. Notice that the third
column has ∞ as a coordinate, which is why this point lies outside the tropical projective
torus. In fact, it is a boundary point of the tropical projective plane; see Section 3.5 and
Figure 16 below.
Only the covectors of the full-dimensional cells are indicated since the covectors of the
other cells can directly be deduced from them by Remark 28.
The covector decomposition of tcone(V ) has precisely two cells which are maximal with
respect to inclusion: the 2-dimensional cell with covector (3, 2, 1) and the 1-dimensional cell
with covector (13, 2, 2) = (13,−, 2) ∪ (13, 2,−).
Remark 31. From the viewpoint of tropical geometry the decomposition T (V ) can be
deduced from the max-tropical linear forms corresponding to the columns of V . For this, we
pick variables x1j , x2j , . . . , xdj for each column v(j) of V . The product of the tropical linear
forms max(x1j − v1j , x2j − v2j , . . . , xdj − vdj) yields a homogeneous tropical polynomial p
in d · n variables xij . This defines a tropical hypersurface in Rd·n/R1 where the covectors
come into play as the exponent vectors of (tropical) monomials in p. Substituting xij by yi
gives rise to the tropical hypersurface in Rd/R1 which induces the cell decomposition of
this space.
Theorem 32. The orthogonal projection from the boundary complex of E(V ) onto Rd induces
a bijection between the envelope faces whose covector graph have no isolated node in [n]
and the cells in the covector decomposition T (V ) of Rd. This map is a piecewise linear
isomorphism of polyhedral complexes.
Each face whose covector graph neither has an isolated node in [d] (nor an isolated node
in [n]) maps to a cell in the covector decomposition of tcone(V ).
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(3, 2, 1)
(3, 12,−)
(3,−, 12)
(13,−, 2)
(123,−,−) (13, 2,−)
Figure 11: Tropical cone in the tropical projective 2-torus, from Example 30. The dotted
line represents the boundary, which is not part of the tropical projective torus
Proof. Ranging over all the faces whose covector graph has no isolated node in [n] we obtain
the bijection with Proposition 29. The definition of the covector of a cell combined with
Lemma 27 characterizes when a cell in T (V ) is contained in the tropical cone generated by
the columns of V .
With Theorem 21 the former implies the following.
Corollary 33 (Structure Theorem of Tropical Convexity). The covector decomposition
T (V ) of Rd is dual to the regular subdivision of the polytope
conv
{
(ei, ej) ∈ Rd × Rn
∣∣∣ (i, j) ∈ B(V )}
with weights given by V . Moreover, the covector decomposition of tcone(V ) is dual to the
poset of interior cells.
The result above is the same as [11, Corollary 4.2]; their proof is based on mixed
subdivisions and the Cayley Trick [8, §9.2].
Note that the envelope of a matrix whose coefficients are 0 or ∞ is a digraph cone, and
so Theorem 11 applies to describe the combinatorics. The min-tropical cones corresponding
to these matrices are tropical analogues of ordinary 0/1-polytopes.
Corollary 34. Let V be a d × n-matrix whose coefficients are ∞ or 0. A partition E of
[d] unionsq [n] defines a face of the polyhedral fan T (V ) ⊆ Rd with apex 0 if and only if
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(i) for each part K of E the induced subgraph of B(V ) on K is weakly connected,
(ii) the minor of B(V ) which results from simultaneously contracting each part of E does
not contain any directed cycle, and
(iii) no part of E is a single element of [n].
As projections of the faces of the envelope E(V ) the cones in such a fan can encode an
arbitrary digraph on d nodes.
Example 35. The maximal cell in Figure 9 is the intersection of the sectors S3((0, 1, 0)>),
S2((0, 0, 1)
>) and S1((0,∞,∞)>). On the other hand, it is the projection of the face of the
envelope E(V ) corresponding to the graph on three nodes with the arcs (1, 3), (2, 2), (3, 1)
for the matrix V from Example 20.
The recession cone of this face is given by the graph in Figure 12. It has the strong
components 1× 3 and 23× 12. Hence, a minimal generator of the pointed part of the cone is
(0, 1, 1; 1, 1, 0)> by Proposition 17. This projects to the ray generated as the positive span
of (0, 1, 1)> which is indeed contained in the tropical cone tcone(V ).
1 2 3
1 2 3
Figure 12: Bipartite graph for the face projecting to the maximal cell in Figure 9
Remark 36. Clearly, we can also project the envelope E(V ) onto the [n] coordinates of
the lower shore. This yields a covector decomposition of Rn induced by the d rows of the
matrix V . Applying Theorem 32 to the transpose V > gives an isomorphism between the
envelope faces without any isolated node in [d] and the cells in the covector decomposition
of Rn induced by the rows of V .
Therefore, the cells whose covector graphs do not have any isolated node in their covector
graphs project affinely isomorphic to Rd as well as to Rn. This entails an isomorphism
between the covector decompositions of tcone(V ) and tcone(V >).
Proposition 37. Let G be a subgraph of [d] × [n]. Then the following statements are
equivalent.
(i) There is a point (y, z) ∈ E(V ) = Q(W ) for which the inequality corresponding to
(i, j) ∈ Γ(W ) is attained with equality if and only if (i, j) ∈ G.
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(ii) (a) For every pair of subsets D ⊆ [d] and N ⊆ [n] with |D| = |N |, every perfect
matching of G restricted to D unionsqN is a minimal matching of the complete graph
D ×N with the weights given by the corresponding submatrix of V ;
(b) if there are more minimal perfect matchings in D × N then each of them is
contained in G.
(iii) (a) The graph Γ(W#G) does not have any negative cycle, and
(b) every arc of Γ(W ) in Γ(W#G) that is contained in a cycle of weight zero is
contained in G.
Proof. To conclude (ii) let D ⊆ [d] and N ⊆ [n] with |D| = |N | so that there is a perfect
matching M0 in D × N ∩ G. Let M1 be any other perfect matching in D × N . Then
considering the corresponding inequalities and equations implies after summing up and
reordering ∑
(i,j)∈M0
vij =
∑
i∈D
yi −
∑
j∈N
zj ≤
∑
(i,j)∈M1
vij .
Therefore, M0 is a minimal perfect matching. Furthermore, if M1 is also a minimal
perfect matching, then equality follows in the former inequality. That implies the equations
yi − zj = vij for every (i, j) ∈M1. Hence, every arc inM1 has to be contained in G.
We now want to show that this implies (iii). For this, we consider a non-positive cycle
in Γ(W#G) with vertex set D unionsq N . Let AW be the set of arcs directed from [d] to [n]
and AG the set of arcs directed from [n] to [d]. Since Γ(W#G) is bipartite, this implies
|D| = |N | = |AW | = |AG| and the arc sets AW and AG define perfect matchings in D ×N .
By definition of Γ(W#G) we obtain for the weight of the cycle∑
(i,j)∈AW
vij +
∑
(j,i)∈AG
(−vij) ≤ 0 or, equivalently,
∑
(i,j)∈AW
vij ≤
∑
(j,i)∈AG
vij .
If the inequality is strict, this contradicts the minimality of the matching via (ii). If the
cycle has weight zero and the inequality becomes an equality, this implies that AW also
represents a minimal perfect matching. With (ii) every arc in AW is also in G then.
The final goal is to lead (iii) back to (i). If Γ(W#G) does not contain a negative cycle,
the weighted digraph polyhedron Q(W#G) is not empty. Therefore, there is (y, z) in the
interior of the face Q(W#G) ⊆ Rd × Rn. Let (i, j) be some arc of Γ(W ). If the equality
yi− zj = vij holds, Lemma 3(b) yields that there is a cycle of weight zero containing the arc
(i, j). With (iii) we obtain (i, j) ∈ G. On the other hand, for (i, j) ∈ G, the graph Γ(W#G)
contains the cycle (i, j, i) of weight zero, and the claim follows.
Together with Proposition 29 this also gives a characterization for the covector graphs
which are contained in the tropical cone tcone(V ). Furthermore, we obtain a corollary
concerning the dimension of a cell.
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Corollary 38. If G ⊆ B(V ) is a covector graph for V , the dimension of FG(W ) and thus
of XG(V ) equals the number of weak components of G.
Proof. By property (iii) of Proposition 37 two nodes in [d] unionsq [n] are connected by a path
in G if and only if they are in a cycle of weight zero in Γ(W#G). By Lemma 3(b) these
cycles exactly define the equality partition of FG(W ). Finally, Lemma 5 connects this to
the dimension. Further, Proposition 29 shows the equality for FG(W ) and XG(V ).
Remark 39. The envelope of V is the set of points (y, z) satisfying
yi − zj ≤ vij for (i, j) ∈ B .
Substituting zj by −zj yields
yi + zj ≤ vij for (i, j) ∈ B , (10)
which is the form of the envelope in [9]. Maximizing the coordinate sum over the polyhedron
defined in (10) is dual to finding a minimum weight matching by Egerváry’s Theorem [25,
Theorem 17.1]. This gives rise to a primal-dual algorithm for computing matchings and
vertex covers; the method is explained in detail in [24, Theorem 11.1]. A partial matching
of minimal weight in a subgraph can be expanded by growing so-called ‘Hungarian trees’,
which are shortest path trees in a modified graph. The partial matchings, which encode tight
inequalities in the dual description, are collected in the equality subgraphs. By Proposition 37
one can deduce that these equality subgraphs are exactly the covector graphs of the dual
points (y, z).
3.3. Tropical half-spaces
The sectors Si(u) with ui 6= ∞ from Lemma 26, which are responsible for the combi-
natorial properties of min-tropical point configurations, are precisely the (closures of the)
complements of the max-tropical hyperplane with apex u. The same combinatorial objects
also control systems of tropical linear inequalities. To see this it is convenient to switch to
max as the tropical addition now.
Let c ∈ Tdmin and let I be a non-empty proper subset of [d], i.e., I 6= ∅ and I 6= [d]. Then
the set
⋃
`∈I S`(c) is a max-tropical half-space with apex c. This is exactly the set of points
in Rd which satisfies the homogeneous max-tropical linear inequality
max
`∈[d]\I
(−c` + x`) ≤ max
`∈I
(−c` + x`) .
Since here we allow for ∞ as a coordinate in c this definition is more general than the
one in [17]. Notice that −c is an element of Tdmax and that the halfspaces are defined over
the max-tropical semiring. By [13, Theorem 1] each tropical cone is the intersection of
finitely many tropical half-spaces and conversely; the Proposition 3.3 [17] and thus also
the proof of [17, Theorem 3.6] is false. In [6, §7.6] it is shown that the solution set of any
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system of max-tropical linear equalities is finitely generated. Since u ≤ v holds if and only if
max(u, v) = v, i.e., since in the tropical setting studying systems of linear equalities amounts
to the same as studying systems of linear inequalities, that result is essentially equivalent to
[13, Theorem 1].
Remark 40. Let W be a k×k-matrix. Each defining inequality (1) of the weighted digraph
polyhedron Q(W ) can be rewritten as
xi − wij ≤ xj for each arc (i, j) in Γ(W ) .
Fixing j and varying i then yields
max
i∈[k]
(xi − wij) ≤ xj for each j ∈ [k] .
Looking at all j simultaneously we obtain the equation
(−W>)max x ≤ x .
of column vectors. This means that each weighted digraph polyhedron is a max-tropical cone.
In [6, §1.6.2 and §2] a vector x satisfying the inequality above is called a ‘subeigenvector’ of
the matrix −W>.
We now want to introduce notation for inequality descriptions of tropical cones which is
suitable for our combinatorial approach. Let V = (vij) ∈ Td×nmin and let Ψ be a subgraph of
the complete bipartite graph [d]× [n] with arcs directed from [d] to [n]. We define
thalf(V,Ψ) =
⋂
j∈[n]
⋃
(i,j)∈Ψ
Si(v
(j)) . (11)
That is, thalf(V,Ψ) comprises those points x ∈ Rd which satisfy the homogeneous max-
tropical linear inequalities
max
i∈[d], (i,j)6∈Ψ
(−vij + xi) ≤ max
i∈[d], (i,j)∈Ψ
(−vij + xi)
for each j ∈ [n]. In our notation the columns of the matrix V collect the apices of the
tropical half-spaces, and the graph Ψ lists the sectors per half-space. In [6, §7] exterior
descriptions of tropical cones like (11) are discussed under the name ‘two-sided max-linear
systems’. To phrase our results below it is convenient to introduce two sets of subgraphs of
[d]× [n], both of which depend on Ψ. We let
GΨ = {G ⊆ Ψ | every node in [n] has degree 1 in G} and
HΨ = {H ⊆ [d]× [n] | every node in [n] has degree ≥ 1 in Ψ ∩H} ,
which gives the following.
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Proposition 41. For each graph H ∈ HΨ the cell XH , which may be empty, is contained
in thalf(V,Ψ). Further, GΨ ⊆ HΨ, and we have
thalf(V,Ψ) =
⋃
G∈GΨ
⋂
(i,j)∈G
Si(v
(j)) =
⋃
H∈HΨ
⋂
(i,j)∈H
Si(v
(j)) .
Proof. Here the first equality is obtained by reordering the intersections and unions in the
Definition (11). For the second equality notice that GΨ ⊆ HΨ. Since for every graph H ∈ HΨ
there is a graph G ∈ GΨ so that XH(V ) ⊆ XG(V ) the claim follows.
The preceding proposition says that a cell XG(V ) =
⋂
(i,j)∈G Si(v
(j)) in the covector
decomposition T (V ) of Rd with covector graph G ⊆ [d]× [n] is contained in the max-tropical
cone thalf(V,Ψ) if and only if no node in [n] is isolated in the intersection of G and Ψ.
Moreover, thalf(V,Ψ) is a union of cells. In this way the Proposition 41 can be seen as
some kind of a dual version of [9, Theorem 15], which is a key structural result in tropical
convexity.
Corollary 42. The covector decomposition of thalf(V,Ψ) induced by the columns of V is
dual to a subcomplex of the regular subdivision of ∆d−1 ×∆n−1 with weights given by V .
Example 43. The apices (0, 1, 1)> and (0, 2, 1)> induce the cell decomposition depicted
in Figure 13. Every node in the bottom shore in the graph G to the right has degree 1.
Hence, it is the kind of graph contained in GΨ for some appropriate Ψ (for example G itself).
However, the corresponding cell is not full-dimensional since the apices are not in general
position. Indeed, the covector graph of this cell is obtained from G by adding the arcs (3, 1)
and (1, 2).
x2
x3
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1 2 3
1 2
Figure 13: The left figure shows the cell decomposition induced by two apices which are not
in general position. The right figure depicts a graph G corresponding to the black marked
cell XG on the left
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Remark 44. The tangent digraph, defined in [2, §3.1], describes the local combinatorics
at a cell C of thalf(V,Ψ). This is related to the above as follows. Deleting all nodes in [n]
(and incident arcs) for which all incident arcs are contained in Ψ in the covector graph T(C)
and forgetting about the orientation yields the tangent graph TG(C) of [2, §3.1]. By taking
the orientation into account and reversing every arc in TG(C) which is not in TG(C) ∩Ψ
from the bottom shore [n] (corresponding to the hyperplane apices) to the top shore [d]
(corresponding to the coordinate directions) we obtain the tangent digraph.
Proposition 41 implies that the max-tropical cone thalf(V,Ψ) is compatible with the
covector decomposition of Rd induced by V . Thus it makes sense to talk about the covector
decomposition of a max-tropical cone with respect to a fixed system of defining tropical
half-spaces. This is the polyhedral decomposition formed by the cells which happen to
lie in the tropical cone. A tropical cone is pure if each cell in its covector decomposition
which is maximal with respect to inclusion shares the same dimension. While the covector
decomposition does depend on the choice of the defining inequalities, pureness does not.
The tropical determinant of a square matrix W = (wij) ∈ Tk×kmin is
tdetW =
⊕
σ∈Sym(k)
⊙
i∈[k]
wi,σ(i)
= min
σ∈Sym(k)
(w1,σ(1) + w2,σ(2) + · · ·+ wk,σ(k)) ,
(12)
which is the same as the solution to a minimum weight bipartite matching problem in the
complete bipartite graph [k]× [k]. The tropical determinant vanishes if the minimum in
(12) equals ∞ or if it is attained at least twice. In [6, §6.2.1] a square matrix whose tropical
determinant does not vanish is called ‘strongly regular’. A not necessarily square matrix is
tropically generic if the tropical determinant of no square submatrix vanishes. A finite set
of points is in tropically general position if any matrix whose columns (or rows) represent
those points is tropically generic. Develin and Yu conjectured that a tropical cone is pure
and full-dimensional if and only if it has a half-space description in which the apices of these
half-spaces are in general position [10, Conjecture 2.11]. The next result confirms one of the
two implications.
Theorem 45. Let V and Ψ be as before. If V is tropically generic with respect to the
tropical semiring Tmin then the max-tropical cone thalf(V,Ψ) is pure and full-dimensional.
Proof. As in Proposition 41 we consider the graph class GΨ. If we can show that each
ordinary polyhedron XG(V ) =
⋂
(i,j)∈G Si(v
(j)) for G ∈ GΨ is either full-dimensional or
empty then the claim follows. Proposition 29 implies that XG(V ) is the projection of the
weighted digraph polyhedron Q(W#G), which is a face of E(V ) = Q(W ). Assume that
Q(W#G) is feasible. We have to show that XG(V ) is full-dimensional, i.e., it suffices to
show that dimQ(W#G) = d.
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In view of Proposition 37 together with Corollary 38 this will follow if we can show
that no two nodes in [n] are contained in a cycle of weight zero in Γ(W#G). Aiming at an
indirect argument we suppose that such a cycle exists. Let D unionsqN be the vertex set of the
zero cycle (d1, n1, d2, n2, . . . , d1). We have |D| = |N |. Then the arcs (d1, n1), (d2, n2), . . .
form a perfect matchingM in D ×N whose weight ∑i vdi,ni is minimal by Proposition 37.
The complementary arcs (n1, d2), (n2, d3), . . . of the cycle yield a second matching whose
weight is the same as the weight ofM since the total weight of the cycle is zero. This entails
that the minimum
min
σ
∑
i∈D
viσ(i) ,
where σ ranges over all bijections from D to N , is attained at least twice for the submatrix
of V indexed by D×N . Hence, the apices are not in general position, and this is the desired
contradiction.
Since the matrix V is tropically generic it is immediate that tcone(V ) has at least one
full-dimensional cell; e.g., see [6, Theorem 6.2.18] or [9, Proposition 24]. Yet, in general
tcone(V ) is not pure; see Example 30. The following shows that the reverse direction of
Theorem 45 does not hold.
Example 46. For
V =
0 0 0 0 03 2 1 ∞ ∞
2 2 ∞ 1 3

and Ψ as in Figure 14 we are interested in the max-tropical cone C = thalf(V,Ψ). Now C is
pure, but the first two columns, (0, 3, 2)> and (0, 2, 2)>, of the matrix V are not in general
position with respect to min. Notice that each one of the apices of the three remaining
tropical half-spaces can be moved without changing the feasible set C. However, the first
two tropical half-spaces are essential in the sense that they occur in any exterior description
of C.
1 2 3
1 2 3 4 5
Figure 14: The graph Ψ for the max-tropical cone C = thalf(V,Ψ) from Example 46 and
Figure 15
A related conjecture from the same paper [10, Conjecture 2.10] was recently resolved by
Allamigeon and Katz [4].
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Figure 15: The pure max-tropical cone C from Example 46. The apices of any max-tropical
half-space description are not in general position with respect to min
3.4. Polytropes
A polytrope is a tropical cone P = tcone(V ) for V ∈ Rd×n, i.e., with a generating matrix
with finite coefficients, which is also convex in the ordinary sense. In that case d generators
suffice [9, Proposition 18] and [18, Theorem 7]. Therefore we may assume that n = d. From
this we obtain tcone(V ) = Q(V ) = Q(V ∗) in view of Remark 25, and thus any polytrope is
a weighted digraph polyhedron; see also [18, Proposition 10]. Yet another argument for the
same goes through Theorem 32 and Lemma 7. This is slightly more general as it takes ∞
coefficients into account. Moreover, the covector decomposition of P induced by the square
matrix V has a single cell. Its projection to the tropical projective torus Rd/R1 is bounded,
namely the polytrope P itself. The latter also gives a max-tropical exterior description.
The polytropes are exactly the ‘alcoved polytopes of type A’ of Lam and Postnikov [20].
The weighted digraph polyhedra form the natural generalization to polyhedra which are not
necessarily bounded. We sum up our discussion in the following statement.
Proposition 47. Let V ∈ Td×nmin such that the min-tropical cone tcone(V ) is also convex in
the ordinary sense. Then there is a d×d-matrix U such that tcone(V ) = Q(U) is a weighted
digraph polyhedron.
In the context of proving a hardness result on the vertex-enumeration of polyhedra
given in terms of inequalities Khachiyan and al. [19] study the circulation polytope of the
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digraph Γ, which is the set of all points u ∈ RΓ satisfying∑
j:(i,j)∈Γ
uij −
∑
`:(`,i)∈Γ
u`i = 0 for all i ∈ [k]∑
(i,j)∈Γ
uij = 1
0 ≤ uij for all (i, j) ∈ Γ .
The support set {(i, j) ∈ Γ |uij 6= 0} of a vertex of the circulation polytope defines a cycle in
Γ. Hence, by Lemma 1, minimizing the weight function γ(W ) over the circulation polytope
yields a certificate for the feasibility of Q(W ). Tran uses this approach to characterize the
feasibility of polytropes in terms of ordinary inequalities [29, §3].
3.5. Covector decompositions of tropical projective spaces
The tropical projective space TPd−1min is defined as the quotient of Tdmin\{(∞,∞, . . . ,∞)>}
modulo R1. That is, its points are equivalence classes of vectors with coefficients in
Tmin = R ∪ {∞} with at least one finite entry, up to differences by a real constant; see
[23, Example 3.10]. The tropical projective space TPd−1min is a natural compactification of
the tropical projective torus Rd/R1. It is easy to see that the pair (TPd−1min ,Rd/R1) is
homeomorphic to the pair of a (d−1)-simplex and its interior.
We assume that V ∈ Td×nmin has no column identically ∞. Then V gives rise to a
configuration of n labeled points in TPd−1min . The covector decomposition T (V ) of Rd does
not change if we add a real constant to the entries in any column. So it is an invariant
of that point configuration, and, moreover, T (V ) induces a covector decomposition of the
tropical projective torus Rd/R1. Yet it makes sense to study tropical convexity and tropical
cones also within the compactification TPd−1min . Our goal is to describe a decomposition of
the tropical projective space into cells. Let Z be a proper subset of [d]. We consider the
matrix obtained by removing from V all columns j for which there is an i ∈ Z with vij 6=∞.
Each row of the resulting matrix with a label in Z has only ∞ as coefficients. Removing
these rows yields yet another matrix, which we denote as V (Z). Now this matrix induces a
covector decomposition of the boundary stratum
TPd−1min (Z) =
{
(p1, p2, . . . , pd) ∈ TPd−1min
∣∣∣ pi =∞ if and only if i ∈ Z} ,
which is a copy of the tropical projective torus of dimension d− 1− |Z|. In particular, we
have TPd−1min (∅) = Rd/R1. Notice that for the induced covector decomposition we keep the
original labels of the columns and the rows.
For K ⊆ [d] let b(K) be the vector in Tdmin with
b
(K)
i =
{
0 for i ∈ [d] \K
∞ for i ∈ K .
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Consider u ∈ Tdmin and let supp(u) = {i ∈ [d] |ui 6=∞} be the support of u. Then the
recession cone of the weighted digraph polyhedron Si(u) is given by the graph on [d] where
the nodes in [d] \ supp(u) are isolated and there are arcs from the nodes in supp(u) \ {i}
to i, see Equation (7). The supports of the rays of Si(u) are given by the sets in
K = {A ∪B | A ∈ A, B ∈ B}
where
A = {∅ ∪ {M ∪ {i} | M ⊆ supp(u)}} and B = {M ⊆ [d] \ supp(u)} .
Here, the sets in A correspond to the faces of the pointed part of the recession cone of Si(u)
described by Theorem 11. The set B encodes rays arising from the lineality space of Si(u)
which was characterized in Lemma 15.
So, it is natural to define
Si(u) = Si(u) ∪
⋃
K∈K
(
b(K) + Si(u)
)
where the ‘+’-operator denotes elementwise ordinary addition of b(K) and the set Si(u).
In the following we will frequently identify subsets of (R ∪ {∞})d with their images
modulo R/1. In particular, we will typically view Si(u) with ui 6=∞ as a subset of TPd−1min .
Lemma 48. The set Si(u) for ui 6=∞ is the compactification of the sector Si(u) in TPd−1min .
Consider a cell XG in T (V ) which contains a ray with support Z. Let M be the index
set of the columns of V with vij = ∞ for all i ∈ Z and j ∈ M . Construct the submatrix
Y of V indexed by ([d] \ Z)×M and the graph H as the restriction of G to the node set
([d] \ Z) unionsqM .
Lemma 49. The cell decomposition of TPmin(Z)d−1 induced by Y contains the cell XG(V )+
b(Z) which is given by the covector graph H in the decomposition of R([d]\Z) by Y . Further-
more, we obtain the alternative description
b(Z) +XG(V ) = b
(Z) +
⋂
(i,j)∈G
Si(v(j)) .
Proof. The second claim is merely a reformulation with the definition of Si(u).
The first claim follows if we show that
piZ(XG(V )) = XH(Y ) (13)
where piZ is the projection onto the coordinates in [d] \ Z. Since any ray is generated by
the minimal generators of the pointed part of the recession cone and the generators of the
33
lineality space, at first we assume that Z is the support of a minimal generator of the pointed
part of the recession cone. Setting D′′ = Z in Corollary 19 yields that every shortest path is
already defined on ([d] \ Z) unionsqM . Furthermore, the support of a generator of the lineality
space is given by a weak component by Lemma 15 what implies the same statement about
the shortest paths for those generators.
Summarizing, equation (13) follows with Lemma 22.
Theorem 50. The union of the covector decompositions induced by the matrices V (Z) where
Z ranges over all proper subsets of [d] yields a piecewise linear decomposition of TPd−1min .
If the graph B(V ) is weakly connected, then by Lemma 15 the intersection poset generated
by the sets {Si(u) |ui 6=∞} contains a 0-dimensional cell, whence that piecewise linear
decomposition of TPd−1min is a cell complex.
Proof. By definition as the common refinement of polyhedral complexes the covector decom-
position of Rd/R1 induced by V is a polyhedral complex. The bounded cells are polytopes
and therefore homeomorphic to closed balls. We need to check that the topology works out
right for those cells which are unbounded in Rd/R1. This is gotten from an induction on d
as follows. In the base case d = 1 there is nothing to show since the tropical projective
torus R1/R1 is a single point. For d ≥ 2, by induction, we may assume that the covector
decomposition induced on the closure{
(p1, p2, . . . , pd) ∈ TPd−1min
∣∣∣ pi =∞ if i ∈ Z} ,
of TPd−1min (Z) yields a cell decomposition if Z is not empty. Now consider Z = ∅ and let
XG(V ) be an unbounded cell with covector G = (G1, G2, . . . , Gd). By Lemma 49, the closure
of XG(V ) in TPd−1min is the union of XG(V ) with all the cells XH(V (Z ′)) where Z ′ ranges
over the supports of the rays contained in XG(V ). Here H is the covector which G induces
on TPd−1min (Z ′) by omitting those Gi with i ∈ Z ′; this union is homeomorphic with a ball.
The same argument also shows that intersections of cells are unions of cells.
By construction one can apply Lemma 27 also to the cells in the boundary of the
tropical projective space to check for containment in tcone(V ). Consider z ∈ Td and let
supp(z) = {i ∈ [d] | zi 6=∞} be its support.
Corollary 51. The point z is contained in tcone(V ) if and only if for every i ∈ supp(z)
there is an index s ∈ [n] with z ∈ Si(v(s)) and supp(v(s)) ⊆ supp(z). A point z ∈ Td
is contained in tcone(V ) if and only if for every i ∈ [d] there is an index s ∈ [n] with
z ∈ Si(v(s)).
Example 52. Let
V ′ =
0 0 0 0 ∞ ∞1 1 ∞ ∞ 0 ∞
0 2 ∞ ∞ ∞ 0
 ,
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where d = 3 and n = 6. The third and fourth columns of V ′ are the same. Notice that the
first three columns correspond to the matrix V from Example 20. With Z = {1} we obtain
the matrix
V ′(Z) =
( )
0 ∞ 2
∞ 0 3
5 6
,
where we keep the original row and column labels. The one-dimensional tropical projective
torus B = TP2min({1}) is trivially subdivided; its covector reads (•, 5, 6). The union of the
1-dimensional ball B and the unbounded cell in R3/R1 with covector (1234,−,−) yields the
2-dimensional cell with covector (1234, 5, 6) in the covector decomposition of TP2min induced
by V ′; see Figure 16 and compare with Figure 11.
Notice that, while the tropical projective torus works for min and max alike, the definition
of the tropical projective space does depend on the choice of the tropical addition.
3.6. Arrangements of tropical halfspaces
So far we associated with a matrix V ∈ Td×nmin the covector decompositions ofRd and TPd−1min ,
respectively, and Theorem 32 describes the min-tropical cone tcone(V ) as a union of their cells.
Choose a subgraph Ψ of the complete bipartite graph [d]× [n] (with arcs directed from [d] to
[n]) as in (11). This gives rise to the max-tropical cone thalf(V,Ψ) =
⋂
j∈[n]
⋃
(i,j)∈Ψ Si(v
(j)),
which again is a union of cells from the same covector decomposition. Here we want to
describe yet another cell decomposition of Rd (or TPd−1min ), which was introduced in [2, §3.2].
For this, we introduce the max-tropical cone with boundary
thalf(V,Ψ) =
⋂
j∈[n]
⋃
(i,j)∈Ψ
Si(v(j)) .
For a vector  = {±}n of n signs we consider the directed bipartite graph
Ψ =
{
(i, j) ∈ [d]× [n] ∣∣ ((i, j) ∈ Ψ and j = +) or ((i, j) 6∈ Ψ and j = −)} .
The construction of Ψ from Ψ amounts to taking the complementary arcs incident to
each node j ∈ [n] with j = −. We call the max-tropical cone thalf(V,Ψ) the inversion
of thalf(V,Ψ) with respect to . As a subset of TPd−1min the inversion may be empty or not.
In the latter case thalf(V,Ψ) is the signed cell with respect to V , Ψ and . Each generic
point, i.e., a point which does not lie on any of the max-tropical hyperplanes whose apices
are columns of V , is contained in a unique signed cell. The trivial inversion with respect
to  = ++ · · ·+ is the tropical cone thalf(V,Ψ) itself. To denote cells in the boundary we
use the symbol • at the component corresponding to an apex to mark if the cell is in a
common boundary stratum with this apex. Each signed cell is a union of cells of the covector
decomposition. So Theorem 50 together with Proposition 41 entails the following.
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Figure 16: Covector decomposition (top) and signed cell decomposition (bottom) in the
tropical projective plane
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Corollary 53. The signed cells thalf(V,Ψ)/R1, where  ranges over all choices of sign
vectors, generate a piecewise linear decomposition of TPd−1min .
Furthermore, a cell with graph G in the covector decomposition of TPd−1min by V is contained
in a cell thalf(V,Ψ) if and only if Ψ ∩G has no isolated node.
The decomposition into signed cells is a tropical analogue of the decomposition into
polyhedral cells defined by an ordinary affine hyperplane arrangement. As in Theorem 50 that
piecewise linear decomposition is a cell complex, provided that B(V ) is weakly connected.
Example 54. Figure 16 shows the signed cell decomposition of TP2min induced by the
matrix V from Example 30 with the extra columns (∞, 0,∞)> and (∞,∞, 0)> and
the directed bipartite graph Ψ ⊂ {1, 2, 3} × {1, 2, 3, 4, 5} with the six directed edges
(1, 1), (2, 1), (3, 2), (1, 3), (2, 4), (3, 5). The six signed cells correspond to the sign vectors
++++++, −+++++ and +−++++. The remaining 29 inversions are empty. Finally, the
three inversions −+•••+, +−••+• and +−++•• form a decomposition of the boundary of
the tropical projective plane.
4. Concluding remarks
Tropical point configurations, or rather the dual tropical hyperplane arrangements, were
generalized to ‘tropical oriented matroids’ by Ardila and Develin [5]. Horn showed that
the latter are equivalent to subdivisions of a product of simplices which are not necessarily
regular [16]. The tangent digraph discussed in Remark 44 also makes sense in the tropical
oriented matroid setting. That graph is the crucial combinatorial device for the pivoting
operation in the tropical simplex algorithm [2].
Problem 55. Give an oriented matroid version of the tropical simplex algorithm.
It is worth noting that the axioms for tropical oriented matroids given in [5] generalize
the combinatorics of tropical convexity with finite coordinates only.
Problem 56. Generalize the axioms of tropical oriented matroids to cover point configura-
tions or hyperplane arrangements in the tropical projective space.
In view of Theorem 32 and the results in [16] this might be related not necessarily regular
subdivisions of subpolytopes of products of simplices.
Problem 57. How are the signed cell decompositions related to tropical oriented matroids?
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