We present a new simple but e cient and powerful extension of Bussgang-type blind equalization algorithms 2] that is able to extract multiple source signals from their unknown convolutive mixtures. The cascade neural network is proposed, where each module consists of a equalization subnetwork and a de ation subnetwork. This approach, in fact, can adopt any blind equalization algorithm (which has been developed for the equalization of single channel). Furthermore, it can be also applied to the case when we do not know t h e n umber of source signals in advance. Extensive computer simulation results con rm the validity and high e ciency of our proposed method.
Introduction
Multichannel blind deconvolution has numerous applications in wireless communications, array processing, and some biomedical applications. In multichannel blind deconvolution, an m dimensional vector of received signals x(k) = x 1 (k) x m (k)] T is assumed to be generated from an n dimensional vector of spatially independent, temporally i.i.d. unknown source signals s(k) = s 1 (k) s n (k)] T using the multi-variate linear time invariant lters, i.e.,
x(k) = 1 X p=;1 H p s(k ; p) = H(z)s(k) (1) where H(z) = P 1 p=;1 H p z ;p (H(z) is an unknown (m n) polynomial matrix with m n, and z ;i is delay operator such that z ;i s(k) = s(k ; i)) is the channel transfer function. The task of multichannel deconvolution is to recover the source signals s(k) from the received signals x(k), up to a scaled, permuted, and delayed version of source signals, i.e., the estimates of sources, y(k) = s(k) = P D(z)s(k), where P 2 IR n n is the permutation matrix, 2 IR n n is a nonsingular diagonal matrix, and D(z) = diagfz ;d 1 z ;dn g.
Let us consider a FIR equalizer whose ith node output y i (k) is described as
w ij p x j (k ; p) (2) where fw ij p g are FIR equalizer coe cients. A single source can beextracted from the minimization of the extension of the Constant Modulus (CM) criterion 6] which is described as
Ef jy i (k)j (4) where complex conjugate is denoted by , k > 0 is a learning rate, and the nonlinear activation function f(y i (k)) is given by f(y i (k)) = y i (k) ; y i (k)jy i (k)j 2 : (5) With this direct extended CM criterion (3), the same sources might be extracted at di erent outputs. To avoid this problem, extra processing which spatio-temporally decorrelate the extracted signals was introduced 3, 4]. However, these lead to (relatively complicated) iterative algorithms and the number of source signals should be known in advance.
In this letter, we present an e cient on-line extraction method using cascade neural networks which can extract all source signals from their convolutive mixtures without the knowledge of the number of source signals.
Cascade Neural Networks
The proposed modular network (see Figure 1 ) consists of a equalization subnetwork (a processing unit extracting a single source) and a de ation subnetwork (a processing unit eliminating the contribution of the already extracted signal from mixtures). Although our approach was motivated from 5, 1] where the observation x(k) was restricted to the instantaneous mixtures of the source signals s(k), our proposed method is more general in that it is dealing with the convolutive mixtures of s(k).
In the 1st modular network, the extracted output y 1 (k) is described as
w 1j p x j (k ; p): (6) The equalization subnetwork synapses fw 1j p g can be updated by CM algorithm, w 1j p (k + 1 ) = w 1j p (k) + k f(y i (k))x j (k ; p):
Without loss of generality, we can assume that the rst extracted signal y 1 (k) corresponds to the 1st source signal s 1 (k), i.e., y 1 (k) = 1 s 1 (k ; d 1 ). The de ation subnetwork synapses fu i1 p g are updated to minimize the energy (cost) function given by = 1 2
Taking the stochastic gradient descent, the updating rule for fu i1 p g is given by u i1 p (k + 1 ) = u i1 p (k) ; k x (1) i (k)y 1 (k ; p):
It is interesting to note that the algorithms (7) and (10) build up generalized Hebbian/antiHebbian learning rules. In order to show that the learning algorithm (10) is able to eliminate the contribution of the rst extracted signal y 1 (k) = 1 s 1 (k ; d 1 ) from the observation x(k), we have i n vestigated the stationary points of the averaged version of (10), which satisfy u i1 p = Efx i (k)y 1 (k ; p)g Efjy 1 (k ; p)j 2 g i = 1 : : : m :
Using the fact that y 1 (k) is the rst extracted source signal, the u i1 p given in (11) becomes u i1 p = h i1 p+d 1 1 i = 1 : : : m :
Thus, after a de ation processing is done, the input to the equalization subnetwork in next modular network, fx (1) i (k)g is given by (1) i (k)g are fed into next modular network, so we extract the 2nd source signal, and produce the mixtures with eliminating the contribution of 2nd extracted signal, and so on. By continuing this procedure until the output of modular network converge to small threshold value pre-speci ed (which means all source signals are extracted), we can successfully extract all source signals. We should emphasize that any other blind equalization algorithm instead of CM algorithm, can be applied to our proposed approach.
Computer Simulations
Due the limit of space, we present only one exemplary simulation result. Three di erent source signals s(k) w as chosen as binary pulse-amplitude-modulated (PAM) signals. Five sensor output signals x(k) w ere generated by
where the elements of each H p were in the range of -1,1] and randomly generated. The number of sources, the channel transfer function with its order, and sources itself were assumed to be completely \unknown". The learning rate for both equalization subnetwork (with length L + 1 = 11) and de ation subnetwork (with length 2L + 1 = 21) was chosen as a constant v alue, k = :0005. The output of each modular network is shown in Figure 2 . It can observed that three source signal are well extracted, the 4th output signal converge to very small value close to zero, which implies that only three sources were mixed and convolved. Thus, the extraction process can be stopped at the 4th modular network. To a void non-causality in de ation processing unit when we use a nite order FIR equalizer, the 2nd modular network is delayed by L samples and the 3rd modular network is delayed by 2L and so on. From the other hand, all modular networks are trained in unsupervised manner, simultaneously.
Conclusions
We have presented cascade neural networks approach to multichannel blind deconvolution. It has been shown that a modular network which consists of a equalization subnetwork and a de ation subnetwork, can successfully extract a source signal from convolutive mixtures of multiple unknown source signals and eliminate a contribution of the extracted signal from mixtures. Modular networks connected in series, were able to extract all source signals even when we do not have a knowledge of the number of unknown source signals under the assumption that the number of source signals are less or equal to the numb e r o f s e n s o r s . 
