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Abstract
Compartments and membranes play an important role in cell biology. Therefore it is highly desirable to
be able to represent them in modelling languages for biology. Bio-PEPA is a language for the modelling
and analysis of biochemical networks; in its present version compartments can be deﬁned but they are only
used as labels to express the location of molecular species.
In this work we present an extension of Bio-PEPA with some features in order to represent more details about
locations of species and reactions. With the term location we mean either a membrane or a compartment.
We describe how models involving compartments and membranes can be expressed in the language and,
consequently, analysed. We limit our attention to static locations (i.e. with a ﬁxed structure) whose size
can depend on time. We illustrate our approach via a classical model used to represent intracellular Ca2+
oscillations.
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1 Introduction
In recent years there has been a growing interest in the modelling of biological com-
partments and membranes. As a consequence, more and more modelling languages
have been equipped with some notion of compartments [4,18,15,19]. These notions
and the kinds of abstraction deﬁned are diﬀerent and they often depend on the
speciﬁc types of biochemical systems for which each language has been designed.
Compartments are widely present in biological systems and play a major role
in their evolution [1]. Compartment membranes are fundamental, because they
provide a means for isolating the content of compartments from the external envi-
ronment, while still allowing some exchange of information with the exterior, mainly
through membrane proteins. Moreover, the same biochemical reaction in a diﬀerent
spatial context may have diﬀerent outcomes.
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One important event that occurs within cells is the movement of small molecules
across compartment membranes, which can either be passive (diﬀusion caused by
concentration gradients) or active (mediated by proteins lying on the membrane,
called channels). In addition to allowing molecules to pass across membranes, mem-
brane proteins are also important for the transmission of signals between compart-
ments. Indeed, signalling pathways involve special membrane-bound proteins, called
receptors, which respond to the input of signalling molecules on one side of the mem-
brane by triggering a cascade of events on the other side.
Many diﬀerent molecules reside on membranes. The two main types of mem-
brane proteins are integral and peripheral proteins. Integral proteins are always
attached to membranes; they can either span the entire membrane (transmembrane
proteins) or be attached to one side of the membrane (monotopic proteins). They
can bind and interact with close molecules. Peripheral proteins are temporarily
attached to membranes: they can bind and interact with close molecules, and also
detach from the membranes. Non-membrane proteins are free to move within the
compartment volume: they can bind and interact with close molecules and, in some
cases, pass across membranes.
Bio-PEPA is a language deﬁned recently for the modelling and analysis of bio-
chemical networks [8,7]. A biochemical network is composed of a set of molecular
species, such as proteins, small molecules, and genes, that interact with each other
through some reactions. The molecular species are located in compartments, such
as the nucleus and the cytosol, or on the membranes which enclose them. Bio-PEPA
supports the deﬁnition of static compartments as names: compartments are con-
tainers for the molecular species and are not involved in any reactions which change
their size or structure. A constant volume (or size) can be associated with them,
and this information is just used in the derivation of the rates for stochastic simu-
lation [10] from the functional rates given in the Bio-PEPA system. Furthermore,
for the derivation of the transition rates and the step size for the transition system
it is implicitly assumed that either all the species are in the same compartment
or all the compartments have the same size. The approach is not appropriate in
the general case of multiple compartments with diﬀerent sizes, as we will discuss in
Sections 3.2 and 3.3.
The aim of this work is to investigate the use of Bio-PEPA for representing
multi-compartment models and extend the language with notions to express more
details about locations of species and reactions. We introduce the generic notion
of location, which indicates both membranes and compartments, and we deﬁne a
compact notation for the representation of species which can be in diﬀerent com-
partments. The structure of the system is described in terms of a hierarchy of
locations, that also allows us to deﬁne relations which classify reactions based on
their location. The possible kinds of analysis of multi-compartment systems are
discussed and, in particular, the derivation of the transition rates for the CTMC is
shown.
Here we focus on static locations (i.e. compartments cannot merge, split, or
undergo any structural change) whose size can vary with respect to time. This
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assumption is motivated by the fact that these kinds of compartment are the ones
considered in models present in databases and in the literature (see for instance mod-
els in the BioModels database [13]). Static locations can be described at diﬀerent
levels of detail. In the models in the literature or in databases some simpliﬁcations
are often made. For instance, receptors are assumed to be in a speciﬁc compart-
ment (instead of being on a membrane), volumes and membranes are not considered
explicitly. On the other hand, in the models derived from experimental data, more
details could be given: membranes can be considered explicitly and compartments
have diﬀerent sizes. We keep the language ﬂexible in order to allow the speciﬁcation
of both levels of detail.
The structure of the paper is as follows. Section 2 reports a brief description of
Bio-PEPA, while Section 3 is devoted to the deﬁnition of our extension. In Section 4
we present the possible kinds of analysis. As an example, a model for describing
intracellular Ca2+ oscillations is presented in Section 5. Section 6 is an overview of
the related works, whereas the last section reports some conclusive remarks.
2 Background: Bio-PEPA
In the following we present a brief description of Bio-PEPA [8,7]. The syntax of
Bio-PEPA is deﬁned as:
S ::= (α, κ) op S | S + S | C P ::= P I P | S(x)
where op = ↓ | ↑ | ⊕ |  |  .
The component S (species component) abstracts a molecular species and the
component P (model component) describes the system and the interactions among
components. The preﬁx term (α, κ) op S contains information about the role of the
species in the reaction associated with the action type α: κ is the stoichiometry
coeﬃcient of the species and the preﬁx combinator “op” represents its role in the
reaction. Speciﬁcally, ↓ indicates a reactant, ↑ a product, ⊕ an activator,  an
inhibitor, and  a generic modiﬁer. The operator “+” expresses a choice between
possible actions and the constant C is deﬁned by an equation C def= S. The parameter
x ∈ R+ in S(x) represents the (current) concentration. Finally, the process P I Q
denotes the cooperation between components: the set I determines those activities
on which the operands are forced to synchronise. In Bio-PEPA, reaction rates
are not expressed in the syntax of components but are deﬁned as functional rates
associated with actions, which allow us to express any kind of kinetic law.
A possible modelling style supported by Bio-PEPA is in terms of concentration
levels. The amount of each molecular species can be discretised into a number of
levels, from level 0 (i.e. species not present) to a maximum level N . The level N
depends on the maximum concentration of the species. Each level represents an
interval of concentration and the granularity of the system is expressed in terms of
the step size H, i.e. the length of the concentration interval. The information about
the step sizes and the number of levels for each species is collected in a set N . The
view in terms of levels is considered for some kinds of analysis (see below) and the
F. Ciocchetta, M.L. Guerriero / Electronic Notes in Theoretical Computer Science 227 (2009) 77–95 79
set N is optional.
The Bio-PEPA system is deﬁned in the following way:
Deﬁnition 2.1 A Bio-PEPA system P is a 6-tuple 〈V,N ,K,FR, Components, P 〉,
where: V is the set of compartments, N is the set of quantities describing species,
K is the set of parameter deﬁnitions, FR is the set of functional rates, Components
is the set of deﬁnitions of species components, P is the model component describing
the system.
The behaviour of the system is deﬁned in terms of an operational semantics,
which refers to the level-based modelling style. The rules are reported in the Ap-
pendix. Two relations are deﬁned. The ﬁrst one, called capability relation, is indi-
cated by −→c and is characterised by the label θ. This label is of the form (α,w),
where w := [S : op(l, κ)] | w :: w, with S a species component, l the level and κ the
stoichiometry coeﬃcient. The second relation, called stochastic relation, is −→s. It
has a label γ, deﬁned as γ := (α, rα), where rα ∈ R+ is the rate associated with the
action. The rates are obtained from the functional rates, rescaled according to the
step size of the reactants. In this deﬁnition, rα represents the parameter of a neg-
ative exponential distribution. The dynamic behaviour of processes is determined
by a race condition: all activities enabled attempt to proceed but only the fastest
succeeds.
A Stochastic Labelled Transition System (SLTS) is deﬁned for a Bio-PEPA sys-
tem. From this we can obtain a Continuous Time Markov Chain (CTMC). Both
the SLTS and the CTMC derived from Bio-PEPA are deﬁned in terms of levels of
concentration. We call this Markov chain CTMC with levels.
3 The extension
The main features of this extension are:
• the notion of compartment is replaced by the more generic notion of location;
• the deﬁnition of a location tree is added to represent the hierarchy of locations;
• the deﬁnition of locations and species are extended in order to contain further
details;
• the possibility to have multiple locations with diﬀerent sizes is considered in the
deﬁnition of the step size and of the transition rates;
• in the deﬁnition of the Bio-PEPA system we add an (optional) element t, a real
non-negative variable expressing time. It is introduced so that the volume of loca-
tions can explicitly depend on time, and it is considered at the moment of analysis.
The Bio-PEPA system is now deﬁned as 〈V,N ,K,FR, Components, P, t〉.
3.1 Locations
Locations are represented by names. With respect to the deﬁnition of compartments
given in [8], they are enriched with additional information allowing the modeller
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(a) Compartments hierarchy (b) LT (c) LT without
membranes
Fig. 1. Location tree with explicit (b) and implicit (c) membranes for the hierarchy shown in (a) (membrane
names are denoted by lower case characters for the sake of readability).
to express their position with respect to the other locations of the system and
their kind (i.e. compartment or membrane). Locations representing membranes are
optional: if their role is not relevant, they can be omitted; otherwise, they should
be included and their volumes should be speciﬁed. Though we consider membranes
to be three-dimensional compartments, it can be useful to distinguish them from
membrane-bounded compartments.
The structure of the biological system is modelled as a static hierarchy, repre-
sented as a tree whose nodes represent locations (compartments and membranes);
each node has one child for each of their sub-locations. The location tree (LT) allows
us to keep track of the relative positions of locations and must be associated with
the location deﬁnition.
The locations are deﬁned as follows.
Deﬁnition 3.1 Each location is described by “L : s unit, kind”, where L is
the (unique) location name, “s” expresses the size and can be either a positive
real number or a more complex mathematical expression depending on time t; the
(optional) “unit” denotes the unit of measure associated with the location size, and
“kind” ∈ {M,C} expresses if it is a membrane or a compartment, respectively. The
set of locations is denoted by L.
In the following, we use the functions name and kind, that return the name and
the kind of a given location, respectively. If no compartment is explicitly modelled,
a default location with volume 1 and a location tree with a single node are implicitly
deﬁned.
Example 3.2 The compartment hierarchy represented in Figure 1 (a) can be mod-
elled in Bio-PEPA by the following list of locations:
L = [ S : volS ,C; A : volA,C; B : volB,C; C : volC ,C; D : volD,C;
e : vole,M; f : volf ,M; g : volg,M; h : volh,M; i : voli,M ] .
The location tree associated with this compartment hierarchy is represented in
Figure 1 (b), while Figure 1 (c) refers to the same model with no explicit deﬁnition
of membranes.
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3.2 Species
The deﬁnition of species components contains some details about their localisation.
We deﬁne the location of the species considering the element species location:
species location ::= L | L1/L2
where L,L1, L2 ∈ L and kind(L1) = kind(L2). This deﬁnition allows us to specify
if a species is inside a compartment (species location = L, with kind(L) = C), is
across a membrane, such as transmembrane proteins (species location = L, with
kind(L) = M) or it is on the border between a compartment and an adjacent
membrane (species location = L1/L2, with kind(L1) = C and kind(L2) = M).
In order to make the location of species explicit, the location name is added
to each species component with the notation S@L, indicating that the species rep-
resented by the process S is in the location L. Given the locations L1, L2, the
components S@L1 and S@L2 represent the species S in the two locations. By us-
ing this approach, reactions involving species located in diﬀerent locations can be
modelled analogously to standard reactions. A transport of a molecule S from L1
to L2, for instance, is simply a reaction in which S@L1 is a reactant and S@L2 is
a product.
Representing the same molecule in diﬀerent locations as diﬀerent species com-
ponents seems a reasonable choice from a biological point of view, since the same
molecule is generally involved in diﬀerent reactions according to the compart-
ment/membrane in which it is located. In order to avoid the possible duplication
of actions in the model (e.g. analogous reactions involving the same molecules oc-
curring in diﬀerent locations have to be duplicated for each species), we propose a
notation to represent a species in multiple locations in a compact way. The mapping
into the syntax we have just introduced is straightforward and is just sketched.
Given a species S which can be in L1, . . . , Ln, one single component S is deﬁned.
A reaction α1 occurring only in Li is deﬁned as (α1, κ) op S@Li, while α2 occurring
in all locations L1, . . . , Ln is deﬁned as (α2, κ) op S. A transport reaction between
Li and Lj is represented as (α [Li t op Lj ], κ)↓S, where t op =→ | ↔. The oper-
ator → represents uni-directional transport, while ↔ is bi-directional. Notice that
symport (resp. antiport) reactions are simply described by synchronising actions
in the species deﬁnition of the involved molecules with the same action type α and
the same label [Li t op Lj ] (resp. the inverse label [Lj t op Li]). Channels are
modelled as standard activators.
Each species deﬁnition S in this notation is simply a shortcut for a set of deﬁni-
tions S@L1, . . . , S@Ln, each of which contains only those actions which can occur
in the respective location. A reaction α which can occur in diﬀerent locations is
duplicated (and a suﬃx α@Li is added to distinguish them). Each transport re-
action (α[Li→Lj ], κ)↓S is duplicated into two synchronising actions (α, κ)↓S@Li
and (α, κ)↑S@Lj ; for bi-directional transport two pairs of actions are deﬁned,
(αf , κ)↓S@Li, (αf , κ)↑S@Lj and (αb, κ)↓S@Lj , (αb, κ)↑S@Li.
In the example described in Section 5 we use this short notation.
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3.2.1 Levels and step sizes
Bio-PEPA supports the modelling style in terms of discrete levels of concentration of
species: each species component represents a molecular species and it is parametric
in terms of concentration levels. The information about the step size and the number
of levels is collected in the set N . This set contains for each species the element
C : H,N, unit, where C is the species component name, H ∈ R+ is the step size,
N ∈ N is the maximum level and unit is the optional unit for concentration. This
set is optional; in particular the number of levels and the step sizes are given only
if we are interested in the SLTS and the CTMC with levels.
If we consider multi-compartment models, some constraints need to be imposed
on the step sizes of diﬀerent species. Indeed, there must be a “balance” between
the molecules consumed (reactants) and the ones created (products). Speciﬁcally,
we have that:
(i) all the species in the same location have the same step size.
(ii) The step size for the species in a location depends on the size of the location
itself. Given any two locations with sizes si and sj and step sizes Hi and Hj ,
the following relation holds (assuming concentrations are given in mol/l):
Hi · si ·NA = Hj · sj ·NA
where NA is the Avogadro number 3 . From this we obtain that Hj = Hi ·
(si/sj). Hence, given the step size of a location, we derive the step size for all
the other locations.
(iii) If a species is on the border between a compartment and a membrane (i.e. the
location for the species is of kind L1/L2), we calculate the step size in terms
of the size of the compartment.
3.3 Semantics
Bio-PEPA is given an operational semantics in terms of concentration levels. The
same approach is used in this extension. Two main changes are required:
• the transition rates for the SLTS must take into account the location of the
species;
• the information about the location is added to the transition labels, and is used
to record the location of the species involved in the reaction (using the capability
relation) and to derive the location of the reaction itself (using the stochastic
relation).
In this context we limit our attention to locations with ﬁxed size. Indeed, the
possibility to consider locations whose size changes with respect to time is considered
in the other kinds of analysis, as discussed in Section 4.
3 The Avogadro number is the number of molecules in one mole. The current best estimate of this number
is NA = 6.02214179 · 1023mol−1.
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3.3.1 Capability relation
The label θ of the capability relation is deﬁned as (α,w), where w now contains
further details concerning the location:
w ::= [S : op(l, κ, species location)] | w :: w
where S ∈ C, l is the level, κ is the stoichiometry coeﬃcient and species location
is the location of S. All the labels in the rules are modiﬁed according to this new
deﬁnition.
3.3.2 Stochastic relation
The label γ of the stochastic relation is redeﬁned as (α, r, reaction location), where
α is the action type, r is the rate and reaction location expresses the location where
the reaction associated with α occurs.
The deﬁnition of reaction location is derived from the list w of the capability
relation. The following sets of location names are deﬁned:
• LR ::= {Li ∈ L | (S : op(κ, l, Li)) ∈ w ∧ op = ↓}
• LP ::= {Li ∈ L | (S : op(κ, l, Li)) ∈ w ∧ op = ↑}
• LM ::= {Li ∈ L | (S : op(κ, l, Li)) ∈ w ∧ op ∈ {⊕,,}}
• LRM ::= LR ∪ LM and LPM ::= LP ∪ LM .
If LRM = LPM = {L} then reaction location ::= L else reaction location ::=
{Li ∈ LRM}=⇒{Lj ∈ LPM}.
If all the reagents of a given reaction are in a single location then the reaction
occurs in that location. Otherwise, if reagents are not in the same location, the
notation {Li ∈ LRM}=⇒{Lj ∈ LPM} allows us to collect the information about the
location of the reactants/modiﬁers (on the left) and about the product/modifers (on
the right). For instance, if we have that the location of a reaction is {L1}=⇒{L2},
we can deduce that the reaction is a transport reaction between the locations L1
and L2.
3.3.3 Deﬁnition of the SLTS/CTMC transition rates
The transition rates for the SLTS and the CTMC associated with a Bio-PEPA
model are derived from the functional rates. Each functional rate corresponds to a
kinetic law and is expressed as the reaction rate equation (RRE) for the associated
reaction. When multiple locations with diﬀerent sizes are present, the RREs are
given in terms of molecules or moles instead of the usual concentrations (see [12] for
a discussion about this). Indeed the use of RREs in terms of concentration in the
case of multiple locations is incorrect, since the same (variation of) concentration
in two diﬀerent locations corresponds to diﬀerent amounts of species. In order to
make the deﬁnition of functional rates homogeneous for all the models, we always
consider them expressed in moles 4 .
4 When the kinetic law f is expressed in terms of concentration, the associated functional rate is deﬁned
as f multiplied by the volume s.
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In the following we show how to derive the transition rates for the SLTS for
a Bio-PEPA model with explicit locations. As the SLTS for Bio-PEPA refers to
concentration levels, the transition rates must take the discretisation into account.
The transition rates are deﬁned as (Δt)−1, where Δt is the time to have a variation
of one or more levels (according to the stoichiometric values) for both the reactants
(negative variation) and the products (positive variation). This Δt is estimated from
the discretisation of the RRE (in moles) for the species by considering the Taylor
approximation. We distinguish four cases, and we must pay particular attention to
the case of reactants/products in diﬀerent locations.
(i) All reactants/products in the same location. This case is described in detail
in [7]. Let f be the kinetic law (in concentration) associated with a reaction and
let y be a variable describing one product of the reaction with stoichiometric
coeﬃcient equal to 1. The rate equation for that species with respect to the
given reaction is dy/dt · s = f(x¯) · s, where x¯ is the set (or a subset) of the
reactants/modiﬁers of the reaction and s is the size of the location 5 . We can
apply the Taylor expansion up to the second term and we obtain:
yn+1 · s ≈ yn · s + f(x¯n) · s · (tn+1 − tn) .
Now we can ﬁx yn+1 − yn = H and then derive the respective time interval
Δt = tn+1 − tn as Δt = H·sf(x¯n)·s . From this we obtain the transition rate
f(x¯n)
H
. A similar approach is considered when stoichiometry is diﬀerent from one
(see [7] for details).
(ii) Reactants/products in diﬀerent locations but with the same size. This is dealt
with as the previous case as the step size is equal for all the species.
(iii) Reactants in a location and products in other locations, with diﬀerent sizes. To
illustrate our approach we consider a transport reaction A@L1 → A@L2, where
L1 and L2 are two locations for the species A, with sizes s1 and s2 respectively.
The kinetic law of the reaction is f . Given the concentrations xA1 and xA2 for
the species A in the two locations, we have the following equations:
−d(xA1 · s1)
dt
=
d(xA2 · s2)
dt
= f(x¯) · s1 .
The transition rate is calculated as before as:
f(x¯n) · s1
H1 · s1
where H1 is the step size for the species A in the location L1. We can simplify
the expression and obtain the usual expression for the rate: f(x¯)H1 . This rate
seems to depend on the location, but if we derive the rate from the rate equation
for A in the location L2, we obtain
f(x¯)·s1
H2·s2 , which is the same rate as before,
5 In the case of one compartment the kinetic law f is expressed in concentration. In Bio-PEPA the
functional rate is expressed in moles, so it is f · s. Here we consider the RRE for y in moles.
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since H1 · s1 = H2 · s2.
Note that sometimes the volume size can be kept implicit in the kinetic law,
therefore, in the derivation of the rate the size of the location appears explicitly.
(iv) Reactants and products in diﬀerent locations with diﬀerent sizes. The kinetic
law of a reaction whose reactants are in diﬀerent locations is generally complex
and depends on the sizes of the locations where reactants are. We assume
that the modeller is able to deﬁne the kinetic law to describe this situation
by considering some hypothesized information about the physical system (see
the SBML speciﬁcation for further discussion [12]). Under this assumption, we
can use the approach proposed above and the transition rate is obtained by
dividing the kinetic law by H · s, i.e. the step size multiplied by the location
size, associated with a given species involved in the reaction.
4 Analysis
Bio-PEPA models can be seen as intermediate formal representations of biochemical
systems from which diﬀerent kinds of analysis can be performed [8,7]. Mappings
from Bio-PEPA to ODEs, CTMC with levels, stochastic simulation, and PRISM
have been deﬁned. The same approach is considered in this extension.
The analysis of models with explicit locations is generally complex and some
strong assumptions are necessarily made. One of these assumptions, needed for all
the kinds of analysis considered here, is that the content of all locations is well-
mixed. Some complications can arise if reactants and products are in diﬀerent
locations (with possibly diﬀerent sizes). Two common reactions of this kind are the
transport of a species from one compartment to another, and the binding of a ligand
in a compartment to a receptor on an adjacent membrane. Concerning the trans-
port, this generally occurs by means of complex mechanisms such as diﬀusion; also,
the assumption of well-mixed compartments is not always appropriate for ligand-
receptor bindings. Some simpliﬁcations and abstractions are often made in order
to make the modelling feasible. Diﬀusion reactions are abstracted as standard reac-
tions and modelled with ordinary diﬀerential equations, and it is assumed that all
the reactants of a reaction are in the same well-mixed compartment. Furthermore,
sometimes it is assumed that all the locations have the same size.
In the following we brieﬂy discuss the mapping from Bio-PEPA with locations
to various kinds of analysis and the required assumptions.
Mapping to CTMC with levels. This mapping is as in Bio-PEPA (for details
see [7]). In this context we limit our attention to locations with ﬁxed size. Indeed
the explicit use of time can be problematic for this approach. The states of the
CTMC derived from Bio-PEPA are deﬁned in terms of the species levels and the
transition rates are the ones reported in the previous section. Given the CTMC
with levels, we can perform diﬀerent kinds of analysis, for instance model-checking
with the PRISM tool [17].
Mapping to stochastic simulation. The mapping is based on two main aspects:
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the deﬁnition of the state of the system in terms of numbers of molecules and the
derivation of the stochastic (basal) rates used in the simulation algorithm. There
are some relations between the deterministic kinetic constants (used in RREs) and
the stochastic ones. These relations have been deﬁned in [10] and applied in the
context of Bio-PEPA in [7]. Broadly speaking, for monomolecular reactions these
two rates coincide, whereas in higher-order reactions the stochastic rates must be
rescaled according to the volume where the reactants are. This is straightforward
when only one location is considered or all the reactants are in the same location.
However, it is not obvious how to deﬁne the stochastic rates when a reaction has
reactants in diﬀerent locations.
We can distinguish the following situations.
(i) One single well-mixed location. The number of molecules are derived from
the concentrations and the rates are derived from the functional rates by
simple calculations (see [7] for details). This approach is valid even if the
compartment volumes can change over time: we can consider the extension
of Gillespie’s algorithm given in [14].
(ii) Multiple well-mixed locations, with no interactions between diﬀerent locations
(i.e. locations are isolated from each other). We can apply the same approach
of (i) to each location.
(iii) Multiple well-mixed locations, with reactions that can involve species in dif-
ferent locations but all the reactants are in the same location. Under the
assumption that the system as a whole is well-mixed, the derivation of the
stochastic rates is the usual one, and a stochastic simulation algorithm can
be applied.
(iv) Multiple well-mixed locations, with reactions that can involve reactants in
diﬀerent locations. Here, in addition to the assumption of a well-mixed sys-
tem we have the further complication of the derivation of the appropriate
stochastic rates. This remains an open question and more investigations are
necessary. In the following we assume that the modeller is able to give these
rates.
Mapping to ODEs. The mapping into ODEs is straightforward and identical to
Bio-PEPA (for details see [7]). The mapping is based on the derivation of the
stoichiometric matrix from the Bio-PEPA system, the deﬁnition of the species
variables (representing concentrations or moles) and on the deﬁnition of a kinetic
vector containing the kinetic laws. We consider two cases:
(i) One location or multiple locations with the same size. The variables express
the species concentrations and the kinetic law is obtained dividing the func-
tional rate by the size. These are the standard kinetic laws.
(ii) Multiple locations with diﬀerent sizes. The variables express moles and we
use the kinetic laws as expressed in the Bio-PEPA model.
Locations with size depending on time are allowed. In this situation we need
to add some reaction rate equations for location sizes.
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Fig. 2. Schema of the basic model for intracellular calcium oscillation (CICR model).
5 A model for intracellular calcium oscillations
Intracellular Ca2+ oscillations are observed in a large variety of cell types and play
an important role in the control of many cellular processes. There are various mod-
els in the literature that represent simple periodic oscillations for Ca2+. In addition
to these oscillations some experiments show complex periodic behaviour resembling
bursting, in which phases of high frequency oscillations are separated by phases of
quiescence, in a pattern that occurs at regular intervals. Such complex oscillating
behaviour can be due to diﬀerent factors, such as, for instance, the presence of a
feedback loop where the release of Ca2+ directly inhibits a Ca2+ channel (through
the IP3 receptor). Several models investigating these behaviours have been pre-
sented in [3].
Figure 2 describes the basic oscillating model, referred to as CICR (Ca2+ -
induced Ca2+ release). Compartments and transport of molecules among them play
a major role in this model. Three main species are considered: extracellular Ca2+,
cytosolic Ca2+, and Ca2+ in the sarcoplasmic reticulum (SR). The concentration
of cytosolic Ca2+ changes due to the inﬂux of extracellular Ca2+ (reaction 1f), the
passive eﬄux of Ca2+ from the cytosol to the extracellular medium (reaction 1b) and
from the SR into the cytosol (reaction 3). Moreover, Ca2+ is pumped into (reaction
2f) and released from (reaction 2b) the SR. The concentration of extracellular Ca2+
is considered constant.
One possibility to explain the presence of complex oscillations is to take into
account the inhibition of the IP3 receptor channel activity. This channel is both
activated and inhibited by cytosolic Ca2+. In particular, it is assumed that the IP3
receptor has two types of Ca2+ binding sites at the cytosolic side of the channel,
one for positive and one for negative regulation. The channel can only transport
Ca2+ if it is in the active state. In addition to the reactions shown in Figure 2 we
consider the activation and inhibition of the IP3 receptor. We indicate these two
reactions as 4f and 4b and we use the names R Ac and R In to refer to the two
states of the receptor.
In the following we present the speciﬁcation of the model in Bio-PEPA, in or-
der to illustrate how locations and reactions involving multiple locations can be
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described in our language. In the model proposed in [3] compartments are assumed
to have all the same size, and the parameters and concentrations are deﬁned ac-
cordingly. This assumption is generally introduced to simplify the model and the
analysis, and is particularly useful when precise data on compartment volumes are
not available. Here we consider the same assumption in the deﬁnition of the Bio-
PEPA system, in order to obtain a comparable model. However, since Bio-PEPA
supports multiple locations with diﬀerent sizes, a more accurate representation of
the biochemical system could be obtained if quantitative information about location
sizes are available.
5.1 Bio-PEPA system
Deﬁnition of locations:
L = [Ext : 1μl,C; Cyt : 1μl,C; SR : 1μl,C]
Deﬁnition of functional rates and constants:
f1f = (v0 + v1 · β) · Ext; f1b = (k · Ca@Cyt) · Cyt;
f2f =
„
VM2 · Ca@Cyt
2
K22+Ca@Cyt
2
«
· Cyt; f3 = (kf · Ca@SR) · SR;
f2b =
„
β ·
a
d
·Ca@Cyt4·R Ac@Cyt
1+( ad ·Ca@Cyt4)
· VM3 · Ca@SR
2
K2
Ca@SR+Ca@SR
2
«
· SR;
f4f = (kd · Ca@Cyt4 ·R Ac@Cyt) · SR; f4b = (kr ·R In@Cyt) · Cyt
Note that the functional rates are expressed in moles (all the kinetic laws are
multiplied by a location: here Cyt, SR, Ext refer to the size of the associated
location). The kinetic constants are as deﬁned in [3]:
v0 = 1 (μmol/l).min−1; v1 = 1 (μmol/l).min−1; β = 0.5;
k = 10 min−1; kf = 1 min−1; VM2 = 6.5 (μmol/l).min−1;
K2 = 0.1 μmol/l; VM3 = 50 (μmol/l).min
−1; KCa@SR = 0.2 μmol/l;
kd = 5000 (μmol/l)
−4.min−1; kr = 5 min−1;
a = 40000 min−1.(μmol/l)−4; d = 100 min−1
Deﬁnition of species components:
Ca
def
= (α1f , 1)↑Ca@Cyt + (α1b , 1)↓Ca@Cyt +
(α1f , 1) Ca@Ext + (α1b , 1) Ca@Ext +
(α2[Cyt↔SR], 1)↓Ca + (α3[SR→Cyt], 1)↓Ca + (α4f , 1)⊕ Ca@Cyt
R Ac
def
= (α2, 1)⊕R Ac + (α4f , 1)↓R Ac + (α4b, 1)↑R Ac
R In
def
= (α4f , 1)↑R In + (α4b , 1)↓R In
Deﬁnition of the model component:
(((Ca@Ext(0 .1 )Ca@Cyt(0 .5 ))Ca@SR(1 .9 ))R Ac@Cyt(0 .1 ))R In@Cyt(0 .9 )
5.1.1 Analysis
The Bio-PEPA model can be analysed by using diﬀerent approaches; in the follow-
ing we show some analysis results obtained from two of them. First we consider
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Fig. 3. ODE simulation
simulation by ODEs in order to compare our results with the ones in the literature.
Figure 3 reports the temporal evolution of Ca2+ in the sarcoplasmic reticulum and
Ca2+ in the cytosol. Both species show simple periodic oscillations. These results
are in agreement with the original paper [3].
Secondly, we consider the PRISM model-checker [17] in order to verify some
properties of the system. The information about step sizes must be provided. Here,
we use H = 0.01 for all the species, since the volumes of the compartments are the
same. For illustrative purposes we show the results obtained by checking two CSL
formulae.
First, we verify the formula
P≤0[ U (((S = i) ∧ P≤0[ U (S = i)]) ∨ ((S = i) ∧ P≤0[ U (S = i)]))]
over all the values i the species S can assume (where S ∈ {Ca@SR,Ca@Cyt}).
This (see [2]) conﬁrms that the species Ca@SR and Ca@Cyt do not attain a stable
concentration level, showing that the behaviour obtained by ODEs is not limited to
the chosen time bound, but is perpetual.
Second, we verify that the formula
P=?[ U (Ca@Cyt ≥ Ca@SR)]
is false, which guarantees that the amount of cytoplasmic calcium is smaller than
the amount of calcium in the SR at any time.
6 Related works
Several languages have been proposed to model biological compartments and mem-
branes [18,4,16,19,15]. All of them have some diﬀerences in the considered notion of
compartment, in the kinds of operations allowed, and in the underlying assumptions.
The BioAmbients calculus [18] was the ﬁrst process calculus for modelling bio-
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logical systems with an explicit notion of compartments. A system is represented
as a hierarchy of nested ambients, which represent the boundaries of compartments
containing communicating processes whose actions specify the evolution of the sys-
tem. Operations involving compartments, complex formation and transport of small
molecules across compartments can be easily represented in BioAmbients.
In Brane calculi [4], membranes are not just containers, but active entities that
are responsible for coordinating speciﬁc activities. A system is represented as a
set of nested membranes, and a membrane is represented as a set of actions. Op-
erations such as the transport of small molecules across membranes can be easily
represented; moreover, membranes can move, merge, split, enter into and exit from
other membranes.
In Beta-binders [16] systems are modelled as a composition of boxes representing
biological entities. Although the nesting of boxes is forbidden, the typing for sites
provides a virtual form of nesting, which makes the representation of hierarchies
of compartments possible. Explicit static compartments and transport of objects
across them have been added to Beta-binders in [11]. The possibility to deal with
compartments whose volume depends on time is considered in BlenX [9], a language
based on Beta-binders.
The stochastic π-calculus has also been equipped with notions of locations in
some of its variants. In particular, we mention the Sπ@ calculus [19], an exten-
sion of the stochastic π-calculus in which compartments are explicitly added to the
syntax. This language has been primarily designed to be a core language for encod-
ing diﬀerent compartment-based formalisms, and it handles varying volumes and
dynamical compartments by deﬁning the compartment volume as the sum of the
volumes occupied by all the molecules it contains.
Finally, membrane systems (also called P systems) [15,6] are computational
models based upon the notion of membrane structure, and on the observation that
complex biological systems are composed by independent computing processes sep-
arated by and communicating through membranes. Membranes delimit regions and
comprise objects and evolution rules. A computation is obtained starting from an
initial conﬁguration of membranes and objects, and repeatedly applying evolution
rules. In [5] membrane proteins are explicitly represented and used in mediating
transport of proteins across membranes.
All these languages diﬀer from Bio-PEPA in various aspects. Most of them are
based on diﬀerent levels of abstraction (for instance Beta-binders, BioAmbients,
Brane calculi) or focus on dynamical compartments (for instance BioAmbients) or
handle volumes in a diﬀerent way (for instance Sπ@). Bio-PEPA captures the
level of abstraction of biochemical networks and therefore some details that can be
represented in other languages are not of interest.
Diﬀerently from Brane calculi, which are limited to membrane operations (and
therefore are more precise in their representation), the focus on Bio-PEPA is on
the interaction of molecular species and on their biochemical modiﬁcations: hence,
it allows a more intuitive modelling of molecular reactions that are not directly
related to membranes. BioAmbients oﬀers an intuitive modelling of hierarchies of
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compartments, but it does not provide an explicit way to model membrane proteins,
which makes the modelling of interactions between membrane proteins and internal
proteins not easy. Moreover, reactions such as the movement of small molecules
across cellular membranes, require molecules to be enclosed within an ambient.
Membrane systems allow an intuitive representation of biochemical reactions and
transports across membranes and provide an abstract view of compartments, though
they lack some details regarding species and reactions. For instance (analogously to
Brane calculi, BioAmbients and Beta-binders), quantitative information regarding
compartment sizes are not considered and, therefore, volumes are implicitly taken
into account in reaction rates. In Sπ@, instead, compartment sizes are explicitly
considered but, diﬀerently from Bio-PEPA, they are obtained as the sum of the
sizes of all the contained molecular species (assuming the size of each molecular
species is known, and that changes in volume of compartments are directly related
to changes in their contents).
Concluding, Bio-PEPA is particularly appropriate for describing systems at a
high level of abstraction, similarly to models usually present in databases and in the
literature. For such abstraction, compartments are essentially containers for molec-
ular species: they allow some limited interaction between molecules lying in diﬀerent
compartments, but the main evolution is given by interactions of molecular species
within compartments. In these cases Bio-PEPA oﬀers a direct, formal representa-
tion of the system, allowing an intuitive representation of both intra-compartment
and inter-compartment reactions.
Another main feature of Bio-PEPA is that it supports various kinds of analysis.
This is very important as these analyses can help us to understand diﬀerent related
features of biochemical systems. Note that, among the various techniques, there
is the possibility to consider model-checking. This is particularly helpful in order
to understand the behaviour of the system, as it allows us to answer quantitative
temporal queries by performing an exhaustive exploration of all the possible paths
through the system. By means of model-checking, we can detect possible errors in
the model and verify some relevant properties of the system, not easily observable
from simulation results. The possibility of diﬀerent analyses is also supported by
membrane systems, whereas most of the other languages listed above essentially
limit the possible analyses to stochastic simulation.
7 Discussion and conclusions
Compartments and membranes play a key role in biochemical systems and, con-
sequently, it is essential for a modelling language to allow a correct and intuitive
representation of those notions.
We have enriched the Bio-PEPA process algebra with speciﬁc features useful to
model biological compartments. A notion of location has been introduced and, in
addition to three-dimensional compartments, their enclosing membranes can also
be explicitly deﬁned. Transports and other reactions involving molecular species in
multiple compartments can be easily modelled in this extension.
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Diﬀerent kinds of analysis can be performed (based on ODEs, CTMCs, and
stochastic simulation). Several assumptions are required in order to apply these
analyses to multi-compartment models (e.g. most analysis methods assume systems
to be a well-stirred mixture of molecules). Though these assumptions are generally
very strong, such methods have been shown to provide good approximations of the
behaviour of multi-compartment systems. In this extension of Bio-PEPA we have
relied on these standard assumptions and we have shown how to correctly derive
models for these kinds of analysis from Bio-PEPA models with multiple locations.
In this work we have focused on static locations (i.e. whose structure does
not change, but whose size can change over time); the management of dynamical
locations (i.e. which can split, merge, etc.) would require even stronger assumptions
and would make the language much more heavy. Moreover, currently, neither the
existing mathematical models nor the experimental data generally provide such a
level of detail.
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A Bio-PEPA semantics
In this Appendix we report the semantics rules for Bio-PEPA. For details see [8,7].
The semantics of Bio-PEPA refers to the level-based modelling style and is deﬁned
in terms of two relations. The former, called capability relation, is −→c ⊆ C ×Θ×C,
where C is the set of the Bio-PEPA components and Θ is the set of labels θ =
(α,w). The capability relation is deﬁned as the minimum relation satisfying the
rules reported in Table A.1.
The stochastic relation is deﬁned in terms of the capability relation. It associates
each action with a rate. The stochastic relation is −→s ⊆ P˜ × Γ × P˜, where Γ is
the set of labels (α, r), with α the action type and r the rate, and P˜ is the set of
well-deﬁned Bio-PEPA systems. The stochastic relation is deﬁned as the minimal
relation satisfying the rule:
Final
P
(αj ,w)−−−−→cP ′
〈V,N ,K,F , Comp, P 〉 (αj ,rα[w,N ,K])−−−−−−−−−→s〈V,N ,K,F , Comp, P ′〉
The rate rα[w,N ,K] is deﬁned as:
rα[w,N ,K] = fα[w,N ,K]
H
where H is the step size for the species involved in the reaction and the notation
fα[w,N ,K] means that the function fα is evaluated over w, N and K.
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Table A.1
Axioms and rules for Bio-PEPA.
prefixReac ((α, κ)↓S)(l) (α,[S:↓(l,κ)])−−−−−−−−→c S(l − κ) κ ≤ l ≤ N
prefixProd ((α, κ)↑S)(l) (α,[S:↑(l,κ)])−−−−−−−−→c S(l + κ) 0 ≤ l ≤ (N − κ)
prefixMod ((α, κ) op S)(l)
(α,[S:op(l,κ)])−−−−−−−−→c S(l)
with op ∈ {,⊕,} and
0 < l ≤ N if op = ⊕, 0 ≤ l ≤ N otherwise
choice1
S1(l)
(α,w)−−−→c S′1(l′)
(S1 + S2)(l)
(α,w)−−−→c S′1(l′)
choice2
S2(l)
(α,w)−−−→c S′2(l′)
(S1 + S2)(l)
(α,w)−−−→c S′2(l′)
constant
S(l)
(α,S:[op(l,κ)])−−−−−−−−→c S′(l′)
C(l)
(α,C:[op(l,κ)])−−−−−−−−−→c S′(l′)
with C
def
= S
coop1
P1
(α,w)−−−→c P ′1
P1 I P2
(α,w)−−−→c P ′1 I P2
with α /∈ I
coop2
P2
(α,w)−−−→c P ′2
P1 I P2
(α,w)−−−→c P1 I P ′2
with α /∈ I
coop3
P1
(α,w1)−−−−→c P ′1 P2
(α,w2)−−−−→c P ′2
P1 I P2
(α,w1::w2)−−−−−−→c P ′1 I P ′2
with α ∈ I
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