The dynamics of the streamflow in rivers involve nonlinear and multiscale phenomena. An attempt is made to develop nonlinear models combining wavelet decomposition with Volterra models. This paper describes a methodology to develop one-month-ahead forecasts of streamflow using multiscale nonlinear models. The method uses the concept of multiresolution decomposition using wavelets in order to represent the underlying integrated streamflow dynamics and this information, across scales, is then linked together using the first-and second-order Volterra kernels. The model is applied to 30 river data series from the western USA. The mean monthly data series of 30 rivers are grouped under the categories low, medium and high. The study indicated the presence of multiscale phenomena and discernable nonlinear characteristics in the streamflow data. Detailed analyses and results are presented only for three stations, selected to represent the low-flow, medium-flow and high-flow categories, respectively. The proposed model performance is good for all the flow regimes when compared with both the ARMA-type models as well as nonlinear models based on chaos theory.
INTRODUCTION
Understanding streamflow dynamics plays an important role in the proper management of our water resources. Simulation and forecasting of the mean monthly streamflows plays a vital role in the operation of reservoirs and hydropower generation units. Streamflow dynamics are governed by various physical mechanisms acting on a wide range of temporal and spatial scales (Sivakumar ) . Further, the presence of nonlinearity at different scales in streamflow observations has been a subject of scrutiny in numerous studies including the study by Wang et al. () . This latter study has affirmed the presence of nonlinearity in streamflow observed at monthly scales. Advances in research on the nonlinear features of streamflow processes notwithstanding, an objective understanding of the precise nature of these nonlinearities is not easily discernible.
The presence of long and short memory components at the observed scale, as reported by Corduas & Piccolo () , and other changes that take place at the local and global levels, also influence the evolving characteristics of the observed time series and, together, all these factors make streamflow modelling a nontrivial and complex problem.
During the past few decades, a great deal of research has been devoted to the formulation and development of modelling approaches to understand streamflow dynamics and significant progress has indeed been made. These methods can be broadly classified into: (i) physical-based models, streamflow forecasting. These data-driven models are often conveniently classified into the following types: (i) linear stochastic models, (ii) nonlinear models and (iii) artificial intelligence models.
The linear stochastic analysis methods (Box et that include either rapid processes or slow recharges. Apart from simulation studies, there has also been a heightened interest in wavelets and its application for developing forecasting models of various geo-physical series. These include studies by Partal & Kisi () , Kisi (a, b) and Adamowski & Sun () wherein models that combine wavelet analysis with ANNs have been developed and investigated on the assumption that such a combination approach would improve the forecasts of the modelled hydrologic time series. However, in the context of these models, Kisi (a, b, ) comments that these models do not overcome the disadvantages that are normally attributed to the ANN-based model. As an alternative approach, the latter author has proposed a linear wavelet regression model for monthly streamflow forecasting and was shown to perform better than the ANN models (Kisi a, b, ) .
In order to address the issue of nonlinear behaviour of some geo-physical state variables, including streamflow, Volterra models offer a generic representation of these nonlinear systems and have indeed been widely applied in the area of rainfall-runoff modelling. The results of these studies have been promising and prominent amongst these studies are Diskin & Boneh (), Muftuoglu () and Chou ().
In the present study, wavelets, with their capability of multiresolution decomposition, have been combined with a Volterra model in order to develop a forecasting model for univariate time series of streamflow. Detailed study is done on monthly streamflows observed at 30 stations spread throughout 10 states in the western USA and compared with results on the specific datasets analysed in Sivakumar (). In particular, a special focus was devoted to data for those 30 stations (out of a total of 79) investigated in the study by Sivakumar () for which the nonlinear approximation method, as proposed by the latter author, did not perform satisfactorily.
The present paper is organised as follows: the next section gives a brief description of wavelet analysis followed by a description of the multiscale nonlinear model in the third section. Then the following section presents details of the study area and data considered for analysis in this research.
Details of the analyses carried out and the results obtained are presented in the fifth section while the final section presents some of the important conclusions drawn from the present study and potential areas for further research.
WAVELET ANALYSIS
Wavelet analysis has become an important milestone in spectral analysis due to its multiresolution and localization capability both in time and frequency domains and has been extensively applied in the area of time series analysis and prediction. Wavelet decompositions at various scales (frequencies) often reveal the underlying low and high frequency components of the observed series and are, importantly, loca- The coefficients of the wavelet transform of a square-integrable continuous-time signal, f(t), are defined by the linear integral operator:
The function ψ(t), which can be real or complex, plays the role of a convolution-kernel and is called a wavelet.
The parameter a can be interpreted as a dilation (a > 1)
or a contraction (a < 1) factor of the wavelet function ψ(t) 1. The function integrates to zero:
2. The function is square integrable or, equivalently, has finite energy:
A disadvantage of these non-orthogonal wavelets is that the CWT of a given signal is characterised by redundancy of information among the wavelet coefficients. This redundancy, on account of the correlation between coefficients, is intrinsic to the wavelet kernel and not a characteristic of the analysed signal. As an alternative, for practical applications (as in the study of noise reduction models for communication systems and image and signal compression), the Discrete Wavelet Transform (DWT) is usually preferred.
In this approach, wavelet coefficients are calculated at every dyadic step, i.e. the operation of WT is carried out at dyadic dilations and integer translations. The wavelet function in its dyadic form can be represented as:
In Equation (3), ψ(t) is the mother wavelet, and j and k are the translation and dilation indices.
In DWT, decimation is carried out so that only half of the coefficients of the detailed component are left at the current level and half of the coefficients of the smooth version are recursively processed using high-pass and low-pass filters for coarser resolution levels. Due to the decimation, the number of the wavelet coefficients is halved with each move to a coarser level. The consequence is that, at the coarser level, there is lesser information available to train the forecasting model and, consequently, leading to overall predicting inaccuracy.
This problem, caused by decimation, may be overcome by introducing the stationary or, alternatively, à trous wavelet transform (Shensa ) . The basic idea of the à trous wavelet transform is to fill the resulting gaps using redundant information obtained from the original series.
Corresponding to the original series to be x(t), smoother versions of x(t) are defined at different scales as given by Equations (4) and (5):
In the preceding Equation (5) The detail component of x(t) at level i is defined as:
The set {d 1 , d 2 ,…, d p , c p } represents the additive wavelet decompositions of the data up to the resolution level p. The term c p is the residual component or the approximation.
Accordingly, for reconstruction, the inverse transform is given by:
Here, unlike the classical DWT, the decimation is left out, which renders the components at different scales to be of the same length.
Treatment of boundary details
Estimation of wavelet coefficients requires the selection of appropriate boundary conditions and this exercise does indeed require special care. From Equation (5), it is seen that estimation of the wavelet coefficient at time t uses observations over the neighbourhood between (t À p) and However, in the case of forecasting models, these extensions cannot work (Renaud et al. ) .
For clarity, consider a simple example where the B3-spline wavelet is used for computing c(t) from the series x(t). At each time step, according to Equation (5), calculation of c 1 (n) requires x(n þ 1) and x(n þ 2). Mathematically
More generally
From (9) it can be seen that at any time point, n, 
MULTISCALE NONLINEAR MODEL DEVELOPMENT
Consider a multiscale system whose internal (underlying) processes respond to the stimulus of external causal factors to produce the observable output variable. The scheme of this system is shown in Figure 1 (a). Here, the processes u 1 , u 2 , …, u 5 depict the unobservable processes at different scales. W(t) is the unobservable noise-free system output, v(t) is the noise that contaminates the system output and y(t) is the observable, noisecontaminated, system output. The foregoing depiction can be assumed to be a reasonable representation of the streamflow dynamics where unknown component processes combine together at different scales to produce the observed streamflow. The wavelet-based approach to obtain such a multicomponent representation is developed as described below.
Methodology
Let {X} be the time series of observations on streamflows which carries the information about the system. Let the corresponding descriptive wavelet coefficients at each scale be denoted by û 1 , û 2 , …, û J and the scaling coefficients be denoted by û Jþ1 where J is the level of decomposition. The time series of actual observations may be assumed to be a result of integration of these individual decompositions which, in turn, are assumed to be outputs of individual Volterra generators and integrated together in a nonlinear manner. Accordingly, therefore, the wavelet and scaling coefficients may be combined nonlinearly to produce y(t), a particular value of {X}, using the Volterra model within a multiple-input-single-output framework. The multiscale nonlinear model formulation is given by:
The first-order kernel, h 1 (n) , describes the linear relation between the nth input u n and y. The secondorder self-kernel function h 2s (n) describes the second-order nonlinear relation between the nth input u n and y, respectively. The second-order cross-kernels h Combining the last two terms we get:
Estimation of kernels h 1 and h 2
The four summation terms in Equation (11) may be modified by denoting each of the variables u 1 (tÀ1), u 1 (tÀτ), u 2 (tÀ1), u 2 (tÀτ), …, as a new set of variables denoted as x 1 (t), x 2 (t),
. Equation (11) may now be written as:
yðtÞ ¼ y 1 ðtÞ þ y 2 ðtÞ
P ¼ total number of input values:
The entire model scheme is shown in Figure 1 Equations (13)- (16) below have been used to estimate these performance measures:
where Q m is model output, Q 
MODEL APPLICATION
The multiscale nonlinear model described in the foregoing discussion was use to forecast monthly streamflows at each of the 30 stations for which data were available.
Model design was based on the 'split sample' approach in which the available data for 700 months was split into two show their corresponding wavelet decomposition.
For each station, deemed to be a general characteristic of their respective flow regime, the models are also calibrated for their specific levels of decomposition and memory. The optimal structure was obtained using a trialand-error approach and Table 2 Table 3 shows the optimal model structure for the three stations under consideration. In general, for the station corresponding to the low-flow regime, the optimal number of decomposition levels (J ) was found to be 4 and the memory at each level had an optimal value of {2,2,1,1,2}. For the station corresponding to the mediumflow regime, the number of decomposition levels, J, was found to be equal to 4 and memory, M, equal to 1 for the high-frequency details (D1, D2) and was equal to 2 for D3 and equal to 3 for D4 and C4. In the case of the station corresponding to the high-flow regime, the optimal value for J was equal to 4; whereas M was The summary statistics for the wavelet model with log transformation is given in Table 4 for the three stations namely 6, 20 and 29.
Similar results were achieved for the remaining 27 stations (figures not shown) and are presented in Table 5 in terms of the CC and the other model performance 
Results for 'high-flow' regime
The 1-month-ahead multiscale wavelet-based nonlinear forecast model for station 29 (as a representative member of the 'high-flow' regime category, is presented below as Equation (17):
In general, for the high-flow regimes, it can be seen that for all stations, barring two, the model performance in terms of CC were near about 0.90. For the remaining two stations in this category, the value was nearly not as good but still yielded a CC value in the vicinity of a high of 0.85. Notably, the results for four stations, namely 03 (USGS:6214500), Results for 'medium-flow' regime Equation (18) presents the derived 1-month-ahead forecast model for station 20 as a candidate member of the 'medium-flow' regime category: In the case of the medium-flow regimes, the results show that six stations have CC greater than 0.90 and two stations greater than 0.80 for the wavelet model with log transformation. Similar results were obtained using the wavelet-based-without-log transformation. The RMSE values were also comparatively the same. From these observations, it seems that for the moderate flows the log transformation is not having much influence. 
Results for 'low-flow' regime
The forecast model for 1-month-ahead lead time as derived for the monthly streamflow time series for station 6 is given below as Equation (19): It is seen from the results presented in Table 5 that Note on nonlinearity in the analyzed time series of monthly streamflows (17) and (18), highlight the impacts of degree of nonlinearity and interdependence among the scales. 
Computational load and model complexity
In addition to its performance efficiency, model complexity and its corresponding computational load are concerns that also determine, to an extent, the model's acceptability. It is also reasonable to aver that computational effort, measured in terms of usage of CPU time, is a credible surrogate for model complexity.
Accordingly, therefore, CPU time usage was recorded for various model runs and a comparison of these times suggests that the proposed method is indeed simple as it involves a straightforward estimation of the Volterra kernels. While the average computational time required for the deseasonalized ARMA model was found to be 0.45 s using a 4 GB RAM and 2.66 GHz processor-based machine, the wavelet-based nonlinear model needed an average processing time of only 0.156 s.
CONCLUSIONS
The above study has established that the modelled time series of monthly streamflows are a result of multiscale and nonlinear phenomena. Wavelets are a useful tool to represent this multiscale nature through its multiresolution and time localization capability while the Volterra representation enables the capture of the nonlinear phenomenon detected in these flow sequences and the interdependence that exist across scales. Further, in this contribution, the study has applied the à trous wavelet transforms, instead of the classical DWT which has the disadvantage of boundary distortion (when used for forecasting). Additionally, an examination of the Volterra kernels provides an insight into the internal dynamics of the underlying process.
As a future scope, the performance of the proposed model could be compared with that of (i) wavelet-neural network model and (ii) cross-wavelet-based model for onestep-and multistep-ahead forecasting. The proposed wavelet-based nonlinear model can also be applied for streamflow forecasting on a daily scale where the influence of nonlinearity is indeed expected to be significant (Wang et al. ) . Further, it may indeed be desirable to develop precipitation-runoff forecast models that explicitly accommodate the role of causal variables such as rainfall and temperature amongst others, as may be deemed necessary.
As a further development, the improved estimation of Volterra kernels by heuristics-based evolutionary optimization techniques like genetic algorithms and particle swarm optimization may also be explored.
