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Searching for simple models that possess non-trivial controlling properties is one of the central tasks in the
field of quantum technologies. In this work, we construct a quantum spin-1/2 chain of finite size, termed as
controllable spin wire (CSW), in which we have Sˆ zSˆ z (Ising) interactions with a transverse field in the bulk, and
Sˆ xSˆ z and Sˆ zSˆ z couplings with a canted field on the boundaries. The Hamiltonians on the boundaries, dubbed as
tuning Hamiltonians (TH’s), bear the same form as the effective Hamiltonians emerging in the so-called “quan-
tum entanglement simulator” that is originally proposed for mimicking infinite models. We show that tuning the
TH’s (parametrized by α) can trigger non-trivial controlling of the bulk properties, including the degeneracy of
energy/entanglement spectra, and the response to the magnetic field hbulk in the bulk. A universal point dubbed
as αs emerges. For α > αs, the ground-state diagram versus hbulk consists of three “phases”, which are Nee´L
and polarized phases, and an emergent pseudo-magnet phase, distinguished by entanglement and magnetization.
For α < αs, the phase diagram changes completely, with no step-like behaviors to distinguish phases. Due to its
controlling properties and simplicity, the CSW could potentially serve in future the experiments for developing
quantum devices.
I. INTRODUCTION
Quantum mechanics often leads to exotic behaviors and
features that violate the common senses of the classical world.
One of the central topics in modern science is to utilize the
quantum features to build functional devices for the tasks that
cannot be accessed, or efficiently solved by classical ones.
Paradigm examples include simulating complicated quantum
systems, or solving the NP-hard problems. Many efforts have
been made towards this aim. One distinguished example con-
cerns quantum simulators (cf.1–4, for the very recent achieve-
ments see5), which are controllable quantum systems for ef-
ficiently mimicking the properties of other more complicated
quantum systems. Another more universal proposal concerns
quantum computers6,7, which are expected to accelerate the
exponentially expensive computations to be with only poly-
nomial costs.
Rapid development in experimental techniques provides in-
creasing possibility of and feasibility for realizing quantum
technologies. For instance, cold/ultracold atoms in optical lat-
tices or trapped ions8,9 allow to realize few-body models with
designed interactions. Impressive results have been achieved
using such methods to simulate many-body phenomena10 in-
cluding ground-state phase transitions11, and/or dynamical
processes12 of large quantum lattice models.
However, there is still a long road to go for the practical
implementations of quantum technologies. The proposals that
can be applied in experiments or industry are rare. For ex-
ample, the gate-based quantum computers13 suffer high com-
plexity, i.e., the demand of a large number of quantum gates.
For Hamiltonian-based quantum annealers (e.g., D-wave14),
the mainstream solution is to utilize the priori-known or con-
structed Hamiltonian such as Ising models or Kitaev model15.
A systematic ways of deriving new Hamiltonians for targeted
quantum devices are strongly desired. Furthermore, most of
the existing quantum technologies are based on few-body or
few-level systems (see Refs. [16–19] to only name a few
of the latest works). How to utilize the many-body features
(such as quantum phase transitions, elementary excitations,
and other collective phenomena) is still under hot debate (e.g.,
Refs. [20,21]).
Recently, the “quantum entanglement simulators” (QES’s)
were proposed22; these are few-body models that mimic opti-
mally the ground states of the corresponding many-body sys-
tems of infinite size. A QES is formed by two parts: bulk and
boundaries. The bulk is a finite-size super-cell of the infinite
model to be simulated. The Hamiltonians on the boundaries
give the optimal effective interactions between the boundary
physical sites and entanglement-bath sites. These effective
Hamiltonians are determined by the ab-initio optimization
principle (AOP) scheme23,24; they mimic optimally the entan-
glement between the finite bulk and the infinite environment
in the targeted model.
In this work, we construct a one-dimensional (1D) spin-1/2
model of finite size, dubbed as controllable spin wire (CSW),
where we have Ising interactions with a transverse field in the
bulk, and the designed Hamiltonians (dubbed as the tuning
Hamiltonians, TH’s in short) for tuning on the boundaries.
The TH’s have the same form as the physical-bath Hamilto-
nians emerging in the QES, and are simply two-body nearest-
neighboring spin-1/2 Hamiltonians with Sˆ xSˆ z and Sˆ zSˆ z inter-
actions in a canted magnetic field [Eq. (3)].
We show that in the CSW, both the energy spectrum and
ground-state entanglement spectrum, and the response of the
bulk to the external field, can be qualitatively altered by
tuning the TH’s. A universal “switch point” (dubbed as
αs) that addresses these qualitatively changes emerges. For
α > αs, the ground-state diagram versus hbulk consists of
three phases, which are Nee´L and polarized phases, and an
emergent pseudo-magnet phase, distinguished by entangle-
ment and magnetization. In the “pseudo magnet phase”, the
energy gap closes exponentially with the system size, which
2is consistent with the results reported in Refs. [40,41], and
the two-fold degeneracy of leading Schmidt numbers appears.
For α < αs, no step-like behaviors are observed to distinguish
different phases.
Thanks to the simplicity of the model, the Ising-type in-
teractions of the CSW could be realized with, e.g., ultracold
atoms or ions25–30; the TH’s (simply two-body) on the bound-
aries could be realized and tuned, for instance, by using super-
lattices and ultracold atoms, ions in traps, quantum circuits or
quantum dots coupled through photons with the bulk8,31–34.
II. HAMILTONIAN OF THE CONTROLLABLE SPIN
WIRE
The Hamiltonian of the CSW with N spin-1/2’s reads
Hˆ = HˆBulk + HˆL(α) + HˆR(α), (1)
with α the control parameter. HˆBulk is the bulk Hamiltonian of
the (N−2) spins in the middle of the CSW. The interactions are
the nearest-neighbor Ising couplings in an uniform transverse
field that reads
HˆBulk =
N−2∑
n=2
Sˆ znSˆ
z
n+1
− hBulk
N−1∑
n=2
Sˆ xn. (2)
The Sˆ zSˆ z coupling constant multiplied by the Planck constant
~ is set to be one, so that it defines the energy unit. Without
losing generality, we take N to be even.
HˆL(α) and HˆR(α) are the TH’s, which give the interactions
between the first two and the last two sites, respectively. These
Hamiltonians contain Sˆ xSˆ z and Sˆ zSˆ z couplings in a canted
magnetic field as
HˆL(α) = J
L
xzSˆ
x
1Sˆ
z
2
+ JLzzSˆ
z
1
Sˆ z
2
− hLx Sˆ
x
1 − h
L
z Sˆ
z
1
− h˜Lx Sˆ
x
2,
HˆR(α) = J
R
zxSˆ
z
N−1
Sˆ xN + J
R
zzSˆ
z
N−1
Sˆ z
N
− hRx Sˆ
x
N − h
R
z Sˆ
z
N
− h˜Rx Sˆ
x
N−1.
(3)
The coupling constants and magnetic fields depend on the
controlling parameter α, as shown in Fig. 1.
The TH’s are parameterized by α. Let us explain how we
obtain the TH’s and the α-dependence of all the parameters
of them. The idea is to borrow the physical-bath Hamiltoni-
ans emerging in the QES22, which is originally for building
a few-body model that optimally mimics the ground state of
the infinite system and calculated by the AOP approach22,23.
Here, we take the TH’s as the physical-bath Hamiltonian of
the QES for the infinite transverse Ising model, whose Hamil-
tonian reads
HˆIn f =
∑
n
[Sˆ znSˆ
z
n+1
−
α
2
(Sˆ xn + Sˆ
x
n+1)], (4)
where the summation runs over the infinite chain. Note that α
is a uniform transverse field in the x direction but is now taken
as the control parameter in the CSW.
The first and last sites in the CSW are corresponding to the
bath sites of the QES. Here, we take the bath dimension as
dim(bath) = 2, and use the TH’s as physical Hamiltonians of
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Figure 1: (Color online) The α-dependence of the coupling constants
(left) and magnetic fields (right) of the tuning Hamiltonians [Eq. (3)].
spin-1/2’s. The detail of the algorithm can be found in the
Appendix, as well as Refs. [22–24]. After calculating the
TH’s35, we study the ground state of the Hamiltonian of the
CSW in Eq. (1) by the exact diagonalization and finite-size
density matrix renormalization group algorithm36.
The α-dependences of the coupling constants and magnetic
fields in HˆL and HˆR are given in Fig. 1. Note that the Hamil-
tonian of the CSW is given by Eq. (1), and α only plays
the role of a control parameter that has one-to-one correspon-
dence with the coupling constants and fields of the TH’s. In
the following, we will tune the TH’s by tuning α.
Except the Ising interactions and the transverse field that
originally exist in the infinite model, the Sˆ xSˆ z coupling and
a vertical field emerge in the TH’s. This could be interest-
ing, because the Sˆ xSˆ z interaction is the stabilizer on the open
boundaries of the cluster state, a highly entangled state that
has been widely used in quantum information sciences37,38.
Firstly, let us consider the magnetic fields h˜Lx and h˜
R
x emerg-
ing on the second and the last second spins, respectively.
Though these two terms are in HˆL and HˆR, they in fact be-
long to HˆBulk. To explicitly obey the translational invariance
while computing the TH’s, HˆIn f is written as the summation
of two-body terms as Eq. (4). By taking a finite part from
the infinite chain, one can see that the magnetic fields on both
ends of this finite part is only half of the field on the other
sites. Interestingly, this missing field automatically appears in
HˆL and HˆR, making the field uniform again. Our calculation
confirms that h˜Lx = h˜
R
x = α/2. In the following, we remove
these fields from HˆL and HˆR, while ensuring that the field on
all (N − 2) sites in the bulk of the CSW is uniformly hBulk.
From our results, we find that the number of parameters in
the TH’s can be reduced to five, which are
JLxz = −J
R
zx  J¯xz, J
L
zz = −J
R
zz  J¯zz,
hLx = h
R
x  h¯x, h
L
z = h
R
z  h¯z, h˜
L
x = h˜
R
x  h˜x.
(5)
The reduction of the independent parameters in the TH’s is
due to the symmetry of the Hamiltonian. One can see that
the spin-spin couplings show odd parity and the fields show
even parity, when changing from the left boundary to the right.
The reason should be that the couplings in the transverse Ising
model is antiferromagnetic, and the field is uniform (not stag-
gered).
Let us take some limits of α to see how the values of the
coupling constants in Eq. (5) change. As shown in Fig. 1, for
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Figure 2: (Color online) The α-dependence of (a)-(d) The energy spectrum and (e)-(h) the entanglement spectrum λ of the ground state in the
middle of the CSW with different hBulk. At hBulk = 0.1, the ground-state energy has two-fold degeneracy (with a O(10
−7) split) for α > 0.5, and
the two leading Schmidt numbers show certain instability. At hBulk = 0.2, the two-fold degeneracy appears for both the ground-state energy
(O(10−5) split) and the entanglement spectrum (O(10−2) split). The split of the two dominant the energies or entanglement spectrum increases
with hBulk (e.g., hBulk = 0.3 and 0.4). In all cases, there is no degeneracy for α < 0.5. Here we take the length N = 12.
α → ∞ we have J¯xz → 1, J¯zz → 0, h¯x → 0, and h¯z → α. It
means in this limit, the TH’s become the Sˆ xSˆ z coupling in a
vertical field (in the z direction). For α → 0, we have J¯xz → 0,
J¯zz → 1, h¯x → 0, and h¯z → 0.5. The boundary interactions
become the Ising coupling in a fixed vertical field. This leads
exactly to the N-site classical Ising chain in a mean field.
Moreover, singular behaviors of the constants and fields are
found near α = αs = 0.5. Interestingly, α = 0.5 is in fact the
critical point of the infinite transverse Ising chain [Eq. (4)]. In
the following, we will show that αs = 0.5 is a “switch point”
where qualitative changes of the ground-state properties oc-
curs.
III. CONTROLLING THE ENERGY/ENTANGLEMENT
SPECTRA
Let us take α as the controlling parameter, and simulate how
the CSW responds to hBulk. Fig. 2 shows the α-dependence
of the energy spectrum E(n) and the logarithmic ground-state
entanglement spectrum ln λn with different hBulk. The entan-
glement is measured in the middle of the CSW. For α > 0.5
with small hBulk, e.g., hBulk = 0.1, the excitation gap is around
O(10−7). In this region, the entanglement spectrum show
some instability. The reason could be that different super-
positions of the degenerate states do not give a unique entan-
glement. Further discussions are presented in the supplemen-
tary material35.
At hBulk = 0.2, the system still possesses two-fold degener-
acy of the energy with a split aroundO(10−5). Meanwhile, the
entanglement is stabilized and the two leading Schmidt num-
bers become degenerate with a split around O(10−2). As hBulk
becomes larger, e.g., hBulk = 0.3 and 0.4, the split increases,
destroying the degeneracy of both the energy and entangle-
ment spectra. In all cases, there is no degeneracy for α < 0.5.
We dub αs = 0.5 as the switch point.
Though for α < αs, the system gives a non-vanishing gap,
thus has a unique ground state, we find that the “degeneracy”
is hidden behind the sign of J¯zz. Since changing the sign of J¯zz
does not affect the ground-state properties, we calculate the fi-
delity to compare the ground states (Table I). We discover that
the two Hamiltonians with different signs of J¯zz have orthogo-
nal ground states, i.e., the ground states are orthogonal to each
other before and after changing the sign of J¯zz. For α > α
s for
comparison, the Hamiltonian has a vanishing gap, and chang-
ing the sign of J¯zz does not make any differences. In the whole
region, changing the sign of h¯x does not affect anything. Our
results suggest that the two orthogonal ground states can be
controlled by tuning the sign of J¯zz in the TH’s. These de-
generated states and the controlling properties can potentially
serve to store and manipulate quantum information. Due to
the gap beyond the degenerated states, such a process is ex-
pected to be stable against small noises. Surely, further nu-
merical and experimental investigations are to be done to test
the efficiency and robustness.
IV. CONTROLLING THE GROUND-STATE PHASES
In Figs. 3 (a)-(b), we show the staggered magne-
tization in the z direction Msz = 〈φ|(
∑
n=2,4,··· ,N−2 Sˆ
z −
4Table I: The fidelity F = |〈φ′|φ〉| between the ground states of two
Hamiltonians that have different signs of h¯x and J¯zz in the TH’s. We
tale N = 18, α = 0.3 and hBulk = 0.3. The ground states of the
Hamiltonians with opposite signs of J¯zz have the same properties,
but are orthogonal to each other (F ∼ O(10−5)).
h¯x/J¯zz +/+ +/− −/+ −/−
+/+ 1 3.9(2) × 10−5 0.97(5) 4.3(8) × 10−5
+/− 3.9(2) × 10−5 1 2.99 × 10−5 0.97(5)
−/+ 0.97(5) 2.99 × 10−5 1 3.9(2) × 10−5
−/− 4.3(8) × 10−5 0.97(5) 3.9(2) × 10−5 1
∑
n=3,5,··· ,N−1 Sˆ
z)|φ〉/(N − 2) and the entanglement entropy S =
−
∑
λ2
i
ln λ2
i
. These quantities show different kinds of re-
sponses to the transverse field hBulk by taking different α’s.
For α > αs, a step-like behavior occurs for Msz , which drops
from Msz ≃ 0.5 to zero when hBulk increases. We denote the
position of the drop by hc
Bulk
. Similar singular behaviors are
found for S in this region, where S reaches its maximum at
h = hc
Bulk
. The peak of S is from the two-fold degeneracy of
the entanglement spectrum shown in Fig. 2, and thus can be
the indicator of the degeneracy. For comparison, both Msz and
S change smoothly with hBulk for α < α
s.
Fig. 3 (c) shows the size scaling of the excitation gap ∆.
Then the α > αs region can be divided into three “phases”39:
conventional Nee´l phase for hBulk < h
c
Bulk
, conventional po-
larized phase for hBulk > 0.5 (the critical point for the in-
finite Ising chain), and a “pseudo-magnet” (PM) phase for
hc
Bulk
< hBulk < 0.5. It is called “magnet” since ∆ closes expo-
nentially with N40,41; it is called “pseudo” because as N → ∞,
the PM phase vanishes when hc
Bulk
→ 0.5. The Nee´l and PM
phases both have exponentially vanishing gaps. The differ-
ence is that the PM phase has a robust entanglement arising
from the two large leading Schmidt numbers. At hBulk = 0.5,
the excitation gap closes algebraically.
At α = αs, the gap still closes for hc
Bulk
< hBulk < 0.5,
but only for odd N’s. For even N’s, the system is gapped
with ∆→ O(10−1). This possibly implies the valence bond(s)
induced by the boundaries: a hanging spin appears to the edge
when the length is odd. At α = αs and hBulk = 0.5, the gap
decrease algebraically for both the odd and even lengths.
We shall stress that with or without α, these properties still
exist and can be reached by setting the coupling constants and
fields of the TH’s according to the numerical results (Fig. 1).
With α, a well-defined switch point appears at αs = 0.5. From
Fig. 1, we have J¯xz ≃ 1, J¯zz ≃ 0, h¯x ≃ 0, and h¯z ≃ 0.31 at
α = αs. Comparing with the physics of the QES for the infi-
nite quantum Ising chain in Eq. (4), the switch point coincides
with the critical point (α = 0.5) of the infinite model. Since
the TH’s optimally generate the entanglement bath of the in-
finite chain, our work implies that the control of the CSW
should be triggered by the entanglement from the boundaries,
which approximately mimics the entanglement from an infi-
nite chain.
More results are given in the supplementary material35 to
reveal the properties of the CSW, including the controlling ef-
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Figure 3: (Color online) The semi-log plot of the ground-state (a)
staggered magnetization in the z direction Msz and (b) the entangle-
ment entropy S with different values of the bulk transverse field hBulk
and the control parameter α of the TH’s on the boundaries. We take
N = 12. (c) the size scaling of the excitation gap ∆.
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Figure 4: (Color online) (a) An intuitive picture of controllable spin
wire. To control a finite bulk of an infinite chain without changing the
interactions inside (HˆBulk), one choice could be globally tuning the
infinite rest of the chain. With the quantum entanglement simulator
idea, the global tuning is approximately realized by the local tuning
on the physical-bath Hamiltonians (HˆL(R)(α)) on the boundaries of
the bulk. (b) A normal finite-size model of size (2 + 4 + 2), where a
4-site bulk is embedded in the middle of a 8-site chain.
fects of each single term in Eq. (3), stability, size scaling,
fidelity, and de-activation of the controlling. The differences
and relations between our proposal and the boundary-driven
phase transitions40,41 are further discussed. These could be
useful information for the future applications of the CSW.
V. INTUITIVE PICTURE OF CONTROLLABLE SPIN
WIRE
We provide an intuitive picture [Fig. 4 (a)] to better ex-
plain the physics behind the CSW. Our aim is to control a
finite chain by tuning the interactions on its boundaries. The
proposal is to embed the system as a finite bulk in an infinite
chain, and then the bulk (e.g., its response to a magnetic field)
50.0
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Figure 5: (Color online) The bulk magnetization Msz and entangle-
ment entropy S of the CSW [see Fig. 4 (a)] and the quantum Ising
chain without TH’s [see Fig. 4 (b)]. Different sizes of the boundaries
are calculated. When the boundaries increase, the control of the bulk
Msz and S without TH’s approaches to those of the CSW. We fix the
length of the bulk to be 10 sites, and the magnetic field in the bulk to
be hBulk = 0.25.
is controlled by tuning globally the infinite environment out-
side the bulk. However, this is extremely impractical by either
numerics or experiments to realize directly this scheme. With
the QES idea, the global tuning can be approximately realized
by locally tuning the physical-bath Hamiltonians (HˆL(R)(α))
solely on the boundaries (only one spin-1/2 on each end) of
the bulk.
Furthermore, when the parameters inside and outside the
bulk are tuned to favor different phases, a competition rises.
This explains the universal switch point at α = 0.5, which
is exactly the quantum phase transition point of the infinite
model. Thanks to the generality of tensor network (see Refs.
22,23 or the first section of supplementary material), there are
in principle no restrictions to the models for deriving the tun-
ing Hamiltonians. We conjecture that the such controlling
systems can be similarly constructed based on other mod-
els. Non-conventionally ordered systems (e.g., the integer
spin chains42,43) or systems in higher dimensions are to be
inspected.
To further verify this intuitive picture, we calculate the nor-
mal quantum Ising chain with different length of the environ-
ment parts. An illustration of a 4-site bulk with 2-site bound-
aries on both ends is shown in Fig. 4 (b), which is dubbed as
the normal (2+ 4+ 2) chain. The magnetic field in the bound-
aries (dubbed still as α) is tuned to be different from that inside
the bulk (dubbed as hBulk).
Fig. 5 shows Msz and S of the normal (K + 10 + K) chains
by taking K = 1, 2, 4, 8 and 15. The bulk size is fixed to be
10. The magnetic field α in the boundary parts varies from 0
to 1, and that in the bulk is fixed to hBulk = 0.25. We find that
as K increases, the position where a step-like behavior occurs
moves to αs given by the CSW. This supports the intuitive
picture.
VI. CONCLUSIONS AND PROSPECTS
We propose the controllable spin wire, with the quantum
Ising interactions in the bulk and the QES-inspired interac-
tions on the boundaries. By solely tuning the interactions
on the boundaries, the bulk properties of the CSW (including
the degeneracy, energy spectrum, ground-state entanglement,
and magnetization) can be qualitatively altered. A universal
“switch point” αs = 0.5 is found to address the controlling
effects.
In the future, more feasible and tunable interactions that
couple multiple CSW’s into size-scalable networks are appli-
cable. We expect to design and develop models with more
complicated and universal controlling properties and realize
them in experiments. It is also interesting to utilize the con-
trolling effects to detect the bulk properties44.
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