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Abstract
We prove Lipschitz regularity for a minimizer of the integral
∫ b
a L(x, x
′) dt , defined on the class
of the AC functions x : [a, b] → R having x(a) = A and x(b) = B. The Lagrangian L :R × R →
[0,+∞] may have L(s, ·) nonconvex (except at ξ = 0), while L(· , ξ) may be non-lsc, measurability
sufficing for ξ = 0 provided, e.g., L∗∗(·) is lsc at (s,0) ∀s. The essential hypothesis (to yield Lip-
schitz minimizers) turns out to be local boundedness of the quotient ϕ/ρ(·) (and not of L∗∗(·) itself,
as usual), where ϕ(s)+ρ(s)h(ξ) approximates the bipolar L∗∗(s, ξ) in an adequate sense. Moreover,
an example of infinite Lavrentiev gap with a scalar 1-dim autonomous (but locally unbounded) lsc
Lagrangian is presented.
 2004 Elsevier Inc. All rights reserved.
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Consider the problem of minimizing integrals
b∫
a
L
(
x(t), x ′(t)
)
dt, (1)
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with x(a)= A and x(b)= B. Let the Lagrangian L :R×R→ [0,+∞] be, say, lsc (lower
semicontinuous) with superlinear growth at infinity,
infL(R, ξ)
|ξ | → +∞ as |ξ | → ∞; (2)
and let L(s, ·) be convex at zero, i.e.,
L∗∗(s,0) = L(s,0) ∀s ∈R, (3)
where L∗∗(s, ·) is the bipolar of L(s, ·) (i.e., epiL∗∗(s, ·) = co epiL(s, ·), see [6]).
Existence of a minimizer y(·) for this integral has been constructed in the paper [5], in
such a way that y(·) is, moreover, bi-monotone, i.e., outside of a possible interval [a′, b′]
where it is constant, y(·) increases or decreases with derivative “bounded away” from zero,
in the sense that, a.e. on [a, a′] ∪ [b′, b],
y ′(t) /∈ {0} ∪ interior[(∂L(y(t), ·))−1(∂L(y(t),0))]. (4)
(See Remark 6 for a geometrical interpretation of this set.) The minimizer y(·) is con-
structed in such a way that it also minimizes the convexified integral.
b∫
a
L∗∗
(
x(t), x ′(t)
)
dt, x(·) ∈A. (5)
The aim of this paper is to prove Lipschitz continuity for y(·), under unusual hypothe-
ses. Indeed, L∗∗(·) may here be arbitrarily unbounded (e.g., L∗∗(· ,0) /∈ L1loc(R)), while
usually (e.g., in [1, Theorem 4.2]) local boundedness of L∗∗(·) is imposed near the s-axis
ξ = 0. As it turned out, what really matters is this: L∗∗(s, ξ) should be a nice perturbation
f (s, ξ) of some “affine” function ϕ(s)+ρ(s)h(ξ) having locally bounded quotient ϕ/ρ(·).
This generalizes the Lipschitz property proved in [3] for the special case f (·) ≡ 0.
Using these results, an example is shown (in Remark 5) of an autonomous Lagrangian
whose integral (1) presents an infinite Lavrentiev gap: while its minimum value is +∞ on
the Sobolev space W 1,1(a, b), it goes down to a finite value on W 1,2(a, b), and then up
again to +∞ on W 1,p(a, b), where p may range from 3 to +∞, depending on a parameter.
Let us start by presenting the existence results from which the present paper has devel-
oped:
Proposition 1 (See [5, Theorem 1]). Let L :R × R → [0,+∞] be a L⊗ B-measurable
function with L(s, ·) nonconvex except at zero (as in (3)), and superlinear (as in (2)),
having L(·,0) and L(s, ·) lsc.
Then for any A,B the nonconvex integral (1), defined on the classA of the AC functions
x : [a, b] → R with x(a) = A and x(b) = B, has minimizers provided: either A = B; or
L∗∗(·) is lsc at (s,0) ∀s; or L(·) is approximable with integrable slopes (as in Remark 1
below).
Moreover, there exists a minimizer y(·) which satisfies a regularity property, it is bi-
monotone:
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a′  b′;
(ii) y(·) is monotone along each one of the intervals [a, a′], [b′, b], with derivative
“bounded away” from zero, in the sense that, a.e. on [a, a′] ∪ [b′, b],
y ′(t) /∈ {0} ∪ interior[(∂L∗∗(y(t), ·))−1(∂L∗∗(y(t),0))]. (6)
Proposition 2 (See [5, Theorem 2]). Let L :R×R→ (−∞,+∞] be a L⊗B-measurable
function with L(s, ·) nonconvex except at zero (as in (3)) having L(· ,0) and L(s, ·) lsc,
possibly non-superlinear.
Assume that, for some A,B ∈ R, the convexified integral (5), defined on the class A
of the AC functions x : [a, b] → R with x(a) = A and x(b) = B , has a minimizer y(·)
for which there exist disjoint open sets O−,O+ ⊂ [a, b], such that, apart from null sets,
y ′(t) 0 in O−, y ′(t) 0 in O+ and{
t ∈ [a, b]: L∗∗(y(t), y ′(t))<L(y(t), y ′(t))}⊂O− ∪O+.
Then the nonconvex integral (1), defined on the same class A, has minimizers.
Remark 1. The hypothesis of L(·) being approximable with integrable slopes is: ∀n ∈ N
∃ϕn :R → [0, n] lsc with (ϕn(s)) ↗ L(s,0) ∀s, ∃mn ∈ L1(A,B): L(s, ξ)  ϕn(s) +
mn(s)ξ ∀s, ξ .
The hypothesis “L(s, ·) is convex at zero (3) and L∗∗(·) is lsc at (s,0) ∀s” may be
replaced by the weaker: “L∗∗(s′,0) = f (s′,0) = f ∗∗(s′,0), where f (·) is the lsc envelope
of L∗∗(·), i.e., epif (·) = epiL∗∗(·).” (As to s′, it is defined in (i).)
Define D(s) := (L∗∗(s, ·))−1(R) = {ξ ∈ R: L∗∗(s, ξ) < +∞}.
Basic hypotheses on L∗∗(·) on y([a,b]).
(A) It is possible to write
L∗∗(s, ξ) = f (s, ξ) + ϕ(s)+ ρ(s)h(ξ) +m(s)ξ ∀ξ for a.e. s ∈R, (7)
for some ϕ,ρ :R → [0,+∞) measurable with ρ(·)  1, m(·) ∈ L1(A,B), h :R →
[0,+∞] convex lsc with h(ξ)/|ξ | → +∞ as |ξ | → ∞, f :R×R→ [0,+∞] having
f (s, ·) convex lsc and f (s,0) < +∞ for a.e. s ∈R; and if h(0) = +∞ then ϕ(·), ρ(·),
and f (·) should be, moreover, lsc.
(B) ∃R1 > 0 ∃M1 > 0 such that, for any s ∈ y([a, b]) and any ξ ∈ interiorD(s):
|ξ | >R1 ⇒ max
[
L∗∗(s, ξ) − ξ∂L∗∗(s, ξ)]
 ϕ(s)+ ρ(s)max[h(ξ) − ξ∂h(ξ)]+ ρ(s)M1,
h(0) = +∞ and ξ ∈ co({0} ∪ h−1[minh(R)])
⇒ min[f (s, ξ) − ξ∂f (s, ξ)]−M1.
(C) Defining d−(s) := inf[D(s) ∩ (−∞,0)], d+(s) := sup[D(s) ∩ (0,+∞)],
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{
s ∈ y([a, b]): d+(s) < +∞ and L∗∗(s, d+(s))< +∞},
S− :=
{
s ∈ y([a, b]): −∞ < d−(s) and L∗∗(s, d−(s))< +∞},
if S+ (respectively S−) has positive measure then d+(·) (respectively d−(·)) is in
L∞(y([a, b])).
(Notice that in the special “affine” case treated in [3], in which L∗∗(s, ξ) = ϕ(s) +
ρ(s)h(ξ), the set L∗∗(s, ξ) − ξ∂L∗∗(s, ξ) equals ϕ(s) + ρ(s)[h(ξ) − ξ∂h(ξ)]; hence (B)
says that this set is not much changed by the “perturbation” f (·). In the “affine” case, these
basic hypotheses on L∗∗(·) are trivially satisfied.)
Here is the main result.
Theorem 1 (Lipschitz regularity). Let L(·) be a Lagrangian, and let y(·) be a minimizer
of the corresponding nonconvex integral (1) on the class A, as in Propositions 1 or 2.
Assume the “Basic hypotheses on L∗∗(·) on y([a, b]).”
Under the hypotheses of Proposition 3 assume, moreover, h(0) < +∞ and max[h(ξ)−
ξ∂h(ξ)] → −∞ as |ξ | → ∞, ξ ∈⋃s∈y([a,b]) interior D(s).
Then the minimizer y(·) is Lipschitz continuous provided
ϕ(·)
ρ(·) ∈ L
∞(y([a, b])).
Remark 2. Provided the minimizer y(·) satisfies
y ′(t) ∈ interiorD(y(t)) a.e. on [a, b], (8)
and L∗∗(·) is Borel measurable, then the DuBois–Reymond differential inclusion holds
true, by [1, Theorem 4.1], i.e., ∃c ∈ R for which
L∗∗
(
y(t), y ′(t)
) ∈ c + y ′(t)∂L∗∗(y(t), y ′(t)) a.e. on [a, b]. (9)
Certainly (8) holds true provided D(y(t)) is open a.e. on [a, b], in particular if
L∗∗
(
y(t),R
)⊂R a.e. on [a, b].
Indeed, y(·) is, by construction, a minimizer of the convexified integral
b∫
a
L∗∗
(
x(t), x ′(t)
)
dt (10)
on A, besides being a minimizer of (1).
For the meaning of the set in (6), or the measurability of L(x(·), x ′(·)), see Remark 5.
Proof. (a) To simplify notation, we assume y(·) to increase on [a, b], with y ′(t) > 0 a.e.,
in particular y([a, b])= [A,B]. (If y(·) decreased, the arguments would be similar.)
The hypothesis ϕ/ρ(·) ∈ L∞([A,B]) implies that
∃M > 0: ϕ(s)/ρ(s)M a.e. on [A,B].
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(because, by (4), y−1(·) is AC) and
−ϕ(y(t))/ρ(y(t))−M ∀t ∈ [a, b] \ y−1(N ), i.e., a.e. on [a, b]. (11)
We may assume the integral of L(y(·), y ′(·)) on [a, b] to be finite; and m(·) to be ≡ 0,
since
∫ b
a m(x(t)) dt takes the constant value ≡
∫ B
A m(s) ds ∀x(·) ∈A, by [4, (18), Propo-
sition 3(d)].
Suppose, first, that (8), hence (9), holds true. If the set
E1 :=
{
t ∈ [a, b]: ∣∣y ′(t)∣∣>R1}
has positive measure then, by (B), a.e. on E1 we have:
cmax
[
L∗∗
(
y(t), y ′(t)
)− y ′(t)∂L∗∗(y(t), y ′(t))]
 ϕ
(
y(t)
)+ ρ(y(t))max[h(y ′(t))− y ′(t)∂h(y ′(t))]+M1ρ(y(t)).
Setting q(s) := (c − ϕ(s))/ρ(s) we obtain, from (11),
−|c| −M −M1  q
(
y(t)
)−M1 max[h(y ′(t))− y ′(t)∂h(y ′(t))] (12)
a.e. on E1. Since h(ξ)/|ξ | → +∞ as |ξ | → ∞, y(·) has to be Lipschitz continuous.
(b) Assume now that (8) does not hold because
y ′(t) = d+
(
y(t)
)
for t on a set E+ with positive measure. Since y(·) is AC and sends sets of positive measure
to sets of positive measure (by (4)), the set y(E+) is measurable with positive measure.
For a.e. s ∈ y(E+) we must have d+(s) < +∞ and L∗∗(s, d+(s)) < +∞ (otherwise y ′(·)
or L∗∗(y(·), y ′(·)) would not be in L1(a, b)); i.e., the set S+ in (C) must have positive
measure, hence d+(·) ∈ L∞([A,B]). Therefore ∃R2 > 0: d+(s) R2 for a.e. s ∈ [A,B],
and
0 < y ′(t) d+
(
y(t)
)
R2 a.e. on [a, b],
hence y(·) is Lipschitz continuous.
(c) Since the case (b) has already been treated we shall assume, from now on,
0 < y ′(t) < d+
(
y(t)
)
a.e. on [a, b]. (13)
Let us now check that the case h(0) < +∞ may be immediately discarded. Indeed we
have, by (A),f (y(t),0) < +∞ a.e.; and since L∗∗(y(t), y ′(t)) < +∞ we have, by (7),
h(y ′(t)) < +∞ and f (y(t), y ′(t)) < +∞ a.e., hence, by convexity, in case h(0) < +∞,
h(ξ) < +∞ and f (y(t), ξ)< +∞ ∀ξ ∈ [0, y ′(t)], a.e. on [a, b].
Therefore, defining
d0(s) := inf
[
D(s) ∩ (0,+∞)], (14)
we get d0(y(t)) = 0 a.e. on [a, b], hence (8), by (13), in case h(0) < +∞.
Since the case (8) has already been treated, we shall assume, from now on, besides (13),
that
h(0) = +∞ and 0 < y ′(t) = d0
(
y(t)
) ∀t ∈ P, (15)
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ρ(·), L∗∗(·) will be assumed lsc.
Define now
ξ0 = inf
[
h−1(R)
]
. (16)
Since, as above, f (y(t), ξ) < +∞ ∀ξ ∈ [0, y ′(t)] and 0  ξ0  y ′(t), a.e. on [a, b], we
must have f (y(t), ξ0) < +∞ a.e. on [a, b]. Hence[
ξ0, y
′(t)
]⊂ h−1(R)∩ [(f (y(t), ·)−1(R)] a.e. on [a, b],
and, by (16), d0(y(t)) = ξ0 for a.e. t ∈ [a, b].
Therefore (15) may be re-written as:
0 < y ′(t) = ξ0 = minh−1(R) ∀t ∈ P, |P | > 0. (17)
Define, for n = 1,2, . . . , the function hn :R→ [0,+∞],
hn(ξ) :=


h(ξ) for ξ0  ξ,
h(ξ0)+
(
ξ − ξ0 n−1n
)−1 − n
ξ0
for ξ0 n−1n < ξ  ξ0,
+∞ for ξ  ξ0 n−1n .
The bipolar h∗∗n :R→ [0,+∞], of hn(·), is a convex lsc function with
inf
[(
h∗∗n (·)
)−1
(R)
]= ξ0 n− 1
n
/∈ (h∗∗n (·))−1(R). (18)
One easily checks that, because h(ξ)  lim inf(ξk→ξ)n→+∞ hn(ξk), the sequence (h∗∗n (ξ)) in-
creases and converges to h(ξ),∀ξ , by [2, Lemma 2.1, p. 241], and is equi-coercive. Define,
for each n ∈N, the number
ξn := min
{
ξ  ξ0: h∗∗n (ξ) = h(ξ)
}
.
Clearly ξn is well-defined and
ξ0  ξn minh−1
(
minh(R)
)
. (19)
Define, for n = 1,2, . . . ,
Ln(s, ξ) := f (s, ξ) + ϕ(s)+ ρ(s)h∗∗n (ξ).
Notice that Ln(·) is lsc since, as seen after (15), each function in the rhs is lsc. Therefore
the convex coercive integral
b∫
a
Ln
(
x(t), x ′(t)
)
dt, (20)
defined on A, has a minimizer yn(·).
Since Ln(s, ξ) = L∗∗(s, ξ) for ξ  ξn ∀s, we may assume, by Propositions 1 and 2,
yn(·) to be bi-monotone, as in (i), (ii), and to satisfy Ln(yn(t), y ′n(t)) = L(yn(t), y ′n(t)) a.e.
on the set where y ′n(t) ξn (i.e., we take a minimizer of the nonconvex integral—which is
well-defined for ξ  ξn—see [5, (13)]).
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0 < ξ0/2 ξ0
n− 1
n
= dn
(
yn(t)
)
< y ′n(t) a.e. on [a, b], (21)
by (18), since f (yn(·),0) < +∞ and f (yn(·), y ′n(·)) < +∞ a.e. In particular yn([a, b])=
[A,B] ∀n ∈ N.
(c1) Now suppose, to begin with, the existence of a number n1 for which
y ′n1(t) ξn1 a.e. on [a, b]. (22)
Then yn1(·) is, also, a minimizer of the original, nonconvex, integral (1) since, for any x(·)
in A,
b∫
a
L
(
x(t), x ′(t)
)
dt 
b∫
a
L∗∗
(
x(t), x ′(t)
)
dt 
b∫
a
Ln1
(
x(t), x ′(t)
)
dt

b∫
a
Ln1
(
yn1(t), y
′
n1(t)
)
dt 
b∫
a
L∗∗
(
yn1(t), y
′
n1(t)
)
dt

b∫
a
L
(
yn1(t), y
′
n1(t)
)
dt.
We need to consider only the case in which the set
K := {t ∈ [a, b]: y ′n1(t) > max{ξn1 ,R1}
}
has positive measure, obtaining
Ln1
(
yn1(t), y
′
n1(t)
)= L∗∗(yn1(t), y ′n1(t)
)
a.e. on K.
Consider now the subcase in which, for t on a set E+ with positive measure,
ξn1  y ′n1(t) = d+
(
yn1(t)
)
. (23)
(c2) In this subcase, the set S+ in (C) has positive measure, as in (b), hence d+(·) ∈
L∞([A,B]) and ∃R2 > 0: d+(s) R2 a.e. on [A,B]. Therefore 0 < y ′(t) d+(y(t))
R2 a.e. on [a, b], and y(·) is itself, in this case, a Lipschitz minimizer for the original,
nonconvex, integral (1), satisfying (i) and (ii) of Proposition 1.
(c3) The alternative to the subcase (23) implies, by (21),
0 < ξ0/2 dn1
(
yn1(t)
)
< ξ0  ξn1<y ′n1(t) < d+
(
yn1(t)
)
a.e. on K; (24)
and, by (22),
0 < ξ0/2 dn1
(
yn1(t)
)
< ξ0  ξn1 = y ′n1(t) < d+
(
yn1(t)
)
a.e. on [a, b] \ K; (25)
in particular
y ′n1(t) ∈ interior
[(
Ln1
(
yn1(t), ·
))−1
(R)
]
a.e. on [a, b]. (26)
Therefore, by Remark 1 (since Ln1 is lsc, hence Borel), ∃cn1 ∈R for which
Ln1
(
yn1(t), y
′
n (t)
) ∈ cn1 + y ′n (t)∂Ln1(yn1(t), y ′n (t)) a.e. on [a, b]; (27)1 1 1
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L∗∗
(
yn1(t), y
′
n1(t)
) ∈ cn1 + y ′n1(t)∂L∗∗
(
yn1(t), y
′
n1(t)
)
a.e. on K. (28)
Then, as in (a), one obtains, with qn1(s) := (cn1 − ϕ(s))/ρ(s), the same as (12), i.e.,
−|cn1 | −M −M1  qn1
(
yn1(t)
)−M1 max[h(y ′n1(t)
)− y ′n1(t)∂h
(
y ′n1(t)
)] (29)
a.e. on K , and yn1(·) is Lipschitz continuous.
We have thus obtained a Lipschitz minimizer yn1(·) for the original, nonconvex, integral
(1), satisfying (i) and (ii) of Proposition 1.
(d) The case (22) is thus completely treated; and its alternative is the following: the set
K−n :=
{
t ∈ [a, b]: y ′n(t) < ξn
}
has positive measure ∀n ∈N.
Notice that the sequence (ξn) decreases. Clearly we need only consider those values of
n for which the set
K+n :=
{
t ∈ [a, b]: y ′n(t) > max{ξ1,R1}
}
has positive measure. Since Ln(s, ξ) = L∗∗(s, ξ) ∀ξ  ξ1, we have, if d+(s) ξ1,
d+(s) = sup
[(
L∗∗(s, ·))−1(R)]= sup[(Ln(s, ·))−1(R)].
Maybe we have, for some values of n, y ′n(t) = d+(yn(t)) on a subset of K+n having positive
measure; but then, a.e. on that subset,
ξ1 < y
′
n(t) = d+
(
yn(t)
)= sup[(Ln(yn(t), ·))−1(R)]= sup[(L∗∗(yn(t), ·))−1(R)]
< +∞,
hence the same conclusion as in (c2) is reached.
(d1) Otherwise we have, for any n ∈ N, by (21),
max{ξ1,R1} < y ′n(t) < d+
(
yn(t)
)
a.e. on K+n ,
ξn  y ′n(t)max{ξ1,R1} a.e. on [a, b] \K+n \K−n ,
dn
(
yn(t)
)
< y ′n(t) < ξn a.e. on K−n ,
in particular
y ′n(t) ∈ interior
[(
Ln
(
yn(t), ·
))−1
(R)
]
a.e. on [a, b]. (30)
Therefore, by Remark 1 (again because Ln(·) is Borel), ∃cn ∈ R for which
Ln
(
yn(t), y
′
n(t)
) ∈ cn + y ′n(t)∂Ln(yn(t), y ′n(t)) a.e. on [a, b]; (31)
hence, in particular,
L∗∗
(
yn(t), y
′
n(t)
) ∈ cn + y ′n(t)∂L∗∗(yn(t), y ′n(t)) a.e. on K+n . (32)
Moreover, a.e. on K−n ,
y ′n(t) ∈ interior
[(
h∗∗n (·)
)−1
(R)
]; (33)
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sition 5.6, p. 26],
∂Ln
(
yn(t), y
′
n(t)
)= ∂f (yn(t), y ′n(t))+ ρ(yn(t))∂h∗∗n (y ′n(t)),
and
cn min
[
Ln
(
yn(t), y
′
n(t)
)− y ′n(t)∂Ln(yn(t), y ′n(t))]
= min[ϕ(yn(t))+ f (yn(t), y ′n(t))− y ′n(t)∂f (yn(t), y ′n(t))
+ ρ(yn(t))(h∗∗n (y ′n(t))− y ′n(t)∂h∗∗n (y ′n(t)))]
min
[
f
(
yn(t), y
′
n(t)
)− y ′n(t)∂f (yn(t), y ′n(t))]−M1,
by (B), a.e. on K−n , since ϕ(·) 0 and, there, by (19),
0 < y ′n(t) < ξn minh−1
[
minh(R)
]
.
Therefore we have cn −M1 for all n and, again from (31), we have (32); hence, again
from (B), a.e. on K+n ,
cn max
[
L∗∗
(
yn(t), y
′
n(t)
)− y ′n(t)∂L∗∗(yn(t), y ′n(t))]
 ϕ
(
yn(t)
)+ ρ(yn(t))max[h(y ′n(t))− y ′n(t)∂h(y ′n(t))]+ ρ(yn(t))M1.
Then, with qn(s) := [cn − ϕ(s)]/ρ(s),
−2M1 −M  qn
(
yn(t)
)−M1 max[h(y ′n(t))− y ′n(t)∂h(y ′n(t))]
a.e. on K+n . Finally, defining
ξ∞ := max
{
ξ max{ξ1,R1}: max
[
h(ξ) − ξ∂h(ξ)]−2M1 −M},
we reach
y ′n(t) ξ∞ a.e. on [a, b],
for all n ∈N.
Therefore, letting n → +∞ and following a standard procedure (as, e.g., in [4, Part (h)
of the proof]), one obtains, in the limit, a new minimizer y0(·) of the convex integral (10)
in A which is Lipschitz continuous. Therefore one may apply Proposition 1 to reach a new
minimizer y(·) of the original, nonconvex, integral (1) which satisfies the properties (i) and
(ii). The construction of y(·), in [4], shows that y(·) is also Lipschitz continuous, namely
y ′(·) ξ∞ a.e. on [a, b].
(Indeed, we have, by (B), with s = yn(t), ξ = y ′n(t) > R1,
−M1 max
[
L∗∗(s, ξ) − ξ∂L∗∗(s, ξ)]
 ϕ(s)+ ρ(s)max[h(ξ) − ξ∂h(ξ)]+ ρ(s)M1
and
−2M1 −M  −M1 − ϕ(s)
ρ(s)
−M1 max
[
h(ξ)− ξ∂h(ξ)],
hence ξ  ξ∞.
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in place of ξ, whenever λ ∈ (0,1), ξ = (1−λ)ξ ′′ +λξ ′, and L∗∗(s, ξ) = (1−λ)L(s, ξ ′′)+
λL(s, ξ ′).) 
Remark 3. Define
ϕ(s) :=
{
1 for s = 0 or |s| 1,
|s|−ε for 0 < |s| 1
for some ε ∈ (0,1). Let γ :R→ [1,+∞) be any bounded measurable function, and define
L∗∗(s, ξ) := ϕ(s)[ξγ (s) − 1]2.
Then L∗∗(· ,0) = ϕ(·) is unbounded near s = 0, and the slope m(s) = −2γ (s)ϕ(s) of
L∗∗(s, ·) at ξ = 0 is also unbounded near s = 0. However, since L∗∗(s, ξ) satisfies (2) and
may be written as in (7), with f (·) ≡ 0, h(ξ) := ξ2, ρ(s) := γ (s)2ϕ(s); and since m(·) ∈
L1(A,B), L∗∗(· ,0) = ϕ(·) is lsc and the quotient ϕ(·)/ρ(·) = γ (·)−2 is bounded, all the
Basic hypotheses are satisfied and Theorem 1 may be applied. Therefore we may guarantee
the existence of a Lipschitz minimizer y(·) for the integral ∫ 10 ϕ(x)[γ (x)x ′−1]2 dt, among
the AC functions passing through the points (a,A), (b,B). Moreover, we may assert that
y(·) is monotone provided [A,B] ⊂ (−1,0)∪ (0,1).
Remark 4. To see an example of a Lagrangian L(·) which does not satisfy the hypotheses
of Theorem 1, define
L∗∗(s, ξ) :=
{
|ξ |q + (ξ − |s|−ε)2 for s = 0,
ξ2 for s = 0,
with 0 < ε  1 and, say, q = 2. In this case it is not possible to write L∗∗(s, ξ) in the
form (7). Indeed, one would have h(ξ) = 2ξ2, ϕ(s) = |s|−2ε, ρ(·) ≡ 1, f (·) ≡ 0, and
m(s) = −2|s|−ε; hence ϕ/ρ(·) = ϕ(·) would be unbounded near zero, hence Theorem 1 is
inapplicable.
Remark 5. The integral (1), with any Lagrangian L(·) satisfying the hypotheses of Propo-
sition 1 and having L∗∗(·) as in Remark 4, under boundary values A = B with A · B = 0,
has minimizers satisfying the monotonicity properties (i), (ii). Indeed, Proposition 2(b) is
satisfied.
And what about Lipschitz continuity of minimizers? As seen in Remark 4, such L∗∗(·)
does not satisfy the Basic hypotheses, so Theorem 1 gives no answer to this question.
Consider first the case 0 < ε < 1/2. In this case, and assuming a = A = 0, b = B = 1 for
simplicity, the minimum value of the integral is less than 1 + 2ε2/(1 − ε2) ∈ (1,5/3). This
is because the function x(t) = t1/(1+ε), which belongs to W 1,p(a, b) ∩A ∀p < 1 + 1/ε,
but not to W 1,∞(a, b), yields this value to the integral. Therefore we may assert, in case
0 < ε < 1/2, the following:
(a) there exist no Lipschitz minimizers on A; because
(b) any minimizer x(·) must satisfy the DuBois–Reymond differential inclusion (9),
∃c ∈ R: 2x ′(t)2 = c + x(t)−2ε for a.e. t for which x(t) = 0.
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Theorem 1: such p may be arbitrarily close to ∞.
And what happens for 12  ε < 1? In this case, the value of the integral, as one easily
checks, turns out to be constant ≡ +∞ on the class of Lipschitz functions in A. The
same happens on the class W 1,p(a, b) ∩ A, for p  2ε/(2ε − 1) ∈ (2,∞]. But, on the
other hand, the integral takes values less than 1 + 2ε2/(1 − ε2) ∈ [5/3,∞), on the class
W 1,p(a, b)∩A, for p < 1 + 1/ε ∈ (2,3]. In particular the minimum is finite on the class
W 1,2(a, b)∩A; and, on this class, (a) and (b) continue to hold true.
Finally, in case ε = 1, one could argue that (b) is not true, as well as (a), provided A = B
and A ·B = 0, in the sense that all functions x(·) ∈A (including Lipschitz functions) may
be seen as minimizers of the integral (1) on the class A, since they all give it the same
value, namely +∞, and since they all may come out as minimizers by applying Tonelli’s
direct method (and in general we do not know, when applying it, whether the minimum is
finite or not).
(Indeed, L∗∗(x, x ′) = x ′2 + (x ′ − x−ε)2 ∈ L1 ⇒ x ′, x−ε ∈ L2 ⇒ x−εx ′ ∈ L1. In case
ε = 1, ∫ b
a
x−εx ′ dt = log |B| − log |A| finite ⇒ AB = 0 since A = B; so that, for AB = 0
with A = B, the minimum of the integral has to be +∞. In case 1/2 ε < 1, L∗∗(x, x ′) =
x−2ε + 2x ′2 − 2x−εx ′ ∈ L1 ⇔ x−2ε ∈ L1; while x ∈ W 1,p with p  2ε/(2ε − 1) and
Jensen ⇒ x  t1−1/p ⇒ x−2ε  1/t ⇒ L(x, x ′) /∈ L1.)
In this example, with 1/2  ε < 1 and boundary data A = B with A · B = 0, the
minimum value is +∞ on the Sobolev space A ∩ W 1,1(a, b); then it becomes finite on
A ∩ W 1,2(a, b); and finally it turns +∞ again on A ∩ W 1,∞(a, b) (for ε = 1/2) or on
A∩ W 1,3(a, b) (for ε  3/4).
This yields an infinite Lavrentiev gap with a scalar 1-dim autonomous Lagrangian.
Remark 6. For a function L :R × R → [0,+∞], a simple way to obtain L ⊗ B-
measurability is to ask that L(· , ξ) be measurable ∀ξ and L(s, ·) be either continuous (e.g.,
convex with finite values) or else convex lsc ∀s (see [6, 14.34, 14.39, 14.42] and [2, pp. 234,
235, 232]). In particular, such hypotheses imply the measurability of L(x(·), x ′(·)), see [4,
Proposition 2]. The set F(y(t)) between brackets [·] in (4) is defined as follows: consider
the subdifferential ∂L∗∗(s, ·) of L∗∗(s, ·) (see, e.g., [2,6]), and evaluate
F(s) := (∂L∗∗(s, ·))−1(∂L∗∗(s,0))= {ξ ∈ R: ∂L∗∗(s, ξ) ∩ ∂L∗∗(s,0) = ∅}
at the point s = y(t), for each t ∈ [a, b]. The set {0}∪F(s) is an interval [α(s),β(s)], with
α(s) 0 β(s); and L∗∗(s, ·) is affine along [α(s),0] and along [0, β(s)].
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