Introduction
Online data assimilation is of benefit in many applications that require real-time decision making under uncertainty, such as optimal target tracking, sequential planning problems, and robust quality control. In these problems, the uncertainty is often represented by a multivariate random variable that has an unknown distribution. Among available methods, distributionally robust optimization (DRO) has attracted attention due to its capability to handle data with unknown distributions while providing out-of-sample performance guarantees with limited uncertainty samples. To quantify the uncertainty and make decisions that guarantee the performance reliably, one often needs to gather a large number of samples in advance. Such requirement, however, is hard to achieve under scenarios where acquiring samples is expensive, or when real-time decisions must be made. Further, when the data is collected over time, it remains unclear what the best the procedure is to assimilate the data in an ongoing optimization process. Motivated by this, this work studies how incorporate finitely streaming data into a DRO problem, while guaranteeing out-of-sample performance via the generation of timevarying certificates.
Literature Review: Optimization under uncertainty is a popular research area, and as such available methods include stochastic optimization [1] and robust optimization [2] . Recently, data-driven distributionally robust optimization has regained popularity thanks to its out-of-sample performance guarantees, see e.g. [3, 4] and [5, 6] for a distributed algorithm counterpart, and references therein. In this setup, one defines a set of distributions or ambiguity set, which contains the true distribution of the data-generating system with high probability. Then, the out-of-sample performance of the datadriven solution is obtained as the worst-case optimization over the ambiguity set.
An attractive way of designing these sets is to consider a ball in the space of probability distributions centered at a reference or most-likely distribution constructed from the available data. In the space of distributions, the popular distance metric is the Prokhorov metric [7] , φ -divergence [8] and the Wasserstein distance [3] . Here, following the paper [5] , which proposes a distributed optimization algorithm for multi-agent settings, we use the Wasserstein distance as it leads to a tractable reformulation of DRO problems. However, available algorithms in [3] and in [5] do not consider the update of the data-driven solution over time, which serves as the focus of this work. In terms of the algorithm design, our work connects to various convex optimization methods [9] such as the Frank-Wolfe (FW) Algorithm (e.g., conditional gradient algorithm), the Subgradient Algorithm, and their variants, see e.g. [10] [11] [12] and references therein. Our emphasis on the convergence of the data-driven solution obtained through a sequence of optimization problems contrasts with typical optimization algorithms developed for single (nonupdated) problems.
Statement of Contributions: Our starting point is the distributionally robust optimization problem formulation setting of [3, 5] , where we further consider that the limited realizations of the multivariate random variable in the problem are revealed and collected sequentially over time. As the probability distribution of the random variable is unknown, we aim to find and update a real-time data-driven solution based on streaming data. To guarantee the performance of the data-driven solution with certain reliability, we follow a DRO approach to solve a worst-case optimization problem that considers all the probability distributions in ambiguity sets given as a neighborhood of the empirical distribution under the Wasserstein metric. Our first contribution is the generation of such performance guarantee for any real-time data-driven solution. We achieve this by first finding an equivalent convex optimization problem over a simplex, and then specializing the algorithm for efficiently generating a performance certificate of the data-driven solution with a certain reliability requirement. Based on the fact that the performance guarantee of data-driven solution with high probability, our second contribution is the design of a scheme to find an optimal data-driven solution with the best performance guarantee under the same reliability. As new data is revealed and collected sequentially, we specialize the proposed scheme to assimilate the streaming data. We show that the resulting ONLINE DATA ASSIMILATION ALGORITHM is provably correct in the sense that the reliability of the out-of-sample performance guarantee for the generated data-driven solution converges to 1 as the number of data samples grows to infinity, and the data-driven solution with certain performance guarantee is available any time as soon as the algorithm finish generating the initial certificate. A convergence analysis of the proposed algorithm is given, under a userdefined optimality tolerance. We finally illustrate the performance of the proposed algorithm in simulation.
Organization: The rest of the paper is organized as follows. Section 2 introduces the notations and preliminaries used in later sections. In Section 3, we describe in depth our problem formulation. Given any data-driven solution, the certificate generation for the performance guarantee is tackled in Section 4. Section 5 presents the framework to update the data-driven solution that approaches the real optimizer of the original problem. We illustrate the full ONLINE DATA ASSIMILATION AL-GORITHM in Section 6, along with its convergence analysis. Section 7 shows the effectiveness of the proposed algorithm by simulation results. The paper concludes in Section 8.
Preliminaries
This section introduces notions in Probability Theory and some numerical methods that we use in the following.
Notations: Let R m , R m ≥0 and R m×d denote respectively the m-dimensional Euclidean space, the mdimensional nonnegative orthant, and the space of m×d matrices, respectively. We use the shorthand notations 0 m for the column vector (0, · · · , 0) ⊤ ∈ R m , 1 m for the column vector (1, · · · , 1) ⊤ ∈ R m , and I m ∈ R m×m for the identity matrix. We let x ∈ R m denote a column vector with the dimension m and x ⊤ represents its transpose. We say a vector x ≥ 0, if all its the entries are nonnegative. We use subscripts to index vectors and superscripts to indicate the component of vector, i.e., x k ∈ R m for k ∈ {1, 2, . . . , n} and
and (x; y) ∈ R m+d indicates the concatenated column vector from x ∈ R m and y ∈ R d . A p-norm of the vector x ∈ R m is denoted by x . For matrices A ∈ R m×d and B ∈ R p×q , we let A ⊕ B :
Given a set of points I in R m , we let conv(I) indicate its convex hull. The gradient of a real-valued function f : R m → R is written as ∇ x f (x). The i th component of the gradient vector is denoted by ∇ i f (x). We call the function f proper on R m if f (x) < +∞ for at least one point x ∈ R m and f (x) > −∞ for all x ∈ R m . We use dom f to denote the effective domain of the proper function f , i.e., dom f := {x ∈ R m | f (x) < +∞}. We say a function
is convex and y → F(x, y) is concave. We refer to this property as F being convex-concave in (x, y). We use the notation sgn : R → R, x → {−1, 0, 1} denote the sign function. Finally, the projection operator proj χ (Φ) : Φ → χ maps the set Φ onto the set χ under the Euclidean norm.
Notions from Probability Theory: Here, we present a few concepts from Probability Theory that help describe the distributionally robust optimization framework following [3] . Let (Ω, F , P) be a probability space, with Ω the sample space, F a σ -algebra on Ω, and P the associated probability distribution. Let ξ be a random variable that maps the probability space into (R m , B σ (R m )), where B σ (R m ) is the Borel σ -algebra on R m . We denote by Z ⊆ R m the support of the random variable ξ and denote by M (Z ) the space of all probability distributions supported on Z with finite first moment. In particular, P ∈ M (Z ). To measure the distance between distributions in M (Z ), in this paper we use the follow-
is the set of all probability distributions on Z × Z with marginal distributions Q 1 ∈ M (Z ) and Q 2 ∈ M (Z ), respectively. A closed Wasserstein ball of radius ε centered at a dis-
Numerical Optimization Methods: There are mainly two types of Numerical Optimization methods that serve as the main ingredients of our ONLINE DATA ASSIMILATION ALGORITHM. One type is given by Frank-Wolfe Algorithm (FWA) variants and the other is the Subgradient Algorithm. We describe the Awaystep Frank-Wolfe (AFW) Algorithm here for the sake of completeness. We will combine it with another variant, the Simplicial Algorithm, in Section 4. For the Subgradient Algorithm please refer to [13] [14] [15] [16] .
The Frank-Wolfe Algorithm over a unit simplex. To solve convex programs over a unit simplex, here we introduce the AFW Algorithm following [11, 12] . We define the m-dimensional unit simplex as ∆ m := {λ ∈ R m | 1 m ⊤ λ = 1, λ ≥ 0}. Let Λ m be the set of all extreme points for the simplex ∆ m . Consider the minimization of a convex function f (x) over ∆ m ; we refer to this problem by ( * ) and denote by x ⋆ an optimizer of ( * ). We refer to a x ε as an ε-optimal solution for ( * ), if x ε ∈ ∆ m and f (x ε ) − f (x ⋆ ) ≤ ε. We define a FW search point s (k) for the current iteration k at the feasible point
With this search point we define the FW direction at
FW . The classical Frank-Wolfe Algorithm solves the problem ( * ) to ε-optimality by iteratively finding a FW direction and then solving a line search problem over this direction until an ε-optimal solution
FW ≤ ε. The detailed FW Algorithm is shown in the Algorithm 1.
⊲ Optimality condition 5:
Choose γ (k) ∈ argmin
Update
FW and k ← k + 1; 8: end if 9: end while It is known that the classical FW Algorithm has linear convergence rate if the cost function f is µ-strongly convex and the optimum is achieved within the relative interior of the feasible set ∆ m . If the optimal solution lies on the boundary of ∆ m , then this algorithm only has sublinear convergence rate, due to the zig-zagging phenomenon [12] .
In [12] , the authors propose the AFW Algorithm that guarantees the linear convergence rate of the problem ( * ) under some conditions related to the local strong convexity. The main difference between AFW Algorithm and the classical FW Algorithm is that the latter solves the line-search problem after obtaining a descent direction by considering all extreme points, while the AFW Algorithm chooses a descend direction that prevents zig-zagging as described in the following. The AFW exploits the structure of the level set of f over ∆ m by finding an extreme point v (k) that locally maximally increases the value of the cost function f , i.e.,
active set that is dynamically chosen in accordance with the position of the iteration point x (k) . Then an "away" direction can be constructed by pointing away from
Comparing the potential descents that result from d A hits the boundary of the feasible set ∆ m . The detailed AFW Algorithm is in the Algorithm 2. The convergence result for AFW is illustrated here and we refer to [12, page 19] for the complete proof. [12, page 17-18] . Then the suboptimality bound at the iteration point 
Problem Description
Consider a decision-making problem given by
where the decision variable x on R d is to be determined, the random variable ξ : Ω → R m is induced by the probability space (Ω, F , P), and the expectation of f is taken w.r.t. the unknown distribution P ∈ M (Z ). It is not possible to evaluate the objective of (P) underx because P is unknown. This section sets up the framework of an efficient ONLINE DATA ASSIMILATION ALGORITHM that adapts the decision-making process by using streaming data, i.e., independent and identically distributed (iid) realizations of the random variable ξ . To do this, we adapt the distributionally robust optimization approach following [3, 5] . Let {x (r) } ∞ r=1 be a sequence of decisions where for each iteration r the decisionx (r) is feasible for (P). In our ONLINE DATA ASSIMILATION ALGORITHM we generate {x (r) } ∞ r=1 while sequentially collecting iid realizations of the random variable ξ under P, denoted byξ n , n = 1, 2, . . .. This defines a sequence of streaming data sets,Ξ n ⊆Ξ n+1 , for each n. W.l.o.g. we assume that each data setΞ n+1 consists of just one more new data point, i.e.,Ξ n+1 =Ξ n ∪ {ξ n+1 } andΞ 1 = {ξ 1 }. The time between updates ofΞ n and Ξ n+1 corresponds to certain time period, which we refer to as the n th time period. The decision sequence obtained during this period is a subsequence of {x
r=r n . The objective of our algorithm is to make real-time decisions for (P) that have a potentially low objective value, while adapting the information from the current data setΞ n .
To quantify the quality of the decisions {x (r) } ∞ r=1 , we introduce the following terms. For each r and the n th time period we call the decisionx (r) ∈ R d a proper datadriven solution of (P), ifx (r) is feasible and its out-ofsample performance, defined by E P [ f (x (r) , ξ )], satisfies the following performance guarantee:
where the certificateĴ n is a function ofx (r) that indicates the goodness of the performance under the data setΞ n . The reliability (1 − β n ) ∈ (0, 1) ⊂ R governs the choice of the solutionx (r) and the resulting certificateĴ n (x (r) ). Finding an approximate certificate is much easier than finding an exact certificateĴ n in practice. Based on this, we call a solutionx (r) ε 1 -proper, if it satisfies (1) with a approximate certificate,Ĵ
n (x (r) ), which depend onx (r) and the data setΞ n , provide an upper bound to the optimal value of (P) with high confidence (1 − β n ) and are to be constructed carefully.
In each time period n, given a reliability level 1 − β n , our goal is to approach to an ε 1 -proper data-driven solution with a low certificate. Motivated by this we call any proper data-driven solution ε 2 -optimal, labeled aŝ x
Then, for any ε 2 -optimal and ε 1 -proper data-driven solutionx ε 2 n with certificateĴ
n ) and ε 1 ≪ ε 2 , we have the following performance guarantee:
We describe now the procedure of the ONLINE DATA ASSIMILATION ALGORITHM to solve (P). Given tolerance parameters ε 1 and ε 2 , a sequence of data sets {Ξ n } N n=1 and strictly decreasing confidence levels {β n } N n=1 with N → ∞ such that ∑ ∞ n=1 β n < ∞, the algorithm aims to find a sequence of ε 2 -optimal and ε 1 -proper data-driven solutions, {x
, associated with the sequence of the certificates {Ĵ
so that the performance guarantee (2) holds for all n. Additionally, as the data streams to infinity, i.e., n → ∞ with N = ∞, there exists a large enough n 0 such that the algorithm terminates after processing the data set Ξ n 0 . The algorithm returns a final data-driven solution x ε 2 n 0 such that the performance holds almost surely, i.e.,
n 0 ) + ε 1 ) = 1, and meanwhile guarantees the quality of the certificateĴ
n 0 ) to be close to the optimal objective value of the Problem (P).
To achieve this, consider that the data setΞ n has been received. We then start by cheaply constructing a sequence of data-driven solutionsx (r) with r ≥ r n , based on the data setΞ n . After a finite number of iterations, if no new data has been received, the algorithm reaches r = r n+1 such thatx (r n+1 ) =x ε 2 n is ε 2 -optimal, i.e., J
. After a new data point is received, the algorithm finds the next ε 2 -optimal data-driven solutionx ε 2 n+1 and its certificateĴ
n+1 ) with higher reliability 1 − β n+1 . This is done starting from the datadriven solutionx ε 2 n , with the certificateĴ
n ), and by generating a new sequence {x (r) } r n+2 r=r n+1 . In this way, online data can be assimilated over time while refining the constructed ε 2 -optimal data-driven solutions {x
with corresponding certificates {Ĵ
that guarantee performance with high confidence {1 − β n } ∞ n=1 . When the algorithm receives new data setΞ n+1 before reaching to r = r n+1 , it safely starts by finding the certificateĴ
n+1 (x (r) ). Such certificate guarantees that the current data-driven solutionx (r) is ε 1 -proper. The algorithm then proceeds similarly on the data setΞ n+1 by updating the subsequence index r n+1 to the current r.
Next, we focus on how to design the certificates based on the following assumption for f : Assumption 3.1 (Convexity-concavity and coercivity) The known proper function f :
To designĴ n , we employ ideas from distributionally robust optimization. The material of the following part is taken and adapted from [3, 5, 6] . Certificate design: To design a certificateĴ n (x) for a given data-driven solutionx, one can first use the data setΞ n from P to estimate an empirical distribution,P n , and let EP n [ f (x, ξ )] be the candidate certificate for the performance guarantee (1). This is justified by the following considerations. Assume that P is uniformly distributed onΞ n . The discrete empirical probability measure associated withΞ n is the following:
where δ {ξ k } is a Dirac measure atξ k . The candidate certificate iŝ
The above approximation of P, also known as the sample-average estimate, makesĴ δ easy to compute. However, such certificate only results in an approximation of the out-of-sample performance if P is unknown and (1) cannot be guaranteed in probability. Following [3, 5] , we are to determine an ambiguity setP n containing all the possible probability distributions supported on Z ⊆ R m that can generateΞ n with high confidence. Then with the given feasible solutionx, it is plausible to consider the worst-case expectation of the out-of-sample performance for all distributions contained inP n . Such worst-case distribution offers an upper bound for the out-of-sample performance with high probability. In order to quantify the certificate for an ε 1 -proper data-driven solution, we denote by M lt (Z ) ⊂ M (Z ) the set of light-tailed probability measures in M (Z ), and introduce the following assumption for P:
Assumption 3.2 validates the following modern measure concentration result, which provides an intuition for considering the Wasserstein ball B ε (P n ) of radius ε as the ambiguity setP n . Then equipped with Wassenstein ball and the previous measure concentration result on M lt (Z ), we are able to provide the certificate that ensures the performance guarantee in (1), for any sequence of data-driven solutions {x (r) } ∞ r=1 . Lemma 3.1 (Certificate forx in Performance Guarantee (1)) GivenΞ n := {ξ k } n k=1 , β n ∈ (0, 1) and
Then the following certificate satisfies the performance guarantee in (1) for allx (r) :
From here, the lowest certificate we can achieve is:
and the corresponding proper data-driven solution is:
Proof. The first part of this lemma follows the idea in [3, 5] and Theorem 3.1 on the measure concentration result in order to prove thatĴ n (x (r) ) to be a valid certificate for (1) . Knowing that (5) is obtained by letting the right-hand side of (4) to be equal to a given β n for each n, we substitute (5) into the right-hand side of (4), yielding P n {d W (P,P n ) ≥ ε(β n )} ≤ β n for each n. This means that for each n with the associated data setΞ n , we can constructP n from (3) such that d W (P,P n ) ≤ ε(β n ) with probability at least 1 − β n , namely,
Secondly, it is not hard to see that the function J n (x (r) ) is continuous over the closed domain R d , and that the functionĴ n (x (r) ) is closed. Therefore, if there exists a minimizerx ⋆ n of (7), then we know that
n is an achievable certificate associated with the data-driven solutionx ⋆ n . Then, we only need to show the existence of the minimizer of (7) . To this end, it is enough to show that the functionĴ n is coercive. By Assumption 3.1 on the coercivity of f , and sinceĴ n is continuous, we have that lim
f (x (r) , ξ )] = +∞, therefore the functionĴ n is coercive and the proof is complete.
Worst-case distribution reformulation: To get the certificate in (6), one needs to solve an infinite dimensional optimization problem, which is generally hard. Luckily, with an extended version of the strong duality results for moment problem [18, Lemma 3.4], we can reformulate (6) into a finite-dimensional convex programming problem that can be solved by convex optimization tools.
Theorem 3.2 (Convex reduction of (6)) Under Assumptions 3.1 on the convexity-concavity of f and 3.2 on the light tailed distribution of P, for all β n ∈ (0, 1) the value of the certificate in (6) for the data-driven solutionx (r) under the data setΞ n is equal to the optimal value of the following optimization problem:
n ), indexed by l, define a finite atomic probability measure atx (r) in the Wasserstein ball B ε(β n ) taking the form:
n ) and evaluated over data-driven solutionsx (r) . Then, Q ⋆ n is a worst-case distribution that can generate the data set Ξ n with high probability (no less than (1 − β n )). 
Certificate Generation
Given the tolerance ε 1 and any feasible solution x (r) , we present in this section the certificate generation algorithm for efficiently obtainingĴ ε 1 n (x (r) ) and the ε 1 worst-case distribution, Q ε 1 n (x (r) ) of an ε 1 -proper datadriven solutionx (r) over time, under the sequence of the data sets {Ξ n } N n=1 . To achieve this, we first reformulate Problem (P1 (r) n ) to a convex optimization problem over a simplex, which facilitates data assimilation. Then, we design the certificate generation algorithm to solve the customized problem to an ε 1 -optimal solution efficiently.
For online implementation we have the following assumption on the computation of the gradient of the function f : In the n th time period with the data setΞ n , we consider the following convex optimization problem over a simplex ∆ 2mn :
and the matrix
where the first mn columns of A n constitute the natural basis for the space R mn . The simplex is defined by
, v ≥ 0} and we denote by Λ 2mn the set of all the extreme points for the simplex ∆ 2mn . 
For any feasible solution
there exists a feasible pointṽ of (P2 (r) n ).
Ifṽ
⋆ is an optimizer of (P2
⋆ is also an optimizer of (P1 (r) n ), with the same optimal value.
Proof. Considering 1, by letting (ỹ 1 ; . . . ;ỹ n ) := A nṽ , we knowỹ j k :=ṽ (k−1)m+ j −ṽ (n+k−1)m+ j for k ∈ {1, . . . , n} and j ∈ {1, . . . , m}.
Then for any feasible solutionṽ of (P2
n ). For 2, we exploit that any feasible solution (ỹ 1 , . . . ,ỹ n ) of (P1 n ) are the same in the sense of (1) and (2), then ifṽ ⋆ is an optimizer of (P2 (r) n ), by letting (ỹ ⋆ 1 ; . . . ;ỹ ⋆ n ) := A nṽ ⋆ we know the objective value of the two problems are the same. We claim that the optimum of the Problem (P1
such that the optimum is achieved with higher value. Then, from the construction in (2) we can find a feasible solutionv of (P2 (r) n ) that results in a higher objective value. This contradicts the assumption thatṽ ⋆ is an optimizer of (P2 (r) n ), and the proof is thus complete. By using Lemma 4.1 on problem equivalence, we can instead solve Problem (P2 n (x (r) ) for any feasible solutionx (r) in the n th time period with the data setΞ n .
The Frank-Wolfe Algorithm variants, such as the Simplicial Algorithm [11] and the AFW algorithm [12] , are known to be well suited for problems of the form (P2 (r) n ). The advantage of these is that they can handle the constraints of Problem (P2 (r) n ) via linear programming subproblems (LP) that result from the way in which the FW search point is found in Section 2. Intuitively, the following is done. For a number of iterations l, the following problems are solved alternatively:
Notice that the search points generated for the linear subproblem (LP (l) ) at iteration l are the extreme points of the feasible set ∆ 2mn . We denote by I (l) n the set of these points. Considering the convex hull of I (l) n , parametrized by the convex combination coefficients γ of the points in I (l) n , an implicit feasible set conv(I (l) n ) in a lower dimensional space can be constructed. Motivated by this, our certificate generation algorithm iteratively solves the linear subproblem (LP (l) ), enlarges the implicit feasible set conv(I (l) n ), and then searches a maximizer of the objective function of (P2
). This process is repeated to the next iteration l + 1, and follows until an ε 1 -optimal solution is found. Later we will see that the set I (l) n plays the role of generating the certificate when assimilating data, and we call this set the candidate vertex set.
The certificate generation algorithm to achievê J ε 1 n (x (r) ) and Q ε 1 n (x (r) ) for any data-driven solutionx (r) in the n th time period with the data setΞ n , denoted by the Algorithm 4, works as follows. At iteration l ≥ 1 with the candidate solution (y
n ), the Algorithm 4 firstly solves the subproblem (LP (l) ), which returns the optimal objective value, η (l) , and the set of the maximizers, Ω (l) . In particular, η (l) quantifies the gap of the objective value taken between the current candidate solution and the optimizer of (P1 n ). After solving (CP (l) ) to ε 1 -optimality via the AFW Algorithm, an ε 1 -optimal weighting γ ε 1 with the objective value obj ε 1 is obtained.
A new candidate solution (y
k for k ∈ {1, . . . , n}. The algorithm increases l by 1 and repeats the process if the optimality gap is such that η (l−1) > ε 1 , otherwise it returns an ε 1 -optimal certificateĴ
n ) and an ε 1 -optimal worst-case distributionQ
For the above problems, notice that the subproblem (LP (l) ) maximizes a linear function over a simplex, therefore it is computationally cheap and an optimizer v (l) is equivalently computed by choosing a sparse vector with only one positive entry, i.e., an extreme point of the feasible set of (LP (l) ), such that the nonzero component of v (l) has the largest weight in the linear cost function of Problem (LP (l) ). The computation for v (l) and η (l) are illustrated in the Algorithm 3.
Remark 4.1 By the sparsity of the vertices v (l)
, an alternative to compute {ỹ
is to use the gradient of the objective function of (P2
, and
The finite convergence of the Algorithm 4 to an ε 1 -optimal certificateĴ ε 1 n (x (r) ) for an ε 1 -proper data-driven solutionx (r) in the n th time period with the data setΞ n is provided as follows.
Lemma 4.2 (Convergence of the certificate generation algorithm to the ε 1 -optimal solution givenΞ n in the n th time period) The Algorithm 4 on the generation of the ε 1 -optimal certificate for a givenx (r) ,Ξ n and ε 1 achieves an ε 1 -optimal worst case distribution Q ε 1 n (x (r) ) with certificateĴ
n (x (r) ) in a finite number of steps.
Proof. There are only two cases to consider when generating the optimal candidate vertexv (l) with associated
), using Algorithm 3:
This is because (y
From case 2 we havev
n ) has only a finite number of extreme points, then case 2 will only occur a finite number of times (at most 2mn) and thus the algorithm will terminate at case 1 eventually.
The convergence property of the Algorithm 4 indicates that we only need to solve finitely many Problem (CP (l) ). Also by Theorem 2.1 on the linear convergence rate of the AFW Algorithm, we can achieve the ε 1 -optimal solution of (CP (l) ) in finite iterations, therefore the algorithm returns an ε 1 -optimal worst case distributionQ n (x (r) ) in finite number of steps.
We have constructed the certificate generation algorithm for each time period n with the data setΞ n , and the convergence of the algorithm is guaranteed from Lemma 4.2 and Theorem 2.1. The worst-case computational bound of the certificate generation algorithm at the iteration l +1, associated with the candidate solution (y
∈ (0, 1) ⊂ R is related to local strong convexity of f over ∆ 2mn , and ρ :=Ĵ n (x (r) ) − J η (1) n (x (r) ) ≤ η (1) quantifies the initial distance of the objective functionĴ n andĴ η (1) n atx (r) . The above worstcase bound means that given the tolerance ε 1 , in the worst case we need at least l ≥ φ (n) := log κ ( n (x (r) ) online is unclear for each data-driven solutionx (r) . This is because that as the time period n moves, we need to not only obtainĴ
n (x (r) ) and Q ε 1 n (x (r) ) sufficiently fast, but also finding them by solving the Problem (P2 (r) n ) under a different data setΞ n . As the size ofΞ n grows, the dimension of the Problem (P2 (r) n ) increases. To deal these challenges, our certificate generation algorithm exploits the relationships among the Problems (P2 n . This insight gives us the sense to quantify the worst case efficiency to update a certificate under the streaming data.
When the average data streaming rate is slower than the computational bound φ (1), we claim that Algorithm 4 can always find the certificate for each data setΞ n . This is because in each time period n on average, we only have 2mn extreme points, and 2m(n − 1) has been explored due to the adaptation of the candidate vertex set I (0) n . This indicates that in the worst-case situation the average data streaming rate should be lower than this value, in order to efficiently update the certificate for the sequence of the data-driven solutions.
5. An ε 2 -optimal performance guarantee
In this section, we approach the construction of a sequence of the ε 2 -optimal data-driven solutions {x ε 2 n } ∞ n=1 , associated with ε 2 -lowest certificates {Ĵ
over time, under the sequence of the data sets {Ξ n } ∞ n=1 . We achieve this by solving (7) for each time period n, after an arbitrary ε 1 -proper data-driven solutionx (r) has been found. Specifically in the n th time period, we start fromx (r) :=x (r n ) with its associated ε 1 -optimal certificateĴ ε 1 n (x (r) ), and as the iteration r grows, we are to find a sequence ofε 1 -proper data-driven solutions, {x (r) } r n+1 r=r n , which converge tox ε 2 n quickly. In each time period n, we use a Subgradient Algorithm to obtainx ε 2 n , exploiting the following lemma:
Lemma 5.1 (Easy access of the ε-subgradients of (6)) For each n the certificate defined by (6) is convex in
n ), the following claim holds:
where the right hand side term is the ε-subdifferential
Proof. The convexity ofĴ n (x (r) ) follows from Assumption 3.1 on the convexity-concavity of f , and the linearity of E. That is, for any
Next we show that g ε n (x (r) ) is an ε-subgradient ofĴ n atx (r) .
By convexity of the function f in x, we have f (x,ξ k − y
. Sum up the above equalities over k and divide it by n we have
) for any distribution Q constructed by (9) with a feasible point (y
From the previous Lemma, we see that every time we achieve a ε 1 -proper data-driven solution in the Algorithm 4, a valid ε 1 -subgradient of the certificate function can be computed. Then by using an ε 1 -Subgradient Algorithm, we can approach to an ε 1 -proper data-driven solution with a lower certificate.
However, for every time we generate a new datadriven solutionx (r+1) , the ε 1 -optimal extreme distributionQ
n (x (r) ) associated with the last solutionx (r) may not be a valid ε 1 -optimal extreme distribution forx (r+1) . To reduce the number of computations needed to obtain the new certificate forx (r+1) , we denote by g ε (r) n (x (r) ) the ε (r) -subgradient atx (r) , where ε (r) may be greater than ε 1 for each r. Then by properly designing a sequence {ε (r) }, upper bounded byε 1 , and estimating the ε (r) -optimal extreme distributions, we will achieve a suboptimal proper data-driven solution efficiently.
Here, we employ theε 1 -Subgradient Algorithm withε 1 ≫ ε 1 , the divergent but square-summable step size rule, and scaled direction as follows:
where the step size satisfies α (r) > 0 for all r, ∑ ∞ r=1 α (r) = +∞ and ∑ ∞ r=1 (α (r) ) 2 < +∞. The estimatedε 1 -subgradientĝε 1 n (x (r) ) at each iteration r is constructed and updated via the following considerations. Every time we generate the ε 1 -optimal certificate from the Algorithm 4 at iteration r, the estimatedε 1 -subgradient is constructed byQ ε 1 n (x (r) ) using Lemma 5.1 (easy access of the subgradients), i.e., g ε 1 n (x (r) ) ∈ ∂ε 1Ĵ n (x (r) ). During the execution of theε 1 -Subgradient Algorithm, we check for theε 1 -optimality of the certificate generated fromQ
n (x (r) ) at each subsequent iterationr, using Algorithm 3. If the obtained suboptimality gap is such that η >ε 1 atr > r, we generate a new ε 1 -optimal distributionQ ε 1 n (x (r) ) via Algorithm 4 and estimate theε 1 -subgradient usingQ ε 1 n (x (r) ). Otherwise, the certificate atx (r) is constructed usinĝ Q ε 1 n (x (r) ).
From the above construction, we see that each ε (r) , associated with aĝε 1 n (x (r) ), is such that ε (r) ≤ε 1 . Then, we have the following lemma for the convergence of thê ε 1 -Subgradient Algorithm in the n th time period.
Lemma 5.2 (Convergence of theε 1 -Subgradient Algorithm to the ε 2 -optimal solution givenΞ n ) In each time period n with an initial data-driven solutionx (r n ) , assume the subgradients defined in Lemma 5.1 are uniformly bounded, i.e., there exists a constant L > 0 such that ĝ ε n (x (r) ) ≤ L for all r ≥ r n and ε ≤ε 1 . Let µ := max{L, 1}.
Given a predefined ε 2 > 0, and let the certificate tolerance ε 1 and the subgradient boundε 1 such that 0 < ε 1 ≪ε 1 < ε 2 /µ, then there exists a large enough numberr such that the above designedε 1 -Subgradient Algorithm in (10) has the following performance bounds:
and terminates at the iteration r n+1 :=r with an ε 2 -optimal solution under the data setΞ n byx
Proof. For all r of theε 1 -subgradient iterates in the n th time period, we have:
⊤ (x ⋆ n −x (r) ) −ε 1 for allx (r) . Then, we have
Combining the inequalites over iterations from r back to r n ,
Then, using the fact that
and the previous iteration, we have min k∈{r n ,...,r}
Since we have ∑ ∞ j=r n α ( j) = ∞, ∑ ∞ j=r n (α ( j) ) 2 < ∞, and as r increases to ∞ we have the right hand side term goes to µε 1 < ε 2 , then there exists a large enough but finite numberr, such that the right hand side of the above inequality no greater than ε 2 , which concludes the claim.
Data Assimilation
A natural way of assimilating data online consists of taking a current data-driven solution as a starting point of the iterations of the next problem. Such consideration is achieved by the following feasibility argument.
The whole ONLINE DATA ASSIMILATION ALGO-RITHM starts from some random initial data-driven solution. Then, for each given set of data points, we first generate its certificate via Algorithm 4, after which an ε-proper data-driven solution is obtained, then we execute the Subgradient Algorithm to achieve a lower certificate. During the last set of iterations, the certificate may be lost and Algorithm 4 may have to be rerun again, and resume the Subgradient Algorithm after obtaining a valid certificate. If no data points come in, the algorithm terminates as soon as the Subgradient Algorithm terminates.
When there is streaming data, the algorithm needs to incorporate new data points every time they become available. Because of this, the feasible set of the Problem (P1 (r) n ) changes. This affects the dimension of Problem (P1 (r) n ), which grows by m, and results into an increase of the dimension of (LP (l) ) by 2m. Second, the reliability increase from β n to β n+1 results into a smaller radius ε(β n+1 ) of the Wasserstein ball B ε(β n+1 ) .
Depending on the stage the new data point comes in, different strategies for generating initial point that is feasible for the new optimization problem are considered. If it happens during the execution of Algorithm 4 at iteration l, we can extract the intermediate solution
n and {ỹ
The new feasible solution of (P1 
and the set of the generated extreme points of (CP (l) )
can be constructed by
n . We can usex (r) as the initial data-driven solution for the new optimization problem. Further, if the data comes when solving (CP (l) ), we use the intermediate γ to generate (y
When data comes in during the execution of the ε-Subgradient Algorithm at iteration r, we use a current bestε 1 -proper data-driven solution as the initial datadriven solution for the ε 2 -optimal data-driven solution x ε 2 n+1 , i.e.,x (r n+1 ) :=x best n ∈ argmin k∈{r n ,...,r} {Ĵ n (x ( j) )}. The other initial data can be constructed following the same idea as in the last situation.
By such scheme the online data can be assimilated into sequence of optimization problems, the details of which are in the Algorithm 5.
The ONLINE DATA ASSIMILATION ALGORITHM has the anytime property, meaning that the performance guarantee is provided anytime, as soon as the first ε 1 -proper data-driven solution is found. The algorithm then tries to make decisions that achieve lower certificates with higher reliability until we achieve the lowest possible certificate and guarantee the performance almost surely.
The transient behavior of the ONLINE DATA AS-SIMILATION ALGORITHM is naturally affected by the data streaming rate and the rate of convergence of intermediate algorithms (the assimilation rate). In general, we assume these two rates are the same, i.e., we assimilate data into the algorithm as soon as a new data set is available. In special cases the algorithm can hold the newly streamed data set to maintain its convergence properties.
To further describe the effect of the data streaming rate, we call the data set stream {Ξ n } N n=1 sufficiently slow in the n th time period, if we can find anx ε 2 n in theε 1 -Subgradient Algorithm during the time period n. Further, we call the data set stream {Ξ n } ∞ n=1 slow in the n th time period if we can find at least one certificate during the time period n. We call the data set stream {Ξ n } ∞ n=1 fast in the n th time period if it is not sufficiently slow in the time period n, and we call it very fast if it is not slow.
When the data streaming rate and assimilation rate are the same, the ONLINE DATA ASSIMILATION AL-GORITHM guarantees to find a certificate for a datadriven solutionx (r) ; that is, if the data streaming rate is slow for at least one time period. Else, if the data streams sufficiently slow for at least one time period, it guarantees to find a data-driven solution that has a low certificate. When the data streams are fast or very fast for a significant amount of time periods, the ONLINE DATA ASSIMILATION ALGORITHM will hold on the newly streamed data set, in order to make the assimilation rate sufficiently slow to achieve better data-driven solution efficiently. As part of our future work we will aim to quantify how the assimilation of new data affects the transient performance of the algorithm.
Next, we state the convergence result of the ON-LINE DATA ASSIMILATION ALGORITHM when the data sets streams are sufficiently slow for all the time periods, under both finite and infinite data streaming sets. As discussed above, we assume that the other data streaming rates cases are handled by holding onto data to make the rate sufficiently slow. n 0 ) such that the performance guarantee holds almost surely, i.e.,
and meanwhile the quality of the designed certificatê J 
where J ⋆ := inf
is the optimal objective value for the original unsolvable problem (P).
Proof. The first part of the proof is an application of Lemma 4.2 and Lemma 5.2. For any data setΞ n and the initial data-driven solutionx (r n ) , by Lemma 4.2 we can showx (r n ) to be ε 1 -proper, via findingĴ
n (x (r n ) )+ε 1 ) ≥ 1−β n . Then using Lemma 5.2, an ε 2 -optimal ε 1 -proper data-driven solutionx ε 2 n with certificateĴ
n ) can be achieved. Therefore the performance guarantee (2) holds forx
Then we show the almost sure performance guarantee. For any time period n, the algorithm guarantees to findx ε 2 n with the performance guarantee (2), which can be equivalently written as
n )+ ε 1 occurs infinitely many often} = 0. That is, almost surely we have that
n )+ ε 1 occurs at most for finite number of n. Thus, there exists a sufficiently large n 1 , such that for all n ≥ n 1 , we have
Later if we pick n 0 ≥ n 1 , then the almost sure performance guarantee holds for suchx
n 0 ). Now, it remains to find an n 0 , associated with an ε 2 -optimal and ε 1 -proper data-driven solutionx First, let x δ denote the δ -optimal solution of (P), i.e., E P [ f (x δ , ξ )] ≤ J ⋆ + δ . By construction of the certificate in the algorithm we haveĴ
n (x δ ) + ε 1 + ε 2 for all n, where the first inequality holds becauseĴ n is the function that achieves the supreme of Problem (6) whilê J
n ) is the objective value for a feasible distribution Q ε 1 n (x ε 2 ), the second inequality holds becausex ε 2 n is ε 2 -optimal, the third inequality holds becausex ⋆ n is a minimizer of the certificate functionĴ n , the last inequality holds because the Algorithm 4 for certificate generation guarantees the existence ofĴ
Next, we exploit the connection betweenĴ ε 1 n (x δ ) and J ⋆ . By Assumption 3.1 on the concavity of f in ξ , there exists a constantL > 0 such that f (x, ξ ) ≤ L(1 + ξ ) holds for all x ∈ R d and ξ ∈ Z . Then by the dual representation of the Wasserstein metric from Kantorovich and Rubinstein [3, 19] we haveĴ
In order to quantify the last term, we apply the triangle inequality, which gives us
n (x δ )). Then by the performance guarantee we have P n {d W (P,P n ) ≤ ε(β n )} ≥ 1 − β n , and by the the way of constructing Q
As ∑ ∞ n=1 β n < ∞, then the 1 st Borel-Cantelli Lemma applies to this situation. Thus we claim that there exists a sufficiently large n 2 such that for all n ≥ n 2 we have P ∞ {d W (P, Q ε 1 n (x δ )) ≤ 2ε(β n )} = 1. We use now this bound to deal with the last term in the upper bound ofĴ ε 1 n (x δ ). In particular, we have P ∞ {Ĵ ε 1 n (x δ ) ≤ E P [ f (x δ , ξ )] + 2Lε(β n )} = 1 for all n ≥ n 2 . As ε(β n ) decreases and goes to 0 as n → ∞, there exists n 3 such that 2Lε(β n ) ≤ ε 3 holds for all n ≥ n 3 . Therefore, we have P ∞ {Ĵ ε 1 n (x δ ) ≤ E P [ f (x δ , ξ )] + ε 3 } = 1 for all n ≥ max{n 2 , n 3 }.
Combining all the inequalities of the above results, we obtain almost surelyĴ ε 1 n (x ε 2 n ) ≤ J ⋆ + δ + ε 1 + ε 2 + ε 3 , for all n ≥ max{n 2 , n 3 }. Since δ can be arbitrarily small, then by letting n 0 := max{n 1 , n 2 , n 3 } we have almost sure performance guarantee P ∞ (E P [ f (x 
Simulation results
In this section, we demonstrate the application of the ONLINE DATA ASSIMILATION ALGORITHM to find an ε-proper data-driven solution x ∈ R 30 for Problem (P). We consider N = 50 iid sample points {ξ k } N k=1 streaming randomly in between every 1 to 3 seconds with each data pointξ k ∈ R 10 a realization of the unknown distribution P. Here, we assume that the unknown distribution is a mixture of the multivariate uniform distribution on [−2, 2] 10 and the multivariate normal distribution N (2.5 · 1 10 , 4 · I 10 ). We assume the cost function f : R 30 × R 10 → R to be f (x, ξ ) := x ⊤ Ax + x ⊤ Bξ + ξ ⊤ Cξ with random values for the positive semi-definite matrix A ∈ R 30×30 , B ∈ R 30×10 and negative definite matrix C ∈ R 10×10 . Let the reliability 1 − β n := 1 − 0.95e 1− √ n and use the parameter c 1 = 2, c 1 = 1 to design the radius ε(β n ) of the Wasserstein ball in (5) . We sample the initial data-driven solution x (0) from the uniform distribution [0, 10] 30 . The tolerance for the algorithm is ε 1 = 10 −5 , ε 2 = 10 −6 , and ε 3 = 10 −6 .
To evaluate the quality of the obtained ε-proper data-driven solution with the streaming data, we estimate the optimizer of (P), x ⋆ , by minimizing the average value of the cost function f for a validation data set with N val = 10 4 data points randomly generated from the distribution P (in the simulation case P is known). We take the resulting objective value as the estimated optimal objective value for Problem (P), i.e., J ⋆ :=Ĵ ⋆ (x ⋆ ). We calculateĴ ⋆ (x ⋆ ) using the underline distribution P, serving as the true but unknown scale to evaluate the goodness of the certificate obtained throughout the algorithm. Figure 1 shows the evolution of the certificate sequence {Ĵ ε 1 n (x (r) )} N,∞ n=1,r=1 for the decision sequence {x (r) } ∞ r=1 . The blue line in the Figure 1 shows the relative goodness of the certificates for the currently used ε 1 -proper data-driven solutionx (r) calibrated by the estimated optimal value J ⋆ over time. The red points indicate that a new certificateĴ ε 1 n+1 (x (r) (t)) is processing when the new data set is incorporated, while at these time intervals the old certificateĴ ε 1 n (x ε 2 n ), associated with the ε 2 -optimal and ε 1 -proper data-driven solutionx ε 2 n , is still valid to guarantee the performance under the old reliability β n . This situation commonly happens when a new data setΞ n+1 is streamed in and a new certificateĴ ε 1 n+1 (x (r) (t)) is yet to be obtained. It can be seen that after a few samples streamed, the obtained certificate becomes close to the estimated true optimal value J ⋆ within the 10% range.
Conclusions
In this paper, we have proposed the ONLINE DATA ASSIMILATION ALGORITHM to solve the problem in the form of (P), where the realizations of the unknown distribution (i.e., the streaming data) are collected over time in order for the real-time data-driven solution of (P) to have guaranteed out-of-sample performance. To incorporate the streaming uncertainty data, we have firstly formulated a sequence of the convex optimization problems that are equivalent to the problems for generating the certificate of the out-of-sample performance guarantee of (P), then provided a scheme that incorporates streaming data when finding the certificate for the data-driven solution and further approaching to the ε 2 -optimal and ε 1 -proper data-driven solution in real time. The data-driven solution with the certificate that guarantees out-of-sample performance are available any time during the execution of the algorithm, and the optimal data-driven solution are approached with a (sub)linear convergence rate. The algorithm terminates after collecting sufficient amount of data to make good decision. We provided a sample problem and showed the actual performance of the proposed ONLINE DATA ASSIMI-LATION ALGORITHM over time. Future work will generalize the results for weaker assumptions of the problem and potentially extend the algorithm to scenarios that include system dynamics.
