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THE GENERALIZED ROAD COLORING PROBLEM
AND PERIODIC DIGRAPHS
G. BUDZBAN AND PH. FEINSILVER
Abstract. A proof of the Generalized Road Coloring Problem,
independent of the recent work by Beal and Perrin, is presented,
using both semigroup methods and Trakhtman’s algorithm. Alge-
braic properties of periodic, strongly connected digraphs are stud-
ied in the semigroup context. An algebraic condition which charac-
terizes periodic, strongly connected digraphs is determined in the
context of periodic Markov chains.
1. Introduction
There is a rich history of research in automata theory concerning syn-
chronizability. Two problems, in particular, have contributed signifi-
cantly to this history: C˘erny´’s Conjecture and the Road Coloring Prob-
lem. Professor Trakhtman’s recent solution of the Road Coloring prob-
lem is the conclusion to more than thirty years of investigation, while
C˘erny´’s Conjecture remains a source of continued intense interest.
Both of these problems were originally stated for the case where the un-
derlying state transition digraph is strongly connected and aperiodic,
since aperiodicity is clearly a necessary condition for the existence of
a synchronizing instruction. Yet, each of these problems has an eas-
ily stated generalization to the case where the underlying digraph is
periodic of degree greater than 1. A private communication with Pro-
fessor Trakhtman pointed us to a recent Arxiv posting by Professors
Beal and Perrin where they prove this “Generalized Road Coloring
Problem” (GRCP) [1].
We start with an independent proof of the GRCP using a semigroup
approach and Trakhtman’s algorithm. Properties of periodic digraphs
and the structure of their accompanying “coloring semigroups” are an-
alyzed using methods initiated in [2] and the algebraic techniques in-
troduced in [4], [5], and [10]. Properties of periodic digraphs are then
studied in the context of periodic Markov chains. We prove a theorem
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for determining if a graph is periodic, no easy task if one is merely pro-
vided an adjacency matrix, that leads to a constructive way for finding
the periodic classes as well.
2. The structure of the kernel of a coloring semigroup
To begin the work of generalizing Trakhtman’s result to the periodic
case, we recall some basic notions from transformation semigroup the-
ory.
Start with A, the adjacency matrix of a d-out strongly connected di-
graph, G. A coloring of G is a decomposition of A into m binary (that
is, 0 - 1) stochastic matrices R1, R2, . . . , Rd such that A = R1+· · ·+Rd.
Intuitively, one can think of a matrix Ri as assigning the ith of d colors
to the edge (j, k) if (Ri)jk = 1. Each n × n binary stochastic ma-
trix Ri can also be thought of as a function, Rˆi, say, on the vertices
{1, 2, . . . , n}, where (Ri)jk = 1 iff jRˆi = k.
Let S = 〈R1, R2, . . . , Rd〉 be the semigroup generated by R1, R2, . . . , Rd
under matrix multiplication (or composition). Clearly, S is a finite
semigroup which we will refer to as a coloring semigroup. The follow-
ing classic theorem on the structure of the minimal ideal of a finite
transformation semigroup can be found in many references, for exam-
ple [7]. Nothing which follows requires the assumption of aperiodicity.
Remark. For L ⊂ S, E(L) denotes the subset of idempotents in L.
Theorem 2.1. Let S be a finite semigroup. Then S contains a mini-
mal ideal, K, called the kernel which is a disjoint union of isomorphic
groups. The kernel, K, is isomorphic to X × G × Y , where, fixing
e ∈ E(S), eKe is a group, X = E(Ke), G = eKe, and Y = E(eK). If
(x1, g1, y1), (x2, g2, y2) ∈ X ×G× Y then
(x1, g1, y1)(x2, g2, y2) = (x1, g1(y1x2)g2, y2) .
The product structure X × G × Y is called a Rees product and any
semigroup that has a Rees product is called completely simple. Thus
the kernel of a finite semigroup is always completely simple.
Suppose S = 〈R1, R2, . . . , Rd〉 is a coloring semigroup for a given d-out
digraph G. As stated above, S will be a finite semigroup with kernel
K = X × G × Y . It can be shown [6] that each of the elements of
K have the same rank. Thus we can refer to the rank of the kernel,
rank(K). Let M , N be elements of K. Then with respect to the Rees
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product structure M = (M1,M2,M3) and N = (N1, N2, N3). We will
consider the structure of KM , NK, and NKM :
1) KM = X×G×{M3} is a minimal left ideal in K whose elements
all have the same range, or nonzero columns as M .
2) NK = {N1} × G × Y is a minimal right ideal in K whose
elements all have the same partition of the vertices as N . If
P is an equivalence class in the partition, then there exists a
nonzero column j such that
P = {i : Nij = 1} .
3) NKM is the intersection of NK and KM and is a maximal
group in K. In this instance, it is best thought of as a set of
one-to-one functions specified by the partition of N and the
range of M . The idempotent of NKM is the function which is
the identity when restricted to the range of M .
Suppose w = (w1, w2, . . . , wn) is such that wA = dw. We may and do
scale w so that each wi is a positive integer and that they are relatively
prime. If U is a subset of the vertices V , we defineW (U) =
∑
j∈U
wj to be
the Friedman weight of U . It can be shown that if NK is an arbitrary
minimal right ideal in K with partition Π = {P1, P2, . . . , Pr}, then for
all i, 1 ≤ i ≤ r, w(Pi) =
W (V )
r
. In the terminology of Friedman, each
partition of the kernel consists of maximally synchronizing sets (see the
proof of Theorem 7 in [5]).
Suppose a subset of vertices B = range(K) for some K ∈ K. An
important property of B that will play a role in this paper is that B is
a cross-section of every partition Π from K. That is, for each element
P of Π, card(P ∩ B) = 1 (see [7]).
3. Periodic Graphs, Quotient Graphs, Cross Sections, and
the structure of the Kernel
3.1. Periodic graphs. The most useful definition of a periodic graph
is the following.
Definition. A digraph G = (V,E) is periodic of period t ≥ 2 iff there
exists a partition of the vertices {P1, P2, . . . , Pt} such that if (i, j) ∈ E
and i ∈ Pk then j ∈ Pk+1 (i ∈ Pt implies j ∈ P1), and t is the largest
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such integer with this property. In this case, Π = {P1, P2, . . . , Pt} is the
“periodic partition”. If no such partition exists, then G is aperiodic.
3.2. Quotient graphs, cross sections, and the structure of the
kernel. In [3], quotient graphs generated by the unique partition in-
duced by a right group kernel in a coloring semigroup were analyzed.
In that paper, it was shown that if the kernel of any coloring semigroup
is a right group, then the graph has some coloring semigroup that has
a synchronizing instruction. The algorithm designed by Kari in [12]
was essential to this argument. Perhaps the most important concept
introduced by Kari was the notion of stability. Kari showed that sta-
bility induced a congruence on the vertices of the graph, and it was
this congruence that produced the quotient graph instrumental in his
result.
We will translate Kari stability into the language of transformation
semigroups.
Definition. Let S = 〈R1, R2, . . . , Rd〉 be a coloring semigroup for the
digraph G = (V,E). Then for vertices x, y, we say x ≡
S
y under the
stability relation if and only if for every W1 ∈ S, there exists a W2 ∈ S
such that xW1W2 = yW1W2.
If K = X × G × Y is the kernel of a coloring semigroup S, then
K =
⋃
N∈X
NK, where each NK is a right group with a fixed partition
ΠN . Let EN be the equivalence relation induced by ΠN . Finally let
E = ∩EN .
Theorem 3.1. For vertices x, y in V , xEy if and only if x ≡
S
y.
Proof. Suppose xEy. Then for any partition Π from the kernel, there
exists an element P of Π, such that {x, y} ⊂ P . Thus for any K ∈ K,
xK = yK. Let W ∈ S be any word, then xWK = yWK since
WK ∈ K. Therefore, x ≡
S
y.
Suppose x and y are not equivalent under E . Then there is some
idempotent N in K with partition ΠN containing elements P1 6= P2
such that x ∈ P1 and y ∈ P2, which is to say that xN 6= yN . But for
all words W ∈ S, NW ∈ NK. But this implies that xNW 6= yNW .
Therefore x and y are not equivalent under ≡
S
. 
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Since Kari showed [12] that stability is a congruence, it follows from the
previous theorem that a well-defined quotient graph (with less vertices
than the original graph) exists precisely when E = ∩EN is not the
discrete equivalence.
Corollary 3.2. Let G be a periodic graph with periodic partition Π =
{P1, . . . , Pt}. Let [v] be an equivalence class of vertices induced by the
stability relation. Then [v] ⊂ Pk for some k, 1 ≤ k ≤ t.
Proof. If x ≡
S
y then xK = yK = z for some K ∈ K. Thus a path
of length |K| connects both x and y to z, and therefore x and y must
have started in the same periodic partition class. 
In [14], one of the key notions utilized by Trakhtman is that of an
F - clique.
Definition. Let B = range(W ) for some W ∈ S. The B is called an
F - clique if and only if for any pair x 6= y in B, xU 6= yU for all words
U ∈ S.
Once again, the structure of the kernel provides insight.
Theorem 3.3. A set of vertices B = range(W ), for some W ∈ S, is
an F - clique if and only if W ∈ K.
Proof. Suppose B = range(K) where K ∈ K. Then, as indicated
above, B is a cross-section of each partition. Suppose for some pair
x 6= y in B, and some U ∈ S, xU = yU . Then xUK = yUK, implying
that {x, y} ⊂ P , for some P ∈ ΠUK . But this contradicts that B is a
cross-section of ΠUK .
Suppose B = range(W ) for some W /∈ K. Since W /∈ K, then
card(rangeW ) is not minimal. Then card(BK) < card(rangeW ) since
WK ∈ K. But this implies that for some pair x, y in B, xK = yK.
Thus B is not an F - clique. 
The key insight of this section is that critical pieces of both Kari’s
and Trakhtman’s ideas can be restated in transformation semigroup
language, and in this setting it becomes clear that nothing about them
requires the assumption of aperiodicity.
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4. The Generalized Road Coloring Problem
To complete the proof using Trakhtman’s algorithm, we will use the
following result which will allow us to complete the necessary inductive
argument.
Theorem 4.1. Let G be a graph with per(G) = t. Let Q(G) be a quo-
tient graph of G induced by the stability classes of a coloring semigroup.
Then per(Q(G)) = t.
Proof. Let per(G) = t and let Π = {P1, . . . , Pt} be the periodic par-
tition of the vertices such that for any edge (v, w) if v ∈ Pk, then
w ∈ Pk+1 (here Pt+1 = P1).
Let C(G) be the cycles of G and let c be an element of C(G) starting
and ending at v. Then [c] is an element of C(Q(G)) that starts and
ends at [v], where [v] is the equivalence class of v. Thus |C(G)| ⊂
|C(Q(G))|, where |C(G)| = {|c| : c ∈ C(G)}. Therefore the set of
common divisors of C(Q(G)) is a subset of the set of common divisors
of C(G). But the period is the greatest of these common divisors, so
that per(Q(G)) ≤ per(G).
Now let c be a cycle in Q(G) starting and ending at [v]. But [v] ⊂ Pk
for some k. Thus |c| = nt for some n. But then t = per(G) is a divisor
of all cycle lengths for Q(G), which implies that per(G) ≤ per(Q(G)).
Thus t = per(G) = per(Q(G)). 
The analogous result concerning the quotient graph being strongly con-
nected is clear.
In [5], the following generalization of the Road Coloring Problem was
stated.
Generalized Road Coloring Problem. Let G = (V,E) be a strongly
connected d-out digraph. Then G is periodic of period t ≥ 1 with peri-
odic partition Π = {P1, . . . , Pt} iff G has a minimal (with respect to the
rank of its kernel) coloring semigroup S = 〈R1 . . . , Rd〉 whose kernel
K is a right group with partition Π and whose maximal groups are all
cyclic of order t.
Proof. Observe that the constant functions form a right group with
partition Π = {V } and whose maximal groups are all order one, thus
trivially cyclic. In [2], it was shown that the existence of a coloring
semigroup whose kernel K is a right group where rank(K) is minimal
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implies that the graph G is periodic of order rank(K) and that the
structure groups of K are cyclic of order rank(K).
Notice, if S is a coloring semigroup whose kernel K is a right group
where rank(K) = per(G), then any element ofKmaps the set of vertices
onto a t-subset of vertices, one vertex in each of the periodic partition
classes, and this is the best one can do. Thus we will refer to existence
of this minimal right group as “t-synchronizability”.
For the converse, we will proceed by induction. Now the smallest t-
periodic graph has t vertices with each vertex in its own periodic par-
tition class. Clearly, any coloring of this graph produces a coloring
semigroup whose kernel is a cyclic group (thus a right group) of order
t, and thus satisfies the conclusion of the theorem. Assume that all
t-periodic graphs with n − 1 vertices or less have been shown to be
t-synchronizable, and let G be t-periodic with n vertices.
Let Smin = {S1, . . . , Sr} be the collection of coloring semigroups of G
whose kernels {K1, . . . ,Kr} have minimal rank. If for some j, Kj is a
right group, then rank(Kj) = t, and G is t-synchronizable. Thus we
may assume that none of the kernels of minimal rank are right groups.
If any of the kernels have non-trivial stability classes, then their quo-
tients are strongly connected and t-periodic, and by the induction hy-
pothesis are t-synchronizable. Thus suppose all of the minimal rank
kernels have trivial stability classes. In this case, Trakhtman’s remark-
able algorithm, which at no point uses the assumption of aperiodicity,
produces a coloring with nontrivial stability class, and thus a contra-
diction, and we are done. 
5. Properties of Periodic Markov Chains
Let G be a d-out digraph with adjacency matrix A. Dividing through
by the outdegree produces a stochastic matrix, A. The question is:
Is there a condition on A that determines if the graph is periodic, and
can one use this condition to determine the periodic partition of G?
We will assume that A is irreducible or, equivalently, that G is strongly
connected.
We will consider stochastic matrices in general. So for the remainder of
this work, we assume that A is a stochastic matrix that is the transition
matrix for an irreducible Markov chain.
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The number of vertices is cardV = n. Denote by V the corresponding
n-dimensional vector space Rn.
Remark. We use the summation convention that Greek indices are
summed over regardless of position.
5.1. Level 2 action. Aperiodic case. Definition. Let Sym(V)
be the cone of n × n real symmetric matrices with nonnegative en-
tries. Denote by Sym0(V) the cone of n×n symmetric matrices having
nonnegative entries with all diagonal entries equal to zero.
We consider the action X 7→ AXA∗ on Sym(V). This is the level 2
action of the transition matrix A.
5.1.1. Aperiodic case. Begin with the lemma:
Lemma 5.1. Let A be an irreducible, aperiodic stochastic matrix. Then,
on Sym0(V), the equation AXA
∗ = X has the unique solution X = 0.
Proof. Iterating the map X 7→ AXA∗ yields X = AmX(A∗)m after m
steps. Since A is irreducible and aperiodic, lim
m→∞
Am = Ω exists where
Ω is a rank-one stochastic matrix with positive entries. Thus, taking
m→∞, we have X = ΩXΩ∗. Taking traces yields:
0 = trX = trXΩ∗Ω =
∑
i,j
Xij(Ω
∗Ω)ji
Now, (Ω∗Ω)ij > 0, ∀i, j, so Xij vanishes for all i, j. 
5.2. Periodic case. Recall the periodic partition {P1, P2, . . . , Pt}. For
vertices i, j ∈ V , define
dist(i, j) = min{ |s1 − s2|, |s1 − s2 − t| } for i ∈ Ps1 , j ∈ Ps2
i.e., it is the smallest difference between the indices of the partition
classes they are in, taken modulo t. Define the corresponding indicator
matrices X(δ) by
X
(δ)
ij =
{
1, if dist(i, j) = δ
0, otherwise
These are 0 - 1 matrices with
trX(δ1)X(δ2) = 0 (1)
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if δ1 6= δ2. As they correspond to a partition of all pairs of vertices, we
have
∑
δ
X(δ) = J , the all-ones matrix. We denote the corresponding
equivalence relations
i ≡
δ
j if dist(i, j) = δ
So i ≡
0
j if and only if i and j are in the same partition class of the
periodic partition. The periodicity of A is expressed by the property
that
if Aii′Ajj′ > 0, then i ≡
δ
j if and only if i′ ≡
δ
j′
since each vertex maps to the next partition class. Effectively, A acts
isometrically on the partition classes.
Remark. For clarity, we will not use implied summations over δ, re-
peated or not.
Observe that X(0) ∈ Sym(V), with 1’s on the diagonal, while
X(δ) ∈ Sym0(V), for δ > 0.
Proposition 5.2. For δ ≥ 0, X(δ) satisfies AX(δ)A∗ = X(δ).
Proof. The entries of AXA∗ are
(AXA∗)ij = AiλXλµAjµ
Fix δ ≥ 0. Consider i, j such that i ≡
δ
j. For every pair (l, m) such
that i→ l and j → m, l ≡
δ
m as well. Thus, for all such pairs, X
(δ)
lm = 1
and, with u ∈ V denoting the vector of all 1’s,
(AX(δ)A∗)ij = AiλuλAjµuµ = 1 = X
(δ)
ij
For i 6≡
δ
j, X
(δ)
lm = 0 for all choices of l and m such that AilAjm > 0, so
that (AX(δ)A∗)ij = 0. Thus, AX
(δ)A∗ = X(δ) as required. 
The main property we need is this.
Lemma 5.3. Let X ∈ Sym(V) satisfy AXA∗ = X. If Xi0j0 = c for
any one entry i0 ≡
δ
j0, then Xij = c for all i ≡
δ
j.
Proof. From irreducibility, with period t, we have
lim
m→∞
(At)m = Ωt
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exists and if i, j are in the same partition class, (Ωt)ij > 0, [8, pp. 177-
178]. First, iterating with A, we have AtXAt
∗
= X , then iterating with
At, we have AmtX(Amt)∗ = X . Taking the limit as m→∞ yields
ΩtXΩt
∗ = X or Xij = (Ωt)iλ(Ωt)jµXλµ (2)
Find the minimum nonzero entry of Xij where i ≡
δ
j. Call it c1, with
Xi1j1 = c1. We have i1 ∈ Pa, j1 ∈ Pb, where with no loss of generality
b = a + δ mod t. Then Y = X − c1X
(δ) is a nonnegative solution to
AY A∗ = Y with Yi1j1 = 0. Applying eq. (2) for Yi1j1 we have
0 = (Ωt)i1λ(Ωt)j1µYλµ
Since (i1, j1) ∈ Pa×Pb, every pair (λ, µ) ∈ Pa×Pb. Now, the Ωt factors
are all positive, and each term of the sum is nonnegative. Hence, the
terms vanish identically. I.e., Yij = 0 for all (i, j) ∈ Pa × Pb.
It is possible that Pb is the only partition class δ units away from Pa.
Typically, however, the class δ units going the other way, Pa−δ, indices
mod t, is not Pb. Call this class that precedes Pa by distance δ, P
′.
Moving cyclically along the partition classes, choose the power s so
that As maps Pa to P
′, automatically mapping Pb to Pa. We now have
ΩtA
sY (A∗)sΩ∗t = Y and 0 = (Ωt)i1λ(A
s)λσYσε(A
s)µε(Ωt)j1µ
with i1 → λ→ σ and j1 → µ→ ε. Notice the pairs (i1, j1) ∈ Pa × Pb,
(λ, µ) run through all elements of Pa × Pb, and (σ, ε) ∈ P
′ × Pa. As
before, all the Ωt factors are positive. Since A is irreducible, A maps
each partition class onto the succeeding one. So As maps Pa onto
P ′ and Pb onto Pa. Thus all possible choices (σ, ε) ∈ P
′ × Pa occur
with positive A coefficients for some choices (λ, µ). Hence the Y terms
vanish identically and Yij = 0 on P
′ × Pa. By symmetry of Y , Yij
vanishes as well on Pb × Pa and Pa × P
′. In other words, Yij = 0 if
i ≡
δ
j.
Going back to X , in fact, Xi0j0 = c = Xi1j1 = c1 = Xij for all i ≡
δ
j as
required. 
We noticed above that the matrices X(δ) are orthogonal for different δ,
in the sense of equation (1).
Lemma 5.4. Let X ∈ Sym(V) satisfy AXA∗ = X. Then X − cX(δ),
where
c = trXX(δ)/tr (X(δ))2
is in Sym(V).
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Proof. Looking at ij entries, we wish to show that
Xij(X
(δ)
λµX
(δ)
λµ ) ≥ (X
(δ)
λµXλµ)X
(δ)
ij
where there is no implied summation over δ. If i 6≡
δ
j, then the right-
hand side is zero, so the inequality is satisfied. For i ≡
δ
j, the right-hand
side equals ∑
l≡
δ
m
Xlm
By Lemma 5.3, the terms of the sum are all equal, say Xlm = c, if
l ≡
δ
m. Then the sum equals c times the number of 1’s in the matrix
X(δ), which is exactly the left-hand side. The result follows. 
Theorem 5.5. Let A be periodic. Every solution X ∈ Sym(V) to
AXA∗ = X is a linear combination
∑
δ≥0
cδX
(δ) with nonnegative coeffi-
cients cδ.
Proof. Let X ∈ Sym(V) satisfy AXA∗ = X . By Lemma 5.4,
Y = X −
∑
δ≥0
cδX
(δ)
where
cδ = trXX
(δ)/tr (X(δ))2
is an element of Sym(V) satisfying AY A∗ = Y and in addition
trY X(δ) = 0
for all δ ≥ 0. So for any δ ≥ 0,
0 = trX(δ)Y = trX(δ)AY A∗ = tr Y A∗X(δ)A
And
trY A∗X(δ)A =
∑
i,j
YijAλiX
(δ)
λµAµj
=
∑
i≡
δ
j
Yij
∑
l→i
m→j
AliAmj (3)
where the sum of terms involving products of entries from A is positive,
since A is irreducible. Hence,∑
i≡
δ
j
Yij = 0 ⇒ Yij = 0, ∀i ≡
δ
j
for all δ. Hence Yij = 0 as required. 
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5.3. Level 2 correspondence. Now consider the entries of the upper
triangular part of an element of Sym0(V) as coordinates of a vector in
the space V∨2 ≈ R(
n
2
). We identify V∨2 with the linear space over R
generated by Sym0(V). The row vector
X = (x12, x13, . . . , xn−1n)↔ Xˆ ∈ Sym0(V)
where we use the notation Mat(X) for Xˆ as necessary for clarity. So
we have
Mat(X)ij = (Xˆ)ij =


xij if i < j
0 if i = j
xji if i > j
We define the matrix A∨2 on V∨2 corresponding to the action
A∨2 : Sym0(V)→ Sym(V)
X 7→ AXA∗
The following statements are from [9]. We will use X† for the column
vector.
Proposition 5.6. We have
1. Mat(A∨2X†) = AXˆA∗ −D where D is a diagonal matrix satisfying
trD = trAXˆA∗.
2. If A and X have nonnegative entries, then D has nonnegative en-
tries. In particular, in that case, vanishing trace for D implies that D
vanishes.
3. Let X and A be nonnegative. Then
Xˆ = AXˆA∗ ⇒ A∨2X† = X†
Proof. The components of A∨2X† are
(A∨2X†) ij = θijθλµ(xλµAiλAjµ + xλµAiµAjλ) (4)
= θij(AXˆA
∗) ij (5)
with the theta symbol for pairs of single indices
θij =
{
1, if i < j
0, otherwise
Note that the diagonal terms of Xˆ vanish anyway. And AXˆA∗ will be
symmetric if Xˆ is. Since the left-hand side has zero diagonal entries,
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we can remove the theta symbol and compensate by subtracting off
the diagonal, call it D. Taking traces yields #1. Observe that D has
entries
D ii = 2 xλµAiλAiµ
and #2 follows directly. For #3, write D = AXˆA∗ − Mat(A∨2X†).
If Xˆ = AXˆA∗, then since Xˆ has vanishing trace, trAXˆA∗ = 0. So
trD = 0, hence D = 0, by #2. And Xˆ = AXˆA∗ = Mat(A∨2X†). 
Remark. Observe from equation (4) that the entries of A∨2 are the
permanents of the corresponding 2× 2 submatrices of A.
Theorem 5.7.
Let A be irreducible. If A is periodic, then det(I − A∨2) = 0.
Proof. If A is periodic, we have seen that there are solutions to AXA∗ =
X with X ∈ Sym0(V), namely the indicators X
(δ) for δ > 0. By the
third statement of Proposition 5.6, the corresponding vectors X(δ)
†
satisfy A∨2X(δ)
†
= X(δ)
†
. Hence det(I − A∨2) = 0 as required. 
Remark. For the converse and for background details on the approach
of this part, see [9].
Here is an example for illustration.
Example. Let
A =


0 1 0 0 0
0 0 1/2 1/2 0
0 0 0 0 1
0 0 0 0 1
1 0 0 0 0


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and
A∨2 =


0 0 0 0 1/2 1/2 0 0 0 0
0 0 0 0 0 0 1 0 0 0
0 0 0 0 0 0 1 0 0 0
1 0 0 0 0 0 0 0 0 0
0 0 0 0 0 0 0 0 1/2 1/2
0 0 0 0 0 0 0 0 1/2 1/2
0 1/2 1/2 0 0 0 0 0 0 0
0 0 0 0 0 0 0 0 0 0
0 0 0 1 0 0 0 0 0 0
0 0 0 1 0 0 0 0 0 0


Any left-invariant vector of A is a multiple of
[ 2, 2, 1, 1, 2 ]
Solutions X to A∨2X† = X† satisfy
Xˆ =


0 w2 w1 w1 w2
w2 0 w2 w2 w1
w1 w2 0 0 w2
w1 w2 0 0 w2
w2 w1 w2 w2 0


(6)
with arbitrary wi. The periodic classes are {1}, {2}, {3, 4}, {5}. For
a fixed δ, a basic right-invariant vector for A∨2 is given by xij = 1 if
dist (i, j) = δ, 0 otherwise, with δ equal to 1 or 2.
5.4. Determining the partition classes. We have seen that the so-
lutions in Sym(V) to AXA∗ = X are linear combinations of X(δ) for
δ ≥ 0. The indicator of the partition classes is X(0), the only one with
a nonzero entry on the diagonal. With a symbolic program such as
Maple, finding the general solution to (I−A∨2)X† = 0 on V∨2 yields a
solution of the form similar to that of equation (6). The blocks along
the diagonal are complements of the indicators of the classes of the pe-
riodic partition. In other words, i and j are in the same partition class
if and only if Xij = 0 for all solutions X ∈ Sym0(V) to AXA
∗ = X . So
an alternative is to solve (I−A∨2)X† = 0 numerically for solutions with
the side condition that a particular entry equals 1. Then adding up a
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basis of such solutions will exhibit the common zeros corresponding to
the partition classes.
5.5. Distribution of probabilities. Let pi denote the invariant mea-
sure for the Markov chain. That is, piA = pi, with positive entries, and
the eigenvalue 1 of A is simple. So every solution x to xA = x is a
multiple of pi. Let X ∈ Sym(V) satisfy AXA∗ = X . Multiplying on
the left by pi yields
piAXA∗ = piX or piXA∗ = piX , transposing =⇒ A(piX)† = (piX)†
so (piX)† is a right eigenvector of A with eigenvalue 1, hence a multiple
of the all-ones vector u†. Thus, for some positive constant c,
piX = cu
Taking X = X(0) shows that each partition class has the same prob-
ability c. But their disjoint union includes all vertices and there are t
equiprobable classes, thus
pi(Pi) = 1/t
for each partition class Pi. Now consider X = X
(δ), δ > 0. A given
column, j, in X(δ) has a 1 for every point δ units from j in the graph.
Such points consist either of a single partition class – in the case where
t is even and δ = t/2 – or two partition classes. Thus,
piX(δ) = (c0/t) u
with c0 equal to 1 or 2 accordingly. For t even we have one class with
probability 1/t and t/2−1 classes of probability 2/t, totalling to 1−1/t.
For t odd, we have (t− 1)/2 classes, all of probability 2/t.
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