Abstract-Space-time code designs based on a partial interference cancellation (PIC) group decoding has been recently proposed. The PIC group decoding complexity depends on the group size and is between the lowest linear receiver complexity and the highest ML decoding complexity. The symbol rate for a space-time code achieving full diversity with the PIC group decoding is also between those for the linear receivers and the ML decoding. In this paper, we propose a new decoding that is between the PIC group decoding and the ML decoding. With the proposed new decoding, we obtain a new design criterion for space-time codes to achieve full diversity, which is also between the one with the PIC group decoding and the one with the ML decoding. We then present some designs that satisfy the new criterion and in the meantime have higher symbol rates than that for the PIC group decoding.
I. INTRODUCTION
Full diversity achieving space-time code designs with low complexity decodings include orthogonal space-time codes (OSTC) [1] - [7] , quasi OSTC type codes with simplified ML decoding [8] - [16] , extended OSTC with conditional detection [17] - [19] , codes with linear receivers [20] - [24] , and codes with PIC group decoding [25] , [27] - [29] . Due to the orthogonality constraint, the symbol rates for OSTC type codes approach 1/2 [4] when the number of transmit antennas gets large. When the orthogonality is relaxed so that the full diversity can be achieved with linear receivers, the symbol rates can approach 1 when the number of transmit antennas gets large [22] . When the linear receiver is generalized/relaxed to the PIC group decoding, the symbol rates for full diversity achieving codes can be increased to be more than 1 but upper bounded by the group size [25] . It is known that the symbol rates for full diversity codes with the ML decoding can be full, i.e., nt, for nt transmit antennas [30] - [34] , including perfect codes [32] , [33] . A natural question is whether there are full diversity achieving codes with symbol rates higher than that with the PIC group decoding, and with a decoding of a lower complexity than the ML decoding.
Motivated from the results in [17] - [19] on extended OSTC with conditional detection, in this paper we propose a conditional PIC group decoding that can be stated as follows. For each trial of a fixed group of information symbols, the remaining information symbols are decoded with the PIC group decoding. The final decoding is the optimal solution among all the trials of the fixed group of symbols. It is clear that the complexity of this conditional PIC group decoding is between those of the PIC group decoding in [25] and the ML decoding. We obtain a new design criterion for space-time codes to achieve full diversity with the conditional PIC group decoding. The new criterion is also between those with the PIC group decoding and with the ML decoding. We then propose some designs that satisfy the new criterion, i.e., achieve full diversity with the conditional PIC group decoding, and in the meantime, their symbol rates are higher than those designed for the PIC group decoding in [25] , [27] . This paper is organized as follows. In Section 2, we describe the system model and the PIC group decoding. In Section 3, we introduce the conditional PIC group decoding and present the new design criterion. In Section 4, we propose some code designs. In Section 5, we show some simulation results.
II. SYSTEM MODEL AND PIC GROUP DECODING
We consider an MIMO transmission with nt transmit and nr receive antennas over a quasi-static Rayleigh block-fading channel. The channel model is written as follows,
where Y ∈ C t×nr is the received signal matrix in t time slots, X ∈ C t×nt is a codeword matrix from a space-time block code (STBC), or simply X is an STBC, H = (hij )n t ×nr is the nt × nr channel matrix whose entries are assumed i.i.d. with distribution CN (0, 1), N ∈ C t×nr is an additive white Gaussian noise matrix with i.i.d. entries ni,j ∼ CN (0, 1) and ρ is the average signal-to-noise-ratio at the receiver.
In this paper, for convenience we only consider that information symbols s l , l = 1, · · · , L, are coded by linear dispersion STBC [36] , [37] as
where A l ∈ C t×nt is a linear STBC weight matrix. When the complex conjugated information symbols are involved, they can be converted into the above form if their real and imaginary parts are split into two independent variables.
To decode the transmitted information symbol vector s = [s1, s2, · · · , sL]
T at the receiver, the system model in (1) needs to be rewritten as y = √ ρGs + n,
where y ∈ C tnr is the received signal vector, G ∈ C tnr ×L is an equivalent channel matrix [22] , [25] , n ∈ C tnr is the additive white Gaussian noise vector.
We now describe the PIC group decoding algorithm studied in [25] . Define the index set I as I = {1, 2, · · · , L}, where L is the number of information symbols in s. First we partition I into N groups: I1, I2, · · · , IN . Each index subset I k can be written as follows,
where n k Δ = |I k | is the cardinality of the subset I k . We call I = {I1, I2, · · · , IN } a grouping scheme. For such a grouping scheme, we have the following two equations
Define sI k as the information symbol vector that contains the symbols with indices in I k , i.e.,
Let the column vectors of an equivalent channel matrix G be
In this case, the STBC X in (2) can be also written as X = X(sI 1 , · · · , sI N ). With these notations, equation (3) can be rewritten as
Suppose we want to decode the symbols embedded in group sI i . The PIC group decoding first implements linear interference cancellation with a suitable choice of matrix Q I i in order to completely elliminate the interferences from other groups [25] , i.e., Q I i GI j = 0, ∀j = i and i = 1, 2, · · · , N. To satisfy this, we can, for example, choose Q I i as the following zero-forcing filter
when the following matrix has full column rank:
Then we have
The symbols in group sI i can be decoded with the ML decoding as follows [25] :
where A is a signal constellation for the information symbols.
In [25] , [26] , an STBC design criterion was derived to achieve full diversity with the PIC group decoding, which can be stated as follows.
Theorem 2.1: For an STBC X with the PIC group decoding, the full diversity is achieved when the code X satisfies the full rank criterion, i.e., it achieves full diversity when the ML receiver is used; and for a fixed k, 1 ≤ k ≤ N , any nonzero linear combination over ΔA of the vectors in the kth group G G GI k does not belong to the space linearly spanned by all the vectors in the remaining vector groups, i.e., VI k defined in (12) in [25] , for any H = 0.
Notice that in the PIC group decoding algorithm, we may use successive interference cancellation (SIC) strategy to aid the decoding process. We call the SIC-aided PIC group decoding as PIC-SIC group decoding [25] . The basic idea of this method is to remove the already-decoded symbols from the received signals to reduce the interferences. For a decoding order, for example, (sI 1 , sI 2 , · · · , sI N ), first, we can decode symbol group sI 1 by the PIC group decoding to obtainŝI 1 . Remove the components of the already-detected symbol groupŝI 1 from (4):
Then, decode sI 2 from (5) by the PIC group decoding. Repeat this process until all symbols are decoded. Then, the full diversity criterion for the PIC-SIC group decoding can be stated as follows [25] , [26] .
Theorem 2.2:
For an STBC X with the PIC-SIC group decoding, the full diversity is achieved when the code X satisfies the full rank criterion, i.e., it achieves full diversity when the ML receiver is used; and at each decoding stage, for GI k , which corresponds to the current to-be decoded symbol group sI k , any nonzero linear combination over ΔA of the vectors in G G GI k does not belong to the space linearly spanned by all the vectors in the group [G G GI k+1 , . . . ,G G GI N ], for any H = 0.
We next propose a new decoding algorithm called conditional PIC group decoding.
III. CONDITIONAL PIC GROUP DECODING AND A NEW DESIGN CRITERION
Motivated from the conditional detection in [17] - [19] , we now propose a conditional PIC group decoding. Our proposed conditional PIC group decoding method is implemented in two parts. First, estimate the information symbols in the first N − 1 groups sI 1 , sI 2 , · · · , sI N −1 using the PIC group decoding for every possible trial of the information symbols in the last group sI N : for everȳ sI N ∈ A n N , where A is the constellation used, cancel it from the received signal:
Apply the PIC group decoding to decode sI i , 1 ≤ i ≤ N − 1, from the above y − √ ρGI Ns I N to obtain s P IC I i (sI N ) for everysI N . Then, choose sI N to minimize the ML metric from all the results in the first step, i.e., s
and for i = 1, 2, · · · , N − 1,
The decoding complexity of the first step is O(|A| c 1 ), where c1 is the maximum cardinality of I1, I2, · · · , IN−1, i.e., c1 = max{n1, n2, · · · , nN−1}. In the second step, since we need to enumerate all possible trials of the group sI N , its complexity is O(|A| n N ). Thus, the total decoding complexity is O(|A| c 1 +n N ). Comparing with the complexity, O(|A| n 1 +n 2 +···+n N ), of the ML decoding, the above complexity is much lower. Comparing with the PIC group decoding, the complexity of this conditional PIC group decoding method is higher. As shown in the following theorem, the full diversity criterion is weaker, which implies that we can design a higher rate code achieving the full diversity than that using the PIC group decoding. Our proposed method is also different from the PIC-SIC group decoding method. The PIC-SIC group decoding method cancels the interference from the already decoded symbol groups, but the proposed method, for any possible trial of a group of symbols, removes them from the received signal and decodes other symbol groups with the PIC group decoding, and then chooses the best solutions.
Theorem 3.1: For an STBC X with the above conditional PIC group decoding, the full diversity is achieved when the code X satisfies the full rank criterion, i.e., it achieves full diversity when the ML receiver is used; and for a fixed k, 1 ≤ k ≤ N − 1, any nonzero linear combination over ΔA of the vectors in the kth group G G GI k does not belong to the space linearly spanned by all the vectors in the vector group
for any H = 0, where a nonzero linear combination over ΔA means that all the coefficients in the linear combination are taken from ΔA and not all of them are zero.
Its proof is in [38] . We similarly propose a conditional PIC-SIC group decoding by replacing the PIC group decoding with the PIC-SIC group decoding [25] in the first step. We have the following theorem, which can be similarly proved.
Theorem 3.2:
For an STBC X with the conditional PIC-SIC group decoding, the full diversity is achieved when the code X satisfies the full rank criterion, i.e., it achieves full diversity when the ML decoding is used; and at each decoding stage, for GI k , which corresponds to the current to-be decoded symbol group sI k , any nonzero linear combination over ΔA of the vectors in G G GI k does not belong to the space linearly spanned by all the vectors in the group [G G GI k+1 , . . . ,G G GI N −1 ], for any H = 0.
The full diversity criteria in Theorems 3.1 and 3.2 only require the linear independences (the second condition) of the first N − 1 vector groups, which is weaker than the requirement of the linear independences (the second condition) of all the N vector groups in Theorems 2.1 and 2.2 [25] . With this reduced requirement in the criteria, we may add more symbol groups with the same number of time slots using the conditional PIC (or PIC-SIC) group decoding to achieve full diversity, thus it is possible to design a higher rate full diversity code than using PIC (or PIC-SIC) group decoding.
Example 1: Consider the full rate 2 × 2 STBC proposed in [17] :
where (s1, s2, s3, s4) are information symbols and the star stands for the complex conjugate, a, b, c and d are complex-valued design parameters with the same magnitude 1/ √ 2, i.e., |a| = |b| = |c| = |d| = 1/ √ 2. Suppose we use one receive antenna. The equivalent channel matrix G can be written as
(10) It is easy to verify that g 1 ⊥ g 2 , and, consequently, g 1 and g 2 are linearly independent and thus satisfy the second condition in Theorem 3.1. Therefore, with the grouping scheme I1 = {1}, I2 = {2} and I3 = {3, 4}, we can decode this code by the conditional PIC group decoding. This algorithm is then the same as the one proposed in [17] .
IV. NEW CODE DESIGN EXAMPLES
Let us first consider 2 transmit antennas. The proposed code is X = 2 4 s1 cos θ + s2 sin θ e −iπ/4 (−s5 sin θ + s6 cos θ) s3 cos θ + s4 sin θ −s1 sin θ + s2 cos θ e −iπ/4 (s5 cos θ + s6 sin θ) −s3 sin θ + s4 cos θ arctan 2 [25] , i = √ −1, and s1, s2, · · · , s6 are information symbols chosen from QAM constellation. This code is transmitted over 3 time slots and has a symbol rate of 2. For convenience, we only consider the case of one receive antenna. According to the codeword structure, we can calculate the equivalent channel matrix expressed in (12) on the next page, where h1 and h2 are channel coefficients. It is not difficult to see that this code does not satisfy the criterion for the PIC group decoding with the group scheme I1 = {1, 2}, I2 = {3, 4} and I3 = {5, 6}. Because these three groups of vectors are not linearly independent groups. Actually, any one of these groups can be linearly expressed by the other two. Thus, this code may not achieve the full diversity with the PIC group decoding.
Suppose the conditional PIC group decoding is used to decode the code (11): first, estimate s1, s2, s3, s4 using the PIC group decoding for every possible trial of (s5, s6); then, choose (s5, s6) to minimize the ML metric from all results in the first step. As shown in [25] GI 1 and GI 2 are linearly independent vector groups for any H = 0. The following property can guarantee that this code has full rank property when a QAM constellation is used. Thus, this code can achieve full diversity with a QAM constellation and the conditional PIC group decoding.
Property 4.1:
The matrix X in (11) has full rank when si ∈ Z[i] and at least one of si is not 0, where Z[i] is the number field generated by the integer ring Z and i.
Its proof is in [38] . For a general case, consider an M -layer code X for nt transmit antennas with P time slots of the form shown in (13) in the next page, P − nt + 1 ≤ M ≤ P , where ρ1, · · · , ρM are M fixed complex numbers, the i-th descending diagonal from left to right, denoted by Xi = [Xi,1, Xi,2, · · · , Xi,n t ]
T is given by
where the nt × 1 information symbol vector si is
, and Θ is a chosen constellation rotation matrix [35] . The symbol rate for this code is Mnt P . We can choose the rotation matrix Θ from [35] , Table I . For a pair of integers (l, m), K = lm and nt =
, where φ is the Euler totient function, a vaild rotation matrix is given by
where ζK = exp(2πi/K) and m2, m3, · · · , mn t are distinct integers such that 1 + mil and K are co-prime for any 2 ≤ i ≤ nt. A signal constellation for this code can be
that is the number ring generated by the integer ring Z and ζ l , i.e., Λ ζ l ⊂ Z[ζ l ]. Λ ζ l can also be thought of as the 2-dimensional real lattice with the generating matrix » 1 cos( [35] . For example, when l = 4, the constellation is located on the square lattice, i.e., a QAM constellation. When l = 3, the signal constellation is located on the equal literal triangular lattice.
To decode this code with the conditional PIC-SIC group decoding, we first define the grouping scheme I = {I1, I2, · · · , IP −nt+2}, where
and IP −nt+2 = {(P −nt +1)nt +1, (P −nt +1)nt +2, · · · , Mnt}.
When P = nt, the matrix X in (13) is a square matrix, and this code is exactly the multilayer cyclotomic code proposed in [34] . In this case, we split the information symbols into two groups as above: I = {I1, I2}, where I1 = {1, 2, · · · , nt} and I2 = {nt + 1, nt + 2, · · · , Mnt}. When we use the conditional PIC-SIC group decoding with this grouping scheme, the decoding is equivalent to the ML decoding.
When P > nt, with M layers, the symbol rate of this code is Mnt P
. With the grouping scheme I = {I1, I2, · · · , IP −nt+2} as above, we use the conditional PIC-SIC group decoding to decode the information symbols as follows: first, for every possible trail of the symbols in the last group sI P −n t +2 , estimate the information symbols in other symbol groups sI 1 , sI 2 , · · · , sI P −n t +1 with the PIC-SIC group decoding; then choose the best sI P −n t +2 to minimize the ML metric from all results in the first step. The decoding complexities of the code X in (13) in the first step and second step are O(|A| nt ) and O(|A| nt (M +nt−P −1) ), respectively. Thus, the total decoding complexity is O(|A| nt (M +nt−P ) ). For the multilayer cyclotomic space
h1 cos θ h1 sin θ 0 0 −e −iπ/4 h2 sin θ e −iπ/4 h2 cos θ −h2 sin θ h2 cos θ h1 cos θ h1 sin θ 0 0 0 0 −h2 sin θ h2 cos θ e −iπ/4 h1 cos θ e −iπ/4 h1 sin θ 3 5 (12) X = 2 6 6 6 6 6 6 6 6 6 6 6 6 6 6 6 6 6 6 4 
time code proposed in [34] with the ML decoding, if the decoding complexity is the same as X in (13), i.e., O(|A| nt (M +nt−P ) ), the multilayer cyclotomic space time code should have M +nt−P layers with nt transmit antennas and nt time slots. So the corresponding symbol rate is M + nt − P . It is not hard to see that this symbol rate is less than the symbol rate of the proposed code in (13), since
where the last inequality is obtained from P > nt and M ≤ P . The above less than sign ≤ holds strictly, i.e., <, when P > M.
Comparing with the code proposed in [27] , when M = P −nt +1, the last group IP −nt+2 does not appear and the proposed code is the same that in [27] . For M > P − nt + 1, the symbol rate of the proposed code,
Mnt P
, is always greater than the symbol rate of the code in [27] with the same numbers of transmit antennas and time slots, which is nt(P −nt+1) P . The decoding complexity of the proposed code with the conditional PIC-SIC group decoding is, however, higher than that of the code in [27] with the PIC-SIC group decoding.
The following property guarantees that the code X above achieves the full diversity with the conditional PIC-SIC group decoding. Property 4.2: For the STBC X in (13), if the received signal is decoded using the conditional PIC-SIC group decoding with the grouping scheme I = {I1, I2, · · · , IP −nt+2}, then the code X achieves the full diversity, when ρi = ρ 2) ρ0 = e jλ for an algebraic number λ = 0, i.e., ρ0 is transcendental;
3) ρ0 = √ β 1/nt ζ n with a proper integer β and n ≤ n with the same n as in 1). Its proof is in [38] . When M = P − nt + 2, the last group of information symbol indices is IM = {(M − 1)nt + 1, · · · , Mnt} that has nt symbols from the last layer in code X. In this case, we have the following simplified result.
Property 4.3:
For the STBC X in (13) , if the received signal is decoded using the conditional PIC-SIC group decoding with the grouping scheme I = {I1, I2, · · · , IP −nt+2}, then the code X achieves the full diversity, when M = P − nt + 2, ρi = 1, i = 1, 2, · · · , M − 1, and ρM = ζn with n = n0K and n0 = p
Its proof is in [38] .
V. NUMERICAL SIMULATIONS
In this section, we present some simulation results for four transmit and four receive antennas. The channel is assumed quasistatic Rayleigh flat fading. We compare our proposed code (13) with the parameters in Property 4.3 with n0 = 4 and K = 16 of symbol rate 8/3, with the perfect code in [32] of symbol rate 4, and with the code C4,6,3 in [27] of symbol rate 2. The group ordering schemes of the conditional PIC-SIC group decoding are {{1, 2, 3, 4}, {5, 6, 7, 8}, {9, 10, 11, 12}, {13, 14, 15, 16}} for the proposed code and the perfect code and {{1, 2, 3, 4}, {5, 6, 7, 8}, {9, 10, 11, 12}} for the code C4,6,3, respectively. The bandwidth efficiencies for all codes are 8 bits/s/Hz. In Fig.1 , the perfect code with the ML decoding has the best performance. However, without the full diversity, the perfect code with the conditional PIC-SIC group decoding performs worse than the proposed code at high SNRs. Comparing to the code C4,6,3 with the ML decoding, the proposed code with the conditional PIC-SIC group decoding has a better performance. As a result, the proposed code will give a better performance than the code C4,6,3 with the conditional PIC-SIC group decoding, while C4,6,3 is proposed in [27] for the PIC-SIC group decoding that has a significantly lower complexity than the conditional PIC-SIC group decoding proposed in this paper does.
VI. CONCLUSION
In this paper, we proposed a conditional PIC group decoding whose complexity is between those of the PIC group decoding and the ML decoding. We then obtained a new STBC design criterion for full diversity achieving STBC with the conditional PIC group decoding, which is also between those of the PIC group decoding and the ML decoding. Finally, we proposed some new STBC designs that satisfy the new criterion and therefore achieve full diversity with the conditional PIC (or PIC-SIC) group decoding and in the meantime, have higher symbol rates than those designed for the PIC (or PIC-SIC) group decoding. 
