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Abstract
Linear systems governed by continuous-time difference equations cover a wide
class of linear systems. From the Lyapunov-Krasovskii approach, we investi-
gate stability for such a class of systems. Sufficient conditions, and in some
particular cases, necessary and sufficient conditions for exponential stability
are established, for multivariable systems with commensurate or rationally
independent delays. A discussion on robust stability is proposed, for para-
metric uncertainties and time-varying delays.
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1. Introduction
In this note, we are interested with the class of linear systems governed
by continuous-time difference equations described by
x(t) =
N∑
k=1
Ak x(t− rk), (1)
where x(t) ∈ Rn is called the instantaneous state at time t ≥ 0, Ak are
real n × n matrices, for k = 1, . . . , N , and (r1, . . . , rN) are the delays, with
0 < r1 < r2 < . . . < rN .
The motivations to work on such a class of systems come from conservation
laws, neutral time-delay systems, sampled-data systems, or from approxima-
tion of distributed-delays. The system (1) is a particular case of the renewal
equation presented in [1], where some general conditions for the existence
and the unicity of a solution were established. After this preliminary work,
stability analysis for (1) was a central topic of many researches, with a par-
ticular emphasis on robust stability for small variations in the delays. Based
on a functional analysis, spectral conditions for stability independent of the
delays were proposed in [2] for the scalar case, and in [3] or [4] for the mul-
tivariable case. Variations in the delays were also studied for state feedback
control, as in [5], [6]. Stability conditions were also obtained from Lyapunov-
Krasovkii techniques. In [7], the author investigated stability and asymptotic
stability for (1), handling out conditions expressed in terms of Linear Matrix
Inequalities (LMI). A construction of Lyapunov functionals for (1) was pro-
posed in [8]. The second method of Lyapunov was analyzed in [9] for a more
general class of nonlinear difference equations.
Stability for various extensions of (1) was also studied. A first contribution
was proposed in [10], where a sufficient condition for asymptotic stability for
time-varying parameters and delays in (1) was established in the scalar case.
The authors outlined that such an extension in the multivariable case was
not trivial. A first answer on stability for time-varying delays was positively
discussed in [11]. Other extensions of classes of systems include the works
on neutral time-delay systems (see for instance [12], [13], [14], [15] or [16]),
or systems with distributed delays [17], [18].
From the Lyapunov-Krasovskii approach, we propose in this paper some new
sufficient conditions for exponential stability of (1). For the case of commen-
surate delays, necessary and sufficient conditions for exponential stability
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are characterized. These conditions are LMI, for which efficient numerical
algorithms exist. Estimations of the exponential decay rate are proposed,
allowing to extend the purpose of the conditions given in [7]. A discussion
on robustness under parametric norm-bounded uncertainties is made. The
last contributions include sufficient conditions for exponential stability for
time-varying delays.
The paper is organized as follows. Section 2 addresses some properties of the
solution for (1), and basic definitions are recalled. In Section 3, we briefly
present some known results on stability. Exponential stability is solved
in Section 4. Robustness for parametric uncertainties is discussed in Sec-
tion 5, while Section 6 addresses stability for time-varying delays. Examples
with simulations illustrate the various conditions on stability.
Let us introduce few notations. For any bounded continuous initial func-
tion ϕ ∈ C([−rN , 0[,Rn), the solution x(t, ϕ) of (1) with initial condition
ϕ(·) is well defined and unique for t ≥ 0 [1]. Such a solution will be denoted
sometimes by x(t), if no confusion on the initial condition dependency arises.
We denote by xt(ϕ) the partial state trajectory, for t ≥ 0, that is
xt(ϕ) : θ 7→ x(t + θ, ϕ) , θ ∈ [−rN , 0[.
The space of initial continuous functions is endowed with the norm ||ϕ||c =
maxθ∈[−rN ,0] ||ϕ(θ)||, where || · || stands for the Euclidean norm. ‖xt(ϕ)‖L2
stands for the L2-norm, that is
‖xt(ϕ)‖2L2 =
∫ 0
−rN
‖x(t + θ, ϕ)‖2 dθ.
We denote by P T the transposed matrix of P , and λmin(P ) (resp. λmax(P ))
the smallest (resp. the largest) eigenvalue of a symmetric positive definite
matrix P , that we will abbreviate by P > 0, or by P ≥ 0 if the matrix P is
positive semidefinite. Similar notations will be used for symmetric negative
definite (resp. semidefinite) matrices. The spectral radius of a matrix A is
denoted by ρ(A).
2. Systems governed by difference equations
2.1. Properties on discontinuities
For any bounded continuous initial function ϕ ∈ C([−rN , 0[,Rn), the so-
lution x(t, ϕ) of (1) is piecewise continuous, for all t ≥ 0. The computation of
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this solution is obtained through a direct time-recursive scheme, which repro-
duces linear combinations of the past solution in time. The discontinuities
are propagated from time t0 = 0, where
x(t0) =
N∑
k=1
Ak ϕ(−rk)
is, in general, different from ϕ(t−0 ) = limt→0−ϕ(t). We will denote tk, for
k ∈ N the times of these discontinuities. For any k ∈ N, the solution x(t, ϕ)
is continuous over [tk, tk+1[. By iterating in time the solution, it is readily
verified that the time discontinuities tk are governed by the recursive formula
tk = min
m1
k
,...,mN
k
{
N∑
i=1
mikri : tk > tk−1, m
i
k ∈ N
}
,
with t0 = 0. The time δk = tk − tk−1 between two jump discontinuities in
tk−1 and tk satisfies
δk = min
m1
k
,...,mN
k
{
N∑
i=1
(mik −mik−1)ri > 0 , mik ∈ N
}
.
The delays are said to be rationally independent if
∑N
k=1mkrk = 0 for some
(m1, . . . , mN ) ∈ ZN implies that mi = 0 for i = 1, . . . , N . When the delays
are rationally independent, one can verify that ri
rj
are irrational numbers, for
any i 6= j. It is then a direct consequence of Dirichlet theorem to see that
infk∈N δk = 0. But this infimum bound can not be reached, by definition.
This fact is to compare with the case of commensurate delays, that is rk = kr
for some k ∈ N and r > 0, for which δk = r for any k ∈ N. In this last case,
the successive jump discontinuities arise at times tk = kr, for k ∈ N.
2.2. Stability
From these basic remarks on the discontinuity of the solution, let us recall
some definitions of stability for systems in the form (1).
Definition 1. The system (1) is said to be
i) stable (resp. L2-stable) if, for any ǫ > 0, there exists δ(ǫ) > 0 such
that ‖ϕ‖c < δ implies that ‖x(t, ϕ)‖ < ǫ (resp. ‖xt(ϕ)‖L2 < ǫ), for any
t ≥ 0.
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ii) L2-asymptotically stable if it is L2-stable, and for any bounded initial
function ϕ in C([−rN , 0[,Rn),
lim
t→∞
‖xt(ϕ)‖L2 = 0.
iii) asymptotically stable if it is stable, and for any bounded initial function
ϕ in C([−rN , 0[,Rn),
lim
t→∞
x(t, ϕ) = 0.
iv) L2-exponentially stable if it is L2-asymptotically stable, and if there
exist α ≥ 0 and µ > 0 such that
||xt(ϕ)||L2 ≤ α e−µt||ϕ||c, ∀ t ≥ 0.
v) exponentially stable if it is asymptotically stable, and if there exist
α ≥ 0 and µ > 0 such that
||x(t, ϕ)|| ≤ α e−µt||ϕ||c, ∀ t ≥ 0.
It is clear that exponential stability implies L2-exponential stability, as well as
asymptotic stability. However, the converse is false, in general. Furthermore,
these definitions are done for a given set of delays {r1, . . . , rN}. If these
properties of stability hold independently of the delays, we will say that (1)
is stable (asymptotically, exponentially) in the delays.
3. Asymptotic stability analysis
3.1. Spectral analysis
Some results are available in the literature in which L2-asymptotic sta-
bility is studied for system (1). In this section, we remind the reader these
results. In [4] and [3], the authors give a necessary and sufficient condition
for L2-asymptotic stability in the delays, that is
sup
{
ρ(
N∑
k=1
ejθkAk), θk ∈ [0, 2π]
}
< 1. (2)
In the scalar case, this condition comes down to
N∑
k=1
|Ak| < 1. (3)
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For commensurate delays, the system (1) admits a state-space realization
with a single delay r > 0 of the form
x(t) = Ax(t− r). (4)
In this particular case, a complete equivalence on stability for linear sampled-
data systems holds. See for instance [7] and [11]. This stability is of course
in the delay r, since these conditions are independent of the delay.
Theorem 1. The system (4) is
i) asymptotically stable if and only if ρ(A) < 1.
ii) stable if and only if ρ(A) ≤ 1, and for any unit eigenvalue |λk| = 1,
rank(A− λkI) = n− qk, where qk is the algebraic multiplicity of λk.
Example 1. Consider the system
x(t) =
3
4
x(t− r1)− 3
4
x(t− r2) (5)
with r1 = 1, r2 = 2, and the initial condition ϕ(t) = 2 sin(t), for t ∈ [−2, 0[.
This system has commensurate delays, and can be written in the form
X(t) = AX(t− r1),
with A =
[
3
4
−3
4
1 0
]
, X(t) =
[
x(t)
x(t− r1)
]
. From Theorem 1, it is asymptoti-
cally stable, since ρ(A) =
√
3
2
. However, it is not stable in the delays, since (3)
gives 3
4
+ 3
4
= 3
2
> 1. According to [4], unstability appears for some arbitrarily
small variations in the delays. For instance, for r2 = 2+
π
10
, the system (5) is
unstable, as shown in Fig. 1 where a simulation result for x(t, ϕ) is provided.
3.2. Analysis based on Lyapunov-Krasovskii functionals
For system (4), a necessary and sufficient condition for asymptotic sta-
bility can also be obtained by Lyapunov-Krasovskii techniques. Let us syn-
thesize this condition in the following numerical condition.
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Figure 1: Unstability of system (5) with r1 = 1 and r2 = 2 +
pi
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.
−M =


AT1 P1A1 − P1 + P2 AT1 P1A2 · · · AT1 P1AN
AT2 P1A1 A
T
2 P1A2 + P3 − P2 · · · AT2 P1AN
...
... · · · ...
...
...
. . .
ATNP1A1 A
T
NP1A2 · · · ATNP1AN − PN

 .
(7)
Theorem 2. [7] The system (4) is asymptotically stable if and only if for
any given symmetric positive definite real matrixM , there exists a symmetric
positive definite real matrix P such that
ATPA− P = −M. (6)
If (6) is satisfied by a symmetric positive definite matrix P and a symmetric
positive semidefinite matrix M , then (4) is stable.
A similar stability condition holds for arbitrary delays rk, k = 1, . . . , N .
However, this condition is not necessary, and is related to L2-stability.
Theorem 3. [7] The system (1) is L2-asymptotically stable if for any given
symmetric positive definite real matrix M , there exist symmetric positive
definite real matrices Pk, k = 1, . . . , N , such that (7) is fulfilled.
If (7) is satisfied by symmetric positive definite matrices Pk, k = 1, . . . , N ,
and a symmetric positive semidefinite matrix M , then (1) is L2-stable.
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Obviously, the stability characterized in Theorem 3 is in the delays. In (7)
when M is positive definite, the computation of the exponential decay rate
can not be retrieved directly from the previous theorem. Furthermore, more
information about the type of stability may be obtained. For this, inspired
from [19], we adapt in the next section the Lyapunov-Krasovskii approach
to test exponential stability and to compute an exponential decay rate.
4. Exponential stability
4.1. Single-delay case
Let us start with the single-delay case. Consider the system
x(t) = Ax(t− r), (8)
where A ∈ Rn×n, r > 0, and an initial bounded condition defined by
ϕ ∈ C([−r, 0[,Rn). We have the following stability condition. We have
this following result.
Theorem 4. If there exist a real n × n symmetric positive definite matrix
P and a positive constant µ > 0 such that the inequality
−Mµ = ATPA− e−2µrP ≤ 0 (9)
holds, then (8) is exponentially stable, that is
‖x(t, ϕ)‖ ≤
√
λmax(P )
λmin(P )
e−µt‖ϕ‖c , t ≥ 0. (10)
Conversely, if the system (8) is exponentially stable, there exist P > 0 and
µ > 0 such that (9) is satisfied.
Proof. Consider the Lyapunov-Krasovskii functional
vµ(xt(ϕ)) =
∫ t
t−r
e−2µ(t−θ)xT (θ)Px(θ) dθ, (11)
with µ > 0. This functional satisfies
λmin(P )e
−2µr||xt(ϕ)||2L2 ≤ vµ(xt(ϕ)),
λmax(P )||xt(ϕ)||2L2 ≥ vµ(xt(ϕ)). (12)
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The time derivative of vµ(xt(ϕ)) along the trajectories of (8) is
d
dt
vµ(xt(ϕ)) = −2µ vµ(xt(ϕ))− xT (t− r)Mµx(t− r).
If (9) is satisfied, we conclude that
d
dt
vµ(xt(ϕ)) + 2µ vµ(xt(ϕ)) ≤ 0 , ∀ t ≥ 0.
This inequality implies that vµ(xt(ϕ)) ≤ e−2µtvµ(ϕ) for t ≥ 0. From (12), we
obtain
vµ(xt(ϕ)) ≤ rλmax(P ) ‖ϕ‖2c e−2µt, t ≥ 0. (13)
To conclude on exponential stability, an upper bound for the euclidean norm
of x(t, ϕ) need to be established. For this, note that Mµ ≥ 0 in (9) implies
xT (t)Px(t) ≤ e−2µrxT (t− r)Px(t− r), t ≥ 0.
Iterating this last inequality leads to [14]
0 ≤ ‖x(t, ϕ)‖ ≤ α e−µt , t ≥ 0,
where
α =
√
λmax(P )
λmin(P )
‖ϕ‖c.
Conversely, if (8) is exponentially stable, it follows from Theorem 2 that (6)
is fulfilled, for some positive definite matrices P and M . Since 1− λmin(M)
λmax(P )
is
in [0, 1[, take any µ in the interval
0 < µ ≤ − 1
2r
ln
(
1− λmin(M)
λmax(P )
)
.
It is then a routine to verify that, for such a µ,
−Mµ = −M + (1− e−2µr)P ≤ 0,
so that (9) holds. ✷
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Example 2. Let us consider the system
x(t) =
(
1
2
− 3
10
7
20
0
)
x(t− π), (14)
with initial condition ϕ(t) =
[
sin(3t)
cos(3t)
]
, for t ∈ [−π, 0[. The system (14) is
exponentially stable, i.e., a solution of (9) is
P =
(
22.8565 −16.3276
−16.3276 19.5955
)
, µ = 0.3584.
It follows that
‖x(t, ϕ)‖ ≤ 2.7951 · e−0.3584 t, t ≥ 0.
The free response of (14) is plotted in Fig. 2.
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Figure 2: Free response x(t, ϕ) of the system (14): x1(t, ϕ) (continuous line), x2(t, ϕ)
(dashed line).
4.2. Multi-delays case
Let us consider now the case of systems with arbitrary delays
x(t) =
N∑
k=1
Akx(t− rk), (15)
with initial condition ϕ ∈ C([−rN , 0[,Rn). For the multi-delays case, similar
arguments than the single-delay case partially hold. Since it is of indepen-
dent interest, we mention the following general result for stability of (15).
The partial trajectory xt(ϕ) lies in the space PC([−rN , 0[,Rn) of piecewise
continuous vector functions.
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Theorem 5. Assume that there exists a continuous functional v : PC([−rN , 0[,Rn)→
R such that t 7→ v(xt(ϕ)) is (upper right-hand) differentiable for all t ≥ 0
and such that
1. ∃α1 > 0 s.t. ∀t ≥ 0, α1‖xt(ϕ)‖2L2 ≤ v(xt(ϕ)),
2. ∃α2 ≥ 0 s.t. v(ϕ) ≤ α2‖ϕ‖2c ,
3. ∃µ > 0 s.t. ∀t ≥ 0, d
dt
v(xt(ϕ)) + 2µ v(xt(ϕ)) ≤ 0.
Then (15) is L2-exponentially stable, that is
‖xt(ϕ)‖L2 ≤
√
α2
α1
‖ϕ‖c e−µt, t ≥ 0.
Proof. Assumption (3) leads to
v(xt(ϕ)) ≤ v(ϕ) e−2µt, t ≥ 0.
From assumptions (1) and (2), we obtain
‖xt(ϕ)‖2L2 ≤
α2
α1
‖ϕ‖2c e−2µt, t ≥ 0,
which proves the assertion. ✷
The conditions of this result are strongly similar to Theorem 3 in [18],
but the conclusion is a bit different, since here only L2-exponential stability
can be proved through such a result. Applying Theorem 5 for (15) leads to
the following sufficient condition for stability.
Theorem 6. If there exist symmetric positive definite real matrices Pk, k =
1, . . . , N , and µ > 0, such that Mµ in (16) is a positive semidefinite matrix,
then the system (15) is L2-exponentially stable, that is
‖xt(ϕ)‖L2 ≤ α‖ϕ‖c e−µt, ∀t ≥ 0,
where
α2 =
∑N
k=1(rk − rk−1)λmax(Pk)
λmin(PN) e−2µrN
.
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−Mµ =


AT1 P1A1 + e
−2µr1(P2 − P1) AT1 P1A2 · · · AT1 P1AN
AT2 P1A1 A
T
2 P1A2 + e
−2µr2(P3 − P2) · · · AT2 P1AN
...
... · · · ...
...
...
. . .
ATNP1A1 A
T
NP1A2 · · · ATNP1AN − e−2µrNPN


.
(16)
Proof. Assume that there exist symmetric positive definite matrices Pk,
for k = 1, . . . , N , and µ > 0 such that Mµ in (16) is positive semidefinite.
Consider the Lyapunov-Krasovskii functional
vµ(xt(ϕ)) =
N∑
k=1
∫ t−rk−1
t−rk
e−2µ(t−θ)xT (θ)Pkx(θ) dθ.
The functional vµ(xt(ϕ)) is continuous, differentiable with respect to t, and
satisfies
α1‖xt(ϕ)‖2L2 ≤ vµ(xt(ϕ)),
for α1 = min
k=1,...,N
(λmin(Pk) e
−2µrk) > 0, and
vµ(ϕ) ≤ α2‖ϕ‖2c ,
with α2 =
∑N
k=1(rk − rk−1)λmax(Pk). From the assumption on Mµ in (16),
it is straightforward to verify that PN ≤ PN−1 ≤ . . . ≤ P1. This in turn
implies that α1 = λmin(PN) e
−2µrN . Furthermore, its time derivative along
the trajectories of (15) is given by
d
dt
vµ(xt(ϕ)) = −2µ vµ(xt(ϕ))− ψT (t)Mµψ(t), (17)
where ψT (t) =
[
xT (t− r1) · · · xT (t− rN )
]
. Then
d
dt
vµ(xt(ϕ)) + 2µ vµ(xt(ϕ)) ≤ 0 , t ≥ 0.
The result follows from Theorem 5. ✷
Similarly to Corollary 5.4 in [7], we have the following corollary, where the
link between the conditions on exponential stability in the delays appears.
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Corollary 1. For the system (15), if there exist positive definite symmetric
matrices Pk > 0, for k = 1, . . . , N and µ > 0 such that the symmetric matrix
Mµ defined in (16) is positive semidefinite, then,
sup
{
ρ
(
N∑
k=1
Ak e
jθk
)
, θk ∈ [0, 2π]
}
< 1.
Proof. Let θ1, . . . , θN be fixed arbitrary reals. Premultiplying and post-
multiplying the matrix Mµ, respectively, by
[
e−jθ1In · · · e−jθN In
]
and


ejθ1In
...
ejθN In

 ,
we obtain
A∗P1A− P1 +N ≤ 0, (18)
where N =
∑N
k=1 (e
−2µrk−1 − e−2µrk)Pk, and A =
∑N
k=1Ake
jθk . Noting that
N is a positive definite matrix, (18) implies that(
N∑
k=1
Ake
jθk
)∗
P1
(
N∑
k=1
Ake
jθk
)
− P1 < 0,
where P1 is symmetric positive definite. Consequently, ρ
(∑N
k=1Ak e
jθk
)
< 1.
This inequality being fulfilled for any constants θ1, . . . , θN , the result follows.
✷
It is noted that the converse of this result is false, in general.
Example 3. Take the scalar system
x(t) = 0.2 x(t− 1)− 0.05 x(t−
√
2)− 0.5 x(t− 2π), (19)
with initial condition ϕ(t) = 2 sin(t) + 1, for t ∈ [−2π, 0[. Its simulation is
reported in Fig. 3. The conditions of Theorem 6 are fulfilled, with µ = 0.0609,
P1 = 56.8756, P2 = 44.7477 and P3 = 41.6480. It follows that this system is
L2-exponentially stable, with
‖xt(ϕ)‖L2 ≤ 3.7881 · ‖ϕ‖c · e−0.0609t, for t ≥ 0,
and ‖ϕ‖c = 3.
13
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Figure 3: Free response x(t, ϕ) of (19).
Theorems 5 and 6 are concerned with L2-exponential stability of the solu-
tion x(t, ϕ) for (15). Of course, these conditions lead to stability in the delays.
It is of interest to know wether exponential stability holds under conditions
of Theorem 6. The positive answer is given in the following corollary, and
its proof is reported in Appendix A.
Corollary 2. Under the conditions of Theorem 6, exponential stability for
x(t, ϕ) holds, that is, for any arbitrarily small ǫ ∈]0, µ[, there exist κ ≥ 0
such that
‖x(t, ϕ)‖ ≤ κ ‖ϕ‖c e−(µ−ǫ)t , t ≥ 0.
Proof. See Appendix A. ✷
Few comments on this result can be noticed. While Lyapunov-Krasovskii
approach allows to conclude directly on L2-exponential stability, some com-
plementary results issued from the spectral approach were used to conclude
on exponential stability. This fact is certainly related to the definition of
our Lyapunov-Krasovskii functional, and the absence in (15) of differentia-
tion operator, for which perhaps a more suitable choice should be to analyze
variation of Lyapunov-Krasovskii functional and not a differential along the
trajectories. It should be also noted that the analysis of discontinuities was
not required in the proof of Corollary 2.
5. Robustness under parametric uncertainties
Until now, stability analysis was only concerned with an exactly known
system. It is of interest to give sufficient conditions for stability when norm-
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bounded parametric uncertainties appear in the model. This section gives a
positive answer to such an analysis.
5.1. Single-delay case
Consider the uncertain system of the form
x(t) = (A +∆A)x(t− r) (20)
with some norm-bounded uncertainty matrix ∆A such that |||∆A||| ≤ δ, for
some known δ ≥ 0, and for ||| · ||| the Euclidean subordinated matrix norm
defined by
|||A||| = sup
||u||=1
||Au|| =
√
λmax(A∗A). (21)
We obtain the following result.
Theorem 7. The system (20) is exponentially stable if there exist a sym-
metric positive definite real matrix P and µ > 0 such that
ATPA− e−2µrP + λmax(P )(δ + 2|||A|||)δ ≤ 0. (22)
The real µ is a lower bound for the decay rate of x(t, ϕ), solution of (20).
Proof. Assume that (22) holds. Consider the Lyapunov-Krasovskii func-
tional
vµ(xt(ϕ)) =
∫ t
t−r
e−2µ(t−θ)xT (θ)Px(θ) dθ.
Its time derivative along the trajectories of (20) is
v˙µ(xt(ϕ)) = −2µ vµ(xt(ϕ))− xT (t− r)M∆x(t− r)
where
M∆ = e
−2µrP − ATPA− ATP∆A −∆TAPA−∆TAP∆A.
For any element u ∈ Rn,
uTATP∆Au ≤ ||Au|| ||P∆Au||
≤ ||u|| |||A||| |||P ||| ||∆Au||
≤ λmax(P ) |||A||| |||∆A||| uTu. (23)
Repeating this argument for the last three terms in M∆, we see that (22) is
a sufficient condition to ensure that M∆ ≥ 0. The assertion that µ is a lower
bound for the decay rate of the solution follows from the pf of Theorem 4. ✷
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Example 4. Take the uncertain system in Example 2
x(t) = (A+∆A)x(t− π), (24)
where |||∆A||| ≤ δ = 0.01 and A is given in (14). A solution of (22) is
µ = 0.2354 and
P =
(
4.5412 −2.5013
−2.5013 3.5768
)
.
The system is exponentially stable, i.e.,
||x(t, ϕ)|| ≤ 2.0905 ||ϕ||c e−0.2354 t, t ≥ 0.
5.2. Multi-delays case
For the general case, the uncertain system is defined by
x(t) =
N∑
k=1
(Ak +∆Ak)x(t− rk) (25)
with |||∆Ak ||| ≤ δk and δk ≥ 0, for k = 1, . . . , N . Then, we use this interme-
diate result.
Lemma 1. Let P be a n×n symmetric positive definite real matrix. Then,
for any real vectors u and v in Rn and any n× n real matrices A and B, the
following inequality holds
uTATPBv ≤ 1
2
λmax(P ) |||A||| |||B|||(uTu+ vTv).
Proof. For any real vectors u and v,
uTATPBv ≤ ||Au|| ||PBv||,
≤ ||u|| |||A||| |||P ||| |||B||| ||v||,
= λmax(P )||u|| |||A||| |||B||| ||v||.
Hence the inequality ‖u‖‖v‖ ≤ 1
2
‖u‖2+ 1
2
‖v‖2 leads to the desired inequality.
✷
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Theorem 8. The system (25) is L2-exponentially stable if there exist sym-
metric positive definite real matrices Pk, for k = 1, . . . , N , and µ > 0 such
that
−Mµ + λmax(P1)Q∆ ≤ 0, (26)
where Mµ is given in (16),
Q∆ = block diag{Q∆1 , . . . , Q∆N}, with
Q∆j =
N∑
p=1
(|||Aj|||δp + δj|||Ap|||+ δpδj) · In
n× n matrices, for j = 1, . . . , N . The real µ is a lower bound for the decay
rate of the solution x(t, ϕ) of (25).
Proof. Assume that (26) holds. From the Lyapunov-Krasovskii functional
vµ(xt(ϕ)) =
N∑
k=1
∫ t−rk−1
t−rk
e−2µ(t−θ)xT (θ)Pkx(θ) dθ,
we see that its time derivative along the trajectories of (25) is
v˙µ(xt(ϕ)) = −2µ vµ(xt(ϕ)) + ψT (t)M˜ψ(t),
where M˜ = −Mµ +Q and
ψT (t) =
[
xT (t− r1) · · · xT (t− rN)
]
.
Denoting Qij the n× n entry block in position (i, j) of Q, we have
Qij = ∆
T
Ai
P1(Aj +∆Aj) + A
T
i P1∆Aj ,
for i, j = 1, . . . , N . Applying Lemma 1 for each matrix block Qij , for i, j =
1, . . . , N , we see that (26) is a sufficient condition to ensure that M˜ ≤ 0. The
fact that µ is a lower bound for the decay rate of the solution x(t, ϕ) comes
from Theorem 6. ✷
One can remark, from Corollary 2, that a similar result holds for exponential
stability under uncertainties in parameters.
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Example 5. Consider the uncertain plant of Example 3
x(t) = (0.2 + ∆A1)x(t− 1) + (−0.05 + ∆A2)x(t−
√
2)
+(−0.5 + ∆A3)x(t− 2π),
with |||∆A1||| ≤ 0.01, |||∆A2||| ≤ 0.03 and |||∆A3||| ≤ 0.1. A solution of (26)
is P1 = 16.6281, P2 = 13.1068, P3 = 11.7608 and µ = 0.0244. L2-exponential
(as well as exponential) stability is then ensured for this family of uncertain
systems, with
||xt(ϕ)||L2 ≤ 3.0276 ||ϕ||c e−µt, ∀t ≥ 0.
6. Robustness under time-varying delays
From the previous approach for the characterization of stability, robust-
ness for time-varying delays can be investigated, leading to sufficient con-
ditions of stability. These conditions give a positive answer to the open
questions outlined in [10].
6.1. Single delay case
Consider the system with a single time-varying delay
x(t) = Ax(t− r(t)), t ≥ 0 (27)
where r(t) = r0 + δr(t) with r0 > 0 some known constant delay. We assume
that δr(t) is a continuous and differentiable function and −r0 < δr(t) ≤ δ,
for δ ≥ 0, and δ˙r(t) ≤ δ1 < 1, for δ1 ∈ R, to ensure causality of (27).
If we want to characterize the degradation of the exponential decay rate
when the delay is time-varying, with some unknown time-dependent part in
the delay, we obtain this result.
Theorem 9. Assume that
z(t) = Az(t− r0)
is exponentially stable, that is there exist a symmetric positive definite real
matrix P and µ > 0 such that
−Mµ = ATPA− e−2µr0P ≤ 0. (28)
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If
δ˙r(t) ≤ δ1 < 1− β − e−2µr0 , (29)
where β = λmax(−Mµ)
λmax(P )
, then the system (27) is exponentially stable, that is
there exists γ > 0, such that for any arbitrarily small ε > 0,
γmax − ε
2(r0 + δ)
≤ γ ≤ γmax, (30)
where γmax = − 12(r0+δ) ln
(
β+e−2µr0
1−δ1
)
, and
‖x(t, ϕ)‖ ≤
√
λmax(P )
λmin(P )
‖ϕ‖c e−γt, t ≥ 0.
Proof. From assumptions, let us define the Lyapunov-Krasovskii functional
for (27)
vγ(xt(ϕ)) =
∫ t
t−r(t)
e−2γ(t−θ)xT (θ)Px(θ) dθ,
where P satisfies (28). The time derivative of vγ(xt(ϕ)) along the trajectories
of (27) is
d
dt
vγ = −2γvγ + xT (t− r(t))Nγ(t)x(t− r(t)),
where
Nγ(t) = −Mµ +
[
e−2µr0 − (1− δ˙r(t))e−2γr(t)
]
P.
From (28) and (29), it is noticed that
0 ≤ β + e
−2µr0
1− δ1 < 1
holds. Hence, for any ε > 0 such that
ε ≤ −ln
(
β + e−2µr0
1− δ1
)
−max{0,−ln
(
e−2µr0 − β
1− δ1
)
},
there exists γ > 0 such that
γmax − ε
2(r0 + δ)
≤ γ ≤ γmax,
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where γmax = − 12(r0+δ) ln
(
β+e−2µr0
1−δ1
)
. It follows that for such a γ,
η = β + |e−2µr0 − (1− δ1)e−2γ(r0+δ)| ≤ 0.
We conclude that
Nγ(t) ≤ η λmax(P ) · In ≤ 0, ∀t ≥ 0,
so that
d
dt
vγ(xt(ϕ)) + 2γ vγ(xt(ϕ)) ≤ 0, t ≥ 0.
Defining similar lower and upper bounds for vγ(xt(ϕ)) than those used in
the pf of Theorem 6, we conclude on L2-exponential stability for x(t, ϕ) from
Theorem 5. We show next that exponential stability holds. For this, remark
that
Nγ(t) = A
TPA− (1− δ˙r(t))e−2γr(t)P
≤ ATPA− (1− δ1)e−2γr(t)P ≤ 0. (31)
Note that by construction 0 < 1− β − e−2µr0 ≤ 1. It is then always possible
to take δ1 in (29) such that 0 ≤ δ1 < 1. Then, premultiplying and postmulti-
plying the inequality (31) by xT (t− r(t)) and x(t− r(t)), respectively, leads
to
xT (t)Px(t) ≤ e−2γr(t)xT (t− r(t))Px(t− r(t)), t ≥ 0.
Iterating such inequality as in the pf of Theorem 4, we conclude that
‖x(t, ϕ)‖ ≤
√
λmax(P )
λmin(P )
‖ϕ‖c e−γt, t ≥ 0,
which proves exponential stability. ✷
Example 6. Take the plant
x(t) =
(
1
2
− 3
10
7
20
0
)
x(t− r(t)), (32)
with the initial condition ϕ(t) =
[
sin(3t)
cos(3t)
]
, for t ∈ [−π − 1
2
, 0[, and r(t) =
r0 + δr(t) for r0 = π, δr(t) =
1
2
sin( t
2
). The system (32) is exponentially
stable, i.e.,
||x(t, ϕ)|| ≤ 2.7951 ||ϕ||c e−γt
20
where ||ϕ||c = 2 and, for any arbitrarily small ǫ > 0,
γmax − ǫ
2(r0 + δ)
≤ γ ≤ γmax
with δ = 1
2
and γmax = 0.2697. A simulation of the free response for (32) is
plotted in Fig. 4.
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Figure 4: Free response x(t, ϕ) of (32).
Theorem 18 generalizes the stability result obtained in [11], where asymp-
totic stability in presence of time-varying delays was characterized. Indeed,
for asymptotic stability characterization, (29) leads to the sufficient condition
(taking µ = 0 and Mµ in (28) positive definite)
δ˙r(t) < δmax = min
{
1,
λmin(Mµ)
λmax(P )
}
, ∀t ≥ 0,
which is precisely the condition appearing in [11] (Theorem 13).
6.2. Multi-delays case
For the general case of time-varying delays, consider
x(t) =
N∑
k=1
Akx(t− rk(t)), t ≥ 0 (33)
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where for k = 1, . . . , N ,
rk(t) = r0k + δrk(t), t ≥ 0,
and δrk(t) are bounded continuous differentiable functions satisfying
−r0k < δrk(t) ≤ δk,
with δk ∈ R, and δ˙rk(t) ≤ δ1k < 1.
In the following result, we take by convention PN+1 = 0.
Theorem 10. For the system
z(t) =
N∑
k=1
Akz(t− r0k),
assume that there exist symmetric positive definite real matrices Pk, k =
1, . . . , N , and µ > 0 such that Mµ in (16) is a positive semidefinite matrix.
If for any k = 1, . . . , N ,
δ˙rk(t) ≤ δ1k < 1− β − e−2µr0k , ∀t ≥ 0, (34)
where β =
λmax(−Mµ)
max
k=1,...,N
{λmax(Pk)− λmin(Pk+1)} , then (33) is L2-exponentially
stable, that is there exist γ > 0 and α ≥ 0 such that for any arbitrarily small
ε > 0,
γmax − ε
2 ·max
k
{r0k + δk}
≤ γ ≤ γmax, (35)
where γmax = min
k
{
− 1
2(r0k+δk)
ln
(
β+e
−2µr0k
1−δ1k
)}
, and
‖xt(ϕ)‖L2 ≤ α‖ϕ‖c e−γt.
Proof. Take the Lyapunov-Krasovskii functional
vγ(xt(ϕ)) =
N∑
k=1
∫ t−rk−1(t)
t−rk(t)
e−2γ(t−θ)xT (θ)Pkx(θ) dθ,
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where Pk, for k = 1, . . . , N , and µ > 0 are the solutions of (16). Its time
derivative along the trajectories of (33) is given by
v˙γ(xt(ϕ)) = −2γ vγ(xt(ϕ)) + ψT (t)Nγ(t)ψ(t),
with
ψ(t) =
[
xT (t− r1(t)) · · · xT (t− rN(t))
]T
.
The matrix Nγ is given by
Nγ(t) = −Mµ +Q(t),
where Mµ is in (16), and, for PN+1 = 0,
Q(t) = block diag{(e−2µr0k − (1− δ˙rk)e−2γrk)(Pk − Pk+1)}.
It is straightforward to verify that, for any t ≥ 0,
Nγ(t) ≤ (β + χ) ·max
k
{λmax(Pk)− λmin(Pk+1)} · InN
where
χ = max
k=1,...,N
∣∣ e−2µrk0 − (1− δ1k)e−2γ(rk0+δk) ∣∣ .
Using the fact that λmax(PN) > 0 and λmin(PN+1) = 0, we conclude that
max
k
{λmax(Pk) − λmin(Pk+1)} > 0. Hence a sufficient condition to obtain
Nγ(t) ≤ 0, for any t ≥, is β + χ ≤ 0, or equivalently,∣∣ e−2µrk0 − (1− δ1k)e−2γ(rk0+δk) ∣∣ ≤ −β, (36)
for k = 1, . . . , N . We show below that if (34) is satisfied, then (36) holds.
For this, from (16), we remark that, for any k = 1, . . . , N ,
0 ≤ λmax(−Mµ) +
+e−2µr0k max
k=1,...,N
{λmax(Pk)− λmin(Pk+1)}.
Then
β + e−2µr0k ≥ 0, for k = 1, . . . , N.
Consequently, δ1k < 1 and 0 ≤ β+e
−2µr0k
1−δ1k
< 1, for k = 1, . . . , N . It follows
that γmax > 0. For any ε > 0 such that, for k = 1, . . . , N ,
ε ≤ −ln
(
β + e−2µr0k
1− δ1k
)
−max{0,−ln
(
e−2µr0k − β
1− δ1k
)
},
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there exists γ > 0 such that
γmax − ε
2 ·max
k
{r0k + δk}
≤ γ ≤ γmax.
For such a γ > 0, the inequality (36) holds. We then conclude that v˙γ +
2γ vγ ≤ 0, for any t ≥ 0. Similarly to Theorem 6, we have
α1‖xt(ϕ)‖2L2 ≤ vγ(xt(ϕ))
with α1 = min
k
{e−2γ(r0k+δk)λmin(Pk)} > 0, and
vγ(ϕ) ≤ α2‖ϕ‖2c,
with α2 = (r0N+δN)·max
k
λmax(Pk). L2-exponential stability of x(t, ϕ) follows
from Theorem 5, with α =
√
α2
α1
. ✷
Example 7. Consider the plant
x(t) = 0.2 x(t− r1(t))− 0.05 x(t− r2(t))− 0.5 x(t− r3(t)),
with an initial condition ϕ(t) = 2 sin(t) + 1, for t ∈ [−(2π + 1), 0[, r1(t) =
1 + δr1(t), r2(t) =
√
2 + δr2(t), r3(t) = 2π + δr3(t), δr1(t) =
1
2
sin( t
5
), δr2(t) =
0.15 sin(t) and δr3(t) = sin(0.4 t). Its simulation is reported in Fig. 5. Taking
δ11 = 0.1, δ12 = 0.15, δ13 = 0.4, a solution of (34) is obtained with
β = −6.01 · 10−5, γmax = 0.0031.
It follows that this system is L2-exponentially stable, with
‖xt(ϕ)‖L2 ≤ 4.9125 ||ϕ||c e−γt, for t ≥ 0,
with ‖ϕ‖c = 2 and γ obtained from (35).
A. Appendix
proof of Corollary 2 : The proof is divided in two steps. In the first
step, we show that under the conditions of Theorem 6, the solution x(t, ϕ)
is bounded for any t ≥ 0.
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Figure 5: Free response x(t, ϕ) in Example 7.
Consider the distribution
g(t) = δ(t)−
N∑
k=1
Akδ(t− rk),
where δ(t) stands for the Dirac distribution. This distribution lies in the
Banach algebra ℓn×n1 , which is the algebra of elements in the form f(t) =∑
i≥0 fiδ(t− ti), where 0 = t0 < t1 < . . ., fi ∈ Cn×n,
∑
i≥0 ‖fi‖1 < ∞. The
notation ‖ · ‖1 stands for the 1-induced matrix norm.
Assume that the conditions of Theorem 6 are fulfilled. From Corollary 1, we
know that
sup
{
ρ
(
N∑
k=1
Ak e
jθk
)
, θk ∈ [0, 2π]
}
< 1.
We show below that under such an assumption, g is a unit of ℓn×n1 , that is g
is invertible and its inverse is in ℓn×n1 .
From [20], we know that g ∈ ℓn×n1 is invertible over ℓn×n1 if and only if
inf
Re s≥0
|det gˆ(s)| > 0,
where gˆ(s) is the Laplace transform of g(t). By contradiction, two cases may
arise. First, assume that there exists λ0 = x0 + jy0 with x0 ≥ 0, such that
|det gˆ(λ0)| = 0, that is
|det(In −
N∑
k=1
Ake
−x0rke−jy0rk)| = 0.
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This last equality implies that
ρ(
N∑
k=1
Ake
−x0rke−jy0rk) ≥ 1.
From Corollary 1, this implies that there does not exist symmetric positive
definite matrices Qk and η > 0 such that Mη in (37) is positive semidefinite.
Nevertheless, from assumption, −Mµ in (16) is negative semidefinite, for
−Mη =


e−2x0r1AT1Q1A1 + e
−2ηr1(Q2 −Q1) · · · e−x0(r1+rN )AT1Q1AN
e−x0(r1+r2)AT2Q1A1
. . . e−x0(r2+rN )AT2Q1AN
...
. . .
...
...
. . .
...
e−x0(r1+rN )ATNQ1A1 · · · e−2x0rNATNQ1AN − e−2ηrNQN


(37)
some Pk, k = 1, . . . , N and µ > 0. We also remark that
−Mη = −D0MµD0 (38)
with D0 = diag(e
−x0r1In, . . . , e−x0rN In) a positive definite matrix, η = µ +
x0 > 0 and Qk = Pk. Such Mη is positive semidefinite, which leads to a
contradiction.
The second case that may arise occurs for a sequence of λq = xq + jyq such
that |det gˆ(λq)| = 0 with xq → 0. Similarly to the previous case, this implies
that
ρ(
N∑
k=1
Ake
−xqrke−jyqrk) ≥ 1.
By continuity of the spectral radius, we conclude that there exists y such
that ρ(
∑N
k=1Ake
−jyrk) ≥ 1. This is a contradiction. So g is a unit of ℓn×n1 .
We show next that the solution x(t, ϕ) of (15) is bounded for any t ≥ 0. For
this, apply the Laplace transform to (15) to get
(In −
N∑
k=1
Ake
−srk)xˆ(s) = ψˆ(s),
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where ψˆ(s) =
∑N
k=1Ake
−srkϕˆk(s), and ϕˆk(s) =
∫ 0
−rk e
−suϕ(u) du. In the
time-domain, this equation reads
g(t) ∗ x(t) = ψ(t),
where ψ(t) is a function with bounded variation. Since g is a unit of ℓn×n1 ,
we see that there exists h ∈ ℓn×n1 such that
x(t) = h(t) ∗ ψ(t),
that is x(t, ϕ) is bounded, for any t ≥ 0.
For any arbitrarily small ǫ in ]0, µ[, define γ = µ− ǫ, and z(t, ϕ) = eγt x(t, ϕ)
for t ≥ 0. Following the same reasoning done in (38), and using the first step
of this proof, we know actually that z(t, ϕ) is bounded, so that exponential
stability for x(t, ϕ) holds.
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