We describe functions of complexity one with antiderivative of the same complexity.
"Are antiderivatives of some elementary functions still elementary functions?" Such questions arose at the beginning of differential algebra in the work of Liouville and other authors [1, 2] . Here we discuss an analog to this question. In our question, we replace a class of elementary functions with a class of analytical functions of two variables of complexity one: Cl 1 = {z(x, y) = c(a(x) + b(y))} (where (a, b, c) are some analytical functions of one variable). This class is the simplest in the hierarchy of complexity classes [3] and the functions of this class have a certain uniqueness property [4] .
If a function z(x, y) has a complexity not more than n < ∞, then the complexity of its partial derivative z x (x, y) is no more than 2 n. This is the corollary of the rule of differentiation of a complex function. If in this assumption we replace an inequality with an equality, it will be possible to say that the antiderivative is twice simpler than the original function. But it is possible to get by differentiation of higher complexity function a function of lower complexity. Hence, it is possible that an antiderivative of a function is more complex than a function itself. Though we have some open questions.
Let N (z) be a complexity of the function z(x, y). For an analytical z this number does not depend on the choice of a point and a germ [5] .
The partial case of this question for N (z) = 1.
If N (z) = 0, the answer is obvious. If z = a(x) then ∫ zdx = A(x) + B(y) and N (A + B) = 1.
In this paper, we answer a simpler question. Which functions of complexity one have antiderivatives of the same complexity?
Consider a function of complexity one z(x, y) = c(a(x)+b(y)), where (a, b, c) are not constant.
. The complexity of w is no more than two. Let its complexity be no more than one. It means (see [3] )
and we have − c 4 a 1 2 a 2 c 2
This differential polynomial depends on derivatives which we denote subscripts
That's why we can consider c, a and its derivatives as functions of independent variables t and x.
Case A. Let c 2 = 0, i.e. c(t) is linear. After a change of a and b we can consider z = a(x)+b(y). But in this case the derivative z ′ x = a ′ (x) has a complexity zero. Case C. Let a 2 = 0, i.e. a(x) = k x + l. After a change of a and b we can consider a(x) = x, i.e. z = c(x + b(y)). And z ′
x has a complexity one for all non-constant a and c. If a ′ = a 1 and c ′ = c 1 are non-constant, then we can consider A = a 1 and C = c 1 as independent variables and P (A) = a 2 , Q(C) = c 2 as unknown functions. And we can rewrite (2) as
For each fixed C the equation (3) is the ordinary differential equation in relation to P (A). This equation has a form
Case B. Let k = 0. As a solution to this equation we get Q(C) = λ C and then c(t) = = (µ/λ) exp(λ t) + ν. And we see that in this case z has a form z = a(x) b(y). It is clear that z ′ x has a complexity one for all non-constant a and b.
Let G be a pseudo-group of transformations of the form
for all constants α ̸ = 0,α, γ ̸ = 0,γ and for any non-constant β(y). And let H be a (pseudo)subgroup of G of transformations of the form
The proof we will get by the differentiation. Case 1. Let l = 0, k ̸ = 0. From the equation l = 0 we have
From k ̸ = 0 we get λ ̸ = 0. Case 1.1 (in the theorem, this case is denoted as (1)). Let µ = 0 then we get
By substitution (5) into (3) we get
If ν = 0 then by integration we get
(in the theorem, this case is denoted as (2)). By transformations from G we can transform this
If ν ̸ = 0 then by integration we get
(in the theorem, this case is denoted as (3)). By transformations from G we can transform such function z = c(a(x) + b(y)) into
Case 2 (in the theorem, this case is denoted as (I)). Let k ̸ = 0, l ̸ = 0, l + 2 k = 0 then from equation l + 2 k = 0 we get Q (C) = λ C + µ C ln (C) .
If µ = 0 then Q (C) = λ C and k = 0. From this contradiction we get µ ̸ = 0. Now we have Q (C) = λ C + µ C ln (C), i.e. c(t) satisfies the equation
). 
After substitution this expression for Q(C) into (3) we get
Case 3.1 (in the theorem, this case is denoted as (4)). Let n = 0 then P (A) = − mA 2 2 k + l and we get
Now we can represent z as z = c(x b(y) ). Let us write the first class condition (1) 
Then from this equation we get
By transformation from H we can transform such function z = c(x b(y)) into
Case 3.2 (in the theorem, this case is denoted as (II)). Let n ̸ = 0 then we can substitute (6) into (2), separate the terms with a multiplier A 2 and the terms with a multiplier A − l k . We have two equations
By elimination of q 2 from this equations we get (see our inequalities)
From this equation we get
This equation with (6) transforms (3) into identity. This expression for Q(A) is equivalent to the equation
So, we have proven our main theorem.
Theorem. Let an analytical function of a complexity one z(x, y) have a derivative of a complexity no more than one z ′ x (x, y) . Then the function is one of the following list:
or the function z = c(a(x) + b(y)) up to transformations of G has the following form
or the function has a form z = c(a(x) + b(y)), where b(y) is arbitrary and (c(t), a(x)) are any of the solutions of the following equations
In both of these cases z ′ x = c ′ (a(x) + b(y)) a ′ (x) has a complexity one.
Remark 1. In cases (I) and (II) it is possible to represent the functions c(t) and a(x) in quadratures. In the case (I) c and a have a representation in a form of an exponential integral Ei(p, s).
In the case(II) we have a representation in a form of a hypergeometric function 2 F 1 (α, β; γ; s).
Let us consider the equations from the case (I). With the use of the transformation c(t) → γ c(t) we can make m = 0 in the first equation. With the use of the transformation a(x) → a(α x) we can make n = 0 in the second equation. From the equation
we get
where
is the exponential integral. Then we can represent a(x) with the same Ei(p, s) (and by the inverse function and integration). Let us consider the equations from the case (II). From the first equation we get
It is clear that this function is the composition of the exponent and the integral of the form ∫ d σ (Λ σ 2 + 1) Remark 3. The description in our theorem has the following format: (function, its derivative). By transposition of this pair we get a description of the following format: (function, antiderivative).
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