In this paper, the application of CART algorithm is introduced in the anti-dumping of international trade for the frictions and disputes in the international trade. With the anti-dumping cases published by China Economic Information Network as the research objects, trade data is collected, and CART algorithm is adopted in the experiment to construct the anti-dumping classification decision tree. The construction process of the antidumping risk prediction model is introduced, and the application of CART algorithm in the whole process of the construction of the prediction model is analyzed. Finally, take the historical data as an example, the prediction model for the anti-dumping of international trade is constructed, empirical analysis is carried out, and the high efficiency of the models verified. Through the decision tree, early warning decision can be made on whether anti-dumping cases will occur in the international trade, which can then provide decision basis for the relevant government departments and enterprises and help with the risk hedging.
1.INTRODUCTION
Since China's implementation of the state policy of reform and opening up, especially after joining the World Trade Organization (WTO), the relationship of international trade between China and other countries or regions in the world has been developed rapidly, along with the occurrence of the trade friction that is related to our country from time to time. Our country has been committed to establishing a fair order for the international trade, against all forms of trade barriers, therefore the data mining that can provide decision support for the policy making is of great significance. The constant occurrence of litigation against China on the anti-dumping is inseparable from the characteristics of and anti-dumping itself. If a set of effective anti-dumping early warning system can be established, the enterprises, industry associations and government departments will be able to take effective countermeasures to cope with the situation quickly, and then bigger losses can be avoided, so as to facilitate the healthy development of China's industry. Currently, the models widely applied in the antidumping early warning system mainly have two major types of statistical model and artificial intelligence model.
The biggest advantage of traditional statistical model is that it is obviously explanatory, while the biggest drawback is that it has too strict prerequisite. For example, the multivariate discriminant analysis model requires that the data distribution follows the multivariate normal distribution, as well as the same covariance and so on; the logarithmic regression model has lower requirements for the data distribution, however, it is still sensitive to the multicol linearity interference between early warning indicators, and a large amount of data distribution in reality does not meet these premises, which has thus limited the application of statistical model in this area (Drehmann and Juselius, 2014; Rose and Spiegel, 2012; Oet, Bianco and Gramlich, et al.,2013) . Li et al. measured the early warning level according to the characteristic of the "Increase of quantity with the fall of price" of anti-dumping, through the designation of export quantity and export price for the slice area on the coordinate chart, which was lack of accuracy of quantitative analysis (Li, Zhao and Wu, 2014) . Shu Yan et al. made use of the expert investigation method and artificial neural network to establish the model, which was lack of qualitative factors, and the research data took year as the unit of timing, with the historical data of chemical industry only, and relatively few sample data (Ma, Ding, Pan, Chen, and Zheng, 2013 (Shen and Fu, 2014) . With the development of information technology, some classification and prediction algorithm of artificial intelligence and machine learning was introduced into some areas of risk assessment, such as the field of financial early warning. The main method was the artificial neural network, which had good fault tolerance, adaptability and very strong generalization capability. However, the modeling method for neural network is relatively complicated, hence its application is subjected to certain limitations (Neal, 2012; Sermpinis, Theofilatos and Karathanasopoulos, et al., 2013; Ciampi and Gordini, 2013) . The fuzzy decision tree approach is adopted to construct the anti-dumping early warning system, and fuzzy decision tree approach is a top-down classification approach, which is based on the studying of a set of training samples, to construct the knowledge representation of the decision model, and extract fuzzy rules that are easy to understand. The fuzzy decision tree has all the benefits of decision tree, such as easier to understand and higher accuracy, while the fuzzy decision tree can deal with imprecise, subjective and noise data well, and its biggest advantage is to deal with continuous attribute values (Sanz, Bernardo and Herrera, et al., 2015; Bernardo, Hagras and Tsang, 2013; Nasseri, Tucker and Cesare, 2015) .
The mathematical model based on the classification and regression tree (CART: Classification and Regression Tree) is a technology that is in exploration in the aspect of statistical analysis and data structure mining. According to the construction principle of CART, it can be regarded as the nonparametric statistical process of data analysis, and its characteristic is to make the model created as close as possible to the actual target, and create the simple model. On the basis of CART tree, this paper proposed and studied the international trade anti-dumping prediction model based on classification tree.
CONSTRUCTION OF THE CART TREE BASED INTERNATIONAL TRADE ANTI-DUMPING PREDICTION MODEL

2.1.Introduction to CART Decision Tree Algorithm
The decision tree takes the attributes of the sample as node, the attribute value as the branch of the tree structure, and it is generated by the use of the principle of information theory to conduct analysis and summary to a large number of samples. The root node of decision tree is the attribute with the largest amount of information in all the samples, the nodes in the middle of the tree is the attribute with the largest amount of information contained in the subset of the samples of the sub-tree with the node as the root. The leaf node of the decision tree is the algorithm of the Classification and Regression tree (CART Classification and Regression Trees) of the sample category values, which is a kind of decision tree algorithm applied in the classification of data sets, its input can be variables with continuous and discrete characteristics, and the relationship between variables can be nonlinear simulation. CART can help understand and describe the variables of the nature of a given phenomenon or the interaction between the variables. Firstly, CART grows the tree based on the collects data, and then, based on the Minimum cost criterion, it comes back to prune the tree, so as to get a series of trees with different sizes, finally, the selected tree is the one with the best performance using another group of independent data.
The process of construction of a complete CART tree can be divided into the following three basic steps:
(1)Generate a CART tree In the generation process of the CART tree, a relatively important concept is involved, namely the sample classification. At present the most popular method of measurement is the Impurity measurement method based on GINI index. Assume that 1, 2, ,   kC represent the classification, in which C is the number of the dependent variables, the GINI index for node A is:
represents the probability of node A belonging to category K. For the CART tree, if A does not meet the T belongs to the same category or T has only one sample left", the node is non-leaf node; therefore it is necessary to conduct secondary classification. After assuming that Ais divided into B and C, in which p = the number of samples in B/the number of samples in C, q = the number of samples in C/the number of samples in the A. Then the impurities change volume is       **  GINI A p GINI B q GINI C , and it only makes sense if each classification value is nonnegative. The purpose to try to classify all attributes is to find the one with the maximum impurities for the classification, hence the optimal branch is obtained.
Assuming that the sample set is T, the candidate set is T_attribute list. Then the algorithm process is as follows: (1) Create the root node. (2) Assign category for N. (3) If allT belong to the same category or there is only one sample left in T, return to N as the leaf node, and assign attributes for the leaf node. (4) Execute in the loop for one classification of each attribute of T_attribute list, and calculate the GINI coefficient. (5) In the N test, test_attribute=attribute list, the attribute with the minimum GINI coefficient. (6) Divide T to obtain subsets of 1 T and 2 T . (7) Repeat Steps (1) -(6)for 1 T . (8) Repeat Steps (1) -(6)for 2 T . (2) CART Pruning CART tree algorithm is based on the cost complexity as the criteria to conduct decision tree pruning. The computation formula for the cost complexity is as follows:
Wherein,    RT represents the cost of complexity of tree T,  
RT is the misclassification cost of tree T,  T is the number of the leaf nodes of the tree, and  is the complexity coefficient.
The CART tree pruning process can be summarized as the following steps:
Step 1: Let 0
is the maximum number max T generated above.
Step 2 The so-called optimal tree is a sub-tree with the highest classification accuracy and the relatively less number of nodes. The evaluation method adopted in the clementine is by calculating the misclassification cost of the sub-tree. Its computation formula is as follows:
In the above formula,   RT represents the misclassification cost of tree T, N represents the number of samples,   c i j represents the loss of classification of category j mistakenly as category I, then Nij is the number of samples that mistakenly classifies category j as category i. The tree with the minimum   RT is calculated by the algorithm, which is the final optimal tree.
2.2.Process Design for CART Tree Anti-dumping Prediction Model
Based on the principle of CART tree algorithm, this paper designed and implemented the CART tree antidumping prediction model, and the modeling process of the anti-dumping prediction model is as shown in the figure below.
Figure1.CART tree model design figure
As shown in Figure 1 ,the upper half of the model design figure is mainly to complete the CART tree model training, and the lower part is to complete the test of the model obtained in the training. The correlative nodes in the model are briefly introduced in Table 1 . 
2.3.Computation Process of CART Tree Anti-dumping Prediction Model
The data processing steps of CART tree anti-dumping risk prediction model are described as below.
(1) Sample classification. Divide the sample data into two categories of ST companies and normal company according to the risk filed in the final data sheet.
(2)Generate training samples and test samples. Combine the first 20 records in the samples of ST company with the first 40 records in the samples of the normal company to form the training sample, and the rest samples in ST company and normal company samples shall form the test samples.
(3)The settings of sample data field type. Set the risk field in the training samples and test samples as flag type, the direction is set as output. Other capacity factor field type is set as range type, and the direction is set as input.
(4)The training of CART model. Take the training samples after type settings as the input of the CART model, conduct the CART model training, and finally obtain the CART model after training.
(5) Verify the CART model. Take the test samples as the input of CART model after training to conduct anti-dumping risk prediction, and to obtain the prediction result set. 
EMPIRICLA ANALYSIS OF THE APPLICATION OF CART ALGORITHM IN THE INTERNAL TRADE ANTI-DUMPING
Computation Process of the CART Tree Model
(1)Make use of Excel to analyze and reduce the principal component to import the information sample data of anti-dumping casesof all countries since the financial crisis in 2008 into the CART tree platform. (2)Adopt the sample nodes provided by Clementine to form the first three nodes into the set of a training sample, and the remaining nodes form the test sample set.
(3)According to the setting of the type field, import the data after processing to Clementine CART tree node model, and conduct the CART tree training, after the completion of the model training, a decision tree diagram will be generated, as shown in Figure 2 . Table III 
Result Analysis
As can be known from the above table, the correction accuracy of the training data set achieves 89.5%, while the correction accuracy of the test data set achieves 73.8%, the result is satisfactory, and as the CART decision tree algorithm adopts the after pruning strategy, which prevents the excessive adaption of the decision tree to the training data set. According to the prediction results above, it can be seen that the CART tree based international trade anti-dumping prediction model has very excellent prediction accuracy, with the accuracy rate reaching 70%, which shows that the model is very suitable for the application to the international trade antidumping prediction research. In addition, according to the index importance figure obtained from the training of the CART model, it can be seen that the export growth rate has biggest effect on the influence of the antidumping, and the second is the value of exports. As a result, this also shows that in the process of anti-dumping risk control, these two aspects shall be the focus of attention. 
Evaluation of the Model
The evaluation module provided by the decision classification trees to evaluate the final result of the test sample, and the results as shown in the following 3, 4, 5, 6 are obtained. According to the description of a good model in the gain figure, response figure, ascension figure and profit figure, it can be seen that the five assessment diagrams presented for the prediction result of the decision tree prediction model obtained by training meet the criteria for a good model, thus it can be concluded that the decision tree based anti-dumping risk prediction model has good predictive, and is suitable for the research in this paper. This paper selected the monthly historical anti-dumping data of the international trade import and export from China Economic Information Network as the sample data and conducted anti-dumping risk prediction research. Through the establishment of model and empirical study, reasonable quantitative analysis is made to the indicators, and through appropriate validation of indicators by independent sample T test, it effectively reduced the subjectivity in the process of index selection, so as to construct a reasonable index system, which can better guarantee the applicability of the evaluation index, and further improve the accuracy of anti-dumping risk prediction. By the application of Clementine software platform， the CART tree based international trade anti-dumping prediction model is constructed, through multiple perspectives of analysis and experimental research, the superiority of the selected model is verified.
