This paper presents the use of geometric feature based models for age group determination of facial color images. This process consists of two main stages: geometric feature extraction, analysis and age group classification. The feature extraction was performed with the correct understanding of the effect of age on facial anthropometry. The age differentiation capability of the features is evaluated using three different classifiers, namely, neural network classifier, support vector classifier, normal densities-based linear classifier. The facial face images are categorized to five major age groups. To show the effectiveness and accuracy of the proposed feature extraction, experiments are conducted on two publically available databases namely FGNET and IFDB. The results show that the success rate of classification is around 90%.
Introduction
Facial age estimation is attracting many researchers from various fields including pattern recognition, age specific human computer interaction, age-based indexing of face images, machine learning, computer vision, development of age progression systems and understanding the process of age perception by humans [5, 8, 13, and 18] . The output of the classification phase can be an estimate of the exact age of a person or the age group of a person. Agegroup classification is more crucial as in most applications in the way that it is only necessary to obtain an estimate of a subject's age rather than a precise age. Aging causes major variations in the appearance of human faces. Face anthropometry is the scientific study of the measurements and proportions of the human face [7, 13, [15] [16] . Feature-based approaches [3, 5, and 10-12] use anthropometric distances extracted from different facial regions in estimating an individual's age. Studies related to craniofacial growth have shown that aging causes slight changes in the position of the primary facial features. Therefore, this information could help identifying a person who belongs to a specific age group. Utilizing ratios instead of distances between the facial feature points eliminate the dependency on the image scale. The problem of age group classification from facial images is an actively growing area of research and has not been studied in depth yet. Age determination/classification is concerned with the training and test sets to generate a model that can classify the age of the facial images. The aim is to use an algorithm that determines a person's age range based on features extracted from face images. Age classification algorithms were first detailed and developed by Kwon and Lobo [10] .They classified facial images to three age groups: babies, young adults, and senior adults. They utilized geometrical ratios to distinguish babies from two other groups after the facial features have been located. The results have shown that the performance to classify babies were less than 68%. Next, young adults were distinguished from senior adults by utilizing energy functions and so-called snakelets. The complete classification method applied to only 15 face images which made the correct evaluation of the result complicated. Later on authors in [9] tried to overcome the shortcomings in Kwon and Lobo's work. They used two ratios between primary features such as eyes, nose, and mouth to distinguish babies from adults. They used 230 gray-scale facial images for their experiment. Half were used to train the system and the rest to test. They claimed that the overall identification rate is 81.58% for test images. In their approach they assigned the age of facial images subjectively; hence, the age estimation may not be accurate. In [14] , Ramanathan and Chellappa proposed a craniofacial growth model that characterizes growth related shape variations observed in human faces during formative years. The problem tackled by the authors in this work is targeted at facial aging effects, predominantly manifested in the form of shape variations from 0 to 18 years. Wang and Ling in [17] , use support vector machines in their system to automatically synthesize the aging effect on human facial images. They train the SVM using the coordinates of the facial feature points. In the proposed method the authors search the best values of standard deviation and a cost constant along with an insensitive distance. Once the parameters are determined the SVMs are trained and used to predict on a set of testing face samples. Lanitis in [12] provides a description of face-aging performance evaluation methods from literature in his article on evaluating the performance of face-aging algorithms. They compare the suitability, effectiveness and accuracy of these popular performance evaluation methods. The author divides the literature on face-aging performance evaluation matrices into three classes: Human-Based evaluation, Machine-Based Evaluation and Experimental Evaluation.
Authors in [11] combined the local and holistic facial features for determining the age. They used combined features that roughly classify a face as young (0-20) or adult (21-69). In most of the previous studies the age groups are not arranged properly. This paper explores the use of anthropometric models for determining the age of facial images. Our approach demonstrates that precise feature selection can help classifiers to categorize the images with high accuracy. We use geometrical ratios calculated based on the distance and the size of certain facial features to distinguish age groups. We evaluate the age differentiation capability of the individual features and various combinations of the features using three different classifiers, namely, neural network classifier (NNC), support vector classifier (SVC), normal densities-based linear classifier (LDC) [4] . The rest of the paper is organized as follows. The proposed method used in our experiments is presented in Section 2. Performance analysis and the experimental results of the proposed system and state of the art systems are discussed in Section 3. Finally, Section 4 concludes the paper.
Proposed Age Estimation Technique
The proposed method, illustrated in Figure 1 , initially extracts geometric feature information of the face image. Geometric Feature Analysis locates the landmarks on faces and using these landmarks calculates the biometric ratios of the color face image being used. In the next phase, these ratios extracted using the Geometric Feature Analysis are used by the classifiers to separate the facial images into 5 age groups.
Geometric Feature Analysis

The key issue of any recognition system is how to find a set of reliable features as the basis for categorization. Some ratios based on face anthropometry are applied as a means of achieving this goal. The research studies in [3, 7, 10, 13, 15, and 18] reported that the face shape goes through different changes as the people age increases. The horizontal changes that occur include increases in overall head circumference, the length and the width of the head [16] . Furthermore, horizontal size increases have been found to occur all throughout adult life, from the 20's to the 80's [15] . In the upper third of the face, decreasing skin elasticity and the effects of gravity, results in a tendency for brows to droop and forehead length increase. In the mid-facial region nose moves forward and downward with advancing age reported in [1, 15] . In the lower face, variation in lip length and volume happens. Lips elongate with age and become thinner. Indeed, [16] , studying various dimensions of the mandible, found statistically significant decreases in mandibular length. The aim of facial feature extraction is calculating the ratios. In order to calculate the ratios on human face, important facial landmarks need to be calculated. Farkas [7] defined 57 landmarks and provide the overview of face anthropometry. In this study, as shown in Figure 2 , seventeen landmarks and 10 distances are used to formulate the proposed six ratios. Facial landmarks and the corresponding abbreviations used in this study are shown in Table 1 . The proposed method calculates the Euclidean distances between those landmarks after their formulation. Table 2 demonstrates ten facial distances shown in Figure 2 to formulate ratios. In Table2 Table 3 : Numbers of subjects in each age group in IFDB database age shown in Table 3 . The images, with variations of pose, expression, without glasses, have 640 by 480 resolutions. In all of the experiments performed in the upcoming section, a subset of the publicly available FGNET and IFDB database is used. The dataset contains 650 frontal images from FGNET and 204 images from IFDB database. We used only frontal images without glasses, beard and moustache. All samples are taken from different ages. The original dataset is split into training and test sets. The training set is used for generating the classification model and the test set is used to test the classification performance of the classifier. To display the effectiveness and precision of the proposed feature extraction three classifiers are tested. The classifiers are Normal densities based linear classifier, Support vector classifier, and neural network classifier. As it is obvious in Table 4 , the classifiers categorize the images into five age groups. The identification rates for each classifier are shown in each row. We tested the geometric features based ratios proposed in our work with the ones proposed by authors in [3] and [10] . Since there has not been any documented study for separating babies (0-2 years old) from adults (3-60 years old), we have chosen these two age ranges for comparison. The sample images are chosen from FGNET database and the number of samples in each age group is given in Table 5 . The results are shown in Table 6 . As shown in this comparison table, the classification accuracy of the proposed method outperforms the other two methods by using any one of the three classifiers. The key issue of any classification system is how to find a set of reliable features. Experimental results verify the effectiveness of the proposed feature extraction method. The superiority of the proposed 6 ratios is demonstrated over 7 ratios used in [3] and 5 ratios used in [10] .
Age group Sample size 0-2 36 3-60 447 
Conclusions
In this work, a novel age classification and estimation model is presented that classifies input facial images into five age groups, namely, AG1(0-2), AG2(3-7), AG3 (8) (9) (10) (11) (12) (13) (14) (15) (16) (17) (18) (19) , AG4(20-39), AG5(40-60) using 6 geometric feature based ratios on facial images. We have tested different classifiers that categorize the images based on their facial features. These classifiers are LDC, NNC and SVC. The classification accuracy of the proposed method outperforms the other methods by using any one of the three classifiers. In order to achieve high accuracy rate on age group classification, selecting appropriate features and feature extraction method is essential. Experimental results verify the effectiveness of the proposed feature extraction method. It is demonstrated that the proposed method with 6 ratios is superior over the other methods using 5 and 7 ratios. Despite previous determinations of the shapes of faces, there has not been any documented study for separating babies of 0-2 years old from adults. The proposed method attains 98% success in classifying the infants (0-2) from other four age groups. To improve the performance of the age estimation for facial images of above twenty years old, the texture analysis will be applied as a future work. In the proposed method, the system is substantially fast and efficient as it does not use complex computations and relies on straightforward ratios for estimating the facial ages of the images.
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