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Abstract
This thesis deals with nonparametric estimation methods for discretely
observed Lévy processes.
The following statistical framework is considered: A Lévy process X
having finite variation on compact sets and finite second moments is ob-
served at low frequency. In this situation, the jump dynamics is fully
described by the finite signed measure µ(dx) = xν(dy). The goal is to
estimate, nonparametrically, some linear functional of µ.
In the first part of this thesis, kernel estimators are constructed and
upper bounds on the corresponding risk are provided. From this, rates
of convergence are derived, under global as well as under local regularity
assumptions on the Lévy measure. For particular cases, minimax lower
bounds are proved. The rates of convergence are thus shown to be optimal
in the minimax sense.
The focus of this thesis lies on the problem of adaptive estimation, more
precisely, on the data driven choice of the smoothing parameter, which is
being considered in the second part.
Since nonparametric estimation methods for Lévy processes have strong
structural similarities with with nonparametric density deconvolution with
unknown error density, both fields are discussed in parallel and the con-
cepts are developed in generality, for Lévy processes as well as for density
deconvolution.
The choice of the bandwidth is realized, using techniques of model se-
lection via penalization.
The principle of model selection via penalization usually relies on the
fact that the fluctuation of certain stochastic quantities can be controlled
by penalizing with a deterministic term. Contrarily to this, the variance
is unknown in the setting investigated here and the penalty term is hence
itself a stochastic quantity.
It is the main concern of this thesis to develop strategies to dealing with
the stochastic penalty term. The most important step in this direction
will be a modified estimator of the unknown characteristic function in the
denominator, which allows to make the pointwise control of this object
uniform on the real line.
The main technical tools involved in the arguments are concentration
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Lévy processes, continuous time stochastic processes with independent and sta-
tionary increments, are the building blocks for a large number of continuous
time models with jumps which play an important role, for example, in the
modelling of financial data. Let us mention exponential Lévy models, see e.g.
Carr et al. [12, 14], hyperbolic Lévy motions, see Eberlein and Keller [24, 40],
time changed Lévy processes, see Carr et al. [15], or stochastic volatility mod-
els, see Carr et al. [13]. For an overview of the relevance of Lévy processes in
financial applications, we refer to the monograph by Cont and Tankov [22].
For this reason, statistical inference for Lévy processes has received consider-
able attention during the past decade and is both, a topic of great theoretical
relevance and also an important issue for practitioners.
A Lévy process X is determined by three parameters, the so-called charac-
teristic triplet: The volatility σ2 ≥ 0, the drift parameter γ ∈ R and the Lévy
measure or jump measure ν.
We consider, in the present thesis, the following statistical framework: Given
low frequency observations
X∆, · · · , X2n∆
of a Lévy process X = {Xt : t ≥ 0} having finite variation on compact sets and
finite second moments, we consider the problem of estimating, nonparametri-
cally, the finite signed measure µ(dx) := xν( dx). More precisely, our goal is to
estimate a linear functional of µ.
Background and related work
Parametric estimation methods for Lévy processes are already quite well stud-
ied. We refer, at this point, to the results and discussion presented in [72].
However, the application of standard parametric methods to Lévy models raises
a number of difficulties. This is due to the fact that for parsimonious Lévy den-
sities, the marginal distributions are often analytically intractable or not even
expressible in a closed form. Moreover, there is always the danger of model-
misspecification, since the Lévy measure is an infinite dimensional object and
a parametric model may easily turn out to be far from the truth.
For this reason, nonparametric estimation methods for Lévy processes have
become more and more popular during the past few years. The work by Be-
lomestny and Reiß in 2006 [4] dealing with exponential Lévy models, can be
seen as a starting point for the recent progress in the theory. For related work,
see Belomestny [3], Trabs [68] and Söhl [64].
Nonparametric estimation for continuously and high frequently observed Lévy
processes has since then been considered in a number of articles by Comte and
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Genon-Catalot [17, 19], by Figueroa-López, see [28, 29] and subsequent papers,
and Figueroa-López and Houdré [30, 27].
Indeed, the high frequency approach is not only challenging from a theoretical
point of view, but also of great practical relevance since in the field of financial
applications, there are typically high frequency data available.
In the present work, we do not deal with a high frequency model, but inves-
tigate estimation methods for Lévy processes observed at low frequency. That
is, we do not consider a double asymptotic framework where the observation
distance ∆ tends to zero while the time horizon T increases to infinity, but
place ourselves in the situation where ∆ is fixed.
The theory of nonparametric estimation for Lévy processes observed at low
frequency has been initiated by Neumann and Reiß in 2009, see [56]. The
particular case of nonparametric estimation for processes with finite jump ac-
tivity has been considered by Gugushvili [33, 34] and the problem of adaptive
nonparametric estimation for low frequency observed Lévy processes has first
been studied by Comte and Genon-Catalot, see [18]. Recently Nickl and Reiß
[58] have proved a Donsker theorem for the distribution function of the Lévy
measure for certain classes of Lévy processes.
It is interesting to note that the continuous time setting has many com-
mon points with a density estimation problem, which is a classical and widely
studied topic in nonparametric statistics. Just alike one applies a smoothing
procedure to the empirical distribution to obtain an estimate of the underlying
distributional density, one uses the empirical jump measure as an estimator of
the true underlying jump measure and applies some smoothing procedure in
order to infer the underlying jump density. This is the framework which is
being considered in [30].
This analogy carries over to the problem of estimating the Lévy measure
when high frequency observations of the underlying process are available. In
this setting, one can discretise the procedure and make use of the fact the jumps
are not directly feasible, but observable in the limit. See, for example, [17, 19]
and [29].
Striking similarities of nonparametric estimation problems for Lévy processes
with classical and well-studied topics of nonparametric statistics are also found
in the low frequency framework which we consider in this thesis. Our statistical
model can be seen to belong to the broader class of statistical inverse problems.
We face here a deconvolution problem which is intimately connected to classical
density deconvolution. To mention only a few of the various papers on this
subject, we refer to the work by Carroll and Hall [16], Stefanski [65], Fan [26],
Efromovich [25], Comte et al. [21, 9] and Meister [54].
More precisely, the problem at hand can be compared to a density decon-
volution problem with unknown distribution of the errors. It is interesting to
note that this topic is still an area of very recent and ongoing research. For
earlier work on the subject, let us mention Neumann [57, 55], Johannes [36] and
Comte and Lacour [20].
The fact that our area of research has various common points with the clas-
sical model of density deconvolution motivates us to develop our ideas not only
for nonparametric estimation for Lévy processes, but also have a closer look at
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density deconvolution and discuss some of the concepts in parallel.
Main results
For a Lévy processes X having finite variation on compact sets and finite first
moments µ(dx) = xν( dx) is a finite signed measure which completely describes
the jump dynamics.
Given discrete time observations of X, with observation distance ∆ kept
fixed, our goal is to estimate, nonparametrically, some linear functional of µ.
The problem of estimating the density of µ with L2-loss has been treated
in [18]. For processes having finite jump activity, the estimation of the jump
density with L2-loss has been considered in [33] and [34]. The estimation of
integrals of the form
∫
f(x)µ(dx) for a finite measure µ connected to ν and for
smooth test functions f has been investigated in in [56]. To our knowledge, the
estimation of general linear functionals of µ in presence of low frequency data,
covering the particularly interesting cases of point estimation and estimating
derivatives (if a smooth Lévy density exists) as well as the estimation of integrals
over compact sets, which is being considered here, has not been treated before
in the literature.
We construct kernel estimators for linear functionals of µ and provide upper
bounds on the corresponding risk. From this, we derive rates of convergence
under global regularity assumptions on µ, measured in a Sobolev sense, as well
as under local regularity assumptions, measured in a Hölder sense.
We provide minimax lower bounds for point estimation and estimating inte-
grals and find that our rates of convergence are minimax optimal.
We also have a closer look at the related field of density deconvolution. Even
though this class of problems has various common points with the Lévy model
investigated here, the attempt to generalise the concepts from density deconvo-
lution to the Lévy model raises certain difficulties which are due to the special
structural properties of Lévy measures. We will argue that the point of view
of measuring the performance of estimators on a global Sobolev scale, which is
considered, for example, by Butucea and Comte [9] in the density deconvolution
model, is often inappropriate in the Lévy model. This reasoning relies on an
analysis of the dependence between the jump activity a Lévy process and the
smoothness of the corresponding distributional density, which is presented in
Chapter 1.
The second part of this thesis is devoted to the problem of adaptive estima-
tion, that is, to the data driven choice of the smoothing parameter. This is
done by applying techniques of model selection via penalization.
The model selection approach in its present form has been initiated by Birgé
and Massart in a series of papers in the late 90s and early 00s, see for example
[6, 5] and [53].
The application to density deconvolution problems has been investigated by
Comte et al [21] and by Comte and Butucea [9] and Comte and Lacour [20].
The estimation of linear functionals using model selection techniques in the




Adaptive estimation of linear functionals using approaches different from
model selection, typically in the spirit of Lepski’s method, has been consid-
ered, since the early 90s, by Lepski [46, 47, 48], Lepski and Spokoiny [49], by
Tsybakov [69], Tsybakov and Klemelä and by Cai and Low [10, 11].
One might suspect that the only thing which is left to be done here is to
generalise some of the classical and well known concepts from the white noise
and density deconvolution framework to the Lévy model.
However, the setting which is being considered here raises certain difficulties
which are in fact non-standard and the treatment is not obvious. This is due to
the fact that we face here a problem of model selection with unknown variance.
Adaptive estimation via penalization usually relies on the fact that one can
control the fluctuation of certain stochastic quantities by penalizing with a
deterministic correction term. To understand the ideas behind this concept, we
refer to Birgé [5].
In density deconvolution models, the correction term involves the character-
istic function of the noise, and in the Lévy model, the characteristic function
of X∆. Now, this object is clearly not feasible so the correction term is itself a
stochastic quantity.
We propose a new approach to the problem of model selection with unknown
variance and discuss the application to the Lévy model as well as to decon-
volution with unknown error distribution. The main technical step will be an
extension of a classical result by Neumann, making the pointwise control on an
estimator of the characteristic function appearing in the denominator uniform
on the real line.
In the framework of estimating the density of µ with L2-loss, which is closely
connected to the model which is being considered here, the problem of the
unknown variance has been treated, using an additional a priori assumption
on the size of the model, see [18]. However, since this assumption involves
itself some prior knowledge of the characteristic function, it is certainly very
restrictive. In the approach which is considered here, we can completely drop
this assumption, so our reasoning no longer relies on the prior information on
the unknown object.
Compared to the recent work by Comte and Lacour [20], where density decon-
volution with unknown distribution of the errors is considered, the main differ-
ence of our approach is the fact that we consider the problem of the stochastic
penalty term from a different point of view. This will allow a more general
treatment, since we can drop certain semiparametric assumptions on the char-
acteristic function of the noise, and might provide some new insight into the
nature of the problem.
This thesis is organised as follows: In Chapter 1, we give a concise overview of
the basic facts and definitions concerning Lévy processes and infinitely divisible
distributions and give a brief discussion on smoothness properties of infinitely
divisible laws.
In Chapter 2, we construct kernel estimators of linear functionals for Lévy
processes observed at low frequency and for density deconvolution with un-
known error distribution. We derive upper risk bounds and rates of conver-
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gence under regularity assumptions and prove that the rates of convergence
thus obtained are minimax optimal.
In Chapter 3, we consider the problem of the data driven choice of the smooth-
ing parameter, using methods of model selection via penalization, and propose
a new approach to the problem of model selection with unknown variance.
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Lévy processes and infinitely divisible
distributions
1.1 Basic facts and definitions
In the present section, we briefly summarise the most important facts and defi-
nitions concerning Lévy processes and the related concept of infinitely divisible
distributions, which are used throughout the rest of this thesis. All results col-
lected here can be found in the literature on Lévy processes. For the proofs and
for further reading, we refer to the textbooks by Sato [63] and Applebaum [2]
and to Cont and Tankov [22].
Definition 1.1.1. A continuous time stochastic process X = {Xt : t ∈ R+} on
a probability space (Ω,A,P) taking values in Rd is called a Lévy process if the
following conditions are satisfied:
(i) X0 = 0 a.s.
(ii) X has independent increments: For arbitrary n ∈ N and time points 0 =
t0 < t1 < · · · < tn, the random variables Xt1 −Xt0 , · · · , Xtn −Xtn−1 are
independent.
(iii) X has stationary increments: For arbitrary s, t ≥ 0, the distribution of
Xt+s −Xt does not depend on t.
(iv) X is stochastically continuous, that is, for arbitrary t ≥ 0,
Xs
P−→ Xt, s→ t.
(v) X has almost surely càdlàg paths, that is, there is some measurable set
Ω0 ∈ A such that P(Ω0) = 1 and for all ω ∈ Ω0, t 7→ Xt(ω) is right con-
tinuous with left hand limits.
The following are the most elementary and, at the same time, the most
important examples of Lévy processes:
Examples 1.1.2.
(i) A Brownian motion with linear drift is, by definition, a Lévy process with
continuous sample paths.
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(ii) A Poisson process is a Lévy process. The same is true for compound
Poisson processes, that is, Poisson processes where the sizes of the jumps
are random and independent of the jump times.
Indeed, Brownian motion and compound Poisson processes are the building
blocks for the whole class of Lévy processes. Any Lévy process X can be seen
as the sum X = X1 +X2 +X3 of three independent components, where X1 is
a Brownian motion with linear drift, X2 is a compound Poisson process which
collects the jumps of size larger than 1 and X3 is a square integrable mar-
tingale, which is found as the limit of infinitely many compensated compound
Poisson processes. For the exact formulation and proof of this so-called Lévy-Itô
decomposition, see e.g. Chapter 4 in Sato [63].
Lévy processes are intimately connected to the concept of infinitely divisible
distributions which is made precise in the following definition:
Definition 1.1.3. A probability measure P on Rd is infinitely divisible if for
any positive integer n, there is a probability measure Pn such that P is the n-fold
convolution of Pn with itself,
P = (Pn)∗n := Pn ∗ · · · ∗ Pn︸ ︷︷ ︸
n-times
. (1.1.1)
A random variable Z taking values in Rd is called infinitely divisible if PZ is
infinitely divisible. This is equivalent to stating that there are i.i.d. random
variables Z1, · · · , Zn such that
Z = Z1 + · · ·+ Zn. (1.1.2)
Lévy processes and infinitely divisible distributions are connected as follows:
Theorem 1.1.4.
(i) If X = {Xt : t ∈ R+} is a Lévy process, then for any t ≥ 0, PXt is





(ii) Conversely, if P is an infinitely divisible law on Rd and t > 0, then there
is a Lévy process X such that PXt = P.
Examples 1.1.5. Let d = 1.













1.1 Basic facts and definitions













Since the convolution operation is equivalent to pointwise multiplication of
characteristic functions, this implies readily that the Γ(β, λ)-distribution
is infinitely divisible.
A Lévy process taking values in R is called a Gamma process with param-
eters β and λ if X1 has a Γ(β, λ)-distribution.
(ii) For α ∈ (0, 2], an α-stable distribution with parameters β ∈ [−1, 1], c > 0



















if α = 1
.
(1.1.6)
Special cases are the normal distribution (α = 2), Cauchy distribution
(α = 1, β = 0) and Lévy distribution (α = 1/2, β = 1). In most cases,
the probability densities of stable distributions are not expressible in a
closed form.










which implies infinite divisibility of α-stable distributions.
We call X an α-stable process with parameters β, c and γ if X1 has an
α-stable distribution with parameters β, c and γ.
The following result is known as the Lévy-Khintchine formula or Lévy- Khin-
tchine representation of infinitely divisible distributions.
Theorem 1.1.6 (Lévy-Khintchine formula).
(i) Let P be an infinitely divisible distribution on Rd and let ϕ denote its
characteristic function. Then there is a symmetric, nonnegative definite
matrix Σ ∈ Rd×d, a vector γ ∈ Rd and a measure ν on Rd satisfying




ν( dx) <∞ (1.1.8)
such that ϕ(u) = exp (Ψ(u)) with
Ψ(u) = −12〈u,Au〉+ i〈γ, u〉
+
∫ (
ei〈u,x〉 − 1− i〈u, x〉1 ({x ≤ 1})
)
ν( dx). (1.1.9)
Σ, γ and ν are uniquely defined.
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(ii) Conversely, given a nonnegative definite matrix Σ ∈ Rd×d, a vector γ ∈ Rd
and a measure ν satisfying (1.1.8), there is an infinitely divisible distri-
bution P with characteristic function ϕ(u) = exp (Ψ(u)) such that Ψ(u) is
given by (1.1.9).
(iii) Let X be a Lévy process and let ϕ1(u) = exp (Ψ(u)) be the characteristic
function of X1.Then X∆ has characteristic function ϕ∆(u) = exp (∆Ψ(u)).
Definition 1.1.7. In the situation of the preceding statement, Ψ(u) is called
the characteristic exponent and the triplet (Σ, γ, ν) is called the characteristic
triplet or Lévy-Khintchine triplet.
The matrix Σ is called the Gaussian covariance matrix and the measure ν is
called the Lévy measure or jump measure.
It was mentioned that a Lévy process X is the sum of a Gaussian part
X1 and a pure jump part X2 independent of X1. Indeed, Σ and γ are the
covariance matrix and drift of the Brownian component while the Lévy measure
ν determines the jump activity of X in the following sense:
Lemma 1.1.8. Let X be a Lévy process on Rdwith characteristic triplet (Σ, γ, ν).





t ∈ [0, 1] : Xt −Xt− ∈ B \ {0}
}]
, (1.1.10)
with Xt− := lims↑tXs denoting the left hand limit, which exists by definition of
a Lévy process.
Lemma 1.1.8 tells us that ν(B) is the expected number of jumps per time
unit with magnitude in B.
It follows from (1.1.8) and (1.1.10) that for any measurable set B bounded
away from the origin, X has almost surely only finitely many jumps per time
unit with size in B, while there may occur (countably) infinitely many small
jumps in a finite time interval.
The next result will tell us that the moments of the Lévy measure determine
the moments of the corresponding infinitely divisible law.
Lemma 1.1.9. Let P be infinitely divisible and let ν be the corresponding Lévy









g(x)ν( dx) <∞. (1.1.11)
Lemma 1.1.9 immediately implies that finiteness of the g-moments is not a
time-dependent property. That means, given a Lévy process X, E [g(Xt)] is
finite for one t > 0 if and only if E [g(Xt)] is finite for any t > 0.
The next result explains the dependence between certain pathwise properties
of a Lévy process and the corresponding Lévy measure.
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Lemma 1.1.10. A Lévy process X has almost surely finite variation on compact
sets if and only if X has no Gaussian component and the jump activity is
moderate in the sense that ∫
{|x|≤1}
|x|ν( dx) <∞. (1.1.12)
We will also need the following versions of the Lévy-Khintchine representa-
tion:
Lemma 1.1.11. Let d = 1.
(i) Let X be a Lévy process for which X1 has a finite second moment. Then
νσ( dx) := σ2δ0( dx) + x2ν( dx) is a finite measure and the characteristic
exponent can be written in the following form:
Ψ(u) = iuγ1 +
∫ (




where the integrand is continuously extended at zero and




In this parametrisation, γ1 is called the center of PX1 and we have
E [X1] = γ1.
(ii) Let X be a Lévy process having finite variation on compact sets and finite
first moments. Then µ( dx) := xν( dx) is a finite signed measure and the
characteristic exponent can be written in the following form:
Ψ(u) = iuγ2 +








In this representation, the parameter γ2 is called the drift.
Finally, the following result will be important for the statistical analysis:
Lemma 1.1.12. Let P be infinitely divisible. Then the characteristic function
ϕ of P has no zeros, that is, for arbitrary u ∈ Rd, ϕ(u) 6= 0.
We conclude this section with some more examples:
Examples 1.1.13.
(i) Let X be a compound Poisson process with intensity λ and jump distri-
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so the Lévy measure is finite and given by
ν( dx) = λm( dx). (1.1.18)
Conversely, every Lévy process having a finite Lévy measure ν is the sum
of a Brownian motion with linear drift an independent compound Poisson
process with jump distribution m( dx) = νν(R)( dx) and intensity λ = ν(R).
(ii) Let X be a Gamma process with parameters β and λ. Then the Lévy
measure has a Lebesgue density g which reads as follows:
g(x) = βx−1e−λx1(0,∞)(x). (1.1.19)
Lemma 1.1.9 tells us that for arbitrary c < λ, and any t > 0, E [exp (c|Xt|)]
is finite and the polynomial moments of all orders are finite.
Moreover, we can use Lemma 1.1.10 to see that X has finite variation on
compact sets.
(iii) The Lévy measure of an α−stable distribution has Lebesgue density
g(x) = c1x−α−11(0,∞) + c2|x|−α−11(−∞,0) (1.1.20)
with constants c1 = τ2 (1 + β) and c2 =
τ
2 (1 − β). By Lemma 1.1.10, an
α− stable Lévy process has finite variation on compact sets if and only if
α < 1. On the other hand, by Lemma 1.1.9 it has a finite first moment if
and only if α > 1.
(iv) Tempered α-stable laws are constructed by multiplying the Lévy measure of
an α-stable law with some decreasing exponential. That is, for nonnegative
constants λ+ and λ−, the Lévy measure of a tempered α-stable distribution
has Lebesgue density
g(x) = c1e−λ+xx−α−11(0,∞) + c2eλ−x|x|−α−11(−∞,0). (1.1.21)
By construction, a tempered α-stable law and has finite variation on com-
pact sets if and only if α < 1 and the polynomial moments of all orders
are finite. Moreover, E [exp (c|Xt|)] <∞ holds true for c < (λ− ∧ λ+).
1.2 Smoothness
It will be important for the statistical analysis to clarify the connection between
the jump activity of a Lévy process and the smoothness of the distributional
density of the corresponding infinitely divisible law (if a density exists).
For sake of simplicity, we consider, in the present section, the one dimensional
case.
In what follows, let P be an infinitely divisible distribution on R, let ϕ be its
characteristic function and ν the corresponding Lévy measure. Moreover, let
12
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ν̃( dx) := 12(ν(dx) + ν( d(−x))) be the symmetrised version of ν and let
G(x) := 2ν̃([x, 1])1(0,∞)(x). (1.2.1)
The following result, which has first been proved in 1968 by Orey[59] and can
also be found in Chapter 28 in [63] states that a high activity of small jumps,
measured in an appropriate sense, implies the existence of a smooth distribu-
tional density.








Then there exist positive constants Cϕ and cϕ such that
∀u ∈ R : |ϕ(u)| ≤ Cϕ exp (−cϕ|u|α) . (1.2.3)
This theorem implies, in particular, that P possesses a Lebesgue density which
has derivatives of all orders.
In terms of G, one can show the following statement, which can also be found
in [59]:












Then there are constants Cϕ and cϕ such that
∀u ∈ R : |ϕ(u)| ≤ Cϕ exp (−cϕ|u|γ) (1.2.6)
holds with
γ = 2(α− β)/α+ β. (1.2.7)




|x|αν( dx) =∞ (1.2.8)
which is related to the condition (1.2.2) is not sufficient to guarantee that (1.2.3)
holds true. Counterexamples, where G(x) has a pathological behaviour around
zero, can also be found in [59]. Still, the following holds true in case that ν has
a Lebesgue density:
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Proof. This result is a direct consequence of Theorem 1.2.1, since (1.2.9) implies
(1.2.2).
A result similar to Theorem 1.2.3 can be shown for Lévy processes which
have a moderate activity of small jumps:
Theorem 1.2.4. Assume that ν has a Lebesgue density η. Assume, moreover,
that for some positive constant β and some γ > 0,
η(x) + η(−x)
|x|−1
≥ β − o (|x|γ) , x ↓ 0. (1.2.10)
Then we have for some positive constant Cϕ:
∀u ∈ R : |ϕ(u)| ≤ Cϕ(1 + |u|)−β. (1.2.11)
Proof. We can assume, without loss of generality, that u ≥ 0. Moreover, we can
assume that the Gaussian part is zero, since (1.2.11) is automatically satisfied
for distributions with nonzero Gaussian component. The absolute value of the
characteristic function is
|ϕ(u)| =
∣∣∣eΨ(u)∣∣∣ = eRe Ψ(u). (1.2.12)
The real part of the characteristic exponent reads as follows:
Re Ψ(u) =
∫
(cosux− 1)ν( dx). (1.2.13)


























(1− cosux)r(x) dx. (1.2.14)
Assumption (1.2.10) implies that the following holds true for the positive part
14
1.2 Smoothness
of the remainder term:
r+(x) = o(x−1+γ), x ↓ 0. (1.2.15)
Since, moreover, r+(x) ≤ βx−1, formula (1.2.15) guarantees integrability of r+.
From this we derive, using the fact that 1− cosux ≤ 2, that for some positive












(1− cosux)x−1 dx− C = β
u∫
0
(1− cos z)z−1 dz − C. (1.2.16)
This implies that for another positive constant C ′, the following series of in-












(1− cos z)z−1 dz −
u∫
1
(cos z)z−1 dz − C
≥ β log u− C ′. (1.2.17)
We have thus shown that
∀u ∈ R : −Re Ψ(u) ≥ β log u− C ′ (1.2.18)
and hence, using formula (1.2.13),
∀u ∈ R : |ϕ(u)| ≤ exp(C ′)|u|−β. (1.2.19)
Since we have ∀u ∈ R : |ϕ(u)| ≤ 1, this implies the desired result.
One can also show that the converse is true: Given a Lévy process of pure
jump type, a fast decay of the characteristic function cannot hold unless the
jump activity near the origin is high.
Theorem 1.2.5. Assume that the Gaussian component is zero.
(i) Assume that for some α ∈ (0, 2), the following holds true:∫
{|x|≤1}
|x|αν( dx) <∞. (1.2.20)
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ν( dx) <∞. (1.2.22)














Again, it is enough to consider u ≥ 0. Assume that (1.2.20) holds true.




























We use the trivial observation that for z ∈ (0, 1) and α ∈ (0, 2), we have
1− cos z < z24 <
zα











|x|αν( dx) = uαo(1), u→∞. (1.2.27)








2ν̃(dx) = 2G (1/u) . (1.2.28)
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Finally, we trivially have for the remainder term∫
{|x|≥1}
(1− cosux)ν( dx) ≤ 2ν ((−1, 1)c) = O(1), u→∞. (1.2.30)






which is the desired result.
(ii) To see the second part of the statement, we can basically argue along the
same lines as in the proof of the first part. We replace 1 in the definition








(log |x|)−2 |x|−1G(x)dx. (1.2.32)




log (|x|−1) = 0. (1.2.33)
An elementary calculation shows that for any u ≥ e, we have
∀x ∈ [−1/2u, 1/2u] : (1− cosux) ≤ log ulog (|x|−1) (1.2.34)








− log |x|ν(dx) = o(1) log u, u→∞. (1.2.35)






log u ≤ 2 lim infu→∞
G(1/2u)
log u = 0.
(1.2.36)
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Again, the remainder term is trivially negligible. We can thus conclude




log u = 0 (1.2.37)
holds, which implies the desired result. This completes the proof. 
The above results essentially tell us that the smoothness of the Lévy den-
sity (if one exists) decreases as the smoothness of the distributional density
increases, which may, at the first glance, not be intuitive. Let us have a look
at some examples to illustrate this phenomenon.
Examples 1.2.6.
(i) Let h be the standard normal density. Consider a compound Poisson
distribution with intensity λ and standard normally distributed jumps. In
this situation, the Lévy density η = λh is infinitely differentiable.
The corresponding infinitely divisible law P does not even possess a density
with respect to the Lebesgue measure, but has point mass at zero.
As the intensity parameter λ gets larger, the mass at the origin vanishes
and P gets “close to having an infinitely differentiable density”, see Figure
1.1 below.
(ii) Consider a gamma distribution with parameters β and λ. The Lévy den-
sity
η(x) = βx−1e−λx1(0,∞)(x)
has a pole at the origin. The larger β gets , the faster is the decay of η
near zero.





The larger β is, the smoother is g. For β > 1, g(x) is 〈β〉 − 1-times
continuously differentiable.
(iii) Consider an α-stable law: The Lévy density
g(x) = c1|x|−α−11(−∞,0)(x) + c2|x|−α−11(0,∞)(x)
































Figure 1.1: Compound Poisson distribution with standard normal distribution
of the jumps and intensity parameter λ = 1, 6, 12. The probability distribution
(upper row) gets smoother as the intensity increases. The peak of the Lévy
density (second row) gets sharper.








































































Figure 1.2: Gamma distribution with parameters λ = 2 and β = 1, 3, 7.
The distributional density (upper row) gets smoother (discontinuous, 2-times
continuously differentiable, 6-times continuously differentiable), while the decay





Estimation strategy, risk bounds and
rates of convergence
For a Lévy processes X = {Xt : t ∈ R+} having finite variation on compact
sets and finite first moments, µ(dx) := xν( dx) is a finite signed measure which
completely describes the jump dynamics.
Given low frequency observations of X, we consider the problem of estimat-
ing, nonparametrically, some linear functional of µ.
Typical examples are point estimation or estimation of derivatives, if the
Lévy measure possesses locally a smooth Lebesgue density. Another example
is the estimation of ν(A) for some compact set A ⊆ R bounded away from the
origin.
Nonparametric estimation of the Lévy measure in presence of low frequency
observations of X can be understood as some kind of deconvolution or sta-
tistical inverse problem and is intimately connected to nonparametric density
deconvolution with unknown error density.
Nonparametric density deconvolution with known distribution of the errors is
a classical topic in statistics and has been extensively studied in the literature.
Optimal rates of convergence for nonparametric deconvolution problems have
been studied in the late 80s and early 90s, see Caroll and Hall [16], Stefanski
[65], Fan [26] and Efromovich [25], among others. For more recent work on the
estimation of linear functionals in the convolution model, we refer to Butucea
and Comte [9].
Compared to this, the setting of deconvolution with unknown distribution of
the errors is still of independent interest and a topic of ongoing research. We
refer here, at the first place, to the work by Neumann, starting in the late 90s,
see [57] and [55], to Johannes [36] and to Comte and Lacour [20].
Motivated by this fact, we shall use the classical setting of density deconvo-
lution as a toy model to better understand the problem at hand and develop
our ideas not only for the particular problem of nonparametric estimation for
Lévy processes, but also sketch the application to density deconvolution with
unknown error distribution.
The parameter of interest is estimated by Fourier methods, replacing the un-
known characteristic function and its derivative by their empirical counterparts.
Estimation via Fourier methods is standard in nonparametric density decon-
volution. The application to low frequently observed Lévy processes has been
investigated in 2009 by Neumann and Reiß [56]. In that paper, the estimator
is obtained as the solution of an abstract minimisation problem over classes of
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finite measures.
Compared to this, the estimation procedure presented in the present section is
more in the spirit of the constructive estimators proposed by Comte and Genon-
Catalot in [18] and by Gugushvili [33, 34]. However, we find that the spectral-
cutoff estimator proposed in those papers suffers from serious drawbacks when
applied to the problem of estimating linear functionals of the Lévy density.
This is due to the structural properties of a Lévy measure, compared to a usual
probability measure. For this reason, we will have to localise the procedure and
work with general kernel functions.
The present chapter is organised as follows: In Section 2.1, we describe the
statistical model and technical assumptions. In Section 2.2, we start by consid-
ering the problem of estimating a linear functional in the density deconvolution
model with unknown error distribution. Inspired by the reasoning given by
Butucea and Comte in [9], we introduce spectral cutoff estimators and derive
upper bounds on the corresponding risk. Next, we discuss the problems which
arise when trying to extend this reasoning to the Lévy model and introduce
general kernel estimators. In Section 2.3, we derive rates of convergence un-
der regularity assumptions on the Lévy measure ν and on the decay of the
characteristic function. Finally, in Section 2.4 we derive lower bound for point
estimation and estimation of integrals and see that the rates of convergence
which are found in Section 2.3 are indeed minimax optimal.
Most of the proofs are postponed to Section 2.5.
2.1 Statistical model and assumptions
We consider the following statistical model:
Model 1 (Lévy model). A Lévy process X = {Xt : t ∈ R+} is observed at
equidistant time points ∆, · · · , 2n∆ =: ∆, · · · , 2T . This is equivalent to stating
that we observe 2n i.i.d. copies
Z∆,j := Xj∆ −X(j−1)∆, j = 1, · · · , 2n (2.1.1)
of the infinitely divisible random variable X∆.
Throughout this chapter, we assume that we are in the low frequency regime,
that is, the distance ∆ between the observation times is fixed.
Our goal is to infer the underlying jump dynamics.
When dealing with continuous time observations, the way to go is to use the
empirical jump measure as an estimator of the true underlying jump measure.
The expected number of jumps per time unit in some measurable set bounded
away from zero is replaced by the observed number of jumps. When estimating
the corresponding Lebesgue density, one has to apply some smoothing pro-
cedure, typically projection estimators. This approach has been investigated
in [30].
Next, when placing oneself in a high frequency model, that is, when assuming
that the distance ∆ between the observation times tends to zero at a high
enough rate, one might discretise the procedure. The jumps are no longer
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directly feasible, but are observable in the limit. Roughly speaking, a large
increment Xs+∆ −Xs within a small time interval will be due to a large jump.
When observing the process at a high enough frequency, one is eventually able
to “see” the jumps. For the details, we refer to [29] and subsequent papers and
to [17, 19] and the discussion therein.
Given low frequency observations, the jumps are latent, unobservable quan-
tities and one deals with a more complicated deconvolution type problem. In
this setting, we will have to exploit the structure of infinitely divisible distri-
butions, namely the connection between the underlying Lévy measure and the
characteristic function. This approach has first been investigated in [56] and
then in [18] and in [33] and [34].
We work under the following technical assumptions on the process X under
consideration:
Assumptions 2.1.1.
(A1) X is of pure jump type.
(A2) X has moderate jump activity in the sense that the following holds for the
Lévy measure: ∫ 1
−1
|x|ν( dx) <∞. (2.1.2)
(A3) X does not have a drift component.
(A4) For one and hence for any t > 0, Xt has a finite second moment. This is
equivalent to stating that ∫
x2ν( dx) <∞. (2.1.3)
Imposing the assumptions (A1) and (A2) is equivalent to stating that X has
finite variation on compact sets.
It was seen in Section 1.1 that prototypical examples are compound Pois-
son processes, gamma processes and tempered stable processes without drift
component and with index α < 1.
It is worth mentioning that most of these conditions can be relaxed. It would
be possible to allow a Gaussian component and a high activity of small jumps.
However, these modifications will result in a more complicated structure of
the estimator and the proofs without allowing much further insight into the
problem, for which reason we work under the above assumptions. We give a
brief discussion about a more general model in Appendix C.
Let ϕ∆ denote the characteristic function of X∆. It was shown in Section 1.1
that under the above assumptions, we have the following particular form of
the Lévy-Khintchine representation: The characteristic function is given by
ϕ∆ = exp (∆Ψ), where the characteristic exponent reads as follows:
Ψ(u) =
∫
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The process is thus fully described by the signed measure µ(dx) := xν( dx),
which is finite thanks to (2.1.2) and (2.1.3).
Our goal is to estimate some linear functional of µ. Let some distribution f
be given. Then the quantity of interest is
θ := 〈f, µ〉 :=
∫
f(x)µ(dx). (2.1.5)
(The notation which we use here is, in some cases, not canonical and the integral
appearing in formula (2.1.5) may be confusing. We refer, at this point, to
Appendix B for explanation.)
We assume henceforth that f satisfies one of the following assumptions:
Assumptions 2.1.2.
(F1) f is a regular distribution, f ∈ L1(R) and ‖f‖∞ := sup
x∈R
|f(x)| <∞.
(F2) f is compactly supported.
In case that (F1) is true, boundedness of f and finiteness of µ clearly imply
that the integral appearing in (2.1.5) converges so the definition of θ makes
sense. For non-regular f , we formulate an additional assumption on µ which
makes the problem well defined.
Assumption 2.1.3. If f is non-regular and compactly supported and k denotes
the order of f (see Definition B.5), the following holds true for µ:
(A5) For some open interval D = (d1, d2) with supp(f) ⊆ D, the restriction
µ|D possesses a density gD ∈ Ck(D).
Consider the following typical problems:
Examples 2.1.4.
(i) Point estimation: If the Lévy measure ν possesses (locally) a continuous
Lebesgue density η(x), one is often interested in the value of η at some
point y ∈ R \{0}. Let f := δy denote the Dirac distribution. Then the
parameter of interest is
θ = η(y) = y−1
∫
δy(x)µ( dx).
Moreover, in case that the jump density is differentiable at some point,
one might be interested in the value of the derivative.
(ii) Given some compact set A ⊆ R \{0}, the expected number of jumps per
time unit with size in A might be of interest. In this case, we consider the
test function f(x) = x−11A(x), so
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In this case, f is certainly not compactly supported nor bounded or inte-
grable. Still, one might consider a truncated or tempered version of f .
Formula (2.1.4) allows to recover the Fourier transform Fµ of µ by derivating
the characteristic exponent. Dominated convergence permits to derivate under
the integral sign, so we have
Ψ′(u) = ∂
∂u











eiuxµ(dx) = iFµ(u). (2.1.6)










Recall that the characteristic function of an infinitely divisible law possesses no
zeros, so dividing by ϕ∆ is not critical.
Formula (2.1.7) indicates a strong structural resemblance to a nonparametric
density deconvolution problem. Let us recall the setting:
Model 2 (Density deconvolution model). We observe
Zj = Yj + εj , j = 1, · · · , n, (2.1.8)
where (Yj) and (εj) are independent sequences of real valued random variables,
the Yj are are i.i.d. with unknown distribution PY and the εj are i.i.d. with
density fε, which is unknown.
In this model, the distribution PZ of the Zj is the convolution of PY and fε.
In case that Ffε has no zeros, this allows to express the Fourier transform of
PY as follows:




The problem of estimating PY in presence of noisy observations of the Yj is a
prototypical statistical inverse problem: The degree of ill-posedness will depend
on the decay of Ffε as well as on the decay of F PY . The faster Ffε decays, the
more complicated will it be to recover PY from the data, since for small values of
Ffε, even a drastic change in F PY may not lead to a large change of F PZ . On
the other hand, the faster F PY decays the better rates of convergence can be
obtained. (For a more general discussion on rates of convergence for statistical
inverse problems, see, for example, [31].)
On an intuitive level, the dependence between the classical model of nonpara-
metric density deconvolution and the problem of nonparametric estimation for
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Lévy processes can be understood as follows: Within a small time interval ∆,
an increment Xs+∆ − Xs with magnitude in some compact set A ⊆ R \{0}
will mostly be due to some big jump with size in A, perturbed by a (possibly)
infinite number of small jumps. The higher the jump activity is, the stronger
is the smoothing effect due to the small jumps and the more complicated it
is to recover the jump density. The jump measure away from zero thus plays,
roughly speaking, the role of the unknown probability distribution PY in the
density deconvolution model, while the degree of ill-posedness is ruled by the
degree of activity of small jumps, which was shown to determine the decay of
the characteristic function (see Section 1.2). For large ∆ and arbitrary n ∈ N,




, so the smoothness properties for a small time horizon
determine also the smoothness of P∆ for large values of ∆.
In formula (2.1.7), the derivative of the characteristic function appearing
in the numerator is simply the Fourier transform of the finite signed measure
xP∆( dx) := xPX∆( dx), multiplied by i, which is easily seen by noting that


























We do thus have a convolution structure in the sense that our quantity of
interest µ is given by the convolution equation
xP∆( dx) = (∆µ)(dx) ∗ P∆(dx). (2.1.11)
Asymptotically, with delta tending to zero, the convolution structure is lost.
P∆ degenerates to the Dirac measure at zero and 1∆xP∆ can be shown to tend
weakly to µ. This explains why one recovers, in the high frequency regime, the
rates of convergence which are classical in density estimation (see [17, 19] and
[29]). For the details on small time asymptotic properties of Lévy processes, we
refer to [28, 27] and to [19].
However, we assume, in the present setting, that the process is observed at
low frequency, that is, ∆ is fixed.
The model (2.1.8) of nonparametric deconvolution is quite well studied in
the literature. Point estimation is a very classical topic and the problem of
estimating general linear functionals in the convolution model is considered in
[9]. However, it is assumed there that the distribution of the errors is known.
Contrarily to this, the characteristic function ϕ∆ appearing in the denomi-
nator in formula (2.1.7) is clearly unknown and the same is assumed to be true
in Model 2.
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2.2 Estimation procedure and risk bounds
Estimation in the convolution model
First, we place ourselves in the Model 2 of density deconvolution with unknown
distribution of the errors and consider the problem of estimating a linear func-
tional θ = 〈f,PY 〉 of the underlying distribution PY . We assume, in the sequel,
that one of the assumptions (F1) or (F2) is satisfied.
We impose, moreover, the following assumptions:
Assumptions 2.2.1.
(D1) There are n i.i.d. observations ε−n, · · · , ε−1 ∼ fε of the pure noise avail-
able.
(D2) The following holds true for the Fourier transform Ff of the distribution
f and the Fourier transform F PY of PY :
FfF PY ∈ L1(R). (2.2.1)
(D3) The characteristic function Ffε of the noise has no zeros.
(D4) If (F2) is met and k denotes the order of f , PY has a density gD ∈ Ck(D)
in a neighbourhood D of supp(f).
A remark is in order, concerning assumption (D2). Since f is a distribution,
that is, a “generalised function”, there may be confusion about what kind of
object Ff is. If (F1) is true, it is clear that Ff is the usual Fourier transform.
If (F2) is met, Theorem B.14 in Appendix B will tell us that Ff is indeed
a regular distribution and can be identified with a smooth function. For this
reason, formula (2.2.1) makes sense.
Under the above assumptions, θ is well defined and can be expressed in the
Fourier domain, using Parseval’s identity (see Theorem B.13 in the appendix):
θ =
∫
f(x)PY (dx) = 12π
∫













This suggests to estimate θ by Fourier methods, replacing F PZ =: ϕZ and
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Next, ϕ̂εn is replaced in the denominator by its truncated version: Using the










The following key result which has been proved in [57] for k = 2 and immediately




Lemma 2.2.2. Let 1
ϕ̃εn
be defined by (2.2.6). Then we have for arbitrary k ∈ N
and universal constants CNk depending only on k:
E











If f has integrable Fourier transform, we can define a direct plug-in estimator:
Definition 2.2.3. In Model 2, assume that Assumptions 2.2.1 are met. As-








This definition is meaningful since the absolute values of ϕ̂Zn and 1ϕ̃εn are by
definition bounded above and Ff is integrable by assumption, so the integral
appearing in (2.2.8) is well defined and finite.
However, in many cases, the Fourier transform of f is not integrable so the in-
tegral appearing in (2.2.8) generally fails to converge. This is true, for example,
when one considers point estimation, that is, when f = δy.
In this case, one will have to apply some additional smoothing procedure.
For this purpose, it is often convenient to work with a spectral cutoff estimator.
The following definition is in accordance with the reasoning presented in [9].
Definition 2.2.4. In Model 2, assume that Assumptions 2.2.1 are met. As-









Since Ff is locally bounded and
∣∣∣∣ ϕ̂Znϕ̃εn
∣∣∣∣ is bounded above by definition, the
integral appearing in formula (2.2.9) is always well defined an finite.
We can give the following bounds on the risk of the estimators thus defined.
Theorem 2.2.5. Let i.i.d. observations Z1, · · · , Zn according to Model 2 be
given. Assume that (D1)-(D4) and (F1) or (F2) are satisfied. Let θ̂m,n be the
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C is some positive constant depending only on the constants CN1 and CN2 in
Lemma 2.2.2.
The occurrence of the constant CD is in accordance with the structure found
in [9], but the value is different. This results from estimating the unknown
characteristic function in the denominator.
In case that f has integrable Fourier transform we obtain the following upper
bound on the risk of the estimator θ̂n:
Theorem 2.2.6. In the situation of the preceding theorem, assume that
Ff ∈ L1(R). Then the following estimate holds true for θ̂n defined as in



























with CD defined as in Theorem 2.2.5.
We face, in Theorem 2.2.5 the usual trade off between the approximation
error which results from cutting off in the Fourier domain and the error within
the model. Choosing m large reduces the approximation error, but at the cost
of making the error in the model explode. On the other hand, choosing m small
will reduce the error in the model, but at the cost of producing a large bias.
The result given in Theorem 2.2.5 is easily seen to carry over to the simpler
setting of density deconvolution with known distribution of the noise. In this
setting, one can (artificially) truncate the known characteristic function ϕε at
29
Chapter 2 Estimation strategy, risk bounds and rates of convergence
the threshold value n−1/2, which will lead to a well defined estimator if Ff is
integrable. However, Theorem 2.2.5 shows that better rates of convergence can
be derived for the spectral cutoff estimator if PY possesses a smooth Lebesgue
density.
Estimation in the Lévy model
It seems natural to apply the above procedure to our original problem of es-
timating the jump measure, when given low frequency observations of a pure
jump Lévy process. Spectral cutoff estimators for Lévy processes observed at
high frequency (with L2-loss) have been considered, for example, in [18] and in
[33].
By the definition of a Lévy process, the increments form i.i.d. copies of X∆.



































as an estimator of θ = 〈f, µ〉.
When working under the condition (F1) that f is a bounded and integrable
function, the condition FfFµ ∈ L1(R), which is related to (D2), holds under
mild regularity assumptions on µ, for example, under the assumption that µ
has a square integrable Lebesgue density.




holds true and working with the spectral cutoff estimator makes sense.
However, when considering point estimation or estimation of derivatives at
some point y ∈ R \{0} or, more abstract, when assuming that f is a non-regular
distribution, this approach is no longer satisfactory.
To see this, we have to take into account the structural properties of a Lévy
density compared to a usual probability density. When considering the rates
of convergence which can be derived from Theorem 2.2.5 as functions of the
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decay of ϕε, and the smoothness of f and of the density gY of PY , it is clear
that the appropriate concept for measuring the smoothness is (global) Sobolev
regularity. The faster the decay of FgY the easier it is to recover the density
gY .
However, when measured in a Sobolev sense, µ cannot have a very smooth
Lebesgue density g, except from the particular case of compound Poisson pro-
cesses. Whenever X has infinite jump activity, g will have a point of disconti-
nuity at zero.
Consider, for example, Gamma processes. The Lévy measure ν has a density
η which behaves as |x|−1 at zero, so the density g of µ has a jump at the origin.
For the Fourier transform Fµ of µ, we have |Fµ(u)| ∼ |u|−1, |u| → ∞.
For processes having stable like behaviour at the origin, we have η(x) ∼
|x|−1−α, x→ 0, so g is unbounded and behaves as |x|−α at the origin. The
Fourier transform Fµ decays as |u|−1+α as |u| tends to infinity.
Consequently, for Lévy processes having infinite jump activity, on can usually






Ff(−u)Fµ(dx) generally fails to hold. The spectral cutoff estimator given
in (2.2.16) is still well defined and finite, but need not even be consistent as an
estimator of θ.
In density deconvolution, the assumption that the underlying Lebesgue den-
sity gY is globally smooth, say, continuously differentiable, is not a big restric-
tion, whereas µ is globally smooth only in exceptional cases.
Indeed, when dealing with point estimation or, more generally, with the es-
timation of linear functionals defined on compact sets bounded away from the
origin, the appropriate concept to take into account is local (Hölder) regularity
in some neighbourhood of the point or interval of interest. This means that one
will have to localise the procedure and work with general kernel functions which
decay at a high enough rate, thus excluding the influence of the singularity at
zero. For this purpose, the sinc kernel is usually inappropriate.
This leads to considering general kernel functions rather than limiting the
considerations to the spectral cutoff estimator.
In the sequel, we let K be some kernel function on which we impose the
following conditions:
(K1) For any h > 0, we have FKh Ff(−•) ∈ L1(R).
(K2) If f is non-regular with order k, K is k− times continuously differentiable.
Replacing the sinc kernel in (2.2.16) by a general kernel function leads to the
following definition:
Definition 2.2.7. In Model 1, let Assumptions 2.1.1 be satisfied. Assume that
(F1) or (F2) is met and, in addition, Assumption 2.1.3 is satisfied. Let K be
chosen such that (K1) and (K2) are met.
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Since
∣∣∣∣ ϕ̂′∆,n(u)ϕ̃∆,n(u)
∣∣∣∣ is bounded above by definition, assumption (K1) guarantees that
θ̂∆,h,n is well defined and finite.
If f has an integrable Fourier transform, we can in analogy with Definition
2.2.3, define an estimator without additional smoothing.













We can give the following risk bounds:
Theorem 2.2.9. Let observations X∆, · · · , X2∆ according to Model 1 be given.
Assume that (A1)- (A4) are satisfied. Let f be a distribution for which (F1)
or (F2) is met. Let K be some kernel function for which (K1) and (K2) hold
true. For non-regular f , assume, moreover, that (A5) is satisfied. For h > 0,
































C is a positive constant depending only on the constants CN1 and CN2 in Lemma
2.2.2.
For the estimator which is obtained without smoothing, we can give the
following risk bound:
Theorem 2.2.10. In the situation of the preceding theorem, assume that Ff ∈
L1(R). Let the estimator θ̂∆,n of θ be defined according to Definition 2.2.8.
Then we have the following bound on the squared risk of θ̂∆,n:
32
2.3 Rates of convergence
































with constants C1 and C2 defined as in Theorem 2.2.9.
It should be noted that the statement of Theorem 2.2.10 is in analogy with
the main result obtained in [56]. Indeed, the minimum-distance estimator which
has been introduced by Neumann and Reiß corresponds to the estimator which
is given by Definition 2.2.8.
The obvious advantage of our approach is that θ̂∆,n is a constructive estimator
and can be calculated directly from the data. We can thus circumvent the
abstract minimisation problem over classes of measures, which arises in [56].
This is certainly comfortable in applications.
Moreover, the minimum distance fit is a priori not appropriate for point-
wise estimation or estimating derivatives and it is not obvious how a kernel
smoothing procedure can be included in this setting.
2.3 Rates of convergence
In the present section, we investigate the rates of convergence which can be
derived from the upper risk bounds given in Theorem 2.2.9 and Theorem 2.2.10
under regularity assumptions on µ as well as on f and on P∆.
Let us first introduce the following abstract nonparametric classes:
Definition 2.3.1.
(i) We denote by F(β, ρ,D1, D2, d1, d2) the class of functions f such that for
any u ∈ R:
D1(1 + |u|)−β exp (−d1|u|ρ) ≤ |Ff(u)| ≤ D2(1 + |u|)−β exp (−d2|u|ρ) .
(2.3.1)
If ρ = 0 and β > 0, the functions collected in F(β, ρ,D1, D2, d1, d2) are
called ordinary smooth. For ρ > 0, they are called supersmooth.
(ii) Given a > 0, let 〈a〉 := sup
{
k ∈ N : k < a
}
. For an open subset
D ⊆ R, we denote by HD(α,L,R) the class of functions f such that
sup
x∈D




|f (〈a〉)(x)− f (〈a〉)(y)| ≤ L|x− y|a−〈a〉. (2.3.2)
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The functions belonging to HD(a, L,R) are called locally Hölder regular
with index a.
(iii) For a,M ≥ 0, the Sobolev class S(a,M) consists of all functions f ∈L2(R)
such that ∫
(1 + |u|2)a|Ff(−u)|2 du ≤M. (2.3.3)
For negative indices, we are still in a position to define corresponding
Sobolev classes. The object collected in S(a,M) for a < 0 need no longer
be square integrable functions, but are those tempered distributions for
which ∫
(1 + |u|2)a|Ff(−u)|2 du ≤M (2.3.4)
holds.
Next, let us recall the following definition:
Definition 2.3.2. For k ∈ R, a kernel K is called a k-th order kernel, if for
all integers 1 ≤ m < k, ∫
xmK(x) dx = 0 (2.3.5)
and moreover, ∫
|x|k|K(x)| dx <∞. (2.3.6)
Formula (2.3.5) is equivalent to stating that the derivatives (FK)(m) (0) van-
ish for 1 ≤ m < k.
Rate results under global regularity assumptions
We start by providing rate results under global regularity assumptions on the
test function f and on µ, measured in a Sobolev sense.
Let us first have a look at the approximation error which results from smooth-
ing with a kernel function K:
Lemma 2.3.3. Assume that for some real valued s and some positive constant
Mf , we have f ∈ S(s,Mf ). Assume, moreover, that for some a > −s, and some
positive constant Mµ, µ ∈ S(a,Mµ). Let K be chosen such that either K is the
sinc kernel or K has order a+ s and FK is Hölder regular with index a+ s and










Next, we have the following bound on the error in the model:
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Lemma 2.3.4. Assume that FK is supported on [−π, π]. Assume, moreover,
that f ∈ S(s,Mf ) and that for positive constants Cϕ and cϕ,
∀u ∈ R : |ϕ∆(u)| ≥ Cϕ(1 + |u|2)−
∆β






























(1 + |u|)2∆β−2s exp (2∆cϕ|u|ρ) du
}
=: vh. (2.3.11)
Now, let us introduce the following abstract nonparametric classes of signed
measures:
Definition 2.3.5. Let M := M(C̄1, C̄2, Cϕ, cϕ, β, ρ, a,Mµ) be the collection of
finite signed measures µ, such that the following holds true:
(i) There is a Lévy process X such that the assumptions (A1)-(A4) are sat-















(iii) For C1 and C2 defined as in (2.2.21) and (2.2.22), we have C1 ≤ C̄1 and
C2 ≤ C̄2.
(iv) µ is contained in the Sobolev class S(a,Mµ).
Let Pµ be the infinitely divisible law with characteristic function ϕ defined by
(2.3.12) and Eµ the expectation with respect to Pµ.
We can now provide rates of convergence, uniformly over those nonparametric
classes:
Theorem 2.3.6. Assume that f ∈ S(s,Mf ). Consider the nonparametric class
M := M(C̄1, C̄2, Cϕ, cϕ, β, ρ, a,Mµ) with a > −s. For h > 0, let θ̂∆,h,n be the
kernel estimator defined according to Definition 2.2.7. Assume that the condi-
tions on the kernel function which are summarised in Lemma 2.3.3 and Lemma
35
Chapter 2 Estimation strategy, risk bounds and rates of convergence
2.3.4 are met. Let bh and vh be defined as in Lemma 2.3.3 and Lemma 2.3.4.




[∣∣∣θ − θ̂h∗,∆,n∣∣∣2] = O (r∆,n) (2.3.14)
with (r∆,n) denoting the sequences which are summarised in the following table:
C1 <∞ C1 =∞
ρ = 0
s ≥ ∆β T−1 s ≥ ∆β + 12 T
−1
s = ∆β T−1 s = ∆β + 12 (log T )T
−1
s < ∆β T−
2a+2s
2a+2∆β s < ∆β + 12 n
− 2a+2s2a+2∆β+1
ρ > 0 ( log T∆ )
− 2a+2s
ρ ( log T∆ )
− 2a+2s
ρ
Let us compare the rates of convergence derived above to the rates of conver-
gence which can be obtained for the estimator θ̂∆,n, which is defined without
an additional smoothing procedure.
Theorem 2.3.7. Let f ∈ S(s,Mf ) for some s > 12 . Consider the nonparametric





[∣∣∣θ − θ̂∆,n∣∣∣2] = O (r∆,n) , (2.3.15)
with (r∆,n) collected in the following table:
C̄1 <∞ C̄1 =∞
ρ = 0
s > ∆β T−1 s > ∆β + 12 T
−1
s = ∆β T−1 s = ∆β + 12 (log T )T
−1
s < ∆β T−
2s













It is interesting to note that we basically recover, in Theorem 2.3.7 for C̄1 =∞
the rates of convergence which have been derived by Neumann and Reiß in [56]
for ∆ = 1 and the dependence on ∆ which was found by Kappus and Reiß
in [38]. This confirms the analogy between our constructive estimator and the
minimum distance estimator.
However, in [56], a logarithmic loss was found in the rate for processes with
polynomially decaying Fourier transform, which does not occur in the present
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setting. We can thus not confirm the authors’ suspicion that the logarithmic
gap between upper and lower bound was due to a suboptimal lower bound.
Moreover, the parametric rate results should be compared to the results re-
cently found by Nickl and Reiß [58].
Let us briefly comment on the meaning of the constants C1 and C2. The
definition of C1 involves∫
|Ψ′(u)|2 du =
∫









These quantities are finite if µ(dx) has a square integrable Lebegue density and
xµ(dx) is integrable, with integrable Fourier transform, which basically tells us
that ν has a Lebesgue density which is smooth away from the origin and has
moderate growth near the origin.
Examples 2.3.8.
(i) For Gamma processes, a direct calculation of the Fourier transforms gives
|Fµ(u)| ∼ |u|−1, |u| → ∞ and |F (xµ( dx)) (u)| ∼ |u|−2, |u| → ∞, which
readily implies finiteness of C1.
(ii) If ν({y}) 6= 0 for some y ∈ R \{0}, the Fourier transforms of µ and
xµ( dx) do not tend to zero as |u| tends to infinity, so C1 cannot be finite.
(iii) For tempered stable distributions, we have Fµ(u) ∼ |u|−1+α and F(xµ( dx))
∼ |u|−2+α. Consequently, C1 is finite for α < 1/2 and infinite else.
Notice that the constant C2 is finite, in any case, since we have ‖Fµ‖∞ ≤
|µ|(R) and ‖F(xµ(dx))‖∞ < (xµ(dx))(R), and these quantities are finite thanks
to the assumptions (A2) and (A4).
Let us compare the results which are found in Theorem 2.3.6 to the rates
which are derived in Theorem 2.3.7.
As usual in deconvolution problems, the faster the absolute value of ϕ decays,
the worse are the rates of convergence to be obtained.
Still, when considering density deconvolution problems, the rates get better
if the underlying probability density is sufficiently regular. The same is true,
in a sense, in the present setting, since the rates improve as a increases.
However, very much unlike in classical density deconvolution, when turning
to the Lévy model, we have to beware of the fact that a, β and ρ are by no
means independent of each other.
If f has integrable Fourier transform, the results of Theorem 2.3.7 tell us that
the rates of convergence which are obtained without any smoothing procedure
are parametric if s ≥ ∆β. For example, we will automatically attain the para-
metric rate when we are in the compound Poisson setting, that is, when β = 0
or when we sample at a high enough frequency.
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On the other hand, it was seen in Section 1.2 that for β > 0, the Lévy density
will have a Gamma-like behaviour around the origin, so the best we can hope
for is that µ has a density g with Fourier transform decaying as |Fg(u)| ∼ |u|−1,
which gives a < 12 . Moreover, the larger β becomes, the larger will Mµ be.
In case that |ϕ| has exponential decay, Fµ will behave as |u|−ρ, making
a < 12 − ρ. Consequently, the possible gain in the rates which results from ap-
plying some smoothing procedure rather than simply considering θ̂∆,n is small,
in any case.
One could describe this phenomenon as “ill-posedness coming from two sides”.
A fast decay of ϕ does not only, in it self, lead to slow rates of convergence, but
also forbids the existence of a relatively smooth underlying measure µ.
Of course, this problem is not particular to the estimation of linear function-
als, but is also found when estimating g in an L2-sense.
We conclude that, for smooth test functions f which do not vanish at zero, it
will often make more sense in applications to consider θ̂∆,n instead of working
with some kernel smoothing.
The situation is different, however, when we consider test functions or general
distributions f which are bounded away from the origin.
Rate results under local regularity assumptions
Let us now consider the rate results which can be obtained under local regularity
assumptions on µ, typically measured in a Hölder sense, when applying a kernel
function which decays fast enough.
We can give the following bound on the approximation error:
Lemma 2.3.9. Let f be compactly supported with supp(f) := [a, b] ⊆ R \{0}
and assume that for some s ∈ Z and some positive integer Cf ,
∀u ∈ R : |Ff(u)| ≤ Cf (1 + |u|)−s (2.3.18)
holds true.
Assume, moreover, that for some bounded open set D := (d1, d2) ⊇ [a, b], µ
possesses locally a Lebesgue density gD ∈ HD(a,R, L) with a > −s.
Let the order of K be a + s. Assume that K is −s ∨ 0-times continuously
differentiable. Assume, moreover, that there is a positive constant CK such
that for any nonnegative integer m ≤ (0 ∨ −s),
∀z ∈ R : |K(m)(z)| ≤ CK(1 + |z|)−(a+s)−m−1 (2.3.19)
holds true.
Then we can give the following bound on the approximation error:∣∣∣∣∫ f(x)µ( dx)− ∫ f(x)(Kh ∗µ)(x) dx∣∣∣∣2 ≤ CBh2a+2s (2.3.20)
with some positive constant CB depending on CK , a− d1 ∨ d2 − b, L and R.
The following result is in analogy with Lemma 2.3.4. However, we need to
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pay attention on the fact, that the definition of the smoothness parameter s is
now slightly different.
Lemma 2.3.10. In the situation of the preceding lemma, assume that for pos-
itive constants Cϕ and cϕ, we have
∀u ∈ R : Cϕ(1 + |u|2)−
∆β
2 e−∆cϕ|u|
ρ ≤ |ϕ∆(u)|. (2.3.21)
Assume, moreover, that FK is supported on [−π, π]. Then, with σ2h defined as






















We consider the following classes of locally Hölder regular measures:
Definition 2.3.11. Let M := M(C̄1, C̄2, Cϕ, cϕ, β, ρ, a,D,L,R) be the collec-
tion of finite signed measures µ, such that the following holds: The items (i)-(iii)
from Definition 2.3.5 are true and
(iv) D = (d1, d2) is a bounded open interval, µ
∣∣
D
possesses a Lebesgue density
gD which is Hölder-regular in the sense that gD ∈ HD(a, L,R).
The rate results which can be derived from Lemma 2.3.9 and Lemma 2.3.10
are summarised in the following theorem:
Theorem 2.3.12. Let the assumptions of Lemma 2.3.9 and Lemma 2.3.10 be
satisfied.Consider the nonparametric class M=M(C̄1, C̄2, Cϕ, cϕ, β, ρ, a,D,L,R)
defined in Definition 2.3.11. Let h∗ be selected as the minimiser of bh +T−1vh.




[∣∣∣θ − θ̂∆,h∗,n∣∣∣2] = O (r∆,n) (2.3.23)
with the rates r∆,n collected in the following table:
C1 <∞ C1 =∞
ρ = 0
s > ∆β + 12 T
−1 s > ∆β + 1 T−1
s = ∆β + 12 (log T )T
−1 s = ∆β + 1 (log T )T−1
s < ∆β + 12 T
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Examples 2.3.13.
(i) Consider point estimation. If ρ = 0, the measures collected in the abstract
smoothness class M correspond to Lévy processes having finite or moderate
activity of small jumps and for which the Lévy measure is locally Hölder
regular. Typical examples are Gamma-processes or Compound Poisson
processes with smooth jump density. In this cases, we have s = 0 and





which is classical for
point estimation in density deconvolution.
It should not come as a surprise that we recover in the continuous limit,






, which is classical for
density estimation with pointwise loss.
(ii) When estimating the k-th derivative at some point y ∈ R \{0}, we have






rates which are known from density deconvolution (see [26]) and one re-
covers, in the continuous limit, the rates which are standard in density
estimation.
(iii) Next, consider estimation of integrals of the form
∫
1(A)ν( dx) for com-
pact sets A bounded away from the origin. Clearly, we have in this case,
s = 1. For ρ = 0 and small values of β, namely β < 12 , we end up










2.4 Lower bound results
In the last section, we have derived rates of convergence for estimating linear
functionals over nonparametric classes of Lévy processes.
It is the aim of the present section to show that the convergence rates thus
obtained cannot be improved, in other words, to provide minimax lower bounds.
However we do not give a fully rigorous discussion for arbitrary choices of
f , but content ourselves with considering the particularly interesting cases of
point estimation and estimating integrals.
Recall the following definition:
Definition 2.4.1. Let a statistical model (X,A, (Pθ)θ∈Θ) be given. Let d be
some semi-distance on the parameter space Θ and let M ⊆ Θ be some subset of










where the infimum is taken over all estimators θ̄ : X→ Θ.
From a minimax point of view, it is desirable that for some prescribed subset
M of the parameter space, which is assumed to contain the true parameter θ,
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the maximal risk of an estimator over the collection M is close to the minimax
risk.







From an asymptotic point of view, one should wish that for a sequence of sta-
tistical experiments, the ratio is uniformly bounded. This leads to the following
definition:
Definition 2.4.2. Let (Xn,An, (Pnθ )θ∈Θ) be a sequence of statistical models.
Let M ⊆ Θ and let r∗n denote the minimax risk over M in the n-th model. A
sequence (rn)n∈N is called an optimal rate of convergence overM if the following
holds true:












A sequence of estimators (θ̂n)n∈N is called asymptotically minimax optimal, if
for the optimal rate of convergence (rn)n∈N and some positive constant C ′,






≤ C ′r2n (2.4.5)
holds.
In the preceding section, we have shown that for some positive constant C,







holds true, for classes M of measures which are locally Hölder smooth.
To see that the rates of convergence thus obtained cannot be improved, we











r−1∆,n > 0. (2.4.7)
This is done by using the fact that estimating a parameter within some
prescribed collection M is always more complicated then testing between two
or finitely many alternatives in M. A detailed discussion and the proof of the
following lemma can be found in Chapter 2 in [70].
Lemma 2.4.3. Let a sequence of statistical models be given. Let d be some
semi-distance defined on Θ. Let M ⊆ Θ be some subset of the parameter space.
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Let (θ0,n)n∈N and (θ1,n)n∈N be sequences in M such that for some positive con-
stant c,
∀n ∈ N : d2(θ0,n, θ1,n) ≥ cr2n. (2.4.8)











r−2n ≥ lim infn→∞ infψn
sup
j=0,1
Pθj,n ({ψn 6= j}) , (2.4.9)
where the infimum is taken over all tests ψn : Xn → {0, 1}.
This tells us that what has to be done to derive lower bounds of the form
(2.4.7) is to construct a sequence of alternatives within the prescribed smooth-
ness class such that the distances decay with rate rn and that the corresponding







Pθj,n ({ψn 6= j}) > 0 (2.4.10)
holds true.
To do this, we need the following definition and Theorem (again, we refer
to [70] for a detailed discussion and for the proof):
Definition 2.4.4. Let P and Q be probability measures defined on a common






dλ, if P Q
∞, else.
(2.4.11)
Theorem 2.4.5. In the situation of Lemma 2.4.3, the inequality (2.4.10) holds
true if the following holds for the χ2-distances of the distributions corresponding








We are now ready to formulate the lower bound results for estimating inte-
grals and for point estimation in the Lévy model. For sake of simplicity, we
content ourselves with the case of polynomially decaying Fourier transforms.
Theorem 2.4.6. Let M = M(C̄1, C̄2, Cϕ, cϕ, β, ρ, a,D,L,R) be the collection
of signed measures defined as in Definition 2.3.11. Let C̄1 <∞ and ρ = 0. Let
[a, b]⊆D and f(x) = x−11[a,b](x). Then we have for θ =
∫








[∣∣∣θ̄∆,n − θ∣∣∣2]T− 2a+22a+2∆β+1 > 0, (2.4.13)
where the infimum is taken over all estimators based on n observations of the
process at time points ∆, · · · , 2∆n.
Proof. For notational convenience, we may assume, without loss of generality,
that D = (π, 4π) and [a, b] = [2π, 3π]. Moreover, since ∆ is assumed to be fixed,
we can drop the dependence on ∆ and write, henceforth, β instead of ∆β and
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n instead of T . Finally, we can assume, without loss of generality, that β ≥ 12
since a simple parametric argument shows that the rate cannot be better then
the parametric rate.
We start by considering some symmetric bilateral Gamma distribution P0.
A bilateral Gamma distribution is the convolution of a Γ(β−, λ−)-distribution
supported on the negative half axes and a Γ(β+, λ+)-distribution supported on
the positive half axes, see Küchler and Tappe [43].
We let β+ = β− = β2 , where β is the parameter appearing in the definition
of M. Moreover, we let λ+ = λ− = λ for some λ > 0 to be chosen.














Let µ0 := xν0( dx) and let g0 be the Lebesgue density of µ0. We have to
convince ourselves that µ0 belongs to the nonparametric class M.
It follows readily from (2.4.15) that
|ϕ0(u)| ≥ Cϕ(1 + |u|2)−β/2 (2.4.16)
holds true, provided that λ is chosen large enough.
Next, we notice that by formula (2.4.14), we have
F (xµ0(dx)) (u) = β
∞∫
0










eiuxeλx dx = βiu
λ2 + u2 . (2.4.18)







< C ′1 (2.4.19)
for some C ′1 < C̄1, provided that λ is chosen large enough.
Finally, it follows immediately from formula (2.4.14) that for large enough
values of λ, we have g0
∣∣
D
∈ HD(a, L′, R′) for some R′ < R and L′ < L. From
this we conclude that P0 belongs to M, for λ chosen large enough.
To construct an alternative within the prescribed smoothness class, we add
to η0 a small perturbation at the boundary of supp(f). Let h0 be some
nontrivial function which is supported on [−π2 ,
π
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for which h0(−x) = −h0(x) holds. Moreover, let h0 be chosen such that
x 7→ (x+ 2π)h0(x) belongs to H[−π2 ,π2 ](a, L− L
′, R−R′).
For K ≥ 1, let hK := K−ah0(Kx) and let
ηK(x) := η0(x) + γhK(x− 2π), (2.4.20)
for some positive constant γ to be chosen.
We have to check that the signed measure µK which has Lebesgue density
gK(x) = xηK(x) belongs to M:
First of all, ηK is clearly the Lebesgue density of a Lévy measure, provided
that γ is chosen small enough to ensure that ηK is nonnegative.
Local Hölder regularity of gK follows readily from Hölder regularity of the
original density g0 and from the fact that the perturbation is Hölder-regular by
construction.






holds true by choosing γ small enough.
Finally, we have to check that the Fourier transform ϕK of the infinitely
divisible distribution corresponding to gK has the same decay behaviour as ϕ0.
The definition of gK yields
ϕK(u) = exp
(∫ (eiux − 1)
x






(eiux − 1)hK(x− 2π)dx
)
. (2.4.21)
Since hK is antisymmetric by assumption, we find that∫



















Since |FhK(u)| is uniformly bounded, we conclude that ϕK has the same decay
behaviour as ϕ0.
We have thus shown that µK ∈M.
The loss between the original density g0 and the perturbed version gK can
be calculated as follows:






























Next, we have to calculate the χ2-distance between P0 and PK . Let f0 and fK
denote the probability densities corresponding to P0 and PK , respectively. We
apply here the strategy which has been proposed in [56] and use the fact that










































































= Ff0 (u− iλ/2) =
(














2 i)x − 1
x
(g0(x) + γxhK(x− 2π))dx
)










1 + (u/λ− i/2)2
)−β2 exp(γ ∫ ei(u−λ2 i)xhK(x− 2π)dx) . (2.4.28)
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1 + (u/λ+ i/2)2
)−β2 exp(γ ∫ ei(u+λ2 i)xhK(x− 2π) dx) . (2.4.30)
We have thus shown that
χ2 (P0,PK)
≤ c




−β ∣∣∣∣1− exp(γ ∫ ei(u−λ2 i)xhK(x− 2π)dx)∣∣∣∣2 du
+ c




−β ∣∣∣∣1− exp(γ ∫ ei(u+λ2 i)xhK(x− 2π)dx)∣∣∣∣2 du
= c




−β ∣∣∣∣1− exp(γei(u−λi/2)2πFhK (u− λi2
))∣∣∣∣2 du
+ c




−β ∣∣∣∣1− exp(γei(u+λi/2)2πFhK (u+ λi2
))∣∣∣∣2 du. (2.4.31)
Finally, using the fact that |ez − 1| ≤ |z|e|Re(z)| for arbitrary z ∈ C and that







, we find that
c



























−β ∣∣∣∣Fh0 (u+ λi/2K
)∣∣∣∣2 du
 K−2a−2β−1. (2.4.32)
The same arguments are used to see that
c




−β ∣∣∣∣1− exp(γei(u−λi/2)2πFhK (u− λi2
))∣∣∣∣2 du
 K−2a−2β−1. (2.4.33)
We have thus shown that for any sequence Kn → ∞, the distributions P0 and
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PKn do not separate, provided that Kn  n
1
2a+2β+1 .










[∣∣∣θ − θ̄n∣∣∣2] rn ≥ c, (2.4.34)
which is the desired result.
In a similar manner, we obtain the result for estimating the Lévy density
with pointwise loss:
Theorem 2.4.7. Let M be defined as in the preceding theorem. Let y ∈ R \{0}
and let f(x) = y−1δy(x). Then we have for θ =
∫








[∣∣∣θ − θ̄∆,n∣∣∣2]T 2a2a+2∆β+1 > 0. (2.4.35)
Proof. Without loss of generality, let y = 2π and D = (π, 3π). We consider,
again, the same bilateral Gamma distribution P0 as in the proof of the preceding
statement. Again, let h0 be antisymmetric around the origin with support in
[−π2 ,
π
2 ] and assume, this time, that h0(
π
4 ) > 0. Let hK(x) = K
−ah0(Kx) and
set, this time







Again, we may chose h0 Hölder regular and argue along the same lines as in
the proof of the preceding statement that the signed measure µK with density
gK belongs to M. The loss, can be calculated, this time, as follows:
y−1 |g0(y)− gK(y)| = |η0(y)− ηK(y)|
=
∣∣∣∣γhK ( π4K
)∣∣∣∣ = γK−ah0 (π4
)
. (2.4.37)
Calculating the χ2-distance runs exactly along the same lines as in the proof of













2a+2β+1 > 0, (2.4.38)
and hence the statement of the theorem.
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2.5 Proofs
2.5.1 Proofs of the main results of Section 2.2
We start by proving the following key Lemma:
Lemma 2.5.1.
a) Given discrete, equidistant observations of a pure jump Lévy process satis-
fying the assumptions (A1)-(A4), let ϕ̂′∆,n and
1
ϕ̃∆,n
be defined by (2.2.14)






























|Ψ′′(u− v)|+ |Ψ′(u− v)|2 + |Ψ′(u)Ψ′(−v)|
)
,
with C := 1+2CN1+2CN2, where CN1 and CN2 denote the constants in Lemma
2.2.2.
















|ϕY (u− v)|+ |ϕY (u− v)|2 + |ϕY (u)ϕY (−v)|
)
.
Proof. We give a rigorous proof of the a) part and then sketch the proof of
part b).
We start by noticing that we have
E





















































Using the fact that ϕ̂′∆,n and
1
ϕ̃∆,n
are independent by construction and that
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∣∣∣∆Ψ′′(u− v)ϕ∆(u− v) + ∆2(Ψ′(u− v))2ϕ∆(u− v)∣∣∣
≤ ∆|Ψ′′(u− v)|+ ∆2(Ψ′(u− v))2. (2.5.9)







≤ C ′ n
−1∆
|ϕ∆(u)ϕ∆(−v)|
(∣∣Ψ′′(u− v)∣∣+ ∆|Ψ′(u− v)|2 + ∣∣∆Ψ′(u)Ψ′(−v)∣∣)
≤ C ′ ∆
2T−1
|ϕ∆(u)ϕ∆(−v)|
(∣∣Ψ′′(u− v)∣∣+ |Ψ′(u− v)|2 + ∣∣Ψ′(u)Ψ′(−v)∣∣) . (2.5.10)
With constant C ′ := 1 + 2CN2 + CN1.








( ∣∣∆Ψ′′(u− v)∣∣+ |∆Ψ′(u− v)|2 + ∣∣∣∆2Ψ′(u)Ψ′(−v)∣∣∣ )
≤ C ′∆2
( ∣∣Ψ′′(u− v)∣∣+ |Ψ′(u− v)|2 + ∣∣Ψ′(u)Ψ′(−v)∣∣ ). (2.5.11)















(∣∣Ψ′′(u− v)∣∣+ |Ψ′(u− v)|2 + ∣∣Ψ′(u)Ψ′(−v)∣∣) . (2.5.12)
It remains to consider the last line of formula (2.5.3). Using (2.5.4) and then

















∣∣Ψ′(u)∣∣ ∣∣Ψ′(−v)∣∣ . (2.5.13)
























)(∣∣Ψ′′(u− v)∣∣+ |Ψ′(u− v)|2 + |Ψ′(u)||Ψ′(−v)|) ,
(2.5.14)
which is the statement of the a) part.
To see the b) part, we can argue exactly along the same lines, replacing, in























= ϕZ(u− v)− ϕZ(u)ϕZ(−v) (2.5.15)
and in (2.5.13), we have to use the fact that ϕZ = ϕY ϕε and hence ϕZϕε = ϕY .
Finally, we trivially have |ϕZ | = |ϕεϕY | ≤ |ϕY |. This reasoning gives the state-
ment of part b).
We are now ready to prove Theorem 2.2.9 and Theorem 2.2.10.
Proof of Theorem 2.2.9. The risk of θ̂∆,h,n can be decomposed as follows: Given
the kernel function K and bandwidth h, let θh :=
∫




≤ 2 |θ − θh|2 + 2E
[∣∣∣θh − θ̂∆,h,n∣∣∣2]
= 2
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By assumption on K, we have FKhFf ∈ L1(R), so we can pass to the Fourier















































Using the fact that X∆ has, by assumption, a finite second moment, that the
absolute value of 1
ϕ̃n
is bounded above and that ϕ′(u)/ϕ(u) = Ψ′(u) is uniformly
bounded in u, and once again the fact that FK(−•)Ff ∈ L1(R), we find that


























































































(∣∣Ψ′′(u− v)∣∣+ ∣∣Ψ′(u− v)∣∣2)dudv}.(2.5.19)
If Ψ′′ ∈ L1(R) and Ψ′ ∈ L2(R) hold true, we apply the Cauchy-Schwarz inequal-
ity and Fubini’s theorem to find that∫ ∫ |Ff(−u)| |Ff(v)|
|ϕ∆(u)||ϕ∆(−v)|
|Kh(u)| |Kh(−v)|





































































On the other hand, if Ψ′′ ∈ L1(R) or Ψ′ ∈ L2(R) fails to hold, we can always
estimate∫ ∫ |Ff(−u)| |Ff(v)|
|ϕ∆(u)||ϕ∆(−v)|
|Kh(u)| |Kh(−v)| (
∣∣Ψ′′(u− v)∣∣+ |Ψ′(u− v)|2) dudv
≤ sup
u,v∈R














































































This is the statement of the theorem.
Next, we prove Theorem 2.2.10.
Proof of Theorem 2.2.10. First, recall that we now assume that |Ff | ∈ L1(R),
so we certainly have |FfFµ| ≤ ‖Fµ‖∞|Ff | ∈ L1(R). We can thus express θ in














































































































The expression appearing in the last line of formula (2.5.29) is a special case
of the expression appearing in the last line of (2.5.16), with Kh denoting the
sinc kernel. We can thus argue exactly along the same lines as in formulae
(2.5.20)-(2.5.24) and derive from repeated applications of the Cauchy-Schwarz




































































Using the fact that we have now, by assumption, Ff ∈ L1(R), we can apply

















































































(∣∣Ψ′′(u− v)∣∣+ |Ψ′(u− v)|2 + ∣∣Ψ′(u)∣∣ ∣∣Ψ′(−v)∣∣))du dv. (2.5.32)






























































which is the statement of the theorem.
Again, we can argue exactly along the same lines to see Theorem 2.2.5 and
Theorem 2.2.6, using the b) part of Lemma 2.5.1. In the numerator, ϕ̂′∆,n is
replaced by ϕ̂Zn and one considers PY instead of µ. Moreover F PY = ϕY plays
the role of Ψ′′ and |ϕY |2 plays the role of |Ψ′|2.
We have to pay attention to the fact that ϕY is the characteristic function
of a probability measure, so the absolute value is bounded by 1. This explains
the occurrence of the number 3 instead of ‖Ψ′′‖∞ + 2‖Ψ′‖2∞.
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2.5.2 Proofs of the rate results
Proof of the global rate results
We start by proving the upper bound on the approximation error.
Proof of Lemma 2.3.3. By assumption, f is Sobolev-regular with index s and
µ is Sobolev-regular with index a > −s. This implies immediately, by duality













Applying the Cauchy Schwarz inequality and then the regularity assumptions










(1− FKh(u))Fµ(u)(1 + |u|2)
a









|Ff(−u)|2(1 + |u|2)s du∫
|1− FKh(u)|2(1 + |u|2)−a−s|Fµ(u)|2(1 + |u|2)a du
≤ 1(2π)2
∫
|Ff(−u)|2(1 + |u|2)s du
∫
|Fµ(u)|2(1 + |u|2)a du
× sup
|u|∈R
|1− FKh(u)|2(1 + |u|2)−a−s
≤ MfMµ(2π)2 supu∈R
|1− FKh(u)|2(1 + |u|2)−a−s. (2.5.36)
If K is the sinc kernel, we can immediately estimate
sup
u∈R
|1− FK(hu)|2(1 + |u|2)−a−s = sup
|u|≥π
h
(1 + |u|2)−a−s ≤ π−2a−2sh2a+2s,
(2.5.37)
which gives the desired result.
If FK is 〈a+s〉-times continuously differentiable and the derivatives up to or-
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Next, Hölder continuity of FK〈a+s〉 implies that∣∣∣FK(〈a+s〉)(τ)∣∣∣ = ∣∣∣FK(〈a+s〉)(τ)− FK(〈a+s〉)(0)∣∣∣ ≤ LK|hu|a+s−〈a+s〉. (2.5.39)
Putting (2.5.38) and (2.5.39) together, we have shown that
∀u ∈ R : |1− FK(hu)| ≤ LK
〈a+ s〉! |hu|
a+s ∧ (1 + ‖FK ‖∞) . (2.5.40)
From this we conclude that
sup
u∈R

















holds true. This gives the desired result thanks to (2.5.35) and (2.5.36).
The statement of Lemma 2.3.4 is an immediate consequence of the assump-
tions on the regularity of f and on the decay of ϕ:
Proof of Lemma 2.3.4. Since FKh is, by assumption, supported on [−πh ,
π
h ] and










|Ff(−u)|2(1 + |u|2)s du. (2.5.42)











(1 + |u|)2∆β−2s exp (2∆cϕ|u|ρ) . (2.5.43)
On the other hand, we can estimate, using the Cauchy-Schwarz inequality and
again the fact that FKh is compactly supported and then the regularity as-
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(1 + |u|)2∆β−2s exp (2∆cϕ|u|ρ) du. (2.5.44)














(1 + |u|)2∆β−2s exp (2∆cϕ|u|ρ) du
}
, (2.5.45)
which is the statement of Lemma 2.3.4.
We can now prove the rate results under global regularity assumptions:
Proof of Theorem 2.3.6. Lemma 2.3.4 implies that for ρ > 0,









(1 + |u|)2∆β−2s exp (2cϕ|u|ρ) du
(2.5.46)


















For ρ = 0 and C1 <∞, we find that
h∗∆,n 
0, if s ≥ ∆βT− 12a+2∆β , else. . (2.5.49)
For ρ = 0 and C1 =∞, we derive that
h∗∆,n 
0, if s > ∆β + 1/2T− 12a+2∆β+1 , else (2.5.50)
We plug h∗∆,n in to recover the rates of convergence which are summarised in
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Theorem 2.3.6.
Next, we prove Theorem 2.3.7.
Proof of Theorem 2.3.7. Using again the Sobolev-regularity of f , and the Cauchy-












|Ff(−u)|2 (1 + |u|2)s du
∧C2
∫
|Ff(−u)|2(1 + |u|2)s du
∫
{|u|≥πm}






On the other hand, we can argue along the same lines as in the proof of Lemma













2∆β−2s exp (2∆cϕmρ) ∧ C2
∫
{|u|≤πm}
(1 + |u|)2∆β−2s exp (2∆cϕ|u|ρ) du
=: vm. (2.5.52)


















m2∆β−2s+1 ∨ 1(s = ∆β + 1/2) logm ∨ 1
)
=: vm. (2.5.53)































≤ bm + T−1vm (2.5.54)
holds true for any m ≥ 0 to conclude that it holds for the minimiser m∗ of











2∆β , if s ≤ ∆β
∞, else
(2.5.56)




2∆β , if s ≤ ∆β + 12
∞, else.
(2.5.57)
From this we readily derive the rate results summarised in Theorem 2.3.7.
Proof of the local rate result
We start by proving the bound on the approximation error under local regularity
assumptions on µ.
Proof of Lemma 2.3.9. We use the trivial observation that the local density gD
can be extended to a compactly supported function g1 ∈ HR(a, L′, R′) with
constants L′ > L and R′ > R depending on d2 − d1, L and R. Let µ1 be the
signed measure with density g1 and let µ2 := µ− µ1.
Then the approximation error can be decomposed as follows: Since supp(f) =
[a, b] ⊆ D, we have ∣∣∣∣∫ f(x)µ(dx)− ∫ f(x)(Kh ∗µ)(x) dx∣∣∣∣
=
∣∣∣∣∫ f(x)gD(x) dx− ∫ f(x)(Kh ∗µ)(x)dx∣∣∣∣ . (2.5.58)
The decomposition of µ and the triangle inequality imply∣∣∣∣∫ f(x)gD(x) dx− ∫ f(x)(Kh ∗µ)(x) dx∣∣∣∣
=
∣∣∣∣∫ f(x)(gD −Kh ∗g1)(x) dx− ∫ f(x)(Kh ∗µ2)(x) dx∣∣∣∣
=
∣∣∣∣∫ f(x)(g1 −Kh ∗g1)(x) dx− ∫ f(x)(Kh ∗ µ2)(x)dx∣∣∣∣
≤
∣∣∣∣∫ f(x)(g1 −Kh ∗g1)(x) dx∣∣∣∣+ ∣∣∣∣∫ f(x)(Kh ∗µ2)(x) dx∣∣∣∣ . (2.5.59)
We start by considering the second summand in the last line of formula (2.5.59).
61
Chapter 2 Estimation strategy, risk bounds and rates of convergence
Recall that f is compactly supported and, by assumption, |Ff(u)| ≤ Cf (1 + |u|)−s.
Let k := −s ∨ 0. Then Theorem B.14 in the appendix tells us that f is a dis-




∣∣∣(Kh ∗µ2)(m)(x)∣∣∣ . (2.5.60)
(For an explanation of what is meant here by ‖f‖, see Definition B.7.) By
assumption, Kh is k-times continuously differentiable, with bounded derivatives.





















































with δ := (a − d1) ∧ (d2 − b). Finally, the assumptions on the decay of K and








≤ ‖f‖CK |µ2|(R)δ−a−(s∨0)−1ha+s. (2.5.63)
Next, we have to consider the first summand in the last line of formula (2.5.59).
Consider first the case where f is regular, hence a locally integrable function
which has, by assumption, compact support. We use the fact that g1 is con-
tinuous and compactly supported by construction and Kh ∈ L1(R) by formula
(2.3.19) to conclude that∫ ∫
|f(x)||g1(x− y) Kh(y)|dx dy ≤ ‖g1‖∞‖K ‖L1‖f‖L1 <∞. (2.5.64)
We can thus apply Fubini’s theorem to find that∫





















If f is non-regular, the identity∫
f(x)
∫




f(x)g1(x− y)dx dy (2.5.66)
remains valid:
In what follows, given a function h, let h̃(x) := h(−x). Since we have, by
construction, g1 ∈ Ck(R) and hence Kh ∗g1 ∈ Ck(R), f ∗g̃1 as well as f ∗(K̃h∗g̃1)
is well defined as a continuous function.
We can thus write∫
f(x)
∫
g1(x− y) Kh(y)dy dx = f ∗ (g̃1 ∗ K̃h)(0). (2.5.67)
Now, the convolution operation is associative. This is proved in Theorem 39.3
in [35] for the convolution of distributions with test functions. In Theorem
39.10 the statement is formulated for the convolution of distributions having
compact support with infinitely differentiable functions, one of which is com-
pactly supported. The generalization to compactly supported distributions and
k-times continuously differentiable functions is straightforward.
We can hence continue from (2.5.67) by writing∫
f(x)
∫
g1(x− y) Kh(y)dy dx = f ∗ (g̃1 ∗ K̃h)(0)




g1(x− y)f(x) dx dy. (2.5.68)



















Kh(y) (f ∗ g̃1(0)− f ∗ g̃1(y)) dy. (2.5.69)
We observe that f ∗ g̃1 is 〈a〉+ s-times continuously differentiable and that the
derivative of order 〈a〉+ s is a− 〈a〉-Hölder continuous.
To see this, we use the fact that (f ∗ g̃1)(〈a〉+s) = f (s) ∗ g̃〈a〉1 , where f (s) is
understood to be a distributional derivative. (See Theorem 41.3 in [35] for ex-
planation.) Now, since |Ff (s)(−u)| = |u|s|Ff(−u)| ≤ Cf , we can use Theorem
B.14 to conclude that f (s) is a compactly supported distribution of order 0.
From this, we derive that∣∣∣f (s) ∗ g̃〈a〉1 (x)− f (s) ∗ g̃〈a〉1 (y)∣∣∣
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≤ ‖f (s)‖ sup
τ∈[a,b]
∣∣∣g̃〈a〉1 (x− τ)− g̃〈a〉1 (y − τ)∣∣∣
≤ ‖f (s)‖L′ |x− y|a−〈a〉 . (2.5.70)
The last inequality is valid since g̃1 is Hölder-regular by construction.
A Taylor series expansion yields for some τy ∈ [0, y]:




















Kh(y) (g1 ∗ f)(〈a〉+s) (τy)y〈a〉+s dy
∣∣∣∣∣
= 1(〈a〉+ s)!
∣∣∣∣∫ Kh(y)(f ∗ g̃1)(〈a〉+s)(τy)y〈a〉+s dy∣∣∣∣
= 1(〈a〉+ s)!
∣∣∣∣∫ Kh(y)((f ∗ g̃1)(〈a〉+s)(τy)− (f ∗ g̃1)(〈a〉+s)(0)) y〈a〉+s dy∣∣∣∣.(2.5.72)












|K(z)||z|a+s dz ha+s. (2.5.73)
This completes the proof.
The proof of Theorem 2.3.12 is now an easy consequence of Lemma 2.3.9.
Proof of Theorem 2.3.12. First, we notice that the upper bounds presented in
Lemma 2.3.10 are immediately derived from the assumptions on Ff and on ϕ∆.









for ρ = 0 and C1 <∞:
h∗∆,n 
T
− 12∆β+2a+1 , if s ≤ ∆β + 1/2
0, else
(2.5.75)
and for ρ = 0 and C1 =∞:
h∗∆,n 
T
− 12∆β+2a+2 , if s ≤ ∆β + 1/2
0, else,
(2.5.76)





In the situation of the preceding chapter, be it in the Lévy model or in the
model of density deconvolution, we are given a collection of estimators, indexed
by the cutoff parameter m or, more generally, by the bandwidth h and the
question which naturally arises in this setting is how to realise the “optimal”
choice of the smoothing parameter within the prescribed collection.
We have pointed out that from a point of view which could be called asymp-
totic and minimax, an estimator is “good” if, for some given subset S of the
parameter space, the maximal risk over S is asymptotically close to the minimax
risk.
The obvious drawback of this approach is the dependence on the given subset
S, say, on the collection of measures which belong (locally) to some prescribed
Sobolev or Hölder space.
Ideally, one should aim at constructing estimators which are adaptive mini-
max, that is, simultaneously asymptotically minimax over many subsets of the
parameter space.
The design of minimax adaptive estimators of linear functionals has been
widely studied in the literature, starting from the work by Lepski in the early
90s [46, 47]. See Tsybakov [69], Tsybakov and Klemelä [71], Goldenshluger [32],
Goldenshluger and Pereverzev [31] and Cai and Low [10, 11].
In the present section, the choice of the smoothing parameter is realised,
using model selection techniques, thus following the approach which has been
initiated in a series of papers by Massart and Birgé in the late 90s and early
00s, see [6, 53] and [5].
The model selection point of view essentially differs from the methods in
the spirit of Lepski in the sense that the problem is considered from a non-
asymptotic perspective. Rather than comparing the performance of an estima-
tor with rate optimal estimators over suitable subsets of the parameter space, it
is the concern of model selection strategies to compare the risk of an estimator
with the optimal risk in some given family of estimators.
Let a collection (θ̂m)m∈M of estimators be given. Now, the question is: Is it
possible to select an “nearly optimal” estimator within this collection, that is,












∀θ ∈ Θ. (3.0.1)
Inequalities of the form (3.0.1) are called oracle inequalities.
Deconvolution via model selection has been studied, for example, by Comte,
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Rozenholc and and Taupin [21]. The estimation of linear functionals in the
deconvolution model has been investigated by Butucea and Comte, see [9]. In a
white noise framework, the estimation of linear functionals via model selection
has been investigated by Laurent, Ludeña and Prieur [44].
However, it is not enough, in the present setting, to merely generalise some
of the classical and well known results to the Lévy model.
The particularly interesting problem which arises in the present context and
which is not quite standard in the literature is the fact that we have to deal with
the problem of adaptation to the unknown characteristic function appearing
in the denominator. That is, we face here a non-standard problem of model
selection with unknown variance.
For recent research on this topic, we are aware of the work by Comte and
Lacour [20], dealing with adaptive estimation with unknown variance for density
deconvolution with L2-loss.
Compared to the approach which has been proposed in that paper and also
been sketched in [18], we undergo here a change of perspective. Rather than
working, in the first step, with a theoretical deterministic penalty term and then
introducing, in the second step, a stochastic penalty term and arguing that both
quantities are close to each other, we directly approach the stochastic penalty
term and give an argument why it makes immediate sense to work with this
quantity.
The main technical step to make the model selection procedure work will be
an extension of the classical result by Neumann (see Lemma 2.2.2), making the
pointwise control on the characteristic function in the denominator uniform on
the real line.
The present chapter is organised as follows: In Section 3.1, we give a brief
overview of the principles of model selection via penalization. In Section 3.2, we
discuss the application to the particular problem of density deconvolution with
unknown distribution of the errors and to nonparametric estimation for Lévy
processes. We start, in Subsection 3.2.1 by developing some of our ideas for the
structurally simpler case of density deconvolution with L2-loss. In Subsection
3.2.2 we present a more general approach which covers the problem of adaptive
estimation of linear functionals in the Lévy model as well as in the deconvolution
model.
To keep the discussion intuitive and free from technicalities, the proofs are
postponed to Section 3.3.
3.1 The principles of model selection via penalization
We give here a very short overview of the main ideas behind model selection
via penalization, following Massart [52] and Birgé [5].
Consider the following framework: One observes a random object X, for
example, a random vector or a stochastic process and wishes to infer some
quantity s ∈ S related to the unknown distribution of X.
In a Gaussian white noise model, one might think about X as a stochastic
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process, described by the stochastic differential equation
dX(t) = s(t)dt+ 1√
n
dW (t) (3.1.1)
and of s as the underlying regression function, s ∈ S = L2([0, 1]).
In a density estimation problem, the random quantity X is typically an i.i.d.
sample X = X1, · · · , Xn
i.i.d.∼ s with density s ∈ S = L2(R).
Let a family of subspaces (Sm)m∈M of the original parameter space, called
models be given. Each Sm reflects some idea about the true nature of the
underlying s. To each Sm corresponds some estimator ŝm of s. Now, it is the
aim of model selection procedures to select the “best” model within the given
list.
This is best understood by considering minimum contrast estimators. If γn
is some empirical criterion based on the observation X, and
s = argmin
t∈S
E [γn(t)] , (3.1.2)




The associated natural loss function is d(s, t) = E[γn(t)]− E[γn(s)].
Now, here arises the classical trade-off between the approximation error and
the error within the model. Choosing a “large model” will allow a good approx-
imation of the underlying function s, thus reducing the bias term, but leads to
a large variance. Contrarily, a relatively small model reduces the variance of
the estimator, but may be far from the true s.
This point can be illustrated by looking at the white noise model (3.1.1). Let
finite dimensional subspaces (Sm)m∈M of the L
2([0, 1]) be given and consider,









The choice of a high dimensional subspace Sm allows a better approximation of
s and thus reduces the bias, but leads to a large variance. Choosing Sm small
reduces the variance, but the true s may be far from Sm. The oracle choice
m∗ ∈ M, which best balances the bias and the variance term depends on the
unknown object s and is hence unknown.
In order to construct a parameter m̂ for which the corresponding risk is close
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to the oracle risk, one considers penalized criteria




γn(ŝm) + pen(m). (3.1.7)





≤ d(s, sm) + pen(m)
+ γ̄n(sm)− γ̄n(ŝm̂)− pen(m̂), (3.1.8)
with
γ̄n(t) := γn(t)− E[γn(t)]. (3.1.9)
The penalty should be chosen small enough to guarantee that, for any m ∈M,
d(s, sm) + pen(m) is not much larger than E[ d(s, ŝm)]. On the other hand,
pen(m) should be large enough to bound, with high probability, the fluctuation
of γ̄n(sm)− γ̄n(ŝm̂), leading to an oracle inequality
E[ d(s, ŝm̂)] ≤ C infm∈ME[ d(s, ŝm)] (3.1.10)
with some universal constant C.
The idea to select an appropriate model by looking at penalized criteria has
already been considered in the early 70s by Akaike [1] or Mallows [50].
However, the precise control on the empirical process γ̄n(s)−γ̄n(t) is, in many
cases, a highly non-trivial issue. The main technical tools involved in such ar-
guments are non-asymptotic concentration inequalities for empirical processes,
which have been initiated about 15 years ago by Talagrand [66, 67] and further
developed, for example, by Ledoux [45], Massart [51], Rio [60, 61], Klein [41],
Bousquet [7] and Klein and Rio [42].
For a detailed discussion on the role of concentration inequalities in model
selection, we refer to Massart [52].
3.2 Adaptive estimation for Lévy processes and for
density deconvolution with unknown distribution of
the errors
We consider model selection techniques in the model of nonparametric decon-
volution with unknown distribution of the noise as well as in the Lévy model.
Although the focus of this thesis clearly lies on the Lévy model, we believe
that the results obtained for density deconvolution are interesting in their own
right so it makes sense to discuss both concepts in parallel.
In fact, the ideas developed here are fairly general and it does not make much
of a difference weather we talk about Lévy processes or density deconvolution,
about estimating linear functionals or about L2-loss.
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Let us briefly recall the setting: In the deconvolution model, we observe
Zj = Yj + εj , j = 1, · · · , n, (3.2.1)
where (Yj) and (εj) are independent sequences of i.i.d. random variables. The
Yj are distributed according to PY and the εj are distributed according to fε,
which is unknown. We assume that n i.i.d. copies ε−n, · · · , ε−1 ∼ fε of the pure
noise are available.
In the Lévy model, we observe
X∆, · · · , X2n∆, (3.2.2)
where X is a Lévy process having no drift and no Gaussian component, finite
second moments and finite variation on compact sets.
The goal is to estimate some linear functional θ = 〈f,PY 〉 of the unknown
distribution of the Yj or some functional θ = 〈f, µ〉 of the finite signed measure
µ = xν( dx).
For notational convenience, we suppress in this chapter, the dependence on
the observation distance ∆ and assume, without loss of generality, that ∆ = 1.
So it is understood in the sequel, that ϕ = ϕ1 and ϕ′ = ϕ′1 and the same
notation is used when talking about the empirical versions.
Passing to the Fourier domain and replacing the unknown characteristic
functions by their (truncated) empirical versions an then applying some ker-
nel smoothing procedure leads to a collection of estimators, indexed by the
bandwidth. We apply model selection techniques to realise the “optimal” data
driven choice of the bandwidth, thus adapting automatically to the unknown
smoothness of PY or µ and to the unknown decay of the characteristic function
ϕ.
Adaptive estimation of linear functionals via model selection has been consid-
ered, for example, in [44] and [9]. The crucial difference is that, in the present
situation, one has to deal with the additional complication that the variance
term in unknown.
In the setting of adaptive estimation for Lévy processes, Comte and Genon-
Catalot [18] have dealt with this problem by proposing an additional a priori
assumption on the size of the model. However, this assumption is critical since
it depends itself on the unknown smoothness parameters.
Recently, Comte and Lacour [20] have proposed a strategy to dealing with
the unknown variance term which does not rely on any prior knowledge of
the smoothness parameter. However, this strategy is designed for L2-loss and
spectral cutoff estimators and the generalisation to the estimation of linear
functionals with general kernels is not straightforward. Moreover, it is assumed
in that paper that the feasible number M of observations of the pure noise is,
by a polynomial factor, of larger order than the number n of observations of the
noisy data and would lead to a loss of polynomial order when assuming that
M = n. Since we aim at generalising our approach to the Lévy setting where
one has naturally to assume that M = n, we propose a different strategy and
can avoid the loss of a polynomial factor.
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3.2.1 A first approach to model selection with unknown variance:
Density deconvolution with L2-loss
For the moment, we leave Lévy processes aside and place ourselves in the model
of density deconvolution.
We start by treating the structurally simpler case were PY has a square
integrable Lebesgue density g and one is interested in L2-loss rather than in es-
timating linear functionals. Moreover, we limit our considerations to smoothing
with the sinc-kernel.
Let us first have a look at the setting where the distribution of the errors is
known, and which is more standard in the literature on model selection, see for
example Comte et al. [21].





1 ([−πm, πm]) (u)
)
, (3.2.3)
with ϕ̂Zn defined as in formula (2.2.4). Moreover,
gm := F−1
(







1 ([−πm, πm]) (u)
)
(3.2.4)
denotes the projection of g on the space of square integrable functions with
Fourier transform supported in [−πm, πm].




























=: ‖g − gm‖2L2 + n
−1σ2m. (3.2.5)
Suppose that we are given a collection M := {1, · · · ,mn} of cutoff parameters.
For L2-estimation, one will typically assume that mn = n.
Ideally, the cutoff parameter m should be chosen to realise the best trade-
off between the bias term and the quantity σ2m which bounds the variance.
However, this ideal choice is not feasible and can only serve as a benchmark
since it depends on the unknown g.
Pythagoras’ theorem yields the following decomposition of the bias term:
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Consequently, the problem of realising the optimal bias-variance trade-off can be
considered independent of the constant summand ‖g‖2L2 . Next, ‖gm‖
2
L2 can be
estimated from the data by the natural bias corrected version ‖ĝm,n‖2L2−n
−1σ2m.
(Indeed, this is an overcorrection, since σ2m is an upper bound for the variance.)
However, since this will not give control on the fluctuation simultaneously






These considerations lead to choosing the cutoff parameter m̂ as the min-
imiser of the penalized criterion
−‖ĝm‖2L2 + pen(m) (3.2.7)
with penalty term pen(m) = 2n−1λmσ2m.
So far, the discussion crucially depends on the fact that one can control the
fluctuation of certain stochastic terms by penalizing with some deterministic
quantity.
Now the quantity σ2m involved in the definition of the penalty term depends
on the characteristic function ϕε of the noise, which is itself assumed to be
unknown in the present setting. This is the point where our analysis starts.
The same subject has been treated by Comte and Lacour, see [20]. However,
our approach is slightly different.
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, (3.2.8)






1 ([−πm, πm]) (u)
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. (3.2.9)












=: ‖g − gm‖2L2 + n
−1σ2m. (3.2.10)
with constant C := 8CN2 + 2, where CN2 denotes the constant in Neumann’s
Lemma. For the proof of this estimate, see [20]. (To avoid confusion about
the role of M , let us recall at this point that we treat here, in contrast to the
situation in [20], the special case where the number M of observations of the
pure noise is equal to the number n of observations of the noisy data.)
At the first glance, it is well intuitive to redefine the penalty term, replacing
the unknown 1ϕε by
1
ϕ̃εn
, defined as in formula (2.2.6). This approach leads to
considering a stochastic version of the penalty term:
p̃en(m) = γn−1λ̃mσ̃2m, (3.2.11)
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and with logarithmic weights λ̃m to be appropriately chosen.
One can argue that, conditional on ϕ̂εn , p̃en(m) is appropriate for giving









However, this will a priori only guarantee that the following holds true with
high probability:
‖ĝm,n‖2L2 − p̃en(m) ≤ ‖g̃m‖
2
L2 ∀m ∈M. (3.2.14)
But nothing warrants that with with high probability,
‖g̃m‖2L2 ≤ ‖gm‖
2
L2 ∀m ∈M. (3.2.15)
The quantity σ̃2m involved in the definition of the stochastic penalty term may
be far from the true σ2m and moreover,






∣∣∣∣ 1ϕ̃ε − 1ϕε
∣∣∣∣2 du (3.2.16)
may be large.
Ideally, one should subtract another deterministic correction term in order to
bound the fluctuation of 1
ϕ̃εn
around 1ϕε . But again, this would only be possible
if 1ϕε were feasible.
Still, on an intuitive level, one might argue as follows: Close to the origin, the
characteristic function ϕε is relatively large and ϕ̂εn is reliable as an estimator
of ϕε. So there is some hope that replacing 1ϕε by
1
ϕ̂εn
will not cause a large
error there.
Contrarily, once ϕε is below some critical threshold of order n−1/2, the noise
is dominant and estimation of this object no longer makes sense. This suggests
to terminate the procedure at this stage.
To illustrate this idea in more detail: Assume that for some Un ∈ R and some
constant C ′ϕ, we have
∀u ∈ [−Un, Un]c : |ϕε(u)| ≤ C ′ϕn−1/2. (3.2.17)
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we simply accumulate pure noise in formula (3.2.18) while the quantity in
(3.2.19) blows up. Hence, using σ̃2k − σ̃2m as an estimator of the true σ2k − σ2m
makes no sense for indices larger than 1πUn.
On the other hand: Does it make sense at all to consider such indices? Clearly,
we can estimate for πm, πk ≥ Un:




























From this we conclude that, when considering indices larger than 1πUn, the gain
which results form reducing the approximation error is (up to a constant factor)
smaller than the unavoidable loss which is caused by the larger variance term.
These heuristics lead to proposing the following strategy: Estimation of the
unknown characteristic function in the denominator is restricted to some com-
pact set where ϕε is large enough and a reasonable estimator is hence feasible.
Outside this set, the estimator is set to zero. Of course, this global thresholding
must be formulated in terms of ϕ̂εn , so the compact set is in fact random. To
avoid terminating too early or too late, we introduce an extra logarithmic factor
in the thresholding scheme, which allows to derive exponential inequalities.




Definition 3.2.1. For some δ > 0, let the weight function w be defined by
w(u) := (log(e+ |u|))−
1
2−δ . (3.2.21)
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The definition of the weight function is originally due to Reiß and Neumann
and the results obtained in [56] will play an important role for our arguments.
The above definition is meaningful under the following rather general as-
sumption on the characteristic function:
Assumption 3.2.2. There is a function h which is non-decreasing on R− and
non-increasing on R+ and positive constants Cϕ, C ′ϕ such that
∀u ∈ R : Cϕh(u) ≤ |ϕ(u)| ≤ C ′ϕh(u). (3.2.23)
Now, we can and will argue as follows: On the random compact set before
the estimator is set to zero, 1
ϕ̃n
is sufficiently close to 1ϕ not only pointwise, but
uniformly. This makes the model selection procedure work as if 1ϕ were feasible.
On the other hand, the argument given in (3.2.20) will tell us that we do not
run the risk of throwing away indices which would have been needed for the
model selection procedure.
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. (3.2.24)





m + κ2 logn
)
n−1σ̃2m, (3.2.25)


















This leads to defining the random cutoff parameter m̂ as follows:
Definition 3.2.3. Let Mn = {1, · · · , n} be given. Let ĝm,n be defined by
(3.2.24) and let p̃en(m) be defined as in (3.2.25). Then we set
m̂ := argmin
{




m ∈M : −‖ĝm‖2L2 + p̃en(m) ≤ −‖ĝj‖
2




We can now formulate the main result of this subsection:
Theorem 3.2.4. Let observations according to Model 2 be given. Let the as-
sumptions (D1) and (D3) be satisfied. Assume that PY has a square integrable
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m + κ2 logn
)
σ2w,m. (3.2.31)





. Let Assumption 3.2.2 be satisfied. Let a collection of indices
M := {m1, · · · ,mn} be given. Let m̂ be the random cutoff parameter introduced











‖g − gm‖2L2 + pen(m)
}
+ C ′n−1,
with some constant C ′ depending only on the choice of κ and δ and a constant
Cad depending on the choice of κ and δ and on the ratio C ′ϕ/Cϕ.
Some remarks are in order: It is interesting to note that our reasoning has
some structural similarities with the approach proposed in [18] as well as with
the approach which has been considered in [20].
In [18], Comte and Genon-Catalot work under the a priori assumption that for
some nonnegative index β and positive constants Cϕ and C ′ϕ, the characteristic
function has a polynomial decay behaviour,
∀u ∈ R : Cϕ(1 + |u|2)−
β
2 ≤ |ϕ(u)| ≤ C ′ϕ(1 + |u|2)−
β
2 . (3.2.32)
The quasi-monotonicity condition which we formulate in Assumption 3.2.2 can
be understood as a generalisation of (3.2.32).
Moreover, the a priori assumption that for the size mn of the collection,
∃ε ∈ (0, 1), C > 0 : mn ≤ Cn(1−ε)/2β (3.2.33)
holds, has been formulated therein.
A similar assumption is automatically satisfied in the present setting. This
is due to the fact that we automatically terminate at a certain threshold. Our
global threshold estimator of the characteristic function leads, if the character-
istic function decays polynomially, to considering, with high probability, only








The decay behaviour of the characteristic function is no longer assumed to
be explicitly known, but comes in implicitly.
77
Chapter 3 Adaptive estimation
In the paper by Comte and Lacour [20], the size of the model is chosen at
random and our reasoning can be understood in the same sense. The main
difference lies in the fact that we directly approach the characteristic function
and introduce an additional logarithmic factor in the thresholding scheme. This
is the reason why we can avoid the loss of a polynomial factor.
Contrarily to the assumptions formulated in [20], our reasoning does not rely
on any semiparametric assumption on the shape of the characteristic function,
such as exponential or polynomial decay behaviour. The only thing which is
needed is Assumption 3.2.2, which is fairly general.
It is worth mentioning that we can formulate an analogous result for estimat-
ing a Lévy density with L2-loss.
So far, our reasoning is already fairly general. Surprisingly, we can give some
refined argument and treat the above arguments as a special case.
The reason for having discussed the global threshold scheme in detail is the
fact that this approach is relevant in applications since one will, anyhow, have
to work with a compact approximation of the Fourier transform.
From a theoretical perspective, the reasoning presented in the next section is
more satisfactory.
Illustration: Simulation example
The focus of this thesis clearly lies on the theoretical results and not on sys-
tematic simulation studies. Still, we want to have a look on some numerical
example to see how the estimator performs in applications.
We apply the adaptive estimation procedure to standard normal random
variables with Γ(1, 2) distributed noise, to Γ(3, 2) random variables with Γ(2, 2)
distribution of the noise, to Γ(5, 2)-random variables with standard normally
distributed errors and to Γ(2, 2) random variables with standard normal distri-
bution of the noise.
The main difficulty which arises in the simulation studies is the fact that
the theoretical constants appearing in the definition of the penalty term are in
praxis far too large and lead to a bad performance of the estimator.
This problem is dealt with by calibrating the constants in preliminary simula-







so the constants are in praxis chosen much smaller than the theory would have
suggested. Indeed, choosing the constants according to the theoretical results
will lead to very undesirable over-penalization effects, especially on small sample
sizes. This is not surprising, since the theory is designed to control even highly
irregular models, which will hardly ever occur in applications.
Calibrating the effective constants in preliminary simulation experiments is
not particular to our reasoning, but quite standard, see, for example, the simu-
lation studies in [19]. Another possibility would be to introduce another sample
splitting and use a training set in order to choose the effective constants.
The performance of the adaptive estimator is compared to the “estimator"
78
3.2 Adaptive estimation for Lévy processes and density deconvolution
with oracle choice of the bandwidth. (It would perhaps be more natural to
compare the empirical risk of the adaptive estimator directly to the oracle risk.
But the oracle risk is not available in a closed form, so it seems reasonable to
approximate this quantity by simulation experiments.)
We consider n = 500, 1000, 10000 observations and calculate the empirical
risk of the adaptive estimator, as well as of the estimator with oracle choice of
the bandwidth from 250 independent iterations of the procedure.
The values, multiplied by 100, are collected in the table below.
Yj ∼ N(0, 1), εj ∼ Γ(1, 2) Yj ∼ Γ(3, 2), εj ∼ Γ(2, 2)
n r̂or r̂ad r̂or r̂ad
500 0,26 1,67 1,46 3,13
1000 0,14 0,19 1,07 3,01
10000 0,01 0,13 0,14 0,39
Yj ∼ Γ(5, 2), εj ∼ N(0, 1) Yj ∼ Γ(2, 2), ε ∼ N(0, 1)
n r̂or r̂ad r̂or r̂ad
500 1,55 4,60 10,67 22,45
1000 0,97 4,57 8,82 22,16
10000 0,45 0,48 5,72 9,09
The adaptive procedure performs remarkably well in all cases investigated
here, and the most interesting question which arises from the data examples
is certainly how the practical choice of the constant can be justified from a
theoretical point of view.
3.2.2 A second approach: Estimating linear functionals in the
density deconvolution model and in the Lévy model
Let us now turn away from L2-loss and return to the situation where one is
interested in estimating linear functionals. Model selection techniques in this
setting have been considered by Laurent, Ludeña and Prieur [44] in a white
noise framework, as well as by Butucea and Comte [9] in the deconvolution
model with known error distribution.
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Figure 3.1: The plot on the left shows the true (black) and the estimated
probability density, calculated from n = 500 (blue), n = 1000 (green) and
n = 10000 (orange) observations for standard normally distributed random
variables with Γ(1, 2) distribution of the noise. On the right, the performance
of the estimator for a relatively non-smooth (Γ(2, 2)) underlying density (black)
with smooth (N(0, 1)) errors is shown. The adaptive estimator is calculated
from n = 500 (blue), n = 1000 (green), n = 10000 (orange) and n = 50000
(red) observations.
Let a collection
M := Mn := {m1, · · · ,mn} ⊆ N (3.2.36)
of indices be given. Let
H := Hn := {h1, · · · , hn} :=
{ 1
m1




be a collection of bandwidths associated with Mn.
For each m ∈M, let θ̂hm,n denote the kernel estimator introduced in Defini-
tion 2.2.4 or in Definition 2.2.7. Indeed, the discussion for the Lévy model and
for density deconvolution is completely analogous.
For notational convenience, we write, in the sequel, θ̂m,n instead of θ̂hm,n.













f(x) (Khm ∗µ) (x) dx. (3.2.38)
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Contrarily to the case of L2-loss, the approximation error |θ − θm|2 is no
longer monotone in m and cannot, as previously, be simplified, since Pythago-
ras’ theorem no longer applies.
We adopt here the strategy which has first been proposed in [44] and then used
in [9] and consider an alternative criterion. Rather than the approximation error
|θ − θm|2, we consider the quantity sup
k≥m,k∈M
|θk − θm|2, which can be estimated
from the data.
For a detailed discussion on the underlying idea, we refer to [44].
Given the collection M, we wish to choose the cutoff parameter m̂ in such





|θ − θmn |2 + supk≥m
k∈M
|θk − θm|2 + pen(m)
+ C ′n−1,(3.2.40)
with constants C and C ′ which do not depend on the unknown smoothness
parameters.
In the setting of density deconvolution with known distribution of the noise,
and with K denoting the sinc kernel (see [9] for the details about this approach),
the way to go is to replace the unknown quantities |θk − θm|2 appearing in
the oracle inequality by their corrected version |θ̂k − θ̂m|2 − H2(m, k). The
deterministic bias correction term H2(m, k) is then chosen to be







where λm,k are logarithmic weights to be appropriately chosen, γ is some purely
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with pen(m) = H(0,m).
To deal, in the present setting, with the unknown ϕε, we could now try and
proceed as in the preceding section and apply the same global thresholding
scheme, thus replacing σ2m as well as H2(m, k) by their empirical versions, with
1
ϕ̌n
defined as in Definition 3.2.1.
However, this approach is unsatisfactory when we replace the sinc kernel by
a general kernel function. The reason is that the argument given in (3.2.20) no
longer applies in this situation. For this reason, we need a refined argument.
Still, there is some point in arguing that for large enough values of |ϕ(u)|,
1
ϕ̃n(u)
should be be close to 1ϕ(u) , not only pointwise, but uniformly. But what
happens for small values of |ϕ(u)|? In this case,
∣∣∣ 1
ϕ̃n(u)
∣∣∣ is certainly not a
reasonable estimate, but a systematic underestimate of 1|ϕ(u)| .
Consequently, there is no hope that the stochastic correction term could be
close to the true one and penalizing with H̃2(m, k) rather than with H2(m, k)
seems hopeless.
However, we might try some change of perspective: It is common, in a way,
(see [18] and [20]) in model selection with unknown variance, to start working
with some deterministic penalty term, which is, in fact, not feasible and see that
the model selection procedure works. At the second stage, this deterministic
(but unknown) quantity is replaced by a stochastic counterpart and one has to
argue that the stochastic quantity is close to the deterministic one. This fails
to hold for small values of |ϕ(u)|.
Still, when going one step back: What is the use in penalizing or introducing
some bias correction at all? If the distribution of the noise is known, we start




|θk − θm|+ pen(m). (3.2.45)
Next, |θk−θm|2 is replaced by its bias (over) corrected version |θ̂k − θ̂m|2 −H2(m, k).
However, if the distribution of the noise is unknown, it is certainly true that
H̃(m, k)2 is a systematic underestimate of H2(m, k). But on the other hand, 1
ϕ̃





∣∣∣ is small compared to ∣∣∣ 1ϕ(u) ∣∣∣, there is certainly no danger at all
that |θ̂k − θ̂m|2 could be (pointwise) an overestimate of |θk − θm|2, so there is
simply no need to subtract some large correction term.
We conclude that H̃2(m, k) being an underestimate simply does not matter
since the phenomenon of underestimating 1ϕ arises in the definition of |θ̂k− θ̂m|
as well.
So everything boils down to give some argument why 1
ϕ̃
should, in an ap-
propriate sense, be close to 1ϕ not only pointwise nor on some compact set but
uniformly on the real line.
To be able to do this, let us introduce another alternative estimator of 1ϕ .
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Definition 3.2.5. Let the weight function w be defined as in Definition 3.2.1.
Let the truncated version of ϕ̂n(u) be
ϕ̌n(u) := ϕ̌κ,δn :=
{
ϕ̂n(u), if |ϕ̂n(u)| ≥ κ(logn)1/2w(u)−1n−1/2
κ−1(logn)−1/2w(u)n1/2, else.
(3.2.46)






Introducing the extra logarithmic factor in the definition of 1ϕ̌ which will
enable us to apply concentration inequalities of Talagrand type. This will be
the key to proving the following result, which makes the original result by
Neumann uniform on the real line:
Lemma 3.2.6. Let c1 be the constant appearing in Talagrand’s inequality (see
Lemma 3.3.3). Let 1ϕ̌n be defined by (3.2.47) with κ be chosen such that for
some γ > 0, we have κ ≥ 2(
√
2c1 + γ). Then we have for some constant CNK









 ≤ CNK. (3.2.48)
Indeed, the fact that we can show not only pointwise, but uniform closeness
of 1ϕ̌n to
1
ϕ will be essential to make the model selection procedure work.
Now, we proceed as follows: The above definition gives rise to the following
redefinition of θ̂m:
Definition 3.2.7.
(i) In the convolution model, let K be some kernel functions for which (K1)
and (K2) are satisfied. For m ∈ N, let the kernel estimator corresponding




























Next, let us introduce the stochastic correction terms corresponding to 1ϕ̌n :
Definition 3.2.8.
83
Chapter 3 Adaptive estimation
(i) In the model of density deconvolution, let

























































∨ 2 log (x̃m,k(k −m)) . (3.2.54)
For some γ > 0, let cpen = 64 ∨ 16(2c1 + γ) and and κ = 2(
√
4c1 + γ).
Moreover, let CD be some positive constant.
Let
p̃en(m) := H̃2(0,m). (3.2.55)
(ii) In the Lévy model, let H̃2(m, k) be defined as in (3.2.51), and let x̃m,k be
defined as in (3.2.53).
Let σ̃2m,k be defined as in (3.2.52), apart from the fact that CD is replaced
by some constant C1 ≤ ∞ and 3C is replaced by some constant C2.













We understand by pen(m) and H2(m, k) the deterministic versions of p̃en(m)
and H̃2(m, k), that is, the definitions are the same as in formula (3.2.51) and
formula (3.2.55), apart from the fact that 1ϕ̌n is replaced by
1
ϕ .
These definitions give rise to the following choice of the cutoff parameter
Definition 3.2.9. With the above definitions of θ̂m, H̃
2(m, k) and p̃en(m), be
















Then we can formulate the following statements and hence the main results
of this section:
Theorem 3.2.10. Let observations according to the deconvolution model with
unknown error density be given. Assume that (D1)-(D4) are satisfied. Assume,
moreover, that (K1) and (K2) and (F1) or (F2) are satisfied. Assume that
CD ≤ C̄D. Let a collection M ⊆ N of indices be given and let m̂ be defined









|θ − θmn |2 + supk>m
k∈M
|θk − θm|2 + pen(m)
+ C ′n−1
with constants Cad and C ′ depending on the choice of γ and δ, but not on the
unknown underlying parameters.
An analogous result can be stated for the Lévy model. However, we need
here an exponential moment assumption.
Theorem 3.2.11. Let observations X1, · · · , X2n according to the Lévy model
be given. Assume that the assumptions (A1)- (A5) are satisfied. Assume, more-
over, that (F1) or (F2) and (K1) or (K2) are met. Assume that C1 ≤ C̄1 and
C2 ≤ C̄2. Assume, moreover, that E [exp (η|X1|)] <∞. Let m̂ be defined as in








|θ − θmn |2 + supk>m
k∈M
|θk − θm|2 + pen(m)
+ C ′n−1
with some constant Cad depending on the particular choices of the constants,
but not on the unknown parameters and with a constant C ′ depending on the
choice of the constants and on η−1 E [exp (η|X1|)].
The exponential moment assumption formulated in the preceding statement
can be relaxed, but at the cost of losing a polynomial factor and limiting the
size of the model and the choice of the kernel.
Theorem 3.2.12. In the situation of Theorem 3.2.11, let C̄1 =∞. Let mn =
n. Moreover, let f be such that ‖Ff‖∞ <∞ and let FK be supported in [−π, π].





Again, let m̂ be defined as in Definition 3.2.9. Then the risk of the corre-








|θ − θmn |2 + supk>m
k∈M
|θk − θm|2 + pen(m)
+ C ′n−1,
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with Cad depending on the choice of the constants and with C ′ depending on





When considering the asymptotic behaviour, one can derive from the above
theorems that there will occur a logarithmic loss, compared to the minimax
rates of convergence.
It is well known that estimators which are adaptive minimax for estimating
linear functionals do typically not exist. In a white noise framework, adaptive
lower bounds have been proved by Lepski, see [46, 47]. In a density decon-
volution model, minimax adaptivity has been treated by Butucea and Comte
[9].
Consequently, it is not surprising that a logarithmic loss is also found in the
Lévy model and it seems highly probable that the results obtained for density
deconvolution carry over to the present setting, using similar, but highly tedious
and technical arguments.
It is remarkable that the above results do no longer depend on any prelimi-
nary assumptions on the decay of the characteristic function. Even the quasi-
monotonicity condition formulated in Assumption 3.2.2 can now be disposed
of.
Illustration: Simulation example
We assume that µ has a square integrable Lebesgue density g which is contin-
uous away from zero.
We consider the estimation of g(yk), k = 1, 2 for the points y1 = 0.5 and
y2 = 2. Moreover, we consider the estimation of
∫
I g(x) dx for the interval
I = [−1.25,−0.25].
We work with the Gaussian kernel and apply the adaptive estimation proce-
dure to Γ(5, 2) and Γ(2.5, 2)-processes, to symmetric bilateral Gamma processes
with parameters 2.5 and 2 (bΓ(2.5, 2)), and to compound Poisson processes with
intensity 5 and standard normal distribution of the jumps ( cPN(5, 0, 1)).
The collection of smoothing parameters is chosen to be Mn = {1, · · · ,
√
n}.
The processes are observed at time points ∆, · · · , 2n∆ with ∆ = 1 and with
n = 500, 1000, 10000.
The performance of the adaptive estimator θ̂m̂,n is compared to the “estima-
tor" θ̂m?,n with oracle bandwidth:
E
[∣∣∣θ − θ̂m?,n∣∣∣2] = inf
m∈Mn
E
[∣∣∣θ − θ̂m,n∣∣∣2] (3.2.58)
We consider k = 250 independent iterations of the adaptive estimation pro-
cedure, as well as of the “estimator" with oracle choice of the bandwidth and
compare the empirical risks.
We set κ = 2 and work with the penalty term
H̃2(m, k) :=
(
32λ̃m,k + 8 logn
)
σ̃2m,k. (3.2.59)
Again, the constants are, in praxis, chosen small, compared to the theoretical
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choice. Simulation experiments indicate that the performance of the procedure
could be substantially improved, in the present case, by choosing the constants
even smaller. However, from a theoretical perspective, choosing the constants
smaller is hard to justify, since this would contradict the assumption that C1 ≤
C̄1 holds true.
The optimal theoretical choice of the constants remains an interesting open
question.
We denote by r̂or the empirical risk with oracle choice of the bandwidth,
multiplied by 100, and by r̂ad the empirical risk of the adaptive estimator,
multiplied by 100. The values are summarised in the table below:
y1 y2 I
n r̂or r̂ad r̂or r̂ad r̂or r̂ad
Γ(5, 2)
500 13,18 62,21 2,21 6,50 11,98 24,55
1000 8,09 53,75 1,63 6,14 7,10 24.14
10000 1,28 28,03 0,62 4,88 0,42 23,48
Γ(2.5, 2)
500 0,77 10,00 0,41 1,39 0,06 5,92
1000 0,40 6,99 0,30 1,40 0,02 5,93
10000 0.11 2.47 0,08 0,82 0.01 1.62
bΓ(2.5, 2)
500 16,98 70,33 0,05 0,68 2,03 27,13
1000 11,17 67,92 0,03 0,68 0,99 18,35
10000 1,44 39,67 0.01 0.67 0,19 8,10
cPN(5, 0, 1)
500 37,72 68,85 0,75 2,28 42,19 86,56
1000 32,42 68,73 0,43 1,65 32,93 79,10
10000 4,26 18,71 0,28 0,90 10,52 52,85
Discussion: The numerical results show that the estimation procedure adapts
automatically to the local smoothness of the density, since the performance of
the adaptive procedure is, just as the performance of the estimator with oracle
bandwidth far better at the point y2 = 2 than at y1 = 0.5, near the discontinuity
at zero.
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The adaptive estimation procedure seems to fail completely, in comparison
with the oracle estimator, for estimating the value of the integral for Γ(5, 2)-
processes. This phenomenon seems to be a consequence of the fact that σ2m is
an upper bound for the variance, but the variance term may be considerably





We start by restating, for the reader’s convenience, the concentration inequali-
ties which will be essential for our reasoning.
Lemma 3.3.1 (Bernstein’s Inequality). Let X1, · · · , Xn be complex valued i.i.d.
random variables with Var(X1) ≤ v2 and suppose that ‖X1‖∞ ≤ B for some
B < ∞. Let Sn := 1n
n∑
i=1
(Xi − E[Xi]). Then the following holds true for












This result is classical and dates back to the 1920s. A proof can be found, for
example in [23].
The following integral version of the classical Bernstein inequality can be
derived readily from Lemma 3.3.1:






























Finally, we need the Talagrand inequality, which strengthens the classical
Bernstein inequality to countable sets of random variables.
Lemma 3.3.3 (Talagrand’s inequality). Let I be some countable index set. For
each i ∈ I, let X(i)1 , · · · , X
(i)
n be centred i.i.d. complex valued random variables,
defined on the same probability space, with ‖X(i)1 ‖∞ ≤ B for some B <∞. Let
v2 := sup
i∈I
VarX(i)1 . Then for arbitrary ε > 0, there are positive constants c1
























Lemma 3.3.3 is taken from Massart [52], see formula (5.50) on page 170.
From the arguments given therein, we derive that for η ∈ (0, 1), we can take
c1 = 4/(1− η)2 and c2(ε) = 4
√
2(1/3 + ε−1)/η.
3.3.1 Proofs of the main results of Section 3.2.2
We start by treating the general case which has been formulated in Section
3.2.2. This will simplify our reasoning and avoid redundancy, since the results
of Section 3.2.1 can basically be treated as special cases.
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Preliminaries
In what follows, we formulate and prove a series of auxiliary results which will
be essential for proving the main results of Section 3.2.
We start by proving an exponential bound for the deviation of the empirical
characteristic function from the true one, uniformly on the real line.
Lemma 3.3.4. Let τ > 0 be given. Let δ be the constant appearing in the
definition of the weight function w and let c1 be the constant in Talagrand’s
inequality. Then, for arbitrary γ > 0, there is a positive constant CK = CKτ,γ,δ
depending only on the choice of τ, γ and δ such that we have for n ≥ 1:
P
({





Proof. We prove the claim for the countable set of rational numbers. By conti-
nuity of the characteristic function and of w, it carries over to the whole range
of real numbers.








Since moreover, we trivially have
sup
u∈R
Var[ϕ̂1(u)] ≤ 1 and sup
u∈R
‖ϕ̂1(u)w(u)‖∞ ≤ 1, (3.3.5)
we can apply Talagrand’s inequality. Setting
κn := τ(logn)1/2n−1/2 − (1 + ε)CNRn−1/2, (3.3.6)
for some ε > 0, we can estimate
P
({











































τ(logn)1/2 − (1 + ε)CNR
)2
c1
 ∨ 2 exp
−n1/2
(
















This is the desired result for the rational numbers and hence, by continuity, for
the real line.
We can now use Lemma 3.3.4 to analyse the deviation of 1ϕ̌n from
1
ϕ .
Not surprisingly, the fact that we have introduced in the definition of 1ϕ̌n an
extra logarithmic factor is essential for the analysis, since this is the key to
making the pointwise result uniform on the real line. Of course, the price we
have to pay is that we will be losing a logarithmic factor.
Proposition 3.3.5. Let 1ϕ̌n =
1
ϕ̌κ,δn
be defined according to Definition 3.2.5.
Assume that for some γ > 0 and some p > 0, we have κ ≥ 2(√pc1 + γ), where
c1 denotes the constant in Talagrand’s inequality. Then we find that for n ≥ 1,
P
({
∃u ∈ R :












Proof. Let us introduce the favourable set
C := Cκ,δ :=
{






We start by recalling that, thanks to Lemma 3.3.4 and to the choice of the
constant κ, we have,







so it is enough to consider the set C.
Now, let us introduce the following partition of the real line: We have
R = Rκ1 ∪Rκ2 ∪Rκ3 , with
Rκ1 =
{

























Consider first the set Rκ1 . By definition of C, we find that for arbitrary u ∈ Rκ1 ,
we have
|ϕ̂n(u)| ≤ |ϕ(u)|+ |ϕ(u)− ϕ̂n(u)| < κ(logn)1/2w(u)−1n−1/2 (3.3.14)
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and hence by definition of 1ϕ̌n :∣∣∣∣ 1ϕ̌n(u) − 1ϕ(u)
























Putting (3.3.15) and (3.3.16) together, we have shown that on C, we have for











Next, consider the set Rκ2 . By definition of C, we find that on this set, for
arbitrary u ∈ Rκ2
|ϕ̂n(u)| ≥ |ϕ(u)| − |ϕ(u)− ϕ̂n(u)| ≥ κ(logn)1/2w(u)−1n−1/2 (3.3.18)
and hence ϕ̌n(u) = ϕ̂n(u). This implies∣∣∣∣ 1ϕ̌n − 1ϕ(u)











By definition of 1ϕ̌n , we always have
1
|ϕ̌n(u)|2 ≤ κ









On the other hand, by definition Rκ2 , we find on C:
|ϕ̂n(u)| ≥ |ϕ(u)| − |ϕ̂n(u)− ϕ(u)|
92
3.3 Proofs
≥ |ϕ(u)| − 12κ(logn)
1/2w(u)−1n−1/2
≥ |ϕ(u)| − 13 |ϕ(u)|
= 23 |ϕ(u)|. (3.3.21)






































































Putting the above results together, we have shown the desired result on the
favourable set C and hence, since Cc is negligible, the statement of the propo-
sition.
Note that we have shown the following important corollary, which is an im-
mediate consequence of the proof of the preceding theorem:
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Corollary 3.3.6. In the situation of the preceding statement, we have
P
({
∃u ∈ R :






Proof. This is a direct consequence of the proof of Proposition 3.3.5. The
statement of the corollary can be found in formulae (3.3.15), (3.3.19) and
(3.3.23).
It is in fact this version of the statement which will play an important role
in the sequel.
The uniform version of the classical Neumann Lemma can now be stated as
an easy consequence of Proposition 3.3.5.
Proof of Lemma 3.2.6. Let the set C be defined as in the proof of Proposition

























































 ≤ 16κ2. (3.3.27)






























 ≤ (κ−1 + 1)2n2 P (Cc) . (3.3.30)




holds true, and we have κ ≥ 2(
√
2c1 + γ), this gives the desired result.
The result immediately extends to powers different from 2. The following
Corollary can be obtained, replacing in each step 2 by 2q:
Corollary 3.3.7. In the situation of the preceding statement, let κ≥2 (
√
2qc1 +γ)
for some q ∈ R+. Then we have for some constant CNK = CNKγ,δ,εq depending on









 ≤ CNK. (3.3.32)
Auxiliary results
So far, our considerations have been fairly general, without any reference to
Lévy processes nor density deconvolution or to the particular model selection
problems.
In the present section, we prove some auxiliary results which are the key to
proving the main results of Section 3.2.
First, we formulate an extension of Lemma 3.3.4 and of Proposition 3.3.5.
In what follows, to avoid redundancy, we will use the following notation:
When talking about the model of density deconvolution, we let




C2 := 3C (3.3.34)
with C denoting the constant depending on Neumann’s Lemma. In case that









, which is the original definition.
At the moment, it makes no difference weather we consider density deconvo-
lution or the Lévy model.
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For some γ > 0, let κ = 2(
√
2pc1 + γ). Then we have for some constant CK
depending on γ, δ and ε:
P
({



















Using again continuity of the (empirical) characteristic function, the Talagrand
inequality and the choice of κ, we derive that for CK chosen large enough,
P
({






































The above result implies the following extension of Corollary 3.3.5:
Corollary 3.3.9. In the situation of the preceding statement, we have for some
constant CK depending on γ and δ:
P

∃u ∈ R :














Proof. This statement is derived from Lemma 3.3.8 in the same way as Corollary
3.3.6 is derived from Lemma 3.3.4 and from the proof of Proposition 3.3.5. We










We are now ready to prove the auxiliary result which is most important for
the proof of the main results.
To clarify the definitions appearing in part (i), part (ii) and part (iii), let us
mention that the first part treats the case of estimating linear functionals in the
density deconvolution model. The second part treats the Lévy model under the
exponential moment assumption and the third part the Lévy model under the
assumption that the moments up to order 10 are finite. All three statements
are formulated for general kernel functions.
Proposition 3.3.10.
(i) For m ∈ N, let the kernel estimator θ̂m be defined by (3.2.49). Let θm be
defined by (3.2.39). Assume that the conditions which are summarised in









with some positive constant C depending only on the choice of the con-
stants.
(ii) Let θ̂m be defined by (3.2.50). Let θm be defined by (3.2.38). Assume
that the conditions which are summarised in Theorem 3.2.11 are satisfied.









where C is a positive constant depending on the exponential moment.
(iii) In the situation of part (ii), assume that the conditions which are sum-










where C is a positive constant depending on the 10-th moment.
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Proof.






































Consider first the expression appearing in the second line of formula






























Since ϕ̂n and ϕ̂Zn are independent by construction, we have that, condi-
tional on ϕ̂n,




























is the sum of independent, centred random variables.
For the (conditional) variance, we have
E






























































n x̃m,k a.s. (3.3.43)
We can thus apply Lemma 3.3.2 to the conditional expectation and find
that
E

























































(see the definition of the weights given in










































































(k −m)−2 a.s. (3.3.46)



















= C ′n−1. (3.3.47)
It remains to consider the expression appearing in the last line of formula
(3.3.39).
Let us introduce, for arbitrary m ≤ k, the favourable set
C(m, k)
:=
∀u ∈ R :


























































































































































































m,k as well as the fact that, by definition,








to conclude that the last line is smaller than 18H̃
2(m, k). We have thus
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It remains to show that the remainder term is negligible. The definition
of 1ϕ̌n implies that we always have
1
|ϕ̌n|2 ≤ κ
−2(logn)−1n. We can thus







































































































so the sum appearing in the last line is readily negligible.
This completes the proof of part (i).
















and use the same estimate as in formula (3.3.39). The considerations for
the expression appearing in the last line of formula (3.3.39) are the same,
line for line, as in the proof of part (i). We only have to replace ϕZ by ϕ′
and use the fact that we have ϕ
′
ϕ = Ψ
′ instead of ϕZϕ = ϕY .
The only difficulty which arises in the Lévy model as compared to the
deconvolution model is the fact that the quantity ϕ̂′n which appears in
the definition of the estimator θ̂m is unbounded. To be able to apply the
Bernstein inequality, we have to introduce some truncation and then see







(logn+ log x̃m,k(k −m))
})
(3.3.58)









































































∣∣∣(̂̄θk − ̂̄θm)− (˜̄θk − ˜̄θm)∣∣∣2 + 2 ∣∣∣(θ̂rk − θ̂rm)− (θ̃rk − θ̃rm)∣∣∣2 . (3.3.59)
Again, we find that
E
[∣∣∣(̂̄θk − ̂̄θm)− (˜̄θk − ˜̄θm)∣∣∣2 ∣∣∣ϕ̂n] ≤ 1
n
σ̃2m,k a.s. (3.3.60)





































(log(nx̃m,k(k −m)))x̃m,k a.s. (3.3.61)
Another application of Lemma 3.3.2 gives
E
























64 4η (log (nx̃m,k(k −m))) x̃m,k
)
a.s. (3.3.62)






























































(log (nx̃m,k(k −m)))−2x̃−2m,k(k −m)
−2.



















It is important to recall, at this point, that we have split our observa-
tions into two independent samples, which implies that ϕ̂′n and ϕ̂n are
independent. This allows to apply the Bernstein inequality.
The remainder term can be estimated as follows:
E




































































) ∣∣∣∣ϕ̂n] exp (−2 log (nx̃m,k(k −m)))
≤ n−1 4
η2
E [exp (η|Z1|)] x̃−2m,k(k −m)
−2a.s. (3.3.65)































= C ′n−1, (3.3.67)
and hence the statement of part (ii).
(iii) This part of the statement differs from part (ii) in the fact that the trun-













































The last inequality is a consequence of the fact that C̄1 =∞ and C̄2 ≥ 1.
Again, we apply the integral version of the Bernstein inequality to the
truncated random variables and find that, almost surely,
E










The remainder term can now be estimated as follows: As in the proof of
part (ii), we have
E










































We have now, by assumption, mn ≤ n and thus k,m ≤ n. Moreover,
we have 1ϕ̌n(u) ≤ n
1/2 by construction, ‖f‖∞ <∞ by assumption and the



























∣∣ϕ̂n] = E [|Z1|21 ({|Z1| > √n})] ≤ n−4 E [|Z1|10] . (3.3.73)




















and hence the statement for the remainder term, which completes the
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proof of part (iii). 
We are now ready to prove Theorem 3.2.10 and Theorem 3.2.11 and Theorem
3.2.12. The proofs of the three statements are completely analogous.
Proof of Theorem 3.2.10, Theorem 3.2.11 and Theorem 3.2.12








|θk − θm|2 + pen(m)
 . (3.3.75)
We start by considering the loss on the set {m̂ ≤ m∗}.
We use the estimate∣∣∣θ − θ̂m̂∣∣∣2 1 ({m̂ ≤ m∗})
≤ 2
∣∣∣θ − θ̂m∗ ∣∣∣2 1 ({m̂ ≤ m∗}) + 2 ∣∣∣θ̂m∗ − θ̂m̂∣∣∣ 1 ({m̂ ≤ m∗}) . (3.3.76)
First of all, Lemma 3.2.6 and the definition of the penalty term imply that
E
[
|θ − θ̂m∗ |2
]
≤ 2|θ − θm∗ |2 + 2E
[∣∣∣θm∗ − θ̂m∗∣∣∣2]
≤ 2|θ − θm∗ |2 + 2CNK pen(m∗). (3.3.77)
Next, the definition of m̂ gives∣∣∣θ̂m∗ − θ̂m̂∣∣∣2 1 ({m̂ ≤ m∗})
≤ p̃en(m∗) + sup
k>m∗
k∈M












∣∣∣(θ̂k − θ̂m∗)− (θk − θm∗)∣∣∣2 − H̃2(m∗, k)}+ 2 sup
k>m∗
k∈M
|θk − θm∗ |2.
(3.3.79)







∣∣∣(θ̂k − θ̂m∗)− (θk − θm∗)∣∣∣2 − H̃2(m∗, k)}
 ≤ Cn−1. (3.3.80)
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Next, we observe that, by definition of H̃2 and p̃en,
H̃(m̂,m∗)1 ({m̂ ≤ m∗}) ≤ p̃en(m∗). (3.3.81)




, we can apply Corollary 3.3.7 to find
that for some positive constant CNK depending only on the choice of the constants,
E [p̃en(m∗)] ≤ CNK pen(m∗). (3.3.82)


























≤ CNKλ2m∗σ2m∗ . (3.3.84)
Putting the above results together, we have shown that for some positive
constant CNK depending only on the choice of the constants and some constant
C specified in Proposition 3.3.10,
E
[∣∣∣θ − θ̂m̂∣∣∣2 1 ({m̂ ≤ m∗})]
≤ 2 |θ − θm∗ |2 + CNK pen(m∗) + 2 sup
k>m∗
k∈M
|θk − θm∗ |2 + Cn−1
≤ (6 + CNK) inf
m∈M
|θ − θmn |2 + supk≥m
k∈M
|θk − θm|2 + pen(m)
+ C ′n−1. (3.3.85)
This is the desired result for the expected loss on {m̂ ≤ m∗}.
It remains to consider the loss on the set {m̂ > m∗}.
We use the estimate
|θ − θ̂m̂|
2 ≤ 3|θ − θm∗ |2 + 3|θm̂ − θm∗|
2 + 3|θm̂ − θ̂m̂|
2. (3.3.86)
First, we clearly have
3
(
|θ − θm∗ |2 + |θm̂ − θm∗ |
2
)
1 ({m̂ > m∗})
≤ 3|θ − θm∗ |2 + 3 sup
k>m∗
k∈M
|θk − θm∗|2. (3.3.87)
Next, we can estimate
|θm̂ − θ̂m̂|



















p̃en(k)1 ({m̂ = k}) . (3.3.88)











Moreover, by definition of m̂, we have on {m̂ = k}:
p̃en(k)


















|θl − θm∗ |2.(3.3.90)
Again, one can deal with the first expression in the last line of formula (3.3.90),
using Proposition 3.3.10. Moreover, we can argue, once again, that by Corollary
3.3.7, we have for some positive constant CNK:
E [p̃en(m∗)] ≤ CNK pen(m∗). (3.3.91)









|θl − θm∗ |2 + CNK pen(m∗) + 2Cn−1. (3.3.92)




21 ({m̂ > m∗})
]
≤ (11 + CNK) inf
m∈M
|θ − θmn |2 + supk>m∗
k∈M
|θk − θm∗ |2 + pen(m)
+ 2Cn−1,(3.3.93)
which is the desired result for {m̂ > m∗}. This completes the proof. 
3.3.2 Proof of the main result of Section 3.2.1
In what follows, we formulate some auxiliary results for the global threshold
estimator which has been introduced in Section 3.2.1.
Indeed, these results can be treated as special cases of the more general results
which have been obtained in the preceding section. For this reason, we only
sketch the proofs to avoid redundancy.
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Lemma 3.3.11. For τ > 0, let
Un := U τn := inf
{




U ′n := U τn ′ := inf
{




Ûn := Û τn := inf
{




















Proof. This is an immediate consequence of Lemma 3.3.4.
Next, we can prove the following versions of Proposition 3.3.5 and Corollary
3.3.6:
Lemma 3.3.12. Let 1ϕ̌n =
1
ϕ̌κ,δn
be defined according to Definition 3.2.1. As-
sume that for some γ > 0 and some p > 0, we have κ ≥ 2(√pc1 + γ), where
c1 denotes the constant in Talagrands inequality. Then we find that for some
constant CK depending only on the choice of γ and δ,
P
({
∃u ∈ R :
∣∣∣∣ 1ϕ̌n(u) − 1ϕ(u)











Proof. It is enough to consider the set
C :=
{
Ûn ∈ [Un, U ′n]
}
. (3.3.99)
We introduce, this time, the partition R = R1 ∪R2 ∪R3 with
R1 := {u ∈ [−Un, Un]}, R2 = {u ∈ [−U ′n, U ′n]c} (3.3.100)
and
R3 := {u ∈ [−U ′n,−Un] ∪ [Un, U ′n]}. (3.3.101)
We use the fact that on the set C, we have on R1,
|ϕ(u)| ≥ 32κ(logn)
1/2w(u)−1n−1/2, (3.3.102)
as well as ∣∣∣∣ 1ϕ̌n(u)
∣∣∣∣ = ∣∣∣∣ 1ϕ̂n(u)














and finally, on R3,
κ
2 (logn)





∣∣∣∣ ≤ κ−1(logn)−1n1/2. (3.3.107)
Combining these inequalities gives the desired result on the set C. The remain-
der term is negligible thanks to Lemma 3.3.11.
Corollary 3.3.13. In the situation of the preceding statement, we have
P
({
∃u ∈ [−Ûn, Ûn] :
∣∣∣∣ 1ϕ̌n(u) − 1ϕ(u)
∣∣∣∣2 > (4κ)2 (logn)w(u)−1n−1|ϕ̌n(u)|2|ϕ(u)|2
})
≤ CKn−p.
Proof. This result is derived from the preceding statement as Corollary 3.3.6 is
derived from Proposition 3.3.5.
In analogy with Lemma 3.2.6, we derive the following statement:
Lemma 3.3.14. Let 1ϕ̌n be the estimator which has been introduced in Defini-
tion 3.2.1. Let κ be chosen such that for some γ > 0, we have κ ≥ 2(
√
2c1 +γ).
Let Assumption 3.2.2 be satisfied. Then we have for some constant CNK depending









 ≤ C ′2ϕ
C2ϕ
CNK.
Proof. This result is derived directly from Lemma 3.3.12 by observing that the
estimate trivially holds true on a favourable set C and the remainder term is
negligible.
Finally, we will need the following version of Proposition 3.3.10:
Proposition 3.3.15. For arbitrary m ∈ N, let ĝm = ĝm,n be defined by
(3.2.24). Let gm be defined by (3.2.4). Let H̃
2(m, k) := p̃en(k) − p̃en(m).
For k ∈M, let k′ denote the random index k′ = k ∧ b 1π Ûnc. Then we find that
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} ≤ Cn−1, (3.3.108)
with some positive constant C depending only on the choice of κ and δ.




ϕ̌(u) 1 ([−πm, πm]) (u)
)
, (3.3.109)
























Again, we condition on the characteristic function and use the Bernstein in-
equality to deal with the quantity appearing in formula (3.3.110). Since the
absolute value of the characteristic function ϕ̂Z is bounded above, we do not
need here a finite moment assumption.
The quantity appearing in formula (3.3.111) is treated in the same way as the
quantity appearing in the last line of formula (3.3.39) in the proof of Proposition




∀u ∈ [−Ûn, Ûn] :




























1 du = (k −m). (3.3.114)
We can estimate on C(m, k):
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where the last estimate follows immediately from the definition of the penalty
term.
Finally, we show that the remainder term is negligible, using the same argu-
ments as in the proof of Proposition 3.3.10.
We are now ready to prove the main result for the global threshold estimator:
Proof of Theorem 3.2.4




L2 ≤ 2‖g − ĝm∗‖
2
L2 + 2‖ĝm∗ − ĝm̂‖
2
L2 . (3.3.116)



















1 ({m̂ ≤ m∗}) . (3.3.118)












1 ({m̂ ≤ m∗}) ≤ p̃en(m∗). (3.3.120)
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We can extend Lemma 3.3.14 to see that for some positive constant CNK depend-





We have thus shown that
E







‖g − gm‖2L2 + pen(m)
}
, (3.3.122)
which is the desired result for the set {m̂ ≤ m∗}.
Next, consider the set {m̂ > m∗}. We can decompose
‖g − ĝm̂‖
2
L21 ({m̂ > m
∗})
≤ 2‖g − gm̂‖
2
L21 ({m̂ > m
∗}) + 2‖gm̂ − ĝm̂‖
2
L21 ({m̂ > m
∗}) . (3.3.123)
First, we trivially have
‖g − gm̂‖
2
L21 ({m̂ > m
∗)}) ≤ ‖g − gm∗‖2L2 . (3.3.124)
Next, we can estimate
‖gm̂ − ĝm̂‖
2





















‖gk − gk′‖21 ({m̂ = k}) . (3.3.125)
The expected value of the expression appearing in the second line of formula



















∗) + ‖gk′ − gm∗′‖2L2 (3.3.126)












 ≤ Cn−1 (3.3.127)
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Finally, we have by definition of m̂ on the set {m̂ = k > m∗}:
‖gk′ − gm∗′‖2L2 = ‖gk′ − gm∗‖
2




‖gk − gk′‖2L2 ≤ ‖g − gm∗‖
2
L2 . (3.3.130)
Putting the above results together, we have shown that for positive constants














‖g − gm‖2L2 + pen(m)
}
+ Cn−1, (3.3.131)




Tools from Fourier analysis
We collect here some basic definitions and facts from Fourier analysis which are
used throughout the text.
Definition A.1. Let g ∈ L1(Rd). Then for u ∈ Rd, the Fourier transform of g




If P is a probability measure on Rd, the Fourier transform of P is
F P(u) =
∫
ei〈u,x〉 P( dx). (A.2)
The Fourier transform of a probability measure is often referred to as the char-
acteristic function of P. For a random variable Z taking values in Rd, F PZ is
often denoted by ϕZ and referred to as the characteristic function of Z.
Let us briefly summarise here the most important properties of the Fourier
transformation.
Theorem A.2. The following is true for the Fourier transformation of inte-
grable functions, as well as for the Fourier transformation of probability mea-
sures:
(i) Linearity:
F(af + bg) = aFf + bFg. (A.3)
(ii) Boundedness:
‖Ff‖∞ ≤ ‖f‖L1 , ‖F P ‖∞ ≤ 1. (A.4)
(iii) For z ∈ C, let z̄ denote the complex conjugate. Then we have
Ff(−u) = Ff(u). (A.5)
The following result shows the equivalence between differentiation and con-
volution operation and algebraic manipulations of the Fourier transform.
Theorem A.3.
(i) For f, g ∈ L1(Rd), the convolution of f and g is given by
(f ∗ g) (x) :=
∫
f(x− y)g(y) dy. (A.6)
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For finite Borel measures P and Q on Rd, we have
∀A ∈ B(Rd) : (P ∗Q) (A) :=
∫
P(A− y)Q( dy). (A.7)
The convolution operation is equivalent to pointwise multiplication in the
Fourier domain:
F(f ∗ g)(u) = Ff(u)Fg(u) and F(P ∗Q)(u) = F P(u)FQ(u). (A.8)
(ii) Let g ∈ Ck(Rd) and assume that for every multi-index α with |α| ≤ k,
∂αg ∈ L1(Rd). Then we have
F(∂αg)(u) = (−iu)αFg(u). (A.9)
The proof of Theorem A.3 can be found, for example, in Chapter 7 in Rudin
[62]. The next result is known as the Fourier inversion formula.
Theorem A.4. Let g ∈ L1(Rd) and let Fg ∈ L1(Rd). Then we have for every




Again, we refer to Chapter 7 in [62] for the proof.
Theorem A.5 (Riemann-Lebesgue-Lemma:). Let g ∈ L1(Rd) then the follow-
ing holds:
|Fg(u)| → 0, |u| → ∞. (A.11)
The proof can be found, for example, in Chapter VI. 1 in Katznelson [39].
For functions in L2(Rd) \ L1(Rd) the integral appearing in (A.1) is not well
defined. However, the Fourier transformation can be given sense for arbitrary
square integrable functions. This is done by considering the Fourier transforma-
tion on an appropriate subspace of the L2(Rd) (the Schwartz space), by noticing
that the Fourier transformation is (up to a constant factor) an isometric iso-
morphism from the Schwartz space in itself and that the Schwartz space lies
dense in L2(R). This allows to continuously extend the Fourier transformation
to the whole space L2(R).
Theorem and Definition A.1. There is a bijective linear mapping
F̃ : L2(Rd)→ L2(Rd) (A.12)
such that the following holds true:
(i) The restriction of F̃ to L2(Rd) ∩ L1(Rd) agrees with F as defined in Defi-
nition A.1.







We call F̃f the Fourier transformation on L2(R) and simply write F instead of
F̃.
For the proof of the statement, we refer, to chapter 7 in [62].
Theorem A.6. Let f, g ∈ L2(R). Then we have
〈f, g〉 = 1(2π)d 〈Ff,Fg〉. (A.14)





We give here a short overview of the theory of distributions and introduce the
notation which is used throughout the text. For sake of simplicity, we content
ourselves with considering the one dimensional case.
Definition B.1. Let Ω ⊆ R be a nonempty open set. For a compact set K ⊆ Ω,
let
DK(Ω) := {ϕ : R→ C
∣∣ supp(ϕ) ⊆ K, ϕ ∈ C∞(Ω)} (B.1)






be the space of infinitely differentiable functions on Ω which are compactly sup-
ported.
The functions collected in D(Ω) are called test functions.







To avoid a general discussion about topological concepts, we do not introduce
the locally convex topology on D(Ω) and define, in an abstract way, distribu-
tions as linear functionals which are continuous with respect to this topology,
see, for example, Definition 6.7 in Rudin [62]. Instead, using Theorem 14.4 in
Jantscher [35], we work with the following definition, which is more intuitive:
Definition B.3. A linear mapping f : D(Ω) → C is called as distribution, if
for every compact set K, there is a positive constant c and a constant k ∈ N
such that for every ϕ ∈ DK(Ω),
|f(ϕ)| ≤ c pK,k(ϕ). (B.4)
Every locally integrable function can be identified, in a natural way, with a
distribution:
Theorem and Definition B.1. Let f̃ be a measurable and locally integrable
function, that is, for every K,
∫
K
|f̃ |(x) dx <∞. Then the linear mapping






A distribution f is called regular if there is a locally integrable function f̃
such that f is given by (B.5).
A distribution is called singular if it is not regular.
The proof of this statement can be found, for example, in Chapter 6 in [62].
If there is no danger of confusion, we often identify the regular distribution
f with the function f̃ . Moreover, we use, even for non-regular distributions f ,
the notation
∫
f(x)g(x) dx instead of f(g).
Definition B.4. Let V ⊆ Ω be an open set. Then a distribution f vanishes
on V , if
∫
ϕ(x)f(x) dx = 0 holds for every test function ϕ with support in V .
The support of a distribution is the complement of the union of all open sets
on which f vanishes.
Definition B.5. Let f be a distribution and K some compact set. The order
of f on K is the smallest positive integer k for which a constant c > 0 exists
such that (B.4) holds.
A distribution is called of finite order if there is a constant k0 such that for
every compact set K, the order of f on K is smaller than or equal to k0. In this
case, k0 is called the order of f .
Lemma B.6. If f has compact support, then f is of finite order. In this
case, there exists a constant c < ∞ and a nonnegative integer k such that the
following holds true for every compact set K and for every test function ϕ:
f(ϕ) ≤ c pK,k(ϕ). (B.6)
The proof can be found in [62], Theorem 6.24.
Definition B.7. In the situation of the preceding Lemma, we let ‖f‖ denote
the smallest nonnegative constant for which (B.6) holds true.
Definition B.8. The Schwartz space S(R) consists of all functions f ∈ C∞(R)
for which the following holds:
∀m ∈ N ∀α ∈ N : lim
|x|→∞
xαf (m)(x) = 0. (B.7)





(1 + |x|j)|ϕ(m)(x)|. (B.8)
Lemma 2.0.16. The Fourier transformation is, up to a constant factor, an
isometric isomorphism of the Schwartz space onto itself.
Definition B.9. A linear mapping f : S(R) → C is called a tempered distri-
bution, if there is a positive constant a and j, k ∈ N such that for any ϕ ∈ S:
|f(ϕ)| ≤ apj,k(ϕ). (B.9)
The space of tempered distributions is denoted by S′(R).
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Again, we often use the notation
∫
ϕ(x)f(x) dx instead of f(ϕ).
The restriction of a tempered distribution toD(R) is a distribution, see Theo-
rem 37.1 in [35], but the converse is false: A distribution need not be tempered,
so the space S′(R) of tempered distributions is a proper subspace of the space
D′(R) of distributions.
The Fourier transformation can be given sense not only for integrable and
square integrable functions, but also for the much broader class of tempered
distributions, see for example, Chapter 9 in [35]:
Theorem and Definition B.2. Let f be a tempered distribution. Then there
is a tempered distribution F̃f such that the following equality holds:





F̃ is called the Fourier transform of f . We write, henceforth Ff instead of F̃f .
The Fourier transformation F : S′(R)→ S′(R) thus defined is a bijective linear
mapping of the dual space of the Schwartz space onto itself.
Formula B.10 is known as Parseval’s identity.
It is important to note that the above definition is consistent with the usual
notion of the Fourier transform. Again, we refer to Chapter 9 in [35] for the
proof of the following statement:
Theorem B.10. Let µ be a finite Borel measure.Then formula (B.10) is sat-
isfied for Fµ(u) =
∫
eiuxµ( dx). Let f ∈ L1(R)∪L2(R). Let Ff be defined as in
the preceding section. Then formula (B.10) is satisfied for Ff .
We will have to extend the theory of linear functionals from the test function
space to more general function spaces.
Definition B.11. Let Ω ⊆ R be an open set. Let Ck(Ω) denote the space of
k-times continuously differentiable functions on Ω. Let Ck(Ω) be endowed with
the following topology: For a sequence (ϕn) in Ck(Ω), we say that ϕn ⇒
k
0, if




Then one can show the following statement:
Theorem B.12. Every distribution f of order k with compact support in Ω
can be extended, in a unique way, to a continuous linear functional on Ck(Ω).
Conversely, the restriction of a continuous linear functional on Ck(Ω) to D(Ω)
is a distribution of order k.
It is shown in §16 in Jantscher [35] that every distribution of order k in D(Ω)
can be extended in a unique way to a continuous linear functional on the space
DkK(Ω) of k-times continuously differentiable functions with compact support in
Ω. On the other hand, it is shown in §30 therein that every distribution having
compact support in Ω can be extended to a linear functional on the space of
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infinitely differentiable functions C∞(Ω). A straightforward combination of
both statements gives the desired result.
We will often use the following extension of Parseval’s identity:
Theorem B.13. Let µ be a finite Borel measure. Let f ∈L1(R) and sup
x∈R
|f(x)| <
∞. Assume that FfFµ(−•) ∈ L1(R). Then we have∫
f(x)µ( dx) = 12π
∫
Ff(−u)Fµ(u) du. (B.12)
Let µ be a finite Borel measure. Let f be a distribution with compact support K








f(x)gD(x) dx, which makes sense in
view of the preceding theorem. Assume that Ff(−•)Fµ ∈ L1(R). Then∫




Proof (sketch). The proof relies on the fact that any distribution can be ap-
proximated, with arbitrary precision, by regular distributions, which can be
identified with Schwartz functions, see Theorem 39.5 in [35]. Moreover, the
approximating functions can be chosen such that their Fourier transform has
compact support. This will permit to use Parseval’s identity (B.10) and dom-












Finally, we need the following important result which is known as Paley-
Wiener Theorem:
Theorem B.14.
(i) If f is a distribution with support in (−r, r) and has order k, then Ff is
an entire function and we have
∀z ∈ C : |Ff(z)| ≤ γ(1 + |z|)ker| Im z|. (B.15)
for some constant γ <∞.
(ii) Conversely, if g is an entire function such that
∀z ∈ C : |g(z)| ≤ γ(1 + |z|)ker| Im z| (B.16)
holds for some constant γ <∞, then there exists a distribution f of order
k with support in (−r, r) such that for any u ∈ R, g(u) = Ff(u).
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We conclude by giving a very short discussion on the general case, where X
is no longer assumed to have finite variation on compact sets, a drift part is
admitted and there may be a non-zero Gaussian component. We only formulate
the following assumption:
Assumption C.1. X has finite fourth moments, so∫
x4ν( dx) <∞. (C.1)
The model
We observe
X∆, · · · , X2n∆, (C.2)
where X is a Lévy process for which Assumption C.1 is satisfied. In this case,
µ(dx) = xν( dx) need no longer be finite, but µσ( dx) := σ2δ0( dx)+x2ν(dx) is
a finite measure and we may follow Neumann and Reiß and consider the alter-
native parametrisation given in part (i) of Lemma 1.1.11. In a high frequency
framework, the general case has been treated by Comte and Genon-Catalot
[19].
The center γ1 equals the mean value of X1, which allows to use γ̂1 = 1TXT
as an estimator of γ1.
The Fourier transform of µ can be recovered, using the first and second







eiux − 1− iux
x2
µ(dx)
















We impose the same regularity conditions on µ and on f as previously. In the
usual way, we define the empirical versions ϕ̂∆,n of ϕ∆, ϕ̂′∆,n of ϕ′∆ and ϕ̂′′∆,n of
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ϕ′′∆, as well as the estimator
1
ϕ̃∆,n
of 1ϕ∆ . In analogy with Definition 2.2.7, we
can then define a kernel estimator of µ.
Definition 3.0.17. For a kernel function K satisfying (K1) and (K2) and a
















Let us formulate some ideas about what might happen in the general case:
One can formulate the following conjecture about the risk bounds:
Conjecture C.2. Let θ̂∆,h,n be the kernel estimator introduced in Definition

























with constants C1 and C2 depending on Ψ(k), k = 1, · · · , 4.
The proof will essentially rely on an extension of Lemma 2.5.1. We will have
to consider
1
∆ E [T (u)T (−v)] , (C.6)




















We will obtain a decomposition, similar to what happens in the proof of Lemma
2.5.1 and the arguments will basically run along the same lines, but with the
double number of terms. There will appear covariance terms of the form
Cov(ϕ̂′′1(u), ϕ̂′′1(v)) = ϕ(iv)(u− v)− ϕ′′(u)ϕ′′(−v),
which lead to the occurrence of Ψ(k), k = 1, · · · , 4.
If one can prove the Conjecture C.2, the rate results presented in Section
2.3 can immediately be extended to the case of infinite variation and nonzero
Gaussian part.
Moreover, we believe that the model selection procedure can be extended to
the general case and one can prove results in analogy with Theorem 3.2.11 and
Theorem 3.2.12.
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The uniform control on the characteristic function in the denominator, which
is essential for our arguments, does not depend on the assumption that the
Gaussian part and drift is zero and the jumps are moderate. The extension
of Proposition 3.3.10 might cause some technical difficulties when dealing with
the squared terms. Possibly, there will arise the necessity to introduce another
sample splitting and define two independent estimators ϕ̂′∆,n,1 and ϕ̂′∆,n,2 of ϕ′∆
and then use ϕ̂′∆,n,1ϕ̂′∆,n,2 as an unbiased estimator of (ϕ′∆)2.
All in all, we believe that the loss of generality which results from only treating
the special case in this thesis is small, compared to the loss of intuition and
readability which would have resulted from dropping the assumptions (A1)-
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