Abstract: Artificial neural networks have attracted considerable attention and have shown promise for modeling complex nonlinear relationships. This paper explores the use of artificial neural networks in predicting the confinement efficiency of concentrically loaded reinforced concrete (RC) columns with rectilinear transverse steel. Fifty-five experimental test results were collected from the literature of square columns tested under concentric loading. A multilayer-functional-link neural network was used for training and testing the experimental data. A comparison study between the neural network model and four parametric models is also carried out. It was found that the neural network model could reasonably capture the underlying behavior of confined RC columns. Moreover, compared with parametric models, the neural network approach provides better results. The close correlation between experimental and calculated values shows that neural network-based modeling is a practical method for predicting the confinement efficiency of RC columns with transverse steel because it provides instantaneous result once it is properly trained and tested.
INTRODUCTION BEHAVIORS AND MODELS OF CONFINED CONCRETE
When a RC column with transverse reinforcement is subjected to an increasing static load, the stress-strain behavior of the column can be described as shown in Fig. 1 , in which f co is the maximum strength of unconfined concrete; f cc is the maximum strength of confined concrete; ε co is the strain at the maximum strength of unconfined concrete; and ε cc is the strain at the maximum strength of confined concrete. At the early stage of loading, owing to the fact that the Poisson ratio of concrete is lower than that of steel, the confining steel has not any effect on the confined column. With the increase in load, the transverse strain of concrete will cause a lateral expansion of confined concrete core, which will be resisted by the passive confinement provided by transverse reinforcement. At this stage, confinement of the concrete core is gradually achieved due to the so-generated multiaxial state of stress. Accordingly, the strength and strain at the maximum stress of confined concrete are increased. However, the passive lateral confinement is not always uniform, especially in the case of using rectilinear transverse steel (Sheikh and Uzumeri 1980) . For instance, in a specimen with four corner bars, the square ties can apply confining pressure only near the corners of the section. Also, at a section midway between ties, the area of effectively confined concrete has the least value (Cusson and Paultre 1994) . Therefore a considerable portion of the concrete may be unconfined.
In order to predict the confinement efficiency of RC columns with rectilinear transverse steel, several analytical models with various degrees of sophistication have been extensively studied in the past two decades.
Some prominent methods among them, which were selected and used in this study for comparison with the results from the neural network model, are outlined in the following.
Park et al. Model
According to the modified stress-strain relation for concrete confined by rectangular ties proposed by Park et al. (1982) , the maximum axial stress of confined concrete, f cc , and the corresponding strain, ε cc , can be computed as follows:
in which K is the strength gain of confined concrete. The expression for K is in the form
where ρ s = volumetric ratio of transverse steel in concrete core; f yh = yield strength of transverse steel; and f c ' = cylinder compressive strength of concrete.
Yong et al. Model
Yong, Nour, and Nawy (1988) presented an empirical model for the stress-strain curve of rectilinearly confined high-strength concrete. The maximum axial stress of confined concrete and the corresponding strain can be computed as follows: 
in which s = spacing of transverse steel in inches; w = length of one side of the transverse steel in inches; n = number of longitudinal steel bars; d l = nominal diameter of longitudinal steel bars in inches; d s = nominal diameter of transverse steel bars in inches; ρ g = volumetric ratio of longitudinal steel ratio in column cross section; and f c ' and f yh in psi. Sheikh and Uzumeri (1982) introduced the concept of the effectively confined concrete area within the nominal concrete core. The area of the effectively confined concrete is determined by the transverse steel spacing, the distribution of longitudinal steel around the core perimeter and the configuration of transverse steel.
Sheikh and Uzumeri Model
The proposed confinement efficiency of confined concrete can be computed as follows:
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The expression for K is in the form 
in which b c = dimension of concrete core; s l = distance between the laterally supported longitudinal bars; n = number of laterally supported longitudinal bars; f sh = stress in the transverse reinforcement at the maximum strength of confined concrete; and P occ = f cc (A cc ) , where A cc = area of concrete in the core. In Eq. (8) the linear dimensions are in mm, the stresses in MPa, and P occ in kN.
Cusson and Paultre Model
Cusson and Paultre (1995) proposed a stress-strain model for high-strength concrete tied columns tested under concentric loading. The determination of the strength and ductility of confined concrete is based on the effective confinement pressure, which depends on the stress in the transverse reinforcement at maximum strength of confined concrete and on the effective confined concrete area. The proposed confinement efficiency of confined concrete can be computed as follows:
where 
FUNDAMENTAL ASPECTS OF NEURAL NETWORKS
As stated previously, there is still a great need to develop tools for modeling the behavior of confined concrete columns that require minimum assumptions. Recent research has shown that artificial neural network-based modeling is a promising method. An artificial neural network consists of a number of processing elements that are arranged logically into two or more layers and interact with each other via weighted connections to constitute a network. The remarkable computational characteristics of neural networks are their ability to learn functional relationships from training examples and to discover patterns and regularities in data through self-organization.
Most neural network applications are based on the error back-propagation algorithm proposed by Rumelhart et al. (1986) . The back-propagation algorithm consists of forward propagation of a set of patterns presented as input to the network and, then, backward error propagation beginning at the output layer where errors are propagated back through the intermediate layers toward the input layer. Fig. 2 shows the typical architecture of back-propagation neural networks with an input layer, an output layer, and one hidden layer. The input layer neurons just pass the input pattern values to the hidden layer (with no calculations happening). Each of the hidden layer neurons computes a weighted sum of its input, pass as the sum through its activation function, and presents the activation value to the output layer. The process of forward and backward propagation continues until the error is reduced to an acceptable level.
The learning process primarily involves the determination of connection weight matrices and the pattern of the connections, and application of the learning rule that the neural network obtains the desired relationship embedded in the training data. In addition, the choice of activation function may significantly influence the applicability of a training algorithm since it defines how the net input received by a unit combines with its current levels of activation to compute a new level of activation. When the activation function is continuous and bounded it is common to use a sigmoid function, the derivative of which is easy to form so that little extra calculation is needed. A detailed explanation of back-propagation networks is beyond the scope of this paper.
However, the basic algorithm for back-propagation neural network is described in the literature (e.g. , Zurada 1992; Welstead 1994; Fausset 1994) .
NEURAL NETWORK-BASED MODELING OF CONFINED RC COLUMNS
In this study, a commercially available multilayer-functional-link neural network, MFLN (Yeh 1997) , was used to predict the confinement efficiency of RC columns with rectilinear transverse steel. The MFLN network is a modification of the standard back-propagation neural network, where enhancements with logarithm neurons and exponent neurons in the input and output layers are used to improve the network's performance, including efficiency and accuracy. During the process of learning, several tools, such as the Root-Mean-Square, RMS (Dayhoff 1990) , and weight histograms, monitor the network instantaneously to achieve a better understanding of the network performance. Once the network is trained and converges, a test set is presented to the network sequentially to verify the reliability and accuracy of the network performance. Details on the establishment of neural network models for RC columns, along with sources of the data that are used in the development, are described below.
Generation of Data and System Model
In general a good training data set should include comprehensive information about the characteristics of the materials behavior, since that the trained neural network will contain sufficient information to qualify as a material model. In this study, the experimental data include 55 RC column results, which are taken from the tests carried out by Sheikh and Uzumeri (1980) , Cusson and Paultre (1994) , and Yong et al. (1988) . The complete list of the data is given in Table 1 , where the name and the source of each specimen are referenced, and their ranges are listed in Table 2 . Among the collected examples, 45 are sampled randomly and used as training examples, and the remaining 10 are regarded as testing examples.
The existing empirical equations, summarized previously, represent a survey of various statistical regression attempts for correlations between the behavior of concrete columns and characteristic parameters. Therefore, selection of input variables for a network model could be guided by examining those parameters given in the aforementioned references. After a thorough study, six major variables were adopted to model the confinement efficiency of confined concrete column because these variables could reflect the fact that the area of the effectively confined concrete is determined by the transverse steel spacing, the distribution of longitudinal steel around the core perimeter and the resulting transverse steel configuration. The six major variables are listed as follows:
• f c ' = cylinder compressive strength of concrete;
• A cc = area of concrete in the core;
• ρ s = volumetric ratio of transverse steel in concrete core;
• s l = distance between the laterally supported longitudinal bars;
• s = spacing of transverse steel; and
• f yh = yield strength of transverse steel.
In other words, the input layer of the neural network consists of six processing units representing these six variables, and the output layer includes two neurons representing the maximum axial stress, f cc , and strain, ε cc , of confined concrete, respectively.
Training and Testing of Network
Training means to present the network with the experimental data and have it learn, or modify its weights, such that it correctly reproduces the strength behavior of a confined concrete column. However, training the network successfully requires many choices and training experiences. In this study, the network configuration was arrived after watching the performance of different configurations for a fixed number of cycles. Then, learning parameters were changed and learning processes were repeated. In addition, to avoid over-training, the convergence criterion adopted in this study depends on whether the RMS error of the testing data has reached its minimum. Before the neural networks are trained, to avoid the slow rate of learning near the end points of the range, the input and output data were scaled into the interval [-1, 1] and the interval [0.2, 0.8], respectively.
Moreover, the learning rate and the momentum factor of the general delta rule were adjusted according to the following formulas:
where η is the learning rate; γ η is the reduced factor of learning rate; η min is the minimum bound of learning rate; α is the momentum; γ α is the reduced factor of momentum factor; and α min is the minimum bound of momentum factor. The RMS error, as stated previously, is adopted to provide a measure of the output network accuracy over the number of training iterations. Table 3 shows that for the maximum strength of confined concrete by the MFLN model, the value of RMS error is 1.5483 MPa for training set and 5.0356 MPa for testing set; while for the corresponding strain of confined concrete, the value of RMS error is 0.00039 for training set and 0.00077 for testing set. These error measurements indicate that the error has been reduced to an acceptable level. In addition, the coefficient of determination (R 2 ) can be used as an index of how well the independent variables (i.e., f c ' , s, s l , ρ s , A cc , and f yh ) considered account for the measured dependent variables (f cc and ε cc ) and thus test the accuracy of the trained network. It was found that the values of R 2 are all greater than 0.92 for both the training set and testing set. This indicates a significant correlation between the independent variables and the measured dependent variables.
DISCUSSION AND COMPARISON OF PREDICTION MODELS
To compare the neural network results with other well-known existing models, the same training and testing data are used to calculate the predicted maximum strength f ccp and the corresponding strain ε ccp of confined concrete columns. Regarding all 55 RC columns, the measured maximum strength and the corresponding strain (f cce and ε cce collected from the literature) are plotted against the predicted values, as shown in Fig. 3 for ε cce vs. Table 3 . It is seen that the MFLN model gives the smallest RMS error and the largest R 2 for both the training and testing sets.
As for the maximum strength values of f cce and f ccp , Fig. 4 shows that for the training set the overall predictions from the MFLN model is better than those of the aforementioned models, namely Eq. (1), Eq. (4), and Eq. (7). However, Table 3 indicates that for the testing set the RMS error value of the Sheikh-Uzumeri model is smaller than that of the MFLN model. This may be attributed to the fact that most of the testing samples are taken from the tests carried out by Sheikh and Uzumeri. In other words, the Sheikh-Uzumeri model had been well calibrated to fit the experimental results of the testing samples and thus resulted in the least value of RMS error. By contrast, the MFLN model is calibrated to fit all the experimental results of the training and testing samples.
In addition, the four prediction models have been compared by means of the average value (AVG), standard deviation (STD), and coefficient of variation (COV) of the ratios of ε cce /ε ccp and f cce /f ccp . Table 4 Table 1 Actual experimental data for confined RC columns 
