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Abstract
Ostrovsky equation describes the propagation of long internal and surface waves in shallow
water in the presence of rotation. In this model dispersion is taken into account while
dissipation is neglected. Existence and nonexistence of localized solitary waves is classiﬁed
according to the sign of the dispersion parameter (which can be either positive or negative). It
is proved that for the case of positive dispersion the set of solitary waves is stable with respect
to perturbations. The issue of passing to the limit as the rotation parameter tends to zero for
solutions of the Cauchy problem is investigated on a bounded time interval.
r 2004 Elsevier Inc. All rights reserved.
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1. Introduction
In the present paper we are concerned with studying the Ostrovsky equation which
can be written as [Gr,GiGrSt,Os]
ðut  buxxx þ ðu2ÞxÞx ¼ gu; xAR; t40; ð1:1Þ
where subindices denote partial derivatives and g40; bAR are constant coefﬁcients.
This is a model equation describing the propagation of weakly nonlinear long
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surface and internal waves of small amplitude in a rotating ﬂuid. The liquid is
assumed to be incompressible and inviscid. The parameter g40 measures the effect
of rotation and is rather small for the real conditions of the Earth rotation [GiGrSt].
The parameter b determines the type of dispersion, namely b ¼ 1 (negative
dispersion) for surface and internal waves in the ocean and surface waves in a
shallow channel with an uneven bottom and b ¼ 1 (positive dispersion) for capillary
waves on the surface of liquid or for oblique magneto-acoustic waves in plasma
[Be,GaSt,GiGrSt]. In the present model dissipation is ignored. Note that this
equation is nonintegrable by the inverse scattering transform [GiGrSt,OsSt].
We shall brieﬂy describe the close relatives of the Ostrovsky equation. The ﬁrst of
them is the Korteweg–de Vries equation (KdV henceforth). It can be obtained from
(1.1) by means of setting g ¼ 0; integrating the result with respect to x and setting the
constant of integration to zero. The resulting equation has the form
ut  buxxx þ ðu2Þx ¼ 0; ð1:2Þ
where b ¼71: Here the nonlinear and dispersive terms represent small corrections
to the basic transport equation ut þ ux ¼ 0: Eq. (1.2) is written in the moving frame
of reference, therefore the term ux is absent. KdV governs waves traveling to the
right and is integrable by the inverse scattering method [AbCl].
The structure of (1.1) is similar to that of the Kadomtsev–Petviashvili equation
[KaPe]
ðut þ uxxx þ ðu2ÞxÞx ¼7uyy ð1:3Þ
which governs the propagation of weakly nonlinear surface waves in the long wave
approximation. Here the wave motion is essentially one dimensional and only weak
transverse effects are present along the y-axis (long waves in the x-direction are
accompanied by even longer waves in the y-direction). Eq. (1.3) is integrable by the
inverse scattering transform and can be considered a 2-D generalization of KdV.
Returning to the model in question, we would like to point out that one of the
main issues of interest is existence and stability of solitary waves for the Ostrovsky
equation. By a solitary wave we mean a solution of (1.1) of the form u ¼ jðxÞ; x ¼
x  ct; decaying to zero as jxj-N (a more precise deﬁnition will be given in Section
2). The cases of positive and negative dispersion prove to be quite different from the
point of view of existence of such waves. Simple physical considerations can help to
understand this distinction. Indeed, let us consider the dispersion relation for the
linearized Ostrovsky equation. If we take a plane wave solution uBexpðiðkx  otÞÞ
and substitute it into the linearized equation
utx  buxxxx ¼ gu; ð1:4Þ
we will get the dispersion relation
cðkÞ ¼ bk2 þ g
k2
;
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where cðkÞ ¼ o=k is the phase speed and k is the wave number. Since cðkÞ is an even
function, sufﬁce it to consider only positive k: It is easy to see that for b40 the
function cðkÞ has a minimum at the point k0 ¼
ﬃﬃﬃﬃﬃﬃﬃ
g=b4
p
; and the minimum of the phase
speed is cðk0Þ ¼ 2
ﬃﬃﬃﬃﬃ
bg
p
: This value proves to be small due to the smallness of g:
In the case of negative dispersion we have
cðkÞ ¼ jbjk2 þ g
k2
:
Here the function cðkÞ decreases on ð0;NÞ and passes through zero at k0 ¼
ﬃﬃﬃﬃﬃﬃﬃ
g=b4
p
:
According to the small perturbation approach discussed in [GrIo,DiIo], one should
expect the existence of small solitary waves for the range of phase speeds co2 ﬃﬃﬃﬃﬃbgp
for the case of positive dispersion and the absence of such solutions for the negative
dispersion case. This conclusion is based on the analysis of the bifurcations of the
spectrum of the ordinary differential equation corresponding to (1.4). In the present
paper we will provide a rigorous proof of the existence and nonexistence of solitary
waves for (1.1) without the smallness assumption.
Cauchy problem for the Ostrovsky equation, i.e., (1.1) with the initial condition
uðx; 0Þ ¼ fðxÞ; xAR;
has been studied in the paper [VaLi]. A fundamental solution of the linear Cauchy
problem was constructed and its long-time asymptotics was calculated. The energy
was introduced by the formula
EðuÞ ¼
Z
b
2
u2x þ
g
2
jD1x uj2 þ
1
3
u3
 
dx; ð1:5Þ
where the operator D1x is deﬁned a few lines below, and the momentum by
VðuÞ ¼ 1
2
Z
u2 dx: ð1:6Þ
Local-in-time existence and uniqueness of solutions was proved in this paper for
g40 and any sign of b in the space Xs; s43=2 (see the deﬁnition below). The time of
existence T was shown to be independent of s: It was also proved that the laws of
conservation of energy and momentum hold. Global-in-time solutions correspond-
ing to small initial data were constructed in the space X0 and the long-time
asymptotics on the rays v ¼ x=t ¼ const was computed.
Notations. We shall use the standard notation j 	 jp for the norm of the space
Lp; 1pppN: We shall denote the norm in the Sobolev space Hs; sAR; by jj 	 jjs ¼
jj 	 jjHs and the corresponding inner product by ð	; 	Þs (subindex 0 will be omitted in
the case of s ¼ 0; i.e., ð	; 	Þ0 ¼ ð	; 	Þ). We shall write
R
instead of
R
R and denote by
fˆ ðxÞ the Fourier transform of f :
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We deﬁne the space Xs by the formula
Xs ¼ fAHsðRÞ F1 fˆ ðxÞx
 !
AHsðRÞ
					
( )
and the norm in it as
jj f jjXs ¼ jj f jjs þ F1
fˆ ðxÞ
x
 !					
					
					
					
s
;
where F1ð f Þ is the inverse Fourier transform of f : We also introduce the operator
Dkx for any integer k by the formuladðDkx f ÞðxÞ ¼ ðixÞkfˆ ðxÞ
and use the notation Js ¼ ð1 @2xÞs=2 for sAR; where @x is the partial derivative with
respect to x: We denote the commutator of two operators A and B by ½A; B ¼
AB  BA:
Contents. The paper is organized as follows. In Section 2 the results on existence and
nonexistence of solitary waves are presented. For the negative dispersion case it is
proved that there are no solitary waves for co
ﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃ
140gjbjp (Theorem 2.1). These results
are obtained by means of the Pohojaev-type identities. For positive dispersion it is
established that solitary waves exist for the phase speeds satisfying the relation
co2 ﬃﬃﬃﬃﬃbgp (Theorem 2.3) which conﬁrms the small perturbation prediction discussed
above. This is done on the basis of the concentrated compactness principle.
Uniqueness of solutions in question in the energy space remains open. Some
properties regarding proﬁles of solitary waves are characterized in Corollary 2.2.
Section 3 is devoted to proving the stability of solitary waves in the positive
dispersion case. This is done by means of variational methods. In Section 4 weak
rotation limit is investigated, i.e., the issue of passing to the limit as g-0 on a
bounded time interval.
2. Existence of solitary waves
In this section we would like to establish a connection between existence and
nonexistence of solitary waves for the Ostrovsky equation
ðut  buxxx þ ðu2ÞxÞx ¼ gu; xAR; t40; ð2:1Þ
and the sign of the dispersion parameter b: Sufﬁciently smooth solutions of (2.1)
decaying to zero as jxj-N possess the propertyZ
u dx ¼
Z
xu dx ¼ 0:
It can be proved by integrating (2.1) two times with respect to x:
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By various physics-type arguments it has been shown in [GaSt,GiGrSt] that for
the case of negative dispersion ðbo0Þ Eq. (2.1) does not have nontrivial solitary
wave solutions. This fact needs a clear mathematical justiﬁcation. It is our goal here
to provide a rigorous mathematical proof of existence and nonexistence of solitary
waves.
By a solitary wave solution of (2.1) we mean a traveling wave solution of the form
uðx; tÞ ¼ jcðx  ctÞ; where cAR is a given parameter and jc is a ground state of the
stationary problem
cj bjxx þ j2 ¼ gD2x j; xAR;
jAX1; ja0:

ð2:2Þ
Solutions of (2.2) with sufﬁcient decay as jxj-N satisfyZ
j dx ¼
Z
xj dx ¼ 0:
Before stating our results on solitary waves, we introduce several notations. Let
LcðuÞ ¼ EðuÞ  cVðuÞ; ð2:3Þ
Gc ¼ fuAX1 j Lc0ðuÞ ¼ 0; ua0g ð2:4Þ
and the set of the ground states of (2.2)
Gc ¼ ffAGc j LcðfÞpLcðuÞ; 8uAGcg: ð2:5Þ
The following statement concerns nonexistence of solitary waves.
Theorem 2.1. Let g40: If bo0 and co
ﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃ
140gjbjp ; then Eq. (2.1) does not admit
nontrivial solitary wave solutions jcAX1:
Proof is based on Pohojaev-type identities. Basically, we follow the arguments in
[BoSa]. We assume that solitary waves jc are smooth enough for the subsequent
arguments to go through. The regularity assumptions on jc can be justiﬁed by the
standard arguments. Let uðx; tÞ ¼ jcðx  ctÞ be a solitary-wave solution of (2.1).
Under the assumptions of the theorem, we need to show that jc ¼ 0; a.e. in R: For
convenience we shall drop the subscript c throughout this section, i.e., we shall write
j instead of jc:
Multiplying (2.2) by jðxÞ and integrating over xAR; we have
c
Z
j2 þ b
Z
j2x þ g
Z
ðD1x jÞ2 þ
Z
j3 ¼ 0: ð2:6Þ
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Since j is the ground state of (2.2), j must be a critical point of the action Lc deﬁned
in (2.3) and satisﬁes
E0ðjÞ  cV 0ðjÞ ¼ 0: ð2:7Þ
Here E is the energy and V is the momentum deﬁned by (1.5) and (1.6), respectively.
Let ulðxÞ ¼ jðlxÞ: Then
d
dl
ðEðulÞ  cVðulÞÞ		l¼1¼ E0ðjÞ  cV 0ðjÞ; duldt
				
l¼1
 
¼ 0; ð2:8Þ
that is
d
dl
lb
2
Z
j2x þ
l3g
2
Z
ðD1x jÞ2 
l1c
2
Z
j2 þ l
1
3
Z
j3
 				
l¼1
¼ 0;
or, what is the same,
b
2
Z
j2x 
3g
2
Z
ðD1x jÞ2 þ
c
2
Z
j2  1
3
Z
j3 ¼ 0: ð2:9Þ
Combining (2.6) with (2.9) yields
c
Z
j2 þ 5b
Z
j2x  7g
Z
ðD1x jÞ2 ¼ 0: ð2:10Þ
If cp0; then (2.10) immediately implies that j ¼ 0 a:e: in R: If 0oco ﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃ140gjbjp ; it
follows from (2.10) that
0 ¼  c
Z
D1x jjx þ 5b
Z
j2x  7g
Z
ðD1x jÞ2
p 5bþ c
2k
2
 Z
ðjxÞ2 þ
1
2k
 7g
 Z
ðD1x jÞ2; ð2:11Þ
where k satisﬁes the inequality
1
14g
oko10jbj
c2
:
Since 0oco
ﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃ
140gjbjp ; we have
5bþ c
2k
2
o0 and 1
2k
 7go0:
Then (2.11) implies that j ¼ 0 a:e: in R: The proof of Theorem 2.1 is complete. &
Formula (2.10) actually has some ‘‘positive’’ value since it provides information
about the structure of solitary waves (when the latter ones exist). Although the
existence results are presented later (see Theorem 2.3), we consider it appropriate to
obtain this constructive information right now.
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Corollary 2.2. Let ba0: If solitary waves exist, then the graph of the function y ¼
jcðxÞ intersects the line L ¼ fy ¼ 6c=5; xARg an even number of times. This number
includes zero if c40 (no intersection) and begins with two if co0: The graph in question
intersects the line y ¼ 0 at least once. Moreover, the following average-type relation
holds: R
j3R
j2
p6c
5
: ð2:12Þ
Proof. Recall that Z
j ¼ 0: ð2:13Þ
Therefore, j40 or jo0 for all xAR is impossible. Hence the graph of the function
y ¼ jðxÞ crosses the line y ¼ 0 at least once.
From (2.6) and (2.9) we can get that
2g
Z
jD1x jj2  c
Z
j2 þ 5
6
Z
j3 ¼ 0:
Hence
2g
Z
jD1x jj2 ¼
5
6
Z
6c
5
 j
 
j2: ð2:14Þ
Since the left-hand side of (2.14) is nonnegative, we immediately get (2.12).
Evidently, (2.14) also implies that the inequality 6c=5 jo0; i.e., j46c=5;
cannot hold for all xAR: Assume that c40: Recall that j tends to zero as jxj-N;
therefore the graph of jðxÞ cannot lie above the line L for all xAR: However, if it
crosses L once, in order to reach zero at inﬁnity it necessarily has to cross L another
time. It may not cross L at all, but it has to cross y ¼ 0:
Assume now that co0: This time L is situated below the line y ¼ 0: The case jo0
for all xAR is excluded because of (2.13). The inequality j46c=5 cannot hold for all
xAR; hence the graph of j cannot lie above the line L (although (2.13) allows it).
Thus the graph of j necessarily crosses L at least once. Once it crosses L; it has to
cross it another time in order to approach zero as x tends to þN or N: It may
cross L an even number of times, but it also has to cross the line y ¼ 0 at least once in
order not to contradict (2.13). &
.
Remark 1. For co0 we have the estimate
inf
xAR
jðxÞo6c
5
:
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Therefore left-traveling solitary waves have the following property. Their maximum
deﬂection from the zero level is greater than 6jcj=5: In other words, waves traveling
faster have bigger ‘‘amplitudes’’ than slower traveling waves.
Remark 2. It is interesting to compare the results on nonexistence of solitary
waves for Ostrovsky equation (2.1) with those concerning KdV (g ¼ 0 in
(2.1)), i.e.,
ut  buxxx þ ðu2Þx ¼ 0; xAR: ðKdVÞ
One can see from (2.11) that both Ostrovsky equation and (KdV) have no solitary
waves in the energy space for co0 and bo0: On the other hand, there are no solitary
waves for (2.1) even for some positive c: However, in the case of KdV ðg ¼ 0Þ for any
c40 and bo0 there exists a unique solitary wave up to translation deﬁned by the
formula
jcðxÞ ¼
3c
2
sech2
1
2
ﬃﬃﬃﬃﬃ
c
jbj
r
x
 
:
Below we shall prove the existence of solitary wave solutions of (2.1) via studying the
following minimization problem:
Ml ¼ inffIcðuÞ j uAX1; KðuÞ ¼ lg; ð2:15Þ
where
IcðuÞ ¼
Z
½ðcÞu2 þ bu2x þ gðD1x uÞ2 dx ð2:16Þ
and
KðuÞ ¼ 
Z
u3 dx: ð2:17Þ
If M1 has a nontrivial solution jcAX1; then there exists a Lagrange multiplier W such
that
ðcÞjc  b@2xjc  gD2x jc ¼ Wj2c : ð2:18Þ
Hence cc ¼ Wjc satisﬁes
ccc  b@2xcc þ c2c ¼ gD2x cc;
which is a ground state of (2.2).
The following statement concerns the existence of solitary waves.
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Theorem 2.3. Let b40 and g40: Assume that co2 ﬃﬃﬃﬃﬃbgp : Then there exists a minimizer
jcAX1;jca0 such that IcðjcÞ ¼ Ml with KðjcÞ ¼ l40:
Remark 3. Theorem 2.3 implies that the set of the ground states Gc is not empty for
b; g40 and co2 ﬃﬃﬃﬃﬃbgp : But the issue of uniqueness (up to translation) of ground states
is open for (2.2).
Remark 4. Assume that b40; co2 ﬃﬃﬃﬃﬃbgp ; and let jcAX1 be a weak solution of (2.1).
Then jcAH
NðRÞ: In fact, the Sobolev inequality implies that jcALNðRÞ: Hence
ðj2cÞxAL2ðRÞ: Since
ðb@3x þ gD1x þ c@xÞjc ¼ ðj2cÞx;
it follows that jcAH
3: Repeating this process yields the property jcAH
NðRÞ:
Remark 5. Consider (KdV) with b40: If jðx; tÞ ¼ jcðx  ctÞ is its solitary-wave
solution, then one can easily see that the speed c can be only negative. Indeed, jc
satisﬁes the equation
c
Z
j2c þ 5b
Z
ð@xjcÞ2 ¼ 0:
We prove Theorem 2.3 using the concentration-compactness method of Lions [Lio].
First, we state the following two basic lemmas.
Lemma 2.4. (Fro¨hlich et al. [FrLiLo]). Let 1oaomon and let f ðxÞ be a measurable
function on R such that j f japCa; j f jmXCm40 and j f jnpCn for some positive
constants Ca; Cm and Cn: Then for some positive constants Z and C the Lebesgue
measure
measfxAR; j fjðxÞj4ZgXC
depends on a; m; n; Ca; Cm and Cn; but not on f.
Lemma 2.5. (Lieb [Lie]). Let f fjg be a bounded sequence in H1ðRÞ such that
measfxAR; j fjðxÞj4ZgXC
for some positive constants Z40 and C40: Then there exists a sequence fyjgCR such
that for some subsequence (still denoted by the same letter)
fjð	  yjÞ-fc0 weakly in H1ðRÞ:
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Proof of Theorem 2.3. We will apply the concentration compactness lemma of Lions
[Lio]. First, observe that Ml40 for any l40: In fact, for 0oco2
ﬃﬃﬃﬃﬃ
bg
p
IcðuÞ ¼ b
Z
u2x þ g
Z
ðD1x uÞ2 þ c
Z
D1x uux
X
c2d
4
Z
u2x þ
g2d
1þ gd
Z
ðD1x uÞ2; ð2:19Þ
where d ¼ 2b
c2
 1
2g40; and for cp0
IcðuÞXb
Z
u2x þ g
Z
ðD1x uÞ2:
On the other hand, for uAX1
juj33pCjuj
3
2
2jD1x uj
1
2
2j@xuj2: ð2:20Þ
It can be easily proved as follows:Z
juj3 ¼
Z
u signðuÞu2 ¼ 
Z
D1x u@xðsignðuÞu2Þ
p jD1x ujN
Z
fu40g
2uux 
Z
fuo0g
2uux
 !
p 4
Z
juuxjjD1x ujNp4
ﬃﬃﬃ
2
p
juj2juxj2jD1x uj
1
2
2juj
1
2
2
¼ 4
ﬃﬃﬃ
2
p
juj
3
2
2jD1x uj
1
2
2juxj2:
Thus, it can be deduced from (2.20) that
l ¼ KðuÞp
Z
juj3pC2juj
3
2
2jD1x uj
1
2
2j@xuj2
pC2jD1x uj
3
4
2juxj
3
4
2jD1x uj
1
2
2juxj2pC2ðjD1x uj22 þ juxj22Þ
3
2: ð2:21Þ
It follows from (2.19) that
lpC1ðIcðuÞÞ
3
2;
where C1 ¼ C1ðg; b; c; dÞ40: This implies that
MlX
l
C1
 2
3
40:
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Now let l40 and fung be a minimizing sequence of (2.15), that is,
IcðunÞ-Ml; KðunÞ ¼ l: ð2:22Þ
By (2.19) and the fact that juj22pjuxj2jD1x uj2; we obtain that fung is bounded in X1
and there exists jcAX1 such that un-jc weakly in X1: Since
0ol ¼ KðunÞpjunj33
and
jjunjj21 þ jD1x unj22pC3
for large n with a constant C3 ¼ C3ðg; b; cÞ; it follows from Lemmas 2.4 and 2.5 that
jcc0:
By scaling it is easily seen that Ml is strictly subadditive in the sense that
MloMa þ Mla
for any aAð0; lÞ: In fact, in view of the scale-covariance of Ic and K (see (2.16) and
(2.17)), we ﬁnd immediately that
Ml ¼ l
2
3M140
for all l40:
Next, we apply the concentration-compactness lemma [Lio] to a sequence in L1ðRÞ
deﬁned by
rn ¼ gjD1x unj2 þ bj@xunj2:
It can be shown easily that the sequence frng is tight modulo the sequence of
translations fxng in R and un is relatively compact in L2ðRÞ: By the concentration-
compactness lemma [Lio], one has
unð	  xnÞ-jc strongly in L2
and by the interpolation inequality (2.20), unð	  xnÞ also converges to jc strongly in
L3ðRÞ; so that KðjcÞ ¼ l: Since
IcðjcÞp lim
n-N
inf IcðunÞ ¼ Ml;
this shows that jc is a solution of Ml and the proof of Theorem 2.3 is complete. &
As regards the properties of solitary waves, we provide below a statement
concerning the algebraic decay in space of such solutions. We do not claim that it is
an optimal result due to the absence of concrete examples of solitary waves for
Ostrovsky equation.
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Theorem 2.6. Let b40; g40 and co2 ﬃﬃﬃﬃﬃbgp : Any nontrivial solitary wave solution jc
of (2.2) satisfies the relation
x2jcALNðRÞ: ð2:23Þ
The proof is based on an argument of de Bouard and Saut [BoSa]. For
convenience we drop the subscript c and write j instead of jc:
In order to prove Theorem 2.6, we ﬁrst establish a simple integral decay estimate
(Lemma 2.7) and then show the decay of solutions of the convolution equation
equivalent to (2.2).
Lemma 2.7. Under the assumptions of Theorem 2.5, any solitary wave j satisfiesZ
½x2j2 þ x2ðjxxÞ2 dxoþN: ð2:24Þ
Proof. The regularity of j can be justiﬁed by the standard arguments, so that the
following estimates can go through. First, we apply the operator x2j@2xx to both sides
of (2.2) and integrate the result over R gettingZ
x2jðcjxx  bjxxxx  gjþ ðj2ÞxxÞ ¼ 0:
Next, integrating by parts we obtain
 c
Z
x2ðjxÞ2 þ b
Z
x2ðjxxÞ2 þ g
Z
x2j2
¼ c
Z
j2 þ b
Z
ðjxÞ2 þ 2
Z
j3 þ 2
Z
xjxj
2  2
Z
x2jðjxÞ2:
Since j-0 as jxj-þN; there exists R40 such that jjjpd=2 for jxj4R; where d
satisﬁes the relation
maxf0;  c  2
ﬃﬃﬃﬃﬃ
bg
p
godo2
ﬃﬃﬃﬃﬃ
bg
p
 c:
Therefore,
 c
Z
x2ðjxÞ2 þ b
Z
x2ðjxxÞ2 þ g
Z
x2j2
p c
Z
j2 þ b
Z
ðjxÞ2 þ 2
Z
jjj3 þ d
2
Z
x2ðjxÞ2
þ CðdÞ
Z
j4 þ CðRÞ þ d
2
Z
x2ðjxÞ2: ð2:25Þ
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Here we have used the fact that
ðc  dÞ
Z
x2ðjxÞ2 ¼ ðc  dÞ
Z
j2  ðc  dÞ
Z
x2jxxj
X ðc  dÞ
Z
j2  jc þ dja
2
Z
x2j2
 jc þ dj
2a
Z
x2ðjxxÞ2; ð2:26Þ
where a satisﬁes the inequality
jc þ dj
2b
oao 2gjc þ dj:
Finally, (2.25) and (2.26) imply that
k1
Z
x2j2 þ k2
Z
x2ðjxxÞ2p d
Z
j2 þ b
Z
ðjxÞ2 þ 2
Z
jjj3 þ CðdÞ
Z
j4 þ CðRÞ
pCðjjjjj1; d; b; RÞoþN;
where
k1 ¼ g jc þ dja
2
40; and k2 ¼ b jc þ dj
2a
40:
The proof of Lemma 2.6 is complete. &
In order to obtain the decay estimates for solitary waves, we write (2.2) in the form
of a convolution equation
j ¼ h  j2; ð2:27Þ
where h ¼ F1ðbhðxÞÞ and
hˆðxÞ ¼ x
2
bx4  cx2 þ g:
Lemma 2.8. There exists a constant C ¼ Cðb; gÞ40 such that
jhjNpC and jx2hjpC:
Proof. It is easy to see that jhjNpjhˆðxÞj1pC: On the other hand, a simple
computation shows that
jhˆ00ðxÞj ¼ j6bx
8 þ 2cbx6  26gbx4 þ 6cgx2 þ 2g2j
ðbx4  cx2 þ gÞ3 ¼ Oðjxj
4Þ
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as jxj-N: Thus,
jx2hðxÞjp
Z
jhˆ00ðxÞj dxpC:
The proof of Lemma 2.7 is complete. &
Now we can prove Theorem 2.6.
Proof. By Young’s inequality, one can obtain from (2.27) that
jx2jðxÞjpC
Z
jhðx  x0Þðx  x0Þ2jj2ðx0Þ dx0 þ C
Z
jhðx  x0Þjðx0Þ2j2ðx0Þ dx0
pCjx2hjNjjj22 þ CjhjNjxjj22:
Therefore, the statement of the theorem follows from Lemmas 2.7 and 2.8. &
3. Stability of solitary waves
In this section, we consider the issue of stability of solitary-wave solutions for
Ostrovsky equation. We study conditions on the phase speed c securing the stability
of the set of ground states Gc in (2.5). First, we give a precise deﬁnition of stability.
Deﬁnition 3.1. A set SCX is X -stable with respect to Eq. (1.1) if for a given e40
there exists such a d40 that for any u0AX-Xs; s43=2; with
inf
vAS
jju0  vjjXod ð3:1Þ
the solution uðtÞ of (1.1) satisfying the initial condition
uð0Þ ¼ u0
can be extended to a solution in Cð½0;NÞ; X-XsÞ and
sup
0ptoN
inf
vAS
jjuðtÞ  vjjXoe: ð3:2Þ
Otherwise we say that S is X -unstable.
We ﬁrst observe that the set of all ground states Gc with velocity co0 shown in
Theorem 2.3 satisﬁes
Gc ¼ fjAX1; KðjÞ ¼ IcðjÞ ¼ ðmðcÞÞ3g; ð3:3Þ
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where
mðcÞ ¼ inf
0auAX
IcðuÞ
ðKðuÞÞ23
: ð3:4Þ
Indeed, let jc be a ground state of (2.2) with co0: Then jc satisﬁes
E0ðjcÞ  cV 0ðjcÞ ¼ 0; ð3:5Þ
where the invariants E and V are deﬁned by (1.5) and (1.6), respectively. For co0 we
deﬁne the function
dðcÞ ¼ EðjcÞ  cVðjcÞ: ð3:6Þ
Multiplying (2.2) by jc and integrating over R yields IcðjcÞ ¼ KðjcÞ: Thus,
by (3.4),
dðcÞ ¼ 1
2
IcðjcÞ  13 KðjcÞ ¼ 16 IcðjcÞ ¼ 16 KðjcÞ: ð3:7Þ
Since jc is obtained via minimizing IcðuÞ subject to the constraint KðuÞ ¼ 1 and
rescaling, it follows from relation (3.2) that IcðjcÞ ¼ ðmðcÞÞ3: Therefore, dðcÞ is well
deﬁned and
dðcÞ ¼ 1
6
ðmðcÞÞ3: ð3:8Þ
We now state the main result of this section.
Theorem 3.2. Assume that b40 and co2 ﬃﬃﬃﬃﬃbgp : If d 00ðcÞ40; then the set of the ground
states Gc is X1-stable.
Remark 1. For such points c where the function dðcÞ is not twice differentiable, we
can replace the condition d 00ðcÞ40 by strict convexity on an interval containing c
[Le,Sh].
Remark 2. One can expect the function dðcÞ to be convex for all co2 ﬃﬃﬃﬃﬃbgp : In
particular, it is probably true when g-0 and it is deﬁnitely the case for (KdV) when
g ¼ 0: This issue is currently under investigation (see [Liu]).
The proof of Theorem 3.2 is approached through a series of lemmas.
Lemma 3.3. Suppose b40 and co2 ﬃﬃﬃﬃﬃbgp : The function dðcÞ is strictly decreasing, is
continuous everywhere and is differentiable at all but countably many points.
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Proof. Let c1oc2o2
ﬃﬃﬃﬃﬃ
bg
p
and j1 and j2 be the ground states corresponding to the
speeds c1 and c2; respectively. Then we have
mðc1Þ ¼ Ic1ðj1ÞðKðj1ÞÞ2=3
¼ Ic2ðj1Þ þ ðc2  c1Þ
R ðj1Þ2
ðKðj1ÞÞ2=3
Xmðc2Þ þ ðc2  c1Þ
R ðj1Þ2
ðKðj1ÞÞ2=3
: ð3:9Þ
This shows that mðcÞ is strictly decreasing, and therefore dðcÞ must be strictly
decreasing as well.
Again suppose that c1oc2o2
ﬃﬃﬃﬃﬃ
bg
p
: We can write that
mðc1Þp Ic1ðj2ÞðKðj2ÞÞ2=3
¼ Ic2ðj2Þ
ðKðj2ÞÞ2=3
þ ðc2  c1Þ
R ðj2Þ2
ðKðj2ÞÞ2=3
¼mðc2Þ þ ðc2  c1Þ
R ðj2Þ2
ðKðj2ÞÞ2=3
: ð3:10Þ
Since
2
ﬃﬃﬃﬃﬃ
bg
p Z
ðj2Þ2pb
Z
ð@xj2Þ2 þ
Z
ðD1x j2Þ2;
we can obtain that
Z
ðj2Þ2p ð2
ﬃﬃﬃﬃﬃ
bg
p
 c2Þ1 b
Z
ð@xj2Þ2 þ
Z
ðD1x j2Þ2  c2
Z
ðj2Þ2
 
¼ð2
ﬃﬃﬃﬃﬃ
bg
p
 c2Þ1Ic2ðj2Þ: ð3:11Þ
Therefore we can deduce from (3.9) that
jmðc1Þ  mðc2Þjp ðc2  c1Þð2
ﬃﬃﬃﬃﬃ
bg
p  c2Þ1Ic2ðj2Þ
ðKðj2ÞÞ2=3
¼ðc2  c1Þð2
ﬃﬃﬃﬃﬃ
bg
p
 c2Þ1mðc2Þ
p ðc2  c1Þð2
ﬃﬃﬃﬃﬃ
bg
p
 c2Þ1mðc1Þ: ð3:12Þ
Consequently, the function mðcÞ is locally Lipschitz continuous on the interval
ðN; 2 ﬃﬃﬃﬃﬃbgp Þ: Since mðcÞ is strictly decreasing and locally Lipschitz continuous, it is
ARTICLE IN PRESS
Y. Liu, V. Varlamov / J. Differential Equations 203 (2004) 159–183174
differentiable at all but countably many points on the interval ðN; 2 ﬃﬃﬃﬃﬃbgp Þ: By (3.8),
the same regularity properties hold for dðcÞ: The proof is complete. &
Lemma 3.4. At the points of differentiability of the function dðcÞ the inequality
d 0ðcÞ ¼ VðjcÞo0
is satisfied for any jcAGc:
Proof. As in the previous proof, we assume that c1oc2o2
ﬃﬃﬃﬃﬃ
bg
p
: By reversing the
roles of c1 and c2 in (3.9) we have that
 R ðj2Þ2
ðKðj2ÞÞ2=3
pmðc1Þ  mðc2Þ
c1  c2 p
 R ðj1Þ2
ðKðj1ÞÞ2=3
:
Since this inequality holds for all such ground states, we can also conclude that
2gsðc2Þ
m2ðc2Þp
mðc1Þ  mðc2Þ
c1  c2 p
2giðc1Þ
m2ðc1Þ; ð3:13Þ
where giðcÞ and gsðcÞ are the inﬁmum and supremum, respectively, of
fVðjÞ jjAGcg:
We claim that
lim
c-c0
sup giðcÞpgsðc0Þ;
lim
c-c0
inf gsðcÞXgiðc0Þ: ð3:14Þ
Indeed, choose jkAGck and let ck-c0: By (3.7) and the continuity of mðcÞ; it follows
that jk is a minimizing sequence for the pair Ic0 and K : Consequently Theorem 2.3
implies that some subsequence jkj ; when translated appropriately, converges to
some j0AGc0 : Therefore,
lim
j-N
sup giðckj Þp lim
j-N
ðVðjkj ÞÞ ¼ Vðj0Þpgsðc0Þ:
Similarly,
lim
j-N
inf gsðckj ÞXgiðc0Þ:
Since this holds for all sequences ck-c0; it completes the proof of the claim.
By the claim, (3.7) and (3.8), it follows that the right and left derivatives of dðcÞ are
d 0ðcþÞ ¼ giðcÞ and d 0ðcÞ ¼ gsðcÞ for co2
ﬃﬃﬃﬃﬃ
bg
p
; respectively. If d 0ðcÞ exists, then we
have giðcÞ ¼ gsðcÞ; and the lemma follows. &
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Proposition 1. Suppose that dðcÞ is differentiable on the interval ðN; 2 ﬃﬃﬃﬃﬃbgp Þ: Then
the following inequality holds for co2 ﬃﬃﬃﬃﬃbgp :
dðcÞXdð0Þð1 2
ﬃﬃﬃﬃﬃ
bg
p
 cÞ3: ð3:15Þ
Proof. By (3.7), (3.11) and Lemma 3.3, we can write that
dðcÞ ¼ 1
6
IcðjcÞX
1
6
ð2
ﬃﬃﬃﬃﬃ
bg
p
 cÞ
Z
ðjcÞ2
¼  1
3
ð2
ﬃﬃﬃﬃﬃ
bg
p
 cÞd 0ðcÞ:
Then
d 0ðcÞ
dðcÞX
3
2
ﬃﬃﬃﬃﬃ
bg
p  c
which implies (3.15).
Proposition 2. If b40; then there are stable ground states for speed c sufficiently close
to 2
ﬃﬃﬃﬃﬃ
bg
p
:
Proof. In order to determine the regions of convexity for dðcÞ we claim that the
following upper bound holds for 0oco2 ﬃﬃﬃﬃﬃbgp
dðcÞpkð2
ﬃﬃﬃﬃﬃ
bg
p
 cÞ3=2:
Here the constant k depends only on b and g:
It follows from the claim that dðcÞ vanishes at c ¼ 2 ﬃﬃﬃﬃﬃbgp and is convex at c
sufﬁciently close to 2
ﬃﬃﬃﬃﬃ
bg
p
: Then, by Theorem 3.2, the statement follows.
In order to prove the claim, we set
s1 ¼ 1
2
ﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃ
2 cﬃﬃﬃﬃﬃ
bg
p
r
and s2 ¼ 1
2
ﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃ
2þ cﬃﬃﬃﬃﬃ
bg
p
r
;
so that s ¼ s1 þ is2 is the root of the equation
l4 þ cﬃﬃﬃﬃﬃ
bg
p l2 þ 1 ¼ 0
for 0oco2 ﬃﬃﬃﬃﬃbgp : Then the functions e7sx and e7%sx are solutions of the equation
jxxxx þ
cﬃﬃﬃﬃﬃ
bg
p jxx þ j ¼ 0:
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Deﬁne hc by the formula
hcðxÞ ¼ e
s1x cos s2x þ s1
s2
sin s2x
 
; xX0;
0; xo0;
8<:
and vcAX1 by
D1x vc ¼ hc
ﬃﬃﬃ
g
b
4
r
x
 
;
vcðxÞ ¼ d
dx
hc
ﬃﬃﬃ
g
b
4
r
x
  
¼
ﬃﬃﬃ
g
b
4
r
h0c
ﬃﬃﬃ
g
b
4
r
x
 
:
Integrating by parts yields
IcðvcÞ ¼ ðg3bÞ1=4
Z
ð@2xhcÞ2 
cﬃﬃﬃﬃﬃ
bg
p ð@xhcÞ2 þ ðhcÞ2
 
dx
¼ðg3bÞ1=4
ﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃ
2 cﬃﬃﬃﬃﬃ
bg
p
r
:
Also, for c near 2
ﬃﬃﬃﬃﬃ
bg
p
we have
ðKðvcÞÞ2=3Xk
for some constant k depending only on b and g:
Therefore,
dðcÞ ¼ 1
6
ðmðcÞÞ3p1
6
IcðvcÞ
ðKðvcÞÞ
2
3
24 353pk 2 cﬃﬃﬃﬃﬃ
bg
p
 3=2
which proves the claim. &
Let
Uc;e ¼ uAX1; inf
jAGc
jju  jjjX1oe
 
ð3:16Þ
denote the e-neighborhood around Gc: Since dðcÞ is strictly decreasing for co0; by
Lemma 3.2, we can associate to any uAUc;e the speed
cðuÞ ¼ d1 1
6
KðuÞ : ð3:17Þ
The following lemma provides the crucial bound involving these speeds.
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Lemma 3.5. If d 00ðcÞ40 then there exists e40 such that for any uAUc;e and jcAGc
we have
EðuÞ  EðjcÞ  cðuÞðVðuÞ  VðjcÞÞX14 d 00ðcÞjcðuÞ  cj2: ð3:18Þ
Proof. Since d 0ðcÞ ¼ VðjcÞ; it follows from Taylor’s expansion that
dðc1Þ ¼ dðcÞ þ VðjcÞðc1  cÞ þ 12 d 00ðcÞðc1  cÞ2 þ oðjc1  cj2Þ ð3:19Þ
for some c1 near c: Using the continuity of cðuÞ and choosing e sufﬁciently small we
get that
dðcðuÞÞX dðcÞ  VðjcÞðcðuÞ  cÞ þ 14 d 00ðcÞðcðuÞ  cÞ2
¼EðjcÞ  cðuÞVðjcÞ þ 14 d 00ðcÞðcðuÞ  cÞ2: ð3:20Þ
Next, if jcðuÞAGcðuÞ; then 6dðcðuÞÞ ¼ KðjcðuÞÞ: On the other hand, 6dðcðuÞÞ ¼ KðuÞ
by (3.7). Then
KðuÞ ¼ KðjcðuÞÞ: ð3:21Þ
This implies that
IcðuÞðuÞXIcðuÞðjcðuÞÞ ð3:22Þ
since jcðuÞ is a minimizer of IcðuÞ subject to the constraint KðuÞ ¼ KðjcðuÞÞ; by
Theorem 2.3. Therefore, we can compute
EðuÞ  cðuÞVðuÞ ¼ 1
2
IcðuÞðuÞ  13 KðuÞ
X 1
2
IcðuÞðjcðuÞÞ  13 KðjcðuÞÞ ¼ dðcðuÞÞ: ð3:23Þ
This concludes the proof of Lemma 3.4. &
Proof of Theorem 3.2. Suppose Gc is X1-unstable and choose initial data u
k
0 so that
inf
jAGc
jjuk0  jjjX1o
1
k
ð3:24Þ
and let ukðtÞ be the solution of (2.1) with ukð0Þ ¼ uk0 : Then, by continuity of uk in t;
there exist tk and d40 such that
inf
jAGc
jjukðtkÞ  jjjX1 ¼ d: ð3:25Þ
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Since E and V are invariants of (2.1) and Gc is bounded, we can ﬁnd jkAGc such
that
jEðukðtkÞÞ  EðjkÞj ¼ jEðuk0Þ  EðjkÞj-0; ð3:26Þ
jVðukðtkÞÞ  VðjkÞj ¼ jVðuk0Þ  VðjkÞj-0 ð3:27Þ
as k-N: If d is chosen small enough for Lemma 3.5 to apply, then
EðukðtkÞÞ  EðjkÞ  cðukðtkÞÞðVðukðtkÞÞ  VðjkÞÞX14 d 00ðcÞjcðukðtkÞÞ  cj2: ð3:28Þ
By (3.18), there exists jkAGc such that
jjukðtkÞjjX1pjjjkjjX1 þ 2dp 1
1
c
 
ðmðcÞÞ3 þ 2doN: ð3:29Þ
Since cðuÞ is a C1 mapping, cðukðtkÞÞ is uniformly bounded for k: Therefore, by
(3.19) and (3.20), letting k-N in (3.21), we get that
cðukðtkÞÞ-c: ð3:30Þ
Then the continuity of d implies that
lim
k-N
KðukðtkÞÞ ¼ lim
k-N
6dðcðukðtkÞÞÞ ¼ 6dðcÞ: ð3:31Þ
On the other hand,
IcðukðtkÞÞ ¼ 22dðcðukðtkÞÞÞ  2½c  cðukðtkÞÞVðukðtkÞÞ þ 23 KðukðtkÞÞ:
Using (3.22), we obtain
IcðukðtkÞÞ-2dðcÞ þ 23 6dðcÞ ¼ 6dðcÞ
as k-N: Hence ukðtkÞ is a minimizing sequence of the pair Ic; K : Therefore, it
contains a subsequence which converges in X1 to some jcAGc: This is a
contradiction to (3.18). The theorem is proved. &
4. Weak rotation limit
We turn now to the study of behavior of solutions of the Cauchy problem for (2.1)
on a bounded time interval as the rotation parameter g tends to zero. Consider the
ARTICLE IN PRESS
Y. Liu, V. Varlamov / J. Differential Equations 203 (2004) 159–183 179
initial-value problem
ðut  buxxx þ ðu2ÞxÞx ¼ gu; xAR; t40;
uðx; 0Þ ¼ fðxÞ; xAR; ð4:1Þ
and the analogous problem for (KdV) with the same initial condition, namely
ut  buxxx þ ðu2Þx ¼ 0; xAR; t40;
uðx; 0Þ ¼ fðxÞ; xAR: ð4:2Þ
First we establish a priori estimates for solutions of (4.1) independent of g: Then we
prove that the Cauchy sequence of solutions of (4.1) converges to the solution of
(4.2) in L2ðRÞ as g tends to zero. In our considerations we basically follow the
arguments of [LiSc].
Theorem 4.1. Let ug be the solution of (4.1) in Xs; s43=2: Then ug converges in
Hs; s43=2; to the solution of (4.2) as g-0:
Proof. Using Kato’s commutators theorem [Ka] and the estimates in [KaPo,VaLi],
we obtain the following a priori estimate for solutions of (4.1) in Xs; s43=2;
d
dt
jjuðtÞjj2s ¼  2ðJsðuuxÞ; JsuÞ ¼ 2ðuJsux; JsuÞ  2ð½Js; uux; JsuÞ
pC0juxjNjjuðtÞjj2spC0jjuðtÞjj3Xs ; ð4:3Þ
where C0 is a constant independent of g: In a similar way we can get
d
dt
jjD1x uðtÞjj2spC0juðtÞjNjjuðtÞjjsjjD1x uðtÞjjspC0jjuðtÞjj3Xs : ð4:4Þ
Therefore,
jjuðtÞjj2XsprðtÞ ð4:5Þ
for tA½0; T ; where rðtÞ is a solution of the initial-value problem
dr
dt
¼C0r
3
2; tA½0; T ;
rð0Þ ¼ jjfjjXs ; s43=2:
Since the constant C0 is independent of g; so is rðtÞ: Hence the solution u of (4.1) is
bounded in Xs; s43=2; independent of g40:
Next, we show that the sequence of solutions of (4.1) is a Cauchy sequence in
L2ðRÞ: Let u ¼ ug1 and v ¼ ug2 be the solutions of the problem (4.1) with g ¼ g1 and
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g ¼ g2; respectively. Then the function w ¼ u  v satisﬁes
ðwt  bwxxx þ 2ðwuxÞ þ 2vwxÞx ¼ g1u  g2v; xAR; t40;
wðx; 0Þ ¼ 0: ð4:6Þ
Multiplying (4.6) by D1x w and integrating over R we deduce that
1
2
d
dt
jwðtÞj22 ¼  2
Z
w2ux  2
Z
vwwx þ
Z
wðg1D1x u  g2D1x vÞ
¼  2
Z
w2ux  2
Z
vxw
2 þ ðg1  g2Þ
Z
wD1x u þ g2
Z
wD1x w
p ð2juxðtÞjN þ jvðtÞjNÞjwðtÞj22 þ jg1  g2jðjuðtÞj2 þ jvðtÞj2ÞðjD1x uj2Þ
p ð2jjuðtÞjjXs þ jjvðtÞjjXsÞjwðtÞj22 þ jg1  g2j
 ðjjuðtÞjjXs þ jjvðtÞjjXsÞjjuðtÞjjXs : ð4:7Þ
Here we have used the fact that
R
wD1x w ¼ 0: By Gronwall’s lemma, it follows from
(4.7) that
jwðtÞj22pCT jg1  g2j sup
0ptpT
½ðjjuðtÞjjXs þ jjvðtÞjjXsÞjjuðtÞjjXs 
 exp T sup
0ptpT
ð2jjuðtÞjjXs þ jjvðtÞjjXsÞ
 
for tA½0; T : Since jjuðtÞjjs and jjvðtÞjjs; s43=2; are bounded independent of g; jwðtÞj2
converges to zero as g1; g2-0: Therefore u
g is a Cauchy sequence in L2 as g-0;
uniformly with respect to tA½0; T :
Let
u ¼ lim
g-0
ug:
Now we can show that u is the solution of (4.2). Indeed, since ug is the solution of
(4.1) in Xs; s43=2; for tA½0; TÞ; we have
ugðtÞ ¼ SgðtÞfþ
Z t
0
Sgðt  tÞððugÞ2Þx dt; ð4:8Þ
where
SgðtÞv ¼ 1
2p
Z
exp i xx  g
x
þ bx3
 
t
  
vˆðxÞ dx ð4:9Þ
and SgðtÞ satisﬁes the relation jjSgðtÞvjjs ¼ jjvjjs with sX0 and vAHs:
ARTICLE IN PRESS
Y. Liu, V. Varlamov / J. Differential Equations 203 (2004) 159–183 181
Since for s43=2
jSgðtÞfjp 1
2p
Z
j #fðxÞj dxp 1
2p
jjfjjs; ð4:10Þ
Lebesgue’s dominated convergence theorem implies that as g-0
SgðtÞf-SðtÞf; 0ptoT ; ð4:11Þ
where
SðtÞf ¼ 1
2p
Z
exp½iðxx  bx3tÞ #fðxÞ dx:
On the other hand, for s43=2; tA½0; TÞ and tA½0; t; we get the chain of inequalities
jSðt  tÞððugÞ2ÞxjNpjjSðt  tÞððugÞ2Þxjjs1pjjðugÞ2jjspjjugjj2s ; ð4:12Þ
where the right-hand side is bounded uniformly in g: Therefore, in view of the
Lebesgue dominated convergence theorem, passing to the limit as g-0 in (4.8) we
deduce that
uðtÞ ¼ SðtÞfþ
Z t
0
Sðt  tÞðu2Þx dt: ð4:13Þ
Hence uALNð0; T ; L2Þ satisﬁes (4.2). The local existence result for KdV implies that
(4.2) with fAHs; s43=2; has a unique solution in Cð½0; TÞ; HsÞ; s43=2: This
proves that u is the strong solution of (4.2). &
Remark. Assume that fg
cðgÞ is a solitary-wave solution of (2.1) with
cðgÞo2 ﬃﬃﬃﬃﬃgbp ; b40 and g40: A question of interest would be whether or not the
limit fc ¼ limg-0 fgcðgÞ in Xs; s43=2 with limg-0 cðgÞ ¼ co0 is a solitary wave of
(KdV). Actually, one can show that the limit fc is not a solitary wave of KdV.
Indeed, fgAXs; s43=2; implies that
R
fg dx ¼ 0; g40; and therefore RNN fc dx ¼ 0:
However, if fc is a solitary wave of KdV for co2
ﬃﬃﬃﬃﬃ
gb
p
and b40; then from the
explicit representation of the solitary wave solution
fcðxÞ ¼
3c
2
sech2
1
2
ﬃﬃﬃ
c
b
r
x
 
we have
R
fc dxo0 for co0 and b40: This implies that fc is not in Xs; s43=2:
However, this does not contradict Theorem 4.1 since in this theorem we do require
that the initial datum belongs to the space Xs; s43=2:
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