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Sea ice is an important indicator and agent of changes in the global climate system. The ice is
affected by waves that travel into the marginal ice zone (MIZ) and cause floes to raft, deform
and, potentially, fracture. The resulting change in the floe size distribution (FSD) influences the
melting and freezing. Simultaneously, the ice floes affect the propagation of ocean waves. The
motivation to study wave–ice interaction is therefore twofold: it plays a role in understanding
climate change, and it is vital to wave forecasting models that have to be accurate to ensure
the safety of research expeditions, coastal communities, etc. In the present thesis we investigate
various models of ocean wave propagation in ice infested seas.
We distinguish between three classes of models: “floe models”, “effective medium models”,
and “transport equation models”, each of which assume a different set of fundamental degrees
of freedom. Our goal is to systematically explore existing models of each type and extend them
to advance our understanding of wave-ice interactions.
Floe models resolve individual ice floes as their fundamental degrees of freedom. We consider
the scattering of water waves in a two-dimensional domain from a floating sea ice floe of uncer-
tain length. The length is treated as a random variable governed by a prescribed probability
distribution. In accord with the majority of wave-ice interaction models, a thin elastic plate
that floats with Archimedean draught is used to represent the ice floe. We compute the expect-
ation and variance of the reflection and transmission coefficients using two different methods
derived from the framework of generalized polynomial chaos (gPC), which affords the expansion
of unknown quantities of the problem in a basis of orthogonal polynomials of the random vari-
able. The gPC methods are shown to be numerically efficient and exhibit desirable exponential
convergence properties, as opposed to the slow algebraic convergence of the quasi Monte Carlo
(qMC) approach that we use for comparison. Finally, we employ one of the gPC methods to
demonstrate that the FSD can have a significant impact on the expected transmission coefficient.
Effective medium models describe the surface ocean layer (including ice floes, brash ice,
etc.) as a homogeneous viscoelastic material that causes waves to attenuate as they travel
through the medium. We compare three ice layer models, namely a viscoelastic fluid layer
model currently being used for studies in the spectral wave model WAVEWATCH III® and
two simpler viscoelastic thin beam models. A comparative analysis shows that one of the beam
models provides similar predictions for wave attenuation and wavelength to the viscoelastic fluid
model. We also calibrate the three models using wave attenuation data recently collected in the
Antarctic MIZ. Although agreement with the data is obtained with all three models, several
important issues related to the viscoelastic fluid model are identified that raise questions about
its suitability to characterize wave attenuation in ice-covered seas.
Transport equation models describe the propagation of the wave action density (which is
proportional to the wave energy density) in terms of a transport equation that is commonly
used in ocean wave modelling. A term to represent the effect of floating sea ice is known for
sparse collections of floes, but this is not valid at high concentrations. As a result, we derive
the transport equation for a continuous ice cover of random thickness as a first step towards a
transport equation model for high ice concentration. The attenuation coefficients predicted by
this new equation turn out to be unrealistic. Hence, we outline an alternative derivation that






1.1 The big picture: why wave–ice interaction matters . . . . . . . . . . . . . . . . . 3
1.1.1 A changing sea ice cover and global consequences . . . . . . . . . . . . . . 4
1.1.2 Ice floes and wave forecasting . . . . . . . . . . . . . . . . . . . . . . . . . 5
1.1.3 How sea ice influences waves . . . . . . . . . . . . . . . . . . . . . . . . . 6
1.1.4 How waves influence sea ice (small scale) . . . . . . . . . . . . . . . . . . 6
1.1.5 How waves influence sea ice (large scale) . . . . . . . . . . . . . . . . . . . 8
1.2 Degrees of freedom: a thesis outline . . . . . . . . . . . . . . . . . . . . . . . . . 9
1.2.1 Identifying what is most important . . . . . . . . . . . . . . . . . . . . . . 9
1.2.2 Thesis outline . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 10
II Floe models 15
2 Water waves and sea ice floes 17
2.1 Floe models: an overview . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 17
2.2 Sea ice . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 22
2.2.1 Preliminaries: the constitutive equation . . . . . . . . . . . . . . . . . . . 22
2.2.2 Thin elastic plates and beams . . . . . . . . . . . . . . . . . . . . . . . . . 24
2.3 Surface gravity waves . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 27
2.4 Floating elastic beams . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 30
3 The scattering problem 35
3.1 Scattering from the floe’s edges . . . . . . . . . . . . . . . . . . . . . . . . . . . . 35
3.2 Wave propagation over exact distance . . . . . . . . . . . . . . . . . . . . . . . . 40
3.3 Scattering matrix of the floating elastic beam . . . . . . . . . . . . . . . . . . . . 42
4 Uncertain floe length 45
4.1 Stochastic collocation methods . . . . . . . . . . . . . . . . . . . . . . . . . . . . 47
4.2 Stochastic Galerkin method . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 50
4.2.1 Scattering from the floe’s edges . . . . . . . . . . . . . . . . . . . . . . . . 50
4.2.2 Wave propagation over uncertain distance . . . . . . . . . . . . . . . . . . 52
4.2.3 The stochastic scattering matrix . . . . . . . . . . . . . . . . . . . . . . . 54
4.3 Performance tests . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 54
4.4 Dependence of reflection statistics on h and ω . . . . . . . . . . . . . . . . . . . . 60
Summary: floe models 65
ix
CONTENTS
III Effective medium models 67
5 Effective media 69
5.1 Introduction to effective medium models . . . . . . . . . . . . . . . . . . . . . . . 69
5.2 Construction of the Wang & Shen (WS) model . . . . . . . . . . . . . . . . . . . 72
5.2.1 Water layer . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 72
5.2.2 Ice layer . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 73
5.2.3 Boundary conditions . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 76
5.2.4 Dispersion relation . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 76
5.3 Simplifications of the WS model . . . . . . . . . . . . . . . . . . . . . . . . . . . 79
5.3.1 Fox & Squire (FS) model . . . . . . . . . . . . . . . . . . . . . . . . . . . 79
5.3.2 Robinson & Palmer (RP) model . . . . . . . . . . . . . . . . . . . . . . . 80
5.4 Solutions of the dispersion relations . . . . . . . . . . . . . . . . . . . . . . . . . . 81
5.4.1 Labelling the solutions . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 81
5.4.2 Dominant solution criteria . . . . . . . . . . . . . . . . . . . . . . . . . . . 82
6 Viscoelastic ice layer models 83
6.1 Comparison of the WS and FS models . . . . . . . . . . . . . . . . . . . . . . . . 83
6.1.1 Shear modulus . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 84
6.1.2 Viscosity . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 84
6.1.3 Thickness . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 87
6.2 Model calibration with experimental data . . . . . . . . . . . . . . . . . . . . . . 90
6.2.1 FS Model . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 91
6.2.2 RP model . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 94
6.2.3 WS model . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 95
6.2.4 WS model without elasticity . . . . . . . . . . . . . . . . . . . . . . . . . 96
6.3 Limits of the dispersion relations . . . . . . . . . . . . . . . . . . . . . . . . . . . 98
6.3.1 FS model . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 98
6.3.2 RP model . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 99
6.3.3 Keller’s model . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 100
6.3.4 Summary and validation . . . . . . . . . . . . . . . . . . . . . . . . . . . . 101
Summary: effective medium models 103
IV Transport equation models 105
7 The transport equation 107
7.1 Three perspectives on the transport equation . . . . . . . . . . . . . . . . . . . . 107
7.1.1 Light-rays and dust . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 109
7.1.2 Wave action and inhomogeneous media . . . . . . . . . . . . . . . . . . . 109
7.1.3 The Wigner transform . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 110
7.2 The transport equation for ocean waves . . . . . . . . . . . . . . . . . . . . . . . 110
7.3 The transport equation for ocean waves and sea ice . . . . . . . . . . . . . . . . . 111
8 The transport equation at high ice concentration 113
8.1 Derivation of the transport equation . . . . . . . . . . . . . . . . . . . . . . . . . 113
8.1.1 Constant thickness . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 113
8.1.2 Variable thickness . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 118
8.1.3 Evaluation of the total cross-section . . . . . . . . . . . . . . . . . . . . . 125
8.2 An alternative approach in three dimensions . . . . . . . . . . . . . . . . . . . . . 127
x
CONTENTS




A Mathematical definitions and notation 139
A.1 Abstract indices . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 139
A.2 Kronecker product . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 146
A.3 Polynomials . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 147
B Auxiliary calculations 149
B.1 Linear dependence of vertical modes . . . . . . . . . . . . . . . . . . . . . . . . . 149
B.2 Corner singularity . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 150
C Mode types of the WS model 151
D Computational algorithms 155
D.1 Root tracking algorithm . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 155
D.2 Sparse grid collocation method . . . . . . . . . . . . . . . . . . . . . . . . . . . . 156
List of figures 159
List of tables 163
List of acronyms 165









The Earth’s atmosphere and oceans are two dynamical systems that are tightly linked through
the exchange of heat, matter, and momentum at their mutual interface [1]. In the polar regions,
this link is regulated by a sea ice cover that grows or shrinks in time due to changing external
forces. One of these external forces is the effect of ocean waves, which propagate through the ice
infested seas, break the ice up or cause ice floes to move and potentially collide. Concurrently,
the presence of ice floes affects the propagation of waves. In the present thesis, we develop and
apply mathematical models to study this interaction of ocean waves and sea ice.
The most prominent geographic region in which wave–ice interactions matter is the marginal
ice zone, or MIZ. The MIZ is most commonly defined as “that part of the ice cover which is close
enough to the open ocean boundary to be affected by its presence” [2] – a definition which leaves
room for interpretation. For our purposes the MIZ is the boundary region between land-fast or
pack ice on one side, and the open ocean on the other side. In this boundary region, sea ice is
broken into floes which have much greater freedom of movement than pack ice.
We use the generic term “ocean waves” or just “waves” instead of the more technical term
“surface gravity waves”, throughout. We make this choice for two reasons. First, the length
of the expression “surface gravity waves” is impractical and the theme of this thesis provides
sufficient context such that the reader will not misinterpret “waves” for, say, pressure waves
(sound) or gravitational waves (ripples in space-time). Secondly, the term “gravity wave” is
actually too restrictive. If ice floats on the ocean’s surface, then the flexural forces that the ice
exerts on the water can be of similar importance as the gravitational force. Thus, in this case
we should speak of flexural-gravity waves. Since we deal with open water, ice covered water,
and mixtures of the two alike, it is convenient to define “(ocean) wave” to mean either gravity
wave or flexural-gravity wave, as it is appropriate for the problem at hand.
The interaction of waves and sea ice plays an important role for the Earth’s ecosystem and
climate, as well as for the people who travel across the Arctic and Southern Oceans. We explore
this role in the first section of this Introduction. Subsequently, we present a detailed outline of
the present thesis in §1.2, where we also define its subject more precisely.
1.1 The big picture: why wave–ice interaction matters
As indicated above, wave–ice interaction is important for two primary reasons. First, ocean
waves influence the sea ice cover, which then affects large scale wind patterns [3], ocean currents
[4, 5], and ecosystems [6, 7]. Second, ice floes scatter and dampen waves, which has to be taken
into account in forecasts of wave heights that a ship’s crew should expect when travelling through
ice infested seas. The impact of waves on ice is naturally intertwined with the ice’s impact on
waves. For the purposes of the present discussion, however, it is convenient to consider these two
parts of the wave–ice interaction as mostly distinct. After highlighting the global importance of
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sea ice in §1.1.1, and its importance for shipping in §1.1.2, we focus on the ice-on-wave influence
in §1.1.3, and finally on the wave-on-ice influence in §1.1.4 and §1.1.5.
1.1.1 A changing sea ice cover and global consequences
To understand why and how waves and sea ice matter on a global scale, we first have to appreciate
the complex interlink between ice, ocean, atmosphere, and solar radiation. The seasonal change
in solar radiation influx and the resulting change in air and ocean temperatures is the primary
driving force behind the evolution of the sea ice area, i.e. the total surface area of the Arctic
or Southern Ocean that is covered in sea ice. We can observe longer-term trends in the sea ice
cover by comparing the sea ice area at, say, the end of summer between years. These long-term
trends are sensitive indicators of changes in both the Earth’s atmosphere [8], as well as in the
Arctic and Southern Oceans [9]. Due to this sensitivity and the regulating role we mentioned at
the beginning of this chapter, sea ice is both an agent and an indicator of changes in the global
climate.
The atmosphere–ice–ocean system has a complex dynamical structure that involves a number
of different mechanisms. The amount of solar radiation reaching the surface, for example,
depends on the chemical composition of the atmosphere, which may vary in space and time.
When the solar radiation reaches the surface it is partially absorbed and thereby transformed
into heat, while the remaining radiation is reflected. The ratio between reflection and received
radiation is the surface albedo, which varies significantly between snow, with an albedo of 0.9,
sea ice with an albedo between 0.5 and 0.7, and open water with an albedo of less than 0.1 [10].
When the solar radiation is absorbed, both the ocean and the atmosphere near the surface heat
up. The resulting temperature gradient between the surface and higher layers in the atmosphere
drives convection of air and therefore influences wind currents and, potentially, even global wind
patterns [3]. In a similar way, ocean currents are affected below the surface [4, 5]. Consequently,
both ocean currents and global wind patterns are vitally dependent on the surface albedo and
therefore on the existence and extent of the sea ice cover.
Note that less sea ice coverage, thinner ice, or the formation of melt ponds on the ice imply
a lower overall albedo and therefore increased absorption of solar radiation. This absorbed
radiation increases the temperature, which leads to further melting of the ice cover. This cycle
is known as the ice / surface albedo feedback [11].
In the Arctic, the sea ice cover is currently undergoing rapid changes [6]. These changes are
caused by human activities. Specifically, since the beginning of the industrial revolution in the
second half of the 19th century global emissions of anthropogenic greenhouse gases, especially
carbon dioxide CO2, have risen considerably, mostly due to the burning of fossil fuels [12].
Recently it was shown by Notz and Stroeve [8] that the resulting rise of CO2 concentration
in the atmosphere is strongly correlated with an ongoing decline in September Arctic sea ice
area. If current CO2 emission levels remain as they are today, Notz and Stroeve estimate that
September sea ice will vanish almost completely before 2050. In comparison, in September 1980,
sea ice covered∗ about 4.87 million km2, which is approximately half the size of China or 80%
of the size of Europe [13]. This rapid retreat of Arctic sea ice and the concomitant changes in
the ocean’s ecosystem, ocean currents, and global wind patterns have encouraged an increasing
number of researchers to work on atmosphere–ice–ocean models.
The Arctic September sea ice area is only one of several measures that are adjusting to the
ongoing climate change. For example, the age distribution of the ice is shifting to a younger
ice cover with a much larger proportion of first-year ice (see [14] and references therein). This
makes the ice more susceptible to the influence of storms [15], which – also responding to the
∗Here we refer to sea ice area, not sea ice extent which includes all cells in the measurement grid which are at
least 15% covered in ice (threshold may vary between experiments). The September 1980 sea ice extent reported
in the database [13] was 7.67 million km2.
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effects of ongoing climate change – have become more frequent and intense [16]. Furthermore,
the shift in sea ice structure is a probable cause for the appearance of massive phytoplankton
blooms that have been observed in the Arctic in recent years [6, 7].
Changes in the Antarctic sea ice cover are much less understood. Instead of retreating, as
many models suggest, Antarctic sea ice area is actually expanding [17]. This increase in area is,
however, small compared to the Arctic sea ice retreat and the local variability is comparable to
these changes. For example, on 1 March 2017 Antarctic sea-ice extent shrank to a historic low,
thereby opposing the long-term up-trend [18]. Whether this recent observation is an outlier or
the beginning of new long-term trend is yet unclear.
State of the art Earth system models fail to simulate the observed long-term trends in
Antarctic sea ice extent [18, 19]. Meanwhile, models for the Arctic ice cover at least predict a
decline in Arctic sea ice extent, thereby capturing that Arctic sea ice extent is declining in reality.
The rate of this decline varies greatly between models, however, and predictive power is generally
low [8, 20]. For example, simulations differ significantly in their timing of the loss of Arctic sea
ice for a given trajectory of anthropogenic CO2 emissions [8]. Moreover, the development of
models that can forecast the spatial distribution of sea ice in the Arctic, not to mention in the
Southern Ocean, is still in its infancy.
To understand both the rapid decline in Arctic sea ice extent and the absence of such decline
in the Southern Ocean, we have to improve the way in which sea ice is represented in our
models. Contrasting this view, the aforementioned strong correlation between sea ice area and
anthropogenic CO2 emissions [8] suggests that the total Arctic sea ice area is much more an
indicator of climate change than it is an agent that drives climate change. For example, when
a large portion of sea ice is suddenly destroyed by storms, it quickly grows back to the level
appropriate for the current CO2 level. However, we do not fully understand why the maximum
total Arctic ice area is this stable, nor do we understand why the total Antarctic sea ice area
is not shrinking. More importantly, the spatial distribution of the sea ice is much harder to
predict than its total area, and this spatial distribution matters significantly for the ecosystem
and short-term sea state and weather forecasts.
1.1.2 Ice floes and wave forecasting
Besides gaining a better understanding of the changing polar environments, the aforementioned
short-term sea state and weather forecasts are vital for the shipping industry. The ongoing
retreat of the Arctic sea ice area allows us to transport ever more goods across the Arctic
Ocean, using ice breakers and cargo ships [21]. When crossing the polar regions, these ships
require accurate wave and ice forecasts to ensure the safety of their crew. This becomes even
more relevant with climate change, as stronger winds tend to generate higher waves [16] and
the wave generation is further aided by a declining Arctic sea ice cover [22]. Since ice dampens
and scatters the waves, and waves fracture the ice, the wave–ice interaction must be simulated
realistically and efficiently to provide navigators with valuable predictions.
Large scale wave forecasting models are taking on this challenge. For example WAVE-
WATCH III® (WW3), hosted by the National Oceanic and Atmospheric Administration (NOAA)
and developed by many researchers across the globe, is continuously increasing the number of
sub-models that capture the influence of sea ice on the wave spectrum [23]. (The most recently
implemented sea ice model for WW3 is developed in Part III of the present thesis.) WW3 is
inspired by the Wave Model (WAM), which also takes into account a detailed physical descrip-
tion of air/sea interactions [24]. Both, WW3 and WAM are based on a transport equation
description of waves, which we will explore in Part IV of the present thesis. In the following
section we describe the effect of sea ice floes on wave propagation in more general terms.
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1.1.3 How sea ice influences waves
The response of waves to the presence of an ice floe involves a great number of processes and
is the subject of ongoing investigation [25, 26]. Generally, one distinguishes between dissipative
processes, which convert wave energy into other forms of energy (heat, structural changes in the
ice, etc.), and (elastic/linear) scattering processes, which conserve the wave’s total energy.
Dissipative processes include turbulence, e.g. generated at the floe’s edges, as well as friction
between the water flow and the ice [27]. Furthermore, wave energy can be lost due to inelastic
bending and deformation of the floes, e.g. during floe–floe collisions, or friction between adjacent
floes and more drastic structural changes such as floes that raft on top of each other. Moreover,
waves can exchange momentum with floes by changing their state of horizontal motion or rota-
tion.
In contrast to dissipating processes, the scattering of waves only redistributes energy between
wave modes which travel in different directions. Therefore, the total energy contained in all
modes remains unchanged. When the floe size is commensurate with the wavelength, scattering
is a dominant effect on the wave propagation [28].
When low-amplitude waves travel though a cluster of many ice floes, the wave energy density
attenuates exponentially [29, 30]. Empirical evidence suggests, that the exponential attenuation
coefficient α is roughly proportional to some power of the wave frequency ω, e.g. α ∼ ω2.5 [31].
However, at very short periods (less than 8 s) the attenuation α has sometimes (but not always
[31]) been observed to decline with increasing ω [29]. This is known as the “rollover” effect
[30]. Moreover, recent experiments by Kohout et al. [15] suggest that waves with significant
wave height larger than 3 m exhibit near-linear attenuation with distance into the ice field, as
opposed to the more conventional exponential decay observed for smaller waves. (The significant
wave height is defined as four times the root-mean-square surface displacement [24].) However,
further observations are necessary to validate these findings.
The observed exponential decay in wave energy density for low amplitude waves is associated
with wave localization. The phenomenon of wave localization is known from several branches
of physics [32, 33] and can occur when waves travel through a random medium. An extensive
introduction into the localization phenomenon is given in Sheng’s book [34], and it has been
investigated in the context of water waves and a rough sea floor by Mei et al. [35], and in the
context of ocean wave scattering from ice floes by Bennetts et al. [36] and others.
It it uncertain what mechanism governs the linear decay in wave energy that was observed
for high waves by Kohout et al. [15], but a shift in the peak frequency of the waves towards
longer periods indicates that non-linear effects are at work. Li et al. [37] use the WW3 model to
reproduce the linear decay on the basis of non-linear wave–wave interaction and the presence of
wind forcing. Li et al. assume that the sea ice by itself causes exponential decay of all components
of the wave spectrum, and the observed linearity therefore stems from the modification of this
exponential decay by non-linear effects and the wind forcing. In contrast, Guyenne and Părău
[38] construct a wave–ice interaction model that resolves individual ice floes and their non-linear
interaction with a prescribed solitary wave forcing, which, in some cases, also leads to almost
linear attenuation of wave energy.
1.1.4 How waves influence sea ice (small scale)
While sea ice influences the propagation of waves, as we have explored in the previous section,
the waves in return affect the growth and development of sea ice. In this section we focus on
the impact of waves on individual ice floes during all stages of their life.
In a nutshell, a typical sea ice floe evolves in three stages: formation, brine rejection, and
melting. Although these three stages are a simplification of the subtle physics of sea ice, they
provide a useful framework for our purpose. After we briefly describe the three stages, we
summarize some of the interactions which may influence a typical floe at any stage.
6
1.1. THE BIG PICTURE: WHY WAVE–ICE INTERACTION MATTERS
Formation. Sea ice can form at the surface of the open ocean when the surface temperature
drops below ≈ −1.8 °C (the exact value depends on the salinity of the water) [10]. The first stage
in the formation is called frazil ice, which is a loose collection of millimetre-sized ice crystals
(see [39] for details on the formation process).
If the ocean is calm, frazil crystals then accumulate to form grease ice and later, via several
more stages, an ice sheet or ice floe. In rough seas, however, waves push the frazil crystals around
such that the crystals coalesce to form nearly circular disks, known as pancake ice. Given enough
time, the pancake ice, too, consolidates into larger and thicker ice floes [40, 41].
Brine rejection. Ice floes are typically riddled by a network of canals which hold highly saline
brine water if the ice is no older than a year. Over time, the brine water may be flushed out into
the ocean so that multi-year ice is almost salt free. This process may be slowed down, however,
by waves which wash salt water over the floe. The rejection of salt from the ice crystals is a major
shift in the internal structure of the floe. We should therefore expect that the thermodynamical
and mechanical properties of an ice floe change with its age. It is also worth noting that the brine
rejection increases the salinity of the surrounding sea water and the resulting salinity gradient
in the water column can affect ocean currents that pass beneath the ice [4].
Melting. As temperatures rise again, the ice floes begin to melt. The beginning of the melting
season is largely dependent on the albedo, however, which in turn depends on the ice structure,
on its fragmentation, and on a possible snow cover. For example, using climate models it has
been demonstrated by Perovich et al. [42] that a single day of snowfall at the end of spring can
potentially delay the onset of melt by “a couple of weeks”.
During the melt period, larger ice floes may form melt ponds on their surface. The geometry
and dynamics of melt ponds is a major field of research, as the appearance of a pond has a
significant effect on the surface albedo and thus drives the surface albedo feedback effect. In the
Southern Ocean, however, melt ponds are less common than in the Arctic, due to differences in
relative humidity [10].
Continuous interactions. In any of the above stages, sea ice is influenced by multiple envir-
onmental factors, including solar radiation, oceanic and atmospheric currents, as well as waves.
For example, oceanic and atmospheric currents may drag the ice around, causing it to form pres-
sure ridges, which consecutively increase the ice’s susceptibility to further drag [43]. Moreover,
wind generates waves at the surface of the open ocean, which may travel into the ice. These
waves may then break the ice into smaller floes [44, 45]. The resulting cracks and leads lower
the overall albedo and facilitate the formation of eddies that lead to enhanced melting of floes at
their boundaries [46]. That is, smaller ice floes melt faster. In winter, however, the ice breakup
may result in the opposite effect: the opening gaps (“leads”) between the floes contribute to
ice growth, because thinner ice grows faster in a freezing atmosphere due to the steeper tem-
perature gradient between water and air. A cycle is created where waves break the ice cover,
wind separates the resulting floes, pancake ice forms in the newly formed leads, the pancake ice
consolidates to a continuous ice cover, and the cycle repeats. This effect was observed by Lange
et al. [41], who call their observation the “pancake cycle”. Thus, in both the ice growth and
melting seasons, ocean waves may significantly influence the sea ice extent.
When floes are initially formed by wave-driven breakup, the shapes of the floe fragments are
often highly irregular, with sharp edges and pointed corners. Over time, those boundaries are
smoothed out by wind and wave motion, which cause floes to collide. If waves are sufficiently
strong, they can even cause floes to raft on top of one another [41]. Therefore, waves do not
only have the potential to play an important role during sea ice formation, but they influence
the sea ice’s mechanical and thermodynamical properties throughout its lifetime.
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1.1.5 How waves influence sea ice (large scale)
The wave–ice interaction we have described so far may influence the ice cover on large scales. For
example, using wave hindcasts created with WW3 in combination with satellite measurements of
sea ice extent, Kohout et al. [15] found that the rate at which the ice cover extends or retreats is
strongly correlated with the decrease and increase in mean significant wave height, respectively.
Thus, when waves become stronger the ice cover of the Antarctic MIZ retreats, and vice versa.
Note, however, that significant wave height is also correlated with wind strength and it may be
the wind that affects the ice, or a combination of wind and waves.
In the preceding section we have encountered multiple mechanisms through which waves
influence how sea ice forms and develops. First, we stated that waves can facilitate and control
the formation of pancake ice. Second, we found that waves may continuously bend, fracture,
collide and merge, or raft the ice floes on top of each other. Third, we have asserted that
wave-induced floe breakup can aid the melting of floes by means of eddies. Finally, we have also
argued that this wave-induced floe breakup can have the opposite effect in freezing conditions,
because thin ice grows faster. The overarching theme of all of these effects is that waves influence
the floe size distribution (FSD). The FSD f(r) is defined [47] such that f(r) dr is equal to the
fraction of the ocean’s surface that is covered with floes with a size between r and r+ dr. Note
that the range of r is bounded from above and below by experimental limitations. For example,
aerial photographs may capture floe sizes from 1m to 1km [48], or from 100m to 100km [49],
depending on the plane’s altitude. In the remainder of the present section we investigate in
more detail why the FSD is important.
Waves, and the FSD. The most important effect that waves have on sea ice is arguably the
strong influence they have on the FSD. Most obvious is the impact of waves that break existing
ice sheets up into ice floes. If the waves are energetic enough we should expect them to continue
with the break up process until all floes are smaller than half the wavelength. Since a variety
of waves with different wavelengths and amplitudes may propagate in the MIZ, however, this
size threshold is ambiguous. Nevertheless, one can expect there to be a lower bound on the floe
fragment size that waves can break off efficiently. Below this lower bound, however, waves can
still cause floes to collide and/or merge with one another. Thus, waves are likely to influence
the FSD on all scales.
Horvat and Tziperman [47] recently conducted a rigorous investigation of the processes which
we have just described. By coupling a mixed-layer ocean model to their previously developed
statistical model of the floe size and thickness distribution [50], they simulate the evolution of
this distribution in a typical MIZ. In this numerical experiment they not only consider waves, but
also ice melting and freezing, as well as mechanical interactions between floes. They find, that
for small floes (5 to 50 m) the relevant processes are mechanical interactions such as collisions
and merging, besides thermodynamic melting which plays a role at all scales. Floes larger than
50 m can be broken by waves. In their work, Horvat and Tziperman also argue that the FSD
is not a power-law, as was previously believed, but a more complicated distribution determined
by multiple forces which balance each other differently in different floe size regimes. Horvat and
Tziperman’s study suggests that waves do indeed affect the FSD in all of these regimes, either
by breaking floes, or by facilitating their collision and merging.
Montiel and Squire [51] recently investigated the effect of waves on the FSD. In contrast to
Horvat and Tziperman [47], Montiel and Squire use a three-dimensional model of the MIZ where
individual ice floes and their interaction with a linear wave field are resolved, and they, too, find
that waves generate an FSD which is more complicated than a power-law distribution.
Why the FSD is important. The FSD influences several aspects of the MIZ considerably.
First, it plays a vital role in the sea ice melting process since smaller floes generally melt
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more quickly [46, 52]. Second, the FSD affects the propagation of ocean waves, because the
floe–wave interaction is strongest when the floe size is commensurate with the wavelength [28].
Furthermore, the effective large scale properties of the ice are also affected by how much the
ice cover is fragmented [53, 54, 55]. Such effective properties are used in various large scale
simulations of the polar regions, such as the neXt-generation Sea Ice Model (neXtSIM) that was
recently coupled to a waves-in-ice model by Williams et al. [56], as well as the Los Alamos sea
ice model (CICE). For example, CICE (in combination with WW3) has recently been applied
by Bennetts et al. [57] to demonstrate that, during summer, wave-induced breakup reduces local
ice concentration by up to 30 to 40% near the Antarctic ice edge and the total Antarctic ice
volume by up to 10 to 20%. Finally, the FSD also influences the flow of air or water past the
ice [58].
In conclusion, we have seen that waves are not only important for individual sea ice floes, but
for the MIZ in general, because they affect the FSD which in turn drives various other processes.
1.2 Degrees of freedom: a thesis outline
Having motivated the study of wave–ice interaction, we now turn to the question of how to model
the wave–ice system. More precisely, how does one create a model that, on the one hand, does
not require too much computational resource and, on the other hand, has satisfactory predictive
power? If some essential mechanism is not represented in the model, it will perform poorly.
However, if too many details of the wave–ice interaction are taken into account then the strain
on computational resources, such as memory and processing time, escalates.∗ This is essentially
the problem of choosing the right degrees of freedom, which we explore in §1.2.1. Subsequently,
we refine the topic and lay out the structure of the present thesis in §1.2.2.
1.2.1 Identifying what is most important
Identifying the relevant degrees of freedom is the first step to describe any physical system. In
classical mechanics, for example, we consider the notion of a “rigid body” as the fundamental
entity with properties such as position and momentum, thereby ignoring the underlying degrees
of freedom of the individual atoms which make up the rigid body. Although this is a vast
simplification, it works surprisingly well, as long as we are only concerned with problems of
classical mechanics. Indeed, in most cases it would be impractical to describe, for example,
a rock in terms of its constituting atoms, as initial conditions cannot be determined and the
equations of motion would be practically impossible to solve.
Energy. Effective degrees of freedom can emerge when the total energy of a system is suffi-
ciently low and the underlying degrees of freedom tend to lump together and “freeze out”. In
the case of a rock the underlying degrees of freedom become relevant again when it is heated
beyond its melting point, where it henceforth has to be described as a fluid. If heated further,
the rock transforms into a plasma in which charged particles and the electromagnetic field now
become dominant degrees of freedom. At even higher temperatures nuclear physics becomes
relevant, and so on.
The MIZ. Presently it is still unclear if the wave–ice system of the MIZ can be described
in terms of such effective degrees of freedom, or what these would be. Even if we manage to
find such a description of the MIZ in calm conditions, it seems likely that in rough conditions,




i.e. higher energy, new degrees of freedom become relevant and the predictive power of a calm-
condition description deteriorates.
The MIZ system could of course, in principle, be described in terms of fluid / continuum
mechanics if we took into account the exact rheological, chemical and thermodynamic properties
of each individual piece of sea ice, together with a detailed fluid mechanical description of the
water body and the atmosphere, not to mention biological descriptions of seals, polar bears and
algae which are present in the MIZ. As with describing a rock in terms of its constituting atoms,
however, it is impractical to describe the MIZ system in terms of these fine-grained degrees of
freedom. Not only would the equations of motion be too complicated, but, more importantly, it
would be practically impossible to determine initial conditions. Therefore, we must find a set of
effective degrees of freedom in terms of which the MIZ’s wave–ice system can be described with
satisfactory predictive power.
Three categories. We classify the various answers to this problem into three categories:
(i) floe models, which deal with descriptions of individual ice floes interacting with waves, (ii) ef-
fective medium models, which assume that all the complicated near-surface phenomena present
in the MIZ can be described in terms of emergent rheological properties of some effective con-
tinuous floating material, and (iii) transport equation models, which assume that the primary
degree of freedom of the MIZ system is a scalar field, called wave action density, which is
defined over the entire horizontal ocean domain. The third category is special in the sense that
transport equation models can use both floe models or effective medium models to describe
the ice-generated forcing on the wave action density. We, nevertheless, give transport equation
models their own category, since they work under the unique premise that the MIZ’s wave–ice
system can be understood in terms of the wave action density and the forces that influence its
time-evolution.
Throughout the present thesis we only consider calm sea states (low energy waves), and
expect that any model that can be verified at calm conditions is likely to break down in storm
conditions, due to the increased number of relevant degrees of freedom at higher total energy.
1.2.2 Thesis outline
Large-scale wave forecasting models such as WW3 require a parametrization of sea ice in the
transport equation framework (iii). This notwithstanding, the scientific community has not yet
reached a consensus about the choice between floe (i) and effective medium models (ii), or if a
sea ice term should be directly implemented into a transport equation model (iii). Therefore,
the question concerning the relevant degrees of freedom is still open. Hence, in this exploratory
thesis we discuss aspects of models from all three categories to build an informed opinion on
possible future developments.
Floe models. We begin this exploration in Part II, consisting of Chapters 2, 3, and 4, where
we study floe models.
In Chapter 2 we first refine our notion of floe models by providing an overview of many
floe models that have been developed. Most of the present day models for wave–ice interaction
rely on a description of ice floes in terms of a floating thin elastic plate. Therefore, we derive
the thin elastic plate equation in §2.2 from first principles. Specifically, we begin from the
fundamental physical laws of conservation of mass and momentum, and then describe the various
assumptions that lead to the equations describing a thin elastic plate. To do this, we employ
a powerful notation, known in the field of general relativity as abstract index notation. (We
provide a brief parol for its use in Appendix A.1.) As an aside, we use this notation to derive the
relations between four rheological parameters (Poisson’s ratio, as well as the shear, bulk, and
Young modulus) independent from a coordinate system or even the dimension of space. The
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relations thus found help us to derive the equations of a thin elastic beam (two-dimensional)
or plate (three-dimensional) by means of Hamilton’s variational principle. We only state the
two-dimensional case in full, since our subsequent work is set in two dimensions.
Having derived the equations describing a thin elastic plate, we use the same coordinate
independent abstract index notation in §2.3 to derive the linearised boundary conditions that
characterize surface gravity waves. Finally, we combine the thin elastic plate and the linearised
wave equations, and assume a time-harmonic wave forcing to construct the complete boundary
value problem that represents a floating thin elastic beam.
Equipped with the description of the floating elastic beam under a linear time-harmonic
wave forcing in terms of plane wave modes, we proceed in Chapter 3 with the solution of the
scattering problem. That is, given an incoming wave forcing of fixed frequency, and a floating
thin elastic beam of specified length and thickness, how much of the incoming wave will be
transmitted and how much will be reflected by the floe? A more precise form of this question
is given in terms of a transmission and a reflection coefficient. We employ the integral equation
method of Williams and Porter [59] to solve this problem efficiently, and show that the estimated
error of our solution converges exponentially with the number of plane wave modes we take into
account in our description. To our knowledge, such a convergence test has not been published.
The preceding considerations all prepare us for Chapter 4, where we tackle the main problem
of this part: uncertainty. Specifically, how can we efficiently analyse the effect of a floe on the
wave field, if we are uncertain about the floe’s length? This particular question is the two-
dimensional form of the equivalent question about a three-dimensional floe’s shape. The methods
we introduce to solve this problem are applicable to a wide variety of modelling problems,
including the three-dimensional floe shape, non-linear floe–wave interactions, and even large
scale applications as long as the number of uncertain parameters is sufficiently small (. 10).
The two methods that we introduce to solve the random length problem are part of the gen-
eralized polynomial chaos (gPC) framework [60]. In particular, we use the so called stochastic
Galerkin (SG) method on the one hand, and a pseudo-spectral stochastic collocation (SC)
method on the other hand, to estimate the expectation value and variance of the transmis-
sion and reflection coefficients of the floe. We compare the two methods against each other and
against a more conventional quasi Monte Carlo (qMC) method.
To conclude Part II, we exploit the excellent convergence properties of the SC method and
compute the expected reflection and transmission coefficients for thousands of floe thickness and
wave frequency settings, which leads us to several interesting results.
Developer’s Note 1.1
All figures and results that are contained in the present thesis have been generated with the
software Wolfram Mathematica, version 11.1. To ensure the reproducibility of our results,
the entire program code is available online under https://github.com/JEM-Mosig/PhDThesis-
Code.git. Throughout this thesis the reader will find Developer’s Notes like this one, which
explain how the different parts of the code can be used.
Effective medium models. In Part III of this thesis, encompassing the Chapters 5 and 6,
we analyse effective medium models.
We begin Chapter 5 with a brief historical overview in §5.1, focussing in particular on the
type of model that has recently been proposed by Wang and Shen [61]. The effective medium
model of Wang and Shen (WS) was constructed to predict the allowed wave modes in ice infested
seas, once its three effective parameters have been calibrated: the effective ice layer thickness,
shear modulus, and viscosity. The wave modes are the solutions to the WS model’s dispersion
relation and are characterized by their wavenumber and attenuation rate.
11
CHAPTER 1. INTRODUCTION
We re-derive the dispersion relation of the WS model in §5.2, using the abstract index
notation. Motivated by the impractical complexity of this dispersion relation, we propose two
new effective medium models in §5.3 that do not suffer from such intricacy, as their dispersion
relations are much simpler. Specifically, these two models are based on the dispersion relation
investigated by Fox and Squire [62], and on the dispersion relation considered by Robinson and
Palmer [63]. Therefore, we designate them as FS and RP models, respectively.
After providing a brief overview of the solutions to the three dispersion relations in §5.4,
we devote Chapter 6 to the study of the sensitivity of these solutions on the model parameters
and the calibration of the three models with experimental data. The FS model depends on the
same rheological parameters (shear modulus and viscosity) as the WS model. This allows us to
compare the FS and WS models directly in §6.1.
In §6.2 we (attempt to) calibrate the WS, FS, and RP models with experimental data
provided by Meylan et al. [31]. Insisting on a rigorous calibration procedure, we identify multiple
severe issues with the WS model. These issues include an infinite number of possible calibrations
for the same data and a problem with identifying which of the infinitely many predicted wave
modes is the one we should expect to observe experimentally.
We conclude the effective medium part of this thesis with a discussion of limiting behaviours.
Specifically, we consider the FS, RP, and WS models in the limit of vanishing shear modulus,
small viscosity, and small effective ice layer thickness. This allows us to derive a power law
relationship between the predicted attenuation rate and the wave frequency, which we compare
to observations [31, 64].
Transport equation models. We dedicate Part IV, which consists of Chapters 7 and 8, to
transport equation models.
Chapter 7 contains an extensive – but not exhaustive – review of the origins of the transport
equation as it is used in wave–ice interaction simulations today. We first illuminate different
perspectives on the transport equation in §7.1, before we briefly review the transport equation
for ocean waves in §7.2 and for ocean waves in ice infested seas in §7.3.
In the latter §7.3 we argue that the way sea ice is currently represented in the transport
equation should only be valid when the ice concentration is low. In Chapter 8 we therefore
derive the transport equation for waves that travel at the water–ice interface of a continuous ice
cover with randomly varying thickness. The derivation is given in §8.1, which concludes with a
numerical evaluation of its predicted attenuation coefficient. Since the results are not entirely
satisfying, we also suggest an alternative approach for the derivation of the transport equation
in §8.2.
We conclude this thesis in Part V / Chapter 9 with a summary of our contributions to the field of
wave–ice interaction modelling. Based on the three distinct approaches we explored throughout
this thesis, we form an opinion and express some recommendations on future research in the
final paragraph.
12
1.2. DEGREES OF FREEDOM: A THESIS OUTLINE
Developer’s Note 1.2
The Developer’s Notes throughout this thesis are all stored in the notebook file (thesis) De-
veloper’s Notes.nb. Before any of the examples can work, the right packages have to be loaded:
In[1]:= Needs["PolynomialChaos‘"]
Needs["FloatingBodies‘"]
Note that Mathematica has to be told where these packages are (see the ReadMe.txt file about
how to do this). Furthermore, we frequently rely on a set of parameters, defined as
In[2]:= parameters = Association[
"Period" -> Quantity[10, "Seconds"],
"AccelerationDueToGravity" -> Quantity[9.8,
("Meters")/("Seconds")^2],
"FluidDepth" -> Quantity[200, "Meters"],
"FluidDensity" -> Quantity[1025, ("Kilograms")/("Meters")^3],
"BodyThickness" -> Quantity[1, "Meters"],
"YoungModulus" -> Quantity[10^9, "Pascals"],
"PoissonRatio" -> 0.3,
"BodyDensity" -> Quantity[922.5, ("Kilograms")/("Meters")^3],
"Draught" -> Quantity[0.9, "Meters"],
"FloeLength" -> Quantity[100, "Meters"]
];







Water waves and sea ice floes
The most detailed models for the marginal ice zone (MIZ)’s wave–ice system are those which
resolve individual ice floes as their essential degrees of freedom. We name this class of models
“floe models”.
The key feature of floe models is that they describe wave scattering, which is an energy-
conserving mechanism. Therefore, we postpone the discussion of most dissipative effects to
Part III. In the most general sense, scattering means that the energy of an incoming wave
packet, composed of multiple wave modes with a variety of frequencies, is redistributed into a
new outgoing wave packet. In this process, the total energy of all modes remains unchanged.
The outgoing wave packet may travel in different directions (wave spreading) and may even
be composed of different frequencies than the incoming wave packet. Within the framework of
linear scattering theory used in most floe models, however, the wave energy is never exchanged
between different wave frequencies. Thus, all wave modes associated with one wave frequency
can be considered independent from all modes with different frequencies.
In two dimensions (one horizontal dimension enabling wave propagation and one vertical
dimension describing the water column), scattering is characterized by the reflection and trans-
mission coefficients, which describe, respectively, how much of the incident wave amplitude is
reflected by, or transmitted through the scattering structure. The equivalent in three dimensions
is the scattering cross-section.
In the present chapter we first give an overview of the different kinds of floe models in §2.1
and then derive the boundary value problem that is most commonly used to describe an ice floe
in the context of wave–ice interaction from first principles in §2.2, §2.3, and §2.4.
2.1 Floe models: an overview
We may arrange floe models into two distinct groups: single floe models and cluster models.
In each group we further distinguish between two-dimensional and three-dimensional models.
Here, a model that is three-dimensional but assumes translational symmetry in one horizontal
direction is also considered to be two-dimensional. Subsequently, we outline some of the major
milestones in the theoretical development of present day floe models before we return to the
two-dimensional single floe model that we focus on in the present part of this thesis.
Early work. The first milestone was attained in 1886 by Greenhill [65], who described a
continuous two-dimensional sea ice cover as a thin elastic plate, floating on an inviscid fluid
body. Since his ice cover is homogeneous – without any cracks or gaps – Greenhill’s description
cannot be deemed a floe model. However, even today’s most sophisticated three-dimensional
cluster models usually describe each individual ice floe as a floating thin elastic plate.
The essential step to promote a continuous ice cover, as it is described by Greenhill, to a
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floe model is to include multiple cracks or gaps in the cover that partition the cover into floes.
A single ice floe in two dimensions is then a piece of ice cover that is bracketed by two (semi-
infinite) open water gaps. Such a scenario was investigated by Hendrickson et al. [66] in 1962,
and later by Hendrickson [67] and Wadhams [2, 27]. These early floe models, however, only
approximate the scattering effect of the floe’s edges. This approximation leads to substantial
errors in the reflection and transmission coefficients, as Fox and Squire [68] show for the case of
a semi-infinite ice sheet with a single edge.
A more realistic single floe model was presented by Squire [69, 70], who separates the ri-
gid body motions and the bending of the floe by the resulting pressure field on its underside.
Although functional for a single floe in two dimensions, this method is rather impractical and
difficult to extend to floe clusters.
Using the approximation we now know is flawed, Wadhams [2, 27] also described a two-
dimensional cluster of floes and estimated how wave energy density diminishes as a wave propag-
ates through a field of floes with random length. Since scattering preserves the total wave energy,
this attenuation stems solely from the fact that the incident wave is partially reflected at each
edge as it propagates into the ice cluster. Thus, although the total wave energy remains un-
changed, the energy density decays into the ice field. More precisely, the accumulative nature
of the reflection effect results in an exponential decay of wave energy density with the distance
travelled. The rate of this exponential decay is called energy attenuation rate. When multiplied
with a factor of 1/2 the energy attenuation rate becomes the amplitude attenuation rate, since
the energy density is proportional to the square of the amplitude. In the present chapter we
simply refer to the attenuation rate or attenuation coefficient when it is immaterial whether we
refer to energy or amplitude.
More details on the early work and related modelling problems is given in the review articles
by Squire et al. [30] and Squire [71]. Furthermore, we note that the three-dimensional motion
of a rigid (not elastic) floating body was already investigated in 1950 by John [72] and later by
Wehausen [73] and others. Moreover, many of the mathematical techniques applied in sea ice
floe models are also used in the modelling of floating artificial structures such as ships and even
floating airports [74]. As a result, there is much cross-pollination between these two fields of
research [75]. Nevertheless, we focus here primarily on the sea ice literature.
Two-dimensional single floe models. In 1993, Meylan and Squire [76, 77] improved upon
the Hendrickson–Wadhams model [2, 27, 66] and solved the scattering problem from a single
floe over an infinitely deep ocean to arbitrary precision. Meylan and Squire used a Green’s
function method, which is much more economic than the numerical method employed by Squire
[69, 70]. Meylan and Squire’s solution does not, however, account for the Archimedean draught
of the floe. This partial submergence of the floe was added to their model by Meylan [78] in
the same year. Meylan and Squire [79] then generalized the method to finite water depth. An
alternative method, based on the matching of eigenfunctions of the open-water and plate-covered
domains, was proposed by Wu et al. [80]. Furthermore, Bennetts et al. [81] use a variational
principle in conjunction with a Rayleigh-Ritz method to create a model of an ice sheet or floe
of variable thickness. Yet another matching method was presented by Williams and Porter [59],
who expand the horizontal fluid velocity under the edge in terms of Gegenbauer polynomials that
are weighted with a function that captures the singularity under the edge (see Appendix B.2).
This is a faster converging alternative to the methods of Wu et al. [80] and Bennetts et al. [81]
which we will explore in more detail in Chapter 3.
In the models we have mentioned so far, the incident wave front was assumed to be parallel
to the floe (i.e. to the direction in which symmetry is assumed) such that the problem becomes
two-dimensional. Sturova [82] investigated the effect of oblique angles of incidence.
All of the work we mention above assumes that the wave motion is time-harmonic and thus
they solve for a steady state solution. Time-dependent wave scattering from single floes has also
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become a growing field of research [83, 84, 85, 86, 87], but this is beyond the scope of the present
thesis.
More recently, two-dimensional single floe models have been extended by Skene et al. [26]
to account for the “overwash” effect, which occurs when the top of a floe sinks below the water
surface, e.g. due to the wave-induced motion. Skene et al. [26] combine both finite depth potential
flow theory for the motion of the water body beneath the floe, and shallow water theory for the
overwash that is forced by the plate’s motion. They assume that there is no back coupling from
the overwash to the surrounding water or plate motions. Skene et al.’s model predicts qualitative
and quantitative overwash properties accurately for shallow overwash, which generally occurs
for incident waves with low steepness or short length.
Two-dimensional floe cluster models. In addition to establishing the Green’s function
method for finite water depth, Meylan and Squire [79] also investigate the case of two thin
elastic floating plates and their theory naturally extends to an arbitrary (finite) number of
floes. They find that two adjacent floes must be very close together before one affects the other
interactively. As in most other floe models, however, their floes are not allowed to drift laterally.
The effect of lateral movement was investigated earlier by Shen and Ackley [88] using a slope
sliding model in which the floes are allowed to move laterally and to collide with each other,
driven by gravity, drag, and wave forces, while the elastic bending of the floes as well as their
effect on the water body is ignored. Shen and Ackley use this slope sliding model to investigate
the dynamic interaction of small floes in a wave field. Most interesting is their finding of a
herding effect that forms bands of floes with the width equal to the wavelength.
The problem of modelling multiple identical floes which touch each other is the same as the
problem of modelling an ice cover with multiple cracks in it. This problem was investigated
by Squire and Dixon [89] in 2001 using a Green’s function method the authors had developed
earlier [90], and later by Porter and Evans [91] whose work is based on the single crack solution
provided by Evans and Porter [92].
The next step was then to allow for the ice floes (cover between the cracks) to have distinct
properties. This was done by Williams and Squire [93], who extended Evans and Porter [92],
and by Kohout et al. [94], whose work is based on that of Squire and Dixon [89]. Moreover,
Hermans [95] also showed how his solution to the single floe scattering problem [96] can be used
to model multiple floes, where each floe has its individual flexural rigidity and mass.
Kohout and Meylan [97] extended the model of Kohout et al. [94] with an ensemble aver-
age over floe lengths (an idea from Wadhams [2]) that enables the authors to make statistical
predictions about the attenuation coefficient as a function of floe thickness alone. This model
was further extended by Dumont et al. [28], who consider the effect of floe breaking. While the
model of Kohout and Meylan [97] considers a fixed number of floes bracketed by semi-infinite
ice covers, Bennetts and Squire [98] extend this work to include other features such as cracks,
leads, and pressure ridges. Using logarithmic averaging (see [33]), Bennetts and Squire [98] also
derive an analytic expression for the attenuation rate of a cluster of floes based on the reflection
coefficient of a single floe. The floe lengths are randomly sampled from a uniform distribution
over half a wavelength. We show in Chapter 4 under what conditions this assumption of a uni-
form distribution can lead to substantial errors in the expected reflection coefficient of a single
floe if the actual length distribution is not uniform.
Recently, an entirely different approach was taken by Herman [99]. She developed a discrete-
element bonded-particle model, in which ice is represented as cuboid “grains” floating on the
water surface that can be connected to their neighbours by elastic joints. Herman’s model is
time-dependent and designed to study sea ice breakup (for results, see second-next paragraph).
A non-linear thin-plate model that allows for spatial variation in the flexural rigidity is
studied by Guyenne and Părău [38]. By setting the rigidity to zero at parts of this continuous
cover, they simulate individual ice floes.
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Many of the two-dimensional models listed above have been applied to study the effect of
sea ice on ocean wave propagation. For example, Bennetts and Squire [100] study how waves
are attenuated by floes in dependence on their flexural rigidity; the presence of floes, cracks
and pressure ridges; or the presence of a rough ice cover. Their work is an extension of the
model of Dumont et al. [28], which Bennetts and Squire combined with the attenuation model
the same authors have proposed in [98]. (The model of Dumont et al. [28] was also extended
by Williams et al. [101, 102], who employ the transport equation framework that we study
in Part IV.) Furthermore, Herman [99] investigates how a continuous ice cover breaks into
floes under different wave forcings. She finds, among multiple other things, that the resulting
floes are almost all of equal size, and this size depends on the thickness of the ice, but not on
the characteristics of the incoming waves. Moreover, Guyenne and Părău [38] use their non-
linear model to investigate the transition between exponential and linear wave energy decay,
depending on the incident wave amplitude. They find, among several other things, that the
larger the incident wave amplitude or steepness, the stronger the attenuation.
Three-dimensional single floe models. Meylan and Squire [103] extended the two-dimen-
sional floe model the same authors presented in [76, 77, 79] to a three-dimensional cylindrical
ice floe without draught in infinitely deep water. Real ice floes, however, are usually not per-
fectly cylindrical. When floes break, they often form sharp edges and pointed corners, which
may gradually smooth out, e.g. due to collisions with other floes. Drawing from techniques
in offshore engineering developed by John [72], Meylan [104] therefore created a model for a
three-dimensional floe of arbitrary shape. He uses a finite element method (FEM) to compute
the modes of vibration of a free plate of constant thickness but arbitrary shape in a vacuum and
then represents the ocean-coupled motion in terms of these modes.
The early three-dimensional models of Meylan and Squire [103], Meylan [104], and others all
require extensive numerical work due to the FEM or Green’s functions involved. This motivated
Peter et al. [105, 106] to derive an alternative eigenfunction matching method by extending the
shallow water solution of Zilman and Miloh [107] to water of arbitrary finite depth. This eigen-
function matching technique, however, assumes that the floe is cylindrical and floats without
draught. Montiel et al. [108] extend the analytical model of Peter et al. [105, 106] to include
non-zero draught and to analyse the effect of introducing viscosity in the plate’s motion, as well
as the effect of surge and sway motion. Alternative approaches to describe a floating cylindrical
plate were pursued by Andrianov and Hermans [109], using Green’s functions and an integro-
differential equation; Eatock Taylor [110], relating the method of coupling rigid body motion
and wave pressure to the method of separating the diffraction and radiation problem; and other
researchers.
Bennetts and Williams [111] found a way to treat ice floes of arbitrary smooth shapes (and
constant thickness) without the use of a FEM. They use the variational approach that Bennetts
et al. [81] had developed earlier to describe a continuous ice cover of varying thickness. Bennetts
and Williams [111] also use the Gegenbauer polynomial technique developed by Williams and
Porter [59] to account for the floe’s non-zero draught.
Recently, Porter [112] considered a floating rigid plate with trapezoidal shape and solved the
problem using Fourier transforms instead of Green’s functions. Furthermore, Meylan et al. [25]
created a model for floating porous elastic plates of arbitrary shape, which represents actual ice
floes more realistically. Moreover, Nelli et al. [113] investigated the effects of steep (non-linear)
waves on floes by coupling a High Order Spectral Numerical Wave Tank with the Navier-Stokes
solver IHFOAM and validated their results experimentally. They found that non-linear effects
lead to a decrease of wave transmission.
Three-dimensional floe cluster models. The general three-dimensional interaction theory
of floating bodies was developed by Kagemoto and Yue [114] in 1986, who use an expansion of the
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velocity potential (introduced later in §2.3) at one floe’s location into cylindrical eigenfunctions
and then use Graf’s addition theorem to express the scattered field of all other bodies in terms
of these local eigenfunctions. Most work on three-dimensional floe clusters is based on this
interaction theory of Kagemoto and Yue, or its extension to infinite water depth derived by
Peter and Meylan [115].
Early work on an infinite array of periodically arranged floes was conducted by Chou [116],
but his method only predicts the band structure (i.e. the solution to the effective dispersion
relation) and cannot be used to simulate plane waves propagating into the floe cluster. Wang
et al. [117] extend the work of Chou [116] so that they can describe such plane waves using peri-
odic Green’s functions for arbitrarily shaped floes. Peter et al. [118] use the theory of Kagemoto
and Yue to describe the same situation and check against results of the then-unpublished article
by Wang et al. [117] (see also [119] for a semi-infinite periodic array). The periodic symmetry
of the floe cluster leads to resonant effects (Bragg resonance) similar to electron Bloch waves
in a crystal – a phenomenon that is highly unlikely to be observed in the rather chaotic MIZ.
Therefore, much of the research on cluster models is focused on breaking this symmetry while
simultaneously maintaining computational efficiency.
A first step towards symmetry breaking was made by Bennetts and Squire [120], who also
study an array of periodically arranged circular elastic floes, but the spacing between infinite
rows is now arbitrary and the floe properties can change between rows. The authors observe the
Bragg resonance and its reduction when the symmetry is broken by an irregular row spacing. To
maintain computational efficiently, they use the transfer matrix technique previously developed
by Porter and Porter [121] for periodic rough bed topography.
Peter and Meylan [122] went one step further and used the FEM-based model of Meylan
[104] to describe the individual floes so that the floes can have arbitrary shapes which breaks the
symmetry further. The authors assembled floes into modules that are then grouped in periodic
infinite line arrays. Later, Bennetts et al. [123] extended the two-dimensional work of Kohout
and Meylan [97] and combined the models of Bennetts and Squire [120] and Peter and Meylan
[122]. Bennetts et al. also enhance the numerical efficiency by extending the rows of modules to
infinity and introducing a prescribed periodicity of the modules which appear in each row.
Finally, Montiel et al. [124] broke the symmetry completely and studied fully randomized
floe clusters. The numerical efficiency is maintained by dividing the cluster into parallel slabs,
similar to the infinite rows used in earlier models. In each slab, however, the floes are arranged
in a completely random manner and the multiple scattering problem is solved for each slab
individually, resulting in a reflection and transmission matrix for the entire slab. Although
solving the latter multiple scattering problem for each slab is costly, it is then very inexpensive
to combine a large number of slabs.
The various three-dimensional floe cluster models have been applied to study wave attenu-
ation and directional spreading of waves by sea ice in a simulated MIZ. For example Bennetts
et al. [123] study the effect of replacing circular elastic floes with square elastic floes, but found
the shape to have little effect on predicted attenuation rates. Moreover, Montiel et al. [124]
investigate the attenuation and directional spreading of waves in the MIZ. To this end, they
form ensembles of the wave field with respect to realizations of the MIZ and, simultaneously,
with respect to the incident forcing, randomly generated from prescribed distributions.
Recently, the three-dimensional floe cluster model of Montiel et al. [124] has been enhanced
by Montiel and Squire [51] to simulate floe breakup events such that the authors can study the
effect of waves on the floe size distribution (FSD).
Having described the different types of floe models, we proceed in the following section with
a detailed derivation of the thin elastic plate model that we adopt later to describe a single
two-dimensional floe.
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2.2 Sea ice
Natural sea ice is an inhomogeneous material (mushy layer) with a complicated internal canal
structure that is typically filled with brine and air [125]. Between the upper and lower surfaces
of the ice, the temperature changes continuously from air temperature at the top to sea water
freezing point at the bottom. As we have explored in Chapter 1, individual floes form either
when a continuous ice cover is broken up (e.g. by waves), or under freezing conditions. It may be
partially fractured or strongly deformed due to its interaction with waves, water currents, wind,
and neighbouring floes. Mechanically, it shows both elastic and inelastic properties, depending
on the strain rate of outside forces that are applied [125]. The temperature gradient we have
mentioned above also affects these mechanical properties [126], especially the Young’s modulus
[127] which describes the overall tendency of a material to deform. Thus, if an ice floe was
cut into horizontal slices, then each slice would have a different Young’s modulus due to the
difference in temperature. The Young’s modulus and other mechanical properties also depend
on the age and formation process of the ice (see e.g. the observed correlation of Young’s modulus
with brine content [128], which changes in time as we have discussed in §1.1.4).
In the context of water wave scattering, many of these complicated attributes may be ignored.
First, in calm sea conditions water wave propagation is usually considered on a timescale (∼ 10 s)
much shorter than the time span over which significant structural changes in the ice are assumed
to occur. (Note, however, that ice fracture can happen rapidly if the floe size is a significant
fraction of the wavelength or longer [30].) We therefore neglect the time dependence of the
mechanical properties of sea ice. Second, in linear scattering theory we deal with moderate
wave steepness and strain rates of the ice that allow us to ignore the effect of inelastic ice
deformation (hysteresis) [71]. Third, since information about inhomogeneities in the ice is, at
best, available only in a statistical manner, it is often assumed that ice floes are homogeneous,
isotropic materials. Moreover, Kerr and Palmer [127] have shown that an effective Young’s
modulus can be calculated, which takes the vertical temperature gradient into account. Finally,
ice floes are usually thin (up to ∼ 4 m [129]) compared to the typical wavelengths we wish to
consider (∼ 30 to 1000 m). In the context of water wave scattering, sea ice floes are therefore
commonly described as thin (visco)elastic plates, or slight modifications thereof [30, 71].
Although we have justified the basic assumptions that lead to the thin elastic plate descrip-
tion of sea ice, we should keep in mind that this is a very crude approximation. This can be
seen, for example, in the experimental results of Fox and Haskell [130], who show that the dis-
persion relation, i.e. the relation between wavenumber and frequency, of a floating thin elastic
plate differs systematically from their experimentally determined dispersion relation. We must,
however, study the most simple models first, before we can consider more complicated improved
models. All the enhanced floe models we are aware of are extensions (or simplifications) of the
thin elastic plate model we are about to introduce.
2.2.1 Preliminaries: the constitutive equation
Before we derive the equation of motion of a thin elastic plate in the subsequent section, we
first introduce the basic concepts of stress, strain, and the constitutive equation. More detailed
discussions can be found in [131] and [132]. Here, we merely want to introduce some notation
and clearly present the assumptions that lead to the thin plate equation.
Stress and strain. A body consisting of some continuous material, such as a thin elastic plate,
can be thought of as a collection of volume-elements constituting the body. When the body is
deformed, each volume element may be displaced from its original (reference) position. The new
positions of the volume elements are related to the reference position by the displacement vector
field Ra (we give an extensive introduction to the index notation in Appendix A.1 to avoid
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unnecessary distraction from the topic of the present section). The deformation of the body can
then be measured by comparing an infinitesimal length element dl in the reference position, to
the same length element after the deformation dl̃. The difference between their squares is
dl̃2 − dl2 = 2 εµν dxµ dxν , (2.1)
where








is the Lagrangian strain tensor [132]. Note that εµν does not describe rigid body motions, but
only deformations. If the deformation is small εµν can be approximated by the infinitesimal
strain tensor
εµν ≈ ∂(µRν) . (2.3)
The Greek letter indices such as µ and ν symbolize classical numerical indices, and we assume
Einstein’s summation convention. Throughout this thesis we often refer to the alternative nota-
tion using abstract indices, specified by lower case Latin letters a to z. For most purposes, the
unfamiliar reader can still interpret this notation in the classical way since we always work in
flat (Euclidean) space and can refer to some Cartesian coordinate system. The abstract index
notation is, however, completely coordinate independent, as we explain in Appendix A.1.
When a force acts on the body, it is transmitted through the body. Given an imaginary
plane with normal na passing through the body, on each unit area there will be a force exerted
by the material on one side of the plane upon that on the other side. According to Cauchy’s
stress theorem, the vector F b of this force is a linear function σ ba of only the normal vector na,
i.e. F b = σ ba na. The tensor σ ba is called the Cauchy stress tensor.
The isotropic constitutive relation. We now wish to relate the stress and strain tensors
to each other. From (2.3) it is obvious that εab is a symmetric tensor and, just as any other
symmetric tensor in d dimensions, εab can be split into deviatoric and volumetric parts
εab = dev εab + vol εab . (2.4)







where δab is the Euclidean metric (read as Kronecker delta) and εmm represents the trace of the
strain tensor. Furthermore, the deviatoric strain tensor is the trace-free part of εab, i.e.
dev εab = εab − vol εab , (2.6)
and it describes changes in body shape that preserve the volume. Note that the operators dev and
vol are mutually orthogonal projection operators, i.e. dev dev τab = dev τab, vol vol τab = vol τab,
and dev vol τab = vol dev τab = 0, for any symmetric tensor τab. We say that dev projects onto
the deviatoric tensor space, and vol projects on the volumetric tensor space. This projection
property is a particularly useful property and we will exploit it at the end of this section. If we
assume the material to be isotropic, then the constitutive equation relating stress and strain
σab = 2G dev εab +K d vol εab , (2.7)
involves only two parameters: the shear modulus G and the bulk modulus K [132]. The shear
modulus describes by how much the body responds to a volume-preserving deformation, whereas
the bulk modulus characterizes the response to pure expansions and contractions of the body
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that do not change its shape. The dimension d appears in (2.7) to cancel the 1/d in the definition
of the vol operator.
We have expressed the constitutive equation (2.7) using the rheological parameters G and K.
Alternatively, other rheological parameters can be used. For example, the constitutive equation





(1 + ν)σab − ν d vol σab
)
. (2.8)
While the Young’s modulus E expresses the overall tendency of the body to deform when a force
is applied to it, the Poisson’s ratio ν describes by how much a body expands in all transversal
directions when it is compressed in one axial direction.
To derive the relation between G and K on the one hand, and E and ν on the other hand,
we now use the orthogonal projection property of the dev and vol operators. First, we write
both equations (2.7) and (2.8) with σab and εab expanded into their respective deviatoric and
volumetric parts. This gives
dev σab + vol σab = 2G dev εab +K d vol εab , (2.9)
for equation (2.7) and




1 + ν − ν d
E
vol σab , (2.10)
for equation (2.8). Then we use the dev operator to project both equations onto the deviatoric
tensor space, giving
dev σab = 2G dev εab , and dev εab =
1 + ν
E
dev σab , (2.11)
respectively. Moreover, we use the vol operator to project the same equations onto the volumetric
tensor space, resulting in
vol σab = K d vol εab , and vol εab =
1 + ν − ν d
E
vol σab , (2.12)
respectively. Finally, we combine the two equations in (2.11) and the two equations in (2.12),
respectively, to give
E = 2G (1 + ν) , (2.13)
and
K = 2G (1 + ν)
d (1 + (1− d) ν) , (2.14)
where we have used equation (2.13) to express the right hand side of equation (2.14) exclusively
in terms of G, ν, and d. Thus, we successfully derived the relations (2.13) and (2.14) between
the four rheological parameters G, K, E, and ν in the general case of d-dimensional space. To
our knowledge, this has not been done before.
2.2.2 Thin elastic plates and beams
With the general constitutive relation at hand, we can now proceed with the derivation of the
thin elastic plate and beam equations. Note that the theory of thin elastic plates is also known
as Kirchhoff-Love plate theory [133, 134]. We focus on the three–dimensional case of the thin
plate, for generality, and only state the corresponding results for the two–dimensional thin beam.
∗Interestingly, according to Greenhill [65], the first material for which an experimental determination of the
Young’s modulus E was ever attempted was (fresh-water) ice.
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Cartesian coordinates. We define a Cartesian coordinate system (x, y, z) with the (x, y)-
plane as the middle plane of the thin plate at rest (without deformation). In this system, the
x-component of any vector such as Ra is δ1aRa = R1, where δ1a is the basis covector that relates
the coordinate independent expression Ra to the number R1 representing the x-component of
Ra in our Cartesian coordinate system. The y and z-components are formed in a similar way
with δ2a, and δ3a, respectively.
Expressing σab and εab in these Cartesian coordinates and using (2.14) we can write (2.7)
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Plane stress. Characteristic for the thin elastic plate is the plane stress condition, which
requires all the vertical components of the stress tensor σab, and vertical derivatives thereof, to
vanish. The stress-to-strain relation (2.16) therefore looses three columns (because the stress
components σi3 are zero), and two rows because two equations become trivial (ε23 = ε13 = 0).







































σab εab dV , (2.19)
where the integration extends over the entire plate volume [135]. Expression (2.19) is the tensor
equivalent of (energy) = (force-density) · (deformation) · (volume). Expressing (2.19) in our
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The expression (2.20) can be simplified further by making the usual thin plate assumptions.
First, we require that “a line normal to the (x, y)-plane remains straight”, and that “there is no
displacement of the reference frame in the (x, y)-directions”, i.e.
R1 = 1 z , and R2 = 2 z , (2.21)
where 1 and 2 are constants. These constants can be determined by using the condition
ε13 = ε23 = 0, as well as equation (2.3), which imply that
1 = −∂x(R3) , and 2 = −∂y(R3) , (2.22)
which further entails
ε11 = −z ∂2x(R3) , (2.23)
ε22 = −z ∂2y(R3) , (2.24)
and
ε12 = −z ∂x∂y(R3) . (2.25)
The z-component of Ra represents the plate’s elevation from its equilibrium position and will be
denoted by ξ = e3aRa = R3. Substituting equations (2.23) to (2.25) into (2.20) and evaluating








)2 + 2 (1− ν) ((∂x∂yξ)2 − ∂2xξ ∂2yξ)) dx dy , (2.26)
where h is the plate’s thickness.
Elastic strain energy of a thin beam. The procedure outlined above can be repeated in
any dimension d. In particular, for d = 2 we obtain the elastic strain energy of a thin beam
V elbeam =
∫






Equation of motion for a thin beam. It is now straightforward to derive the equation of
motion of the thin elastic beam from its Lagrangian Lbeam =
∫
(Tbeam − Vbeam) dt, where
Tbeam =
∫ 1
2 ρ h(x) (∂tξ)
2dx , (2.28)
is the kinetic energy and the potential energy Vbeam is given by the elastic strain energy in
equation (2.27) and, for completeness, an external forcing term q(t, x) such that
Vbeam = V elbeam +
∫
q(t, x) ξ dx . (2.29)
For generality we temporarily assume the plate’s thickness h(x) to be x-dependent, and we use
the plate’s Young’s modulus E = 2G (1 + ν), for brevity. Hamilton’s principle [136] states that
for the true motion of the plate,
0 = δLbeam =
∫ (
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where the plate’s ends are located at x = x0 and x = x1. Since the variations δξ and their









+ ρ h(x) ∂2t ξ(t, x) = −q(t, x) , (2.32)












= 0 at x = x0, x1 . (2.34)
This concludes our derivation of the thin elastic plate model for sea ice, and we now turn to the
other part of the MIZ’s ice-ocean system: surface gravity waves.
2.3 Surface gravity waves
The theory of ocean waves is a vast and active field of research as such waves are highly com-
plicated phenomena (see, e.g., [24, 35]). For the purpose of modelling wave–ice interaction in
the MIZ, however, we are interested in capturing the most relevant aspects of wave propagation
only. In relatively calm oceans, when waves are not too steep, these most relevant aspects are
described by linear wave theory, which we derive in the present section.
Cartesian coordinates. Here, and throughout most parts of this thesis, we refer to a Cartesian
coordinate system (x, y, z) with the z = 0 plane coinciding with the still water surface and z
increasing away from the water body. The flat sea floor is located at z = −H, as depicted in
Figure 2.1, and time is denoted by t.
Euler equations. Similar to the elastic body dynamics we dealt with in the previous section,
the dynamics of a fluid can be described by a displacement vector field Ra = Ra(t, x, y, z)
representing the change in position of a fluid particle from some initial position. The fluid
particle velocity is then Ṙa = ∂tRa.
We can express the conservation of mass as
∂t%+∇a(% Ṙa) = 0 , (2.35)
where % is the density of the fluid. We assume the sea water to be incompressible and assign the
constant value % = 1025 kg m−3 [30] to the density, throughout the fluid domain at all times.
Thus, equation (2.35) implies that the fluid velocity is divergence-free, i.e.
∇aṘa = 0 . (2.36)
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Figure 2.1: Idealized open ocean of constant finite depth.






Ṙa = F a , (2.37)
where F a represents a force field acting on the fluid body. It is useful to write this external
force field in terms of the stress tensor σab we introduced in §2.2, and a body force fa which





Ṙa = ∇mσma + fa . (2.38)
Equation (2.38) is known as the Navier–Stokes equation. Just as we did in §2.2 for the elastic
strain tensor, we now split the stress tensor into deviatoric and volumetric parts, i.e.
σab = vol σab + dev σab . (2.39)
The volumetric part
vol σab = 1
d
σmm δ
ab = −P δab . (2.40)
is (up to the δab) the negative of the pressure P = P (t, x, z) on any given volume element of the
fluid. For our description of the open ocean we further assume the water body to be an isotropic
and inviscid fluid. A vanishing viscosity means that there are no shear forces on any element of





Ṙa = −∇aP + fa . (2.41)
Equations (2.36) and (2.41) together constitute the Euler equations.
Potential flow theory. Beyond the assumptions that lead us to the Euler equations in the
previous paragraph, it is usually assumed that the fluid flow is irrotational, i.e. that the fluid flow
around any closed contour – known as circulation – vanishes. While Kelvin’s theorem states that
the circulation is conserved in time if the fluid is inviscid and all body forces are conservative,
this does not necessary mean that the circulation vanishes in a real ocean where waves can
be generated by wind (non-conservative forcing). Komen et al. [24] explain in great detail,
however, that irrotationality can in fact be derived, rather than postulated. This derivation
involves solving the linearised Euler equation and finding that wave modes which are identified
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with the surface wave solutions are irrotational. Here, we do not give any further details on this
proof and instead refer to Komen et al.’s book [24].
In mathematical terms, a fluid is irrotational when the curl of the velocity field Ṙa vanishes
everywhere. We can write this condition as
eabc∇bṘc = 0 , (2.42)
where eabc is the alternating tensor in R3 (see Appendix A.1). This has the important con-
sequence that we can represent the fluid particle velocity field Ṙa as the gradient of a scalar
field Φ = Φ(t, x, y, z), which we call the velocity potential Φ, such that
Ṙa = ∇aΦ , (2.43)
thereby simplifying the Euler equations significantly. The first Euler equation (2.36) becomes
the Laplace equation
∇a∇aΦ = 0 . (2.44)
The Euler momentum equation (2.41) becomes








= −∇aP + fa . (2.46)
We now substitute a constant, homogeneous gravitational force density −% g∇az for fa, where








= −P − % g z + (boundary terms) , (2.47)
which is known as Bernoulli’s equation. The boundary terms in (2.47) can be removed by an
appropriate change of variable for Φ.
Boundary conditions. The Laplace and Euler equations we have introduced in the previous
paragraph have to be complemented by a set of boundary conditions. We assume the flat sea
floor at constant depth z = −H to be rigid such that fluid particles cannot cross it, i.e.
∂zΦ(x, y, z) = 0 , z = −H . (2.48)
Moreover, since we consider only calm sea states and a constant water depth the phenomenon
of wave breaking can be neglected. Thus, we may parametrize the sea surface as the graph of
an analytic function ξ = ξ(x, y) above the still water level and demand that fluid particles never






= ∂zΦ−∇aΦ∇aξ − ∂tξ , z = ξ(x, y) . (2.49)
Equation (2.49) is called the kinematic free surface condition. In addition to the kinematic





mΦ∇mΦ = −g ξ , z = ξ(x, y) , (2.50)
where we chose the integration constant in (2.47) to be the atmospheric pressure, which equals
P at the surface.
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Figure 2.2: Geometry of the linearised ice floe / water wave model. The imagined interfaces Γ−
and Γ+ will be referred to when we solve the scattering problem in Chapter 3.
Reduction to linear wave theory. The calm sea state condition motivates one further
simplification of the water wave problem: we assume that the surface wave amplitude is small
compared to some characteristic wavelength, whose existence is anticipated a priori [35, §1.2].
In other words, the wave steepness is assumed to be small. Thus, we can linearise the kinematic
and dynamic free surface conditions (2.49) and (2.50), respectively, about the still water surface
z = 0 with the wave steepness as a small parameter. The resulting linearised free surface
conditions are
∂tξ − ∂zΦ = 0 , z = 0 , (2.51)
and
g ξ + ∂tΦ = 0 , z = 0 , (2.52)
respectively (see, e.g., Mei et al. [35] or Stoker [137] for details).
2.4 Floating elastic beams
In §2.2 we have found, that for our purposes sea ice can be described as a thin elastic plate. We
then constructed a mathematical description of linearised surface gravity waves in an idealized
ocean in §2.3. We now combine these two models and formulate the boundary value problem of
an elastic beam floating without cavitation, which we have illustrated in Figure 2.2.
We couple the elastic beam to the fluid body by equalling the external force term q in the
elastic beam equation (2.32) with the fluid pressure P in (2.47) at∗ z = −d. This implies that our
model does not allow for any gap between the floe and the water body. Furthermore, we require
the horizontal fluid velocity ∂xΦ to vanish at the vertical floe edges† Σ⊥ = {(x, z) | −d < z <
0 ∧ x = L/2±L/2}, i.e. in our model we neglect horizontal motion as it is hypothesized to have
little effect on far-field wave motion and the floe’s flexural response. Coupling the two systems
in the aforementioned way and working in two dimensions with the Cartesian coordinates x and
∗Note that from now on d denotes the draught of the floe, not the dimension of space.
†We use the usual mathematical notation of ∧ and ∨ to express the logic operations “and” and “or”, respect-
ively.
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z, we end up with the following boundary value problem. First, we have





+ ρ h ∂2t (∂zΦ) + g % ∂zΦ + % ∂2t Φ = 0 , (x, z) ∈ Σ0 , (2.54)
g ∂zΦ + ∂2t Φ = 0 , (x, z) ∈ Σ± , (2.55)
∂zΦ = 0 , z = −H , (2.56)
∂xΦ = 0 , (x, z) ∈ Σ⊥ , (2.57)
∂2x∂zΦ = 0 , (x = 0 ∨ x = L) ∧ z = −d , (2.58)
∂3x∂zΦ = 0 , (x = 0 ∨ x = L) ∧ z = −d , (2.59)
where Σ0 = {(x, z) | z = −d ∧ 0 < x < L} is the horizontal fluid–beam interface, Σ± =
{(x, z) | z = 0 ∧ (x < 0 ∨ x > L)} is the free surface, and Ω is the entire water domain. Second,
to complete the boundary value problem we also have to specify conditions at x → ±∞, but
we defer this statement to the end of the next paragraph where we introduce time-harmonic
forcing.
Harmonic forcing. The coupled plate–water system shall be set in motion by a time harmonic
forcing with fixed angular frequency ω. Since we consider the linear problem, the plate and the
fluid must both undergo periodic motion with the same frequency ω. Thus, we can write
Φ(t;x, z) = Re
(
φ(x, z) e−iω t
)
, (2.60)
where i2 = −1. In terms of the time-independent velocity potential φ the boundary value
problem simplifies to
(∂2x + ∂2z )φ = 0 , (x, z) ∈ Ω , (2.61)(
E h3/12 ∂4x − ρ hω2 + g %
)
∂zφ− %ω2 φ = 0 , (x, z) ∈ Σ0 , (2.62)
g ∂zφ− ω2 φ = 0 , (x, z) ∈ Σ± , (2.63)
∂zφ = 0 , z = −H , (2.64)
∂xφ = 0 , (x, z) ∈ Σ⊥ , (2.65)
∂2x∂zφ = 0 , (x = 0 ∨ x = L) ∧ z = −d , (2.66)
∂3x∂zφ = 0 , (x = 0 ∨ x = L) ∧ z = −d . (2.67)
Furthermore, we characterize the wave forcing as a plane wave with amplitude A0 that travels
in the positive x-direction, which we can express in terms of the incident velocity potential
φin(x, z) = A0 eiκ0 x ς0(z) , (2.68)
where the open water wavenumber κ0 and vertical mode ς0(z) will be defined in the next para-
graph. The presence of the ice floe gives rise to reflected and transmitted wave components,
which are given by
φ(x, z)→ φin(x, z) +RA0 e−iκ0 x ς0(z) , as x→ +∞ , (2.69)
and
φ(x, z)→ T A0 eiκ0 x ς0(z) , as x→ −∞ , (2.70)
respectively. The numbers R and T denote the unknown reflection and transmission coefficients,
respectively.
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Plane wave modes. We separate the fluid domain into the left open water domain (x < 0),
the ice-covered domain (0 ≤ x ≤ L), and the right open water domain (x > L). On either side
of the left edge (x = 0), we separate variables and represent the solution to Laplace’s equation
(2.61) by a plane wave ansatz [62]. Imposing the sea floor condition (2.64), the free surface
condition (2.63) for x < 0 and the interface condition (2.62) for 0 ≤ x ≤ L, we approximate the
potential as truncated series expansions of Nζ + 1 plane wave modes, i.e.




A−n eiκn x +B−n e−iκn x
)
ςn(z) , x < 0 ∧ z ∈ (−H, 0) , (2.71)
on the left (open water) side of the edge and of Nζ + 3 modes




A+n ei kn x +B+n e−i kn x
)
ζn(z) , x ∈ [0, L] ∧ z ∈ (−H,−d) , (2.72)
on its right (ice-covered) side. The reason for expanding into Nζ + 3 modes on the ice-covered
side instead of Nζ + 1 will become clear in the next paragraph. In (2.71) and (2.72) we have
introduced the vertical modes in the open water and ice-covered domains, given by
ςn(z) =





cosh (kn (H + z))
cosh (kn (H − d))
, (2.74)
respectively. The wavenumbers κn and kn satisfy their respective dispersion relation, i.e.
g κ tanh(κH)− ω2 = 0 , (2.75)
in the open water domain, and(
E h3 k4







k (H − d)
)
− ω2 = 0 , (2.76)
in the ice-covered domain. On the right side of the floe (x > L), we can again use an expansion
of the form (2.71).
Roots of the dispersion relations. The open water dispersion relation (2.75) has one real
and infinitely many imaginary solutions in the first quadrant of the complex plane [62, 138].
The remaining solutions are the negatives of these and are explicitly included in the expansion
(2.71). The real solution of (2.75) is associated with propagating wave modes, which do not
attenuate with x and will henceforth be denoted by κ0. We sort the imaginary solutions by
increasing magnitude of their imaginary part, i.e. Im{κn+1} > Im{κn}, for n ≥ 1. These
imaginary solutions are purely evanescent modes, i.e. modes that decay exponentially with x.
Their decay rate increases with n, so the truncation of the sum in (2.71) at finite Nς is justified.
The ice-covered dispersion relation (2.76) also possesses one real solution k0 and infinitely
many imaginary solutions kn in the first quadrant of the complex plane and we order them
in the same way as in the open water case. In addition to these solutions, however, equation
(2.76) also has two roots above the real axis that have non-vanishing real and imaginary parts
(for all parameter configurations we are interested in). One of these additional roots is in the
first quadrant of the complex plane, and we denote it by k−2. The other additional root is
k−1 = −(k−2)?, where the star denotes the complex conjugate.
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Developer’s Note 2.1
The function Wavenumbers defined in my FloatingBodies package can be used to compute both
the open water or ice covered wavenumbers. For example
In[3]:= Wavenumbers[2, "Elastic", parameters]
Out[3]= -0.0600683 + 0.0748629 I, 0.0600683 + 0.0748629 I,
.0407382, 0. + 0.00894884 I, 0. + 0.0265186 I}
generates the list of the wavenumbers k−2, . . . , k2. (See Developer’s Note 1.2 for the definition
of parameters.)
Williams [139] has performed an extensive analysis of the dependence of these solutions on
the model parameters. We will also study these solutions in a different context in Part III of
this thesis.
Vertical mode orthogonality. In the subsequent derivation of the solution to the scattering
problem in Chapter 3, we will rely on the fact that the open water vertical modes (2.73) form




f(z) g(z) dz , (2.77)
that is






)2 + k2m ω2/g
2 k4m
, (2.79)





f(z) g(z) dz + E g12ω2
(
f ′(−d) g′′′(−d) + f ′′′(−d) g′(−d)
)
, (2.80)
with respect to which the ice-covered vertical modes are “orthogonal” in the sense that 〈ζm, ζn〉+ =
‖ζm‖ δmn with
‖ζm‖ =
2 km (H − d) + sinh(2 km (H − d)) sech2(km (H − d))
4 km
+ tanh
2(km (H − d))E k4m g
6ω2 . (2.81)
Here, and until the end of Chapter 3, the primes indicate derivatives in z-direction, i.e. f ′(z) =
∂zf(z) and f ′′′(z) = ∂3zf(z). Note that the bilinear map 〈·, ·〉+ is not a scalar product, as it is
not positive definite. If it were a scalar product, then the statement about the linear dependence
of the ice-covered vertical modes that we present in the subsequent paragraph could not be true.
A less general version of the map (2.80) appears for example in [92, eq. (2.13)]. The general
version we present here simplifies the derivation of the solution to the scattering problem that
we consider in the next chapter.
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Linear dependence of vertical modes. Bennetts [140] has shown that two vertical modes,
e.g. ζ−2(z) and ζ−1(z), are linearly dependent on the other modes (here ζn(z) with n ≥ 0), i.e.




wij ζj(z) , i = 1, 2 . (2.82)
We re-derive the formula for the weights in Appendix B.1 and thereby correct for a missing







cosh(kn (H − d))
cosh(k−1 (H − d))
, (2.83)
















cosh(k (H − d))
]
, (2.84)




Equipped with the description of the floating elastic beam under a linear time-harmonic wave
forcing in terms of plane wave modes, we can now solve the scattering problem. Specifically,
we seek an expression for the amplitudes of the outgoing wave modes (travelling away from the
floe) in terms of the amplitudes of the ingoing wave modes (travelling towards the floe).
The scattering problem can be separated into three sub-problems, namely (i) scattering from
the left edge, (ii) wave propagation under the floe, and (iii) scattering from the right edge (see
Figure 3.1). In (i) and (iii) we match the horizontal fluid velocity and pressure of the left- and
right-propagating plane wave modes on either side of the respective edge. In (ii) we account
for the phase shift which occurs as the plane wave modes travel under the ice. The solutions of
these three sub-problems are then combined to describe the scattering by the fixed length ice
floe.
This procedure has multiple advantages. First, we will see in the end of §3.1 that the
solution to problem (iii) follows directly from the solution to problem (i). Furthermore, this
way of solving the scattering problem of a floe with fixed length is particularly well suited to be
generalized to the solution of the scattering problem of a floe with uncertain length, which we
explore in Chapter 4.
3.1 Scattering from the floe’s edges
We first consider the scattering of waves by the floe’s left edge located at x = 0. The solutions
φ− and φ+ to the boundary value problems on either side of the edge are given by equations
(2.71) and (2.72) in Chapter 2, respectively. These solutions φ− and φ+ need to be matched at
their common boundary Γ− = {(x, z) |x = 0 ∧ −H < z < −d} (see Figure 2.2). Specifically,
the velocity potentials and horizontal fluid velocities must be equal at the boundary, i.e.
φ−(x, z) = φ+(x, z) , (x, z) ∈ Γ− , (3.1)
∂xφ
−(x, z) = ∂xφ+(x, z) , (x, z) ∈ Γ− . (3.2)
Integral equation method. We apply the integral equation method of Williams and Porter
[59] to match the solutions φ− and φ+ at the boundary Γ−. To this end, we first define the
auxiliary function u(z), with
u(z) = ∂xφ−(x, z)|x=0 = ∂xφ+(x, z)|x=0 , (x, z) ∈ Γ− , (3.3)
thereby using the condition (3.2) of matching horizontal fluid velocities. Consider the first part
of the definition, u(z) = ∂xφ−(x, z)|x=0, and apply the open water scalar product to find






















Figure 3.1: Separation of the scattering problem into three parts.
where we took advantage of the orthogonality condition (2.78) for ςn(z). In a similar way, we
use (2.74) and the second part of the definition u(z) = ∂xφ+(x, z)|x=0 to find




Now we can substitute (3.4) and (3.5) into the condition (3.1) of matching fluid pressure
















































































Note that this step is particularly straightforward because we have defined the orthogonality
relation (2.74) in a general way. Here, we have used condition (2.65), that u(z) = 0 for −d <
z < 0. The integral equation (3.6) contains the two constants u′(−d) and u′′′(−d), which will be
determined by the free edge conditions (2.66) and (2.67). We immediately apply the condition
(2.67) of vanishing shearing stress
0 = −∂3x∂zφ+(0,−d) = ∂x∂3zφ+(0,−d) = ∂3z∂xφ+(0,−d) = u′′′(−d) , (3.7)
to eliminate u′′′(−d), where we have used the Laplace equation (2.61) in the first step. The
second unknown u′(−d) remains undetermined for now, but we acknowledge that u′(−d) =
∂z∂xφ
+(0,−d) ∝ ∂xξ(0) is proportional to the slope of the beam at its edge and therefore must
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such that the integral equation (3.6) for u(z) can be written as
∫ −d
−H






B+n ζn(z) . (3.10)
Now we write
u(z) = u0(z) + u′(−d)u1(z) . (3.11)















Thus, we now have to solve the two equations
∫ −d
−H






B+n ζn(z) , and (3.12)∫ −d
−H
Γ(z, s)u1(s) ds = −f(z) . (3.13)
Galerkin technique. The integral equations (3.12) and (3.13) can be solved with a Galerkin
procedure, which involves expanding the unknown functions ui(z) in some set of basis functions
and then projecting the integral equations onto this basis, thereby constructing a linear system
of equations that can be solved for the coefficients of the expansion. The right choice of basis
functions is essential for the performance of this method. Specifically, we seek basis functions
for which the integrals appearing in (3.12) and (3.13) can be solved analytically. Moreover, we
should respect the fact that the fluid velocity under the edge u(z) has a singularity of order
z−1/3 at z = −d, as we show in Appendix B.2. Williams and Porter [59] find that both criteria
are satisfied by the set of even weighted Gegenbauer polynomials
Cβ2m(s) =
m! (m+ β) Γ2(β)
π 21−2β Γ(m+ 2β) (1− s
2)β−1/2Cβ2m(s) , (3.14)
where s = s(z) = (H + z)/(H − d), Γ(x) is the gamma function, and Cβ2m(s) are the even




m! (m+ β) Γ2(β)
π 21−2β Γ(m+ 2β) (1− s
2)β−1/2Cβ2m(s)C
β
2n(s) ds = δmn , (3.15)
where δmn is the Konecker delta. Notice that the weighting function in (3.14) is just the weighing
function in the orthonormality relation (3.15), up to a factor of two. Since the term (1−s2)β−1/2
in (3.14) is singular at s = 1 (i.e. z = −d), it can be used to reflect the singularity of the fluid


















(2n+ β) Jn+β(iκi (d−H)) , (3.16)
∗For integers n, the gamma function is Γ(n) = (n− 1)!. The definition of Gegenbauer polynomials is given in
Appendix A.3.
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= H − d2
(−1)n Γ(β)






(2n+ β) Jn+β(i ki (d−H)) , (3.17)





























































































respectively, where we have employed the linear dependence of the vertical modes described on
page 34 (the wim are defined in equation (2.83)). Using this linear dependence is not strictly
necessary, but it improves the convergence rate of the numerical procedure.
It is convenient to write equations (3.19) and (3.20) in terms of matrices. To do this, we
first define the notation [M ]i,j to signify the entry of the matrix M in the (1 + i)th row and





= χ±np, K− = diag
(




k0 ‖ζ0‖ , . . . , kNζ








)T · (wiT ⊗ wi) · χ+
k−i ‖ζ−i‖
(3.21)
represents the integral kernel of size (Nu + 1)× (Nu + 1) and where wiT ⊗ wi is the Kronecker
product of the vector wi with its transpose. (The Kronecker product is defined in Appendix A.2.)
Furthermore, we define ζ ′′′ =
(
ζ ′′′0 (−d), . . . , ζ ′′′Nζ (−d)
)
and f = −i E g12ω2 K · ζ
′′′T. With this
notation, equations (3.19) and (3.20) read
Γ · u0 = 2
(
χ− ·A− − χ+ ·B+
)
, (3.22)
Γ · u1 = −χ+ · f , (3.23)
respectively. Inverting the kernel matrix Γ provides ui in terms of the input vectors A− and B+,
u0 = 2 Γ−1 ·
(
χ− ·A− − χ+ ·B+
)
, (3.24)
u1 = −Γ−1 · χ+ · f , (3.25)
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where Γ−1 is the inverse of the kernel matrix Γ. Now we can determine A+n and B−n using (3.5)
and (3.4), respectively. Defining Ω±− = χ± ·K− ·Γ−1 ·
(
χ−























·B+ + u′(−d) Ω−+ · f . (3.27)
The only remaining unknown is the constant u′(−d), which we now determine using the free
edge condition of vanishing bending moment (2.66), i.e.


















Now that we have determined u′(−d), we can express the unknown amplitudes A+ and B−








































1− 2 · Ω−−
)
·A− −























Constructing the left-edge scattering matrix. Using the Kronecker product, we can write




A+ = T−L ·A
− +R+L ·B
+ , (3.32)
B− = R−L ·A
− + T+L ·B
+ . (3.33)
where
T−L = 2 Ω
+− −









ζ ′′′ · Ω+−
)
, (3.34)
T+L = 2 Ω
−+ −
(














R−L = 1− 2 · Ω
−− −
(









ζ ′′′ · Ω+−
)
, (3.36)
R+L = 1− 2 · Ω
++ −
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The reflection and transmission matrices of the left edge can be assembled into the scattering
























where the matrix SL has dimensions (2Nζ + 4)× (2Nζ + 4).
Developer’s Note 3.1
The function FloeScatteringMatrix defined in my FloatingBodies package can be used to
compute the scattering matrix of the left edge SL with the method described above. For
example
In[4]:= FloeScatteringMatrix["Elastic", parameters, 5, Part -> "LeftEdge"]
generates a ScatteringMatrix object, which contains T±L , and R
±
L , with entries including
5 evanescent wave modes. The parameters symbol is defined in Developer’s Note 1.2 and
contains all constants entering the equations, such as the floe thickness h.
Convergence properties. The advantage of the integral equation method is that it involves
only a single matrix inversion, namely that of the kernel matrix Γ. Moreover, the size (Nu +
1)× (Nu+1) of Γ can be kept small even if the number of vertical modes Nζ is large. (Note that
we can use a large Nζ to compute the scattering matrix with high accuracy and then trim this
matrix if we only want to consider a small number of modes as input and output.) Figure 3.2
shows the successive differences in the reflection coefficient of the left edge RL = [R−L ]0,0 with a
change in Nζ . Comparing the data for Nu = 2 and Nu = 40 shows that Nu has no significant
influence on the convergence behaviour of RL. The number of kernel modes Nu is, however,
relevant for the accuracy of the evanescent modes. This can be inferred from Figure 3.3, which
shows the successive differences in the reflection coefficient of the 5th evanescent mode under
the ice cover (i.e. [R+L ]5,5) with a change in Nζ . The evanescent modes clearly converge faster
when Nu is larger.
Right edge. The solution to the right edge scattering problem can be deduced from that of
the left edge, due to the symmetry of the system. Eigenfunction expansions of the potential
in the ice-covered and open water regions similar to (2.71) and (2.72) can be written down.
We introduce the vectors of amplitudes C− = (C−−2, . . . , C−Nζ )
T and D− = (D−−2, . . . , D−Nζ )
T of
the right and left propagating modes, respectively, in the ice-covered region, and analogously
C+ = (C+0 , . . . , C+Nζ )
T and D+ = (D+0 , . . . , D+Nζ )
T for the right and left travelling modes in the






























L . The right-edge
scattering matrix SR represents the effect of the right edge on the wave modes and does not
account for the propagation of the wave modes under the ice. We construct the matrix that
represents this propagation in the following section.
3.2 Wave propagation over exact distance
We now construct the matrix that describes the phase change experienced by the wave modes
between the two edges located at x = 0 and x = L > 0. Although this is a trivial exercise when
40























































◆ Nu = 2 kernel modes
▲ Nu = 40 kernel modes
Figure 3.2: Successive differences in the reflection coefficient of the left floe edge as the number































































◆ Nu = 2 kernel modes
▲ Nu = 40 kernel modes
Figure 3.3: Successive differences in the reflection coefficient of the 5th evanescent mode under
the ice cover as the number of match modes Nζ increases.
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the floe length is known exactly, we describe it in detail here to attract the reader’s attention
to the process as it will be substantially more involved when solving the scattering by a floe of
uncertain length in Chapter 4.
We express the potential under the floe as




V −n ei kn x +W−n e−i kn x
)
ζ(z) , (3.40)
at its left end, and




V +n ei kn x +W+n e−i kn x
)
ζ(z) , (3.41)
at its right end. Introducing the vector notations V ± = (V ±0 , . . . , V ±Nζ )
T andW± = (W±0 , . . . ,W±Nζ )
T,


















ei k−2 L, . . . , ei kNζ L, ei k−2 L, . . . , ei kNζ L
)
. (3.43)
Each entry of S0 represents the phase change that is experienced by the ice-covered eigenfunc-
tions as they propagate between the two edges. Furthermore, the matrix S0 can be seen as a
scattering matrix relating the ingoing and outgoing wave amplitudes.
3.3 Scattering matrix of the floating elastic beam
We can now combine the matrices SL, S0, and SR to obtain the scattering matrix S of the
elastic floe. We begin by combining SL and S0, i.e. we seek to compute the matrix SL0 that
relates A− and W+ with V + and B−. The matrix SL0 can be found by identifying V − = A+











where the blocks are given by (see [98, pp. 142-143])
R+L0 = R
+





L ·K21 , (3.46)
T+L0 = T
+
L ·K22 , (3.47)
T−L0 = T
−
















The procedure of combining SL and S0 to form SL0 using equations (3.44) to (3.49) uniquely
defines an associative binary operation ◦, as any two matrices which could be multiplied by each
other can also be combined in this way (assuming the inverse in (3.49) exists). Specifically, we
define SL ◦ S0 = SL0. It follows, that the scattering matrix of the entire elastic floe S is
S = SL ◦ S0 ◦ SR . (3.50)
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Transmission and reflection coefficients. We are primarily interested in the transmission
and reflection coefficients of the floe. They are given by the amplitudes of the transmitted and
reflected propagating wave modes, normalized by the ingoing wave amplitude (see (2.71) and
(2.72)), i.e.
T = |[S]0,0| and R = |[S]Nζ+1,0| , (3.51)
respectively.
A remark on multiple scattering. The scattering theory for a single ice floe, as developed
in this chapter, is straightforwardly extended to a multiple scattering theory, involving many ice
floes. With the combination operator ◦ at hand, which we have defined in equation (3.50), this
is in fact a trivial task in two dimensions [98]. Three-dimensional multiple-scattering models
exist [118, 120, 122, 124] and are actively developed, as we have discussed in the introduction
to Chapter 2.
Multiple-scattering floe models can be used to simulate the propagation of waves through
the MIZ in calm conditions. In the next chapter, however, we continue to focus on the single
floe problem in two dimensions and investigate statistical properties of the transmission and





In the present chapter we introduce a class of methods known as generalized polynomial chaos, or
gPC. These methods can be used to analyse the effect of uncertainty in one or more parameters of
a model on the output of the model [60]. Specifically, let the model be symbolized by a function
f with parameter p. Furthermore, assume that we only know the probability distribution of
p, i.e. for example a normal distribution with a certain mean and variance. Then, the gPC









higher moments of the model output f(p).
We are specifically interested in the effect of the shape of an ice floe on its scattering cross
section. The natural fist step to investigate this problem is to reduce it to two dimensions (one
horizontal and one vertical), where the notion of shape reduces to the notion of floe length.
Thus, in the present chapter we introduce and compare different methods of the gPC framework
to study the effect of uncertainty in the floe length on the reflection and transmission coefficient.
The main results of this chapter have been published in the journal Wave Motion [141] for a
simpler mass loading floe.
Alternative methods. Before we delve into the subject of gPC methods, we first mention a








, etc. is to
use a Monte Carlo (MC) method, where a large random sample of parameters p = p1, p2, . . .
is supplied to the function f and the expectation and variance of f(p) are then estimated by
the mean and variance of the sample {f(p1), f(p2), . . . }. Although the MC method is very easy
to implement if a deterministic model f is available, it only converges with O(N−1/2) of the
number N of sampling points [142]. It is often vital, however, that N is kept small, because
evaluating f(p), (running the model) may be slow.
A slight improvement of the MC method is the quasi Monte Carlo (qMC) method. The qMC
method works in the same way as the MC method, except that the random parameters pi are not
taken at random, but from a so-called low-discrepancy sequence, which generates quasi-random
numbers. Although quasi-random numbers are not random (nor pseudo-random), they can
nevertheless be used for the statistical estimates we are interested in. The advantage of quasi-
random numbers is that they distribute more evenly than random numbers (see Figure 4.1),
which results in a convergence rate for qMC methods of order O((logN)d−1N−1), where d is
the number of random variables [143].
Motivated by the increasing computational power that is available at ever decreasing cost,
many other methods have been proposed to predict uncertainty propagation on the response
of structural systems. For example, the stochastic finite element method [145], which relies
on a perturbation around the mean state of the system at hand and therefore requires the
random inputs and outputs to have a sufficiently small variance. Other methods include moment
equations and operator-based methods (see [60] for a more detailed overview).
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pseudo-random quasi-random (Sobol)
Figure 4.1: Illustration of a set of points sampled with a pseudo-random (left panel) or quasi-
random (right panel) generator. Here, we use the Sobol-sequence [144] for the generation of the
quasi-random numbers.
Generalized polynomial chaos. The gPC techniques do not require the uncertainty in the
parameters to be small, and they typically show exponential convergence properties which we
demonstrate later in this chapter. A general introduction to gPC methods is given in Xiu’s book
[60], but all the essential concepts will be explained in the present chapter.
Uncertain floe length. We now introduce uncertainty into the scattering model we presented
in Chapter 3. Let the floe length L be written as
L = L0 + L1 α , (4.1)
where 0 < L1 < L0, and α is a random variable drawn from some given probability distribution
D constrained to the interval [−1, 1]. The deterministic boundary value problem described in
Chapter 3 then becomes a stochastic∗ boundary value problem. In particular, the reflection
coefficient R and the transmission coefficient T now depend on the random variable α. Our
objective is to compute the expectation values and variances of R(α) and T (α).
The key to all gPC techniques is the expansion of the α-dependent quantities in terms of a
particular orthogonal polynomial basis {Pn(α), n ∈ N}, which is optimal (in a sense explained
below) for the probability distribution D of α. Note that in this chapter we do not use abstract
indices and, therefore, n takes on numerical values. The polynomials Pn(α) are constructed,





f1(α) f2(α) PDF[D](α) dα , (4.2)
where PDF[D] is the probability density function (PDF) of the distribution D. Specifically,
〈Pi, Pj〉D = δij . (4.3)
For many of the common probability distributions, however, analytic formulas for the corres-
ponding polynomial basis polynomials are well established [60]. The basis polynomials and
corresponding integral bounds that we use in the present thesis are listed in Appendix A.3. We
refer to the {Pn(α)} as gPC polynomials.
∗What we call a stochastic boundary value problem is sometimes called random boundary value problem,
but terminologies differ between branches of mathematics. For instance, stochastic partial differential equations
(PDEs) are often defined as PDEs with random parts which change the calculus from classical calculus to stochastic
calculus. Here we are not concerned with such systems and use the terminology of Xiu and Tartakovsky [142].
46
4.1. STOCHASTIC COLLOCATION METHODS
Developer’s Note 4.1
My PolynomialChaos package defines the function GPCBasis that can be used to generate
the gPC basis for any given continuous probability distribution with compact support. For
example











7 (5 x3 - 3 x)}
The polynomial basis {Pn(α)} is optimal in the following sense. Let the reflection coefficient




Rn Pn(α) , (4.4)
where we only take a finite number of NP + 1 polynomials into account. Then it can be shown
that the truncated expression on the right hand side of (4.4) not only converges to R(α) as
NP →∞, but it also minimises the L2-norm error of any same degree polynomial approximation
[60, eq. 5.9].
The family of gPC techniques admits two main branches: stochastic collocation (SC) meth-
ods, and the stochastic Galerkin (SG) scheme. In the following two sections we use both methods
to solve the random length problem.
4.1 Stochastic collocation methods
We first discuss the stochastic collocation (SC) methods [60, 146] to solve the random length
problem. Note that the term “collocation” is used more widely as a numerical solution tech-
nique for various kinds of equations, but here we focus on stochastic collocation methods and,
especially, on collocation methods in the gPC context.
Many variations of stochastic collocation methods exist and there is no widely accepted
terminology as the development of these methods is still ongoing. In the present thesis, we
distinguish between gPC and non-gPC collocation methods. Non-gPC methods include the MC
and qMC methods and we will use the qMC technique to verify our results. The gPC collocation
methods can be further classified into interpolation and pseudo-spectral collocation methods,
which we both explore subsequently.
The primary advantage of gPC collocation methods is that their error converges exponen-
tially with the number of collocation points NC . In comparison, MC methods converge with
O(1/
√
NC) and qMC close to O(1/NC).
Interpolation: least squares collocation. The most simplistic interpolation method which
takes advantage of the gPC basis is perhaps the least squares, or matrix inversion approach.




Rn Pn(αm) , m = 0, . . . , NC , (4.5)
that is to be solved for the NP + 1 unknowns Rn. We require that NP ≤ NC , such that the
system is not underdetermined. The system (4.5) can be solved directly when NP = NC , or by
the least-squares method if NP < NC . Typically, the collocation points {αm} are chosen as the
roots of PNP+1, so the system is well conditioned [60]. Once the Rn are known, the expectation
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and variance of R(α) can be computed in the way described at the end of this section. First,
however, we discuss a more robust alternative to the least squares method.
Developer’s Note 4.2
My PolynomialChaos package defines the function Collocation which can be used to compute
the expectation and variance of any given expression. For example
In[6]:= Collocation[ArcSinh[x2] - x, {x, NormalDistribution[1.,2.]}, 10]
Out[6]=
The CollocationData object that was returned contains the expectation value, variance, the
gPC basis, and other properties. By specifying the Method option of Collocation the user can
choose between "Interpolation", "PseudoSpectral", "MonteCarlo", or "QuasiMonteCarlo".
All methods offer various sub-options for more specific choices.
Pseudo-spectral collocation. Setting NC = NP and using the orthonormality condition




PDF[D](α)Pn(α)R(α) dα . (4.6)
To solve the integral on the right hand side of (4.6) we can define a generalized Gaussian
quadrature rule for the weighting function PDF[D](α). Specifically, we compute a set of abscissas







wi Pn(αi)R(αi) . (4.7)
Golub and Welsch [147] present an efficient algorithm to construct such a generalized Gauss
quadrature rule from the moments of PDF[D](α). In the general case, the estimation of these
moments requires further integrals to be solved, one for each moment. These integrals, however,
need to be computed only once per distribution and they do not involve the numerically expensive
function R(α). Furthermore, for many common distributions explicit formulas are known. These
formulas are named after the gPC polynomial basis that corresponds to the given distribution.
For example the normal, uniform, and beta distributions correspond to the Gauss-Hermite,
Gauss-Legendre, and Gauss-Jacobi rules.
Developer’s Note 4.3
My Collocation routine has the Golub-Welsch algorithm built in and therefore works for any
continuous probability distribution with compact support.
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Expectation and variance. Having computed the coefficients Rn in the gPC expansion, the




































of the reflection coefficient. The results for the transmission coefficient T (α) follow analogously.
It should be noted that the function R(α) = |[S]Nζ+1,0(α)| may not be differentiable at all α
due to the absolute value in (3.51), in which case the polynomial approximation converges poorly.
To remedy this possible issue we can alternatively expand the underlying complex amplitude




an Pn(α) . (4.10)
We can then compute the expectation value of R = |a| as
E(R) = E(|a|) =
∫ +1
−1
|a(α)| PDF[D](α) dα , (4.11)
which can be estimated using numerical integration. Note that orthonormality of the gPC


















|am|2 − E(R)2 , (4.12)
where a∗n is the complex conjugate of an.
Developer’s Note 4.4
Collocation takes the option Abs, which can be either True or False (default). If set to
True, the moments of the absolute values are computed, using formulas (4.11) and (4.12).
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Figure 4.2: Separation of the stochastic scattering problem into three parts.
4.2 Stochastic Galerkin method
In this section we introduce the stochastic Galerkin (SG) method to solve the problem of water
wave scattering by a floe of uncertain length. In contrast to the SC method described in §4.1, the
SG method does not rely directly on the deterministic solver described in Chapter 3. Instead, the
solution method used to solve the fixed length problem is modified to account for the dependence
of the complex wave amplitudes on the random variable α.
Similarly to the exact length case, we decompose the scattering problem into three sub-
problems, illustrated in Figure 4.2, i.e. (i) scattering from the left edge, (ii) propagation of the
plane wave solutions in the random domain under the floe, and (iii) scattering from the right
edge.
4.2.1 Scattering from the floe’s edges
The solution method of the left edge scattering problem is similar to that described in Chapter 3
for the floe with exact length. The potential expansions (2.71) and (2.72) only need to be
amended to account for their dependence on the random variable α. In the free surface region,
only the left-travelling wave amplitudes B− depend on α as the right-travelling modes are
incident from x → −∞ and therefore do not depend on the geometry of the floe. In the ice-
covered region, both A+ and B+ depend on α. Using the gPC framework, we expand these
amplitudes in the gPC polynomial basis {Pi(α)}. Specifically,
A+(α) =
(












A+−2 · P (α), . . . ,A+Nζ · P (α)
)T
, (4.13)
where A+n , n = −2, . . . , Nζ , are row vectors of length NP + 1 containing the amplitudes A+n,i
and P (α) is the column vector of NP + 1 gPC polynomials. Similarly, we have
B+ =
(





B+0 · P (α), . . . ,B+Nζ · P (α)
)T
, (4.15)
where B+n with n = −2, . . . , Nζ and B−n with n = 0, . . . , Nζ , are the row vectors of amplitudes
B±n,i. Note that we use bold symbols to represent vectors and matrices in the gPC space, as
opposed to the underlined symbols defined in Chapter 3, which represent vectors and matrices
in the vertical mode space. Using this matrix notation, the general solutions (2.71) and (2.72)
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to Laplace’s equation on the left and right side of the edge, respectively, become





A−n eiκn x +B−n · P (α) e−iκn x
)
ςn(z) , x ≤ 0 , (4.16)
on the left (open water) side and





A+n ei kn x +B+n e−i kn x
)
· P (α) ζ(z) , x ≥ 0 , (4.17)
on the right (ice-covered) side.
The matching of the potential and normal velocity at x = 0 can be done for each gPC mode
independently. The scattering matrix of the left edge can therefore be expressed directly in
terms of the reflection and transmission block components of the scattering matrix SL given
in (3.34), (3.35), (3.36), and (3.37) for the fixed length problem. Specifically, we can write the
mapping of wave mode amplitudes on either side of the edge as
A+ = T−L ·A
− +R+L ·B
+ , (4.18)
B− = R−L ·A
− + T+L ·B
+ , (4.19)
where the vectors A+ = (A+−2, . . . ,A+Nζ )
T and B+ = (B±−2, . . . ,B±Nζ )
T have length (Nζ +
3)(NP + 1) and B− = (B±0 , . . . ,B±Nζ )
T has length (Nζ + 1)(NP + 1).
The transmission and reflection blocks T±L and R
±
L , respectively, must also be amended to
operate on the product space of vertical and gPC modes, while leaving the gPC modes unaffected.
Therefore the matrices T+L and R
+
L are given by
R+L = R
+




L ⊗ 1 , (4.20)
where 1 is the identity matrix of dimension (NP + 1) × (NP + 1). The operation ⊗ is the
Kronecker product we already encountered in §3.1 when we applied the Galerkin technique to
construct the scattering matrix of the left floe edge (also see Appendix A.2). Effectively, every
entry [R+L ]ij is replaced by the diagonal block [R
+
L ]ij 1 and the same is done for T
+
L .
Since A− does not depend on α, it can only influence the zeroth order term P0(α) = 1 in
the gPC expansions of A+ and B−. Therefore, the matrices R−L and T
−








L ⊗ e0 , (4.21)
where e0 is the unit column vector in the space of gPC polynomials, which corresponds to
P0(α) = 1, with size (NP + 1). Effectively, every entry [R−L ]ij is replaced with the column vector
([R−L ]ij , 0, . . . , 0)T and the same is done for T
−
L . The scattering matrix SL of the left edge can
























As in the exact length case, the symmetry of the problem allows us to construct the right-edge
scattering matrix SR from the block components of SL given in (4.22).
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4.2.2 Wave propagation over uncertain distance
In §3.2 we constructed the matrix S0, which describes the phase change of the wave modes
between the two edges x = 0 and x = L. We now seek a mapping S0 describing the phase
change of the wave modes when the boundary x = L(α) is only given in terms of the probability
distribution of α.
To this end, we first transform the deterministic governing equations with an uncertain
boundary into stochastic equations with an exact boundary (similar to [142]). This is accom-
plished by expressing the Laplace equation (2.61) in a new α-dependent coordinate system (x̃, z),
defined by
x̃(x;α) = s(α)x with s(α) = L0
L0 + L1 α
, (4.23)
which is chosen such that the left and right floe edges always have the coordinates x̃ = 0 and
x̃ = L0, respectively. In this new coordinate system, Laplace’s equation (2.61) becomes
−s2(α) ∂2x̃φ = ∂2zφ , (4.24)
while the ice-covered surface and sea floor boundary conditions (2.62) and (2.64) remain un-
changed. In the horizontal direction the solution must be matched in φ and ∂xφ to





V −n ei kn x +W−n e−i kn x
)
· P (α) ζn(z) , (4.25)
at x = x̃ = 0, which is analogous to equation (3.40) in the exact length problem, and to





V +n ei kn (x−L) +W+n e−i kn (x−L)
)
· P (α) ζn(z) , (4.26)
at x = L (or equivalently x̃ = L0), analogous to (3.41). We have introduced the row vectors
V ±n and W±n of length NP + 1 containing the gPC coefficients of V ±n (α) and W±n (α) for each
vertical mode n = −2, . . . , Nζ under the ice and we have included the phase shift e±i kn L in the
coefficients V +n and W+n to ensure numerical robustness.
To find the general solution of the stochastic Laplace equation (4.24), we separate variables
by invoking the ansatz
φ(x̃, z;α) = ζ(z)ϕ(x̃;α) . (4.27)
The vertical solutions ζn are the same as for the exact problem, given by equation (2.74). In
the horizontal direction we obtain
s2(α) ∂2x̃ϕ(x̃;α) = −k2 ϕ(x̃, α) . (4.28)





where the infinite series has been truncated to contain NP + 1 terms. Substituting (4.29) into





ξj(x̃) 〈Pi, s−2 Pj〉D , (4.30)
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where we have used the orthonormality (4.3) of the gPC polynomials. We define the row vector
ξ of length NP + 1 and the square matrix M of size (NP + 1)× (NP + 1), with entries given by
ξ · ei = ξi(x̃), and eTi ·M · ej = 〈Pi, s−2 Pj〉D, respectively, where ei corresponds to the ith unit
vector in the gPC standard basis. This allows us to rewrite (4.30) in matrix form as
∂2x̃ ξ = −k2 ξ ·M . (4.31)
Developer’s Note 4.5
The gPC matrixM (as well as N , see below) can be generated using the GPCMatrix method,
defined in my PolynomialChaos package. This method works even for some symbolic expres-
sions, e.g.
In[7]:= GPCMatrix[(L0 + L1 α)/L0, α, BetaDistribution[2, 2], 1]




5 L0), 1 + L1/(2 L0)}}
The matrix M is real and symmetric, so there exists a unitary matrix U such that M =
U · /M ·U−1, where /M is diagonal. Thus, we can write
∂2x̃ ξ = −k2 ξ ·U · /M ·U−1 , (4.32)
∂2x̃ ξ ·U = −k2 ξ ·U · /M , (4.33)
∂2x̃X = −k2 X · /M , (4.34)
where we define the row vector X = ξ · U of length NP + 1. Since /M is diagonal, this is a
system of independent ordinary differential equations with the general solution
ξ =
(
V 0 · exp (i k
√





where V 0 and W 0 are now vectors of length NP + 1 and where we have used the definition of
X. The general solution to (4.24) can therefore be approximated by
φ(x̃, z;α) ≈ φ0(x̃, z;α) =
Nζ∑
n=−2






V 0n · exp (i knG x̃) +W 0n · exp (−i knG x̃)
)
·U−1 · P (α) ,
where we have introduced G =
√
/M .
We are now in a position to construct the random phase change matrix S0 by matching the
general solution (4.36) under the floe to the solutions (4.25) and (4.26) at x = 0 and x = L.
Applying the four matching conditions
φL(x, z;α)|x=0 = φ0(x̃, z;α)|x̃=0 , (4.37)
φ0(x̃, z;α)|x̃=L0 = φR(x, z;α)|x=L , (4.38)
and
∂xφ
L(x, z;α)|x=0 = s(α) ∂x̃φ0(x̃, z;α)|x̃=0 , (4.39)
s(α) ∂x̃φ0(x̃, z;α)|x̃=L0 = ∂xφR(x, z;α)|x=L , (4.40)
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and projecting onto the vertical and gPC modes, we obtain the four matrix equations
V −n +W−n = (V 0n +W 0n) ·U−1 , (4.41)
V +n +W+n = (V 0n exp (i knGL0) +W 0n exp (−i knGL0)) ·U−1 , (4.42)
(V −n −W−n ) ·N = (V 0n −W 0n) ·G ·U−1 , (4.43)
(V +n −W+n ) ·N = (V 0n exp (i knGL0)−W 0n exp (−i knGL0)) ·G ·U−1 , (4.44)
where we have defined the (NP+1)×(NP+1) matrixN with components eTi ·N ·ej = 〈Pi, s−1 Pj〉.





























The blocks T±n and R±n are given by
R±n = Cn · (E−1n · F− − F− · (F+)−1 ·En · F+) , (4.47)
T±n = Cn · (F+ − F− · (F+)−1 · F−) , (4.48)
where




+ − F− · (F+)−1 ·En · F−
)−1
, (4.50)
En = exp (i knGL0) . (4.51)
4.2.3 The stochastic scattering matrix
The procedure described in §3.3 to combine scattering matrices remains unchanged in the ran-
dom length case. Using the operation ◦ defined there, we express the scattering matrix of the
ice floe with uncertain length as
S = SL ◦ S0 ◦ SR , (4.52)
which has dimension 2 (Nζ + 1)(NP + 1)× 2 (Nζ + 1). It relates the α-independent amplitudes











We devise a number of numerical tests to establish the performance of the pseudo-spectral SC
method described in §4.1 and the SG method described in §4.2, in comparison to the qMC





































Figure 4.3: Transformation of the probability distribution. The top panel shows the uniform
PDF for the random length parameter L = L0 +αL1, where α ∼ U . The central panel shows the
reflection coefficient R as a function of L. The right panel shows the histogram of the probability
distribution of R(U). The point and error bar represent the expected R ± its standard deviation
as computed by the stochastic Galerkin method.
fixed for all our simulations, except for our final experiment in §4.4 where we change h and T .
This implies, that the travelling wave modes in the open water and floe covered domains have
wavelength λ0 = 2π/κ0 ≈ 56 m, and λice0 = 2π/k0 ≈ 75 m, respectively. We also set the number
of evanescent vertical modes to Nζ = 5 and compute the solution of the matching problem at
the floe edges with a sufficient level of certainty to ensure that the transmission coefficient T
has converged to six digits of accuracy.
Throughout this section we consider two possible choices for the distribution D of α: (i) the
uniform distribution U on the interval [-1,1], which we adopt because of its simplicity, and (ii) a
beta distribution that has been transformed to be non-zero on the interval [-1,1]. We chose the
latter distribution because its PDF resembles that of a normal distribution while it converges
continuously to zero as α → ±1. Other probability distributions could be used instead as long
as negative floe lengths are excluded. The PDFs of U and B are given by












respectively, where B(m,m) is the beta function. Their graphs are shown in the top panel of
Figures 4.3 and 4.4, respectively.
The gPC polynomials corresponding to U and B, as defined by (4.2) and (4.3), are
Pn(α) =
√
2n+ 1 P(0,0)n (α) , (4.56)
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P(9,9)n (α) , (4.57)
respectively, for n = 0, . . . , NP , and where P(i,j)n (α) are the Jacobi polynomials of degree n [60].
It should be noted that for i = j = 0 the Jacobi polynomials P(i,j)n (α) reduce to the Legendre
polynomials for all non-negative integers n.
Transformation of the distribution. First, we illustrate how the probability distribution
R(D) of the output reflection coefficient R is related to the probability distribution D of the
input α. Figures 4.3 and 4.4 show the reflection coefficient as a function of the parameter α
(central panel), which does not depend on the choice of the distribution D. Thus, we constructed
the graph by computing several solutions R(α) for different α, using the procedure described in
Chapter 3. The SC and SG methods provide analytic expressions approximating the function
R(α). Via (4.11) and (4.12) they also provide the expectation E(R) and (taking the square
root) the standard deviation Var(R)1/2, which are displayed as error bars on the right panels of
the two figures.
The right panels of Figures 4.3 and 4.4 also show an approximation to PDF[R(D)]. To com-
pute the latter, we subdivided the range of R(α) into 100 intervals {[rn, rn+1], n = 0, . . . , 99}.
For each interval we then estimated the probability that rn ≤ R < rn+1 by numerically integ-
rating PDF[D](α) over the α-intervals for which R(α) satisfies this condition. Consequently, the
extrema of R(α) correspond to discontinuities in PDF[R(D)](R). These discontinuities are only
prominent if PDF[D](α) is large at the corresponding extremum, however. Consider for example
the discontinuity at R ≈ 0.1 in Figure 4.3, which is generated from the endpoint maximum of
R(α) at L = 185 m (i.e. α = 1). This discontinuity is not visible in Figure 4.4, because the PDF
of the beta distribution vanishes with α → 1. We also notice that PDF[R(U)](R) is skewed
towards large R, as most points of the graph of R(α) lie in the upper half of the range of R(α)
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and all points are equally weighted by the uniform distribution of α. The PDF[R(B)](R) is even
more skewed, because the beta distribution gives more weight to large R(α). Consequently, the
expectation value of R is higher and the standard deviation is smaller for α ∼ B than it is for
α ∼ U .∗
Power law vs. exponential convergence. Figures 4.5 and 4.6 show the convergence of the
estimated accuracy of the qMC, SG, and SC methods for the reflection and transmission coeffi-
cient, respectively. To measure the accuracy, we use the absolute difference between successive
results when the number N increases, where the meaning of N depends on the method. For the
qMC and SC methods, N is the sample size or, respectively, the number of collocation points
NC , whereas for the SG technique, N = NP is the truncation parameter in the gPC expansion.





, which is barely visible in the logarithmic plots of the Figures 4.5 and 4.6. In con-
trast, both gPC methods show exponential convergence at least up to some N = Ncrit > 14,
thereby achieving at least nine digits of precision in the central moments of the reflection and
transmission coefficients. When α ∼ U a critical N was not reached in our computation, in
contrast to the case when α ∼ B. In the latter case, the estimated error for N > Ncrit stays
constant when the SG method is used and increases when the SC method is used. Generally,
the SG method appears to be more robust, i.e. Ncrit is larger for SG than for SC.
Comparison of SC and SG convergence behaviour. Figure 4.7 shows the exponential
convergence rates γ against Ncrit, assuming the error ∆ ∝ exp(−γ NP ) for all NP ≤ Ncrit. In
every case γ lies between 1.0 and 3.1. We always find γ and Ncrit for the expectation value
of a quantity close to the γ and Ncrit for its variance. This is expected, as expectation and
variance are both computed from the same gPC expansions using equations (4.11) and (4.12).
Computation of R generally converges slower. This is also not surprising, as the value of R is
small compared to the value of T , which implies that high precision is needed to achieve the same
accuracy. For all quantities (expectation and variance of T and R), the SC and SG methods
both converge at the same exponential rates. The SG method, however, reaches a larger Ncrit
and therefore higher precision results. We also observe that convergence is consistently faster
for the beta distribution than for the uniform distribution, which is expected since the beta
distribution is more narrow.
Computational cost. In the convergence tests we presented so far, we were primarily inter-
ested in the convergence with the parameter N , which corresponds to the number of exact-length
problems that have to be solved for the qMC or SC methods. Since we have separated the con-
struction of the edge scattering matrices from the problem of wave propagation under the ice,
the number of exact-length problems that need to be solved actually matters little for the fi-
nal computation time. The most expensive operation – the computation of the edge scattering
matrices – needs to be done only once, as long as the system parameters other than floe length,
remain unchanged. When other parameters, such as floe thickness, are given in terms of a
probability distribution, the edge scattering matrices will have to be computed N times. It is
therefore sensible to investigate the convergence behaviour with respect to N .
Figure 4.8 shows the time needed to estimate expectation values and variances of the trans-
mission and reflection coefficients, using either the qMC, SC, or SG method. As expected, the
computation times for the qMC and SC methods remain nearly constant as N increases. Due
to the growing size of the Galerkin matrices involved the computation time of the SG method
rises exponentially, however. We expect this also to happen if we had varied, e.g., floe thickness
instead of floe length, but we have not investigated this further.
∗We use the standard notation in statistics where ∼ stands for “has the probability distribution of”.
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Figure 4.5: Estimated accuracy of various methods for computing the reflection coefficient R.
The accuracy is measured by the absolute change in a result when the truncation parameter N
is increased. Results are shown for the qMC method (orange diamonds), where N is the sample
size; the SG method (blue circles), where N = NP is the number of gPC modes; and for the
pseudo-spectral SC method (green squares), where N = NC is the number of collocation points.
Panels (a) and (b) show the expectation value and variance, respectively, assuming D = U is the
uniform distribution. Panels (c) and (d) show the expectation value and variance, respectively,
assuming D = B is the beta distribution. The dashed horizontal line indicates the accuracy with
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Figure 4.7: Exponential convergence rates of the gPC methods against Ncrit, where convergence
is exponential for all NC ≤ Ncrit. The two panels (a) and (b) contain results for α ∼ U and
α ∼ B, respectively. Expectation values of T (above 1.4) and R (below 1.4), computed with the
SG (blue rectangles) and SC (red circles) method are connected by a line with the corresponding
variances, indicated by a cross. Convergence was not tested beyond NC = 25.
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Figures 4.9 and 4.10 show, for the two probability distributions U and B, the expectations
and variances of R and T , respectively, computed with the three different methods, i.e. SG, SC,
and qMC. The displayed interval for the qMC method is defined as mean ± standard deviation,
estimated from 100 individual qMC runs with different random seeds. The results of all
three methods are compatible within their respective accuracies. That is, six digits for all gPC
methods and significantly larger intervals for the qMC method, despite its runtime being nearly
identical to that of the SC method.
4.4 Dependence of reflection statistics on h and ω
The good performance of the gPC methods allows us to compute results for a large variety of
parameters, such as wave frequency ω and floe thickness h.
Expectation values. Each of the two panels of Figure 4.11 shows an overlay of two contour
plots in the space of these two parameters. The shaded contours in the background represent
the reflection coefficient R, computed for a fixed floe length L = 160 m. We note that the
minima (dark areas) correspond to regions where the floe length is commensurable with the ice
covered water wavelength λice0 > λ0, where reflection is especially low.
The orange dashed lines indicate the contours of the expected reflection coefficient E(R),
assuming either α ∼ U (left panel a), or α ∼ B (right panel b). These contours are computed
by running the SC method to calculate E(R) for more than 8000 parameter pairs. We chose
L0 = 160 m (as for the fixed length contours in the background) and L1 = 25 m throughout.
One can clearly see that the E(R) contours are very similar to those of R when α follows the
transformed beta distribution B, which is peaked around L = L0. In contrast, when α follows a
uniform distribution the E(R) contours are “smeared out”. Thus, when the length distribution
has a large variance the expected reflection coefficient can be very different from the reflection
coefficient of the mean length floe for some ω and h.
The discrepancy in E(R) between the two distributions is an important observation. For
instance, when Bennetts and Squire [98] calculate the expected transmission of an array of ice
floes of random lengths, they assume the floe lengths to be uniformly distributed, whereas real
ice floe sizes are believed to follow a more complicated distribution. (For example, a “joined
power-law distribution” is often assumed [48] although it has recently been shown by Horvat and
Tziperman [47] that this is incorrect; and Herman [54] finds a truncated Pareto distribution.)
In Figure 4.11 we demonstrate that the distribution can make a significant difference.
Variance. Using the same setup as for the expectation values, we now consider how the
variance of the reflection coefficient depends on h and ω. Figure 4.12 shows the result for
α ∼ U (panel a) and α ∼ B (panel b). For both distributions, the reflection coefficient is nearly
independent of the floe length (small variance) when either h or ω is small. Note that the
expectation values are also small in these regimes (see Figure 4.11). Since we only consider a
certain range of floe lengths (160± 25 m), this is not surprising: When the frequency ω is small,
the wavelength becomes large compared to the range of possible floe lengths and the reflection
coefficient is small, regardless of the particular length of the floe. Furthermore, when the plate
thickness h is small, then the effect of the floe on the wave also diminishes and the particular
floe length cannot change this fact. It may be interesting to consider the relative variance, i.e.
Var[R]/E[R], but this is a subject for future studies.
We further observe that the variance Var[R] nearly vanishes in particular regions, even when
h and ω are large. Specifically, there is a region in (ω, h)-space surrounding a line (red dashed
line in Figure 4.12) given by the equation
h = −1.1 m + ω 4.6 m s , (4.58)
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Figure 4.8: Consumption of CPU-time by the three different methods. Colours and shapes as in
Figure 4.5. The left panel (a) assumes D = U , whereas the right panel (b) assumes D = B. The
time consumption of the qMC and SC methods does not increase with N because the scattering





0.981 0.982 0.983 0.155 0.16 0.165 0.17
be
ta
0.9645 0.96475 0.965 0.96525 0.9655 0.256 0.258 0.26 0.262
Figure 4.9: Expectation values, as predicted by the SC (green), SG (blue), and qMC (orange)






0.00023 0.00024 0.00025 0.00026 0.00027 0.00028 0.0085 0.009 0.0095 0.01
be
ta
0.00006 0.00008 0.0001 0.00012 0.001 0.0015 0.002
Figure 4.10: Same as Figure 4.9, but for variances instead of expectation values.
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Figure 4.11: Contours of R(ω, h) (shaded) overlayed with contours of E[R](ω, h) (orange dashed
lines) for (a) α ∼ U and (b) α ∼ B. The fixed length result R is computed for L = L0 = 160 m.
Black regions correspond to R < 0.1, white regions to R > 0.9, and the intermediate shades
proceed in steps of 0.1 from black to white. For the expectation values we assume the same mean
length, i.e. L0 = 160 m and vary by L1 = 25 m. The water depth is H = 200 m throughout.






















Figure 4.12: Contours of Var[R](ω, h) for (a) α ∼ U and (b) α ∼ B. Black regions correspond
to Var[R] < 0.01, and white regions to Var[R] > 0.07 in panel (a) or Var[R] > 0.03 in panel
(b). The intermediate shades proceed in steps of 0.01 from black to white. All other settings as
in Figure 4.11. The red dashed line is given by equation (4.58). Abrupt changes in the white
contour on panel (b) are a result of the plotting routine.
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Figure 4.13: Reflection coefficient R as a function of floe length L for an (h, ω) pair on the red
dashed line in Figure 4.12. Specifically, ω = 1.2 s−1 and h = 4.4 m.
where the variance nearly vanishes for both distributions α ∼ U and α ∼ B. We estimated the
coefficients in (4.58) manually. For the case α ∼ B, several more such lines could be drawn,
and we note that these correspond to the regions of enhanced expected reflection, as becomes
clear when we compare the mutually corresponding panels of Figures 4.11 and 4.12. Thus, for
sufficiently large h and ω, strong expected reflection correlates with small variance, and vice
versa.
Since the beta distribution B gives preference to floe lengths close to the mean floe length
L0 = 160 m, the variance of the floe length distribution is smaller in the case α ∼ B than in the
case α ∼ U . Consequently, the variance of all derived quantities, such as R, is smaller as well.
This explains why the region of low variance (black) in Figure 4.12 (b) is generally larger than
in Figure 4.12 (a).
The uniform distribution U is truncated to the interval 160±25 m. If we were to expand this
interval, the variance of the floe length, and therefore also the variance of R should increase,
and the low-variance region around the line (4.58) should vanish. Thus, the existence of the
low-variance region around (4.58) is only an artefact of the limited range over which we allow
the floe length to vary.
The preceding argument is supported by Figure 4.13, which shows the reflection coefficient
R as a function of floe length (no statistics involved), for ω = 1.2 s−1 and h = 4.4 m, i.e. on the
line (4.58). Specifically, the figure shows that R changes very little on the range 160 ± 25 m,
which implies the small variance Var[R]. For smaller or larger L, however, R changes drastically
from nearly 1 to nearly 0. Consequently, if we had considered a wider floe length distribution,




We began Part II of this thesis with a basic introduction into a class of models for the MIZ’s
wave–ice system that we call floe models, which are characterized by the fact that they resolve
individual ice floes as their essential degrees of freedom. Sea ice floes are typically represented
by thin elastic plates, while the water body is idealized as a homogeneous, isotropic, inviscid,
irrotational fluid. We clearly presented the assumptions which lead to these descriptions of sea
ice and ocean waves in Chapter 2 to make the reader aware of the limitations of these models.
We then derived the solution to the scattering problem of surface-gravity waves from a
single floating thin elastic plate in two dimensions in Chapter 3. Although the integral-equation
technique that we employed has been developed and used by other authors [59], we present the
solution procedure in full detail and demonstrate the numerical efficiency of this method, to our
knowledge, for the first time.
Having solved the scattering problem in Chapter 3, we proceeded in Chapter 4 by introducing
uncertainties into the single-floe scattering problem. Specifically, we considered the situation
where the floe length is only known in terms of a given probability distribution, and we sought to
compute the expected reflection and transmission coefficients and, in particular, the variances
thereof. To this end, we described three different numerical methods to solve the scattering
problem with a floe of length L, where L = L0 + L1 α and α ∈ [−1, 1] follows either a uniform
or a transformed beta distribution. Two of the investigated methods belong to the family of
generalized polynomial chaos (gPC) techniques. Specifically, these are a spectral stochastic
collocation (SC) and a stochastic Galerkin (SG) method. We also implemented a quasi Monte
Carlo technique (qMC) for comparison.
Both gPC methods rely on a polynomial expansion of the relevant quantities in the random
variable. While the SC method is non-intrusive and only post-processes results computed with
the deterministic solver, the SG method generalises the equations characterizing the system to
account for the extra random dimension.
The gPC methods were shown to outperform qMC significantly. Specifically, they exhibit
exponential convergence, while qMC converges only with the inverse of the sample size. As a
result, the gPC methods achieve six digit accuracy within less than 4 s (SC usually takes about
2 s), while qMC reaches comparable accuracy after 135 s.
Compared to each other, the SC method clearly outperforms the SG method in terms of
computation time. This is a feature of this particular example, since the SC method requires
only one evaluation of the left-edge scattering matrix that is the most time-consuming step. The
time consumption of the SC method therefore depends only weakly on the number of collocation
points. In general, however, SC methods are also easier to parallelize than the SG method.
The advantage of the SG method over SC is its superior numerical stability. This notwith-
standing, it is also harder to implement, more difficult to parallelize, and it always returns the
complete probabilistic scattering matrix even if only, e.g., the transmission coefficient is reques-
ted. In conclusion, the simplicity and superior performance of the SC method makes it more
suitable for most applications.
Finally, we used the SC method to investigate how the assumed probability distribution
of the floe length influences the expected reflection coefficient for a wide range of wave period
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and ice thickness settings. We derived two important results from this derivation. First, we
observed that when the length distribution has a large variance, then the expected reflection
coefficient can be very different from the reflection coefficient of the mean length floe. Second,
we established that the distribution of floe sizes (lengths) present in a field of sea ice floes will be
vitally important to the manner in which ocean waves are scattered. This new result is especially
important as the physics that determines the floe size distribution is only vaguely known.
We also analysed the variance of the reflection coefficient, but found that most features
appear to be artefacts of the truncation of the length distribution to a finite interval. One such
artefact is that for certain linear thickness-frequency relations the reflection coefficient is nearly
independent of length for a fixed mean floe length and length variance.
The problem we studied in the present chapter demonstrates only one of many applications
of the gPC methods in sea ice and ocean modelling. The main limitation of gPC methods is
that the number of uncertain parameters should not be much grater than ∼ 10 for them to be
efficient, but there are many problems that only involve a small number of random parameters.
Especially the gPC collocation method that we describe in §4.1 can be a powerful tool to use in
further studies. For example, one could extend the current study to floe models with simulated
overwash or three-dimensional floes. For the latter case, a Karhunen-Loève expansion for the
floe’s boundary could be used to describe a randomly shaped ice floe. Other applications could
be three-dimensional multiple scattering models that assume some FSD. The parameters of the
FSD are uncertain, and one could use a gPC collocation method to estimate efficiently the







We now leave the floe models that we have discussed in the previous part and turn our attention
towards effective medium descriptions of the MIZ’s wave–ice system. Although the two ap-
proaches are based on entirely different ideas, we will encounter many of the equations we have
already derived in Part II. Whenever this is the case we will restate the equation in question
and refer to the corresponding pages in Part II so as to make this present part almost entirely
self-contained. Most of the results presented in the present Chapter 5 and in the subsequent
Chapter 6, have been published in the Journal of Geophysical Research [148].
We introduce the general idea of effective media in §5.1. Subsequently, we describe one
particular continuum model proposed by Wang and Shen [61] in §5.2 and introduce two simpli-
fications of this model in §5.3. In §5.4 we classify the various solutions of the three investigated
models.
5.1 Introduction to effective medium models
Effective media are used to describe composite materials in various areas of science, ranging
from nano-technology [149] to astrophysics [150]. The goal of an effective medium description is
to characterize a composite material in terms of effective parameters that emerge from the cor-
responding parameters of the individual components of the material and the spatial distribution
of these components.
Examples with sea ice but no waves. For example, Zhu et al. [151] describe sea ice as an
effective material, composed of pure ice crystals and brine inclusions, to estimate its large-scale
electric conductivity, which must be known for various kinds of ice thickness measurement tech-
niques. While the conductivity of pure ice is negligible, the conductivity of the brine inclusions
depends on both temperature and salinity. By representing sea ice as a discrete network of
brine tubes with varying cross-sections and properties, Zhu et al. [151] estimate the effective
conductivity of the system using the statistical distributions of these properties, as determined
experimentally. Their estimate agrees well with field data. Earlier on, the same authors have
used a similar technique to investigate the percolation of fluid through an ice sheet in [152].
Deriving properties of effective media for sea ice and waves. In the context of wave
propagation through the MIZ several methods to construct an effective medium have been
employed. Dixon and Squire [153] use a coherent potential approximation (CPA) to estimate
the attenuation coefficient of a linear wave train in a cluster of sea ice floes, where the wavelength
is assumed to be comparable to the floe size. In the CPA, an effective Green’s function for a
mixed covered/free surface boundary condition is derived from the single floe scattering model.
The wave attenuation rate that is predicted by this two-dimensional model (one horizontal and
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one vertical) shows no agreement with observational data, however. This kind of CPA ansatz
has therefore not been pursued any further in the study of wave–ice interaction. Recently,
De Santi and Olla [154] considered with limited success the effect of small floating disks embedded
in a viscous layer, on the wave propagation by modifying the surface boundary condition to
account for the ensemble-averaged effect of the disks. This modified boundary condition may
be interpreted equivalently as a spatially uniform three-layer model, with an infinitely thin top
layer accounting for the effect of the floes.
Homogeneous ice covers as effective media. Perhaps the simplest way to construct an
effective material description for wave propagation in ice infested seas is to re-interpret a model
for a homogeneous ice cover as an effective medium model. For example, consider the homogen-
eous simplified thin elastic plate ice cover that has already been proposed in 1886 by Greenhill
[65]. The floating elastic plate has one rheological parameter: its Young’s modulus E. The
dispersion relation of the model then predicts the allowed wave modes under the ice layer for
a specified wave period and Young’s modulus E. One can conceptualize the elastic plate as
representing multiple ice floes instead of a homogeneous cover, as long as the ice concentration
is high. The model’s Young’s modulus E then becomes an effective parameter that can be tuned
to fit experimental data from measurements on a broken ice cover.
In this spirit, many other models with distinct dispersion relations can be interpreted as
various effective medium models. Models that were intended to represent a solid ice cover
or solitary ice floes, but that could be re-interpreted as effective media, include thin elastic
plate models and their numerous modifications. The dispersion relation for a thin elastic plate
floating on inviscid and incompressible water was formally derived and solved by Evans and
Davies [138] and subsequently by Wadhams [2, 27] and Fox and Squire [62]; the latter paper
considering how surface waves are reflected from the transition between open water and solid
ice. In its original form, the thin plate model only provides the wavelength of ice-coupled waves
which then propagate without experiencing attenuation. Dissipation was introduced in the thin
plate equation by Squire and Allan [155] (for infinite water depth) who defined the constitutive
relation of the ice cover using a four-parameter spring-dashpot model, and later by Squire and
Fox [156] who included a viscous term proportional to the plate’s vertical velocity based on the
model of Robinson and Palmer [63]. (Both of these papers are focused on shore fast sea ice, as
opposed to an open ice field.) Liu and Mollo-Christensen [157] parametrized dissipative effects
using eddy viscosity in the water under a purely elastic ice cover. We give a more extensive
overview of floe models in §2.1.
In contrast to the models we have just mentioned, some authors constructed sea ice models
explicitly to be interpreted as an effective medium. To our knowledge, the first explicit effective
medium model for wave propagation through a field of sea ice was proposed in 1948 by Krylov
[158], who represents sea ice as a viscous layer.∗ Two years later, Weitz and Keller [160] proposed
what later became known as the mass loading model. Specifically, Weitz and Keller assume
that the water surface is covered with floating point-masses, which represent broken ice. The
dispersion relation of the mass loading model is identical to the dispersion relation of the thin
elastic plate model with vanishing elasticity and therefore does not predict attenuating wave
modes.
The Keller model. In 1998, Keller [161] put forward a description of sea ice in terms of a
continuous viscous fluid top layer over an inviscid fluid bottom layer that represents the bulk of
the ocean. The viscous top layer represents a cluster of ice floes, which is viewed as a suspension
of particles. The attenuating effect of the floes on waves, Keller argues, could be captured by
∗We infer about the content of Krylov’s work from Lavrenov’s book [159], since we do not read Russian. This
finding makes us wonder how much literature in Russian or other languages may be out there that does not get
recognized because it has not been translated.
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the effective viscosity η of the top layer. The laboratory studies of Newyear and Martin [162]
and field observations by Wadhams et al. [163] indeed conclude that one can find a value for η
such that the wave attenuation rates predicted by the model agree with those which they have
measured in grease or pancake ice fields. It is not known, however, how the effective viscosity
can be computed from observable quantities other than the very quantities the Keller model
is intended to predict, i.e. the wavelength, period and amplitude attenuation rates of waves
travelling through the MIZ. In essence, the Keller model is therefore merely a sophisticated way
of interpolating field measurements. Furthermore, this interpolation would have to be performed
in a high-dimensional parameter space that spans all relevant combinations of ice types (frazil,
grease, pancake, etc.) and sea states (parametrized at least by significant wave height and mean
wave period). As the measurement of wave period cannot be done remotely but requires the
placement of wave buoys, such an endeavour does not seem feasible. Nonetheless, De Carolis
and Desiderio [164] extended the Keller model by adding eddy viscosity to the bottom layer to
account for the effect of turbulence on the waves, and in 2010 Wang and Shen [61] extended
Keller’s model by adding elasticity to the top layer. This shows that this class of models has
become relatively popular, despite the obvious caveats indicated earlier. In this thesis, we lay a
particular focus on the model by Wang and Shen [61].
The Wang & Shen model. The motivation for Wang and Shen [61] to include elasticity in
the top layer was that their new model captures two important limiting cases: (i) the ocean is
free of large ice floes, but covered in grease or pancake ice, and (ii) the ocean is completely and
homogeneously covered with solid sea ice. Case (i) corresponds to the limit of vanishing shear
modulus G → 0 and reverts to the model of Keller [161]. In contrast, case (ii) corresponds to
the limit of vanishing viscosity η → 0 and a thin (h g ω−2) ice layer, which gives a thin elastic
plate as it is typically used to model homogeneous sea ice in the context of wave-ice interactions
(see Part II). As in the model of Keller [161], wave propagation through the effective viscoelastic
medium is characterized by a dispersion relation which provides the wavelength and attenuation
coefficient of the wave modes that it supports. Subsequently, we refer to this description as the
Wang and Shen (WS) model.
Although continuum descriptions such as the WS model have recently received much atten-
tion in the sea ice community, there is little evidence that this type of parametrization is a valid
approach for modelling wave propagation in the MIZ. In particular, such models have not been
tested against the more rigorous process-based models described in the first and second part of
this thesis and very little experimental validation has been conducted. This notwithstanding,
the WS model has been implemented under the label IC3 in WAVEWATCH III® (WW3) to
describe the effect of sea ice on ocean wave attenuation [165].
The exponential attenuation rate α that is predicted by the WS model is integrated into
the wave forecasting model WW3, which is able to predict the full directional spectrum and
quantities derived from it, such as the significant wave height at different locations, when wind
forcing and other conditions are specified. Li et al. [37] set out to reproduce significant wave
heights that were reported during field experiments in the Antarctic MIZ [15] using WW3 with
different attenuation models, including the WS model. They found that out of the four models
that were tested, the WS model produces the least discrepancy between the simulated and
measured significant wave heights for both calm and storm conditions. We note, however, that
the other three models are very simplistic, except for the eddy viscosity layer model of Liu and
Mollo-Christensen [157].
Later, Li et al. [166] perform a sensitivity analysis using the analysis of variance (ANOVA)
technique on the parameters of the WS model. They confirm, as one might expect, that the
change in wavenumber is most strongly dependent on the elasticity parameter, while attenuation
is most strongly dependent on the wave period. They also attempt to calibrate the WS model
using a random sampling method and field data from Wadhams et al. [29], but their result
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suffers great uncertainty (see also §6.2.1). Various authors [64, 167] have used the WS model as
it is implemented in WW3 to predict attenuation rates, with G = 0, which effectively reduces
it to Keller’s model. Recently, Sree et al. [168] designed a floating viscoelastic material that
mimics the predictions of the WS model. Their experiments show that the impact of their
oil-doped Polydimethylsiloxane material on waves agrees fairly well with the predictions of the
WS model. They do not, however, establish any link between this material in the laboratory
and wave propagation in ice infested seas.
The Fox and Squire (FS) and Robinson and Palmer (RP) models. In Chapter 6 we
identify several important deficiencies of the WS model. A central problem is the complexity of
its dispersion relation, which predicts multiple wave modes that are difficult to categorize and
interpret physically. For this reason, we also introduce two viscoelastic beam models that are
more easily analysed and calibrated. The first model is similar to the thin viscoelastic beam
model of Squire and Allan [155], although finite water depth and a simpler (i.e. two-parameter)
constitutive relation are considered. The dispersion relation that we use resembles that proposed
by Fox and Squire [62], modified by taking a complex (as opposed to real) elastic modulus, and
by restricting it to two dimensions (replacing a plate by a beam). Hereafter, we refer to this
augmented model as the FS model. The second model is the two-dimensional version of the thin
viscoelastic plate model considered by Squire and Fox [156], which was derived by Robinson
and Palmer [63] in a the context of floe models. Subsequently it is referred to as the RP model.
The FS and RP models differ only in the way viscosity∗ is introduced. In both models the
water body beneath the water–ice mixture layer is described as an incompressible, inviscid fluid,
replicating the WS model. We construct the FS model to satisfy the same deviatoric stress-strain
relationship as the WS model, so the two models take the same rheological input parameters,
allowing us to compare them directly.
5.2 Construction of the Wang & Shen (WS) model
The WS model describes the ice infested ocean as a two-layer fluid. The bottom layer represents
the bulk of the ocean as an incompressible, homogeneous, isotropic, inviscid fluid of constant
depth with irrotational flow – a characterization that we have encountered earlier in Part II.
The top layer describes the collection of ice floes, frazil ice, open water patches, etc. as an
incompressible, homogeneous, isotropic, viscoelastic (and therefore non-Newtonian) fluid. We
refer to the top and bottom layers as the ice layer and water layer, respectively. The reader
should keep in mind, however, that the ice layer, albeit homogeneous and isotropic, does not
represent an ice cover, but a collection of floating ice plates.
Figure 5.1 illustrates the geometry of the WS model. Once again, we refer to a Cartesian
coordinate system (x, y, z). At rest, the ice–atmosphere and water–ice interfaces are located at
z = h and z = 0, respectively. The sea floor coincides with the plane z = −H. In general, the
ice layer / water interface elevation ξ̃(x) may differ from the ice layer / air surface elevation ξ(x).
This distinguishes the WS ice layer geometrically from the FS and RP models. Both ξ̃(x) and
ξ(x) depend only on the x-coordinate, as translational symmetry in the y-direction is assumed.
5.2.1 Water layer
We have already derived the equations describing the water layer in Part II. Here we briefly
repeat the relevant equations, but with a slightly different notation from that used in Part II.
∗We call the damping term in the RP model that is proportional to the vertical velocity at the surface a
“viscosity”, as we associate it with internal friction in the thin plate. The term “damping force” would be more
appropriate, but we decide to follow the terminology of our publication [141].
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Figure 5.1: Geometry of the Wang and Shen [61] model.
The assumptions we make for the water layer allow us to specify its description fully in terms
of a velocity potential φ = φ(x) such that the fluid particle velocity is ∇aφ, and the interface
elevation ξ̃ = ξ̃(x), recalling Part II. In the present chapter we use abstract index notation again
(see Appendix A.1). The velocity potential satisfies Laplace’s equation (2.44)
∇a∇aφ = 0 , (5.1)
throughout the water layer domain. Furthermore, φ satisfies the linearised form of Bernoulli’s
equation (2.47), which reads
% ∂tφ = −P̃ − % g z + (constant) , (5.2)
where P̃ is the fluid pressure in the water layer, which we previously expressed without the tilde.
5.2.2 Ice layer
The description of the ice layer is considerably more complicated than that of the water layer,
since the ice layer has viscous and elastic properties. Nevertheless, we express a large part of
the following derivation in three dimensions before we simplify to the two-dimensional version
of Wang and Shen.





Ṙa = ∇mσma + fa , (5.3)
which describes an incompressible, isotropic fluid in terms of an external force fa, the stress
tensor σab, the ice layer density ρ, and the fluid velocity vector field Ṙa. Following Wang and
Shen [61], we assume the fluid velocity Ṙa to be small in all directions, such that we can neglect
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the term quadratic in Ṙa and the material derivative ∂t + Ṙm∇m becomes an ordinary time
derivative ∂t. Then (5.3) reads
ρ ∂tṘ
a = ∇mσma + fa . (5.4)
We assume a Voigt model (a spring and a dashpot in parallel) for the deviatoric constitutive
relation and Hooke’s law for the volumetric constitutive relation, that is,
dev σab = 2G dev εab + 2 ρ η dev ε̇ab , (5.5)
vol σab = −P δab , (5.6)
where we introduce the viscosity η, the pressure P = −K dεmm, and denote the time derivative
of the strain as ε̇ab = ∂tεab. The quantity d = 3 is the dimension of space. Note that equation
(5.6) is identical to the volumetric constitutive relation (2.40) that we used to describe the water
body in §2.3, while the deviatoric equation dev σab = 0 in water is replaced in the WS model
by equation (5.5) with a non-trivial right hand side that accounts for elastic and viscous effects.
Also note that other models for coupling viscosity and elasticity exist, but Wang and Shen chose
the Voigt model for its simplicity. At this point Wang and Shen [61] use the fact that they will
later make a time-harmonic ansatz with frequency ω to simplify (5.5) to
dev σab = 2 ρ ηV dev ε̇ab , (5.7)
with ηV = η+ iG/(ω ρ). The Voigt viscosity ηV is related to the Voigt shear modulus GV, which




2 ρ ηV dev ε̇ma − P δma
)
+ fa
= 2 ρ ηV∇m dev ε̇ma −∇aP + fa . (5.8)
With the time-derivative of relation (2.3), viz.
ε̇ab = ∇(aṘb) ,
we can write the Euler equation (5.8) as (see the end of Appendix A.1 for detail)
ρ ∂tṘ







−∇aP + fa . (5.9)
Since the divergence of Ṙa vanishes according to equation (2.36), viz.
∇aṘa = 0 , (5.10)
equation (5.9) simplifies to
ρ ∂tṘ
a = ρ ηV∇m∇mṘa −∇aP + fa . (5.11)
Potential description for the ice-layer. When we derived the potential flow theory for
water waves in §2.3 we assumed the water to be irrotational, which allowed us to express the
fluid velocity vector Ṙa in terms of the scalar velocity potential φ as Ṙa = ∇aφ. The derivation
of the WS model equations for the ice-layer also starts from the Euler equation, but we do not
∗Wang and Shen [61] think of their model as an extension to the purely viscous model of Keller [161] and the
choice of expressing relations in terms of ηV instead of GV is, therefore, natural. Here we follow their example
and use GV only in the very end of the derivation. If we were to use GV throughout, then we would have to make
repeated use of the time-harmonic condition to recover the intermediate equations reported in [61] and it would
be tedious to justify where we use it and where we do not.
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assume an irrotational flow. In this case, Ṙa can – like any other vector field in three dimensions
– be written in terms of a scalar potential ϕ and a vector potential ψa, i.e.
Ṙa = ∇aϕ+ eabc∇bψc . (5.12)
Here, we adopt the positive sign convention +∇aϕ to be consistent with the other parts of
this thesis, whereas Wang and Shen [61] define both φ and ϕ with a minus sign in front of the
gradient. This choice has no influence on the physical results. As in the irrotational case, the
Euler mass equation (5.10) still implies that ϕ satisfies the Laplace equation
0 = ∇aṘa = ∇a∇aϕ+ eabc∇a∇bψc = ∇a∇aϕ+ eabc∇[a∇b]ψc = ∇a∇aϕ , (5.13)
where the square brackets around the indices denote anti-symmetrization, as explained in Ap-










= ρ ηV eabc∇m∇m∇bψc −∇aP + fa . (5.14)
We can rearrange this to











ρ ηV∇m∇mψc − ρ ∂tψc
)
, (5.15)
where we have substituted the gravitational force density fa = −ρ g∇az.
Translation symmetry. Since we assume the problem to be invariant under translations in
the ya direction, the vector potential simplifies to ψa = ya ψ = ya ψ(x, z), i.e. it has only one
non-vanishing component in our Cartesian coordinate system and this component is called the
stream function ψ = ψ(x, z). Note that projecting Ṙa into our Cartesian coordinate system,
recalling that ϕ is also independent of y, gives the components
Ṙ1 = ∂xϕ− ∂zψ , (5.16)
Ṙ2 = 0 , (5.17)
Ṙ3 = ∂zϕ+ ∂xψ , (5.18)
as they appear in [61], except for the sign convention of ϕ. With this constraint on ψa we can
write (5.15) in Cartesian coordinates as
∂x
(













ρ ηV∇m∇mψ − ρ ∂tψ
)
. (5.20)
Since ϕ and ψ are independent from one another, this implies that ϕ and ψ must satisfy the
decoupled equations
ρ ∂tϕ+ ρ g z + P = 0 , and (5.21)
ηV∇m∇mψ − ∂tψ = 0 , (5.22)
respectively. Equation (5.21) is the linearised Bernoulli equation for the velocity potential ϕ,
whereas, due to the complex nature of ηV, (5.22) is a mixture of a diffusion equation (real ηV)
and a Schrödinger equation (imaginary ηV) in ψ.
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5.2.3 Boundary conditions
Now that we have derived all the equations that are needed to describe the water and ice layers,
we can establish the boundary conditions of the WS model.
At the free surface z = ξ = ξ(x) ≈ h, we require the shear and normal stresses to vanish, i.e.
0 = xa zb σab = 2 ∂x∂zϕ+ ∂2xψ − ∂2zψ , z = h , (5.23)
0 = za zb σab = 2 ρ ηV (∂2zϕ+ ∂x∂zψ) + ρ g ξ + ρ ∂tϕ , z = h , (5.24)
respectively, where we have used equation (5.21) to substitute the pressure P . Applying a time
derivative to (5.24) and assuming the linearised kinematic condition
∂tξ = Ṙ3 = ∂zϕ+ ∂xψ , z = h , (5.25)
gives
0 = 2 ρ ηV (∂t∂2zϕ+ ∂t∂x∂zψ) + ρ g (∂zϕ+ ∂xψ) + ρ ∂2t ϕ , z = h . (5.26)
At the water–ice interface z = ξ̃ = ξ̃(x) ≈ 0 we require the shear and normal stress to be
continuous, i.e.
0 = xa zb σab = 2 ∂x∂zϕ+ ∂2xψ − ∂2zψ , z = 0 , (5.27)
−P̃ = za zb σab = 2 ρ ηV (∂2zϕ+ ∂x∂zψ)− P , z = 0 , (5.28)
respectively. In equation (5.27) we have assumed that the water layer is inviscid and therefore
cannot apply shear stress to the interface. Using equations (5.21) and (5.2) to substitute the
pressure terms P and P̃ , respectively, and applying a time derivative, (5.28) becomes
0 = 2 ρ ηV (∂t∂2zϕ+ ∂t∂x∂zψ) + (ρ− %) g (∂zϕ+ ∂xψ) + ρ ∂2t ϕ− %∂2t φ , z = 0 , (5.29)
where we have used the linearised kinematic condition
∂tξ̃ = Ṙ3 = ∂zϕ+ ∂xψ , z = 0 , (5.30)
at the interface. Furthermore, we assume that the vertical fluid velocities are equal at the
water–ice interface, i.e.
∂zϕ+ ∂xψ = ∂zφ , z = 0 . (5.31)
Finally, we assume that the sea floor is impermeable and rigid, so that
∂zφ = 0 , z = −H . (5.32)
Equations (5.23), (5.26), (5.27), (5.29), (5.31), and (5.32) constitute the complete set of condi-
tions at the three horizontal boundaries.
5.2.4 Dispersion relation
Following Wang and Shen [61], we now derive the dispersion relation from the boundary condi-
tions that we have derived in the previous section.
The general time-harmonic solutions to equations (5.21), (5.22), and (5.1) are, respectively,
ϕ =
(
A cosh(k z) +B sinh(k z)
)
ei(k x−ω t) , (5.33)
ψ =
(
C cosh(p z) +D sinh(p z)
)
ei(k x−ω t) , (5.34)
φ = E cosh(k (z +H)) ei(k x−ω t) , (5.35)
76
5.2. CONSTRUCTION OF THE WANG & SHEN (WS) MODEL
where p2 = k2 − iω/ηV and A, B, C, D, and E are unknown amplitudes. In (5.35) we have





coth(k (z +H)) , (5.36)
which allows us to derive from equation (5.31) that
∂2t φ = −
iω ∂t(∂zϕ+ ∂xψ)
k tanh(k (z +H)) , z = 0 . (5.37)
Substituting this into (5.29) gives
0 = 2 ρ ηV (∂t∂2zϕ+ ∂t∂x∂zψ) + (ρ− %) g (∂zϕ+ ∂xψ)
+ ρ ∂2t ϕ+ %
iω ∂t(∂zϕ+ ∂xψ)
k tanh(k (z +H)) , z = 0 . (5.38)
Now we can substitute the plane wave ansatzes (5.33), (5.34), and (5.35) into the boundary
conditions (5.23), (5.26), (5.27), and (5.38) to obtain a linear system of equations
−A 2 i k2 sinh(h k)−B 2 i k2 cosh(h k)
+ C (k2 + p2) cosh(h p) +D (k2 + p2) sinh(h p) = 0 , (5.39)
A
(












2 k p ηV ω cosh(h p) + i g k sinh(h p)
)
= 0 , (5.40)
−B 2 i k2 + C (k2 + p2) = 0 , (5.41)
A i (k2 + p2) ηV ρω −B
(




i g k (ρ− ς) + i ς ω2 coth(H k)
)
−D 2 k p ηV ρω = 0 , (5.42)
in the unknowns A to D. We can write this system of equations as W.X = 0, where X =(
A,B,C,D)T and W is the coefficient matrix of the system of equations (5.39) to (5.42), where
we first multiply each equation by a constant to ensure each term is dimensionless. Then, the
dispersion relation of the WS model is given by
0 = detW
= 4 k3 p ηV ω (i (k2 − p2) ς cosh(h p) (g k − ω2 coth(H k)) sinh(h k)
− 2 (k2 + p2)2 ηV ρω (cosh(h k) cosh(h p)− 1)) +((
g2 k2 (k2 − p2)2 (ρ− ς) + (k8 + 20 k6 p2 + 6 k4 p4 + 4 k2 p6 + p8) η2V ρω2
+ g k (k2 − p2)2 ς ω2 coth(H k)
)
sinh(h k)
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Standard form and missing solutions. After some algebra, the dispersion relation (5.43)
can be written in the form
DWS
(
(1 +QWS) g k tanh(H k)− ω2
)

























8 k3 p (k2 + p2)2 η2V ρω2 (cosh(h k) cosh(h p)− 1)− ρ (g2 k2 (k2 − p2)2
+ (k8 + 20 k6 p2 + 6 k4 p4 + 4 k2 p6 + p8) η2V ω2) sinh(h k) sinh(h p)
)/
(
g k (k2 − p2) %
(
(i (k2 + p2)2 ηV ω cosh(h k) + g k (k2 − p2) sinh(h k)) sinh(h p)
− 4 i k3 p ηV ω cosh(h p) sinh(h k)
))
. (5.46)
The factor DWS in (5.44) is not present in the article by Wang and Shen [61], and in [148]
we argue that, by neglecting this term, one effectively ignores some solutions to the dispersion
relation; specifically the solutions to DWS = 0. We now notice, however, that QWS can be written
as F k/(DWS g), where
F = 8 k3 p (k2 + p2)2 η2V ρω2 + sinh(h k) (4 i g k4 (k − p) p (k + p) ηV %ω cosh(h p)
+ (g2 k2 (k2 − p2)2 (ρ− %) + (k8 + 20 k6 p2 + 6 k4 p4 + 4 k2 p6 + p8) η2V ρω2) sinh(h p))
− k (k2 + p2)2 ηV ω cosh(h k) (8 k2 p ηV ρω cosh(h p) + i g (k2 − p2) % sinh(h p)) . (5.47)
Therefore, only those solutions to DWS = 0 that are also solutions to F k2 tanh(H k) = 0 have
been neglected by Wang and Shen [61] (note, however, that the full solution was presented later
by Zhao et al. [169]). One set of solutions that satisfy this condition is given by p = 0 or,
equivalently, k2 = iω/ηV, which has only one solution for k in the first quadrant of the complex
plane, corresponding to a damped, forward propagating wave. Since p is the wavenumber of the
stream function ψ (see equation (5.34)), p = 0 means that ψ is independent of z and this solution
describes a shear wave. The solution p = 0 is generally not a solution to the other component
of the dispersion relation, i.e. (1 + QWS) g k tanh(H k) − ω2 = 0. For particular choices of the
parameters, more solutions to DWS = 0 may contribute, but since the solution set is already
infinite we do not investigate this possibility any further.
On corrections to Mosig et al. [148]. Unfortunately, this minor mistake of regarding all
solutions to DWS = 0 as solutions to (5.44) and simultaneously ignoring the solution p = 0 forces
us to make a number of small corrections throughout what we have published in [148] because
many unimportant quantitative details change. None of these changes have any influence on the
results presented in [148], however, since the entire analysis is of a qualitative nature.
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5.3 Simplifications of the WS model
As we have seen in the previous section, the dispersion relation of the WS model is a complicated
expression involving O(k8) polynomials and multiple hyperbolic functions. We now propose two
new effective medium models which possess much shorter dispersion relations.
5.3.1 Fox & Squire (FS) model
The FS model describes the ice layer as an isotropic viscoelastic thin beam or plate. The distinc-
tion comes from the assumed dimension of the model: In [148] we have assumed the FS model
to be two-dimensional (beam), i.e. one horizontal and one vertical dimension. Alternatively, we
may assume the model to be three-dimensional (plate), but symmetric under translations in, say,
the horizontal y-direction. The only difference lies in a constant factor which scales the Voigt
shear modulus GV (see below). Since GV is an effective parameter of the model, a small change
in this constant pre-factor does not alter the validity of the model, and it is also inconsequential
for our comparison with the WS model that is three-dimensional and assumes symmetry in one
direction. In the present thesis, we thus choose to follow the convention of our publication [148].
In Part II we have already given a detailed derivation of the thin elastic beam equation and
how it couples with our description of the water body. Consider once more the homogeneous
isotropic constitutive equation in d dimensions
σab = 2G dev εab + dK vol εab , (5.48)
which corresponds to equation (2.7). We now introduce a viscosity η, measured in m2 s−1, into
this model by allowing the stress in (5.48) to depend not only on the strain, but also on the
deviatoric strain-rate:
σab = 2G dev εab + dK vol εab + 2 ρ η ∂t dev εab . (5.49)
Equation (5.49) is often written with the stress tensor split in terms of its deviatoric and volu-
metric parts σab = dev σab + volσab. Since the two parts are linearly independent (apply the
dev or vol operator on both sides of the equation), we can write (5.49) as the two equations
dev σab = 2G dev εab + 2 ρ η ∂t dev εab , (5.50)
vol σab = dK vol εab . (5.51)
The deviatoric part (5.50) of the modified constitutive relation is sometimes referred to as a
Kelvin-Voigt element, describing a spring and a dashpot in parallel [see, e.g. 131, p. 9]. The
volumetric part (5.51) is the d-dimensional version of Hooke’s law with a spring constant K.
Since we are going to consider only time-harmonic waves of fixed frequency ω, the strain
rate is related to the strain by
∂t dev εab = −iω dev εab . (5.52)
Equation (5.50) therefore becomes
dev σab = 2
(
G− iω ρ η
)
dev εab = 2GV dev εab , (5.53)
where we have introduced the complex Voigt shear modulus GV. The derivation of the interface
condition (2.62)
G (1 + ν)h3
6 ∂
4
x∂zφ+ ρ h ∂2t (∂zφ) + g % ∂zφ+ % ∂2t φ = 0 , z = 0 ,
for an ocean covered with a thin elastic plate given in Part II can now be followed through with
G replaced by GV, resulting in the interface equation with a thin viscoelastic beam
GV (1 + ν)h3
6 ∂
4
x∂zφ+ ρ h ∂2t (∂zφ) + g % ∂zφ+ % ∂2t φ = 0 , z = 0 . (5.54)
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Dispersion relation. Invoking separation of variables, the plane wave ansatz (5.35) with
wave number k is used once more for the potential function φ. Similar to the WS model (see




(1 +QFS) g k tanh(H k)− ω2
)
= 0 , (5.55)




6 % g (1 + ν) k





6 % g (1 + ν) k
4 − ρ hω
2
% g
− iω ρ η h
3
6 % g (1 + ν) k
4 . (5.56)
In the second equality of equation (5.56) we have expanded GV = G−iω ρ η so that the similarity
with the RP dispersion term QRP, defined in equation (5.60) below, is clear. We observe that
the FS dispersion relation (5.55) is much simpler than the WS model’s dispersion relation. In
addition, all the wave modes predicted by the FS model are flexural modes (upper and lower
interfaces are always in phase, as required by the thin beam assumption).
5.3.2 Robinson & Palmer (RP) model
We now consider another interpretation of viscosity, contrasting the one in the FS model [63,
156]. Instead of changing the constitutive equation (5.48), we add a friction term γ ∂tξ(t, x)
directly to the equation of motion of the beam (2.32)
G (1 + ν)h3
6 ∂
4
xξ(t, x) + ρ h ∂2t ξ(t, x) = −q(t, x) ,
resulting in
G (1 + ν)h3
6 ∂
4
xξ(t, x) + ρ h ∂2t ξ(t, x) + γ ∂tξ(t, x) = −q(t, x) , (5.57)
where γ is the equivalent viscosity parameter of the RP model, measured in Pa s m−1. Using
(5.57), as well as the linearised kinematic condition (2.51)
∂tξ̃ − ∂zφ = 0 , z = 0 ,
we can follow the steps in §2.4 and derive the interface equation
G (1 + ν)h3
6 ∂
4
x∂zφ+ ρ h ∂2t (∂zφ) + g % ∂zφ+ % ∂2t φ+ γ ∂zφ(t, x) = 0 , z = 0 . (5.58)
Dispersion relation. The dispersion relation of the RP model can be derived in the same
way as the dispersion relation of the FS model, and it takes the same form, i.e.
DRP
(
(1 +QRP) g k tanh(H k)− ω2
)
= 0 , (5.59)
but the coefficients are now DRP = 1 and
QRP =
Gh3
6 % g (1 + ν) k






Note that the only difference from the FS dispersion relation is the last term of (5.60) which is
proportional to ω, as opposed to being proportional to ω k4 in (5.56).
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5.4 Solutions of the dispersion relations
The three dispersion relations which we have derived in §5.2 and §5.3 have infinitely many
complex solutions. Each solution k to the dispersion relation corresponds to a plane wave mode
and can be written as
k = κ+ iα = 2π/λ+ iα . (5.61)
where λ is the wavelength and α is the wave amplitude attenuation rate. We are only interested
in forward propagating and decaying wave modes so that we only consider solutions in the first
quadrant of the complex k-plane (i.e. λ > 0 and α ≥ 0). The solutions of the WS, FS, and
RP models depend on five parameters: the shear modulus G, the viscosity (η for WS and FS
models, and γ for the RP model), the wave period T = 2π/ω, the ice layer thickness h, and the
water depth H.
5.4.1 Labelling the solutions
Roots of the FS and RP models. For zero viscosity (η = γ = 0), the FS and RP dis-
persion relations reduce to the standard thin elastic beam dispersion relation, which we have
discussed earlier in Part II of this thesis (see page 32). In this case we find one real solution,
one complex solution (with positive real and imaginary parts), and infinitely many purely ima-
ginary solutions in the first quadrant of the complex k-plane. For small non-zero viscosity, the
solutions of the thin viscoelastic beam dispersion relations (FS or RP) are slightly perturbed
in the complex plane, so they all have positive real and imaginary parts. We label the per-
turbed real and complex solutions of the FS model kFS1 and kFS2 , respectively. Likewise, we
define kRP1 and kRP2 for the RP model. The perturbed imaginary solutions of the FS and RP
models are not of interest here, since they describe quasi-evanescent waves with insignificant
geophysical relevance (i.e. without any significant effect on large spacial or temporal scales).
The solutions of the FS model can be seen in Figure 5.2 (right panel) for values of the para-
meters (G, η, h, H, T ) = (10 Pa, 1 m2 s−1, 1 m, 100 m, 6 s). Subsequently, we will refer to this
particular choice of parameters as the standard parameter set, which we have chosen such that
the solutions are well separated and can be identified in the contour plot shown in Figure 5.2.
The solutions of the RP model behave similarly.
Roots of the WS model. The solutions of the WS model are not as simply organized in the
complex plane as those of the FS and RP models. In particular, setting the viscosity to zero
we find a large number of complex solutions (with positive real and imaginary parts) scattered
over the first quadrant, in addition to a large (probably infinite) number of imaginary solutions
and several real solutions. As with the FS model, all the solutions are perturbed in the first
quadrant of the complex plane when a viscosity term is introduced. Note that, in contrast to
the FS and RP models, standard root finding methods fail in some cases due to the existence
of local maxima nearby certain solutions. Consequently, special numerical treatment is needed
to overcome this issue, which we describe in Appendix D.1.
We give unique labels to the various solutions of the WS model at the standard parameter
set. As we have explained in §5.2.4, page 78, the WS dispersion relation (5.44) can be written
as a product of two factors DWS and (1 +QWS) g k tanh(H k)− ω2. We designate the solutions
to ((1 + QWS) g k tanh(H k) − ω2) = 0 by kWS1 , kWS2 , kWS3 , . . . , ordered by increasing distance
from the origin (when the standard parameter set is chosen). As we have pointed out in §5.2.4,
the only contributing solution coming from DWS = 0 is given by k =
√
iω/ηV, where the square
root that lies in the first quadrant of the complex plane is chosen. We designate this solution
by kWSX . More solutions exist beyond the domain depicted in Figure 5.2 and very close to the
imaginary axis, but they are not shown as they are not geophysically relevant. In principle these
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Figure 5.2: Selected contours of log |DWS(κ+ iα)| (left) and log |DFS(κ+ iα)| (right) with roots
indicated by black / blue crosses. Dashed lines indicate α = 0 and κ = 2π/λ0, where λ0 is
the open water wavelength. This contour plot was generated for the standard parameter set
(G, η, h, H, T ) = (10 Pa, 1 m2 s−1, 1 m, 100 m, 6 s). Blue shades indicate small values and red
shades indicate large values.
solutions may become relevant as the parameters are changed, but in the following discussion
we disregard this possibility and focus on the solutions highlighted in Figure 5.2.
Since the WS model contains the stream function as one additional degree of freedom com-
pared to the FS or RP models, it supports a variety of different types of wave modes, unlike
the FS and RP models for which the water–ice interface and the ice–atmosphere interface are
always in phase, due to the thin plate assumption. We briefly classify the standard solutions of
the WS model in Appendix C.
5.4.2 Dominant solution criteria
Wang and Shen [61] devised two criteria to identify the dominant solution kWSdom of the dispersion
relation that has most geophysical relevance. Specifically, they defined a solution to be dominant
if (i) the wavelength is closest to the open water value, and (ii) the attenuation rate is the least
among all modes. We also use these criteria, although for some parameter configurations, no
solution satisfies both criteria, in which case we keep criterion (i) only. In section §6.2.3 we
show that (for the WS model) these criteria are inadequate, justifying our choice to discuss a




Viscoelastic ice layer models
In the previous chapter we gave a general introduction to the concept of effective media in the
context of wave–ice interaction. In particular, we introduced the WS, FS, and RP viscoelastic
ice layer models which are fully defined by their respective dispersion relations. The solutions
to the dispersion relations are complex wave numbers of the plane wave modes which should
exist according to any one of these models. We can now have a closer look at these solutions.
Specifically, we compare the WS and FS model to one another in §6.1, then attempt to calibrate
all three models from experimental data in §6.2, and finally derive the approximate power-law
dependence of the attenuation coefficients predicted by the models for vanishing shear modulus,
small viscosity, and small ice layer thickness in §6.3.
Most of the content of this chapter has been published in Mosig et al. [148]. Here, we add
Figures 6.2, 6.4, 6.6, 6.8, and 6.10 to illustrate the discussion further. Moreover, we extended
the published work with the paragraph “Sensitivity of G and η on uncertainties in λ and α” on
page 93 in §6.2.1, as well as with §6.3. The quantitative analysis of the roots of the WS model
slightly differs from that reported in [148], however, to correct an error in solving the dispersion
relation (see §5.2.4, page 78).
6.1 Comparison of the WS and FS models
The WS and FS models have been constructed with the same viscoelastic constitutive relation,
allowing us to compare the solutions of the two corresponding dispersion relations directly when
they are provided with the same parameters. Damping is introduced differently in the RP model,
so only qualitative comparisons can be performed with the other models. Therefore, we do not
include the solutions of the RP dispersion relation in the present analysis.
Comparing quantities. For comparing the solutions of the two models we define the differ-
ence in magnitude between two predictions p and q of the two models by | log10(p)− log10(q)| =
| log10(p/q)|. In the following p and q are either wavelengths or attenuation rates. This measure
does not presume a reference solution, instead it accounts for the magnitude of the quantities
compared.
Parameter space. Since the parameter space is five dimensional (G, η, h, H, and T ) we can
only investigate a small part of it. Of primary interest are the rheological parameters G and η,
and the thickness h, as these describe the ice. Nondimensionalizing the equations could remove,
e.g., the water depth H from the list of parameters, but since we only consider G, η, and h, this
is not necessary. All the statements and conclusions made in the following analysis have been
confirmed for various other parameter sets and can therefore be generalized.
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Developer’s Note 6.1
All results and figures presented in this chapter were generated in the fully documented Math-
ematica notebook file (thesis) viscoelastic models.nb.
6.1.1 Shear modulus
In Figure 6.1, we compare the solutions (i.e. the wavelength λ and attenuation rate α) of the
WS and FS models for a wide range of shear moduli, i.e. 1 Pa ≤ G ≤ 1015 Pa (Wang and Shen
[61] considered G ≤ 109 Pa only). The other parameters are fixed to η = 0.05 m2 s−1, T = 8 s,
h = 0.5 m, and H = 100 m. On the left panel the wavelength is scaled by the corresponding open
water wavelength for finite depth, λ0 say, which is the real solution of the open water dispersion
relation (2π/λ0) g tanh((2π/λ0)H) = ω2. Henceforth, let λFSi and αFSi denote the wavelength
and attenuation rates corresponding to the ith solution of the FS model, and analogously for
the WS model (see §5.4.1).
Considering the wavelengths first (left panel), we observe that the wavelengths λWS1 and
λWS2 , corresponding to the solutions kWS1 and kWS2 , closely resemble the wavelength λFS1 of the
dominant solution kFS1 of the FS model. Specifically, for G . 104.5 Pa we have λFS1 ≈ λWS1 , while
for G & 104.5 Pa we find λFS1 ≈ λWS2 . Moreover, the wavelength λFS2 of the FS model corresponds
to λWS3 in the WS model. To quantify this finding, we present the difference in magnitude
between the corresponding solutions in Figure 6.2. In the latter, the solid line in the left panel
shows the difference | log(λFS1 ) − log(λWSi )|, with i = 1, 2, while the solid line in the right panel
shows | log(λFS2 ) − log(λWS3 )|. This difference in magnitude remains smaller than 0.5 for both
correspondences and for all G. The downwards pointing peak of the solid line in the left panel
indicates that the graphs of λFS1 and λWS2 cross each other at G ≈ 5× 106 Pa. Furthermore, the
wavelengths λFS2 and λWS3 differ from each other by a constant 0.35 magnitudes for G . 1 Pa.
For larger G the difference first peaks around G ≈ 60 Pa and then drops below 0.1 magnitudes,
where it stays except for another peak at G ≈ 1012 Pa.
In contrast to the wavelengths, the attenuation rates (see right panel of Figure 6.1) only
agree for G & 107 Pa. For lower values of G we observe significant discrepancy between the two
models, with the WS model predicting an attenuation rate more than three orders of magnitude
larger than that of the FS model for G . 105 Pa. We conjecture that in this regime elastic forces
become small and shear forces in the WS fluid model dominate. We note that it is possible to
adjust the viscosity parameter η in the FS model (keeping it fixed in the WS model) such that
kFS1 agrees with kWS1 in both wavelength and attenuation for small G (see Figure 6.5, right panel),
in which case the agreement for large G is lost.
Finally, we observe that kWSX resembles the non-dominant parts of kWS1 and kWS2 , although
the wavelength corresponding to kWSX is shifted to larger G and the attenuation rate of kWSX is
consistently higher than that of the non-dominant parts of kWS1 and kWS2 . No solution of the FS
model corresponds to kWSX , which is not surprising since kWSX represents a shear wave (see §5.4.1)
which does not exist in a thin plate.
6.1.2 Viscosity
We now fix G and vary the viscosity η in the range 10−3 m2 s−1 ≤ η ≤ 106 m2 s−1. All other
parameters remain as before. Note that Wang and Shen [61] restricted their analysis to η ≤
1 m2 s−1. In §6.1.1 we showed that at G = 108 Pa, kWS2 corresponds to kFS1 in both wavelength
and attenuation rate. The solutions of the FS and WS models are depicted in Figure 6.3 for
this value of the shear modulus.
The good agreement of kWS2 and kFS1 at G = 108 Pa remains when the viscosity is changed
over several orders of magnitude (orange lines and thick, solid, grey lines, respectively). Spe-
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Figure 6.1: Relative wavelengths λ/λ0 (left) and attenuation coefficients α (right) of various
solutions of the FS and WS model as functions of the shear modulus G. Thick solid grey lines
represent the dominant solution kFS1 of the FS model. In wavelength, kFS1 corresponds to kWS1
(thin, red) up to G ≈ 4.5, and kWS2 (thin, orange) for larger values of G. The graphs of kWS1
and kWS2 are extended as dashed lines beyond their respective domains of correspondence. Thick
dashed grey lines represent kFS2 , which is resembled by kWS3 (thin, blue). Finally, the thin, dashed,
green lines represent kWSX . For these plots we chose η = 0.05 m2 s−1, T = 8 s, h = 0.5 m, and
H = 100 m.






































Figure 6.2: Differences between corresponding FS and WS modes presented in Figure 6.1 as a
function of the shear modulus G. The right panel shows the difference in magnitude between λFS2
and λWS3 (solid), and αFS2 and αWS3 (dashed). The left panel shows the difference in magnitude
between λFS2 and λWSi (solid), and αFS2 and αWSi (dashed), where i = 1 for G < 104.5 Pa, and i = 2
for G > 104.5 Pa. The red circles indicate where i changes.
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Figure 6.3: Relative wavelengths λ/λ0 (left) and attenuation coefficients α (right) of various
solutions of the FS and WS model for varying viscosity η at G = 108 Pa. Line styles and other
parameters are as in Figure 6.1.

























Figure 6.4: Differences between corresponding FS and WS modes presented in Figure 6.3, for
G = 108 Pa. Line styles as in Figure 6.2.
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Figure 6.5: Same as Figure 6.3 for G = 102 Pa.
cifically, the difference in magnitude stays below 0.003 and 0.2 for wavelengths and attenuation
coefficients, respectively, as can be seen in Figure 6.4. The same holds for the solutions kWS3 and
kFS2 (blue lines and thick, dashed, grey lines, respectively), as the difference in magnitude of the
predicted wavelengths and attenuation coefficients remains below 0.062 and 0.045, respectively,
over the entire range of viscosities.
We have also calculated the dependence of the solutions on η when G = 102 Pa, for which
the models were found to differ in §6.1.1. Results are presented in Figure 6.5. As we have
shown in §6.1.1, the solutions kWSi , i = 1, 2 and kFS1 agree in wavelength, but differ considerably
in attenuation rate at η = 0.05 m2 s−1. This is true for η . 102 m2 s−1, where the differences
in magnitude are smaller than 0.013 for wavelength, but larger than 2.5 for attenuation rate
(see left panel of Figure 6.6). As η gets larger, however, the discrepancy in the attenuation
rates diminishes. For η > 104 m2 s−1 the differences in magnitude stay below 0.003 and 0.3
for wavelength and attenuation rate, respectively. The secondary solutions kWS3 and kFS2 also
agree better at large η. In terms of wavelength the difference in magnitude lowers from 0.41 at
η = 10−3 m2 s−1 to 0.06 at η = 106 m2 s−1. The attenuation rates αWS3 and αFS2 differ by less than
0.15 orders in magnitude for the entire range of η. We may understand the improved agreement
between the WS and FS models for very large viscosities by recognizing that a large viscosity
η also means that the Reynolds number ω h2 η−1 is small. Therefore, the internal flow of the
viscoelastic fluid representing the WS ice layer becomes laminar, and the overall behaviour can
be expected to resemble the FS model more closely, as we have found.
6.1.3 Thickness
We now investigate the sensitivity of the solutions with respect to the ice cover thickness in the
range 0 m ≤ h ≤ 10 m. Results are shown in Figure 6.7 for G = 108 Pa and in Figure 6.9 for
G = 102 Pa. In both cases, the viscosity is set to η = 0.05 m2 s−1, as in §6.1.1.
For both values of the shear modulus G considered, we observe that as h → 0 m the
wavelengths λFS1 and λWS2 both approach the open water wavelength λ0, and the dominant (i.e.
minimal) attenuation rates αFS1 and αWS2 approach zero, as one would expect. The secondary
solutions of both models also agree well, as both the real and imaginary parts of kFS2 and kWS3 are
growing asymptotically to infinity in the limit. As h increases, the behaviour of the solutions
differs significantly for low and high shear modulus, however.
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Figure 6.6: Differences between corresponding FS and WS modes presented in Figure 6.5, for
G = 102 Pa. Line styles as in Figure 6.2.


























Figure 6.7: Relative wavelengths λ/λ0 (left) and attenuation coefficients α (right) of various
solutions of the FS and WS model for varying ice layer thickness h at G = 108 Pa. Line styles
and other parameters are as in Figure 6.1.
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Figure 6.8: Differences between corresponding FS and WS modes presented in Figure 6.7 for
G = 108 Pa. Line styles as in Figure 6.2.



























Figure 6.9: Same as Figure 6.7 for G = 102 Pa.
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Figure 6.10: Differences between corresponding FS and WS modes presented in Figure 6.9 for
G = 102 Pa. Line styles as in Figure 6.2.
For G = 108 Pa, we have a good agreement between the two models over the range of
thickness values considered in both wavelength and attenuation rate. The differences in mag-
nitude between kWS2 and kFS1 remain below 0.035 and 0.2 for wavelength and attenuation rate,
respectively, as can be seen in the left panel of Figure 6.8. Furthermore, the differences in mag-
nitude between kWS3 and kFS2 remain below 0.09 and 0.05 for wavelength and attenuation rate,
respectively, as can be seen in the right panel of Figure 6.8.
For G = 102 Pa, a significant discrepancy occurs in both wavelength and attenuation rate
between the solutions of the WS and FS models. Specifically, the difference in magnitude of λWS1
and λFS1 rises with increasing h from 3×10−3 at h = 0.01 m to 0.36 at h = 10 m. Meanwhile, the
difference in magnitude of the attenuation coefficients αWS1 and αFS1 drops from 7.7 down to 0.3
over the same range of h, briefly crossing zero at h ≈ 9.5 m (see left panel of Figure 6.10). The
differences in magnitude of the secondary solutions kFS2 and kWS3 show a complicated behaviour
for h . 2 m (see right panel of Figure 6.10). However, as the thickness increases the difference
in magnitude of λWS3 and λFS2 rises from 0.04 at h = 2 m to 0.77 at h = 10 m, while the difference
in magnitude of αWS3 and αFS2 falls from 0.66 down to 0.11 over the same range of h. As in
§6.1.1, we conjecture that shear effects in the WS fluid model are significant compared to elastic
effects in the regime of low G, which explains why the two models behave differently. We also
note that the solutions of the WS model exhibit complicated features for h . 2 m, which is the
regime of interest for the subsequent analysis. This behaviour is difficult to explain physically.
In contrast, the solutions of the FS model are well-behaved in this range of thickness.
In §6.3 we investigate the small thickness limit of the FS, WS, as well as the RP and Keller
models in more detail. First, however, we attempt to calibrate these models using experimental
data in the following section.
6.2 Model calibration with experimental data
We now turn our attention to the problem of using the effective medium models described in
§5.2 and §5.3 to predict wave attenuation in ice-covered seas. The WS, FS and RP models
are empirical linear parametrizations of the combined dissipative and scattering mechanisms
experienced by ocean waves due to the presence of sea ice. Consequently, the parameters of the
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models must be estimated so that the predicted wave attenuation rates are consistent with field
observations. We devise a method to estimate the rheological parameters (G, η), for the WS
and FS models, or (G, γ), for the RP model, using experimental data. The method is based
on inverting the dispersion relation of each model for the rheological parameters, given the set
(λ, α, h,H, T ) of measured or estimated parameters.
To our knowledge, the wavelength λ, attenuation rate α and period T of waves travelling
through an ice field have never been measured simultaneously.∗ Therefore, we rely on experi-
mental measurements of wave energy attenuation coefficients against wave period. A synthesis
of five experimental data sets collected in the Bering Sea and Greenland Sea between 1978 and
1983 was conducted by Wadhams et al. [29]. However, we will use a more recent data set in
which five contemporary wave sensors were deployed in the Antarctic MIZ to measure wave
energy attenuation and wave period [170, 171]. The spectral analysis of the data was performed
by Meylan et al. [31] and we use the results presented in Figure 4 of that paper to calibrate the
three effective medium models considered here. The method used to estimate the corresponding
wavelengths is described in the following subsections.
Throughout the following analysis we assume a water depth of H = 4.3 km, which is typical
of the region where Kohout et al. [15] conducted their experiments [172, 173]. We also assume
an ice layer thickness of 1 m. The sensitivity of the results with respect to the ice layer thickness
is discussed in §6.2.1. Note that Meylan et al. [31] provided decay rates for wave energy, while
the attenuation rate α defined earlier is for wave amplitude. The difference has been taken into
account by halving the decay rates of Meylan et al. [31], since the wave energy is proportional
to the square of the amplitude.
6.2.1 FS Model
A major advantage of the FS and RP models over the WS model is that their dispersion relations
can be solved analytically for the rheological parameters and the solutions are unique. In the
FS dispersion relation (5.55), GV = G− iω ρ η appears only once, so a straightforward inversion
yields
GV = 6
%ω2 coth(H k)− g k %− h k ρω2
h3 k5 (1 + ν) . (6.1)
Optimization procedure. Since the wavelength λ = 2π/Re(k) has not been measured by
Kohout and Williams [170], we estimate it via an optimization procedure. Experiments by
Wadhams and Holt [174, §6.3] using synthetic aperture radar (SAR) imaging have shown that
the wavelength increases when a wave travels from open water into an ice field. Therefore, it
is reasonable to assume that the wavelength at each period is greater than λ0. To simplify
the analysis, we therefore assume that λ(T ) = f λ0(T ), where f is a constant that we seek to
optimize such that the FS model fits best to the data. We compute (6.1) for each measured
period from 6 s to 20 s and for f from 1 to 2 with 0.05 increments. For each value of f we
then calculate the mean shear modulus Ḡ and mean viscosity η̄ over all T . Note that weighting
the mean with the inverse squared errors of the data gives almost identical results. We then
compute αFS1 (T ) = Im(kFS1 )(T ) for each (Ḡ, η̄)-pair and find that the FS model fits the data
best when f = 1.70, in the least squares sense. The corresponding rheological parameters are
G = Ḡ ≈ 4.9× 1012 Pa and η = η̄ ≈ 5.1× 107 m2 s−1.
Results. The attenuation curve predicted by the FS model for the estimated parameters is
plotted in Figure 6.11 alongside the experimental data. The model fits the data well within the
∗This was at the time of writing, in 2015. Since then, such an experiment has been performed, see [64] and
references therein.
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Figure 6.11: Comparison of attenuation rates versus wave period (right panel) between predic-
tions of the FS model (red line) and experimental attenuation coefficients derived by Meylan
et al. [31]. The attenuation curve is generated for optimized wavelength λ = 1.70λ0 and para-
meters G = 4.9 × 1012 Pa, η = 5.0 × 107 m2 s−1, h = 1 m, and H = 4300 m. The left panel
displays the relative wavelength against wave period (i.e. the dispersion relation) for these es-
timated rheological parameters.
error bars for all periods. We estimate the discrepancy between model and data by computing
the weighted sum of squared deviations ∆. For the FS model, ∆ ≈ 0.4.
The left panel in Figure 6.11 shows the dispersion relation (i.e. wavelength versus wave
period) for the rheological parameters computed above. We observe significant variations in
relative wavelengths with λFS1 ≈ 7.2λ0 at T = 6 s and ≈ 1.3λ0 at T = 20 s, which seems
inconsistent with our initial assumption that λFS1 = 1.7λ0 for all wave periods. However, our
calibration procedure allows for this apparent inconsistency: the assumption λFS1 (T ) = 1.7λ0(T )
was satisfied when we solved (6.1) for each particular value of T considered, but this relationship
does not hold once we fix G = Ḡ and η = η̄ and use the dispersion relation to predict λFS1 (T ). It
is highly plausible that in reality the relative wavelength will be different for each period, and
will depend on the type of ice cover. Only with a simultaneous measurement of T , λ, and α
could a reliable test be designed.
Sensitivity in h. Our choice of ice thickness for the model, i.e. h = 1 m, is somewhat arbitrary,
although reasonable, as the measurements were made in first year ice with a thickness ranging
from ∼ 0.5 m to 1 m [171]. It is therefore important to discuss the sensitivity of our calibration
method with respect to this parameter. Doubling or halving the thickness, we were able to find
new values of Ḡ and η̄ that give a similar fit to the attenuation coefficients derived by Meylan
et al. [31], suggesting that thickness does not play a significant role in our analysis.
Physical meaning of the parameters. We observe that the shear modulus G ∼ 1012 Pa ob-
tained using our calibration procedure is much larger than that of a solid ice cover (about 109 Pa).
Moreover, the viscosity η ∼ 107 m2 s−1 is nine orders of magnitude larger than 10−2 m2 s−1, a
value determined experimentally by Newyear and Martin [162] and Wadhams et al. [163], noting
that they fitted data to the viscous layer model of Keller [161] which differs significantly from
the FS model. Although our calibration may seem unphysical, we emphasize that the FS model
is empirical and does not properly represent all processes causing wave attenuation, e.g. colliding
and over-rafting floes, turbulence, wave breaking, inelasticity, scattering, and other phenomena.
In particular, the parameters cannot be measured directly as they do not represent observable
physical processes. Consequently, no restrictions on the acceptable values of the rheological
parameters, except positiveness, can be imposed.
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Figure 6.12: Sensitivity of the rheological parameters G and η of the FS model to changes in
wavelength λ (blue), attenuation rate α (orange), or both (red) for different wave periods T .
We assume that both λ and α are distributed according to truncated normal distributions. For
α, mean and variance of the normal distribution is taken from the data of Meylan et al. [31],
and truncated to non-negative values. For λ the normal distribution is centred around the open
water wavelength λ0, with a variance of λ0/4, and it is truncated such that λ always satisfies
λ ≥ λ0.
Sensitivity of G and η on uncertainties in λ or α. It is interesting to see how sensitive
the effective shear modulus G and the effective viscosity η are with respect to uncertainties
in the measurements of wavelength λ or attenuation rate α. Let both λ and α be distributed
according to normal distributions which are truncated such that α is positive and λ ≥ λ0, where
λ0 is the open water wavelength. For α, mean and variance of the normal distribution are
taken from the data compiled by Meylan et al. [31]. Since wavelength data are unavailable, we
centre a normal distribution λ around the open water wavelength λ0, with an arbitrarily chosen
variance of λ0/4. (λ now effectively follows a half-normal distribution, due to the truncation.)
We have used the generalized polynomial chaos (gPC) / pseudo-spectral collocation method
which we have introduced in Chapter 4 (Part II) to compute the resulting mean and variance of
the rheological parameters. The result is depicted in Figure 6.12 for various wave periods. For
each period we consider three cases: (i) only λ is uncertain and α is fixed to its mean (blue),
(ii) only α is uncertain and λ is fixed to its mean (orange), or (iii) both λ and α are uncertain,
but independent (red). The case of two uncertain variables required us to extend the pseudo-
spectral collocation method described in Part II to two random dimensions; see Appendix D.2
for details.
The left panel of Figure 6.12 shows that the prescribed uncertainty in wavelength λ leads
to an uncertainty in the calibrated shear modulus G which spans 8 to 12 orders of magnitude
(blue error bars). In comparison, the uncertainty in the attenuation rate measurement has a
negligible impact on the calibration of G (orange error bars). Consequently, the error resulting
from both uncertainties comes almost entirely from the uncertainty in λ, as can be seen from
the red error bars. Generally, resulting errors and expectation values both increase with the
wave period.
The right panel of Figure 6.12 shows that the impact of uncertain measurements of λ or α
on η is very similar to that on G. The contribution of the error in α (orange) is, however, about
a third the size and therefore comparable to that of λ (blue).
This analysis indicates that to calibrate both G and η, one should focus on short wave periods
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Figure 6.13: Same as Figure 6.11 for the RP model. The systematic optimization procedure
described in the text (solid blue line) yields the optimized parameters λ = 1.0λ0, G = 9.2 ×
109 Pa, γ = 6.9 Pa s m−1, when h = 1 m and H = 4300 m. The fit was improved by manually
changing the parameters to G ≈ 3.2× 107 Pa, and γ ≈ 6.0 Pa s m−1 (dashed red line).
which is also the conclusion of a study by Li et al. [166]. Conversely, our result also suggests
that a precise knowledge of the effective rheological parameters is not necessary to make precise
predictions of λ.
6.2.2 RP model
As in the FS model, we are able to invert the dispersion relation of the RP model (5.59) for the
shear modulus G and viscosity γ analytically. Separately considering real and imaginary parts
of (5.59) and solving this system of two real equations for the rheological parameters gives
G =
[
6 (cos(2H α) + cosh(2H κ))
(
(α2 + κ2) (g %− h ρω2) cos(2H α)




h3 (α6 − 5α4 κ2 − 5α2 κ4 + κ6) (1 + ν)
(





(cos(2H α) + cosh(2H κ))
(
4ακ (α4 − κ4) (g %− h ρω2) cosh(2H κ)
− 4ακ (α4 − κ4) (g %− h ρω2) cos(2H α) + ρ̃ ω2 (κ (5α4 − 10α2 κ2 + κ4) sin(2H α)




(α6 − 5α4 κ2 − 5α2 κ4 + κ6)ω(sin2(2H α) + sinh2(2H κ))
]
, (6.3)
where κ = 2π/λ and ω = 2π/T , as before.
We use the RP model to find an optimal wavelength in the same way as for the FS model.
With this method we find that the RP model fits the attenuation coefficients derived by Meylan
et al. [31] best, when f = 1.00, G ≈ 9.2 × 109 Pa, and γ ≈ 6.9 Pa s m−1. Because the optimal
factor is f = 1.00, we also checked if the RP model makes better predictions when f < 1, but
in this case equation (6.2) gives a G < 0, so we disregard this possibility. The fit to the data is
plotted in the right panel of Figure 6.13 (solid blue line). We find a weighted sum of squared
deviations of ∆ ≈ 2.2, so the fit is not as good as with the FS model (∆ ≈ 0.4). Specifically,
for these parameters the RP model agrees well with the data for T & 11 s, but underestimates
the attenuation for lower periods. Other methods for finding G and γ can result in a better
fit, however. For instance, by manually changing the parameters to G ≈ 3.2 × 107 Pa, and
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Figure 6.14: Same as Figure 6.13 but with different ice layer thickness settings. Specifically,
h = 0.25 m (red), h = 0.5 m (orange), h = 1.0 m (blue, as in Figure 6.13), and h = 2.0 m
(purple).
γ ≈ 6.0 Pa s m−1, we obtain a fit with a weighted sum of squared deviations of ∆ ≈ 0.5 (see
dot-dashed blue line in Figure 6.13).
We now test the RP model’s sensitivity on the ice layer thickness h by doubling or halving
h. As Figure 6.14 shows, the RP model fit improves when h = 0.25 m. In this case ∆ ≈ 0.6,
which is still not as good as the FS model’s ∆ ≈ 0.4, but a significant improvement from the
h = 1 m case. The left panel of Figure 6.14 shows that the wavelength predicted by the RP
model with h = 0.25 m is significantly smaller than λ0 when T & 8 s, G ≈ 3.2 × 107 Pa, and
γ ≈ 6.0 Pa s m−1.
6.2.3 WS model
In contrast to the FS and RP models, the dispersion relation of the WS model cannot be inverted
analytically, so we used Newton’s method to estimate GV numerically. The procedure is further
complicated by the existence of multiple GV solutions to the inverse problem. Consequently, for
each wave period that is considered, several pairs of positive rheological parameters (G, η) can be
used to fit one of the many solutions of the WS dispersion relation to the data at that period. The
number of possible calibrations can be reduced by demanding that G . 109 Pa and η . 1 m2 s−1
as suggested by Wang and Shen [61], although we argued in §6.2.1 that such restrictions are
not physically justified for the types of empirical model considered here. Moreover, several or
no solutions may satisfy these restriction criteria for a given set of parameters.
The fact that the WS model provides multiple solutions to the inverse problem makes its
calibration difficult. Specifically, the optimization procedure devised in §6.2.1 for the FS model
cannot be used here as, even using Wang and Shen’s restriction criteria G . 109 Pa and η .
1 m2 s−1, multiple solutions may exist for each wave period and wavelength. Zhao and Shen
[175] encountered the same issue, but we believe that they did not fully appreciate its severity.
To simplify the calibration, we consider the measured attenuation rate at T = 10 s only, i.e.
α = 1.2× 10−5 m−1. Assuming λ = 1.70λ0, h = 1 m, and H = 4300 m, as for the FS model, we
compute four possible calibrations that satisfy Wang and Shen’s restriction criteria. The four
(G, η)-pairs are listed in Table 6.1. Each of these pairs can then be used in the WS dispersion
relation to predict the same mode k = 2π/λ + iα. At this point it is unclear, however, if
this mode is the dominant mode kWSdom, or even part of the set of standard solutions, i.e. kWS1 ,
kWS2 , kWS3 , kWS4 , and kWSX , defined in §5.4.1. Therefore, we compute the standard solutions for
each (G, η)-pair in Table 6.1 and compare them with the value of k estimated from the data.
We find that none of these (G, η)-pairs predicts k as a dominant mode at T = 10 s (i.e. one
of the standard solutions 6= k is dominant instead, see Table 6.1). That is, no matter which
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G in Pa 6.4× 105 1.6× 105 3.7× 101 9.2× 100
η in m2 s−1 1.1× 100 2.8× 10−1 4.8× 10−9 2.2× 10−10
fitting kWSX kWS1 kWS1 kWS4
dominant kWS2 kWS2 kWS2 or kWSX kWS1
Table 6.1: A sample of (G, η)-pairs that solve the WS inverse problem at T = 10 s and satisfy
the restriction criteria of Wang and Shen [61]. The solutions were obtained for attenuation rates
derived by Meylan et al. [31]. The wavelength λ = 1.70λ0 was chosen such that the FS model
fits best to the data. Other parameters are h = 1 m and H = 4300 m. The table also indicates
which solution fits the data at T = 10 s, and which solution is considered dominant. Note that
the fitting and dominant solutions are never the same.
calibration we choose, the solution that fits the data is not the dominant one according to the
dominance criteria (i) or (ii) discussed in §5.4.2. This challenges the suitability of these criteria
for selecting the mode with most geophysical relevance.∗ We arbitrarily select the calibration
(G, η) = (1.6× 105 Pa, 2.8× 10−1 m2 s−1) for investigating the fit to the data.
The attenuation curves of kWS1 , kWS2 , and kWSX are shown in Figure 6.15 with the attenuation
coefficients derived by Meylan et al. [31], as kWS1 and kWS2 become alternatively dominant as
the wave period changes, and kWSX is relatively close to these solutions. In contrast, kWS3 and
kWS4 (not shown) show much higher attenuation coefficients and will therefore not be part of
the following analysis. For T . 16.5 s, kWS2 dominates and at higher periods kWS1 dominates
instead. As mentioned earlier, although kWSdom = kWS2 at T = 10 s, the solution that fits the data
point at T = 10 s exactly (and for which the model was calibrated) is kWS1 . In fact, kWSdom = kWS2
underestimates the attenuation in that regime, but kWS1 fits well. Moreover, for T & 16.5 s, kWS2
fits the data well, but kWS1 , which is considered dominant, underestimates the attenuation rate
(although within error bars). Interestingly, αWSX is consistently one standard deviation larger
than the measured value for all T . Moreover, αWS1 agrees with all data within one standard
deviation. When the criteria (i) and (ii) are applied, we compute ∆ ≈ 5.3, while when at each
T the best fitting solution is selected, we obtain ∆ ≈ 0.3. This shows that the WS model
can potentially fit the data, but the dominant solution criteria (i) and (ii) need to be revised.
Moreover, it is not clear how the physical solution could be selected when observational data
are not given.
The procedure was repeated by fitting the WS model to the data at T = 16 s, which confirmed
the outcomes of our analysis.
6.2.4 WS model without elasticity
In the previous sections we found that all three viscoelastic models (WS, FS, and RP) can
fit the attenuation coefficients derived by Meylan et al. [31] for some values of the rheological
parameters. Purely viscous effective media have also been used to model wave propagation in
ice-infested seas as mentioned in §5.1, and have been calibrated with success for pancake ice
[177]. It is then reasonable to investigate the fit to the attenuation data of Meylan et al. [31] by a
simpler viscous layer model, which does not include elastic effects. We consider the thin viscous
layer model proposed by Keller [161], which can be derived from the WS model by removing the
elastic constant (G = 0 Pa), assuming small ice layer thickness (h g ω−2), and small Reynolds
∗Two years after we published this argument, Cheng [176] argue for a new kind of dominance criterion,
namely that the dominant solution must be a flexural gravity wave mode which, they argue, always corresponds
to kWS1 or kWS2 [169]. Table 6.1 demonstrates that this does not solve the calibration problem. For example for
(G, η) = (1.6× 105 Pa, 2.8× 10−1 m2 s−1) the dominant solution is kWS2 while kWS1 fits the data.
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Figure 6.15: Relative wavelengths (left panel) and attenuation rates (right panel) for the solu-
tions kWS1 (red), kWS2 (blue), and kWSX (yellow) of the WS model, calibrated with (G, η) =
(1.6× 105 Pa, 2.8× 10−1 m2 s−1).




























Figure 6.16: Same as Figure 6.11 for the thin viscous layer model of Keller [161]. The red and
blue lines correspond to the calibrations η = 15.7× 103 m2 s−1, and η = 6.6 m2 s−1, respectively.
number (ω h2 η−1  1). This leads to the dispersion relation
η = i
(
ρ̃ ω2 (ω2 − g h k2) + k
(





4 k2 (ρ̃ ω3 + k ω (h ρω2 − g ρ̃) tanh(H k))
)
, (6.4)
which we have already solved for η.
At each period T we numerically solve the imaginary part of (6.4), which does not involve
η, for the wavelength λ. All other parameters are as before. We find two physically relevant
solutions for λ at each T , both of which are very close to the respective open water wavelength.
We substitute these into (6.4) to obtain η at any particular T . By taking the mean of all η
for each T , we find two possible calibrations: η = 15.7 × 103 m2 s−1, and η = 6.6 m2 s−1, with
∆ ≈ 1.1 and ∆ > 3000, respectively. The dominant solutions are easy to identify (as in the
FS and RP models), and are visualized in Figure 6.16. A reasonable agreement is seen at high
wave periods, but significant discrepancy is observed at low wave periods. We were not able to
improve the fit of this model by manually changing η. This analysis suggests that elastic effects
should not be neglected in the WS model.
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6.3 Limits of the dispersion relations
In this section we briefly discuss an alternative approach to testing the FS, RP, and WS effective
medium models which we have not discussed in our article [148] as it was inspired by conver-
sations with Mike Meylan and Luke Bennetts two years after that work had been published.
Specifically, we investigate the case of infinite water depth, vanishing shear modulus, small vis-
cosity, and small ice layer thickness. The objective is to derive a power-law relation between the
attenuation coefficient α of the propagating mode, which becomes the open water mode when
h→ 0, and the wave frequency ω. Experiments suggest that this relationship should be α ∼ ωn
where n ranges from two to four [31, 64].∗
6.3.1 FS model
With G = 0 and in the limit H →∞, the FS dispersion relation (5.55) becomes
ω2
g k
= 1− iω ρ (1 + ν)6 % g η h
3 k4 − ρ
% g
hω2 . (6.5)





h/g, k → k̃/h, η → η̃ h2/
√
h/g, and ρ/%→ ρ̃, we find
ω̃2
k̃
= 1− i6 ω̃ ρ̃ (1 + ν) η̃ k̃
4 − ρ̃ ω̃2 . (6.6)
We are interested in the wavenumber which is closest to the mass loading model limit, i.e.
the case of vanishing viscosity, as the mass loading solution will become the open water solution
for h = 0. Therefore, we expand k̃ = k̃0 + k̃1 η̃ + O(η̃2), implicitly assuming that† η 
√
h3 g.
This expansion ensures that k̃0 and ω̃ later satisfy the mass loading dispersion relation, and k̃1 η̃
represents the change in the complex wavenumber resulting from the introduction of viscosity.
Substituting these expansions into (6.6) and neglecting terms of order O(η̃2) gives
0 =
(






6 ω̃ ρ̃ (1 + ν) k̃
5
0 − k̃1 ρ̃ ω̃2
)
η̃ +O(η̃2) . (6.7)
From the O(η̃) coefficient we find
k̃1 η̃ = i




) η̃ . (6.8)
The imaginary part of (6.8)
Im(k̃1 η̃) =




) η̃ , (6.9)
represents the infinitesimal deviation in the attenuation coefficient from Im(k̃0) = 0, resulting
from the introduction of viscosity η into the system. Note that k̃1 η̃ is purely imaginary. This




1− ρ̃ ω̃2 , (6.10)
∗Rogers et al. [64] provide a large dataset of attenuation rates, but do not directly state the power-law
dependence. We extracted data from their figure and fit power-laws to the extracted data, resulting in exponents
between two and four, as claimed.
†For h = 0.5 m and g = 9.8 m s−2,
√
h3 g = 1.1 m2 s−1.
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which we find from the zeroth order term in equation (6.7), is the (real) wavenumber of the mass
loading model. Substituting (6.10) into (6.9) gives
Im(k̃1 η̃) =




)6 η̃ . (6.11)
We now return to dimensional quantities and define α = Im(k̃1 η̃)/h, writing (6.11) as
α = (1 + ν) ρ̃6 (g − h ρ̃ ω2)6 η h
3 ω11 , (6.12)
where we have kept the density ratio ρ̃, for convenience. If h  g ρ̃−1 ω−2 (this is more than
20 m when ω = 2π/10 s−1) then (6.12) can be expanded for small h, resulting in
α = (1 + ν) ρ̃6 g6 η ω
11 h3 + (1 + ν) ρ̃
2







We conclude that in this limiting version of the FS model, viscosity introduces an attenuation
coefficient α that scales roughly as α ∼ ω11 with the wave frequency.
6.3.2 RP model
We can perform a similar procedure with the RP model. With G = 0 and in the limit H →∞,





hω2 − iω γ
% g
. (6.14)
It is convenient to substitute Υ = γ %−1 g−1. We nondimensionalize with respect to the length
scale h and the time scale
√
h/g by replacing ω → ω̃/
√
h/g, k → k̃/h, Υ → Υ̃
√
h/g, and
ρ/%→ ρ̃, we find
ω̃2
k̃
= 1− i Υ̃ ω̃ − ρ̃ ω̃2 . (6.15)
We are interested in the wavenumber which is closest to the mass loading model limit, i.e.
the case of vanishing viscosity. Therefore, we expand k = k0 +k1 Υ̃+O(Υ̃2), implicitly assuming








k̃1 − i k̃0 ω̃ − k̃1 ρ̃ ω̃2
)
Υ̃ +O(Υ̃2) . (6.16)




)2 Υ̃ . (6.17)
This result can also be obtained directly from equation (6.15) by solving for k, expanding in Υ̃,
and neglecting terms of order O(Υ̃2). Similar to the FS model, k̃1 Υ̃ is purely imaginary and,
consequently, introducing a small viscosity does not change the wavenumber. We now return to
dimensional quantities and define α = Im(k̃1 Υ̃)/h, writing (6.17) as




g − h ρ̃ ω2
)2 , (6.18)
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where we have kept the density ratio ρ̃, for convenience. If h  g ρ̃−1 ω−2 then (6.18) can be
expanded for small h, resulting in
α = γ
g2 %








We conclude that in the RP model, viscosity introduces an attenuation coefficient α that scales
roughly as α ∼ ω3 with the wave frequency.
6.3.3 Keller’s model
For the FS and RP models, we have considered the limiting cases of small viscosities. In the
WS model with G = 0, this limit admits pathological behaviour due to the terms cosh(h p)
and sinh(h p) in the dispersion relation (5.44), where p =
√
k2 − iω η−1 ρ̃−1. Assuming η 












where the second term in the brackets dominates over k4. Thus, expressions such as cosh(h p)
and sinh(h p) diverge at η → 0.
We can proceed, however, if we assume that the Reynolds number ω h2 η−1 is small, and
consequently η  ω h2. This is the limit to Keller’s model with the dispersion relation (6.4).
When H →∞ this dispersion relation is
g k (g h k2 (ρ− %) + %ω (4 i k2 η + ω + h k ω)) = (h k ρ+ %)ω3 (4 i k2 η + ω) . (6.21)





h/g, k → k̃/h, η → η̃ h2/
√
h/g, and ρ/%→ ρ̃, giving
k̃ (k̃2 (ρ̃− 1) + 4 i k̃2 η̃ ω̃ + (1 + k̃) ω̃2 − 4 i k̃ η̃ (1 + k̃ ρ̃) ω̃3 − ρ̃ ω̃4) = ω̃4 . (6.22)
Once again, we are interested in the wavenumber which is closest to the open water limit, i.e.
the case of vanishing viscosity. Therefore, we expand k → k0 +k1 η̃+O(η̃2), implicitly assuming
that η 
√
h3 g. Substituting these expansions into (6.22) we obtain
0 =
(




3 k̃20 k̃1 (ρ̃− 1) + 4 i k̃30 ω̃
+ (1 + 2 k̃0) k̃1 ω̃2 +−4 i k̃20 (1 + k̃0 ρ̃) ω̃3 − k̃1 ρ̃ ω̃4
)
η̃ +O(η̃2) . (6.23)
Following the same procedure as in §6.3.1, we find k̃0 = ω2 and
Im(k̃1 η̃) =
4 ρω7
1 + (2 ρ− 1)ω2 η̃ . (6.24)
As for the FS models, k̃1 η̃ is purely imaginary and, therefore, introducing a small viscosity
does not change the wavenumber. We now return to dimensional quantities and define α =
Im(k̃1 η̃)/h, writing (6.24) as
α = 4h ρ̃ ω
7
g3 (g + h (2 ρ̃− 1)ω2) η , (6.25)
where we have kept the density ratio ρ̃, for convenience. If h  g (2 ρ̃ − 1)−1 ω−2 then (6.25)
can be expanded for small h, resulting in
α = 4 ρ̃ η
g4








We conclude that in the Keller model the introduction of viscosity introduces an attenuation
coefficient α that scales roughly as α ∼ ω7 with the wave frequency.
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Figure 6.17: Comparison of the limiting expressions (6.13), (6.19), and (6.26) with direct solu-
tions to the respective dispersion relations of the FS (red), RP (blue), and Keller (yellow) models.
Dots indicate direct solutions, lines indicate the leading-order (solid) and next-to-leading-order
(dashed) approximations. For this example we chose viscosities η = 0.1 m2 s−1 for the FS and
Keller models and γ = 0.1 Pa s m−1 for the RP model. The layer thickness is set to h = 1 m.
6.3.4 Summary and validation
In the present section §6.3 we have found that when G = 0, H → ∞, and small thickness
h  g ω−2 is assumed, a small viscosity term generates an attenuation coefficient which is
related to the wave frequency ω by a power law. Specifically, for the FS, RP, and Keller models
we found that α ∼ ω11, α ∼ ω3, and α ∼ ω7, respectively. Figure 6.17 demonstrates the validity
of the limiting expressions, comparing those to direct solutions of the respective dispersion
relations.
Our findings indicate that of these three models (in the limit we considered) the RP model
best predicts the power-law relationship observed in field measurements [31, 64], with an expo-
nent between two and four. We can now calibrate the RP model by fitting the next-to-leading-
order terms in the expression (6.19) to the attenuation data compiled by Meylan et al. [31].
Weighting the different data with the reported errors in measurement, we find that the best fit
is achieved when γ = 5.0 Pa s m−1 and h = 2 × 10−6 m. Note that the thickness is of the order
of micrometres and, therefore, the ice layer in the RP model with this configuration is more
similar to a viscous membrane than to a thin viscoelastic plate. The adjusted R-square value of
the fit is 0.95, and the least square error is ∆ = 0.3 (the same as when we chose the best–fitting
solution of the WS model at each period in §6.2.3).
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Summary: effective medium models
In Part III we have focused on effective medium descriptions of the MIZ’s wave–ice system,
and particularly on three viscoelastic layer models of the type proposed by Wang and Shen
[61]. All three models are empirical parametrizations of the observed attenuation phenomenon
and describe the ice layer as a homogeneous viscoelastic continuum, which is fully characterized
by a dispersion relation. We sought to determine the conditions under which the viscoelastic
fluid model proposed by Wang and Shen [61] (WS model) can be replaced by a simpler thin
viscoelastic beam model. Two beam models were considered. In the first one (FS model), viscous
effects are introduced into the constitutive relation of the thin elastic beam, while in the second
one (RP model), viscous effects appear as a friction term proportional to the vertical velocity
in the equation of motion of the thin beam. The deviatoric stress–strain relation used in the FS
model is identical to that of the WS model, so we were able to compare the solutions of their
dispersion relations directly. We have then used wave data collected in the Antarctic MIZ and
analysed by Meylan et al. [31] to calibrate the three models and assess their ability to predict
wave attenuation in ice-covered seas.
Some major drawbacks associated with the WS model have been identified. First, the dis-
persion relation is difficult to solve numerically with some features requiring special numerical
treatment, e.g. the mode-swap phenomenon described in section §6.1.1. Second, the dispersion
relation has many solutions of potential relevance, so identifying the one that has most geophys-
ical relevance, referred to as the dominant solution, is not straightforward. Although Wang and
Shen [61] provide criteria to identify this mode, we found much evidence suggesting that these
criteria are inappropriate in some circumstances. In particular, the solutions that best agree
with observations do not satisfy the dominant mode criteria of Wang and Shen [61]. Finally,
there exist many solutions to the inverse problem of calibrating the rheological parameters of
the WS model using measurements of waves travelling through ice. The inverse solutions are
estimated numerically. No selection criteria have been advanced that provide good agreement
with attenuation data and predict a dominant wave mode.
Unlike the WS model, the FS and the RP beam models have dispersion relations that can
be solved in most situations using standard root finding techniques. Only two relevant solutions
exist and the dominant mode is readily identified. It was demonstrated that the solutions of
the FS dispersion relation are in close agreement with those of the WS model for a wide range
of parameters. Discrepancies exist when the rheological elastic modulus and the viscosity are
small, as shear forces in the WS fluid model become dominant. This does not tend to favor one
model over the other, however, as the parameters of these models are entirely empirical.
We conceived a calibration procedure to fit the two beam models to the attenuation coeffi-
cients derived by Meylan et al. [31]. The dispersion relations of both the FS and RP models can
be inverted analytically for the rheological parameters and the solution is unique. We overcame
the lack of wavelength data in our procedure using an optimization technique which estimates
the wavelength at each data point that provides the best fit. The FS and RP models were found
to be able to predict wave attenuation rates that fit all data points within error bars. Although
either of these models can be used to predict wave attenuation of this data set, it would be
unwise to generalize this finding to other situations.
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The WS model was also found to predict attenuation rates that fit the data, but they
correspond to wave modes that are not dominant when the criteria of Wang and Shen [61] are
used. It is thus clear that the dominance criteria cannot be used unambiguously to predict
wave attenuation with the WS model. When the best fitting wave mode, regardless of type,
is selected at each period, however, the WS model is closer to the data than the FS and RP
models. Nevertheless, it is not surprising to find one successful prediction from a model which
makes an infinite number of predictions.
The simpler thin viscous layer model of Keller [161] was also considered. We found that
the viscous layer model predicts a worse fit to the attenuation data than the WS, FS, and RP
models, suggesting that elasticity may be an important component of fitting the WS model to
MIZ data.
All of the results we have mentioned so far have been published in reference [148]. Here,
we extended our analysis by a brief study of the sensitivity of the rheological parameters of
the FS model on wave attenuation and length measurement uncertainties using the generalized
polynomial chaos techniques developed in Part II. We find that data for short wave periods is
best to be used to calibrate the FS model. Furthermore, we gain interesting insights into the
general viability of the WS, Keller, FS, and RP models by studying their limiting behaviour in
§6.3. We find that if only viscosity is considered (i.e. G = 0) and the limit of infinite depth and
thin ice layer thickness is examined, then the predicted wave mode which is closest to the open
water solution attenuates as α ∼ ω11, α ∼ ω3, and α ∼ ω7, for the FS, RP, and Keller models,
respectively. This indicates that both the FS and the Keller model (and therefore probably
also the WS model) may be inappropriate descriptions of the wave–ice system, as measurements
suggest attenuation coefficients with powers of ω between two and four [31, 64], depending on
the ice configuration.
Finally, we conclude this part with the following recommendations for modelling wave at-
tenuation in ice-covered seas:
1. in this work we found, that the dominance criteria of the WS model need to be revised,
if they are to be used in spectral wave models such as WW3 to predict attenuation;
alternatively, simpler continuum models such as the FS (now implemented as IC5 in WW3)
or RP models could be used;
2. we reiterate the fact, that substantial additional wave attenuation data obtained for a
range of ice conditions are needed to calibrate and test the validity of rheological mod-
els such as the WS, FS, and RP models, including simultaneous measurements of wave
periods, attenuation coefficients, and wavelengths, which is not logistically achievable with
contemporary (in-situ or remote sensing) measurement techniques;
3. our analysis of limiting cases suggests that of the models presented here, the RP model is
the only model which shows the power-law scaling between attenuation and wave period
which is suggested by experiment;
4. from a modelling perspective, however, process-based floe models (e.g. models simulating
scattering, floe collisions, wave breaking, etc., as discussed in Part II) offer a more phys-
ically defensible alternative to rheological models, as they are capable of estimating wave
attenuation directly in terms of observable ice conditions, such as FSD and ice concentra-
tion;
5. recently, work has been presented by Christian Sampson at the 2017 Mathematics in Sea
Ice Phenomena programme which may establish a possible theoretical link between the
physical processes and the effective medium models presented here using a homogenization
technique, and we suggest that this branch of wave–ice system modelling should further







Having described aspects of the floe and effective medium descriptions of the MIZ’s wave–ice
system in Parts II and III, respectively, we now attend to the description of sea ice in the
transport equations that are typically used in spectral wave models such as WW3 and Wave
Model (WAM), as well as in more focused studies [28, 56, 101, 102, 177].
The transport equation is also known as the action balance equation, the radiative transfer
equation, the kinetic equation, and in some restricted context it may also be referred to as
energy balance equation or Boltzmann equation. In the most general case it takes the form




where ω = ω(x, k) is the wave frequency which depends on the wavenumber k and position
x, and the Si represent various source terms which affect the evolution of the wave action
density I = I(t, x, k) with time t. This wave action density is closely related to the wave energy
density, as we will explain shortly. Equation (7.1) is rather generic, as it appears in a variety
of contexts ranging from statistical mechanics, via light scattering from dust particles, to ocean
wave propagation. In the present chapter we outline the origins of the transport equation and
how it is used presently to model the interaction of ocean waves with sea ice in the MIZ.
Figure 7.1 illustrates the relations between some of the key writings which have contributed
to present day models as a graph. The nodes of the graph are the writings and the edges indicate
who cites whom. The amount of literature on transport equations is vast, however. Therefore,
Figure 7.1 only shows the literature that either has had a major influence on the sea ice / wave
models [178, 179, 180, 181] (displayed as green boxes in the graph), or is relevant to the transport
equation model which we propose in Chapter 8.
Outline. We begin with a description of the general features of transport equations in §7.1,
referring to yellow and red boxes in Figure 7.1, before we consider the transport equations for
ocean waves (blue boxes in Figure 7.1) in §7.2. Finally, we outline how sea ice was introduced
into this framework (green boxes in Figure 7.1) in §7.3.
7.1 Three perspectives on the transport equation
The transport equation (7.1) generally describes how a quantity I(t, x, k) moves along a path in
phase space, which is spanned by the system’s coordinates x and momenta k. For the purpose of
this general introduction we use the generic labels x and k without specifying their dimensions,
i.e. x and k may be scalars or vectors, depending on the number of degrees of freedom of the
system we describe. Derivatives must be adapted accordingly. In the introduction to this chapter
we called the scalar field I(t, x, k) the wave action density, but it may have other names and
meanings depending on the context.
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7.1. THREE PERSPECTIVES ON THE TRANSPORT EQUATION
7.1.1 Light-rays and dust
Early works involving a transport equation, conducted in the first half of the 20th century,
focussed on the propagation of light-rays through interstellar dust, or through the upper atmo-
sphere. Much of this work is summarized in Chandrasekhar’s book [182] (also see [195] for a
more recent work). These treatments of radiation transport are largely of a phenomenological
nature, however. Specifically, the transport equation for the radiation field I is not derived from
the underlying field equations, such as Maxwell’s equations. Instead, these formulations are
based on the construction of a radiation field I, defined by
dE = I(x, y, z; θ, φ;ω) cos(θ) dΩ dA dt dω , (7.2)
where dE is an infinitesimal amount of radiated energy contained in a frequency interval (ω, ω+
dω), which is transported through an infinitesimal surface element dA at a position (x, y, z)
during a time-interval dt in the direction of a solid angle element dΩ, where the latter direction
is given by the polar and azimuthal angles θ and φ, respectively. The differential element
cos(θ) dΩ dA dtdω is sometimes referred to as a pencil of radiation.
Chandrasekhar [182] derives an “equation of transfer” for I which has precisely the form
(7.1) with ∂xω = 0, i.e.




To arrive at equation (7.3), Chandrasekhar [182] considers the scattering of the radiation field I
from dust particles which scatter the incident radiation. The term ∂xω = 0 is missing, because
he assumes the atmosphere to be homogeneous. Note that one can think of an analogy between
light scattering from dust particles and ocean wave scattering from ice floes, and we will return
to this analogy later in §7.3.
Howells [184] also derives a transport equation using the same ad hoc procedure as Chan-
drasekhar [182], but he considers primarily sound waves in an inhomogeneous medium.
7.1.2 Wave action and inhomogeneous media
The transport equation (7.1) is applicable to a much wider class of problems than the aforemen-
tioned light scattering from dust particles. In particular, a transport equation can be derived
generally for any wave equation, as we will see in §7.1.3. First, however, we elaborate on the
meaning of the wave action I(t, x, k).
Bretherton and Garrett [191] and Bretherton [193] show that the wave action I(t, x, k) will be






= 0 , (7.4)
where ∂kω is the group velocity of the wave train. While Bretherton and Garrett [191] arrive
at this result using variational principles, Andrews and McIntyre [194] derive the same general
result from considerations about the energy-momentum tensor of the system. The wave action
density I(t, x, k) in equation (7.4) equals the wave energy density E(t, x, k) divided by the
intrinsic frequency ω̃(x, k), which is the wave’s frequency measured in a frame of reference in
which the mean state of the medium is locally in equilibrium and at rest. When there is no net
flow in the system, then ω̃ = ω.
As is explained by Komen et al. [24] and Willebrand [190], who consider the special case of
surface gravity waves: when, instead of a single slowly varying wave train, a linear superposition
of slowly varying wave trains is considered, then equation (7.4) generalizes to the transport
equation (7.1) without source terms (Si = 0 for all i). In other words: when the medium is
inhomogeneous, then each single wave train satisfies the conservation equation (7.4), but the
ensemble average of all possible wave trains satisfies the inhomogeneous transport equation
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(7.1) with the source terms removed. Furthermore, while (7.4) is a conservation law in position
space, the transport equation (7.1) with vanishing source terms can be recast into the form of









= 0 . (7.5)
This is often called the flux form of the transport equation.
As an aside, we note that, without source terms, the transport equation (7.1) is Liouville’s
equation ∂tI + {ω, I} = 0, where {a, b} = ∂ka ∂xb − ∂xa ∂kb is the Poisson bracket for two
functions a and b, and ω takes the role of a Hamiltonian, whereas the wave action I is an adiabatic
invariant of the system. Dorrestein [196] probably was the first to realize this correspondence in
the context of ocean waves. Further elaboration of these relations with Hamiltonian mechanics
is beyond the scope of this thesis, however.
7.1.3 The Wigner transform
We have learned that one can arrive at a transport equation (i) by general considerations of
wave scattering from dust particles [182, 184], (ii) by seeking a conservation law for the adia-
batic invariant of a wave which propagates in an inhomogeneous medium using a variational
principle [24, 190, 191, 193], or (iii) by constructing this invariant from considerations about
the energy-momentum tensor of the system [194]. Now we consider a fourth way to construct
equation (7.1) from a wave equation which was explored in depth by Ryzhik et al. [183].
The theory developed by Ryzhik et al. [183] applies to general wave equations (acoustic, elec-
tromagnetic, elastic, etc.) as long as (i) typical wavelengths are short compared to macroscopic
features of the medium, (ii) the correlation lengths of the inhomogeneities are comparable to
wavelengths, and (iii) the fluctuations of the inhomogeneities are weak. Note that the second
condition allows for a strong interaction between the wave and the inhomogeneities. Such quickly
varying inhomogeneities generate a source term, while slowly varying disturbances only generate
the ∂xω term in the transport equation (7.1).
The key tool Ryzhik et al. [183] use to convert a wave equation into a transport equation
is the Wigner transform which takes the wave amplitude A(t, x) defined in space-time, and
converts it into a Wigner function W (t, x, k) in phase space:
W (t, x, k) = F
{
A(t, x− 12 y)A




In (7.6) A? denotes the complex conjugate of A (we allow A to be complex such that it contains
information about phase) and F {·}y(k) symbolizes the Fourier transform (see §8.1.1 for details).
This Wigner function W (t, x, k) is proportional to the wave action density and it can be shown
to satisfy the transport equation (7.1). More precisely, if the wave propagates freely, or is not
affected by a spatially varying background, then the Wigner transform satisfies (7.3) without
source terms. If random inhomogeneities are taken into account, then an ensemble average over
these inhomogeneities has to be taken, and the Wigner function then describes the evolution
of this ensemble average in phase space. This corresponds to the statements by Komen et al.
[24] and Willebrand [190] we referred to in §7.1.2. We will provide more details on the Wigner
transform and its properties when we work with it in Chapter 8.
7.2 The transport equation for ocean waves
Early work. Tracking down the early history of the transport equation’s use in the field of
ocean wave dynamics is not an easy task, as many relevant publications of the 1950s and ’60s
were not written in English. To our knowledge, Gelci et al. [197, 198] were the first authors to
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construct an empirical transport equation for the ocean wave spectrum which was introduced
in 1955 by Pierson et al. [199]. Drawing from results by Phillips [200], Hasselmann [186] stated
the transport equation for a homogeneous ocean with non-linear source terms originating in
wave–wave and wave–atmosphere interactions in 1962. Hasselmann does not, however, give a
derivation of the general equation (only the interaction terms) and instead refers to another paper
of his [201], where the equation is also stated, but not derived. We also note that Hasselmann
has already published the generic form of the equation in 1960 with a German journal [185],
which other authors sometimes cite instead of the more complete version [186] from 1962. In
the German article [185] he also cites the work by Miles [202] on wave generation. Note that
Hasselmann [189] also discusses the wave action, but calls it ’number density’.
Homogeneous source terms. The early works on the transport equation for ocean waves
which we mention in the previous paragraph only consider spatially homogeneous source terms.
That is, their transport equation is free of spatial gradients and thus assumes the simple form
(7.3). In this homogeneous case, the source terms Si describe for example interactions with the
atmosphere, whitecapping, and non-linear wave–wave interactions. The construction of these
terms is outside the scope of the present thesis.
Inhomogeneous source terms. More general inhomogeneous source terms must be con-
sidered when the ocean depth varies spatially, or when there are inhomogeneous currents. These
problems have been studied by Willebrand [190] and, in the same year, by Watson and West
[187]. Willebrand [190] follows Bretherton and Garrett [191] and uses an averaged Lagrangian to
derive the inhomogeneous transport equation (7.1) without source terms. In contrast, Watson
and West [187] apply the Wigner transform we have mentioned in the previous section to obtain
a similar result for deep water, but including source terms for wind and viscosity, as well as a
prescribed slowly varying ocean current. We provide more detail on the work by Watson and
West [187] in §8.2.
7.3 The transport equation for ocean waves and sea ice
Many proposals have been made for a source term which represents the effect of sea ice on the
waves. The multiple scattering floe models which we have mentioned in Part II, as well as the
assorted effective medium models we have discussed at length in Part III, can all be adapted to
generate a source term in the transport equation. This is how these models are implemented in
WW3 and other wave / ice simulations.
Another approach is taken by Polnikov and Lavrenov [203], who derive the transport equation
for an ocean that is covered with ice, where the ice is represented by the mass loading model (a
thin elastic plate with zero elasticity), i.e. they take a different dispersion relation into account
for their derivation. This is interesting if a continuous ice cover is envisaged, although the
authors claim the mass loading model would represent “broken ice”. In this case, the mass
loading cover has to be viewed as an effective material in the spirit of Wang and Shen [61] and
Mosig et al. [148]. In the remaining part of this section we want to focus on sea ice models which
integrate the effect of scattering by individual floes directly into the transport equation.
In 1989, Masson and LeBlond [178] take Hasselmann’s transport equation (7.3) with a non-
linear wave–wave interaction term [186] and introduce a new source term to its right hand
side, which should represent a sparse field of sea ice floes. Each of these ice floes interacts
with the wave field by scattering and absorbing wave energy density (since no inhomogeneous
background is assumed, wave energy and wave action density can be used interchangeably).
Masson and LeBlond assume that each frequency mode of the wave field interacts with the floes
independently from other frequencies and that the scattered wave field is incoherent, due to the
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assumed random and sparse distribution of the floes. They represent each individual floe by
a rigid floating cylinder and then compute the ensemble averaged scattered wave field using a
Foldy-Twersky integral equation [178, 195]. Finally, they integrate this scattered wave field into
the transport equation in terms of a transfer function, which takes wave action density before a
scattering event to the wave action density after the event, and then solve the transport equation
using a time stepping method. Masson and LeBlond’s work was applied and slightly modified
by Perrie and Hu [204, 205].
Eight years after Masson and LeBlond published their article [178], Meylan et al. [179] derive
a similar source term for the scattering by sea ice, but from a much simpler ad hoc argument.
They start from the transport equation without source terms, as stated by Phillips [192], who
just quoted Bretherton and Garrett [191]. Then, Meylan et al. [179] add the source term
Sice = −β(t, x, θ) I(t, x, θ) +
∫ 2π
0
σ(t, x, θ, θ̃) I(t, x, θ̃) dθ̃ , (7.7)
where β describes the overall re-distribution of I(t, x, θ) (total cross-section) as well as dissipation
associated with the wave–ice interaction, and σ is the scattering cross-section of a single ice floe.
Equation (7.7) is expressed in terms of the direction of wave propagation θ instead of the
wave vector k, because the open water dispersion relation can be used to recover the missing
information about the wavenumber from the frequency (see, e.g. equation (3) in [178]). This
source term is inspired by the work of Howells [184], which we have already mentioned in §7.1.1.
Meylan et al. [179] also upgrade the simple rigid cylinder model used by Masson and LeBlond
[178] for the individual ice floes to a more realistic thin elastic plate model. Nine years after
this, Meylan and Masson [180] show that, once an error has been corrected in [179], the two
theories by Meylan et al. [179] and Masson and LeBlond [178] are equivalent.
Recently, Zhao and Shen [181] have proposed a simplification of the transport equation
models of Masson and LeBlond [178] and Meylan et al. [179], by taking the diffusion limit. They
base their work on the more general study by Ryzhik et al. [183], who demonstrated that in the
limit of large spatial and temporal scales the transport equation becomes a diffusion equation.
Although this is a very interesting proposal, it requires further verification.
The works by Masson and LeBlond [178], Meylan et al. [179], Meylan and Masson [180],
and Zhao and Shen [181] all assume that the ice concentration is low. If the ice concentration
is increased, however, floes must be expected to float closer together and one can no longer use
the far field approximation for the scattering from each individual floe, as those authors do. At
even higher concentrations it may be more feasible to think of the scattering of waves not from
floes, but from the gaps which separate the floes. The ocean is then mostly covered in ice with
cracks and channels interrupting the ice cover. Those channels and cracks may be filled with
slush or frazil ice, so we are effectively dealing with a continuous ice cover of randomly varying
thickness. This is precisely the case which we set out to study in the next chapter.
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Chapter 8
The transport equation at high ice
concentration
In the present chapter we derive a transport equation for the case of a continuous ice cover of
random thickness. This is a first step towards the creation of a transport equation for a MIZ
with high ice concentration, for which such a model does not yet exist (see previous chapter).
In §8.1 we present the derivation of the transport equation for high ice concentration in two
dimensions and assess its validity. Subsequently, we outline an alternative three-dimensional
method in §8.2 that we intend to follow up on in future work.
8.1 Derivation of the transport equation
The procedure that we follow in this section to construct the transport equation is largely based
on Chapter 2.4 in Mei et al.’s book [35], as well as the article by Ryzhik et al. [183]. Whereas
Mei et al. describe how to construct a Schrödinger evolution equation for the amplitude envelope
of an open water wave-train using a multi-scale expansion (defined below, on Page 114), Ryzhik
et al. show how to construct the transport equation from a Schrödinger equation, using a Wigner
transform (see equation (7.6)). These two techniques constitute the core of the procedure that
we follow in this derivation. Note that Janssen [188] derives a transport equation for the open
water and non-linear wave case using ideas similar to ours.
8.1.1 Constant thickness
Consider a two-dimensional ocean of constant depth H and infinite extent in its one horizontal
dimension. When in equilibrium, it is bounded vertically by the sea floor at z = −H and an ice
cover at z = 0. The ice is modelled as a thin elastic beam with constant Young’s modulus E.
A train of flexural-gravity waves is travelling at the water–ice interface in, say, the x-direction.
Eventually, we want to describe the evolution of the amplitude envelope of this wave train when
the ice cover thickness h(x) varies in the x-direction. This notwithstanding, we first consider
the simpler case where h = h0, with ∂xh0 = 0.
Local scale description. We have derived the boundary value problem that describes a
floating thin elastic beam in Part II. Here, we express the Laplace equation (2.53), the boundary
condition at the water–ice interface (2.54), and the rigid sea floor condition (2.56) in non-
dimensional form. To nondimensionalize, we rescale length with respect to L = E/(12 g) and
time with respect to (L/g)1/2. The equations (2.53), (2.54), and (2.56) keep their form, but
all quantities are now non-dimensional and the non-dimensional g and E/12 are 1, i.e. the
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non-dimensional equations are
(∂2x + ∂2z )φ = 0 , (8.1)
throughout the fluid domain,
∂zφ = 0 , z = −H , (8.2)
at the sea floor, and
∂2x(h3 ∂2x(∂zφ)) + ∂zφ+ ρ h ∂2t (∂zφ) + ∂2t φ = 0 , z = 0 , (8.3)
at the water–ice interface, where ρ is the density ratio of ice and water, h is now the non-
dimensional thickness, x is the non-dimensional horizontal coordinate, and so on.
Multi-scale expansion. We want to find a transport equation that is valid on large spatial
and temporal scales, but not necessarily accurate on small scales. Therefore, we are interested
in the large-scale behaviour of the waves. As a first step to bridge the local and large scales,
we perform a multi-scale analysis similar to that of [35], §2.4.1. We introduce a dimensionless
scaling parameter ε  1. Note that ε does not have any particular value; it is just postulated
to exist and will not appear in the final equation (8.81). The velocity potential φ now depends
on the multi-scale variables xn = εnx and tn = εnt, with n = 0, 1, 2, i.e.
φ(t, x, z) = φ(t0, t1, t2, x0, x1, x2, z) . (8.4)
The use of only three scales is an approximation and higher order scales could be introduced as
well, but this is not necessary to derive the transport equation. We consider waves which are
locally time-harmonic with angular frequency ω and wavenumber k, but on larger spatial and
temporal scales their amplitude envelope may vary, that is,
φ(t0, t1, t2, x0, x1, x2, z) =
(
ψ0 + εψ1 + ε2 ψ2
)
ei (k x−ω(k) t) , (8.5)
where
ψn = ψn(t1, t2, x1, x2, z), n = 0, 1, 2 . (8.6)
Note that the ψn do not depend on x0 and t0. Substituting this into the Laplace equation (8.1)
and collecting terms of different orders in ε gives
O(ε0) : Lψ0 = 0 , (8.7)
O(ε1) : Lψ1 = K1ψ0 , (8.8)
O(ε2) : Lψ2 = K2ψ0 +K1ψ1 , (8.9)
where
L = (−k2 + ∂2z ) , (8.10)
K1 = (−2 i k ∂x1) , (8.11)
K2 = (−2 i k ∂x2 − ∂2x1) . (8.12)
We perform the same procedure with the linearised ice–water interface condition (8.3) and obtain
O(ε0) : Bψ0 = 0 (z = 0) , (8.13)
O(ε1) : Bψ1 = C1ψ0 (z = 0) , (8.14)
O(ε2) : Bψ2 = C2ψ0 + C1ψ1 (z = 0) , (8.15)
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where
B = −ω2 + γ ∂z , (8.16)
C1 = 4 ih30 k3 ∂x1∂z + 2 iω ∂t1 + 2 ih0 ρω ∂t1∂z , (8.17)





Here we have used that h = h0 is independent of x. Furthermore, we have defined the ω and
k-dependent quantity
γ = k4 h30 − ρω2 h0 + 1 . (8.19)
Finally, the multi-scale expansion of the sea floor condition (8.2) is
∂zψn(−H) = 0 , n = 0, 1, 2 . (8.20)





cosh(k (z +H)) sech(kH)A , (8.21)
where A = A(t1, t2, x1, x2) is independent from z. The wavenumber k has to be a solution to
the dispersion relation
ω2 = γ k tanh(kH) , (8.22)
which we find by substituting the solution (8.21) into the interface condition (8.13).
Order O(ε1). The general solution to the O(ε1) Laplace equation (8.8) and the sea floor
condition (8.20) is




(1 + 2H k) cosh(k (H + z))
− 2 k (H + z) sinh(k (H + z))
)
∂x1A(t1, t2, x1, x2) , (8.23)
where we have omitted the homogeneous part as it can be absorbed in the first order solution ψ0.
The interface condition (8.14) can now be used to derive a condition on the amplitude envelope
function A in the following way. Subtracting ψ1 times equation (8.7) from ψ0 times (8.8) and
integrating over z gives ∫ 0
−H
(





ψ0K1ψ0 dz . (8.24)
After applying Green’s identity the latter equation becomes[






ψ0K1ψ0 dz , (8.25)
and we can use the boundary conditions (8.14) and (8.20), and substitute the general solution
(8.21) of ψ0 to obtain the first order solvability condition
∂t1A+ ω′ ∂x1A = 0 , (8.26)
where ω′ = dω/dk is the group velocity. This procedure is equivalent to an application of
the Fredholm alternative theorem for the self-adjoint operator L (see, e.g., [206] for details).
Equation (8.26) describes a wave packet that moves in the x-direction with speed ω′, while its
envelope retains its shape. If h→ 0, equation (8.26) reduces to the equation found by Mei et al.
[35].
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Order O(ε2). The procedure we have used to derive the solvability condition at O(ε1) can
be repeated to obtain a second-order solvability condition. The general solution to (8.9) can be
written as




(1 + 2H k) cosh(k (H + z))
− 2 k (H + z) sinh(k (H + z))
)
∂x2A(t1, t2, x1, x2)
+
(
(−2 k (H + 2H2 k + 2H k z + k z2)− 1) cosh(k (H + z))
+ 2 k (1 + 2H k) (H + z) sinh(k (H + z))
)




4 k3 γ ω
)
, (8.27)
where, similar to the first-order case, the solvability condition is now∫ 0
−H
(





ψ0 (K2ψ0 +K1ψ1) dz . (8.28)
Once again, we can use Green’s identity and the boundary conditions (8.15) and (8.20) to
evaluate this expression. Using the dispersion relation (8.22) we find that the second order
solvability condition reads








4 − γ)ω2 +H2 (−2 k3 γ2 + 2 k ω4) +H (8h30 k5 (k γ − ω2) + (ω2 − k γ)2))
4 k2 ω (1 + h30 k4)
∂2x1A
− i (γ (2H k (h0 k ρ− 1)− 1) + (h0 ρ+H (2− 2h0 k ρ))ω
2)
2 k (1 + h30 k4)
∂t1∂x1A . (8.29)




′′ ∂2x1A = 0 , (8.30)
where ω′′ = d2ω/dk2.






xA = 0 . (8.31)














Identifying 1 = ω′, and 2 = ω′′, we recognize the first- and second-order conditions (8.26) and





′′ ∂2xA = 0 . (8.33)
Equation (8.33) is the Schrödinger equation known from quantum mechanics in a reference frame
moving with a speed ω′. The quantity 1/ω′′ is usually interpreted as an effective inertial mass of
a particle which has a wave function that evolves according to (8.33). In the limit of a vanishing
ice cover (h→ 0) equation (8.33) is identical to the result derived by Mei et al. [35].
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Wigner transform. The Schrödinger equation (8.33) describes how the wave amplitude en-
velope A evolves in space with time. We now follow Ryzhik et al. [183] and use a Wigner
transform to derive the transport equation which describes the evolution of wave energy density
E(t, x) ∝ |A(t, x)|2 in phase space.
Consider the Wigner transform of the complex amplitude A(t, x) given in equation (7.6),
viz.
W (t, x, k) = F
{
A(t, x− 12 y)A










i k x f(x) = f̂(k) , (8.35)
is the Fourier transform of f(x) in x which results in a function of k. The inverse Fourier









dk e−i k x f̂(k) = f(x) . (8.36)
The Wigner function W is related to the energy density by∫ ∞
−∞
W (t, x, k) dk = |A(t, x)|2 . (8.37)
It may therefore be considered as a wavenumber-resolved energy density.
To find an evolution equation for W we use the Schrödinger equation (8.33) and its complex
conjugate to express the time derivative of W as





































In (8.38) we suppress the display of the t arguments, for brevity. Furthermore, we do not
indicate the integral bounds since all integrals are taken from −∞ to∞, throughout this chapter.
Assuming A vanishes at x→ ±∞, integration by parts can be used to show that W satisfies(
∂t + ω′ ∂x
)
W (t, x, k) + ω′′ k ∂xW (t, x, k) = 0 . (8.39)
The first term in (8.39) describes the transport of wave-energy at a constant speed ω′ and
the second term describes the dispersion of wave-energy, i.e. a k-dependent modification of the
group velocity. In the open water limit the form of equation (8.39) does not change, but only
the definition of ω(k) and its derivatives. We can also write (8.39) as
∂tW (t, x, k) + ∂kH(k) ∂xW (t, x, k) = 0 , (8.40)
where, in the language of Hamiltonian mechanics, this is the Liouville equation for the x-
independent Hamiltonian H(k) = k ω′.
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8.1.2 Variable thickness
Now we consider how (8.39) changes if we add a small random perturbation to the ice thickness
h. Specifically, we want the thickness to vary randomly on the scale of the wavelength (i.e. x0),
but not on larger scales.
The similar problem of random sea-floor elevation has been studied before. In particular,
Mei and Hancock [207] consider the propagation of non-linear surface-gravity waves in an ocean
with a rough sea-floor. The linear version of their theory is given in [35]. Bennetts et al. [36]
study the same problem with a modified method.
Both Mei and Hancock [207], and Bennetts et al. [36] employ the multi-scale technique.
Furthermore, they both consider the multi-scale expansion in full generality, resolving the phase
of the wave field. This phase-resolved multi-scale expansion leads to unphysical results due to
phase cancellation, as Bennetts et al. have found. In contrast, here we study the evolution of
the (not phase-resolving) energy density of a wave-train. This should avoid the aforementioned
problems reported by Bennetts et al. [36] regarding the multi-scale expansion, since the effects
of phase cancellation are not resolved by this technique.
Ansatz for h. A posteriori we choose the magnitude of the perturbations to be of order ε1.
Choosing perturbations of order ε0 or ε2 prevents us from deriving the transport equation. Thus,
we make the ansatz
h = h0 + ε h1(x0) , (8.41)
where h1(x0) ∼ O(h0), together with the multi-scale expansion (8.4), (8.5), and (8.6).
Multi-scale expansion. The x0-dependent thickness term ε h1(x0) does not affect the multi-
scale equations of the Laplace equation (8.7), (8.8), and (8.9), nor does it effect the zeroth order
interface condition (8.13). It does, however, modify the multi-scale interface conditions at higher
orders, i.e. (8.14) and (8.15), such that the new multi-scale interface conditions are
O(ε0) : Bψ0 = 0 (z = 0) , (8.42)
O(ε1) : Bψ1 = (C1 + C̃1)ψ0 (z = 0) , (8.43)
O(ε2) : Bψ2 = (C2 + C̃2)ψ0 + (C1 + C̃1)ψ1 (z = 0) , (8.44)
where
C̃1 = −
2 (1 + h30 k4)
ω
V1(x0) ∂z , (8.45)
C̃2 = −
2 (1 + h30 k4)
iω V2(x0) ∂z +
(
6h20 k (2 i k2 h1(x0) + 3 k ∂x0h1(x0)− i ∂2x0h1(x0))
)
∂x1∂z
+ 2 i ρω h1(x0) ∂t1∂z (8.46)
modify the operators C1 and C2 which we know from the constant cover case. In (8.45) and
(8.46) we abbreviate h′ = ∂x0h and h′′ = ∂2x0h, and define the functions
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where we introduce the coefficients Un(k) with
U0(k) =
(3h20 k4 − ρω2)ω








2 (1 + h30 k4)
. (8.51)
Note that U0(k) and U2(k) are real, while U1(k) is imaginary. By assigning typical values to all
involved quantities, we can show that U2(x0) is usually small compared to U0(x0), that is, the
real part of V1(x0) is essentially proportional to h1(x0).
Solvability conditions. When we follow the same procedure to find solvability conditions as
in the constant thickness case, we obtain at first order
∂t1A+ ω′ ∂x1A+ iV1(x0)A = 0 , (8.52)
which is identical to the constant cover case except for the appearance of the scattering potential
term V1(x0), defined in (8.47). A scattering potential describes the interaction of the wave that is
described by (8.52) with a conservative force. In our case, this conservative force is the resistance
the waves encounter due to the changing thickness of the ice cover. Note that the second term
U1(x0) in the definition (8.47) of the scattering potential term V1(x0) is proportional to the
slope of the ice thickness h′1(x0) and is purely imaginary, which means that this imaginary part
of V1 should represent a dissipative effect (as opposed to conservative). This is surprising, since
wave energy should only be redistributed but not dissipated by scattering from the thickness
perturbations. Note, however, that the term also adopts the sign of the wavenumber k (from
the k3 in the numerator) times the sign of h′1(x0). A positive k signifies a forward propagating
wave, and a negative k signifies a backward propagating wave, whereas the sign of h′1(x0)
indicates whether the ice gets thicker (positive) or thinner (negative) in the positive x-direction.
When the ice gets thicker, forward propagating waves are damped by this term, while backward
propagating waves gain energy (negative attenuation), and vice versa. Therefore, we may also
recognize this imaginary part of the V1(x0) potential as a term which merely redistributes energy
between forward and backward propagating wave modes, as opposed to dissipating it.




′′ ∂2x1A+ iV2(x0)A = −a(x0) ∂t1A− b(x0) ∂x1A , (8.53)


















2 ρ2 − 1)− h0 ρ)ω2
k + h30 k5
− ω
′







1 + h30 k4
h1(x0)−
9 ih20 k2 ω
1 + h30 k4
h′1(x0)−
3h20 k ω
1 + h30 k4
h′′1(x0) . (8.55)









where V2′(x0) = V2(x0)− a(x0)V1(x0).
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xA+ i ε V (x0)A = 0 , (8.57)
with a random potential V (x0) that depends only on the x0 coordinate and is scaled by the factor
ε. The appearance of the ε in front of V (x0) corresponds to the ε in the thickness perturbation
with h = h0 + ε h1(x0) and is important for our subsequent derivation of the scattering term in
the transport equation. Writing (8.57) in terms of the multi-scale variables t1, t2, x1, and x2,
and also expanding V (x0) = V1(x0) + ε V2′(x0) gives
0 = ε
(











We may now identify 1 = ω′, and 2 = ω′′. Then the first bracket in (8.58) contains just the





on the right hand side of (8.56), although it does account for all other terms. This means, that
the amplitude envelope A does not exactly evolve according to a Schrödinger equation.
We ask the question, can the term
(
b(x0) − ω′ a(x0)
)
∂x1A be neglected? In favour of this
proposal is the fact that although the condition should be
0 = ε
(

































and here the term b(x0)− ω′ a(x0) can clearly be neglected. Moreover, for a typical parameter
configuration which we may be interested in, b(x0) − ω′ a(x0) is small compared to ω′, at least
when the wave period is sufficiently large (see red graphs in Figure 8.1). Nevertheless, the fact
that the term b(x0)− ω′ a(x0) appears means that the amplitude envelope A does not actually
satisfy a Schrödinger equation, but something more complicated. This complicated PDE may
have solutions which behave very differently from the solutions to the Schrödinger equation. This
notwithstanding, we take a leap of faith and proceed our computation without those terms.
We also ignore the V2′(x0) term as it is by itself comparable to V1(x0) (see Figure 8.1), but





′′ ∂2xA+ i ε V1(x0) = 0 . (8.61)
Following Ryzhik et al. [183], we write (8.61) in terms of t2 = ε2 t and x2 = ε2 x, since we are
interested in the large-scale, long-term behaviour. To this end we introduce the scaled amplitude
Aε(t2, x2) = A(ε2 t, ε2 x) and find
ε2
(






ε(t2, x2) + i ε V1(x0) = 0 . (8.62)
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Figure 8.1: Comparison of the order of magnitude of ω′ (solid red) with b(x0)−ω′ a(x0) (dashed
red), as well as V1(x0) (solid blue) with V2′(x0) (dashed blue), assuming that h1(x0) ∼ h′1(x0) ∼
h′′1(x0) ∼ 1. Other quantities assume the typical values (in dimensional form) of g = 9.8 m s−2,
H = 1000 m, % = 1025 kg m−3, ρ = 917 kg m−3, G = 109 Pa, ν = 0.3.
Note that our ε2 assumes the role of Ryzhik et al.’s ε and, in the context of quantum mechanics,
ε2 is typically denoted by ~. The factor of ε in front of V1(x0) is important for the procedure
of finding the transport equation which we describe in the following paragraph. This is why we
had to introduce the thickness perturbation with h = h0 + ε h1 and not in any other way.
Wigner transform. Let the scaled Wigner transform of the complex amplitude Aε(t2, x2) be
defined as











similar to equation (8.34), but now operating on the x2 scale. Note that the scaled Wigner
function depends on both x2 and x0 scales, due to the x0 dependent potential term. As in the
constant thickness case, we can use the (scaled) Schrödinger equation (8.62) and its complex



































































where we explicitly display k-dependencies of V1. The first two terms in curly brackets can be
evaluated in the same way as in the constant thickness case. To simplify the third term we
express the potentials by their spatial Fourier transforms







dp e−i p x0 V̂ (k, p) . (8.65)
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dp V̂ (k, p) ei k y
(











dp V̂ (k, p) e−i p x0
(













∂t2 + ω′ ∂x2
)
W ε(x0, x2, k) + ω′′ k
(
∂x2 + ε−2 ∂x0
)
W ε(x0, x2, k)
= ε−1 Lε
{
W ε(x0, x2, k)
}
, (8.67)













Limiting transport equation. We want to estimate the leading order behaviour ofW ε when
ε is small. Therefore, we seek the limit of equation (8.67) for ε→ 0. We expand
W ε(x0, x2, k) = W (0)(x2, k) + εW (1)(x0, x2, k) + ε2W (2)(x0, x2, k) +O(ε3) . (8.69)
Note that we assume that the lowest order term W (0) does not depend on x0, since we want
to capture the large-scale effect of the small scale thickness perturbations in W (0). More local
effects would be described by W (1), W (2), and so on. Substitution of (8.69) into (8.67) and










(0) + ω′′ k
(
∂x2W





where ∂τ = ∂t2 + ω′ ∂x2 is the co-moving derivative. Now we exploit the fact that W (0) does
not depend on x0 and take the Fourier transform of the lowest order part of (8.70) to find an
expression for F
{




0 = ω′′(k) k ∂x0W (1)(x0, x2, k) + Lε{W (0)(x2, k)}










ω′′(k) k ∂x0W (1)(x0, x2, k)
}
x0
(p) + i V̂ (k, p)
(
W (0)(x2, k + p/2)−W (0)(x2, k − p/2)
)
= −i pω′′(k) kF
{
W (1)(x0, x2, k)
}
x0
(p) + i V̂ (k, p)
(












W (0)(x2, k + p/2)−W (0)(x2, k − p/2)
)
pω′′(k) k + i θ , (8.71)
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where, in the spirit of Ryzhik et al. [183], we have added a regularization parameter θ which will
later be set to zero. The next order term is
∂τW
(0) + ω′′ k
(
∂x2W



























Using (8.71) and expressing V1 in terms of the Un(k), which we have defined in equations (8.49)










W (0)(k − p)−W (0)(k)
)
q ω′′(k − p2) (k −
p




W (0)(k)−W (0)(k + p)
)
q ω′′(k + p2) (k +
p







where ĥ(n)1 is the Fourier transform of the nth derivative of h1, and m and n assume the values 0,
1, and 2. Now we take the ensemble average, denoted by 〈·〉, over all possible realizations of the
thickness perturbation h1(x0), assuming that 〈∂x0W (2)〉 = 0, i.e. the ensemble average of W (2)
does not vary on the short x0 scale. Since we also constructedW (0) to be independent of x0, and
h only varies on the x0 scale, the ensemble average has no effect on W (0), i.e. 〈W (0)〉 = W (0).
Furthermore, the only terms on the right hand side of (8.72) that depend on x0 is ĥ(m)1 (p) ĥ
(n)
1 (q).
Since taking the ensemble average is a linear operation, we obtain
∂τW









W (0)(k − p)−W (0)(k)
)
q ω′′(k − p2) (k −
p




W (0)(k)−W (0)(k + p)
)
q ω′′(k + p2) (k +
p








Rmn(|x− y|) = 〈h(m)1 (x)h
(n)
1 (y)〉 , (8.74)
be the translation invariant, scaled auto-correlation function of h1, i.e. we assume the thickness
variation to be homogeneous and isotropic. Taking the spatial Fourier transform of Rmn(x)
gives the definition for the power spectrum R̂mn(p), which satisfies
〈ĥ(m)1 (p) ĥ
(n)
1 (q)〉 = R̂mn(p) δ(p+ q) . (8.75)
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With this definition, equation (8.73) becomes
∂τW









W (0)(k − p)−W (0)(k)
)






W (0)(k)−W (0)(k + p)
)




Furthermore, isotropy implies that R̂mn(p) only depends on the absolute value of p. Therefore,
we can write
∂τW









W (0)(k + p)−W (0)(k)
)






W (0)(k)−W (0)(k + p)
)




Since all integrals range from −∞ to ∞, we can shift p→ p− k and obtain
∂τW













4 (p2 − k2)2 (ω′′(
k+p
2 ))2 + θ2
)
dp . (8.78)






4 (p2 − k2)2 (ω′′(
k+p









Therefore, W (0) satisfies(
∂t2+ω′(k) ∂x2
)




















This is the transport equation for W (0), which we can write more concisely as(
∂t2 + ω′(k) ∂x2
)
W (0) + ω′′(k) k ∂x2W (0) = −Σ(k)W (0)(k) +
∫
σ(k, p)W (0)(p) dp , (8.81)
where



















σ(k, p) dp , (8.83)
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are the differential and total cross-sections, respectively. The left hand side of (8.81) is exactly
the same as the left hand side of (8.39), but expressed in the large-scale coordinates x2 and t2.
Moreover, equation (8.81) holds for W (0) and therefore is only an approximate equation for W .
Note that equation (8.81) does not depend on ε. The fact that it is expressed in terms of x2
and t2 only reflects that equation (8.81) is not valid on small spacial and temporal scales.
8.1.3 Evaluation of the total cross-section
With the transport equation (8.81) at hand, we can now directly compute the total cross-section
Σ(k) from the average ice properties. Whereas the differential cross section σ(k, p) symbolizes
the rate at which wave energy associated with the wavenumber k is converted into wave energy
associated with the wavenumber p, the total cross section indicates how much wave energy is
re-directed overall. In our one-dimensional case, there are only two directions: forward and
backward propagating waves. The delta distribution in the differential cross section (8.82) picks
out the two contributions p = k (forward to forward) and p = −k (forward to backward), but it
also allows for more transitions given by the root(s) of ω′′. The case p = −k does not contribute,
since Un(0) = 0 for all n = 0, 1, 2, but ω′′ typically contributes with two roots which we can find
numerically.
Gaussian power spectrum. Before we can evaluate the total cross section, we must specify
the power spectrum of the thickness perturbation R̂mn(k). An auto-correlation function C(x)
must satisfy C(0) = 1, as well as C(−x) = C(x), and C(x) < C(y) for all |x| > |y|. For example,




where l is the correlation length. The functions Rmn(x) must be scaled with h20 to give the correct
unit, and such that the perturbation h1 is of the same order as h0, as we have assumed initially.
Noting that 〈h′(x0)h(0)〉 = ∂x0〈h(x0)h(0)〉 = ∂xC(x), we find that Rmn(x) = h20 ∂
(m+n)
x C(x),
where m and n assume values from 0 to 2. Therefore,
R̂mn(k) = (−i k)m+n h20 e−
1
2 k
2 l2 . (8.85)
Note that in the sum over m and n in (8.82) the i in R̂mn(k) exactly cancels the i in U1(k), such
that the cross-section remains real.
The power spectrum (8.85) vanishes as l→∞, except when k = 0 where R̂00(0) = h20. This
is problematic as the Dirac delta distribution in the cross-section (8.82) picks exactly this case,
that is p = k which implies that the argument of R̂00(p − k) vanishes. Thus, the total cross
section does not vanish for infinite correlation length l, which is unphysical. Nevertheless, we
proceed with the calculation of the total cross-section.
Evaluation of the integral. We can evaluate the total cross-section Σ(k) by solving the
p-integral in equation (8.83). Since σ(k, p) contains a Dirac delta distribution, the integral turns
into a sum over the roots of its argument. Specifically, we use the fact that for any smooth












where the qi are the roots of g(q), and g′(q) is the first derivative of g, evaluated at q.
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Figure 8.2: Energy attenuation rate of any given wave mode due to redistribution of its energy to
other modes, as computed from the total cross section (8.83) divided by the group velocity. The
result is plotted for mean ice thickness h0 = 1 m (red), h0 = 2 m (blue), and h0 = 3 m (yellow).
Other parameters are G = 109 Pa, H = 1000 m, g = 9.8 m s−2, ν = 0.3, % = 1025 kg m−3,
ρ = 917 kg m−3, and l = 500 m. The wave period is determined for each mode by the dispersion
relation (8.22).
Total cross-section and attenuation. When the total cross-section Σ(k) is divided by the
group velocity ω′(k), the resulting quantity α(k) = Σ(k)/ω′(k) has the unit of inverse metres.
Therefore, it may be interpreted as the energy attenuation rate associated with scattering. Since
(in a system without any overall current) total wave energy is conserved, however, it cannot truly
attenuate. Therefore, what α(k) measures is the reduction in energy density of a localized wave
packet with effective wavenumber k due to its spreading, for each unit length that it propagates.
Developer’s Note 8.1
My Boltzmann package defines the function BoltzmannAttenuationCoefficient[k,l] that
can be used to generate the predicted attenuation for a given wavenumber k and correlation
length l.
Results. Figure 8.2 shows the attenuation rate due to scattering for a range of wavenumbers
k and three different settings for the mean ice thickness h0, and Figure 8.3 shows the same
quantity against wave period T . Maximum resonances appear when the group velocity ω′
vanishes. At this point, a wave mode which propagates at the group velocity cannot carry any
energy and must consequently pass the energy on to other modes. Furthermore, minimum-
resonances appear close to the wavenumber where U0(k) = 0. Since U0 usually dominates
over U1 and U2, it gives the leading contribution to the scattering cross-section. Thus, when
the leading order contribution vanishes, then the total cross-section is small. To the left of
the minimum resonance the attenuation rate decays very slowly with decreasing wavenumber
(increasing wavelength), which we have verified by extending the plot in Figure 8.2 to very small
wavenumbers (not shown).
From Figures 8.2 and 8.3 it is immediately clear that this result cannot be correct, as the
predicted attenuation rates are unrealistically large. Moreover, we remember that the total scat-
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Figure 8.3: Same as Figure 8.2, but with the wave period T on the horizontal axis.
tering cross-section does not vanish at infinite correlation length. We must therefore conclude,
that our procedure to construct the transport equation (8.81) needs to be improved. Note that
Mei and Hancock [207] and Bennetts et al. [36] encounter similar issues with their multiple scale
expansions due to the fact that they compute the attenuation of the average wave field instead of
the average attenuation of all possible wave fields. We believe, however, that this is not the issue
here, since the Wigner transform results in the wave energy density, which is not phase-resolved,
and we take the ensemble average after the Wigner transform. It is likely that the fact that we
work in only two dimensions, or the terms we have neglected in equation (8.56), are responsible
for the discrepancy between our predictions and empirical observations.
8.2 An alternative approach in three dimensions
The multi-scale approach which we have described in the previous section was unsuccessful,
most likely due to the single horizontal dimension of the model.
An alternative idea to derive a transport equation for ocean wave propagation through
inhomogeneous sea ice is based on the work by Watson and West [187], who have derived the
transport equation for a random surface-gravity wave field in an infinitely deep ocean from first
principles. They first derive the equation of motion for the surface elevation ξ(t;x, y) and the
velocity potential at the surface ψ(t;x, y) = φ(t;x, y, z)|z=ξ, expressed exclusively in terms of
ξ(t;x, y) and ψ(t;x, y) such that no further reference needs to be made to the bulk of the ocean.
This can be achieved using a Dirichlet-Neumann operator [209, 210], as is explained by Lannes
[211] with full mathematical rigour. A more detailed version of this part of Watson and West’s
calculations is provided by Schäffer [212].
Once the equation for ξ(t;x, y) and ψ(t;x, y) is known, Watson and West [187] combine these
two real fields into a single complex field Z(t;x, y) with
Z(t;x, y) = V̂ −1~x ψ(t;x, y) + i ξ(t;x, y) , (8.87)
where V̂ −1~x is the inverse of a “velocity operator” acting in Fourier space, essentially producing
a factor of k/ω in front of a Fourier component with wavenumber k and ω =
√
g k, where g
is the acceleration due to gravity. Subsequently, they transform the evolution equation for the
surface quantities into an equation for Z, and then into an equation for its Fourier transform.
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Using a Wigner transform and an ensemble average over all wave fields, Watson and West [187]
then construct the Wigner function which has the meaning of a wavenumber resolved wave
energy density, exactly as in our derivation in §8.1, and which follows a transport equation. The
derivation of their transport equation involves an overall current, non-linear waves, and model
terms for the effect of wind, all of which we are not concerned with.
We propose to build a transport equation for ice infested seas, inspired by the work of Watson
and West [187], in the following three stages:
1. Recapitulate the derivation of the transport equation as it is presented by Watson and
West [187] for open water, but neglect wind, current, and non-linear effects. This should
result in the Liouville equation (left hand side of the transport equation).
2. Replace the free-surface condition with a mass loading ice cover condition, and derive the
transport equation for this case. This should result in another Liouville equation, but for
the mass loading dispersion relation.
3. Randomize the thickness / mass distribution and work with the ensemble average in the
same way Watson and West [187] deal with the ensemble average of the wave field, thus
taking two ensemble averages simultaneously. The inhomogeneities should generate new
scattering terms on the right hand side of the Liouville equation which we have found in
Step 2, thereby transforming it into a transport equation for (mass loading) ice infested
seas.
If this procedure works, then it should be possible to extend it in various ways. For example the
mass loading model could be upgraded to a thin elastic plate model, and / or non-linear terms
could be reconsidered.
The third step in the above list is certainly the most likely to generate unforeseen problems.
But if these problems can be solved or circumvented, the resulting transport equation should be
straightforward to generalize. Moreover, it is defined in a three-dimensional ocean, in contrast
to our previous attempt in §8.1. Finally, this approach appears mathematically more robust,
since we do not rely on any scaling parameter except a correlation length which we will have to




In Part IV we have explored the descriptions of the MIZ’s wave–ice system which are based on
a transport equation. As we have seen in Chapter 7, the transport equation generally describes
the evolution of the wave action density I(t, x, k) (proportional to the wave energy density) in
phase space (position and wavenumber). This evolution can be affected by a variety of source
terms. In the context of ocean waves and sea ice, typical source terms include non-linear wave–
wave interaction, wind forcing, and the scattering by sea ice floes. The source term for sea ice
can be generated from the floe models we have explored in Part II, the effective medium models
we have investigated in Part III, or it can be constructed specifically if the sea ice concentration
is low.
We began the present part by tracking back the origins of the transport equation in Chapter 7.
In §7.1 we illuminated three different perspectives on the transport equation: the phenomeno-
logical derivation that is used to describe light scattering from dust particles in the atmosphere,
the derivation of the transport equation as a conservation law, and the construction of the
transport equation using a Wigner transform. Subsequently, in §7.2 we summarized some of
the important literature on the transport equation for ocean waves, before we considered the
transport equation for ocean waves in ice infested seas in §7.3. In the latter section we high-
lighted that the existing specific constructions for the sea ice source term all assume a low ice
concentration.
In Chapter 8 we derived a transport equation for a water wave-train in an ice covered ocean,
where the ice cover thickness varies in space. If we could allow the ice cover thickness to
vanish at some few locations, then this model would represent an ensemble of ice floes at high
ice concentration. Our derivation is only successful, however, when we assume the thickness
variation to be small compared to the mean thickness.
Before we tackled the problem of an ice cover with varying thickness in §8.1.2, we first
considered the homogeneous (constant thickness) case in §8.1.1. As in the floe model we had
considered in Part II, we represented the ice by a thin elastic beam. Then we derived the
homogeneous transport equation in two steps. First, we constructed an evolution equation for
the amplitude envelope of a modulated wave-train. This construction is done using a multi-scale
expansion, and results in a Schrödinger equation for the amplitude envelope of the wave-train.
Then, we applied the Wigner transform to this Schrödinger equation and obtained the transport
equation for the Wigner function, which can be interpreted as the wavenumber-resolved energy
density. This homogeneous transport equation does not possess any scattering term, since the
ice cover thickness is constant.
We recovered a scattering term in the transport equation when we allowed the ice cover to
vary in thickness. Following the same procedure as with the constant thickness calculation, we
first constructed a Schrödinger equation for the amplitude envelope of the wave train. In contrast
to the homogeneous case, this Schrödinger equation admits a scattering potential term that
accounts for the wave scattering from the thickness perturbation. To recover this Schrödinger
equation we had to neglect a term of uncertain relevance. Further following the procedure
129
CHAPTER 8. THE TRANSPORT EQUATION AT HIGH ICE CONCENTRATION
we adopted in the homogeneous case, we computed the Wigner transform of the Schrödinger
equation. At this stage, the resulting equation in phase space is still dependent on the particular
realization of the thickness profile, as well as on the scaling parameter from the multi-scale
expansion. Since the thickness perturbation is random, we took an ensemble average over
all realizations of the thickness profile and end up with the transport equation for the wave
propagation through an inhomogeneous ice cover.
The attenuation rate that is predicted by this transport equation possesses multiple unreal-
istic features, as we showed in §8.1.3. First, the predicted attenuation rates are several order
of magnitude larger than those typically observed in the MIZ. And second, we also found that
the effect of the thickness perturbation does not vanish for infinite correlation length, although
infinite correlation length should imply a constant ice cover. Therefore, we had to conclude that
our result is not valid. The most likely cause of these unphysical predictions seems to be the
two-dimensional character of our model.
We devised a second proposal in §8.2, which may have none of the drawbacks we identified
in the previously presented derivation and is defined in three dimensions. Instead of starting
from a multi-scale expansion, we would directly express the wave motion exclusively in terms
of the surface elevation and the velocity potential at the surface. Following Watson and West
[187], an evolution equation for a complex quantity which combines the latter two quantities
could be constructed, and a Wigner transform followed by taking an ensemble average should
result in the transport equation. In contrast to the similar work by Watson and West [187], we
would consider ice covered seas, and take an ensemble average over realizations of the thickness







The methods and results presented in this thesis contribute to several connected branches of
research on wave–ice interaction theory. Throughout this thesis we have explored various aspects
of all three model categories introduced in Chapter 1, that is, we have investigated floe models
in Part II, effective medium models in Part III, and transport equation models in Part IV. Each
category is identified by the degrees of freedom that are used to represent the marginal ice zone
(MIZ)’s wave–ice system.
Novel work on floe models. Floe models resolve individual ice floes as their fundamental
degrees of freedom. Thus, these models can be computationally very expensive, especially when
many floes are considered. We generally sought to investigate efficient ways to estimate the
impact of uncertainties in parameters of floe models. More specifically, we were interested in
how the floe size distribution (FSD) can affect the reflection and transmission coefficients of a
two-dimensional floe. In two dimensions, the FSD corresponds to the probability distribution
for the floe length. As a contribution to research in this category we have:
1. derived the solution to the scattering problem using the integral equation method to match
solutions at the floe boundary in a way that may be more transparent than it is presented
by Williams and Porter [59], especially due to the introduction of the bilinear map (2.80),
2. analysed the performance of the integral equation method, and
3. introduced for the first time the framework of generalized polynomial chaos (gPC) to the
problem of ocean wave scattering from a floating thin elastic beam.
Using the generalized polynomial chaos (gPC) framework we have:
4. implemented both a gPC stochastic Galerkin (SG) method and a gPC stochastic colloca-
tion (SC) method to be able to discern advantages and disadvantages of either method,
5. compared the performances of both methods with one another and against the quasi Monte
Carlo (qMC) method, finding that both gPC methods clearly outperform qMC,
6. shown that the assumed FSD, i.e. the probability distribution of the floe length, has a
significant impact on the expected reflection coefficient of the floe, and
7. demonstrated that for certain linear thickness–frequency relations the reflection coefficient
is nearly independent of length for a fixed mean floe size and size variance, as long as the
FSD is truncated to a finite length interval.
As an aside, we also presented the relations between the shear, bulk, and Young’s modulus,
as well as Poisson’s ratio in a dimension-independent way (see equation (2.14) and its deriv-
ation). Furthermore, we have implemented the essential algorithms used by polynomial chaos
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techniques in a Mathematica package that can be used with other models as well, including
three-dimensional non-linear models. The package will be made available on GitHub.
Novel work on effective medium models. In the category of effective medium models, the
sea ice is represented by a continuous homogeneous layer with effective rheological properties.
Each effective medium model is characterized by its dispersion relation. The roots of this
dispersion relation are associated with the wave modes that can be expected to travel through the
ice field that the model is calibrated for, and each wave mode is characterized by its wavenumber
and attenuation rate. Since the introduction of the viscoelastic layer model by Wang and Shen
[61] in 2010, here abbreviated as Wang and Shen (WS) model, these models have received much
attention by the sea ice community. The great complexity of the WS model’s dispersion relation
motivated us to seek a simplification of this model. Here we have:
1. reconstructed the WS model in a way that extension to three dimensions should be more
straightforward,
2. briefly studied the WS model without elasticity (Keller model) and demonstrated that
elasticity may be required in the WS model to fit the field data reported by Meylan et al.
[31],
3. briefly analysed the mode structure of the WS model (see Appendix C),
4. identified numerous shortcomings of the WS model, including
(a) the invalidity of the dominant mode criterion devised by Wang and Shen [61],
(b) the non-uniqueness of the calibration procedure (an infinite number of calibrations
fits to the same data),
(c) the fact that the combination of a lack of a good dominant mode criterion and a unique
calibration makes it nearly impossible to calibrate the WS model in a rigorous way.
Furthermore, we have
5. defined and constructed two simplifications of the WS model, dubbed as the Fox and
Squire (FS) and Robinson and Palmer (RP) models,
6. performed an extensive comparison between the solutions of the FS and WS models,
resulting in the identification of corresponding solutions,
7. calibrated the FS and RP models (their calibration is unique) with incomplete data (the
wavelength was unknown) [31],
8. briefly studied the sensitivity of G and η in the FS model to changes in wavelength or
attenuation rate using a sparse grid gPC collocation method, and
9. determined how wave frequency and attenuation coefficient are related in the limit of
small layer thickness and small viscosity in the FS, RP, and Keller models, assuming
a vanishing shear modulus, finding that the RP model is the only one demonstrating a
realistic behaviour in this limit.
In essence, we have constructed two models (FS and RP) that are superior to the WS model
in various ways. We are, however, sceptical about the feasibility of this entire class of models,
because effective medium models need to be calibrated with precisely the kind of data that they
are supposed to predict. Nevertheless, we believe that effective medium models can still be
valuable, as we explain in the concluding paragraph of this chapter.
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Novel work on transport equation models. In Part IV we work on transport equation
models, where the sea state is characterized in terms of the wave action density I(t, x, k) which
evolves according to the transport equation in phase space. In this part we have:
1. compiled the history of the transport equation for ice infested seas with a focus on state-
of-the-art models which include a scattering term for ice floes,
2. derived a transport equation for seas covered in ice of randomly varying thickness, which
involved:
(a) the derivation of the Schrödinger equation for the amplitude envelope of a modulated
wave train under a uniform floating thin elastic plate,
(b) the construction of the transport equation for the homogeneous ice cover using a
Wigner transform of this Schrödinger equation,
(c) the modification of the Schrödinger equation to account for a randomly varying thick-
ness of the ice cover, and
(d) the derivation of the scattering term in the transport equation that results from this
modification.
During the modification of the Schrödinger equation we had to neglect a term in the equation
to make further progress, but there is no good justification for this neglect. It may be this
simplification, or perhaps the fact that we have worked in only two dimensions, that leads to the
unphysical attenuation coefficients predicted by our transport equation for a random ice cover.
Therefore, we have also
3. outlined an alternative method to construct such an equation with potentially fewer
caveats.
We are much more confident in the second approach that we propose in §8.2. Therefore, future
research should focus on this alternative method.
Concluding remarks. Having explored aspects of models from all three categories, we con-
clude this thesis with some recommendations for future work. All the recommendations that
follow subsequently are based on the idea that any physical model should be optimized for three
different measures: predictive power, explanatory power, and practicality.
Floe models certainly have great explanatory power, as any phenomenon that is understood
at small scales (floe collision, overwash, etc.) can potentially be implemented in a larger scale
floe model, and by switching different phenomena on and off it could be determined which ones
are important and which ones are not. This impact analysis of a given process can in some cases
be made more efficient by using the gPC methods we have introduced in this thesis. Specifically,
if the number of uncertain input parameters (such as a parameter that describes the FSD) is
small, then estimating the expectation and variance of a numerical experiment can be done
much more efficiently with gPC methods than with traditional Monte Carlo methods.
By creating ensemble averages of multiple simulations, floe models can also be used to
predict attenuation coefficients, the directional spreading of the wave spectrum, and the FSD.
Floe models lack, however, some practicality, as every single multiple scattering simulation
takes up major computational resources. This problem could potentially be circumvented with
an interpolation of lookup tables.
In contrast, effective medium models are very practical, since the computation of an at-
tenuation coefficient only requires the computer to find a root of a function. They cannot,
however, predict the directional spread of the wave spectrum. Furthermore, since effective me-
dium models must be calibrated with the same sort of data that they were built to predict, their
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predictive power is no greater than the predictive power of any other interpolation procedure.
We note, however, that a novel alternative way to calibrate such models was recently proposed
by C. Sampson at the Mathematics of Sea Ice Phenomena Programme 2017 in Cambridge, UK.
His approach (unpublished) involves a perturbation method that takes the floe size and shape
distribution as input and returns constraints on the calibration. Unfortunately the perturbation
series has to be evaluated to higher order before it becomes useful, and this is a difficult task.
Although effective medium models are deficient in predictive power, they do posses some
explanatory power. This power stems from the fact that if one dispersion relation can fit a
measurement while others cannot be calibrated to fit, this may tell us something about the
forces involved in the wave–ice interaction. The development of an algorithm that can be used
to exploit this explanatory power is a subject of future work. The limiting relations between
attenuation coefficient and wave frequency that we investigated in §6.3 may be a first step
towards this goal.
As we have already remarked in Chapter 1, transport equation models hold a special status,
because they can incorporate models from the other categories as source terms in the transport
equation. Therefore, we limit our recommendations to the question of directly deriving a source
term for sea ice in the manner of Meylan and Masson [180] for sparse sea ice floes, for example.
This kind of model has both predictive and explanatory power, and the computational cost is
constrained. Nevertheless, the development of suitable source terms for sea ice is still in its
infancy, as it is only known for a sparse cluster of ice floes. The work done in Part IV of this








In Chapters 2 and 5 of the present thesis we frequently express equations with abstract indices
– a notation that has become popular in general relativity research because it combines the
coordinate independence of pure mathematics notation with the practicality of numerical index
notation. In addition, abstract index notation also works in curved spaces such as Earth’s surface
or a curved membrane. Although we do not explore curved spaces in the present thesis, we note
that fluid dynamics in curved spaces is a very active field of research with plenty of applications
[213].
Abstract index notation appears similar to the more well-known numerical index notation,
when Einstein’s summation convention is adopted. Einstein’s summation convention states that
any (numerical) index which appears twice in an expression, once up and once down, is implied
to be summed over. Throughout this thesis, readers will make no mistake if they interpret
abstract indices as numerical indices and use Einstein’s summation convention as long as they
think of the Cartesian coordinate system (see Table A.1 for notational correspondence). Despite
appearances, abstract indices have a very different meaning from numerical indices, and we
explore this meaning in the present Appendix.
A complete introduction into abstract index notation is given in the second chapter of Wald’s
book [214], as well as in the two books of Penrose and Rindler [215, 216] (a summary is given
in the beginning of the second book). Here, we only provide the reader with the necessary facts
to understand the calculations in this thesis. Specifically, we give a brief summary of the usual
numerical index notation, before we define the concepts of vectors, co-vectors, and tensors, as
well as the relevant aspects of abstract index notation.
Numerical indices and summation convention. Numerical indices always imply some
coordinate system they refer to and we assign Greek letters to such numerical indices. For
example, the µth component of some vector ~v may be written as vµ. The first component of this
vector is then v1, the second component is v2, and so on.
As an example, let ~v depend on the position in space, that is ~v is now a vector field. In
Cartesian coordinates (x, y) we can express, for example, the divergence of ~v as










µ = ∂µ vµ , (A.1)
where v1 and v2 are the x- and y-components of ~v, respectively. On the left hand side of this
equation we use the well-known nabla operator ~∇ and its scalar product with the vector ~v to
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standard numerical indices in Cartesian coordinates abstract indices pure maths
~v (v1, v2, v3) va v
∇ · ~v ∂µvµ ∇mvm div v
∇× ~v αth component: eαµν ∂µvν eabc∇bvc curl v
~v ⊗ ~w ((v1w1, v1w2, . . . )T, ((v2w1, . . . )T, . . . ) vawb v ⊗ w
~v · ~w vµwµ vawa tr12 (v ⊗ w)
v : w vµν wµν vabwab tr13 tr24 (v ⊗ w)
components: v(µwν) v(awb) (v ⊗ w + w ⊗ v)/2
components: v[µwν] v[awb] (v ⊗ w − w ⊗ v)/2
Table A.1: Comparison of different notations for tensors in R3. Abstract index expressions look
similar to numerical index expressions in Cartesian coordinates, but abstract indices do not refer
to components or any particular coordinate system. The alternating tensor eabc is defined in
equations (A.23) and (A.24).
express the divergence of ~v in the common coordinate independent vector notation. Then we
express the divergence in the Cartesian coordinate system (x, y) and finally write this Cartesian
expression with the numerical index µ and the spatial derivative operators ∂µ, where ∂1 = ∂/∂x,
and ∂2 = ∂/∂y.
Alternatively, we may express the divergence of ~v in polar coordinates (r, φ), where x =
r cos(φ) and y = r sin(φ). Then equation (1.1) reads
















where g̃ = r2 is the determinant of the metric (square of the Jacobian matrix that describes the
coordinate transformation from polar coordinates into Cartesian coordinates) in polar coordin-
ates and ṽ1 and ṽ2 are the components of ~v in the polar coordinate system. The final expression
in (A.2) represents the divergence of ~v in any coordinate system if g̃ is adopted accordingly. For
example, in Cartesian coordinates we replace g̃ → g = 1 and recover expression (A.1). In the
remainder of this Appendix we refer to vectors and vector fields interchangeably.
Impracticalities of the conventional coordinate-free notation. If we want to avoid
coordinate dependence, we could revert to conventional coordinate-free notation such as ~∇ · ~v
for the divergence of ~v, ~∇× ~v for the curl of ~v, ~a ×~b for the cross-product of ~a and ~b, and ∇u
for the gradient of the scalar field u. This notation, however, is impractical when dealing with
higher-rank tensors such as the stress or strain tensors which have rank two. Some examples
are listed in Table A.1. First, the standard notation does not indicate the rank of the tensor.
Second, it is awkward to express tensor symmetries in the standard notation. Finally, when two
tensors are contracted, the way in which they are paired is not immediately obvious from the
notation. The abstract index notation that we introduce in the following paragraphs does not
suffer from these impracticalities.
Vectors and co-vectors. In what follows, it is important to understand a tensor as a map-
ping, as opposed to an array of numbers (see [215] for a more rigorous definition). This is
necessary to ensure the coordinate independence (a matrix contains components with respect
to some coordinate system).
A rank-(0,0) tensor is called a scalar, which is simply a function of position in space, such
as the velocity potential φ = φ(P), where P is a point in space. For convenience, however,
we usually suppress this spatial dependence. (The meaning of the two numbers in rank-(0,0)
will become clear later.) A rank-(1,0) tensor, known as vector, is a linear map which takes one
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scalar into another scalar. Specifically, in Euclidean space R3 we can identify any vector ~v with
a derivative in the direction of the vector:
~v ←→ ~v · ~∇ . (A.3)
For example, if we consider the velocity potential φ, then its directional derivative ~v · ~∇φ rep-
resents the fluid velocity in ~v direction, which is another scalar. The vector ~v can therefore be
regarded as the linear map which takes a scalar field such as φ as input and returns its rate of
change in a certain direction.
A related, but slightly different concept is that of a co-vector, or rank-(0,1) tensor. Consider
a fluid where the fluid particles at a point P move in the direction ~v = ~v(P) with velocity
|~v|, i.e. ~v is the velocity vector field of the fluid. Three measurements have to be made to
determine ~v completely, one measurement for each direction in space. More measurements
are unnecessary, because the fluid velocity in a fourth direction will depend linearly on the
fluid velocities measured in the other three directions. The mathematical representation of a
measurement device for the flux of ~v through a plane with normal vector ~n, centred at P is
called a co-vector (also known as covariant vector or dual vector). More precisely, a co-vector is
a linear map from vectors (fluid velocity ~v) into scalars (flux in ~n direction).
Abstract indices. Vector and co-vector fields can both be represented in a coordinate-free
way, using abstract indices. In contrast to numerical indices, abstract indices never assume
values nor do they signify components of a tensor. Instead, abstract indices are labels that help
distinguish vectors from co-vectors and other kinds of tensors. For example, va represents the
entire vector ~v, not the ath component of ~v. Here and throughout the present thesis, we use
Latin letters a, b, c, ... for abstract indices as opposed to Greek letters µ, ν, λ, ... that we use
for numerical indices.
While the velocity vector field ~v from the example above is written with abstract indices as
va, the co-vector field that measures the flux through a plane with normal direction ~n is written
as na. Thus, upper indices signify vectors and lower indices signify co-vectors.
When the same abstract index label appears twice in an expression, this signifies that a vector
is given as input to a co-vector, which maps it onto a scalar. In other words, the expression
na v
a , (A.4)
is a scalar. Specifically, it is the (scalar) flux of the fluid flow va through the plane with normal
direction ~n, which we can now write as na. The typographical correspondence between the
vector na and the co-vector na is not a coincidence, as the two concepts are related via the
metric, which is a rank-(2,0) tensor.
Tensors of higher rank than (1,0) or (0,1) are a straightforward generalization of the concepts
of vectors and co-vectors as linear maps. Specifically, tensors aremulti-linear maps, i.e. mappings
which are linear in all their arguments. For example, the stress tensor σab, which has rank-(0,2),
takes two vectors as its argument and returns a scalar. In particular, consider a body at
equilibrium and a plane with normal vector na passing through a point P of the body. Then,
the force density f exerted in the la direction on the matter on one side of the plane by the
matter on the other side of the plane is given by
f = σab na lb . (A.5)
Note that the specific letter chosen for any abstract index is immaterial. That is, the expression
na symbolizes exactly the same vector as the expression nb. We could have written equation
(A.5) as f = σba nb la without changing its meaning. Moreover, equation (A.5) is also equivalent
to f = la σba nb or f = nb la σba, i.e. the order of the tensors is irrelevant, too. What matters are
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the positions at which repeated indices occur, as this indicates what vector argument is supplied
to which slot of the tensor σab.
As we have remarked earlier (after equation (A.4)), the metric, written as∗ δab, relates vectors
and co-vectors, or upper and lower indices, to each other. Specifically, the metric tensor δab
takes two co-vectors as its argument. When only one co-vector is supplied, then the remaining
expression is a vector that corresponds uniquely to this particular co-vector. For example,
na = δab nb , (A.6)
transforms the co-vector nb on the right hand side into the vector na. Furthermore, this concept
can be generalized to tensors with any number of indices, e.g.
σab = δam δbn σmn , (A.7)
defines a unique version of the stress tensor σab with upper indices. It can be shown that the
inverse metric δab exists as well, and we can use it to lower indices. In addition, we can use δab
to express the scalar product of two vectors va and ua as
δab v
a ub . (A.8)
Finally, the metric and its inverse are related by
δab = δam δbn δmn . (A.9)
Thus, the metric and its inverse provide a unique mechanism to raise or lower indices of tensors
with arbitrary rank.
The rank of a tensor corresponds to the number of free (unpaired) indices it carries. Specific-
ally, a tensor of rank-(m,n) has m upper (contravariant) and n lower (covariant) indices with
distinct labels. Using the metric tensor any index can be raised or lowered if convenient. Note
that when one index appears twice in a tensor expression, e.g. in na ka where ka is supplied as
argument to na, then this index-couple is not counted in evaluating the rank, since the index a
is not free. We say, the index a is contracted. Thus, the expression na ka has rank-(0, 0).
Indices can not only be contracted top to bottom between tensors (to supply vectors to
co-vectors), but also within one tensor. For example,
σaa = δam σma , (A.10)
is a scalar and represents the trace of the stress tensor σab. Note that the trace is coordinate
independent.
Derivatives. A derivative operator ∇ takes a rank-(m,n) tensor field to a rank-(m,n + 1)
tensor field and thus adds one lower index to the expression. It is customary to attach this
additional covariant index directly to the derivative operator, i.e. we write ∇a.




αuab...kl... + β vab...kl...
)
= α∇muab...kl... + β∇mvab...kl... . (A.11)
















∗The metric tensor is most commonly denoted as gab, but in Euclidean space with a Cartesian coordinate
system the metric tensor behaves like a Kronecker delta, which is why we use δab instead.
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Note that the brackets on the right hand side are not strictly necessary since the derivative oper-






= ∇muab...i...uvkl...i...xy . (A.13)
Here, the left hand side is the operator ∇m acting on the tensor uab...i...uvkl...i...xy, while the right
hand side is just a tensor, expressed in a way that it is clear how it was constructed. Finally, the
fourth rule demands consistency with the correspondence between vector fields and directional
derivatives which we have discussed earlier
~v(f) = va∇af . (A.14)
In the latter equation, ~v(f) means that we supply the scalar field f as an argument to the
linear map that is the vector ~v. The four algebraic rules we present here completely define the
derivative operator.
We can use the derivative operator to express, for example, the gradient operator which
takes a scalar into a vector, resulting in one free index:
~∇φ←→ ∇aφ , (A.15)
and divergence operator which takes a vector into a scalar, which has no free index:
~∇ · ~v ←→ ∇ava . (A.16)
Note the similarity with the numerical index notation in equation (A.1), although (A.16) is
defined without reference to any coordinate system. Furthermore, the Cartesian coordinates x,
y, and z can themselves be regarded as scalar fields, i.e. x = x(P), y = y(P), and so on, are real
functions of the point P in space. With this notion of coordinates as scalar fields in mind, we
can define the Cartesian basis vectors
xa = δab∇bx , (A.17)
ya = δab∇by , (A.18)
and
za = δab∇bz . (A.19)
It is also possible to express the curl of a vector field, as well as the cross product of two vectors.
This requires us to first define the alternating tensor and say something about tensor symmetries.
Symmetries. A tensor with more than one index can be decomposed into symmetric and








That is, the symmetric tensor τ(ab) is defined in such a way that if two vectors ka and lb are
made to contract with it, first ka is inserted into the first slot of the multi-linear map that is
τab and lb is inserted into the second slot, and the resulting scalar is then averaged with the
scalar that results from inserting lb into the first slot and ka into the second. Analogously,
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Using this notation we can write any tensor τab as
τab = τ(ab) + τ[ab] . (A.22)
Note that if a tensor is symmetric, then its antisymmetric part automatically vanishes, and vice
versa. Therefore, symmetric and antisymmetric tensors form distinct classes of tensors.∗ Also
note that the metric δab is a symmetric tensor, i.e. δab = δ(ab).
Symmetrization and antisymmetrization can be generalized to any number of indices. For
example, antisymmetrization in three indices is used to define the totally antisymmetric tensor




eabc − eacb + ebca − ebac + ecab − ecba
)
. (A.23)
In the present thesis, eabc is the alternating tensor (volume form) of R3, which satisfies the
additional condition that
eabc x
a yb zc = 1 . (A.24)
The condition (A.24), together with the total antisymmetry of eabc, uniquely defines the altern-
ating tensor eabc.
We can use the alternating tensor eabc to express the cross product between two vectors ua
and va as
~u× ~v ←→ eabc ub vc . (A.25)
Here we have raised the first index of eabc to ensure that the expression (A.25) has one free upper
index and therefore represents a vector. We can do this, because raising indices is uniquely
defined via the metric so that eabc is implicitly defined as eabc = δam embc. Similar to the cross
product, we can write the curl of a vector field va as
~∇× ~v ←→ eabc∇b vc , (A.26)
where we define ∇a = δab∇b.
Special properties of Euclidean space. The abstract index notation is defined in general
curved spaces. For our purposes, however, space is flat, i.e. Euclidean. This allows us to associate
the derivative ∇a with the usual coordinate derivatives ∂x, ∂y, and ∂z via
xa∇af = ∂xf , (A.27)
and so on. Moreover, the metric δab does not depend on the location in space, i.e. ∂xδab =
∂yδ
ab = ∂zδab = 0.
Coordinates and bases. Any abstract index tensor can be expressed in a coordinate system
by means of a basis. For example, let δµa , with µ = 1, 2, 3, be defined as δ1a xa = 1, δ2a ya = 1,
δ3a z
a = 1, as well as δµa xa = 0 for µ = 2, 3, δµa ya = 0 for µ = 1, 3, and δµa za = 0 for µ = 1, 2.
Then the three co-vectors δµa constitute the basis for a Cartesian coordinate system (x,y,z). The
Cartesian components of a vector va can now be expressed as (compare to equation (A.1)):
v1 = δ1a va , (A.28)
v2 = δ2a va , (A.29)
and
v3 = δ3a va . (A.30)
∗If the reader is familiar with differential forms, it may be helpful to notice that antisymmetric covariant (all
indices down) tensors are forms, the exterior derivative is defined as ∇[mτab... ], and the resulting antisymmetric
tensor is a differential form.
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For other coordinate systems, a different basis can be chosen as well.
The derivative operator∇a can be expressed in Cartesian coordinates in the same way vectors
are expressed. In other coordinate systems, the ∇a operator can be defined as the coordinate
derivative plus an expression involving the so-called Christoffel symbol [214] for this specific
coordinate system, but this is beyond the scope of this thesis.
Since we work in Euclidean space, however, we can find coordinate expressions for scalars
without the use of Christoffel symbols. For example, let us express the divergence ∇ava of the
vector field va in terms of polar coordinates, defined by two vector fields ra and θa. We can
express va as a linear combination of ra and θa:
va = ṽ1 ra + ṽ2 θa . (A.31)
Then, we write the divergence as
∇ava = ∇a
(
ṽ1 ra + ṽ2 θa
)
, (A.32)
use linearity and the Leibnitz rule
= ra∇aṽ1 + θa∇aṽ2 + ṽ1∇ara + ṽ2∇aθa , (A.33)
and identify the coordinate derivatives
= ∂rṽ1 + ∂θṽ2 + ṽ1∇ara + ṽ2∇aθa . (A.34)
Now we are left with establishing what ∇ara and ∇aθa are. Using that x = r cos θ, y = r sin θ,
as well as ra = cos θ xa + sin θ ya and θa = − sin θ r xa + cos θ r ya we find ∇ara = 1r , and
∇aθa = 0. Thus,









+ ∂θṽ2 , (A.35)
which corresponds to equation (A.2).
An example calculation with abstract indices. The following example demonstrates the
power of abstract index notation. Here, we show how∇m dev ε̇ma in equation (5.8) is transformed
into the expression appearing in (5.9) in §5.2.2, where ε̇ma = ∇(mṘa) and Ṙa is the fluid velocity
vector field. To work with abstract indices, the most important rules to remember are that (i)∇a
is a linear operator that satisfies the Leibnitz rule, and (ii) the metric δab satisfies ∇mδab = 0
and can be used to raise and lower indices. We begin by substituting the definition of the dev
and vol operators.
∇m dev ε̇ma = ∇m
(


























write the symmetrization explicitly,
= 12 ∇m
(
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Thus, we arrived at the expression appearing in (5.9) by using barely more than the functionality
of the metric, and linearity and Leibnitz rule of ∇m.
A.2 Kronecker product
In §3.1 and §4.2.1 we use the Kronecker product, which is an operation on two matrices of
arbitrary size. The Kronecker product A⊗B of the matrices A and B is another matrix, where










a11 b11 a11 b12 a12 b11 a12 b12
a11 b21 a11 b22 a12 b21 a12 b22
a11 b31 a11 b32 a12 b31 a12 b32
a21 b11 a21 b12 a22 b11 a22 b12
a21 b21 a21 b22 a22 b21 a22 b22
a21 b31 a21 b32 a22 b31 a22 b32

. (A.37)
In equation (A.37) we highlight the 11-entry of each matrix in the product and where it appears
in the result, for clarity. Furthermore, we draw a horizontal and a vertical line to feature the
block structure of the result.








v1 v1 v2 v1 v3 v1v1 v2 v2 v2 v3 v2




In general, the Kronecker product of a m× n matrix A with entries aij and a p× q matrix
B with entries bij is a mp× n q matrix C = A⊗B with entries cij , where
ci,j = aı̄+1, ̄+1 bi−ı̄, j−̄ , (A.39)
with
ı̄ = b(i− 1)/pc , (A.40)
̄ = b(j − 1)/qc . (A.41)
Here, we separate indices by a comma, for clarity, and denote the operation of rounding down
by b·c.
A.3 Polynomials
In this appendix we briefly provide a few useful facts about mutually orthogonal polynomials,
where orthonormality is defined with respect to the scalar product∫ v
u
pm(x) pn(x)w(x) dx = δmn . (A.42)
The weighting function w(x) and the integral bounds u and v are specific to the set of polynomials
under consideration. For the polynomials appearing in the present thesis they are listed in
Table A.2.
Polynomial (u, v) w(x) distribution
Legendre Pl(x) (−1, 1) 1 uniform
Gegenbauer Cβl (x) (−1, 1)
2n! (n+β) Γ2(β)
π 21−2 β Γ(n+2β) (1− x
2)β−1/2 beta




Γ(n+α+1) Γ(n+β+1) (1− x)
α (1 + x)β beta
Hermite Hl(x) (−∞,∞) (2π)−1/2 exp(−x2/2) normal
Table A.2: Support and weighting functions of common orthogonal polynomials and the associ-
ated gPC probability distribution.
All orthogonal polynomials satisfy a three-term recurrence relation
pn(x) = (an x+ bn) pn−1(x)− cn pn−2(x) , (A.43)
p0(x) = 1 , (A.44)
p−1(x) = 0 . (A.45)
Therefore, we can define any set of orthogonal polynomials by their coefficients an, bn, and cn.
Table A.3 lists the recurrence coefficients for all polynomials which appear in the present thesis.
If the weighting function w(x) and the integral bounds u and v are given, the coefficients an, bn,
and cn, with n ≤ N can be determined efficiently for any finite number N using the algorithm
described by Golub and Welsch [147, §4].
Polynomial an bn cn















Hermite Hl(x) 1 0 n
Table A.3: Recurrence coefficients of common orthogonal polynomials.
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As is apparent from Tables A.2 and A.3, the Legendre polynomials are a special case of the
Gegenbauer polynomials, which are in turn further generalized by the Jacobi polynomials. A
way of systematically relating many commonly used orthogonal polynomial sets to each other
is given by the Askey scheme [217, 218]. The latter also relates orthogonal polynomials to the
generalized hypergeometric function pFq(a; b;x) as the most general case, but this is beyond the




B.1 Linear dependence of vertical modes
On page 34 in §3.1 we state the result of Bennetts [140] that the two vertical modes ζ−2(z) and
ζ−1(z) are linearly dependent on the other modes ζn(z) with n ≥ 0. In this section we re-derive
this result and correct for a missing minus sign in that work.
















cosh(k (H − d)) = 0 . (B.1)







R(k) dk , (B.2)
where f(k) is some analytic odd function in k and the contour Cr describes a circle of radius r
about the origin of the complex plane. The solutions to (B.1) are now the poles of the integrand







where R′(k) = ∂kR(k) and the contour Cr is to encompass the roots ±kn, n = −2, . . . , N . In the
limit of r → ∞ we find I∞ = 0 iff f(k) ∼ O(k4). Since f(k) is required to be an odd function
in k, the only admissible choices are f(k) = k and f(k) = k3, or linear combinations thereof.










= 0 , (B.4b)
establish a two-fold linear dependence between the vertical modes. The canonical choice is to
express the modes ζ−2(k) and ζ−1(k) in terms of all other modes. Solving (B.4) for these two
modes gives the redistribution weights stated in equation (2.83). The relation k−2 = −k?−1 can
then be used to show that w2n = w1n?.
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B.2 Corner singularity
When the usual potential flow theory assumptions are made the fluid velocity at a corner can
become singular. Here we estimate the order of the singularity, thereby establishing the result




Figure B.1: Fluid flow around a wedge in two dimensions.
As we stated in §2.3, the water body is described by a velocity potential φ which satisfies
Laplace’s equation (2.61). We now consider the Laplace equation in a polar coordinate system
centred at the corner as indicated in Figure B.1, i.e.
0 = (∂2x + ∂2z )φ
=
(
r−1 ∂rφ+ ∂2rφ+ r−2 ∂2θφ
)
, (B.5)
where r and θ are the radial and polar coordinates, respectively. Separating variables with the












Since both sides of this equation contain either only r or only θ, they must both equal to some
constant l2. Using our assumption of vanishing fluid velocity at the boundaries, i.e. ∂θΘ(0) = 0
and ∂θΘ(α) = 0, we can solve the equation for Θ(θ) and find that l = ln = nπ/α for any integer
n. Therefore,




R = 0 . (B.7)
This is the homogeneous Euler differential equation [see, e.g. ref. 219, p. A24]. Substituting the




An cos(kn θ) rnπ/α . (B.8)
The radial fluid velocity is therefore















as r → 0 , (B.10)
thereby establishing the stated result that for α = 3π/2 we have a singularity of order −1/3.
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Mode types of the WS model
We have remarked in §5.4.1 that the WS model can show more complicated behaviour than the
FS and RP models. This increased complexity stems from two factors. First, the water–ice and
ice–atmosphere interfaces are not neccessarily in phase, as they are in the FS and RP models due
to the thin plate assumption. And second, the ice layer in the WS model is not neccessarily free
of circulation, i.e. the viscoelastic fluid velocity is not divergence free and must be represented by
a stream function in addition to the velocity potential. In this appendix we briefly classify the
standard solutions of the WS model in terms of the phase-difference between the two interfaces.
This work has been published in the peer-reviewed conference proceedings [220].
Up to a scale factor we can determine the constants A, B, C, D in equations (5.39), (5.40),
(5.41) and (5.42) by finding the eigenvector of W corresponding to the eigenvalue zero. Then,
we can construct the velocity potential ϕ and stream function ψ which describe the ice cover
in the WS model. Using the time harmonic condition and the definition of the velocity field
Ṙa, we can derive the particle displacement Ra = iω−1 Ṙa within the ice. Its z-component R3
at z = 0 is the elevation ζ of the water–ice interface, and at z = h it is the elevation ξ of the
ice–atmosphere interface. One can also imagine waves propagating at intermediate layers, where
0 < z < h.
To depict the wave modes that correspond to a particular solution k of the dispersion relation
detM = 0, we analyse the difference in phase ∆ψ(z) between R3(z) and ξ = R3(0), i.e.
∆ψ(z) = arg(R3(z))− arg(R3(0)) . (C.1)
When ∆ψ(h) = 0, the two interfaces are in phase, which is what we would expect from a flexural
mode. When ∆φ(h) = π, the maxima of the water–ice interface correspond to minima of the
ice–atmosphere interface, which is what we would expect for a pressure wave mode, propagating
in the positive x-direction. But the dispersion relation of the WS model has solutions that cor-
respond to modes which fall into neither category, which is why we also look at the intermediate
sections of the ice layer to get an idea of their nature.
Figure C.1(a) shows the phase profile ∆ψ(z) of the solution kWS1 (red lines in Figure 6.1) for
various shear moduli G. We chose to investigate the case of non-zero viscosity η = 0.05 m2 s−1
and thickness h = 0.5 m, as before in Chapter 6. We observe that all sections of the ice layer
are almost in phase with each other (note the scale on the ∆ψ-axis), but for small shear moduli,
slight variations occur. Therefore, kWS1 describes slightly perturbed flexural modes for all G. At
G = 102 Pa and 106 Pa, ∆ψ(z) is not a linear function as for G = 104 Pa, but curved towards
negative and positive phase, respectively. For G ≥ 108 Pa the phase variation is at least two
orders of magnitude smaller, and therefore kWS1 is then very close to describing a perfect flexural
mode.
We now analyse the phase profile of the second solution kWS2 (orange lines in Figure 6.1) in
figure C.1(b) The overall appearance is similar to the phase profile of kWS1 , but the scale of the
phase deviations is three orders of magnitude larger. In fact, at G = 102 Pa the two interfaces
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Figure C.1: Phase profiles ∆ψ(z) of kWS1 (a), kWS2 (b), and kWS3 (c) for various G. Dotted lines
represent G = 102 Pa, short dashes to long dashes to solid lines represent stepwise increases in
the exponent up to G = 1010 Pa for the solid line. The parameters are the same as in Figure 6.1.
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are shifted in phase by almost π (this can be seen on a figure with different scale of ∆ψ-axis), so
kWS2 describes a perturbed pressure wave mode. As G increases, the phase shift rapidly drops,
and almost vanishes for G ≥ 106 Pa. Note that for G & 104 Pa, kWS2 agrees with kFS1 of the FS
model in terms of wavelength, and for G & 106 Pa, where kWS2 describes a perturbed flexural
mode, kWS2 and kFS1 are almost identical (see Figure 6.1).
Finally we have a look at the phase profile of the secondary solution kWS3 (blue lines in
Figure 6.1), depicted in Figure C.1(c) We call it the secondary solution, because it seems to
correspond to kFS2 , at least for G ≥ 104 Pa. The phase profile of kWS3 looks qualitatively very
different from the profiles of kWS1 and kWS2 . At G = 102 Pa, the two interfaces show a relative
phase of ∆ψ(h) ≈ 0.1 rad, while intermediate sections show a much lager shift. For G ≥ 103 Pa,
the two interfaces are almost in phase, but the intermediate sections of the ice layer again show
a considerable phase shift, apparently almost symmetrical about the section z = h/2. As G
increases, the deviation declines until all sections are in phase with each other for G & 107 Pa.
Thus, we classify kWS3 as a perturbed flexural wave, where the perturbation diminishes with
larger G. Correspondingly, kWS3 approaches kFS2 as G increases, and the two solutions appear
very similar in Figure 6.1, whenG ≥ 104 Pa where the interfaces are in phase (also see Figure 6.2).
In summary, we found that for all three solutions kWS1 , kWS2 , and kWS3 , the water–ice and ice–
atmosphere interfaces, as well as all intermediate sections are in phase when the shear modulus is
sufficiently high, as one would expect. Furthermore, kWS1 describes a slightly perturbed flexural
mode, regardless of G, even though it does not agree with any solution in the FS model (it
only matches in wavelength with kFS1 for low G). Solution kWS2 behaves similar to kWS1 , but the
perturbation is larger, and for small G it abruptly changes into a perturbed pressure wave mode,
in which case it stops resembling the solution kFS1 of the FS model, as expected. Finally, for kWS3
the boundaries of the ice layer are in phase for G > 102 Pa, but the intermediate layers of the
ice are out of phase and one may classify these modes as perturbed flexural modes, which allows
it to agree with kFS2 of the FS model.
We conclude that slightly perturbed flexural modes correspond to solutions of the WS model
that may agree with some solution of the FS model, but this is not a sufficient condition, i.e. there
are perturbed flexural modes of the WS model (such as kWS1 ) which do not correspond to any
solutions of the FS model. Therefore, to fully understand the relation between the predictions





D.1 Root tracking algorithm
The complicated nature of the WS dispersion relation (5.44) requires us to invent an algorithm
which reliably tracks any given solution in the complex plane as parameters are changed, without
“jumping” to a different solution.
Suppose we want to compute the location of kWS1 in the WS model when the parameters
change linearly between the sets Pstart and Pend. To ensure that we indeed track kWS1 and
not any other root, every calculation starts with the standard parameter set Pstd. Then these
parameters are changed linearly towards some intermediate parameter set P0, which is usually
chosen such that it is the point of the line Pstart → Pend in the parameter space which is closest
to Pstd (assuming an Euclidean metric). While the parameters are changed, kWS1 is tracked with
an algorithm explained below. Once P0 is reached, the tracking is continued, first towards Pstart,
and then towards Pend.
Pstd
↓
Pstart ←− P0 −→ Pend
This rather complicated procedure to track a root is necessary in the WS model due to the large
number of roots and their complicated behaviour under parameter change.
Developer’s Note D.1
The function TrackRoot defined in my RootTracking package can be used to track roots of a
given function f in the complex plane, as its parameters are changed. For example
In[8]:= TrackRoot[f, x0, g]
returns a RootTrack object which contains the track the solution of f[x0,...]==0 follows
in the complex plane as the remaining arguments are changed. The symbol g should contain
a Graph which describes the path(s) that should be followed in the parameter-space. A de-
tailed documentation of the usage of TrackRoot and related functions is given in (package)
RootTracking.nb.
When implementing a root tracking method for the WS model, it is important to use the full
dispersion relation DWS
(
(1+QWS) g k tanh(H k)−ω2
)
= 0 and not the two factors individually,
since singularities near some of the solutions complicate the procedure if DWS is not included
(see Figure D.1). The algorithm implemented in the TrackRoot method is nevertheless capable
of tracking roots with nearby singularities.
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Figure D.1: Left panel: contour plot of |
(
(1 +QWS) g k tanh(H k)− ω2
)
|. Right panel: contour
plot of |DWS
(
(1 +QWS) g k tanh(H k)−ω2
)
|, i.e. including the DWS factor, using the same para-
meters (G, η, h, H, T ) = (676083 Pa, 1 m2 s−1, 1 m, 100 m, 6 s). The kWS1 solution is indicated
by a red dot. The singularity appearing next to the root when DWS is neglected complicates the
root finding problem. It is therefore better to work with the full expression, including DWS.
A flow diagram of the main algorithm is presented in Figure D.2. For generality, consider
a complex function fp(x) with a parameter(vector) p, and argument x. It is assumed that p
is varied along a straight line (assuming an Euclidean metric) in parameter space, with a pre-
determined number of steps. At each step, the direction and amount d by which the root has
moved in the complex plane during the previous step is used to extrapolate an initial guess for
the next root. Then, Newton’s method is used with this initial guess. If this fails, or if the
result is too far from the guess, then a new guess is generated in a slightly more sophisticated
way. To this end, we first minimize the real function l(s) = |fp(x−1 +s d)| for the real parameter
0 ≤ s ≤ 2, where x−1 is the previous root. Effectively, we look for a minimum along a straight
line in the complex plane in the direction we expect the root to be in. Let this minimum be
sd and now define t(s) = |fp(x−1 + sd d + s u)|, where u = −Im(d) + Re(d) i is the direction
perpendicular to d. Furthermore, let the minimum of t(s) for −1 ≤ s ≤ 1 be su. Then, the new
initial guess for the root is x0 = x−1 + sd d + su u. If, with the new initial guess, the root can
still not be found, the procedure has failed. Otherwise, the new direction x0−x−1 is determined
and compared with the previous direction d. If the arguments of the two directions differ by
more than π/4 = 45°, then the procedure has failed as well, since we must assume that we have
found a different root. If the algorithm fails, it is usually automatically restarted with a larger
number of steps.
D.2 Sparse grid collocation method
We extend the pseudo-spectral collocation method described in Part II to two random dimen-







k (x) , (D.1)
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D.2. SPARSE GRID COLLOCATION METHOD
start
























Figure D.2: Flowchart of the main routine in the root tracking algorithm. Green boxes indicate
outputs that it returns.
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APPENDIX D. COMPUTATIONAL ALGORITHMS
to higher dimensions. In (D.1), the y(i)k are the nodal points of the ith nodal set of the interpol-
ation and a(i)k is the kth basis function of the ith nodal set.
Tensor product grid. Consider a function f(x1, x2, . . . , xd) of d variables. We define the
d-dimensional tensor product interpolation as(
Q(i1) ⊗ · · · ⊗Q(id)
)







f(y(i1)k1 , . . . , y
(id)
kd




In high dimensions, however, the number of points at which f has to be evaluated grows rapidly.
For example, if we choose the same degree of interpolation in each dimension, i.e. mi = m for
all i = 1, . . . , d, then the number of points is md.
Smolyak sparse grids. To remedy this “curse of dimensionality” of the tensor product rule,
the Smolyak sparse grid rule can be used, which is






l + d− |i|
) (
Q(i1) ⊗ · · · ⊗Q(id)
)
[f ] , (D.3)
where i = (i1, . . . , id) is a multi-index, |i| = i1 + · · · + id, and we use the binomial ( d−1l+d−|i|).
Here, l is the “level” of the interpolation. The level determines the highest total (all variables)
polynomial degree of the approximation.
Developer’s Note D.2
The function Collocation in my PolynomialChaos package takes a sub-option "Grid". When
set to "Grid"->"SmolyakSparseGrid", a Smolyak sparse grid is used. For example,




Method -> {"PseudoSpectral", "Grid" -> "SmolyakSparseGrid"}
]
Out[9]=
Note that with this setting for "Grid", 5 is the level of the interpolation, whereas when the
tensor product grid is used, the same parameter signifies the number of points per dimension.
A more detailed description can be found in the works of Gerstner and Griebel [221], Xiu and
Hesthaven [222] and others.
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