A digital closed-loop driving technique is presented in this paper that uses the PFD-(phase frequency detector-) based CORDIC (coordinate rotation digital computer) algorithm for a biaxial resonant microaccelerometer. A conventional digital closed-loop selfoscillation system based on the CORDIC algorithm is implemented and simulated using Simulink software to verify the system performance. The system performance simulations reveal that the incompatibility between the sampling frequency and effective bits of AD and DA convertors limits further performance improvements. Therefore, digital, closed-loop self-oscillation using the PFD-based CORDIC algorithm is designed to further optimize the system performance. The system experimental results illustrate that the optimized system using the PFD-based CORDIC improves the bias stability of the resonant microaccelerometer by more than 5.320 times compared to the conventional system. This demonstrates that the optimized digital closed-loop driving technique using the PFD-based CORDIC for the biaxial resonant microaccelerometer is effective.
Introduction
Increasing attention has been given to silicon resonant microaccelerometers due to their high sensitivity, large dynamic range, and frequency signal output. A successful excitation of resonant microaccelerometers is crucial to achieve high performance. Many methods to control these accelerometers have been published [1] [2] [3] [4] [5] . A nonlinear operator-theoretical approach based on the describing function technique was used to design the feedback parameters and characterize the analog loop performance [1, 2] . Previous studies [3, 4, 6, 7] proposed an analog control circuit based on automatic amplitude control (AGC) technology. Recently, a phase lock loop (PLL) combined with AGC was utilized to lock the natural frequency of the resonator and maintain a stable resonant amplitude [5, 8, 9] . However, most of the previous control technologies for microaccelerometers that adopted the analog circuitry were characterized by a large temperature drift, a complex adjustment in circuit parameters, difficulties in compensation, and other disadvantages. The silicon resonant microaccelerometer originally based on the frequency output may have more advantages than the digital control scheme. An all-digital MEMS tuning fork selfexcited vibration control by phase-relation using time-A/D converter-(TAD-) based all-digital PLL (ADPLL), which uses no conventional analog method such as automatic gain control (AGC) or automatic level control (ALC), has been presented [10] . Preliminary experimental results confirmed its self-excited vibration, resulting in its resonance jitter level of 52.60 ns (standard deviation) at a 37.00 s selfresonance period. In the digital closed-loop driving circuit of the resonant microaccelerometer, the numerically controlled oscillator (NCO) is usually applied to generate the sine and cosine signals for demodulation and drive. The ordinary look-up table (LUT) method based on read-only memory (ROM) is generally used to implement the NCO. The output signal of the LUT method was affected by the truncation error due to the limited data depth [11] . Unlike the normal applications of NCO with fixed or small changed frequency, such as fixed frequency source or the closed-loop control applications in the microgyroscope [12] , the NCO in the driving applications of the resonant microaccelerometer 2 Journal of Sensors requires a large frequency lock range to track the natural frequency shift due to the acceleration input. The higher the mechanical sensitivity of the resonant microaccelerometer, the greater the frequency lock range of the NCO, which results in a greater consumption of memory if the LUT method is adopted. Therefore, the LUT method is not suitable for the driving application of resonant microaccelerometers since it will consume excessive memory resources to achieve high-precision control [13, 14] . The interpolation algorithm is another way to implement the NCO, which stores an amount of base point data and interpolates the other points of the trigonometric function to improve the accuracy [15] . Compared with the LTU, the interpolation algorithm greatly reduces the consumption of memory units but increased the consumption of logic units for the calculation demand. Simultaneously, the accuracy of the method is affected by the number of base points and the chosen interpolation method. The coordinate rotation digital computer (CORDIC) algorithm based on the iterative algorithm is mainly used to calculate trigonometric and hyperbolic functions [16] . The accuracy of the CORDIC depends on its iteration depth. Compared to the LTU method and interpolation algorithm, the CORDIC algorithm could achieve high precision without significant memory resources as the pipelining algorithm is adopted.
In this paper, we propose an optimized, digital, closedloop self-oscillation technique using PFD-based CORDIC for a biaxial resonant microaccelerometer. The NCO, PFD, AGC, and PLL are realized in a single FPGA. In Section 2, a brief description of the structural principle of resonant microaccelerometers is given. In Sections 3 and 4, a conventional, digital, closed-loop self-oscillation system and an optimized self-oscillation system using the PFD-based CORDIC are presented. Then, the experimental results are illustrated in Section 5. Concluding remarks are finally given in the last section.
Structure Principle of the Biaxial
Resonant Microaccelerometer Figure 1 illustrates the structure of a biaxial resonant microaccelerometer [9] . Four identical sensing structures and a proof mass constitute the biaxial resonant microaccelerometer. Each sensing structure consists of a pair of lever mechanisms, a pair of decoupling beams, and a tuning fork resonator. Four tuning fork resonators are driven by control circuits to vibrate at their natural resonant frequencies. When the -axis acceleration is input, the inertial force promotes the proof mass to move along the -axis direction. Owing to the rigid stiffness of the -axis decoupling beam, twoaxis lever mechanisms are spurred to move along -axis along with the proof mass. The inertial forces are amplified and applied to two -axis tuning fork resonators by lever mechanisms. Correspondingly, the resonant frequencies of the two tuning fork resonators deviate from their original natural resonant frequencies due to the input of acceleration. However, two lever mechanisms along the -axis will remain stationary owing to soft stiffness of the -axis decoupling beam. The frequency change caused by two differential resonators in the input of acceleration is [9] 
where Δ / are output frequency changes along the / -axes, / are the input acceleration along the / -axes, is the proof mass, / are the amplification factors of the lever mechanism along the / -axes, / are the frequency conversion coefficients of the resonators in the / -axes, / represent decoupling coefficients along the / -axes, / are the natural frequencies of the resonator along the / -axes, is the width of the resonant beams, / are the lengths of the resonant beams in the / -axes, ℎ is the thickness of resonant beams, and is elastic modulus of silicon. The structure parameters are shown in Table 1 .
A standard three-mask deep dry silicon on glass (DDSOG) process is used to fabricate the biaxial decoupled resonant microaccelerometer. The process flow consists of (1) laying photoresist on the silicon wafer and photoetching, (2) deep reactive ion etching (DRIE) aspect ratio to form the bonding area, (3) sputtering of a Cr/Ti/Au layer on 7740 Pyrex glass to fabricate the electrode wire, (4) Si/glass electrostatic bonding, (5) reducing the silicon wafer thickness by KOH wet etching and polishing, and (6) DRIE with 20 : 1 aspect ratio etching to release the structure. The structure of the biaxial resonant microaccelerometer has an overall size of 7500 m (length) × 7500 m (width) × 70.00 m (thickness). To suppress the mutual interference between the -axis and -axis, two pairs of tuning fork resonators have a 3 kHz frequency difference. The vacuum encapsulation in the biaxial resonant microaccelerometer is implemented by parallel seam welding. Test results show that the relevant quality factors of the four resonators are 621.0, 648.0, 678.0, and 689.0, respectively.
Conventional Digital Closed-Loop
Self-Oscillation System 3.1. Basic Scheme. The conventional digital closed-loop selfoscillation system based on the CORDIC algorithm for the tuning fork resonator is shown in Figure 2 . The digital closedloop self-oscillation system used to drive the tuning fork resonator and track the resonant frequency is implemented in the FPGA device. The FPGA chip is EP3C25E144I7 from the Altera corporation and has 2.462 × 10 4 programmable logic units, 6.083 × 10 5 RAM bits, 66 multipliers, and 4 PLL. The entire hardware platform of the FPGA is based on fixedpoint arithmetic processing with a main clock frequency of 12.29 MHz.
The NCO shown in Figure 3 is the key part of the digital PLL. The LUT and CORDIC algorithms are two main methods to implement the NCO. One cycle signal is divided into 2 pieces and stored in different memory units in the LUT. The quantity of memory resources has an exponent relation with the data depth of the LUT. The LUT method will consume excessive memory resources to achieve high accuracy; otherwise, the output signal of the LUT will be affected by truncation errors due to the limited data depth. The CORDIC algorithm is a kind of iterative algorithm mainly used to calculate trigonometric and hyperbolic functions. The accuracy of the CORDIC depends on its iteration depth. Compared to the LUT method, the CORDIC algorithm could achieve high precision without significant memory resources since the pipelining algorithm is adopted. The AGC loop shown in Figure 2 is utilized to control the amplitude of the drive signal to a constant value. The PLL loop is designed to lock to the natural frequency of the resonator. The NCO is controlled by the output of the proportionintegral (PI) controller. As a result of the CORDIC algorithm, the implementation of the NCO does not require a multiplier resource but requires 3184 logic elements and 2347 registers. The low pass filter (LPF) based on the infinite impulse response (IIR) topology adopts 279 logic elements, 228 registers, and 7 embedded multipliers. The digital PI controller is implemented with 203 logic elements, 127 registers, and 7 embedded multipliers. The sine signal of the NCO is utilized to demodulate and determine the amplitude difference in the AGC loop, while the cosine signal of the NCO is used to demodulate and acquire the phase error in the PLL loop. The torquer exerts the drive signal on the drive electrodes to stimulate the tuning fork resonator in the harmonic frequency. The displacement of the resonator is converted and amplified by the interface circuit. Then, the output signal of the interface circuit is transferred to acquire the phase and amplitude control information with the PLL and AGC loop, respectively. Finally, the drive signal is fed into the tuning fork resonator and the self-oscillation is implemented. There are four identical control loops in the entire circuit to drive four resonators simultaneously, and the parameters of each loop are determined by the characteristics of each individual resonator. Due to the restriction on commercially available devices, the DA and AD only have the effective bits of 16 and 18, respectively, with a sampling frequency of 750.0 kHz. To approach the extreme accuracy of the simulation system, the entire hardware realization improves the signal processing accuracy by magnification or extending the digital width. Although the abovementioned processing method can well maintain the system accuracy, the whole system still shows some truncation error.
System Performance Simulation.
The simulation model of the closed-loop self-oscillation system is constructed to analyze the system performance. The simulation models and parameters are similar to Figure 8 and Table 2 , respectively. , which illustrates that the further increase of the effective bits of AD and DA convertors does not continuously improve the frequency control precision at a specific sampling frequency. Figure 5 shows the simulation results of the frequency control precision with different sample rates where the AD and DA convertors have the effective bits of 18 and 16, respectively. The higher sample rate results in a better frequency control precision. The main reason for this is that the higher sampling rate implements better signal integrity and demodulation accuracy, which increases the precision of the control system. However, the sampling rate is generally limited by the device hardware, such as the alternative AD and DA convertors. In the selectable commercial devices, the sampling rate can only reach 750.0 kHz in a high-precision 18-bit AD.
Optimized Digital Closed-Loop Self-
Oscillation Using PFD-Based CORDIC 4.1. Basic Scheme. According to the simulation analysis, the conventional system performance shown in Figure 2 is affected by the sampling rate and effective bits of the AD and DA. However, the sampling frequency and effective bits of the control system are incompatible at the same time.
In the actual hardware system, the AD and DA convertors with numerous effective bits are impossible to implement at the high sampling frequency simultaneously, which increases the difficulty in improving the system performance. A new digital closed-loop self-oscillation system using the PFDbased CORDIC shown in Figure 6 is proposed to further optimize the system performance. Unlike the foregoing scheme, the output signal of the interface circuit is divided into the amplitude signal and the phase signal before the AD sampling. The amplitude information is processed by the switch demodulation and filtering. Then, the output signal is quantized and sampled by the AD convertor. Since the bandwidth of the demodulated amplitude information is small, the digital signal with a high precision can be acquired by the accurate AD convertor with multiquantization bits and a low sampling frequency. The output phase signal after the comparator is extracted by the PFD. The PFD is implemented directly through the high-speed digital way and can acquire a high-precision phase signal, which avoids using the highspeed, multiquantization bits AD convertor. In the actual circuit, the sampling frequency of the PFD can be increased to the main clock frequency of 12.29 MHz. The DA and AD convertors of the optimized, closed-loop self-oscillation system have the same parameter settings as that of the conventional closed-loop self-oscillation system shown in Figure 2 . Briefly, due to the incompatibility issues between the high sampling rate and numerous effective bits in the conventional control system shown in Figure 2 , the proposed control circuit separately quantifies the amplitude information and the phase information. The amplitude information with approximate DC characteristics improves the quantization precision by increasing the number of effective bits and does not need a high sampling rate to achieve high-precision quantization. The phase information is sampled directly through the highspeed PFD to obtain a high-precision digital phase signal. The accuracy of the digital phase signal is only related to the sampling rate of the PDF and has no direct relationship with the effective bits due to the abandonment of the AD converter. Therefore, the separate quantification between the amplitude and phase significantly reduces the implementation difficulty of the hardware system, while improving the signal sampling accuracy. Figure 7 shows the working state flow of the PFD adapted in the optimized, digital, closed-loop self-oscillation system. 
4.2. System Performance Simulation. The optimized, closedloop control system using the PFD-based CORDIC and the conventional closed-loop control system are simulated to contrast the difference in their system performances. Since there is not a built-in CORDIC block in MATLAB's Simulink, the CORDIC algorithm is implemented by calling the S-function in the MATLAB platform. The S-function is a user-defined Simulink block implemented directly by programming according to the CORDIC algorithm. The output of the NCO alternates periodically the phase signal and the output precision of each phase relies on the iterative depth. The resonant frequency of the tuning fork resonator is set to 25.00 kHz. The effective bits of the DA and AD are set to 16 and 18, respectively, with the sampling frequency of 750.0 kHz. According to the simulation parameters in Table 2 , two control systems are simulated to compare the control performance. Figure 9 illustrates the waveforms of the interface circuit sensitive signal in the simulation model. Similar to the conventional system, the amplitude of the drive sensitive signal in the optimized system can quickly reach the reference value. Figure 10 compares the frequency control waveform between the optimized system and the conventional system. Due to the limit of the system memory, the simulation time is set to 5 seconds. The simulation results shown in Figures  10(a) and 10(b) indicate that the two systems implement an essentially stable tracking of the frequency in 40.00 ms. Compared to the optimized system, the conventional system has a small overshoot. The final control accuracy of the frequency between the optimized system and the conventional system is compared in Figures 10(c) and 10(d) . The frequency control accuracy of the improved system is significantly better than that of the conventional system. Simultaneously, the control system at different sampling frequencies is simulated to verify the influence of the sampling frequency on the system performance. To make the simulation conditions consistent with the optional commercial devices, the sampling frequencies in the conventional system, including the AD/DA and the digital signal processing system in the FPGA, are changed at the same time. However, the optimized system only changes the sampling frequencies of the digital signal processing system in the FPGA and maintains the same sampling frequency of 750.0 kHz in the AD and DA convertors, which mainly reflects the system performance improvement by increasing the sampling frequency of the PFD. The frequency control precision of the optimized system for different sampling rates is shown in Figure 11 . Apparently, the increase in the sampling frequency in both the conventional system, shown in Figure 5 , and Figure 12 : Picture of test prototype with the digital closed-loop driving circuits: (a) the prototype with a conventional control system; (b) the prototype with the optimized control system. the optimized system, shown in Figure 11 , can significantly improve the frequency control accuracy. However, the actual sampling rate of the conventional system is significantly lower than that of the optimized system due to the restrictions of the hardware device, which is the main advantage of the optimized system. By comparing Figure 5 with Figure 11 , we demonstrate that the frequency standard deviation of the conventional system with a sampling frequency of 750.0 kHz is 58.33 mHz, while the frequency standard deviation of the optimized system with sampling frequency of 12.29 MHz is 2.000 mHz, which increases theoretically by 29.20 times compared to the conventional system. In summary, the simulation results confirm that the optimized system can significantly improve the system performance.
Experiment

Structural Characteristics of Resonant Microaccelerometer.
The experiments are implemented by interfacing the biaxial resonant microaccelerometer with the test circuits shown in Figure 12 . The experiments of the amplitude-frequency characteristics are carried out under open-loop conditions by an Agilent 35670A dynamic signal analyzer. An excitation source from the dynamic signal analyzer generates a sweep signal to excite the resonators. Then, the output sensitive signals of the interface circuit are simultaneously analyzed with the dynamic signal analyzer. Figure 13 illustrates the open-loop amplitude-frequency characteristics of the four tuning fork resonators with different acceleration inputs. By changing the deflection angle of the goniometer, different acceleration inputs are exerted on the proof mass and transferred to the tuning fork resonators. The test curves shown in Figure 13 indicate that the input acceleration results in an apparent shift in the natural frequency. However, it does not cause significant changes to the resonant amplitude, which demonstrates that the resonators have good mechanical properties. The experiment results indicate that the original resonant frequencies of the four resonators in the microaccelerometer are 25.00 kHz, 25.03 kHz, 28.23 kHz, and 28.33 kHz, respectively. Two pairs of resonators have an approximate frequency difference of 3.2 kHz, which is consistent with the theoretical design of the device. The frequency difference between two pairs of resonators is conducive to not only eliminating the mechanical coupling between the two axes but also avoiding the same frequency interference between the resonant circuits. Since the digital closed-loop self-oscillation system can automatically lock the resonant frequencies of the resonators, the frequency difference between two pairs of resonators does not affect the structure and parameter design of the digital closed-loop selfoscillation circuit. However, the scale factors between the two axes will be slightly different due to the structural parameter differences between the two pairs of resonators, which can be corrected through subsequent circuits. Figure 14 presents the spectrum of the NCO output at the iterative depth of 26. The center frequency of the NCO is set to 25.00 kHz with a sampling rate of 750.0 kHz. The bits of accumulator and the iteration depth of the CORDIC are set to 28 and 26, respectively. The output signal of the NCO is sent to the DA converter, and the spectrum is measured by the spectrum analyzer. The experiment results demonstrate that the SNR of the NCO is approximately 83.00 dB at the iterative depth of 26.
NCO Test.
At the same time, the performance of the NCO at different iterative depths is shown in Figure 15 . From the overall trend, the SNR is improved significantly with the increase of the iterative depth. However, the SNR remains essentially unchanged when the iteration depth is greater than 11. The calculated noise amplitude at the iterative depth of 26 is 22.90 V, according to the experimental spectrum. The main reason for this is the ideal minimum resolution of the DA convertor being 15.26 V in the reference voltage of 2 V. This analysis illustrates that the SNR is mainly limited by the quantization noise of the DA convertor. Figure 16 shows the frequency control precision of the optimized system for different sampling rates. The center frequency is set to 25.00 kHz and the sampling rates are varied from 192.0 kHz to 12.29 MHz in the experiment. The standard deviation of the frequency is used to evaluate the control precision of the frequency in the optimized system. The experimental results indicate that the standard deviation of the frequency in the optimized system decreases exponentially with the increase of the sampling frequency. The best frequency variance in the optimized system is 37.80 mHz with a sampling rate of 12.29 MHz. In the conventional system, the sampling frequency of the AD that cannot be arbitrarily changed is determined by its chip clock. Therefore, the frequency control accuracy at the fixed sampling frequency of 750.0 kHz is used in the experiment, which gives a standard deviation of 136.7 mHz. The experimental results demonstrate that the best frequency control accuracy of the optimized system is improved by 3.620 times over that of the conventional system. general trend of the test data is consistent with the simulation. However, the experimental results with different effective bits of the AD and DA convertors shown in Figure 17 are significantly larger than the simulation results, especially in the low effective bits of the AD and DA convertors. Another difference between the experimental data and simulation results is the inflection point. However, this subtle distinction can be ignored as the simulation is implemented under ideal conditions. The differences between the experiment and simulation are mainly due to the bit limit of the multiplier and accumulator of the digital demodulator, quantization noise, the structure noise of the biaxial resonant microaccelerometer, and the interface coupling noise of circuits, which are difficult to simulate in the simulation system. The experiments for different sample rates shown in Figure 5 are not performed as the AD and DA convertors cannot achieve higher sample rates in the actual experimental system.
Influence of AD and DA Convertors in the Conventional
System Performance.
The experiment for the system performance is performed to confirm the effectiveness of the digital closed-loop driving based on the CORDIC algorithm. The different acceleration rates are exerted on the proof mass by changing the goniometer deflection angle. Figure 18 illustrates that the measured scale factor along the -axis is 57.55 Hz/g and the transverse sensitivity along theaxis is 1.730%. Similarly, the scale factor along the -axis is 53.88 Hz/g, and the transverse sensitivity along theaxis is 2.960%, which demonstrates that the biaxial resonant The zero bias stabilities of the Allan variance along theaxis are 532.7 g in the conventional system and 100.1 g in the optimized system. The optimized system improves the bias stability of the resonant microaccelerometer by more than 5.320 times compared to the conventional system. The system performance results are summarized in Table 3 . The experimental results demonstrate that the digital closed-loop driving based on the CORDIC algorithm with the PFD for the biaxial resonant microaccelerometer is effective.
Conclusions
Presented in this paper are the design, the simulation, and the experiment of a digital closed-loop driving technique using the PFD-based CORDIC algorithm for a biaxial resonant microaccelerometer. The conventional, digital, closed-loop self-oscillation system is implemented with the CORDIC algorithm in the FPGA device. The system simulation results demonstrate that the compromise between the sampling rate and the quantization accuracy of the AD and DA convertor increases the difficulty in further improvements of the system performance in the conventional, digital, closed-loop selfoscillation system. Accordingly, the digital closed-loop selfoscillation using the PFD-based CORDIC is designed to further optimize the system performance. The simulation results demonstrate that the frequency standard deviation of the optimized system with a sampling frequency of 12.29 MHz increases theoretically by 29.20 times compared to that of the conventional system with a sampling frequency of 750.0 kHz. The influences of the iteration depth of the CORDIC algorithm, sampling rate, and quantization accuracy of the AD and DA convertor on system performance are confirmed in the experiments, which is consistent with the simulation conclusions. Simultaneously, the comparison of the experimental results illustrates that the optimized system improves the bias stability of the resonant microaccelerometer by more than 5.320 times compared to that of the conventional system. This demonstrates that the optimized digital closed-loop driving technique using the PFD-based CORDIC for the biaxial resonant microaccelerometer is effective.
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