Source code clones are categorized into four types of increasing difficulty of detection, ranging from purely textual (Type-1) to purely semantic (Type-4). Most clone detectors reported in the literature work well up to Type-3, which accounts for syntactic differences. In between Type-3 and Type-4, however, there lies a spectrum of clones that, although still exhibiting some syntactic similarities, are extremely hard to detect -the Twilight Zone. Most clone detectors reported in the literature fail to operate in this zone. We present Oreo, a novel approach to source code clone detection that not only detects Type-1 to Type-3 clones accurately, but is also capable of detecting harder-to-detect clones in the Twilight Zone. Oreo is built using a combination of machine learning, information retrieval, and software metrics. We evaluate the recall of Oreo on BigCloneBench, and perform manual evaluation for precision. Oreo has both high recall and precision. More importantly, it pushes the boundary in detection of clones with moderate to weak syntactic similarity in a scalable manner.
INTRODUCTION
Clone detection is the process of locating exact or similar pieces of code within or between software systems. Over the past 20 years, clone detection has been the focus of increasing attention, with many clone detectors having been proposed and implemented (see [47] for a recent survey on this topic). These clone detection approaches and tools differ from each other depending on the goals and granularity of the detection. There are four broad categories of Permission to make digital or hard copies of all or part of this work for personal or classroom use is granted without fee provided that copies are not made or distributed for profit or commercial advantage and that copies bear this notice and the full citation on the first page. Copyrights for components of this work owned by others than ACM must be honored. Abstracting with credit is permitted. To copy otherwise, or republish, to post on servers or to redistribute to lists, requires prior specific permission and/or a fee. Request permissions from permissions@acm.org. ESEC/FSE 2018, 4âĂŞ9 November, 2018, Lake Buena Vista, Florida, United States © 2018 Association for Computing Machinery. ACM ISBN 978-x-xxxx-xxxx-x/YY/MM. . . $15.00 https://doi.org/10.1145/nnnnnnn.nnnnnnn clone detection approaches, ranging from easy-to-detect to harderto-detect clones: textual similarity, lexical similarity, syntactic similarity, and semantic similarity. The literature refers to them as the four commonly accepted types of clones [7, 40] :
• Type-1 (textual similarity): Identical code fragments, except for differences in white-space, layout and comments.
• Type-2 (lexical, or token-based, similarity): Identical code fragments, except for differences in identifier names and literal values.
• Type-3 (syntactic similarity): Syntactically similar code fragments that differ at the statement level. The fragments have statements added, modified and/or removed with respect to each other.
• Type-4 (semantic similarity): Code fragments that are semantically similar in terms of what they do, but possibly different in how they do it. This type of clones may have little or no lexical or syntactic similarity between them. An extreme example of exact semantic similarity that has almost no syntactic similarity, is that of two sort functions, one implementing bubble sort and the other implementing selection sort. Clone detectors use a variety of signals from the code (text, tokens, syntactic features, program dependency graphs, etc.) and tend to aim for detecting specific types of clones, usually up to Type-3. Very few of them attempt at detecting pure Type-4 clones, since it requires analysis of the actual behavior -a hard problem, in general. Starting at Type-3 and onwards, however, lies a spectrum of clones that, although still within the reach of automatic clone detection, are increasingly hard to detect. Reflecting the vastness of this spectrum, the popular clone benchmark BigCloneBench [50] includes subcategories between Type-3 and Type-4, namely Very Strongly Type-3, Strongly Type-3, Moderately Type-3, and Weakly Type-3, which merges with Type-4.
In order to illustrate the spectrum of clone detection, and its challenges, Listing 1 shows one example method followed by several clones of it, from Type-2 to Type-4. The original method takes two numbers and returns a comma-separated sequence of integers in between the two numbers, as a string. The Type-2 clone (starting in line #13) is syntactically identical, and differs only in the identifiers used (e.g. begin instead of start). It is very easy for clone detectors to identify this type of clones. The very strong Type-3 clone (starting in line #25) has some lexical as well as syntactic differences, namely the use of a for-loop instead of a while-loop. Altough harder than Type-2, this subcategory of Type-3 is still relatively easy to detect. The moderate Type-3 clone (starting in line #35) differs even more from the original method: the name of the method is different (seq vs. sequence), the comma is placed in its own local variable, and the type String is used instead of StringBuilder. This subcategory of Type-3 clones is much harder to detect than the previous ones. The weak Type-3 clone (starting in line#46) differs from the original method by a combination of lexical, syntactic and semantic changes: String vs. StringBuilder, a conditional whose logic has changed (< vs >), and it takes one additional input parameter that allows for 1 56 // Type−4 clone 57 String range( short n, short m){ 58 if (n == m) 59 return Short . toString (n) ; 60 return Short . toString (n)+ " , " + range(n+1, m); 61 } different separators. The similarities here are weak and very hard to detect. Finally, the Type-4 clone (starting in line #56) implements similar (but not the exact same) functionality in a completely different manner (through recursion), and it has almost no lexical or syntactic similarities to the original method. Detecting Type-4 clones, in general, requires a deep understanding of the intent of a piece of code, especially because the goal of clone detection is similarity, and not exact equivalence (including for semantics).
Clones that are moderately Type-3 and onward fall in the Twilight Zone of clone detection: reported precision and recall of existing clone detectors drop dramatically for them. For this reason, they are the topic of our work and of this paper. Our goal is to improve the performance of clone detection for these hard-to-detect clones.
We present Oreo, a scalable method-level clone detector that is capable of detecting not just Type-1 through strong Type-3 clones, but also clones in the Twilight Zone. In our experiments, the recall values for Oreo are similar to other state of the art tools in detecting Type-1 to strong Type-3 clones. However, Oreo performs much better on clones where the syntactic similarity reduces below 70% -the area of clone detection where the vast majority of clone detectors do not operate. The number of these harder-to-detect clones detected by Oreo is one to two orders of magnitude higher than the other tools. Moreover, Oreo is scalable to very large datasets.
The key insights behind the development of Oreo are twofold: (1) functionally similar pieces of code tend to do similar actions, as embodied in the functions they call and the state they access; and (2) not all pieces of code that do similar actions are functionally similar; however, it is possible to learn, by examples, a combination of metric weights that can predict whether two pieces of code that do the same actions are clones of each other. For semantic similarity, we use a novel Action Filter to filter out a large number of method pairs that don't seem to be doing the same actions, focusing only on the candidates that do. For those potential clones, we pass them through a supervised machine learning model that predicts whether they are clones or not. A deep learning model is trained based on a set of metrics derived from source code. We demonstrate that Oreo is accurate and scalable.
The results presented in this paper were obtained by training the metrics similarity model using SourcererCC [43] , a state of the art clone detector that has been shown to have fairly good precision and recall up to Type-3 clones (but not Type-4). However, our approach is not tied to SourcererCC; any accurate clone detector can be used to train the model. Specifically, many clone detection techniques like graph-based or AST-based, which are accurate but hard to scale, can be used in the training phase.
The contributions of this paper are as follows:
• Detection of clones in the Twilight Zone. Compared to reported results of other clone detectors in the literature, Oreo's performance on hard-to-detect clones is the best so far.
• Analysis of clones in the Twilight Zone. In addition to quantitative results, we present analysis of examples of harder-to-detect clones -a difficult task, even for humans, of deciding whether they are clones, and the reasons why Oreo succeeds where other clone detectors fail.
• Process-pipeline to learn from slow but accurate clone detector tools and scale to large datasets. Many clone detection approaches, like graph and AST-based techniques, are accurate but hard to scale. We show how they can be used simply to train a model. The trained model then can be used to predict clones on larger datasets in a scalable manner.
• Deep Neural network with Siamese architecture. We propose Siamese architecture [4] to detect clone pairs. An important characteristic of a deep neural network based upon Siamese architecture is that it can handle the symmetry [37] of its input vector; in other words, in training stage, presenting the pair (a, b) to the model will be the same as presenting the pair (b, a), a desirable property in clone detection.
Oreo is publicly available at http://anonimized. All data used in this study is also publicly available, and is submitted as supplementary data.
The remainder of this paper is organized as follows. Section 2 presents three concepts that are parts of our proposed approach and are critical to its performance; Section 3 explains the deep neural network model used in our approach and how it was selected and configured; Section 2.5 describes the clone detection process using the concepts introduced in Sections 2 and 3; Section 4 elaborates on the evaluation of our approach; We present the manual analysis of clone pairs in Section 5; Section 6 discusses the related work in this area; Section 7 presents the limitations of this study, and finally, Section 8 discusses conclusions and future work.
THE OREO CLONE DETECTOR
The goals driving the design of Oreo are twofold: (1) we want to be able to detect clones in the Twilight Zone without hurting accuracy, and (2) we want to be able to process very large datasets consisting of hundreds of millions of methods. In order to accomplish the first goal, we introduce the concept of semantic signature based on actions performed by that method, followed by an analysis of the methods' software metrics. In order to accomplish the second goal, we first use a simple size-based heuristic that eliminates a large number of unlikely clone pairs. Additionally, the use of semantic signatures also allows us to eliminate unlikely clone pairs early on, leaving the metrics analysis to only the most likely clone pairs. Figure 1 gives an overview of Oreo.
Preprocessing
One key strategy to scaling super-linear analysis of large datasets is to preprocess the data as much as possible. Preprocessing consists of a one-time, linear scan of the data with the goal of extracting features from it that allow us to better organize, and optimize, the actual data processing. In Oreo, we preprocess all the files for extraction of several pieces of information about the methods, namely: (1) their semantic signature (Section 2.3), and (2) assorted software metrics. Table 1 shows the 24 method level metrics extracted from the source files. A subset of these metrics is derived from the Software Quality Observatory for Open Source Software (SQO-OSS) [44] . The decision of which SQO-OSS metric to include is based on one simple condition: a metric's correlation with the other metrics should not be higher than a certain threshold. This was done because two highly correlated metrics will convey very similar information, making the presence of one of them redundant. From a pair of two correlated metrics, we retain the metric that is faster to calculate.
Additionally to SQO-OSS, we extract a few more metrics that carry important information. During our initial exploration of clones in the Twilight Zone, we noticed many clone pairs where both methods are using the same type of literals even though the literals themselves are different. For example, there are many cases where both the methods are using either Boolean literals, or String literals. Capturing the types of these literals is important as they contain information that can be used to differentiate methods that operate on different types -a signal that they may be implementing different functionality. As a result, we add a set of metrics (marked with * in the Table 1 ) that capture the information on how many times each type of literal is used in a method.
Size Similarity Sharding
When doing clone detection on real code, the vast majority of method pairs are not clones of each other. However, the clone detector needs to process all possible pairs of methods in order to find out which ones are clones. This can be extremely costly, and even prohibitive on very large datasets, when the technique used for detecting clones is CPU-intensive. A general strategy for speeding up clone detection is to aggressively eliminate unlikely clone pairs upfront based on very simple heuristics.
The first, and simplest, heuristic used by Oreo is size. The intuition is that two methods with considerably different sizes are very unlikely to implement the same, or even similar, functionality. This heuristic can lead to some false negatives, specifically in the case of Type-4 clones. However, in all our experiments, we observed little to no impact on the recall of other clone types, especially those in the Twilight Zone.
As a metric of method size we use the number of tokens in the method, where tokens are language keywords, literals (strings literals are split on whitespace), types, and identifiers. This is the same definition used in other clone detection work (e.g. [43] ). Given a similarity threshold T between 0 and 1, and a method M 1 with x tokens, if a method M 2 is a clone of M 1 , then its number of tokens should be in the range provided in 1.
In Oreo, this size similarity filter is implemeted in the preprocessing phase, by partitioning the dataset into shards based on the size of the methods. We divide the dataset into multiple partitions, such that each partition contains only methods within certain lower and the upper size limits. The partition's lower and upper limits for candidate methods are calculated using Equation 1, where x is substituted with the partition's lower and upper limits. The partitions are made such that any given candidate method will at most belong to two partitions. The remaining components for clone detection are performed only within shards, and not between different shards.
Besides acting as a static filter for eliminating unlikely clones, size-based sharding is also the basis for the creation of indexes that speed up clone detection in subsequent filters.
Another important design detail is that Oreo uses a secondlevel size-based sharding within each top-level shard, for purposes of loading batches of candidate pairs into memory. During clone detection, we load each second-level shard into the memory one by one and query it with all query methods in the shard's parent partition. This leads to fast in-memory lookups, thereby increasing the overall speed of clone-detection.
The idea of input partitioning is not new, and has been used in information retrieval systems many times [8, 31, 35] . Researchers in other fields have explored partitioning based on size and also horizontal partitioning to solve the scalability and speed issues [33] . Here, we apply those lessons to our clone detector.
Semantic Similarity: The Action Filter
Clones in the Twilight Zone have low lexical and syntactic similarity, but still perform similar functions. In order to detect clones in this spectrum, some sort of semantic comparison is necessary. We capture the semantics of methods using a semantic signature consisting of what we call Action tokens. The Action tokens of a method are the tokens corresponding to methods called and fields accessed by that method. Additionally, we capture array accesses (e.g. filename[i] and filename[i+1]) as ArrayAccess and ArrayAccessBinary actions, respectively. This is to capture this important semantic information that Java encodes as syntax. Semantic signatures are extracted during preprocessing. As an example of Action tokens extraction, consider the code in Listing 2, which converts its input argument to an encrypted format. The resulting Action tokens are: getBytes(), getInstance(), update(), digest(), length, append(), toString(), translate(), ArrayAccess, and toString(). 1 These Action tokens, more than the identifiers chosen by the developer, or the types used, are a semantic signature of the method. The intuition is that if two methods perform the same function, they likely call the same library methods and refer the same object attributes, even if the methods are lexically and syntactically different. 1 The ArrayAccess action token stands for hashedPasswd [i] .
Modern libraries provide basic semantic abstractions that developers are likely to use; Oreo assumes the existence and use of these abstractions. Hence, we utilize these tokens to compare semantic similarity between methods. This is done in the first dynamic filter of Oreo, the Action filter.
We use overlap-similarity to calculate the similarity between the Action tokens of two methods. Equation 2 shows the function to calculate the overlap similarity, where A 1 and A 2 are sets of Action Tokens in methods M 1 and M 2 respectively. Each element in these sets is defined as < t, f req >, where t is the Action Token and f req is the number of times this token appears in the method.
In order to speed up comparisons, we create an inverted index of all the methods in a given shard using Action tokens. To detect clones for any method, say M, in the shard, we query this inverted index for the Action tokens of M. Any method, say N, returned by this query becomes a candidate clone of M provided the overlapsimilarity between M and N is greater than a preset threshold. We call M the query method, N a candidate of M, and the pair < M, N > is called candidate pair.
Besides serving as semantic scanner of clone pairs, the Action filter also contributes to making the proposed approach both fast and scalable. This is because it allows us to eliminate, early on, clone pairs for which the likelihood of being clones is low. The Action filter eliminates these pairs prior to further analysis by other components of Oreo.
Using the notion of method calls to find code similarity has been previously explored by Goffi et al. [16] , where method invocation sequences in a code fragment are used to represent a method. We are not interested in the sequence; instead, we use method invocations in a bag of words model, as this model has been shown to be robust in detecting Type-3 clones [43] .
Metrics Similarity
Method pairs that survive the size filter and the Action filter are passed on to a more detailed analysis of their properties. In the case of Oreo, that detailed analysis focuses on the methods' software metrics. Here we explain the reasons for this decision. The next section dives deeper into the metrics similarity component.
Metrics based approaches for clone detection are known to work very well if the goal is to find only Type-1 and Type-2 clones [27, 36, 39] . This is understandable: given the strict definitions of Type-1 and Type-2, the metrics values of such clone pairs should be mostly the same. For Type-3, metrics might look like a good choice, too, because metrics are resilient to changes in identifiers and literals, which is at the core of Type-3 cloning. However, the use of metrics for clones in the Twilight Zone is not straightforward, because these clones may be syntactically different. As such, the use of metrics requires fine tuning over a large number of configurations between the thresholds of each individual metric. Finding the right balance manually can be hard: for example, is the number of conditionals more meaningful than the number of arguments?
After experimenting with manual tuning, we decided to address this issue using a supervised machine learning approach, which is explained in the next section. The method pairs that reach the metrics filter are already known to be similar in size and in their actions. The intuition for using metrics as the final comparison is that methods that are of about the same size and that do similar actions, but have quite different software metrics characteristics are unlikely to be clones. Figure 2 shows Oreo's pipeline in more detail, including the major intermediary data structures. This pipeline makes use of all components presented in this section. Source code files are first given to a Metrics Calculator to extract methods and their software metrics. These metrics form the input to Oreo. Then, input partitioning is conducted as described in Section 2.2, which generates partitions containing query methods and possible candidate methods. Then, for each partition, we create inverted index of its candidates. This inverted index is further partitioned into multiple shards, also explained in Section 2.2. We then load one of its index-shards into the memory. This shard is then queried with all queries of this partition.
Clone Detection Pipeline
For each query method, the index returns a list of candidate clone methods. Then, the hash values of the metrics for each query and its candidates are compared. If metric hash of the query and a candidate are equal, we report them as clones; this is because Type-1 and Type-2 clones have similar structures and thus, equal metric values. If the metric hash is not equal, we pair the candidates with the query and create feature vectors for the candidate pairs. These candidate pairs are then analyzed by the trained model, which predicts if the pair is a clone pair or not. This process is repeated for all partitions and their shards to identify all possible clone pairs. We describe the trained model used in Oreo's pipeline in Section 3.2.
LEARNING METRICS
For anything other than minor deviations from equality, the use of software metrics for clone detection leads to an explosion of configuration options. To address this issue, we use a supervised machine learning approach. The trained model learns the best configuration of the 24 software metrics from a training set of clones and non-clones. In this section, we first describe the dataset used to train the model. Then, we describe the model and explain how it was selected.
Dataset Curation
To prepare a dataset, we download 50k Java projects from GitHub. To ensure we have enough variability in the dataset, the projects are selected randomly. We then extract methods with 50 or more tokens from these projects; this ensures we do not have empty methods in the dataset. Also, it is the standard minimum clone size for benchmarking [7] . To get isClone labels, we used SourcererCC, a state of the art Type-3 clone detector. From this dataset, we randomly sample a labeled dataset of 50M feature vectors, where 25M vectors correspond to clone pairs and other 25M to non clone pairs. Each feature vector has 48 metrics (24 for each member in the pair) and one binary label, named isClone.
For model selection purposes, we randomly divide the dataset into 80% pairs for training, and 20% pairs for testing. One million pairs from the training set are kept aside for validation and hyperparameter tuning purposes.
It should be noted that we do not use BigCloneBench's dataset [50] for training, as this dataset is used for benchmarking purpose only. Training and testing on the benchmarking dataset will induce a significant favorable bias, and we avoid that by creating a fresh dataset for training.
Deep Learning Model
While there exists many machine learning techniques, here we are using deep learning to detect clone pairs. Neural networks, or deep learning methods are among the most prominent machine learning methods that utilize multiple layers of neurons (units) in a network to achieve automatic learning. Each unit applies a nonlinear transformation to its inputs. These methods provide effective solutions due to their powerful feature learning ability and universal approximation properties. These approaches scale well to large datasets, can take advantage of well maintained software libraries and can compute on clusters of CPUs, GPUs and on the cloud. Deep neural networks have been successfully applied to many areas of science and technology [45] , such as computer vision [30] , natural language processing [48] , and even biology [11] .
Here we propose to use a Siamese architecture neural network [4] to detect clone pairs. Siamese architectures are best suited for problems where two objects must be compared in order to assess their similarity. An example of such problems is comparing fingerprints [4] . Another important characteristic of this architecture is that it can handle the symmetry [37] of its input vector. Which means, presenting the pair (m1, m2) to the model will be the same as presenting the pair (m2, m1). This is crucial to our problem as in clone detection, the equality of clone pair (m1, m2) with (m2, m1) is an issue that should be addressed while detecting or reporting clone pairs. The other benefit brought by Siamese architectures is a reduction in the number of parameters. Since the weight parameters are shared within two identical sub neural networks, the number of parameters are less than a plain architecture with same number of layers. Figure 3 shows the Siamese architecture model trained for Oreo. Here, the input to the model is a 48 dimensional vector created using the 24 metrics described in Section 2.4. This input vector is split into two input instances corresponding to two feature vectors associated with two methods. The two identical subnetworks then apply the same transformations on both of these input vectors. These two subnetworks have the same configuration and always share the same parameter values while the parameters are getting updated. Both have 4 hidden layers of size 200, with full connectivity (the output of each neuron in layer n-1 is taken as input of neurons in layer n).
The two outputs of the these subnetworks are then concatenated and fed to the comparator network which has four layers of sizes 200-100-50-25, with full connectivity between the layers. Output of this Comparator network is then fed to the Classification Unit which consists of a logistic unit shown in equation 3. In this equation, x i is the i-th input of the final classification unit, and w i is the weight parameter corresponding to x i . The product w i · x i , is summed over i ranging from 1 to 25 since we have 25 units in Layer 8 (the layer before Classification unit). The output of this unit is a value between 0 and 1, and can be interpreted as the probability of the input pair being a clone. We claim that a clone pair is detected if this value is above 0.5.
All the neurons in the layers use ReLU activation function (O n i = max(I n i , 0), where O n i , I n i are respectively the output and input of the i-th neuron in layer n) [15] to produce their output.
In this model, to prevent overfitting, a regularization technique called dropout [5] is applied to every other layer. In this technique, during training, a proportion of the neurons in a layer are randomly 
Model Selection
To find the model, we experiment with several architectures, for each architecture, several number of layers and units, and several hyper-parameter settings such as learning rate (the rate for updating the weight parameters) and loss function. To compare these models, we compute several classification metrics including accuracy (the rate of correct predictions based on validation dataset labels), Precision (the fraction of retrieved instances that are relevant), Recall (the fraction of relevant instances that are retrieved), Receiver Operating Characteristic (ROC) curve (true positive rate against false positive rate), and Area Under the ROC Curve (AUC). The selection process is described in the rest of this section. As mentioned, in the process of selecting the best model, we also train other models based on different architectures including: (1) A simple logistic regression model, (2) A shallow neural network (Shallow NN) model with a single hidden layer and similar amount of parameters as in Siamese model, and (3) a plain fully connected network (Plain DNN) with the same layer sizes as the full Siamese architecture. For each architecture, we train many models; and for the sake of simplicity, here we compare the best model from each mentioned architecture. All models are trained on the same dataset for 50 epochs and training is terminated if the validation loss stops increasing for two consecutive epochs.
Results comparing the best model from each mentioned architecture are reported in Figure 4 to Figure 8 , as well as Table 2 . The Siamese network model outperforms all other models in every metric. Figure 4 illustrates the accuracy attained by each model through the epochs in Training, and Figure 5 shows the same concept in Validation. The Siamese Deep Neural Network (DNN) and Plain DNN have better accuracy than other two models. However, the Siamese DNN, designed to accommodate the symmetry property of More importantly, this model is performing better than the Plain DNN on the validation set, despite using significantly less free parameters. Thus, the Siamese architecture is considered to have better generalization properties on new samples. Figure 6 depicts how the training loss is decreased over the epochs for each model, and Figure 7 shows the same concept for validation loss. In Figure 6 , we observe that the training loss for logistic regression and shallow NN models stops improving at around 0.8. Whereas, the loss for plain NN and Siamese DNN can go below 0.09 as we train longer. A similar pattern is observed for validation loss in Figure 7 . The large fluctuations for shallow NN are due to the small size of the validation set. Figure 8 shows the ROC curves of the different classifiers and compares the corresponding AUC values for validation dataset. Generally, a good classifier has a high value of area under the ROC curve (measured by AUC) because a large area denotes a high true positive rate and low false negative rate. As shown in Figure 8 , the Siamese architecture leads to the best AUC value (0.995). Finally, Precision and Recall performances on test dataset are compared in Table 2 . The table shows that the Siamese DNN has a recall comparable with the Plain DNN, but has a better precision (0.958 vs 0.939). Totally, Siamese DNN outperforms other models in both precision and recall values.
Other than the mentioned differences, compared to the plain network, the Siamese architecture model has around 25,000 parameters which is 37% less than the plain structure, which leads to less training time and less computation burden.
EVALUATION
We compare Oreo's detection performance against the latest versions of the four publicly available clone detection tools, namely: SourcererCC [43] , NiCad [41] , CloneWorks [51] , and Deckard [18] .
We also wanted to include tools such as SeByte [25] , Kamino [38] , JSCTracker [13] , Agec [22] , and approaches presented in [46, 52, 54, 55] , which claim to detect Type-4 clones. On approaching the authors of these tools, we were communicated that the tool implementation of their techniques currently does not exist and with some authors, we failed to receive a response. Authors of [14] and [19] said that they do not have implementations for detecting Java clones (They work either on C or C++ clones).
As Type-1 and Type-2 clones are relatively easy to detect, we focus primarily on Type-3 clone detectors. The configurations of these tools, shown in Table 3 , are based on our discussions with their developers, and also the configurations suggested in [49] . For Oreo, we carried out a sensitivity analysis of Action filter threshold ranging from 50% to 100% at a step interval of 5%. We observed a good balance between recall and precision at the 55% threshold. In the table, MIT stands for minimum tokens, Θ stands for similarity threshold (for NiCad, it is difference threshold, and for Oreo it is Action filter threshold), Γ stands for threshold for input partition used in Oreo, and BIN and IA, respectively stand for blind identifier normalization and literal abstraction used in NiCad.
Recall
The recall of these tools is measured using Big-CloneEval [50] , which performs clone detection tool evaluation experiments using BigCloneBench [49] , a benchmark of real clones. Big-CloneEval reports recall numbers for Type-1 (T1), Type-2 (T2), Type-3, and Type-4 clones. For this experiment, we consider all clones in BigCloneBench that are 6 lines and 50 tokens in length or greater. This is the standard minimum clone size for measuring recall [7, 49] .
To report numbers for Type-3 and Type-4 clones, the tool further categorizes these types into four subcategories based on the syntactical similarity of the members in the clone pairs, as follows: i) Very Strongly Type-3 (VST3), where the similarity is between 90-100%, ii) Strongly Type-3 (ST3), where the similarity is between 70-90%, iii) Moderately Type-3 (MT3), where the similarity is between 50-70%, and iv) Weakly Type-3/Type-4 (WT3/4), where the similarity is between 0-50%. Syntactical similarity is measured by line and by language token after Type-1 and Type2 normalizations. Table 3 summarizes the recall number for all tools. The recall numbers are summarized per clone category. The numbers in the parenthesis next to the category titles show the number of manually tagged clone pairs for that category in the benchmark dataset. Each clone category has two columns under it, tilted "%", where we show the recall percentage and "#", where we show the number of manually tagged clones detected for that category by each tool. The best recall numbers are presented in bold typeface. We note that we couldn't run Deckard on the BigCloneEval as Deckard produced more than 400G of clone pairs and BigCloneEval failed to process this huge amount of data. The recall numbers shown for Deckard are taken from SourcererCC's paper [43] , where the authors evaluated Deckard's recall on BigCloneBench. The total number of clone pairs are not available for Deckard, and for this reason, we calculated them based on the reported percentage values.
As Table 3 shows, Oreo performs better than every other tool on most of the clone categories, except for ST3 and WT3/T4 categories. CloneWorks performs the best on ST3 and Deckard performs the best on WT3/T4. Performance of Oreo is significantly better than other tools on the harder-to-detect clone categories like MT3 and WT3/T4, where Oreo detects one to two orders of magnitude more clone pairs than SourcererCC, CloneWorks, and NiCad. This is expected as these tools are not designed to detect harder-to-get clones in the Twilight Zone. The recall numbers are very encouraging as they show that beside detecting easier to find clones such as T1, T2, and VST3, Oreo has the capability of detecting clones that are hardly detected by other tools. In future, we would like to investigate deeper to understand why Oreo did not perform as well as Nicad or CloneWorks on ST3 category.
Precision
In the absence of any standard benchmark to measure precision of clone detectors, we compare the precision of these tools manually, which is a common practice used in measuring code clone detection tools precision [43] .
Methodology. For each tool we randomly selected 400 clone pairs, a statistically significant sample with 95% confidence level and 5% confidence interval, from the clone pairs detected by each tool in the recall experiment. The validation of clones were done by two judges, who are also the authors of this paper. The judges were kept blind from the source of each clone pair. Unlike many classification tasks that require fuzzy human judgment, this task required following very strict definitions of what constitutes Type-1, Type-2, Type-3, and Type-4 clones. The conflicts in the judgments were resolved by discussions, which always ended up in consensus simply by invoking the definitions. Table 3 shows precision results for all tools. We found that the precision of Oreo is 89.5%. All other tools except Deckard performed better than Oreo. Deckard's precision is the lowest at 34.8% and Nicad's precision is the highest at 99%. While the precision of Oreo is lower than the other three state of the art tools, it is important to note that Oreo pushes the boundaries of clone detection to the categories where other tools have almost negligible performance.
The recall and precision experiments demonstrate that Oreo is an accurate clone detector capable of detecting clones in Type-1, Type-2, Type-3 and in the Twilight Zone. Also, note that Oreo is trained using the clone pairs produced by SourcererCC. As SourcererCC does not perform well on harder-to-detect categories like ST3, MT3, and WT3/T4, our current training dataset lacked such examples. To address this issue, in future we will train Oreo with an ensemble of state of the art clone detectors.
Scalability
As mentioned before, scalability is an important requirement for the design of Oreo. Most metrics-based clone detectors, including the recent machine learning based ones, tend to grow quadratically with the size of input, which greatly limits the size of dataset to which they can be applied.
We demonstrate the scalability of Oreo in two parts. In the first part, we show the impact of the two-level input partitioning and Action Filter on the number of candidates to be processed. As a reminder, reducing the number of candidates early on in the pipeline, greatly improves the scalability of clone detection tools. The second part is a run time performance experiment.
Dataset for scalability experiments: We are using the entire IJaDataset [1] , a large inter-project Java repository containing 25 ,000 open-source projects (3 million source files, 250MLOC) mined from SourceForge and Google Code. Only 2 other tools (SourcererCC and CloneWorks) have been shown to scale to this dataset.
Number of candidates.
To measure the impact of the Action Filter and two-level input partitioning on the number of candidates, we selected 1,000 random methods as queries from the dataset. We then executed these 1,000 queries on our system to see the impact of the Action filter and input partitioning on the number of candidates to be sent to the metrics-based DNN model. The threshold for Action filter was set to 55%. Also we selected 6 as the number of partitions for input partitioning. Table 4 summarizes the impact. The top row shows the base line case where each query is paired with every method in the dataset, except for itself. This is the modus operandi of many clone detection tools. In the second row, the Action-filter's similarity was set to 1% to minimize it's impact, however, partitions were turned on. For the results in third row, we had kept the Action filter on at 55% similarity threshold but we switched off the partitioning. The bottom row shows the results for number of candidates when both Action filter and input partitioning were switched on. We can see that Action filter has a strong impact on reducing the number of candidate pairs. The partitioning lets us do in-memory computations; together they both help us achieve high speed and scalability.
Run time and resource demands.
Machine and Tool configurations: we used an Intel(R) Xenon(R) CPU E5-4650 2.20GHz machine with 112 cores, 256G memory, and 500G of solid state disk. We modified the tool configurations to detect clones >=10 source lines of code and we also limited the memory usage of each tool to 12G and disk usage to 100G to simulate the scale experiment conditions as described in [43] . We did not run this experiment for NiCad and Deckard as they were previously shown to not scale to this input at the given scale experiment settings.
Oreo scaled to this input, taking 26 Hours and 46 minutes. SourcererCC took 4 hours and 40 minutes, and CloneWorks took 1 hour and 50 minutes to detect the clone pairs on this dataset.
The scalability experiment along with the recall and the precision experiments, demonstrates that Oreo is a scalable clone detector, capable of detecting not just easy categories of clone, but also in the Twilight Zone.
MANUAL ANALYSIS OF SEMANTIC CLONES
During the precision study we saw some pairs which were very hard to classify into a specific class. We also observed some examples where the code snippets had high syntactic similarity but semantically they were implementing different functionality and vice-versa.
We saw an interesting pair in which one method's identifiers were written in Spanish and the other's in English. These methods offered very similar, but not exactly the same, functionality of copying content of a file into another file. The method written in English iterated on a collection of files and copied the contents of each file to an output stream. The method in Spanish copied the content of one file to an output stream. Action Filter correctly identifies the semantic similarities in terms of the library calls of these methods, and later our DNN model correctly recognizes the structural similarity, ignoring the language differences.
Here, we present two examples of clone pairs with semantically similar but syntactically different/weak methods. Listing 3 shows one of the classical examples of Type-4 clone pairs reported by Oreo. As it can be observed, though implemented differently, both of these methods aim to do sorting. The first one implements Insertion Sort, and the second one implements Bubble Sort. The Action filter finds many common Action tokens like three instances of ArrayAccess action tokens, and 2 instances of ArrayAccessBinary action tokens, leading to a high semantic match. Please refer Section 2.3 for details about ArrayAccess and ArrayAccessBinary action tokens. Further, the trained model finds high structural match as both models have two loops where one is nested inside another; first method declares three variables whereas the second declares four. Of course, Oreo doesn't know that both functions are implementing different sorting algorithms, and hence catching a Type-4 clone here can be attributed to chance. Nevertheless, these two implementations share enough semantic and structural similarities to be classified as a clone pair by Oreo.
Another example is illustrated in Listing 4 where both methods attempt to extract the extension of a file name passed to them. The functionality implemented by both methods is the same, however, the second method does an extra check for the presence of / in its input string (line 9). We were not sure whether to classify this example as a WT3/T4 or a MT3 since, although some statements are common in both, they are placed in different positions. Moreover, the syntactic similarity of tokens is also very less as both methods are using different variable names.
These examples very well demonstrate that Oreo is capable of detecting semantically similar clone pairs that share very little syntactical information. Other than true positives, we found some false positives too. An example is shown in Listing 5. Action filter captures similar occurrences of toString() and append() Action Tokens in both methods and finds a high semantic match. The DNN model also finds the structures of both of these methods to be very similar as both contain a loop, an if statement, and both declare same number of variables, leading to the false prediction. Having a list of stop words for Action tokens, that are repeated in many code fragments, may help filter out such methods.
RELATED WORK
There are many clone detection techniques, usually categorized into text-based [12, 20, 21] , token based [2, 3, 23] , tree based [6, 28, 56] , metrics based [10, 24, 27, 36, 39] , and graph-based [9, 26, 29, 34] . These are well-known approches to source code clone detection; details of these techniques can be be found in [42] .
State-of-the-art up to Type-3 clones. Currently, NiCad [41] , SourcererCC [43] , and CloneWorks [51] are the state of the art in detecting up to Type-3 clones. While both SourcererCC and CloneWorks use hybrid of Token and Index based techniques, NiCad uses a text based approach involving Syntactic pretty-printing with flexible code normalization and filtering. Deckard [18] builds characteristic vectors to approximate the structural information in AST of source code, and then clusters these vectors. We provide a comparison of Oreo with the detection and scalability of these approaches in Section 4, showing that it performs better than all of these for harder-to-detect clones.
Techniques to detect Type-4 clones. Gabel et al. [14] find semantic clones by augmenting Deckard [18] with a step for generating vectors for semantic clones. Jiang et al. [19] proposed a method to detect semantic clones by executing code fragments against random inputs. Both of these techniques have been implemented to detect C clones. Unfortunately, precision and recall are not reported, so we cannot compare.
Machine learning techniques. White et al. [55] present an unsupervised deep learning approach to detect clones at method and file levels. They explored the feasibility of their technique by automatically learning discriminating features of source code. They report the precision of their approach to be 93% on 398 files and 480 method-level pairs across eight Java systems. However, recall is not reported on a standard benchmark like BigCloneBench, and there is no analysis of scalability. 2 In Wei and Li's supervised learning approach [54] , a Long-ShortTerm-Memory network is applied to learn representations of code fragments and also to learn the parameters of a hash function such that the Hamming distance between the hash codes of clone pairs is very small. They claim that they tested their approach on BigCloneBench and OJClone datasets. However, it is unclear which dataset they have used for training, and their technique's scalability is not reported. 3 Sheneamer and Kalita's work [46] also uses a supervised learning approach where they use AST and PDG based techniques to generate features. A model is then trained using both semantic and syntactic features. Our approach differs from theirs in the learning approach: they have tried simple and ensemble methods whereas we are using deep learning. The other difference is that our metrics are different from theirs and we do not use semantic features. Instead, we use a semantic filter to filter out candidates that are not semantically similar to the query. The dataset they used to train and test their model is unclear. 4 
LIMITATIONS OF THIS STUDY
The training and evaluation of models is done only on the methods from open source software projects written in Java. Adaptation to other languages is possible, but requires careful consideration of the heuristics and the software metrics described here.
The Action filter we propose may not work for small methods, that are very simple and neither make a call to other methods nor do they refer to any class properties. In this study, the minimum threshold of 50 tokens removes the simpler methods, making Action filter work well. If we decide to pursue clone detection in small methods, we will explore the option of adding method names or their derivatives to mitigate this concern.
The clone detection studies are affected by the configuration of the tools [53] . We mitigate this risk by contacting the authors of different tools and use the configurations suggested by them.
CONCLUSIONS AND FUTURE WORK
In this paper, we introduced a novel approach for code clone detection. Oreo is a combination of information-retrieval, machinelearning, and metric-based approaches. We introduced a novel Action Filter and a two-level input partitioning strategy, which reduces the number of candidates while maintaining good recall. We also introduced a deep neural network with Siamese architecture, which can handle the symmetry of its input vector; A desired characteristic for clone detection. We demonstrated that Oreo makes the metrics based approaches scalable, faster and accurate. We compared Oreo with four other state of the art tools on a standard benchmark and demonstrated that Oreo is scalable, accurate, and it significantly pushes the boundaries of clone detection to harder-to-detect clones in the Twilight Zone. In future, we will explore the possibilities and impacts of training more models at finer granularities, and training using the clones detected by an ensemble of clone detection tools to improve both the recall and the precision of harder-to-detect semantic clones.
