Abstract. These are (mostly) expository notes for lectures on affine Stanley symmetric functions given at the Fields Institute in 2010. We focus on the algebraic and combinatorial parts of the theory. The notes contain a number of exercises and open problems.
The first third (Sections 1 -3) of the article centers on the combinatorics of reduced words. We discuss reduced words in the (affine) symmetric group, the definition of the (affine) Stanley symmetric functions, and introduce the EdelmanGreene correspondence. Section 4 reviews the basic notation of Weyl groups and affine Weyl groups. In Sections 5-9 we introduce and study four algebras: the nilCoxeter algebra, the Kostant-Kumar nilHecke ring, the Peterson centralizer subalgebra of the nilHecke ring, and the Fomin-Stanley subalgebra of the nilCoxeter algebra. The discussion in Section 9 is new, and is largely motivated by a conjecture (Conjecture 5.5) of the author and Postnikov. In Section 10, we give a list of geometric interpretations and references for the objects studied in the earlier sections.
We have not intended to be comprehensive, especially with regards to generalizations and variations. There are four such which we must mention:
(1) There is an important and well-developed connection between Stanley symmetric functions and Schubert polynomials, see [BJS, LSc82] . (2) There is a theory of (affine) Stanley symmetric functions in classical types; see [BH, BL, FK96, LSS10, Pon] . (3) Nearly all the constructions here have K-theoretic analogues. For full details see [Buc02, BKSTY, FK94, LSS] . (4) There is a t-graded version of the theory. See [LLM, LM05, LM07] . We have included exercises and problems throughout which occasionally assume more prerequisites. The exercises vary vastly in terms of difficulty. Some exercises essentially follow from the definitions, but other problems are questions for which I do not know the answer to.
Stanley symmetric functions and reduced words
For an integer m ≥ 1, let [m] = {1, 2, . . . , m}. For a partition (or composition) λ = (λ 1 , λ 2 , . . . , λ ℓ ), we write |λ| = λ 1 + · · · + λ ℓ . The dominance order on partitions is given by λ ≺ µ if for some k > 0 we have λ 1 + λ 2 + · · · + λ j = µ 1 + µ 2 + · · · + µ j for 1 ≤ j < k and λ 1 + λ 2 + · · · + λ k < µ 1 + µ 2 + · · · + µ k . The descent set Des(a) of a word a 1 a 2 · · · a n is given by Des(a) = {i ∈ [n−1] | a i > a i+1 }.
1.1. Young tableaux and Schur functions. We shall assume the reader has some familiarity with symmetric functions and Young tableaux [Mac] [EC2, Ch. 7] . We write Λ for the ring of symmetric functions. We let m λ , where λ is a partition, denote the monomial symmetric function, and let h k and e k , for integers k ≥ 1, denote the homogeneous and elementary symmetric functions respectively. For a partition λ = (λ 1 , λ 2 , . . . , λ ℓ ), we define h λ := h λ1 h λ2 · · · h λ ℓ , and similarly for e λ . We let ., . denote the Hall inner product of symmetric functions. Thus h λ , m µ = m λ , h µ = s λ , s µ = δ λµ .
We shall draw Young diagrams in English notation. A tableau of shape λ is a filling of the Young diagram of λ with integers. A tableau is column-strict (resp. row-strict) if it is increasing along columns (resp. rows). A tableau is standard if it is column-strict and row-strict, and uses each number 1, 2, . . . , |λ| exactly once. A tableau is semi-standard if it is column-strict, and weakly increasing along rows. Thus the tableaux 1 2 4 5 3 6 7 1 1 2 3 4 4 6 are standard and semistandard respectively. The weight wt(T ) of a tableau T is the composition (α 1 , α 2 , . . .) where α i is equal to the number of i's in T . The Schur function s λ is given by s λ (x 1 , x 2 , . . .) = T x wt (T ) where the summation is over semistandard tableaux of shape λ, and for a composition α, we define x α := x α1 1 x α2 2 · · · . For a standard Young tableau T we define Des(T ) = {i | i + 1 is in a lower row than i}. We also write f λ for the number of standard Young tableaux of shape λ. Similar definitions hold for skew shapes λ/µ.
We shall often use the Jacobi-Trudi formula for Schur functions (see [Mac, EC2] ).
Theorem 1.1. Let λ = (λ 1 ≥ λ 2 ≥ · · · ≥ λ ℓ > 0) be a partition. Then s λ = det(h λi+j−i ) ℓ i,j=1 . 1.2. Permutations and reduced words. Let S n denote the symmetric group of permutations on the letters [n] . We think of permutations w, v ∈ S n as bijections [n] → [n], so that the product w v ∈ S n is the composition w • v as functions. The simple transposition s i ∈ S n , i ∈ {1, 2, . . . , n − 1} swaps the letters i and i + 1, keeping the other letters fixed. The symmetric group is generated by the s i , with the relations
The length ℓ(w) of a permutation w ∈ S n is the length of the shortest expression w = s i1 · · · s i ℓ for w as a product of simple generators. Such a shortest expression is called a reduced expression for w, and the word i 1 i 2 · · · i ℓ is a reduced word for w. Let R(w) denote the set of reduced words of w ∈ S n . We usually write permutations in one-line notation, or alternatively give reduced words. For example 3421 ∈ S 4 has reduced word 23123. There is a natural embedding S n ֒→ S n+1 and we will sometimes not distinguish between w ∈ S n and its image in S n+1 under this embedding.
1.3. Reduced words for the longest permutation. The longest permutation w 0 ∈ S n is w 0 = n (n − 1) · · · 2 1 in one-line notation. Stanley [Sta] conjectured the following formula for the number of reduced words of w 0 , which he then later proved using the theory of Stanley symmetric functions. Let δ n = (n, n − 1, . . . , 1) denote the staircase of size n. Theorem 1.2 ( [Sta] ). The number R(w 0 ) of reduced words for w 0 is equal to the number f δn−1 of staircase shaped standard Young tableaux.
The Stanley symmetric function.
Definition 1 (Original definition). Let w ∈ S n . Define the Stanley symmetric function 1 F w by
1 Our conventions differ from Stanley's original definitions by w ↔ w −1 .
We shall establish the following fundamental result [Sta] in two different ways in Sections 2 and 5, but shall assume it for the remainder of this section. Theorem 1.3 ( [Sta] ). The generating function F w is a symmetric function.
A word a 1 a 2 · · · a ℓ is decreasing if a 1 > a 2 > · · · > a ℓ . A permutation w ∈ S n is decreasing if it has a (necessarily unique) decreasing reduced word. The identity id ∈ S n is considered decreasing. A decreasing factorization of w ∈ S n is an expression w = v 1 v 2 · · · v r such that v i ∈ S n are decreasing, and ℓ(w) = r i=1 ℓ(v i ). Definition 2 (Decreasing factorizations). Let w ∈ S n . Then
Example 1. Consider w = s 1 s 3 s 2 s 3 ∈ S 4 . Then R(w) = {1323, 3123, 1232}. Thus
The decreasing factorizations which give m 211 are 31 2 3, 1 32 3, 1 2 32.
1.5. The code of a permutation. Let w ∈ S n . The code c(w) is the sequence c(w) = (c 1 , c 2 , . . . , ) of nonnegative integers given by c i = #{j ∈ [n] | j > i and w(j) < w(i)} for i ∈ [n], and c i = 0 for i > n. Note that the code of w is the same regardless of which symmetric group it is considered an element of.
Let λ(w) be the partition conjugate to the partition obtained from rearranging the parts of c(w −1 ) in decreasing order.
Example 2. Let w = 216534 ∈ S 6 . Then c(w) = (1, 0, 3, 2, 0, 0, . . .), and c(w −1 ) = (1, 0, 2, 2, 1, 0, . . .). Thus λ(w) = (4, 2).
Proof. Left multiplication of w by s i acts on c(w −1 ) by
whenever ℓ(s i w) < ℓ(w). Thus factorizing a decreasing permutation v out of w from the left will decrease ℓ(v) different entries of c(w −1 ) each by 1.
(1) follows easily from this observation.
To obtain (2), one notes that there is a unique decreasing permutation v of length
Example 3. Continuing Example 1, one has w = 2431 in one-line notation. Thus λ(w) = (2, 1, 1), agreeing with Proposition 1.4 and our previous calculation.
Note that L D depends not just on the set D but also on n.
A basic fact relating Schur functions and fundamental quasi-symmetric functions is:
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Proposition 1.5. Let λ be a partition. Then
Definition 3 (Using quasi symmetric functions). Let w ∈ S n . Then
Example 4. Continuing Example 1, we have
, where all subsets are considered subsets of [3] . Note that these are exactly the descent sets of the tableaux 1 2 3 4 1 2 4 3 1 3 4 2 1.7. Exercises.
(1) Prove that |c(w)| := i c i (w) is equal to ℓ(w).
(2) Let S ∞ = ∪ n≥1 S n , where permutations are identified under the embeddings S 1 ֒→ S 2 ֒→ S 3 · · · . Prove that w −→ c(w) is a bijection between S ∞ and nonnegative integer sequences with finitely many non-zero entries. (3) Prove the equivalence of Definitions 1, 2, and 3. (4) What happens if we replace decreasing factorizations by increasing factorizations in Definition 2? (5) What is the relationship between F w and F w −1 ? (6) (Grassmannian permutations) A permutation w ∈ S n is Grassmannian if it has at most one descent.
(a) Characterize the codes of Grassmannian permutations.
(b) Show that if w is Grassmannian then F w is a Schur function. (c) Which Schur functions are equal to F w for some Grassmannian permutation w ∈ S n ? (7) (321-avoiding permutations [BJS] ) A permutation w ∈ S n is 321-avoiding if there does not exist a < b < c such that w(a) > w(b) > w(c). Show that w is 321-avoiding if and only if no reduced word i ∈ R(w) contains a consecutive subsequence of the form j(j + 1)j. If w is 321-avoiding, show directly from the definition that F w is a skew Schur function.
Edelman-Greene insertion
2.1. Insertion for reduced words. We now describe an insertion algorithm for reduced words, due to Edelman and Greene [EG] , which establishes Theorem 1.3, and in addition stronger positivity properties. Related bijections were studied by and by Haiman [Hai] . Let T be a column and row strict Young tableau. The reading word r(T ) is the word obtained by reading the rows of T from left to right, starting with the bottom row.
Let w ∈ S n . We say that a tableau T is a EG-tableau for w if r(T ) is a reduced word for w. For example,
has reading word r(T ) = 23123, and is an EG-tableau for 3421 ∈ S 4 .
Theorem 2.1 ( [EG] ). Let w ∈ S n . There is a bijection between R(w) and the set of pairs (P, Q), where P is an EG-tableau for w, and Q is a standard Young tableau with the same shape as P . Furthermore, under the bijection i ↔ (P (i), Q(i)) we have Des(i) = Des(Q).
Combining Theorem 2.1 with Proposition 1.5 and Definition 3, we obtain:
Corollary 2.2. Let w ∈ S n . Then F w = λ α wλ s λ , where α wλ is equal to the number of EG-tableau for w −1 . In particular, F w is Schur positive.
As a consequence we obtain Theorem 1.3.
Lemma 2.3. Suppose T is an EG-tableau for S n . Then the shape of T is contained in the staircase δ n−1 .
Proof. Since T is row-strict and column-strict, the entry in the i-th row and j-th column is greater than or equal to i + j − 1. But EG-tableaux can only be filled with the numbers 1, 2, . . . , n − 1, so the shape of T is contained inside δ n−1 .
Proof of Theorem 1.2. The longest word w 0 has length n 2 . Suppose T is an EGtableau for w 0 . Since the staircase δ n−1 has exactly n 2 boxes, Lemma 2.3 shows that T must have shape δ n−1 . But then it is easy to see that the only possibility for T is the tableau
Thus it follows from Theorem 2.1 that R(w 0 ) = f δn−1 .
The proof of Theorem 2.1 is via an explicit insertion algorithm. Suppose T is an EG-tableau. We describe the insertion of a letter a into T . If the largest letter in the first row of T is less than a, then we add a to the end of the first row, and the insertion is complete. Otherwise, we find the smallest letter a ′ in T greater than a, and bump a ′ to the second row, where the insertion algorithm is recursively performed. The first row R of T changes as follows: if both a and a+ 1 were present in R (and thus a ′ = a + 1) then the row remains unchanged; otherwise, we replace a ′ by a in R. For a reduced word i = i 1 i 2 · · · i ℓ , we obtain P (i) by inserting i 1 , then i 2 , and so on, into the empty tableau. The tableau Q(i) is the standard Young tableau which records the changes in shape of the EG-tableau as this insertion is performed. 2.2. Coxeter-Knuth relations. Let i be a reduced word. A Coxeter-Knuth relation on i is one of the following transformations on three consecutive letters of i:
Since Coxeter-Knuth relations are in particular Coxeter relations for the symmetric group, it follows that if two words are related by Coxeter-Knuth relations then they represent the same permutation in S n . The following result of Edelman and Greene states that Coxeter-Knuth equivalence is an analogue of Knuth-equivalence for reduced words. 
Exercises and Problems.
(1) For w ∈ S n let 1 × w ∈ S n+1 denote the permutation obtained from w by adding 1 to every letter in the one-line notation, and putting a 1 in front. Thus if w = 24135, we have 1 × w = 135246. Show that F w = F 1×w . (2) Suppose w ∈ S n is 321-avoiding (see Section 1.7). Show that EdelmanGreene insertion of i ∈ R(w) is the usual Robinson-Schensted insertion of i. (3) (Vexillary permutations [BJS] ) A permutation w ∈ S n is vexillary if it avoids the pattern 2143. That is, there do not exist a < b < c < d such that w(b) < w(a) < w(d) < w(c). In particular, w 0 is vexillary. The Stanley symmetric functionF w is equal to a Schur function s λ if and only if w is vexillary [BJS, p.367] . Is there a direct proof using EdelmanGreene insertion? (4) (Shape of a reduced word) The shape λ(i) of a reduced word i ∈ R(w) is the shape of the tableau P (i) or Q(i) under Edelman-Greene insertion. Is there a direct way to read off the shape of a reduced word? (See [TY] for a description of λ 1 (i).) For example, Greene's invariants (see for example [EC2, Ch. 7] ) describe the shape of a word under Robinson-Schensted insertion. (5) (Coxeter-Knuth relations and dual equivalence (graphs)) Show that CoxeterKnuth relations on reduced words correspond exactly to elementary dual equivalences on the recording tableau (see [Hai] ). They thus give a structure of a dual equivalence graph [Ass] on R(w). An independent proof of this (in particular not using EG-insertion), together with the technology of [Ass] , would give a new proof of the Schur positivity of Stanley symmetric functions. (6) (Lascoux-Schützenberger transition) Let (i, j) ∈ S n denote the transposition which swaps i and j. Fix r ∈ [n] and w ∈ S n . The Stanley symmetric functions satisfy [LSc85] the equality (2.1)
where the last term with x = (1 × w)(1, r) is only present if ℓ(x) = ℓ(w) + 1. One obtains another proof of the Schur positivity of F u as follows. Let r be the last descent of u, and let k be the largest index such that u(r) > u(k). Set w = u(r, k). Then the left hand side of (2.1) has only one term F u . Recursively repeating this procedure for the terms F v on the right hand side one obtains a positive expression for F u in terms of Schur functions. (7) (Little's bijection) Little [Lit] described an algorithm to establish (2.1), which we formulate in the manner of [LS06] . A v-marked nearly reduced word is a pair (i, a) where i = i 1 i 2 · · · i ℓ is a word with letters in Z >0 and a is an index such that j = i 1 i 2 · · ·î a · · · i ℓ is a reduced word for v, whereî a denotes omission. We say that (i, a) is a marked nearly reduced word if it is a v-marked nearly reduced word for some v. A marked nearly reduced word is a marked reduced word if i is reduced. Define the directed Little graph on marked nearly reduced words, where each vertex has a unique outgoing edge (i, a) → (i ′ , a ′ ) as follows: i ′ is obtained from i by changing i a to i a − 1. If i a − 1 = 0, then we also increase every letter in i by 1. If i is reduced then a ′ = a. If i is not reduced then a ′ is the unique index not equal to a such that
For a marked reduced word (i, a) such that i is reduced, the forward Little move sends (i, a) to (j, b) where (j, b) is the first marked reduced word encountered by traversing the Little graph. Note that i is a reduced word for u = 53142 which covers w = 43152. The word 3245321 is a reduced word for 514263 = (1 × w)(1, 2).
Check that if you apply the forward Little move to a w-marked reduced word (i, a) where i ∈ R(u) for some u on the left hand side of (2.1), you will get a (w or 1 × w)-marked reduced word (j, b) where j ∈ R(v) for some v on the right hand side of (2.1). This can then be used to prove (2.1). (8) (Dual Edelman-Greene equivalence) Let R(∞) denote the set of all reduced words of permutations. We say that i, i ′ ∈ R(∞) are dual EG-equivalent if the recording tableaux under EG-insertion are the same:
Conjecture 2.5. Two reduced words are dual EG-equivalent if and only if they are connected by forward and backwards Little moves.
For example, both 2134321 and 3245321 of Example 6 Edelman-Greene insert to give recording tableau 1 3 4 2 5 6 7 (9) Fix a symmetric group S n . Is there a formula for the number of EG-tableau of a fixed shape λ? (See also Section 5.4 and compare with formulae for the number of (semi)standard tableaux [EC2] .) (10) There are two common bijections which demonstrate the symmetry of Schur functions: the Bender-Knuth involution [BK] , and the LascouxSchützenberger/crystal operators (see for example [LLT] ). Combine this with Edelman-Greene insertion to obtain an explicit weightchanging bijection on the monomials of a Stanley symmetric function, which exhibits the symmetry of a Stanley symmetric function. Compare with Stanley's original bijection [Sta] . (11) (Jeu-de-taquin for reduced words) There is a theory of Jeu-de-taquin for skew EG-tableaux due to Thomas and Yong [TY09, TY] , where for example one possible slide is
3. Affine Stanley symmetric functions 3.1. Affine symmetric group. For basic facts concerning the affine symmetric group, we refer the reader to [BB] . Let n > 2 be a positive integer. LetS n denote the affine symmetric group with simple generators s 0 , s 1 , . . . , s n−1 satisfying the relations
Here and elsewhere, the indices will be taken modulo n without further mention. The length ℓ(w) and reduced words R(w) for affine permutations w ∈S n are defined in an analogous manner to Section 1.2. The symmetric group S n embeds inS n as the subgroup generated by s 1 , s 2 , . . . , s n−1 . One may realizeS n as the set of all bijections w :
i. In this realization, to specify an element w ∈S n it suffices to give the "window" [w(1), w(2), . . . , w(n)]. The product w · v of two affine permutations is then the composed bijection w • v : Z → Z. Thus ws i is obtained from w by swapping the values of w(i + kn) and w(i + kn + 1) for every k ∈ Z. An affine permutation w ∈S n is Grassmannian if w(1) < w(2) < · · · < w(n). For example, the affine Grassmannian permutation [−2, 2, 6] ∈S 3 has reduced words 2120 and 1210.
3.2. Definition. A word a 1 a 2 · · · a ℓ with letters in Z/nZ is called cyclically decreasing if (1) each letter occurs at most once, and (2) whenever i and i + 1 both occur in the word, i + 1 precedes i.
An affine permutation w ∈S n is called cyclically decreasing if it has a cyclically decreasing reduced word. Note that such a reduced word may not be unique.
Lemma 3.1. There is a bijection between strict subsets of Z/nZ and cyclically decreasing affine permutations w ∈S n , sending a subset S to the unique cyclically decreasing affine permutation which has reduced word using exactly the simple generators {s i | i ∈ S}.
We define cyclically decreasing factorizations of w ∈S n in the same way as decreasing factorizations in S n .
Definition 4. Let w ∈S n . The affine Stanley symmetric functionF w is given bỹ
where the summation is over cyclically decreasing factorizations of w. Lam06] ). The generating functionF w is a symmetric function.
Theorem 3.2 can be proved directly, as was done in [Lam06] . We shall establish Theorem 3.2 using the technology of the affine nilHecke algebra in Sections 6-8. Some immediate observations:
(1)F w is a homogeneous of degree ℓ(w).
(2) If w ∈ S n , then a cyclically decreasing factorization of w is just a decreasing factorization of w, It is shown in [BB] that there is a bijection between codes and affine permutations and that ℓ(w) = |c(w)| := n i=1 c i . We define λ(w) as for usual permutations (see Section 1). For example, for w = s 2 s 0 s 1 s 2 s 1 s 0 = [−4, 3, 7] ∈S 3 , one has c(w −1 ) = (5, 1, 0) and λ = (2, 1, 1, 1, 1). Let B n denote the set of partitions λ satisfying λ 1 < n, called the set of (n − 1)-bounded partitions. The analogue of Proposition 1.4 has a similar proof.
3.4. Λ (n) and Λ (n) . Let Λ (n) ⊂ Λ be the subalgebra generated by h 1 , h 2 , . . . , h n−1 , and let Λ (n) := Λ/I (n) where I (n) is the ideal generated by m µ for µ / ∈ B n . A basis for Λ (n) is given by {h λ | λ ∈ B n }. A basis for Λ (n) is given by {m λ | λ ∈ B n }. The ring of symmetric functions Λ is a Hopf algebra, with coproduct given by ∆(h k ) = k j=0 h j ⊗ h k−j . Equivalently, the coproduct of f (x 1 , x 2 , . . .) ∈ Λ can be obtained by writing f (x 1 , x 2 , . . . , y 1 , y 2 , . . .) in the form i f i (x 1 , x 2 , . . .) ⊗ g i (y 1 , y 2 , . . .) where f i and g i are symmetric in x's and y's respectively. Then
The ring Λ is self Hopf-dual under the Hall inner product. That is, one has ∆f, g ⊗ h = f, gh for f, g, h ∈ Λ. Here the Hall inner product is extended to Λ ⊗ Λ in the obvious way. The rings Λ (n) and Λ (n) are in fact Hopf algebras, which are dual to each other under the same inner product. We refer the reader to [Mac] for further details.
3.5. Affine Schur functions. Stanley symmetric functions expand positively in terms of the basis of Schur functions (Corollary 2.2). We now describe the analogue of Schur functions for the affine setting.
For λ ∈ B n , we letF λ :=F w where w ∈S 0 n is the unique affine Grassmannian permutation with λ(w) = λ. These functionsF λ are called affine Schur functions (or dual k-Schur functions, or weak Schur functions).
Theorem 3.5 ([LM07, Lam06]). The affine Schur functions
Proof. By Proposition 3.4, the leading monomial term ofF λ is m λ . Thus {F λ | λ ∈ B m } is triangular with resepect to the basis {m λ | λ ∈ B m }, so that it is also a basis.
We let {s 3.6. Example: The case ofS 3 . To illustrate Theorem 3.5, we completely describe the affine Schur functions forS 3 .
Proposition 3.7. Let w ∈S n be the affine Grassmannian permutation corresponding to the partition (2
Proposition 3.8. The affine Schur functionF 2 a ,1 b is given bỹ
Example 8. For w = 1210, we have a = 1 and b = 2. Thus R(w) = {1210, 2120} has cardinality 2 1 = 2, andF 2,1 2 = m 211 + 2m 1111 . Example 9. The affine Stanley symmetric function of Example 7 expands as
agreeing with Theorem 3.6.
Exercises and problems.
(1) (Coproduct formula [Lam06] For example, one might ask that affine Stanley symmetric functions expand positively in terms of such a family of quasi-symmetric functions. Affine Stanley symmetric functions do not in general expand positively in terms of fundamental quasi-symmetric functions (see [McN, Theorem 5.7] ). (7) Find closed formulae for numbers of reduced words in the affine symmetric groupsS n , n > 3, extending Proposition 3.7. Are there formulae similar to the determinantal formula, or hook-length formula for the number of standard Young tableaux? (8) (n-cores) A skew shape λ/µ is a n-ribbon if it is connected, contains n squares, and does not contain a 2×2 square. An n-core λ is a partition such that there does not exist µ so that λ/µ is a n-ribbon. There is a bijection between the set of n-cores and the affine Grassmannian permutaitonsS 0 n . Affine Schur functions can be described in terms of tableaux on n-cores, called k-tableau [LM05] (or weak tableau in [LLMS] ). (9) (Cylindric Schur functions [Pos, McN] ) Let C(k, n) denote the set of lattice paths p in Z 2 where every step either goes up or to the right, and which is invariant under the translation (x, y) → (x+n−k, y +k). Such lattice paths can be thought of as the boundary of an infinite periodic Young diagram, or equivalently of a Young diagram on a cylinder. We write p ⊂ q if p lies completely to the left of q. A cylindric skew semistandard tableau is a sequence p 0 ⊂ p 1 ⊂ · · · ⊂ p k of p i ∈ C(k, n) where the region between p i and p i+1 does not contain two squares in the same column. One obtains [Pos] 
Root systems and Weyl groups
In this section, we let W be a finite Weyl group and W af denote the corresponding affine Weyl group. We shall assume basic familiarity with Weyl groups, root systems, and weights [Hum, Kac] . 4.1. Notation for root systems and Weyl groups. Let A = (a ij ) i,j∈I af denote an affine Cartan matrix, where I af = I ∪ {0}, so that (a ij ) i,j∈I is the corresponding finite Cartan matrix. For example, for typeÃ n−1 (corresponding toS n ) and n > 2 we have I af = Z/nZ and
The affine Weyl group W af is generated by involutions {s i | i ∈ I af } satisfying the relations (s i s j ) mij = id, where for i = j, one defines m ij to be 2, 3, 4, 6, ∞ according as a ij a ji is 0, 1, 2, 3, ≥ 4. The finite Weyl group W is generated by {s i | i ∈ I}. For the symmetric group W = S n , we have I = [n − 1], m i,i+1 = 3, and m ij = 2 for |i − j| ≥ 2.
Let R be the root system for W . Let R + denote the positive roots, R − denote the negative roots and {α i | i ∈ I} denote the simple roots. Let θ denote the highest root of R + . Let ρ = 1 2 α∈R + α denote the half sum of positive roots. Also let {α ∨ i | i ∈ I} denote the simple coroots. We write R af and R + af for the affine root system, and positive affine roots. The positive simple affine roots (resp. coroots) are {α i | i ∈ I af } (resp. {α
The null root δ is given by δ = α 0 + θ. A root α is real if it is in the W af -orbit of the simple affine roots, and imaginary otherwise. The imaginary roots are exactly {kδ | k ∈ Z \ {0}}. Every real affine root is of the form α + kδ, where α ∈ R. The root α + kδ is positive if k > 0, or if k = 0 and α ∈ R + . Let Q = ⊕ i∈I Z · α i denote the root lattice and let Q ∨ = ⊕ i∈I Z · α ∨ i denote the co-root lattice. Let P and P ∨ denote the weight lattice and co-weight lattice respectively. Thus Q ⊂ P and Q ∨ ⊂ P ∨ . We also have a map Q af = ⊕ i∈I af Z · α i → P given by sending α 0 to −θ (or equivalently, by sending δ to 0). Let ., . denote the pairing between P and P ∨ . In particular, one requires that α ∨ i , α j = a ij . The Weyl group acts on weights via s i · λ = λ − α ∨ i , λ α i (and via the same formula on Q or Q af ), and on coweights via s i · µ = µ − µ, α i α ∨ i (and via the same formula on Q ∨ ). For a real root α (resp. coroot α ∨ ), we let s α (resp. s α ∨ ) denote the corresponding reflection, defined by s α = wr i w −1 if α = w · α i . The reflection s α acts on weights by s α · λ = λ − α ∨ , λ α.
Example 10. Suppose W = S n and W af =S n . We have positive simple roots α 1 , α 2 , . . . , α n−1 and an affine simple root α 0 . The finite positive roots are
The reflection s αi,j is the transposition (i, j). The highest root is θ = α 1 + · · · + α n−1 . The affine positive roots are R + af = {α i,j | i < j}, where for simple roots the index is taken modulo n. Note that one has α i,j = α i+n,j+n . The imaginary roots are of the form α i,i+kn . For a real root α i,j , the reflection s αi,j is the affine transposition (i, j).
The weight lattice can be taken to be P = Z n /(1, 1, . . . , 1), and the coweight lattice to be P ∨ = {(x 1 , x 2 , . . . , x n ) ∈ Z n | i x i = 0}. The roots and coroots are then α i,j = e i − e j = α ∨ i,j (though the former is in P and the latter is in P ∨ ). The inner product P ∨ × P → Z is induced by the obvious one on Z n .
4.2.
Affine Weyl group and translations. The affine Weyl group can be expressed as the semi-direct product W af = W ⋉ Q ∨ , as follows. For each λ ∈ Q ∨ , one has a translation element t λ ∈ W af . Translations are multiplicative, so that t λ ·t µ = t λ+µ . We also have the conjugation formula w t λ w −1 = t w·λ for w ∈ W and λ ∈ Q ∨ . Let s 0 denote the additional simple generator of W af . Then translation elements are related to the simple generators via the formula
Example 11. For W af =S n , and λ = (λ 1 , λ 2 , . . . , λ n ) ∈ Q ∨ , we have
The element wt λ acts on µ ∈ P via (4.1)
In other words, the translations act trivially on the finite weight lattice. This action is called the level zero action. Let ℓ : W af → Z ≥0 denote the length function of W af . Thus ℓ(w) is the length of the shortest reduced factorization of w. Exercise 1. For w t λ ∈ W af , we have
where χ(α) = 0 if α ∈ R + and χ(α) = 1 otherwise.
A coweight λ is dominant (resp. anti-dominant) if λ, α ≥ 0 (resp. ≤ 0) for every root α ∈ R + .
Exercise 2. Suppose λ ∈ Q ∨ is dominant. Then ℓ(t wλ ) = 2 λ, ρ . 
Let

NilCoxeter algebra and Fomin-Stanley construction
Let W be a Weyl group and W af be the corresponding affine Weyl group. 5.1. The nilCoxeter algebra. The nilCoxeter algebra A 0 is the algebra over Z generated by {A i | i ∈ I} with relations
The algebra A 0 is graded, where A i is given degree 1. The corresponding algebra for the affine Weyl group will be denoted (A af ) 0 .
Proposition 5.1. The nilCoxeter algebra A 0 has basis {A w | w ∈ W }, where A w = A i1 A i2 · · · A i ℓ for any reduced word i 1 i 2 · · · i ℓ of w. The mulitplication is given by
Fomin and Stanley's construction.
Suppose W = S n . We describe the construction of Stanley symmetric functions of Fomin and Stanley [FS] . Define
For example, when n = 4, we have
where
Lemma 5.2 ([FS]
). The generating function h(t) = k h k t k has the product expansion h(t) = (1 + t A n−1 )(1 + t A n−2 ) · · · (1 + t A 1 ).
Definition 5 (NilCoxeter algebra). The Stanley symmetric function F w is the coefficient of A w in the product
Lemma 5.3 ([FS]). We have h(x)h(y) = h(x)h(y).
Thus for every k, l we have
Proof. We observe that (1 + xA i ) and (1 + yA j ) commute whenever |i − j| ≥ 2 and that
Assuming by induction that the result is true for S n−1 we calculate
Proof of Theorem 1.3. Follows immediately from Definition 5 and Lemma 5.3.
The following corollary of Lemma 5.3 suggests a way to generalize these constructions to other finite and affine Weyl groups.
Corollary 5.4. The elements h k generate a commutative subalgebra of A 0 .
We call the subalgebra of Corollary 5.4 the Fomin-Stanley sublagebra of A 0 , and denote it by B. As we shall explain, the combinatorics of Stanley symmetric functions is captured by the algebra B, and the information can be extracted by "picking a basis". 5.3. A conjecture. We take W to be an arbitrary Weyl group. For basic facts concerning the exponents of W , we refer the reader to [Hum] . The following conjecture was made by the author and Alex Postnikov. Let (R + , ≺) denote the partial order on the positive roots of W given by α ≺ β if β − α is a positive sum of simple roots, and let J(R + , ≺) denote the set of upper order ideals of (R + , ≺).
Conjecture 5.5. The (finite) nilCoxeter algebra A 0 contains a graded commutative subalgebra B ′ satisfying:
(1) Over the rationals, the algebra B ′ ⊗ Z Q is generated by homogeneous elements h i1 , h i2 , . . . , h ir ∈ A 0 with degrees deg(h ij ) = i j given by the exponents of W .
(2) The Hilbert series P (t) of B ′ is given by
In particular, the dimension of B ′ is a the generalized Catalan number for W (see for example [FR] ). (3) The set B ′ has a homogeneous basis {b I | I ∈ J(R + , ≺)} consisting of elements which are nonnegative linear combinations of the A w . (4) The structure constants of the basis {b I } are positive.
In the sequel we shall give an explicit construction of a commutative subalgebra B and provide evidence that it satisfies Conjecture 5.5.
Suppose W = S n . We show that B ′ = B satisfies Conjecture 5.5. The upper order ideals I of (R + , ≺) are naturally in bijection with Young diagrams fitting inside the staircase δ n−1 . For each partition λ we define the noncommutative Schur functions s λ ∈ B, following Fomin and Greene [FG] , by writing s λ as a polynomial in the h i , and then replacing h i by h i . (We set h k = 0 if k ≥ n, and h 0 = 1.) Fomin and Greene show that s λ is a nonnegative linear combination of the A w 's (but it will also follow from our use of the Edelman-Greene correspondence below).
Proposition 5.6 (Lam -Postnikov) . The set {s λ | λ ⊆ δ n−1 } ⊂ B is a basis for B.
Proof. Let ., . : A 0 ⊗ A 0 → Z be the inner product defined by extending bilinearly A w , A v = δ wv . Rewriting the definition of Stanley symmetric functions and using the Cauchy identity, one has
It follows that the coefficient of A w in s λ is α wλ , the coefficient of s λ in F w . By Lemma 2.3, we have s λ = 0 unless λ ⊆ δ n−1 . It remains to show that this set of s λ are linearly independent. To demonstrate this, we shall find, for each λ ∈ δ n−1 , some w ∈ S n such that F w = s λ + µ≺λ α wµ s µ .
Since s λ = m λ + µ≺λ K λµ m µ (where the K λµ are the Kostka numbers), by Proposition 1.4 it suffices to show that the permutation w with code c(w) = λ lies in S n . Let λ = (λ 1 ≥ λ 2 ≥ . . . ≥ λ ℓ > 0). Then define w recursively by w(i) = min{j > λ i | j / ∈ {w(1), w(2), . . . , w(i − 1)}. Since λ i ≤ n − i, we have w(i) ≤ n. By construction w ∈ S n and has code c(w) = λ.
Then we have 
Exercises and Problems.
(1) In Example 12 every A w occurs exactly once, except for w = s 1 s 3 . Explain this using Theorem 2.4.
(2) (Divided difference operators) Let ∂ i , 1 ≤ i ≤ n − 1 denote the divided difference operator acting on polynomials in x 1 , x 2 , . . . , x n by
Show that A i → ∂ i generates an action of the nilCoxeter algebra A 0 for S n on polynomials. Is this action faithful? (3) (Center) What is the center of A 0 and of (A af ) 0 ? (4) Does an analogue of Conjecture 5.5 also hold for finite Coxeter groups which are not Weyl groups? (5) How many terms (counted with multiplicity) are there in the elements s λ of Proposition 5.6? This is essentially the same problem as (9) in Section 2.3 (why?).
The affine nilHecke ring
Kostant and Kumar [KK] introduced a nilHecke ring to study the topology of Kac-Moody flag varieties. Let W be a Weyl group and W af be the corresponding affine Weyl group. 6.1. Definition of affine nilHecke ring. In this section we study the affine nilHecke ring A af of Kostant and Kumar [KK] . Kostant and Kumar define the nilHecke ring in the Kac-Moody setting. The ring A af below is a "small torus" variant of their construction for the affine Kac-Moody case.
The affine nilHecke ring A af is the ring with a 1 given by generators {A i | i ∈ I af } ∪ {λ | λ ∈ P } and the relations
for λ ∈ P , (6.1)
where the "scalars" λ ∈ P commute with other scalars. Thus A af is obtained from the affine nilCoxeter algebra (A af ) 0 by adding the scalars P . The finite nilHecke ring is the subring A of A af generated by
Let w ∈ W af and let w = s i1 · · · s i l be a reduced decomposition of w. Then A w := A i1 · · · A i l is a well defined element of A af , where A id = 1.
Let S = Sym(P ) denote the symmetric algebra of P . The following basic result follows from [KK, Theorem 4.6] , and can be proved directly from the definitions.
Lemma 6.1. The set {A w | w ∈ W af } is an S-basis of A af .
Lemma 6.2. The map W af → A af given by s i → 1 − α i A i ∈ A af is a homomorphism.
Proof. We calculate that
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If
Then a ij = a ji = −1 and we calculate that
Since the above expression is symmetric in i and j, we conclude that
Exercise 4. Complete the proof of Lemma 6.2 for
It follows from Lemma 6.1 that the map of Lemma 6.2 is an isomorphism onto its image. Abusing notation, we write w ∈ A af for the element in the nilHecke ring corresponding to w ∈ W af under the map of Lemma 6.2. Then W af is a basis for
Lemma 6.3. Suppose w ∈ W af and s ∈ S. Then ws = (w · s)w.
Proof. It suffices to establish this for w = s i , and s = λ ∈ P . We calculate
6.2. Coproduct. We follow Peterson [Pet] in describing the coproduct of A af . Kostant and Kumar [KK] take a slightly different approach.
Proposition 6.4. Let M and N be left A af -modules. Define
Under this action we have
Proof. By s i = 1 − α i A i , we see that
The formula (6.4) then follows. Also
agreeing with Lemma 6.3. Since W af forms a basis of A af over Frac(S), this shows that one has an action of A af ⊗ S Frac(S), assuming that scalars can be extended to Frac(S). This would be the case if M ⊗ S N is a free S-module, which is the case if we take M = A af = N . Since A af ⊗ S A af is the universal case, it follows that one obtains an action of A af in general.
Consider the case M = A af = N . By Proposition 6.4 there is a left S-module homomorphism ∆ :
Remark 6.5. We caution that A af ⊗ S A af is not a well-defined ring with the obvious multiplication.
6.3. Exercises and Problems. The theory of nilHecke rings in the Kac-Moody setting is well-developed [KK, Kum] .
(1) The following result is [KK, Proposition 4.30] . Let w ∈ W af and λ ∈ P . Then
where α is always taken to be a positive root of W af . The coefficients α ∨ , λ are known as Chevalley coefficients.
(2) (Center) What is the center of A af ? (See [Lam08, Section 9] for related discussion.)
Peterson's centralizer algebras
Peterson studied a subalgebra of the affine nilHecke ring in his work [Pet] on the homology of the affine Grassmannian. 7.1. Peterson algebra and j-basis. The Peterson centralizer subalgebra P is the centralizer Z A af (S) of the scalars S in the affine nilHecke ring A af . In this section we establish some basic properties of this subalgebra. The results here are unpublished works of Peterson.
Lemma 7.1. Suppose a ∈ A af . Write a = w∈W af a w w, where a w ∈ Frac(S). Then a ∈ P if and only if a w = 0 for all non-translation elements w = t λ .
Proof. By Lemma 6.3, we have for s ∈ S ( w a w w)s = w a w (w · s)w and so a ∈ P implies a w (w ·s) = a w s for each s. But using (4.1), one sees that every w ∈ W af acts non-trivially on S except for the translation elements t λ . Since S is an integral domain, this implies that a w = 0 for all non-translation elements.
Lemma 7.2. The subalgebra P is commutative.
Proof. Follows from Lemma 7.1 and the fact that the elements t λ commute, and commute with S.
The following important result is the basis of Peterson's approach to affine Schubert calculus via the affine nilHecke ring.
Theorem 7.3 ( [Pet, Lam08] ). The subalgebra P has a basis {j w | w ∈ W 0 af } where
Peterson constructs the basis of Theorem 7.3 using the geometry of based loop spaces (see [Pet, Lam08] ). We sketch a purely algebraic proof of this theorem, following the ideas of Lam, Schilling, and Shimozono [LSS] .
7.2. Sketch proof of Theorem 7.3. Let Fun(W af , S) denote the set of functions ξ : W af → S. We may think of functions ξ ∈ Fun(W af , S) as functions on A af , by the formula ξ( w∈W af a w w) = w∈W af ξ(w)a w . Note that if a = w∈W af a w w ∈ A af , the a w may lie in Frac(S) rather than S, so that in general ξ(a) ∈ Frac(S). Define Finally, Lemma 7.4 follows from the following description of Ξ af and Ξ 0 af , the latter due to Goresky-Kottwitz-Macpherson [GKM, Theorem 9.2] . See [LSS] for an algebraic proof in a slightly more general situation.
Proposition 7.5. Let ξ ∈ Fun(W af , S). Then ξ ∈ Ξ af if and only if for each α ∈ R, w ∈ W af , and each integer d > 0 we have
Let ξ ∈ Fun(W af , S) satisfy ξ(w) = ξ(v) whenever wW = vW . Then ξ ∈ Ξ 0 af if it satisfies (7.1).
Remark 7.6. The ring Ξ af is studied in detail by Kostant and Kumar [KK] in the Kac-Moody setting.
Exercises and Problems.
(1) Show that ∆ sends P to P⊗P. Show that the coproduct structure constants of P in the j-basis are special cases of the coproduct structure constants of A af in the A w -basis. (2) (j-basis for translations [Pet, Lam08] ) Prove using Theorem 7.3 that
(3) (j-basis is self-describing) Show that the coefficients j x w directly determine the structure constants of the {j w } basis.
(4) Find a formula for j sit λ (see [LS10, Proposition 8.5 ] for a special case). (5) Extend the construction of P, and Theorem 7.3 to extended affine Weyl groups. (6) (Generators) Find generators and relations for P. This does not appear to be known even if type A. (7) Find general formulae for j w in terms of A x . See [LS10] for a formula in terms of quantum Schubert polynomials, which however is not very explicit.
(Affine) Fomin-Stanley algebras
Let φ 0 : S → Z denote the map which sends a polynomial to its constant term. For example, φ 0 (3α 2 1 α 2 + α 2 + 5) = 5. 8.1. Commutation definition of affine Fomin-Stanley algebra. We write (A af ) 0 for the affine nilCoxeter algebra. There is an evaluation at 0 map φ 0 : A af → (A af ) 0 given by φ 0 ( w a w A w ) = w φ 0 (a w ) A w . We define the affine FominStanley subalgebra to be B af = φ 0 (P) ⊂ (A af ) 0 . The following results follow from Lemma 7.2 and Theorem 7.3.
Lemma 8.1. The set B af ⊂ (A af ) 0 is a commutative subalgebra of (A af ) 0 . Lam08] ). The subalgebra B af ⊂ (A af ) 0 is given by
Proposition 8.3 is proved in the following exercises (also see [Lam08, Propositions 5.1, 5.3, 5.4 
]).
Exercise 5.
(1) Check that a ∈ B af satisfies φ 0 (as) = φ 0 (s)a for all s ∈ S, thus obtaining one inclusion. (2) Show that if a = w∈W a w A w ∈ A 0 lies in B af , then a is a multiple of A id .
(Hint: the action of A 0 on S via divided difference operators is faithful. See Section 5.4.) (3) Suppose that a ∈ (A af ) 0 satisfies the condition φ 0 (as) = φ 0 (s)a for all s ∈ S. Use (2) to show that a must contain some affine Grassmannian term A w , w ∈ W 0 af . Conclude by Theorem 8.2 that a ∈ B af . A basic problem is to describe B af explicitly. We shall do so in type A, following [Lam08] and connecting to affine Stanley symmetric functions. For other types, see [LSS10, Pon] .
8.2. Noncommutative k-Schur functions. In the remainder of this section, we take W = S n and W af =S n . We definẽ
Definition 6. The affine Stanley symmetric functionF w is given bỹ
where the sum is over compositions α = (α 1 , α 2 , . . . , α ℓ ).
Below we shall show that 
where the sum on the left hand side is over all compositions.
Proof. Since {s (k) λ } and {F λ } are dual bases, we have by standard results in symmetric functions [EC2, Mac] 
. Now take the image of this equation under the map Λ (n) → (A af ) 0 , given by h i →h i .
It follows from Definition 6 and Proposition 8.5 that
Thus the coefficient of A w in s
λ is equal to the coefficient ofF λ inF w . By Theorem 3.5, it follows that
In particular, Lam08] ). The subalgebra of (A af ) 0 generated byh 1 , . . . ,h n−1 is isomorphic to Λ (n) , with basis given by s (k) λ . 8.3. Cyclically decreasing elements. For convenience, for I Z/nZ we define A I := A w , where w is the unique cyclically decreasing affine permutation which uses exactly the simple generators in I.
Theorem 8.7 ( [Lam08] ). The affine Fomin-Stanley subalgebra B af is generated by the elementsh k , and we have j We give a slightly different proof to the one in [Lam08] .
Proof. We begin by showing thath k ∈ B af . We will view S as sitting inside the polynomial ring Z[x 1 , x 2 , . . . , x n ]; the commutation relations of A af can easily be extended to include all such polynomials. To show thath k ∈ B af it suffices to check that φ 0 (h k x i ) = 0 for each i. But by the Z/nZ-symmetry of the definition of cyclically decreasing, we may assume i = 1.
We note that
Given a size k−1 subset J ⊂ Z/nZ not containing 1, we see that the term A J comes up in two ways: from φ 0 (A J∪{1} x 1 ) with a positive sign, and from φ 0 (A J∪{r ′ } x 1 ) with a negative sign, where r + 1, . . . , n − 1, 0 all lie in J. Thush k ∈ B af for each k. It follows that theh k commute, and by (8.1), it follows that j 0 w = s (k) λ and in particularh i generate B af . 8.4. Coproduct. The map ∆ : A af → A af ⊗ S A af equips P with the structure of a Hopf-algebra over S: to see that ∆ sends P to P ⊗ S P, one uses ∆(t λ ) = t λ ⊗ t λ and Lemma 7.1. Applying φ 0 , the affine Fomin-Stanley algebra B af obtains a structure of a Hopf algebra over Z.
Theorem 8.8 ( [Lam08] ). The map Λ (n) → B af given by h i →h i is an isomorphism of Hopf algebras.
By Proposition 8.6, to establish Theorem 8.8 it suffices to show that ∆(h k ) = k j=0h j ⊗h k−j . This can be done bijectively, using the definition in Section 6.2. 8.5. Exercises and Problems. Let W be of arbitrary type.
( [BSZ, Corollary 3.7] ) Define the noncommutative power sums p k ∈ B af as the image in B af of p k ∈ Λ (n) under the isomorphism of Proposition 8.6. Find an explicit combinatorial formula for p k . (See also [FG] .) (6) Is there a nice formula for the number of terms in the expression of j 0 w in terms of {A x }? This is an "affine nilCoxeter" analogue of asking for the number of terms s λ (1, 1, . . . , 1) in a Schur polynomial. (7) Find a combinatorial formula for the coproduct structure constants in the j-basis. These coefficients are known to be positive [Kum] . (8) Find a combinatorial formula for the j-basis. It follows from work of Peterson (see also [Lam08, LS10] ) that the coefficients j x w are positive.
Finite Fomin-Stanley subalgebra
In this section we return to general type. There is a linear map κ : A → (A af ) 0 given by κ(A w ) = A w w ∈ W 0 otherwise.
The finite Fomin-Stanley algebra B is the image of P under κ. Since κ(h k ) = h k , this agrees with the definitions in Section 5. This supports Conjecture 9.1(2), and shows that κ(j 0 w ) does not have to be equal to 0 or to some b I .
In the following we allow ourselves some geometric arguments and explicit calculations in other types to provide evidence for Conjecture 9.1.
Example 15. Let W = G 2 with long root α 1 and short root α 2 . Thus α 0 is also a long root forG 2 . As usual we shall write A i1i2···i ℓ for A si 1 si 2 ···si ℓ and similarly for the j-basis. The affine Grassmannian elements of length less than or equal to 5 are id, s 0 , s 1 s 0 , s 2 s 1 s 0 , s 1 s 2 s 1 s 0 , s 2 s 1 s 2 s 1 s 0 , s 0 s 1 s 2 s 1 s 0 .
And the j-basis is given by where the coefficient of A 121212 depends on the j-basis in degree 6. The root poset of G 2 is α 1 , α 2 ≺ α 1 + α 2 ≺ α 1 + 2α 2 ≺ α 1 + 3α 2 ≺ 2α 1 + 3α 2 . Both Conjectures 5.5 and 9.1 hold with this choice of basis.
Proposition 9.2. Over the rationals, the finite Fomin-Stanley subalgebra B ⊗ Z Q has a set of generators in degrees equal to the exponents of W .
Proof. Let Gr G denote the affine Grassmannian of the simple simply-connected complex algebraic group with Weyl group W . It is known [Lam08, Theorem 5.5] that B af ≃ H * (Gr G , Z). But over the rationals the homology H * (Gr G , Q) of the affine Grassmannian is known to be generated by elements in degrees equal to the exponents of W , see [Gin] . (In cohomology these generators are obtained by transgressing generators of H * (K, Q) which are known to correspond to the degrees of W .) Since these elements generate B af , their image under κ generate B.
9.1. Problems.
(1) Find a geometric interpretation for the finite Fomin-Stanley algebras B and the conjectural basis b I . (2) Find an equivariant analogue of the finite Fomin Stanley algebra B, with the same relationship to B as P has to B af . Extend Conjectures 5.5 and 9.1 to the equivariant setting.
Geometric interpretations
In this section we list some geometric interpretations of the material we have discussed. Let G be the simple simply-connected complex algebraic group associated to W . (Co)homologies are with Z-coefficients.
(1) The affine Fomin-Stanley subalgebra B af is Hopf-isomorphic to the homology H * (Gr G ) of the affine Grassmannian associated to G. The j-basis {j w } is identified with the Schubert basis. W af =S n in terms of {F µ } for W af =S n−1 has an interpretation in terms of the map H * (ΩSU (n + 1)) → H * (ΩSU (n)) induced by the inclusion ΩSU (n) ֒→ ΩSU (n + 1) of based loop spaces. [Lam09] (6) Certain affine Stanley symmetric functions represent the classes of positroid varieties in the cohomology of the Grassmannian.
[KLS] (7) The expansion coefficients of Stanley symmetric functions in terms of Schur functions are certain quiver coefficients. [Buc01] 
