Helitrons, a sub-class of the Transposable elements class 2, are considered as an important DNA type. In fact, they contribute in mechanism's evolution. Till now, these elements are not well studied using the automatic tools. In fact, the researches done in helitron's recognition are based only on biological experiments. In this paper, we propose an automatic method for characterizing helitrons by global signature and classifying the helitron's types in C.elegans genome. For this goal, we used the Complex Morlet Wavelet Transform to generate helitron's signatures (helitron's scalograms presentation) and to extract the features of each category. Then, we used the SVM-classifier to classify these 10 helitron's families. After testing different kernels and using the cross validation function, we present the best classification results given by the RBF-kernel with c=60, σ=0. 0000000015625 and OAO approach.
INTRODUCTION
The SVM classifier is proved to be effective supervised algorithm in solving recognition problems of the 2 classes and multi-class. It is applied to solve statistical learning problems (Shawe-Taylor, 1998; Poulter, 2005) . The technique is based on structural risk minimization (SRM) problems (Shawe-Taylor, 1998; Vapnik, 1998) . It has been widely used in different domains in data mining (NORINDER, 2003) , bio-informatics studies (Mateos, 2002) , DNA (ÖZ, 2013) and molecular genetics (Furey, 2000) due to its inherent discriminating learning and its generalization capabilities.
SVMs have a major advantage that is the ability to deal with samples of a very higher dimensionality. For these reason, we used the SVM classifier as classifier technique for the classification of particular transposable elements which are highly heterogeneous in size and which transpose by rolling circle replication; helitrons. Helitrons use a "cut-and paste" mechanism to transpose. These TEs are discovered in all eukaryotic genomes and the main challenges in cell biology is the location and identification of these elements. The first discovered of the helitrons in the plants (Arabidopsis Thaliana and Oryza sativa) and in the nematode (C.elegans ). Now, they have been identified in a diverse range of species, protists to mammals (Kapitonov, 2001; Poulter, 2005; Hood, 2005 , Du 2008 ). Helitrons sequences are widespread and highly heterogeneous. On a large scale, these sequences suggest that they are capable of duplicating and shuffling exon domains (Morgante, 2005; Lai, 2005; Du,2009; Schnable, 2009 ). Helitron's classification algorithms are based on the alignment theory which uses a comparison between the searched area and an helitron reference (Tempel, 2007; Sweredoski, 2008; Du, 2008; Edgar, 2004) . The major problem encountered here is the lack of references (Xiong, 2014; Yang, 2009) . On the other hand, Wicker et al. (Wicker, 2007) produced a system of classification for the eukaryotic transposable elements. Their objective was to have hierarchical classification system able to divide the transposable elements into two main classes: class 1 (retrotransposons) and class 2 (DNA transposon). Till now, the dynamic and structure of this helitron's sequence is not well studied. Besides, with the high variability of helitronic sequences, the systematic classification becomes an obstacle. In this work, we focus on helitron sequences to characterize and categorize these transposable elements. We show that when using statistical concept of coding technique, we are able to identify some helitrons. Meanwhile, we thought of a standard method which classifies helitrons, and that can help non-specialists to annotate these elements. A key components of this system is the combination of three steps. First, coding the DNA with the Frequency Chaos Game Signal (FCGS); second, applying the Complex Morlet Wavelet Transform (CWT) to have the helitron features; third, using the Support Vector Machines (SVMs) as a classification technique. Following that, we divide this paper into four sections. The second section represents the materials and methods. The third section provides the experimental results and discusses the proposed methods. The last section is the conclusion.
MATERIALS AND METHODS
In this work, the Support vector machine have been used for the helitron sequences classification based on the CWT applied to FCGS2. In the figure 1 we illustrate the work steps: the first steps we extracted the genomique sequences database of helitron's types from NCBI for the Caenorhabditis elegans genome (a worm) (http://www.ncbi.nlm.nih.gov/Genbank).
The second step consists in coding the genomic sequence into a 1D signal by using the FCGS2 coding technique. Then, a signals database of eacg helitron is established. In the third step, the analysis window (CWT) is applied on the obtained signal. Therefore, we obtain a set of wavelet coefficients which we use to generate a helitron features database. In the fourth step, we extract the features relative of wavelet energy. This suitable waveletbased features database are prepared for the classification of helitrons. Then, the feature extraction step has a direct impact on the performance of our classification systems. This database is divided into two sub-databases: training (70%) and testing (30%). In the final step, we have employed the energy features as an input of SVM classifier. Then, we apply the Support vector machine (SVM) that we use the cross-validation function to varied the kernels parameters and find the best accuracy rates. 
FCGS 2 Technique
The Frequency Chaos Game Signal order 2 is a new coding technique based on the apparition's frequencies (apparition's probabilities) of all 2 successive nucleotides groups in an entry genomic sequence (Fiser, 1994; Messaoudi, 2013; . The probability of a given dinucleotide (P dinuc ) is calculated by the following equation:
With N 2nuc represents the apparition number of two nucleotides in the entire sequence The N ch represents the length of entry genomic sequence (in base pairs: bp).
As known,a sequence of DNA is the combination of 4 letters: A, T, C and G.
Then, the chromosomal sequences contains 42 possible dinucleotides: {AA, AC, AT, GG, GC … TT}. So, the dinucleotide's counting concern the occurrence number of each of all of these elements.
After that, to encode the genomic sequence regarding a dinucleotide (i), each element found in the position (k) on the chromosome is replaced by its occurrence's probability:
The FCGSignal order 2 is the sum of all of the dinucleotide indicators (S 2nuc ):
The chromosome is represented by a signal that reflecting the dinucleotide's temporal evolution in the sequence.
Features Extraction
The DNA signal has a complex nature which requires a pertinent tool to analyze its content. In this work, the Continuous Wavelet Transform is applied on the obtained FCGS2 signal using a Complex Morlet wavelet as analysis window. The CWT decomposes a given signal into a sum of windows called wavelets. The latters are obtained by translating and expanding a mother wavelet ψ(t) (Grossmann, 1984; Merry, 2005; Tse, 2007; NAJMI, 1997; Oueslati, 2015) . The set of wavelet windows is obtained by:
Here * is the complex conjugate. The mother wavelet is the Complex Morlet function which is expressed by:
Here ɷ 0 is the oscillation's number. The continuous wavelet transform is performed by applying this formula:
The final result is a matrix of coefficients which we use to generate the scalogram representation by considering the absolute value of these coefficients ( Figure 2 ). Thus, we encode all chromosomes of C.elegans genome by FCGS 2 . After that, we apply the CWT along 64 scales with the parameter (ɷ 0 = 5.4285). We established the wavelet coefficients database that represents helitron structures by particular behaviours , Touati, 2016 Oueslati, 2015) . These time-frequency representation can be used to our classification system. Besides the helitrons composition variability in the genome, these elements are also variable in size. Given this, the wavelet coefficients matrix leads to a set of features which is not balanced in size. However, the SVM method is limited when it is applied for imbalanced datasets. For this reason, the choice of the optimal dimensionality reduction method for the wavelet analysis is important since it keeps the computation cost very low and the classification accuracy very high. Here, we propose to calculate the energy-wavelet as a features for our classification system (Amin, 2015) . Therefore, we calculate the energy wavelet value for each matrix by frequency axis. This method can balance these features.
Where, L is the length of signal.
The final results of reduced features (energywavelet) are vector have size 64 (equal to scales). Each vector present one helitron. The figure 2 represents examples of the helitron's scalograms presentation and their corresponding energy vector.
Multi-class Support Vector Machines
Support Vector Machines (SVMs) were first proposed by Vladimir Vapnik in 1995 Cortes, 1995) . They are part of supervised learning methods based on the theory of Structural Risk Minimization (SRM). The Support Vector Machines (SVMs) are very effective supervised algorithm to solve recognition problems . SVMs have been the core of numerous domains such as bioinformatics studies, molecular genetics, DNA, data mining and psychiatry. In order to estimate the helitrons in DNA sequence, we use the SVM classification method which aims to find the optimal hyper-plane that separates two different classes. The SVM approach consists of constructing one or several hyper-planes in order to separate the different classes while maximizing margin. An optimal hyperplan was defined by Vapnik and Cortes (Vapnik, 1998) as the linear decision function with maximal margin between the vectors of the two classes. The hyper-plan can be described as:
Where w is a dimensional vector and b is a scalar. The SVM determines a hyperplane that corresponds to f(x) =0 for linearly separable data. The support vectors, the samples closed to the hyper-plan boundaries, are used to decide which hyper-plan should be selected since this set of vectors is separated by the optimal hyper-plan. The input samples are mapped into a high dimensional feature space by a space φ function for non-linearly separable case:
The decision function is described by: ( ) = ( φ(x) + b  Practically, the real issue is often multi-classes. Multi-class SVM classifier aims to give labels to instances using SVMs, where the labels are drawn from a finite set of several elements. Multi-class problem can be taken as multiple binary classification problems. Three approaches exist to extend SVM linear classifiers to a multi-class classifiers are; One-Against-One (OAO) (Knerr, 1990; Hsu, 2002) , One-Against-All (OAA) and Directed Acyclic Graph (DAG) (Platt, 2000) . In this work, a simple execution of a multi class SVM is supported by using the freely available LibSVM library and implementing it in MATLAB platform (Chang, 2011) . One of the major tricks of SVM is the Kernel functions. In the case where non-linear separation is possible, these functions are used. In addition, the kernel function can be explained as a measure of similarity between the input samples xi and xj (Schölkopf, 2001) , which allows SVM classifiers to meet the separation rule even with highly divergent and complex boundaries. Although several choices for the kernel function are available, including linear, polynomial, sigmoid, RBF we have focused in finding the best kernel. In this work RBF kernel give the best results. Below, we give the equation of the RBF (radial basis function) kernel:
( , ) = exp (−σ‖ − ‖ 2 ) , σ > 0

The accuracy of the classifier is highly sensitive on the choice of parameter gamma; it must be tuned to control the amount of smoothing. The behaviors of SVM change when σ becomes too small and when it becomes too large. We calculate, using crossvalidation function, the kernel parameters: c and σ. This function consists in setting up a grid-search for σ and c (Hsu, 2009; Kuncheva, 2004 
EXPERIMENTAL RESULTS
Helitrons are a families that have variable structures and their identification is a major topic. Here, we can visually characterize the repetitive patterns in helitrons using the scalogram representation resulted from the CWT analysis of the FCGS2 coding. These specific periodic patterns can characterize helitrons independently of their nature. Note that the C.elegans organism contains 10 helitron families which are: {Helitron1 (H1), Helitron2 (H2), HelitronY1 (Y1), HelitronY1A (Y1A), HelitronY2 (Y2), HelitronY3 (Y3), HelitronY4 (Y4), NDNAX1, NDNAX2 and NDNAX3}. 
Time Frequencies Signature of Each Helitron's Types
For each helitron's types we represent (figure 2) the helitrons scalograms and the corresponding energyvector which are marked by sharp signatures and distinguished periodic structures. Here, for each helitron's types our idea is to concatenate all signals and applied the CWT to these signals to visualize the globally signature. We can clearly see that for each helitron's types have a specific signature around the specific frequency band. So, we can distinguish the periodic motifs for each helitron by a high level of energy around frequencies. The energy-wavelet vector reflect the power of the energy that correspond to the frequency bound.
More of this, we can see that we have similarities between some helitron's types which are; Figure 2 represents the helitron's scalograms that have a remarkable and repetitive motifs that have high energy around a frequency. Also, we have the specific, energy vector values for each helitron's types.
SVM-Helitron's Classification
A genomic sequence of DNA can be analyzed using digital signal processing techniques (Tsonis, 1996; Adorjan, 2002 ) . In this work, we combined analysis technique (CWT) and classification technique (SVMs) to classify helitrons.
In the first step, we extracted the genomic helitron's database and we applied the FCGS2 coding method. In the second step, we prepared our feature database which contains the frequencies features (energy-wavelet) of these sequences. These features have been extracted based on the CWT applied to the FCGS2 signal. After that, we calculate the energy correspond to each scales to balance the features extracted from the CWT. Then, we splitted the data into two sub-databases: 70% for training and 30% for testing (Table 1 ). Finally step, we made the classification accuracy of two approaches of multiclass SVM: OAO and OAA. A comparison between the four kernels-SVM based methods can be conducted; linear, Polynomial, RBF and sigmoid. Moreover, based on our experiments, the OAO approach given the best results when we used the RBF kernel. The experimental results of the multiclass SVM based method are shown in Table 2,  Table 3 and Table 4 which represent the classification rates obtained with RBF-kernel with optimal parameters (c and gamma) and with the OAO approach. Here, using the Cross-Validation function we found the optimal value of 2 parameters: (σ) the kernel width and (c) the regularization parameter. Overall, the kernel width σ =0.0000000015625, the penalty c=60 and the SVM-RBF have given best accuracy rates of the classification system of all helitron's types (acc= 58.5%), the classification system of seven helitron's types (acc= 71.20 %) and the classification system of six helitron's types (acc= 80.29 %). The confusion matrix in the table 2 confirm the existence of the similarities between the helitrons cited in the first part of experimental results. The helitrons have a highest rates; Helitron2_CE (75%), HelitronY1A_CE (74%) and NDNAX3_CE (71%) and HelitronY2 (70%) were obtained using OAO approach of SVM-RBF(c =60 and σ =0. 0000000015625).
The confusion matrix in the table 3 represent the results of classification of 7 helitron's types (without HelitronY1, HelitronY1 and NDNAX1). The confusion matrix in the table 4 represent the results of classification of 6 helitron's types (without HelitronY1, HelitronY1, HelitronY4 and NDNAX1). By eliminating the helitrons which have a great similarity the classification rate increased.
CONCLUSIONS
In this paper, we characterized each helitron's types by a specific signatures. In fact, with the resulting the scalograms representation from the CWT analysis applied to FCGS2 coding technique. Then, we came to visually distinguish each helitron' families based on its specific time frequencies signature. Based on this, we have used the CWT analysis to extract the features (energy-wavelet) sets for the overall helitrons SVM-classification. Moreover, we investigated the optimal parameters of Kernel-SVM and features representations. Based on our experiments, the recognition system of all helitron's types was improved when we have chosen the best parameters of the RBF-kernel (c=60 and σ=0.0000000015625) which gave the best accuracy rates .For the classification of the not similar helitron's types, the best classification rate was obtained for the HelitronsY1A_CE class which value is 90% with c = 60, σ = 0.0000000015625 and using the OAO approach. Two other notable helitron's classes have shown high accuracy rate: HelitronsY2_CE and Helitron2_CE with the value of 89% and 86% respectively. The obtained results demonstrated the successfulness of the features (energy-wavelet) extracted from the CWT analysis applied to the FCGS2 signals to classify helitron's sequences in C.elegans. The novelty of this work resides in the fact of the all helitron's classification using the energy of matrix contains the coefficient of wavelet (time-frequencies presentation). These energy-vector can characterize each helitrons by specific frequencies that have energy around the specific frequency.
