ABSTRACT We propose SmartGrid, a new video-retargeting method that preserves a shape of the salient object and maintains a temporal coherence for the static background regions in the video. Previous methods mainly focus on preserving the shape of the salient object or maintaining the temporal coherence for each region. However, these methods do not explicitly adjust the sizes of the grids corresponding to the salient objects and the static background regions. Thus, they have difficulty in maintaining the consistency of the salient object shape and the temporal coherence for the static background regions. The basic idea of SmartGrid is to maintain the consistency of the contents in consecutive frames by analyzing the degree of the spatiotemporal consistency. Compared to the best results obtained using eight previous methods, SmartGrid achieved improvements of 1.19× in Bidirectional Similarity Measure, 7.59× in Jittery Metric 1, and 13.16× in Jittery Metric 2, and reduced the average computation time per pixel by 6.14×. Temporal coherence, video retargeting, deformation, computational complexity. 
I. INTRODUCTION
Recently, many mobile devices such as smartphones, tablets, and portable game consoles with different resolutions and aspect ratios are widely used. With the advancement of mobile devices and display technologies, there is a growing need to reproduce video contents on a display platform with various aspect ratios. In addition, sharing of video contents through mobile devices becomes popular. Therefore, it is necessary to adjust the video contents to various display platforms. Video retargeting is a technique that adjusts the size of an image to the aspect ratio and resolution of an output device. Video retargeting can be used for devices with various display platforms such as televisions, tablets, personal computers, and smartphones. Movies generally have different aspect ratio that of device displays, so video retargeting is an essential process to adapt movies to various display platforms.
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Standard video retargeting methods ( Fig. 1) , such as uniform scaling, cropping, and inserting letter boxes have obvious drawbacks. The uniform scaling method resizes the image and keeps the same scaling factor for all the pixels to fit the desired aspect ratio; compared to the original image (Fig. 1a) , this method can stretch or shrink a salient object in the image (Fig. 1b) , and this artifact can be noticeable to the viewer. The cropping method removes unnecessary surrounding regions from the given image to fit the desired aspect ratio; this method can remove salient objects or region (Fig. 1c) . The letter box insertion method inserts black areas into the upper and lower regions of the image to fit the desired aspect ratio; this method wastes display area (Fig 1d) . Various content-aware video retargeting methods have been developed [1] - [29] to overcome the limitations of standard methods. Content-aware video retargeting methods deform regions that the human visual system regards as relatively unimportant [1] , so these methods minimize distortion of important regions. A key insight of the methods is to adjust the size of the image by analyzing the visual importance of the pixels. The goal of content-aware video retargeting is change the aspect ratio of the image while preserving the salient object, and maintaining the temporal coherence of video contents. The preservation of the salient object is to keep the important video contents and regions which are most attractive to the viewers. Maintenance of the temporal coherence is to keep the smooth and consistent motion of the objects or background regions in the temporal domain. The content-aware video retargeting methods can be grouped into three categories: pixel-based, region-based, and object-based retargeting methods. We will introduce the details of these methods in Section II.
Generally, content-aware video retargeting consists of two steps. In the first step, the retargeting method generates a saliency map that represents the region of salient object roughly in the image by analyzing the contents to detect the visually important regions of the given image. Most previous methods use the edge magnitude of pixels, face/object detection, and motion information in consecutive frames to quantify the visual importance of the video contents. In the second step, the retargeting method uses the saliency map to deform relatively unimportant regions or pixels in the image.
The simplest content-aware video retargeting method performs retargeting independently for each frame [1] . However, this independent retargeting can cause a temporally unstable result for objects or background regions in the video frames. The result can yield visually-annoying artifacts such as stretching or shrinking of a moving object when it exists in consecutive frames. This artifact occurs because this method does not consider the temporal correlation between consecutive frames.
To ensure the maintenance of temporal coherence, several video retargeting methods perform retargeting by considering the relationship between the current frame and neighboring frames [2] - [6] . However, these methods do not use temporal information for the entire region of the image to maintain the temporal coherence. Results for a moving object can be temporally unstable when a moving object occurs beyond the range of the temporal information. To maintain the temporal coherence, other video retargeting methods use information extracted from the entire video frame [7] - [11] . Methods in [9] - [11] divide each frame into grids, representing the structure of the squares made from horizontal and vertical lines crossing each other and automatically align the grids by using an image registration process between consecutive frames. Image registration aligns each video frame by estimating the object motion or a camera motion between consecutive frames. Based on the alignments, these methods formulate an optimization problem over all frames. Then the aligned grid is coherently deformed by finding an optimal solution; this process can maintain the temporal coherence of the entire video frame.
However, previous methods have two problems. First, the results of the previous methods show that the shape of the salient object is not consistently maintained in consecutive frames. Second, they have difficulty maintaining the temporal coherence of the static background regions. The reason for these problems is that these methods do not explicitly adjust the sizes of the grids that correspond to the salient objects and the static background regions, depending on the degree of the spatiotemporal consistency. These problems can significantly degrade the retargeted video (Fig. 2) . Therefore, maintaining temporal coherence without deformation of the salient object is a key factor to improve the quality of video retargeting. Here we demonstrate SmartGrid, a method that solves both of these problems. The goal of SmartGrid is to maintain the temporal coherence and to preserve the shape of the salient object by analyzing the degree of the spatiotemporal consistency. This paper makes three contributions:
• SmartGrid analyzes the degree of the spatial consistency to maintain the consistency of salient object shapes between consecutive frames. Use of the resulting saliency map prevents deformation of salient object in regions where the spatial consistency is high.
• SmartGrid maintains temporal coherence for the static background regions by analyzing the consistency of video contents. This method uses the grid information of the previous frame to prevent the occurrence of temporal incoherence artifacts in the retargeted images.
• We provide an efficient and simple method of grid interpolation on retargeted grids. By using this interpolation, our proposed method can generate high-quality retargeted images with much less computation time than the previous methods. Section II surveys recent video retargeting methods. Section III explains the overview of SmartGrid. Section IV describes SmartGrid. Section V compares the video quality VOLUME 7, 2019 FIGURE 2. Comparison of video retargeting results: (a) two consecutive original images, (b) temporal incoherence is noticeable (result images generated by [23] ), (c) temporal incoherence is noticeable (result images generated by [27] ), and (d) temporal incoherence-free (result images generated by SmartGrid). Blue and red lines are grid positons. Love Dis KBS.
produced by the video retargeting methods. Section VI concludes the paper.
II. RELATED WORK
Video retargeting methods resize the aspect ratio of the video frame by considering saliency values. The methods can be broadly categorized into pixel-based, region-based, and object-based retargeting methods.
A. PIXEL-BASED AND HYBRID METHODS
Pixel-based retargeting methods resize the image to a desired resolution by removing or inserting relatively less-important pixels. Seam carving methods [7] , [12] , [13] are the most representative of this class. They calculate a gradient-based saliency map and find a seam that consists of low-saliency pixels. These methods continuously remove or insert the seams until the size of given image reaches the desired resolution. However, these methods may not preserve the contents when the video shows a new type of content or a complex motion.
Hybrid methods have been proposed to solve this problem. A multi-operator approach [14] combines seam carving with scaling and cropping methods. One method [15] combines seam carving and scaling to preserve both object structure and the background region in the image. A retargeting method [16] uses a saliency map that combines the saliency values and spatio-temporal coherence values. Sparse seam carving [17] adjusts the degree of seam separations to preserve the object structure; this method introduced an additional parameter to allow seams to be sparsely assigned to each other. The sparse seam carving method has higher retargeting quality than conventional seam carving-based retargeting methods [7] , [12] , [13] for a single image, but may lose temporal coherence in video sequences.
A retargeting method [2] uses saliency, face detection, and motion analysis to solve the retargeting problem by applying the least-squares method. To improve the temporal coherence, retargeting method [18] based on the saliency map [30] uses 2D Fourier Transform and motion information to generate the retargeted image; to attain a high-quality video display, the method uses a 2D version of EWA rendering [31] . The central component of this retargeting method [18] is a non-uniform and the pixel-wise warping to adjust the aspect ratio of the image. However, this method fails when the video sequences include visible elements such as buildings, or show complex motions.
Seam carving method which uses a discontinuous seam has been proposed [19] . The method obtains the discontinuous seams by allowing seams to move freely in homogeneous regions of the consecutive frames. Discontinuous seams are low-saliency pixels which jump over the salient object in the adjacent frames to preserve a fast moving salient object. The method calculates spatial and temporal coherence costs for all pixels. Then it adopts a genetic algorithm to find optimal seams. This method considers both visual consistency and computational complexity for preserving the spatial and temporal coherence effectively. However, calculation of the spatial coherence costs using the edge magnitude of pixels leads to inaccurate coherence costs in the images with high texture components. Very recently, a multiple seam searching method [20] establishes connections between consecutive frames by creating a dynamic spatiotemporal buffer. The buffer is a concept to maintain temporal coherence by uniformly applying the seam carving method between consecutive frames. However, uniformly applying the seam carving between consecutive frames can produce temporally unstable results because identical seams are found in consecutive frames with different motion characteristics.
B. REGION-BASED METHODS
Region-based retargeting methods divide a video frame into several regions, then use an optimization technique to assign scaling factors to the separate regions. An algorithm suitable for efficient hardware architecture [21] uses axis-aligned grid deformation based on the 2D saliency estimation and 1D saliency projection for retargeting; this algorithm first transforms the RGB image to a complex number with four components (quaternion), and then transforms them to frequency space by using the quaternion Fourier Transform. Then phase information is extracted to estimate the saliency values in the image. Based on the saliency map [30] , the scaling factors for each column of the image are computed. However, this method maintains the temporal coherence by applying a finite impulse response (FIR) and an infinite impulse response (IIR) filters, so the results can be temporally unstable.
A graph model [22] retargets the image by estimating gridcell-wise motion. The graph is constructed to obtain the context relationship and to estimate motion. Then the graph-cut algorithm is executed to partition the layers iteratively. The objective function is formulated as coherence preservation and context awareness. Minimization of this function yields new grid vertices and the final retargeted image is obtained using a rendering process. However, when this method is used for retargeting, the important object can be vertically stretched because the grid cell is rectangular.
Stretchability-aware block scaling [23] is an efficient method to retarget images. It first uses gradient, saliency, and color features to measure image stretchability. The optimal size of the stretched image is determined under the constraint of stretchable space. The image is divided into stretchable blocks and non-stretchable blocks, then scaling factors are assigned using the result of the stretchability measure. Finally, the stretched image is uniformly scaled to generate the retargeted image. However, inaccurate partitioning of the image can cause distortion in the retargeting results.
A Bayesian network can be used to construct the grid flows of a video for retargeting [24] . The method first constructs a grid flow and extracts a set of key frames that summarize a video clip. Then a retargeted grid is generated using convex quadratic programming for the set of key frames. Finally, non-key frames are resized using grid interpolation guided by contents of the nearest resized key frames. This method showed better shape preservation of salient object and temporal coherence than the conventional retargeting methods.
One retargeting method [25] divides a video frame into several strips and resizes it using scaling factors obtained by Fourier analysis. Another [26] combines scaling and cropping methods; it uses an optimization technique to balance the loss of detail due to scaling with the loss of content due to cropping, and showed good retargeting results in various video sequences for small displays.
The method in [10] combines cropping and warping operations; it uses the pixel motions that imply inter-frame pixel correspondence to consistently warp corresponding objects, therefore, video quality is highly dependent on the accuracy with which pixel motions are estimated. However, this method can discard important regions in the result image.
A matching-area-based temporal saliency adjustment method for video retargeting [27] allows the seam to track an object that had been previously carved, and tries to avoid carving the seam on different objects in consecutive frames. This method provides better spatial and temporal coherence than the conventional seam carving method. However, this method does not detect regions in which grid position should be maintained, so the temporal stability is not guaranteed for all regions where temporal coherence should be maintained.
The most recent method [28] is to perform video retargeting in the saliency histogram domain. The method adjusts the grid sizes by dividing the video frames into several grids using saliency histogram values. It applies seam carving method to adjust the grid sizes. This method has advantage of low memory and fast run time, so it is especially suitable for mobile applications. However, since it divides frame into several grids, the results of the retargeting can cause a distortion of the saliency object shape when the saliency object is included in adjacent grids.
C. OBJECT-BASED METHODS
Object-based retargeting methods separate the image into foreground and background regions, then perform retargeting for each region [9] , [29] . Reference [29] detects the region of interest (ROI) by analyzing color and motion features. Then direct retargeting is applied to background regions excluding the ROI to fit the desired aspect ratio. Finally, the frame is recomposed using the extracted ROI and the resized background regions. However, object-based retargeting methods usually fail to retarget a video when the segmentation result for the ROI is inaccurate.
III. OVERVIEW OF PROPOSED METHOD
The review of related work has demonstrated that the main challenge in video retargeting to maintain the spatiotemporal coherence of the entire video frame. In this paper, we propose SmartGrid, a new video retargeting method that generates optimal retargeted grids by minimizing the position differences of the corresponding grids in neighboring frames. SmartGrid generates a saliency map that represents the rough area of the salient object, then calculates the spatial grid sizes (which consider spatial coherence) by using the extracted saliency values. Then SmartGrid calculates the temporal grid sizes (which consider temporal coherence) by analyzing the grid position of the previous image. SmartGrid formulates the objective function by using the spatial and temporal grid sizes for each column of the image. By minimizing the objective function with various spatiotemporal constraints, SmartGrid finds the optimal grid sizes, then generates the final retargeted image by performing image interpolation on the grids.
IV. PROPOSED METHOD
To perform video retargeting, SmartGrid analyzes the degree of spatiotemporal consistency and adjusts the sizes of the grids. This approach can maintain the consistency of video contents better than the previous methods.
The proposed video retargeting method consists of three steps ( Fig. 3) : Saliency value extraction, grid optimization, and retargeted image generation steps. Specific operations of the proposed method are described in detail as follows. 
A. SALIENCY VALUE EXTRACTION
The first purpose of the video retargeting is to preserve the important regions in the image. Therefore, analyzing the visual importance of the pixels in the image is a prerequisite for our proposed method. A saliency map is a representation of pixel information that is topographically encoded for stimulus conspicuity over the visual scene [32] . It is used in various applications to identify important regions of an image. Similar to previous methods [1] - [29] , the proposed method uses this technique to represent important regions of an image.
SmartGrid extracts the saliency value by three processes: down-sampling and RGB-to-Y conversion of the RGB images, generation of the saliency region map, then extraction of the 1D saliency value. These processes are described in detail as follows.
The image (Fig. 4a) is down-sampled to reduce the computational complexity before the saliency map is computed. For the down-sampling, the horizontal and vertical pixel resolutions are reduced by 1/2 [21] , [33] - [35] . Next, we generate the luminance image by converting RGB color values to YCbCr color values and extracting only Y, which is the luminance image. The proposed method is performed on the luminance image to extract the saliency values of the image in the next process.
The saliency regions (Fig. 4b) are extracted by analysis of image characteristic. For this process, an image signature algorithm [36] is used because it operates fast by using a discrete cosine transform (DCT). Image signature is defined as the sign function of the DCT of an image; the signature preferentially contains the foreground information, so this algorithm uses image signature to separate the foreground and background regions. Using this concept, the saliency region can be calculated as (IS(i, j) ), (1) where IS denotes an image signature, IDCT denotes the inverse DCT, sign (·) is the signum operator, and i, j denotes the reconstructed image at pixel (i, j). Using (1), the saliency region is defined as
where g denotes a Gaussian kernel, • denotes the Hadamard product operation [37] , * denotes the convolution operation, and H (i, j) is the saliency region obtained by using the image signature algorithm [36] (Fig. 4b) . We adopt a rectilinear deformation approach to simplify the proposed algorithm. Therefore, SmartGrid calculates the 1D saliency values S V (j) for column j of the saliency map by extracting the maximum value among all saliency values in column j (Fig. 4c) . This process preserves a high saliency value even if the salient object includes only one structure.
B. GRID OPTIMIZATION
The second purpose of the video retargeting is to maintain consistency of the contents for each region in the image. To achieve this purpose, the sizes of the grids that correspond to each region in consecutive frames must be consistently adjusted. We formulate this task as an optimization problem. The solutions of the optimization problem are the sizes of the optimal grids corresponding to the salient objects and the static background regions. We use both spatial and temporal grids to solve this optimization problem. The spatial grids are the rectilinear resampling patterns obtained from the 1D saliency values to preserve the shape of the salient object. The temporal grids are the rectilinear resampling patterns obtained from the retargeted grids of the previous image to maintain the temporal coherence of the static background regions. The optimal grids represent the deformation information of the original image to retarget the image. Therefore, the optimal grids can be used to generate the final retargeted image in the next step.
SmartGrid optimizes the sizes of the grids by following four processes: (i) calculation of spatial grid sizes for each column of the image, (ii) FIR filtering on the spatial grid sizes to smooth the grid and bilinear interpolation, (iii) calculation of temporal grid sizes for each column of the image using the retargeted grids of the previous image, and (iv) generation of the retargeted grids for each column of the image. These processes are described in detail as follows.
To retain the aspect ratio of the important regions, SmartGrid calculates a spatial grid size that equals 1 in such regions. In addition, the sum of all elements of the spatial grid size should be the desired resolution. Therefore, we use the 1D extracted saliency values to calculate the spatial grid sizes (Fig. 5b) for column k of the image:
In (3), SG Down (k) and S V (k) denote the down-sampled spatial grid size and the 1D extracted saliency value at the k-th column of the image. W ' down denotes the half width of the desired resolution. Also, R max and R min denote the maximum and the minimum values of the spatial grid size. R max , R min , and constant value β were set to 1.4, 1.0, and 100, respectively, on the basis of preliminary experiments. A description of the preliminary experiments method is described in the next section. In this process, we use a binary search method that can always converge to the exact solution, as did a previous paper [21] . By collecting these down-sampled spatial grid sizes for each column of the image, the down-sampled spatial grids (SGs) are generated (Fig. 5 b) . The SGs obtained from the previous process are directly related to the 1D saliency values. Therefore, high-frequency and low-frequency fluctuations in the 1D saliency will lead to spatiotemporal fluctuations in the retargeted video. To compensate for these fluctuations, we apply the FIR filter to SGs that are likely to include moving objects. To identify the moving objects in the candidate area, SmartGrid detects distinguished pixels by thresholding the absolute luminance differences of the current and previous images; for this purpose, a Just Noticeable Distortion (JND) model [38] is used. JND refers to the minimum visibility threshold that the pixel can be perceived by the human visual system. JND is an efficient perceptual model obtained from the extensive experiments. Therefore, appropriate JND model is widely used for the perceptual threshold to guide an image/video processing task. After calculating these pixels for each column, we use the rate of the distinguished pixels among all pixels in each column of the image. The equation related to the FIR filter is
In (4), SG filtered Down (k) denotes the FIR filter result of the down-sampled spatial grid size in the k-th column of the image. Rate DP (k) and w s (k) denote the rate of the distinguished pixels among all pixels and the weight value in the k-th column of the image. N dist (k) and N (k) denote the number of distinguished pixels and the total number of the pixels in the k-th column of the image. Also,WS and h denote the half window size and smoothing strength. In this paper, WS was set to 4 and h was set to 1. FIR filtering yields down-sampled SGs (Fig. 5c ) for each column of the image. Then we perform bilinear interpolation on SG filtered Down to generate the original resolution of the spatial grid sizes, SGs that were lost due to down-sampling for the computation of the saliency value (Fig. 5d) .
To maintain the temporal coherence of the static background regions, the grid position of the current image should be equal to the grid position of the previous image in the static background regions. We calculate the temporal grid sizes at column j of the image using the previous RGs and the current SGs to achieve this purpose:
where RG prev (k) and SG cur (k) respectively denote the retargeted grid size of the previous and spatial grid size of the current images at the k-th column. The temporal grids (TGs) are generated by collecting these computed TG cur (j). The proposed method applies the computed TGs to the static background regions for maintaining the temporal coherence in the next process (Fig. 5e ). Our goal is to maintain temporal coherence without degrading shape preservation of salient objects. Therefore, SmartGrid should perform retargeting to preserve the shape of the salient object in the region where the spatial consistency is high. SmartGrid also should perform retargeting VOLUME 7, 2019 FIGURE 5. Generation of the optimal grids: (a) result of the 1D saliency value, (b) result of spatial grid sizes based on saliency value, (c) FIR filter result of the spatial grid sizes, (d) bilinear interpolation result of (c), (e) result of the temporal grid sizes using the previous retargeted grids, and (f) result of retargeted grids using (d) and (e).
to maintain the temporal coherence in the region where the temporal consistency is high. To simultaneously meet the two requirements, we use SGs and TGs obtained from the previous processes. The underlying idea of this step is that the retargeted grids (RGs) are determined by the combination of SGs and TGs, depending on the degree of spatiotemporal consistency for each region. To analyze the degree of the spatiotemporal consistency for each region, SmartGrid uses the distinguished pixel concept in each column of an image. The description of the distinguished pixel concept was already explained in the previous process. To achieve this goal, we formulate the objective function by considering the spatial and temporal energy functions in the j-th column as
In (6), E S (j) and E T (j) are respectively the spatial and temporal distortion functions at the j-th column of the image. SG(j) and TG(j) respectively denote the spatial and temporal grid sizes of the j-th column of the image. RG(j) represents the retargeted grid size at the j-th column of the image. Also, w S (j) and w T (j) respectively denote the weight values for the spatial and temporal energy functions at the j-th column of the image. In addition, λ was set to 0.1 based on results of preliminary experiments. To determine the RG at the j-th column of the image, we minimize the objective function in (6) by using the second derivative
We recalculate the RGs to minimize the objective function value to satisfy the following constraints:
By collecting these computed the RGs for each column of the image, the optimal grids are generated (Fig. 5f ). The optimal grids will be used to generate the final retargeted image in the next step.
C. RETARGETED IMAGE GENERATION
The optimal grids obtained from the previous step represent the deformation information of the original image to retarget the image. Using the deformation information of the original image, we can generate a final retargeted image. To retarget the input image, we must predict the unknown pixels in the corresponding grid regions. An image interpolation is a technique to generate the unknown pixels from the provided pixels. Therefore, we use this technique on the grids to predict the unknown pixels of the optimal grids. The specific operations of this step are described in detail as follows. SmartGrid generates the final retargeted RGB image by applying two processes.
In the first process, SmartGrid rounds off the position values of the RGs obtained in the previous step. Then, in the current image, SmartGrid finds all RGB pixel values that correspond to each index of the RGs, then assigns all RGB pixel values to the grid positions that correspond to each index of the RGs. This process generates a retargeted image that has an empty region in which the RGB pixel values are not defined (a grid hole) (Fig. 6a) . In the next process, SmartGrid predicts the pixel information for this region.
In the second process, SmartGrid generates the retargeted RGB image by performing image interpolation on the RGs in which the RGB pixel values of the current image are not assigned. To compensate for edge blurring in the retargeted image, the image interpolation technique should consider edge pixels as outliers. Therefore, in this process SmartGrid uses Sobel operation [39] to calculate the gradient map for the retargeted image that has a grid hole. Then we perform the image interpolation on the retargeted image with the grid hole at pixel (i, j), by using the neighboring pixels of the grid hole as
e SE(x, y) , (9) where C retargeted (i, j) and C grid_hole (x, y) represent respectively the RGB values of the retargeted image at pixel (i, j) and the RGB values of the retargeted image with the grid hole at pixel (x, y), D (i,j) represents the neighboring pixels centered at pixel (i, j), and SE (x, y) represents the gradient result of the Sobel edge mask for the retargeted image with the grid hole at pixel (x, y). In this paper, the block size D (i,j) was set to 3×3 pixels. The gradient result (Fig. 6b) of the retargeted image is used to generate the final retargeted RGB image (Fig. 6c) . The method proposed in Step 3 has fewer artifacts and lower computational complexity than the existing EWA rendering method [31] . The reason for this advantage is that SmartGrid generates the retargeted RGB image by assigning all of the original pixel values to the RGs, and performs image interpolation only for RG regions in which pixel values are not assigned.
V. EXPERIMENTAL RESULTS
We conducted experiments to compare the quality of retargeting by SmartGrid and by previous methods. First, we quantitatively compared the video-retargeting quality and the temporal coherence obtained using SmartGrid and the previous methods by using the Bidirectional Similarity Measure (BSM) [40] and two Jittery Metrics (JM1, JM2) [41] , [42] . Second, we visually assessed the quality of SmartGrid and the previous methods by using a pairwise comparison. Third, we compared the computation complexity of the previous methods and SmartGrid. Finally, we evaluated the overall video-retargeting quality of SmartGrid and the previous methods by combining these three criteria. The pairwise comparison is the most popular subjective evaluation methodology in video retargeting. For the subjective evaluation, these pairwise comparisons were performed as in previous work [8] , [18] , [19] , [22] , [24] , [27] , and [28] .
A. EXPERIMENTAL ENVIRONMENT
We used 17 video sequences [43] (Table 1 , 2). We collected datasets from four Korean broadcasting companies (KBS, MBC, SBS, TVN, SPOTV), CNN, MSNBC, NBC, TBS, BBC, FOX, and also collected a movie sequence (Big Buck Bunny). The experiments were conducted on 9,782 frames from HD resolution (1280 × 720 pixels) to Full HD resolution (1920 × 1080 pixels). Various parameters used in SmartGrid were optimized to values obtained in preliminary experiments. The sequences of Video 15, 16, and 17 were used to train and select the parameters because these sequences contained diverse types of motion such as camera motion, object motion, and static motion and diverse types of the saliency objects. The rest of the sequences were used as test sequences.
We used eight previous methods [7] , [17] , [19] , [20] , [21] , [23] , [27] , and [28] . Of these, [7] , [17] , [19] , and [20] are pixel-based methods. Reference [21] is a typical warping-based method that calculates the grid size. Reference [27] is region-based method to estimate the matching area for video retargeting and [23] is the most representative warping-based method to calculate the stretchability for video retargeting. Reference [28] is the state-of-the-art. For all previous methods, various parameters were optimized and set to the values guided by their corresponding papers. The 16:9 aspect ratio is widely accepted as a standard for televisions, projectors, monitors, and other devices [44] . However, many smartphones, tablets, personal computers, projectors, and televisions adopt a wide-screen format from 18:9 to 21:9 [44] . Among them, the 18:9 aspect ratio is widely used for smartphones and tablets that have been recently produced. Therefore, in our experiments, we converted the aspect ratio of each video from 16:9 to 18:9 for the applications of recently produced devices.
B. OBJECTIVE EVALUATION
In the first objective evaluation, we compared the temporal coherence maintenance and shape completeness achieved by SmartGrid and the previous methods. Bidirectional Similarity Measure (BSM) [40] was used as the evaluation metric:
where S is a source image and T is a retargeted image, P and Q denote patches in S and T , respectively, and N S and N T denote the number of patches in S and T , respectively. D(·) denotes the SSD (Sum of Squared Distances) between two patches in CIE L * a * b color space. BSM calculates patch-wise bidirectional comparisons between the original images and the retargeted images. It measures whether all patches of the original image have been preserved in the retargeted image and whether any new patches occur in the retargeted image but not in the original image. If the content of the original image is well preserved and the temporal coherence is well maintained in the retargeted image, BSM is low.
In the second objective evaluation, we compared the temporal coherence of SmartGrid and the previous methods. The evaluation criteria were the Jittery Metrics (JM1, JM2) [41] , [42] . The original input video sequences are absolutely jittery-free. In general, temporal incoherence can appear as jittery artifacts. To maintain temporal coherence, the grid sizes and positions of the corresponding pixels in consecutive frames should be constant. The first jittery artifact between the k-th frame and the k-1-th frame at grid (i, j) can be defined as
where S k i,j denotes the grid size of the k-th retargeted image at grid (i, j). If the magnitude of DS k i,j is small, the horizontal jittery artifact at grid (i, j) between the k-th retargeted image and the k-1-th retargeted image is low. The first jittery metric (JM1) between the k-th and k-1-th images is defined as where M and N respectively denote the number of rows and columns in the input image. The second jittery artifact between the k-th and k-1-th images at grid (i, j) is defined as
where P k i,j denotes the grid position of the k-th retargeted image at grid (i, j). If the magnitude of DP k i,j is small, the horizontal jittery artifact is small at grid (i, j) between the k-th retargeted image and the k-1-th retargeted image. The second jittery metric (JM2) between the k-th image and the k-1-th image is defined as
Small values of JM1 and JM2 are good. SmartGrid achieved lower average values of BSM (Table 3 , Fig. 7 ), JM1 and JM2 (Table 4) than the eight previous methods on all 14 test video sets. Therefore, SmartGrid consistently produced better video-retargeting quality than the previous methods. This improvement by SmartGrid can be attributed to the use of 1D extraction of the saliency map information, because this extraction can preserve the shape of the salient object in the video sequences. In addition, to determine the optimal grid sizes, we minimized the objective function in (6) that aims to reduce deformation for the static background regions of the current image. This process ensures that the positions of the retargeted grids for the static background regions in the current image are similar to the positions of the retargeted grids for the static background regions in the previous image. Specifically, SmartGrid achieved BSM that was 0.8246 lower than [7] [20] , and 0.1468 lower than [28] . SmartGrid also achieved the lowest JM1 and JM2 among the eight previous methods. We also evaluated the effect of temporal grid sizes in SmartGrid (Table 5 ). The experiment was conducted using all test sequences for two cases. In Case 1, SmartGrid considered only spatial grid sizes and ignores temporal grid sizes; the SmartGrid case considered both sequences. SmartGrid greatly improved the video-retargeting quality and temporal coherence because it accurately predicts the regions where the grid position should be maintained in the corresponding regions between neighboring frames by applying the spatiotemporal grid optimization. In comparisons (Fig. 8) , SmartGrid was superior to the previous methods for the salient object region without visual artifacts or shape distortion. The reason for this improvement is that SmartGrid can detect the saliency regions of the video contents and smoothen the grid size of the region in which moving objects are likely to occur; i.e., SmartGrid can minimize the visual artifacts during the video retargeting process, when compared to the previous methods. The methods of [7] , [17] , [19] , [20] , [21] , [23] , [27] , and [28] found inaccurate regions where temporal coherence should be maintained for the given images. As a result, human faces or bodies, and background regions are stretched or distorted. In contrast, SmartGrid can preserve the human face and body without stretching, because this method analyzes the temporal consistency of video contents and maintains the grid positions of the regions where temporal coherence should be maintained. Furthermore, SmartGrid analyzes the spatial consistency of video contents and deforms the grids in regions where motion occurs.
C. SUBJEC TIVE EVALUATION
We conducted pairwise comparisons to evaluate the videoretargeting quality of SmartGrid and the previous methods. For subjective evaluation, the pairwise comparison has been widely used as an evaluation method in previous work [8] , [18] , [19] , [22] , [24] , [27] , and [28] . We invited 50 participants of different ages and professions, then showed them the original video and a pair of retargeted videos generated by two different retargeting methods. The retargeted videos were displayed in random order to prevent participants from inferring the retargeting methods. The participants were not provided with any technical information; we simply asked the participants to state which retargeted video was better. We generated 14 retargeted videos using SmartGrid and the eight previous methods for the subjective evaluation. As there were nine retargeting methods, we performed 9 C 2 (=36) pairwise comparisons for each retargeted video. Thus, we received answers for 36 × 14 = 504 comparisons from each participant, and we received 504 × 50 = 25,200 answers from all participants. Also, the results of each method were compared 8 × 14 × 50 = 5,600 times with the results of the other methods. We quantified the preference rate of each method among 5,600 pairwise comparisons. SmartGrid was preferred over all previous methods used in the experiment (Table 6 ). In Table 6 , the value of entry (i, j) represents how many times method i was preferred over method j. Specifically, the preference rate of the proposed method was 5,194/5,600 (92.75%). In comparison, the preference rate of [7] was 3,566/5,600 (63.68%), of [21] was 2,836/5,600 (50.64%), of [27] was 1,877/5,600 (33.52%), of [23] was 213/5,600 (3.80%), of [17] These results show that SmartGrid gives retargeting results that are more visually pleasing than those of the previous methods.
D. COMPUTATIONAL COMPLEXITY
We compared the computation times of each method by using MATLAB on a PC with an Intel E5-2697 processor at 2.60 GHz. The comparison metric was computation time per pixel C T [µs] . The proposed method significantly reduced the average of C T by 98.17% compared to [7] , by 83.71% compared to [21] , by 99.14% compared to [27] , by 91.58% compared to [23] , by 98.28% compared to [17] , by 97.06% compared to [19] , by 96.62% compared to [20] , and by 94.14% compared to [28] (Table 7) . SmartGrid achieves this high speed because it uses simple spatiotemporal optimization without any iterative process, and performs simple image interpolation on the retargeted grids; the most time-consuming step is generation of the final retargeted image (Table 8 ).
E. OVERALL VIDEO-RETARGETING QUALITY
We compared the overall utility of the proposed and previous methods by combining video-retargeting quality and VOLUME 7, 2019 FIGURE 8. Comparison with previous methods for video 7 sequences. Rows from top to bottom: (a) consecutive original images (1 st column: 180 th frame, 2 nd column: 221 st frame, 3 rd column: 244 th frame, 4 th column: 308 th frame, and 5 th column: 338 th frame), (b) result images generated by [7] , (c) result images generated by [21] , (d) result images generated by [27] , (e) result images generated by [23] , (f) result images generated by [17] , (g) result images generated by [19] , (h) result images generated by [20] , (i) result images generated by [28] , and (j) result images generated by SmartGrid. Red box represents an unreasonably stretched region in the salient object. Yellow box represents a distortion of the vertical structure in the background region. The human body secrets of your life revealed BBC. computation time. The BSM values were averaged over all test video sequences. SmartGrid produced was faster and produced lower BSM (Fig. 9), JM1 (Fig. 10) , and JM2 (Fig. 11) than all of the previous methods. The experimental results demonstrate that SmartGrid provides the best videoretargeting quality, and does it fast.
VI. CONCLUSION
We proposed a new video-retargeting method that uses an optimization method by minimizing the position differences of corresponding grids of the current and previous images. SmartGrid uses the saliency values and the positions of RGs in the previous image to calculate the spatial and temporal grid sizes. The goal of our proposed method is to maintain the consistency of the contents for each region in consecutive frames. To achieve this goal, we adjust the sizes of the grids that correspond to the salient objects and the static background regions. SmartGrid uses both spatial and temporal grid sizes to formulate the retargeting problem as an optimization problem. Based on the spatiotemporal constraints, we minimize an objective function to calculate the optimal grid sizes. SmartGrid collects these optimal grid sizes to generate RGs. Finally, it generates the retargeted image by performing an image interpolation on the generated RGs. The benefits of our proposed method were verified in extensive experiments on 14 video datasets. In experiments, SmartGrid improved the BSM, JM1, and JM2 by 1.19×, 7.59× and 13.16×, respectively, and reduced computational complexity by 6.14×, compared to the best results of previous methods [7] , [17] , [19] , [20] , [21] , [23] , [27] , and [28] . Furthermore, subjective evaluation proved that the preference rate of SmartGrid was 92.75%. From the experimental results, we conclude that SmartGrid provides superior videoretargeting quality with much lower computational complexity than the previous methods.
