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Abstract
We prove that the following are equiconsistent:
1. ZF + DC + the closed unbounded filter on ω1 is an ultrafilter.
2. ZFC + there is a cardinal κ with a weak repeat point.
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1 Introduction
Solovay (see [2, theorem 28.2]) proved in the late 1960s that the Axiom of
Determinacy implies that ω1 is measurable, and that the measure on ω1 is
generated by the filter FNS of closed unbounded subsets of ω1. Given this fact,
it was natural to try to prove the same conclusion directly from large cardinal
properties. This was accomplished in [3]: Say that a measure W on κ is a weak
repeat point if for every set B ∈ W there is a measure U ∈ ult(V,W ) such
that B ∈ U . The main result of [3] constructs a model in which the closed
unbounded filter FNS on ω1 is an ultrafilter, assuming something stronger than
a weak repeat point which is a limit of κ+ many weak repeat points. On the
other hand it is shown in [5, theorem 0.2] that if FNS is an ultrafilter then
K ∩ FNS is a weak repeat point in the core model K. A large gap remained
between these two results, and in this paper we resolve this gap by showing that
the lower bound is correct:
Theorem 1.1. If ZFC + “W is a weak repeat point on κ” is consistent, then
so is ZF + DC + “FNS is an ultrafilter.”
The basic outline of the proof of theorem 1.1 is the same as that of the main
result of [3]. The repeat point W on κ in V is used to guide the construction
so that the closed unbounded filter FNS of the final model contains W . The
main part of the construction uses iterated forcing to add a sequence ~C = 〈Cγ :
γ < κ+ 〉 of closed, unbounded subsets of κ such that every set B ∈ W almost
contains some member of ~C. This is followed by a Levy collapse to obtain a
model M in which κ = ωM1 , and the final model N is obtained as a submodel
of M . The model N is defined so that each set Cγ in ~C is a member of N and
ωN1 = κ, but the axiom of choice fails in N . The final part of the proof uses the
homogeneity of the forcing to show that every subset of κ in N is either almost
contained in or almost disjoint from one of the sets Cγ ; thus N satisfies that
FNNS is a ultrafilter extending W .
The main difference between [3] and this paper is in the forcing used to
construct the sequence ~C. In [3] we used a slight modification of Radin’s forcing
from [9]. If W is a weak repeat point on κ and B ∈W then Radin’s forcing, as
applied to measurable cardinals (see [4]), can be used to add a closed unbounded
subset C ⊂ B while preserving the measure W in the sense that there is a
measure W ′ ⊃ W in V [C]. The proof of [3] iterated this forcing κ+ times to
generate the sequence ~C; and since each iteration destroys the measures up to
a repeat point this iteration requires κ+ repeat points below the final repeat
point W which guides the construction.
The inspiration for the current paper came from work of Gitik, who showed
in [1] that o(κ) ≥ κ, an assumption much weaker than a weak repeat point,
is sufficient to construct a forcing which adds a closed unbounded subset of κ
while preserving all measures on κ which have order at least κ. This raised the
possibility of adapting the proof of [3] by iterating Gitik’s forcing, instead of
that of Radin, in order to obtain the closed unbounded sets ~C. One difficulty
— page 2 —
August 14, 2018 1:25 1.1.0
with this plan is that Gitik’s forcing, unlike that of Radin, requires as a prelim-
inary forcing the use of a modified backward Easton forcing to add new closed
unbounded subsets of cardinals below κ. Because of this backward Easton forc-
ing, Gitik’s forcing does not seem to have the homogeneity necessary for the
last step of the proof; however in [7] we present a modification of Gitik’s forcing
which resembles more closely a ordinary Easton support product forcing: the
modified forcing has the property that if γ < κ then the preliminary forcing
Rκ can be regarded as a product Rγ+1 ×Rγ+1,κ, in which the first factor Rγ+1
adds subsets of cardinals λ ≤ γ while the second factor Rγ+1,κ adds subsets of
cardinals λ in the interval γ < λ < κ but does not add new subsets of γ. This
modification gives the necessary homogeneity.
This paper assumes that the reader is familiar with [7]. In Section 2 we
recall the definition and basic properties of the iterated forcing introduced in
[7], with one definition slightly modified to deal with the fact that we are here
adding many new closed unbounded subsets, instead of one, for each cardinal λ.
Section 3.2 deals with definition of the forcing Qλ used at each Mahlo cardinal
λ < κ to form the iteration. Most of the material in this section is new to
this paper; however the definitions are heavily motivated by those of [7] and for
the climax of the proofs of two crucial lemmas, 3.62 and 3.67, we will refer the
reader back to the proofs of analogous results in [7].
The final model is presented in Section 4. The first part of this section defines
the forcing used to define the closed unbounded subsets of κ. This forcing is
essentially a direct limit Q∗κ of forcings 〈Q
Eκ↾η
λ : η < κ
+ 〉 which are defined just
like the forcing Qλ used at cardinals λ < κ. This direct limit is guided by the
sequence Eκ which is, in part, an enumeration 〈Eη : η < κ+ 〉 of the repeat point
W . The final, longer part of section 4 uses ordinal definability to construct the
desired submodel N of the generic extension so that N satisfies that the closed
unbounded filter is an ultrafilter.
Notation. Our notation is generally standard. In forcing, we use p ≤ p′ to
mean that p is stronger than p′, and we use P ≡ P ′ to indicate that the forcing
notions P and P ′ are equivalent.
We frequently use the nonstandard notation f⇂ν as a complement to the
usual restriction f↾ν; using f⇂ν for f↾ { ξ ∈ domain(f) : ξ ≥ ν }. If X is a set of
sequences then we write X↾γ for { q↾γ : q ∈ X }.
1.1 Canonical coherence
The forcing will depend heavily on the fact that ordinals up to α+ have canonical
representatives in ultrapowers by measures on α. For this it will be convenient
to use the machinery developed in section 3.1 of [8], which relies on κ, and
for this purpose we will assume that V = L[W], where W is a sequence of
measures having a repeat point on κ. Then λ holds for every cardinal λ,
and furthermore the square sequences are preserved by embeddings: there are
sequences Cκ = 〈Cκα : κ < α ≤ κ
+ 〉 witnessing the truth of κ, such that
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whenever X ≺Σ1 Hλ+ , λ
′ = X ∩ λ is a cardinal less than λ, and π : X ∼= X ′ is
the collapse map then π(Cλα) = C
λ′
π(α) for all α > λ in X .
Lemma 1.2. There is a sequence of sets Aα,ξ, defined for any cardinal λ and
ordinals ξ < λ ≤ α < λ+, such that (i) 〈Aα,ξ : ξ < λ 〉 is an increasing sequence
of subsets of α, (ii) |Aα,ξ| ≤ |ξ|, (iii) Aα,ξ =
⋃
ξ′<ξ Aα,ξ′ if ξ is a limit ordinal,
(iv) α =
⋃
ξ<λAα,ξ. (v) Aα′,ξ = Aα,ξ ∩ α
′ whenever λ ≤ α′ ∈ Aα,ξ ∪ lim(Aα,ξ).
The sets Aα,ξ can be defined, uniformly in λ, α and ξ, from the sequences of sets
witnessing λ.
Proof. The construction of the sets Aα,ξ is given in section 3.1 of [8]. The only
difference in our usage here is that we will be using the sets Aα,ξ for all cardinals
λ ≤ κ, and in order to avoid having to complicate the notation by explicitly
specifying λ we do not consider the case of α < λ.
Lemma 1.3. Suppose that X ≺Σ0 (Hλ+ , ~A), λ
′ = X ∩ λ is a cardinal less
than λ, and the collapse map π : X ∼= M preserves the square sequence. Then
(i) Aπ(α),ξ = π(Aα,ξ) for all α ∈ X \λ and ξ ∈ X ∩λ, and (ii) if γ ∈ X \λ then
X ∩ γ = Aγ,λ.
Definition 1.4. 1. We write α′ ∝ν α if α
′ = α or α′ ∈ Aα,ν .
I just added “α′ = α”. I’ll need to check, as I go through this, if this requires
changes elsewhere. It would be nice if the symbol allowed < and ≤ variants.
Definition 1.5. If z ∈ Heredλ+ then we write z¯ = z↓ν if z¯ = π(z), where
π : X ∼=M is any transitive collapse map as in Lemma 1.3.
Proposition 1.6. 1. The object z↓ν does not depend on the choice of the
set X.
2. (x↓ν)↓ν′ = x↓ν′ whenever the left side is defined.
3. If z ⊂ λ then z↓ν = z ∩ ν.
4. If U is a measure on λ and i : V → M = ult(V, U) then M |= z = i(z)↓λ
for all z ∈ Heredλ+ .
Proposition 1.7. 1. The relation ∝ν is transitive for any ν < λ.
2. If ν < ν′ < λ and α ∝ν α then α ∝ν′ α
′.
3. If α ∝ν α
′ and α′↓ν is defined then α↓ν is also defined.
Definition 1.8. If yγ ⊂ λ for γ < β then we write ∆γ<β yγ for the diagonal
intersection
∆
γ<β
yγ =
{
ν < λ : ν ∈
⋂
{ yγ : γ < β and γ ∝ν β }
}
.
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If σ is the ⋖-least 1-1 map from λ onto β, then equivalently
∆
γ<β
yγ =

 ν < λ : ν ∈
⋂
γ∈σ“ν
yγ

 .
Note: The trees won’t be “almost continuously decreasing”. In fact, if
{ ι : ι ≺ν γ } = { ι : ι ≺ν γ′ } then at most one of ν ∈ Cλ,γ and ν ∈ Cλ,γ′ hold.
(why?)
Definition 1.9. A sequence ~E = 〈Eγ : γ < β 〉 of subsets of α, for β ≤ α+ is
decreasing if Eα′ \ ν ⊂ Eα whenever α′ ∝ν α, and it is continuously decreasing
if Eα = ∆ν<α Eν for limit ordinals α.
1.2 Layered tree sequences
Layered tree sequences correspond to the tree sequences of [7]. The primary
difference between the two is that where the latter specifies a single closed subset
of each cardinal λ in its domain, the former specifies a sequence 〈Cλ,ι : ι < λ+ 〉
of such sets. A secondary difference is that the layered tree structures are not
quite trees. If they followed the tree property of [7] then they would satisfy
Cλ,ι ∩ γ = Cγ,ι↓γ for each γ ∈ Cλ,ι. (1)
This would conflict with the homogeneity arguments in the final section of this
paper, where we need to be able to make arbitrary changes to initial segments
of ~C and still have a generic sequence. Hence the equation (1) will only hold
for sufficiently large γ ∈ Cλ,ι.
The sequence ~C will be constructed by an iterated forcing, in which the
sequence ~Cλ = 〈Cλ,ι : ι < λ+ 〉 comes from a Prikry type forcing over V [~C↾λ].
In this section we will define a partial order (P
~C
λ ,≺), depending on
~C↾λ. A
condition ~ν in this forcing will serve the same function in the forcing of this
paper as the finite set a does in a condition (a,A) of the Prikry forcing. The
forcing P
~C
λ will be used in the definition 1.29 of a layered tree sequence. The
universe of the partial order (P
~C
λ ) is a set Pλ which does not depend on
~C:
Definition 1.10. The members of Pλ are sequences ~ν = 〈 νι : ι < λ+ 〉 of
cardinals less than λ such that for some finite set I = I~ν , which we call the
support of ~ν, (i) {ι, (~ν↾(I \ ι + 1))}↓νι is defined for each ι ∈ I, (ii) 〈 νι : ι ∈ I 〉
is strictly decreasing, and (iii) νι = max { νι′ : ι′ ∈ I \ ι and ι ∝νι ι
′ } for all
ι ∈ λ+ \ I, (with νι = 0 if this set is empty).
The sequence ~ν as a whole will not, in general, be decreasing; however since
0 ∝ν α for all α and all ν > 0 it is alway true that ν0 = max range(~ν).
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Actually, I think it is nonincreasing except where νγ = 0. If γ < γ
′ are in
I~ν then γ′↓νγ exists, which implies γ ∝νγ γ
′. Then for any γ′′ < γ such that
γ′′ ∝νγ′ γ
′ we also have γ′ ∝νγ γ so νγ′′ ≥ νγ .
7/23/07 — The forcing P
~C
λ will have the property that if ~ν
′ ≺ ~ν and ν′γ > νγ
then ν′γ′ ≥ ν
′
γ′′ whenever γ
′ ≤ γ < γ′′ and ν′γ′ > 0. However maximal elements
of P
~C
λ need not be nondecreasing on nonzero members.
Although the members ~ν of Pλ nominally have length λ
+, we may regard
them as members of Heredλ+ since νγ = 0 for all γ > sup I
~ν . By this convention
we can identify the finite sequence ~ν↾(I \ ι+1) with ~ν⇂ι+1 and restate clause (i)
as “(~ν⇂ι+ 1)↓νι is defined”.
Proposition 1.11. Any sequence ~ν ∈ Pλ has a unique support.
Proof. I~ν = { ι < λ+ : νι > 0 & ∀ι′ > ι νι′ < νι }.
Proposition 1.12. Suppose that ~ν and ~ν′ are in Pλ, and that γ < λ
+ is
such that νγ > ν
′
γ′ for all γ
′ > γ and γ ∝νγ γ
′ for all γ′ ∈ I~ν
′
\ γ + 1. Then
(~ν↾γ+1)⌢(~ν′⇂γ+1) is a member of Pλ with support (I
~ν∩γ)∪{γ}∪(I~ν
′\γ+1).
6/26/07 — I think this may come in when I look at genericity of initial
segments of ~Cλ. Fix ~ν ∈ Fλ and look at the set F ′λ of sequences (~ν
′↾γ +
1)⌢(~ν⇂γ + 1) where ~ν′ ∈ Fλ and ν′γ satisfies the conditions of the proposition.
Then F ′λ should be (or at least generate) a filter such that the sequence (
~Cλ↾γ+
1)⌢〈Cλ,ι ∩ νι : ι > γ 〉 is equal to ext
~C
λ (F
′
λ).
Note that, given ~ν′ and γ, there is ν < λ such that the hypothesis of propo-
sition 1.12 holds for all ~ν with νγ ≥ ν. This proposition becomes false if γ + 1
is replaced with a limit ordinal.
The following definition gives a preliminary characterization of the sequence
~C:
Definition 1.13. A layered sequence of closed sets is a sequence ~C with domain
{ (λ, ι) : α < λ < ξ & |λ| = λ & ι < λ+ } for some interval (α, ξ) of cardinals,
such that for each cardinal in (α, ξ) the sequence ~Cλ = {Cλ,ι : ι < λ+ } is a
decreasing sequence of closed subsets of λ.
We will frequently regard as ~C as a function with domain the set of cardinal
in (α, ξ). The notation ~Cλ above is an example of this. In addition, we will
write ~C↾λ for ~C↾
{
(ν, γ) ∈ domain(~C) : ν < λ
}
.
The sets need not be continuously decreasing (this is immediate from the
fact that Cγ,ι = ∅ for all but boundedly many ι < γ+).
As of May 06 I thought that the following is true at least for all sufficiently
large ν: If ν ∈ Cγ,ι for some ι then there is ι0 such that ν ∈ Cγ,ι iff ι ∝ν ι0.
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6/18/07— Of course to the extent that can have ~C diagonally decreasing, we
can have it continuously diagonally decreasing. Define ~C′ by C′λ,β = ∆β′<β Cλ,β′
if β is a limit ordinal, and C′λ,β+1 = Cλ,β . If
~C is diagonally decreasing, then
~C′ is continously diagonally decreasing.
However this would complicate things without any real benefit.
The next two definitions further delineate the way in which the new sequence
~Cλ at λ should cohere with the previously constructed sequence ~C↾λ.
In the following definitions, λ is a cardinal and ~C is a layered sequence of
closed sets. For notational convenience we allow λ ∈ domain(~C); however the
definitions only depend on ~C↾λ.
Definition 1.14. Suppose that ~C is a layered sequence of closed sets and ~ν ∈
Pλ. We define the notions of joined and smoothly joined by recursion on λ:
1. If C ⊂ λ and γ < λ+ then we say C is γ-joined to ~C at ~ν if
(a) If νγ = 0 then min(C) > ν0.
(b) If νγ > 0 and νγ /∈ domain ~C then C ∩ (νγ + 1) = {νγ}.
(c) If νγ > 0 and νγ ∈ domain ~C then for each η ∈ I~ν ,
C ∩ (ν′, νη] =
{
{νη} ∪ Cνη ,γ↓νη \ (ν
′ + 1) if γ ∝νη η
∅ otherwise,
where ν′ = max(range(~ν) ∩ νη). In particular, if νγ < ν0 then C ∩
ν0 + 1 ⊆ νγ + 1.
2. We say that C is smoothly γ-joined to ~C at ~ν if C is γ-joined to ~C, and, in
addition, C ∩ ν = Cν,γ↓ν and ~ν↓ν exists for each ordinal ν ∈ C \ (νγ + 1).
6/24/07 — I originally added this:
“ ~Cν is smoothly joined to ~C at ~ν↓ν.”
However I don’t remember my reason for thinking this is needed, and can’t
think of anywhere this is used. In addition, it seems to make lemma 1.17 false
— at least I can’t see how to fix the proof. The problem is that I don’t see why
~Cλ should be smoothly joined to ~ν
′, even if ν′γ′ ≥ µγ′ for all γ
′, because I don’t
see why this added condition should hold for ν ∈ Cλ,γ ∩ (ν′γ , νγ ].
Note that you automatically get the same statement for ~Cν↾(γ↓ν).
6/29/07— This seems to have been added for the proof of lemma 4.18. However,
it doesn’t seem to be needed.
3. A sequence ~D = 〈Dγ : γ < λ
+ 〉 of subsets of λ is (smoothly) joined to ~C
at ~ν if Dγ is (smoothly) γ-joined to ~C at ~ν for each γ < λ
+.
[6/24/02] It’s not clear to me that I ever use unsmooth joins.
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We are now prepared to define a partial ordering (P
~C
λ ,≺) so that a suitable
filter F in (P
~C
λ ,≺) will yield a sequence
~Cλ which is smoothly attached to ~C at
any ~ν ∈ F. Such a filter F will have a maximal member (that is, a sequence
~ν which is minimal in the lexicographic order on sequences of ordinals). This
maximal member need not be the constant sequence ~0, and thus ~Cλ may not
be smoothly joined to ~C at ~0.
Definition 1.15. Suppose that ~C is layered sequence of closed sets, and λ is a
cardinal. We define a partial order P
~C
λ = (Pλ,≺) as follows:
1. Assume that ~ν ∈ Pλ, and ν > max~ν. Then add(~ν, η, ν) is the sequence
~ν′ ∈ Pλ with support I
~ν′ = {η} ∪ I~ν \ η which is defined by ν′η = ν and
~ν′⇂η + 1 = ~ν⇂η + 1.
2. The ordering≺ of P
~C
λ is the least transitive relation such that add(~ν, η, ν) ≺
~ν whenever
{~ν, η}↓ν is defined & ~Cν is smoothly joined to ~C at ~ν↓ν
& ∀γ > η↓ν Cν,γ ⊂ (~ν↓ν)γ + 1. (2)
7/2007 — Why do I need to add that Cν,γ ⊂ νγ + 1 for γ > η? Because
this is needed to get the “generic” ~Cλ to be smoothly joined at add(~ν, η, ν).
(Actually I use it all over.)
Proposition 1.16. If ~ν′ ≺ ~ν then ~ν′ = ~µ(η, ν)⌢(~ν⇂η + 1) where ~µ(η, ν) is the
sequence ~µ with I~µ = {η} and µη = ν.
Proof. This follows from proposition 1.12 and the definition of (P
~C
λ ,≺).
7/2007 — If ~µ ≺ ~ν then ~Csup(range ~µ) is smoothly joined to ~C at ~ν.
Lemma 1.17. If ~Cλ is smoothly joined to ~C at both ~ν and ~µ, and νγ > µγ for
some γ < λ+, then ~ν ≺ ~µ.
Proof. Note that if γ is the largest member of I~ν such that νγ > µγ then
definition 1.14(1c) implies that νγ′ > µ0 for all γ
′ ∈ I~ν ∩ (γ+1). Since the same
is true with ~ν and ~µ interchanged, it follows that νγ ≥ µγ for all γ < λ+.
Now we prove the lemma by induction on the number n of ordinals ν ∈ I~ν
such that νγ > µγ . Let γ = min(I~ν), and let ~ν
′ be the sequence obtained by
dropping this entry; that is, I~ν
′
= I~ν \ {γ} and ν′γ′ = νγ′ for all γ
′ > γ. We
consider two cases.
For the first case, we suppose that µγ′ > ν
′
γ′ for some γ
′ < λ+, and show
that this implies that ~ν = add(~µ, γ, νγ) ≺ ~µ. Since ~ν
′⇂γ+1 = ~ν⇂γ+1, ν′γ′ < µγ′
implies γ′ ≤ γ. I claim that µγ′ > ν′γ′ implies that µγ′ > ν
′
0. Otherwise let
γ′′ be the largest member of I~ν
′
such that νγ′′ ≥ µγ′ . Then γ′ 6∝νγ′′ γ
′′, since
otherwise we would have ν′γ′ ≥ ν
′
γ′′ = νγ′′ . Since
~Cλ is smoothly joined to ~C at
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~ν it follows that Cγ′ ∩ (νγ′′ , ν] = ∅, where ν = max({0} ∪ (range(~ν) ∩ ν)), and
this contradicts the fact that µγ′ ∈ Cλ,γ′ .
It follows that µγ′′ = νγ′′ for all γ
′′ > γ, as by the first paragraph νγ′′ > µγ′′
would imply νγ′′ > µ0 ≥ µγ′ . Hence ~ν = add(~µ, γ, νγ). It remains to verify that
add(~µ, γ, νγ) ≺ ~µ, and for this we need to check that (~µ↾γ + 1)↓νγ exists. An
argument like in the last paragraph confirms that this is true.
For the second case we assume that ν′γ′ ≥ νγ′ for all γ
′. In this case it is
straightforward to verify that ~ν = add(~ν′, γ, νγ) ≺ ~ν
′ and that ~Cλ is smoothly
joined to ~C at ~ν′. It follows from the induction hypothesis that ~ν′  ~µ, and
hence ~ν ≺ ~µ.
See the note on definition 1.14 (if it’s still there). This is the point were the
added condition causes trouble.
Corollary 1.18. If ~C is a layered sequence of closed sets and ~D is a sequence
of closed subsets of λ then the set of ~ν ∈ P
~C
λ such that
~D is smoothly connected
to ~C at ~ν is linearly ordered by ≺.
Corollary 1.19. If ~ν ∈ P
~C then { ~µ ∈ Pλ : ~µ ≺ ~ν } is linearly ordered by ≺.
Proof. Suppose that ~ν ≺ ~µ0 and ~ν ≺ ~µ1 and that ~ν is the ≺-largest such
sequence. We will show that either ~ν = ~µ0 or ~ν = ~µ1.
If not, then there are sequences ~µ′0 and ~µ
′
1 such that the inequalities are
witnessed by ~ν = add(~µ′i, γ, νγ) ≺ ~µ
′
i  ~µi for i = 0, 1, where γ = min(I
~ν). Then
~Cνγ is smoothly joined to ~C at both ~µ0 and ~µ1, and it follows by lemma 1.17
that either ~µ′0  ~µ
′
1 or ~µ
′
1  ~µ
′
0. Either of these possibilities contradicts the
choice of ~ν.
Corollary 1.19 says that (P
~C
λ ,≺) is a tree ordering, though one with multiple
roots. Thus a filter in (P
~C
λ ,≺) is a branch of this tree. The ordering (P
~C
λ ,≺) is
inversely well founded, since ~µ ≺ ~ν implies that max ~µ > max~ν. It follows that
every filter of (P
~C
λ ,≺) has one of the roots of the tree as its maximal element.
Definition 1.20. Suppose that ~C is a layered sequence of closed sets and F is
a filter in (P
~C
λ ,≺). Then ext
~C
λ (F ) is the sequence 〈Cλ,ι : ι < λ
+ 〉 defined by
setting Cλ,ι equal to the union of the sets Cνγ ,γ↓νγ \ ν + 1 where ~ν ∈ F and
ν = max(range(~ν) ∩ ν).
6/29/07 — Note that 0 is always in range(~ν), so this covers all cases. This
could be used to simplify earlier statements.
It is straightforward to verify the following observation:
Proposition 1.21. If ~Cλ = ext
~C↾λ
λ (F ) for some filter Fλ in P
~C↾λ
λ then
~Cλ is
smoothly joined to ~C at each ~ν ∈ Fλ.
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The filters F we will be using for this construction will not be generic filters
in (P
~C
λ ,≺); however they will be projections of a generic filter in a Prikry style
forcing obtained by using members of (P
~C
λ together with side conditions.
Definition 1.22. A layered tree sequence is a layered sequence ~C of closed
sets such that for each λ ∈ domain(~C) there is a filter Fλ in P
~C
λ such that
~Cλ = ext
~C↾λ
λ (Fλ) and either Cλ,0 is unbounded in λ or else Fλ has a ≺-minimal
member.
The requirement that ~C be a layered sequence of closed sets is redundent,
since any sequence ~C constructed recursively from filters Fλ as specified in
Definition 1.22 will be a layered sequence of closed sets. This fact follows by an
induction on λ, in which the next Proposition is the limit step and the following
Lemma 1.24 is the successor step.
Proposition 1.23. Suppose that ~C is a sequence of limit length λ such that ~C↾λ′
is a layered tree sequence for all λ′ < λ. Then ~C is a layered tree sequence.
Lemma 1.24. Suppose that ~C is a layered tree sequence of height λ and ~D =
ext
~C
λ (F ) where F is a filter in P
~C
λ such that either Cλ,0 is unbounded in λ or
else Fλ has a ≺-minimal member. Then ~D is a descending sequence of closed
sets, and hence ~C⌢〈λ, ~D〉 is a layered tree sequence of height λ+ 1.
The proof of Lemma 1.24 will follow Lemma 1.28. In all of the intervening
results, ~C and ~D are as specified in the statement of Lemma 1.24.
Proposition 1.25. The sequence ~D is a descending sequence of subsets of λ.
Proof. We need to show that if γ ∝ν γ
′ and ν ∈ Dγ′ then ν ∈ Dγ . The
assumption that ν ∈ Dγ′ implies that there is some ~ν ∈ F and γ′′ ∈ I~ν such that
γ′ ∝ν′′γ γ
′′ and ν ∈ {νγ′′}∪Cνγ′′ ,γ′↓νγ′′ ∩(νγ′′ , ν
′), where ν′ = max(range~ν)∩νγ′′ .
Since γ ∝ν γ
′ and νγ′′ ≥ ν it follows that γ ∝νγ′′ γ
′′. If ν = νγ′′ then it follows
immediately that ν ∈ Cλ,γ , and otherwise ν ∈ Cλ,γ follows from the fact the
the sequence ~Cνγ′′ is descending.
Proposition 1.26. For all but boundedly many γ < λ+ the set Dγ is empty.
Furthermore, if γ < λ+ and Dγ is unbounded in λ then so is Dγ′ for all γ
′ < γ.
Proof. Since F is linearly ordered it has cardinality at most λ. Thus
⋃
~ν∈F I
~ν
is bounded in λ+, so Dγ = ∅ for all γ > sup(
⋃
~ν∈Fλ
I~ν).
Now suppose that γ′ < γ and Dγ is unbounded in λ. Let ξ < λ be large
enough that γ′ ∝ξ γ. Then by lemma 1.25, Dγ \ ξ ⊆ Dγ′ , and thus Dγ′ is also
unbounded in λ.
We will write o∗( ~D) for the least ordinal γ such that Dγ is bounded in λ.
Thus Dγ is unbounded in λ if and only if γ < o
∗( ~D).
7/2007 — This is the current notation. I’d previously used o∗(λ) for this.
That is bad when used for o∗(~Cλ) and even worse here.
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Proposition 1.27.
⋃
γ≥o∗(~D)Dγ is bounded in λ.
Proof. Suppose that the proposition is false and fix ~ν ∈ F and γ ∈ I~ν \ o∗( ~D)
such that
⋃
γ′>γ D
′
γ is unbounded in λ. Then for every ξ < λ there is ~ν
′ ∈ F
and γ′ ∈ I~ν
′
\ γ such that ν′γ′ > ξ. However the definition of (P
~C
λ ,≺) implies
that in this case ~ν↓ν′γ′ exists, which implies that γ ∝ν′γ γ
′ and hence νγ′ ∈ Dγ .
Thus Dγ is unbounded in λ, contradicting the choice of γ.
Lemma 1.28. There is ~ν ∈ F such that νγ = sup(Dγ) for all γ ≥ o∗( ~D).
More generally, for any α < λ there is ~ν ∈ F such that νγ = sup(Dγ) whenever
γ ≥ o∗( ~D) and νγ = sup(Dγ) ∩ α whenever νγ < α.
It follows that each of the sets Dγ is closed.
Proof. Since any sequence ~ν satisfying the second sentence with α ≥ sup
⋃
γ≥o∗(~D)Dγ
will satisfy the first sentence, it will be sufficient to prove the second sentence.
If D0 is bounded in λ, then the required minimal member of F is as required,
so we can assume that D0 is unbounded in λ. Thus there is ~ν ∈ F with ν0 > α.
I claim that ~ν is as required.
Suppose that γ is such that νγ < α. We need to show that νγ = sup(Dγ∩α).
If νγ = sup(Dγ) then this is immediate. Otherwise there is some ~µ ≺ ~ν with
µγ > νγ . Since γ > 0, the definition of the ≺-order implies that Dγ ∩ ν0 + 1 =
Cµγ ,γ↓µγ ∩ ν0 + 1 ⊆ νγ + 1. Since ν0 > α it follows that νγ = sup(Dγ ∩ α).
To see that the sets Dγ are closed, note that if ν ∈ Dγ then Dγ ∩ν is a finite
union of sets from ~C and hence is closed. Thus the only way that Dγ could fail
to be closed would be if sup(Dγ) < λ and sup(Dγ) /∈ Dγ . However if ~ν is as
specified by the first paragraph then sup(Dγ) = νγ ∈ Dγ for all such γ.
Proof of lemma 1.24. This lemma follows from Proposition 1.25 and Lemma 1.28.
Definition 1.29. If ~C is a layered tree sequence and α < len(~C) then we write
~C↾α = {Cν,β : ν < α and β < ν+ }; and we write ~C⇂α for the sequence with
domain equal to
{
(ν, β) ∈ domain ~C : ν ≥ α
}
which is defined by
(~C⇂α)ν,β =
{
Cν,β \ α ∪ {max(Cν,β ∩ α)} if Cν,β ∩ α 6= ∅
Cν,β otherwise.
Notice that if Cν,β ∩ α 6= ∅ then
∣∣∣(~C⇂α)ν,β ∩ α∣∣∣ = 1.
Proposition 1.30. If ~C is a layered tree sequence then so are ~C↾α + 1 and
~C⇂α+ 1.
Proof. The proposition is clear for ~C↾α + 1, and we will prove it for ~C⇂α + 1.
Let λ be any member of domain(~C⇂α + 1), assume as an induction hypothesis
that (~C⇂α + 1)↾λ is a layered tree sequence, and let Fλ be the filter in P
~C
λ
— page 11 —
August 14, 2018 1:25 2.0.0
such that ~Cλ = ext
~C↾λ
λ (Fλ). Let ~ν ∈ Fλ be given by lemma 1.28 so that
νγ = sup(Cλ,γ ∩ α + 1) whenever νγ ≤ α, and set F ′λ = { ~µ ∈ Fλ : ~µ  ~ν } ∪{
~µ ∈ P
~C⇂α
λ : ~ν  ~µ
}
. Then F ′λ is a filter in P
~C⇂α+1
λ satisfying the criteria of
Definition 1.22, and (~C⇂α+ 1)λ = ext
~C⇂α+1
λ (F
′
λ).
Definition 1.31. If ~C′ and ~C′′ are layered tree sequences such that ~C′ has
length α+ 1 and ~C′′ is on the interval (α, λ), then the join of the trees ~C′′ and
~C′ is the layered tree sequence ~C, of length λ such that
1. ~C↾α+ 1 = ~C′.
2. ~C⇂α+ 1 = ~C′′.
3. If ν ∈ (α, λ) and ~C′′ν is smoothly joined to ~C
′′ at ~ν, then ~Cν is joined to
~C at ~ν.
Maybe a better way of stating this: ~C↾α + 1 = ~C′, and if ν > α then
~Cν = ext
~C
ν (Fν) where Fν is the filter in P
~C
ν generated by the filter F
′′
ν in P
~C′′
ν
such that ~C′′ν = ext
~C′′
ν (F
′′
ν ).
Proposition 1.32. If ~C′ and ~C′′ are as in definition 1.31 then the join ~C of
~C′ and ~C′′ is well defined and is a layered tree sequence.
In particular, if ~C is a layered tree sequence with len(~C) > α then ~C is the
join of ~C↾α+ 1 and ~C⇂α+ 1.
The alternative boxed definition seems to make this straightforward.
Proof. For the first paragraph, notice that the join in clause 3 is smooth: if ~C′′λ
is smoothly joined to ~C′′ at ~ν, then ~Cλ is also smoothly joined to ~C at ~ν.
As with the tree sequences in [7], this construction will be used to prove
that the forcing Rλ used to construct a layered tree sequence ~C of length λ can
be factored as Rα+1 × Rα+1,λ, where the layered tree sequences ~C↾α + 1 and
~C⇂α+ 1 are generic for Rα+1 and Rα+1,λ respectively.
2 The forcing Rλ
We will now begin the definition of the forcing which will be used to add a
layered tree sequence ~C↾κ below κ. This forcing is based on that of [7], and
in this section we recall from [7] the basic definitions for the style of iterated
forcing used there along with some basic lemmas related to iterations of limit
length. Proofs for the results stated in this section may be found in [7].
7/24/07 *** With recent changes this is not so heavily reliant on [7].
The iterated forcing (Rλ, Qλ : λ < κ) is slightly different from the usual
backward Easton forcing. It is a Gitik iteration of Prikry type forcings (Qλ,≤
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,≤∗). Being a Prikry type forcing means that ≤∗⊂≤ and that ≤∗ is <λ-closed
and has the Prikry property: for each sentence σ and condition q ∈ Qλ there
is q′ ≤∗ q such that q′ decides σ. Being an Gitik iteration means that the
iterated forcing Rλ has finite support for ≤-extensions but Easton support for
≤∗-extensions and for additions to the domain of a condition p ∈ Rλ.
We will give precise definition of the iteration Rλ in this section, and of Qλ
is the next section. This section also describes some additional properties of the
forcings Qλ which will transfer to the iterated forcing Rλ and are used in the
inductions. One of these properties is, at least in a sense, only notational, but
is important to the discussion: As in any iterated forcing, the forcing notion
(Qλ,≤,≤∗) is a member of the generic extension V Rλ of the ground modle V ;
however in our forcing both the set Qλ of conditions and the ordering ≤∗ will
be members of the ground model V . Only the forcing order ≤ will depend on
the generic set Hλ.
Definition 2.1. Given the forcing notions Qα for α < κ, the Gitik iteration
(Rλ, Qλ : λ < κ) is defined by recursion on λ:
1. A condition of Rλ is a function p such that domain(p) is a Easton support
set of Mahlo cardinals less than λ, and pν ∈ Qν for all ν ∈ domain p.
2. If p′, p ∈ Rλ then p
′ ≤∗ p if and only if (a) domain p′ ⊇ domain p and
(b) p′ν ≤
∗ pν for all ν ∈ domain p.
3. If p′, p ∈ Rλ then p′ ≤ p if and only if (a) domain p′ ⊇ domain p,
(b) p′↾ν Rν p
′
ν ≤ pν for all ν ∈ domain p, and (c) { ν ∈ domain p : p
′
ν 6≤
∗ pν }
is finite.
The following definition will be used in section 3.2 as an recursion hypothesis
for the definition of Qλ: in defining Qλ we will assume that Qλ′ is suitable for
all λ′ < λ. Two later definitions, 2.10 and 2.12, at the end of this section will
also be used as part of the recursion hypothesis.
Definition 2.2. We will say that a forcing notion Qα = (Qα,≤∗,≤) as above
is suitable if it satisfies the following five conditions:
1. |Qα| ≤ α+, and Qα is trivial unless α is an Mahlo cardinal.
2. The partial order (Qα,≤∗) is α-closed in V .
3. Forcing with (Qα,≤) over V Rα preserves α+.
4. Qα has the Prikry property: for each formula σ of the forcing language of
Rα+1 and each q ∈ qα there is q′ ≤∗ q such that Rα q
′ ‖Q˙α σ.
5. For all α′ < α there is a ≤∗-dense subset Q∗ of Qα such that if q ∈ Q∗
then for any p ∈ Rα and q
′ ∈ Qα such that p Rα q
′ ≤ q we have
p↾(α′, α) Rα q
′ ≤ q.
In the remainder of this section we assume that Qα is suitable for all α < λ.
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Proposition 2.3. For any α + 1 < λ there is a ≤∗-dense subset Rα+1,λ of
{ p ∈ Rλ : domain(p) ∩ α+ 1 = ∅ } such that the restriction of ≤Rλ to Rα+1,λ
is a member of V . Hence Rλ ≡ Rα+1 × Rα+1,λ.
If p ∈ Rλ then we write p⇂λ′ + 1 for p↾(λ′, λ). The condition p⇂λ′ + 1 is not
necessarily in Rλ′+1,λ, but by proposition 2.3 there is always a direct extension
of p⇂λ′ + 1 which is in Rλ′+1,λ.
If Hλ ⊂ Rλ is generic then we will write Hλ′+1 for the generic set Hλ∩Rλ′+1
and Hλ′+1,λ for the generic set Hλ ∩ Rλ′+1,λ.
Proposition 2.4. The partial order (Rµ+1,λ,≤∗) is |Rµ+1|
+
-closed for all µ <
λ.
Corollary 2.5. Suppose that η < λ, p ∈ Rη+1,λ and A is an open subset of
Rλ. Then there is a condition p
′ ≤∗ p in Rη+1,λ such that for every condition
r ∈ Rη+1, either r⌢p′ ∈ A or else there is no p′′ ≤∗ p′ in Rη+1,λ such that
r⌢p′′ ∈ A.
The next definition is standard.
Definition 2.6. A forcing (P,≤) is δ-presaturated if for every collection A of
antichains with |A| < δ there is a ≤-dense set of conditions p such that for each
A ∈ A the set of conditions q ∈ A which compatible with p has size less than δ.
Being δ-presaturated is essentially a local δ-chain condition. It is equivalent
to the statement that any set B ∈ V P of size less than δ there is a set B′ ⊃ B
in V such that |B′| < δ.
Proposition 2.7. For any limit cardinal λ, the forcing Rλ is λ
+-presaturated.
If λ is regular then Rλ is λ-presaturated, and if λ is Mahlo then Rλ satisfies the
λ-chain condition.
Proof. If λ is singular then let δ = cf(λ) < λ, let 〈λι : ι < δ 〉 be a con-
tinuous, increasing sequence of cardinals, cofinal in λ, with λ0 > δ, and let
A = {Aι : ι < λ } be a set of maximal antichains. A Condition p as required by
Definition 2.6 is found by as the limit of a ≤∗-descending sequence 〈 pι : ι < δ 〉
of conditions in Rδ+1,λ, where pι is defined using lemma 2.4 so that for any
condition p′ ∈ Rλι and any ν < λι, either p
′⌢(pι⇂λι) ≤ r for some r ∈ Aν or
else there is no p¯ ≤∗ (pι⇂λι) and r ∈ Aν such that p′⌢p¯ ≤ r.
Since (Rδ+1,λ,≤∗) is δ+-closed, the limit p =
∧
ι<δ pι is defined. If p
′ ≤ p
and p′ ≤ p′′ ∈ Aν for some ν < λ, then there is some ι < δ such that p′′⇂λι+1 ≤∗
p⇂λι + 1. By increasing ι if necessary we can assume that ι > ν, and it follows
that (p′↾λι + 1)
⌢(p′⇂λι + 1) ≤ p′′. Since |Rλι+1| < λ, it follows that there are
at most λ conditions p′ ∈ Aν which are compatible with p.
A similar proof, using a recursion of length ω, shows that Rλ is λ-presaturated
if λ is regular. In this case the sequence 〈λi : i ∈ n 〉 of cardinals is defined re-
cursively along with the conditions pi by setting λi+1 = sup(domain pi).
If λ is Mahlo, then a standard proof shows that Rλ has the λ-chain condition.
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Corollary 2.8. The forcing Rλ preserves all cardinals, and preserves the cofi-
nality of all cardinals δ except possibly those at which Qδ is nontrivial.
Lemma 2.9. The ordering Rλ has the Prikry property for all ordinals λ. In
addition, Rη+1,λ has the Prikry property for all η + 1 < λ.
Definitions 2.10 and 2.11, along with the associated lemmas, are essentially
taken from [7], but the statements are slightly different because we are using
layered tree sequences rather than the simple tree sequences used in [7].
Is this what I really want here? I’ll wait til I get to the verification that this
holds to see if its ok.
Definition 2.10. If M is a model of set theory, ~C = 〈 ~Cν : ν < λ 〉 is a layered
tree sequence inM of height λ, andQ is a forcing notion inM then we say thatQ
extends the tree ~C if there is a function f : Q→ P
~C
λ such that wheneverG ⊆ Q is
generic the set f“G generates a filter in P
~C
λ such that (i)
~C⌢〈λ, ext
~C
λ (f“G)〉 is a
layered tree sequence of height λ+1 and (ii) the sequence ext
~C
λ (f“G) determines
G.
Definition 2.11. If Hλ ⊆ Rλ is generic then then we define ~C(Hλ) = ~C↾λ,
assuming as an induction hypothesis that Qδ is suitable and extends the tree
~C↾δ = ~C(Hδ) for each δ < λ.
The definition is by recursion on δ. Suppose that ~C↾δ = ~C(Hλ) has been
defined and that Qδ is suitable and extends ~C↾δ, witnessed by the function fδ.
Then ~Cδ = ext
~C↾δ
δ (fδ“Gδ) where Gδ is the V [Hδ]-generic subset of Qδ such that
Hδ+1 = Hδ ∗Gδ.
This assumption that Qδ extends ~C↾δ is the first of the two induction hy-
potheses which we assume in addition to suitability. The second is the following
technical property, which is used in the inductive proof that the forcing notions
Qλ satisfy definition 2.10:
Definition 2.12. We say that (Q,≤,≤∗) is laudable if for all q0, q1 ∈ Q such
that q0  q1 ∈ G˙, where G˙ is a name for a generic subset of Q, either there is
a common ≤∗-extension q′ of q0 and q1, or else there is no q′ ≤∗ q1 such that
q′  q0 ∈ G˙.
Proposition 2.13. If λ is any ordinal and Rα  Qα is laudable for each α < λ
then Rλ is laudable.
Proof. Suppose that p0, p1 ∈ Rλ and p0  p1 ∈ H˙. If p0 and p1 have no common
≤∗-extension then there must be α ∈ domain(p0) ∩ domain(p1) such that p0,α
and p1,α have no common ≤∗-extension in Qα. Now suppose that there is p ≤∗
p1 such that p  p0 ∈ H˙λ. Then pα ≤∗ p1,α and p↾α Rα pα Qα p0,α ∈ G˙α,
contradicting the assumption that Qα is laudable.
In the next three sections we define the forcing Qλ to be used at λ, assuming
as an recursion hypothesis that Qν is suitable and laudable and extends the tree
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~C(Hν) for each ν < λ. First we conclude this section by recalling from [7] some
notation which is frequently useful in dealing the the forcing Rλ:
I may have to move this earlier to use it in the proof of proposition 2.7.
Notation 2.14. If p1 and p2 are conditions in Rλ with α1 < α2 for all α1 ∈
domain(p1) and α2 ∈ domain(p2), then we write p = p1⌢p2 for the condition
p = p1 ∪ p2, This notation extends naturally to concatenations of more than
two conditions. If q ∈ Qα then we will abuse notation by regarding 〈α, q〉 as
a member of Rα+1 with domain {α}, and use this notation in concatenations
such as p1
⌢〈α, q〉⌢p2.
3 The definition of Rλ+1
This concludes the limit case of Rλ, and we now turn to the successor case
Rλ+1 for λ < κ. If λ is not Mahlo, then Qλ is trivial and Rλ+1 = Rλ, so we
can assume that λ is Mahlo. We assume as a recursion hypothesis that Qα has
been defined and is suitable and laudable for all α < λ, and that the layered
tree ~C↾λ = ~C(Hλ) is defined for any generic Hλ ⊂ Rλ. We will define Qλ, and
show that Qλ is suitable and laudable and extends ~C(Hλ).
3.1 Preliminaries
The conditions of the forcing Qλ at λ will be pairs (E, q). The first component
E will be a sequence E of length len(E) < λ+ whose members will determine
a sequence of sets valH(Eγ) ⊆ λ in the generic extension V [H ]. The second
component will be a condition q in a Prikry type forcing notion (QEλ ,≤,≤
∗)
which will add closed unbounded sets Cλ,γ ⊂ val
H(Eγ). The forcing Qλ is
essentially a two step iteration in which the first step consists of simply choosing
the sequence E and the second step consists of forcing with QEλ . This description
will be slightly modified, however, by making two conditions (E, q) and (E′, q)
equivalent if QEλ and Q
E
′
λ are identical below q. The following definition makes
this precise.
Definition 3.1. 1. The conditions in Qλ are pairs (E, q) such that E is a
suitable sequence on λ and q ∈ QEλ .
2. If (E, q) and (E′, q) are in QEλ then we say that (E, q) ≡ (E
′, q) if len(E) =
len(E′), q ∈ QEλ∩Q
E
′
λ , and (Q
E
λ/q,≤,≤
∗) = (QE
′
λ /q,≤,≤
∗), where we write
Q/q for the restriction of Q to { q′ ∈ Q : q′ ≤ q }.
3. We say that (E′, q′) ≤ (E, q) whenever q′ ≤ q in QE and (E′, q′) ≡ (E, q′).
4. We say that (E′, q′) ≤∗ (E, q) whenever q′ ≤∗ q in QE and (E′, q′) ≡ (E, q′).
Note that clauses 2 and 4, which involve the order ≤, are statements in V Rλ .
The other clauses are statements in V .
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The remainder of this subsection we will be dedicated to specifying which
sequences E can appear as the first element of a condition (E, q) in Qλ, although
doing so will require explaining some aspects of the forcing QEλ . The next
subsection will define the forcings QEλ , and the proof that these satisfy the
Prikry property will take up most of the rest of the section.
To facilitate the discussion of QEλ we introduce the following notation: We
will write REλ+1 for Rλ ∗Q
E
λ and R
E
ν+1,λ for Rν+1,λ ∗Q
E
λ
The “suitable sequences” for which QEλ is defined will be sequences of the
form E = 〈 (Eγ , hγ) : γ < λ+ 〉. The members Eγ = (Eγ , hγ) of this sequence
will consist of a set Eγ ⊆ λ and a function hγ : Eγ → R
E↾γ
ν+1,λ+1. The pairs
(Eγ , hγ) will determine sets val
H(Eγ , hγ) ⊂ λ in V
R
E↾γ
ν+1,λ+1 consisting roughly
of those ordinals ν ∈ Eγ such that hγ(ν) is a member of the generic set.
As a special case, the sequence Eκ used at κ will have length κ
+. The pairs
Eκ,γ = (Eκ,γ , hκ,γ) will be choosen so that the collection of sets {Eκ,γ : γ < κ+ }
generates the repeat point W , and the collection of sets { val(Eκ,γ) : γ < κ
+ }
will generate the ultrafilter in the final model. The sequences Eλ used at a
cardinals λ < κ, with which we are currently concerned, will have length less
than λ+ but otherwise mirror the behavior of Eκ.
First we consider the sets Eγ from the sequence E. Recall that W is a given
coherent sequence of measures in the ground model. We define a subsequence
U of W which is maximal among those subsequences which satisfy Eν ∈ U(λ, β)
whenever β ≥ λ+ · ν.
Definition 3.2. 1. Suppose that E = 〈 (Eγ , hγ) : γ < len(E) 〉 where the
sets Eγ form a continuously decreasing sequence of subsets of λ. We
define ordinals βEλ,ξ by recursion on ξ as follows: suppose that β
E
λ,ξ′ has
been defined for all ξ′ < ξ and that λ+ · γ ≤ ξ < λ+ · (γ + 1), where
γ < len(E). Then βEλ,ξ is the least ordinal β < o
W(λ), if there is one, such
that β ≥ sup
{
βEλ,ξ′ + 1 : ξ
′ < ξ
}
and Eγ ∈W(λ, β).
2. We write oE(λ) for the least ordinal ξ such that βEλ,ξ is not defined, and
we write UE(λ, ξ) = W(λ, βEλ,ξ) for each ξ < o
E(λ).
3. We write o∗(E) for the least ordinal η such that oE(λ) ≤ λ+ · η.
4. We say that E is semi-complete if o∗(E) = len(E), and E is complete if
oE(λ) = λ+ · len(E).
8/3/07 *** Somewhere around here note that I use Gλ both for a generic
subset of Qλ and for the generic subset of Q
E
λ .
Note that any proper initial segment of a semi-complete sequence E is com-
plete. The forcing QEλ to be defined will have the property that for any sequence
~Cλ obtained from a generic subset G of Q
E
λ , the ordinal o
∗(E) associated with
E by clause 3 will be the same as the ordinal o∗(~Cλ) associated with ~Cλ by
proposition 1.26.
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If E is not semi-complete then QEλ will be equal to Q
E↾o∗(E), so we usually
work only with semi-complete sequences. If a sequence E has limit length then E
is complete if and only if it is semi-complete. For a sequence E of successor length
the difference between a complete sequence and one which is semi-complete
but not complete is the same as the difference in [7] between o(λ) = λ+ and
o(λ) < λ+: Suppose that E is a semi-complete sequence of successor length. If
E is not complete then forcing with QEλ adds a Prikry-Magidor subset of λ and
hence makes λ singular; while if E is complete then forcing with QE not only
preserves the regularity of λ, but also preserves any measures W(λ, β) such that
β > βEλ,ξ and Eλ,ξ ∈W(λ, β) for all ξ < o
E(λ).
Before turning to the second component hγ of the members (Eγ , hγ) of E, we
need to mention some aspects of the definition of the forcing notions QEλ . Formal
statements of these assertions will be given later. First, the partial orders QEλ
are defined, simultaneously with the concepts in this subsection, by recursion on
len(E); thus we assume here that QE↾γλ has already been defined for all ordinals
γ < len(E).
I think that I should just change the original definition of Pλ to have only
Mahlo cardinals. That would be better than changing it here.
Second, a condition q ∈ QEλ is a sequence q = 〈 qγ : γ < λ
+ 〉, and each
member qγ of the sequence q is a 5-tuple whose first member is a cardinal
νγ < λ. The sequence ~ν
q = 〈 νγ : γ < λ+ 〉 of these ordinals will be a member of
the set Pλ from definition 1.10. If Hλ ⊆ Rλ is generic and q
′ ≤ q in the order
of QEλ in the model V [Hλ] then we will have ~ν
q′ ≤ ~νq in P
~C(Hλ)
λ .
We can now be more explicit about the induction hypothesis stating that
Qλ′ extends the layered tree sequence ~C↾λ
′:
Inducton Hypothesis 3.3. Assume that Hλ is a generic subset of Rλ, and
for each λ′ < λ and q ∈ Qλ′ , let Fλ′ = { ~νq : q ∈ Gλ′ }. Then the sets Fλ′ are
filters which define a layered tree sequence ~C(Hλ) by Definition 1.22, and the
function q 7→ ~νq witness that the forcing notion Qλ′ extends the layered tree
sequence ~C(H ′λ) =
~C(Hλ)↾λ
′.
Each member Eγ = (Eγ , hγ) of the sequence E represents a R
E↾γ
λ+1-name for a
subset val(Eγ , hγ) of λ, of which the closed unbounded set Cλ,γ will be a subset.
This statement needs to be taken with a grain of salt in the case that γ is a limit
ordinal, since in that case restricting the generic set Gλ ⊆ QEλ to Q
E↾γ
λ does not
yield a generic subset of QE↾γλ .
We now begin the formal definition, by recursion on the length γ < λ+ of E,
of three notions: (i) E is a suitable sequence of length γ, (ii) (E, h) is a simple
E-term, and (iii) the forcing QEλ .
The logical order of the definition is as follows: Assume that the definition
of all three notions is known for sequences E′ with len(E′) < γ = len(E). We
can then define the notion of a suitable sequence E of length γ, the members
(Eξ, hξ) of which are simple E↾ξ terms. The definition of Q
E
λ follows, and this
definition, in turn, is used for the definition of a simple E-term. Such terms will
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then appear as the final members of suitable sequences of length γ+1, allowing
the next stage γ + 1 of the recursion.
These definitions will be presented in a slightly different order, which is
dictated by the notation involved. The definition of a simple term is given first,
and the definition of a suitable sequence (which is a sequence of simple terms)
follows immediately after. Finally the definition of the forcing QEλ is given in
the next subsection.
Definition 3.4. Suppose that E is a suitable sequence of length γ and that QEλ
has been defined.
1. A simple E-term is a pair (E, h) such that E ⊆ λ and h is a function with
domain E such that for each ν ∈ E we have h(ν) = q↾γ for some q ∈ QEλ
with Iq = {γ} and νqγ = ν.
2. Suppose that H ⊂ REλ+1 is generic and (E, h) is a simple E↾γ-term for
some γ ≤ len(E). If we write H = Hλ ∗Gλ then
valH(E, h) = { ν ∈ E : h(ν)↾λ ∈ Hλ & ∃q ∈ Gλ h(ν)λ = q↾γ } .
Note that clause 1 asserts that the sequence ~νh(ν)λ is a sequence ~ν of length
γ such that νξ = ν if ξ < γ and ξ ∝ν γ, and νξ = 0 otherwise. In the case that
γ is a successor ordinal it would be equivalent to specify Iq = {γ − 1}.
If len(E) = γ then clause 2 specifies the obvious REλ+1-term corresponding
to the pair (E, h). If γ < len(E) then the situation is more subtle, since it is not
clear that a generic subset of REλ+1 can be restricted to yield a generic subset
H ′ of RE↾γλ+1. In the case that γ is a successor ordinal then we will eventually see
that such a restriction H ′ does exist, and that valH(E, h) = valH
′
(E, h).
In the case that γ is a limit ordinal and γ < len(E) there is no generic
subset of RE↾γλ+1 in V [H ], where H is a generic subset of R
E
λ+1. For the reason
we only work with simple E↾γ-terms which are diagonal intersections of simple
E↾γ′-terms for γ′ < γ. The following notation makes this more precise.
Notation 3.5. 1. Suppose that (E, h) and (E′, h′) are simple E↾γ-terms and
E↾γ′-terms, respecitively. Then we say that (E, h) ⊆ (E′, h′) if E ⊆ E′
and h(ν)↾γ′ ≤∗ h′(ν) for all ν ∈ E′.
2. If E = 〈 (Eγ′ , hγ′) : γ
′ < γ 〉, where (Eγ′ , hγ′) is a simple E↾γ
′-term, then
we write ∆(E) for the diagonal intersection of the sequence E, that is, the
simple term (E, h) such that
E = ∆
γ′<γ
Eγ′ and
h(ν)↾γ′ =
∧
{ hγ′′(ν)↾γ
′ : γ′ ≤ γ′′ < γ & γ′′ ∝ν γ }
for each ν ∈ E and γ′ < γ.
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Note that (E, h) ⊆ (E′, h′) implies valH(E, h), but the converse implication
does not hold since clause 1 requires h(ν)↾γ ≤∗ h′(ν), instead of h(ν)↾γ ≤ h′(ν).
It is worth noting, however, that this comment only applies to h↾λ. The fact that
~νh(ν)λ = ~νh
′(ν)λ will ensure that h(ν)λ ≤ h′(ν)λ if and only if h(ν)λ ≤∗ h′(ν)λ.
The use of ≤∗ ensures that the set of simple E-terms is closed under inter-
sections of ⊆-descending sequences 〈 (Eν , hν) : ν < ξ 〉 with ξ < min(E0), and
that the diagonal intersections called for in the following definition exist.
Definition 3.6. A suitable sequence E on λ of length γ < λ+ is a semi-complete
sequence 〈 (Eξ, hξ) : ξ < γ 〉 such that for each ξ < γ,
1. (Eξ, hξ) is a simple E↾ξ-term.
2. If ξ is a limit ordinal then (Eξ, hξ) = ∆E↾ξ.
3. If ξ is a successor ordinal then (Eξ, hξ) ⊆ (Eξ−1, hξ−1).
3.2 Definition of QEλ
We are now ready to give the definition of the partial order QEλ where E is
a suitable sequence of length γ. As was pointed out earlier, we assume that
QE
′
λ and the notion of a simple E
′-term have been defined for all sequences E′
of length less than γ, and the notion “E′ is suitable” has been defined for all
sequences of length len(E′) ≤ γ.
The members q of QEλ will have the form
q = 〈 qι : ι < λ
+ 〉 where qι = (νι, βι, Aι, gι, fι).
The coordinates qι are based on the forcing Qλ used in [7] to add a single new
closed unbounded subset of λ. In the case when len(E) > ι+1 or len(E) = ι+1
and E is complete, qι will be essentially the same as the conditions in the forcing
for the case o(λ) = λ+ of [7], modified by requiring that gι(ν) be a member of
R
E↾ι
ν+1,λ+1 instead of Rν+1,λ and by including specifications which ensure that
Cλ,ι ⊂ val(Eι, hι). When ι + 1 = len(E) and E is not complete, say oE(λ) =
λ+ · ι + ξ for some ξ with 0 < ξ < λ+, then βι will take the constant value ξ
on a dense subset of QEλ , and the requirements on the remaining coordinates
(νι, Aι, gι, fι) are essentially the same as those for the case o(λ) = ξ < λ
+ of [7].
The case ι ≥ len(E) corresponds to the case o(λ) = 0 of [7]. In this
case (νι, βι, Aι, gι, fι) = (νι, 0,∅,∅,∅), and the fact that ~ν ∈ Pλ implies that
{ ι : νqι 6= 0 } is bounded in λ
+, so q can be regarded as a member of Hλ+ . While
νι need not be 0 for all ι ≥ len(E), the definition of the order ≤ on QEλ will state
that if q′ ≤ q then νq
′
ι = ν
q
ι for all ι ≥ len(E).
We can also now give a formal definition of the projection refered to previ-
ously:
Definition 3.7. If q ∈ QEλ and γ < len(E) then we write q|γ for the sequence
q′ = q↾γ⌢〈 (νqι , 0,∅,∅,∅) : γ ≤ ι < λ
+ 〉 ∈ QE↾γλ .
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We are now ready to begin the formal definition of QEλ . First we define Q
E
λ
in the easy cases, when len(E) = 0 or len(E) is a limit ordinal.
Definition 3.8. A sequence q is in Q∅λ if and only if qι = (ν
q
i , 0, ∅, ∅, ∅) for all
ι < λ+ and ~νq = 〈 νqι : ι < λ
+ 〉 ∈ Pλ. The orderings ≤ and ≤∗ of Q
∅
λ are trivial:
q′ ≤ q and q′ ≤∗ q each hold if and only if q′ = q.
Definition 3.9. If len(E) is a limit ordinal then q ∈ QEλ if and only if q = q|γ
and q|γ ∈ QE↾γλ for all γ < len(E). The direct extension ordering on Q
E
λ is
defined by q′ ≤∗ q in QE if and only if for all γ < len(E) we have q′|γ ≤∗ q|γ in
QE↾γλ .
If q′ and q are in QEλ then q
′ ≤ q if there is some γ < len(E) such that
~νq
′
⇂γ = ~νq⇂γ and q′|γ′ ≤ q|γ′ in QE↾γ
′
λ for all γ ≤ γ
′ < len(E).
Now we turn to the definition of QE when E is a semi-complete sequence
of successor length η + 1, so that oE(E) = λ+ · η + ξ for some ordinal ξ with
0 < ξ ≤ λ+. The basic idea is to combine the forcing QE↾ηλ to add Cλ,ι for ι < η
and the forcing of [7] to add Cλ,η; however the combination will be equivalent
to the suggested two step iteration only in the case that η is a successor ordinal.
It is convenient to use the following notation also in the case when ξ = 0,
that is, when E↾η is a complete sequence of length η but E is not a semicomplete
sequence of length η + 1. This is potentially ambiguous when η is a successor
ordinal, as then oE(λ) could be written either as η ·λ++0 or as (η−1) ·λ++λ+,
so that ξ = oE(λ) could be either 0 or λ+. However the value of η, and hence
of oE(λ), will be clear from the context.
Notation 3.10. 1. Suppose that oE(λ) = λ+ ·η+ξ where 0 ≤ ξ ≤ λ+. Then
we write o¯E(λ) = ξ, and if γ < ξ then we write U
E
(λ, γ) = UE(λ, λ+ ·η+γ).
2. If ν < λ then we say that o¯E(ν) = ξ if (i) ξ ∝ν o¯
E(λ), (ii) η↓ν is defined,
(iii) E↓ν is semi-complete on ν (or ξ = 0 and E↓ν is complete of length
η↓ν), and (iv) ξ↓ν = o¯E↓ν(ν).
3. If β < o¯E(λ) then we will write o¯E,β(ν) = ξ if o¯E(ν) = ξ in ult(V, U
E
(λ, β)).
Note that o¯E,β(λ) = β.
If E is complete, so that o¯E(λ) = λ+, then o¯E(ν) is normally undefined since
ξ ∝ν λ
+ does not hold. However definition still makes sense in the special
case ξ < λ, provided we replace the requirement ξ ∝ν λ
+ with the requirement
ξ < ν, and we will write o¯E(ν) = ξ in this case.
The function o¯E(ν) is not defined for every ν < λ, but it is uniquely deter-
mined in the cases it is defined. Also, if o¯E(λ) < λ+ then
{
ν : o¯E(ν) = ξ
}
∈
U
E
(λ, ξ) for each ξ < o¯E(λ).
Here is the complete definition of the conditions for successor length. Recall
that the set of conditions of QEλ and the direct extension order ≤
∗ on QEλ are
defined in V , while the forcing order ≤ of QEλ is defined in V [Hλ].
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Definition 3.11. If len(E) = η+1 then a sequence q is in QEλ if q|η ∈ Q
E↾η
λ , ~ν
q =
〈 νι : ι < λ+ 〉 ∈ Pλ, qγ = (νγ , 0, ∅, ∅, ∅) for all γ > η, and qη = (νη, βη, Aη, gη, fη)
satisfies the following three conditions:
1. βη < min(o¯
E(λ) + 1, λ+).
2. (Aη, gη) is a simple E↾η-term such that (Aη, gη) ⊆ (Eη, hη) = Eη, (Aη, gη) ⊆
∆γ<η(Aγ , gγ), and Aη ∈
⋂
γ<βη
U¯E(λ, γ).
3. For all ν ∈ Aη the following conditions hold:
(a) ν ≤ fη(ν) < λ.
(b) If we write q′ = g(ν)λ then ~ν
q′ = add(~νq, η, fη(ν)),
(c) If fη(ν) > ν then gη(ν)↾λ forces in Rν+1,λ that there is a condition
(E¯, q¯) ∈ G˙fη(ν) with E¯↾(η↓fη(ν)) + 1 = E↓fη(ν) and ν
q¯
η↓fη(ν)
= ν.
(d) gη(ν) RE↾η
ν+1,λ+1
fη(ν) ∈ val(Eη, hη).
8/8/07 *** I’m not sure I like 3d, especially in the case η is a limit ordinal.
Maybe be explicit: ν ∈ Eη and gη(ν) ≤ hη(ν). In any case, this probably calls
for a comment.
7/27/07 — Note that there need be no relation between gqη(ν) and q|λ. By
Definition 3.17(3a) gqη(ν) replaces q|λ.
It might seem that this should not be true in the Prikry-Magidor case, where
qη is preserved in all extensions. However q|η is not preserved, as E↾η is complete.
This definition combines the two cases when E is complete and when E is not
complete. In the case that E is not complete the set of conditions q with
βqη = o¯
E(λ) will be open and dense in both of the orders ≤ and ≤∗. We will later
discover that if q is a condition in this set such that f qη is the identity, then q will
force that Cλ,η \ νqη is a Prikry-Magidor-Radin set with Cλ,η \ ν ⊆ val
E(Aqη, g
q
η).
This set Cλ,η will change the cofinality of λ to cf(β) if cf(β) < λ and to ω
otherwise. If q is in this set but f qη is not the identity, then q will still force that
a new Prikry-Magidor set C is added, but in this case
Cλ,γ \ ν
q
η = C ∪
⋃
ν∈C
(
{f qη (ν)} ∪ Cfq(ν),η↓fq(ν) \ ν
)
⊂ C.
Conditions 3(c,d) will ensure that ν ∈ Cfq(ν′),η↓fq(ν) for each ν ∈ C, and that
Cλ,η ⊂ val(Eη, hη).
If E is complete then the set of conditions q such that βqη = 0 will be ≤-dense.
The forcing on this dense subset, which we will call PEλ , is similar to the forcing
used by Gitik in [1] in the case o(λ) = λ. Gitik defined ≤∗ in this forcing to be
the same as ≤; however our definition of ≤∗ will use conditions with βqη > 0. As
a consequence our order ≤∗ will satisfy completeness properties where Gitik’s
satisfied only distributivity.
We now define the direct extension ordering ≤∗.
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Definition 3.12. If len(E) = η + 1 and q′ and q are in QEλ then q
′ ≤∗ q if
1. q′|η ≤∗ q|η in QE↾ηλ .
2. νq
′
η = ν
q
η .
3. βq
′
η ≥ β
q
η.
4. For all ν ∈ Aq
′
η ,
(a) βqη ∝ν β
q′
η .
(b) If ν ∈ Aqη then f
q′
η (ν) = f
q
η (ν) and g
q′
η (ν) ≤
∗ gqη(ν).
(c) If ν /∈ Aqη then o¯
E,βq
′
η (ν) is defined, βq
′
η > o¯
E,βq
′
η (ν) ≥ βqη, and q↓ν ∈
QE↓νν .
Following is some stuff that should go somewhere, and some of which may
already be somewhere. This needs to be reorganized.
Definition 3.13. 1. If q ∈ QEλ and ν < λ then q/ν is the condition obtained
by replacing Aqγ with A
q
γ \ ν for all γ < len(E).
2. We say that the extension q′ ≤∗ q is above ν if Aq
′
γ ∩ ν = A
q
γ ∩ ν, and in
addition gq
′
γ (ν
′) ≤∗ gqγ(ν
′) is above ν for each ν′ ∈ Aqγ ∩ ν.
Proposition 3.14. Suppose that qν′ ≤
∗ qν for ν < ν
′ < ξ ≤ λ. Then there is
q such that q/ν ≤∗ qν for all ν < ξ.
If qν′ ≤∗ qν is above ν for ν < ν′ < ξ then q ≤∗ qν can be above ν.
In another direction, if ξ < λ then (by taking q/ξ for q) we can have q ≤∗ qν
for all ν < ξ.
Proof. The sticky point is Clause 3.12(4a), which requires that βqνγ ∝ν′ β
q
γ for
all γ < len(E) and ν′ < λ. This can be arranged by choosing βqγ so that
〈βqνγ : ν < ξ 〉 is definable (without parameters) from β
q
γ . Cf Gitik’s arguments
in his not-sch stuff.
The forcing (QEλ ,≤
∗) doesn’t have infinums: if 〈 qν : ν < ξ 〉 is a ≤∗-
decreasing sequence then in general there is no greatest lower bound, even if
ξ < λ. I will be writing
∧
ν<ξ qν to designate some ≤
∗-lower bound, without
being specific about which one to use.
Notice that, as pointed out previously, if E is not complete then there is
a ≤∗-dense set of conditions q such that βqη has its maximum value o¯
E(λ). If
q is in this set then q′ ≤∗ q if and only if Aq
′
⊂ Aq and clause 4b holds.
However it is useful for technical reasons to allow βqη < o¯
E(λ). In clause 4c, for
example, the definition of Qν allows the possibility that β
q↓ν
η↓ν < ξ
E↓ν < ν+ and
o¯E↓ν(ν) > βq↓νη↓ν = β
q
ν↓ν.
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We now turn to the definition of the forcing order ≤ on QEλ , which involves
describing extensions q′ < q which add new members to the set Cλ,η. Recall
that add(~ν, γ, ν) was defined in definition 1.15.
Note that for fixed q and η and sufficiently large ν, by proposition 1.12 we
have add(q, η, ν) = (gqη)λ↾η
⌢q⇂η if ν ∈ Aqη and add(q, η, ν) = (hη)λ↾η
⌢q⇂η if
ν /∈ Aqη.
I’m nervous about making this the definition because of the need for homo-
geneity; however this can be used throughout the proof of the Prikry property.
This emended version of the definition needs checking. It would be nice if it
could be made a bit cleaner, too. This might involve changing the definition of
‖ or even the hη in the definition of a simple term.
Clause 1 should probably have (q′‖η)↾η = hη(ν)λ↾η. Below η, g comes in as
(gqν↾η)↓ν ∈ Gν .
6/27/07 — Actually, I believe the assumption that add(~νq, η, ν) ≺ ~νq in P
~C
λ
implies (for the case ν ∈ Aqη) that add(~ν, η, ν) = (g
q
η)λ↾η
⌢q⇂η. ***Seems to be
correct.
Definition 3.15. Suppose that len(E) = η + 1, ~ν ∈ Pν , and ~ν↓ν exists. Then
we write tEν (~ν) for the condition q ∈ Q
E
λ with ~ν
q = add(~ν, η, ν) which is defined
by
q↾η = hη(ν)λ
qη = (ν, 0, ∅, ∅, ∅)
qι = (νι, 0,∅,∅,∅) for all ι ≥ η.
We will write tEν for t
E
ν (~0), and we will write t
E(q) for tE(~νq).
Note that tEν (~ν) is be the ≤
∗-weakest condition q such that ~νq = add(~ν, η, ν).
It will be seen in Definition 3.17 that for two conditions q and q′ with ~νq = ~νq
′
we have q ≤ q′ if and only if q ≤∗ q′; hence tE(~ν) is also the ≤-weakest such
condition.
If E is complete then the conditions of form tEν (~ν) will be dense in Q
E
λ . The
restriction of QE to such conditions is essentially the same as Gitik’s forcing
from [1] in the case o(λ) = λ (or, rather, to its adaptation to o(λ) = λ+).
Definition 3.16. Assume that ~ν′ = add(~νq, η, ν) is defined and add(~νq, η, ν) ≺
~νq in P
~C
λ . Then add(q, η, ν) is the condition q
′ ∈ QEλ with q
′⇂η + 1 = q⇂η + 1
such that
1. if ν ∈ Aqη then
q′↾η = gqη(ν)λ↾η,
q′η = (f
q
η (ν), A
q
η \ f
q
η (ν) + 1, β
q
η, f
q
η , g
q
η),
2. and if ν /∈ Aqη then q
′↾η + 1 = tEν (~ν)↾η + 1.
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Note that in the important case that len(E) = η + 1 this means that for
ν /∈ Aqη we have q
′ = tEν (~q).
Definition 3.17. If len(E) = η + 1 then the forcing ordering ≤ of QEλ is the
least transitive relation satisfying the following five conditions:
1. q′ ≤ q whenever q′ ≤∗ q.
2. q′ ≤ q whenever q′|η ≤ q|η in QE↾ηλ and q
′⇂η = q⇂η.
3. If ν ∈ Aqη then add
E(q, η, ν) ≤ q whenever the following conditions are
satisfied:
(a) (E, q′′)↓ν ∈ Gν , where q′′ is the condition obtained from q by replac-
ing βqη with β
q′′
λ = o¯
E(ν)
(b) gqη(ν)↾λ ∈ Hλ.
4. If ν /∈ Aqη and q
′ = addE(q, η, ν) = tEν (~ν
q) then q′ ≤ q whenever
(a) (E, q)↓ν ∈ Gν .
(b) hη(ν)↾λ ∈ Hλ.
(c) ν ∈ Eη.
(d) o¯E↓ν(ν) = βqη↓ν.
5. tEν′(~ν) ≤ t
E
ν (~ν) whenever, setting η¯ = η↓ν
′,
(a) There is a sequence E¯ with E¯↾η¯+1 = E↓ν′ so that (E¯, tEν (~ν)↓ν
′) ∈ Gν′ .
(b) hη(ν
′)↾λ ∈ Hλ.
(c) ν′ ∈ Eη.
Note: In clause 4, it would be incorrect to write “o¯E(ν) = βqν” because it
could be (in fact, would normally be) that o¯E(λ) = λ+, in which case o¯E(ν) is
not defined.
Clause 3 describes the Prikry-Magidor type forcing used for incomplete se-
quences, which is used as a preparation forcing so that the forcing of clause 5
has the required distributivity properties. If E is incomplete and q is a member
of the ≤∗-dense set of conditions with βqη = o¯
E(λ) then the ordering of QE below
q only uses clauses 1–3.
If E is complete then by clause 4 every condition in QEλ can be extended to a
condition of the form tEν (~ν). Hence the set of conditions q with β
q
η = 0 is dense
in QEλ ; however conditions with β
q
η > 0 are needed for the direct extension order
≤∗.
As a first step towards proving that the Induction Hypothesis 3.3 holds for
Qλ, we need to verify that Fλ = { ~νq : q ∈ Gν }. is a filter in P
~C↾λ
λ .
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Lemma 3.18. If q′ ≤ q in QEλ then ~ν
q′ 4 ~νq in P
~C
λ .
Proof. We prove the lemma by induction on len(E). If len(E) = 0 then q′ =
q, so the conclusion is trivial, and if len(E) is a limit ordinal then it follows
immediately from the induction hypothesis on len(E), together with the fact that
q′ ≤ q implies that
{
ι < η : νq
′
ι 6= ν
q
ι
}
is bounded in η. Thus we can assume
that len(E) = η+1, a successor ordinal. Furthermore we can assume that q′ ≤ q
follows by a single application of one of the five clauses of definition 3.17. Again,
the conclusion is trivial for the first clause, which has ~νq
′
= ~νq, and follows from
the induction hypothesis on len(E) for the second clause.
If q′ ≤ q follows from the third clause, then condition 3.17(3b) implies that
~Cν is smoothly joined to ~C at ~ν
q↓ν, and condition 3.17(3a) together with defini-
tion 3.11(4b) implies that ~Cfη(ν) is smoothly joined to
~C at add(~νq, η, ν)↓fη(ν).
Hence ~νq
′
= add(~νq , η, fη(ν)) ≺ ν
q in Pλ.
Similarly, the induction hypothesis on λ, together with either condition 3.17(4c)
or condition 3.17(5a), implies that ~νq
′
= add(~νq, η, ν) ≺ νq whenever q′ ≤ q fol-
lows from clause 4 or 5.
[[In fact I may as well move definition 3.22 and the proposition following to
this point.]]
[[6/28/02 — I’m leaving this paragraph in the file at this point, since it more
or less explains something which has had me confused some of the time. — —
—We will later see (lemma 3.25) that in this case, whenever ~C is generic for QEλ
then Cη is generic for Q
E↾η+1
λ , and if ν0 = minCλ,η then for all ι > η we have
Cλ,ι \ν0 ⊂ Cλ,η. For each member ν of Cλ,ι \ν0 we will have o∗(ν) > ι↓ν > η↓ν.
Such an ordinal ν can be added to Cλ,η in only two ways: via clause 4, or
via the function f qη . Furthermore these routes are equivalent in the sense that
one cannot specify, given a QE↾η+1λ generic set GE and ordinal ν, one of these
alternatives as the one which for which ν was added to Cλ,η.]]
Corollary 3.19. If Gλ ⊆ QEλ is generic then the set Fλ = {~ν : ∃q ∈ Gλ ~ν
q 4 ~ν }
is a filter on P
~C
λ .
Lemma 3.20. The set ~D = ext
~C
λ (Fλ) is unbounded in λ if and only if γ < o
∗(E).
Hence o∗( ~D) = o∗(E), and the sequence of length λ+ 1 obtained by settting
~Cλ = ~D is a layered tree sequence.
Proof. If γ ≥ o∗(E) then q′ ≤ q implies νq
′
γ = ν
q
γ , so max(Dγ) = ν
q
γ for any
q ∈ Gλ. Thus o∗(~C) ≤ o∗(E).
It remains to show that γ < o∗(E). We assume that E is semicomplete, so
that o∗(E) = len(E), and show by induction on len(E) that Dγ is unbounded in
λ for all γ < len(E).
If γ + 1 < len(E) then for any η < λ and any condition q ∈ QEλ there is, by
the induction hypothesis, a q′ ≤ q|γ + 1 in QE↾γ+1λ such that ν
q′
γ > η. Then
q′′ = q′↾(γ+1)⌢q⇂γ+1 is a condition in QEλ such that q
′′ ≤ q and νq
′′
γ = ν
q′
γ > η.
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It follows that it is forced in QEλ that Cλ,γ is unbounded in λ. This completes
the proof of the lemma in the case len(E) is a limit ordinal, so for the rest of
the proof we can assume that len(E) = γ + 1.
We can assume that βqγ > 0, since if β
q
γ = 0 then we can instead work
with the condition q′ ≤∗ q which is defined by setting q′↾γ = q↾γ and q′γ =
(νqγ , 1, Aγ , gγ , id ↾Aγ) where
gγ(ν) = hγ(ν) and Aγ =
{
ν < λ : o¯E(ν) = 0 & q↓ν ∈ QE↓νν
}
.
Then Aq
′
γ ∈ U(λ, γ · λ
+) = U¯E(λ, 0).
To complete the proof, fix any ξ < λ. Since Hλ ⊆ Rλ is generic, we can
pick ν ∈ Aqγ \ ξ such that o¯
E(ν) = 0, gqγ(ν)↾λ ∈ Hλ and (E↓ν, (q|γ)↓ν) ∈ Gν .
Then addE(q, η, ν) ≤ q since o¯E(ν) = 0 implies that q|γ is the condition q′′ of
Definition 3.17(3a).
This completes the proof that o∗( ~D) = o∗(E). Now if D0 is bounded then
len(E) = 0 and hence Fλ has the minimal member ~ν
q, where q is the unique
member of Gλ. Since ~C↾λ is a layered tree sequence, it follows that the sequence
of length λ + 1 obtained by setting ~Cλ = ~D is a layered tree sequence. This
completes the proof of lemma 3.20.
Proposition 3.21. Any condition q ∈ QEλ forces that Cλ,γ \ν
q
γ ⊂ val
Hλ(Eη, hη)
for all η < o∗(λ).
Proof. The proof is by induction on len(E), and as in previous arguments we
need consider only the case len(E) = γ + 1. We will show that if q′ and q′′ =
addE(q′, γ, ν) are in GEλ then Cλ,γ ∩ (ν
q′ , νq
′′
] ⊂ valHλ(Eγ , hγ). Since λ \ νqγ is
the union of such intervals this will prove the proposition.
We must have q′′ ≤ q′ by one of the clauses 3-5 of Definition 3.17, since the
first two clauses do not increase νq
′
γ . For each of these clauses, subclause (a)
implies that Cλ,γ ∩ (νq
′
γ , ν) ⊂ val
Hλ(Eγ , hγ).
In the case that q′′ ≤ q′ by clause 4 or 5, subclause (b) together with the fact
that q′′‖γ is hη(ν) implies that ν = νq
′′
γ ∈ val
Hλ(Eγ , hγ), and this completes the
proof for this case.
In the case that q′′ ≤ q′ by clause 3 we need to look at clause 3 of the defi-
nition 3.11 of the set QEλ of conditions. If f
q′
γ (ν) > ν then subclause (c) implies
that Cλ,γ ∩ [ν, f q
′
γ ) ⊂ val
Hλ(Eγ , hγ). Finally subclause (d) implies that ν
q′′ =
f q
′
γ (ν) ∈ val
Hλ(Eγ , hγ), and this completes the proof that Cλ,γ ∩ (νq
′
γ , ν
q′′
γ ] ⊂
valHλ(Eγ , hγ), and this completes the proof of the proposition.
This next is awkward, and also is probably redundant.
Next we look at the case of a complete sequence E of successor length, and de-
scribe a dense subset of QEλ in a way which may be more reminiscent of Gitik’s
forcing in [1]. In order to see the resemblance one should identify ν ∈ PE(q)
with the closed set Cν,γ↓ν \ νqγ and note that our forcing differs from Gitik’s in
that where his forcing allows arbitrary bounded closed sets as conditions, our
forcing is restricted to the tree of sets of this form.
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Definition 3.22. If ~ν ∈ Pλ then the partial order (PE(~ν),) is defined by
setting PE(~ν) equal to the set of ordinals ν with νη ≤ ν < λ such that tEν (~ν) is
defined, and writing ν′  ν if and only if tEν′(~ν) ≤ t
E
ν (~ν).
If q ∈ QEλ then we will write P
E(q) for PE(~νq) and tEν (q) for t
E
ν (~ν
q).
Proposition 3.23. Suppose len(E) = η + 1, E is complete, and q ∈ QEλ . Then
the map ν 7→ tEν (q) embeds P
E(q) onto a ≤-dense subset of
{
q′ ∈ QEλ : q
′ ≤ q
}
.
Proof. The map ν 7→ tEν (q) is an order preserving embedding by the definition
of (PE(q),4). To see that the range of the embedding is dense, suppose that
q′ ≤ q. Set β = βq
′
η < λ
+. Then
{
ν′ : o¯E(ν′) = β
}
∈ U
E
(λ, β). Thus there will
certainly be some ν′ with oE(ν′) = β such that ~νq
′
∝ν′ η and (E, q
′)↓ν′ ∈ G′ν .
Then tEν′(q) ≤ q
′ by definition 3.17(4).
Note that the assumption that E is complete is needed here. If E is not
complete then
{
q′ : βq
′
η = o¯
E(λ)
}
is dense. If q′ is any member of this set then
only clauses (1–3) of definition 3.17 can apply, and these clauses cannot give
tEν′(q) ≤ q
′.
Corollary 3.24. Suppose that E is complete sequence on λ with len(E) = η+1,
and q ∈ Gλ. Then Cλ,η \ νqη is a V [Hλ]-generic subset of P
E(q).
The following important lemma says that the forcing QEλ can be factored as
QEλ ≡ Q
E↾γ+1
λ ∗ S˙
E
λ,γ for some forcing S
E
λ,γ . This fact will be used in section 4,
where we will need to look more carefully at the second factor SEλ,γ .
Note that it is not that Gλ ∩ Q
E↾γ+1
λ is generic. The generic subset of
QE↾γ+1λ is obtained (given some ~ν coming from an member of Gλ—preferably
the P
~C
λ -maximal one) map a condition q ∈ Gλ to the sequence with sequence
~νq↾γ + 1⌢~ν⇂γ + 1.
Note: this is a new thought, which would require some checking and revision.
(No—it doesn’t work because this sequence isn’t decreasing on its support.)
6/27/07 — See the comment following proposition 1.12.
Lemma 3.25. Suppose that γ+1 < len(E), that E↾γ+1 is complete, and that q ∈
Gλ where Gλ is a V [Hλ]-generic subset of Q
E
λ . Then the set Cλ,γ\ν
q
γ is a generic
subset of PE↾γ+1(~νq), and hence G′ = { (q′↾γ + 1)⌢(q|γ + 1)⇂γ + 1 : q′ ∈ Gλ }
is a generic subset of QE↾γ+1λ .
Proof. Since PE↾γ+1(q) is embedded onto a dense subset ofQE↾γ+1λ , the assertion
about G′ follows from that about Cλ,γ \νqγ . Since the lemma is trivial if len(E) =
γ + 1, we can assume γ + 1 < len(E).
Let q be an arbitrary condition in QEλ , Let D˙ be a Rλ name for a dense
subset D ⊂ PE↾γ+1λ , and let p ∈ Rλ force that D˙ is dense.
Set U = UE(λ, (γ + 1) · λ+), which exists since len(E) > γ + 1. There is a
set A ∈ U such that for ν ∈ A we have that E¯ = (E↾γ + 1) and q↓ν exist, and p
forces that D˙ is a dense subset of P E¯(q↓ν).
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We can define p′ ≤ p in Rλ and q′ in QEλ and ν ∈ A so that p
′  q′ ≤ q,
p′ν = (E¯, (q|γ + 1)↓ν) and ν
q′
γ+1 = ν. [[Also p
′  “D˙ ∩ Hλ is a Rλ-name for
D˙ ∩ ν”.]]
Then since Cν,γ↓ν is a generic subset of P
E¯(q↓ν), there is some ν′ ∈ Cν,γ↓ν ⊂
Cλ,γ which is in D.
7/20/07 — MUCH Work needed in this area.
Proposition 3.26. If E is complete then QEλ extends
~C(Hλ).
Proof. Let Gλ ⊆ QEλ be generic and define f by setting f(q) = ~ν
q. First suppose
that len(E) = η + 1. By lemma 3.20 f“Gλ generates a filter Fλ on P
~C
λ which
extends ~C↾λ to a layered tree sequence of length λ+ 1. By Corollary 3.24, the
set GEλ is determined by the set Cλ,η. Thus the function f witnesses that Q
E
λ
extends ~C↾λ.
Now suppose that η = len(E) is a limit ordinal. That the filter generated by
f“Gν extends the layered tree sequence ~C↾λ follows from Lemmas 3.25 and 3.27.
8/15/07 *** The other part, that Gλ can be recovered from ~Cλ, doesn’t
seem to me to be obvious. This will probably work: q ∈ Gλ if an only if q|ξ +1
is in the generic subset of QE↾ξ+1λ induced by
~Cλ↾ξ for each ξ < γ. But it is not
obvious that this should work.
This might have to go with the incomplete sequences.??????
The proof that QEλ extends
~C(Hλ) for an incomplete sequence E is more
difficult, and will be deferred to the end of this section, after the proof of the
Prikry property, at which time we will also show that Qλ extends ~C(Hλ), that
is, that the sequence E can be recovered (up to the equivalence described in
Definition 3.1) from ~C(Gλ).
I also need to say something about the case that len(E) is a limit ordinal.
This should work for the limit case: For any q ∈ QEλ and let Q¯
E(q) be the
set of conditions q′ ≤ q in QEλ such that for some η < len(E) and ν < λ we have
q′|η = tEν (q) and q
′ ≤∗ tEν (q). Then Q¯ is dense in Q
E
λ/q.
Then (given E) Gλ would be the set of q such that for arbitrarily large ν
there is some q′ ≤ tEν (q) such that q
′ ∈ Q¯E(q).
[[The following is in preparation for the Prikry property(?)]]
Proposition 3.27. The ordering (QEλ ,≤
∗) is <λ-closed.
Proof. Suppose that δ < λ and 〈 qξ : ξ < δ 〉 is a ≤∗-decreasing sequence. To de-
fine q, set ~νq = ~νq
0
and βqγ = sup
{
βq
ξ
γ : ξ < δ
}
. Define Aqγ = lim inf
{
Aq
γξ
\ δ : ξ < δ
}
={
ν < λ : ∃ξ < δ∀ξ′ > ξ ν ∈ Aq
ξ
γ \ δ
}
. Thus if ν ∈ Aqγ then ν ∈ A
qξ
γ for all ξ < δ
such that o¯E(ν) < βq
ξ
γ .
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Finally, set f qγ (ν) = f
qξ
γ (ν) for all ξ < δ such that ν ∈ A
qξ
γ , and set g
q
γ(ν) =∧{
gq
ξ
γ (ν) : ν ∈ A
qξ
γ
}
.
8/15/07 — This is an argument by induction; I need that QE↾γλ is < λ-closed
to get that
∧{
gq
ξ
γ (ν) : ν ∈ A
qξ
γ
}
exists.
This definition of Aqγ is equivalent to saying ν ∈ A
q
γ if and only if o¯
E(ν) < βqγ
and ν ∈ Aq
ξ
γ \ δ for all ξ < δ such that o¯
E(ν) < βq
ξ
γ .
Definition 3.28. If q ∈ QEλ and ν < λ then q/ν is the condition defined by
(q/ν)ι = 〈 νqι , β
q
ι , A
q
ι \ ν, g
q
ι ↾A
q
ι \ ν, f
q
ι ↾A
q
ι \ ν 〉 for each ι < λ
+.
A sequence 〈 qξ : ξ < η 〉 is diagonally decreasing if βq
ξ
ι > 0 for all ξ < η and
ι < o¯E(λ). and qξ
′
/ν ≤∗ qξ whenever ξ′ ∝ν ξ.
Note that ι < λ+ and q ∈ QEλ satisfies β
q
ι then q/ν  Cλ,ι ∩ ν ⊆ ν
q
ι + 1.
Proposition 3.29. If 〈 qξ : ξ < η 〉 is a diagonally decreasing sequence then
there is q = qη = ∆ξ<η q
ξ such that 〈 qξ : ξ < η + 1 〉 is diagonally descreasing.
Proof. Set ~νq = ~νq
0
and βqι = supξ<η β
qξ
ι .
Let Aqι be the set of ν < λ such that o¯
E↾ι+1(ν) < βqι and ν ∈ A
qξ
ι for all ξ ∝ν η
such that o¯E↾ι+1(ν) < βq
ξ
ι . Set g
q
ι (ν) =
∧{
gq
ξ
(ν) : ξ ∝ν η & ν ∈ Aq
ξ
ι
}
, and
let f qι (ν) = f
qξ
ι (ν) for any ξ ∝ν η such that ν ∈ A
qξ
ι .
== The only thing to check seems to be that 〈 qξ/ν : ξ ∝ν η 〉 is ≤∗-
decreasing. This follows from the properties of the sets Aξ,ν from [8]: If ξ
′ ∈ Aξ,ν
then Aξ′,ν = Aξ,ν ∩ ξ′ so ξ′′, ξ′ ∝ν ξ implies ξ′′ ∝ν ξ′.
“Pure” is not a very good name and includes two notions which are not
really related. But is it worth the trouble to change this?
I probably want to eliminate at least condition (i).
Definition 3.30. We say that q is pure if (i) γ ∝ν len(E) for each γ < len(E)
and ν ∈ Aqγ , and (ii) if len(E) = η + 1 and E is not complete then β
q
η = o¯
E(λ)
and o¯E(ν) is defined for all ν ∈ Aqη.
The pure conditions form a dense, open subset of (QEλ ,≤
∗). NEEDS
WORKThe first clause is useful because it provides a uniform way to define diagonal
limits in QEλ of length η ≤ len(E):
I haven’t said anything about βq in this — which is a problem because the
sets Aq
ξ
ν are not decreasing — even for short limits — because the ordinals β
q
γ
could be increasing.
Proposition 3.31. Suppose that q0 is pure and q = ∆ξ q
ξ. Then q/ν ≤∗ qξ for
each ξ < len(E) and ν < λ such that ξ ∝ν len(E).
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In particular, for all such ξ and ν we have add(q, γ, ν) ≤∗ add(qξ, γ, ν).
Furthermore, if ν′ < ν and p satisfy γ ∝ν′ len(E) and p  add(q, γ, ν) ≤ q, then
p′  add(q, γ, ν) ≤∗ add(qξ, γ, ν) ≤ qξ, where p′ is the same as p except that
p′ν = pν/ν
′.
Proof.
In the second paragraph, the point is that any q′ ≤ add(q, γ, ν) has νq
′
ι > ν
whenever νq
′
ι > ν
q
ι and ν
add(q,γ,ν)
ι 6= ν.
To see why the second clause of the definition of a pure condition is useful,
we recall definition 2.5 from [7]:
The emphasis here should be on the equivlence with Prikry-Magidor forcing,
not with this notion of pure. Put the second clause of the current “pure” in the
hypothesis of this (or a lemma depending on it). Note that this set is open and
≤∗-dense.
In the introduction: state refering to ≤ unless otherwise stated. Thus open
and ≤∗-dense means open in ≤ — ie, once in the set you never get out of it.
Definition 3.32. Cλ,η,ν,f is the closed subset ofCλ,η whose initial and successor
members are defined as follows:
min
(
Cλ,η,ν,f
)
= min (Cλ,η \ ν + 1)
∀ν′ ∈ Cλ,η,ν,f min
(
Cλ,η,ν,f \ (ν
′ + 1)
)
= min (Cλ,η \ (f(ν
′) + 1)) .
Any condition q with ν = νqη and f = f
q
η forces that Cλ,η,ν,f is unbounded
in λ. If q is pure then q forces that Cλ,η,ν,f is a pure Prikry-Magidor set. If
o¯E(λ) < λ then this implies that otp(Cλ,η,ν,f ) = ω
o¯E(λ).
The point being that thus the forcing for incomplete E of successor length is
equivalent to Prikry-Magidor forcing. The assumption that βqη = o¯
E(λ) says that
q is beyond the point at which the forcing can behave like forcing for complete
E (before which almost any extension in P
~C
λ could be made) and the statement
that o¯E(ν) exists for all ν ∈ Aqη says that there are no oddball extensions from
Aqη.
3.3 Prikry Property (New 11/15/07)
11/16/07 — This section is intended to replace all or most of the existing
sections 3.4, 3.5, and 3.6.
I have tried to outline the intended proof in the OmniOutliner file
The main result of this section is that QEλ satsifies the Prikry Property:
Lemma 3.33. Suppose that E is a suitable sequence on λ. Then for every
sentence σ and for every q ∈ QEλ there is q
′ ≤∗ q such that Rλ q
′ ‖QE
λ
σ.
Most of the work towards the proof of lemma 3.33 will go towards proving
lemma 3.35 below, which relies on the following definition:
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Definition 3.34. An extension q′ ≤∗ q is said to be γ-bounded if νq
′
γ′ = ν
q
γ′
for all γ′ > γ, and the extension q′ ≤ q is strongly γ-bounded if q′γ′ = q
′
γ for all
γ′ > γ.
Lemma 3.35. Suppose γ + 1 < len(E), ξ < λ, σ is a sentence, and q ∈ QEλ .
Then there is a ≤∗-dense set of conditions q′ ≤∗ q such that the following
property is forced in Rλ:
Let q′′ ≤∗ q be any condition such that q′′/ξ ≤∗ q′ and Aq
′′
γ ∩ ξ + 1 = ∅, and
suppose that there is a γ + 1-bounded extension of q′′ which decides σ. Then
there is a γ-bounded extension of q′′ which decides σ. [[I’m not sure that I need
to require q′′ ≤∗ q. If not, then I shouldn’t have to mention q at all — in which
case I could drop a prime from everything.]]
Proof of lemma 3.33 from lemma 3.35. Let q be arbitrary, and define a ≤∗-
descending sequence 〈 qξ : ξ < λ 〉 so that if ξ < λ and γ ∝γ η then qξ satisfies
the conclusion of Lemma 3.35 for γ and ξ. Now define q′′ ≤∗ ∆ξ<λ q
ξ by setting
Aq
′′
γ ∩ ξγ + 1 = ∅ for each γ < η, where ξγ is least such that γ ∝ξ η. Thus q
′′
satsifies the hypothesis of lemma 3.35 with respect to qξ for each γ ∝ξ η.
I claim that there is q′′′ ≤∗ q′′ which decides σ. If this is not so, then there
is γ +1 ≤ len(E) such that there is a γ +1-bounded extension of q′′ deciding σ,
but no γ-bounded extension, and this contradicts the choice of qξ.
Definition 3.36. If σ is a sentence of set theory then Xσ0 is the set of conditions
q such for each γ < len(E) and γ+1-bounded extension q′ ≤ q there is a strongly
γ + 1-bounded q′′ ≤ q such that q′ ≤ q′′ and q′′ decides σ.
Lemma 3.37. For any sentence σ, the set Xσ0 is dense in (Q
E
λ ,≤
∗).
Proof. Let q0 ∈ QEλ be arbitrary; we will find a condition q ≤
∗ q0 in Xσ0 . Since
any condition q which decides σ is in Xσ0 , we can assume for the rest of the proof
that no q ≤∗ q0 decides σ.
We will define a ≤∗-decreasing sequence 〈 qι : ι < λ 〉 below q such that each
condition qι satisfies the following property:
∀q ≤∗ qι ∀γ ∝ι η∀ν < λ
(
q∗γ,ν ‖ σ =⇒ q
ι
∗γ,ν ‖ σ
)
. (3)
Because QEλ is ≤λ-closed, in order to define q
ι ≤∗
∧
ι′<ι q
ι′ satisfying (3) it will
be sufficient to show that for each condition q and each γ < len(E) there is
q′ ≤∗ q satisfying (3) for that choice of γ. To do this, we define a ≤∗-decreasing
sequence 〈 rν : ν < λ 〉 below q such that for each ν < λ, rν↾γ + 1 = q↾γ + 1,
and either rν∗γ,ν ‖ σ, or else no r ≤
∗ rν∗γ,ν with r↾γ + 1 = r
ν↾γ + 1 decides σ.
Now define q′ = ∆ν<λ r
ν . To see that q′ satisfies (3) for this γ, suppose that
q′′ ≤∗ q′ and q′′∗γ,ν ‖ σ. Then q
′′
∗γ,ν = (q
′′/ν)∗γ,ν , and since q
′′/ν ≤∗ rν it follows
that rν∗γ,ν ‖ σ. But q
′
∗γ,ν = (q
′/ν)∗γ,ν ≤∗ rν∗γ,ν , so (3) holds for γ.
I claim that the condition q = ∆ι<λ q
ι is in Xσ0 . To see this, suppose that
q′ ≤ q decides σ, and let γ be the largest ordinal such that νq
′
γ > ν
q
γ . Then
q′ ≤ q is γ + 1-bounded, but not γ-bounded. Set q′′ = (q′↾γ + 1)⌢(q⇂γ + 1).
Then q′ ≤ q′′ ≤ q and q′′ ≤ q is strongly γ+1-bounded, so it will be sufficient to
— page 32 —
August 14, 2018 1:25 3.3.1
verify that q′′ ‖ σ. For this, in turn, it will be sufficient to show that q′′ forces
that there is ν < λ such that q′′∗γ,ν ∈ G˙λ, for then q
′
∗γ,ν ≤ q
′, so that q′∗γ,ν ‖ σ,
but since q′⇂γ, ν ≤∗ q⇂γ, ν it then follows by (3) that q′′∗γ,ν ‖ γ.
Now suppose that q′′′ ≤ q′′. If this extension is γ+1-bounded then it is clear
that there is ν as desired, so we can assume that νq
′′′
γ′ > ν
q
γ′ for some γ
′ > γ.
We can suppose that for some ν′, q′′′ forces that ν′ is the least member of⋃{
Cλ,γ′ \ ν
q
γ′ : γ < γ
′ < len(E)
}
. A little thought, using the fact that q′′ ≤ q
is γ + 1-bounded, but not γ-bounded, shows that q′′ ≤ add(q′′, γ + 1, ν) ≤ q′′′.
However add(q′′, γ+1, ν) forces that there is ν′′ < ν′ so that add(q′′, γ+1, ν) ≤
q′′∗γ,ν′′ ≤ q
′′, and it follows, as before, that add(q′′, γ + 1, ν) decides σ. 1
We break up the proof of Lemma 3.35 into three cases. The first case,
γ+1 = len(E) and E is not complete, will be proved by adapting the usual proof
of the Prikry property. The second case, γ + 1 = len(E) and E is complete, will
be reduced to the first case. The final case, γ+1 < len(E) will be reduced, using
Lemma 3.37, to the second case applied to E↾γ + 1.
3.3.1 Case 2: lenE = γ + 1 and E is complete
We assume that q, σ, γ and ξ are as in the statemnet of the lemma. Set β = βqγ
and let A =
{
ν ∈ λ \ ξ + 1 : o¯E↾γ(ν) = β
}
.
This is no good: o¯(ν) is not defined, since E is complete.
Try: A ⊆ λ \ ((ξ + 1) \Aaγ and ν ∈ A implies E↓ν exists and o¯
E↓ν(ν) = β↓ν.
We will have βq
′
γ = β + 1. [[Trying to save notation, let’s keep using q. We
first define gγ(ν) for ν ∈ A.
Claim 3.38. We can define fγ↾A and gγ↾A so that for each ν ∈ A,
Rν+1 gγ(ν) Rν+1,λ q∗γ,fγ(ν)) ‖ σ.
Proof. The proof of Claim 3.38 follows immediately from Lemma 3.39 below.
I’m not properly using the established notation here. I’ll have to go from
the beginning and then rewrite this when I see what’s going on. In particular
the q∗γ,fγ(ν) should be t-something.
Lemma 3.39 corresponds to the observation in the proof of theorem 1.1 of
Gitik [1] which asserts that his forcing P [E] is distributive. The hypothesis is,
of course, implied by the assumption that E is complete.
Lemma 3.39. Suppose that len(E) = γ + 1 and E↾γ is complete, and that for
each ζ < λ the set
Xζ =
{
ν < λ : E↓ν is defined and semicomplete and o¯E↓ν(ν) = β < ν
}
1I think that I need to modify the difinitioin of q′ by shrinking the sets Aq
′
γ′
(0) so that the
statement above follows by elementarity.
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is stationary. Then PE(~ν) is <λ-distributive.
Indeed, if {Dα : α < τ } is a set of τ < λ open dense subsets of PE(~ν) then
for any ν ∈ PE(~ν) there is a cardinal ξ > ν and a condition p ∈ Rλ with
domain(p) = {ξ} such that p PE
~ν
(ξ 4 ν and ξ ∈
⋂
α<τ Dα).
Proof. For α < τ , ν < λ and p ∈ Rν define µ(α, ν, p) to be the least ordinal
µ > ν such that p′ Rλ µ ∈ D˙α for some p
′ ≤ p with p′↾ν + 1 = p. If µ(α, ν, p)
is defined, then set ℓ(α, ν, p) = p′⇂ν + 1 for some such condition p′.
I claim that for each α there is a dense set Yα of conditions p ∈ Rλ such
that µ(α, p, ν) is defined for all ν < λ such that p ∈ Rν . To see this, fix α < τ
and p ∈ Rλ and for each ν < λ choose pν ≤ p in Rλ and ξν > ν so that
pν  ξν ∈ D˙α. There is a stationary set S of ν such that pν↾ν is constant, say
pν↾ν = p
′. Then µ(α, p′, ν) is defined for all ν > sup domain(p′) + 1, since pν′
witnesses that µ(α, p′, ν) ≤ ξν′ for any ν′ ∈ S \ ν + 1. Hence p′ ∈ Yα.
The hypothesis to lemma 3.39 implies that λ is Mahlo, and hence Rλ has
the λ-chain condition. It follows that there is δ < λ so that Yα is dense in Rδ for
all α < τ . Let B be the set of ξ < λ such that µ(α, p, ν) < ξ and ℓ(α, p, ν) ∈ Rξ
for all α < τ , p ∈ Yα ∩ Rδ and ν < ξ. Then B is closed and unbounded, so
there is some ξ > δ in B ∩ Xδ. I will show that there is a condition q¯ ∈ QE¯ξ
such that Rξ q¯ QE¯
ξ
ν ∈
⋂
α<τ D˙α. For this it will be sufficient to arrange that
Cξ,γ¯ ∩Dα 6= ∅.
To define q¯γ¯ , set β
q¯
γ¯ = δ and A
q¯
γ¯ =
{
ν ∈ ∩δ \ ξ : o¯E↓ξ < δ
}
. Now let
〈 (αι, pι) : ι < δ 〉 enumerate the set of pairs (α, p) such that α < τ and
p ∈ Yα ∩ Rδ. Then for ν ∈ A
q¯
γ¯ we set f
q¯
γ¯ (ν) = k(αo¯E¯(ν), po¯E¯(ν), ν) and g
q¯
γ¯(ν) =
ℓ(αo¯E¯(ν), po¯E¯(ν), ν).
Now suppose that α < τ and p ∈ Rλ. Take p
′ ≤ p↾δ in Yα and let ι be such
that αι = α and pι = p
′. Then it is forced in Rλ that q¯ forces in Q
E¯
ξ that there
is some q′ ∈ Gξ with ν
q′
γ¯ = f
q
γ¯ (ν) = k(α, p
′, ν) and gq
′
γ¯ (ν)↾ξ = ℓ(α, p
′, ν) in Hξ.
It follows that k(α, p′, ν) ∈ Cξ,γ¯ ∩Dα.
Now let i : V → ult(V, U¯(β)) = M [[Notation????]] and Let Q¯ be (QEλ)
M .
By the choice of g′,
M |= RE
λ+1
i(g′)(λ) ‖
R
i(E)
λ+1,i(λ)+1
σ.
Let σ′ be the sentence i(g′)(λ) Rλ+1,i(λ)+1 σ. Since E is incomplete in M , so
we can apply case 1 there to the sentence σ′.
q in (QEλ)
(M) so that
M |= Rλ r ‖QE
λ
i(g′)(λ) 
R
i(E)
λ+1,i(λ)+1
σ,
and thus it is forced in Rλ that r, together with i(g
′)(λ), decides σ.
By using Claim 3.38 we can regard σ, below add(q′, γ, ν) for any ν ∈ A, as
a sentence in RE¯ν+1 where E¯ = E↓ν. We now need to determine, for ν ∈ A, the
condition q′↓ν ∈ QE¯ν. It is tempting to simply use the fact, which we know
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as an induction hypothesis, that RE¯ν+1 has the Prikry property, but such an
argument breaks down because we have no control over what happens in Rξ+1,
an incompacity which is determined by the use of a diagonal intersection in the
proof of lemma 3.33.
Claim 3.40. There is a ≤∗-dense set of conditions r in QE¯ν such that the follow-
ing property is forced in Rν : For all pairs (γ
′, ν′) with γ′ ∝ν′ η and ξ < ν
′ < ν,
either r∗γ′,ν′  σ or else there is no r
′ ≤∗ r such that r′∗γ′,ν′  σ.
Proof. Use Lemma 3.37 to define a ≤∗ descending sequence of conditions rι
such that rι has the required property for pairs (γ′, ν′) with ν′ < ι, and then
use the diagonal intersection of this sequence.
The fact that the diagonal intersection inherits the required property for
each pair (γ′, ν′) from rι follows from the observation that this property depends
only on r/ν′. This is because r∗γ′,ν′↾γ
′ + 1 is the maximal condition, so that r
restricts only extensions on the interval between γ′ and γ. However any r′ ≤ r
with νr
′
γ′′ > ν
r
γ′′ must have ν
r′
γ′′ > ν
′.
It might be noted that Claim 3.40 would still be true without the restriction
ξ < ν′; however this observation is not relevant since only r/ξ will survive the
diagonal intersection used in the proof of Lemma 3.33.
Now choose, for each ν ∈ A, a condition rν ≤
∗ ↓ν satisfying the conclusion
of Claim 3.40. By the usual methods, we can see that
Claim 3.41. There is q′ ≤∗ q and A′ ⊆ A with A′ ∈ U¯β [[notation????]] such
that
1. For each ν ∈ A′, rν = q′↓ν.
2. If ν0, ν1 ∈ A′ then it is forced in Rν that rν0 ‖QEνν g
′(ν)  REν+1,λ+1σ if
and only if rν1 ‖QEνν g
′(ν)  REν+1,λ+1σ.
rν0 QEνν g
′(ν) RE
ν+1,λ+1
σ ⇐⇒ rν1 QEνν g
′(ν) RE
ν+1,λ+1
σ,
and
rν0 QEνν g
′(ν) RE
ν+1,λ+1
¬σ ⇐⇒ rν1 QEνν g
′(ν) RE
ν+1,λ+1
¬σ.
[[[Here g′ is the function defined previously.]]]
This completes the definition of the condition q′ ≤∗ q in case 1, and it
only remains to verify that it is as required. We are given q′′ ≤∗ such that
q′′/ξ ≤∗ q′ and Aq
′′
γ ∩ ξ + 1 = ∅, and a condition q
′′′ ≤ q′′ which decides σ.
Suppose that q′′′  σ. By extending q′′′ if necessary, we may assume that
add(q′′, γ, ν) ≤ q′′′ for some ν ∈ A′, and by the choice of g′(ν) we may then
suppose that q′′′ = add(q′′, γ, ν) and that
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Damn. I’m fogetting that q′↓ν will have βγ¯ = β¯ = o
E¯(ν). This means that
the case γ + 1 = len(E) and E is not complete comes into action. It seems
that E incomplete should be case 1, and the current case should be case 2
with the argument running like this: Use Claim 3.38 to reduce to case 1, with
oE(λ) = β + 1.
3.4 The Prikry Property for len(E) a limit ordinal
I think I want to change this combine len(E) a limit ordinal with complete
E of successor length. Some rough notes follow:
We say that an extension q′ ≤ q is γ-bounded if νq
′
γ′ = ν
q
γ′ for all γ
′ ≥ γ. (???)It
is strongly γ-bounded if qγ′ = q
′
γ′ for all γ
′ ≥ γ.
An extension q′ ≤ q is above ξ if for all γ < len(E), Aq
′
γ ∩ ξ = A
q
γ ∩ ξ and
gq
′
γ (ν) = g
q
γ(ν) for all ν ∈ A
q
γ ∩ ξ.
Note that if δ ≤ λ and ~q = 〈 qξ : ξ < δ 〉 is ≤∗-decreasing, with qξ
′
≤∗ qξ
being above ξ, then ~q has a lower bound
∧
ξ<δ q
ξ.
However this seems to require more, because of the requirement that βq
ξ′
γ ∝ν
βq
ξ
γ for all ν ∈ Aξγ .
11/13/07 — All this needs to be changed. The critical point is that since
the extension needs to be above ξ, I can’t really do anything about class 3 and 4
extensions below ξ. However I can define gq
′
γ (ν) so that it (working above ξ)
decides, for each γ′ and ν′ with ξ < ν′ < ν, whether q′′ := add(q′∗γ′,ν′ , γ, ν)
decides (with no input from q′′↾γ′+1) the sentence σ. This, in fact, has already
been done in Claim 3.50. This argument will be enough to show that there is a
γ′ + 1-bounded condition deciding σ.
I haven’t quite figured out how to deal with γ. I’m thinking that I might end
up needing a stronger version of the Prikry theorem for incomplete sequences
E.
The main lemma is this:
Lemma 3.42. Suppose either γ + 1 < len(E) or γ + 1 = len(E) and E is
complete, and fix ξ < λ. Then for any condition q there is q′ ≤∗ q, with the
extension being above ξ, such that for any γ + 1-bounded q′′ ≤ q′ deciding σ
there is γ-bounded q′′′ ≤ q′ such that q′′ ≤ q′′′ ≤ q′ and q′′′ ‖ σ.
Corollary 3.43. Suppose that E is complete, q ∈ QEλ , and σ is any sentence of
the forcing language. Then there is q′′ ≤∗ q such that q′′ ‖ σ.
Proof. Using Lemma 3.42, define a ≤∗-descending sequence 〈 qξ : ξ ≤ λ 〉 such
that (i) qξ
′
≤∗ qξ is ξ+1 bounded whenever ξ < ξ′ < λ, and (ii) qξ+1 satisfies the
conclusion of Lemma 3.42 whenever γ ∝ξ len(E) and γ satisfies the hypothesis.
Clause (i) implies that we can set qξ =
∧
ξ′<ξ q
ξ′ for limit ordinals ξ ≤ λ. The
fact that { γ : γ ∝ξ len(E) } has size at most ξ implies that Lemma 3.42 can be
used to define qξ+1 satisfying clause (ii).
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We claim that q′ = qλ is as required. To see this, let γ′ be the least ordinal
such that there is γ′-bounded q′′ ≤ q′ deciding σ. Then γ′ cannot be a limit
ordinal. If γ′ is a successor ordinal, γ′ = γ + 1, then q′ ≤ qλ ≤∗ qξ+1 where
γ ∝ξ len(E), and it follows from the choice of ξ that q
′′ ≤ q′ is γ-bounded,
contradicting the minimality of γ′.
It follows that q′′ ≤ q′ is 0-bounded, but this means that q′′ ≤∗ q′ ≤∗ q, so
that q′′ is as required.
Sketch of proof of 3.42. Wewill set βq
′
γ = β := β
q
γ+1. We will haveA
q′
γ,β∩ξ+1 =
∅.
================================================================
First we define gq
′
γ , as well as q
′⇂γ + 1, and make a preliminary further
extension of qγ , to obtain a condition q
′′ with the property that if ν ∈ Aq
′′
γ,β
then it is forced in Rν+1 that either q¯ := add(q
′′, γ, ν) ‖ γ or else there is
no γ + 1-bounded q′′′ ≤ q¯ which decides σ. Here we are treating the forcing as
Rν+1×REν+1,λ+1 and in particular we do not consider whether add(q
′′, γ, ν) ≤ q′′.
This involves extending q⇂γ+1 with the extension above ν, and also extend-
ing gγ(ν) and qγ/ν + 1
This may involve the distributivity of QEλ . N.B. — I can probably get every-
thing decided by a Definition 3.17(4,5) extension, so I wouldn’t have to change
qγ other than fγ↾Aγ,β and gγ↾Aγ,β.
In the second step we look at what we now have for q¯ := add(q′, γ, ν) and
extend the condition in QE↾γ+1↓νν which it implies so that for each condition
∗γ′,ν′ , either the condition add(∗γ′,ν′ , γ, ν) decides σ or else there is no direct
extension of q′⇂γ′ + 1 which would make it do so.
After doing this for each ν, we shrink Aq
′
γ,β so that all νs in this set agree on
all of this.
To see that this condition satisfies the conclusion of Lemma 3.42, we suppose
that q′′ ≤ q′ is γ + 1-bounded and q′′ decides σ. Since P ∗??? [[What was this
called?]] is dense in Rν , we can use the result of the first step to see that we
can assume wlog that q′′ = add(q′∗γ′,ν′ , γ, ν) for some relevant γ
′, ν′. But then
we would have gotten the same result with add(q′∗γ′,ν′ , γ, ν¯) for any ν¯ in A
q′
γ,β.
But q′∗γ′,ν′/ξ + 1 forces that there is some such condition in the generic set, so
q′∗γ′,ν′/ξ + 1 already decides σ.
Note: where I have q′∗γ′,ν′ , add “or q
′ itself.”
This is the end of the proposed new proof. The rest of this subsection, and
all of the next, is old and (hopefully) is obsolete.
The proof of lemma 3.42 is in two (maybe three) steps.
In this and the following two subsections we use the induction hypothesis
that Rλ satisfies the Prikry property to show that Rλ+1 does so. For this it will
be sufficient to show that QEλ satisfies the Prikry property:
Proposition 3.44. Suppose that Rλ satisfies the Prikry property and for all
sentences σ and conditions q ∈ QEλ , there is q
′ ≤∗ q such that Rλ q
′ ‖qE
λ
σ.
Then Rλ+1 has the Prikry property.
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Proof. Suppose p ∈ Rλ+1. We may assume that λ ∈ domain(p), since if it is not
then any extension p′ ≤ p with p′↾λ = p↾λ satisfies p′ ≤∗ p. Suppose pλ = (E, q)
and let q′ ≤ q in QEλ be as in the hypothesis. Since Rλ satisfies the Prikry
property, there is p′ ≤∗ p↾λ so that p′ ‖Rλ q
′ QE
λ
σ. Then p′⌢〈λ, (E, q′)〉 ‖Rλ+1
σ.
The proof that QEλ satisfies the Prikry property will be by induction on
len(E): In addition to the assumption that Rλ satisfies the Prikry property, we
will assume throughout that for each γ < len(E) the forcing QE↾γλ satisfies the
Prikry property.
The end result of this subsection is the limit case:
Lemma 3.45. Suppose that η = len(E) is a limit ordinal. Then for each q ∈ QEλ
there is q′ ≤∗ q such that Rλ q
′ ‖QE
λ
σ.
We actually prove a slightly more general result which will be used in the
following two subsections to show if len(E) is a successor then we only need to
consider the last coordinate of a condition q:
Lemma 3.46. For any q ∈ QEλ there is a condition q
′ ≤∗ q such that the
following is forced in Rλ:
Either q′ ‖QE
λ
, or else len(E) is a successor ordinal γ + 1 and any
condition q′′ ≤ q′ such that q′′ ‖QE
λ
σ has νq
′′
γ > ν
q
γ .
Notation 3.47. We write q∗γ,ν for (t
E↾γ+1
ν ↾γ + 1)
⌢(q⇂γ + 1).
Note that q∗γ,ν = add(q, γ, ν) in the case that o¯
E↾γ+1(ν) > βqγ . We will have
q∗(γ, ν) ≤ q whenever there is ν
′ such that νqγ ≤ ν
′ ≤ ν, and
q∗γ,ν ≤ add
E(q, γ, ν′) ≤ q (4)
with the first inequality in (4) holding by clause (4) of Definition 3.17 and the
second inequality holding by clause (5). In particular q∗γ,ν ≤ q typically does
not holds unless E↾γ + 1 is complete, which of course is the case for γ as in
lemma 3.46.
The following observation is important because, while there are λ+ many
conditions in QEλ , there are only λ many conditions of the form q∗γ,ν.
Proposition 3.48. Suppose that q′ ≤ q in QEλ , and len(E) > γ + 1, where
γ = max
{
γ′ : νq
′
γ′ > ν
q
γ′
}
. Then q′ forces that q∗γ,ν ∈ Gλ for some ν ≥ νq
′
γ .
Proof. Suppose q′′ ≤ q′. If νq
′′
γ′ = ν
q
γ′ for all γ
′ > γ then there is ν such that
q′′∗γ,ν ≤ q
′′, and then q′′∗γ,ν ≤ q∗γ,ν . Hence we can suppose that there are γ
′′ > γ
such that νq
′′
γ′′ > ν
q
γ′′ , and this implies that there are γ
′ > γ and ν′ > νq
′
0 such
that q′′ ≤ add(q′, γ′, ν′) ≤ q′. Then γ ∝ν′ γ′ since {~ν′, γ′}↓ν′ exists. If we set
γ¯ = γ↓ν′ then Eν′↾γ¯ + 1 = (Eλ↾γ + 1)↓ν′ is complete, so there is some ν such
that (q′↓ν′)∗(γ¯, ν) ≤ (q
′′|γ + 1)↓ν′ in Q
Eν′↾γ¯+1
ν′ . Then q∗γ,ν is compatible with
q′′.
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Proposition 3.49. Suppose that D˙ is a Rλ-name for a dense subset of (Q
E
λ ,≤
∗
), and let D′ =
{
q ∈ QEλ : Rλ q ∈ D˙
}
. Then D′ is dense in (QEλ ,≤
∗).
Proof. Fix q ∈ QEλ , and define a ≤
∗-decreasing sequence of conditions 〈 qν : ν <
δ 〉, with q0 ≤∗ q, in QEλ , and an antichain of conditions 〈 p
ν : ν < δ 〉 in Rλ
such that pν Rλ q
ν ∈ D˙ for each ν < δ. This construction must stop at some
stage δ < λ since Rλ satisfies the λ-chain condition. On the other hand this
construction can always be continued until { pν : ν < δ } is a maximal antichain:
otherwise let q¯ =
∧
ν<δ q
ν , and suppose that p is incompatible with pν for all
ν < δ. By the hypothesis there is p′ ≤ p and q¯′ < q such that p′  q′ ∈ D˙, so
we could have taken qδ = q¯′ and pδ = p′.
Finally set q′ =
∧
ν<δ q
ν . Then Rλ q
′ ∈ D˙.
Claim 3.50. Let Xσ0 be the set of q ∈ Q
E
λ such that for each γ + 1 < η the
following sentence is forced in Rλ: If q
′ is any condition in QEλ such that
q′ ≤ q, q′  σ, and q′⇂γ + 1 ≤∗ q⇂γ + 1 (5)
then (q′↾γ + 1)⌢(q⇂γ + 1)  σ.
Then Xσ0 is dense in (Q
E
λ ,≤
∗).
Proof. Let q0 ∈ QEλ be arbitrary; we will find a condition q ≤
∗ q0 in Xσ0 . If there
is any condition q ≤∗ q0 such that q  σ then we can q ∈ Xσ0 . For the rest of
the proof we assume that no q ≤∗ q0 forces σ.
Define a ≤∗-decreasing sequence 〈 qν : ν < λ 〉 below q0 such that each
condition qν+1 satisfies the following property:
∀q′ ≤∗ qν ∀γ ∝ν η
(
q′∗γ,ν  σ =⇒ q
ν+1
∗γ,ν  σ
)
. (6)
9/3/07 *** (QEλ ,≤
∗) is, in fact, < λ-closed, the only need for comment
being that to find
∧
ν<ξ q
ν we will have to replace qν with qν/ξ. This is ok,
since qν/ξ ≤∗ qν and since ≤∗ is preserved by q 7→ q/ξ. This is necessary
because the conditions gq(ν′) are only < ν′-closed.
Has this been stated somewhere?
Since (QEλ ,≤
∗) is <λ-closed, it will be sufficient to show how to choose qν+1,
given qν . Since there are only ν many ordinals γ ∝ν η, it will be sufficient to
show that the set of conditions which satisfy (3) for fixed γ and ν is ≤∗-dense
in QEλ . Now certainly it is forced in Rλ that this set is dense, since if q
′ ≤∗ q
and p is any condition in Rλ such that p R q
′
∗γ,ν QE
λ
σ, then p also forces that
q′ ≤∗ q satisfies (3) for this γ and ν. It follows by proposition 3.49 that the set
of conditions q such that it is forced in Rλ that q satisfies (3) for this γ and ν
is ≤∗-dense.
Now set q = ∆ν q
ν . Then if q′ ≤∗ q and q′∗γ,ν  σ then q∗γ,ν  σ since
q′∗γ,ν ≤
∗ q∗γ,ν ≤∗ (qν/ν)∗γ,ν = qν∗γ,ν .
Now suppose that q′ ≤ q and q′  σ. Then q′ ∗ q since by assumption
q′ ∗ q0, so let γ = max
{
γ′ : νq
′
γ′ > ν
q
γ′
}
. By proposition 3.48, q′ forces that
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there is some ν ≥ νq
′
γ such that q
′
∗γ,ν ∈ Gλ. Then q
′
∗γ,ν  σ since q
′
∗γ,ν ≤ q
′,
and by the choice of q it follows that q∗γ,ν  σ.
Definition 3.51. If γ + 1 ≤ η and σ is any sentence, then we write q ‖γ+1 σ if
q ∈ Xσ0 and it is forced in Rλ that either q QE
λ
σ or else
q|(γ + 1) 
Q
E↾γ+1
λ
¬∃q′ ∈ G˙
(
q′⌢(q⇂(γ + 1)) QE
λ
σ
)
. (7)
Note that G˙ in (7) is a name for the generic subset of QE↾γ+1λ .
Proposition 3.52. For any γ + 1 < len(E) and any sentence σ there is a
≤∗-dense set of conditions q such that q ‖γ+1 σ.
Proof. By proposition 3.49 it will be sufficient to show that for all p ∈ Rλ
and q ∈ QEλ there are p
′ ≤ p and q′ ≤∗ q such that p′ forces that one of the
alternatives in definition 3.51 holds.
Consider the following sentence in the forcing language for QE↾γ+1λ :
∃q′ ∈ G˙
(
q′ ≤ q|γ + 1 and (q′↾γ + 1)⌢(q¯⇂γ + 1)  σ
)
. (8)
Since QE↾γ+1λ satisfies the Prikry property by the induction hypothisis, there
is q¯′ ≤∗ q|γ + 1 in QE↾γ+1λ which decides the sentence (8). Now set q
′ =
(q¯′↾γ + 1)⌢(q⇂γ + 1).
If q′ decides (8) negatively, then q′ satisfies (7). Otherwise let q′′ ≤∗ q′ be
such that for all for all γ′ > γ, βq
′′
γ′ > 0, and if ν ∈ A
q′′
γ′ then γ ∝ν γ
′ and the
set of ν′ < ν such that q∗γ,ν′  σ is dense in P
(E↾γ+1)↓ν
ν = P
E↾γ+1
λ ∩ ν. Then by
proposition 3.48 (or at least by its proof), q′′ forces that there is q¯′′↓ν∗γ,ν ∈ Gν
such that q¯′′∗γ,ν  σ. Hence q
′′  σ.
In the case cf(len(E)) < λ we could finish the proof at this point: let 〈 γι :
ι < cf(len(E)) 〉 be cofinal in len(E) and let q =
∧
ι<cf(len(E)) q
ι where 〈 qι : ι <
cf(len(E)) 〉 is a ≤∗-descending sequence of conditions such that qι ‖γι+1 σ and
qι ‖γι+1 ¬σ.
Now suppose that q′ ≤ q is a condition such that q′ ‖ σ; say q′  σ. Pick
ι < cf(len(E)) so that γι > max
{
γ : νq
′
γ > ν
q
γ
}
. Then q′ ≤ qι, and it follows
that qι  σ. Since q ≤∗ qι it follows that q  σ.
In the case cf(len(E)) = λ, however, The limit
∧
ι<λ q
ι does not, in general,
exist. The next definition gives a criterion on the sequence which implies that∧
ι<λ q
ι does exist:
Definition 3.53. Using induction on len(E), we say that conditions q, q′ ∈ QEλ
agree up to ν < λ if, for all γ < len(E), Aqγ ∩ ν = A
q′
γ ∩ ν and for all ν
′ ∈ Aqγ ∩ ν,
gqγ(ν
′) agrees with gq
′
γ (ν
′) up to ν in QE↾γλ .
We will say that a sequence 〈 qν : ν < ξ 〉 of length ξ ≤ λ is steadily ≤∗-
decreasing if for each ν < ν′ < ξ, qν′ ≤∗ qν and qν′ agrees with qν up to
ν + 1.
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Proposition 3.54. Suppose that 〈 qν : ν < ξ 〉 is a steadily ≤∗-descending
sequence of conditions in QEλ of length ξ ≤ λ then the sequence has a lower
bound q =
∧
ν<ξ qν such that for each ν < ξ, q agrees with qν up to ν + 1.
Note that the lower bounds given by Proposition 3.54 are essentially a dis-
guise for diagonal limits, so that their use in the following lemma is more del-
icate than the case cf(η) < λ. Note that in the case that η is a limit ordinal,
lemma 3.55 is the same as Lemma 3.46.
Lemma 3.55. The set Xσ1 is dense in (Q
E
λ ,≤
∗), where Xσ1 is the set of conditions
q ∈ QEλ such that it is forced in Rλ that either q ‖ σ, or else η is a successor
ordinal and there is no q′ ≤ q such that νq
′
η−1 = ν
q
η−1 and q
′ ‖ σ.
Proof. Fix q0 ∈ QEλ . We may assume that q
0 ∈ χσ0 ∩χ
¬σ
0 , and that if γ < η then
βq
0
γ > 0 and γ ∝ν η for all ν ∈ A
q0
ν .
We will define by recursion on ν a stably ≤∗-decreasing sequence 〈 qν : ν ≤
λ 〉 of conditions in QEλ . At limit ordinals ν we will take q
ν =
∧
ν′<ν q
ν′ , so that
in particular qλ ≤∗ qν for each ν < λ. We are given q0, and by Proposition 3.55
we can take qν =
∧
ν′<ν q
ν′ for limit ordinals ν. In the rest of the proof we will
define qν+1, assuming that qν has alread been defined.
Say that an extension q′ ≤ q is γ-bounded if νq
′
γ′ = ν
q
γ′ for all γ
′ > γ, and
say that the extension q′ ≤ q is γ, ν-bounded if in addition ~νq
′
↓ν exists.
For each successor ordinal ν + 1 < λ we will have
1. Suppose that γ ∝ν η and q ≤ qν+1 is γ, ν-bounded. Then either q ‖ σ or
else there is no γ, ν-bounded condition q′ ≤ q/ν + 1 such that q′ ‖ σ.
Since there are only |ν|-many ordinals γ ∝ν η, it will be sufficient to show
that for any fixed γ ∝ν η and any condition q0 we can find q1 ≤∗ q0 such that
q1 and q0 agree up to ν and q1 satsifies the condition required of q
ν+1 for the
single ordinal γ.
Since q0 ∈ χσ0 ∩ χ
¬σ
0 , we can take
2. qν⇂γ + 1 = q0⇂γ + 1.
I need to say something about Rλ. This is actually supposed to be proving
that Rλ clause 3. This means I can ignore things like direct extensions below
ν in the course of making the extensions q ≤ qν , but this needs to be explained.
We are given q0 and for limit ν we have qν =
∧
ν′<ν q
ν′ , so we only need to
show how to define qν+1, given qν .
Now the set of conditions q ≤∗ qν above ν is ν-closed, and since there are at
most ν-many ordinals γ ∝γ η, it will be enough to show how to satisfy clause 1
for a single ordinal γ.
Now consider the condition q of clause 1. Since q ≤ qν+1 will imply that
q ≤ qν , we can look at the set of ν, γ-bounded q ≤ qν . There are more than
ν many such, as the ν, γ-boundedness does not restrict ≤∗-extensions; however
there are only ν-many sequences ~νq among such extensions.
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Suppose that q′ ≤ q is a γ, ν-bounded extension. Then by Definition 3.17
there is a sequence
q′ = qn ≤ qn−1 ≤ · · · ≤ q1 ≤ q0 = q (9)
such that if i < n then qi+1 ≤ qi by one of clauses 1 or 3–5 of Definition 3.17.
That is, either (i) qi+1 ≤∗ qi (Clause 1), (ii) qi+1 = add
E(q, γ′, ν′) ≤ qi
(Clause 3), or (iii) qi+1 = q∗γ′,ν′ (Clause 4 or 5). In the 2nd and 3rd case, we
have γ′ < γ, γ′ ∝ν γ, and ν
′ < ν.
Our aim is to find, for any condition r ∈ QEλ , a condition r
′ ≤∗ r so that if if
q ≤ r is a γ, ν-bounded extension by a sequence as above, and if q is compatible
with r′, then (i) the 3rd case (Clauses 4,5 of Definition 3.17) does not occur in
the sequence, and (ii) it is forced in Rλ that either q ∧ r′ ‖ σ or else there is no
γ-bounded q′ ≤ (q ∧ r′)/ν + 1 such that q′ ‖ σ.
The proof is an induction on the length of the sequence by which q ≤ r was
obtained. The induction step depends on the following two observations:
Proposition 3.56. 1. For any condition q, there is an extension q′ ≤∗ q
above ν such that q∗γ′,ν′ is incompatible with q
′ for all ν′ < ν and γ′ < γ.
2. For any γ, ν-bounded extension q′ = add(q, γ′, ν′) and any extension r′ ≤∗
q′ above ν, there is r ≤∗ q above ν such that if r′ = add(r, γ′, ν′) ≤ r then
r′ ≤∗ q′.
Proof. For Clause 1, define r′ by choosing βr
′
γ′ > β
r
γ with λ > cf(β
r′
γ′) > ν.
This will ensure that there is no extension r′∗γ′,ν′ ≤ r
′ with ν′ < ν since any
extension using Definition 3.17(4) requires that βr
′
γ′↓ν
′ exists, and any extension
using Definition 3.17(5) would require a previous extension by Definition 3.17(4.
For Clause 2, define r′⇂γ′ = q′⇂γ′, and (gr
′
γ′(ν
′))λ/ν + 1 = q
′↾γ′/ν + 1.
Now consider a γ, ν-bounded extension q′ ≤ q by a sequence like (9) such
that only the 2nd type of extensions occur, that is, qi+1 = add(qi, γ
′
i, ν
′
i) for
each i < n. By using Clause 1 of Proposition 3.56 we can find rn ≤∗ qn so that
there is no γ, ν-bounded extension of rn of the 3rd type. By using the Prikry
property for QE↾γλ , together with the assumption that q
0 ∈ χσ0 ∩ χ
¬σ
0 , we can
also make rn satisfy that either rn ‖ σ or else there is no γ-bounded extension
of rn/ν+1 which decides σ. By repeated use of Clause 2 of Proposition 3.56 we
can find ri ≤∗ qi so that either ri is incompatible with qn or else ri ∧ qn ≤∗ rn.
[[Do I really have the possibility that ri ∧ qn = 0?]]
[[Maybe better to throw in all γ ∝ν η at this point rather than fix one γ
earlier?]]
In particular, r0 ≤ q0 has this property. Since there are only ν-many γ, ν-
bounded extensions of q using only the 2nd type of extension, we can find an
extension r ≤∗ q above ν which has the property for all such extensions. I claim
that this extension has the desired property for all γ, ν-bounded extensions.
First, it is certainly true that no γ, ν-bounded r′ ≤ r can include any type 3
extensions in its sequence, so we only need to consider extensions whose se-
quences involve only steps of type 1 and 2. [[[. . . ]]]
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=========== DELETE THE REST OF THE SUBSECTION
This next result is the main result of the section. I need to change references
to point to this.
Lemma 3.57. There is a ≤∗-dense set of conditions q with the property that
p Rλ q ‖QE
λ
σ for any condition p ∈ Rλ with the property that there exists
q′ ∈ QEλ such that p  (q
′ ≤ q ∧ q′ ‖ σ) and, if len(E) is a successor, νq
′
len(E)−1 =
νqlen(E)−1.
Proof. Fix q0 ∈ QEλ . Define a ≤
∗-descending sequence qξ and an antichain of
conditions pξ in Rλ as follows: suppose that the sequences have been defined
for ξ′ < ξ, let q′ =
∧
ξ′<ξ q
ξ′ and let p′ be incompatible with pξ
′
for all ξ′ < ξ. If
there is q′′ and p′′ ≤ p′ so that p′′  (q′′ ≤ q′ ∧ q′′  σ) and νq
′′
len(E)−1 = ν
q
len(E)−1
if len(E) is a successor, then there must be such q′′ so that q′′ ≤∗ q′, as otherwise
we could take q′′ so that the least ι such that νq
′′
ι > ν
q
ι is as small as possible,
and get a contradiction from the previous lemma. Thus we can set qξ+1 = q′′
and pξ+1 = p′′.
Since Rλ has the λ-chain condition there must be some η < λ at which{
pξ : ξ < η
}
is a maximal antichain. Set q =
∧
ξ<η q
ξ.
Now if p and q′ are as in the statement, then the set of conditions p ∧ pξ
such that p is compatible with pξ is dense below p, and for any such ξ we have
p ∧ pξ  qξ  σ. Hence q is as required.
Lemma 3.58. If E is complete and η = len(E) is a limit ordinal then REλ+1
satisfies the Prikry property.
Proof. Let q ∈ QEλ be any of the ≤
∗-dense set of conditions which satisfy the
conclusion of lemma ? for both of the sentences σ and ¬σ. Then Rλ q ‖QE
λ
σ,
as for any p ∈ Rλ there is p′ ≤ p and q′ ≤ q so that either p′ Rλ q
′ QE
λ
σ or
p′ Rλ q
′ QE
λ
¬σ. Since len(E) is not a successsor, it follows from the choice of
q that p′ Rλ q QEλ σ or p
′ Rλ q QEλ σ.
Now let p be any member of the ≤∗-dense set of conditions in Rλ such that
p ‖Rλ q QE
λ
σ. Then p⌢〈λ, (E, q)〉 ‖RE
λ+1
σ.
TO HERE Mon Jun 4 12:00:25 EDT 2007
3.5 Suitability for non-complete E of successor length
Throughout this and the next section we assume that E is a sequence of successor
length η = γ + 1. If the forcing QEλ at λ were a true iterated forcing then Q
E
λ
could be factored as QEλ ≡ Q
E↾γ
λ ∗ Q˙λ where Q˙λ is the forcing from [7] to add a
single closed unbounded subset of λ. In this case we could quote the results of
[7] directly. Unfortunately this factorization is only possible in the case that γ
is not a limit ordinal, but the following proposition will nevertheless allow the
use of the proofs from [7].
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Proposition 3.59. Suppose q′ ≤ q are conditions in QEλ such that q ∈ X
σ
1 ,
q′  σ and νq
′
γ = ν
q
γ. Then there is q
′′ ≤∗ q such that q′′  σ.
Proof. If µ = max
{
γ′ : νq
′
γ′ > ν
q
γ′
}
then the hypothesis states that µ + 1 < η.
Thus we can use lemma 3.46 exactly as in the proof of lemma 3.45.
For the remainder of this subsection we additionally assume that E is not
complete.
Claim 3.60. Let Xσ2 be the set of q ∈ X
σ
1 such that for all ν ∈ A
q
γ
1. add(q, γ, ν) ∈ Xσ1 , and
2. It is forced in Rν+1 that one of the following conditions holds:
gqγ(ν)↾λ Rν+1,λ add(q, γ, ν) QE
λ
σ
gqγ(ν)↾λ Rν+1,λ ∀q
′ ≤ add(q, γ, ν)
(
νq
′
γ = ν =⇒ q
′ 6QE
λ
σ
)
Then Xσ2 is dense in (Q
E
λ ,≤
∗).
Proof. By proposition 3.59, it will be sufficient to prove the apparently weaker
version of claim 3.60 obtained by replacing “∀q′ ≤ add(q, γ, ν)
(
νq
′
γ = ν =⇒
q′ 6QEλ σ
)
” in clause 2 with ∀q′ ≤∗ add(q, γ, ν) q′ 6QE
λ
σ.”
We will show that for any q¯ ∈ Xσ1 there is q ≤
∗ q¯ such that q ∈ Xσ2 . We
can assume without loss of generality that βq¯γ = o¯
E(λ). The condition q which
we construct will differ from q¯ only in its γth coordinate qγ . Further, since
q ≤∗ q¯ we must have νqγ = ν
q¯
γ , β
q
γ = ν
q¯
γ = o¯
E(λ), and f qγ = f
q¯
γ↾A
q
γ ; so that only
the simple E↾γ-term (Aqγ , g
q
γ) remains to be specified. This term is defined by a
recursion on ordinals ν < λ: stage ν of the recursion defines a E↾γ-term (Aν , gν).
At stage ν+1 we will additionally determine whether ν ∈ Aqγ = ∆ν<λA
ν and, if
so, specify the value of gqγ(ν). Finally, the definition of q is completed by setting
Aqγ = ∆ν<λA
ν .
Set (A0, g0) = (Aq¯γ , g
q¯
γ), and if ν is a limit ordinal then set A
ν =
⋂
ν′<ν A
ν′ \ν
and gν(ξ) =
∧
ν′<ν g
ν′(ξ) for each ξ ∈ Aν . This is possible since REν¯+1,λ+1 is
ν¯+-closed for each ν¯ ≥ ν.
Now suppose that (Aν , gν) and gqγ↾ν have been defined. If ν 6∈ A
ν then
set Aν+1 = Aν and gν+1 = gν . Otherwise pick p′ ≤∗ gν(ν)↾λ in Rν+1,λ and
q′ ≤∗ (gν(ν))λ⌢〈γ, (ν, βq¯γ , A
ν , gν , f q¯)〉 in (QEλ↾η+1)∩X
σ
1 so that [[I’m confused
here by the notation (QEλ↾η + 1). Does this really mean completely ignore
~νq⇂η + 1? How does it relate to Q|η + 1?]]
Rλ
(
q′  σ or ∀q′′ ≤∗ q′ (q′′ 6 σ
))
and Rν+1 p
′ ‖Rν+1,λ q
′ QE
λ
σ.
Now set gqγ(ν) = p
′⌢〈λ, q′〉 ∈ RE↾γν+1,λ+1, and define A
ν+1 = Aq
′
γ and g
ν+1 =
gq
′
γ .
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In the remainder of this subsection we apply the proof of the Prikry Property
in [7, lemma 4.15], using Claim 3.60 to permit us to ignore all but the final
coordinate qγ = (ν
q
γ , β
q
γ , A
q
γ , g
q
γ , f
q
γ ) of the conditions q ∈ Q
E
λ . We need to verify
that the proof of [7, lemma 4.15] works for the present forcing. We do not repeat
here the proofs from [7], but simply state the appropriate adaptations of the
major lemmas from that paper and indicate necessary changes to the notation
and proof.
First, if q ∈ QEλ and α ∈ A
q
η then we write r
q(α) for the condition
〈α, pure(q↓α)〉⌢gqγ(α)
⌢〈λ, add(q, γ, α)〉 ∈ REα,λ+1.
Thus rq(α) is the weakest condition extending 〈λ, q〉 which forces that α ∈
Cλ,γ,νqγ ,fqγ and that o¯
E(ξ) < o¯E(α) for all ξ < α in Cλ,γ,νqγ ,fqγ .
Lemma 3.61 (lemma 4.14 of [7]). Suppose that β < o¯E(λ), p ∈ Rλ and q ∈
QEλ , and that Dα is a dense open subset of (R
E
λ+1,≤
∗) for each α ∈ Oβ :={
α < λ : o¯E(α) = β
}
. Then there are conditions p′ ≤∗ p and q′ ≤∗ q such that
for all α ∈ Aq
′
η ∩Oβ we have p
′⌢rq
′
(α) ≤ p⌢〈λ, q′〉 and p′⌢rq
′
(α) ∈ Dα.
We are now ready to prove the Prikry property for QEλ :
Lemma 3.62 (lemma 4.15 of [7]). If E has successor length η = γ + 1, and E
is semi-complete but not complete, then for each q ∈ QEλ and formula σ there is
q′ ≤∗ q such that Rλ q
′ QE
λ
σ.
Lemma 3.63. Let B be the set of ν < λ such that is some pν ∈ Rν+1 such that
p  gqγ(ν)  add(q, γ, ν)  σ. If there is ξ < o¯
E(λ) such that B ∈ U¯E(ξ) then
there are p ∈ Rλ and q′ ≤∗ q such that p  q′  σ.
Proof. Write U¯ = U¯E(ξ). For each ν ∈ B, fix pν as specified. There is a
set B′ ⊆ B in U¯E(ξ) such that if ν < ν′ are in B′ then pν = pν′↓ν. Set
q′′ = [ν 7→ (pν)ν ]U¯ . Now define q
′ by letting Aq
′
↾γ = q′′↾γ, and ν ∈ Aq
′
γ if and
only if (setting ξ¯ = o¯E(ν)) ξ¯ ∝o¯E(λ), ξ ∝o¯E(λ), and ν ∈ A
q′′
γ if ξ¯ < ξ, ν ∈ B
′ if
ξ¯ = ξ, and ν ∈ Aqγ if ξ¯ > ξ.
Set p′ = p↾ν for all ν ∈ B′. Then we have the following situation: If ν is
any member of B′ then p′  q′(ν)  gq
′
γ (ν)  add(q, γ, ν)  σ. Here q
′(ν) is
obtained by taking q′↓ν and taking A
q′(ν)
γ↓ν equal to the set of ν
′ ∈ Aq
′
γ ∩ ν such
that o¯E(ν) < ξ.
Now it is clear that any p′′ ≤ p′ will satisfy the same property, as will any
q′′ ≤∗ q′.
Now suppose that ξ′ > ξ and ν′ ∈ Aq
′
γ with o¯
E(ν′) = ξ′ > ξ. Then the
conditions p′ and q′↓ν′ will satisfy the same property, with q′ replaced by q′↓ν′
and ξ replaced by ξ↓ν′, because the order of the two extensions could be reversed.
Finally consider the case of ν′ with ξ′ = o¯E(ν′) < ξ. We consider three cases.
Any extension using add(q′↓ν′, γ↓ν′, ν′′) with ν′′ ∈ Aq
′
∩ ν′ and o¯E(ν′) > ξ will
inherit the the property as in the last section, as the order of the extensions
could have been reversed. Any such extension with o¯E(ν′′) = ξ will force σ. If
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no such extension has been made then we can replace q′↓ν′ with q′′ obtained
by setting Aq
′′
γ↓ν′ =
{
ν′′ ∈ Aq
′
γ ∩ ν
′ : o¯E(ν′′) < ξ
}
. The resulting condition will
satisfy the property with the original q′, as the order of the extensions could
have been reversed.
Proof of lemma 3.62. Let q be arbitrary, and write q∗~ν for the condition ob-
tained from q by replacing ~νq with ~ν. By taking a ≤∗ extension of q we can
assume that whenever ~ν ∝ν o¯
E(λ) the condition q∗~ν is in X
σ
2 ∩ X
¬σ
2 and, in
addition, if ν < ν′ are in Aqγ and o¯
E(ν) = o¯E(ν) then ν and ν′ agree on whether
they satisfy the hypothesis of lemma 3.63.
Now take q′ ≤ q so that q′ ‖ σ and νq
′
γ is as small as possible. Then
q′ ≤ q′′ ≤ q where q′ ≤∗ add(q′′, γ, ν) for some ν. By the choice of q the same
would be true of any ν′ > ν in Aqγ , and by lemma 3.63 it follows that there is
q′′′ ≤∗ q′′ and p′ ≤ p which decides σ. This contradicts the minimality of νq
′
γ
and hence completes the proof of lemma 3.62.
This is close, but needs work. First, give a name to the property in the
hypothesis of lemma 3.63. Then, tighten things up.
One thing to check up on. Are things defined so that (add(q, γ, ν))γ ≤∗ qγ?
I think that this should be true. (But does it help, since the same is not true
for q↾γ?)
Once lemma 3.62 is proved, we easily have suitability:
Lemma 3.64. If len(E) = γ+1 and E is semi-complete, but not complete, then
QEλ is suitable.
Proof. Clauses 1–3 and 5 of the definition 2.2 are straightforward, and the re-
maining clause 4 is the Prikry property, lemma 3.62.
Similarly, the proofs of lemmas 4.21 and 4.23 of [7] show that CHECK
THIS
Lemma 3.65. If len(E) = γ+1 and E is semi-complete, but not complete, then
QEλ is laudable and extends
~C(Hλ).
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3.6 Suitability for complete E of successor length
1. Enumerate the pairs (p, ν) ∈ Rλ × λ as (pι, νι)ι<λ so that νι < ι and
pι ∈ Rι.
2. (assume for this sketch βqη = 0). Do for each ι < λ: for each ξ with
o¯E(ξ) = ι < λ, choose (if possible) a ordinal f(ξ) ≥ ξ and condition g(ξ) ∈ RE↾ηλ
so that g(ξ)↾ξ = p and g(ξ)ξ ≤
∗ add(q, η, ν)↓ξ, and g(ξ)  ξ ≺ f(ξ) & f(ξ) ∈
D. (Probably instead of q here there is a ≤∗ sequence of conditions in QE↾ιλ .)
Shrink Aqη(ι) so that it is homogeneous for whether this is possible.
If this is not possible,then f(ξ) = ξ and g(ξ) = q|ι↓ξ.
3. Now take a type 3 extension of the resulting condition; say λ′ ∈ QEλ . I
claim that this forces λ′ ∈ D. To see this, let p′ ≤ p be such that p′  ξ ≺ λ′ and
ξ ∈ D for some ξ ≥ λ′. Let ι be such that pι = p′↾λ′ and p′λ′ ≤
∗ add(q↓λ′, η¯, νι).
Then p′ witnesses that ξ is a possible choice for f(ν) where ν is the least member
of Cλ,ι.
Just as in the case of incomplete sequences E, the proofs for the complete
sequences only require combining the arguments of [7] with those of section 3.4.
First we define our version of Gitik’s set D:
The next lemma corresponds to the observation in the proof of theorem 1.1
of Gitik [1], asserting that his forcing P [E] is distributive. The hypothesis is, of
course, implied by the assumption that E is complete, but as in Gitik’s theorem
we allow the possibility that o¯E(λ) = 0, so that E is not semicomplete.
Lemma 3.66. Suppose that len(E) = γ + 1 and E↾γ is complete, and that for
each β < λ the set
Xβ =
{
ν < λ : E↓ν is defined and semicomplete and o¯E↓ν(ν) = β < ν
}
is stationary. Then PE(~ν) is <λ-distributive.
Indeed, if {Dα : α < τ } is a set of τ < λ open dense subsets of PE(~ν) then
for any ν ∈ PE(~ν) there is a cardinal ξ > ν and a condition p ∈ Rλ with
domain(p) = {ξ} such that p  (ξ 4 ν and ξ ∈
⋂
α<τ Dα).
Proof. For α < τ , ν < λ and p ∈ Rν define µ(α, ν, p) to be the least ordinal
µ > ν such that p′ Rλ µ ∈ D˙α for some p
′ ≤ p with p′↾ν + 1 = p. If µ(α, ν, p)
is defined, then set ℓ(α, ν, p) = p′⇂ν for some such condition p′.
I claim that for each α there is a dense set Yα of conditions p ∈ Rλ such
that µ(α, p, ν) is defined for all ν < λ such that supdomain(p) < ν. To see this,
fix α < τ and p ∈ Rλ and for each ν < λ choose pν ≤ p in Rλ and ξν > ν so
that pν  ξν ∈ D˙α. There is a stationary set S of ν such that pν↾ν is constant,
say pν↾ν = p
′. Then µ(α, p′, ν) is defined for all ν > sup domain(p) + 1, since
µ(α, p′, ν) ≤ ξ′ν for any ν
′ ∈ S \ ν + 1. Hence p′ ∈ Yα.
The hypothesis implies that λ is Mahlo, and hence Rλ has the λ-chain con-
dition. It follows that there is δ < λ so that Yα is dense in Rδ for all α < τ . Let
B be the set of ξ < λ such that µ(α, p, ν) < ξ and k(α, p, ν) ∈ Rξ for all α < τ ,
p ∈ Yα∩Rδ and ν < ξ. Then B is closed and unbounded, so there is some ξ > δ
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in B ∩Xδ. I will show that there is q ∈ QE¯ξ such that RξQE¯
ξ
ν ∈ D˙α. For this
it will be sufficient to arrange that Cξ,γ¯ ∩Dα 6= ∅.
We will only need to consider qγ¯ , so we set q|γ¯ = ?????
Specify what this is, and fill this paragraph out. — Some value of the t
functions.
To define qγ¯ , first set
Aqγ¯ =
⋃
{Xβ ∩ (δ, ξ) : β↓ξ is defined and β↓ξ < δ } .
Now let 〈 (αι, pι) : ι < δ 〉 enumerate the set of pairs (α, p) such that α < τ
and p ∈ Yα ∩ Rδ. Then for ν ∈ A
q
γ¯ we set f
q
γ¯ (ν) = k(αo¯E¯(ν), po¯E¯(ν), ν) and
gqγ¯(ν) = ℓ(αo¯E¯(ν), po¯E¯(ν), ν).
Now suppose that α < τ and p ∈ Rλ. Take p′ ≤ p↾δ in Yα and let ι be such
that αι = α and pι = p
′. Then it is forced in Rλ that q forces in Q
E¯
ξ that there
is some q′ ∈ Gξ with ν
q′
γ¯ = f
q
γ¯ (ν) = k(α, p
′, ν) and gq
′
γ¯ (ν)↾ξ = ℓ(α, p
′, ν) in Hξ.
It follows that k(α, p′, ν) ∈ Cξ,γ¯ ∩Dα.
Perhaps there could be a lemma in the previous proof of the Prikry property
which asserts the claim in the last paragraph?
Again, the proof of lemma 3.66 is the same as the proof of [7, theorem 5.3]
except for necessary changes in notation. Lemma 3.66 easily implies that QEλ
has the Prikry property, using the same argument as in [7] with Pλ[E] replacing
Pλ:
Lemma 3.67 (lemma 6.3 of [7]). If len(E) = γ + 1 and E is complete then for
each condition q ∈ QEλ and each formula σ of the forcing language there is a
condition q′ ≤∗ q such that Rλ q
′ ‖QE
λ
σ.
Corollary 3.68. If len(E) = γ + 1 and E is complete then QEλ is suitable and
laudable, and extends the layered tree sequence ~C(Hλ).
Proof. Suitability is straightforward, except for the Prikry property which is
lemma 3.67. The proof of laudability is the same as in [7, lemma 6.6]. Finally,
it is clear that PE(~ν) extends ~C(Hλ), and since P
E(~ν) is a dense subset of QEλ
it follows that QEλ extends
~C(Hλ) as well.
Proof of laudability?
Lemma 3.69. The forcing Qλ is suitable and laudable, and extends ~C(Hλ).
Proof. This lemma has been proved, with QEλ in place ofQλ, for each of the three
cases: len(E) a limit ordinal, or len(E) a successor ordinal and E either complete
or incomplete. The suitability and laudability of Qλ follows immediately, and
the only thing remaining to do in order to prove that Qλ extends ~C(Hλ) is to
show that the generic set Gλ ⊂ Q can be recovered from ~Cλ = ~C(Gλ). The
argument for each of the three individual cases described how to construct, given
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~Cλ and a condition (E, q) ∈ Gλ, a generic subset G = GE(~Cλ) of QE with the
property that ~Cλ = ~C(G).
We will show that if (E, q) is an arbitrary condition in Qλ then (E, q) ∈ Gλ
if and only if the set G = GE(~Cλ) is defined and is a generic subset of Q
E
λ such
that ~Cλ = ~C(G) and q ∈ GE(~Cλ).
The implication from left to right is immediate, and we prove the implication
from right to left by induction on o∗(~Cλ). Thus, suppose that (E
′, q′) ∈ Gλ, and
that (E, q) is a condition in Qλ such that (E
′, q′) forces that G = GE(~Cλ) is
defined and is a generic subset of QEλ such that
~Cλ = ~C(G) and q ∈ GE(~Cλ).
We will show that (E, q′) ≡ (E′, q′) and that q′ ≤ q in QEλ . Thus (E
′, q′) Qλ
(E, q) ∈ G˙λ.
We can assume that E is semi-complete. Since ~C(G) = ~Cλ = ~C(Gλ) we
must have len(E) = o∗(~Cλ) = len(E
′).
First suppose that o∗(~Cλ) = len(E) = len(E
′) is a limit ordinal. For each
γ < len(E), the induction hypothesis implies that QE↾γλ and Q
E
′↾γ
λ agree below
q′|γ, and that (E↾γ, q′|γ) ≤ (E↾γ, q|γ). In particular νqγ ≤ ν
q′
γ for all γ < len(E)
and νqγ = ν
q′
γ for all γ ≥ len(E). It follows that ν
q
γ = ν
q′
γ for all γ > max(I
νq
′
∩
len(E) < len(E). It follows from the definition of QEλ for this case that Q
E
λ agrees
with QE
′
λ below q
′, and hence (E′, q′) ≡ (E, q′) ≤ (E, q).
This isn’t quite right, since QEλ is not quite separative: Suppose that q and
q′ agree except that there is some ν ∈ Aq
′
γ \A
q
γ which can’t actually happen —
eg, E↓ν is not defined. Then q  q′ ∈ Gλ but q′  q.
Now consider the case that o∗(~Cλ) is a successor ordinal, say o
∗(~Cλ) = γ+1.
By the induction hypothesis we can assume that E′↾γ agrees with E↾γ below
q′|γ. Thus we only need to consider E′γ and Eγ .
Suppose first that λ is singular in V [~C]. Then neither of E and E′ are
complete, so let qγ = (β, ν, A, g, f) and q
′
γ = (β
′, ν′, A′, g′, f ′). Assume first
that β = o¯E(λ) and β′ = o¯E
′
(λ), so both Cλ,ν,f and Cλ,ν′,f ′ are Prikry-Magidor
sets. This can only happen if f and f ′ are equal; and it follows that Cλ,γ,ν′,f =
Cλ,γ,ν′,f ′ . Thus o¯
E(λ) = o¯E
′
(λ) and U
E
(λ) = U
E
′
(λ). For (E′, q′) to force all
this we must have (A, g) ⊃ (A′, g′), and it follows that QEλ and Q
E
′
λ agree below
q′, as required.
If the assumption β = o¯E(λ) and β′ = o¯E
′
(λ) does not hold, then there
must be (E, q′′) ≤ (E, q) and (E′, q′′′) ≤ (E′, q′) which do satisfy βq
′′
γ = o¯
E(λ)
and βq
′′′
γ = o¯
E
′
(λ). The arguments above then imply that o¯E(λ) = o¯E
′
(λ) and
f q
′′
γ = f
q′′′
γ ↾A
q′′
γ . In order for (E
′, q′) to force this situation, we must have
βq
′
γ ≥ β
q
γ and (E
′, q′) ≡ (E, q′) ≤ (E, q).
If λ is regular in V [~C] then both E and E′ are complete. Set ~ν = ~νq
′
, so ~Cλ
is smoothly joined to ~C at ~ν, and consider the dense subsets PE
′
(~ν) ⊂ QE
′
λ and
PE(~ν) ⊂ QEλ . We have G
E
′
(~Cλ)∩PE
′
(~ν) = Cλ,γ \ νγ = GE(~Cλ)∩PE(~ν), and in
order that q′ forces this equality we must have that PE(~ν) agrees with PE
′
(~ν)
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above νγ , and hence (E
′, q′) ≡ (E, q′) ≤ (E, q).
4 The final model
The last section described the preliminary forcing, adding closed and unbounded
subsets of cardinals less than κ. In this section we will first choose a suitable
sequence Eκ of length κ
+ and then combine the forcings QE↾βκ in order to add
κ+-many closed unbounded subsets of κ. We will then define the final model
as a submodel N of this model, and verify that N |= ZF + DC + “FNS is an
ultrafilter.” This will complete the proof of theorem 1.1.
4.1 The forcing at κ
Because the forcing QE described in the previous section relies heavily on the
assumption that len(E) < κ+, the forcing at κ must be defined as a special case.
The first step is to use the repeat point W to define the sequence Eκ to be used
at κ:
Definition 4.1. The sequence Eκ is defined by the following forcing construc-
tion, carried out in the ground model: First, fix a transitive model M∗ ≺
Heredκ++ such that |M
∗| = κ+. Define a partial ordering (T,≤T ) in M∗ as
follows: the members of T are the continuously decreasing sequences E on κ
with len(E) < κ+ such that Eι ∈ W for each term Eι = (Eι, hι) in E, and the
ordering ≤T on T is by end extension. Thus (T,≤T ) is equivalent to the forcing
to add a Cohen subset of κ+.
Since (T,≤T ) is κ+-closed and |M∗| = κ+, there is a set G ∈ V which is a
M∗-generic subset of (T,≤T ). Fix such a set G and set Eκ =
⋃
G.
The forcingQ∗κ used at κ is essentially the direct limit of the forcingsQ
Eκ↾η+1
κ
for η < κ+. The new sequence ~Cκ of closed unbounded subsets of κ obtained
from this forcing will be smoothly joined to ~C at ~0. This has the undesirable
consequence that κ and κ+ are both collapsed by the forcing, but (at least with
the present technology) this seems to be unavoidable. We will simplify some
of the earlier notation by using a convention that a missing sequence ~ν is to
be taken to be ~0. Thus, for example, we will write PEκ for P
E
κ (~0) and t
E
η,ν for
tEη,ν(~0).
The notation tEη,ν(~ν) doesn’t seem to be defined anywhere. I’m guessing:
tEγ,ν(~ν) is the weakest condition q in Q
E
λ such that ~ν
q = add(~ν, γ, ν). Here λ is
the appropriate cardinal for E, which would be κ in this section.
If I set tE(~ν) = 〈 (νι, Eι, hι, 0, ∅, ∅) : ξ < κ+ 〉 then tEγ,ν(~ν) would be add(t
E(~ν), γ, ν).
I’m not sure that tE0 is defined either. This would be t
E
0 (~ν) = t
E(~ν) =
〈 (νι, Eι, hι, 0, ∅, ∅) : ι < κ+ 〉.
Should γ be a successor ordinal here? Maybe not. The point is that (γ, ν)
will force that ν = min(Cκ,γ).
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Definition 4.2. The members of the forcing Q∗κ are pairs (γ, ν) such that
ν ∈ PEκ↾γ and (Eκ↾γ, t
Eκ↾γ
0 )↓ν ∈ Gν .
If (γ′, ν′) and (γ, ν) are in Q∗κ then (γ
′, ν′) ≤ (γ, ν) if and only if γ ∝ν′ γ′
and (Eκ↾γ
′, tEκ↾γ
′
γ,ν )↓ν
′ ∈ Gν′ .
Definition 4.3. If G ⊂ Q∗κ is V [Hκ]-generic then we write ~C(G) for the se-
quence defined by setting Cκ,γ =
⋃{
Cν,γ↓ν : ∃γ′
(
(γ′, ν) ∈ G and γ ∝ν γ′
) }
for
each γ < κ+.
Actually, below I’d want Cν,γ′ = ∅ for all γ′ ≥ γ↓ν.
The forcing Q∗κ could equivalently be defined by (γ, ν) ∈ Q
∗ if o∗(ν) = γ↓ν,
Cν,γ↓ν = ∅, and Eν = (Eκ↾γ)↓ν is complete. Notice that (γ, ν) forces that
ν = min(Cκ,γ) and Cκ,γ′ ∩(ν+1) = ∅ for all γ′ > γ. It follows that forcing with
Q∗κ collapses κ
+, since the function mapping γ < κ+ to min
⋃
γ′≥γ Cκ,γ′ is non-
decreasing and is cofinal in κ. Indeed, κ+ is collapsed onto ω: let 〈Aγ : γ < κ
+ 〉
be any sequence of sets such that Aγ ∈ UEκ (κ, κ+ ·γ) and |Eκ, γ \Aγ | = κ. Then
x = { γ : min(Cκ,γ) /∈ Aγ } is unbounded in κ+ but has no limit points below
κ+, so that {min(Cκ,γ) : γ ∈ x } is a cofinal subset of κ of order-type ω.
Proposition 4.4. If G ⊂ Q∗κ is generic and ~C = ~C(G) then ~C↾η+1 is Q
Eκ↾η+1
κ -
generic for any η < κ+.
Proof. Let D ⊂ QEκ↾η+1κ be dense, and let (η
′, ν′) be any condition in Q∗. Pick
η′′ > max(η, η′). Then we can pick ν′′ so that (η′′, ν′′) ≤ (η′, ν) and D↓ν′′
is dense in Q
(E↾η+1)↓ν′′
ν′′ . Then (η
′′, ν′′) forces that there is some condition in
G
(E↾η+1)↓ν′′
ν′′ ∩D ⊂ G
E↾η+1
κ .
As a corollary we get that Q∗κ can be factored as Q
∗
κ ≡ Q
Eκ↾η+1
κ ∗ S˙κ,η for
some partial order Sκ,η. The next proposition gives an explicit construction of
Sκ,η:
Proposition 4.5. Suppose (η, ν0) ∈ Q∗. Then
Q∗/(η, ν0) ≡ Q
Eκ↾η+1
κ /t
Eκ↾η+1
η,ν0
∗ S˙κ,η
where if G ⊂ QEκ↾η+1κ is V [Hκ]-generic, with t
Eκ↾η+1
η,ν0
∈ G, then Sκ,η is defined
in V [Hκ, G] to be the subordering of Q
∗
κ consisting of those pairs (γ, ν) ∈ Q
∗
κ
such that η ∝ν γ and t
Eκ↾η+1
η,ν ∈ G.
Equivalently, (γ, ν) ∈ Sκ,η if (γ, ν) ∈ Q∗κ, η ∝ν γ and ν ∈ Cκ,η.
Proof. Define a function σ by σ(γ, ν) = (tEκ↾η+1η,ν , (γ, ν)) whenever η ∝ν γ. Then
σ is an order preserving map from Q∗κ/(η, ν0) into Q
Eκ↾η+1
κ /t
Eκ↾η+1
η,ν0
∗ S˙κ,η.
To see that range(σ) is dense, let (q, (γ, ν)) ∈ QEκ↾η+1κ /t
Eκ↾η+1
η,ν0
∗ S˙κ,η be
arbitrary. Then q < tEκ↾η+1η,ν in Q
Eκ↾η+1
κ since q  t
Eκ↾η+1
η,ν ∈ G˙κ.
Take (γ+1, ν′) with tEκ↾η+1η,ν′ ≤ q and (γ+1, ν
′) ≤ (γ, ν). Then σ(γ+1, ν′) ≤
(q, (γ, ν)).
To see that there is such a ν′, notice that tEκ↾γ0 (~ν
q) forces that (iU (γ+1), κ)
is such a condition in ult(V, U) where U = U(κ, γ · κ+).
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4.2 The submodel
For the remainder of the paper fix a V -generic subset Hκ+1 of Rκ+1 and a
V [Hκ+1]-generic subset K of the Levy collapse Levy(κ, ω), so that V [K] |= κ =
ω1, and M = V [Hκ+1,K]. Our final model will be a submodel N of M .
Definition 4.6. If γ < κ+ then we writeMγ for V [Hκ+1|γ,K] = V [Hκ, ~Cκ↾γ,K].
ThusM0 = V [Hκ,K] andMκ+ =M . If γ is a limit ordinal less than κ
+ then
Mγ = Mγ+1, since Cκ,γ is (except for an initial segment) equal to ∆ι<γ Cκ,ι.
Proposition 4.4 implies that Mγ+1 is a generic extension of V by the forcing
R
Eκ↾γ+1
κ+1 × Levy(κ, ω).
Notice that Mγ+1 satisfies the axiom of choice, and that ω
Mγ+1
1 = κ and
ω
Mγ+1
2 = (κ
+)V .
Definition 4.7. We write C for the set of sequences ~D in M such that
1. d = domain( ~D) ∈ PVκ (κ
+), and d is closed in κ+.
2. There is some ν < κ so that Dκ \ ν = Cκ,γ \ ν for all γ ∈ d, and 〈Dγ ∩ ν :
γ ∈ d 〉 ∈M0.
If d ∈ PVκ (κ
+) is closed then we write ~Cκ,d for the sequence 〈Cκ,γ : γ ∈ d 〉 ∈ C.
We are now ready to define the final model. The following theorem completes
the proof of the main theorem 1.1, and its proof will take up the rest of this
paper.
Instead of HeredM0ω1 I should probably just use P
M0(ω). The two are equiv-
alent, since M0 satisfies the AC.
Theorem 4.8. Let N be the model
N = HODM (V ∪ HeredM0ω1 ∪C ∪ {Hered
M0
ω1
,C}).
Then every cardinal λ ≥ κ is a cardinal in N , and N satisfies ZF + DC +
κ = ωN1 + “the filter of closed unbounded subsets of κ is an ultrafilter.”
The following lemma states a homogeneity property which will be sufficient
for all remaining proofs except for the proof that the filter of closed, unbounded
sets is an ultrafilter.
7/28/07 — At least with the current proof I don’t think that this old com-
ment is correct:
It may be of interest to note that the proof of lemma 4.9 is not dependent
on the use of the Levy collapse Levy(κ, ω): The collapse Levy(κ, λ) to make
κ = λ+ would work as well, for any cardinal λ less than the first measurable
cardinal.
Lemma 4.9. Assume that H × K is a generic subset of Rκ+1 × Levy(κ, ω),
that p0 ∈ H
Eκ↾γ+1
κ+1 , that p0  (ι, α) ∈ S˙κ,γ, and that λ0 < κ. Then there is a
generic set H ′ ×K ′ such that (ι, α) ∈ G′κ (where H
′ = H ′κ ∗G
′
κ), and H
′ ×K ′
agrees with H ×K as follows:
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1. V [H ′,K ′] = V [H,K].
2. H ′λ0 = Hλ0 and K
′
λ0
= Kλ0 .
3. p0 ∈ H ′
Eκ↾γ+1
κ+1 .
4. ~CH
′
κ ↾γ = ~Cκ↾γ.
5. CH
′,K′ = C.
6. P(ω)M
′
0 = P(ω)M0 where M ′0 = V [H
′↾κ,K ′] = (M0)
V [H′,K′].
Proof. Fix some (η, α′) ∈ G such that p↾κ ∈ Rα′ , λ0 < α′, α < α′, γ, ι ∝α′ η and
(η, α′) ≺ (ι, α) in P
~C
κ . We will not alter Hα′ or Kα′ , or Hα′+1,κ+1 or Kα′+1,κ.
(Hκ will be changed at points in Cκ,0 above α
′, but only to reflect changes at
α′.)
We first modify Gν ⊆ Q
Eα′
α′ = Q
(Eκ↾η)↓α
′
α′ to G
′
α′ , simultaneously changing
the generic collapse map from ω onto α′ in Kα′+1 \Kα. Let σ : ω → α′ be the
collapse map. Work in M¯ = V [H
Eα′ ↾(γ+1)↓α
′
α′ ,Kα′ , σ]. Write S for the forcing
such that R
Eα′
α′+1 = R
Eα′ ↾(γ+1)↓α
′
α′+1 ∗S˙. In the model M¯ , the forcing S is countable,
as is the forcing S/q where q is the condition t
Eα′ ↾(γ+1)↓α
′
ι↓α′,α adding α to Cα′,ι↓α′ .
If π : S → S/q is the isomorphism [[Actually of the Boolean Algebras]] then we
can take G′α′ = G
Eα′ ↾(γ+1)↓α
′
α′ ∗ π“(G
∗) where G∗ ⊆ S.
Now we need to change the sets Cλ,ν with λ ∈ Cκ,0. Since Hα′ is unchanged,
this is actually easy: C′λ,ν = Cλ,ν if α
′ /∈ Cλ,ν , and C′λ,ν = Cλ,ν \ α
′ ∪ Cα′,ν↓α′
if α′ ∈ Cλ,ν .
For this, go back to where Rκ ≡ Rα′+1 × Rα′+1,κ.
7/28/07 — Unless I’ve made some sort of mistake, all of this next part is
obsolete.
Case 1. We define ~C′κ as follows:
C′κ,ξ =


(Cκ,ι \ α′) ∪ {α} if ξ = ι
Cκ,ξ \ α
′ if ι < ξ ≤ η
Cκ,ξ otherwise.
Note that for ξ > η we have Cκ,ξ ∩ ν = ∅.
Need to verify that ~Cκ is constructible from ~C
′
κ.
Should it be C′κ,ξ = Cκ,ξ \ α
′ ∪ {α} ∪ Cα,ξ↓α for γ < ξ ∝α ι?
The sequence ~C↾κ⌢ ~C′κ is a layered tree sequence; however ~C
′
κ is not smoothly
joined to ~C at ~0, but rather at the sequence 〈 sup(C′κ,ζ ∩ (α + 1)) : ζ < κ
++ 〉.
We will need to define ~C′λ for λ < κ in such a way as to repair this defect. In
the next two cases, ~C′λ =
~Cλ.
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Case 2. ~C′λ =
~Cλ for all λ < α
′. Note that this is required by clause 4.9(2).
Case 3. ~C′λ =
~Cλ for all λ /∈ Cκ,0. There is no need to change ~Cλ in this case,
since ~Cλ need not be smoothly joined to ~C
′↾λ at ~0.
For the remaining cases we use a recursion on λ ∈ Cκ,0 \ α′. The next two
cases are determined by the requirement that ~C′κ is joined to ~C
′ at ~0, and the
fact that we want C′λ,δ \ α
′ + 1 = Cλ,δ \ α′ + 1.
Is this for all δ, or has a δ been specified.
Case 4. If λ ∈ Cκ,ζ for some ζ < κ+ then C′λ,ζ↓λ = C
′
κ,ζ ∩ λ.
Case 5. If Cλ,ζ \ α′ + 1 6= ∅ then C′λ,ζ = C
′
µ,ζ↓µ ∪ Cλ,ζ \ µ for any µ ∈
Cλ,ζ \ (α′ + 1).
Some more explaination needed here. At least at first glance, clause 4 seems
to cover it all.
In the next paragraph, should “1 and 2” be “4 and 5”?
It should be noted the the result of case 5 does not depend on the choice of µ,
and that when cases 1 and 2 are both applicable then they give the same result.
So far all of the changes have been determined by the choice of the ordinals
ι, α, and α′. Furthermore, the reversal is determined by ι, α, α′, and ξ0: given
the portion of ~C′ which has been defined so far, the corresponding portion of ~C
is determined by these ordinals. The remaining case will not have this property:
we will take the information needed to define ~C′ from K, and we will encode
into K ′ the information needed for the reversal.
Is sup(Cλ,ζ) supposed to be sup(Cλ,ζ ∩α′+1)?? It still doesn’t make sense.
Case 6. If none of the cases above hold, then define the sequence ~λ by λζ =
max(Cλ,ζ ∩ α′ + 1). Then ~λ is a member of Pλ, and 0 < λζ = sup(Cλ,ζ) for
some ζ. We define ~C′λ by setting
C′λ,ζ =
{
(Cλ,ζ \ α
′) ∪ {λ′ζ} ∪ Cλ′ζ ,ζ↓λ′ζ if λ
′
ζ > 0
Cλ,ζ \ α′ if λ′ζ = 0
where ~λ′ is a sequence, to be determined, in Pλ. An initial segment of ~λ
′ has
already been determined by cases 1 and 2, and for smoothness we must have
λ′ζ ∈ Cλ′ζ′ ,ζ
′↓λ′
ζ′
whenever ζ′ < ζ and 0 < λ′ζ < λ
′
ζ′ . [[Is this the only criteria
needed to ensure the sequence works?]] There is at least one possible choice
for ~λ′, namely the one obtained by setting λ′ζ = 0 whenever it is not already
determined, and there are at most |Pλ| = λ++ possible choices for this sequence.
We will use the Levy collapse of λ++ to make the choice of ~λ′, and in the process
we will define the interval K ′
λ,λ++
of K ′.
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It looks like there are λ+, not λ++, choices of ~λ′. Should λ++ in the next
paragraph be λ+?
To see how to use this collapse, first note that the forcing Fn(λ++, ω) collaps-
ing λ++ onto ω is isomorphic to Fn(λ++, ω)× Fn(ω, 2), that is, to the collapse
followed by a Cohen real. In going from K to K ′ we will leave the first term
in this product, the collapse, fixed, and we will modify the second term, the
Cohen real. Write bλ and b
′
λ for this Cohen real in K and K
′ respectively. After
the collapse of λ++ there are at most countably many legal choices for ~λ′ (and
for ~λ in going in the reverse direction to define ~C from ~C′). Define for each
n ≤ ω an isomorphism πn : Fn(ω, 2) ∼= Fn(ω, 2)×n, where n is the trivial order
on n elements. Now we can finish the definition of ~C′λ and K
′
λ++ by defining
~λ′ and b′λ: Suppose that there are n ≤ ω choices { zk : k < n } for
~λ′, and let
(a, k) = πn(bλ). Then ~λ
′ = zk, the kth choice among the n legal sequences. Now
suppose that for the reverse direction there are n′ possible choices { z′k : k < n
′ }
for ~λ, and that ~λ = z′k′ . Then b
′
λ = π
−1
n′ (a, k
′).
The following has to be adapted to the current construction.
7/28/07 — The part above is obsolete.
This completes the definition of ~C′ and of K ′. The construction produces a
layered tree sequence ~C′ such that ~C′κ is smoothly joined to
~C′ at ~0, and such
that V [~C,K] = V [~C′,K ′]. Next, we need to verify that ~C′ and K ′ are generic.
7/28 — Note: This proof has K ′ = K. And it is obvious that H ′ is generic.
This next lemma seems to be obsolete.
Lemma 4.10. There are dense subsets X and X ′ of Rκ+1×Levy(κ, ω) and an
order preserving isomorphism τ : X ∼= X ′, such that the set τ“(X ∩ (H ×K))
generates a generic subset H ′ × K ′ of Rκ+1 × Levy(κ, ω), such that K
′ is the
set defined above and ~C(H ′) is the sequence ~C′ defined above.
Proof. The crucial observation is that Cκ,0 ∩ domain(p) is finite for every p ∈
Rκ: if Cκ,0 ∩ domain(p) were infinite then it would have a limit point ξ < κ,
but this is impossible because each member of Cκ,0 is inaccessible in V and
|domain(p) ∩ ξ| < ξ.
We take X to be the set of conditions (p, r) ∈ Rκ+1 × Levy(κ, ω) such that,
first, p determines the value of the finite set domain(p) ∩ Cκ,0 and, second, for
each ordinal λ in this finite set (p, r) determines all of the data used in case 6
to define ~C′λ and K
′(λ++), namely the sequences ~λ and ~λ′, the number n of
possible choices for the sequence ~λ′ and the index k of the sequence actually
choosen, and the similar numbers n′ and k′ from the reverse direction.
Then X is a dense subset of Rκ+1×Levy(κ, ω). To see this, first note that for
any condition p there is p′ ≤∗ p with the same domain such that p′  λ /∈ Cκ,0
for all λ ∈ domain(p) such that p 6 λ ∈ Cκ,0. Now fix an ordinal λ which is
forced to be in Cκ,0 ∩ domain(p). It may be that any condition p′ ≤ p which
forces the values of the other data for λ has members λ′ ∈ domain(p′)\domain(p)
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which are also forced to be in Cκ,0; however any such ordinals λ
′ will be smaller
than λ. This ensures a condition pn ∈ X can be reached by a finite sequence
pn < · · · < p1 < p0 = p such that each condition pi+1 determines all of the
required data for each λ ∈ domain(pi) ∩ Cκ,0.
Any condition (p, r) ∈ X determines a pair (p′, r′), obtained by modifying
the sequences ~νpλ for λ ∈ domain(p) ∩ (Cκ,0 ∪ {κ}) as described in the con-
struction of ~C′ from ~C, and then making the changes to r as described in the
definition of K ′. The function obtained by setting τ(p, r) = (p′, r′) has the
desired properties.
Now V [H ′,K ′] = V [~C′,K ′] = V [~C, ~K] = V [H,K], so clause 1 of lemma 4.9
holds. Clause 2 holds since α′ > λ0, H
′
α′ = Hα′ , and K
′
α′ = Kα′ . The construc-
tion gave ~CH
′
k ↾γ+1 =
~Ck↾γ+1, which is clause 4, and since domain(p0↾κ) ⊂ λ0
it follows that p0 ∈ H
′Eκ↾γ+1
κ+1 , which is clause 3.
6/19/07 — Under the current construction, K ′κ and Kκ are equal except for
Gα′ . At the place where they differ, we have Gα′ ×K(α′) are equiconstructible
with G′α×K
′(α′) (using only Hα′ = H
′
α′). The construction of K
′
κ also depends
on Cκ,0, which also serves to reverse the process. Thus M
H′,K′
1 = M
H,K
1 . It
looks likeH ′κ /∈M
H,K
0 , soM
H′,K′
0 6=M
H,K
0 ; however P
M0(ω) = PM1(ω) because
of the Prikry property, so MH
′,K′
0 and M
H,K
1 have the same subsets of ω.
The construction of H ′ and K ′ depends on ~Cκ, and hence M
H′,K′
0 6= M0.
However, the construction only uses ~Cκ↾η+1, since Cκ,ζ∩ν = ∅ for all ζ ≥ η+1.
Thus, if ν′ is any member of Cκ,η+1 then H
′
ν′ × K
′
ν′ can be constructed from
Hν′+1 × K ′ν′ , and hence (Hered
M0
ω1
)H
′,K′ = HeredM0ω1 , clause 6 holds. Since
~CH
′
κ,d ∈ C for all d, it follows that C
H′,K′ = C. Thus clause 5 holds, and this
completes the proof of lemma 4.9.
Lemma 4.11. For every subset X of V × HeredM0ω1 which is a member of N
there is some γ < κ+ such that X ∈Mγ+1.
Proof. Since X ∈ N , X is definable in M as the unique set x such that
M |= φ(x, ~D, z0, a0,C,Hered
M0
ω1
) (10)
for some formula φ and some ~D ∈ C, z0 ∈ Hered
M0
ω1
and a0 ∈ V . Set d =
domain( ~D). We can assume without loss of generality that ~D = ~Cκ,d, since
otherwise if ν is as in definition 4.7 and z = 〈Dγ ∩ ν : γ ∈ d 〉 then z ∈ Hered
M0
ω1
and X is definable from ~Cκ,d together with 〈z0, z〉 ∈ Hered
M0
ω1
.
Let z˙0 be a Rκ×Levy(κ, ω)-name for z0, and let X˙ be a Rκ+1×Levy(κ, ω)-
name for X . Let (p0, r0) ∈ Hκ+1×K be a condition which forces that X˙ is the
unique set x satisfying (10). By enlarging d if necessary, we can assume without
loss of generality that p0 ∈ R
Eκ↾γ+1
κ+1 , where γ = sup(d).
In order to show that X ∈ Mγ+1, let w be an arbitrary member of V ×
HeredM0ω1 and let w˙ be a Rκ × Levy(κ, ω)-name for w. Recall that Rκ+1 =
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R
Eκ↾γ+1
κ+1 ∗ S˙κ,γ, so that M is a generic extension ofMγ+1 by Sκ,γ . It is sufficient
to prove that
(p0, r0) Sκ,γ
(
w ∈ X ⇐⇒ Mγ+1 |= ∃(ι, α) ∈ Sκ,γ (ι, α)  w ∈ X˙
)
. (11)
The implication from left to right is immediate, so we will prove the implication
from right to left. If H ⊂ Rκ+1 is generic then we will write H = H↾κ∗Gκ,γ ∗L
where Gκ,γ is a generic subset of Q
Eκ↾γ+1
γ and L is a generic subset of Sκ,γ .
Let p1 ∈ H↾κ ∗ Gκ,γ force that (ι, α) ∈ Sκ,γ , and that (ι, α) S˙gk,γ w˙ ∈ X˙.
Fix λ0 large enough that r0 ∈ Kλ0 , and w˙ and z˙0 are Hλ0 ×Kλ0 -terms. Now
let H ′ and K ′ be given by lemma 4.9. Since V [H ′,K ′] = V [H,K] and all of the
parameters of (10) are the same in the two models, the formula (10) defines the
same set XH
′,K′ = X . Furthermore, since p0 ∈ H ′, this set is denoted by the
same term X˙ . Clause 2 of lemma 4.9 implies that w˙H
′,K′ = w˙H,K = w, and
since (p1, (ι, α)) ∈ H ′ it follows that w˙H
′,K′ ∈ X˙H
′,K′ . Thus w ∈ X .
Corollary 4.12. ωN1 = κ, ω
N
2 = κ
+V , and both ωN1 and ω
N
2 are regular in N .
Proof. Suppose that the corollary is false, and let f be a function inN witnessing
this failure. Then f maps ordinals to ordinals, and hence f ⊂ V , so lemma 4.11
implies that f ∈ Mγ+1 for some γ < κ+. This is impossible, since ω
Mγ+1
1 = κ,
κ+
Mγ+1 = κ+
V
, and Mγ+1 satisfies the axiom of choice.
Lemma 4.13. N |= DC.
Proof. Let S ∈ N be a binary relation such that ∀x ∈ field(S) ∃y x S y. We will
define an infinite S-chain which is a member of N . Let S˙ be a name for S, and
fix an ordinal α large enough that it is forced that S∈ VMα and every member of
field(S) is definable in VMα from parameters in Vα∪C∪Hered
M0
ω1
∪{C,HeredM0ω1 }:
Definition 4.14. Define a function τ as follows: The domain of τ is a subset
of ω×Vα×C×Hered
M0
ω1
. Suppose n < ω, a ∈ Vα, ~D ∈ C, and b ∈ Hered
M0
ω1
, and
let φn be the formula with Go¨del number n. Then τ(n, a, ~D, b) = z whenever
VMα |= ∀z
′
(
φn(b, ~D, a,C,Hered
M0
ω1
, z′) ⇐⇒ z′ = z
)
. (12)
If there is no z ∈ VMα satisfying (12) then τ(n, a, ~D, b) is undefined.
The function τ is definable inM using the parameters {Vα,C,Hered
M0
ω1
}, and
hence τ ∈ N . We use τ to define a relation S∗ in V . Suppose that S is definable
in M from parameters ~Cκ,d0 ∈ C and z0 ∈ Hered
M0
ω1
together with C, HeredM0ω1
and a member of V . Let λ0 < κ be large enough that z0 ∈ V [Hλ0 ,Kλ0 ], and
set γ0 = sup d0.
Definition 4.15. The members of field(S∗) are the 7-tuples (p, γ, ν, n, a, d, b˙)
which satisfy the following conditions:
1. p ∈ Rκ and (γ, ν) ∈ Q∗κ.
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2. d0 ⊂ d ∈ [κ+]<κ and γ ≥ supd
3. λ0 < ν < κ.
4. b˙ is a Rν × Levy(ν, ω)-term for a member of Hered
M0
ω1
.
5. (p, (γ, ν)) Rκ+1 τ(n, a, ~Cκ,d, b˙) ∈ field(S˙).
If s = (p, γ, ν, n, a, d, b˙) and s′ = (p, γ′, ν′, n, a′, d′, b˙′) are in field(S∗) then s S∗ s′
if the following two conditions hold:
1. (p′, (γ′, ν′)) ≤ (p, (γ, ν)).
2. (p′, (γ′, ν′)) Rκ+1 τ(n, a, ~Cκ,d, b˙) S˙ τ(n
′, a′, ~Cκ,d′ , b˙
′).
Obviously each s ∈ field(S∗) has a s′ ∈ field(S∗) such that s S∗ s′, and hence
there is an infinite S∗-chain in V . The following proposition is needed in order
to capture such a chain in N :
Proposition 4.16. For any s = (p, γ, ν, n, a, d, b˙) ∈ field(S∗) there is a set
Xs ⊂ R
Eκ↾γ+1
κ+1 , dense below (p, (γ, ν)), such that for any condition r ∈ Xs there
is a set ds,r ∈ [κ+]<κ with the following property:
Set γs,r = sup(ds,r), and let Xs,r be the set of (p
′, (γs,r, ν
′)) ∈ R
Eκ↾γs,r+1
κ+1 ≡
REκ↾γ+1κ ∗ S˙
Eκ↾γs,r+1
κ,γ such that there is s′ = (p′, γs,r, ν
′, n′, a′, ds,r, b˙
′) ∈ field(S∗)
with s S∗ s′. Then Xs,r is dense in R
Eκ↾γs,r+1
κ+1 below r.
Proof. Let s = (p, γ, ν, n, a, d, b˙) be an arbitrary member of field(S∗). Factor
Rκ+1 = R
Eκ↾γ+1
κ+1 ∗ S˙κ,γ and let Xs be the set of r < p in R
Eκ↾γ+1
κ+1 such that there
is a pair (γ′, ν′) and quadruple (n′, a′, d′, b′) such that
1. r  (γ′, ν′) ∈ S˙κ,γ .
2. r  (γ′, ν′)  τ(n, a, ~Cκ,d, b˙) S˙ τ(n
′, a′, ~Cκ,d′ , b˙
′).
Clearly Xs is dense below (p, (γ, ν)) in R
Eκ↾γ+1
κ+1 . For each r ∈ Xs pick some
such condition (γ′, ν′) and quadruple (n′, a′, d′, b′). We can assume without loss
of generality that γ′ = sup(d′).
Set ds,r = d
′ and γs,r = γ
′. We need to show that Xs,r, defined with
this choice of ds,r, is dense below r in R
Eκ↾γs,r+1
κ+1 . We will do so by showing
that r forces that there is a condition (p′′, (γs,r, ν
′′)) ∈ H which forces that
τ(n, a, ~Cκ,d, b˙) S˙ τ(n
′′, a′′, ~Cκ,ds,r , b˙
′′).
By lemma 4.9, since r  (γ′, ν′) ∈ SEκ↾γ
′+1
κ,γ , the condition r forces that there
are H ′,K ′ in M with (r, (γ′, ν′)) ∈ H ′ such that V [H ′,K ′] = M , CH
′,K′ = C,
(HeredM0ω1 )
H′,K′ = HeredM0ω1 , and (
~Cκ,d)
H′,K′ = ~Cκ,d. It follows that if ~D =
(~Cκ,ds,r)
H′,K′ then r  τ(a, ~Cκ,d, b˙) S˙ τ(a
′, ~D, b˙′). However, since ~D ∈ C there
is λ < κ such that Dι \ λ = Cκ,ι \ λ for all ι ∈ d. Set b′′ = (b′, 〈Dι ∩ λ : ι ∈ d 〉,
and pick n′′ so that for any z, φn′′(b
′′, ~Cκ,d, a
′,C,HeredM0ω1 , z) holds if and only
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if φn′(b
′, ~D, a′,C,HeredM0ω1 , z). Hence there is a condition (p
′′, (γs,r, ν
′′)) ∈ H
which forces that τ(n, a, ~Cκ,d, b˙) S˙ τ(n
′′, a′′, ~Cκ,ds,r , b˙
′′). It follows that s′′ =
(p′′, γs,r, ν
′′, n′′, a′′, ds,r, b˙
′′) ∈ field(S∗), and hence s S∗ s′′.
Then (p′′, (γs,r, ν
′′)) ∈ Xs,r. We showed that r forces that there is (p
′′, (γs,r, ν
′′)) ∈
Xs,r ∩ H˙, and it follows that Xs,r is dense below r.
Proposition 4.17. For any s0 ∈ field(S
∗) there is a sequence 〈Xn : n < ω 〉 so
that
1. s0 ∈ X0.
2. For all n < ω, Xn ⊂ field(S
∗) and |Xn| ≤ κ.
3. For all n < ω and s = (γ, d, p, ν, n, a, b˙) ∈ Xn the set of conditions
(p′, (γ′, ν′)) such that there is some s′ = (p′, γ′, ν′, n, a′, d′, b˙′) ∈ Xn+1
with s S∗ s′ is dense below (p, (γ, ν)).
Proof. We can set X0 = {s0}. Now suppose that Xn has been defined. Let the
sets Xs for s ∈ Xn and Xs,r for r ∈ Xs be as given by proposition 4.16. Since
R
Eκ↾η+1
κ+1 has a dense subset of size κ for each η < κ
+, we can choose dense
subsets X ′s ⊂ Xs and X
′
s,r ⊂ Xs,r of cardinality at most κ. Then set
Xn+1 =
{
ss,r,r′ : s ∈ Xn and r ∈ X
′
s and r
′ ∈ X ′s,r
}
where ss,r,r′ is the 7-tuple witnessing that r
′ ∈ Xs,r. Then Xn+1 has cardinality
at most κ and satisfies the required condition.
Now let s0 ∈ field(S) be arbitrary and let the sets Xn be given by propo-
sition 4.17. Set γ = sup(
⋃
{ ds,r : ∃n s ∈ Xn and r ∈ Xs }) < κ+. Working in
Mγ+1, and recalling that Mγ+1 satisfies the axiom of choice and that ω
M
1 = κ
and ωM2 = κ
+, use recursion on n to choose elements sn = (γn, dn, pn, νn,mn, an, b˙n) ∈
Xn so that for each n ∈ ω we have rn = (pn, (γn, νn)) ∈ H ∩ R
Eκ↾γ+1
κ+1 and
sn S
∗ sn+1. Thus 〈 τ(mn, an, ~Cκ,dn , bn) : n < ω 〉 is an infinite S-chain, and it
only remains to show that this sequence is a member of N .
First, the sequences 〈mn : n < ω 〉 and 〈 bn : n < ω 〉 are countable sequences
of members of HeredM0ω1 = Hered
Mγ+1
ω1
, and hence are members of HeredM0ω1 .
Now pick a function σ ∈ V mapping κ onto γ. Since 〈 dn : n < ω 〉 is a
countable sequence of members of Pκ(γ), there is some ξ < κ such that
⋃
n dn ⊂
σ“ξ. Hence 〈 dn : n < ω 〉 is definable from σ and 〈σ−1[dn] : n < ω 〉 ∈ Hered
M0
ω1
,
so 〈 dn : n < ω 〉 ∈ N . Also, if we let d be the closure of σ“ξ, then d ∈ PVκ (κ
+),
so 〈 ~Cκ,dn : n < ω 〉 = 〈 ~Cκ,d↾dn : n < ω 〉 ∈ N .
To see that 〈 an : n < ω 〉 ∈ N , note that 〈 an : n < ω 〉 is a countable
subset of A =
{
a : ∃m (p, γ, ν,m, a, d, b˙) ∈ Xn
}
. Since A ∈ V and |A| = κ in
V , 〈 an : n < ω 〉 is definable from A together with a member of Hered
M0
ω1
.
Finally, since the sequence 〈
(
~Cκ,dn ,mn, an, bn
)
: n < ω 〉 and the function
τ are each in N , the S-chain 〈 τ(an, dn, bn) : n < ω 〉 is a member of N .
— page 59 —
August 14, 2018 1:25 4.2.0
Lemma 4.18. In N , the filter of closed and unbounded subsets of ω1 is an
ultrafilter.
Proof. Let x be an arbitrary set in P(κ) ∩N . By lemma 4.11 there is γ < κ+
such that x ∈ Mγ+1. Let x˙ be a R
Eκ↾γ+1
κ+1 × Levy(κ, ω)-name for x. As in the
proof of lemma 4.11 pick a formula φ and sets z0 ∈ Hered
M0
ω1
, d ∈ PVκ (κ
+) and
a ∈ V so that x is the unique set such that
M |= φ(x, ~Cκ,d, z0, a,C,Hered
M0
ω1
). (13)
Let z˙0 be a Rκ×Levy(κ, ω)-name for z0, and let p0 ∈ Rκ+1 and s0 ∈ Levy(ω, κ)
be conditions which force that x˙ is the set defined by (13). By increasing γ if
necessary we can assume that d ⊂ γ and p ∈ REκ↾γ+1κ+1 . Fix λ0 < κ large enough
that p0↾κ ∈ Rλ0 , s0 ∈ Kλ0 , and z0 is a Rλ0 × Levy(λ0, ω)-term.
We need to show that there are η < κ+ and λ < κ such that x \ λ is either
contained in or disjoint from Cκ,η. To determine the ordinal η, recall that Eκ
is defined to be M∗-generic for the forcing which uses initial segments of Eκ
as conditions, where M∗ is a κ-closed elementary substructure of Heredκ++ of
size κ+ which contains all subsets of κ along with all other relevant sets. In
particular, the name x˙ is a member of M∗ since it can be coded as a subset
of κ × (Rκ ∗ P˙ [Eκ↾γ + 1]), which has cardinality κ since P [Eκ↾γ + 1] ⊂ κ. Let
E be any sequence of successor length η ≥ γ + 1 such that E ⊃ Eκ↾γ + 1. We
will define a pair (E, h) so that if Eκ↾η + 1 = E
⌢〈η, (E, h)〉 then (p0, s0) forces
that Cκ,η is either almost contained in, or almost disjoint from, x˙. Since E was
arbitrary, the M∗-genericity of Eκ will then ensure that there is some η such
that Eκ↾η+1 has this property, and this will complete the proof of lemma 4.18.
A standard homogeneity argument shows that if (p, s) ≤ (p0, s0) is any
condition and ν > λ0 then (p, s)  ν ∈ x˙ if and only if (p, s↾λ0)  ν ∈ x˙. Hence
we will ignore the Levy condition s in what follows.
By increasing γ if necessary, we can assume that η = γ + 1 Let Eκ,γ =
(Eγ , hγ). Define h(ν) for each ν ∈ Eγ by using the Prikry property of R
E↾γ+1
ν+1,κ+1
to pick h(ν) ≤∗ hγ(ν) so that Rν+1 h(ν) ‖RE↾γ+1ν+1,κ+1
ν ∈ x˙. Thus, by setting
Eκ,η = (E, h) for some set E ⊂ Eη−1 we ensure that for each ν ∈ Cκ,η the
statement ν ∈ x˙ is decided by a condition in Rν+1: for each ν let X+ν be the set
of conditions p ≤ p↾λ0 in Rν+1 such that p Rλ+1 (ν ∈ C˙κ,η =⇒ ν ∈ x˙) and let
X−ν be the set of p such that p Rλ+1 (ν ∈ C˙κ,η =⇒ ν 6∈ x˙). Then X
+
ν ∪X
−
ν
is dense below p0↾λ0.
Fix, for the moment, an arbitrary ν ∈ Eκ,γ and set γ¯ = γ↓ν and E¯ = (E↾γ+
1)↓ν. We claim that ν ∈ x˙ is actually decided by a condition in RE¯ν+1. Let p =
p↾ν⌢〈ν, (Eν , q)〉 be any condition in Rν+1 such that p ≤ p0↾λ0 and Eν↾γ+1 = E¯.
We will show that p is in X+ν or X
−
ν if and only if p↾ν
⌢〈ν, (E¯, q‖γ¯ + 1)〉 is in
the same set.
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Will ~ν⇂(γ + 1)↓ν be a problem?
Maybe this can be simplified, but I think we can say that since ~Cκ is smoothly
joined at ~0, we can assume that ~νq is such that (there is something in Hν forcing
that) ~νq‖γ + 1 = (~νq↾(γ + 1)↓ν)⌢~0 ∈ Pν . That is, if γ′ ≤ γ↓ν and νγ′ > 0 then
there is γ′′ ∈ I~ν
q
∩ γ + 1 such that γ′ ∝νq
γ′′
γ′′.
I think Proposition 1.12 was intended to help here. I’m not sure that it does,
however. Also see the boxed comment after definition 1.10.
Probably have to remind reader what q‖γ¯ is.
The proof of this claim is similar to that of lemma 4.9. Let Q∗
E¯
be the set
of conditions (E, q) ∈ Qν such that E↾γ¯ + 1 = E¯ and q‖γ¯ + 1 ∈ QE¯ν . Then
Gν‖γ¯ + 1 is a generic subset of Q∗E¯, so we can write Q
∗
E¯
= QE¯ν ∗ S˙ where S is
the set of conditions (E, q) ∈ Q∗
E¯
which are compatible with Gν‖γ¯ + 1. As om
the proof of Lemma 4.9, S is countable in V [Hν ,Kν++1, Gν‖γ¯ + 1]. It follows
that for any two conditions (E, q) and (E′, q′) in S there is an isomorphism
π : S/(E, q) ∼= S/(E′, q′) in V [Hν ,Kν++1, Gν‖γ¯ + 1]. If (E, q) ∈ Gν then this
isomorphism induces a generic set K ′ ∩R∗κ+1 which is identical to K on Rν and
R∗ν+1,κ+1 and has G
′
ν = π“Gν . Then V [H
′,K] = V [H,K] and all of the terms
denoting parameters in the formula (13) have the same values when defined
from H ′,K and when defined from H,K. It follows that x˙H
′,K = x˙H,K , and
hence (E, q) Rν ν ∈ x˙ if and only if (E
′, q′) Rν ν ∈ x˙, and similarly for ν /∈ x˙.
Now RE¯ν+1 ≡ Rν ∗ P˙
E¯
ν since η is a successor ordinal, so the statement ν ∈ x˙
will be decided by some condition (p, ξ) ∈ Rν ∗P E¯ν ∩Hν+1. It follows that there
are sets X+, X− ⊂ Rκ× ν so that if we let E be the set of ordinals ν ∈ Eγ such
that {
(p, ξ) : (p, ξ) 
Rν∗P˙ E¯ν
ν ∈ x˙
}
= X+ ∩ (Rν × ν){
(p, ξ) : (p, ξ) 
Rν∗P˙ E¯ν
ν 6∈ x˙
}
= X− ∩ (Rν × ν)
then E is a member of the repeat point W .
Now suppose that Eκ↾η + 1 = E
⌢〈η, (E, h)〉, and fix any condition (p, ξ) ∈
X+∪X− so that p ∈ Hκ and ξ ∈ Cκ,η−1. Let λ = max{sup(domain p), ξ, λ0}+1.
Then p⌢〈κ, (η + 1, ξ)〉 forces either x˙ \ λ ⊆ Cκ,η or x˙ \ λ ⊆ κ \ Cκ,η, depending
on whether (p, ξ) ∈ X+ or (p, ξ) ∈ X−.
We showed in corollary 4.12 that the cardinals κ and κ+ are preserved in
N , in lemma 4.13 that N satisfies dependent choice, and in lemma 4.18 that
the closed unbounded filter is an ultrafilter on κ = ω1 in N . This completes the
proof of theorem 4.8 and hence of the theorem 1.1.
5 Questions
Question. What is the consistency strength of the assumption that the filter of
closed unbounded subsets of ω2 forms an ultrafilter, when restricted either to
the ordinals of cofinality ω1 or to those of cofinality ω?
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This is not known to require any more large cardinal strength that the single
repeat point needed in theorem 1.1 for ω1. Note that lemma 4.9, and therefore
lemmas 4.11 and 4.13, can be proved using the Levy collapse onto ω1 rather
than onto ω. Thus only the proof of lemma 4.18, asserting that the filter of
closed, unbounded sets is an ultrafilter, relies on the use of the Levy collapse to
make κ = ω1.
Even for larger cardinals, nothing more is know about the large cardinal
strength needed to obtain a model in which the closed unbounded ultrafilter on
κ+ is an ultrafilter when restricted to ordinals of cofinality κ. In the case of
the restriction to cardinals of cofinality λ < κ covering lemma considerations,
as in [6], come into play; however the best lower boundes which these methods
seem to readily give are much lower than a strong cardinal, especially in the
case λ = ω.
In another direction, it would be of interest to know whether it is possible to
vary the forcing of this paper so that κ and κ+ are preserved in the generic exten-
sionM , which satisfies the axiom of choice.
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