Abstract: Consider the classical regression design with one explanatory variable taking values x = (x 1 ,…, x n ) and an alternative design based on Tx, where T = I n 1 n 1 n 1 n . We reveal an interesting phenomenon that the second design is better, from many reasonable points of view, than the initial one.
INTRODUCTION
Regression models with one and two regressors attracted a great attention of many authors, especially in the context of the relation between determination coefficient and the correlation coefficients corresponding to the regressor components. This problem has been arisen by Hamilton [1] and discussed in many papers (cf. [2] [3] [4] [5] [6] [7] [8] [9] [10] ). It appears that, roughly speaking, the joint information involved in two regressors may be greater than the sum of the information brought by each of them. A paradox of different kind, not referring to regression, but also dealing with statistical information was recently arisen by Kagan and Shepp [11] .
Our note reveals one more paradox on the regression background; this time in the context of design preference. It will be shown a rather unexpected fact that the design based on a transformed explanatory variable is better, from many reasonable points of view, than the initial one.
UNEXPECTED PREFERENCE AMONG REGRES-SION DESIGNS
Consider the simple linear regression model are not correlated experimental errors with a common variance 2 , while and are unknown parameters interpreted as the intercept and the regression coefficient of y on x.
We mention that the variance of the Best Linear Unbiased Estimator (BLUE) of a parametric function 
is the actual information matrix, and namely,
Now consider an alternative design based on the transformed explanatory variable Tx, where
where ns x
n . In consequence we get
with the strict inequality unless 0 = x , the design induced by Tx is at least as good as one induced by x, in the sense of minimal variance of the BLUE's of all parameters.
FURTHER PREFERENCE CRITERIA
Let us note that (partial) ordering of experimental designs based on the Loewner ordering of the information matrices is very strong and thus applicable rather rarely. For these reasons the statistical literature (cf. for instance [13] [14] [15] ) suggests some weaker criteria, called also -criteria, based on some scalar functions of M or M -1 . The most popular of them are: D-, A-and E-criterion. D-criterion consists in minimizing the determinant of the inverse information ma-trix M -1 , A-criterion -in minimizing its trace, while Ecriterion -in minimizing its largest eigenvalue. All of these criteria are antitonic (or decreasing) with respect to the Loewner ordering of the information matrices.
It is easy to check that
and
where the equality holds if and only if 0 = x .
Let us denote by 1 , 2 ( 1 2 ) the eigenvalues of M -1 (x) and ) ( , (Tx). We note that (1) and (2) imply the following relations μ 1 μ 2 = 1 2 and μ 1 + μ 2 1 + 2 . This implies immediately that
, that is, the largest eigenvalue of M -1 (Tx) is not greater than the largest eigenvalue of M -1 (x).
From above consideration, we can conclude that the regression design corresponding to the transformed explanatory vector Tx is preferable than one based on original x, in the sense of A-and E-criteria and equivalent in the sense of D-criterion of optimality.
NUMERICAL EXAMPLE
Let us consider the linear regression model 
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