When is it, that there is nothing more than the overall input size n that is relevant to assessing the computational complexity of problems encountered with real-world input distributions? When is there no other measurement of relevance: not the size of the solution, not some structural aspect of the instances encountered in practice; nothing except the overall input size really matters?
Outside of cryptography (where we make it so) the answer is basically: never.
Practical computing is full of motivations to the subject of parameterized complexity and algorithmics. We mention two prominent examples that have been influential in the development of the field.
Example 1. Type checking in ML
ML compilers work reasonably well. One of the problems the compiler must solve is the checking of the compatibility of type declarations. This problem is complete for deterministic exponential time [12] , so the situation appears dire from the THE COMPUTER JOURNAL, Vol. n), where n is the size of the program and k is the maximum nesting depth of the type declarations [15] . Since normally k 6, this is clearly practical.
What this example motivates is the search for small parameters that may be highly relevant to assessing real-world computational complexity. Many more good examples of problems having small natural parameters can be found in the survey by Panos Giannopoulos, Christian Knauer and Sue Whitesides (concerning parameterized geometric problems), the survey by Jens Gramm, Arfst Nickelsen and Till Tantau (concerning applications in phylogenetics) and the survey by Georg Gottlob and Stefan Szeider (applications in artificial intelligence, constraint satisfaction and database problems).
Nesting depth is an example of a kind of structural parameterization. The study of parameterized algorithms has led to the identification of general structural parameters that turn up in a wide variety of settings, leading to general FPT algorithmic machineries, such as bounded treewidth, surveyed by Hans Bodlaender and Arie Koster. Important applications of bounded treewidth algorithmics in multiple sequence alignment are discussed in the survey by Liming Cai, Xiuzhen Huang, Chunmei Liu, Frances Rosamond and Yinglei Song. The exploration of general structural parameters of hypergraphs and matroids is surveyed by Georg Gottlob, Peter Hlineny, Sang-il Oum and Detlef Seese. Erik Demaine and MohammadTaghi Hajiaghayi survey their powerful new bidimensionality theory that studies how treewidth interacts with other structural parameters.
Example 2. Karsten Weihe's train problem
Karsten Weihe has described a basic optimization problem concerning the train systems of Europe [20] . Consider a bipartite graph G ¼ (V, E) where V is bipartitioned into two sets S (stations) and T (trains), and where an edge represents that a train t stops at a station s. The relevant graphs are huge, on the order of 10 000 vertices. The problem is to compute a minimum number of stations S 0 #S such that every train stops at a station in S 0 . It is easy to see that this is a special case of the HITTING SET problem, and is therefore NP-complete.
However, the following two reduction rules can be applied to simplify (pre-process) the input to the problem. In describing these rules, let N(s) denote the set of trains that stop at station s, and let N(t) denote the set of stations at which the train t stops.
Applications of these reduction rules cascade, preserving at each step enough information to obtain an optimal solution. Weihe found that, remarkably, these two simple reduction rules were strong enough to 'digest' the original, huge input graph into a problem kernel consisting of disjoint components of size at most 50-small enough to allow the problem to then be solved optimally. What this example motivates is the systematic, mathematical study of pre-processing (kernelization) algorithms, a subject that is central to parameterized complexity theory and parameterized algorithmics. Kernelization and other key practical FPT algorithmic techniques are surveyed by Falk Hüffner, Rolf Niedermeier and Sebastian Wernicke. A case study of the implementation of FPT techniques in an algorithms engineering context is described in the article by Michael Langston, Andy Perkins, Arnold Saxton, Jon Scharff and Brynn Voy.
Mathematical naturality and modeling
What makes a good theory of computational complexity? One can roughly say that such an enterprise revolves around a battle between two function classes. In the case of classical complexity, these are the class P of polynomial functions p(n) of the single variable n, and the class of functions 2 p(n) . There is more to it, of course, but at the basic level of modeling concrete matters of concern for people who employ algorithms, having an algorithm with a running time in the first class, rather than the second, makes a big difference. A function class battle is interesting for theoretical computer science if it: † models issues of interest in applied computer science;
† supports a theory that is mathematically doable and productive.
Classical computational complexity theory achieves both of these. The only hesitation one might have is that almost all interesting computational problems turn out to be NP-hard in the one-dimensional classical framework. So what then?
Parameterized complexity can be viewed as a 'twodimensional' sequel. In addition to the overall input size n, a secondary measurement, the parameter is introduced. The function class battle at the heart of the subject is between the two-variable class of functions: those that are f(k)n c for some function f and constant c (the FPT class), and those that are n g(k) for some function g. The criteria concerning what makes a function class battle interesting are unchanged, because they capture the essential relationship between theoretical and applied science. The papers in this volume make abundantly clear that these criteria are met. Parameterization also allows a single classical problem to be parameterized in a variety of different ways, relevant to a variety of applications in the real world. The quest for FPT algorithms has led to a wide range of new techniques, discussed in the survey by Will there be further theories, based on different function class battles that go beyond both the one-dimensional classical and two-dimensional parameterized frameworks? Why not? The possibilities are to date largely unexplored. Parameterized complexity is most likely just the opening chapter of a broader exploration of multivariate complexity analysis, motivated by the search for more effective mathematical frameworks for realistic complexity assessment and algorithm design. For comparison, certainly, theoretical physics has not limited itself to one-dimensional theories.
The survey by Demaine and Hajiaghayi explores some of the multivariate theme. Jianer Chen and Jie Meng overview the complexity classes and basic structure theory of parameterized complexity. Iris van Rooij and Todd Wareham survey uses of parameterized complexity analysis in modeling issues relevant to theory-formation in Cognitive Science. Fine-grained complexity theory is relevant to fields of science concerned with natural forms of computation, and that relevance increases by the day.
The sheer richness of the program
A third powerful source of the rapid expansion of the field of parameterized complexity and parameterized algorithmics, is the sheer richness of the mathematical opportunities to develop and apply the framework, empowering useful and interesting insights into concrete computational problems. Here we will quickly describe the main subprograms that have developed, meaning by a subprogram, a kind of result for which one can expect there will eventually be hundreds of concrete examples. For each subprogram, we describe a few concrete examples, a prominent concrete open problem or two, and pointers to those surveys in this collection that are relevant.
1. Is it FPT or W-hard? Of course, the most basic kind of concrete question, the one that the field began by attending to, is just the question of whether a particular parameterized problem is FPT, or whether it is hard for W [1] . Despite all the concrete analyses that have been accomplished so far, such as the recent breakthrough result that DIRECTED FEED-BACK VERTEX SET, parameterized by the size of the solution, is FPT, there is a super-abundance of still unresolved natural concrete parameterized problems. For example, it is still unknown whether GRAPH TOPOLOGICAL CONTAINMENT is FPT or parameterized intractable. It is open whether it is FPT to delete k clauses of a 2SAT expression E, to obtain an expression E 0 that is satisfiable. Many simply stated naturally parameterized problems concerning digraphs are open as to their parameterized complexity, a topic surveyed by Gregory Gutin and Anders Yeo.
2. Can the PTAS be improved to an EPTAS? An important special case of Subprogram 1, is where the parameter is k ¼ 1/1, where 1 has its usual role in the definition of a PTAS. The definition of a PTAS requires that for every fixed 1, the algorithm runs in polynomial time. This is insensitive to whether 1 occurs in the exponent of the polynomial, which is frequently the case. The question of whether 'epsilon can be gotten out of the exponent' is entirely natural, and matters, if PTASs are to be useful (as they are often claimed to be). An EPTAS (efficient PTAS) is one that runs in FPT time, parameterized by k ¼ 1/1. In 1996, Arora described a PTAS for the EUCLIDEAN TRAVELING SALESMAN PROBLEM [1] . In 1997, he was able to improve this to an EPTAS [2] . There are ways, both straightforward and more intricate, for deploying the framework of parameterized complexity to investigate this issue. All of this is very ably surveyed by Daniel Marx, in this collection. For an example of a negative outcome, Marx showed in [17] that the MINIMUM DOMINATING SET FOR UNIT DISK GRAPHS problem, that has a PTAS, cannot have an EPTAS unless FPT ¼ W [1] . Given the huge amount of effort to devise PTASs for various problems in recent years, there are hundreds of concrete open problems of this kind.
3. The subprogram of 'the f(k) game'. Once a parameterized problem is known to be FPT, the race begins! There are now at least a dozen examples of spectacular trajectories in FPT algorithms for specific problems, where the f(k) in the FPT running time gets better and better. These 'competitions' have been useful in the development of the field, as new approaches have been invented and deployed (to gain, usually, only a temporary leadership of the pack). The best known FPT algorithm currently for the VERTEX COVER problem runs in time O(1.274 k þ kn) (see [6] ). This can probably still be improved. The UNDIRECTED FEEDBACK VERTEX SET problem can be solved in time O(10.567 4. The subprogram of 'worst case exponential complexity'. In the TRAVELING SALESMAN PROBLEM (TSP) an obviously significant secondary measurement (in the sense of our provocative question), is the number of cities in the instance. If we let the parameter k denote this secondary measurement, then the problem is trivially in FPT (by trying all k! permutations of the cities), but the 'f(k) game' is still very interesting. A classic result of Held and Karp [11] shows that under this natural parameterization, the TSP problem can be solved in time O*(2 k ) by dynamic programming on subsets of the cities, where the O* notation discards polynomial timecosts associated to the overall input size. This convenient notation for the f(k) game was introduced by Impagliazzo et al. [13] (see also the survey by Woeginger [20] ). In the course of systematizing the extensive heritage of work on 'worst-case exponential complexity', they inadvertently rediscovered the notion of parameterization, and articulated an important special case of the f(k) game. Beautifully, FOREWORD 3 their 'framework making' efforts for this classical area, converged with research on 'renormalized' FPT problems initiated by Cai and Juedes [5] , as codified in the current tower of the main parameterized complexity classes: ) algorithm for k-variable 3SAT. The survey by Chen et al. discusses these developments.
5. The subprogram of 'FPT optimality'. The quest here is to show that the form of the f(k) function achieved by an FPT algorithm is 'optimal'. For example, Cai and Juedes [5] showed that the known FPT algorithms for VERTEX COVER that ). If a parameterized problem is not in FPT, we are still interested in finding the 'best possible' XP algorithm, and that is what this subprogram is about. The tools that have been forged in the parameterized complexity framework are appropriate for exploring such issues. In some sense, this is a sophisticated refinement of the issue at play in Subprogram 1 (the origins of the field). The surprising thing is that this subprogram seems to be mathematically doable. A landmark investigation in this direction is the recent paper of Marx on the CLOSEST SUBSTRING problem [16] . The foundations for this subprogram are discussed in the survey by Jianer Chen et al. A typical open problem for this area arises from the work of Goldschmidt and Hochbaum, who showed that the GRAPH k-CUT problem can be solved in time O(n k 2 ) (see [10] ). This shows that the problem is in XP. GRAPH k-CUT is hard for W [1] , so it is impossible to get k out of the exponent. The challenge here is either to prove that there is no O(n o 2 ) algorithm for GRAPH k-CUT unless FPT ¼ M [1] (the 'optimality' we seek), or else to improve the XP algorithm for this problem to one that can be shown optimal.
7. The subprogram of 'the kernelization game'. There are two different ways of exploring the issue of improved FPT algorithms. The most obvious one, and the one that has so far garnered the most attention, is 'the f(k) game' (Subprogram 3). However, there is a completely different way of considering the fundamental notion of fixedparameter tractability. As discussed in the survey by Niedermeier et al., in this collection, a parameterized problem is in FPT if and only if there is a polynomial time transformation (that is, running in time polynomial in both the input size n and the parameter k) that transforms the original input (x, k) to (x 0 , k 0 ) such that: (1) (x, k) is a yes-instance if and only if
. That is, a problem is in FPT if and only if, we can in polynomial time pre-process or kernelize the input to something of size bounded by a function of k only. The proof is quite trivial; take g(k) ¼ f(k) for an FPT problem solvable in time f(k)n c . However, this perspective leads to the quest for polynomial time kernelization algorithms yielding the best possible bounding function g(k), a completely different game from the 'f(k) game' of subprogram 3. In recent years it has become clear that there are unexpectedly rich mathematical opportunities and strong practical payoffs for research in this direction.
The payoffs come from the fact that this subprogram is turning up sophisticated preprocessing algorithms (that run in polynomial time!), and usually these routines lose no information, and hence are of practical value even when the parameter k is not small. The example discussed above concerning Karsten Weihe's train problem shows how for real-world instances, reduction rules can be very effective in reducing the complexity of a problem, because kernelization rules can cascade. Again, the race is on! In 2006 there was a major breakthrough showing a kernelization for FEEDBACK VERTEX SET to a problem kernel on O(k 11 ) vertices (a Poly(k) kernelization). This was quickly improved by Bodlaender and van Dijk, who gave an algorithm kernelizing to O(k 3 ) vertices, and demonstrated with an implementation its practical utility [4] . Can this be further improved? Does the DIRECTED FEEDBACK VERTEX SET problem (recently shown to be FPT) have a Poly(k) kernelization? A number of concrete challenges of this kind are discussed in the survey of Hüffner, Niedermeier and Wernicke.
8. Kernelization lower bounds. One of the big surprises about FPT is that so many natural problems fall into what one would expect to be highly restrictive subclasses of FPT, having, respectively, P-time kernelization algorithms to linear-in-k and polynomial-in-k kernels:
LinðkÞ # PolyðkÞ # FPT [8] , it is now known that, for example, the FPT problem of determining whether a graph has a path of length at most k, cannot be in Poly(k) unless the polynomial hierarchy collapses to the third level.
Whether CLIQUE COVER is in Poly(k) is still unknown, as are many other concrete issues in this new direction. These frontiers are discussed in the survey by Hüffner et al.
9. FPT approximation. The study of specifically parameterized forms of approximation has recently opened up in a productive way. For example, Grohe and Grüber [9] have recently shown that while determining if a directed graph has at least k vertex-disjoint directed cycles is hard for W [1] , one can in FPT time either determine that k are impossible, or find at least k 0 (( k) disjoint cycles, where k 0 ¼ h(k) for some univariate function h. In the case of the W[2]-hard INDE-PENDENT DOMINATING SET problem, Downey et al. [7] showed a contrasting outcome: no such FPT approximation algorithm is possible for INDEPENDENT DOMINATING SET unless FPT ¼ W [2] . For many W-hard problems the issue is unresolved. This new area of research is discussed in the survey by Daniel Marx.
10. k-Step local search. Local search heuristics for hard problems utilize a polynomial-sized neighborhood N(S) of a solution S, and proceed by exhaustively searching among S 0 [ N(S), and 'moving' to S 0 if S 0 is a better solution than S. The parameter can model the possibility of speeding up local search, by collapsing k steps into a single giant step. If jN(S)j ¼ n c , then a giant-step neighborhood of S of size O(n ck ) must be searched. This can always be done exhaustively in XP time, but when it can be done in FPT time there may be a substantial practical payoff. This subprogram is relevant to any problem amenable to local search (i.e. just about everything). Initial results, both positive, such as the results of Khuller et al. [14] giving an FPT k-local search algorithm for an important network problem, and negative, such as the future-classic result of Marx showing that searching the TRAVELING SALESMAN PROBLEM k-change neighborhood for an improved solution (even assuming the Triangle Inequality) is hard for W [1] (see [18] ), make this an exciting frontier for potentially very useful applications. Is k-local search FPT for the EUCLIDEAN TSP problem?
THE FUTURE
One can discern a number of themes emerging from recent research in parameterized complexity and algorithmics. One of these is creative deployments of parameterization. In the end, what the theory offers is mathematical machinery that 'mediates' between the bivariate function classes FPT and XP. Put simply: the parameter can be put to work wherever the contrast between these two classes can model something interesting. From this theme has emerged subprograms 2 (where the parameter models goodness of approximation) and 10 (where the parameter models the size of a giant step for local search). Other new deployments are on the horizon. Liming Cai has recently introduced the notion of an operational parameterization of the internal functioning of an algorithm, a subject discussed in the survey by Cai et al. in this collection.
Another theme is the development of new lower bound methods, such as in subprogram 5 (FPT optimality), subprogram 6 (XP optimality) and subprogram 9 (FPT approximation). There is a need for further new tools of this sort. For example, it can be shown that the 'f(k) game' for VERTEX COVER cannot go on forever: unless FPT ¼ M [1] , there exists some positive constant 1 vc . 0 such that there is no FPT algorithm for VERTEX COVER with a running time of O*((1 þ e vc ) k ).
Currently we have no quantitative information at all about what this 'barrier constant' might be, we only know that it exists. Similarly, VERTEX COVER can be kernelized in polynomial time to a graph of minimum degree 4 (in fact, 'almost' minimum degree 5). There must be some bound on the minimum degree to which the problem can be kernelized in polynomial time, but we currently lack any methods for establishing such structural lower bounds for kernelization.
Another theme that has begun to emerge in parameterized complexity research is the point of view that regards an FPT parameter as synonymous with an effective structure theory that can be exploited in a variety of ways. In this regard, the theory of graph minors (which played a major role in motivating the field of parameterized complexity) is viewed as the structure theory associated with the FPT problem of MINOR TESTING.
Finally, there are still important empirical beacons to research in the field that are simply not well understood. The train problem mentioned above is a nice example. Clearly, the train system graph has some kind of structure that the two kernelization rules are able to exploit quite powerfully. But the problem itself is both NP-hard and W-hard. But what is that structure that allows the problem to be solved exactly in practice for these huge graphs? Adding interest to this question is the fact the same structure turns up elsewhere, such as in the FEATURE SELECTION problem for biomedical microarray datasets. We still do not know what the relevant structural parameter is, and we do not have a satisfying theoretical picture of this general practical-algorithmics phenomenon.
The field seems to have a very big future. Please enjoy these surveys of its basic ideas and concepts, significant applications and many frontiers. 
