In this paper, we introduce and evaluate some heuristics to find an upper bound on the treewidth of a given graph. Each of the heuristics selects the vertices of the graph one by one, building an elimination list. The heuristics differ in the criteria used for selecting vertices. These criteria depend on the fill-in of a vertex and the related new notion of the fill-in-excluding-one-neighbor. In several cases, the new heuristics improve the bounds obtained by existing heuristics.
Introduction
For several applications involving graphs, it is of great interest to have good algorithms that compute or approximate the treewidth of a graph and its corresponding tree decomposition. The interest in these notions, and some other related notions such as branchwidth, branch decomposition, pathwidth, path decomposition, and minimum fill-in arose because of their theoretical significance in (algorithmic) graph theory, and because a tree decomposition of small width of a graph enables us to solve many graph problems in linear or polynomial time. Among these problems are many well-known combinatorial optimization problems such as: graph coloring [17] , maximum independent set, and the Hamiltonian cycle problem. Nowadays, there are several 'real world' applications that use the notion of tree decomposition or branch decomposition to find solutions for the problems at hand. These come from many different fields, such as expert systems [14] , probabilistic networks [3] , frequency assignment problems [11, 12] , telecommunication networks design, VLSI-design, natural language processing [9] , and the traveling salesman problem [8] .
The problem of computing the treewidth of a graph is NP-hard [1] . Therefore, for computing the treewidth of a graph, we have to use an exact but slow method like branch and bound, algorithms that work only for specific classes of graphs, or resort to algorithms that only approximate the treewidth. In the past years, several heuristics for treewidth have been designed. We can divide those heuristics into two categories: those that find upper bounds for the treewidth, and those that find lower bounds for the treewidth. This paper concentrates on upper bound heuristics.
Some of the heuristics for finding an upper bound for the treewidth are based on algorithms that test whether a given graph is triangulated. These are Maximum Cardinality Search, Lexicographic Breadth First search, Minimum Degree and Minimum Fill-in algorithms. Other heuristics are based on other ideas, e.g. the Minimum Separating Vertex Set algorithm (cf. [6, 10] ).
In this paper, we present a number of heuristic methods to find upper bounds for the treewidth of the graph. Each of our heuristics is based on constructing a triangulation of the graph from an elimination ordering of the vertices. These elimination orderings are constructed by repeatedly selecting a vertex and then adding the so-called fill-in edges between its neighbors. The various heuristics differ in the criteria of the selection of the vertices. These criteria, basically, depend on two concepts: the number of edges that must be added between the neighbor vertices of a vertex to form a clique, and the number of edges that must be added between all neighbor vertices of a vertex except one to form a clique between them.
We have implemented the algorithms proposed in this paper, and tested them on a set of 32 graphs. These graphs are taken from instances of probabilistic networks, frequency assignment and vertex coloring. We compared the results of these algorithms with those of other heuristic methods. We observed that in many cases our algorithms perform well.
Definitions and preliminary results
In this section, we give the definitions of the most frequently used concepts and notions in this paper. Let G= (V,E) be an undirected graph with vertex set V and edge set E. A graph H is a minor of graph G, if H can be obtained from G by zero or more vertex deletions, edge deletions, and edge contractions. Edge contraction is the operation that replaces two adjacent vertices v and w by a single vertex that is connected to all neighbors of v and w. Let degree(v)= | N(v)| be the degree of vertex v. A graph is complete if every pair of its distinct vertices is adjacent. Given a subset A ⊆ V of the vertices, we define the subgraph induced by A to be G A = (A, E A ), where E A = {{x, y} ∈ E: x ∈ A and y ∈ A}. A subset A ⊆ V of r vertices is an r-clique if it induces a complete subgraph. A single vertex is a 1- 
i.e., the higher numbered neighbors of v i form a clique. It has been shown in [7] that a graph G is triangulated, if and only if G has a p.e.o. Eliminating a vertex v from a graph G = (V, E) is the operation that first adds an edge between every pair of non-adjacent neighbors of v, and then removes v and its incident edges.
The tree decomposition of the graph G = (V, E) is a pair (X, T) in which T = (I, F) a tree, and X= {X i | i ∈ I} a collection of subsets of V, one for each node of T, such that:
The width of the tree decomposition ((I, F), {X i | i ∈ I}) is max i∈ I | X i -1|. The treewidth of a graph G is the minimum width over all tree decompositions of G. 
Upper Bound Heuristics for Treewidth
In this section we present some heuristic methods to find upper bounds for the treewidth of a given graph, and the corresponding tree decompositions. Basically, these methods depend on two concepts: The first one is the number of edges that must be added between the neighbors of a vertex x to make it simplicial, i.e., the neighborhood of that vertex turn into a clique. We call this the fill-in of x.
The second concept is very similar to the first one, but here we find the minimum number of edges which when added between pairs of neighbors of a vertex x, turn x into an almost simplicial vertex, i.e., by adding these edges to the graph, the neighborhood of that vertex will turn into an almost clique. We call this parameter the fill-in of x excluding one neighbor "fill-in-excl-one(x)" It is also known that there is at least one linear ordering of G where we obtain the exact treewidth of G in this way [4] . This suggests the following general scheme for heuristics for treewidth.
while G' is not the empty graph do select according to some criteria a vertex v from G'; eliminate v; add v to position i in the ordering σ; i= i + 1; enddo {Now σ is a linear ordering of V.} Construct triangulation H σ of G and the corresponding tree decomposition.
Instead of constructing H σ after σ is constructed, we also can construct H σ and the corresponding tree decomposition while σ is constructed.
The width of the tree decomposition thus obtained is the maximum over all vertices v of the number of neighbors of v in G'. We call a graph G' encountered during the algorithm a temporary graph. A linear ordering of G, used in this way, is called often an elimination scheme. Several heuristics are of this type. Most known are the Minimum Fill-in heuristic, and the Minimum Degree heuristic. In these, we repeatedly select the vertex v with minimum fill-in in G', or minimum degree in G' respectively. These two heuristics appear to be successful heuristics for treewidth; they often give good bounds and are fast to compute. The success of these heuristics encouraged us to develop other heuristics based on similar principles. Our heuristics are inspired by results on preprocessing graphs for treewidth. In [3] , reduction rules are given that are safe for treewidth. Here, such rules rewrite a graph G to a smaller graph G', and possibly update a variable low that gives a lower bound on the treewidth of the original graph.
In [3] , the notion of safe rule was introduced. The safe rule rewrites a graph to a smaller one, and maintains a lower bound variable low, such that the maximum of low and the treewidth of the graph at hand stays invariant, i.e., rule R is safe, if for all graphs G, G', and all integers low, low', we have
treewidth(G), low) = max(treewidth(G'), low').
Thus the treewidth of the original graph is known when we know the treewidth of the reduced graph and low. Amongst others, the following two rules were shown to be safe for the treewidth in [3] .
The Simplicial Reduction Rule (SRR):
Let v be a simplicial vertex of degree(v) ≥ 0.
Remove v. Set low to max(low, degree(v)).

The Almost Simplicial Reduction Rule (ASRR):
Let v be an almost simplicial vertex of degree(v) ≥ 2. If low ≥ degree(v) then eliminate v.
The safeness of the simplicial reduction rule tells us that if a vertex v has fill-in zero, then selecting that vertex as the next one in the elimination ordering will not cause a treewidth that is larger than necessary for this elimination ordering. It can be seen as a motivation for the Minimum Fill-in Heuristic, where we select vertices with minimum fill-in. Similarly, the almost simplicial reduction rule can be seen as motivation to look at the fill-in-excl-one. If a vertex has fill-in-excl-one of zero, then selecting that vertex as the next vertex in the elimination ordering will in many cases not cause the treewidth caused by the formed elimination ordering to be larger than necessary, unless the degree of the almost simplicial vertex is more than the treewidth of the original graph. With a small twist to the terminology, we say that eliminating v is safe (in a graph G), if the choice of v in the heuristic scheme presented above can lead to a tree decomposition whose width equals the treewidth of G.
Motivated by these observations, we designed new heuristics for treewidth that are given below.
3-1 Method 1: Enhanced Minimum Fill-in (EMF):
The motivation for the Enhanced Minimum Fill-in algorithm is based upon the following lemmas:
Lemma 3. 1-If v is a simplicial vertex, then eliminating v is safe. 2-If v is an almost simplicial vertex and the treewidth of G is at least the degree of v, then eliminating v is safe.
Proof. See [3] . The lemma is a reformulation of the safeness of the Simplicial Reduction Rule and the Almost Simplicial Reduction Rule.
Note that when we have vertices x and y with fill-in-excl-one(y)= 0, degree(y) ≤ low (for some lower bound low on the treewidth of the input graph), fill-in(x) > 1, and fill-in(y) > fill-in(x), then y appears to be the best choice for elimination (as this is safe by lemma 3); the Minimum Fill-in heuristic, however, would have selected x.
For faster implementation of the algorithms, we observe that in many cases we do not have to recompute the values of fill-in and fill-in-excl-one of every vertex in the temporary graph after we eliminate a vertex from it. 
Therefore, when we eliminate a simplicial vertex v from a graph, and we want to find the next vertex in the graph with minimum fill-in or minimum fill-in-excl-one, we need only to recompute fill-in and fill-in-excl-one for neighbors of v (N 1 (v)) . For instance, if we eliminate vertex 1 from the graph in Figure 1 and we want to find the next vertex with minimum fill-in or minimum fill-in-excl-one in the graph, then we need only to recompute the fill-in and fill-in-excl-one for vertices 2, 3 and 4. Similarly, the following lemma shows that if we eliminate a non simplicial vertex v from a graph, and we want to find the next vertex in the graph with minimum fill-in or minimum fill-in-excl-one, then the fill-in and fill-in-excl-one of only the vertices in N 2 (v) could be change. For instance, if we eliminate vertex 1 from the graph in Figure 2 and we want to find the next vertex with minimum fill-in or minimum fill-in-excl-one, then we need to recompute the fill -in and fill-in-excl-one for vertices 2, 3, 4 and 5 only. Motivated by these observations, we propose the Enhanced Minimum Fill-in algorithm.
Here, we first select vertices whose elimination is safe by Lemma 3, i.e., we select vertices that are simplicial (have fill-in 0), or almost simplicial (have fill-in-excl-one 0) and their degrees are at most the lower bound (low) on the treewidth of the graph. Otherwise, we select the vertex of minimum fill-in. See Algorithm (1) for more details.
Observation
Many of the heuristics have slightly different implementations that can give different results on the same graph. For instance, consider the Minimum Fill-in heuristic. If there is more than one vertex that has minimum fill-in, the method does not specify which of these has to be selected and placed in the elimination ordering. For instance, there could be some arbitrary numbering of the vertices, and the specific implementation could choose the lowest or the highest numbered vertex with minimum fill-in. It seems better to use criteria that guide towards a better upper bound for the treewidth for such a selection. Using other criteria apart from minimum fill-in can be seen to give better bounds for several inputs. Still, in each case, there are graphs for which we do not find the optimal treewidth with such heuristics; given the NP-hardness of the problem, we also cannot expect to do so.
We would like to remark here that if we want to fully describe an upper bound algorithm, we must specify details like the method of representing the graph, specifically, because of matters like when vertices have the same fill-in, in which manner such a tie is broken. If we do not give such specifications, there is possibility to get different results from the same algorithm. Moreover, it becomes more difficult to compare the results of different methods. 
3-2 Method 2.1: Minimum Fill-in Excluding One Neighbor (MFEO1) :
Using the ideas behind Method 1 and additional techniques, we now develop a more advanced heuristic. The idea is as follows: first, we test whether the graph contains simplicial vertices, or almost simplicial vertices with degree at most the lower bound for the treewidth of the graph. If we find such vertices, we process them as in Method 1. If the graph does not include such simplicial or almost simplicial vertices anymore, then we go to the second step. In this step, we test whether the graph contains a vertex v with fillin-excl-one less than the minimum fill-in of the vertices in the temporary graph, such that the degree of v is at most the current lower bound for the treewidth. In the case that the graph includes such a vertex, then that vertex will be processed first; otherwise, the vertex with minimum fill-in should be processed first. However, if the graph contains more than one vertex with such properties then the vertex with minimum fill-in-excl-one amongst these is processed first. But, if still there is more than one vertex that satisfies the last condition, then the vertex with minimum fill-in amongst these should be selected first.
In the algorithm we distinguish two phases: The Initialization Phase and The Main Phase. The main phase consists of a loop. Each loop iteration has two main steps: (a) finding the next vertex in the elimination order, and (b) updating the values of the parameters. The input to the algorithm is a connected undirected graph. The algorithm returns an upper bound on the treewidth of the graph and its corresponding tree decomposition. Algorithm 3 gives more details for this method.
Phase I: The Initialization Phase:
In this phase, the upper bound for the treewidth of the graph is initialized with the value zero, the tree decomposition with an empty set, and σ with an empty list.
Phase II: The Main Phase:
In each iteration of this phase, the following steps are performed:
Step (a): Finding the next vertex in the elimination order (σ σ σ σ): As mentioned above, the algorithm verifies whether the temporary graph contains simplicial vertices or almost simplicial vertices with degree less than or equal to the lower bound for the treewidth. If so, these are processed by placing them on σ. If there are no such vertices, the algorithm finds a vertex p with minimum fill-in in the temporary graph and then performs the following test on the other remaining vertices. Let p be the vertex with minimum fill-in. We test if there exists a vertex w with the following properties:
If so, such a vertex w is added to the elimination order list. In case there are more vertices that satisfy conditions (1) and (2) above, preference is given to the vertex with minimum fill-in-excl-one. If there is still more than one vertex that can be selected, then, amongst these, preference is given to the vertex with minimum fill-in.
Step (b): Updating phase: This phase consists of the following operations to keep the values of the variables defined in phase (1) up to date:
(1) Updating the upper bound value. Set the upper bound for the treewidth of the graph to the maximum of the current one and the degree of the vertex selected from step (a) above. After the Initialization phase, the algorithm repeats the two main steps (a) and (b) until the temporary graph contains no vertices anymore. At the end of the procedure, the final results are produced: an upper bound on the treewidth, its corresponding tree decomposition, and a perfect elimination ordering of the input graph. For more details see Algorithm 3.
Let v be the vertex selected from step (a). Let upper bound (G)= max (upper bound(G), degree(v)).
3-3 Method 2.2: Minimum Fill-in Excluding One Neighbor Vertex (MFEO2) :
The difference between this heuristic and the previous one is in the method that is used by the algorithm to find the sequence of vertices in the elimination order list, namely, in Phase II, and more precisely in step (a) of that phase. The sequence of operations (conditions) in this step becomes as follows: If we have more than one candidate vertex satisfying conditions (1) and (2) mentioned in section 3-2, then the vertex with minimum fill-in amongst these will be selected. But, if there still is more than one vertex fulfilling all conditions, then from these, the vertex with minimum fill-in-excl-one of those vertices will be selected. In other words, we switched the order in which the fill-in and fill-in-exclone are used to do the tie breaking in the end. For more details see algorithm 4. In the two versions of the Ratio heuristic, we use different rules for when vertices of small fill-in-excl-one can be selected for elimination before vertices of minimum fill-in. Again, we first select simplicial vertices, or almost simplicial vertices whose degree is at least the lower bound for the treewidth. If there are no such vertices in the temporary graph, we proceed now as follows: In the Ratio heuristic, version 1, a vertex v can be selected when its fill-in-excl-one is smaller than minimum fill-in, its degree is at most the lower bound for the treewidth, and it satisfies the following condition. Let H(W, F) be a temporary graph of graph G(V, E). Select a vertex p of minimum fill-in. Compute r 1 (w)= fill-in(w) / fill-in(p), and r 2 (w)= degree(w) / degree(p). We now require that r 1 (w) < r 2 (w) for w ≠ p to be a candidate for selection at this point. If we have more than one such candidate, we select from these a vertex with minimum difference between r1 and r2, (r 1 -r 2 ).
The motivation for the Ratio heuristic, version 1, is that we want to select vertices for which elimination creates a large clique while only few fill-in edges are added. Let us illustrate the method with the following examples: Let p be a vertex of minimum fill-in and w be a vertex whose fill-in-excl-one is less than minimum fill-in and its degree is less than the value of the lower bound for the treewidth. We only show the new part of the algorithm below; phase 1 is as in Algorithm 3. The second variant of the Ratio heuristic is similar to the first one, with the following difference. For each vertex w ∈ W, we set r(w)= fill-in(w) / degree(w) (degree(w) > 1, otherwise w is simplicial). When there are no simplicial vertices and no almost simplicial vertices with degree at most the treewidth lower bound, we select the vertex w whose ratio r(w) is smallest. Below, we give the code of phase 2 of this method.
Computational Analysis
The algorithms described in the previous section and some other algorithms described in [6, 10] have been implemented using Microsoft Visual C++ 6.0 on a Window 2000 PC with a Pentium III 800 MHz processor.
The algorithms were tested on two sets of graphs. The first one includes 18 graphs from real-life probabilistic networks and frequency assignment problems [10] . The second set includes 14 graphs from a DIMACS coloring benchmark [6] . The selected graphs have different number of vertices and edges. Also, the differences between the known upper bounds and lower bounds for the treewidth of many of those graphs are noticeable. As a result of that, it is possible to obtain different results for the upper bound of the same graph by using different heuristics.
In order to be able to achieve good conclusions from this analysis, we analyze our algorithms in different ways. First, we compare the results of the implementations of different methods that have been introduced in this paper on two aspects, namely, the obtained upper bound for the treewidth of the graph and the computer processing time needed by the algorithms to produce the results. The second part of the evaluations compares the heuristics introduced in this paper with known heuristics.
4-1 Comparison between the heuristics introduced in this paper:
In section 3, we have introduced five methods for finding upper bounds for the treewidth of the graph; in addition we implemented the Minimum Fill-in heuristic (MF) and the Minimum Degree Fill-in (MDFI). The results of implementing these algorithms on different graphs are given in the following tables. We notice clearly from the results in these tables that in general the upper bounds obtained by MFEO1 and RATIO2 are better than those obtained by the other methods.
The main differences between the results obtained by MFEO1 and those obtained by RATIO2 are as follows:
! The results of applying the MFEO1 heuristic on graphs of probabilistic networks and frequency assignment instances in Table 1 (a) are better than or equal to those produced by any other heuristic in that table. However, this is not the case for some of the instances from the DIMACS coloring benchmark, see Table 1 (b). We notice when we consider Table 1 (b) that the upper bounds for some graphs are better when using RATIO2 than those obtained when using MFEO1.
! The results of MFEO1 are more stable, always better than or equal to that produced by any other heuristic, except for RATIO2. RATIO2 does not have such a 'stable behavior'. 23  71  10  11  11  10  10  10  10  10  myciel5  47  236  8  21  21  20  20  20  20  11  myciel6  95  755  20  35  35  35  35  35  35  12  myciel7  191  2360  31  66  66  66  66  66  66  13  queen5_5  25  320  12  18  18  18  18  18  19  14  school1  385  19095  80  225  225  225  225  225  209   Table 1 (b): The upper bounds produced by the heuristics described in this paper for some DIMACS vertex coloring instances.
The second aspect of interest of the implementation of the heuristics is the processing time. The EMF heuristic needs less time than that the other algorithms. Tables 2 (a) and 2 (b) give the details. Table 3 summarizes the behavior of the heuristics given in this paper on the graphs used in Table 1 (a) and Table 1(b) . For each heuristic, it gives the number of times from each set of instances when the heuristic gives the best result, and when its result is smaller than the best result of all five heuristics. |V|  |E|  MF  EMF  MFEO1  MFEO2  RATIO1 RATIO 2  1  alarm1  37  65  0  0  0  0  0  0  2  barley  48  126  0  0  0  0  0  0  3  boblo  221  328  13  0  0  0  8  0  4  celar06_pp_a  100  350  1  0  0  0  1  0  5  celar07_pp_a  200  817  10  1  1  1  6  1  6  celar09_pp_a  340  1130  98  4 We conclude from the results of Tables 4, 5 and 6, that usually the best upper bounds were achieved by the MFEO1 heuristic. Table 6 (a) shows how often each of the heuristics MFEO1, LEX-P, LEX-M, MF, MCS, and D-LB gives the best result of all seven on the 18 graphs from probabilistic network and frequency assignment instances, and 14 graphs from DIMACS vertex-coloring instances. We can see that out 18 graphs of the first set of graphs in Table 4 (a), the upper bound of 2 graphs became better by using MFEO1 than that produced by the heuristics introduced in [10] , the upper bounds of 14 graphs remain equal to the best upper bound of them, and no graph from this set of graphs its upper bound became worse by MFEO1 than that produced by those heuristics.
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As well, by applying the MFEO1 on 14 graphs of the second set of graphs (DIMACS vertex-coloring instances), the upper bounds of 6 graphs became better than that produced by D_LB (introduced in [6] ), upper bounds of 7 graphs remain equal to the best upper bound, and only for one graph, the upper bound obtained by D_LB method is better than that obtained by MFEO1. Table 6 (b) shows a comparison between MFEO1 and each of these seven heuristics. It gives number of graphs when MFEO1 gives a better, equal, or worse upper bounds than that produced by every heuristics introduced in [6, 10] . The processing time of the MFEO1 heuristic is relatively close to the processing time of other heuristics in spite of the fact that this algorithm uses O(n 4 ) time in the worst case, while some of other heuristics are of O(n 2 ) time complexity.
