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We consider the problem of searching a domain for points that have a
desired property, in the special case where the objective function that deter-
mines the properties of points is unknown and must be learned during search.
We give a parallel to PAC learning theory that is appropriate for reasoning
about the sample complexity of this problem. The learner queries the true
objective function at selected points, and uses this information to choose
models of the objective function from a given hypothesis class that is known
to contain a correct model. These models are used to focus the search on
more promising areas of the domain. The goal is to find a point with the
desired property in a small number of queries. We define an analog to VC
dimension, needle dimension, to be the size of the largest sample in which any
single point could have the desired property without the other points’ values
revealing this information. We give an upper bound on sample complexity
that is linear in needle dimension for a natural type of search protocol and
a linear lower bound for a class of constrained problems. We also describe
the relationship between needle dimension and VC dimension, explore con-
nections between model-based search and active concept learning (including
several novel positive results in active learning), and consider a scale-sensitive
version of needle dimension. Several simple examples illustrate the dependence
of needle dimension on features of search problems.  2000 Academic Press
1. INTRODUCTION
We consider search of a domain for points that satisfy a given property. An
unknown target objective function determines the properties of each point in the
domain. To guide the search, knowledge is available in the form of a class of
hypothesis functions that may be used as models for the unknown target function.
We assume that the target objective function is included in the hypothesis function
class. By choosing hypotheses from this class that are consistent with the target
function at points queried during the search, we hope to gain knowledge that
restricts the possible locations of points that satisfy the desired property.
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While this type of search uses elements of concept learning, the goal of the search
is largely orthogonal to the concept learning’s goal of finding a globally accurate
model. On the one hand, in a search setting, we may be able to allow gross inac-
curacies in regions of the domain that are irrelevant to finding desirable points. On
the other hand, PAC learning in the usual sense would not guarantee adequate
accuracy for our purposes; since desirable points might only occupy an exponentially
small fraction of the search domain, PAC learning would require exponentially
large samples to guarantee the accuracy required to reliably find such desirable
points.
Our framework is intended to capture essential elements of applications where
explicit models of an unknown objective function are built for the purpose of
guiding the search. To give a concrete example, quantitative structureactivity
relationships (QSAR) are mathematical models used in drug design [21].
A parameterized class of functions is assumed to describe the relationship between
the structure of candidate molecules and the desired pharmacological effect, but the
correct model parameters are not known in advance. During the search of possible
molecular designs, data from lab experiments on selected molecules is used to fit the
model parameters. The resulting model is then used to guide the selection of new
molecular designs for experimental testing. The goal is to use as few experiments as
possible to find the drug molecule design that optimizes the desired effect.
In such applications, experiments are usually much more expensive than
the computation time. So, it makes sense to expend a large amount of computa-
tion on the modelling effort and to focus on costs due to sample complexity
rather than computational complexity. In this paper, we mostly leave aside the
computational issues, focusing instead on a theoretical model that yields sample
complexity results analogous to those obtained using the VC dimension in PAC
learning theory.
We study a basic search strategy that is appropriate for a large subset of model-
based search problems and reveals a simple theoretical structure that is common
to these problems. This search strategy always samples randomly from all points
that could still have the desired property, according to the hypotheses that remain
consistent with the results of previous queries; the simplicity of this method makes
it a natural starting point for the study of model-based search.
The paper is organized as follows. After briefly describing related work in
Section 2, we define the model-based search problem in Section 3.1. Section 3.2
defines a parameter, needle dimension, that reflects the degree to which a desirable
‘‘needle’’ point can be arbitrarily located within an uninformative ‘‘haystack’’ of
other points. Section 3.3 describes our basic model-based search strategy. Section 4
gives the main result, an upper bound on the performance of this strategy that is
linear in the needle dimension. Section 5 proves a lower bound on the sample
complexity that is linear in the needle dimension for a class of arbitrarily
constrained search problems. This lower bound applies to any model-based search
algorithm. Several examples in Section 6 illustrate the relationship between the
needle dimension and the features of a search problem. Section 7 explores the
connections with concept learning. This includes an implementation of our simple
search strategy in terms of consistent learning algorithms of the type familiar from
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PAC learning, a description of the relationship between the VC dimension and the
needle dimension, and a discussion of connections between model-based search and
active concept learning (including several novel positive results in active learning).
Section 8 presents a scale-sensitive generalization of the needle dimension. We
conclude with a discussion of possible directions for further work.
This paper is an expanded version of an earlier conference paper [20].
2. RELATED WORK
Several optimization methods operate by building empirical models of an objective
function during the search. Response surface methodology constructs sets of query
points that are intended to be informative about a region; then it builds a local
model of the region to estimate a new direction to try, or a local optimum [6].
Work on Bayesian optimization methods includes algorithms that use a prior over
several search models and update this distribution after querying points, using this
distribution to guide the selection of new points [16]. Several recent experimental
papers have investigated search techniques that learn various aspects of the search
space. These include methods that build global models of the objective function
[17], local models [18], estimates of parameter interdependencies [4], and
predictors of the value of local search at different starting points [7].
The search algorithm described below queries successive samples of points as it
gains information about the objective function. Various other search methods, such
as genetic algorithms [12], update sampling distributions in a heuristic fashion,
based on the results at previously sampled points. Such algorithms, however,
usually do not explicitly model the objective function.
Models of active learning [9, 19] and query learning [1] permit the learner to
select query points in the domain, as is the case in our framework. As mentioned
above, however, the goals of concept learning are rather different from those of
search. The relationship between active learning and model-based search is
explored in depth in Section 7.
Section 5 considers restricted domains that forbid queries to a set of (adver-
sarially selected) points. Such restrictions have been studied in query-based concept
learning as well [2]; the connection with this work is discussed in Section 7.5.
3. LEARNING MODEL
3.1. Model-Based Search Problems
Let X denote the domain over which we search, and let Y be the range.
A hypothesis is a function from X to Y. We are given a class H of hypotheses, and
we know that the unknown objective function, denoted by f, is in H. A hypothesis
h is said to be consistent with a labelled point (x, y) (for x # X, y # Y ), iff y=h(x),
and consistent with a set of labelled points, iff it is consistent with every point in
the set.
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The learning model permits the learner to query an oracle with a point x and get
back the target value f (x); this is very similar to a membership query. The goal of
learning is given in terms of a property P/Y. It is assumed that an algorithm is
available for checking whether y # Y is in P. The learner must identify some point
x that satisfies P: f (x) # P; note that f makes the connection from P back to the
desirable points in the domain. As an example, Y might be the set of real numbers,
with higher values indicating more desirable points from the domain. P might
include all y # Y that are greater than some threshold of acceptability.
3.2. Needle Dimension
We seek a natural parameter on H for describing performance of model-based
search algorithms. While it might be possible to extend the definition of the VC
dimension to our classes of hypotheses, this would not yield polynomial upper
bounds for the search algorithm described below (see Theorems 4 and 5). Instead,
we consider a new parameter, the needle dimension.
Let T be an arbitrary finite unlabelled set of points from X. For a particular
choice of T, each x # T is assigned a default value ydefx such that y
def
x  P, and an in-P
value yPx such that y
P
x # P. For a point x # T, define its needle labelling to be the
labelling of T that assigns every point in T&[x] its default value, and assigns x its
in-P value. We say that H needle-shatters T, iff there exists some particular set of
default values and in-P values for T, such that for every point x # T there is an
hypothesis from H that is consistent with x’s needle labelling. The needle dimension
d of H is the size of the largest needle-shattered set. If sets of arbitrarily large size
can be needle-shattered, d is defined to be infinite. Note that, while the default and
in-P values are arbitrary and are allowed to vary with choice of T, they do remain
constant across all needle labellings of a particular T. If this is not done, the
needle dimension becomes very large, so that the upper bound presented below is
uninformative.
The main use of the needle dimension will be to place constraints on the behavior
of sets of more than d points, as described in the following lemma.
Lemma 1. Assume that we are given H with needle dimension d and a set A con-
taining exactly d+1 points from the domain X with labels assigned according to some
function from H. Then, either at least one member of A is in P, or else there must
be some subset A$/A containing d points, such that no function from H is consistent
with A$ and with a relabelling of the point in A&A$ that places it in P.
This lemma follows directly from the definitions above. If we have such a set of
d+1 points, none of which is in P, and no subset A$ satisfying the conditions above
exists, then the points are needle-shattered. This would contradict the assumption
that H has needle dimension d.
Intuitively, this lemma says that: given d+1 or more points that are not in P,
a learner that does not know in advance that these points are not in P can deduce
it by seeing only some subset of the labels. Loosely speaking, this implies that
‘‘informative points’’ occur everywhere in the domain in our learning model: any set
of more than d points will allow this sort of generalization.
281SAMPLE COMPLEXITY OF MODEL-BASED SEARCH
3.3. Samplesearch
We study a simple search protocol Samplesearch in this learning model. It begins
with a probability distribution + over X. The main purpose of + is to provide a
measure that allows us to track the size of the desired region with property P,
+ does not have to be an accurately detailed prior (note that + must be constructed
such that subsets XS , as defined below, are measurable for any finite labelled
sample S consistent with a hypothesis in H). Samplesearch keeps track of the set
S of labelled points that have been obtained from the oracle thus far; S is initially
empty. In each step, Samplesearch call an hypothesis class-specific sampling
algorithm that we assume exists. This assumption plays a role similar to that of the
assumption of a consistent learning algorithm in PAC learning (although a
sampling algorithm needs to meet stronger requirements than a consistent learning
algorithm and may have worse time complexity for many hypothesis classes). The
sampling algorithm obtains S and a sample size m, and also has access to +.
The sampling algorithm is required to return a new (unlabelled) sample of m points
that meets the description:
1. Define Xs=[x # X : _h # H such that h is consistent with S and h(x) # P].
This is the set of remaining points from the domain that could still satisfy property P.
2. Define +XS be the probability distribution + restricted to the set Xs : +XS(A)
=+(A & XS)+(XS).
3. The sampling algorithm must return m points, sampled independently
from +XS .
The Samplesearch protocol queries the oracle with the m points that are returned.
It terminates if any satisfy the property P. Otherwise, it adds the labelled results to
S and continues. While the required sampling algorithm seems fairly complex, we
discuss below a situation in which it is reasonable to implement it in terms of an
arbitrary consistent learning algorithm of the type familiar from PAC learning.
We describe the performance of this procedure in terms of the needle dimension
of H, and the initial probability +( f &1(P)) of sampling points in P (we use the
phrase ‘‘points in P’’ to denote points that satisfy P according to f, when this usage
is unambiguous in context). In particular, we seek exponential amplification of the
region f &1(P), so that the search discovers some point in P in a number of queries
that is polynomial in log(1+( f &1(P))). Such a search can locate a single point in
a polynomial number of queries in an exponentially large finite domain with a
uniform + and performs comparably well over infinite domains. This illustrates the
role of +; it gives extra information to Samplesearch about possible locations for P
in the domain. This information is really necessary only when the domain is infinite
(or at least more than exponentially large in the desired number of queries); in
other cases it would suffice to start with a uniform distribution.
4. MAIN RESULT: UPPER BOUND ON SAMPLE COMPLEXITY
To prove an upper bound on the performance of the procedure Samplesearch
using H with the finite needle dimension d, we choose m=2d as the number of
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points sampled in each step (the sample size may be made as small as d and a
similar result obtained, but the resulting scaling of the upper bound in d becomes
worse). We first prove a lemma that gives a bound on the per-step decrease in the
probability of sampling points not satisfying property P.
Let S be an arbitrary set of points, labelled from the oracle. We consider one step
of Samplesearch, when started on S. Since Samplesearch terminates after the first
step that samples a point from P, we only need to consider the effects of new points
that are not in P. Such points are chosen from X $S , defined to be [x : x # XS and
f (x)  P]. These are the points that are not in P, but which are not yet known by
the searcher to not be in P. The distribution from which such points are drawn
is +X $S : +X $S(A)=+(A & X $S)+(X $S). On any nonterminal step, Samplesearch draws a
sample s of m points independently from +X $S .
We say that a set s forces a point x # X $S if none of the remaining hypotheses
consistent with S that can satisfy property P at x are consistent with s; that is,
x  XS & s . Furthermore, s forces a set of points from X $S if it forces every point in
the set.
Lemma 2. With probability greater than 13 , a sample s of 2d points chosen inde-
pendently according to +X $S will force a subset Xforce X $S such that +X $S(X force)
1
4 .
Proof. The idea behind the proof is similar to the idea behind the standard PAC
learning proof based on the VC dimension (as described, for example, in [14]). We
imagine that T, an unlabelled sample larger than s (the larger sample consists of
one additional point here), has been chosen and that s is selected from this larger
sample. We show that results obtained from the oracle on s are likely to allow
generalization to the additional point from T, which then implies results on the
whole remaining domain. The reason for this sort of indirect approach is that the
remaining domain may be uncountably infinite, which makes it difficult to reason
directly about generalization in it.
Imagine choosing a sample of 2d+1 points independently from +X $S . We
randomly partition this sample into a ‘‘training set’’ s of 2d points and a ‘‘testing
set’’ of 1 point. This obtains a sample s of 2d points chosen independently according
to +X $S , so it is equivalent to the sample actually used by the procedure
Samplesearch.
We need to consider the probability of two events. Event A is that s fails to force
a subset of X $S that has probability at least 14 according to +X $S ; this is the event of
interest whose probability we wish to upper bound. Event B is that s fails to force
the point in the testing set; this is the event whose probability we can easily bound.
Pr[A6B]=Pr[B | A] Pr[A], so Pr[A]=Pr[A6B]Pr[B | A]. To upper bound
Pr[A], it suffices to upper bound Pr[A6B] and lower bound Pr[B | A].
First, consider Pr[B | A]. Like s, the testing set of one point was chosen inde-
pendently from +X $S . If A occurs, then the probability that a single point, chosen in
this way, is forced by s is at most 14 (by the definition of A). Thus, the probability
that S fails to force the one point in the testing set is at least 1& 14 in the event that
A occurs:
Pr[B | A] 34 .
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Since Pr[A6B]Pr[B], we can upper bound Pr[A6B] by upper bounding
Pr[B]. The original sample T, before partitioning or labelling, consists of 2d+1
unlabelled points. We need to lower-bound the probability that, among these 2d+1
points, a randomly chosen one is forced by the other 2d. A point x # T that is forced
by any subset of d points among the remaining 2d from T&[x] will be forced by
the entire subset T&[x], so it suffices to determine an upper bound on the number
of ‘‘unforced’’ points in T that are not forced by any subset of d points from the
remaining 2d. Assume towards a contradiction that there are more than d such
unforced points; let U be the set of these points. Since none of the points U is
in P, there must be some subset of d points from U that forces another point from U,
by Lemma 1. This is a contradiction, since we assumed that these points could not
be forced by any subset of d points from T. Thus, there are at most d points in T
that are unforced; the probability of choosing one of these as the ‘‘test set’’ (such
that event B occurs) is less than 12 :
Pr[A6B]Pr[B]< 12 .
Combining these two results, Pr[A](12)(34),
Pr[A] 23 .
From this lemma, we have a probability of at least 13 that, in any nonterminal
step, we force a subset of X $S that has probability at least 14 , according to +X $S . When
this occurs, +X $S(X $S _ s)
3
4 +X $S(X $S). Multiplying by +(X $S) gives +(XS _ s)
3
4 +(X $S).
Before the step is taken, consider the ratio between the probability of sampling
a point from the X $S (the remaining points not in P), and the probability of
sampling a point from P. This is
+XS(X $S)
+XS( f
&1(P))
=
+(X $S)+(XS)
+( f &1(P))+(XS)
=
+(X $S)
+( f &1(P))
.
After the step is taken, this ratio becomes +(X $S _ s)+( f &1(P)). From the above
result obtained from the lemma, we have a probability of at least 13 that
+(X $S _ s)
+( f &1(P))

3
4
+(X $S)
+( f &1(P))
.
This indicates that the ratio drops exponentially quickly; once it gets close to 1, we
will quickly sample a point from P and the search will terminate. The expected
number of steps to sample a point from P is thus O(log(1+( f &1(P)))). Since each
step samples 2d points, this yields
Theorem 3. Samplesearch finds a point with property P in an expected
number of steps that is O(log(1+( f &1(P)))) and a number of queries that is
O(d log(1+( f &1(P)))).
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5. LOWER BOUND
We show that the needle dimension provides a lower bound on the number of
examples that must be queried by any algorithm which must find a point in P by
querying points in an arbitrarily constrained subset of X that still contains points
satisfying P. Such arbitrarily constrained search problems are interesting for several
reasons:
1. Many applications of search include complex constraints on the domain.
Results on the arbitrarily constrained search apply no matter what constraints are
chosen.
2. In contrived domains, there may be isolated, highly informative points that
a ‘‘cheating’’ search algorithm with special knowledge of the location of these points
could query to quickly find the optimum. For example, every function in H might
share a small common collection of points, such that the exact location of P is
stored in some representation in the value of the function at these points.
Constrained versions of the domain may exclude such points, so that no algorithm
can count on having such points available.
3. It seems simplest to consider algorithms that are not penalized for removing
points from future consideration, once there is no possibility that they are in P.
Theorem 4. Assume a domain X, a range Y, a property P/Y, and a class H
of functions from X to Y with needle dimension at least d (we say ‘‘at least d,’’ where
d must be finite, to allow the theorem to apply to classes with infinite needle dimen-
sion). Then there exists a set of d hypotheses fi # H and a constrained domain
X $X, such that if the objective function is chosen uniformly from the set of fi , any
algorithm allowed to query only points from X $ must query at least d4 such points
to achieve a probability of at least 13 of obtaining a point with property P.
Proof. Let X $ consist of a set of d points that are needle-shattered by H : X $=
[x1 , x2 , ..., xd]. Let y i be the default label of x i ((x i , y i)  P) used in needle-
shattering X $, and let each fi be a hypothesis from H that is consistent with xi ’s
needle labelling. Let + be uniform over the xi , so that +( f &1i (P))=1d for any of
the f i .
An objective function is chosen in advance, uniformly from the fi , and is not
revealed to the search algorithm. The search algorithm may only query points
in X $. For any i, the label yi is constant except when the objective function is fi .
Thus, when the objective function is f i , the search algorithm gains no information
about which of the d objective functions is correct, unless it actually samples the
single point x i that is in P. Specifically, after q queries that reveal points not in P,
each of the remaining d&q unqueried points has an equal 1(d&q) chance of being
the point in P. The first d4 queries, thus, each has a chance of at most 43d of
discovering a point in P. The probability that at least one of these points is in P
is thus at most 13. K
So, any search algorithm it this setting requires 0(d ) queries to be successful with
high probability. Note that Samplesearch’s performance is unaffected by arbitrary
constraints (but the constraints must yield a subset of the domain that is measurable).
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Removing points from the domain cannot result in new needled-shattered sets, so
the needle dimension cannot rise when constraints are introduced. So, Samplesearch
requires only a number of queries that is linear in d for arbitrarily constrained
search problems, matching the dependence on d given by this lower bound. Note
that the remaining gap of log(1+( f &1(P))) between the upper and lower bounds
could be large, but it is independent of d. It seems unlikely that one could obtain
bounds of the above type that close this gap. Dependence on + in the upper bound
seems necessary for Samplesearch and similar methods that work by eliminating
portions of the domain from consideration. But strong dependence on + seems
unlikely to appear in a general lower bound; + serves to give extra information to
Samplesearch about possible locations of P, but the above model does not prohibit
other search algorithms from having such information built-in for some classes of
problems. Such algorithms would not depend on the explicitly provided + to
achieve good performance on such problems.
6. EXAMPLES
We discuss several examples that illustrate how the needle dimension corresponds
to the qualitative features of simple problems.
6.1. Boolean Examples
This framework becomes fairly trivial when we consider the boolean search
problems: Y=[0, 1] and P=[1]. Since the value assigned to points not in P is
constant, there is no possibility of using the objective function to do informed
search in the usual sense. The simplicity of this setting, however, allows a natural
illustration of how the needle dimension and the VC dimension compare.
Consider the domain X=[0, 1]n and the hypothesis class SINGLETON. For
each point x # X, SINGLETON includes an hypothesis that classifies x as 1 and all
other points in X as 0. When an objective function is drawn uniformly from this
class, the problem of identifying the single point classified as 1 is a difficult ‘‘needle
in the haystack’’ problem. Since for every point in the domain there is a hypothesis
that labels it 1 and every other point 0, the entire domain can be needle-shattered;
the needle dimension is 2n. The VC dimension, on the other hand, is small for this
class. Since no two distinct points are both classified as 1 by any single hypothesis,
even a set of two points cannot be shattered. Thus, the VC dimension is 1. We now
have
Theorem 5. The boolean hypothesis class SINGLETON over [0, 1]n has the VC
dimension 1 and the needle dimension 2n.
As a contrasting example, consider the same domain and the hypothesis class
k-DNF for some constant k. It is shown below in Section 7.2 that the needle
dimension is equivalent to a ‘‘disjunctive VC dimension’’ that, for boolean
hypothesis classes with P=[1], is simply the VC dimension of the disjunctive
closure of the class. Since k-DNF is closed under disjunction, the ‘‘disjunctive VC
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dimension’’ and, therefore the needle dimension, is equal to the VC dimension (and
is polynomial in n).
Theorem 6. The hypothesis class k-DNF over n variables has a needle dimension
equal to the VC dimension.
Summarizing, for these concept classes where the VC dimension is well defined,
it can range from being exponentially smaller than the needle dimension, to being
equal to the needle dimension. Note that it cannot be larger than the needle dimen-
sion, since needle-shattering requires only a subset of the dichotomies required by
shattering.
6.2. Broad Peaks
Consider a class BROAD PEAKS of real-valued continuous objective functions
defined over the interval [0, 1], with P containing all values greater than or equal
to 1 (the value of 1 is an arbitrary choice). For a given constant ‘‘peak size’’ :,
0<:<0.5, restrict consideration to objective functions that satisfy the following:
for each point x1 # [0, 1] that has value at least 1, f is strictly increasing or is at
least 1 at each point in the interval [max(0, x1&:), x1] and it is strictly decreasing
or is at least 1 at each point in the interval [x1 , min(x1+:, 1)]. Such ‘‘hills’’
provide the clues necessary to locate points with values at least 1.
Consider a sample of more than 4: points from the domain, and assume for a
contradiction that it can be needle-shattered. Pigeonholing, there must be some
interval in [0,1] of size : that contains at least four of these points. Consider two
cases on the default values of these four points, used in needle-shattering:
1. Some subset of three of the points is arranged in strictly increasing or
strictly decreasing fashion. If they are strictly increasing, labelling the two rightmost
points of these three shows that the remaining point q of the three cannot be in P;
since the function is not strictly decreasing in the interval of size : to the right
of q, this point q cannot consistently take on a value that satisfies P. Thus, the
points cannot be needle-shattered. A similar argument applies if the points are
strictly decreasing.
2. No subset of three of the points is strictly increasing or strictly decreasing.
Now, labelling the three leftmost points shows that the function is not strictly
increasing (in fact, it is not even monotonic) in the interval of size : to the left of
the rightmost point, revealing that the rightmost point cannot be in P. So in this
case, the points also cannot be needle-shattered.
This places an upper bound on the needle dimension of at most 4:. This is a
fairly natural measure of difficulty of search; once a hill is found, it is easy to find
its peak, and hills become easier to find as they become broader.
Theorem 7. The class BROAD PEAKS with peak size : has a needle dimension
of at most 4:.
One point of interest is that, outside of the regions that lie near peaks of value at
least 1, the function is completely arbitrary. Thus, we cannot hope to globally learn the
objective function in a PAC sense. Despite this limitation, efficient search is possible.
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As a contrast, assume instead that we require that the values to the left and right
of regions valued at least 1 be increasing and decreasing, respectively, but not
strictly so (they may be flat). Now, we can needle-shatter arbitrarily large sets of
points: choose a sample of points within an interval of size : and give them all the
same default value. Since such a flat region could contain a peak anywhere in its
midst, the sample can be needle-shattered, so the needle dimension is infinite.
The simple change that produces this class from the earlier one allows ‘‘needle in
the haystack’’ problems where labels in a region cannot preclude the possibility that
any unlabelled point among them is in P.
This example is related to an example of Niyogi [19], where it is shown that an
active learning algorithm can PAC-learn the class of monotone functions defined
over [0, 1].
6.3. Linearly Parameterized Functions
Consider a domain X that is a subset of Rn, and let Y be a subset of R. Let H
be the set of functions f : X  Y given by f (x)=b } x for x # X and b # Rn. Let P/R.
Since X can be any subset of Rn, we can map an initial problem domain into a sub-
set of Rn and then use this hypothesis class; this allows us to describe any objective
function that can be represented as a linear function of a set of parameters
constructed from the original domain of the problem. This can include, for example,
the class of polynomials of degree k in z variables with real coefficients. By taking
all n products of up to k of the original z variables (including a constant term 1
consisting of none of the original variables), we obtain a new search domain X that
is a subset of Rn. The polynomials become linear functions of the n new variables.
The class of NK landscapes [13] can be described by linear functions in a similar
way. An NK landscape is a function over N-bit vectors that is obtained by summing
the values given by N functions; one function belongs to each bit. The function
belonging to one of the N bits is an arbitrary real-valued function of that bit and
K arbitrarily chosen other bits from the N. Such a function can take on up to 2K+1
distinct values and can be represented by a polynomial over the (K+1) variables
upon which that function depends. Thus, the entire NK landscape, a sum of N such
(K+1)-bit functions, can be described as a polynomial over the n products of up to
(K+1) of the original N variables. This gives a new search domain that is a subset
of [0, 1]n, and the NK landscapes become linear functions of the n new variables.
Consider a sample of more than (n+1) points in X, and assume towards a con-
tradiction that they are needle-shattered. Since there are more than n points in the
sample, they cannot be linearly independent. So, there must be at least one point
that is in a subspace spanned by other points in the sample: let S be a set of linearly
independent points from the sample, such that some point p in the sample is not
in S, but it is in the subspace spanned by S. Consider the needle labelling N for a
point in the sample that is neither p nor in S (such an extra point in the sample
must exist since there are most n points in S, and p is one additional point, but the
sample contains more than n+1 points). N must be consistent with a linear
function b } x for some b. Since p=xi # S ki xi for some scalar coefficients k i , b } p=
xi # S ki (x i } b). The value of p may thus be determined from the values of S,
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independently of the knowledge of b. Now, considering p’s needle sample, the points
in S have their same default values, so b } p is the same as in N. But this is a
contradiction, since p is not in P, according to N, but it must be in P in p’s needle
labelling. Thus, the set cannot be needle-shattered.
This shows that needle dimension for such classes is at most n+1. Note that the
above argument also applies if X, Y, and coefficients b are constructed from subsets
of the integers, rather than the reals. Also note that general linear functions, with
an extra constant term, may be handled by adding an extra dummy variable that
is always 1 and learning a coefficient for it; this raises the needle dimension by at
most 1. We now have
Theorem 8. The class of linear functions of n variables has a needle dimension at
most n+2.
This example shows that there are nontrivial hypothesis classes for which the
needle dimension scales polynomially with the number of variables. This example
also shows that, while optimization of such objective functions as NK landscapes
may be computationally difficult, the added complexity of doing this optimization
without knowing the exact objective function in advance is merely polynomial.
7. CONNECTIONS WITH CONCEPT LEARNING THEORY
7.1. Reducing Sampling to Learning a Consistent Hypothesis
The ‘‘sampling algorithm’’ assumed to exist for use by Samplesearch must meet
a fairly complex requirement. We can, however, trade this complex assumption for
a simpler one (possibly at high computational cost) by reducing the sampling
problem to that of learning an arbitrary consistent hypothesis. The assumption that
this latter capability exists is familiar from PAC learning. Assume we are given a
learning algorithm L; given a set of labelled points and a distinguished point x,
L decides whether there exists a hypothesis from H that is consistent with the
labelled sample, and with some labelling of x that places it in P. If P is a finite
subset of Y, this can be implemented using any consistent hypothesis learning algo-
rithm of the type used in PAC learning, by trying each label from P in turn for x
(since structure over labels within P is not used here, the values within P can all
be replaced by a single value to make P finite, without loss of generality). Given L,
we can meet the sampling requirements of Samplesearch by sampling points x
independently from + and including each x in the sample if L decides positively
when called on previous query results and the distinguished point x.
In some applications, the domain might consist of an unstructured database of
individual objects. For example, drug design (as described briefly in Section 1) often
involves search over a large database of fairly arbitrary molecular designs. Without
some search structure over the items in the database, we must enumerate points in
the domain anyway, so this implementation in terms of L is not particularly inef-
ficient. In any application where we are largely concerned with sample complexity,
the computational cost incurred by enumeration in this implementation may be
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acceptable. But in applications where search must also be computationally efficient,
the above sampling algorithm in terms of L may be unacceptable, and some more
efficient sampling algorithm must be found.
7.2. The Needle Dimension and the VC Dimension
Proper extension of the VC dimension to the framework used here is not
completely clear. But Section 6.1 above shows that, in the binary classification
restriction of this framework (where X=[0, 1]n, Y=[0, 1], and the usual
definition of VC dimension applies), the needle dimension can be exponentially
larger than the VC dimension. The implication of this is that PAC learnability from
polynomially many examples is not sufficient for successful model-based search.
This makes intuitive sense; the region of interest for search purposes may be an
exponentially small fraction of the domain, but PAC learning’s error of = could
engulf such a small region unless the learner receives an exponentially large number
of examples to push = exponentially small.
On the other hand, Section 6.2 gives an example that includes real-valued func-
tions that are arbitrary over a portion of their continuous domain. Following the
definition of VC dimension for real-valued classes [11], this class of functions has
an infinite VC dimension, even though it has a finite needle dimension.
While the VC dimension itself is inappropriate for measuring the sample com-
plexity of the model-based search, we now show an equivalence between needle
dimension and a VC-like parameter defined over a disjunctive closure of H. We
define this parameter, the ‘‘disjunctive VC dimension,’’ for hypothesis classes as
defined in Section 3.1. For real-valued hypothesis classes, VC dimension is usually
defined by thresholding the value of each point to get a binary-valued class, choos-
ing the thresholds that yield the largest shattered sample [11]. Here, we fix two
arbitrary distinct values independently at each point in a finite subset X $ of the
domain. Choose f1 : X $  Y such that f1(x)  P for all x # X $. Choose f2 : X $  Y
such that f2(x) # P for all x # X $. For any such X $, f1 , and f2 , let HX $; f1 , f2 denote
a binary-classification version of H, defined as follows: For a particular h # H such
that for all x # X $, either h(x)= f1(x) or h(x)= f2(x) (note that the choice may be
different at each x), define hX $; f1 , f2 to be 1 if h(x)= f2(x), and 0 otherwise. Include
all such hX $; f1 , f2 in HX $; f1 , f2 . Let H
disj
X $; f1 , f2
be the disjunctive closure of HX $; f1 , f2
(including all logical disjunctions of hypotheses from HX $; f1 , f2 , including the empty
disjunction that is 0 on all x # X $). Associate a ‘‘disjunctive VC dimension’’ v with
H by taking the max, over choices of X $, f1 , and f2 , of the VC dimension of
HdisjX $; f1 , f2 (this is similar to taking a maximum over possible choices of thresholds).
We now show the following.
Theorem 9. If a hypothesis class H has needle dimension d and disjunctive VC
dimension v, v=d.
Proof. First, assume that T is a finite sample of points from X that is needle-
shattered by H. Let X $=T, let f1 be an assignment consistent with the default
values assigned to T in needle-shattering it, and let f2 be an assignment consistent
with the in-P values assigned to T in needle-shattering it. Now since H
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needle-shatters T, for each point in T there is a hypothesis in HX $; f1 , f2 that classifies
it as 1 and each other point in T as 0. The disjunctive closure of this ‘‘basis set’’ of
hypotheses is included in HdisjX $; f1 , f2 and shatters T. This is because any binary
vector in [0, 1]n, except for 0n, can be constructed from a logical disjunction of
binary vectors of length n that contain only a single 1. The all-0 classification is
included by definition of HdisjX $; f1 , f2 . Thus, if T is needle-shattered by H, it is
shattered by HdisjX $; f1 , f2 .
For the other direction, assume that TX $ is shattered by HdisjX $; f1 , f2 . For each
x # T, one of the dichotomies h that must be available to shatter T classifies x as
1, and every other point in T as 0. Since such an hypothesis h cannot be generated
by the logical disjunction of a collection of hypotheses, none of which classifies T
identically to h, for each such hypothesis h there must be a hypothesis behaving
identically on T available in HX $; f1 , f2 . By using f1 to assign default values to T and
f2 to assign in-P values, we see that H can needle-shatter T.
Since needle-shattering by H implies shattering by some HdisjX $; f1 , f2 , v is at least
as large as the needle dimension. Since shattering by any HdisjX $; f1 , f2 implies needle-
shattering by H, the needle dimension is at least as large as v. Combining these,
the needle dimension must be equal to v.
Summarizing, the VC dimension may be exponentially smaller than needle
dimension, and PAC learnability from polynomially sized samples does not
imply successful model-based search from polynomially sized samples. But the
‘‘disjunctive VC dimension,’’ a VC-like parameter defined on a disjunctive closure
of binary-valued hypotheses based on those from H, is the same as the needle
dimension of H.
7.3. Completely Characterizing P
In this section, we consider the task of refining the characterization of P, even
after the first point in P is found. The learning goal is now to output h (not
necessarily a single hypothesis from H), a description of f &1(P) such that
1. If f (x) # P then h(x) # P.
2. +([x: ( f (x)  P)6(h(x) # P)])=+([x: h(x) # P]).
Note that + now serves an additional role in defining the learning goal. We
continue to assume that the learning algorithm has access to +. A description
that meets the above requirements only has an error in one direction; if a point
is classified to not be in P, this is always correct. Weighting the domain by +,
a classification that places a point in P is wrong with probability at most =. Thus,
such a description characterizes a tight superset of f &1(P) that includes only a
small weight on points that are not in P. In a finite domain with + uniform, this
translates into a small fraction of points in the final characterization that are not
in P.
We modify the Samplesearch protocol of Section 3.3 to meet this goal. The
modified protocol, Samplesearch2, outputs a description of f &1(P) after it has seen
a sample S that labels a new point as being in P iff there is some remaining
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hypothesis from H consistent with S that classifies the new point as being in P.
This always satisfies condition 1 of the above requirement on this description. To
meet condition 2, Samplesearch2 must continue to refine its description of P for an
extended period. Samplesearch2 accepts query results that are not in P, adds them
to S, and discards any query results that are in P. We increase m, the number of
query points sampled each step, to m=4d= to compensate for discarded query
results. As long as points in P are not too common among the points being sam-
pled, we get enough accepted points to continue elimination of remaining points
that are not in P. On any step, where at least 2d points are accepted, this sample
meets the conditions stated in Lemma 2; then by this lemma, a substantial fraction
of remaining points that are not in P are likely to be eliminated from XS , as occurs
during the execution of the original Samplesearch. We now bound the probability
of a step accepting too few points.
Note that +([x: ( f (x)  P)6(h(x) # P)])+([x: h(x) # P]), the relevant fraction in
condition 2 of the above learning goal, is equal to +XS(X $S) (as defined in Section 4).
So, on every step before we have reached the new learning goal, the probability of
accepting a point is at least =, so the expected number of accepted points from a
sample of size m is at least 4d. Using a Chernoff bound, the probability that we do
not accept at least 2d points on a particular step is at most e&42=, which is less than
2
3 in any nontrivial problem where d>0.
We can now follow the proof of Theorem 3, factoring in this additional probabil-
ity of failure. This probability is independent of the probability of failure given in
Lemma 2, so that the total probability of successful elimination on a given step (as
long as we have not yet reached the learning goal defined above) is at worst 13 times
the value of 13 given in Lemma 2; this gives a probability of at least
1
9 that the step
forces a subset Xforce X $S such that +X $S(X force)
1
4 , where S is the set of queries
that had been made before the step was taken. Call any step that forces such a sub-
set ‘‘successful’’; each step is successful with probability at least 19 . From the proof
of Theorem 3, for any such successful step we have
+(X $S _ s)
+( f &1(P))

3
4
+(X $S)
+( f &1(P))
,
where s is the set of query results accepted during this step. This ration
+(X $S)+( f &1(P)) is initially (before any queries are made) at most 1+( f &1(P)).
Since f &1(P)XS always, +XS(X $S)+(X $S)+( f
&1(P)), so we will have met our
learning goal by the time we have taken enough successful steps to push this ratio
down to =. The total number of required successful steps, to take this ratio from
1+( f &1(P)) to =, is O(log(1=+( f &1(P)))). This bounds the number of successful
steps required to reach our learning goal and, since each step has a probability of
at least 19 of being successful, the total expected number of steps to reach our learning
goal is also O(log(1=+( f &1(P)))). With m=4d= queries each step, the total
expected number of queries required is
O \d= log \
1
=+( f &1(P))++ .
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Summarizing,
Theorem 10. O((d=) log(1=+( f &1(P)))) bounds the expected number of queries
that are required to learn a description h of f &1(P) such that:
1. If f (x) # P then h(x) # P.
2. +([x : ( f (x)  P)6(h(x) # P)])=+([x : h(x) # P]).
7.4. Active Learning Is Insufficient for Model-based Search Problems
Section 7.2 shows that PAC learnability does not imply low needle dimension,
and Section 6.2 gives an example of a real-valued function class, where the VC
dimension is infinite and the class is therefore not PAC learnable, even though the
needle dimension is low; PAC learning and model-based search are therefore
incomparable. Model-based search, however, influences the location of its query
points and therefore resembles active learning more than it does PAC learning with
random examples from a fixed distribution. This raises the question of whether
active learning methods geared towards concept learning might also suffice for
model-based search problems. In this section, we consider whether we can solve
model-based search problems (as defined in Section 3.1) with simple concept learn-
ing strategies that actively choose query points in the domain.
Most approaches to active learning use query selection strategies that are highly
specific to the hypothesis class being studied (see, for example, [8]). To make a
general comparison with Samplesearch, we need to consider generic strategies that
could be applied to any learning problem. We consider two such strategies: the first
minimizes the worst-case error that could result after a query is made [19], and the
second maximizes the worst-case number of hypotheses that are eliminated (by
being shown inconsistent with the target function) after a query is made. We study
these in the context of a specific example that is computationally tractable and has
low needle dimension. We also consider whether any active learning strategy could
guarantee efficient exact identification of the target for this example since such exact
learning would provide adequate information for successful model-based search.
We use an example that has finite domain and range and a finite set of
hypotheses that could be represented with short codes. These conditions, along with
the simplicity of the hypothesis class, would allow time and space efficient
implementations of active learning algorithms, so that the example is computa-
tionally realistic (unlike the example of Section 6.2, which is unlearnable but which
also uses an unrealistic hypothesis class that is not representable in finite space). Let
X=[1, 2, ..., n], Y=[0, 1, 2], and P=[2]. We define H=[h0 , h1 , h2 , ..., hn&n12] as
v For 1i99, hi (x)=0 for x{i, and hi (x)=2 for x=i.
v For 100in&n12, hi (x)=0 for x<100, hi (100)=2, hi (x)=1 for i<x
i+n12 and h i (x)=0 for all other x>100.
v h0(x)=0 for x100 and h0(x)=2 for x>100; h0 is included so that,
initially, any point in the domain might be in P and none can be immediately
excluded.
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For relevantly large values of n, most of the functions in H include a peak in P,
plus a small, difficult-to-identify region that distinguishes the hypothesis but
includes no points in P. A much smaller number of functions, however, account for
most of the variety in possible locations of P. There are only 101 distinct
possibilities for subsets of the domain that are in P (any of the single points x with
1x100, plus the set of all points x with x>100). To needle-shatter a set of p
points, there must be at least p distinct choices for P to allow p distinct needle
labellings. Thus, the needle dimension for this class is at most 101. This is independent
of the parameter n that sets the size of the domain and hypothesis class. Model-
based search is thus tractable for this example; we now consider whether active
concept learning methods might suffice to meet the goals of model-based search.
A typical goal in active learning based on queries is exact identification of the
target [1]. Exact identification provides sufficient information for model-based
search to be successful. For the above example, however, exact learning is intrac-
table: if the target is chosen uniformly from hi # H with i100, a simple argument
similar to that used in Section 5 shows that 0(n12) queries are required to locate
a 1. This also gives a lower bound on the number of queries required for exact iden-
tification. This is exponentially large in the representation size of the hypothesis
class, which is O(log(n)). Thus, for this example, exact identification is much more
difficult than model-based search.
Active learning can be useful even when exact learning is not possible. This is
demonstrated in [19], using an active learning algorithm that chooses queries to
minimize worst-case error. Following [19], let h(S ) be the hypothesis that is
chosen after seeing query results S. Let d+(a, b) be the measure (according to +) of
the symmetric difference between hypotheses a and b. Now let e(S ) be the maxi-
mum, over possible targets f consistent with S, of d+( f, h(S )). After querying x to
obtain label y, we will have the worst-case error,
max
y
e(S _ [(x, y)]),
where the max is taken over values of y for which some possible target in H is con-
sistent with both S and (x, y). The active learning strategy chooses x to minimize
this worst-case error.
In the above example, let + be uniform over the domain so that d+(a, b) is
proportional to the number of points at which a and b differ. If the target is one
of hi with i100, then, unless we have queried very many (0(n12)) points, any
consistent hypothesis can differ from the target at 2n12 points in the worst case
(differing at the 1’s of the target, and the 1’s of the chosen hypothesis). Beyond
eliminating the possibility of larger worst-case error if the target is h0 , no single
query can reduce worst-case error below this, so no query point is distinguished
from the perspective of minimizing worst-case error. Such a learning algorithm
would fail to select points that rapidly locate P.
Consider, instead, an active learning method that chooses examples to maximize
the worst-case number of hypotheses they could eliminate. That is, if HS is the set
of hypotheses that are consistent with S, we choose x to minimize
max
y
|HS _ [(x, y)] |
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with the max taken over possible values y as above. Consider the worst-case
hypothesis elimination for various queries:
v Queries to points x with x<100 return 0 in the worst case, eliminating only
a single hypothesis.
v Queries to x=100 return 2 in the worst case, eliminating only the 100
hypotheses h0 , h1 , ..., h99 .
v Queries to points with x>100+n12, if they are chosen to be at least n12
domain points away from prior queries, in the worst case return n12 and thereby
eliminate the n12 remaining hypotheses that have a 1 at the query point.
v Other queries in the x>100 region eliminate somewhat fewer than n12
hypotheses when 0 is returned, since somewhat fewer remaining hypotheses have a
1 at the query point.
This active learning strategy therefore chooses queries in the x>100+n12
region. As discussed above, 0(n12) such queries can be required to locate a single 1;
the rest of these queries simply return 0 and provide no information about where
P might lie (beyond eliminating h0). Because of this, such an active learning algo-
rithm that maximizes worst-case hypothesis elimination will be unsuccessful in
efficiently locating P.
This shows that exact learning and simple active concept learning methods are
insufficient to meet the goals of model-based search.
7.5. Active Learning Using Model-based Search
While the above section shows that active learning methods cannot always be
successfully used in place of Samplesearch, this section discusses the use of a
modified version of Samplesearch as the basis of an exact active learning protocol.
This protocol can be generically applied to any hypothesis class meeting the condi-
tions described below, with the sample complexity measured on the basis of the
needle dimension; this stands in contrast to more familiar active learning or mem-
bership query learning algorithms, for which performance results and even details
of the algorithm are usually dependent on problems in ways that are more complex
than a simple parameter such as the needle dimension [19, 8, 2].
Consider a learning problem as defined in Section 3.1. Impose the additional
assumptions that the domain X and range Y are finite sets. For learning purposes,
further assume that +(x)>0 for all x # X so that Samplesearch has access to all
points in the domain. These conditions are necessary for exact learning to work in
this framework. Consider, for each y # Y, two definitions of P : P=[ y] and
P=Y&[ y]. Holding the domain, range, and hypothesis class fixed, compute the
needle dimension for each of the 2|Y| resulting definitions of P, and let dm denote
the maximum of these needle dimensions.
For any value y # Y we can now use Samplesearch3, a modified version of Sam-
plesearch, to exactly learn the set of points in the domain, where the target objective
function f takes on the value y. We do this using a ‘‘version space’’ [15] approach
that maintains descriptions of both the set of points that might have the value y
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and points that might not have the value y, querying points in the intersection of
these sets to guarantee that it makes progress. Specifically, Samplesearch3 modifies
Samplesearch as follows. In the context of a model-based search problem, let X [ y]S
be XS (as defined in Section 3.3) with P=[ y], and similarly let X Y&[ y]S be XS with
P=Y&[ y]. That is, X [ y]S is the set of points that at least one remaining consistent
hypothesis predicts to have value y, and X Y&[ y]S is the set of points that at least
one remaining consistent hypothesis predicts to have a value other than y. Also
define primed versions of these (as in Section 4) that remove the points that are
actually in the respectively defined P : X $[ y]S =X
[ y]
S & f
&1([ y]) and X $Y&[ y]S =
X Y&[ y]S & f
&1(Y&[ y]). Now, Samplesearch3 samples from + restricted to X [ y]S &
X Y&[ y]S . It samples m=4dm query points from this distribution. Samplesearch3
terminates if the intersection X [ y]S & X
Y&[ y]
S is empty; in this case every point can
be correctly classified as either having value y or a value other than y. By executing
Samplesearch3 for every value of y # Y, we obtain a complete exact characterization
of the target function.
We use a modification to the argument in Section 4 to bound sample complexity.
Among the sampled points on a given step of the execution of Samplesearch3, either
at least half have value y, or at least half have a value other than y. Assume that
at least half have a value other than y; the other case is symmetric. Defining
P=[ y] in this case, let d be the needle dimension for this definition of P. Since
dmd, we have at least 2d points that were chosen independently from + restricted
to X $[ y]S (which is X $S for P=[ y]). Thus, Lemma 2 can be applied to the step
using this definition of P.
The proof of Theorem 3 shows that +(X $S)+( f &1(P)) has a probability of at least
1
3 of decreasing by a
3
4 fraction each step in which Lemma 2 applies with P as the
desired property. By the above argument, each step either +(X $[ y]S )+( f
&1([ y]))
has a high probability of decreasing or +(X $Y&[ y]S )+( f
&1(Y&[ y])) has a high
probability of decreasing, in this manner. Dropping the constant denominators and
noting that no step can increase either of the numerators, every step the product
+(X $[ y]S ) +(X $
Y&[ y]
S ) has at least a
1
3 probability of decreasing by a
3
4 fraction. This
product is at most 1 and cannot drop below (minx +(x))2 without becoming 0.
Once it becomes 0, the intersection of these two sets is empty (since +(x)>0 for all
x # X, the product is nonzero iff the intersection is nonempty) and Samplesearch3
terminates. The number of steps required to do this is thus O(log(1(minx +(x))2)),
and the number of queries is O(dm log(1(minx +(x))2)). By applying this procedure
for each value of y # Y, the total number of queries to completely characterize the
target function is
O( |Y | dm log \ 1(minx +(x))2+ .
If + is uniform over a finite domain of N points, this is O( |Y | dm log(N )) queries.
This result provides a generic procedure for active learning, with a simple
parameter (dm) on the hypothesis class that measures its efficiency. Note that, as with
Samplesearch, since needle dimension does not rise when the domain is restricted,
this procedure can succeed when the domain is arbitrarily constrained. Such
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constrained domains are studied in [2] by distinguishing some (adversarially)
selected points in the domain as ‘‘omissions’’ at which queries (‘‘limited membership
queries’’ in [2]) fail to return a label. In this setting, the above protocol learns a
characterization that is exactly correct over the remaining, nonomitted portion of
the domain; this is termed ‘‘nonstrictly’’ correct learning in [2]. Since most perfor-
mance results in [2] depend linearly on the number of points omitted from the
domain, it is somewhat surprising that the above result applies independently of
the number of omissions
Theorem 11. Fix a finite domain X with N points, finite range Y, and hypothesis
class H. Let dm be the maximum needle dimension of H over all choices of P from
[ y] and Y&[ y] for each y # Y. For any target f # H and arbitrary omissions from
the domain, the expected number of queries required to exactly learn a nonstrictly
correct characterization of f is O( |Y | dm log(N )).
Note that there are not likely to be any interesting boolean classes for which dm
is smalleven for simple disjunctions (that are a subset of the small needle dimen-
sion classes discussed in Section 6.1), the needle dimension when P=[0] instead of
[1] is large, since for a large disjunction there may only be a single 0, with an
arbitrary location in the domain. This is consistent with a lower bound in [2] that
shows that, even for simple classes like monomials, O(nc) omissions can force any
learner to use at least 0(nc+1) limited membership queries.
For classes with a larger range, however the extra information provided by each
labelled point can be adequate to make dm small. For example, consider linear func-
tions over X=[&a, ..., 0, 1, ..., a]n, with coefficients over [&b, ..., 0, 1, ..., b] and
range Y therefore limited to [&abn, ..., 0, 1, ..., abn]. Theorem 8 applies, showing
that needle dimension (for any P/Y ) is at most n+2. Using Samplesearch3,
Theorem 11 says that exact learning of such linear functions over arbitrarily
constrained domains can take place in O(abn3) queries.
Theorem 12. Consider the class of linear functions with integer coefficients of
magnitude at most b, over n integer variables with magnitude at most a. Choosing an
arbitrary target from this class and allowing arbitrary omissions from the domain,
a nonstrictly correct characterization of the target can be exactly learned in O(abn3)
queries.
8. SCALE-SENSITIVE NEEDLE DIMENSION
For real-valued hypothesis classes, scale-sensitive versions of the VC dimension
have been defined to exclude dichotomies that make distinctions at a scale finer
than that given by a parameter # [5]. This can help reduce dimension to a
reasonable level in cases where fine-scale dichotomies would cause it to blow up.
We can define a scale-sensitive version of needle dimension in a similar way, ignor-
ing distinctions between values in P and values not in P if they lie in a ‘‘boundary
region’’ P$ (this definition could apply more generally than to just real-valued
classes). Specifically, the definition of needle dimension given in Section 3.2 is
modified such that default values in any needle labelling cannot be chosen from a
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specified set P$/Y. As a result of such an exclusion of P$ from the definition of
needle dimension, once Samplesearch starts finding points from P$ it may fail
to progress further toward locating points in P; we must therefore accept
‘‘approximate search success’’ when using scale-sensitive needle dimension. This is
defined as finding a point either in P, or in P$. Samplesearch is modified to
terminate when it reaches this modified goal by finding a point in P or P$. Note
that it is not modified in any other wayin particular, it still only samples from
points that could still be in P, rather than making any explicit attempt to sample
points in P$. The upper bound proof in Section 4 applies largely unchanged, except
that we only consider obtaining query results and eliminating points that are
neither in P nor P$, rather than all points not in P: X $S is redefined to be [x : x # XS
and f (x)  P and f (x)  P$]. This change allows scale-sensitive needle dimension to
be used in place of the needle dimension, and gives the following.
Theorem 13. For a hypothesis class H, and choices of P and P$ giving the
scale-sensitive needle dimension d, Samplesearch finds a point in P _ P$ in an expected
number of steps that is O(log(1+( f &1(P)))) and an expected number of queries that
is O(d log(1+( f &1(P)))).
We now give an example of how scale-sensitive needle dimension can be useful.
8.1. One-Dimensional Functions Satisfying a Lipschitz Condition
This example is very similar to an active learning example discussed in [19].
Consider X=[0, 1], Y=R, and H consists of all real-valued functions h over
[0,1] satisfying the Lipschitz condition
|h(x)&h( y)|b|x& y|
for all x, y # X and some b>0. Note that this includes all functions that have a
first derivative that exists everywhere in X, with the magnitude of the derivative
upper-bounded by a constant b. P consists of all values greater than or equal to 1.
The Lipschitz condition requires fluctuations to be slow, but this does not
prevent the function from remaining flat at a level just under 1 and taking a tiny
excursion over the threshold of 1 before returning below 1. Consider the subset of
H consisting of functions hz(x) that take on the value 1&$ for x<z&3($b) and
x>z+3($b), 1 for z&($b)<x<z+($b) and that interpolate between these
(with the interpolation having a first derivative that exists everywhere in the inter-
polated interval, with the magnitude of the derivative bounded by b; the 2($b)
interval provided is sufficient to allow this). A set of points spaced 3($b) apart can
be needle-shattered; any subset of all but one can be labelled with 1&$ and the
remaining point x0 could still have value 1, according to one of the functions hz
with z=x0 . A set of b3$ points can be placed in X in this way, so that the needle
dimension is at least this large. By choosing $, this lower bound on the needle
dimension can be made arbitrarily large: thus, the needle dimension is infinite for
this hypothesis class.
If, however, we relax our requirements on search and define P$ to include values
that are at least within # of our target threshold of 1, we can limit the difficulty
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described above. Now, we only need to consider default values less than 1&#.
A point x with such a value excludes the possibility of points within distance #b
of x from having value at least 1. Thus, at most Wb#X points can be placed in the
domain such that none of the allowed default values constrain another point in this
set to not be in P; the scale-sensitive needle dimension is at most this large.
Theorem 14. For the class of real-valued functions over [0,1] satisfying the
Lipschitz condition |h(x)&h( y)|b |x& y| for all x, y # [0, 1] and some b>0,
taking P=[ y : y1] and P$=[ y : 1&# y<1], the needle dimension is infinite
but the scale-sensitive needle dimension is at most Wb#X.
Using this scale-sensitive needle dimension, Samplesearch will find a point in P
or P$ (a point that has a value at least 1&#) in an expected number of steps linear
in b#. Note that, although we end up with a method that can find points with value
at least 1&#, Samplesearch is only efficient for targets that also have an interval of
points with value at least 1. We would not get the same result if we simply used the
original definition of the needle dimension with this class with P modified to consist
of all values greater than or equal to 1&#. In that case, we could have functions
that skated the edge of the modified P, lying just below 1&# in parts of the domain
and taking a quick excursion above 1&# in one tiny area; these would yield the
large needle dimension. The important difference with using scale-sensitive needle
dimension is that we do not care about such tiny excursions into the P$ area, but
only about the large excursions that cross all the way above 1.
9. DISCUSSION AND OPEN PROBLEMS
For arbitrarily constrained search problems, this theory seems fairly comprehen-
sive, providing upper (Section 4) and lower (Section 5) bounds and extending the
search for single points to more complete active learning in some cases (Sections 7.3
and 7.5). It remains to be seen whether there exist more realistically usable
hypothesis classes with a low needle dimension. One promising approach to finding
such classes is to add tolerance to the linear functions of Section 6.3 by allowing
any functions that are sufficiently close to a linear function, with increasing
tolerance further away from P. While liberal tolerances will lose too much informa-
tion and cause the needle dimension to grow exponentially with the dimensionality
of the problem, carefully chosen tolerance models and restrictions of linear
functions may lead to natural examples of low needle dimension classes that are
closer to those that might be realistically applied.
For examples to be realistic, it is also important to investigate whether efficient
implementations can make the model-based search computationally tractable. For
some classes of discrete problems, it might be possible to efficiently approximate the
uniform sampling used by Samplesearch using the idea of rapidly mixing Markov
chains, as in [10].
Some hypothesis classes that seem intuitively easy to use as a basis for search
have high needle dimension. For example, consider X=[0, 1]n, Y=[0, 1, ..., n],
P=[n], and H consists of all functions that give each point x # X that is not in
P at least one neighbor (where neighbors are defined to be points that are
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Hamming distance 1 away) a larger label than is given to x. Simple hillclimbing will
always find a point in P in at most n steps. But, points that are more than a few
steps apart in Hamming distance do not significantly constrain each other’s values;
it seems that needle dimension will be very large. The problem here is that arbitrary
domain restrictions might leave a set of disconnected points that prevent any
hillclimbingto get around this we require a theory that can take advantage of
assumptions about the entire domain being available to query. It would be interesting
to see if the needle dimension can be modified, or if some other parameter can be found
that can give polynomial upper bounds on the sample complexity for an expanded
range of problems when the entire domain is assumed to remain available for query.
Even if such an expanded general theory is not possible, it is desirable to
investigate the model-based search algorithms designed for specific classes of
problems. One starting point might be the study of existing model based search
heuristics such as Q2 [18], investigating the classes of problems for which they are
efficient. It may also be fruitful to consider simple search algorithms that are not
explicitly model-based, such as PBIL [3] and the genetic algorithm [12]. Such
methods generally impose successively greater restrictions on the search space as
they proceed, in a manner similar to Samplesearch; this suggests that it may be
possible to find related search algorithms that are explicitly model-based, helping to
reveal the classes of problems for which these existing methods operate efficiently.
10. CONCLUSION
We have defined a framework for reasoning about the model-based search for
points with a desired property. We have examined one of the simplest strategies for
search within this framework; randomly sampling points that, based on knowledge
obtained so far, could still have the desired property. The needle dimension of an
hypothesis class describes the sample complexity of this search strategy much like
the VC dimension describes the sample complexity of PAC learning and provides
a lower bound for arbitrarily constrained search problems. Several results
distinguish between the needle dimension and the VC dimension and show the
fundamental differences between model-based search and various concept learning
methods. Extensions to the model-based search permit more complete characteriza-
tions of the objective function in some cases, yielding several novel positive results
in active learning. A scale-sensitive version of the needle dimension extends the
range of model-based search problems for which we can obtain positive results.
The framework presented here seems to yield a fairly comprehensive theory for the
sample complexity of arbitrarily constrained model-based search problems, and
may provide a useful basis for a more complete exploration of other types of
model-based search problems.
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