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ABSTRACT 
The aim of this research is to investigate the application of nonlinear programming 
techniques to multipurpose reservoir systems. A multipurpose multiple reservoir 
operation problem is a typical nonlinear large scale optimization problem. The 
currently applied techniques overcome the nonlinearity and dimensionality problems 
through simplification. To model the problem more closely, a successful trial is made in 
this study to apply the most efficient and suitable nonlinear programming techniques. 
Although research in large scale nonlinear optimization has been in recent'years a 
major subject of interest within the mathematical programming community, its 
application to reservoir systems is very limited. As a result of these activities software 
packages, as Lancelot, have been developed. Lancelot is a general purpose software 
package designed for solving large-scale nonlinear optimization problems. It uses 
Augmented Lagrangian and Conjugate Gradient methods. This software is used here 
successfully to solve an optimization problem formulated for a major river system, the 
Blue Nile in Sudan. The system has two in series reservoirs used for hydropower 
generation, maintaining minimum downstream flows and irrigation. For optimization, 
some features of the system have been modelled. These are sedimentation, 
evaporation, demand and flow. To represent the effect of sedimentation a model is 
fitted and verified. To include the effect of evaporation a model that estimates the total 
evaporation losses is fitted using Penman approach and verified using water balance. 
To cope with flow uncertainty the Blue Nile flow has been modelled. ARMA(1,1) has 
given the best fitting. Irrigation requirements have been estimated using Penman- 
Monteith approach. Efficiency of water use has been investigated and other possible 
demand scenarios resulting from efficient water use are obtained. The results of flow 
and demand modelling are used as direct input to the optimization model while 
sedimentation and evaporation models are incorporated in the model. 
The objective of this model is to maximise power benefits on condition that certain 
irrigation and downstream requirements be met. To solve this problem a double 
precision version of Lancelot was installed in a hp-UNIX system. For the problem a 
ii 
specification and a standard input format, SEF, files were written and put under the 
same directory with Lancelot to run the program. The problem was solved successfully 
in few minutes. The solution includes values for the objective function, decision 
variables (releases and storage volumes), penalty parameter, Lagrange multipliers and 
slack variables. 
In reservoir operation, general operation rules are needed more than computed releases 
corresponding to specified flow sequences. To achieve this, the optimization model is 
solved repeatedly using different generated flow sequences. The optimum releases are 
then regressed linearly and, nonlinearly on the important, independent variables, flows 
and/or storage volumes, to derive operation rules. The derived rules have been tested 
successfully both statistically using R2 criterion and simulation. To be easily used in 
practice the rules are presented in a graphical form. 
The optimization output is affected by reservoir sedimentation. . 
Therefore the 
developed optimization and sedimentation models have been linked to investigate 
sedimentation effect on optimization output along the course of reservoir operation. 
Results have shown that this approach can be used to investigate the effect of 
sedimentation on reservoir optimum output. 
In, a multipurpose reservoir system, the optimization output for one purpose is 
affected by the efficiency of water use for other purposes. Therefore the effect of 
efficient water use in irrigation on power benefits is investigated. Results have shown 
an increment in benefits due to using irrigation water efficiently. This approach can be 
applied to systems where priority is given for one purpose over the others. 
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CHAPTER I 
INTRODUCTION 
Summary - This chapter highlights the main features of the proposed research, the 
justification for the research and the hypotheses and objectives of the research. It also 
outlines methods of approach used to conduct the research and finally it shows the 
organisation of the thesis., 
LIGENERAL 
Reservoirs are usually built to redistribute water in time and space. They modify the 
pattern of natural flow by storing water when the inflow exceeds the demand so as to 
be released when the r6quirements exceed the inflow. These releases have to be 
carefully made. Releasing too much or too little water may result in an economic'loss. 
Therefore water has to be released optimally to maximise the benefits from reservoirs 
on one hand and to meet the growing demands on the other. This growing demand is 
caused, especially in developing countries, by growing population and continuous and 
rapid urbanisation. In developing countries, the urbanisation increases demand in 
sectors like power and recreation. Although these sectors are not water consumptive, 
but they may use water in a way that may contradict satisfying the requirements in the 
traditional largest water user; irrigation. To meet these growing demands, reservoirs 
have to be operated optimally and water used efficiently by the traditional water users 
(e. g. irrigation). Alternatively, these demands could have been met by expansion'of 
new facilities (reservoirs). This option is not viable with the increasing awareness 
about environment and preservation of natural resources and economic constraints. A 
country like Sudan, which is desperately in need to develop projects which would take 
up its remaining share of Nile Waters, couldn't achieve that mainly because of 
economic dislocation in recent years. 
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1.2 THE NEED FOR THE STUDY 
A water resource system may consist of direct abstraction, underground or other 
sources with one or more reservoirs. Such a system may supply water for 
consumptive, hydroelectric and dilution purposes, may provide reservations for flood 
control and may maintain minimum levels for recreation. In view of the diversity of 
needs, it becomes necessary to seek optimal decisions in planning, design and 
operation of the system. The decisions are based on economic, environmental, legal 
and other requirements and, if implemented, would cause the greatest benefit. 
An optimization problem of a reservoir system is complex. The complexity arises from 
the number of subproblems involved and hence the large number of parameters that 
need to be dealt with. For this reason most of the published work in reservoir system 
operation use simplified systems. This simplification made it difficult to apply such 
work on real world problems. Therefore, there is a real need for development of 
models that are applicable to real world problems. 
Examples of the subproblems involved in reservoir optimization are: stochasticity of 
inflows, reservoir losses, demand modelling and reservoir sedimentation. Each of 
these factors affects the optimum operation of a reservoir system and the severity 
differs from one system to another. 
The uncertainty in inflow has no effect in simulation models, since the computations 
are carried out step by step or period by period so that the future releases will not be 
affected. In deterministic optimization models, releases are made to maximise or 
minimise the ý objective' function without knowing' future flows. This Emits the 
applicability of the optimization results. - Evaluation of the optimum outcome or the 
potential of any reservoir system should be tested under varying flow conditions. Thus 
there is a need for reflecting'the effects of uncertainty in knowing future stream flows. 
In some of the optimization techniques the stochastic nature of the flow has'been 
accommodated in'different ways, while much work to achieve this is needed in non- 
linear programming. 
Almost in all kinds of optimization models, very little attention has been paid to the 
effect of sedimentation, because sedimentation is less important in climates where these 
models have mostly been applied. Sedimentation reduces reservoir capacity and hence 
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its ability to meet the requirements optimally. In rivers with high sediment contents and 
relatively small reservoirs with no alternate potentials to build new reservoirs to 
replace the existing ones, the most sustainable operation policy is the one that keeps 
sedimentation at its - lowest level. Even if this, policy is followed, the, effect of 
sedimentation cannot be neglected and has to be represented when -reservoir 
optimization is considered. ý Bathemetric survey data are available, world-wide, and use 
can be made of this data to estimate the change in reservoir storage capacity and other 
reservoirs' relationships with time and hence incorporating the effect, of sediment in 
optimization models. Estimation of the demand also affects the optimization output. 
Assume that a reservoir system is used for irrigation and hydropower generation. If an 
optimization is carried out to maximise the power generation on condition that 
irrigation requirements are to be met first, then the optimization, results are highly 
affected by the efficiency of water use in irrigation. - If water is not used efficiently in 
the sector that has been given the priority, then some of the supply, which could have 
been used for other purposes, would be wasted. 
Inclusion of the issues discussed above in an optimization problem, will result in having 
a large number of variables to be dealt with (dimensionality problem). Also in 
reservoir system optimization problems, some functions like evaporation and power 
production are non-linear. Therefore an exact reservoir optimization problem is a non- 
linear large scale one. There are difficulties in applying non-linear programming. 
These difficulties arise from the fact that non-linear programming mathematics is a 
little bit complicated compared to linear programming. In addition to that the problem 
of dimensionality, which is not faced in linear programming, is faced in non-linear 
programming. A description of the number of variables, as big, takes on a different 
meaning in non-linear programming to linear programming. In linear programming, 
thousands of variables and constraints might be considered big, where as in non-linear 
programming, hundreds of variables and constraints will be generally big. These 
problems of dimensionality and nonlinearity in reservoir optimization are overcome by: 
1) linearising the problem i. e. transforming it into a linear programming problem. In 
linear programming the problem of dimensionality is usually not faced, but the system 
is approximately represented. 
2) state discretization which is practised in dynamic programming. Dynamic 
3 
programming is a powerful tool but discretization reduces the dimensionality at the 
expense of accuracy. 
It can be noticed that all the techniques used approximate the solution. This may not 
be desired in environments where water is scarce and/or reservoirs have limited storage 
capacities. Therefore there is a need to apply a technique, like non-linear programming 
that represents the reservoir optimization more realistically. 
Research in large-scale non-linear optimization has been in recent years a major subject 
of interest within the mathematical programming community. Despite this its 
application to reservoir systems is very limited. Therefore various non-linear 
programming techniques will be investigated and applied to reservoir systems. 
Simulation models represent the operating rules in more details, while the optimization 
models compute the releases that maximise or minimise the objective function without 
tackling the details of the operation rules. No attempt has ever been made to derive 
operation rules out of the non-linear optimization results. Optimization results would 
become more useful and practical when exýressed into operation rules. Therefore trials 
have to be made to represent the non-linear optimisation results into operation rules. 
Useftilness of a model is'measured by its application. Therefore the non-linear model 
to be developed has to and will be applied to a major system. This will be the Blue Nile 
System in Sudan. This case study is an example of a multipurpose, multiple reservoir 
system, located in a semiarid tropical environment. The system is composed of two in 
series reservoirs used for hydropower and irrigation. The system features are: 
a) a short flood season and a long low flow season. 
b) high fine sediment concentration occurring during the short flood season. 
c) high evaporation losses. 
d) the existence of large irrigation schemes. 
Based on the above discussion the hypotheses are formulated and their verification 
could lead towards achieving the aim of the study. 
1.3 HYPOTHESES AND OBJECTIVES 
The output from the optimum reservoir operation is affected by the variations in 
inflow, amount of sediment trapped, variation in demand due to efficiency of water use 
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for one or more purposes, evaporation losses and the optimization techniques used to 
reach the solution. Based on these considerations theý following hypotheses are 
formulated and will be verified in this research. 
1. In a multiple-purpose reservoir system, where water is released for irrigation and 
hydropower generation, inappropriate water supply to irrigation schemes can be 
identified and reallocated to increase provisions for power generation. 
2. Sedimentation effect on reservoir storagc-water level relationship can be modclled. 
LinIdng this sedimentation model to the developed optimization model, effect of 
sedimentation on optimum reservoir operation can be investigated. 
3. The stochastic nature of inflow can be implicitly incorporated in an optimization 
problem by synthetically generating inflows. (Ms approach does not consider the 
impact of droughts and low flow clusters on optimization, but in the Blue Me 
System droughts do not affect the filling of reservoirs which have small capacities 
while low flow clusters have no effect due to the operation of the system on annual 
basis. ) 
4. Evaporation losses can be modelled and incorporated in an optimization problem. 
5. Non-lincar programming techniques can be applied to reservoir system real 
problems. 
6. Regession analysis can be used to derive operation rules out of the non-finear 
optimization results. 
This research is aiýning at verifying the above hypotheses with the following objectives: 
1. To investigate the performance of non-linear programming techniques on reservoir 
systems. A non-linear optimization model for the operation of a multiple-purpose 
multiple-reservoir system will be developed. General-purpose software, designed 
for large-scale optimization, is going to be used for this purpose. 
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2. To test th& applicability of the model by considering a case study-of the Blue Nile 
System in Sudan. The aim is to maximise power generation revenues: subject to 
the conditions that specified downstream and irrigation requirements are met. 
3. To - test the' usefulness of the non-linear optimization output - in operation rules 
-, derivation. 
1.4 METHOD OF APPROACH 
The literature review of the work done previously, showed that the optimization 
techniques used in modelling reservoir systems do not represent the system 
realistically. Therefore the non-linear programming techniques which represent the 
system better will be used. A general Software package, named Lancelot, will be used. 
The package uses efficient non-linear optimization algorithms and is specially designed 
for large-scale optimization. 
The literature review also showed that general operation rules are needed more than 
the optimum computed releases corresponding to specified stream flow sequences. 
Therefore different linear and non-linear regression models will be tried to derive 
operation rules using the optimization results. 
The hypotheses formulated in this study formed the basis for the development of the 
optimization model. The hypotheses will be tested using the case study data from the 
Blue Nile System, Sudan. Also data from the same system will be used to verify the 
applicability of the model. 
1.5 ORGANISATION OF THE THESIS 
The thesis consists of twelve chapters. Chapter I is the introduction where the need 
for the research is justified, the hypotheses and objectives are stated and the method of 
approach is outlined. In Chapter II and III literature is reviewed. In Chapter II the 
most widely used optimisation techniques and their applications are reviewed while in 
Chapter III the non-linear techniques to be applied in this research are investigated. 
Chapter IV describes the features of the Blue Nile System. In Chapters V to VIII 
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analyses have been carried out to form a base for the model development. In Chapter 
Va sedimentation model is developed and verified. In Chapter VI a model that 
quantifies evaporation losses is also developed and verified. In chapter VII the inflow 
to the system is modelled and the best model that generates flow sequences is chosen. 
In Chapter VIII the efficient use of irrigation water is investigated and different 
scenarios of irrigation demands are estimated. In Chapter IX the optimization model is 
developed. A problem is formulated and solved. In Chapters X and M the usefulness 
of the model is tested. In Chapter X the non-linear optimization output is used for 
derivation of monthly operation rules. In Chapter XI the use of the non-linear model 
in investigating the effect of sedimentation and efficient water use is highlighted. 
Chapter XII concludes the findings of the study. Figure (1.1) outlines the research 
hypotheses, objectives and methodologies. 
Figure (1.1) Research Hypotheses, Objectives and Methodologies 
I Application of Nonlinear Optimization to Multipurpose Reservoir Systems I 
Literature Review II Blue Nile System Description and Data 
Justifýing the use of Method and Software Irrigation Requirement Evaporation modelling 
Selection Hypoth. I partly Verif, HN th. 4 Ve 'fled nonlinear optimization ypo .n Chapter H Chapter IH Chapter VHI Chapter VI 
Flow M; delling Sediment Modelling 
Hypoth. 3 Verified] Hyp. 2 partly verif 
Chapter V, Chapter VII 
Optimization Model Development 
Hypotheses 5 Verified & Objectives I&2 Achieved - Chapter IX 
Operation Rules Sedimentation Effect Water Use Effect 
Hypth. 6 Verified & Obj. 3 achielved Hypoth. 2 Verified Hypoth. I Verified 
Chapter X Chapter XI Chapter XI 
Conclusions and Recommendations - Chapter XII 
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CHAPTERII 
RESERVQIRS', MATHEMATICAL MODELLING 
Summary - In this literature, review the general issues concerned with reservoir 
modelling are discussed first. Then-modelling techniques other than optimization i. e. 
simulation are reviewed before the optimization techniques are discussed in detail. 
From this literature review the need for developing a model'as well as the model 
categorisation are outlined. 
2.1 INTRODUCTION 
2.1.1 Purpose of the Reservoir 
Reservoirs are used to redistribute water quantity and quality in time and space. They 
modify the pattern of natural flow by storing water when inflow exceeds the demand 
so as to be released when the requirements exceed the inflow. In large multipurpose 
reservoirs (Simonovic, 1992), the storage volume can be divided into three parts, 
namely, flood control storage, active storage and dead storage. The active storage 
provides water for vanous purposes. These purposes can be power generation, 
irrigation, domestic and industrial water supply and increasing the low flow for 
navigation, pumping or to improve water quality. The dead storage is a consequence of 
the topography and design, but has some uses for sediment control and recreation. 
2.1.2 Aim of Reservoir Operation Studies 
The basic problem in reservoir operation studies, (Simonovic, 1992), is to find the 
relationship between inflow characteristics, reservoir storage, reservoir releases and 
reliable reservoir operation. Kreuze (1986) stated that the aim of reservoir operation 
studies is to determine the optimum useful output of a reservoir or a reservoir system. 
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2.1.3 Reservoir Operation Rules 
Kreuze (1986) defined the operating rules as a set of rules for determining the- volume 
of water to be stored or released from a reservoir under various conditions. Rules 
resulting in optimum output should be applied as a guideline for actual operation of the 
reservoir. Rules are also required to deal with extreme events; i. e. to pass peak flood 
or minimise damage caused by exceptional droughts. 
Rule curves are often used in actual system operation (Loucks and Sigvaldason, 1982). 
They are commonly used in multipurpose reservoirs or single reservoirs used for 
hydropower or recreation. The operating policies and associated rule curves commonly 
define the desired storage volumes and releases at any time of the year as a function. of 
existing storage volumes, the time of the year, demand for water or hydropower and 
possibly expected inflows (Loucks and Sigvaldason, 1982). According to Loucks and 
Sigvalddason (1982) operating policies may include one or more of the following: 
a) Target storage levels or volumes. 
b) Multiple z6 ning: Often operating rules include, in addition to target storage 
volumes, various storage allocation zones for conservation, flood control etc. 
c) Flow range: Here releases are decided according to the zone in which the storage. 
volume is. 
d) Conditional Rule Curve: Conditional rule curves are defined for reservoir releases 
not only as a function of the existing storage and time of the year, but also as a 
function of the expected natural inflows. -- 
2.1.4 Types of Reservoir Operation Studies 
According to Yeh (1985) reservoir system studies are typically divided into planning 
and operation studies. Operation studies are further divided into short and long term 
studies. Kreuze (1986) classified reservoir operation studies into three classes and gave 
the following examples: 
a) The first type aims at assessing the optimum output of a reservoir with long-term or 
seasonal storage. Determining monthly storages or releases is a typical example of this 
kind of studies which are called the strategic problems (Turgeon, 198 1). 
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b) The second type aims at assessing the short-term, hourly, daily or weekly storage 
required for meeting fluctuations in the demand for water, e. g. a hydro-project needs 
to produce little power in the night and peak power in the morning and perhaps in the 
evening (Kreuze, 1986). These types of studies are called the tactical problems 
(Turgeon, 1991). The storage requirements for this purpose is superimposed on the 
first one, but in case of a reservoir with substantial seasonal -storage, the storage 
requirements for the daily and weekly fluctuations in the demand are negligible. The 
storage capacity needed for this purpose is relatively so small, that it, is called 
poundage rather than storage. In some cases poundage requirements are important and 
have to be considered in an early phase of project preparation. That'is, in case of a so- 
called run-of-the-river project, in case of a pumped storage project and in case 
downstream conditions impose limits on the poundage operation. 
c) The third type of studies aims at devising operation rules for the operation in times 
of extreme floods and extreme droughts. 
2.1.5 Related Sublects t6 Reservoir Operation 
Reservoir operation studies are closely related to and affected by the flow, water 
requirements, reservoir sedimentation and reservoir losses. Thus, these issues have'to 
be studied when a reservoir operation problem is to be handled. 
2.2'RESERVOIR SYSTEM SIMULATION AND 
OPTIMIZATION MODELLING 
2.2.1 Simulation and Optimization Obiectives 
Reservoir-system-management and associated modelling, simulation and optimization, 
and analysis methods involve allocating storage capacity and stream flow between 
ý multiple uses and users in such a way that optimizes the use of water and minimises, the 
risks and consequences of water shortage, flooding and adverse environmental 
impacts. 
A simulation model is a representation of a system used to predict its behaviour under 
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a given -set of conditions. This representation is done on a computer, largely by a 
mathematical or algebraic description (Ackoff, 1961; Maass et al., 1962). In water 
resources, operation of the system is simulated period by period with known inflows, 
system characteristics and operating rules (Beard, 1972). Alternative runs of a 
simulation model are made to analyse the performance of the system under varying 
conditions, such as alternative operating rules. In 1953 US Army Corps of Engineers 
did an operational study for six reservoirs on the Missouri River. The result of that 
study was a simulation model, which is widely considered to be the first simulation 
model to appear in literature (Hall and Dracup, 1970). 
The term optimization is commonly used in literature with mathematical programming 
to come up to a mathematical formulation in which a formal algorithm is used to 
minin-fise or maximise an objective function subject to constraints. Where simulation 
models are limited to predicting system performance for a user-specified set of variable 
values, optimization models automatically search for an optimum solution. 
2.2.2 Considerations in Formulatiniz ModellinLy ADDroach 
Since each reservoir system is unique, several key factors are considered in formulating 
a modelling approach. Some of these considerations have been identified (Wurb, 1993) 
and will be used as a guide for modelling in this research. 
a) Model Development Environment 
A variety of models and general purpose commercial software are available. Therefore 
a choice has to be made between using or modifying an existing model or developing a 
new one using FORTRAN, C or a general purpose commercial software. 
b) Availability and Operational Status of Generalised Models 
If a model. is selected for use, the degree to which it has been tested in actual 
reservoir/river system is an important consideration. 
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c) Interpolation and Communication of Results 
For a model to be useful, results have to be displayed in a meaningful and 
understandable manner. 
d) Reservoir Purposes 
Reservoir purposes represent a key consideration in formulating a modelling approach. 
A distinction has to be made between flood control and conservation purposes, since: 
1) Hydrologic analysis of flood are event oriented while it is long-term-time-series 
oriented for droughts. 
2) Modelling flood wave-attenuation effects is important for flood control operations 
while other considerations such as evaporation are important for conservation 
operations. 
3) Modelling flood control uses daily or hourly stream flow data while it is daily, 
weekly or monthly for conservation. 
4) Simulation models are more suitable for flood-wave-attenuation modelling, while 
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mass balance computations done in conservation operations can use either 
simulation or optimization. 
Stream'Flow Data 
M6dellinigý"s'tudies are based on historical gauged-stream flow data adjusted to 
represent past, present or future flow conditions at certain locations. Stream flow 
4- 1'- 1! ^ : -- , dataý are used, as an input to a model, in different ways: 
1) Ostoncal sequences of stream flow. 
2) Synthetically generated stream flow sequences, which preserve selected statistical 
characteristics of the adjusted historical data. 
3) Stream flow represented as probability of distribution. 
4) Stochastic processes in various formats that capture the probabilistic characteristics 
of data. For example, the reservoir inflows in an explicit stochastic model may be 
represented by a transition-probability matrix that describes the discrete probability 
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of occurrence of a certain inflow depending on the occurrence of previous inflow. 
previous state, 
(0) (1) (c) 
z. (0) rq(0,0) q(0,1) ................. q(O, c)1 
current (1) q(1,0) q(1,1) .................. q(l, c) 
state i 
(c) Lq(c, O) q(c, l) .................. q(c, c) 
I 
is the transition matrix and q, (ij) is the conditional probability that the flow is in 
state' i at time t, given that it was in state j at time t- 1. 
An example of this function has been given by Kottegoda (1980). The states of flow 
have been divided into 0 and 1 units in summer and 1 and 2 units in winter. For a given 
winter inflow, the conditional probabilities of inflows in the following summer are as in 
Table (2.1). 
Table (2.1) Examples of conditional probabilities of inflow 
Inflow in 
Following 
Conditional probability for 
Summer winter flow =1 winter flow =2 
0 0.3 0.6 
1 0.7 0.4 
5) Synthesis of stream hydrograph from rainfall data using rainfall-runoff models. 
f) System Representation 
Simulation models represent operating rules in more detail, while optimization models 
compute the releases that optimize the objective function without tackling the details 
of operating rules. 
g) Measures of System Performance 
System performance can be measured by its yield or reliability. Some simulation and 
optimization models perform this kind of analysis. Economic-analysis models can be 
used to compare benefits and/or costs resulting from different operating plans. 
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h) Prescriptive Versus Descriptive Orientation 
Descriptive models, such as'simulation models, describe what will happen if a certain 
plan is implemented. Prescriptive models decide what plan is to be adopted to meet the 
decision criteria. Optimization models tend tO! be more prescriptive, 'since they exactly 
optimize the objective function. 
1) Computational Algorithms 
For the purpose of planning, construction and operation of reservoir'system, simulation 
with deterministic stream flow sequence has been used. However researchers are 
enthusiastic about applying optimization and stochastic analysis to reservoir operation. 
Simulation models have the advantage of better representing the characteristics of the 
system as well as the operation rules. They also carry out the computations period by 
period, so that future releases are not affected by future stream flows. 
The advantages of optimization models'are th'afthey allow more prescriptive analysis 
using a more systematic and efficient algorithm. However the following problems are 
encountered in optimization: 
1) When operating the system, a release is made without knowing future stream flow. 
2) General operating rules are needed more than computed releases corresponding to' 
specified stream flow sequences. In optimization releases that maximise or minimise 
the objective function are computed. Some trials have been done, to relate dynamic 
programming results to the design of operating rules and to reflect the effect of 
uncertainty of not knowing future stream flows. 
2.2.3 Studies Related to Reservoir Modellin 
As outlined in Section (2.1.5) of this literature review, the reservoir operation studies 
are highly related to river flows, reservoir losses and reservoir sedimentation. Here 
different methods that can be used in modelling these issues are discussed. 
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2.2.3.1 River Flow Analysis 
As mentioned in Section (2.2.2. e), stream flow data can be used as an input to a 
model in various forms. This can be a deterrninistic sequence of stream flow, as was 
used by Parikh (1966), who assumed complete knowledge of inflows. The flow can 
also be inputted explicitly in a form of a probability transition matrix (Section 2.2.2. e). 
Alternatively river flows can be modelled. The output for long-term flow modelling 
can take one of two possible forms (11irsch, 1981): probability distributions for stream 
flow volume during some period or a set of plausible stream flow traces covering that 
period. The latter can take forms of models that preserve certain statistical properties. 
a) Probability Distributions 
This is a direct method which describes random variables by their probability 
distribution (Loucks et al., 1981). This would enable to cope with uncertainty and, 
maybe, missing information. The normal distribution and its transformation, the 
lognormal distribution are the widely used distributions in engineering (Loucks et al., 
1981). The density function of a normal variable is : 
,ý -I ,L- 
Crx2)] C;. 2) *(X f(x) = [l/ (ý2n * exp[-1/(2 X -ýix)2] -00 <X< (2.1) 
Where g,, and cr, 2 the mean and variance of the random variable x. 
The normal distribution is symmetric about u., and can have values from -Co to +CO . 
This i's ý not always suitable for modelling stream flow, since they are positive and 
skewed., A suitable transformation can be made for the skewed distribution. The 
frequently used transformations are the power and logarithmic transformations. If Inx 
is normally distributed, then the variable x is lognormally distributed and its density 
function is: 
[1[(42na. 2)]* exp[-l/(2crx2)*(Inx-g. )2]* d(Inx)/dx 0<x< +oo (2.2) 
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Datta--'(1984) developed an optimization model in which he incorporated the 
probabilistic nature of flow by considering the distribution of actual stream flow. 
b) Synthetic Stream flow Generation 
Generated flows have been called synthetic or operational to distinguish them from 
historic flows. By generating a range of flow sequences that are likely to occur, the 
system design or policies can be tested better and understanding of the variability and 
range of possible future performances can be improved (Burges, 1979; Loucks et al., 
1981). Two techniques are used for stream flow generation (Loucks et. al., 1981): 
1) Fitting a statistical stream flow model to the historic flow. This requires the 
presence of., a long historic record and the stream flow to be stationary, i. e. its 
parameters do not change with time. The fitted model can then ýbe used in generating 
synthetic flows. 
2) If the stream flows are not stationary, it will be assumed that rainfall is a stationary 
stochastic process. Out of which synthetic rainfall sequences may be generated and 
routed through a suitable rainfall-runoff model to produce sequences of stream flows. 
Examples of the first category are the autoregressive models (AR) and autoregressive- 
moving average models (ARMA). They have been used extensively in hydrology and 
water resources (Salas et al., 1997). The mathematical formulation of AR models with 
constant parameters is: 
P 
y, =g +, jOj(y(t-j)-[t)+E4 
-, - j=l., 
Where. ', ", ", 
yt ý is the time dependent series 
F, is the time independent (uncorrelated) series 
Op are the autoregression coefficients 
the mean of series yt 
(2.3) 
Yang et al'I (1995) fitted ARI model for Bar-Sur-Seine, upstream Paris, and used the 
fittea'model to generate flow sequences in a study to compare real time reservoir 
operation techniques. 
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2.13.2 Evaporation Losses 
! 1! 
Th'e' rate of evaporation from a reservoir surface depends on a large number of factors 
ýI 
such as solar energy, wind speed, air temperature, humidity, water temperature and the 
presence of floating vegetation in reservoir (e. g. water hyacinth ). Usually this rate is 
estimated from pan evaporation data, but since the evaporation from a pan differs from 
that. of a reservoir, a correction factor has to be applied. For a so-called class-A 
e aporation pan, this factor lies between 0.7 for deep reservoirs and 0.85 for shallow 
reservoirs(a few meters deep). In case the reservoir is covered with floating vegetation, 
the, factor could increase to 1 for deep reservoirs and 1.15 for shallow reservoirs. 
These factors apply only to tropics where variations through the year are not large 
Kreuze; 1986). 
If no or only unreliable, as it is faced in this study, pan evaporation data are available 
1 
fhe evaporation can be estimated on the basis of climatological data. Winter et al., 
0995) evaluated the success of 11 equations for calculating evaporation from lake 
Williams in north central USA. It was found that Penman equation was among the best 
three equations that gave best results. Details of the Penman method will be given later 
in Chapter VI. Also evaporation losses can be estimated using water balance. 
2.2.3.3 Seepage Losses 
Seepage occurs mainly through the dam and the rims of the reservoir. Most reservoir 
banks, are ý permeable, but the permeability and leakage are very low (Linsley and 
Franzini, 1972). This seepage should always be small because a reservoir with a high 
rate of seepage is dangerous. Therefore seepage losses can be neglected. 
2.2.3.4 Loss of Storage due to Sedimentation 
Every system carries some suspended sediment and moves larger solids along the 
stream bed as, bed load. Since the specific gravity of soil material is about 2.65, the 
particles of suspended sediment tend to settle to the channel bottom but the upward 
currents in turbulent flow counteract the gravitational settling. When sediment laden 
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ater reaches a reservoir, the velocity and turbulence are greatly reduced. The larger 
ispended particles and most of the bed load are deposited as a delta at the head of the 
reservoir. Smaller particles remain in suspension longer and are deposited further down 
the reservoir, although the smallest particles may remain in suspension for a long time 
and some may pass with water discharged through sluiceways, turbines or spillway. 
The suspended sediment concentration of streams is measured by sampling the water, 
filtering to remove the sediment, drying and weighing the filtered material. Sediment 
concentration is expressed in ppm, computed by dividing the weight of the sediment by 
theweight of sediment and water in the sample and multiplying the quotient by 106 . 
The relation between suspended sediment transport Q, and stream flow Q is often 
represented by a logarithmic plot relation which may be expressed mathematically by 
an equation of the form: 
KQ' (2.4) 
Where n commonly varies between 2 and 3, and K, the intercept when Q is unity, is 
usually quite small (Linsley and Franzini, 1972). A sediment-rating curve may be used 
to estimate suspended-sediment transport from the continuous record of stream flow in 
the same manner that the flow is estimated from the continuous stage record by use of 
a stage-discharge relation. Having upstream and downstream discharge and sediment 
rating curves,,, the amount of sediment entering, leaving and consequently sediment 
deposited, in the reservoir can be estimated. 
The volume of sediment trapped represents a loss of storage capacity, which reduces 
the efficiency of a reservoir to regulate the flow. Methods used to predict various 
aspects of reservoir sedimentation can be broadly divided into two classes: empirical 
methods that are founded on fairly correct understanding of the physical processes but 
are based on the inductive analysis of data and mathematical models that are based on 
an analytical treatment of hydraulic and sedimentary processes in reservoirs 
(Mahmood,,, 1987). Examples of the two classes are discussed in more detail in the 
following paragraphs. 
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a) Trap Efficiency of Reservoirs 
Trap ýfficiency of reservoirs is defined as the proportion of incoming sediment load 
that is retained in the reservoir. Empirical methods to predict trap efficiency of 
reservoirs are represented by the graphical techniques developed by Churchill (1947), 
Brune, (1953) and Heinemann (1981). Of these Brune's curve, is most popular in 
practice, mainly because it uses a rather simple and readily available predictor. The 
I ,:, ; 'I-,, -Iý independent parameter in this method is the volume ratio of reservoir storage to annual 
water inflow and the dependent variable is trap efficiency. Brune median curve can be 
a proximated by p 
T= 100(1-[l/j222.92log(V(H. )/I)j]) (2.5) 
Where T Trap efficiency 
V(H. ) = reservoir capacity upto the mean operating level H.. 
I Average annual flow 
Both I and V are expressed in similar units of volume 
This method, Churchill and Heineman curves, cannot be used for a duration less than a 
year (Mahmood, 1987). 
For individ 
' 
ual reservoirs, curves can be drawn. Trijylo (1977) carried out a study to 
find the'trapping efficiency for the Highland Creek reservoir in USA. The trap 
efficiency is found by analysing data about sediment inflow and outflow and also by 
analysing reservoir survey and sediment inflow data. The computed trap efficiency by 
both methods were found to be 88% and 86% respectively. 
b) Mathematical Models 
,, T"ý-, , ,, 
In mathematical modelling the following equations are used (Mahmood, 1987): 
The governing equations of motion: 
I(Q/(gA)) Q2 / (2gA 2) + Y) + Sf 0 (2.6) 
ax 
Equation of Continuity of Bed Materials: 
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(C, A). P. a (BdZ) 
ax at at 
= (2.7) 
Q discharge; g= gravitational acceleration; A= area of x-section; y= water 
elevation; Sf = energy gradient; Gb = bed load; G, = suspended load; C, 
spatial sediment concentration in the cross-section; p. = density of sediment in 
bed; Bd= defonnable bed width; Z= bed elevation; x= distance along the channel 
bed measured in the downstream direction and, t= time. 
The above two equations require two supplementary equations. One relating Sf and the 
other relating transport quantities: Gb, G,, and C, to the flow and sediment size values. 
The ,y also require the initial conditions and boundary conditions to be specified. In 
reservoir' sedimentationg the accuracy of initial conditions is not very critical because 
the ,y are'oVeriaken by the deposition processes. At the downstream end, hydrograph of 
reservoir pool elevation provides boundary conditions and at the upstream end, the 
discharge and sediment inflow hydrograghs provide the necessary boundary conditions. 
The model results are very sensitive to the sediment inflow boundary condition and to 
the accuracy of supplementary equations used to compute sediment transport 
quantities. 'The above equations constitute a one-dimensional representation of 
sediment transients. They can be solved by one of the finite difference scheme 
(Mahmood, 1987). 
Here are some examples of simulation of fine grained sediment transport model: 
Ziegler and Nisbet (1995) carried out a 30-year simulation of cohesive sediment in 
Watts Bar reservoir, located in Tennesse. They concluded that the sediment model 
(SEDZL) can be successfully used to simulate the fine sediment transport. This model, 
(Ziegler and Nisbet, 1995), was successfully used in a number of aquatic systems 
including the FoxRiver, in Wisconsin (Gailani et al., 1991), the Pawtuxet River, in 
Rhode Island: (Ziegler and Nisbet, 1994) and Lake Erie (Lich et al., 1994). This 
sedimentation model was used in combination with a well-established hydrodynamic 
model called ECOM (Blumberg, 1994). The results from the hydrodynamic model 
provide info rmation about the transport field, horizontal and vertical velocities and 
water depth -, 
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c) Alternative Approach 
Storage volume of a reservoir, S, is a function of both the reservoir elevation, H, and 
time. The storage volume can be approximated by the following function (Yevdjevich 
1965): 
S =a H' (2.8) 
With a= T(t) and m= f(t), which are functions of time. This time function is a result 
of sedimentation process which is a function of time. 
If surveys are carried out, their results can be used to fix a relation between S&H and 
obtain values for "a" and "m". These obtained values can be used to fli-the relations a 
T(t) and m= f(t). These functions can be used to find the values of "a" and "m" at 
any time through the reservoir course of operation and hence the storage-water level 
relationship. 
2.3 SIMULATION OF RESERVOIR SYSTEM 
As outlined in Section (2.2.2) of this literature review, the simulation models represent 
the operation rules in more detail compared to the optimization models. They are 
usually used for, testing the operation rules derived from the optimization results. 
Therefore a description of simulation basic equations and examples of simulation 
models are given hereafter. 
2.3.1 Basic Simulation Eguations 
The basic equations in a reservoir operation study are the continuity equation (mass 
balance) and the reservoir state equation (Kreuze, 1986). 
The mass balance equation states that for a time period the inflow minus the outflow 
equals the increase in storage, Ds, or: 
Inflow - Outflow = Ds (2.9) 
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The reservoir state equation states that the storage at the end of a time period, Ste, is 
equal to the storage at the beginning of the time period, Stb, - plus the increase in 
storage, Ds. 
Ste = Stb + Ds (2.10) 
The outflow consists of useful outflow (irrigation, hydropower) + spill + losses. ý With 
a given reservoir size the benefits from the useful outflow is to be maximised and in 
each period a decision is to be made to divide the outflow between useful outflow and 
spill. If the outflow serves more than one purpose, rules have to be devised to 
maximise the benefits. If the inflow is modified by an upstream reservoir, the inflow to 
the downstream reservoir becomes subject to the operation of the upstream reservoir 
and to formulate an optimum operation, -both reservoirs 
have to be considered 
simultaneously. 
2.3.2 Time Period for Simulation Analvsis 
I 
In reservoir operation studies continuity equation has to be solved for every time 
period. As flood control models use an hourly or daily time intervals, conservation 
models use a daily, weekly or monthly time interval. The larger time interval of a week 
and month are more appropriate for planning purposes (Wurbs, 1993). For 
conservation models, Kreuze (1986) recommended to start with a period of month. If 
that interval is not adequate, a more detailed study can be made for months which are 
critical for a certain purpose. 
2.3.3 Examples of Simulation Models 
HEC-5 Simulation of flood control and conservation systems; is one of the more 
widely used reservoir-system simulation model (Mays and Tung, 1992). It was 
developed by Hydrologic Engineering Centre (Yeh, 1985). It has been used in studies 
of both proposed new projects and operational modifications of existing reservoirs. It 
is also used to support real-time operations. 
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,! 
ýHEC-3 was developed also by Hydrologic Engineering Centre. It can be used for 
reservoir-system analysis for conservation, but it does not have the comprehensive 
flood control capabilities of HEC-5 (Wurbs, 1993). 
_SV; 
DModel Hula (1981) described SWD model that simulates the daily sequential 
regulations, of a multiple reservoir system, performing geneýally the same types of 
hydrologic and economic simulations as HEC-5. 
_MITSIM 
Strzepek et al., (1989) provides the capability to evaluate the economic as 
well as hydrologic performance of a-river-basin system involving hydroelectric power, 
irrigation and municipal and industrial water supply. 
2.4 OPTIMIZATION OF RESERVOIR SYSTEMS 
1,1 1 optimization models are formulated to determine values for a set of decision variables 
that. will, maximise or minimise an objective function subject to constraints. The 
objective function and constraints are represented by mathematical expressions as a 
function "of decision variables. For a reservoir operation problem, the decision 
are typically release rate and end of period storage volumes. Constraints 
typIcally -include storage capacities and other physical characteristics of the 
reservoir/stream system, diversion or stream flow requirements for various purposes 
and mass balance (Yeh, 1985). 
2.4.1 Objectives and Oblective Functions 
The objective function is the heart of an optimization modeL The objective function 
may be a penalty or a utility function. The following objectives have been reflected in 
the, objective functions of various optimization models reported'in the literature 
reviewed. 
Nlinin'use pumping cost. 
Maiinuse hydropower production to increase correlation with demand. 
Maxinuse the return of a multipurpose multiple reservoir system. 
To optimise crop yield response to water deficit. 
To find least cost withdrawal and release pattern for water supply. 
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Maximise long term yield. 
Maximise the benefits from hydropower generated from excess water for export. 
Minimise losses resulting from floods. 
Minimise losses resulting from droughts. 
Minimise the loss of potential energy 
Maximise the daily power output. 
Minimise economic losses resulting from not meeting a specified target. 
1ý1inimise the purchase cost of imported power. 
Minimise shortage frequencies and/or volumes. 
Minimise shortage indices, such as the sum of the squared deviations between 
target and actual diversion. 
Maximise the minimum stream flow. 
Maximise reservoir storage at the end of the optimization horizon. 
Minimise spill and evaporation losses. 
ý, Minimise average monthly storage fluctuations. 
Maximise the length of navigation season. 
Maximise firm energy 
Maximise average annual energy 
Maximise the potential energy of water stored in the system 
Although several different objectives will typically be of concern in a particular 
reservoir system analysis study, an optimization model can normally incorporate only 
one o bjective function (Kottegoda, 1980). Multiple objectives can be combined in a 
single function if expressed in similar units; such as pounds. However objectives are 
often not'in similar units. Two alternative approaches are typically adopted to analyse 
trade-offs between objectives (Kottegoda, 1980). One approach is to execute the 
optimization model with one selected objective reflected in the objective function and 
the other objectives are treated as constraints. For example, the model might maximise 
average annual energy, subject to the constraints that a specified water-supply be 
maintained. Alternative runs of the model could be made to show how the average 
annual energy is affected by changes in the user-specified water supply. In many 
models the benefits and losses are included in the objective function while the risk is 
considered as a constraint (Van-On and Helweg, 1988). An alternative approach for 
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analysing trade-offs between similar objectives involve treating each objective as a 
, 
weighted component of the objective function. The objective function is the sum of 
each component multiplied by a weighting factor reflecting the relative importance of 
that objective. The weighting factors can be arbitrary, with no physical significance 
other than to reflect relative weight assigned to the alternative objectives included in 
the objective function. The model can be executed iteratively with different sets of 
weighting-factor values to analyse the trade-off between the objectives with alternative 
operating plans. 
The main three mathematical optimization models that have been applied to reservoir 
systems are (Lobbrecht, 1997): 
Linear Programming (LP), using a linear model. 0 
Dynamic Programming (DP), using a recursive model. 
Non-linear Programming (NLP), using a non-linear model. 
The word programming means the selection of an optimum allocation of resources 
after initial description and specification. The characteristics of each method, its 
application in water resources, its advantages and disadvantages will be discussed: 
2.4.2 Linear Programming (LP) 
2.4.2.1 ýP Characteristics 
a) Deterministic Linear Programming 
Linear programming is a relatively unsophisticated technique of system engineering. In 
LP the ob, " 
jective function to be optimised is of the form 
- "1 11-- 
U=AX (2.11) 
Where X [XIX2 ................... X, 
]T is a vector of variables denoting, for example, 
units of water supplied for domestic uses, irrigation ............. etc. 
A= [ ala2 .................. .. aj 
is a vector of constants representing, say, returns 
per unit of, water released and T denotes transpose. 
The optimization is subject to a set of m constraints 
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GX ý: H' 
in which the sign of inequality may be reversed and where 
0= 
F911 
................ 
gill 
Lg., 
............. gw 
j 
and, H= [h, 
h2h3 
................ 
h M]T 
Also there are generally, I non - negative constraints: 
XýO 
If the function is non-linear. and the linearisation is done in stages and at each stage the 
optimization model is solved, then this process is called successive linear optimization, 
SLP. Better results'could be obtained if the output from each iteration is used as an 
input to the next iteration (Lobbrecht, 1997). 
b) Stochastic Linear Programming 
Deterministic models do not account for the uncertainties in flows. Uncertainties of 
some parameters may be dealt with through sensitivity analysis, but still this procedure 
does not explicitly consider the uncertainty and may not lead to satisfactory results 
(Yeh, 1985). The main task under uncertainty is to derive a deterministic equivalent of 
the stochastic program. If this step is successful, then a standard optimization solution 
procedure can be used (Yeh, 1985). Some of the LP stochastic procedures are 
discussed here. 
b. 1) Stochastic LP for Markov Process 
The basic components of the Markov process are the "State" and the "Transition" 
attained by a "Decision". For reservoir operation the inflow and/or the storage at the 
beginning of each time period are the state. The release made in each time period is the 
decision and the system makes a transition from one state to another in successive time 
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periods (Yeh, 1985). Moran's theory of reservoirs is an application of Markov process. 
Moran's assumed discrete time units, discrete series of inflows which are not serially 
correlated and neglected losses (Kottegoda, 1980). Annual river flow data is generally 
appropriate for these assumptions, since they are independent. 
x Capacity Level 
9 
Z8 
Z7 
Z6 
Z5 
Z=4 
Z=3 
Z=2 
27= 1 
Z=0 
Reservoir bed 
Spill crest 
Conduit 
Sluice 
Dead storage y 
Minimum pool level 
Figure (2.1) Application of Markov process to reservoirs (Kottegoda, 1980) 
Z is finite reservoir state. - AZ value denotes a particular reservoir state or storage 
between two limits. Usually volumetric increments or differences with respect to 
Z=1,2 ......................... c-1 are equal. When Z= 0 reservoir is empty and it is full when 
Z=c (c =9 in Figure (2.1)). 
Xt is inflow 
Yt outflow 
Z,., + Y., - Y, subject to 0: 5 45C 
The dam content process is now a Markov chain with the states Z=1............ c and 
with a transition probability matrix (tpm). 
Probability that the reservoir is in state i at time t, given it was in state j at time t-1 is 
denoted by: 
qt(ij) = pr(Z= iI7,., = j) 
The collection of the one step transition probabilities q(ij) forms the probability 
transition matrix Q. 
If 
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previous state 
(1) ................... 
(O)Fq(0,0) ...................... q(O. c)l 
(1) 
current 
state 
i (c)Lq(c, O) . ....................... q(c, c) 
I 
Where 0: 5 q(ij): 5 1, for ij = 0,1,2 ....................... Eq(ij) =1 
i 
LIoyd (1963) extended Moran's theory to treat'serially correlated inflows, such as 
monthly inflows. Instead of writing the probability of transition from state Z., to state 
probabilities of transition from state (Z-I, Xt-1) to (Z, Xj are used., 
Manne (1962) demonstrated the application of LP model for a single reservoir. 
Thomas and Watermyer (1962) extended Manne's work by defining the initial state of 
the system as both inflow and storage rather than storage only. Loucks (1968) applied 
this approach by estimating the transition probabilities of inflows from historic record. 
b. 2) Stochastic Programming with Recourse 
In stochastic programming with recourse, the decision is made in, at least, two stages. 
A computational procedure was presented for a two stage LP model by Dantzig 
(1955). In this method, the activity levels are determined in the first stage, then a 
corrective action is followed in the second stage. Essentially the problem considered is 
to find the optimum solution of the vector X, in the following program ( Wets, 1966; 
Prekopa, 1980): 
min(CX+E[min(gY)]) (2.12) 
y 
Subject to 
AX=b (2.13) 
TX+WY =p (2.14) 
Xý: o , Yý: o 
El ) is the expectation with respect to the random vector p. 
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A is a m*n deterministic matrix. 
T is a k*n matrix. , 
W is k*j matrix 
b, c and g are m*1,1*n and 1*j vectors respectively; 
X and Y are n* I and j*1 vectors of decision variables; 
p is a k* 1 vector. 
Elements of T, W and p can be random variables. 
First a decision Xfe. ý (feasible ) is chosen (first stage) to satisfy; 
AXf,, = b, - XE K (2.16) 
in which K is the set of X vectors for which there is at least one Y for which (2.14) is 
satisfied for whatever p is realised after the decision for X is made. 
Each X will lead to some cost CX, and when the random event p is observed with 
certainty, the chosen X will finally lead to a recourse action Y (second stage) such that 
min gY 
y 
subject to 
WY =p- TXf,. Y>O 
1 (2.17) 
(2.18) 
At stage one a feasible solution, Xfe., which also feasible for stage two, is found. At 
stage two, the problem is solved when the random event, p, occurs. In water resources C) 
the second stage decisions may be represented by the loss of not meeting supply 
targets (Dorfman, 1962). It is easier to solve linear simple recourse problems with 
random variables being discrete, with uniform or normal distributions (Yeh, 1985). ' 
b. 3) Chance Constrained Linear Programming 
This stochastic programming model is attractive to practitioners (Yeh, '1985). It 
reflects the probability condition on the constraints. Chance-constrained formulation 
can be expressed in this form of stochastic programming: 
min CX 
x 
Subject to 
AX=b, PrJTXý: plýý(x Xý: O 
where 
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Pr( ) denotes probability. 
a is a m* 1 constant vector with components % (0 :5 c4: 5 1). 
C is aI *n vector 
X is a n*1 vector of decision variables 
A is a m*n deterministic matrix 
b isam*l vector 
T is a k*n matrix 
is a k*1 vector (element of T and p can be random variables). 
The idea of chance-constrained for LP optimization was first used, by Chames et al.; 
(1958), for determining refinery rates for heating oils to' meet stochastic weather 
dependent demands. Revelle et al., (1969) first used chance-constrained LP for 
reservoir system optimization. 
Consider the constraints PrJTX ý! pj ýý cc, (x scalar, T deterministic and 0: 5 a<_1. 
If the probability distribution function of the random variable p is, known, -, the above 
probabilistic constraint can be converted to a deterministic equivalent using the 
commulative probability distribution function of the random variable p, Fp. 
PrI, p: 5 TX ) ý: 
Fp(TX) ! a* a 
The resulting deterministic equivalent is 
T(X) ý: F; l (cc) 
Where Fl; '((x) is the inverse of the commulative probability function at the given value 
of (x. If ot is chosen to be 0.9, for example, then there will be 0.1 or 10 % probability 
that the constraint represented by Pr(TX>-p) ý: a will not be met. 
Chance-constrained formulation neither penalise the constraints violation nor provide 
recourse action to correct realised constraint violation as a penalty (Yeh, 1985). 
b. 4) Linear Decision Rules (LDR) 
Linear decision rules relate releases to storage, inflow and decision parameters. Revelle 
et al., (1969) first proposed this original LDR for reservoir design and/or operation: 
Rt = S,., - b, 
Where Rt release during time period t. 
(2.19) 
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S, 
-, storage at end of time period t-1. 
b, Decision parameter to be determined by the model 
This rule has the advantages that the release is determined at the beginning of the time 
period and it eliminates mathematical difficulties in formulating chance constraints 
(Sigvaldason, 1976). There are basic limitations of the rule. First, it yields conservative 
results. Possible explanation for this is that the rule may not take into account the 
complete nature of stream flow stochastically or the LDR is an additional constraint. 
Second limitation is that the solution from a LDR model is not guaranteed to be 
optimal since it reduces the number of possible operating policies and each flow in 
each period is considered critical (Loucks and Dorfman, 1975). 
Loucks (1970) proposed the following LDR that he termed "Linear release rule" 
Rt = St-, + It - bt 
Where, I, is the inflow during time period t. 
(2.19) 
He found that this rule had resulted in less conservative results than the original LDR. 
Here releases are not decided at the beginning of the period, but the release is adapted 
to match a value specified by the end of the period. Revelle and Kirby (1970) modified 
the original LDR to include evaporation losses using linearised storage-area curves and 
projected storage. Revelle and Gundelach (1975) proposed the following LDR to 
incorporate the stochastic nature of inflows: 
Rt = St., + PtIt - Pt_IIt_I . ................. . 
Pt-kIt-k 
. ......... + b, (2.21) 
0: 5 pi :519 
i=o 
............................. 
IýIhereIt, It-1. It-kare the inflows during time period t, t-1 and t-k respectively. 
A prior knowledge of current inflow and nonzero values of P, are required when 
using this rule. By approximate choice of the parameter, Revelle and Gundelach 
(1975), were able to achieve a smaller release variance with this rule but it required 
slightly larger reservoir capacity when compared to the original LDR. It also presented 
mathematical complexities. 
2.4.2.2 Application of Linear Programming Methods to Reservoir Systems 
In this section applications of different types of Linear Programming are reviewed and 
shown in Table (2.2). 
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2.4.2.3 Advantage & Disadvantage of Linear Programming 
In linear programming there are readily available solvers. Also linear programming has 
the advantage of having low dimensionality compared"to NLP. Therefore large 
problems can be solved using LP. But reservoir optimization problems are'non-linear 
when issues like hydropower and evaporation are modelled. To apply linear 
programming the non-linear functions should be linearised. The linearisation is usually 
carried out successively, as in successive linear programming SLP. In SLP the highly 
non-linear functions have to be linearised and the optimization problem solved in each 
iteration. This makes the process time consuming. 
Also the linearisation of the objective function and/or the constraints may cause 
accuracy problems when modelling a high non-linear function such as hydropower. 
Therefore linear programming is less attractive, compared to non-linear programming, 
when modelling systems with high non-linear functions such as hydropower and 
evaporation andaccuracy is required. 
2.4.3 Dynamic Programming (DP) 
2.4.3.1 Characteristics of DP 
a) Deterministic DP 
Dynamic programming, DP, is a method developed by Bellman (1957). DP is used to 
optimize multistage problems. DP has the ability to accommodate the nonlinearity of 
the optimized function. Also it can account for the uncertainty in flows (Yeh, 1985). 
When the returns are independent and additive then the recurrence function that 
maximises the net benefits of a single reservoir is (Loucks, 1981): 
T 
Maximise F, NBt (St, St. 1, Rt) 
t=l 
Subject to S,,, = S, + I, - R, for each period t. 
S,: 5 K for each period t. 
Where S, and S,,, are initial and end of period. storage volumes. 
(2.22) 
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I, and R, are inflows and releases during period t. 
K reservoir capacity. 
T number of periods within a year. 
Such a problem can be seen as a multistage decision process. The stages are the 
number of the periods and the states are the storage volumes. Moving backward in 
time, the general recursive equation for each period t with n stages (n>1), is: 
n n-I 
f, (St) max [NB, (S,, S, + I, - R,, R, ) + f,,, (St+I, -R, )] (2.23) 
Subject to R, ý: 0 
R,: 5 S, 
Where S, + It - Rt: 5 K 
b) Stochastic Dynamic Programming (SDP) 
Stochastic dynamic programming can accommodate the stochastic nature of inflow 
explicitly. Howard (1960) introduced the idea of returns based on the probability 
transition matrix. The probability transition matrix concept was discussed in Section 
(2.2.2. e) of this literature review. A stochastic dynamic programming applied on- a 
reservoir is of the following form: 
Ina, 
ft(St, I,,, )=max(Z P[III,,, ][B(R, )+ft. 1]) Rt I =0 
Subject to 
St, j = St + It -Rt -Et 
ljý, = 
fi(St, It. ýj)=max(I P[I, 11,,, ][B(Ri)] RI I =0 
Where 
ft(St, I,, ) return obtained from operating the system optimally. 
(2.24) 
S, and I, storage at the beginning of and inflow during period t respectively. 
B (R) return obtained from release R, during period t. Sometimes B may be 
expressed in terms of St as in case of power generation. 
P[I, II,,, ] transition probability function in which probability of inflow in 
period t, subject to inflow in period t+l, is found. 
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F, evaporation losses in period t. 
time period index, can be months. 
c) Incremental DP (IDP) and Discrete Differential DP(DDDP) 
In IDP an initial feasible state trajectory is assumed which represents an initial policy 
and an initial value of the objective function. The DP recursive equation is used to test 
the states which are just above and below the assumed trajectory. If a better value of 
the objective function is obtained, then the first trajectory is replaced by the new one. 
The process is continued until convergence is obtained, i. e. when no better value of the 
objective function is obtained (Yeh, 1985). DDDP is a generalisation of IDP 
(Nopmongcal and Askew, 1976). IDP or DDDP reduces the dimensionality. 
d) Incremental DP with Successive Approximation (IDPSA) 
This is a technique used for curse of dimensionality alleviation. In IDPSA a multiple - 
state variable dynamic programming is decomposed into a series of subproblems. Each 
subproblem has only one state variable. The solutions of the subproblems should 
converge to the solution of the original problem (Yeh, 1985) 
e) Reliability - Constrained or Chance Constrained DP (CCDP) 
In long term reservoir operation, trade-off between returns and associated risks should 
be considered. In DP these considerations are formulated as a probabilistic DP with 
discount. The probabilistic DP recursive function is: 
f, (S, ) = max P(I, ) tB(R, ) +rf,., (S, -, 
)) 
Rt 
Where: 
S, is the reservoir initial storage for period t. 
IIr= (i +1)" is the discount factor with a discount rate (i) 
B(R, ) is the benefit associated with release R, 
P(I, ) is the probability of (discrete) inflow I, 
(2.25) 
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f) Differential Dynamic Programming (DDP) 
- 
For certain DP problems, as in DDP, use can be made of special properties of the 
objective function and constraints. Problems in DP which have linear constraints and 
quadratic objective function are known as LQP problems. If the constraints are linear 
and the objective function is quadratic, separable and convex (for minimisation), then 
the decision is a linear function of the current state (Yeh, 1985). Recursive formulas 
can be derived to obtain coefficients of the linear decision. 
g) Progressive Optimality- 
The principle of progressive optimality can better be explained by an example given by 
Turgeon (1981). In progressive optimality state variables do not have to be discretized. 
The algorithm considered the tactical power generation of a system of hydropower 
plants in series. The aim was to determine the discharges Uik from the reservoir i in 
period k, where k=1........ K and i=1................... n. 
K 
rE C(Sk) nin , k=l 
Subject to xi' = xi 
k-I 
+ qi 
k- Ui k: X1 0= aiO : xi 
K= 
ai 
K Hi(xi k-1, UI k) + Sk = D4 
I 
0: 5x. k-l<x. /. O<U. k 
I-I--I 
Where: 
qj k is the total inflow to reservoir i in period k. 
Xi 
k is the content of reservoir i at end of period k, capacity xi' 
Hi(xi k-I , Ui 
k) 
power generated from plant i in period k. 
Sk is the energy imported with some cost C. 
Dk is the demand for energy in period k. 
C(Sk) production cost in period k. 
k 
ajo and a, initial and final contents of the reservoir i, respectively. 
(2.26) 
2.4.3.2 Application of Dynamic Programming Techniques to Reservoir Systems 
Here different applications of DP are reviewed (Table 2-3). 
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2.4.3.3 Advantages and Disadvantages of Dynamic Programming 
Dynamic programming is the widely applied technique for reservoir optimization. It 
has the advantage of accommodating non-linear objective and constraint functions. 
However the solution process is very slow and a dynamic programming problem is 
difficult to understand and lacks a standard mathematical formulation. Therefore no 
general DP solver has been developed. 
Dimensionality is the most significant disadvantage of dynamic programming. To 
reduce the dimensionality and improve the performance of dynamic programming, 
discretization is widely applied. Discretization reduces the dimensionality effect at the 
expense of accuracy. Therefore, as linear programming, dynamic programming is less 
attractive when accuracy is required. 
2.4.4 Non-linear Programmini! (NLP 
2.4.4.1 NLP Characteristics 
A general non-linear programming, NLP, problem can be defined as follows: 
minimise: fi (x), i=1............................... n 
subject to gi(x) :50, i=1......................... I 
hi(x) = 0, i=1.......................... 
xE 
f(x), g(x) and h(x) are the objective function, inequality and equality constraints 
respectively. The methods of solving the constrained and unconstrained non-linear 
programming problems will be dealt with in the next chapter. 
2.4.4.2 Application of NLP to Reservoir Systems 
In this section some NLP applications are reviewed (Table 2.4). 
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2.4.4.3 Advantages and Disadvantages of NLP 
In non-linear programming, the nonlinearity can be modelled more accurately than in 
linear programming and dynamic programming. Despite this its application to reservoir 
systems remains very limited for the following reasons: 
1) The complexity of the optimization problem. 
2) The large order of dimensionality and the long time taken to solve a problem which 
may limit its size. 
3) The convergence process is slow and much computer memory is needed. 
4) There is a need to find a feasible point in the solution space as a starting point in 
most of NLP algorithms. 
However, and due to development in computers, research in mathematical 
programming has addressed some of these difficulties in applying non-linear 
programming techniques to large scale non-linear systems. These developments and 
the fact that non-linear programming can model the nonlinearity more accurately than 
linear programming and dynamic programming have made the application of non-linear 
programming techniques to reservoir systems more attractive than the application of 
linear and dynamic programming. 
Lobbrecht (1997) surnmarised some of the characteristics , of the mathematical 
optimization methods (Table 2.5). 
Table (2.5) Comparison of characteristics of optimization methods 
Technique Solvable 
problem size 
Solution 
d 
Model complexity Solvers 
available 
LP Large fast moderate yes 
SLP Large moderate to 
fast 
moderate 
I 
yes 
I 
DP Very small very slow high to very high no 
NLP moderate slow high to very high yes 
2.4,5, Combined Technigues 
Some of the models combined the above described techniques. Table (2.6) summarises 
some of them. 
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2.5 NEED FOR MODEL DEVELOPMENT AND MODEL 
CATEGORISING 
From the literature review done, it can be seen that the application of optimization 
techniques to multipurpose, multiple reservoir system represents a challenge due to: 
1) Iligh state dimensionality of the related multireservoir systems. 
2) System nonlinearities which complicates the application of mathematical 
programming methods. 
3) Dynamic or multistage character of the reservoir system operation problem which 
results in high dimensionality. 
4) The stochastic nature of stream flow inputs which have their impacts on system 
reliability. 
5) Not suitably interpreting optimization results into practical means, such as 
operating rules. 
6) Difficulties in representing the effect of some related issues. 
Some work was done in which trials were made to alleviate the effects associated with 
these characteristics. This can be summarised as follows: 
Dimensionality 
The effect of dimensionality can be alleviated by applying one of the following 
techniques: 
a) Discretization 
In discretization the continuous space of the reservoir content and/or inflow is replaced 
by a discrete one (Lochert and Phatarford, 1979). Moran (1959) suggested the 
following discretization for the reservoir content space [0, K-M]. He divided the 
content space into K-M+1 intervals; [0,1/2], [1/2,3/2] ............ . [K-M-3/2, K-M-1/21, [K- 
M-1/2, K-M], (K is the reservoir content and M is the release). However the coarser 
the discretization the less the dimensionality obtained but this is obtained at the 
expense of accuracy. 
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b) Aggregation 
The dimensionality problem can be avoided by replacing the large number of reservoirs 
by only one aggregated reservoir (Liang et al., 1996). Liang replaced an eight 
multipurpose reservoir system in Upper Colorado by only one aggregated reservoir. 
The aggregation should be followed by a problematic disaggregation step to determine 
each reservoir release targets (Pereira and Pinto, 1985). 
c) Decomposition 
Most of the dimensionality reduction methods decompose a system into subsystems 
and then use iterative methods to reach a solution (Yeh, 1985). Arunkumar and Yeh 
(1973) proposed a decomposition approach for a multireservoir system. For a system 
with m reservoirs, they fixed the operating policies of (m-1) reservoirs, (say 2 to m), 
and optimized w. r. t reservoir 1. The optimized policy of reservoir 1, then replaces its 
initial policy. Then reservoir 2 is chosen for optimization while having fixed operating 
policies for reservoirs 1,3 ............. m. The process is continued until the policies do not 
change or a certain desired level is obtained. 
2) System Nonlinearity 
Reservoir optimization problems are mainly non-linear since they contain non-linear 
functions such as evaporation or power production functions. The most common 
practice is to Hnearise these functions and solve the problem using Linear 
Programming. This results in an approximate solution (Lobbrecht, 1997). The direct 
use of non-linear programming techniques, which have not been widely used, 
represents the system more realistically. 
3) Dynamic or Multistage Character of Reservoir System 
The decisions in reservoir operation are made in different stages i. e. months. If a 
monthly, weekly, daily or hourly operation of a system is to be considered over a 
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period of one year, then the number of the state variables will be large and a problem 
of dimensionality will be faced. To deal with such a problem, in dynamic programming, 
the state variables are discretized. The discretization improves the dynamic 
programming performance. This improvement is achieved at the expense of accuracy. 
4) Stochastic Nature of the Flow 
The stochastic nature of the flow can be expressed implicitly or explicitly. The implicit 
models incorporate the stochastic nature of the flow by incorporating synthetic stream 
flows while explicit models incorporate explicitly a conditional probability matrix as in' 
SDP (Karamouz and Vasiliadis, 1992). 
The explicit optimization methods are well theoretically based but they (Lund and 
Ferreira, 1996): 
a) 'Suffer from computational inconvenience and limited computational feasibility. 
Previous treatments simplified computations at the expense of accuracy by neglecting 
the inflow correlation and adopting a coarse state dicretization (Piccardi and Soncini 
Sessa, 1991). 
b) Require explicit representation of probabilistic stream flow. This representation is 
uncertain itself and statistically difficult. 
On the contrary deterministic methods of which the' 'implicit optimization is a 
sophisticated application are more detailed and can be solved quickly and easier to 
explain. Recent applications of implicit stochastic optimization mixed optimization, 
regression and simulation to derive and test operating rules (Bhaskar and Whitlatch, 
1980; Karamouz and Vasiliadis, 1992; Lund and Ferreira, 1996). However 
comparisons of explicit and implicit stochastic techniques have found that the latter 
produced better results, because they represent inflows less coarsely than the explicit 
techniques (Karamouz and Houck, 1987). 
5) Interpretation of Optimization Results 
Not many of the studies done were directly concerned with the implications of the 
application of the optimization results to actual problems (Goulter and Tai, 1985). 
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Optimization results can be made more practical and useful if they are used to 
generate operating rules. Young (1967) first proposed how to obtain operating rules. 
from a deterministic optimization results. He suggested doing a least squares 
regression of the optimal releases against any preceding characteristics of an optimal 
operation. 'These could be previous seasons' releases, inflows and storages. Karamouz 
and Houck (1982) derived operating rules by applying regression analysis to 
deterrninistic dynamic programming results and used simulation to test the derived 
rules. They used the following simple linear operating rule: 
Rt =aI, + bSt 
Where 
(2.27) 
a, b and c are constants that can be found by least squares multiple regression. 
can be regressed against S, *, R,, *, Rt-2-v It9 It-I or any other characteristics of the 
operation that precede in time the release in period - t, to find the coefficients of the 
operating rule. R, *, R, -, 
*, St*, R,., *, Rt-2*, are optimum releases and storages. , 
Bhaskar and Whiflach (1980) compared the results obtained using more complex non- 
linear and this simple linear operating rules on dynamic programming results. It has 
been found that the results obtained from the latterwere as good as or better. than 
those obtained from applying the former. However the results of both linear and non- 
linear regression models were very poor during some months. 
6) Representation of the Effect of Some Reservoir's Related Issues 
As 
'mentioned 
in Section (2.1.5), the reservoir operation is related to many subjects 
such as evaporation, sedimentation and demand estimation. To simplify the reservoir 
optimization, some of the issues that may influence the results are not considered. 
Evaporation, which is non-linear, is not incorporated in many works to avoid the 
nonlinearity. Also no much work, if not at all, has been done to investigate the effect 
of sedimentation on optimum reservoir operation. 
From the above discussion it can be noticed that: 
a) Most of the techniques widely used now simplify and then approximate the solution 
of the optimization problems. Therefore there is a need for using techniques that 
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represent the system more accurately. Non-linear optimization techniques, which have 
not been widely used, represent the nonlinearity of the reservoir system better than any 
other techniques. 
b) Implicit stochastic stream flow represents the nature of the flow more realistically 
and easier than the explicit stochastic stream flow. 
c) Not much work has been done to transfer optimization output into practical means, 
i. e. operating rules. 
d) The effects of some issues that influence optimization results, like sedimentation, 
has not been investigated. 
Therefore there is a need for developing a model that takes into account these 
considerations. The model can be categorised as: - 
1) The model will be developed for a system of two reservoirs in series that are used 
for irrigation, hydropower generation and low flow augmentation. Therefore the model 
can be considered a multiple reservoir multipurpose model. 
2) Out of the optimization results, regression analysis will be used to derive reservoirs 
operating rules. Therefore the model is viewed as a" planning" rather than a "real 
time" model. 
3) The model will incorporate the stochastic nature of the flow implicitly by 
incorporating synthetically generated stream flows. Therefore the model can be 
classified as an implicit stochastic model. 
4) The model will use non-linear objective function and some non-linear constraints. 
This is why the model is categorised as non-linear. 
2.6 CONCLUSIONS 
The widely used linear and dynamic programming models approximately represent the 
reservoir optimization problem. The first due to the linearisation process and the 
second due to the widely applied disceritization technique used to reduce 
dimensionality. When modelling highly non-linear systems and accuracy is required, 
then there is a need to apply techniques, such as non-linear progranuning techniques 
investigated in Chapter III, that enhance the accuracy. Application of non-linear 
programming in reservoir operation is problematic. A trial will be made here to apply 
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some of these techniques, see Chapter IX, and this forms the basis for hypothesis (5) 
and objectives 1 and 2. - "I -11,1 ,I'. ý 
Due to the complexity of reservoir optimization problems, usually they are simplified 
by not considering all the issues involved at a time. However it is claimed here that 
most of the issues involved such as demand modelling, sedimentation effect, flow 
uncertainty, evaporation losses can be incorporated in or linked to the optimization 
model and this forms the basis for hypothesis 1,2,3 and 4. The results of 
sedimentation, evaporation, flow and demand modelling are shown respectively in 
Chapters V, VI, VII and VIII respectively and the effects of sedimentation and water 
use are investigated in Chapter XI. 
Optimization models compute releases that maximise or minimise the objective 
function without tackling the details of the operating rules. General operation rules are 
needed more than computed releases corresponding to specified stream flow 
sequences. No trials have been made to derive operation rules out of non-linear 
optimization results. Therefore a trial will be made here, see Chapter X, to derive linear 
and non-linear operation rules using non-linear optimization output. This forms the 
basis for hypothesis 6 and ob ectives 2 and 3. j 
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CHAPTER III 
NON-LINEAR PROGRAMMING TECHNIQUES 
Summary - As was explained in Chapter II, there is a need for applying Non-linear 
Programming Techniques to reservoir systems. Therefore different NLP techniques 
will be reviewed in this chapter. Although reservoir optimization problems are 
constrained, some of the constrained optimization techniques use unconstrained 
optimization techniques to solve these problems. Therefore both the constrained and 
the unconstrained NLP techniques will be reviewed aiming at reaching the most Cý 
appropriate technique for application to reservoir systems (Chapter IX). Some terms 
related to NLP techniques and used here are reviewed first. 
3.1 DEFINITIONS 
3.1.1 NLP Problem 
In NLP an objective function is optimized. The variables of the function are 
constrained by a set of equality and inequality functions. At least one of the functions 
should be non-linear. A definition of the non-linear programming problem is: 
minimise f(x) 
subject to gi(x): 5 0, i=1.......................... M. 
hi(x) = 0, i=1.......................... 1. 
XG R'. 
Notes: 
1) f(x) is the objective function. 
2) gi(x): 5 0, iI........................ m, is the inequality constraints. 
3) h, (x) = 0, iI........................ 1, is the equality constraints. 
4) x is a feasible vector which satisfies the constraints of NLP. The set Ix C= R': gi(x) :5 
ý 0, i=1...................... m, hi(x) = 0, i=1.......................... I Jis the feasible region. 
5) In NLP it is normally assumed that all the functions involved are at least twice 
continuously differentiable. 
51 
6) An objective function that maximise f(x) can be included in NLP since maximising 
f(x) is equivalent to minimising -f(-x) . 
7) "ý: " constraints can be included in NLP by multiplying these constraints by (- 1). 
The constraints become ": 5" ones after the multiplication. 
3.1.2 Necessary and Sufficient Conditions for ORtimality in 
Unconstrained Optimization 
The necessary conditions are the ones that must be true for every local optimal 
solution. A point satisfying these conditions need not to be a local minimum, but is a 
candidate for that. A point is described as a strict local minimum if it satisfies the 
sufficient conditions. 
Necessary Conditions 
First order condition: 
Vf(X*) =0 
x. is a local minimum and f is differentiable'at x.. 
Second order conditions: 
Suppose f is twice differentiable at x*. If x* is a possible'local. minimum, then, 
Vf(x*) =0 
G (x the hessian V2f(x*), is positive semidefinite. 
Sufficient conditions 
Suppose f is twice differentiable at x*. If x* is a strict local n-ftimum then: 
Vf(x*) =0 
G(x*), the hessian, is positive definite. 
3.1.3 The Lap-ranp-ian 
The Lagrangian L(x, u, v) associated with NLP is defined by 
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mI 
L(x, u, v) = f(x) +Jui gi(x) + Evi hi(x) - (3.1) 
i=l i=l 
Where, ui and vi are called Lagrange multipliers. 
3.1.4 Convergence 
The order of convergence of the sequence x(k)isdefinedaspsuchthat, ý- ý- 
UM 
lix (k+l) - X* 
11 
(k) P =Y<00 (3.2) 11 
X11 
p is order (rate) of convergence, and y is asymptotic error constant (a e c). As p 
increases, then the convergence is fast. 
If p=1 and 0<y<1, then the convergence is linear. 
if p=1 -and Y=0: or if p>1, then the convergence is superlinear. 
If p=2, then the convergence is quadratic. 
Quadratic convergence => superlinear convergence. 
3.2 UNCONSTRAINED NON-LINEAR PROGRAMMTING(UCNLP) 
The reservoir problem to be dealt with later is a constrained one. The constrained 
methods that will be used to solve this problem may use unconstrained methods. 
Therefore these unconstrained methods will be discussed first. According to Rao 
(1996), the unconstrained minimisation methods are classified into two classes: direct 
search methods and descent methods (Table 3.1). The main difference between the two 
classes is that the former don't require the derivative of the function while the latter 
require the first and/or the second derivatives of the function. The ý direct search 
methods, with the exception of Rosenbrock and Simplex methods in some 
applications, are less efficient than the descent methods and are suitable for simple 
problems with a small number of variables (Rao, 1996). These methods seem to be 
inadequate to reservoir optimization problems, which usually have a large number of 
variables. Therefore these methods will not be discussed further here and the 
discussions will be limited to the more powerful descent methods. 
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Table (3.1) Unconstrained minimisation methods 
Direct Search Methods Descent Methods 
Random Search Methods Steepest Descent Method 
Univariate Methods Conjugate Gradient Methods 
Pattern Search Methods Newton's Method 
Powell's Method Quasi-Newton Methods 
Hooke-Jeeves Method (Variable Metric Methods) 
Rosenbrock's Method 
Simplex Method 
For x. to be an optimal solution of a function f(x), the sufficient condition in Section 
(3.1.2) should be satisfied. It is possible to find a local minimum by solving the first 
condition and testing the second for positive definiteness. However this is not viable, 
since it can be very difficult to solve the first condition. Instead, all the optimization 
algorithms follow an iterative scheme which produces points with decreasing values of 
f until a good estimate is obtained of a local minima. This general iterative scheme is 
shown in Figure (3.1). All the unconstrained optimization methods require an initial 
point, x(l), to start this iteration scheme. They only differ from each other in generating 
the new point x(k") from x(k), and in testing x(k") for optimality (Rao, 1996) 
Figure (3.1) General iterative scheme of optimization 
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start with a trial pt XIII 
To implement this iterative scheme the descent methods follow an algorithm called the 
descent algorithm. The steps carried out in this algorithm are: 
1) Start with initial estimate x(l) for some local minimum. Set k=1. 
2) Find a descent direction d(k) for x(k), i. e. find d such that 
Vf(X(k))T &),,: ý 0 (If the search is exact, then Vf(x 
(k))T d(k) = 0) . 
3) Compute ak such that f(x 
(k) + (xk e)) < f(x(k)). Typically, 
f(x (k) + akdk)) = min f(x(k) + cc d(k)) 
This step is known as a line search & cc is the rninimisatlion step length in direction e). 
4) set xk" = X(k) + (Xk 
&)- If X(k+l) is near a local minimum then stop. This is known as 
a convergence test. Otherwise set k= k+l and return to step 
3.2.1 Steepest Descent Method 
This method arises from the general algorithm by selecting the search direction to be in 
the opposite direction to the gradient vector. i. e. e=- g"', (g = Vf). Figure 3.2 
shows the flow chart of the steepest descent method. 
start with x(l) 
set k =1 
I find the search direction d(k) =- Vf(k)= -g(k) 
I 
I find akto minimise ffxý') + ak dk) )I 
setk=k+l II set X(k+1) = X(k) + (Xk 
No 
is 
ý yes 
take x,, pt =x 
(k+l) 
Figure (3.2) Flow chart for steepest descent method 
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Steepest descent method guarantees to start in a descending search direction, and this 
makes it to look as the best unconstrained minimisation techniques. The method is 
criticised for being very slow in convergence'to the optimum solution (Rao, 1996). 
3.2.2 Conjugate Gradient Methods 
Since the steepest descent method is slow iný convergence, ' the conjugate gradient 
method was developed to improve the convergence characteristics of this method. Any 
minimisation method that makes use of the conjugate directions is quadratically 
convergent. Quadratic convergence insures that the method minimises a quadratic 
function in n steps or less (Rao, 1996). "n" is the number of variables in the function. 
Therefore if any general function is approximated as a quadratic, then this method is 
expected to find the minimum in a finite number of iterations. 
The iterative procedure of the conjugate method can be stated as follows 
1) Start with an arbitrary initial point x(l). 
2) Set the search direction d(l) =- Vf(x(1)) g(l) 
3) Find the point x (2) according to the relation 
X(2) = x(')+ (xt* d(l) 
Where al * is the optimal length in the direction d(l). Set k=2 and go to next step. 
4) Set 
dkgk+d k-I 
Where 
9 (k)( g(k) _ g(k-1)) (3.3) 
dk-1) (g (k) g (k-L) 
5) Compute the optimum step length(Xk*in the direction &) and find the new point 
x 
(k+l) 
=X 
(k) + ()Ck* &) 
6) Test x(k") for optimality. Stop if it is optimal, otherwise set the value of k=k +1 
and go to step 4. 
These methods are vastly superior to the steepest descent method but they are less 
efficient than Newton and Quazi-Newton methods if they are not performing on 
quadratic functions. These methods are very efficient when they are applied to 
quadratic functions (Rao, 1996). 
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3.2.3 Newton's Method - '. I, 
The steepest descent method fits a tangent plane locally to the function at the point x 
and so uses the first partial derivative. This tangent plane is a linear approximation of 
the function at. x(k). Alternatively the function may be quadratically -approximated 
(using Taylor's expansion) by making use of the second partial derivative. The 
minimum of this quadratic could then be taken as an approximation to the minimum of 
the real function. This is the basis for Newton's method. The basic iteration of Newton 
method is, Cl I 
x 
(k+l) 
=X 
(k) 
- G(x 
(k))-l g(x (k)) I-1. i. ý, (3.4) 
Where 
g(x(k)) is the first derivative of the function f. 
G(x(k))-l is the inverse of its hessian. 
Newton's Method finds the minimum of a quadratic function in limited iterations. But 
if the function is not quadratic, the method may diverge and it may converge to a 
saddle point or a maximum (Rao, 1996). To avoid this a modification of the basic 
iteration was made by including some step length, (P), to be taken in the search 
direction -G(x(k))-l *g(x(k)). The iteration becomes, Modified Newton, 
x 
(k+l) 
=X 
(k) 
- cc(k) G(x(k))" g(x(k)) (3.5) 
As described in the steepest descent method, cc(k) can be chosen to minimise f(Xk+l). 
Newton's modified method has the advantage of avoiding convergence to a saddle 
point or a maximum, which is faced by Newton's original method. Despite that the 
method remains impractical-for problems involving a complicated objective function 
with a large number of variables. This is mainly due to the facts that 
1) The method requires the storage of the n*n matrix G. 
2) It becomes very difficult and sometimes impossible to compute the elements of the 
matrix G. 
3) The method requires the inversion of the matrix G at each step. 
4) The method requires the evaluation of the quantity G-1 g(x) at each step. 
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3.2.4 Variable Metric Methods (Ouasi - Newton Methods) 
A method that takes the advantages and avoids the disadvantages of both steepest 
descent and Newton methods was proposed by Davidon W. C. (Fletcher. and Powell, 
1963). The steepest descent method reduces the function value when the vector x(k) 
is 
away from the optimum point x.. Newton Method, on the other hand, converges very 
fast when the vector P) is close to x*. Therefore the method starts as steepest descent 
and changes to Newton method as the number of iterations increase. The method is 
known as Davidon - Fletcher - Powell, DFP, method because of the refinements made 
by Fletcher and Powell. 'However this is one method out of many that use the same 
principle and known collectively as variable metric or Quasi - Newton methods. The 
basic idea of the Quasi-Newton methods is to approximate either the hessian or the 
inverse hessian, in Newton's modified method, by-an other matrix, H, using only the 
first partial derivatives. The general iteration of all these methods is - 
x 
(k+l) 
=X 
(k) 
_ Cc 
(k) H(k) 9k, (3.6) 
Where 
lfk) is a symmetric positive definite approximation't'O G(x(k3)-l 
0) is the step length along the search direction d 
(k) 
=_ I-fk) gk. 
Generally I-V) = I., I., is the identity matrix. Therefore the first step follows steepest 
descent. As k increases I& approximates G(x(k))" more closely, but no matrix 
inversion or second partial derivative of f(x) are needed. In this way the method in the 
ir'utial steepest descent like stages attempts to generate a sufficiently good estimate of 
the minimum x* in order that the Newton like steps in the later iterations can speed up 
the convergence of x(k) to x*. The different variable metric methods are obtained from 
the different ways of updating H'ýk) (the metric). 
In order to have quadratic termination in" case of a general function f(x), le") should 
satisfy the following Quasi - Newton condition, 
lfk+l) q 
(k) 
= P(k) 
Whýre 
(k) 
=X 
(k+l) 
_x 
(k) 
(3.7) 
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q 
(k) 
=g 
(k+l), 
- 9 
(k) 
le, l) = Ifk) +A(k), where 
A(k) is the update matrix. 
The update of IP") can be obtained by the use of one of the following formulae: 
1) Rank One Update Formula 
If") + (P (k) -H 
(k) 9 (k) )( p(k) _ Ifk) Q(k) (3.8) 
( p(k) _ 11(k) q 
(k) )T q 
(k) 
This formula has quadratic termination since it satisfies the Quasi -Newton Condition. 
But the formula does not preserve, the positive definiteness of H(k) with the 
consequence that the search direction may not be downhill. The denominator of the 
update Aý), can become unacceptably small or even, vanish, causing serious numerical 
difficulties. If these difficulties are not faced, rank one formula would be very efficient. 
2) Broyden - Fletcher -Goldfarb-Shanno (BFGS) Formula 
k") =H 
(k) 
+ (1 + (q 
(k))TIP) 
q 
(k)). 
P(k)(P(k))T - (p(k)(q(k) 
)T P) + W) e) (P(k))T) (3.9) 
(P(k))TqM (P(k) )Tq (k) (p(k))T q(k) 
3) DFP Method 
Ifk) 
- W)q(k) 
(e))T W) + P(k) (P(k))T 
(q (k))T I&q (k) p (k) q 
(k) 
(3.10) 
BFGS and DFP methods belong to rank two update family, (rank 2 means that the 
update matrix has two columns). They update the inverse hessian function. According 
to Fletcher (1980) and Rao (1996), the BFGS method shows superlinear convergence 
near the optimum point x and that numerical experience shows that BFGS method is 
less influenced by errors in finding oý compared to DFP. 
The BFGS method can be described as follows (Rao, 1996): 
1) Start with an initial point x(l) and a n*n positive definite symmetric matrix If) as an 
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initial estimate of the inverse of the hessian matrix of the function L Usually the 
identity matrix I,, is taken for 11(l). Compute the gadient vector Vfj = Vf(xj) = g(x(l)) 
and set the iteration number as k=1. 
2) Compute the gradient of the function, g(x(k)),, at the point x(k), and set 
k) = ý1& g(X(k)) 
3) Find the optimal step length ock . in the direction e and set 
(k+l) 
=X 
(k) + (Xk* d (k) 
4) Test the point xk" for optimality. If llg(x()) 11 < F-, where c is a small quantity, take 
x*=x 
(k+l) 
and stop the process. Otherwise, go to step 5. (11XII =41 Xi2 = 
qxýx ). 
Update the hessian matrix using equation ( 3.9) 
6) Set the new iteration number as k=k+1 and go to step 2. 
3.3 CONSTRAINED NON-LINEAR PROGRAMMING 
There are many methods to solve the constrained problem defined in Section (3.1.1 ). 
These methods, as shown in Table (3.2), can be classified in two broad categories: 
direct. and indirect methods. In the former, the constraints are handled in an explicit 
manner whereas in most of the indirect methods, the constrained problem is solved as a 
sequence of unconstrained problems. 
An indirect method, Augmented Lagrange Method (ALM), which combines Lagrange 
multiplier and penalty function methods,. will be applied to solve the formulated 
optimization problem. Reasons for this choice are discussed in Section (3.3.4). 
I- 
Table (3.2) Constrained optimization techniques 
Direct Methods Indirect Methods 
Random search methods Transformation of variables techniques 
Heuristic search methods Sequential unconstrained minimisation 
Complex method techniques. 
Objective and constraint approximation Interior penalty function method 
Sequential linear programming method Exterior penalty function method 
Sequential quadratic programming Augmented lagrangian multiplier 
Method method. 
Methods of feasible directions 
Zoutendijk's method 
Rosen's gradient projection method 
Generalized reduced gradient method 
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3.3.1 Exterior Penaltv Method 
In the exterior penalty method, a penalty term is added to the objective function for 
any violation of the constraints. This method generates a sequence of feasible and 
infeasible points whose limit is an optimum solution of the original problem. 
A suitable penalty function, (x(x), should add positive penalty for infeasible points and 
no penalty for feasible points. For the general NLP problem 
Minimise f(x) 
S ubj ect to gi(x) :50 for i=1........................ M. 
hi(x) =0 for i=1......................... 1. 
a suitable penalty function is defined by 
mI 
(x(x) =1 0[gi(x)] +Z XV[hi(x)] 
i=l i=l 
Where 0 and xV are continuous functions satisfying 
0(y)=Oif y: ýO and 0(y)>O if y>O 
W(y)=Oify=Oand xV(y)>Oify#O. 
Typical fonn of 0 and W are : 
0(y) =[ maximum[O, yl]l 
W(Y) = lylp 
(3.11) 
Where p is a positive integer. p can take the value 2 to overcome the differentiation 
problems. Substituting for 0 and V, the penalty function becomes, 
m 
]2 + (x(x) =7. [maximum(O, y) IY12 (3.12) 
Adding the penalty function and the objective function, the auxiliary function, f(x) + ýt 
a(x), is obtained. When findincy the optimum solution of this function, the penalty 0 
parameter, g, will have infinite values. 
3.3.2 Barrier Function Method(Interior Penalty Method) 
In the barrier method, a penalty term that prevents the points generated from leaving 
the feasible region is added to the objective function. The method generates a sequence 
of feasible points whose limit is an optimum solution of the original problem. 
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3.3.3 Augmented Lagrangian Penalty Function (multi[! Iier penalty) ý 
The Augmented Lagrangian Penalty Function, Falap finds an exact optimum for finite 
penalty parameters. Also F. 1ag enjoys the property of being differentiable. If only the 
equality constraints are considered in the general optimization problem defined earlier, 
then the function will be (Conn et al., 1996) 
11 
F, a(x, v) = f(x) +Z vihi(x) + (l/2g) Z hi 1 (x) (3.13) i=I i=I 
3.3.4 Remarks on Constrained Optimization Methods 
The following remarks can be made on direct optimization methods (Rao, 1996): 
1) The direct search methods are less efficient than indirect methods. 
2) The complex method becomes inefficient quickly as the number of variables 
increases and it cannot be used to solve problems with equality constraints. 
3) Some other direct search methods approximate the objective and constraints 
functions. This produces very efficient techniques, but at accuracy expenses. 
For these reasons, only the indirect methods will be considered further. The 
transformation of variables techniques method, which is an indirect method, will also 
be excluded, since it requires very simple constraint functions and this might not be 
the case when considering a reservoir optimization problem. In the interior and 
exterior penalty function methods, the penalty function is added to the objective 
function to form the auxiliary function, f(x) + gcc(x). The problem with this function is 
that, in finding its optimal solution, the penalty parameter, R, will have infinite values 
(Bazaraa et al., 1993). This problem is avoided by using the Augmented Lagrange 
Multiplier Method. Therefore this method has been chosen for use in this study. 
3.4LANCELOT 
Lancelot is a Fortran software package designed for solving large scale non-linear 
problems (Conn et al., 1996). The package uses the efficient Augmented Lagrangian 
Multiplier Method (described in Section 3.3.3). In the package a quadratic model is 
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built and the conjugate gradient method, which is very efficient in solving quadratic 
models, is used (see Section 3.2.2). Finally the package tests the agreement between 
the quadratic and the original models. The methods used by the package are the most 
efficient ones. Therefore this package has been chosen for application in this research. 
Full description of Lancelot algorithmic structure and how it works will be given in 
Chapter IX. 
3.5 CONCLUSIONS ý 
The reservoir optimization problem to be solved here, is constrained. To solve this 
problem it would be converted first into an unconstrained optimization problem using 
the Lagrangian Multiplier Method, since it is suitable and less problematic compared to 
other methods. To solve this unconstrained problem, the descent methods are 
preferred over the less efficient direct methods, which are suitable for simple problems 
with a small number of variables. Further a choice has to be made among the descent 
methods. The steepest descent - method has the problem of being very slow in 
convergence to the optimum solution. Conjugate gradient method was developed to 
overcome this problem. These methods are far better than the steepest descent method, 
but are less efficient than Newton and Quasi-Newton Methods when applied on 
nonquadratic functions. Newton method on its part has the problem of converging, 
sometimes, to a maximum or a saddle point instead of a minimum. Quasi-Newton 
methods are designed to take the advantage and avoid the disadvantage of the 
steepest descent and Newton methods. They start their iterations similar to the steepest 
descent method and then become like a Newton method as the iterations progress. 
Therefore, it can be concluded that the reservoir optimization problem, to be 
formulated in Chapter IX, can be solved more efficiently by constructing the 
augmented Lagrangian function and then using the Quasi-Newton method, such as first 
. rank formula or BFGS, or the conjugate gradient method if the function is quadratic. 
Lancelot is chosen for use in this study since it uses the Augmented Lagrangian 
method and the conjugate gradient method to minimise a quadratic model. 
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CHAPTERIV 
DESCRIPTION OF THE BLUE NILE SYSTEM 
4.1 INTRODUCTION 
If a model is developed, then the degree to which it has been tested in actual reservoir / 
river system is an important consideration (Chapter 2.2.2. b). The applicability of the 
model to be developed. here will be tested by using data from the Blue Nile system. 
The data will be used in modelling sedimentation (Chapter V), evaporation (Chapter 
VI), flow uncertainty (Chapter VIII) and demand (Chapter VIH). Therefore the features 
of this system will be described hereafter. 
4.2 THE BLUE NILE 
The Blue Nile is 4 main tributary of River Nile and the main contributor to its flow. It 
originates in Ethiopia at elevation up to 3000 rn and runs through Sudan to meet the 
White Nile at Khartoum, forming the Nile. Figure (4.1) shows the whole Nile Basin. 
4.2.1 Blue Nile Catchment 
The catchment of the Blue Nile has an area of 324,500 Km2 (Howell and Allan, 
1994). The length of the main stem is 1000 krn and in Sudan the Blue Nile has a mean 
river gradient of 1 in 10000 (Sir Alexander Gibb and Partners, 1978). 
4.2.2 Climate and Hvdroloz 
a) Climate 
The Blue Nile catchment lies in the tropical zone. The rainfall that causes the main run- 
off occurs during the period from July to September (Howell and Allan, 1994). 
Climatic characteristics of the Blue Nile Basin are estimated at Wad Medani (Sir 
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Alexander Gibb and Partners, 1978). With an average annual air temperature of 28 OC, 
an annual average sunshine duration of 82 % and an annual average solar radiation of 
534 cal / cm2 / day. Therefore evaporation losses are expected to be significant. 
b) Hydrology 
The flow in the Blue Nile is at its minimum during April or May, 100 mN, and reaches 
its peak, about 6000 m3/s, in late August. During October the flow falls sharply to 
reach about one-sixth of the peak level by early November. Following it there is a 
smooth recession to the minimum. Figure (5.1) shows the average annual flow for the 
Blue Nile at Ed Diem. This is the main measuring station which is located well-off the 
backwater effect of the Blue Nile upstream reservoir. A record of flow measurements 
dating back to early years of this century for this station is available. Howell and Allan 
(1994) investigated the variations in the Blue Nile flow and found that discharges have 
fallen consistently after mid sixties. River flow modelling is required to include the 
effect of such variation. 
4.2.3 Sediment Transpor 
The upper reaches of the Blue Nile are young in geornorphological terms, so that the 
river beds and channels, and the catchment in general, are still being eroded (Sir 
Alexander Gibb and Partners, 1978). As a result of this and of increased land use, the 
Blue Nile carries very high sediment load during the flood season. Sediment sampling 
at Ed Diem were carried out by the Hydraulic Research Station, Wad, Medani, Sudan, 
in 1993. This sampling showed that the sediment carried by the Blue Nile is mainly 
wash load and the concentration reaches up-to 3941 ppm in the last days of July. Also 
these measurements showed that most of the concentration occurs in July and August. 
Figure (5.1) also shows these sediment concentrations. This large amount of sediment 
transported have accelerated reservoir sedimentation rates. As a consequence Roseries 
has lost 40% of its capacity in less than 30 years while Sennar lost 56% over 70 years. 
These figures were obtained from bathemetric surveys carried by the Nfinistry of 
Irrigation and Water Resources, Sudan, in 1976,1981,1985 and 1992 for Roseries 
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and 1986 for Scrinar. 
i 
4.3 RESERVOIRS 
The Sudan relies heavily on using Blue Nile waters both for agriculture and power 
generation. To make use of this river, two dams have been constructed. The upstream 
one is located at Roseries and the other is at Sennar. 
4.3.1 Sennar Reservoir 
The Sennar dam, 350 km upstream Khartoum, was built in the early 1920's. The main 
section of the dam is, masonry construction, 1600 m long with a maximum height of 
30 m. It contains 80 low level sluices, each 2m wide, which are adequate to pass the 
seasonal floods in most years. Maximum discharge of the sluices is 9500 m%. In 
addition spillways are provided at the higher level to pass the peaks of exceptional 
floods. Spillway maximum discharge is 1500 m%. The maximum combined capacity of 
the deep sluices and spillways is 28500 million rrO/month (MOI, 1968). Head 
regulators for the Gezira and Managil canals are situated at the west end of the 
masonry section. The combined maximum discharge of these canals is 350 m%, 30.5 
million M3 / day, (Sir Alexander Gibb and Partners, 1978). 
The maximum retention level of the reservoir is 421.7 m and the downstream levels 
range from 404 m to 414 m. Through peak floods the reservoir is kept at 417.2 m, a 
lev I el corresponding to the sill of the spillways, and subsequently filled on the falling 
flood, when the sediment content of the river inflows has reduced (MOI, 1968). 
Between 1959 and 1962 a power station with two 7.5 MW turbo generator units was 
built downstream of the west side of the dam replacing part of the spillway section. 
The maximum discharge through the two units is 330 million mý/month (MOI, 1968). 
Table (4.1) shows the variation of the overall efficiency, Cp, with the net head for both 
Sennar and Roseries. The average overall efficiency for both reservoirs is 0.88. 
A bathemetric survey, carried out in 1986, showed that the reservoir storage capacity 
has declined from about I milliard rr? when the reservoir was commýissioned to 370 
million M3 at the time of the survey. 
66 
4.3.2 Roseries Reservoir, 
Roseries Dam which spans the Blue Nile, 630 km upstream Khartoum, was built 
between 1961 and 1966. The dam has a structural height of 68 m and a length of 13.5 
km. The central concrete section, 1 km long, has 5 deep sluices. The deep sluices are 
placed at the river main channel bed, at an inverted level of 435.5 m. Each sluice is 
10.5 m high and 6.0 m wide. Away from the deep sluices, an overflow spillway is 
provided with a crest level of 463.7 m. This has 7 radial gates, each 12.0 m high by 
10.0 m wide. The design level is 480.0 m, although the reservoir is now operated to a 
maximum level of 48 1.0 m. At 480 rn level, the lake is 75 km long and has a storage 
capacity of 3 milliards rný. As was designed and now under implementation, a rise to 
490 m level will increase the storage capacity to 7.4 milliards rný. -If the dam is 
heightened, its total length would be 25 km (Sir Alexander Gibb and Partners, 1978). 
A recent survey, carried out in 1992, showed that at level 480 the storage capacity has 
reduced to 1.886 milliards m3 and to 2.104 milliards M3 at level 48 1 (Gismalla, 1993). 
At level 467.0 m, the seven spillways pass 70 million rný / day and each of the five deep 
sluices passes a, discharge of 1160 rný/s (MOI, 1968). This means that the total 
discharge of the spillways and deep sluices is 17250 million rný / month when they are 
fully opened and operated at 467.5 rn level. The hydropower house, installed in 1971, 
has a discharge capacity of 2014 million rný/month (MOI, 1968) and a total installed 
capacity of 275 MW (National Electricity Corporation, NEC, Sudan): ,- 
4.3.3 Reservoir Operation 
At, present the'Blue Nile system, including the Sennar and Roseries reservoirs, is 
operated with the document "Regulation Rules for the working of the Reservoirs at 
Roseries and Sennar on the Blue Nile" prepared by the Ministry of Irrigation and 
Water Resources in 1968. The aim of these rules is to distribute stored water and 
natural river flows during the low flow season between abstraction from the river for 
irrigation and minimum flows at Khartoum. There is a provision for flows at Roseries 
and Sennar for power generation but this provision is subject to irrigation demands. 
The system of operation divides the year into three main periods: 
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1) The flood period, before filling, during which the reservoirs levels are held at low 
levels to reduce siltation. - 
2) The filling period; when reservoirs are filled. 
3) The period of shortage, when storage is used to meet the requirements of 
irrigation and minimum flow at Khartoum. 
The flood period starts from early July and continues until the filling is started in 
September. The aim of the operation is to maintain reservoirs' levels at 467.0 m at 
Roseries and 417.2 m at Sennar to provide head for power generation and irrigation 
canals at Sennar. 
Filling is carried out on the falling flood taking into account the need to delay the 
filling as long as possible to reduce siltation on one hand and to guarantee the filling on 
the other. The starting of filling varies from year to -year according to the flow at 
Ed 
Diem and then follows a day by day program. According to the current operation rules 
the filling period begins either on: 
1) 1st September at the earliest. 
2) The day, after the day on which Ed Diem flow falls to 350 million m3/day, during 
the period from lst to 26th September. 
3) 26th September at the latest, if the flow has not fallen sufficiently. 
However, for this study the filling will be started at the lt of September. 
The reservoirs are usually kept at retention levels as far as the natural river flow 
satisfies irrigation requirements, minimum flow at Khartoum (3.5 million rný/day) and 
all fiver and reservoir losses. When river flow does not satisfy these requirements, the 
deficiency is met by releases from storage. 
4.4 IRRIGATION DEVELOPMENT 
According to Alexander Gibb and Partners (1978), about 20 % of the Blue Nile water 
is diverted for irrigation. The total irrigated area in the system is about 2,685,383 
feddan (I ha = 2.38 feddan). The largest single scheme is the Gezira. The area of this 0 
scheme is about 2,081,692 feddan (approximately 2.1 million feddan), which 
represents 77.5 % of the whole Blue Nile irrigated area. The crops grown in Gezira are 
mainly cotton, wheat, groundnut and dura. Other schemes in the Blue Nile have the 
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same cropping pattern with the exception of relatively very small sugar and kenaf 
schemes. Table (4.2) and Figure (4.2) show these schemes, their areas and their 
locations. It can be seen that 96 % of the irrigation water is withdrawn from upstream 
Sennar reservoir. The other 4% is withdrawn from downstream Sennar reservoir and 
no direct irrigation withdrawals are made from Roseries reservoir. 
4.5 CONCLUSION 
From the description of the Blue Nile System, it can be noticed that the system is 
located in the tropics, therefore evaporation losses are expected to be significant. Also 
it can be noticed that reservoirs' storage capacities have shrunk due to sedimentation. 
Variations in the Blue Nile flows are observed. Therefore, the effects of these issues 
are to be dealt with in Chapters V, VI and VII to formulate an optimization problem 
for the system in Chapter IX. As the -system 
is featured by the presence of large 
irrigation schemes, the benefits obtained from the system are expected to be affected 
by use of water in these schemes. Therefore, the efficiencies of water use in these 
irrigation schemes will be investigated in Chapter VHL 
69 
Table (4.1) Variation of overall efficiency with head - 
Sennar and Roseries 
Sennar Roseries 
Turbine Net 
Head 
(M) 
Overall 
efficiency 
M 
Turbine Net 
Head 
(M) 
Overall 
efficiency 
M 
5.8 69.0 17.0 84.0 
6.0 72.0 20.0 85.2 
7.0 88.0 25.0 87.0 
8.0 95.6 27.5 87.8 
9.0 96.0 30.0 88.5 
10.0 88.0 32.5 89.1 
11.0 90.0 35.0 89.7 
12.0 92.0 37.5 90.0 
13.0 92.0 40.0 90.1 
14.0 92.0 42.5 90.0 
15.0 94.0 45.0 89.7 
16.0 93.0 48.0 89.2 
17 *0 90.0 - - 
Average 88.0 Average 88.0---1 
source National Electricity Corporation, NEC, Sudan. 
Table (4.2) Blue Nile irrigation schemes 
Scheme Area (feddans) Offtake location 
Gezira & Managil 2,081,692 Upstream Sennar 
Rahadl 300,000 66 
Es Suki 88,000 66 
Abu naama 30,000 66 
Sennar Sugar 27,300 is 
B. N. A. P. C 158,390 94 
Hurga & Nureldeen 22,300 Downstream Sennar 
Guneid Extension 49,000 
Guneid Sugar 33,000 
B. N. A. P. C 3,115 
source: Nlinistry of Irrigation & Water Resources, Sudan 
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CHAPTER V 
RESERVOIR SEDIMENTATION PROCESS 
MODELLING 
Summary - In this Chapter, the reservoir sedimentation process is modelled through 
the fitting of the storage - water level relationship. Data of different surveys are used 
for this purpose. The fitted model is then verified using sediment sampling and 
discharges measured upstream and downstream the reservoir. 
5.1 INTRODUCTION 
Reservoir sedimentation has its effect on storage capacities as well as the storage - 
water level relationship. As described in Section (2.2.3.4), these effects can be 
estimated by applying mathematical modelling, empirical trapping efficiencies or by 
predicting the variation of the storage - level relationship with time. The last approach 
is simple and use readily available data such as bathemetric survey results. Therefore, it 
will be used her& to model the reservoir sedimentation process and the obtained model 
will be incorporated in the optimization model to be developed in Chapter IX. 
5.2 THE BLUE NILE SEDIMENT CHARACTERISTICS 
5.2.1 Quantity 
The Blue Nile natural flow is monitored on daily basis at El Diem, a station located 
upstream of the two reservoirs well off the backwater curve of the upstream one. 
During the period June 1993 - October 1993, daily suspended sediment samples were 
taken at the same location. The same process described in Section (2.2.3.4) was 
followed in the analysis of the collected samples. Table (5.1) shows the Blue Nile 
discharges, sediment concentrations and sediment load during period of sampling. 01 
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,, Table (5.1) Blue Nile sediment yield-EI Diern-1993 
(1) 
10 days Period 
ending on 
(2) 
Discharge in 
million rný 
(3) 
Sediment 
content. (ppm) 
(4) = 2*3 
Sediment load 
in tonnes 
30-June 1258 1956 2460648 
10-july 1663.7 3387 5634952 
20-July 2172.9 3897 8467791 
31 -July 4560.6 3941 17973325 
10-August 5546.5 3687 20449946 
20-August 4486.6 3433 15402498 
31 -August 5086.2 2948 14994118 
10-September 5480.67 3590 19675593 
20-September 3888.87 2324 . 9037726 
30-September 3292.57 1734 5709311 
10-October 3595 1165 4187097 
20-October 2190 609 . 1334586 
Total 1 125327591 
The Blue Nile transports an annual amount of sediment of 125 million tonnes. The 
average density of core samples, taken from the system, is I tonnes / m!. Therefore the 
3 
annual sediment load in volume is 125 million m 
5.2.2 Time Span of Sediment Input 
The sediment transported by the Blue Nile occurs in the short period of the flood 
season. As shown in Table (5.1) and Figure (5-1), the whole annual sediment load 
carried by the river occurs over a period of four months, July to October. 94 % of this 
amount occurs over the period July to September. 
5.2.3 Current Sediment Control Measures 
During the high sediment concentration period, July and August, water levels in 
reservoirs 
' 
are kept to a minimum level. The level is usually the dead storage level. At 
the same time the deep sluices of the reservoirs are opened to sluice incoming ZP 
sediment. Deep sluices are located at the bottom of the reservoir and in the main 
channel of the river. Figure (5.6) shows the extent of deposits and the effect of 
sluicing. 
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5.2.4 Prediction of Sediment TrAnsport 
Linsley and Franzini (1972) stated'that suspended sediment transport, Qs, and stream 
flow, Q, is often represented by the relationship 
Qs =kQ, 
Where, n commonly varies between 2 and 3. 
To find k and n, the daily suspended load is plotted against the daily stream flow, 
Figure (5.2). Two distinct trends can be observed and not only one as Linsley and 
Franzini (1972) reported. A possible interpretation of this phenomenon may be the 
changing conditions over the vast catchment area of the river. The rainfall that causes 
the main runoff occurs over the period from June to September. This rainfall follows a 
long period of drought. During this period of drought the top soil disintegrates and 
becomes easy to wash. With the runoff reaching its peak, it is expected that most of 
the disintegrated soil will be washed, and new conditions over the catchment, will 
occur as the runoff starts to fall. Accepting this argument the sediment season has been 
divided into two parts:, the first extends from the 20thof Junq to the 10th of September, 
i. e. the period of rising and peak flood while the second covers the rest of the season 
up to the end of October. 4 
The results of curve fitting for the two periods are (Figures 5.3 and 5.4) : 
Rising and peak flood 
Qs = 1799.5 Q'*10'3 with R2 = 0.85 
Falling Flood 
QS = o. oo 11 Q3.4307 with R2=0.94 
Q, is suspended sediment load in tonnes / day. 
Q is strearnflow in million M3 / day. 
(5.1) 
(5.2) 
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V- For the same discharge, Figure (5.5), the amount of sediment transported during the 
rising flood far exceeds the amount transported during the falling flood. The two 
curves converge as they approach the peak flood. 
Knowing the stream flow, equations (5.1) and (5.2) or Figure (5.5) can be used to 
estimate the river suspended sediment yield. 
5.3 STORAGE - LEVEL RELATIONSHIP FITTING 
According to Yevdjevich (1965), the relationship between the storage volume, S, and 
the reservoir elevation, H, can be approximated by this relation. 
S =a H' (5.3) 
With 
xv(t) (5.4) 
and 
f(t) (5.5) 
These time functions are resulting from sedimentation processes. 
5.3.1 Determination of Coefficients a&m- Roseries 
Roseries reservoir was completed in 1966. During the course of operation, the dam 
was surveyed in 1976,1981,1985 and 1992. The results of the surveys are given in 
Table (5.2), (Gismalla, 1993). 
Table (5.2) Storage capacity, S, in (million m3) and depth (m) - Roseries 
Reduced Level (m) Depth H 
(M) 
1966 1976 1981 1985 19912 
465 2 454 66 34 24 23 
467 4 638 152 91 80 62 
470 7 992 443 349 341 236 
475 12 1821 1271 1156 1088 934 
480 17 3024 2474 
' 
2359 2020 1888 
481 18 3329 1 2779 
, 
2664 1 2227 2 ýi6ý 
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A relation between S&H for each survey has been fitted, Table (5.3) and Figures 
(5.7), (5.8), (5.9) and (5.10). It should be noticed that H used does not represent the 
stage with mean sea level used as a reference. Instead level 463 m is used (Figure 5.6). 
Therefore, H represents the reservoir depth which is a more meaningful representation. 
Table (5.3) Variation of a&m with time- Roseries 
Year Years of operation(t) a m R2 
1976 10 16.333 1.7524 0.99 
1981 15 6.8101 2.0507 0.99 
1985 19 5.1237 2.1171 0.99' 
1992 26 4.1763 2.1404 0.9=9 
B oth "a" and "m" vary with time. VVhile "a7' is decreasing with time, "nf ', is increasing. 
Fitting trends for "a" and 'W', using Software Excel, it has been found here that "a" is 
better expressed in a power form while "nf' is better represented logarithmically, 
equations (5.6) and (5.7) and Figures (5.11) and (5.12). 
395.47 f 1,4399 , R2 = 0.93 (5.6) 
m=0.4101 In(t) + 0.8655, R2=0.85 (5.7) 
Where t is time in years during which reservoir has been in operation. 
Using equations (5.6) and (5.7), coefficients "a" and "m" can be predicted for any 
number of years in which the reservoir has been in operation. These values can be 
substituted in equation (5.3) to relate reservoir storage, S, with varying reservoir 
depth, H. With the possibility of predicting "a" and "a' equation (5.3) becomes a 
useful tool in estimation of change of storage with both time and reservoir depth. Table 
(5.4) shows the predicted storage capacity with varying time and depth. 
Table (5.4) Variation of contents, in million rný, with time and depth - Roseries 
Depth (m) 2 4 7 12 17 18 
year Time year 
1976 10 50.35 176.53 486.03 1289.16 2421.41 2685.3 
1981 15 31.51 123.99 374.66 1086.92 2163.29 2421.97 
1985 19 23.98 100.91 321.91 984.00 2025.70 2280.52 
1992 26 16.69 76.77 263.21 862.32 1856.55 2105.52 
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5.3.2 Verification of the Developed Model 
To verify the model, then for any year, t, ý and its preceding year, t- 1, equations (5.6) 
and (5.7) are used to obtain coefficients "a" and "nf'. Using equation (5.3) the storage 
capacities St and St-I in years t and t-1 can be obtained. Then the amount of deposits in 
year t is obtained by deducting, St., from St. For the year 1993, i. e. t=27, H= 18 m is 
taken and equations (5.6), (5.7) and (5.3) are used to estimate the storage capacity. In 
1993 Roseries storage capacity was equal to 2211.287 million rr?. Similarly for the 
preceding year, the storage capacity was calculated and found to be equal to 2232.731 
million rný. This means that the amount of sediment deposited in 1993 was equal to 
21.444 million rný. The amount of sediment entering thiý reservoir was 125 million rný, 
Table (5.1). Dividing the amount of deposits by the total volume of the sediment 
entering, the trapping efficiency is obtained and is equal to 17.2 % 
Alternatively the reservoir trapping efficiency in 1993 is calculated as shown in Table 
(5.5) using collected sediment samples upstream and downstream the reservoir and the 
entering and leaving discharges. The trapping efficiency calculated is 18.9 %. The two 
trapping efficiencies found differs by 1.7 %. This finding verifies the developed model. 
Table(5.5) Trapping efficiency using sediment sampling - Roseries - 1993 
(1) 
period ending 
on 
(2) 
discharge 
entering in 
million m3 
(3) 
sediment 
concentration 
entering- pm 
(4) 
discharge 
leaving in 
million M3 
(5) 
sediment 
concentration 
leaving-(ppm) 
(6)=2*3 
Sediment load 
entering in 
(tons) 
(7)--4*5 
Sediment load 
leaving in 
(tons) 
30-JUN 1258 1956 1311.2 1171 2460648 1535415 
10-JLTL 1663.7 3387 1702.92 2032 5634952 346 0333 
20-JLTL 2172.9 3897 2249.84 3193 8467791 7183739 
31 -JLJL 4560.6 3941 4528.64 3490 17973325 15804954 
10-AUQ 5546.5 3687 5264.9 3303 20449946 17389965 
20-AUQ 4486.6 3433 4589.75 3090 15402498 14182328 
31-AUQ 5086.2 2948 5243.55 2366 14994118 12406239 
10-SEP 5480.67 3590 5325.95 2595 19675593 13ý20832 
20-SEP 87 3888.87 2324 3904.02 2177 9037726 8499044 
30-SEP 57 3292.57 1734 2357.24 1711 5709311 4033232 
10-OCT Oz 3 5' C. 1165 3317.66 833 4187097 2763611 
-20-OCT 1 2190 609 1658.61 312 133 586 517486.3 
total I 125E+61 102E+6 
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Trapping Efficiency = Sediment Deposited / Sediment Input = [1(6) - 7, (7)] / j(6) 
= 18.9 
-0 
5.3.3 Determination of Coefficients a and m for Sennar 
For Sennar Reservoir only two surveys were made Table(5.6), (MOI, 1968; MOI, 
1986). For the two survey results, fitting between reservoir content, S, and reservoir 
depth, H, has been done, Table (5.7) 
Table (5.6) Variation of storage volume, million M3, 
with deDth - Sennar 
Reduced Level (m) Reservoir Depth -m 1925 1986 
417.2 7.2 330 116 
418 8 411 145 
418.5 8.5 471 166 
419 9 537 190 
419.5 9.5 605 217 
420 10 678 245' 
420.5 10.5 752 278 
421 11 825 315 
421.7 11.7 930 370 
Reference level for Sennar is taken at 410 m. 
Table(5.7) Results of determination of 
coefficient of equation (5.3) - Sennar 
a m R' 
1925 4.623 2.1662 0.99 
1 
1986 0.99 2.3993 0.99 
It is not possible here to fit a trend for the va'nation of "a" and "nf' with time, since 
only two points of data are available. But generally as in Roseries "a" decreases while 
64m" increases with time. However the relation derived from 1986 can be used to relate 
Storage to depth in the optimization model, since: 
1) Being the downstream reservoir, Sennar is less vulnerable to sedimentation. 
2) Being in operation from the twenties, it is expected that the reservoir is approaching 
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a stable state. 
5.4 COMMENTS 
The Blue Nile high flood and high sediment load occur concurrently over the period 
from July to September. During this period water levels, in the reservoirs under study, 
are kept at a minimum level which guarantees the diversion of water for irrigation and 
generating'some power on one hand and'guarantees the safety of'the dam and 
minimises sediment deposits in the reservoir on the other. Sediment sluicing was 
adopted in the design and operation of both reservoirs. According to Mahmood 
(1987), Roseries trapping efficiency could have risen from 44 % to 83 % if the 
reservoir was operated at its maximum level during high sediment flow and the sluicing 
seemed to have saved 3.6 million riý of deposits annually during the period 1966 - 
1981. 
During sluicing the river flow far exceeds the requirements and the level of operation 
facilitates the diversion for irrigation. That is to say, with the current operation sluicing 
policy, conditions necessary to satisfy irrigation, which is the primary purpose, are fully 
met. However keeping reservoir level low, will reduce generated power, especially 
during flood where large volumes of water passing increases downstream water level 
significantly. So increasing reservoir level during sluicing will increase sediment 0 
deposits and power generation at the same time. However, the primary objective of the 
operation policy during this time of the year is to minimise the sediment deposits by 
effectively sluicing it and not to maximise any other purpose. The current operation 
policy is obviously the best in fulfilling this objective, since it keeps the operation levels 
at the dead storage levels. Therefore, in this study, reservoirs will be operated in the 
same way during July to August while different scenarios of operation policies will be 
studied in the remaining part of the year. 
Almost all the incoming sediment enters the reservoir system in July and August. This 
means that the change in the storage - stage relationship defined in equation (5.3) takes 
place during this period of the year and remains almost the same for the whole year 
before another sediment wave occurs. This justifies the determination of the 
coefficients of equation (5.3) on annual basis. 
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Trends defining the variation of "a7' and "m" with time are expected to change, if 
sluicing is carried out underyarying water levels. But since the level is kept constant, 
the trends are expected to be the same. 
5.5 CONCLUSION 
To model the reservoir sedimentation process the relationship between the storage, S, 
and the water level, H, is fitted. In the relation S= aH, both coefficients "a7' and "m7' 
vary with time. Coefficient "a" decreases with time in a power form while "rrf' 
increases logarithmically. Since "a" and "a' vary with time, their values can be 
predicted and hence the relation between S and H. Data from different surveys are 
used for this purpose. The fitted model is verified using sediment samples and 
discharges measured upstream and downstream the reservoir. This finding verifies the 
first part of hypothesis 2. These fitted models will be used in formulating the 
optimization problem Chapter IX and in investigating the effect of sedimentation on 
optimization results in Chapter 
IM. , 
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Figure (5.1) Blue Nile discharge and sediment hydrographs, June 93-June 94 
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Figure (5.2) Sediment discharge versus flow discharge - Blue Nile 
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Figure (5.3) Sediment discharge versus flow discharge during rising and peak flood - Blue Nile 
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Figure (5.4) Sediment discharge versus flow discharge -falling flood -Blue Nlle 
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Figure (5.5) Sediment load during rising and failing flood - Blue N119 
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Figure (5.6) Sediment deposits - Roserles - 1992 
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Figure (5.7) Variation of reservoir content vAth depth - Roserles - 1976 
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Figure (5.8) Variation of reservoir content with depth - Roseries - 1981 
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Figure (5.9) Variation of reservoir content with depth - Rosaries - 1985 
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Figure (6.10) Variation of content with depth - Roserles - 1992 
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Figure (5.11) Variation of coefficient "a* with time-Roserles 
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Figure (5.12) Variation of power coefficient *m" with time - Roseries 
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CHAPTER VI 
EVAPORATION MODELLING 
Summary - Here the reservoir evaporation losses are modelled using Penman 
equation so as to be incorporated in the optimization model later in Chapter IX. The 
developed model is then verified using water balance method. 
6.1 INTRODUCTION 
The word evaporation is used to describe water loss from water or bare-soil surfaces. 
It, is a process in which moisture is vaporised and moved up in the atmosphere. To 
cause evaporation solar radiation provides energy that causes vaporisation while wind 
moves vapour upwards (Ayoade, 1988). Many methods can be applied to estimate 
evaporation losses from open water bodies, i. e. canals and reservoirs. These methods 
can estimate evaporation from water balance, use evaporation pan approach, mass 
transfer approach or Penman approach. It has been found that the latter approach is 
among the methods that give good evaporation losses estimates (Winter et al., 1995). 
Therefore it is applied here to estimate the evaporation losses from the Blue Nile 
system, which includes two in series reservoirs and a network of irrigation canals. 
Three stations that have been chosen for this purpose are Damazin, Singa and Wad 
Medani (Figure 4.2). The first two stations are located nearby Roseries and Sennar 
reservoirs respectively while the third station lies in the heart of the irrigated area and 
the evaporation estimated using data from this station can, thus, represent evaporation 
losses from irrigation canals. 
Although Penman method is well theoretically based and widely recognised, it assumes 
that the evaporating body has no heat capacity and isolated. In other words the body 
doesn't absorb or transfer heat to the surroundings (Sibbons, 1962). Therefore, if the 
heat capacity of a large water body is neglected, then the evaporation might have been 4D 
underestimated. For this reason and to validate the use of Penman equation, the 
evaporation losses from Roseries reservoir have been calculated from water balance 
and the results obtained from the two methods are then compared. 
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6.2 PENMAN EQUATION 
Pemnan equation is fonned of two tenns: the energy or radiation and the wind 
(Penman, 1948). The equation has the following form (McCulloch, 1965): 
Eo A RaG - r)(a+b*n/N) I 
A+y 
4(o )0.5)(0.10 A fc; Ta . 56-0.092*(e, + 0.9 n/N) 
-T+ y 
+A (0.35(l +U /100)(e., - ea) (6.1) 
-A+y 
The first term is the incoming radiation, the second is the outgoing radiation and the 
third is the aerodynamic. 
E. is evaporation in [mm. / day]. 
A slope of the saturation vapour pressure curve for water at mean air temperature. 
Y constant of the wet and dry bulb psychorometer equation. 
A is a weighting factor to relate solar radiation to evaporation. 
A+y 
R,, the theoretical radiation, extraterrestrial radiation, that would be received at the 
ground surface in absence of atmosphere [mm/day]. 
r is the albedo (reflection coefficient) of the evaporating surface. r is 0.05 for open 
water surface and 0.25 for grass surfaces (Ayoade, 1988). 
a,, b,, a, re constants. 0.25 and 0.5 can be used for a and b respectively (FAO, - 1984). 
n actual hours of bright sunshine. 
N possible hours of bright sunshine. 
cy Boltzman constant= 4.903*10-9 [MJ/m2, OW, dayl = 2.0177*10-9 [mm/day, OWI, 
(FAO and WMO Training Manual, nd). 
T. Average temperature in Kelvin, OK. 
actual vapour pressure at the mean air temperature [mbar]. 
e, ' saturation vapour pressure of water at the mean air temperature [mbar]. 
U wind speed at 2 metre level above the ground [mile/day] 
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6.3 PENMAN EQUATION PARAMETERS DETERMINATION 
To calculate Eo then A, y, Ra, N, e, and ea have to be calculated first. 
6.3.1 Determination of e., and e. 
The saturation vapour pressure of water at mean air temperature, e,, can be determined 
from equation (6-2) while the actual vapour pressure of water at mean air temperature, 
e., can be determined from equation (6.3) ( FAO and WMO, nd). 
1117 T 
='6.108 e 
T+237.27 (6.2) 
e. = e, RH (6.3) 
100 
Where: 
e, and e. are in mbar., 
RH is relative humidity in %. 
T average air temperature in Oc. 
Knowing average temperature and relative humidity RH, e, and e. can be calculated. 
6.3.2 Determination of R, and N 
Determination of R,, and N goes as follows (FAO and WMO, nd): 
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Figure (6.1) Flowchart showing R. and N calculation steps 
R, = 37.586 ý&, sin((p) sin(S) + sin((p) sin(S) sin(w, )] (6.4) 
N= 24w, (6.5) 
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Where: 
R. extra terrestrial radiation in [NIJ /m,, day] , to convert 
R, in mm/day, the 
right hand side of equation (6.4) should be divided by 2.45. 
d, relative distance earth - sun. 
W, sunset hour ang1c. 
9 Latitude [rad] 
8 solar declination [ rad] 
With: 
dý =I+0.033 cos ((2n/365)*J) (6.6) 
J= Integer (30.42M - 15.23) (6.7) 
(J Julian day number and N1 month number =I for January and 12 for December) 
8=0.4093 sin((2n/365)*J - 1.405) 
(6.8) 
w. = acos(-tan((p) tan(8)) (6.9) 
6.3.3 Determination of Weir-htint! Fnctor A 
A+ 
633.1 Determination of slope vapour pressure curve 
4098 c 
(T+237.3)'- 
Where: 
A= Slope vapour pressure curve [ kTa / OCI 
T= average air temperature CC]. 
c, = saturation vapour pressure [k-paj. 
633.2 Psychometric Constant (Y) 
y=C ,V. p* 10,3 = 0.0 16286 P 
EX -7, 
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Where: 
Cp = specific heat of moist air = 1.0 13 [kj Ikg 
OCI 
P= atmospheric pressure [kpal 
E= ratio molecular weight water vapour I dry air = 0.062 
), = Latcnt hcat of vaporisation. 
633.3 Latent Ileut of Vaporisation (1) 
2) 2.501 - (2.361*10'3)*T (6. U 
Where: 
X= Latent heat of vaporisation [', %U/k-g] 
T= mean air temperature CC] 
633.4 Atmospheric Pressure (P) 
P= 101.3 [ 293 - 0.0065 
Z15*256 (6.13) 
293 
P is in [ kpa] 
Z altitude in metrcs. 
63.4 Steps for Calculating F: q 
To calculate F, the following steps are followed: 
a) Knowing T... and T.,., rind the mean temperature. T. 
b) Substitute T in equation (6.2) to find e.. 
c) Substitute the known relative humidity, RH. and e., calculated in (b), in 
equation (6.3), to rind e. . 
d) From T and equation (6.12). calculate X- 
c) From altitude Z and equation (6.13), find P. 
f) From T and e, and equation (6.10), calculate A 
g) Substitute P and X in equation (6.11) to find y. 
h) From the month number, M, and equation (6-7). rind Julian day number J. 
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Substitutc J in equation (6.8) to find 8- 
k) Substitute 8 and latitude 9, in radians, in equation (6.9), to find w,. 
,, 1) Substitute, J, found in step h. in equation (6.6), to find dý . 
, m) Substitute for w, in equation (6.5) to find N. 
n) Substitute for d,, w,. 9 and 8, found in the above steps, in equation (6.4) 
to find R. in [NU/m2. davl. Divide bv 2.45 to obtain R. in mn-d dav 
o) Substitute the following in equation (6.1) to obtain EO 
1. ne obtained results from steps b, c. f, g, m and n. 
2. Values for r=0.05, a= 0215, b=0.5 and a=2.0177 * 10'9. 
3. The known, n, in hours, the known T, in KcMn and the known wind 
speed in mile/day. 
6.4 DATA FROM SELECTED STATIONS 
The following tables show the data for the three selected locations, required for I 
calculating, Eo. The source of the data is the FAO climwat database, (FAO, 1993). The 
stations arc Wad, %Medani, Singa and Damazin (Figure 4.2). The results obtained from 
the first station will represent evaporation losses from irrigation canals, while the 
results from the second and third stations %%ill represent the losses from Scnnar and 
Roserics reservoirs respectively. 
Table (6.1) Wad Mcdani station data, altitude = 408 m, latitude = 14.24 ON. 
Month T.. 
Oc 
T.. 
Oc SI 
R. H Windspeed 
k-ni/dav 
actualbright 
sunshine-hours 
rain 
(mm) 
-Lýaý 
33.5 14 35 2.16 10.3 0 
February 35 14.8 27 242 10.7 0 
March 38.3 18.1 2) 1 216 10.4 0 
AA pril 1 40.2 21 19 190 10.6 1 
_WY a 
! 
41.3 23.8 28 216 10.1 15 
J June ne u 39.6 24.5 39 268 9.3 28 
July 35.7 22. 57 268 7.7 94 
-Aaust 
33.2 21.8 71 242 7.6 105 
Sept- 35.2 21.7 65 190 9.2 44 
Octobcr 37.7 21.5 
1 
48 138 9.9 18 
Novcmb 36.5 18 1-37-- t- 190 1 10.4 1 
Deccmbcr 33.7 _ 14.5- 1 38 1 216 1 10.5 0 
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Table (6.2) Singa station dam altitude = 430 m, latitude = 13.09 ON. 
Month T. 
0C 
Tj. 
Oc 
R. H 
%I 
Wind speed 
kmVdav 
actual bright 
sunshine-hours 
rain 
(mm) 
January 34.8 16.5 44 164 10.4 0 
FcbnLvy 36.3 17.5 38 164 10.6 0 
March 39.5 19.8 34 164 10.9 0 
April 41.1 22.7 32 190 11.1 4 
May 40.2 24.3 39 190 10.7 25 
June 37.5 23.5 50 164 10.0 64 
July 33.7 22 63 164 8.5 120 
Aueust 32 21.5 71 164 8.1 135 
Sept- 33.5 20.3 74 164 9.1 81 
October 37.1 21.5 60 138 9.9 53 
Novemb 37.5 1 20 45 138 10.4 
1 
December 35.1 1 17.5 44 138 10.4 0 
Tablc (63) Danmzin stafion data. alfitude = 470 m, lafitudc = 11.47 ON. 
Month T. 
0C 
Tw. I 
OC 
RH 
% 
Wind spced 
k-rnldav 
actual bright 
sunshine- hours 
rain 
(mm) 
January 35.5 16.6 33 138 9.8 0 
February 37 18 217 138 10.1 0 
March 39.5 21.6 215 138 9.7 1 
April 40.1 23.5 29 138 9.5 19 
May 38.5 24.8 41 164 8.2 34 
June 35 22.7 58 190 6.9 96 
July 31.6 21.5 73 164 5.3 110 
August 30.7 21 80 138 5.6 120 
Sept- 32.5 20.8 77 112 6.9 117 
Octobcr 34.8 20.5 66 112 7.9 1071 
Novemb 36.5 18.5 46 112 9.5 3 
Deccmber -5787 1 71062- 36 138 10.3 0 
6.5 EVAPORATION LOSSES ESTIMATION 
6.5.1 Evavoration-rate. Fa 
Using the data in Tables (6.1) to (6.3) and following the steps described in Section 
(6-3.4) above, the evaporation mte, Eo, is calculated. Tables (6.4), (6.5) and (6.6) 
show the results for Wad Nfedani, Singa and Damazin respectively. 
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Table (6.4) Eo calculation results for Wad Modani 
%0 
%0 
Month TC es 
mbar 
ea 
mbar 
A 
kpa/C 
P 
Kpa 
I 
MJ/Kg 
Y 
kpalc 
& 
A+Y 
M i s 
rad 
Ws I 
rad 
dr N 
hour 
Ra 
mrnlday 
Eo 
mrn/day 
- 
Jan 23.75 29.39 10-29 1.768 96.57 2.445 0.643 0.733 1 15 -0.373 1.471 1.032 11.25 12.13 
7 4 
Feb 24.9 31 A9 8.5 1.8 96.57 2.442 0.644 0.745 2 46 -0.236 1.51 1.023 11.54 13.41 8.7 
Mar 28.2 38.24 8.03 2.223 96.57 2.434 0.646 0.775 3 76 -0.04 1.561 1.009 11.93 14.75 9.7 
Aprl 30.6 43.91 8.34 2.507 96.57 2.429 0.648 0.795 4 106 0.166 1.613 0.992 12.33 15.53 10.1 
May 32.55 49.05 13.73 2.76 96.57 2.424 0.649 0.81 5 TD 0.333 1.65 0.977 12.68 15.6 10.8 
June 32.05 47.68 18.6 2.693 96.57 2.425 0.648 0.806 6 167 0.407 1.68 0.968 12.84 15.57 10.9 
Jul 29.2 40.52 23.1 2.338 96.57 2.432 0.647 0.783 7 198 0.372 1.67 0.968 12.76 15.56 8.9 
Aug 27.5 36.71 26.07 2.146 96.57 2.436 0.646 0.769 8 228 0.239 1.633 0.9 12.48 15.51 7.7 
Sept ilýý-5 - 3-8.8 25.22 2.251 -66-67- -2-. 4-j'ýi 0.646 -ý-Wý -9 TC9 60RD7 -1.6-8 0.992 12.08 14.95 8.3 
Oct 29.6 41.47 19.9 2.385 96.57 2.431 0.647 0.787 10 289 -0.169 1.527 1.008 11.68 13.79 8.2 
Nov 27.25 36.18 13.39 2.118 96.57 1 2.437 0.645 1 0.766 111 319 1 -0.331 1.484 1 1.0231 11.341 12.47 7.9 
Pec 24.1 30.02 11.41 1.8 96.57 0.644 F- -12 1- q5O -0.407 1-. 4-61] F 1- 
_ý17.171 
1-1.75 1 7.2 
Table (6.5) Eo calculation results for Singa 
Month TC es 
mbar 
ea 
mbar 
A 
kpa/C 
P 
Kpa 
I 
MJ/Kg 
Y 
kpalc 
A 
a+Y 
M JI S 
rad 
Ws 
rad 
dr N 
hour 
Ra 
mm/day 
Eo 
mrn/day 
Jan 25.65 32.92 14.49 1.951 96.32 2.44 0.643 0.752 1 15 -0.373 1.48 1.032 11.31 12.37 7.18 
Feb 26.9 35.44 13.47 2.081 96.32 2.437 0.644 0.764 2 46 -0.236 1.515 1.023 11.58 13.59 8.12 
Mar -T9-. 65 41.59 14.14 2.391 96.32 2.431 0.645 0.788 3 76 -0.04 1.562 1.009 11.94 14.84 9.37 
Aprl 31.9 47.28 15.13 2.674 96.32 2.426 0.64 0.805 4 106 0.166 1.61 0.992 12.3 15.52 10.55 
May 32.25 48. 18.81 2.72 96.32 2.425 0.647 - 6808 -5 1-37 0.333 1.651 0.9 12.62 15.58 10.43 
June 30.5 43.66 21.83 2.495 96.32 2.429 0.646 0.794 6 167 0.407 1.671 0.968 12.77 15.44 9.24 
Jul T7-. 8 5 37.47 23.61 2.184 96.32 2.435 0.644 -0.772 -7 19-8 0.372 1.662 0.968 1-2.7 15.45 7.86 
Aug 26.75 35.13 24.95 2.065 96.32 2.438 0.643 0.762 228 0.239 1.627 0.977 12.44 15.46 7.31 
Sept 26.9 35.44 26.23 2.081 96.32 2.437 0.644 0.764 9 259 0.037 1.579 0.992 12.07 15.01 7.51 
Oct 29.3 40.76 24.45 2.35 96.32 2.432 0.645 0.785 10 289 -0.169 1.531 1.008 11.7 13.94 8.1 
Nov 28.75 39.48 17.77 2.286 96.32 
- 
1 2.433 0.645 0.78 
-- - 
11 1319 -0.331 1.491 1.023 11.4 12.69 
26.3 34.22 15.05 2.018 §ý . 32 9 0.643 
6 758 -0.407 1.47 
-T' 
. 032 
- 
1 11.24 
L- 
12 
Table (6.6) Eo calculation results for Damazin (Roserles) 
4 
Month TC es 
mbar 
ea 
mbar 
A 
kpa/C 
P 
Kpa 
I 
MJ/Kg 
Y 
kpa/c 
A 
A+T 
M i a 
rad 
Ws 
rad 
dr N 
hour 
Ra 
mrn/day 
Eo 
mnVday 
- Jan 26.05 33.71 11.13 1.992 95.87 2.439 0.64 0.757 1 15 -0.373 1.491 1.032 11.4 12.69 7. , 
re -b 2-7.5 36.71 -9.91 2.146 95.87 2.436 0.641 0.77 2 46 -0.236 1.5 1.023 11.63 13.83 7.9 
Mar 30.55 43.79 10.95 2.501 95.87 2.429 0.643 0.796 3 76 -0.04 1.563 1.009 11.94 14.96 8.9 
Aprl 31.8 4i. 01 13.63 2.66 95.87 2.426 0.644 0.805 4 106 0.166 1.605 0.992 12.27 15.5 9.4 
May 31.65 46.62 19.11 2.641 95.87 2.426 0.644 0.804 5 137 0.333 1.641 0.977 12.54 15.44 9.1 
j-uýW- 2-8.8-5 7ý9-11 -23-03 -2.2-97 -9-5-. 8-7 - -2.433 -0.642 -0-. 78-2 -6 1-67 0-40-7 -1.6-58 -0.96-8 -1'2-. 6-8 15.25 7.8 
Jul 26.55 34.72 25.35 2.044 95.87 2.438 0.64 0.761 7 198 0.372 1.65 0.968 12.61 15.29 6.1 
Aug 25.85 33.32 26.65 1.972 95.87 2.44 0.64 0.755 8 228 0.239 1.62 0.977 12.38 15.39 5.8 
Sept 26.65 
- 
34.93 26.89 2.054 95.87 2.438 0.641 0.762 9 259 0.037 1.578 0.992 12.06 15.07 6.4 
dc-i 2 7.6ý 37.06 24.44 2.162 95.87 2.436 0.641 0.771 10 289 -0.169 1.536 1.008 11.74 14.14 6.9 
Nov 27.5 36.71 16.89 2.146 95.87 2.436 0.641 0.77 11 319 -0.331 1.501 1.023 11.47 12.99 7.1 
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1 
33.61 1 12.1 1 1.987 --9-5.87 -2.44 '- 0.64 -0.756 
1 
1-2 3-50 --0.407 1 -1.4-8-3 -1.032- -1-1.34 -1-2.3-41 -ýj 
6.5.2, Amount or Losses Using Penman'Method 
Losses from reservoirs can be estimated as the difference between evaporation from 
and rainfall on those reservoirs in accordance with the follo%%ing relationship: 
Volume of Losses = (Evaporation rate, Eý. - Rainfall) * Water surface area, A. (6.14) 
Water surface area varies with the water level of stored water in a reservoir. Variation 
of water surface area with water level, (MOI. 1968), for both Roseries and Sennar 
reservoirs can be approximated4 using software excel, by the following relations: 
Roseries Reservoir 
A=0.4809 W- 44 1.5 H+ 10 1404, R2 = 0.99 (6.15) 
Sennar Reservoir 
A= -2.1943 H 2+ 1855.3 H- 391978, R2 = 0.99 (6.16) 
Where: 
A is the area in squared kilometre. 
H is the stage in marcs. 
Substituting A, Eo and rainfall in rclation (6-14), losses can be estimated in volume. 
Výowing the daily water levels, during the period July 1993 - June 1994, the daily 
wI ater surface area is obtained from relation (6.15). Ibis water surface area, together 
w ithrainfall (Table 6.3) and EO (Table 6.6) are substituted in relation (6.14) to estimate 
daily evaporation losses using Pcnman approach (Appendix A). The monthly losses are 
foundby summing up the daily losses, Table (6.8). 
6.6 1 ESTIMATION OF LOSSES FRO'M WATER BALANCE 
Losses can be estimated as a residual from water balance. They can be included in mass 
balance equation as follows: 
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Monthly inflow = monthly outflow + monthly losses 
final contents - initial contents 
The monthly inflows, and outflows, Table (6.7), are obtained from Roseries reservoir 
resident engineer operation book. The contents at the beginning and at the end of the 
month, Table (6.7), are obtained by substituting the water levels at the beginning and 
the end of the month, from appendix A, in the storage-water level relationship, 
equation (6.18), derived for year 1993 using models (5.3), (5.6) and (5.7). 
S=3.261 H2'232 (6.18) 
The monthly inflows' monthly outflows, contents at the beginning of the month and at 
its end are used in re; ation (6.17) to obtain the monthly losses, Table (6.7). The results 
of the two methods, are compared, Table (6-8). The difference between the two 
methods lies in the range ±6 percent. 
Table (6.7) Calculation of losses from water balance - Roseries, , 
(Figures are in million m3) 
Month Inflow Outflow Initial Content Final Content Losses 
Jul - 93 8397.2 8481.4 183.25 89.94 9.045 
Aug - 93 15119.3 15098.2 89.94 104.14 6.847 
Sept - 93 12662.1 11587.2 104.14 1169.72 9.361, 
Oct - 93 7724 6917.2 1169.72 1947.68 28.791 
Nov - 93 3318.5 3133.1 1947.68 2066.47 66.94 
Dec - 93 1564.2 1518 2066.17 2045.73 66.648- 
Jan - 94 890.0 952.5 2045.73 1913.13 70.140 
Feb - 94 502.9 787.2 1913.13 1566.44 62.444 
Mar - 94 341.6 741.1 1566.44 1103.41 63.44 
April - 94 275.2 818.2 1103.41 512.68 47.714 
May - 94 1119.7 1338.7 512.68 257.43 36.281 
June - 94 2927.4 3049.3 257.43 117.38 18.183 
Total 54842 54422.1 1 485.838 
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Table (6.8) Evaporation losses, Roseries, in million m3, 
using different methods 
Month Water Balance 
Method 
Penman 
Method 
% difference 
Jul - 93 9.045 8.781 -2.92 
Aug - 93 6.847 7.005 2.31 
Sept - 93 9.361 9.674 '3.35 
Oct - 93 28.791 28.892 0.35 
Nov - 93 66.94 64.569 -3.54 
Dec - 93 66.648 65.917 -1.1 
Jan - 94 70.140 65.671 -6.37 
Feb - 94 62.444 _61.814 -1.01 Mar - 94 63.446 66.727 5.17 
April - 94 47.714 50.447 5.73 
May - 94 36.281 35.588 -1.91 
June - 94 18.183 17.966 -1.19 
6.7 CONCLUSIONS 
Penman original equation has been used to estimate monthly evaporation rate, Eo, in 
the Blue Nile system. Further the monthly losses for Roseries reservoir have been 
estimated as a product of water surface area and the term (Eo - rainfall). Alternatively, 
the monthly losses have been estimated for the same reservoir, as a residual, from water 
balance. The difference between the methods lies in the range ±- 6 percent. This 
difference is acceptable, if the error in measuring inflowing and outflowing discharges 
is taken into account. Therefore Penman approach can be used in modelling the 
evaporation losses from the Blue Nile system. This finding verifies the first part of 
hypothesis 4. The evaporation models fitted here will be incorporated in the 
optimization model to be developed in Chapter IX 
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CHAPTER VII 
BLUE NILE FLOW MODELLING 
Summary - In this Chapter the Blue Nile flow is modelled. The model is used in 
generating samples that will be used as inputs to the optimization model in Chapter IX. 
7.1 INTRODUCTION 
Recent applications, as will be done in the following chapters, mixed implicit 
optimization, regression analysis and simulation to derive and test operation rules 
(Section 2.5). The Blue Nile flow is characterised by a period of low flow (Section 
4.2.2. b). Recession and low flow analysis are basically used in separation of base flow 
from flood flow and in low flow forecast (Martin, 1973). Therefore these models are 
not suitable for representing the flow implicitly. Alternatively time series analysis 
approach will be used to model the flow implicitly. A statistical model will be fixed and 
used in generating samples with equal probabilities of occurrence. This would allow 
testing the operation policies, to be derived later, against a range of flow sequences 
that could occur. The widely used models for hydrologic time series modelling are 
autoregressive, AR(p), and autoregressive moving average, ARMA(p, q) models (Salas 
et al., 1997). They have the following model forms (Box and Jenkins 1970), 
AR(p): Z, = Dizt-i +Et (7.1) 
j=I 
ARMA(p, q): Z, =2 ., 
0 
jZ, -j 
+ E, - 10 jFI-j (7.2) 
j=1 j-1 
Where Oj the autoregressive parameter, 4 standardised time series; Et residuals, 
(white noise); p autoregressive model order; q the moving average model 
order and Oj is the moving average parameter. 0 1) 
7.2 DESCRIPTION OF THE MODELLING PROCEDURE 
This section summarises the modelling process described by Salas et al., (1997). 
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7.2.1 Preliminarv Analvsis 
The aim of the preliminary analysis is to have a general idea about the types of models 
that may be selected. They follow the following steps: 
step(la) check the original time series X,,, for normality, v is for years and r is for 
months. If the series is normal take y,,, = X,, and go to step(lc). 
step(lb) if the original series, X,,,, is not normal, make a suitable transformation to 
bring it to normality and denote the transformed series by y,,,. 
step(Ic) Plot the time series y,,, and observe its main characteristics. 
ste120d) Find the estimates of the mean, y,, the standard deviation, S,, and the periodic 
correlation coefficients, r(j,, )(y), as follows: 
................ (7.3) 
I- 
T-= I ........... w 
(7.4) S, I 
(YVT 
1 
V=1 
Where N is the number of years and w is the number of intervals during the year. 
These estimates are used instead of Fourier series fit when w :5 12. Therefore they are 
suitable for monthly intervals. 
IV 
rk =11 
(Yv,, 
r 
ýT )(Yv,, 
c-k 
NY I 
Sc - Sv-k 
(7.5) 
When T-k < 1, N is replaced by N-1, YV, T-k by YV-I, W+, E-k and Yr-k is replaced by yW+T-k 
step(le) Plot mean y, and S,,, r =1................ 12. 
step(lf) Plot estimates rk,, for k=1,2,3 and -r =I............. 12. If rk, coefficients do not 
vary significantly from month to month, the AR or ARMA models with constant 
coefficients may be selected. 
7.2.2 Estimation of parameters 
The parameters of the likely suitable models are estimated as follows: 
step(2 ) From the samples the monthly mean, Y, and standard deviation, S,, are 
determined. These are the estimates of the population mean, g', and the standard 
deviation, cr, respectively. 
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stepL2b) Standardise the series Y,.,, using the relation 
ZV,, r = 
YVIT - 91C - 
YV. 
IT 
-Y V=1 ............. N;, r =1.......... W (7.6) CY, ST 
This series, 'Z,,,, has approximately zero mean and variance 1. 
step(2c) I- 
(i) If a model with constant coefficients is selected from step(lf), the series Z,,., can be 
represented by a series 7, with t= (v-1)w+, r. 
(ii) The sample correlogram. rk(z), k=1,2,3 . ............ of the series Z, is determined by 
the following equation: 
N-k 
Vt - 
2t)(Zt+k 
- ZI+k) 
rk (Z, ) ý- 
N-k 
E(Z 
t _2 t 
)2 (zt+k - 
21+k )2 
1=1 
Where 
2, is the mean of the first N-k values Z, . .............. 9 
ZN-k- 
2 
t+k 
is the mean of the last N-k values, Zk+I, ............... 
ZN- 
In general - 1: 5 rk(z) :5+1. 
(iii) Parameter Estimation of AutoRegressive, AR, Models: 
(a) Method of Moments: 
AR(1): II 
Autoregressive Parameter 01: 
ol = r, 
Autocorrelation Function, rk: 
rk ": 01 
k 
Estimate of the Residuals Variance, cr, 2 
2 
Na 2 (1 _0 12 cre 
N1 
a 17 , the variance of the series 4, is approximately 1. 
ARM: II 
Autoregressive Parameters, 01 and 02: ' 
r, r2 
01 
2 
(7.7) 
(7.8) 
(7.9) 
(7.10) 
(7.11) 
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2 
r. - rl 02 
2 
Autocorrelation Function, rk: 
rk = 014-1 + 02 rk-2 k ý: 2 
Estimate of the Residual Variance, (yE2 
2 
N(y 2 (1 +02)1(1-02 )2 _012] 
(N - 2)(1- 0 2) 
(b)Likelihood Method: 
First the coefficients Dij are calculated according to the following relation: 
= Dji =N Du 1 Zi+LZj+L N+2-i-i L-0 
ARM: 
Autoregressive Parameter 01: 
D12 
D22 
Residuals Variance, a. 
CY e2=1 (DI, -OID12) N-1 
AR(2)-. 
Autoregressive Parameter 01,02: 
= 
D12D33-D, 
3D23 01 
D22D33-D23 2 
= 
D, 
3D2, -D, 2D23 02 
D22D33 -D23 
2 
Residuals Variance, CTe 
2: 
(7.12) 
(7.13) 
(7.14) 
(7.15) 
(7.16) 
(7.17) 
(7.18) 
(7.19) 
2=1 (DII -OID12 -02DI3) (7.20) N-2 
For large samples, methods of moments and likelihood give approximately the same 
estimation of autoregressive parameters. 
(c) Stationary Conditions: 
The following conditions are to be met by the estimated parameters. 
For AR(1) model, the conditions are: 
-1 <01 <1 
For AR(2) model, the conditions are: 
(7.21) 
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ý1 + ý2 < 
02 - 01 < (7.22) 
-1 < 02 < 
(iv) Parameter Estimation for ARMA(1,1) Model: 
To obtain ARMA(1,1) general equation, substitute for p=qI in relation (7.2 
Zt = 01 Zý. j + Ct - 01 Et. 1 (7.23) 
The parameters to be estimated are the autoregressive parameter, 01, and the moving 
average parameter, 01. 
Initial Estimates of the Parameters: 
ý 
01-ýC2/Cl (7.24) 
Where C, and C2 are found for k=1 and 2 in the relation 
i Ar-k 
Ck =-E (Z, - 2), O:! ý k<N (7.25) N .1 
Ck is the lag-k autocovariance. 
01: 
Calculate do, C, 
C/ 
0= 
CO + 012 C1 -2 01C, (7.26) 
C/I = C, + ý12 CI - CC2 +Co) I ", 1 (7.27) 
Substitute C/o, Cýj in (7.28) and (7.29) 
CFE 2= C/ 0/ 
(I + ()12) (7.28) 
01 =- CI/ / CYe2 (7.29) 
Equations (7.28) and (7.29) are solved simultaneously for a,, 
2 
and 01. 
Maximum Likelihood Estimate for ý1,01: 
The maximum likelihood estimate corresponds to the minimum sum of squares of 
errors, 
s(e 
1,0 1) =Z 
EI 
l=I 
Where F-I =0. 
F-2: -- Z2- OIZI . 
E3 = Z3-OIZ2 + OIE-2 
EN -2 
ZN - e1ZN-1 + 
OLF-N-1 
(7.30) 
(7.31) 
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In the neighbourhood of the initially estimated 01 and 01, calculate S using (7.30), for 
different values of 01 and 01. The values of 01 and 01 that give minimum value of S are 
the optimal estimation of the two parameters. 
Residuals Variance, (Yr, 
2: 
FE 
t2 S(0,0) = -1 (7.32) NN 
Stationarity Conditions: 
-1 <01 < l'-1 <01 <1 (7.33) 
In typical hydrologic models, 
0<01<1,0<01<1 and 01>01 (7.34) 
ARMAUJ) Autocorrelation Coefficients: 
1)(01-01) ri = 
(1-010 
(7.35) 2 1+01 -2010, 
rk = ol rk. 1, k>2 (7.36) 
7.2.3 Goodness of Fit of Selected Models 
The goodness of fit is determined by testing residuals for independence and normality 
The following steps are followed: 
step(3a): First the residuals, Et, are calculated. For, 
AR(1) : F-2 : -- Z2 - OIZI 9 ............ 9 EN -ý ZN- OIZN-19 (7.37) 
AR(2): 63-*-": Z3- OZ-02ZIi ..... 9 EN -ý ZN- OIZN-1- 02ZN-2v (7.38) 
ARMA(l, l): F-1ý0, F-2ýZ2-OIZI, F-3--'ýZ3-OlZ2+OIE2, .... 9 EN--: ZN-OIZN-I+OIZN-2. (7.39) 
step(3b): Test of residuals for independence 
If the residuals are independent, then the model is accepted. Any of the following two 
tests can be applied to decide whether the residuals are correlated or not. 
(1) Porte Manteau Test: 
The hypothesis to be tested is that the residuals are independent. To carry out the 
test, the steps described below are to be followed: 
(i) Calculate rk(e) of the residuals F, for lags k=1 to L, equation (7.7). Where 
L= N110 +p+q (7.40) 
(ii) Calculate Statistic Q 
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L 
Q= N3, ] rk (FE)' (7.41) 
- kal 
(iii) Find, from X2Tables, chi-square value with (L-p-q) degree of freedom. 
(iy) If Q< X2value, then the hypothesis and the model are accepted. 
(2) Anderson Test of Correlogram: 
(i) Calculate correlogram rk(F, ) of residuals (c, ) from equation (7.7). 
(ii) Anderson (1941) gave the limits for rk(95%) as: 
-1 ± 1.96(N -k -1)1/2 rk (95%) = N-k 
(7.42) 
(iii) Plot rk(e) and rk(95%). If, for example, k=1 ............ 40, then the maximum 
number of points allowed out of the limit is (1-0.95)*40 = 2. If the number of 
points out of the limit are :52, then it can be concluded that the residuals of the 
model are uncorrelated. 
step(3c): Test of Residuals for Normality: 
Many tests can be conducted to test the hypothesis that a time series is normal. If its 
found that the series of the residuals is not normal, another trial to bring it to normality 
should be made by trying another transformation of the original time series. Here three 
tests of normality are described: 
(i) The first test is done by plotting the residuals series on a normal probability paper. 
If the plot is approximately a straight line, then the hypothesis of normality is accepted. 
(ii) X2, chi-square, test: , 
(a) Let Xt, t=1 ...... N, be a time series with mean 
jý and standard deviation a and 
sample size N. In this test it is assumed that this series is fitted with a normal 
distribution and X2 test is used to test the goodness of fit. 
(b) The series is arranged in ascending order of magnitude. 
(c) The series is divided into k class intervals, each with l/k probability. 
(d) From Normal probability tables, obtain the values 111,112, ......... A-1 corresponding to 
commulative probabilities l/k, 2/k . ............ 9 (k-1)/k. 
(e) The values in the X range which determine the class intervals will be, Xl'--, -? +crul, 
X21= 9+ CF112o ................. I 
kk- 
I= dý + CyUk- 1. 
(f) The absolute frequency, of the ordered sample series, which falls within the class 
interval i-th, is Ni, i=1................ k. 
(g) The expected number of points which falls in each interval would be N/k. 
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(Nj _N 
)2 
h) Find, X2=2 k (7.43) 
N 
k 
The above relation has a Xý distribution with (k-2 ) degree of freedom. 
(i) From Xý tables, obtain X2-. (k-2), cc is the probability level. 
0) If )? < X2,.,, (k-2), then the hypothesis of normality of the time series X, is accepted. 
(iii) Skewness test of normality: 
For a normal distribution, the skewness coefficient is zero. The skewness coefficient, y, 
for variable Xt, t=I............. N, can be estimated by: 
N 
(XI 
y (7.44) 
IV 
31 -I(X, -X) 
N t., 
is normally distributed w, ith mean zero and variance 6/N, (Snedecor and Cochran, 
1967). Then the (I -a) probability limits on y may be defined by 
[- ul., v24(61N), ul-w24(61N)l (7.45) 
Where, uj-. 12is the 1-a/2 quantile of the standard normal distribution. 
If y falls within the above range, the hypothesis of normality is accepted. This test is 
sufficiently accurate for N> 150. 
7.2.4 Selection among, Competent Models 
if more than one model pass the test of goodness of fit described in Section (7.2.3), 
Akaike test, proposed by Akaike (1974), is performed to select among competing 
models. For ARMA(p, q) models, Akaike Information Criterion is: 
AIC(p, q) =N ln(a, 2) + 2(p+q) (7.46) 
Where N is the sample size and aý2is the estimate of the residuals variance. 
According to this criterion, the model with minimum AIC is the one to be selected. 
7.2.5 Model Use for Samples Generation 
Different models are used for generation of synthetic samples as follows: 
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AR Models: 
The general form of AR models is, 
Zt = 01 Zt-i . ........... + OP 4-P +Et (7.47) 
E, is normal with mean zero and variance (T e 
2. 
The standard normal variable is introduced, 
(7.48) (et -0 )/ CTe 
obtain e, from (7.48) and substitute it in (7.47) to get, 
4= 017,1 . ........... + OP 4-P + a'ý 4t (7.49) 
4t is independent, normal variable with mean 0 and variance 1. 
A series of 4 is to be generated and substituted in (7.49) to generate a time series of 
To generate 4, Box and Muller (1958) proposed these equations: 
41 = [ln(l/uj)ff2cos(21rU2) (7.50) 
42= [ln(l/ul)]"2 sin(2-nU2) (7.51) 
41 , 42are standard non-nal random numbers. 
ul u2 are random numbers of the uniform (0,1) distribution. 
Normality and independence tests have to be carried out for newly or previously 
generated random numbers to avoid the failure of the test by the generated time series. 
Take 41 from the generated numbers and find Z, from (7.49), assuming Zo, 7-is ........ s 
Zp.,, are zeros. Take E, 2, findZ2. using the derived Z, and taking ZO, 7-1, ... ' ZP+1 -cis 
zeros. Repeat until a series ZI 9Z2 ....................... 
ZNI iSgenerated. 
N' = Ng + N,, -1' (7.52) 
N,, is the warm-up length and Ng is the desired generated length. N,, is necessary to 
remove the effect of taking ZO = Z, = ... = Zp+l =0 and it may be 50 (Fiering and 
Jackson, 1971). The first N,, values are deleted and the last Ng values, ZNw+l . ...... 
ZNw+Ng, are taken asZI, Z2 . ....................... ZNg- 
The generated standardised series, Z,,,, can be substituted in equation (7.6) together 
with the monthly mean, g,, and monthly standard deviation, cy, to get the transformed 
series y,,,. X,, the generated time series is found by finding the inverse of y,.,. 
ARMAGM: 
e, obtained from (7.48) is substituted in the general form of ARMA(l, l) model, 
equation (7.23). to have the general form of ARMA(l, l) in terms of 4,, i. e. 
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4= ý14.1 + ýCyr, - OjEt-I (7.53) 
For generation the same procedure described above can be followed by taking ZO & F-0 
equal to zeros. 
Alternativel , from the time series of 4 and Et, take the last point of each and 
substitute their values in equation (7.53) for 4.1 & Et. j. Then use the generated 
standard random numbers to generate 4. Then the generated 4 and Et are used with 
another generated number to find 7,,,. The process is repeated until a Z, series of the 
required length is generated. 
7.2.6 Preservation of Statistics 
The generated samples should preserve some statistical properties. In the case of the 
monthly analysis carried out here, the generated time series has to preserve the mean 
and standard deviation of the original time series. 
7.3 MODELLING APPLICATION TO THE BLUE NILE 
To model the flow of the Blue Nile, the calculations follow the same steps previously 
described. The time series used in the analysis is 30 years long, extending from July 
1962 to June 1992. Table (7.1) shows the monthly discharges, their averages, standard 
deviations and skewness coefficients. 
7.3.1 Preliminary Analysis 
Step(la): 
For the original time series, X,,,, the monthly skewness coefficients are calculated. The 
average monthly skewness coefficient found is equal to 0.584, Table (7.1). The 
original time series is not normal, since the skewness coefficient is not close to zero. 
Step(lb): 
A power transformation is used to bring the time series, X,,.,, to normality. The best 
transformation is found by taking y,,, = X,,, 0.225 . The transformed series, y, has 0 
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average monthly skewness coefficient, Table (7.2). It can be concluded that the 
original time series is brought to normality 
step (1d): 
The mean y,, the standard deviation, S,. and the periodic correlation coefficient, 
r(,,, )(y) are calculated and shown at the bottom of Table (7.2). 
step (1f): 
The estimates of r(,,, )(y), Table (7.2), do not vary significantly from month to month. 
Therefore, models with constant parameters can be selected. 
7.3.2 Estimation of Parameters 
step (2a): 
Since w= 12, the sample mean, y,, and standard deviation, S, shown in Table (7.2), are 
taken as estimates of the population mean, p, and standard deviation, cr, respectively. 
step (2b): 
The series y, is standardised using relation (7.6). Table (7.3), shows the standardised 
series Z,., . 
Step (2c): 
(i) Since models with constant parameters have been selected from step (If), Z,., is 
represented by 74 with t= (v-1)w +, r. 4 mean is 5.84E-8 =0 and its standard 
deviation = 0.985 = 1. 
(ii) The correlogram. of time series 4, rk(z), k=1,2 . ............... 20 is 
determined using 
relation (7.7) and results are shown in Table (7.4). rk(z) lies within the range -1 to 1. 
(iii)Parameter Estimation of AR models: 
a. Method of Moments: 
ARM: 
Autoregressive Coefficient 01: 
r, = 0.6276, ri from Table (7.4) and relation (7.8) is used. 
Cr 
2 
Residual Variance 
CTe 2=0.6078 by substituting for N= 360 , 01 = 0.6276 and cý =1 in equation 
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Autocorrelation function rk: 
The autocorrelation function is calculated for k=1 to 20, using relation (7.9) and 
results are shown in Table (7.4). 
AR(2): 
Autoregressive Coefficient 01,02: 
Substitute for r, (7-., ) = 0.6276 and r2(4) = 0.5043 in relations (7.11 ) and (7.12) to find 
01 and 02 respectively. 01 = 0.5132 and 02 = 0.1822. 
Residual Variance Cr a 
2: 
ae 2=0.5893 by substituting for N= 360,0.5132,02 = 0.1822, and cy" =1 in 
relation (7.14). 
Autocorrelation function rk: 
The autocorrelation function, rk, is determined by substituting 01 = 0.5132,02 = 
0.1822 and rk., and rk-2from Table (7.4) in relation (7.13). The results of rkfor k=2 to 
20 are shown in Table (7.4). 
Table (7.4) Correlogram, rk, of fitted models 
k 4 AR(l) AR(2) ARMA(l, l) 
1 0.627 0.627 0.627 0.627 
2 0.504 0.394 0.504 0.507 
3 0.407 0.247 0.373 0.409 
4 0.355 0.155 0.283 0.331 
5 0.307 0.097 0.213 0.267 
6 0.234 0.061 0.161 0.216 
7 0.201 0.038 0.122 0.175 
8 0.188 0.024 0.092 0.141 
9 0.181 0.015 0.069 0.114 
10 0.182 0.009- 0.052 0.092 
11 1 0.217 0.006 0.039 0.074 
12 0.179 0.004 0.030 0.060 
13 0.211 0.002 0.022 0.049 
14 0.187 0.001 0.017 0.039 
15 0.199 0.001 0.013 0.032 
16 0.149 0.001 0.010 0.026 
17 0.140 0.000 0.007 0.021 
18 0.180 0.000 0.005 0.017 
19 0.180 0.000 0.004 0.014 
20 0.170 0.000 0.003 0.011 
21 0.150 0.000 0.002 0.009 
22 0.194 0.000 0.002 0.007 
23 
1 
0.152 0.000 0.001 0.006 
24 0.116 0.000 0.001 0.005 
25 0.108 0.000 0.001 0.004 
26 0.054 1 0.000 0.001 0.003 
27 0.045 0.000 0.000 0.002 
28 0.045 0.000 0.000 0.002 
0.040 0.000 0.000 0.002 
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b. Maximum Likelihood Method: 
Using relation (7.15), the Dij coefficients necessary for estimating parameters of AR 
models are calculated. The results are as follows: 
DI, = 348.0001 , 
D12 = 218.8462, D13 = 176.2635 , 
D22= 349.4046, D23= 220.2476, D33= 351.3106 . 
ARM: 
Autoregressive Coefflcient, ý,: 
01 = 0.6263 , using relation (7.16). 
2. Residual Variance cr,, . 
CTE 2=0.5876 using relation (7.17). 
ARM: 
Autoregressive Coefficient, ýj 02: 
01 = 0.5127 and 02 = 0.1803, using relations (7.18) and (7.19) respectively.. 
Residual Variance (;, 2: 
CTE 2=0.5699 using relation (7.20 ). 
As expected, for large samples, i. e. N= 360, the methods of moment and likelihood 
give almost the same results when estimating 01 and02 (Table 7.5). However results 
obtained from the method of moment will be used for further analysis. 
Table (7.5) Comparison between likelihood and 
method of moment estimation 
method of mome-n-tT likelihood 
AR(l) 
01 0.6276 0.6263 
ae, 0.6078 0.5876 
AR(2) 
01 0.5132 0.5127 
02 0.1822 0.1803 
ae, 0.5893 10.5699 
c. Conditions to be met by parameters: 
The stationary conditions for AR(l) and AR(2) are satisfied, since the estimated 
parameters satisfy the relations (7.21) and (7.22). 
AR(l): -1<(01 = 0.6276) <1 
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AR(2): (01 + 02)= 0.6954 <1 
(02 
- 01) = -0.331 <1 
-1< 02 = 0.1822 <1 
(iv) Parameter Estimation for ARMA(1,1) Model: 
Initial Estimation of the model parameters: 
For initial estimation lag 0,1 and 2 autocovariance i. e. CO C, and C2 are estimated 
using relation (7.25) when k=0,1 and 2. 
Co = 0.9667, C, = 0.6062, C2 = 0.4869. 
Initial Estimate of the Autoregressive Parameter, 01: 
According to relation (7.24) 
01 =C2/Cl= 0.4869/0.6062 = 0.8032. 
Initial Estimate of the Moving Average Parameter, 01: 
To estimate 0, the following steps are followed: ' 
1. Substitute Co, 01 and C, in relation (7.26) to find CO' = 0.6165. 
2. Substitute Co, 01, C, and C2 in relation (7.27) to find Cl'= -0.1703. 
3. Substitute CO' and C11 in relations (7.28) and (7.29) and solve for 01.01, found, is 
equal to 0.3. 
Thus the initial estimates of the model parameters are: 01 = 0.80 and 01 = 0.30. 
Maximum Likelihood Estimation of Parameters: 
Maximum likelihood method gives an estimate of 01 and 01 which give the minimum 
value of the sum of squares of errors, equation (7.30). 
In the vicinity of initially estimated 01 and 01, the errors are calculated according, to 
relation (7.3 1). The sum of squares are shown in Tables, (7.6), (7.7) and (7.8). 
Table (7.6 ) Sum of squares - first trial 
01 = 0.7 0.8 0.9 
0.2 205.295 205.0743 214.27 
0.3 209.0712 202.9881 208.3497 
0.4 
1 
219.4164 
1 
205.3679 
1 
205.7538 
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Table (7.7) Sum of squares - second trial 
01 = 0.77 0.78 0.79 0.8 0.81 0.82 0.83 
0.27 3.3022 3.1554 3.1163 3.1847 3.3606 3.6441 4.0352 
0.28 3.358 1 4.1545 3.0607 3.0766 3.2023 3.4378 3.7831 
0.29 3.4608 3.1987 3.0487 3.0108 3.085 3.2712 3.5695 
0.30 3.6114 3.2892 3.0814 2.9881 3.0093 3.1449 3.3949 
0.31 3.8111 3.4269 3.1597 3.0093 2.976 3.0595 3.2599 
0.32 4.0611 3.613 3.2845 3.0755 2.9859 3.0159 3.1653 
0.33 4.3628 3.849 3.4571 3.1875 3.0401 3.0148 3.117 
0.34 4.7178 4.1358 3.6787 3.3466 3.1395 , 3.0573 3.1001 
0.35 5.1276 4.4752 3.9507 3.554 3.2852 3.1443 3.1313 
0.36 5.5941 4.8689 4.2746 3.8112 3.4786 3.277 3.2063 
Note: Sum of squares = figures in table + 200 
Table (7.8) Sum of squares - third trial 
01 = 0.807 0.808 0.809 0.810 0.811 0.812 
01 = 
0.304 2.9788 2.9817 2.9857 2.9908 2.9971 3.0046 
0.305 2.9769 2.9792 2.9827 2.9873 2.993 2.9958 
0' 306 2.9754 2.9771 2.9801 2.9841 2.9894 2.992 
0.307 2.9743 2.9755 2.9779 2.9815 2.9862 2.9887 
0.308 2.9737 2.9743 2.9762 2.9792 2.9834 2.9887 
0.309 2.9735 2.9736 2.9749 2.9774 2.981 2.9858 
0.310 2.9737 2.9733 2.974 2.976 2.9791 2.9833 
0.311 2.9744 2.9734 2.9736 2.975 2.9775 2.9813 
0.312 2.9755 2.974 2.9736 2.9745- 2.9765 2.9797 
0.313 2.977 2.975 2.9741 2.9744 2.9758 2.9785 
0.314 2.979 2.9764 2.975 2.974 2.9756 2.9777 
0.315 2.9814 2.9783 2.9763 2.9755 2.9758 2.9774 
0.316 1 2.9843 2.9806 2.978 2.9767 2.9765 12.9775 
10.17 1 2.9876 1 2.9833 1 2.9802 1 2.9783 2.9776 
Note Sum of squares = figures in table + 200 
The first trial, Table (7-6), shows that the parameters 01= 0.8 and 01= 0.3 give 
minimum value of sum squares of errors, 202.9881. For more precision, as in Table 
(7.7), points are chosen around the point (0.8,0.3). The second trial shows that 01= 
0.81 and 01= 0.31 give minimum sum of squares, 202.976. Again points are chosen 
around 01= 0.81 and 01= 0.31 and it has been found that 01= 0.808 and 01= 0.31 give 
the minimum estimate of the sum of squared errors, 202-9733, Table (7.8). No 
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significant reduction in the sum of squares, when fourth decimals are added to 01 and 
01. Therefore 0.808 and 0.31 are taken as the maximum likelihood estimation of 
parameters 01 and 01 respectively. 
Estimate of the Residual Variance, cy, 2 
Using relation (7.32), N=360 and ze t2 202.9733, it has been found that cr,, 2=0.5638. 
Autocorrelation Function, rk- 
Substitute for 01 = 0.808 and 01 = 0.31 in relation (7.35) to find rl. r, found and 01 are 
substituted in relation (7.36) to find r2. r2 is substituted in relation (7.36) to find r3. The 
method is repeated to calculate rk for k=2 to 20. Results are shown in Table (7.4). 
Conditions to be met by the Model: - 
The estimated parameters satisfy conditions (7.34). 
0< 01 (= 0.808) < 1, 
0< 01 (= 0.31) <1 
01 (= 0.808) > 01 (= 0.3 1) 
7.3.3 Goodness of Fit 
Goodness of fit of a model is determined by testing the residuals for independence and 
normality. If a certain model does not pass the independence test, 'then that model is 
rejected. If the model does not pass the normality test, then another transformation of 
the original data should be tried. 
step (3a): 
Ir7- 
For ARM, ARM and ARMA(l, l) models, the residuals F, can be calculated from 
time series, Z, using relations (7.37), (7.38) and (7.39) respectively. Residuals 
statistics are surnmarised in Table (7.9), below. 
Table (7.9) Residuals statistics 
Model AR(l) AR(2) ARMAQ, l) 
Mean 0.00234 0.000926 0.003573 
Stand. Dev. 0.7659 0.752 0.7519 
Skewness 0.293 0.2856 0.2964 
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Step (3b): 
Porte Manteau Test of Independence: 
(i) The autocorrelation function rk(rr, ) of the residuals F-, are calculated for k=1L 
using relation (7.7), Table (7.10). L is calculated as in relation (7.40). L= 37 for 
AR(l) and 38 for AR(2) and ARMA(l, l). 
Table (7.10) Residuals correlogram, rk(c) 
k AR(l) AR(2) ARMA(l, 1) k AR(l) AR(2) ARMA(l, l) 
1 -. 1168 -. 0126 -. 0012 20 . 046 . 0182 . 0232 
2 . 0901 -. 0454 -. 0116 21 -. 0352 -. 036 -. 0344 
3 . 0509 -. 0011 -. 0275 22 . 1564 . 1465 . 1424 
4 . 0751 . 043 . 0181 23 . 0209 . 0286 . 0287 
5 . 0972 . 0687 . 0464 24 . 0023 -. 0047 -. 002 
6 . 013 -. 0141 -. 03 25 . 0768 . 0598 . 053 
7 . 0262 -. 0084 -. 0226 26 -. 0391 -. 0458 -. 0526 
8 . 0346 . 011 -. 0066 27 . 0052 -. 0153 -. 0236 
9 . 0402 . 0114 . 0032 28 . 0165 -. 0016 -. 0111 
10 . 0018 -. 0002, -. 0105 29 -. 034 -. 0364 -. 0455 
11 . 1302 . 1031 . 0984 30 . 0628 . 0401 . 0347 
12 -. 0373 -. 0291 -. 034 31 -. 033 -. 0293 -. 0336 
13 . 1134 . 0794 . 0829 32 . 0672 . 0504 . 0497 
14 . 0093 . 0226 . 0155 33 . 0339 . 0347 . 0351 
15 . 1107 . 091 . 0843 34 . 0402 . 0406 . 0439 
16 -. 0126 -. 0333 -. 0385 35 . 0848 . 0828 . 0841 
17 -. 0142 -. 0409 -. 0429 36 . 0273 . 0302 . 0278 
18 . 0874 . 0752 . 066 1 37 . 0203 - 19 . 0593 . 0648 . 0557 38 
J 
-. 0481 
1 
Calculation of Statistic Q: For each model Q is calculated using relation (7.41). 
Table (7.11) shows the results. 
Table (7.11) Statistic Q calculation results 
Model N E(rk(e))2 Q 
AR(l) 360 0.1556 "56.002 
AR(2) 360 0.09531 - 34.312 
ARMA(l, l) , 360 0.0905 32.57 
(iii) From chi- square tables , it is found for: 
AR(l): Xl. a 
2 (L-p-q)= XI-0.052(37-1-0) = X. 95 
2 36 = 51 <Q= 56.002 
AR(2): XI. a 
2 (L-p-q)= XI_0.05 2 (38-2-0)= X. 95236=51 >Q= 34.312 
AR(l, l): XI-a 2 (L-p-q)=XI-0.05 2 (38-1-1) = X. 95 
2 36 = 51 >Q= 32.57 
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cc is the level of significance = 0.05 and (L -p -- q) is the degree of freedom. 
AR(2) and ARMA(l, l) models are accepted since Q is less than the tabulated X, while 
AR(I) Model is rejected since Q is greater than tabulated X' 
This result is also clear from Table (7.4) and Figure (7.1), where the correlograms of 
AR(2) and ARMA(1,1) are more closer to the correlograrn. of the original series 4. 
STEP (3Q: 
Test of Residuals for Normality: 
Since AR(I) is rejected in step (3b), the test of normality will be carried out for AR(2) 
and ARMA(l, I) models. 
Xý Test of Normality: 
The calculations follow section 3c-(ii) and the results of the test are shown in Table 
(7.12) for AR(2) and in Table (7.13) for ARMA(1,1). 
For AR(2) Xý = 25.444, the sum of the last column of Table (7.12). 
'X 
2 2(18) From X2 tables vi-a 
(k-2) = X95 28.9. 
X2 (= 25.444) "ý X95 2( 18) (= 28.9), therefore the hypothesis of normality of the 
residuals of AR(2) is accepted. 
ForARMA(l, l) Xý = 23.6667, 'the sum of the last column of Table (7.13). 
From X2 tables, Xl_(x2 (k-2) ý X952( 18) = 28.9. 
x2 (= 23.6667) < X95 2( 18) (= 28.9), therefore the hypothesis of normality of the 
residuals of ARMA(1,1) is accepted. 
Skewness Test of Normality: 
The skewness coefficients, y, for AR(2) and ARMA(l, l) models are calculated using 
relation (7.44). y for AR(2) is 0.2856 while it is 0.2964 for ARMA(l, l), Table (7.9). 
The allowable range for y as defined in relation (7.45), is (-0.3003,0.3003). This is 
obtained by having N= 360 and taking a=0.02 and consequently uO. 99 = 2.326. 
For both models skewness coefficients fall within the allowable range and hence the 
hypothesis of normality is accepted. 
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Table (7.12), Y, 2 Test of normality - ARM 
Interval 
k 
Cumulative 
Probability 
u -normal 
distribution 
Cass limit N, (N. I.. - N/k 
1 0.05 -1.645 -1.23661 15 0.5 
2 0.1 -1.2816 -0.96322 17 0.055556 
3 0.15 -1.0367 -0.77898 12 2 
4 0.2 -0.8415 -0.63213 18 0 
5 0.25 -0.675 -0.50688 18 0 
6 0.3 -0.525 -0.39403 20 0.222222 
7 0.35 -0.385 -0.28871 25 2.722222 
8 0.4 -0.2533 -0.18963 23 1.388889 
9 0.45 -0.125 -0.09311 25 2.722222 
10 0.5 0 0.000926 15 0.5 
11 0.55 0.125 0.094964 27 4.5 
12 0.6 0.2533 0.191484 20 0.222222 
13 0.65 0.385 0.290562 20 0.222222 
14 0.7 0.525 0.395884 13 1.388889 
15 0.75 0.675 0.508729 13 1.388889 
16 0.8 0.8415 0.633986 11 2.722222 
17 0.85 1.0367 0.780835 18 0 
18 0.9 1.2816 0.965074 12 2 
19 0.95 1.645 1.23846 14 0.888889 
20 1 
1 
24 2 
Table (7.13), Yý Test of normalitv - ARO, D 
Interval 
k 
Cumulative 
Probability 
u -normal 
distribution 
Class limit Ni (N, -N/k 
N/k 
1 0.05 -1.645 -1.2333 15 0.5 
2 0.1- -1.2816 -0.96006 13 1.388889 
3 0.15 -1.0367 -0.77592 16 0.222222 
4 0.2 -0.8415 -0.62915 19 0.055556 
5 0.25 -0.675 -0.50396 17 0.055556 
6 0.3 -0.525 -0.39117 20 0.222222 
7 0.35 -0.385 -0.28591 28 5.555556 
8 0.4_ -0.2533 -0.18688 24 2 
9 0.45 -0.125 -0.09041 IS 0 
10 0.5 0 0.003573 20 0.222222 
11 0.5 5 0.125 0.097561 24 2 
12 0.6 0.2533 0.194029 21 0.5 
13 0.65 0.385 0.293055 19 0.055556 
14 0.7 0.525 0.398321 15 0.5 
15 0.75 0.675 0.511106 12 2 
16 0.8 0.8415 0.636297 12 2 
17 0.85 1.0367 0.783068 17 0.055556 
18 0.9 1.2816 0.967208 11 12.722222 
19 0.95 1.645 1.240449 14 0.888889 
20 1 25 2.722222 
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7.3.4 Selection among Competent Models 
Since two, models have passed the goodness of fit test, Akaike Information Criterion, 
AIC, is to be performed to select one of them. Relation (7.46) is used to calculate 
AIC(p, q) and the result is shown in Table (7.14). 
Table(7.14) Selection among competent models 
Model N p q cr, 
2 AIC 
AR(l) 360 1 0 0.6078 -177.25 
AR(2) 360 2 0 0.5893 - 186.375 
I ARNM(l, l) 1360 1 1 11 0.5638 1 -202.3 
ARMA(I, I) gives minimum value of AIC, thus it is the one to be selected. The already 
rejected AR(1) gives the highest AIC value. It can be seen from Table (7.4) and Figure 
(7.1), that the correlogram of the selected model is the closest to the correlogram of 
the original time series Z, 
7.3.5 Generation of Svnthetic Time Series 
The selected model is used to -generate samples. 
The general form of ARMA(1, I), 
relation (7.53), is used for this purpose using the following already obtained values: 
the last value of the series Zý is taken as 4., = 0.175195, Table(7.3), the last value in 
the residual series ct., = -0.04627,01 = 0.808,01 = 0.31 and (Y,. = 0.7509 as estimated 
before. A previously generated series of standard normal random numbers, 4, is used. 
The sample size is 360, Table (7.15). The sample has a mean of 0.00423 (= 0), a 
standard deviation of 1.0389( = 1.0) and a skewness coefficient of 0.03. 
Test of 4 for Normality: 
The skewness test of normality for 4 is carried out. Since N= 360 and cc = 0.02, then as 
found in step 3c in Section 7.3.3, the skewness coefficient of a normally distributed 
variable should fall within the range (-0.3003,0.3003). The standard normal number, 
4, skewness coefficient is 0.03. Therefore 4 is normally distributed. 
Test of 4 for Independence: 
For independence Port Manteau test is done. The autocorrelation function rk(ý) 
is 
calculated using equation (7.7), Table (7.16). For N= 360 and I (rk (ý))2 = 0.08575, 
30.87. Q is less thanX'0.95(36) =51. Therefore 4s chosen are independent. 
126 
The independent normal numbers are used to generate the time series, 4, Table (7.17). 
Figure (7.2) shows the actual and generated standardised time series 2ý . 
Ta ble (7.15) Standard normal ran dom num ber series 
ý(1-40) 4(41- 
80) 
4(81- 
120) 
4(121- 
160) 
4(161- 
200) 
4(201- 
240) 
4(241- 
280) 
4(281- 
320) 
4(321- 
360) 
-0.319 -1.125 2.272 0.662 -1.843 -1.914 0.049 -1.258 0.359 
-1.749 2.633 -1.928 0.603 -1.149 -0.562 -1.101 -0.44 0.242 
0.358 0.516 -1.513 -1.533 -0.347 0.339 -0.16 -0.813 0.545 
-0.802 0.81 0.862 -0.295 -0.219 -1.405 0.716 -0.307 -1.552 
0.109 -0.09 2.152 0.317. 0.277 1.155 1.244 1.185 -0.026 
0.391 0.023 0.447 0.497 -1.662 -0.538 -0.519, -0.854 0.971 
0.773 0.627 -1.297 -1.317 0.588 1.028 -0.06 -1.771 -2.213 
-0.815 0.1 0.287 0.093 1.311 -0.128 -0.656 2.759 1.039 
-1.043 0.735 -0.278 -0.192 1.009 -1.426 -2.005 0.194 -0.735 
-0.915 0.171 -0.056 -0.203 -0.792 0.507 -0.954 -0.047 1.214 
0.14 2.538 -1.014 -0.489 1.403 0.573 -1.508 -0.518 -0.359 
1.641 0.255 0.913 -1.21 -0.76 1.058 2.014 1.905 0.9 
0.604 0.371 0.522 -0.035 -1.134 0.23 0.325 1.524 -1.5 
-0.366 1.17 1.671 -0.032 0.427 1.763 -0.335 2.16 1.481 
-0.349 0.438 2.19 0.483 1.24 0.239 0.17 -2.638 -0.074 
0.25 1.319 1.392 0.741 -0.581 -1.072 -2.213 0.196 0.051 
2.367 -0.444 -1.035 -0.385 -2.355 -0.537 -0.325 -0.049 0.955 
-0.9 0.698 -1.352 0.496 1.397 -0.306 -1.119 -0.92 -1.206 
-1.309 1.137 0.749 -0.061 -0.737 0.299 1.065 0.061 -2.228 
0.004 2.129 -0.304 0.503 -0.718 0.066 -0.267 0.414 -1.72 
1.006 0.994 -2.448 1.225 -0.204 -0.638 -1.227 1.256 -0.097 --0.724 0.998 1.015 -0.816 0.846 -1.154 0.76 -1.166 1.107 
0.515 0.087 -0.538 0.811 1.311 -1.514 -1.855 -0.612 0.546 
0.188 -1.356 0.304 -0.785 0.342 -1.714 -1.097 -0.942 -0.001 
0.859 -0.475 0.267 1.354 -0.911 0.359 0.631 0.118 -0.05 
-0.84 0.1 0.195 -1.438 0.348 0.592 -0.596 -0.253 -0.222 
0.757 1.161 -0.61 0.276 -0.768 -2.995 -0.372 -0.926 -0.228 [-0.192 
-0.144 0.487 -0.959 0.938 1.286 -1.063 2.201 1.299 
10.496 1 -2.014 0.509 -0.626 -0.395 -0.934 1.222 0.439 -0.162 
1.085 0.325 0.932 1.505 -1.982 0.345 -0.125 -0.058 0.219 1-1.163 -1.528 -0.858 0.304 0.161 0.198 1.087 2.009 0.092 
11.342 0.718 0.73 1.239 0.978 -0.047 -0.811 0.398 . 775 0 1-0.543 
, -0.514 -1.394 
0.363 -0.937 -0.409 0.057 -0.366 
1 1.418 
1-0.028 1 0.634 -0.36 -0.508 -0.732 -1.257 -0.473 1.091 -0.03 
-0.669 0.561 -0.33 0.066 -0.352 -0.94 -0.522 -0.644 0.714 
-0.436 0.806 0.31 3.085 1.667 -0.999 0.009 -0.145 0.1 
0.172 1.014 0.561 0.716 -0.139 0.712 0.308 0.917 -0.715 
-0.138 -1.437 -0.35 -0.093 -0.829 -0.017 -0.312 -0.606 0.471 
-0.131 0.952 -2.147 -0.851 , -1.954 -0.458 0.245 -1.112 2.0801 
2.53 10.194 0.797 1-1.617 1 1.485 1-0.731 1 0.235 -1.725 1.31 
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Table (7.16) Correlogram, standard random numbers, rk(ý) 
rkQ k rkQ k rk(4) k rk(4) 
1 
-. 0374 10 -. 1007 19 . 0284 28 -. 0111 
2 -. 0083 11 . 022 20 . 0016 29 . 0482 
3 -. 0606 12 . 0475 21 -. 0348 30 . 0121 
4 . 0612 13 -. 0374 22 -. 0264 31 -. 0107 
5 . 0481 14 . 1116 23 . 05 
32 . 0636 
6 -. 055 15 . 0452 24 -. 0481 33 . 
048 
7 . 0613 16 -. 0162 25 . 0406 34 . 0579 
8 . 0054 17 . 0563 26 . 038 35 -. 0106 
9 . 0277 18 . 0996 27 -. 0349 36 . 0219 
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i aDie k /. i i) uenerat ea sEanaara time series, 4. 
Z(1-40) Z(41-80) Z(81-120) Z(121-160) Z(161-200) Z(201-240) Z(241-280) Z(281-320) Z(321-360) 
-0.0836 -0.0331 2.0888 0.0886 -1.5288 -1.6469 -0.2128 -0.9480 -0.5297 
-1.3066 2.2122 -0.2888 0.3703 -1.669 -1.3072 -1.0101 -0.8035 -0.3299 
-0.3798 1.5620 -0.9206 -0.9923 -1.3417 -0.6708 -0.6800 -1.1573 0.0864 
-0.9924 1.7502 0.2556 -0.6664 -1.1677 -1.6759 0.0254 -0.9764 -1.2224 
-0.5333 1.1580 1.6217 -0.2318 -0.6846 -0.1598 0.7880 0.1723 -0.6460 
-0.1627 0.9739 1.1451 0.1121 -1.8655 -0.8020 -0.0426 -0.7778 0.2132 
0.3579 , 1.2524 -0.1527 -1.0140 -0.6790 0.2491 0.0413 -1.7595 -1.7154 1-0.5027 1 0.9411 0.3940 -0.4429 0.2989 -0.1341 -0.4452 1.0622 -0.0908 1-0.9996 1 1.2890 0.0428 -0.5237 0.6940 -1.1493 -1.7125 0.3617 -0.8671 1-1.2520 1 0.9988 0.0573 -0.5309 -0.2688 -0.2160 -1.6333 0.2118 0.3820 1 
-0.6935 
1 2.6729 -0.7021 -0.7489 1.0206 0.1377 -2.2230 -0.2069 -0.2435 10.6393 1 1.7604 0.3543 -1.4000 -0.0726 0.7723 0.0614 1.3838 0.5626 10.5881 1 1.6416 0.4657 -0.8757 -0.7332 0.5504 -0.1751 1.8190 -0.8812 10.0598 1 2.1186 1.5095 -0.7234 -0.0079 1.715 -0.4687 2.7369 0.7492 1-0.1286 1 1.7684 2.4751 -0.2144 0.8253 1.1548 -0.1731 -0.2721 0.2050 
0.1651 2.3173 2.5353 0.2707 -0.0580 0.0725 -1.8411 0.5413 0.2212 
1.8525 1.2320 0.9474 -0.2428 -1.6799 -0.0951 -1.2165 0.3550 0.8839 10.2706 1 1.6229 -0.0088 0.2658 0.2397 -0.1816 -1.7475 -0.3926 -0.4136 
1 
-0.5552 2.0025 0.8700 0.0535 -0.6849 0.1490 -0.3519 -0.0573 -1.7264 1-0.1409 2.9520 0.3004 0.4351 -0.9209 0.1004 -0.7327 0.2504 -2.1678 10.6406 2.6360 -1.5247 1.1543 -0.7302 -0.4133 -1.4512 1.049 -1.4241 
1-0.2602 2.6479 0.1000 0.0349 0.0927 -1.0520 -0.3163 -0.3202 -0.2969_ F03450 1.9725 -0.5594 0.8271 0.8624 -1.7182 -1.8253 -0.4469 -0.0876 
0.3000 10.5554 -0.0985 -0.1100 0.6485 -2.3229 -1.8668 -0.9259 -0.1986 
0.8437 0.4077 0.0501 1.1106 -0.2397 -1.2084 -0.7792 -0.4403 -0.1978 
-0.1490 0.5151 0.1248 -0.4976 0.2797 -0.61 54 -1.2240 -0.5732 -0.3149 
0.6435 1.2647 -0.4026 0.1399 -0.4317 -2.8839 -1.1296 -1.0996 -0.3739 
0.1996 0.6435 0.1824 -0.6713 0.5343 -0.6674 -1.6243 0.9798 0.7263 
5784 -0.9588 0.4162 -0.7892 -0.0832 -1.5399 -0.1474 0.6090 0.1629 
1.16 1.1666 -0.0619 0.9176 0.6381 -1.4635 -0.7678 -0.4974 0.3463 0.3337 
P 
0.1, 0, -0.1832 -1.2730 -0.1198 0.3935 -0.6003 -0.5520 0.4434 1.8018 0.2878 
. 13 .1 111 . 1303 -0.1338 
0.6511 1.1775 0.2118 -0.5274 -0.5037 1.2871 0.7930 
0 . 19 0.1 0.1932 -0.6612 -0.6906 0.9356 -0.7601 -0.7223 -0.1754 0.6725 1.5251 
0.2615 0.0615 -0.5038 0.2900 -0.9457 -1.4323 -0.5102 1.4478 0.8797 
-0.2845 0.3233 -0.5711 0.4022 -0.858 -1.5705 -0.6941 0.4323 1.2539 
-0.4016 0.7359 -0.1518 2.626 0.6404 -1.8003 -0.4326 0.3903 0.9220 
-0.0938 1.1683 0.2264 1.9413 0.0250 -0.6875 -0.1203 1.0377 0.1849 
-0.2195 4371 -0.2105 1.332 -0.5699 -0.7340 -0.4032 0.1700 0.6694 
-0.2436 0.7495 j -1.7007 
0.4590 -1.7347 -0.9330 -0.0692 -0.5566 1.9932 
1.7333 0.5297 1 -0.2760 -0.6452 0.1682 , -0.0984 , 0.0635 , -1.4861 , 2.1099 
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The relation, y,,, = p, +a, Z,,,, is used to find the generated transformed series, y,,,,. p, 
i. e. y,, and a,, i. e. S, are taken as found in Table (7.2) and Z,,., are taken from Table 
(7.17). The results are shown in Table (7.18). 
Table (7.18) Generated transformed time series, yv, T 
july auq. sept Oct. nov. dec 
1 7.1801 8.0946 7.9274 6.4294 5.4543 _ 4.8814 
2 7.4667 8.6398 8.0330 7.0458 6.3396 5.0263 
3 7.5758 8.5565 8.3575 7.0642 5.8668 5.3265 
4 7.1757 8.5284 7.9847 7.8811 5.6399 1 5.6765 
5 7.7658 9.0145 9.2103 7.8955 6.2613 5.6452 
6 8.3407 9.6725 8.9160 7.2537 5.8035 5.1083 
7 6.9335 8.6405 8.2229 7.3498 6.0857 4.8116 
8 7.9078 9.0728 8.0229 7.1677 5.6681 
. 
4.9550 
9 7.6201 8.6124 8.4527 7.1179 5.0864 4.9693 
10 7.3934 8.9207 8.0367 7.3046 5.3959 4.7672 
11 7.2535 8.7637 7.6700 6.6030 5.5662 4.9734 
12- 6.8420 8.3273 7.9969 7.1021 5.5621 5.0249 
. 
13 7.6897 8.4174 8.1458 6.6004 5.3593 5.1495 
14 8.0443 9.1475 8.2799 6.6143 5.0849 4.3770 
_15 
7.5119 8.5087 8.5159 6.9192 5.3801 1 4.9332 
16 1 6.9041 8.6529 8.4495 7.3032 5.5632 1 5.0295 
17 6.8914 8.2386 7.7264 7.2989 5.6615 4.7450 
18 7.14,75 8.2959 8.1917 6.8865 5.2257 4.8635 
19 7.1752 8.5435 8.1496 7.0113 5.4988 4.5836 
. 
20 6.5585 8.3096 7.8550 6.6770 5.3841 4.4563 
21 7.1249 8.2129 7.8013 6.9714 5.9446 4.9216 
22 7.1410 8.4289 8.0143 5.9774 5.2008 _ 4.3508 
23 6.8832 8.1275 7.6123 6.0928 5.5975 4.7693- 
24 7.1643 8.4550 8.0580 6.9917 5.3004 4.6668 
25 7.3701 8.7005 8.0001 7.6949 6.3272 4.8522 
26 7.6634 8.4881 7.8992 6.4648 5.4888 4.7439 
27 7.5027 9.1936 8.2687 7.1658 6.0372 4.9928 
_28 
6.9401- 8.7010 7.3661 6.9095 5.3304 5.0638 
29 7.5930 8.4509 7.3615 5.8034 5.1237 14.8365 
30 7.2852 8.7421 8.2080 7.3802 6.2181 5.2304 
_ av. 7.3349 8.6175 8.0911 6.9659 5.6152 4.9577 
s. d 1 0.3952 0.3502 1 0.3898 1 0.4993 1 0.3722 0.3466' 
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Table (7.18)- continued. 
Jan feb march april may June - 1 4.4083 3.7254 3.4193 3.2436 3.7812 5.3629 
2 4.1840 3.8062 3.8297 3.4728 4.2089 5.2659 
3 4.2754 4.0904 3.7178- 3.5934 3.9496 _ 5.0652 
4 4.7040 4.2289 3.9592 3.7580 4.5826 1 5.4492 
5 4.7547 4.3557 3.9777 3.9080 4.8916 6.0245 
6 4.6310 3.9816 3.4295 3.5186 3.5425 _ 5.1418 
7 4.5045 3.9561 4.1921 3.4662 3.6876 5.2532 
8 4.1480 3.9169 3.7859 3.8818 5.0863 5.9053 
9 4.1830 3.8157 3.6820 3.5618 3.9010 5.2322 
10 4.1801 3.8038 3.7261 3.4843 3.3663 5.1011 
11 4.0714 3.7387 3.5384 3.4103 3.7584 4.7796 
12 4.3335 3.9350 3.9582 3.5410 4.4075 5.1486 
13 4.4170 4.1009 3.9035 3.6000 4.2325 5.9312 
14 3.9909 3.5767 3.4981 3.1019 3.7872 5.2656 
15 4.5231 3.8248 3.2491 3.5884 3.7847 4.9166 
16 4.2144 3.9571 3.6486 3.1947 3.8196 5.2406 
17 3.8944 3.8753 3.2574 3.2309 3.7905 4.7007 
18 4.3542 4.0103 3.8071 3.9293 4.5425 5.2008 
19 
, 
3.8984 3.3185 3.3671 3.3907 2.8790 4.9891 
20 3.9347 3.4354 3.4974 3.3633 3.6825 5.1519 
21 4.3305 3.7382 3.2409 3.1555 3.1483 5.1963 
22 4.2340 3.6740 3.3063 3.4599 3.3150 14.6461 
23 4.4293 3.7251 3.6255 3.4150 3.7809 5.0563 
24 4.0362 3.6195 3.7125 3.3532 3.3421 5.4839 
25 4.2536 3.9587 3.7582 3.4422 4.0432 5.2517 
26 4.0504 4.0567 3.8218 3.6130 4.8089 , 5.5482 
27 4.1837 3.5056 3.5369 3.4567 4.1024 4.8304 
28 4.2606 3.9635 3.4489 3.7061 4.1513 _ 5.2433 
29 4.2989 3.7933 3.6199 3.4602 3.9128 5.3878 
30 4.6282 4.0438 3.7157 3.6877 4.8878 5.7836- 
av. - - 
4.2770 3.8511 3.6410 3.4996 3.9725 5.2518 
r. - T 
, 
0.2307 - , 
0.2274 
, 
0.2411 
10.2095 
1 0.5370 0.3408 
To find the original generated time series, Xv, T 9 the relation yv,., = Xv,., 
0.225 is rewritten as 
xv, 
T = Yv., r 
1/0.225 
and values of y,.., from Table (7.18) are used to obtain'the generated 
series X,,,, Table (7.19). Figure ( 7.3 ) shows the actual and generated time series. 
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7.3.6 Statistics Preservation 
The means and standard deviations of the generated and original time series are 
compared, Table (7.20) and Figure (7.4). The generated sample preserves the mean 
and standard deviation of the original series during high and low flow periods. 
Therefore time series analysis can be used to implicitly model flows with periods of 
low flows. Unlike what was found by Hurst (1952) for the Main Nile, the clustering of 
low flow in successive years and droughts have little effects on the Blue Nile System 
operation. The system is operated on annual basis. In the early flood season, that 
follows the low flow period, the reservoirs are emptied and operated at low levels to 
pass sediments. It is always guaranteed to, fill the reservoirs, during the falling flood, 
since they have'very low storage capacities compared to the river recorded flow. 
Therefore drought effect is not carried from one year to the next. 
Table (7.20) Comparison of original & transformed generated series statistics 
Month Mean 
Original 
Mean 
Generated 
Standard deviation 
original 
Standard deviation 
generated 
July 7.216 7.335 0.427' 0.395 
August 8.616 8.618 0.399 0.35 
September 8.087 8.091 0.42 0.39 
October 1 6.958 6.966 0.533 0.499 
November 5.652 5.615 0.371 0.372 
December 4.936 4.958 0.335 0.347 
January 4.320 4.277 0.246 0.231 
February 3.838 3.851 0.224 0.227 
March 3.669 3.641 1 0.250 0.241 
April 3.533 3.50 0.231 0.209 
May 4.067 3.972 0.412 0.537 
June 5.180 5.252 0.286 0.341 
7.4 CONCLUSION 
The Blue Nile flow is modelled using ARMA(1,1) model. The fitted model has been 
used to generate a flow sequence that preserves the mean and standard deviation of the 
original sample, during high and low flow periods. This shows the suitability of time 
series analysis approach to implicitly modelling the Blue Nile flow where the low flow 
clusters, due to the operation of the system on annual basis, and droughts, due to the 
small reservoir capacities, are expected to have little effects on system operation. This 
finding vcrifics partially hypothesis 3. The generated samples arc used as inputs to the 
optimization model in Chapter IX and the output is used in deriving operation rules in 
Chapter X. 
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Figure (7.1) Models correlogram compared to stanclardised series 
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Figure (7.3) Actual and 3ynthetlcly generated monthly flows, Blue We 
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CHAPTER VIII " 
IRRIGATION REQUIREMENTS 
Summary - In this chapter, actual irrigation requirements to be supplied from the 
reservoir system are estimated. The efficiency of water use is investigated and the 
possible requirements, resulting from using water more efficiently, are estimated. Both 
requirements are to be used as inputs to the optimization model in Chapter IX. 
8.1 INTRODUCTION 
The total area fed by the Blue Nile System; is about 2685383 feddans, (1128312 ha). 
The area'of the Gezira Scheme represents 77.5 % of this area'(2081692 feddan, 
874661 ha), (Sir Alexander Gib and Partners, 1978). This scheme is the oldest and 
other schemes follow it in their design and operation. Being the largest and the'pilot 
scheme, data from the Gezira Scheme would be used in estimating the crop water 
requirements, irrigation efficiencies and hence the irrigation requirements that need to 
be supplied by the reservoir system. It- 
8.2 GEZIRA IRRIGATION SCHEME 
8.2.1 Canalisation 
The Gezira irrigation system comprises two main canals taking water from Sennar dam 
reservoir. Branch and major canals take off the main canals to supply water to' minor 
canals which in turn supply water to field ditches canals called Abu Ishreen, '(Abu XX). 
The latter supplies water to a standard area of 90 feddans, (38 ha), called a number, 
through smaller field canals called Abu Sitta (Abu VI). Figure (8.1) shows the layout 
of the system while Table (8.1) shows the characteristics of different canals. 
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Table (8.1) Gezira scheme canals characteristics 
Canal Number Total Length (Km) Surface Width (m) 
Main 2 261 40 
Branch 11 651 40 
Maior 107 1652 10 to 21 
NEnor 1498 8119 10 
Abu XX 29000 40000 -1.5 Ian each 4 to 2.5 
Abu VI 350000 100000-0.3 "" 1 1.4 Source : (Ministry of Irrigation and Water Resources, May 1990) 
8.2.2 System Operation 
The system applied in the Gezira and other irrigation schemes is the night storage 
system. Under this system the minor canals are enlarged to store water during the 
night. Abu xxs stay closed at the time water is stored and the release is made during 
day time only (12 hours)., The irrigation interval is two weeks. The application period 
is one week. In the first three to four days water is supplied to half of Abu VIs, while it 
is supplied to the remaining Abu VIs in the last days of the week. 
The method used in estimating crop water requirements is an empirical one. According 
to this method all crop requirements are estimated at 30 m3/ fd per day including the 
field losses up-to the head of Abu XX (Plusquellec, 1990). This is equivalent to 420 
m3/ fd per fortnight, i. e. 100 mm application depth or 7.14 mm / day. 
8.3 CROPWAT 
Cropwat is a software developed by FAO (FAO, 1992). The program will be used 
here to calculate evapotranspiration, ETo. The program uses Penman-Monteith method 
for calculating ETo and USDA, method, among others, to calculate effective rainfall. 
Both methods are described below. 
8.3.1 Penman - Monteith 
The method used for calculating crop water requirements in Gezira does not take 
account of neither the crop type nor its stage of growth. Therefore in this study the 
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internationally accepted and more precise approach of Penman-Monteith will be used. 
This method calculates reference crop evapotranspiration, ETo, as follows (FAO, 
1993): 
ETO = 0.408 A (R, - G) + y(900/(T+273))U2(e, - e. ) 
A+y(1+0.34 U2) 
Where 
ETo reference crop evapotranspiration [ mmd"]. 
R. net radiation at crop surface [ NUmw2 CrI]. 
G soil heat flux [ MJ ff 2TI] 
T average temperature [OC] 
U2 wind speed measured at 2 metre height [ms"] 
(e, -e. ) vapour pressure deficit [kpa] 
A slope vapour pressure curve [ kpa OG'] 
Y psychometric constant kpa OG'] 
900 conversion factor. 
The net radiation is determined as follows: 
R,, R. - Rw 
R. 0.77(0.25 + 0.5 n/N) Ra 
R.,, = 2.45E-9(0.9n/N + 0. l)(0.34-0.14qea)(Tkx4 + Tkn4) 
G=0.14(Tm(,, ý, h., - Tm, ),, thý,. 1)' 
Where 
R,, net radiation [ NUM-2d71] 
R. net short-wave radiation MJrn72d"] 
Jqjm R, a net long-wave radiation -2d-1] 
R,, extraterrestrial radiation[ Mjrn72d7l] 
n/N relative sunshine fraction 
Th maximum temperature [K] 
Tu minimum temperature [K] 
ea actual vapour pressure [ kpa]. 
Tmonft & Tmona. 
-i: mean temperature 
in months n& n- 1 respectively [OC]. 
(8.1) 
(8.2) 
(8.3) 
(8.4) 
(8.5) 
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0.25 , 0.5 Angstorm coefficients. 
Finding e,,, e,, Rý , N, A and y is described in Chapter VI. 
8.3.2 Effective Rainfall - 
To calculate the effective rainfall, which is the part of rain that actually used for 
evapotranspiration of the crop, the USDA Soil Conservation Services method is used. 
This method is as follows (FAO, 1993): 
Peff = Pt,, t ( 125 - 0.2 Pt(, t)/125, for Pt,, t. Z 250 mm 
Peff = 125 + 0.1 Pt,,,, for P. t ý: 250 mm (8.6) 
Effective rainfall for the selected canals are shown in Table (8.5). 
8.4 SELECTED CANALS 
Three ma or canals that offtake from the main canal have been selected. These are: 
Zananda, Gamusia and Kab Elgidad. They are located at the head, the middle and the 
tail of the Gezira scheme respectively. In each major, three minor canals located at the 
head, middle and tail of each major are selected (Figure 8.2). These are, from head to 
tail of the majors are: Gymaillia, Toman and Wad Numan for Zananda; Harnza, Umuud 
and Fadlein for Gamusia; Eltuweir, Elmardi and Beibash for Kabelgidad. The position 
of the canal will be described later as H-H for head minor canal in a head major or H-T 
for a tail minor in a head major. The following tables show data available'on these 
canals, collected by the Hydraulic Research Station, Wad Medani, Sudan. 
Table (8.2) Location, length and command area of selected canals 
Mnor canal Position Command area -fed Canal length-km 
Gymailya H-H 1591 4.6 
Turnan H-M 1839 6.0 
Wad Numan H-T 2719 6.7 
Harnza M-H 2672 8.6 
Urn uud M-M 2415 8.5 
Fadlein M-T 1653 5.7 
Eltuweir T-H 1397 4.1 
Elmardi T-M 1135 3.4 
Beibash T-T 893 3.3 
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Table (8.3) Cropping pattern - 1988/89 
NEnor canal Cotton-fed Groundnut 
fed 
Sorghum 
fed 
Wheat 
fed 
cropping 
intensity 
Gymailya 390 426 410 0.77 
Tuman 391 543 299 0.67 
WadNuman 653 - 714 496 0.68 
Hamza 428 332 663 307 0.65 
Um uud 278 223 446 435 0.57 
Fadlein 397 175 350 355 0.77 
Eltuweir 283 122 245 231 0.63 
Elmardi 298 101 203 179 0.69 
Beibash 161 97 195 145 0.67 
the scheme 422085 135160 
_487220 
367764 0.67 
Table (8.4) Actual and recommended sowing dates - 1988/89 
NEnor canal Cott. 
act 
Cott 
rec 
G. N 
act. 
G. N 
rec. 
Sorg. 
act. 
Sorg 
rec'. 
Wheat 
act. 
Wheat 
rec 
Gymailya 20/7 6n - 15/6 15/6 10/11 20/11 
Turnan 20/7 6n - 22/6 1516 10/11 20/11 
WadNuman l5n 6n - 24/6 1516 10/11 -20/11 
Hamza 3/8 6/7 25/6 1/6 in 15/6 15111 20/11 
Urn uud 3/8 6n 25/6 1/6 1/7 15/6 15111 20/11 
Fadlein 3/8 6n 25/6 1/6 in- 15/6 15111 20/11 
Eltuweir 23/8 25/6 20/6 1/6 ion 15/6 20/11 20/11 
Elmardi 1/9 25/6 20/6 1/6 ion 1516 20/11 120/11 Beb h 23/8 , 25/6 20/6 , 1/6 10/7 15/6 20/11 120/11 The recommended sowing dates are given by Plusquellec (1990). 
Table (8.5) Rainfall in mm. per month 
Month Gymalia Turnan Wad 
Numan 
Harnza 
Umuud 
Fadlein 
Eltuweir Elmardi Beibash 
Jun 88 0 01 0 0 0 0 0 
Jul 88 109/90 93ng. 2 1 91/77.8 94ng. g 21/20.3 18/17.5 24/23.1 
Aug 88 105/87.4 87/74.9 106/88 96/81.3 64/57.4 82/71.2 97/81.9 
Sept 88_ 53/48.5 80/69.8 42/39.2 5751.8 20/19.4 20119.4 20/19.4 
Oct 88 20/19.4 21/20.3 12/11.8 8/7.9 0 0 0 
Nov 88 0 0 0 0 0 0 0 
Dec 88 0 0 0 0 0 0 0 
Jan 89 0 0 0 0 0 0 0 
Feb 89 0 0 0 0 0 0 0 
Mar 89 0 0 0 0 0 0 0 
April 89 0 
10 
0 Q 
10 
0 0 El 
1 May 89 0 10 
. 
10 0 10 0 0 
The second figure represents the effective rainfall. 
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Table (8.6) Actual measured releases to minor canals - in 
103 M3 - 
Month Gym. ' Turn. Numan harnza umud fadlen tuwer mardi bbsh 
Jun 88 - - - - 
Jul 88 304.8 457.9 892.4 805.6 528.5 484.1 239.3 304.5 380.7 
aug88 196.2 381.5 403.6 939.8 1 620.1 658.7 247.7 373.7 , 684.3 
sep88 356.0 433.2 833.0 882.8 606.2 515.2 421.8 414.8 
_557.0 oct88 377.7 443.2 880.5 899.2 607.0 603.1 615.1 598.8 509.9 
nov88 797.3 698.8 1225.5 837.6 791.6 762.4 599.0 620.1 417.3 
dec88 588.8 523.6 942.2 613.4 561.0 569.7 462.5 780.7 482.2 
jan89 615.0 513.4 961.1 655 7 646.6 625.6 496.1 832.5 627.8 
feb89 315.6 224.2 516.4 9ý .1 491.1 489.3 416.4 436.3 520.5 256.2 
mar 89 25.6 13.3 
] 
164.0 
E 
130.0 130.0 128.1 63.4 431.6 90.4 55.8 
apr 89 
may89 
Table (8.7) Meteorological data - Wad Medani 
Month T. OC T,,, L, OC RH % Wind speed 
km / day 
sun bright 
hours 
Jan 33.5 14 '35 216 10.3 
Feb 35 14.8 27 242 10.7 
Mar 38.3 18.1 21 216 10.4 
April 40.2 21 19 190 10.6 
May 41.3 23.8 28 216 10.1 
June 39.6 24.5 39 268 9.3 
July 35.7 22.7 57 268 7.7 
August 33.2 21.8 71 242 7.6 
Sept 35.2 21.7 65 190 9.2 
Oct. 37.7 21.5 48 138 9.9 
Nov. 36.5 18.0 37 '190 10.4 
Dec. 33.7 14.5 38 216 10.5 
The source of the Meteorological data is the FAO clirnwat database. Wad Medani 
station has been chosen for this purpose, since it is located at the centre of the Gezira. 
8.5 REFERENCE CROP - EVAPOTRANSPIRATION, ETo 
Using FAO Cropwat Software and data from Table (8.7), ETO for Wad Medani is 
calculated. Results are shown in Table (8.8). Software Cropwat uses Penman - 
Monteith, described above, to calculate ETO 
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Table (8.8) Reference Crop Evapotranspiration, ETO, Wad Medani in mm/day 
Month jan feb mar apr may jun jul aug sep Oct nov dec 
ETo 6.2 7.3 7.9 8.0 8.5 8.6 6.9 5.7 6.0 5.9 6.3 6.1 
8.6 CROP FILES - 
For further use of Cropwat to calculate crop evapotranspiration, crop files for main 
crops have to be prepared. Part of the crop files such as, the length of the growing 
period (LGP) and root depth, D, have been obtained from local conditions, while other 
parts like crop factor, Y, depletion factor, P, and yield response factor, Ky, are 
estimated from FAO prepared tables, as follows : 
8.6.1 Crop Factor, & 
The crop factor, Y,, which relates crop evapotranspiration to reference crop 
evapotranspiration, has been found from Table (18), FAO (1986). To find Y, 
recommended sowing dates for different crops have been used and for each crop stage, 
wind speed and minimum humidity have been found. Then by interpolation, Table (18), 
Y., values are found. The following tables show results obtained for the main crops 
grown in the Blue Nile System. 
Table (8.9) YQ for ELS Cotton 
Stage Initial 
_ 
Development Md season Late season 
Length 25/6-4/8 5/8-29/9 30/9-8/11 9/11-15/1 
Wind speed m/s 3.1 2.5 1.6 2.4 
NEn. Humidity % , 39 146.5 27 19 
Kc 10.45 1 0.75 1.22 - 
TO. 
75 
Table (8.10) K, for MS Cotton 
Stage Initial Development Md season Late season 
Length 6/7-5/8 6/8-24/9 25/9-4/11 5111-611 
Wind speed m/s 3.1 2.5 1.6 2.35 
NEn. Humidity % 1 
39 46.5 27 19 
K, 10.45 
---- 
1 0.75 1.22 0.75 
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Table (8.11) F., for Sorghum 
Stage Initial Development Md season Late season 
Length 1516-5n 6/7-30/7 31/7-3/9 4/9-1/10 
Wind speed m/s 3.1 3.1 2.8 2.2 
Nfin. Humidity % 23 39 51 42 
Kr 0.35 0.75 1.08 0.65 
Table (8.12) K,, for Ground Nut 
Stage Utial Development Md season Late season 
Length 1/6-20/6 21/6-20/7 21/7-4/9 519-15110 
Wind speed nVs 3.1 3.1 3.0 1.9 
Nfin. Humidity % 23 31 45 35 
K, 0.45 0.75 1.03 0.69 
Table (8.13) K. for Wheat 
Stage Initial Development Nfid season Late season 
Length 20/11-10/12 11/12-5/1 6/1-3/2 4/2-5/3 
Wind speed m/s 2.35 2.5 2.5 2.8 
Nfin. Humidity % 19 19 18 13 
K, 1 0.35 1 0.75 1.12 0.45 
late season YQ values are the average of late season and harvest stage of Table (18), FAO Paper 33. 
8.6.2 Depletion Factors 
The allowable depletion factor, P, is the soil moisture level at which first drought stress 
occurs affecting evapotranspiration and production. The value of P depends on the 
crop, the magnitude of the maximum crop evapotranspiration and the soil. The values 
of P for different crops have been found using Tables (19) and (20), FAO (1986). To 
use these tables, ET., is found first by multiplying K, for each crop, from tables above, 
by ETO calculated for each stage from Table (8.8). Table (8.14) shows ETm values 
while the depletion factor, P, calculated are shown in crop file tables. 
Table (8.14) Maximum crop evapotranspiration, ET., in mm/day 
Stage Initial Development Md season Late season 
ELS Cotton 3.15 4.4 7.3 4.64 
MS Cotton 3.02 4.4 7.83 4.64 
Ground Nut 3.87 5.59 6.45 4.11 
Sorghum 2.86 5.18 6.22 3.9 
Wheat 2.17 4.59 7.07 3.31 
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8.6.3 Yield Response Factor 
The yield response factor relates the relative decrease in yield to relative 
evapotranspiration deficit, such that (FAO, 1986): 
1-actual yield/maximum yield = Ky (1 - actual evapotranspiration / maximum evapotranspiration) 
Ky values have been found from Table (24), FAO (1986), and shown in the crop files 
below. 
Table (8.15) ELS Cotton crop file 
Stage Initial Development NEd season Late season Total 
LGP (day) 40 55 40 65 200 
Kc 0.45 0.75 1.22 0.75 
D (m) 0.3 1 - 0.7 0.7 
p 0.8 1 0.65 0.49 0.64 
0.2 10.2 0.5 0.25 0.85 
Table (8.16) MS Cotton crop file 
Stage Initial Development Nfid season Late season Total 
LGP (day) 30 50 40 60 180 
Kc 0.45 0.75 1.22 0.75 
D (m) 0.3 1- 0.65 0.65 
p 0.8 0.65 1 0.46 0.64 
Ky 0.2 0.2 0.5 0.25 0.85 
Table (8.17) Ground Nut crop file 
Stage Initial Development NEd season Late season Total 
LGP (day) 20 30 45 40 135 
Kc 0.45 0.75 1.03 0.7 
D (m) 0.2 0.4 0.4 
p 0.61 0.47 1 
. 
0.445 0.58 
Ky 
_ 
0.2 0.2 0.8 0.6 
Table (8.18) Sorghum crop file ý 
Stage Initial Development NEd season Late season Total 
LGP (day) 20 25 ý 35 25 105 
Kc 0.35 0.75 1.08 0.65 
D (m) 0.3 0.6 0.6 
p 0.808 1 0.585 0.54 0.71 
Ky 0.2 0.2 0.65 0.55 
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Table (8.19) Wheat crop file 
Stage Initial Development Md season Late season Total 
LGP (day) 20 25 30 30 105 
Kc 0.35 0.75 1.12 0.45 
D (m) 0.2 0.5 0.5 
p 0.78 0.54 0.42 0.67 
Ky 0.2 0.2 0.65 0.55 
8.7 IRRIGATION EFFICIENCIES 
As was described earlier, the water is conveyed in the Gezira Scheme to field blocks 
through a canal system that comprises main, major and minor canals. Then the water is 
passed through the field blocks by a field canal called Abu XX and made available to 
plants through smaller canals, called Abu VI. In other words, it can be said that the 
conveyance system is formed of the main, major and minor canals wHc the 
distribution system is formed of a network of Abu xxs and Abu vis. The irrigation 
efficiencies for such a system can be defined as (Bos and Nugteren, 1990): 
Conveyance efficiency Ec = Vd (8.7) 
VC 
Where: 
Vc Volume of water diverted or pumped from the river (m) 
Vd Volume of water delivered to the distribution system (M). 
In Gezira, water delivered to the distribution system, Vd, and water diverted to 
scheme, Vc, can be estimated from measurements made at the head of minor canals 
and estimated losses in minor, major and main canals as follows: 
Water delivered to the distribution system, Vd = 
Water measured at minor head - losses in minor (8.8) 
Water diverted to scheme, Vc = Water measured at head of minor 
major canal losses + main canal losses (8.9) 
Distribution efficiency, Ed = Vf 
Vd 
(8.10) 
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Where: 
Vf = Volume of water furnished to the fields (m 3) 
The estimate of water furnished to fields, Vf , can be made as follows : 
Vf = Vd - estimated losses from field canals (8.11) 
Application efficiency = Ym (8.12) 
Vf 
Where: 
V. Volume of irrigation water needed, and made available for transpiration by 
crop to avoid undesirable water stress in plants throughout the growing cycle (M3). 
V. = ET. p - P. 
Where: 
ET,,,, p is the crop water requirements (M). 
P. is the effective precipitation (M). 
8.7.1 Estimation of Canals' Losses 
Canal losses include the following transit and management losses: 
1) Seepage through bed and banks of canals. 
2) Spillage over banks. ' 
3) Leakage through cracks and holes in the bed and banks. 
4) Leakage through structures (gates and escapes). 
5) Evaporation from canals. 
In the Gezira system the seepage losses are very small due to the presence of the 
impermeable clayey soil (Plusquellec, 1990). Leakage through the cracks and holes is 
also very ý small, since cracks and holes are filled up by the large amount of sediment 
deposited in the irrigation canals., Yousif and Hussein (1994) estimated that about 4 
million tonnes of sediment enters the Gezira canalisation system annually and most of 
that amount is deposited in canals. The leakage losses through the gates are high. To 
take'account of this'the, flows were measured by using currentmeters and not gate 
settings, so more accurate discharges were obtained. The spillage over banks and 
escape losses are very small. Thanks to the large sizes of minor canals which enable 
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them to store any excess water. On the other hand the enlargement of the minor canals 
is expected to lead to significant increase in evaporation losses. Therefore, only 
evaporation losses are going to be considered when estimating canal losses. 
To estimate evaporation rate, Eo, Penman original equation is used on data from Wad 
Medani station. Eo values are shown in Table (8.20). The details of calculations are 
shown in Chapter VI. 
Table (8.20) Penman, Eo, in mm/day, Wad Medani Station 
mnth jan feb mar apr may jun jul aug sep Oct nov dec 
Eo 7.4 8.7 9.7 10.1 10.8 10.9 8.9 7.7 8.3 8.2 7.9 7.2 
The monthly amount of water that evaporates from a canal or a group of canals can be 
found using the following equation: 
Evaporation losses (m3) = Eo(mm/day)*Canal length(m)*Canal width(m)*Time 
(days)*number of canals/1000 (8.13) 
For the canal widths, the following values. are taken in calculations: 40 m for main and 
branch canals, 20 rn for major canals, 8.5 rn. for minors, 1.4 m for AbuVI and an 
average of 3.25 m for Abu XX, Table (8.1). 
According to the operation policy of the Gezira Scheme, (Plusquellec, 1990), the main, 
branch and major canals flow continuously, while the minor canals store water during 
the night to be released during the day. This means that the water level in minors 
fluctuate and hence the water depth, between top and lower values. It can be assumed 
that minor canals are operated continuously at the average depth which has a 
corresponding water width of 8.5 m. NEnor canals have 10 m top width, 7m bed width 
and a 1: 2 side slope (Sir Alexander Gibb and Partners, 1978). 
According to the operation policy of the Gezira scheme, the irrigation interval is two 
weeks. Every Abuxx remains open in one week and closed during the second. Since 
Abuxx is open for half a day, then the actual application of water in Abuxx is only one 
week in a month. Abuxx supplies water to ten AbuVI. Five of them remain open in half 
of the week, while the other five are open in the second half. Therefore it can be 
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assumed that five Abu VI are always open when Abuxx is open. Abuxx supplies water 
to a standard area of 90 feddan. Therefore the number of Abuxxs is found by dividing 
the cropped area by 90. For estimating the number of AbuVIs, in operation, the 
number of Abuxxs is multiplied by 5, as explained above. The lengths of Abuxx and 
Abu VI are standard. These are 1.5 km and 0.3 km respectively (Figure 8.2). 
8.7.1.1 Losses in Selected Minor Canals 
To find the losses from the nine selected canals, equation (8.13) is used. EO is 
substituted from Table (8.20). The length of each canal is taken from Table (8.2). The 
width is 8.5 m. as explained earlier. The number of days in which each canal has been in 
operation, is counted from the day on which first crop is sown, Table (8.4), to the date 
on which water has been stopped from the last crop grown in the command area of the 
canal. The results are shown in Table(8.21) below. 
Table (8.21) Mnor canal losses, m3 
canal gym. turnan numn harnza umud fadlen tuwer mardi bebsh 
june 6393 4447 4345 4781 4725 3169 3799 3150 3057 
july 10440 14071 15713 19518 19291 12936 9305 7716 7489 
august 9333 12174 13594 . 
17449 17246 11565 8319 6898 6696 
sept 9736 12699 14181 18202 17990 12064 8678 7196 6984 
Oct 9939 12964 14477 18582 18366 12315 8859 7346 7130 
nov 9267 12087 13497 17325 17123 11483 8259 6849 6648 
dec 8727 11383 12711 16316 16126 10814 7779 6450 6261 
ian 8970 11699 13064 16769 16574 11114 7995 6630 6435 
feb 9525 9761 10900 17807 17600 11802 8489 7040 6833 
mar 4395 5607 2721 
_ apr 
may 
8.7.1.2 Losses in Field Canals Belonging to Selected Canals 
Equation (8.13), following the same procedure used in Section (8.7.1.1), has been 
applied to estimate -Abuxx and AbuVI losses separately and then the results are 
summed up to find losses from field canals. The results are shown in Table (8.22). 
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Table (8.22) Field canal losses, m3 
canal gym. tuman numn hamza umud fadlcn tuwer mardi bcbsh 
june 1426 2889 1064 1254 855 684 - 1292 608 
july 2406 4475 5537 5292 3608 2887 1304 1636 1540 
august 2746 4546 6368 1 6525 4290 4250 1966 1415 1598 
sept 4190 3364 6643 7019 460 
,2 
4559 3173 2957 2197 
Oct 1995 2541 4265 7092 4654 4654 2848 2970 2171 
nov 3100 2994 4835 7315 3375 3568 1681 1873 1185 
dcc 3503 3051 4982 7551 3114 3308 2257 2063 1323 
jan 2961 1470 4555 7760 3200 3400 2320 2120 1360 
feb 1024 100 1836 2172 2260 1904 2464 2251 1444 
mar 338 924 1285 440 
apr 
may 
8.7.2 Water Delivered to the Distribution System, Vj 
Water delivered to the distribution system of selected canals, Vd,, can be estimated 
according to equation (8-8). This can be achieved by subtracting Table (8.21) from 
Table(8.6). Water delivered to the distribution system for the whole scheme is 
calculated by summing up the values found for the nine selected canals and dividing 
and multiplying the resultant by the command area of the canals and the whole scheme 
area respectively. Table (8.23) shows the results. 
8.7.3 Water Furnished to Fields, 
Water furnished to fields can be estimated according to equation (8.11) i. e. [Table 
(8.23) - Table(8.22)]. Table (8.24) shows the results. 
8.7.4 Volume of Irrigation Water Needed, V. 
The reference crop evapotranspiration found in Table (8.8) was fed to Software 
Cropwat, together with sowing dates from Table (8.4) and crop files from Tables 
(8.15) to Table (8.19), to calculate the crop maximum requirements, ET., for the four 
main crops and the nine selected canals. ET. average over the irrigation interval is 
found. The irrigation interval in Gezira is 14 days (Plusquellec, 1990). 
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After heavy rain or irrigation, the actual crop evapotranspiration, ET., is equal to ET. ' 
Then after a certain period ET. becomes less than ET. (FAO, 1986). To calculate ET,, 
the following steps are followed: 
1) Calculate ET. as described above. 
2) From Tables (8.15) to (8.19) find the average root depth, D, in metres, over the 
irrigation intervals. 
3) Find the available soil moisture in the root depth, D. S., by multiplying D from 2 
above by Sa- S. value recommended by the Hydraulic Research Station, Sudan, for 
the Gezira soils is 120 mm/m. 
4) From Tables (19) and (20) of FAO (1986), calculate the depletion factor, P, 
during each irrigation interval. 
5) Calculate e, time during which ET. = ET,,. According to FAO (1986), 
PSa D/ ETm (8.14) 
6) If the length of the irrigation interval, t<e, then ET, = ETn. 
7) Otherwise if t ý! e, then according to Rijtema and Aboukhaled (1975): 
-Erm. +P 
ETa = SD [I - (1- P) e 
(1-p)SaD I-P (8.15) 
Appendix (B) shows the results of calculating ET,, for different crops and canals. For 
each canal, ET. for each crop is multiplied by the corresponding area of that crop to 
obtain ETcmp for that crop. For different crops ET,,, p values are summed up to obtain 
ET,,.. p for different canals. Table (8.25) shows the results. The effective rainfall from 
Table (8.5) is multiplied by the crop areas to obtain the volume of effective rain water 
in rný (Table 8.26). Table (8.26) is subtracted from Table (8.25), to obtain irrigation 
water needed, Vm, and results are shown in Table (8.27). 
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8.7.5 Application, E., and Distribution, E& Efflefencies 
Application and distribution efficiencies for each minor canal can be estimated using 
relations (8.12) and (8.10) respectively and the 'total water delivered to the distribution 
system, Vd (Vd is obtained by summing up Table 8.23), water furnished to fields, Vf 
(Vf is obtained by summing up Table 8.24) and irrigation water needed and made 
available to crops, V. (V. is obtained by summing up Table 8.27 starting from July). 
Table (8.28) shows the results. 
Table (8.28) Application and distribution efficiencies 
Canal Canal 
Posi-tion 
water delivered 
to distribution 
SYStCM Vd -ff? 
water furnished 
to fields, Vf 
d 
irrigation 
requirement V. 
d 
application 
efficiency 
% 
distribution 
efficiency 
% 
Gymailya 
, 
H-H 
, 
3501063 3431616 1872600 54.6 98.02 
Tuman H-M 1 3592261 3533879 1776978 50.3 98.4 
W. Numan H-T 1 §710565 6468520 2946562 45.6 96.4 
Hamza M-H 1 6113233 5881778 2391621 40.7 96.2 
ý Um uud M-M 4838083 4651775 1909597 41.1 96.1 
Fadlein M-T 4604505 4484046 1992439 44.4 97.4 
Eimeir T-H 3886628 3839452 1804300 47.0 98.8 
Elmardi T-M 4474268 4437125 1715144 38.7 99.2 
Beibash T-T 3914003 3887489 1282503 33 99.3 
Average - - - 44 97.76 
8.7.6 Convevance Efficiency, Ec 
The conveyance efficiency for the whole scheme can be estimated using equation (8.7). 
The water delivered to the distribution system is found, as shown in Table (8.23), by 
dividing the total amount of water supplied to the selected'canals by their total 
command area, 16314 feddans, and multiplying the resultant by the area of the scheme, 
2.1 million feddans. The total amount of water delivered to the distribution system, Vd. 
is 5.352*109 mý. To estimate the amount of water diverted to the scheme from the 
reservoir system, V,, the losses from main, major and minor canals have to be 
estimated and added to the water delivered to the distribution system. As shown in 
Table (8.29), the total losses from the conveying system is 3.15*108 rný. Therefore the 
total amount of water diverted to the scheme is 5.667*109 rný and the conveyance 
efficiency is 94.4 %. The losses from main, major and minor canals have been found 
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from equation (8.13), by using EO from Table (8.20) and widths and total lengths of 
canals from Table (8.1). 
Table (8.29) Losses from main, major and minor canals(M3) 
Canal main & branch_ major minor total 
june 
july 10064832 9115736 19040273 38220841 
august 8707776 7886648 16473045 33067469 
sept. 9083520 8226960 17756659 35067139 
Oct. 9273216 8398768 17542723 35214707 
nov. 8645760 7830480 16900916 33377156 
dec. 8142336 7374528 15403367 30920231 
Jan. 8368512 7579376 15831238 31779126 
feb. 8886528 8048544 18612402 35547474 
. march 
10969536 9935128 20751758 41656422 
1 total 82142016 74396168 158312381 3148505651 
8.7.7 Overall efficiencv, Ep 
The overall efficiency of the scheme is the product of the, application efficiency, 
distribution efficiency and conveyance efficiency. i. e. Ep = 0.44*0.978*0.944 = 0.41. 
8.8 COMMENTS ON WATER USE IN GEZIRA 
8.8.1 Conveyance and Distribution Efficiencies 
The values obtained for the conveyance and Astribution efficiencies are 0.944 and 
0.978 respectively. These values, compared to other projects, seem to be too high. 
However a figure of 0.93 for the combined conveyance and distribution efficiency was 
given by some previous estimations (Plusquellec, 1990). Combining the distribution 
and conveyance efficiencies obtained here, a figure of 0.924 is obtained. This is very 
close to the previous observed figure. According to Plusquellec (1990), these high 
values are attributed to the impermeable clayey soils, the low level of escapage in the 
system and the important role of the minor canals which act as storage reservoirs. 
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8.8.2 Water Use and Application Efficiencies Differences from Head to Tail 
The cropping intensity, Table (8.30), does not vary much from the. head to the tail of 
the Gezira scheme. This indicates that there is no water shortage at the tail of the 
system. It is'expected that the area and consequently the cropping intensity would be 
reduced, if water shortage is experienced. The use of water varies drastically from the 
head to the tail of the scheme. In the head canal, Gymaillya, the unit area, feddan, 
receives 2801 rný of water, while the unit area in the canal located at the tail, Beibash, 
receives 6501 rr?. This is attributed to the fact, that being at the head of the scheme, 
the system is more reliable. Therefore, water is applied more efficiently. Going down 
the scheme, 'the system becomes less reliable, therefore farmers tend to overirrigate to 
face any possible water crisis. The application efficiency drops from 54.6 % at the head 
to only 33 % at the tail, Table (8.30). If the reliability of the system is restored, then 
the application efficiency could be increased and consequently a large amount of water 
could be saved. There is a possibility to raise the application efficiency up-to the 
observed value of 54.6 %. If this is achieved, the overall efficiency will be 51 %. 
Table (8.30) water applied to plant in different parts of Gezira scheme 
canal Canal 
Position 
cropping 
intensity 
cropped area 
feddan 
water 
ftumished to 
fields - rný 
water fiumished 
to fields 
rný, feddan 
Application 
efficiency 
% 
Gymolya H-H 0.77 1225 3431616 2801.32 54.6 
Tuman H-M 0.67 1 1232 3533879 2868.41 503 
WadNuman H-T 0.68 1860 6468520 3477.7 45.6 
Hamza M-H 0.65 1737 5881778 3386.17 40.7 
Um uud M-M 0.57 1377 4651775 3378.2 41.1 
Fadlein - M-T 0.77 1 1273 4484046 3522.42 44.4, 
Eltmeir T-H 0.63 880 3839452 4363.01 47.0 
Elmardi T-M 0.69 783 4437125 5666.83 38.7 
Beibash T -T 0.67 598 3887489 , 
6500.82 33 
8.9 REQUIREMENT FOR THE WHOLE BLUE NILE SYSTEM 
To find the requirements for the whole Blue Nile System, the Gezira Scheme 
requirements have to be increased by 29 %. As was discussed earlier the Gezira 
Scheme represents 77.5 % of the Blue Nile System irrigated area and other schemes in 
the system follow it in their design and operation. To calculate the requirement first the 
159 
Gezira requirements have to be calculated. For this purpose the reference crop 
evapotranspiration from Table (8.8) is fed to Cropwat, together with sowing dates 
from Table (S. 14), rainfall from Table (8.5) and crop files from Tables (8.15) to (8.19) 
to calculate ETm. Results are shown in Appendix (C). ETm is multiplied by the 
corresponding area of each crop, to find the irrigation requirements that should be 
made available to crops, Vm', for each selected canal. The results are shown in Table 
(8.3 1). The requirements for the selected canals are summed up, divided by canal areas 
1 for the whole scheme (Table and multiplied by the area of the scheme to obtain VM 
8.31). Irrigation water that need to be made available to crops, Vms' is divided by the 
project overall efficiency, 0.41, to find the amount of water that need to be diverted 
from the reservoir system to meet the irrigation requirements, Table (8.32). This 
amount is multiplied by 0.29 to find the requirement of the Blue Nile remaining 
irrigation development (Table 8.32). These calculations have been repeated with the 
possibly achieved overall efficiency of 0.51 and results are shown in Table (8.33). In 
April and May an average monthly amount of 60 million m3 is released to satisfy the 
domestic requirements (Sennar Dam Resident Engineer Operation Book). 
It is noticed that the requirements of the Gezira Scheme, during some periods, exceed 
the carrying capacity of its main canals. The capacities of the two canals are 186 and 
168 rrýl sec i. e. 30.5 Nfillion rr? /day (Plusquellec, 1990). This problem was caused by 
the implementation, in mid seventies, of the intensification and diversification policies 
and also observed by Sir Alexander Gibb and Partners (1978) and Hydraulic Research 
Wallingford (1991). Therefore the requirements in Tables (8.32) and (8.33), that 
exceed the canals capacities are replaced by the maximum canal capacities to obtain the 
requirements that can actually be satisfied from the reservoir system, Tables (8.34) and 
(8.35). The requirements that can be supplied to Gezira have been added to the 
requirements of the rest of the Blue Nile System to obtain the whole Blue Nile 
requirements, Tables (8.34) and (8.35). For 96 % of the irrigated area in the Blue Nile 
system, water is withdrawn from upstream Sennar, while water is withdrawn for only 4 
% of the irrigated area from downstream Sennar. Therefore the figures shown in 
Tables (8.34) and (8.35) have to be divided in these proportions when they are used as 
inputs to the optimization model. 
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Table (8.32) Blue Nile actual requirements to be 
diverted from reservoirs (million M3) 
month Gezira Rest of the 
system 
Total 
june 85 24.8 109.8 
july 198 57.4 255.4 
aug. 616 178.6 794.6 
sept. 1237 358.7 1595.7 
Oct 1281 371.4 1652.4 
nov. 1136 329.4 1465.4 
dec. 1418 411.2 1829.2 
jan. 1448 420 1868 
feb. 764 221.6 985.6 
march 100 28.9 128.9 
april 60. 17.4 77.4 
may 60 17.4 77.4 
total 8403 2436.8 10839.8 
Table (8.33) Blue Nile requirements to be diverted, 
with possible improvement (million m3) 
Gezira Rest of the 
System 
Total 
- jun 69 19.9 88.9 
Jul 159 46.2 205.2 
aug 495 143.6 638.6 
sept 994 288.4 1282.4 
Oct 1029 298.6 1327.6 
nov 913 264.8 1177.8 
dec 1140 330.6 1470.6 
jan 1164. 337.6, 1501.6 
feb 614 178.2 792.2 
mar 80 23.3 103.3 
apr 60 17.4 77.4 
may 60 17.4 77.4 
total 6777 1966 8743 
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Table (8.34) Possible delivery of the Blue Nile 
actual requirements (million m 3) 
Gezira Rest of the System Total 
jun 85 24.8 109.8 
jul 198 57.4 255.4 
aug 616 178.6 794.6 
sle it 918 358.7 1276.7 
Oct 949 371.4 1320.4 
nov 918 329.4 1247.4 
dec 949 411.2 1360.2 
-jan 
949 420 1369 
feb 764 221.6 985.6 
mar 100 28.9 128.9 
apr 60 . 17.4 77.4 
illay 1 60 17.4 77.4 
total 1 6566 2436.8 9002.8 
Table (8.35) Possible delivery of Blue Nile requirements, 
with possible improvement (million M3) 
Gezira Rest of the System Total 
jun 69 19.9 88.9 
jul 159 46.2 205.2 
aug 1 495 143.6 638.6 
sept 918 288.4 1206.4 
Oct 949 298.6 1247.6 
nov 913 264.8 1177.8 
dec 949 330.6 1279.6 
_jan 
AQ 337.6 1286.6 
feb 614 178.2 792.2 
mar 80 23.3 103.3 
apr 60 17.4 77.4 
may 60 17.4 77.4 
total 1 6215 1966 1 8181 
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8.10 CONCLUSIONS 
For reservoir modelling purpoises, 'irrigation requirements* have to be calculated. 
For the Blue Nile System, these requirements have been estimated by estimating the 
requirements of the Gezira irrigation scheme and increase that by an amount of 29 
Gezira Scheme area represents 77.5 % of the area irrigated from the reservoir system 
and other schemes follow it in their design and operation. The crop requirements for 
the Gezira have been calculated out of data collected from nine selected canals. The 
data on these canals, combined with data about scheme canalisation, have been used to 
estimate application, distribution, conveyance and overall efficiencies. The average 
values of these efficiencies are 44,97.8,94.4 and 41 % respectively. 
The analysis reveals that more water is supplied to canals, going from the head to the 
tail of the scheme, as the system is getting less reliable. Therefore, there is a scope for 
improvement and saving the over-supplied water if the reliability of the system is 
restored. This can raise the application efficiency to 54.6 % and the overall efficiency 
to 51 %. This shows that inappropriate water supply is practised in the Blue Nile 
System and this justifies the first part of hypothesis 1. However the actual requirements 
and the requirements resulting from improved application of water will be inputted to 
the optimization model to investigate the consequent effect on reservoir system 
operation, Chapter M, and to justify the second part of hypothesis 1. 
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Figure (8.1) Gezira irrigation field layout 
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Figure (8.2) Selected canals and measurements locations 
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CHAPTER IX 
OPTIMIZATION PROBLEM FORMULATION 
AND SOLUTION 
Summary - In this chapter an optimization problem for the Blue Nile Reservoir 
System is formulated and solved. In formulating the problem use will be made of the 
sedimentaion model developed in Chapter V, evaporation models fitted in Chapter VI, 
flow model fitted in Chapter VII and demands estimated in Chapter VIH. 
9.1 INTRODUCTION 
The objective of the developed algorithm is to maximise the revenues of the power 
generated from two reservoirs in series (Figure 9.3), on condition that certain irrigation 
and downstream requirements be satisfied. The algorithm will represent the -system 
without simplification i. e. no linearisation, decomposition or aggregation techniques, 
usually used to overcome nonlinearity and dimensionality problems, are to be applied. 
The algorithm uses synthetically generated inflows and deterministic irrigation 
requirements as inputs, incorporates non-linear hydropower and evaporation functions 
and is linked to a sedimentation model that predicts the change in reservoir's storage 
capacity. To solve the problem, the most suitable non-linear optimization techniques 
are to be applied. These are, as reached -in 
Chapter III, are the Lagrangian and 
Conjugate Gradient methods. A general purpose software package, Lancelot, is used. 
To formulate the algorithm, relations for reservoirs evaporation, head difference across 
reservoirs, storages and power production have to be built first. 
9.2 UPSTREAM WATER LEVELS 
9.2.1 Roseries 
The storage - upstream water level relationship and its variation with time can be 
modelled, as found in Chapter V, with the following set of equations: 
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Sav= a(H. - 463)' (9.1) 
a= 395.47 (t)-1.4399 (9.2) 
m=0.41011n(t) + 0.8655 (9.3) 
Where 
H. is the average ýpstream Water level in (m) 
S,, v is the average storage in million m3 
a&m are constants. 
t is the number of years in which the reservoir had been in operation, 
For 1988, t= 22, a=4.61 and m=2.13, thus: 
H us = 463 + 0.49 Sa, 
0.47 (9.4) 
9.2.2 Sennar 
As was shown in Chapter V, the storage - upstream water level for Sennar is not 
affected by sedimentation and can be represented, for all years, by: 
H us 410 + 1.004 Sav 
0.417 
9.3 DOWNSTREAM WATER LEVELS 
(9.5) 
From the readings of both releases and water levels downstream Sennar and Roseries, 
the following relations for the downstream water levels are obtained. The source of the 
data are the operation books of residents engineers of Sennar and Roseries Reservoirs. 
9.3.1 Roseries 
2 lids= 0.00032X + 0.00032Y +444.21, R=0.858 
9.3.2 Sennar 
lids = 0.00032X + 0.00032Y + 404.12, R2 = 0.849 
(9.6) 
(9.7) 
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Where 
H, d, is downstream level in (m) 
X is the release through turbines in million m3lmonth 
Y is the release through other gates in million m3/month 
9.4 HEAD DIFFERENCE (H) 
The head difference is simply the difference between upstream and downstream levels. 
9.4.1 Roseries (in 1988) 
H=18.79-0.00032X-0.00032Y+0.49 Sav 0.47 
9.4.2 Sennar (all vears) 
H=5.88 - 0.00032 X-0.00032Y + Sav 
0.417 
9.5 EVAPORATION 
(9.8) 
(9.9) 
The reservoir evaporation losses is taken as the product of reservoir area and the 
resultant of subtraction of rainfall from evaporation rate, E0. 
L=0.03A[Eo - rainfall] 
Where 
L is the monthly losses in million m3 
A is the area in squared kilomctre 
(9.10) 
EO is evaporation rate in mmIday 
rainfall in mm/day 
From evaporation, modelling results, Chapter VI, it has been found that [EO - rainfall] 
for Sennar and Roseries are as shown in Table (9.1). 
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Table (9.1) [Eo - rainfall] in mnVday 
Month Roseries Sennar Month Roseries Sennar 
Sept. 2.5 4.81 Mar. 8.9 9.37 
Oct. 3.44 6.39 April 8.8 10.42 
Nov. 
. 
7.1 7.67 May 8.0 9.62 
Dec. 7.0 6.87 June 4.6 7.11 
Jan. 7.1 7.18 July 2.6 3.99 
Feb. 7.9 8.12 Aug. 1.9 2.96 
In Chapter VI, the following relations for reservoir's areas have been found. 
Roseries: 
2 A=0.4809H., - 441.511. +101404 
Sennar: 
(9.11) 
A= -2.1943H. 
2+ 1855.3Hs - 391978 (9.12) 
Where 
A is the reservoir's area in squared Rm. 
Hus is the upstream water level in (m). 
Substituting for H. from equations (9.4 ) and (9.5 these relations become 
Roseries (in 1988): 
A= 79.55 +1.869 Sav 
0.47 
+ 0.1155 Sav 0.94 
Sennar: 
(9.13) 
A= 56 S;,, 0.417 -2.1943Sav 
0.834 
_ 167 (9.14) 
Where 
Savis average storage and equal to 0.5[Sij +S ij, l and 
Sij is the storage of reservoir i at the beginning of month j 
Si. j, l is the storage of reservoir i at the beginning of month j+1 
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For this problem, i will be taken as 1 for Roseries and 2 for Scnnar and j=1 for 
September, 2 for October ............... and 12 for June. 
Substituting for S,,,, the above relations become: 
Roseries: 
A= 79.55 + 1.349(Slj + Slj+1)0.47 + 0.06(Slj,, +S lj+1)0.94 (9.15) 
Sennar: 
A= 41.94(S2.1 + S2j+l)O. 417 _ 1.231(S2j+l+S2, j+l )0.834 _ 167 (9.16) 
Substituting for these relations and [EO - rainfall] from Table (9.1) in relation (9.10), 
the following relations for reservoir losses are obtained: 
Roseries: 
Lj, j = 5.966 + 0.101(S,,, +SI, 2 )0.47+ 0.005(S,., +SI. 2)0,94 (9.17) 
LI, 2= 8.21 + 0.139(SI, 2+SI. 3 
)0.47 +0.006(SI, 2+S 1,3)0* 
94 (9.18) 
LI, 3 =16.948 + 0.287(SI. 3+S 1,4)0*47 + 
0.013(S 1,3+S 1,4)0* 
94 (9.19) 
LI, 4 =16.709 + 0.283(SI, 4+S1,5)0.47 + 
0.0 13(SI. 4+SI. 5 )0.94 (9.20) 
LI, 5= 16.948 + 0.287(S i. s+S 1.6) 
0.47 
+0.013(SI, 5+S 1,6)0*94 (9.21) 
Li, 6 =18.857+0.319(SI, 6+SI. 7 
)0.47+0.0 14(SI. 6+S 1,7)0* 
94 (9.22) 
LI. 7= 21.244 + 0.36(SI, 7+S 1,8)0.47 +0.016(SI, 7+S 1.8)0* 
94 (9.23) 
Ll, g = 21.006 + 0.356(S I. S+S 1.9)0.47 +0.016(SI. 8+S 1,9)0.94 (9.24) 
L1.9 = 19.096 + 0.324(S 1,9+S 1.10)0.47 + 
0.0 15(S 1,9+Sl. 10)0.94 (9.25) 
Li, lo 10.98 + 0.186(S 1,1 O+S 1.11)0.47 + 0.008(Sl, lo+Sl, l 
)0.94 (9.26) 
L1,11 6.206 + 0.106(Sl. ll+SI, 12) 
0.47+ 0.005(Sl, ll+SI, 12)0* 
94 (9.27) 
L1,12 4.535 + 0.077(SI. 12+SI. 13 )0.47 +0.003(St. 12+SI, 13 )0.94 (9.28) 
Sennar: 
L2,1 = 6.049(S2.1+S2,2 
)0.417 _ 0.177(S2,1+S2,2)0' 
834 
-24.1 (9.29) 
L2,2 = 8.040 (S2.2+S2.3)0.417 _ 
0.236(S2.2+S2,3)0' 834 
-32.02 (9.30) 
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L2,3 9.65(S2,3'ý-S2,4)0.417 _ 0.284(S2,3+S2,4)0* 
834 
-38.43 (9.31) 
L2,4 8.644(S2.4+S 2,5)0.417 _ 
0.254(S2,4+S2,5)0* 834 
-34.42 (9.32) 
L2i 9. O3(S2.5+S2,6)0.417 _ 0.265(S2.5+S2,6)0* 834 -35.97 (9.33) 
L2.6 10.217(S2,6+S2,7) 0.417 
-0.30(S2.6+S2,7)0' 
834 
-40.68 (9.34) 
L2,7 11.789(S2,7+S 2,8)0.417 _ 
0.346(S2,7+S2,8)0' 834 
-46.94 (9.35) 
L2,8 13. II(S2,8+S2 9)0.417 -0.385(S2,8+S2,9)0* 
834 
-52.2 (9.36) 
L2,9 12.1()(S2,9+S2,10)0.417 _ 0.355(S2,9+S2,10)0.834 -48.2 (9.37) 
L2. io 
8.945(S2,10+S2,1 1)0.417 -0.263(S2,10+S2,1 1)0.834 -35.62 (9.38) 
L2. Il= 
5. O2(S2. ll+SZI2 
)0.417 
_ 
0.147(S2, ll+S2,12)0* 
834 
_ 
19.99 (9.39) 
L2,12 = 3.724(S2,12+S2,13)0.417 _ (). 1 10(S2.12+S2,13)0,834 _ 14.83 (9.40) 
9.6 POWER PRICES 
Power prices vary with time. There. are different prices for the period September to 
February and the period March to August. Iligher prices are charged during the period 
March to August. During this dry period shortage in power is expected. Therefore, the 
price is increased, with the intention to decrease demand. Also the prices vary from 
sector to sector. There are five sectors, namely, domestic, commercial, public, 
industrial and agricultural. Table (9.2) shows the consumption of power and the prices 
for each sector. The source is the Sudanese National Electric Corporation (NEC). 
Table (9.2) Power prices in Sudanese dinnar / KWh 
Sector Sale-Gwh % Price Sept-Feb Price Mar -Aug 
domestic 825 57.9 14 14 
commercial 75 5.3 7 12 
public 
_ 
87.5 6.1 15 15 
industry 275 19.3 7 12 
agriculture 162.5 11.4 7 12 
However for the purpose of this model average prices for the sectors are to be used. 
Average price for Sept to Feb. = 0.579* 14+0.053 *7+0.06 1* 15+0.193 *7+0.114*7 
= 11.54 dinnars / kwh 
Average price for Mar. to Aug. = 0.579* 14+0.053* 12+0.061 * 15+0.193* 12+0.114* 12 
= 13.34 dinnars / kwh 
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9.7 HYDROELECTRIC POWER PRODUCTION FUNCTION 
The power production during any period at any site is dependent on the installed 
capacity, the flow through turbines, the average productive storage head, the number 
of hours in the period, the plant factor and a constant to convert the product of flow, 
head and plant efficiency into watt-hour (Loucks et al., 1982). Therefore, the total 
kilowatt-hours of energy produced in period t, with Cp the efficiency of conversion of 
potential energy to electrical energy, is: 
KWHt = C. 9.81 cit H, (seconds in pedod 
3.6 * 103 
Where: 
KWH, is the hydropower in kwh 
qt is the average flow rate in m/sec 
I-L is the average productive head in (m) 
CP is the overall efficiency Coefficient 
For both reservoirs, average Cp is 0.88 (Chapter IV - Table 4.1 
(9.41) 
To get the monthly power production, HP, Cp = 0.88 and the number of seconds in a 
month are substituted in equation (9.41), to obtain: 
IHP = 6215.616 Hq, (9.42) 
Taking, X as the discharge in million m3/month, the relation becomes (1 million rný 
month = 0.3858 rn 3/ sec ); 
im Hr = 2398HX 
Where 
IHP is the monthly power generated in KWh 
X is the release for power generation in million M3 /month 
H is the average head difference in (m). 
(9.43) 
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When substituting for H from equations (9.8) and (9.9) for Roseries and Sennar 
respectively, the power functions become: 
Roseries: 
IHP = 45058.42X +1 175X S,,, 0*47-0.767X2 _ 0.767XY (9.44) 
Sennar: 
IHP = 14100X + 2407.6 X Sav 
0.417 
- 0.767 
X2 
- 0.767 XY (9.45) 
Take BP(l, i), X(1, i) and Y(1, i) respectively as the power generated, releases through 
turbines, releases through other gates for reservoir 1, Roseries, in month i and similarly 
IHP(2, i), X(2, i ) and Y(2j) for Sennar. Substitute these symbols for BP, X and Y in the 
above relations. S(1, i), S(l, i+l), S(2j) and S(2, i+l) are taken as the storages in 
Roseries and Sennar at the beginning and at the end of month i respectively. 
Then the average storage, S,,,,, which is equal to 0.5[S(l, i)+S(l, i+l)] for Roseries and 
0.5[S(2, i)+S(2, i+l)] for Sennar, is also substituted for in equations (9.44) & (9.45) 
respectively. As a result, the relations above become: 
Roseries: 
BP(l, i) =45058-42Yý(,. i)+848.31X(ii)[S(I., )+S(I, i+, ) ]0.47.0.767Y, (,,, )2 _ 0.767X(Ij) Y(l, i) (9.46) 
Sennar: 
BP(2, i) =1410OX(zi)+1803.2Y. <2. i)[S(2, i)+S(2, i.,, )]O-'17_ 0.767X(2,, )2 _ 0.767Xý2, j) Y(zi) (9.47) 
The total power produced by the two plants in month i is the summation of equations 
(9.46) and (9.47): 
IX(,,, )[S(,,, )+S(,., +, )]0.47.2 lip(j) = 45058.42Y. <I, i)+848.3 1,0.767, X(I'l) _ 0.767y, (I, i) Y(1,1) 
+1410OX(2, i)+1803.2Y. (Z, )[S(zi)+S(2. i+, )]0-417.0.767X(2.1) 2-0.767, v4Zi) Y(2, i) (9.48) 
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Where 
IHP(i) is power generated in month i in KWh. 
S(j, j) andS(2, i) are storages in Roseries and Sennar, respectively, at the beginning of 
month i, in million m3. - 
S(lj,., ) and S(2j. 1) are storages in Roseries and Sennar, respectively, at the end of month 
i, in million M3. 
and are hydropower releases in Roseries and Sennar respectively, in million 
rný/month. 
Y(Ij) and Y(2. j) are releases through other gates in Roseries and Sennar respectively, in 
million rný/month. 
9.8 OBJECTIVE FUNCTION 
The objective of this model is to maximise power revenues on conditions that certain 
irrigation and downstream requirements be satisfied. The maximisation of revenues will 
be reflected in the objective function while other conditions will be dealt with as 
constraints. For a reservoir operation problem, decision variables included in the 
objective function are typically release rates and end of period storage (Yeh, 1985). 
Therefore the objective function would be a function of releases through turbines, 
releases through other gates and end of period storages for both reservoirs. 
The monthly revenues is the product of power generated in that month, BP(i), and the 
price, C(i), charged in that month. The objective function to be maxirnised, F, is the 
sum of the monthly revenues, i. e. 
12 
F= 10-6 CY)HP(i) (9.49) 
Where 
C(i) is the power price in month i in Sudanese dinnars / kwh 
BP(i) is the power generated in kwh 
F is the revenues from power generated in million Sudanese dinnars. In practice there 
will be distribution losses and not all the power generated will reach the consumer. 
175 
Similarly there will be distribution costs. These however do not affect the optimization 
problem, which can be expressed as maximising F in equation (9.49). 
Substituting for C(i), from Section (9.6), and BP(i), from equation (9.48), the 
objective function would be: 
12 
, 
i)X i) j) 11+1)]0.47+ C(Ij)X 1. i) F a(lj)X(j, j)+b(I 41, [S(I +S(, 
2+ Y(l, i) 
[S(2., )+S +1)]0.417+ 
i)X 2+ +a(2, i)Y. <zi)+b(2, i)Y. (zi) (zi c(2 42.1) d(2, i)Y, <Ii) Y(2, I) (9-50) 
Where: 
a(l, l) ............................. a(1,6) = 0.52 
a(1,7) ............................. a(1,12) = 0.601 
a(2,1) ............................. a(2,6) = 0.163 
a(2,7) ............................. a(2,12) = 0.18 8 
b(l, 1) ............................. b(1,6) = 0.0098 
b(1,7) ............................. b(l, 12) = 0.0 113 
b(2,1) ............................. b(2,6) = 0.021 
b(2,7) ............................. b(2,12) = 0.024 
c(l, 1) . ............................ c(ý, 6) = -8.85* 10-6 
c(1,7) ... ......................... c(1,12) =- 1.02*10-5 
c(2, I) . ..... o ..................... c(2,6) = -8.85* 
10-6 
c(2,7) . ............................ c(2,12) =- 1.02*10'5 
d(l, l) . ............................ d(1,6) = -8.85* 
10-6 
d(1,7) . ............... o ............. d(1,12) =- 1.02* 
10,5 
d(2,1) . ....... ................ d(2,6) = -8.85* 
10-6 
d(2,7) . ...... o ..................... d(2,12) =- 1.02*10-5 
9.9 CONSTRAINTS 
In a reservoir operation problem, constraints typically include storage capacities and 
other physical characteristics of the reservoir/stream system, diversion or stream flow 
requirements for various purposes and mass balance (Yeh, 1985). Therefore, the 
optimization problem has to satisfy the following constraints: 
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1) Continuity equations, mass balance, for Roseries. 
2), Continuity equations, mass balance, for Sennar. 
3) Irrigation requirements and minimum downstream flow. 
4) Bounds on releases and storages imposed by maximum gate capacities and 
, maximum 
reservoirs storage capacities. 
11 
9.9.1 Continuity Eguations for Roseries 
The continuity equation for Roseries is 
S(lj+, ) = S(Ij) - Y-(Ij) - Y(ij) - Lij + qj 
Where 
S(lj+, ), S(Ij), Xqjj), Y(I. 1), Ljj are as defined before 
qj is the river flow in month i, in million rný. Flows generated in Chapter VII would be 
used as input. 
Substituting for LIj, from equations (9.17) to (9.28), and rearranging the equations by 
putting the constants on the right hand side, the following results are obtained: 
S(O) - S(1.1) + 
Xý1,1) + Y(1,1) + 0-IOI(SI. I+SI, 2)0*4'1 + 0.005(Sj. j+Sj'2f-94 =qi - 5.966 = el (consl) 
S(1,3) - S(1,2) + 
Y41,2) + Y(1,2) + 0.139(S 1,2+S 1,3)0.47 + 0.006(S1.2+S 1.3 )0.94 = q2 - 8.21=e2 (cons2) 
S(1,4) - S(I. 3) + 
X<1,3) + Y(1,3) + 0.287(S1,3+S 1,4)0.47+ 0.013(SI, 3+SI, 4)0 *94 = q3 - 16-948=e3 (cons3) 
47 94 
S(1.5)-S(1,4)+X(1,4)+Y(1,4)+0.283(SI. 4+SI, 5ý- +0-013(SI, 4+SI. 5f = q4 - 16.709=e4 (cons4) 
S(I. 6) - S(I. 5) + X(I. 5) + Y(1.5) + 0.287(S 1.5+Sl, 6 
)0.47+ 0-013(SL5+SI, 6)() . 
94, 
= q5 - 16.948=e5 (cons5) 
S(I. 7) - 
S(I. 6) + X(I. 6) + 
Y(1,6) + 0.319(S1,6+S1,7)0.47 + 0.014(S1,6+S1,7)0* 94 = q6 - 18-857=e6 (cons6) 
S(I. s) - 
S(1,7) + X(1,7) + Y(1,7) + 0.36(S 1.7+S 1 . 8)0.47 + 0.016(SI. 7+S I, a 
)0-94 q7 - 21-244 e7 (cons7) 
S(I. ' -S(l, s) + Y. <1,8) + 
Y(I. 8) + 0.356(Sj, 8+Sj, 9f- 
47 +0.016(S I'8+SI' 9 )0.94 q8 - 21.006 eS 9) (cons8) 
S(1,9) + Y, (1,9) + Y(1,9) + 0.324(Sj, 9+Sj, jO? -47 + 0.0 15 (S 1.9+S 1.10)0.94 = q9 -19-096=e9 S(t. 10 (cons9) 
I S(Ij i)- S(i. io) +X(ijo) +Y(ijo) + 0.1 86(S 1.10+S 1., 1)0.47 + 0.008(S 1,10+S 1', 1)0.94 =qjo-10-98=ejO (consIO) 
2)-S(iji)+YL(ij, )+Y(,, jj)+ 
0-106(Sj. jI+SI. 12)0.47 + 0-005(Sj. jI+SI, 12f94 = q, I -6.206=e 11 S(I. 1 (cons 11) 
S(j, 13)-S(I. 12)+X(I, 12)+Y(1,12) + 0.077(SI. 12+SI, 13)0A7 + 0-003(SI, 12+SI, 13f-94 =q, 2 -4.535=el2 ' (cons12) 
el to e12 are constants introduced for use in writing the SIF, standard input fil e, later. 
9.9.2 Continuity Eguations for Sennar 
The continuity equation for Sennar is 
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S(2j+t) 
-ý 
S(2. i) - dX<2, i) - 
Y(Zi) + y%-(IJ) + YUJ) - L2J - rui 
Where 
S(2j+l)'g S(2. i) 9AXIL(2J) , Y(zi)-, 
L2J are as defined before 
Neglecting the transmission losses, the outflow from Roseries, (X('., ) + Y(1.1) ), is taken 
as the inflow to ennar. 
rui is the irrigation requirement upstream Sennar in month i. Their estimations are 
given in Chapter VIIII., 
Substituting for L2, j, from equations (9.29) to (9.40) and rearranging and introducing 
constants hl. to h12, the following continuity equations for Sennar are obtained; 
S(2.2). S(2,1) +Y. (2, I) + Y(2.1) -X(I. 1) - Y(1.1) + 6.049(S2. I+S2.2)0,417 _ 0.177(S2. I+SZ2)0.934 
=24.1 -rul=hl (cons 13) 
S(2.3) - S(2,2) +Y, (Z2) + 
Y(Z2) -X0-2) - Y(1.2) + 8.04 (SZ2+SZ3f*417 - 0.236(S2,2+SZ3)0*834 
= 32.02 - ru2 = h2 (cons 14) 
S(2,4) - S(2,3) +X(Z3) + 
Y(Z3) -Y', (1,3) ' Y(1,3) + 9.65(SZ3+SZ4 
r'417 
_ 0.284(S2.3+S2.4)0' 
$34 
= 38.43 -ru3 =B- (consl5) 
S(2, S) - S(2,4) +X(2,4) + 
Y(2,4) -X(1,4) ' Y(1,4) + 8.644(S2,4+SZ5 )0.417.0.254(S2,4+S 2.5)0*834 
34.42 -ru4 =M (consl6) 
S(2'. 6) 
S(2.5) +Y-(2.5) + Y(2.5) -Yil(l. 5) - Y(,, 5) + 9.03(SZ5+S 2.6)0.417 - 0.265(S2,5+S2.6)0.834 
35.97-ru5 = h5 (cons 17) 
S(2.7) ' S(2,6) +XJ2,6) + 
Y(2,6) 'X<1,6) - Y(1,6) +10.217(S2,6+S2.7)0.417 _ 0.30(S2,6+S 2.7)0.834 
40.68 - ru6 = h6 (consl8) 
S(2.8) - S(z7) +)Cm7) + 
Y(2,7) -Y. (t. 7) - Y(1,7) +11.789(S2.7+S2,8)0.417 _ 0.346(S2.7+S 2.8)0.834 
46.94 -ru7 =V (consl9) 
S(2.9) - S(2,8) +Y-(2, S) + 
Y(Zg) -Y-(I, S) - Y(1,8) + 13.1 l(Sz, 8 +S2,9)0.417 _ 0.385(SZS+S2.9)0.834 
52.2 -ru8 = h8 (cons20) 
S(2.10) ' S(2,9) +YI<2,9) + 
Y(2,9) -Y&(1,9) Y(1,9) + 12.1 O(S2.9+S 2,10)0.417 _ 0.355(S2.9+S2.10)0.834 
48.2 -ru9 = h9 (cons2l) 
(2, 
S(2-10) +Y-(110) + Y(2-10) -Y41,10) 7 YO-10) + 8.945(Szlo+S2,11)0.417 0.263(S2.10+S2.1 
)0.834 S 
1 35 . 62 -ru 
I O=h 10 (cons22) 
Sý 12) 
S ('Z 11) +X(2. i i) + Y(z i i) -X(t. I t) - Y(j, 11) + 5.02 
(S 2.1 I+S2,12 )0.417 0.147(S2.1 I+SZI 2)0.834 
19.99 -rul I=hl 1 (cons23) 
S(2,13) - S(2,12) +X(2,12) + 
Y(Z12) 'Yik(1,12)'- Y(1,12) + 3.724(S2,12+S2.13 )0.417.0- 1 IO(S2.12+S2,13? ' 
834 - 
= 14.83 -rul2 = M2 (cons24) 
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9.9.3 Requirements Downstream Sennar 
Part of the irrigation requirements, rdl to rdl2, to be satisfied are withdrawn from 
locations lying downstream Sennar. According to the regulations for the operation of 
the reservoirs (MOI, 1968), the releases from Sennar should satisfy these requirements 
as well as a further downstream requirements, dsl ........................... ds12. Values for 
rdi to rd12 were derived in Chapter VIII, irrigation requirements estimation, while the 
Ii further downstream requirements should not be lower than 105 million rný/month 
(ý40I 1968). These conditions can be transferred in the following constraints. 
X2.1 + Y2.1 ý: fl(= rdl+ dsl) (cons25) 
X2,2 + Y2.2 -e f2(= rd2+ ds2) (cons26) 
X2.3 + Y2.3 f3(= rd3+ ds3) (cons27) 
X7,4+, Y2,4 f4(= rd4+ ds4) (cons28) 
X2.5 + Y2, s> f5(= rd5+ ds5) (cons29) 
X2,6 + Y2,6 f6(= rd6+ ds6) (cons30) 
X2.7 Y2,7 f7(= rd7+ ds7) (cons3 1) 
X2,8 + Y2.8 f8(= rd8+ dsS) (cons32) 
X2.9 + Y2.9 f9(= rd9+ ds9) (cons33) 
X2.10 + YZIO f 10(= rdlO+ dslO) (cons34) 
X2,11 + Y2,11 f 11 (= rdl 1+ ds 11) (cons35) 
X2,12 + Y2,12 f 12(= rd 12+ ds 12) (cons36) 
9.9.4 Reguirements between the Reservoirs 
The constraints in Section (9.9.3) guarantee that the requirements downstream Sennar 
are met. According to the regulations of reservoirs operations (MOI, 1968), the 
irrigation requirements upstream Sennar should also be satisfied. That is to say, 
releases from Roseries minus the change in storage in Sennar should at least cover the 
upstream requirements, rul to ru12, as well as the releases from Sennar required to 
satisfy the downstream requirements. These conditions can be expressed in the 
following set of constraints. 
Xl, l_t Y1,1 - 
X2,1 - Y2.1 + S2,1 
S2,2 ý: rUI (cons37) 
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XI. 2 + Y1.2 - X2.2 - 
Y2,2 + S2,2 - S2,3 ru2 (cons38) 
XI, 3 + yl, 3 - X2', 3 -'Y2.3 + S2,3 - S2.4 ru3 (cons39) 
XI, 4'+ YIA - 
X2,4 Y2.4 + S2,4 - S2,5 ru4 (cons40) 
Xj. 5'+ Y1.5 - X2.5 
Y2.5 + S2,5 - S2,6 ru5 (cons4l) 
X1.6 + Y1.6 - X2.6 Y2,6 + S2,6 - S2.7 ru6 (cons42) 
X1.7 + yl, 7 - X2.7 - Y2,7 + S2,7 - S2,8 ru7 (cons43) 
Xj. 8'+ YI. 8 - 
X2.8 - Y2,8 + S2.9 - S2.9 ru8 (cons44) 
X1.9 +'YI. 9 - X2.9 - 
Y2.9 + S2,9 - S2,10 ý: M9 (cons45) 
X1.10 + Y1,10 - X2,10 - 
Y2,10 + S2,10 - S2,11 ý: rUIO (cons46) 
4xl, l 1+ 
yLl I- X2,11 - Y2,11 + S2,11 - S2,12 ýt M 11 (cons47) 
)ý1.12 + Y1,12 - X2,12 - Y2,12 + S2,12 - S2,13 ý: rul2 (cons48) 
9.9.5 Bounds on Releases 
The releases from the reservoirs should not exceed the maximum capacity of the gates. 
The maximum discharges that can be passed through the gates of the reservoirs are as 
follows (MOI, 1968): 
Maximum capacity of Roseries power house is'2014 million m. 3 / month. 
Njaximum, capacity of Roseries other gates is 17250 million M3 / month. 
r, 4aximum, capacity of Sennar power house is 330 million M3 / month. 
, N4aximum capacity of 
Sennar other gates is 28500 million m3/ month. 
7b ese conditions can be expressed in the following simple bounds 
05 XI. 1: 5 2014 for i=1................. . 12 
0: 5 Y1.15 17250 for i=I................. . 12 
0: 5 X2. i :5 330 for i=1................. . 12 
0: 5 Y2, i: 5 28500 for i=1................. . 12 
9.9.6 Bounds on Storages 
(cons 49) 
(cons 50) 
(cons 5 1) 
(cons 52) 
The water levels in reservoirs should not exceed the maximum storage levels and 
should not go below minimum levels that guarantee the diversion of water in irrigation 
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canals (MOI, 1968). The minimum operation level for Sennar is 417.2 rn and the 
maximum is 421.7 m. For Roseries, these levels are 467.0 rn and 48 1.0 rn respectively. 
Using storage-upstream, levels relationships, derived in Section (9.2), the equivalent 
maximum and minimum storages can be obtained. These are 2175 milliown?, 88.3 
rnillion mý for Roseries and 362.5 million m3 and 113 million rný for Sennar.. Due to the 
high sediment load in July and August, the reservoirs are operated at the minimum 
levels. These conditions can be expressed in the following bounds: 
88.3: 5 Sl, i: 5 2175 
Sjj = 88.3 
for i=2,... ý ............. 10 (cons 53) 
(cons 54) 
(cons 55) 
(cons 56) 
for i=1,11,12,13 
113: 5 S2,1: 5 362.5 ' for i=2................. 10 
S23 113 for i=1,11,12,13 
Note thatSI, 13andS2,13are equal to Sj, j andS2,1 respectively. 
9.10 PROBLEM SOLUTION 
A non-linear optimization problem is formulated. The objective is to maximise the 
power, revenues, i. e. function F defined by equation (9.50), subject to constraints 1 to 
56. The aim is to find the releases and storages that maximise the benefits and satisfies 
the constraints. To solve the problem the most efficient non-linear optimization 
techniques discussed in Chapter IH will be used. These are Augmented Lagrangian and 
Conjugate Gradient methods.. A general purpose software package, named Lancelot 
will be used. This- package is designed for solving large scale non-linear problems 
(Conn et al., 1996). The features of the package, how it works, how it would be used 
to solve the problem and the problem solution will be discussed in detail hereafter. 
9.10.1 General Features and Structure of Lancelot 
Lancelot package solves the general non-linear programming problem of the form: 
ýnin f(x) 
xrz R' 
Subject to the constraints 
I. I 
C(xi) 50i=1......................... pm (9.52) 
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and to the simple bounds 
L. -. ý xi: 5 ui 
i=I...................... (9.53) 
The functions f and C are assumed to be smooth. The package is designed to solve 
problems with large n and/or m values. The algorithms are designed to achieve 
convergence to minimisers, from all starting points. The inequality constraints are 
transformed automatically by Lancelot into equality constraints by adding slack or 
surplus variables. Any maximisation problem can be transferred into a minin-iisation 
one, as shown in Chapter, III - Section (3.1.1), and solved by Lancelot. 
9.10.2 AlLyorithmic Structure of the Package 
Conn et al., (1996) summarised the structure of Lancelot algorithms in Figure (9.1) 
below. 
........................................................................................ Users and Problems 
................................... r ................................................................... 
I Standard Input Format (SIF) - 
I- /, I Lancelot - interface 
Direct Iterative linear solvers 
linear 
solvers 
Preconditioners 
Figure (9.1) Structure of Lancelot package 
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After the problem is formulated, it is expressed in a Standard Input Format (SIF). The 
SIF file for the optimization problem formulated in Sections (9.8) and (9.9) is written 
and shown in Section (9.10.6). To know about the techniques used in writing the SIF 
file the reader is referred to Conn et al., (1992). 
For the optimization problem at hand, Lancelot uses an augmented Lagrangian 
approach. This approach was discussed in detail in Chapter III - Section (3.4.3). The 
augmented Lagrangian method proceeds by solving a sequence of non-linear 
optimization problems with simple constraints. Conn et al., (1996) called these 
iterations of the augmented Lagrangian algorithms " major iterations". The equality 
and the transformed inequality constraints are included in the augmented Langrangian 
function and only the simple bounds are left. To solve the problem with only simple 
bounds, a specialised algorithm, SBMIN, can be applied (Conn et al., 1996). In 
SBMIN, a quadratic problem with simple bounds -(BQP) is approximately solved at 
every SBMIN iteration. These are called "minor iterations". 
Solving the BQP involves the solution, approximately, of a linear system of equations. 
This can be achieved by applying either direct or iterative linear solvers. The latter 
requires preconditioning, which in turn might call specialised versions of the direct 
solvers (Figure 9.1). The iterative technique used with the package is the conjugate 
gradient method. Iterations at this level are called cg-iterations. 
The three nested iteration levels are shown in Figure (9.2) below. 
......................................................................................................... 
AUGLAG: major iteration 
Figure (9.2) The nested iteration levels within Lancelot 
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9.10.3 Outline of SBMIN 
SBNHN is a method for solving the bound-constrained minimisation problem defined 
by (9.51) and the simple constraints (9.53). f is assumed to be twice - continuously 
differentiable. The set of points that satisfy (9.53) are known as the feasible box and 
any point lying in it, is feasible. 
SBNHN is an iterative method. A solution x'ýk), which satisfies the simple bounds (9.53) 
is obtained at the ký iteration. To improve this solution a (k+l)st iteration is carried 
and a solution x'ýk") is obtained. 
In the (k+l)st iteration, a quadratic model for the non-linear objective function f(x) is 
built (In this case f(x) is the constructed Lagrangian function). The quadratic model is 
of the form 
M(k)(X) f(X(k)) + g(X(k))T(X _ X(k)) + (1/2)(x - x(k))TB(k)(x - x'ýk)) (9.54) 
where 
g(x) is the first partial derivative V., f(x) 
G(x) is the Hessian matrix Vf(x) 
B(k) is a symmetric approximation of the hessian matrix G(x()). This approximation can 
be achieved-by using Rank one Update Formula (Srl) as will be used later or the 
Broydon-Fletcher-Goldfarb-Shanno Formula (BFGS). These methods are described in 
detail in Chapter III - Section (3.2.4). 
A region in which the values of m(k)(x) and f(x) generally agree is called the trust 
region and defined as 
11 x- x(k)11: 5 A(k) (A(k) is a scalar) 
The (k+l)st iteration proceeds in the following stages: 
1) Test of convergence for true objective function f(x) 
The first necessary conditions for a feasible point x. to solve the problem is that the 
projected gradient at x* be zero. The projected gradient of f(x) into the feasible box is: 
x- P(X - g(x), I, u) 
where the projection operator is defined as 
li if xi < li 
P(X, I, U)i ui if Xi > ui 
xi ý otherwise' 
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The iteration can be stopped when the projected gradient is getting small i. e. 
11 (k) _ P(X(k) _ g( 
(k)), I, 11 :58 xx U) 's 
Where F,, is a small convergence tolerance. 
2) The generalised Cauchy point of the quadratic model is found. This point lies within 
the intersection of the feasible box and the trust region. 
3) Obtain a new point that further reduces the quadratic model within the intersection 
of the feasible box and the trust region. 
4) Test whether there is a general agreement between the values of the model and the 
true ob ective function at the new point. If so, accept the new point as the next iterate. 
Otherwise, keep the existing iterate as the next iterate and adjust the trust region. 
9.103.1 The Generalised Cauchy Point (GCP) 
To minimise the quadratic function at the (k+l)st iteration within the intersection of 
the feasible box and the trust region, a point called generalised Cauchy point has to be 
found. This point is obtained through the minimisation of the model along the path 
defined by its negative gradient. This point is useful since (Conn et al., 1996): 
1) it is guaranteed that the algorithm converges to a point at which the projected 
gradient is zero if the value of the quadratic model is not larger than its value at the 
Cauchy point. 
2) The variables which are equal to their lower or upper bounds at the generalised 
Cauchy ýoint are expected to have the same values at the solution of the problem. It is 
not necessary to calculate the generalised Cauchy point exactly (Conn et al. 1996). 
9.10.3.2 Beyond the Gene'ralised Cauchy Point 
if the Cauchy point is found, then it is guaranteed that SBMN will converge. This 
convergence is achieved by further reducing the model. To reduce the quadratic model, 
the points which are on their bounds at the generalised Cauchy point are kept fixed and 
only the values of the free variables are changed. If x(kl) is the obtained generalised 
Cauchy point, let x (kj) Ij=2,3 ......... be distinct points such that: 
* x(1j) lies within the intersection of the feasible and trust regions. 
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*. those variables which lie on their bounds at x("-') lie on the same bounds at x("ý). 
* x(kJ") is constructed from x(Li) by: 
(1) detemining a non-zero search direction ej) for which 
Vx m (k)(X(kj))T 
ej) 
Cý 0 (9.55) 
(2) finding a step length (Pj) >0 which minimises 
mk (x N) + within the intersection of the feasible box and the 
trust region; and 
(3) x(kj+') = x(kj) + (X(kj) dkjý (9.56) 
This process is stopped when the norm of the free gradient of the model at x("ý) is 
sufficiently small. 
The quadratic model is expressed as function of the free variables. Let ýý) be the set 
of variables which are to be fixed because they are on their bounds at the generalised 
. (kj) 
Cauchy point. Let ej be the ith column of the On identity matrix I and I be the matrix 
made up of columns ej, i ýý). Now define 
. (ki) . 
(kjý . (kj) . (ke (kj) 
9g 
(kj) &B =-I B 
(kj) I 
Then the quadratic model 9.54 at (x(kj) +d), considered as a function of the free 
.- (kj) 
variables d -=I d, is (Conn et al., 1992): 
TT 
(kj) (k) -N) -, - (kj) 
m (d) m (x(kj)) +9d+ (1/2) dBd (9.57) 
gd are the gradient and search direction of the free variable respectively). 
The iteration used by Lancelot is the conjugate gradient method. This method is 
described in detail in Chapter III. The convergence of iterative methods can be 
accelerated by preconditioning. Preconditioning is a function factorisation to accelerate 
convergence (Conn et al., 1996). However, as discussed in Chapter III the conjugate 
gradient method minimises quadratic functions in a limited number of iterations. 
Therefore, this method without preconditioning will be used to solve the formulated 
reservoir system optimization problem. 
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9.10.3.3 Accepting the New Point 
The point Pý) reduces the quadratic model, significantly. The ultimate purpose is to 
reduce the true objective function f(x). Therefore, it has to be decided whether this 
point reduces the true objective function as well. Let r(k) be the ratio of the actual 
reduction in the objective function to that predicted by the quadratic model, 
r 
(k) 
= f(x 
(k)) 
_, 
f(X(ki)) 
m (k)(X(k)) _m 
(k)(X(kj)) 
Let 0<u<1. Then the update x (W) is chosen according to the following 
[ 
x 
(kj) if r 
(k) : ý,, 
x 
(k) 
otherwise 
9.10.4 A General Description of AUGLG 
In the AUGLG, the augmented Lagrangian function is constructed. The augmented 
Lagrangian function is described in Chapter III. The AUGLG makes repeated use of 
the SBNHN. At the start of each iteration, Lagrange multipliers and penalty parameters 
have to be given. 
9.10.5 Lancelot Specirication File 
To select specific algorithmic options to be used in solving the optimization problem, 
Lancelot specification file has to be written. For more information on the specification 
language and file layout, the reader is referred to Conn et al., (1992). 
The main features of the optimization problem, at hand, that need to be reflected in the 
specification file and other specifications needed to do the calculations are: 
a) a maximiser is sought. 
b) the function first derivatives are evaluated using finite difference. 
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c) the function second derivatives are approximated according to the symmetric - rank 
- one, SRI, formula. 
d) conjugate gradient method without preconditioner is used to minimise the quadratic 
model. 
f) exact Cauchy point is to be obtained. 
g) specifications about the trust region radius, results printing levels, maximum number 
of iterations and the penalty parameter have to be included in the specification file. 
h) the origin is taken as the starting point. Therefore, all the variables and the Lagrange 
multipliers are equal to zero when the optimization is started. 
i) the starting penalty parameter is taken as 0.1. 
j) Both "h" and "i" above will not be stated explicitly in the specification file, since the 
starting values given for the variables, Lagrange multipliers and penalty parameter are 
the default values and will be taken automatically by the software. 
Taking these considerations into account, the following specification file is prepared. 
The file is inputted to Lancelot under the name "SPEC. SPC". 
I 
9.10.5.1 Specification File Content 
BEGIN 
maximizer-sought 
check-derivatives 
ignore-derivative-bugs 
finite-difference-gradients 
srl-approximate-second-derivatives-used, 
cg-method-used 
exact-cauchy-point-required 
trust-region-radius 5. OD+O 
maximum-number-of-iterations 2000000 
print-level 1 
start-printing-at-iteration 0 
END 
9.10.6 Standard Input Format, SIF, File 
For an optimization problem to be solved by Lancelot, the problem has to be prepared 
in an understandable manner to the sOftware. This is achieved by writing the standard 
input format, SEF, file for that problem. 
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When specifying a problem in SIF, one or more combined files are written. For the 
problem at hand two files have been prepared and shown in Appendix (D). These are 
the standard data input file (SDIF) and the standard element input file (SEIF). The SIF 
file contains a number of ordered sections using five kinds of objects: keywords, codes, 
numbers, names and Fortran names. 
* The keywords are titles of different sections. 
* Names are required to be given to various parts of the problem specification, as 
variables, constraints.... In the SIF file prepared in Appendix (D) names Cons I, Cons2, 
Cons3 ............... Cons48 are given to the problem constraints 
defined in Section 9.9.1 
to Section 9.9.4. The objective function (equation 9.50) is divided into groups. The 
variables shown in the left-hand-side of the following equations are taken as names for 
objective function groups. 
obj(l, i) = a(l, i) Xj, j i=1 to 12 
obj(2, i) = a(2, i) 
X2,1 i=1 to 12 
obj(3, i) = c(l, i) (Xi, i )2 i=1 to 12 
obj(4, i) = c(2, i) 
(X2,1 )2, i=1 to 12 
obj(5, i) = d(l, i) Xjj Yl, i =1 to 12 
obj(6, i) = d(2, i)X2, i 
Y2, i =1 to 12 
]0.47 
obj(7, i) = b(l, i) Xjj [Sl. i + Si, i+t =1 to 12 
]0.417 
obj(8, i) = b(2, i) 
X2, i [S2, i + S2, i+l =1 to 12 
* Codes consist of one or two upper case letters. Their purpose is to specify various 
kinds of information on the problems. Preparing the SIF file for the problem at hand, 
the following codes are used: 
IE used to associate a value to an integer. 
IA used to add integer. 
RE used to associate a value to a real parameter. 
RA used to add real parameters (also code R+ can be used). 
RS used to subtract real parameters (also code R- can be used). 
X used to declare decision variables. 
XN used to define the objective function (in SIF usually Z replaces X if the 
value is to be defined by that of an already defined parameter). 
DO used to start a loop. 
OD used to end a loop. 
XE is used to specify equality constraints. 
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XG specifies greater or equal constraints. 
XL specifies less or equal constraints. 
Z to assign value to constraints constants. 
XL to specify a variable lower bound. 
XU to specify a variable upper bound. 
EV used to define elemental variable. 
IV used to define internal variable. 
XT is used to assign the element type to a specific elemental variable. 
ZV is used to assign the problem variable to elemental variable. 
T is used to define the element type in the SEIF file. 
R is used to relate the elemental variables to internal variables in the SEEF file. 
F is used to specify the functional expression of the group in the SEIF file. 
G is used to specify the gradient of the group (in the SEIF file). 
H is used to define the function second derivative (Hessian) of the group 
function (in the SEIF file). --ý 
In the SEF file, Appendix (D), the following sections have been introduced: 
NAME: defines the problem name. RESERV is the name given to the problem. 
VARIABLES : starts section where the problem variables are given names. 
GROUPS : start the section where the objective function and constraints are given 
names and where the linear contribution of each variable to these is specified. 
CONSTANTS : starts the section where the constant terms of the groups are named 
and defined. These are the constant term in the right-hand-side of the 
constraints. 
BOUNDS : starts the section where the bounds on variables are named and defined. 
START POINT: starts the section where the proposed starting point for the problem 
is named and specified using the code XV. 
ELEMENT TYPE: in this section, suitable element types with their elemental and 
internal variables are specified. 
ELEMENT USES : in this section a type to each element function appearing in the 
problem is assigned. Then the relevant problem variables are assigned to the 
elemental variables of the corresponding element type. 
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GROUP USES : assign the elements to their groups, together with their associated 
weighting factors. 
ENDATA : declarcs the end of the SDIF file for the current problem. 
ELENTNrS : declares the start of the SEW file. 
INDIVIDUALS : here the particular linear combinations of the elemental variables that 
dcrine the internal variables associated with the element type are stated. Then 
expressions for calculating the value and derivatives of the non-linear functions 
associated with the element type are specified. 
ENDATA: declare the end of the SEW file. 
Full description of the techniques used in writing SIF files are described in Conn et. aL 
(1992). For the optimization problem defined by equation (9.50) and constraints consl 
to cons56, SIF file is prepared (Appendix D). The file is put under one directory with 
other Lancelot subroutines under the name "RESERV. SEF". In preparing the file, 
provisions are made to accommodate changes made in the optimization' problem. The 
following items can easily be changed: 
a) constants of the objective functions: these change due to changes in power prices. 
b) inflows to reservoir systems: therefore the different generated flow sequences can 
easily be accommodatcd. nic inflows shown in this file are the average river flows. 
c) Irrigation requirements: the values shown in the SEF file stand for actual irrigation 
requirements. It is possible to consider different scenarios of irrigation demands. 
d) Requirements downstream the reservoir system. 
9.10.7 Problem Solution Results 
Lancelot package was installed in a hp-UNIX system. The package can also be 
installed in a PC. The version installed was the double precision large one. The 
software has small, medium and large versions in single and double precision. For steps 
Of Programme installation, the reader is referred to Conn et al., (1992). The 
specification and the SIF files were put in the same directory as Lancelot. Then the 
Program was run. Appendix (E) shows the exact output. However, the results can be 
sumniariscd as follows: 
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a) The solution includes values for the objective function, decision variables (releases 
and storage volumes), penalty parameter, Ugrange multipliers and surplus variables. 
b) Projected gradient norm of the final iteration is 6.113-02. This shows that 
convergence is approximately obtained. This is clear in appendix (E. 2) where, in the 
last iterations, the gradient has become small while the objective function remains 
unchanged. 
c) Objective function value is 1.55983D+04 (15.5983 billion Sudanese dinnars). 
d) The solution was obtained in about 4 minutes. Hcnce the processor is shared, this 
time may vary if an other run is made. 
e) The variables to be optimized are the releases and storages for both Roseries and 
Sennar reservoirs. Optimum values of these variables are shown in Table (9.3) and in 
Figures (9.4) and (9.5) for Roseries and Sennar respectively. 
f) It can be noticed from the solution, Figures (9.4) and (9.5), that all the releases are 
made through the power house gates and other gates are only used during flood or 
when the requirements exceed the power house gates capacity. This agrees with the 
general optimization objective that airrLs at maximising the power and the power 
revenue. 
g) It can also be noticed from the solution. Figures (9.4) and (9.5), that the storage is 
kept at lower levels during July and August. This agrees with the operation policy 
aiming at sediment management at this period. 
Table (9.3) Optimum solution using average flow and actual irrigation requirements 
Roseries Sennar 
mont 
h 
power 
release W 
m3lmonth 
other 
releases 
106 
m3/month 
storage at the 
beg. of month 
-W M, 
power 
release 
1()6 
m3/month 
other 
releases 
106 
m/month 
storage at the 
beg, 
of month-106 
m3 
Sept 2014 69128.4 88.3 330 7082.3 113 
Oct 2014 3741.87 2175 330 4064.97 362.5 
nov 2014 13 1122 2175 330 542.143 362.5 
dec 1278.84 0 2175 160.3 0 362.5 
Jan 1662.12 0 2108.33 160.66 0 175.239 
feb 842.02 0 1043.34 145.32 0 362.5 
_mar 555.859 0 568.706 182.659 0 
113 
apr 404.3 0 295.743 330 0 362.5 
-may 154.8 0 128.599 330 0 
362.5 
Jun 2002.14 0 467.084 330 1516.6 113 
July 2014 5149.94 88.3 330 6560.63 113 
au i, . 
2014 12525.2 88.3 330 13425.5 113 
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9.10.8 Comparison of model results to the current system operation 
It is not possible, due to lack of data, to compare this average return with the average 
actual benefits obtained from the current system operation policy. However, for the 
year 1993/1994 both actual irrigation requirement and recorded power production are 
available. In year 1993/1994 the recorded power production was 1200 GWh which has 
a benefit of 14.8416 billion Sudanese dinnar. The software was run for that year. It has 
been found that the power and benefits have increased to 1407.573 GWh and 17.2421 
billion Sudanese dinnars respectively. These are increments of 14.75 % in power 
production and 13.92 % in annual benefits. 
9.11 CONCLUSIONS 
A non-linear model has been formulated for two reservoirs in series. The objective is to 
maximise power revenues on conditions that irrigation and downstream requirements 
be satisfied. The formulated algorithm uses synthetically generated flows and 
deterministic irrigation requirements as inputs, incorporates non-linear power and 
evaporation functions and is linked to a sedimentation model that predicts the reservoir 
storage-level relationship. The model is then solved using one of the most efficient 
non-linear optimization techniques. A general purpose Software package, designed for 
large scale non-linear programming, named Lancelot is used. To solve the problem the 
augmented Lagrangian function is constructed and then the conjugate gradient method 
is used to maximise the function within the feasible box, defined by simple bounds. 
The problem is solved in less than 4 minutes (this time may vary if an other processor 
is used). The solution increased the actual benefits in year 1993/1994 by 13.92 %. The 
problem is solved without any simplification, i. e. linearisation, decomposition or 
aggregation, usually - used to alleviate the effects of nonlinearity and dimensionality 
associated with reservoir optimization. Therefore it can be concluded that non-linear 
programming can be applied successfully without simplifications to multipurpose 
multiple reservoir systems and this justifies hypothesis 5 and objectives 1 and 2. 
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Figure (9.4) Optimization roults for average flow - Rosaries 
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Figure (9.5) Optimization results for average flow - Sennar 
CHAPTER X 
DERIVATION OF MONTHLY OPERATION RULES 
Summary - In Chapter VII synthetic samples were generated. These samples are 
used as inputs to the optimization model developed in Chapter Ix. The ouput is used 
in this Chapter to derive operation rules. Releases are regressed against significant 
independent variables to derive these rules. Then the performance of these rules is 
judged both statistically and with using simulation techniques. 
10.1 INTRODUCTION 
There are three common applications of mathematical programming in water resources 
planning. These are concerned with water allocations, capacity expansion and reservoir 
operation. In these applications dynamic programming is widely used (Loucks, 1981). 
A trial would be made here to apply non-linear programming for reservoir operation. 
10.2 AN APPROACH TO MONTHLY OPERATION RULES 
DERIVATION 
Reservoirs are operated to achieve certain objectives. In the case at hand, (Chapter 
IX), it is aimed to maximise the annual hydropower benefits from a double reservoir 
system, on condition that certain minimum flows and irrigation requirements are met. 
To achieve these objectives, decisions have to be made on releases. Therefore decision 
rules or operation rules have to be developed by regressing the releases on storages 
and inflows. To develop these rules, the stochastic nature of inflows have to be 
included. To achieve this, inflow to reservoirs has to be modelled and used to generate 
flow sequences of equal probabilities of occurrences. The flow modelling and samples 
generation have been done in Chapter VIL These samples are inputted to the 
optimization model and the optimal releases are then regressed on important 
independent variables to derive the operation rules. The most famous work to derive 
monthly policies and widely referred to in literature was done by Bhasker and 
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Whitlatch (1980). -They applied linear and non-linear regression models on, optimal 
releases obtained from application of dynamic programming on a single reservoir. The 
purpose of optimization was to reduce the losses from a reservoir. The regression 
models they used, are of the following general forms: 11 
Linear Model Ml: 
REL =Bo + BI(QFL) + B2 (STG) + B3 (QFLI) . ......... + B6(QFL4) - (10.1) 
Nonlinear Model M2: 
REL = Bo + BI(SUM1) + B2(SUM2) + BASUM3) (10.2) 
Nonlinear Model M3: 
in iv 
KEL = Bo +Bt (CRP) (10.3) 
Where 
REL release in month i 
QFL inflow in month i 
STG storage at the beginning of month i 
QFL1, QFL2 ....... QFL4 lagged inflows in month M, i-2 . ...... . i-4 respectively. 
SUM1 = (QFL + STG) 
SUM2 = (QFL + STG)2 
SUM3 = (QFL + STG)3 
CRP = (QFL * STG) 
It can be noticed from the results obtained by Bhasker and Whiflach (1980), that the 
application of the above linear and non-linear regression models on dynamic 
programming, sometimes, yield very poor results. For the linear model, R2 values 
range from 0.05 to 0.355 for the months of September - November and for the best 
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non-linear model R2 values range from 0.048 to 0.226 for the same period. Therefore, 
following the same approach, an attempt is to be made here to apply these linear and 
non-linear regression models to the output of a non-linear optimization model. 
Earlier, in Chapter VU, a model for the Blue Nile flow was developed and used to 
generate flow sequences. Each sequence is used as an input for the optimization 
model, defined by equations (9.50) and consl to cons56. Then the model-is solved, as 
described -in Chapter IX. Appendix (Fý shows the'inputs to the model and the'results 
obtained from the model solution. In Appendix (F), Tables (U) and (L2) show the 
input to the model, while Tables (L3) - (L14) show the results obtained from model 
solutions for the upstream reservoir, Roseries, and Tables (L15) - (L26) show the 
results obtained for the downstream reservoir, Sennar. Also these tables include the 
independent variables required for regression analysis; QFL, QFLI, QFL2, QFL3, 
QFIA, SUM1, SUM2, SUM3 and CRP. , 
10.3 REGRESSION MODELS FORMS, 
To decide on the important variables on which the releases can be regressed, simple 
correlation between the release and these variables has to be done. The equation for 
the correlation coefficient (Haan, 1977) is: 
px. y = Moyixy) 
cyx * Gy 
Where: 
-1 :5 Px: 5 11 
The correlation is positive if large values of one set are associated with large values of 
another set. It is negative when small values of one set are associated with large values 
of the other. While there is no relation between the two sets, if the correlation is 0. 
n 
coV(X, Y) = (1/n) (Xi - g. )(Yi - gy) 
(yx, (yY standard deviation of array x and array y respectively. 
9.,, gy mean of array x and array y respectively. 
(10.5) 
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Using Software Excel,! the correlation analysis have been done and the results are 
shown in Tables (10.1) and (10.2) for Roseries and Sennar respectively. 
Table (10.1) Simple correlation coefficients of optimal monthly releases with 
independent variables - Roseries 
month QFL OFL1 QFL2 QFL3 QFL4 STG SUM CRP 
sept. 1 0.368 0.358 0.349 0.281 0 1 1 
october 0.898 0.49 0.495 0.128 0.298 - 0.898 0.898 
november 1 0.562 0.335 1 0.357 0.049 - 11 1 
december 0.945 0.469 0.690 0.302 0.207 - 0.945 0.945 
january 0.460 -0.26 -0.153 -0.001 0.099 0.235 0.416 0.444 
february 0.708 0.747 0.539 0.241 0.459 0.725 0.778 0.804 
march 0.564 0.685 0.465 10.549 0.346 0.755 0.818 0.779 
apiil -0.041 0.330 0.265 0.100 0.301 0.502 0.408 0.345 
may 0.892 0.708 0.379 0.680 0.509 0.821 0.941 2.919 
June 0.94 0.765 0.620 0.511 0.718 -0.032 1 0.273 
july 1 0.516 0.440 10.405 0.041 0 1 1 
august 1 0.457 0.186 1 0.329- 1 0.278 10 1 1 
Table (10.2) Simple correlation coefficients of optimal monthly releases with 
independent variables - Sennar , 
month QFL QFL1 QFL2 QFL3 QFL4 STG SUM CRP 
sept. 1 0.368 0.358 0.335 0.431 1 1 
october 0.901 0.595 0.499 0.042 0.297 0.901 0.9 
november 0.999 1 0.468 0.328 0.333 0.061 0.999 0.996 
december 0.982 0.475 0.712 0.275- 0.167 0.087 0.983 0.981 
january 0.217 0.514 0.301 0.548 0.40 0.621 0.998 0.720 
february 1 0.218 0.465 0.241 0.455 - 1 1 
march 0.939 0.483 -0.025 0.446 0.319 - 0.939 0.939 
april 0.322 0.684 0.24 0.087 0.210 0.447 0.488 0.516 
ma 0.96 -0.26 0.458 0.731 0.100 -0.443 0.979 0.871 
une 0.993 0.793 -0.114 0.675 0.648 0.827 1 0.916 
1 0.447- 0.468 -0.20, 0.062 - 1 1 
august 1 0.457 0.126 , 0.373 -0.050 - 1 1 
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Blanks are noticed in these tables, when the independent variable, storage, is constant. 
When a variable has constant values, its standard deviation is zero. Therefore no value 
is obtained for the correlation coefficient as the denominator in equation (10.4) is 
divided by 0. Since the independent variable, storage, is kept constant and does not 
change with the dependent variable, release, no correlation between the two variables 
is expected. 
From the correlation results, it is clear that there is a correlation between the release 
and all independent variables of the regression models (10.1) to (10.3), except the 
storage in some months. The reason for this no correlation, is that the storages at the 
beginning of these months are maintained constant (either the reservoirs are full or 
kept at a level to minimise sedimentation). However the inclusion of this variable in the 
derived models, require that the reservoirs be operated at or close to these constant 
levels. This may Emit the applications of the non-linear models, since the storage is a 
significant variable of them. 
10.4 REGRESSION ANALYSIS RESULTS 
Using Software Excel and the data in Appendix (E), Tables (e. 3) to (e. 26), regression 
analysis have been carried out to find the constants of regression models defined in 
equation (10.1) to (10.3) as well as the following reduced forms of these models: 
a) Reduced linear model, Ml, that includes storage, STG, and the current monthly 
inflow, QFL, as independent variables. 
b) Reduced linear model, MI, that includes storage, STG, and the preceding monthly 
inflow, QIFLI, as independent variables. 
c) Reduced non-linear model, M2, that includes SUM1 as the independent variable. 
d) Reduced non-lineai model, M2, that includes SUM2 as the independent variable. 
e) Reduced non-linear model, M2, that includes SUM3 as the independent variable. 
The results of the regression for these models are shown in Tables (10.3) to (10.6). 
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10.5 CHOICE OF THE BEST REGRESSION MODEL 
To determine the best model among' the fitte d ones, 'values of the 'coefficient of 
detennination, R2, have to be found. R2 is calculated, as part of the regression analysis, 
according to the following equation (Haan, 1977): 
111 
R2= (B-A)/B 
Where 
(yi - yi, 
/ )2 
(yi - 9)2 
yj denotes the observed y-values 
yj/ denotes the estimated y-values 
(10.6) 
g is the mean of observed y-value, 
6 
This coefficient compares estimated and, actual y-values. In this case these are the 
releases. It ranges from 0 to 1. If it is 1, then there is a perfect correlation and there is 
no difference between the estimated and actual y-values. At the other extreme, if the 
coefficient of determination is 0, then the regression equation is not helpful in 
predicting y-values. Tables (10.7) and (10.8) show the W values for the different 
models for Roseries and Sennar respectively. 
Examining these results according to the above criterion, it is clear that the complete 
linear model Ml produces the best results and the complete non-linear model M2 is the 
second best model. Ml- complete model slightly improves the results obtained from 
model Mi with storage and current inflow QFL. This indicates that, for the linear 
models, the current period flow is the most significant variable. When examining R2 
results, it can be noticed that some of its values are equal to 1. These values are 
obtained in models where storage and current inflows are the significant variables and 
the reservoirs are operated with constant storages. When reservoirs are operated at 
constant levels, then there would be high correlation between inflows and outflows 
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(releases), which resulted in this high R2 values. Excluding these special cases, W 
values for the best linear model, M1 complete, range from 0.512 to 0.908 for Roseries 
and 0.565 to 0.998 for Sennar. For the'best n'on-linear model M2 I complete, R' values 
range from 0.235 to 0.985, Roseries, and 0.345 to 0.998, Sennar. Comparison of these 
values to R2 obtained by Bhasker and Whitlach (1980), shown earlier in Section (10.2), 
indicates that the result of application of these regression, models to non-linear 
optimization output give better results than their application to dynamic programming 
output. However the two superior models will be subjected to further testing. Recent 
applications use simulation to test regression models derived from the optimization 
results (Karamouz and Vasiliadis, 1992). 
Table (10.7) Coefficient of determination R 
2- for different rnndt-Iq - Rnqi-rie. -, 
Month MI 
complete 
MI with 
QFL & 
Storage 
MI with 
QFLI & 
Storage 
M2 
Complete 
M2 with 
suml. only 
M2 with 
sum2 
only 
M2 with 
sum3 
only 
M3 
seot. 1 1 0.135 1 1 0.968 0.891 1 
october 0.825 0.806 0.240 0.93 0.806, 0.855 1 0.860 0.806 
nov. 1 1 0.220 1 1 0.996 
1 0.985 1 
dec. 0.895 0.893 0.220 0.985 0.893 0.917 0.934 0.893 
. LarL- 0.776 1 
0.216 0.362 0.235 0.173 0.161 0.149 0.197 
_ _ feb. 0.684 1 0.619 0.615 0.713 
, 
0.606 0.643 0.666 0. 646 
march 0.726 0.674 0.59 0.811 0.669 0.574 0.473 0.606 
, 
0.512 0.303 0.256 0.378 0.167 0.095 0.051 0.119 
0.908 0.886 0.711 0.945 0.886 0.933 0.901 0.845 
jun 1 1 0.586 1 1 0.981 0.934 0.075 
0.267 1 1 0.992 0.969 1 
juEuLt 1 1 0.209 1 1 0.992 . 
0.971 1 
- - Range 0.512- 
1 0.908 
0.216- 
1 0.893 
0.135- 
0.711 
0.235- 
0.985 
0.167- 
0.893 
0.095- 
0.992 
0.051- 
0.985 
0.075- 
0.893 
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TihIt- (I O-R) Coefficient of determination R2. for different models - Sennar 
Month MI. 
Complete 
MI with 
QFL & 
Storage 
MI with 
QFLI & 
Storage 
M2 
Complete 
M2 with 
suml 
only 
M2 with 
sum2 
only 
M2 with 
surn3 
only 
M3 
sept. 1 1 0.135 1 1 0.955 0.856 1 
october 0.877 0.802 0.354 0.817 0.812 1 
0.811 0.778 0.812 
nov. 0.998 0.998 0.219 0.345 0.295 0.277 0.260 0.295 
dec. 0.969 0.963 0.225 0.998 0.966 0.983 0.992 0.962 
Jan. 0.998 0.997 0.39 1 0.997 0.996 0.995 . 
0.519 
feb. 1 1 0.05 1 1 1 1 1 
march 0.91 0.876 0.233 0.971 0.882 0.921 0.941 0.882 
april 0.565 0.322 0.477 0.419 0.238 0.249 0.256 0.266 
may 0.976 0.963 0.211 0.996 0.958 0.986 0.951 0.759 
june 1 1 0.70 1 1 0.979 0.932 12.840 
MY 1 1 0.20 1 1 0.992 0.969 1 
august 1 1 0.209 1 1 0.992 0.972 1 
Range 0.565- 
0.998 
0.322- 
10.998 
0.05- 
10.7 
0.345- 
0.998 
0.238- 
0.997 
0.249- 
0.992 
0.256- 
10.992 
0.266- 
10.962, 
10.6 RESERVOIR SIMULATION .. 
Here simulation is going to be used to test the derived operation rules. When carrying 
out the simulation, the fitted operation rules will be used to operate the reservoirs. 
Knowing - the inflows and storages, the releases can be calculated using the fitted 
operation rules. 
As explained earlier in Chapter II - Section (2.3.1) of the literature review,, the, two 
basic equations used in reservoir simulation are: 
a) Mass balance equation 
Inflow = Outflow + spill + losses + Ds 
b) Reservoir state equation 
Ste = Stb + Ds 
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Combining the two equations by substituting the change in storage, Ds, from one 
equation into the other, the following equation is obtained: 
(Ste+ spill) = Stb + Inflow - Outflow - losses 
Where: 
(10.7) 
Stb is the reservoir storage at the beginning of the month. This term is known when 
simulation is started. The same simples used in optimization will be used here. i. e. SI., , 
SI'2 
9 .......... I S1,12 
for storage in Roseries at the beginning of September, October, 
....... , August, and 
S2.1 
9 
S2.2 
9 .......... 9 
S2.12 for storage in Sennar at the beginning of 
September, October .............. August. 
Inflow is' the inflow to the reservoir during the month. For the upstream reservoir, 
Roseries, this would be the river flow i. e. qj, q2 , q3t ........... ql2for September, October, 
......... , August respectively. 
In this simulation, average river flows will be used. For 
the downstream reservoir, Sennar, the inflow would be the releases from the upstream 
reservoir. 
outflow or releases can be calculated using the developed operation rules which are 
function of the known inflows and storage. The storage at the beginning of the 
simulation is known. Therefore, this tenn is known since it is a function of known 
variables. The releases found using the developed operation rules represent the total 
releases, i. e. releases for hydropower, irrigation and spill. 
Losses:, These are defined by equations (9.17) to (9.28) for Roseries and equations 
(9.29) to (9.40) for Sennar. These tenns are not knoWn since they are function of the 
unknown end of period storage Ste. 
Substituting for these terms in equation (10.7), the following monthly relations, 
starting with September, are obtained. 
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Roseries: 
S(I. 2) +SPill + y(I'l) O. jol(SI. I+SI. 2f. 
47 + 0.005(S,,, +SI, 2)0-94 +5.9661+ql ............ 
S(1,3) + SPill :" S0.2) - KI, 2) + Y(1,2) I- [0.139(SI, 2+SI. 3 )0.47 + 0.006(S 1.2+S Of 
94 +8.211 + q2 
........................... 
(10.9) 
S(I. 4) + SPill ": S( 1.3) - [X(1,3) + Y(O) [0.287(SI. 3+SI, 4)0 
. 47 + OoOI3(SI. 3+S I. 4)0.94 +16.9481+q3 
........................... 
(10.10) 
S(1.5) + SPill 'ý 
S(1,4) -[X(I. 4) + Y(1,4) 0.283(SI. 4+SI. 5)0 . 
47 + 0.0 13(SI, 4+S 1,5)0.94 +16.7091+q4 
........................... 
S(1,6) +SPill -ý S0.5) -1 Y. <1.5) + Y(1,5) ]-[ 0.287(S 1.5+Sl. 6 )0.47 + 0.013(SI, 5+S 1.6)0.94 + 16.948]+ q5 
............. o ............. 
(10.12) 
S(I. 7) +Till'ý S(1,6) -1 Y41,6) + Y(1,6) ]-[ 0.319(SI, 6+SI, 7)0 . 
47 + 0.014(SI, 6+SI. 7)0 *94 +18.8571+q6 
.......................... (10.13) 
S(1,8) +SPill: --S(1,7) - KI. 7)' + Y(1,7) 
I- [0.36(S 1.7+SI, 8)0.47 + 0.016(SI, 7+S 1,8)0.64 +21.2441+q7 
......................... (10.14) 1 
S(I. 9) +SPill '= 
S(1,8) - IX(I. 8) + Y(1,8) ]-[0.356(SI, 8+S 1,9)0.47 + 
0.016(SI. 8+S 1.9?. 
94 
+21.0061+qg 
.......................... (10-15) 
S(1,10) + spill= S(I. 9) -[Xý1,9) + Y(1,9)1-[0.324(S 1.9+S 1,10)0.47 + 
0.015(S I . 9+S 1.10)0.94 +19.0961+ q9 
.......................... 
(10.16) 
S(im) +sPill 7-So. io) -Wo. io) 4-Y(ijo) H 0. l86(Sj, jo+Sj, jj)0.47 + 0.008(S,,, O+S,.,,?. 94 +10.981+qlo 
......................... 
(10.17) 
S(1,12)+SPill=S(I, II) -[X(ijt) +Y(i, ii)]-[0.106(S,,, I+SI. 12)0'47, + 
0.005(S,.,, +SI. 12)0.94 +6.2061+qll. 
..................... 
(10.18) 
S(I. 13)+SPill=S(I. 12)+[y4l, l2)+Y(1,12) 
[0.077(SI. 12+SI. 13)0.47 + 0.003(SI-12+SI. 13)0.94 +4.535] + q12 
..................... 
(10.19) 
Sennar: 
S(2.2) +SPill=S(2.1) -[Y-(2, I) + Y(ZI) ]+[Xý1,1) +Y(j, j) ]-[6.049(S2,1+S2.2 )0.417 - 
0.177(SzI+S2,2)0.834 
- 24.1] 
' 
rul .......................................... (10.20) 
S(2.3) +SPill = S(2,2) -1YI(i. 2) + Y(Z2) ]+[X(I. 2)'+ Y(1,2) ]-[ 8.04 (S2,2+S2,3 )0.417 _ 0.236(S2.2+S2,3)0*834 
32.02] - ru2 ............................. (10.21) 
S(2.4) +SPill S(2.3) -EX(2.3) + Y(2.3) 1+1X(U) + Y(1,3) M 9.65(S2.3+S2,4)0*4 
17 
- 0.284(S2.3+S2,4)0*834 -38.431 
-ru3 .......................................... (10.22) 
S(2.5) +SPill S(2,4) -[X(2.4) + 
Y(2,4) ]+[Y, 41,4) + Y(1.4) ]-[ 8.644(S2,4+S 2,5)0.417 _ 0.254(S2,4+S 2,5)0,834 34.421 
-ru4 .......................................... (10.23) 
S(2.6) +SPill : --S(2, S) -K2,5) 
4' Y(2.5) ]+[X(I. 5) + Y0.5) M 9.03(S2,5+S2,6)0.417 _ 0.265(S2,5+S2.6)0 . 
834 
-35.971- 
ru5 ........................................... (10.24) 
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. 417 834 S(2.7) + SPill ": 
S(2.6) -[X(2,6) + Y(2,6) ]+[Xý1,6) + Y(1,6) ]-[10.217(S2,6+S2.7)0 - 0.30(S2,6+S2,7)()* 
40.68]. - ru6 .......................... (10.25) 
S(2,8) +SPill--*: S(2,7) -[Xý2,7) + Y(2.7) ]+[X(I. 7) + Y(1,7) ]-[11.789(S2.7+SZ8 )0.417 _ 0.346(S2,7+S2,8)0.834 - 46.94] 
- ru7 .......................................... (10.26) S(2.9) +SPill : -- S(2,8) 43ý2,8) + Y(2, S) ]+[X(I. 8) + Y(1,8) 1 -[ 13.11 (S2,8+S2.9? *4 17 _ 0.385(S2.8+S 2,9)0.834 -52.2] 
ru8 ....................................... (10.27) 
S(2,10) +SPill S(2,9) -[Y-(2,9) + Y(2,9) 1+IX(1,9) + Y(1,9) M 12.1 O(S2,9+S2.10)0.417 - 0.355(S2,9+S 2. 
J. 834 
-48.2]- ru9 .............................. (10.28) 
S(Zll) +SPill"ý S(2,10) -[X(2,10) + Y(2, lo) ]+Kl, lo) +Y(l, lo) 
]-[8.945(S2,10+S2.1 1)0.417 - 
0.263(S2,10+S2,1 If. 
834 
_ 
35.62] -rulO .............................. (10.29) 
S(2,12) +SPill' S(2,11) -[X(Zll) + Y(Zll) + Y(1,11-) ]'[5.02 
(SZII+S2,12)0 . 417 - 0.147(S2,1 I+SZ 12?. 
834 
_ 
19.99] -ru II.............................. (10.30) 
. 417 )0.834 S(2,13)+SPill""ýS(2,12)'[Yý(2,12)+Y(2,12)1+[X(I. 12)+Y(1,12)]-[3.724(S2,12+S2,13)0, -0-110(S2,12+S2,13 
14.83] -ru12 .............................. (10.31) 
In these equations the only not known terms are (Ste + spill) and Ste. For example, in 
equation (10.8) these terms are (S + spill) and S 1,2. If the reservoir is not full,, the 
spill is 0 and the term (Ste + spill) Ste. On the other hand, if the reservoir is full, it is 
expected that the spill might not be 0. The releases derived from the regression models, 
and used in simulation, represent the total releases from reservoirs including releases 
for hydropower and irrigation as well as spill. The spill included in the term (Ste + 
spill) is an additional spill resulting from the application of the regression models and 
is expected to be very small. Therefore, it can be assumed that (Ste + spill) = Ste. 
Then the simulation equation is solved iteratively to find the term (Ste + spill). If the 
value obtained is less or equal to the reservoir storage capacity, then end of period 
storage is equal to the obtained value and the spill is equal to 0. If the obtained value is 
greater than the reservoir storage capacity, then the end of period storage would be 
equal to the reservoir storage capacity and the extra would be spilled. This additional 
release affects the power generated and hence the annual revenues. Therefore it is 
added to the releases found using operation rules to obtain the total releases. To 
minimise losses, water is released through - the power 
house first, -'and , then, through 
other gates if the capacity of the power house is reached (MOI, 1968). The releases 
through the power house will be referred to as defined in Chapter-IX as, A1.1, Xi, 2, 
, ...... 9 
X1,12 for Roseries andX2,1, X2.2. ....... 9 X2.12 for Sennar. The releases through 
other gates will be referred to as Yjj, Y1,2 . ....... Y1.12 for Roseries and Y2.1, Y2,2Y 
210 
........ 'Y2,12, 
for Sennar. The end of period storage is then taken as the storage at the 
beginning of the next period and a similar process is repeated. The simulation steps 
used to produce Table (W. 9), for example, can be surnmarised as follows: 
1) The storage at the beginning of the first month is known. S1.1 = 88.3. 
2) Column (2) shows the known average inflows, qj, q29 .......... . q12- 
3) Knowing the inflow and initial storage, the outflow, (XI., + Y1.1 ), in the first month 
is found using the operation rules, [Column 3] 
4) q, and (Xl, l + Y1.1 ) are substituted in equation (10.8) and the equation is solved 
iteratively to obtain the term (S 1,2 + SPill)9 [Column 11 ]. , 
5) If, (SI, 2 + spill) is less than or equal to the storage capacity of the reservoir, 2175 
million rný, then the spill, shown in [column 4], is equal to 0 and the storage at the end 
of the month is equal to the value resulting from the solution of equation (10.8). The 
end of period storage should not be less than the minimum storage required for, flow 
diversion i. e. 88.3 and 113 million, n? for Roseries and Sennarý respectively (MOI, 
1968). 
6) If (S 1.2 + spill) is greater than the storage capacity of the reservoir, the end of 
period storage, S1.2 shown infColumn 101 is equal to the maximum capacity of the 
reservoir and the difference between the two values, [Column 11 - Column 10] is equal 
to the spill, [Column 4]. End of month storage for other months is found in a similar 
way except for the months of June, July and August. The end. of period storage for 
these months is kept at a minimum and constant level to, pass sediment 
(MOI, 1968 ). For Roseries, the storage at the minimum level is 88.3 million rr? while 
it is 113 million rný at Sennar. During these months, the spill is calculated according to 
the following rearranged mass balance equation: 
Spill = Inflow - Outflow - change in storage - losses 
7) Since the initial, and end of period storage are known, equation (9.17) is used to 
calculate losses [Column 8]. 
8) Column (9) shows the change in storage and is simply equal to the difference 
between the end of period storage and initial storage. 
9) The release in column (3) is added to the spill in column (4) to obtain the total 
release, column (5). 
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10) The total release in column (5) is then divided between the release through the 
power house, column (6), and release through other gates, column(7). If the total 
release in column (5) is less than or equal to the ! naximurn capacity of the power 
house, 2014 million rný, then the release through the power house is equal to the total 
release and the release through other gates is equal to zero. Otherwise, the discharge 
through the power house will be equal to the maximum capacity of the power house, 
i. e. 2014 million rr? and the excess, [ Column 5- 2014 ] will be released through other 
gates [Column 71. 
11) The end of period storage of the first month is taken as the initial storage for the 
second month and steps 2 to 10 are repeated to produce the second row of Table 
(10.9). 
The simulation is done first for the upstream reservoir, Roseries, using the average 
inflow to test the performance of the complete linear model, M1, and the complete 
non-linear model M2. Simulation results. are shown in Tables (10.9) and (10.10). 
The releases from the upstream reservoir, Roseries, using the linear and non-linear 
models are used as inputs to the downstream re ser I voir, Sennar. Then the simulation for 
Sennar has been carried out for the following combinations: 
1) Using inflow resulting from applying full linear model, M1, to Roseries, linear model 
Ml is used in simulating the flow in Sennar. Table (10.11) shows the results. 
2) Using inflow resulting from applying full non-linear model, M2, to Roseries, linear 
model M1 is used in simulating the flow in Sennar. Table (10.12) shows the results. 
3) 1 and 2 above have been repeated with M1 model for Sennar, replaced by M2 
model. 
The last combination didn't work well, due to the fact that releases from Sennar, 
derived from M2 model, in some months, are highly affected by the shift of the 
simulated storages from the constant optimum storages used in deriving these rules. 
212 
Cf) 
"t cf) 
2- - tn wi tfi %6 Wý rlý rl: CN en r- cN 't 0 - -, t 0 (:; ý r'i C') In C', CN C14 0 CN a m W) - 06 06 06 N1 --4 C, 41 NI C% I W) C, 41 --41 cn 1 00 00 1 00 1 
.82 
(4- cn 06 Cý en ýo , 
en 
, 
ýo 
2 00 tn W. ) vi "d Wý 'ý - 'ý - (71 m 0 - t- Cý r- (5 -. 4 -4 (6 cý cfi cl cl C'! 8 --4 Cs - C) CN 0 cf) tn V--4 00 00 00 
C14 - eq C14 CN %n N Cf) 00 00 00 
b& 
.s, iý t- -i 
00 , 1* en 
t-ý It 
', 6 CN 00 %. 0 qt I- 00 00 r- (6 
ýo r- It 00 lit 1%0 M CS - 110 
9 - CN I, - ýo - - r- tl- W) %. o Cf) Cl% 0 0 - 
00 Cf) N CN Itt cq - cq 00 Cf) tn 
.2 16 6 4 c"i cli C-i rz 14 Cý ý6 q clý 1 
W-4 1 
Cf) 
1 
110 ýo 
I 
W) qt 1 "fli 
mi c" --Il ool wl 
r- Itt m s 'A W-4 Cf) W) C14 
I: Cý Iti 
U 
00 
C'ý, cq 
(ON Cý4 
ý: 
CN cN o c) 0 q 0 q Cý 0 't 
tn 
. I 
., o cn 
I . c) I C) I c (= I - C) c) 
-I 
(z 
I 
-4 
tt 1 
I 
N 
I 
Cf) ]g 
ý4 -4 , 
tt) tf) V'I ýo 
& (0 00 lot ý%o ýo P-4 0 %C Z IRt 06 .4 Cfi I: OR 'n CIR (: ý -t ý: r 
>1 
"a 00 - tn 00 00 ýo 'Rt -4 4 
x= 0 0 Cý CY) %0 tn VI a qt 00 0 a C14 cq 00 W) en Cf) N C, 4 
9- 
r- 
C) 
r- 
cn "-4 Cý 4 V-4 in W) W) ýc 
It 
V) 
Cf) 
CN 
tn Z. , 
Itt r- 0 rlý It %D "o --4 o "o CN Cý 
C'i R 1r; 06 ý - efi "ý 0ý q 09 (: ý C'i c) t 
* 
M o 00 --4 in 00 00 * It ýo tn C % CN ON cn ýo tn ttl 0 qt 00 00 1 tf) --4 1 -. 4 1 -4 100 tn Cf) I cf) ý4 
Cý C; q C; C! Cý c c o o 0 0 a c 
1- 110 t- Cf) Cf) M r- C% - - tri tn tf) CN tn N At r- 
. 
tf) 
. 
t- 
. 
Nt 
. 
IC ýo -4 cý 
C-1 
,t 00 In OR (: ý cri cn It cf) CN 00 - V') 00 00 -4 "t ýo tn clý Cý 00 Cf) ýc tt) tn Q qt 00 --4 00 ti) 00 V) cn I cn r- 
r 
eq r- 
00 - r- cq cq ci Cý tn rý tf) 
.8 -4 r- C, 4 cq W) - C, 4 ýo cq %, o -. 4 -: r --4 til C'4 --o %%o Itt cf) W) 
0 0 2 E 4 
"o 
0 
E 
4Z. 
cool 
0 
0 4ý 
0 
C/) 
213 
Ei 
2 
-0 
00 r- 00 
w tn . NO 
. 
IRt CD IRt 't - 
r- 
. 
ýc tri 
W) r- 't C5 tr) 00 t-: r-: -. Cf) en elf) -14 0 0 It - W) C14 00 00 00 
cl C14 CII C, 4 - tn C, 4 00 00 00 
0 41 p 
r- - 00 
co ) 
W) tn c; g 
IRt t- 110 %n 
od r- t- "t ; wi od r-: r-Z cn cn cn 00 - - - o a "t - W-1 C-4 06 06 06 N N cq cq - tn C14 00 00 00 
A fu 
tc "-4 
10 
cf) 
31 *ý (10 
CN 
- 4 Cý W C) C) - R 
cn 
". 4 
0 
"4 
in 
Ft 
C 4 
cn 1 ýc %0 Cf) 
C, 4 C; C'q 
r. 1.0 00 W) C% r- 00 
ON N r- CA "o (ON (=) --4 in "-4 C; N 
00 - 00 N 00 00 ýc 0 ti-3 cn W-1 
.2 ý6 1; tr; 4 cli cli r-: -; _; t-z (D 
00 
--4 Cf) ýc ý0 11) It cf) en en V--4 00 
6 4 0 Cq 1 "t C) 0 C 0 0 CD * 
' 1 4" - 4 Cj 
C 0 0 0 0 CD C tn 
cq t- - CN ýo tT cq cn (7% N 00 
61. C'i 
Cf) ýo 
x cf) NC N - cN cq C7ý 0 cq cq cq 00 \0 C, 4 C, 4 "-4 cq N 
Cf) 00 00 
C) 0 - N ýo cq "t 00 Itt cq 
u 
It - IR: r \, o "t C'4 en c-, N 00 C7, (: ý l . C-i It ttý Wl \6 It r-: 't cli n 
tn 
- 
-ý 10 a cn e r V-4 ON Nt tri C\ r- - Cf) \0 " - Cý N Cl\ P-4 MT 00 1 tt) 1 (14 1 9-4 V-4 1 00 1 ýc N 1 C14 V-4 1 t. % V-4 1 
(z 
"-4 
00 
C; 0 0 en 
a 0 c 0 (o c; c; 
95 
V) r- 00 00 C 0 - N \0 N -tt 00 '4t en 't \C "t N cn C\ -4 C\ Cý 
C-i vi ý6 r-: vi In -I q q cfi vi en Z. ýt r- 'tT qt en tl- - (2\ qtt \, o ýo ti. ) C*l W) - cf) "o C44 -. 4 Cý eq C'ý -. 4 4! t 00 tn cq - - 00 \0 N cq -4 rý ". 4 
oo - q I 
- r- cq 
r 
cq 
c 
tn "-4 
N 
cq 
Cý 
\C 
V I 
cq 
;s r- if) 
.4 -"4 tn C'4 -4 'No 'l, Cf) N tn 9-4 "-o 
t 
P-4 
4. 
"Ci 
214 
00 m 00 
C\ le týI 00 CD e 
Gn (> r- r- cý rA (1- - C %M 
ý4 e (> m " 
s 11 \M \C \O c\ r-1 - - rn "q M 1 1 u 
1:: ý N to to m 0 4- vi r-. 00 CD 
le 
od 
CD ý cu c9 CD C ". -4 N c`A - ie vi 0 
C, -ý (N -, 4 1%0 00 cl VI - 10 00 r- "0 cý tn cn r- re) (11 \C 
cý (: t- r- lqt vi cý cý CD IV t- 
, ": uý ri 4ý rz cý ,d e: # c; + ci r4 cn le en M le le vi CN "-4 P--4 
e in oo ri e 00 rA 
E vi ci r 
P--4 00 
rq ý, 0 m CD --4 ýd ei i vý vi ci c9 CN cn cn e tý e let CD qt IZ 
00 
CD C> CA e 
\C 
i 
c; e 
v 
en cq Vi le : -4 r-ý cn 
r- le vli CD CD CD CD CD CD --4 \, 0 -4 
29 M r- r9 Z - e ý 
..:. R 
, 
\O 00 t- V) --4 ; <ä -ý CD CD CD (-i rý d -, ý ei r-Z 0 CD o 
g g cn r, - kn M M 00 rn cn rn en en ci -4 -4 - r4 (N M rn M 
m 
ce 00 
\lo cý lit \M CD c> cq cn r- rq e 
e 00 r- trl 
rq (N CD le M r- r- 
a 9 let CD r- vl cn M 00 le 00 cý M 
"0 in ;5 
92. Gn 
cý CD CD C CD CD c\ CD . . rq - CD (D (D c; cý CD N 
le 00 0 CN m tn en C, 1 Irl C-1 tel rn M kn m en M t M r- c4 VI - rn CD %Q uj ci -ý cý . --4 . 
\O 
. 
00 r- V) - 
-4 d C% e9 rq tri cý let m 00 r- V) M M 00 le 00 00 M 
M t- 00 00 
(D 0 - rq 1,0 (] t oo e (N e 
0 e - 't NC e C, 1 cn cý rl oo cý cý vi mý r-: f-; '! 
(> r- - M (N - cý c9 C% - 00 vi N 00 lZ Cl r-1 r- 
iz 
rE 
r4 0 0 = 9) 0 gi Ci . . A .' l= 
-. 
»n 
rn 
C: 0 
2 
215 
.a M le cý r- tn - \C 
00 ; (A c> Cfl r- CD (9 %z 
cn vi in vi r- le \o 
- - (-i ci C-i rn od (, i cz rn rn m G Zo 0 c> 721 - cý - oo . 
.0 9 
0£ 
2 
".. 1 
ei 
00 
, b4 j V) 00 00 -, t": en t- Z ]S tri :: ý 4 c9 
V-1 
00 Ild oo cli r4 ýld rZ cq C O c: D CD 
r- cý N VI - - rn tA \O %m cýI vi ý4 cm m 
rg \m 00 -4 m 00 V-1 -e " c) C-1 \, O r- c> c% cý cý ýe r- v-i V-1 ýf- ýo r- 
vi cý Ild t-: c; tri cq M le M M e e Vi e rn 
*zi E :Z IC e V) 00 N le w--4 00 c4 
0 le e 
C\ m - Vi ýo 
(D V) 
cý cý c ' 'I o - m c\ . m t vli ci 
Z&e e e r- ýo 0 r- 
(D CD CD r-: 4 od cei ýd rý C C) CD cn en (n cý vli CD \M e rn rn cri M M (n - "-d- c9 1 N eg 1 rn rn ri 
Vi 
t'n 
vli 
00 M ýo 
vi CD ýo " r- (zý rn -4 1 cli rq i (N 1 -4 \, O 1 -' i 
Gn cý r- - . 
Z CD 
rn 
cý 
kri 
M 
"-4 
CD 
c; cs cý 
CD cý en e - (D kn \O e vl -e r- CD e c-i o rl 
cý le V) CD \O le r- 00 M 
, 
r- ýQ 
, 
"4 1 -f -4 
,l C-4 
1 
r4 rq - ýo - 
r- r- e r- M CN le M CD cn 8 CN - -4 vlý tn kA ýo tn (11 le r- t- Ilt ýo \O ---g m \, O c\ cý 
C-i vi od -ý rri ", 2: 09 1 09 cz ri m M \O 00 VI 00 oo --4 e e cý cý M vl v-i C) nt 00 00 v) 
1 
-4 
1 -4 
00 xn 
1M 1M 1 ". 4 
C r -0 u 
E 
9 @ 
L- 
v2 
1 . . --, 
4- cu . I -, m 
Mi 
T5 
Z 
10 
9 
42 
cn 
E-- 
216 
E 
1.2 
2 
I 
10.7 PERFORMANCE OF REGRESSION MODELS USING 
SIMULATION 
The monthly storages and releases obtained from simulation, are substituted in the 
objective function, equation (9.50), to calculate the annual hydropower revenue and 
consequently assess the usefulness of the developed operation rules (Table 10.13). 
From these results, it is clear that the performance of both the linear model M1 and the 
non-linear model M2 are good when applied to the relatively large upstream reservoir, 
Roseries. The non-linear model is slightly better than the linear as they reduce the 
optimum annual revenues by 0.2 % and 1.2 % respectively. 
On the other hand, the non-linear model, M2, is not successful when applied on the 
small downstream reservoir, Sennar, while the linear model gives better results. These 
results are highly affected by the model used in upstream reservoir. The reduction in 
Sennar annual revenues when operated using M1 model are 3.8 % and 6.9 % if linear 
model M1 and non-linear model M2 are, respectively, used to operate the upstream 
reservoir. However, for the whole system the'application of M1 complete model 
reduces the annual hydropower revenues by only 1.4 %, while applying the non-linear 
model M2 to , the upper reservoir and the linear model M1 to the downstream reservoir 
reduces the hydropower revenues by only 0.8 %. This shows that for more than one 
reservoir, a combination of different operation rules may yield better results. 
This minimal reduction' in power revenue is not obtained at the expense' of the 
irrigation requirements. Shortage in supplying the upstream requirements occurred 
only once in February, when it was necessary to store water in Sennar to maintain the 
level required to divert these requirements. To estimate this shortage the mass balance 
equation for Sennar is used after being rearrang ed as follows: 
Shortage = irrigation requirement - (Inflow - Outflow - change in storage - losses 
The shortage is estimated at 78.9 1 million mý when the inflow to Sennar is taken as the 
result of the application of the linear model M1 on Roseries and 78.75 million Mý 
when the non-linear model M2 is applied. These figures represents 8% of the total 
monthly requirement estimated at 946.2 million mý. 
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Table (10.13) Performance of derived ODeration DOlicies 
Policy Annual benefits from Annual benefits from Annual benefits fmm the 
Roseries in million Sennar in million whole system in million 
Sudanese dinnars Sudanese dinnars Sudanese dinnars 
Optimum policy (average) 14181 1403 15584 
Complete linear model MI 14013.8 1349.9 15363.7 
used to operate both reservoirs 
(average flow) (98.8%) (96.2%) (98.6%) 
Complete non-linear model M2 14153.3 1306.0 15459.3 
used in Roseries & linear model 
MI used in Sennar-average flow (99.8%) (93.1%) (99.2%) 
Figures in parentheses give the percentage of the benefit obtained from the policy 
applied to the optimum policy 
10.8 PRACTICAL USE OF THE FITTEDMODELS 
From the results obtained above it is justified that, the complete nonlinear model 
(equation 10.2) can be used in the operation'of Roseries reservoir, while the Unear 
model (equation 10-1) can be used in the operation of Sennar reservoir. Knowing the 
inflow and the storage at the beginning of each month, the optimum release can be 
obtained. Coefficients of equations (10.2) and (10.1) are substituted from-Table (10.4) 
and Table (10.5) respectively to obtain the monthly operation rules for the two 
reservoirs. These rules are easier in use if they are presented graphically. Figures (10.1) 
to (10.9) show the monthly curves for Roseries. These curves have been produced 
using the complete non-linear model, M2 (equation 10.2). Also the equations of the 
curves arc shown in these figures. For Scnnar, the complete linear model, Ml 
(equation 10.1), is the best to produce the operation curves. In this model, the release 
is function of four lagging inflows. This represents a problem in drawing the curves. 
The complete linear model slightly improves the results obtained by the reduced linear 
model, which is function of the current inflow and the beginning of the month storage 
(Section 10.5). Therefore this reduced linear model is used in drawing the operation 
curves for Sennar, Figures (10.10) to (10.21). However for more accuracy, the 
complete linear model can be used directly. 
10.9 CONCLUSIONS 
The monthly river flows generated in Chapter VII are used as inputs to the 
optimization model developed in Chapter IX. Each time the model is solved and the 
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results are used to derive suitable operation policy by regressing the releases on 
suitable independent variables. To choose these variables, simple correlation analysis is 
carried out. Then using Software Excel, the optimum releases are regressed on the 
significant variables. Using R2 criterion, it has been found that the complete linear 
model M1 and the complete non-linear model M2 are better than the non-linear model 
M3, reduced forms of the linear model M1 and other reduced forms of the non-linear 
model M2. Using R2 criterion, it has been found that the application of these 
regression models to non-linear optimization output give higher R2 values than those 
obtained by Bhaskar and Whitlach (1980) from application of these models to the 
outcome of dynamic programming. The performance of the two superior models is 
tested using simulation. For the relatively large upstream reservoir, the performance of 
the two models is good. For the small downstream reservoir, the full linear model M1 
performs better while M2 model didn't work well. For a system with more than one 
reservoir, a combination of different operation rules may yield better results. To be 
easy in use the models can be presented in a graphical form. Knowing the inflows and 
the beginning of the month storage the graphs or the equations can be used to decide 
the amount of releases. 
219 
FIgure (M) Relation between micaa, Inflow & storages - Roseries. Septemer, Ociber. 
18DUO Sep: REL-. 219t. 9 o(ST04QFL>47E-16(STU4QFLY2-tlWWSTr-QM)*3 
OCEREW3364 02-11, WST13*QR. )-OJOOIS(STG+QN*Z-SA2E-I(MU-QRr3 
16000 S. F4 
I'm - 
Stmp a dw bqpmoS afOcL - 2175 
IMOD 
I 
WOOD Stwage al de bqo-, og d the imp 
I-- 
6WO - 
4000 - 
2m - 
01 
0 2000 4= 6WO sm IODW 13000 MOD lWW 
lefimix. dMismembic move 
Flgure (1&2) Relation between releases, Innows wW storagea - Roseries - Nov. & Dec. 
4000 1 NOV. REIý224OL79-(SrG*QFL)-IAE4(SM-QPL)2-1.2E*l2(M'G'Q" 
DECREL-4U70301 A3XSrO+QFL)+OWM(SrG-QFL)'24M-7(STO-QPL)3 
35DO 
vloo 
25DO 
NMI 
21MO 
5DO 
IODO 
sm 
Imm 2a)OD 
4. 
0 I(Do 1500 20DO 25DO )ODO 39DO 40DO 
brýW. Wkmftbkmwv 
220 
FIgure (10.3) Relation between releam stutages and lanows - Romrks - January 
20DO 
1950 
1350 
1750 
1700., 
, el 
1650.. 
Iwo - 
ISSO. - 
Isw 
L 
sm 
FIgure (10.4) Relation between releansLnnuws and storaget. Rawries. Febnuwy 
900 
UO 
sio 
.i 
SMI 
........... Im 
ý-1111ýýýýýýýýýýýýýýýýýýýýýýýýýýýýýýllillillýýýýýýýýýýýýýýýýýý 
740 
341) 370 «l) 430 ma 490 320 350 351) 610 
221 
malp. 
2179 
2100 
2000 
1900 
1100 
IIDO 
umlp. 
l» 
1050 
640 610 7m 
$50 GOD 65D 700 750 sm Wo 9(l) 95D ROD 
l. fýismWBmvjbkwV* 
Figure (10.3) Relation between release. storage and inflow - Roseries - March 
aw.. 
700. - 
600 
Yx) 
4C0 
im 
im - 
IW 
0 
im 
Figure (10.6) Relation between releases, stomges and lnnovnl - Rmeries - April 
40D.. REL--320A23+2A$2(STU. QFL)40M§(SrG+Q"2+1.02B-6(SrG-Q"3 
330-- 360 
a-P. 300 
30D si-p. 240 
AMIP. 130 25D 
20D 
ISO 
100 
so 
ISO 175 200 225 
222 
p. 
m 
630 
4S0 
250 
22D 260 X0 340 33D 43D 460 SOD 34D SOD 
W. WimakwWommemme 
25D m )OD 325 350 373 400 
laftwinadUkumblemme 
Figure (10.7) Relation betwftn rekAses, lunws and sturaps - Ruseries - May 
IODO 
1600 
1400 
IIDO 
I(w 
400 
4w 
20D 
Figure (10.8) Relation between releases, Inflows mW sturaps - Romerks - June 
omlp. 
9(D 
600 
3w 
813 
4= , 
REL . -9730 40.997 (STG+eL) ZABt6(SJU+Q"2 
Mp. 
7w 
35w lw 
3w 
8L3 
3000 
0 
taso 1250 1450 1650 1850 2wo 2Z0 wo 2650 2wo )WO 
223 
320 4M sm 62D ?w 821) ow IC20 1 L20 
bfi-lamMkombigmses 
FIgure (10.9) Relation between relemses, Inflows and skwap - Roseries - july & August 
2wwl jAiy: REL. 4636. (M)-QFE. ý1.2313-14(SM-QFLM4A]1-19(grG4Q" 
A. S REL. -94.14(911; +QFL)4AE-IS(SM4QM^2+1.45B-19(STG#QPL)3 
11000 
16000 
14DW 
IMOD 
Imoo 
kA)kUbd 9=p 
40DO + 
2wo 
aps 
0IIIIIIIIIII 
m.. 
FIgure (10.10) Relation between release, inflow and storage - Senner. Sept 
MM 
140M 
12D02 
1 
8000 
i 
6000 
99 
4(DO 
2= 
224 
0IIIIIIIIIIII 
Ifl. Iu, nilö.. i. bI,... 
Figure (141.11) Relmdoa between release, inflow and storage - Sennar - October 
9000 
REL. -1437J40.9l6-QFL 
sm laid wp. 362.5 
GODO 
sm.. 
40",, 
30DO 
2wo 
IODO 
3wo 35DO 4COO 45DO SCIDO 5500 6000 65M 70DO - 75W low m 90DO 9500 IODOD 
left- in mulims cubir wave 
FIgure (10.12) Relation between release, Inflow and storage - Sennar - November 
23DO 
20DO 
1500 
I(Do 
sm 
225 
04 
1360 1560 1760 1%0 2160 2360 2560 2%0 2960 3160 3360 3560 
Infl-ImmWimmbiewwwo 
F%m (1&13) Relation between Micam inflow end storap - Sennar - December 
12DO 
IODO 
6W 
400 
200 
Figure (10.14) Relation between releme, innow and storage - Sennar - January 
4w 
350 
im 
250 
IM 
l(1) -- 
r' 
1V5 
sunp. 
3625 
23D 
230 
IlD 
130 
226 
0 
1130 1330 1430 1530 1630 1730 1830 1930 2030 2130 2730 2330 2430 2530 
tol6wlmmWlomwbicmvw* 
1500 in5 isso Is73 IM 1623 1650 1673 1700 
Iallm In mallim -bie morg 
F%ure (10.15) Relation between release, Inflow and stomp - Sennar - February 
33D 
Xe 
2m 
20D 
130; 
SO. - 
140 
Figure (I(LI6) Relation between release, Inflow and storage. Sennar - March 
35D - 
300. 
250. - 
20D -- 
15D 
IOD 
SO. - 
04- 
475 
227 
am IRD 90D 92D 94D 960 98D ICDO 1020 
Iufl-lmwQWuwblcaw&* 
501) 525 530 575 60D 425 650 675 7110 
lon- In OWN" Ubi. Mwe 
Flgwe (10.17) Reladen betweem rdesse, Maw and suwage - Sennar - AprU 
35D 
300 
25D 
IM 
so 
Figure (10.19) Relation between release$, Mows and storage - Sennar - May 
lunges 
$624 
210 
180 
Smrw. 
1600 
362.3 
REL -1810&44Q7509-QFL+I. D496-M 
210 
1400 
2w 
113 
imo 
IODO 
60D 
40D 
20D 
0 
ISD 25D 350 45D 55D 69D 73D m9 loso 1150 1250 1350 1450 1550 1650 17SO 1130 
hirýlmmUVýmbkftw@ 
228 
0 4- 
ISD 175 20D 225 25D 275 3CO 325 350 375 40D 
lmflwl%. dUbwwbkmw# 
ngure (10.19) Relation between release, Inflow &W storage - Sennar - June 
35W 
$ODO 
25DO 
IODO 
Soo 
FIgure (10.20) Relation between release, Inflow and storage - Sennar - July 
IODOD 
90DO 
swo 
7000 
swo 
40DO 
)m 
20DO 
IODO 
S 
229 
0i 1100 IMO 13DO 1400 ISDO 1600 1700 1800 1900 20DO 2100 22DO 2300 24DO 2500 2600 2700 2300 2900 KOO 
Ind-immWommbirmwe 
2mm 
REL.. 783A9+QF-L 
I&)CD bold amp 113 
Iww 
14000 
I 
13DOD 
swo 
60DO 
40DO 
20DO 
0 
InflavriandUlemocubit move 
230 
Flgure (10.21) Relation between release, Inflow and storage - Sennar - Aupst 
CHAPTER XI 
EFFECTS OF SEDIMENT & WATER USE ON 
RESERVOIR OPERATION 
Summary - More applications of the optimization model are to be considered in this 
Chapter. The sedimentation model developed in Chapter V is linked to the 
optimization model to study the effect of sedimentataion on optimum reservoir 
operation. Also the optimization model will be used in investigating the effect of 
efficient water use, investigated in Chapter VIH, on optimum reservoir operation. 
11.1 INTRODUCTION 
Reservoir optimum operation is affected by many issues. Among these are 
sedimentation and efficiency of water use in sectors served by the reservoir. An 
attempt will be made here to investigate the impact of these two issues on reservoir 
optimum operation. Firstly, the optimization model will be linked to a sedimentation 
model to assess the effect of reservoir sedimentation. Secondly, the results of the 
investigations of water use in irrigation, Chapter VIII, are inputted to the optimization 
model to evaluate the change in hydropower benefits due to inappropriate water use. 
11.2 SEDIMENTATION EFFECTS 
Sedimentation reduces reservoir capacity (both live and dead storage) and hence its 
capability to meet the objectives of operation. Here it is expected that the annual 
hydropower revenues may be reduced through the course of operation. Therefore, 
three years have been selected and the sedimentation is modelled each time as 
described in Chapter V. Each time the storage-water level relationship of the upstream 
reservoir, Roseries, is found. The storage - water level relationship for the downstream 
reservoir, Sennar, is kept constant, since it is less vulnerable to sedimentation. The 
optimization problem formulated in Chapter IX is for the year 1988 i. e. after 22 years 
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of operation of the upstream reservoir, Roseries. For the other chosen years, 1978 and 
1998 the optimization problem is reformulated and solved following similar steps to 
those described in Chapter IX. 
11.2.1 Problems Reformulation 
The optimization problem described in Chapter IX is for the year 1988. Optimization 
problems for years 1978 and 1998, due to the effect of sedimentation, will have the 
following changes: 
11.2.1.1 Storage - Upstream Water Level Relationship-Roseries 
1978 
In 1978 Roseries Reservoir was in operation for 12 years. i. e. t= 12. Substituting for 
t= 12 in equations (9.2) and (9.3), values for a= 11.046 and rn = 1.885 are obtained. 
Substituting for a&m in equation (9.1), the following storage - upstream water level 
is obtained: 
H,,, = 463 + 0.28 Sýý, 
0.53 
1998 
(9.4a) 
In 1998 Roseries Reservoir was in operation for 32 years. i. e. t= 32. Substituting for 
t= 32 in equations (9.2) and (9.3), values for a=2.69 and m=2.29 are obtained. 
Substituting for a& rn in equation (9.1), the following storage - upstream water level 
is obtained: 
H. = 463 + 0.649 Sav 
0.437 (9.4b) 
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Equations'(9.4a) and'(9.4b) replace equation (9.4) in the problem formulated for the 
year 1988. This replacement results in other changes in the formulated problems. 
These changes are described in the following sections. 
11.2.1.2 Head Difference (H) - Roseries 
1978 
H= 18.79 -0.00032 X-0.00032 Y+ 1.07 Sav 
0.53 
, (9.8 
1998 
H= 18.79 - 0.00032 X- 0-00032Y +'0.649Sav 
0.437 (9.8b) 
11.2.1.3 Roseries Area-Upstream Water Level Relationship 
1978 
53 +s1.06 A= 79.55 +1.07 Savo' 0.038 . av (9.13a) 
1998 
A= 79.55 +2.475 Sav 
0' 437 ý 0.203 Sav 0.874 (9.13b) 
11.2.1.4 Roseries Evaporation Relationships II 
1978 
Ll = 5.966 + 
0.056(SI, I+SI, 2)0' 
53 +0.0014(SI, I+SI. 2)1 . 
06 (9.17a) 
L2= 8.21 + 0.076(SI, 2+SI, 3)0.53 4ý 0,0019(SI. 2+St'. 3)1'06 (9.18a) 
M= 16.948 + 0.158(SI, 3+SI, 4) 
o* 53 +O. 0038(S1,3+SI. 4) 
1.06 (9.19a) 
L4 = 16.709 + 0.155(SI, 4+S 1.5)0.53 +0.0038(SI, 4+S 1.5 
). 1.06 (9.20a) 
L5 = 16.948 + 
0.158(SI. 5+SI, 6)0*53 +0 . 003 8 (S 1,5+S 1.6)'1.06 (9.2 1 
L6 = 18.857 + 0.175(SI, 6+S 1.7)0* 
53 
+0.0043(S I, 6+Sl, 7 
)1.06 (9.22a) 
L7 = 21-244 + 0.198(SI, 7+Sl, g)0,53 + 
0-0048ýS1.7+S1,8) 1.06 (9.23a) 
L8 = 21.006 + 0.195(S 1.8+S 1.9)0.53 + 0.0048(Si, s+SI. 9)1.06 (9.24a) 
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L9 = 19.096 + 0.178(Sl, g+Sl. lo)0-53+ 0.0043(Sl, g+S 1.10)1.06 (9.25a) 
L10 = 10.98 + 0.102(S 1.10+S,.,, 
)0,53 +0.0025(S 1,1 O+S 1.11) 
1.06 (9.26a) 
Lll = 6.206 +- 0.05 8 (S I'i J+S 1., 2)0*53 + 0.0014(Sl. ll+SI. 12) 
1.06 (9.27a) 
L12 4.535 + 0.042(SI. 12+SI. 13)0.53 + 0-001(SI. 12+SI. 13)1 . 
06 (9.28a) 
1998 
Ll = 5.966 + 0.137(S,., +S 1.2 
f . 437 + 0.008(S,,,, +SI. 2)0* 
874 (9.17b) 
L2= 8.21 + 0.189(SI, 2+SI. 3)0 . 
437 + 0-0 11 (S 1,2+S 1.3)0*874 (9.18b) 
L3= 16.948 + 0.389(SI, 3+SI, 4)0.437, + 0.024(S , 3+S , 4)o, 
a74 (9.19b) 
U= 16.709 + 0.384(SI, 4+SI, 5 )0.437 + 0.023(S1.4+S1,5f. 
874' (9.20b) 
L5 = 16.948 + 0.389(SI, 5+SI, 6) 0,437 +0.024(SI, 5+SI, 6)0 . 
874 (9.21b) 
L6 = 18.857 + 0.433(S 1,6+S 1,7)0* 
874 + 0.026(SI, 6+SI. 7)0 . 
874 (9.22b) 
L7 = 21.244 + 0.488(SI. 7+S 1,8)0.437 +0.03(S 1.7+S 1 . 8)0.874 (9.23b) 
L8 = 21.006 + 0.483(S I. S+S 1.9)0.437 + 0.029(S 1, s+S 1.9)0- 
874 (9.24b) 
L9 = 19.096 + 0.439(Sl, g+S 1.10)0.437 + 0.027(Sl, g+S1,10 
)0.874 (9.25b) 
LIO = 10.98 + 0.252(S 1. lo+S 1 . 11)0.437 +0.015(S 1,10+Sl. l 
00.874 (9.26b) 
L 11 = 6.206 + 0.143 
(Sl, 'II+SI, 12)0' 
437 + 0-009(Sl. ll+SI. 12)0' 
874 (9.27b) 
L12 = 4.535 + 
0.104(SI. 12+SI. 13 
)0.437+ 0.006(SI, I 2+S 1,13)0' 
874 (9.28b) 
11.2.1.5 Hydroelectric Power Production Function 
1978 
For Roseries the hydropower production function is: 
tm 
III = 45058.42X + 671.44X 
Savo *53 _ 0.767X2 - 0.767XY (9.44a) 
BPO, i) =45058-42Y-(i. i)+465 . 
009X(,., )[S(14)+S(,,, +, )]0,53_ 0.767y, (I, i) 
2-0.767X(ij) Y(l, i) (9.46a) 
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The power ý production function for Sennar remains unchanged, therefore the total 
power produced by the two plants in month i is: 
BP(i) = 45058.42X(l, i)+465. oogy(,,, )[S(,., )+S(,,, +, )]0*53 
2 0.767y, (I'i) _ 0.767y, (,., ) Y(l, i) 
+14100X(2, j)+1803.2X(2j) 
[S(Zi) +S (Z, +, )]0.417_ 
0.767X(2,, )2 0.767X(2. i) Y(2, i) (9.48a) 
1998 
For Roseries the hydropower production function is; 
IHP = 45058.42X +1556.3X SavO, 437 _ 0.767X2- 0.767XY (9.44b) 
BP(l, i) =45058.42X(I, i)+l 149.6X<I, i)[S(I, i)+S(I. i+l) ]0.437_ 0.767X(I, i)2 - 0.767Xýjj) Y(j, j) (9.46b) 
The power production function for Sennar remains unchanged, therefore the total 
power produced by the two plants in month i is 
BP(i) = 45058.42X(I, i)+l 149.6Y. (I, i)[S(I, i)+S(1,1+1) PAP - 0.767Xýjj) 2-0.767X(l, l) Y(l, i) 
+ 14 1 OOY&(2, i)+ 1 
803.2X(2, i)[S(2, i)+S(2, i+, )]0.417_ 0.767X(2, i) . 
0.767X(2, i) Y(Zi) (9.48a) 
11.2.1.6 Objective Function 
As before the objective function is obtained by multiplying the power produced by the 
power prices, Table (9.2). 
1978: 
12 
, 
i)X "(I, i) b(l, i)X(I., )[S(I., )+S(,,, +1)10.53+ C(l, 
i)X 
., )2 F a(l +(+ d(l, i)X(l, i) Y(j, j) 
+a(2, i)Y,, (2, i)+b(2ii)y-(2. i) 
[S(2, i) +S (zi+l)]0.417+ c(2, i)X(Z, )2 + 
d(29i)X(2, i) Y(Zi) (9.50a) 
Where: 
b(l, l) .................. ........... b(1,6) = 0.0053 
b(1,7) ............................. b(l, 12) = 0.0062 
Other constants have the same values as in Sect ion (9.8). 
1998: 
12 
FZ a(l, i)Y-(i, i)+b(l, i)X(i. i)[S(i. i)+S(i. i+i)I 
0*437 + c(l, i)X(I. i)2 + d(l, i)X(jj) Y(l, i) 
+a(2, i)X(2, i)+b(2, i)Y. (Zi)[S(2, i)+S (Z, +, )]0.417+ c(2, 
i)X (2 ., )2 + 
d(29i)X(2, I) Y(Zi) (9.50b) 
Where: 
b(l, l) ............................. 
b(1,6) = 0.0132 
b(1,7) ............................ 9 
b(1,12) = 0.0153 
Other constants have the same values as in Section (9.8). 
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11.2.1.7 Constraints 
a) Continuity Equations for Roseries 
1978 
S(I, 2), S(I, 1) + X(I, 1) + Y(I, 1) + 0»056(S 1,1+SI. 2)0,53 + 0*0014(SI, 1+SI, 2)l-06 =ql - 5.966 = el consla 
S(I, 3) - S(I, 2) ++ Y(I, 2) + 0.076(SI. 2+S 1,3)0*53 + 0-0019(SI. 2+SI, 3)1*()6 q2 - 8.21=e2 cons2a 
S(I, 4) - S(I. 3) + y-(1,3) + y(1,3) + 0.158(SI. 3+S 1,4 
)0.53 + 0.0038(S1,3+SI, 4)1 *06 q3 - 16.948=e3 cons3a 
S(U) - 
S(I, 4) +XXI, 4) + y(1,4) + 0.155(S1.4+S 1.5)0.53 + 0.0038(SI. 4+S 5)1.06 = q4 ' 16.709=e4 cons4a 
S(I, 6) S(I, 5) X(I, 5) + Y(I, 5) + 0.15 8 (S 1,5+S 1,6)0.53 + 0.003 8 (S 1,5+SI, 6)1 . 06 = qs - 16.948=e5 conda 
S(I. 7) S(I. 6) X(I. 6) + y(1,6) + 0.175(SI, 6+SI. 7)0*53 + 0.0043(S1.6+SI. 7)1 . 06 = q6 - 18.857=e6 c ons6a 
S(I, 8) S(I. 7) + X(I. 7) + y(1,7) + 0-198(SI. 7+SI. 8)0.53 + 0.0048(SI, 7+SI. 8)1.06 = q7 - 21.244 = e7 cons7a 
S(I, 9) -S(I, 8) + X(I, 8) + y(1,8) + 0.195(SI, 8+SI. 9?. 
53 + 0.0048(S1,8+SI, 9)l-06 = qs - 21.006 = e8 cons8a 
S(ijo) - S(i, 9) + X(i. 9) + Y(i. 9) + 0.178(SI, 9+SI, 10)o-53 + 0.0043(SI, 9+SI, 10)l-06 = q9 -19.096=e9 cons9a 
S(i, ii) - S(i. io) +X(i. io) +Y(i, io) + 0.102(S1, lo+SI, 11)o-53 + 0.0025(S1, lo+SI, 11)1,06 =qlo -10.98=e10 cons10a 
S(I, 12)-S(1,11) +X(1,11) +Y(1,11) + 0.058(SI l+SI, 12 )0.53 + 0.0014(S1, ll+SI, 12)1*or'=qll-6.206=ell conslla 
S(I. 13)-S(I, 12)+yý(1,12)+y(1,12) + 0.042(SI, 12+SI, 13)0 . 
53 + ()*0()1(SI, 12+SI. 13)1.16 =q12 -4.535=e12 cons 12a 
1998 
S(I, 2) - S(I. 1) + Ymi. i) + Y(i. 1) + 0.137(SI. 1+SI, 2ý*437 + 
0. OOS(SI, 
1+SI, 2)0.874 =ql - 5.966 = ei conslb 
S(I, 3) ' S(I, 2) + 
X(I. 2) + y(U) + 0- 189(S 1.2+S 1,3)0.437 + 0*() 11 (S 1.2+S 1.3)0,874 = q2 - 8.21=e2 cons2b 
S(I, 4)- S(I, 3) + 
X(I. 3) + y(1,3) + 0.389(S1,3+SI. 4)() . 
437 + 0.024(S1.3+S1,4)0 . 874 = q3 ' 16.948=e3 cons3b 
S(I. 5) - S(I, 4) +YMI, 4) + 
y(1,4) + 0.384(SI, 4+S 1,5)0.437+ 0.023(S 1,4+SI. 5)0.874 = q4 - 16.709=e4 cons4b 
S(I, 6) - S(I. s) + Y-(1. j) + Y(I. 5) + 0.389(SI, 5+SI. 6)() . 
437 + 0.024(SI. 5+S1,6ý. 874 = qs - 16.948=e5 cons5b 
S(I. 7) ' S(I, 6) + dvm,. 6) + Y(I, 6) + 0.433(S1,6+SI, 7 
)0.437 + 0.026(S1,6+SI. 7)0.874 = q6 - 18.857=e6 cons6b 
S(I. 8) - S(I, 7) + dX41.7) + Y(I. 7) + 0.488(S 1.7+SI. 8)0.437 + 0.03(S1,7+S 1.8)0.874 = q7 - 21.244 e7 cons7b 
S(I, 9) -S(I, 8) + Yml, s) + Y(I, s) + 0.483(SI, 8+SI. 9)0.437 + 0.029(SI, s+S1.9)0.874 = q8 - 21.006 eS cons8b 
S(Ijo) - S(I, 9) + X(I, 9) + Y(I. 9) + 0.439(S 1,9+SI., 0)0.437 +O. 027(S 1.9+SI. 10)0.874 = qg -19.096=e9 cons9b 
S(I, 11) - S(Ijo) +X(t. io) +Y(I. io) + 0.252(SI. lo+SI, 1 1)0.437 + 0.015(SI. lo+SI o0.874 =qlo -10.98=elo cons10b 
S(I, 12)-S(I. 11) +Y-.. (i. ii) +Y(i, 11) + 
0.143(SI. ll+SI. 12)0.437 + 0. Oog(SI. ll+SI. 1 2) 
0.874 
=q, 1-6.206=e 11 consllb 
S(I, 13)-S(I. 12)+X(I. 12)+y(1,12) + 
0.104(SI., 2tS,. 13)0.437 + 0.006(SI, 12+SI, 13) 
0.874 
=q, 2-4.535=e12 cons12b, 
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b) Bounds on Storages 
Roseries reservoir is operated between the minimum level of 467 m and the maximum 
level of 481 m (MOI, 1968). For 1988 these levels correspond to storages 88.3 and 
2175 million rný respectively. For 1978, these levels are obtained, using relation (9.4a), 
if 150.3 and 2560.3 million n? are stored. For 1998, the minimum and maximum 
storages are 64.4 and 2016.2 million M3 (using relation 9.4b). 
1978 
150.3: 5 S(W) ---15 2560.3 , 
for i=2................. 10 
S(W) = 150.3 for i=1,11,12,13 
1998 
64.4: 5 S(l, i): 5 2016.2 - for i=2.................. 10 
S(l, i) = 64.4 for i= 19 11,12,13 
11.2.2 Reformulated Problems Solutions 
cons53a 
cons54a 
cons53b 
cons54b 
To solve the reformulated problems, their SIF files have to be written. These files are 
obtained by maldng the necessary changes in the SIF file for year 1988 shown in 
Appendix (D). Appendix (G) shows these changes made in 1988 SEF file to obtain 
1978 and 1998 SIF files. 
After these changes to the SEF file are made, Lancelot is run to obtain a solution for 
the optimum operation of the reservoir system during the chosen years. Inputs to the 
model are the average river inflow and actual estimated irrigation supplies. Tables 
(11.1) to (11.3) show the optimization results. 
11.2.3 Comments on Sedimentation Effects 
Sedimentation is expected to affect storages and operation levels. If the storages and 
operation levels are affected, the hydropower generated and the annual hydropower 
revenues will also be affected. Table (11.1) and Figure (11.1) compare the storages at 
Roseries reservoir for years 1978,1988 and 1998. Table (11.2) shows the change in 
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storages for Sennar. It can be seen, specially for the upstream reservoir which is more 
exposed to sedimentation, that the quantity Of stored water decreases through the 
course of reservoir operation and this is expected to decrease the generated power and 
hence the annual revenues. 
Sedimentation also affects water levels in reservoirs. Using storages obtained from the 
optimum solution, Table (11.1), and using equations (9.4) for 1988, equation (9.4a) 
for 1978 and equation (9.4b) for 1998, optimum operation levels for Roseries are 
obtained (Table 11.4 and Figure 11.2). The optimum storages for Sennar are 
substituted in equation (9.5) to obtain the optimum operation levels for this reservoir 
(Table 11.4). To evaluate the effect of sedimentation on power generation, the releases 
and storages obtained from the optimum solution for the three chosen years are 
substituted in equation (9.48) to obtain power generated in 1988, in equation (9.48a) 
to obtain the power generated for 1978 and in equation (9.48b) to obtain the power 
generated in 1998. Table (11.5) and Figure (11.3) show the reduction in generated 
power. This reduction in power reduces the annual revenues from the generated 
power. The maximum annual revenues, which are equal to the objective function value, 
are obtained directly from the model solution (Table 11.3 and Figure 11.4). The annual 
revenues in 1978 are. estimated at 15.853 billions Sudanese Dinnars. This value has 
dropped by 1.7 % in 1988 and by about 3% in 1998. 
11.3 EFFECT OF WATER USE IN IRRIGATION SCHEMES ON 
R]ESERVOIR OPTIMUM OPERATION 
From the investigation in Chapter VIII, irrigation requirements, it is found that water is 
inappropriately supplied in the Blue Nile System. An improvement in water application 
will result in a different demand sequence (Table 8.35). These requirements are divided 
into upstream and downstream requirements (Table 11.6). Having different demands 
to be supplied, is expected to affect the optimum reservoir operation. To estimate this 
effect, the optimization model is solved with the average inflow and the actual 
estimated irrigation requirements used as inputs. This is typical to the problem solved 
in Chapter IX Then the actual estimated irrigation demand is replaced by the sequence 
resulting from the assumed improved water application, Table (11.6). Then the model 
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is solved again after the necessary changes in the SIF file are made. The changes in 
irrigation demand require changing the constants ruj; ........... . ruI2 and rd, . .......... , rd, 2 
in the SIF file shown in Appendix D. The results of the solution of the two problems 
are shown in Tables (11.7) and (11.8). Using these results and equation (9.48), the 
monthly power generated is calculated and shown in Tables (11.9) and Figure (11.5). 
The improved water application increases the annual hydropower revenue from 
15.5983 to 15.816 billion Sudanese Dinnars. This is an increase of 1.4 % which is 
attributed to the increase in the annual power generated from 1283.2 to 1296.4 Gwh. 
During the period September to February, the power generated is reduced by 2.7 % 
( from 847.9 to 824.9 Gwh). This is apparently due to the decrease in release caused 
by efficient water use. Using less water in September to February, resulted in higher 
reservoir storages in the period March to June. Therefore the power generated during 
the period March to August is increased by 8.3 % (From 43 5.2 to 471.5 Gwh). 
11.4 CONCLUSION 
Sedimentation affects reservoir storages and water levels. Using the sedimentation 
model developed in Chapter V, the storage-water level relationships for different years 
are predicted. By linking these results to the optimization model, effect of 
sedimentation on reservoirs' storage, reservoirs' operation levels and hydropower 
revenues have been evaluated. It has been found that the stored water is getting less 
and consequently- reservoirs are operated at lower levels through the reservoirs course 
of operation. The revenues have also decreased due to sedimentation. These findings 
verify the second part of hypothesis 2. 
The efficiency of water use investigated in Chapter VIII, resulted into two demand 
scenarios. The first represents the actual irrigation requirements while the second 
represents the irrigation requirements with improved water application. The two 
sequences are used as inputs to the optimization model. The better water application in 
irrigation increased the overall annual power production by 1.4 % and the production 
during the dry season by 8.3 %. This finding verifies the second part of hypothesis 1. 
These findings illustrate that the developed non-linear model is a useful tool for 
investigating the effect of some reservoir issues on optimum reservoir operation. 
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Table (11.1) Roseries reservoir optimum release's and storages (million rn 3) 
1978 1988 1998 
month Power 
Release 
Other 
Release 
Storage 
at beginni- 
nci of month 
Power 
Release 
Other 
Release 
Storage 
at beginni- 
nq of month 
Power 
Release 
Other 
Release 
Storage 
at beginni- 
no of month 
Sept 2014 6606-24 150.3 2014 6928.4 88.3 2014 7064.02 64.4 
Oct 2014 3741.52 2560.3 2014 3741.87 2175 2014 3742.09 2016.2 
nov 2014 133.96 2560.3 1 2014 132.122 2175 2014 132.4111 2016.2 
dec 1309.43 0 2560.3 1278.84 0 2175 1284.06 0 2016.2 
jan n j a 1631.53 0 2465.13 1662.12 0 2108.33 1656.9 0 1946 
feb b e f 842.02 0 1431.7 842.02 0 1043.34 842.02 0 886.636 
mar ar m 703-24 0 954.656 555.859 0 568.706 484.3 0 413.1 
apr ar 404.3 0 1531.611 404.3 0 295.743 387.088 10 El 3.101 
may ma 315-132 0 361.713 154.8 0 128.599 172.012 0 64.4 
un un 2014 0 540.096 2002.14 0 467.084 1945.16 0 386.317 
u, ul 2014 5150.01 150.3 2014 5149.94 88.3 2014 5149.97 64.4 
auq au 2014 12525.2 150.3 1 2014 112525.2 88.3 1 2014 12525.2 1 64.4 
Table (11.2) Sennar reservoir optimum releases and storages (million M) 
1978 1988 1998 
month Power 
Release 
Other 
Release, 
, 
Storage 
atbeginni- 
no of month 
Power 
Release 
. 
Other 
Release 
Storage 
at beginni- 
no of month 
Power 
Release, 
Other 
Release 
Storage 
at beginni- 
ng of month 
sept 330 6760.13 113 330 7082.3 113 330 7217.91 113 
Oct 330 4064.62 362.5 330 4064.97 362.5 330 4065.19 362.5 
nov 330 522.515 362.5 330 542.143 362.5 330 542.851 362.5 
ý_ec 160.3 0 362.5 160.3 0 362.5 160.3 0 362.5 
jan 160.66 0 205.833 160.66 0 175.239 160.66 0 180.462 
feb 145.32 0 362.5 145.321 0 362.5 145.32 0 362.5 
mar 330 0 113 182.659 0 113 111.06 0 1 113 
apr 330 0 362.5 330 0 362.5 330 0 362.5 
may 330 0 362.5 330 0 362.5 330 0 345.288 
1 jun 330 1667.31 1 273.332 1 
___ 
330 
_ 
1516.6 113 330 1459.62 11 3 
july 330 6560.69 1 113 1 330 
- 
1 6560.63 113 330 
- 
1 6560-66 
- 
113 
[a-uq 1 330 13425.5 1 113 [ "30 13425.5 113 13 30 
F 134 25.5 1 113 
Table (11.3) Effect of sedimentation on 
revenues 
Year Revenue in billion Sudanese Dinnars 
1978 15.853 
1988 15.598 
1998 15.388 
IUS$ = 245 Sudanese Dinnars - Bank of Sudan, 1999 
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Tahle (11.4) Effect of sedimentation on ODeration levels 
Operatio level (m) Roseries Operation level (m) - Sennar 
month 78 88 98 78 88 98 
sept 466.99 467.03 467.01 417.21 417.21 417.21 
Oct 480.93 481.15 481.04 421.72 421.72 421.72 
nov 480.93 481.15 481.04 421.72 421.72 421.72 
dec 480.93 481.15 481.04 421.72 421.72 421.72 
Ian 480.57 480.88 480.77 419.26 418.65 418.76 
feb 476.18 475.85 475.60 421.72 421.72 421.72 
mar 473.63 472.66 472.03 417.21 417.21 417.21 
apr 470.79 470.10 469.76 421.72 421.72 421.72 
may 469.35 467.80 467.01 421.72 421.72 421.409 
jun 470.86 471.81 471.76 420.42 417.21 417.21 
july 466.99 467.03 467.01 417.21 417.21 417.21 
auq 466.99 1 467.03 1 467.01 1 417.21 1 417.21 1 4T7.21 
Table (11.5) Effect of sedimentation on 
nowerDroduction-Power in GWh. 
month 78 88 98 
- _ sept 149.8775 151.9578 152.5069 
Oct 181.2615 182.3124 181.8152 
nov 187.7308 188.7802 188.2827 
dec 119.7367 117.8023 117.9623 
jan 138.49 141.2003 140.2393 
feb 67.00851 65.83444 65.0685 
mar 59.35188 42.98126 35.10232 
apr 38.82625 37.82884 36.27966 
may 32.87118 21.95139 22.81464 
jun 128.8574 130.1426 126.9524 
july 107.5635 107.735 107-6428 
auq 94.43325 94.60455 94.51243 
Total 1306.008 1283.131 1269.179 
reduction 1.75 2.82 
241 
Table (11.6) Irrigation demand due to 
improved water application 
month requirements upstream 
Sennar, ru(i), in million m3 
requirements downstream 
Sennar, rd(i), in million m3 
sept 1158.144 48.256 
Oct 1197.696 49.904 
nov 1130.688 47.112 
dec 1228.416 51.184 
Jan 1235.136 51.464 
feb 760.512 31.688 
mar 99.168 4.132 
apr 74.304 3.096 
may 74.304 3.096 
jun 85.344 3.556 
july 196.992 8.208 
auq 613.056 25.544 
Table (11.7) Effect of efficiency of water use on reservoir operation-Roeries 
month Actual irrigation requirement requirements with improved water 
application 
Power 
Release 
Other Release Storage 
at beginning 
of month 
Power Release Other Release Storage 
at beginning of 
month 
sept 2014 6928.4 88.3 2014 6928.4 88.3 
Oct 2014 3741.87 2175 2014 3741.87 2175 
noy. 2014 132.122 2175 2014 132.122 2175 
dec. 1278.84 0 2175 1211.57 0 2175 
jan. 1662.12 0 2108.33 1566.43 0 2175 
feb. 842.02 0 1043.34 648.6 0 1203.57 
mar. 555.859 0 568.706 678.67 0 916.693 
ýPl. 404.3 0 295.743 404.3 0 513.04 
. may 154.8 0 128.599 350.225 0 339.152 
june 2002.14 0 467.084 2014 0 479.045 
july 2014 5149.94 88.3 2014 5149.94 88.3 
auq. 20141 12525.21 88.3 
_ 
2014 12525.2 1 88.3 
All releases and storage are in million m' 
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Table Q 1.8) Effect of efficiencv of water use on reservoir operation-Sennar 
month Actual irrigation requirement requirements with improved water 
a plicat on 
Power 
Release 
Other Release Storage 
at beginning of 
month 
Power Release Other 
Release 
Storage 
at beginning 
of month 
sept 330 7082.3 113 330 7149.78 113 
Oct 330, 4064.97 362.5 330 4134.88 362.5 
nov. 330.01 542.143 362.5 330 582.454 362.5 
dec. 160.31 0 362.5 157.08 0 362.5 
jan. 160.66 0 175.239 157.36 0 188.566 
feb. 145.32 0 362.5 137.59 0 362.5 
mar. 182-659 0 113 330 0 113 
apr. 330.0 10 362.5 330 0 362.5 
may 330.0 10 362.5 330 0 362.5 
iune 330.0 1 1516.6 113 330 1718.51 308.425 
july 330.0 6560.63 1 113 330 6608.81 113 
aug. 330.0 
1 
13425.5 1 113 3307 13575.3 1 113 
All releases and storage are in million m3 
Table (11.9) Effect of efficiency of water use on power production- 
- Power in GWh 
month Actual irrigation 
requirements 
requirements with 
improved water application 
sept 151.9578 151.9408 
Oct 182.3124 182.2947 
nov. 188.7802 188.77 
__ dec., - 117.8343 112.3213 
jan. 141.2002 135.3733 
feb. 65.83438 54.2054 
mar. 42.98126 60.08111 
apr. 37.82884 40.11386 
may 21.95139 36.18565 
june 130.1426 132.8135 
july 107.735 107.7228 
aug- 94.60455 94.56664 
_ Total 1283.163 1296.389 
% 
Increase 
1.02 
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Figure (11.1) Effect of sedimentation an reservoir optimum storages- Rosaries 
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Figure (11.2) Effect of sedimentation on optimum operation levels -Roseries 
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- Figure (11. i) Effect of sedimentation on power production 
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Figure (11.4) Effect of sedimentation on power revenues 
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Figure (11.6) Effect of water use off Iclently on storage -Roserles 
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CHAPTER XII 
CONCLUSIONS 
Summa, ry - This Chapter describes the outcome of the research and 
recommendations for further research. 
12.1 THE NEED, FOR NON-LINEAR OPTIMIZATION 
TECHNIQUES APPLICATION 
Optimization models determine values for a set of decision variables that maximise or 
minimise an objective function subject to constraints.,. For a reservoir operation 
problem the decision variables are release rates and end of period storage. Constraints 
include storage capacities, other physical characteristics of the reservoir/ river system, 
diversion or stream flow requirements and mass balance. In a system with multiple 
reservoirs and with decisions made monthly, weekly, daily or hourly, the number of 
the decision variables becomes very large. The objective function and constraints are 
represented by mathematical expressions which are functions of the decision variables. 
Modelling of evaporation and/or of power generation result in non-linear objective 
and/or constraint functions. Therefore a reservoir system operation problem can be 
described as large-scale non-linear. 
The main three mathematical optimization techniques that have been applied to 
reservoir systems are: Linear Programming (LP), Dynamic Programming (DP) and the 
non-linear Programming (NLP). Although a reservoir optimization problem isý non- 
linear, the application of NLP to reservoirs is very limited. LP and DP are the widely 
applied techniques. In LP the non-linear functions are linearised. As a result an 
approximate solution is obtained. To deal with dimensionality in DP, the state 
variables are discretized. The discretization improves the dynamic programming 
performance at the expense of accuracy. Therefore the approximate solution is 
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obtained: If - the' reservoir' optimization problem is to be closely modelled, then 
ap lication of other techniques have to be sought. Since the reservoir optimization rp 
problem is identified as non-linear, then NLP is the most appealing technique. 
12.2 STUDY HYPOTHESES AND OBJECTIVES 
The output from optimum reservoir operation is affected by the variations in inflow, 
amount Of sediment trapped, variation in demand due to efficiency of water use for one 
or more purposes, evaporation losses and the optimization techniques used to reach 
the solution. These considerations are reflected in the study hypotheses. 
Application of non-linear programming in reservoir operation is problematic. The high 
dimensionality represents a problem in the application of NLP. Recent research in 
mathematical programming has addressed this problem. As a result software packages 
have been 'developed. Despite that the application of these techniques to reservoir 
systems remains limited. A trial is made here to apply the most suitable and efficient 
techniques to a major river system and this forms the basis for hypothesis (5) and 
objectives (1) and (2) 
Due to the complexity of reservoir optimization problems, usually they are simplified 
by not considering all the issues involved at a time. However it is claimed here that 
most of the issues involved such as demand modelling, sedimentation effect, flow 
uncertainty, evaporation losses can be incorporated in or linked to the optimization 
model and this forms the basis for hypotheses (1), (2), (3), ý and (4). ' 
optimization models compute releases that maximise or minimise the objective 
function without tackling the details of the'operating rules. No trials have been made 
to derive operation rules out of non-linear optimization results. General operation rules 
are needed more than computed releases corresponding to specified stream flow 
sequences. This forms the basis for hypothesis (6) and objectives (2) and (3). 
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12.3 HYPOTHESES VERIFICATION 
This study is concerned with the application of non-linear optimization techniques to 
reservoir systems. The outputs from these applications are influenced by many factors. 
At the beginning of the research, hypotheses were made to reflect the effect of these 
issues on the outcome. Therefore these hypotheses have to be verified. 
12.3.1 Hypothesis 1 
Hypothesis 1 reads " In a multipurpose reservoir system, where water is releasedfor 
irrigation and hydropower generation, inappropriate water supply to irrigation 
schemes can be identified and reallocated to increase provisions for power 
generation". This hypothesis proved more difficult to investigate through the Blue Nile 
case study than expected. The dependence of farmers on irrigation makes it necessary 
to ensure that reservoir releases satisfy the irrigation requirements. Therefore this was 
made a constraint in the optimization model, and the trade off between irrigation and 
power generation was not directly investigated. 
Analysis of existing data however revealed oversupply of water to some parts of the 
Gezira irrigation scheme, indicated by low application' efficiencies. The anýlysis, in 
Chapter VIII, reveals drastic change in water supplied to canals, going from the head 
to the tail of the Gezira scheme. The application efficiency drops from 54.6 % at the 
head of the scheme to only 33% at the tail. This is a direct result of the oversupply in 
water. In the head canal, the unit area, feddan, receives 2801 rr? of water while it 
receives 6501 n? in the tail canal. This inappropriate water supply can be saved and 
used for power generation. The effect of reducing the oversupply on power production 
was investigated using the optimization model. It was found that this would reduce 
power generation in the September to February period due to lower releases, but the 
resulting storage allowed increased power generation in the March to August period, 
giving an overall increase in power and power revenues (Chapter XI). These findings 
verify hypothesis 1, while also show the need to take account of practical restrictions 
and complex interaction between irrigation releases and power generation. 
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12.3.2 HyRothesis 2 
Hypothesis 2 reads "Sedimentation effect on reservoir storage-water level relationship 
can be modelled. By linking this sedimentation model to the developed'optimization 
model, effect of sedimentation on optimum reservoir operation can be investigated. " 
In Chapter V, the reservoir sedimentation process is modelled through fitting the 
relationship between the reservoir storage, S, and the water level, H. Data from 
different surveys are used for this purpose. The fitted model is then verified using 
sediment samples and discharges measured upstream and downstream the reservoir. 
The form of the storage-water level relationship is S=alr. It has been found that, both 
coefficients "a" and 'W'vary with time. Coefficient "a" decreases with time in a power 
form while "m7' increases logarithmically. The fitted model is used in formulating the 
optimization problem in Chapter IX. Also the fitted model is linked to the optimization 
model to investigate the effect of sedimentation on optimum reservoir output (Chapter 
M). These findings verify hypothesis 2.1 
12.3.3 HyRothesis 3 
Hypothesis 3. reads " The stochastic nature of inflow can be implicitly incorporated in 
an optimization problem by synthetically generating inflows. (This approach does not 
consider the impact of droughts and low flow clusters on optimization, but in the 
Blue Nile System droughts do not affect the filling of reservoirs which have small 
capacities while lowflow clusters have no effect due to the operation of the system on 
annual basis"). 
Blue Nile monthly flow has been modelled (Chapter VII), using a 30 year flow record. 
The goodness of fit test, Akaike Information Criterion, AIC, is performed to select 
among the competent models that passed normality and independence tests. 
ARMA(1,1) model has given the best fitting. This model is used to generate synthetic 
samples. The generated samples preserve the original sample mean and standard 
deviation during high and low flow periods. Low flow clusters and drought effects are 
not built in this model. These issues have very little effect in operation of the Blue Nile 
system. Droughts do not affect the filling of reservoirs which have low capacities while 
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low flow clusters has no effect due to the operation of the system on annual basis. The 
generated samples have been used as inputs to the optimization model. In Chapter X 
different samples have been used, to solve the optimization model repeatedly and the 
output is used to derive operation rules. These findings verify hypothesis 3. 
12.3.4 HIpothesis 4 
Hypothesis 4 reads "Evaporation losses can be modelled and incorporated in an 
optimization problem". 
Evaporation losses from Roseries have been modelled using Penman equation which 
estimates the evaporation rate in mmIday. Multiplying this rate, by the water surface 
area, the total evaporation losses are found. Thus a model that estimates the total 
evaporation losses has been fitted (Chapter VI). Alternatively, the monthly losses have 
been estimated from water balance using data collected by Roseries reservoir resident 
engineer. The two results compare well. Therefore Penman approach is used in 
modelling the evaporation losses from the Blue Nile system. Similarly a model is 
developed for Sennar. The models are used in formulating the optimization problem 
developed in Chapter IX. These findings verify hypothesis 4. 
12.3.5 HIRothesis 5 
Hypothesis 5 reads" Non-linear programming, NLP, techniques can be applied to 
reservoir system real problems". 
In Chapter IX, the Augmented Lagrangian and Conjugate Gradient methods were used 
to solve the optimization problem, that maximises the revenues of the power generated 
from two reservoirs in series, on condition that certain irrigation and downstream 
requirements be satisfied. This. finding verifies hypothesis 5. 
12.3.6 Hypothesis 6 
Hypothesis 6 reads, "Regression analysis can be used to derive operation rules out of 
the non-linear optimization results". 
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Linear and non-linear regression models have been used to derive operation rules for 
multipurpose operation of two reservoirs in series, using optimization output (Chapter 
X). The derived rules have been tested statistically and using simulation., These findings 
verify hypothesis 6. 
12.4 OBJECTIVES 
A non-linear model has been formulated for the Blue Nile System which has two 
reservoirs in series (Chapter IX). The objective is to maximise power revenues on 
conditions that irrigation and downstream requirements be satisfied. The non-linear 
objective function is function of 72 decision variables which are the monthly releases 
for power, releases through other gates and end of month storage volumes'for the two 
reservoirs. The problem is highly constrained to satisfy reservoir's mass balance 
equations and to satisfy minimum downstream flows and irrigation requirement. In 
total the problem has 24 non-linear and 24 linear constraints. The linear and non-linear 
constraints together with - the objective function' have been used to build the 
Augmented Lagrangian function. Maximum gates' capacities and minimum and 
maximum operation levels impose bounds on operation. These bounds constitute the 
feasible region in which the search for the 'optimum' solution is conducted. The 
formulated algorithm uses synthetically generated flows and 'deterministic irrigation 
requirements as inputs, incorporates non-linear power and evaporation functions and is 
linked to a sedimentation model that ýpredicts the reservoir storage-level relationship. 
To solve the problem, the most suitable non-linear programming techniques have been 
used. These, as reached in Chapter III, are the Augmented Lagr'angian Multiplier and 
Conjugate gradient methods. A general purpose FORTRAN Software package that 
use these methods, named Lancelot, is used. The package is designed for the solution 
of large scale non-linear optimization problems. The algorithms are designed to 
achieve convergence from all starting points. The package transforms inequality. 
constraints into equality constraints by adding slack or surplus variables. Maximisafion 
problems can be transferred into minimisation ones. The package is friendly used since 
the optimization problem is defined and the techniques to write the standard input 
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format and the specification files are' understood. To be used for solving the 
optimization problem, only the standard input format and specification file have been 
prepared and no changes in the package subroutines are required. The SIF file, for the 
optimization problem, has been prepared in a way that allows changes in the 
optimization problem. -, Changes in the objective function, inflows to the reservoir 
system and irrigation requirements can easily be made. 
The problem is solved in few minutes, when average inflows are used as inputs. The 
problem is solved without any simplification, i. e. linearisation, decomposition, 
discretization or aggregation, usually used to alleviate the effects of n, onlinearity and 
dimensionality associated with reservoir optimization. Therefore it can be concluded 
that non-linear programming can be applied successfully, without simplifications, to 
multipurpose mulfireservoir systems and this fulfils objectives 1 and 2.1.1, 
In optimization there is a gap between theory and practice and techniques, that 
practically use the optimization output have to be applied. Therefore, in reservoir 
operation, general operation rules are needed more than computed releases 
corresponding to specified flow sequences. To achieve this, the optimization model is 
solved repeatedly using different generated flow sequences. The optimum releases are 
then regressed linearly and nonlinearly on the important independent variables, flows 
and/or storage volumes, to derive operation rules. The derived rules have been tested 
successfully both statistically using R2ý criterion and simulation. Previous applications 
used the same regression models on dynamic programming output. Comparisons of R2 
values indicates that -the application of these regression models on- non-linear 
optimization output gives better results than their application on dynamic programming 
output. To be easily used in practice the rules are presented in a graphical form. 
Knowing the current flow and the storage volumes at the beginning of the month, 
these rules can be used to decide the optimal monthly releases without any need to run 
the software. These findings fulfil objective 3. 
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12.5ACHIEVEMENTS AND RECOMMENDATIONS 
12.5.1 Achievements 
The achievernents'of this study can be surnmarised as follows: 
* In this study the most suitable ý and effici&nt non-linear programming' techniques'for 
application to multipurpose reservoir systems have been identified. 
* Submodels necessary for the optimization problem formulation have been developed. 
These include models for sedimentation, flow and'estimation of evaporation losses. 
Development and solution of an optimization model using Software Lancelot. The 
software uses a combination of two methods, the Augmented Lagrangian Multiplier 
and the Conjugate Gradient, which have not been applied to reservoir systems before. 
The methods have been applied to a problem formulated for a major river system. The 
system has*two in series reservoirs used for irrigation, low flow augmentation and 
hydropower generation. Optimization objectives were to maximise the power benefits 
on 'condition that other requirements are met first. The model increased'the power 
benefits obtained from the current operation policy for year 1993/1994 by 13.92 %. 
All the issues that affect the optimization results, such as -sedimentation, evaporation 
and flow uncertainty are either directly incorporated in or linked to the optimization 
model. No decomposition, aggregation, linearisation or discretization. have been used 
to simplify the problem. Most of the previously applied mathematical programming 
techniques used one or more of these techniques to simplify and solve reservoirs' 
optimization problems. Although the problem was not simplified, the solution was 
obtained in only few minutes. Obtaining the solution in this short time is a real 
achievement, as non-linear programming is generally criticised for being slow. 
* In practice general operation rules are 'needed'more' than computed releases 
corresponding to specified stream flow sequences. Previous applications mixed implicit 
dynamic programming, linear regression analysis and simulation to derive and test 
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operation rules. In this study implicit non-linear programming, linear and non-linear 
regression analysis and simulation have been mixed to derive and test operation rules. 
No previous attempt had been made to derive operation rules using non-linear 
optimization output. , 
Fitting linear and non-linear regression models to non-linear 
optimization output has given better results (higher R2 values) than previous 
applications- of these regression models to dynarnic programming output. These 
previous applications derived operation rules for a single reservoir while in this study 
rules have been derived for a reservoir system. 
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* Development of an approach in which the developed sedimentation and optimization 
models have been linked to investigate the effect of reservoir sedimentation on 
reservoir optimum output. 
* Development of an approach which is applicable in'multipurpose reservoir systems, 
where priority is given for one purpose over the others. In this approach the efficiency 
of water use for the purpose with the highest priority and the effect of that on - the 
output from other purposes are investigated. I 
*It is clearly shown, in this study, that the problematic non-linear programming 
techniques can be applied to multipurpose reservoir systems without any 
simplifications that may affect the accuracy. Also it has been shown that the developed 
model is a useful tool in investigating the effect of sedimentation and water use on 
reservoir optimum output and in deriving operation rules, when mixed with regression. 
12.5.2 Recommendation for Further Research 
For further and future research the following recommendations can be made: 
1) In this research the monthly optimum releases and storage volumes have been 
deten-nined. This is a typical example of the, kind of %studies known as strategic 
problems. It is recommended that the current research is extended to cover the tactical 
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problems. This type of studies'looks at the short term; hourly, daily or weekly 
operation and uses the output of the strategic problem as boundary conditions. 
2) The effect of sedimentation on reservoir optimum operation is modelled through 
fitting the storage-water level relationship. Alternatively sedimentation could have been 
modelled mathematically. Therefore it is recommended that the alternative approach 
may be adopted in future research. 
3) In the considered case study the objective was to maximise the power benefits. It is 
recommended that other objectives, shown in Chapter II, be reflected in the objective 
function when non-linear optimization techniques are used in future research. 
4) There are three common applications of mathematical programming, mainly 
dynamic programming, in water resources planning. These are concerned with water 
allocations, capacity expansion and reservoir operation. Here non-linear programming 
has been applied to a reservoir system operation problem. Application of the 
techniques used here to the other two previously mentioned areas is recommended. 
5) The problem dealt with in this research is an operational one. In the considered 
system, priority is given to irrigation. Supplying irrigation requirements act as 
constraints to the maximisation of other objectives. Therefore they have been reflected 
in the constraints when the optimization problem is formulated. Since certain irrigation 
requirements have to be supplied, irrigation requirements have been inputted to the 
optimization model as constants. If priority is not given to irrigation, and it is required 
to maximise the return of the multipurpose reservoir system, then the. irrigation 
releases will be considered as decision variables. Solving a problem with variable 
irrigation and hydropower requirements will provide the optimum hydropower releases 
as well as the optimum irrigation releases. The irrigation releases depend, among 
others, on crops, their areas and water prices. Thus reflecting these issues in an 
optimization problem will allow planning for crop types, areas and water prices. It is 
recommended to apply the techniques and the software used in this research to study 
these issues in a further research. 
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APPENDIX A 
This appendix shows the results of calculating Roseries daily evaporation 
losses using Pemnan approach for the period July 1993 - June 1994. 
date U/S 
Level 
m 
area 
M2 
Losses 
million 
M3 
date U/S 
level 
m 
area 
M2 
Losses 
million M3 
01/07/93 469.08 1.21 E+08 0.313338 01/01/94 480.92 3.02E+08 2.146457 
02/07/931 469.88 1.29E+08 0.334234 02/01/941 480-92 3.02E+08 2.146457 
03/07/93 469.33 1.23E+08 0.319696 03/01/94 480.92 3.02E+08 2.146457 
OAM 3 469.22 1.22E+08 0.316879 04/01/94 480.91 3.02E+08 2.144963 
05/07/93 468.34 1.14E+08 0.295435 05/01/94 480.91 3.02E+08 2.144963 
06/07 3 467.75 1.09E+08 0.282142 06/01/94 480.91 3.02E+08 2.14347 
07/07/93 467.63 1.08E+08 0.279545 07/01/94 480.9 3.02E+08 2.14347 
08/07/93 467.62 1.07E+08 0.27933 08/01/94 480.92 3.02E+08 2.146457 
09/07/93 467.6 1.07E+08 0.278901 09/01/94 480.91 3.02E+08 2.144963 
10/07/93 467.26 1.05E+08 0.271763 10/01/94 480.9 3.02E+08 2.14347 
11/07/93 467.7 1.08E+08 0.281055 11/01/94 480-89 3.02E+08 2.141977 
12/07/93 467.48 1.06E+08 0.276349 12/01/94 480.87 3.01 E+08 2.138993 
13/07/93 467.48 1.06E+08 0.276349 13/01/94 480.85 3.01 E+08 2.136013 
14/07/93 46743 1.06E+08 0.275296 14/01/94 480.81 3E+08 2.130059 
15/07/93 467.64 1.08E+08 0.27976 15/01/94 480.79 3E+08 2.127087 
16/07/93 467.18 1.04E+08 0.270126 16/01/94 480.75 2.99E+08 2.12115 
17/07/93 467.56 1.07E+08 0.278046 17/01/94 480-72 2.98E+08 2.116704 
18/07/93 467.66 1.08E+08 0.28019 18/01/94 480.7 2.98E+08 2.113744 
19/07/93 467.7 1.08E+08 0.281055 19/01/94 480.67 2.97E+08 2.109309 
20/07/93 467.32 1.05E+08 0.273002 20/01/941 480.65 2.97E+08 2.106355 
21/07/93 467.4 1.06E+08 0.274667 21/01/941 480.6 2.96E+08 2.098984 
22/07/93 467.6 1.07E+08 0.278901 22/01/94 1 480.6 2.96E+08 2.098984 
23/07/93 467.52 1.07E+08 0.277195 23/01/94 480.57 2.95E+08 2.094569 
24/07/93 467.4 1.06E+08 0.274667 24/01/94 480.56 2.95E+08 2.093099 
25/07/93 467.57 1.07E+08 0.27826 25/01/94 480.54 2.94E+08 2.09016 
26/07/93 467.3 1.05E+08 0.272588 26/01/94 480.53 2.94E+08 2.088692 
27/07/93 467.5 1.06E+08 0.276772 27/01/94 480-53 2.94E+08 2.088692 
28/07/93 467.45 1.06E+08 0.275716 28/01/94 480.51 2.94E+08 2.685758 
29/07/93 467.6 1.07E+08 0.278901 29/01/94 480.49 2.93E+08 2.082826 
30/07/93 467.4 1.06E+08 0.274667 30/01/94 480.46 2.93E+08 2.078434 
31/07/93 467.48 1.06E+08 0.276349 31/01/94 480.46 2.93E+08 2. OT84-34 
01/08/93 467.42 1.06E+08 0.222185 01/02/94 480.39 2.91 E+08 2.301247 
02/08/93 467.5 1.06E+08 0.223546 02/02/94 480-39 1 2.91 E+08 2.301247 
03/08/93 467.63 1.08E+08 0.225786 03/02/94 480.38 2.91 E+08 2.299625 
04/08/93 467.93 1.1E+08 0.231085 04/02/94 480.35 2.9E+08 2.294763 
05/08/93 467.75 1.09E+08 0.227884 05/02/94 480.3 2.89E+08 2.286675 
06/08/93 467.42 1.06E+08 0.222185 06/02/94 480.28 1 2.89E+08 2.283445 
07/08/93 467.23 1.04E+08 0.219004 07/02/94 480.2 2.87E+08 2.270555 
08/08/93 467.73 1.08E+08 0.227532 08/02/94 480.15 2.86E+08 2.262524 
09/08/93 467.52 1.07E+08 0.223889 09/02/94 480-07 2.85E+08 2.249713 
10/08/93 467.32 1.05E+08 0.220502 10/02/94 480 2.83E+08 r. AA 2.238, 
11/08/93 467.53 1 1.07E+08 1 0.22406 11/02/94 479.9 2.81 E+08 2.222652 
12/08/93 467.4 1 1.06E+08 10.221847 12/02/94 
, 
479-89 2.81 E+08 1 2.221067 
13/08/93 467.7 1 1.08E+08 10.227006 13/02/94 479.83 2.8E+08 1 2.211574 
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14/08/93 467.72 1.08E+08 0.227357 14/02/94 479.8 2.79E+08 2.206837 
15/08/93 467.48 1.06E+08 0.223205 15/02/94 479.76 2.79E+08 2.200532 
16/08/93 467.65 1.08E+08 0.226134 16/02/94 479.73 2.78E+08 2.195811 
17/08/93 467.72 1.08E+08 0.227357 17/02/94 479.71 2.78E+08 2.192E8 
18/08/931 467.67 1.08E+08 0.226482 18/02/94 479.69 
- 
2.77E+08 2.189527 
19/08/93 467.76 1.09E+08 0.22806 19/02/94 479 . 68 2.77E+08 2.187958 
20/08/93 467.68 1.08E+08 0.226657 20/02194 479-64 2.76E+08 2.18169 
21/08/93 467.9 1.1 E+08 0.230547 21/02/94 479.56 2.75E+08 2.169189 
22/08/93 467.66 1.08E+08 0.226308 22/02/941 479.48 2.73E+08 2.156738 
23/08/93 467.7 1.08E+08 0.227006 
_ 
23/02/94 479.44 2.72E+08 2.150 53 
24/08/93 467.76 1.09E+08 0.22806 24/02/94 479.34 2.7E+08 2.135064 , 
25/08/93 467.6 1.07E+08 0.225266 25/02/94 479.25 2.69E+08 2.121209 
26/08/93 467.7 1.08E+08 0.227006 26/02/94 479.15 2.67E+08 2.105888 
27/08/93 467.7 1.08E+08 0.227006 27/02/941 479.07 2.65E+08 2.093685 
28/08/93 467.72 1.08E+08 0.227357 28/02/94 479 2.64E+08 2.083048 
29/08/93 467.84 1.09E+08 0.229476 01/03/94 478.9 2.62E+08 2.329677 
30/08/93 467.72 1.08E+08 0.227357 02/03194 478.83 2.6E+08 2.317795 
31/08/93 467.75 1.09E+08 0.2278841 03/03/94 478.75 2.59E+08 2.304267 
01/09/93 467.72 1.08E+08 0.270663 04/03/94 478.69 2.58E+08 2.294157 
02/09/93 467.86 1.09E+08 0.27361 05/03/94 478.67 2.57E+08 2.290794 
03109/93 467.75 1.09E+08 0.27129 06/03/94 478.55 2.55E+08 2.270686 
04/09/93 467.8 1.09E+08 0.272341 07/03/94 478.46 2.53E+08 2.255687 
05/09/93 467.53 1.07E+08 0.266738 08/03/94 478.42 2.53E+08 2.249042 
06/09/93 467.7 1.08E+08 0.270245 
. 
09/03/94 478.35 2.51 E+08 2.237448 
07/09/93 468.2 1.12E+08 0.280963 10/03/94 478-26 2.5E+08 2.222602 
08/09/93 467.6 1.07E+08 0.268174 11/03/94 478-16 2.48E+08 2.206189 
09 93 467.48 1.06E+08 0.26572 12/03/94 478.1 2.47E+08 2.196382 
10/09/93 467.48 1.06E+08 0.26572 13/03/94 478.02 2.45E+08 2.183353 
11/09/93 467.47 1.06E+08 0.265517 14/03/94 477.96 2.44E+08 2.173618 
12/09/93 467.58 1.07E+08 0.267763 15/03/94 477.9 2.43E+08 2.163914 
13/09/93 467.69 1.08E+08 0.270037 16/03/94 477.82 2.42E+08 2.151022 
14109/93 467.52 1.07E+08 0.266534 17/03/94 477.76 2.41 E+08 2.14139 
15/09/93 467.67 1.08E+08 0.269621 18/03/94 1 477.7 2.4E+08 2.131788 
16/09/93 467.7 1.08E+08 0.270245 19103/94 477.61 2.38E+08 2.117443 
17/09/93 467.53 1.07E+08 0.266738 20/03/94 477.54 2.37E+08 2.106334 
18/09/93 467.56 1.07E+08 0.267352 21103/94 477.45 2.35E+08 2.092113 
19/09/93 467.5 1.06E+08 0.266127 22/03/94 477.37 2.34E+08 2.07953 
20/09/93 468 1.11 E+08 0.276604 23/03/94 477.33 2.33E+08 2.073259 
21/09/93 469.14 1.21 E+08 0.30274 24/03/94 477.21 2.31 E+08 2.054528 
22/09/93 470.4 1.34E+08 0.335263 25/03/94 477-15 2.3E+08 2.045209 
23/09/93 471.42 1.46E+08 0.364388 26/03/94 477.07 2.28E+08 2.032831 
24/09/93 472.32 1.57E+08 0.392163 27/03/94 477 2.27E+08 2.022045 
25/09/93 473.08 1.67E+08 0.417134 28/03/94 476.99 2.27E+08 2.020508 
26/09/93 473.93 1.79E+08 0.446708 29/03/94 476.86 2.25E+08 2.0006 
27/09/93 474.6 1.88E+08 0.471244 30/03/94 476.78 2.23E+08 1.988421 
28/09/93 475.22 1.98E+08 0.49491 31/03/94 476.69 2.22E+08 1.974785 
29/09/93 475.8 2.07E+08 0.517886 01104/94 476.59 2.2E+08 1.915677 
30/09/93 476.34 2.16E+08 0.540004 02/04/94 476.47 2.18E+08 1.89811 
01/10/93 476.95 2.26E+08 0.769533 03/04/94 476.33 2.16E+08 1.877767 
02/10/93 477.37 2.34E+08 0.794427 04/04/94 476.25 2.15E+08 1.866217 
03/10/93 477.77 2.41 E+08 0.818672 05/04/94 476.16 2.13E+08 1.853286 
04/10/9 1478.12 1 2.47E+F8 06/04/94 476.08 2.12E+08 1.841849 
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05/10/93 478.16 2.48E+08 0.842814 07/04/94 476 2.1 E+08 1.830466 
06/10/93 478.1 2.47E+08 0.839067 08/04/94 475.92 2.09E+08 1.819136 
07/10/93 478.07 2.46E+08 0.837198 09/04/94 T75.84 2.08E+08 1.80786 
08/10/93 478.05 2.46E+08 0.835954 10/04/94 475.74 2.06E+08 1.79384 
09/10/93 478.1 2.47E+08 0.839067 11/04/94 475.63 2.04E+08 1.778515 
10/10/93 478.44 2.53E+08 0.860453 12/04/94 475.46 2.02E+08 1.75503 
11/10/93 478.79 2.6E+08 0.882863 13/04/94 475.37 2E+08 1.742694 
12/10/93 479.08 2.65E+08 0.901735 14/04/94 475.22 1.98E+08 1.722286 
13/10/93 479.28 2.69E+08 0.91491 15/04/941 475.05 1.95E+08 1.699384 
14/10/93 479.57 2.75E+08 0.934247 16/04/94 474.86 1.92E+08 1.674073 
15/10/93 479.75 2.78E+08 0.946387 17104/94 474.7 1.9E+08 1.652994 
16/10/93 479.93 2.82E+08 0.958633 18/04/94 474.58 1.88E+08 1.637lorl 
17/10/93 480.09 2.85E+08 0.969607 19/04/94 474.49 1.87E+08 1.625652 
18/10/93 T8-0.21 2.88E+08 0.977893 20/04/94 
' 
474.32 1.84E+08 1.603788 
19/10/93 480.32 2.9E+08 0.98553 21/04/94 4T4.16 1.82E+08 1.583432 
20/10/93 480.4 2.92E+08 0.9911091 22/04/94 474 1.8E+08 1.563289 
21/10/93 480.48 2.93E+08 0.9967081 23/04/94 473.87 1.78E+08 1.547081 
22/10/93 480.54 2.94E+08 1.000922 24/04/94 473.73 1.76E+08 1.529784 
23/10/93 480.6 2.96E+08 1.005147 25/04/94 473.59 1.74E+08 1.512652 
24/10/93 480.67 2.97E+08 1.010092 26/04/94 473.46 1.72E+081 1.49689 
25/10/93 480.74 2.99E+08 1.015052 27/04/94 473.33 1.7E+08 1.481269 
26/10/93 480.79 3E+08 1.018605 28/04/94 473.21 1.69E+08 1.466976 
27/10/93 480.74 2.99E+08 1.015052 29/04/94 473.02 1.66E+08 1.444591 
28/10/93 480.8 3E+08 1.019317 30/04/94 472.85 1.64E+08 1.424818 
29/10/93 480.84 3.01 E+08 1.022166 01/05/94 472.64 
- 
1.61 E+08 1.288025 
30/10/93 480.86 3.01 E+08 1.023593 02/05/9ý 77 2.47 1.59E+08 1.27034 
31/10/93 480.88 3.01 E+08 1.025021 03/05/94 472.11 1.54E+08 1.233625 
01/11/93 480.53 2.94E+08 2.088692 04/05/94 472.17 1.55E+08 1.239675 
02/11/93 480.54 2.94E+08 2.09016 05/05/94 472 1.53E+08 1.222605 
03/11/93 480.92 3.02E+08 2.146457 06/05/94 471.94 1.52E+08 1.216633 
04/11/93 480.96 3.03E+08 2.152441 07/05/94 1471.89 1.51 E+08 1.211678 
05/11/93 480.97 3.03E+08 2.153938 08/05/94 471.78 1.5E+08 1.20 0845 
06/11/93 480.98 3.04E+08 2.155436 09/05/94 471.74 1.5E+08 1.196928 
07/11/93 480.99 3.04E+08 2.156935 10/05/94 471.68 1.49E+08 1.191077 
08/11/93 480.99 3.04E+08 2.156935 11/05/94 471.59 1.48E+08 1.182351 
09/11/93 481 3.04E+08 2.158435 12/05/94 471.5 1.47E+08 1.173688 
10/11/93 481 3.04E+08 2.158435 13/05/94 471.4 1.46E+08 1.164136 
11/11/93 480.99 3.04E+08 2.156935 14/05/94 471.4 1.46E+08 1.164136 
12/1 - 1/93 481 3.04E+08 2.158435 15/05/9 _ 471.38 1.45E+08 1.1U234 
13/11/93 480.99 3.04E+08 2.156935 16/05/94 471.31 1.44E+08 1.155604 
14/11/93 481 3.04E+08 2.158435 17/05/94 471.22 1.43E+08 1.147135 
15/11/93 481 3.04E+08 2.158435 18/05/94 471.14 1.42E+08 1.139659 
16/11/93 480.99 3.04E+08 2.156935 19/05/94 471.04 1.41 U+08 1.130384 
17/11/93 480.98 3.04E+08 2.155436 20/05/94 470.98 1.41 E+08 1.124855 
18/11/93 481 3.04E+08 2.158435 21105/94 470.8 1.39E+08 1.108437 
19/11/93 480.99 3.04E+08 2.156935 22/05/94 470.68 1.37E+08 1.097629 
20/11/93 481 3.04E+08 2.158435 23/05/94 470.65 1.37E+08 1.094945 
21/11/93 481 3.04E+08 2.158435 24/05/94 470.56 1.36E+08 1.086933 
22/11/93 481 3.04E+08 2.158435 25/05/94 470.38 1 1.34E+08 1.071095 
23/11/93 480.99 3.04E+08 2.156935 26/05/94 470.28 1 1.33E+08 1.062405 
24/11/93 480.97 1 3.03E+08 2.153938 127/05/94 470.15 1 1.31 E+08 1 1.051222 
25/11/93 481 1 3.04E+08 12.1584351 28/05/94 , 470-13 1_1.31 E+08 1 1.049513 
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26/11/93 481 3.04E+08 2.158435 29/05/94 470.13 1.31 E+08 1.049513 
27/11/93 480.99 3.04E+08 2.156935 30/05/94 470.13 1.31 E+08 1.049513 
28/11/93 481 3.04E+08 2.158435 31/05/94 470.15 1.31 E+08 1.051222 
29/11/93 480.99 
- 
3.04E+08 2.156935 01/06/94 470.08 1.31 E+08 0.601021 
30/11/93 ý 81 3.04E+08 2.158435 02/06/94 470.11 1.31 E+08 0.601999 
01/12/93 481 3.04E+08 2.128034 03/06/94 469-981 1.3E+08 0.596157 
02/12/93 480.99 3.04E+Oi 2.126556 04/06/94 470.09 1.31 E+08 0.60151 
03/12/93 481 3.04E+08 2.128034 05/06/94 470.08 1.31 E+08 0.601021 
04/12/931 481 3.04E+08 2.128034 06/06/94 470.15 1.31 E+08 0.604453 
05/12/93 481 3.04E+08 2.128034 07/06/94 470.34 1.33E+08 0.613876 
06/12/93 480.99 3.04E+08 2.126556 08/06/94 470.68 1.37E+08 0.631137 
07/12/93 480.98 3.04E+08 2.125078 09/06/94 470.86 1.39E+08 0.640482 
08/12/93 481 3.04E+08 2.128034 10/06/94 470.8 1.39E+08 0.637351 
09/12/931 481.01 3.04E+08 2.129513 11/06/94 470.98 1.41 E+08 0.646792 
10/12193 481.01 3.04E+08 2.129513 12/06/94 471.02 1.41 E+08 0.648909 
11/12193 481 3.04E+08 2.128034 13/06/94 470.95 1.4E+08 0.645208 
12/12/93 480.99 3.04E+08 2.126556 14/06/94 470.87 1.39E+08 0.641005 
13/12/93 481 3.04E+08 2.128034 15/06/94 470.8 1.39E+08 _ 0.637351 
14/12/93 481 3.04E+08 2.128034 16/06/94 470.65 1.37E+08 0.629593 
15/12/93 481 3.04E+08 2.128034 17/06/94 470.59 1.36E+08 0.626518 
16/12/93 481 3.04E+08 2.128034 18/06/94 470.591 1.36E+08 0.626518 
17/12/93 481 3.04E+08 2.128034 19/06/94 470-53 1.36E+08 0.623459 
18/12/93 480.98 3.04E+08 2.125078 20/06/94 470.39 1.34E+08 0.616382 
19/12/93 480.99 3.04E+08 2.126556 21/06/94 470.23 1.32E+08 0.608401 
ýo 12/93 480.99 3.04E+08 2.126556 22/06/94 470.02 1.3E+08 0.598097 
21/12/93 480.99 3.04E+08 2.126556 23/06/94 469.86 1.28E+08 0.590378 
22/12/93 481 3.04E+08 2.128034 24/06/94 469.79 1.28E+08 0.587036 
23/12/93 481 3.04E+08 2.128034 25/06/94 469.07 1.2E+08 0.553923 
24/12/93 481.01 3.04E+08 2.129513 26/06/94 468.4 1.1 4E+08 0.525171 
25/12/93 1480-99 3.04E+08 2.126556 27106/94 468.2 1.12E+08 0.516972 
26/12/93 1480.99 3.04ET08 2.126556 28/06/94 468.06 1.11 E+08 0.511339 
27/12/93 480.98 3.04E+08 2.125078 29/06/94 1467.66 1.08E+08 0.495722 
_ 28/12/93 480.97 3.03E+08 2.123601 30/06/94 467-98 1.1 E+08 0.508159 
29/12/93 480.95 3.03E+08 2.120649 
30/12/93 480.92 3.02E+08 2.116225 
31/12/93 1480.92 3.02E+08 12.116225 1 
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APPENDIX B 
This appendix shows'the results of calculating -actual crop evapotranspiraataion, ET,,. 
for different crops in the selected canal in Gezira. The calculations followed the 
method described in Chapter 8.7.4. 
Table (B. 1) Gymailia - Tornan Nfinor - MS Cotton - (20/07H88 - 20/1/89) 
period starting Irrig Int. 
- days 
ETm 
mm/day 
D (m) DSa 
mm/root depth 
I 
P 
_ 
to 
da s 
ETa 
mm/day 
20/07/88 14 2.900 0.300 36 0.808 10.0 2.48 
03/08/88 14 2.634 0.300 36 0.83 11.3 2.43 
17/08/88 14 2.877 0.338 41 0.808 11.41 2.69 
31/08/88 14 4.161 0.434 52 0.68 8.5 3.42 
14/09/88 14 5.455 0.530 64 0.575 6.7 4.10 
28/09/88 14 6.621 0.623 75 0.52 5.9 4.77 
12/10/88 14 7.257 0.650 78 0.485 5.2 4.98 
26/10/88 14 7.451 0.650 78 0.475 5.0 5.01 
09/11/88 14 7.619 0.650 78 0.47 4.8 5.03 
23/11/88 14 7.120 0.650 78 0.495 5.4 4.97 
07/12/88 14 6.407 0.650 78 0.53 6.5 4.87 
21/12/88 14 5.691 0.650 78 0.565 7.7 4.72 
04/01/89 14 5.050 0.650 78 0.595 9.2 4.53 
18/01/89 3 4.810 10.650 1 78 0.62 10.1 4.81 
Table (B. 2) Gymairia Sorghum - 15/6/88 - 1/10/88 
period starting Irrig Int. 
days 
ETm 
mm/day 
D (m) 
I 
DSa 
mM/root depth 
P tl 
d2ys 
ETa 
mm/day 
15/06/88 14 2.954 0.300 36 0.8 9.7 2.48 
29106/88 14 3.299 0.330 39.6 0.77 9.2 2.71 
13/07/88 14 1 5.133 0.479 57 0.595 6.7 1 3.78 
27/07/88 14 6.359 0.595 71 0.53 6.0 4.58 
10/08/88 14 6.114 0.600 72 0.545 6.4 4.57 
24/08/88 14 6.160 0.600 72 0.54 6.3 ý. 58 
07/09/88 14 5.641 ? -600 
1 72 0.57 7.3 ACI 4.4 
21/09/88 9 4.390 0 0.600_ 1____ 72 " 0.65 10.8 4. 
Table (13.3) Gymailia - Toman - Wad Numan - Wheat 10/11/88 - 25/2/89 
period 
startinq 
, 
Irrig Int. 
days 
Etm 
mm/day 
D (M) DSa mm/ 
root depth 
P t' days Eta 
mm/day 
10/11/88 14 2.204 0.200 24 0.78 8.5 1.68 
24/11/88 14 2.645 0.230 27.6 0.735 7.7 1.92 
_ 08/12/88 14 4.659 0.379 45 0.53 5.2 3.02 
_ 22/12/88 14 6.523 0.495 59 0.435 4.0 3.90 
05/01/89 14 6.830 0.500 60 0.43 3.8 3.97 
19/01/89 14 6.814 0.500 60 0.43 3.8 3.97 
02/0? 12 [- 14 1 5.663 0.500 1 60 10.465 4.9 3.82 
-- 16/02/89 17 1 4.407 0.500 1 60 1 0.56 7.6 4.41 
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Table (B. 4) Toman - Wad Numan - Sorghum - 22/6/88 - 7/10/88 
period starting Irrig Int. days ETm 
mm/day 
D 
(m) 
Dsa 
mm/root depth 
P 
_ 
to 
days 
ETa 
mm/day 
22/06/88 14 2.771 0.300 36 0.86 11.2 2.50 
06/07/88 14 3.002 0.330 39.6 0.8 10.5 2.67 
20/07/88 14 4.797 0.479 57 0.68 8.1 3.82 
03/08/88 14 5.964 0.595 71 0.55 6.6 4.52 
17/08/88 14 6.150 0.600 72 0.54 6.3 4.57 
31/08/88 14 6.293 0.600 72 0.535 6.1 4.60 
14/09/88 14 5.590 10.600 1 72 0.57- 7.3 
- - 
4.48 
28/09/88 19 1 4.375 10.600 1 72 0.66 10. -9 r 4.3 8 
Table (B. 5) Wad Numan-Cotton MS-1 5[7/88 - 15/1189 
period starting Irrig Int. ETm 
mm/da 
D 
(m) 
DSa 
mm/root depth 
P to 
da s 
ETa 
mm/day 
15/07/88 14 3.007 0.300 36 _ 0.8 9.6 2.49 
29/07/88 14 2.766 0.300 36 0.785 10.2 2.43 
12108/88 14 2.997 1 0.338 41 0.8 10.81 2.72 
26/08/88 14 4.037 0.434 52 0.7 9.0 3.41 
09/09/88 14 5.454 0.530 64 0.575 6.7 4.10 
23/09/88 14 6.639 0.623 75 0.52 5.9 4.77 
07/10/88 14 7.146 0.650 78 0.495 5.4 4.98 
21/10/88 14 7.394 0.650 78 0.47 5.0 4.99 
04/11/88 14 7.540 0.650 78 0.475 4.9 5.02 
18/11/88 14 7.174 0.650 78 0.49 5.3 4.98 
02/12/88 14 6.364 0.650 78 0.53 6.5 4.86 
16/12/88 14 5.721 0.650 78 0.565 7.7 4.73 
30/12/88 14 5.056 0.650 78 0.595 9.2 4.53 
13/01/89 13 4.580 0.650 1 78 0.64 10.9 4.58 
Table (B. 6) Hamza-Umuud-Fadlein Minors - Cotton MS-3/8/88 - 3/2/89 
period starting Irrig Int. 
days - 
ETm 
mm/day 
D 
(m) 
DSa 
mm/ root depth 
P to 
da S 
r ETa 
mm/day 
03/08/88 14 2.634 0.300 36 _ 0.83 11.3 2.43 
17/08/88 14 2.563 0.300 36 0.83 11.7 2.41 
31/08/88 14 3.122 1 0.338 41 0.79 10.31 2.74 
14/09/88 14 4.260 0.434 52 0.67 8.2 3.43 
28/09/88 14 5.464 0.530 64 0.575 6.7 4.10 
12/10/88 14 6.738 0.623 75 0.515 5.7 4.78 
26/10/88 14 1 7.391 0.650 78 0.47 5.0 4.98 
09/11/88 14 7.653 0.650 78 0.465 4.7 5.03 
23/11/88 14 7.493 0.650 78 0.475 4.9 5.01 
07/12/88 14 7.007 0.650 78 0.5 5.6 4.96 
21/12/88 14 6.319 0.650 78 0.535 6.6 4.86 
04/01/89 14 5.675 0.650 78 0.56 4.72 
18101/89 14 5.314 0.650 78 0.585 8.6 4.62 
01/02/89 3 5.090 0.650 78 0.595 9.1 5.09 
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Table (B. 7) Hamza-Umuud-Fadlein - Sorghum - 1/7/88 - 15/10/88 
period starting Irrig Int. 
days 
ETm 
m/day 
-D (m) 
DSa 
mm/root depth 
P 
- 
to 
days 
ETa 
mmLdaa 
01/07/88 14 T556 0.300 36 - 0.83 11.7 2.40 
15/07/88 14 2.877 0.330 39.6 0.808 11.1 F64 
29/07/88 14 
T 
4.486 1 0.479 57 0.65 8.3 1 3.70 
12/08/88 14 5.836 0.595 71 0.56 6.9 4.51 
26/08/88 14 6.293 0.600 72 0.535 6.1 ý -60 
09/09/88 14 6.386 0.600 72 0.53 6.0 4.61 23/09/88 14 5.480 10.600 1 72 1 0.58 7.6 4.46 
07/10/88 19- 
1 
4.302 10.600 1 72 1 0.67 1 11.2 1 4.30 
Table (B. 8) Hamza ; Umuud - Fadlein; Ground nut - 25/6/88 - 10/11/89 
period starting Irrig Int. 
days 
ETm 
mm/day 
D 
(m) 
Dsa 
mm/root depth 
I 
P 
_ 
te 
days 
ETa 
mm/day 
25/06/88 14 3.497 0.200 24 0.65 4.5 1.70 
09/07/88 14 3.534 0.217 26.0 0.65 4.8 1.84 
23/07/88 14 4.491 0.300 36 0.55 4.4 2.49 
06/08/88 14 5.339 0.383 46 0.54 4.7 3.14 
20/08/88 14 5.905 0.400 48 0.455 3.7 3.25 
03/09/88 14 6.123 0.400 48 0.447 3.5 3.26 
17/09/88 14 6.159 0.400 48 0.446 3.5 1 3.26 
01/10/88 14 5.721 0.400 48 0.465 3.9 3.24 
15/10/88 14 5.133 0.400 
' 
48 
- 
0.495 4.6 3.19 
8 13 4.662 0.405 F 48 0.53 5.5 3.15 
Table (B. 9) Hamza - Umuud - Fadlein; Wheat 15/11/88 -1/3/89 
period starting 
I 
Irrig Int. 
days 
Urn, 
mm/dav 
D 
(m) 
DSa 
mm1d y 
to 
DAYS 
ETa 
mm/day 
15/11/88 14 2.193 0.200 24 0.78 1 8.5 1.68 
29/11/88 14 2.763 0.230 27.6 0.72 7.2 1.92 
13/12/88 14 4.829 1 Oe379 45 0.52 4.9 3.04 
27/12/88 14 6.505 1 0*495 59 0.438 4.0 3.90 
10/01/89 14 6.950 j Os5OO 60 0.425 3.7 3.98 
24/01/89 14 7,135 0.500 60 0.42 3.5 4.00 
07/02/89 14 ý 5.891 0.500 60 
1 
0.455 AA 
I 
1 
-185 
j 
21/02/89 7 4.210 M^^ -- ^ -- . 
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Table (B. 1 0) Tuweir - Belbash - Cotton ELS-23/8/88 - 13/3/89 
period starting Irrig Int. 
days 
Etm 
mm/day 
D 
(m) 
DSa 
mm/root depth 
P to 
days 
ETa 
mm/day 
23/08/88 14 2.609 0.3 36 0.83 11.5 2.42 
06/09/88 14 2.686 0.3 36 0.82 11.0 2.44 
20/09/88 14 2.749 0.302 36 0.82 10.8 2.46 
_ 04/10/88 14 3.305 0.368 44 0.77 
, 
10.3 2.94 
_ 18/10/88 14 4.373 0.468 56 0.66 8.5 3.63 
01/11/88 14 5.826 0.568 68 0.56 6.6 4.36 
15/11/88 14 6.951 0.666 80 0.5 5.8 5.03 
29/11/88 14 7.471 0.700 84 0.475 5.3 5.27 
_ 13/12/88 14 7.457 0.700 84 0.475 5.4 5.27 
27/12/88 14 7.429 0.700 84 0.48 5.4 5.27 
10/0 1 /89 14 7.149 0.700 84 0.49 5.8 5.23 
24/01/89 14 7.121 0.700 84 0.495 5.8 5.23 
07/02/89 14 6.996 0.700 84 0.5 6.0 -5.21 
21/02/89 14 1 6.437 10.700 1 84 10.53. 6.9 1 5.11 
07/03/89 7 1,6.044 ' 1 0.700_ 1 84 1 0.55 7.6 1 6.04 
Table (13.11) Tuweir - Mardi - Beibash - Sorghum - 1017188 - 25/10/88 
period starting Irrig Int. ETm D 
(m) 
DSa 
mm/root depth 
P t, 
da s 
r ETa 
mm/clay 
10/07/88 14 2.388 0.300 36 0.845 12.7 2.34 
24/07/88 14 2.579 0.330 39.6 0.83 12.7 2.53 
07/08/88 14 4.004 1 0.479 57 0.7 10.01 3.61 
21/08/88 14 5.899 1 0.595 71 0.555 6.7 4.51 
04/09/88 14 6.425 0.600 
- 
72 0.53 5.9 4.62 
18/09/88 14 6.410 0.66 0 72 0.53 6.0 4.62 
02/10/88 14 5.525 0.600 72 1 0.575 7.5 4.47 
r- 16/10/88 9 4.385 0.600 72 _ 1 0.66 10.8 1 4.39 
Table (13.12) Tuweir - Mardi - Beibash - Ground nut - 20/6/88 - 5/11/89 
period starting Irrig Int. days ETm 
mm/day 
D 
_(m) 
DSa 
mm/root depth 
P to 
days 
ETa 
mm/day 
20/06/88 14 3.609 0.200 24 _ 0.64 4.3 1.70 
04/07/88 14 3.560 0.217 26.0 0.64 4.7 1.84 
18/07/88 14 4.587 0.3001 36 0.54 1 4.2 2.49 
01/08/88 14 5.670 0.383 46 0.465 3.8 3.12 
15/08/88 14 5.850 0.400 48 0.455 3.7 3.24 
29/08/88 14 6.051 0.400 48 0.45 3.6 3.26 
12/09/88 14 6.123 0.400 48 0.448 3.5 1 3.26 
26/09/88 14 5.763 0.400 48 0.46 3.8 3.24 
10/10/88 14 5.056 0.400 48 0.498 4.7 3.18 
24/10/88 13 4.566 0.400 48 0.54 5.7 3.15 
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Table (B. 13) Tuweir - Mardi - Beibash - Wheat - 20/11/88 - 5/3/89 
period starting Irrig Int. 
days 
Etm 
m/da 
-D (m) 
DSa 
mm/root depth 
P to 
da s 
ETa. 
mm/day 
20/11/88 14 2.176 0.200 24 0.78 8.6 1.67 
_ 04/12/88 14 2.615 0.230 27.6 0.74 7.8 1.92 
_ 18/12/88 14 4.571 1 0.379 45 0.54 5.4 1 3.02 
01/01/89 14 6.494 0.495 59 0.438 4.0 3.90 
_ 15/01189 14 7.100 0.500 60 0.42 3.5 3.99 
29/01/89 14 7.247 0.500 60 0.413 3.4 4.00 
1 12/02/89 14 5.907 0.500 1 60 10.455 4.6 3.86 1 
1 26/02/89 7 3.921 10.500 1 60 1 0.61 9.3 _ 1 3.92 1 
Table (13.14) Elmard! minor Cotton ELS-1 /9/88 - 20/3/89 
period starting Irrig Int. 
da s 
T Etm 
mm/day 
D- 
(m) 
DSa 
_mm/root 
depth 
P te 
days 
a 
mm/day 
01/09/88 14 2.671 0.300 36 _ 0.822 11.1 2.44 
15/09/88 2.694 0.300 36 0.822 11.0 2.44 
29/09/88 14 2.730 0.302 36 0.822 10.9 2.46 
13/10/88 14 3.460 0.368 44 0.75 9.6 2.6 
27/10/88 14 4.591 0.468 56 . 0.64 7.8 3.65 
10/11/88 14 6.023 0.568 68 0.55 6.2 4.39 
24/11/88 14 7.020 0.666 80 0.5 5.7 5.05 
08/12/88 14 7.415 0.700 84 0.48 5.4 5.27 
22/12/88 14 7.469 0.700 84 0.475 5.3 5.27 
05/01/89 14 7.377 0.700 84 0.48 5.5 5.26 
19/01/89 14 7.441 0.700 84 0.48 5.4 5.28 
02/02/89 14 7.410 0.700 84 0.48 5.4 5.27 
16/02/89 14 7.075 0.700 84 0.495 5.9 5.22 
02/03/89 14 6.467 0.700- r-84 
-- 
10.525 6.8 5.11 
16/03/89 5 6.210 10.700 1 84 rO 5-4 7.3 6.21 
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APPENDIX C 
This appendix shows the results of crop evapotranspiration, ETO, for different crops in 
the selected canals in Gezira. The results are the output of Software Cropwat. 
Reference crop evapotranspiration from Table(8.8), sowing dates from Table (8.14), 
rainfall from Table (8.5) and crop files from Tables (8.15) to (8.19) are fed to Cropwat 
to obtain ETm in mm/day. 
Table (C. 1): ET. in mnVday - Gymailya Minor - 19 88 
10 day 
period 
MS - Cotton 
No rain 
20n - 20/1 
MS - Cotton 
rain 
20n - 20/1' 
Sorghum 
No rain 
15/6-1/10 
Sorghum 
rain 
15/6-1/10 
Wheat No 
rain 
10/11-25/2 
Jun I 
Jun 2 3.08 3.08 
Jun 3 2.86 2.06 
Jul 1 3.16 0.89 
Jul 2 4.43 1.03 
Jul 3 93 0.0 6.07 2.83 
Aug 1 2.72 0.0 6.52 3.44 
Aug 2 2.52 0.0 6.05 3.14 
Aug 3 3.02 0.54 6.19 3.71 
Sept 1 4.02 1.97 6.12 4.07 
Sept 2 5.01 3.39 5.45 3.83 
Sept 3 5.9 4.61 4.39 3.1 
Oct 1 6.78 5.81 
Oct 2 7.2 6.55 
Oct 3 7.36 6.93 
Nov 1 7.52 7.31 
Nov 2 7.69 7.69 2.21 
Nov 3 7.36 7.36 2.18 
Dec 1 6.8 6.8 3.11 
Dec 2 6.25 6.25 4.95 
Dec 3 5.8 5.8 6.40 
_ Jan 1 5.29 5.29 6.83 
_ Jan 2 4.81 4.81 6.83 
Jan 3 6.92 
Feb 1 6.22 
Feb 2 4.92 
Feb 3 3.38' 
Mar 1 
_ Mar 2 
FMar 3 :J 
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Table (C. 2): ET. in mm/day - Tornan Minor - 1988/1989 
10 day 
period 
MS - Cotton 
No rain 
20n - 20/1 
MS - Cotton 
rain 
20n - 20/1 
Sorghum 
No rain 
22/6 - 7/10 
Sorghum 
rain 
15/6-1/10 
Wheat No 
rain 
10/11-22/2 
Jun I 
_ Jun 2 
Jun 3 2.86 2.18 
_ Jul 1 2.61 0.65 
- Jul 2 3.22 0.28 
_ Jul 3 2.93 0.13 4.74 1.95 
Aug 1 2.72 0.07 5.9 3.26 
Aug 2 2.52 0.02 6.05 3.55 
_ Aug 3 3.02 0.58 6.19 3.75 
_ Sept 1 4.02 1.57 6.37 3.92 
Sept 2 5.01 2.58 6.07 3.64 
_ Sept 3 5.9 4.06 5.11 3.27 
_ Oct 1 6.78 5.59 4.06 2.87 
- Oct 2 7.2 6.62 
Oct 3 7.36 6.98 
Nov 1 7.52 7.33 
_ Nov 2 7.69 7.69 2.21 
_ Nov 3 7.36 7.36 2.18 
Dec 1 6.8 6.8 3.11 
_ Dec2 6.25 6.25 4.95 
_ Dec 3 5.8 5.8 6.40 
_ Jan 1 5.29 5.29 6.83 
Jan 2 4.81 4.81 6.83 
Jan 3 6.92 
Feb 1 6.22 
Feb 2 4.92 
Feb 3 3.38 
Mar 1 
Mar 2 
Mar 3 
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Table (C. 3): ET.. in mnVday - Wad Numan Minor - 1988/1989 
10 day 
period 
MS - Cotton 
No rain 
l5n- 1511 
MS - Cotton 
rain 
15n- 1511 
Sorghum 
No rain 
22/6-7/10 
Sorghum 
rain 
15/6-1/10 
Wheat No 
rain 
10/11-25/2 
Jun I 
Jun 2 
Jun 3 2.86 2.19 
Jul 1 2.61 0.75 
Jul 2 3.11 0.31 3.22 0.23 
Jul 3 2.93 0.09 4.74 1.52 
Aug 1 2.72 0.0 5.9 2.7 
Aug 2 2.74 0.0 6.05 2.91 
Aug 3 3.46 0.94 6.19 3.67 
Sept 1 4.47 2.62 6.37 4.52 
Sept 2 5.47 4.27 6.07 4.96 
Sept 3 6.36 5.43 5.11 4.38 
Oct 1 7.01 6.35 4.06 3.6 
Oct 2 7.2 6.81 
Oct 3 7.36 7.1 
Nov 1 7.52 7.39 
Nov 2 7.56 7.56 2.21 
Nov 3 7.12 7.12 2.18 
Dec 1 6.56 6.56 3.11 
Dec 2 6.01 6.01 4.95 
_ Dec 3 5.56 5.56 - 6.40 
Jan 1 5.05 5.05 6.83 
_ Jan 2 4.58 4.58 6.83 
_ Jan 3 - 6.92 
_ Feb 1 6.22 
Feb 2 4.92 
_ Feb 3 3.38 
_ Mar I 
_ Mar 2 
FMar 3 
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Table (C. 4): ET. in mm/day - Hamza - Umuud - Fadlein - Minor - 1988/1989 
10 day 
period 
MS - 
Cotton 
No rain 
15n - 1511 
Ms - 
Cotton 
rain 
15n - 1511 
Ground nut 
No rain 
25/6-10/11 
Ground nut 
rain , 25/6-10/11 
Sorghum 
No rain 
in - 15110 
Sorghum 
rain 
in . i5/io 
Wheat No 
rain 
15/11-1/3 
Jun 1 
Jun 2 
Jun 3 3.68 2.99 
Jul 1 3.36 1.39 2.61 0.64 
Jul 2 3.44 0.48 2.42 0.0 
Jul 3 4.18 1.3 3.22 0.35 
ARE 1 2.72 0.0 5.05 2.25 4.75 1.96 
- Aug 2 2.52 0.0 5.5 2.79 5.64 2.93 
Aug 3 2.58 0.2 5.91 3.52 6.19 3.81 
Sept 1 2.97 0.92 6.08 4.02 6.37 4.32 
Lept 2 ___ 3.81 2.08 6.18 4.45 6.48 4.75 
_ jept 3 4.71 3.56 6.15 4.99 5.93 4.78 
Oct 1 _ 5.59 5.15 5.87 5.42 4.88 4.43 
Oct 2 6.47 6.47 5.35 5.35 3.84 3.84 
Oct 3 7.22 7.22 4.97 4.97 
Nov 1 7.52 7.52 4.57 4.57 
Nov 2 7.69 7.69 2.21 
Nov 3 7.6 7.6 2.18 
Dec 1 7.35 7.35 2.63 
Dec 2 6.87 6.87 4.01 
Dec 3 6.43 6.43 5.92 
Jan 1 5.91 5.91 6.83 
Jan 2 5.44 5.44 6.83 
Jan 3 5.28 5.28 7.28 
FI eb 1 5.09 6.99 
Feb 2 5.73 
Feb 3 4.21 
Mar I 
Mar 2 
Mar 3 
283 
Table (C. 5): ET. in mm/day - Eltweir - Minor - 1988/1989 
10 day 
period 
ELS- 
Cotton 
No rain 
23/8-13/3 
ELS - 
Cotton 
rain 
15n- 1511 
Ground 
nut 
No rain 
20/6-5/11 
Ground nut 
rain 
25/6-10/11 
Sorghum 
No rain 
1 On -25/10 
Sorghum 
rain 
1 On -25/10 
Wheat No 
rain 
20/11-5/3 
Ju nII 
- Jun 2 
Jun 3 3.68 3.45 
Jul 1 3.36 2.91 
Jul 2 3.77 3.1 '2.42 1.74 
Jul 3 4.81 3.72 2.27 1.19 
Aug 1 5.63 3.93 2.99 1.29 
Aug 21 5.77 3.55 4.41 2.2 
Aug 3 2.58 0.89 5.91 4.21 5.77 4.08 
jMt 1 2.66 1.55 6.08 4.98 6.37 5.27 
jjet 2 2.7 2.15 6.18 5.63 6.48 5.93 
E, SpL3 2.69 2.32 6.02 5.66 6.44 6.08 
_ Oct 1 2.96 2.78 5.62 5.44 5.9 5.72 
Oct 2 3.65 3.65 5.10 5.10 4.85 4.85 
Oct 3 4.57 4.57 4.72 4.72 3.92 3.92 
Nov 1 5.54 5.54 4.32 4.32 
Nov 2 6.54 6.54 
Nov 3 7.26 7.26 2.18 
Dec 1 7.52 7.52 - 2.16 
Dec 2 7.44 7.44 3.07 
Dec 3 7.48 7.48 - 4.98 
Jan 1 7.4 7.4 6.36 
Jan 2 7.13 7.13 6.83 
Jan 3 7.13 7.13 7.28 
Feb 1 7.11 7.11 7.38 
Feb 2 6.95 6.95 
- 
6.55 
Feb 3 6.6 6.6 5.05 
Mar 1 6.22 6.22 
- 
3.47 
Mar 2 5.81 5.81 
-. Mar 3 
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Table (C. 6): ET. in mnVday - Elmaidi - Minor - 1988/1989 
10 day 
period 
ELS - 
Cotton 
No rain 
1/9 - 20/3 
ELS - 
Cotton 
rain 
1/9-20/3 
Ground 
nut - No rain , 20/6-5/11 
Ground nut 
rain 1. 25/6-10/11. 
Sorghum 
, No rain 
lOn-25110 
Sorghum 
rain . lOn -25/10 
Wheat No 
rain 
20/11-5/3 
Jun II 
Jun 2 
Jun 3 3.68 3.48 
Jul 1 3.36 3.04 
Jul 2 3.77 3.29 2.42 1.93 
Jul 3 4.81 3.7 2.27 1.16 
Au 1 5.63 3.62 2.99 0.98 
Au 2 5.77 2.99 4.41 1.64 
Aug 3 5.91 3.84 5.77 3.71 
Sept 1 2.66 1.37 6.08 4.79 6.37 5.08 
ý, gI2 2.7 2.15 6.18 5.63 6.48 5.93 
_ j, SRL3 2.69 2.32 6.02 5.66 6.44 6.08 
_ Oct 1 2.67 2.49 5.62 5.44 5.9 5.72 
Oct 2 3.07 3.07 5.10 5.10 4.85 4.85 
Oct 3 3.98 3.98 4.72 4.72 3.92 3.92 
Nov 1 4.93 4.93 4.32 4.32 
Nov 2 5.92 5.92 
Nov 3 6.73 6.73 2.18 
Dec 1 7.31 7.31 2.16 
Dec 2 7.44 7.44 3.07 
Dec 3 7.48 7.48 4.98 
Jan 1 7.44 7.44 6.36 
Jan 2 7.33 7.33 6.83 
Jan 3 7.46 7.46 7.28 
Feb 1 7.46 7.46 7.38 
Feb 2 7.32 7.32 6.55 
Feb 3 6.98 6.98 5.05 
Mar 1 6.61 6.61 3.47 
Mar 2 6.21 6.21 
Mar 3 1 
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Table (C. 7): ET. in nun/day - Beibash - Nfinor - 1988/1989 
10 day 
period 
ELS - 
Cotton 
No rain 
23/8-13/3 
ELS - 
Cotton 
rain 
23/8-13/3 
Ground 
nut 
No rain 
20/6-5/11 
Ground nut 
rain 
25/6-10/11 
Sorghum 
No rain 
10n -25/10 
Sorghum 
rain 
lOn -25/10 
Wheat No 
rain 
20/11-5/3 
Jun I 
Jun 2 
Jun 3 3.68 3.42 
Jul 1 3.38 2.91 
Jul 21 3.77 3.1 2.42 1.75 1 
Jul 3 I 4.81 3.45 2.27 0.92 
_ Au 1 5.63 3.25 2.99 0.62 
Au&2 5.77 2.54 4.41 1.18 
_ Aug 3 2.58 0.21 5.91 1 3.54 5.77 3.40 
j22t 1 2.66 1.28 6.08 4.7 6.37 5.00 
Sept 2 2.7 2.25 6.18 5.73 6.48 6.03 
Sept 3 2.69 2.39 6.02 5.73 6.44 6.15 
Oct 1 2.96 2.81 5.62 5.47 5.9 5.75 
Oct 2 3.65 3.65 5.10 5.10 4.85 4.85 
Oct 3 4.57 4.57 4.72 4.72 3.92 3.92 
Nov 1 5.54 5.54 4.32 4.32 
Nov 2 6.54 6.54 
Nov 3 7.26 7.26 2.18 
Dec 1 7.52 7.52 2.16 
Dec 2 7.44 7.44 
- 
3.07 
Dec 3 7.48 7.48 4.98 
Jan 1 7.4 7.4 6.36 
Jan 2 7.13 7.13 - 
6.83 
Jan 3 7.13 7.13 7.28 
Feb 1 7.11 7.11 7.38 
Feb 2 6.95 6.95 6.55 
Feb 3 6.6 6.6 5.05 
Mar 1 6.22 6.22 3.47 
Mar 2 5.81 5.81 
Mar 3 1 
j 
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APPENDIX D 
This appendix shows the text of the SEF File "RESERV. SIF' for the optimization 
problem formulated in Chapter IX. 
NAME RESERV 
IE 1 1 
IE 2 2 
IE 3 3 
IE 4 4 
EE 5 5 
IE 6 6 
IE 7 7 
EE 8 8 
IE P 11 
EF, M I 
IE N 12 
IA P+l p1 
IA M+l M1 
IA N+l N1 
* CONSTANTS OFT]HE OBJECTIVE FUNCTION 
RE al, l 0.52 
RE al, 2 0.52 
RE al, 3 0.52 
RE a 1,4 0.52 
RE al, 5 0.52 
RE al, 6 0.52 
RE bl, l 0.0098 
RE bl, 2 0.0098 
RE bl, 3 0.0098 
RE b 1,4 0.0098 
RE bl, 5 0.0098 
RE bl, 6 0.0098 
RE cl, l -8.85D-6 
RE c 1,2 -8.85D-6 
RE cl, 3 -8.85D-6 
RE c 1,4 -8.85D-6 
RE cl, 5 -8.85D-6 
RE cl, 6 -8.85D-6 
RE dl, l -8.85D-6 
RE dl, 2 -8.85D-6 
RE dl, 3 -8.85D-6 
RE dl, 4 -8.85D-6 
RE dl, 5 -8.85D-6 
RE dl, 6 -8.85D-6 
RE a2,1 0.163 
RE a2,2 0.163 
RE a2,3 0.163 
RE a2,4 0.163 
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D'C 
RE, a2,5 
RE a2,6 
RE b2,1 
RE b2,2 
RE b2,3 
RE b2,4 
RE b2,5 
RE b2,6 
RE c2,1 
RE c2,2 
RE c2,3 
RE c2,4 
RE c2,5 
RE c2,6 
RE d2,1 
RE d2,2 
RE d2,3 
RE d2,4 
RE d2,5 
RE d2,6 
RE al, 7 
RE al, 8 
RE al, 9 
RE al, 10 
RE al, l I 
RE al, 12 
RE bl, 7 
RE bl, 8 
RE bl, 9 
RE bl, 10 
RE bl, l 1 
RE bl, 12 
RE cl, 7 
RE cl, 8 
RE c 1,9 
RE cl, 10 
REcl, ll 
RE c 1,12 
RE dl, 7 
RE dl, 8 
RE dl, 9 
RE dl, 10 
RE dl, l 1 
RE dl , 12 
RE a2,. 
ý 
RE a2,8 
RE a2,9 
RE a2,10 
RE a2,11 
0.163 
0.163 
0.021 
0.021 
0.021 
0.021 
0.021 
0.021 
-8.85D-6 
-8.85D-6 
-8.85D-6 
-8.85D-6 
-8.85D-6 
-8.85D-6 
-8.85D-6 
-8.85D-6 
-8.85D-6 
-8.85D-6 
-8.85D-6 
-8.85D-6 
0.601 
0.601 
0.601 
0.601 
0.601 
0.601 
0.0113 
0.0113 
0.0113 
0.0113 
0.0113 
0.0113 
-1.02D-5 
-1.02D-5 
-1.02D-5 
-1.02D-5 
-1.02D-5 
-1.02D-5 
-1.02D-5 
-1.02D-5 
-1.02D-5 
-1.02D-5 
-1.02D-5 
-1.02D-5 
0.188 
0.188 
0.188 
0.188 
0.488 
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RE a2,12 0.188 
RE b2,7 0.024 
RE b2,8 0.024 
RE b2,9 0.024 
RE b2,10 0.024 
RE b2,11 0.024 
RE b2,12 0.024 
RE c2,7 -1.02D-5 
RE c2,8 -1.02D-5 
RE c2,9 -1.02D-5 
RE c2,10 -1.02D-5 
RE c2,11 -1.02D-5 
RE c2,12 -1.02D-5 
RE d2,7 -1.02D-5 
RE d2,8 -1.02D-5 
RE d2,0 -1.02D-5 
RE d2,10 -1.02D-5 
RE d2,11 -1.02D-5 
RE d2,12 -1.02D-5 
*Roseires reservoir continuity equation 
RE ql 11046.0 
RE q2 5787.0 
RE q3 2212.0 
RE q4 1277.0 
RE q5 652.0 
RE q6 411.0 
RE q7 322.0 
RE q8 269.0 
RE q9 525.0 
RE qlO 1641.0 
REqll 7172.0 
RE q12 14545.0 
RA el ql -5.966 
RA e2 q2 -8.21 
RA e3 q3 -16.948 
RA e4 q4 -16.709 
RA e5 q5 -16.948 
RA e6 q6 -18.857 
RA e7 q7 -21.244 
RA e8 q8 -21.006 
RA e9 q9 -19.096 
RA elO qlO -10.98 
R. Aell qll -6.206 
RA e12 q12 -4.535 
* SENNAR reservoir continuity equation 
RE rul 1225.63 
RE ru2 1267.6 
RE ru3 1197.5 
RE ru. 4 1305.8 
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RE ru5 1314.2 
RE ru6 946.2 
RE ru7 123.74 
RE ru8 74.3 
RE ru9 74.3 
RE rulO 105.41 
RErull 245.18 
RE ru 12 762.82 
RS hl rul 24.1 
RS h2 ru2 32.02 
RS B ru3 38.43 
RS M ru. 4 34.42 
RS h5 ru5 35.97 
RS h6 ru. 6 40.68 
RS V ru7 46.94 
RS h8 ru. 8 52.2 
RS h9 ru. 9 48.2 
RS MO rulO 35.62 
RS hll rull 19.99 
RS M2 ru 12 14.83 
*requirem ents downstream 
RE dsl 105.9 
RE ds2 105.9 
RE ds3 105.9 
RE ds4 105.9 
RE ds5 105.9 
RE ds6 105.9 
RE ds7 105.9 
RE ds8 105.9 
RE ds9 105.9 
RE dslO 105.9 
RE ds 11 105.9 
RE dsl2 105.9 
RE rdl 51.07 
RE rd. 2 52.82 
RE rd3 49.90 
RE rd4 54.40 
RE rd5 54.76 
RE rd6 39.42 
RE rd7 5.160 
RE rd8 3.1 
RE rd9 3.1 
RE rdlO 4.39 
RE rdl 1 10.22 
RE rdl2 31.78 
R+ fl rdl dsl 
R+ f2 rd2 ds2 
R+ B rd3 ds3 
R+ f4 rd4 ds4 
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R+ f5 rd5 ds5 
R+ f6 rd6 ds6 
R+ V rd7 ds7 
R+ f8 rd8 ds8 
R+ f9 rd9 ds9 
R+ flO rdlO dslO 
R+ fll rdl 1 dsll' 
R+ f12 rdl2 dsl2 
VARMBLES 
DO i1 
DOj 1 
" X(ij) 
" Y(ij) 
ODj 
OD i 
DO i1 
DOj 1 
x S(ij) 
ODj 
OD i 
GROUPS 
* objective function 
DO i1 
2N Obj(1, i) X(l, i) 
OD i 
DO i- 1 
ZN Obj(2, i) X(2, i) 
OD i 
DO i1 
XN ObJ(3, i) 
OD i 
DO i1 
XN ObJ(4, i) 
OD i 
DO iI 
XN ObJ(5, i) 
OD i 
DO i 
XN ObJ(6, i) 
OD i 
DO i1 
XN Obj(7, i) 
OD i 
DO i1 
XN Obj(8, i) 
OD i 
M+l 
P+l 
M+l 
N+l 
P+l 
P+l , 
a(2, i) 
P+l 
P+l 
P+l 
P+l 
P+l 
P+l 
* continuity equation of roseries reservoir 
*Cons l- continuity equation roseries 
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XE Consl S1,2 1.0 Si'l -1.0 
XE Consl Xl, l 1.0 Yl, l 1.0 
*Cons2 - continuity equation roseries 
XE Cons2 S 1,3 1.0 S1,2 -1.0 
XE Cons2 X1,2 1.0 Y1,2 1.0 
*Cons3 - continuity equation roseries 
XE Cons3 S 1A 1.0 S1,3 -1.0 
XE Cons3 X1,3 1.0 Y1,3 1.0 
*Cons4 - continuity equation roseries 
XE Cons4 S 1,5 1.0 S1,4 -1.0 
XE Cons4 XlA lff Y1,4 1.0 
*Cons5 - continuity equation roseries 
XE Cons5 S 1,6,1.0 S1,5 -1.0 
XE Cons5 X1,5 1.0 Y1,5 1.0 
*Cons6 - continuity equation roseries 
XE Cons6 S 1,7 1.0 S1,6 -1.0 
XE Cons6 XI, 6 1.0 Y1,6 1.0 
*Cons7 - continuity equation roseries 
XE Cons7 S 1,8 1.0 SI, 7 -1.0 
XE Cons7 X1,7 1.0 Y1,7 1.0 
*Cons8 - continuity equation roseries 
XE Cons8 S 1,9 1.0 Si'S -1.0 
XE Cons8 X1,8 1.0 Y1,8 1.0 
*Cons9 - continuity equation roseries 
XE Cons9 S1,10 1.0 S1,9 -1.0 
XE Cons9 X1,9 1.0 Y1,9 1.0 
*ConslO - continuity equation roseries 
XE ConslO S1,11 1.0 S1,10 -1.0 
XE ConslO X1,10 1.0 Y1,10 1.0 
*Cons 11 - continuity equation roseries 
XE Consll S1,12 1.0 SI'll -1.0 
XE Consll X1,11 1.0 Y1,11 1.0 
*Cons 12 - continuity equation roseries 
XF, Cons12 S1,13 1.0 S1,12 -1.0 
XE Cons12 X1,12 1.0 Y1,12 1.0 
DO i1 P+l 
XE Cons(i) 
OD i - 
* continuity equation of sennar reservoir 
*Cons 13 - continuity equation sennar 
XE Cons13 S2,2 1.0 S2,1 -1.0 
xE Cons13 Xl, l -1.0 Yl, l -1.0 
XF, Cons13 X2,1 1.0 Y2,1 1.0 
*Cons 14 - continuity equation sennar 
XE Consl4 S2,3 1.0 S2,2 -1.0 
XE Cons14 X1,2 -1.0 Y1,2 -1.0 
XE Cons 14 X2,2 1.0 Y2,2 1.0 
*Consl5 - continuity equation sennar 
XE Cons 15 S2,4 1.0 S2,3 -1.0 
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XE Cons15 X1,3 -1.0 Y1,3 -1.0 
XE Consl5 X2,3 1.0 Y2,3 1.0 
*Cons 16 - continuity'equation sennar 
XE Cons16 S2,5 1.0 S2,4 -1.0 
XE Cons 16 X 1,4 -1.0 Y1,4 -1.0 
XE Cons 16 X2,4 1.0 Y2,4 1.0 
*Cons 17 - continuity equation sennar 
XE Cons17 S2,6 1.0 S2,5 -1.0 
XE Cons17 X1,5 -1.0 Y1,5 -1.0 
XE Consl7 X2,5 1.0 Y2,5 1.0 
*Cons 18 - continuity equation sennar 
XE Cons18 S2,7 1.0 S2,6 -1.0 
XE Cons18 XI, 6 -1.0 Y1,6 -1.0 
XE Cons18 X2,6 1.0 Y2,6 1.0 
*Cons19 - continuity equation sennar 
XE Cons19 S2,8 1.0 S2,7 -1.0 
XE Cons19 X1,7 -1.0 Y1,7 -1.0 
XE Cons 19 X2,7 1.0 Y2,7 1.0 
*Cons20 - continuity equation sennar 
XE Cons20 S2,9 1.0 S2,8 -1.0 
XE Cons20 XI, 8 -1.0 Y1,8 -1.0 
XE Cons20 X2,8 1.0 Y2,8 1.0 
*Cons2l - continuity equation sennar 
XE Cons2l S2,10 1.0 S2,9 -1.0 
XE Cons2l XI, 9 -1.0 Y1,9 -1.0 
XE Cons2l X2,9 1.0 Y2,9 1.0 
*Cons22 - continuity eq uation sennar 
XE Cons22 S2,11 1.0 S2,10 -1.0 
XE Cons22 X1,10 -1.0 Y1,10 -1.0 
XE Cons22 X2,10 1.0 Y2,10 1.0 
*Cons23 - continuity equation sennar 
XE Cons23 S2,12 1.0 S2,11 -1.0 
XE Cons23 X1,11 -1.0 Y1,11 -1.0 
XE Cons23 X2,11 1.0 Y2,11 1.0 
*Cons24 - con tinuity equation sennar 
XE Cons24 S2,13 1.0 S2,12 -1.0 
XE Cons24 X1,12 -1.0 Y1,12 -1.0 
XE Cons24 X2,12 1.0 Y2,12 1.0 
XE Consl3 
XE Consl4 
XE Consl5 
XE Cons16 
XE Consl7 
XE Cons 18 
XE Cons19 
XE Cons20 
XE Cons2l 
XE Cons22 
XE Cons23 
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XE Cons24, 
*cons25 - Cons36 downstream requirements 
XG Cons25 X2,1 1.0 Y2,1 1.0 
XG Cons26 X2,2 1.0 Y2,2 1.0 
XG Cons27 X2,3 1.0 Y2,3 1.0 
XG Cons28 X2,4 1.0 Y2,4 1.0 
XG Cons29 X2,5 1.0 Y2,5 1.0 
XG Cons30 X2,6 1.0 Y2,6 1.0 
XG Cons3l X2,7 1.0 Y2,7 1.0 
XG Cons32 X2,8 1.0 Y2,8 1.0 
XG Cons33 X2,9 1.0 Y2,9 1.0 
XG Cons34 X2,10 1.0 Y2,10 1.0 
XG Cons35 X2,11 1.0 Y2,11 1.0 
XG Cons36 X2,12 1.0 Y2,12 1.0 
*Cons37 - Cons48 relati on between reservoirs 
XG Cons37 ,1 x1f 1.0 YI, l 1.0 
XG Cons37 X2,1 -1.0 Y2,1 -1.0 
XG Cons37 S2,1 1.0 S2,2 -1.0 
XG Cons38 XI, 2 1.0 Y1,2 1.0 
XG Cons38 X2,2 -1.0 Y2,2 -1.0 
XG Cons38 S2,2 1.0 S2,3 -1.0 
XG Cons39 X1,3 1.0 Y1,3 1.0 
XG Cons39 X2,3 -1.0 Y2,3 -1.0 
XG Cons39 S2,3 1.0 S2,4 -1.0 
XG Cons40 XI, 4 1.0 Y1,4 1.0 
XG Cons40 X2,4 -1.0 Y2,4 -1.0 
XG Cons40 S2,4 1.0 S2,5 -1.0 
XG Cons4l X1,5 1.0 Y1,5 1.0 
XG Cons4l. X2,5 -1.0 Y2,5 -1.0 
XG Cons4l. S2,5 1.0 S2,6 -1.0 
XG Cons42 X1,6 1.0 YI, 6 1.0 
XG Cons42 X2,6 -1.0 Y2,6 -1.0 
XG Cons42 S2,6 1.0 S2,7 -1.0 
XG Cons43 X1,7 1.0 Y1,7 1.0 
XG Cons43 X2,7 -1.0 Y2,7 -1.0 
XG Cons43 S2,7 1.0 S2,8 -1.0 
XG Cons44 X1,8 1.0 Y1,8 1.0 
XG Cons44 X2,8 -1.0 Y2,8 -1.0 
XG Cons44 S2,8 1.0 S2,9 -1.0 
XG Cons45 X1,9 1.0 Yl, 9 1.0 
XG Cons45 X2,9 -1.0 Y2,9 -1.0 
XG Cons45 S2,9 1.0 S2,10 -1.0 
XG Cons46 X1,10 LO Y1,10 1.0 
XG Cons46 X2,10 -1.0 Y2,10 -1.0 
XG Cons46 S2,10 1.0 S2,11 -1.0 
XG Cons47 X1,11 1.0 Y1,11 1.0 
XG Cons47 X2,11 -1.0 Y2,11 -1.0 
XG Cons47 S2,11 1.0 S2,12 -1.0 
XG Cons48 X1,12 1.0 Y1,12 1.0 
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XG Cons48 , X2; 12 -1.0 Y2,12 -1.0 XG Cons48 S2,12 1.0 S2,13 -1.0 
CONSTANTS 
* for Roseries continuity equation 
Z RESERV Consl el 
Z RESERV Cons2' e2 
Z RESERV Cons3 e3 
Z RESERV Cons4 e4 
Z RESERV Cons5 e5 
Z RESERV Cons6 e6 
Z RESERV Cons7 e7 
Z RESERV Cons8 e8 
Z RESERV Cons9 e9 
Z RESERV' Consý10 elO 
Z RESERV Cons 11 ell 
Z RESERV Cons12 e12 
* for sennar continuity equation 
Z RESERV IýonsB hl 
Z RESERV Cons14 h2 
Z RESERV' Cons 15 h3 
Z RESERV ' Cons16 h4 
Z RESERV Cons17 h5 
z RESERV Cons 18 h6 
Z RESERV Cons19 V 
z RESERV Cons20 h8 
Z RESERV Cons2l h9 
Z RESERV Cons22 hlO 
Z RESERV Cons23 hll 
z RESERV - Cons24 hl2 
* for requirements d\s sennar 
Z RESERV Cons25 fl 
Z RESERV Cons26 f2 
z RESERV Cons27 B 
z RESERV Cons28 f4 
Z RESERV Cons29 f5 
Z' RESERV Cons30 f6 
Z RESERV Cons3l f7 
Z RESERV Cons32 f8 
Z RESERV Cons33 f9 
Z RESERV Cons34 flo 
Z RESERV Cons35 fil 
Z RESERV Cons36 f12 
* for relation between reservoirs 
Z RESERV Cons37 ru 1 
z RESERV Cons38 ru2 
Z RESERV Cons39" ru3 
Z RESERV Cons40 ru4 
Z RESERV Cons4l ru5 
z RESERV Cons42 ru6 
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Z RESERV Cons43 ru7 
Z RESERV C ons44 ru8 
Z RESERV C ons45 ru9 
Z RESERV C ons46 rulO 
Z RESERV C ons47 rull 
Z RESERV C ons48 ru12 
BOUNDS 
DO i 1 P+l 
XU RESERV X(l, i) 2014.0 
XU RESERV Y(l, i) 17250.0 
XU RESERV X(2, i) 330.0 
XU RESERV Y(2, i) 28500.0 
OD i 
XU RESERV S1,2 2175 
XU RESERV S2,2 362.5 
XL RESERV SI, 2 88.3 
XL RESERV S2,2 113 
XU RESERV SI, 3 2175 
XU RESERV S2,3 362.5 
XL RESERV S1,3 88.3 
XL RESERV S2,3 113 
XU RESERV S1,4 2175 
xU RESERV S2,4 362.5 
XL RESEW S1,4 88.3 
XL RESERV S2,4 113 
xU RESERV SI, 5 2175 
xU RESERV S2,5 362.5 
XL RESERV S1,5 88.3 
XL RESERV S2,5 113 
xu RESERV S1,6 2175 
xu RESERV S2,6 362.5 
XL RESERV S1,6 88.3 
XL RESERV S2,6 113 
xu RESERV S1,7 2175 
xu RESERV S2,7 362.5 
XL RESERV S1,7 88.3 
XL RESERV S2,7 113 
xu RESERV S1,8 2175 
Xu RESERV S2,8 362.5 
XL RESERV, S1,8 -88.3 
XL RESERV S2,8 113 
xu RESERV S1,9 2175 
xu RESERV S2,9 362.5 
XL RESERV S1,9 88.3 
XL RESERV S2,9 113 
Xu RESERV S1,10 2175 
xu RESERV S2,10 362.5 
XL RESERV S1,10 88.3 
XL RESERV S2,10 113 
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XL RESERV S1,13 88.3 
XU RESERV S1,13 8 8.3 
XL RESERV S2,13 113.0 
X'U RESERV S2,13 113.0 
XL RESERV S1,1 88.3 
X'U RESERV Sl, l 88.3 
XL RESERV S2,1 113.0 
XU RESERV S2,1 113.0 
XL RESERV S1,11 88.3 
XU RESERV S1,11 88.3 
XL RESERV S2,11 113.0 
XU RESERV S2,11 113.0 
XL RESERV S1,12 88.3 
XU RESERV S1,12 88.3 
XL RESERV S2,12 113.0 
XU RESERV S2,12 113.0 
*START POINT 
ELEN4ENT TYPE 
* FOR Obj(7, i) 
EV 13PR VI V2 
EV 13PR V3 
IV 13PR, Ul U2 
* For obj(8, i) 
EV 13XS VI V2 
EV 13XS V3 
IVI3XS Ul U2 
* For Obj(3, i) & Obj(4, i) 
EV SQ X 
* For Obj(5, i) & Obj(6, i) 
EV 2PR X Y 
* continuity equation - roseries - Cons 1 to Cons 12 
EV MSS Vl V2 
IVI4SS U 
* continuity equation - roseries - Cons l to Cons 12 
EV 15SS Vl V2 
IVI5SS U 
* continuity equation -sennar - Cons 13 to Cons24 
EV 16SS Vl V2 
IV 16SS U 
* continuity equation -sennar - Cons 13 to Cons24 
EV 17SS VI V2 
IVI7SS U 
ELENENT USES 
*For Obj (7,1) 
xT XSS71 13PR 
ZV XSS71 VI xi'l 
zV XSS71 V2 Si'l 
ZV XSS71 V3 S1,2 
*For Obj(7,2) 
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XT XSS72 13PR 
ZV XSS72 Vi X1,2 
ZV XSS72 V2 SI, 2 
ZV XSS72 V3 SI, 3 
*For Obj(7,3) 
XT XSS73 I3PR 
ZV XSS73 VI XI, 3 
ZV XSS73 V2 SI, 3 
ZV XSS73 V3 SI, 4 
*For Obj(7,4) 
XT XSS74 I3PR 
ZV XSS74 VI XI, 4 
ZV XSS74 V2 SI, 4 
ZV XSS74 V3 si's 
*For Obj(7,5) 
XT XSS75 13PR 
ZV XSS75 VI XI, 5 
ZV XSS75 V2 SI, 5 
ZV XSS75 V3 S1,6 
*For Obj(7,6) 
XT XSS76 13PR 
ZV XSS76 VI XI, 6 
ZV XSS76 V2 SI, 6 
ZV XSS76 V3 SI, 7 
*For Obj(7,7) 
XT XSS77 I3PR 
ZV XSS77 VI XI, 7 
ZV XSS77 V2 SI, 7 
ZV XSS77 V3 S1,8 
*For Obj(7,8) 
XT XSS78 13PR 
ZV XSS78 VI X1,8 
ZV XSS78 V2 SI, 8 
ZV XSS78 V3 SI, 9 
*For Obj(7,9) 
XT XSS79 13PR 
ZV XSS79 V1 X1,9 
ZV XSS79 V2 S1,9 
ZV XSS79 V3 sillo 
*For Obj(7,10) 
XTXSS710 13PR 
ZV XSS710 VI X1,10 
ZV XSS7 10 V2 S1,10 
Zv XSS710 V3 si'll 
*For Ob (7,11) j 
XT XSS711 13PR 
zV XSS711 VI xi'll 
zV XSS711 V2 si'll 
zV XSS711 V3 S1,12 
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*For Obj(7,12) 
XT XSS712 13PR 
ZV XSS712 Vl X1,12 
ZV XSS712 V2 S1,12 
ZV XSS712 V3 S1,13 
*For Obj (8,1) 
XT XSS81 13XS 
ZV XSS81 V1 X2,1 
ZV XSS81 V2 S2,1 
ZV XSS81 V3 S2,2 
*For Obj(8,2) 
XT XSS82 13XS 
ZV XSS82 V1, X2,2 
ZV XSS82 V2 S2,2 
ZV XSS82 V3 S2,3 
*For Obj(8,3) 
XT XSS83 13XS 
ZV XSS83 VI X2,3 
ZV XSS83 V2 S2,3 
ZV XSS83 V3 S2,4 
*For Obj(8,4) 
XT XSS84 13XS 
ZV XSS84 V1 X2,4 
ZV XSS84 V2 S2,4 
ZV XSS84 V3 S2,5 
*For Obj(8,5) 
XT XSS85 13XS 
ZV XSS85 V1 X2,5 
ZV XSS85 V2 S2,5 
ZV XSS85 V3 S2,6 
*For Obj(8,6) 
XT XSS86 13XS 
ZV XSS86 V1 X2,6 
ZV XSS86 V2 S2,6 
ZV XSS86 V3 S2,7 
*For Obj(8,7) , 
XT XSS87 13XS 
ZV XSS87 V1 X2,7 
zV XSS87 V2 S2,7 
ZV XSS87 V3 S2,8 
*For Obj(8,8) 
XT XSS88 13XS 
zV XSS88 V1 X2,8 
ZV XSS88 V2 S2,8 
ZV XSS88 V3 S2,9 
*For Obj(8,9) 
XT XSS89 13XS 
ZV XSS89 V1 X2,9 
ZV XSS89 V2 S2,9 
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ZV XSS89 V3 S2,10 
*For Obj(8,10) 
XT XSS810 13XS 
ZV XSS810 V1 X2,10 
ZV XSS810 V2 S2,10 
ZV XSS810 V3 S2,11 
*For Obj(8,1 1) 
XT XSS811 13XS 
ZV XSS811 V1 X2,11 
ZV XSS811 V2 S2,11 
ZV XSS811 V3 S2,12 
*For Obj(8,12) 
XT XSS812 13XS 
ZV XSS812 V1 X2,12 
ZV XSS812 V2 S2,12 
ZV XSS812 V3 S2,13 
*For Ob (3,1) 
XT XSQ31 SQ 
ZV XSQ31 X xi'l 
*For Obj(3,2) 
XT XSQ32 SQ 
ZV XSQ32 X X1,2 
*For Obj(3,3) 
XT XSQ33 SQ 
ZV XSQ33 X XI, 3 
*For Obj(3,4) 
XT XSQ34 SQ 
ZV XSQ34 X XI, 4 
*For Obj(3,5) 
XT XSQ35 SQ 
ZV XSQ35 X X1,5 
*For Obj(3,6) 
XT XSQ36 SQ 
ZV XSQ36 X X1,6 
*For Obj(3,7) 
XT XSQ37 SQ 
ZV XSQ37 X XI, 7 
*For Obj(3,8) 
XT XSQ38 SQ 
ZV XSQ38 X X1,8 
*For Obj(3,9) 
XT XSQ39 SQ 
ZV XSQ39 X X1,9 
*For Obj(3,10) 
XTXSQ310 SQ 
ZVXSQ310 X X1,10 
*For Obj(3,1 1) 
XT XSQ311 SQ 
ZV XSQ311 X xi'll 
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*For Obj(3,12) 
XT XSQ312 SQ 
ZV XSQ312 X X1,12 
*For Obj(4, l) 
XT XSQ41 SQ 
ZV XSQ41 X X2,1 
*For Obj(4,2) 
XT XSQ42 SQ 
ZV XSQ42 X X2,2 
*For Ob (4,3) 
XT XSQ43 SQ 
ZV XSQ43 X X2,3 
*For Ob (4,4) 
XT XSQ44 SQ 
ZV XSQ44 X X2,4 
*For Obj(4,5) 
XT XSQ45 SQ 
ZV XSQ45 X X2,5 
*For Obj(4,6) 
XT XSQ46 SQ 
ZV XSQ46 X X2,6 
*For Obj(4,7) 
XT XSQ47 SQ 
ZV XSQ47 X X2,7 
*For Obj(4,8) 
XT XSQ48 SQ 
ZV XSQ48 X X2,8 
*For Obj(4,9) 
XT XSQ49 SQ 
ZV XSQ49 X X2,9 
*For Obj(4,10) 
XT XSQ410 SQ 
ZV XSQ410 X X2,10 
*For Obj(4,1 1) , 
XT XSQ411 SQ 
ZV XSQ411 X X2,11 
*For Obj(4,12) 
XT XSQ412 SQ 
ZV XSQ412 X X2,12 
*For Obj (5,1) 
XT XY51 2PR 
ZV XY51 X xi'l 
ZV XY51 y Yl, l 
*For Obj(5,2) 
XT XY52 2 PR 
ZV XY52 X X1,2 
ZV XY52 Y Y1,2 
*For Obj(5,3) 
XT XY53 2 PR 
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ZV XY53 X 
ZV XY53 Y 
*For Obj(5,4) 
XT XY54 2PR 
ZV XY54 X 
ZV XY54 Y 
*For Obj(5,5) ' 
XT XY55 2PR 
ZV XY55 x 
ZV XY55 y 
*For Obj (5,6) 
XT XY56 2PR 
ZV XY56 X 
ZV XY56 Y 
*For Obj(5,7) 
XT XY57 2PR 
ZV XY57 X 
ZV XY57 "Y 
*For Obj(5,8) . 
XT XY58 2PR 
ZV XY58 X 
ZV XY58 Y 
*For Obj(5,9) 
XT XY59 2PR 
ZV XY59 x 
ZV XY59 y 
*For Obj(5,10) 
XT XY510 2PR 
ZV XY510 X 
ZV XY510 y 
*For Obj(5,1 1) 
XT XY511 2PR 
ZV XY511 X 
ZV XY511 y 
*For Obj(5,12) 
XT XY512 2PR 
ZV XY512 X 
ZV XY512 Y 
*For Obi (6,1) 
XT XY61 2PR 
ZV XY61 X 
ZV XY61 Y 
*For Obj(6,2) 
XT XY62 2PR 
ZV XY62 X 
ZV. XY62 Y 
*For Obj(6,3) 
XT XY63 2PR 
ZV XY63 X 
Xl, 3 
YI, 3 
XI, 4 
YlA 
X1,5 
YI, 5 
XI, 6 
YI, 6 
XI, 7 
YI, 7 
xi's 
Y1,8 
X1,9 
Y1,9 
X1,10 
Y1,10 
xi'll 
Y1,11 
X1,12 
Y1,12 
X2,1 
Y2,1 
X2,2 
Y2,2 
X2,3 
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ZV XY63 Y Y2,3 
*For Obj(6,4 ) 
XT XY64 2PR 
ZV XY64 X X2,4 
ZV XY64 Y Y2,4 
*For Obj(6,5 ) 
XT XY65 2PR 
ZV XY65 X X2,5 
ZV XY65 Y Y2,5 
*For Obj(6,6 ) 
XT XY66 2PR 
ZV XY66 X X2,6 
ZV XY66 Y Y2,6 
*For Obj(6,7 ) 
XT XY67 2PR 
ZV XY67 X X2,7 
ZV XY67 Y Y2,7 
*For Obj(6,8 ) 
XT XY68 2PR 
ZV XY68 X X2,8 
ZV XY68 Y Y2,8 
*For Obj(6,9) 
XT XY69 2PR 
ZV XY69 X X2,9 
ZV XY69 Y Y2,9 
*For Obj(6,10) 
XT XY610 2PR 
ZV XY610 X X2,10 
ZV XY610 Y Y2,10 
*For Obj(6,1 1) 
XT XY611 2PR 
ZV XY611 X X2,11 
ZV XY611 Y Y2,11 
*For Obj(6,12) 
XT XY612 2PR 
ZV XY612 X X2,12 
ZV XY612 Y Y2,12 
*For Consl - continuity roseries 
XT SS12 14SS 
ZV SS12 Vl si'l 
ZV SS12 V2 S1,2 
*For Cons2 - continuity roseries 
XT SS22 14SS 
ZV SS22 VI SI, 2 
ZV SS22 V2 S1,3 
*For Cons3 - continuity roseries 
XT SS32 14SS 
ZV SS32 V1 SI, 3 
ZV SS32 V2 SIA 
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*For Cons4 -continuity roseries 
XT SS42 14SS 
ZV SS42 Vl S1,4 
ZV SS42 V2 S1,5 
*For Cons5 - continuity roseries 
XT SS52 14SS 
ZV SS52 Vl S1,5 
ZV SS52 V2 S1,6 
*For Cons6 - continuity roseries 
XT SS62 14SS 
ZV SS62 Vl S1,6 
ZV SS62 V2 S1,7 
*For Cons7 - continuity roseries 
XT SS72 14SS 
ZV SS72 VI SI, 7 
ZV SS72 V2 S1,8 
*For ConsS - continuity roseries 
XT SS82 14SS 
ZV SS82 VI S1,8 
ZV SS82 V2 S1,9 
*For Cons9 - continuity roseries 
XT SS92 14SS 
ZV SS92 VI S1,9 
ZV SS92 V2 S1,10 
*For ConslO - continuity roseries 
XT SS102 14SS 
ZV SS102 Vl S1,10 
ZV SS102 V2 Si'll 
*For Cons 11 -continuity roseries 
XTSS112 14SS 
ZVSS112 VI Si'll 
ZVSS112 V2 S1,12 
*For Cons 12 - continuity roseries 
XT SS122 14SS 
ZV SS122 Vl S1,12 
ZV SS122 V2 S1,13 
*For Cons 1- continuity roseries 
XT SS 13 USS 
ZV SS13 VI Si'l 
ZV SS 13 V2 SI, 2 
*For Cons2 - continuity roseries 
XT SS23 USS 
ZV SS23 V1 S1,2 
ZV SS23 V2 SI, 3 
*For Cons3 - continuity roseries 
XT SS33 USS 
ZV SS33 V1 SI, 3 
ZV SS33 V2 S1,4 
*For Cons4 - continuity roseries 
304 
XT SS43 15SS 
ZV SS43 VI S1,4 
ZV SS43 V2 S1,5 
*For Cons5 - continuity roseries 
XT SS53 USS 
ZV SS53 V1 S1,5 
ZV SS53 V2 S1,6 
*For Cons6 - continuity roseries 
XT SS63 15SS 
ZV SS63 VI S1,6 
ZV SS63 V2 S1,7 
*For Cons7 - continuity roseries 
XT SS73 USS 
ZV SS73 V1 S1,7 
ZV SS73 V2 S1,8 
*For Cons8 - continuity roseries 
XT SS83 USS 
ZV SS83 VI S1,8 
ZV SS83 V2 S1,9 
*For Cons9 - continuity roseries 
XT SS93 USS 
ZV SS93 V1 S1,9 
ZV SS93 V2 S1,10 
*For ConslO - continuity roseries 
XT SS103 USS 
ZV SS103 VI S1,10 
ZV SS 103 V2 SI'll 
*For Cons 11 -continuity roseries 
XTSS113 USS 
ZVSS113 Vl Si'll 
ZVSS113 V2 S1,12 
*For Cons 12 - continuity roseries 
XT SS123 USS 
ZV SS123 Vl S1,12 
ZV SS123 V2 S1,13 
*For Cons 13 - continuity sennar 
XT SSS12 16SS 
ZV SSS12 Vl S2,1 
ZV SSS12 V2 S2,2 
*For Cons 14 - continuity sennar 
XT SSS22 16SS 
ZV SSS22 VI S2,2 
ZV SSS22 V2 S2,3 
*For Cons 15 - continuity sennar 
XT SSS32 16SS 
ZV SSS32 VI S2,3 
ZV SSS32 V2 S2,4 
*For Cons16 - continuity sennar 
XT SSS42 16SS 
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ZV SSS42 VI S2,4 
ZV SSS42 - V2 S2,5 
*For Cons 17 - continuity sennar 
XT SSS52 16SS 
ZV SSS52 Vl S2,5 
ZV SSS52' V2 S2,6 
*For Cons 18 - continuity sennar 
XT SSS62 16SS 
ZV SSS62 VI S2,6 
ZV SSS62 VI 
-, S2,7 *For Cons 19 -continuity sennar 
XT SSS72 16SS 
ZV SSS72 Vl S2,7 
ZV SSS72 ' V2 S2,8 
*For Cons20 - continuity sennar 
XT SSS82 16SS 
ZV SSS82 VI S2,8 
ZV SSS82 V2 S2,9 
*For Cons2l - continuity sennar 
XT SSS92 16SS 
ZV SSS92 VI S2,9 
ZV SSS92 V2 S2,10 
*For Cons22 - continuity sennar 
XT SSS102 16SS 
ZV SSS102 VI S2,10 
ZV SSS 102 - V2 S2,11 
*For Cons23 - continuity sennar 
XTSSS112 16SS 
ZVSSS112 VI S2,11 
ZVSSS112 V2, S2,12 
*For Cons24 - continuity sennar 
XT SSS122 16SS 
ZV SSS122 VI S2,12 
ZV SSS122 V2 S2,13 
*For Cons 13 - continuity sennar 
XT SSS13 '17SS 
ZV SSS13 VI S2,1 
ZV SSS13 V2 S2,2 
*For Con14 - continuity sennar 
XT SSS23 17SS 
ZV SSS23 VI S2,2 
ZV SSS23 V2' S2,3 
*For Cons 15 -continuity sennar 
XT SSS33 17SS 
ZV SSS33 Vl S2,3 
ZV SSS33 V2 S2,4 
*For Cons 16 - continuity sennar 
XT SSS43 17SS 
ZV SSS43 Vl S2,4 
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ZV SSS43 V2 S2,5 
*For Cons 17 - continuity sennar 
XT SSS53 17SS 
ZV SSS53 VI S2,5 
ZV SSS53 V2 S2,6- 
*For Cons 18 -continuity sennar 
XT SSS63 17SS 
ZV SSS63 VI S2,6 
ZV SSS63 V2 S2,7 
*For Cons19 - continuity sennar 
XT SSS73 17SS 
ZV SSS73 VI S2,7 
ZV SSS73 V2 S2,8 
*For Cons20 - continuity sennar 
XT SSS83 17SS 
ZV SSS83 Vl S2,8 
ZV SSS83 V2 S2,9 
*For Cons2l - continuity sennar 
XT SSS93 17SS 
ZV SSS93 VI S2,9 
ZV SSS93 V2 S2,10 
*For Cons22 - continuity sennar 
XT SSS103 17SS 
ZV SSS103 VI S2,10 
ZV SSS103 V2 S2,11 
*For Cons23 - continuity sennar 
XTSSS113 17SS 
ZVSSS113 VI S2,11 
zVSSS113 V2 S2,12 
*For Cons24 -continuity sennar 
XT SSS123 17SS 
ZV SSS123 Vl S2,12 
ZV SSS123 V2 S2,13 
GROUP USES 
*OBJ(7, I) 
ZE Obj7,1 XSS71 bl, l 
*OBJ(7,2) 
ZE Obj7,2 XSS72 bl, 2 
*OBJ(7,3) 
ZE Obj7,3 XSS73 bl, 3 
*OBJ(7,4) 
ZE Obj7,4 XSS74 bl, 4 
*OBJ(7,5) 
ZE Obj7,5 XSS75 bl, 5 
*OBJ(7,6) 
ZE Obj7,6 XSS76 bl, 6 
*OBJ(7,7) 
ZE Obj7,7 XSS77 bl, 7 
*OBJ(7,8) 
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ZE Obj7,8 XSS78 bl, 8 
*OBJ(7,9) 
ZE Obj7,9 XSS79 bl, 9 
*OBJ(7,10) 
ZE Obj7,10 XSS710 bl, 10 
*OBJ(7,1 1) 
ZE Obj7,11 XSS711 bl, 11 
*OBJ(7,12) 
ZE Obj7,12 XSS712 bl, 12 
*OBJ(8,1) 
ZE Obj8,1 XSS81 b2,1 
*OBJ(8,2) 
ZE Obj8,2 XSS82 b2,2 
*OBJ(8,3) 
ZE Obj8,3 XSS83 b2,3 
*OBJ(8,4) 
ZE Obj 8A XSS84 b2,4 
*OBJ(8,5) 
ZE Obj8,5 XSS85 b2,5 
*OBJ(8,6) 
ZE Obj8,6 XSS86 b2,6 
*OBJ(8,7) 
ZE Obj8,7 XSS87 b2,7 
*OBJ(8,8) 
ZE Obj8,8 XSS88 b2,8 
*OBJ(8,9) 
ZE Obj8,9 XSS89 b2,9 
*OBJ(8,10) 
ZE Obj8,10 XSS810 b2,10 
*OBJ(8,1 1) 
ZE Obj8,11 XSS811 b2,11 
*OBJ(8,12) 
ZE Obj 8,12 XSS812 b2,12 
*OBJ(3,1-12) 
ZE Obj3,1 XSQ31 CI'l 
ZE Obj3,2 XSQ32 cl, 2 
ZE Obj3,3 XSQ33, cl, 3 
ZE Obj3,4 XSQ34 cl, 4 
ZE Obj3,5 XSQ35 cl, 5 
ZE Obj3,6 XSQ36 cl, 6 
ZE Obj3,7 XSQ37 cl, 7 
ZE Obj3,8 XSQ38 cl, 8 
ZE Obj3,9 XSQ39 C1,9 
ZE Obj3,10 XSQ310 C1,10 
ZE Obj3,11 XSQ311 C1,11 
ZE Obj3,12 XSQ312 cl, 12 
*OBJ(4,1-12) 
ZE Obj4,1 XSQ41 c2,1 
ZE Obj4,2 XSQ42 c2,2 
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ZE Obj4,3 XSQ43 c2,3 
ZE Obj4,4 XSQ44 c2,4 
ZE Obj4,5 XSQ45 c2,5 
ZE Obj4,6 XSQ46 c2,6 
ZE Obj4,7 XSQ47 c2,7 
ZE Obj4,8 XSQ48 c2,8 
ZE Obj4,9 XSQ49 c2,9 
ZE Obj4,10 XSQ410 c2,10 
ZE Obj4,11 XSQ411 c2,11 
ZE Obj4,12 XSQ412 c2,12 
*OBJ(5,1-12) 
ZE Obj5,1 XY51 dl, l 
ZE Obj5,2 XY52 dl, 2 
ZE Obj5,3 XY53 dl, 3 
ZE Obj 5,4 XY54 dl, 4 
ZE Obj5,5 XY55 dl, 5 
ZE Obj5,6 XY56 dl, 6 
ZE Obj5,7 XY57 dl, 7 
ZE Obj5,8 XY58 dl, 8 
ZE Obj5,9 XY59 dl, 9 
ZE Obj5,10 XY510 dl, 10 
ZE Obj5,11 XY511 dl, ll 
ZE Obj5,12 XY512 dl, 12 
*OBJ(6,1-12) 
ZE Obj6,1 XY61 d2,1 
ZE Obj6,2 XY62 d2,2 
ZE Obj6,3 XY63 d2,3 
ZE Obj6,4 XY64 d2,4 
ZE Obj6,5 XY65 d2,5 
ZE Obj6,6 XY66 d2,6 
ZE Obj6,7 XY67 d2,7 
ZE Obj6,8 XY68 d2,8 
ZE Obj6,9 XY69 d2,9 
ZE Obj6,10 XY610 d2,10 
ZE Obj6,11 XY611 d2,11 
ZE Obj6,12 XY612 d2,12 
* Cons 1 -continuity equation rosenies 
E Consl SS12 0.101 SS13 
*Cons2 - continuity equation roseries 
E Cons2 SS22 0.139 SS23 
*Cons3 - continuity equation roseries 
E Cons3 SS32 0.287 SS33 
*Cons4 - continuity equation roseries 
E Cons4 SS42 0.283 SS43 
*Cons5 - continuity equation rosefies 
E Cons5 - SS52 0.287 SS53 
*Cons6 - continuity equation roseries 
E Cons6 SS62 0.319 SS63 
*Cons7 - continuity equation roseries 
0.005 
0.006 
0.013 
0.013 
0.013 
0.014 
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E Cons7 SS72 0.360 SS73 0.016 
*Cons8 - continuity equation roseries 
E ConsS SS82 0.356 SS83 0.016 
*Cons9 - continuity equation roseries 
E Cons9 SS92 0.324 SS93 0.015 
*ConsIO - continuity equation roseries 
E ConslO SS102 0.186 SS103 0.008 
*Cons 11 - continuity equation roseries 
E Consll SS112 0.106 SS113 0.005 
*Cons 12 - continuity equation roseries 
E Cons12 SS122 0.077 SS123 0.003 
* Cons 13 - continuity equation sennar 
E Consl3 SSS12 6.049 SSS13 -0.177 
*Cons 14 - continuity equation sennar 
E Cons14 SSS22 8.040 SSS23 -0.236 
*Consl5 - continuity equation sennar 
E Cons15 SSS32 9.650 SSS33 -0.284 
*Consl6 - continuity equation sennar 
E Cons16 SSS42 8.644 SSS43 -0.254 
*Consl7 - continuity equation sennar 
E Consl7 SSS52 9.03 SSS53 -0.265 
*Cons18 - continuity equation sennar 
E Cons18 SSS62 10.217 
. 
SSS63 -0.30 
*Consl9 - continuity equation sennar 
E Cons19 SSS72 11.789 SSS73 -0.346 
*Cons20 - continuity equation sennar 
E Cons20 SSS82 13.11 SSS83 -0.385 
*Cons2l - continuity equation sennar 
E Cons2l SSS92 12.1 SSS93 -0.355 
*Cons22 - continuity equation sennar ' 
E Cons22 SSS102 8.945 SSS103 -0.263 
*Cons23 - continuity equation sennar 
E Cons23 SSS112 5.02 SSS11 3 -0.147 
*Cons24 - continuity equation sennar 
E Cons24 SSS122 3.724 SSS12 3 -0.11 
ENDATA 
ELENENTS RESERV 
INDIVIDUALS 
T 13PR 
R Ul VI 1.0 
R U2 V2 1.0 V3 1.0 
F UI*U2**0.47 
G Ul U2**0.47 
G U2 0.47*Ul/TJ2**0.53 
H Ul U2 0.47/TJ2**0.53 
H U2 U2 -0.47*0.53*Ul/TJ2**1.53 
T 13XS 
R Ul vi 1.0 
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R U2 V2 1.0 V3 1.0 
F Ul*U2**0.417 
G Ul U2**0.417 
G U2 0.417*Ul/U2**0.583 
H Ul U2 0.417/U2**0.583 
H U2 U2 -0.417*0.583*Ul/U2**1.583 
T SQ 
F X*x 
G X X+X 
H X X 2.0 
T 2PR 
F X*Y 
G X y 
G Y X 
H X y 1.0 
T 14SS 
R U vi 1.0 V2 1.0 
F U**0.47 
G U 0.47fU**0.53 
H U U -0.47*0.53/U**1.53 
T 15SS 
R U vi 1.0 V2 1.0 
F U**0.94 
G u 0.94[U**0.06 
H U U -0.94*0.06/U**1.06 
T 16SS 
R U vi 1.0 V2 1.0 
F U**0.417 
G u 0.417/U**0.583 
H U U -0.417*0.583/U**1.583 
T 17SS 
R U vi 1.0 V2 1.0 
F U**0.834 
G U 0.834fU**0.166 
H U U -0.166*0.834/U** 1.166 
ENDATA 
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APPENDIX E 
This appendix shows the exact output of Lancelot. These results are obtained when the 
average inflow is used as an input. The first file, section E. 1, shows the problem 
solution while the second file, section E. 2, shows the iteration carried out to reach the 
solution. 
E. 1 PROBLEM SOLUTION: 
This file shows Lancelot solution for the problem defined in Chapter IX In the 
solution values for releases, storage volumes, penalty parameter and objective function 
are given. 
Lancelot solution for problem name: RESERV 
penalty parameter value is I-OOOOD-03 
* variables 
SOLUTION Xl, l 2.01400D+03 
SOLUTION Yl, l 6.92840D+03 
SOLUTION XI, 2 2.01400D+03 
SOLUTION Y1,2 3.74187D+03 
SOLUTION X1.3 2.01400D+03 
SOLUTION Y1,3 1.32122D+02 
SOLUTION XIA 1.27884D+03 
SOLUTION YIA OOOOOD+00 
SOLUTION X1,5 1.66212D+03 
SOLUTION Y1,5 OOOOOD+00 
SOLUTION X1,6 8.42020D+02 
SOLUTION Y1,6 -00000D+00 
SOLUTION X1,7 5.55859D+02 
SOLUTION Y1.7 OOOOOD+00 
SOLUTION XI, 8 4.04300D+02 
SOLUTION YI, 8 OOOOOD+00 
SOLUTION X1,9 1.54800D+02 
SOLUTION Y1,9 OOOOOD+00 
SOLUTION X1,10 2.00214D+03 
SOLUTION Y1,10 OOOOOD+00 
SOLUTION X1,11 2.01400D+03 
SOLUTION Y1,11 5.14994D+03 
SOLUTION X1,12 2.01400D+03 
SOLUTION YI, 12 1.25252D+04 
SOLUTION X2.1 3.30000D+02 
SOLUTION Y2,1 7.08230D+03 
SOLUTION X2,2 3.30000D+02 
SOLUTION Y2,2 4.06497D+03 
SOLUTION X2,3 3.30000D+02 
SOLUTION Y2,3 5.42143D+02 
SOLUTION X2,4 1.60300D+02 
SOLUTION Y2,4 OOOOOD+00 
SOLUTION X2,5 1.60660D+02 
SOLUTION Y2,5 OOOOOD+00 
SOLUTION X2,6 1.45320D+02 
SOLUTION Y2,6 OOOOOD+00 
SOLUTION X2,7 1.82659D+02 
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SOLUTION Y2,7 
SOLUTION X2,8 
SOLUTION Y2,8 
SOLUTION X2,9 
SOLUTION Y2,9 
SOLUTION X2,10 
SOLUTION Y2,10 
SOLUTION X2,11 
SOLUTION Y2,11 
SOLUTION X2,12 
SOLUTION Y2,12 
SOLUTION Sl, l 
SOLUTION S1.2 
SOLUTION 
SOLUTION 
SOLUTION 
SOLUTION 
SOLUTION 
SOLUTION 
SOLUTION 
SOLUTION 
SOLUTION 
SOLUTION 
SOLUTION 
SOLUTION 
SOLUTION 
SOLUTION 
SOLUTION 
SOLUTION 
SOLUTION 
SOLUTION 
SOLUTION 
SOLUTION 
SOLUTION 
SOLUTION 
SOLUTION 
SOLUTION 
SOLUTION 
SOLUTION 
SOLUTION 
SOLUTION 
SOLUTION 
SOLUTION 
SOLUTION 
SOLUTION 
SOLU`I7ION 
SOLUTION 
SOLUTION 
SOLUTION 
SOLUTION 
SOLUTION 
SOLUTION 
SOLUTION 
SOLUTION 
SOLUTION 
SOLUTION 
SOLUTION 
SOLUTION 
T S1,3 
T SI, 4 
r S1,5 
r SI, 6 
I SU 
I SI, 8 
S1,9 
S1,10 
si'll 
S1,12 
SII-13 
S2,1 
S2,2 
S2,3 
S2,4 
S2,5 
S2,6 
S2,7 
S2,8 
S2,9 
S2,10 
S2,11 
S2,12 
S2,13 
2,1 
2,2 
2,3 
2,4 
2,5 
2,6 
2,7 
2,8 
2,9 
2,10 
2,11 
2,12 
2,13 
Cons25 
Cons26 
Cons27 
Cons28 
Cons29 
Cons30 
Cons3l 
Cons32 
. OOOOOD+00 3.30000D+02 
. OOOOOD+00 3.30000D+02 
. OOOOOD+00 3.30000D+02 
1.51660D+03 
3.30000D+02 
6.56063D+03 
3.30000D+02 
1.34255D+04 
8.83000D+01 
2.17500D+03 
2.17500D+03 
2.17500D+03 
2.10833D+03 
1.04334D+03 
5.68706D+02 
2.95743D+02 
1.28599D+02 
4.67084D+02 
8.83000D+01 
8.83000D+01 
8.83000D+01 
1.13000D+02 
3.62500D+02 
3.62500D+02 
3.62500D+02 
1.75239D+02 
3.62500D+02 
1.13000D+02 
3.62500D+02 
3.62500D+02 
1.13000D+02 
1.13000D+02 
1.13000D+02 
1.13000D+02 
. OOOOOD+00 
. OOOOOD+00 
. 00000D+00 3.26856D+02 
7.30426D+02 
3.28307D+02 
6.41318D+02 
3.28830D+02 
9.70337D+02 
-00000D+00 
-00000D+00 
. OOOOOD+00 
-00000D+00 
7.25533D+03 
4.23625D+03 
7.16343D+02 
. OOOOOD+00 
-00000D+00 
-00000D+00 7.15992D+01 
2.21000D+02 
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SOLUTION Cons33 2.21000D+02 
SOLUTION Cons34 1.73631D+03 
SOLUTION Cons35 6.77451D+03 
SOLUTION Cons36 1.36178D+04 
SOLUTION Cons37 5.49779D+01 
SOLUTION Cons38 9.32990D+01 
SOLUTION Cons39 7.64789D+01 
SOLUTION Cons40 OOOOOD+00 
SOLUTION Cons4l OOOOOD+00 
SOLUTION Cons42 OOOOOD+00 
SOLUTION Cons43 OOOOOD+00 
SOLUTION Cons44 OOOOOD+00 
SOLUTION Cons45 OOOOOD+00 
SOLUTION Cons46 5.01319D+01 
SOLUTION Cons47 2.81346D+01 
SOLUTION Cons48 2.08704D+01 
* Lagrange multipliers 
SOLUTION Consl -2.07452D-02 
SOLUTION Cons2 -2.07467D-02 
SOLUTION Cons3 -2.07443D-02 
SOLUTION Cons4 1.77919D+00 
SOLUTION Cons5 1.63346D+00 
SOLUTION Cons6 1.48133D+00 
SOLUTION Cons7 1.35892D+00 
SOLUTION Cons8 1.23124D+00 
SOLUTION Cons9 1.15477D+00 
SOLUTION ConslO 7.77103D-01 
SOLUTION Consll -2.3909ID-02 
SOLUTION Cons12 -2.39046D-02 
SOLUTION Cons 13 -2.92146D-03 
SOLUTION Consl4 -2.92298D-03 
SOLUTION Cons 15 -2.92029D-03 
SOLUTION Cons16 3.95591D-03 
SOLUTION Cons17 -3.76338D-03 
SOLUTION Cons18 3.26818D-03 
SOLUTION Cons19 -2-83102D-03 
SOLUTION Cons20 2.66809D-03 
SOLUTION Cons2l -2-75409D-03 
SOLUTION Cons22 -3.36624D-03 
SOLUTION Cons23 -3.36617D-03 
SOLUTION Cons24 -3.3616OD-03 
SOLUTION Cons25 3.67436D-07 
SOLUTION Cons26 1.04146D-06 
SOLUTION Cons27 -7.09974D-08 
SOLUTION Cons28 -3-3361ID-01 
SOLUTION Cons29 -2.61693D-01 
SOLUTION Cons30 -2.26003D-01 
SOLUTION Cons3l -1-02636D-07 
SOLUTION Cons32 -1.13118D-09 
SOLUTION Cons33 OOOOOD+00 
SOLUTION Cons34 1.27579D-07 
SOLUTION Cons35 -4.63842D-09 
SOLUTION Cons36 -1.89557D-06 
SOLUTION Cons37 -2-83389D-07 
SOLUTION Cons38 -5.77218D-07 
SOLUTION Cons39 7-11140D-08 
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SOLUTION Cons40 -7.78798D-01 
SOLUTION Cons4l -7.14593D-01 
SOLUTION Cons42 -6-57693D-01 
SOLUTION Cons43 -5.00855D-01 
SOLUTION Cons44 -4.41686D-01 
SOLUTION Cons45 -3.31992D-01 
SOLUTION Cons46 1.84741D-10 
SOLUTION Cons47 -4-0028ID-08 
SOLUTION Cons48 9-52259D-07 
XU SOLUTION 1.55983D+04 
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E. 2 LANCELOT ITERATIONS: 
This file shows the iterations carried out by Lancelot to reach the solution. 
Problem name: RESERV 
Double precision version will be formed. 
The objective function uses 24 linear groups 
The objective function uses 72 nonlinear groups 
There are 24 linear inequality constraints 
There are 24 nonlinear equality constraints 
There are 13 variables bounded only from below 
There are 66 variables bounded from below and above 
There are 8 fixed variables 
There are 24 slack variables 
LANCELOT A -*- AUGLG Minimizer 
Copyright CGT productions, 1991 
Use of this code is restricted to those who 
agree to abide by the conditions-of-use 
set out in the CONDMUSE file distributed 
with the source to the LANCELOT codes or from the WVW at 
http: //www. rl. ac. uk/departments/Ccd/numerical/lancelot/blurb. htnil 
*************Problem RESERV 
Checking group derivatives 
Derivatives checked O. K. 
Maximizer sought 
********* Starting optimization 
Penalty parameter 1. OOOOD-01 Required projected gradient norm= I-OOOOD-01 
Required constraint norm =I -OOOOD-01 
There are 111 variables 
There are 144 groups 
There are 120 nonlinear elements 
objective function value -00000000000000D+00 
Constraint norm 1.45392004423733D+04 
Iter #g. ev c. g. it f proj. g rho radius step cgend Kree time 
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0 10 -2.24D+09 1.4D+05 44 .0 1 20 -2.23D+09 1.7D+04 5.2D-01 5. OD+00 5-0D+00 CONVR 44 .0 2 32 -2.23D+09 1.7D+04 I. OD+00 5. OD+00 5. OD+00 BOUND 44 .1 3 42 -2.2 1 D+09 1.7D+04 I. OD+00 I. OD+01 I. OD+01 CONVR 45 .1 4 53 -2.19D+09 1.7D+04 I -0D+00 2. OD+O 1 2-0D+0 1 CONVR 53 .1 5 64 -2.13D+09 1.7D+04 1. OD+00 4. OD+01 4. OD+01 CONVR 56 .2 6 77 -2.03D+09 I-7D+04 I. OD+00 8. OD+01 8. OD+01 BOUND 62 .2 7 8 10 -1.86D+09 1.7D+04 1. OD+00 1.6D+02 I-6D+02 BOUND 67 .2 8 9 14 . 1.58D+09 1.7D+04 4AD-01 3.2D+02 3.2D+02 -CURV 84 . 2 9 10 22 -1.36D+09 1.6D+04 3.9D-01 3.2D+02 3.2D+02 -CURV 85 .3 10 11 25 -1.18D+09 1.8D+04 1-0D+00 3.2D+02 3.2D+02 BOUND 85 .3 11 12 28 -8.99D+08 2.3D+04 I. OD+00 6.4D+02 6.4D+02 BOUND 78 .3 12 13 30 -6-59D+08 1.6D+04 1. OD+00 1.3D+03 1.3D+03 BOUND 73 .4 13 14 36 -3.60D+08 1.3D+04 I. OD+00 2.6D+03 2.6D+03 BOUND 75 .4 14 15 49 -8.46D+07 2. OD+04 4.6D-01 5. lD+03 5. lD+03 -CURV 72 .4 15 16 63 -1.20D+05 1. OD+03 1. OD+00 5. lD+03 5. OD+03 CONVR 79 .5 16 17 87 1.12D+04 2.9D+01 1. OD+00 I. OD+04 1.4D+02 CONVR 89 .5 17 18 585 1.41D+04 1.2D+02 7.2D-01 1. OD+04 9.3D+02 CONVR 76 1.3 
18 19 687 1.51D+04 1.9D+00 1. OD+00 1. OD+04 6.3D+01 CONVR 66 1.4 
19 20 1022 1.53D+04 7.7D+01 4.8D-0 I LOD+04 3.4D+02 CONVR 71 1.9 
20 20 1139 1.53D+04 7.7D+01 -2.5D-01 1. OD+04 5.4D+02 CONVR 71 2.1 
21 21 1156 1.55D+04 9AD-01 1. OD+00 3. ID+02 5. lD+oo CONVR 66 2.1 
22 21 1405 1.55D+04 9AD-01 1.6D-02 3. ID+02 3. OD+02 CONVR 66 2.5 
23 21 1502 1.55D+04 9AD-01 -2.5D+00 1.6D+02 1.6D+02 -CURV 66 2.7 
24 22 1573 1.55D+04 1.4D+00 8.6D-01 9.8D+00 9.8D+00 BOUND 59 2.8 
25 23 1643 1.55D+04 7.9D-01 LOD+00 2. OD+01 2. OD+01 BOUND '59 2.9 
26 24 1690 1.55D+04 I. OD+01 1. OD+00 3.9D+01 3.9D+01 BOUND 73 3.0 
27 25 1777 1.55D+04 7.3D-01 1. OD+00 7.8D+01 6.1D+00 CONVR 62 3.1 
28 26 1938 1.56D+04 5.1 D+00 9AD-01 7.8D+01 7.8D+01 BOUND 56 3.4 
29 27 2008 1.56D+04 1.5D-01 LOD+00 1.6D+02 LOD+01 CONVR 56 3.5 
30 28 2171 1.56D+04 4.8D+00 9.0D-01 1.6D+02 1.6D+02 BOUND 63 3.7 
31 29 2214 1.56D+04 1.3D-01 I. OD+00 3. lD+02 1.9D+00 CONVR 54 3.8 
32 30 2357 1.56D+04 6. ID+00 I. OD+00 3. ID+02 2.3D+02 CONVR 58 4.0 
33 31 2393 1.56D+04 6. lD-02 1. OD+00 4.5D+02 3.9D+00 CONVR 53 4.1 
iteration number 33 Merit function value = 1.55980709335D+04 
No. derivative evaluations 31 Projected gradient norm = 6.08994549861D-02 
C. G. iterations 2393 Trust region radius = 4.54287907195D+02 
Number of updates skipped 361 
There are III variables and 60 active bounds 
Times for Cauchy, systems, products and updates . 06 . 59 2.52 . 08 
Exact Cauchy step computed 
Conjugate gradients without preconditioner used 
Infinity-norm trust region used 
Finite-difference approximations to nonlinear-element gradients used 
S. R. 1 Approximation to second derivatives used 
Objective function value 1.55988611755501D+04 
Penalty parameter =I -0000D-O I 
Projected gradient norm= 6.0899D-02 Required gradient norm= I-OOOOD-01 
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Constraint norm= 1.7597D-01 Required constraint norm= 1.0000D-01 
Reducing mu 
Penalty parameter 1. OOOOD-02 Required projected gradient norm =I -OOOOD-02 Required constraint norm = 7.9433D-02 
Iter #g. ev c. g. it f proj. g rho radius step cgend Kree time 
33 31 2393 1.56D+04 9.2D+00 56 4.1 
34 31 2408 1.56D+04 9.2D+00 -1.4D+00 5. OD+00 5.0D+00 -CURV 56 4.1 
35 32 2414 1.56D+04 2.2D+01 7.8D-01 1.6D-01 1.6D-01 BOUND 68 4.2 
36 33 2440 1.56D+04 4.9D+00 9.5D-01 3. ID-01 3. ID-01 BOUND 64 4.2 
37 34 2494 1.56D+04 2.4D+00 9.8D-01 6.3D-01 6. ID-01 CONVR 62 4.3 
38 35 2569 1.56D+04 7.6D-02 1. OD+00 1.2D+00 4.5D-01 CONVR 54 4.4 
39 36 2693 1.56D+04 1.3D+00 I. OD+00 1.2D+00 1.2D+00 BOUND 58 4.6 
40 37 2750 1.56D+04 1.8D-01 1. OD+00 2.4D+00 2.5D-0 1 CONVR 53 4.7 
41 38 2803 1.56D+04 4. ID-01 1. OD+00 2.4D+00 2.4D+00 BOUND 53 4.8 
42 39 2857 1.56D+04 2.6D-02 1. OD+00 4.9D+00 5.9D-01 CONVR 52 4.9 
43 40 2947 1.56D+04 6AD-01 1. OD+00 4.9D+00 4.9D+00 BOUND 53 5.0 
44 41 2989 1.56D+04 1.8D-02 LOD+00 9.8D+00 7. OD-01 CONVR 50 5.1 
45 42 3036 1.56D+04 4AD-01 1. OD+00 9.8D+00 9.8D4-00 BOUND 57 5.2 
46 43 3125 1.56D+04 1.3D-02 I. OD+00 2. OD+01 6.5D-01 CONVR 50 5.3 
47 44 3173 1.56D+04 1.4D+00 1. OD+00 2. OD+01 2. OD+01 BOUND 54 5.4 
48 45 3212 1.56D+04 6.7D-03 I. OD+00 3.9D+01 LOD-01 CONVR 50 5.5 
Iteration number 48 Merit function value = 1.55982845836D+04 
No. derivative evaluations 45 Projected gradient norm = 6.70265462136D-03 
C. G. iterations 3212 Trust region radius = 3.91875265317D+01 
Number of updates skipped 655 
There are I 11 variables and 61 active bounds 
Times for Cauchy, systems, products and updates . 07 . 84 3.23 . 12 
Exact Cauchy step computed 
Conjugate gradients without preconditioner used 
Infinity-norm trust region used 
Finite-difference approximations to nonlinear-element gradients used 
S. R. 1 Approximation to second derivatives used 
objective function value 1.55983641335018D+04 
Penalty parameter = 1. OOOOD-02 
Projected gradient norm= 6.7027D-03 Required gradient norm= 1.000OD-02 
Constraint norm= 1.7820D-02 Required constraint norm = 7.9433D-02 
******** Updating multiplier estimates ********** 
Penaltypararneter I-OOOOD-02 Required projected gradient norm= l-OOOOD-04 
Required constraint nonn = 1.2589D-03 
Iter #g. ev c. g. it f proj. g rho radius step cgend Kree time 
48 45 3212 1.56D+04 9.9D-01 54 5.5 
49 46 3270 1.56D+04 1.7D-01 9. lD-01 5. OD+00 2.2D-01 CONVR 56 5.6 
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50 
51 
52 
53 
54 
55 
56 
57 
58 
59 
60 
61 
62 
63 
64 
65 
fi6. 
67 
68 
69 
70 
71 
72 
73 
74 
75 
76 
77 
78 
79 
80 
81 
82 
83 
84 
85 
86 
87 
88 
89 
90 
91 
92 
93 
94 
95 
96 
47 
47 
48 
49 
50 
51 
52 
53 
54 
55 
56 
56 
57 
58 
59 
60 
61 
62 
63 
64 
64 
65 
66 
67 
68 
69 
70 
71 
72 
73 
74 
75 
3340 
3388 
3436 
3477 
3627 
3676 
3726 
3772 
3813 
3861 
3898 
3942 
3983 
4013 
4061 
4107 
4156 
4202 
4252 
4278 
4336 
4380 
4425 
4471 
4499 
4547 
4581 
4629 
4657 
4708 
4756 
4800 
4850 
4898 
4945 
4988 
5016 
5066 
5115 
5134 
5182 
5213 
5261 
5298 
5356 
5403 
5435 
5482 
5517 
5564 
76 
77 
78 
78 
79 
80 
81 
82 
83 
84 
85 
86 
86 
87 
88 
97 89 
98 90 
99 91 
1.56D+04 4.7D-03 9.8D-01 5. OD+00 2.2D-01 CONVR 
1.56D+04 4.7D-03 8-6D-02 5. OD+00 5. OD+00 -CURV 
1.56D+04 4.6D-01 4.2D-01 2.5D+00 2.5D+00 -CURV 
1.56D+04 LOD-02 I. OD+00 2.5D+00 I. ID-01 CONVR 
1.56D+04 1.3D-02 I. lD+00 2.5D+00 I. lD+00 MAXIT 
1.56D+04 IAD-01 1. OD+00 2.5D+00 2.5D+00 BOUND 
1.56D+04 2AD-03 1. OD+00 5. OD+00 1.2D-01 CONVR 
1.56D+04 3. OD-01 5.9D-01 5. OD+00 5. OD+00 -CURV 
1.56D+04 5.8D-03 1. OD+00 5. OD+00 1.2D-01 CONVR 
1.56D+04 2AD-01 2.7D-01 5. OD+00 5. OD+00 -CURV 
1.56D+04 9.6D-04 I. OD+00 5. OD+00 1.2D-02 CONVR 
1.56D+04 9.6D-04 -2.9D+00 5. OD+00 5. OD+00 -CURV 
1.56D+04 3.7D-02 5. lD-01 1.6D-01 1.6D-01 BOUND 
1.56D+04 2AD-03 I. OD+00 1.6D-01 4.6D-02 CONVR 
50 
50 
58 
50 
50 
55 
50 
58 
50 
57 
50 
50 
51 
50 
1.56D+04 3AD-02 8.3D-01 1.6D-01 1.6D-01 -CURV 50 
1.56D+04 IAD-03 9.9D-01 3. lD-01 7.2D-02 CONVR 50 
1.56D+041.9D-02 9.7D-013. ID-01 MD-01 BOUND 50 
1.56D+04 LOD-03 I. OD+00 6.3D-01 TID-02 CONVR 50 
1.56D+04 1.5D-01 9.7D-01 6.3D-01 6.3D-01 -CURV 50 
1.56D+04 2.5D-03 I. OD+00 1.3D+00 2.3D-02 CONVR 
1.56D+04 2.5D-03 - 8.6D-01 1.3D+00 1.3D+00 -CURV 
1.56D+04 3AD-02 1. OD+00 3.9D-02 3.9D-02 BOUND 
1.56D+04 9.6D-03 9.8D-01 7.8D-02 7.8D-02 BOUND 
1.56D+04 2.9D-02 I. OD+00 1.6D-01 1.6D-01 BOUND 
1.56D+04 1.2D-03 1. OD+00 MD-01 8AD-02 CONVR 
1.56D+04 2.6D-02 1.4D+00 MD-01 MD-01 BOUND 
1.56D+04 9.3D-04 I. OD+00 6.3D-01 7.2D-02 CONVR 
1.56D+04 1.5D-01 1.2D+00 6.3D-01 6.3D-01 BOUND 
1.56D+04 MD-03 1. OD+00 1.3D+00 5.5D-02 CONVR 
1.56D+04 3.7D-03 1.8D+00 1.3D+00 1.9D-01 CONVR 
1.56D+04 5AD-02 I. lD+00 1.3D+00 1.3D+00 BOUND 
1.56D+04 6.2D-04 1. OD+00 2.5D+00 9.3D-02 CONVR 
1.56D+04 1.7D-03 2. OD+00 2.5D+00 8.8D-02 CONVR 
1.56D+04 MD-02 8.6D-01 2.5D+00 2.5D+00 -CURV 1.56D+04 4.5D-04 LOD+00 5. OD+00 IAD-01 CONVR 
1.56D+04 4.5D-04 -4.3D+00 5. OD+00 5. OD+00 BOUNE 
1.56D+04 9. lD-03 6.5D-01 MD-01 MD-01 BOUND 
1.56D+04 2.6D-02 9.9D-01 MD-01 MD-01 BOUND 
1.56D+04 2.3D-01 1. lD+00 6.3D-01 6.3D-01 BOUND 
1.56D+04 MD-03 I. OD+00 1.3D+00 1.6D-02 CONVR 
1.56D+04 1.3D-01 1.5D+00 1.3D+00 1.3D+00 BOUNE 
1.56D+04 4.6D-03 1 -0D+00 2.5D+00 LOD-0 1 CONVR 1.56D+04 2AD-01 1.3D+00 2.5D+00 2.5D+00 BOUNI 
1.56D+04 4.3D-03 1. OD+00 5. OD+00 3-OD-02 CONVR 
1.56D+04 4.3D-03 -4.6D-01 5. OD+00 5. OD+00 -CURV 1.56D+04 2AD-02 1. lD+00 1.6D-01 1-6D-01 BOUND 
1.56D+04 8.8D-04 9.9D-01 MD-01 4-9D-02 CONVR 
1.56D+04 3-OD-02 LID+00 MD-01 3-ID-01 BOUND 
1.56D+04 1.3D-03 I. OD+00 6.3D-01 4AD-02 CONVR 
1.56D+04 6-ID-02 9AD-01 6.3D-01 6.3D-01 -CURV 
INFORM 0 Number of iterations 4621 
Time(LANCELOT) 201.93 Time(other) 33.80 
Maximizer sought 
*************Problem RESERV 
50 
50 
50 
50 
50 
50 
50 
5.7 
5.8 
5.8 
5.9 
6.1 
6.2 
6.3 
6.4 
6.4 
6.5 
6.6 
6.7 
6.7 
6.8 
6.9 
6.9 
7.0 
7.1 
7.2 
7.2 
7.3 
7.4 
7.5 
7.6 
7.6 
7.7 
50 7.8 
52 7.8 
50 7.9 
50 8.0 
52 8.1 
50 8.1 
49 8.2 
50 8.3 
50 8.4 
50 8.4 
51 8.5 
50 8.6 
50 8.7 
50 8.7 
52 8.8 
50 8.8 
52 8.9 
50 9.0 
50 9.1 
50 9.2 
50 9.2 
51 9.3 
50 9.4 
50 9.4 
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APPENDIX F 
This appendix shows the inputs and the output of the optimization model as well as the 
independent variables used in regression analysis. Tables (M) and (f. 2) show the input 
to the optimization model. Tables (f. 3) to (f. 14) show the optimization output for 
Roseries and Tables (f. 15) to (f. 26) show the optimization output for Sennar. Also 
these tables include the independent variables used in regression analysis: QFL, QFLI, 
QFL2, QFL3, QFIA, SUM1, SUM2, SUM3 and CmRO 
Table (f. 1) : Generated Inflows, in million m3 used as Inputs to the 
OtAin-kation Model 
sequence ql q2 q3 q4 q5 q6 q7 q8 q9 qlO qll q12 
1 9912 3907 1881 1149 730 346 236 187 369 1745 6383 10875 
2 10512 5869 3670 1308 579 380 391 253 594 1609 7596 14529 
3 12535 5938, 2601. 1693 637 524 342 294, 448 1354. 8102 13917. 
4 10234 9656 2183 2246 974 607 453 359 868 18731 6366 13714 
5 19305 9735 3473 2192 1022 692 462 427 1159 29261 9045 17546- 
6 11662 7081 3061 1077 804 451 584 251 330 
1 
15921 5465 14534 
_7 10453 6334 2232 1228 557 432 371 415. 1379 2678 9803 18057. 
8 13182 6141 1379 1244 578 384 328 2831 t 424 1564 8314 143261 
9 10533 6890 1793 1034 577 379 346 257 220 1397 7270 17267 
10 8559 4398 2059 1248 513 351_ 275 
- 
233 359 1046, 6678 15478 
11 10304 6080 2052 1306 677 441 452 
' 
276 - 730 1456 5151 12334. 
12 11184. 4391 1740 1457 737 530 425 
. 
-5-7 609 2730 8657 12939 
13 13626 5415 
_1770 
1204 819 388 1881 293 371 1186 7802 13574 
14 13159 1, 6884 12054 1312 598 452 315 175 386 1575 
. 
5363 14628 
15 11467 5302 11555 1130 691 480 381 438 834 1522 6255 121301 
16 ý9229 5599 12758 1191 675 351 186 165 164 1518 6168 11599 
17 8277 3077 2111 1036 
, 
746 345 306 235 1 369 1343 5291 11073 
18 10322 8683 3639 2572 1 623 453 359 243 497 1590 7169 
, 
14988 
19 9756 4004 1934 1012 1 501 505 387 302 1075 2029 8527 13429 
20 11954 6327 
, 
2954 1270 579 264 274 248 530 1096 7760 19150 
21 7151 5381 11698 1352 628 455 245 338 559 1579 5488 14992 
22 2 7132 2478 1425 1102 653 374 304 249 430 1781 18184 13169 
3- 
E 
2 111568 
7213 3368 [1561 
, 
907 498 342 330 1155 , 2441 
16809 1153641 
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Appendix G 
To obtain 1978 and 1998 SEF files, changes in 1988 SIF file, shown in appendix D, are 
made. This appendix shows these changes. 
a) Section "Constants of the Objective Function" 
In section "Constants of the Objective Function" of the SIF file, values assigned to the 
constants bi., ............. b1,12 are changed and the lines defining these constants are 
rewritten as follows: 
1978 
R. Ebl, l 
RE bl. 6 
RIE 
: 
bl, 7 
RE bi. 12 
1998 
RE bi. 1 
U bl. 6 
RE b 1.7 
RE bl. 12 
0.0053 
0.6053 
0.0062 
0.0062 
0.0132 
0.0132 
0.0153 
0.0153 
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b) Changes in Bound Sections 
The lower and upper bounds of storage for Roseries have to be changed. For 1978, the 
figure 2175 is to be replaced by 2560.3 and figure 88.3 is replaced by figure 150.3 
wherever they appear in this section. For 1998, figures 2175 and 88.3 have to be 
replaced by figures 2016.3 and 64.4 respectively wherever they occur in this section. 
Changes in Group Uses Section 
In the group uses section, all the lines under the subtitles 'continuity equation roscries' 
have to be rewritten as follows: 
1978 
* Cons I- continuity equation roseries 
E Consl SS12 0.056 SS13 
*Cons2 - continuity equation roseries 
E Cons2 SS22 0.076 SS23 
*Cons3 - continuity equation roseries 
E Cons3 SS32 0.158 SS33 
*Cons4 - continuity equation roseries 
E Cons4 SS42 0.155 SS43 
*Cons5 - continuity equation roseries 
E Cons5 SS52 0.158 SS53 
*Cons6 - continuity equation roseries 
E Cons6 SS62 0.175 SS63 
*Cons7 - continuity equation roseries 
E Cons7 SS72 0.198 SS73 
*Cons8 - continuity equation roseries 
E Cons8 SS82 0.195 SS83 
*Cons9 - continuity equation roseries 
E Cons9 SS92 0.178 SS93 
0.0014 
0.0019 
0.0038 
0.0038 
0.0038 
0.0043 
0.0048 
0.0048 
0.0043 
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*ConsIO - continuity equation roseries 
E ConsIO SS102 0.102 SS 103 0.0025 
*Cons 11 - continuity equation roseries 
E Consll SS112 0.058 SS 113 0.0014 
*Cons12 - continuity equation roseries 
E Cons12 SS122 0.042 SS123 0.0010 
1998 
* Cons I -continuity equation roseries 
E Consl SS12 0.137 SS13 0.008 
*Cons2 - continuity equation roseries 
E Cons2 SS22 0.189 SS23 0.011 
*Cons3 - continuity equation roseries 
E Cons3 SS32 0.389 SS33 0.024 
*Cons4 - continuity equation roseries 
E Cons4 SS42 0.384 SS43 0.023 
*Cons5 - continuity equation roseries 
E Cons5 SS52 0.389 SS53 0.024 
*Cons6 - continuity equation roseries 
E Cons6 SS62 0.433 SS63 0.026 
*Cons7 - continuity equation roseries 
E Cons7 SS72 0.488 SS73 0.03 
*Cons8 - continuity equation roseries 
E Cons8 SS82 0.483 SS83 0.029 
*Cons9 - continuity equation roseries 
E Cons9 SS92 0.439 SS93 0.027 
*ConsIO - continuity equation roseries 
E ConslO SS102 0.252 SS103 0.015 
*Cons 11 - continuity equation roseries 
E Consll SS112 0.143 SS113 0.009 
*Cons 12 - continuity equation roseries 
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E Cons12 SS122 0.104 SS123 0.006 
d) Changes in Element Section 
The SEIF, Standard Element Input Format, for some elements have to be changed. 
These elements are 13PR, NSS and USS: 
1978 
T 13PR 
R Ul vi 1.0 
R U2 V2 1.0 V3 1.0 
F UI*U2**0.53 
G Ul U2**0.53 
G U2 0.53*Ul/TJ2**0.47 
H Ul U2 0.53/TJ2**0.47 
H U2 U2 -0.47*0.53*Ul/U2**1.47 
T 14SS 
R U vi 1.0 V2 1.0 
F U**0.53 
G U 0.53/U**0.47 
H U u -0.47*0.53/U**1.47 
T USS 
R U vi 1.0 V2 1.0 
F U**1.06 
G U 1.06*U**0.06 
H U u 1.06*0.06/TJ**0.94 
1998 
T 13PR 
R Ul vi 1.0 
R U2 V2 1.0 V3 1.0 
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F UI*U2**0.437 
G Ul U2**0.437 
G U2 0.437*Ul/TJ2**0.563 
H Ul U2 0.4371U2**0.563 
H U2 U2 -0.437*0.563*UlIU2** 1.563 
T 14SS 
R U vi 1.0 V2 1.0 
F U**0.437 
G U 0.437/TJ**0.563 
H U u -0.437*0.563/U** 1.563 
T 15SS 
R U vi 1.0 V2 1.0 
F U**0.874 
G U 0.874/TJ**0.126 
H U u -0.874*0.126/TJ* * 1.126 
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