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Abstract
We study the hole probabilities for X (α)∞ (α > 0), a determinantal point process in
the complex plane with the kernel K(α)∞ (z, w)= α2piE 2α , 2α (zw)e
− |z|α2 − |w |
α
2 with respect to
Lebesgue measure on the complex plane, where Ea,b(z) denotes the Mittag-Leffler
function. Let U be an open subset of D(0, ( 2
α
)
1
α ) andX (α)∞ (rU ) denote the number of
points ofX (α)∞ that fall in rU . Then, under some conditions on U , we show that
lim
r→∞
1
r 2α
logP[X (α)∞ (rU )= 0]=R(α); −R(α)U ,
where ; is the empty set and
R(α)U := infµ∈P (U c )
{Ï
log
1
|z−w |dµ(z)dµ(w)+
∫
|z|αdµ(z)
}
,
P (U c ) is the space of all compactly supported probability measures with support in
U c . Using potential theory, we give an explicit formula for R(α)U , the minimum pos-
sible energy of a probability measure compactly supported on U c under logarithmic
potential with an external field |z|
α
2 . In particular,α= 2 gives the hole probabilities for
the infinite ginibre ensemble. Moreover, we calculate R(2)U explicitly for some special
sets like annulus, cardioid, ellipse, equilateral triangle and half disk.
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Notation
C The set of complex numbers
D Unit disk in the complex plane with center at origin
m Lebesgue measure on the complex plane
U Open set in the complex plane
rU {r.z : z ∈U }
U c C\U ,complement of the set U
P (E) The set of compactly supported probability measures with support in E
pµ(z)
∫
log 1|z−w |dµ(w), the potential of µ at z
R(g )µ
Î
log 1|z−w |dµ(z)dµ(w)+
∫
g (|z|)dµ(z),
R(g )U inf{R
(g )
µ : µ ∈P (C\U )},
R(α)µ
Î
log 1|z−w |dµ(z)dµ(w)+
∫ |z|αdµ(z),
R(α)U inf{R
(α)
µ : µ ∈P (C\U )},
X A point process on the complex plane
X (Ω) The number of points ofX that fall inΩ⊂C
V(X (Ω)) The variance ofX (Ω)
T the solution of t g ′(t )= 2
D(0,T ) Disk of radius T center at origin
xi

1 Introduction
Determinantal point process was introduced by Macchi [Mac75] to describe the sta-
tistical distribution of a fermion system in thermal equilibrium. This process is also
known as fermion random point process. The probability distribution of the deter-
minantal point process is characterized by a determinant of a matrix built from a
kernel. Moreover, the probability density vanishes whenever two points are equal
which implies that the points tend to repel each other. The determinantal point pro-
cesses arise in quantum physics, combinatorics and random matrix theory. Recently
[KT12], it has found applications in machine learning also.
Let X be a point process (see [DVJ08], p. 7) in the complex plane and let U be
an open set in C. The probability that U contains no points of X is called hole/gap
probability for U . Hole probabilities for various point processes have been studied
extensively, e.g., see [ST05], [Nis10], [Nis11], [Nis12], [BNPS16] and [AS13]. We calcu-
late the asymptotics of hole probabilities for certain determinantal point processes.
1.1 Basic notions and definitions
In this section we define point processes, correlation functions and determinantal
point processes in the complex plane. We give examples of determinantal point pro-
cesses that we are considering in this thesis.
1.1.1 Point processes, joint intensities
A point process X in the complex plane is a random integer valued positive Radon
measure on the complex plane. (Recall that a Radon measure is a Borel measure
which is finite on compact sets). The point processX is said to be simple ifX almost
1
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surely assigns at most measure 1 to singletons. Roughly speaking, the random set of
points configuration in the complex plane is called a point process in the complex
plane. The number of points ofX that fall inΩ⊂C is denoted byX (Ω).
Let µ be a Radon measure on C. If there exist functions ρk : C
k → [0,∞) for k ≥ 1,
such that for any family of mutually disjoint subjects D1, . . . ,Dk of C,
E
[
k∏
i=1
X (Di )
]
=
∫
∏
i Di
ρk (x1, . . . , xk )dµ(x1) . . .dµ(xk ),
then ρk , k ≥ 1 are called correlation functions or joint intensities of a point process
X with respect to µ. In addition, we shall require that ρk (x1, . . . , xk ) vanish if xi = x j
for some i 6= j .
In most cases, the point process is described by its correlation functions. If the
distribution ofX (D1),X (D2), . . . ,X (Dk ) is determined by its moments, then the cor-
relation functions determine the law ofX (for details, see [HKPV09], Remark 1.2.4).
The determinantal point process is determined by its correlation functions.
1.1.2 Determinantal point processes
Let K(x, y) : C2 → C be a measurable function. A point process X in the complex
plane is said to be a determinantal point process with kernel K if it is simple and its
joint intensities with respect to the measure µ satisfy
ρk (x1, . . . , xk )= det(K(xi , x j ))1≤i , j≤k ,
for every k ≥ 1 and x1, . . . , xk ∈ C. For a detailed discussion on determinantal point
processes we refer the reader to see [Sos00], [AGZ10], [HKPV09] and [Lyo03].
We skip the issue of existence and uniqueness of the determininatal point pro-
cesses. We refer the reader to see Section 4.5 and Lemma 4.2.6 in [HKPV09] for exis-
tence and uniqueness respectively. The following fact says that if K is a finite dimen-
sional projection kernel, then a determinantal process does exist.
Fact 1.1. Let µ be a Radon measure on C. Suppose {ϕk }nk=1 is an orthonormal set in
L2(C,µ). Then there exists a determinantal point process, having n points, with the
kernel
Kn(z, w)=
n∑
k=1
ϕk (z)ϕk (w),
2
1.1 Basic notions and definitions
with respect to background measure µ.
For the proof of Fact 1.1 see [HKPV09], pp. 65-66. This fact is also true for n =∞,
see Section 4.5 of [HKPV09]. Using Fact 1.1 we give few examples determinantal point
processes.
1.1.3 Examples of determinantal point processes
In this section we give few examples of determinantal point processes that we are
considering in this thesis.
1. n-th Ginibre ensemble: Let Gn be a n×n matrix with i.i.d. complex Gaussian
entries. Then the eigenvalues of Gn form a determinantal point process in the
complex plane with kernel
K(2)n (z, w)=
1
pi
n−1∑
k=0
(zw)k
k !
e−
1
2 |z|2− 12 |w |2 ,
with respect to Lebesgue measure on the complex plane. Equivalently, the vec-
tor of eigenvalues (with uniform order) has density
1
pin
∏n
k=1 k !
∏
i< j
|zi − z j |2e−
∑n
k=1 |zk |2 ,
with respect to Lebesgue measure on Cn . This is a determinantal point process
from the random matrix theory, introduced by Ginibre [Gin65]. For more de-
terminantal point processes from the random matrix theory, irrelevant for us,
we refer the reader to see [Dys62], [Kri06], [AB12], [AKRRRS16] and references
therein.
2. Infinite Ginibre ensemble : The determinantal point process in the complex
plane with the kernel K(2)∞ (z, w) = 1piezw−
1
2 |z|2− 12 |w |2 with respect to Lebesgue
measure on the complex plane, equivalently, with respect to the kernel ezw
with respect to background measure 1pie
−|z|2 dm(z) on C. The kernel ezw is
a projection kernel from L2(C, 1pie
−|z|2 dm(z)) to the space of all entire func-
tions in L2(C, 1pie
−|z|2 dm(z)). Since the kernel K(2)n (z, w) converge to the kernel
K
(2)∞ (z, w), the n-th Ginibre ensemble converges to the infinite Ginibre ensem-
ble in distribution as n →∞.
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3. X (α)n : For fixed α > 0, X (α)n is a determinantal point process in the complex
plane with the kernel
K(α)n (z, w)=
α
2pi
n−1∑
k=0
(zw)k
Γ( 2
α
(k+1))e
− |z|α2 − |w |
α
2 ,
with respect to Lebesgue measure on the complex plane. Equivalently, the vec-
tor of points ofX (α)n (in uniform random order) has density
αn
n!(2pi)n
∏n−1
k=0 Γ(
2
α (k+1))
e−
∑n
k=1 |zk |α
∏
i< j
|zi − z j |2,
with respect to Lebesgue measure onCn . Note that,α= 2 gives the n-th Ginibre
ensemble.
4. X (α)∞ : For fixed α > 0, X (α)∞ is the determinatal point process in the com-
plex plane with the kernel K(α)∞ (z, w) = α2piE 2α , 2α (zw)e
− |z|α2 − |w |
α
2 with respect to
Lebesgue measure on the complex plane, where Ea,b(z) denotes the Mittag-
Laffler function (see [HMS11]), an entire function when a > 0 and b > 0, defined
by
Ea,b(z)=
∞∑
k=0
zk
Γ(ak+b) .
Note that, forα= 2,X (2)∞ is the infinite Ginibre ensemble. The kernelsK(α)n (z, w)
converge to the kernelK(α)∞ (z, w) as n →∞. Therefore the point processesX (α)n
converge to the point processX (α)∞ in distribution as n →∞.
5. X (g )n : Let the function g : [0,∞)→ [0,∞) satisfies the following conditions:
a) g (r ) is increasing function in r such that r e−
g (r )
2 → 0 as r →∞.
b) g is a twice differentiable function on (0,∞).
c) limr→0+ r g ′(r )= 0 and r g ′(r ) is increasing on (0,∞).
d) ck =
∫∞
0 r
2k+1e−g (r )dr <∞ for all k = 0,1, . . ..
Observe that, g (r )= rα satisfies the above conditions for α> 0. ThenX (g )n is a
determinantal point process with kernel
K
(g )
n (z, w)=
n−1∑
k=0
(zw)k
c(n)k
e−
ng (|z|)
2 −
ng (|w |)
2 ,
4
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with respect to Lebesgue measure on the complex plane, where the constants
c(n)k =
∫ |z|2k e−ng (|z|)dm(z) for k = 0,1, . . . ,n−1. Equivalently, the vector of points
ofX (g )n (in uniform random order) has the density
1
Z (g )n
∏
i< j
|zi − z j |2e−n
∑n
k=1 g (|zk |),
with respect to the Lebesgue measure on Cn , where Zn is the normalizing con-
stant, i.e.,
Z (g )n =
∫
C
· · ·
∫
C
∏
i< j
|zi − z j |2e−n
∑n
k=1 g (|zk |)
n∏
k=1
dm(zk )= n!
n−1∏
k=0
c(n)k .
Note that if g = rα for α> 0 and if we scaledX (g )n by n
1
α , then we getX (α)n , i.e.,
X (α)n = n
1
α .X (g )n := {n
1
α .z : z ∈ z ∈X (g )n }.
In Chapter 3 and Chapter 4, we calculate the hole probabilities for these determinan-
tal point processes.
1.2 A brief survey of hole probabilities
Here we shall mention few results of hole probabilities for few point processes.
• LetX f be a point process of zeros set of the Gaussian analytic functions
f (z)=
∞∑
k=0
ak
zkp
k !
,
where ak are i.i.d. standard complex normal random variables (i.e., each has
the density 1pie
−|z|2 with respect to Lebesgue measure onC). Sodin and Tsirelson
[ST05] showed that for r ≥ 1,
e−Cr
4 ≤P[X f (rD)= 0]≤ e−cr
4
,
for some positive constants c and C .
5
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• Later Alon Nishry [Nis10] calculated the sharp constant in the exponent of the
hole probability forX f as r →∞. In fact he showed that
lim
r→∞
1
r 4
logP[X f (rD)= 0]=−
3e2
4
.
In the same paper, he calculated the asymptotics of hole probabilities for zeros
of a wide class of random entire functions. For more results in this direction,
e.g., see [Nis11], [Nis12].
• Let X fL be the zeors set of hyperbolic Gaussian analytic function fL on unit
disk, where
fL(z)=
∞∑
k=0
√
L(L+1) · · · (L+k−1)
k !
ak z
k , 0< L <∞,
and ak are i.i.d. standard complex normal random variables. Recently, Buckley,
Nishry, Peled and Sodin [BNPS16] proved the following results, asymptotics of
hole probabilities forX fL , as r → 1−
− logP[X fL (rD)= 0]=

Θ
(
1
(1−r )L log
1
1−r
)
if 0< L < 1
Θ
( 1
1−r
)
if L = 1
Θ
( 1
1−r log
2 1
1−r
)
if 0< L < 1.
Note that there is a transition in the asymptotics of the hole probability accord-
ing to whether 0< L < 1 or L = 1 or L > 1.
• Akemann and Strahov [AS13] calculated the asymptotics for the hole probabil-
ities for the eigenvalues of the product of finite matrices with i.i.d. standard
complex normal entries.
1.3 Description of problems and proof techniques
Consider the infinite Ginibre ensemble X (2)∞ in the complex plane. It is known (see
[HKPV09], Proposition 7.2.1) that
lim
r→∞
1
r 4
logP[X (2)∞ (rD)= 0]=−
1
4
, (1.1)
6
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where D is open unit disk. The immediate consequence of (1.1), for a general open
set U ⊂D, there exist constants C1 and C2 (depending on U ) such that
C1 ≤ liminf
r→∞
1
r 4
logP[X (2)∞ (rU )= 0]≤ limsup
r→∞
1
r 4
logP[X (2)∞ (rU )= 0]≤C2,
as U contains some disk and is contained in some bigger disk. The natural question
is following:
Question: What is the exact value of the limit (if exists)
CU := lim
r→∞
1
r 4
logP[X (2)∞ (rU )= 0]?
Recently, it was shown [AR16] that the limit exists, under some mild conditions on
U . The constant, (say) decay constant, is explicit in terms of minimum energy of
complement of the set quadratic external fields. Moreover, it was calculated the con-
stants explicitly for sets like disk, annulus, ellipse, cardioid, equilateral triangle and
half disk.
In this thesis we prove the similar asymptotic results of hole probabilities forX (α)∞ .
The essential ideas of the proofs are borrowed from the paper [AR16]. As a conse-
quence of these results, for α= 2, we get the hole probabilities for the infinite Ginibre
ensemble.
The key idea of the proof of (1.1) is that the set of absolute values of the points of
X (2)∞ has the same distribution as {R1,R2, . . .}, where R2k ∼Gamma(k,1) and all the Rk s
are independent. We show that the set of absolute values of the points of X (α)∞ has
the same distribution as {R1,R2, . . .}, where Rαk ∼ Gamma( 2αk,1) and all the Rk s are
independent. Using this result we show that
lim
r→∞
1
r 2α
logP[X (α)∞ (rD)= 0]=−
α
2
· 1
4
,
forα> 0. In particular,α= 2 gives (1.1). By the same idea, we also calculate the decay
constant for the annulus.
The above idea cannot be applied for non circular domains. One possible way to
calculate the hole probabilities, for general sets, is Fredholm determinant. The hole
probability for X , a determinantal point process with kernel K and measure µ, in
terms of Fredholm determinant is given by
P[X (B)= 0]= 1+
∞∑
n=1
(−1)n
n!
∫
B
· · ·
∫
B
det(K(xi , x j ))1≤i , j≤n
n∏
k=1
dµ(xk ),
7
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where B is any Borel measurable set inC. For the proof of the above equality and more
details of the Fredholm determinant see Lemma 3.2.4 and Section 3.4 in [AGZ10] re-
spectively. But, it is difficult to calculate hole probabilities using the above formula.
We use the potential theory techniques to calculate the hole probabilities forX (α)∞
in general domains. Now we explain the proof techniques for infinite Ginibre ensem-
ble. Since the infinite Ginibre ensemble is the distributional limit of finite Ginibre
ensembles, the hole probabilities for infinite Ginibre ensemble is limit of the hole
probabilities for finite Ginibre ensembles. The hole probability for n-th Ginibre en-
semble, in
p
nU , is given by
P[X (2)n (
p
nU )= 0]= 1
Zn
∫
U c
. . .
∫
U c
e−n
∑n
k=1 |zk |2
∏
i< j
|zi − z j |2
n∏
i=1
dm(zi ),
where Zn = n− n
2
2 pin
∏n
k=1 k ! and U ⊂D.
The circular law [Gin65] tells us that the empirical eigenvalue distribution ρn of
1p
n
Gn converges to the uniform measure on the unit disk D as n →∞. So, for U ⊂D,
P[X (2)n (
p
nU ) = 0] converges to zero as n →∞. Observe that P[X (2)n (
p
nU ) = 0] =
P[ρn ∈P (U c )], whereP (E) denotes the space of all compactly supported probability
measures with support in E , closed subset of C. Therefore by Large deviation princi-
ple for the empirical eigenvalue distribution of Ginibre ensemble, proved in [PH98],
we have an upper bound for the limits of the hole probabilities,
limsup
n→∞
1
n2
logP[Xn(
p
nU )= 0]≤− inf
µ∈P (U c )
R(2)µ +
3
4
,
where the rate function R(2)µ is the following functional onP (C)
R(2)µ =
Ï
log
1
|z−w |dµ(z)dµ(w)+
∫
|z|2dµ(z),
as the set P (U c ) is closed in P (C) with weak topology. No non-trivial lower bound
for the hole probabilities can be deduced from the large deviation principle, as the set
P (U c ) has empty interior. See that, for a ∈U and µ ∈P (U c ), (1− 1n )µ+ 1nδa ∉P (U c )
for all n and converges to µ as n →∞. Nonetheless, using the properties of balayage
measures and Fekete points we have the lower bound, with same quantity, for two
class of open sets.
8
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Using similar idea we calculate the hole probabilities forX (α)∞ for large class of sets.
Similar to circular law, we show that the limiting empirical distribution of points of
n−
1
α .X (α)n (each point is scaled down by n
− 1α ) exists. Moreover we calculate the hole
probabilities for the determinantal processX (g )n , using potential theory.
1.4 Plan of the thesis
In this section we give a chapter wise brief description of this thesis.
• In Chapter 2 we give definitions of the equilibrium measure and the minimum
energy with external fields and their properties. We derive a formula for the
equilibrium measures and for the minimum energies for a certain class of sets,
in terms of balayage measures. We give examples of balayage measures for a
class of external fields. In particular, we calculate the equilibrium measures and
the minimum energies for the complement sets of the disk, annulus, ellipse,
cardioid, half disk and equilateral triangle with the quadratic external fields.
• In Chapter 3 we calculate the asymptotics, as n →∞, of the hole probabilities
forX (g )n andX
(α)
n for a large class of sets . It turns out that the decay constants
are explicit in terms of the minimum energies of the sets, depending on external
fields. As a corollary of these results, we get the hole probability results for finite
Ginibre ensembles, proved in [AR16].
• In Chapter 4 we derive the asymptotic of P[X (α)∞ (rU ) = 0] as r →∞ for a large
class of open sets U . We derive the decay constants explicitly in terms of the
minimum energies of the sets, with the external fields |z|α. In particular, α= 2
gives the hole probability results for infinite Ginibre ensemble, proved in [AR16].
• In chapter 5 we calculate the hole probabilities for finite β-ensembles in the
complex plane.
• In Chapter 6 we move away from hole probabilities. We consider a family of
determinantal point processesXL in the unit disk with kernelsKL with respect
9
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to the measures µL for L > 0, where
KL(z, w)= 1
(1− zw)L+1 and dµL(z)=
L
pi
(1−|z|2)L−1dm(z),
for z, w ∈ D. We show that the asymptotics of variances of XL(rD), as r → 1−,
does not change with L. We also calculate the variances of linear statistics of
ϕp (z)= (1− |z|
2
r 2
)
p
2+ for p > 0 and 0< r < 1. Interestingly, it turns out that there is
a transitions in variances at p = 1 as r → 1−, does not depend on L.
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In this chapter we calculate the weighted equilibrium measures and the weighted
minimum energies for some sets with certain external fields. The minimum ener-
gies will play a crucial role in next two chapters, in calculating the hole probabilities.
We start with basic definitions and facts of classical potential theory from [Ran95],
[ST97].
2.1 Preliminaries
The support of a positive measure µ on C, denoted by supp(µ), consists of all points
z such that µ(D(z,r ))> 0 for every open disk D(z,r ) of radius r > 0 and with center at
z. The measure µ is said to be compactly supported if supp(µ) is compact. Let µ be
a compactly supported probability measure on C. Then its potential is the function
pµ :C→ (−∞,∞] defined by
pµ(z) :=−
∫
log |z−w |dµ(w) for all z ∈C.
Its logarithmic energy Iµ is defined by
Iµ :=−
Ï
log |z−w |dµ(z)dµ(w)=
∫
pµ(z)dµ(z).
A set E ⊂ C is said to be polar if Iµ = ∞ for all compactly supported probability
measures µ with supp(µ)⊂ E . The capacity of a subset E of C is given by
C (E) := e− inf{Iµ :µ∈P (E)},
whereP (E) is the space of all compactly supported probability measure with support
in E . A set is polar if and only the capacity is zero. Singleton sets are polar sets and
11
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countable union of polar sets is again a polar set. A property is said to hold quasi-
everywhere (q.e.) on E ⊂ C if it holds everywhere on E except some Borel polar set.
Every Borel probability measure with finite logarithmic energy assigns zero measure
to Borel polar sets (see Theorem 3.2.3, [Ran95]). So, a property, which holds q.e. on
E , holds µ-a.e. on E , for every µ with finite energy. As a corollary, we have that every
Borel polar set has Lebesgue measure zero and a property, which holds q.e. on E ,
holds a.e. on E .
A weight function w : E → [0,∞), on a closed subset E of C, is said to be admissible
if it satisfies the following three conditions:
1. w is upper semi-continuous,
2. E0 := {z ∈ E |w(z)> 0} has positive capacity,
3. if E is unbounded, then |z|w(z)→ 0 as |z|→∞, z ∈ E .
Weighted equilibrium measure: A probability measure, with support in E , which
minimizes the following weighted energy
Rµ =
∫
pµ(z)dµ(z)+2
∫
Q(z)dµ(z),
where w = e−Q is an admissible weight function, is called weighted equilibrium mea-
sure for E with external field Q. The weighted minimum energy is RE c := inf{Rµ :
µ ∈P (E)}. For simplicity we write minimum energy and equilibrium measure in-
stead of weighted minimum energy and weighted equilibrium measure respectively.
We have the following fact regarding equilibrium measure.
Fact 2.1. Let w = e−Q be an admissible weight function on a closed set E . Then there
exists a unique equilibrium measure ν, for E with external field Q. The equilibrium
measure ν has compact support and Rν is finite (so is Iν). Further, ν satisfies the
following conditions
pν(z)+Q(z)=C (2.1)
for q.e. z ∈ supp(ν) and
pν(z)+Q(z)≥C (2.2)
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for q.e. z ∈ E for some constant C . Also, the above conditions uniquely characterize
the equilibrium measure, i.e. a probability measure with compact support in E and
finite energy, which satisfies the conditions (2.1) and (2.2) for some constant C , is the
equilibrium measure for E with external field Q.
For a proof of this fact see [ST97] (Chapter I Theorem 1.3 and Theorem 3.3). The
discrete analogue of the above minimization problem of Rµ is the problem of finding
the limit of
δωn (E) := sup
z1,z2,...,zn∈E
{∏
i< j
|zi − z j |ω(zi )ω(z j )
} 2
n(n−1)
,
as n →∞. A setsFn = {z∗1 , z∗2 , . . . , z∗n}⊂ E is said to be an n-th weighted Fekete set for
E if
δωn (E)=
{∏
i< j
|z∗i − z∗j |ω(z∗i )ω(z∗j )
} 2
n(n−1)
.
The points z∗1 , z
∗
2 , . . . , z
∗
n in a weighted Fekete setFn are called n-th weighted Fekete
points. It is known that the sequence {δωn (E)}
∞
n=2 decreases to e
−Rν , where ν is the
weighted equilibrium measure, i.e.
lim
n→∞δ
ω
n (E)= e−Rν = e− infµ∈P (E) Rµ . (2.3)
Moreover, the uniform probability measures on n-th weighted Fekete sets converge
weakly to equilibrium measure ν, i.e.
lim
n→∞νFn = ν,
where νFn is uniform measure onFn . For the proofs of these facts, see [ST97], Chap-
ter III Theorem 1.1 and Theorem 1.3. The following fact (an application of Theorem
4.7 in Chapter II, [ST97], to bounded open sets) is about the existence and uniqueness
of the balayage measure.
Fact 2.2. Let U be an bounded open subset of C and µ be a finite Borel measure on U
(i.e., µ(U c )= 0). Then there exists a unique measure µˆ on ∂U such that µˆ(∂U )=µ(U ),
µˆ(B) = 0 for every Borel polar set B ⊂ C and pµˆ(z) = pµ(z) for q.e. z ∈U c . µˆ is said to
be the balayage measure associated with µ on U .
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We use the following well known fact, known as Jensen’s formula.
Fact 2.3. For each r > 0,
1
2pi
∫ 2pi
0
log
1
|z− r e iθ|dθ =
 log 1r if |z| ≤ rlog 1|z| if |z| > r .
To see this, note that log |1− z| is harmonic on D, by mean value property we have
1
2pi
∫ 2pi
0
log |1− r e iθ|dθ = 0 for r < 1.
This equality is true also for r = 1, by direct calculation. This implies that 12pi
∫ 2pi
0 log |z−
r e iθ|dθ = log(max{|z|,r }).
2.2 Equilibrium measure in general settings
In this section we derive the weighted equilibrium measures and the minimum ener-
gies of certain sets, for a class of external fields. Let Q(z) = g (|z|)2 , where the function
g : [0,∞)→ [0,∞) satisfies the following conditions:
1. g (r ) is increasing function in r such that r e−
g (r )
2 → 0 as r →∞.
2. g is a twice differentiable function on (0,∞).
3. lim
r→0+
r g ′(r )= 0 and r g ′(r ) is increasing on (0,∞).
Observe that, g (r )= rα satisfies the above conditions for α> 0. Clearly, w(z)= e− g (|z|)2
is an admissible weight function on such E . In this section we assume that g satisfies
above three conditions.
Through out this thesis, T is the solution of t g ′(t )= 2 (i.e., T g ′(T )= 2) and D(0,T )
is the disk of radius T with center at origin. The third condition on g implies that T is
unique. We shall use following notations:
R(g )U = inf{R
(g )
µ : µ ∈P (U c )} where R(g )µ =
Î
log 1|z−w |dµ(z)dµ(w)+
∫
g (|z|)dµ(z);
R(α)U = inf{R(α)µ : µ ∈P (U c )} where R(α)µ =
Î
log 1|z−w |dµ(z)dµ(w)+
∫ |z|αdµ(z).
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Note that R(α)U is a slight abuse of the notation R
(g )
U . First we calculate the equilibrium
measure for E = C, then for E = C\U for certain class of open sets U ⊂ D(0,T ) with
the external fields g (|z|)2 .
Theorem 2.4. Suppose E =C and Q(z)= g (|z|)2 (external fields) on C. Then the equilib-
rium measure µ, set z = r e iθ, is given by
dµ(z)=
 14pi [g ′′(r )+ 1r g ′(r )]dm(z) if |z| ≤ T0 otherwise ,
where T > 0 such that T g ′(T )= 2. The minimum energy is
R(g ); = log
1
T
+ g (T )− 1
4
∫ T
0
r (g ′(r ))2dr.
Before proving the theorem we present two examples.
Example 2.5. 1. If g (r )= rα, then T = ( 2α )
1
α . The equilibrium measure is dµ(z)=
α2
4pir
α−2dm(z) on D(0, ( 2α )
1
α ) and the minimum energy is R(α); = 34 · 2α − 1α log 2α .
2. In particular when g (r )= r 2, i.e., α= 2 then T = 1. The equilibrium measure µ
is uniform measure on D, i.e., dµ(z) = 1pidm(z) on D and the minimum energy
is R(2); = 34 . Proof of this particular case can be found in [AR16].
Proof of Theorem 2.4. Let dµ(z)= 14pi [g ′′(r )+ 1r g ′(r )]dm(z) when z ∈D(0,T ) and zero
other wise. The condition T g ′(T ) = 2 implies that µ is a probability measure on
D(0,T ). Indeed,
1
4pi
∫ T
0
∫ 2pi
0
[g ′′(r )+ 1
r
g ′(r )]r dr dθ = 1
2
∫ T
0
[r g ′′(r )+ g ′(r )]dr = 1
2
T g ′(T )= 1.
We show that the measure µ satisfies the conditions (2.1) and (2.2). Hence by Fact 2.1
we conclude that µ is the equilibrium measure.
By Fact 2.3, for |z| ≤ T , we have
pµ(z)= 1
4pi
∫ T
0
∫ 2pi
0
log
1
|z− r e iθ| .(g
′′(r )+ 1
r
g ′(r ))r dr dθ
= 1
2
[∫ |z|
0
log
1
|z| .(r g
′′(r )+ g ′(r ))dr +
∫ T
|z|
log
1
r
.(r g ′′(r )+ g ′(r ))dr
]
= 1
2
[
2log
1
T
+ g (T )− g (|z|)
]
,
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the last equality follows from the facts that limr→0+ r g ′(r )= 0 and T g ′(T )= 2. There-
fore
pµ(z)+ g (|z|)
2
= 1
2
[
2log
1
T
+ g (T )
]
for |z| ≤ T . (2.4)
Hence µ satisfies the condition (2.1). On other hand, for |z| > T
pµ(z)= 1
4pi
∫ T
0
∫ 2pi
0
log
1
|z− r e iθ| .(g
′′(r )+ 1
r
g ′(r ))r dr dθ
= 1
2
[∫ T
0
log
1
|z| .(r g
′′(r )+ g ′(r ))dr
]
(by Fact 2.3)
= log 1|z| ,
we get last equality by using the facts limr→0+ r g ′(r )= 0 and T g ′(T )= 2. The function
f (r ) = log 1r +
g (r )
2 is increasing function on [T,∞). Indeed, f ′(r ) = −1r +
g ′(r )
2 ≥ 0 for
r ≥ T , as r g ′(r ) is increasing. Therefore
pµ(z)+ g (|z|)
2
= log 1|z| +
g (|z|)
2
≥ 1
2
[
2log
1
T
+ g (T )
]
for |z| > T . (2.5)
Hence µ satisfies the condition (2.2). Therefore µ is the equilibrium measure.
Value of R(g ); : We have
R(g ); =
∫
pµ(z)dµ(z)+
∫
g (|z|)dµ(z)
= 1
2
[
2log
1
T
+ g (T )
]
+ 1
2
∫
g (|z|)dµ(z) (by (2.4))
= log 1
T
+ 1
2
g (T )+ 1
2
∫ T
0
∫ 2pi
0
g (r ).
1
4pi
(r g ′′(r )+ g ′(r ))dr dθ
= log 1
T
+ g (T )− 1
4
∫ T
0
r (g ′(r ))2dr,
by integration by parts and using limr→0+ r g ′(r )= 0 and T g ′(T )= 2. ■
Next theorem gives the equilibrium measures and the minimum energies for com-
plements of open subsets of D(0,T ).
Theorem 2.6. Let E = C\U =U c , where U ⊂D(0,T ) is an open set. Then the equilib-
rium measure for U c , with the external field g (|z|)2 , is ν=µ1+ν2 and
R(g )U =R
(g )
; +
1
2
[∫
∂U
g (|z|)dν2(z)−
∫
U
g (|z|)dµ2(z)
]
, (2.6)
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where µ1 and µ2 are restrictions of the measure µ, as in Theorem 2.4, on to the sets
D(0,T )\U and U respectively, i.e.,
dµ1(z) =
 14pi (g ′′(r )+ 1r g ′(r ))dm(z) if z ∈D(0,T )\U0 otherwise
dµ2(z) =
 14pi (g ′′(r )+ 1r g ′(r ))dm(z) if z ∈U0 otherwise
and ν2 is the balayage measure on ∂U with respect to the measure µ2.
Remark 2.7. 1. If g (r )= rα and α> 0. Then for U ⊆D(0, ( 2
α
)
1
α ), the constant is
R(α)U =
3
4
· 2
α
− 1
α
log
2
α
+ 1
2
[∫
∂U
g (|z|)dν2(z)−
∫
U
g (|z|)dµ2(z)
]
.
2. If g (r )= rα and α> 0. Then the constant
R(α)
′
U =
1
2
[∫
∂U
g (|z|)dν2(z)−
∫
U
g (|z|)dµ2(z)
]
satisfies the scaling property R(α)
′
aU = a2αR(α)
′
U .
3. We can see Theorem 2.4 as a particular case of Theorem 2.6, when U =;. But
we shall use Theorem 2.4 to prove Theorem 2.6.
Now, we proceed to prove Theorem 2.6.
Proof of Theorem 2.6. Letµ be the equilibrium measure forCwith external field g (|z|)2 ,
as in Theorem 2.4. Let µ = µ1 +µ2, where µ1 and µ2 are µ restricted to U c and U
respectively. By Fact 2.2, we know that there exists a measure ν2 on ∂U such that
ν2(∂U )=µ2(U ), ν2(B)= 0 for every Borel polar set and
pν2 (z)= pµ2 (z) q.e. on U c .
Define ν=µ1+ν2. Then we have that the support of ν is D(0,T )\U and
pν(z)= pµ1 (z)+pν2 (z)= pµ1 (z)+pµ2 (z)= pµ(z) q.e. on U c .
Again we have (2.4) and (2.5), i.e.,
pµ(z)+ g (|z|)
2
= 1
2
[
2log
1
T
+ g (T )
]
if |z| ≤ T
pµ(z)+ g (|z|)
2
≥ 1
2
[
2log
1
T
+ g (T )
]
if |z| > T .
17
2 Equilibrium measures
This gives us that
pν(z)+ g (|z|)
2
= 1
2
[
2log
1
T
+ g (T )
]
for q.e. z ∈ supp(ν)
pν(z)+ g (|z|)
2
≥ 1
2
[
2log
1
T
+ g (T )
]
for q.e. z ∈U c .
The energy of the measure ν,
Iν =
∫
pν(z)dν(z)= 1
2
[
2log
1
T
+ g (T )
]
− 1
2
∫
g (|z|)dν(z), (2.7)
is finite. The second equality follows from the fact that ν(B)= 0 for all Borel polar sets
B . So, ν has finite energy and satisfies conditions (2.1) and (2.2). Therefore, by Fact
2.1, ν is the equilibrium measure for U c with the external field g (|z|)2 .
Value of R(g )U : We have
R(g )ν =
∫
pν(z)dν(z)+
∫
g (|z|)dν(z)= Iν+
∫
g (|z|)dν(z).
Therefore, by (2.7), we have
R(g )ν =
1
2
[
2log
1
T
+ g (T )
]
+ 1
2
∫
g (|z|)dν(z)
= 1
2
[
2log
1
T
+ g (T )
]
+ 1
2
∫
g (|z|)dµ1(z)+ 1
2
∫
g (|z|)dν2(z)
= R(g ); −
1
2
∫
U
g (|z|)dµ2(z)+ 1
2
∫
∂U
g (|z|)dν2(z)
= R(g ); +
1
2
[∫
∂U
g (|z|)dν2(z)−
∫
U
g (|z|)dµ2(z)
]
.
The result follows from the fact that R(g )U =R
(g )
ν . ■
Remark 2.8. Let ν2 and µ2 be as in the above proof i.e. ν2 is the balayage measure
associated with µ2. We have pν2 (z) = pµ2 (z) for q.e. z ∈U c . As the logarithmic po-
tential of a measure is harmonic outside its support, pν2 (z) = pµ2 (z) holds for every
z ∈ U c . Outside D(0,T ), pν2 (z) and pµ2 (z) are real parts of the analytic functions
−∫∂U log(z−w)dν2(w) and −∫∂U log(z−w)dµ2(w), respectively. So there exists a
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constant c such that for all |z| > T ,∫
∂U
log(z−w)dν2(w) =
∫
U
log(z−w)dµ2(w)+ c,
⇔
∫
∂U
[log z+
∞∑
n=1
w n
nzn
]dν2(w) =
∫
U
[log z+
∞∑
n=1
w n
nzn
]dµ2(w)+ c
⇔
∫
∂U
w ndν2(w) =
∫
U
w ndµ2(w),∀n Ê 0 and c = 0 (2.8)
To see the converse of the above, suppose ν2 is a measure on ∂U which satisfies the
relations (2.8), then pν2 (z)= pµ2 (z) for every z ∈U
c
. If ∂U is a piecewise smooth curve
and ν2 has density with respect to arc-length on ∂U , then pν2 (z) is continuous at all
the continuity points of the density of ν2 ([ST97] Chapter II Theorem 1.5). In this case
pµ2 (z) is also continuous on ∂U . So if the density of ν2 is piecewise continuous on ∂U ,
we get that pν2 (z) = pµ2 (z) for q.e. z ∈U c . Therefore when ∂U is piecewise smooth
curve, a measure ν2 on ∂U which has piecewise continuous density with respect to
arclength and satisfies relations (2.8) is the balayage measure on ∂U .
2.2.1 Examples of balayage measures
In this section we calculate the balayage measures for disk and annulus with the ex-
ternal field g (|z|)2 .
Example 2.9. Let U =D(0, a), disk of radius a < T centered at origin. Then the bal-
ayage measure on ∂U with respect to the measure µ
∣∣
U , where µ as in Theorem 2.4,
is
dν2(z)=
 14piag ′(a)dθ if |z| = a,0 otherwise.
Example 2.10. Let U = {z : 0 < a < |z| < b < T }, annulus with inner radius a and
outer radius b. Then the balayage measure on ∂U with respect to the measure µ
∣∣
U ,
where µ as in the Theorem 2.4, is
dν2(z)=

λ. 14pi (bg
′(b)−ag ′(a))dθ if |z| = a,
(1−λ). 14pi (bg ′(b)−ag ′(a))dθ if |z| = b,
0 otherwise,
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where λ is given by
λ= (g (b)− g (a))−ag
′(a) log(b/a)
(bg ′(b)−ag ′(a)) log(b/a) .
Remark 2.11. Suppose g (t )= tα, for α> 0.
1. If U =D(0, a), where a ≤ ( 2α )
1
α . Then the balyage measure on ∂U and minimum
energy are given below:
dν2(z)=
 α4piaαdθ if |z| = a,0 otherwise, and R(α)U −R(α); = α2 · a
2α
4
.
2. If U = {z : 0< a < |z| < b < ( 2
α
)
1
α }, annulus with inner radius a and outer radius
b. Then the balayage measure on ∂U is
dν2(z)=

λ. α4pi (b
α−aα)dθ if |z| = a,
(1−λ). α4pi (bα−aα)dθ if |z| = b,
0 otherwise,
for λ= (b
α−aα)−αaα log(b/a)
α(bα−aα) log(b/a) .
The minimum energy is given by
R(α)U −R(α); =
α
2
·
(
b2α
4
− a
2α
4
− (b
α−aα)2
2α log(b/a)
)
.
We show the computations for the Example 2.10 and we skip the (similar) calculations
for Example 2.9.
Computations for Example 2.10. If |z| ≤ a, then by Fact 2.3 we have
pµ2 (z)=
1
4pi
∫ b
a
∫ 2pi
0
log
1
|z− r e iθ| .
[
g ′′(r )+ 1
r
g ′(r )
]
r drθ
= 1
2
∫ b
a
[r g ′′(r )+ g ′(r )]. log 1
r
.dr
= 1
2
[
−bg ′(b) logb+ag ′(a) log a+
∫ b
a
g ′(r )dr
]
= 1
2
[
(g (b)− g (a))−bg ′(b) logb+ag ′(a) log a] .
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Again for |z| ≤ a, the potential for ν2 at z is
pν2 (z)=
1
4pi
∫ 2pi
0
λ.(bg ′(b)−ag ′(a)) log 1|z−ae iθ|dθ
+ 1
4pi
∫ 2pi
0
(1−λ).(bg ′(b)−ag ′(a)) log 1|z−be iθ|dθ
=λ
2
· [bg ′(b)−ag ′(a)] · log(b/a)− 1
2
· [bg ′(b)−ag ′(a)] · logb,
last equality follows from the Fact 2.3. By equating pµ2 (z)= pν2 (z) for |z| ≤ a, we get
λ= (g (b)− g (a))−ag
′(a) log(b/a)
(bg ′(b)−ag ′(a)) log(b/a) .
Similarly, it can be shown that pµ2 (z)= pν2 (z) for |z| ≥ b for all choice of λ. Therefore
pµ2 (z)= pν2 (z) if z ∈U c for the above particular choice of λ. Hence the result. ■
2.3 Equilibrium measure with quadratic external fields
In this section we calculate the equilibrium measures and the minimum energies for
some sets with quadratic external fields. The following theorem has been proved in
[AR16], a particular case (for g (|z|)= |z|2) of Theorem 2.6.
Theorem 2.12. Let U be an open set such that U ⊆ D. Then the equilibrium measure
for U c , under logarithmic potential with quadratic external field, is ν= ν1+ν2 and
R(2)U =
3
4
+ 1
2
[∫
∂U
|z|2dν2(z)− 1
pi
∫
U
|z|2dm(z)
]
, (2.9)
where
dν1(z) =
 1pidm(z) if z ∈D\U0 o.w.
and ν2 is the balayage measure on ∂U with respect to the measure
1
pi
m
∣∣
U .
Next subsection we have calculated the equilibrium measures ν and the constant
Rν for some particular sets.
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2.3.1 Table of examples
Suppose ν = ν1+ν2 is the equilibrium measure for D\U as in Theorem 2.12. In this
section we write RU and R ′U instead of R
(2)
U and R
(2)′
U respectively. Then RU = 34 +R ′U .
The balayage measure ν2 and R ′U , for some particular open sets U , are given in the
following table.
U ν2 R ′U
{z : |z| < a} (disk). dν2(z)=
{
a2
2pidθ if z = ae iθ
0 o.w.
a4
4
{z : |z − a0| < a}
for fixed a0 ∈D.
dν2(z)=
{
a2
2pidθ if z = a0+ae iθ
0 o.w.
a4
4
{z : a < |z| < b} for 0<
a < b < 1, (annulus).
dν′2(z) =
{
λ(b2−a2) dθ2pi if z = ae iθ
0 o.w.
,
dν′′2 (z) =
{
(1−λ)(b2−a2) dθ2pi if z = be iθ
0 o.w.
where λ = (b2−a2)−2a2 log(b/a)
2(b2−a2) log(b/a) and
ν2 = ν′2+ν′′2 .
1
4 (b
4 − a4)
− 14 (b
2−a2)2
log(b/a)
{(x, y)| x2
a2
+ y2
b2
É 1}
(ellipse).
dν2(z) = ab2pi
[
1− a2−b2
a2+b2 cos(2θ)
]
dθ when
z ∈ ∂U .
1
2 · (ab)
3
a2+b2
{r e iθ|0 ≤ r < b(1 +
2a cosθ),0 ≤ θ ≤ 2pi}
(Cardioid).
dν2(z) = b22pi (1+ a2 + 2a cosθ)dθ when
z ∈ ∂U .
b4
2 (a
2 + 1)2 −
b4
4
Fix a < 1. aT where T
be triangle with cube
roots of unity 1,ω,ω2
as vertices.
. . . a4
2pi · 9
p
3
80
{r e iθ : 0 < r < a,0 <
θ <pi}, (half-disk).
. . . a4
2
(
1
2 − 4pi2
)
For detailed calculations, see Section 2.3.2.
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2.3.2 Computations for examples
In this section we calculate the balayage measure ν2 and the constant RU explicitly
for some particular open sets U . In the first example we consider annulus with inner
and outer radius a and b respectively, a particular case of second part of Remark 2.11
(for α= 2).
Example 2.13. Fix 0< a < b < 1. Suppose U = {z ∈C : a < |z| < b}. Then the balayage
measure is ν2 = ν′2+ν′′2 , where
dν′2(z) =
 λ(b2−a2) dθ2pi if |z| = a0 o.w.
dν′′2(z) =
 (1−λ)(b2−a2) dθ2pi if |z| = b0 o.w.
and λ is given by
λ= (b
2−a2)−2a2 log(b/a)
2(b2−a2) log(b/a) .
The constant is
RU = 3
4
+ 1
4
(b4−a4)− 1
4
(b2−a2)2
log(b/a)
.
Note: In particular if a = b, then RU = 34 . Again if we take aspect ratio a/b = c, then
RU = 3
4
+ 1
4
(
(1− c4)+ (1− c
2)2
logc
)
b4.
Note that the same expression has appeared in hole probability for infinite Ginibre
ensemble (Corollary 4.3).
In the next example we consider disk of radius a contained in unit disk. Let B(c0, a)
be the ball of radius a centered at c0.
Example 2.14. For U =B(c0, a)⊆D, the equilibrium measure is ν= ν1+ν2, where
dν1(z)=
 1pidm(z) if z ∈D\U0 o.w. and dν2(z)=
 a
2
2pidθ if |z− c0| = a
0 o.w.
and the constant is RU = 34 + 14 a4.
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Note that the equilibrium measure and the constant do not depend on the position
of the ball. These values depend only on the radius of the ball. This follows directly
from the fact that the balayage measure corresponding to uniform measure on a ball
is uniform on its boundary, which follows easily from Fact 2.3. Now we consider el-
lipse.
Example 2.15. Fix 0< a,b < 1. Suppose U = {(x, y)| x2
a2
+ y2
b2
< 1}. Then
dν2(z)= ab
2pi
[
1− a
2−b2
a2+b2 cos(2θ)
]
dθ and RU = 3
4
+ 1
2
· (ab)
3
a2+b2 .
Computation for Example 2.15. Let x = ar cosθ, y = br sinθ,0 ≤ θ ≤ 2pi,0 ≤ r ≤ 1.
Then we have
1
pi
∫
U
w ndm(w) = 1
pi
∫
U
(x+ i y)nd xd y
= 1
pi
∫ 1
0
∫ 2pi
0
r n(a cosθ+ i b sinθ)n abr dθdr
= 1
pi
∫ 2pi
0
ab(a cosθ+ i b sinθ)n
n+2 dθ
(by substituting α= a+b2 ,β= a−b2 )
= 1
pi
∫ 2pi
0
(α2−β2)(αe iθ+βe−iθ)n
n+2 dθ
=

1
pi ·
(α2−β2)αn/2βn/2( nn/2)
n+2 if n is even
0 if n is odd.
Let dν2(w)= 1pi [c0+ c1(e2iθ+e−2iθ)]dθ, then we have∫
∂U
w ndν2(w) = 1
pi
∫ 2pi
0
(αe iθ+βe−iθ)n[c0+ c1(e2iθ+e−2iθ)]dθ
=

1
pi
[
c0αn/2βn/2
( n
n/2
)+ c1( nn/2−1)αn/2βn/2(α2+β2αβ )] if n is even
0 if n is odd.
Note that if we take
(α2−β2)
( n
n/2
)
n+2 = c0
(
n
n/2
)
+ c1
(
n
n/2−1
)(
α2+β2
αβ
)
, for all n even
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which implies that
(α2−β2)
2
= c0 =−c1
(
α2+β2
αβ
)
.
Therefore ν2 satisfies (2.8) for all n and also has continuous density with respect to
arclength of ∂U . Therefore, by Remark 2.8, the measure ν2 on ∂U given by
dν2(z)= ab
2pi
[
1− a
2−b2
a2+b2 cos(2θ)
]
dθ
is the balayage measure on ∂U and constant RU is given by
RU = 3
4
+ 1
2
[∫
∂U
|w |2dν2(w)− 1
pi
∫
U
|w |2dm(w)
]
= 3
4
+ 1
2
· (ab)
3
a2+b2 .
Hence the result. ■
Note that if we take a = b then we get the Example 2.14. In the next example we
consider cardioid.
Example 2.16. Fix a,b > 0 such that U = {r e iθ|0≤ r < b(1+2a cosθ),0≤ θ ≤ 2pi}⊆D.
Then the balayage measure ν2 and the constant RU are given by
dν2(w)= b
2
pi
(1+a2+2a cosθ)dθ and RU = 3
4
+ b
4
2
(
(a2+1)2− 1
2
)
.
Note: The cardioid U can be thought of as small perturbation of disk of radius b.
Computation for Example 2.16. We have
1
pi
∫
U
w ndm(w) = 1
pi
∫ 2pi
0
∫ b(1+2a cosθ)
0
r ne i nθr dr dθ
= 1
pi
∫ 2pi
0
bn+2(1+2a cosθ)n+2
n+2 e
i nθdθ
= b
n+2
pi
∫ 2pi
0
(1+ae iθ+ae−iθ)n+2
n+2 e
i nθdθ
= b
n+2
pi(n+2)
∫ 2pi
0
∑
0≤u+v≤n+2
(n+2)!
u!v !(n+2−u− v)! a
u+v e i (n+u−v)θdθ
= b
n+2
pi(n+2)
(
(n+2)!
0!n!2!
an + (n+2)!
1!(n+1)!0! a
n+2
)
.2pi
= bn+2 ·an(n+1+2a2).
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We show that the measure dµ(w)= b22pi (1+2a2+ae iθ+ae−iθ)dθ satisfies the required
condition (2.8) to be the balayage measure for cardioid. We have∫
∂U
w ndµ(w) = b
n+2
2pi
∫ 2pi
0
(1+ae iθ+ae−iθ)ne i nθ(1+2a2+ae iθ+ae−iθ)dθ
= b
n+2
2pi
(
an(1+2a2)+a n!
1!0!(n−1)! a
n−1
)
.2pi
= bn+2.an(1+2a2+n)
= 1
pi
∫
U
w ndm(w) for all n.
Therefore µ satisfies (2.8) for all n and also has continuous density with respect to
arclength of ∂U . Therefore, by Remark 2.8, the balayage measure ν2 on boundary of
U is given by
dν2(w)= b
2
2pi
(1+2a2+ae iθ+ae−iθ)dθ.
Therefore we have∫
∂U
|w |2dν2(w)− 1
pi
∫
U
|w |2dm(w)
= b
4
2pi
∫ 2pi
0
(1+2a cosθ)2(1+2a2+2a cosθ)dθ− 1
pi
∫ pi
0
∫ b(1+2a cosθ)
0
r 3dr dθ
= b4
(
(a2+1)2− 1
2
)
.
Hence we get the required constant RU from (2.9). ■
In the next few examples, we could not find the balayage measure explicitly, how-
ever we calculated the constant RU explicitly.
Example 2.17. Fix 0< a < 1. Suppose U = aT , where T be triangle with cube roots of
unity 1,ω,ω2 as vertices. Then the constant is
RU = 3
4
+ a
4
2pi
· 9
p
3
80
.
Computation for Example 2.17. The region T can be written as
T = {r (t w p + (1− t )w p+1)|0≤ r < 1,0≤ t ≤ 1, p = 0,1,2}.
Suppose x+ i y = ar (tωp + (1− t )ωp+1). Then by change of variables, we have
1
pi
dm(z)= 1
pi
d xd y = 1
pi
p
3
2
a2r dr d t .
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Let dν2(t ) be the balayage measure on the boundary of triangle T . Then from (2.8),
we get ∫
∂U
zndν2(z)= 1
pi
∫
U
zndm(z), for all n Ê 0.
Which implies for all n ≥ 0,∫ 1
0
(t + (1− t )ω)n(1+ωn +ω2n)dν2(t )
=
∫ 1
0
∫ 1
0
r n(t + (1− t )ω)n(1+ωn +ω2n)
p
3
2pi
a2r dr d t .
Since 1+ωn +ω2n = 0 when n is not multiple of 3. Therefore we get∫ 1
0
(t + (1− t )ω)3ndν2(t )=
∫ 1
0
(t + (1− t )ω)3n
p
3a2
2pi(3n+2)d t . (2.10)
for all n ≥ 0. This is the key equation to calculate the balayage measure on ∂U . Solve
this equation, we can get the balayage measure on ∂U . But we could not solve this
equation.
We manage to calculate the constant RU using (2.10). By putting n = 1 and com-
paring the real parts in both side of (2.10), we have∫ 1
0
(1− 9
2
t (1− t ))dν2(t )=
∫ 1
0
(1− 9
2
t (1− t ))
p
3a2
10pi
d t .
(As real part of (t + (1− t )ω)3 is (1− 92 t (1− t )). By using the fact that
∫ 1
0 dν2(t )=
p
3a2
4pi
and simplifying the last equation we get∫ 1
0
t (1− t ))dν2(t )=
p
3a2
20pi
. (2.11)
Therefore we have∫
∂U
|z|2dν2(z)− 1
pi
∫
U
|z|2dm(z)
= 3
[∫ 1
0
|ar (t + (1− t )ω)|2dν2(t )−
∫ 1
0
∫ 1
0
|ar (t + (1− t )ω)|2
p
3a2
2pi
r dr d t
]
= 3a2
[∫ 1
0
[1−3t (1− t )]dν2(t )−
p
3a2
2pi
∫ 1
0
∫ 1
0
[1−3t (1− t )]r 3dr d t
]
= 3a2
(p
3a2
10pi
−
p
3a2
16pi
)
( by (2.11) )
= 9
p
3a4
80pi
.
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Hence we have the required constant RU from (2.9). ■
In the next example, we consider semi-disk. We only calculated the constant RU .
We were unable to find equilibrium measure.
Example 2.18. Fix 0 < a < 1. Suppose U = {r e iθ : 0 < r < a,0 < θ < pi}. Then the
constant is
RU = 3
4
+ a
4
2
(
1
2
− 4
pi2
)
.
Computation for Example 2.18. Let ν2 = ν′2+ν′′2 be the balayage measure. Where ν′2
is the measure on diameter of semicircle ( {r e iθ : r ≤ a,θ = 0,pi}) and dν′′2(z)= g (θ)dθ
is the measure on circular arc ({ae iθ : 0≤ θ ≤pi}). Then from (2.8), we get∫
∂U
zndν2(z)= 1
pi
∫
U
znm(z), for all n Ê 0.
Which implies for all n ≥ 0,∫ a
−a
t ndν′2(t )+
∫ pi
0
ane i nθg (θ)dθ =
∫ pi
0
∫ a
0
r ne i nθr dr
dθ
pi
.
Therefore we get
∫ a
−a
t ndν′2(t )+
∫ pi
0
ane i nθg (θ)dθ =
 2i a
n+2
n(n+2)pi n is odd
o n is even
(2.12)
This is the key equation to calculate the balayage measure on ∂U . In principle if we
solve this equation then we get the balayage measure on ∂U . But we could not solve
this equation.
However, with out calculating balyage measure we are able to calculate the con-
stant RU using (2.12). Comparing imaginary part in both side of (2.12), we have∫ pi
0
sinnθg (θ)dθ =
 2a
2
n(n+2)pi n is odd
o n is even
(2.13)
Since g (θ) is defined on [0,pi], its fourier series can be made to contain only sine
terms, and moreover because of its symmetry with respect to pi2 , g (θ)’s fourier series
contains only odd sine terms. Therefore we get
g (θ)= 4a
2
pi2
∞∑
k=1
sin(2k−1)θ
4k2−1 . (2.14)
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Using (2.12), (2.13) and (2.14) we get∫
∂U
|z|2dν2(z) =
∫ a
−a
t 2dν′2(t )+
∫ pi
0
a2g (θ)dθ
= a2
∫ pi
0
(1−cos2θ)g (θ)dθ
= 4a
4
pi2
[ ∞∑
k=1
1
(4k2−1)
(
2
2k−1 −
1
2k+1 −
1
2k−3
)]
= 2a
4
pi2
(
3pi2
8
−2
)
= a4
(
3
4
− 4
pi2
)
.
Therefore the constant
RU = 3
4
+ 1
2
[∫
∂U
|z|2dν2(z)− 1
pi
∫
U
|z|2dm(z)
]
= 3
4
+ a
4
2
(
1
2
− 4
pi2
)
.
Hence the desired result. ■
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3 Determinantal point processes with
finitely many points
In this chapter we calculate the asymptotics of the hole probabilities for X (α)n and
X
(g )
n , defined in Section 1.1.3, as n →∞. Through out this section we assume that
the function g satisfies all the conditions given in Section 1.1.3. First we derive few
properties of the point processX (α)n . We show that if we scale down the points ofX
α
n
by n−
1
α , then the expected empirical distributions converge to a compactly supported
measure. In other words, the points of X (α)n are roughly distributed within disk of
radius n
1
α .
3.1 Distribution of the absolute values of points ofX (α)n
In this section we derive the distribution of the absolute values of the points ofX (α)n .
Recall that, the vector of points ofX (α)n (in uniform random order) has density
αn
n!(2pi)n
∏n−1
k=0 Γ(
2
α
(k+1))e
−∑nk=1 |zk |α∏
i< j
|zi − z j |2 (3.1)
with respect to the Lebesgue measure onCn . The following lemma gives the distribu-
tion of the absolute values of the points ofX (α)n , generalizing of the result of Kostlan
([Kos92], Theorem 1.1), who proved this for α= 2 (Ginibre ensemble).
Lemma 3.1. The set of absolute values of the points ofX (α)n has the same distribution
as {R1,R2, . . . ,Rn} where Rk are independent and R
α
k ∼Gamma( 2αk,1).
From Lemma 3.1, we have the following corollary, which will be used in Chapter 4.
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Corollary 3.2. The set of absolute values of the points ofX (α)∞ has the same distribution
as {R1,R2, . . .}, where Rαk ∼Gamma( 2αk,1) and all the Rk s are independent.
Proof of Lemma 3.1. The Vandermonde determinant is
∏
i< j
(zi − z j )= det(z j−1i )1≤i , j≤n =
∑
σ∈Sn
sgn(σ)
n∏
j=1
zσ( j )−1j .
Set zk = rk e iθ for k = 1,2, . . . ,n. Then the density of the set of points ofX (α)n , (3.1), can
be written as
fR1,...,Rn ,Θ1,...,Θn (r1, . . . ,rn ,θ1 . . . ,θn)
=Cn .e−
∑n
j=1 r
α
j .
∣∣∣∣∣ ∑
σ∈Sn
sgn(σ)
n∏
j=1
(
r j e
iθ j
)σ( j )−1∣∣∣∣∣
2
.r j
=Cn .e−
∑n
j=1 r
α
j .
∑
σ,τ∈Sn
sgn(σ)sgn(τ)
n∏
j=1
r (σ( j )+τ( j )−1)j e
iθ j (σ( j )−τ( j )).
where 0≤ r j <∞ and 0≤ θ j ≤ 2pi for j = 1,2, . . . ,n, and Cn = αnn!(2pi)n∏n−1k=0 Γ( 2α (k+1)) . Again
we have ∫ 2pi
0
e iθ(σ( j )−τ( j ))dθ =
 2pi if σ( j )= τ( j ),0 otherwise.
Therefore the density of absolute values of the set of points ofX (α)n is
fR1,...,Rn (r1, . . . ,rn)=Cn .(2pi)ne−
∑n
k=1 r
α
j
∑
σ∈Sn
n∏
j=1
r 2σ( j )−1j =
1
n!
∑
σ∈Sn
n∏
j=1
α
Γ
( 2
α
σ( j )
)e−rαj r 2σ( j )−1j .
By change of variables formula, the joint density of (Rα1 ,R
α
2 , . . . ,R
α
n ) is
fRα1 ,...,Rαn (r1, . . . ,rn)=
1
n!
∑
σ∈Sn
n∏
j=1
1
Γ
( 2
α
σ( j )
)e−r j r 2ασ( j )−1j .
Therefore the joint density of {Rα1 ,R
α
2 , . . . ,R
α
n } is
∑
σ∈Sn
n∏
j=1
1
Γ
( 2
α
σ( j )
)e−r j r 2ασ( j )−1j .
This implies that Rα1 , . . . ,R
α
n are independent and R
α
k ∼Gamma( 2αk,1). Hence the re-
sult. ■
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3.2 Scaling limit
In this section we prove a result analogous to the circular law. Let z1, z2, . . . , zn be a set
of points inX (α)n . Define the empirical measure
ρ(α)n (·)=
1
n
n∑
k=1
δzk (·)=
1
n
· |{k : zk ∈ (·),k = 1, . . . ,n}|,
where |A| denotes the number of points in A. The following theorem gives the limit-
ing expected distribution of scaledX (α)n . Let n
− 1α .X (α)n := {n−
1
α .z : z ∈X (α)n }, points
ofX (α)n are scaled by n
− 1α .
Theorem 3.3. The limiting expected empirical distribution of points of n−
1
α .X (α)n is
same as µ(α), where
dµ(α)(r e iθ)=
 α
2
4pir
α−1dr dθ if 0< r < ( 2α )
1
α ,0≤ θ ≤ 2pi,
0 otherwise.
Note that α = 2 gives the limiting expected empirical distribution of scaled Ginibre
converges to uniform probability measure on the unit disk. The following lemma is
the key result to prove Theorem 3.3.
Lemma 3.4. The limiting expected empirical distribution of absolute values of points
of n−
1
α .X (α)n is same as the distribution of S, where S is a positive random variable such
that Sα ∼U[0, 2α ] (uniform random variable on [0, 2α ]).
Proof of Lemma 3.4. Let µ(α)n be the expected empirical distribution of the points of
X (α)n . Then
µ(α)n (B)=
1
n
E[|{k : zk ∈B ,k = 1, . . . ,n}|]=
1
n
∫
B
K(α)n (z, z)dm(z),
for any Borel set B ⊂C. Therefore we have
dµ(α)n (z)=
1
n
K(α)n (z, z)dm(z), for z ∈C.
Set z = r e iθ. The density of µ(α)n can be written as
fR,Θ(r,θ)= α
2pin
e−r
α
n−1∑
k=0
r 2k+1
Γ( 2
α
(k+1)) , (3.2)
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for 0< r <∞ and 0≤ θ ≤ 2pi. Therefore the density of the radial part is
fR (r )= α
n
e−r
α
n−1∑
k=0
r 2k+1
Γ( 2
α
(k+1)) ,
for 0< r <∞. By change of variables formula, the density of Xn = Rαn is
fXn (x)= e−nx
n−1∑
k=0
(nx)
2
α (k+1))−1
Γ( 2α (k+1))
,
for 0< x <∞. The moment generating function of Xn , for large n, is
E[e t Xn ]=
n−1∑
k=0
∫ ∞
0
(nx)
2
α (k+1))−1
Γ( 2α (k+1))
·e−(n−t )xd x
= 1
n− t
n−1∑
k=0
∫ ∞
0
( nn−t x)
2
α (k+1))−1
Γ( 2
α
(k+1)) ·e
−xd x
= 1
n− t
n−1∑
k=0
( n
n− t
) 2
α (k+1)−1
= 1
n
n−1∑
k=0
(
1− t
n
)− 2α (k+1)
= 1
n
·
(
1− tn
)− 2α (n+1)− (1− tn )− 2α(
1− tn
)− 2α −1 ,
for t > 0. Therefore, for t > 0,
lim
n→∞E[e
t Xn ]= e
2
α t −1
2
α t
is the moment generating function of Sα =U [0, 2α ]. The positive random variables R
α
n
converges to Sα in distribution. Hence the result. ■
Proof of Theorem 3.3. The random variable Sα is uniformly distributed on [0, 2α ], then
the density of the random variable of S is given by
fS(s)= α
2
2
sα−1 for 0≤ s ≤ ( 2α) 1α .
Therefore the result follows from (3.2) and Lemma 3.4. ■
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3.3 Hole probabilities forX (g )n
In this section we calculate asymptotics of hole probabilities forX (g )n , defined in Sec-
tion 1.1.3. In particular we get the hole probabilities for X (α)n . Recall that the set of
points ofX (g )n (with uniform order) has the density
1
Z (g )n
∏
i< j
|zi − z j |2e−n
∑n
k=1 g (|zk |), (3.3)
with respect to the Lebesgue measure on Cn , where Z (g )n is the normalizing constant,
i.e.,
Z (g )n =
∫
C
· · ·
∫
C
∏
i< j
|zi − z j |2e−n
∑n
k=1 g (|zk |)
n∏
k=1
dm(zk )
Next two subsection we give upper bounds and lower bounds for the hole probabili-
ties forX (g )n .
3.3.1 Upper bounds
The following theorem gives the upper bound for the hole probabilities.
Theorem 3.5. Let U be an open subset of D(0,T ), where T g ′(T )= 2. Then
limsup
n→∞
1
n2
logP[X (g )n (U )= 0]≤−R(g )U − liminfn→∞
1
n2
log Z (g )n .
Proof of Theorem 3.5. Let z1, z2, . . . , zn be the points ofX
(g )
n . Then from (3.3) we have
Pn[X
(g )
n (U )= 0]=
1
Z (g )n
∫
U c
. . .
∫
U c
e−n
∑n
k=1 g (|zk |)
∏
i< j
|zi − z j |2
n∏
k=1
dm(zk )
= 1
Z (g )n
∫
U c
. . .
∫
U c
{∏
i< j
|zi − z j |ω(zi )ω(z j )
}2 n∏
k=1
e−g (|zk |)dm(zk ), (3.4)
where ω(z) = e− g (|z|)2 . Let z∗1 , z∗2 , . . . , z∗n be weighted Fekete points for U c with weight
ω(z). Therefore we have
δωn (U
c )=
{∏
i< j
|z∗i − z∗j |ω(z∗i )ω(z∗j )
} 2
n(n−1)
.
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Therefore from (3.4), we have
P[X (g )n (U )= 0] ≤
1
Z (g )n
(δωn (U
c ))n(n−1)
n∏
k=1
(∫
U c
e−g (|zk |)dm(zk )
)
≤ 1
Z (g )n
.an .(δωn (U
c ))n(n−1),
where a = ∫U c e−g (|z|)dm(z). The fourth condition on g , in Section 1.1.3, implies that
a is finite. Hence
limsup
n→∞
1
n2
logP[X (g )n (U )= 0]≤ limsup
n→∞
1
n2
log(δωn (U
c ))n(n−1)− liminf
n→∞
1
n2
log Z (g )n .
Therefore by (2.3), we get
limsup
n→∞
1
n2
logPn[X
(g )
n (U )= 0]≤− inf
µ∈P (C\U )
R(g )µ − liminfn→∞
1
n2
log Z (g )n
=−R(g )U − liminfn→∞
1
n2
log Z (g )n .
Hence the upper bound. ■
Note that, by the same arguments it can be shown that
Z (g )n ≤ an(δωn (C))n(n−1),
where a = ∫C e−g (|z|)dm(z). Therefore by (2.3), we have
limsup
n→∞
1
n2
log Z (g )n ≤− inf
µ∈P (C)
R(g )µ =−R(g ); . (3.5)
3.3.2 Lower bounds
In this section we give the lower bounds of hole probabilities forX (g )n for two class of
open sets U . Let µn :=µ
∣∣
Un
, restriction of µ (as in Theorem 2.4) on Un .
Theorem 3.6. Let U ⊂ D(0,T ) be an open set, where T g ′(T ) = 2, such that there ex-
ists a sequence of open sets Un such that U ⊂Un ⊆ D(0,T ) with Un+1 ⊆Un for all n
and
⋂
Un =U and the balayage measure νn on ∂Un converges weakly to the balayage
measure ν on ∂U with respect to µn . Then
liminf
n→∞
1
n2
logP[X (g )n (U )= 0]≥−R(g )U − limsup
n→∞
1
n2
log Z (g )n .
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Remark 3.7. Examples of such open sets:
1. It follows from Example 2.9 and Example 2.10 that disk and annulus satisfy the
conditions of Theorem 3.6.
2. If g (t ) = tα. Then convex open sets in D(0, ( 2α )
1
α ), which do not intersect unit
circle, satisfy the conditions of Theorem 3.6. More generally note that if U is
an open set containing origin such that U ⊂ aU for all a > 1, then the balayage
measure νa on ∂(aU ) is given in terms of the balayage measure ν on ∂U as
νa(B)= 1aαν( 1a B) for any measurable set B ⊂C. Therefore νa converges weakly
to ν as a → 1.
3. In particular for α= 2, the translations of the above sets also satisfy the condi-
tions of Theorem 3.6. So all the examples we considered in Section 2.3.1 satisfy
the conditions of Theorem 3.6.
The following lemma will be used in the proof of Theorem 3.6.
Lemma 3.8. Let U ⊂D(0,T ) be an open set, where T g ′(T )= 2. Then
liminf
n→∞
1
n2
logP[X (g )n (U )= 0]≥− inf
µ∈A
R(g )µ − limsup
n→∞
1
n2
log Z (g )n ,
whereA = {µ ∈P (C) : dist(Supp(µ),U )> 0}.
Assuming the lemma we proceed to prove Theorem 3.6.
Proof of Theorem 3.6. Let U ,U1,U2, . . . be open subsets of D(0,T ) satisfying condi-
tions of Theorem 3.6. By Lemma 3.8, we have
liminf
n→∞
1
n2
logP[X (g )n (U )= 0] ≥ − inf
µ∈A
R(g )µ − limsup
n→∞
1
n2
log Z (g )n ,
≥ − inf
µ∈Am
R(g )µ − limsup
n→∞
1
n2
log Z (g )n ,
where A = {µ ∈ P (C) : dist(Supp(µ),U )> 0}, Am = {µ ∈ P (C) : µ(Um) = 0}. The last
inequality follows from the facts that U ⊂Um andAm ⊂A . Again from Theorem 2.6
we have
R(g )Um =R
(g )
; +
1
2
[∫
∂Um
g (|z|)dνm(z)−
∫
Um
g (|z|)dµm(z)
]
,
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where νm is the balayage on ∂Um with respect to the measure µm , restriction of µ (as
in Theorem 2.4) on Um . Since Um are monotone and converge to U , µ
∣∣
Um
converge
weakly toµ
∣∣
U . Again the balayage measuresνm converge weakly to the balayage mea-
sure ν, therefore R(g )Um converges to R
(g )
U as m →∞. Therefore we have
liminf
n→∞
1
n2
logP[X (g )n (U )= 0]≥−R(g )U − limsup
n→∞
1
n2
log Z (g )n .
Hence the result. ■
It remains to prove Lemma 3.8.
Proof of Lemma 3.8. From (3.3), the density of the set of points ofX (g )n , we have
P[X (g )n (U )= 0] =
1
Z (g )n
∫
U c
. . .
∫
U c
e−n
∑n
k=1 g (|zk |)
∏
i< j
|zi − z j |2
n∏
k=1
dm(zk )
≥ 1
Z (g )n
∫
U c
. . .
∫
U c
e−n
∑n
k=1 g (|zk |)
∏
i< j
|zi − z j |2
n∏
k=1
f (zk )
M
dm(zk ),
where f is a compactly supported probability density function with support in U c
and uniformly bounded by M . Applying logarithm on both sides we have
logP[X (g )n (U )= 0]
≥ − log(Z (g )n .M n)+ log
(∫
U c
. . .
∫
U c
e−n
∑n
k=1 g (|zk |)
∏
i< j
|zi − z j |2
n∏
k=1
f (zk )dm(zk )
)
≥ − log(Z (g )n .M n)+
∫
U c
. . .
∫
U c
log
(
e−n
∑n
k=1 g (|zk |)
∏
i< j
|zi − z j |2
)
n∏
k=1
f (zk )dm(zk )
= − log(Z (g )n .M n)+n(n−1)
∫
U c
∫
U c
(log |z1− z2|− n
n−1 g (|z1|))
2∏
k=1
f (zk )dm(zk ),
where the second inequality follows from Jensen’s inequality. Therefore by taking lim-
its on both sides, we have
liminf
n→∞
1
n2
logP[X (g )n (U )= 0] ≥ − limsup
n→∞
1
n2
log Z (g )n −R(g )µ (3.6)
for any probability measure µ with density bounded and compactly supported on
U c .
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Let µ be probability measure with density f compactly supported on U c . Consider
the sequence of measures with bounded densities
dµM (z)= fM (z)dm(z)∫
fM (w)dm(w)
,
where fM (z)=min{ f (z), M }. From monotone convergence theorem for positive and
negative parts of logarithm, it follows (as positive part of logarithm is bounded) that
lim
M→∞
∫
U c
∫
U c
log |z1− z2|
2∏
i=1
fM (zi )dm(zi )=
∫
U c
∫
U c
log |z1− z2|
2∏
i=1
f (zi )dm(zi ).
From monotone convergence theorem, it follows that limM→∞
∫
fM (w)dm(w) = 1
and since g is continuous function, limM→∞
∫
g (|z|) fM (z)dm(w)=
∫
g (|z|) f (z)dm(w).
Therefore
lim
M→∞
R(g )µM =R
(g )
µ .
So (3.6) is true for any measure with density compactly supported on U c .
Letµ be a probability measure with compact support at a distance of at least δ from
U . Then the convolution µ∗σ², where σ² is uniform probability measure on disk of
radius ² around origin, has density compactly supported in U c , if ² is less than δ. We
have
Iµ∗σ² =
Ï
log |z−w |d(µ∗σ²)(z)d(µ∗σ²)(w)
=
Ï Ï Ï
log |z+²r1e iθ1 −w −²r2e iθ2 |r1dr1dθ1
pi
r2dr2dθ2
pi
dµ(z)dµ(w)
(limits of r1,r2 are from 0 to 1 and θ1,θ2 are from 0 to 2pi )
≥
Ï
log |z−w |dµ(z)dµ(w),
where the inequality follows from the repeated application of the mean value prop-
erty of the subharmonic function log |z|. And also we have
Iµ∗σ² ≤
Ï
log[|z−w |+2²]dµ(z)dµ(w).
Therefore, lim²→0 Iµ∗σ² = Iµ and hence lim²→0 R(g )µ∗σ² =R
(g )
µ .
So, (3.6) is true for any probability measure with compact support whose distance
from U is positive. Hence the required lower bound. ■
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Note that by the same arguments it can be shown that
liminf
n→∞
1
n2
log Z (g )n ≥−R(g )µ , (3.7)
for all compactly supported probability measure µ on C.
Corollary 3.9. Let Z (g )n be the normalizing constant, as in (3.3). Then
lim
n→∞
1
n2
log Z (g )n =−R(g ); ,
where ; denotes the empty set.
Proof of Corollary 3.9. The proof is directly follows from (3.5) and (3.7). ■
The second class of sets U we consider satisfy the exterior ball condition, i.e., there
exists ²> 0 such that for every z ∈ ∂U there exists a η ∈U c such that
U c ⊃B(η,²) and |z−η| = ². (3.8)
Note that all convex domains satisfy the condition (3.8) wth any ²> 0. Annulus is not
a convex domain but it satisfies the condition (3.8). The following theorem gives hole
probabilities for such open sets.
Theorem 3.10. Let g ′ be bounded in [0,T+1] and U ⊆D(0,T ) be an open set satisfying
condition (3.8). Then
lim
n→∞
1
n2
logP[X (g )n (U )= 0]≥−R(g )U − limsup
n→∞
1
n2
log Z (g )n .
Note that g (r )= rα satisfies the condition of Theorem 3.10 for α≥ 1, not for α< 1.
The above theorem does not include the cases of the cardioid or sectors with an ob-
tuse angle at center. Theorem 3.6 takes care of these and all the other sets U which
can contain scaled-down copies of themselves. But Theorem 3.6, unlike Theorem
3.10, requires the boundary of U to not intersect the boundary of D(0,T ). The proof
of Theorem 3.10 makes use of Fekete points, whereas that of Theorem 3.6 makes use
of the balayage measure. The following lemma, which is used in the proof of Theo-
rem 3.10, provides separation between weighted Fekete points. This is not tightest
separation result but suffices for our purpose. The separation of Fekete points has
been studied by many authors, e.g., see [AOC12], [BLW08] and references therein.
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Lemma 3.11. Let g ′ be bounded in [0,T +1] and U ⊆D(0,T ) be an open set satisfying
condition (3.8). If z∗1 , z
∗
2 , . . . , z
∗
n are the weighted Fekete points for U
c with weightω(z)=
e−
g (|z|)
2 , then for large n,
min{|z∗i − z∗k | : 1≤ i 6= k ≤ n}≥C .
1
n3
for some constant C (does not depend on n).
Assuming Lemma 3.11 we proceed to prove Theorem 3.10.
Proof of Theorem 3.10. Let z∗1 , z
∗
2 , . . . , z
∗
n be weighted Fekete points for U
c with the
weight function ω(z) = e− g (|z|)2 . Since the support of the Fekete points is contained
in support of equilibrium measure (see [ST97], Chapter III Theorem 2.8), it follows
that |z∗
`
| ≤ T for `= 1,2, . . . ,n. Let B` =U c ∩B(z∗` , Cn4 ) for `= 1,2, . . . ,n. Then, for large
n, we have
P[X (g )n (U )= 0] =
1
Z (g )n
∫
U c
. . .
∫
U c
e−n
∑n
k=1 g (|zk |)
∏
i< j
|zi − z j |2
n∏
k=1
dm(zk )
≥ 1
Z (g )n
∫
B1
. . .
∫
Bn
{∏
i< j
|zi − z j |ω(zi )ω(z j )
}2 n∏
k=1
e−g (|zk |)dm(zk ),
≥ e
−g (T+1)n
Z (g )n
∫
B1
. . .
∫
Bn
{∏
i< j
|zi − z j |ω(zi )ω(z j )
}2 n∏
k=1
dm(zk ).
By Lemma 3.11, for large n, we have |z∗i − z∗j | ≥ Cn3 for i 6= j , for some constant C
independent of n. Suppose zi ∈B(z∗i , Cn4 ) and z j ∈B(z∗j , Cn4 ) for i 6= j , then for large n
|zi − z j | ≥ |z∗i − z∗j |−
2C
n4
≥ |z∗i − z∗j |−
2
n
· |z∗i − z∗j | ≥ |z∗i − z∗j |
(
1− 2
n
)
.
Therefore we have
P[X (g )n (U )= 0] ≥
e−g (T+1)n
Z (g )n
∫
B1
. . .
∫
Bn
{∏
i< j
|z∗i − z∗j |
(
1− 2
n
)
ω(zi )ω(z j )
}2 n∏
k=1
dm(zk )
Since g ′ is bounded on [0,T +1], there exists a constant K such that |g (|z|)−g (|w |)| ≤
K .|z−w | for all z, w ∈D(0,T +1). Therefore for large n,
e−
1
2 g (|zi |) ≥ e− 12 g (|z∗i |).e− C
′
n4 ,
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for zi ∈B(z∗i , Cn4 ), i = 1,2, . . . ,n, where C ′ =C .K /2. Hence for large n, we have
P[X (g )n (U )= 0]≥
e−g (T+1)n
Z (g )n
(
1− 2
n
)n(n−1)
.e−
C ′
n2 .
{∏
i< j
|z∗i − z∗j |ω(z∗i )ω(z∗j )
}2 n∏
k=1
∫
Bk
dm(zk )
For large n, we have
∫
Bi
dm(zi ) ≥ pi.( C2n4 )2, i = 1,2, . . . ,n (condition (3.8) implies that
Bi contains atleast a ball of radius
C
2n4
). Hence we have
P[X (g )n (U )= 0]≥
e−g (T+1)n
Z (g )n
(
1− 2
n
)n(n−1)
.e−
C ′
n2 .(δωn (U
c ))n(n−1).
(
pi.
(
C
2n4
)2)n
.
Therefore by (2.3), we have
liminf
n→∞
1
n2
logP[X (g )n (U )= 0]≥− inf
µ∈P (C\U )
R(g )µ − limsup
n→∞
1
n2
log Z (g )n
=−R(g )U − limsup
n→∞
1
n2
log Z (g )n .
Hence the result. ■
It remains to prove Lemma 3.11.
Proof of Lemma 3.11. Let P (z)= (z− z∗2 ) · · · (z− z∗n). Now we show that
min{|z∗1 − z∗k | : 2≤ k ≤ n}≥C .
1
n3
for some constant C . Suppose |z∗1 − z∗2 | ≤ 1n2 . By Cauchy integral formula we have
|P (z∗1 )| = |P (z∗1 )−P (z∗2 )|
=
∣∣∣∣∣ 12pii
∫
|ζ−z∗1 |= 2n2
P (ζ)
(ζ− z∗1 )
dζ− 1
2pii
∫
|ζ−z∗1 |= 2n2
P (ζ)
(ζ− z∗2 )
dζ
∣∣∣∣∣
≤ 1
2pi
∫
|ζ−z∗1 |= 2n2
|P (ζ)||z∗1 − z∗2 |
|ζ− z∗1 ||ζ− z∗2 |
|dζ|
≤ 1
2pi
.|P (ζ∗)|.n
2
2
.n2.|z∗1 − z∗2 |.2pi.
2
n2
, (as |ζ− z∗2 | ≥ 1n2 )
where ζ∗ ∈ {ζ : |ζ− z∗1 | = 2n2 } such that P (ζ∗)= sup{|P (ζ)| : |z∗1 −ζ| = 2n2 }. Therefore we
have
|P (z∗1 )| ≤ n2.|z∗1 − z∗2 |.|P (ζ∗)|. (3.9)
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Since g ′ is bounded on [0,T ], there exists a constant K such that |g (|z|)− g (|w |)| ≤
K .|z−w | for all z, w ∈D(0,T ). Therefore, if z, w ∈D(0,T ) and |z−w | ≤ 2n , then
e−(n−1)
g (|z|)
2 ≤C1.e−(n−1)
g (|w |)
2 , (3.10)
where C1 is a constant. Indeed, if z, w ∈D(0,T ) and |z−w | ≤ 2n , we have
e−
(n−1)
2 (g (|z|)−g (|w |)) ≤ e (n−1)2 K .|z−w | ≤ e (n−1)2 .K . 2n = eK .
Case I: Suppose ζ∗ ∈ U c . Since z∗1 , z∗2 , . . . , z∗n are the Fekete points for U c with the
weight function ω(z)= e− g (|z|)2 , then
|P (ζ∗)|.e−(n−1) g (|ζ
∗|)
2 ≤ |P (z∗1 )|.e−(n−1)
g (|z∗1 |)
2 .
Then from (3.9) and (3.10) we get
|P (z∗1 )|e−(n−1)
g (|z∗1 |)
2 ≤ n2.|z∗1 − z∗2 |.|P (ζ∗)|.C1.e−(n−1)
g (|ζ∗|)
2
≤ C1.n2.|z∗1 − z∗2 |.|P (z∗1 )|.e−(n−1)
g (|z∗1 |)
2 .
And hence we get
|z∗1 − z∗2 | ≥
1
C1.n2
.
Case II: Suppose ζ∗ ∈U . Therefore dist(z∗1 ,∂U ) = inf{|z− z∗1 | : z ∈ ∂U } < 2n2 . Choose
large n such that 1n < ². From the given condition (3.8) on U , we can choose η ∈U c
such that z∗1 ∈ B(η, 1n )⊆U c . By taking the power series expansion of P around η and
by triangle inequality, we get
|P (ζ∗)| ≤ |P (η)|+ |ζ∗−η|.
∣∣∣∣P (1)(η)1!
∣∣∣∣+·· ·+ |ζ∗−η|(n−1). ∣∣∣∣P (n−1)(η)(n−1)!
∣∣∣∣ , (3.11)
where P (r )(·) denotes the r -th derivative of P . From the Cauchy integral formula we
have ∣∣∣∣P (r )(η)r !
∣∣∣∣≤ 12pi
∫
|z−η|= 1n
|P (z)|
|z−η|r+1 |d z| ≤ |P (η
∗)|.nr ,
where η∗ ∈ {z : |z−η| = 1n } such that P (η∗)= sup{|P (z)| : |z−η| = 1n }. Note that |ζ∗−η| ≤
|ζ∗− z∗1 |+ |z∗1 −η| ≤ 2n2 + 1n , therefore we have
|ζ∗−η|r . |P
(r )(η)|
r !
≤
(
1+ 2
n
)r
.|P (η∗)| ≤ e2.|P (η∗)|,
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for r = 1,2, . . . ,n−1. Therefore from (3.11) we get
|P (ζ∗)| ≤ |P (η)|+e2.n.|P (η∗)|.
And hence from (3.9) and (3.10) we have
|P (z∗1 )|e−(n−1)
g (|z∗1 |)
2
≤ n2.|z∗1 − z∗2 |.C1.
(
|P (η)|e−(n−1) g (|η|)2 +n.e2.|P (η∗)|e−(n−1) g (|η
∗|)
2
)
≤ n2.|z∗1 − z∗2 |.C1.
(
1+n.e2) |P (z∗1 )|e−(n−1) g (|z∗1 |)2 ,
since z∗1 , z
∗
2 , . . . , z
∗
n are the Fekete points for U
c with weight e−(n−1)
g (|z|)
2 and η,η∗ ∈U c .
Therefore we get
|z∗1 − z∗2 | ≥
1
2.C1.e2n3
.
By Case I and Case II we get that if |z∗1 − z∗2 | ≤ 1n2 , then |z∗1 − z∗2 | ≥ 12.C1.e2n3 . Similarly, if
|z∗1 − z∗k | ≤ 1n2 for k = 2,3, . . . ,n, then |z∗1 − z∗k | ≥ 12.C1.e2n3 . Therefore we have
min{|z∗1 − z∗k | : k = 2,3, . . . ,n}≥
1
2.C1.e2n3
.
Similarly it can be shown that |z∗
`
− z∗k | ≥ 12.C1.e2n3 for all 1≤ ` 6= k ≤ n and hence
min{|z∗` − z∗k | : 1≤ ` 6= k ≤ n}≥
1
2.C1.e2n3
.
Hence the result. ■
3.4 Hole probabilities forX (α)n
In this section we derive the hole probabilities forX (α)n from Theorem 3.5, Theorem
3.6, Theorem 3.10 and Corollary 3.9. Recall, the notations:
R(α)U := infµ∈P (U c ) R
(α)
µ , where R
(α)
µ =
Î
log 1|z−w |dµ(z)dµ(w)+
∫ |z|αdµ(z).
Note that R(α)U is a abuse of the notation R
(g )
U . The first result is analogous to Theorem
3.6.
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Theorem 3.12. Let U be an open subset of D(0, ( 2α )
1
α ) satisfying the conditions of The-
orem 3.6. Then
lim
n→∞
1
n2
logP[X (α)n (n
1
αU )= 0]=R(α); −R(α)U ,
for all α> 0.
Proof of Theorem 3.12. The density of the points ofX (α)n gives
P[X (α)n (n
1
αU )= 0]
= α
n
n!(2pi)n
∏n−1
k=0 Γ(
2
α (k+1))
∫
(n
1
αU )c
· · ·
∫
(n
1
αU )c
e−
∑n
k=1 |zk |α
∏
i< j
|zi − z j |2
n∏
k=1
dm(zk )
= 1
Z (α)n
∫
U c
· · ·
∫
U c
e−n
∑n
k=1 |zk |α
∏
i< j
|zi − z j |2
n∏
k=1
dm(zk )
where the normalizing constant
Z (α)n =
∫
C
· · ·
∫
C
e−n
∑n
k=1 |zk |α
∏
i< j
|zi − z j |2
n∏
k=1
dm(zk )=
(
n
1
α ·n(n+1)αn
n!(2pi)n
∏n−1
k=0 Γ(
2
α
(k+1))
)−1
.
Therefore we have
P[X (α)n (n
1
αU )= 0]=P[X (g )n (U )= 0], (3.12)
with g (t )= tα. The function g (t )= tα gives T = ( 2
α
)
1
α , the solution of t g ′(t )= 2. Again
U satisfies the condition of Theorem 3.6. Therefore by Theorem 3.5, Theorem 3.6 and
Corollary 3.9, we have
lim
r→∞
1
n2
logP[X (α)n (n
1
αU )= 0]=R(α); −R(α)U ,
for all α> 0. ■
Next result is analogous to Theorem 3.10.
Theorem 3.13. Let U be an open subset of D(0, ( 2
α
)
1
α ) satisfying the condition (3.8).
Then for all α≥ 1,
lim
n→∞
1
n2
logP[X (α)n (n
1
αU )= 0]=R(α); −R(α)U .
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Proof of Theorem 3.13. From (3.12), we have
P[X (α)n (n
1
αU )= 0]=P[X (g )n (U )= 0],
with g (t )= tα. Since g (t )= tα satisfies the condition of Theorem 3.10 whenα≥ 1 and
U satisfies the condition (3.8). Therefore by Theorem 3.5, Theorem 3.10 and Corollary
3.9, we have
lim
n→∞
1
n2
logP[X (α)n (n
1
αU )= 0]=R(α); −R(α)U ,
for all α≥ 1. ■
As a corollary of Theorem 3.12 and Theorem 3.13 we get asymptotics of the hole
probabilities for finite Ginibre ensembleX (2)n , proved in [AR16].
Corollary 3.14. Let U be a open subset of D satisfying the conditions of Theorem 3.6
or (3.8). Then
lim
n→∞
1
n2
logP[X (2)n (
p
nU )= 0]=R(2); −R(2)U .
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infinitely many points
In this chapter we calculate the hole probabilities for a family of determinantal point
processes,X (α)∞ forα> 0, in the complex plane with infinitely many points. In partic-
ular,α= 2 gives the hole probabilities for infinite Ginibre ensemble, proved in [AR16].
Recall that for fixed α > 0, X (α)∞ is a determinatal point process in the complex
plane with the kernelK(α)∞ (z, w)= α2piE 2α , 2α (zw)e
− |z|α2 − |w |
α
2 with respect to the Lebesgue
measure on the complex plane, where Ea,b(z) denotes the Mittag-Leffler function (for
the details of Mittag-Leffler function see [HMS11] and references therein), an entire
function when a > 0 and b > 0, defined by
Ea,b(z)=
∞∑
k=0
zk
Γ(ak+b) .
Note that, for α = 2, X (2)∞ is the infinite Ginibre ensemble. First we calculate the
asymptotics of the hole probabilities for the scaled unit disk and scaled annulus, us-
ing Corollary 3.2, as the scaling factor goes to infinity. Then we calculate the asymp-
totics of the hole probabilities for general scaled open sets, using potential theory
techniques.
4.1 Hole probabilities forX (α)∞ in circular domains
In this section we calculate the asymptotics of the hole probabilities for X (α)∞ in cir-
cular domains, e.g., disk and annulus. The following result gives the asymptotic of
the hole probability in scaled unit disk.
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Theorem 4.1. Let rD := {r z | z ∈D}, where D is open unit disk. Then we have
lim
r→∞
1
r 2α
logP[X (α)∞ (rD)= 0]=−
α
2
· 1
4
.
In particular for α = 2, we get the hole probability (see [HKPV09], Proposition 7.2.1)
for the infinite Ginibre ensemble,
lim
r→∞
1
r 4
logP[X (2)∞ (rD)= 0]=−
1
4
.
Proof of the Theorem 4.1. Corollary 3.2 implies that
P[X (α)∞ (rD)= 0]=
∞∏
k=1
P[Rαk > rα],
where Rαk ∼Gamma( 2αk,1).
Upper bound: For θ < 1, we have
P[Rαk > rα]≤ e−θr
α
E[eθR
α
k ]= e−θrα(1−θ)− 2kα .
For k < α2 rα, the bound is optimized for θ = 1− 2kαrα and
P[Rαk > rα]≤ e
−
{
(1− 2k
αrα )r
α+ 2kα log 2kαrα
}
. (4.1)
Therefore (we write as if α2 r
α is an integer, it does not make any difference in asymp-
totics as r →∞) we have
P[X (α)∞ (rD)= 0]≤
α
2 r
α∏
k=1
P[Rαk > rα] ≤
α
2 r
α∏
k=1
e
−
{
(1− 2k
αrα )r
α+ 2kα log 2kαrα
}
.
Therefore we have
limsup
r→∞
1
r 2α
logP[X (α)∞ (rD)= 0] ≤ − liminfr→∞
1
r 2α
α
2 r
α∑
k=1
{(
1− 2k
αrα
)
rα+ 2k
α
log
2k
αrα
}
= −α
2
liminf
r→∞
2
αrα
α
2 r
α∑
k=1
{(
1− 2k
αrα
)
+ 2k
αrα
log
2k
αrα
}
= −α
2
∫ 1
0
(1−x+x log x)d x
= −α
2
· 1
4
.
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Lower bound: We have
P[X (α)∞ (rD)= 0]=
logr∏
k=1
P[Rαk > rα]
α
2 r
α∏
k=logr+1
P[Rαk > rα]
αrα∏
k= α2 rα+1
P[Rαk > rα]
∞∏
k=αrα+1
P[Rαk > rα]. (4.2)
Since Rαk ∼Gamma( 2αk,1), we can write Rαk
d= X1+X2+·· ·+Xk , where X1, X2, . . . , Xk
are i.i.d. and Gamma( 2α ,1) distributed. Therefore we have
P[Rαk > rα]≥P[X1 > rα]≥
1
Γ(2/α)
e−r
α
r 2−α.
Therefore we have
liminf
r→∞
1
r 2α
log
logr∏
k=1
P[Rαk > rα]≥ 0. (4.3)
The Stirling’s formula for Gamma function implies that logΓ(t + 1) ≤ log(p2pit )+
t log t − t +1 for large t . If logr ≤ k ≤ α2 rα, then for large r
P[Rαk > rα] ≥
1
Γ( 2αk)
e−r
α
rα(
2
αk−1)
≥ e−{rα−( 2αk−1)logrα+logΓ( 2αk+1)}
≥ e−{rα− 2αk logrα+logrα+log(
√
2pi. 2αk)+ 2αk log( 2αk)− 2αk+1}
≥ e−{rα+logrα+log(
p
2pi.rα)+ 2αk log( 2kαrα )− 2αk+1}
Therefore we have
liminf
r→∞
1
r 2α
log
α
2 r
α∏
k=logr
P[Rαk > rα]
≥ − limsup
r→∞
1
r 2α
α
2 r
α∑
k=logr
{
rα+ logrα+ log(
p
2pi.rα)+ 2
α
k log
(
2k
αrα
)
− 2
α
k+1
}
= −α
2
· limsup
r→∞
2
αrα
α
2 r
α∑
k=logr
{
1+ 2k
αrα
log
(
2k
αrα
)
− 2k
αrα
}
= −α
2
·
∫ 1
0
(1+x log x−x)d x
= −α
2
· 1
4
. (4.4)
For α2 r
α ≤ k ≤ αrα, we have P[Rαk > rα] ≥ 14 for large enough r . Indeed, by central
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limit theorem,
P[Rαk > rα]≥P
Rαk − 2αk√
2
αk
> r
α− 2αk√
2
αk
≥P
Rαk − 2αk√
2
αk
> 0
→ 1
2
,
as k →∞. Therefore we have
liminf
r→∞
1
r 2α
log
αrα∏
k=α2 rα
P[Rαk > rα]≥ 0. (4.5)
By the large deviation principle (Cramer’s bound) for Gamma( 2
α
,1) random variable,
for k >αrα, we get
P[Rαk ≤ rα]≤P[Rαk ≤
k
α
]≤ e−ck ,
for a positive constant c independent of k, as Rαk
d= X1 + X2 + ·· · + Xk and EX1 = 2α
(where X1, . . . , Xk are i.i.d. Gamma(
2
α ,1) distributed). Therefore for large r
∞∏
k=αrα+1
P[Rαk > rα]≥C , (4.6)
where C is positive constant. By (4.3), (4.4), (4.5) and (4.6) from (4.17) we have,
liminf
r→∞
1
r 2α
logP[X (α)∞ (rD)= 0]≥−
α
2
· 1
4
,
the lower bound. Hence the result. ■
The next result gives the asymptotic of the hole probability for annulus.
Theorem 4.2. Let Uc = {z | c < |z| < 1} for fixed 0< c < 1. Then
lim
r→∞
1
r 2α
logP[X (α)∞ (rUc )= 0]=−
α
2
·
(
1
4
− c
2α
4
+ (1− c
α)2
2α logc
)
.
As a corollary of this result, for α= 2, we get asymptotic of the hole probability for
infinite Ginibre ensemble, proved in [AR16].
Corollary 4.3. Let Uc = {z | c < |z| < 1} for fixed 0< c < 1. Then
lim
r→∞
1
r 4
logP[X (2)∞ (rUc )= 0]=−
(1− c2)
4
·
(
1+ c2+ 1− c
2
logc
)
.
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Proof of Theorem 4.2. From Corollary 3.2, we have
P[X (α)∞ (rUc )= 0]=
∞∏
k=1
(
P[Rαk < cαrα]+P[Rαk > rα]
)≤ α2 ·rα∏
k= α2 ·cαrα
(
P[Rαk < cαrα]+P[Rαk > rα]
)
. (4.7)
(We consider those k for which cαrα ≤ ERαk = 2kα ≤ rα). Since the function e−t t a is
increasing when t ≤ a, we have
P[Rαk < cαrα]=
1
Γ( 2
α
k)
∫ cαrα
0
e−x x
2
αk−1d x ≤ 1
Γ( 2
α
k)
e−c
αrα(cαrα)
2
αk ,
for all k ≥ α2 · cαrα. The Stirling’s formula for Gamma function implies that logΓ(t +
1)≥ log(p2pit )+ t log t− t−1≥ t log t− t for large t . Therefore for cαrα < 2αk ≤ rα and
for large r ,
P[Rαk < cαrα]≤
2k
α
e−c
αrα+ 2kα logcαrα−logΓ( 2kα +1)
≤ rαe−
{
cαrα− 2kα + 2kα log( 2kα.cαrα )
}
.
From (4.1), for k ≤ α2 rα, we have
P[Rαk > rα]≤ e
−
{
rα− 2kα + 2kα log 2kαrα
}
.
Note that if k ≤ α2 ·λrα, where λ= 1−c
α
−α logc , then we have
cαrα− 2k
α
+ 2k
α
log
2k
α.cαrα
≤ rα− 2k
α
+ 2k
α
log
2k
αrα
.
Therefore, for large r , for α2 · cαrα ≤ k ≤ α2 ·λrα,
P[Rαk < cαrα]+P[Rαk > rα]≤ (rα log(cαrα)+1)e
−
{
cαrα− 2kα + 2kα log 2kα.cαrα
}
. (4.8)
Similarly, for large r , we have
P[Rαk < cαrα]+P[Rαk > rα]≤ (rα log(cαrα)+1)e
−
{
rα− 2kα + 2kα log 2kαrα
}
, (4.9)
when α2 ·λrα ≤ k ≤ α2 rα. By (4.8) and (4.9), from (4.7) we get
P[X (α)∞ (rUc )= 0]
≤(rα log(cαrα)+1)α2 rα(1−cα)
α
2 ·λrα∏
α
2 ·cαrα
e
−
{
cαrα− 2kα + 2kα log 2kα.cαrα
} α
2 ·rα∏
α
2 ·λrα
e
−
{
rα− 2kα + 2kα log 2kαrα
}
,
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for large r . Therefore we have
limsup
r→∞
1
r 2α
logP[X (α)∞ (rUc )= 0]
≤− liminf
r→∞
1
r 2α

α
2 ·λrα∑
α
2 ·cαrα
{
cαrα− 2k
α
+ 2k
α
log
2k
α.cαrα
}
+
α
2 ·rα∑
α
2 ·λrα
{
rα− 2k
α
+ 2k
α
log
2k
αrα
}
≤−α
2
liminf
r→∞
2
αrα

α
2 ·λrα∑
α
2 ·cαrα
{
cα− 2k
αrα
+ 2k
αrα
log
2k
α.cαrα
}
+
α
2 ·rα∑
α
2 ·λrα
{
1− 2k
αrα
+ 2k
αrα
log
2k
αrα
}
=−α
2
·
{∫ λ
cα
(
cα−x+x log x
cα
)
d x+
∫ 1
λ
(1−x+x log x)d x
}
=−α
2
·
{
1
4
− c
2α
4
−λ(1− cα)− λ
2
2
· logcα
}
.
Putting λ= 1−cα− logcα , we have the upper bound
limsup
r→∞
1
r 2α
logP[X (α)∞ (rUc )= 0]≤−
α
2
·
(
1
4
− c
2α
4
+ (1− c
α)2
2α logc
)
.
Lower bound: We have
P[X (α)∞ (rUc )= 0]=
∞∏
k=1
(
P[Rαk < cαrα]+P[Rαk > rα]
)
≥
logr∏
k=1
P[Rαk > rα]
α
2 c
αrα∏
logr
P[Rαk < cαrα]
α
2 λr
α∏
α
2 c
αrα
P[Rαk < cαrα]
α
2 r
α∏
α
2 λr
α
P[Rαk > rα]
∞∏
α
2 r
α
P[Rαk > rα]
Since Rαk ∼Gamma( 2αk), for k ≤ α2 cαrα, we have P[Rαk < cαrα]≥ 14 for large r . Indeed,
as Rαk = X1+X2+·· ·+Xk (where X1, X2, . . . , Xk are i.i.d. Gamma( 2α ,1) random variables
), by central limit theorem
P[Rαk < cαrα]=P
Rαk − 2αk√
2
α
k
< c
αrα− 2
α
k√
2
α
k
≥P
Rαk − 2αk√
2
α
k
≤ 0
→ 1
2
,
as k →∞. Therefore we have
liminf
r→∞
1
r 2α
log
α
2 c
αrα∏
logr
P[Rαk < cαrα]≥ liminfr→∞
α
2 c
αrα− logr
r 2α
log
1
4
= 0 (4.10)
Again we have
P[Rαk < cαrα]=
1
Γ( 2
α
k)
∫ ∞
cαrα
e−x x
2
αk−1d x ≥ e
−cαrα(cαrα)
2
αk−1
Γ( 2
α
k)
.
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Therefore we have
liminf
r→∞
1
r 2α
log
α
2 λr
α∏
α
2 c
αrα
P[Rαk < cαrα]= liminfr→∞
1
r 2α
α
2 λr
α∑
α
2 c
αrα
logP[Rαk < cαrα]
≥− limsup
r→∞
1
r 2α
α
2 λr
α∑
α
2 c
αrα
{
cαrα−
(
2k
α
−1
)
logcαrα+ logΓ( 2
α
k+1)
}
≥− limsup
r→∞
1
r 2α
α
2 λr
α∑
α
2 c
αrα
{
cαrα− 2k
α
logcαrα+ logcαrα+ 2k
α
log(
2k
α
)− 2k
α
+1
}
(by Stirling’s formula)
=− limsup
r→∞
1
r 2α
α
2 λr
α∑
α
2 c
αrα
{
cαrα− 2k
α
+ 2k
α
log
2k
α.cαrα
}
=−α
2
· limsup
r→∞
2
αrα
α
2 λr
α∑
α
2 c
αrα
{
cα− 2k
αrα
+ 2k
αrα
log
2k
α.cαrα
}
=−α
2
·
∫ λ
cα
{
cα−x+x log x
cα
}
d x (4.11)
From (4.1), we have
liminf
r→∞
1
r 2α
log
α
2 r
α∏
α
2 λr
α
P[Rαk > rα]≥− limsup
r→∞
1
r 2α
α
2 r
α∑
α
2 λr
α
{
rα− 2k
α
+ 2k
α
log
2k
αrα
}
=−α
2
· limsup
r→∞
2
αrα
α
2 r
α∑
α
2 λr
α
{
1− 2k
αrα
+ 2k
αrα
log
2k
αrα
}
=−α
2
·
∫ 1
λ
{
1−x+x log x}d x (4.12)
Therfore from (4.3), (4.6), (4.10), (4.11), (4.12), we have
liminf
r→∞
1
r 2α
logP[X (α)∞ (rUc )= 0]
≥− α
2
·
{∫ λ
cα
{
cα−x+x log x
cα
}
d x+
∫ 1
λ
{
1−x+x log x}d x}
=− α
2
·
{
1
4
− c
2α
4
−λ(1− cα)− λ
2
2
· logcα
}
.
Putting λ= 1−cα− logcα , we have the lower bound
liminf
r→∞
1
r 2α
logP[X (α)∞ (rUc )= 0]≥−
α
2
·
(
1
4
− c
2α
4
+ (1− c
α)2
2α logc
)
.
Hence the result. ■
53
4 Determinantal point processes with infinitely many points
4.2 Hole probabilities forX (α)∞ in general domains
In this section we calculate the asymptotics of the hole probabilities forX (α)∞ for cer-
tain scaled open sets. The following result gives the decay constants of the hole prob-
abilities in terms of minimum energies of the complements of the given open sets.
Theorem 4.4. Let U be an open subset of D(0, ( 2
α
)
1
α ) satisfying the conditions of Theo-
rem 3.6. Then
lim
r→∞
1
r 2α
logP[X (α)∞ (rU )= 0]=R(α); −R(α)U ,
for all α> 0.
The following remarks say that we can recover the hole probabilities for X (α)∞ for
circular domains using Theorem 4.4, calculated in Section 4.1.
Remark 4.5. 1. Choose a > 0 such that a < ( 2
α
)
1
α . Then by Theorem 4.4 we have
lim
r→∞
1
r 2α
logP[X (α)∞ (rD)= 0]= limr→∞
1
r 2α
logP[X (α)∞
( r
a
·aD
)
= 0]= 1
a2α
·
[
R(α); −R(α)U
]
,
where U =D(0, a). Therefore by Remark 2.11 we get
lim
r→∞
1
r 2α
logP[X (α)∞ (rD)= 0]=−
1
a2α
· α
2
· a
2α
4
=−α
2
· 1
4
.
Thus we get the result of Theorem 4.1.
2. Let b > 0 such that b < ( 2
α
)
1
α and Uc = {z : 0< c < |z| < 1}. Then by Theorem 4.4
we have
lim
r→∞
1
r 2α
logP[X (α)∞ (rUc )= 0]= limr→∞
1
r 2α
logP[X (α)∞
( r
b
·bUc
)
= 0]= 1
b2α
·
[
R(α); −R(α)bUc
]
,
where bUc = {z : 0 < cb < |z| < b}, annulus with inner radius cb and outer
radius b. Therefore by the Remark 2.11, for a = cb, we get
lim
r→∞
1
r 2α
logP[X (α)∞ (rUc )= 0]=−
1
b2α
· α
2
(
b2α
4
− a
2α
4
− (b
α−aα)2
2α log(b/a)
)
=−α
2
(
1
4
− c
2α
4
+ (1− c
α)2
2α log(c)
)
.
This recovers the result of Theorem 4.2.
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Now we proceed to prove Theorem 4.4.
Proof of Theorem 4.4. Fixed α > 0. Since X (α)n converges in distribution to X (α)∞ as
n →∞, therefore
P[X (α)∞ (rU )= 0]= limn→∞P[X
(α)
n (rU )= 0].
AgainX (α)n is a determinantal point process with kernelK
(α)
n with respect to Lebesgue
measure. The kernelK(α)n can be expressed as
K(α)n (z, w)=
n−1∑
k=0
ϕk (z)ϕk (w) where ϕk (z)=
p
α.zk√
2piΓ( 2α (k+1))
e−
|z|α
2 .
The joint density of the points ofX (α)n , with uniform order, is
1
n!
det
(
K(α)n (zi , z j )
)
1≤i , j≤n ,
with respect to the Lebesgue measure in Cn . Therefore
P[X (α)n (rU )= 0]=
1
n!
∫
(rU )c
· · ·
∫
(rU )c
det(Kn(zi , z j ))1≤i , j≤n
n∏
i=1
dm(zi )
= 1
n!
∫
(rU )c
· · ·
∫
(rU )c
det(ϕk (zi ))1≤i ,k≤n det(ϕk (zi ))1≤i ,k≤n
n∏
i=1
dm(zi )
= 1
n!
∫
(rU )c
· · ·
∫
(rU )c
∑
σ,τ∈Sn
sgn(σ)sgn(τ)
n∏
i=1
ϕσ(i )(zi )ϕτ(i )(zi )
n∏
i=1
dm(zi )
= ∑
σ∈Sn
sgn(σ)
n∏
i=1
∫
(rU )c
ϕi (z)ϕσ(i )(z)dm(z)
= det
(∫
(rU )c
ϕi (z)ϕ j (z)dm(z)
)
1≤i , j≤n
.
Let us define
Mn(rU ) :=
(∫
(rU )c
ϕi (z)ϕ j (z)dm(z)
)
1≤i , j≤n
.
Mn(rU ) is the integral of the positive definite matrix function
(
ϕi (z)ϕ j (z)
)
1≤i , j≤n over
the region (rU )c . So, we have that Mn(rU ) ≥ Mn(r D) ≥ 0 for all n and U ⊆ D =
D(0, ( 2
α
)
1
α ). Since for a positive definite matrix
 A B
B∗ D
we have
det
 A B
B∗ D
≤ det(A)det(D).
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Therefore we have
det(Mn(rU ))≤ det(Mn−1(rU )).
∫
(rU )c
ϕn(z)ϕn(z)dm(z)≤ det(Mn−1(rU )).
So P[X (α)n (rU ) = 0] = det(Mn(rU )) is decreasing and decreases to P[X (α)∞ (rU ) = 0].
Therefore, for all n ≥ 2rα, we have
P[X (α)2rα(rU )= 0]≥P[X (α)n (rU )= 0]≥P[X (α)∞ (rU )= 0]. (4.13)
Again for n ≥ 2rα, we have
P[X (α)n (rU )= 0]= det(Mn(rU ))= det(M2rα(rU ))det([Mn(rU )/M2rα(rU )]), (4.14)
where [Mn(rU )/M2rα(rU )] is the Schur complement of the block M2rα(rU ) of the
matrix Mn(rU ). Recall, the Schur complement of the block D of the matrix
M =
A B
C D
 is [M/D]= A−BD−1C .
The inverse of block matrix M is given by
M−1 =
 [M/D]−1 −A−1B [M/A]−1
−D−1C [M/D]−1 [M/A]−1
 ,
where [M/A] =D −C A−1B . Since Mn(rU ) ≥ Mn(r D) ≥ 0, (Mn(r D))−1 ≥ (Mn(rU ))−1
and hence [Mn(r D)/M2rα(r D)]−1 ≥ [Mn(rU )/M2rα(rU )]−1. Therefore the Schur com-
plements satisfy the inequality
[Mn(rU )/M2rα(rU )]≥ [Mn(r D)/M2rα(r D)].
Therefore, min-max theorem for eigenvalues we have that the i -th largest eigenvalue
of [Mn(rU )/M2rα(rU )] is greater than i -th largest eigenvalue of [Mn(r D)/M2rα(r D)].
Hence we have
det([Mn(rU )/M2rα(rU )])≥ det([Mn(r D)/M2rα(r D)]). (4.15)
As D is rotationally invariant, we have∫
(r D)c
ϕi (z)ϕ j (z)dm(z)= 0 for all i 6= j .
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Therefore Mn(r D)= diag
(∫
(r D)c |ϕ1(z)|2dm(z), . . . ,
∫
(r D)c |ϕn(z)|2dm(z)
)
. From (4.15)
det([Mn(rU )/M2rα(rU )]) ≥
n∏
k=2rα+1
∫
(r D)c
|ϕk (z)|2dm(z)
≥
∞∏
k=2rα+1
∫
(r D)c
|ϕk (z)|2dm(z). (4.16)
Again, for k > 2rα, we have∫
(r D)c
|ϕk (z)|2dm(z)=P
[
Rαk+1 >
2
α
rα
]
= 1−P
[
Rαk+1 ≤
2
α
rα
]
≥ 1−P
[
Rαk+1 <
k+1
α
]
= 1−P
[Rαk+1
k+1 <
1
α
]
≥ 1−e−c.k ,
last inequality from the large deviation (Crammer’s bound) for Gamma( 2α ,1) random
variable, as Rαk
d= X1+X2+·· ·+Xk and EX1 = 2α (where X1, . . . , Xk are i.i.d. Gamma( 2α ,1)
distributed). Therefore, for large r
∞∏
k=2rα+1
∫
(r D)c
|ϕk (z)|2dm(z)≥ e−2.
∑∞
k=2rα e
−ck ≥C > 0.
Therefore from (4.16) we get
det([Mn(rU )/M2rα(rU )])≥C .
Therefore from (4.14), for large r , we have
P[X (α)∞ (rU )= 0] = limn→∞P[X
(α)
n (rU )= 0]≥C .P[X (α)2rα(rU )= 0]. (4.17)
Therefore from (4.13) and (4.17) and Theorem 3.6, we get
lim
r→∞
1
r 2α
logP[X (α)∞ (rU )= 0]= limr→∞
1
r 2α
logP[X (α)2rα(rU )= 0]
= lim
n→∞
4
n2
logP[X (α)n (n
1
α ·2− 1α .U )= 0]. (4.18)
Since U satisfies the conditions of Theorem 3.6, from Theorem 3.12 we have
lim
r→∞
1
r 2α
logP[X (α)∞ (rU )= 0] = 4.
(
R(α); −R(α)
2−
1
α .U
)
= −4.R(α)′
2−
1
α .U
=−R(α)′U =R(α); −R(α)U ,
third equality follows from Theorem 2.6 and R(α)
′
a.U = a2αR(α)
′
U (see Remark 2.7). ■
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4 Determinantal point processes with infinitely many points
The next result gives the hole probabilities for X (α)∞ , when α ≥ 1, in another class
of domains.
Theorem 4.6. Let U be an open subset of D(0, ( 2α )
1
α ) satisfying the condition (3.8). Then
for α≥ 1,
lim
r→∞
1
r 2α
logP[X (α)∞ (rU )= 0]=R(α); −R(α)U .
Proof of Theorem 4.6. From (4.18) we have
lim
r→∞
1
r 2α
logP[X (α)∞ (rU )= 0]= limn→∞
4
n2
logP[Xn(n
1
α ·2− 1α .U )= 0],
for all α> 0. Since U satisfies the condition (3.8), from Theorem 3.13 we have
lim
r→∞
1
r 2α
logP[X (α)∞ (rU )= 0]= 4.
(
R(α); −R(α)
2−
1
α .U
)
.
The result follows from Theorem 2.6 and R(α)
′
a.U = a2αR(α)
′
U . ■
As a corollary of Theorem 4.4 and Theorem 4.6 we get the asymptotics of the hole
probabilities for infinite Ginibre ensembleX (2)∞ , proved in [AR16].
Corollary 4.7. Let U be an open subset of D satisfying the condition of Theorem 3.6 or
(3.8). Then
lim
r→∞
1
r 4
logP[X (2)∞ (rU )= 0]=R(2); −R(2)U .
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5 Hole probabilities for finite
β-ensembles in the complex plane
In this chapter we calculate the hole probabilities for finite β-ensembles in the com-
plex plane, using potential theory techniques. The β-ensembles are a generaliza-
tion of joint probability distributions of eigenvalues of random matrix ensembles.
These ensembles appear in physics to explain the 2-dimensional Coulomb gas mod-
els [HM13].
Consider a family of point processesX (g )n,β, forβ> 0 and the function g as in Section
1.1.3, in the complex plane with n points. The joint density of the set of points ofX (g )n,β
(with uniform order) is defined by
1
Z (g )n,β
∏
i< j
|zi − z j |βe−n
∑n
k=1 g (|zk |) (5.1)
with respect to Lebesgue measure on Cn , where Z (g )n,β is the normalizing constant, i.e.,
Z (g )n,β =
∫
. . .
∫ ∏
i< j
|zi − z j |βe−n
∑n
k=1 g (|zk |)
n∏
k=1
dm(zk ).
In general β-ensembles, except β= 2, are not determinantal processes. If β= 2, then
X
(g )
n,β are the determinantal point processesX
(g )
n , defined in Section 1.1.3. In particu-
lar, if β= 2 and g (|z|)= |z|2, thenX (g )n,β is the scaled (by 1/
p
n) n-th Ginibre ensemble.
These processes in the complex plane and the analogous processes in the real line
have been studied extensively, e.g. see [AGZ10], [HM13] and [Blo14]. The large devia-
tion forX (g )n,β has been studied by Bloom [Blo14]. We refer the reader to see Section 2.6
of [AGZ10] for the large deviation results forβ-ensembles in the real line. In this chap-
ter we calculate the hole probabilities forX (g )n,β, using potential theory techniques.
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5 Hole probabilities for finite β-ensembles in the complex plane
In this chapter we use the following notation:
R(g )U ,β = inf{R
(g )
µ,β : µ ∈P (U c )}, where R
(g )
µ,β =
Ï
log
1
|z−w |dµ(z)dµ(w)+
2
β
∫
g (|z|)dµ(z),
where U is an open subset of D(0,Tβ), Tβ denotes the solution of t g
′(t ) = β. The
following remarks are useful for calculating the hole probabilities forX (g )n,β.
Remark 5.1. Replacing g by 2βg in Theorem 2.4 and Theorem 2.6, we have following
results.
1. The equilibrium measure for C with respect to the external field g (|z|)β is sup-
ported on D(0,Tβ) and given by (setting z = r e iθ)
dµβ(z)=
1
2βpi
[g ′′(r )+ 1
r
g ′(r )]dm(z) when |z| < Tβ.
The minimum energy is given by
R(g );,β = log
1
Tβ
+ 2
β
g (Tβ)−
1
2β
∫ Tβ
0
r (g ′(r ))2dr.
2. Let U be an open subset of D(0,Tβ). Then from Theorem 2.6, we have
R(g )U ,β =R
(g )
;,β+
1
β
[∫
g (|z|)dν2(z)−
∫
g (|z|)dµ2(z)
]
,
where ν2 is the balayage measure on ∂U with respect to the measure µ2 =µβ
∣∣
U .
3. If g (t )= tα. Then Tβ =
(
β
α
) 1
α
, the radius of the support of the equilibrium mea-
sure. In particular, α = 2,β = 2 give T2 = 1, the radius of the support of the
equilibrium measure (unit disk) with quadratic external field.
Let U be an open set. Then from (5.1), we have
P[X (g )n,β(U )= 0]
= 1
z(g )n,β
∫
U c
. . .
∫
U c
∏
i< j
|zi − z j |βe−n
∑n
k=1 g (|zk |)
n∏
k=1
dm(zk )
= 1
z(g )n,β
∫
U c
. . .
∫
U c
e
−n·β2
{
1
n2
∑
i 6= j log 1|zi−z j |+
2
β · 1n
∑n
k=1 g (|zk |)
}
n∏
k=1
dm(zk ). (5.2)
Similar to the previous chapters we have hole probabilities results for X (g )n,β, for two
classes of open sets.
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Theorem 5.2. Let U be an open subset of D(0,Tβ) satisfying the condition of Theorem
3.6. Then
lim
n→∞
1
n2
logP[X (g )n,β(U )= 0]=−
β
2
[
R(g )U ,β−R
(g )
;,β
]
.
Proof. Applying the same calculations as in the proofs of Theorem 3.5 and Theorem
3.6 in (5.2), we get the result. ■
The following result gives the hole probabilities for another class of open sets.
Theorem 5.3. Let U be an open subset of D(0,Tβ) satisfying the condition (3.8) and g ′
is bounded on [0,Tβ+1]. Then
lim
n→∞
1
n2
logP[X (g )n,β(U )= 0]=−
β
2
[
R(g )U ,β−R
(g )
;,β
]
.
Proof. Following the same calculations as in the proofs of Theorem 3.5 and Theorem
3.10 in (5.2), we get the result. ■
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6 Fluctuations
In this chapter we move away from the hole probabilities. We calculate variances for
linear statistics of a family determinantal point processes on the unit disk.
LetXL be determinantal point processes in the unit disk with kernels KL with re-
spect to the measures µL for L > 0, where
KL(z, w)= 1
(1− zw)L+1 and dµL(z)=
L
pi
(1−|z|2)L−1dm(z),
for z, w ∈D and m is Lebesgue measure on D. The processesXL , for positive integer
L, come from the singular points of matrix valued Gaussian analytic functions [Kri09].
In the case of L = 1 was proved in [PV05].
Result 6.1 (Krishnapur). Let Gk , k ≥ 0, be i.i.d. L×L matrices, each with i.i.d. standard
complex Gaussian entries. Then for each L ≥ 1, the singular points of G0+zG1+z2G2+
·· · , that is to say, the zeros of det(G0+ zG1+ z2G2+ ·· · ), form a determinantal point
process on the unit disc, with kernelKL with respect to the measure µL .
Let ϕ be a compactly supported function on unit disk. The linear statistics ofXL , for
given ϕ, is
XL(ϕ)=
∑
z∈XL
ϕ(z).
Note that ifϕ= 1D for some D ⊂D, thenXL(ϕ) is justXL(D), the number of points of
XL that fall in D . Let V[X ] be the variances of the random variable X . In this chapter
we calculate V[XL(rD)] and V(XL(ϕ)), when ϕ(z)= (1− |z|
2
r 2
)
p
2+ for p > 0, as r → 1−.
The problem is inspired by the work of Buckley [Buc15]. He consider the point
processesX fL in the unit disk for L > 0, the zeros set of hyperbolic Gaussian analytic
functions
fL(z)=
∞∑
k=0
√
L(L+1) · · · (L+k−1)
k !
·ak zk ,
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where ak are i.i.d. standard complex Gaussian random variables. He proved the fol-
lowing result.
Result 6.2 (Jeremiah Buckley, [Buc15]). The variances ofX fL (rD) are given below:
1. For each fixed L > 12 , as r → 1−,
V[X fL (rD)]=Θ
(
1
1− r
)
,
2. For L = 12 ,
V[X fL (rD)]=Θ
(
1
1− r log
1
1− r
)
,
3. For each fixed L < 12 , as r → 1−,
V[X fL (rD)]=Θ
(
1
(1− r )2−2L
)
,
The bounds show that there is a transition in the variances at L = 12 . We mentioned
that Buckley, Nishry, Peled and Sodin [BNPS16] calculated the hole probabilities for
X fL . However, we are not considering the hole probability problem forXL . We have
following two results for variances.
Theorem 6.3. For fixed L, as r → 1−,
V[XL(rD)]=Θ
(
1
1− r
)
.
In other words, for fixed L, as r → 1−,
c2 ≤ (1− r )V[XL(rD)]≤ c1
where c1,c2 are constants depending on L.
Note that there is no transition in the variances. Let ϕp (z) = (1− |z|
2
r 2
)
p
2+ for p > 0 and
0< r < 1.
Theorem 6.4. For fixed L > 0 and as r → 1−, we have
1. if p < 1, then
V[XL(ϕp )]=Θ((1− r )−(1−p)),
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2. if p = 1, then
V[XL(ϕp )]=Θ(− log(1− r )),
3. if p > 1, then
V[XL(ϕp )]=Θ(1).
Note that there is a transition in variances at p = 1, independent of L. We state two
lemmas to prove Theorem 6.3 and Theorem 6.4.
Lemma 6.5. LetX be a determinantal point process in the complex plane with kernel
Kwith respect to the measure µ. If D ⊆C, then
V[X (D)]=
∫
D
∫
Dc
|K(z, w)|2dµ(z)dµ(w)
where Dc =C\D.
Lemma 6.6. LetX be a determinantal point process in the complex plane with kernel
K(z, w) with respect to the measure µ and ϕ be a compactly supported function on C.
Then E[X (ϕ)]= ∫ ϕ(z)K(z, z)dµ(z) and
V[X (ϕ)]= 1
2
∫ ∫
|ϕ(z)−ϕ(w)|2|K(z, w)|2dµ(z)dµ(w),
whereX (ϕ)=∑z∈X ϕ(z).
Observe that Lemma 6.5 is a particular case of Lemma 6.6, for ϕ = 1D . The proof
of Lemma 6.6 can be found in [Gho15], Proposition 4.1. For completeness we give a
proof Lemma 6.6.
Proof of Lemma 6.6. We have
E[X (ϕ)]=E( ∑
z∈X
ϕ(z))=
∫
ϕ(z)ρ1(z)dµ(z)=
∫
ϕ(z)K(z, z)dµ(z),
where ρ1(z) is the one-point correlation function. Now we have
V[X (ϕ)]=E[(X (ϕ)−E[X (ϕ)])(X (ϕ)−E[X (ϕ)])]
=E
( ∑
z∈X
ϕ(z)
∑
w∈X
ϕ(w)
)
−
∫
ϕ(z)K(z, z)dµ(z)
∫
ϕ(w)K(w, w)dµ(w). (6.1)
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Again we have
E
( ∑
z∈X
ϕ(z)
∑
w∈X
ϕ(w)
)
=E
(∑
z
ϕ(z)ϕ(z)
)
+E
( ∑
z 6=w
ϕ(z)ϕ(w)
)
=
∫
ϕ(z)ϕ(z)ρ1(z)dµ(z)+
∫ ∫
ϕ(z)ϕ(w)ρ2(z, w)dµ(z)dµ(w)
=
∫
ϕ(z)ϕ(z)K(z, z)dµ(z)+
∫ ∫
ϕ(z)ϕ(w)K(z, z)K(w, w)dµ(z)dµ(w) (6.2)
−
∫ ∫
ϕ(z)ϕ(w)|K(z, w)|2dµ(z)dµ(w).
Therefore by (6.2) from (6.1) we get
V[X (ϕ)]
=
∫
ϕ(z)ϕ(z)K(z, z)dµ(z)−
∫ ∫
ϕ(z)ϕ(w)|K(z, w)|2dµ(z)dµ(w)
=
∫ ∫
ϕ(z)ϕ(z)|K(z, w)|2dµ(z)dµ(w)−
∫ ∫
ϕ(z)ϕ(w)|K(z, w)|2dµ(z)dµ(w)
= 1
2
∫ ∫
[ϕ(z)ϕ(z)−ϕ(z)ϕ(w)−ϕ(w)ϕ(z)+ϕ(w)ϕ(w)]|K(z, w)|2dµ(z)dµ(w)
= 1
2
∫ ∫
|ϕ(z)−ϕ(w)|2|K(z, w)|2dµ(z)dµ(w).
Hence the result.
■
Now we proceed to prove Theorem 6.3 and Theorem 6.4.
Proof of Theorem 6.3. Upper bound: By Lemma 6.5, we have
V[XL(rD)] =
∫
(rD)
∫
(rD)c
|KL(z, w)|2dµL(z)dµL(w)≤
∫
D(0,r )
KL(z, z)dµL(z)
= L
pi
∫
D(0,r )
1
(1−|z|2)2 dm(z)= L ·
r 2
1− r 2 .
Therefore we have, as r → 1−
(1− r )V[XL(rD)]≤ L
2
. (6.3)
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Lower bound: From Lemma 6.5, we have
V[XL(rD)] =
∫
(rD)
∫
(rD)c
|KL(z, w)|2dµL(z)dµL(w)
= L
2
pi2
∫
(rD)
∫
(rD)c
(1−|z|2)L−1(1−|w |2)L−1
|1− zw |2(L+1) dm(z)dm(w).
By writing z = r1e iθ1 and w = r2e iθ2 , we have
V[XL(rD)]
= L
2
pi2
∫ r
r1=0
∫ 1
r2=r
∫ 2pi
θ1=0
∫ 2pi
θ2=0
(1− r 21 )L−1(1− r 22 )L−1
(1+ r 21 r 22 −2r1r2 cos(θ1−θ2))L+1
r1r2dr1dr2dθ1dθ2.
Since the integrand depends on the difference θ1−θ2, hence
V[XL(rD)]= 2L
2
pi
∫ r
r1=0
∫ 1
r2=r
∫ 2pi
0
(1− r 21 )L−1(1− r 22 )L−1
(1+ r 21 r 22 −2r1r2 cosθ)L+1
r1r2dr1dr2dθ. (6.4)
Let a = r1r2, then we have∫ 2pi
0
1
(1+ r 21 r 22 −2r1r2 cosθ)L+1
dθ =
∫ 2pi
0
1
((1−a)2+2a(1−cosθ))L+1 dθ
= 2
∫ pi
0
1
((1−a)2+2a(1−cosθ))L+1 dθ
≥ 2
∫ (1−a)
0
1
((1−a)2+2a(1−cosθ))L+1 dθ. (6.5)
For θ ≤ 1−a, we have
(1−a)2+2a(1−cosθ)≤ (1−a)2+2a.θ
2
2
≤ 2(1−a)2
⇒ 1
((1−a)2+2a(1−cosθ))L+1 ≥
1
2L+1(1−a)2(L+1) .
Therefore we have∫ (1−a)
0
1
((1−a)2+2a(1−cosθ))L+1 dθ ≥
1
2L+1(1−a)2L+1 . (6.6)
By (6.5) and (6.6), from (6.4) we get
V[XL(rD)] ≥ 4L
2
pi2L+1
∫ r
r1=0
∫ 1
r2=r
(1− r 21 )L−1(1− r 22 )L−1
(1− r1r2)2L+1
r1r2dr1dr2
≥ 4L
2
pi2L+1
∫ r
r1=0
∫ 1
r2=r
(1− r 21 )L−1(1− r 22 )L−1
(1− r r 21 )2L+1
r1r2dr1dr2,
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last inequality we have use the facts that r2 ≥ r and r1 < 1. Therefore
V[XL(rD)] = L
2
pi2L+1
∫ r 2
r1=0
∫ 1
r2=r 2
(1− r1)L−1(1− r2)L−1
(1− r r1)2L+1
dr1dr2
≥ L
2(1− r )L−1
pi2L+1
∫ r 2
r1=0
1
(1− r r1)2L+1
dr1
∫ 1
r2=r 2
(1− r2)L−1dr2 (as r1 ≤ r 2)
= L
2(1− r )L−1
pi2L+1
.
1
2Lr
{(1− r 3)−2L−1}. 1
L
(1− r 2)L
≥ 1
rpi2L+2
{
1
(1− r )2L32L −1
}
(1− r )2L−1.
Therefore we have
(1− r )V[XL(rD)]≥ 1
pi2L+232L
as r → 1−. (6.7)
Finally, by (6.3) and (6.7) we have
c2 ≤ (1− r )V[XL(rD)]≤ c1 as r → 1−,
where c1 = L2 and c2 = 12L+232L . Hence the result. ■
Finally we prove Theorem 6.4.
Proof of Theorem 6.4. Upper bound: By (6.2) from (6.1) we have
V[XL(ϕp )] ≤
∫
|ϕp (z)|2KL(z, z)dµL(z)
= L
pi
∫
rD
(
1− |z|
2
r 2
)p
1
(1−|z|2)2 dm(z)
= L
pi
∫ r
0
∫ 2pi
0
(
1− t
2
r 2
)p
1
(1− t 2)2 td tdθ
= L
∫ r 2
0
(
1− t
r 2
)p 1
(1− t )2 d t
= L
r 2p
∫ 1
1−r 2
(t − (1− r 2))p 1
t 2
d t (by replacing 1− t by t )
≤ L
r 2p
∫ 1
1−r 2
t p−2d t
=

L
r 2p (1−p)
(
1
(1−r 2)1−p −1
)
i f p < 1
− L
r 2p
log(1− r 2) i f p = 1
L
r 2p (p−1)
(
1− 1
(1−r 2)p−1
)
i f p > 1
.
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Therefore as r → 1− we have
(1− r )1−pV[X (ϕp )]≤ L1−p when p < 1,
− 1log(1−r )V[X (ϕp )]≤ L when p = 1,
V[X (ϕp )]≤ Lp−1 when p > 1.
(6.8)
Lower bound: By Lemma 6.6 we have
V[XL(ϕp )]
= 1
2
∫
D
∫
D
(ϕp (z)−ϕp (w))2|KL(z, w)|2dµL(z)dµL(w)
= 1
2
L2
pi2
∫
D
∫
D
((
1− |z|
2
r 2
)p/2
−
(
1− |w |
2
r 2
)p/2)2
|KL(z, w)|2dµL(z)dµL(w) (6.9)
+L
2
pi2
∫
D
∫
Dc
(
1− |z|
2
r 2
)p
|KL(z, w)|2dµL(z)dµL(w)
where Dc =D\D . Therefore we have
V[XL(ϕp )]
≥ 1
2
L2
pi2
∫
D
∫
D
((
1− |z|
2
r 2
)p/2
−
(
1− |w |
2
r 2
)p/2)2
|KL(z, w)|2dµL(z)dµL(w)
≥ 1
2L+1
L2
pi
∫ r 2
0
∫ r 2
0
{(
1− s
r 2
)p/2
−
(
1− t
r 2
)p/2}2 (1− s)L−1(1− t )L−1
(1− st )2L+1 d sd t (by (6.6))
≥ 1
2L+1
L2
pi
∫ r 2
2
0
∫ r 2
2r 2
3
{(
1− s
r 2
)p/2
−
(
1− t
r 2
)p/2}2
(1− s)L−1(1− t )L−1d sd t
≥ 1
2L+1
L2
pi
(
1
2p/2
− 1
3p/2
)2 ∫ r 2
2
0
∫ r 2
2r 2
3
(1− s)L−1(1− t )L−1d sd t
≥ 1
2L+1
L2
pi
(
1
2p/2
− 1
3p/2
)2 ∫ 1
4
0
∫ 3
4
2
3
(1− s)L−1(1− t )L−1d sd t ,
as r → 1−. Therefore we have
V[XL(ϕp )]≥C (6.10)
where C is some constant depending on L, p. Therefore by (6.8) and (6.10) we have
V[XL(ϕp )]=Θ(1), as r → 1− for p > 1.
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Now assume that p < 1. By (6.9) we have
V[XL(ϕp )]
≥ L
2
pi2
∫
D
∫
Dc
(
1− |z|
2
r 2
)p
|K(z, w)|2dµ(z)dµ(w)
≥ L
2
pi2L+1
∫ r 2
0
∫ 1
r 2
(
1− s
r 2
)p (1− s)L−1(1− t )L−1
(1− st )2L+1 d sd t (by (6.6))
≥ L
2
pi2L+1
(1− r 2)L−1
∫ r 2
0
∫ 1
r 2
(
1− s
r 2
)p (1− t )L−1
(1− sr 2)2L+1 d sd t
≥ L
2
pi2L+1L
(1− r 2)L−1(1− r 2)L
∫ r 2
0
(
1− s
r 2
)p 1
(1− sr 2)2L+1 d s
= L
pi2L+1
(1− r 2)2L−1
r 4p+1
∫ 1
1−r 4
(u− (1− r 4))p
u2L+1
du (putting, 1− sr 2 = u)
Choose r < 1 such that r 4 > 12 which implies that 2(1− r 4)< 1. Hence we have
V[XL(ϕp )] ≥ L
pi2L+1
(1− r 2)2L−1
∫ 1
2(1−r 4)
(u− (1− r 4))p
u2L+1
du
≥ L
pi2L+1
(1− r 2)2L−1(1− r 4)p
∫ 1
2(1−r 4)
1
u2L+1
du
≥ L
pi2L+1
(1− r )2L−1(1− r )p 1
2L
[(2(1− r 4))−2L−1]
≥ 1
pi2L+2
(1− r )2L−1+p [(2(1− r ))−2L−1]
Therefore we have
(1− r )1−pV[XL(ϕp )]≥C1 (6.11)
as r → 1−, where C1 is a positive constant which depends on L. Hence by (6.8) and
(6.11) we have
V[XL(ϕp )]=Θ
(
1
(1− r )1−p
)
as r → 1−, for p < 1.
Finally assume that p = 1. From (6.9) we have
V[XL(ϕp )]≥ 1
2
L2
pi2
∫
D
∫
D
((
1− |z|
2
r 2
)1/2
−
(
1− |w |
2
r 2
)1/2)2
|K(z, w)|2dµ(z)dµ(w)
≥ 1
2L+1
L2
pi2
∫ r 2
0
∫ r 2
0
{√(
1− s
r 2
)
−
√(
1− t
r 2
)}2
(1− s)L−1(1− t )L−1
(1− st )2L+1 d sd t ,
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last inequality follows from (6.6). Therefore
V[XL(ϕp )]≥ 1
2L+1
L2
pi2
∫ r 2
δ
∫ s2/r 2
s3
{√(
1− s
r 2
)
−
√(
1− t
r 2
)}2
(1− s)L−1(1− t )L−1
(1− st )2L+1 d sd t ,
where δ> 0 and fixed. Since s3 ≤ t ≤ s2
r 2
< s, therefore
V[XL(ϕp )]≥ 1
2L+1
L2
pi2
∫ r 2
δ
∫ s2/r 2
s3
{√(
1+ s
r 2
)
−1
}2 (
1− s
r 2
) (1− s)L−1(1− s2/r 2)L−1
(1− s4)2L+1 d s
≥ 1
2L+142L+1
L2
pi2
{√(
1+ δ
r 2
)
−1
}2 ∫ r 2
δ
(
1− s
r 2
) s2(1− r 2s)
(1− s)3 d s.
≥C .
∫ r 2
δ
(
1− s
r 2
) 1
(1− s)2 d s (as 1− r
2s > 1− s)
≥C .
∫ 1−δ
1−r 2
(u− (1− r 2)) 1
u2
du
=C .[log(1−δ)− log(1− r 2)+ 1− r
2
1−δ −1]
where C is constant depending on L and δ> 0 (fixed). Therefore for p = 1, we have
V[XL(ϕp )]
− log(1− r ) ≥C as r → 1
−. (6.12)
Hence by (6.8) and (6.12) we have
V[XL(ϕ1)]=Θ(− log(1− r )) as r → 1−.
Hence the result. ■
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