A universal interatomic potential applicable to arbitrary elements and structures is urgently needed in computational materials science. Graph convolution-based neural network is a promising approach by virtue of its ability to express complex relations. Thus far, it has been thought to represent a completely different approach from physicsbased interatomic potentials. In this paper, we show that these two methods can be regarded as different representations of the same tight-binding electronic relaxation framework, where atom-based and overlap integral or "bond"-based Hamiltonian information are propagated in a directional fashion. Based on this unified view, we propose a new model, named the tensor embedded atom network (TeaNet), where the stacked network model is associated with the electronic total energy relaxation calculation. Furthermore, Tersoff-style angular interaction is translated into graph convolution architecture through the incorporation of Euclidean tensor values. Our model can represent and transfer spatial information. TeaNet shows great performance in both the robustness of interatomic potentials and the expressive power of neural networks. We demonstrate that arbitrary chemistry involving the first 18 elements on the periodic table (H to Ar) can be realized by our model, including C-H molecular structures, metals, amorphous SiO 2 , and water.
I. INTRODUCTION
A universal interatomic potential (IP) with applicability to arbitrary elements, structures, transformations and chemical reactions would considerably extend the application scope of computational materials science. Currently, there are two major approaches to reaching this goal. One is to build on physics-inspired IP that has simple, closed-form expressions [1] [2] [3] [4] [5] and the other is to apply artificial neural networks [6] [7] [8] [9] as neural network interatomic potential (NNIP).
Deep neural networks have proved to be successful in various machine learning tasks, including those in the fields of physics and chemistry [10] [11] [12] . After the extension of the convolution operation to the graph structure was proposed, the field of graph convolution-based neural networks (GNN) has been expanding rapidly [13] [14] [15] , in particular for molecular systems, where atoms and bonds are represented by the vertices (called nodes here) and edges of the graph respectively.
Currently, however, GNN has been limited to locally stable configurations of molecular systems. A universal IP describing the potential energy landscape of chemical reaction processes such as bond formation, bond recombination, and bond breaking amongst arbitrary number of elements remains in the development stage. Also, the current GNN architecture is improved mostly by trial and error. However, inspired by the actual nonlinear iterative calculation process of density functional theory computations [16] and information flow pattern in achieving the charge-density convergence, there is a chance to improve the performance of GNN by embedding sufficient tensor-based physics into the network architecture.
First-principles calculations based on density functional theory (DFT) [16, 17] is the most reliable method for computing the reaction processes of atomic systems. The problem is the high computational cost that limits the spatial and temporal scope of such calculations. Sophisticated empirical IPs can reproduce the results of DFT calculations for 1-2 elements. For example, embedded atom method (EAM) potential incorporates the concept of electron density of metal, and Tersoff-type or modified embedded atom method (MEAM) potential incorporates the concept of bond order and angular dependence, which is derived from the tight-binding approximation of the electronic wave function, using local combination of (quasi)atomic orbitals [18] . These IPs have been widely used for simulating mechanical deformation and damage, chemical reactions, and phase transitions.
Thus far, physics-based IPs and GNN are regarded as different approaches. However, we have found that these methods can be regarded as different representations of the same tight-binding electronic relaxation framework. In other words, GNN with certain architecture can be interpreted as the physics-based model of the corresponding IPs. In this paper, we propose a NNIP form that can be considered a superset of MEAM/Tersoff potentials while mimicking electronic total-energy relaxation [16] in a local orbital (tight-binding) basis [18] [19] [20] , named the tensor embedded atom network (TeaNet). In section II, we modify the architecture of GNN with new components (edge-associated in addition to node-associated variables) that fully represent the corresponding physics-based IP. Rank-2 tensors as well as vector variables are introduced in the network and the model can naturally represent propagation of orientation-dependent Hamiltonian information, that is natural in local orbital basis calculations [18] [19] [20] . We have also adopted ResNet architecture and recurrent GNN initialization to accelerate computations.
In section III, we show the training results of our model for elements 1-18 (H-Ar) on the periodic table, where random combination of these elements in highly disordered structures are used as training set. We also performed sensitivity analysis and discussed the importance of the different features of our model. In section IV, we show the general applicability of our method in a wide range of materials including reaction processes. We demonstrate that our model performs well for liquid water, amorphous silica as well as simple metals and hydrocarbons.
II. UNIFIED VIEW OF PHYSICS-BASED IP AND GNN
Here, we show a unified view of the existing physics-based potential and GNN. We show that the governing equations underlying mainstream physics-based IPs can be effectively represented by well-designed GNN architecture. A pattern diagram of the proposed model is illustrated in Fig. 1 .
In section II A, we focus on the relation between graph convolution-based local interaction and the EAM potential (corresponding left 2 diagrams in Fig. 1 ). Here, we rewrite EAM potential as a neural network model and point out that the single-layer graph convolution operation has the same structure as the embedding energy function of EAM potential.
In section II B, we focus on the relation between deep stacked neural network and the electronic energy relaxation procedure of the charge-transfer-type IP, which is known as charge equilibration (QEq) method [21] (corresponding right 2 diagrams in Fig. 1 ), as well as the iterative relaxation process in density functional theory calculations using local orbital basis. By expanding its iterative calculation, we show that the charge-transfer-type IP and charge convergence can be regarded as a restricted ResNet-style NN.
In section II C, based on the above discussions, we focus on the variable types which flow in the network. Here, we show that the Tersoff-type angular-dependent bond-order potential can also be rewritten as the graph convolution by incorporating the Euclidean tensor variables into GNN architecture. This means that the rank-2 tensor variables empower GNN to treat the spatial information naturally while keeping frame-rotation and translation invariances, in contrast to the present GNNs which use only scalar values. We also show the necessity of tensor values for transferring spatial information in graph convolution architecture.
A. Rewriting EAM potential as graph convolution DFT calculations gain their versatility and transferability (applicability to various elements and structures) by solving the electron density over the whole space. A more approximate approach is the EAM potential [2, 22] , which incorporates the concept of electron density in a shallow 1-layer network. In this popular approach, the total energy, E, is calculated as:
where (i, j) are the atom labels and φ ij , F i , f j , and r ij are functions describing the two-body energy, the embedding energy, the electron charge, and the interatomic distance, respectively. The function ρ i , corresponding to the background electron density at atom i, can be expressed as a single-layer graph convolution (see Fig. 2 ).
From the view of graph convolution network, the EAM potential can be described as follows:
The atomic information (on the nodes) is distributed to the corresponding edges (r ij ). Then, the edge-related values (φ ij (r ij ) , f i (r ij )) are calculated. A part of them (f i (r ij )) are summed to the corresponding nodes and node-site nonlinear function (F i (ρ)) is applied. In this work, we call the embedding function F i (ρ) the node gate function. The graph convolution operation of our proposed model is based on this network ("Local interaction block" in Fig.  1 ). The main difference, "Vector/Tensor propagation", is described in section II C.
It is noted that EAM potential has the required invariances such as permutation, pair order, and isometry. To accumulate the edge information (f j (r ij )) into nodes, the node gate function (F i ) plays an important role. In EAM potential, F i represents the interaction between certain atoms and the surrounding electron density. Therefore, from a physics standpoint, the node gate function is essential in the network architecture. The node gate function's effect on prediction accuracy is presented in section III.
B. Seeing the iterative electronic energy minimization process as a stacked neural network model
Although EAM potential incorporates the concept of electron density, it is calculated in one shot. This means that although the electron states are assumed to be determinable only by local information, this assumption is actually not physically correct, as seen by the long-ranged nature of the dielectric response function in DFT [23] . The long-range charge transfer effect plays important roles in chemical reactions. DFT calculates the ground state of the electron density by an iterative procedure. To incorporate such long-ranged propagation of information, charge-transfer-type IPs [21, [24] [25] [26] , which model the deviation of the electron density and minimize the energy of the system with respect to the charge distribution, are being actively developed. The energy minimization involves implicit matrix-vector equations solved by matrix inverse calculation [21, 24] or solved by repeatedly updating the charge distribution using the gradient-based Krylov subspace method [25] . If the number of iterations is fixed, this iterative procedure could be written as a feed-forward data flow model.
The residual network (ResNet) [27] and its derivatives [28] [29] [30] have recently emerged in the fields of image recognition, as have other machine-learning tasks, including object detection [31] , machine translation [32] , and speech synthesis [33] . ResNet's core idea is to "bypass" the output values from the middle layers and add them directly to the lower layer to avoid gradient disappearance during back propagation. Interestingly, previous studies interpreted the ResNet architecture as an explicit Euler method of ordinary and partial differential equations [34] [35] [36] . This indicates that stacking the local interaction block with a ResNet structure can express the energy minimization procedure of the charge-transfer type of interatomic potentials.
It is noted that iterative total energy minimization reproduces the physically reasonable long-range interactions. A well-known example is the Green's function solution that can be represented by a matrix-vector equation Ax = b: even though A is a sparse matrix (local interactions), the inverse A −1 is dense and resembles long-range interactions. However, by iteratively solving Ax = b with Krylov subspace method {b, Ab, A 2 b, A 3 b, ..., A n b}, one can achieve excellent approximant to the long-range interaction, which is akin to an n-layer neural network with identical weights (recursive neural network).
This analogy is useful for training procedures as well as for determining the network architecture. Since all middle layers of the energy minimization process are the same as each other, it is reasonable to make a constraint that all middle layers have the same NN parameters. This greatly improves the stability at the initial stage of training. One can find similarities to the recurrent GNN architecture [13] . This constraint is eliminated after the initial training. The physics and mechanics analogy is to use the same Green's function response as the first-approximation in a heterogeneous and time-dependent medium, to improve the stability and convergence, before incorporating these heterogeneities in more refined calculations.
C. Translating bond angle interaction into graph convolution and embedding vector and tensor values
Another challenge to be tackled is the angular dependence [3] . Generally speaking, atomic interactions depend on the bond angle between interacting atoms. For example, H 2 O and NH 3 molecules are stabilized at a certain bond angle. Diamond comprises a tetrahedral network. These angular dependencies are generated by the interaction between electron orbitals [18] .
When embedding spatial information in the network architecture, satisfying invariance requirements can be challenging. The energy should be invariant to the rotation of the basis vectors. Invariance is handled differently in different models. One solution is to limit the input data to only the bond length. SchNet [9] and PhysNet [37] uses bond length only. Deep tensor neural networks (DTNN) [8] and deep potential molecular dynamics (DPMD) [38] also maintain the rotational invariance by using bond length. However, if the angle information is lacking, the model would not easily reproduce angular-dependent phenomena. Since the solution of using the raw values of vector components as the input values loses the rotation invariance, it is not appropriate for a molecular dynamics simulation.
Many existing IPs involve bond angles directly. For example, the Stillinger-Weber potential [3] has a three-body energy function. Bond-order-type potentials, such as the Tersoff potential [4, 39] , possess a bond-order term consisting of the three-body angular-dependent term. Some machine learning-based models give similar solutions. The Behler-Parrinello neural network (BPNN) [6] calculates the three-body symmetry functions.
However, the bond angles correspond to neither nodes nor edges but rather to three-body atom combinations. Therefore, they should be combined and converted into representative node and edge values during the convolution operation, which requires the use of ad-hoc functions such as symmetry functions. Another problem is the lack of long-range interaction in the three-body angle term. In GNN, local information can transfer to farther nodes through the convolutional layers. Transfer of the angle information is also desirable. For example, the directional electronic orbitals of the π bonds can be extensively spread. However, convolution of the angular information at the node crushes the angle information and prevents its propagation.
Here, we show that the angle-dependent three-body convolution algorithm can be naturally expressed as a normal node-and-edge convolution operation using Euclidean vector and second-order tensor values. This means that the model can have local spatial information and propagate it to farther nodes, and to interact with them at nodes while keeping rotational invariances. This is achieved by rewriting the Tersoff-type angle-dependent bond-order function as a convolution operation.
The Tersoff-type angle-dependent term ζ ij can be written as
where i, j, and k are the atom labels; θ ijk is the angle between bonds ij and ik; r ij and r ik are the bond lengths, and φ A , φ B , b, G, and H are various functions. In some Tersoff-type potentials [5, 26] , the ζ ij term is expressed as
where f c is the cutoff function and c, d, h, and λ are the parameters. After expanding the factors and converting the parameters, Eq. (3) is transformed to
wherer ij andr ik are the unit vectors. The symbols "·," ":," and "⊗" denote the inner product, the Frobenius inner product, and the tensor product (dyad) of two vectors, respectively. Since all summation terms are written without j, they can be calculated by the convolution operation. As a result, the Tersoff-type potential function can be written as a two-layered neural network. The necessity of the Rank-2 tensors for the angle interaction using convolution operation and its physical meaning are shown in the Appendix.
Based on this discussion, we introduce both vectors and tensors into the network. Each node array contains scalar, vector, and tensor values, whereas each edge array contains scalar and vector values. A relative position vector is also provided as an input value. The effects of tensor values on prediction accuracy are presented in the section III. See section VI A for the details of the implementation.
III. TRAINING PROCEDURE AND RESULTS

A. Dependence of accuracy on the number of NN layers
There are several datasets for atomic systems, without reaction barrier information. For example, QM7 (GDB7-12) [40] and QM9 (GDB9-14) [41] are composed of equilibrium Although our aim is to reproduce the potential energy of highly disordered atomic configurations, we also evaluated our model for datasets of locally stable atomic configurations. First, the QM9 dataset was used. Since QM9 contains only stable structures, it is possible to increase accuracy by retraining. We retrained the four-layer version of the network with the stochastic gradient descent (SGD) optimizer while gradually decreasing the learning rate. The mean squared error of the energy was used as the loss. In this case, we use the original QM9 validation dataset as the test dataset. The MAE of the energy was 13 meV per molecule (1.2 meV/atom) among the QM9 validation dataset. This is similar to the current top scores (14 meV [9], 8 meV [37] ), and the other methods (19-130 meV) [7] . It is noted that the error of the dataset with locally stable structures is one magnitude smaller than that of highly disordered structures shown in Table I .
Second, the Materials Project molecule dataset, which consists of elements in the first three rows of the periodic table, was used. We recalculated the energy of the dataset by DFT to adjust the difference in the method of DFT. We trained the network in the same way as with QM9. The resulting MAE of the energy was 3.1 meV/atom. Our model well succeeds in estimating the energy of locally stable atomic configurations. It is noted that our model does not require the bond types as the input and that we use a relatively short cutoff distances (6 Å). To investigate the effects of the components in our proposed network architecture, we systematically removed their corresponding functions and checked each component effect.
The results are presented in Table II .
First, the network was run without inputting the tensor values ("w/o tensor" row in Table  II ). To conduct a fair test, the number of scalar values was increased to maintain the original number of parameters in the network. Then, the network was run without the node convolution gate ("w/o gate" row in Table II ). The number of scalar values was again increased to offset the reduction in the number of parameters. Finally, the proposed activation function was replaced by the softplus function ("Softplus" row in Table II) . A four-layer network without the initial 450,000 iterations was used for comparison.
The largest decrease in accuracy is seen in the case without a tensor value. The second largest decrease is in the case where the node convolution gate was not inserted. Interestingly, the proposed activation function outperformed the softplus function.
IV. MATERIALS APPLICATIONS
A. Overview
The universal NNIP should be applicable to arbitrary 3D atomic configurations with any bond types, crystal/molecular structures, and element type (up to Ar in this dataset). We have tested various systems including molecular systems, inorganic crystal structures, water, and aqueous solutions.
In this section, we used the four-layer version of the neural network in consideration of the calculation cost of MD simulations. This is like the embedded-atom potential with embedding applied four times, and with tensors and vectors propagating inside as well.
B. Intramolecular structure
We tested the reproducibility of the structures of small C-H molecules. The bond lengths and bond angles of typical small hydrocarbon molecules were compared, and the results are listed in Table IV C. Our model can reproduce both the bond lengths and angles with good accuracy. In particular, a variety of C-C bonding (sp, sp2, and sp3) is well reproduced. It is noted that ethene forms a planar structure and that ethane forms a staggered conformation. This indicates that our model captures the dihedral angle (4-node) interactions by passing vector and tensor information through the C-C bond. In addition, we confirmed that benzene forms a planar structure while cyclohexene forms a chair-type structure, which is a typical difference in bonding nature between aromaticity and a single bond.
C. Bulk properties of metal and semiconductor
Metals have delocalized dielectric response, while materials with bandgap can have exponentially localized response [18] . Table IV C shows TeaNet predictions of Na, Al, and Si. Several crystal structure polymorphs of the same element were evaluated.
D. Amorphous silicon dioxide
Since SiO 2 amorphous structure has various bond angles and various coordination numbers, it is treated as a benchmark of the IPs [26, 42] . Amorphous SiO 2 configuration including 648 atoms is obtained by a melt-quench process. The obtained structure and the partial radial distribution functions are shown in Fig. 3 . The result is in good agreement with those of previous studies [26, 43] .
E. Properties of water
Water is ubiquitous in chemistry and biochemistry. Atomistic simulation of polar and protic solvent is, therefore, essential for chemistry, biochemistry and electrochemistry. First, the ice (ice Ih) crystal structure was created. The calculated density of ice at 200 K was 0.93 g/cm 3 . Second, liquid properties were investigated. As an initial structure, an MD cell having 512 H 2 O molecules was prepared. It was melted at 800 K for 1 ps under NVT ensemble and then annealed at 300 K and 1 bar for 3 ns under NPT ensemble. The density of liquid water was 1.00 g/cm 3 . These values are in good agreement with the experimental values (0.92 g/cm 3 at 200 K, 1.00 g/cm 3 at 300 K), and we confirmed that the density of water is higher than that of ice [45] . Figure 3 shows a snapshot of TeaNet simulation of a system of water molecules at 300 K, and the partial radial distribution function of water predicted by our model compared to the experiment [44] .
Another important property of water is its high dielectric constant. In MD simulation, the dielectric constant can be calculated from the fluctuation of the total dipole moment by [46] [26] . Bottom left: snapshot of water. Bottom right: partial radial distribution function of water at 300 K. The experimental data is derived from the merged X-ray and neutron scattering data [44] . It is noted that the first peaks of O-H and H-H in this work correspond to intramolecular bonds.
F. Ion dissociation and the Grotthuss proton diffusion mechanism
Next, we investigate ion dissociation, proton transport, and the Grotthuss mechanism by simulating HCl in H 2 O. As a result, the HCl molecule dissociated and a single Cl atom and H 3 O molecule were created. Here, Cl and H 3 O are shown without +/-signs because the charge deviation effect cannot be extracted explicitly. After this, occasionally one H atom in the H 3 O was observed to hop to another neighboring O atom, as shown in Figure 4 . This proton transfer process, known as the Grotthuss mechanism, plays an important role in proton diffusion. But previously there was no bonded IP that can reproduce the Grotthuss mechanism. In TeaNet MD, the calculated effective diffusion coefficient of H 3 O is 1.5 × 10 −6 cm 2 /s, which is in good agreement with the previous DFT study (DFT: 1.3 × 10 −6 cm 2 /s at 300 K [47] 
V. CONCLUSION
In this paper, we provided a unified view of GNN and physics-based interatomic potentials. Based on the findings, we proposed a new network model, named the tensor embedded atom network (TeaNet). In this network, the graph convolution is associated with EAM potential and the stacked network model is associated with the iterative electronic total energy relaxation calculation. The Euclidean vectors and tensor values are incorporated into the model to reproduce the propagation of orientation-dependent Hamiltonian information. TeaNet mimics the information flow of nonlinear iterative electronic relaxations (truncating at 5 iterations at present). The proposed model shows great performance for the first 18 elements on the periodic table (H to Ar) even for highly disordered structures. We showed that it can reproduce a diverse range of material properties including C-H molecular structures, metals, amorphous SiO 2 , liquid water and ice.
VI. METHODS
A. Specification of network
The details of the TeaNet variable flow are as follows. Here, n s , n v , and n t correspond to node scalar, node vector, and node rank-2 tensor arrays, respectively. It is noted that each variable is also an array and has multiple values per node or edge. For example, if the system has 10 atoms and the length of the array of n v is set to 16, the shape of total n v will be 10 
Element
n s H [0.5, 0, 0, 0, 0, 0, 0, 0, 0] He [1, 0, 0, 0, 0, 0, 0, 0, 0] Li [1, 0.5, 0, 0, 0, 0, 0, 0, 0] Be [1, 1, 0, 0, 0, 0, 0, 0, 0] B
[1, 1, 0.5, 0, 0, 0, 0, 0, 0] C [1, 1, 1, 0, 0, 0, 0 . e s and e v correspond to edge scalar and edge vector arrays. In addition, l s and l v are defined as the edge length scalar and vector. l v contains the vectors of the edges, which are the bond distance vector between two atoms in Cartesian coordinates. l s is calculated by |l v |. l s and l v are constant values in a given structure. In this model, the edge is counted only when l s is less than the cutoff length. 
where α is a network parameter. a and b are set to satisfy e s (l s ) and its derivative = 0 when l s equals to the cutoff distance. e s is expected to behave like the distance term of the Morse-style IP. Vector and tensor types of input values (n v , n t , and e v ) are set to zero. It is noted that the input values of n s is the only place which depends on the element type.
Internal calculation of interaction block
Here, we write the linear layer (affine transformation layer) as lin(x), the activation layer as act(x), the concatenation function as con(x, y, ...), and the cutoff function as cut(x). It is noted that each lin(x) appeared in the following equations has different parameters. The detail of the activation function is described in section VI A 4. The cutoff function is a smoothly decaying function. In this work, we use the same function style as Eq. (6), but replacing exp (−αx) by act(x). The input values of a interaction block are n s , n v , n t , e s , and e v , where n s , n v , n t are node(atom) based scalars, vectors and tensors, and e s , e v are edge(bond) based scalars and vectors, respectively. The output values have the same shape as the input values. Each block also uses l s and l v as constant values.
Because the components of the vector and tensor values depend on the basis vectors of the coordination system, they should not be summed, multiplied, or combined with other values. Therefore, we applied the inner products of the vector values before combining them with scalar values. Moreover, the vector values are updated only through linear summations of them. The tensor values are treated in the same manner. They are created by the tensor product of two vectors. It should be noted that these operations are invariant to the rotation of the coordination system.
First, the node values and the edge values are transformed.
n s1 = act(lin(con(n s , |n v |))), n v1 = lin(n v ), n t1 = lin(n t ), e s1 = act(lin(con(e s , |e v |))).
Second, the node-type values are distributed to corresponding edges and various edge-type scalar values are calculated by taking the inner products of vector and tensor values. Here, we write the distributed node values with a hat liken. Exactly 2 node values are distributed to each edge, which is labeled as i and j below. It is noted that the sign of l v depends on the order of i and j. Therefore, the sign should be inverted if l v is used for the calculation labeled by i and j because of the order invariance. In addition, those values from nodes are multiplied by the cutoff function to ensure that all values of far-enough edges are 0.
n v2{i,j} =n v1{i,j} ±n t1{i,j} · l v , x 0{i,j} =n s1{i,j} cut(l s ), x 1{i,j} = ±n v2{i,j} · l v cut(l s ), x 2{i,j} =n v2{i,j} · e v cut(l s ), x 3 =n v2i ·n v2j cut(l s ).
Third, these values are concatenated and the activation function is applied while maintaining the order invariance. y tot is considered to represent the state of the edge. It is noted that x 0{i,j} , x 1{i,j} , and x 2{i,j} depend on node label i and j. In this architecture, we use x 0i + x 0j and (x 0i − x 0j ) 2 to maintain the order invariance.
y tot = act(y sym ) + (y asym ) 2 .
where (y asym ) 2 means element-by-element square.
Fourth, node-type variables are calculated from y tot . n s3{i,j} = lin(y tot ), n v3{i,j} = lin(y tot )e s1 ± lin(y tot )l v ,
These values are transferred to corresponding nodes by the summation layer shown in Fig. 1 .
Finally, node and edge variables are updated by ResNet-style bypass function.
n s4 = n s + lin(n s ) + lin(n s )n s3 , n v4 = n v + lin(n v ) + lin(n s )n v3 , n t4 = n t + lin(n t ) + lin(n s )n t3 + lin(I), e s4 = e s + lin(e s ) + lin(y tot ), e v4 = e v + lin(e v ) + lin(y tot )lin(y asym )l v + lin(n v2i +n v2j ),
where I is the ideal tensor. A node convolution gate is also applied by multiplying lin(n s ). These variables are the final output of the interaction block and used as the input variables of the next block.
Output layer
At the end of the network, it is expected to output one scalar value. This is calculated by taking the summation of scalar arrays along with all nodes and edges. 
Activation function for double backpropagation
Although the intended output of the network is the energy of the system, the network is trained to simultaneously compute the atomic forces, providing useful data for training. The atomic forces are calculated by a backpropagation process, and the training process becomes a double backpropagation. The molecular dynamics simulation requires a smooth activation function. In this study, we employed the integral of the softplus function, which (to our knowledge) we were first to propose as an activation function. The integral is calculated as follows:
where Li 2 is a second-order polylogarithm function. This function approaches 0 as x tends to −∞ and approaches the curve of x 2 + C at large x, where C is a constant. When this function is applied to the edge arrays, the activation functions are shifted so that f (0) becomes 0. Using the activation function, we can train a softplus-type network in the second backpropagation process. If the polylogarithm function is replaced by the softplus function, the second backpropagation process results in a sigmoid-type network. The function shape is snown in Fig. 5 . The effect of this change to the prediction accuracy is presented in the section III.
B. Data collection
The dataset is created as follows. First, the simulation box is filled with tens of atoms. The element type is randomly selected from the first three rows of the periodic table (from H to Ar). The number of element types and their ratio in one sample is also widely distributed.
The system is heated to high temperature (e.g. 10,000 K), melted for approximately 100 femtoseconds, cooled to a setting temperature, then further annealed for another 100 femtoseconds by classical MD to obtain a snapshot. The timestep is 1 femtosecond. This process is repeated for various temperatures (up to 5,000 K) and volumes. Then, the reference energy and atomic forces are obtained by DFT calculations of the snapshots. We consider that this dataset consists of highly disordered structures, including many types of local atomic configurations, and thus presents a challenging task. Furthermore, most of the configurations are far from stable.
In addition, to include realistic structure, we create another dataset by heating the structures of the molecular dataset of the Materials Project repository [49] up to 3,000 K. In this work, we merged those two datasets. The entire dataset contains approximately 294,000 structures. The size of the dataset at the double backpropagation process (the corresponding atomic forces of the 294,000 structures) is approximately 7,375,000. Two-hundred randomly selected structures (including 4962 × 3 atomic force data) are used for the test dataset exclusively.
We use VASP for DFT calculation. GGA is used for the exchange-correlation energy. Spin polarization is considered.
C. Training procedure
The NN hyperparameters are set as follows. The length of the scalar node and edge arrays is set to be 128. The length of the vector node, rank-2 tensor node, and vector edge arrays is each set to 16. The cutoff distance is set to 6 Å. The minibatch size is 100.
The network is trained by optimizing the combined absolute loss function (energies and atomic forces) using the Adam optimizer [50] . As the number of layers increased, frequent fluctuations were observed in the training error. This instability may be explained, at least in part, by the roughness of the DFT-calculated potential energy surface, which is the ground truth of this task. Small atomic displacements, such as the approaching of two neighboring atoms, can potentially cause abrupt energy increases.
To resolve this problem, we constrained the parameters of all intermediate layers in the network to the same values at the initial stage of the training, as described in section II B.
Finally, the models were trained by stochastic gradient descent with a small learning rate (0.1). The numbers of iterations were set to 450,000 (initial), 450,000 (main), and 20,000 (final) in all cases.
Note
The implementation for Chainer and the datasets will be available if this paper is accepted. Rank-2 tensors are essential to express the edge-edge interaction through their angle by graph convolution operation. This can be demonstrated in the following example. Let the nodes and edges contain only vector values, and suppose that two edges are connected to a center node, that has point-group symmetry as shown in Fig. 6 . After the convolution, the summed vector values at the node are always 0, and the node loses its directional information. If the third edge is connected to the node, no angle dependence is represented. However, if the second-order tensor values are introduced, the point-group symmetric edge pairs have identical (no sign reversal) tensor values; therefore, the directional information can be accumulated on the node. It should be noted that the vector and tensor values are not merely mathematical tricks but express various physical quantities related to the electronic structure. For example, the local charge deviation is expressed by the electric dipole moment. Since the electron orbit of a π bond extends perpendicularly to the bond direction, the dihedral bending is prevented. Polarizability can be expressed by tensor as well. These properties can be naturally expressed using the vector and tensor variables. Higher-order tensor values can also be introduced in the same manner.
FIG. 6. Example of the vanishment of directional information when convoluting with vector values only. If a pair of atoms (shown in dark green circles) having the same properties are located on opposite sides of the center atom (shown in orange circle), any vector values summed at the center atom will vanish. Thus, the angular-dependent interaction between another neighbor atom (shown in white circle) and dark green atoms, corresponding to θ 1 and θ 2 , cannot be incorporated in the model.
Details of dataset
The details of the test dataset is shown. Since it was made by randomly selecting from the entire dataset, it can be considered to reflect the trend of the entire dataset. Table V shows the amount of each element in the test dataset. The calculated energy is also shown. The structures of the first 20 samples in table V are shown in Fig. 7 . Table VI shows the number of pairs in the test dataset. As described in the main text, the dataset consists of highly disordered structures. 
