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Cílem této bakalářské práce je navrhnout a implementovat systém správy elektrického na-
pájení ve školní laboratoři s grafickým uživatelským rozhraním ovládaný pomocí zařízení
s dotykovým displejem. Toto zařízení komunikuje a obsluhuje programovatelné zásuvky přes
ethernetovou síť pomocí komunikačního protokolu, jehož návrh a implementace je taktéž
součástí této práce. Důraz je kladen na nízké nároky na systémové zdroje a uživatelskou
přívětivost, tedy snadné ovládání prsty.
Abstract
The aim of this bachelor’s thesis is to design and implement a system of remote electrical
outlet management for a school laboratory. The system uses a graphical user interface and
is managed using a touch panel. This device communicates and controls the programma-
ble outlets (power distribution units) over an Ethernet network using a communication
protocol. The design and implementation of this protocol is also part of this thesis. Em-
phasis is placed on low system resource requirements and user-friendly interface suitable
for controlling by fingers.
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Cílem této bakalářské práce je navrhnout a implementovat systém správy elektrického na-
pájení ve školní laboratoři pomocí inteligentních zásuvek, které lze řídit a ovládat komu-
nikací přes TCP/IP síť. Obvykle se tyto označují jako PDU (Power Distribution Unit).
Ovládání má probíhat centralizovaně pomocí jednoho zařízení s dotykovým displejem a ko-
nektivitou do dané sítě. Důraz je kladen na:
• Spolehlivost systému řízení zásuvek
• Uživatelskou přívětivost ovládacího programu, který je ovládán prsty. Je tedy po-
třeba, aby jednotlivé ovládací prvky byly dostatečně velké a uzpůsobené pro ovládání
rukama.
• Rychlou odezvu ovládacího programu
• Nízké nároky programu na systémové zdroje tak, aby mohl bez problémů fungovat na
vybrané hardwarové platformě
• Přenositelnost programu pro případ, že by bylo potřeba jej přemigrovat na jiné hard-
warové zařízení či operační systém
• Efektivní centralizaci ovládání běžícího na síťové architektuře typu klient-server
• Zabezpečení systému proti neautorizovanému zneužití a proti potenciálním chybám
• Minimalizace zatížení ethernetové sítě, na které bude probíhat komunikace
• Snadnou rozšiřitelnost a udržovatelnost
Osnova úkolů, které je potřeba pro návrh a implementaci takového systému splnit:
1. Zvolit vhodný typ (nebo více typů) vzdáleně ovladatelných zásuvek (PDU)
2. Zvolit zařízení s dotykovým displejem, které bude sloužit pro centralizované ovládání.
Požadavky na zařízení jsou uvedeny v sekci 3.1.
3. Zvolit operační systém s grafickým rozhraním a podporující ovládání dotykem (s exis-
tujícími ovladači pro tento displej), který poběží na dané hardwarové platformě
4. Zvolit vhodnou implementační platformu (programovací jazyk)
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5. Vytvořit koncepci aplikace umožňující centralizovaně ovládat více PDU. V případě, že
bude použito více různých modelů PDU využívajících odlišné komunikační protokoly,
je třeba sjednotit tyto protokoly pomocí abstrakční vrstvy, která umožní pracovat
s nimi stejným způsobem (společným rozhraním).
6. Nainstalovat vybraný operační systém a případný software potřebný k běhu aplikace
(především ovladač dotykového displeje) na ovládací zařízení
7. Implementovat a otestovat samotnou řídicí aplikaci
8. Nainstalovat a nakonfigurovat systém v dané oblasti využití (např. v laboratoři)
a otestovat jeho funkčnost v tomto prostředí
Zjednodušené schéma zapojení výsledného řídicího systému je na obrázku 1.1.




Dotykový displej (či obrazovka) je moderní typ vstupního zařízení a způsob ovládání počíta-
čových systémů fungující na principu detekce přítomnosti a místa doteku nějakého předmětu
na zobrazovací ploše. Displej při detekci a vyhodnocení doteku odesílá informaci o poloze
doteku operačnímu systému či ovládacímu programu, který na tuto událost daným způ-
sobem reaguje. V dřívějších dobách byly dotykové displeje určeny především pro využití
v průmyslových odvětvích jako řídicí systémy (s grafickým rozhraním) pro stroje, časem se
rozšířily například do pokladních systémů, bankomatů a v dnešní době jsou nejčastějším
a nejznámějším využitím dotykových displejů přenosná zařízení jako chytré mobilní telefony,
tablety a kapesní počítače (Personal Digital Assistant, PDA).
Existuje několik značně odlišných technologií, jak mohou být dotykové displeje vyrobeny.
Následující sekce obsahují stručné popisy některých nejvýznamnějších a sekce 2.5 prezentuje
jejich srovnání.
2.1 Rezistivní displeje
Rezistivní technologie je nejstarší z technologií dotykových displejů, pětidrátová verze byla
patentována v roce 1977 [20]. Displeje se skládají ze dvou pružných vodivých vrstev, napří-
klad ITO (směs oxidu india In2O3 (typicky 90%) a oxidu cínu SiO2 (10%)), mezi nimiž se
nachází tenká vrstva stříbrného inkoustu či jednoduše vzduchu.
2.1.1 Čtyřdrátová verze technologie
Pokud dojde k doteku uživatelem, tyto dvě plochy se navzájem dotknou. Na jednu z vrstev
(A) se po zjištění této situace aplikuje uniformní napěťový gradient. Vrstva B po ustálení
napětí změří jeho napětí v místě doteku, čímž se získá horizontální souřadnice doteku. Ob-
dobně ihned poté se gradient (ve směru otočeném o 90◦) aplikuje na vrstvu B a změření
napětí provede vrstva A, čímž se zjistí vertikální souřadnice doteku. Toto vše proběhne
v rámci několika milisekund. Změřená dvě napětí se pošlou do analogově digitálního pře-
vodníku a dále ke zpracování do procesoru.
Protože se vrstvy musejí dotknout, rezistivní displeje obvykle vyžadují větší tlak do-
teku, a tedy vykazují nižší citlivost, než například kapacitní displeje. Výhodou rezistivní
technologie je možnost vyrobit displeje s velmi vysokou rozlišovací schopností i přes 4096
DPI1. Můžou podporovat i vícedotekové ovládání (hodnota napěťového gradientu se měří
1DPI = dots per inch, body na jeden palec délky. Palec je asi 2,54 cm
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na více místech najednou) a existují i rozšíření čtyřdrátové konfigurace umožňující určit
tlak doteku přidáním třetí měřené dimenze[18]. Další výhodou je velmi dobrá životnost.
Nevýhodou je trochu horší doba odezvy.
2.2 Kapacitní displeje
Kapacitní displeje jsou v dnešní době velmi oblíbené, a to zvláště u přenosných zařízení
jako jsou mobilní telefony. Reagují pouze na vodivé předměty, nejčastěji tedy lidské prsty,
nelze je ovládat běžným plastovým stylusem, ale vyrábějí se i speciální vodivé stylusy
určené pro kapacitní dotykové displeje. Tuto vlastnost lze považovat jak za pozitivum, tak
za negativum, záleží na případu použití. Negativním projevem je například to, že se za
dotek bude považovat třeba i kapka vody, tudíž tato zařízení, ač vodotěsná, se velmi těžko
používají v dešti.
Skládají se z izolantu, obvykle tedy skla, které je potaženo transparentní vodivou vrst-
vou, obvykle ITO. Dotýkání se povrchu obrazovky vodivým předmětem způsobuje narušo-
vání elektrostatického pole obrazovky, což způsobí změnu kapacitního odporu, ta se změří
ze všech čtyř rohů displeje a na základě těchto čtyř změn se spočítá pozice doteku.
Kapacitní technologie dosahuje podstatně horší přesnosti než rezistivní (už protože
bříško prstu, které se k ovládání používá, je podstatně větší, než například špička stylusu).
2.3 Infračervená technologie displejů
IR technologie funguje na principu matice infračervených LED diod a páru detektorů in-
fračerveného záření na okrajích obrazovky. Tyto detektory zjišťují změny ve struktuře vy-
sílaných IR paprsků, které se horizontálně i vertikálně kříží. Díky tomu je ze změn chování
paprsků možno spočítat pozici doteku na displeji.
Infračervený displej nevyžaduje vodivý předmět, reaguje na jakýkoli tlak. Výhodou je
poměrně dobrá životnost.
2.4 Povrchová akustická vlna – SAW
Technologie Surface Acoustic Wave využívá ultrazvukové vlny (někdy též zvané Raylei-
ghovy vlny), které se šíří po celé ploše dotykové obrazovky. Jejich amplituda se obvykle
exponenciálně snižuje směrem ke středu obrazovky. Při doteku se část těchto vln absorbuje
(ztratí). Tato změna je detekována a informace o ní je zaslána řadiči zpracování, který ji
dále propaguje jako přerušení do procesoru.
Nevýhodou je až extrémní citlivost, protože akustickou vlnu snadno naruší třeba jen
nežádoucí nečistoty na povrchu dotykového displeje.
6
2.5 Srovnání jednotlivých technologií












5 a více let 50 mil.
doteků
Průhlednost 85-92% 75-85% 75-85% 90-100% 85-92%
Dotyk Vodivým
předmětem
Čímkoli Čímkoli Čímkoli Čímkoli
Odezva ≤ 15 ms ≤ 10 ms ∼ 15 ms ≤ 20 ms ≤ 15 ms
Vodotěsnost IP65 IP65 IP65 IP65 IP64
Tabulka 2.1: Srovnání technologií dotykových displejů [17]
Každá technologie má svá pozitiva a negativa, volba tedy záleží na konkrétním případu
užití a především na aktuálním stavu trhu. V aktuální době (2011) jsou dvěma jedno-
značně vedoucími technologiemi displeje rezistivní a kapacitní. Vybrané zařízení pro tuto
bakalářskou práci, viz. kapitola 3, využívá rezistivní technologii.
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Kapitola 3
Volba hardwarového zařízení a
operačního systému
3.1 Požadavky na hardwarové zařízení
Na zařízení, které bude sloužit k ovládání zásuvek, jsou kladeny tyto požadavky:
• Měl by mít dotykový displej s takovou technologií, aby podporoval ovládání prsty
• Displej by měl být dostatečně velký pro pohodlnou obsluhu
• Hardware zařízení by měl být dostatečně rychlý, aby umožnil plynulý chod ovládací
aplikace
• Podpora některého běžného operačního systému s grafickým rozhraním a některé
implementační platformy, která bude využita pro tvorbu ovládací aplikace
• Pro daný operační systém dále musejí existovat ovladače dotykového displeje, aby jej
bylo možno využívat
• Buď dostatečně velký pevný disk nebo čtečka paměťových karet, aby bylo kam uložit
operační systém a ovládací aplikaci
3.2 Zvolené zařízení: XtendLan PTDX9211A[21]
Jako hlavní zařízení pro ovládací systém elektrických zásuvek byl vybrán panel PC PTDX9211A
od firmy XtendLan, viz. obrázek 3.1. Stručně jeho hardwarová specifikace:
• 8,9” TFT LCD dotykový displej s rezistivní technologií (viz. sekce 2.1), rozlišení
1024x600 (někdy označováno jako WSVGA), dokáže zobrazit 262 144 barev. LED
podsvícení.
• Procesor Vortex86DX na frekvenci 1 GHz – tento procesor je architektonicky (instrukční
sadou) kompatibilní s procesory řady Intel i486. Vyznačuje se velice nízkou spotřebou
energie. Disponuje 128 kB L2 cache.
• 512MB DDR2 operační paměti
• 100 Mbps síťová karta s Ethernet konektorem
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Obrázek 3.1: Touch panel PC PTDX9211A (převzato ze stránek prodejce[6])
• Integrovaná čtečka paměťových karet – CompactFlash (CF I/II) nebo micro SD karty
• Jeden PS/2 a dva USB 2.0 porty
• Sériový port
• Napájení pomocí 5 V adaptéru
• Krytí IP65 ze strany displeje
• Hmotnost: 468 gramů (bez paměťové karty)
Mezi oficiálně podporované operační systémy se řadí MS-DOS, některé linuxové distri-
buce, Windows CE (pro přenosná zařízení) a Windows XP. Prodejcem udávaná špičková
spotřeba je pouze 9,4 W (při spuštěném operačním systému Debian), při úsporném režimu
(s vypnutým displejem) 5,5 W. Zařízení je proto ideální pro trvalý provoz bez vypínání,
zabudované například do zdi. Ovládání probíhá primárně pomocí dotykového displeje (je
ale třeba nainstalovat vhodný ovladač pro daný operační systém, viz. sekce 3.3). V případě
potřeby je pochopitelně možné připojit klasickou počítačovou myš nebo klávesnici pomocí
PS/2 nebo USB rozhraní.
3.3 Operační systém Debian a jeho instalace
Jako operační systém byla vybrána linuxová distribuce Debian ve verzi 5.0 (kódové označení
Lenny). Vzhledem k tomu, že zařízení nemá žádný pevný disk, se instalace OS a jeho
následný provoz uskutečňuje na paměťové kartě typu CompactFlash (byla zakoupena karta
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s kapacitou 16 GB). Aby operační systém byl správně bootován z karty CompactFlash,
je třeba v nastavení BIOS uvést jako primární bootovací zařízení Secondary Master (což
odpovídá slotu CompactFlash), a v bootloaderu GNU GRUB je třeba taktéž nastavit toto
zařízení, zde se ale již označuje jako /dev/hdc1.
3.3.1 Instalace operačního systému
Jelikož systém Debian není standardně dodáván s instalací určenou pro procesor Vor-
tex86DX, je třeba instalaci provést na jiném zařízení, například na běžném stolním PC
s procesorem Intel/AMD. Před instalací se důrazně doporučuje zformátovat paměťovou
kartu. Pro operační systém lze zvolit libovolný běžně linuxovými OS podporovaný sou-
borový systém, například ext3. Instalátor lze spustit například nabootováním počítače
z příslušného instalačního CD. Doporučuje se (lze to udělat v rámci instalace) vytvořit i
swapovací oddíl pro případ, že by operačnímu systému nestačila operační paměť zařízení.
3.3.2 Instalace kompatibilního obrazu jádra
Jelikož Debian je standardně dodáván s běžnou verzí jádra (kernelu) určenou pro i686-
kompatibilní procesory, a s tímto jádrem se systém zasekne při startu, je třeba nainsta-
lovat (stále na běžném stolním počítači) správný obraz jádra, který podporuje procesor
Vortex86DX obsažený v zařízení. Tímto je verze jádra zkompilovaná přímo pro příslušný
procesor a je k dispozici jako balíček pro Debian například na adrese ftp://ftp.asm.
cz/XtendLan/PTDX53xx,PTDX8xx/Debian/Drivers%20+%20kernel/. Instalace se po sta-
žení provede v konzoli následně (je třeba být přihlášen jako superuživatel (root)):
dpkg -i linux-image-2.6.30-vortex86mx 1.0 i386.deb
update-initramfs -k 2.6.30-vortex86mx -c
update-grub
Po provedení těchto příkazů je možné spouštět operační systém s tímto kernelem a lze
jej tedy spustit na zařízení PTDX9211A. K existujícím položkám v bootloaderu GNU GRUB se
tímto přidá nová položka spouštějící systém s kernelem zkompilovaným pro Vortex86MX.
3.3.3 Instalace ovladačů dotykového displeje
Instalátor ovladačů dotykového displeje lze stáhnout například z této adresy: ftp://ftp.
asm.cz/XtendLan/PTDX53xx,PTDX8xx/Drivers/Linux/Linux_Touch_driver V archívu je
přibalen i instalátor (shellový skript), který automaticky zjistí verzi nainstalovaného X-
serveru a podle toho vybere vhodnou verzi ovladače a nainstaluje jej. K úspěšnému nain-
stalování je potřeba spustit jej jako superuživatel.
3.4 Správa a záloha obrazů paměti Compact Flash karty
Pro jednoduchou správu a zálohu (možnost vrátit kompletní obsah) CompactFlash karty
byl využit program R-Drive Image 4.7 od společnosti R-Tools Technology. Program
umožňuje uložit obraz kompletního obsahu paměťové karty do souboru formátu arc a
později z něj umožňuje obsah karty obnovit. To je velmi výhodné pro zálohování aktuál-
ního stavu karty, pokud chystáme změnu, která by mohla mít nežádoucí následky. Program




Jako implementační platforma pro ovládací program byla zvolena Java Platform, Standard
Edition ve verzi 6 (zkráceně Java SE 6) od firmy Sun Microsystems, která je od ledna
roku 2010 součástí firmy Oracle[22]. Pro psaní kódu bylo zvoleno integrované vývojové
prostředí NetBeans 6.9.1 (na konci jsem projekt přemigroval na verzi 7.0). Důvody, proč
je platforma Java vhodná pro tento projekt:
• Velice dobrá přenositelnost – jazyk Java se důsledně drží filozofie Write once, run
everywhere. Bajtový kód Javy je nezávislý jak na operačním systému, tak na hard-
waru počítače. To umožňuje například snadné přemigrování programu v případě, že
by bylo potřeba, na jiné ovládací zařízení.
• Dobrá podpora tvorby uživatelských rozhraní – knihovna Swing. Uživatelská rozhraní
lze snadno konfigurovat (měnit vzhled), dále přítomnost kvalitních podpůrných ná-
strojů pro tvorbu uživatelských rozhraní – využity byly nástroje vývojového prostředí
NetBeans.
• Automatická správa paměti – o uvolňování paměti se nestará programátor, nýbrž sou-
část interpretu (virtuálního stroje) zvaná Garbage collector. Tím se programá-
torovi podstatně usnadní práce za cenu mírného snížení výkonu. Další informace o
technice Garbage collectingu jsou v sekci 4.4.
• Jazyk Java velmi důrazně motivuje programátora k psaní kvalitního čistého kódu
s více úrovněmi abstrakce a dobré dekompozici na podproblémy, klade důraz na velmi
snadnou rozšiřitelnost, udržovatelnost a znovupoužitelnost již napsaného kódu.
4.1 Interpret Javy – virtuální stroj
O interpretování bajtového kódu Javy SE se stará program zvaný virtuální stroj (Java
Virtual Machine, JVM), který provádí kód, stará se o přidělování zdrojů běžícím procesům
a spravuje paměť javových procesů. Celé běhové prostředí se označuje souhrnným názvem
Java Runtime Environment, JRE. Existuje několik nezávislých interpretací JRE, které by
všechny měly odpovídat specifikaci Javy SE. Firma Oracle dále vytváří tzv. referenční
implementaci JRE. Všechny implementace JVM by měly vykazovat stejné chování vůči
bajtovému kódu, mohou však být různě efektivní, poskytovat jiné podpůrné nástroje a být
implementovány pro různý hardware či operační systémy.
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4.2 Typy souborů používaných v platformě Java
V tabulce 4.1 jsou uvedeny základní typy souborů, se kterými se setkáme, pokud budeme
vyvíjet či používat aplikaci pro platformu Java.
Koncovka Použití
*.java Zdrojový soubor napsaný v jazyce Java. Obvyklé kó-
dování je UTF-8.
*.class Přeložená jedna třída (s případnými vnořenými tří-
dami) do bajtkódu Javy.
*.jar Java ARchive – soubor komprimovaný metodou ZIP
obsahující obvykle přeložené třídy, ale i jiné soubory
náležící k projektu. Lze použít jako:
• Distribuce knihoven, které pak lze využít v ji-
ných projektech
• Distribuce hotových zkompilovaných projektů
cílovým uživatelům
*.war, *.ear Webové a enterprise archivy, patří do platformy Java
Enterprise Edition
Tabulka 4.1: Typy souborů používaných v platformě Java
4.2.1 Soubor MANIFEST.MF
Každý JAR archiv by měl obsahovat soubor META-INF/MANIFEST.MF. Jde o textový soubor
obsahující metadata popisující daný archiv a je vytvářen automaticky vývojovým kitem.
Minimální manifest soubor vypadá takto: obsahuje pouze informaci o své verzi.
Manifest-Version: 1.0
Další informace, které může manifest mimo jiné obsahovat (každá vlastnost na samo-
statný řádek):
• Ant-Version – verze systému Apache Ant, která byla využita pro správu kódů pro-
jektu, viz. sekce 4.6.
• Created-By – verze JDK, která byla použita ke kompilaci zdrojových souborů, včetně
jména jeho dodavatele
• Main-Class – definice metody, která je považována za hlavní metodu projektu (je
třeba specifikovat plně kvalifikované jméno třídy plus jméno metody). Toto je důležité,
pokud chceme JAR archiv používat jak spustitelný (například za účelem jeho distri-
buce koncovým uživatelům projektu). Pokud hlavní metoda existuje, lze JAR archiv
přímo spustit pomocí běhového prostředí Javy pomocí příkazu java -jar xxx.jar.
• Class-Path – relativní cesty ke class či JAR souborům, případně adresářům tyto




Classpath je označení pro sadu umístění (adresáře či JAR archivy), ve kterých má Java při
kompilaci, resp. interpretaci programu hledat knihovny, přesněji třídy, které lze v daném
projektu využít. Virtuální stroj vyhledává knihovny a nahrává třídy postupně v tomto
pořadí:
1. Tzv. bootstrap třídy, tj. ty, které jsou implicitní součástí dané verze běhového pro-
středí Javy
2. Rozšiřující knihovny, které jsou umístěné v adresáři {cesta k JRE}/lib/ext
3. Externí knihovny, které uživatel dodal pomocí proměnné Classpath
• Přidávat adresáře na Classpath lze při spouštění virtálního stroje parametrem – takto
se naimportují všechny class soubory z adresáře knihovny a rekurzivně všech jeho
podadresářů:
java -classpath /home/uzivatel/knihovny:/usr/share/jar/* .....
pokud chceme přidat JAR archív, je třeba specifikovat celé jeho jméno. Od Javy verze
6 je možno hvězdičkou označit, že se z daného adresáře mají naimportovat všechny
JAR archivy. V systémech Windows se jednotlivé adresáře oddělují středníkem, v uni-
xových systémech dvojtečkou.
• Nastavovat Classpath rovněž lze pomocí systémové proměnné CLASSPATH, a to jak
ve Windows, tak Unixu.
• Pokud spouštíme spustitelný JAR soubor, do Classpath se automaticky přidají cesty
obsažené ve vlastnosti Class-Path v souboru Manifestu (viz. sekce 4.2.1). Jednotlivé
cesty se oddělují nezávisle na operačním systému mezerou.
Pokud by programátor chtěl z nějakého důvodu zjišťovat za běhu programu obsah
Classpath, lze jej získat jako řetězec voláním statické metody
System.getProperty("java.class.path")
4.4 Garbage collecting[19]
Garbage collector (lze přeložit jako ”sbírač odpadu“) je nedílnou součástí každé implemen-
tace běhového prostředí Javy (JRE). Je to systém zajišťující automatickou správu paměti
za běhu aplikace zkompilované pro platformu Java (nemusí být napsaná přímo v jazyce
Java). Je spouštěn pravidelně (o jeho spouštění rozhoduje virtuální stroj, ale lze jej i za-
volat programaticky či externím monitorovacím systémem) a vždy vyhledává objekty, na
které již neexistuje žádný odkaz a jsou tak nedostupné. Tyto objekty z haldy odstraní a
uvolní tak kus operační paměti. Navíc provádí defragmentaci haldy, čímž urychluje další
běh aplikace.
Existují dva různé typy spuštění garbage collectoru.
• Small GC – provádí úklid pouze v části paměti zvané mladá generace, což je oblast, kam
se vkládají nově naalokované objekty. Většina (asi 90%) objektů zanikne už během své
existence zde, ale ty, které vydrží několik těchto malých úklidů, jsou po čase přemístěny
do oblasti staré generace, kde se již považují za trvaleji existující.
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• Full GC – provádí úklid celkový včetně oblasti tzv. staré generace (tenured gene-
ration). Trvá samozřejmě déle, ale obvykle uvolní více paměti.
Kontrolní výpisy každého spuštění garbage collectoru za běhu aplikace lze zapnout po-
mocí přepínače -verbose:gc. Poté se na standardním výstupu aplikace začnou objevovat
zprávy jako například
• [GC 3260K->2494K(5056K), 0.0002911 secs] – malý úklid
• [Full GC 8202K->6166K(15056K), 0.0209960 secs] – úplný úklid
Čísla označují (v tomto pořadí): stav haldy před úklidem, stav haldy po úklidu, celková
dostupná velikost haldy (s časem může narůstat) a časový údaj, jak dlouho úklid trval.
Tyto kontrolní výpisy lze použít při ladění výkonu aplikace, lze z nich například vyčíst,
že by se aplikaci pro rychlejší běh hodilo přidělení více paměti hned na začátku. Garbage
collecting samozřejmě zpomaluje chod aplikace, je to jen poměrně malá daň za to, že se
programátor nemusí ručně starat o úklid paměti, čímž se rapidně zvyšuje produktivita při
vývoji aplikací a také se eliminuje pravděpodobnost vzniku chyb v důsledku špatné práce
s pamětí, především tzv. memory leaks (úniky paměti v důsledku ztráty reference na daný
objekt, aniž by byl objekt dealokován) a segmentation fault (přístup do místa paměti, které
nebylo naalokováno pro žádný objekt, obvykle končí pádem programu).
4.5 Optimalizační a profilingové nástroje platformy Java[16]
4.5.1 Just-in-time kompilace
Technika just-in-time (JIT) compilation byla poprvé uvedena v Sun JRE 1.1. Jde o
značné vylepšení rychlosti interpretu Javy tím, že některé často prováděné části bajtkódu
jsou běhovým prostředím dynamicky vybírány a následně zkompilovány do nativního kódu
hardwaru, na kterém aplikace běží. Provádění nativního kódu je samozřejmě rychlejší, než
interpretace bajtkódu.
Je zřejmé, že tato technika výkonnostně pomůže především aplikacím jedoucím delší
dobu, například serverům, ale také naší aplikaci, která je určena k trvalému běhu bez
vypínání. Je tedy pravděpodobné, že efektivnost jejího běhu se bude od spuštění s časem
postupně vylepšovat. Vypnutím aplikace a restartováním virtuálního stroje se ale celá tato
optimalizace ztratí a je třeba ji nechat vzniknout znovu.
Pokud bychom z nějakého důvodu neměli zájem o tuto optimalizaci (například při spou-
štění velmi krátkého kusu kódu je zbytečná a naopak zpomaluje), lze ji při spouštění vir-
tuálního stroje vypnout přidáním přepínače -Djava.compiler=NONE v JDK 1.2 a vyšších,
v JDK 1.1 je to přepínač -nojit.
4.5.2 Nástroj Jconsole
Nástroj jconsole, který je součástí Oracle (dříve Sun) implementace běhového prostředí
Javy, slouží k monitorování a profilování činnosti virtuálního stroje a aplikací v něm běží-
cích. Jedná se o grafickou aplikaci napsanou ve frameworku Swing a umožňuje se ”připojit“
k libovolné aktuálně běžící aplikaci a zjišťovat o ní následující údaje:
• Grafy vyjadřující časovou závislost
– velikosti využité paměti – jak v mladé tak staré generaci
– počtu běžících vláken v aplikaci
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– počtu natažených tříd
– využití procesoru v procentech
• Informace o JVM, jako spotřebovaný procesorový čas, výrobce implementace, počet
vláken, dostupná paměť, argumenty, se kterými byl stroj spuštěn, obsah CLASSPATH
apod.
4.6 Systém Apache Ant [10]
Systém Ant od firmy (přesněji řečeno komunity) Apache Software Foundation slouží pro
správu, kompilaci a distribuci zdrojových kódů projektu. Umožňuje provádět operace nad
projektem jako celkem, například celý projekt zkompilovat, spustit, vyexportovat do JAR
souboru, nebo například spustit testy napsané frameworkem JUnit. Do jisté míry se dá sys-
tém Ant chápat jako platformově nezávislý ekvivalent systému GNU Make a určený primárně
(ne však výlučně) pro projekty psané v jazyce Java. Celý projekt je popsán XML souborem
build.xml, který by se měl nacházet v kořenovém adresáři projektu. Lze použít více těchto
souborů, které se na sebe odkazují a vzájemně se doplňují. Podobně jako u Makefile je
základní jednotkou souboru build.xml tzv. cíl (target). Jednotlivé cíle můžou být závislé
na jiných, to znamená, že k provedení cíle je potřeba úspěšně provést všechny, na kterých
tento závisí (je třeba dát pozor, aby nevznikla cyklická závislost).
Spuštění operace nad projektem se provádí z příkazové řádky (v adresáři, kde se nachází
build.xml) se specifikací, který cíl se má provést, například:
• ant build
provede kompilaci všech zdrojových kódů projektu. Pokud není na příkazové řádce specifi-
kován cíl, je použit cíl pojmenovaný default, pokud takový existuje.
Při vývoji projektu soubor build.xml a z něj odkazovaný build-impl.xml byly auto-
maticky generovány vývojovým prostředím NetBeans 6.9.1. Je nastaven tak, že existuje
cíl jar, který (po zkompilování všech potřebných zdrojů) hotový projekt zabalí do JAR
archivu a uloží jej do adresáře dist. Vzhledem k tomu, že projekt využívá knihovny třetích
stran, jsou tyto ve formě JAR archivů přidány do distribuce projektu, a to do podadresáře
lib. Samostatně spustitelnou hotovou distribucí projektu jsou tedy tyto součásti:
• spustitelný JAR archiv OutletManager.jar obsahující aplikaci pro ovládání PDU
zařízení
• konfigurační soubor PDUControllerConfig.xml, který musí být ve stejném adresáři
jako OutletManager.jar
• ve stejném adresáři podadresář lib obsahující externí knihovny, jmenovitě:
– AdamCrhaPDUProtocol.jar – implementace protokolu, kterým aplikace komuni-
kuje s PDU kolegy Adama Crhy (viz. sekce 5.2)
– appframework-1.0.3.jar, swing-worker-1.1.jar – pomocné knihovny uživa-
telského rozhraní, které do projektu přidalo integrované vývojové prostředí Net-
Beans
– dom4j-1.6.1.jar – open source knihovna komunity Apache pro práci s XML
pomocí modelu DOM
– commons-net-2.2.jar – open source knihovna ze skupiny knihoven Apache Com-
mons využitá pro komunikaci přes protokol Telnet
případně je možné tyto soubory dát kamkoli jinam, odkud se načtou jako součást
Classpath, nebo je přidat do Classpath pomocí přepínačů příkazového řádku.
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4.7 Dokumentace pomocí komentářů
K velmi příjemnému způsobu psaní implementační dokumentace slouží nástroj javadoc,
který je implicitní součástí oficiálního vývojového kitu (SDK). Umožňuje vygenerovat do-
kumentaci ve formátu HTML přímo ze zdrojových kódů projektu v jazyce Java, a to pomocí
tzv. dokumentačních komentářů. Dokumentační komentář se od běžného komentáře liší tím,
že místo /* začíná znaky /**. Automaticky je přiřazen nejbližší (v kódu) následující me-
todě, proměnné, konstantě či třídě a takovýto komentář slouží k popisu funkce daného
elementu v projektu. V rámci něj se může vyskytovat libovolný text včetně formátovacích
značek jazyka HTML, které budou interpretovány při generování dokumentace. Do popisu
lze dále přidávat metadata, značky, které umožňují přiřadit kusu textu nějaký specifický
význam, například že popisuje význam některého z parametrů, návratovou hodnotu či kdy
dojde v metodě k vyhození určité výjimky. Například při psaní dokumentačního komentáře
k metodě pro reverzaci řetězce:
/∗∗
∗ A method to perform a reverse−op era t ion on a g iven s t r i n g .
∗ @Param input The input s t r i n g to be r e v e r s e d .
∗ @Return The r e v e r s e d s t r i n g .
∗ @Throws Nu l lPo in terExcep t ion i f a n u l l−p o i n t e r i s prov ided as input
∗/
public St r ing r e v e r s e S t r i n g ( S t r ing input ) throws Nul lPo interExcept ion {
Výpis 4.1: Ukázka dokumentačního komentáře pro Javadoc
Dokumentaci ze zdrojového kódu lze vygenerovat pomocí příkazu javadoc, přesný po-
pis parametrů lze najít v manuálových stránkách nebo v oficiální dokumentaci. V našem
projektu je pro generování implementační dokumentace připraven antový cíl, stačí tedy
z adresáře, ve kterém se nachází build.xml, spustit příkaz ant javadoc. Vygenerovaná




5.1 APC Switched Rack PDU[1]
Obrázek 5.1: Schematické znázornění APC Switched Rack PDU model AP7921 (převzato
z manuálu ze stránek výrobce[1])
1. Napájecí konektor IEC-320-C20 (v tomto případě, model AP7921), u jiných modelů
(AP7920) např. IEC-320-C14.
2. Konektory (zásuvky), které lze programově zapínat a vypínat, jsou typu IEC-320-C13.
3. Displej se dvěma sedmisegmentovými číslicemi udávající celkový proud v ampérech,
který je momentálně spotřebováván zařízeními.
4. Příslušný kabel k připojení PDU do elektrické sítě, IEC-320-C20 nebo IEC-320-C14.
Aplikace obsahuje podporu ovládání PDU zařízení firmy APC, a to těch modelů, které
mají podporu ovládání přes tzv. CLI – Command Line Interface (viz. sekce 7.1.2), což je
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ovládací rozhraní fungující přes protokol Telnet aplikační vrstvy modelu ISO/OSI. CLI
obsahují všechny modely Switched Rack PDU, naproti tomu zařízení Metered Rack PDU
jej neobsahují. Dále je potřeba mít v zařízení firmware 2.7.0 pro AOS modul a 2.7.3 pro
aplikační modul. CLI je mezi všemi podporovanými typy kompatibilní (stejné).
Firma APC vyrábí PDU zařízení s 8,16,21 nebo 24 zásuvkami. V naší aplikaci jsme
se pro zjednodušení omezili na zařízení s 8 zásuvkami, snadněji se tak definuje společné
rozhraní (viz. sekce 5.3) pro ovládání těchto zařízení a jiných PDU, například PDU kolegy
Adama Crhy, viz. sekce 5.2.
Upozornění: aplikace implicitně každých 150 sekund posílá jako ”keep-alive“ neplatný
příkaz pro PDU za účelem udržování spojení. Zařízení APC implicitně udržují spojení 3 mi-
nuty od poslední proběhlé komunikace. Je tedy potřeba toto nastavení ponechat minimálně
na třech minutách, případně jej ještě zvýšit, jinak bude aplikace muset zbytečně zakládat
spojení každou chvíli znovu. Trvale běžící spojení je vhodné řešení, jelikož i tak není síť
téměř vůbec zatěžována a aplikace může pohotověji reagovat na vstupy uživatele a rychleji
ovládat zásuvky, jelikož ustavení nového spojení trvá určitou dobu.
5.1.1 Instalace zařízení
Aby bylo možno zařízení na síti používat a komunikovat s ním, je přirozeně nutné mu
přiřadit IP adresu. Použité starší modely zařízení fungují pouze pro IP verze 4.
Přidělení adresy pomocí DHCP
DHCP - Dynamic Host Configuration Protocol byl popsán v RFC 1531[7] (v říjnu 1993).
Jeho účelem je zesnadnění přidělování IP adres zařízením na síťovém segmentu tím, že prvek
starající se o přidělování (DHCP server) má definovaný rozsah volných adres a z tohoto
rozsahu nově připojovaným zařízením automaticky některou volnou adresu nabídne.
Problém po připojení a dynamickém přidělení adresy ale je ten, že se nesnadno zjišťuje,
jaká adresa vlastně byla zařízení přidělena, jelikož APC PDU nemá displej, na kterém by
o ní dokázalo informovat. Některé DHCP servery ale umožňují prohlížet seznam zařízení,
kterým byla přidělena konfigurace, v tomto seznamu můžeme PDU identifikovat pomocí
jeho fyzické (MAC) adresy. Další funkce, kterou některé DHCP servery nabízejí, je takzvaná
statická DHCP konfigurace, kdy je do konfigurace DHCP serveru přidána pevná asociace
MAC adresa → IP adresa. Pak je danému zařízení přiřazena vždy ta stejná IP adresa,
tato varianta se tedy zdá nejlepší.
Konfigurace pomocí ARP
Pokud nastanou problémy s DHCP konfigurací, je možné se k zařízení připojit z libovol-
ného počítače na stejném síťovém segmentu přímo pomocí přidání směrovací informace pro
Address Resolution Protocol [13]. Toto umožní připojit se na zařízení na základě jeho
MAC adresy, resp. přidělit IP adresu, přes kterou bude možno z daného počítače adresovat
síťové zařízení. ARP tabulka je součástí operačního systému a položky do ní můžeme přidat
v příkazovém řádku (resp. unixovém terminálu) takto:
• Windows:
– arp -s 135.6.3.8 00-c0-b7-61-38-a1
• Unix:
– arp -s 135.6.3.8 00:c0:b7:61:38:a1
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Výpis všech položek aktuálně uložených v ARP tabulce lze zjistit pomocí
• arp -a
Poznámka: všechna zařízení APC - American Power Conversion mají MAC adresy začína-
jící na 00:C0:B7.
Poté, co jsme v počítači přidělili směrovací informaci, je třeba danou IP adresu zařízení
sdělit, aby si ji mohl přiřadit. To se u APC Switched Rack PDU dá provést posláním příkazu
ping na danou IP adresu, ovšem je třeba specifikovat délku paketu na 113 bajtů. To lze
provést takto:
• Windows:
– ping 135.6.3.8 -l 113
• Unix:
– ping 135.6.3.8 -s 113
Odpovědí (echo reply) na tento ping nám zařízení sdělí, že mu byla úspěšně přiřazena
daná IP adresa.
Připojení pomocí sériové linky
Pokud jsou potíže s přiřazováním IP adresy jinými způsoby (například je PDU nastaveno
nevhodně), lze do ovládací konzole přistoupit pomocí sériové linky. Tento postup je vhodný,
pokud je třeba změnit něco v konfiguraci zařízení, například pokud bylo zakázáno přidělo-
vání pomocí DHCP a chceme jej povolit. Dalším případem užití je, pokud chceme místo
DHCP nastavit v zařízení statickou IP konfiguraci.
1. Propojit sériový port počítače s PDU konfiguračním kabelem (940-0144).
2. Spustit libovolného terminálového klienta (například Putty, HyperTerminal) s ná-
sledující konfigurací:
• rychlost přenosu: 9600 bps




3. Spustit komunikaci, PDU se zeptá na uživatelské jméno a heslo.
4. Implicitní jméno je apc a heslo taktéž apc, tedy samozřejmě pokud nebylo změněno
v nastavení.
5. Objeví se textové menu, které lze ovládat pomocí numerické klávesnice. Zde provést
požadovanou změnu konfigurace.
5.1.2 Způsoby přístupu k ovládacímu rozhraní
Existují dva módy přístupu:
1. Klasické interaktivní menu ovládané především pomocí numerické klávesnice – vhodné
pro ruční konfiguraci
2. CLI – Command Line Interface, zjednodušené textové menu ovládané příkazy – vhodné
pro programové automatické řízení
Přístup k menu je možný přes tyto protokoly:
19
1. Telnet – tento je využíván v naší aplikaci, viz. sekce 7.1.1.
2. Sériová linka
3. SSH
Dále existuje grafické webové rozhraní, ke kterému lze přistoupit přes protokol HTTP v li-
bovolném internetovém prohlížeči. Stačí do adresního řádku zadat IP adresu zařízení. Po-
známka: zařízení umožňuje pouze jednoho přihlášeného uživatele v jednu dobu. I pokud je
přihlášen uživatel přes Telnet, tak nebude umožněn přístup přes webové rozhraní.
5.1.3 Aktualizace firmware
Jak již bylo řečeno, aby zařízení podporovalo rozhraní CLI - Command Line Interface,
které využívá náš ovládací program, je třeba mít v zařízení firmware alespoň ve verzi 2.7.0
pro AOS modul a 2.7.3 pro aplikační modul. Aktuální verzi firmwaru lze zjistit po přihlášení
do standardního ovládacího rozhraní, jedna z úvodních hlášek vypadá zhruba takto:
American Power Conversion Network Management Card AOS v2 . 6 . 1
( c ) Copyright 2002 Al l Rights Reserved Rack PDU APP v2 . 6 . 3
−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−
Name : RackPDU Date : 09/17/2006
Contact : Unknown Time : 18 : 35 : 07
Locat ion : Unknown User : Administrator
Up Time : 0 Days 0 Hours 31 Minutes Stat : P+ N+ A+
Výpis 5.1: APC hlavní menu
Z toho lze vyčíst, že aktuální verze firmware AOS modulu je 2.6.1 a pro aplikační modul
je to 2.6.3. Toto zařízení tedy aktuálně nepodporuje CLI a je třeba provést update firmwaru.
To se provádí přes IP síť pomocí flashovacího nástroje dodávaného přímo firmou APC –
existuje jen pro operační systém Windows. Funguje v příkazovém řádku a uživatele se zeptá
na IP adresu zařízení a přihlašovací údaje některého z účtů s administrátorskými právy.
Aktuální verzi firmware (soubor s příponou bin) včetně nástroje lze stáhnout ze stránek
výrobce. Poznámka: přestože se PDU po přijetí nové verze firmwaru bude restartovat,
provoz zásuvek zůstane nedotčen.
5.2 PDU kolegy Adama Crhy
Dalším zařízením, pro které byla přidána podpora, je obdobné PDU, které jako svou ba-
kalářskou práci souběžně s touto vytvořil kolega na FIT VUT Adam Crha. Všechny rele-
vantní informace lze najít v příslušné práci[5]. Popis způsobu komunikace s tímto zařízením
je v sekci 7.2.
5.3 Model ovládání různých PDU zařízení pomocí společ-
ného rozhraní
Protokol a způsob ovládání těchto zařízení je diametrálně odlišný. Byla mezi ně vložena
úroveň abstrakce, společné rozhraní, které umožňuje pracovat s oběma těmito typy stejnou
sadou příkazů. K tomu bylo využito tzv. abstraktní třídy (abstract class) v jazyce Java.
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Z abstraktní třídy nelze vytvářet instance, slouží jen k tomu, aby definovala nějaké spo-
lečné operace všech možných implementací rozhraní, tyto operace přitom může, ale nemusí
definovat (metoda, kterou abstraktní třída neimplementuje, se označuje jako abstraktní, a
stane se úkolem rozšiřující konkrétní třídy, aby všechny takové metody implementovala).
K podpoře těchto dvou zařízení (APC PDU a PDU Adama Crhy) lze tedy velmi snadno
přidat podporu jiných, stačí vytvořit třídu, která rozšiřuje abstraktní třídu
AbstractPDUController a naimplementovat všechny metody, které jsou v abstraktní třídě





Popis a návratová hodnota
connect – Připojí se k PDU (zahájí konverzaci) a
synchronizuje svůj stav s aktuálním sta-
vem PDU
disconnect – Ukončí konverzaci s PDU (uzavře socket)
isConnected – Vrátí true/false podle toho, jestli je ak-




Nastaví zásuvku číslo outlet na stav
status
setAllOutlets boolean status Nastaví všechny zásuvky na stav status
getPDUState – Vrátí aktuální stav PDU (lokálně uložený
stav by měl být synchronizovaný s fyzic-
kým PDU zařízením)
tryReconnect – PDU by se mělo zkusit znovu připojit
(předtím však zrušit a uklidit případné ak-
tivní připojení), použití např. v případě
chyby připojení
Tabulka 5.1: Předepsané abstraktní metody abstraktní třídy PDU kontroleru
Implementující třída se však musí sama postarat o některé další věci, jako například
udržování spojení a odesílání informací o změnách svého stavu příslušným jiným komponen-
tám aplikace. Je doporučenou praktikou spouštět v rámci ovladače další vlákna, například
pro obsluhu síťového spojení, zvláště pak v případě, že knihovna síťové komunikace pro dané
rozhraní nepodporuje programování pomocí událostí (tzv. ”event-driven architektura“), ale
pro načítání přijatých zpráv se používá explicitní volání metod způsobující blokování vlákna
do doby, než přijde další zpráva. Toto je mimochodem případ obou implementovaných PDU





Hlavní okno ovládací aplikace (celkový snímek je v příloze B) má několik samostatných
módů (stránek):
• Samostatné ovládání – Na obrazovce je zobrazena přibližná topologie rozmístění
pracovních stanic a ovládacích PDU v místnosti (viz. sekce 6.2). Je tak možné ovládat
každé PDU zařízení zvlášť.
• Hromadné ovládání – Tento mód umožňuje provádět operace agregovaně nad více
PDU zařízeními najednou, například vypínat či zapínat na všech PDU určitá čísla
zásuvek. Pro případ užití laboratoře L306 je například umožněno zapínat nebo vypí-
nat najednou všechny zásuvky počítačů, stejně tak lze ovládat naráz zásuvky kamer,
cyklón, nebo osciloskopů.
• Plánovač Plánovač je součást aplikace, která umožňuje nastavovat programované za-
pínání a vypínání zásuvek denně v danou dobu. Lze jej zcela vypnout, pokud není
třeba. Jeho nastavení se samo ukládá do konfiguračního souboru
(OutletManagerConfig.properties) a při znovuspuštění aplikace se stará konfigu-
race znovu načte.
Umožňuje nastavit čas programovaného zapnutí a čas programovaného vypnutí všech
zásuvek naráz. Toto se bude provádět denně, lze však nastavit, aby se časovač zapínal
pouze v pracovních dnech (tím je myšleno od pondělí do pátku, aplikace nepočítá se
státními svátky). Implementace celého plánovače je obsažena ve třídě TaskScheduler,
která využívá návrhový vzor Singleton (jedináček), tedy existuje právě jedna instance
po celou dobu běhu aplikace a lze k ní přistoupit staticky z jakékoli třídy. Vzhled
plánovače je na obrázku 6.1. Aby nebyla třeba klávesnice, čas se zadává pomocí tlačítek
plus a mínus, v případě minut se skáče po pěti jednotkách.
6.2 Definice topologie místnosti a rozmístění PDU zařízení
Topologii (dále ”mapu“) místnosti a všechny ovládací prvky, které slouží k ovládání zásuvek,
může definovat libovolná třída, která rozšiřuje třídu (nebo je sama instancí třídy) JPanel.
Nejsou na ni kladeny žádné další požadavky (nemusí implementovat žádné rozhraní). In-
stance této třídy se pak do aplikace vloží jako jedna ze záložek prvku JTabbedPane, který
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Obrázek 6.1: Plánovač programovaného zapnutí/vypnutí
rozděluje hlavní panel aplikace na několik ”stránek“. Referenční mapou, kterou jsem na-
programoval, je instance jménem pageIndividual, která tvoří první ze záložek hlavního
panelu a obsahuje přibližnou topologii laboratoře L306 na FIT VUT v Brně, viz. sekce
6.2.2.
6.2.1 Doporučené rozhraní, ke kterému má třída topologie přístup
Instance topologie místnosti může používat definované rozhraní, kterým komunikuje s ostat-
ními komponentami, například příkaz pro vložení daného PDU zařízení do informačního
panelu, který je v pravé části hlavního okna aplikace (viz. sekce 6.3), a aplikace tak bude
sledovat a graficky prezentovat všechny změny stavu tohoto PDU. Seznam doporučených
ovládacích metod, které může implementace topologie využívat, je uveden v tabulce 6.1.
Prvek Přístup Využití
OutletManagerApp.devices Statický přístup k mapě
id→ PDU instance
Volání libovolných metod obsluhují-
cích PDU zařízení (např. vypínání
zásuvek, odpojování celého PDU
atd.)




Informování o událostech v aplikaci.
Nemělo by být využito k informa-
cích o změnách stavu v jednotlivých
PDU zařízeních, jelikož to obstará-
vají PDU zařízení sama.
Tabulka 6.1: Doporučené ovládací rozhraní pro třídu implementující topologii místnosti
6.2.2 Topologie laboratoře L306
Každá pracovní stanice obsahuje čtyři zařízení, tedy vyžaduje čtyři samostané zásuvky,
jmenovitě jde o monitor+PC, Cyclone, osciloskop a kameru. Vzhledem k tomu, že jedno
PDU zařízení má osm zásuvek, jeví se vhodným řešením přiřazením jednoho PDU dvojici
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pracovních stanic, a to tak, že jsou vždy přes stůl naproti sobě. V laboratoři je celkem
22 pracovních stanic, je tedy třeba 11 PDU zařízení. Pracovní stanice ovládané stejným
PDU zařízením budeme označovat A a B, A bude například ta stanice, která je západním











Tabulka 6.2: Přiřazení významu jednotlivým zásuvkám v laboratoři L306
Poznámka: u PDU zařízení firmy APC se zásuvky interně číslují od jedničky, ne od
nuly. Náš program ale pracuje s číslováním od nuly a při práci s APC zařízeními provádí
automaticky příslušné korekce.
Po kliknutí na tlačítko náležící některého z PDU se zobrazí vyskakovací menu s mož-
nostmi ovládání daného PDU. Pro každé zobrazení se celé generuje znovu, aby odpovídalo
aktuálnímu stavu daného PDU. Výsledný implementovaný vzhled ovladačů zařízení včetně
vyskakovacího menu je na obrázku 6.2.
Barva textu tlačítek se dynamicky mění v závislosti na aktuálním stavu příslušného
PDU. Zelená znamená ”v provozu“, červená znamená technický problém, oranžová ”právě
se pokouší o připojení“, černá znamená, že pro PDU s daným identifikátorem nebyla zadána
žádná platná konfigurace a není tedy využito.
6.3 Sledování a vizualizace změn stavů PDU zařízení
V pravé části obrazovky se nachází panel, který sleduje aktuální stav jednoho vybraného
PDU zařízení. Obsahuje informace o stavu jeho připojení, IP adrese a portu, typ PDU
zařízení a stav jednotlivých jeho zásuvek. Tento panel se automaticky aktualizuje při každé
změně stavu sledovaného PDU, čehož je dosaženo pomocí mechanismu návrhového vzoru
observer-observable. Každý PDU kontroler je podtřídou třídy Observable a tedy lze
ke každé instanci přidávat libovolný počet ”pozorovatelů“, tj. objektů implementujících
rozhraní Observer. Při každém volání metody notifyObservers ve sledovaném objektu,
pokud byl zároveň předtím jeho stav označen za změněný, jsou všichni pozorovatelé této
instance obeznámeni se změnou stavu instance tím, že je zavolána jejich metoda update.
Tímto pozorovatelem je v našem případě instance hlavního okna aplikace a v metodě
Update dojde k volání metody aktualizující a překreslující informační panel. Jakmile je
do informačního panelu přiřazeno jiné PDU, je tomu původnímu pozorovatel odebrán a
metoda notifyObservers tak přestane být propagována do metody obsluhující aktualizaci
informačního panelu. Vzhled možného stavu informačního panelu je na obrázku 6.3.
Podobně je řešeno propagování změn PDU zařízení do třídy obsluhující topologii míst-
nosti, aby mohla provést vizuální změny a přizpůsobit podobu ovládacích prvků aktuálnímu
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Obrázek 6.2: Topologie místnosti L306 a její ovládací prvky, aktivováno menu k PDU číslo 2
stavu. Rozdíl je v tom, že takovýto pozorovatel je přidán každému PDU hned na začátku
a je mu přiřazen po celou dobu běhu aplikace (o přidání sama sebe jako pozorovatele se
stará samotná třída topologie).
6.4 Systém zpráv a nahlašování událostí
V aplikaci je obsažen centralizovaný systém správy a doručování zpráv informujících uživa-
tele o změnách stavu a případných chybách na PDU zařízeních. Každé zařízení (či libovolná
jiná komponenta) může při nějaké významné události odeslat zprávu prostřednictvím sta-
tických metod třídy StatusMessagingService. Každá takto odeslaná zpráva:
• se objeví ve spodním panelu hlavního okna aplikace, takže je přímo viditelná uživateli
– Aby se zprávy neměnily příliš rychle a uživatel měl šanci si je přečíst, existuje daná
minimální doba mezi jednotlivými aktualizacemi aktuální stavové zprávy. Pokud
chodí příliš mnoho zpráv rychle po sobě, jsou vkládány do k tomu určené fronty,
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Obrázek 6.3: Panel informující o stavu některého PDU
ze které jsou zprávy poté v daných časových intervalech vybírány a vypisovány
do stavového panelu.
• je přidána do historie zpráv, kterou lze prohlížet stiskem tlačítka Historie událostí,
resp. Message history v anglické verzi aplikace –viz. následující podsekce
6.4.1 Okno historie stavových zpráv
Toto okno slouží ke grafické prezentaci posledních několika přijatých zpráv. Jeho hlavní
součástí je tabulka, kde každý řádek představuje takovou stavovou zprávu, a má čtyři
sloupce:
• čas přijetí zprávy
• důležitost zprávy (možné hodnoty jsou debug, informace, střední a chyba)
• zdroj zprávy – například číslo PDU zařízení
• text zprávy
Zprávy lze filtrovat pomocí jejich důležitosti – je možné například zobrazit jen zprávy
s důležitostí střední a vyšší. Dále lze nastavovat maximální počet posledních zpráv, které
se budou uchovávat v paměti a zobrazovat v tabulce. Implicitní nastavení je 60 a lze je
pomocí tlačítek plus a minus měnit skokově po desítkách. Je třeba dát pozor na to, že vyšší
nastavení může značně zpomalit běh aplikace, protože se bude muset vykreslovat velká
tabulka a operovat s velkými seznamy, především přefiltrování seznamu podle priorit zpráv
je poměrně výpočetně náročná operace.
6.5 Internacionalizace
Aplikace OutletManager byla vytvořena tak, aby se snadno daly přidávat nové jazykové
mutace. V základu byly přidány dvě lokalizace: česky a anglicky. Soubory lokalizačních
řetězců (”bundles“) jsou modulárně rozděleny na části.
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Soubor textů daného modulu se nachází v properties souboru jména:
modul xx YY .properties, kde slovo modul je nahrazeno konkrétní součástí aplikace,xx
je jazyk a YY je typ lokalizace v daném regionu. Pro implicitní lokalizaci, tedy anglickou, se
část xx YY vypouští. V základu je kromě této implicitní lokalizace k dispozici česká pod
označením cs CZ. Soubor by měl být uložen v příslušném podadresáři (závisí na modulu)
adresáře src/outletmanager/resources/i18n 1.
Aplikace má dohromady za běhu vybrán jeden jazyk (lokalizaci), ale pro různé moduly
mohou být k dispozici jiné verze lokalizace – při tvorbě lokalizace totiž není třeba přeložit
všechny moduly, dokonce ani v rámci modulů není třeba překládat všechny řetězce. Pokud
bude zapnuta lokalizace, pro kterou neexistuje příslušný překlad některého modulu, nebo
v překladu bude třeba jen chybět jeden konkrétní řetězec, bude pro použit implicitní jazyk,
tedy angličtina, do které musí být přeloženo vše, jinak by aplikace skončila výjimkou.
Informace o nastavené lokalizaci je obsažena v konfiguračním souboru OutletManagerConfig.
properties, který by měl být v kořenovém adresáři projektu. Pokud soubor není přítomen,
nebo neobsahuje platné nastavení existující lokalizace, bude zvolena implicitně angličtina.
Ukázka, jak vypadá lokalizační soubor, v tomto případě se jedná o český překlad hlavního
modulu aplikace:
# ceska l o k a l i z a c e pro OutletManager
F i l e=Soubor
Exit=Ukončit
Help=Nápověda
Výpis 6.1: Ukázkový soubor definice české lokalizace řetězců
6.6 Vícevláknová aplikace [9],[12]
U aplikací s grafickým uživatelským rozhraním je často nutné rozdělit aplikaci do více
vláken, protože kdyby všechny výpočty a operace nesouvisející přímo s GUI provádělo stejné
vlákno jako to zajišťující vykreslování GUI, značně by se zhoršila odezva uživatelského
rozhraní. Častou praxí je jedno vlákno pro GUI a jedno či více vláken provádějících aplikační
logiku.
Dále mnoho objektů v aplikaci je takových, že k nim může přistupovat více vláken
najednou. Konkurentní přístup k těmto objektům byl řešen pomocí standardních nástrojů
konkurentního programování platformy Java, konkrétně s použitím tzv. monitorů. Monitor
má implicitně každá instance každé třídy a slouží k řízení konkurentního přístupu tak, že
metody označené klíčovým slovem synchronized vyžadují, aby vykonávající vlákno zamklo
monitor dané instance dříve, než do takové metody smí vstoupit. Pokud je některé vlákno
v libovolné metodě označené tímto klíčovým slovem, žádné jiné vlákno nesmí vstoupit do
jiné metody, která je jím taktéž označena. Po opuštění synchronizované metody je monitor
opět uvolněn. Vlákno, které vlastní monitor, smí přistupovat i do jiných synchronizovaných
metod, než jen do té, která jako první vyžadovala zamknutí monitoru, tomuto jevu se říká
reentrantní zamykání.
6.6.1 Fronta požadavků
Zatímco u PDU zařízení firmy APC není problémem posílat příkazy velmi rychle za sebou a
zařízení se s nimi vypořádá správně, u PDU kolegy Adama Crhy bylo potřeba zajistit, aby se
1i18n je často používané zkrácení slova internationalization (mezi i a n je 18 písmen)
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následující požadavek posílal až ve chvíli, kdy byl úspěšně dokončen předchozí. Navíc není
přípustné, aby čekání na dořešení požadavku provádělo vlákno, které vykresluje grafické
rozhraní (to by způsobovalo i několikasekundové ”zatuhnutí“ grafického rozhraní), a tak byl
zaveden mechanismus pracující se synchronizovanou frontou požadavků. Synchronizovaná
(thread-safe) fronta znamená, že je možné, aby s ní pracovalo ve stejnou dobu více vláken
a je zajištěno, že to nezpůsobí nekonzistence. Mechanismus dosažení tohoto chování je před
uživatelem skryt. Co se děje, pokud uživatel zadá požadavek na zapnutí některé zásuvky:
1. GUI vlákno zavolá metodu setOutlet() příslušné instance PDU kontroleru
2. Tato metoda (tj. to bude prováděno stále stejným vláknem)
(a) rozhodne se podle stavu kokurentní fronty (třída
SynchronizedLinkedQueue ze standardní knihovny Javy)
• POKUD je fronta prázdná, vloží do ní tento požadavek a zároveň jej rovnou
sama odešle pomocí Frameru (viz. kapitola 7.2.2)
• POKUD fronta není prázdná, pouze do ní tento požadavek vloží
(b) GUI thread se navrátí k vykreslování uživatelského rozhraní
3. Vlákno obsluhující síťový provoz daného PDU (pro každé PDU je spuštěno jedno)
postupně přijímá pakety od PDU zařízení v nekonečné smyčce. Přijme paket, který
by měl být odpovědí na zprávu, která byla odeslána minule (a nyní je první ve frontě
požadavků.
4. Pokud přijatý paket je správnou odpovědí na minulý požadavek, je tento požadavek
vytažen z fronty a považován za dokončený, poté je z fronty vybrán (zatím ale ještě
ne odstraněn) další požadavek a je odeslán zařízení. Zároveň je nastartován timeout
čekání na odpověď.
5. Pokud vyprší timeout a odpověď na požadavek nepřišla, je požadavek ze začátku fronty
odeslán znovu.
6. Při přijetí odpovědi na požadavek je zároveň aktualizován vnitřně uložený stav PDU
zařízení, který musí být synchronizován se skutečným stavem fyzického zařízení.
6.7 Konfigurace seznamu PDU zařízení pomocí XML
Informace o používaných PDU zařízeních je uložena v souboru PDUControllerConfig.xml,
který musí být ve stejné složce, jako je spustitelný JAR archiv, případně ve stejné složce
jako build.xml, pokud program spouštíme pomocí cíle run systému Ant.
Soubor může obsahovat libovolné množství PDU zařízení, kde každý záznam je identi-
fikován pomocí těchto položek:
• ipaddr – IPv4 adresa, na které je zařízení dostupné
• port – TCP port (číslo od 1 do 65535), na kterém zařízení očekává klientské požadavky
• id – důležité pole udávající identifikační číslo, pod jakým se bude aplikace na toto
zařízení odkazovat. Je důležité i ke správnému přiřazení PDU zařízení jednotlivým
stanicím v topologii místnosti a tyto hodnoty by tak měly odpovídat hodnotám od-
kazovaným v definici mapy. Pro 11 PDU zařízení používaných v laboratoři L306 na
FIT VUT by mělo být přítomno 11 záznamů a jejich jednoznačná identifikační čísla
by měla být čísly od 1 do 11.
– Je třeba dát pozor, aby byly identifikátory jednoznačné, tj. dvě různá zařízení
nesmí mít stejné číslo! Tato kontrola je obsažena v příslušném XML schematu.
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• devicetype – udává typ zařízení a tedy třídu, jejíž instance bude v programu použita
k ovládání tohoto zařízení. V mé implementaci jsou podporovány dvě hodnoty – apc
pro zařízení typu APC Switched Rack PDU a adamcrha pro zařízení kolegy Adama
Crhy.
• username, password – tato pole jsou povinná jen pro zařízení typu apc a měla by
udávat uživatelské jméno a heslo některého z administrátorských účtů na příslušném
zařízení.
Pro posuzování validity syntaxe a částečně i sémantiky konfiguračního souboru bylo
připraveno XML schema, které je dostupné v příloze A.
6.7.1 Modely DOM a SAX [15]
Při čtení (parsování) dokumentů formátu XML existují dva základní a nejčastější přístupy:
1. Metody založené na modelu DOM - Document Object Model - DOM model je dopo-
ručené rozhraní konsorciem W3C, které přistupuje k XML dokumentům jako stromové
struktuře elementů a umožňuje nad touto strukturou provádět operace.
Výhody:
• Operace nad dokumentem jako strukturou tvoří tento model vhodným nejen pro
čtení, ale i zápis (změny) do dokumentů.
• Před začátkem práce se musí celý dokument přeparsovat a načíst do DOM stromu
(do paměti), čímž se zároveň provede kontrola validity dokumentu.
• Umožňuje pracovat s výrazy jazyka XPath.
2. Metody založené na modelu SAX - Simple API for XML - diametrálně odlišný přístup,
dokument není chápán jako strom, ale jako posloupnost elementů, po kterých se při
zpracování pohybujeme postupně (sériově).
Výhody:
• Nižší nároky na paměť (strom se nemusí ukládat do paměti).
• Lze použít i na nevalidní dokumenty (pokud DOM narazí na nevalidní dokument,
odmítne strom sestavit).
• Snadná implementace.
6.7.2 Čtení (parsování) XML souborů pomocí modelu DOM [8]
V tomto projektu byl využit model DOM a pro implementaci byla využita open source
knihovna dom4j od komunity Apache Software Foundation. Vše obstarává třída
ConfigurationParser a její statická metoda parseConfig, která přečte celou konfiguraci
a vrátí pole vytvořených instancí příslušných kontrolerů pro PDU zařízení. Pokud je kon-
figurace nevalidní, vyhodí se výjimka DocumentException. Pokud je konfigurace validní
syntakticky, ale ne sémanticky (například se odkazuje na neexistující typ PDU zařízení),
vyhazuje se výjimka IllegalConfigurationException.
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Kapitola 7
Síťová komunikace s PDU
zařízeními
7.1 Komunikace se zařízeními APC Switched Rack PDU
7.1.1 Aplikační protokol Telnet
Telnet je textový protokol aplikační vrstvy modelu ISO/OSI. Běží obvykle jako spojovaná
služba (TCP/IP)[14] implicitně na portu 23 a slouží k interaktivnímu ovládání zařízení
pomocí textových menu přes virtuální terminál. Vyvinut byl poprvé v roce 1969 a je popsán
v RFC 15[4].
Data se při komunikaci posílají jako proud osmibitových znaků, obvyklou praxí je, že
každý odeslaný tisknutelný znak (uživatelem zapsaný na klávesnici) je vzdáleným zařízením
odeslán zpátky na terminál, a tedy zobrazen stejně, jako kdyby uživatel psal do textového
editoru, uživatel tedy vidí, co píše.
Nevýhodou Telnetu je to, že nemá absolutně žádné bezpečnostní prvky, veškerá data
se posílají v otevřené podobě a jsou tedy poměrně snadno zachytitelná útočníkem. Telnet
by se měl používat jen opatrně, ideálně v uzavřených sítích, kam nemají přístup uživatelé
zvenčí, nebo vhodně nastavit bezpečnostní pravidla místní sítě (firewall, filtrování paketů,
dynamické změny hesel apod.).
V tomto projektu byla pro implementaci síťové komunikace přes Telnet využita knihovna
Apache Commons Net. Informace lze najít na http://commons.apache.org/.
7.1.2 Command Line Interface zařízení APC Switched Rack PDU
CLI je ovládací rozhraní společné pro všechny modely Switched Rack PDU od firmy APC.
Pro jeho podporu je třeba mít dostatečně aktuální verzi firmwaru, tj. 2.7.0 pro AOS modul
a 2.7.3 pro aplikační modul. Jde o zjednodušený formát komunikace přes protokol Telnet,
jelikož obvyklá komunikace přes Telnet bývá typicky menu ovládané numerickou klávesnicí
a obsahující hodně textu, tedy orientované pro manuální ovládání uživatelem a poměrně
nevhodné pro zpracování automatickými skripty.
CLI naproti tomu je ovládané jednoduchými příkazy s parametry a stejně tak odpovědi
jsou velmi krátké a snadno zpracovatelné programaticky. Kompletní specifikace protokolu
rozhraní CLI je v brožuře vydané výrobcem[2].
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7.2 Komunikace se zařízeními Adama Crhy[5]
Pro komunikaci s PDU zařízeními, jejichž autorem je kolega Adam Crha, bylo třeba im-
plementovat podporu příslušného protokolu, který byl ve spolupráci s Adamem navrh-
nut. Komunikace probíhá jako spojovaná služba (TCP/IP) a je postavena na architektuře
klient-server, kde klientem je ovládací aplikace a serverem čekajícím na připojení od
klienta je PDU zařízení. PDU zařízení nejsou konkurentní, můžou být ovládány nejvíce
jedním klientem ve stejnou dobu. Pokud se druhý klient pokusí připojit během existující
komunikace s jiným klientem, bude jeho připojení odmítnuto na úrovni TCP protokolu.
Význačnou vlastností protokolu je, že server nikdy nezahajuje komunikaci jako první
(nevnucuje se), vždy jen odpoví jednou zprávou na každý příkaz, který dostane od klienta.
Pro snadné oddělování jednotlivých zpráv od sebe je zaveden rozdělovač, kterým je
středník – ten je třeba poslat na konci každého příkazu v rámci TCP streamu. Dokud pří-
jemce zprávy neobdrží středník, čeká i nadále a do té doby zprávu nezpracovává.
7.2.1 Specifikace protokolu
Specifikace příkazů protokolu je uvedena v tabulkách 7.1, 7.2 a 7.3.
Příkaz APP→PDU Odpověď PDU→APP
STATUS STATUS xxxxxxxx
SET xxxxxxxx ACK xxxxxxxx
TURNON xxxxxxxx ACK xxxxxxxx
TURNOFF xxxxxxxx ACK xxxxxxxx
DELAY yyyy ACK D yyyy
STATUS D STATUS D yyyy
(neplatný příkaz) UNKNOWN COMMAND
Tabulka 7.1: Přehled a syntaxe příkazů protokolu
Příkaz Sémantika příkazu
STATUS Dotaz na aktuální stav všech zásuvek.
SET xxxxxxxx Nastaví stav všech zásuvek podle dané masky. Například příkaz
SET 10100000 nastaví zásuvky číslo 0 a 2 do stavu zapnuto, ostatní
do stavu vypnuto.
TURNON xxxxxxxx Nastaví některé zásuvky do stavu zapnuto. Například příkaz
TURNON 01010000 nastaví zásuvky číslo 1 a 3 do stavu zapnuto, ostatní
nechá v původním stavu. Nad aktuálním stavem zásuvek se vlastně pro-
vádí operace OR.
TURNOFF xxxxxxxx Nastaví některé zásuvky do stavu vypnuto. Například příkaz
TURNOFF 00100001 nastaví zásuvky číslo 2 a 7 do stavu vypnuto, ostatní
nechá v původním stavu.
DELAY yyyy Nastavuje interval mezi zapínáním jednotlivých zásuvek v případě, že je
některým příkazem změněn stav více zásuvek. yyyy je interval v mili-
sekundách, například tedy DELAY 1201.
STATUS D Dotaz na aktuální nastavení prodlevy mezi zapínáním zásuvek.
Tabulka 7.2: Sémantika příkazů protokolu
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Odpověď od PDU Sémantika odpovědi
ACK xxxxxxxx Potvrzení provedené změny stavu zásuvek včetně nahlášení
aktuálního stavu. Například ACK 01001000 znamená, že zá-
suvky číslo 1 a 4 jsou zapnuté, ostatní jsou vypnuté.
STATUS xxxxxxxx Obdobně jako ACK, ale jedná se o odpověď na příkaz dota-
zující se na aktuální stav.
ACK D yyyy Potvrzuje nastavení prodlevy mezi zapínáním zásuvek.
STATUS D yyyy Obdobně jako ACK D, ale jedná se o odpověď na příkaz
dotazující se na aktuální nastavení prodlevy.
Tabulka 7.3: Sémantika odpovědí PDU zařízení v protokolu
Vysvětlení k prodlevě mezi zapínáním jednotlivých zásuvek (týká se příkazů DELAY,
potažmo STATUS D): Z důvodu bezpečnosti nejsou zásuvky zapínány zároveň, protože by
mohlo dojít k příliš rychlému nárůstu proudu a způsobit zkrat či výpadek. Proto je nutné
nastavit vhodnou prodlevu mezi zapínáním zásuvek. Implicitní nastavení je 300 milisekund.
Lze nastavit nižší, ale může to být potenciálně nebezpečné.
7.2.2 Framing (dělení na rámce) TCP/IP komunikace[3][14]
Komunikace s PDU Adama Crhy probíhá aplikačním protokolem nad TCP/IP vrstvou.
Aby byly jednotlivé příkazy v rámci TCP streamu jednoznačně identifikovatelné, byly za-
vedeny středníky na konci každé zprávy ve streamu. Princip identifikování těchto zpráv
programaticky v jazyce Java:
Byla zavedena abstraktní třída Framer, jejíž konkrétní podtřídy mají za úkol implemen-
tovat metody send posílající novou zprávu do TCP streamu a nextMessage, která naopak
vrátí další zprávu z těch, které byly ve streamu přijaty. Pokud nebyla zatím žádná celá
zpráva přijata, metoda čeká, je tedy blokující operací. Měla by existovat jedna implemen-
tující třída pro každý možný typ rozdělování streamu do zpráv, v našem případě tedy byla
vytvořena konkrétní třída DelimiterFramer, která realizuje framing takový, že jsou od
sebe zprávy odděleny znakem zvaným delimiter (oddělovač), což je libovolná jednobaj-
tová hodnota, v našem případě je jí ASCII hodnota znaku středník. Metoda nextMessage
tedy čte postupně bajty z TCP streamu a ukládá si je průběžně do proměnné typu byte[],
tj. pole bajtů. Jakmile narazí na středník, vrátí načtené pole bajtů (bez středníku). Naopak
metoda send přijímající jako parametr pole bajtů na konec tohoto pole přidá středník a
odešle je do TCP streamu.
Poznámka: na podobném principu funguje i třída TelnetFramer, která zpracovává TCP
stream protokolu Telnet a slouží pro komunikaci se zařízeními firmy APC. Místo středníků
rozděluje zprávy na řádky, tedy rozdělovačem je znak s ASCII hodnotou 13 (line feed). Pro
načítání TCP streamu pod protokolem Telnet využívá knihovnu Apache Commons Net.
7.3 Detekce poruch připojení
Vzhledem k možným neočekávaným poruchám je třeba provádět diagnostiku připojení ke
všem PDU zařízením a detekovat případné výpadky sítě.
• Pokud by bylo spojení s PDU přerušeno jeho fyzickým odpojením od sítě (například
vytažením síťového kabelu), síťové schránky (sockety) budou nadále fungovat a sama o
sobě se tato chyba nijak neprojeví kromě toho, že nebudou chodit odpovědi na odeslané
32
příkazy. Z toho důvodu je po odeslání každého příkazu pro zařízení nastartován časovač
s určeným časovým intervalem, po jehož vypršení se provádí test, zda již dorazila
odpověď od zařízení.
– U kontroleru pro zařízení Adama Crhy je to jednodušší, jelikož se odpovědi v apli-
kaci jednoznačně přiřazují odeslaným příkazům a navíc v jednu chvíli se očekává
vždy jen jedna odpověď. Stačí tedy na celý kontroler zavést jednu proměnnou typu
boolean, která udává, jestli se aktuálně čeká na odpověď, při odeslání příkazu ji
nastavit na true a při přijetí odpovědi ji nastavit na false.
– U zařízení APC se velmi těžko přiřazují odpovědi příkazům, jelikož na jednu
zprávu přijde odpověď například přes satmostatných 5 řádků, navíc v jednu chvíli
se může čekat na více odpovědí (byly poslány dva příkazy brzy po sobě), a tak
pokud by odpověď na příkaz A přišla těsně po tom, co byl odeslán následující pří-
kaz B, způsobilo by to situaci, že si aplikace bude myslet, že i na později odeslaný
příkaz B již přišla odpověď. Využitým řešením v tomto případě je při odeslání
příkazu uložit aktuální celkový počet všech přijatých zpráv a po vypršení časo-
vače kontrolovat, že aktuální celkový počet je vyšší než ten uložený při odesílání
příkazu.
Pokud žádná odpověď nedorazila, připojení je ztraceno a kontroler se jednou pokusí o
znovupřipojení. Pokud znovupřipojení nevyjde, je kontroleru nastaven stav na poru-
cha. V takovém případě se musí do procesu zapojit uživatel a napravit příčinu výpadku
spojení, poté může zkusit připojení znovu obnovit.
• Pokud dojde k uzavření schránky (socketu) například z důvodu softwarové nebo hard-
warové chyby, tato skutečnost se zjistí hned, jelikož návratová hodnota metody nextMessage
třídy, která se stará o rámcování příchozího provozu, bude null. Postup řešení tohoto
problému je stejný jako v prvním případě.
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8.1 Framework JUnit verze 4.x [11]
Framework JUnit slouží k psaní automatizovaných jednotkových testů pro programy na-
psané pro platformu Java. Jednotkový test obvykle, na rozdíl od integračního testu, zkoumá
správnou funkčnost malých jednotek programu, obvykle tedy jedné třídy. Jednotkový test je
reprezentován jednou třídou. Probíhá jako sada metod této třídy, které musejí být vhodným
způsobem oanotované některými anotacemi patřícími k frameworku, viz. tabulka 8.1.
8.1.1 Anotace pro metody testovací třídy
Anotace Použití
@BeforeClass Tato metoda se provede jako úplně první, před za-
čátkem jednotkového testu. Slouží k nainicializování
potřebného prostředí pro testování této třídy, napří-
klad vytvoření instancí pomocných tříd, či připojení
ke vzdálenému zdroji.
@Before Zavolá se před zavoláním každé z jednotlivých testo-
vacích metod. Může sloužit například k logování akti-
tivy, v našem případě obsahuje uspání vlákna na jednu
sekundu, aby síťová zařízení měla chvíli času zpracovat
požadavky a být schopna přijmout další.
@Test Taková metoda obsahuje jeden konkrétní test, kterému
by v ideálním případě měla třída vyhovět. O jejím
fungování viz. sekce 8.1.2.
@After Zavolá se po každé z jednotlivých testovacích metod.
@AfterClass Zavolá se jako poslední metoda po skončení celého jed-
notkového testu, slouží k úklidu, například korektní
uzavření otevřených souborů či síťových spojení.
Tabulka 8.1: Anotace frameworku JUnit 4.x
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8.1.2 Samotné testovací metody
Metody s anotací @Test provádějí samotné testování. Průběh metody se označí za neú-
spěšný, pokud dojde k některé z následujících situací:
• Vykonávání bude trvat déle, než je čas specifikovaný jako nepovinný parametr timeout
anotace @Test.
• Vykonávání skončí vyhozenou výjimkou, která nebyla specifikována jako očekávaná
pomocí nepovinného parametru expected anotace @Test.
• Dojde k porušení aserce.
• Dojde k zavolání metody fail.
Aserce se do kódu vkládají pomocí metod:
• assertEquals – očekává, že objekty předané pomocí dvou parametrů jsou shodné
(metoda equals vrací true). Naopak assertNotEquals očekává, že objekty nebudou
shodné.
• assertSame – očekává, že objekty předané pomocí dvou parametrů jsou identické, to
znamená jejich porovnání pomocí operátoru == skončí kladně. Analogicky opačnou
asercí je assertNotSame.
• assertArrayEquals, assertTrue, assertFalse, assertNull, assertNotNull
Většina integrovaných vývojových prostředí má pro framework JUnit grafickou pod-
poru umožňující přehledné zobrazení výsledků testu, včetně výpisu seznamu metod, které
skončily chybou.
8.2 Testování kompatibility zařízení frameworkem JUnit
K programu OutletManager byl přidán jednotkový test umožňující ověření, zda funguje
správně síťová komunikace a zjištění, zda dané hardwarové PDU je kompatibilní a lze jej
korektně ovládat. Byl použit framework JUnit ve verzi 4.5. Třída reprezentující test je
outletmanager.network.controllersimpl.PDUTest. K provedení testu je potřeba tedy
mít na dostupné IP síti nějaké kompatibilní PDU zařízení (buď kompatiblní APC nebo
PDU od kolegy Adama Crhy) s přiřazenou IP adresou a schopné přijmout spojení. Místo
fyzického zařízení PDU Adama Crhy lze použít program PDUSimulator, který je taktéž
součástí bakalářské práce a slouží k simulaci kompatibilního hardwarového zařízení, viz.
sekce 8.3.
Konfigurace testu je v properties souboru pdutestconfig.properties, který by měl
při spouštění přes Ant být v kořenovém adresáři projektu (tam, kde se nachází build.xml).
Obsahem tohoto souboru je IP adresa, port a typ zařízení, které testujeme. Typem zařízení
(hodnotou přiřazenou ke klíči type) může být apc nebo adamcrha (nezáleží na velikosti
písmen). Pokud testujeme zařízení firmy APC, je dále vyžadováno přihlašovací jméno a
heslo (klíče username a password k některému z účtů majících oprávnění ovládat všechny
zásuvky, nemusí to být nutně administrátor).
Ukázkový konfigurační soubor:
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# comments beg in wi th a # and must beg in at the s t a r t o f a l i n e
ipaddr =192 .168 .0 .74





Výpis 8.1: Ukázkový soubor pdutestconfig.properties
Test se spouští jako antový cíl test, to znamená příkazem ant test zavolaným z ad-
resáře, kde se nachází build.xml projektu OutletManager. Test vyzkouší připojení na
dané zařízení, poté ovládání zásuvek (jejich stav bude fyzicky skutečně měněn) a nako-
nec vypíše na standardní výstup výsledek testu, s případným výčtem chyb, které nastaly.
Pokud test projde, mělo by zařízení být kompatibilní a bude možno jej ovládat aplikací
OutletManager. Součástí testu jsou záměrně přiměřené čekací doby mezi posílanými pří-
kazy, aby mělo zařízení čas zpracovávat požadavky. Pomocí parametru timeout anotace
@Test je jednotlivým metodám nastavena maximální přípustná doba běhu. Pokud bude
přesažena, testovací metoda je předčasně ukončena jako neúspěšná a na standardní výstup
je o tom vypsána informace.
Poznámka: test lze spouštět jen pomocí systému Ant, nelze jej využít, pokud máme
k dispozici distribuci aplikace v JAR archivu.
8.3 Aplikace pro simulaci hardwarového PDU
Pro zjednodušení testování kompatibility s PDU zařízením Adama Crhy byl v rámci této
bakalářské práce vytvořen malý projekt jménem PDUSimulator sloužící k čistě softwarové
simulaci hardwarového PDU zařízení. K testování tak není potřeba fyzické zařízení, a navíc
aplikace umožňuje spustit těchto serverů libovolné množství.
Aplikace se spouští buď pomocí antového cíle run, nebo jako spustitelný JAR soubor.
Jako jediný parametr na příkazové řádce je třeba přidat počet PDU serverů, které má
aplikace vytvořit. Pozor: pro každý server je vytvořen samostatné vlákno a také každý
potřebuje obsadit jeden z volných TCP portů počítače, velký počet serverů tedy může
způsobit značné zatížení procesoru.
Instance serveru automaticky vyhledá volný TCP port, začíná se od portu 8605 a pokud
se instanci nepodaří obsadit daný port, bude neustále číslo zvyšovat o jedničku a zkoušet to
znovu. Po úspěšném startu každé instance serveru se vypíše na standardní výstup informace
o čísle portu, kde dané simulované PDU naslouchá.
O každém nově připojeném klientovi se vypíše na standardní výstup informace. Stejně
tak ve chvíli, kdy se odpojí. Po odpojení klienta se instance serveru neukončí, ale čeká
donekonečna na další klienty. Svůj vnitřní stav (stav zásuvek) si zachovává a při připo-
jení nového klienta bude stejný jako při odpojení předchozího. Neukládá však stav mezi
zapnutími aplikace, takže pokud je simulátor vypnut a znovu zapnut, bude mít při startu
implicitní počáteční stav, kterým je ”vše vypnuto“.
Pokud chceme testovat reakci ovládací aplikace na problémy s připojením k PDU zaří-




Potíže při řešení projektu
• Při implementaci grafického rozhraní byla objevena jistá odlišnost běhového prostředí
Javy 6 firmy Oracle a běhového prostředí OpenJDK 6. Při zavírání okna ”about“
obsahujícího základní informace o aplikaci dojde k chybě StackOverflowError, ale
pouze pokud je použit virtuální stroj OpenJDK, což je případ běhu aplikace na zařízení
PTDX (na něm Oracle implementace nefunguje korektně). Příčinu této chyby se mi
nepodařilo lokalizovat a vzhledem k tomu, že k ní dochází v rámci vnitřního kódu
OpenJDK, nemůžu ji ve svém kódu ani nijak odchytit. Naštěstí tato chyba nemá
zřejmě znatelný vliv na další fungování aplikace, která po ní běží dál.
• Při ovládání APC zařízení pomocí protokolu Telnet někdy dojde k tomu, že se z nezná-
mého důvodu do TCP streamu vloží znak nového řádku (ASCII hodnota 13) hned za
”prompt“, tj. řetězec APC> vyzývající k zadání příkazu. Následně zadaný příkaz není
zařízením správně interpretován a dojde k chybě E100 : Command does not exist.
Pokud k tomuto dojde, uživatel by měl svůj požadavek po chvíli opakovat a poté by
měl již proběhnout v pořádku.
• Při psaní lokalizačních textů je potřeba si uvědomit, že při prostředí NetBeans při
změně properties souboru náležícího k projektu neprovede automatickou změnu ve
výsledném JAR souboru a je tedy třeba po každé změně provést manuálně rekom-
pilaci, nebo do archivu ručně nový soubor nakopírovat. Jinak při spuštění, pokud
aplikace nenalezne pro některý řetězec žádnou existující lokalizaci, běh skončí chybou.
Při změně zdrojového kódu třídy náležící k projektu je kompilace provedena na pozadí
automaticky.
• Vývojové prostředí NetBeans 6.9.1 generuje soubor build.xml poněkud nešikovně tak,
že u některých vlastností zadává absolutní cesty a také ukládá cestu k JDK použitému
v projektu, což není třeba. Důsledkem tohoto je špatná přenositelnost projektu, resp.
jeho kompilace bez použití NetBeans, protože se budou skripty pomocí absolutních
cest odkazovat na soubory, které na daném stroji nemusejí existovat. Řešením bylo
projekt z této verze NetBeans překonvertovat na projekt NetBeans 7, který vyšel jen
několik týdnů před odevzdáním této práce. Jeho generované skripty jsou podstatně
přenositelnější, a projekt je tak možno zkompilovat (pravděpodobně) bez zásahů do
konfigurace na každém stroji, který má správně nainstalované a nakonfigurované (tj.




Výsledkem této bakalářské práce je komplexní aplikace určená ke správě elektrického na-
pájení. Primárním cílem bylo přizpůsobit ji k ovládání prsty na dotykovém panelu a mi-
nimalizovat nutnost použití klávesnice. Stejně použitelná je však samozřejmě i v případě
klasického ovládání pomocí klávesnice a myši.
Aplikace je napsaná pro velmi dobře přenositelnou platformu Java, a tak není problém
ji spustit (obvykle zcela bez dodatečných úprav) na mnoha různých operačních systémech
či hardwarových architekturách. Implementace se vyznačuje těmito vlastnostmi:
• Je multilinguální, v základu podporuje češtinu a angličtinu, přidání nových jazykových
mutací je velmi snadné, stačí jen vložit příslušné soubory se sadami lokalizovaných
řetězců.
• Snadno lze doimplementovat podporu dalších typů PDU zařízení.
• Lze dodefinovat nové grafické topologie místností a použít tedy aplikaci na více mís-
tech. Grafický vzhled místnosti a ovládací prvky lze nadefinovat libovolně, není třeba
se omezovat na vlastnosti a prvky využité v referenční implementaci.
• Je vícevláknová, každé PDU zařízení má samostatné vlákno a celkový počet vláken za
běhu aplikace se pohybuje kolem čísla 20. Závisí samozřejmě na počtu PDU zařízení,
které ovládá.
Mezi možná rozšíření do budoucnosti patří:
• Mód ”konzole“, kdy je vše ovládáno textovými příkazy. Tím se ztratí sice možnost
ovládání pomocí dotyků, ale v některých případech to může být užitečné, například
to umožní ovládání pomocí automatických skriptů.
• Vzdálený režim, tj. ovládání vzdáleně přes síť WAN (např. internet).
• Rozšířené diagnostické vlastnosti, například sledování množství odebíraného proudu
jednotlivými PDU zařízeními, pokud toto daná zařízení podporují.
• Klikací grafické rozhraní sloužící ke snadné editaci XML konfigurace.
Na závěr zajímavé zjištění: Pokud na daném hardwarovém zařízení běží aplikace příliš
pomalu, což je příklad našeho PTDX9211A, jehož hardwarová konfigurace je poměrně slabá,
je možným řešením spouštět aplikaci vzdáleně na silnějším stroji a pomocí SSH tunelu
přenášet grafickou podobu na cílové ovládací zařízení. Důležité v tomto případě je, aby
mezi ovládacím zařízením a hardwarem, na kterém aplikace běží, byla velmi rychlá odezva
(ping), jinak se celá výhoda ztratí. Je také třeba myslet na nevýhodu, že pokud spadne
vzdálený server, naše aplikace nebude fungovat. Dalším problémem, který je nutno vyřešit,
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je to, že ze vzdáleného serveru musí být všechna PDU zařízení přímo adresovatelná pomocí
IP adres, měly by tedy být buď na stejném síťovém segmentu, nebo mít všechna PDU
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A XML schema konfiguračního souboru





1 <?xml version=” 1 .0 ” encoding=”UTF−8”?>
2 <xsd:schema xmlns:xsd=” ht t p : //www. w3 . org /2001/XMLSchema”
3 elementFormDefault=” u n q u a l i f i e d ”>
4
5 <xsd :e l ement name=” outletManager ” type=” l i s t O f D e v i c e s ”> < !−− the
roo t e lement −−>
6 <xsd :un ique name=” i d e n t i f i e r ”>
7 <x s d : s e l e c t o r xpath=” . / pdudevice ”/>
8 <x s d : f i e l d xpath=” id ”/>
9 </ xsd :un ique>
10 </ xsd :e l ement>
11
12 <xsd:complexType name=” l i s t O f D e v i c e s ”>
13 <xsd : sequence>
14 <xsd :e l ement name=” pdudevice ” maxOccurs=”unbounded” minOccurs=
”1”>
15 <xsd:complexType>
16 <xsd : sequence>
17 <xsd :e l ement name=” ipaddr ” type=”IPv4Type”/>
18 <xsd :e l ement name=” port ” type=” xsd :uns ignedShort ”/>
19 <xsd :e l ement name=” dev i ce type ” type=” x s d : s t r i n g ”/>
20 <xsd :e l ement name=” id ” type=” x s d : i n t e g e r ”/>
21 <xsd :e l ement minOccurs=”0” name=”username” type=” x s d : s t r i n g
”/>
22 <xsd :e l ement minOccurs=”0” name=”password” type=” x s d : s t r i n g
”/>
23 </ xsd : s equence>
24 </xsd:complexType>
25 </ xsd :e l ement>





30 <xsd:s impleType name=”IPv4Type”>
31 <x s d : r e s t r i c t i o n base=” x s d : s t r i n g ”>
32 <xsd :pa t t e rn value=” ((1? [0 −9 ]? [0 −9 ] |2 [0 −4 ] [0 −9 ] |25 [0 −5 ] ) . )
{3} (1? [0 −9 ]? [0 −9 ] |2 [0 −4 ] [0 −9 ] |25 [0 −5 ] ) ”/>
33 </ x s d : r e s t r i c t i o n>




Konfigurační soubor udává seznam PDU zařízení, ke kterým se aplikace má připojit a
které bude možné ovládat. Měl by být uložen v kořenovém adresáři projektu a jmenovat se
PDUControllerConfig.xml. Každé PDU má svůj jednoznačný identifikátor (řádek 20 jej
deklaruje, řádky 6 až 9 přidávají kontrolu, že je identifikátor opravdu jednoznačný).
Poznámka: hodnota vzoru na řádku 32 je regulárním výrazem popisujícím strukturu




Obrázek B.1: Vzhled základní obrazovky ovládací aplikace OutletManager
Poznámka: Grafický vzhled okna a ovládacích prvků se může lišit v závislosti na použité
implementaci běhového prostředí Javy, nastaveném implicitním skinu pro grafická rozhraní
knihovny Swing a na operačním systému. Ovšem uspořádání a význam ovládacích prvků
zůstává vždy stejný.
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