SUMMARY In this study, we propose a method of classifying a spontaneous electroencephalogram (EEG) approach to a brain-computer interface. Ten subjects, aged 21-32 years, volunteered to imagine left-and right-hand movements. An independent component analysis based on a fixed-point allorithm is used to eliminate the activities found in the EEG signals. We use a fractal dimension value to reveal the embedded potential responses in the human brain. The different fractal dimension values between the relaxing and imaging periods are computed. Featured data is classified by a three-layer feed-forward neural network based on a simple backpropagation algorithm. Two conventional methods, namely, the use of the autoregressive (AR) model and the band power estimation (BPE) as features, and the linear discriminant analysis (LDA) as a classifier, are selected for comparison in this study. Experimental results show that the proposed method is more effective than the conventional methods. key words: brain-computer interface (BCI), electroencephalogram (EEG), motor imagery, fractal dimension (FD), neural network, independent component analysis
Introduction
A novel communication channel between a human brain and a computer is called a brain-computer interface (BCI). This channel has benefitted not only healthy people but also patients suffering from severe motor impairments or disabilities, such as amyotrophic lateral sclerosis (ALS), brainstem stroke, cerebral palsy, and numerous other diseases in which the more traditional methods cannot be used because only cognitive function remains intact. Significantly, such impairments affect more than two million people worldwide [1], [2] . These people require alternate methods for communicating within their environment. A BCI system can be utilized by training the user to control his or her brainwaves [3]- [5] . Research and development on BCI technology has led to effective applications in the real world, improving the quality of life and reducing social costs [6] . BCI applications allow a user to operate a virtual keyboard, a cursor, a wheelchair, a speech synthesizer, and assistance appliances. These applications also give the user access to the Internet, computer games and computer-controlled robots.
An electroencephalogram (EEG) measures electrical activity from neural currents within the human brain, and these changes in EEG patterns can be used to operate a BCI complex network structure, and the training process is difficult. Moreover, the quantity of featured data depends on the numbers of electrodes and EEG bands. In this study, the artifacts of EEG signals were eliminated by independent component analysis (ICA). To feature the patterns, we used the fractal properties found in the EEG during imagining and classified those of featured data by using a simple three-layer feed-forward neural network. The proposed method improves the classification rates of spontaneous EEG-associated brain states (visualization of left-and right-hand movements) through the short processing time of noninvasive BCI. The paper is arranged as follows. In Sect. 2, we introduce the proposed method. In Sect. 3, we show experimental results. In Sect. 4, we discuss these experimental results. In Sect. 5, we give the conclusion.
Methods

EEG Signal Acquisition
Electrodes were placed according to the extended 10-20 international system dividing the electrode positions into two main areas, i.e., L-area for six channels {FC3, FC1, C3, C1, CP3, CP1} and R-area for six channels {FC2, FC4, C2, C4, CP2, CP4} that relate to the sensorimotor areas of the cortex on the scalp. Also, we set the grounding signal at the forehead, Fpz, and the referencing signal at the right ear lobe, A2, as depicted in Fig. 1 . We used an EEG multiple channel amplifier (MEG-6116; Nihon Kohden, Tokyo, Japan) and an analog-to-digital converter (PC-CARD-DAS16/16; Measurement Computing, MA, USA) in this experiment. An EEG electrode paste (Z-401CE; Nihon Kohden, Tokyo, Japan) was used to reduce impedance. EEG signals were digitized at a rate of 128 samples/s and a reso- Step 1) Sit on a comfortable chair in front of a monitor.
This activity was carried out in a shielded room.
Step where Xi is an output signal from SL filtering, xi is a raw EEG signal at the i-th channel, Ni is an index set of neighboring channels, and M is a constant value (M=2 if the current channels are FC1 to FC4 and CP1 to CP4, and M=3 if the current channels are C1 to C4). The EEG recorded from the subject and the output EEG signals from SL filtering are shown in Fig. 3 and Fig. 4 , respectively.
EEG Signal Decomposition
EEG signals can measure the electrical activity from neural currents within the human brain. Severe contamination of EEG activity by eye movement, blink, muscle movement, and line noise is a serious problem for EEG interpretation and analysis. In this study, we performed independent component analysis (ICA) to remove artifacts from EEGs. ICA is a statistical technique for determining the linear projection of maximized non-Gaussian data and can extract the signals from the original signal sources [21] . ICA has also been proven effective for separating biologically plausible brain sources whose activity patterns are distinctly linked to behavioral phenomena. The following linear model of ICA using a vector-matrix notation is defined as y=Ms,
where y is the observed vector (or EEG signal), s represents one of the independent components (ICs) assumed to be mutually independent, and M is the mixing matrix. Letting M be the matrix containing the column vector mi can now be written as 1) The initial vector is a random vector with unit norm.
2) Newton phase, a*k=E{ywg(aTk-1)yw}-E{g'(aTk-1yw)}ak-l.
3) Normalization, ak=a*k/•aa*k•a.
4) Condition testing,
•a ak-ak-1 •a/•aak+ak-1•a<ƒÃ. 
From the output signals in Eq. (10), we obtained one independent component per area. The waveforms of the output EEG signals from the ICA in the time domain and their frequency response are shown in Fig. 6 and Fig. 7 , respectively. In this case, the maximum value PmaxR is 0.30; thus, the first component (IC1) from R-area was selected. In addition, we attempted to confirm the existence of the ERD/ERS responses; thus, an infinite impulse response (IIR) bandpass Butterworth filter with a second-order derivative was applied. The spectrogram showed the ERD/ERS responses from the subjects imagining the right-hand movement using the ERD/ERS responses during the 0-3s relaxing period and the 3-6s imaging period, as shown in Fig. 8 and Fig. 9 . 
Feature Extraction
In BCI studies, feature extraction is one of the most important topics that significantly affect the success of classification. Consequently, an affective method of feature extraction is capable of obtaining excellent classification results. In this study, we used a computational technique that considers the variance fractal dimension (VFD), because it presented the opportunity for application in real time [25]-[27] , which is a requirement of BCI applications. A precursor to the valid calculation of VFD for signals is the power spectral density of the process under investigation. In addition, it also describes the characteristics of signals in time series. The VFD is determined using the Hurst exponent H, whose calculation is based on the power law relationship between the variances of the amplitude increments of the EEG signals, as defined by Fig. 10 . The basic idea is that, to reveal the features, we shall determine the difference in expected FD value between the relaxing and imaging periods using 
where E{DRL} is the expected FD value during the relaxing period on L-area, E{DIL} is the expected FD value during the imaging period on L-area, E{DRR} is the expected FD value during the relaxing period on R-area, and E{DIR} is the expected FD value during the imaging period on R-area. The patterns of EEG are indicative of the combination of relaxation and activation (or visualization) caused by magnetic fields on functional systems of the brain. The human brain is a highly complex nonlinear system, which shows chaotic dynamics. The human EEG possesses a self-affinity property with a fractional dimension corresponding to the chaotic behavior of neurons in which time series have a fractal or multifractal temporal structure [24] . This characteristic feature of fractal dimension (FD) in ERD/ESD responses was utilized as a feature extraction method. The FD values indicate the complexity of a pattern or the amount of information embodied in that pattern.
Classification Strategy
To classify the feature patterns defined in Eqs. (16) and (17), we selected the three-layer feedforward neural network (NN). An overview of the classification method is shown in Fig. 11 . The input layer consists of two nodes, in accordance with the number of input features. The hidden layer has 10 nodes; thus, we used a sigmoid function, which is defined as f(x)=1/(1+e-ax) at both input and hidden layers. In the experiment, we set a=1.
The output layer has one node. A simple threshold function was chosen for this layer.
The desired values for network training are 0 and 1, where 0 represents the imagination of the left-hand movement and 1 represents the imagination of the right-hand movement. In the training step, a learning process based on the LevenbergMarquardt (LM) backpropagation method [37] was adopted. The maximum desired mean square error (MSE) rate was Classification diagram of the proposed method.
Fig. 12
Log-log plot of learning curve.
set to be 0.001 and the learning rate was set to be 0.05. The learning process was performed off-line, and the MSE rate's success versus the iterations is shown in Fig. 12 . This algorithm is particularly well suited for training NN with MSE. Moreover, the LM algorithm has been shown to be much faster than backpropagation in various applications [38] .
Experimental Results
In this experiment, 120 sets of data (30 trialsxtwo feature vectorsxtwo mental tasks) were obtained for each subject. A tenfold cross validation method was used to increase the reliability of the results [40] . Therefore, the data set for each subject was divided into three subsets. For each experiment, we divided all the data into three sets, namely, the training set (50% of the entire data), cross validation set (20% of the entire data), and testing set (30% of the entire data). The 120 sets of data were randomly split into ten subsets. Five subsets are used for training, two subsets are selected for cross validation, and the three remaining subsets are used for measuring the accuracy of the network. This procedure is performed 10 times, that is, each subset is tested once. Ten results are averaged over 10 validation runs. The desired values for network training are 0 and 1, where 0 represents the imagination of the left-hand movement and 1 represents the imagination of the right-hand movement. Table 1 to Table 3 Table 1 Total training accuracies of the proposed method. Table 2 Total cross validation accuracies of the proposed method. Table 3 Total final test accuracies of the proposed method.
To fit such a model, the forward prediction error is given by The goal in LDA is to find a linear combination of the training data such that different groups are maximally separated, while observations within a group are maximally clustered. The tenfold cross validation method was used in training in LDA. The data set and validation method for each experiment are based on the same procedure as that involving NN.
Discussion
In this study, 12 electrode channels were used over the sensorimotor area of the cortex. The accuracy rates of imaging tasks are satisfactory. The error in this classification is due to the ambiguous data between the relaxing and imaging periods, particularly when the subjects have imagined the movements. However, in our experiment, throughout the period of recoding raw EEG signals without training and also without rejecting a bad trial, the experimental results of the proposed method show average accuracies of 80.94% and 80.17% for imagining left-and right-hand movements, respectively. Figure 13 shows 
