We consider the problem of integrating and approximating 2D bandlimited functions restricted to a disc by using 2D prolate spheroidal wave functions (PSWFs). We derive a numerical scheme for the evaluation of the 2D PSWFs on a disc, which is the basis for the numerical implementation of the presented quadrature and approximation schemes. Next, we derive a quadrature formula for bandlimited functions restricted to a disc and give a bound on the integration error. We apply this quadrature to derive an approximation scheme for such functions. We prove a bound on the approximation error and present numerical results that demonstrate the effectiveness of the quadrature and approximation schemes.
Introduction
Bandlimited functions provide a convenient model in many signal and image processing problems. In practice, usually only a finite domain of their support is considered.
In 1D, for example, this means that the function is considered only on a finite interval. Prolate spheroidal wave functions (PSWFs) give a very convenient basis for representing and manipulating bandlimited functions restricted to a compact domain D. The 1D case, in which D is an interval, is investigated in [3, 5, 6] . The presentation in [3, 5, 6] does not handle the numerical aspects of these functions, which are crucial for the derivation of PSWF-based algorithms. Such a numerical treatment of the 1D case appears in [7] , where it is shown how to compute the 1D PSWFs and how to use them for quadratures and approximation of 1D bandlimited functions restricted to an interval.
Multi-dimensional PSWFs were first considered in [10] , which provides many of their analytical properties, as well as properties that support the construction of numerical schemes. An important observation of [10] is that cases of three or more dimensions can be reduced to the 2D case. Hence, providing numerical tools for the 2D case is particularly important, as it immediately solves all higher dimensional cases.
In this paper we extend the results of [7] and [9] to a disc in R 2 . First, we derive a numerical apparatus for the construction and evaluation of 2D PSWFs on a disc. Then, we show that 2D PSWFs give rise to numerical tools for computing 2D quadratures as well as for approximation of bandlimited functions restricted to a disc. The approach we take in deriving the quadrature formula is more involved than the one in [7] , as is dictated by the disc geometry. The derivation of the approximation scheme is also different than those suggested in [7] and [2] , and is based on computing the approximation coefficients using the quadrature formula.
The organization of this paper is as follows. In Section 2 we provide the relevant mathematical background. In Section 3 we derive a numerical scheme for evaluating 2D PSWFs on a disc. This scheme is then used for the numerical implementation of subsequent quadrature and approximation schemes. In Section 4 we construct quadrature formulas that are appropriate for bandlimited functions restricted to a disc. Utilizing the quadrature scheme of Section 4, we derive in Section 5 an approximation scheme for bandlimited functions restricted to a disc. In Section 6
we provide numerical examples that demonstrate the effectiveness of 2D PSWFs for the integration and approximation of 2D bandlimited functions. Finally, in Section 7 we give some concluding remarks and describe possible generalizations.
2 Mathematical preliminaries
Notation
Let D be the unit disc in R 2 given by f (x) g(x) dx.
We denote by ||·|| 2 the L 2 norm on D 
We denote by N the set of non-negative integers. Let
For arbitrary non-negative integers K and L we define the sets I K×L and I ′ K×L as
Jacobi polynomials
The Jacobi polynomials P (α,β) n (x) are defined by the three-term recursion
where a 1n = 2(n + 1)(n + α + β + 1)(2n + α + β),
and (x) k is the Pochhammer symbol given by
where Γ(x) is the Gamma function. The initial conditions of the recursion are
The Jacobi polynomials satisfy the differential equation
and are orthogonal on [−1, 1] with respect to the weight function w(x) = (1−x) α (1+ x) β , for α > −1 and β > −1, with
The derivative of a Jacobi polynomial is given by
All the results given in this section can be found in [1] .
Quadratures
A 2D quadrature on D is an expression of the form
where w j ∈ R and x j ∈ D are quadrature weights and nodes, respectively. Quadratures are used to approximate integrals of the form
where w(x) is an integrable non-negative weight function on D. Usually, w j and x j are chosen such that
for some set of functions {φ i (x)}.
A quadrature formula is referred to as "Gaussian" with respect to a set of 2K functions φ 0 , . . . , φ 2K−1 , φ j : D → R, and a non-negative weight function w(x) :
D → R, if there exist nodes x 0 , . . . , x K−1 and weights w 0 , . . . , w K−1 such that x k ∈ D, w k > 0, k = 0, . . . , K − 1, and
On a finite-precision computer we usually cannot compute the exact nodes and weights. Thus, we look for nodes x 0 , . . . , x K−1 and weights w 0 , . . . , w K−1 such that
for j = 0, . . . , 2K − 1, where ε > 0 is the precision of the computations.
For a family of exponentials e ınθ , n = −m+ 1, . . . , m−1, where m is an arbitrary positive integer, the nodes and weights of a Gaussian quadrature are given by
since for |n| < m
2D Prolate spheroidal wave functions (PSWFs)
In this section we summarize the properties of prolate spheroidal wave functions (PSWFs) in 2D required for subsequent derivations. For a more detailed presentation see [10] . Let c be a positive real number. We define the operator F c :
The PSWFs are the eigenfunctions of F c . For arbitrary positive integers N and n, we denote by ψ N,n (x) the eigenfunction that corresponds to eigenvalue α N,n , so that
The functions ψ N,n (x) are either even or odd functions of x. Eigenvalues associated with even eigenfunctions are real. Eigenvalues associated with odd eigenfunctions are purely imaginary. The eigenfunctions ψ N,n (x) are orthogonal both on D and on
The functions ψ N,n (x) are given in polar coordinates by
where n is an arbitrary positive integer, R N,n (r) are the solutions of the equation
and J N (x) is the Bessel function of the first kind. The eigenvalues α N,n in (6) are then given by
where β N,n are given by (9) and [x] denotes the greatest integer less than or equal to x. By making in (9) the substitution
we get the equivalent equation
This equation is convenient for subsequent derivations, as the solutions of (12) are also the solutions of the differential equation
where L c is the differential operator given by
The operator L c is self-adjoint for twice-differentiable functions that vanish at the origin.
Bounded solutions of (13) exist only for a countable set of real values of χ, denoted χ N,n , n = 0, 1, 2, . . ., which we order such that χ N,0 ≤ χ N,1 ≤ χ N,2 ≤ . . .
We denote the eigenfunction that corresponds to χ N,n by ϕ N,n (x).
Constructing 2D PSWFs on a disc
In this section we describe a numerical scheme for computing the functions ϕ N,n (x), 0 ≤ x ≤ 1, given by (12), together with their eigenvalues χ N,n . This scheme is based on the derivation in [10] . The eigenvalues λ N,n are computed as described in [7] .
The scheme is based on expanding ϕ N,n (x) into the series 
is the Jacobi polynomial P (α,β) n (x) with α = N and β = 0, given in Section 2.2, and n+N n is the binomial coefficient given by
Properties of T N,n (x)
For each fixed positive integer N, the functions T N,n (x) are orthonormal with respect to the inner product (1) , that is, T N,n , T N,m = δ m,n , where δ m,n is the Kronecker delta. From (3) and (16) we get that the derivative of T N,n (x) is given by
and the expansion of ϕ
given by (18).
Let L 0 be the differential operator given by (14) that corresponds to c = 0. The
where the eigenvalues κ N,n are given in [10] to be κ N,n = (N + 2n + 1 2 )(N + 2n +
2
).
Matrix of L c
We want to construct the matrix of the differential operator L c , given by (14), with respect to the basis
, we obtain
where the right-hand-side of (21) follows by using (20). To express x 2 T N,n (x) as a linear combination of T N,n (x), n = 0, 1, . . ., we substitute α = N, β = 0, and (2) and obtain
Hence,
2 ) is given by
. (22) From (22) together with the definition of T N,n (x), given by (16), we obtain
where
The relation given by (23) and (24) is derived also in [10] . From this point on, the proposed numerical scheme is different from the scheme used in [10] . By substituting
Therefore, denoting the matrix of the operator L c with respect to the basis T N,n (x)
where in (25) we used the orthogonality of T N,n (x). Therefore, the matrix B N is a tridiagonal matrix whose entries are given by
with γ −1 N,n , γ 0 N,n , and γ 1 N,n given by (24). Finding the eigenvalues of a tridiagonal matrix requires O(n 2 ) operations by using the QL method, as described by [11] .
The eigenvectors are then computed using the inverse power method.
Computing expansion coefficients
be the expansion coefficients of ϕ N,n (x) in terms of the functions T N,n (x) (see (15)). Since ϕ N,n (x) is an eigenfunction of the differential operator L c , given
by (13) and (14), we obtain
where −χ N,n is the eigenvalue of L c that corresponds to ϕ N,n (x). On the other hand, since L c is self-adjoint we get
The inner product
is non-zero only for k = j + 1, j, j − 1, and therefore, combining (25), (27), and (28) we get given also in [7, 4] . 
Quadratures for 2D bandlimited functions
In this section we construct quadrature formulas for 2D bandlimited functions restricted to D. The first lemma shows that in order to construct quadrature formulas for bandlimited functions, it is sufficient to construct quadrature formulas for exponentials of the form e ıcω·x with ω ∈ D.
Lemma 4.1. Let K and K 0 (m), m = 0, . . . , K − 1, be positive integers and let x m,j andw m,j be quadrature nodes and weights, respectively, m = 0, . . . , K − 1,
where σ(ω) is a complex-valued function. Then
Proof. By using (32) and (31)
We derive quadrature formulas whose construction is separable in polar coordinates. First, we construct the radial part of the quadrature nodes, by using a Gaussian quadrature for the radial parts of the PSWFs, given by (12). Then, we
show that the nodes in the radial direction together with equally spaced nodes in the angular direction give rise to quadrature nodes for 2D exponentials on D. Loosely speaking, the derivation goes as follows. If we write x ∈ D and ω ∈ D in polar coordinates as x = (r cos t, r sin t) and ω = (ρ cos θ, ρ sin θ), 0 ≤ r ≤ 1, 0 ≤ ρ ≤ 1,
, then, by using the identity
we get that
where c k = e ık(π/2−θ) . This suggests that the quadrature scheme should be separable in polar coordinates. For the angular part we need a quadrature formula for
which is given by nodes equispaced in t. For the radial part we need a quadrature formula for
To construct a quadrature formula for (35), we show that 
Quadrature for the kernel of the integral equation (12)
Given an exponential e ıcω·x , we represent x and ω in polar coordinates as x = (r cos t, r sin t) and ω = (ρ cos θ, ρ sin θ), shows that the integration of J 0 (crρ)r can be reduced to the integration of ϕ 0,n (r) √ r.
Lemma 4.2.
where λ 0,n and ϕ 0,n are given by (12).
Proof. J 0 (crρ) √ crρ is the kernel of the integral equation (12). Hence, by using Mercer's theorem
Multiplying both sides of (37) by √ r, and integrating with respect to r gives (36).
Based on Lemma 4.2, the next lemma shows that quadrature nodes and weights for ϕ 0,n (r) √ r are also quadrature nodes and weights for J 0 (crρ)r. 
where K satisfies
Then,
Proof. We first derive a bound for λ 0,n , given by (12). We multiply both sides of (6) by ψ 0,n (x) and integrate on D with respect to x
Hence |α 0,n | ≤ π, and from (10) and (11),
Next, we bound the expression
By using Lemma 4.2,
Formula (42) follows since r j and w j , j = 0, . . . , K − 1, are quadrature nodes and weights, respectively, that integrate ϕ 0,n (r) √ r, n = 0, . . . , 2K − 1 up to accuracy ε, as defined by (38). Formula (43) follows since by (41) |λ 0,n | ≤ √ c
2
. Thus, by using
Finally, we note that to construct quadrature nodes r k ∈ [0, 1] and weights
for n = 0, . . . , 2K − 1, where ε is the accuracy of the computations, we solve numerically the equation
. . .
Nodes r k and weights w k that satisfy (44) exist, since ϕ 0,n form a Tchebycheff system on [0, 1]. [4] proves that they form a Tchebycheff system on (0, 1), but essentially the same proof shows that they form a Tchebycheff system also on [0, 1].
Quadratures for exponentials
Next, we use the quadrature from Lemma 4.3 to derive a 2D quadrature for exponentials e ıcω·x with ω ∈ D. 
for all ω ∈ D, where
for m = 0, . . . K − 1, j = 0, . . . , K 0 (m) − 1, and
with C 1 given by (40). Moreover,
Proof. We use the identity
(see [1] ), with z = crρ and v = ıe ı(t−θ) , and obtain that for x ∈ D and ω ∈ D,
written as x = (r cos t, r sin t) and ω = (ρ cos θ, ρ sin θ), 0 ≤ r ≤ 1, 0 ≤ ρ ≤ 1, t ∈ [0, 2π), θ ∈ [0, 2π), the function e ıcω·x can be expanded as
For arbitrary real ε > 0, let K 0 (m) be the first positive integer such that
for all 0 ≤ ρ ≤ 1. Such K 0 (m) always exists since for any v ≥ −1/2 and any z
(see [1] ), and so for z = cr m ρ we have that 0 ≤ cr m ρ ≤ c and
Therefore, by using (48) and (49),
Rearranging (52) yields 
Similarly, for (53),
By combining (46) and (54),
We substitute (55)- (57) into (52)- (54) 
|w m,j |, and C 1 is given by (40).
By substituting ω = 0 in (58) we get
which immediately gives
In this section, we have constructed quadratures as tensor products in polar coordinates. However, there also exist quadratures which are not tensor products.
Indeed, the nodes on the circle of radius r m can be rotated by an arbitrary angle θ(m). Specifically, if we replace t m,j in (48) by
where θ(m) is an arbitrary function of m, then (47) still holds.
Approximation of 2D bandlimited functions
We start by showing that in order to approximate bandlimited functions, it is sufficient to construct an approximation scheme for exponentials. All subsequent derivations use the notation of Subsection 2.1.
Lemma 5.1. Suppose that N 0 , J 0 , U 0 , and V 0 are positive integers, and that c and ε are positive real numbers. Let x k ∈ D and w j,k , k ∈ I U 0 ×V 0 and j ∈ I N 0 ×J 0 , be nodes and weights such that
for any x ∈ D and ω ∈ D. Suppose in addition that f : D → R is of the form
where σ(ω) is a complex-valued function. Then, for any x ∈ D,
Lemma 5.1 states that given an approximation scheme for exponentials, the approximation error for an arbitrary bandlimited function is proportional to the mass of the Fourier transform of the function. Therefore, in the reminder of this section, we construct an approximation scheme for exponentials of the form e ıcω·x , where x ∈ D and ω ∈ D.
Approximation outline
The outline of the construction is as follows. Since {ψ j } j∈N 2 are orthogonal and complete in L 2 (D), we can expand an arbitrary exponential e ıcω·x as
First, in Section 5.2, we show that we can truncate the series in (61) while keeping the approximation error arbitrarily small. That is, for an arbitrary ε > 0, we show that we can choose positive integers N 0 and J 0 such that
for any x ∈ D and ω ∈ D. Next, in Section 5.3, we prove that we can choose positive integers U 0 and V 0 , and quadrature nodes and weights x u and w u , u ∈ I U 0 ×V 0 , such
is a good approximation to a j , j ∈ I N 0 ×J 0 . Finally, in Section 5.4, we combine (63) and (64) to show that
for some constant C that is independent of x and ω.
Truncating the expansion
Lemma 5.2. Suppose that c and ε are positive real numbers, ω ∈ D, and N 0 and J 0 are positive integers such that
where α j is given by (6) . Then,
for any x ∈ D, where a j is given by (62).
Proof. Since the functions {ψ j } j∈N 2 are orthogonal and complete in L 2 (D), we can expand e ıcω·x as
where a j is given by (62). From (62) and (6) we see that
where (66) follows by using (65).
Lemma 5.2 shows that we can truncate the expansion in (61) while keeping the truncation error arbitrarily small. The next lemma shows that the product
, is a bandlimited function with bandlimit 2c, whose mass in the Fourier domain is bounded by a certain function of j.
Computing the approximation coefficients
Lemma 5.3. Let c be a positive real number, ω ∈ D, and j ∈ N 2 . Then, there exists a function µ on D such that
for any x ∈ D, and
Proof. We multiply both sides of (6) A change of variable η + ω → 2ξ gives
where D ′ is the circle defined by |ξ − ω/2| ≤ 1/2. The circle D ′ is contained in the circle D and therefore, we can write (68) as
and χ D ′ is the indicator function of D ′ given by
Formula (67) now follows immediately from (69).
Next, we show that if we approximate a j , given by (62), with b j , given by the quadrature formula in (64), whose nodes and weights correspond to bandlimit 2c, then, the approximation error can be controlled as a function of j and the accuracy of the quadrature. and let x u and w u , u ∈ I U 0 ×V 0 , be quadratures nodes and weights such that
for any ξ ∈ D. Then,
where a j is given by (62) and b j is given by (64).
Proof. From the definition of a j and b j , given by (62) and (64), respectively,
where (70) and (71) follow from Lemma 5.3.
We are now ready to prove the main result, which provides a scheme for approximating exponentials with bandlimit c that are restricted to D, by using 2D
PSWFs. An approximation scheme for arbitrary bandlimited functions is then given by Lemma 5.1.
Bandlimited approximation scheme
Theorem 5.5. Let c and ε be positive real numbers and let ω ∈ D. Let N 0 and J 0 be positive integers such that
Let U 0 and V 0 be positive integers and let x u and w u , u ∈ I U 0 ×V 0 , be quadratures nodes and weights, respectively, such that
where b j is given by (64).
Proof.
where (73) follows by using Lemmas 5.2 and 5.4. 
Numerical examples
In this section we demonstrate numerically the effectiveness of 2D PSWFs for constructing quadratures and approximating bandlimited functions. All numerical examples are implemented in Fortran using double-precision arithmetic. We start by presenting numerical results for 2D PSWF-based quadratures. For each bandlimit and ε = 10 −7 , 10 −12 . Next, we use these nodes to integrate bandlimited functions.
The results are summarized in Tables 1 and 2 . For each c, given in column 1, we construct a quadrature that corresponds to c and to the required accuracy ε. The number of nodes required by the quadrature is given in columns 2 and 4, for ε = 10 and ω ∈ D. The tables are generated as follows. For each bandlimit c and accuracy ε, the approximation coefficients are generated as described in Section 5. Then, the value of e ıcω·x is computed using the approximation scheme for many values of x ∈ D and ω ∈ D. Column 3 in Tables 3a and 3b Tables 3 and 4 corresponds to the bandlimit c. Column 2 presents the number of approximation coefficients required for the given c and ε. Column 3 presents the maximal approximation error for the given c over all points in D. The number of sampling points used to compute the approximation coefficients is equal to the number of nodes in the quadrature that corresponds to bandlimit 2c and accuracy ε 2 .
Conclusions
We present a numerical scheme for the evaluation of 2D PSWFs on a disc. This scheme is used to implement quadrature formulas that are appropriate for 2D bandlimited functions restricted a disc. We also provide a bound on the error when integrating functions using these quadratures. The quadrature formulas are then 
