Abstract. Fix an alphabet A = {0, 1, . . . , M } with M ∈ N. The univoque set U of bases q ∈ (1, M + 1) in which the number 1 has a unique expansion over the alphabet A has been well studied. It has Lebesgue measure zero but Hausdorff dimension one. This paper investigates how the set U is distributed over the interval (1, M + 1) by determining the limit
Introduction
Fix an integer M ≥ 1. For q ∈ (1, M + 1], any real number x in the interval I M,q := [0, M/(q − 1)] can be represented as
where d i ∈ {0, 1, . . . , M } for all i ≥ 1. The infinite sequence (
. . is called a qexpansion of x with alphabet {0, 1, . . . , M }. Such non-integer base expansions have been studied since the pioneering work of Rényi [34] and Parry [33] . In the 1990's, work by Erdős et al. [18, 19, 20] inspired an explosion of research papers on the subject, covering unique expansions [2, 16, 21, 25] , finitely or countably many expansions [10, 11, 24, 37] , uncountably many expansions and random expansions [13, 35] . Non-integer base expansions have furthermore been connected with Bernoulli convolutions [22] , Diophantine approximation [32] , singular self-affine functions [3] , open dynamical systems [36] , and intersections of Cantor sets [30] .
Let U := {q ∈ (1, M + 1] : 1 has a unique q-expansion of the form (1.1)} .
Thus for each q ∈ U there exists a unique sequence (a i ) ∈ Ω M := {0, 1, . . . , M } N such that 1 = π q ((a i )). The set U was extensively studied for over 25 years. Erdős et al. [18] showed that U is uncountable and of zero Lebesgue measure. Daróczy and Kátai [15] proved that U has full Hausdorff dimension (see also [25] ). Komornik and Loreti [26, 27] found its smallest element q KL = q KL (M ), which is now called the Komornik-Loreti constant and is related to the Thue-Morse sequence (see (6.1) below). Later in [28] the same authors proved that its topological closure U is a Cantor set, i.e., a non-empty compact set having neither interior nor isolated points. Recently, Dajani et al. [14] proved that the algebraic difference U − U contains an interval. Furthermore, the set U also has intimate connections with kneading sequences of unimodal expanding maps (cf. [7, 8] ), and even with the real slice of the boundary of the Mandelbrot set [12] .
The main purpose of this paper is to describe the distribution of U . More precisely, we are interested in the local dimensional function which we call the left and right local dimensional functions of U . Note that f = max {f − , f + }, and if q / ∈ U , then f (q) = f − (q) = f + (q) = 0. Extending a recent result by the authors and Baker [5] , we compute f (q), f − (q) and f + (q) for every q ∈ (1, M + 1] in terms of a kind of localized entropy. As an application we compute the Hausdorff dimension of the intersection of U with any interval, answering a question of Kalle et al. [23] . In addition, our methods allow us to give a complete answer to a question of the first author [4] about strongly univoque sets.
1.1. Univoque set, entropy plateaus and the bifurcation set. In order to state our main results, some notation is necessary. For q ∈ (1, M + 1] let U q be the univoque set of x ∈ I M,q having a unique q-expansion as in (1.1). Let U q be the set of corresponding sequences, i.e.,
A useful tool in the study of unique expansions is the lexicographical characterization of U q (cf. [9, 16] ): (d i ) ∈ U q if and only if ( 
where α(q) = (α i (q)) ∈ Ω M is the lexicographically largest q-expansion of 1 not ending with 0 ∞ , called the quasi-greedy q-expansion of 1, and α(q) := (M − α i (q)). Here and throughout the paper we will use the lexicographical order between sequences and blocks in a natural way.
Note by (1.2) that any sequence (d i ) ∈ U q \ {0 ∞ , M ∞ } has a tail sequence in the set (1.3)
where σ denotes the left shift map on Ω M . Furthermore, U q and U q have the same topological entropy, i.e., h(U q ) = h( U q ), where the topological entropy of a subset X ⊂ Ω M is defined by h(X) := lim inf n→∞ log #B n (X) n (cf. [31] ). Here #B n (X) denotes the number of all length n blocks occurring in sequences from X, and "log" denotes the natural logarithm. We may thus obtain all the relevant information about U q by studying the simpler set U q .
Since the map q → α(q) is strictly increasing on (1, M + 1] (see Lemma 2.1 below), (1.3) implies that the set-valued map q → U q is non-decreasing, and hence the entropy function H : q → h( U q ) is non-decreasing. Recently, Komornik et al. [25] and the present authors [6] proved the following: An interval [p L , p R ] ⊂ (1, M + 1] is called an entropy plateau (or simply, a plateau) if it is a maximal interval (in the partial order of set inclusion) on which H is constant and positive. A complete characterization of all entropy plateaus was given by Alcaraz Barrera et al. [2] (see also [1] for the case M = 1). Equivalently, they described the bifurcation set where the union is taken over all plateaus [p L , p R ] ⊂ (q KL , M + 1] of H. We emphasize that the plateaus are pairwise disjoint and therefore the union is countable.
Recall that our main objective is to find the local dimensional functions f , f + and f − . The following result is due to the authors and Baker [5] . Proposition 1.2 (Allaart, Baker and Kong [5] ). For any q ∈ B \ {M + 1} we have
and for any q ∈ (1, M + 1] we have f (q) ≤ dim H U q . Furthermore, for q = M + 1 we have f (q) = f − (q) = 1 and f + (q) = 0.
1.2.
Relative bifurcation sets and relative plateaus. In order to describe the local dimensional function f of U we introduce the relative bifurcation sets, which provide finer information about the growth of q → U q inside entropy plateaus.
For any admissible word a, there are bases q L and q R such that
Here, for a word c := c 1 . . . c n ∈ {0, 1, . . . , M } n with c n < M we set c + := c 1 . . . c n−1 (c n + 1). Similarly, for a word c := c 1 . . . c n ∈ {0, 1, . . . , M } n with c n > 0 we shall write c − := c 1 . . . c n−1 (c n − 1). We call [q L , q R ] a basic interval and say it is generated by the word a. By [2, Lemma 4.8], any two basic intervals are either disjoint, or else one contains the other. For any basic interval I generated by an admissible word a, we define the associated de Vries-Komornik number q c (I) by α(q c (I)) = (θ i ) (cf. [29] ), where (θ i ) is given recursively by
Note that q c (I) lies in the interior of I for each basic interval I; this is a direct consequence of Lemma 2.1 below. Observe also that different basic intervals can have the same associated de Vries-Komornik number.
We now construct a nested tree [2] that these entropy plateaus are precisely the maximal basic intervals which lie completely to the right of q KL . We call J 0 a null interval, since U ∩ (1, q KL ) = ∅.
From here, we proceed inductively as follows. Let n ≥ 1, and for each i ∈ {1, 2, . . . } n , assume J i has already been defined and is a basic interval [q L , q R ]. Then we set J i0 = [q L , q c (J i )], and let J i1 , J i2 , . . . be an arbitrary enumeration of the maximal basic intervals inside [q c (J i ), q R ]. (It is not difficult to see that infinitely many such basic intervals exist.)
Note that for each fixed n ≥ 1 the relative plateaus J i , i ∈ {1, 2, . . .} n are pairwise disjoint. Furthermore, for any word i ∈ ∞ n=1 {1, 2, . . .} n we call J i0 a null interval, because it intersects U only in the single point q c (J i ). We emphasize that any basic interval generated by a word a not of the form bb is a relative plateau.
We now define the sets
Thus C ∞ is the set of points which are contained in infinitely many relative plateaus, and C 0 is the set of all de Vries-Komornik numbers (cf. [29] ). The smallest element of C 0 is the Komornik-Loreti constant q KL = q c (J ∅ ). Finally, let
For the proof of the following proposition, as well as examples of points in C , we refer to Section 2.
(ii) C is uncountable and has no isolated points.
For the special case when J = J ∅ = [1, M + 1], we set U q (J) := U q . We are now ready to give a characterization of the local dimensional functions f , f − and f + .
Theorem 1.
(i) Let q ∈ U . Then
is the smallest relative plateau such that q ∈ (q L , q R ). As a consequence,
Remark 1.5. Note the asymmetry between f − and f + . This is caused by the very different roles played by the left and right endpoints q L and q R of a relative plateau. On the one hand,
On the other hand, suppose [q L , q R ] = J, and let I be the parent interval of J, that is, the relative plateau one level above J that contains J. Then
and since
In fact, the inequality between f − (q R ) and f + (q R ) is almost always strict, with just one possible exception; see Example 4.7 below for more details.
Theorem 1 suggests a closer investigation of the sets U q (J). Our next result gives a detailed description.
Recall the definition (1.7) of q c (J), and let q G (J) and q F (J) be the bases in (q L , q R ) with
be a relative plateau generated by the admissible word a. Then the entropy function
is a Devil's staircase on (q L , q R ], i.e., H J is continuous, non-decreasing and locally constant almost everywhere on (q L , q R ]. Furthermore, the set U q (J) has the following structure:
Remark 1.6. Theorem 2 can be viewed as a generalization of Theorem 1.1 and the classical result of Glendinning and Sidorov [21] for the set U q with q ∈ (1, 2] and alphabet {0, 1} (see Proposition 4.5 below).
Note that, while the function H : q → h( U q ) is constant on each relative plateau J, the set-valued map F : q → U q is not constant on J. Since F is non-decreasing, it is natural to investigate the variation of the map
, where the Hausdorff dimension is well defined by equipping the symbolic space Ω M with the metric ρ defined by
As an application of Theorem 2 we have the following.
is a Devil's staircase on J. Furthermore, D J (q) = 0 if and only if q ≤ q c (J).
Remark 1.8. Unfortunately, the analogous statement for topological entropy in place of Hausdorff dimension fails: Since sequences in U q \ U q L can have arbitrarily long prefixes from any sequence in U q , the difference set U q \ U q L has the same entropy as U q for all q ∈ J\{q L }.
Theorems 1 and 2 show that the local dimensional functions f , f − and f + are highly discontinuous on U (of course, they are everywhere continuous (and equal to zero) on (1, M + 1]\U ): Corollary 1.9. The local dimensional function f is continuous at q ∈ U if and only if q ∈ C . The same statement holds for f − and f + .
Next, for any relative entropy plateau J we define the relative bifurcation set 
The representation of B(J) in (i) explains why we call the intervals J ij relative entropy plateaus: They are the maximal intervals on which h( U q (J i )) is positive and constant. Comparing statements (i)-(iv) above with the properties of B given after (1.4), we can say that the set B(J) plays the same role on a local level (i.e. within J) as the bifurcation set B does on a global level. We may observe also that (v) is similar to [5, Theorem 4] , which gives the Hausdorff dimension of U \B.
From Proposition 1.4(i) and Theorem 3(i),(ii) we obtain the following decomposition of U into mutually disjoint subsets
Using Theorems 1 and 2 we can answer an open question of Kalle et al. [23] , who asked for the Hausdorff dimension of U ∩ [t 1 , t 2 ] for any t 1 < t 2 .
Theorem 4. For any 1 < t 1 < t 2 ≤ M + 1 we have 
1.4. Application to strongly univoque sets. In 2011, Jordan et al. [22] introduced the sets
(In fact, their definition was slightly different in that they require the above inequalities only for all sufficiently large n. They also definedǓ q in a dynamical, rather than a symbolic way, but the definitions are easily seen to be equivalent.) Jordan et al. used the setsǓ q to study the multifractal spectrum of Bernoulli convolutions. Recently, the first author [3] used them to characterize the infinite derivatives of certain self-affine functions, and studied them in more detail in [4] where they were called strongly univoque sets.
In view of (1.3) it is clear thatǓ q ⊆ U q for all q ∈ (1, M + 1]. On the other hand,Ǔ q ⊃ U p for all p < q (see [22] or [4, Lemma 2.1]). It follows that
and, since the function q → dim H U q is continuous, that dim HǓq = dim H U q for every q. A natural question now, is whetherǓ q could in fact equal U q . Following [4] , we define the difference set
and its projection, W q := π q (W q ). One of the main results in [4] is that W q = ∅ if and only if q ∈ U , and then W q is in fact uncountable. It is also shown in [4] that dim H W q = 0 whenever q ∈ C 0 is a de Vries-Komornik number.
Using the techniques developed in this paper, we can improve on the results of [4] and completely characterize the Hausdorff dimension of W q .
(1) By Proposition 1.2 and Theorem 5 it follows that for each q ∈ B we have
This provides a negative answer to Question 1.8 of [4] , where it was conjectured that dim H W q < dim H U q for all q > q KL . Looking at (1.11), the above result is not too surprising, since the set-valued function q → U q is "most discontinuous" at points of B.
(2) Let q ∈ U . By Theorem 1 (i) and Theorem 5 it follows that dim H W q = 0 if and only if q ∈ C . This completely characterizes the set {q : dim H W q = 0}, extending Theorem 1.5 of [4] . (3) In view of (1.11) and remark (2) above, we could say that, at points of U \C , the set-valued function q → U q "jumps" by a set of positive Hausdorff dimension.
The remainder of this article is organized as follows. In Section 2 we prove Proposition 1.4 and give some examples of points in C ∞ . In Section 3 we introduce for each relative plateau J a bijection Φ J between symbol spaces and its induced mapΦ J between suitable sets of bases, and develop their properties. These maps allow us to answer questions about relative plateaus and relative bifurcation sets by relating them directly to entropy plateaus [p L , p R ] and the bifurcation set B for the alphabet {0, 1}. This is done in Section 4, where we prove Theorems 1, 2 and 3. Section 5 contains a short proof of Theorem 4, and Section 6 is devoted to the proof of Theorem 5.
Properties of the set C
In this section we prove Proposition 1.4. Recall that α(q) is the quasi-greedy expansion of 1 in base q. The following useful result is well known (cf. [9] ). Lemma 2.1. The map q → α(q) is strictly increasing and bijective from (1, M + 1] to the set of sequences (a i ) ∈ Ω M not ending with 0 ∞ and satisfying
Proof of Proposition 1.4. (i).
It is known that all de Vries-Komornik numbers belong to U (cf. [29] ), i.e., C 0 ⊂ U . Now let q ∈ C ∞ and α(q) = α 1 α 2 . . .. Then q belongs to infinitely many relative plateaus. Hence, there are infinitely many integers
is admissible, since, if q lies in the relative plateau generated by b 1 . . . b n , then α(q) must begin with b 1 . . . b + n . It follows by (1.6) that for each k,
This implies by induction that α(q) ≺ σ i (α(q)) α(q) for all i ∈ N, and hence q ∈ U (cf. [28] ). But U \ U contains only left endpoints of relative plateaus, and these points do not lie in C ∞ . Therefore, q ∈ U .
(ii). Clearly, by the construction of C ∞ it follows that C ∞ is uncountable, because each relative plateau of level n contains infinitely many pairwise disjoint relative plateaus of level n + 1. That C has no isolated points follows since any right neighborhood of a de VriesKomornik number contains infinitely many relative plateaus.
(iii). In [5] , the following was proved: If J = [q L , q R ] is a relative plateau generated by a 1 . . . a m , then
(This was stated in [5] only for entropy plateaus, i.e., the first level relative plateaus, but the proof carries over verbatim to any relative plateau.)
Observe that C 0 is countable. Furthermore, for a relative plateau J i with i ∈ {1, 2, . . . } n , its generating block a 1 . . . a m satisfies m ≥ n. That dim H C = 0 now follows from the definition of C ∞ , the countably stability of Hausdorff dimension, and (2.1).
Example 2.2. It is easy to create specific examples of points in C ∞ . For instance, let a = a 1 . . . a m be an admissible word not of the form bb (e.g. a = 1110010 when M = 1), and construct a sequence α 1 α 2 . . . as follows: Set α 1 . . . α m = a + , and recursively for k = 0, 1, . . ., let
Then α 1 α 2 . . . = α(q) for some q, and this q lies in C ∞ .
More generally, one can create many more examples by the following procedure. Let again a = a 1 . . . a m be any admissible word not of the form bb. Now let w be a word using the letters a + , a, a + , a beginning with a + such that w − is admissible (e.g. w = a + a 2 a + a + a + a + ). Put v 0 := w, and recursively, for k = 0, 1, 2, . . . , let v i+1 be the word obtained from v i by performing the substitutions
Since v i+1 extends v i , the limit v := lim i→∞ v i exists, and v = α(q) for some q, as the interested reader may check using Lemma 2.1. Some reflection reveals that q ∈ C . The de Vries-Komornik numbers are obtained from w = a + a; all other examples obtained this way lie in C ∞ , including the example given at the beginning of this remark, which is obtained from A special role in this paper is played by sets associated with the alphabet {0, 1}. When the alphabet {0, 1} is intended, we will affix a superscript * to our notation. Thus, B * = B when M = 1, U * = U when M = 1, etc. We call B * the reference bifurcation set. The key to the proofs of our main results, and the main methodological innovation of this paper, is the construction of a bijectionΦ J from B(J) to B * . More generally,Φ J maps important points of J to important points of (1, 2] for the case M = 1. Associated withΦ J is a symbolic map Φ J which maps each set U q (J) to the symbolic univoque set U * q for M = 1, whereq =Φ J (q). By using properties of the maps Φ J andΦ J , many classical results on univoque sets with alphabet {0, 1} can be transferred to the relative entropy plateaus and the sets U q (J). Figure 1 shows a directed graph G with two sets of labels. The labeled graph G = (G, L) with labels in L := a, a + , a, a + is right-resolving, i.e. the out-going edges from the same vertex in G have different labels. Let X(J) be the set of infinite sequences determined by the automata G = (G, L), beginning at the "Start" vertex (cf. [31] ). We emphasize that each digit d in L is a block of length m, and any sequence in X(J) is an infinite concatenation of blocks from L.
Likewise, the reference labeled graph G * = (G, L * ) with labels in L * := {0, 1} is rightresolving. Hence for each q ∈ (1, 2] the quasi-greedy expansion α * (q) of 1 in base q is uniquely represented by an infinite path determined by the automata G * . Let X * ⊂ {0, 1} N be the set of all infinite sequences determined by the automata G * , and note that X * = {(x i ) ∈ {0, 1} N : x 1 = 1}. Then {α * (q) : q ∈ (1, 2]} ⊂ X * , the inclusion being proper in view of Lemma 2.1.
with labels L = a, a + , a, a + , and the reference labeled graph
To prove the proposition we need the following.
Proof. Take a sequence (x i ) satisfying x 1 . . . x m = a + = a 1 . . . a + m and (3.1). Then by (3.1) with n = 0 and n = m it follows that
. . x 2m = a + , then by (3.1) with n = m and n = 2m it follows that the next block x 2m+1 . . . x 3m = a + or a. (ii) If x m+1 . . . x 2m = a, then x 1 . . . x 2m = a + a. By (3.1) with n = 0 and n = 2m it follows that the next block x 2m+1 . . . x 3m = a + or a.
Iterating the above reasoning and referring to Figure 1 we conclude that (x i ) ∈ X(J).
Proof of Proposition 3.
Hence, by (1.8), (1.3) and Lemma 3.2, it follows that U q (J) ⊂ X(J).
We next introduce the right bifurcation set V for the set-valued map q → U q (cf. [16] ):
Recall that U is the set of univoque bases. The following characterizations of U and V are proved in [17] .
Then U(J) ⊂ V(J). As a consequence of Lemmas 3.2 and 3.3 we have the following.
We shall also need the following sets. For M = 1 we denote by
Then by Lemma 3.3 with M = 1 it follows that
Then φ induces a block map Φ J : X(J) → X * defined by
Proposition 3.5. The map Φ J : X(J) → X * is strictly increasing and bijective. Furthermore,
First we verify that Φ J is a bijection.
Lemma 3.6. The map Φ J : X(J) → X * is strictly increasing and bijective.
Proof. Note by Definition 1.3 that the blocks in L are ordered by a + ≺ a ≺ a ≺ a + . Take two sequences (c i ),
To this end we consider two cases (see Thus, Φ J is strictly increasing on X(J). Finally, since the labeled graphs G and G * are both right-resolving, the definitions of X(J) and X * imply that Φ J is bijective.
Lemma 3.7. The following statements are equivalent for sequences (c i ), (d i ) ∈ X(J). Next, we prove (ii) ⇒ (iii). We only verify the second inequality in (iii); the first one can be proved in the same way. Take (c i ), (d i ) ∈ X(J) satisfying the inequalities in (ii), and let
and the second inequality in (iii) follows from Lemma 3.6. Therefore, the critical case is when c n+1 = a, which we assume for the remainder of the proof.
Since (c i ) ∈ X(J), there is 0 ≤ j < n such that c j+1 . . . c n+1 = a + (a) n−j . (See Figure 1. ) Furthermore, since c j+1 c j+2 . . .
The second equality in (3.4) yields y 1 . . . y k+1 = φ(d 1 ) . . . φ(d k+1 ) = 1 k+1 , and the first equality implies
Hence,
, which gives the second inequality in (iii).
Finally, we prove (iii) ⇒ (ii). First we verify the second inequality of (ii). Let (
We may assume c n+1 = a + , as otherwise the inequality is trivial. But then c n+1 c n+2 . . . ∈ X(J), and since x n+1 x n+2 . . . ≺ y 1 y 2 . . . it follows from Lemma 3.6 that c n+1 c n+2 . . . ≺ d 1 d 2 . . .. This proves the second inequality of (ii). The first inequality is verified analogously.
Proof of Proposition 3.5. In view of Lemma 3.6 it remains to prove
Since the proof of the second equality is similar, we only prove the first one.
Let (c i ) ∈ U(J), and (x i ) := Φ J ((c i )). Then by Proposition 3.4 it follows that
By Lemma 3.7 with (c i ) = (d i ) this is equivalent to
So, by (3.2) we have (x i ) ∈ U * , and thus Φ J (U(J)) ⊆ U * .
Conversely, take (x i ) ∈ U * ⊂ X * . By Lemma 3.6 there exists a (unique) sequence (c i ) 
The relevance of the mapΦ J is made clear by the following proposition. Here, for M = 1 and q ∈ (1, 2] we write U * q := U q . Proposition 3.8.
Remark 3.9. In the special case when M = 1, Proposition 3.8(ii) implies that U can be viewed as an attractor of an inhomogeneous infinite iterated function system: Since U * = U in this case, we can write
using (1.5) and the definition of J i .
Part (i) of Proposition 3.8 follows from the following lemma, which proves something stronger: it implies Hölder properties of the mapsΦ J andΦ −1 J . These will be important later for Hausdorff dimension calculations.
m log q 2 ,
Proof. We only demonstrate the second inequality of (3.5), since the proof of the first inequality is very similar.
Let q 1 , q 2 ∈ V ∩ (q L , q R ] with q 1 < q 2 , and letq i :=Φ J (q i ), i = 1, 2. Thenq 1 <q 2 by the monotonicity ofΦ J . Furthermore, Lemma 2.1 gives α(q 1 ) ≺ α(q 2 ). Note by Proposition 3.4 that α(q 1 ), α(q 2 ) ∈ V(J) ⊂ X(J). Therefore, α(q 1 ), α(q 2 ) can be written as α(q 1 ) = (c i ) and α(q 2 ) = (d i ) with c i , d i ∈ a, a + , a, a + for all i ≥ 1. In view of Figure 1 , there exists n ≥ 2 such that
Observe that α(q 2 ) ∈ V(J). By Proposition 3.4 it follows that
Therefore, by (3.6) with α(q 1 ) = (c i ) and α(q 2 ) = (d i ) it follows that 1 q
.
Write (x i ) := Φ J ((c i )) and (y i ) := Φ J ((d i )). Then (3.6) and Lemma 3.6 imply (3.8) x 1 . . . x n−1 = y 1 . . . y n−1 and x n < y n .
Note that (x i ), (y i ) ∈ V * . By the definition ofΦ J we have (x i ) = Φ J (α(q 1 )) = α * Φ J (q 1 ) = α * (q 1 ), and similarly (y i ) = α * (q 2 ). So, by (3.8) it follows that
Here the second inequality follows from the definition of the quasi-greedy expansion α * (q 2 ) = (y i ). This, together with (3.7), yieldŝ
for some constant c 2 independent of q 1 and q 2 .
Proof of Proposition 3.8. ThatΦ J is increasing and bijective follows since it is the composition of increasing and bijective maps. By Lemma 3.10,Φ J andΦ −1 J are continuous. Thus, we have proved (i). Since q L ∈ U , we have U(J) = {α(q) : q ∈ U ∩ J}. Thus, statement (ii) is a direct consequence of Proposition 3.5. It remains only to establish (iii).
Then by Proposition 3.4 we have α(q) ∈ V(J) ⊂ X(J).
Note by Proposition 3.1 that U q (J) ⊂ X(J). Now take a sequence (c i ) ∈ X(J) and let (x i ) := Φ J ((c i )) ∈ X * . Then we have the equivalences
Here the second equivalence follows by Lemma 3.7 with (d i ) = α(q), and the third equivalence follows since α * (q) = Φ J (α(q)). As a result, Φ J ( U q (J)) = (x i ) ∈ U * q : x 1 = 1 . For the entropy statement we observe that the map
is a bijective m-block map. Furthermore, U * q is the disjoint union of U * q (1) with its reflection
Proofs of Theorems 1, 2 and 3
Our first goal is to prove Theorem 1. We begin with a useful lemma.
Proof. Recall from [2] that the entropy plateaus J * j , j ∈ N are dense in (q * KL , 2]. Note that we may order the intervals J ij , j ∈ N so thatΦ J (V ∩ J ij ) = V * ∩ J * j for each j. Hence, the result follows from the continuity ofΦ 
whereq :=Φ J (q).
Proof. By the assumption on q, we have that q ∈ V and there is a sequence (p i ) in V ∩ J such that p i < q for each i, and p i ր q (cf. [17] 
so letting i → ∞ we obtain
On the other hand,
Hence, the lemma follows.
For the right local dimensional function f + we have a similar relationship, but with a subtle difference for the domain of q.
Lemma 4.3. Let J = [q L , q R ] be a relative plateau generated by a word a 1 . . . a m , and q ∈ U ∩ (q L , q R ). Then
Proof. The proof is analogous to that of Lemma 4.2. If q ∈ U , then we can approximate q from the right by a sequence of points (r i ) from V ∩ J, and use the Hölder properties of
J in much the same way as before. On the other hand, if q ∈ U \U , then q is a left endpoint of some relative plateau inside J. In this case,q is the left endpoint of an entropy plateau in (1, 2] , and we have f + (q) = f * + (q) = 0, so the identity in the lemma holds trivially.
Motivated by [5] we introduce the left and right bifurcation sets B L and B R , defined by
Then B ⊂ B L and B ⊂ B R . Furthermore, any q ∈ B L \ B is a left endpoint of an entropy plateau, and any q ∈ B R \ B is a right endpoint of an entropy plateau. As usual, when M = 1 we write B * L = B L and B * R = B R . Below, we will need the following extension of Proposition 1.2, which follows from the main results of [5] .
Proposition 4.4 ([5]).
Proof of Theorem 1. Note by (2.1) that for any q ∈ C ∞ we have f (q) = f − (q) = f + (q) = 0. Suppose q ∈ C 0 , i.e., q is a de Vries-Komornik number. Then f − (q) = 0 since U ∩(q −ε, q) = ∅ for sufficiently small ε > 0. Furthermore, q = q c (J) for some relative plateau J, soΦ J (q) = q * KL . Since f * + (q * KL ) = 0 (see [5, Theorem 2] ) and q ∈ U , it follows by Lemma 4.3 that f + (q) = 0. Thus, the proof will be complete once we establish (ii).
Consider first f − . Take q ∈ U \C , and let J = [q L , q R ] be the smallest relative plateau such that q ∈ (q L , q R ]. If J = [1, M + 1], then q ∈ B L and by Proposition 4.4(i),
Otherwise, putq :=Φ J (q). Thenq ∈ B * L , so by Proposition 4.4(i) it follows that
Hence, Lemma 4.2 along with Proposition 3.8(iii) gives
Consider next f + . Take again q ∈ U \C . If q ∈ U \U , then q is a left endpoint of a relative plateau and f + (q) = 0. So assume q ∈ U \C . Let J = [q L , q R ] now be the smallest relative plateau such that q ∈ (q L , q R ). If J = [1, M + 1], then q ∈ B R and by Proposition 4.4(ii),
Otherwise, putq :=Φ J (q). Thenq ∈ B * R , and using Proposition 4.4(ii) and Lemma 4.3 it follows in the same way as above that
The statement about f (q) is a direct consequence of the statements about f − and f + .
We next prepare to prove Theorem 2. Fix a relative plateau J = [q L , q R ] generated by a = a 1 . . . a m . Recall from Section 1 that the bases
Furthermore, the de Vries-Komornik number q c (J) = min(U ∩ J) satisfies
By Lemma 3.3, the bases q G (J), q F (J) and q c (J) all belong to V ∩ (q L , q R ], so we may define their image bases in V * bŷ
The quasi-greedy expansions of these bases are given by
We haveq G = (1 + √ 5)/2 ≈ 1.61803,q F ≈ 1.75488 andq c ≈ 1.78723. Note thatq c is simply the Komornik-Loreti constant q * KL . The following result is due to Glendinning and Sidorov [21] and Komornik et al. [25] ; see also [6] . 
is a Devil's staircase, i.e., H is continuous, non-deceasing and locally constant almost everywhere on (1, 2] .
Proof of Theorem 2. Recall from Proposition 3.
whereq :=Φ J (q). Since B * ⊂ U * , the function q → h( U * q ) is constant on each connected component of (1, 2]\U * . Recalling from Proposition 3.8 (ii) thatΦ J (U ∩ J) = U * , it follows by (4.2) that the function H J : q → h( U q (J)) is constant on each connected component of (q L , q R ]\(U ∩ J). Since U is Lebesgue null, this implies that H J is almost everywhere locally constant on J. That H J is also continuous follows since U ∩ J has no isolated points, and the restriction of H J to U ∩ J is the composition of the map q → h( U * q ) withΦ J ; the former is continuous by Proposition 4.5, the latter by Lemma 3.10. Therefore, the entropy function H J is a Devil's staircase.
Statements (i)-(v) of Theorem 2 now follow from the corresponding statements of Proposition 4.5. For example, if q L < q ≤ q G (J), then by (4.2) it follows that
where the last equality follows from Proposition 4.5 (i).
Similarly, for (ii) we take q ∈ (q G (J), q F (J)]. Then by (4.2) and Proposition 4.5 (ii) it follows that
Vice versa, one checks easily using (1.
For (iii), we take q ∈ (q F (J), q c (J)). Then
On the other hand, we can find a sequence (q n ) in V that converges from the left to q c (J): if α(q c (J)) = θ 1 θ 2 . . . , we can take q n with α(q n ) = (θ 1 . . . θ − 2 n m ) ∞ . Then for large enough n, q < q n andq n :=Φ J (q n ) < q * KL , so U q (J) is countable by Proposition 4.5 (iii) and (4.2). Statement (iv) is immediate from (4.2) and Proposition 4.5(iv), since q c (J) ∈ V .
For (v) we first note that q c (J) ∈ V ∩ (q L , q R ] andq c ∈ V * . Furthermore, there exists a sequence (r i ) in V ∩ (q L , q R ] such that r i ց q c (J). This follows from Lemma 4.1, since the endpoints of relative plateaus lie in V . Accordingly, the image sequence (r i ) in V * satisfieŝ r i ցq c , wherer i =Φ J (r i ). So, for any q ∈ (q c (J), q R ] there exists r i ∈ V ∩ (q c (J), q) such that
This proves (v).
Proof of Corollary 1.
Hence, the result follows from Theorem 2.
Proof of Corollary 1.9. Fix q 0 ∈ U . If q 0 ∈ C ∞ , the same argument based on (2.1) that we used to prove f (q 0 ) = 0 shows also that f (q) → 0 as q → q 0 . Hence f is continuous at q 0 . If q 0 ∈ C 0 , then q 0 = q c (J) for some relative plateau J. Since U q (I) ⊂ U q (J) whenever I ⊂ J, Theorem 1 implies that
. This shows that f is continuous on C .
Now suppose q 0 ∈ U \C . Then, using Lemma 4.1, there is a sequence of relative plateaus
Each of these plateaus contains a point q i ∈ C (in fact, infinitely many), so that q i ր q 0 . By Theorem 1, we obtain f (q 0 ) > 0 = lim i→∞ f (q i ). Therefore, f is discontinuous at q 0 . The corresponding statements for f − and f + follow in the same way.
Finally, we prove Theorem 3.
Proof of Theorem 3. (i) Let
be a relative plateau generated by a = a 1 . . . a m . We show that the next level relative plateaus J ij , j = 1, 2, . . . are exactly the maximal intervals on which h( U q (J)) is positive and constant; this, along with Theorem 2, will imply (i). Fix j ∈ N, and write I :
is an entropy plateau in (1, 2] , and so h( U * q ) is positive and constant onÎ. By Proposition 3.8(iii), it follows that h( U q (J)) is positive and constant on I.
By Lemma 4.1 the union j∈N J ij is dense in (q c (J), q R ]. As a result, I is a maximal interval on which h( U q (J)) is constant.
(ii) Since j∈N J ij is dense in (q c (J), q R ], each q ∈ B(J) is an accumulation point of the set of endpoints of the intervals J ij . Since these endpoints lie in V and V is closed, it follows that B(J) ⊂ V . Hence,Φ J (q) is well defined for all q ∈ B(J). It now follows immediately from part (i) that Since B * ⊂ U * , it follows from Proposition 3.8(ii) that B(J) ⊂ U ∩ J.
(iii) That B(J) is Lebesgue null is now obvious from (ii), since U is Lebesgue null.
(iv) Note by (2.1) that
Since B(J) ⊂ U ∩ J, it therefore suffices to prove
Observe that 2 =Φ J (q R ) ∈ B * . Furthermore, the proof of [2, Theorem 3] shows that dim H (B * ∩ [2 − η, 2]) = 1 for every η > 0. Given ε > 0, we can choose a point q 0 ∈ V ∩ (q R − ε, q R ); letq 0 :=Φ J (q 0 ). By Lemma 3.10,Φ J is Hölder continuous with exponent logq 0 /(m log q R ) on [q 0 , q R ], and so, using (4.3),
Letting ε → 0,q 0 → 2 and we obtain (4.4), as desired.
(v) By (i) and the countable stability of Hausdorff dimension,
Furthermore, b 1 . . . b l must be a concatenation of words from L = a, a + , a, a + , so l is a multiple of m. Since b 1 . . . b l is admissible and α(p L ) > q c (J), it follows from (1.7) that l ≥ 3m. (See Figure 1. ) Moreover, the only relative plateau among the J ij with l = 3m is the one with generating word b 1 . . . b l = a + aa + , whose right endpoint is p 0 .
It remains to check that this plateau maximizes the expression in (4.5). To this end, take any other relative plateau [p L , p R ] ⊂ J generated by a block of length l = km. If p R ≥ p 0 , then l log p R ≥ 3m log p 0 . On the other hand, suppose p R < p 0 . Then α(q c (J)) ≺ α(p L ) ≺ a + aa + ∞ , and since α(p L ) must correspond to an infinite path in the labeled digraph G = (G, L) from Figure 1 , this is only possible when k ≥ 5. In [5] it was observed that q KL ≥ (M + 2)/2. Estimating p R below by q KL and p 0 above by M + 1, we thus obtain for all M ≥ 2,
where we used the algebraic inequality (M + 2) 5 ≥ 32(M + 1) 3 , valid for M ≥ 2. For the case M = 1 we can use the better estimate q KL > 1.78, giving 5 log q KL > 2.8 > 3 log 2 > 3 log p 0 , where we have used the natural logarithm. Thus, in all cases, l log p R ≥ 3m log p 0 , as was to be shown.
Remark 4.6. Note by (4.3) and Proposition 3.8(i) that the relative bifurcation sets B(J i ) : i ∈ {1, 2, . . . } n , n ∈ N are mutually homeomorphic.
To end this section, we illustrate how Theorem 1 can be combined with the entropy "bridge" of Proposition 3.8(iii) to compute f (q) explicitly at some special points.
be a relative plateau generated by the word a = a 1 . . . a m . For any integer k ≥ 3, let [q L , q R ] be the relative plateau generated by the admissible word
Hence, by Theorem 1 and Proposition 3.8(iii),
Define the sets
It is well known (see [25] or [6] 
is a subshift of finite type and it consists of precisely those sequences in {0, 1} N which do not contain the word 1 k or 0 k . A standard argument (see [31] or [5, Lemma 4 .2]) now shows that h V * q L = log ϕ k−1 , where for each j ∈ N, ϕ j is the unique root in (1, 2) 
On the other hand, by (2.1),
and so
(There is one exception: If [q L , q R ] is a first-level relative plateau (i.e. an entropy plateau) generated by a = a 1 . . . a m , then the parent interval J is J ∅ = [1, M + 1]. In this case, there is no map Φ J relating h( U q L (J)) to the alphabet {0, 1}. Instead,
As shown in [5, Lemma 3.1(ii)], these two quantities are equal if (and only if) M = 2j + 1 ≥ 3, and a = a 1 := j + 1.)
The above procedure generalizes to other relative plateaus: V * q L is always a subshift of finite type of {0, 1} N , so its topological entropy can be calculated, numerically at least, by writing down the corresponding adjacency matrix and computing its spectral radius; see [31, Chap. 5].
Proof of Theorem 4
Proof of Theorem 4. Let 1 < t 1 < t 2 ≤ M + 1, and let J = J i = [q L , q R ] be the smallest relative plateau containing [t 1 , t 2 ]. Define
so we need to show that
Note first that, if t 1 = q L , then there exists δ > 0 such that U ∩ [t 1 , t 1 + δ] = ∅, and hence
. Therefore, both sides of (5.1) remain unchanged upon replacing t 1 with t 1 + δ. Consequently, we may assume that t 1 > q L .
We first demonstrate the lower bound. Since B(J) ⊂ U , we may assume without loss of generality that U ∩ (t 1 , t 2 ) = ∅. Then by the definition of J we also have B(J)
where in the last step we used the continuity of the map q → h( U q (J)) (cf. Theorem 2).
This proves the lower bound. For the upper bound, we use a compactness argument similar to that used in [23] . Recall from Theorem 3(i) that 
By the countable stability of Hausdorff dimension, we obtain
The intervals (q − δ(q), q + δ(q)) form an open cover of B(J) ∩ [t 1 , t 2 ], and since B(J) ∩ [t 1 , t 2 ] is compact, this open cover contains a finite subcover. Therefore,
Letting ε → 0, (5.2) and (5.3) together give the upper bound in (5.1), since U ∩ (q L , q c (J)) = ∅.
Proof of Theorem 5
Recall the definitions (1.10) and (1.12) ofǓ q and W q , and that W q = π q (W q ). When M = 1 we write W * q := W q . We will prove Theorem 5 indirectly, by showing that dim H W q = 0 for q ∈ C , and if q ∈ U \C , then
The result then follows from Theorem 1.
Recall that on the sequence space Ω M we are using the metric ρ from (1.9). The following lemma allows us to work with subsets of Ω M rather than sets in Euclidean space.
Proof. It is well known (see [22, Lemma 2.7] or [4, Lemma 2.2] ) that π q is bi-Lipschitz on U q with respect to the metric
Hence, with respect to the metric ρ q on Ω M , F and π q (F ) have the same Hausdorff dimension for any F ⊂ U q . The lemma now follows since ρ q = ρ log q/ log 2 .
In view of Lemma 6.1, it suffices to compute dim H W q . The next lemma facilitates this.
be a relative plateau generated by a = a 1 . . . a m , and
Proof. Since W q ⊂ U q and every sequence in W q must eventually contain the word α 1 (q) . . . α m (q), we have dim
By a trivial extension of Proposition 3.8(iii),
where U * q (1) := {(x i ) ∈ U * q : x 1 = 1}. Since Φ J is bi-Hölder continuous with exponent 1/m, it follows that
We first consider the case when q ∈ C .
Proof. If q = q KL , then dim H W q ≤ dim H U q = 0 by Proposition 4.5, which holds also for larger alphabets (cf. [30] ). And if q ∈ C 0 \{q KL }, then q = q c (J) for some relative plateau J, so thatq :=Φ J (q) = q * KL and the result follows from Lemma 6.2 and Proposition 4.5. Suppose q ∈ C ∞ . Then q ∈ U ⊂ V by Proposition 1.4, and there are infinitely many relative plateaus J = [q L , q R ] such that q ∈ (q L , q R ]. If J is one such relative plateau generated by a word of length m, then Lemma 6.2 gives
Letting m → ∞, we obtain dim H W q = 0.
Recall the definition of B L (and B * L ) from (4.1).
The proof uses the following lemma.
Lemma 6.5. Let G = (V, E) be a strongly connected directed graph with adjacency matrix A, and let γ be the spectral radius of A. Let P u,v k be the set of all directed paths of length k in G starting from vertex u and ending at vertex v. Then there are constants 0 < C 1 < C 2 such that the following hold:
Proof. By the Perron-Frobenius theorem, γ is an eigenvalue of A and there is a strictly positive left eigenvector v = [v 1 . . . v N ] of A corresponding to γ, where N := #V . We may normalize v so that max v i = 1. Set 
Hence there is a vertex u in V such that
Let L be the length of the shortest path in
This proves (i). The proof of (ii) is standard (cf. [31, Chap. 4] ).
Recall from [27] that the Komornik-Loreti constant q KL = q KL (M ) satisfies
where for each i ≥ 1,
Here (τ i ) ∞ i=0 = 0110100110010110 . . . is the classical Thue-Morse sequence. In the proof below we use the sets
It is well known (see [25] or [5] ) that dim H U q = dim H V q for every q.
Proof of Proposition 6.4. Fix q ∈ B L . Then q > q KL , so α(q) ≻ λ 1 λ 2 . . . , and hence there is a number l 0 ≥ 1 such that α 1 . . . α l 0 −1 = λ 1 . . . λ l 0 −1 and α l 0 > λ l 0 , where for brevity we put
By [2, Lemma 3.16 ] (see also [5] ), there is an increasing sequence (l n ) of integers with l n > l 0 such that for each n, there is an entropy plateau
Fix therefore an integer n, and put p := p L (n), and l := l n . Then V p is a subshift of finite type, characterized by
We represent V p by a labeled directed graph G = (V, E, L) in the usual way: the set V of vertices consists of allowed words in V p of length l − 1, and there is an edge uv from u = x 1 . . . x l−1 to v = y 1 . . . y l−1 if and only if x 2 . . . x l−1 = y 1 . . . y l−2 and x 1 . . . x l−1 y l−1 is an allowed word in V p , in which case we label the edge uv with y l−1 .
Assume first that V p is transitive, so the graph G is strongly connected. Let γ be the spectral radius of the adjacency matrix of G, and let C 1 , C 2 be the constants from Lemma 6.5(i). Put C := max{C 2 , C −1
Since the Hausdorff dimension of a subshift of finite type is given by its entropy, we have
Let (m j ) j∈N be any strictly increasing sequence of positive integers with m 1 > l such that α 1 . . . α − m j is admissible for each j. We claim that for each j there exists a connecting block b 1 . . . b n j such that α 1 . . . α − m j b 1 . . . b n j u is an allowed word in U q . This follows essentially from the proof of [2, Proposition 3.17], but for the reader's convenience we sketch the main idea.
Set i 0 := m j . Recursively, for ν = 0, 1, 2, . . . , proceed as follows. If i ν < l 0 , then stop; otherwise, let i ν+1 be the largest integer i such that α iν −i+1 . . . α iν = α 1 . . . α i + .
(If no such i exists, set i ν+1 = 0.) We now argue that (6.3) i ν+1 < i ν for every ν.
This will follow once we show that α 1 . . . α k ≻ α 1 . . . α k + for every k ≥ l 0 . This inequality is clear for k ≥ 2, since q > q KL implies α 1 > α 1 . On the other hand, if l 0 = 1, then α 1 > λ 1 ≥ λ 1 + > α 1 + , yielding the inequality for k = 1 as well.
In view of (6.3), this process eventually stops, say after N = N (j) steps, with i N < l 0 . It is easy to check that α 1 . . . α Since |u| = l − 1 ≥ l 0 , it can be verified using the admissibility of α 1 . . . α − iν for each ν that α 1 . . . α − m j b 1 . . . b n j u is an allowed word in U q . Here we emphasize that the length n j of the connecting block depends only on m j , since the word u is fixed throughout.
We now construct sequences (r j ) and (R j ) as follows: set R 0 = m 1 + n 1 , and inductively, for j = 1, 2, . . . , we can choose by (6.2) and Lemma 6.5 an integer r large enough so that (6.5) (log 2 γ − s)r ≥ (R j−1 + m j+1 + n j+1 + l − 1)s + (j + 2) log 2 C and (6.6) #P u,u r ≥ C −1 γ r .
Put r j := r, and R j := R j−1 + r j + m j+1 + n j+1 , to complete the induction step. We also set
Now let Y be the set of sequences (y i ) in Ω M satisfying the following requirements for all j ≥ 0:
(1) y M j +1 . . . y M j +m j+1 = α 1 . . . α − m j+1 ; (2) y N j +1 . . . y N j +n j+1 = b 1 . . . b n j+1 ; (3) y R j +1 . . . y R j +l−1 = u; (4) y R j +l . . . y M j+1 +l−1 = the word formed by reading the labels of any path of length r j+1 in G that starts and ends at u.
Note that (4) is consistent with (1) despite the overlapping definitions, since for each j, u is a prefix of α 1 . . . α − m j . By the construction of the connecting block b 1 . . . b n j+1 , the word y M j +1 . . . y M j+1 is allowed in U q , for each j. It now follows easily that Y ⊂ W q .
Next, we construct a mass distribution on Y. Let t j denote the number of words satisfying the requirement of (4) above, and note that by (6.6), It is easy to see that Kolmogorov's consistency conditions are satisfied, so that µ defines a unique mass distribution on Y. We claim that r i log 2 γ, using that log 2 γ > s and M j+1 = R j + r j+1 . For j = 0 this last expression reduces to (R 0 + l − 1)s + 2 log 2 C = log 2C . For j ≥ 1, it can be written as (R j−1 + m j+1 + n j+1 + l − 1)s + (j + 2) log 2 C − j−1 i=1 r i log 2 γ − r j (log 2 γ − s), which is ≤ 0 by (6.5). Thus, in either case, we obtain (6.11).
By the mass distribution principle, (6.11) implies dim H W q ≥ dim H Y ≥ s, as required. Finally, since s < dim H U p was arbitrary, we conclude that dim H W q ≥ dim H U p .
When V p is not transitive, V p contains by [2, Lemma 5.9] a transitive subshift Z p of finite type with the same entropy log γ, and α(p) ∈ Z p . Hence the directed graph associated with Z p still contains the vertex α 1 . . . α l−1 , and the above argument goes through with Z p replacing V p .
Proof of Theorem 5. Note that W q = ∅ for any q ∈ (1, M + 1] \ U . In view of Propositions 6.3 and 6.4 it remains to prove the theorem for q ∈ U \ (C ∪ B L ). Then q ∈ U ∩ (q L , q R ] for some relative plateau [q L , q R ]. Assume J = J i = [q L , q R ] is the smallest such plateau, and let its generating word be a 1 . . . a m . Then either q ∈ B(J) or q is the left endpoint of J ij for some j ∈ N. Letq :=Φ J (q). Thenq ∈ B * L , so using Lemma 6.2, Proposition 6.4, and Proposition 3.8(iii) we obtain
h U * q m log 2 = h( U q (J)) log 2 .
By Lemma 6.1 and Theorem 1 this implies dim H W q = log 2 log q dim H W q = h( U q (J)) log q = f − (q), completing the proof.
