Abstract. We give a coarse classification of constant mean curvature (CMC) immersions of cylinders into R 3 via the loop group method. Particularly for this purpose, we consider double loop groups and a new type of "potentials" which are meromorphic 1-forms on Riemann surfaces.
Introduction
The goal of this paper is to give a coarse classification of immersions of cylinders into R 3 of constant mean curvature (CMC) via the loop group method [13] . According to [13] one can construct every CMC-immersion of mean curvature H = 0 which does not only parametrize part of a sphere from a simply-connected domain D ⊂ C into R 3 in four steps as follows:
Step 1: Choose any holomorphic 2×2-matrix differential form η = A(z, λ)dz, of which the diagonal elements are even functions of λ ∈ C * , the off-diagonal elements are odd functions of λ ∈ C * , and the powers of λ are ≥ −1. Assume detA −1 = 0, where A −1 is the coefficient matrix of the λ −1 term of η.
Step 2: Solve the ODE dC = Cη.
Step 3: Perform an Iwasawa splitting: C = F W + , where F = F (z,z, λ) is unitary for all z ∈ D, λ ∈ S 1 , and W + has a Fourier expansion relative to λ without negative exponents.
Theorem 1.1 ([13]). F is, for every fixed λ ∈ S
1 , a frame of some immersion of constant mean curvature H = 0.
Step 4: Form Ψ λ (z) = − (Sym-Bobenko Formula). Then Ψ λ is a CMC-immersion of mean curvature H = 0 from D to R 3 ∼ = su (2) . Moreover, every CMC-immersion of mean curvature H = 0 different from a Riemann sphere S 2 can be obtained this way.
This is called the "generalized Weierstrass representation" of CMC-immersions. Obviously, the procedure outlined above invariably leads to a CMC-immersion. The only variable input parameters are the choice of η and the initial condition for C. If one has a certain CMC-immersion in mind, then if η is chosen "right", one can choose the initial condition C(z 0 , λ) = Id, where z 0 ∈ D is some fixed "base point". In general, however, one does not know precisely what η to choose. Therefore, one chooses η "of reasonable shape" and makes additional "adjustments" via the initial condition of C, to finally construct an immersion with specifically desired properties [9] , [8] .
At any rate, the choice of η is important. It has been known since [13] that one can replace the holomorphic differential form η by some meromorphic differential form ξ of the form ξ = λ −1ξ , whereξ is meromorphic on D. Moreover if the initial condition at some base point z 0 ∈ D is C(z 0 , λ) = Id, then there is a bijective relation between the "normalized potentials" ξ = λ −1ξ and the CMC-immersions ( = S 2 and H = 0) from D into R 3 . Clearly, the ultimate goal is to understand in detail what data η to choose for the construction of all CMC-immersions from some Riemann surface M to R 3 . (Note that a real 2-dimensional manifold S which does admit an immersion into R 3 of constant mean curvature carries a complex structure, i.e., S is a Riemann surface.) It is thus natural to look for potentials with additional properties, which are at least necessary for immersions descending from the universal cover D of M to M.
For non-compact M it has been shown in [9] , [8] that the CMC-immersions from M to R 3 can be obtained by the generalized Weierstrass representation outlined above from a holomorphic potential η on M, which is invariant under the fundamental group π 1 (M) → Aut(D), i.e., from a holomorphic differential (1, 0)-form on M.
In this paper we present a new type of potential, which does exist for every CMCimmersion, from D to R 3 , where D is the universal cover of some Riemann surface M, and which is always invariant under at least one generator of the fundamental group π 1 (M) of M. As an application we present a "coarse" classification of all CMC-cylinders. (We would like to note that in some special cases the above mentioned new type of potentials has already been used [19] , [22] .) More precisely, in Section 2, we will give the basic notation and results for later use. We will always use (matrix) loop groups and loop Lie algebra with coefficient functions in the Wiener algebra. In particular, we will use the two main splitting theorems for loop groups occurring in this paper: the Birkhoff decomposition and the Iwasawa decomposition. In Theorem 2.9 we will introduce a new type of meromorphic 1-form on a Riemann surface M, called "meromorphic potentials". Such potentials are locally, away from poles, the same as "holomorphic potentials" defined in [13] . Such potentials are useful when one wants to show that certain monodromy matrices are unitary. In Section 3, we introduce double loop groups, and embed the framing F of a CMC-immersion into this double loop group. In Section 3.2 we associate with this a pair of potentials, where the first factor is the usual CMC-potential η(z) and the second factor is −η(z) t . In Section 3.3 we generalize the setting of Section 3.2 considerably: we consider pairs (η(z), τ(w)) where (z, w) ∈ D × D, and D denotes the complex conjugate of D. Also, here τ has in general no relation with η. We show that one can derive a generalized "frame" U = U (z, w) in two independent variables. With U one can associate complex surfaces by Sym type formulas. We plan to pursue this in more detail in a separate publication. Combining the considerations of Sections 3.2 and 3.3 we show in Section 3.4 that every frame F (z,z, λ) of some CMC-immersion is the restriction of some meromorphic "frame" U (z, w, λ); see Theorem 3.2. In Section 4, we will give the new type of meromorphic 1-form which is the restriction of a generalized potential defined in Section 3, called "skew-hermitian potential". Also, we will show how to uniquely determine this "skew-hermitian potential" from the CMC-immersion, and for the CMC-cylinder case, we will show the skew-hermitian potential is well defined on the surface. In the last section, we give a complete classification of all frame periodic CMC-immersions (which is defined in Section 5) using skew-hermitian potentials. Then we show how all CMC-cylinders are characterized among all frame periodic CMC-immersions. Finally, we give a new example of a CMC-cylinder by applying the theory presented in this paper.
Basic definitions and results

Loop groups.
In this chapter we introduce a loop group, a loop algebra and two splitting theorems. Let C r := {λ ∈ C | |λ| = r} be the circle of radius r with r ∈ (0, 1], and let D r := {λ ∈ C | |λ| < r} be the open disk of radius r. We denote the closure of D r by D r := {λ ∈ C | |λ| ≤ r}. Also, let A r = {λ ∈ C | r < |λ| < 1/r}. This is an open annulus containing S 1 . Let A r denote the closure of A r . Furthermore, let E r = {λ ∈ C | r < |λ|} be the exterior of the circle C r . For any r ∈ (0, 1] ⊂ R, we consider the twisted loop algebra and loop group:
where σ 3 = 1 0 0 −1 . We need to define special subgroups of ΛSL(2, C) σ . First we consider the twisted SU (2) r-loop group:
Note that the definition of Λ r SU (2) σ implies that F is continuous on A r and holomorphic on A r . Next, we define the twisted "plus r-loop group" and "minus r-loop group":
where B is a group of diagonal matrices in SL(2, C). If B = {Id} we write the subscript * instead of B, if B = {all diagonal matrices} we abbreviate Λ C) σ , respectively. From now on we will use the subscript B as above only if B ∩ SU (2) = {Id} holds, in particular if B is the group of all diagonal matrices with positive real entries. When r = 1, we always omit the 1. In order to make the above groups and algebras complex Banach Lie groups and Lie algebras, we restrict the occurring matrix coefficients to the "Wiener algebra" (see [17] , page 5)
We will assume from here on that all matrix coefficients are contained in the Wiener algebra A. It is well known that the Wiener algebra is a Banach algebra relative to the norm f = |f n |, and that A consists of continous functions. Moreover, with coefficients in A, the loop groups and loop algebras defined above are Banach Lie groups and Banach Lie algebras.
From [13] , we quote the following two splitting theorems. 
where w n = 
Holomorphic and normalized potentials. Let
, be the associated family of (conformal) constant mean curvature H = 1/2 immersions, where
1 , be the extended framing of Ψ λ (see [6] ). It is well known (see also the Introduction) that Ψ λ can be obtained from F by the Sym-Bobenko Formula (2.2.1)
where we have set λ = e it . Next we quote Lemma 4.5 in [13] . 
where f is a non-vanishing meromorphic function and Q is a holomorphic function such that there exists a meromorphic solution
that is, with F as given above and with
3. Dressing and symmetries. Let F be the set of extended framings of CMC-
where (h + #F )(z,z, λ) is the unitary part of the unique Iwasawa decomposition in Λ r SL(2, C) σ and g + its positive part. Let F Id be the set of normalized extended framings with base point z 0 ∈ D i.e., F ∈ F Id if and only if
We will say that h + #F is obtained from F by dressing with h + . We will also define the dressing on the level of holomorphic extended framings. Let C be the solution of dC = Cη in Theorem 2.3 with some initial condition
We will say thatĈ is obtained from C by dressing with h + . To see how the surface is changed by dressing with h + , one needs to perform an Iwasawa decomposition of h + F =FW + , where C = F · W + is the Iwasawa splitting of C. ThenF ∈ Λ r SU (2) σ is the frame for a new CMC-immersion. This change in the frame from F toF is non-trivial. Moreover, the associated change on the surface level is also non-trivial.
Invariant potentials and the monodromy problem.
In this subsection, we will consider the construction of CMC-immersions with H = 1/2 from surfaces with a non-trivial fundamental group. The essential point in the construction of CMC-immersion here is the "Monodromy problem". Before we state the definition of a monodromy matrix, we recall [10] . 
More generally we have the following definition. 
Remark 2.7. Here the k defined above is the change of coordinate of a CMC surface. Note that:
(1) If M is C, then from [7] , without loss of generality we can assume k = Id.
(2) Moreover, if M is non-compact, then for the same argument above, we also can assume k = Id. (3) Actually k is irrelevant for the resulting CMC surface, since k goes away in the Sym-Bobenko Formula.
It will be particularly convenient to have G + = Id. We have the following necessary and sufficient condition for such a monodromy. 
Proof. "⇒" Let C be the solution to dC = Cη, and let γ * C be the solution to
Then the uniqueness of the solutions to ODE's implies γ * C = M γ C (see [4] ). The converse statement is clear.
We now introduce the notion of a "meromorphic potential" on a Riemann surface M, which is locally equivalent to the notion of a "holomorphic potential" as described in Theorem 2.3. These two notions are, however, globally different, i.e., in general holomorphic potentials are only well defined on a universal cover of M, while meromorphic potentials as defined below are always well defined on M. 
that is, with F as given above and with
We follow the proof of Theorem 3.2 in [9] . We would like to find a W + ∈ Λ + r SL(2, C) σ such that C = F W + is meromorphic and satisfies γ * C = χ γ (λ)C for γ ∈ Γ. By Lemma 4.5 in [13] , there existsW
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where
Since k satisfies the cocycle condition (see Theorem 2.3 in [7] ), P + = P + (γ, z) satisfies the cocycle condition
From Theorem 12 in [16] , P + can be represented in the form (2.4.5)
where α : D → SL(2, C)/±Id is meromorphic. Moreover if M is non-compact, then α can be chosen holomorphic (see Corollary 4 in [16] ). Let α = α + α − be the Birkhoff decomposition of α. Equation (2.4.5) now implies that γ
+ ), and we set
Remark 2.10. As pointed out in the proof above, and as known from [9] , if M is a non-compact Riemann surface M, then there exists a holomorphic 1-form, not only a meromorphic 1-form, for every CMC-immersion from M to R 3 , i.e., there exists a holomorphic potential on M for every CMC-immersion from M to R 3 .
In general, the monodromy matrix M γ in Definition 2.6 is not uniquely determined. We have two possibilities: either the associated family of an immersion Ψ λ has umbilic points or the associated family of an immersion Ψ λ does not have umbilic points. If Ψ λ has umbilic points, then the monodromy matrix M γ considered in Definition 2.6 is uniquely determined up to a sign, because the isotropy group of Ψ λ consists of ±Id only. If Ψ λ does not have umbilic points, then the monodromy matrix M γ considered in Definition 2.6 is not uniquely determined, because the isotropy group is (in general) not trivial. If we take an element B + of the isotropy group, then M γ B + is also a monodromy matrix in the sense of Definition 2.6.
However, if η is an invariant potential on M, meromorphic or holomorphic, then for γ ∈ Γ the matrix M γ satisfying γ * C = M γ C is uniquely determined and γ → M γ is a group homomorphism. We are still interested in the more general definition given in Definition 2.6, since in general M γ may not be unitary on S 1 , while M γ B + is unitary on S 1 for some B + in the isotropy group (see e.g. [8] ). For more details on this issue we refer to [10] .
As pointed out just above, the monodromy matrix M γ obtained in Proposition 2.8 is, in general, not unitary on S 1 . However, in order to construct CMCimmersions on M = Γ \ D we need unitary monodromy (together with the closing conditions). If M γ B + is unitary, we can continue with the construction of an immersion defined on M. If there is no B + in the isotropy group such that M γ B + is unitary, then one can try to find at least some dressing transformation, which changes the given monodromy matrix M γ B + into a unitary monodromy matrix.
Let 0 < r < 1 and let M : 
As a corollary of the above theorem, for a monodromy matrix of C defined in Proposition 2.8, we have the necessary and sufficient condition for being unitarizable. Note, if a monodromy matrix for a holomorphic extended framing is unitary, then after Iwasawa splitting, the extended framing admits the same monodromy matrix. By the Sym-Bobenko Formula this yields an immersion Ψ λ satisfying γ
, where R(λ) is a rigid motion. We let M γ ∈ ΛSU (2) σ be a monodromy matrix of F . Then we obtain the following necessary and sufficient condition for the closing of a surface Ψ λ=λ 0 with respect to γ. Also for the main result of this paper (Theorem 5.8) it will be useful to consider meromorphic extensions to two complex variables. To explain this in detail one needs to consider double loop groups. Following [14] , but interchanging "+" and "−" and "R"and "r", we set
where 0 < r < R. Moreover g 2 ) ∈H; g 1 and g 2 extend holomorphically to A r and g 1 
We quote Theorem 2.6 in [14] . 
is an analytic diffeomorphism onto its image.
We would like to point out that the proof of the theorem above is almost verbatim the proof given in the basic splitting paper [2] . Below we show how this implies the well-known r-Iwasawa decomposition Theorem 2.2 (see also [12] ).
Proof of Theorem 2.2. Let
where R = 1/r, |λ| = r and |µ| = R. From Theorem 3.1 above we infer that one can write
Spelling this out we obtain
where U (r) and U (R) denote the boundary values of U on C r and C R , respectively. The second equation is equivalent with
Replacing µ by 1/λ we obtain
A comparison with (3.1.2) shows
.
Equation (3.1.6) is the Birkhoff decomposition of a self-adjoint loop
Therefore W = Id, and the right-hand side loop of (3.1.6) is defined on C ∪ {∞}. Hence q(λ) is constant. Since q(λ) is also a positive definite matrix, we obtain q(λ) = k, where k is a λ independent diagonal matrix with entries k 0 , k −1 0 > 0. We setŨ = Uk, wherek is the λ independent diagonal matrix with entries
We have g(λ), g(1/μ)
Moreover, from (3.1.6) we obtainŨ , henceŨ (λ) is unitary on S 1 . 2 3.2. CMC-potentials in the double loop group picture. In this subsection, since the extended framing F (z,z, λ) of a CMC surface is defined on the unit circle |λ| = 1, we use r = R = 1. Let C = C(z, λ) = F W + be a holomorphic extended framing of some CMC-immersion. Using the embedding discussed in the last section we consider
If η = η(z, λ) denotes the Maurer-Cartan Form of C, η = C −1 dC, then the MaurerCartan Form of the image under the map (3.2.1) is given by
We would like to point out that
Extended framings in two complex variables.
In this subsection, we consider a procedure that is converse to the construction discussed in the previous section. To motivate the approach below we rephrase the second equation of (3.2.3) as
where w =z and µ = 1/λ. Thus 
where z ∈ D, w ∈ D, λ ∈ C, |λ| = r, µ ∈ C and |µ| = R, and η k and τ m are holomorphic differential 1-forms. Let C and R denote the solutions to the differential equations
where z 0 ∈ D and w 0 ∈ D. We consider the generalized Iwasawa decomposition of Theorem 3.1:
In view of the initial conditions and the fact that the big cell in the double loop group is open, we can assume W = Id, if (z, w) is sufficiently close to (z 0 , w 0 ). Thus
and U = U (z, w, λ) is meromorphic in two complex variables z and w (see [18] ).
Meromorphic extensions of extended framings.
In this section, we show that extended framings have unique meromorphic extensions. This follows essentially from the previous two sections.
Theorem 3.2. Let F (z,z, λ), z ∈ D, be a extended framing of any CMC-immersion. Then there exists a λ independent diagonal matrix l(z,z) ∈ SL(2, C), and
Proof. Let F = F (z,z, λ) be the extended framing of some CMC-immersion. Let C(z, λ) = F (z,z, λ)W + (z,z, λ) be a holomorphic extended framing. We note that
, where w ∈ D is independent of z. Then the pair (C(z, λ), R(w, λ)) corresponds to a potential (η, τ ) as considered in the previous section:
We thus obtain C(z, λ) and R(w, λ) as the solutions to dC = Cη, z ∈ D, and dR = Rτ , w ∈ D, where we also use C(z 0 , λ) = Id and R(w 0 =z 0 , λ) = Id. As in the previous section we obtain (using the unique generalized Iwasawa decomposition of Theorem 3.1, i.e., H − × H +, * → H)
For w =z, (3.4.3) implies that
The left-hand side is in Λ + SL(2, C) σ , and the right-hand side is in Λ − SL(2, C) σ ,
, where l is a λ independent diagonal matrix with entries l 0 , l The meromorphic extension U (z, w, λ) constructed in the proof will be called "the unique meromorphic extension" of F · l.
Remark 3.4. In view of the Sym-Bobenko Formula for CMC-immersions it is tempting to consider the 1-parameter family of complex surfaces (with singularities)
where U (z, w, λ) is the meromorphic extension of the extended framing F (z,z, λ)l(z,z). Even for arbitary potentials (η(z)dz, τ (w)dw), we expect these immersions to be of great interest to the theory of integrable surface equations. We plan to pursue this topic in a separate publication [11] .
Natural potentials for CMC-immersions
4.1. Existence of skew-hermitian potentials. In this section we consider a new type of potentials, so-called "skew-hermitian potentials", derived from a CMCimmersion from M = Γ \ D to R 3 . These potentials are meromorphic 1-forms on D. From (3.4.1), we obtain the equation
where (z, w) ∈ D × D are independent variables and U (z, w, λ) is the unique meromorphic extension of the extended framing F (z,z, λ)l(z,z). We note that in (4.1.1) we can replace w by any function of z andz. First we set w = z, then the entries of U (z, z, λ) = C(z, λ)V + (z, z, λ) −1 are meromorphic functions with respect to z. Thus, U (z, z, λ) can be considered as a meromorphic extended framing, which is obtained from C by gauging with some
where u ij , {i, j} = {1, 2}, are the entries of U −1 dU and l = diag(l 0 , l −1 0 ). We note that l 0 /l 0 is half of the logarithmic derivative of l 2 0 , and l 2 0 can be extended to all (z, w) ∈ D × D (see the proof of Theorem 3.2). Therefore the right-hand side of (4.1.2) can be extended to all z ∈ D. Clearly U (z, z, λ)l(z,z) −1 is a unitary matrix for z ∈ R ∩ D. We denote by ζ the unique extension of α, which is obtained by choosing the natural meromorphic extension of (4.1.2) via the unique meromorphic extension of Ul −1 . Therefore we have proved the following. 
where each ζ j , j = −1, 0, 1, is a meromorphic 1-form on D and ζ is skew-hermitian for z ∈ R ∩ D.
Potentials of the form just stated will be called skew-hermitian potentials.
Remark 4.2. We note that Theorem 4.1 implies that the Maurer-Cartan form α = F −1 dF of some extended framing F has a unique meromorphic extension, while the extended framing F may not have a unique meromorphic extension.
Periods of skew-hermitian potentials.
We have shown in Theorem 3.2 that F (z,z, λ) has, up to a λ-independent diagonal factor, a meromorphic extension U (z, w, λ) to D × D. Moreover, the square of this diagonal factor has a meromorphic extension to D × D as well. Hence if α is the Maurer-Cartan form of the extended coordinate framing of some CMC-immersion, then α(z,z, λ) has a meromorphic extensionζ(z, w, λ). We set w = z; then the corresponding skew-hermitian
where h(z) = exp(1/2u(z, w))| w=z = l 2 0 (z, z) with l 0 defined in the proof of Theorem 3.2, which is the unique extension of the square root of the conformal factor e u(z,z) of a CMC-immersion. We note that h(z) is real for z ∈ D ∩ R. Also, Q is the coefficient of the Hopf differential of the CMC immersion and 
4.3.
Uniqueness of skew-hermitian potentials. We know that normalized potentials are uniquely determined while holomorphic potentials are not (see the Introduction and [13] ). It is thus natural to ask whether the new type of potential defined above is uniquely determined by a given CMC-immersion. From Section 4.2, we will consider the skew-hermitian potentials defined in (4.2.1). The following theorem implies that the skew-hermitian potential is almost uniquely determined by a CMC-immersion. 
Proof. "⇒" Since ζ andζ are meromorphic potentials for the same immersion, we know that the solutions to dC = Cζ and dĈ =Ĉζ satisfy the relation
and |l 0 | = 1. Moreoverĥ(z), which is an entry ofζ defined by (4.2.1), is real for z ∈ D ∩ R, and thus L + = ±Id or L + = diag(±i, ∓i), and by analytic continuation,
where C = F W + is the Iwasawa decomposition of C andŨ ∈ U (1).Ũ goes away in the Sym-Bobenko Formula, thus FŨ and F define the same CMC surface.
CMC-cylinders
5.1. Necessary and sufficient condition for CMC surfaces with a period.
In this section, we consider CMC-cylinders. These are homeomorphic to S 2 \ {p 1 , p 2 }, where p 1 and p 2 are different, but otherwise arbitary, points in S 2 . Using a Möbius transformation, we can move these two points to the north pole and the south pole of S 2 , and using stereographic projection from the north pole we can assume that every CMC-cylinder is an immersion from M = C \ {0} to R 3 . Then using a change of coordinates we can assume that every CMC-cylinder is an immersion from M = C/pZ, where p is a real number. Since the fundamental group of a CMC-cylinder is generated by a single period, p ∈ R, we can, by Corollary 4.4, assume that the corresponding skew-hermitian potential is well defined on M = C/pZ. Proof. Let C be the solution to dC = Cζ, C(0, λ) = Id, where 0 ∈ D = C. Since ζ is skew-hermitian for z ∈ R we obtain that C(z, λ) ∈ Λ r SU (2) σ for z ∈ R. 
Frame periodic CMC-immersions.
To illustrate the discussion above, we consider the construction of a frame periodic surface from a skew-hermitian periodic potential. It turns out that it is easy to modify the "generalized Weierstrass representation" ( [13] ) so that the first closing condition for a monodromy matrix is trivially satisfied, i.e., M | λ=1 = ±Id. To motivate our approach, assume first that ζ is the skew-hermitian potential as in (4.2.1) associated with a frame periodic surface. Let C be the solution to dC = Cζ, C(0, λ) = Id. Then C(p, λ) is a unitary monodromy matrix and C 0 (z) = C(z, λ = 1) is periodic. We use this last fact as a starting point for a "sufficiently nice potential". By the remark just made, every frame periodic CMC surface can be obtained in this way. Let us start, conversely, from a meromorphic and periodic matrix C 0 (z) of the form
where ν and κ are periodic 1-forms of period p ∈ R and ν(z) = −ν(z). We take meromorphic 1-forms h(z) and g(z) on C, which are periodic of period p, and satisfy
Then ζ(z, λ = 1) = ζ 0 (z) and ζ is meromorphic for z ∈ D and skew-hermitian for z ∈ R. Therefore ζ satisfies the assumptions of Proposition 5. Remark 5.6. The construction of ζ from ζ 0 carried out above shows that there is a lot of freedom. Actually, different choices of h and g yield by and large different surfaces.
5.3. Second closing conditions. Finally, we consider CMC-cylinders. By the discussion of the last section it only remains to consider the second closing condition, i.e., ∂ λ M | λ=1 = 0, where M is the monodromy matrix defined in the sense of Definition 2.6. There is a nice trick reducing the second closing condition to the vanishing of some integral [19] , [20] . We summarize the discussion of the last few sections. 
where J 2 (z) is the Bessel function of the first kind (see [3] ). If we choose k such that J 2 (k) = 0, then we obtain an example of a CMC-cylinder. In Figure 1 , we have the CMC-cylinder corresponding to two different values of k. In the left picture in Figure 1 , we use k = 5.13, the square domain 0 < x < 2π and −0.4 < y < 0.4. In the right picture in Figure 1 , we use k = 8.41, the square domain 0 < x < 2π and −0.1 < y < 0.1, where z = x + iy.
Remark 5.9.
(1) In [19] , [20] , many examples are given starting from skew-hermitian potentials. However a comparsion of the Hopf differentials of these surfaces with the example above shows that the surface given above is different from the examples given in [19] and [20] and therefore yields a new example of a CMC-cylinder. (2) The main result of this paper shows how one can construct CMC-cylinders from skew-hermitian matrices, and even better, from matrices of type C 0 . Theorem 4.5 shows that different potentials yield (by and large) different immersions. A fine classification of CMC-cylinders would be highly desirable.
