Abstract-Detection of near-ground objects occluded by aboveground vegetation from airborne light detection and ranging (lidar) measurements remains challenging. Our hypothesis is that the probability of obstruction due to objects above ground at any location in the forest environment can be reasonably characterized solely from airborne lidar data. The essence of our approach is to develop a data-driven learning scheme that creates high-resolution two-dimensional (2-D) probability maps for obstruction in the under-canopy environment. These maps contain information about the probabilities of obstruction (clutter map) and lidar undersampling (uncertainty map) in the nearground space. Airborne and terrestrial lidar data and field survey data collected within the forested mountainous environment of Shenandoah National Park, Virginia, USA are utilized to test and evaluate the proposed approach in this work. A newly developed individual tree detection algorithm is implemented to estimate the undersampled stem contributions to the probability of obstruction. Results show the effectiveness of the tree detection algorithm with an accuracy index (AI) of between 61.5% and 80.7% (tested using field surveys). The estimated clutter maps are compared to the maps created from terrestrial scans (i.e., ground truth) and the results show the root-mean-square error (RMSE) of 0.28, 0.32, and 0.34 at three study sites. The overall framework in deriving near-ground clutter and uncertainty maps from airborne lidar data would be useful information for the prediction of line-of-sight visibility, mobility, and above-ground forest biomass.
such as urban modeling [1] , [2] , discovery of archaeological features [3] , [4] , and geological feature analysis [5] [6] [7] . Because of lidar's ability to record multiple returns per an emitted laser pulse and penetrate through vegetation, it has also been widely used for forestry applications: creating digital elevation models (DEMs) within forested terrain [8] [9] [10] and in the estimation of forestry metrics [11] , [12] . Lidar point cloud data provide a 3-D representation of the vertical forest structure enabling identification of individual trees [13] [14] [15] [16] and extracting tree canopy parameters [17] , [18] . Lidar has also been used to find voids inside the forests to estimate the microwave signal attenuation [19] , [20] , intercepted photosynthetically active radiation [21] , and within-canopy line-of-sight visibilities [22] .
Measuring near-ground vegetation structure under the forest canopy is important for forest research and a variety of other problems including line-of-sight visibility and mobility estimation. However, imaging the understory structure by overhead sensors has been an extremely challenging task, especially in areas covered with dense vegetation. Even with recent advances in airborne lidar technologies and algorithms, accurate characterization of understory vegetation and visibility occlusion remains a challenging problem due to lidar undersampling of the vertical structure within this layer. Tree stems (trunks) have been of major interest in forest measurement because of their close relationship to timber production and biomass, and they are also significant elements in blocking vision and impeding movement. However, unfortunately, tree stems are usually the least sampled, and consequently, the most difficult objects to detect by airborne lidar [23] .
This study constructs a methodology to develop probabilistic maps of clutter (i.e., visibility/mobility occlusion) within forested environments by accounting for the topography, understory vegetation and near-ground objects, and tree stem contributions using airborne discrete-return lidar. The methodology developed here is generalizable such that any bare-earth extraction method and tree segmentation algorithm could be implemented to replace the proposed approaches within the workflow. The performance of estimating near-ground obstruction is also characterized with respect to the lidar sampling characteristics (or canopy density). The resultant framework and occlusion maps are expected to serve as valuable input to 3-D forest modeling and tactical operations.
The framework addresses four key components (as shown in Fig. 1 ): 1) model the contribution of the underlying topographic surface for the detection of near-ground lidar returns; 2) develop an improved segmentation algorithm to detect the individual trees and estimate the impact of tree stems and foliage contribution; 3) characterize the contribution of understory objects, such as boulders, bushes, and small trees given the undersampling inherent in below-canopy lidar data; and 4) produce high-resolution maps showing near-ground terrain features in a probabilistic manner by combining the outputs from components 1-3.
II. STUDY AREA AND DATA SETS
The primary objective of this study is to develop a scalable model for deriving spatially detailed near-ground terrain clutter maps within forested environments through exploitation of the vertical structure information captured by airborne lidar point cloud data. To attain this end, we analyzed data from airborne and terrestrial lidar surveys and in situ field surveys conducted in the Shenandoah National Park, Virginia, USA. Three study sites within the forested mountainous environment were selected with varying topography (rocky, hilly, and valley) and canopy cover at each site providing a range of terraincanopy interactions to test the proposed idea. Images of the study sites are shown in Fig. 2 . The site of "Hazel" is located in a valley and it has a relatively open vegetation cover with higher profile trees (pignut hickory as a dominant species) (see Table I ). The site of "Numbers" is located on the top of a hill and the vegetation coverage is more closed and the stem density is higher with lower profile dominant trees; 80% of the trees are chestnut oaks. The last site "Georgie" is located very close to an open rocky area but it has a similarly closed canopy cover to Numbers with a different mix of tree species. The trees in this site are stressed due to thin soils and high winds.
Discrete-return airborne lidar point cloud data (up to five returns per pulse) were collected by a Leica Geosystems ALS70 scanner in August 2012, and the lidar point density was 27.8, 31.9, and 29.6 points per square meter for Hazel, Numbers, and Georgie, respectively. The terrestrial lidar survey was performed in March and May 2012 with a Leica ScanStation C10 scanning from five positions for each plot area to create dense 3-D maps, as shown in Fig. 3 . There were one scan in the plot center and four scans around the periphery with the distance from the plot center scan ranging from 13 to 23 m. The objective was to acquire data with no major gaps in coverage due to stem occlusion while ensuring we meet an average sampling density of more than one point per square centimeter; the average point density was 2.88, 5.51, and 4.75 points per square centimeter for Hazel, Numbers, and Georgie, respectively. The field survey of tree parameters was performed in April 2012 and served as ground truth data sets. Each study site is a circle of 20-m radius, and the diameter at breast height (Dbh) for each tree stem over 10 cm in diameter was measured. Basic statistics of the tree parameters, number of trees and highest frequency tree species are shown in Table I . Tree height and Dbh were measured for all trees, and crown widths in two orthogonal directions were estimated for each dominant and codominant tree (those with higher relative canopy positions) using hypsometric techniques. The study sites have various tree species; Hazel has 13, Numbers has 8, and Georgie has 9 different tree species inside the study area.
The terrestrial lidar data serve as a "ground truth" model of the 3-D structure of the forested terrain for evaluating the performance of the developed clutter estimation method outlined in the following sections. Coregistration of the airborne and terrestrial lidar data was necessary to improve the alignment between the data sets. Although both the data sets were spatially referenced relative to the same datum and projection, a positive vertical bias of approximately 0.59 m was observed in the airborne lidar data relative to the terrestrial lidar data with a horizontal shift up to 0.8 m, generally in the south and east directions. In contrast, the in situ field survey data of stem locations compared to their locations measured in the terrestrial lidar point cloud aligned very closely. Due to the natural complex geometry of the forested and mountainous environment and differences in point cloud density, standard point-to-point geometric feature matching (e.g., linear features like building edges [24] , [25] ) and transformation was not suitable.
Long occupation static GPS was used to set benchmarks in open forested regions near each study site that were not subjected to multipathing and constellation view occlusion. Total stations were then used to transect into the forest and georeference tree stem measurements acquired during the field survey as well as georeference targets used for registration of the terrestrial lidar scans. The terrestrial lidar survey data and field survey data closely aligned and were considered to be of higher order accuracy compared to the airborne lidar data. A commercial data provider collected the airborne lidar data and details on the calibration process implemented were not available. Initially, it was thought that the observed offsets may stem from a difference in datum specifications between the airborne and ground data (i.e., improper metadata). After examining the effects of datum shifts for candidate suspects, this was determined not to be the cause. Therefore, it is suspected that at least a portion of the observed vertical bias may stem from longer period GPS error induced in the aircraft trajectory that may not have been removed (e.g., vertical shifting relative to RTK GPS road profiles). Additional sources of error include poorly calibrated biases in the bore-sighting parameters relating the system components as well as biases in the system measurements (e.g., ranges and mirror angles). Over highly sloped terrain planimetric errors can amplify vertical error leading to further accuracy degradation.
To register the airborne lidar data set to the terrestrial scans a two-stage approach was implemented. First, the upper level of the canopy as represented by the terrestrial lidar point cloud and airborne lidar point cloud was segmented. The upper canopy had the densest representation by the airborne scan and provided the most identifiable 3-D structure features (tree tops) between the two data sets. A variant of the iterative closest point (ICP) algorithm was then implemented on the segmented clouds to determine the optimal transformation parameters (translation and rotation) for registration of the airborne point cloud with the terrestrial lidar point cloud [26] [27] [28] . Although translation was significant, rotation offset was minor with only a slight heading correction (rotation about the z-axis) applied. This transformation served to align the scans horizontally. Second, a residual vertical offset was then determined by differencing bare-earth DEMs derived from the transformed airborne point cloud and the terrestrial point cloud (see Section III for DEM details). The mean elevation offset computed within the area of overlap was then subtracted from the transformed airborne cloud to provide a final vertical correction. Due to slight differences in misalignment between study sites, the aforementioned registration approach was applied individually to each study site. This enabled close alignment between scans for algorithm performance evaluation.
III. METHODOLOGY

A. Bare-Earth Surface
Modeling of the bare-earth surface using discrete-return airborne lidar data first commences by classifying the point set into ground and nonground points [29] , [30] . In this study, the last return airborne lidar data were filtered to remove nonground points using a triangular irregular network (TIN) densification algorithm implemented within the software LASTools [31] . The ground point filter works by generating a sparse TIN from neighborhood minima (set of points with local lowest elevation) and then progressively adds points based on certain criteria in relation to the triangle that contains the candidate [32] . The filter has several parameters that can be adjusted to impact the filter performance.
These parameters include the step size that governs the size of objects removed; a larger step size (e.g., > 5 m) implies larger objects could exist in the scene, such as buildings, and as such a smaller step size is more appropriate for natural terrain and forested landscapes. The spike parameter determines the threshold at which spikes during the TIN generation process get removed. The offset parameter determines the maximal offset up to which points above the current ground estimate get included. The search space is used to intensify the search space for initial ground points and is useful in highly varying and vegetated terrain as is the case here [31] .
In this study, a parameter setting was chosen (5-m step, extra-fine search) that provided adequate surface detail while minimizing the incorporation of near-ground occluding objects like boulders and short vegetation (see Table II ). The process for determination of these parameters is described in Section IV. The classified ground point set was then used to generate a 1-m bare-earth DEM using regularized spline under tension interpolation with cross validation [33] [34] [35] . The result is a smoothed DEM surface representation of the underlying contiguous topography.
B. Individual Tree Segmentation
To overcome the lidar undersampling of the understory in forests, physical knowledge of trees is acquired by segmenting individual trees. Isolating individual trees allows us to estimate the essential tree parameters, such as tree height and crown dimension, which will associate the crowns with their corresponding stems. A recent study that compared eight different single tree detection algorithms in Alpine regions [36] showed that a method based on local maxima detection within a rasterized canopy height model using variable-sized moving windows performed better in general, but this approach was inferior in complex multilayered forests. A point cloud clustering-based method showed better performance in detecting trees in subdominant layers. The agglomerative clustering method [13] developed by Lee was a combination of those two approaches to maximize the detection accuracy. That method showed its success (nearly 90% detection accuracy) in identifying the individual trees in managed pine forests, but that algorithm was specifically designed for single-layered forests. In this study, an advanced approach evolved from the method in [13] is developed to be applicable for detecting both upper-story and mid/understory trees in multilayered complex forests.
As the beginning step, the algorithm attempts to identify the treetop for each tree crown in the lidar point clouds. Finding treetop points is a difficult task because of varying sizes and irregular shapes of tree crowns. It is also the most crucial step because the result severely affects the following steps. Similar to the window size of a local maximum filter, we use the search radius R to determine the minimum required tree crown radius, and the treetop point is assumed to be the highest lidar point for a particular tree crown. Given the size of R, the treetops are identified by the repeated steps: 1) finding the highest point in the whole data set (this is the first treetop found); 2) reducing the search set by removing points within the circular search region S with the radius of R, centered at the point found in the previous step; 3) finding the next highest point in the new search set acquired from step 2), and accepting this point as a TABLE II  PARAMETER AND THEIR CONFIGURATIONS USED IN THIS STUDY treetop if it is higher than any points inside S; and 4) repeating the steps 2) and 3) until the lidar points are exhausted.
Determining the size of R is another challenging problem (as demonstrated in [13] ) because, in general, R has to vary to adapt to all different sizes of trees. In this study, we develop a top-down approach in applying the size of R; we start from the biggest size of R, R max , and iteratively reduce the size of R until it reaches the smallest size of R, R min . In the range of the search radius R, [R max, R min ], the size of the interval (or step size), Δ, has to be decided. A small step size (e.g., 0.1 m) would require many iterations resulting in high computational cost, so it would be desirable to use as large a step size as possible. More details on the process used to determine the parameters for this study are provided in Section IV.
By gradually reducing the size of R, we obtain more newly added treetops, and our confidence level on these new treetops goes down. To decide if a newly found treetop is true or a false positive, we now apply spin image representation, successfully used in shape matching and 3-D object retrieval [37] , to check the top-left to bottom-right diagonal signatures that result from the spin image process for actual trees [38] . A spin image is created by mapping any point on the surface of the object in the 3-D space onto a two-dimensional (2-D) space by defining two cylindrical coordinates, alpha and beta. The radial coordinate alpha is defined as the perpendicular distance to a line along the surface normal vector for an oriented point, and the elevation coordinate beta is defined as the perpendicular distance to the tangent plane defined by the vertex normal. Thus, (alpha and beta) coordinates provide a 2-D index of a point relative to the oriented point. Instead of using fixed alpha and beta ranges in spin image computation, the ranges are acquired by a region growing algorithm (explained in the following paragraphs) on each treetop point. At each iteration with a decreasing R, we keep the seeds that are identified as real treetops and remove the others. By repeating this process until we reach R min , we acquire a complete set of real treetops, and this set represents the dominant and codominant trees in the area.
After finding treetop points, at each iteration, a region growing process is applied to associate the lidar points with the treetops. A set of lidar points grouped by this process represents an individual tree crown when the seed is a real treetop. The region growing process developed in [13] showed its success in a single-level forest structure, but to apply to multilevel forest structures, we consider the 3-D distance (rather than the 2-D horizontal distance). By taking the elevation (i.e., Z-axis) into account in searching the associated points, we could differentiate the trees separated in the Z-direction (but overlapped in X-Y space). This modification leaves a chance to identify and segment midtree and understory tree.
To associate points with the treetops, we start from the highest lidar point (which is not in the set of treetop points) and find the nearest treetop point that is above the current considered point. If the distance between the current and seed points is smaller than an interval T , the current point is assigned the same index as the treetop. The interval T is selected as small at the beginning and increased once all the lidar points in the region of interest are considered. The process is repeated until T reaches 2 m, so points that are further apart from others are not associated or indexed.
After segmenting the dominant and codominant trees from the above steps, their associated lidar points are excluded to create a new set of lidar points for searching mid/understory trees in multilayered complex forests. For this new search, first, a simple ad hoc clustering algorithm is executed to cluster points in the new set; from the highest point, we simply keep adding neighboring points (less than 1 m apart from the current point or already grouped points) until no more neighboring points are in the vicinity, and repeat this process by selecting the next highest point in the remaining point set. Next, the spin image algorithm is run on each cluster to check the existence of a tree feature. If the number of lidar points in the cluster is not sufficient to compute a spin image, then we consider that this group of points is random noise, not providing enough information to decide the existence of a tree. Hence, only a cluster of lidar points, which shows a distinct tree feature in a spin image (here, diagonal spread) is detected and classified as a tree. For a cluster to be qualified for the spin image test, the minimum number of points was set to 30. In summary, a block diagram of the proposed algorithm is shown in Fig. 4 .
C. Understory Objects
Tree stem contributions to the probability of occlusion P (O) are the primary elements in this research, so it is required to estimate the two major parameters: stem location (S xy ) and Dbh. To do so, we employed a known allometric equation Dbh=-0.16+ CD+1.22× T H developed in [39] that related our lidar-estimated parameters of tree height (T H) and crown diameter (CD) to Dbh. For computing the stem contributions P stem (O), we assumed that the likely range of each stem's Dbh has a normal distribution with variance one, in addition to its own diameter. So, P stem (O) can be expressed as
where d s is the horizontal distance from the lidar-estimated tree stem locations (S xy ).
Other near-ground understory objects include small trees, bushes, and boulders, and these also contribute to the occlusion P u.o. (O) . In this study, the "understory" is defined as the height from 0.5 to 2 m; the lower and upper bounds (0.5-2 m) are selected to be minimized from the ground classification error and counting very low objects that do not affect the visibility Fig. 4 . Flowchart of the proposed tree segmentation algorithm. Input point set A is the whole lidar data set. A' is a subset of A representing the set of points excluding those from the upper story trees. The parameters used in each step are marked; in finding treetops, R is the search radius, Rmax and R min are the maximum and minimum search radii, respectively, and Δ is the step size of R. In the region growing step, T is a gradually increasing interval to associate lidar point with the treetops.
or mobility at the height of a person or vehicle. The nonground lidar points in the understory represent these objects, but are represented sparsely depending on the density of aboveground vegetation. Considering the size of the laser footprint (15-20 cm), complete occlusion is assigned to the pixel if there is at least one lidar point inside the range of the pixel plus the approximated laser beam size (10 cm). The understory object contribution P u.o. (O) is defined as
where d u is the horizontal distance from the closest lidar point.
D. Clutter Maps
Having addressed the tree stems and other understory objects, a formal estimate for the probability of obstruction at any 2-D location (x i , y i ), P (O|X = x i , Y = y i ), over a given forested area of interest can be shown on a 2-D map by indexing as a probability from 0 (open gap) to 1 (complete obstruction) as in the following expression:
A complete obstruction was given to the pixel where any understory lidar point was found inside the range of the pixel size (here, 50 cm × 50 cm) plus the approximated laser beam size (10 cm) on the map. The lidar points in the search pool were the understory lidar points residing between 0.5 and 2 m from the surface (as described in Section III-C). And furthermore, the stem contributions to P (O|X, Y ) are also added to the contributions computed above. The contributed area by a stem is centered at the treetop location in the X-Y estimated from the airborne lidar (S xy ), and it is a combination of: 1) the size of the diameter obtained from the allometric equation and 2) the likely range assuming a normal distribution.
As a supplemental information product to the clutter map, a 2-D uncertainty map is created to show the probability of uncertainty in the understory space P (U |X, Y ) indicating the extent of the lidar undersampling in this layer. This probability reacts to changes in canopy density and structure, and ranges from a value of 0 (all lidar points reached to this layer) to 1 (no lidar points reached to this layer). This layer is a range of height from the ground surface (0 m) to the upper bound (2 m), so all ground points fall in this layer. In between 0 and 1, as defined in (4), the probability of uncertainty is a ratio of points in this layer (L under ) to all lidar points (L all ) falling within a fully extended vertical column (ground to highest lidar point recorded) within the X-Y range of the pixel size plus the approximate laser beam size (same as the case of searching lidar points for the understory object)
IV. RESULTS AND DISCUSSION
To tune the ground point filter, a sensitivity analysis was performed whereby a given parameter's value was incrementally adjusted while holding other parameters' constant. Table II shows the parameters used in this study with their configurations. Visual inspection relative to the RGB textured terrestrial lidar point cloud was then conducted to examine the effect of the parameter on the classification result. The terrestrial laser scanner has an internal coaligned RGB digital camera. The imagery is used to add texture (RGB brightness values) to each point within the terrestrial lidar scan by assigning pixel brightness values to points that fall within a given pixel. Filtering results for the airborne lidar point cloud data were then overlaid with the textured terrestrial 3-D point cloud data using 3-D visualization software to inspect how well a classified set of ground points retains the bare earth while removing near-ground objects. From the textured point cloud, features such as boulders and vegetation are easily identifiable and used to assess the performance of classification. Visual inspection was also performed using shaded-relief DEMs generated from the classified point set to examine the level of surface detail retained from a given filter run. Results showed that the adjustment of the step size parameter in combination with the search space parameter provided nice control on the level of surface roughness retained by the filter. Smaller step sizes resulted in the capture of more surface detail at the cost of increased nearground clutter, whereas a smaller search space resulted in the capture of less surface detail with the benefit of reduced clutter.
In this study, rocks or boulders are not included in the process of estimating the ground surface, which stems from the filter settings implemented for segmentation of the ground points used to model the bare-earth surface. If a decision is made later to treat such objects as a part of the estimated ground surface, this can easily be handled through adjustment of the ground point filter settings (refer to Section III); specifically, reduction of the step size in combination with an increased search space to provide a more detailed (cluttered) surface representation in the DEM. Additional control on the resultant surface roughness as represented by the DEM can be adjusted through the regularized spline interpolation routine using the smoothness and tension parameters [34] , [35] .
In the tree segmentation method developed in this study, the upper bound of the search radius R max is the size for which we are certain that the detected points are all treetops (no false alarms), and 3 m is selected for our study sites. We could choose R max as large as we want to increase the confidence level on the detected treetops with increased computational cost, but 3 m was sufficient to account for all the trees in the sites. The lower bound R min is the minimum allowable distance between trees, and 1 m was the choice in this work. With R min = 1 m, we assume that separating trees closer than 1 m is not realistic given the data density and forest complexity, and it would unnecessarily increase the false alarm rate. The average point density in our airborne lidar data sets was about 30 points/m 2 , and the average spacing between the points was close to 0.3 m. We had larger point gaps that are close to 0.45 m locally where the area is covered by a single scan line and scan angles are higher. In the range of the search radius, it is not necessary to use too fine a step size Δ, because the treetop points detected using R i are a subset of them detected using R i−Δ . However, too big a step size creates many fragmented clusters (i.e., parts of a complete tree) and we lose the chance to identify a tree if the tree consists of many clusters before it was identified as a tree in the previous iteration. It is found that 0.5 m is a moderate choice for the step size in our study by visually examining the results of other step sizes. In the process of region growing to associate points with the tree tops, the interval T was selected as 0.2 m at the beginning and increased gradually. To save the computational cost, we would want as large an initial T as is feasible, but 0.2 m was a reasonable choice considering the average spacing between lidar points in our study. The parameters and their final values used in the process are shown in Table II .
The tree segmentation algorithm proposed in this study was evaluated over the three study sites. The result of combined upper story and mid/understory treetops detected by the algorithm is shown in Fig. 5 . It is not expected that the tree locations estimated by airborne lidar and measured on the field match perfectly on the horizontal plane because the spatial location of a tree stem at the near-ground level mostly differs from the lidar-estimated treetop to some extent. Manual matching between the ground-surveyed trees and lidar-estimated trees is conducted, and the performance of the result was assessed first by counting the total number of trees (N), the omissions (O), the commissions (C), and the total number of errors (E). The overall accuracy (OA) is generally computed by counting the number of correctly estimated trees divided by the total number of trees. The OA is the same as the detection rate (DR) proposed in [15] , and in our case, these measures are the same as the producer accuracy (PA), which refers to the probability that a tree on the ground is correctly detected as a tree. Another widely used measure in combination with PA is the user accuracy (UA), which refers to the probability that the detected tree in the map is an actual tree on the ground. These two accuracy measures are used in combination to fully assess classifier performance. To account for both omission and commission, accuracy index (AI) is used, as introduced in [15] .
The accuracy measures of the tree detection result is shown in Table III . Compared to other measures, UA shows relatively higher accuracies because it only considers the detected trees, and the AI has lower accuracies in all three sites because it accounts for both omission and commission errors. Looking at PA and UA, at Numbers for example, the UA is significantly higher than the PA suggesting that the classifier is not detecting as many trees as represented on the ground (high omission error=lower PA); however, one has good confidence that the detected trees truly are represented as trees on the ground (low commission error=higher UA). Overall, considering the complexity of the study sites, our proposed tree segmentation algorithm showed excellent potential.
Many different methods have been developed for segmenting individual trees and extracting tree parameters, and efforts have been devoted to compare the existing approaches [14] , [36] . However, those comparisons had to be executed in a limited testing environment because it was difficult to consider all the elements that affect the performance (e.g., terrain, tree species, seasonal changes, lidar point density, and lidar flight parameters). Our results were directly compared to field measures to assess the validity of the proposed method in the context of the broader problem, which is to estimate the near-ground surface clutter. In future work, we can evaluate the performance of other tree segmentation algorithms relative to our method both in accuracy and computing efficiency, but in this study, the objective was to develop a framework that can segment the multistoried trees and estimate the probabilistic contribution of them to near-ground obstruction.
With the combination of the contributions of the tree stems and understory objects, the estimated clutter map in the understory space P (O|X, Y ) for each site is created [ Fig. 6(a)-(c) ]. As shown in the figure, the probability of occlusion of each pixel is an addition of the contribution of lidar-estimated tree stems to that of understory objects. The lidar-estimated stem contribution is considered as a normal distribution, and the mixture of the 2-D Gaussian-shaped circles is due to a group of tree stems in a close range. To evaluate the estimated results, we created a clutter map P truth (O|X, Y ) using the terrestrial lidar data for each site and considered them as our ground truth [ Fig. 6(d)-(f) ]. Unlike the case of searching airborne lidar points in Section III-D, the laser footprint of terrestrial lidar is relatively small, so only the points that fall in the pixel area (0.1 m × 0.1 m) are considered. Similar to the case of estimation of clutter maps from airborne lidar, complete obstruction (probability=1) is given to the pixel where any point falls in the pixel area, and no obstruction (probability=0) is assigned with the absence of points. However, to match with the resolution of estimated clutter maps (each pixel of 0.5 m × 0.5 m), 25 pixels are merged into one pixel (and those pixel values are averaged for a 0.5 m × 0.5 m pixel value).
Therefore, P truth (O|X, Y ) is also a probability map ranging from 0 to 1 with the same pixel size as that of P (O|X, Y ).
Comparing each pixel value between P (O|X, Y ) and P truth (O|X, Y ), the average difference was 0.29, 0.35, and 0.36, and the root-mean-square error (RMSE) was 0.28, 0.32, and 0.34 for Hazel, Numbers, and Georgie, respectively. As the probability ranges from 0 to 1, the worst case (average difference or RMSE = 1) occurs when the estimated occlusion is completely opposite to the ground truth in all pixels. As expected, the site, Hazel, had the best accuracy in the estimation of occlusion because of its least crown closure and lowest stem density. The accuracy in the highest stem density site, Numbers, with relatively shorter trees was obviously lower than the case of Hazel, but interestingly, it was slightly better than the case of Georgie. It seems to be that, compared to the other sites, the airborne lidar could not penetrate the closed canopy cover at Georgie, where the trees are smaller and the stems are thinner, enough to provide information in regards to the near-ground objects.
The clutter maps estimated from the terrestrial lidar point clouds P truth (O|X, Y ) were used as ground truth in our study. However, it is not known how well P truth (O|X, Y ) represents the actual environment. We believe that the terrestrial scans captured major structure in the scene, but it would require an almost infinite number of scans to represent the details. Moreover, we assume that the difference of data acquisition times between the terrestrial lidar (in March-May 2012), field survey (April 2012) and the airborne lidar (in August 2012) was another source of discrepancy in the estimations, even though no major changes were recorded in that period in the study sites other than changes due to seasonal progression. Some other sources of discrepancy include: 1) registration error between the terrestrial and airborne lidar data and 2) the field-surveyed trees were all greater than 10 cm in Dbh.
In addition, the probability of uncertainty P (U |X, Y ) in the understory space is a supplement to the clutter map to indicate the extent of the lidar undersampling in this layer. This is depicted in Fig. 7 using the site Numbers as an example. The clutter map [ Fig. 7(a) ] is shown alongside the uncertainty map [ Fig. 7(b) ]. Even though each map provides its own valuable information, it is not always convenient to visually appreciate both the clutter and uncertainty for a specific pixel (or a small local area). A united map that shows both information pieces simultaneously provides another representation of the result even though this is not clear for some locations. The uncertainty map is overlaid on the clutter map with a color scale; red is for higher uncertainty and blue is for lower uncertainty, and the clutter information is shown in shaded relief [ Fig. 7(c) ].
V. CONCLUSION
The primary goal of this research was to develop a framework for creating near-ground terrain clutter maps within complex terrain using airborne lidar measurements in a probabilistic manner. The statistically characterized environment with confidence measures in the derived map products shows the probability of occlusion in the understory P (O|X, Y ), and also airborne lidar undersampling severity P (U |X, Y ), which is an indicator of the uncertainty for the below-canopy region. The estimated obstructions P (O|X, Y ) in the map were matched well up to a point with the quasi-ground truth estimated from the terrestrial lidar. The estimated clutter map could be easily lifted up in height up to the top of forest for the estimation of forest structure at each height level, and more generally, it could be used for other applications such as prediction of line-of-sight visibility, photosynthetically active solar radiation, and ground mobility. Furthermore, the essential elements in the map, detected tree stems, and near-ground foliage, will complement the ongoing efforts to estimate the above-ground forest biomass for carbon sequestration and climate modeling studies. The accuracy of detecting individual trees by the proposed algorithm was relatively high considering the complexity and diversity of the study sites. Should an alternative algorithm for upper and mid/lower tree detection be proven better in performance, this method could be integrated here to further improve the model's performance. In addition, the algorithms developed in this study were designed to be compatible with different lidar data sets and different forest types. Future work will deal with investigating the possibility of improvement of the spatial location of a tree stem, which is a major error source in estimating the near-ground clutter because of the horizontal location discrepancy between the tree stem and the lidar-estimated treetop. With denser lidar coverage, lidar points reflected from the tree trunks could be directly used to estimate the tree stem locations, or a parametric relationship between the tree stem location and the tree crown information (e.g., the center of gravity and shape of the crown) well observed from the air could be further developed. Fullwaveform lidar generally provides much more information under the forest canopy, so we expect this approach to yield a better estimation of clutter in the lower level of forest structure.
