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RE´SUME´
Un logiciel malveillant est un programme informatique qui re´alise volontairement une
action allant a` l’encontre de l’inte´reˆt de l’utilisateur. Durant la dernie`re de´cennie, ces logi-
ciels ont particulie`rement prolife´re´ et leur niveau de complexite´ technique a drastiquement
augmente´. Dans ce contexte, l’objectif de cette the`se est le de´veloppement de me´thodes de
compre´hension des logiciels malveillants, afin d’aider l’analyste humain a` mieux appre´hender
cette menace.
Notre premier the`me de recherche est la compre´hension des logiciels malveillants a` l’e´chelle
du programme. La premie`re difficulte´ vient du fait que ceux-ci ne sont disponibles que sous
une forme exe´cutable, c’est-a`-dire naturellement compre´hensible par un ordinateur, mais pas
par un eˆtre humain. Dans cette the`se, nous nous focalisons sur les programmes exe´cutables
sur l’architecture x86, car celle-ci est la plus commune pour les ordinateurs personnels. Ces
programmes sont particulie`rement de´licats a` e´tudier, du fait qu’ils contiennent tre`s peu d’in-
formations de haut niveau, qu’ils ont la capacite´ de se modifier eux-meˆmes et que le langage
machine x86 comprend de nombreuses spe´cificite´s difficiles a` mode´liser. La situation est ag-
grave´e dans le cas des logiciels malveillants, car ceux-ci emploient souvent des protections
contre l’analyse. De nombreuses me´thodes de travail usuelles sont alors inefficaces, et c’est
pour cela que nous employons l’analyse dynamique – l’e´tude d’une exe´cution particulie`re d’un
programme –, car elle offre une plus grande fiabilite´ graˆce a` sa connaissance pre´cise de l’e´tat
de la machine.
Dans ce contexte, la premie`re re´alisation de cette the`se est une analyse a` grande e´chelle
et en profondeur des protections de logiciels malveillants. En effet, ces protections restent
peu e´tudie´es, car la recherche en se´curite´ se focalise habituellement sur le cœur des logiciels
malveillants, ou` se trouve leur logique finale. Afin de pallier cette carence, nous avons e´tudie´
des centaines d’exemplaires de logiciels malveillants, soigneusement se´lectionne´s pour leur
dangerosite´. En mesurant de fac¸on automatique un ensemble de caracte´ristiques originales,
nous avons pu alors montrer l’existence d’un mode`le de protection particulie`rement pre´valent
dans ces programmes, qui est base´ sur l’auto modification du code et sur une limite stricte
entre code de protection et code utile.
La deuxie`me re´alisation de cette the`se est l’e´tude des algorithmes cryptographiques dans
les protections de logiciels malveillants. Dans les cas ou` ces algorithmes cryptographiques
vappartiennent au domaine public, le proble`me est alors de reconnaˆıtre l’imple´mentation d’un
algorithme connu dans un programme en langage machine. Cela est rendu particulie`rement
difficile dans les protections de logiciels malveillants, car elles sont conc¸ues spe´cifiquement
pour rendre ce type d’analyse complique´. Pour re´pondre a` cette proble´matique, nous avons
de´veloppe´ une me´thode d’identification d’imple´mentations cryptographiques adapte´e aux pro-
grammes en langage machine prote´ge´s. Nous avons valide´ notre approche en identifiant de
nombreuses imple´mentations d’algorithmes cryptographiques – dont la majorite´ sont com-
ple`tement invisibles pour les outils existants –, et ceci en particulier dans des protections
singulie`rement obscures de logiciels malveillants. Cela nous a permis de montrer que les
logiciels malveillants Storm Worm et Silent Banker avaient la meˆme erreur dans leur imple´-
mentation de l’algorithme TEA (contrairement a` ce que mentionnent les analyses existantes).
Notre second the`me de recherche est la compre´hension des logiciels malveillants a` l’e´chelle
du re´seau. En effet, il est devenu commun pour les machines sous le controˆle d’un logiciel
malveillant de recevoir des ordres par Internet, et de constituer alors ce qu’on appelle un
re´seau de machines zombies (un botnet). L’ope´rateur de ce re´seau peut ainsi coordonner les
actions des machines infecte´es, par exemple pour de´clencher des attaques de de´ni de service. Il
existe trois grandes me´thodes d’e´tude des botnets : l’infiltration sur Internet, la construction
d’un mode`le the´orique pour le simuler, et finalement l’e´mulation, c’est-a`-dire la reconstitution
comple`te du re´seau dans un environnement de laboratoire avec de ve´ritables machines infec-
te´es. Cette dernie`re approche permet une grande rigueur scientifique, graˆce a` son controˆle
sur l’environnement, et e´vite d’impliquer de ve´ritables utilisateurs.
La re´alisation de cette the`se dans ce the`me est la validation de l’e´mulation comme me´-
thode d’e´tude a` grande e´chelle des botnets. Pour ce faire, nous avons de´veloppe´ ce qui est,
a` notre connaissance, le premier environnement d’e´mulation de botnets de plusieurs milliers
de machines. Graˆce a` cela, nous avons montre´ que l’exploitation d’une vulne´rabilite´ du pro-
tocole pair-a`-pair du botnet Waledac permet de prendre le controˆle de ce re´seau. A` cet effet,
nous avons reproduit comple`tement ce botnet avec 3 000 machines infecte´es dans notre envi-
ronnement d’e´mulation, et nous avons exploite´ sa vulne´rabilite´ de multiples fois en prenant
diffe´rentes mesures. De plus, nous avons de´couvert que le choix de distribuer la meˆme cle´
cryptographique aux machines infecte´es n’e´tait pas une grossie`re erreur des ope´rateurs de
Waledac, mais plutoˆt un compromis pour optimiser les performances du re´seau.
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ABSTRACT
Malicious software —also called malware— takes actions against a computer user’s inter-
est, e.g. by stealing its banking information, or by sending spam with its email account. In
the last decade, this kind of software has significantly proliferated and their level of technical
complexity has dramatically increased. In this context, the main goal of this thesis is the
development of malware analysis methods to help human analysts better comprehend the
threat it represents.
Our first research theme is to address our understanding of malicious software with pro-
gramme analysis techniques. The first difficulty comes from the fact that malware is typically
only available in its machine-understandable executable form that is very hard for a human
to comprehend. In this thesis, we focus on executable programmes on the x86 architecture,
the most common among personal computers. These programmes are particularly difficult to
analyse since they contain very little high-level information, they have the capacity of modi-
fying themselves, and the x86 machine language includes many idiosyncrasies that are hard
to model. The situation is made worse in the case of malware as they often employ protection
techniques to counter programme analysis efforts. Several common analysis methods are thus
rendered useless, and this is why we employ dynamic analysis —the study of a particular
execution of a programme— as it offers great flexibility due to its precise knowledge of the
internal state of the machine.
In that context, the first achievement in this thesis is the large-scale and in-depth analysis
of malware protection techniques. Indeed, these protections have not been studied very much
as security research usually centers on the core code of the malware, where the final “pay-
load” logic hides. In order to fill this gap of knowledge, we have studied hundreds of malware
samples, carefully selected according to their threat level. By automatically measuring a set
of original characteristics, we have been able to demonstrate the existence of a particularly
prevalent model of protection in these programmes that is based on self-modifying code and
on a strict delimitation between protection code and payload code.
The second achievement of this thesis is the study of the use of cryptographic algo-
rithms in malware protections. Where the cryptographic algorithms used are from the public
domain, the problem consists in recognising the implementation of a known algorithm in
machine code. This is made difficult in malware protections as they are specifically designed
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to make this kind of analysis intractable. To address this problem, we have developed an
identification method for cryptographic implementations adapted to protected machine lan-
guage programmes. We have validated our approach by identifying several implementations
of cryptographic algorithms —the majority unidentified by existing tools— and this even in
particularly obscure malware protection schemes. This has allowed us to demonstrate that
the Storm Worm and Silent Banker malware had the same implementation error in the TEA
algorithm (contrarily to what previous analysis had mentioned).
Our second research theme is the understanding of malware at the network scale. In-
deed, it has become common for machines under the control of malware to receive commands
through the Internet, constituting network of robots or botnet. The operator of this botnet
can coordinate the actions of infected machines, for example by initiating Denial-of-Service
attacks. There are three overall methods for studying botnets: infiltration on the Internet,
construction of a theoretical model and simulation, and emulation, i.e. the reconstitution of
the botnet in a laboratory environment with truly infected machines. This last approach
allows a high level of scientific rigour, thanks to its control of the environment, and avoids
having to involve real users.
The achievement of this thesis within this theme is the validation of the emulation ap-
proach as a method to study botnets at scale. To do this, we have developed what is, to
our knowledge, the first emulation environment for botnets involving several thousands of
machines. Thanks to this, we were able to validate the viability of the use of a vulnerabil-
ity in the peer-to-peer protocol in the Waledac botnet to take over this network. We have
to that end completely reproduced this botnet with 3 000 infected machines in our emula-
tion environment, and we have exploited its vulnerability several times, each taking different
measurements. In addition, we have discovered that the choice to distribute the same crypto-
graphic session key to all infected machines was not an implementation error by the Waledac
operators, but rather a compromise to optimise the performance of the botnet.
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De´finitions. Un logiciel malveillant est un programme informatique qui re´alise volontaire-
ment une action allant a` l’encontre de l’inte´reˆt de son utilisateur. Conceptuellement, cela se
traduit par la combinaison d’un moyen de propagation et d’une charge utile. Cette dernie`re
est la partie du logiciel malveillant qui re´alise lors de l’exe´cution son objectif final, comme
re´cupe´rer des informations bancaires, ou encore envoyer des pourriels. Par exemple, Melissa,
un logiciel malveillant rendu ce´le`bre par son grand nombre de victimes a` la fin des anne´es
90, commenc¸ait par effacer des fichiers ale´atoirement choisis sur le disque de la victime – la
charge utile – puis s’envoyait en pie`ce jointe d’un courriel aux 40 premie`res personnes du
carnet d’adresses – le moyen de propagation.
De nos jours il est devenu commun pour les machines sous le controˆle d’un logiciel malveillant
de recevoir des ordres par Internet, et de former alors ce qu’on appelle un botnet, un re´seau de
machines zombies. L’ope´rateur de ce re´seau peut ainsi coordonner les actions des machines
infecte´es, par exemple pour de´clencher des attaques de de´ni de service contre des sites Inter-
net, en les sollicitant plus qu’ils ne peuvent le supporter.
Prolife´ration. La dernie`re de´cennie a vu une augmentation substantielle du nombre de logi-
ciels malveillants propage´s sur Internet. La compagnie AV-TEST de´clare par exemple avoir
collecte´ plus de 30 millions de nouveaux fichiers malveillants pour l’anne´e 2012 [5], alors
qu’ils en avaient moins d’un million en 2005. De son coˆte´, l’e´diteur antivirus Kaspersky an-
nonce avoir de´tecte´ plus de 200 000 fichiers malveillants par jour durant la fin de l’anne´e
2012 [83].
Il convient toutefois de relativiser ces nombres astronomiques par le fait qu’ils ne repre´sentent
pas des logiques malveillantes diffe´rentes, mais des fichiers. En particulier, ceux-ci peuvent
en fait eˆtre membres d’une meˆme famille, c’est-a`-dire de´river d’une base de code commune,
et donc provenir d’un meˆme auteur. Certaines familles ont notamment la capacite´ d’infecter
des programmes be´nins, afin que ceux-ci transportent ensuite leur charge utile malveillante,
cre´ant alors des milliers de fichiers diffe´rents. De plus, il est devenu commun pour les logiciels
2malveillants de ne pas eˆtre distribue´s sous leur forme d’origine, mais d’eˆtre d’abord transfor-
me´s par l’ajout de protections contre l’analyse humaine et la de´tection par les antivirus. Cette
transformation a habituellement la proprie´te´ de pouvoir produire a` partir d’un meˆme fichier
initial un ensemble de fichiers syntaxiquement diffe´rents ayant tous le meˆme comportement.
Afin de rendre compte de la production de logiciels malveillants il est donc pre´fe´rable de
raisonner a` partir de la notion de famille, plutoˆt que celle de fichier. Par exemple, l’outil de
suppression de logiciels malveillants de Microsoft s’attaquait a` 61 familles en 2006 [17], alors
qu’en mai 2013 il en cible de´sormais 165 [102]. Ces familles sont se´lectionne´es a` cause de leur
forte pre´valence sur les ordinateurs avec un syste`me d’exploitation Windows. Au moment de
l’e´criture de cette the`se, l’e´diteur antivirus ESET re´fe´rence environ 1 500 familles de logiciel
malveillants dans son encyclope´die [59], dont 38 nouvelles ont e´te´ ajoute´es de mars a` mai
2013. Ainsi, des logiciels malveillants continuent d’eˆtre cre´e´s, et cette production ne donne
pas de signe d’essouﬄement.
Motivations. Ces logiciels malveillants sont des cre´ations humaines, et leur prolife´ration est
donc due a` des raisons propres aux humains. S’il fut une e´poque ou` l’ego des auteurs de logi-
ciels malveillants e´tait leur principale motivation, ce sont de´sormais des conside´rations plus
mate´rialistes qui les occupent. Par exemple, des motivations ge´opolitiques sont re´cemment
apparues au grand jour, telles que l’espionnage [98], ou encore l’attaque d’infrastructures
critiques [65]. Mais c’est le gain financier aux de´pens de simples utilisateurs, ou d’entreprises,
qui demeure l’objectif de la majorite´ des logiciels malveillants rencontre´s sur Internet. C’est
sur ces logiciels malveillants « grand public » – qui ne ciblent pas de victimes particulie`res –
que nous nous focaliserons dans cette the`se.
Professionnalisation. Comme toute organisation dont l’objectif est le profit, la production
de logiciels malveillants a subi diverses transformations dans le but de maximiser ses gains.
Ainsi, il est devenu courant qu’un tel logiciel soit conc¸u, distribue´ et ope´re´ par des groupes
diffe´rents, qui se spe´cialisent pour augmenter leur efficacite´, et vendent alors leur savoir-faire
comme un service. Par exemple, la Figure 1.1 pre´sente un extrait d’un ensemble de re`gles
re´dige´ par les ope´rateurs du re´seau de machines zombies Waledac, que nous e´tudierons dans
cette the`se.
Ces re`gles de´notent une relation quasi contractuelle entre les ope´rateurs du botnet et les
personnes charge´es de l’infection de nouvelles machines, celles-ci n’appartenant donc pas au
meˆme groupe. En particulier, la re´mune´ration de´pend de la qualite´ des machines amene´es
3Re`gles du syste`me FairMoney
1. Toute personne qui a commence´ a` distribuer
le programme accepte tacitement les pre´sentes
re`gles. Toute personne qui enfreint ces re`gles
peut se voir refuser le paiement pour les te´le´-
chargements.
2. La politique des prix est base´e sur la dure´e
de vie moyenne de 1 000 robots : (i) moins de 2
heures : non paye´s, (ii) plus de 2 heures : 25$,
(iii) plus de 4 heures : 50$, (iv) plus de 8 heures :
100$, (v) plus de 24 heures : 200$
3. Ne jamais de´charger notre programme de la
me´moire de l’ordinateur, supprimer le fichier ou
les cle´s de registre. Les comptes qui seront pris
en train de le faire seront bloque´s sans paiement.
4. Le montant verse´ doit eˆtre un multiple de
1 000 te´le´chargements, c’est-a`-dire que si vous
avez 10 567 te´le´chargements et que vous deman-
dez le paiement, nous allons vous payer pour 10
000, et les 567 te´le´chargements restants seront
paye´s la prochaine fois.
5. Le programme peut eˆtre de´ploye´ dans le
monde entier (bien que quand 99% des machines
sont en Chine, cela nous rend nerveux).
6. Nous nous re´servons le droit, si ne´cessaire, de
modifier les re`gles du syste`me FairMoney.
Figure 1.1 Extrait des re`gles re´dige´es par les ope´rateurs de Waledac a` destination de ceux
charge´s de sa propagation (traduites approximativement du russe par nos soins)
dans le re´seau (re`gle 2).
Recherche en se´curite´. En re´ponse a` cette sophistication des logiciels malveillants, la
recherche s’est de´veloppe´e ; la base de re´fe´rence Google Scholar de´nombre environ 4 000
articles contenant les mots « malicious software » ou « computer virus » publie´s avant l’anne´e
2000, alors qu’il y en a eu plus de 17 000 depuis. Cette productivite´ scientifique de´coule en
partie du fait que de nombreux groupes de recherche ont trouve´ dans les logiciels malveillants
un nouveau champ d’application pour leurs outils. Par exemple, les botnets peuvent eˆtre
e´tudie´s comme des re´seaux informatiques classiques, et les logiciels malveillants eux-meˆmes
peuvent profiter des me´thodes d’analyse de programmes de´veloppe´es pour les applications
le´gitimes.
1.2 Proble`mes de recherche
Dans ce contexte, l’objectif principal de cette the`se est de de´velopper des me´thodes ai-
dant a` la compre´hension des logiciels malveillants. Il s’agit donc de permettre a` un
eˆtre humain – que nous appellerons « l’analyste » – d’appre´hender plus facilement les logiciels
malveillants.
4Cette compre´hension prend d’abord place au niveau des programmes eux-meˆmes, ce qui est
un proble`me aborde´ de longue date par la recherche acade´mique, et de´finie par Biggerstaff et
al. [13] de la fac¸on suivante : « A person understands a program when he or she is able to
explain the program, its structure, its behavior, its effects on its operation context, and its
relationships to its application domain in terms that are qualitatively different from the to-
kens used to construct the source code of the program ». Mais les me´thodes habituelles de
compre´hension de programmes pre´supposent l’acce`s au code source, c’est-a`-dire a` la forme du
programme qui a servi a` le cre´er, tandis que les logiciels malveillants sont seulement dispo-
nibles dans une forme exe´cutable par un ordinateur, c’est-a`-dire e´crite en langage machine.
Cette dernie`re a e´te´ produite par un compilateur a` partir du code source, dans l’objectif
d’eˆtre efficacement exe´cute´e sur un ordinateur, et non dans celui d’eˆtre comprise par un eˆtre
humain. Ainsi, de nombreuses abstractions n’existent plus et doivent eˆtre reconstruites pour
permettre a` l’humain de comprendre le programme. Ce processus porte le nom de re´tro-
inge´nierie.
Au-dela` des difficulte´s inhe´rentes a` l’e´tude des programmes exe´cutables, les logiciels mal-
veillants sont souvent rendus de´libe´re´ment complexes a` comprendre par leurs auteurs, no-
tamment par l’utilisation de protections. Celles-ci transforment le logiciel malveillant en une
forme « hors-normes » qui mettra alors en difficulte´ les me´thodes d’analyse standards. L’e´tude
de ces protections sera l’objet de la premie`re partie de cette the`se, avec deux objectifs de
recherche, tout d’abord re´aliser une cartographie des protections de logiciels malveillants, et
ensuite identifier les algorithmes cryptographiques employe´s par ces protections.
D’un autre coˆte´, l’utilisation quasi syste´matique d’Internet pour envoyer des ordres aux or-
dinateurs infecte´s, c’est-a`-dire la cre´ation de botnets, rend ne´cessaire la construction d’une
approche globale qui ne se contente pas de conside´rer une machine infecte´e par un logiciel mal-
veillant, mais un ensemble de machines infecte´es e´voluant dans un meˆme re´seau. Ces re´seaux
ont e´volue´ sous diffe´rentes formes ces dernie`res anne´es, qui vont d’architectures centralise´es a`
des architectures comple`tement de´centralise´es, le tout avec des protocoles de communication
qui sont souvent construits spe´cifiquement pour l’occasion. La cre´ation d’une me´thodologie
expe´rimentale d’e´tude des re´seaux de machines zombies sera l’objet de la deuxie`me partie
de ce me´moire, avec un cas pratique sur le botnet de la famille de logiciel malveillant Waledac.
Pour les deux proble´matiques de´crites pre´ce´demment, nous avons fait le choix d’appliquer
l’analyse dynamique, c’est-a`-dire d’e´tudier une exe´cution re´elle des logiciels malveillants concer-
ne´s. Ceci permet de passer a` travers de nombreuses difficulte´s inhe´rentes a` l’analyse des lo-
5giciels malveillants et permet d’atteindre un niveau de pre´cision et de re´alisme e´leve´. Nous
allons maintenant pre´senter chacun des objectifs de recherche spe´cifiques de cette the`se, avec
les contributions que nous avons re´alise´es.
1.2.1 Cartographie expe´rimentale des protections de logiciels malveillants
Proble´matique. Une des raisons du nombre conse´quent de fichiers malveillants propage´s
sur Internet re´side dans la fac¸on dont ceux-ci sont prote´ge´s. En effet, l’ajout d’une protection
permet de cre´er un nouveau fichier, tout en conservant la logique du programme original.
De nombreuses applications le´gitimes emploient e´galement des protections, dans le but de
pre´server leur proprie´te´ intellectuelle. Dans le cas des logiciels malveillants, l’objectif est sur-
tout d’e´viter leur de´tection, a` la fois en produisant des fichiers diffe´rents – pour garder une
longueur d’avance sur les antivirus –, et en introduisant des techniques agressives pour mettre
en difficulte´ les outils d’analyse.
La compre´hension de ces protections est donc d’un grand inte´reˆt, que cela soit pour aider a`
la de´tection, ou pour acce´der a` la charge utile. Il convient alors de de´terminer les caracte´-
ristiques des protections de logiciels malveillants, afin de de´velopper des me´thodes d’analyse
adapte´es.
E´tat de l’art. De nombreuses techniques de protection existent : cela peut aller de la tra-
duction du code a` prote´ger dans un autre langage (la protection se chargeant alors de l’in-
terpre´tation lors de l’exe´cution), a` l’utilisation de chiffrement pour camoufler le code et les
donne´es. La connaissance des types de protections privile´gie´s par les logiciels malveillants est
tre`s limite´e. En effet, que cela soit dans l’industrie [16, 106] ou dans le milieu acade´mique
[9, 121], le recensement de ces protections se fait essentiellement avec des outils tels que PEiD
[130], SigBuster [85] ou Yara [154], qui parcourent statiquement un programme a` la recherche
de signatures pre´sentes dans leur base de re´fe´rence. Cette approche ne permet pas de saisir
clairement les caracte´ristiques des protections, pour les raisons suivantes :
– Les protections identifie´es sont celles pour lesquelles une signature a e´te´ ajoute´e, ce qui
privile´gie naturellement les protections connues et anciennes, tandis que les plus confiden-
tielles ou les nouvelles versions sont invisibles.
– De par leur nature statique, ces outils ne peuvent reconnaˆıtre que la couche exte´rieure d’un
programme ; si une partie du code de la protection n’est visible que lors de l’exe´cution, elle
ne sera pas analyse´e.
– De nombreux faux positifs peuvent avoir lieu, c’est-a`-dire qu’une protection peut eˆtre iden-
tifie´e a` tort dans un programme. Il est meˆme possible de cre´er ces faux positifs de´libe´re´ment
6et automatiquement, avec l’outil ExeForger [138].
Finalement, le re´sultat donne´ par ces outils est le nom d’une protection, ce qui ne fournit pas
directement d’indications sur le fonctionnement de celle-ci (les protections e´tant souvent peu
documente´es). Ainsi, il n’existe pas a` notre connaissance d’e´tude en profondeur des protec-
tions de logiciels malveillants.
Objectif. A` la suite de plusieurs analyses de logiciels malveillants re´alise´es au cours de cette
the`se [33, 34], nous avons pu de´gager un mode`le de protection qui semble eˆtre privile´gie´
par ceux-ci. Ce mode`le est essentiellement base´ sur le code auto modifiant, c’est-a`-dire la
capacite´ d’un programme a` cre´er ses propres instructions lors de l’exe´cution, celles-ci e´tant
alors invisibles pour l’observateur qui se contenterait d’e´tudier le programme sans l’exe´cuter.
L’ensemble d’instructions qui est cre´e´ dynamiquement est appele´ une couche de code. Nous
avons alors pose´ l’objectif de recherche suivant :
Objectif de recherche 1. De´velopper une me´thode expe´rimentale pour valider l’hypothe`se
selon laquelle le mode`le de protection suivant est particulie`rement pre´valent pour les logiciels
malveillants :
– Il y a au moins deux couches de code auto modifiant dans le programme,
– Le roˆle des couches de´pend de leur ordre de cre´ation :
– Les premie`res couches, c’est-a`-dire toutes sauf la dernie`re, servent a` la protection de la
charge utile,
– La dernie`re couche imple´mente la charge utile du logiciel malveillant.
Contributions. Dans le cadre de ce travail, nous avons d’abord construit un cadre semi-
formel pour discuter la notion de protection. Ensuite, nous avons de´veloppe´ une expe´rience a`
grande e´chelle pour e´tudier en profondeur les protections de logiciels malveillants. En parti-
culier, nous avons mesure´ les caracte´ristiques de 600 exemplaires choisis graˆce a` des crite`res
mesurant le succe`s de leurs familles. Cela nous a permis de mettre en avant les caracte´ris-
tiques de leurs protections, et de valider en grande partie notre hypothe`se. Ces re´sultats sont
de´crits au chapitre 4.
1.2.2 Identification de fonctions cryptographiques dans les protections de logi-
ciels malveillants
Proble´matique. L’auto modification d’un programme, c’est-a`-dire la cre´ation d’instructions
lors de son exe´cution, est une technique habituelle des logiciels malveillants pour se prote´ger.
Une fac¸on de l’imple´menter consiste a` utiliser un algorithme cryptographique pour de´chiffrer
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tographie – la science du chiffrement – permet alors aux logiciels malveillants de se prote´ger
en ne re´ve´lant leur logique interne qu’au moment de l’exe´cution.
Afin d’e´viter le travail fastidieux de construction d’un algorithme cryptographique, les au-
teurs de logiciels malveillants choisissent souvent des algorithmes du domaine public. Et s’il
leur arrive de faire preuve d’originalite´ afin de rendre l’analyse plus complique´e, ils ont alors
tendance a` re´utiliser leurs cre´ations de multiples fois. L’analyste peut ainsi se constituer une
base de connaissances d’algorithmes susceptibles de se trouver dans les protections de logiciels
malveillants, soit parce qu’ils appartiennent au domaine public, soit parce qu’ils ont de´ja` e´te´
utilise´s a` cet effet.
La capacite´ de reconnaˆıtre automatiquement un algorithme connu dans un programme, ce
que nous appelons son identification, est alors d’une grande utilite´. Premie`rement, cela e´vite a`
l’analyste d’avoir a` e´tudier le code concerne´ pour le comprendre, puisqu’il dispose de´ja` d’une
description de haut niveau de l’algorithme. Ceci est particulie`rement appre´ciable lorsque le
programme est obfusque´ afin de rendre sa compre´hension difficile. Ensuite, la reconnaissance
des parame`tres cryptographiques devient plus facile et, une fois ceux-ci trouve´s, le processus
de de´chiffrement peut eˆtre effectue´ sans exe´cuter le logiciel malveillant. Lorsque ce proces-
sus est inclus dans un antivirus, cela lui permet d’ignorer les couches de protections en se
focalisant sur la partie de´chiffre´e, souvent plus facile a` reconnaˆıtre, car moins propice au chan-
gement. Finalement, comme toute caracte´ristique de haut niveau d’un logiciel malveillant, la
connaissance des algorithmes cryptographiques peut servir a` la classification.
E´tat de l’art. Il existe de´ja` un certain nombre d’outils pour identifier une imple´mentation
d’un algorithme cryptographique dans un programme en langage machine [87, 70, 131, 4].
Ils recherchent des caracte´ristiques comme des constantes particulie`res, ou des successions
d’instructions machines, de fac¸on statique. De ce fait, ces outils sont habituellement ineffi-
caces sur les protections de logiciels malveillants, puisque leur nature statique ne leur permet
pas d’analyser au-dela` de la premie`re couche de code. De plus, l’obfuscation du code fait
disparaˆıtre les signes habituels d’un algorithme comme les constantes.
Plus re´cemment, des approches dynamiques, c’est-a`-dire base´es sur une exe´cution du code,
ont e´te´ de´veloppe´es [69, 157], mais seulement pour des programmes ayant e´te´ produits par
des compilateurs standards. Ainsi, il n’existe actuellement pas de me´thode adapte´e a` l’iden-
tification d’imple´mentations obfusque´es d’algorithmes cryptographiques.
8Objectif. Les algorithmes cryptographiques imple´mente´s dans les protections de logiciels
malveillants e´tant souvent documente´s, il est inte´ressant de chercher des moyens de les iden-
tifier automatiquement. Comme le code de ces protections est habituellement obfusque´, cela
ne´cessite une approche spe´cifique afin de se focaliser sur les caracte´ristiques qui sont conser-
ve´es dans toutes les imple´mentations.
Objectif de recherche 2. De´velopper une me´thode pour identifier automatiquement une im-
ple´mentation d’un algorithme cryptographique connu dans un programme en langage machine
obfusque´.
Contributions. Nous avons de´veloppe´ une me´thode originale d’identification des algorithmes
cryptographiques adapte´e au contexte des programmes obfusque´s. Ainsi, nous avons pu iden-
tifier avec succe`s diverses imple´mentations obfusque´es de l’algorithme cryptographique Tiny
Encryption Algorithm (TEA), et nous avons montre´ que les auteurs des protections des lo-
giciels malveillants Storm Worm et Silent Banker ont fait une erreur en l’imple´mentant
(contrairement a` ce qui est mentionne´ dans des analyses publiques). Nous avons e´galement
identifie´ de nombreuses imple´mentations de RC4, chose totalement impossible a` faire avec
les outils existants du fait de l’absence de signes particuliers dans cet algorithme. Encore une
fois, notre me´thode a e´te´ re´sistante face a` des techniques d’obfuscation diverses, notamment
celles rencontre´es dans la protection du logiciel malveillant Sality. De plus, nous avons teste´
avec succe`s notre me´thode sur des imple´mentations d’algorithmes tels que AES et MD5,
rencontre´es dans des logiciels malveillants, ou bien encore sur des exemples synthe´tiques pro-
te´ge´s par des protections commerciales. Finalement, nous avons explore´ la ge´ne´ralisation de
notre approche en identifiant la multiplication modulaire a` la base de RSA, mais e´galement
des cas tels que la combinaison ou la modification d’algorithmes cryptographiques.
Ces re´sultats ont e´te´ publie´s en 2012 a` la confe´rence ACM Conference on Computer and
Communications Security (CCS) [38], ainsi que dans les confe´rences industrielles Reverse-
engineering Conference (REcon) [30] et Hackito Ergo Sum (HES) [31]. Ils sont de´crits dans
cette the`se au chapitre 5.
1.2.3 Analyse des re´seaux de machines zombies
Proble´matique. De nos jours, la tre`s grande majorite´ des familles de logiciels malveillants
font rentrer les machines qu’elles infectent dans un re´seau – un botnet – par lequel une entite´
distante – un Command & Control (CC) – va envoyer des ordres et re´cupe´rer des infor-
mations. Ce controˆle a` distance permet aux auteurs de logiciels malveillants de maximiser
9l’utilisation des machines infecte´es, et donc leurs gains.
Ces re´seaux sont constitue´s de machines he´te´roge`nes et re´parties dans diffe´rents pays qui
communiquent souvent avec des protocoles construits pour l’occasion. Leur compre´hension
est donc un de´fi pour l’analyste, et ne peut se faire de fac¸on comple`te qu’a` un niveau global,
c’est-a`-dire en prenant en compte le re´seau et pas seulement une machine infecte´e isole´e.
E´tat de l’art. Une premie`re fac¸on d’aborder le proble`me des botnets consiste a` les e´tudier
directement sur Internet, par exemple en les infiltrant [25, 135, 120], ou meˆme en prenant
le controˆle du CC [136]. Cela permet de collecter des informations en temps re´el sur leurs
actions et de mieux comprendre leurs objectifs. D’un autre coˆte´, il est difficile de cacher ce
type de recherche aux controˆleurs du botnet, qui pourraient alors se de´fendre. Ensuite, on
ne peut pas reproduire facilement les expe´riences, puisqu’on ne controˆle pas le re´seau. De ce
fait, les observations sont peu fiables – on peut e´tudier un cas particulier sans s’en rendre
compte –, et il est difficile d’explorer diffe´rentes configurations. De plus, toutes les variables
expe´rimentales ne sont pas sous le controˆle de l’analyste. Finalement, cette approche pose des
proble`mes e´vidents d’e´thique, comme l’interaction avec des utilisateurs infecte´s non consen-
tants ou encore la participation a` des activite´s criminelles.
Deuxie`mement, d’autres travaux se focalisent sur la construction d’un mode`le the´orique d’un
botnet, afin de le simuler [49, 141]. Cela permet d’estimer l’impact de divers parame`tres expe´-
rimentaux, tout en ayant la possibilite´ de reproduire facilement les expe´riences a` une grande
e´chelle. Mais la construction d’un mode`le est une taˆche ardue, du fait de l’he´te´roge´ne´ite´ des
machines et des communications qui constituent un botnet. De plus, ces re´seaux emploient
souvent des protocoles de communication construits pour l’occasion [34, 63, 25], difficiles a`
mode´liser en l’absence d’une description de haut niveau. Ainsi, il est difficile de faire des
observations re´alistes a` l’aide de la simulation de botnets.
Finalement, une troisie`me approche consiste a` e´muler un botnet, c’est-a`-dire a` le reproduire
au complet avec de ve´ritables machines infecte´es dans un environnement controˆle´ [8, 81]. Cela
permet de re´pe´ter des expe´riences a` volonte´, tout en controˆlant ou mesurant un maximum
de variables expe´rimentales. De plus, le fait de travailler en isolement permet d’explorer les
diffe´rents parame`tres expe´rimentaux sans risque de pre´venir les controˆleurs du botnet. En-
suite, de nombreux proble`mes de re´alisme se trouvent re´solus par l’utilisation de ve´ritables
machines infecte´es, car il n’est alors pas ne´cessaire de reproduire le comportement du logiciel
malveillant. Finalement, il n’y a pas de proble`mes e´thiques, puisque l’expe´rience n’a pas lieu
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sur Internet. D’un autre coˆte´, l’e´mulation de botnets est une approche couˆteuse en ressources,
puisqu’elle ne´cessite d’avoir a` disposition un laboratoire capable d’accueillir un re´seau d’une
taille importante.
Objectifs. De par la rigueur scientifique et le niveau d’e´thique qu’elle permet, l’e´mulation
apparaˆıt comme une voie de recherche prometteuse pour comprendre les botnets de fac¸on
globale. Les premiers travaux dans ce domaine souffrent de limitations (e´chelle re´duite, pas
de ve´ritables logiciels malveillants) qu’il faut de´passer pour pouvoir e´tudier les botnets.
Objectif de recherche 3. Montrer la faisabilite´ de l’e´mulation de botnets a` grande e´chelle.
Dans des travaux pre´ce´dents la the`se nous avions conjecture´ la vulne´rabilite´ du botnet pair-
a`-pair Waledac a` une attaque permettant sa prise de controˆle [34]. La construction d’un
environnement d’e´mulation de botnets e´tait alors l’occasion d’explorer la faisabilite´ de cette
attaque.
Objectif de recherche 4. Valider la vulne´rabilite´ du botnet Waledac a` une attaque permet-
tant sa prise de controˆle et explorer les parame`tres qui influent sur sa re´ussite.
Contributions. Nous avons de´veloppe´ une me´thode comple`te pour mener de telles expe´-
riences, que cela soit au niveau mate´riel, logiciel ou des proce´dures. Nous avons applique´
notre approche expe´rimentale a` un cas d’e´tude, le botnet pair-a`-pair Waledac, que nous
avons e´mule´ avec 3 000 machines. Cela nous a permis d’imple´menter une attaque contre le
re´seau afin d’en prendre le controˆle. Nous avons pu reproduire les expe´riences de nombreuses
fois et ainsi nous assurer de leur validite´. Finalement, nous avons de´couvert que le choix de
distribuer une meˆme cle´ cryptographique aux machines infecte´es n’e´tait pas une grossie`re
erreur de la part des ope´rateurs de Waledac, mais plutoˆt un compromis pour optimiser les
performances du re´seau.
Diffe´rentes parties de ces re´sultats ont e´te´ publie´s en 2010 dans les confe´rences Annual Com-
puter Security Applications Conference (ACSAC) [36], Cyber Security Experimentation and
Test (CSET) [35] et Virus Bulletin (VB) [37]. Ils sont de´crits dans cette the`se aux chapitres
6 et 7.
1.3 Organisation de la the`se
Cette the`se s’articule en deux parties distinctes, la premie`re comporte quatre chapitres sur
les protections de logiciels malveillants, tandis que la deuxie`me contient deux chapitres sur
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les re´seaux de machines zombies.
Dans la premie`re partie, les chapitres 2 et 3 introduisent le contexte de cette recherche et la
me´thode d’analyse choisie. Ils sont donc avant tout tourne´s vers la pe´dagogie et posent des
fondations. Les chapitres 4 et 5 pre´sentent nos deux projets de recherche, le premier contient
la cartographie expe´rimentale des protections, tandis que le second pre´sente notre me´thode
d’identification des algorithmes cryptographiques.
Dans la deuxie`me partie, le chapitre 6 introduit la me´thode d’e´tude choisie pour aborder les








PROGRAMMES EN LANGAGE MACHINE x86
Les logiciels malveillants e´tant des programmes informatiques, on pourrait eˆtre tente´ de les
de´finir formellement a` partir d’un quelconque langage de programmation. Mais cela serait
oublier qu’un logiciel malveillant est analyse´ avant tout dans sa forme exe´cutable, c’est-a`-dire
qu’il n’a pas e´te´ cre´e´ dans cet e´tat par son concepteur, mais dans une repre´sentation de plus
haut niveau qui a ensuite e´te´ traduite par un compilateur pour obtenir la forme actuelle.
Ainsi, caracte´riser les logiciels malveillants avec un langage autre que celui de la machine qui
les exe´cute revient a` construire une abstraction ; or cette construction n’est pas e´vidente en
pratique, comme nous le verrons.
Nous commencerons donc par de´crire l’environnement d’exe´cution des logiciels malveillants
a` bas niveau, pour ensuite insister sur les particularite´s de cet environnement par le biais
d’un mode`le simplifie´. Finalement, nous pre´senterons une revue de litte´rature sur les notions
aborde´es dans ce chapitre.
2.1 Fondements
Le langage machine est spe´cifique a` une certaine architecture. C’est pourquoi nous pre´sentons
d’abord l’architecture x86, puis le langage machine associe´, pour ensuite introduire une ma-
chine abstraite qui imite de fac¸on simplifie´e cette architecture. Finalement, nous de´finirons
un langage assembleur pour cette machine abstraite, et nous montrerons comment il peut
eˆtre traduit en langage machine.
2.1.1 Machine x86
Architecture
L’architecture x86 est a` la base d’une se´rie de processeurs apparus dans la continuite´ de l’Intel
8086 depuis les anne´es 80, et elle constitue aujourd’hui encore l’architecture majoritaire des
ordinateurs personnels. Son organisation suit « le mode`le de von Neumann » [145], qui divise
une machine en quatre parties :
1. L’unite´ de calcul, charge´e des ope´rations arithme´tiques et logiques. En particulier,
un ensemble de drapeaux permettent de connaˆıtre l’e´tat du dernier calcul, par exemple
si le re´sultat produit e´tait ze´ro.
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2. L’unite´ de controˆle, qui dirige le flux d’exe´cution dans le programme par le biais
d’un pointeur d’instruction de´signant la prochaine instruction a` exe´cuter.
3. La me´moire, qui contient a` la fois les instructions et les donne´es du programme, et
dont l’unite´ d’indexation est l’octet. En pratique le me´canisme de me´moire virtuelle
permet de conside´rer chaque programme s’exe´cutant sur la machine comme l’unique
occupant de la me´moire. De plus, il y a diffe´rents niveaux de me´moire, et en particulier
des registres qui sont des me´moires rapides de faible capacite´.
4. La gestion des entre´es-sorties.
Langage machine
Le jeu d’instructions exe´cutables sur une machine x86 contient plus de 700 e´le´ments [80]. Ces
instructions machine sont de taille variable et leur conception suit le principe du Complex
Instruction Set Computing (CISC), c’est-a`-dire qu’elles tendent a` avoir une se´mantique com-
plexe et a` eˆtre de´cline´es en nombreuses variantes. Une instruction machine x86 peut prendre
en me´moire jusqu’a` 15 octets, qui suivent le format spe´cifie´ dans la Figure 2.1, c’est-a`-dire :
– Un ou plusieurs octets de pre´fixes optionnels, qui permettent de pre´ciser l’ope´ration (acce`s
partage´s, re´pe´titions...).
– Un ou plusieurs octets pour de´crire l’ope´ration elle-meˆme (opcode).
– Plusieurs octets optionnels pour de´crire les ope´randes.
Préfixe(s) Opcode Opérande(s)
Maximum 15 octets
Figure 2.1 Format d’une instruction machine x86 [80]
Par la suite, nous noterons X86 l’alphabet des instructions machine, et X86∗ l’ensemble des
mots construits a` partir de cet alphabet, c’est-a`-dire les se´quences d’instructions machine.
2.1.2 Machine abstraite
A` des fins pe´dagogiques, il serait de´licat de pre´senter dans cette the`se des exemples de pro-
grammes directement dans le langage machine de´crit pre´ce´demment. D’un autre coˆte´, un
langage de trop haut niveau nous ferait perdre de vue les spe´cificite´s de l’architecture. C’est
pourquoi nous avons fait le choix de construire une machine abstraite – pour laquelle nous
de´finirons ensuite un langage bas niveau mais humainement compre´hensible –, qui est es-
sentiellement une simplification de la machine x86. En d’autres termes, les caracte´ristiques
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de cette machine abstraite sont celles d’une machine x86, mais, a` l’inverse, toutes les spe´ci-
ficite´s de cette dernie`re ne sont pas pre´sentes, seulement celles qui sont ne´cessaires a` notre
raisonnement. Plus pre´cise´ment, la machine abstraite est constitue´e des e´le´ments suivants :
– Un pointeur d’instruction de´signant la prochaine instruction a` exe´cuter,
– Un ensemble de six registres de 32 bits, REG = {eax, ebx, ecx, edx, esi, edi},
– Un drapeau indiquant si le dernier calcul a donne´ ze´ro, ou non,
– Une me´moire adressable en 32 bits, ou` code et donne´es sont me´lange´s.
Nous pouvons alors de´finir formellement l’e´tat de la machine, ce qui nous servira a` raisonner
sur des exe´cutions de programmes. Nous notons Bi l’ensemble des valeurs de i bits.
Definition 1. L’e´tat d’une machine abstraite est un quadruplet (ip,∆,Z,Σ), ou` :
– ip ∈ B32 est la valeur du pointeur d’instruction,
– ∆ ∶ REG→ B32 est l’e´tat des registres,
– Z ∈ B1 est l’e´tat du drapeau,
– Σ ∶ B32 → B8 est l’e´tat de la me´moire.
L’ensemble des e´tats possibles d’une machine abstraite sera note´ MSTATE. L’acce`s aux
relations Σ et ∆ se note avec des [.], par exemple Σ[a] retourne la valeur stocke´e a` l’adresse
a en me´moire. La mise a` jour de ces relations se note sous la forme Σ[a ↦ v], pour indiquer
que la case me´moire situe´e a` l’adresse a contient de´sormais la valeur v, les autres cases restant
inchange´es. De plus, la mise a` jour de n cases me´moire a` partir d’une adresse a sera note´e
Σ[a/n ↦ v] pour v ∈ B8×n, tout comme l’acce`s qui sera note´ Σ[a/n].
Remarque 1. Nous avons choisi de ne pas inclure de pile dans notre machine abstraite, car
cela n’est pas ne´cessaire a` notre raisonnement.
2.1.3 Langage assembleur re´duit
Un langage assembleur est une traduction litte´rale du langage machine, c’est-a`-dire qu’une
instruction assembleur correspond a` une instruction machine, rendant ce langage lui aussi
spe´cifique a` l’architecture. L’inte´reˆt de travailler avec un tel langage est de pouvoir exhiber des
exemples pre´cis de programmes bas niveau, tout en restant humainement compre´hensible. Un
langage assembleur pour l’architecture x86 est de´fini informellement dans les manuels Intel
[80], et il en existe en pratique plusieurs variantes. Nous de´finissons ici notre propre langage,
qui – avec la meˆme motivation que pour la de´finition de la machine abstraite – est simplement
un sous ensemble du langage assembleur de´fini par Intel. Apre`s avoir exhibe´ sa syntaxe, nous
montrerons comment on peut le traduire dans un langage compre´hensible par notre machine
abstraite, puis comment celle-ci l’exe´cute, par le biais de sa se´mantique ope´rationnelle.
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Syntaxe
Nous utiliserons le langage assembleur RASM dont la syntaxe est donne´e par la grammaire
de la Figure 2.2.
<program> ::= ‘DATA:’ <data-decl> ‘CODE:’ <code>
<data-decl> ::= val <data-decl> | ε
<code> ::= <instruction> <code> | ε
<instruction> ::= <data-transfer> | <arithmetic-logic> | <branch> |
‘cmp ri, rj’ | ‘halt’
<data-transfer> ::= ‘mov [val ],ri’ | ‘mov ri,[val ]’ | ‘mov ri,val ’ |
‘mov [ri],rj’ | ‘mov ri,[rj]’
<arithmetic-logic> ::= ‘xor ri,rj’ | ‘add ri,val ’
<branch> ::= ‘jmp val ’ | ‘jnz val ’
Figure 2.2 Grammaire du langage RASM avec val ∈ B32, ri ∈ REG et rj ∈ REG
Ainsi, un programme RASM commence par une section de donne´es – de´clare´es par bloc de
4 octets – suivie d’une section de code. Tous les acce`s me´moires se font sur des valeurs de
4 octets. Les donne´es et les instructions sont re´fe´rence´es par leurs adresses, et non par des
noms de variables ou des labels. La se´mantique de ces instructions sera donne´e par la suite.
Finalement, nous notons RASM/Ins la re´duction du langage RASM a` ses instructions.
Compilation sur la machine abstraite
Notre machine abstraite n’exe´cute pas directement le langage RASM, mais un langage ma-
chine. Pour pouvoir de´finir la se´mantique ope´rationnelle de notre langage assembleur sur la
machine, il est donc ne´cessaire d’exhiber d’abord la fonction de compilation des programmes
RASM en programmes machines. Habituellement une telle fonction traduit le programme en
langage machine, et c’est une seconde fonction qui s’occupe de le charger dans la machine.
Afin de simplifier le discours, nous combinons ici les deux fonctions, c’est-a`-dire que notre
fonction de compilation traduit un programme RASM en langage machine et retourne l’e´tat
initial de la machine pour exe´cuter ce programme.
Traduction d’un programme RASM : Comme le langage RASM n’est qu’un sous-ensemble
du langage assembleur Intel – et pour garder apparentes les spe´cificite´s du jeu d’instructions
x86 – nous avons choisi de conserver l’encodage de la documentation Intel [80]. Ainsi, chaque
instruction RASM a une traduction dans le langage machine de´crit en §2.1.1. Les donne´es
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sont quant a` elles stocke´es en big-endian, c’est-a`-dire avec l’octet de poids fort en premier.
La fonction partielle INS(ip,Σ) retourne l’instruction assembleur commenc¸ant a` l’adresse
ip dans la me´moire Σ de la machine. De plus, l’ope´ration ∣ . ∣ ∶ RASM/Ins → N retourne la
longueur en octets de l’encodage en langage machine d’une instruction assembleur.
Organisation dans la machine : La fonction de compilation C : RASM → MSTATE trans-
forme un programme RASM en l’e´tat initial de la machine abstraite qui va exe´cuter le
programme.
Soit P ∈ RASM , alors C (P ) = (ip0, ∆P0 , 0, ΣP0 ), avec :
– ip0 = 0x100,
– ∆P0 [ri] = 0,∀ri ∈ REG,
– ΣP0 contient l’encodage des donne´es de P a` partir de l’adresse 0x0, et l’encodage du code
a` partir de l’adresse 0x100.
Remarque 2. Toutes les valeurs nume´riques mentionne´es dans cette the`se sont repre´sente´es
sous forme hexade´cimale, ce qui est note´ avec le pre´fixe « 0x ».
Remarque 3. La valeur 0x100 a e´te´ choisie arbitrairement pour eˆtre le point d’entre´e de nos
programmes. Cela suppose que les donne´es n’occupent pas plus de 0x100 octets. Dans un
ve´ritable programme exe´cutable, l’adresse du point d’entre´e est de´clare´e dans son en-teˆte.
Se´mantique
La se´mantique ope´rationnelle [110] des instructions RASM pour notre machine abstraite est
de´finie dans la Figure 2.3. L’effet d’une instruction est de´crit par une relation de transition
S ⇒ S′ qui repre´sente le fait que l’exe´cution a` partir de l’e´tat de la machine S engendre
l’e´tat S′. Nous notons  l’arreˆt de la machine, et nous utilisons les ope´rations arithme´tiques
et logiques usuelles sur B32.
La se´mantique d’un programme RASM se de´duit alors de fac¸on canonique par composition
de la se´mantique de ses instructions.
Exemple
Afin d’expliciter le processus de compilation de´crit pre´ce´demment, la Figure 2.4 pre´sente un




(ip′, ∆, Z, Σ[val/4 ↦∆[ri]]) si INS(ip,Σ) = ‘mov [val ],ri’(ip′, ∆, Z, Σ[∆[ri]/4 ↦∆[rj]]) si INS(ip,Σ) = ‘mov [ri],rj’(ip′, ∆[ri ↦ Σ[val/4]], Z, Σ) si INS(ip,Σ) = ‘mov ri,[val ]’(ip′, ∆[ri ↦ Σ[∆[rj]/4]], Z, Σ) si INS(ip,Σ) = ‘mov ri,[rj]’(ip′, ∆[ri ↦ val], Z, Σ) si INS(ip,Σ) = ‘mov ri,val ’
(ip′, ∆[ri ↦∆[ri]⊕∆[rj]], 0, Σ) si INS(ip,Σ) = ‘xor ri,rj’
et ∆[ri]⊕∆[rj] ≠ 0(ip′, ∆[ri ↦∆[ri]⊕∆[rj]], 1, Σ) si INS(ip,Σ) = ‘xor ri,rj’
et ∆[ri]⊕∆[rj] = 0(ip′, ∆[ri ↦∆[ri] + val], 0, Σ) si INS(ip,Σ) = ‘add ri,val’
et ∆[ri] + val ≠ 0(ip′, ∆[ri ↦∆[ri] + val], 1, Σ) si INS(ip,Σ) = ‘add ri,val’
et ∆[ri] + val = 0
(ip′,∆,0,Σ) si INS(ip,Σ) = ‘cmp ri,rj’
et ∆[ri] −∆[rj] ≠ 0(ip′,∆,1,Σ) si INS(ip,Σ) = ‘cmp ri,rj’
et ∆[ri] −∆[rj] = 0
(val, ∆, Z, Σ) si INS(ip,Σ) = ‘jnz val ’
et Z = 0(ip′, ∆, Z, Σ) si INS(ip,Σ) = ‘jnz val ’
et Z = 1(val, ∆, Z, Σ) si INS(ip,Σ) = ‘jmp val ’ si INS(ip,Σ) = ‘halt’
Figure 2.3 Se´mantique ope´rationnelle des instructions du langage RASM avec ip′ = ip +∣INS(ip,Σ)∣
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est montre´). Le programme re´alise une boucle qui applique quatre fois un ou-exclusif a` deux
valeurs, initialise´es a` partir de deux donne´es.
C (P ) P
a Σ[a/k], k ∈ N
DATA:
0x0 00 00 00 17 0x17
0x4 00 00 00 42 0x42
... 00 00 ...
CODE:
0x100 A1 00 00 00 00 mov eax, [0x0]
0x105 8B 1D 04 00 00 00 mov ebx, [0x4]
0x10A 33 C9 xor ecx, ecx
0x10C 03 C3 xor eax, ebx
0x10E 83 C1 01 add ecx, 0x1
0x111 83 F9 04 cmp ecx, 0x4
0x114 75 F6 jnz 0x10C
0x116 F4 halt
Figure 2.4 Compilation de P ∈ RASM sur la machine abstraite
2.2 De´fis pose´s a` l’analyse
Pour comprendre la complexite´ du domaine d’e´tude de cette the`se, il nous faut maintenant
de´crire trois de´fis particuliers de l’analyse des programmes en langage machine x86 : le code
auto modifiant, les particularite´s du jeu d’instructions et l’absence d’informations de haut
niveau.
2.2.1 Code auto modifiant
Comme indique´ en 2.1.1, le « mode`le de von Neumann », qui a servi de base a` l’architecture
x86, ne fait pas de distinction entre les instructions et les donne´es en me´moire. Cette absence
de dichotomie permet la cre´ation de programmes auto modifiants, c’est-a`-dire de programmes
qui ge´ne`rent lors de l’exe´cution certaines de leurs instructions. Plus pre´cise´ment, nous en-
globons dans le code auto modifiant toute cre´ation de nouvelles instructions, que celle-ci se
fasse a` la place d’anciennes instructions ou non. Par exemple, le programme de la Figure 2.5
20
e´crit a` l’adresse 0x150 la valeur 0xF4, qui est l’encodage en langage machine de l’instruction
« halt », puis va exe´cuter cette instruction nouvellement e´crite.
C (P ) P
a Σ[a/k], k ∈ N
DATA:
0x0 00 00 ...
CODE:
0x100 B8 00 00 00 F4 mov eax, 0xF4000000
0x105 A3 00 02 00 00 mov [0x150], eax
0x10A EB 44 jmp 0x150
... 00 00 ...
0x150 00 00 ...
Figure 2.5 Programme RASM auto modifiant
Le code auto modifiant n’est pas pris en compte par de nombreux mode`les de calcul classiques.
Ceux-ci conside`rent en effet que les instructions d’un programme sont toutes de´finies initia-
lement et que le code n’e´voluera donc pas durant une exe´cution. Ainsi, dans notre exemple
de la Figure 2.5, une analyse du programme qui se conterait de conside´rer les instructions
assembleurs statiquement de´finies n’aurait pas conscience que l’instruction « halt » va eˆtre
exe´cute´e. La proble´matique peut eˆtre rapidement amplifie´e lorsque les nouvelles instructions
cre´ent elles-meˆmes d’autres instructions, comme dans les protections de logiciels malveillants
que nous verrons au chapitre 4. Dans de telles conditions il devient difficile de reconstruire
pre´cise´ment le flot de controˆle d’un programme, c’est-a`-dire de de´terminer ses possibles che-
mins d’exe´cutions.
D’un autre coˆte´, il existe des utilisations le´gitimes au code auto modifiant, comme :
– la compilation « juste a` temps » [15, 92], qui est utilise´e par des interpre´teurs pour traduire
un bloc d’instructions a` interpre´ter en langage machine au moment de l’exe´cution. Ceci
permet d’augmenter les performances en supprimant le couˆt de l’interpre´tation se´pare´e de
chaque instruction (tout en rajoutant un de´lai de compilation).
– la compression de programmes exe´cutables [113], par laquelle un programme est transforme´
en une version compresse´e contenant du code additionnel qui se chargera lors de l’exe´cution
de la de´compression (et qui cre´era donc a` ce moment de nouvelles instructions).
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L’absence de distinction code-donne´es pourrait eˆtre corrige´e, et le code auto modifiant eˆtre
donc interdit, pour peu que des droits d’acce`s permettent de se´parer les zones me´moires exe´-
cutables des zones e´crivables. De tels droits ont en fait de´ja` e´te´ cre´e´s, que c¸a soit au niveau
du syste`me d’exploitation, ou du processeur lui-meˆme. Mais leur utilisation reste limite´e en
pratique, notamment du fait de la pre´valence de vieilles technologies, et de l’existence des
utilisations le´gitimes pre´ce´demment mentionne´es. Ainsi, il est ne´cessaire pour l’analyse de
programmes en langage machine de prendre en compte le code auto modifiant.
Remarque 4. La possibilite´ d’avoir du code auto modifiant n’est pas limite´e aux programmes
en langage machine. Par exemple certains langages interpre´te´s autorisent leurs programmes
a` faire appel a` l’interpre´teur dynamiquement (comme Python et Javascript avec la fonction
eval()), et de ce fait leur permettent de cre´er des instructions a` l’exe´cution [116].
Remarque 5. A` propos de l’absence de distinction code-donne´es, on trouve dans la description
originelle de l’architecture par von Neumann [145] cette remarque : « While it appeared that
various parts of this memory have to perform functions which differ somewhat in their nature
and considerably in their purpose, it is nevertheless tempting to treat the entire memory as
one organ, and to have its parts even as interchangeable as possible [...] ».
2.2.2 Jeu d’instructions
L’analyse de programmes en langage machine x86 est confronte´e a` plusieurs difficulte´s lie´es
aux instructions machine elles-meˆmes. Ces proble`mes se reportent dans les instructions as-
sembleurs, puisque ces dernie`res n’en sont qu’une simple traduction. Parmi ces difficulte´s, on
peut citer :
– Le nombre e´leve´ d’instructions, notamment a` cause de la re´trocompatibilite´, qui im-
plique que toutes les instructions de´finies depuis la cre´ation de l’architecture ont e´te´ conser-
ve´es, tandis que de nombreuses autres ont e´te´ ajoute´es au fil des anne´es. Il y a de´sormais
plus de 700 instructions x86, avec des dizaines de combinaisons d’ope´randes possibles pour
chacune [80].
– La complexite´ des instructions, par exemple il en existe une pour calculer une valeur
de controˆle par l’algorithme CRC32, et une autre pour faire une ronde de chiffrement
de l’algorithme cryptographique AES [80]. Il est alors difficile de de´crire pre´cise´ment la
se´mantique de ces instructions, tel que nous avons pu le faire pour celles de RASM en
Figure 2.3, et donc de raisonner sur les programmes qui les utilisent.
– La multiplicite´ des ope´randes, en particulier car beaucoup d’instructions ont des ope´-
randes implicites, c’est-a`-dire non mentionne´es comme telles dans l’encodage en langage
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machine. Par exemple l’instruction assembleur x86 « div val » utilise implicitement les
registres eax et edx pour stocker la valeur a` diviser par val , et pour recevoir respectivement
le quotient, et le reste, de la division.
– Les acce`s indirects a` la me´moire, notamment par le biais d’un registre. Cela entraˆıne la
possibilite´ d’avoir des branchements indirects, de la forme « jmp [ri] », ou encore d’avoir
la meˆme adresse me´moire manipule´e par diffe´rents registres. Pour analyser pre´cise´ment un
programme, il est alors ne´cessaire de connaˆıtre les valeurs exactes des registres.
– L’absence d’alignement des instructions en me´moire, ce qui permet leur chevau-
chement. Par exemple la Figure 2.6 pre´sente un programme RASM dont la dernie`re ins-
truction est un saut au milieu de l’instruction pre´ce´dente, ce qui a pour effet d’exe´cuter le
code machine 0xF4, correspondant a` l’instruction assembleur « halt ».
C (P ) P
a Σ[a/k], k ∈ N
DATA:
0x0 00 00 ...
CODE:
0x100 B8 F4 00 00 00 mov eax, 0xF4
0x105 EB FA jmp 0x101
Figure 2.6 Exemple de programme RASM avec chevauchement d’instructions. L’octet souli-
gne´ est celui qui sera exe´cute´ apre`s le branchement.
– Les singularite´s du jeu d’instructions x86, comme des instructions non officiellement
documente´es, mais qui existent bel et bien [43], ou encore des instructions assembleurs qui
peuvent eˆtre encode´es de plusieurs manie`res [61].
En pratique, une analyse pourrait limiter ces difficulte´s en se focalisant sur les instructions
les plus courantes, par exemple celles produites par les compilateurs modernes. Mais nous
verrons au chapitre 4 que les protections de logiciels malveillants utilisent justement un jeu
d’instructions varie´ afin de mettre en difficulte´ l’analyse.
2.2.3 Perte d’informations de haut niveau
L’analyse de programmes sous la forme de code source de haut niveau peut s’appuyer sur
un certain nombre d’informations qui, a` l’inverse, sont absentes dans les programmes exe´cu-
tables :
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– Le typage des donne´es : les donne´es stocke´es en me´moire n’ont pas de types qui leur sont
associe´s, elles sont simplement contenues dans un grand tableau (Σ dans notre machine
abstraite). En particulier, les adresses stocke´es en me´moire ne sont pas distinguables des
autres donne´es.
– La structure du code : les langages de haut niveau de´finissent un ensemble de structures
de controˆle (boucles, tests...) qui restreignent la fac¸on dont le flot de controˆle e´volue au cours
de l’exe´cution. En particulier, ces langages n’autorisent habituellement pas d’instructions
de branchement du type goto, ou alors seulement des versions restreintes. A` l’inverse, en
langage machine x86, ce type d’instruction est permis, par exemple sous la forme « jmp
ri ». Ainsi, il est possible de produire des formes de code non structure´es en programmant
directement en assembleur, par exemple du code « spaghetti » comme dans le programme
RASM de la Figure 2.7. Dans cet exemple, il est difficile de trouver la valeur qu’aura eax
a` la fin de l’exe´cution (et meˆme de voir comment termine l’exe´cution).
C (P ) P
a Σ[a/k], k ∈ N
DATA:
0x0 00 00 ...
CODE:
0x100 B8 07 00 00 00 mov eax, 0x7
0x105 EB 06 jmp 0x10D
0x107 83 C0 12 add eax, 0x12
0x10A EB 06 jmp 0x112
0x10C F4 halt
0x10D 83 C0 03 add eax, 0x3
0x110 EB F5 jmp 0x107
0x112 83 C0 15 add eax, 0x15
0x115 EB F5 jmp 0x10C
Figure 2.7 Exemple de programme RASM avec flot de controˆle « spaghetti ». Le code va
sauter de l’adresse 0x105 a` 0x10D, puis de 0x110 a` 0x107, de 0x10A a` 0x112, et finalement
de 0x115 a` 0x10C.
– Les fonctions : cette notion tre`s commune dans les langages haut niveau n’est pas de´finie
en langage machine x86. Il existe simplement des instructions, comme « call » et « ret »,
qui facilitent l’imple´mentation d’un appel de fonction, en se chargeant notamment du re-
tour au code appelant. Ne´anmoins, rien n’oblige a` imple´menter un appel de fonction avec
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ces instructions, ou a` suivre une quelconque norme.
Cette perte d’information est intrinse`que au processus de compilation dont l’objectif est de
produire un programme exe´cutable par une machine.
Remarque 6. Il existe des me´canismes pour conserver de l’information de haut niveau dans
des programmes exe´cutables, par exemple les symboles de de´bogage, qui permettent de faire
le lien entre le code source et le code machine. Pour les logiciels malveillants, il serait bien
entendu illusoire de supposer que leurs concepteurs fournissent ces informations.
2.3 Revue de litte´rature
Nous pre´sentons ici les travaux sur la traduction du langage machine vers un langage assem-
bleur et sur la de´finition formelle du langage machine.
2.3.1 De´sassemblage
Avant de donner des re´fe´rences sur le de´sassemblage, nous allons de´finir le cadre the´orique
de ce proble`me.
Cadre the´orique
Le de´sassemblage est la transformation d’un programme en langage machine en un pro-
gramme en langage assembleur au comportement e´quivalent. Une condition ne´cessaire a` toute
transformation de programme non triviale est de pouvoir distinguer le code des donne´es dans
le programme d’entre´e. Cela n’est pas un proble`me quand on compile un programme e´crit
dans un langage de haut niveau, car le code et les donne´es sont alors diffe´rencie´s syntaxi-
quement. A` l’inverse, dans un programme en langage machine, le code et les donne´es sont
me´lange´s en me´moire sans eˆtre a` priori distinguables.
Or, la distinction code-donne´es est un proble`me inde´cidable dans un programme informa-
tique, ce qui peut se montrer en se ramenant au proble`me de l’arreˆt :
– Supposons que le proble`me de la distinction code-donne´es est de´cidable, c’est-a`-dire qu’il
existe une routine CODE(P ) qui retourne pour tout programme P l’ensemble des adresses
me´moires exe´cutables par P .
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– Quelque soient P un programme et I une entre´e de P , on peut alors construire le pro-
gramme P ′ qui re´alise un appel au programme P sur l’entre´e I. Notons A l’adresse qui est
situe´e juste apre`s cet appel dans P ′.
– Si A ∈ CODE(P ′), cela implique alors que le programme P termine ne´cessairement son
exe´cution sur l’entre´e I. Inversement, si A ∉ CODE(P ′), cela implique que P ne termine
pas son exe´cution sur l’entre´e I. Ce raisonnement e´tant valable pour tout P et tout I, nous
pouvons de´cider le proble`me de l’arreˆt, qui est notoirement inde´cidable. De ce fait, notre
supposition de de´part est fausse, c’est-a`-dire que le proble`me de la distinction code-donne´es
est inde´cidable.
Comme le de´sassemblage ne´cessite de distinguer le code des donne´es, on peut conclure a`
l’inde´cidabilite´ du de´sassemblage d’un programme en langage machine.
Solutions pratiques
Il existe en pratique deux algorithmes de de´sassemblage conventionnels :
– le parcours line´aire, qui commence au premier octet du programme et de´sassemble se´quen-
tiellement les instructions, et qui ne distingue donc pas les donne´es qui peuvent se trouver
au milieu du code.
– le parcours re´cursif, qui suit le flot de controˆle du programme pour trouver les instructions,
mais qui de ce fait peut rapidement devenir impre´cis a` cause d’adresses de branchement
calcule´es a` partir des entre´es du programme.
Des ame´liorations a` ces algorithmes ont e´te´ e´tudie´es, par exemple Cifuentes et al. [40] pro-
posent un de´sassemblage « spe´culatif » dans lequel les zones non reconnues comme du code
lors d’une premie`re passe re´cursive sont de´sassemble´es jusqu’a` rencontrer une instruction in-
valide, auquel cas la zone est conside´re´e comme contenant des donne´es. De meˆme, Schwarz et
al. [126] proposent une me´thode hybride qui combine les deux algorithmes classiques en ve´ri-
fiant qu’ils donnent des re´sultats compatibles et en remontant les erreurs a` l’analyste lorsque
c¸a n’est pas le cas. De leur coˆte´, Wartell et al. [150] emploient l’apprentissage machine pour
reconnaˆıtre les se´quences d’octets qui sont habituellement du code, a` partir d’un ensemble
de binaires dont ils ont valide´ manuellement le de´sassemblage. Finalement, le de´sassembleur
commercial le plus utilise´, IDA Pro [56], emploie un algorithme re´cursif et de nombreuses heu-
ristiques base´es sur la reconnaissance du compilateur. Ce qui fait particulie`rement sa force
est son interactivite´, qui permet a` l’analyste de corriger le de´sassemblage selon sa propre
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connaissance.
A` la base du de´sassemblage se trouve le de´codage d’une instruction machine, c’est-a`-dire sa
traduction en assembleur. Or l’imple´mentation de cette – apparemment simple – ope´ration
est propice aux erreurs sur un jeu d’instructions aussi varie´ que celui de l’architecture x86,
comme l’ont montre´s Paleari et al. [114]. Les auteurs ont ainsi exhibe´ des erreurs de de´codage
pour tous les de´sassembleurs du marche´, notamment en comparant leurs re´sultats avec le
comportement du processeur.
2.3.2 Se´mantique du langage machine x86
Le raisonnement formel sur un programme se base habituellement sur une se´mantique de
ses instructions. Or les manuels Intel [80] ne donnent celle des instructions machine x86 que
dans un me´lange d’anglais et de pseudo-code, qui est donc difficile a` utiliser rigoureusement.
Ainsi, des formes plus adapte´es ont e´te´ cre´e´es par diffe´rents auteurs. Cifuentes et al. [39] ont
de´fini un langage, nomme´ Semantic Specification Language, permettant de de´crire la se´man-
tique des instructions machine. Il s’agit d’une extension au langage Object-Z, qui permet
la spe´cification formelle en combinant la logique de premier ordre et les ensembles mathe´-
matiques. Coogan et al. [47] raisonnent de leur coˆte´ sur les instructions machine x86 en les
traduisant en e´quations ; chaque instruction correspond alors a` une, ou plusieurs, e´quations
qui font ressortir explicitement ses effets sur le syste`me. Degenbaev [52] de´finit dans sa the`se
un langage spe´cifique qui lui permet de construire la se´mantique de plus d’une centaine d’ins-
tructions x86, en lien avec un mode`le me´moire pre´cis pour de´crire les acce`s partage´s. Dans
leur e´tude sur l’exe´cution multiprocesseur, Sarkar et al. [124] de´finissent la se´mantique d’une
vingtaine d’instructions machine dans un langage fonctionnel leur permettant de pre´ciser
l’ordre (ou l’absence d’ordre) entre les diffe´rents effets d’une instruction. Finalement, Cai et
al. [28] construisent une machine abstraite dans laquelle le code du programme n’est pas fixe´
et qui peut donc prendre en compte le code auto modifiant. Les auteurs pre´sentent alors une
se´mantique ope´rationnelle pour un jeu d’instruction x86 re´duit, sous une forme similaire a`
celle utilise´e en 2.1.1, et raisonnent sur les programmes selon la logique de Hoare.
Une des utilisations principales de la se´mantique est la traduction du langage machine en
une Repre´sentation Interme´diaire (RI), plus adapte´e a` l’analyse. La se´mantique se retrouve
alors encode´e dans le traducteur qui produit la RI. Ceci permet en particulier de de´velopper
des analyses pour plusieurs architectures a` la fois. Ainsi, Lim et al. [89] ont construit un sys-
te`me qui permet de de´duire, a` partir d’une spe´cification de la se´mantique ope´rationnelle d’un
langage machine, une repre´sentation interme´diaire dans un langage commun a` diffe´rentes ar-
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chitectures. Cette RI prend la forme de code C++ dont certains e´le´ments sont parame´trables
selon l’analyse qui sera ensuite lance´e. Dans le meˆme ordre d’ide´e, Dullien et al. [55] ont cre´e´
le langage REIL pour analyser des programmes en langage machine sur diffe´rentes architec-
tures. Leur langage contient 17 instructions, qui sont de la forme 3-adresses et ont chacune un
unique effet sur le syste`me. Similairement, l’outil d’analyse dynamique Valgrind [108] traduit
le code machine en un langage impe´ratif avec la proprie´te´ Single Static Assignment (SSA),
qui explicite tous les effets des instructions. Le composant qui se charge de cette traduction,
nomme´ VEX, a e´te´ re´utilise´ dans le projet d’analyse de programmes exe´cutables BitBlaze
[132], et dans son successeur BAP [21], afin de produire une autre RI, dont la se´mantique
ope´rationnelle est fournie. Finalement, l’outil CodeSurfer/x86 [6] construit un ensemble de
RI d’un binaire sous forme de graphes, comme le graphe de de´pendances syste`me, le graphe
de flot de controˆle, ou encore l’arbre syntaxique abstrait.
Malgre´ cette diversite´ de formes, la se´mantique est toujours de´finie manuellement, ce qui,
du fait de la varie´te´ du jeu d’instruction x86 et de son e´volution constante, entraˆıne des
restrictions dans le nombre d’instructions mode´lise´es. Par exemple, le Semantic Specification
Language de Cifuentes et al. [39] est a` la base du de´compilateur Boomerang [140], mais les
instructions de type Single Instruction Multiple Data (SIMD) n’y sont toujours pas de´finies,
alors qu’elles sont pre´sentes dans de nombreuses applications multime´dias. De la meˆme fac¸on,
le projet BAP ne ge`re pas les instructions arithme´tiques a` virgule flottante [20]. Plus ge´ne´ra-
lement, aucun des articles cite´s ne revendique une couverture comple`te du jeu d’instructions.
2.4 Conclusion
Dans ce chapitre, nous avons de´crit l’environnement d’exe´cution x86, puis construit une ma-
chine abstraite qui nous a permis d’insister sur les particularite´s de l’architecture. Ainsi, le
code auto modifiant, la complexite´ du jeu d’instructions x86 et l’absence d’informations de
haut niveau rendent l’analyse de programmes machine particulie`rement difficile. En particu-
lier, nous avons vu que le de´sassemblage d’un programme est un proble`me inde´cidable, et




L’analyse dynamique e´tudie une exe´cution concre`te d’un programme, au contraire de l’analyse
statique. Cette me´thode pre´sente l’avantage de ge´rer en grande partie les spe´cificite´s de
l’architecture x86 pre´sente´es au chapitre pre´ce´dent, notamment le code auto modifiant.
Nous commencerons par justifier en de´tail notre choix de l’analyse dynamique pour e´tudier
les protections de logiciels malveillants, pour ensuite de´finir formellement cette me´thode, et
de´crire son imple´mentation. Finalement, nous pre´senterons quelques travaux de recherche
base´s sur cette approche.
3.1 Analyse de programmes
L’analyse de programmes est un processus visant a` re´pondre a` une question pre´cise sur le
comportement d’un programme. L’analyse dynamique, que nous utiliserons ici, se de´finie
par opposition a` l’analyse dite statique. Nous allons introduire ces deux types d’analyse, pour
ensuite justifier notre choix de la me´thode dynamique pour e´tudier les protections de logiciels
malveillants.
3.1.1 Analyse statique
L’analyse statique de programmes est un champ de recherche dont le but est, selon Niel-
son et al. [109], « to offer techniques for predicting safe and computable approximations to
the set of values or behaviours arising dynamically at run-time when executing a program
on a computer ». Autrement dit, il s’agit de raisonner sur un programme sans l’exe´cuter.
L’analyse statique est habituellement construite de fac¸on suˆre, c’est-a`-dire que ses re´sultats
s’e´tendent a` toutes les exe´cutions possibles du programme (pas de faux ne´gatifs), ce qui se
fait souvent au de´triment de la pre´cision, l’absence de faux positifs. Pour ce faire, elle fait
preuve de conservatisme, c’est-a`-dire qu’elle de´montre des proprie´te´s faibles, mais qui sont
effectivement toujours vraies [58].
Par exemple, une question que l’on pourrait poser sur le programme P1 de la Figure 3.1 serait
« Quelles sont les valeurs que le registre eax peut prendre a` la fin de l’exe´cution ? ». Une
premie`re re´ponse possible d’une analyse statique pourrait eˆtre « l’ensemble des valeurs sur
B32 », qui contient effectivement la bonne valeur (pas de faux ne´gatifs), mais aussi beaucoup
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d’autres que le registre ne pourra en fait pas prendre (des faux positifs). Une analyse statique
plus pre´cise pourrait remarquer que eax est initialise´ a` 0x13, que les ope´rations suivantes ne
font qu’augmenter sa valeur, et donc re´pondre « l’ensemble des valeurs supe´rieures a` 0x13 »
(en supposant qu’il n’y ait pas de de´bordement arithme´tique). Finalement, une analyse sta-
tique pre´cise pourrait re´pondre « la valeur 0x18 », qui est bien la seule possible, puisque ce
programme n’utilisant pas d’entre´es il ne peut donner lieu qu’a` une seule exe´cution. Pour
atteindre ce niveau de pre´cision, l’analyse statique doit eˆtre dote´e d’une description comple`te
de la se´mantique des instructions. Autrement dit, la pre´cision de l’analyse statique de´pend







Figure 3.1 Programme P1
3.1.2 Analyse dynamique
L’analyse dynamique e´tudie de son coˆte´ une (ou plusieurs) exe´cution concre`te, pour laquelle
elle connaˆıt donc l’e´tat exact de la machine a` chaque e´tape. De ce fait, elle est habituellement
pre´cise, mais non suˆre, car son re´sultat ne se ge´ne´ralise pas force´ment aux exe´cutions non ob-
serve´es du programme, qui pourraient diffe´rer du fait d’autres valeurs d’entre´es. Remarquons
qu’une analyse dynamique n’est pas intrinse`quement non suˆre, par exemple le programme P1
peut eˆtre analyse´ dynamiquement de fac¸on suˆre, puisqu’il ne peut donner lieu qu’a` une seule
exe´cution. Une analyse dynamique peut e´tudier plusieurs exe´cutions, et non pas une seule,
dans le but d’augmenter la suˆrete´ de ses re´sultats [107]. De plus, certaines analyses peuvent
avoir lieu pendant l’exe´cution, et non apre`s, par exemple pour interdire des comportements
au moment ou` ils se produisent [11]. Dans cette the`se, nous entendons par analyse dynamique
l’e´tude a posteriori d’une exe´cution d’un programme informatique.
Par exemple, une exe´cution du programme P1 est pre´sente´e dans la Figure 3.2 avec les
informations accessibles a` l’analyse dynamique. Il est alors possible de re´pondre a` la question
« Quelles sont les valeurs que le registre eax peut prendre a` la fin de l’exe´cution ? » de la
fac¸on suivante : « eax peut prendre au moins la valeur 0x18 », car c’est celle observe´e a` la
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fin de cette exe´cution.
Temps Instruction E´tat des
a` exe´cuter registres
0 mov eax, 0x13 ∆[ri] = 0,∀ri ∈ REG
1 add eax, 0x2 ∆[ri] = ⎧⎪⎪⎨⎪⎪⎩ 0x13 si ri = eax0 sinon
2 add eax, 0x3 ∆[ri] = ⎧⎪⎪⎨⎪⎪⎩ 0x15 si ri = eax0 sinon
3 halt ∆[ri] = ⎧⎪⎪⎨⎪⎪⎩ 0x18 si ri = eax0 sinon
Figure 3.2 Exe´cution du programme P1
Pour re´sumer, ce qui fait la diffe´rence entre l’analyse statique et l’analyse dynamique – au
sens ou` nous l’avons de´finie ici – est la nature de l’objet e´tudie´ : d’un coˆte´ un programme,
c’est-a`-dire un ensemble d’exe´cutions possibles, et de l’autre une exe´cution, pour laquelle
l’e´tat exact de la machine est connu.
3.1.3 Pourquoi le choix de l’analyse dynamique ?
Les trois de´fis de l’analyse du langage machine x86 mentionne´s au chapitre 2 – code auto mo-
difiant, complexite´ du jeu d’instructions et absence d’informations de haut niveau – sont des
obstacles importants a` une analyse statique pre´cise. De ce fait, les outils statiques [6, 21, 132]
font habituellement des hypothe`ses sur les programmes. En particulier, ils supposent que
ceux-ci ont e´te´ produits par un compilateur standard, ce qui leur permet de re´duire les dif-
ficulte´s, par exemple en reconnaissant les constructions usuelles du compilateur – comme
les fonctions – ou en ne traitant qu’un sous-ensemble du langage machine. Mais les protec-
tions de logiciels malveillants sont construites spe´cifiquement comme des programmes « hors-
normes » ; on y trouve beaucoup de code auto modifiant, peu de structures, et des instructions
x86 exotiques – c’est-a`-dire peu communes dans les applications standards –, comme nous
le verrons au chapitre 4. Ainsi, l’analyse statique est inadapte´e dans l’e´tat actuel des choses
pour e´tudier des protections de logiciels malveillants.
De son coˆte´, l’analyse dynamique ge`re de fac¸on transparente le code auto modifiant, et ne ne´-
cessite pas une se´mantique des instructions x86 (bien qu’il soit utile d’en posse´der une version
alle´ge´e, comme nous le verrons). Sa principale difficulte´ re´side habituellement dans le choix
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d’entre´es pertinentes pour le programme, ce que Ernst de´crit comme e´tant « the chief chal-
lenge of performing a good dynamic analysis » [58]. Autrement dit, une analyse dynamique de
qualite´ ne´cessite des entre´es qui me`neront le programme a` un chemin d’exe´cution inte´ressant.
Dans le cas des logiciels malveillants « grand public », dont l’objectif est d’infecter un maxi-
mum d’utilisateurs, les programmes ne prennent pas d’entre´es au sens traditionnel du terme,
c’est-a`-dire que l’utilisateur n’a pas a` donner des valeurs pour diriger l’exe´cution. Par contre,
l’environnement d’exe´cution fournit des donne´es aux programmes, par exemple par le biais de
son ge´ne´rateur pseudo-ale´atoire, ou bien encore par les fonctions de bibliothe`ques standards.
Ces valeurs qui viennent de l’environnement d’exe´cution constituent alors les entre´es du pro-
gramme, et celui-ci peut refuser de s’exe´cuter s’il n’est pas satisfait avec ces valeurs. Dans le
contexte de nos logiciels malveillants non cible´s, il est ne´anmoins facile de construire un en-
vironnement d’exe´cution ade´quat, car comme ces programmes veulent infecter un maximum
d’utilisateurs il suffit de reproduire l’environnement le plus standard possible. La construc-
tion d’un tel environnement est facilite´e par le faible nombre de configurations diffe´rentes
qui dominent le marche´ des ordinateurs personnels (typiquement le syste`me d’exploitation
Windows). Le choix des entre´es du programme, c’est-a`-dire de son environnement d’exe´cu-
tion, n’est donc pas un obstacle dans le cadre de l’analyse de ces logiciels malveillants. Par un
raisonnement similaire, la sortie du programme est constitue´e de l’ensemble des modifications
apporte´es a` l’environnement d’exe´cution.
Pour ces diffe´rentes raisons, nous avons fait le choix de nous tourner vers l’analyse dynamique,
que nous allons maintenant de´finir en de´tail.
3.2 Processus d’analyse dynamique
L’analyse dynamique de´veloppe´e dans cette the`se est l’e´tude a posteriori d’une exe´cution
d’un programme informatique. Le processus qui nous permet de re´aliser cette e´tude est de´-
crit en Figure 3.3. Tel qu’explique´ pre´ce´demment, les entre´es du programme correspondent
a` l’environnement d’exe´cution, et cet environnement est simplement celui d’un utilisateur
standard.
Le traceur et la trace sont communs aux chapitres 4 et 5, et nous les de´crirons ici. L’e´tape










Figure 3.3 Processus d’analyse dynamique
3.2.1 Traceur
Un traceur est un outil qui permet d’observer l’exe´cution d’un programme. Pour re´aliser sa
fonction, il doit posse´der au minimum les habilete´s suivantes :
1. La connaissance de l’e´tat de la machine, a` la granularite´ temporelle d’une
instruction. En d’autres termes, un traceur peut examiner l’e´tat de la machine entre
chaque instruction exe´cute´e. En particulier, nous conside´rons que les outils qui ne
peuvent observer l’e´tat de la machine qu’a` des moments particuliers (comme l’appel
de fonctions de bibliothe`ques) ne sont pas des traceurs.
2. La transparence de l’observation. Cette notion est particulie`rement importante
pour l’analyse de logiciels malveillants, car ces derniers ve´rifient souvent qu’ils s’exe´-
cutent sans eˆtre observe´s. Dinaburg et al. de´finissent la transparence comme le fait
d’eˆtre inde´tectable par n’importe qu’elle me´thode de de´tection [53], ce que les auteurs
reconnaissent comme impossible a` satisfaire en pratique. Nous pre´fe´rerons donc parler
de transparence relative : pour toute me´thode de de´tection D d’un traceur, celui-ci doit
pouvoir eˆtre modifie´ de fac¸on a` devenir inde´tectable par D. Autrement dit, la pre´sence
du traceur ne doit pas perturber inconditionnellement l’exe´cution d’un programme.
3. La capacite´ d’enregistrer des informations. Un traceur doit pouvoir noter les
donne´es issues de son observation, dans ce qu’on appellera une trace d’exe´cution.
Il serait e´videmment sous-optimal de faire enregistrer au traceur l’e´tat complet de la ma-
chine a` chaque e´tape de l’exe´cution, puisqu’une grande partie de cet e´tat reste inchange´e
suite a` l’exe´cution d’une instruction. Par conse´quent, il est utile pour le traceur de posse´der
e´galement un crite`re de se´lection des informations a` enregistrer selon l’e´tat de la
machine. Dans notre cas, nous collectons pour chaque e´tat de la machine :
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– L’adresse et le code machine de la prochaine instruction a` exe´cuter.
– Toutes les ope´randes d’entre´es de la prochaine instruction a` exe´cuter, c’est-a`-dire les re-
gistres ou les adresses me´moires qu’elle va lire, ainsi que les valeurs qui seront lues.
– Toutes les ope´randes de sortie de la prochaine instruction a` exe´cuter, c’est-a`-dire tous les
registres ou les adresses me´moires qu’elle va e´crire, ainsi que les valeurs qui seront e´crites.
Pour pre´ciser cela, l’Algorithme 1 pre´sente le pseudo-code du traceur d’un programme P ∈
RASM sur la machine abstraite du chapitre 2. Le mot-cle´ Enregistrer indique la collecte
par le traceur d’une information. Nous de´finissons EXE : MSTATE → MSTATE la fonction
qui fait exe´cuter sa prochaine instruction a` la machine.
La fonction ENTREES : RASM/Ins × MSTATE → (REG ∪ B32)∗ retourne l’ensemble des
ope´randes d’entre´es d’une instruction, tandis que SORTIES retourne l’ensemble de ses ope´-
randes de sorties. Remarquons que ces fonctions ont besoin de connaˆıtre l’e´tat de la machine,
car certaines ope´randes en de´pendent. Par exemple, posons M ∈ MSTATE tel que eax a la
valeur 0x107 dans M , et ebx a la valeur 0x0, alors ENTREES(mov [eax], ebx, M)={eax,
ebx} et SORTIES(mov [eax], ebx, M)={0x107}. Ainsi, l’adresse me´moire e´crite ne peut
eˆtre de´termine´e qu’en fonction de l’e´tat de la machine.
Algorithme 1 Traceur du programme P
1: S = C (P )
2: tant que S ≠  faire
3: I = ProchaineInstruction(S)
4: Enregistrer adresse et code machine de I
5: Enregistrer tous les e ∈ ENTREES(I, S)
6: Enregistrer la valeur de tous les e ∈ ENTREES(I, S)
7: Enregistrer tous les s ∈ SORTIES(I, S)
8: S = EXE(S)
9: Enregistrer la valeur de tous les s ∈ SORTIES(I, S)
Remarquons que la lecture de la valeur d’une ope´rande de sortie d’une instruction ne peut se
faire qu’apre`s l’avoir exe´cute´e. Il nous faut insister sur le fait que les fonctions ENTREES et
SORTIES ne sont pas propres a` l’analyse dynamique elle-meˆme, car elles utilisent en fait une
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partie de la se´mantique de l’instruction. Pour expliciter cela, nous cate´gorisons la se´mantique









Figure 3.4 Niveaux de pre´cision de la se´mantique du langage machine x86
Une se´mantique de niveau 1 correspond a` la donne´e des ope´randes mentionne´es dans l’instruc-
tion. Pour le niveau 2, il faut avoir en plus une connaissance des ope´randes non mentionne´es
comme telles dans l’instruction. Finalement, le niveau 3 contient les connaissances pre´ce´dentes
plus une de´finition de l’ope´ration re´alise´e par l’instruction. Par exemple, la se´mantique de
l’instruction x86 push ecx peut eˆtre cate´gorise´e de la fac¸on suivante :
– Niveau 1 : le registre ecx est une entre´e explicite.
– Niveau 2 : le registre de pile esp est une entre´e implicite, et l’adresse me´moire pointe´e
par esp - 4 ainsi que esp lui-meˆme sont des sorties implicites. Remarquons que la pile
croit vers les adresses de´croissantes dans l’architecture x86.
– Niveau 3 : l’instruction de´cre´mente esp de 4 octets, puis e´crit a` l’adresse me´moire pointe´e
par esp la valeur qui est dans ecx.
C’est au niveau 3 qu’e´voluent habituellement les travaux sur la se´mantique d’un langage,
comme la se´mantique ope´rationnelle du langage RASM de la Figure 2.3, et les articles que
nous avons vus au chapitre pre´ce´dent. Notre traceur posse`de de son coˆte´, par le biais des
fonctions ENTREES et SORTIES, une se´mantique de niveau 2. Or l’obtention de celle-ci
est plutoˆt aise´e en pratique, meˆme pour le langage machine x86, comme nous le verrons.
Nous e´vitons de ce fait le proble`me de la comple´tude de la se´mantique de niveau 3 de´crit au
chapitre pre´ce´dent.
3.2.2 Trace d’exe´cution
Une trace d’exe´cution est la repre´sentation de l’exe´cution d’un programme, c’est-a`-dire es-
sentiellement la concate´nation des informations e´mises par le traceur. Nous en donnons ici
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une de´finition formelle qui servira aux analyses des chapitres suivants, en commenc¸ant par
de´crire l’unite´ de base d’une trace.
Definition 2. Une instruction dynamique Di est un n-uplet compose´ de :
– une adresse me´moire A[Di],
– une instruction machine I[Di] exe´cute´e a` A[Di],
– deux ensembles d’adresses me´moires lues et e´crites RM[Di] et WM[Di] par I[Di],
– deux ensembles de registres lus et e´crits RR[Di] et WR[Di] par I[Di].
Les ope´randes d’entre´es de l’instruction sont donc l’ensemble RM[Di] ∪ RR[Di], tandis que
les ope´randes de sortie sont WM[Di] ∪ WR[Di]. De plus, pour toute instruction dynamique
Di, nous nous donnons deux ope´rateurs (VE[Di],VS[Di]) ∈ ((REG ∪ B32) → B32)2 qui re-
tournent respectivement la valeur associe´e a` une ope´rande d’entre´e, et celle associe´e a` une
ope´rande de sortie (c’est-a`-dire la valeur produite par l’instruction pour cette ope´rande).
Definition 3. Une trace d’exe´cution est une se´quence finie d’instructions dynamiques Di,
avec les ope´rateurs de valuation VE[Di] et VS[Di].
Par exemple la trace d’exe´cution du programme P1 pre´ce´demment de´crit est donne´e en Fi-
gure 3.1. Par souci de compre´hension, nous affichons la traduction assembleur de I[Di].
Tableau 3.1 Trace d’exe´cution du programme P1
DiA[Di] I[Di] 1 RM[Di] RR[Di] WM[Di] WR[Di] VE[Di] VS[Di]
0x100 mov eax, 0x13 eax eax=0x13
0x105 add eax, 0x2 eax eax eax=0x13 eax=0x15
0x108 add eax, 0x3 eax eax eax=0x15 eax=0x18
0x10D halt
Finalement, nous noterons TRACE l’ensemble des traces d’exe´cution, et nous de´finissons
T/Ins comme la se´quence des instructions machine d’une trace T = D1; . . . ;Dn, c’est-a`-dire
T/Ins = I1; . . . ; In si ∀k ∈ [1, n], I[Dk] = Ik.




Il existe diffe´rentes manie`res d’imple´menter un traceur, comme :
– L’instrumentation : du code d’analyse est inse´re´ dans le programme a` tracer pour collecter
des informations lors de son exe´cution. La majorite´ des outils effectuent cette insertion
dynamiquement, c’est-a`-dire qu’ils recompilent au moment de l’exe´cution le code du pro-
gramme original en y ajoutant le code d’analyse. Parmi les outils les plus matures sous
Windows, on peut citer DynInst [22], DynamoRIO [19] et Pin [95].
– L’e´mulation : l’environnement d’exe´cution est simule´, le plus souvent pour eˆtre exe´cute´ sur
une autre architecture mate´rielle. Cela permet de suivre pre´cise´ment l’exe´cution et donc
de construire un traceur. Par exemple, l’e´mulateur de syste`me QEMU [12] a servi de base
a` de nombreux traceurs dans la communaute´ acade´mique, comme l’outil TEMU du projet
BitBlaze [132], ou encore l’environnement d’exe´cution pour logiciels malveillants Anubis
[10].
– Le de´bogage : un de´bogueur est un outil qui permet a` l’analyste de suivre pas a` pas l’exe´-
cution d’un programme en posant des points d’arreˆts. La majorite´ des de´bogueurs peuvent
produire automatiquement une trace exe´cution, habituellement en utilisant un drapeau
du processeur x86 nomme´ Trap Flag qui leur permet de prendre la main apre`s chaque
instruction exe´cute´e.
Remarque 7. Comme nous le verrons, la se´paration entre ces trois me´thodes n’est pas aussi
stricte en pratique : de nombreux outils vont en fait les combiner entre elles.
3.3.2 Notre choix
Nous avons choisi de re´aliser l’imple´mentation du traceur de l’Algorithme 1 avec Pin [95], qui
permet l’instrumentation dynamique de code. Cet outil fourni de nombreuses fonctions qui
permettent a` la fois d’abstraire les idiosyncrasies du jeu d’instruction x86, et de manipuler
aise´ment l’e´tat du programme avant et apre`s chaque instruction (le requis 1 d’un traceur).
D’autre part, cet outil fait preuve d’une grande robustesse (support des programmes multi
thread, du code auto modifiant...), ce qui est particulie`rement appre´ciable quand on veut ana-
lyser des protections de logiciels malveillants. De plus, Pin utilise la bibliothe`que XED [79]
qui fournit la se´mantique de niveau 2 pre´ce´demment mentionne´e, c’est-a`-dire qu’elle de´finit
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les ope´randes, implicites ou explicites, de toutes les instructions machine x86. Finalement,
cet outil permet aise´ment d’enregistrer l’information collecte´e par le biais des fonctions de
bibliothe`que standard (requis 3 d’un traceur).
Concernant la transparence relative (requis 2 d’un traceur), il faut remarquer que Pin a e´te´
conc¸u avant tout pour e´tudier des architectures machines, pas des logiciels malveillants. Par
exemple, Intel s’en sert pour simuler de nouvelles instructions, avant de les introduire physi-
quement dans les processeurs [78]. De ce fait, il existe un certain nombre de signes e´vidents
qui permettent a` un programme de se savoir instrumente´ par Pin, comme ceux de´crits par
Falcon et al. [60]. Malgre´ cela, la flexibilite´ de cet outil nous a permis de passer a` travers
toutes les techniques de protection rencontre´es au cours de cette the`se, c’est-a`-dire d’atteindre
la transparence relative de´finie en §3.2.1.
Par exemple, Pin ne ge`re pas par de´faut le fait qu’un programme manipule le Trap Flag
du processeur x86, car il l’utilise lui meˆme – c’est-a`-dire que Pin emploie une fonctionnalite´
de de´bogage (cf. Remarque 7) –, or c’est une technique rencontre´e dans certains logiciels
malveillants. Nous avons donc instrumente´ de fac¸on particulie`re les instructions machine
concerne´es pour les simuler sans toucher au drapeau, c’est-a`-dire que nous avons fait de
l’e´mulation. Ainsi, le code de notre traceur est constitue´ de plus de 600 lignes de code C++,
et est disponible en [29].
Remarque 8. Pin ne permet pas l’instrumentation du code situe´ dans le noyau du syste`me
d’exploitation. Concre`tement, cela implique que tous les logiciels malveillants que nous e´tu-
dions dans cette the`se ne chargent pas de modules noyaux en me´moire.
3.4 Revue de litte´rature
Nous pre´sentons ici les travaux sur l’analyse dynamique de programmes en langage machine,
que ceux-ci soient des logiciels malveillants ou pas. En effet, il existe une motivation pour
l’analyse de programmes exe´cutables en dehors de l’e´tude des logiciels malveillants, qui peut
se re´sumer sous l’acronyme « WYSINWYX (What You See Is Not What You Execute) »,
donne´ par Balakrishnan et al. [7]. En d’autres termes, l’e´tude d’un programme en langage
machine permet d’analyser ce qui est vraiment exe´cute´, au contraire de l’analyse du code
source, a` cause des transformations que le compilateur effectue.
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3.4.1 Applications de l’analyse dynamique
Reconstruction de structures de donne´es. Le proble`me est de retrouver l’organisation
des structures (les diffe´rents champs, les imbrications) dans un programme exe´cutable et, dans
certains cas, de de´couvrir e´galement la se´mantique des champs. Lin et al. [91] ont construit
un outil qui de´duit la se´mantique d’une case me´moire par son implication dans une ope´ration
qui la « re´ve`le », par exemple comme un argument d’un appel syste`me documente´. Cette
information est ensuite propage´e en avant et en arrie`re sur la trace d’exe´cution. Les auteurs
rajoutent une se´rie d’heuristique pour regrouper les cases me´moires dans une meˆme structure
de donne´es. Plus re´cemment, Slowinska et al. [129] ont e´tendu ce travail en s’inte´ressant a` la
reconstruction de structures internes d’un programme par l’observation des acce`s re´alise´s sur
ces structures lors d’une exe´cution. L’intuition de base est que si A est un pointeur, un ac-
ce`s me´moire a` l’adresse A+4 est un indice de la pre´sence d’un champ de 4 octets a` l’adresse A.
Protocoles re´seau. Comprendre des protocoles re´seau non documente´s, tels que ceux uti-
lise´s par certaines familles de logiciels malveillants [34], est une taˆche difficile, qui ne´cessite
de retrouver a` la fois le format des messages et la machine a` e´tat du protocole. Caballero et
al. [26] de´duisent le format des messages de la fac¸on dont les donne´es re´seau sont manipule´es
lors d’une exe´cution. Parmi leurs intuitions il y a, par exemple, le fait qu’un champ A d’un
message qui de´crit la longueur d’un champ B de longueur variable va toujours eˆtre utilise´
pour acce´der au champ apre`s B, ou bien encore qu’un champ de longueur fixe et infe´rieure a`
4 octets sera acce´de´ par une seule instruction. Ils ont applique´ leur technique sur des proto-
coles standards (HTTP, DNS, etc.) puis sur un protocole « maison » d’un logiciel malveillant
[25]. Lin et al. [90] ont e´tendu ce travail en prenant en compte la pile d’appels de fonctions,
ce qui leur permet en particulier de reconstruire les relations hie´rarchiques entre les champs.
Finalement, Comparetti et al. [46] se sont inte´resse´s a` la reconstruction de la machine a`
e´tat d’un protocole. Pour ce faire, suite a` l’observation d’un ensemble de dialogues re´seau,
ils regroupent les messages similaires, puis construisent une premie`re machine a` e´tat qui les
accepte, pour en de´duire la machine minimale qui fait de meˆme. La construction ge´ne´rale
d’une telle machine est difficile lorsqu’on ne connaˆıt que des chemins acceptants, alors pour
rendre le proble`me attaquable ils introduisent des heuristiques, comme le fait que certains
messages sont des pre´fixes obligatoires a` d’autres, ou qu’il existe des messages pour indiquer
la fin d’un e´change.
Extraction d’algorithmes. L’objectif est ici de permettre a` l’analyste d’exe´cuter avec des
arguments de son choix des algorithmes pre´cis d’un logiciel malveillant, comme la ge´ne´ration
de noms de domaines a` contacter, ou le de´chiffrement du trafic re´seau. Ainsi, dans [86] les
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auteurs ont construit un outil qui (i) a` partir d’un point d’inte´reˆt dans une trace d’exe´cution,
extrait le code et les donne´es qui y sont relie´s, (ii) construit un programme inde´pendant, et
(iii) permet le rejeu de ce nouveau programme. Comme ils n’observent pas force´ment tout le
code ne´cessaire a` un rejeu du programme pour toutes les entre´es possibles, ils transforment
les branchements conditionnels dont une seule des deux branches a e´te´ prise, en branchements
inconditionnels. Caballero et al. [24] suivent une approche similaire, a` ceci pre`s qu’ils utilisent
un algorithme de de´sassemblage combinant analyse statique et dynamique pour l’extraction.
Une difficulte´ que ces travaux rencontrent est de faire correspondre au niveau machine les
concepts des langages de programmation de haut niveau, comme les notions de fonctions et
de parame`tres. Finalement, Dolan-Gavitt et al. [54] ont pre´sente´ un algorithme pour recons-
truire un programme a` partir de plusieurs traces d’exe´cution, dans le cadre de leur travail
sur l’introspection de machines virtuelles.
Ainsi l’analyse dynamique est une voie privile´gie´e pour attaquer de nombreux proble`mes sur
les programmes en langage machine x86, graˆce a` sa robustesse naturelle contre les spe´cificite´s
de l’architecture. Il nous faut tout de meˆme remarquer qu’il est tre`s rare de trouver des
re´flexions sur la nature de l’analyse dynamique, ou meˆme une simple de´finition d’une trace
d’exe´cution. Une notable exception est le travail de Schwartz et al. [125] dans lequel les auteurs
de´finissent formellement le taint analysis (suivie de valeurs) dans une trace d’exe´cution, a`
partir de la se´mantique ope´rationnelle d’un langage interme´diaire proche du langage machine.
Cette analyse dynamique particulie`re est a` la base de la majorite´ des travaux cite´s ici.
3.4.2 Couverture de code
L’analyse dynamique ne raisonne que sur les exe´cutions qu’elle peut observer, ce qui a pousse´
a` rechercher des moyens d’augmenter sa couverture du programme, c’est-a`-dire d’exhiber un
maximum d’exe´cutions diffe´rentes.
Une des me´thodes utilise´es est l’exe´cution concolique, qui combine l’analyse dynamique a`
l’exe´cution symbolique, afin de de´couvrir de nouveaux chemins d’exe´cutions. En particulier
cette analyse comprend les e´tapes suivantes : (i) exe´cuter concre`tement le programme sur une
premie`re entre´e tout en re´coltant les contraintes qui se sont exerce´es par le biais des branche-
ments conditionnels, (ii) transformer ces contraintes en formules logiques, et (iii) trouver les
entre´es qui permettent d’obtenir l’inverse d’une contrainte, et donc de prendre un nouveau
chemin d’exe´cution. Parmi les projets qui utilisent ce type d’analyse sur des programmes en
langage machine, citons SAGE de Microsoft [67] et KLEE de´veloppe´ par Cadar et al. [27].
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Dans le cadre des logiciels malveillants, Moser et al. [107] ont construit un outil d’exploration
de diffe´rents chemins d’exe´cution. Pour ce faire, ils suivent l’utilisation des entre´es du pro-
gramme pour de´terminer quels branchements en de´pendent, prennent une copie de l’e´tat de
la machine au moment de chacun de ces branchements pour, une fois l’exe´cution termine´e,
remettre la machine dans l’e´tat au moment du branchement tout en prenant soin de modifier
la valeur de l’entre´e concerne´e pour forcer l’exe´cution de l’autre chemin. La difficulte´ prin-
cipale est que la modification de l’entre´e doit eˆtre faite de fac¸on consistante, c’est-a`-dire en
s’assurant que toutes les valeurs qui de´pendent de cette entre´e sont aussi modifie´es en conse´-
quence. De leur coˆte´, Comparetti et al. [45] extraient d’une trace d’exe´cution des mode`les de
comportements, sous la forme de graphes de flot de controˆle enrichis, pour les rechercher dans
le code non exe´cute´ dans d’autres logiciels malveillants. Ainsi, ils trouvent des fonctionnalite´s
non exe´cute´es dans ces derniers.
Il existe donc des moyens d’e´tendre la suˆrete´ d’une analyse dynamique, et celle-ci ne devrait
par conse´quent pas eˆtre vu comme un facteur intrinse`quement limitant, en particulier dans
des applications ou` le nombre de chemins d’exe´cution diffe´rents est habituellement faible,
comme pour les protections de logiciels malveillants que nous verrons au chapitre suivant.
3.5 Conclusion
Dans ce chapitre nous avons de´fini l’analyse dynamique, apre`s avoir justifie´ son choix pour
e´tudier les logiciels malveillants. Nous avons notamment de´crit pre´cise´ment ce que sont un
traceur et une trace d’exe´cution. Ensuite, nous avons introduit l’imple´mentation d’un traceur
qui va servir aux projets des deux chapitres suivants. Finalement, nous avons fait une revue




De nombreuses techniques ont e´te´ de´veloppe´es pour prote´ger les programmes informatiques,
par exemple pour cacher la proprie´te´ intellectuelle qu’ils contiennent. Les logiciels malveillants
emploient aussi des protections, mais dans le but d’e´viter la de´tection par les antivirus, ou
de complexifier le travail des analystes en se´curite´. Ne´anmoins, les protections de logiciels
malveillants restent peu e´tudie´es, la majorite´ des travaux se concentrant plutoˆt sur leur
charge utile. C’est pour reme´dier a` cela que nous pre´sentons dans ce chapitre les re´sultats
d’une e´tude des protections de logiciels malveillants.
Nous de´finirons dans un premier temps la notion de protection, pour ensuite e´voquer les
travaux existants, et finalement pre´senter notre approche et ses re´sultats.
4.1 Fondations
Un protecteur imple´mente une transformation de programme qui produit un programme pro-
te´ge´ a` partir d’un programme non prote´ge´. Dans le cadre des logiciels malveillants, l’analyste
n’a pas ne´cessairement acce`s au protecteur lui-meˆme, et encore moins au programme original
non prote´ge´. Ainsi, l’objet de l’analyse est seulement le re´sultat du protecteur, et il est alors
difficile de discuter en de´tail la qualite´ de l’obfuscation et les techniques utilise´es (tel que
cela est fait pour la protection d’applications le´gitimes [42]). Nous allons de´finir ici un cadre
simple et semi-formel pour englober l’ensemble des techniques de protection.
La notion de protection doit eˆtre aborde´e a` partir de l’attaquant contre lequel elle prote`ge.
Les logiciels malveillants font face a` divers adversaires, comme les antivirus, ou les analystes
humains. Nous regroupons alors ceux-ci dans le mode`le suivant.
Definition informelle 1. Un attaquant A d’un programme P est un triplet (DA,CA,OA,P ),
avec :
– DA : son environnement d’exe´cution d’analyse,
– CA : sa capacite´ de raisonnement,
– OA,P : son objectif a` atteindre en rapport avec P .
Ainsi, un attaquant A d’un programme P e´tudie le programme dans un environnement DA
en utilisant sa capacite´ de raisonnement CA afin d’atteindre OA,P . Par exemple, si P est un
logiciel malveillant, alors :
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– Un analyste humain H peut eˆtre un attaquant de P , avec DH son environnement d’exe´-
cution contenant ses outils d’analyse, CH sa capacite´ cognitive, et OH,P la compre´hension
de P .
– Un antivirus AV peut eˆtre un attaquant de P , avec DAV son e´mulateur, c’est-a`-dire son en-
vironnement d’exe´cution factice, CAV son algorithme de de´tection, et OAV,P l’identification
de P comme malveillant.
– Une sandbox S peut eˆtre un attaquant de P , avec DS l’environnement d’exe´cution qu’elle
reproduit, CS ses algorithmes de collecte d’informations, et OS,P la production d’un rapport
correct sur le comportement de P .
Dans ce chapitre, nous laissons de coˆte´ les programmes RASM et notre machine abstraite,
pour revenir dans le monde des programmes en langage machine x86. Nous notons alors PX86
l’ensemble de ces programmes, et ⟦P ⟧ la fonction calcule´e par un programme P . Comme
explique´ en §3.1.3, les entre´es d’un programme correspondent dans notre contexte a` son
environnement d’exe´cution, tandis que ses sorties sont les modifications qu’il apporte a` cet
environnement d’exe´cution.
Definition informelle 2. Pour tout P ∈ PX86, la fonction ~ ∶ PX86 → PX86 prote`ge contre
l’attaquant A = (DA,CA,OA,P ) si :
1. L’effet de P sur le syste`me est partiellement conserve´ par ~ :∀x ≠DA, ⟦P ⟧(x) = ⟦~(P )⟧(x)
2. Il est plus difficile pour A d’atteindre OA,~(P ) que OA,P .
Un protecteur contre un attaquant A est alors un programme imple´mentant une fonction qui
prote`ge contre A. Commenc¸ons par expliquer pourquoi la deuxie`me partie de la De´finition
informelle 2 reste ge´ne´rale : e´tant donne´ la multitude des techniques de protection possibles
– traduction dans un nouveau langage qui sera interpre´te´ a` l’exe´cution, obfuscation, tests
contre l’environnement, etc. –, il est de´licat de de´finir la notion de difficulte´ de fac¸on a` la
fois pre´cise et ge´ne´rique. Plus de pre´cision n’e´tant pas ne´cessaire a` notre raisonnement, cette
de´finition ge´ne´rale est suffisante.
Deuxie`mement, il est important d’insister sur le fait qu’a` la diffe´rence des transformations
de programmes telles que la compilation ou la spe´cialisation [82], la protection peut ne pas
conserver comple`tement la se´mantique du programme qu’elle transforme (de´finie ici comme
la modification du syste`me). En particulier, le programme prote´ge´ peut refuser de s’exe´cuter
s’il de´tecte la pre´sence de l’environnement d’exe´cution de l’attaquant.
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Par exemple, lors de notre analyse de la famille Swizzor [33], nous avons observe´ que des
tests cible´s contre des e´mulateurs antivirus e´taient effectue´s. Si l’environnement d’exe´cution
se comportait comme un de ces e´mulateurs (x =DA, ou` A est l’antivirus), alors le programme
terminait abruptement, sans exe´cuter sa charge utile. En cas d’exe´cution dans un environne-
ment classique (x ≠DA), la charge utile e´tait bien exe´cute´e.
Finalement, nous allons mettre en avant une caracte´ristique courante des fonctions de protec-
tion : celles-ci peuvent utiliser une entre´e supple´mentaire afin de renvoyer une sortie diffe´rente
pour un meˆme programme d’entre´e. Pour ce faire, nous notons l’ensemble des valeurs d’entre´es
possibles INPUT. En pratique, cette entre´e peut par exemple eˆtre donne´e par un ge´ne´rateur
pseudo-ale´atoire, ou bien eˆtre fournie par l’utilisateur de la protection.
Definition informelle 3. Pour tout P ∈ PX86, la fonction   ∶ PX86 × INPUT → PX86
prote`ge de fac¸on versatile contre l’attaquant A = (DA,CA,OA,P ) si :
1. Sa restriction a` son premier argument prote`ge contre A, conforme´ment a` la De´finition
informelle 2,
2. ∀e ∈ INPUT,∀e′ ∈ INPUT , si e ≠ e′ alors  (P, e) et  (P, e′) diffe`rent syntaxiquement.
Un protecteur versatile contre un attaquant A est alors un programme imple´mentant une
fonction qui prote`ge de fac¸on versatile contre A. Cette caracte´ristique permet aux protec-
teurs de produire des fichiers diffe´rents pour une meˆme logique malveillante initiale. Ceci
explique en partie le nombre astronomique de fichiers reconnus malveillants sur Internet.
Par exemple, lors de notre analyse de la famille Waledac [32], nous avons observe´ la publica-
tion d’un nouvel exemplaire toutes les deux heures, et ce de fac¸on continue pendant plusieurs
jours. La charge utile de ces exemplaires (les interactions avec le syste`me) restait exactement
la meˆme. Ainsi, la production automatique de fichiers diffe´rents permettait a` la famille d’avoir
un temps d’avance sur la de´tection des antivirus.
Remarque 9. La versatilite´ peut sembler similaire a` la notion de « polymorphisme» (ou client-
side polymorphism), qui de´signe des logiciels malveillants se propageant en cre´ant des copies
modifie´es d’eux-meˆmes. Dans ce cas, le protecteur est alors inclus dans le logiciel malveillant
lui-meˆme, et n’est pas un programme se´pare´, cette situation e´tant quant a` elle nomme´e
server-side polymorphism. C’est pour e´viter la confusion et regrouper les deux notions sous
un meˆme terme que nous employons le mot « versatilite´ ».
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4.2 Proble`me de recherche
4.2.1 Motivation
Comme nous l’avons montre´ dans les chapitres pre´ce´dents, la complexite´ des programmes
en langage machine a pousse´ au de´veloppement de me´thodes d’analyse spe´cifiques. En par-
ticulier, de nombreux outils se focalisent sur des programmes produits par des compilateurs
standards. Cela permet de faire de nombreuses hypothe`ses et d’obtenir alors des solutions ac-
ceptables a` des proble`mes inde´cidables, comme le de´sassemblage. Ainsi, ces outils n’analysent
pas correctement tous les programmes en langage machine, mais seulement un sous-ensemble
de ceux-ci, et c’est ce qui les rend performants.
De leur coˆte´, les logiciels malveillants sont rarement la sortie directe d’un compilateur, car
ils ont subi une transformation supple´mentaire : la protection. Il est alors inte´ressant de
de´terminer s’il existe des caracte´ristiques communes dans les logiciels malveillants prote´ge´s,
afin de de´velopper des me´thodes d’analyse spe´cifiques et performantes. Autrement dit, bien
que la protection d’un logiciel malveillant puisse le transformer en un programme hors normes,
afin de mettre en e´chec les outils habituels, n’existe-t-il pas en fait d’autres normes dans ces
programmes prote´ge´s ?
4.2.2 Hypothe`se
L’hypothe`se de recherche que nous allons poser est l’existence d’un mode`le de protection par-
ticulie`rement pre´valent parmi les logiciels malveillants. Notre intuition – que cette hypothe`se
est vraie – vient des analyses de logiciels malveillants re´alise´es au cours de la the`se, comme
[33] et [34].
Afin de de´finir le mode`le de protection en question, il nous faut expliciter le concept de couche
de code. En plus des notations introduites au chapitre pre´ce´dent, nous notons ADDR[Di]
l’ensemble des adresses me´moires occupe´es par une instruction dynamique Di, ce qui contient
en particulier A[Di], l’adresse a` laquelle elle commence. Pour la simplicite´ des explications,
l’instruction dynamique Di est a` la position i dans sa trace d’exe´cution.
Definition 4. Soit T ∈ TRACE, l’ensemble cre´ateur de Di ∈ T est de´fini comme :
Crea(Di, T ) = { Dj ∈ T , j < i ∣ ∃ a ∈ ADDR[Di] ⋂ WM[Dj], /∃ k ∈ ⟧j; i⟦, a ∈WM[Dk] }
L’ensemble cre´ateur d’une instruction contient donc les instructions dynamiques responsables
de l’e´criture en me´moire d’au moins un octet de celle-ci (qui n’a pas e´te´ re´e´crit depuis).
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Remarquons qu’il s’agit bien d’un ensemble, puisqu’une instruction x86 comprend plusieurs
octets qui peuvent avoir e´te´ e´crits par diffe´rentes instructions.
Definition 5. Soit T ∈ TRACE, la profondeur de Di ∈ T est de´finie comme :
Prof(Di, T ) = ⎧⎪⎪⎪⎨⎪⎪⎪⎩
maxDj(Prof(Dj, T ))+1, pour Dj ∈ Crea(Di, T ), si Crea(Di, T ) ≠ ∅
0 sinon
Une instruction dynamique qui e´tait pre´sente initialement dans le programme a donc une
profondeur de 0, tandis qu’une instruction cre´e´e dynamiquement a une profondeur supe´rieure
de 1 a` la profondeur maximale des instructions qui l’ont e´crite en me´moire.
Definition 6. Soit T ∈ TRACE, la couche de code de T d’indice k est de´finie comme :
Couche(k,T) = { Dj ∈ T ∣ Prof(Dj, T ) = k }
Ainsi, une trace d’exe´cution est divise´e en couches de code qui regroupent les instructions
d’une meˆme profondeur. Nous pouvons alors e´noncer notre hypothe`se.
Hypothe`se de recherche. Le mode`le de protection de´fini par les deux proprie´te´s suivantes
est commun pour les logiciels malveillants :
1. Il y a au moins deux couches de code auto modifiant dans le programme,
2. Le roˆle des couches de´pend de leur ordre de cre´ation :
– Les premie`res couches, c’est-a`-dire toutes sauf la dernie`re, servent a` la protection de
la charge utile,
– La dernie`re couche imple´mente la charge utile du logiciel malveillant.
La notion de charge utile est ici employe´e au sens large, c’est-a`-dire comme l’ensemble des in-
teractions entre le syste`me et le logiciel malveillant, par exemple la manipulation de fichiers et
les communications re´seau. L’ordre de cre´ation des couches correspond aux indices de la De´fi-
nition 6 : la couche d’indice 0 est la premie`re, tandis que celle d’indice maximal est la dernie`re.
Le mode`le de protection de notre hypothe`se est donc base´ sur le code auto modifiant, avec une
dichotomie entre les premie`res couches, qui servent a` la protection, et la dernie`re, qui re´alise
la charge utile du logiciel malveillant. D’autres hypothe`ses possibles auraient e´te´ par exemple
un me´lange charge utile et protection dans chaque couche, ou bien encore une protection
base´e sur une machine virtuelle et sans code auto modifiant. Le proble`me de recherche est
alors de tester la validite´ de notre hypothe`se.
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4.3 Travaux existants
Nous allons pre´senter ici les travaux qui de´crivent les protections utilise´es par les logiciels
malveillants, et qui pourraient nous donner des indications sur la validite´ de notre hypothe`se.
4.3.1 Statistiques
De fac¸on ge´ne´rale, l’industrie antivirus communique peu sur les protections de logiciels mal-
veillants, probablement car leurs clients (et les me´dias) ont plus d’inte´reˆt pour la charge utile.
Ne´anmoins, quelques exceptions notables permettent de saisir l’e´volution des protections au
cours des dernie`res anne´es :
– En 2006, plus de 92% des logiciels malveillants sont prote´ge´s, d’apre`s Brosch et al. [18].
Dans ces programmes prote´ge´s, Morgenstern et al. [106] de´notent que pour plus de 70% des
cas il s’agit de protecteurs du domaine public. Ces protections sont librement accessibles
sur Internet (ou moyennant l’achat d’une licence, ce qui entraˆıne la disponibilite´ de ver-
sions pirates), et sont pour la plupart normalement destine´es a` la protection de la proprie´te´
intellectuelle. S’ajoute a` cela des compresseurs comme UPX [113], qui ne sont pas a` pro-
prement parler des protecteurs, mais qui peuvent mettre en difficulte´ les antivirus par leur
utilisation de code auto modifiant. De ce fait, il n’est pas possible de simplement de´tecter
la protection elle-meˆme, sous peine de faux positifs sur les applications le´gitimes qui les
emploient. Cette ne´cessite´ d’une analyse en profondeur des protections se heurte alors a` la
complexite´ grandissante des protections commerciales, par exemple avec l’introduction de
machines virtuelles [149].
– Plus re´cemment, les logiciels malveillants ont employe´ de plus en plus des protections
prive´es, c’est-a`-dire cre´e´es spe´cifiquement pour les logiciels malveillants. Ainsi, celles-ci
repre´sentent plus de 40% des cas en 2010 d’apre`s Morgenstern et al. [106]. Ce changement
de tactique – mentionne´ par d’autres sources industrielles [146, 23] – peut s’expliquer en
partie par les accords e´tablis entre les compagnies antivirus et celles qui commercialisent
des protections, afin de de´tecter les licences utilise´es par des logiciels malveillants [77].
Ces diverses statistiques montrent l’importance des protections de logiciels malveillants, et
une tendance re´cente a` privile´gier des protections « maison ». Ne´anmoins, comme mentionne´
en §1.2.1, toutes ces e´tudes sont base´es sur des outils de recherche statique de signatures,
comme PEiD [130], SigBuster [85] ou Yara [154], et cela ne re´pond donc pas directement a`
notre proble`me de recherche :
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– Les protections identifie´es sont celles pour lesquelles une signature a e´te´ ajoute´e, ce qui
privile´gie naturellement les protections connues et anciennes, tandis que les plus confiden-
tielles ou les nouvelles versions sont invisibles.
– De par leur nature statique, ces outils ne peuvent reconnaˆıtre que la couche exte´rieure d’un
programme ; si une partie du code de la protection n’est visible que lors de l’exe´cution, elle
ne sera pas analyse´e. En particulier, si des protections sont combine´es entre elles, seule la
dernie`re applique´e risque d’eˆtre identifie´e.
– Des faux positifs peuvent avoir lieu, et il est meˆme facile de les cre´er de´libe´re´ment, par
exemple avec l’outil ExeForger [138].
– Le re´sultat donne´ par ces outils est le nom d’une protection, ce qui ne fournit pas d’indica-
tions sur le fonctionnement de celle-ci, et en particulier sur sa correspondance avec notre
mode`le.
4.3.2 E´tudes en profondeur
Dans un autre type de travail industriel, on trouve des descriptions de´taille´es de protections,
habituellement dans le cadre d’une analyse ge´ne´rale d’une famille. Par exemple, Boldewin [14]
a e´crit en 2007 une analyse de la famille Storm Worm dans laquelle il de´taille sa protection
« maison » : deux couches de code servent de protection, et une troisie`me contient la charge
utile. Fallie`re et al. [64] de Symantec de´crivent l’emploi de la protection commerciale VM-
Protect par la famille Clampi en 2009. Cette protection a la particularite´ de se baser, entre
autres, sur une machine virtuelle. De leur coˆte´, Zaytsev et al. [156] ont de´crit la protection
par machine virtuelle « maison » de la famille Xpaj. Tous ces travaux de´crivent des exemples,
choisis parce qu’ils pre´sentent des originalite´s, et ils ne peuvent donc servir a` montrer une
tendance ge´ne´rale.
4.3.3 Recherche en milieu acade´mique
Plusieurs travaux acade´miques, comme ceux de Martignoni et al. [99] et Royal et al. [123], ont
e´tudie´ la suppression des protections base´es sur le code auto modifiant. La me´thode consiste
a` attendre que le code ait de´chiffre´ une nouvelle couche pour en faire une copie et l’analyser.
Cela ne donne pas directement d’indications sur la pre´valence des protections base´es sur le
code auto modifiant. Reynaud [116] pre´sente dans sa the`se une e´tude de presque 100 000
exemplaires de logiciels malveillants par analyse dynamique. En particulier, il montre que
plus de 95% de ceux-ci utilisent du code auto modifiant. Aucune indication n’est donne´e
sur les fonctionnalite´s des couches de code, et cela ne nous permet donc pas de tester notre
hypothe`se sur la se´paration des roˆles entre les premie`res couches et la dernie`re. De plus, ces
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re´sultats souffrent d’un biais important a` cause de la me´thode de collecte des exemplaires
(honeypot) : pre`s de 56% des exemplaires traite´s sont d’une seule et meˆme famille. De leur
coˆte´, Roundy et al. [122] ont recense´ les techniques utilise´es par divers protecteurs du do-
maine public. Les auteurs ne discutent pas l’architecture des programmes prote´ge´s, et ne
mentionnent pas les protections « maison » qui, comme nous l’avons pre´ce´demment de´crit,
sont de´sormais courantes parmi les logiciels malveillants.
Ainsi, il n’existe pas d’e´tudes a` grande e´chelle sur l’architecture des protections de logiciels
malveillants qui pourraient confirmer, ou infirmer, notre hypothe`se.
4.4 Me´thode de recherche
Le but de notre expe´rience est de ve´rifier la validite´ de notre hypothe`se de recherche, et par la
meˆme d’ame´liorer la connaissance des protections de logiciels malveillants. Notre hypothe`se
postule la pre´valence d’un mode`le de protection, de´fini dans le cadre d’une analyse dynamique.
Il est donc ne´cessaire d’avoir un environnement d’expe´rience permettant d’exe´cuter un logiciel
malveillant sous le controˆle d’un traceur. Cet environnement est de´crit en Figure 4.1, ou` sont






Figure 4.1 Environnement d’expe´rience
E´tape 1 : Se´lection des exemplaires a` e´tudier.
Il serait illusoire de vouloir ve´rifier notre hypothe`se sur l’ensemble des exemplaires reconnus
malveillants sur Internet, e´tant donne´ leur nombre. De ce fait, nous devons se´lectionner des
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exemplaires de fac¸on a` ce que les re´sultats observe´s puissent eˆtre conside´re´s comme repre´sen-
tatifs d’une tendance parmi les logiciels malveillants.
Par exemple, si nous choisissions ale´atoirement des exemplaires parmi des bases de logiciels
malveillants publiques, comme [115], nous aurions des biais expe´rimentaux du fait de la me´-
thode de collecte des exemplaires – les honeypots attrapent des vers, tandis que les spamtraps
re´cupe`rent des pie`ces jointes de courriels –, de la localisation ge´ographique d’ou` la collecte est
effectue´e, de sa dure´e, etc. Ainsi, une base d’exemplaires publique repre´sente plus ou moins
fide`lement ce qu’affronte un utilisateur sur Internet, selon la fac¸on dont elle a e´te´ construite.
Cela n’est pas en soi un proble`me, puisque de toute fac¸on les utilisateurs ne font pas tous
face a` la meˆme menace, mais la repre´sentativite´ des re´sultats peut eˆtre mise a` mal si on
ne connaˆıt pas les biais dans la se´lection des exemplaires. En particulier, un grand nombre
d’exemplaires uniques ne repre´sente pas ne´cessairement une grande varie´te´, car ils peuvent
simplement eˆtre le re´sultat d’un protecteur versatile applique´ a` un meˆme programme initial.
Pour e´viter cette situation, nous avons fait le choix de de´finir nous meˆme nos
biais expe´rimentaux, c’est-a`-dire de choisir nos exemplaires a` partir de crite`res
que nous conside´rons pertinents.
Notre point de de´part est la notion de famille de logiciels malveillants qui – dans son sens
commun – de´signe le regroupement sous une meˆme appellation d’exemplaires diffe´rents, mais
provenant d’une meˆme base de code. En choisissant des exemplaires dans plusieurs familles,
on s’assure donc d’avoir de la diversite´. Ne´anmoins, cette notion de famille n’a pas de de´fi-
nition formelle et en pratique son utilisation par les antivirus ne correspond pas toujours a`
la conception intuitive qu’on peut en avoir. Par exemple, certains antivirus regroupent des
exemplaires avec un comportement particulier, comme l’injection dans un processus, dans
des familles spe´ciales. Celles-ci ne contiennent alors pas des exemplaires issus d’une meˆme
base de code, mais des exemplaires imple´mentant un meˆme comportement de diffe´rentes ma-
nie`res. Le manque d’informations publiques sur ces familles spe´ciales les rend inutilisables
pour re´aliser des expe´riences rigoureuses. Finalement, remarquons qu’il est commun que des
antivirus donnent un nom diffe´rent a` une meˆme famille. Ainsi, la notion de famille de logiciels
malveillants permet de s’assurer de la diversite´ des exemplaires, a` condition de prendre en
compte la multiplicite´ du nommage par les antivirus et de mettre de coˆte´ les familles spe´ciales
utilise´es par ces meˆmes antivirus.
Il nous faut alors de´terminer comment choisir nos familles de logiciels malveillants. Com-
menc¸ons par rappeler que notre objectif est l’estimation d’une tendance ge´ne´rale parmi les
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familles « grand public », c’est-a`-dire qui ne participent pas a` des attaques cible´es. Pour ce
faire, nous nous sommes alors focalise´s sur celles dont on peut penser qu’elles ont re´ussi.
Le crite`re de succe`s le plus e´vident est la pre´valence, c’est-a`-dire essentiellement le nombre
de fichiers malveillants appartenant a` la famille, disponible publiquement par l’interme´diaire
des diffe´rents top 10 des e´diteurs antivirus. Mais cette mesure a tendance a` favoriser artifi-
ciellement les familles qui infectent des fichiers le´gitimes, car elles produisent sur une seule
machine de nombreux exemplaires diffe´rents, sans pour autant infecter plus d’utilisateurs.
De ce fait, nous avons pre´fe´re´ choisir d’autres crite`res, notamment en observant la re´ponse
apporte´e par la communaute´ de la se´curite´ informatique aux diffe´rentes familles :
– La notorie´te´. La communaute´ de la se´curite´ informatique, qu’elle soit acade´mique ou
industrielle, communique sur les familles de logiciels malveillants qu’elle conside`re particu-
lie`rement dangereuses. Nous mesurons le nombre de ces communications graˆce au moteur
de recherche personnalise´ d’Alexander Hanel [72], qui parcourt les ressources industrielles
– typiquement les blogs des entreprises antivirus –, ainsi que le moteur de recherche Google
Scholar pour comptabiliser les publications acade´miques (les whitepapers de l’industrie sont
conside´re´s comme des publications acade´miques). Le nombre de re´sultats sur le nom d’une
famille (avec ses alias) donne alors une indication de son importance pour la communaute´
de la se´curite´ informatique, et donc de son succe`s.
– Les actions offensives. Cette meˆme communaute´ a lance´ ces dernie`res anne´es des at-
taques contre des familles de logiciels malveillants, en particulier pour neutraliser leurs
botnets, par des moyens techniques [152, 136, 143] ou juridiques [101]. E´tant donne´ les res-
sources ne´cessaires a` de telles actions offensives, qui sont souvent le fruit d’une collaboration
entre diffe´rentes entreprises, elles ne sont re´alise´es que pour les familles particulie`rement
dangereuses. Cela nous donne donc un crite`re supple´mentaire pour trouver des familles qui
ont eu du succe`s.
Pour re´sumer, nous conside´rons que lorsque la communaute´ de la se´curite´ montre de l’inte´reˆt
pour une famille, cela indique que celle-ci a eu un certain succe`s. Notre processus de se´lection
des exemplaires est alors le suivant :
1. De´termination d’une liste de familles de logiciels malveillants dont on peut estimer le
succe`s sur la base des deux crite`res pre´ce´dents. Notre se´lection est montre´e dans le
Tableau 4.1. La pe´riode d’activite´ de´note seulement la pe´riode pendant laquelle les
controˆleurs du logiciel malveillant e´taient actifs. En particulier, certains de ses logiciels
malveillants continuent toujours de se propager par eux-meˆmes. Remarquons aussi que
d’apre`s les informations publiques disponibles sur ces familles, aucune d’entre elles n’a
e´te´ prote´ge´e par une protection commerciale.
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Tableau 4.1 Familles choisies pour l’expe´rience
Nom(s) de la Pe´riode Mentions Mentions Actions
famille d’activite´ industrielles acade´miques offensives
Storm Worm 2007-2008 53 300 1 190 Attaque contre le protocole
Nuwar pair-a`-pair re´alise´e
Peacomm en 2008 par des chercheurs
Zhelatin inde´pendants [152].
Waledac 2008-2010 34 800 249 Attaque contre le
protocole pair-a`-pair re´alise´e
en 2010 par Microsoft
et ses partenaires [101].
Koobface 2008-2011 103 000 363 Attaque contre l’infrastructure
de controˆle mene´e en 2010 par
des chercheurs inde´pendants [143].
Conficker 2008-2011 324 000 1 390 Microsoft a offert en 2009 une
Downadup re´compense de 250 000$ pour
Kido toutes informations sur les
auteurs du logiciel malveillant [103].
Cutwail 2008-2013 1 48 300 231 Attaque contre l’infrastructure
Pushdo de controˆle mene´e en 2010 par
des chercheurs acade´miques [137].
Ramnit 2010-2013 1 129 000 44 Aucune attaque connue.
1. Toujours en activite´ au moment de l’e´criture de la the`se.
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2. Collecte de 100 exemplaires pour chaque famille se´lectionne´e dans la base d’exemplaires
publique malware.lu [115]. Ces exemplaires sont tous reconnus comme membres
de la famille par au moins 4 antivirus parmi une liste d’e´diteurs majeurs 1 (en
prenant en compte les diffe´rences de nommage). Ainsi, le nombre de faux positifs, ou
des erreurs de nommage, est re´duit, du fait du consensus entre les antivirus. Nous
avons donc analyse´ 600 exemplaires de logiciels malveillants.
Remarque 10. Le nombre 100 repre´sente en fait le nombre d’expe´riences valides que nous
avons effectue´ avec chaque famille. En pratique, nous avons duˆ collecter plus de 100 exem-
plaires pour y parvenir, car certains d’entre eux n’e´taient pas analysables, par exemple parce
le fichier e´tait corrompu. La notion de validite´ des expe´riences sera de´finie pre´cise´ment par
la suite.
E´tape 2 : Analyse des exemplaires dans l’environnement d’expe´rience.
Cet environnement, de´crit en Figure 4.1, a e´te´ construit dans le cluster du laboratoire de
se´curite´ de l’E´cole Polytechnique de Montre´al. Le stagiaire Erwann Traourouder a mis en
place le syste`me de gestion d’expe´rience a` l’hiver 2013. Ce cluster comprend 98 machines
physiques sur lesquelles des machines virtuelles peuvent eˆtre de´ploye´es, et il est de´connecte´
physiquement d’Internet. Pour notre expe´rience, nous avons mis en place les entite´s suivantes :
– Les analyseurs. Ce sont des machines virtuelles avec Windows XP SP3 32 bits, qui
suivent l’exe´cution d’un exemplaire avec notre traceur pendant 20 minutes maximum,
puis analysent la trace d’exe´cution. Nous de´taillerons les mesures effectue´es lors de la
pre´sentation des re´sultats. Chaque analyseur fonctionne en paire avec un isolateur, qui est
la seule machine joignable par son interface re´seau.
– Les isolateurs. Ce sont des machines virtuelles avec Linux, qui exe´cutent le simulateur
re´seau INetSim [76]. Celui-ci re´pond aux requeˆtes re´seau qui lui parviennent avec des
messages standards, afin de faire croire au logiciel malveillant qui s’exe´cute sur l’analyseur
associe´ qu’il est connecte´ a` Internet. Les isolateurs controˆlent l’expe´rience sur les analyseurs,
et re´cupe`rent les mesures lorsqu’elle est termine´e.
– Le controˆleur d’expe´rience. Il se charge de re´partir les exemplaires aux analyseurs, en
les envoyant a` leur binoˆme isolateur. C’est sur cette machine que l’expe´rience est de´finie
par l’analyste.
1. ESET, Kaspersky, McAfee, Microsoft, Sophos et Symantec
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Au final, notre environnement comprend 388 couples analyseur/isolateur.
Remarque 11. La dure´e d’exe´cution de 20 minutes a e´te´ choisie de fac¸on a` re´colter une trace
d’exe´cution d’environ 110 millions instructions dynamiques, inde´pendamment de la famille.
D’apre`s notre expe´rience, cela est habituellement suffisant pour qu’un logiciel malveillant
exhibe la forme de sa protection.
E´tape 3 : Rapatriement des re´sultats dans une base de donne´es.
Les re´sultats de l’analyse sont centralise´s dans une base de donne´es, d’ou` sont extraites les
statistiques que nous pre´senterons par la suite.
4.5 Validation des expe´riences
Un exemplaire de logiciel malveillant se´lectionne´ durant la premie`re e´tape de notre proce´-
dure expe´rimentale ne va pas ne´cessairement donner des re´sultats valides. Pour expliquer ce
phe´nome`ne, nous allons de´finir deux caracte´ristiques de validation expe´rimentale, qui nous
permettront de conside´rer toute expe´rience qui les satisfait comme significative. Nous discu-
terons e´galement les conditions de fin d’expe´rience.
4.5.1 Validation technique
Proposition. Une expe´rience est valide techniquement si :
1. Le traceur a termine´ correctement son exe´cution,
2. La trace d’exe´cution contient plus de 500 instructions dynamiques.
La validation technique correspond a` une barre minimum d’inte´reˆt d’une expe´rience. Un cas
courant d’e´chec technique est celui des fichiers corrompus. Dans ce cas, une petite trace
d’exe´cution est produite, correspondant a` la gestion d’erreur. Une autre possibilite´ est la
mauvaise terminaison de notre traceur, ce qui est duˆ a` son incapacite´ de suivre l’exe´cution
du programme (il n’est pas transparent). Nous avons corrige´ la transparence de notre traceur
en le modifiant dans les cas ou` un nombre conse´quent d’exemplaires d’une famille posait
proble`me, comme celui pre´ce´demment mentionne´ en §3.3.2 de l’e´mulation du Trap Flag.
4.5.2 Validation comportementale
Proposition. Une expe´rience est valide comportementalement si l’exemplaire analyse´ a mo-
difie´ l’e´tat du syste`me lors de son exe´cution.
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Pour tester ce crite`re, nous avons de´fini un ensemble de fonctions de bibliothe`que corres-
pondant a` une modification de l’e´tat du syste`me, comme la cre´ation ou la suppression d’un
fichier, l’ouverture d’une connexion re´seau, la cre´ation d’un processus Windows, etc. Lors
de notre analyse de la trace d’exe´cution, nous ve´rifions alors que le programme a appele´ au
moins une de ces fonctions, mais aussi que cet appel a re´ussi, en controˆlant la valeur de retour.
Il s’agit d’un crite`re fort qui montre que l’exemplaire a exhibe´ un comportement inte´ressant
durant l’expe´rience, donnant ainsi de la valeur aux informations re´colte´es. Notre postulat est
qu’un logiciel malveillant ne modifie le syste`me que s’il pense se trouver dans un environne-
ment a` infecter. Autrement dit, si le programme reconnaˆıt un outil de l’attaquant dans son
environnement d’exe´cution, il ne de´voilera pas les modifications qu’il souhaite apporter au
syste`me.
Tous les re´sultats pre´sente´s par la suite concernent des expe´riences qui sont a`
la fois des re´ussites techniques et comportementales. Nous avons proce´de´ de fac¸on a`
ce que cela corresponde a` 100 expe´riences pour chacune des familles se´lectionne´es. Environ
25% des exemplaires collecte´s n’ont pas passe´ la validation technique ou comportementale,
en grande partie parce qu’il s’agissait de fichiers invalides (environ 20% des exemplaires
collecte´s).
4.5.3 Conditions de fin d’exe´cution
Comme explique´ pre´ce´demment, nous exe´cutons chaque logiciel malveillant 20 minutes au
maximum.
Tableau 4.2 Conditions de fin d’exe´cution
Part des exemplaires
Exe´cution termine´e avant le temps imparti 79.93%
Le Tableau 4.2 montre que 20% des exemplaires n’ont pas termine´ leur exe´cution avant les
20 minutes. Ceci peut s’expliquer par le fait que certains logiciels malveillants deviennent
persistants sur le syste`me dans un seul processus, et donc ne terminent jamais leur exe´cution
a` proprement parler. Une autre possibilite´ est qu’ils soient en attente d’un stimulus exte´-
rieur, comme une communication re´seau spe´cifique. La validation comportementale de´crite
pre´ce´demment nous assure que nous avons observe´ au moins une partie du comportement du
logiciel malveillant, meˆme pour ceux qui n’ont pas termine´ leur exe´cution.
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Remarque 12. L’exe´cution dont il est question ici est celle du processus initial du logiciel
malveillant. En particulier, le logiciel malveillant continue habituellement de s’exe´cuter sur
la machine dans un autre processus ou dans un service Windows.
4.6 Re´sultats
4.6.1 Auto modification
Dans cette premie`re partie des re´sultats, nous nous focalisons sur l’auto modification des
programmes, c’est-a`-dire sur le nombre de couches de code auto modifiant et les relations
entre celles-ci.
Nombre de couches de code
Nous pre´sentons en Figure 4.2 le nombre de couches de code – selon la De´finition 6 – mesure´
lors de l’exe´cution de nos exemplaires. Cette mesure ne concerne que le premier thread de
chaque exemplaire, c’est-a`-dire celui qui commence l’exe´cution.




























Figure 4.2 Nombre de couches de code
On peut observer que le code auto modifiant est tre`s pre´sent : 98.28% des exemplaires
posse`dent au moins deux couches de code. Parmi ceux-ci, il n’apparaˆıt pas de nombre
de couches particulie`rement privile´gie´.
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Transition entre les couches de code
Chaque couche de code auto modifiant est associe´e a` un indice dans la De´finition 6 qui de´fini
un ordre de cre´ation : les instructions de la couche d’indice k ont e´te´ cre´e´es par celles de la
couche d’indice k − 1, pour tout k ≥ 1. Pour autant, l’ordre d’exe´cution des couches ne cor-
respond pas ne´cessairement a` leur ordre de cre´ation. En effet, rien n’empeˆche un « retour »
de l’exe´cution sur une couche dont l’indice est infe´rieur a` celui de la couche en cours.
Une exe´cution dont les couches sont exe´cute´es strictement dans l’ordre de leur cre´ation est
dite a` croissance monotone. Dans ce cas, l’exe´cution ne revient jamais sur une couche cre´e´e
pre´ce´demment. Nous avons mesure´ cette caracte´ristique parmi nos exemplaires avec du code
auto modifiant.
Tableau 4.3 Transition entre les couches de code auto modifiant
Part des exemplaires
Croissance monotone entre les couches 54.1%
Les re´sultats sont pre´sente´s dans le Tableau 4.3 : on peut observer que pre`s de 55% des
exemplaires ont une croissance monotone entre leurs couches. Autrement dit, plus
de la moitie´ de nos exemplaires posse`dent l’architecture la plus simple possible, ou` chaque
couche cre´e´e la suivante, qui est ensuite exe´cute´e, pour ne jamais revenir sur une couche cre´e´e
pre´ce´demment. Un cas courant d’exe´cution non monotone sera discute´ en §4.7.2.
4.6.2 Forme des couches de code
Nous mesurons ici des caracte´ristiques lie´es a` la structure des couches de code, car cela permet
de de´duire des informations sur leur roˆle, comme nous le verrons.
Lecture des re´sultats
Avant de pre´senter la suite de nos mesures, nous expliquons ici comment lire
nos tableaux de re´sultats. Pour ce faire, le Tableau 4.4 pre´sente les re´sultats artificiels de
la mesure d’une caracte´ristique factice, que nous nommerons C. A` quelques exceptions
pre`s, tous nos re´sultats auront par la suite cette forme.
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Tableau 4.4 Exemple de re´sultats artificiels
...la premie`re ...les couches ...l’avant-dernie`re ...la dernie`re
couche du milieu couche couche
Part des exemplaires 15% 7% 10% 28%
avec C dans...
Ainsi, nous divisons nos re´sultats en quatre cate´gories de couche, et le Tableau 4.4 s’interpre`te
alors de la fac¸on suivante :
1. Il y a 15% d’exemplaires qui posse`dent la caracte´ristique C dans la premie`re couche,
c’est-a`-dire celle d’indice 0. Cette couche est pre´sente dans tous les exemplaires.
2. Il y a 7% d’exemplaires qui posse`dent la caracte´ristique C dans au moins une de leur
couche du milieu, c’est-a`-dire une couche dont l’indice est strictement supe´rieur a` 0 et
strictement infe´rieur a` l’indice de l’avant-dernie`re couche. Ainsi, seuls les programmes
avec au moins 4 couches posse`dent cette cate´gorie, ce qui fait 52.15% de nos exemplaires
d’apre`s la Figure 4.2.
3. Il y a 10% d’exemplaires qui posse`dent la caracte´ristique C dans l’avant-dernie`re
couche, c’est-a`-dire celle d’indice m − 1, si m est l’indice de la dernie`re. Seuls les pro-
grammes avec au moins 3 couches posse`dent cette cate´gorie, ce qui fait 70.67% de nos
exemplaires.
4. Il y a 28% d’exemplaires qui posse`dent la caracte´ristique C dans la dernie`re couche,
c’est-a`-dire celle d’indice maximal. Cette couche est pre´sente dans tous les exemplaires
avec du code auto modifiant, soit 98.28% de nos exemplaires.
Les couches sont donc divise´es selon leur position relative dans le programme, ce qui nous
permettra de tester la diffe´rence de roˆle entre les premie`res et la dernie`re mentionne´e dans
notre hypothe`se. Insistons sur le fait que les caracte´ristiques mesure´es pourront eˆtre pre´sentes
dans plusieurs couches pour un meˆme exemplaire, mais aussi ne pas eˆtre pre´sentes du tout.
Remarque 13. La cate´gorie « couches du milieu » regroupe un ensemble de couches, contraire-
ment aux autres qui n’en contiennent qu’une. Ce regroupement peut paraˆıtre simplificateur,
mais e´tant donne´ que le nombre de couches diffe`re d’un exemplaire a` l’autre, il est ne´cessaire
pour unifier les re´sultats.
58
Remarque 14. La part des exemplaires qui posse`dent une caracte´ristique dans les couches du
milieu et l’avant-dernie`re est calcule´e par rapport a` tous les exemplaires, et pas seulement par
rapport a` ceux qui posse`dent ces couches, afin de ne pas gonfler artificiellement l’importance
de celles-ci.
Dans tous les re´sultats pre´sente´s par la suite, nous conside´rons seulement les
exemplaires avec du code auto modifiant, les 1.72% restants (cf. Figure 4.2) ne
correspondant pas de fait a` notre mode`le.
Taille
La taille d’une couche de code est de´finie comme le nombre d’instructions dynamiques qui
la composent dans la trace d’exe´cution. Remarquons que comme 20% des exemplaires n’ont
pas termine´ leur exe´cution (cf. §4.5.3), la taille de la dernie`re couche est sous-estime´e.
Tableau 4.5 Tailles des couches de code auto modifiant
...la premie`re ...les couches ...l’avant-dernie`re ...la dernie`re
couche du milieu couche couche
Taille minimale de... 2 687 33 1 964 10
Taille moyenne de... 1 295 995 529 720 5 788 628 246 682
Taille me´diane de... 429 294 297 729 719 788 2 484
Taille maximale de... 52 252 488 3 089 428 20 236 026 26 148 985
Les re´sultats sont pre´sente´s dans le Tableau 4.5. Premie`rement, la taille maximale de la
premie`re couche est significativement plus e´leve´e que pour les autres couches, ce qui peut
eˆtre le re´sultat d’une protection : une exe´cution trop longue ne peut eˆtre comple`tement
simule´e par les e´mulateurs des antivirus, qui doivent prendre une de´cision rapidement pour ne
pas de´grader les performances et l’expe´rience de l’utilisateur. Ensuite, la taille me´diane de
la dernie`re couche est particulie`rement faible, ce qui ne peut seulement s’expliquer par
sa sous-estimation, mais bien par la pre´sence effective de petites couches. La pre´sence de ces
dernie`res couches de petite taille sera explique´e en §4.7.2. Finalement, les tailles maximales
montrent qu’une analyse dynamique de logiciels malveillants doit eˆtre capable de ge´rer plus
de 100 millions d’instructions pour eˆtre comple`te.
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Jeu d’instructions
Une mne´monique est la repre´sentation assembleur de l’opcode d’une instruction machine x86,
tel que de´crit en §2.1.1. Des exemples de mne´moniques sont jmp, nop, push, etc. Intuitive-
ment, une mne´monique regroupe un ensemble d’instructions machines re´alisant une meˆme
ope´ration mais avec des ope´randes diffe´rentes. Nous mesurons le nombre de mne´moniques
diffe´rentes dans chacune des quatre cate´gories de couches de code.
De plus, nous avons e´tabli une liste de 82 mne´moniques « classiques », pre´sente´e en Annexe A.
Pour ce faire, nous avons utilise´ le de´sassembleur IDA Pro [74] pour extraire les mne´moniques
d’applications fournies avec Windows, car cet outil de´sassemble de fac¸on fiable les programmes
standards, dont il est capable de reconnaˆıtre le compilateur. Un ensemble d’instructions sera
alors dit exotique s’il posse`de plus de 10 mne´moniques non classiques. Nous mesurons le
nombre de programmes avec une couche de code exotique, pour chacune des quatre cate´gories.
Tableau 4.6 Jeu d’instructions
...la premie`re ...les couches ...l’avant-dernie`re ...la dernie`re
couche du milieu couche couche
Nombre de mne´moniques 110 63 80 77
diffe´rentes dans...
Part des exemplaires avec 10.12% 0% 0% 0%
du code exotique dans...
Les re´sultats sont pre´sente´s dans le Tableau 4.6. On peut observer que le nombre de mne´-
moniques diffe´rentes est significativement plus e´leve´ dans la premie`re couche que
dans les autres. En outre, dans plus de 10% des exemplaires le code de la premie`re
couche est exotique, alors que c¸a n’est jamais le cas dans les autres cate´gories.
Ainsi, une limite claire existe entre la premie`re couche et les autres, en terme du jeu d’ins-
tructions utilise´. Pour ces cas d’exotisme, on peut en de´duire que :
– La premie`re couche de code n’a probablement pas e´te´ cre´e´e par la meˆme trans-
formation de programmes que les autres, puisque le choix des instructions diffe`re.
En effet, e´tant donne´ la diversite´ du jeu d’instructions x86, il existe de multiples fac¸ons
d’imple´menter un meˆme comportement, et ce choix est propre a` chaque transformation de
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programmes en langage machine.
– L’objectif de la premie`re couche n’est pas la performance. En effet, les instructions
que nous conside´rons « classiques » sont celles choisies par les compilateurs modernes du
fait de leurs performances. A` l’inverse, le choix d’utiliser des instructions exotiques (et donc
moins performantes) montre que l’objectif de la premie`re couche n’est pas la performance,
mais probablement plus la protection. En particulier, la cre´ation de code hors normes
permet de mettre en difficulte´ les outils d’analyse conventionnels.
Utilisation des appels de fonctions
Comme explique´ en §2.2.3, la notion de fonction n’existe pas formellement dans le langage
machine x86, ce n’est qu’une convention des compilateurs. Ceux-ci imple´mentent habituel-
lement un appel de fonction avec l’instruction assembleur « call », dont la se´mantique est
de rediriger l’exe´cution a` une adresse cible, et de mettre l’adresse de l’instruction qui la suit
en haut de la pile, afin de pouvoir facilement y revenir apre`s avoir exe´cute´ le code de la
fonction (habituellement avec l’instruction ret). Pour chaque instruction call, nous parcou-
rons la suite de la trace d’exe´cution afin de ve´rifier si l’adresse sauvegarde´e est effectivement
exe´cute´e ensuite, et nous en de´duisons alors si :
– c’est un bon appel de fonction, c’est-a`-dire que le code revient effectivement sur l’adresse
de retour mise en haut de la pile.
– c’est un mauvais appel de fonction, c’est-a`-dire que le code ne revient jamais sur l’adresse
de retour mise en haut de la pile.
Tableau 4.7 Appels de fonctions
...la premie`re ...les couches ...l’avant-dernie`re ...la dernie`re
couche du milieu couche couche
Part des exemplaires 15.88% 11.17% 62.13% 60.38%
avec plus de 10
bons appels dans...
Part des exemplaires 10.82% 0% 0% 0.17%
avec plus de 10
mauvais appels dans...
Les re´sultats sont pre´sente´s dans le Tableau 4.7 pour les quatre cate´gories de couche :
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– Il y a un nombre significativement plus e´leve´ d’exemplaires avec plus de 10
mauvais appels dans la premie`re couche, par rapport aux autres couches. Cela
montre une utilisation hors norme de l’instruction call dans la premie`re couche, qui peut
mettre en difficulte´ les outils d’analyse conventionnels, car ceux-ci l’utilisent pour diviser
le programme en fonctions. C’est une technique de protection que nous avons par exemple
observe´e lors de notre analyse de la famille Swizzor [33].
– Il y a un nombre significativement plus faible d’exemplaires avec plus de 10 bons
appels dans la premie`re couche, ainsi que dans celles du milieu, par rapport aux
autres couches. Ainsi, l’avant-dernie`re et la dernie`re ont tendance a` utiliser intensivement
la notion habituelle de fonctions, au contraire des premie`res dans lesquelles elle est rarement
pre´sente. Cela indique en particulier qu’un compilateur standard a probablement produit
les deux dernie`res couches.
De fac¸on ge´ne´rale, les mesures pre´sente´es ici motivent la recherche d’autres abstractions que
les fonctions pour e´tudier les premie`res couches, qui n’en comportent pas beaucoup, et qui
l’utilisent de fac¸on de´tourne´e. C’est ce que nous ferons au chapitre suivant pour analyser les
protections.
4.6.3 Roˆle des couches de code
Nous nous focalisons ici sur le comportement des couches de code, toujours afin de tester la
validite´ de la division entre les premie`res et la dernie`re couche.
Leve´es d’exceptions
Une exception correspond a` un proble`me logiciel, comme une division par ze´ro, un acce`s
me´moire invalide, etc. Il existe diffe´rents moyens pour « attraper » une exception et la ge´rer.
Nous mesurons le nombre d’exceptions leve´es par le programme en comptant le nombre
d’appels au gestionnaire d’exceptions Windows.
Tableau 4.8 Leve´es d’exceptions
...la premie`re ...les couches ...l’avant-dernie`re ...la dernie`re
couche du milieu couche couche




Les re´sultats sont pre´sente´s dans le Tableau 4.8 : la premie`re couche le`ve significati-
vement plus d’exceptions que les autres. E´tant donne´ que nos expe´riences ont toutes
e´te´ valide´es (cf. §4.7.1), ces exceptions ne sont pas le re´sultat d’un proble`me lors de l’exe´-
cution, mais plus vraisemblablement d’une technique de protection. En effet, le me´canisme
de gestion d’exceptions Windows e´tant relativement complexe, lever des exceptions met en
difficulte´ les outils d’analyse, ce qui est souvent employe´ dans les logiciels malveillants [66].
Apre`s analyse manuelle, la leve´e d’exceptions dans l’avant-dernie`re couche est effectue´e par
une seule famille, Ramnit, dont un tiers des exemplaires re´alise une lecture me´moire invalide
a` la fin de la boucle de de´chiffrement de la dernie`re couche. Il s’agit alors simplement d’un
moyen de de´terminer que la dernie`re couche a e´te´ de´chiffre´e au complet.
Modifications du syste`me
Comme explique´ en §4.5.2, nous ne conside´rons valides que les expe´riences ou` le logiciel
malveillant modifie l’e´tat du syste`me. Nous mesurons ici dans quelle cate´gorie de couches
cette modification prend place.
Tableau 4.9 Forte interaction avec le syste`me
...la premie`re ...les couches ...l’avant-dernie`re ...la dernie`re
couche du milieu couche couche
Part des exemplaires qui 2.09% 1.05% 24.96% 72.95%
modifie le syste`me dans...
Les re´sultats sont pre´sente´s dans le Tableau 4.9. La dernie`re couche est, pour plus
de 70% des exemplaires, un lieu de modification du syste`me. Cela montre que
la charge utile d’un logiciel malveillant – qui comprend l’ensemble des interactions avec le
syste`me, et donc ses modifications – est imple´mente´e tre`s souvent dans la dernie`re couche. A`
l’inverse, la premie`re couche et celles du milieu ne comprennent presque jamais
de modifications du syste`me, leur objectif n’est donc pas d’interagir avec celui-ci.
Finalement, un nombre significatif d’exemplaires modifient le syste`me dans l’avant-dernie`re
couche, ce qui montre que celle-ci peut aussi participer a` la charge utile du logiciel malveillant,
comme nous le discuterons en §4.7.2.
Fonctionnalite´s
Nous mesurons ici la fonctionnalite´ d’une couche de code a` partir de ses appels aux fonctions
de bibliothe`ques standards. Pour ce faire, nous avons divise´ les fonctions de bibliothe`ques
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selon les groupes suivants (* indique un groupe qui participe a` la charge utile) :
1. Fonctions re´seau *
2. Fonctions de manipulation de base de registre *
3. Fonctions de manipulation des processus *
4. Fonctions de manipulation des fichiers et re´pertoires *
5. Fonctions de re´solution de bibliothe`ques (permettent a` un programme de trouver les
adresses de fonctions de bibliothe`ques a` partir de leurs noms)
6. Fonctions d’allocation de me´moire dynamique
7. Fonctions de libe´ration de me´moire dynamique
8. Fonctions de lecture d’informations syste`me (nom de l’ordinateur, version du syste`me,
etc.)
Nous conside´rons alors qu’une couche de code exhibe une fonctionnalite´ d’un groupe lors-
qu’elle re´alise plus de 3 appels aux fonctions du groupe. Les re´sultats sont pre´sente´s
dans le Tableau 4.10.
Tableau 4.10 Part des exemplaires avec une certaine fonctionnalite´ dans une cate´gorie de
couches.
Premie`re Couches Avant-dernie`re Dernie`re







le 1. Re´seau 0% 0% 0.17% 19.55%
2. Base de registre 0% 0% 1.05% 28.62%
3. Manipulations processus 0.87% 0.35% 7.33% 44.15%





5. Re´solution des bibliothe`ques 59.86% 24.78% 62.83% 54.28%
6. Allocation me´moire 19.2% 1.92% 6.81% 19.55%
7. Libe´ration me´moire 0% 0.17% 5.06% 5.58%
8. Lecture informations syste`me 13.09% 0% 17.45% 0%
On observe que la dernie`re couche est la seule a` participer de fac¸on significative
– au moins 20% des exemplaires – aux 4 groupes de fonctionnalite´s propres a`
la charge utile. A` l’inverse, les autres couches participent peu a` la charge utile. Pour les
fonctionnalite´s non relie´es a` la charge utile, il n’y a pas de tendance qui se de´gage.
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Remarque 15. Il s’agit d’une sous-estimation de l’interaction avec le syste`me, puisque le
programme peut imple´menter une fonctionnalite´ par lui meˆme, sans faire appel a` une biblio-
the`que externe.
4.7 Analyse
4.7.1 Validation de notre hypothe`se
Notre hypothe`se de recherche stipulait que le mode`le de protection avec les caracte´ristiques
suivantes e´tait commun parmi les logiciels malveillants :
1. « Il y a au moins deux couches de code auto modifiant » : c’est le cas pour plus de
98% de nos exemplaires.
2. « Les premie`res couches, c’est-a`-dire toutes sauf la dernie`re, servent a` la protection de
la charge utile » : ceci a e´te´ valide´ en partie, du fait que :
– La premie`re couche est particulie`rement agressive :
– Son jeu d’instructions est exotique pour plus de 10% des exemplaires, la` ou` celui
des autres couches est standard.
– Elle de´clenche des exceptions dans plus de 20% des exemplaires, la` ou` les autres le
font rarement.
– Elle de´tourne la convention d’appels de fonctions dans plus de 10% des exemplaires,
la` ou` les autres ne le font pas.
– Les couches du milieu, bien que d’une forme conventionnelle, interagissent
tre`s peu avec le syste`me (moins de 2% des exemplaires). Plus particulie`re-
ment, elles ne participent qu’e´pisodiquement aux fonctionnalite´s de la charge utile
(moins de 1% des exemplaires).
La premie`re couche interagit avec le syste`me d’une fac¸on similaire a` celles du milieu, ce
qui nous permet d’affirmer que toutes les couches qui pre´ce`dent l’avant-dernie`re
ne participent pas a` l’imple´mentation de la charge utile, mais plutoˆt a` la
mise a` l’e´preuve des outils d’analyse.
D’un autre coˆte´, le roˆle de l’avant-dernie`re couche n’est pas si clair, e´tant
donne´ sa participation non ne´gligeable aux interactions avec le syste`me (25%
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des exemplaires). Il semble donc que la limite entre la protection et la charge utile
puisse eˆtre place´e dans certains cas a` l’avant-dernie`re couche, et non a` la dernie`re. Nous
discuterons plus en de´tail les cas dans lesquels cela peut se produire en §4.7.2.
3. « La dernie`re couche imple´mente la charge utile du logiciel malveillant. » : ceci a e´te´
valide´ par les observations suivantes :
– La forme conventionnelle de la dernie`re couche : pas d’exotisme dans le jeu
d’instructions, tre`s peu d’exceptions leve´es, et un grand nombre d’appels de fonctions
classiques. Ceci tend a` montrer que cette couche a e´te´ produite par un compilateur
standard.
– Le syste`me est modifie´ dans la dernie`re couche pour plus de 70% des
exemplaires.
– Chaque fonctionnalite´ lie´e a` la charge utile est imple´mente´e pour plus de
20% des exemplaires dans la dernie`re couche.
Nous avons donc e´tabli la pre´valence du code auto modifiant parmi nos exemplaires et surtout
l’existence de deux types de couches de code, celles qui prote`gent et celles qui imple´mentent
la charge utile. Cela nous renseigne en particulier sur le fonctionnement des pro-
tecteurs utilise´s par ces logiciels malveillants : ceux-ci rajoutent simplement des
couches de code de protection autour de la charge utile. Le soin que nous avons
apporte´ a` la se´lection de nos exemplaires nous permet d’affirmer que ce type de protection a
une importance significative parmi les logiciels malveillants en ge´ne´ral.
Notre expe´rience a e´tabli que le roˆle d’une couche de code est de prote´ger ou d’interagir avec
le syste`me, mais rarement les deux. Cela doit pousser au de´veloppement d’analyses dyna-
miques diffe´rencie´es. Autrement dit, une analyse dynamique devrait prendre en compte le
roˆle de la couche afin d’appliquer soit un raisonnement classique – par exemple base´ sur la
notion usuelle de fonctions –, soit des me´thodes adapte´es au code de protection.
Notre expe´rience a aussi montre´ que, contrairement a` ce que notre hypothe`se stipulait, la li-
mite entre ces deux types de couches n’est pas toujours la dernie`re, mais que l’avant-dernie`re
couche peut aussi participer a` la charge utile. Nous allons maintenant discuter ce phe´nome`ne.
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Remarque 16. Les programmes e´tudie´s dans ce chapitre sont tous e´tiquete´s comme mal-
veillants, et les caracte´ristiques mises en avant ici ne peuvent donc pas servir a` cre´er des
signatures de logiciels malveillants, puisque rien ne prouve a priori que les applications le´gi-
times ne les posse`dent pas e´galement.
4.7.2 Roˆle de l’avant-dernie`re couche
Le Tableau 4.9 montre un re´sultat contradictoire avec notre hypothe`se : pre`s de 25% des
exemplaires modifient le syste`me dans leur avant-dernie`re couche, et non la dernie`re. Pour
comprendre ceci, nous avons suivi les e´tapes suivantes :
1. Nous avons mesure´ le nombre d’exemplaires qui interagissent avec le syste`me dans
l’avant-dernie`re et la dernie`re couche. Nous avons trouve´ qu’aucun exemplaire n’in-
teragit avec le syste`me dans les deux couches a` la fois. Cette interaction a donc
lieu soit dans l’avant-dernie`re, soit dans la dernie`re, mais jamais dans les deux.
2. Cela nous a amene´ a` analyser en profondeur les exemplaires ou` l’interaction a lieu
dans l’avant-dernie`re couche – soit 25% d’entre eux –, afin de comprendre le roˆle de
la dernie`re. Dans ce cas, ces programmes sont membres de deux familles seulement,
Conficker (dont presque tous les exemplaires sont concerne´s) et Ramnit (la moitie´ de
ses exemplaires), et nous avons pu identifier le meˆme comportement dans les deux
cas : la mise en place d’un trampoline (hook). Cette technique consiste a` e´crire
au de´but d’une fonction de bibliothe`que standard F un saut vers le code du logiciel
malveillant, afin que ce dernier soit appele´ a` chaque fois que F est appele´e [88]. C’est une
technique courante des logiciels malveillants, qui leur permet par exemple de modifier
les parame`tres de F avant de rendre la main a` son code.
La mise en place du trampoline est faite par la charge utile, et le code de celui-ci
devient alors la dernie`re couche du logiciel malveillant. Cela explique en particulier la
petite taille des dernie`res couches dans le Tableau 4.5, puisque celles-ci ne contiennent
dans ce cas que les quelques instructions ne´cessaires au trampoline. Ensuite, cela cre´e´e
des exe´cutions non monotones entre les couches de code (cf. Tableau 4.3), puisque
l’exe´cution passe re´gulie`rement du trampoline (dernie`re couche) a` la charge utile (avant-
dernie`re couche). C’est finalement la raison de l’absence d’interaction avec le syste`me
dans la dernie`re couche, et donc du « de´calage » de certains exemplaires, pour lesquels
l’avant-dernie`re couche est celle qui re´alise la charge utile.
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4.7.3 Lec¸ons apprises
La mise en place de notre expe´rience a e´te´ un processus technique difficile ; en particulier
nous avons appris les lec¸ons expe´rimentales suivantes :
– L’analyse de la trace d’exe´cution est re´alise´e sur la machine qui a exe´cute´ le logiciel mal-
veillant, et qui est donc infecte´e. Il peut alors y avoir interaction entre le processus d’analyse
et le logiciel malveillant (qui peut continuer a` s’exe´cuter dans un nouveau processus). Par
exemple, la famille Mabezat, que nous avons brie`vement e´tudie´e, chiffrait nos fichiers re´-
sultats avant que nous ayons pu les re´cupe´rer (son objectif est de demander ensuite une
ranc¸on a` l’utilisateur en e´change de la cle´ de de´chiffrement). Une solution pour e´viter cette
situation serait de rapatrier la trace sur une autre machine pour en faire l’analyse, mais
cela impliquerait de lourds mouvements de fichiers, car les traces font souvent plus de 2
Go.
– Durant nos expe´riences, nous nous sommes aperc¸us que la qualite´ des exemplaires collec-
te´s dans les sources publiques, comme [115], est souvent me´diocre : environ 20% d’entre
eux, selon la famille, sont des fichiers invalides, c’est-a`-dire qu’ils ne sont meˆme pas exe´cu-
tables. Il y a donc une diffe´rence significative entre le nombre d’exemplaires collecte´s, et
les expe´riences re´alisables.
4.8 Voies de recherche futures
Au-dela` de l’exploration de notre hypothe`se de recherche, la mise en place de notre expe´rience
nous a donne´ un outil puissant pour e´tudier les protections de logiciels malveillants.
Premie`rement, cet outil pourrait nous permettre d’e´tudier en de´tail le choix de la protec-
tion au sein d’une meˆme famille. Certaines familles de logiciels malveillants restent en
particulier actives pendant plusieurs anne´es – par exemple la famille Sality existe depuis 2003
–, et il serait inte´ressant de regarder si leur protection a e´volue´ au cours de leur existence, en
e´tudiant des exemplaires produits a` diffe´rentes e´poques. Cela permettrait de mesurer si les
produits de se´curite´ ont eu un impact en forc¸ant un changement de me´thode de protection,
ou si au contraire ces familles ont toujours utilise´ le meˆme type de protection. Par exemple,
lors de notre e´tude de la famille Waledac [32], nous avons pu e´tudier des exemplaires « ex-
pe´rimentaux »– cela e´tait mentionne´ dans leurs noms – dont le type de protection e´tait tre`s
diffe´rent des exemplaires habituels. Il n’existe a` notre connaissance pas de donne´es publiques
sur le suivi des protections pour des familles de logiciels malveillants, seules les modifications
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apporte´es a` la charge utile sont documente´es.
Ensuite, les mesures employe´es par notre outil pourraient eˆtre utilise´es pour cre´er des si-
gnatures de protecteurs, afin de pouvoir reconnaˆıtre et classifier automatiquement les
programmes qu’ils ont prote´ge´s. Les outils existants e´tant tre`s limite´s – des signatures sta-
tiques de´finies sur le code binaire du programme –, il semble particulie`rement inte´ressant
d’utiliser les mesures pre´sente´es dans ce chapitre. Cela est d’autant plus important que les
travaux usuels de classification de programmes – par exemple base´s sur le graphe de flot de
controˆle – sont inadapte´s aux protections, car ils supposent que les programmes suivent les
normes habituelles.
Finalement, notre outil pourrait aider a` e´tablir la ve´ritable importance des protecteurs
du domaine public. En effet, d’apre`s nos analyses [32], ces protecteurs publics peuvent eˆtre
utilise´s comme avant-dernie`re couche (avant la charge utile). Les outils statiques – qui ne
voient que la premie`re couche – ne comptabilisent donc pas ces cas. D’un autre coˆte´, lorsque
ces protecteurs sont employe´s en premie`re couche, ils peuvent eˆtre combine´s avec d’autres
protections, ce que notre outil pourrait e´galement identifier.
4.9 Conclusion
Dans ce chapitre, nous avons commence´ par e´tablir un cadre semi-formel pour la notion de
protection, puis nous avons pose´ une hypothe`se de recherche stipulant qu’un certain mode`le
de protection est particulie`rement pre´valent dans les logiciels malveillants. Ce mode`le est base´
sur le code auto modifiant et la distinction entre les premie`res couches, qui prote`gent, et la
dernie`re, qui imple´mente la charge utile. Apre`s avoir montre´ que les travaux existants ne nous
permettent pas de confirmer ou infirmer notre hypothe`se, nous avons pre´sente´ l’expe´rience
que nous avons construite afin de le faire.
Ceci nous a permis de valider l’importance du code auto modifiant parmi un groupe de logi-
ciels malveillants particulie`rement dangereux, ainsi que l’existence des deux types de couches
de code. Ne´anmoins, bien que dans notre hypothe`se seule la dernie`re couche imple´mente la
charge utile, nous avons trouve´ des cas ou` l’avant-dernie`re couche y participe aussi. De ce
fait, notre hypothe`se a e´te´ partiellement valide´e, et ce processus expe´rimental nous a permis
de mettre en avant des caracte´ristiques des protections de logiciels malveillants.
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CHAPITRE 5
IDENTIFICATION DE FONCTIONS CRYPTOGRAPHIQUES
L’e´tude des imple´mentations de fonctions cryptographiques est d’une grande importance
pour la compre´hension des logiciels malveillants, en particulier dans leurs protections ou` elles
servent de base au code auto modifiant. Ces imple´mentations pouvant eˆtre celles de fonctions
cryptographiques connues de l’analyste, cela ouvre la voie a` leur identification automatique,
qui permet d’e´viter l’analyse manuelle. Cette identification ne peut se faire qu’en prenant
en compte l’obfuscation des protections, qui fait disparaˆıtre un certain nombre de repe`res
pre´sents dans les programmes classiques.
Nous pre´sentons dans ce chapitre une me´thode d’identification des fonctions cryptographiques
adapte´e au contexte des protections. Nous introduirons d’abord notre proble`me de recherche,
pour ensuite e´voquer les travaux existants sur le sujet et montrer leur inade´quation a` notre
contexte. Finalement, nous pre´senterons notre solution en de´tail, ainsi que sa validation
expe´rimentale. Une partie de ce chapitre a e´te´ publie´e dans [38].
5.1 Proble`me de recherche
Les logiciels malveillants emploient souvent la cryptographie afin de prote´ger leurs communi-
cations re´seau [25, 34, 134], ou encore pour chiffrer des informations dans le but de demander
une ranc¸on a` l’utilisateur [3]. Mais ce ne sont pas leurs seules raisons d’utiliser de la cryp-
tographie, elle leur sert e´galement a` prote´ger leur charge utile. En effet, tel que montre´ au
chapitre 4, le code auto modifiant est un moyen classique de protection des logiciels mal-
veillants, et il peut s’imple´menter par le biais de fonctions cryptographiques, qui de´chiffrent
alors une partie du programme [14, 155, 112]. Nous nous focalisons ici sur cet emploi de la
cryptographie a` des fins de protection du code, en particulier car l’obfuscation qui l’englobe
rend une analyse spe´cifique ne´cessaire.
La compre´hension de ces imple´mentations cryptographiques de protection du code est pre´-
cieuse pour l’analyste. Premie`rement, elle lui permet de collecter pre´cise´ment la charge utile
de´chiffre´e, et ceci avant qu’elle ne soit exe´cute´e. Ensuite, pour peu qu’il comprenne la fac¸on
dont le de´chiffrement s’effectue, il peut automatiser celui-ci et l’introduire dans un antivirus.
Cela l’autorise ensuite a` e´crire des signatures sur la charge utile elle-meˆme, qui est habituelle-
ment peu variable entre les exemplaires d’une meˆme famille. Finalement, les imple´mentations
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cryptographiques constituent des caracte´ristiques inte´ressantes pour la classification des lo-
giciels malveillants, et peuvent renseigner sur les groupes qui les ont cre´e´s.
L’imple´mentation d’une routine cryptographique peut eˆtre faite soit a` partir d’un algorithme
documente´, soit par la conception d’un nouvel algorithme. Les auteurs de logiciels malveillants
e´tant des programmeurs (a` peu pre`s) comme les autres, ils ont tendance a` privile´gier le chemin
du moindre effort, et donc a` choisir des algorithmes du domaine public ou, tout du moins,
a` re´utiliser souvent les meˆmes. De ce fait, un analyste peut e´tablir une base de re´fe´rence
des algorithmes cryptographiques qu’il est susceptible de rencontrer dans les protections,
soit parce qu’ils sont dans le domaine public, soit parce qu’il les a de´ja` rencontre´s dans ce
contexte. Cela ouvre alors la voie a` une alternative a` l’analyse manuelle des imple´menta-
tions cryptographiques : l’identification automatique de la fonction imple´mente´e. En d’autres
termes, il s’agit de de´terminer si un programme en langage machine imple´mente une fonction
cryptographique connue.
5.2 Travaux existants
La de´tection d’imple´mentations cryptographiques dans un programme exe´cutable, et en par-
ticulier l’extraction de leurs parame`tres, a e´te´ e´tudie´e pre´ce´demment dans divers contextes.
Dans le cadre de l’analyse de preuves nume´riques, Halderman et al. [71] ont utilise´ des pro-
prie´te´s particulie`res des algorithmes DES, AES et RSA afin de retrouver leurs parame`tres
en pre´sence de bit flipping errors en me´moire. Maartmann-Moe et al. [97] ont e´tendu ce
travail aux algorithmes Serpent et Twofish. Ces me´thodes se basant sur des caracte´ristiques
spe´cifiques a` ces chiffrements, elles ne´cessitent une e´tude en profondeur de chacun d’entre eux.
Noe´ Lutz [96] est le premier a` avoir explore´ la localisation d’imple´mentations cryptogra-
phiques, c’est-a`-dire trouver dans un programme les endroits ou` la cryptographie est possi-
blement imple´mente´e. La me´thode de Lutz est base´e sur trois indicateurs : (1) la pre´sence de
boucles, (2) un ratio e´leve´ d’instructions arithme´tiques, et (3) un changement fort d’entropie
entre les donne´es d’entre´e et de sortie manipule´es par une imple´mentation cryptographique.
Ensuite, Wang et al. [148] et Caballero et al. [25] ont utilise´ des observations similaires pour
localiser la cryptographie, notamment dans des logiciels malveillants. Plusieurs suppositions
faites dans ces travaux ne sont pas re´alistes dans le cadre de programmes obfusque´s. En
particulier, les instructions arithme´tiques sont souvent employe´es a` outrance dans les pro-
tections de logiciels malveillants, afin de rendre la compre´hension du code plus complexe, et
elles ne sont donc pas caracte´ristiques de la cryptographie. Plus re´cemment, Felix Matenaar
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et al. [100] ont re´sume´ ces travaux en comparant diffe´rentes me´thodes de localisation cryp-
tographique. Ils ont e´galement de´veloppe´ une me´thode de suivi des donne´es pour mesurer la
diffusion – caracte´ristique des algorithmes cryptographiques – de certaines donne´es dans le
Graphe de Flot de Controˆle (GFC). Mais la validation expe´rimentale de leur travail n’a e´te´
faite que sur des programmes standards, sans obfuscation. De fac¸on ge´ne´rale, aucun de ces
travaux ne vise l’identification de la fonction imple´mente´e.
Gro¨bert et al. [69] ont propose´ en 2010 un travail sur l’identification de fonctions crypto-
graphiques. Ils ont d’abord travaille´ sur la ge´ne´ration des meilleures signatures syntaxiques
possible pour plusieurs algorithmes cryptographiques, en comparant un ensemble d’imple´-
mentations. Ces me´thodes sont inefficaces en pre´sence d’obfuscation, puisque le code aura
tendance a` cacher les signes syntaxiques de la fonction qu’il imple´mente. Dans le meˆme tra-
vail, les auteurs ont de´veloppe´ une me´thode d’identification base´e sur la comparaison des
parame`tres d’entre´e-sortie du code cryptographique dans une trace d’exe´cution. Malgre´ la
similitude avec la me´thode que nous allons pre´senter dans ce chapitre, les auteurs ont fait
des choix non adapte´s a` notre contexte. Par exemple, les parame`tres cryptographiques sont
reconstruits a` partir de la proximite´ des instructions qui les manipulent dans la trace d’exe´-
cution. En pre´sence d’obfuscation, cette notion de proximite´ serait difficile a` utiliser, puisque
l’insertion de code inutile – me´thode d’obfuscation classique – rend la proximite´ entre ins-
tructions utiles tre`s variable. Zhao et al. [157] ont aussi de´veloppe´ une me´thode base´e sur
la comparaison des entre´es-sorties pour identifier des imple´mentations cryptographiques. En-
core une fois, de nombreuses suppositions faites sur les programmes cibles, comme le ratio
de ou-exclusifs dans le code cryptographique, ou l’utilisation d’un certain type de fonctions,
sont rarement vraies dans les programmes obfusque´s.
Ainsi, bien que ces travaux aient ouvert la voie a` l’identification de fonctions cryptogra-
phiques, il sont inadapte´s a` notre contexte d’analyse et ne peuvent donc re´pondre de fac¸on
satisfaisante a` notre proble`me de recherche.
5.3 Solution propose´e
Avant de de´crire en de´tail la me´thode que nous avons mise en place, nous pre´sentons l’intuition
qui a servi a` la concevoir, pour ensuite discuter brie`vement son imple´mentation.
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5.3.1 Intuition
Nous recherchons une proprie´te´ conserve´e dans toutes les imple´mentations d’une meˆme fonc-
tion, et qui ne serait donc pas susceptible d’eˆtre modifie´e par la pre´sence de l’obfuscation.
Commenc¸ons par poser P, un programme qui calcule la fonction ⟦P⟧, et F , une fonction. Il
est clair que si ⟦P⟧ = F , c’est-a`-dire si ∀x, ⟦P⟧(x) = F(x), alors P peut eˆtre identifie´ comme
une imple´mentation de la fonction F , et ceci quel que soit sa forme. Cette e´quivalence fonc-
tionnelle est malheureusement un proble`me inde´cidable. Par contre, on peut s’en inspirer
pour e´noncer une proprie´te´ de´cidable : soit une entre´e x telle que P termine son exe´cution
sur x, si ⟦P⟧(x) = F(x), alors P est une imple´mentation de la fonction F sur l’entre´e x.
Cette nouvelle proprie´te´ s’accorde bien a` l’analyse dynamique telle que nous l’avons de´finie
au chapitre 3, c’est-a`-dire l’analyse d’une exe´cution a posteriori, dont la terminaison est donc
assure´e.
Afin de reformuler notre intuition dans le contexte cryptographique, posons D, une fonction
cryptographique telle que D(c, k) renvoie le texte de´chiffre´ a` partir du texte c et de la cle´
k. On peut alors e´noncer la proprie´te´ suivante : si durant une exe´cution du programme P
les entre´es c et k ont e´te´ utilise´es pour produire la valeur D(c, k), alors P a imple´mente´ la
fonction D durant cette exe´cution.
Remarque 17. Un tel raisonnement ne permet pas de conclure sur les autres exe´cutions de P,
mais e´nume´rer les chemins d’exe´cution d’un logiciel malveillant – augmenter la couverture
de l’analyse dynamique – est un autre proble`me de recherche.
Remarque 18. On peut imaginer que deux fonctions cryptographiques D1 et D2 puissent
ve´rifier D1(c, k) = D2(c, k), notamment parce que nous autorisons les fonctions cre´e´es par les
auteurs de logiciel malveillant eux-meˆmes, et pas seulement les fonctions cryptographiques
usuelles (pour lesquelles nous ne connaissons pas de telle paire c et k). Dans ce cas, nous
concluons que P a imple´mente´ les fonctions D1 et D2 durant l’exe´cution, ce qui est correct.
5.3.2 Survol
La solution que nous proposons pour l’identification des fonctions cryptographiques dans des
programmes en langage machine obfusque´s s’inscrit dans le cadre du processus d’analyse
dynamique de´crit en Figure 3.3. Nous re´coltons donc une trace d’exe´cution, sur laquelle nous
appliquons une analyse en deux e´tapes :
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1. Extraction du code cryptographique et de ses arguments : Afin d’obtenir les
possibles arguments cryptographiques contenus dans la trace d’exe´cution, nous avons
de´fini un crite`re permettant de distinguer le code qui les manipule du reste des ins-
tructions. Pour cela, nous nous appuyons sur une notion de boucle, pour laquelle nous
de´finissons des parame`tres d’entre´e-sortie. Ensuite, nous observons le flux de donne´es
entre les boucles pour regrouper celles participant a` un meˆme algorithme. Finalement,
nous obtenons une abstraction nomme´e boucles avec flux de donne´es qui contient un
possible algorithme cryptographique avec ses arguments.
2. Comparaison avec des fonctions cryptographiques connues : Nous disposons
pour chaque fonction cryptographique connue d’une imple´mentation de re´fe´rence dans
un langage de haut niveau. Nous pouvons alors ve´rifier si une de ces imple´menta-
tions produit la meˆme valeur de sortie a` partir des meˆmes valeurs d’entre´e qu’un des
algorithmes extraits de la trace. Si c’est le cas, nous pouvons conclure que celui-ci im-
ple´mente la meˆme fonction que l’imple´mentation de re´fe´rence (durant l’exe´cution ob-
serve´e). En de´pit de son apparente simplicite´, cette e´tape de comparaison se heurte a` la
diffe´rence d’abstraction entre les imple´mentations de re´fe´rences et la trace d’exe´cution.
Nous allons maintenant de´crire en de´tail notre solution. Nous commencerons par l’e´tape
d’extraction du code cryptographique, pour ensuite expliquer la phase de comparaison.
5.4 Extraction du code cryptographique et de ses arguments
Le code cryptographique ne constitue pas la totalite´ d’une trace d’exe´cution, mais simplement
une partie. Nous avons donc besoin d’un crite`re pour distinguer les instructions qui pourraient
participer a` un algorithme cryptographique.
5.4.1 Boucles
Motivation
Les crite`res habituels de localisation des algorithmes cryptographiques – comme les constantes
ou les instructions arithme´tiques – ne sont pas fiables dans du code obfusque´, tel qu’explique´
en §5.2. De plus, la notion de fonction n’e´tant qu’une convention de compilateurs rarement
respecte´e dans les protections – tel que montre´ au chapitre 4 –, elle ne peut pas servir a` l’ana-
lyse de ces protections. Nous avons donc besoin de notre propre abstraction pour distinguer
les possibles algorithmes cryptographiques et retrouver leurs parame`tres.
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Dans sa the`se sur la localisation de fonctions cryptographiques, Noe´ Lutz e´crit la remarque
suivante : « loops are a recurring feature in decryption algorithms » [96]. En effet, les algo-
rithmes cryptographiques appliquent habituellement un meˆme traitement de fac¸on ite´rative
sur leurs parame`tres, ce qui fait des boucles une structure tre`s commune dans leurs imple´-
mentations. En particulier, c’est a` l’inte´rieur de ces boucles que le cœur de l’algorithme se
trouve, ce qui en fait donc un point de de´part inte´ressant pour notre abstraction.
Ne´anmoins, il y a des comportements ite´ratifs dans la majorite´ des programmes informatiques,
et pas seulement lorsqu’ils imple´mentent de la cryptographie. Il nous faut donc d’abord de´fi-
nir pre´cise´ment ce que nous entendons par boucle. Pour illustrer ce besoin, nous pre´sentons
en Figure 5.1(a) une technique d’obfuscation nomme´e e´crasement de flux de controˆle [147]
– en pseudo-C pour simplifier les explications – qui est utilise´e par exemple dans le logiciel
malveillant Mebroot [62]. Une partie de programme se´quentielle, c’est-a`-dire sans boucles, est
transforme´e en une « boucle » qui, a` chaque ite´ration, re´alise une partie diffe´rente du code
original, par le biais d’une variable de controˆle. Ainsi, une logique diffe´rente est exe´cute´e a`
chaque ite´ration. Est-ce que cela doit eˆtre conside´re´ comme une boucle dans notre contexte
cryptographique ? Ensuite, la Figure 5.1(b) pre´sente une optimisation classique de compi-
lateurs, qui peut aussi eˆtre employe´e a` des fins d’obfuscation, dans laquelle une boucle est
« de´roule´e ». Pour ce faire, ses diffe´rentes ite´rations sont accole´es explicitement, en suppri-
mant les branchements conditionnels et donc les arcs retour. Dans cet exemple, une se´quence
de 3 instructions est re´pe´te´e trois fois, est-ce que cela doit eˆtre conside´re´ comme une boucle
dans notre contexte cryptographique ?
La reconnaissance de boucles dans un programme est un proble`me classique, et plusieurs de´fi-
nitions de boucles ont e´te´ propose´es pour les programmes en langage machine. En particulier,
les trois de´finitions suivantes :
1. Boucles naturelles : C’est la de´finition habituelle des boucles dans le cadre de l’ana-
lyse statique, par exemple dans le domaine de la compilation [2]. Des arcs retour sont
de´finis sur le Graphe de Flot de Controˆle (GFC) comme des arcs entre un nœud a et
un de ses dominants b, c’est-a`-dire que b pre´ce`de force´ment a dans tous les chemins
d’exe´cution possibles. Chacun de ces arcs correspond alors a` une boucle diffe´rente,
dont le corps est constitue´ des noeuds du graphe qui peuvent rejoindre a sans passer
par b. Par conse´quent, avec cette de´finition la Figure 5.1(a) est une boucle, mais pas la
Figure 5.1(b).
2. Boucles sur les adresses : Une autre de´finition, construite spe´cialement pour l’ana-
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(b) De´roulement de boucles
Figure 5.1 Graphe de flot de controˆle de cas limites de boucles
une adresse me´moire « cible » ou` sautent un ensemble d’arcs retour. A` la diffe´rence de
la de´finition pre´ce´dente, plusieurs arcs retour peuvent donc correspondre a` une meˆme
boucle. Le corps de la boucle est alors de´fini comme l’intervalle me´moire entre l’adresse
cible et son arc retour le plus e´loigne´. Cette de´finition conside`re aussi la Figure 5.1(a)
comme une boucle, mais pas la Figure 5.1(b).
3. Boucles sur les instructions : Kobayashi de´finit de son coˆte´ les boucles comme une
re´pe´tition d’une meˆme se´quence d’instructions machine dans une trace d’exe´cution [84].
Par exemple, si T est une trace d’exe´cution telle que T/Ins = I1; I2; I3; I1; I2; I3, alors T
est une boucle qui ite`re deux fois avec I1; I2; I3 comme corps de boucle. Avec cette
simple de´finition, la Figure 5.1(a) n’est pas conside´re´e comme une boucle, tandis que
la Figure 5.1(b) l’est.
Boucles simples
La notion de boucle repre´sente dans notre contexte l’application d’un meˆme traitement sur les
parame`tres d’entre´e-sortie. De ce fait, la Figure 5.1(a) ne devrait pas eˆtre conside´re´e comme
une boucle – puisqu’une logique diffe´rente est exe´cute´e a` chaque « ite´ration »– et par contre
la Figure 5.1(b) devrait l’eˆtre. Nous avons donc choisi de suivre l’approche de Kobayashi :
une boucle est identifie´e par la re´pe´tition d’une meˆme se´quence d’instructions machine (son
corps). Ainsi, la Figure 5.1(b) est une boucle dont le corps est constitue´ des trois instructions
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add eax, 0x1, add ebx, 0x3 et add ecx, 0x7.
Une meˆme boucle peut eˆtre exe´cute´e plusieurs fois durant l’exe´cution d’un programme, a`
chaque fois avec possiblement un nombre d’ite´rations diffe´rent. Nous nommons une de ces
exe´cutions particulie`res une instance de la boucle. De plus, nous conside´rons que la dernie`re
ite´ration n’a pas besoin d’eˆtre comple`te, c’est-a`-dire qu’une instance ne termine pas force´-
ment a` la dernie`re instruction de son corps de boucle. Nous pouvons alors de´finir la notion
d’instance de boucle a` l’aide d’un langage formel sur l’alphabet des instructions machineX86. Pour un mot α ∈ X86∗, nous notons Pref(α) l’ensemble des pre´fixes de α, c’est-a`-dire
β ∈ Pref(α) si ∃γ ∈ X86∗, α = β.γ. De plus, nous notons α ∈ X86+ quand α ∈ X86∗ et ∣α∣ ≥ 1.
Definition 7. Le langage SLOOP des instances de boucles simples est de´fini comme l’en-
semble des L ∈ TRACE telles que :
L/Ins ∈ {αn.β ∣ α ∈ X86+, n ≥ 2, β ∈ Pref(α)}
Une instance de boucle simple est donc constitue´e d’au moins deux re´pe´titions d’une se´quence
d’instructions machine, appele´e son corps et note´e α dans la De´finition 7. Cette notion est en
fait plus large que celle de Kobayashi, dont la de´finition interdit qu’un corps de boucle puisse
contenir deux fois la meˆme instruction machine. Autrement dit, il n’y a pas d’instruction ` ∈X86 telle que α = u`u′`u′′ dans le travail de Kobayashi. L’auteur a fait ce choix pour simplifier
la reconnaissance des boucles. Avant de pre´senter notre propre algorithme de reconnaissance,
nous devons enrichir notre langage pour prendre en compte l’imbrication de boucles.
Boucles imbrique´es
L’imbrication de boucles est une construction courante dans les programmes informatiques.
La Figure 5.2(a) pre´sente le GFC simplifie´ d’une telle situation, et la Figure 5.2(b) la trace
d’exe´cution associe´e. Le bloc B posse`de un arc retour sur lui meˆme, tandis qu’un deuxie`me
arc retour englobe les blocs A, B et C. Dans la trace d’exe´cution, il y a deux instances de
boucle base´es sur le bloc B, mais qui n’ite`rent pas le meˆme nombre de fois. Par conse´quent,
l’application directe de la De´finition 7 ne peut pas reconnaˆıtre une boucle base´e sur l’arc
retour exte´rieur, car ses deux « ite´rations » ne sont pas compose´es exactement de la meˆme
se´quence d’instructions. Ne´anmoins, il s’agit d’une situation cohe´rente avec notre notion de
boucle : le meˆme traitement est applique´ de fac¸on re´pe´te´e.
Pour re´soudre ce proble`me, il suffit d’abstraire chaque boucle du langage SLOOP , en la
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Instance de la boucle interne
Instance de la boucle interne
(b) Trace d’exe´cution
Figure 5.2 Exemple tre`s simplifie´ d’imbrication de boucles.
d’autres termes, chaque instance d’une meˆme boucle est remplace´e par le meˆme identifiant
de boucle. Nous introduisons alors l’ensemble LID des identifiants de boucle. Par exemple,
la trace d’exe´cution de la Figure 5.2(b) est re´e´crite comme A X C A X C, ou` X ∈ LID
est l’identifiant de la boucle interne. La prochaine application de la De´finition 7 peut alors
reconnaˆıtre la boucle externe comme telle, avec A X C comme corps de boucle. Nous pouvons
maintenant formaliser cette notion de boucles, en notant TRACELID l’ensemble des traces
d’exe´cution ou` des identifiants de boucles peuvent remplacer des instructions dynamiques.
Definition 8. Le langage LOOP des instances de boucles est de´fini comme l’ensemble desL ∈ TRACELID telles que :
L/Ins ∈ {αn.β ∣ α ∈ (X86 ∪LID)+, n ≥ 2, β ∈ Pref(α)}
Pour L ∈ LOOP , nous notons BODY [L] ∈ (X86 ∪ LID)+ son corps, c’est-a`-dire son α dans
la Definition 8.
Algorithme de reconnaissance des instances de boucles
La de´tection des boucles dans une trace d’exe´cution revient donc a` reconnaˆıtre le langage
LOOP de la De´finition 8. Celui-ci e´tant une extension du langage {ω.ω} – non hors contexte
[75] – il n’existe pas de grammaire hors contexte a` partir de laquelle nous pourrions ge´ne´rer
automatiquement un analyseur syntaxique. Nous avons donc duˆ construire notre propre al-
gorithme de de´tection de boucles. Avant de le pre´senter, nous allons donner un exemple de
son fonctionnement pour faciliter sa compre´hension.
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Exemple
L’algorithme de reconnaissance du langage LOOP parcourt successivement les instructions
machine d’une trace d’exe´cution et les stocke a` la fin d’une liste nomme´e historique. Une
situation commune est alors celle de´crite en Figure 5.3(a) : les instructions I1, I2, I1, I3 ont
de´ja` e´te´ enregistre´es dans l’historique et l’instruction en cours de traitement est I1. Celle-ci
apparaˆıt donc deux fois dans l’historique.




(a) E´tat de l’algorithme
L1 I1 I2 I1 I3
L2 I1 I3
(b) Instances de boucles apre`s le
traitement de I1
Figure 5.3 Exemple de de´tection de boucles : e´tape une
Chacune des deux occurrences de I1 dans l’historique correspond a` un possible de´but d’ins-
tance de boucle, c’est-a`-dire a` un mot de la forme α.α. Dans le premier cas, le corps de la
boucle serait α = I1; I2; I1; I3, tandis que dans le second α = I1; I3. De ce fait, notre algorithme
cre´e´ deux instances de boucle, nomme´es respectivement L1 et L2, et pour chacune d’entre
elles un curseur est positionne´ sur la prochaine instruction attendue : I2 pour L1 et I3 pourL2 (cf. Figure 5.3(b)).
I1 I2 I1 I3 I3...
Historique Trace
I1 ...





Figure 5.4 Exemple de de´tection de boucles : e´tape deux
L’instruction I1 est alors ajoute´e a` la fin de l’historique. Maintenant, supposons que I3 est
la prochaine instruction dans la trace, tel que montre´ dans la Figure 5.4(a). L1 est alors
supprime´e des instances de boucle en cours, puisqu’elle n’attendait pas cette instruction. De
son coˆte´, L2 voit son curseur incre´mente´, et revenir sur la premie`re instruction du corps de
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boucle : une nouvelle ite´ration vient d’eˆtre observe´e (cf. Figure 5.4(b)). A` ce moment, nous
avons vu exactement deux ite´rations de L2, c’est-a`-dire la suite d’instructions I1; I3; I1; I3 et
nous pouvons donc conside´rer L2 comme une instance de boucle confirme´e. Par conse´quent,
nous remplac¸ons son code dans l’historique par X ∈ LID, son identifiant de boucle associe´,




Figure 5.5 Exemple de de´tection de boucles : e´tape trois
Supposons maintenant que la prochaine instruction machine dans la trace est I4. Alors l’ins-
tance de boucle L2, qui attendait I1, est supprime´e des instances de boucles en cours et
enregistre´e. Le remplacement de son code par son identifiant X permettra la de´tection d’une
boucle externe, inde´pendamment du nombre d’ite´rations de ses instances, tel que mentionne´
en §5.4.1.
Pseudo-code
Nous pre´sentons maintenant le pseudo-code de l’algorithme de reconnaissance du langage
LOOP . Pour ce faire, nous utilisons les structures de donne´es suivantes :
– Historique : liste ou` sont stocke´es les instructions machine de´ja` vues, ainsi que les identi-
fiants de boucles de´ja` reconnues. Dans le pseudo-code la variable de type Historique est
note´e H.
– InstanceBoucle : structure contenant les informations relatives a` une instance de boucle,
comme son corps et son curseur.
– BouclesEnCours : ensemble des instances de boucles en cours ; chacune d’entre elles est
une pile repre´sentant une imbrication : la teˆte contient l’InstanceBoucle la plus imbrique´e,
tandis que le reste de la pile contient les boucles exte´rieures, dans l’ordre de leur imbrication.
Dans le pseudo-code la variable de type BouclesEnCours est note´e RL.
Le pseudo-code de la proce´dure principale est donne´ dans l’Algorithme 2, tandis que la lo-
gique interne de la de´tection de boucle est dans la proce´dure re´cursive Match(), de´crite dans
l’Algorithme 3. Certaines des ope´rations sont de´crites en langage naturel pour faciliter la
compre´hension, et des de´tails sont omis pour la meˆme raison.
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L’algorithme est construit a` partir d’une re`gle simple : une instruction machine est soit
dans une instance de boucle confirme´e (il n’y en a qu’une a` la fois), soit le de´but possible
de nouvelles instances de boucle. Ce principe est exprime´ dans la proce´dure principale : la
boucle de la ligne 3 ve´rifie pour chaque instruction si une instance de boucle confirme´e l’attend
et, si c’est le cas (la proce´dure Match() retourne alors 1), les autres instances ne sont pas
teste´es et l’instruction n’est pas conside´re´e comme un possible de´but de boucle. D’un autre
coˆte´, si aucune instance de boucle n’attend cette instruction, alors la seconde partie de la
proce´dure principale – a` partir de la ligne 9 – ve´rifie si elle pourrait eˆtre un de´but de boucle.
La proce´dure re´cursive Match() se charge, en plus de ve´rifier si une instruction est attendue,
de la gestion des instances de boucles (incre´mentation du curseur, ajout de l’identifiant dans
l’historique, etc.).
Remarque 19. De par sa fac¸on de traiter les instructions, notre algorithme retourne les boucles
minimales et les plus a` gauche dans la trace d’exe´cution.
Algorithme 2 Proce´dure principale de la de´tection d’instance de boucle
Entre´es : T : TRACE, H : Historique, RL : BouclesEnCours
1: pour i = 1 a` Longueur(T) faire
2: AttendueParInstanceConfirmee ← Faux
3: pour PileDeBoucles dans RL faire
4: si Match(PileDeBoucles, I[Di], H) = 1 alors
5: AttendueParInstanceConfirmee ← Vrai
6: stop
7: si AttendueParInstanceConfirmee = Faux alors
8: Ajouter(H, I[Di])
9: si d’autres occurrences de I[Di] sont dans H alors
10: Cre´er les instances de boucles commenc¸ant par I[Di]
11: Ajouter les nouvelles instances dans RL
12: sinon
13: Jeter toutes les boucles, sauf celle qui est confirme´e
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Algorithme 3 Proce´dure Match()
Entre´es : PileDeBoucles : Pile(InstanceBoucle), Ij ∶ X86, H : Historique
1: si PileDeBoucles est vide alors
2: retourner 0 // Cas de base
3: instanceActuelle← Teˆte(PileDeBoucles) // Prendre la boucle la plus imbrique´e
4: si instanceActuelle.curseur pointe sur un identifiant de boucle X alors
5: Incre´menter instanceActuelle.curseur
6: Cre´er nouvelle instance I pour la boucle X
7: Empiler(PileDeBoucles, I)
8: retourner Match(PileDeBoucles,Ij ,H)
9: sinon
10: si instanceActuelle.curseur pointe sur Ij alors
11: Incre´menter instanceActuelle.curseur
12: si instanceActuelle ite`re pour la seconde fois alors
13: Supprimer les instructions de instanceActuelle dans H
14: instanceActuelle.confirmee← 1
15: Ajouter(H, instanceActuelle.ID)





21: si instanceActuelle.confirmee = 1 alors
22: De´piler(PileDeBoucles)





Nous estimons la complexite´ en temps du pire cas de l’algorithme a` partir des observations
suivantes :
– La boucle principale ite`re m fois, ou` m est la taille de la trace.
– Le nombre de boucles en cours est m2 − 1 dans le pire cas. Par exemple, pour T ∈ TRACE
telle que T /ins = I1; I2; I3; I1; I2; I3, le pire cas se produit lorsque l’algorithme analyse la
deuxie`me occurrence de I3, deux boucles sont alors en cours (celles dont les corps sont
I1; I2; I3 et I2; I3; I1).
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– La fonction Match() s’exe´cute en temps constant, sauf lorsqu’il y a des appels re´cursifs.
Un appel re´cursif correspond a` une imbrication de boucle, et le nombre maximal d’im-
brications de boucles est infe´rieur a` log(m), pour une trace de taille m. En effet, si une
boucle A contient une boucle B, alors une instance de A posse`de au moins deux fois plus
d’instructions que la plus petite instance possible de B, puisque cette instance de A ite`re
au moins deux fois. L’imbrication des boucles peut ainsi eˆtre sche´matise´e sous la forme
d’un arbre, qui est binaire dans le pire cas.
– La recherche dans l’historique d’autres occurrences d’une instruction en ligne 9 ne´cessite
au maximum m2 comparaisons. En effet, il n’est pas ne´cessaire de remonter tout l’historique
si on a de´ja` teste´ plus de m2 instructions, car une boucle ne peut eˆtre de taille supe´rieure a`
m (ceci n’est pas mentionne´ dans l’algorithme pour simplifier la compre´hension).
La boucle principale re´alise donc m fois une ope´ration ne´cessitant dans le pire cas ((m2 − 1)∗
log(m) + m2 ) ope´rations, ce qui donne une complexite´ en temps de O(m2 ∗ log(m)).
5.4.2 Parame`tres de boucles
Les boucles permettent de distinguer le possible code cryptographique dans une trace d’exe´-
cution, mais l’objectif final de notre phase d’extraction est de re´colter ses parame`tres d’entre´e-
sortie. Nous pre´sentons donc ici une notion de parame`tres de boucles, ainsi que l’algorithme
pour les extraire de la trace. Finalement, nous e´tudierons un exemple basique pour faciliter
la compre´hension.
De´finition
Les parame`tres de boucles sont les e´quivalents a` bas niveau des parame`tres des imple´menta-
tions en langage haut niveau (que nous appellerons parame`tres de haut niveau par la suite).
Les octets lus et e´crits par chaque instruction dynamique d’une trace constituent notre point
de de´part et, pour une instance de boucle L, nous de´finissons ses parame`tres par les trois
conditions ne´cessaires suivantes :
1. Les octets appartenant a` un parame`tre d’entre´e de L ont e´te´ lus sans eˆtre pre´ce´demment
e´crits par le code de L, tandis que les octets appartenant a` un parame`tre de sortie ont
e´te´ e´crits par le code de L. Cela correspond a` la notion intuitive de ce qu’est une entre´e,
une valeur utilise´e, et une sortie, une valeur produite.
2. Les octets appartenant a` un meˆme parame`tre de L sont soit adjacents en me´moire,
soit dans un meˆme registre au meˆme moment. Cette condition seule aurait tendance a`
regrouper diffe´rents parame`tres de haut niveau dans le meˆme parame`tre de L. En effet,
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il n’est pas rare que des parame`tres de haut niveau se retrouvent a` coˆte´ en me´moire,
en particulier quand ils sont dans la pile. Une telle sur approximation compliquerait
fortement la phase de comparaison finale, puisqu’il faudrait de´composer les parame`tres
de boucles. C’est la raison pour laquelle nous avons introduit la condition suivante.
3. Les octets appartenant a` un meˆme parame`tre de L sont manipule´s de la meˆme fac¸on
(lus ou e´crits) par la meˆme instruction dans BODY [L]. En effet, une instruction a`
une certaine position dans le corps de boucle peut manipuler des adresses diffe´rentes a`
chaque ite´ration – par le biais de registres jouant le roˆle de pointeurs – mais ces adresses
tendent alors a` de´signer le meˆme type de parame`tres.
Afin de de´finir nos parame`tres, nous introduisons maintenant une notion de variable concre`te
qui repre´sente un tableau d’octets de´marrant a` une adresse me´moire particulie`re, ou bien
encore un registre. Si une variable concre`te de´marre a` l’adresse 0x400000 et contient 4 octets,
nous la notons alors 0x400000:4. Similairement, nous notons eax:4 les 4 octets contenus
dans le registre eax. La valeur associe´e a` une variable concre`te peut e´voluer au cours d’une
exe´cution, un parame`tre est alors une variable concre`te dont la valeur est fixe´e.
Algorithme de construction des parame`tres
Pour simplifier les explications, nous de´crivons cet algorithme en termes informels. E´tant
donne´ une instance de boucle extraite d’une trace, l’algorithme regroupe les octets dans des
variables concre`tes en appliquant les deux dernie`res conditions ne´cessaires de´crites pre´ce´dem-
ment. Ensuite, ces variables sont se´pare´es en deux groupes, parame`tres d’entre´e et parame`tres
de sortie, en appliquant la premie`re condition (la meˆme variable concre`te peut alors eˆtre dans
les deux groupes).
Dans un second temps, l’algorithme associe a` chaque variable une valeur, pour en faire un
parame`tre. Comme explique´ au §3, notre traceur collecte les valeurs de chaque acce`s fait par
une instruction dynamique. A` partir de cela, nous fixons la valeur d’un parame`tre avec les
deux re`gles suivantes : (1) la premie`re fois qu’un parame`tre d’entre´e est lu fournit sa valeur,
et (2) la dernie`re fois qu’un parame`tre de sortie est e´crit fournit sa valeur.
Finalement, pour chaque instance de boucle L, l’algorithme retourne les ensembles INM(L)
et INR(L) contenant respectivement les parame`tres d’entre´e en me´moire et registres, et les
ensembles OUTM(L) et OUTR(L) contenant les parame`tres de sortie. Le besoin de distinguer
entre les parame`tres me´moire et registres sera explique´ en §5.4.3. Cet algorithme fonctionne
en O(m) e´tapes, avec m la taille de la trace d’exe´cution.
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Exemple
Dans le but de faciliter la compre´hension des de´finitions pre´ce´dentes, nous pre´sentons ici un
exemple basique et artificiel. La Figure 5.6 pre´sente un programme RASM imple´mentant le
chiffrement du masque jetable, ou chiffrement de Vernam [127], c’est-a`-dire l’application d’un
ou-exclusif entre une cle´ et un texte chiffre´ de meˆme longueur. Le programme re´alise ce chif-
frement entre la cle´ 0xDEADBEEFDEADBEEF et le texte 0xCAFEBABECAFEBABE. Afin d’identifier
la fonction cryptographique par l’approche pre´sente´e dans ce chapitre, nous devons collecter
les deux parame`tres d’entre´e avec le re´sultat associe´, c’est-a`-dire 0x1453045114530451.
C (P ) P
a Σ[a/k], k ∈ N
DATA:
0x0 DE AD BE EF DE AD BE EF 0xDEADBEEF 0xDEADBEEF
0x8 CA FE BA BE CA FE BA BE 0xCAFEBABE 0xCAFEBABE
... 00 00 ...
CODE:
0x100 8B 35 00 00 00 00 mov esi, 0x0
0x106 8B 3D 08 00 00 00 mov edi, 0x8
0x10C B9 00 00 00 00 mov ecx, 0x0
0x111 8B 06 mov eax, [esi]
0x113 8B 1F mov ebx, [edi]
0x115 33 C3 xor eax, ebx
0x117 89 07 mov [edi], eax
0x119 83 C6 04 add esi, 0x4
0x11C 83 C7 04 add edi, 0x4
0x11F 83 C1 04 add ecx, 0x4
0x122 83 F9 08 cmp ecx, 0x8
0x125 75 EA jnz 0x111
0x127 F4 halt
Figure 5.6 Programme RASM imple´mentant le chiffrement du masque jetable. Le texte chiffre´
est de´chiffre´ sur place en me´moire.
Le re´sultat que donne notre me´thode de reconstruction des parame`tres est pre´sente´ en Fi-
gure 5.7 sous la forme d’un graphe de parame`tres, qui repre´sente les parame`tres d’entre´e en
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orange, et les parame`tres de sortie en bleu, pour chaque boucle extraite de la trace. Il s’agit
d’un exemple fictif a` but pe´dagogique, puisqu’en re´alite´ notre outil – que nous pre´senterons
par la suite – fonctionne sur une machine x86 et non pas la machine abstraite RASM.
Figure 5.7 Graphe de parame`tres. Les nœuds orange sont les parame`tres d’entre´e, tandis que
les bleus sont les parame`tres de sortie. Leurs valeurs sont note´es en dessous de la ligne.
Ainsi, un algorithme inconnu a e´te´ extrait, et on peut observer que les parame`tres cryptogra-
phiques ont bien e´te´ re´cupe´re´s : en entre´e 0x00000000:8 contient la cle´ (lue par l’instruction
a` l’adresse 0x111) et 0x00000008:8 le texte d’entre´e (lue en 0x113), tandis qu’en sortie
0x00000008:8 contient le texte de´chiffre´ (e´crit en 0x117). Remarquons que nous avons aussi
collecte´ des parame`tres spe´cifiques a` cette imple´mentation : (i) esi:4 et edi:4 contiennent
des adresses me´moires, (ii) ecx:4 contient le compteur de boucle, et (iii) eax:4 et ebx:4
contiennent des valeurs interme´diaires du calcul. Ces parame`tres sont donc lie´s a` cette im-
ple´mentation et ils devront eˆtre mis de coˆte´ lors de l’e´tape de comparaison.
5.4.3 Flux de donne´es entre boucles
Jusqu’a` pre´sent, nous avons conside´re´ que chaque possible imple´mentation d’une fonction
cryptographique ne comprenait qu’une seule boucle. Mais, certains algorithmes cryptogra-
phiques sont en fait habituellement constitue´s de diffe´rents comportements ite´ratifs, comme
l’algorithme RC4 [118] qui en comprend trois. De ce fait, notre notion de boucle ne peut
capturer comple`tement ces algorithmes. Pour reme´dier a` cela, nous introduisons maintenant
une notion de flux de donne´es entre boucles afin de regrouper celles participant a` une meˆme
imple´mentation cryptographique, en suivant un raisonnement similaire au dynamic slicing
[1]. Nous allons donc de´crire la construction de ce flux de donne´es, ce qui nous ame`nera a`
notre mode`le final, dont nous de´finirons ensuite les parame`tres associe´s.
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Construction
Le flux de donne´es entre des instances de boucles est une notion semblable aux def-use chains
utilise´es en compilation [2]. Intuitivement, deux instances de boucles L1 et L2 sont connecte´es
par un flux de donne´es, si L1 produit un parame`tre de sortie qui est ensuite utilise´ par L2
comme parame`tre d’entre´e. Pour des raisons de performance, nous ne conside´rons que les
parame`tres me´moire pour construire le flux de donne´es, car les parame`tres registres ne´cessi-
teraient un suivie pre´cis dans le code se´quentiel (entre les instances de boucles). En d’autres
termes, nous supposons que les parame`tres me´moire ne sont modifie´s que par l’interme´diaire
des boucles, et qu’ils suffisent a` rendre compte du flux de donne´es d’un algorithme cryptogra-
phique. Pour simplifier les explications, la boucle Li est a` la position i parmi celles extraites
de sa trace, selon l’ordre de commencement des boucles.
Definition 9. Soient L1, . . . ,Ln les instances de boucles extraites d’une trace, il y a un flux
de donne´es de Li vers Lj, note´ Li unlhdLj, si :
1. Li termine avant que Lj ne commence
2. ∃ a ∈ OUTM(Li)⋂ INM(Lj), /∃ k ∈ ⟧i; j⟦, a ∈ OUTM(Lk)
Il y a donc un flux de donne´es lorsqu’au moins un octet est transmis sans modifications entre
deux boucles. Nous allons maintenant raisonner a` partir du graphe G = ({L1, . . . ,Ln},unlhd),
qui est oriente´ et acyclique, avec possiblement plusieurs composants connecte´s G1, . . . ,Gm.
Pour un composant connecte´ Gk, nous notons ROOT [Gk], et LEAF [Gk], les ensembles d’ins-
tances de boucles racines, et feuilles, de Gk, c’est-a`-dire respectivement les nœuds sans arcs
entrants, et sans arcs sortants. Nous construisons le graphe en testant la relation binaire unlhd
pour chaque paire d’instances de boucles, et nous obtenons ainsi ses composants connecte´s.
Chacun d’entre eux constitue alors une abstraction semblable a` la notion de fonction dans
les programmes classiques. Autrement dit, Gk est un candidat pour eˆtre teste´ comme une im-
ple´mentation d’une fonction cryptographique. Par la suite, nous appellerons les composants
connecte´s des Boucles avec Flux de Donne´es (BFD).
En cas de compositions de plusieurs fonctions cryptographiques, c’est-a`-dire si la sortie d’une
fonction est utilise´e en entre´e d’une autre fonction, elles vont eˆtre regroupe´es dans le meˆme
BFD, ce qui rendra leur identification complique´e (il faudrait avoir une imple´mentation de
re´fe´rence pour chaque combinaison possible entre les fonctions cryptographiques connues).
De ce fait, nous conside´rons en pratique chaque sous-graphe d’un composant connecte´ comme
un BFD. Par exemple, supposons que G est le graphe ({L1,L2,L3},unlhd), tel que L1 unlhd L2 etL2unlhdL3, alors nous conside´rons comme possible imple´mentation cryptographique {L1,L2,L3},
mais aussi {L1,L2}, {L2,L3}, et finalement chaque instance de boucle seule. Graˆce a` cela,
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nous sommes capables d’identifier les fonctions cryptographiques utilise´es en combinaison
entre elles, comme nous le montrerons lors de la validation expe´rimentale.
Remarque 20. La fac¸on dont nous construisons le flux de donne´es suppose que nous e´tu-
dions des programmes non paralle`les, c’est-a`-dire des programmes dans lesquels seul le thread
analyse´ modifie les donne´es.
Parame`tres de BFD
Les BFD sont notre mode`le d’imple´mentation cryptographique et notre objectif final reste
l’extraction de leurs parame`tres. Nous de´finissons ces parame`tres comme les parame`tres me´-
moire des instances de boucles qui composent un BFD, mais qui ne participent pas au flux de
donne´es interne du BFD. Pour les parame`tres registres, nous conside´rons simplement ceux
en entre´e des premie`res instances de boucles (les racines du BFD), et ceux en sortie des
dernie`res (les feuilles).
Definition 10. Soit Gk = ({L1, . . . ,Ln},unlhd) un BFD, ses parame`tres d’entre´e sont :
INGk = ⋃
1≤i≤n (INM(Li) − ⋃LjunlhdLiOUTM(Lj)) ⋃Lr∈ROOT [Gk] INR(Lr)
et ses parame`tres de sortie sont :
OUTGk = ⋃
1≤i≤n (OUTM(Li) − ⋃LiunlhdLj INM(Lj)) ⋃Ll∈LEAF [Gk]OUTR(Ll)
Les valeurs de ses parame`tres ont e´te´ collecte´es durant l’extraction des parame`tres d’instances
de boucles. Nous avons donc maintenant un mode`le pour extraire les parame`tres des possibles
imple´mentations cryptographiques, et nous pouvons alors construire l’e´tape de comparaison
elle-meˆme.
5.5 Comparaison
La dernie`re e´tape de notre me´thode d’identification est la comparaison entre les BFD extraits
d’une trace et les imple´mentations de re´fe´rence des fonctions cryptographiques connues. Nous
avons alors deux types d’entre´es :
– Les valeurs des parame`tres dans INGk et OUTGk pour chaque BFD Gk extrait de la trace
d’exe´cution.
– Une imple´mentation de re´fe´rence PF dans un langage de haut niveau pour chaque fonc-
tion cryptographique connue F . En particulier, le prototype de l’imple´mentation de´crit
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ses parame`tres, par exemple s’ils sont de taille variable ou fixe. Le choix d’utiliser des
imple´mentations de re´fe´rence dans un langage de haut niveau facilite l’exe´cution de ces
imple´mentations avec des parame`tres arbitraires.
L’objectif de la comparaison est alors d’examiner si la relation entre les valeurs dans INGk et
celles dans OUTGk est aussi ve´rifie´e par PF . En d’autres termes, il s’agit de tester si les valeurs
de sortie de l’imple´mentation de re´fe´rence sont dans OUTGk lorsque celle-ci est exe´cute´e sur
des valeurs d’entre´e choisies dans INGk . Si c’est le cas, on peut alors conclure que la partie
de la trace d’exe´cution repre´sente´e par Gk imple´mente la meˆme fonction que PF , c’est-a`-direF . Nous allons maintenant de´crire les difficulte´s qui rendent cette e´tape de comparaison non
triviale, pour ensuite de´crire l’algorithme lui-meˆme.
Difficulte´s
Comme nous utilisons des imple´mentations de re´fe´rence dans des langages de haut niveau,
il y a une diffe´rence d’abstraction avec le code extrait d’une trace d’exe´cution. De ce fait, la
correspondance des parame`tres entre ces deux types d’imple´mentation n’est pas force´ment
directe, en particulier pour les raisons suivantes :
– Types des parame`tres. Les parame`tres des BFD sont constitue´s d’octets extraits de
la me´moire, ou des registres, de la machine. D’un autre coˆte´, les parame`tres de haut ni-
veau peuvent eˆtre manipule´s avec un type de donne´es tel qu’une structure ou un objet.
De ce fait, l’encodage des parame`tres au niveau machine peut diffe´rer sensiblement de la
repre´sentation attendue par les imple´mentations de haut niveau, par exemple parce qu’une
structure est re´organise´e par le compilateur afin de prendre moins de place, ou encore parce
que les grands nombres sont encode´s de fac¸on spe´ciale. Cela pourrait mener a` un e´chec
de la comparaison lorsqu’une meˆme valeur est repre´sente´e diffe´remment a` bas niveau et a`
haut niveau. C’est pour cela que nous avons choisi (sauf exception) des imple´mentations de
re´fe´rence qui prennent des parame`tres au niveau d’abstraction le plus bas possible, c’est-
a`-dire sans types complexes et avec le meˆme encodage que ceux habituellement utilise´s au
niveau machine.
– Ordre des parame`tres. Une imple´mentation de haut niveau de´clare ses parame`tres dans
un certain ordre, tandis que les parame`tres des BFD sont non ordonne´s. De ce fait, nous
devons tester tous les ordres possibles pour mettre les parame`tres des BFD aux bonnes
positions dans les imple´mentations haut niveau.
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– Fragmentation des parame`tres. Un meˆme parame`tre cryptographique de haut niveau
peut se retrouver dans plusieurs parame`tres de BFD, par exemple parce qu’il est contenu
dans plusieurs registres. De ce fait, les valeurs des parame`tres de BFD doivent eˆtre combi-
ne´es pour reconstruire la valeur du parame`tre cryptographique. Ainsi, la relation entre les
parame`tres de BFD et les parame`tres cryptographiques n’est pas 1-a`-1, mais n-a`-1.
– Nombre des parame`tres. Les parame`tres d’un BFD ne sont pas tous des parame`tres
cryptographiques, certains sont lie´s a` l’imple´mentation elle-meˆme, tel que montre´ dans
l’exemple du §5.4.2. Par conse´quent, ces parame`tres n’auront pas d’e´quivalent dans les
imple´mentations de haut niveau.
Algorithme de comparaison
E´tant donne´ les difficulte´s pre´sente´es pre´ce´demment, l’algorithme de comparaison essaye
d’identifier un BFD Gk en suivant les e´tapes suivantes :
1. Ge´ne´ration de toutes les combinaisons possibles d’entre´e-sortie. Les valeurs
dans INGk sont combine´es en les joignant bout a` bout. Nous ge´ne´rons les combinaisons de
toutes les longueurs possibles (chaque valeur de INGk e´tant pre´sente une seule fois dans
une combinaison). La meˆme chose est faite avec les valeurs dans OUTGk . Par exemple
pour le chiffrement de masque jetable du §5.4.2, nous ge´ne´rons pour les parame`tres
d’entre´e 4 valeurs de longueur 4, 8 valeurs de longueur 8 (les 6 paires possibles avec
les arguments de longueur 4, plus les deux arguments de longueur 8), etc. En pratique,
le nombre de valeurs ge´ne´re´es peut eˆtre re´duit en mettant de coˆte´ les parame`tres qui
de´pendent de l’imple´mentation, comme les adresses me´moires.
2. Correspondance des parame`tres d’entre´e. Pour chaque imple´mentation crypto-
graphique de re´fe´rence PF , l’algorithme se´lectionne pour chacun de ses parame`tres
d’entre´e les valeurs dont la longueur correspond, parmi celles ge´ne´re´es lors de l’e´tape
pre´ce´dente. En particulier, si aucune valeur compatible n’est trouve´e, alors la compa-
raison ne se fera pas avec cette imple´mentation.
3. Comparaison. Le programme PF est exe´cute´ successivement sur chacune des com-
binaisons possibles des valeurs d’entre´e pre´ce´demment se´lectionne´es. Si a` un moment
les valeurs produites sont pre´sentes dans l’ensemble des valeurs de sortie ge´ne´re´es lors
de l’e´tape 1, alors c’est un succe`s. Sinon, l’algorithme ite`re jusqu’a` ce que toutes les
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combinaisons aient e´te´ teste´es.
La complexite´ de cet algorithme est exponentielle en fonction du nombre de parame`tres, mais
nous verrons qu’en pratique celui-ci reste raisonnable.
5.6 Validation expe´rimentale
Nous avons construit un outil, nomme´ Aligot, appliquant le processus d’identification de´crit
pre´ce´demment a` une trace d’exe´cution, tel que de´crit en Figure 5.8. Au final, l’outil est consti-
tue´ d’environ 2 000 lignes de Python et a e´te´ rendu disponible en [29]. Les imple´mentations











Figure 5.8 Architecture d’Aligot
Pour e´valuer notre approche, nous avons teste´ Aligot sur des imple´mentations des algorithmes
TEA et RC4 qui sont couramment employe´s par des logiciels malveillants dans leurs protec-
tions. Dans un second temps, nous avons e´tendu nos expe´rimentations a` des imple´mentations
de MD5 et AES, afin de montrer la ge´ne´ricite´ de notre me´thode. Finalement nous avons
expe´rimente´ avec l’algorithme RSA, ainsi qu’avec des modifications et des combinaisons d’al-
gorithmes.
Dans chacun de nos tests, nous avons compare´ Aligot aux outils d’identification cryptogra-
phique existants actuellement, et de´crits dans le Tableau 5.1.
5.6.1 Tiny Encryption Algorithm (TEA)
L’algorithme TEA est un chiffrement par bloc de 8 octets a` l’aide d’une cle´ de 16 octets, et
construit comme un re´seau de Feistel a` 64 rondes, c’est-a`-dire avec un seul comportement
ite´ratif – une seule boucle [151]. Une de ses particularite´s est l’utilisation d’une constante
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Tableau 5.1 Outils d’identification cryptographique. La colonne « S/D » indique si l’outil est
statique ou dynamique.
Nom Version Auteur(s) S/D Commentaires
Draca [87] 0.5.7b Ilya O. Levin S
FindCrypt [70] 2.0 Ilfak Guilfanov S Plugin pour IDA Pro
Hash&Crypto Detector 1.4 Mr. Paradox S
Kerckhoffs [69] 1.0 Felix Gro¨bert D The`se de maˆıtrise
KANAL [131] 2.92 snaker et igNorAMUS S Plugin pour PEiD
Signsrch [4] 0.1.7a Luigi Auriemma S
SnD Crypto Scanner 0.5 Loki S Plugin pour OllyDbg
spe´ciale, nomme´e delta, dont la valeur est fixe´e a` 0x9E3779B9 dans la spe´cification de l’algo-
rithme.
Exemples synthe´tiques
Afin de ve´rifier la correction de notre outil, nous avons cre´e´ trois exemples synthe´tiques a`
partir du code source publie´ dans l’article original de´crivant TEA [151]. Dans chacun de ces
exemples, nous avons appele´ l’algorithme de de´chiffrement sur la cle´ 0xDEADBEE1...DEADBEE4
(16 octets) et sur le texte chiffre´ 0xCAFEBABECAFEBABE (8 octets). Nous avons alors obtenu
les programmes suivants :
– B1 : code source original de TEA, compile´ avec le compilateur Microsoft Visual Stu-
dio (MVS) sans aucune optimisation (option /Od).
– B2 : code source original de TEA, compile´ avec MVS avec une optimisation maximale de la
taille (option /O1). Cela a pour effet de changer la forme du code et ses instructions : alors
que dans B1 la boucle de de´chiffrement de TEA est traduite en trois Bloc Basique (BB) et
35 instructions machines, dans B2 cette boucle comprend un seul BB de 25 instructions.
– B3 : similaire a` B1, excepte´ que nous avons remplace´ dans le programme compile´ l’initia-
lisation de la constante delta (mov reg, delta) par une version le´ge`rement obfusque´e de
trois instructions (mov reg, 0 et add reg, delta/2 deux fois). De ce fait, la se´mantique
de l’algorithme est pre´serve´e, mais la constante delta n’est plus visible statiquement.
Les re´sultats des diffe´rents outils sur ces programmes sont pre´sente´s dans le Tableau 5.2.
Nous pouvons les interpre´ter de la fac¸on suivante :
92
Tableau 5.2 Re´sultats d’identification sur TEA. Le nom de la fonction identifie´e par chaque
outil est e´crit et 5 indique une absence d’identification. La couleur indique la correction du
re´sultat : vert pour un re´sultat correct, et rouge a` l’inverse (cf. Remarque 21)
B1 B2 B3 StormWorm SilentBanker
Aligot TEA TEA TEA RTEA RTEA
Draca TEA TEA 5 5 TEA
FindCrypt2 5 5 5 5 5
Hash&Crypto Detector TEA TEA 5 5 TEA
Kerckhoffs 5 5 5 5 5
KANAL TEA TEA 5 5 TEA
Signsrch TEA TEA 5 5 TEA
SnD Crypto Scanner 5 5 5 5 5
– B1 et B2 permettent de calibrer l’e´valuation. Les outils n’arrivant pas a` identifier ces imple´-
mentations classiques ne doivent pas eˆtre conside´re´s comme pertinents, puisqu’ils n’ont en
fait probablement pas de moyens de reconnaˆıtre TEA. Ne´anmoins, nous les mentionnons
par souci d’exhaustivite´.
– B3 est identifie´ comme une imple´mentation de TEA seulement par Aligot. Nous pouvons
donc supposer que tous les autres outils basent entie`rement leur de´tection sur la visibilite´
statique de la constante delta.
Exemples de protections de logiciels malveillants
Nous avons examine´ deux familles de logiciels malveillants, nomme´es Storm Worm et Silent
Banker, qui ont e´te´ publiquement re´fe´rence´es comme utilisant TEA [14, 112]. Dans les deux
cas, l’imple´mentation de l’algorithme fait partie des couches de protection du programme.
Nous avons donc collecte´ un exemplaire de ces deux familles et teste´ les diffe´rents outils
d’identification, dont les re´sultats sont pre´sente´s dans le Tableau 5.2.
Storm Worm. Aucune imple´mentation de TEA n’est identifie´e, et ce pour tous les outils,
incluant Aligot. Cela signifie en particulier que la relation entre´e-sortie de chaque BFD ex-
trait de la trace d’exe´cution n’est pas reproductible avec une imple´mentation de TEA, selon
notre outil. Pour confirmer cela, nous avons e´tudie´ en profondeur la partie de la protection
de notre exemplaire de´crite comme une imple´mentation de TEA par des sources publiques
[14] : (i) le code se comporte comme un chiffrement par bloc de 8 octets, avec une cle´ de
16 octets, exactement comme TEA, (ii) la constante delta est utilise´e durant le processus de
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de´chiffrement, et (iii) les ope´rations arithme´tiques sont similaires a` celles de TEA (de´calage
a` droite de 5 bits et a` gauche de 4 bits).
Ne´anmoins, nous avons trouve´ une diffe´rence. La Figure 5.9(a) repre´sente en pseudo-C une
ligne extraite de l’imple´mentation de Storm Worm, tandis que la Figure 5.9(b) montre la
partie e´quivalente du code source original de TEA. Dans la version du logiciel malveillant, on
peut observer que les parenthe`ses sont autour des ou-exclusifs, alors que dans le code original
elles englobent les additions. Ainsi, la meˆme expression est e´value´e dans un ordre diffe´rent,
ce qui explique que la relation entre´e-sortie ne corresponde pas.
z = z − (y << 4) + (k[2]⊕ y) + (sum⊕ (y >> 5)) + k[3]
(a) Storm Worm
z = z − ((y << 4) + k[2])⊕ (y + sum)⊕ ((y >> 5) + k[3])
(b) TEA
Figure 5.9 Comparaison entre imple´mentations
Nous pensons que les auteurs de Storm Worm ont simplement fait un copier-coller d’une
source contenant cette erreur. En effet, nous avons trouve´ exactement la meˆme imple´men-
tation – a` l’instruction assembleur pre`s – sur un site Internet russe [128]. De ce fait, nous
avons nomme´ ce nouvel algorithme Russian Tiny Encryption Algorithm (RTEA). Cette ob-
servation a pu eˆtre confirme´e en ajoutant une imple´mentation de re´fe´rence pour RTEA dans
Aligot, qui a ensuite identifie´ avec succe`s la fonction dans Storm Worm, tel qu’indique´ dans
le Tableau 5.2.
Silent Banker. De fac¸on tout aussi surprenante, Aligot n’a pas identifie´ d’imple´mentations
de TEA dans l’exemplaire de Silent Banker, au contraire des autres outils. Plutoˆt que TEA,
notre outil a en effet identifie´ une imple´mentation de RTEA, l’algorithme rencontre´ dans
Storm Worm. Nous avons confirme´ ce re´sultat par une inspection manuelle de l’exemplaire :
les deux familles de logiciels malveillants ont bien fait la meˆme « erreur ». Remarquons
que Silent Banker a aussi e´te´ cre´e´ en Russie d’apre`s certaines sources [142]. Le fait que les
autres outils identifient une imple´mentation de TEA s’explique par la visibilite´ statique de
la constante delta dans ce programme.
Pour re´sumer, Aligot a identifie´ avec succe`s que, contrairement aux apparences, Storm Worm
n’imple´mentait pas l’algorithme TEA, mais une version modifie´e que nous avons nomme´e
RTEA. De plus, apre`s avoir ajoute´ une imple´mentation de re´fe´rence pour RTEA, Aligot a
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automatiquement identifie´ cette nouvelle fonction cryptographique dans Silent Banker, tan-
dis que les autres outils l’ont classifie´e a` tort comme TEA.
Remarque 21. Notre outil ne montre pas une e´quivalence ge´ne´rale entre un programme et
une fonction, mais l’e´galite´ entre les deux sur une entre´e, durant l’exe´cution observe´e. Pour
eˆtre cohe´rent dans notre comparaison entre outils, il nous faut pre´ciser que :
– Nous conside´rons que les autres outils re´pondent eux aussi a` la question de l’identifica-
tion d’une exe´cution, meˆme si pratiquement tous analysent statiquement le programme au
complet.
– Pour ve´rifier la correction du re´sultat d’un outil (couleurs vert et rouge du Tableau 5.2),
il y a deux cas. Pour les exemples synthe´tiques, comme nous connaissons l’algorithme
imple´mente´, nous pouvons attester de la validite´ (ou de l’invalidite´) de l’identification sur
l’exe´cution observe´e. Dans le cas des logiciels malveillants, nous nous basons sur une analyse
manuelle a posteriori afin de ve´rifier l’identification.
5.6.2 RC4
L’algorithme RC4 est un chiffrement a` flot utilisant une cle´ de longueur variable [118]. Un
flot de bits pseudo-ale´atoire est d’abord ge´ne´re´ a` l’aide de la cle´, pour ensuite appliquer
un ou-exclusif entre ce flot et le texte d’entre´e, afin de chiffrer ou de´chiffrer celui-ci. En
particulier, trois comportements ite´ratifs distincts sont pre´sents : deux pour la cre´ation du
flot pseudo-ale´atoire, et un troisie`me pour l’application du ou-exclusif.
Exemples synthe´tiques
De la meˆme fac¸on que pour TEA, nous avons d’abord ve´rifie´ la correction de notre pro-
cessus d’identification a` l’aide d’exemples synthe´tiques. Ainsi, nous avons construit les deux
programmes suivants :
– B4 : code source original de RC4 [118], compile´ avec MVS, sans aucune optimisation (option
/Od).
– B5 : code source original de RC4, compile´ avec MVS, avec une optimisation maximale de
la taille (option /O1).
Les re´sultats d’identification sont pre´sente´s dans le Tableau 5.3. Aligot est le seul outil qui
identifie B4 et B5 comme des imple´mentations de RC4. Ceci s’explique par l’absence de signes
syntaxiques particuliers dans cet algorithme – tel que montre´ dans la the`se de Gro¨bert [69]
– qui rend inutile les outils classiques.
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Tableau 5.3 Re´sultats d’identification sur RC4. Le nom de la fonction identifie´e par chaque
outil est e´crit et 5 indique une absence d’identification. La couleur indique la correction du
re´sultat : vert pour un re´sultat correct, et rouge a` l’inverse.
B4 B5 Sal1 Sal2 Sal3 Sal4
Aligot RC4 RC4 RC4 RC4 RC4 RC4
Draca 5 5 5 5 5 5
FindCrypt2 5 5 5 5 5 5
Hash&Crypto Detector 5 5 5 5 5 5
Kerckhoffs 5 5 5 5 5 5
KANAL 5 5 5 5 5 5
Signsrch 5 5 5 5 5 5
SnD Crypto Scanner 5 5 5 5 5 5
Exemples de protections de logiciels malveillants
Nous avons investigue´ une famille de logiciel malveillant, nomme´e Sality, pour laquelle des
sources publiques mentionnaient l’utilisation de RC4 dans ses couches de protection [155].
Nous avons collecte´ quatre exemplaires de cette famille sur Internet : Sal1, Sal2, Sal3 et
Sal4. Les re´sultats de leur identification sont pre´sente´s dans le Tableau 5.3. Encore une fois,
Aligot est le seul outil capable d’identifier effectivement une imple´mentation de RC4 dans
ces programmes.
Pour insister sur la robustesse de notre me´thode, nous pre´sentons dans le Tableau 5.4 une
comparaison des imple´mentations de RC4 identifie´es par Aligot. En particulier, nous mon-
trons le nombre de BB ainsi que le nombre d’instructions moyen dans chacun de ces BB (cette
comparaison concerne seulement la partie du code reconnue comme une imple´mentation de
RC4 par Aligot). On peut observer une grande variabilite´ entre les imple´mentations, ce qui
montre la re´sistance de notre me´thode face aux modifications syntaxiques.
Tableau 5.4 Comparaison entre les imple´mentations de RC4
B4 B5 Sal1 Sal2 Sal3 Sal4
Nombre de BB 18 12 9 17 4 14
Nombre d’instructions moyen par BB 7 6 40 25 97 29
De plus, graˆce aux graphes de parame`tres extraits de chaque imple´mentation de RC4 dans
les exemplaires de Sality, nous avons pu identifier une re´pe´tition dans la fac¸on dont le logiciel
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malveillant re´cupe`re ses parame`tres cryptographiques. Les graphes des exemplaires Sal1 et
Sal2 sont pre´sente´s dans la Figure 5.10. On peut y observer que chaque parame`tre cryptogra-
phique (cle´, texte d’entre´e et de sortie) commence a` la meˆme position par rapport au de´but
du fichier (0x542000 pour Sal1 et 0x410000 pour Sal2), et ce bien que leurs valeurs soient
diffe´rentes. Cette information est vraie pour tous les exemplaires de Sality que nous avons
e´tudie´s, et cela permet donc d’acce´der aux parame`tres cryptographiques de fac¸on ge´ne´rique.
Cela est utile pour imple´menter le de´chiffrement dans un antivirus, sans exe´cuter le logiciel
malveillant.
5.6.3 Advanced Encryption Standard (AES)
L’algorithme AES est un chiffrement par bloc de 16 octets, avec une cle´ qui peut eˆtre de
128, 256 ou 512 bits [48]. Le texte d’entre´e est transforme´ par un re´seau de substitution-
permutation ou` chaque ite´ration (ronde) utilise une cle´ de´rive´e de la cle´ d’entre´e. A` la dif-
fe´rence des algorithmes TEA et RC4, toutes les ope´rations de AES ne sont pas contenues
dans un comportement ite´ratif. En effet, la premie`re et la dernie`re ronde de l’algorithme
sont en dehors de la boucle principale, car elles n’appliquent pas exactement les meˆmes ope´-
rations que les autres. De ce fait, notre outil ne peut extraire d’une trace d’exe´cution que
les rondes internes de AES (celles a` l’inte´rieur d’une boucle). Ainsi, nous avons ajoute´ une
imple´mentation des rondes internes de AES dans notre base de re´fe´rence.
Exemples synthe´tiques
Afin de ve´rifier la correction de notre outil pour cet algorithme, nous avons cre´e´ les pro-
grammes suivants :
– B6, qui est un code source base´ sur la bibliothe`que OpenSSL [73], compile´ avec MVS sans
aucune optimisation, et dans lequel nous chiffrons un texte en AES-128.
– B7, qui est le programme B6 auquel nous avons applique´ la protection commerciale AsPro-
tect [133].
Comme montre´ dans le Tableau 5.5, la plupart des outils sont capables d’identifier B6, notam-
ment graˆce aux boites de substitution de AES, qui sont initialise´es avec des valeurs spe´ciales,
et donc reconnaissables. De son coˆte´, Aligot identifie seulement les rondes internes – pour la
raison pre´ce´demment e´voque´e – mais peut en plus conclure sur la taille de la cle´, du fait de
sa connaissance exacte des parame`tres (la taille des cle´s de´rive´es de´pendant de la taille de la
cle´ initiale). Concernant B7, seul Aligot est capable d’identifier l’imple´mentation, les autres
outils ne pouvant pas passer a` travers la protection qui lui a e´te´ applique´e.
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(a) Graphe de parame`tres extrait de Sal1, 542000:11 est la cle´, 542116:65258 le texte d’entre´e et
542116:65258 le texte de sortie.
(b) Graphe de parame`tres extrait de Sal2, 410000:8 est la cle´, 410116:57066 le texte d’entre´e et 410116:57066
le texte de sortie.
Figure 5.10 Graphes de parame`tres pour la partie de la trace reconnue comme une imple´men-
tation de RC4 dans Sal1 et Sal2. Seuls les 8 premiers octets de la valeur de chaque parame`tre
sont affiche´s.
Exemple de logiciel malveillant
Nous n’avons pas trouve´ de re´fe´rences de l’algorithme AES utilise´ dans une protection de
logiciel malveillant. Par contre, cet algorithme est souvent employe´ pour prote´ger les com-
munications re´seau, donc dans la charge utile camoufle´e par la protection. Par exemple, nous
avons analyse´ un exemplaire de la famille Waledac, dont nous avions montre´ dans un travail
pre´ce´dent qu’elle utilise AES pour chiffrer ses communications [34]. Tel qu’indique´ dans le
Tableau 5.5, Aligot est le seul outil a` identifier l’imple´mentation, les autres ne pouvant pas
passer a` travers la protection du logiciel malveillant.
5.6.4 MD5
L’algorithme MD5 est une fonction de hachage cryptographique qui calcule une empreinte
de 128 bits [117]. Le message d’entre´e est de´coupe´ en morceaux de 512 bits qui sont ensuite
traite´s de fac¸on ite´rative. Il y a donc un comportement re´pe´titif au cœur de MD5 mais,
comme pour AES, celui-ci ne constitue pas l’algorithme dans son ensemble : une dernie`re
transformation de l’entre´e peut avoir lieu apre`s la boucle principale. Nous avons donc ajoute´
cette boucle principale dans notre base d’imple´mentations de re´fe´rence.
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Tableau 5.5 Re´sultats d’identification sur AES. Le nom de la fonction identifie´e par chaque
outil est e´crit et 5 indique une absence d’identification. La couleur indique la correction du
re´sultat : vert pour un re´sultat correct, et rouge a` l’inverse.
B6 B7 Waledac
Aligot AES-128 AES-128 AES-128
(rondes internes) (rondes internes) (rondes internes)
Draca 5 5 5
FindCrypt2 AES 5 5
Hash&Crypto Detector 5 5 5
Kerckhoffs 5 5 5
KANAL AES 5 5
Signsrch AES 5 5
SnD Crypto Scanner AES 5 5
Exemples synthe´tiques
Afin de ve´rifier la correction de notre outil, nous avons cre´e´ les programmes suivants :
– B8, qui est un code source base´ sur la bibliothe`que OpenSSL [73], compile´ avec MVS sans
aucune optimisation, et dans lequel nous calculons l’empreinte d’un texte.
– B9, qui est le programme B8 auquel nous avons applique´ la protection commerciale AsPro-
tect [133].
Tableau 5.6 Re´sultats d’identification sur MD5. Le nom de la fonction identifie´e par chaque
outil est e´crit et 5 indique une absence d’identification. La couleur indique la correction du
re´sultat : vert pour un re´sultat correct, et rouge a` l’inverse.
B8 B9 Waledac
Aligot MD5 MD5 MD5
(boucle principale) (boucle principale) (boucle principale)
Draca MD5 SHA-1 5
FindCrypt2 MD4 5 5
Hash&Crypto Detector MD5 SHA-1 5
Kerckhoffs 5 5 5
KANAL MD5 5 5
Signsrch 5 5 5
SnD Crypto Scanner MD5 5 5
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De fac¸on similaire a` AES, et comme montre´ dans le Tableau 5.6, la plupart des outils sont
capables d’identifier B8, notamment parce que MD5 initialise sa structure interne avec 4
constantes spe´ciales, et donc reconnaissables. De son coˆte´, Aligot identifie seulement la boucle
principale, mais il est e´galement le seul a` identifier B9. On peut remarquer plusieurs faux
positifs, qui s’expliquent par le fait que les constantes d’initialisation de MD5 sont communes
avec d’autres algorithmes cryptographiques, montrant une fois de plus la pre´carite´ d’une telle
me´thode d’identification.
Exemple de logiciel malveillant
Les fonctions de hachage sont habituellement utilise´es dans la charge utile des logiciels mal-
veillants, et pas dans leurs protections. Nous avons donc repris l’exemplaire de Waledac
pre´ce´demment e´tudie´ dont nous avions observe´ l’utilisation de MD5 [34]. Tel qu’indique´ dans
le Tableau 5.6, Aligot est le seul outil a` identifier correctement l’imple´mentation, les autres
ne pouvant pas passer a` travers la protection du logiciel malveillant.
5.6.5 Autres
Nous discutons ici de re´sultats supple´mentaires obtenus durant la validation expe´rimentale
d’Aligot. Nous pre´sentons une bre`ve e´tude de RSA, mais aussi d’une imple´mentation modifie´e
de TEA, et finalement des combinaisons entre algorithmes cryptographiques. Il s’agit avant
tout d’e´tudes pre´liminaires pour rendre compte de la ge´ne´ralite´ de notre approche et explorer
de futures voies de recherche.
RSA
L’algorithme RSA [119] est un chiffrement asyme´trique dont la se´curite´ est base´e sur la
difficulte´ de factoriser des grands nombres. Son ope´ration mathe´matique principale est l’ex-
ponentiation modulaire. Celle-ci est habituellement imple´mente´e par une boucle ou`, lors de
chaque ite´ration, un bit de l’exposant est teste´ et, en fonction de sa valeur, des ope´rations
diffe´rentes sont effectue´es. Ainsi, cette « boucle » ne re´alise pas le meˆme traitement a` chaque
ite´ration, et ne ge´ne`re donc pas une trace dans le langage LOOP de la De´finition 8.
Par contre, l’ope´ration de multiplication modulaire – qui est a` la base de l’exponentiation
– est habituellement imple´mente´e au sein d’une boucle correspondant bien a` notre langage.
Remarquons que cette ope´ration n’est pas seulement caracte´ristique de RSA, mais son identi-
fication peut faciliter l’analyse de ce type d’algorithme. Nous avons donc construit un exemple
synthe´tique de chiffrement RSA a` l’aide de la bibliothe`que PolarSSL [44], dont la multipli-
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cation modulaire est faite par l’algorithme de Montgomery [105] (tout comme la majorite´
des imple´mentations de RSA). En ajoutant la multiplication modulaire dans notre base de
re´fe´rence, Aligot a pu alors identifier avec succe`s l’imple´mentation de cette ope´ration dans
notre programme, contrairement aux autres outils.
Un des proble`mes rencontre´s dans cette bre`ve e´tude est l’encodage des grands nombres. En
effet, il y a une diffe´rence entre la fac¸on dont ces nombres sont repre´sente´s au niveau de
la machine, et dans les imple´mentations de haut niveau. Pour reme´dier a` cela, nous avons
duˆ ajouter une proce´dure de de´codage qui fournit la repre´sentation haut niveau des valeurs
collecte´es dans la trace d’exe´cution. Comme il existe en pratique peu d’encodages diffe´rents,
cela reste re´aliste d’ajouter toutes ces routines avant de tester la relation entre´e-sortie. Par
contre, un programmeur pourrait cre´er son propre encodage, afin de de´synchroniser a` escient
la relation entre´e-sortie entre imple´mentations d’un meˆme algorithme.
TEA modifie´
Nous avons conside´re´ la possibilite´ que des auteurs de logiciels malveillants modifient la
valeur de la constante delta d’une imple´mentation de TEA – ou d’un quelconque algorithme
utilisant des constantes spe´ciales – dans le but de devenir inde´tectable par les outils base´s
sur sa valeur habituelle. En effet, tel qu’observe´ avec les familles Storm Worm et Silent
Banker, les auteurs de logiciels malveillants se soucient peu de la qualite´ cryptographique
de leurs algorithmes, et sont plutoˆt concerne´s par les signes qui permettent d’identifier leurs
cre´ations. Pour identifier ces modifications, nous avons cre´e´ une imple´mentation de re´fe´rence
de TEA ou` delta n’est plus une constante interne a` l’algorithme, mais un parame`tre. Nous
avons alors construit un exemple d’un chiffrement TEA avec une constante diffe´rente. Lors de
l’analyse, Aligot a collecte´ la nouvelle valeur de delta dans la trace d’exe´cution, pour ensuite
la positionner dans le parame`tre correspondant, et ainsi il a identifie´ l’imple´mentation comme
une modification de TEA. Ceci s’est fait de fac¸on automatique et Aligot est le seul outil a`
re´ussir l’identification.
Combinaisons d’algorithmes
Comme explique´ en §5.4.3, Aligot teste en pratique tous les sous-graphes d’un BFD, afin
d’identifier les algorithmes qui auraient e´te´ compose´s et qui seraient donc relie´s par un flux
de donne´es. Pour valider cela, nous avons cre´e´ un exemple de Double TEA (deux applications
de l’algorithme d’affile´e), ainsi qu’un masque jetable suivi d’un RC4. Tel que pre´vu, Aligot a




Nous pre´sentons dans le Tableau 5.7 les performances en temps de l’outil, mesure´es lors de
l’analyse des exemplaires de logiciels malveillants sur une machine utilisateur standard. Les
performances sur les exemples synthe´tiques ne sont pas indique´es, car elles sont toutes en
dessous de 20 minutes au total.
Ces re´sultats doivent eˆtre conside´re´s comme purement indicatifs, puisqu’Aligot a e´te´ conc¸u
avant tout comme une preuve de concept de la me´thode d’identification de´crite dans ce cha-
pitre, et pas pour eˆtre un outil efficace. Observons tout de meˆme que la phase de comparaison
ne ne´cessite que 30 minutes au maximum, bien que sa complexite´ the´orique soit exponen-
tielle (cf. §5.5). Ceci s’explique par l’efficacite´ de nos heuristiques pour re´duire le nombre de
parame`tres a` recombiner, par exemple en ignorant ceux qui semblent eˆtre des adresses me´-
moires. Remarquons que l’outil re´introduit ces parame`tres ignore´s s’il n’arrive pas a` identifier
d’algorithme. Ensuite, la de´tection des boucles est la taˆche la plus couˆteuse, car comme nous
l’avons explique´ en §5.4.1, sa performance de´pend du nombre de boucles dans la trace. Si
les boucles – selon notre de´finition – sont rares, alors la taille de l’historique grandit et les
performances diminuent (car l’algorithme doit parcourir tout l’historique pour chaque ins-
truction). A` l’inverse, lorsqu’il y a beaucoup de boucles, la taille de l’historique reste limite´e
et le traitement de chaque instruction est plus rapide.
5.8 Limitations
Au-dela` de la limitation e´vidente de l’analyse dynamique aux chemins d’exe´cution observe´s,
il convient d’insister sur diffe´rentes restrictions. Premie`rement, et malgre´ nos re´sultats expe´-
rimentaux tre`s positifs, il serait illusoire de penser que notre mode`le de BFD capture toutes
Tableau 5.7 Performance en temps d’Aligot. ID signifie “Instruction Dynamique”
Storm SBank Sal1 Sal2 Sal3 Sal4 Wal
Taille de la trace (ID) 3M 3.5M 4.1M 1M 4.8M 4.2M 20k
Trac¸age (min) 4 3 2 1 2 2 1
Construction BFD 4hr 6hr 10hr 4hr 10hr 15hr 40mn
Comparaison (min) 30 30 3 3 4 4 10
Temps total 4,5hr 6,5hr 10hr 4hr 10hr 15hr 51mn
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les imple´mentations possibles de cryptographie. En effet, les programmes en langage machine
x86 n’ayant que tre`s peu de normes a` respecter pour eˆtre exe´cutables, toute abstraction sur
ces programmes n’est qu’une convention. Comme toute convention, elle peut ne pas eˆtre res-
pecte´e par certains programmes (en particulier quand ceux-ci y ont inte´reˆt pour complexifier
leur analyse). Par exemple, des auteurs de logiciels malveillants pourraient simplement choi-
sir d’imple´menter des comportements ite´ratifs avec des boucles qui ne respectent pas notre
de´finition. En re´ponse a` cela, nous pourrions alors modifier notre abstraction. De meˆme, les
parame`tres cryptographiques pourraient eˆtre encode´s d’une fac¸on particulie`re, qui ne cor-
respondrait pas a` celle de nos imple´mentations de haut niveau. Notre re´ponse serait alors
d’ajouter une nouvelle routine de de´codage. Ainsi, la liberte´ que fournit la programmation
au niveau machine, et l’aspect offensif des logiciels malveillants, empeˆchent l’existence d’une
solution ge´ne´rique a` notre proble`me d’identification cryptographique. Tout en acceptant cette
limitation, la construction d’une solution dans un contexte spe´cifique demeure tre`s utile pour
l’analyste.
Deuxie`mement, notre outil n’a la capacite´ d’identifier que ce qu’il connaˆıt, c’est-a`-dire les
fonctions pour lesquelles nous posse´dons une imple´mentation de re´fe´rence. Ne´anmoins, il est
permis de pouvoir ajouter facilement de nouvelles imple´mentations, et c’est ce que nous avons
fait dans le cas de RTEA en §5.6.1.
5.9 Voies de recherche futures
Notre expe´rience avec RTEA, c’est-a`-dire l’ajout d’un algorithme cryptographique «maison »
dans notre base de re´fe´rence, afin d’eˆtre ensuite en mesure de l’identifier dans d’autres pro-
grammes, a e´te´ particulie`rement inspirante. Il serait inte´ressant d’importer automatiquement
dans notre base de re´fe´rence tous les possibles algorithmes cryptographiques rencontre´s dans
les traces d’exe´cution, meˆme si on e´choue a` les identifier, afin de pouvoir ensuite les recon-
naˆıtre s’ils sont re´utilise´s. Notre outil contient de´ja` le ne´cessaire pour extraire les algorithmes,
le proble`me est ici de reconstruire un programme et de l’exe´cuter sur de nouveaux arguments
a` partir d’une trace d’exe´cution, ce qui a de´ja` e´te´ aborde´ dans d’autres travaux pre´sente´s au
chapitre 3 [24, 86, 54].
Le principe de notre comparaison entre´e-sortie peut eˆtre utilise´ pour n’importe quel algo-
rithme de´terministe. Par exemple, il est courant de rencontrer des algorithmes de compres-
sion dans les protections de logiciels malveillants. Il s’agirait donc ici d’appliquer la meˆme
me´thode, mais avec une abstraction adapte´e a` ce type d’algorithme.
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Une question de recherche plus large est celle de la de´termination d’une bonne abstraction sur
le code d’un programme. En effet, le fait d’avoir une abstraction, c’est-a`-dire de regrouper un
ensemble d’instructions dans une structure commune, facilite la compre´hension humaine et
permet de de´velopper des raisonnements complexes, comme celui qui nous a permis de partir
des boucles pour identifier des fonctions cryptographiques. Sachant qu’un logiciel malveillant
obfusque´ aura tendance a` ne pas imple´menter les abstractions usuelles (comme les fonctions
ou les boucles naturelles), peut-on de´terminer automatiquement s’il existe une abstraction
e´quivalente ? A` quels langages les abstractions inte´ressantes appartiennent-elles ? Nous soup-
c¸onnons que dans de nombreux cas de programmes obfusque´s, il existe dans le code des
structures simples, en fonction de la transformation de programme qui les a cre´e´s.
5.10 Conclusion
Dans ce chapitre nous avons pre´sente´ une me´thode pour l’identification de fonctions cryp-
tographiques dans des programmes obfusque´s. Pour ce faire, nous avons introduit une abs-
traction nomme´e Boucles avec Flux de Donne´es pour extraire le code possiblement crypto-
graphique d’une trace d’exe´cution. Nous avons pu alors de´finir les parame`tres de ce code, et
collecter ses valeurs. Finalement, nous avons compare´ celles-ci avec des fonctions cryptogra-
phiques de re´fe´rence. Ce processus a e´te´ imple´mente´ dans un outil nomme´ Aligot, que nous
avons valide´ expe´rimentalement sur des imple´mentations d’algorithmes tels que TEA, RC4,
MD5, AES et RSA. Ainsi, meˆme s’il ne s’agit que d’une preuve de concept e´value´e sur un
nombre restreint d’imple´mentations, Aligot ouvre une voie de recherche prometteuse pour








Afin d’e´tudier les re´seaux de machines zombies, nous avons adopte´ l’e´mulation, une approche
qui consiste essentiellement a` observer de ve´ritables machines infecte´es dans des conditions
aussi proches que possible de la re´alite´. Cela permet d’atteindre un niveau de re´alisme e´leve´,
mais pose de nombreux de´fis pratiques, que nous allons de´crire dans ce chapitre.
Nous commencerons par introduire le proble`me de l’e´tude des re´seaux de machines zombies,
ainsi que les approches existantes, pour ensuite de´crire en de´tail notre solution. Des parties
de ce chapitre ont e´te´ publie´es dans [35, 36, 37].
6.1 Proble`me de recherche
Un re´seau de machines zombies – un botnet – est constitue´ de machines infecte´es par un
logiciel malveillant – des bots – et sous le controˆle d’une meˆme entite´ distante – un Command
& Control (CC). Une meˆme famille de logiciel malveillant peut donner lieu a` des botnets
distincts, chacun e´tant alors controˆle´ par une entite´ diffe´rente. Ce controˆle a` distance permet
aux auteurs de logiciels malveillants de maximiser la rentabilite´ des machines infecte´es. Ainsi,
il n’est pas un utilisateur qui n’ait expe´rimente´ un des effets des botnets sur Internet, que c¸a
soit par la re´ception de pourriels, le vol d’informations bancaires, ou encore l’impossibilite´
d’acce´der a` un site soumis a` une attaque de de´ni de service.
Les botnets d’aujourd’hui comprennent plusieurs milliers de machines ; par exemple Torpig
a e´te´ estime´ a` plus de 180 000 ordinateurs [136], et Waledac a` plus de 390 000 [135]. Ce
de´veloppement en nombre s’est agre´mente´ d’une e´volution technologique : s’il fut une e´poque
ou` les botnets e´taient controˆle´s par de simples serveurs IRC, certains reposent aujourd’hui
sur des architectures re´seau comple`tement de´centralise´es, avec des protocoles construits pour
l’occasion, les rendant de ce fait particulie`rement re´sistants aux attaques qui visent leur
infrastructure re´seau [63]. Afin de contrer efficacement cette menace, la recherche en se´curite´
informatique se doit alors d’e´tudier les botnets de fac¸on globale, c’est-a`-dire en prenant en
compte le re´seau dans son ensemble. En effet, l’analyse locale d’une machine infecte´e – par
exemple par la re´tro-inge´nierie du logiciel malveillant [33, 64] – ne permet pas de comprendre
un botnet comple`tement, puisque son architecture re´seau est alors difficile a` e´tablir. De ce
fait, l’analyse des botnets par une approche globale constitue le proble`me de recherche que
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nous allons traiter dans cette seconde partie de la the`se.
6.2 Travaux existants
Il existe trois grandes fac¸ons d’aborder l’analyse des botnets de fac¸on globale : les e´tudier
directement sur Internet, construire un mode`le the´orique et le simuler, ou bien encore cre´er
une copie du re´seau dans un environnement d’expe´rience isole´. Nous ne parlerons pas ici des
travaux sur la de´tection des botnets, car ils ne re´pondent pas directement a` notre proble`me
de recherche.
E´tude dans la nature
Il s’agit ici d’interagir directement avec des botnets en activite´. Ainsi, Stone-Gross et al. [136]
ont pris le controˆle du re´seau de machines zombies Torpig. Pour ce faire, ils ont utilise´ le
fait que le botnet changeait automatiquement le nom de domaine servant de point de contact
avec les machines infecte´es. Les auteurs ont re´ussi a` enregistrer l’un de ces domaines avant
les ve´ritables controˆleurs du re´seau. Graˆce a` cela, ils ont administre´ le re´seau pendant une
dizaine de jours, avant que les machines infecte´es ne soient mises a` jour avec un autre nom
de domaine. Cela leur a permis d’estimer pre´cise´ment la taille du re´seau, a` plus de 180 000
bots, et d’e´tudier les informations collecte´es par le CC. Une telle prise de controˆle reste rare,
par contre il existe de nombreux exemples d’infiltrations de botnets re´alise´es par des e´quipes
de recherche acade´miques. Dans ce cas il s’agit de surveiller, ou de reproduire, une machine
infecte´e afin d’observer les ordres qu’elle rec¸oit. Par exemple, Caballero et al. [25] ont infiltre´
le re´seau MegaD et ont pu collecter des informations sur les pourriels envoye´s. De leur coˆte´,
Stock et al. [135] ont construit un clone d’une machine infecte´e par Waledac afin de participer
aux e´changes de listes de pairs dans ce re´seau pair-a`-pair. Graˆce a` cela, ils ont pu estimer le
nombre de bots a` plus de 390 000. Plus re´cemment, Rossow et al. [120] ont applique´ diffe´rentes
me´thodes d’estimation de taille a` 11 botnets en activite´. Ils ont ainsi montre´ que l’injection
de senseurs e´tait une me´thode plus pre´cise que la reconstruction active du graphe – en in-
terrogeant les nœuds –, car bien souvent une grande partie des machines n’est pas joignable
de l’exte´rieur. Ils ont e´galement imple´mente´ plusieurs attaques directement sur Internet, par
exemple la redirection des bots vers une machine sous leur controˆle, afin de mesurer de fac¸on
pratique la re´sistance de ces botnets.
Cette premie`re approche a` l’avantage de collecter des informations permettant de mieux
comprendre les botnets et les objectifs de leurs controˆleurs. D’un autre coˆte´, il y a plusieurs
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inconve´nients :
– L’absence de furtivite´ : l’expe´rimentation avec un botnet en activite´ implique habi-
tuellement une participation au re´seau, qui pourrait eˆtre remarque´e par ses controˆleurs.
Ceux-ci pourraient alors de´cider de changer leur tactique, rendant de ce fait la recherche
plus difficile. A` l’inverse, une participation trop timide au botnet risque de ne pas amener
d’informations inte´ressantes.
– La non-reproductibilite´ des observations : il est difficile d’obtenir des re´sultats statis-
tiquement significatifs par cette approche, car il y a peu de chance de pouvoir expe´rimenter
plusieurs fois. Le risque est alors d’observer un cas particulier sans s’en rendre compte, et
il n’est pas de plus possible d’explorer diffe´rentes configurations. Finalement, certaines va-
riables expe´rimentales ne sont pas sous controˆle, ou meˆme mesurables, du fait de la vision
partielle du botnet.
– Le manque d’e´thique : la participation a` un botnet pose au moins deux proble`mes
d’e´thique importants : premie`rement des utilisateurs de machines infecte´es pourraient eˆtre
impacte´s par la recherche, sans avoir donne´ leur consentement, et ensuite les chercheurs
pourraient aider a` la re´alisation d’activite´s criminelles. Il s’agit a` notre connaissance d’une
question ouverte, notamment pour des e´quipes de recherche acade´miques, dont la le´gitimite´
pour mener ce genre d’action peut paraˆıtre discutable.
Mode`le formel et simulation
Dans cette approche un mode`le the´orique de botnet est construit afin d’eˆtre simule´ pour re´a-
liser diverses expe´riences. Dagon et al. [49] ont employe´ des graphes pour simuler diffe´rentes
architectures de re´seaux de machines zombies, afin de comparer leurs re´sistances respectives
face a` des attaques. Les auteurs montrent que les architectures pair-a`-pair sont les plus ro-
bustes contre les de´sinfections. Dans le meˆme ordre d’ide´e, Davis et al. [51, 50] ont simule´
des re´seaux pair-a`-pair pour tester des attaques, avec d’autres me´triques de performance.
Ils en ont conclu qu’un re´seau pair-a`-pair structure´ – dans lequel la liste de pairs suit une
organisation particulie`re – re´siste mieux face a` des de´sinfections ciblant les nœuds les plus
connecte´s. De leur coˆte´, Van Ruitenbeek et al. [141] ont construit un mode`le stochastique
d’un botnet utilisant un re´seau pair-a`-pair structure´, toujours afin de simuler sa re´sistance. Ils
ont pu en de´duire le nombre de machines a` de´sinfecter pour avoir un impact sur l’utilisation
d’un botnet. Finalement, Rossow et al. [120] n’ont pas seulement lance´ des attaques sur Inter-
net, tel que de´crit pre´ce´demment, mais ils ont e´galement cre´e´ un mode`le formel base´ sur la
the´orie des graphes pour les de´finir. Dans ce cas l’objectif du mode`le est surtout pe´dagogique.
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La simulation a l’avantage de permettre une reproduction facile des expe´riences, et donc
l’obtention de re´sultats statistiquement significatifs, ainsi que l’exploration de diffe´rentes
configurations. Elle permet e´galement d’expe´rimenter avec des re´seaux de plusieurs milliers
de nœuds, tout en restant invisible des controˆleurs du vrai botnet, et en ne mettant pas en
danger des utilisateurs. D’un autre coˆte´, les botnets sont des objets de´licats a` mode´liser, en
particulier parce qu’ils emploient souvent des protocoles re´seau construits pour l’occasion
pour lesquels aucune description de haut niveau n’est disponible, seulement une imple´menta-
tion [34, 63, 25]. Plus ge´ne´ralement, la logique interne des logiciels malveillants est difficile a`
simuler fide`lement, puisqu’il s’agit de programmes en langage machine interagissant avec un
syste`me d’exploitation et un re´seau. S’ajoute a` cela le fait que le comportement des utilisa-
teurs rend la topologie re´seau tre`s dynamique, par exemple avec le cycle d’extinction-allumage
des machines, ou celui d’infection-de´sinfection, ce qui est difficile a` inclure dans un mode`le.
Ainsi, la simulation fide`le de botnets est une taˆche ardue, et leur complexite´ grandissante
n’aide pas.
E´mulation
Une troisie`me approche consiste a` reproduire un botnet au complet avec de ve´ritables ma-
chines dans un environnement controˆle´, ce que nous appelons e´mulation. Ce type d’approche
expe´rimentale est couramment utilise´e dans le domaine de la recherche en re´seau, en particu-
lier avec la plate-forme Emulab [57] qui permet de de´ployer des expe´riences sur un ensemble
de clusters re´partis autour du monde. En ce qui concerne l’e´mulation de botnets, Barford et al.
[8] ont construit sur la plate-forme Emulab un environnement de test spe´cifique aux logiciels
malveillants. Ils mettent notamment a` disposition des images de machines virtuelles infec-
te´es, afin d’expe´rimenter. Leur plate-forme comporte de nombreuses limitations pratiques,
par exemple le fait que tous les nœuds doivent avoir seulement des adresses IP locales afin
de ne pas eˆtre contacte´s de l’exte´rieur. De plus, leur environnement n’a e´te´ teste´ qu’avec une
centaine de bots, ce qui est loin d’eˆtre une taille suffisante pour une expe´rience re´aliste. La
plate-forme DETER se veut eˆtre l’e´quivalent d’Emulab pour la recherche en se´curite´ infor-
matique [104]. Elle relie sous une interface commune deux clusters acade´miques, accessibles a`
distance pour diriger des expe´riences. Jackson et al. [81] ont utilise´ DETER pour construire
un syste`me d’investigation de botnets permettant aux chercheurs de de´ployer des logiciels
malveillants fictifs, afin d’observer le trafic re´seau. C’est a` notre connaissance le seul projet
d’e´mulation de botnet qui ait e´te´ re´alise´ avec DETER.
L’e´mulation posse`de plusieurs avantages, notamment par rapport aux approches pre´ce´dentes :
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1. Reproductibilite´ : les expe´riences peuvent eˆtre reproduites a` volonte´, jusqu’a` obtenir
des re´sultats statistiquement significatifs, et de fac¸on a` explorer diffe´rentes configura-
tions.
2. Controˆle : un grand nombre de variables expe´rimentales peuvent eˆtre directement
controˆle´es ou, a` de´faut, mesure´es, puisque l’environnement d’expe´rience au complet est
accessible au chercheur. Cela permet en particulier d’observer des phe´nome`nes invisibles
sur Internet.
3. Confidentialite´ : le fait de travailler en isolement permet d’explorer diffe´rents para-
me`tres expe´rimentaux sans risque de pre´venir les controˆleurs du ve´ritable botnet. Ceci
est particulie`rement important pour le de´veloppement d’attaques.
4. E´thique : aucun ve´ritable utilisateur n’est impacte´ par l’e´mulation, et les chercheurs
ne participent pas a` des activite´s criminelles, ce qui rend cette me´thode e´thiquement
acceptable.
5. Re´alisme : l’utilisation de ve´ritables machines infecte´es, au contraire d’un mode`le for-
mel, permet de re´soudre de nombreux proble`mes de re´alisme, comme le comportement
du logiciel malveillant, du syste`me d’exploitation, etc.
Les avantages 1 a` 4 sont partage´s avec la simulation, mais l’avantage 5 permet de de´passer
(en grande partie) le principal de´faut de cette approche. Par contre, le proble`me de la simula-
tion du comportement de l’utilisateur se pose aussi avec l’e´mulation. De plus, l’e´mulation de
botnets est couˆteuse, puisqu’elle ne´cessite un re´seau avec de ve´ritables machines. Finalement,
il existe peu d’outils pour diriger ce genre d’expe´riences, dont l’objectif n’est pas du traite-
ment paralle´lise´ de donne´es, mais la reconstruction d’un re´seau he´te´roge`ne dont les nœuds
communiquent intense´ment entre eux.
6.3 Solution propose´e
L’e´mulation nous est apparue comme la seule voie offrant une rigueur scientifique et un ni-
veau d’e´thique acceptable pour e´tudier les botnets de fac¸on globale. Ainsi, notre solution est
de construire un environnement d’expe´rience dans lequel un botnet puisse eˆtre de´ploye´. Nous
avons be´ne´ficie´ pour ce projet de ressources mate´rielles et logicielles importantes, qui nous
ont permis de de´velopper une approche plus adapte´e a` l’e´mulation de botnets que les tra-
vaux existants, notamment par l’utilisation de ve´ritables logiciels malveillants a` une e´chelle
relativement grande. Nous commencerons ici par de´crire les crite`res de conception de notre
solution, puis l’environnement de laboratoire lui-meˆme, pour ensuite parler de la me´tho-
dologie expe´rimentale et des de´fis. Dans la suite des explications, nous supposerons que le
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botnet a` e´muler posse`de un CC, mais notre approche s’e´tend naturellement a` des re´seaux
comple`tement de´centralise´s.
6.3.1 Crite`res de conception
Dans le but de pouvoir expe´rimenter avec les botnets, nous avons de´fini des crite`res a` respec-
ter :
– Re´alisme. E´tant donne´ la difficulte´ de mode´liser les botnets, nous avons fait le choix d’ex-
pe´rimenter avec de ve´ritables logiciels malveillants. Afin de rester fide`les, ces programmes
exe´cutables ne doivent eˆtre modifie´s qu’au minimum – ide´alement pas du tout –, par
exemple pour assurer leur exe´cution en enlevant les couches de protection contenant des
tests sur l’environnement (anti-virtualisation, etc.). De plus, il faut s’assurer que la prise
des mesures durant l’expe´rience ne modifie pas le comportement du botnet.
– Se´curite´. Comme nous utilisons de ve´ritables logiciels malveillants, et qu’ils ont parfois
tendance a` se propager par eux-meˆmes, il faut mettre en place des mesures de confinement
aux niveaux physique et logique, afin d’empeˆcher une propagation incontroˆle´e.
– E´chelle. Afin de re´aliser des expe´riences re´alistes, il est ne´cessaire de pouvoir observer un
nombre conse´quent de machines.
– Flexibilite´. Comme tous les botnets ne se ressemblent pas, il est ne´cessaire que notre envi-
ronnement supporte de multiples topologies re´seau avec diffe´rentes proportions d’adresses
IP prive´es ou publiques. Il doit aussi permettre au chercheur de de´finir les services habituels
d’Internet (serveurs DNS, SMTP, HTTP, etc.).
– Ste´rilisation. Afin de garantir l’inte´grite´ des expe´riences, les machines doivent pouvoir
eˆtre ramene´es dans un e´tat initial non infecte´.
6.3.2 Mate´riel et logiciels
Notre environnement d’e´mulation de botnets a e´te´ de´veloppe´ conjointement dans le cluster
du laboratoire SecSI a` l’E´cole Polytechnique de Montre´al [41], et celui du Laboratoire de
Haute Se´curite´ au LORIA [94]. L’imple´mentation finale a e´te´ effectue´e dans le laboratoire de
Montre´al. L’acce`s physique a` ce cluster est controˆle´ par un syste`me d’authentification multi
facteurs, et il est comple`tement de´connecte´ d’Internet, ce qui satisfait parfaitement notre
crite`re de se´curite´.
Mate´riel. Le cluster est constitue´ de 98 machines physiques, chacune ayant un processeur
quatre cœurs et 8 Go de me´moire vive, avec une carte re´seau de 4 ports gigabit Ethernet.
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Deux re´seaux se´pare´s relient les machines physiques entre elles : un re´seau de controˆle, pour
transmettre les commandes et les donne´es ne´cessaires au controˆle des expe´riences, et un re´seau
d’expe´rience, utilise´ pour le trafic du botnet dans notre cas. L’inte´reˆt d’avoir deux re´seaux
se´pare´s est de s’assurer que le controˆle de l’expe´rience n’influe pas sur les re´sultats, ce qui
satisfait notre crite`re de re´alisme.
Logiciels. De´ployer une expe´rience sur notre cluster a ne´cessite´ des outils adapte´s :
– Virtualisation. Afin de maximiser l’utilisation des machines physiques, et de pouvoir faire
des expe´riences a` une e´chelle raisonnable – pour satisfaire notre crite`re d’e´chelle – nous
avons installe´ VMware ESX [144] sur les machines physiques afin de pouvoir y de´ployer
des machines virtuelles facilement.
– Configuration et administration. A` la base de notre syste`me de gestion d’expe´rience
se trouve l’outil Extreme Cloud Administration Toolkit (xCAT) [153], qui a e´te´ adapte´ au
de´ploiement a` grande e´chelle de machines virtuelles VMWare. De fac¸on sommaire, xCAT
prend en entre´e une table remplie par l’utilisateur, qui indique les images virtuelles devant
eˆtre de´ploye´es sur chaque machine physique, ainsi que leurs configurations re´seau. Nous
avons construit diffe´rentes couches d’abstraction au-dessus de cet outil, notamment afin
d’automatiser le de´marrage et l’arreˆt d’une expe´rience, et satisfaire nos crite`res de flexi-
bilite´ et ste´rilisation. Cette e´tape a e´te´ re´alise´e par le stagiaire Antonin Auroy a` l’e´te´
2011.
– Capture du trafic re´seau. De nombreuses e´quipes de recherche s’inte´ressent a` la de´tec-
tion des botnets a` partir du trafic re´seau, et un de leurs proble`mes est le faible nombre de
jeux de test disponibles. Notre environnement d’expe´rience est une occasion d’en ge´ne´rer,
et pour ce faire nous avons mis en place un syste`me de capture du trafic re´seau a` diffe´rents
endroits du cluster.
6.3.3 Me´thodologie expe´rimentale
Afin de conduire des expe´riences d’e´mulation de botnets, nous avons suivi la proce´dure expe´-
rimentale suivante :
1. Re´cupe´ration d’un exemplaire du logiciel malveillant que l’on veut e´tudier. Il faut s’as-
surer que ce programme peut s’exe´cuter correctement dans un environnement virtualise´.
2. De´termination de (i) l’architecture du botnet et son protocole de communication, et
(ii) des services ne´cessaires a` son bon fonctionnement, comme les serveurs DNS et
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SMTP. Cette e´tape peut eˆtre complexe, notamment car le CC n’est habituellement pas
accessible a` l’analyste, et qu’il faut donc de´terminer sa logique seulement a` partir des
re´ponses qu’il envoie aux bots.
3. Reproduction dans le cluster de l’infrastructure observe´e lors de l’e´tape 2. Cela implique
de construire les images des machines virtuelles ne´cessaires (bots, serveurs, etc.). De
plus, il faut reconstruire un CC capable de communiquer selon le protocole du botnet.
4. Mise en place de me´triques pour mesurer l’activite´ du botnet dans notre cluster, en
fonction de la question de recherche.
6.3.4 De´fis
Parmi les nombreux de´fis rendant difficile l’e´mulation de botnets, il faut insister sur les sui-
vants :
– La charge de l’environnement. Le fait d’avoir plusieurs machines virtuelles sur une
meˆme machine physique peut entraˆıner des lenteurs qu’un ve´ritable bot ne connaˆıtrait
pas, et qui pourraient fausser les re´sultats de l’expe´rience. Il faut donc tester avec soin la
charge des nœuds de notre cluster, pour s’assurer que chaque machine virtuelle fonctionne
de fac¸on normale. Dans notre cas, nous avons e´tabli empiriquement une limite de 30 ma-
chines virtuelles par nœud pour un bot avec le syste`me d’exploitation Windows XP, ce
qui fait presque 3 000 machines virtuelles au total. De plus, les services utilise´s par le re´-
seau (DNS, SMTP, etc.) doivent pouvoir re´pondre a` la demande simultane´e de tous les bots.
– Le de´marrage du botnet. Le lancement du botnet a un fort impact sur le reste de
l’expe´rience. Par exemple, si toutes les machines de´marrent en meˆme temps – ce qui est
improbable dans le ve´ritable botnet – cela entraˆınera une charge artificielle sur le CC qui
peut fausser les observations. A` notre connaissance, il n’existe pas de donne´es empiriques
sur le commencement d’un botnet. Ne´anmoins, une majorite´ d’entre eux utilisent de nos
jours des syste`mes de re´mune´ration contre installation, tel que celui de´crit en Figure 1.1.
Nous avons alors e´tablit un mode`le d’e´volution de population « par vague », ou` un premier
groupe de 100 bots rejoint le re´seau pendant une courte pe´riode de temps, puis nous at-
tendons une dure´e ale´atoire entre 0 et 5 minutes, pour ensuite de´marrer un second groupe
de 100, et ainsi de suite jusqu’a` ce que toutes les machines soient de´marre´es. Nous verrons
que cette strate´gie est encore loin d’eˆtre parfaite.
– La simulation du comportement des utilisateurs. Dans un botnet le comportement
des utilisateurs a un impact sur la population du re´seau. Tout d’abord, il y a un phe´nome`ne
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de diurnal behavior, c’est-a`-dire des variations de populations en fonction de l’heure de la
journe´e (plus d’utilisateurs en journe´e qu’au milieu de la nuit). Ensuite, dans une popu-
lation de taille donne´e, l’allumage et l’extinction des machines font que de nouveaux bots
joignent le re´seau, tandis que d’autres le quittent. Finalement, certains utilisateurs peuvent
eˆtre de´sinfecte´s, ce qui les fait sortir du re´seau, tandis que des nouveaux sont infecte´s. Nous
n’avons pas trouve´ de mode`les satisfaisants pour simuler ces trois comportements. Nous
reviendrons sur ce proble`me en §7.7.
6.4 Conclusion
Dans ce chapitre, nous avons de´crit les diffe´rentes me´thodes d’e´tude des re´seaux de machines
zombies de fac¸on globale. En particulier, nous avons montre´ que l’e´mulation permet de com-
biner rigueur scientifique et e´thique. Puis, nous avons introduit l’environnement d’e´mulation
de botnets que nous avons construit. Graˆce a` celui-ci, nous sommes en mesure de repro-




CAS D’E´TUDE : WALEDAC
Nous pre´sentons dans ce chapitre un cas d’e´tude d’e´mulation d’un botnet dans l’environne-
ment d’expe´rience pre´sente´ pre´ce´demment. Ce cas est celui du logiciel malveillant Waledac,
qui a la particularite´ de mettre en place des communications pair-a`-pair entre ses bots. Nous
avions conjecture´ que ces communications e´taient vulne´rables dans un travail pre´ce´dent, et
qu’il e´tait possible de prendre le controˆle du botnet [34]. Nous avons pu tester cette hypothe`se
graˆce a` notre environnement.
Dans un premier temps, nous pre´senterons le contexte historique de ce travail, puis nous
introduirons Waledac et son botnet, pour ensuite de´crire la mise en place de l’expe´rience, et
finalement les re´sultats. Des parties de ce chapitre ont e´te´ publie´es dans [32, 34, 36, 37].
7.1 Contexte historique
Afin de comprendre dans quel contexte s’est de´roule´e la recherche de ce chapitre, nous pre´-
sentons brie`vement les e´ve´nements qui ont conduit a` la re´alisation de notre expe´rience :
1. Printemps-E´te´ 2009 : durant un stage au sein du laboratoire de se´curite´ de l’E´cole
Polytechnique de Montre´al, nous re´alisons une e´tude en profondeur de Waledac, en
collaboration avec Pierre-Marc Bureau de la compagnie antivirus ESET. Nous mettons
notamment en place une infiltration du botnet afin de suivre les commandes distribue´es.
Ce travail de´bouche sur la de´couverte (comme le font conjointement d’autres groupes
de recherche) d’une vulne´rabilite´ dans le protocole de communication du re´seau, qui
sera publie´e dans [32, 34].
2. Automne 2009 : nous entamons une collaboration avec d’autres e´quipes de recherche
qui s’inte´ressent a` Waledac. Nous fournissons notamment toutes les informations ne´-
cessaires a` l’imple´mentation de l’attaque. Ce groupe de travail met en place un suivi
pousse´ du re´seau, et discute la faisabilite´ d’une action offensive.
3. Fe´vrier 2010 :
– Nous commenc¸ons la construction d’une expe´rience pour valider dans notre labora-
toire la faisabilite´ de l’attaque, les premiers re´sultats – positifs – sont re´cupe´re´s en
mars 2010.
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– Microsoft et des partenaires lancent une attaque contre le botnet, qui conduira a`
son abandon par ses ope´rateurs a` la fin du mois. Nous ne sommes malheureusement
pas associe´s a` cette initiative, mais nous avons pu observer pre´cise´ment les e´ve´ne-
ments graˆce a` notre infiltration du botnet. Du point de vue technique, l’attaque est
exactement la meˆme que celle que nous e´tions en train de construire.
Notre expe´rience a donc e´te´ conc¸ue pour explorer la faisabilite´ d’une attaque contre Waledac,
dans l’objectif de fournir un maximum d’informations pour sa re´alisation sur Internet. De ce
fait, il est regrettable que l’initiative de Microsoft n’ait pas be´ne´ficie´ de nos re´sultats. A` notre
connaissance, les mesures re´alise´es durant la ve´ritable attaque (s’il y en a eu) n’ont jamais
e´te´ publie´es, et il est donc impossible de comparer avec notre expe´rience.
7.2 Fondations
Dans cette partie nous introduisons Waledac, en particulier a` partir des re´sultats de notre
propre analyse re´alise´e en 2009 [32, 34].
7.2.1 Contexte
Historique. Waledac est apparu sur Internet en novembre 2008 et il a rapidement attire´
l’attention des chercheurs par sa ressemblance – au niveau de son infrastructure re´seau et
de sa me´thode de propagation – avec Storm, un logiciel malveillant ce´le`bre pour avoir e´te´ le
premier a` de´ployer un re´seau pair-a`-pair entre ses bots, qui venait alors de s’e´teindre. Wa-
ledac a e´te´ l’objet de nombreuses mises a` jour, avec des nume´ros de version indique´s dans
chaque exemplaire, mais son protocole re´seau est reste´ le meˆme a` partir de de´but 2009. En
fe´vrier 2010, Microsoft a lance´ un assaut d’envergure contre Waledac, en combinant l’at-
taque technique pre´sente´e dans ce chapitre avec une action en justice [101]. Suite a` cela,
le botnet a e´te´ comple`tement stoppe´, et n’est pas re´apparu depuis. Pour faciliter la lecture
(et l’e´criture) de ce chapitre, nous emploierons tout de meˆme le temps pre´sent pour en parler.
Taille. Le nombre de syste`mes ayant e´te´ infecte´s par Waledac est difficile a` estimer pre´cise´-
ment, et sa population a varie´ significativement plusieurs fois au cours de son existence. Par
exemple, elle a augmente´ de fac¸on conse´quente lorsqu’un autre logiciel malveillant, Conficker,
l’a de´ploye´ sur une partie de ses propres bots [68]. Parmi les diffe´rentes estimations, celle de
Stock et al. [135] indique que 55 000 machines e´taient actives par jour durant le mois d’aouˆt




A` son commencement, le me´canisme de propagation de Waledac fut l’inge´nierie sociale par
courriel, afin de convaincre des internautes de te´le´charger le programme et de l’exe´cuter. Les
the`mes de ces campagnes e´voluaient rapidement en suivant l’actualite´, avec par exemple des
cartes de souhaits pour la pe´riode de Noe¨l, ou encore l’annonce de la de´mission de Barack
Obama deux semaines apre`s son e´lection.
Mais un autre moyen de propagation a e´te´ mis en place de´but 2009 : l’installation par d’autres
familles de logiciels malveillants, contre re´mune´ration. A` cet effet, les ope´rateurs de Waledac
se sont dote´s d’un me´canisme pour comptabiliser les installations des autres groupes : lors
de la premie`re connexion au re´seau, chaque nouveau bot communique un « label » permet-
tant d’identifier celui qui a re´alise´ l’infection de la machine (et donc de le re´mune´rer). Par
exemple, le label twist a e´te´ utilise´ pour les installations par le logiciel malveillant Conficker
et dmitry777 pour celles par Bredolab. De plus, des re`gles contractuelles ont e´te´ de´finies,
notamment pour fixer les re´mune´rations, dont un extrait est montre´ dans la Figure 1.1.
Suite a` notre infiltration du botnet, nous avons observe´ le trafic du botnet – malgre´ l’utilisation
de cryptographie, comme nous le de´crirons en §7.5.2 – et nous avons comptabilise´ que les
machines infecte´es par des « partenaires » repre´sentaient 98% de la population du botnet de
mai a` juillet 2009, le reste e´tant lie´ aux campagnes d’inge´nierie sociale.
Charges utiles
Waledac posse`de plusieurs moyens de mone´tiser les machines infecte´es :
– Pourriels. L’activite´ principale du botnet est d’envoyer des courriels inde´sirables pour
d’autres groupes, contre re´mune´ration. Pour ce faire, le programme embarque un moteur
SMTP capable d’envoyer des courriels et, afin d’eˆtre plus efficace, des mode`les de messages
sont distribue´s aux machines par le biais du re´seau. Un exemple de mode`le est donne´ dans
la Figure 7.1.
On y observe les diffe´rents champs d’un courriel, a` remplir avec des macros, par exemple
%^F (fill) suivie d’un mot pour une valeur a` choisir dans un ensemble distribue´ aux bots par
le re´seau (ce qui permet de ge´ne´rer des courriels avec diffe´rents noms d’e´metteurs, sujets,
etc.), ou encore %^R (random) suivi d’un intervalle pour une valeur ale´atoire.
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Received: from %^C0%^P%^R3-6^%:qwertyuiopasdfghjklzxcvbnm^%^%
by %^A^% with Microsoft SMTPSVC(%^Fsvcver^%);
Message-ID: <%^Z^%.%^R1-9^%0%^R0-9^%0%^R0-9^%0%^R0-9^%@%^C1%^Fdomains^%^%>
Date: %^D^%





Content-Type: text/plain; charset=ISO-8859-1; format=flowed
Content-Transfer-Encoding: 7bit
%^J%^Fjuly^% http://%^P%^R2-6^%:qwertyuiopasdfghjklzxcvbnmeuioa^%.%^Fjuly_link^%/^%
Figure 7.1 Mode`le de courriel distribue´ aux bots
– Collecte d’adresses e´lectroniques. Lorsqu’une machine est infecte´e, un thread du pro-
gramme explore son disque dur a` la recherche d’adresses e´lectroniques contenues dans les
fichiers, probablement pour les revendre ou leur envoyer des pourriels. Tous les fichiers dont
l’extension n’est pas dans une liste spe´ciale (avi, mp3, 7z, etc.) sont parcourus. De plus,
un me´canisme de re´partition de charge est utilise´ pour rendre la collecte plus furtive : le
programme mesure le temps pris pour lire un certain nombre d’octets et, si celui-ci est trop
long, alors il s’endort pour un moment.
– Capture de mots de passe. Waledac installe la bibliothe`que de capture re´seau WinPcap
sur les machines infecte´es. Le trafic re´seau est alors filtre´ pour rechercher les mots de passe
FTP, SMTP et HTTP utilise´s par la machine, qui sont ensuite transmis aux controˆleurs
du botnet. Nunnery et al. [111] ont montre´ dans leur analyse que les mots de passe SMTP
servent a` envoyer des pourriels, qui ont plus de chance de ne pas eˆtre reconnus comme tels
par les filtres, parce qu’envoye´s depuis de ve´ritables comptes courriel.
– Installation d’autres familles. Le botnet a la capacite´ de de´ployer des programmes sur
les machines infecte´es, typiquement d’autres familles de logiciels malveillants, contre re´mu-
ne´ration. De faux antivirus ont ainsi e´te´ te´le´charge´s sur certains bots, en meˆme temps que
des applications faisant e´tat de fac¸on visible d’un proble`me (comme des popups pornogra-
phiques), pour inciter l’utilisateur a` croire le faux antivirus qui lui annonce une infection
(avant de lui demander son nume´ro de carte de cre´dit pour le « de´sinfecter »).
– Attaques par de´ni de service. Chaque bot peut recevoir l’ordre de se lancer dans une
attaque par de´ni de service. Nous n’avons jamais vu cette fonctionnalite´ du code utilise´e
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lors de notre suivi de Waledac.
7.2.3 Re´seau
Nous allons ici de´crire les aspects re´seau ne´cessaires a` la compre´hension de l’attaque que nous
avons imple´mente´e contre Waledac, en commenc¸ant par l’architecture, puis en de´crivant la
gestion des listes de pairs. Afin de rester concis, nous ne parlerons pas du trafic de controˆle du
botnet, c’est-a`-dire celui par lequel les taˆches sont distribue´es aux machines. Une description
comple`te du protocole peut eˆtre trouve´e dans [34].
Architecture
Figure 7.2 Architecture du botnet
L’architecture du botnet se compose de 4 couches, comme montre´ en Figure 7.2, qui sont
de´finies comme ceci :
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– Les spammeurs : ce sont les bots qui effectuent le travail de base, comme envoyer des
courriels. Ce sont des machines Windows avec seulement des adresses IP prive´es, c’est-a`-
dire sans interfaces re´seaux directement sur Internet. Ils ne se connaissent pas entre eux
et vont chercher leurs taˆches a` accomplir en contactant les re´pe´teurs dont ils stockent et
mettent a` jour les adresses (par un algorithme que nous verrons plus loin).
– Les re´pe´teurs : ces bots servent de relais pour le trafic de controˆle du re´seau, et e´gale-
ment pour les requeˆtes HTTP et DNS pour les noms de domaines utilise´s par Waledac.
Ces machines ont une adresse IP publique sur une de leurs interfaces et sont directement
joignables de l’exte´rieur. Elles relayent les requeˆtes des spammeurs vers les protecteurs et,
quand il s’agit de leurs propres requeˆtes, elles passent e´galement par un autre re´pe´teur.
– Les protecteurs : il s’agit de serveurs Linux servant de dernier relais vers le serveur de
controˆle. Contrairement aux spammeurs et re´pe´teurs, ce sont donc des machines directe-
ment sous le controˆle des ope´rateurs du botnet, et pas des utilisateurs infecte´s. Il y en avait
8 durant l’anne´e 2009.
– Le serveur de controˆle (CC) : l’entite´ qui controˆle le re´seau. Nunnery et al. [111] ont
de´crit en de´tail l’architecture de l’infrastructure de controˆle, mais pour nos besoins il n’est
pas ne´cessaire d’eˆtre plus pre´cis.
Une machine nouvellement infecte´e par Waledac prendra donc soit le roˆle d’un spammeur,
soit celui d’un re´pe´teur, selon qu’elle posse`de une adresse IP publique ou non. D’apre`s nos
observations, la proportion de spammeurs est d’environ 80% des bots.
Remarque 22. On peut observer que l’architecture du botnet n’est pas de´centralise´e – il y a
un unique serveur de controˆle – bien que les machines infecte´es contactent seulement d’autres
bots, ce qui est donc une relation pair-a`-pair de leur point de vue.
Mise a` jour de la liste de pairs
Les exemplaires de Waledac contiennent une liste de 100 a` 500 re´pe´teurs code´e en dur. Cette
liste est ensuite stocke´e dans une cle´ de registre nomme´e RList sous la forme d’un fichier
XML, dont un exemple est donne´ dans la Figure 7.3. La liste contient un timestamp global
(<localtime>) qui repre´sente la dernie`re fois ou` elle a e´te´ mise a` jour. Chaque re´pe´teur
(<node>) est de´fini par une adresse IP, un nume´ro de port, un timestamp local – dont le
calcul sera explique´ par la suite – et un identifiant de 16 octets. Cette liste est toujours
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ordonne´e selon les timestamps locaux, de l’entre´e la plus re´cente a` la plus ancienne. Elle
permet a` chaque machine de connaˆıtre une partie du botnet, et c’est dans cette liste que




<node ip="a.b.c.d" port="80" time="1244053204">469abea004710c1ac0022489cef03183</node>




Figure 7.3 Exemple de RList
Il y a deux fac¸ons de mettre a` jour la RList :
– Par e´change re´gulier avec les autres bots : les machines infecte´es contactent re´gu-
lie`rement les re´pe´teurs de leur RList pour faire des e´changes d’information. Le choix du
re´pe´teur a` contacter est ale´atoire et, une fois qu’il est fait, le bot lui transmet un extrait de
100 re´pe´teurs choisis ale´atoirement dans sa liste. Le re´cepteur re´pond alors par un extrait
de sa propre liste. Lorsque l’initiateur de l’e´change est un re´pe´teur, il met ses informations
dans l’extrait envoye´, avec le timestamp le plus re´cent possible, ce qui lui permet de se
faire connaˆıtre dans le botnet.
– Par connexion a` un site Internet : tous les binaires Waledac contiennent une URL
pointant vers une page spe´ciale maintenue par les controˆleurs du botnet. Quand une machine
e´choue a` contacter dix re´pe´teurs de sa RList d’affile´s, elle fait une connexion vers cette URL
ou` se trouve une liste de re´pe´teurs actifs, mise a` jour toutes les 10 minutes. Ce me´canisme
permet de recre´er un lien avec des bots qui n’ont plus d’informations a` jour dans leur liste
(par exemple parce qu’ils sont reste´s longtemps e´teints).
L’algorithme d’insertion des nouvelles informations dans la liste sera de´crit par la suite, il est
celui qui est a` la base de notre attaque.
Mise a` jour de la liste des protecteurs
Les re´pe´teurs ont besoin d’avoir une liste de protecteurs a` jour afin de leur relayer le trafic de
controˆle. Cette liste est e´change´e entre re´pe´teurs et a la particularite´ d’eˆtre signe´e. Chaque
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exemplaire de Waledac contient une cle´ publique pour ve´rifier la signature. Ce me´canisme
empeˆche l’injection d’une liste de protecteurs, puisque seuls ceux qui posse`dent la cle´ prive´e
peuvent en cre´er une accepte´e par les bots. La liste e´change´e contient e´galement un timestamp
permettant a` chaque re´pe´teur de ve´rifier si elle est plus re´cente que la sienne, et de remplacer
celle-ci si la signature de la nouvelle liste est correcte.
7.3 Mise en place de l’e´mulation
Nous avons de´crit en §6.3.3 la me´thodologie expe´rimentale de l’e´mulation de re´seaux de ma-
chines zombies. L’e´tape 3 de celle-ci consiste a` reproduire l’infrastructure du ve´ritable botnet,
nous en pre´sentons ici les spe´cificite´s de l’expe´rience avec Waledac.
– Machines infecte´es : une machine virtuelle Windows XP contenant un exemplaire de
Waledac est utilise´e pour tous les bots. Cette machine se voit assigner une adresse IP prive´e
ou publique selon son roˆle (spammeur ou re´pe´teur). Initialement, nous modifions la RList
de la machine pour qu’elle contienne les 500 adresses IP des re´pe´teurs de notre re´seau. Elle
contient e´galement un script de controˆle, qui nous permet par exemple de l’infecter et de
la de´sinfecter a` distance, ou bien encore de prendre des mesures et de re´cupe´rer les re´sultats.
– Serveur de controˆle : une machine virtuelle Linux s’exe´cutant seule sur une machine
physique de notre cluster joue le roˆle de CC. Graˆce a` notre e´tude pre´liminaire de Waledac
[34] nous avons pu reproduire le CC dans un script capable de dialoguer avec les bots. Cette
machine comporte 8 interfaces re´seau qui jouent le roˆle des protecteurs. Il faut remarquer
que, comme la liste des protecteurs est signe´e, nous avons duˆ utiliser les meˆmes adresses IP
que celles du ve´ritable botnet. De plus, nous avons fait en sorte que notre CC se comporte
de fac¸on similaire a` ce que nous avions observe´ sur Internet, par exemple en distribuant a`
chaque spammeur des taˆches comprenant entre 500 et 1 000 adresses de courriel, car c’est
ce que faisait le ve´ritable botnet. Nous avons e´galement imple´mente´ le me´canisme de mise
a` jour de la RList par URL de´crit pre´ce´demment, en publiant toutes les 10 minutes une
liste constitue´e des re´pe´teurs les plus actifs sur cette URL.
– Environnement : diverses machines virtuelles Linux he´bergent les services ne´cessaires au
bon fonctionnement du botnet (DNS, SMTP, HTTP).
Ainsi, nous avons reproduit le re´seau de machines zombies Waledac avec 2 300 spammeurs
et 500 re´pe´teurs, soit 2 800 bots. Cette proportion spammeurs/re´pe´teurs est similaire a` celle
que nous avons observe´e dans le ve´ritable botnet.
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7.4 Expe´rience : prise de controˆle du botnet
La question de recherche a` laquelle nous voulions re´pondre en e´mulant Waledac e´tait de
ve´rifier la vulne´rabilite´ de ses communications pair-a`-pair que nous avions pre´ce´demment
conjecture´e [34]. Pour expliquer l’attaque, il nous faut d’abord de´crire l’algorithme de mise
a` jour des RLists.
7.4.1 Algorithme de mise a` jour des RLists
Lorsqu’un bot rec¸oit un extrait de RList a` inse´rer dans sa propre liste, selon les deux me´ca-




<node ip="UpdateIP1" port="80" time="UpdateLocalTS1">UpdateID1</node>




Figure 7.4 Extrait de RList rec¸u par un bot
Il s’agit donc d’une liste de re´pe´teurs, ou` UpdateGlobalTS et UpdateLocalTSi sont respecti-
vement les timestamps global, et locaux, de la RList de l’e´metteur de l’extrait. Le bot qui
rec¸oit ce message calcule alors pour chaque entre´e i de cette liste un nouveau timestamp par
la formule suivante, ou` CurrentTS est le timestamp actuel :
NewTSi = CurrentTS − ∣UpdateGlobalTS −UpdateLocalTSi∣ (7.1)
La valeur calcule´e permet au re´cepteur d’inse´rer les informations du pair i dans sa RList, de
fac¸on a` ce qu’elle reste ordonne´e de la plus re´cente a` la plus ancienne entre´e. S’il connaissait
de´ja` ce re´pe´teur, il met a` jour sa position dans la liste avec le nouveau timestamp. Finalement,
seules les 500 premie`res entre´es de la nouvelle liste sont conserve´es.
La formule 7.1 semble a` priori absconse, mais elle est en fait assez intuitive : la diffe´rence
entre UpdateGlobalTS et UpdateLocalTSi repre´sente « l’aˆge » de l’entre´e i dans la liste de
l’e´metteur, c’est-a`-dire depuis combien de temps il n’a pas vu ce re´pe´teur. En le soustrayant a`
CurrentTS, cela permet de calculer un timestamp qui prend en compte cet aˆge (moins l’entre´e
est re´cente pour l’e´metteur, moins elle le sera pour le re´cepteur). Remarquons que le fait de
prendre la valeur absolue de la diffe´rence empeˆche une attaque qui consisterait a` envoyer
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des mises a` jour telles que le NewTSi calcule´ serait strictement supe´rieur au CurrentTS,
cre´ant ainsi des entre´es dans le futur, qui seraient alors conside´re´es comme les plus re´centes
et resteraient constamment dans la RList.
7.4.2 Attaque : insertion de faux bots
Principe. Comme explique´ pre´ce´demment, chaque bot est identifie´ par un ID de 16 octets
dans la RList. En particulier, les adresses IP n’ont pas besoin d’eˆtre uniques dans cette liste.
L’ide´e de l’attaque est alors de cre´er un Super Re´pe´teur (SR) dont l’adresse IP sera re´pandue
dans le re´seau sous diffe´rents IDs, et qui aura de ce fait de grandes chances d’eˆtre choisi
comme relais par les vrais bots.
Pour propager les informations de notre SR, nous utilisons le me´canisme de mise a` jour
des listes par e´change d’extraits. La propagation de nos informations est rendue plus facile
par un manque de rigueur du programme : Waledac ne ve´rifie pas si les extraits qu’il re-
c¸oit contiennent seulement 100 entre´es (la taille habituelle). Il est donc possible d’envoyer
un message avec 500 re´pe´teurs et de remplir toute la RList du receveur, pour peu que les
timestamps soient bien choisis. Plus pre´cise´ment, les messages envoye´s ont la forme de´crite




<node ip="1.2.3.4" port="80" time="0">00000000000000000000000000000001</node>
<node ip="1.2.3.4" port="80" time="0">00000000000000000000000000000002</node>
...
<node ip="1.2.3.4" port="80" time="0">00000000000000000000000000000500</node>
</nodes>
</lm>
Figure 7.5 Message de mises a` jour pour promouvoir un SR avec l’adresse IP 1.2.3.4
Quand un bot rec¸oit ce message, la diffe´rence nulle entre UpdateGlobalTS et chaque UpdateLocalTSi
implique que NewTSi = CurrentTS pour toutes les entre´es. Autrement dit, chaque re´pe´teur
rec¸u se retrouve avec le timestamp le plus re´cent possible, et il est donc inse´re´ en premie`re
position. Par conse´quent, toutes les anciennes entre´es sont remplace´es, car elles sont de´sor-
mais au-dela` de la position 500 dans la liste.
Effets. Les conse´quences de cette technique sur le bot cible de´pendent de son roˆle :
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– S’il s’agit d’un re´pe´teur, il y a une situation de race condition apre`s qu’il ait rec¸u ce
message. En effet, il est tre`s probable que ce re´pe´teur soit pre´sent dans des listes d’autres
bots, et que ceux-ci lui envoient des mises a` jour avec des vrais re´pe´teurs. Si un certain
temps s’est e´coule´ depuis notre envoi, ces nouvelles informations seront plus re´centes que
les noˆtres, et les remplaceront. Ceci implique que nous devons continuer a` envoyer a` notre
cible nos messages de mises a` jour, tant que tout le botnet n’est pas sous notre controˆle.
– S’il s’agit d’un spammeur, le re´sultat de l’attaque est beaucoup plus net : comme
le spammeur n’est pas joignable directement (c’est lui qui contacte les re´pe´teurs et pas
l’inverse), il va eˆtre totalement isole´ du reste du re´seau et ne passera plus que par notre
SR. Ne´anmoins, il faut qu’on ait e´te´ contacte´ par le spammeur pour avoir pu y de´livrer
notre mise a` jour (ce qui implique d’avoir infecte´ un certain nombre de re´pe´teurs qui lui
auront alors donne´ nos informations). Ainsi, le controˆle des re´pe´teurs repre´sente le point
crucial de l’attaque.
7.4.3 Imple´mentation
Pour l’imple´mentation de l’attaque contre notre botnet e´mule´, nous avons utilise´ trois entite´s
distinctes, tel qu’indique´ dans la Figure 7.6 :
– 1 attaquant, qui envoie a` des re´pe´teurs cibles – dont le nombre sera notre variable ex-
pe´rimentale – l’extrait de liste de´crit pre´ce´demment. Celui-ci contient les adresses IP des
SR, et il est renvoye´ toutes les minutes aux cibles afin d’empeˆcher le remplacement de nos
informations. L’attaquant ne joue donc pas le roˆle d’un bot, il est une entite´ externe.
– 3 super-re´pe´teurs (SR), dont les informations vont eˆtre propage´es dans le botnet, et qui
relayent tout le trafic de controˆle vers une seule machine, de´crite ci-dessous. Ils re´pondent
e´galement aux demandes de mises a` jour avec la liste utilise´e par l’attaquant.
– 1 serveur de controˆle blanc, par opposition au vrai CC, que nous appellerons noir,
qui va re´ceptionner et re´pondre au trafic relaye´ par les SR. Si nous ne re´pondions pas
aux bots, ceux-ci utiliseraient alors le me´canisme de mise a` jour de leur liste par URL,
et obtiendraient les informations de ve´ritables re´pe´teurs. Pour garder le controˆle des bots,
nous distribuons donc une taˆche be´nigne en utilisant le fait que chaque spammeur rec¸oit
habituellement l’adresse d’un serveur SMTP lui permettant de s’assurer de sa capacite´ a`
envoyer des courriels. Notre CC blanc leur donne une adresse de serveur SMTP injoignable,
ce qui leur fait croire qu’ils ne sont pas capables d’envoyer des courriels et les rend inutiles.
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Figure 7.6 Mise en place de l’attaque contre le botnet
7.5 Re´sultats
Le but de notre expe´rience est de rendre compte de l’efficacite´ de notre attaque contre le
botnet. Pour ce faire, nous pre´senterons d’abord les diffe´rentes mesures que nous avons mises
en place, puis nous de´crirons une observation expe´rimentale que nous avons pu faire sur
l’utilisation de la cryptographie, pour finalement pre´senter les re´sultats de l’attaque.
7.5.1 Mesures
Afin de rendre compte de l’activite´ du botnet et de l’efficacite´ de l’attaque, nous avons mis
en place les mesures suivantes :
– Charge du processeur sur les CC chaque 30 secondes : cette mesure permet d’estimer la
charge des deux serveurs de controˆle, blanc et noir, lorsqu’ils ge`rent les requeˆtes des bots.
– Nombre de messages NOTIFY rec¸us par les CC chaque minute : un message NOTIFY est
le deuxie`me message e´change´ entre un bot et un CC lorsqu’ils entament un dialogue [34].
Le nombre de ces messages est un indicateur robuste du nombre de machines qui commu-
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niquent avec chaque CC car les demandes de connexion avorte´es ne sont ainsi pas prises
en compte. Autrement dit, il s’agit d’une mesure de l’influence de chacun des CC.
– Nombre de courriels rec¸us chaque minute : le but principal de Waledac e´tant d’envoyer des
courriels, en mesurant leur nombre cela nous donne l’e´tat de sante´ du botnet. Pour re´aliser
la mesure, notre CC noir distribue des adresses de courriel avec un domaine pour lequel
notre serveur DNS retourne l’adresse de notre serveur SMTP, qui recevra donc tous les
courriels envoye´s.
– Nombre de spammeurs qui contactent notre serveur SMTP chaque minute : c’est une autre
mesure de l’activite´ d’envoi de courriels, qui s’effectue elle au niveau re´seau. La pertinence
de cette mesure sera discute´e par la suite.
– Pourcentage de SR dans les RLists des re´pe´teurs a` chaque mise a` jour : l’objectif de notre
attaque e´tant de remplacer les re´pe´teurs par nos SR dans les listes de pairs, le pourcentage
des SR dans ces listes repre´sente la progression de l’attaque. Nous nous focalisons sur les
RLists des re´pe´teurs, car c’est leur controˆle qui est la cle´ de l’attaque, tel qu’explique´
pre´ce´demment. Le script qui s’exe´cute sur chaque bot prend une copie de la liste a` chaque
fois qu’elle est modifie´e, et ces copies sont analyse´es a` la fin de l’expe´rience.
7.5.2 Observation sur l’utilisation de la cryptographie
Avant de pre´senter les re´sultats de l’attaque, nous allons de´crire ici une observation annexe,
qui constitue a` notre avis une preuve de l’inte´reˆt de notre approche pour e´tudier les botnets.
Usage de la cryptographie par Waledac. Le protocole de controˆle du re´seau, que nous
avons de´crit dans [34], permet de donner a` chaque bot une cle´ cryptographique unique pour
chiffrer ses communications avec le CC, c’est-a`-dire une cle´ de session. De ce fait, nous avons
e´te´ tre`s surpris de nous apercevoir que dans le ve´ritable botnet tous les bots recevaient
exactement la meˆme cle´ de session. Les conse´quences de ce choix sont importantes :
le re´pe´teur qui sert de relais a` un bot peut alors de´chiffrer ses communications, et meˆme
les modifier. Cela nous a permis de collecter un grand nombre d’informations en observant
simplement le trafic passant par nos re´pe´teurs infiltre´s dans le vrai botnet.
Notre premie`re hypothe`se pour expliquer ce choix e´tait l’incompe´tence des controˆleurs de
Waledac, ce qui nous a meˆme fait e´crire un article avec un titre plutoˆt condescendant [34].
Peu de temps apre`s avoir fait cette observation, le CC s’est mis a` distribuer une cle´ de session
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diffe´rente toutes les 10 minutes. Comme tous les bots recevaient toujours la meˆme cle´ pen-
dant cette pe´riode, cela n’empeˆchait pas le de´chiffrement du trafic, il suffisait a` notre re´pe´teur
de redemander au CC la nouvelle cle´ lorsqu’il y avait un changement. Nous avions alors la
plus grande peine a` comprendre ce nouveau choix : si les controˆleurs e´taient conscients du
proble`me de distribuer la meˆme cle´ de session, pourquoi ne pas simplement donner une cle´
unique a` chaque bot ?
Point de vue des controˆleurs. En construisant notre propre botnet, la re´ponse nous est
rapidement apparue de fac¸on claire. Pour ce faire, nous avons tente´, par curiosite´, de mettre
en place un syste`me de gestion de cle´s de session rigoureuse, c’est-a`-dire en distribuant une
cle´ unique a` chaque bot. Il est tre`s rapidement apparu que c’e´tait impossible a` re´aliser, du
fait de la charge e´norme que cela entraˆıne pour le CC. En effet, les machines infecte´es par
Waledac sont tre`s bavardes : elles communiquent fre´quemment avec le CC et demandent des
nouvelles taˆches de`s qu’elles en ont termine´ une. Par conse´quent, en attribuant une cle´ unique
a` chaque bot, cela force le CC a eˆtre constamment en train de chiffrer de nouveaux messages,
ce qui est couˆteux en ressources. A` l’inverse, avec une seule cle´ de session, chaque message
n’a besoin d’eˆtre chiffre´ qu’une seule fois par le CC, ce qui diminue le nombre d’ope´rations
cryptographiques. Pour comprendre l’importance du phe´nome`ne, il faut noter qu’un bot et
le CC communiquent par un dialogue compose´ de plusieurs messages [34], et que la majorite´
des re´ponses du CC sont en fait exactement les meˆmes a` chaque nouveau dialogue (acknow-
ledgement, ordre ge´ne´rique, etc.). De ce fait, avec la strate´gie des cle´s diffe´rentes ces messages
ge´ne´riques doivent eˆtre chiffre´s pour chaque bot, tandis qu’avec une seule cle´ de session une
seule ope´ration de chiffrement est ne´cessaire, ce qui soulage le CC.
Pour valider cette observation, nous avons mesure´ sur le CC noir la charge CPU toutes les
30 secondes pendant 4 heures avec chacune des deux strate´gies. Le re´sultat est montre´ dans
la Figure 7.7. Ainsi, quand une cle´ de session diffe´rente est donne´e a` chaque bot, la charge
CPU du serveur de controˆle est en moyenne a` 60%, avec des pics autour de 90%. D’un autre
coˆte´, quand une meˆme cle´ est utilise´e pour tous les bots, la charge CPU oscille autour de
10%. E´tant donne´ que notre re´seau ne comprend « que » 3 000 machines, on peut aise´ment
imaginer que le phe´nome`ne est amplifie´ avec plus de 50 000 bots, comme c’e´tait le cas du
ve´ritable botnet.
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Figure 7.7 Comparaison de la charge CPU du CC selon la strate´gie cryptographique
On peut conclure que le choix d’utiliser une meˆme cle´ de session pour tous les bots a e´te´ fait en
connaissance de cause, afin d’e´viter que le CC ne soit surcharge´ de calculs cryptographiques.
Cette de´cision est e´vidente lorsqu’on se met a` la place des controˆleurs, mais bien plus difficile
a` comprendre lorsqu’on observe la situation du point de vue d’un bot.
Remarque 23. Cette observation n’implique pas qu’il aurait e´te´ impossible pour Waledac
d’utiliser correctement la cryptographie, mais cela aurait ne´cessite´ une remise a` plat de son
protocole, par exemple pour diminuer le nombre de messages ne´cessaires a` la demande d’une
taˆche par un bot.
7.5.3 Re´sultats de l’attaque
La variable expe´rimentale de notre expe´rience est le nombre de re´pe´teurs cible´s directement,
c’est-a`-dire le nombre de re´pe´teurs auxquels l’attaquant envoie l’extrait de liste. Le reste des
bots est touche´ de fac¸on indirecte, par e´change d’information avec les cibles directes. En ef-
fet, attaquer directement tous les re´pe´teurs n’aurait pas e´te´ re´aliste, car il est peu probable
d’avoir assez de ressources pour le faire sur le vrai botnet qui comporte plusieurs milliers de
re´pe´teurs. De ce fait, nous avons re´alise´ des attaques avec 100, 25, 10 et 5 cibles directes.
Notre objectif est a` la fois de valider que l’attaque fonctionne, et de de´terminer l’impact du
nombre de cibles directes sur son efficacite´.
Pour chaque re´sultat pre´sente´ ici, nous avons re´alise´ au moins 5 fois l’expe´rience, en nous
assurant que les e´carts types des mesures – pre´sente´es en Annexe B – e´taient satisfaisants, et
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nous pre´sentons la moyenne des expe´riences. Avant de lancer chaque attaque, nous attendons
que le botnet atteigne un e´tat de fonctionnement normal.
Conse´quences sur l’envoi de courriels
Lors d’une premie`re expe´rience, nous avons mesure´ l’effet d’une attaque a` 25 cibles directes sur
la capacite´ d’envoi de courriels du botnet. Comme l’indique la courbe rouge de la Figure 7.8(a),
moins de 3 heures apre`s le de´but de l’attaque le nombre de courriels rec¸us par le serveur SMTP
chaque minute passe sous la barre des 5 000, alors qu’il e´tait a` plus de 18 000 avant l’attaque,
ce qui repre´sente une diminution de pre`s de 80% du nombre de courriels.
(a) Effets d’une attaque a` 25 cibles sur l’envoi de courriels
(b) Expe´riences sans attaque sur des botnets de 150 et 600 spammeurs
Figure 7.8 Mesure de la capacite´ du botnet a` envoyer des courriels
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Au-dela` de la re´ussite de l’attaque, cette courbe pre´sente trois aspects inte´ressants :
– Le botnet continue a` envoyer environ 4 000 courriels par minute, en de´pit de
notre attaque. Autrement dit, certains spammeurs ne contactent pas nos SR, et il y a
donc des re´pe´teurs qui continuent de distribuer des informations valides. Le botnet fait
ainsi preuve de re´silience et ne passe pas comple`tement sous notre controˆle, ce qui est une
conse´quence de la race condition au niveau des re´pe´teurs de´crite pre´ce´demment, que nous
ne gagnons pas comple`tement avec ce nombre de cibles directes.
– Un plateau apparaˆıt juste apre`s que l’attaque ait commence´. Ce comportement,
qui dure pre`s de 80 minutes, semble sugge´rer que notre attaque n’a pas re´ellement d’ef-
fets pendant cette feneˆtre de temps. Pour valider ceci, nous avons mesure´ le nombre de
spammeurs qui contactent le CC par minute, en supposant qu’il resterait constant durant
cette pe´riode. En fait, comme le montre la courbe bleue de la Figure 7.8(a), le nombre de
spammeurs en contact avec le CC diminue constamment, ce n’est donc pas l’explication de
notre plateau. Remarquons que le nombre de spammeurs est initialement autour de 2 300,
ce qui est bien la population de notre botnet.
Il faut alors comprendre pourquoi, malgre´ la diminution constante des contacts entre spam-
meurs et CC, le nombre de courriels envoye´s par le botnet reste a` peu pre`s le meˆme. Notre
hypothe`se fut alors que notre serveur SMTP ne recevait en fait pas tous les courriels en-
voye´s, certains devaient eˆtre rejete´s ou perdus. Pour valider cette hypothe`se, nous avons
fait une nouvelle expe´rience en mesurant sans attaque le nombre de courriels envoye´s par
minute avec un botnet de 150 spammeurs, et un autre de 600 spammeurs. La Figure 7.8(b)
montre les re´sultats, et on peut observer que le nombre de courriels est similaire dans les
deux botnets. Cela confirme notre hypothe`se : notre serveur SMTP e´tant incapable de ge´-
rer tous les courriels, cela cre´e´ une limite dans le nombre qu’il peut observer, d’ou` le plateau.
– Le nombre de courriels rec¸us suit un comportement cyclique d’une pe´riode
d’environ 10 minutes apre`s le plateau. Ceci indique que les spammeurs restant dans
le botnet travaillent puis redemandent une taˆche de fac¸on synchronise´e. Nous pensons que
ce phe´nome`ne est une conse´quence de la manie`re dont le botnet a e´te´ de´marre´ – par vagues
successives comme explique´ en §6.3.4 –, et du fait que ce de´marrage a eu lieu peu de temps
avant l’attaque (moins d’une heure), ce qui n’a pas laisse´ le temps aux spammeurs de se
de´synchroniser par la re´alisation de taˆches plus ou moins lourdes. Ainsi, il nous parait peu
probable que de tels cycles se produisent dans le ve´ritable botnet.
Nous pouvons conclure de ces premie`res expe´riences qu’en raison de l’incapacite´ de notre
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serveur SMTP a` ge´rer l’ensemble des courriels qui lui sont envoye´s, le nombre de courriels
rec¸us n’est pas une bonne mesure. En particulier, cela veut dire que le nombre de courriels
du botnet en activite´ de la Figure 7.8(a) est sous-estime´. A` l’inverse, le nombre de demandes
de connexion rec¸ues par le serveur SMTP de la part des spammeurs est une mesure robuste,
et c’est donc celle-la` que nous utiliserons par la suite pour rendre compte de la capacite´ du
re´seau a` envoyer des courriels. Une autre possibilite´, pour continuer a` utiliser le nombre de
courriels comme mesure, aurait e´te´ de de´ployer diffe´rents serveurs SMTP et de re´partir la
charge.
La Figure 7.9 pre´sente les effets de l’attaque sur le nombre de spammeurs qui contactent le
serveur SMTP chaque minute, avec 100, 25, 10 et 5 cibles directes. On peut observer qu’avec
100 cibles cela prend un peu plus d’une heure pour mettre le botnet dans un e´tat
quasi inactif, c’est-a`-dire avec moins de 50 contacts spammeurs-SMTP par minute, tandis
qu’avec 5 cibles cela prend 2 fois et demie plus de temps pour atteindre le meˆme e´tat. L’e´cart
type de l’expe´rience est pre´sente´ en Annexe B.
Figure 7.9 Contacts des spammeurs avec le serveur SMTP
Conse´quences sur l’influence du CC noir
La Figure 7.10 pre´sente le nombre de messages NOTIFY rec¸us par le CC noir par minute,
avant et apre`s des attaques a` 100, 25, 10 et 5 cibles directes. On y observe une forte de´-
croissance suite a` l’attaque, par exemple avec 100 cibles cela prend moins d’une heure pour
passer d’environ 300 messages NOTIFY par minute a` 30. On remarque e´galement que moins
le nombre de cibles est e´leve´, plus le CC noir garde de l’influence dans le botnet et continue
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a` distribuer des ordres, sans surprise. Ensuite, la re´silience du botnet pre´ce´demment de´crite
est encore visible : entre 20 et 100 contacts par minute – en fonction du nombre de cibles –
sont faits entre les bots et le CC noir apre`s l’attaque.
Figure 7.10 Nombre de demandes de taˆches rec¸us par le CC noir
Finalement, la Figure 7.10 montre aussi un effet cyclique dans la distribution des ordres, ce
qui s’explique a` notre avis de la meˆme manie`re que pour le nombre de courriels en §7.5.3,
c’est-a`-dire par le de´marrage re´cent des machines par groupes. L’e´cart type de l’expe´rience
est pre´sente´ en Annexe B.
La Figure 7.11 montre le nombre de messages NOTIFY rec¸us par les deux CC lors d’une
attaque avec 100 cibles. On peut y observer la prise de controˆle tre`s rapide du CC blanc,
avec le´ge`rement moins de messages que le CC noir avant l’attaque, puisque celui-ci garde le
controˆle sur un faible nombre de bots. Ceci de´montre clairement l’efficacite´ de l’attaque.
Conse´quences sur les listes de pairs
La Figure 7.12 montre le pourcentage d’entre´es qui sont des SR dans les listes de pairs des
re´pe´teurs. On peut observer une croissance rapide, et une stabilisation a` un palier, qui montre
que l’on n’a pas un controˆle total des listes de pair. La hauteur du palier de´pend du nombre
de cibles directes, car les listes de celles-ci sont plus faciles a` infecter que celles des autres
bots. Malgre´ cela, on controˆle avec seulement 5 cibles directes plus de 60% des entre´es dans
les listes de pairs, ce qui de´montre l’efficacite´ de l’attaque. L’e´cart type de l’expe´rience est
pre´sente´ en Annexe B.
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Figure 7.11 Nombre de demandes de taˆches rec¸ues par les CC noir et blanc lors d’une attaque
avec 100 cibles
Figure 7.12 Part des SR dans les RLists des re´pe´teurs
7.6 Re´sume´ des contributions
Lors de ce cas d’e´tude, nous avons re´alise´ une se´rie de contributions que nous re´sumons ci-
dessous.
– Nous avons valide´ la vulne´rabilite´ de Waledac a` une attaque permettant la prise de controˆle
de son botnet. Nous avons montre´ en particulier que celle-ci ame`ne une baisse importante
(i) de la capacite´ du botnet a` envoyer des courriels, (ii) de l’influence de son CC et (iii) du
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nombre de vrai bots dans les listes de pairs. Ces diffe´rentes mesures nous ont e´te´ rendues
possibles par notre controˆle de l’environnement d’expe´rience.
– Nous avons explore´ le nombre de cibles directes ne´cessaires a` l’attaque. Bien que l’efficacite´
de l’attaque augmente avec le nombre de cibles directes, ce qui n’est pas une surprise, il
est inte´ressant d’observer qu’un faible nombre de cibles permet quand meˆme une prise de
controˆle assez rapide et quasi totale. E´tant donne´ qu’un faible nombre de cibles directes a`
l’avantage de rendre l’attaque plus furtive, il peut eˆtre inte´ressant de re´fle´chir a` un nombre
optimal de cibles en fonction de la taille du botnet. Ce type de raisonnement serait impos-
sible a` faire en e´tudiant le ve´ritable botnet sur Internet.
– Nous avons de´veloppe´ un environnement d’expe´rience mature et adapte´ a` des expe´riences
de cette taille. En particulier nous avons mis de coˆte´ le nombre de courriels comme mesure,
car il ne´cessitait de fortes ressources pour pouvoir eˆtre comptabilise´ correctement, pour le
remplacer par une mesure e´quivalente, mais moins couˆteuse.
– Finalement, nous avons fait une observation qui n’est pas relie´e a` l’attaque, mais qui ap-
porte un e´clairage nouveau sur Waledac : le fait de partager une cle´ de session cryptogra-
phique entre les bots n’e´tait pas un « mauvais » choix de la part des ope´rateurs du re´seau,
il s’agissait simplement d’un compromis pour assurer ses performances. Cette observation
de´montre l’inte´reˆt de l’e´mulation comme me´thode d’e´tude des botnets, car c’est en prenant
la place des ope´rateurs que nous avons pu la faire.
7.7 Limitations et voies de recherche futures
Plusieurs limitations sont pre´sentes dans notre expe´rience, et chacune peut donner lieu a` une
nouvelle piste de recherche :
– Augmentation de l’e´chelle. Nous avons construit un botnet d’environ 3 000 machines
infecte´es, en respectant les proportions mesure´es sur Internet entre les diffe´rentes cate´gories
de bots. Ce nombre peut paraˆıtre a` premie`re vue modeste en comparaison des plusieurs di-
zaines de milliers de bots des ve´ritables botnets, mais il nous permet de travailler a` un ordre
de grandeur similaire a` ceux-ci, ce qui e´tait pre´ce´demment impossible. Partant de cela, il
y a peut-eˆtre une fac¸on de s’assurer qu’une observation dans notre environnement est tou-
jours valide lorsque la taille du re´seau augmente. Autrement dit, existe-t-il un nombre de
machines a` partir duquel les re´sultats d’une e´mulation sont transposables avec confiance
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sur Internet ? La re´ponse de´pend probablement du botnet cible´, mais il y a aussi sans doute
des crite`res ge´ne´raux a` satisfaire pour pouvoir construire un tel raisonnement.
– Re´alisme de l’environnement. Le fait d’utiliser de ve´ritables machines infecte´es per-
met d’atteindre un niveau de re´alisme difficile a` e´galer par d’autres me´thodes, mais il reste
encore des lacunes importantes dans notre environnement :
– En premier lieu, notre re´seau est tre`s homoge`ne, c’est-a`-dire que pour deux machines
infecte´es choisies ale´atoirement, la latence entre les deux est sensiblement toujours la
meˆme, et tre`s faible. Cela pourrait entraˆıner des biais dans nos mesures, par rapport au
ve´ritable botnet. Une solution serait donc d’introduire artificiellement de la latence dans
les communications, selon un mode`le a` de´finir.
– Deuxie`mement, le comportement de l’utilisateur n’est pas e´mule´, en particulier nos ma-
chines ne s’e´teignent jamais. De ce fait, nous n’avons pas de diurnal behavior, c’est-a`-dire
des variations de populations en fonction de l’heure de la journe´e. Une solution serait de
cre´er un mode`le de population dans lequel une fraction seulement des machines seraient
allume´es en fonction de l’heure. De plus, il faudrait e´galement cre´er des changements
a` l’inte´rieur d’une population donne´e par un cycle extinction-allumage re´gulier des ma-
chines. Finalement, nos machines restent constamment infecte´es, alors qu’en re´alite´ il y
a une course constante entre infection et de´sinfection. Un tel phe´nome`ne est difficile a`
mode´liser en ge´ne´ral, mais une strate´gie telle que la diffusion d’un patch pourrait eˆtre
introduite, par exemple en de´sinfectant un groupe de machines dans un court laps de
temps.
– Troisie`mement, nous soupc¸onnons que la cause des comportements cycliques dans notre
re´seau – comme dans les Figures 7.8(a) et 7.10 – est la me´thode que nous avons adopte´e
pour le de´marrage du botnet. La de´termination d’une me´thode re´aliste de de´marrage du
re´seau reste un proble`me de recherche en soi, e´tant donne´ le manque de donne´es sur le
sujet.
Du fait que l’attaque contre Waledac dure quelques heures a` peine, ces lacunes ont un
impact faible dans ce cas, mais pour toute expe´rience plus longue il sera ne´cessaire de les
prendre en compte.
– Avoir un adversaire. Notre botnet n’a pas de controˆleur qui puisse le de´fendre. Il serait
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inte´ressant d’e´muler le comportement d’un « de´fenseur » du re´seau, par exemple en s’ins-
pirant de mode`les de la the´orie des jeux. Cela impliquerait de lister les « coups » jouables
par un tel de´fenseur, et de de´terminer quels sont ceux qui sont adapte´s pour re´pondre a`
notre attaque.
7.8 Conclusion
Nous avons montre´ graˆce a` l’e´mulation que le botnet Waledac est vulne´rable a` une attaque
qui permet de prendre son controˆle. Ainsi, nous avons pu re´pe´ter l’attaque de nombreuses
fois, ce qui nous permit de montrer qu’il suffisait de cibler directement un petit nombre de
bots pour controˆler la majorite´ du re´seau. De plus, nous avons pu comprendre que le choix, a`
priori absurde, d’utiliser la meˆme cle´ cryptographique pour chiffrer toutes les communications





8.1 Synthe`se des travaux et des contributions
Protections de logiciels malveillants. Dans le chapitre 2, nous avons de´fini formellement
les programmes en langage machine x86 a` partir d’une machine abstraite et d’un langage
assembleur simplifie´. Nous avons pu alors expliciter les difficulte´s de l’analyse de ces pro-
grammes : le code auto modifiant, la complexite´ du jeu d’instruction, et l’absence d’informa-
tions de haut niveau. Pour finir, nous avons montre´ l’inde´cidabilite´ du de´sassemblage d’un
programme machine, pre´sente´ les travaux sur le sujet, puis discute´ l’absence de repre´sentation
comple`te de la se´mantique du langage machine x86.
Dans le chapitre 3, nous avons construit un cadre formel autour de l’analyse dynamique, qui
est notre me´thode de choix pour e´tudier les protections de logiciels malveillants. En particu-
lier, nous avons pre´cise´ ce que sont un traceur et une trace d’exe´cution, cette dernie`re e´tant
l’objet de notre analyse. Ensuite, nous avons pre´sente´ notre imple´mentation pour tracer un
programme, qui a servi de base a` toutes nos expe´rimentations. Finalement, nous avons fait
une revue des applications de l’analyse dynamique, ainsi que des travaux sur la couverture
de code.
Apre`s ces deux premiers chapitres pe´dagogiques, nous avons pre´sente´ dans le chapitre 4 une
premie`re re´alisation originale par la cartographie expe´rimentale des protections de logiciels
malveillants. Pour ce faire, nous avons tout d’abord de´fini la notion de protection de fac¸on
semi-formelle en partant de celle d’attaquant. Ensuite, nous avons e´mis l’hypothe`se qu’un cer-
tain mode`le de protection – base´ sur le code auto modifiant, et la distinction entre couches de
code de protection et de charge utile – est particulie`rement pre´valent dans les logiciels mal-
veillants. Apre`s avoir montre´ qu’aucun travail existant ne permettait de tester la validite´ de
notre hypothe`se, nous avons pre´sente´ les re´sultats de l’expe´rience que nous avons construite
pour le faire. Ainsi, de nombreuses mesures re´alise´es sur pre`s de 600 exemplaires de logiciels
malveillants nous ont permis de de´gager un mode`le de protection pre´valent parmi les logiciels
malveillants.
Dans le chapitre 5, nous avons pre´sente´ une me´thode d’identification des imple´mentations
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cryptographiques dans les protections de logiciels malveillants. Pour ce faire, nous avons
construit une abstraction robuste afin d’extraire les possibles imple´mentations cryptogra-
phiques d’une trace d’exe´cution. A` partir de cela, nous avons re´cupe´re´ leurs parame`tres, dont
nous avons pu tester la relation entre´es-sorties pour identifier les imple´mentations crypto-
graphiques. Nous avons valide´ expe´rimentalement notre approche en l’imple´mentant dans
l’outil Aligot, qui nous a tout d’abord permis d’identifier avec succe`s des imple´mentations
des algorithmes TEA et RC4 dans des programmes prote´ge´s, au contraire de tous les outils
existants. En particulier, nous avons montre´ que deux familles de logiciels malveillants ont
fait la meˆme erreur en imple´mentant l’algorithme TEA. De plus, nous avons identifie´ des
imple´mentations des algorithmes MD5 et AES, que cela soit dans des exemples synthe´tiques
ou dans des logiciels malveillants prote´ge´s. Encore une fois, aucun des outils existants ne peut
en faire autant. Finalement, nous avons pu aussi identifier l’ope´ration de base de l’algorithme
RSA, ainsi que des combinaisons et modifications de divers algorithmes cryptographiques.
Re´seaux de machines zombies. Dans le chapitre 6, nous avons aborde´ l’e´tude des re´-
seaux de machines zombies de fac¸on globale, c’est-a`-dire en prenant en compte le re´seau
dans son ensemble. Nous avons commence´ par de´crire les approches existantes, en montrant
que l’e´mulation a l’avantage de combiner rigueur scientifique et e´thique, au contraire de la
simulation et de l’e´tude dans la nature. Ensuite, nous avons de´crit l’imple´mentation de notre
environnement d’e´mulation de botnets, graˆce auquel nous avons pu construire un re´seau de
3 000 machines infecte´es, dans un environnement comple`tement controˆle´ et non connecte´ a`
Internet. C’est la premie`re fois, a` notre connaissance, qu’un environnement d’e´mulation a`
cette e´chelle est construit.
Le chapitre 7 a pre´sente´ un cas concret d’e´mulation, avec le botnet Waledac, dont nous
voulions ve´rifier la vulne´rabilite´ a` une attaque. Nous avons d’abord introduit ce logiciel
malveillant, et son protocole de communication, pour ensuite montrer comment nous avons
reproduit son botnet dans notre environnement. Ensuite, nous avons pre´sente´ les re´sultats de
notre expe´rience, qui mettent notamment en avant le faible nombre de cibles ne´cessaires au
succe`s de l’attaque. En particulier, nous avons mis en place de nombreuses mesures expe´ri-
mentales, pour la plupart impossibles a` re´aliser avec les autres me´thodes d’analyse de botnets.
De plus, nous avons de´couvert que le choix de distribuer une meˆme cle´ cryptographique aux
machines infecte´es n’e´tait pas une grossie`re erreur des ope´rateurs de Waledac, mais plutoˆt
un compromis pour optimiser les performances du re´seau.
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8.2 Perspectives
Les trois re´alisations originales de cette the`se – la cartographie des protections, l’identification
des fonctions cryptographiques, et l’e´mulation de Waledac – ne sont que des premiers pas, et
elles ouvrent chacune des voies de recherche prometteuses. Ces suites a` notre recherche ont
e´te´ de´crites en de´tail dans les chapitres concerne´s, et nous les re´sumons ici.
8.2.1 Cartographie des protections de logiciels malveillants
Notre outil d’analyse des protections de logiciels malveillants pourrait eˆtre utilise´ pour atta-
quer les questions de recherche suivantes :
– L’e´tude cible´e des protections des familles de logiciels malveillants a` longue
dure´e de vie. Il serait en particulier inte´ressant de de´terminer si diffe´rentes protections
ont e´te´ utilise´es – ce qui pourrait s’expliquer par l’impact des produits de se´curite´ –, ou si
au contraire un unique mode`le les a prote´ge´es durant leur existence.
– La cre´ation de signatures de protecteurs. L’e´tat de l’art e´tant plutoˆt sommaire dans ce
domaine – des outils statiques avec des signatures sur le code binaire –, il serait appre´ciable
de pouvoir identifier et classifier automatiquement les protections avec des caracte´ristiques
plus fines. Les me´thodes habituelles de classification des programmes – par exemple base´es
sur le graphe de flot de controˆle – ne peuvent re´pondre a` ce proble`me, du fait que les
programmes prote´ge´s sont spe´cialement construits pour brouiller les pistes. Par contre, les
caracte´ristiques que nous avons mesure´es dans notre expe´rience sont adapte´es a` cette taˆche.
– La mesure de la ve´ritable importance des protecteurs du domaine public. Il
faudrait notamment identifier les cas ou` ceux-ci sont combine´s avec d’autres protections.
Nous pourrions aussi de´terminer l’importance des protections commerciales dans les logi-
ciels malveillants, et valider l’observation faite dans d’autres travaux selon laquelle celle-ci
a diminue´ ces dernie`res anne´es.
8.2.2 Identification des fonctions cryptographiques
Dans le cadre de l’identification de la cryptographie, il serait inte´ressant d’importer auto-
matiquement dans notre base de re´fe´rence tous les possibles algorithmes cryp-
tographiques rencontre´s dans les traces d’exe´cution, afin de pouvoir ensuite les reconnaˆıtre
s’ils sont re´utilise´s. Le proble`me est ici de reconstruire un programme et de l’exe´cuter sur
de nouveaux arguments a` partir d’une trace d’exe´cution. Ensuite, le principe de notre
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comparaison entre´e-sortie pourrait eˆtre utilise´ pour n’importe quel algorithme
de´terministe, par exemple pour les algorithmes de compression.
Sur le plan the´orique, remarquons que le fait d’avoir une abstraction – c’est-a`-dire de regrou-
per un ensemble d’instructions dans une structure commune – facilite la compre´hension hu-
maine d’un programme informatique, et permet de de´velopper des raisonnements complexes,
comme celui qui nous a permis de partir des boucles pour identifier des fonctions crypto-
graphiques. La construction automatique de l’abstraction la plus adapte´e pour
analyser un programme donne´ serait une capacite´ utile pour l’analyse des protections de
logiciels malveillants.
8.2.3 Re´seaux de machines zombies
La mise en place de notre environnement d’expe´rimentation avec les botnets ouvre la voie a`
de nouvelles pistes de recherche :
– Augmenter l’e´chelle de nos observations : au-dela` de la proble´matique technique de
l’ajout de machines supple´mentaires dans notre environnement, il serait inte´ressant d’ex-
plorer les conditions qui assurent que les observations faites a` une e´chelle re´duite restent
valides lorsque le nombre de machines augmente. Ainsi, nous pourrions garder la taille de
notre environnement pour explorer des re´seaux de taille re´elle supe´rieure.
– Ame´liorer le re´alisme de l’environnement : cela pourrait d’abord se faire en introdui-
sant de la charge re´seau artificielle, mais aussi en simulant le comportement de l’utilisateur.
Cela implique de mettre en place un mode`le de population prenant en compte l’extinction
des machines pendant la nuit, mais aussi les allumages-extinctions qui ont lieu pendant
la journe´e, et finalement le cycle infection-de´sinfection. Le de´marrage du botnet constitue
e´galement un proble`me de recherche important pour augmenter le re´alisme de l’e´mulation.
– Avoir un adversaire : il serait inte´ressant de simuler la re´action des ope´rateurs du botnet
lorsque nous interagissons avec lui. Il faudrait alors cre´er un mode`le simulant cet ope´rateur.
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ANNEXE A
Liste de mne´moniques x86 standards
ADC, ADD, AND, CALL, CDQ, CLD, CMP, CMPS,
CMPXCHG, DEC, DIV, FSUB, IDIV, IMUL, INC, JA,
JAE, JB, JBE, JG, JGE, JL, JLE, JMP, JNB, JNO, JNS, JNZ,
JO, JP, JS, JZ, LEA, LEAVE, LOOP, MOV, MOVS, MOVSB,
MOVSD, MOVSW, MOVSX, MOVZX, MUL , NEG, NOP, NOT, OR,
POP, POPA, PUSH, PUSHA, PUSHF, RET, RETN, ROL, ROR,
SAR, SBB, SETB, SETL, SETLE, SETNL, SETNLE, SETNZ, SETZ,




E´carts types des expe´riences avec Waledac
Dans cette annexe nous pre´sentons les e´carts types pour les trois mesures de l’efficacite´ de
notre attaque contre Waledac.
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