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Résumé
Un opérateur linéaire borné T sur un espace de Hilbert est dit réflexif si les opérateurs qui laissent inva-
riant les sous-espaces invariants pour T sont limites, pour la topologie faible des opérateurs, de polynômes
en T . Dans ce papier nous donnons une condition nécessaire et suffisante pour que l’extension d’un opéra-
teur sous-normal par un opérateur algébrique soit réflexive. Nous donnons également une formule du défaut
de réflexivité de telles extensions.
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Abstract
A bounded linear operator on a Hilbert space is said to be reflexive if the operators which leave invariant
the invariant subspaces of T are wot-limits of polynomials in T . In this paper we give a necessary and
sufficient condition for an extension of a subnormal operator by an algebraic one to be reflexive.We also
give a formula for the reflexivity defect of such extensions.
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Soient H un espace de Hilbert complexe séparable et B(H) l’algèbre des opérateurs linéaires
bornés sur H. Pour T ∈ B(H), nous désignons par LatT le treillis des sous-espaces fermés
de H invariants pour T , AlgLatT l’algèbre des opérateurs S ∈ B(H) tels que LatT ⊂ LatS et
W(T ) la fermeture faible de l’algèbre des polynômes en T . Un opérateur T est dit réflexif si
AlgLatT = W(T ). Si p est un polynôme, nous désignons par WT (p(T )) la fermeture faible de
l’idéal engendré par p(T ) dans W(T ) (i.e. WT (p(T )) = {p(T )q(T ): q ∈ C[z]}WOT ) et par {T }′
le commutant de T . La notion de réflexivité fut initiée par D. Sarason dans [10], où il montre
que tout opérateur normal est réflexif. De nombreux auteurs ont depuis mis en évidence d’autres
classes d’opérateurs réflexifs et on peut citer par exemple [6–8] (voir aussi [3]). Dans [2] les au-
teurs ont caractérisé les extensions des opérateurs normaux par des opérateurs nilpotents qui sont
réflexives. Dans ce papier, nous étudions la réflexivité d’une extension T d’un opérateur sous-
normal A par un opérateur algébrique. Nous montrons que la réflexivité d’une extension d’un
opérateur sous-normal par un opérateur algébrique se ramène à celle d’un nombre fini d’exten-
sions de A par des opérateurs nilpotents. Nous caratérisons ensuite les extensions des opérateurs
sous-normaux par des opérateurs nilpotents qui sont réflexives et nous calculons leurs défauts
de réflexivité, ce qui généralise les résultats obtenus dans [2]. La démarche adoptée ici est basée
sur la description de la fermeture faible des polynômes dans L∞(μ) dûe à D. Sarason [9], sur
l’existence des points d’évaluations analytiques pour un opérateur sous-normal pur cyclique [12]
et aussi sur le théorème de factorisation de Olin–Thomson [11].
Soient H et K deux espaces de Hilbert complexes séparables. Soient A ∈B(H) un opérateur
sous-normal de mesure spectrale scalaire μ, G(μ) l’intérieur de l’enveloppe de Sarason et R ∈
B(K) un opérateur algébrique de polynôme minimal m =∏i=ri=1(z− λi)ni . Soit T une extension
de A par R, l’opérateur T s’écrit suivant la décomposition H ⊕ K :
T =
[
A X
0 R
]
où X ∈B(K,H).
Comme
∨
λ∈σ(R) ker(A−λI) est réduisant pour A, on peut supposer sans perdre de généralité
que m(A) est injectif pour l’étude de la réfléxivité de T . Soient R =⊕i=ri=1 Ri la décomposition
primaire de R sur K =⊕i=ri=1 Ki avec pour tout i ∈ {1, . . . , r}, Ki = Ker(R − λi)ni , Ri = R|Ki
et Ti = T|H⊕Ki . Nous montrons dans un premier temps que T est réflexif si et seulement si,
Ti est réflexif pour tout i = 1, . . . , r . Ceci nous ramène à l’étude de la réflexivité de T lorsque
R est nilpotent. Dans ce cas nous montrons que T est réflexif si et seulement si l’une des trois
conditions suivantes est satisfaite (i) 0 ∈ G(μ), (ii) R est réflexif, (iii) T ne /∈ ImA (Rn = 0, e ∈ K
tel que Rn−1e = 0).
Dans toute la suite, si S ∈ B(H), nous désignons par σ(S) le spectre de S, σp(S) le spectre
ponctuel de S. Si y1, y2, . . . , yr ∈ H, Vect(y1, y2, . . . , yr ) est le sous-espace vectoriel de H
engendré par y1, y2, . . . , yr , VectS(y1, y2, . . . , yr ) est le sous-espace vectoriel de H invariant
pour S engendré par y1, y2, . . . , yr ; et VectS(y1, y2, . . . , yr ) la fermeture de VectS(y1, y2, . . . , yr )
dans H.
2. Préliminaires
Dans cette section nous présentons les principaux résultats qui nous seront utiles dans la suite
de ce travail.
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par P∞(p,μ) l’adhérence faible dans L∞(μ) de l’idéal {p(z)q(z): q ∈ C[z]} et par P2(μ) la
fermeture dans L2(μ) de l’algèbre des polynômes de la variable complexe z. Si p = 1, P∞(p,μ)
sera noté simplement P∞(μ). En vertu du théorème de Sarason [9], la mesure μ se décompose
de manière unique sous la forme μ = μa ⊕ μs avec μa ⊥ μs et P∞(μ) = P∞(μa) ⊕ L∞(μs)
où P∞(μa) s’identifie canoniquement à H∞(G(μ)) (G(μ) est l’intérieur de l’enveloppe de
Sarason et H∞(G(μ)) est l’algèbre des fonctions holomorphes bornées sur G(μ)). D’une part
il est bien connu que si λ /∈ G(μ), alors P∞(λ − z,μ) = P∞(μ) ; d’autre part si λ ∈ G(μ),
alors P∞(λ − z,μ) = (λ − z)P∞(μa) ⊕ L∞(μs). Le lemme suivant découle immédiatement
des considérations précédentes :
Lemme 2.1. Soient μ une mesure positive à support compact dans C et G(μ) l’intérieur de
l’enveloppe de Sarason. Soit p = p1p2 un polynôme tel que les racines de p1 sont dans G(μ) et
celles de p2 sont à l’extérieur de G(μ). On a alors
P∞(p,μ) = P∞(p1,μ) = p1P∞(μa)⊕L∞(μs).
Dans ce qui suit, H et K désignent deux espaces de Hilbert complexes séparables. A ∈B(H)
un opérateur sous-normal de mesure spectrale scalaire μ, R ∈B(K) un opérateur algébrique de
polynôme minimal m et
T =
[
A X
0 R
]
où X ∈B(K,H)
une extension de A par R. Pout tout p =∑i=ni=0 αizi , on a
p(T ) =
[
p(A)
∑i=n
i=0 αiXi
0 p(R)
]
où Xi =
i−1∑
j=0
Ai−j−1XRj .
Dans [2] les auteurs ont donné une description complète de W(T ) lorsque T est une exten-
sion d’un opérateur normal par un opérateur nilpotent. Cette description s’étend dans le cas d’une
extension T d’un opérateur sous-normal par un opérateur algébrique. En effet lorsque A est un
opérateur sous-normal de mesure spectrale scalaire μ et G(μ) est l’intérieur de l’enveloppe de
Sarason associé à μ. D’une part il est bien connu (voir par exemple [4]) que pour tout poly-
nôme p, WA(p(A)) s’identifie à P∞(p,μ) ; d’autre part si p = p1p2 avec les racines de p1 sont
dans G(μ) et celles de p2 sont à l’extérieur de G(μ), alors on obtient en vertu du lemme 2.1 que
WA(p2(A)) = W(A) et WA(p(A)) = WA(p1(A)). En tenant compte de ces deux considérations
et en procédant de la même manière que dans la preuve du théorème 6 dans [2], on obtient le
lemme suivant :
Lemme 2.2. Si A ∈B(H) est un opérateur sous-normal, R ∈B(K) est un opérateur algébrique
de polynôme minimal m =∑i=ni=0 aizi de degré n tel que m(A) est injectif et
T =
[
A X
0 R
]
où X ∈B(K,H)
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W(T ) = Cn−1[T ] ⊕WT
(
m(T )
)
et
WT
(
m(T )
)=
{[
B Y
0 0
]
: B ∈ WA
(
m(A)
)
et B
n∑
i=0
aiXi = m(A)Y
}
.
Soit R ∈ B(K) un opérateur algébrique de polynôme minimal m =∏ri=1(z − λi)ni . Posons
pour tout i ∈ {1, . . . , r}, Ki = Ker(R − λi)ni et Ri = R|Ki . Comme AlgLatR =
⊕r
i=1 AlgLatRi
et le polynôme minimal de Ri est égal à (z − λi)ni , la description de AlgLatR se ramène au cas
nilpotent. Le théorème suivant donne une description explicite de AlgLatN dans le cas où N est
nilpotent. Cette description est une adaptation triviale de celle qui figure dans [5].
Théorème 2.3. Soient N ∈B(K) un opérateur nilpotent d’ordre n 1, e ∈ K tel que Nn−1e = 0
et F ∈ LatN tel que K = VectN(e) ⊕ F . Soit zm le polynôme minimal de N|F . Les assertions
suivantes sont équivalentes
(1) Q ∈ AlgLatN .
(2) Il existe p ∈ C[z] et D ∈ B(K) tel que Q = p(N) + D avec De = 0, D|F = 0 et pour tout
0 i  n− 1, D(Nie) ∈ VectN(Nm+ie).
Remarque 2.4. 1. Dans le théorème précédent, l’existence du sous-espace F invariant pour N
et supplémentaire de VectN(e), lorsque N est nilpotent, provient du lemme 1 dans [1]. Ce lemme
peut-être étendu sans difficulté au cas algébrique. Autrement dit, si R ∈ B(K) est un opérateur
algébrique de polynôme minimal m et e ∈ K est un vecteur de polynôme R-annulateur m (i.e.
m est le générateur de l’idéal {p ∈ C[z]: p(R)e = 0}), alors VectR(e) admet un sous-espace
supplémentaire invariant pour R.
2. Soient R ∈ B(K) un opérateur algébrique de polynôme minimal m, e ∈ K un vecteur de
polynôme R-annulateur m et F ∈ LatR tels que K = VectR(e) ⊕ F . Si LatR ⊂ LatQ, alors
il existe en vertu du théorème 2.3, un polynôme p et D ∈ B(K) tels que Q = p(R) + D avec
De = 0 et D|F = 0.
3. Description de l’algèbre AlgLatT et réflexivité
L’objectif de cette section est de donner une description de l’algèbre AlgLatT et d’étudier la
réflexivité de T lorsque
T =
[
A X
0 R
]
où X ∈B(K,H)
est une extension d’un opérateur sous-normal A ∈B(H) par un opérateur algébrique R ∈B(K).
Nous commençons par donner quelques lemmes essentiels qui nous seront utiles pour la suite.
Lemme 3.1. Soient A ∈B(H) tel que AlgLatA ⊂ {A}′, R ∈B(K) un opérateur algébrique de
polynôme minimal m et
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[
A X
0 R
]
où X ∈B(K,H)
une extension de A par R. Soit p un polynôme divisible par m. Si
⋂
x∈H VectA(p(A)x+h) = {0}
pour tout h ∈ H, alors AlgLatT ⊂ {p(T )}′.
Démonstration. Posons p(z) =∑ni=0 αizi de degré n et soit S ∈ AlgLatT . L’opérateur S s’écrit
sous la forme
S =
[
B Y
0 D
]
avec B ∈ AlgLatA, D ∈ AlgLatR et Y ∈ B(K,H). Pour montrer que S ∈ {p(T )}′ il faut et
il suffit de montrer que B
∑n
i=0 αiXi = p(A)Y +
∑n
i=0 αiXiD. Soient donc x ∈ H et y ∈ K.
Comme S(x + y) ∈ VectT (x + y) et
VectT (x + y) =
{
q(T )(x + y): deg(q) < n}+ VectA
(
p(A)x +
n∑
i=0
αiXiy
)
,
il existe un polynôme q(z) =∑k bkzk (dépendant de x et y) de degré inférieur ou égal à n− 1
tel que
S(x + y)− q(T )(x + y) ∈ VectA
(
p(A)x +
n∑
i=0
αiXiy
)
.
Ceci implique que
{
q(R)y = Dy,
Bx + Yy − q(A)x −∑k bkXky ∈ VectA(p(A)x +∑ni=0 αiXiy).
En appliquant p(A) à cette dérnière équation (et en tenant compte de l’hypothèse AlgLatA ⊂ {A}′)
on obtient :
(
B − q(A))
(
p(A)x +
n∑
i=0
αiXiy
)
+ p(A)
(
Yy −
∑
k
bkXky
)
+ (q(A)−B) n∑
i=0
αiXiy
∈ VectA
(
p(A)x +
n∑
i=0
αiXiy
)
.
Comme B ∈ AlgLatA, on déduit que :
p(A)
(
Yy −
∑
k
bkXky
)
+ (q(A)−B) n∑
i=0
αiXiy ∈ VectA
(
p(A)x +
n∑
i=0
αiXiy
)
.
Le vecteur x étant arbitraire, on obtient en vertu de l’hypothèse :
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(
Yy −
∑
k
bkXky
)
+ (q(A)−B) n∑
i=0
αiXiy = 0. (∗)
D’autre part de l’égalité p(T )q(T ) = q(T )p(T ), on obtient :
p(A)
∑
k
bkXky +
n∑
i=0
αiXiq(R)y = q(A)
n∑
i=0
αiXiy +
∑
k
bkXkp(R)y.
Comme q(R)y = Dy et m divise p, cette dérnière égalité devient :
p(A)
∑
k
bkXky +
n∑
i=0
αiXi Dy = q(A)
n∑
i=0
αiXiy.
En reportant l’expression de q(A)
∑n
i=0 αiXiy dans (∗), on obtient
B
n∑
i=0
αiXi = p(A)Y +
n∑
i=0
αiXiD. 
La preuve du théorème suivant repose en partie sur la notion de points d’évaluations ana-
lytiques bornés et le théorème de Thomson [12]. Plus précisément si A = Mz (l’opérateur de
multiplication par la variable complexe z sur P2(μ)) est sous-normal pur, alors il existe un sous-
ensemble ouvert Ω(μ) ⊂ C (appelé ensemble des points d’évaluations bornés analytiques) tel
que pour tout λ ∈ Ω(μ) :
(1) ∃kλ ∈ P2(μ) tel que p(λ) =
∫
pkλ dμ.
(2) ∀f ∈ P2(μ), la fonction z → ∫ f kz dμ est analytique sur un voisinage de λ.
De plus P2(μ) = Vect{kλ: λ ∈ Ω(μ)}.
Théorème 3.2. Si A ∈ B(H) est un opérateur sous-normal, R ∈ B(K) est un opérateur algé-
brique de polynôme minimal m et
T =
[
A X
0 R
]
où X ∈B(K,H)
une extension de A par R, alors AlgLatT ⊂ {p(T )}′ pour tout polynôme p divisible par m et tel
que 0 /∈ σp(p(A)).
Démonstration. Notons d’abord que si A = N ⊕S est la décomposition de A sur H = H0 ⊕H1
en une partie N normale sur H0 et une partie S sous-normale pure sur H1 ; on a pour tout
h = h0 ⊕ h1 ∈ H0 ⊕ H1 et tout polynôme p :
⋂
x=x +x
VectA
(
p(A)x + h)⊂ ⋂ VectA(p(N)x0 + h0)⊕ ⋂ VectA(p(S)x1 + h1).0 1 x0∈H0 x1∈H1
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⋂
x∈H
VectA
(
p(A)x + h)= {0}, ∀h ∈ H,
d’une part pour un opérateur A normal et d’autre part pour un opérateur sous-normal pur. Soient
h ∈ H et p un polynôme divisible par m.
Cas 1. A est normal. Posons Λ = {w ∈ C: p(w) = 0} et considérons, pour chaque k ∈ N∗,
k = {z ∈ σ(A): |z − λ| 1k , ∀λ ∈ Λ}. Soit la fonction fk définie par
fk(z) =
{ 1
p(z)
, si z ∈ k;
0, si z ∈ σ(A)\k.
En posant xk = −fk(A)h, on obtient p(A)xk = −E(K)h où E est la mesure spectrale de A.
Comme 0 /∈ σp(p(A)), E(k) −→ I et donc p(A)xk SOT−→ −h, ce qui prouve le résultat du pre-
mier cas.
Cas 2. A est sous-normal pur. Soient F0 = VectA(h) et A0 = A|F0 . Comme A0 est un opé-
rateur sous-normal pur cyclique, on peut supposer que A0 = Mz l’opérateur de multiplication
par la variable complexe z sur F0 = P2(μ). Pour λ ∈ Ω(μ) tel que p(λ) = 0, considérons
xλ = −〈h,kλ〉p(λ) kλ. Comme {kλ: λ ∈ Ω(μ)} est dense dans F0 et 〈p(A0)xλ + h, kλ〉 = 0, on ob-
tient
⋂
x∈F0 VectA0(p(A0)x + h) = {0} et donc
⋂
x∈H VectA(p(A)x + h) = {0}, ce qui achève la
démonstration. 
Un des piliers de la théorie des opérateurs sous-normaux est le théorème de factorisation des
formes linéaires w∗-continues dû à Olin et Thomson [8]. Le lemme suivant est une variante de
ce résultat et dont la preuve peut se faire en suivant la démarche proposée dans [4]. Rappelons
qu’une sous algèbre A de L∞(μ) contenant 1 est antisymétrique si les seules fonctions réelles
de A sont les fonctions constantes. Grâce à la décomposition de Sarason, on vérifie que P∞(μ)
est antisymétrique si et seulement si G(μ) est connexe et la mesure singulière μs qui figure dans
la décomposition de Sarason μ = μa ⊕μs est nulle.
Dans la suite pour u,v ∈ H, la notation u ⊗ v désignera la forme linéaire sur B(H) définie
par u⊗ v(S) = 〈Su, v〉 pour tout S ∈B(H).
Lemme 3.3. Soit A ∈B(H) un opérateur sous-normal de mesure spectrale scalaire μ et tel que
P∞(μ) est antisymétrique. Soient L une forme linéaire w∗-continue sur W(A) et h ∈ H. Alors
pour tout λ ∈ G(μ) et tout entier n, il existe x et y dans H tels que L = ((A− λ)nx + h)⊗ y.
Lemme 3.4. Soient A ∈ B(H) un opérateur sous-normal de mesure spectrale scalaire μ et
B ∈ W(A). Soient h ∈ H, λ ∈ G(μ) et n 1. Si, pour tout x ∈ H, on a
B
(
(A− λ)nx + h) ∈ VectA[(A− λ)n((A− λ)nx + h)],
alors B ∈ WA((A− λ)n).
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tel que B − q(A) ∈ WA((A − λ)n). Nous allons montrer que q est identiquement nul. Soit G0
la composante connexe de G(μ) contenant λ. On peut écrire H = H0 ⊕ H1 avec H0 et H1
invariant par A. De plus si on note respectivement par μ0 et μ1 les mesures spectrales de A|H0 et
A|H1 , alors μ = μ0 ⊕ μ1, P∞(μ) = P∞(μ0) ⊕ P∞(μ1) et P∞(μ0) s’identifie canoniquement
à H∞(G0). Donc quitte à considérer A|H0 , on peut supposer que P∞(μ) est antisymétrique. Soit
k ∈ {1, . . . , n} et considérons la forme linéaire Lk définie sur les polynômes en A par Lk(p(A)) =
p(k)(λ) (p(k) est la dérivée k-ème de p). Puisque λ ∈ G(μ), Lk se prolonge en une forme linéaire
w∗-continue sur W(A). D’après le lemme 3.3, il existe x et y dans H tels que
Lk =
(
(A− λ)nx + h)⊗ y.
Comme B((A − λ)nx + h) ∈ VectA[(A − λ)n((A − λ)x + h)] et compte tenu du fait que
B − q(A) ∈ WA((A− λ)n), on a
q(A)
(
(A− λ)nx + h) ∈ VectA[(A− λ)n((A− λ)nx + h)].
Ainsi on obtient q(k)(λ) = Lk(q(A)) = 〈q(A)((A− λ)nx + h), y〉 = 0. Comme deg(q) n− 1,
q = 0 et par suite B ∈ WA((A− λ)n). 
Lemme 3.5. Soient A ∈ B(H) un opérateur sous-normal, R ∈ B(K) un opérateur algébrique
de polynôme minimal m et e ∈ K un vecteur de polynôme R-annulateur m. Soit
T =
[
A X
0 R
]
où X ∈B(K,H)
une extension de A par R telle que m(A) est injectif. Soit
S =
[
B Y
0 D
]
tel que De = 0.
Si S ∈ AlgLatT , alors B ∈ WA(m(A)).
Démonstration. Supposons que S ∈ AlgLatT . Soient μ la mesure spectrale scalaire de A et
G(μ) l’intérieur de l’enveloppe de Sarason associée à μ. Posons m = ∏ri=1(z − λi)ni , J ={i ∈ {1, . . . , r}: λi /∈ G(μ)}. Pour montrer que B ∈ WA(m(A)) il suffit de montrer, en vertu du
Lemme 3.4 et du fait que WA(m(A)) =⋂i /∈J WA((A − λi)ni ), que pour un certain h ∈ H on a
pour tout x ∈ H et i /∈ J :
B
(
(A− λi)ni x + h
) ∈ VectA[(A− λi)ni ((A− λi)ni x + h)].
Soient i /∈ J et x ∈ H. Posons Ki = Ker(R − λi)ni , Ri = R|Ki . Soient ei ∈ Ki , la projection de
e sur Ki parallélement à
⊕
j =i Ker(R − λj )nj . Comme S(x + ei) ∈ VectT (x + ei) et ei admet
(z − λi)ni comme polynôme Ri -annulateur, il existe un polynôme q (dépendant de x et ei ) avec
deg(q) < ni tel que
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{
q(R)ei = Dei = 0,
Bx + Yei − q(A)x − q(T )ei ∈ VectA((A− λi)ni x + (T − λi)ni ei).
Ainsi q = 0 et Bx + Yei ∈ VectA((A− λi)ni x + (T − λi)ni ei). Ceci entraine
(A− λi)ni (Bx + Yei) ∈ VectA
[
(A− λi)ni
(
(A− λi)ni x + (T − λi)ni ei
)]
. (3.1)
Mais d’aprés le théorème 3.2 on a
(A− λi)ni Y ei = B(T − λi)ni ei .
L’équation (3.1) devient alors :
B
(
(A− λi)ni x + (T − λi)ni ei
) ∈ VectA[(A− λi)ni ((A− λi)ni x + (T − λi)ni ei)].
Ceci achève la démonstration. 
Lemme 3.6. Soient A ∈ B(H) un opérateur sous-normal, R ∈ B(K) un opérateur algébrique
de polynôme minimal m =∑nj=0 aj zj tel que m(A) est injectif et
T =
[
A X
0 R
]
où X ∈B(K,H)
une extension de A par R. Soient e ∈ K un vecteur de polynôme R-annulateur m et F ∈ LatR
tel que K = VectR(e)⊕F . On a :
AlgLatT ⊂ W(T )⊕
{[
0 C
0 D
]
: D ∈ AlgLatR, De = 0, D|F = 0,
m(A)C +
n∑
j=0
ajXjD = 0
}
.
Démonstration. Posons
E =
{[
0 C
0 D
]
: D ∈ AlgLatR, De = 0, D|F = 0, m(A)C +
n∑
j=0
ajXjD = 0
}
.
On a E ∩W(T ) = {0}, car si V = [ 0 C0 D ] ∈ W(T ), alors D ∈ W(R) soit D = q(R) pour un certain
polynôme q ; en particulier q(R)e = 0, d’oú l’on déduit (d’après l’hypothèse initiale sur e) que
q est un mutiple de m et finalement D = q(R) = 0. L’équation m(A)C +∑nj=0 ajXjD = 0 et
l’injectivité de m(A) conduisent maintenant à C = 0. Ainsi V = 0.
Soit S ∈ AlgLatT . D’après le théorème 3.2 et la réflexivité de A, S s’écrit sous la forme
S =
[
B Y
0 D
]
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marque 2.4, et quite à retrancher de S un polynôme convenable en T , on peut supposer que
De = 0 et D|F = 0. Par suite on a B ∈ WA(m(A)) par le lemme 3.5. Soit C ∈ B(K,H) défini
par :
{
C|F = 0,
CRke = BXke −AkYe + YRke, 1 k  n− 1.
Posons
S0 =
[
B Y −C
0 0
]
et S1 =
[
0 C
0 D
]
.
De B
∑n
j=0 ajXj = m(A)Y +
∑n
j=0 ajXjD et m(T )T k = T km(T ), on obtient m(A)C +∑n
j=0 ajXjD = 0, en effet on a :
m(A)CRke = m(A)(BXke −AkYe + YRke)
= B
(
m(A)Xke −Ak
n∑
j=0
ajXje +
n∑
j=0
ajXjR
ke
)
−
n∑
j=0
ajXjDR
ke
= B(m(T )T k − T km(T ))e − n∑
j=0
ajXjDR
ke
= −
n∑
j=0
ajXjDR
ke.
Comme B
∑n
j=0 ajXj = m(A)(Y −C) et B ∈ WA(m(A)), S0 ∈ W(T ) par le lemme 2.2, ce qui
achève la démonstration. 
Lemme 3.7. Soient A ∈ B(H) un opérateur sous-normal de mesure spectrale scalaire μ, R ∈
B(K) un opérateur algébrique de polynôme minimal m = (z − λ)n. Supposons que A− λ est
injectif et soit
T =
[
A X
0 R
]
où X ∈B(K,H)
une extension de A par R. Si λ ∈ G(μ), alors T est réflexif.
Démonstration. Soit S ∈ AlgLatT et posons m =∑ni=0 aizi . D’après le lemme 3.6, on peut
supposer que S s’écrit sous la forme
S =
[
0 C
0 D
]
avec m(A)C +∑ni=0 aiXiD = 0. Soient x ∈ H et y ∈ K. Comme S(x + y) ∈ VectT (x + y), il
existe un polynôme q(z) =∑ bkzk (dépendant de x, y) avec deg(q) < deg(m) tel quek
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{
Dy = q(R)y,
Cy − q(A)x −∑k bkXky ∈ VectA(m(A)x +∑ni=0 aiXiy). (3.2)
D’autre part ; en tenant compte de ce qui précède et de l’identité m(T )q(T ) = q(T )m(T ), on a :
m(A)
(
Cy − q(A)x −
∑
k
bkXky
)
= −m(A)q(A)x −
(
n∑
i=0
aiXiq(R)y +m(A)
∑
k
bkXky
)
= −m(A)q(A)x − q(A)
n∑
i=0
aiXiy
= −q(A)
(
m(A)x +
n∑
i=0
aiXiy
)
.
Par conséquent on a
q(A)
(
m(A)x +
n∑
i=0
aiXiy
)
∈ VectA
(
m(A)
(
m(A)x +
n∑
i=0
aiXiy
))
.
Comme λ ∈ G(μ), q(A) ∈ WA(m(A)) par le lemme 3.4 et par suite q = 0 puisque deg(q) <
deg(m). Donc D = 0 et comme m(A) est injectif, C = 0, ce qui implique que S = 0. 
Le théorème suivant réduit l’étude de la réflexivité d’une extension d’un opérateur sous-
normal par un opérateur algébrique à celle de la réflexivité d’une extension d’un opérateur
sous-normal par un opérateur nilpotent.
Théorème 3.8. Soient A ∈ B(H) un opérateur sous-normal et R ∈ B(K) un opérateur algé-
brique de polynôme minimal m =∏ri=1 (z − λi)ni . Supposons que m(A) est injectif et soit
T =
[
A X
0 R
]
où X ∈B(K,H)
une extension de A par R. Posons pour i = 1, . . . , r , Ki = Ker(R − λi)ni et Ti = T|H⊕Ki . Alors
on a T est réflexif si et seulement si pour tout i = 1, . . . , r , Ti est réflexif.
Démonstration. Supposons que Ti est réflexif pour tout i ∈ {1, . . . , r}. Montrons que T est
réflexif. Soient S ∈ AlgLatT , e ∈ K un vecteur de polynôme R-annulateur m et F ∈ LatR tel
que K = VectR(e) ⊕F . Posons m =∑i=ni=0 aizi . D’aprés le lemme 3.6, on peut supposer que S
s’écrit sous la forme :
S =
[
0 Y
0 D
]
où Y ∈B(K,H)
avec D ∈ AlgLatR, De = 0, D|F = 0 et m(A)Y +∑nj=0 ajXjD = 0. Posons pour tout i =
1, . . . , r , Ri = R|K , Di = D|K et Si = S|H⊕K . Il est clair que pour tout i = 1, . . . , ri i i
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[
0 Yi
0 Di
]
∈ AlgLat(Ti).
Puisque Ti est réflexif, Si ∈ W(Ti) et par suite Di ∈ W(Ri). Si on note ei la projection de e sur
Ki paralléllement à
⊕
j =i Ker(R − λj )nj , on obtient Diei = 0 puisque De = 0. Ainsi Di = 0,
donc D = 0, d’où S = 0. Il en résulte que T est réflexif.
Inversement, supposons qu’il existe i0 ∈ {1, . . . , r} tel que Ti0 n’est pas réflexif. On peut écrire
Ti0 =
[
A Xi0
0 Ri0
]
avec Xi0 ∈B(Ki0,H). D’après le lemme 3.6, il existe
Si0 =
[
0 Yi0
0 Di0
]
∈ AlgLat(Ti0)
tel que Si0 /∈ W(Ti0). Soient μ la mesure spectrale scalaire de A et G(μ) l’intérieur de l’enve-
loppe de Sarason associé à μ. On a λi0 /∈ G(μ) par le lemme 3.7, donc le polynôme (z − λi0)ni0
divise le polynôme mext (mext est le facteur, du polynôme minimal m, dont les racines sont à
l’extérieur de G(μ)). Si on pose mext(z) =∑i βizi , on obtient en vertu du théorème 3.2
mext(A)Yi0 +
∑
i
βiXiDi0 = 0. (3.3)
Soient maintenant D ∈B(K) et Y ∈B(K,H) définis par
{
D = Di0, sur Ki0,
D = 0, sur ⊕j =i0 Kj , et
{
Y = Yi0, sur Ki0,
Y = 0, sur ⊕j =i0 Kj .
Considérons maintenant l’opérateur S ∈B(H ⊕ K) défini par
S =
[
0 Y
0 D
]
.
Comme Si0 /∈ W(Ti0), S /∈ W(T ). Montrons que S ∈ AlgLatT . Soient x ∈ H et y ∈ K.
Puisque Di0 ∈ AlgLatRi0 et AlgLatR =
⊕i=r
i=1 AlgLatRi , D ∈ AlgLatR. Il existe donc un po-
lynôme p (dépendant de y) tel que Dy = p(R)y. Il est clair que mext(A)Y +∑i βiXiD = 0
et mext(R)D = 0, ce qui implique que mext(T )S = 0. Il en résulte que mext(T )(S − p(T ))(x +
y) = −mext(T )p(T )(x + y) ∈ VectT (x + y). Comme I ∈ WA(mext(A)), (S − p(T ))(x + y) ∈
VectT (x + y) et donc S(x + y) ∈ VectT (x + y). Ceci montre que S ∈ AlgLat(T ). Or S /∈ W(T )
et donc T n’est pas réflexif. D’où le résultat. 
Théorème 3.9. Soient A ∈ B(H) un opérateur sous-normal de mesure spectrale scalaire μ et
G(μ) l’intérieur de l’enveloppe de Sarason. Soient R ∈ B(K) un opérateur nilpotent d’ordre n
et e ∈ K tel que Rn−1e = 0. Supposons que A est injectif et soit
T =
[
A X
0 R
]
où X ∈B(K,H)
2598 M. Benlarbi Delaï et al. / Journal of Functional Analysis 258 (2010) 2586–2600une extension de A par R. Alors T est réflexif si et seulement si, 0 ∈ G(μ) ou R est réflexif ou
T ne /∈ ImA.
Démonstration. Si 0 ∈ G(μ), alors T est réflexif d’après le lemme 3.7. Supposons R est réflexif
ou T ne /∈ Im(A) et montrons que T est réflexif. Si S ∈ AlgLatT , alors, d’après le lemme 3.6, on
peut supposer que
S =
[
0 Y
0 D
]
où Y ∈B(K,H)
avec D ∈ AlgLatR, AnY +XnD = 0, De = 0 et D|F = 0.
Si R est réflexif, il existe p polynôme tel que D = p(R), donc D = 0 et ainsi S = 0.
Supposons T ne /∈ Im(A). Comme D ∈ AlgLatR, il existe pour tout k = 0, . . . , n, pk poly-
nôme tels que DRke = pk(R)e. De pk(T )T n = T npk(T ) on obtient pk(A)Xne − Xnpk(R)e ∈
ImAn et de AnY +XnD = 0, on obtient Xnpk(R)e = XnDRke = AnYRke. Ceci implique que,
pour tout k = 0, . . . , n, pk(A)Xne ∈ Im(An) et par suite zn divise pk , donc DRke = 0, donc
D = 0 et par suite S = 0.
Inversement, supposons que 0 /∈ G(μ), R n’est pas réflexif et T ne ∈ Im(A). Il existe donc un
vecteur y0 ∈ H tel que T ne = Ay0 et, par le théorème 2.3, l’ordre de nilpotence p de R|F est
inférieur ou égale à n− 2. Considérons l’opérateur D ∈B(K) défini par
⎧⎪⎪⎨
⎪⎪⎩
D|F = 0,
De = 0,
DRke = 0, si k  n− p,
DRke = Rn−1e, si 1 k  n− p − 1.
Notons que D /∈ W(R) et D ∈ AlgLatR par le théorème 2.3. Soit Y ∈B(K,H) défini par
⎧⎪⎪⎨
⎪⎪⎩
Y|F = 0,
Y e = 0,
YRke = 0, si k  n− p,
YRke = Xn−1e − y0, si 1 k  n− p − 1.
De T nT k = T kT n (1 k  n− p − 1), on obtient
AnYRke = AnXn−1e −Any0
= AnXn−1e −An−1Xne
= (AnXn−1 −An−1Xn)e
= −XnRn−1e
= −XnDRke.
On obtient donc AnY +XnD = 0. Soit S ∈B(H ⊕ K) défini par
S =
[
0 Y
0 D
]
.
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y ∈ K. Soit p polynôme dépendant de y tel que Dy = p(R)y. On a T nS = 0 en vertu de AnY +
XnD = 0 et T n(S − p(T ))(x + y) = −T np(T )(x + y) ∈ VectT (x + y). Comme I ∈ WA(A),
(S−p(T ))(x+y) ∈ VectT (x+y) et ainsi S ∈ AlgLatT et T est non réflexif. D’où le résultat. 
4. Défaut de réflexivité
Le défaut de réflexivité d’un opérateur T est défini par la quantité
δ(T ) = dim(AlgLatT/W(T )).
Il est clair qu’un opérateur T est réflexif si et seulement si δ(T ) = 0. En adoptant la démarche
entreprise dans la preuve du théorème 3.8, on peut obtenir aisément le théorème suivant :
Théorème 4.1. Soient A ∈ B(H) un opérateur sous-normal et R ∈ B(K) un opérateur algé-
brique de polynôme minimal m =∏i=ri=1(z − λi)ni . Supposons que m(A) est injectif et soit
T =
[
A X
0 R
]
où X ∈B(K,H)
une extension de A par R. Posons pour i = 1, . . . , r , Ki = Ker(R − λi)ni et Ti = T|H⊕Ki . On a
δ(T ) =
i=r∑
i=1
δ(Ti).
Ainsi le calcul de défaut de réflexivité d’une extension T d’un opérateur sous-normal par
un opérateur algébrique est réduit donc au calcul de défaut de réflexivité d’une extension d’un
opérateur sous-normal par un opérateur nilpotent. On a le résultat suivant qui peut s’obtenir en
adoptant la même démarche que dans la preuve du théorème 3.9.
Théorème 4.2. Soient A ∈B(H) un opérateur sous-normal et N ∈B(K) un opérateur nilpotent
d’ordre n. Soit
T =
[
A X
0 N
]
où X ∈B(K,H)
une extension de A par N . Supposons que A est injectif. Soient e ∈ K tel que Nn−1e = 0, F ∈
LatN tel que K = VectN(e)⊕F . Soient zp le polynôme minimal de N|F , h = Max{k  0: T ne ∈
Ak(H)} et l = Min(n− p − 1, h). On a
δ(T ) = l(n− p − l)+ l(l − 1)
2
.
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