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SIMPLICIAL STRUCTURE ON COMPLEXES
DJALAL MIRMOHADES
Abstract. While chain complexes are equipped with a differential d satis-
fying d2 = 0, their generalizations called N-complexes have a differential d
satisfying dN = 0. In this paper we show that the lax nerve of the category of
chain complexes is pointwise adjoint equivalent to the décalage of the simpli-
cial category of N-complexes. This reveals additional simplicial structure on
the lax nerve of the category of chain complexes which provides a categorfica-
tion of the triangulated homotopy category of chain complexes. We study this
phenomena in general and present evidence that the axioms of triangulated
categories have simplicial origin.
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1. Introduction
1.1. Categorification.
Decategorification is a special process by which one turns an n-category into an
(n−1)-category. The reverse process, that is to construct something that decategori-
fies to a given category, is called categorification. To some extent, categorification
aims to introduce new interesting structure which could reveal previously hidden
information.
One way of decatigorifying an n-category, which we denote by K, is to first
identify all isomorphic (n−1)-morphisms and then to forget about the n-morphisms.
The following example illustrates this.
Let Q−mod be the category of finite-dimensional vector spaces over the rational
numbers. Then there is a bijection
dim : K(Q−mod) −→ N
which sends a vector space V to dim(V ). The structure which is inherited in this
case is that given by direct sum and tensor product, that is
dim(X ⊕ Y ) = dim(X) + dim(Y ),
dim(X ⊗ Y ) = dim(X) dim(Y ).
For more examples, see [Maz].
1.2. N-complexes: an informal description of the results.
Let ComN (A), where N is a positive integer, denote the sesquicategory (i.e. a
2-category without the interchange law) of N -complexes over an additive category
A, that is “chain” complexes that satisfy
dN = 0
instead of the usual d2 = 0. There is also an appropriate generalization of the notion
of homotopy which is used to define 2-morphisms. The category of ordinary chain
complexes over A is then denoted Com2(A). The decategorification K(Com2(A))
of Com2(A), known as the homotopy category of chain complexes, has a very special
structure called triangulation. But this structure emerges only after decategorifica-
tion. One serious inconvenience in the theory of triangulated categories is failure
of functoriality in the axiom which addresses extensions of morphisms to triangles,
see [GM, p. 245]. If we go back to Com2(A), the corresponding construction called
the mapping cone is a functor, but the presumed triangles
0 −→ dom(f) −→ Cyl(f) −→ Cone(f) −→ 0
where f is a morphism, do not satisfy anything that resembles triangulation. How-
ever, in this paper we will show that some of the axioms of triangulated categories,
here called semitriangulation, can be categorified in a neat way, in terms of a section
of a décalage which we call weak recalage. Moreover, for the category K(Com2(A))
we find a corresponding (strict) recalage called the simplicial sesquicategory of N -
complexes over A which is denoted Com∆(A). It is a 2-functor from the oppo-
site simplex 2-category ∆op to the (large) category of sesquicategories. It maps
an object [n] of ∆op to the sesquicategory Comn+1(A), while 1-morphisms and
2-morphisms of ∆op are mapped to functors and natural transformations, respec-
tively, in a nerve-like manner (see Definition 3.3).
The existence of an object Com∆(A) with its strict interpretation of the axioms
of semitriangulated categories was somewhat unexpected. We believe that there is
a deeper reason as to why this happens and that Com∆(A) deserves to be called a
categorification of the triangulated category K(Com2(A)).
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1.3. Outline.
In Chapter 2, we define category theoretic notions such as sesquicategories, de-
categorification, 2-simplicial objects, the 2-nerveN, the lax nerve LN, the décalage
Σ and the 2-simplicial functor
SpineS : S −→ N(S[0]).
In Chapter 3, the simplicial sesquicategory of N -complexes Com∆(A) is defined
and it is proven, by explicit construction, that SpineΣCom∆(A) is a pointwise adjoint
equivalence.
In Chapter 4, we argue that the above equivalence shows that Com∆(A), with
its nerve-like simplicial structure alone, categorifies K(Com2(A)) together with a
significant part of its triangulated structure.
In Chapter 5, we go in the opposite direction and show that the decategorification
of semitriangulation produces a group structure. Using our experience from the
previous chapter, we obtain that a group structure on a set is the same thing as a
recalage of the nerve of the set.
In Chapter 6 we summarize our results and present some conclusions and reflec-
tions.
1.4. Some background.
This work began as an attempt to explain Theorem 1.3 in [Ka] by Kapranov
which says that the homology of a 3-complex is exact. As is pointed out in [Ka],
homologies of N -complexes for various N are functors H
. . .
H // Com3(A)
H // Com2(A)
H // Com1(A)
that satisfy H ◦H = 0 at the rightmost part of the diagram.
But why does this hold only for 3-complexes? An examination of a broader
range of homologies in [Mi] by the author suggested that the individual homology
functors pHi of [Ka] are indeed the right ones. The functor H is defined as the
total complex of the double complex made up of all the pHi, which has nontrivial
sums only when N ≥ 4. We conclude that addition should be avoided. To answer
the question, we look behind homology into homotopy, for a property that holds
for all N -complexes, but at the same time explains the above special feature of
3-complexes. This paper proposes the following version of an answer:
We show, using an explicit recursive construction, that the simplicial functor
SpineΣCom∆(A) is a degreewize adjoint equivalence. This equivalence can be used
to move the forgotten simplicial functors of ΣCom∆(A) to a weak recalage of the
lax nerve of A. In particular at degree 2, the equivalence says that 3-complexes are
triangles and their homology is hence exact.
The fact that 3-complexes are triangles was mentioned by Alexei Bondal to my
advisor Volodymyr Mazorchuk (we did not manage to find any reference for this
property, in this paper this appears as Corollary 4.7). On the other hand, the
homology of the above “mapping cone”-recalage of the nerve of A was described by
[Wal, p. 98] in 1966. More recently, a derived equivalence was shown in [IKM, Th.
4.9] which is related to our results; the derived equivalence follows from the adjoint
equivalence mentioned above. This is because some of the homology functors pHi
factors trough the functors vi (these are the components of Spine see Definition 2.41
and Definition 2.43) and the remaining homology functors are determined by those.
Hence the quasi-isomorphisms ofΣCom∆(A)[n] and LN+(Com2(A))[n] coincide and
the adjoint equivalence in Theorem 3.15 induces an equivalence between the derived
categories.
The subject of N -complexes can be traced back to 1942 in [Maye] by Mayer.
Interest started to grow after the preprint [Ka] by M. Kapranov which appeared in
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1991, see for example [Ab, Bi, CSW, DV1, DV2, DV3, DVH, DVK, Es, He, KW,
Ta, Wam] and references therein. Interest seems now to be accelerating due to the
paper [KQ] by Khovanov and Qi.
2. Category Theory
2.1. Categories.
Terminology is mainly due to [Mac] and [nLab].
Definition 2.1. A category consists of a set O of objects, a set A of arrows or
morphisms, three functions
A
dom //
cod
// Oidoo
and for any pair of arrows f, g such that dom(f) = cod(g), there exist a unique
arrow denoted fg, called their composition, satisfying the following axioms:
dom(id(x)) = x,
cod(id(x)) = x,
dom(gf) = dom(f),
cod(gf) = cod(g),
(fg)h = f(gh),
id(x)f = f,
f id(x) = f
for all arrows f, g, h and objects x where the given composition is defined. △
Definition 2.2. A functor F is a structure-preserving map between categories.
More precisely, it is two functions (both denoted by F ):
A
F

dom //
cod
// Oidoo
F

A′
dom //
cod
// O
′idoo
that commute with dom, cod, id and preserve composition;
F (fg) = F (f)F (g)
for composable arrows f, g ∈ A. △
Example 2.3. Any preorder (P,≤), that is a set P with a reflexive and transitive
binary relation ≤⊂ P × P , can be regarded as a category
≤
dom //
cod
// Pidoo
where dom and cod are the two projections ≤ ⊂ P × P → P and id : P →≤ is
the diagonal map. In this category there is precisely one morphism x→ y if x ≤ y
and none otherwise. The reflexivity of the relation provides identity morphisms and
transitivity provides composition of morphisms.
To avoid set-theoretical problems we fix a Grothendieck universe U (see [Wi])
and adopt a terminology relative to U .
Definition 2.4. A set M is said to be small if M ∈ U . △
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Definition 2.5. Define Set as the category whose objects are all small sets and
morphisms are functions between sets. △
Definition 2.6. A 2-category is a category C with additional data:
• For each pair of objects (x, y) in C, there is a category denoted C(x, y)
with its object set equal to the set of morphisms x→ y.
• For each triple (x, y, z) of objects in C, there is a functor called horizontal
composition
_ ◦0 _ : C(y, z)× C(x, y) −→ C(x, z)
that coincides with composition in C on objects (f, g) of C(y, z)× C(x, y)
i.e. f ◦0 g = fg : x→ z.
A morphisms of the category C(x, y) is called a 2-morphisms of the 2-category C.
△
Definition 2.7. Define Cat as the 2-category whose objects are all small cat-
egories, whose morphisms are functors between small categories and whose 2-
morphisms are natural transformations between those. △
Definition 2.8. There is a functor
Ob : Cat −→ Set
that maps each small category C to the set Ob(C) of its objects and functors
between categories to the corresponding functions. This functor has both a left
and a right adjoint, both of which are sections of Ob (they map a set M to a
category C such that Ob(C) =M).
The left adjoint of Ob maps a set to a category with no morphisms but the
identity morphisms and maps functions to functors in the obvious way. We will use
the left adjoint of Ob implicitly when a set is regarded as a category or when an
n-category is regarded as an (n+ 1)-category.
The right adjoint of Ob maps a set to the preorder given by the full binary
relation on the set, considered as a category as in Example 2.3, and maps functions
to functors in the obvious way. △
Definition 2.9. A sesquicategory (or 1.5-category) is a category C together
with a lift of the hom-functor along Ob : Cat → Set. That is a functor HOMC :
Cop × C → Cat such that the diagram
Cat
Ob

Cop × C
HomC
//
HOMC
99tttttttttt
Set
commutes. A functor between sesquicategories is an ordinary functor F : C → D
together with a lift of the hom-natural transformation
HomF : HomC =⇒ HomD ◦ (F
op × F )
(HomF )(x,y) : HomC(x, y) −→ HomD(Fx, Fy)
f 7−→ (HomF )(x,y)(f) := Ff
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Cop × C
HomC
&&▲▲
▲▲▲
▲▲▲
▲
F op×F

☎☎☎☎} HomF Set
Dop ×D
HomD
88rrrrrrrrr
along Ob : Cat→ Set. That is a natural transformation
HOMF : HOMC =⇒ HOMD ◦ (F
op × F )
Cop × C
HOMC
&&▼▼
▼▼▼
▼▼▼
▼
F op×F

✄✄✄} HOMF Cat
Ob // Set
Dop ×D
HOMD
88qqqqqqqqq
such that Ob ◦0 HOMF = HomF . A natural transformation between functors is an
ordinary natural transformation η : F ⇒ G : C → D which is compatible with the
chosen lift. That is, for every pair of objects x, y ∈ C, the diagram
HOMC(x, y)
HOMG(x,y) //
HOMF (x,y)

HOMD(Gx,Gy)
HOMD(ηx,id)

HOMD(Fx, Fy)
HOMD(id,ηy)
// HOMD(Fx,Gy)
commutes. △
In a sesquicategory C, each hom-set Hom(x, y) is the object set of a small cat-
egory HOM(x, y). Objects and morphisms of the category HOM(x, y) are called
1- and 2-morphisms of C, respectively. There is a “vertical” composition of 2-
morphisms (the composition inside HOM(x, y)) and a “horizontal” composition be-
tween a 2-morphism α (morphism of HOM(x, y)) and a 1-morphism f : y → z
defined by
fα := HOM(idx, f)(α).
This composition becomes distributive due to the functoriallity of HOM(idx, f).
That is, given
x //

BB
✤✤ ✤✤
 α
✤✤ ✤✤
 β
y
f // z
we have
f(βα) = (fβ)(fα).
Composition with f from the right is defined analogously.
Note that no “horizontal” compositions of 2-morphisms is postulated. However,
one can construct a horizontal composition in two ways; given a diagram
•
e
%%
f
99
✤✤ ✤✤
 α •
g
%%
h
99
✤✤ ✤✤
 β •
we may construct
(βf)(gα) and (hα)(βe)
but unfortunately, these two compositions differ in general.
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Proposition 2.10. A 2-category is a sesquicategory where the two horizontal
compositions are equal. That is, (βf)(gα) = (hα)(βe) in the above diagram.
The following example is the main reason we need sesquicategories:
Example 2.11. The category of chain complexes over an additive category (see
Section 3), with chain maps as 1-morphisms and chain homotopies as 2-morphisms,
is a sesquicategory (but not a 2-category).
Definition 2.12. Define Sesq as the 2-category of all small sesquicategories.
Morphisms are functors between sesquicategories and 2-morphisms are natural
transformations. We will see in Example 2.14 that there are also 3-morphisms
in this category. △
Definition 2.13. A sestercategory1 (or 2.5-category) is a 2-category C together
with a lift of the hom-functor along Ob : Sesq→ Cat, that is a 2-functor HOM
Sesq
Ob

Cop × C
Hom
//
HOM
99ttttttttt
Cat
such that the diagram commutes. △
Example 2.14. The category Sesq can be regarded as a sestercategory in which
the 3-morphisms are modifications.
Definition 2.15. When C is a sesquicategory and D a small category, define
Fun(D,C)
as a sesquicategory with objects, morphisms and 2-morphisms given by functors,
natural transformations and modifications, respectively. △
2.2. Equimorphisms.
In the following definition, we are interested in at most 2.5-categories, for a
definition of 3-categories and higher see [Le].
Definition 2.16. In an n- or
(
n− 12
)
-category, given a pair of parallel m-
morphisms x and y, an equimorphism x ⇒˜ y is, for m = n
the equality relation,
for 0 ≤ m < n a pair of (m+ 1)-morphisms
x
f //
y
g
oo
together with a pair of equimorphisms
fg ⇒˜ idy, gf ⇒˜ idx.
All objects in the category are regarded as parallel 0-morphisms. For n-morphisms
x, y we have x ⇒˜ y ⇔ x = y (Example 2.3 with the equality relation). △
The definition of an equimorphism is recursive. Expanding the recursion, an
equimorphism x ⇒˜ y is two (m+ 1)-morphisms
•
x
''
y
77f⇓⇑g • ,
1From Latin se¯mis (“half”) and ter (“three times”).
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four (m+ 2)-morphisms
y
fg
%%
idy
99ǫ⇓⇑ζ y x
gf
&&
idx
77θ⇓⇑η x ,
eight (m+ 3)-morphisms
fg
ζǫ
''
idfg
77⇓⇑ fg · · · ,
and so on up to the n-morphisms which must be isomorphisms (see Proposition
2.17).
We say that x and y are equivalent if there exist an equimorphism between
them. The equimorphism x ⇒˜ y can be described by the data (f, g, ǫ, η, ζ, θ, . . . ).
We call (g, ǫ, η, ζ, θ, . . . ) a weak inverse of f and we loosely say that f and g are
weak inverses of each other, implying the existence of a tail (ǫ, η, ζ, θ, . . . ).
Functors preserve equimorphisms. The functor HOM(id, r) (see Definition 2.9)
is used to define a horizontal composition between equimorphisms and morphisms
•
x
%%
y
99⇓∼ •
r // •
as it maps an equimorphism x ⇒˜ y to rx ⇒˜ ry. Given equimorphisms (f, g, . . . ) :
x ⇒˜ y and (f ′, g′, . . . ) : y ⇒˜ z between parallel m-morphisms x, y, z, define their
vertical composition in the following way:
For m = n, the statements x = y and y = z imply
x = z.
For m < n, the pair of (m+ 1)-morphisms are
•
x
''
z
77f ′f⇓⇑gg′ • ,
the equimorphism f ′fgg′ ⇒˜ idz is given by applying the functor HOM(g′, f ′) to the
equimorphism fg ⇒˜ idy and vertically compose with f ′g′ ⇒˜ idz:
z ==
idz
g′ // y
fg
%%
idy
99⇓∼ y
f ′ // z
⇓∼
and the equimorphism gg′f ′f ⇒˜ idx is given analogously:
x ==
idx
f // y
g′f ′
%%
idy
99⇓∼ y
g // x
⇓∼
.
Note that vertical composition is defined recursively, just like the definition of
equimorphism.
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Proposition 2.17. In an n- or
(
n− 12
)
-category, an equimorphism between two
(n− 1)-morphisms x and y, is a pair of n-morphisms
x
f //
y
g
oo
such that fg = idy and gf = idx.
Hence for 1-categories, equimorphisms between objects are just isomorphisms.
Definition 2.18. A tuple (F,G, ǫ, η) of functors
C
F //
D
G
oo
and natural transformations (or more generally lax natural transformations, see
Definition 2.24)
D
FG
&&
idD
88
✤✤ ✤✤
 ǫ D C
GF
''
idC
77
✤ ✤✤ ✤KSη C ,
in Sesq is said to be an adjoint equivalence if it can be extended to an equimorphism
(F,G, ǫ, η, . . . ) : C ⇒˜D
and satisfies the “triangular identities” (see [Mac, IV.1(9)])
ǫF (Fη) = idF, (Gǫ)ηG = idG.
△
2.3. Categorification and Decategorification.
Definition 2.19. A groupoid is a category where all morphisms are isomor-
phisms. Define Grpd as the full subcategory of Cat which contains all groupoids.
△
Definition 2.20. Define a functor
iso : Cat −→ Grpd
that maps each category C to the groupoid iso(C) consisting of the same objects
as C but having only the isomorphisms of C as morphisms. Obviously iso(C)
has identity morphisms and is closed under composition of morphisms. Functors
between categories are mapped to their restriction to the isomorphisms, this works
because functors preserve isomorphisms. △
Definition 2.21. Define a functor
π0 : Grpd −→ Set
that maps each groupoid G to the set of isomorphism classes π0(G) of G and
functors between groupoids to functions between sets in the obvious way. △
Definition 2.22. Decategorification is a functor K : Cat→ Set defined as
K := π0 ◦ iso .
We extend this functor to K : Sesq → Cat by applying it to the underlying
morphism categories. By double decategorification we mean the compositionK ◦K :
Sesq→ Set.
We also consider decategorification of internal theories (see [Mac, XII.1] for an
example) in Cat and Sesq. That is, structures defined in terms of categories,
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functors, natural transformations (and modifications) that satisfy certain relations.
When doing so, we require that
Kpreserves equimorphisms.
This essentially means that whenever a theory requires two things to be isomorphic,
then the decategorified theory requires the decategorified things to be equal. We
say that A is a categorification of B whenever B is a decategorification of A. △
2.4. Lax Structures.
Definition 2.23. Given a sesquicategory C, define the sesquicategory LArr(C),
called the lax arrow category of C, together with three functors
LArr(C)
dom //oo id
cod
// C
as follows:
An object x of LArr(C) is a 1-morphism of C. Define dom x := dom(x) and
codx := cod(x); the domain and codomain of x in C.
A 1-morphism f : x→ y in LArr(C) is a triple (f0, f1, f̂) consisting of:
• A 1-morphism f0 : dom(x)→ dom(y) in C.
• A 1-morphism f1 : cod(x)→ cod(y) in C.
•
x

f0 // •
y

•
f1
// •
• A 2-morphism f̂ : yf0 ⇒ f1x in C.
• ED
yf0
@A
f1x
//
f̂ ⑧⑧{
•
Define dom f := f0 and cod f := f1.
A 2-morphism α : f → g : x→ y in LArr(C) is a pair (α̂0, α̂1) consisting of:
• A 2-morphism α̂0 : f0 → g0 in C.
• A 2-morphism α̂1 : f1 → g1 in C.
•
x

f0
((
g0
66
✤✤ ✤✤
 α̂0 •
y

•
f1
((
g1
66
✤✤ ✤✤
 α̂1 •
that satisfy the following equality
ĝ ◦1 (y ◦0 α̂0) = (α̂1 ◦0 x) ◦1 f̂ .
Define domα := α̂0 and codα := α̂1.
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For an object x in LArr(C), the identity morphism idx of LArr(C) is the triple
(iddom(x), idcod(x), idx):
•
x

iddom(x)// •
x

• ED
x
@A
x
//
idx ⑧⑧{
•
idcod(x)
// • •
where idx is the identity 2-morphism of x.
The functor id maps an object a of C to the object ida of LArr(C), a morphism
f : a→ b to the triple (f, f, idf ):
a
ida

f // b
idb

a ED
f
@A
f
//
idf ✁✁|
a
f
// b b
and a 2-morphism α to the pair (α, α). Note the difference between identity mor-
phisms in LArr(C) and the image of the id functor; the former are made of “hori-
zontal” identities while the later “vertical” ones.
Composition of 1-morphisms f and g in LArr(C) is defined as
fg := (f0g0, f1g1, (f1 ◦0 ĝ) ◦1 (f̂ ◦0 g0))
•
x

g0 // •
y

f0 // •
z

• ED
@A
//
ED
zf0g0
@A
f1g1x
//
✁✁| ✁✁|
•
g1
// •
f1
// • •
where ◦0 and ◦1 denote horizontal and vertical composition in C, respectively. Ver-
tical composition of 2-morphisms is defined pointwise and horizontal composition
between a 1-morphisms f and a 2-morphism α is defined as
f ◦0 α := (f0 ◦0 α̂0, f1 ◦0 α̂1)
and similarly when the order is reversed. It is straightforward to verify that these
definitions satisfy the required equality of 2-morphisms and that vertical composi-
tion with 1-morphisms behaves like a functor as required by Definition 2.9. △
Definition 2.24. Let C be a sesquicategory and D a small category. Define
LFun(D,C) as the sesquicategory given by:
Objects are all functors F : D → C.
1-morphisms α : F → G : D → C, called lax natural transformations are
defined as functors
α : D −→ LArr(C)
such that dom ◦ α = F and cod ◦ α = G.
2-morphisms η : α→ β : F → G : D → C , called modifications are defined as
natural transformations
η : α→ β : D −→ LArr(C)
such that dom η = idF and cod η = idG.
For a functor F : D → C, the corresponding identity lax natural transformation
idF is given by
idF := id ◦ F : D −→ LArr(C).
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Given two lax natural transformations
F
α // G
γ // H
define their composition γα on objects x of D as
(γα)x := (γx)(αx)
and on morphisms f : x→ y of D
(γα)f := ((αf)0, (γf)1, (idαx ◦0 γ̂f) ◦1 (α̂f ◦0 idγy))
Fx
Ff=(αf)0

αx // Gx
(αf)1=Gf=(γf)0

γx // Hx
(γf)1=Hf

Fx ED
@A
//
ED
(Hf)(γx)(αx)
@A
(γy)(αy)Ff
//Fy
αy
// Gy
γy
// Hy
  
;C
  
;C
Hy
Given a modification η : α→ β and a lax natural transformation γ
F
α
&&
β
88
✤✤ ✤✤
 η G
γ // H
we define their composition γη on objects x of D as
(γη)x := (γx)ηx.
△
Definition 2.25. Let G : A→ B be a functor between small categories and C
a sesquicategory. Define the 2-functor
LFun(G,C) : LFun(B,C) −→ LFun(A,C)
by composition from the right:
Objects F of LFun(B,C) (functors B → C) are mapped to F ◦G.
1-morphisms α of LFun(B,C) (lax natural transformations) are viewed as
functors α : B → LArr(C) and are mapped to α ◦G : A→ LArr(C).
2-morphisms η : α → β of LFun(B,C) (modifications) are viewed as natural
transformations η : α→ β : B → LArr(C) and are mapped to ηG : α ◦G→ β ◦G.
△
Proposition 2.26. There is a faithful functor injective on objects
Fun(D,C) −→ LFun(D,C)
where a functor is mapped to the same functor and a natural transformation α :
F → G : D → C is mapped to the functor α′ : D → LArr(C) given by
X 7−→ αX : FX −→ GX
for objects X of D and
f 7−→ (Ff,Gf, id) : αX −→ αY
for morphisms f : X → Y , where id denotes the identity 2-morphism on αY (Ff) =
(Gf)αX . Then dom ◦α′ = F and cod ◦α′ = G.
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2.5. Simplicial Categories.
Let N = {0, 1, 2, . . .} be the set of natural numbers.
Definition 2.27. For n ∈ N ∪ {−1}, define [n] as the category given by the
preorder (see Example 2.3)
({0, 1, · · · , n},≤)
where ≤ is the order relation between natural numbers. △
In the category [n], there is precisely one arrow k → m if k ≤ m, none otherwise.
The category has n+1 objects and (n+ 2)(n+ 1)/2 morphisms, in particular [−1]
is the empty category.
Definition 2.28. Define the simplex 2-category, denoted ∆, as the full subcat-
egory of Cat with objects {[n] |n ∈ N}. 1-morphisms (functors) are then order-
preserving functions f : [n] → [m]. There exists a unique 2-morphism (natural
transformation) denoted ≺ : f → g : [n]→ [m] if and only if ∀x ∈ [n] : f(x) ≤ g(x).
△
Definition 2.29. Define the augmented simplex 2-category, denoted ∆+, as the
full subcategory of Cat with objects {[n] |n ∈ N ∪ {−1}}. △
Definition 2.30. Given a 2-category C, define the opposite of C, denoted
Cop, as the category with the same objects, its 1-morphisms reversed (i.e. each
1-morphism in C has its domain and codomain swapped) and its 2-morphisms
unchanged:
x
f
%%
g
99
✤✤ ✤✤
 α y is replaced with x y .
g
ff
f
xx ✤✤ ✤✤
 α
△
Definition 2.31. A simplicial category is a 2-functor ∆op → Cat. △
Definition 2.32. An augmented simplicial category is a 2-functor ∆op+ → Cat.
△
From now on, let S be a fixed simplicial category and use the following shorthand
notation. Let
S[n] := S([n]).
Let
di := S(d
i : [n− 1]→ [n]) : S[n] −→ S[n−1], 0 ≤ i ≤ n,
for the face functors and
si := S(s
i : [n+ 1]→ [n]) : S[n] −→ S[n+1], 0 ≤ i ≤ n,
for the degeneracy functors. Given the 2-morphism
≺ : f −→ g : [n] −→ [m]
let the natural transformation
τ = τf,g := S(≺) : S(f) −→ S(g) : S[m] → S[n].
Objects of S[n] are called n-simplicies.
Definition 2.33. Consider the 2-functor σ : ∆ → ∆ (σ : ∆+ → ∆+) which
maps the object [n] to [n+ 1], morphisms dn to dn+1, sn to sn+1 and 2-morphisms
in the only possible way. Now, given an (augmented) simplicial category S, define
the décalage of S, or ΣS as
ΣS := S ◦ σ.
△
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One may think of ΣS as an (augmented) simplicial category, shifted in degree
(ΣS)[n] = S[n+1]
where S[0] (S[−1]) and all the d0 and s0 have been forgotten. Note that by remem-
bering S[0], ΣS becomes augmented, even if S wasn’t.
2.6. Nerve Constructions.
Definition 2.34. Given a small category C, define the simplicial categoryN(C),
called the 2-nerve of C, as
N(C) := Fun(_ , C)|∆op : ∆
op → Cat
where Fun denotes the functor category (internal hom in Cat) and |∆op denotes
the restriction to ∆op. △
Definition 2.35. Analogously, define the simplicial category N+(C), called the
augmented 2-nerve of C, as
N+(C) := Fun(_ , C)|∆op+ : ∆
op
+ → Cat.
△
By the 2-Yoneda lemma we have
2–Nat(N([n]),N(C)) ≃ N(C)[n] = Fun([n], C).
Definition 2.36. Given a simplicial category S, define the simplicial set Ob(S),
where at degree n ∈ N
Ob(S)n := Ob(S[n])
with the face and degeneracy functions given by the corresponding functors. △
Example 2.37. The simplicial set Ob(N(C)) is known as the nerve of C (see
[Mac, XII.2]).
Definition 2.38. Given a small 2-category C, define the simplicial category(
LN+(C)
)
LN(C), called the lax-nerve of C, as
LN(C) := LFun(_ , C)|∆op : ∆
op → Cat(
LN+(C) := LFun(_ , C)|∆op+ : ∆
op
+ → Cat
)
where LFun is defined in Definition 2.24 and Definition 2.25, and |∆op denotes the
restriction to ∆op. △
2.7. Simplicial Functors.
Definition 2.39. A simplicial functor between two simplicial categories is de-
fined as a natural transformation between their underlying functors. △
Proposition 2.40. There is a faithful simplicial functor injective on objects
N(C) −→ LN(C),
induced by the embedding Fun→ LFun (see Proposition 2.26).
Definition 2.41. Let S be a simplicial category and n a positive integer. For
each 0 ≤ i ≤ n, define the i:th vertex functor
vi : S[n] −→ S[0],
as the composition
vi := d0 · · ·di−1di+1 · · ·dn
where di is omitted. The dependence on n is implicitly given by the domain of vi.
For n = 0 the functor v0 : S[0] → S[0] is the identity functor. △
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Proposition 2.42. There are natural transformations
τ = S(≺) : vi → vi+1.
The 2-morphism ≺ is defined in Definition 2.28.
Proof. We have
≺ : di+1 −→ di : [i] −→ [i+ 1]
which is mapped by S to
τ : di+1 −→ di : S[i+1] −→ S[i].
Composing with d0 · · ·di−1 from the left and di+2 · · ·dn from the right we get
τ : d0 · · ·di−1di+1di+2 · · ·dn −→ d0 · · ·di−1didi+2 · · ·dn.

Definition 2.43. Given a simplicial category, we shall define a simplicial functor
Spine = SpineS : S −→ N(S[0]).
Regard the category N(S[0])[n] = Fun([n],S[0]) as the category of diagrams of the
shape
0 // 1 // . . . // n
in S[0] and define the functors Spine[n] : S[n] −→ N(S[0])[n]
Spine[n] := v0
τ // v1
τ // . . .
τ // vn
for all n ≥ 0. For n = 0, this means Spine[0] = v0 : S[0] → S[0] is the identity
functor. △
Proposition 2.44. If S it the 2-nerve of a category, then
Spine : S −→ N(S[0])
is an isomorphism of simplicial categories.
3. N–Complexes
3.1. The Simplicial Sesquicategory of N–Complexes.
Definition 3.1. For an additive category A and an integer N ≥ 1, let ComN (A)
denote the sesquicategory of N -complexes over A, defined as follows:
An object X of ComN (A), called an N -complex (or chain complex when
N = 2), is a collection of objects {X i}i∈Z in A together with a collection of mor-
phisms d, called differentials, between adjacent pair of objects
· · ·
d // X0 d // X1 d // X2 d // · · · .
such that the composition of N consecutive differentials equals zero. The “degree”
of the differential is never written out, so we may write
dN = 0
despite the fact that d is not an endomorphism.
A 1-morphism f : X → Y of ComN (A) is a collection of morphisms {f i}i∈Z
· · ·
d // X0 d //
f0

X1
d //
f1

X2
d //
f2

· · ·
· · ·
d // Y 0 d // Y 1 d // Y 2 d // · · ·
such that every square commutes (it is essentially a natural transformation).
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A 2-morphism hˆ : f → g : X → Y of ComN (A)
X
f
&&
g
88
✤✤ ✤✤
 hˆ Y ,
called a homotopy, is a collection of morphisms {hˆi : X i+N−1 → Y i}i∈Z in A such
that
g − f =
N∑
i=1
dN−ihˆdi−1
where the upper indices of the differentials denote exponentiation. A dotted arrow
inside a square
•
b

hˆ

⑧⑧{
a // •
c

describes the 2-morphism
• ED ca
@A
db
//
hˆ ⑧⑧{
•
d
// • •
The 1-morphisms behave like natural transformations, composition is defined
pointwise and identity 1-morphisms are given by pointwise identities. Vertical com-
position of 2-morphisms is written additively and is defined as pointwise addition
hˆ+ kˆ = {hˆi + kˆi}i∈Z,
hence identity 2-morphisms are given by pointwise zero morphisms. Horizontal
composition between 1-morphisms and 2-morphisms is written multiplicatively and
is defined as pointwise composition
fhˆg = {f ihˆigi+N−1}i∈Z.
△
Proposition 3.2. Every object of Com1(A) is homotopy equivalent to the zero
1-complex. This makes the identity functor on Com1(A) homotopy equivalent to
the (constant) zero functor.
Proof. In Com1(A), the definitions of morphism and 2-morphism coincide. 
Definition 3.3. Define Com∆(A) to be a simplicial category as follows:
On objects [n] of ∆, define
Com∆(A)[n] := Comn+1(A).
An n-simplex of Com∆(A) is then an (n+ 1)-complex.
On 1-morphisms, or order-preserving functions [n]→ [m], it is by the lemma
in [Mac, VII.5] enough to define Com∆(A) on the generators di and sj . Given
di : [n− 1]→ [n] in ∆ where 0 ≤ i ≤ n, define the functor
di = Com∆(A)(d
i) : Comn+1(A) −→ Comn(A)
as the removal of all objects at degree congruent to i modulo n+ 1. A morphisms
f : X → Y in Comn+1(A) is then mapped to
· · ·
d // X0
f0

d // · · · d // X i−1
fi−1

d2 // X i+1
fi+1

d // · · · d // Xn
fn

d // · · ·
· · ·
d // Y 0 d // · · · d // Y i−1 d
2
// Y i+1 d // · · · d // Y n d // · · ·
· · · 0 · · · i− 1 i · · · n− 1 · · ·
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with the integers at the bottom indicating the new degrees.
Given sj : [n+ 1]→ [n], 0 ≤ j ≤ n, define the functor
sj = Com∆(A)(s
j) : Comn+1(A) −→ Comn+2(A)
as the repetition of objects at degree congruent to j modulo n+1 with the identity
map in between. A morphisms f : X → Y in Comn+1(A) is then mapped to
· · ·
d // X0
f0

d // · · ·
d // Xj
fj

1 // Xj
fj

d // · · ·
d // Xn
fn

d // · · ·
· · ·
d // Y 0
d // · · ·
d // Y j
1 // Y j
d // · · ·
d // Y n
d // · · ·
· · · 0 · · · j j + 1 · · · n+ 1 · · ·
with the integers at the bottom indicating the new degrees.
On 2-morphisms define the natural transformation
τ = Com∆(A)(≺ : d
i → di−1) : di −→ di−1 : Comn+1(A) −→ Comn(A)
on objects X of Comn+1(A), as the morphism τX : di X −→ di−1 X which is the
identity map on all degrees, except those degrees congruent to i − 1 modulo n, at
which it is the differential d of X :
· · ·
d // X0
1

d // · · ·
d // X i−2
1

d // X i−1
d

d2 // X i+1
1

d // · · ·
d // Xn
1

d // · · ·
· · ·
d // X0 d // · · · d // X i−2 d
2
// X i d // X i+1 d // · · · d // Xn d // · · ·
· · · 0 · · · i− 2 i − 1 i · · · n− 1 · · ·
Analogously, define
τ = Com∆(A)(≺ : s
j → sj+1) : sj −→ sj+1 : Comn+1(A) −→ Comn+2(A)
on objects X of Comn+1(A), as the morphism τX : sj X −→ sj+1 X defined as
the identity map except at degree congruent to j + 1 modulo n+ 2, where it is the
differential d of X :
· · ·
d // X0
1

d // · · · d // Xj
1

1 // Xj
d

d // Xj+1
1

d // · · · d // Xn
1

d // · · ·
· · ·
d // X0
d // · · ·
d // Xj
d // Xj+1
1 // Xj+1
d // · · ·
d // Xn
d // · · ·
· · · 0 · · · j j + 1 j + 2 · · · n+ 1 · · ·
△
Definition 3.4. For an additive category A and an integer N ≥ 1, let ComN (A)
denote the sesquicategory of Z/NZ-graded N -complexes over A. Equivalently,
ComN (A) is the subcategory of ComN (A) which is invariant under degree shift
by ±N . That means an object X of ComN (A) satisfy
X i = Xj
whenever i ≡ j (mod N) and accordingly for the differential of X . Similarly for
morphisms and 2-morphisms ComN (A). △
Definition 3.5. Define the simplicial sesquicategory Com∆(A) on objects [n] of
∆ as
Com∆(A)[n] := Comn+1(A).
Morphisms and 2-morphisms are defined analogously to Com∆(A) given in Defini-
tion 3.3. △
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Theorem 3.6. Every functor
F : Comn(A) −→ Comm(A)
we consider or construct in this paper can be restricted to a functor
F : Comn(A) −→ Comm(A).
That means whenever an object X of Comn(A) happens to be in Comn(A), then
FX lies in Comm(A) and similarly for morphisms and 2-morphisms.
Remark 3.7. If A is not U-small, then the universe U was not large enough.
In that case, postulate the existence of a bigger universe U ′ that contains A and let
Cat denote the category of U ′-small categories. This makes Com∆(A) a simplicial
category.
3.2. The Functor Filler.
Definition 3.8. Given an additive category A, let
Â := ΣCom∆(A)
or
Â := ΣCom∆(A)
where Com∆(A) is defined in Definition 3.3, Com∆(A) is defined in Definition 3.5
and Σ is defined in Definition 2.33. The second case relies on Theorem 3.6. △
Definition 3.9. Let Â[n] vn×dom LArr(Â[0]) denote the pullback of the diagram
Â[n]
vn !!❇
❇❇
❇❇
❇
LArr(Â[0])
domzz✉✉
✉✉
✉✉
✉✉
Â[0]
in Sesq. Objects of this category are pairs (C, x), with C ∈ Â[n], x ∈ LArr(Â[0])
that satisfy
vnC = domx.
The pair is written (C, x : vnC → X) in order to denote codx by X . Although
vnC is a 2-complex, its differential will never be written out, instead d will denote
the differential of the (n+ 2)-complex C and vnC will be written as
· · ·
d // C0 d
n+1
// Cn+1 d // Cn+2 d
n+1
// · · · .
Because of this convention, every second component of the differential d of X will
be decorated with a star
· · ·
d // X0 d
⋆
// X1 d // X2 d
⋆
// · · · .
The morphism x : vnC → X is a commuting diagram
· · ·
d // C0 d
n+1
//
x

Cn+1
d //
x

Cn+2
dn+1 //
x

· · ·
· · ·
d // X0 d
⋆
// X1 d // X2 d
⋆
// · · ·
and the star is a reminder of the fact that the left square satisfies
d⋆x = xdn+1
in contrast for the right-hand side square where we have dx = xd. △
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Definition 3.10. Define the functor
Fn : Â[n+1] −→ Â[n] vn×dom LArr(Â[0])
as
Fn := (dn+1, τ) , where τ : vn → vn+1.
To be more precise, Fn maps an object C of Â[n+1], that is an n + 3 complex, to
the pair consisting of the n+ 2 complex dn+1C
· · ·
d2 // C0
d // C1
d // · · ·
d // Cn+1
d2 // Cn+3
d // · · ·
and the morphism of 2-complexes τC : vnC → vn+1C
· · ·
d2 // C0
dn+1 //
1

Cn+1
d2 //
d

Cn+3
dn+1 //
1

· · ·
· · ·
d // C0
dn+2 // Cn+2
d // Cn+3
dn+2 // · · · .
regarded as an object of LArr(Â[0]). Morphisms f : C → D are mapped to the pair
(dn+1f, τf ) where τf is a commuting square in Â[0]
vnC
τC

τf,0 // vnD
τD

vn+1C τf,1
// vn+1D
regarded as an morphism of LArr(Â[0]). △
Definition 3.11. Define the functor
Gn : Â[n] vn×dom LArr(Â[0]) −→ Â[n+1].
as follows:
• On objects (C, x : vnC → X), where C is an (n+2)-complex and x a morphism
· · ·
d // C0
dn+1 //
x

Cn+1
d //
x

Cn+2
dn+1 //
x

· · ·
· · ·
d // X0
d⋆ // X1
d // X2
d⋆ // · · · ,
define the (n+ 3)-complex Gn(C, x) as:
· · · // C0 ⊕X0
(
d 0
0 1
)
// C1 ⊕X0
(
d 0
0 1
)
// · · ·
(
d 0
0 1
)
// Cn+1 ⊕X0
(
−d 0
x d⋆
)
// Cn+2 ⊕X1
(
−1 0
x d
)
// Cn+2 ⊕X2
(
d 0
0 1
)
// · · ·
where the diagram starts at degree 0, ends at degree n+3 and the pattern repeats
with periodicity n+ 3.
• On morphisms (a, f) : (C, x) → (D, y) where f = (f0, f1, fˆ), f0 = vna and
fˆ : yf0 ⇒ f1x is a homotopy
vnC
x

vna //
fˆ
""
✆✆✆✆~
vnD
y

X
f1
// Y
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· · ·
d // C0
dn+1 // Cn+1
d //
fˆ
}}③③
③③
③③
③③
③③
③③
Cn+2
dn+1 //
fˆ
{{①①
①①
①①
①①
①①
①①
①
· · ·
· · ·
d // Y 0
d⋆ // Y 1
d // Y 2
d⋆ // · · · ,
define the morphism of (n+ 3)-complexes Gn(a, f) as:
· · · // C0 ⊕X0
(
d 0
0 1
)
//
(
a 0
fˆdn+1 f1
)

C
1
⊕X
0
(
d 0
0 1
)
//
(
a 0
fˆdn f1
)

· · ·
(
d 0
0 1
)
// Cn+1 ⊕X0
(
−d 0
x d⋆
)
//
(
a 0
fˆ f1
)

C
n+2
⊕X
1
(
−1 0
x d
)
//
(
a 0
fˆ f1
)

C
n+2
⊕X
2
(
d 0
0 1
)
//
(
a 0
fˆdn+1 f1
)

· · ·
· · · // D0 ⊕ Y 0(
d 0
0 1
)// D1 ⊕ Y 0(
d 0
0 1
)// · · ·(
d 0
0 1
)// Dn+1 ⊕ Y 0(
−d 0
y d⋆
)// Dn+2 ⊕ Y 1(
−1 0
y d
)// Dn+2 ⊕ Y 2(
d 0
0 1
)// · · · .
Note that Gn maps identity morphisms to identity morphisms because in such a
case a = 1, f1 = 1 and fˆ = 0. To verify that Gn preserves composition, recall that
composition of morphisms in Â[n] vn×dom LArr(Â[0]) is defined as
(b, g)(a, f) = (b, (g0, g1, gˆ))(a, (f0, f1, fˆ)) = (ba, (g0f0, g1f1, hˆ))
where hˆ = gˆf0 + g1fˆ as seen in the diagram
vnC
x

f0 //
fˆ
""
✆✆✆✆~
vnD
y

g0 //
gˆ
""
✆✆✆✆~
vnE
z

X
f1
// Y
g1
// Z.
At position n+ 2 modulo n+ 3 we have
Gn(a, f) =
(
a 0
fˆ f1
)
=
(
f0 0
fˆ f1
)
, Gn(b, g) =
(
b 0
gˆ g1
)
=
(
g0 0
gˆ g1
)
and
Gn(b, g)Gn(a, f) =
(
g0 0
gˆ g1
)(
f0 0
fˆ f1
)
=
(
g0f0 0
gˆf0+g1fˆ g1f1
)
= Gn(ba, gf).
At other positions
Gn(b, g)Gn(a, f) =
(
b 0
gˆdk g1
)(
a 0
fˆdk f1
)
=
(
ba 0
gˆdka+g1fˆd
k g1f1
)
= Gn(ba, gf)
because gˆdka = gˆadk = gˆf0d
k.
• On 2-morphisms (hˆ′, hˆ′′) : (0, 0) ⇒ (a, f), where hˆ′′ = (hˆ0, hˆ1) : (0, 0) ⇒
(f0, f1) is a pair of homotopies
•
x

0
((
f0
66
✤✤ ✤✤
 hˆ0
fˆ
''
☎☎☎☎~
•
y

•
0
((
f1
66
✤✤ ✤✤
 hˆ1 •
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that satisfy
f0 = dhˆ0 + hˆ0d,
f1 = dhˆ1 + hˆ1d,
fˆ = hˆ1x− yhˆ0
such that
hˆ0 = vnhˆ
′ : vn0 =⇒ vna : vnC −→ vnD
· · ·
d // C0 d
n+1
// Cn+1 d //
hˆ′
||③③
③③
③③
③③
③③
③③
Cn+2
dn+1 //
hˆ′dn+dhˆ′dn−1+···+dnhˆ′
①①
①①①
{{①①
①①
①
· · ·
· · ·
d // D0 d
n+1
// Dn+1 d // Dn+2 d
n+1
// · · · ,
define the homotopy of (n+ 3)-complexes Gn(hˆ
′, hˆ′′) as:
// Cn+2 ⊕ X2
(
d 0
0 1
)
//
(
hˆ′ 0
0 0
)❋❋❋
❋
##❋❋
❋
Cn+3 ⊕ X2
(
d 0
0 1
)
//
(
hˆ′ 0
0 0
)❉❉
❉
!!❉
❉❉
· · ·
(
d 0
0 1
)
// C2n+3 ⊕ X2
(
−d 0
x d⋆
)
//
(
−hˆ′ 0
0 hˆ1
)❍❍❍
❍
##❍❍
❍
C2n+4 ⊕ X3
(
−1 0
x d
)
//
(
0 0
0 hˆ1
)❍❍❍
❍
##❍❍
❍
C2n+4 ⊕ X4
(
d 0
0 1
)
//
// D0 ⊕ Y 0 (
d 0
0 1
)// D1 ⊕ Y 0(
d 0
0 1
)// D2 ⊕ Y 0 (
d 0
0 1
) // · · · (
−d 0
y d⋆
)// Dn+2 ⊕ Y 1(
−1 0
y d
)// Dn+2 ⊕ Y 2(
d 0
0 1
)// .
One must verify that Gn(hˆ
′, hˆ′′) is indeed a 2-morphism Gn(0, 0) ⇒ Gn(a, f). At
degree n+1, the summands dn+2−jGn(hˆ
′, hˆ′′)dj : Gn(C, x)
n+1 → Gn(D, y)n+1 are:(
d 0
0 1
)n+1 (
−1 0
y d
)(
−hˆ′ 0
0 hˆ1
)
=
(
dn+1hˆ′ 0
−yhˆ′ dhˆ1
)
(j = 0)(
d 0
0 1
)n+1 (
0 0
0 hˆ1
)(
−d 0
x d⋆
)
=
(
0 0
hˆ1x hˆ1d
⋆
)
(j = 1)(
d 0
0 1
)n+2−j (
hˆ′ 0
0 0
)(
d 0
0 1
)j−2 (
−1 0
x d
)(
−d 0
x d⋆
)
=
(
dn+2−jhˆ′dj−1 0
0 0
)
(2 ≤ j ≤ n+ 2)
And their sum is(
dn+1hˆ′ 0
−yhˆ′ dhˆ1
)
+
(
0 0
hˆ1x hˆ1d
⋆
)
+
n∑
i=0
(
dn−ihˆ′di+1 0
0 0
)
=
(
a 0
fˆ f1
)
= Gn(a, f)
n+1
The verification is similar at other degrees. △
Theorem 3.12. The two functors
Â[n] vn×dom LArr(Â[0])
Gn //oo
Fn
Â[n+1]
are equimorphisms (see Definition 2.16) in the sestercategory (see Definition 2.13)
of small sesquicategories. More specifically, there are natural transformations
GnFn
θ //oo
η
Id
Â[n+1]
and lax natural transformations (see Definition 2.24)
FnGn
ǫ //oo
ζ
Id
Â[n] vn×domLArr(Â[0])
such that
θη = idId, ηθ ≃ idGnFn
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and
ǫζ = idId, ζǫ ≃ idFnGn
where ≃ denotes homotopy equivalence, that is existence of invertible modifications.
Proof. The functor GnFn maps an (n+ 3)-complex C to
· · · // C0 ⊕ C0
(
d 0
0 1
)
// C1 ⊕ C0
(
d 0
0 1
)
// · · ·
(
d 0
0 1
)
// Cn+1 ⊕ C0
(
−d2 0
d dn+2
)
// Cn+3 ⊕ Cn+2
(
−1 0
1 d
)
// Cn+3 ⊕ Cn+3
(
d 0
0 1
)
// · · ·
and morphisms are mapped degreewise.
Define the natural transformations
GnFn
θ //oo
η
Id
Â[n+1]
on C as follows
· · · // C0 ⊕ C0
(
d 0
0 1
)
// C1 ⊕ C0
(
d 0
0 1
)
// · · ·
(
d 0
0 1
)
// Cn+1 ⊕ C0
(
−d2 0
d dn+2
)
// Cn+3 ⊕ Cn+2
(
−1 0
1 d
)
// Cn+3 ⊕ Cn+3
(
d 0
0 1
)
// · · ·
· · · // C0

( 1 1 )
(
1
0
)
OO
d
// C1

( 1 d )
(
1
0
)
OO
d
// · · ·
d
// Cn+1

( 1 dn+1 )
(
1
0
)
OO
d
// Cn+2

( 0 1 )
(
−d
1
)
OO
d
// Cn+3

( 1 1 )
(
1
0
)
OO
d
// · · ·
where θC is going downwards and ηC is going upwards. They both commute with
the differentials and they form natural transformations because morphisms are given
degreewise. It is easy to see that
θη = idId
Â[n+1]
.
The natural transformation ηθ is not equal to, but is homotopy equivalent to idGnFn .
To see this, we compute the morphism idGnFnC − ηCθC
· · · // C0 ⊕ C0
(
0 −1
0 1
)

(
d 0
0 1
)
// C1 ⊕ C0
(
0 −d
0 1
)

(
d 0
0 1
)
// · · ·
(
d 0
0 1
)
// Cn+1 ⊕ C0
(
0 −dn+1
0 1
)

(
d2 0
d −dn+2
)
// Cn+3 ⊕ Cn+2
(
1 d
0 0
)

(
1 0
1 −d
)
// Cn+3 ⊕ Cn+3
(
0 −1
0 1
)

(
d 0
0 1
)
// · · ·
· · · // C0 ⊕ C0(
d 0
0 1
)// C1 ⊕ C0(
d 0
0 1
)// · · ·(
d 0
0 1
)// Cn+1 ⊕ C0(
d2 0
d −dn+2
)// Cn+3 ⊕ Cn+2(
1 0
1 −d
)// Cn+3 ⊕ Cn+3(
d 0
0 1
)// · · ·
The homotopy hC is given by
hˆiC =
{(
0 1
0 0
)
if i ≡ −1 (mod n+ 3)
0 otherwise.
To verify that
idGnFnC − ηCθC =
n+3∑
j=1
dn+3−j hˆCd
j−1
at a degree congruent to i modulo n+ 3, where 0 ≤ i ≤ n+ 1, one checks that(
d 0
0 1
)i (
−1 0
1 d
)(
0 1
0 0
)(
d 0
0 1
)n+1−i
=
(
0 −di
0 1
)
and at a degree congruent to n+ 2 modulo n+ 3, one checks that(
0 1
0 0
)(
d 0
0 1
)n+1 (
−1 0
1 d
)
=
(
1 d
0 0
)
.
The functor FnGn maps an object (C, x : vnC → X) of Â[n] vn×dom LArr(Â[0])
to the pair consisting of the (n+ 2)-complex dn+1Gn(C, x), namely,
· · · // C0 ⊕X0
(
d 0
0 1
)
// C1 ⊕X0
(
d 0
0 1
)
// · · ·
(
d 0
0 1
)
// Cn+1 ⊕X0
(
d 0
0 0
)
// Cn+2 ⊕X2
(
d 0
0 1
)
// · · ·
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and the morphism of 2-complexes τGn(C,x) : vnGn(C, x) → vn+1Gn(C, x) given as
follows:
· · · // C0 ⊕X0
(
dn+1 0
0 1
)
//
(
1 0
0 1
)

Cn+1 ⊕X0
(
d 0
0 0
)
//
(
−d 0
x d⋆
)

Cn+2 ⊕X2
(
dn+1 0
0 1
)
//
(
1 0
0 1
)

· · ·
· · · // C0 ⊕X0(
0 0
xdn+1 d⋆
)// Cn+2 ⊕X1 (
−1 0
x d
) // Cn+2 ⊕X2(
0 0
xdn+1 d⋆
)// · · ·
and FnGn maps a morphism (a, f) : (C, x) → (D, y) to the pair consisting of the
morphism of (n+ 2)-complexes dn+1Gn(a, f)
· · · // C0 ⊕X0
(
d 0
0 1
)
//
(
a 0
fˆdn+1 f1
)

C1 ⊕X0
(
d 0
0 1
)
//
(
a 0
fˆdn f1
)

· · ·
(
d 0
0 1
)
// Cn+1 ⊕X0
(
d 0
0 0
)
//
(
a 0
fˆ f1
)

Cn+2 ⊕X2
(
d 0
0 1
)
//
(
a 0
fˆdn+1 f1
)

· · ·
· · · // D0 ⊕ Y 0(
d 0
0 1
)// D1 ⊕ Y 0(
d 0
0 1
)// · · ·(
d 0
0 1
)// Dn+1 ⊕ Y 0(
d 0
0 0
)// Dn+2 ⊕ Y 2(
d 0
0 1
)// · · ·
and the commuting diagram of 2-complexes τGn(a,f)=(vnGn(a, f),vn+1Gn(a, f), 0)
vnGn(C, x)
τGn(C,x)

vnGn(a,f) // vnGn(D, y)
τGn(D,y)

vn+1Gn(C, x)
vn+1Gn(a,f)
// vn+1Gn(D, y)
where vnGn(a, f) is given by
· · · // C0 ⊕X0
(
dn+1 0
0 1
)
//
(
a 0
fˆdn+1 f1
)

Cn+1 ⊕X0
(
d 0
0 0
)
//
(
a 0
fˆ f1
)

Cn+2 ⊕X2
(
dn+1 0
0 1
)
//
(
a 0
fˆdn+1 f1
)

· · ·
· · · // D0 ⊕ Y 0 (
dn+1 0
0 1
)// Dn+1 ⊕ Y 0 (
d 0
0 0
) // Dn+2 ⊕ Y 2(
dn+1 0
0 1
) // · · ·
and vn+1Gn(a, f) is given by
· · · // C0 ⊕X0
(
0 0
xdn+1 d⋆
)
//
(
a 0
fˆdn+1 f1
)

Cn+2 ⊕X1
(
−1 0
x d
)
//
(
a 0
fˆ f1
)

Cn+2 ⊕X2
(
0 0
xdn+1 d⋆
)
//
(
a 0
fˆdn+1 f1
)

· · ·
· · · // D0 ⊕ Y 0(
0 0
ydn+1 d⋆
)// Dn+2 ⊕ Y 1 (
−1 0
y d
) // Dn+2 ⊕ Y 2(
0 0
ydn+1 d⋆
)// · · · .
Now, it remains to define two lax natural transformations
FnGn
ǫ //oo
ζ
Id
Â[n] vn×domLArr(Â[0])
24 DJALAL MIRMOHADES
such that ǫζ = idId
Â[n] vn×domLArr(Â[0])
and ζǫ is homotopy equivalent to idFnGn . Each
of the lax natural transformations ǫ and ζ is a pair of lax natural transformations
ǫ = (ǫ′, ǫ′′), ζ = (ζ′, ζ′′)
so that the components match on vn and dom. Recall that these lax natural
transformations are, by Definition 2.24, functors
ǫ′, ζ′ : Â[n] vn×dom LArr(Â[0]) −→ LArr(Â[n]),
ǫ′′, ζ′′ : Â[n] vn×dom LArr(Â[0]) −→ LArr(LArr(Â[0])).
Define ǫ′ and ζ′ on objects (C, x) as follows:
ǫ′(C,x) := ( 1 0 ) : dn+1Gn(C, x) −→ C,
ζ′(C,x) :=
(
1
0
)
: C −→ dn+1Gn(C, x),
that is
· · · // C0 ⊕X0
(
d 0
0 1
)
// C1 ⊕X0
(
d 0
0 1
)
// · · ·
(
d 0
0 1
)
// Cn+1 ⊕X0
(
d 0
0 0
)
// Cn+2 ⊕X2
(
d 0
0 1
)
// · · ·
· · · // C0

( 1 0 )
(
1
0
)OO
d
// C1

( 1 0 )
(
1
0
)OO
d
// · · ·
d
// Cn+1

( 1 0 )
(
1
0
)OO
d
// Cn+2

( 1 0 )
(
1
0
)OO
d
// · · · .
On a morphisms (a, f) : (C, x)→ (D, y), ǫ′ and ζ′ are defined as follows:
ǫ′(a,f) = (dn+1Gn(a, f), a, ǫˆ
′
(a,f)),
ζ′(a,f) = (a,dn+1Gn(a, f), ζˆ
′
(a,f)),
that is
C
a

ζ′(C,x) //
ζˆ′(a,f)
##
✞✞✞✞
?G
dn+1Gn(C, x)
dn+1Gn(a,f)

ǫ′(C,x) //
ǫˆ′(a,f)
##
✞✞✞✞
?G
C
a

D
ζ′(D,y)
// dn+1Gn(D, y)
ǫ′(D,y)
// D
where ǫˆ′(a,f) and ζˆ
′
(a,f) are defined as follows:
ǫˆ′(a,f) := 0,(
ζˆ′(a,f)
)i
:=

(
0
fˆ
)
if i ≡ 0 (mod n+ 2);(
0
0
)
otherwise.
The lax natural transformation ǫˆ′ is hence a natural transformation.
The lax natural transformations ǫ′′ and ζ′′ map an object (C, x) to
vnGn(C, x)
τGn(C,x)

ǫ′′(C,x)0 //
ǫˆ′′(C,x)
%%
☛☛☛☛	
vnC
x

vn+1Gn(C, x)
ǫ′′(C,x)1
// X
and
vnC
x

ζ′′(C,x)0 //
ζˆ′′(C,x)
%%
☛☛☛☛	
vnGn(C, x)
τGn(C,x)

X
ζ′′(C,x)1
// vn+1Gn(C, x)
where
ǫ′′(C,x)0 := vnǫ
′
(C,x) = ( 1 0 ) and ζ
′′
(C,x)0 := vnζ
′
(C,x) =
(
1
0
)
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by necessity, ǫ′′(C,x)1 is given by
· · · // C0 ⊕X0
(
0 0
xdn+1 d⋆
)
// Cn+2 ⊕X1
(
−1 0
x d
)
// Cn+2 ⊕X2
(
0 0
xdn+1 d⋆
)
// · · ·
· · · // X0 d
⋆
//

( x 1 )
X1
d //

( 0 1 )
X2
d⋆ //

( x 1 )
· · · ,
ζ′′(C,x)1 is given by
· · · // X0 d
⋆
//
(
0
1
)

X1
d //
(
0
1
)

X2
d⋆ //
(
0
1
)

· · ·
· · · // C0 ⊕X0(
0 0
xdn+1 d⋆
)// Cn+2 ⊕X1 (
−1 0
x d
)// Cn+2 ⊕X2(
0 0
xdn+1 d⋆
)// · · · ,
ǫˆ′′(C,x) is given by
· · · // C0 ⊕X0
(
dn+1 0
0 1
)
// Cn+1 ⊕X0
(
d 0
0 0
)
//
( 0 1 )
yysss
sss
sss
sss
sss
Cn+2 ⊕X2
(
dn+1 0
0 1
)
//
( 0 0 )
xxrrr
rrr
rrr
rrr
rrr
r
· · ·
· · · // X0 d
⋆
// X1 d // X2 d
⋆
// · · ·
and ζˆ′′(C,x) is given by
· · · // C0
dn+1 // Cn+1
d //
(
0
0
)
yysss
sss
sss
sss
ss
Cn+2
dn+1 //
(
1
0
)
xxrrr
rrr
rrr
rrr
rrr
· · ·
· · · // C0 ⊕X0(
0 0
xdn+1 d⋆
)// Cn+2 ⊕X1 (
−1 0
x d
)// Cn+2 ⊕X2(
0 0
xdn+1 d⋆
)// · · · .
On a morphism (a, f) : (C, x)→ (D, y), ǫ′′(a,f) is a diagram
τGn(C,x)
τGn(a,f) //
ǫ′′(C,x)

ǫˆ′′(a,f)
%%
✡✡✡✡	
τGn(D,y)
ǫ′′(D,y)

x
f
// y
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or, more explicitly,
vnGn(C, x)
τGn(C,x)

vnGn(a,f) //
ǫ′′(C,x)0
%%❑❑
❑❑❑
❑❑❑
❑❑❑
❑❑❑
ǫˆ′′(a,f)0
++
✖✖✖✖
ǫˆ′′(C,x)

rrrru}
vnGn(D, y)
ǫ′′(D,y)0
yyrrr
rrr
rrr
rrr
rr
τGn(D,y)

ǫˆ′′(D,y)

▲▲▲▲ "*
vnC
x

vna
//
fˆ
!!
✄✄✄}
vnD
y

X
f1 // Y
vn+1Gn(C, x)
ǫ′′(C,x)1
99sssssssssssssss
vn+1Gn(a,f)
//
ǫˆ′′(a,f)1
33
✭ ✭✭ ✭PX
vn+1Gn(D, y),
ǫ′′(D,y)1
ee▲▲▲▲▲▲▲▲▲▲▲▲▲▲▲
where
ǫˆ′′(a,f)0 := 0
and ǫˆ′′(a,f)1 is given by
· · · // C0 ⊕X0
(
0 0
xdn+1 d⋆
)
// Cn+2 ⊕X1
(
−1 0
x d
)
//
( 0 0 )
yysss
sss
sss
sss
sss
Cn+2 ⊕X2
(
0 0
xdn+1 d⋆
)
//
( fˆ 0 )
xxrrr
rrr
rrr
rrr
rrr
r
· · ·
· · · // Y 0
d⋆ // Y 1
d // Y 2
d⋆ // · · · .
Likewise, ζ′′(a,f) is a diagram
τGn(C,x)
τGn(a,f) //
OO
ζ′′(C,x)
τGn(D,y)OO
ζ′′(D,y)
x
f
//
ζˆ′′(a,f)
99
✹✹✹✹V^
y
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or more explicitly
vnGn(C, x)
τGn(C,x)

vnGn(a,f) //
ee
ζ′′(C,x)0 ❑❑
❑❑❑
❑❑❑
❑❑❑
❑❑❑
vnGn(D, y)99
ζ′′(D,y)0rrr
rrr
rrr
rrr
rr
τGn(D,y)

vnC
x

vna
//
ζˆ′′(a,f)0
33
✭ ✭✭ ✭PX
ζˆ′′(C,x)

▲▲▲▲ "*
fˆ
!!
✄✄✄}
vnD
y

ζˆ′′(D,y)

rrrru}
X
f1 //
ζˆ′′(a,f)1
++
✖✖✖✖
Y
vn+1Gn(C, x)
yy
ζ′′(C,x)1
sssssssssssssss
vn+1Gn(a,f)
// vn+1Gn(D, y),
%%
ζ′′(D,y)1
▲▲▲▲▲▲▲▲▲▲▲▲▲▲▲
where ζˆ′′(a,f)0 is given by
· · · // C0
dn+1 // Cn+1
d //(
0
fˆ
)
yyrrr
rrr
rrr
rrr
rrr
Cn+2
dn+1 //(
0
0
)
xxqqq
qqq
qqq
qqq
qqq
· · ·
· · · // D0 ⊕ Y 0 (
dn+1 0
0 1
)// Dn+1 ⊕ Y 0 (
d 0
0 0
) // Dn+2 ⊕ Y 2(
dn+1 0
0 1
)// · · · ,
and
ζˆ′′(a,f)1 := 0.
Now, one has to verify that
• ǫ′, ζ′ are functors Â[n] vn×dom LArr(Â[0])→ LArr(Â[n]),
• ǫ′′, ζ′′ are functors Â[n] vn×dom LArr(Â[0])→ LArr(LArr(Â[0])),
• LArr(vn)ǫ′ = LArr(dom)ǫ′′ and LArr(vn)ζ′ = LArr(dom)ζ′′,
• ǫ′ζ′ = idId
Â[n]
and ǫ′′ζ′′ = idId
LArr(Â[0])
,
• ζ′ǫ′ ≃ idvnGn and ζ
′′ǫ′′ ≃ idτGn .

Proposition 3.13. The tuple
(Fn,Gn, ǫ, η)
constitute an adjoint equivalence (see Definition 2.18).
Proof. We have already shown equivalence, it remains to prove the triangular iden-
tities
ǫFn(Fnη) = idFn , (Gnǫ)ηGn= idGn .
To show the first equality, let C be an object of Â[n+1], that is an n+3 complex.
The left hand side is the composition
FnC
FnηC // FnGnFnC
ǫFnC // FnC .
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Its first component is a morphism between 2-complexes
dn+1C
dn+1ηC // dn+1GnFnC
ǫ′FnC // dn+1C ,
which is equal to
( 1 0 )
(
1
0
)
= 1.
On morphisms, η is a natural transformation and ǫˆ′ = 0. Its second component is
in LArr(Â[n])
vnC
τC

vnηC // vnGnFnC
τGnFnC

ǫ′′(FnC)0 //
ǫˆ′′FnC
$$
✡✡✡✡	
vnC
τC

vn+1C vn+1ηC
// vn+1GnFnC
ǫ′′(FnC)1
// vn+1C.
We have already checked the upper row because the n:th vertex of the first compo-
nent equals the domain of the second. The lower row is as follows
· · · // C0 d
n+2
//
(
1
0
)

Cn+2
d //
(
−d
1
)

Cn+3 //
(
1
0
)

· · ·
· · · // C0 ⊕ C0
(
0 0
dn+2 dn+2
)
// Cn+3 ⊕ Cn+2
(
−1 0
1 d
)
// Cn+3 ⊕ Cn+3 // · · ·
· · · // C0 d
n+2
//

( 1 1 )
Cn+2
d //

( 0 1 )
Cn+3 //

( 1 1 )
· · ·
which is identity on vn+1C. And for the 2-morphism
ǫˆ′′FnCvnηC = ( 0 ∗ )
(
1
0
)
= 0.
On morphisms f : C → D, η is a natural transformation, ǫˆ′′(Fnf)0 = 0 by definition
and ǫˆ′′(Fnf)1 = 0 because the diagram
vnC
τC

vnf // vnD
τD

vn+1C
vn+1f
// vn+1D
commutes. This proves the first equality, the second one can be checked in a similar
way. 
Theorem 3.14. The functor Spine[n] has a weak inverse.
The theorem is proven by explicit construction of the weak inverse, which we
denote Filler[n]
Â[n]
Spine[n] //
LN(Â[0])[n].
Filler[n]
oo
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Proof. Fix n. Regard the category LN(Â[0])[n] as the limit of
LArr(Â[0])1
cod &&▲▲
▲▲▲
▲
LArr(Â[0])2
domxxrrr
rrr .
.
.
LArr(Â[0])n
domxxqqq
qqq
Â[0] Â[0] .
Introducing two Â[0] at the left in the following way
Â[0]
v0=Id
!!❈
❈❈❈
LArr(Â[0])1
domxxrrr
rrr
cod &&▲▲
▲▲▲
▲
LArr(Â[0])2
domxxrrr
rrr .
.
.
LArr(Â[0])n
domxxqqq
qqq
Â[0] Â[0] Â[0]
does not change its limit. To see this, flip the direction of the identity morphism
and observe that the subdiagram without the Â[0] objects is initial (dual of final,
see [Mac, IX.3]).
The idea of the proof is to utilize Theorem 3.12 to construct an equimorphism
between the limit of
Â[i]
vi
!!❈
❈❈❈
LArr(Â[0])i+1
domxx♣♣♣
♣♣♣
cod &&◆◆
◆◆◆
◆
LArr(Â[0])i+2
domxx♣♣♣
♣♣♣ .
.
.
LArr(Â[0])n
domxxqqq
qqq
Â[0] Â[0] Â[0]
denoted Li, and the limit of
Â[i+1]
vi+1 ##❋
❋❋
❋
LArr(Â[0])i+2
domxx♣♣♣
♣♣♣
cod &&◆◆
◆◆◆
◆
LArr(Â[0])i+3
domxx♣♣♣
♣♣♣ .
.
.
LArr(Â[0])n
domxxqqq
qqq
Â[0] Â[0] Â[0]
denoted Li+1 and then to compose these equivalences to an equivalence between
LN(Â[0])[n] = L0 and Â[n] = Ln.
An object of Li is represented by a tuple
(C, xi+1, xi+2, · · · , xn)
where C is a (i + 2)-complex and xi+1, · · · , xn are morphisms of 2-complexes that
satisfies
viC = domxi+1,
codx1 = domxi+2,
· · ·
codxn−1 = domxn.
Define the functor G¯i : Li → Li+1 as
(C, xi+1, xi+2, xi+3, · · · , xn) 7−→ (Gi(C, xi+1), xi+2ǫ
′′
(C,xi+1)1
, xi+3, · · · , xn)
on objects and
(a, fi+1, fi+2, fi+3, · · · , fn) 7−→ (Gi(a, fi+1), fi+2ǫ
′′
(a,fi+1)1
, fi+3, · · · , fn)
on morphisms where the morphism fi+2ǫ
′′
(a,fi+1)1
is the composition
vn+1Gn(C, xi+1)
vn+1Gn(a,fi+1)

ǫ′′(C,xi+1)1 //
ǫˆ′′(a,fi+1)1
%%
☛☛☛☛
AI
•
fi+2,0

xi+2 //
fˆi+2
$$
✡✡✡✡
AI
•
fi+2,1

vn+1Gn(D, yi+1)
ǫ′′(D,yi+1)1
// •
yi+2
// •
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Define the functor F¯i : Li+1 → Li as
(C, xi+2, xi+3, · · · , xn) 7−→ (di+1C, τ, xi+2, xi+3, · · · , xn)
where τ : viC → vi+1C and analogously for morphisms. It is easy to see that
Spine[n] = F¯0F¯1 · · · F¯n−1.
Define
Filler[n] := G¯n−1G¯n−2 · · · G¯0.
To prove the theorem, it is enough to prove that every G¯i is a weak inverse to
F¯i. By composing the equimorphisms, one gets the desired equivalence
LN(Â[0])[n] = L0
G¯0 //oo
F¯0
L1
G¯1 //oo
F¯1
· · ·
G¯n−1 //oo
F¯n−1
Ln = Â[n].
Define natural transformations
G¯iF¯i
θ¯ //oo
η¯
IdLi+1
as
θ¯ := (θ, (vi+1θ, 1, 0), id, · · · , id),
η¯ := (η, (vi+1η, 1, 0), id, · · · , id)
and lax natural transformations
F¯iG¯i
ǫ¯ //oo
ζ¯
IdLi
as
ǫ¯ := (ǫ′, ǫ′′, (ǫ′′1 , 1, 0), id, · · · , id),
ζ¯ := (ζ′, ζ′′, (ζ′′1 , 1, 0), id, · · · , id).
Now one has to check that the second component of θ¯ and η¯ and the third
component of ǫ¯ and ζ¯ are well-defined. To verify that (ǫ′′1 , 1, 0) and (ζ
′′
1 , 1, 0) are
well-defined, we see they map the object (C, xi+1, · · · , xn) of Li to
•
ǫ′′(C,xi+1)1

xi+2ǫ
′′
(C,xi+1)1// •
1

•
xi+2
// •
and
•
ζ′′(C,xi+1)1

xi+2 // •
1

•
xi+2ǫ
′′
(C,xi+1)1
// • ,
respectively. The squares clearly commute. The argument is analogous for mor-
phisms.
Similarly for (vi+1θ, 1, 0) and (vi+1η, 1, 0), observe that for objects C of Â[i+1]
ǫ′′(FiC)1 = vi+1θC
and analogously for morphisms (the left-hand side is natural). The rest is analogous
to the above. 
Theorem 3.15. The functors Spine[n] and Filler[n] are (part of) an adjoint
equivalence.
Proof. Each tuple
(
F¯i, G¯i, ǫ¯, η¯
)
in Theorem 3.14 is an adjoint equivalence by verifi-
cation similar to 3.13. They are used to define Spine[n] and Filler[n] by composition
of equimorphisms, but this composition respects composition of adjunctions as de-
fined in [Mac, IV.8]. 
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3.3. The Augmented Case.
Proposition 3.16. The adjoint equivalence constituted by Spine[n] and Filler[n]
can be extended to n = −1 and the simplicial functor Spine extended to its augmen-
tation.
Proof. We need to define the functors Spine[−1] and Filler[−1], show that they are
equimorphisms and that the diagram commutes
Â[0]
Spine[0] //
d0

LN+(Â[0])[0]
d0

Â[−1]
Spine[−1] // LN+(Â[0])[−1]
where Â = ΣCom∆(A). Recall that a décalage of a simplicial object can be regarded
as augmented by
ΣCom∆(A)[−1] := Com∆(A)[0] = Com1(A).
By definition
LN+(Com2(A))[−1] = LFun([−1], Com2(A)) ≃ [0].
Now define Filler[−1] to map the only object of [0] to the zero 1-complex in Com1(A)
Com2(A)
Id //
d1

Com2(A)

Com1(A)
// [0].
0
oo
The right going square commutes because there is only one functor Com2(A)→ [0].
It follows from Proposition 3.2 that the bottom part is an adjoint equivalence. 
3.4. The Mapping Cone Functor.
Given a morphism x : C → X of chain complexes (i.e. 2-complexes), there is an
associated chain complex Cone(x):
· · ·
(
−d 0
x d
)
// C1 ⊕X0
(
−d 0
x d
)
// C2 ⊕X1
(
−d 0
x d
)
// C3 ⊕X2
(
−d 0
x d
)
// · · · ,
defined in [GM, III.3.2], called the mapping cone of x.
Proposition 3.17. If x is regarded as an object of LArr(Com2(A)) then
Cone(x) = d0 Filler[1](x),
where d0 is the face functor of (the non-décalaged) Com∆(A).
Proof. Recall that Filler[1](x) = G0(C, x) was the following 3-complex
· · · // C0 ⊕X0
(
d 0
0 1
)
// C1 ⊕X0
(
−d 0
x d
)
// C2 ⊕X1
(
−1 0
x d
)
// C2 ⊕X2
(
d 0
0 1
)
// · · ·
so we only need to verify that(
d 0
0 1
)(
−1 0
x d
)
=
(
−d 0
x d
)
.

This result will be studied further in the next chapter. At the moment, we
extend the Cone to the whole sequicategory LArr(Com2(A)).
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Definition 3.18. Define the mapping cone functor
Cone : LArr(Com2(A))→ Com2(A)
as the composition
Com3(A)
d0

LArr(Com2(A))
Filler[1]oo
Com2(A)
Spine[0]=Id // Com2(A).
where d0 is a face functor of Com∆(A). △
4. Triangulations
4.1. Semitriangulation.
Let C be a sesquicategory. We begin by showing that a weak recalage of LN+(C)
implies an “semitriangulation” on K(C).
Definition 4.1. A nonempty category H, together with a collection of compos-
able morphisms in H
X // Y // Z
called triangles and a collection of objects in H called vertices, is said to be semi-
triangulated if it satisfies the following axioms:
S0: The collection of triangles and vertices are both closed under isomor-
phism, moreover, all vertices are isomorphic to each other.
S1: For every object X , there are triangles
X
idX // X // V
and
V // X
idX // X ,
which are unique up to isomorphism and where V is a vertex.
S2: For any morphism X
f // Y , there exists a triangle
X
f // Y // Z .
S4: For any commutative diagram
A //
f0

B //
f1

C
D // E // F
with triangles at the rows, there exists an additional morphism f2
A //
f0

B //
f1

C
f2

D // E // F
such that the diagram commutes. Moreover, if f0 and f1 are isomorphisms,
then so is f2.
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S3: For any composable pair of morphisms X
f // Y
g // Z there exist a
commutative diagram
X
f //
  ❆
❆❆
❆❆
❆❆
Y //
g

A
  ✂✂
✂✂
✂✂
✂✂
✂✂
✂✂
✂✂
✂
Z
  ❅
❅❅
❅❅
❅

B
~~⑦⑦
⑦⑦
⑦⑦
C
where the four straight sub-diagrams are triangles.
△
Theorem 4.2. Let C be a sesquicategory. A recalage of LN+(C) induces a
semitriangulation on K(C).
Proof. Let S be a simplicial category such that LN+(C) = ΣS. In particular,
C = S[1]. We shall construct a semitriangulated structure on K(C).
First recall that a morphism in C is an equimorphism if and only if its equivalence
class in K(C) is an equimorphism, that is an isomorphism by 2.17. Let the vertices
of K(C) be those objects in C equivalent to degeneracy of 0-simplices and let the
triangles of K(C) be those diagrams in C equivalent to boundary of 2-simplices.
S[2] d1 //
d2
!!
d0
<<
✤✤ ✤✤
 τ
✤✤ ✤✤
 τ
S[1] S[0]
s0oo
More explicitly, any object which is equivalent to s0X , for any X in S[0], is a vertex
and any diagram equivalent to one represented by
d2Y
τ // d1Y
τ // d0Y ,
for any Y in S[2], is a triangle. Then S0 holds by construction.
To prove S1, let X be an object of S[1], then the triangle coming from s1X
d2s1X
τ // d1s1X
τ // d0s1X
is equal to
X
idX // X
τ // s0d0X
by the simplicial relations.
Axioms S2 and S3 follow from the equalities
LN+(C)[1] = S[2],
LN+(C)[2] = S[3]
respectively. In this simplicial language, S2 and S3 describe the “shadows” of the
2- and 3-simplices of S; S3 is nothing but a description of a tetrahedron.
To prove S4, assume we are given a commutative diagram in K(C)
A //
f0

B //
f1

C
D // E // F
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with triangles at the rows. Choose representatives for this diagram in C. By
definition of triangles, there are objects X,Y in S[2]
d2X
τ //
##
✟✟✟✟ 
d1X
τ //
##
✟✟✟✟ 
d0X
A //
 $$
✟✟✟✟ 
B //

C
D //
##
✟✟✟✟ 
E //
##
✟✟✟✟ 
F
d2Y τ
// d1Y τ
// d0Y
such that the double arrows in the diagram are isomorphisms and the diagram com-
mutes. Ignoring the rightmost column and using the equivalence between LArr(C)
and S[2], we find a corresponding g : X → Y in S[2]. Taking g back to C we get
A // B // C
d2X //
d2g
 ##
✞✞✞✞
;;
✻✻✻✻W_
d1X //
d1g
 ##
✞✞✞✞
;;
✻✻✻✻W_
d0X
d0g

d2Y // d1Y // d0Y
D //
;;
✻✻✻✻W_
E //
;;
✻✻✻✻W_
F
The (equivalence class of the) composition f2 : C → F is the sought morphism.
To see that f2 is an isomorphism when f0 and f1 are, note that the pair (f0, f1)
can be lifted to a equivalence in LArr(C). Since f2 is the value of a composition of
equimorphism-preserving functors, it must be an isomorphism in K(C). 
Recall that a pointed category is a category with zero object(s), that is objects
which are simultaneously initial and terminal. We always consider zero preserving
functors between these categories. Additive categories with additive functors are
one example of pointed categories.
Proposition 4.3. Assume LN+(C) in Theorem 4.2 is pointed. Then so is
K(C). Moreover, the vertices and zero objects of K(C) coincide.
Proof. The category LN+(C)[0] = C is pointed by assumption. Any zero object
of C remains a zero object of K(C) because any groupoid with a single object has
precisely one connected component. Since LN+(C)[−1] has a single object, it is a
zero object. Let ΣS ≃ LN+(C), then all objects of S[0] must be zero objects too.
And since the functor s0 : S[0] −→ S[1] preserves zero objects, all vertices of K(C)
are zero objects. 
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Proposition 4.4. Let H be a semitriangulated category. Given a commutative
diagram in H represented by the solid arrows
X //
  ❆
❆❆
❆❆
❆❆
Y //

D
  
Z
  ❅
❅❅
❅❅
❅

E
~~
F
where the three straight solid lines are triangles, there exist two morphisms, rep-
resented by dotted arrows, that constitute a triangle and make the entire diagram
commute.
Proof. Drop D, E, F and apply S3. By S4, the objects D, E and F are isomorphic
to A, B and C, respectively. The dotted arrows are provided via the isomorphisms
and the dotted line is a triangle by S0. 
4.2. Simplicial Triangulation.
We saw in the previous section that an recalage of LN+(C) provides a semitri-
angulated structure on K(C).
In this section we shall define a categorification of semitriangulation, called sim-
plicial triangulation, and show that a simplicial triangulation on C is the same thing
as an recalage of LN+(C). Simplicial triangulation will also provide an enhance-
ment of semitriangulation; it replaces some (weak) axioms with a “mapping cone”
functor.
Definition 4.5. A simplicial triangulation on a sesquicategory C is additional
structure on the category given by a two functors, two lax natural transformations
and a four relations. The two functors are denoted d⋄−1 and s
⋄
−1:
LArr(C)
d
⋄
−1 // C [0]
s
⋄
−1oo
called the mapping cone and vertex, respectively. Identify
[0] = LN+(C)[−1],
C = LN+(C)[0],
LArr(C) = LN+(C)[1].
The two lax natural transformations are denoted τd and τ s:
τd : cod −→ d⋄−1 : LArr(C) −→ C,
τ s : s⋄−1d0 −→ id : C −→ C.
Recall that cod = d0 : LArr(C)→ C, so τ
d can be thought of as the missing τ
d1
τ // d0
τd // d−1.
To explain τ s, assume there would exist an s−1 : C → LArr(C) that behaved
according to the simplicial relations. Then consider the diagram in Fun(C,C)
d1s−1
τ // d0s−1
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and use the simplicial relations d1s−1 = s
⋄
−1d0 and d0s−1 = id, so τ
s plays the
role of τ . In fact, since we identify τ : d1 → d0 : LArr(C) → C with the identity
functor on LArr(C) = LN+(C)[1], we define
τ s =: s−1 : C −→ LArr(C).
Define
d−1 : C −→ [0]
as the only possible functor and
d−1 : LN+(C)[2] −→ LArr(C)
as given by the diagram in Fun(LN+(C)[2],C)
d⋄−1d2
τ=d⋄
−1τ // d⋄−1d1 .
The relations needed in the definition are those additional simplicial relations
expressible in the recalage of the augmented sesquinerve LN+(C) involving d
⋄
−1
and s⋄−1, namely the following:
d⋄−1d0 ≃ d
⋄
−1d−1 : LN+(C)[2] −→ LN+(C)[0] R1
d⋄−1d1 = d0d−1 : LN+(C)[2] −→ LN+(C)[0]
d⋄−1d2 = d1d−1 : LN+(C)[2] −→ LN+(C)[0]
d−1d0 = d−1d
⋄
−1 : LN+(C)[1] −→ LN+(C)[−1]
d−1d1 = d0d
⋄
−1 : LN+(C)[1] −→ LN+(C)[−1]
s−1s
⋄
−1 = s0s
⋄
−1 : LN+(C)[−1] −→ LN+(C)[1]
d⋄−1s−1 ≃ d0s−1 ≃ id : LN+(C)[0] −→ LN+(C)[0] R2
d−1s
⋄
−1 = d0s
⋄
−1 = id : LN+(C)[−1] −→ LN+(C)[−1]
d−1s1 = s0d
⋄
−1 : LN+(C)[1] −→ LN+(C)[1]
d−1s0 ≃ s−1d
⋄
−1 : LN+(C)[1] −→ LN+(C)[1] R3
d1s−1 = s
⋄
−1d0 : LN+(C)[0] −→ LN+(C)[0]
d⋄−1s0 ≃ s
⋄
−1d−1 : LN+(C)[0] −→ LN+(C)[0] R4
where ≃ denotes the existence of an equimorphism. Note that all relation expressed
with equality hold by construction and are therefore redundant. The remaining
relations, labeled R1 – R4, are the ones we need in this definition. In fact, R4
follows from R3, so it may be removed. △
Example 4.6. In this example, let C denote the sesquicategory of chain com-
plexes Com2(A) where A is an additive category. Then C has a structure of sim-
plicial triangulation given by
d⋄−1 := Cone : LArr(C) −→ C,
s⋄−1 := 0 : [0] −→ C,
τd :=
(
0
1
)
: cod −→ d⋄−1 : LArr(C) −→ C,
τ s := 0 : s⋄−1d0 −→ id : C −→ C,
where Cone is defined in 3.4. The map τd is equal to π¯ in [GM, III.3.3]. To verify
that τdx : X → Conex is a morphism in Com2(A) for every object x : C → X in
LArr(C), we check that (
−d 0
x d
) (
0
1
)
=
(
0
1
)
d.
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To verify that τd is a natural transformation cod → d⋄−1, we check that for every
morphism f = (f0, f1, fˆ) : x→ y
C
x

f0 //
fˆ
  
  |
D
y

X
f1
// Y
cod f = f1, d
⋄
−1f = Cone f =
(
f0 0
fˆ f1
)
and the diagram commutes
X
(
0
1
)

f1 // Y
(
0
1
)

Conex (
f0 0
fˆ f1
) // Cone y.
The existence of equimorphisms R1–R3 can be verified in a similar way.
Corollary 4.7. Triangles of LN+(Com2(A)) with the simplicial triangulation
defined in 4.6 are equivalent to triangles of ΣCom∆(A) (i.e. 3-complexes) with the
simplicial triangulation given by the recalage Com∆(A).
Proof. This is because the simplicial triangulation on LN+(Com2(A)) is coming
from Com∆(A). More precisely, because the mapping cone, defined in Definition
3.18 is a differential d0 of Com∆(A). 
We want to think about a simplicial triangulation on C as “the same thing” as
a weak recalage of LN+(C). In the language of category theory, our desire can be
formulated as follows.
Conjecture 4.8. Let C be a sesquicategory. Then the category of weak recalages
of LN+(C) is equivalent to the category of simplicial triangulations on C.
But we have not defined these categories. In fact, we are not really interested
in these details. Simplicial triangulation was introduced to bridge the gap between
semitriangulation and weak recalage and a conceptual bridge is sufficient for this
purpose. The following theorem is intended to provide this.
Theorem 4.9. There is a one-to-one correspondence between weak recalages of
LN+(C) (up to equivalence) and simplicial triangulations on a sesquicategory C.
Proof. Given a weak simplicial sesquicategory S such that ΣS = LN+(C), the
required functors and lax natural transformations of the simplicial triangulation on
C = S[1] are defined as
d⋄−1 := d
S
0 : S[2] −→ S[1],
s⋄−1 := s
S
0 : S[0] −→ S[1],
τd := τ : dS1 −→ d
S
0 : S[2] −→ S[1],
τ s := τ : dS2 s
S
0 −→ d
S
1 s
S
0 : S[1] −→ S[2].
They satisfy the required relations because S was a weak simplicial category to
begin with.
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For the reverse direction, given a simplicially triangulated sesquicategory C,
define
S[i] := LN+(C)[i−1], i ≥ 0.
Define the face and degeneracy functors dSi and s
S
i of S as
dSi := d
LN+(C)
i−1 ,
sSi := s
LN+(C)
i−1
for i 6= 0 where d
LN+(C)
i−1 and s
LN+(C)
i−1 are the face and degeneracy functors for
LN(C)+. This guaranties that ΣS = LN+(C). It remains to define the dS0 and s
S
0
functors. For the case
S[0]
d
S
0 //oo
s
S
0
S[−1]
let dS0 be the unique constant functor and s
S
0 := s
⋄
−1. For
S[1]
d
S
0 //oo
s
S
0
S[0]
let dS0 := d
⋄
−1 and s
S
0 := s−1 = τ
s. For
S[i+1]
d
S
0 // S[i]
where i ≥ 1, write S[i] = LN+(C)[i−1] and define d
S
0 as given by
e0
τ // e1
τ // . . .
τ // ei−1
where
ej := d
⋄
−1d1 · · ·djdj+2 · · ·di : S[i+1] −→ C,
and the functors dj = d
LN+(C)
j . For
S[i+1] S[i]
s
S
0oo
define sS0 as given by
g0
τ // g1
τ // . . . τ // gi
where
gj := d0 · · ·dj−2dj · · ·di−1 : S[i] −→ C
for j ≥ 1 and
g0 := s
⋄
−1d0d1 · · ·di−1 : S[i] −→ C
and τ : g0 → g1 is equal to τ sd1 · · ·di−1. The corresponding lax natural transfor-
mations are defined in the obvious way using τd and τ s.
This makes S into a simplicial sesquicategory, because all additional simplicial
relations are satisfied by definition of simplicial triangulation. These are essentially
R1−R3. 
Theorem 4.10. Simplicial triangulation categorifies semitriangulation.
Proof. It follows from Theorems 4.2 and 4.9 that a simplicial triangulation on C
implies a semitriangulation on K(C). To prove this in accordance to Definition 2.22
we need to check that a semitriangulation is precisely the structure that remains
after the decategorificationC 7→ K(C). By this we mean that the data and relations
in the definition of a simplicial category can be described in terms of categorification
of the corresponding structure of semitriangulation.
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The functor s⋄−1 : [0]→ C determines a vertex and consequently the isomorphism
class of vertices.
Triangles, and axioms S2 and S4 are categorified as the functor
d⋄−1 : LArr(C)→ C
and lax natural transformation τd. That is, any triangle is isomorphic to one of
the form
d1f
τ // d0f
τdf // d⋄−1f
or equivalently
dom f
f // cod f
τdf // d⋄−1f
where f is an object of LArr(C). Axiom S4 is an attempt to say that the object Z
given in S2 is the result of a decategorified functor (the mapping cone).
The natural transformation τ s and relations R2 and R4 categorifies the second
triangle in S1:
V
τ sX // X
idX // X .
Relation R3 can be seen as the uniqueness requirement of S1.
Finally, relation R1 follows from axiom S3. 
Informally, a semitriangulated structure on K(C) is an attempt to capture the
shadows casted by an recalage of LN+(C) onto the sesquicategory C. This addi-
tional structure on LN+(C) behaves like an extra dimension:
• The (−1)-simplex takes on the role of a zero object.
• The 0-simplices, the objects of C, become edges with a source and a target,
this is reflected in the alternating sign of the Euler characteristic.
• The 1-simplices, the morphisms of C, become triangles, where the newly
discovered third edge behaves as a mapping cone in a functorial manner.
• The 2-simplices, composable pairs of morphisms, become tetrahedrons,
with the four faces corresponding to four triangles (Verdier’s axiom).
4.3. Ordinary Triangulation.
For comparison, we include a definition of triangulated categories.
Definition 4.11. A triangulation on an additive category H is an additive self-
equivalence T : H→ H together with a collection of diagrams of the form
X
f // Y
g // Z h // TX
called triangles and denoted (f, g, h), such that the following axioms hold.
T0: The collection of triangles are closed under isomorphism.
T1: For any object X in H, there is a triangle
X
1 // X // 0 // TX.
T2: For any morphism f : X → Y in H, there is a triangle (f, g, h)
X
f // Y
g // Z
h // TX.
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T4: If the rows are triangles and the left square commutes in the following
diagram, then there is a morphism k that makes the remaining squares
commute.
X
f //
i

Y
g //
j

Z
h //
k
✤
✤
✤ TX
T i

X ′
f ′ // Y ′
g′ // Z ′ h
′
// TX ′
T3: Consider the following diagram.
X
f   ❆
❆❆
❆❆
❆❆
h
!!
Z
h′
  ❅
❅
❅
❅
g′
""
W
g′′
##❋
❋❋
❋❋
❋❋
❋
j′′
$$
TU
Y
g
??⑦⑦⑦⑦⑦⑦⑦
f ′   ❅
❅❅
❅❅
❅❅
V
j′
==③
③
③
③
h′′
!!❉
❉
❉
❉ TY
T f ′
;;①①①①①①①①
U
j
>>⑦
⑦
⑦
⑦
==
f ′′
TX
T f
;;①①①①①①①①
Assume that h = gf , j′′ = (T f ′)g′′, and (f, f ′, f ′′) are (g, g′, g′′) are tri-
angles. If h′ and h′′ are given such that (h, h′, h′′) is a triangle, then there
are morphisms j and j′ such that the diagram commutes and (j, j′, j′′) is
a triangle.
T5: Given a triangle
X
f // Y
g // Z
h // TX
then the following is a triangle
Y
g // Z
h // TX
−T f // TY.
△
Apart from T4, this definition is from [May]. Traditionally, T4 has been part
of the definition, but in [May], May proves that T4 follows from the other axioms,
hence it is not included in the definition. However, with our simplicial bias the
proper course of action is to weaken T3 to S3 rather than removing T4. This is
because S3 is the higher analog of S2. The stronger version of S3 then follows by
Proposition 4.4.
Axiom T3 is known as Verdier’s axiom or the octahedral axiom. There is a
surprising number of ways to draw the associated diagram of this axiom. The term
octahedron is due to the fact that one of them has named shape. If a Platonic
solid must name this axiom, then the tetrahedron is a better choice since it refers
to its intrinsic properties. Triangles are at least called triangles, but perhaps for
the wrong reason. According to [We, Remark 1.3.5], the term stems from the shape
they are often depicted in. But in those diagrams the vertices are the objects of
H which, from our point of view, are the edges of a triangle. Many authors even
call any triangle-shaped diagram a triangle and call the true ones for distinguished
triangles.
We now compare triangilation defined in 4.11 with semitriangulation defined in
4.1. The following axioms need to be added to semitriangulation in order to make
the two definitions equivalent:
SIMPLICIAL STRUCTURE ON COMPLEXES 41
A0: The category H is additive.
A1: There is a functor T : H→ H.
A2: The functor T is an additive self-equivalence.
A3: Let X
f // Y
g // Z be a triangle. Then there is a morphism h such
that
Y
g // Z
h // TX
is a triangle
A4: and
Z
h // TX
−T f // TY
is a triangle.
A5: Given a morphism of triangles
X
f //
i

Y
g //
j

Z
k

X ′
f ′ // Y ′
g′ // Z ′
then
Y
g //
j

Z
h //
k

TX
T i

Y ′
g′ // Z ′
h′ // TX ′
is a morphism of triangle.
Axiom A1 is the only one stipulating extra structure, but contrary to what it may
seem, this axiom is the least crucial one. In fact we may augment semitriangulation
with he following three axioms without affecting Theorem 4.10 which says that
simplicial triangulation categorifies semitriangulation.
A1: There is functor T : H→ H.
A3’: Let X
id // X v // V be a triangle. Then there is a triangle
X
v // V // TX.
A5’: Given a morphism of triangles
X
id //
i

X
v //
i

V
k

X ′
id // X ′
v′ // V ′
then
X
v //
i

V
h //
k

TX
T i

X ′
v′ // V ′ h
′
// TX ′
is a morphism of triangles.
To see this, consider
τd : cod −→ d⋄−1 : LArr(C) −→ C,
from the definition of simplicial triangulation (Definition 4.5), as a functor
LArr(C)→ LArr(C) and let T correspond to the decategorification of
d⋄−1τ
ds0 : C −→ C,
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that is T := K(d⋄−1τ
ds0). In this way, we have access to (a candidate) of T in
semitriangulated categories which may, or may not, satisfy A2 – A4.
5. Groups
In the previous chapter we saw that the categorification of semitriangulation is
simplicial triangulation, which is the same thing as a recalage of an augmented lax
nerve. In this chapter we show that the decategorification of a semitriangulation is
a group structure. We then show that a group structure on a set M is the same
thing as a recalage of the augmented nerve of M .
5.1. Division.
Definition 5.1. A group is a set M together two functions
M ×M
div // M {∅}eoo
satisfying the following axioms for all x, y, z ∈M
L1: x/x = e,
L2: x/e = x,
L3: (z/x)/(y/x) = z/y.
where / is infix for div and e is shorthand for e(∅). △
This definition appears in literature (see e.g. [Ha, p. 6]) but with the additional
axiom
L4: e/(y/x) = x/y.
However, L4 is redundant because it follows from L1 and L3.
Proposition 5.2. The definition of group in Definition 5.1 is equivalent to the
classical one: A group is a set M , together with a function _ ∗_ : M ×M → M ,
a function _−1 :M →M and an element e ∈M that satisfy for all x, y, z ∈M :
G1: (x ∗ y) ∗ z = x ∗ (y ∗ z).
G2: e ∗ x = x,
G3: x−1 ∗ x = e,
Proof. To prove that a G-group is an L-group, define
x/y := x ∗ y−1
and check L3:
(z/x)/(y/x) = z ∗ x−1 ∗ (y ∗ x−1)−1 = z ∗ x−1 ∗ x ∗ y−1 = z/y.
To prove that an L-group is a G-group, define
x−1 := e/x,
x ∗ y := x/y−1.
Then G3 follows from L1. We prove G2:
e ∗ x = e/(e/x) = (x/x)/(e/x) = x/e = x
SIMPLICIAL STRUCTURE ON COMPLEXES 43
and G1:
(x ∗ y) ∗ z = (x ∗ y)/(e/z)
= (x/(e/y))/(e/z)
= (x/(e/y))/((e/z)/e)
= (x/(e/y))/(((e/z)/y)/(e/y))
= x/((e/z)/y)
= x/(((e/z)/(e/z))/(y/(e/z)))
= x/(e/(y/(e/z)))
= x ∗ (y/(e/z))
= x ∗ (y ∗ z).

5.2. Recalage of the Nerve of a Set.
Theorem 5.3. The structure of semitriangulation on a category categorifies a
group structure on a set.
Proof. Decategorifying semitriangulation defined in Definition 4.1, we get the fol-
lowing:
A nonempty set M , together with a collection of “triangles”
T ⊂M ×M ×M
and a collection of “vertices” in M that satisfies the following axioms:
K(S0): All vertices are equal (and they exist by S1). This is our e.
K(S2): For any pair (x, y) ∈M ×M there is a z ∈M such that (x, y, z) ∈ T .
K(S4): Let (a, b, c), (d, e, f) ∈ T , if (a, b) = (d, e) then c = f . Axioms K(S2)
and K(S4) say precisely that T is (the graph of) a function M ×M →M .
This function is our div, i.e. T = {(x, y, y/x) | x, y ∈M}.
K(S1): For any x ∈M , we have (x, x, e) ∈ T and (e, x, x) ∈ T , this is axioms
L1 and L2.
K(S3): For any x, y, z ∈M , there exist a, b, c ∈M such that
(x, y, a) ∈ T,
(x, z, b) ∈ T,
(y, z, c) ∈ T,
(a, b, c) ∈ T.
This is precisely axiom L3.
Since all of the group structure as given in Definition 5.1 is accounted
for, this is a categorification which lives up to Definition 2.22.

Corollary 5.4. The structure of simplicial triangulation on a sesquicategory is
a double categorification of the structure of a group on a set.
Proof. In the spirit of Definition 2.22, this should follow from Theorem 4.10 and
5.3. To be on safe side, we still go trough the details. Let
M ×M
div // M {∅}
eoo
be given by K2 := K ◦K applied to
LArr(C)
d
⋄
−1 // C [0].
s
⋄
−1oo
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And for the relations
K2(R1) = L3,
K2(R2) = L2,
K2(R4) = L1.
In Definition 4.5, the relation R4 follows from R3. But for the purpose of defining
groups, it is more economical to keep K2(R4) and observe that K2(R3) follows
from K2(R4), that is
(x/x, y/x) = (0, y/x)
for all (x, y) ∈M ×M . 
We have shown that the double decategorification of simplicial triangulation is a
group. But a simplicial triangulation on C is equivalent to a weak recalage of the lax
nerve of sesquicategory C. If decategorification in Definition 2.22 is well-behaved,
it should follow that the group in question is in fact a recalage of the augmented
nerve of the set K2(C) = K(K(C)). This makes us suspect the following.
Theorem 5.5. A group structure on a set M uniquely determines a recalage of
N+(M) and vice versa.
Proof. Assume we are given a simplicial set S such that ΣS = N+(M). Then
S[n] = N+(M)[n−1] =M
×n is the n:th Cartesian power of M . Define
div := d0 : S[2] −→ S[1],
e := s0 : S[0] −→ S[1].
Since s1 : S[1] → S[2] is the diagonal map M →M ×M , the relation
d0s1 = s0d0 : S[1] −→ S[1]
means that for x ∈M , d0s1x = div(x, x) = e which is Axiom L1. The relations
d1s0 = id : S[1] −→ S[1]
d2s0 = s0d1 : S[1] −→ S[1]
tell us that for x ∈ M , s0x = (e, x) because d1 and d2 are the two projections
M ×M →M . The relation
d0s0 = id : S[1] −→ S[1]
then means that for x ∈M , d0s0x = div(e, x) = x which is Axiom L2. Axiom L3
follows in similar way from the relation
d0d1 = d0d0 : S[3] −→ S[1].
This proves that a recalage of N+(M) endows M with a group structure.
To prove the opposite direction, let (M, div, e) be a group as defined in Definition
5.1 and define a recalage S of N+(M) just like in Theorem 4.9. In particular
S[i] := N+(M)[i−1] =M
×i i ≥ 0,
dSi := d
N+(M)
i−1 i ≥ 1,
sSi := s
N+(M)
i−1 i ≥ 1
and
S[2]
d
S
0 :=div // S[1] S[0].
s
S
0 :=eoo
However, the reason S satisfies the simplicial relations differs slightly compared
to Theorem 4.9, this is becauseK2(R3) is redundant here as explained in Corollary
5.4. 
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Definition 5.6. Let Rec1 denote the full subcategory of the category of sim-
plicial sets, given by those simplicial sets which are recalage of nerves. △
In our 2-categorical terminology, these objects are functors F : ∆ → R ◦ Set
such that ΣF = N+(F[1]), where R denotes the right adjoint to Ob as described in
Definition 2.8.
Theorem 5.7. The category Rec1 is isomorphic to Grp; the category of small
groups.
Proof. The bijection on objects is given by Theorem 5.5. Essentially, a simplicial
set is turned into a group (see Definition 5.1) by chopping of degrees higher than
two. Hence every natural transformation preserves the group structure and gives a
group homomorphism. This clearly defines a functor
chop : Rec1 −→ Grp.
To see that chop is faithful, note that every morphism η : F → G of Rec1 is
uniquely determined by η[1] because the vertex maps (see Definition 2.41) of ΣF
are precisely the projections.
To see that chop is full, let h : chopF → chopG be a morphism in Grp. Then
h has a unique extension to a simplicial map h′ : ΣF → ΣG for the same reason as
above. It remains to prove that h′ commutes with the remaining generators, that
means
dG0 h
′ = h′dF0
and analogously for s0. But d0 and s0 are defined in terms of projections, division
and insertion of the neutral element (see the proof of Theorem 4.9) which are
respected by the group homomorphism h. 
5.3. Nerve of a Group.
In this section we shall explain the difference between the recalage description
of a group and the more familiar nerve description. Since the recalage description
is a decategorification of some of our other constructions, we will gain some insight
into its simplicial structure.
Let
G = (M, div, e)
be a group as in Definition 5.1 and S be the recalage of the nerve of M that
corresponds to G as given by Theorem 5.5. In other words, S is a simplicial set
such that ΣS = N+(M) and the diagram
S[2]
d
S
0 // S[1] S[0]
s
S
0oo
is equal to
M ×M
div // M {∅}.
eoo
On the other hand, we may regard G as a groupoid with a single object and M
as its morphism set with composition given by the group structure. Denote the
simplicial set Ob(N(G)), the nerve of the groupoid G, by N(G).
Then both S and N(G) are simplicial sets that fully describe the group G. But
they do that in different ways. For example, most of the generators of the simplicial
maps of S (those of ΣS to be specific) has no knowledge of the group structure
while the rest have explicit knowledge of division. In contrast, the simplicial maps of
N(G) have explicit knowledge of composition inside G, but only implicit knowledge
of division; G could have been a monoid (a category with a single object) in the
later construction. The easiest way to understand the difference is trough a picture.
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Let (x, y, z) be an ordered triple of elements of the group G. The triple then
corresponds to a unique 3-simplex (tetrahedron) in both S and N(G):
1
✫
✫
✫
✫
✫
✫
✫
✫
  ❆
❆
❆
❆
❆
❆
0
x
DD✠✠✠✠✠✠✠✠✠✠ z //
y
%%❏❏
❏❏❏
❏❏❏
❏❏❏
3
2
??⑧
⑧
⑧
⑧
1
y
✫
✫✫
✫✫
✫✫
✫✫
✫✫
✫✫
✫✫
  ❆
❆
❆
❆
❆
❆
0
x
DD✠✠✠✠✠✠✠✠✠✠ //❴❴❴❴❴❴❴❴
%%❏
❏❏
❏❏
❏ 3
2
z
??⑧⑧⑧⑧⑧⑧⑧
S N(G)
Note what happens if we forget about the 0:th vertex from the left tetrahedron,
that is applying the décalage: The remaining vertices (1, 2, 3), now resembling a
2-simplex, may be identified with the triple (x, y, z) and their simplicial structure
has nothing to do with the group structure. This describes the identification
ΣS = N+(M)
for 2-simplices, that is (ΣS)[2] = S[3] =M
×3 = N+(M)[2].
6. Conclusion
We have shown that:
• A simplicial triangulation on a sesquicategory C is the same thing as a weak
recalage of its augmented lax nerve LN+(C).
• A group structure on a set M is the same thing as a recalage of its aug-
mented nerve N+(M).
• Every row in the following diagram is the categorification of the one below
and that the upper row is the double categorification of the lower:
Underlying object Axiomatic structure Structure as representaion
Sesquicategory Simplicial triangulation Weak recalage of lax nerve
Category Semitriangulation
Set Group structure Recalage of nerve
The empty place is empty because of the non-functoriallity of the mapping cone.
We claim that a weak recalage of LN+(C) is an improvement over corresponding
semitriangulation on K(C). Firstly, the definition of a recalage is a one-liner com-
pared to a whole page for semitriangulation. Secondly, it is an enhancement in the
sense that Axiom S2 & S4 become a functor (the mapping cone) at the cost of
reformulating, rather than loosing the other axioms.
Moreover, in the case C = Com2(A) we have:
• The weak recalage of LN+(Com2(A)) can be replaced with a strict one,
namely the simplicial category Com∆(A), with Com∆(A)[1] = Com2(A).
This last point is perhaps the most interesting. It says that the asymmetric
(the irregular definition of the −1 indices) and weak (simplicial relations only up to
equivalence) properties of the recalage of LN+(Com2(A)) given by Example 4.6 can
be overcome by the simplicial category Com∆(A). The simplicial maps di and si of
Com∆(A) behave in a symmetric way and the simplicial relations are satisfied up
to equality rather than equivalence. Moreover, there is a simplicial functor between
their décalage
Spine : ΣCom∆(A) −→ LN+(Com2(A))
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which is a pointwise adjoint equivalence. But it goes only in one direction, the
collection of pointwise weak inverses Filler[i] do not constitute a simplicial functor in
the other direction. This suggests that something important is being lost by Spine
and that there is a better candidate for the categorification of semitriangulation
of the homotopy category of chain complexes K(Com2(A)), namely the simplicial
category of N -complexes Com∆(A).
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