Neurons with directional specificities are active in the prefrontal cortex (PFC) during tasks that require spatial working memory. Although the coordination of neuronal activity in PFC is thought to be maintained by a network of recurrent connections, direct physiological evidence regarding such networks is sparse. To gain insight into the functional organization of the working memory system in vivo, we recorded simultaneously from multiple neurons spaced 0.2-1 mm apart in monkeys performing an oculomotor delayed response task. We used cross-correlation analysis and characterized the effective connectivity between neurons in relation to their spatial and temporal response properties. The majority of narrow (Ͻ5 msec) cross-correlation peaks indicated common input and were most often observed between pairs of neurons within 0.3 mm of each other. Neurons recorded at these distances represented the full range of spatial locations, suggesting that the entire visual hemifield is represented in modules of corresponding dimensions. Nearby neurons could be activated in any epoch of the behavioral task (stimulus presentation, delay, response). The incidence and strength of cross-correlation, however, was highest among cells sharing similar spatial tuning and similar temporal profiles of activation across task epochs. The dependence of correlated discharge on the functional properties of neurons was observed both when we analyzed firing from the task period as well as from baseline fixation. Our results suggest that the coding specificity of individual neurons extends to the local circuits of which they are part.
The primate prefrontal cortex (PFC) is a critical component of the cortical network that mediates working memory, and damage to this region produces deficits involving memory maintenance and future planning (Jacobsen, 1936; Milner, 1963; GoldmanRakic, 1987) . PFC malfunction has been implicated in numerous mental illnesses, most notably schizophrenia (Franzen and Ingvar, 1975; Weinberger et al., 1986; Goldman-Rakic, 1994) . Electrophysiological studies undertaken to address the cellular basis of these cognitive functions have revealed a population of neurons in monkey dorsolateral PFC that is active during the delay periods of working-memory tasks (Fuster and Alexander, 1971; Kubota and Niki, 1971; Funahashi et al., 1989 Funahashi et al., , 1990 Funahashi et al., , 1991 . PFC neurons exhibit coding specificity for attributes of remembered stimuli or "memory fields," independent of motor responses (Niki and Watanabe, 1976; Funahashi et al., 1993; Constantinidis et al., 2001) . The sustained activity of these neurons mediates "on-line" storage and processing required by working-memory tasks and poses the question of the nature of the cortical architecture that endows the PFC network with such operational properties.
Anatomical studies of the local prefrontal network have revealed that both intrinsic interconnections and associational projections to PFC terminate in a precise, stripe-like fashion (Goldman and Nauta, 1977; Levitt et al., 1993; Kritzer and Goldman-Rakic, 1995; Pucak et al., 1996) . Intrinsic collaterals emanating from pyramidal cells in layer III terminate in a regular pattern of interdigitated columns ϳ0.5 mm wide, extending laterally by 2-8 mm within the supragranular layers. These experiments examined the basic building units of the local network but not their functional implications.
Our present study was designed to address the effective connectivity (Aertsen et al., 1989) of the PFC to provide insight into the dynamics of working memory. We used an array of electrodes to record simultaneously from several neurons during execution of a spatial working-memory task and identify cross-correlation interactions between cells with different functional properties. Such methodology has been used successfully in other cortical areas, most notably in the primary visual cortex, where cells are likely to be interconnected if they possess overlapping receptive fields (RFs) or share orientation preferences (Ts'o et al., 1986; Das and Gilbert, 1999) .
The current study extends previous findings from our laboratory showing that neurons recorded within 400 m along the same electrode track tend to be modulated by stimuli in the same part of the visual field and receive common input (Wilson et al., 1994; Rao et al., 1999) . Cross-correlation interactions have been demonstrated among neuronal pairs with similar spatial tuning isolated from a single electrode (Funahashi and Inoue, 2000) . We now show that neurons separated by lateral distances not Ͼ300 m are more likely to show cross-correlation peaks if they share similar spatial tuning and are active during the same task epochs. The results have important implications regarding the principles of PFC functional organization and the nature of information processing in working-memory circuits.
Parts of these results have been published previously in abstract form (Constantinidis et al., 1999) .
MATERIALS AND METHODS
Subjects. T wo male rhesus monkeys (Macaca mulatta), weighing 10 -12.5 kg, served as subjects in this study. A magnetic resonance imaging-guided craniotomy was performed on both animals, exposing a 20 mm region of dorsolateral prefrontal cortex that included both the frontal eye fields and area 46 of the left hemisphere (see Fig. 1 ). Monkeys were also implanted with a scleral eye coil to monitor eye position and a head bolt to stabilize the head during task performance (Judge et al., 1980) . The animals were allowed at least 2 weeks to recover from surgery before training on the behavioral task was initiated. Surgery and training protocols were in accord with guidelines set by the National Institutes of Health and were approved by the Yale University Animal C are and Use Committee.
Work ing-memor y task. Animals were trained on an oculomotor delayed response task (ODR) shown in Figure 2 . Stimuli were back projected onto a tangent screen placed 50 cm away from the subject. Monkeys initiated a trial by fixating a central point 0.2°in size, for 500 msec. They maintained central fixation as a cue stimulus subtending 1°flashed for 500 msec at an eccentricity of 14°. The cue could appear in one of eight possible locations around the fixation point (see Fig. 2 A) ; 10 -12 correct trials were typically recorded for each location. Target locations were randomly interleaved across trials. For some recordings, 25 cue locations were used, arranged in three concentric circles of 7, 14, and 21°eccen-tricity, with an additional cue appearing over the fixation point. In some instances, after the spatial tuning of the neuron had been established with the 8-or 25-target ODR, another set of recordings was performed used only two targets, inside and outside of the receptive field; 80 -100 trials were typically recorded in this fashion. A delay period lasting 3 sec followed the presentation of the cue. At the end of this period the fixation point was extinguished, and the monkeys were trained to make a saccade to the remembered target location in the absence of any visual cues. Eye position was monitored throughout the entire period, and the trial was terminated immediately if it deviated by more than a predetermined distance (ϳ2°for most recordings). The actual eye position was much more restricted around the fixation point, and the choice of the eye window size was dictated by the resolution of the computer system responsible for behavioral control in real time. Monkeys received a liquid reward for saccades that terminated within 5°from the center of the cue.
Multiple electrode recording. Neuronal activity was monitored using varnish-coated tungsten electrodes (1-4 M⍀ at 1 kHz). One or more electrodes were placed in stainless steel guide tubes. Each electrode was independently advanced into the cortex with a set of micromotors (Alpha-Omega Engineering, Nazareth, Israel), as shown in Figure 2 B. Electrodes could be arranged in several possible configurations with the use of appropriate guide tubes (F HC, Bodowinham, M E). We typically used four electrodes spaced ϳ200 -300 m apart within a single guide tube or two electrodes spaced 1000 m apart in two separate guide tubes (see Fig. 2 B) . Neuronal activity was amplified 1000 times and bandpassfiltered (400 Hz -10 kHz). The conditioned signal was sampled with a temporal resolution of 30 sec by a data acquisition system (CED, C ambridge, UK). Sampled waveforms were sorted into separate units using a template-matching algorithm. Peristimulus time histograms and cross-correlation histograms (CCHs) were displayed on line. Eye position was recorded with 10 msec resolution.
Data anal ysis: neuron classification. The firing rate of each unit was computed in five different time windows, during the fixation period (500 msec), cue presentation (500 msec), delay period (3000 msec), presaccade period (250 msec after the fixation point was turned off), and post-saccade period (500 msec after the end of the pre-saccade period). We included in our analysis only neurons that exhibited significantly elevated firing rates in any task epoch compared with baseline fixation (paired t test; p Ͻ 0.05; adjusted for multiple comparisons).
We used a bootstrapping test to assess whether the firing rate of a neuron was spatially tuned in each task epoch (L urito et al., 1991) . The response to each target location was represented by a vector the direction of which was determined by the position of the cue. The amplitude of the vector was equal to the mean firing rate corresponding to the particular cue location. The sum of all eight vectors for individual target locations produced a resultant vector indicating the location that maximally excited the neuron. We evaluated the probability that the observed spatial tuning could arise by chance by estimating the percentage of 10,000 randomly generated resultant vectors that exceeded the length of the actual resultant. For this procedure, we randomly assigned the firing rate of each trial to one of the eight target locations and then computed a resultant vector, as before. Neurons were deemed spatially tuned for p values Յ0.01. This statistical bootstrapping technique was in good agreement with the results obtained performing an ANOVA test at the same level of significance. The two tests produced the same classification (responses tuned or untuned) in 87.3% of the cases tested. The bootstrapping test, however, presented the benefit that it required no assumptions on the distribution of firing rates and took into account the geometrical arrangement of the response rate distributions.
We estimated the tuning difference between two neurons by calculating the absolute difference between the directions of their resultant vectors. This calculation was performed only for responses recorded during the same epoch. If a pair of neurons were spatially tuned in more than one epoch, a tuning difference was estimated for each epoch separately, then all values were averaged together. Spatial tunings in the cue, delay, and pre-saccadic epochs were generally in close agreement. The median difference in spatial tuning between any two epochs of the same neuron was 22.7°for our sample; however, we did observe examples with quite disparate spatial tuning in different task epochs, as reported previously (Rao et al., 1999) . We simulated the expected distribution of spatial tuning differences by randomly pairing neurons from different recording sessions, then computing the spatial tuning difference between them. We used 10,000 randomly selected pairs to generate the expected distribution of tuning differences.
We also characterized neuronal responses with respect to the temporal pattern of activation. For each neuron we pooled responses from all spatial locations and computed the average discharge rate for each task epoch. We f urther divided the delay epoch into three periods, each 1 sec long, for the purposes of this analysis (although results were very similar when we averaged firing rates from the entire delay period). The similarity in temporal profile of activation for each pair of neurons was evaluated by calculating the Pearson correlation coefficient between the corresponding task-period responses. We estimated the expected distribution of correlation coefficients by again pairing neurons randomly and calculating r values. We used 10,000 randomly selected pairs for this analysis, as above.
Cross-correlation anal ysis. CCHs were constructed from the spike trains of simultaneously recorded pairs of neurons (Perkel et al., 1967) . Our analysis in this paper focuses on cross-correlation histograms using the entire length of all correct trials, but separate CCHs were also constructed for each location and task epoch. The position and width of CCH peaks for separate locations and task epochs, when present, were generally consistent with the cross-correlation analysis based on the entire trial period.
For each CCH a shift predictor was calculated to help identif y potential correlated firing, time locked to the stimulus. We constructed shift predictors by first grouping trials depending on cue location and then shifting the order of trials by one trial position. Because previous studies have identified CCH peaks of greatly varying widths (Nowak et al., 1995) , we used four time scales varying from Ϯ25 to Ϯ250 msec and four bin widths varying from 0.5 to 5 msec in an attempt to reveal several kinds of neuronal interactions. The statistical significance of CCH peaks was evaluated by using the SD of the shift predictor as a measure of the expected SD of the raw correlogram under the null hypothesis that the two spikes are independent. For each of the four time scales used, we first computed the baseline of the raw correlogram defined as the average of half the bins in the flanks of the CCH. We then identified peaks that exceeded the baseline by a number of shift-predictor SDs corresponding to a probability value of 0.001, under the assumption that bin heights in the four correlograms are independent and normally distributed. For our data this was 4.41 SDs. None of our shift predictors exceeded these confidence intervals. This estimation of significance is similar to methods used previously in the primary visual cortex (Reid and Alonso, 1995; Das and Gilbert, 1999) . Only CCHs containing Ͼ1000 spikes were analyzed in this study. We tested the assumption that CCH histogram bins were distributed randomly by performing a Kolmogorov-Smirnov, onesample test on all shift predictors. The null hypothesis that bin heights were normally distributed was rejected in 12.1% (163/1348) of the cases, higher than the 0.05 level of significance that we used for the test. Histograms rejecting the null hypothesis were most often (82/163) those with the smallest bin width of 0.5 msec, for which we observed the lowest spike counts in each bin. CCHs that violated the normality assumption were not used for evaluating significant peaks.
We calculated the strength of correlated firing between two units by computing the number of spikes under the correlogram peak that exceeded the baseline and dividing it by the total number of spikes from each neuron. In the case of peaks that are offset from zero, this measure is termed "efficacy" when it refers to the presynaptic neuron and "con-tribution" when it refers to the postsynaptic neuron (Levick et al., 1972) . We computed the correlation strength for peaks straddling the zero point in a 5 msec window centered at zero. These calculations were performed on the 1 msec bin CCH.
We performed a regression analysis to test the dependence of the presence of narrow peaks on electrode separation. A linear model of the form Y ϭ aX ϩ b was used, where Y represented the proportion of neurons with significant peaks and X represented the distance between electrodes. Each neuron was treated as one observation. For each neuron, Y could take the value of either 1 or 0 (for presence or absence of a narrow peak). The average value of the dependent variable was equal to the proportion of neurons with narrow CCH peaks at each recording distance.
RESULTS Database
We recorded from a total of 778 neurons in the dorsolateral prefrontal cortex (areas 8 and 46) of two awake, behaving monkeys (Fig. 1) . Four hundred fifty-two of these neurons were significantly modulated during performance of the oculomotor delayed response task (Fig. 2) . Our data included simultaneous recordings of 337 neuronal pairs, both members of which exhibited significant responses from separate electrodes. Of those, 194 pairs were recorded from electrodes 200 m apart, 92 pairs were recorded at 300 m apart, and 51 pairs were recorded at 1 mm apart.
The precise laminar distribution of the recorded units could not be determined with confidence, but an attempt was made to record mainly from the supragranular layers, because anatomical studies have indicated that a large proportion of horizontal connections terminate in layer 3 (Levitt et al., 1993; Kritzer and Goldman-Rakic, 1995) . Ninety-one percent (413/452) of responding units were recorded at depths Ͻ1 mm from the surface of the cortex, as identified by the initial appearance of neuronal activity, and thus were highly likely to represent a sample of neurons from the supragranular layers.
Characteristics of cross-correlation interactions
Neurons recorded simultaneously from electrodes separated by 200 -1000 m exhibited overlapping receptive, memory, or movement fields. This is in agreement with previous results that indicate neurons in dorsolateral prefrontal cortex possess large RFs that can subtend up to 60°of visual angle (Suzuki and Azuma, 1983; Rao et al., 1999) . For 218 of the total 337 pairs, both neurons displayed spatially tuned responses during the same epoch so that we could determine their difference in tuning using a vector algorithm (see Materials and Methods).
Cross-correlation analysis was performed in an attempt to identify the pattern of putative connections within prefrontal Oculomotor delayed response task and recording methodology. A, Trials began when the monkey fixated a central point on a screen for 500 msec. A target appeared in one of eight possible locations (0 -315°) for 500 msec and was followed by a delay period of 3000 msec. When the fixation point was extinguished, the monkey saccaded to the location of the remembered target. B, Independently advancing electrodes were lowered in the monkey's cortex. C, Cross-view illustrating the electrode configurations most often used in this study. The top circle represents a single guide tube that contains four electrodes in a 2 ϫ 2 matrix. The two bottom circles represent two guide tubes separated by 1 mm, each holding a single electrode.
cortex. We found a total of 100 neuronal pairs that exhibited significant peaks or troughs; the remaining 237 pairs exhibited no significant interactions. We were particularly interested in CCH peaks that could arise from direct interactions between neurons and therefore could provide some insight into the dynamics of PFC organization. We defined CCH peaks as "narrow" if they were centered within 5 msec of the center bin and their width at half peak height was Յ5 msec (Michalski et al., 1983; Kruger and Aiple, 1988) . Such peaks could be the result of monosynaptic connections or common input, involving one or two synapses (Alonso and Martinez, 1998) . A typical result of this analysis is shown in Figure 3 for a pair of neurons recorded from electrodes 200 m apart. The cell shown at the left of the figure (Neuron 3083) responded maximally during the cue, delay, and saccade periods for the target appearing at 315°. Neuron 3086, shown at the right, responded maximally for the 270 and 315°targets. Cross-correlation analysis revealed a narrow peak of 2-3 msec width, centered at 0 time lag. Such a peak could be the result of shared input between the two neurons. Eleven percent of all pairs displayed similar narrow peaks (38/337 total pairs). A larger percentage of neuronal pairs (22%, 75/337) displayed broader peaks, which could be the result of polysynaptic interactions (Nowak et al., 1995) or covariations in neuronal firing during the same time epochs (Brody, 1998 ). An example is shown in Figure  4 . The two neurons were active during cue presentation at the 0 and 45°locations. A peak ϳ15 msec wide is evident in the CCH (bin size, 2 msec). Most examples of CCH interactions observed for units recorded from separate electrodes exhibited a peak at 0 time lag. Only 1% of all pairs (5/337) exhibited off-center excitatory narrow peaks. An additional 1% of the total number of pairs displayed narrow troughs (4/337).
Factors governing effective connectivity
The incidence of any cross-correlation interactions and narrow peaks, in particular (Fig. 5, gray and white bars, respectively) , decreased dramatically with electrode separation. We performed a regression analysis to test whether the proportion of pairs with significant CCH interaction was dependent on distance. The results revealed that the proportion of pairs exhibiting significant interactions decreased significantly ( p Ͻ 0.05) as distance increased. This was true when we considered all peaks or narrow peaks alone. For the remainder of our analysis we focused on the 278 pairs of neurons recorded at 200 -300 m apart, because these were the distances where we recorded most of the significant CCH peaks. We sought to explore the functional properties of neurons recorded at these distances from each other and test whether the incidence and strength of cross-correlation peaks were dependent on the spatial tuning and epoch of activation of the neurons.
Both neurons of 136 pairs displayed spatially tuned activity during the same task epochs, making it possible to compute their spatial tuning difference. We first examined the tuning difference between simultaneously recorded pairs, whether they exhibited a CCH peak or not. Pairs of neurons recorded 200 -300 m apart exhibited the entire range of spatial tuning preferences (Fig. 6 A) . This evidence suggests that the entire visual hemifield is represented in a region of cortex 200 -300 m wide. However, at these distances, there was a significant bias for more similar tuning than would be expected by chance. The difference between the observed and expected distributions was statistically significant ( 2 test; p Ͻ 0.05).
Similarly, we observed that neurons recorded at distances of 200 -300 m apart could be active in any task epoch and displayed widely ranging temporal profiles of activation. We quantified the degree of similarity between the temporal profiles of two neurons by computing the correlation coefficient for their averaged responses in the different task epochs (see Materials and Methods). We observed r values ranging anywhere between Ϫ1 and 1 (Fig.  6 B) . There was, however, again a statistically significant bias for pairs of neurons with more similar temporal profiles, corresponding to higher correlation values ( 2 test; p Ͻ 0.05). We proceeded to test whether the incidence of crosscorrelation peaks was greater for neurons with similar functional properties. The proportion of pairs exhibiting narrow CCH peaks was higher for pairs with similar spatial tuning (Fig. 7) . This effect Figure 3 . Unit activity for two neurons recorded from electrodes ϳ200 m apart. The two outer panels display peristimulus time histograms representing neuronal activity on the ODR task. Histograms are arranged to indicate the location of the corresponding cue. The center panel presents the raw cross-correlation histogram with the shift predictor overlaid as a gray line. Horizontal lines represent CCH baseline and 0.001 confidence intervals. The neuron shown on the right was the reference cell for the construction of the CCH. PST histograms reveal spatially overlapping delay period activity in the lower contralateral visual field (315°position). The narrow peak centered on the zero time point of the cross-correlation histogram reflects synchronous neuronal firing. Spikes that contributed to CCH for Neuron 3083 and Neuron 3086 were 14,025 and 18,192, respectively. Percentages of total spikes represented in the peak (cross-correlation strength) were 2.3 and 1.8%, respectively. Bin size for CCH was 1 msec.
was statistically significant (regression analysis; p Ͻ 0.05). More examples of narrow CCH interactions between neurons with similar spatial tuning are shown in Figure 8 . To ensure that the decrease in the number of interactions as a function of tuning difference could not be accounted for by factors such as firing rate, we repeated the regression analysis including the absolute firing rate and firing rate difference of the pair as independent variables in the model. The effect of tuning difference on the proportion of neurons with narrow peaks remained significant (regression analysis; p Ͻ 0.05). Our failure to detect synchrony among neurons with dissimilar spatial tuning could also be attributable to the fact that they were never coactivated by the same preferred stimulus, and therefore a sufficient number of spikes was not available to reveal a possible interaction. To test this possibility, we repeated the cross-correlation analysis during the fixation period alone. Analysis of the fixation period revealed similar results: pairs exhibited synchrony more often when their spatial tuning was similar (Fig. 7, right) . The proportion of significant peaks was again significantly dependent on tuning difference (regression analysis; p Ͻ 0.05). However, the overall percentage of neurons exhibiting narrow peaks during the fixation period was lower, suggesting that task parameters may dynamically modulate the strength of interactions between PFC neurons.
The strength of interactions between pairs of neurons was estimated as the fraction of the total number of spikes represented by each neuron in the CCH peak (see Materials and Methods). We then plotted this cross-correlation strength between neuron pairs as a function of their difference in spatial tuning (Fig. 9A) . We found that cross-correlation strength was greatest for pairs with smaller tuning differences and decreased for pairs of neurons with larger tuning differences. A regression analysis revealed a statistically significant ( p Ͻ 0.05) dependence for activity recorded both during the task period and baseline fixation (Fig. 9A) .
We next tested whether cross-correlation strength was dependent on the similarity of the temporal profiles of activation between two neurons (Fig. 9B) . A regression analysis between CCH strength and the correlation of the mean responses of the two neurons in different epochs showed a significant dependence between the two factors ( p Ͻ 0.05). This dependence was observed when we constructed CCHs based on spikes from either the task epochs or the baseline fixation. The result suggests that CCH interactions depend on the temporal pattern of activation of the neuron and that such interactions are evident even in a baseline state, before the neurons are activated by the task. Finally, we examined the incidence of narrow cross-correlation peaks for neurons activated during each of the task epochs. We identified neurons that exhibited firing rate significantly elevated above baseline for at least one epoch (t test; p Ͻ 0.01 corrected for multiple comparisons). We then calculated the percentage of pairs exhibiting narrow CCH peaks for the groups of pairs with both neurons, one neuron, or neither neuron active in the same task epoch. The percentage of pairs exhibiting narrow CCH peaks was highest for pairs of neurons both members of which were activated during the same task epoch (Fig. 10) . The distribution of pairs was significantly different from uniform for the cue, delay, and saccade epochs ( 2 test; p Ͻ 0.05).
DISCUSSION
The present study used multiple electrode recordings in an effort to shed light on the functional organization of the spatial working-memory network in prefrontal cortex. Cross-correlation analysis was used to study the patterns of interactions between classes of neurons defined by their spatial and temporal properties as they relate to working-memory performance. Although there is no strict, causal relationship between a peak in the cross-correlation histogram and an anatomical connection between two neurons, the patterns observed can begin to define the rules of organization of the underlying synaptic interactions, direct or indirect. This has been termed the "effective connectivity" of the circuitry (Aertsen et al., 1989) . Most interactions revealed by cross-correlation analysis were found between pairs of neurons recorded within 200 -300 m of each other. We observed that neurons recorded at these distances represented the entire range of spatial locations and epochs of activation. However, the pattern of interactions between these cells was not random. Neurons that shared similar spatial tuning and were active in the same task epochs exhibited a significantly higher incidence of synchronous firing patterns. The dependence of synchrony on spatial tuning and epoch of activation was an effect of the underlying circuitry rather than stimulus presentation, because we observed the same dependence during baseline fixation, before the neurons were engaged by the task. A similar finding of correlated firing in the fixation as well as stimulus presentation period was reported recently in area MT (Bair et al., 2001) . Our results do not exclude the possibility that the relative strength of correlated firing may be dynamically modulated across task epochs (Aertsen et al., 1989; Sanes and Donoghue, 1993; Vaadia et al., 1995; Riehle et al., 1997 ). This will be the focus of an upcoming study.
Characteristics and sources of synchronous activity in neocortex
Previous studies have identified CCH interactions or coincidence between neurons in primate frontal cortex that were modulated over the time course of several seconds across the duration of a behavioral task (Abeles et al., 1993; Seidemann et al., 1996) . The present study extends this work by addressing the defining properties of prefrontal neurons and providing evidence for effective connectivity between functionally characterized neuronal subtypes. Although we observed CCH peaks of varying widths, we focused on the analysis of narrow (Յ5 msec) peaks because these are less likely to be caused by polysynaptic interactions or covariations in firing rate (Nowak et al., 1995; Brody, 1998) . Narrow peaks most often tended to straddle the zero time point, indicating synchronous neuronal firing. Synchronized neuronal activity at zero-delay may be a general feature of intracortical processing. Studies in M1 (Hatsopoulos et al., 1998) , V1 (Schwarz and Bolz, 1991; Nowak et al., 1995) , A1 (Eggermont, 1992) , and MT (Kreiter and Singer, 1996; Cardoso de Oliveira et al., 1997 ) also failed to detect a preponderance of monosynaptic interactions from separate electrodes placed perpendicular to the pial surface at a range of distances. However, when multiple electrodes are positioned within a single cortical column (i.e., across lamina), monosynaptic interactions are evident (Alonso and Martinez, 1998) . These studies suggest that interactions within microcolumns are more robust than those between microcolumns, and although each cortical neuron may integrate a large number of inputs, any single horizontal connection is relatively weak, making detection of pairwise connections between any two individual neurons difficult.
Possible sources of shared input that could produce synchronous firing in the present investigation include inputs from neurons within the same cortical column, from neurons in nearby columns, or from any of the numerous extrinsic afferents to the prefrontal cortex. Anatomical data have identified such potential sources of common input among the posterior parietal cortex (Petrides and Pandya, 1984; Cavada and Goldman-Rakic, 1989) , other sensory and limbic areas (Barbas and Mesulam, 1981; Selemon and Goldman-Rakic, 1988; Romanski et al., 1999) , and subcortical structures, including the mediodorsal nucleus of thal- amus (Goldman-Rakic and Porrino, 1985; Giguere and GoldmanRakic, 1988) . It cannot be discounted, however, that two neurons exhibiting a CCH peak centered at time 0 are synaptically connected, as well as connected to a number of other neurons. Theoretical studies suggest that such a highly interconnected network will produce firing rate synchronization (Juergens and Eckhorn, 1997) , and horizontal connections between PFC neurons tend to be reciprocal (Pucak et al., 1996; Melchitzky et al., 1998) .
Distance effects
The present study demonstrated that PFC cells interact more often when they are in close proximity of one another. CCH peaks dropped dramatically when electrodes were separated by 1000 m. These distances are consistent with studies in other cortical areas (Toyama et al., 1981; Hata et al., 1993) . Functional connections in V1 diminish when electrodes are spaced Ͼ500 m apart (Michalski et al., 1983; Kruger and Aiple, 1988) . Similar magnitudes were observed in other cortical regions, including A1 (Eggermont, 1992; Eggermont and Smith, 1996) , MT (Cardoso de Oliveira et al., 1997) , and IT (Gochin et al., 1991) . The evidence suggests a common organization across a range of neocortical regions. The drop-off in connectivity at 1000 m does not eliminate the possibility of stronger connectivity at this or still wider distances, because interconnected clusters of pyramidal neurons in PFC have been demonstrated for up to several millimeters from a given reference cluster (Kritzer and GoldmanRakic, 1995; Gonzalez-Burgos et al., 2000) . Indeed, previous studies have shown that intrinsic PFC circuitry extends over 7-8 mm in collections of discrete bands (Goldman-Rakic, 1984; Levitt et al., 1993) . Detection of interactions at these distances will require placement of electrodes in anatomical sites corresponding to functionally similar units.
Effective connectivity depends on spatial tuning
The dependence of cross-correlation interactions on the functional properties of prefrontal cortical neurons bears resemblance to the primary visual cortex. Cells in the visual cortex are organized in so-called "pin-wheels," representing all orientations of a bar stimulus Grinvald, 1991, 1993; Bartfeld and Grinvald, 1992; Crair et al., 1997; Maldonado et al., 1997) . Adjacent pin-wheels represent adjacent visual field locations, in a regular progression across the surface of the cortex. Neurons are likely to be interconnected if they possess overlapping receptive fields (lie within the same pin-wheel) or share orientation selectivity, across different pinwheels (Ts'o et al., 1986; Gilbert and Wiesel, 1989; Malach et al., 1993) .
The pattern of organization of prefrontal cortical neurons is not equally well understood, but our present results offer some valuable insights. Neurons recorded at distances of 200 -300 m apart in the cortical surface were shown to represent any part of the visual hemifield, although this distribution was biased toward adjacent spatial locations. This result raises the possibility that the entire visual field is represented in repeating areal units analogous to pin-wheels, possibly corresponding to the stripe-like structures revealed by anatomical studies (Goldman-Rakic, 1984; Levitt et al., 1993) . Such a pattern of organization could explain why a gross topographic representation has not been revealed for the prefrontal cortex, because the same spatial location may be represented multiple time across the cortical surface.
Receptive field overlap is a critical factor determining connectivity in other regions of cortex. This has been demonstrated between V1 and V2 neurons (Nelson et al., 1992) and between MT neurons (Kreiter and Singer, 1996) as well as between hemispheres, at the V1/V2 border (Nowak et al., 1995) . Our results also bear striking similarity in this respect, with the pattern of organization of the primary motor cortex where the strength of connections between two neurons varies linearly as a function of their difference in directional tuning (Georgopoulos et al., 1993; Lee et al., 1998) . Theoretical models have posited that recurrent circuitry restricted among neurons with similar spatial tuning mediates sustained delay activity during working-memory processing in PFC (Amit and Brunel, 1997; Camperi and Wang, 1998; Lisman et al., 1998; Compte et al., 2000) .
Effective connectivity depends on epoch of activation
Our results additionally revealed that the temporal profile of activation during the different epochs of the behavioral task may be an equally important factor governing PFC organization. Within a distance of 200 -300 m we encountered units active at any task period and with widely varying temporal response profiles. The strength of cross-correlation interactions, however, was dependent on the similarity of the neurons in temporal profiles. Epoch of activation has received less attention as an organizational principle for the working-memory circuitry (Zipser et al., 1993) . Our results suggest that this may be an equally important factor.
PFC organization has been proposed to be constrained by informational content (Goldman-Rakic, 1995) . According to this view, different regions of PFC are organized by information domain at both macro-architectural (areas) and microarchitectural (columns and intrinsic circuits) levels. Evidence presented in this study lends support to such a framework. The effective connectivity between neurons active in the ODR task depends on their functional properties, such as spatial tuning and temporal pattern of activation. Thus, the local network that mediates spatial tuning is constrained by stimulus selectivity consistent with a modular architecture for working memory. 
