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FUBINI THEOREMS FOR ANALYTIC YEH–FEYNMAN
INTEGRALS ASSOCIATED WITH GAUSSIAN PROCESSES
WITH APPLICATIONS
JAE GIL CHOI
Abstract. In this paper we study an analytic Yeh–Feynman integral asso-
ciated with Gaussian processes. Fubini theorems involving the generalized
analytic Yeh–Feynman integrals are established. The Fubini theorems inves-
tigated in this paper are to express the iterated generalized Yeh–Feynman
integrals associated with different Gaussian processes as a single generalized
Yeh–Feynman integral. As applications, we examined fundamental relation-
ships (and with extended versions) between generalized Yeh–Fourier–Feynman
transforms and convolution products (with respect to Gaussian processes) of
functionals on Yeh–Wiener space.
1. Introduction
Given a positive real T > 0, let C0[0, T ] denote one-parameter Wiener space,
that is, the space of all real-valued continuous functions x on the compact interval
[0, T ] with x(0) = 0. As mentioned in [20], the usual Fubini theorem does not apply
to analytic Wiener and Feynman integrals since they are not defined in terms of
a countably additive nonnegative measure. Rather, they are defined in terms of
a process of analytic continuation and a limiting procedure, see [4, 10]. Thus, in
[20, 21], Huffman, Skoug, and Storvick investigated the structure of the Fubini
theorem for analytic Feynman integrals and analytic Fourier–Feynman transforms
of functionals on the classical Wiener space C0[0, T ]. The Fubini theorems for the
analytic Feynman integral presented in [20, 21] also are effected by the concept of
the scale-invariant measurability [5, 23] in C0[0, T ].
In [26], Kitagawa introduced a function space which is the collection of the two
variables continuous functions x(s, t) on the unit square [0, 1] × [0, 1] satisfying
x(s, t) = 0 for (s, t) ∈ [0, 1]× [0, 1] with st = 0, and he investigated the integration
on this space. In [36], Yeh developed the measure of this space and made a logical
foundation on this space. We call this space a Yeh–Wiener space and the integral
a Yeh–Wiener integral.
The Fubini theorems studied in [20, 21] are related to the variance parameter
defining the analytic Feynman integral. The purpose of this paper is to establish
the Fubini theorem for the generalized Yeh–Feynman integral of functionals on the
Yeh–Wiener space. The definition of the generalized Yeh–Feynman integral is based
on the Yeh–Wiener integral of functionals in sample paths of Gaussian process Yh
1991 Mathematics Subject Classification. Primary 44A15, 46G12 ; Secondary 28C20, 42B10,
60G15, 60J65.
Key words and phrases. Fubini theorem, Gaussian process, generalized Yeh–Feynman integral,
generalized Yeh–Fourier–Feynman transform, convolution products.
1
2 J.G. CHOI
on Yeh–Wiener space (C0([0, S]× [0, T ]),my), see Section 2 below, as follows:∫
C0([0,S]×[0,T ])
F (Yh(x; ·, ·))dmy(x),
where Yh is the Gaussian process on C0([0, S] × [0, T ]) × [0, S] × [0, T ] given by
Yh(x; s, t) =
∫ t
0
∫ s
0 h(ν, τ)dx(ν, τ), and where h is a nonzero function in L2([0, S]×
[0, T ]) and
∫ t
0
∫ s
0 h(ν, τ)dx(ν, τ) denotes the Paley–Wiener–Zygmund stochastic in-
tegral [7, 27, 28, 29]. The concept of the generalized Yeh–Wiener integral was
introduced by Park and Skoug [31], and further developed in [32]. The Gaussian
processes used in this paper, as well as in [31, 32], are generally non-stationary
processes. The Fubini theorems investigated in this paper are related to the kernel
functions in Gaussian processes defining the generalized Yeh–Feynman integral. We
also apply our Fubini theorems to investigate fundamental relationships between
the generalized Fourier–Yeh–Feynman transform and the generalized convolution
product associated with Gaussian processes on the Yeh–Wiener space C0(Q). The
aesthetic value of these relations is illustrated in Section 6 below.
2. Definitions and preliminaries
Yeh–Wiener space [36] is the two parameterWiener space (C0(Q),B(C0(Q)), my)
whereQ is the compact rectangle [0, S]×[0, T ] with nonzero area in R2, C0(Q) is the
space of all real-valued continuous functions x on Q such that x(0, t) = x(s, 0) = 0
for every (s, t) in Q, B(C0(Q)) is the Borel σ-field induced by the uniform norm on
C0(Q), and my denotes the Yeh–Wiener measure, see [26, 31, 32, 36]. The sample
functions x in C0(Q) is often called Brownian surfaces or Brownian sheets.
Let W(C0(Q)) be the class of my-measurable (in the sense of the Carathe´o-dory
measurability) subsets of C0(Q). It is well known that W(C0(Q)) coincides with
σ(B(C0(Q))), the completion of the Borel σ-field B(C0(Q)). A subset E of C0(Q) is
said to be scale-invariant measurable [13, 23] provided ρE isW(C0(Q))-measurable
for every ρ > 0, and a scale-invariant measurable subset N of C0(Q) is said to be
scale-invariant null provided my(ρN) = 0 for every ρ > 0. A property that holds
except on a scale-invariant null set is said to hold scale-invariant almost everywhere
(s-a.e.). A functional F on C0(Q) is said to be scale-invariant measurable provided
F is defined on a scale-invariant measurable set and F (ρ · ) isW(C0(Q))-measurable
for every ρ > 0.
The Paley–Wiener–Zygmund (PWZ) stochastic integral [7, 27, 28, 29] plays a
key role throughout this paper. Let {φn} be a complete orthonormal set in L2(Q),
each of whose elements is of bounded variation in the sense of Hardy–Krause [2] on
Q. Then for each v ∈ L2(Q), the PWZ stochastic integral 〈v, x〉 is defined by the
formula
〈v, x〉 = lim
n→∞
∫
Q
n∑
j=1
(v, φj)2φj(s, t)dx(s, t)
for all x ∈ C0(Q) for which the limit exists, where (·, ·)2 denotes the L2(Q)-inner
product. We state some useful facts about the PWZ stochastic integral.
(i) For each v ∈ L2(Q), the limit defining the PWZ stochastic integral 〈v, x〉
exists for s-a.e. x ∈ C0(Q) and that this limit is essentially independent of
the choice of the complete orthonormal set {φn}.
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(ii) If v is of bounded variation on Q, then the PWZ stochastic integral 〈v, x〉 is
equal to the Riemann–Stieltjes integral
∫ T
0
∫ S
0
v(s, t)dx(s, t) for s-a.e. x ∈
C0(Q).
(iii) The PWZ stochastic integral has the expected linearity properties. That
is, for any real number c, v ∈ L2(Q), and x ∈ C0(Q), it follows that
〈v, cx〉 = c〈v, x〉 = 〈cv, x〉.
(iv) For each v ∈ L2(Q), 〈v, x〉 is a Gaussian random variable on C0(Q) with
mean zero and variance ‖v‖22. From this, it follows that
(2.1)
∫
C0(Q)
exp
{
iα〈v, x〉}dmy(x) = exp
{
− α
2
2
‖v‖22
}
.
for each α ∈ C.
(v) For all u, v ∈ L2(Q), it follows that∫
C0(Q)
〈u, x〉〈v, x〉dmy(x) = (u, v)2.
Thus, if {v1, . . . , vn} is an orthogonal set in L2(Q), then the Gaussian
random variables 〈vj , x〉’s are independent.
Throughout this paper we let
Supp2(Q) = {h ∈ L2(Q) : m2L(supp(h)) = ST }
= {h ∈ L2(Q) : h 6= 0 m2L-a.e on Q}
and
SuppBV (Q) = {h : h is of bounded variation with h 6= 0 m2L-a.e on Q}
where m2L denotes Lebesgue measure on Q. Then one can see that SuppBV (Q) ⊂
Supp2(Q).
Given a function h in Supp2(Q), we next consider the stochastic integral Yh(x; s, t)
given by
(2.2) Yh(x; s, t) = 〈χ[0,s]×[0,t]h, x〉,
for x ∈ C0(Q) and (s, t) ∈ Q, which it was introduced by Park and Skoug in [31].
Then the process Yh on C0(Q) × Q is a Gaussian process with mean zero and
covariance function∫
C0(Q)
Yh(x; s, t)Yh(x; s′, t′)dmy(x) =
∫ min{t,t′}
0
∫ min{s,s′}
0
h2(ν, τ)dνdτ.
Furthermore one can see that
(2.3)
∫
C0(Q)
Yh1(x; s, t)Yh1(x; s′, t′)dmy(x)
=
∫ min{t,t′}
0
∫ min{s,s′}
0
h1(ν, τ)h2(ν, τ)dνdτ.
Since the covariance function of Yh(x; ·, ·) is stochastically continuous, we may
assume that almost every sample path of Yh(x; ·, ·) is in C0(Q). Also, if h is a
function in SuppBV (Q), then for all x ∈ C0(Q), Yh(x; s, t) is continuous in (s, t) ∈
Q, and so Yh(x; ·, ·) is in C0(Q). Thus, for the definition of the generalized analytic
Yeh–Feynman integral of functionals on C0(Q), we require h to be in SuppBV (Q)
rather than simply in Supp2(Q).
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3. Generalized analytic Yeh–Feynman integral
In this section we introduce the generalized analytic Yeh–Feynman integral of
functionals on C0(Q). We then present a class of generalized Yeh–Feynman inte-
grable functionals.
Throughout the rest of this paper, let C, C+ and C˜+ denote the complex num-
bers, the complex numbers with positive real part, and the nonzero complex num-
bers with nonnegative real part, respectively.
Given a Gaussian process Yh with h ∈ SuppBV (Q), we define the (general-
ized) Yh-Yeh–Wiener integral (namely, the Yeh–Wiener integral associated with
the Gaussian paths Yh(x; ·, ·)) for functionals F on C0(Q) by the formula
Ih[F ] ≡ Ih,x[F (Yh(x; ·, ·))] ≡
∫
C0(Q)
F (Yh(x; ·, ·))dmy(x).
Let F : C0(Q)→ C be a scale-invariant measurable functional such that
JF (h;λ) = Ih[F (λ
−1/2·)] ≡ Ih,x[F (λ−1/2Yh(x; ·, ·))]
exists as a finite number for all λ > 0. If there exists a function J∗F (h; ·) analytic
on C+ such that J
∗
F (h;λ) = JF (h;λ) for all λ > 0, then J
∗
F (h;λ) is defined to
be the analytic Yh-Yeh–Wiener integral (namely, the analytic Yeh–Wiener integral
associated with Gaussian paths Yh(x; ·, ·)) of F over C0(Q) with parameter λ. For
λ ∈ C+ we write
I
an.ywλ
h [F ] ≡ Ian.ywλh,x [F (Yh(x; ·, ·))]
≡
∫ an.ywλ
C0(Q)
F (Yh(x; ·, ·))dmy(x) = J∗F (h;λ).
Let q 6= 0 be a real number, and let F be a scale-invariant measurable functional
whose analytic Yh-Yeh–Wiener integral Ian.ywλh [F ] exists for all λ ∈ C+. If the
following limit exists, we call it the analytic Yh-Yeh–Feynman integral (namely,
the analytic Yeh–Feynman integral associated with Gaussian paths Yh(x; ·, ·)) of F
with parameter q, and we write
I
an.yfq
h [F ] ≡ I
an.yfq
h,x [F (Yh(x; ·, ·))] ≡
∫ an.yfq
C0(Q)
F (Yh(x; ·, ·))dmy(x)
= lim
λ→−iq
I
an.ywλ
h,x [F (Yh(x; ·, ·))]
where λ approaches −iq through values in C+.
Let M(L2(Q)) be the space of complex-valued, countably additive Borel mea-
sures on B(L2(Q)), the Borel class of C0(Q). Then the measure f in M(L2(Q))
necessarily has finite total variation ‖f‖, andM(C0(Q)) is a Banach algebra under
the norm ‖ · ‖ and with convolution as multiplication, see [12, 34]. The Banach
algebra S(L2(Q)) consists of functionals expressible in the form
(3.4) F (x) =
∫
L2(Q)
exp{i〈u, x〉}df(u)
for s-a.e. x in C0(Q) where f is an element of M(L2(Q)). For a more detailed
study of the Banach algebra S(L2(Q)), see [1, 7, 24, 25].
The following lemma, which follows quite easily from the definition of the PWZ
stochastic integral, plays a key role in this paper.
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Lemma 3.1. For each α ∈ L2(Q) and each h ∈ SuppBV (Q),
(3.5) 〈α,Yh(x; ·, ·)〉 = 〈αh, x〉
for s-a.e. x ∈ C0(Q).
Lemma 3.2. Let F ∈ S(L2(Q)) be given by (3.4) and let h be a function in
SuppBV (Q). Then the functional Gh given by Gh(x) = F (Yh(x; ·, ·)) belongs to the
Banach algebra S(L2(Q)).
Proof. Let Φh : L2(Q)→ L2(Q) be given by Φh(u) = uh, pointwise multiplication
of u and h in L2(Q). Then Φh is easily seen to be continuous and so is Borel
measurable. Hence fΦh ≡ f ◦ Φ−1h is in M(L2(Q). In addition, for each ρ > 0,
using the change of variables theorem [15, p.163] and (3.5), it follows that for a.e.
x in C0(Q),∫
L2(Q)
exp{iρ〈u, x〉}dfΦh(u) =
∫
L2(Q)
exp{iρ〈u, x〉}d(f ◦ Φ−1h )(u)
=
∫
L2(Q)
exp{iρ〈Φh(u), x〉}df(u)
=
∫
L2(Q)
exp{iρ〈uh, x〉}df(u)
=
∫
L2(Q)
exp{iρ〈u,Yh(x; ·, ·)〉}df(u)
= F (ρYh(x; ·, ·))
= G(ρx)
as desired. 
We now state the existence theorem for the generalized analytic Yeh–Feynman
integral of the functionals in S(L2(Q)).
Theorem 3.3. Let F ∈ S(L2(Q)) be given by (3.4). Then for all h ∈ SuppBV (Q)
and any nonzero real q, the analytic Yh-Yeh–Feynman integral, Ian.yfqh [F ] of F
exists and is given by the formula
(3.6) I
an.yfq
h [F ] =
∫
L2(Q)
exp
{
− i
2q
‖uh‖22
}
df(u).
Proof. Using (3.4), the usual Fubini theorem, (3.5), and (2.1), it follows that for
all λ > 0,
JF (h;λ) =
∫
C0(Q)
F (λ−1/2Yh(x; ·, ·))dmy(x)
=
∫
L2(Q)
[ ∫
C0(Q)
exp
{
iλ−1/2〈uh, x〉}dmy
]
df(u)
=
∫
L2(Q)
exp
{
− 1
2λ
‖uh‖22
}
df(u).
Now let
J∗F (h;λ) =
∫
L2(Q)
exp
{
− 1
2λ
‖uh‖22
}
df(u)
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for λ ∈ C+. Then J∗F (h;λ) = JF (h;λ) for all λ > 0 and
|J∗F (h;λ)| ≤
∫
L2(Q)
∣∣∣∣ exp
{
− ‖uh‖
2
2
2λ
}∣∣∣∣d|f |(u)
≤
∫
L2(Q)
d|f |(u) = ‖f‖ < +∞
for all λ ∈ C+, since Re(1/λ) > 0. Thus, applying the dominated convergence theo-
rem, we see that J∗F (h;λ) is continuous on C˜+. Also, because φ(λ) ≡ exp{−‖uh‖22/(2λ)}
is analytic on C+, applying the usual Fubini theorem and the Cauchy integration
theorem it follows that∫
△
J∗F (h;λ)dλ =
∫
L2(Q)
∫
△
φ(λ)dλdf(u) = 0
for all rectifiable simple closed curve △ lying in C+. Thus by the Morera theo-
rem, J∗F (h;λ) is analytic on C+. Therefore the analytic Yh-Yeh–Wiener integral
Ian,ywλh [F ] = J
∗
F (h;λ) exists. Finally, applying the dominated convergence theo-
rem it follows that I
an.yfq
h [F ] = limλ→−iq
λ∈C+
I
an.ywλ
h [F ] is given by the right-hand side of
(3.6). 
4. Fubini theorems for the generalized analytic Yeh–Feynman
integral
In this section we study Fubini theorems for the iterated Yh-Yeh–Feynman inte-
grals. In [20], Huffman, Skoug and Storvick presented a Fubini theorem involving
the iterated analytic Feynman integrals for functionals on the classical Wiener space
C0[0, T ]. The Fubini theorem can be extended to the Yh-Yeh–Feynman integral on
the Yeh–Wiener space C0(Q) as follows:
Theorem 4.1. Let F ∈ S(L2(Q)) be given by equation (3.4) and let {q1, q2, . . .,
qn} be a set of nonzero real numbers with
1
q1
+
1
q2
+ · · ·+ 1
qk
6= 0
for each k ∈ {2, . . . , n}. Then for any function h in SuppBV (Q),
(4.1)
I
an.yfqn
h,xn
[
I
an.yfqn−1
h,xn−1
[
· · ·
[
I
an.yfq2
h,x2
[
I
an.yfq1
h,x1
[
F
( n∑
j=1
Yh(xj , ·)
)]]]
· · ·
]]
= I
an.yfαn
h,x [F (Yh(x; ·, ·))],
where
(4.2) αn =
(
1
q1
+
1
q2
+ · · ·+ 1
qn
)−1
.
Equation (4.1) tells us that an iterated analytic Yh-Yeh–Feynman integral can
be reduced to a single analytic Yh-Yeh–Feynman integral. In this section we estab-
lish that the iterated generalized Yeh–Feynman integrals associated with different
Gaussian processes also can be reduced to a single generalized Yeh–Feynman inte-
gral.
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In order to obtain our Fubini theorems for the Yeh–Feynman integrals associated
with Gaussian processes (see Theorem 4.3 below) we adopt the following conven-
tions. Let h1 and h2 be nonzero functions in L2(Q). Then there exists a nonzero
function s in L2(Q) such that
(4.3) s2(s, t) = h21(s, t) + h
2
2(s, t)
for m2L-a.e. (s, t) ∈ Q. Note that the function ‘s’ satisfying (4.3) is not unique.
We will use the symbol s(h1, h2) for the functions ‘s’ that satisfy (4.3) above.
Inductively, given a set H = {h1, . . . , hn} of nonzero functions in L2(Q), let
s(H) ≡ s(h1, h2, . . . , hn)
be the set of functions s which satisfy the relation
(4.4) s2(s, t) = h21(s, t) + · · ·+ h2n(s, t)
for m2L-a.e. (s, t) ∈ Q. We note that if the functions h1, . . . , hn are in SuppBV (Q),
then we can take s(H) to be in SuppBV (Q). By an induction argument we see that
s(s(h1, h2, . . . , hk−1), hk) = s(h1, h2, . . . , hk)
for all k ∈ {2, . . . , n}.
In our next lemma we obtain a Fubini theorem for the iterated Yeh–Wiener
integral associated with different Gaussian paths of functionals F in S(L2(Q)).
Lemma 4.2. Let h1 and h2 be functions in SuppBV (Q) and let F ∈ S(L2(Q)) be
given by equation (3.4). Then for all α and β in R,
(4.5)
∫
C0(Q)
[ ∫
C0(Q)
F (αYh1 (x1; ·, ·) + βYh2 (x2; ·, ·))dmy(x1)
]
dmy(x2)
=
∫
C0(Q)
[ ∫
C0(Q)
F (αYh1 (x1; ·, ·) + βYh2(x2; ·, ·))dmy(x2)
]
dmy(x1).
In addition, both expressions in (4.5) are given by the expression
(4.6)
∫
L2(Q)
exp
{
− α
2
2
‖uh1‖22 −
β2
2
‖uh2‖22
}
df(u).
Proof. Using (3.4) and (3.5), it follows that
∫
C0(Q)
|F (ρYh(x; ·, ·))|dmy(x) ≤
∫
C0(Q)
‖f‖dmy(x) = ‖f‖ < +∞
for each ρ > 0. Hence by the usual Fubini theorem, we have equation (4.5) above.
Furthermore, using the usual Fubini theorem, (3.5), and (2.1), it follows that for
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all α and β in R,∫
C0(Q)
[ ∫
C0(Q)
F (αYh1(x1; ·, ·) + βYh2(x2; ·, ·))dmy(x1)
]
dmy(x2)
=
∫
L2(Q)
[∫
C0(Q)
exp
{
iα〈uh1, x1〉
}
dmy(x1)
]
×
[ ∫
C0(Q)
exp
{
iβ〈uh2, x2〉
}
dmy(x2)
]
df(u)
=
∫
L2(Q)
exp
{
− α
2
2
‖uh1‖22
}
exp
{
− β
2
2
‖uh2‖22
}
df(u)
=
∫
L2(Q)
exp
{
− α
2
2
‖uh1‖22 −
β2
2
‖uh2‖22
}
df(u),
as desired. 
Theorem 4.3. Let h1, h2, and F be as in Lemma 4.2. Then, for all nonzero real
q, the iterated Yeh–Feynman integral, I
an.yfq
h2
[I
an.yfq
h1
[F ]] of F exists and is given by
the formula
(4.7)
I
an.yfq
h2,x2
[
I
an.yfq
h1,x1
[
F
(Yh1(x1; ·, ·) + Yh2(x2; ·, ·))]]
=
∫
L2(Q)
exp
{
− i
2q
2∑
j=1
‖uhj‖22
}
df(u).
Furthermore, it follows that
I
an.yfq
h2,x2
[
I
an.yfq
h1,x1
[
F
(Yh1(x1; ·, ·) + Yh2(x2; ·, ·))]] = Ian.yfqs(h1,h2),x[F (Ys(h1,h2)(x; ·, ·))]
where s(h1, h2) is a function in SuppBV (Q) satisfying relation (4.3) above.
Proof. Using (4.5) together with (4.6), it follows that that for all (λ1, λ2) ∈ (0,+∞)×
(0,+∞),
Ih2,x2
[
Ih1,x1
[
F
(
λ
−1/2
1 Yh1(x1; ·, ·) + λ−1/22 Yh2(x2; ·, ·)
)]]
=
∫
L2(Q)
exp
{
− 1
2λ1
‖uh1‖22 −
1
2λ2
‖uh2‖22
}
df(u).
For each λ2 > 0 it can be analytically continued in λ1 for λ1 ∈ C+, and for each
λ1 > 0 it also can be analytically continued in λ2 for λ2 ∈ C+, because for any
(λ1, λ2) ∈ C+ × C+,∣∣∣∣
∫
L2(Q)
exp
{
− 1
2λ1
‖uh1‖22 −
1
2λ2
‖uh2‖22
}
df(u)
∣∣∣∣
≤
∫
L2(Q)
∣∣∣∣ exp
{
−
2∑
j=1
Re(λj)− iIm(λj)
2|λj |2 ‖uhj‖
2
2
}∣∣∣∣d|f |(u) ≤ ‖f‖ < +∞.
Thus we obtain the analytic continuation
I
an.ywλ2
h2,x2
[I
an.ywλ1
h1,x1
[
F
(Yh1(x1; ·, ·) + Yh2(x2; ·, ·))]]
=
∫
L2(Q)
exp
{
− 1
2λ1
‖uh1‖22 −
1
2λ2
‖uh2‖22
}
df(u)
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of Ih2,x2 [Ih1,x1[F (λ
−1/2
1 Yh1(x1; ·, ·) + λ−1/22 Yh2(x2; ·, ·))]] as a function of (λ1, λ2) ∈
C+ × C+, and so it follows that
I
an.yfq
h2,x2
[
I
an.yfq
h1,x1
[
F
(Yh1(x1; ·, ·) + Yh2(x2; ·, ·))]]
= lim
λ2→−iq
λ2∈C+
∫
C0(Q)
[
lim
λ1→−iq
λ1∈C+
∫
C0(Q)
F
(
λ
−1/2
1 Yh1(x1; ·, ·)
+ λ
−1/2
2 Yh2(x2; ·, ·)
)
dmy(x1)
]
dmy(x2)
=
∫
L2(Q)
exp
{
− i
2q
2∑
j=1
‖uhj‖22
}
df(u).
Next using (4.3), we observe that
2∑
j=1
‖uhj‖22 =
∫ T
0
∫ S
0
u2(s, t)h21(s, t)dsdt+
∫ T
0
∫ S
0
u2(s, t)h22(s, t)dsdt
=
∫ T
0
∫ S
0
u2(s, t)
(
h21(s, t) + h
2
2(s, t)
)
dsdt
=
∫ T
0
∫ S
0
u2(s, t)s2(h1, h2)(s, t)dsdt
= ‖us(h1, h2)‖22.
Using this and equation (3.6) with h replaced with s(h1, h2), the generalized analytic
Yeh–Feynman integral I
an.yfq
s(h1,h2)
[F ] is given by the right-hand side of equation (4.7).
This completes the proof. 
Using mathematical induction we obtain the following corollary.
Corollary 4.4. Let H = {h1, . . . , hn} be a set of functions in SuppBV (Q) and let
F ∈ S(L2(Q)) be given by equation (3.4). Then, for all nonzero real q, the iterated
analytic Yeh–Feynman integral in the following equation exist, and is given by the
formula
I
an.yfq
hn,xn
[
· · ·
[
I
an.yfq
h2,x2
[
I
an.yfq
h1,x1
[
F
( n∑
j=1
Zhj (xj ; ·, ·)
)]]]
· · ·
]
=
∫
L2(Q)
exp
{
− i
2q
n∑
j=1
‖uhj‖22
}
df(u).
Moreover it follows that
(4.8)
I
an.yfq
hn,xn
[
· · ·
[
I
an.yfq
h2,x2
[
I
an.yfq
h1,x1
[
F
( n∑
j=1
Zhj (xj ; ·, ·)
)]]]
· · ·
]
= I
an.yfq
s(H),x
[
F
(Z
s(H)(x; ·, ·)
)]
where s(H) ≡ s(h1, . . . , hn) is a function in SuppBV (Q) satisfying relation (4.4)
above.
10 J.G. CHOI
Example 4.5. LetH4 = {h1, h2, h3, h4} be a set of functions in SuppBV (Q), where

h1(s, t) = sin
2 s cos t,
h2(s, t) = sin s cos s cos t,
h3(s, t) = sin s sin t cos t,
h4(s, t) = sin s cos
2 t
for (s, t) ∈ Q. In this case, we can choose the function s(H4) ≡ s(h1, h2, h3, h4) to
be
s(H4) ≡ s(h1, h2, h3, h4) =
√
2 sin s cos t,
since
4∑
j=1
h2j(s, t) = 2 sin
2 s cos2 t.
Thus, using (4.8), it follows that
I
an.yfq
h4,x4
[
I
an.yfq
h3,x3
[
I
an.yfq
h2,x2
[
I
an.yfq
h1,x1
[
F
( 4∑
j=1
Zhj (xj ; ·, ·)
)]]]]
= I
an.yfq
s(H4),x
[
F
(Z
s(H4)(x; ·, ·)
)]
.
5. Generalized Fourier–Yeh–Feynman transforms
The concept of an L1 analytic Fourier–Feynman transform was introduced by
Brue in [3]. In [6], Cameron and Storvick introduced an L2 analytic Fourier–
Feynman transform. In [22], Johnson and Skoug developed an Lp analytic Fourier–
Feynman transform for 1 ≤ p ≤ 2 which extended the results in [3, 6] and gave
various relationships between the L1 and L2 theories. The transforms studied in
[3, 6, 22] are defined on various classes of functionals F on the classical Wiener
space.
In this section we apply the Fubini theorems obtained in the previous section to
study several relevant behaviors of the generalized Fourier–Yeh–Feynman transform
(GFYFT) of functionals on Yeh–Wiener space C0(Q). In this paper, for simplicity,
we restrict our discussion to the case p = 1; however most of our results hold for
all p ∈ [1, 2].
Definition 5.1. Let Yh be the Gaussian process given by (2.2) with h ∈ SuppBV (Q),
and let F be a scale-invariant measurable functional on C0(Q). For λ ∈ C+ and
y ∈ C0(Q), let
Tλ,h(F )(y) = I
an.ywλ
h,x [F (y + Yh(x; ·, ·))].
Then for q ∈ R \ {0}, the L1 analytic Yh-GFYFT (namely, the GFYFT associated
with the Gaussian paths Yh(x; ·, ·)), T (1)q,h(F ) of F , is defined by the formula
T
(1)
q,h (F )(y) = lim
λ→−iq
λ∈C+
Tλ,h(F )(y)
for s-a.e. y ∈ C0(Q) whenever this limit exists. That is to say,
(5.9) T
(1)
q,h(F )(y) = I
an.yfq
h [F (y + ·)] ≡ I
an.yfq
h,x [F (y + Yh(x; ·, ·))]
for s-a.e. y ∈ C0(Q).
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We note that T
(1)
q,h(F ) exists and if F ≈ G, then T (1)q,h(G) exists and T (1)q,h(G) ≈
T
(1)
q,h(F ). One can see that for each h ∈ L2(Q), T (1)q,h(F ) ≈ T (1)q,−h(F ) since
(5.10)
∫
C0(Q)
F (−x)dmy(x) =
∫
C0(Q)
F (x)dmy(x).
Remark 5.2. Note that if h ≡ 1 on Q, then the generalized analytic Yeh–Feynman
integral and the analytic Z1-GFYFT, T (1)q,1 (F ), agree with the previous definitions of
the analytic Yeh–Feynman integral and the analytic Fourier–Yeh–Feynman trans-
form, T
(1)
q (F ), respectively [24, 25] because Z1(x, ·) = x for all x ∈ C0(Q).
In view of (5.9) and (3.6) with F replaced with F (y+ ·), we obtain the following
existence theorem.
Theorem 5.3. Let F ∈ S(L2(Q)) be given by equation (3.4). Then, for all h ∈
SuppBV (Q), the L1 analytic Zh-GFYFT, T (1)q,h(F ) of F exists for all nonzero real
numbers q, belongs to S(L2(Q)) and is given by the formula
(5.11) T
(1)
q,h (F )(y) =
∫
L2(Q)
exp{i〈u, y〉}dfht (u)
for s-a.e. y ∈ C0(Q), where fht is the complex measure in M(L2(Q)) given by
fht (B) =
∫
B
exp
{
− i
2q
‖uh‖22
}
df(u)
for B ∈ B(L2(Q)).
The following corollary is a simple consequence of Theorem 5.3.
Corollary 5.4. Let F be as in Theorem 5.3. Then, for all h ∈ SuppBV (Q) and
all nonzero real q,
(5.12) T
(1)
−q,h
(
T
(1)
q,h(F )
) ≈ F.
As such, the L1 Zh-GFYFT, T (1)q,h , has the inverse transform {T (1)q,h}−1 = T (1)−q,h.
Remark 5.5. By Theorem 5.3 and an induction argument, one can see that for any
functional F in S(L2(Q)), any nonzero real numbers q1, q2, . . ., qn, and any nonzero
functions h1, . . . , hn in SuppBV (Q), the iterated GFYFT
T
(1)
qn,hn
(T
(1)
qn−1,hn−1
(· · · (T (1)q2,h2(T
(1)
q1,h1
(F ))) · · · ))
of F exists and belongs to S(L2(Q)).
Next, in [21], Huffman, Skoug and Storvick studied a Fubini theorem involv-
ing ordinary Fourier–Feynman transform for functionals on classical Wiener space
C0[0, T ]. Using (5.9) and (4.1) with F replaced with F (y + ·), we also obtain the
following Fubini theorem involving the L1 analytic GFYFTs of functionals in the
Banach algebra S(L2(Q)).
Theorem 5.6. Let F and {q1, q2, . . . , qn} be as in Theorem 4.1. Then it follows
that for each function h ∈ SuppBV (Q),
(5.13) T
(1)
qn,h
(T
(1)
qn−1,h
(· · · (T (1)q2,h(T
(1)
q1,h
(F ))) · · · ))(y) = T (1)αn,h(F )(y)
for s-a.e. y ∈ C0(Q), where αn is a nonzero real number given by (4.2).
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Equation (5.13) above tells us that iterated GFYFT with different variance pa-
rameters q1, . . . , qn can be reduced to a single GFYFT. We will assert that the
composition of GFYFTs associated with different Gaussian processes also can be
reduced to a single GFYFT. In view of (5.9) and (4.8) with F replaced with F (y+·),
we obtain the following theorem, which will be very useful to prove our main the-
orems in next sections.
Theorem 5.7. Let H = {h1, . . . , hn} and let F ∈ S(L2(Q)) be as in Corollary 4.4.
Then it follows that for all nonzero real q,
(5.14) T
(1)
q,hn
(T
(1)
q,hn−1
(· · · (T (1)q,h2(T
(1)
q,h1
(F ))) · · · ))(y) = T (1)q,s(H)(F )(y)
for s-a.e. y ∈ C0(Q), where s(H) ≡ s(h1, . . . , hn) is a function in SuppBV (Q)
satisfying relation (4.4) above.
Example 5.8. Let h1 and h2 be given by
h1(s, t) = sin
(
2πs
T
)
sin
(
2πt
T
)
− cos
(
2πs
T
)
cos
(
2πt
T
)
and
h2(s, t) = sin
(
2πs
T
)
cos
(
2πt
T
)
+ cos
(
2πs
T
)
sin
(
2πt
T
)
on Q ≡ [0, S] × [0, T ], respectively. Then h1 and h2 are in SuppBV (Q) and
s(h1, h2) ≡ ±1. Thus, by equation (5.14) with n = 2 and (5.10), we have
(5.15) T
(1)
q,h2
(T
(1)
q,h1
(F ))(y) = T
(1)
q,s(h1,h2)
(F )(y)
for every F ∈ S(L2(Q)) and s-a.e. y ∈ C0(Q). In fact, the right hand side of (5.15)
is the ordinary FFT T
(1)
q (F ) of F , see Remark 5.2.
We give a very brief development result combining equations (5.14) and (5.13).
Corollary 5.9. Let H1 = {h11, . . . , h1n1} and H2 = {h21, . . . , h2n2} be sets of
functions in SuppBV (Q) which satisfy the relation
s(H1) = s(H2)
i.e.,
s(h11, . . . , h1n1) = s(h21, . . . , h2n2)
for m2L-a.e. on Q. Then it follows that for any nonzero real numbers q1 and q2
with q1 + q2 6= 0,
T
(1)
q2,h2n2
(
· · ·
(
T
(1)
q2,h21
(
T
(1)
q1,h1n1
(· · · (T (1)q1,h11(F )) · · · )
))
· · ·
)
(y)
= T
(1)
q2,h2n2
(
· · ·
(
T
(1)
q2,h21
(
T
(1)
q1,s(H1)(F )
))
· · ·
)
(y)
= T
(1)
q2,s(H2)(T
(1)
q1,s(H1)(F ))(y)
= T
(1)
q1q2
q1+q2
,s(H)(F )(y)
for s-a.e. y ∈ C0(Q), where H is a finite set of functions in SuppBV (Q) with
s(H) = s(H1) = s(H2).
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6. Generalized Fourier–Yeh–Feynman transform and
generalized convolution product on C0(Q)
Let Em be a Euclidean space. For f ∈ L1(Em), let the Fourier transform of f
be given by
F(f)(~u) =
∫
Em
ei~u·~vf(~v)dmnL(~v)
and for f, g ∈ L1(Em), let the convolution of f and g be given by
(f ∗ g)(~u) =
∫
Em
f(~u− ~v)g(~v)dmnL(~v)
where ~u · ~v denotes the dot product of vectors ~u and ~v in Em, dmnL(~v) denotes
the normalized Lebesgue measure (2π)−m/2dv on Em. As commented in [9], the
Fourier transform F acts like a homomorphism with convolution ∗ and ordinary
multiplication on L1(E
m) as follows: for f, g ∈ L1(Em)
(6.1) F(f ∗ g) = F(f)F(g).
Also, the Fourier transform F and the convolution ∗ have a dual property such as
(6.2) F(f) ∗ F(g) = F(fg).
In view of equations (6.1) and (6.2), it is worth-while to study a fundamental
relation between the GFYFT and the generalized convolution product (GCP), see
(6.3) and (6.4) below, for functionals on infinite dimensional Banach space. In
this view points, Huffman, Park, Skoug and Storvick [16, 17, 18, 33] established
fundamental relationships between the analytic Fourier–Feynman transform and
the corresponding convolution product for functionals F and G on the classical
Wiener space C0[0, T ], as follows:
(6.3) T (1)q
(
(F ∗G)q
)
(y) = T (1)q (F )
(
y√
2
)
T (1)q (G)
(
y√
2
)
and
(6.4)
(
T (1)q (F ) ∗ T (1)q (G)
)
−q(y) = T
(1)
q
(
F
( ·√
2
)
G
( ·√
2
))
for scale-almost every y ∈ C0[0, T ], where (F ∗G)q denotes the convolution product
of functionals F and G on C0[0, T ]. Equations (6.3) and (6.4) above are natural
extensions (to the case on an infinite dimensional Banach space) of the equations
(6.1) and (6.2), respectively. For an elementary introduction of the analytic Fourier–
Feynman transform and the corresponding convolution product, see [35].
Since then, in [8, 19], the authors extended the relationships (6.3) and (6.4) to
the cases between the generalized Fourier–Feynman transform and the generalized
convolution associated Gaussian processes on C0[0, T ]. The definition of the ordi-
nary Fourier–Feynman transform and the corresponding convolution are based on
the ordinary Wiener integral, see [16, 17, 18], and the definition of the generalized
Fourier–Feynman and the generalized convolution studied in [8, 19] are based on
the generalized Wiener integral [14, 30].
In this section, as applications of the Fubini theorem for the generalized Yeh–
Feynman integrals on C0(Q) we also establish more general relationships, such as
(6.3) and (6.4), between the GFYFT and the GCP on the Yeh–Wiener space C0(Q).
The following definition of the GCP on C0(Q) is due to Chang and Choi [11].
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Definition 6.1. Let F and G be scale-invariant measurable functionals on C0(Q).
For λ ∈ C˜+ and k1, k2 ∈ SuppBV (Q), we define their GCP with respect to
{Zk1 ,Zk2} (if it exists) by
(6.5)
(F ∗G)(k1,k2)λ (y)
=


Ean.ywλ~k,x
[
F
(y+Zk1(x,·)√
2
)
G
(y−Zk2 (x,·)√
2
)]
, λ ∈ C+
E
an.yfq
~k,x
[
F
(y+Zk1(x,·)√
2
)
G
( y−Zk2(x,·)√
2
)]
, λ = −iq, q ∈ R, q 6= 0.
When λ = −iq, we denote (F ∗G)(k1,k2)λ by (F ∗G)(k1,k2)q .
Remark 6.2. Choosing h1 = h2 ≡ 1, equation (6.5) yields the convolution product
studied in [24, 25]:
(6.6) (F ∗G)(1,1)q (y) ≡ (F ∗G)q(y) = Ean.yfqx
[
F
(
y + x√
2
)
G
(
y − x√
2
)]
,
where E
an.yfq
x [H(x)] means the (ordinary) analytic Yeh–Feynman integral of func-
tionals H on C0(Q).
Proceeding as in the proof of [19, Theorem 3.2], we can obtain the existence of
the GCP of functionals in S(L2(Q)).
Theorem 6.3. Let k1 and k2 be functions in SuppBV (Q) and let F and G be ele-
ments of S(L2(Q)) with corresponding finite Borel measures f and g in M(L2(Q)).
Then, the GCP (F ∗ G)(k1,k2)q of F and G exists for all nonzero real q, belongs to
S(L2(Q)), and is given by the formula
(6.7) (F ∗G)(k1,k2)q (y) =
∫
L2(Q)
exp{i〈w, y〉}dϕk1,k2c (w)
for s-a.e. y ∈ C0(Q), where
ϕk1,k2c = ϕ
k1,k2 ◦ φ−1,
ϕk1,k2 is the complex measure in M(L2(Q)) given by
ϕk1,k2(B) =
∫
B
exp
{
− i
4q
‖uk1 − vk2‖22
}
df(u)dg(v)
for B ∈ B(L22(Q)), and φ : L2(Q) → L2(Q) is the continuous function given by
φ(u, v) = (u+ v)/
√
2.
Now we are ready to establish relationships between the GFYFT and the GCP
on C0(Q).
6.1. Relationship I: GFYFT of the GCP. Our first relationship between the
GFYFT and the GCP shows that the GFYFT of the GCP is a product of GFYFTs.
In order to establish the first relationship we need the following lemmas.
Lemma 6.4. Let h1, h2, k1, and k2 be functions in SuppBV (Q), and let two
stochastic processes
Gh1,k1 ,Gh2,k2 : C0(Q)× C0(Q)×Q→ R
be given by
Gh1,k1(x1, x2; s, t) = Zh1(x1; s, t) + Zk1(x2; s, t)
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and
Gh2,k2(x1, x2; s, t) = Zh2(x1; s, t)−Zk2(x2; s, t),
respectively. Then the following assertions are equivalent.
(i) Gh,k1 and Gh,k2 are independent processes,
(ii) h1h2 = k1k2 in L2(Q).
Proof. Since the processes Gh1,k1 and Gh2,k2 are Gaussian with mean zero, we know
that Gh,k1 and Gh,k2 are independent processes if and only if∫
C2
0
(Q)
Gh1,k1(x1, x2; s, t)Gh2,k2(x1, x2; s′, t′)d(my ×my)(x1, x2) = 0
for all (s, t) and (s′, t′) in Q. But, using equation (2.3), it follows that∫
C2
0
(Q)
Gh1,k1(x1, x2; s, t)Gh2,k2(x1, x2; s′, t′)d(my ×my)(x1, x2)
=
∫
C2
0
(Q)
{
Zh1(x1; s, t)Zh2(x1; s′, t′)
−Zh1(x1; s, t)Zk2(x2; s′, t′)
+ Zk1(x2; s, t)Zh2(x1; s′, t′)
−Zk1(x2; s, t)Zk2(x2; s′, t′)
}
d(my ×my)(x1, x2)
=
∫ min{t,t′}
0
∫ min{s,s′}
0
h1(ν, τ)h2(ν, τ)dνdτ
−
∫ min{t,t′}
0
∫ min{s,s′}
0
k1(ν, τ)k2(ν, τ)dνdτ.
From this we can obtain the desired result. 
Lemma 6.5. Given two functions h and k in SuppBV (Q), let two stochastic pro-
cesses
E+h,k, E−h,k : C0(Q)× C0(Q)×Q→ R
be given by
E+h,k(x1, x2; s, t) = Zh(x1; s, t) + Zk(x2; s, t)
and
E−h,k(x1, x2; s, t) = Zh(x1; s, t)−Zk(x2; s, t),
respectively. Then the three processes E+h,k, E−h,k and Zs(h,k) are mutually equivalent
with the normal distribution N (0, βh,k(·, ·)) where
βh,k(s, t) =
∫ t
0
∫ s
0
s2(h, k)(ν, τ)dνdτ.
Theorem 6.6. Let k1, k2, F , and G be as in Theorem 6.3, and let h be a function
in SuppBV (Q). Assume that h
2 = k1k2 m
2
L-a.e. on Q. Then, for all nonzero real
q,
(6.8)
T
(1)
q,h
(
(F ∗G)(k1,k2)q
)
(y)
= T
(1)
q,s(h,k1)/
√
2
(F )
(
y√
2
)
T
(1)
q,s(h,k2)/
√
2
(G)
(
y√
2
)
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for s-a.e. y ∈ C0(Q), where s(h, kj)’s, j ∈ {1, 2}, are functions in SuppBV (Q)
which satisfy the relation (4.3) with h1 and h2 replaced with h and kj , j ∈ {1, 2},
respectively.
In particular, it follows that
T
(1)
q,h
(
(F ∗G)(h,h)q
)
(y) = T
(1)
q,h(F )
(
y√
2
)
T
(1)
q,h(G)
(
y√
2
)
for s-a.e. y ∈ C0(Q).
Proof. By Theorems 6.3 and 5.3, T
(1)
q,h((F ∗G)(k1,k2)q ) belongs to the Banach algebra
S(L2(Q)) for all nonzero real q. Thus, the proof given in [19, Theorem 3.3] with the
current hypotheses on C0(Q) and with Lemmas 6.4 and 6.5 also works here. 
Remark 6.7. Equation (6.8) above is useful in that it permits one to calculate the
GFYFT of the GCP of functionals on C0(Q) without actually calculating the GCP.
Remark 6.8. Under the assumptions as given in Theorem 6.6, one can prove the
equation (6.8) using (6.7), (5.11) and direct calculations, but they are tedious.
Choosing h = k1 = k2 ≡ 1 in equation (6.8), we have the following relationship
between the ordinary FYFT and the ordinary CP on C0(Q).
Corollary 6.9 (Theorem 3.1 [24]). Let F and G be as in Theorem 6.3. Then for
all real q ∈ R \ {0},
T (1)q
(
(F ∗G)q
)
(y) = T (1)q (F )
(
y√
2
)
T (1)q (G)
(
y√
2
)
for s-a.e. y ∈ C0(Q), where T (1)q (F ) denotes the ordinary Fourier–Yeh–Feynman
transform of F (see Remark 5.2) and (F ∗ G)q denotes the CP of F and G given
by (6.6) above.
We now present a simple example for the assumption in Theorem 6.6. Let k1,
k2 and h be given by
k1(s, t) = 4 sin
2
(
2πs
T
)
sin2
(
2πt
T
)
,
k2(s, t) = 4 cos
2
(
2πs
T
)
cos2
(
2πt
T
)
and
h(t) = sin
(
4πs
T
)
sin
(
4πt
T
)
on Q, respectively. Then it follows that
k1(s, t)k2(s, t) = 16 sin
2
(
2πs
T
)
cos2
(
2πs
T
)
sin2
(
2πt
T
)
cos2
(
2πt
T
)
= sin2
(
4πs
T
)
sin2
(
4πt
T
)
= h2(s, t).
for all (s, t) ∈ Q.
In view of Theorems 5.7 and 6.6 , we obtain the following corollary.
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Corollary 6.10. Let k1, k2, F and G be as in Theorem 6.3 and let H = {h1, . . . , hn}
be a set of functions in SuppBV (Q). Assume that
s2(h1, . . . , hn) = k1k2
m2L-a.e. on Q. Then, for all nonzero real q,
T
(1)
q,hn
(
T
(1)
q,hn−1
( · · · (T (1)q,h2(T (1)q,h1((F ∗G)(k1,k2)q ))) · · · ))(y)
= T
(1)
q,s(H)
(
(F ∗G)(k1,k2)q
)
(y)
= T
(1)
q,s(K1)/
√
2
(F )
(
y√
2
)
T
(1)
q,s(K2)/
√
2
(G)
(
y√
2
)
for s-a.e. y ∈ C0(Q), where K1 = H ∪ {k1} and K2 = H ∪ {k2}.
6.2. Relationship II: GCP of GFYFTs. Our second relationship between the
GFYFT and the GCP shows that the GCP of the GFYFTs can be represented as
a single GFYFT.
Theorem 6.11. Let k1, k2, F , G, and h be as in Theorem 6.6. Then, for all
nonzero real q,
(6.9)
(
T
(1)
q,s(h,k1)/
√
2
(F ) ∗ T (1)
q,s(h,k2)/
√
2
(G)
)(k1,k2)
−q
(y)
= T
(1)
q,h
(
F
( ·√
2
)
G
( ·√
2
))
(y)
for s-a.e. y ∈ C0(Q), where s(h, kj)’s, j ∈ {1, 2}, are functions in SuppBV (Q)
which satisfy the relation (4.3) with h1 and h2 replaced with h and kj , j ∈ {1, 2},
respectively.
In particular, it follows that(
T
(1)
q,h(F ) ∗ T (1)q,h(G)
)(h,h)
−q
(y) = T
(1)
q,h
(
F
( ·√
2
)
G
( ·√
2
))
(y)
for s-a.e. y ∈ C0(Q).
Proof. Applying (5.12), (6.8) with F , G, and q replaced with T
(1)
q,s(h,k1)/
√
2
(F ),
T
(1)
q,s(h,k2)/
√
2
(G), and −q, respectively, and (5.12) again, it follows that for s-a.e.
y ∈ C0(Q),(
T
(1)
q,s(h,k1)/
√
2
(F ) ∗ T (1)
q,s(h,k2)/
√
2
(G)
)(k1,k2)
−q
(y)
= T
(1)
q,h
(
T
(1)
−q,h
((
T
(1)
q,s(h,k1)/
√
2
(F ) ∗ T (1)
q,s(h,k2)/
√
2
(G)
)(k1,k2)
−q
))
(y)
= T
(1)
q,h
([
T
(1)
−q,s(h,k1)/
√
2
(
T
(1)
q,s(h,k1)/
√
2
(F )
)]( ·√
2
)
×
[
T
(1)
−q,s(h,k2)/
√
2
(
T
(1)
q,s(h,k2)/
√
2
(G)
)]( ·√
2
))
(y)
= T
(1)
q,h
(
F
( ·√
2
)
G
( ·√
2
))
(y)
as desired. 
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Letting h = k1 = k2 ≡ 1 in equation (6.9), one can see that equation (6.10)
below holds.
Corollary 6.12 (Theorem 3.2 [24]). Let F and G be as in Theorem 6.3. Then,
for all real q ∈ R \ {0},
(6.10)
(
T (1)q (F ) ∗ T (1)q (G)
)
−q(y) = T
(1)
q
(
F
( ·√
2
)
G
( ·√
2
))
(y)
for s-a.e. y ∈ C0(Q)
We next establish two types of extension of Theorem 6.11 above.
Theorem 6.13. Let k1, k2, F , and G be as in Theorem 6.3, and let H = {h1, . . . , hn}
be a finite sequence of functions in SuppBV (Q). Assume that
s2(H) ≡ s2(h1, . . . , hn) = k1k2
for m2L-a.e. on Q, where s(H) is the function in SuppBV (Q) satisfying (4.4) above.
Then, for all nonzero real q,
(6.11)(
T
(1)
q,k1/
√
2
(
T
(1)
q,hn/
√
2
( · · · (T (1)
q,h2/
√
2
(
T
(1)
q,h1/
√
2
(F )
)) · · · ))
∗ T (1)
q,k2/
√
2
(
T
(1)
q,hn/
√
2
( · · · (T (1)
q,h2/
√
2
(
T
(1)
q,h1/
√
2
(G)
)) · · · )))(k1,k2)
−q
(y)
=
(
T
(1)
q,s(H,k1)/
√
2
(F ) ∗ T (1)
q,s(H,k2)/
√
2
(G)
)(k1,k2)
−q
(y)
= T
(1)
q,s(H)
(
F
( ·√
2
)
G
( ·√
2
))
(y)
for s-a.e. y ∈ C0(Q), where s(H, k1) and s(H, k2) are functions in SuppBV (Q)
satisfying the relations
s2(H, k1) ≡ s2(h1, . . . , hn, k1) = h21 + · · ·+ h2n + k21
and
s(H, k2)2 ≡ s(h1, . . . , hn, k2)2 = h21 + · · ·+ h2n + k22
for m2L-a.e. on Q, respectively.
Proof. Applying (5.14), the first equality of (6.11) follows immediately. Next using
(6.9) with h replaced with s(H), the second equality of (6.11) also follows. 
In view of equations (6.9) and (5.14), we also obtain the following assertion.
Theorem 6.14. Let F and G be as in Theorem 6.3. Given a function h in
SuppBV (Q) and finite sequences K1 = {k11, k12, . . . , k1n} and K2 = {k21, k22,
. . . , k2m} of functions in SuppBV (Q), assume that
h2 = s(K1)s(K2)
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for m2L-a.e. on Q. Then, for all nonzero real q,(
T
(1)
q,h/
√
2
(
T
(1)
q,k1n/
√
2
( · · · (T (1)
q,k12/
√
2
(
T
(1)
q,k11/
√
2
(F )
)) · · · )))
∗ T (1)
q,h/
√
2
(
T
(1)
q,k2m/
√
2
( · · · (T (1)
q,k22/
√
2
(
T
(1)
q,k21/
√
2
(G)
)) · · · ))))(s(K1),s(K2))
−q
(y)
=
(
T
(1)
q,h/
√
2
(
T
(1)
q,s(K1)/
√
2
(F )
) ∗ T (1)
q,h/
√
2
(
T
(1)
q,s(K2)/
√
2
(G)
))(s(K1),s(K2))
−q
(y)
=
(
T
(1)
q,s(h,s(K1))/
√
2
(F ) ∗ T (1)
q,s(h,s(K2))/
√
2
(G)
)(s(K1),s(K2))
−q
(y)
= T
(1)
q,h
(
F
( ·√
2
)
G
( ·√
2
))
(y)
for s-a.e. y ∈ C0(Q), where s(h, s(K1)), and s(h, s(K2)) are functions in SuppBV (Q)
satisfying the relations
s2(h, s(K1)) = h2 + s2(K1) = h2 + k211 + · · ·+ k21n,
and
s2(h, s(K2)) = h2 + s2(K2) = h2 + k221 + · · ·+ k22m
for m2L-a.e. on Q, respectively.
References
[1] Ahn, J.M., Chang, K.S., Yoo, I.: Some Banach algebras of Yeh–Feynman integrable func-
tionals. J. Korean Math. Soc. 24, 257–266 (1987)
[2] Berkson, E., Gillespie, T.A.: Absolutely continuous functions of two variables and well-
bounded operators. J. London Math. Soc. 30, 350–321 (1984)
[3] Brue, M.D.: A functional transform for Feynman integrals similar to the Fourier transform.
Ph.D. Thesis, University of Minnesota, Minneapolis (1972)
[4] Cameron, R.H.: The Ilstow and Feynman integrals. J. Analyse Math. 10, 287–361 (1962–
1963)
[5] Cameron, R.H., Martin, W.T.: The behavior of measure and measurability under change of
scale in Wiener space. Bull. Amer. Math. Soc. 53, 130–137 (1947)
[6] Cameron, R.H., Storvick, D.A.: An L2 analytic Fourier–Feynman transform. Michigan Math.
J. 23, 1–30 (1976)
[7] Chang, K.S., Ahn, J.M., Chang, J.S.: Notes on the analytic Yeh–Feynman integrable func-
tionals. Rocky Mountain J. Math. 18, 157–165 (1988)
[8] Chang, K.S., Cho, D.H., Kim, B.S., Song, T.S., Yoo, I.: Relationships involving generalized
Fourier–Feynman transform, convolution and first variation. Integral Transforms Spec. Funct.
16, 391–405 (2005)
[9] Chang, S.J., Choi, J.G.: Transforms and convolutions on function space. Commun. Korean
Math. Soc. 24, 397–413 (2009)
[10] Chang, S.J., Choi, J.G.: Effect of drift of the generalized Brownian motion process: an
example for the analytic Feynman integral. Arch. Math. 106, 591–600 (2016)
[11] Chang, S.J., Choi, J.G.: Analytic Fourier–Feynman transforms and convolution products
associated with Gaussian processes on Wiener space. Banach J. Math. Anal. 11, 785–807
(2017)
[12] Cohn, D.L.: Measure Theory, Second edition. Birkha¨user, Boston (2013)
[13] Chung, D.M.: Scale-invariant measurability in abstract Wiener space. Pacific J. Math. 130,
27–40 (1987)
[14] Chung, D.M., Park, C., Skoug, D.: Generalized Feynman integrals via conditional Feynman
integrals. Michigan Math. J. 40, 377–391 (1993)
[15] Halmos, P.R.: Measure Theory. Van Nostrand, Princeton (1950)
[16] Huffman, T., Park, C., Skoug, D.: Analytic Fourier–Feynman transforms and convolution.
Trans. Amer. Math. Soc. 347, 661–673 (1995)
20 J.G. CHOI
[17] Huffman, T., Park, C., Skoug, D.: Convolutions and Fourier–Feynman transforms of func-
tionals involving multiple integrals. Michigan Math. J. 43, 247–261 (1996)
[18] Huffman, T., Park, C., Skoug, D.: Convolution and Fourier–Feynman transforms. Rocky
Mountain J. Math. 27, 827–841 (1997)
[19] Huffman, T., Park, C., Skoug, D.: Generalized transforms and convolutions. Int. J. Math.
Math. Sci. 20, 19–32 (1997)
[20] Huffman, T., Skoug, D., Storvick, D.: A Fubini theorem for analytic Feynman integrals with
applications. J. Korean Math. Soc. 38, 409–420 (2001)
[21] Huffman, T., Skoug, D., Storvick, D.: Integration formulas involving Fourier-Feynman trans-
forms via a Fubini theorem. J. Korean Math. Soc. 38, 421–435 (2001)
[22] Johnson, G.W., Skoug, D.L.: An Lp analytic Fourier–Feynman transform. Michigan Math.
J. 26 103–127 (1979)
[23] Johnson, G.W., Skoug, D.L.: Scale-invariant measurability in Wiener space. Pacific J. Math.
83, 157–176 (1979)
[24] Kim, B.J., Kim, B.S.: Relationships among Fourier–Yeh–Feynman transform, convolution
and the first variation on Yeh–Wiener space. Honam Mathematical J. 33, 207–221 (2011)
[25] Kim, B.J., Yang, Y.K.: Fourier–Yeh–Feynman transform and convolution on Yeh–Wiener
space. Korean J. Math. 16, 335–348 (2008)
[26] Kitagawa, T.: Analysis of variance applied to function spaces. Mem. Fac. Sci. Kyusyu Univ.
Ser. A 6, 41–53 (1951)
[27] Paley, R.E.A.C., Wiener, N., Zygmund, A.: Notes on random functions, Math. Z. 37, 647–668
(1933)
[28] Park, C., Skoug, D.: The Feynman integral of quadratic potentials depending on n time
variables. Nagoya Math. J. 110, 151–162 (1988)
[29] Park, C., Skoug, D.: A note on Paley-Wiener-Zygmund stochastic integrals. Proc. Amer.
Math. Soc. 103, 591–601 (1988)
[30] Park, C., Skoug, D.: A Kac–Feynman integral equation for conditional Wiener integrals. J.
Integral Equations Appl. 3, 411–427 (1991)
[31] Park, C., Skoug, D.: Generalized conditional Yeh–Wiener integrals and a Wiener integral
equation. J. Integral Equations Appl. 5, 503–518 (1993)
[32] Park, C., Skoug, D.: An operator-valued Yeh–Wiener integral and a Kac–Feynman Wiener
integral equation. Proc. Amer. Math. Soc. 120, 929–942 (1994)
[33] Park, C., Skoug, D., Storvick, D.: Relationships among the first variation, the convolu-
tion product, and the Fourier–Feynman transform. Rocky Mountain J. Math. 28, 1147–1468
(1998)
[34] Rudin, W.: Real and Complex Analysis, Third edition. McGraw-Hill, New York (1987)
[35] Skoug, D., Storvick, D.: A survey of results involving transforms and convolutions in function
space. Rocky Mountain J. Math. 34, 1147–1175 (2004)
[36] Yeh, J.: Wiener measure in a space of functions of two variables. Trans. Amer. Math. Soc.
95, 433–450 (1960)
Jae Gil Choi, School of General Education, Dankook University, Cheonan 31116,
Republic of Korea
E-mail address: jgchoi@dankook.ac.kr
