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ON THE EMBEDDING OF A1 INTO A∞
GUILLERMO REY
Abstract. We give a quantitative embedding of the Muckenhoupt class A1 into A∞. In partic-
ular, we show how  depends on [w]A1 in the inequality which characterizes A∞ weights:
w(E)
w(Q)
≤
( |E|
|Q|
)
,
where Q is any dyadic cube and E is any subset of Q. This embedding yields a sharp reverse-
Ho¨lder inequality as an easy corollary.
1. Introduction
The purpose of this article is to give a quantitative version of the classical embedding between
Muckenhoupt classes
(1.1) A1 ↪→ A∞.
The class A1 is defined to be all weights w ≥ 0 for which Mw ≤ Cw for some C, where
Mf(x) = sup
P3x
1
|P |
∫
P
|f(y)| dy
is the uncentered Hardy-Littlewood maximal operator (here the supremum is taken over cubes with
sides parallel to the coordinate axes).
The class A∞ is defined to be all weights w ≥ 0 for which there exists a constant C and an
exponent  > 0 such that
w(E)
w(P )
≤ C
( |E|
|P |
)
for all cubes P and all subsets E ⊆ P . Another common way to define this class is to introduce
the so-called Fujii-Wilson A∞ characteristic:
[w]A∞ := sup
Q
1
w(Q)
∫
Q
M(w1Q) dx,
where the supremum ranges over cubes with sides parallel to the axes. The class of A∞ weights is
the collection of all weights for which [w]A∞ is finite.
These two definitions can be shown to be equivalent. In particular, one can give a quantitative
version of the first:
[w]A′∞ := inf
{
a > 0 :
w(E)
w(P )
≤ C
( |E|
|P |
)1/a
for all cubes P and all measurable subsets E ⊆ P
}
.
With these definitions one can show that [w]A∞ ∼d [w]A′∞ . The easy direction is [w]A∞ .d [w]A′∞ ,
to prove the reverse inequality one can use the sharp reverse-Ho¨lder estimate found in [3].
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We are interested in this form of the A∞ characteristic because it is the one which is used some
recent proofs of the weighted weak-type inequality for Caldero´n-Zygmund operators (see [2]), so
it may yield some insights into the sharpness of such estimate. In fact, in the Bellman-function
approach to the sharpness of this weak-type estimate, one has a very similar problem but with one
extra difficulty; the problem treated in this article is the one which appears if this extra difficulty
is removed, see [5] for more details.
It is a well-known fact that every weight in A1 is also in A∞; here we give a quantitative version
of this embedding.
We will actually work with a wider class of weights, the dyadic Ap weights. To state the result,
let us fix a way to quantify exactly how a weight lies in dyadic A1. Let P be a cube in Rd, we
define the Ad1(P ) characteristic of a weight w ≥ 0 to be
[w]Ad1(P ) := ess supx∈P
MdyadicP w(x)
w(x)
,
where MdyadicP is the dyadic maximal operator localized to P :
MdP f(x) = sup
R∈D(P )
〈|f |〉R1R(x).
Here we are denoting by D(P ) the collection of all dyadic subcubes of P , and the average of a
function f over a set E by
〈f〉E := 1|E|
∫
E
f(x) dx.
Also, we denote the characteristic function of a set E by 1E .
We define the (non-dyadic) A1 characteristic similarly:
[w]A1(P ) := ess supx∈P
MPw(x)
w(x)
,
where MP is the uncentered Hardy-Littlewood maximal operator where the cubes are constrained
to lie inside P .
The classical way to prove (1.1) proceeds by using the reverse Ho¨lder inequality of Coifman-
Fefferman [1] (see [3] for a recent sharp reverse Ho¨lder inequality valid in a very general context):
for any weight w ∈ Ap we have
〈wq〉P ≤ C〈w〉qP ,
for some exponent q > 1 depending on w. Indeed, let CRH be the best constant in the above
inequality (which will depend on q and on how w lies in Ap), then:
w(E) =
∫
P
w1E
≤
(∫
P
wq
)1/q
|E|1/q′
≤ C1/qRHw(P )
( |E|
|P |
)1/q′
.
For (non-dyadic) A1 weights the most quantitative version of the reverse Ho¨lder inequality was
given by [10] in dimension one. Using the results of [10] one obtains
w(E)
w(P )
≤ a
a− 1
( |E|
|P |
) 1
a[w]A1(P )
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for all a > 1, so one can get arbitrarily close to the exponent 1[w]A1
at the cost of a multiplicative
constant. The results in [10] are, however, valid only for non-dyadic Ap weights, which behave much
better in terms of sharp constants; also [10] is valid only in dimension 1.
In [4] A. Melas showed that, for dyadic A1 weights, one has〈
(Mdyadicw)p
〉
P
≤ C(p, [w]Ad1 )〈w〉
p
P ,
for all p such that
1 ≤ p < log(2
d)
log
(
2d − 2d−1[w]
Ad1
) ,
and where C(p, [w]Ad1 ) is a constant which blows-up as p tends to the endpoint above.
Following the same steps as before, this implies an inequality of the form
w(E)
w(P )
≤ C
( |E|
|P |
)
for all  such that
0 ≤  < −
log
(
1− 2d−1
2d[w]
Ad1
)
d log 2
:= ([w]Ad1 , d),
and where C is a constant which blows-up as  tends to the endpoint ([w]Ad1 , d).
It was of interest whether one could achieve an estimate with the endpoint ([w]Ad1 , d), and this
was answered positively by A. Ose¸kowski in [7], where he proved the following weak-type estimate:
(1.2)
1
|P |
∣∣∣{x ∈ P : Mdyadicw(x) > 1}∣∣∣ ≤ 〈w〉pP
for all p such that
1 ≤ p ≤ log(2
d)
log
(
2d − 2d−1[w]
Ad1
) .
This estimate, coupled with Ho¨lder’s inequality for Lorentz spaces yields
w(E)
w(P )
≤ C(Q,d)
( |E|
|P |
)(Q,d)
for all weights w with [w]Ad1 ≤ Q, thus settling the endpoint question of whether a decay rate of
(|E|/|P |)(Q,d) could be achieved. However, note that Ho¨lder’s inequality for Lorentz spaces (when
used in this way) has a constant which explodes when p → 1 which in this case implies that the
constant C(Q,d) will blow-up as Q→∞.
In this article we improve this conclusion by directly computing the function
B(x, y,m) = sup
w(E)
|P | ,
where the supremum is taken over all sets E ⊆ P with |E|/|P | = x, and all dyadic A1 weights w
with [w]Ad1(P ) ≤ Q, 〈w〉P = y and ess infz∈P w(z) = m.
This is what is commonly called the Bellman function associated with the problem. It is an
extremal object which controls the way in which the parameters evolve when “concatenating”
several weights and sets together.
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We can already give an upper bound for B(·, Q, 1):
(1.3) B(x,Q, 1) ≤ f˜(x) := Qx(Q,d).
This shows that the decay rate deduced from Ose¸kowski’s estimate can be achieved with a uniform
constant as Q → ∞ (note that the constant Q cancels when estimating w(E)w(P ) ). Observe also that
this recovers the result of Ose¸kowski when one takes w instead of its maximal function in (1.2),
which can be interpreted as a weak-type reverse Ho¨lder inequality. Indeed, assume without loss of
generality that |P | = ess inf w = 1 and let Eλ = {x ∈ P : w(x) > λ}, then our estimate will show
(see (4.1)) that
w(Eλ) ≤ Q
(w(P )− 1
Q− 1
)(
|Eλ| Q− 1
w(P )− 1
)(Q,d)
.
So integrating w over this set yields
λ|Eλ|1−(Q,d) ≤ (〈w〉P − 1)1−(Q,d)
( Q
(Q− 1)(Q,d)
)
≤ 〈w〉P .
Or, in other words,
‖w‖Lp,∞ ≤
∫
P
w(x) dx
for the same p’s as in (1.2).
However, the function B(·, Q, 1) is, surprisingly, slightly better. Indeed if we define f(x) =
B(x,Q, 1), then our main result shows that f is the piecewise-linear interpolation of the function f˜
evaluated at the points 2−dk for k ∈ N.
Figure 1. Plots of f and f˜
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In Figure 1 we show a normalized section of the plot (the values are divided by Q) of the functions
f and f˜ with Q = 10 and in dimension two.
The precise form of B is given in the following theorem, which is the main result of this article.
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Theorem 1.1. The function B defined above is has the form
B(x, y,m) = m ·
{
x+ y/m− 1 if y/m ≤ 1 + (Q− 1)x
y/m−1
Q−1 f
(
x Q−1y/m−1
)
if y/m ≥ 1 + (Q− 1)x
}
.
1.1. Organization. The article is organized as follows: in section 3 we cast the problem as one
of finding a certain Bellman function, then in section 4 we give a lower bound for the Bellman
function; we also describe the structure of the maximizers. In section 5 we show that the lower
bound found in the previous section is also an upper bound, hence showing that the function found
is the actual Bellman function.
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3. The Bellman function approach
Define, as in the introduction, the function
BP (x, y,m) = sup
{w(E)
|P | : E ⊆ P, [w]Ad1(P ) ≤ Q such that |E| = x|P |, 〈w〉P = y, m = ess inf w
}
.
By translation and dilation invariance, the function BP is independent of P , so we suppress the
index P from B from now on.
The domain, which will be denoted by ΩB is:
0 ≤ x ≤ 1
0 < m ≤ y ≤ Qm.
In this section we cast finding B as a minimization problem. We will follow the Bellman function
method, see for example [6], [10] or [9], and [7] for an approach closer to ours.
The function B satisfies the following Main Inequality
(3.1) B(x, y,m) ≥
〈
B(xi, yi,mi)
〉
,
where 〈xi〉 = x, 〈yi〉 = y, minmi = m, (xi, yi,mi) ∈ Ω, and (x, y,m) ∈ Ω. In inequality (3.1), and
for the rest of the article, we use the notation
〈ξi〉 := 1
n
n∑
i=1
ξi,
whenever {ξi} is a discrete sequence of n numbers; usually n will be obvious from the context so
we will omit its dependence.
We can see (3.1) by combining almost-extremizers defined on the first-generation dyadic subcubes
of P into one on the whole cube P .
We also have the obstacle condition
B(1, y, y) = y,
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which is just the observation that if E = P almost everywhere, then 〈1Ew〉P = 〈w〉P .
From the definition of B we have the homogeneity property
(3.2) B(x, λy, λm) = λB(x, y,m).
If we find a nonnegative function B defined in ΩB and which satisfies the main inequality and the
obstacle condition above, then B ≤ B. This is a typical fact whose proof we omit, but the reader
can consult [7] for a proof in a similar case.
The homogeneity condition will let us assume that m = 1 in (3.1):
Proposition 3.1. If a function B defined on ΩB satisfies the main inequality (3.1) with m = 1
and the homogeneity property (3.2), then it must also satisfy the main inequality for all m > 0.
Proof. This is just the observation that the domain of B is invariant under simultaneous dilations
of the variables y and m. 
We want to find a set of necessary and sufficient conditions for B to satisfy the main inequality,
but which are simpler to verify. To this end, let us first prove necessary conditions that any such
B must satisfy.
The following Lemma is simple but important in what follows. It tells us that, in order to exploit
(3.1), we should strive to minimize the variables mi as much as possible. We will let N := 2
d for
the rest of the article.
Lemma 3.2. Any function B satisfying (3.1) is decreasing in m. More precisely: assume (x, y,m1)
and (x, y,m2) are two points in ΩB with m1 ≤ m2, then
(3.3) B(x, y,m1) ≥ B(x, y,m2).
Proof. Let xi = x and yi = y for all 1 ≤ i ≤ 2d := N . Also, let
m˜i =
{
m1 if i = 1
m2 if i > 1.
Then the points (xi, yi, m˜i) are all in Ω. Also, 〈xi〉 = x and 〈yi〉 = y. Since m1 ≤ m2 we also have
that min(m˜i) = m1, so using (3.1):
B(x, y,m1) ≥ 1
N
B(x, y,m1) +
N − 1
N
B(x, y,m2),
which after rearranging yields (3.3). 
The following Lemma follows directly from the main inequality (3.1).
Lemma 3.3. For any fixed m > 0, the function (x, y) 7→ B(x, y,m) is concave.
Proof. This is just the observation that the domain Ω is convex, together with (3.1) with mi =
m. 
Now we are able to make the first reduction in (3.1) (after the trivial one of setting m = 1):
Proposition 3.4. Suppose B is a nonnegative function defined in ΩB and which satisfies the
obstacle condition, (3.2), and (3.3). If B satisfies
(3.4) B(x, y, 1) ≥
〈
B
(
xi, yi,max
(
1,
yi
Q
))〉
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for all N -tuples of points (xi, yi) satisfying
0 ≤ xi ≤ 1, and 〈xi〉 = x,(3.5)
1 ≤ yi, min(yi) ≤ Q, and 〈yi〉 = y,(3.6)
then we must have that B = B.
Proof. The above conditions make (3.4) certainly necessary. To see that it is sufficient, take any
N -tuple (xi, yi,mi) of points in ΩB satisfying
〈xi〉 = x, 〈yi〉 = y and min(mi) = 1.
Consider now the alternative N -tuple formed by (xi, yi, m˜i), where
m˜i =
{
yi
Q if yi ≥ Q
1 otherwise.
= max
(
1,
yi
Q
)
.
These points all lie in ΩB and moreover they still satisfy the condition
min(m˜i) = 1.
However, by inequality (3.3) we have
B
(
xi, yi,max
(
1,
yi
Q
))
≥ B(xi, yi,mi).

This proposition is useful because it allows us to “almost” eliminate the third variable from our
analysis. The reason that we used the word “almost” comes from the fact that we still have the
extraneous condition that min(yi) ≤ Q, which is an effect of having min(mi) = 1. We now proceed
to eliminate this condition too.
Suppose that of the N points (xi, yi), there are exactly N − k of them for which yi ≥ Q. Then,
after possibly reordering the inequality (which we can do without loss of generality), the right hand
side of (3.4) becomes
1
N
( k∑
i=1
B(xi, yi, 1) +
N∑
i=k+1
B
(
xi, yi,max
(yi
Q
)))
which can be written, after applying the homogeneity property (3.2), as
1
N
( k∑
i=1
B(xi, yi, 1) +
N∑
i=k+1
yi
Q
B(xi, Q, 1)
)
.
So, verifying (3.4) reduces to just showing that B is concave in (x, y), decreasing in m, and that
for each 1 ≤ k ≤ N − 1
(3.7) B(x, y, 1) ≥ 1
N
( k∑
i=1
B(xi, yi, 1) +
N∑
i=k+1
yi
Q
B(xi, Q, 1)
)
for all (x, y) and all (xi, yi) as in Proposition (3.4), with the additional assumption that yi ≥ Q for
k ≥ k + 1.
The next proposition allows us to just consider the case where k = N −1 in the above inequality.
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Proposition 3.5. Let M be a nonnegative function defined on Ω and which satisfies that
(1) M is concave.
(2) The function t 7→ tM(x, y/t) is decreasing.
(3) For all (x, y) and all (x˜, y˜) in Ω we have
(3.8) M(x, y) ≥ N − 1
N
M(x˜, y˜) +
Ny − (N − 1)y˜
QN
M(Nx− (N − 1)x˜, Q)
whenever Nx− (N − 1)x˜ ≥ 0 and Ny − (N − 1)y˜ ≥ Q.
Then, defining B by homogeneity as in (3.2):
B(x, y,m) = mM(x, y/m),
yields a function which satisfies the conditions of Proposition 3.4
Proof. First of all note that, by the above discussion, we just need to findM satisfying the conditions
(1), (2) and
M(x, y) ≥ 1
N
( k∑
i=1
M(xi, yi, 1) +
N∑
i=k+1
yi
Q
M(xi, Q, 1)
)
,
where the average of xi is x, the average of yi is y and all yi ≥ Q for i ≥ k + 1.
Also, note that (3.8) is just the case of (3.4) with k = N − 1. So, in what follows we assume
k < N − 1.
Fix all points (xi, yi) for i ≤ k and consider the collection V of all vectors ~y = (yk+1, . . . , yN )
with yi ≥ Q for k ≥ k + 1 and satisfying.
1
N
N∑
i=k+1
yi +
1
N
k∑
i=1
yi = y.
We can write this condition as
ŷ :=
1
N −K
N∑
i=k+1
yi =
Ny −∑ki=1 yi
N − k =
Ny − ky˜
N − k ,
where we have defined y˜ = 1k
∑k
i=1 yi.
It is an easy exercise to verify that
1
N
N∑
i=k+1
yi
Q
M(xi, Q) ≤ 1
QN
N∑
i=k+1
biM(xi, Q),
where bi are defined by
bi =
{
Q if i 6= imax
(N − k)ŷ −Q(N − k − 1) if i = imax,
and where imax is defined to be the index which maximizes M(xi, Q) for i ≥ k + 1.
Observe that the vector (bk+1, . . . , bN ) ∈ V, so we can assume that yi = bi for i ≥ k + 1. But
then, we can reorganize the inequality to put all of the terms except one (the one with imax) on the
first summation. Writing it this way makes it evident that it really was a particular example of the
inequality with k = N − 1. 
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4. Finding the Bellman function
In this section we give a lower bound M for M, and in the next section we will show that this
lower bound is also an upper bound and hence that M = M.
First recall that
t 7→M(x, y/t)
is non-increasing and therefore that M(1, y) ≥ y (here we are using the obstacle M(1, 1) = 1. Since
M(0, 1) ≥ 0, we now can extend this bound to the subdomain y ≤ 1 + (Q− 1)x to get:
M(x, y) ≥ x+ y − 1 ∀(x, y) ∈ Ω : y ≤ 1 + (Q− 1)x.
We will now give a lower bound for M in the rest of the domain. The idea is to use inequality
(3.8) setting the number Nx− (N−1)x˜ to be as large as possible, within the domain that we know,
and then iterate.
More precisely let x0 = 1, observe that if Nx− (N − 1)x˜ = x0, then
x˜ =
Nx− x0
N − 1 .
Clearly we need x ≥ 1/N for x˜ to be in the domain, so we set x = 1N . We will also make y˜ as small
as possible, which means y˜ = 1.
Putting it all together we obtain, using (3.8) with x = 1N and y = Q:
M
( 1
N
,Q
)
≥ NQ− (N − 1)
NQ
M(x0, Q) = Q
(
1− N − 1
NQ
)
.
Now we iterate this procedure. Set x = xk+1 =
xk
N , y = Q, y˜ = 1 and x˜ = 0, then (3.8) gives
M(xk+1, Q) ≥ (1− N − 1
NQ
)
M(xk, Q),
so
M(N−k, Q) ≥ Q
(
1− N − 1
NQ
)k
.
Between xk+1 and xk we know that M(·, Q) is concave, so M must certainly be at least linear
in these intervals. Now, since M(0, 1) ≥ 0, we can also extend this bound by homogeneity and get
the upper bound
M(x, y) ≥ y − 1
Q− 1M
(
x
Q− 1
y − 1 , Q
)
≥ y − 1
Q− 1f
(
x
Q− 1
y − 1
)
for y − 1 ≥ x. Here, f is the piecewise linear function defined on [0, 1] by linearly interpolating the
points
f(xk) = Q
(
1− N − 1
NQ
)k
between xk+1 and xk, Figure 1 shows what f typically looks like.
Putting it all together, we get
(4.1) M(x, y) ≥
{
x+ y − 1 if y ≤ 1 + (Q− 1)x
y−1
Q−1f
(
xQ−1y−1
)
if y ≥ 1 + (Q− 1)x.
}
=: M(x, y).
The way we proved these bounds also shows how one would construct pairs of weights w and
sets E showing that M is at least the promised lower bound. We now give a detailed description of
these examples.
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4.1. Explicit extremizers. Let’s start with examples corresponding to the line (1, y) with y ∈
[1, Q]. To get the bound M(1, y) ≥ y we used the main inequality keeping all the parameters fixed
except one of the mi’s. So let us repeat the proof, but now with actual weights. Fix a cube P and
let P1, . . . PN be its dyadic children. Define wi(x) = 1 for all i and all x ∈ Pi except for i = N ,
for which we define wi(x) = 1 +N(y − 1) for all x ∈ PN . Now define w(x) = wi(x) for all x ∈ Pi;
clearly ess infx∈P w(x) = 1 and 〈w〉P = y. Now, since x = 1, we should set E = P . The pair (w,E)
is clearly contained in the supremum in the definition of B(1, y, 1) = M(1, y) and so
(4.2) M(1, y) ≥ w(P )|P | = y
for this particular choice of w. Of course, any weight with 〈w〉P = y would also have been sufficient
since x = 1.
Examples for weights and sets corresponding to points (x, y) on the rest of the domain are more
complicated. We will start by constructing examples along the line y = Q.
The way we proved that M( 1N , Q) ≥ Q(1 − N−1NQ ) was by using (3.8) with x˜ = 0, y˜ = 1, x = 1N
and y = Q. Similarly, we got the bound M(xk+1, Q) ≥ (1 − N−1NQ )M(xk, Q) by using (3.8) with
x˜ = 0, y˜ = 1, x = 1
Nk+1
and y = Q. Looking back at how we got (3.8), we see that we combined
N − 1 trivial weight-set pairs (the pairs (w ≡ 1, E = ∅)) with an example coming from
B
( 1
Nk
, N(Q− 1) + 1, N − N − 1
Q
)
.
We then used homogeneity to translate this to an example which would extremize
M
( 1
Nk
, Q
)
,
but having lost a factor slightly larger than one.
We can trace back these steps with the following lemma:
Lemma 4.1. Let P be a cube in Rd. Given a pair (w,E) where w is a dyadic A1 weight with
[w]A1 ≤ Q and with 〈w〉P = Q, ess infz∈P w(z) = 1, and 〈1E〉P = x, there exists a pair (w˜, E˜)
where w˜ is another dyadic A1 weight with [w]Ad1 ≤ Q and with 〈w˜〉P , ess infz∈P w˜(z) = 1, and〈1E˜〉P = x/N for which
w˜(E˜)
|P | ≥
(
1− N − 1
NQ
)w(E)
|P | .
Moreover, the set E˜ is entirely contained in one of the dyadic subcubes of P and w˜ is identically
1 on the complement of E˜.
Proof. As before, enumerate the children of P by P1, . . . , PN . We start by translating and dilating
(w,E) to the subcube P1, we do this with the obvious linear change of variables. We then multiply
the weight we just constructed by the constant NQ−(N−1)Q . Let us call this new weight w1. Clearly
ess infz∈P1 w1(z) =
NQ−(N−1)
Q ≥ 1 and 〈w1〉P1 = NQ− (N −1). Now define wi(z) = 1 for all z ∈ Pi
and each i ≥ 2 and combine all of these weights into one: w˜(z) = wi(z), for all z ∈ Pi. This new
weight is a dyadic A1 weight with [w˜]Ad1 ≤ Q.
The set E is just translated and dilated to P1 using the same change of variables used to define
w1. Now E˜ is just a scaled copy of E living in P1, so we of course have 〈1E˜〉 = x/N .
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We assert that this new pair (w˜, E˜) satisfies the promised estimate. Indeed (assuming without
loss of generality that |P | = 1):
w˜(E˜) =
1
N
(
(N − 1)w2(E˜) + w1(E˜)
)
=
1
N
w1(E˜)
=
(
1− N − 1
NQ
)
w(E),
which is what we wanted. 
Given a cube P and a pair (w,E) as in Lemma 4.1, we define
T (w) = w˜,
where w˜ is the weight constructed in the proof of Lemma 4.1. Similarly, we define S(E) = E˜.
With this lemma at hand we can now describe the structure of the examples which show that
M(N−k, Q) ≥ Q(1− N−1NQ )k.
Lemma 4.2. Let P be any cube and let w0 be the weight constructed when proving (4.2) (but any
weight with 〈w0〉P = Q, ess infz∈P w0(z) = 1, and with [w]Ad1 = Q will work as well).
Define the weights wk and the sets Ek inductively by
wk+1 = Twk and Ek+1 = SEk,
where E0 = P .
Then wk is an A
d
1 weight with [w]Ad1 = Q, 〈wk〉P = Q, ess infz∈P wk(z) = 1, 〈1Ek〉P = N−k and
wk(Ek)
|P | = Q
(
1− N − 1
NQ
)k
.
Proof. The proof is just to iteratively apply Lemma 4.1. 
It remains to extend the examples to the rest of the domain. But recall that the bound we gave
for M on the rest of the domain was obtained by linear interpolation, so we just need to combine
examples that have already been constructed.
The following lemma shows how to combine two pairs (w0, E0) and (w1, E1) into one:
Lemma 4.3. Let P be a cube and let (w0, E0) and (w1, E1) be two pairs. Assume w0 and w1 are
both dyadic A1 weights with [wi]Ad1 ≤ Q, and also:
〈1Ei〉P = xi, 〈wi〉P = yi, ess infz∈P wi(z) = 1.
Then, for any λ ∈ [0, 1] we can construct a pair Cλ((w0, E1), (w1, E1)) = (w,E), where w is a
dyadic A1 weight with [w]Ad1 ≤ Q,
〈1E〉P = x, 〈w〉P = y, ess infz∈P w(z) = 1,
and
w(E)
|P | = (1− λ)
w0(E0)
|P | + λ
w1(E1)
|P | ,
where
x = (1− λ)x0 + λx1 and y = (1− λ)y0 + λy1.
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Proof. Note that, at least when λ is a dyadic rational, repeated applications of the Main Inequality
give exactly these dynamics. So we should follow the proof of the Main Inequality, whose meaning
is to show what happens when one combines pairs (wi, Ei) defined on the dyadic children of a cube
into one pair (w,E) on the whole cube.
There is a slight technicality: if one applies this combination procedure a finite number of times,
one can only prove this lemma in the case where λ is a dyadic rational, but we can still prove this
lemma with a limiting argument.
Let bi be the digits of λ when written in binary:
λ =
∞∑
i=1
bi2
−i
(it does not matter which of the possible binary representations one uses).
Fix the cube P and let R be any of its dyadic subcubes. Define SP→R to be the linear change
of variables which maps P to R.
Given a cube P let P1, . . . PN be a fixed enumeration of its first-generation children, this ordering
will be fixed throughout the proof (in the sense that we will use the same ordering on every other
cube, which we obtain by translating and dilating the original ordering).
The idea is to split the subcubes of P and on half of them put a translated and dilated copy of
either (w0, E0) or (w1, E1), depending on the binary digit of the current step. We apply the same
procedure on each of the remaining cubes (but now with the next digit).
More precisely, let ch(P ) be the first-generation dyadic subcubes of P and define H1±(P ) to be
the subset of ch(P ) consisting of the first or second half the dyadic children, i.e.:
H1−(P ) = {P1, . . . , P2d−1} and H1+(P ) = {P2d−1+1, . . . , P2d}.
We inductively define Hj+1± (P ) as follows:
Hj+1± (P ) =
⋃
R∈Hj+(P )
H±(R).
We define the weight w by
w(x) =
∞∑
j=1
∑
R∈Hj−(P )
(
(1− bj)SP→Rw0(x) + bjSP→Rw1(x)
)
.
This definition can be pictured as follows: we put a certain weight (either w0 or w1 depending on
bj) in half of the dyadic children of P , then we again place a copy of w0 or w1 on one half of the
first generation children of each of the remaining cubes from the previous step. This process is
repeated inifinitely many times (thus exhausting the full cube P ), and with either w0 or w1 in each
step depending on the binary digit expansion of the number λ.
Similarly, we define the set E by
1E(x) =
∞∑
j=1
∑
R∈Hj−(P )
(
(1− bj)SP→R1E0(x) + bjSP→R1E1(x)
)
.
One can now check that this pair satisfies the required properties; see [8] for a very similar
construction. 
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With this Lemma, we can now express the structure of the examples on the line y = Q of Ω
which lie between the points with coordinates x = N−k. Indeed, let (wk, Ek) be the weight-set pair
constructed by Lemma 4.2. Then for any x ∈ (N−k−1, N−k) we have
(wx, Ex) := Cλ((wk+1, Ek+1), (wk, Ek)),
where
x = (1− λ)N−k−1 + λN−k.
To extend to the rest of Ω, let (x, y) ∈ Ω with y < Q. First assume that y ≤ 1 + (Q− 1)x; then
we should use the previous Lemma with boundary on x = 1. Indeed let
(w,E) = Cλ((1, ∅), (wy, P )),
where λ = 1 + y−1x and where w
y is any dyadic A1 weight with [w]Ad1 ≤ Q, 〈wy〉P = y and
ess infz∈P w(z) = 1. This pair clearly satisfies all the required estimates.
Now suppose that y ≥ 1 + (Q− 1)x and let (w∗, E∗) be the pair we just constructed on the line
y = Q with x-coordinate xQ−1y−1 . Then
(w,E) = Cλ
(
(1, ∅), (w∗, E∗)
)
,
with λ = xQ−1y−1 also satisfies all the required estimates.
5. Verifying the Main Inequality
We now have to show that the function M that we found in the previous section satisfies all the
required conditions which, we recall, are:
(1) M is concave.
(2) The function t 7→ tM(x, y/t) is nonincreasing.
(3) For all (x, y) ∈ Ω and all (x˜, y˜) in Ω with x˜ ≤ x and Ny − (N − 1)y˜ ≥ Q, we have
(5.1) M(x, y) ≥ N − 1
N
M(x˜, y˜) +
Ny − (N − 1)y˜
NQ
M(Nx− (N − 1)x˜, Q).
It will be convenient to examine the function f , in particular observe that
f ′(x) = (Nη)k,
where η = 1− N−1NQ , whenever x ∈ (N−k−1, N−k).
The ratio ηN > 1 whenever Q > (N − 1)/N , which is always the case since Q ≥ 1, hence f is
concave. Since f is concave, it follows that M must also be concave, since M is just the extension
of f by homogeneity to the subdomain of Ω which lies above the diagonal y = 1 + (Q − 1)x, and
below this line the function is just the plane z = x + y − 1. A brief check now shows that M is
indeed concave in Ω. This proves (1).
Now we will show that the function
t 7→ tM(x, y/t)
is decreasing, thus proving (2).
To show this, note that we just need to prove yMy ≥ M wherever M is differentiable. This
obviously holds for y < 1 + (Q − 1)x, so it suffices to assume y > 1 + (Q − 1)x. By homogeneity,
we can translate this condition to one for f :
y
Q− 1f
(
x
Q− 1
y − 1
)
− xy
y − 1f
′
(
x
Q− 1
y − 1
)
≥ y − 1
Q− 1f
(
x
Q− 1
y − 1
)
.
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Let u = xQ−1y−1 , then this inequality becomes
1
u
f(u)− yf ′(u) ≥ 0
for all u ∈ [0, 1] and all y ∈ [1, Q]. Since f is increasing, this inequality is strongest when y = Q, so
it suffices to show
f(u) ≥ Quf ′(u).
Recall that f is piecewise linear, so let u0 = N
−k−1 and u1 = N−k and assume u ∈ (u0, u1).
The above inequality now becomes
f(u0) + (u− u0)f ′(u0+) ≥ Quf ′(u0+).
Thus, we can reduce to showing
f(u0)
f ′(u0+)
≥ u0 + (Q− 1)u1.
But an easy computation, using the value of f ′ computed before, yields that this inequality is
equivalent to
η ≥ 1− N − 1
NQ
,
which is precisely the value of η so we are done. This shows (2).
Finally, we are left with verifying (3). To do this we will construct a sequence of functions Mk
defined on Ω, all of which satisfy (3) on a specific subset of Ω. Define
Ωk = {(x, y) ∈ Ω : y ≤ 1 + (Q− 1)Nkx}.
Figure 2. Domains Ωk
bb b
b
ABC
O
Ω0
Ω1
Ω2
Figure 2 represents the first three of these domains (again, the diagram is not to scale). For
example Ω2 is the subdomain of Ω which lies to the right of the line joining O and C.
We define Mk to be the wedge formed by the k-th plane of M on Ω \ Ωk−1 and the (k − 1)-th
plane of M on Ωk−1, that is:
Mk(x, y) =
{
akx+ bk(y − 1) if (x, y) ∈ Ω \ Ωk−1
ak−1x+ bk−1(y − 1) if (x, y) ∈ Ωk−1.
ON THE EMBEDDING OF A1 INTO A∞ 15
where M(x, y) = akx+ bk(y − 1) on Ωk \ Ωk−1. One can give the explicit formulas for ak and bk:
ak = (Nη)
k, bk = η
k.
Obviously M0 satisfies (3).
Fix any (x, y) ∈ Ω, we can assume without loss of generality that (x, y) ∈ Ωk for some k.
Introduce the notation
x =
N − 1
N
x˜+
1
N
x̂ and y =
N − 1
N
y˜ +
1
N
ŷ.
Since M is concave, we have that Mk ≥ M on Ω (Mk is a “supporting wedge” of the graph of
M). Instead of (3) we will prove (under the same hypotheses)
(5.2) Mk(x, y) ≥ N − 1
N
Mk(x˜, y˜) +
1
N
ŷ
Q
Mk(x̂, Q),
which, by the above remark, is a stronger statement.
We will first show that we can assume the point (x̂, Q) to be in Ωk. Indeed, suppose that x˜ is so
small that (x̂, Q) /∈ Ωk, then
∂
∂x˜
(
Right hand side of (5.2)
)
=
N − 1
N
ak − N − 1
N
ŷ
Q
ak−1
=
(N − 1
N
)(
ak − ŷ
Q
ak−1
)
≥
(N − 1
N
)(
ak − Ny − (N − 1)
Q
ak−1
)
≥
(N − 1
N
)(
ak − NQ− (N − 1)
Q
ak−1
)
.
Now recall that ak = (Nη)
k, so the partial derivative of the right hand side of equation (5.2) is
at least
N − 1
N
(Nη)k−1
(
Nη − NQ− (N − 1)
Q
)
= 0,
so the right hand side is increasing, at least as long as (x̂, Q) ∈ Ωk−1.
This allows us to assume that x˜ is large enough to make (x̂, Q) ∈ Ωk (by continuity). Under this
assumption the inequality becomes much easier since Mk is now being evaluated always on Ωk, and
hence we can assume that Mk itself is a plane. Now it is easy to check that the inequality is indeed
true under these conditions.
To see this, observe that inequality (5.2) can be written as:
ax+ b(y − 1) ≥ N − 1
N
(
ax˜+ b(y˜ − 1))+ 1
N
ŷ
Q
(
ax̂+ b(Q− 1)).
We can reorganize this as:
a
(
x− N − 1
N
x˜− 1
N
ŷ
Q
x̂
)
+ b
(
y − 1− N − 1
N
y˜ +
N − 1
N
− 1
N
ŷ
Q
(Q− 1)
)
≥ 0.
This simplifies to showing
a
( x̂
N
− x̂
N
ŷ
Q
)
+ b
( ŷ
NQ
− 1
N
)
≥ 0,
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which is equivalent to ( ŷ
Q
− 1
)(
b− ax̂) ≥ 0.
Since the assumptions force ŷ to be at least Q, we just need to check that x̂ ≤ ba . But this is
exactly the bound that is guaranteed from the considerations above since ba = N
−k.
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