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Introduction
Let us fix some n ∈ N and consider independent random variables ξ 1 , . . . , ξ n ∈ R 1 , which are not necessary identically distributed. The classical result of Kolmogorov [5] states that if n is large, then under quite general conditions the distribution of their sum is close in the Lévy metric to the class of all infinitely divisible distributions. To be more precise, let us first fix some notation.
For a random variable ξ ∈ R 1 define its concentration function as Q(ξ; τ ) := sup
The Lévy metric between two random variables ξ, ξ ′ ∈ R 1 is defined as
Denote by D the class of all infinitely divisible random variables. Kolmogorov [5] showed that there exists an absolute constant c such that for arbitrary independent random variables ξ 1 , . . . , ξ n and for all τ > 0, inf η∈D L(ξ 1 + · · · + ξ n , η) ≤ c · p 1/5 + τ 1/2 (| log τ | 1/4 + 1) ,
where p := max{p 1 , . . . , p n } and p i := 1 − Q(ξ i ; τ ), i = 1, . . . , n.
Let us note that the original result in [5] has a slightly different form formulated for τ ∈ (0, 1/2], see Remark 2 below. The restriction (2) on the distributions of summands is a non-asymptotic analogue of the classical limit constancy condition for the triangular scheme for independent random variables. The bound for the rate of approximations may be considered as a quantitative improvement of the classical Khinchin theorem for the set of infinitely divisible distributions being limit laws of the distributions of sums in a triangular scheme.
The Lévy distance metrizes the weak convergence of probability distributions on the real line. Therefore, Kolmogorov's inequality (1) proves Khinchin's theorem since weak convergence as p → 0 and τ → 0 of distributions of sums ξ 1 + · · · + ξ n to some distribution implies weak convergence to the same limit of distributions of some infinitely divisible variables.This limit is infinitely divisible as a limit of infinitely divisible distributions. However, Kolmogorov's inequality (1) provides good infinitely divisible approximations for fixed small p and τ even if the distributions of sums in the triangular scheme with p → 0 and τ → 0 are not sequentially compact.
Kolmogorov's methods of proving (1) along with a combinatorial lemma of Sperner have been later used by Rogozin in [8, 9] to obtain the result which is now well known as Kolmogorov-Rogozin inequality: for some absolute constant c and all τ > 0,
Thereafter, subsequent improvements of the bound in the right-hand side of (1) have been obtained in [6, 4] . Finally, the optimal bound was derived in Zaitsev and Arak [13] :
The authors also considered in [13] the Lévy-Prokhorov metric
and obtained the bound
which is optimal as well. For a more detailed discussion of the subject we refer the reader to [1] .
Estimates (3) and (4), although being optimal, have their drawbacks inasmuch they are for instance not invariant with respect to the scaling of the random variables. In particular, they become trival for large τ . Thus in [10] the following generalization of (3) and (4) has been suggested which lacks these disadvantages: for some absolute constants c, ε > 0 and all λ, τ > 0,
where L λ ( · , · ) and π λ ( · , · ) are the following refinements of the Lévy and Lévy-Prokhorov metrics:
The latter quantity was first considered in [2] , while the former one -in [10] . Knowing L λ ( · , · ) and π λ ( · , · ) provides more information on the closeness of the distributions of random variables rather than just knowing L( · , · ) and π( · , · ). In particular, we have
Remark 1. We would like to stress that (5) is indeed the generalization of (3) and (4): it is straightforward to check that (5) together with (6) implies (3) and (4), see [10] for details.
Remark 2. In [5] , it was essentially proved that for all τ, λ such that 0 < 2τ ≤ λ,
which together with (6) implies (1) for τ ∈ (0, 1/2].
Higher Dimensions
The problem discussed in the previous section can be naturally extended to higher dimensions. Now let ξ 1 , . . . , ξ n ∈ R d be independent d-dimensional random vectors. The concentration function of a random vector ξ ∈ R d is defined as
where for d = 1 this definition differs from the previous one by the scaling factor 2 in the argument. The definitions of π( · , · ) and π λ ( · , · ) in R d stay without any changes with B λ being defined as
The situation with L( · , · ) and L λ ( · , · ) is more ambiguous. In [11] , the following multidimensional versions of these quantities have been suggested. Let
Consider some arbitrary independent random vectors ξ 1 , . . . , ξ n ∈ R d and let p, p 1 , . . . , p n be defined as in (2) . It was shown in [11] that the following multidimensional version of (5) holds: for some constants c d , ε d > 0 depending on d only and all τ, λ > 0 we have
where D d denotes the class of all d-dimensional infinitely divisible random vectors.
Remark 3. Note that (6) remains true in higher dimensions, too. Thus it is not hard to show (see [10] for details) that (10) together with (6) implies the multidimensional analogues of (3) and (4):
Main results
The definition of the multidimensional Lévy metric given in the previous section is not really natural: it heavily depends on the choice of the coordinate basis, while the concentration functions involved in the upper bounds in (10) do not. Our aim is to suggest a coordinate-free definition and to obtain a counterpart of (10) for it. Let us start with some notation.
For m ∈ N we denote by P m the class of convex polyhedra P ⊂ R d representable as
where t j ∈ R d with |t j | = 1 and b j ∈ R 1 , j = 1, . . . , m. For P ∈ P m defined in (14) and λ ≥ 0 let
By definition, P λ is the intersection of closed λ-neighborhoods of half-spaces x ∈ R d :
Let us stress that P λ depends on representation (14) which might be not unique for a given polyhedron. Let e 1 , . . . , e d ∈ R d be the vectors of the standard Euclidean basis. If we consider the subclass P * d ⊂ P d of those polyhedra which are representable as
then (8) and (9) are obviously equivalent to
This observation suggests the following coordinate-free definition for L( · , · ) and L λ ( · , · ) in R d .
It follows directly from the definition that for m ≥ d,
Our first result provides upper bounds for L m ( · , · ) and L λ,m ( · , · ) similar to (10) and (12) . Consider again some arbitrary independent random vectors ξ 1 , . . . , ξ n ∈ R d and let p, p 1 , . . . , p n be defined as in (2). 
for all τ, λ > 0.
Let us emphasize that the constants c m , ε m do not depend on dimension d. Applying Theorem 3.1 for τ = 0, and that P[ξ ∈ P ] = lim λ→0 P[ξ ∈ P λ ], for any P ∈ P m , we get the following Corollary 3.1.
Corollary 3.1 (Götze and Zaitsev [3] , see also Zaitsev [12] ). Assume that the conditions of Theorem 3.1 are satisfied with τ = 0. Then, for any m ∈ N, there exist a constant c m depending on m only such that
In order to prove Corollary 3.1 one should apply Theorem 3.1 as τ → 0 with λ = √ τ → 0.
In the definition of L m ( · , · ) and L λ,m ( · , · ) we considered convex polyhedra P along with their approximations P λ , while in the classical Lévy-Prokhorov metric all Borel sets B along with their neighborhoods B λ are considered. Thus it is natural to examine the intermediate case: convex polyhedra P along with their neighborhoods P λ . Again, from the definition we have that L( · , · ) ≤ L m ( · , · ) ≤ π m ( · , · ) ≤ π( · , · ) and L λ ( · , · ) ≤ L λ,m ( · , · ) ≤ π λ,m ( · , · ) ≤ π λ ( · , · ).
(18) Therefore, (11) and (13) readily give upper bounds for π m ( · , · ) and π λ,m ( · , · ). However, as our next theorem shows, the restriction from the class of the Borel sets to the convex polyhedra allows us to remove the term n i=1 p 2 i from these bounds. Theorem 3.2. For any m ∈ N there exist constants c m , ε m depending on m only such that
Again, the constants c m , ε m are dimension-free. It readily follows from (18) that Theorem 3.2 implies Theorem 3.1. However, it will be convenient for us first to prove Theorem 3.1 and then to derive Theorem 3.2 from it.
We will derive Theorem 3.1 by means of constructing for any convex polyhedron from P m some linear transformation from R d to R m so that the polyhedron turns out to be a pre-image of another convex polyhedron in R m of the form (15), and then applying (10) and (12) .
The proof of Theorem 3.2 is more involved. To derive it from Theorem 3.1, we will need to bound P λ by P cλ for some c > 1. In general, this is not possible: as it is easily seen, for any c > 1 there exists P ∈ P m such that P λ ⊂ P cλ . However, as noted above, P λ depends on representation (14) which is not unique. Thus, as the next proposition shows, it will be possible to add to the right-hand side of (14) "not too many" half-spaces which do not affect P , but change P λ so that P λ ⊂ P cλ . 
and for any λ > 0,
The proof of Proposition 3.1 is postponed to Section 6. Now let us proceed with the proofs of the theorems.
Remark on the compound Poisson distributions
Let ξ ∈ R d be a random vector and let ξ (1) , ξ (2) , . . . be its independent copies. Denote by e(ξ) a random vector in R d distributed as
where ζ has the standard Poisson distribution and is independent of ξ (1) , ξ (2) , . . . . We say that e(ξ) has the compound Poisson distribution with respect to ξ. Clearly, e(ξ) is infinitely divisible. Every time we construct e(ξ) by some random vector ξ, we tacitly assume that it is independent of everything else (including ξ).
Le Cam [7] has found that the compound Poisson distributions are good candidates for the infinitely divisible approximations of the sums of independent random vectors. This observation provided a new way of obtaining the Kolmogorov-type bounds like (3) and (4). Let us be more specific.
As above, fix some τ > 0, and let ξ 1 , . . . , ξ n ∈ R d be independent d-dimensional random vectors and let the quantities p, p 1 , . . . , p n be defined as in (2) . From (7) and from the definition of p it follows that there exist a ′ 1 , . . . , a ′ n ∈ R d such that
. . , n. Generalizing the previous one-dimensional results, Zaitsev [11] proved the following statement.
. . , n, be independent random variables and vectors such that for some a
Let
are some independent random vectors which are independent of {X i , α i }. Then for the vector
and for some constants c d , ε d > 0, depending on d only it holds
which implies the bounds (10) and (11).
Proof of Theorems 3.1 and 3.2
Proof of Theorem 3.1. Fix some polyhedron P ∈ P m :
Let A : R d → R m be a linear operator mapping as
x → y = x, t 1 , . . . , x, t m .
Let e 1 , . . . , e m be the standard Euclidean basis in R m . Consider the polyhedron P ⊂ R m belonging to the class P * m (see (15)) defined as P = y ∈ R m : y, e j ≤ b j , j = 1, . . . , m .
Since
x, t j = x, A * e j = Ax, e j , it follows that P = A −1 ( P ) and P λ = A −1 ( P λ ).
Therefore, for any random vectors ξ, ξ ′ ∈ R d we have
where in the last step we used (16). Hence,
Recall that we consider independent random vectors ξ 1 , . . . , ξ n ∈ R d and p, p 1 , . . . , p n which are defined as in (2) . Without loss of generality, we can assume that ξ i are represented as in (21), where the distributions of X i 's coincide with the conditional distribution of ξ i 's provided that |ξ i −a ′ i | ≤ τ with some a ′ i ∈ R d , which exist by (2) . Moreover, P[|ξ i −a ′ i | > τ ] = p i , and the distributions of Y i 's coincide with the conditional distribution of ξ i 's provided that |ξ i − a ′ i | > τ . Let a 1 , . . . , a n and η 0 be defined in (21) and (22). Since |t j | = 1 for j = 1, . . . , n, we have A ≤ √ m. Using this fact gives
Moreover,
Notice that
Thus, the vectors Aξ 1 , . . . , Aξ n satisfy all the conditions imposed on the vectors ξ 1 , . . . , ξ n in Lemma 4.1 with a i replaced by Aa i , a ′ i by Aa ′ i , and τ by τ √ m. Therefore, applying (23) to the vectors Aξ 1 , . . . , Aξ n gives (for some constants c m , ε m > 0, depending on m only):
which together with (24) implies L λ,m (ξ 1 + · · · + ξ n , η 0 ) ≤ c m · p + exp(−ε m · λ/τ ) .
Recalling that η 0 is infinitely divisible finishes the proof of the second part of Theorem 3.1. The first part follows from the second one by standard reasoning, see Remarks 1, 3.
Proof of Theorem 3.2. Fix some polyhedron P ∈ P m :
It follows from Proposition 3.1 that it is possible to represent P in the form
where the constant N m depends on m only. Thus for any random vectors ξ, ξ ′ we have
Since this holds for any P ∈ P m we arrive at π λ,m ( · , · ) ≤ L λ/2,Nm ( · , · ).
Thus the second part of Theorem 3.2 follows from the second part of Theorem 3.1. The first part follows from the second one by standard reasoning, see Remarks 1, 3.
Proof of Proposition 3.1
Proof. First let us construct b m+1 , t m+1 , . . . , b m 0 , t m 0 . Let
Denote by F k (P ) the collection of all k-dimensional faces of the polyhedron P . If k < d − min(d, m), then F k (P ) is empty. Therefore,
is the collection of all proper faces of P . Fix some face F ∈ F (P ) and let x F be some point from its relative interior, relintF . Denote by T F the tangent cone at the face F which is defined as
Obviously, T F does not depend on the choice of x F . Also define by N F the normal cone at the face F which is defined as the polar cone of T F :
It is known that
Let δ > 0 be some small enough constant to be fixed later. Since N F intersected with the unit sphere S d−1 is compact, there exists a finite covering subset S F ⊂ N F ∩ S d−1 such that
Moreover, it follows from (26) that S F is contained in the (min(d, m) − 1)-dimensional unit sphere, so
where c m,δ depends on m, δ only. Now define the desirable set {(b j , t j )} m 0 j=m+1 to be a set of all pairs ( x F , v , v),
where v runs over all points of S F , while F runs over all faces of P . Again, let us emphasize that this definition does not depend on the choices of x F 's. Since any face is represented as an intersection of P with several hyperplanes from H 1 , . . . , H m , their number is at most 2 m , which together with (28) implies m 0 ≤ m + 2 m c m,δ .
Now having defined b m+1 .t m+1 , . . . , b m 0 , t m 0 , let us prove (19). Fix some point x 0 ∈ P λ . Let y 0 denote the Euclidean projection of x 0 onto P :
The task is to show that
We obviously may assume that x 0 ∈ P which implies y 0 ∈ ∂P . It is well-known that the boundary of a polyhedron can be represented as a union of the relative interiors of its proper faces (which do not intersect). Thus there is a unique face F of P such that y 0 ∈ relintF.
The latter together with (29) implies
x 0 − y 0 ∈ N F .
Thus it follows from (27) applying to (x 0 − y 0 )/ x 0 − y 0 that for some v ∈ S F ,
At the other hand, since x 0 ∈ P λ and by the construction of {(b j , t j )} m 0 j=m+1 , x 0 , v ≤ y 0 , v + λ.
Combining the last two inequalities gives
x 0 − y 0 ≤ λ 1 − δ .
Choosing δ = 1 − 1 1+ε implies (30), and the proposition follows.
