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Abstract—This paper contains a feasibility study of Radio
Interferometric Positioning (RIP) implemented on a widely used
2.4 GHz radio (CC2430). RIP is a relatively new localization
technique that uses signal strength measurements. Although RIP
outperforms other RSS-based localization techniques, it imposes
a set of unique requirements on the used radios. Therefore, it is
not surprising that all existing RIP implementations use the same
radio (CC1000), which operates below the 1 GHz range. This
paper analyzes to what extent the CC2430 complies with these
requirements. This analysis shows that the CC2430 platform
introduces large and dynamic sources of errors. Measurements
with a CC2430 test bed in a line-of-sight indoor environment
verify this. The measurements indicate that the existing RIP
algorithm cannot cope with these types of errors, and will incur
a relatively low accuracy of 3.1 meter. Based on these results, we
made an initial implementation of a new algorithm, which can
cope with these errors, and decreases this positioning error by a
factor of two to 1.5 meter accuracy.
I. INTRODUCTION
This paper focuses on localization in static wireless net-
works. Localization in these networks describes the process of
obtaining a physical location in an automated manner using
wireless communication. Many wireless network applications
rely on location information to perform their tasks. Locations
provide context to the measured data (e.g. like measuring
temperature); localization can be a stand-alone application
(e.g. inventory tracking in a distribution center) or provides
support to the network service (e.g. routing). Today, such
applications have evolved into real-time location systems
(RTLS) using a wide range of wireless technologies. Many of
these localization applications are based on Received Signal
Strength (RSS) measurements, as RSS information is obtained
without additional hardware and energy costs. Other localiza-
tion systems use techniques like Time Difference Of Arrival
(TDOA), Time Of Flight (TOF), Ultra Wide Band (UWB) and
Angle Of Arrival (AOA). In general, these techniques are more
accurate than RSS-based localization but require specialized
hardware, more processing, more communication and thus
more energy (e.g. [1]). Radio Interferometric Positioning holds
the promise to break this paradigm.
This paper contains a feasibility study on Radio Interferomet-
ric Localization within the 2.4 GHz range implemented on
a widely used radio (CC2430, [12]). Radio Interferometric
Localization relies on a pair of nodes simultaneously trans-
mitting unmodulated carriers at slightly different frequencies.
Nodes within transmission range measure the energy of the
envelope of the composite signal. The relative phase offset of
the measured signal amplitudes at two receivers is a function
of the distances between the involved nodes and the carrier
frequency. This information is used to estimate the position of
the nodes ([2]).
The main challenge of the current implementation of RIP is
that it requires the radio to tune its frequency in fine-grain
steps, such as the CC1000 (see [11], 65 Hertz frequency
resolution). Most Commerical-Off-The-Shelf (COTS) radios
cannot comply with this requirement, like the CC2430 ([12]).
Moreover, all existing implementations use the CC1000 (e.g.
[2]). This paper focuses on RIP implementations when the
radios can not comply with this requirement. As an example,
we implement RIP on a CC2430 platform.
We see the main contributions of this paper as:
• It analyzes the errors introduced by the radios that can
not sufficiently fine tune its frequency. We show that these
errors ALL depend on the accuracy of the used crystal
oscillator. Moreover, this analysis shows that this new
radio platform introduces large and dynamic sources of
error.
• We implement and evaluate RIP on a new radio platform.
These measurements show that the RIP does not provide
the required results (∼ 3.1 meter). Moreover, an initial
implementation of a new algorithm decreases this posi-
tioning error to 1.5 meter accuracy.
This paper is organized as follows. After a short introduction
to RIP and overview of existing work in Section II, we analyze
the errors introduced by the radios. Section IV analyzes the
errors introduced by the existing and new implementation
strategy. Section V describes the measurement set-up and
evaluates the performance of the existing RIP algorithms.
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Fig. 1. RIP Measurements
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Fig. 2. Localization using hyperbolic curves
Section VI gives a conclusion.
II. BACKGROUND AND RELATED WORK ON RADIO
INTERFEROMETRIC POSITIONING
This section contains a short description of the RIP tech-
nique. For a more detailed description we refer to [2]. More-
over, this section relates this short description to related work
in this field. Figure 1 shows an example of a RIP set-up. Here
nodes A and B transmit an unmodulated carrier signal with
frequencies fA and fB . The envelope of the composite signal
of A and B has a beat frequency of |fA − fB |, which is
measured by node C and D. Figure 3 shows an illustrative
example of the measured composite RSSI signal over time
(frequency beat). The relative phase offset of the measured
beat frequency is a function of the distances between nodes
A/B/C/D, assuming that fA > fB :
∆ϕi = 2pi
dABCD
λi
mod (2pi) (1)
Here:
dABCD = dAD − dBD + dBC − dAC (2)
Here ∆ϕi represents the relative phase offset; dAD represents
the distance between node A and D; λi represents the wave-
length of the intermediate frequency: cfi =
2c
fA+fB
. Here c
represents the speed of light; and fi represents intermediate
frequency i. We define dABCD as the q-range, as in [3].
Due to ( mod (2pi))-related ambiguity of dABCD, Equation
1 does not define a unique solution for dABCD. Existing RIP
implementations solve this problem by performing measure-
ments over several frequencies: f1 . . . fN . Then the problem
can be rewritten to the following optimization problem ([3]):
ERROR(dABCD) =
N∑
i=1
(dABCD − di)2 (3)
Here ([3]):
di = round
(
dABCD − γi
λi
)
· λi
represents the best fit given q-range dABCD; and γi represents
the phase offset relative to the wavelength γi = λi∆ϕi2pi .
Most existing RIP algorithms consider the value of
dABCD that minimizes Equation 3 as the q-range estimate
(min(ERROR(dABCD)), e.g. [2]). Figure 4 shows Equation
3 as a function of the q-range. The vertical red line represents
the real q-range. Note that the real q-range lies in a local
optimum, which is a known problem of the RIP system ([3]).
Also note that Equation 3 is periodic with a relatively high
frequency, which explains that the global minimum is near
the global maximum.
Existing RIP implementations distinguish between two type of
nodes, namely:
• Reference nodes know their position in advance.
• Blind nodes do not know their location in advance and
are subject to localization.
Existing RIP implementations assume that two transmitting
and one receiving node are reference nodes. In this case we
assume that nodes A/B/C are reference nodes and node D
is a blind node. This means that the values of dAC and dBC
are known and that the values of dAD and dBD are unknown.
Then, Equation 2 can be rewritten as follows:
dABCD + dAC − dBC = dAD − dBD (4)
Note that the value of the left hand side of Equation 4
is known (dABCD + dAC − dBC). Equation 4 represents
a hyperbolic curve over the localization surface as with
TDOA measurements ([1]). The intersection of two or more
hyperbolic curves represents the position, assuming perfect
q-range estimates. This means that RIP requires frequency
beat measurements between two or more different pairs of
senders in order to estimate the position. Figure 2 shows an
example of two hyperbolic curves (HAB and HAC) calculated
by the following sender pairs: {A,B} and {A,C}. The circles
represent the positions of the reference nodes A, B and C.
The triangle represents the position of node D, the position
of which is estimated by the intersection of the hyperbolic
curves. Unfortunately, q-range measurements contain error,
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Fig. 3. Frequency beat measurement
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Fig. 4. Q-range error distribution with multipath effect
and the position can only be estimated. The position estimate
is defined by the following optimization function (e.g. [2] and
[8]):
min
xˆ,yˆ
K∑
j=1
( ̂dABCD,j − dABCD)2 (5)
Here xˆ and yˆ represent the x- and y-coordinate of the position
estimate; K represents the total number of q-ranges; ̂dABCD,j
represents the j’th q-range calculated by minimizing Equation
3; and dABCD represents the q-range to position estimate
(xˆ, yˆ).
[2] introduces RIP and provides a detailed analysis and de-
scription of the implementation of RIP on a CC1000 platform.
Existing work on RIP extends [2] by - increasing its scalability
to position any number of nodes ([3]) - decreasing the required
computational costs ([4]) - making RIP suitable for localiza-
tion of mobile blind nodes ([5]) - optimally choosing sender
pairs ([8]). [6]/[7]/[9][10] measure the Doppler effect using
frequency beat measurements. This information is used to
locate mobile nodes. In this paper, we focus on the localization
of static nodes.
III. ERROR SOURCES
This section analyzes the sources of error caused by the
radios using the RIP method. The results of this section are
used to compare and analyze the errors introduced by the
CC2430 and CC1000 platform. This section shows that the
phase measurement error increases with the frequency of the
measured frequency beat (|fa − fb|).
Throughout this section we consider the errors introduced by
the radios performing one phase offset measurement (∆ϕi in
Equation 1). One phase offset measurement involves two nodes
transmitting unmodulated carriers and two receivers measuring
the phases of the received signal amplitudes, as illustrated in
Figure 1. The sampling rate of the RSSI determines whether
the frequency beat is measurable or not. The sources of error
caused by the radio are the following ([2]):
• The time synchronization error between the receivers
introduces the following phase measurement errors:
ϕerrorsync ≈ 2pi · syncacc · |fa − fb| (6)
Here syncacc represents the synchronization accuracy in
seconds. This equation only holds when:
syncacc <
1
|fa − fb|
• The RSSI measurement time error of the receivers
introduces the following phase measurement errors:
ϕerrormeas ≈ 2pi ·
measacc
2
· |fa − fb| (7)
Here measacc represents the RSSI measurement time
error in seconds over the total measurement time. This
equation only holds when:
measacc
2
<
1
|fa − fb|
• The carrier frequency inaccuracy of the senders intro-
duces the following phase measurement errors:
ϕerrorcar ≈ 2pi
∣∣∣∣dABCDc/fi − dABCDc/(fi + foff )
∣∣∣∣ (8)
Here foff represents the frequency offset in Hertz.
• The frequency drift of the transmitted signal. We assume
that the frequency drift has a negligible influence on the
phase due to the relatively short measurement time, as in
[2].
• The phase noise of the transmitted signal. [2] assumes
that the phase noise has a negligible influence on the
phase. The CC2430 has a lower phase noise than the
CC1000, therefore we also assume that the phase noise
has a negligible influence on the phase.
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Fig. 5. Q-range error distribution of good combination of senders and receivers
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Fig. 6. Q-range error distribution of bad combination of senders and receivers
The calculated phase errors are not independent, because
we expect that the errors remain largely similar over the
frequencies for every sender pair. In other words, the errors
are biased. Therefore, we do not know the influence of these
errors on the final position estimate. We leave this topic open
for future research.
This enumeration verifies that the phase measurement error
increases with the frequency of the measured frequency beat
(|fa − fb|). However, a lower frequency beat increases the
required measurement time and thus increases the phase
measurement error caused by the frequency drift. The next
section describes how the existing and new implementation
deal with this problem.
IV. EXISTING AND NEW IMPLEMENTATION STRATEGY
This section first analyzes the existing implementation strat-
egy on the CC1000 platform. After that, it analyzes the errors
introduced by a RIP implementation on a CC2430 platform.
This section compares both implementations and shows that
the CC2430 platform increases the errors in comparison with
the CC1000 platform.
A. CC1000 Platform
Section III showed that most error sources grow linearly
with the frequency beat (|fa − fb|). The existing RIP im-
plementation minimizes the frequency separation and thus
the phase measurement errors by introducing a frequency
tuning phase. Since the measurable frequencies are limited
by the measurement time of 29 ms as well as the limited
RSSI sampling rate of 9 kHz, the frequency tuning phase
calibrates the frequency separation for every pair of senders
between the 200 and 800 Hz ([2]). The frequency tuning phase
requires a radio that has the ability to tune its frequency in
fine-grain steps smaller than the wanted frequency separation,
like the CC1000 (see [11], 65 Hertz frequency resolution).
This approach minimizes the phase measurement errors. For a
detailed description of the requirements and how the existing
RIP implementation complies with these requirements, we
refer to [2].
B. CC2430 Platform
The frequency resolution of the CC2430 is 1 MHz, which
is not sufficient for a frequency tuning phase. Without a fre-
quency tuning phase, the frequency separation depends on the
difference between the two crystal oscillators. The maximum
frequency separation depends on the crystal accuracy (+/- 40
ppm) and the maximum frequency of the unmodulated carrier
signal (2.48 GHz):
max(|fa − fb|) = 2 · 401000000 · 2.48 GHz = 198400 Hz (9)
The RSSI sampling rate of the CC2430 equals 62.5 KHz.
This means that not every frequency beat is measurable on
a CC2430 platform. In this paper, we randomly picked 4
CC2430 radios that all had a measurable frequency beat (∼
2 . . . ∼ 7 kHz.). A possible explanation for these measurable
frequency beats is that the crystal oscillators are all from the
same batch. The sources of error caused by the CC2430 are
the following (see Section III):
• The time synchronization error. The time synchro-
nization error introduced by the the CC2430 depends
on the accuracy of the crystal oscillator, because the
MAC controller enables clock synchronization accuracy.
The time between the synchronization message and the
start of the RSSI measurements (1.4 ms) determines the
synchronization accuracy. In our case this equals:
syncacc ≈ 401000000 · 1.4 ms = 56 ns
Then the maximum phase measurement error caused by
the time synchronization error equals (using Equation 6):
ϕerrorsync ≈ 1.1% · 2pi
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Fig. 7. Measurement set-up
• The RSSI measurement time error. The RSSI mea-
surement time error introduced by the CC2430 depends
on the accuracy of the crystal oscillator, because the
DMA controller enables clock accuracy. Therefore, the
total RSSI measurement time (8 ms) determines the RSSI
measurement time accuracy. In our implementation this
equals:
measacc ≈ 401000000 · 8 ms = 320 ns
Then the maximum phase measurement error caused by
the RSSI measurement time error equals (using Equation
7):
ϕerrormeas ≈ 3.2% · 2pi
• The carrier frequency inaccuracy. The maximum fre-
quency offset depends on the crystal accuracy and equals
99.2 kHz. Then the maximum phase measurement er-
ror caused by the carrier frequency inaccuracy equals
(dABCD = 100 meter, using Equation 8):
ϕerrorcar ≈ 3.3% · 2pi
The calculated phase measurement errors represent the max-
imum phase measurement error per receiver. The maximum
error of the relative phase offset is approximately twice the
maximum phase measurement error per receiver. Therefore,
we expect that the hardware has a significant influence on the
accuracy of the phase measurement and thus the accuracy of
the estimated q-range. This means that the phase measurement
error depends on the combination of the used senders and
receivers. This error reduces as the number of phase measure-
ments increases, however the sender/receiver dependent bias
remains (see Section III). Section V further analyzes these type
of dynamic errors.
This reasoning also shows that the phase measurement ac-
curacy increases linearly with the accuracy of the crystal
oscillator. Therefore, replacing the existing crystal oscillator
with a more accurate one increases the accuracy of the phase
measurements.
Table I summarizes the results of this section and shows that
the CC1000 platform is significantly better suited for RIP
localization as:
• The maximum time synchronization error is an order of
magnitude smaller with the CC1000 (ϕerrorsync ≈ 0.2%)
than the CC2430 (ϕerrorsync ≈ 1.1%).
• The maximum RSSI measurement time error is an or-
der of magnitude smaller with the CC1000 (ϕerrormeas ≈
0.9%) than the CC2430 (ϕerrormeas ≈ 3.2%). Note
that [2] does not provide any details about the RSSI
measurement time error, therefore we assume that the
CC1000 has a similar RSSI measurement time jitter as
the CC2430.
• The maximum carrier frequency inaccuracy is an order
of magnitude smaller with the CC1000 (ϕerroracc ≈
0.04%) than the CC2430 (ϕerroracc ≈ 3.3%) at a distance
of 100 meters.
Therefore, we expect that RIP localization with the CC2430
platform decreases the performance compared to the CC1000
platform. The advantage of the CC2430 platform is that it
decreases the measurement time significantly.
Platform CC1000 CC2430
Accuracy Frequency calibration Crystal oscillator
Synchronization error 2 µs. 56 ns
Measurement time 28.4 ms. 8 ms
RSSI sampling rate 9 kHz. 62.5 kHz.
Frequency beat 200 . . . 800 Hz. ∼ 2 . . . ∼ 7 kHz.
Frequency inaccuracy 2 kHz. 99.2 kHz.
Frequency range 400 - 800/900 MHz 2.4 GHz.
TABLE I
PLATFORM CHARACTERISTICS
V. MEASUREMENT SET-UP AND PERFORMANCE
EVALUATION
This section first provides a description of the measurement
and localization set-up. After that, this section evaluates the
performance of the existing RIP algorithm and an initial
implementation of a new RIP algorithm.
A. Measurement Set-up
Figure 7 shows the measurement set-up used throughout
this paper. Here the four triangles and one square represent
the reference node locations; the crosses represent the blind
node locations. The difference between the reference nodes
(triangles and square) is that the reference node represented
by the triangle is only used for measuring the frequency beat.
The measurements were conducted in a 12 × 9 meter indoor
environment with six CC2430 radio’s ([12]). We used five
CC2430 radio’s as reference nodes; these reference nodes were
static during and between the measurement rounds (triangles
and square). We used one CC2430 radio as blind node;
this blind node measured the RSS at 12 different locations
(crosses) relative to the reference nodes. The blind node
measured 500 consecutive RSS measurements over 8 ms per
frequency over a total of 16 frequencies in a bandwidth
of 2405 . . . 2480 MHz. The nodes all had a widely used
“omnidirectional” dipole antenna with a vertical orientation.
The radios were all placed at the same height at 1.5 meter
in order to minimize noise (e.g. [3]). All individual RSS
measurements were sent to a computer and logged for post
processing. The conditions during the measurements were
static (temperature, humidity, no moving objects). Therefore,
we consider this environment as a static environment.
B. Sources of error
We measured and analyzed the following sources of error:
• Multipath effects cause q-range estimate ambiguity, as
illustrated by Figure 4. Figure 4 shows that the q-range
(red vertical line) is at a local minimum instead of
the global minimum. [3] tries to solve this problem
by iteratively limiting the search space of the q-range.
The problem with this approach is that it assumes a
priori knowledge about the phase measurement error.
Moreover, it assumes that the global minimums provide
some knowledge about the real q-ranges. The problem is
that we do not have this information available using the
CC2430 platform.
• The accuracy depends on the combination of senders
and receivers, which is a problem with the C2430
platform as outlined in Section IV. A good combination
of senders and receivers tend to have the lowest minimum
at the real q-range. Figure 5 shows a typical example of a
q-range distribution with a good combination of senders
and receivers.
A bad combination of senders and receivers tend to have
a lot of peaks in the q-range error distribution. Moreover,
the differences between the peaks tend be smaller. Figure
6 shows a typical example of a q-range distribution with
a bad combination of senders and receivers.
The initial implementation of our new algorithm uses this in-
formation to weight the individual measurements accordingly
and enhances the position estimate.
C. Performance Evaluation
Table II shows the performance of the existing RIP algo-
rithm and an initial implementation of a new algorithm. The
numbers in the first column represent the position of the blind
node; the numbers in the second and third column represent
the localization error in meters per localization algorithm. This
table shows that the new algorithm decreases the mean error
from 3.1 to 1.5 meter and the median error from 2.8 to 1.0
meter. Moreover, this algorithm provides better results than
the RIP algorithm in eleven of the twelve cases.
position / algorithm RIP Initial implementation
(0, 4.5) 4.5 m. 0.1 m.
(6, 0) 0.25 m. 0.1 m.
(6, 9) 0.9 m. 2.9 m.
(12, 4.5) 0.25 m. 0.2 m.
(6, 7) 3.2 m. 0.3 m.
(3, 4.5) 1.8 m. 0.3 m.
(6, 2) 2.4 m. 2.3 m.
(9, 4.5) 6.3 m. 5.3 m.
(3, 7) 8.8 m. 1.1 m.
(3, 2) 2.5 m. 0.9 m.
(9, 2) 3.6 m. 1.9 m.
(9, 7) 3.0 m. 2.1 m.
MEAN ERROR: 3.1 m. 1.5 m.
MEDIAN ERROR: 2.8 m. 1.0 m.
TABLE II
LOCALIZATION PERFORMANCE
VI. CONCLUSION
In this study, we evaluated and implemented RIP on a 2.4
GHz radio platform, using IEEE 802.15.4. We evaluated this
by performing real measurements in an indoor environment.
These measurements show that the existing RIP algorithm
does not provide the required accuracy, because it cannot cope
with the large and dynamic sources of error that are incurred
with the novel type of radios. An initial implementation of
an improved RIP shows that the accuracy of the standard RIP
can be improved significantly, and is able to cope with the
dynamic errors. The main conclusion of this paper is that
we have shown that a RIP system can be implemented on
other platforms than the CC1000 and provides a reasonable
lcoalization performance. We expect that the performance
can be increased significantly by increasing the accuracy of
the crystal and by increasing the number of frequency beat
measurements.
Future work will evaluate this new algorithm in depth, and
evaluate the performance using a more accurate crystal and
a larger amount of frequency beat measurements in a larger
area.
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