A new class of robust regression estimators is proposed that forms an alternative to traditional robust one-step estimators and that achieves the √ n rate of convergence irrespective of the initial estimator under a wide range of distributional assumptions. The proposed reweighted least trimmed squares (RLTS) estimator employs data-dependent weights determined from an initial robust fit.
Introduction
In statistics, techniques robust to atypical observations have recently been studied since such observations can arise for many reasons: heavy-tailed data distributions, miscoding, or heterogeneity not captured or presumed in a model. This is of high importance especially in (non)linear regression models and time series as the least squares (LS) and maximum likelihood (MLE) estimators are heavily influenced by data contamination. For example, Balke and Fomby (1994) 2000), and Gervini and Yohai (2002) . On the other hand, the use of methods robust to atypical observations is infrequent in many fields and often limited to detection of outliers (e.g., Temple, 1998; Woo, 2003) , although exceptions exist (e.g., Preminger and Franck, 2007) . The reasons could range from missing some (easily applicable) results regarding robust inference, low relative efficiency of many robust methods, or the necessity to choose auxiliary tuning parameters. In addition, the detection of outliers by a robust method or eye-balling and, after removing outliers, the subsequent application of a standard method such as LS is not a theoretically justified inference method as the usual standard errors (and statistics based on them) will be biased (Welsh and Ronchetti, 2002) .
To address these issues, a new class of robust estimation methods is proposed, the reweighted least trimmed squares (RLTS). While the method and its robust properties rely on an initial robust estimator, RLTS possesses an asymptotic distribution independent of the initial estimator, has a known variance for example under heteroscedas-ticity or asymmetrically distributed errors, and achieves asymptotic efficiency under normality. This facilitates easy and precise robust estimation and inference. At the same time, RLTS inherits the robust properties of the initial robust fit; for example, the breakdown point, which measures the smallest contaminated fraction of a sample that can arbitrarily change the estimates (see Section 4 for a definition and Genton and Lucas, 2003, and Davies and Gather, 2005 , for details). We concentrate here on the equivariant estimators that achieve the maximal asymptotic breakdown point 1/2 (in contrast, this measure equals zero for LS in usual regression settings).
There is of course a number of high breakdown-point methods, which are insensitive to deviations from the regression model. Many of traditional robust methods however pay for their robustness by a low relative efficiency with non-contaminated data, especially with normally distributed data. For example, the least median of squares (LMS; Rousseeuw, 1984) converges only at rate n −1/3 and the least trimmed squares (LTS; Rousseeuw, 1985) and S-estimators (Rousseeuw and Yohai, 1984) , while achieving the usual √ n consistency, exhibit under normality the asymptotic relative efficiency of 8% and 28%, respectively. To improve the quality of estimation of high breakdown-point methods, Rousseeuw and Leroy (1987) initially suggested using weighted least squares (WLS), where observations with (robustly-estimated) standardized residuals beyond some fixed cut-off point are assigned zero weight. Even though this reduces the variability of estimates, this method converges at the same rate as the initial robust estimator (He and Portnoy, 1992) and has the asymptotic distribution dependent on the initial robust fit (Welsh and Ronchetti, 2002) . A more general class of such iterated estimators are the one-step M-estimators (e.g., Simpson et al., 1992) , which start from an initial robust fit and perform one Newton-Raphson iteration of an M-estimation algorithm, for instance. In general, the convergence rate and asymptotic distribution of the one-step M-estimators also depend on the initial robust estimate: while they can be often asymptotically equivalent to the non-iterated M-estimators under symmetrically distributed and homoscedastic errors (Welsh and Ronchetti, 2002 ), this does not hold when errors become heteroscedastic or asymmetrically distributed (Simpson et al., 1992) . Further, to combine efficiency under normality and a high breakdown point, Gervini and Yohai (2002) proposed to use the WLS strategy with a data-dependent cut-off point by means of the robust and efficient weighted least squares (REWLS). Apart from the optimal case of Gaussian data, the convergence rate and asymptotic distribution of REWLS again depend on the initial estimator even for homoscedastic symmetrically distributed errors.
While one-step estimators and REWLS represent (efficient) robust estimators suitable for the standard linear regression model with independent and identically distributed errors and continuously-distributed explanatory variables, they are less practical in areas, where regression variables or errors often exhibit dependence, heteroscedasticity, and non-normality (e.g., all these issues can be present in microeconomic and other panel data; see e.g. Baltagi et al., 2010) . In such models, statistical inference requires the knowledge of the (asymptotic) distributions of REWLS and an initial robust estimator, for instance. Therefore, even if REWLS were studied in a more general setting than by Gervini and Yohai (2002) , inference would be difficult since the asymptotic distributions of many high breakdown-point regression estimators is known only for independent and identically distributed (iid) data.
In this paper, we propose a new efficient high breakdown-point regression estimator, RLTS. Similarly to Gervini and Yohai (2002) , we construct data-dependent weights using the empirical distribution of regression residuals. Instead of using WLS, we however employ the weights for the LTS estimator. This approach eliminates the asymptotic first-order dependence of the RLTS estimates on the initial estimator under various distributional assumptions: the asymptotic distribution is derived for heteroscedastic, asymmetric, and serially correlated errors. This results in the asymptotic efficiency of RLTS in the models with Gaussian errors, extends currently known results for LTS (cf. Čížek, 2006) , and facilitates new applications of robust methods (e.g., Aquaro and Čížek, 2010) . Altogether, precise and correct inference using RLTS is possible irrespective of the initial estimator. This is important especially for data exhibiting heteroscedasticity, asymmetry, and other departures from the assumption of iid symmetric errors since many highly robust estimators have not been (asymptotically) studied for such data yet. In the case of the standard linear regression with iid data, the independence of the initial estimator leads at least to a better performance of RLTS compared to REWLS in small samples. Finally, even though we concentrate here on linear regression, the principle of RLTS is straightforward to generalize to (robust) nonlinear regression and the maximum (trimmed) likelihood estimation (e.g., using Čížek, 2008 ).
The paper is organized as follows. The existing LTS and REWLS estimators are introduced in Section 2. Next, RLTS is proposed in Section 3 and its robust and asymptotic properties are studied in Sections 4 and 5, respectively. The finite-sample properties of the proposed and existing methods are evaluated and compared using
Monte Carlo experiments in Section 6. Proofs are given in the appendices.
Least trimmed squares and efficient robust estimation
Let us now introduce the LTS and REWLS estimators of the linear regression model
where y i ∈ R and x i ∈ R p denote the response and explanatory variables and β 0 ∈ R p is the true value of the p unknown regression parameters; x i is assumed to contain the intercept. Rousseeuw (1985) proposed to robustly estimate this model by LTS,
where r it asymptotically equals 0 for h n = n, which corresponds to LS. Note that, using weights w i = w(i/n) and w(z) = I(z ≤ λ), LTS can be alternatively defined bŷ
This facilitates the introduction of general weights in LTS (Víšek, 2002) .
For Gaussian data, the relative asymptotic efficiency of LTS with the maximal breakdown point is only 8%. Therefore, Rousseeuw and Leroy (1987) proposed to combine robust estimators with WLS. Given initial robust estimatesβ As a further improvement, Gervini and Yohai (2002) proposed REWLS, a method to adaptively determine the observations that needs to be trimmed and to apply LS to the rest of data. Specifically, the weights for sample observations are defined by
for some data-dependent t n > 0 and the estimation is done using WLS. To find t n , one measures the largest discrepancy between the distribution functions F + and F + 0
of absolute standardized residuals underlying data and assumed in the model (1), respectively, in the tail of F + 0 . It is theoretically defined for c > 0 (e.g., c = 2.5) by
and it is estimated using the empirical distribution function
As d n measures the fraction of observations too large for model (1) 
Typically, F + 0 is constructed under the assumption ε i ∼ N (0, σ), which guarantees the efficiency of LS and a low probability of outliers. The REWLS estimator preserves the breakdown-point properties of the initial estimator and achieves asymptotic efficiency under the normal model. In general, the convergence rate and asymptotic distribution of REWLS nevertheless depend on the initial robust estimator.
Reweighted least trimmed squares
We now propose using data-dependent weights within the LTS estimator so that the reweighted LTS estimator can employ information about the distribution function of errors ε i by means of its nonparametric estimate. Similarly to REWLS, this procedure should combine the robustness of the initial estimator and a high precision of estimates. Contrary to REWLS, using data-dependent weights within LTS rather than LS will asymptotically eliminate the dependence of the resulting estimates on the initial estimates (see Section 5), simplifying thus further inference. requires only the total number h n of observations to be included in the objective function, the total number of observations with non-zero weights has to be found:
The (secondstep) reweighted LTS estimator is then simply defined as LTS using the estimated data-dependent trimming constantĥ n .
In particular, the implementation for the hard-rejection weights (4) 
that is,λ n = max{1−d n , 1/2} for d n defined in (6) , and set the corresponding amount
represents here the integer part of z). The reweighted least trimmed squares (RLTS) estimator is then defined bŷ
(Alternatively, one can use weightsŵ n (z) = I(t ≤λ n ) in (3) instead of w(z). This indicates it is possible to define other than 0-1 weights by estimating a general weight functionŵ n and using it in the LTS definition (3); see Čížek (2010) for examples.)
The crucial distinction between LTS and RLTS lies in the fact that the trimming sequenceλ n of RLTS can converge to an unknown constantλ ∈ ⟨1/2, 1⟩ (e.g., depending on the distribution function of ε i ), whereas LTS can be applied only if λ ∈ ⟨1/2, 1⟩
and h n = [λn] are known. Specifically to achieve asymptotically the breakdown point 1/2, we have to use λ = 1/2 in LTS. On the other hand, we will show in Section 4 that RLTS with the adaptive trimmingλ n can achieve the same breakdown point despite the fact thatλ n ∈ ⟨1/2, 1⟩ and even thatλ n → 1 if
Finally, let us note that the choice of trimming sequencesλ n andĥ n = [λ n n]
are not limited to those defined by (7) . The numberĥ n of observations included in the RLTS objective function can be determined in practically any way as long as lim n→∞ĥn /n exists. In this context, it is beneficial to consider a specific example of discretized trimming constants. Suppose that some initial estimatesβ 0 n andσ 0 n and trimming sequencesλ n andĥ n are given. Additionally, let
example, one could impose that trimming constants λ are to be estimated only up to one (Λ = {0.5, 0.6, . . . , 1.0}) or two digits (Λ = {0.50, 0.51, . . . , 1.00}). To map the estimatedλ n to the set Λ, we further need a decreasing sequence {η n } n∈N that satisfies 0 < η n < min j=0,...,D (λ j+1 − λ j )/4 and slowly converges to zero, η n ↓ 0 as n → ∞. The discretized trimming sequence can be defined for n ∈ N aŝ
and subsequently,ĥ 
Fundamental properties
In this section, we will study the asymptotic behavior of trimming sequencesĥ n and λ n and the robust properties of RLTS under the data-dependent trimming.
One of the reasons motivating REWLS and RLTS was low relative efficiency of many high breakdown-point estimators. To explain how RLTS improves upon this, 
} i∈N is a random sample from model (1) , that
independent and identically distributed random variables with
finite second moments and stochastically independent of x i , and that the initial esti-
Then it holds that 
if F is continuous and η
n = o(1) such that |λ n −λ| = o p (η n ), thenλ d n →λ d = max k=0,...,D {λ 0 } ∪ {λ k : λ k <λ} in probability as n → ∞.
ifβ
0 n andσ 0 n are n τ -consistent, τ ≥ 1/4,−λ| = O p (n − 1 2 ) as n → ∞.
absolutely continuous with a density f such that max{1, z}f (z) is bounded, and irrespective of the error distribution as long as η n converges to zero slower than n −τ (this is not a limitation because η n can be chosen arbitrarily).
Next, another feature of the RLTS estimator is that, similarly to REWLS, it trims only a (small) adaptively chosen proportion of observations. To show that this feature does not reduce the breakdown properties of RLTS compared to the initial estimator,
we first have to define the breakdown point. Given a random sample Z = (
the finite-sample breakdown point of a linear-regression
can be defined as (Rousseeuw and Leroy, 1987 )
In other words, it is the maximal number m of observations that can be replaced by There are other characteristics of global robustness than just the breakdown point, for example, the maximum bias of an estimator caused by a given fraction of outliers.
Since such a measure is not easy to derive theoretically, we attempt to estimate the maximum bias of RLTS by means of simulations in Section 6.
Asymptotic properties
In this section, we first introduce the assumptions necessary for proving the main asymptotic results. Later, the asymptotic distribution of LTS and RLTS are derived.
Assumptions
Let us now introduce some notation and definitions. First, the distribution functions of ε i and ε 
Further, the concept of β-mixing is introduced, which is central to the assumptions made here. A sequence of random variables {x i } i∈N is said to be absolutely regular (or A2 Let {ε i } i∈N be a sequence of random variables with finite second moments and
The unconditional distribution function F of ε i is assumed to be strictly unimodal and absolutely continuous and its density function f has to be bounded and continuously differentiable. Further, ε i has to be symmetrically distributed condionally on x i or to be independent of x i .
A4 Assume that sup β∈R p sup z>α g β (z) < ∞ for any α > 0, and if λ < 1, that
Assumption A1 formulates standard conditions of the (uniform) central limit theorem.
For independent (y i , x i ), the existence of finite second moments is sufficient, r = 2.
Assumption A2 presents standard assumptions on the error term ε i , although they are more restrictive than necessary for the sake of simplicity. For example, if λ < 1 is imposed (e.g., by using the discretized trimming sequenceλ 
Asymptotic normality
Let us derive the asymptotic results for LTS, that is, estimator (2) defined by a deterministic sequence of trimming constants h n = [λn], n ∈ N, for some λ ∈ ⟨1/2, 1⟩. 
Theorem 3. Let Assumption A hold and let C solve the equation E{(ε
where the asymptotic covariance matrix equals
and (to achieve this in the case ofλ n , the initial estimators have to be √ n consistent or the error distribution has to be symmetric). In the following theorem, we can therefore show that the asymptotic distribution of RLTS is the same as the one specified in Theorem 3 for LTS using the sequence of trimming h n = [λn], n ∈ N.
Theorem 4. Let the assumptions of Theorem 3 hold. Consider the RLTS estimator
defined by a trimming sequence {ĥ n } n∈N such thatĥ n /n = [λ n n]/n →λ ∈ ⟨1/2, 1⟩ in probability and
as n → ∞, where K = I("ε i is asymmetrically distributed").
This result shows that the RLTS estimator converges at √ n rate and follows asymptotically the same normal distribution as LTS with the same (limit) amount of trimming. This result is independent of the initial estimate under very general conditions. On the one hand, the initial first-stage estimator has to be only n τ -consistent, τ > 0, as long as it guarantees |ĥ n /n →λ| = O p (n 
Finite-sample properties
In this section, we present a Monte Carlo study done to assess finite-sample behavior of the proposed RLTS estimator both under various error distributions (Section 6.1) and under the worst-case data contamination (Section 6.2). In particular, we study to which extent the first-order asymptotic independence of RLTS on the ini- (6) and (7)) are evaluated using three initial high breakdown-point estimators: the LMS, LTS, and S estimators set up for the maximal breakdown point 1/2 (see Rousseeuw and Leroy, 1987, for details). All initial robust estimators are computed using the R-package 'robustbase.' The LS estimates are reported for comparison.
Behavior under various error distributions
We evaluate the performance of all estimators for the regression model
where x 1i , x 2i ∼ N (0, 1). The errors ε i are generated from the standard normal 
., S, and report MSE, M SE
either for the whole parameter vector (J = 1) for designs with symmetrically distributed errors or only for the slope parameters (J = 2) for designs with asymmetrically distributed errors. MSEs are in all cases evaluated for sample sizes from n = 25
to 400 and are based on 2500 simulated samples; see results in Table 1 . First, let us discuss the data NORM with the standard normal errors, for which all compared estimators should be asymptotically equivalent to LS. In this case, LS is the optimal estimator, and for n = 400, both REWLS and RLTS exhibit the same MSEs, which are practically equal to those of LS. At smaller samples, the precision of REWLS estimates depend on the initial estimates, which result in the 18%, 37%, and 64% differences between the best and worst REWLS estimates at samples with 100, 50, and 25 observations, respectively. On the other hand, the differences in the MSEs of RLTS do not exceed 5% for various initial estimators even at n = 25 and are negligible for n ≥ 100. Additionally, RLTS provides at smaller samples, n ≤ 100, much smaller MSEs than REWLS.
Next, the data NHET with heteroscedastic normal errors represent data, where trimming always takes place and REWLS thus depends on the initial estimator even asymptotically. The results in Table 1 indicate that, at least for this type of heteroscedasticity, LS is not the optimal estimator anymore and it actually exhibits the worst MSE for n ≥ 50. Although REWLS performs better than LS, its performance considerably depends on the initial estimator: the MSE of REWLS estimates using Now, we analyze data OUT10 with normal errors, but contaminated by 10% outliers this time. The behavior of REWLS and RLTS is similar to the case with data NORM, whereas LS is extremely biased. The performance of RELWS depends on the initial estimator, strongly at small samples and less so at larger samples (for n ≥ 100, the differences in MSEs due to the initial estimator used with REWLS are around 15%). The MSEs of RLTS are independent of the initial estimator at samples with n ≥ 50 and significantly smaller than those of REWLS at small samples.
Finally, data CHISQ with asymmetrically distributed errors are studied. In Table 1, the MSEs for the slope parameters are reported. Again, LS is not optimal and exhibits the largest MSEs of all the estimators for n ≥ 100. As in the previous cases, the RLTS results depend much less on the initial estimator than the REWLS results, and additionally, RLTS performs much better than REWLS in small samples with n ≤ 50. The only surprising result is that both two-step estimators perform generally better using LMS rather than LTS as the initial estimator for n ≥ 100, although this might be attributed to the fact that only slope parameters are considered.
Altogether, RLTS preserves its asymptotic independence of the initial estimator also in finite samples to a large extent. Typically, the differences in MSEs due to the choice of initial estimator are negligible for n ≥ 50. Additionally, RLTS exhibits much smaller MSEs than REWLS in very small samples with n ≤ 50 and outperforms LS in all models except data NORM (this is true also for errors from the Student or double exponential distribution, for instance, as unreported simulations show).
Behavior under point contamination
In Section 6.1, RLTS and REWLS were studied under various distributional schemes.
To estimate the worst effect of outliers on an estimator, we consider again normal data with two explanatory variables, which are now contaminated by several identical outliers. For a given sample size n and a contamination fraction α ∈ (0, 0. The maximum MSEs of REWLS and 2S-LWS estimators based on the minimax-bias LMS estimator for x 1 = 1 and x 1 = 8 evaluated using 1500 simulations are reported in Table 2 . Larger sample sizes are not reported since the results for REWLS and 2S-LWS are rather similar, especially for n = 400.
The maximum MSEs are smaller for x 1 = 1 than for x 1 = 8, but the overall pattern and with a decreasing sample size. The MSEs of RLTS are generally smaller than those of REWLS, but the differences are not very large for sample sizes n ≥ 100.
On the other hand, RLTS exhibits much smaller maximum MSEs at small sample sizes similarly to simulations in Section 6.1. The differences are more pronounced at higher levels of contamination, especially at 20%, where the maximum bias of REWLS exceed that of RLTS by 45%-70%.
Conclusion
In this paper, the two-step robust estimation method RLTS is introduced, which combines a high breakdown point and the asymptotic efficiency for Gaussian data. The main feature of RLTS is its first-order asymptotic independence of the initial estimator for a general underlying error distribution including heteroscedastic, asymmetric, and serially correlated errors. This property permits an initial estimator to be selected only with respect to its robust properties, allows easy and correct inference for (6) and (5) 
The claim 1 follows from definitions (6) and (5) 
and the fact that d 0 = sup t≥c max{0,
2. Suppose now thatλ ∈ (λ k , λ k+1 ⟩ for some k ∈ {0, . . . , D} (the caseλ = λ 0 = 1/2 follows from point 1). For any ε > 0, there is some n 0 ∈ N such that |λ n −λ| < η n < (λ − λ k )/2 for n > n 0 with probability higher than 1 − ε. Hence, 
follows from the inequality |λ n −λ| 
The proof of Gervini and Yohai (2002, Lemma 4.2) shows that sup z∈R |F
In point 2, we showed that, forλ ∈ (λ k , λ k+1 ⟩ and any ε > 0,
for any α > 0 (e.g., α = 1/2).
Proof of Theorem 2:
The breakdown point is derived only for RLTS with the trimming sequenceĥ n = [λ n n] defined by (7) 
In the proof of that theorem (equations (32) and (35)), it is shown for
and for any p + 1 indices
where δ(Z) = min ∥v∥=1 min{|x 
C (λ))} = 0, respectively, where G C is the distribution function of
Then µ n and µ 0 exist, are unique, and
Proof: The solutions µ n and µ 0 exist since E n (C; λ) and E(C; λ) converge to ±∞ for C → ±∞ and they are continuous in C. Consequently, solutions µ n are uniformly bounded: if sup n∈N |µ n | = +∞, sup n∈N |E n (µ n ; λ n )| = +∞, which would contradict the definition of µ n . The uniqueness of µ n and µ 0 follows from the strict unimodality of F . Now, for ε > 0 and K > 0, P (|λ n − λ| < Kn 
The consistency of µ n thus implies for some n 0 ∈ N that µ n ∈ U (µ 0 , δ) and |E(µ n ; λ)| ≥ K|µ n − µ 0 | with probability 1 − ε for n > n 0 . As E(µ n ; λ) = E(µ n ; λ) − E n (µ n ; λ n ) = O p (n 
2 ) because µ n − µ 0 is uniformly bounded.
Proof of Theorem 3:
First of all, the objective function of LTS equals 
Moreover, Assumption A allows us to use the uniform-convergence result of Čížek (2008, Lemma A.1), which implies uniformly in β (over any compact subset of R p ) that with a probability greater than 1 − ε for any n > n 0 .
To find the solution of (15) for k = 1, the asymptotic linearity of LTS is em-
using the asymptotic linearity theorem (Čížek, 2008 ; Lemma A.7) for LTS,
uniformly for all t ∈ T M and M > 0, where
where f i denotes the conditional probability density function of ε i |x i and
Thus, we have to show that, with an arbitrarily high probability, there is a t *
is assumed to be a nonsingular matrix,
as n → ∞. To prove that t * n is bounded in probability, we have to show that
is bounded in probability (the equality was derived in Čížek, 2008, Theorem 3.2, and in particular, equations (B.3) and (B.4)). Since r i (β 0 C ) = ε i + C, the right-hand side of (19) is a sum of identically distributed random variables with zero mean and finite second moments (see also next paragraph), and as such, it is asymptotically normally distributed (e.g., Arcones and Yu, 1994) . Hence, (19) and t * n in (17) are bounded in probability, and for some n 0 ∈ N and ε > 0, the right-hand side of (16) equals zero for some t * n ∈ T M , n > n 0 , with probability higher than 1 − ε. Then
n is the unique solution of (15), and consequently, the LTS estimate itself,
which implies the √ n consistency of LTS.
Finally, we have to prove the asymptotic normality of LTS, that is, to find the asymptotic distribution of t * n . Because Q s (λ) and J s (λ) in (17) are constants, we just have to derive the asymptotic distribution of (19) . The summands of (19) ,
quence of identically distributed random variables with zero mean and finite variances because the expectation of r
Hence, Assumption A1 allows us to employ the central limit theorem for β-mixing sequences by Arcones and Yu (1994) for (19) , proving that (19) is asymptotically normal with finite variance
By ( 
Naturally, equation (17) 
Since LTS with a fixedλ is defined by (21) and RLTS with a data-dependentλ n by (20) , the claim of the theorem is equivalent to showing for n → ∞ that denote the solutions of E n (C; λ n1 ) = 0 for λ n1 =λ n and of E n (C; λ n2 ) = 0 for λ n2 =λ.
Since ∥β ∑ n i=1 n α ν i (K) → 0 for some 0 < α < 1/4 in probability as n → ∞. Hence, (24) is negligible in probability and (23) and (22) are valid, which concludes the proof.
