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I. INTRODUCTION 
Let {X,} be the random variables and [Pij] the transition-probability 
matrix of an irreducible Markov chain. Several general conditions for 
the recurrence or the transience of the chain are known. One well-known 
criterion for recurrence is the divergence of 2% Pii@) for some state i; others 
involve the existence and properties of solutions to systems of infinitely 
many linear equations [3]. These criteria are difficult to apply unless 
the matrix [Pii] has a rather special form. On the other hand, there 
are convenient conditions for recurrence which apply to important 
special classes of processes arising in queueing, random walks, etc. The 
purpose of this paper is to develop criteria of intermediate generality 
which are convenient to use if the transition probabilities (of first order 
only) are known, but contain many special cases of interest. 
The nature of the criteria we will obtain can be illustrated by an 
example: suppose that {X,} is a random walk; that is, {Xn} is a Markov 
chain with the non-negative integers as states such that if X+, = k, then 
r k+l with probability pk > 0 Xn+l = 
\ (k - I)+ with probability qk = 1 - pk. 
(1.1) 
(The notation X+ means max (0, x).) Suppose further that for large k 
it is possible to write 
pk = ; 1 + ; + O(k--l--8) 
I 
(1.2) 
* This research was supported by the Office of Naval Research. 
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for some fi and some d > 0. Then according to a theorem of T. E. Harris 
i5], the random walk is recurrent if /3 ,( l/S, and transient if fl > IF. 
If we put 
p(k) = E[xY,+1 -x,/x, = k], Z’(k) = E[(-L,, - X,)yY” = k] (1.3) 
(so that v(k) = 1 for k >0 in this case), we see that the criterion for 
recurrence may be espressed in the form 
44 p(x) < __ 2,r f O( x-l-6) 
for x = 1, 2,. . . The method of proof used by Harris and also the 
methods of Hodges and Rosenblatt [6] and Karlin and McGregor [7] 
do not apply if the form of the transition law (1.1) is appreciably modified. 
The main theorems of the present paper, however, assert that for a wide 
variety of stochastic processes on the positive real line, (1.4) continues 
to be a sufficient condition for recurrence, whiIe the validity for large .r of 
Wx) 
P(X) > -L)y- for some O>l A. 
is sufficient to insure that X, --) w with probability one (transiencej. 
It is worth reflecting on the fact that only the two moments of (1.3) 
appear m the recurrence criterion. This suggests that some sort of “in- 
variance principle” is operating, which might apply to other properties 
of the process as well as recurrence or transience. There seem to be 
interesting possibilities here for further investigation. 
The principal tool used in the proof of our recurrence and transience 
conditions is the semi-martingale convergence theorem. This theorem 
does not apply too directly, and the second section is devoted to adapting 
it into (for us) more useful forms. The main theorem is then given in 
Section III; a simplified version is proved there, but the rather tedious 
calculations needed for the more general result are relegated to an 
appendis. As an example, we consider “random walks” with unequal 
steps to left or right, and the results even in this simple case appear 
to be new. 
In \-iew of the use of martingale theory, it is perhaps not surprising 
that the processes considered need not be Markovian. This is convenient 
for extending the criteria to multivariate Markov processes, for the 
one-dimensional theorems can be applied to the radial component of 
an s-dimensional process, which, of course, is usually not Markovian. 
This idea is worked out to a certain extent in Section IV. Some insight 
is gained in this way into Polya’s theorem on the recurrence of spatially 
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homogeneous random walks in s-dimensions and its elegant generalization 
by Chung and Fuchs [l]. Another application yields a result analogous 
to that of Harris mentioned above for certain random walks in s-dimensions 
with non-constant transition probabilities. This provides an extension 
of some previous work of Gillis [9]. 
Three remarks: first, in view of another recent theorem of Harris [a], 
in many cases by proving recurrence of a Markov process we are also 
proving the existence of an “invariant measure.” It is hoped that a 
more specific discussion of the properties of this measure and the related 
problem of the existence of passage-time moments can be given in a 
future publication. Secondly, a theorem on the recurrence of real Markov 
processes has also been obtained in [8] by a quite different method. 
However, all the results of [8] are generalized in Section III of this paper. 
Finally, we point out that an idea similar in principle to the main one 
used here was employed in a different context by Doob [ll]. 
II. PRELIMINARIES 
The probability space underlying the stochastic processes to be 
considered will be denoted by (0, $, P) where D is a set, / a Bore1 
field of subsets, complete with respect to P, the probability measure 
on f. We recall the 
DEFINITION : Let (Y,, f,,), PZ = 0, 1, 2,. . . be pairs consisting of real 
random variab,les Y,, and Bore1 fields of B subsets y,, such that Y, is 
$* measurable, j%+i 3 $,,, E(IY,I) < 00, and 
E(Yn+~(Yn) 2 Yn as. 
Then ((Y,, $,,)} is a semi-martinga1e.l 
As mentioned already, we shall employ a version of the 
(2.1) 
Semi-marthgale convergence theorem : If {(Y,,, f,J> is a semi-martingale, 
and if Y+, < M < CO a.s. for some M, all n, then limit Y,, exists (artd is 
finite) with erobability one. 
Suppose that {X,J, n = 0, 1, 2,. . . is a real and non-negative stochastic 
process. We shall assume that 
P( limsupX,= ~0) = 1. 
ez3m 
(2.2) 
Then if there exists an 7 < oil such that 
P( liminfX,<r) = 1 
n--+CC (2.3) 
1 [2, Chapter VII] is a general reference for martingale theory. 
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we shall call the process reczrrvent, while if 
P(X, --+ co) = 1 12.4) 
the process {-U,,} is transient. (Notice that in case the X, form an irreducible 
hIarkov chain on the integers 0, 1, I,. . . (2.2) is automatic, and our use 
of the terms transient and recurrent reduces to the usual one. In this 
situation and many other (recurrent) cases, one can take 7 = 0 in (2.3).) 
In addition to (2.2), we assume from now on that E(AXr,,) < CC. 
THEOREM 2.1. If there exists M < CL) smh that 
E(X,,;lIX, = x, X,,el = x1,. . .,X0 = x,) < .r a.5 (2.5) 
whellaler 3 > M and for all n, thelz {X,} is recurrent (with r < MI. 
PROOF. It suffices to show that for any Ir, 
Pr(X,+,<M for some n=O,1,2 ,...) =l. 
To this end, define a new process (Y,} b) 
(2.6) 
Y, = I 
AY 8L.k if Ayl > M for k<l<?t+k-1, 
I 
(2.7) 
0 if XI<M for some l,k<Z<n+k-1. 
The state 0 is thus absorbing for the Y, process, and this absorption, 
if it occurs, implies that the event in (2.6j has occurred also. 
LEMMA. Let f,, be the Bore1 field of ~2 sets generated by IL’ii, i < ‘n + k). 
The91 (( - I’,, y,,)) is a semi-martingale. 
PROOF. It is obvious that $,,+i J f,,, and almost as immediate that 
- E’,, is #,, measurable, since - Y, is a Bore1 function of X,, . . . , Ski ,, 
which are all $,, measurable by definition of ,f,. To check (2.1), we use 
the fact that with probability one, 
EC- -&+n+~l$n) if Y, > M, 
El- Yn+~ldn) = 
0 if Y, < M. 
To see this, note that {Y, > M) E j,,, so that the function f(oJ) on the 
right-hand side above is 2% measurable. It is then necessary to verify 
that 
if(co)dP = j - Y,+,(n,)dP 
d ..I 
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whenever A is in ye;, ; this may be done by considering separately the 
integral over A n {Y, > kf} and over A n {Y, < M) and using (2.7). 
(Note that if Y, ,< ICI, Yn~+r must be 0.) But now on the set {Y, > iW} 
we have X,,, > M, so 
E(- Yn+llfn) > Xn+.k == - Y, as. 
by (2.5); clearly if Y, < M, 
EC- Y?2+ll$n) =o> - Yn a.s., 
so the {- Y,} process is a semi-martingale. 
Returning to the proof of Theorem 1, we have from the semi-martingale 
convergence theorem that P(lim k;, exists) = 1, since the - Y, are 
bounded above by 0. But if the limit is greater than M, we must have 
X,, converging to the same value; this is a.s. not the case by (2.2). More- 
over, it is impossible for 0 < Y,, < M to hold for more than one value 
of n; therefore, with probability one we have Y,, -+ 0. But Y, --f 0 
implies that Y, = 0 for some value of qz [and all larger values), and this 
in turn implies the truth of (2.6). 
REMARK. Since { - Y,} is a semi-martingale, E( Y,,) is a decreasing 
sequence. It follows from Fatou’s lemma that 
Pr( lim sup Y, < ~0) = 1, 
n-+cc 
and with the aid of slight additional assumptions about the process, 
(2.3) can be deduced. Thus the semi-martingale convergence theorem 
has been used in a rather superficial way; it seems, however, to play a more 
essential role in the next result. 
Theorem 2.1 will be useful in proving recurrence, and the next result 
for transience. Suppose that {X,} is a real stochastic process such that 
O<X,<T<oa, 
(2.2’) 
P( lim supX, = T) = 1. 
n--+m 
THEOREM 2.2. Suppose there exists M < T such that 
E(X,+lIXn=x,Xn-l=xL )..., X,=x,)>x a.s. (2.8) 
whenezler x > M and for all wt. Then 
P( lim X, = T) = 1. (2.9) 
n-+cc 
PROOF. We define the auxiliary process 
Y, = max (X,, 111). (2.10) 
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Then with probability one, 
E(I’,+l~#‘,) = E(mas (X,+i, AS)/$,) > mas (E(X,I~lJ$,,), JI), 
where now ,p, is the Bore1 field generated by (-‘ii, i < II}. Thus on the 
(2 set (S,, << 311, 
E(Y,,,lI$,,) 3 M = Y,, a.s., 
while if X, > M, we have 
ELL+1!f,J 3 xl = Y, a.s. 
by (3.8). Therefore, E(Y,~+,l$,J 3 Y, for almost all OJ, so that {(1’,, $,j.} 
is a semi-martingale. But then lim Y, exists a.s. by the convergence 
theorem; from (2.2’) and (2.10) the limit must be T, and (2.9) follows. 
III. RECURRENCE OF REAL PROCESSES 
It is now very easy to prove a theorem under restrictive hypotheses 
which illustrates how the results of Section II are applied. Let (X,) be 
a Markov process on the non-negative real line with the stationarv transi- 
tion probability function 
F,(y) = P(X,& 7.1 - x, < y A-,, = S) (XLi” 
for all II. \Ve assume (2.2); a sufficient condition to insure this would 
be, for instance, 
1 - F,(E) > E for some e > 0, all x 2 0. (3.2) 
Suppose that there esists B < 00 such that 
for all II. Denote, as we then surely can, 
(3.1) 
s Of course, F,(y) need not be defined for all x but only for a set 5 such that 
X, E S a.s. for all N. For example, for an ordinary Rlarkov chain S might be the 
non-negative integers. This remark also applies to the functions defined in (3.4). 
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THEOREM 3.1. Let a(x) be bounded may from 0. SzGppose that for all 
large elzoatglz x, 
(3.5) 
for some 0 < 1. Then {X,,) is recurrent. Conversely, if for all large x and 
a value of 0 > 1 
/@) > -!w 
’ 2x ’ (3.6) 
then {X%} is transielzt (X, -+ oa as.). 
PROOF. For the first part of the theorem we will use Theorem 2.1. 
The hypothesis (2.5) is not satisfied by {X+J, so consider instead {Y,,) where 
Y, = log (X, + 1). (3.7) 
Clearly this one-to-one bicontinuous transformation of the state space 
preserves the Markov property and the property of being recurrent; 
we have only to compute 
B 
E[Yn+1- YnlY,=log(x+l)]= [log(x+l+y)-log(x+l)]dF,(y). 
i 
-B 
Expanding the integrand we obtain 
B 
S[ 
Y v(x) ___ 
x+1 
$& + O(c3)] dF,(y) = f$+ - 
2(x + 1)2 
+ 0(x-3), 
-B 
using the definition (3.4). But upon substituting (3.5), we obtain at once 
EP’,+I - Y,pL = log (x + 111 < 0 
for all x (and hence all Y,,) sufficiently large. From Theorem 2.1 we have 
the recurrence of {Y,,} and so that of {X,}. 
REMARKS. The choice of the log function in (3.7) is not entirely 
arbitrary; a little reflection shows that a concave function from (0, W) 
to itself is desired, and trying x” for tc < 1 leads to the log. It is con- 
ceivable that other transformations would give results for some forms 
of the function ,u(x) not covered at present, but most functions with 
smooth behavior at 00 are already included. 
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The converse part of Theorem 3.1 is similar; let 
Y,’ = 1 - (X, + l)-” for T > 0. (3.8) 
Again (Y,,‘) is a Markov process, and X,, -+ M if and only if I’,,’ -f I. 
But 
EIYi+I -- Y;IY,’ = 1 - (X + 1)--y 
and espanding as before we obtain 
Substituting (3.6) and choosing u < H - 1 yields 
E [k’:,, - Yn’/Y,’ = 1 - (X +- lj-y 3 0 
for all sufficiently large values of x (and so for all values of y = E’,’ 
in some interval M < y < 1). Then Theorem 2.2 is applicable to {I’,,‘) 
and wields the desired conclusion. 
EXAMPLE 1. A generalized random walk on the non-negative real line 
will mean a Markov process with the transition law 
J ‘-&+a with probability v(S,,) A- 
n+l= 1 (x,-b)+ with probability 1 - go. 
(3.9’) 
Here a and b are positive constants, and q(x) is a measurable function 
with values in [0, 11. (In order to be sure the hypotheses of Theorem 
3.1 are satisfied, we assume that p(x) is bounded away from 0.) It is 
then very easy to conclude from the theorem that f-y,> is recurrent in 
case, for some 0 < 1, 
holds for all sufficiently large x, while the opposite inequality with a 
value 8 > 1 guarantees transience. The case H = 1 is not covered; as 
we shall see below, in this case recurrence holds even if the right-hand 
side of (3.10) is further increased by 0(x- tPdj, d > 0. (In the special case 
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a = b = 1 this result reduces to that of Harris mentioned in the introduc- 
tion.) 
The next task is to generalize and sharpen Theorem 3.1. First, what 
if 0 = 1 in (3.5) ? Examples show that the process {Y,,> defined by (3.7) 
does not necessarily continue to satisfy the hypothesis of Theorem 2.1, 
but substituting the second logarithm for the first in (3.7) resolves this 
difficulty. Next, assumption (3.3) on bounded increments can be replaced 
by 
E((X,+1- Xw12+“1$,,) < B < 00 a.s. (3.11) 
for some E > 0, where j,, is the Bore1 field generated by {Xi, i < S} 
as in Section II. Finally, the Markov property is not essential. We define 
p(x) = esssupE[X,+i - X,1X, = x,X,-r,. . .,X0] 
(3.12) 
a?(x) = ess sup E [(X,+, - X,J2(X, = x, X, --1,. . . , X,,] 
where the sup is over n and over the values of {Xi, i < n - l}, In addition, 
,u(x) and v(x) are defined by replacing sup by inf in (3.12). The finiteness - 
of p and 6 follows from (3. ll), but as an additional assumption we suppose 
V(X) to be bounded away from 0. Lye then obtain a better result to be 
proved later : 
THEOREM 3.2. Let the non-Begative stochastic @ocess {X,} satisfy (2.2), 
(3.11), and for all large x, 
P(x) G-2 $-0(x-l-6), 6 > 0. (3.13) 
Theu {X,,} is recurrent. If instead for some 8 > 1, 
(3.14) 
for all large x, then {Xn} is transient. 
EXAMPLE 2. An interesting class of Markov processes have the random 
part of each increment the same; that is, they are of the form 
X n+1= w,+@Gu +&s+l)+, (3.15) 
where m(x) is a bounded measurable function, and {t,,} is a sequence of 
independent, identically-distributed random variables with mean 0, 
variance a2 # 0 and finite 2 + E moment for some E > 0. Then the 
process is recurrent if m(x) < a2/2x + O(X-‘-~) and transient if m(x) > 
&3/2x, e > 1; in either case the inequality is to hold for all large x. 
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In fact, this is immediate from the theorem if 5, > - M a.5. for some 
M, since then m(x) and /I(X) coincide for .Y 2 AI, as do 71(s) and 9 - n~~(s). 
Even without this condition on t,,, it is easy to show, using the Xlarkoi. 
inequalit) and similar estimates3 that ,u(s) = m(x) + V(X-I-“) and 
zl(.x) = c? + C)(X-~), and the result again follows from Theorem 3.2. 
This example could, of course, have been discussed from Theorem 3.1, 
but the result would possess less precision and generality. Note that 
if M(N) = 0, the process is recurrent ; this would prove a one-dimensional 
recurrence theorem of Chung and Fuchs ~ II7 if it were not necessar!. to 
assume the finiteness of E(it,j’+“). 
EXAMPLE 3. Since Theorem 3.2 yields less than the full strength 
of Chung and Fuchs’ recurrence theorem, it is natural to wonder if assump- 
tion (3.11) can be relaxed for other processes besides sums of random 
variables. In lieu of a complete answer to this question, we offer one 
counter-example: let (X,} be a Markov chain on the non-negative integers 
with the transition probabilities 
p,, = 1, Pij = 0 otherwise. 
We easily calculate that 
!l(?L) = - u + 1 - ;, 7qlt) = M1Z -c 1 - -5. 
H 
Then choosing a < 213, we ought to have transience if Theorem 3.2 
applied. But, in fact, it is easily verified that {S,} is recurrent for every 
u > 0. 
REMARKS. CVe have explicitly considered processes on half-line, and 
have found criteria for + 00 to be absorbing or reflecting. The results 
extend easily to processes on the whole line: such processes (with mild 
conditions) are recurrent if and only if both + ocj and - w act as reflecting 
barriers, and this can be determined from our conditions. Another 
possible extension consists of changing the hypothesis in Theorem 3.2 
that v(x) be of the order of magnitude of a positive constant for large x; 
this will be discussed elsewhere. 
3 This 1.erification is a little similar to the proof of Theorem 3.2 given belon. 
but simpler. 
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IV. MULTIVARI~TE MARKOV PROCESSES 
In this section we do not strive for maximum generality, but merely 




: ) 12 = 0, 1,2,. . . ) 4 
X,(s) 
are random vectors forming a Markov process with the transition prob- 
ability function 
w,,. . *, ys; x) = P(Xp+* - x:’ < yi, i = 1,. . . , sjx, = x) (4.1) 
independent of n. For simplicity in the proofs we make the assumption 
that for some B < 00 
IpCl - Xc’1 < B a.s. i=l,...,s, (4.2) 
for all n, although as in the previous section (4.2) could be relaxed to a 
moment condition at the expense of some labor. We shall use the notations 
EPn+1- K&l= xl= y(x) 
(4.3) 
E[(xl+1- W(L+,- X,)T(Xn = x] = v(x) = (Z$(X)}. 
The idea is to define the process 
(4.4) 
and apply the results of Section III to {R,). The requirement (2.2) that 
lim sup R, = oa a.s. is assumed ad hoc; this is usually easy to verify 
in particular cases. The process {X,} is said to be recurrent or transient 
according as {R,,) is. 
THEOREM 4.1. Under the above hypotheses, suppose 
v(x) = v + o((IxII-d) for some 6 > 0, (4.5) 
where the matrix [vii] = v is positive definite. Then (X,] is recurrent 
provided that 
xI‘v-1 p(x) ,< 9 + o(IIxp) (4.6) 
4 Boldface letters denote vectors or matrices throughout this section. Vectors 
will be considered as column vectors unless written with a superscript T (for trans- 
pose). 
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for all sufficiedly large j jx(1, while iu case for lurge 1 ;x’ I 
XT v-1 p(x) > L-e> + 6, & > 0, 
then (X,} is transient. 
3% 
(1.71 
PROOF. In order to apply Theorem 3.2 to the process {Rn>, it is necessar! 
to calculate 
EL&+1- qKI = (/ql 
Expanding the integrand and using (4.3) we obtain 
E[R n+l - RvzIRn = 11x111 = &=[I(x) t 
1, 
Ql Xl"Z'li(X) + 2 Xi XjZ'[j(X) i ,: i 
!!x)13 
+O(/jxll-2). 
Now we use (4.5), and consider for the moment the special case when 
v is the identity matrix I. This gives 
E[R n+l - R,IR, = 11x11] = -1 xrptx) +?I)- + O(Ij~-“-I). 
ilxli 2l/Xl( 
(4.8) 
A similar calculation, still assuming v = I, yields 
Q(Rn+l- R,J2/R, = llxll] = 1 + O(IIx(l-dj. (4.9) 
Combining (4.6) or (4.7) with (4.8) and comparing the result with (,d.‘J) 
shows that conditions (3.13) or (3.14), respectively, are satisfied for the 
{R,} process, and the desired conclusion then follows from Theorem 3.2. 
Now if v is any positive definite (and automatically symmetric) 
matrix, let P be a non-singular matrix such that PvP’ = I, and consider 
the process {Y,), where Y, = PX,. Let p* and v* denote the quantities 
of (4.3) with the {Y,} p recess replacing {X,). Then we note that if y = Px. 
v*(y) = Pv(x) PT = I + O(j(x((- 6) = I + (qyll- 9, 
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and also that 
yTp*(y) = (Px)TPp(x) = xTPTPp(x) = xTv-l@(X). 
The case of the theorem which we have already proved applies to {Y,,}, 
and the general theorem as stated is the result. 
ESAMPLE 4. Suppose the process {X,} consists of sums of independent, 
identically distributed random vectors with bounded length and a 
genuinely s-dimensional distribution (ensuring the definiteness of the 
corariance matrix v). If the means are not 0, the process is easily seen 
to be transient, so take p, = 0. Then ifs = 1 or 2 the process is recurrent, 
while if s > 2, it is transient. This is a restricted version of Chung and 
Fuchs’ theorem [l]. Note that ifs > 2, it is possible to restore recurrence 
by adding a non-random drift toward the origin of the order of 
//x11-l; if s = 1 (E xample 2) recurrence may survive the presence of 
such a drift amay from the origin, while when s = 2 the drift away must 
be of smaller order of magnitude. 
EX.IMPLE 5. Here we will consider an s-dimensional ralzdonz walk. 
By this we mean a Markov chain on the lattice points x of s-dimensional 
space whose transition-probability matrix is of the form 
P x, x+iii = Pi(X), Px,n-Gi=Qi(X); P,,=O otherwise, (4.10) 
where I& is a unit vector in the direction of the positive i’th coordinate 
axis. Then clearly 
v(x) = diag (Pi(x) + Qi(x)). 
This means that the limiting matrix v is also diagonal (if it exists); call 
the entries di. It is again easy to calculate that 
s P-(x) - Q.(x) gv-lp(x) x &ii-d:L-. 
Now if the transition probabilities have a fairly simple form, it is not 
hard to see whether our results can be applied. For example, suppose 
that 
P,(X) = Pi+ * + o(11xlj-8-1)? PC > 0, 
(4.11) 
Qi(X) = Pi - -& + oojq-“-l). 
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Here ;“, # 0 mod (l), and, of course, Pi(X) and Qi(s) are positive and 
together sum to one. Changing to the point with coordinates (tL) a-; 
origin, (4.11) implies that (4.5) holds and that 
Applying Theorem (4.1), we obtain the following result : 
THEOREM 4.2. If th.e transitiolz probabilities of an s-dimemiowal raudow 
:ttatk are posifive awd of the form (1.11), then tlze xzlk is recztrrelrt iu case 
2 vl<a-s, 
- P, i=l 
and framielat oth.erzoise. 
In case s = 1, this is essentially the result of Harris again. If for 
any s me put Pi = 11% and cc; = - ~1% we have recurrence if and 
only if F > (s - 2)/S. This (if the higher order terms O((ls/jPd-‘) be set 
equal to zero) is essentially Gillis’ result in [9] with his conjecture in 
the case of equality decided affirmatively.5 
One other class of random walks is also easil!, seen to satisfy om 
hypotheses; suppose that 
p,(x)=pi lf,~~+O(~iXI/--? , 
i 1 
1: > 0, 
(4.13) 
vi(X)= P, I- I$+O([ixi!-l-d) 
I 
;\pplying Theorem 4.1 as before, we find that a raudom walk satisj~~iq 
(4.13) is rec,wre& if n,~zd oxZ>l if 2a < 2 ~- s. This example seems to bt 
more deserving than (4.11) of being called a “centrall!. biased” random 
walk, at least when each P, -_ 1/2s. 
Appendix: Proof of Theorem 3.4. 
\Vithout loss of generality it is possible to operate with conditional 
probability distributions 
P [X n+1-- Yi,<$f,= x, x’,- l = Xi, i = I,. . ..llj = F(y; X, Xl). lA.1) 
5 This conjecture has also been proved by Flatto : lo:, by Erdos, and bv (;1111s 
himself (both unpublished), 
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(This matter is fully discussed in p, Chapter II].) \V’e then have 
/i(X; xi) = E[LY,+-~ - X,1X, = x, X,-, = xi] = 
I 
y dF(y ; x, Xi) ; (A.2) 
. 
W(X; Xi) = E[(Xn+l - Xn)‘(Xn = X, X,- i = xi] = c y2dF(y; X, Xi). 
It is also convenient to state here a simple fact used below: if F(y) is 
a distribution function whose absolute 2 + E moment does not exceed 
B, then 
for every d > 0 and every 0 < B < 2 + E. Of course, a similar estimate 
holds on the negative half-line. 
The idea of the proof of the theorem is the same as in the case of 
Theorem 3.1; we show that the process (Y,,> defined by 
Y, = f(X,) = log log (li, + e) (A.4) 
satisfies the hypothesis of Theorem 2.1 provided (3.13) holds. It is 
necessary to calculate 
cc 
. 
E[Y,+l - Y,(Y, = f(x), I’,- i] = 
i 
[f(x + yj -i(x)] dF(y; X, Xi). (A.5) 
--x 
(The lower limit is - x since X,, +l , > 0.) The right-hand side of (A.5) 
can be written as 
--*Lx oc 
dF(y; x, xi), (A.6) 
--x p 
and we shall see that this expression is non-positive for all large x. 
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First choose a < 1 so that 3 > d, = (2 + P) a > 2, where the positive 
number E is that appearing in (3.11). Then inequality (-4.3) shows that 
the last two terms in (A.6) are bounded bb 
2f(X)B.Cdl = 0(x-q for d, < d, ; 
we may take d, > 2. The first term in (A.6) is equally simple, for in the 
range of that integral 0 < f(x + y) < f( ) x so the estimate is the same 




f(X + y) dF(y; X, Xi) < 
5 
(Xds-dL + :tizmdl) dF(?; 5, Xi). 
.P .?I 
To this expression (A.3) can be applied, and the result is that the third 
term too in (A.6) is 0(x-d*). 
It remains to estimate the second term in (AC;), which can be done 
with the aid of the espansion 
it,-% + y) - f(x) CA.71 
(x + e) lo\g (x + 4 
Y2 log (x + 4 + 1 Y3 -- 2 (x + q log” (x + q + 5 f”‘(, + 64. 
In the range of integration (- xa, x”), fr”(x + 0~) = 0(x3). But then 
where again d, > 2. \Ve are left with 
.P . 
ii (x + e) lag (x + e) 
p log (x + e) + 1 -- 
2 (x + @log2 (x + e) I 
dF(y; x, x,) + 0(x-“4) 
- *a G-W 
as our estimate of (A.5), where d, = min (d,, d,) > 2. If the integral in 
(A%) were over (- x, CQ) we would have 
16(X, Xi) z’lx, xi) log (x + 4 + 1 __-- ~~ 
I .r i- 2) log (x + 2) 
2 (x + plog2 ix + e) + (v,r-d’). c-w 
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In fact, the error involved in the change of the limits can be estimated 
from (A.3), and is thus seen to be small enough to be incorporated into 
the O(X-~~). Therefore, (A.9) is a valid expression for the expected value 
in (A.5). 
The proof is now finished: if assumption (3.13) is substituted into 
(A.9), the result is 
E[Y?s+1- YnlYn = f(x), Yx- i] d 
which is negative for large x since d, > 2 and v(x) is bounded from 0. 
Thus by Theorem 2.1, {Y,} and hence {X,} is a &current process. Much 
the same sort of argument (using (3.8) to define the transformed process) 
proves the converse part of Theorem 3.2, but further unpleasant details 
will be omitted. 
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