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Addition chains - an erratic 
sequence 
An addition chain for a positive integer n IS a set 1 =q,<u, < ... <u,=n of integers such that for 
each i> I, ai=uj+ak for some k< j<i. This paper introduces the function NMC(n) which denotes 
the number of minimal addition chains for an integer n. The function is explicitly determined on 
certain classes of integers, and its relation to factor chains is explored. In particular the concept of 
a normal integer is introduced, and lower bounds for NMC(n) are developed for normal integers for 
which the factor chain method produces a minimal addition chain. 
1. Introduction 
A considerable amount of work has been done on addition chains which arise 
naturally when considering how to raise x up to xn. For instance in order to get x19, 
we could proceed as follows: x, x2, x3, x’, .x7, x1’, x ’ 9 The corresponding addition . 
chain is 1,2,3,6,7,12, 19 where the sequence starts with 1 and each succeeding 
member of the chain is the sum of two (not necessarily distinct) previous members of 
thechain.2=1+1,3=2+1,6=3+3,7=6+1, 12=6+6,and 19=12+7. Formally, 
an addition chain for a positive integer, n, is a set 1 =uo <ul < ... <U,=II of integers 
such that for every i 2 1, Ui = uj + ak for some k < j < i. By I(n) we denote the minimal 
length, r, for an addition chain for n. Alfred Brauer proved some conjectures of Scholz 
in a 1937 paper [l] though the most famous of these known as the Scholz-Brauer 
conjecture has not been established for all positive integers II. This states simply that 
1(2” - 1)~ n + I(n) - 1. Many interesting questions have arisen in the consideration of 
addition chains. The most definitive article concerning this problem can be found in 
Knuth [3]. 
Since the addition chain that is presented for 19 is minimal, I( 19)=6. This paper 
introduces the function NMC(n) which denotes the Number of Minimal addition 
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Table I 
n NMC(n) n NMC(n) n NMC(n) 
I 1 29 132 2466 1042 
2 1 30 12 2461 2 
3 I 31 77 246X 1126 
4 1 32 I 
5 2 33 2 
6 2 34 4 
7 5 35 43 2539 3289 
8 1 36 I2 2540 2301 IO 
9 3 31 39 2541 I6 
10 4 38 92 
II 15 39 20 
Chains for n. As it turns out, NMC(19)=33. Some of the terms of the sequence 
{NMC(n)j are shown in Table 1. 
We will launch an investigation into this erratic sequence which will uncover some 
order amidst the apparent chaos. An interesting side note is that one gains confidence 
in the algorithm used to generate these numbers if the patterns that they suggest lead 
to theorems which when proved lend validity to the algorithm. 
The paper is broken down into the following sections: 
1. Introduction. This is a brief introduction of the problem. 
2. Preliminaries. This includes some notation and prior results. 
3. Some order in the chaos. The hard work of proving some theorems is done here. 
4. Further results. Some further results are stated without proof since the proofs 
are similar to the ones done in Section 3. 
5. Factor chains and NMC(n). Some lower bounds are developed for NMC(n) and 
their relation to factor chains is explored. 
6. A curiosity. Some interesting cases are presented concerning NMC(n). 
7. Conclusion. This has some concluding remarks and poses some questions. 
2. Preliminaries 
Let JL(n)=Llog,n J, and let v(n) denote the number of ones in the binary representa- 
tion of n. In the example 19=100112, and so i(19)=Llog,19]=4 and v(19)=3. It is 
useful to note that i(n) is the exponent of the highest power of two in the binary 
representation of n. 
For a given step, i, in a chain, ui=aj+ak<ai_i +u,_i =2ui_,. It follows that either 
;(ui) = 3.(ui _ r) or i(ai) = i(ui i) + 1. In the former case step i is called a small step while 
in the later case step i is called a big step. Essentially, what this is saying is that if step 
i in the chain reaches or exceeds a new power of two, then the step is called a big step; 
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otherwise, it is called a small step. Since 2 ‘(“)<rr <2’(“)+i, there are 1(n) big steps in 
any chain for n, and the rest of the steps are small steps. Thus, as Knuth [3] points out, 
the length, r, of an addition chain for n is L(n) plus the number of small steps in the 
chain. If N(ai) denotes the number of small steps in an addition chain up to ai, then 
r = l(n) + N(n). Clearly, N(Ui) is a nondecreasing function of i. Also, if ak < aj are two 
members of a chain and n(aj)=n(a,), then N(aj)3N(ak)+ 1. A comment is in order 
here. N(n) could change if the addition chain for n changes; however, all minimal 
chains for n will have the same number of small steps since they all have i.(n) big steps. 
Previously, it has been established [7] that if 
v(n)32”+ 1, then l(n)313.(n)+m+l for m=O, 1,2,3. (1) 
Equivalently: 
l(n)3@)+rlog,v(n)l for v(n)<16 
and 
l(n)>/l(n)+4 for v(n)3 17. 
This is the same thing as saying that if v(n)32”+ 1, then N(n)>m+ 1. It seems that 
this result is true for all m>O, but the general case has not been established though 
Schonage [S] has come close with the result 
l(n)3Q)+log,v(n)-2.13. 
When doing a detailed analysis of chain structure, one way of proceeding is to 
regard a given step ai = Uj + ak (k d j < i) in terms of the binary representations of these 
numbers. If aj and uk are written in binary notation and uj is placed above uk in order 
to add or subtract, the resultant figure is called a configuration and is designated by 
Uj/Uk. If for a given power of two a 1 in Uj appears over a 0 in uk, this is called a l/O slot. 
If a 1 appears over a 1, this is called a l/l slot etc. Some lemmas from [7] and Knuth’s 
Theorem C [3] are listed here for convenience. The first two lemmas concern integers 
written in their binary representation. 
Lemma 1. If Ui=Uj+ Uk and if c represents the number of curries in aj+ ak, then 
V(Ui)=V(Uj)+V(U,)-Cc. 
Lemma 2. If a, = aj - ak and there are s l/l slots in Uj/Uk and a one appears in a, exuctly 
p times under either a l/l slot or a O/O slot, then v(u,)=v(uj)-s+p. 
Lemma 3. If Uj and ak are two members of an addition chain and if A(uj)=A(uk)+m 
(m>O) and 2”Uk<Uj, then N(aj)3N(ak)+ 1. 
Lemma 4. If Uj and ak are two members of an addition chain and if A(uj) = n(ak) + m 
(m32) and 
then N(Uj)>N(Uk)+ 1 unless Uj=2m-1Uk+l. 
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Theorem C. [fv(n)34, then /(n)>/l(n)+3 except when v(n)=4 and n has one qf‘thefour 
,ftillowing binary ,fi,rms: 
(A) II= 1 ... d ... l... I... cl... 1 ... where d indicates the number of zeros between ones. 
(B) n= 1 . ..d . . . I... l...e . . . 1 . . . where e=d- 1. 
(C) n= 1001 ... 11 ... where dushes indicate zeros. 
(D) n = 10000 111 . f. where dashes inicute zeros. 
In these ,fijur cases I(n) = A(n) + 2. 
The lemmas are technical in nature and as such are not terribly interesting in their 
own right but prove extremely useful in establishing what follows. Theorem C on the 
other hand completely settles the case for I(n) when v(n)=4 since I(n)<A(n)+ v(n)- 1 
by the binary method [3] and establishes a lower bound for l(n) when v(n) >/ 5. In the 
four cases of Theorem C, n will be called a ‘special four’. 
3. Some order in the chaos 
There are some immediate observations that one can make when looking at 
the sequence (NMC(n)). It is clear, for instance, that if v(n)=l, then n=2’, and 
NMC(n)= 1 since 1,2,2’, . . . , 2’= n is the one minimal addition chain for n. Thus, we 
have: 
Theorem 1. !f’n=2’, (v(n)= l), then NMC(n)= 1. 
However big the terms of {NMC(n)) get, the sequence always returns to one when 
n is a power of two. It appears that all other integers n&5 have at least two minimal 
addition chains. Some more will be said about this later. The case for v(n) = 2 is not 
quite as simple and does show that there are terms of the sequence that get arbitrarily 
large. It is to be noted that any minimal chain for such an integer will have exactly one 
small step; hence, \‘(Ui)<2 by (1) for any member Ui of the chain. 
Theorem 2. [fr1=2~l+2”‘2, ml >m,>O, (v(n)=2), then: 
(1.) {j’m-m,=l, NMC(n)=ml=A(n). 
In tlzis case n=2”3 where m=m2. Thus n(n)=m+ 1 and NMC(n)=m+ 1. 
(2.) ij’rnl -m,=3, NMC(n)=(i,(n)-2)(i,(n)+3)/2. 
In this case o = 2”9 where m = m2. Thus i(n)=m+3 and NMC(n)=(m+ l)(m+6)/2. 
(3.) otherwise, NMC(n)=2(m,+ 1). 
In this cuse n=2”h where m=m2 und h=2m1-m2+ 1 and NMC(n)=2(m+ 1). 
These alternate formulations are useful since the proofs are by induction on m. 
Before beginning the proof some observations are in order. 
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Observation 2.1. If for a given step i in an addition chain, Ui=Ui_ r +ak for some 
k < i - 1, then step i is called a star step. It is not the case, however, that each element in 
a chain is always the sum of the preceding element in the chain and some other 
element. In the example for n= 19, the step 12= 6+6 is not a star step since 7 is the 
element that immediately precedes 12 in the chain. Such a step is called a nonstar step. 
It is to be observed, however, that the last step in a minimal addition chain for any 
integer, n, is a star step since if it were not then the element u,- 1 could be eliminated 
from the chain which would result in a still shorter chain for n. Also, if n is odd, the last 
step is a nondoubling since otherwise n would be even. Thus, if n =a,_ 1 +a,, then 
u,_ 1 and ak are distinct members of the chain. 
Observation 2.2. If ~(a,_ i)=2, then it is necessary that i(n)=i,(u,_ i)+ 1 otherwise 
N(n)>,N(u,_i)+132. Also, if v(uk)=2, it is necessary that J(u,-i)>3~(uk) and 
n(n)=A(u,_i)+ 1 or else N(n)>2. 
Proof of Theorem 2. Each of the three cases of the theorem is proved by induction on 
m. We will establish the result for m=O, then assume that the mth case is true and 
establish the (m+ 1)st case. 
(1) m=O. n=3 and 1,2,3 is the oneminimal chain for 3. Thus, NMC(3)= 1 =m+ 1. 
(m+ 1)st case: n=2”+i 3. The last step, r, of the chain is II = a,- 1 +ak for some 
k~r-1.1fk=r-1,thenn=u,_~+u,_,=2u,~~=2(2”3).Bytheinductivehypothesis 
there are m + 1 minimal addition chains to a,_ 1 = 2”3 and, hence, to n. If k < r - 1 1 then 
ak<‘i_,. The four possibilities for (~(a,_,), l’(ak)) are (2,2), (2, l), (1,2), and (1, 1). 
When v(&) = 2, we know by Observation 2.2 that i(n)= j,(u,- i)+ 1 and 
A(u,_ i)>l(ak). In the binary configuration a,_ i/q‘ this means that the leading 1 in the 
binary representation of IZ will occur one place to the left of the leading 1 in a,- 1, and 
the leading 1 in ak will occur somewhere to the right of the leading 1 in u,_ 1. It should 
be noted that the leading 1 in the binary representation of any integer, Ui, occurs in the 
2’(‘~) place. This leads to the following configuration: 
a,_i= 1 . . . . . . 
+a, = 1 . . . 
n =lO...l... . 
The arrow above the 1 indicates a carry. Since n =2”‘+‘3 = 1 lo......,, the IZ obtained 
from a,_ i/& is not of the proper binary form. This leaves (2,l) and (1,1) as possibilites. 
(2,l) By Lemma 1 the number of carries, c= 1, in a,- 1 +ak. By Observation 2.2, 
A(n) = @al_ 1)+ 1. The only possibility for the configuration u,_ 1 + uk is: 
u,_l= i... 1 . . 
+ak = 1 . . . . . . 
n =lO...l... . 
As can be seen n is not of the proper binary form. 
(1, i) The number of carries, c=O, in ur-r+ak since vf~r_l)=~*(uk)=l. Thus, 
i(n) = &z, _ r) since at least one carry is necessary to reach or exceed a new power of 2. 
The last step is the only small step in the chain to n which means that all members of 
the chain except n are powers of 2. This gives one more way to get rr= 2”+ ‘3 with the 
following chain: 
Combining the doubling and non-doubling cases gives a tota of pn +2 minimal 
addition chains for II in the (m+ 1)st case which establishes the first part of the 
theorem. 
(2) m =O. In this case n = 2”9 =9, and there are three minimal chains for 9. They are 
1,2,4,X,9; 1,2,4,5,9; and 1,2,3,6,9. When m=O, it follows that (m+ l)(m+6)/2=3. 
(m + 1)st case: As with case 1, if the last step is a doubling, there are (m+ l)(m+ 6)/2 
ways for obtaining n. If the last step is a nondoubling, the four possibilities for 
(\*(a,_ I). v(uk)) must be considered. 
(2, 2) By Observation 2.2, n(n)=n(a,_ ,)+ 1 and J(u,_ r)> A(Q). The on?y possibility 
for n,_ 1 /ak to obtain tl whose binary form is n = 10010 a.. 2 is: 
a,_, = iio. . . . 
fUk = 110... 
n =10010~~~ . 
There can be no element between uk and u,_~ in the chain since this would introduce 
an extra small step. The element, uk, must be reached in one small step, and by part 
one of the theorem there are n(uk)=L(2 “+i3)=m+2 ways to do this. At this point 
there is only one way to finish the chain which is to double uk to obtain n,_ t and then 
to add it to a,_ 1 to obtain n. Thus, case (2,2) contributes m + 2 minimal chains for 
n=2m+19. 
(2,l) By Observation 2.2, i-(n)=i(u,_ ,)+ 1, and with this restriction there is one 
way to obtain II: 
u,-, = ioro... 
+ak = lOOO-.. 
rr = 10010~.. . 
The one small step occurs in going from uk to lzI,_ 1. Thus, all members of the chain up 
to &=2m+3 must be powers of 2 since there can be no small steps to ak. Once ak is 
reached, then 2”‘+ ’ is added to ak to obtain a,_ 1, and ak is added to obtain n. Thus, 
case (2,l) contributes one more way to obtain n = 2”+ ‘9. 
(l/2) By Observation 2.2, i(u,- 1) > A(&) which results in v(n) = 3 which is a contra- 
diction, and case (1,1) contributes one minimal chain for n as before. 
Altogether there are (m+ l)(m+6)/2+m+2+ 1 + 1 =(m+2)(m+7)/2 chains for 
n=2”‘+‘9. This establishes case 2 of the theorem. 
(3) m =O. In this case n = 2m~ = h where v(h)= 2 and n = b has the binary form 
1 . ..d... 12,d denoting the number of zeros between the two ones. A can be any 
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non-negative integer except 0 or 2. Either n = 101 z or n = 1000 ... 1 2. Since n is odd, the 
last step in any chain for n will be a nondoubling. We consider the four possibilities for 
(v(a,- I), Gk)). 
If v(qJ = 2, then by Observation 2.2, we have i(n) =ll(u,_ r) + 1 and /Z(a,_ 1) > A(uk). 
The only possibility for ur_r/uk is: 
+r= iio... 
+q( = l...l 
n =lOO...l . 
If a,_ I = 2uk, then n = 1001 2 which contradicts the fact that d # 2. If a,_ 1 > 2uk, then 
by Lemma 3, N(n) 3 N(u,_ r) 3 N(Q) + 122 which means that the chain to it is not 
minimal. The only possibilities for (~(a,_ r), V(Q)) are (2,l) and (l,l). 
(2,l) gives one way to get n by reasoning similar to that in (2,l) of case 2 while (1,l) 
also yields one minimal chain for n as with (1, 1) of case 1 except that 1 is added to 
a,_, to obtain n. 
When m=O, NMC(n)=2=2m+2. 
(m + 1)st case: As with cases 1 and 2, if the last step is a doubling, there are 2m + 2 
ways for obtaining n. If the last step is a nondoubling, then as with m=O, the cases 
where v(uk)=2 can be eliminated. Both (2,l) and (1,1) give one way to get n in the 
proper form by the same arguments used when m=O except that 2”+’ is added at the 
proper point instead of 1. Thus, there are 2m + 2 + 2 = 2(m + l)+ 2 chains for n which 
establishes case 3 of the theorem. 0 
Examples. (i) II = 2304 = 2*9 and NMC(2304) = (8 + 1)(8 + 6)/2 = (9)( 14)/2 = 63. 
(ii) n = 2560 = 2 95 and NMC(2560) = 2(9) + 2 = 20. 
When v(n) = 3, things get more complicated. We will establish the following theorem 
for what is actually an infinite number of infinite classes of integers, n, for which 
V(n) = 3. 
Theorem 3. Ifn=2”b, where b=llOOO... 12, v(b)=3, then 
NMC(n) = 2@(b) + 3) +22(b) + 2. 
Observation 3.1. Since v(n) = 3, all minimal addition chains for n have two small steps 
[3]. If v(ai)a 5 or if ~(a,)= 4 and ui is not a special four, then by Theorem C, N(ui)> 3. 
Thus, only integers, ni, need to be considered where v(ai),<3 or ai is a special four. If 
n = a,_ 1 + uk is the last step in a minimal chain for an odd integer n where v(n) = 3, then 
the possibilites for (~(a,_ r), v(uk)) are ((nl, n2) 1 1 <ni, n2 ~4). 
Observation 3.2. In Observation 3.1 if v(u,_i)>3, then it is necessary that 
A(n)=A(u,-l)+ 1 otherwise N(n)>N(urml)+ 133. Also, if v(u,)>~, it is necessary 
that @a,-r)>i(u,) and n(n)=A(u,_i)+ 1 or else N(n)33. 
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Observation 3.3. Suppose ui=uj+ uk for some k < j where either i.(aj)= i(uk) or 
i(Uj) = j.(uk) + I and 2uk > Uj. In either case if aj # ak + a, for some t <k, then uj = u, + u, 
for some s<m and 777 fk. For the sake of the argument here we will differentiate 
between N,(uj) which will denote the absolute minimum number of small steps that 
are possible in a chain to (Ij and N(Uj) which will denote the number of small steps to 
(7j in the chain under consideration. Fig. I helps to explain the arguments. In each case 
there are three possibilities for u,. 
In the i(aj) = i(uk) case a study of the diagram results in the following conclusions: 
(I) N(tlj)>N(Uk)+Z. 
(2) N(Uj)3N(U,)+23N,(Uj)-l +2=N,(Uj)+ I. Note that N(a,)>N,(uj)-1 or 
else Uj could be reached in less than N,(uj) small steps. 
(3) N(aj)>N(u,)+ l>N,(uj)+ I. Note that N(a,)>No(Uj) or else Uj could be 
reached in less than N,(Uj) small steps. 
In the jb(aj)=A(ak)+ 1 case we have: 
(l) N(Uj)3N(u,)+ I aN(Uk)+ 1. 
(2) N(Uj)3N(U,)3N(Llk)+l. 
(3) N(uj)3N(~k)~N(a,)+ I 3N,(uj)f I. Note that N(u,)>N,(U~) or else ajcould 
be reached in less than NO(uj) small steps. 
The point of all this is that one can conclude in many cases that uj = uk + a, for some 
t d h. or else (if uj = u, + a,) there will be one more small step to uj than is allowed for 
meeting the small step constraints in a given situation. Often much information can be 
obtained by considering (I,= uj--7, which will be in the chain. 
ProofofTbeorem3 (byinductiononm). m=O:n=2”h=h=l1000~~~I,,andsincenis 
odd the last step 17 =u,_ 1 +uk is a nondoubling. By Observation 3.2, if r(u,J>3, then 
i.(n)= i.(rr,_ 7)+ I and ,?(a,_ l)>/b(uk). The binary form of II obtained from the configura- 
tion (I,_ 1 /uk will be 77 = IO ... 2r and this is not correct. Thus, all cases for (~(a,- i), r(u,J) 
where ~(a,,.) > 3 can be eliminated. In (I, I), r(n) < 2 while in (4, 1) and (3, I) Observation 
3.2 necessitates that R(n)=i(~,_ ,)+ I, and the only possibility for u,_ 1 /uk is: 
Cl,_, = ‘1 . 
+Ilk = IO ... 0 (note: ~(a~)= I) 
I7 =lO . . . . . 
hbj) = h(ak) hbj) = h(ak) + 1 
Fig. I. 
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Again n is not of the proper binary form. This leaves the five cases (4,2), (3,2), (2,2), 
(2,l) and (1,2) to consider. 
(4,2) By Lemma 1, the number of carries in n =a*_ 1 +ak is c= 3. By 
Observation 3.2, A(n)=J.(a,_ r)+ 1. By Observation 3.1, a,_ 1 is a special four. To get 
n in the proper form with r(u,J = 2 and r(n) = 3, the configuration a,_ Juk is as follows: 
C-t 
u,_i= 1111 
f”k = 1010 
n =llOOl 
n is not of the proper binary form since n = 11000 ..’ lz. 
(3,2) By the same reasoning as with (4,2) the configuration for a,_ l/ak is: 
u,_~= iioo... i 
+uk = llOO...O 
n =llOOO... 1 
By Observation 3.3, it can be assumed here that a,_ 1 =a,+~, for some t <k. Since 
a,_ I =&+a, and A(u,_ i)=i(q.), then uk must be reached in one small step. By 
Theorem 2 this can be done in i(&)=A(n)- 1 =/l(h)- 1 ways. Then 1 is added to ak to 
obtain a,_ 1 after which a,_ 1 and ak are added to obtain n. Thus, (3, 2) contributes 
1.(h)- 1 ways to obtain n. 
(2,2) Since there is only one carry, i(n)=/l(u,_ i) or else n = 10 ... 2. Also, 
h(u,_ i) > n(u,) or else N(n) 3 N(u,_ 1) + 13 ,&‘(a,) + 2 > 3. Since c = 1 there will be one 
l/l slot in ~r-l/~kr and since %(a,_ i)> A(&$_) there are only two possibilities for 
la,_ i/u,‘: 
a,_, = 101 .*. 0 a,_1 = lo... 1 
+a, = 1.s.l +a, = l... 1 
n = 110... 1 n = 11 ... 10 
In the first case, it is necessary that uk= 1 l2 or ak= 101, or else by Lemma 3, 
N(~,_~)3N(a,)+l which means N(n)bN(u,_,)+13N(ak)+233. If ak=llz or 
ak= 1012, then n will not be of the binary form n= llOO---12. In the second case n is 
even which contradicts the fact that n is odd when m=O. Thus, (2,2) does not 
contribute any minimal chains for n. 
(2, 1) c=O, and, hence, there will be no l/l slots in ~,_,/a,. Also, ,?(n)=I(u,_i) 
which means that a,_, must be reached with one small step. The possibilities for 
a,_, = 11000~~~0 u,_, = 10000 ... 1 
+ak = “’ 1 +ak = 1000~~~0 
n = 11000... 1 n = 11000... 1 . 
In the first case by Theorem 2, a,_ 1 can be reached in n(u,_ J = I(n) = I(b) ways. Then 
1 is added to a,- i to obtain n. In the second case, by Theorem 2, there are two minimal 
chains to a,- 1. Each one of these includes &. Either uk is doubled and 1 is added to 
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obtain a,_ i, or 1 is added to ak after which this number is added to ak to obtain a,_ 1. 
Then a,_ I and a, are added to obtain n. Thus, (2, 1) contributes A(h)+2 ways to 
obtain n. 
(1, 2) The configuration ~,_~/a~ is as follows: 
a,_~=10000~~~0 
+ak = 1000... 1 
n =11000~~~1 . 
There can be no number a,,, of the chain between ak and a,_, since this would 
introduce a small step between ak and a,_ 1 (i.e. either A(a,) = i(a,_ 1) or A(&,,) = i(ak)) 
which would mean N(n)33. If u,_~ =ak+ar for some t<k, then at=ar_l-akr and if 
this subtraction is performed it can be seen that v(a,)a4. This results in N(n)> 3. If 
u,_~=u,+u, for some t<m where a,,,<~,, then A(a,)=i(a,) which means ~(a,)= I 
or else N(a,)3N(a,)+ 132 which gives N(n)>,3. This means a,_ 1 =2a,. The one 
possible chain to n is powers of 2 to a, at which point 1 is added to a,,, to obtain ak. 
Then a,,, is doubled to obtain u,_~ (a nonstar step), and a,_, and ak are added to 
obtain n. Thus, (1, 2) contributes one chain for n. 
Therefore, when m = 0, there are A(h) - 1 + i(b) + 2 + 1 =2,?.(h) + 2 chains for n which 
establishes the validity of the formula for this case. 
We now assume that the mth case of the theorem is true and consider the (m + 1)st 
case. If the last step of the chain is a doubling, then a,- 1 = n/2= 2”b where b = 
11000 - - - 1 2. By the inductive hypothesis there are 2m(i(b)+ 3)+ 2i(b)+ 2 chains to 
areI and, hence, to n. If the last step is a non-doubling, then all the possibilities 
for (~(a,_ i, v(ak)) can be eliminated as in the m=O case except for (3,2), (2,2), (2, l), 
and (1,2). 
(3, 2) The configuration a,_ I/ak is: 
u,_i= ‘i’iOO...l...d... where d = m + 1 indicates number of zeros, 
+ak 
= llO()...O...d... 
n =llOOO...l . ..d... _ 
By Observation 3.3 it can be assumed that a,_ I = ak + a, for some t d k. In a,_ l/akr it 
can be seen that if ak is subtracted from a,_ 1 to obtain a, then a, = 2”‘+ ‘. The chain to 
a, must consist entirely of powers of 2 since otherwise N(a,)> 1 which by Lemma 
3 would mean that N(ak)>N(a,)+ 1 >,2 and, hence, N(n)aN(~,_~)3N(a~)+ 123. 
The first small step of the chain will occur after reaching a,. It will result in a number a,, 
such that ~(a,,)= 2. Its binary form must be 11 ... 2 or else by Lemma 3, 
N(ak)> N(a,)+ 122 which would mean that N(n)>, N(a,_ 1)), 3. Once ah is achieved 
it is doubled (if necessary) until a,+ is reached. There are i(b) places from a, to ak where 
a,, can be formed. That is, the chain from a, to ak looks like: 
at=2m+f, . . . . 2m+i,a,,=2m+i+2m+i-1 ,..,, ak=2~(b)+m+2NQ+m-1 
The number, i, can take on any value from 1 to i(b). Then a, is added to ak to get a,- 1, 
and a,_ 1 and ak are added to obtain n. Thus, (3, 2) contributes A(b) chains. 
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(2,2) This is the same as the m=O case except now there is the possibility: 
a,_,=100000~~~ l...d... where d=m 
+ak 
= lO()O()...l...d... 
n =]lOOO...lO...d... . 
By Observation 3.3, it may be assumed that a,_ 1 =ak+at. This means that 
at=2”(b)+m. The chain is all powers of 2 until a, is reached. At this point 2” is added to 
a, to obtain &. Then ak and a, are added to get a,_ 1, and a,_ 1 and ak are added to get 
n. Thus (2,2) contributes one chain for n. 
(2,l) As with the m=O case there are two possible configurations: 
a,_l=llOOO...O...d... (d=m+l) 
+ak = 1 . ..d... 
n =llOOO...l . ..d... . 
a,_ 1 = 10000 ... l... d ... (d=m+ 1) 
+ak 
= lO()O...O...d... 
n =11000.., 1 . ..d... 
In the first case with the reasoning used in (3,2) that showed there were A(b) ways to 
get to ak from a,, there are A(b)+ 1 ways to get to a,_ 1 from ak, and, hence, A(h)+ 1 
ways to obtain n. In the second case, N(a,_ 1) 3 N(ak) + 1 by Lemma 3. All members of 
the chain to ak are powers of 2 or else N(n) 3 N(a,_ 1) + 1 3 N(ak) + 2 3 3. There will be 
exactly one member of the chain (say a,,,) between ak and a,_ 1, and a,_ 1 = a, + ah for 
some h<m. Either v(a,)= 1 or 2. If v(a,)= 1, then a,=2ak=2’(b’+m+1. Then 2m+1 is 
added to a,,, to obtain a,_ 1, and a,_ 1 and ak are added to obtain n. If v(a,)= 2, then 
l(a,)=A(qJ for if i(a,)=jG(a,_l), it follows that N(a,_,)3N(a,)+ 122. Also, 
2a,>a,_,. If 2a,=a,_,, then a,,=a,, and this results in one chain for n. If 
a,=ak+2”+‘, then ah =ak which produces another chain for n. If a,=ak+2m+i for 
some i > 1, then v(ah) 3 2 as can be seen by examining a,, = a,_ 1 -a, in the configura- 
tion a,_l/a, which is a contradiction. Thus, (2, 1) yields a total of E,(b)+4 minimal 
addition chains for n. 
(1,2) This case contributes one way to obtain n by the same reasoning as used in the 
m=O case except that 2’“+r (instead of 1) is added to a,,, to obtain ak. 
There are 2i(b)+6 ways to obtain n if the last step is a nondoubling, and if this is 
combined with the number of ways to obtain n if the last step is a doubling, there is 
a total of 2m(i(b) + 3) +22(b) + 2 + 22(h) + 6 = 2(m + 1)(1.(b) + 3) +22(b) + 2 ways to ob- 
tain n in the (m+ 1)st case which establishes the theorem. 0 
The theorem states that NMC(2”‘b), where v(b) = 3 and b = 110000 - - - lz, is a linear 
function of m. That is, NMC(2mb) = c,m + c2 where ci =2(,?(b) + 3) and c2 =22(b) + 2. 
Examples. (i) n = 3 136 = 2649 = 1 100010000002. NMC(3 136) = (2)(6)(5 + 3) +(2)(j) + 
2= 108. 
(ii) n=3088=24193= 1100000100002. NMC(3088)=(2)(4)(7+3)+(2)(7)+2=96. 
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The proofs of Theorems 2 and 3 are tedious. Some further results will be stated; 
however, their proofs which employ the same methods as used in Theorems 2 
and 3 will be omitted. 
4. Further results 
In what follows O( ) is the usual Big Oh notation while a( ) is Big Omega and 
denotes that a function is bounded below by a constant times whatever is in the 
parentheses. These are combined in O( ) which means that both Big Oh and Big 
Omega are true. 
Theorem 4. If n=llll ...m...2 or n = 1 100 ... 11 ... m ... z (that is n = 2”b where 
k!(n)=4 and h=llll, or h=llOO---112), then NMC(n)=2(m+l)(m+2). 
Theorem 5. lf’n= 1010 ... 101 ... m ... 2 where v(n) = 4, then NMC(n) = 4(m + l)(m + 2). 
NMC(n) = 4(m + l)(m + 2)(m + 3). 
The Appendix lists the formulas for NMC(2”n) for n=2 and all odd integers 
n between 3 and 127 inclusive. The cases for n = 2, 3, 5, 9, 15, 17, 33,49, 51, 65, 85,97, 
and 99 have been proved in the prior theorems. Most of the rest are conjectures which 
can be established by the methods of proof used in Theorems 2 and 3. It is of interest 
to note that some of these formulas are linear in m, others quadratic in m, others cubic, 
etc. In fact 
NMC(2”81) = (m4 + 34m3 + 227m’ + 1346m + 768)/24, 
and it is not even clear that this is an integer! Some sense can be made out of this by 
looking at those cases where a factor chain yields a minimal addition chain for an 
integer n. 
5. Factor chains and NMC(n) 
If an integer n factors into n = ah for two integers a and h such that 1 <a, h <n then 
addition chains 1 = uo, ui, . . . , u,=uand l=ho,h,,...,h,=hforuand hcan be put 
together as follows to form an addition chain for n. 
1 =ug, a,, . . . ) u,=u,h,=u,uh,, . . . . uh,=uh=n 
The length of such a chain is r + s and so I(n) = l(d) < l(u) + l(b). If the factor chain 
method gives a minimal chain for ah, then [(ah) = l(u) + l(b). We will first look at cases 
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where n = pq, and p and q are relatively prime odd integers. The next result is needed 
for what follows. 
Lemma 5. Let p he an odd integer greater than one and suppose 1(2k+ ’ p) = l(2kp) + 1 for 
k>O. Then NMC(2”p)>m+ 1. 
The condition 1(2’+ 1 p)= /(2kp)+ 1 for k>O is really the requirement that 
1(2n)= l(n)+ 1. This seems reasonable since it means that a minimal chain to 2n can be 
found by taking a minimal chain for n and doubling n to obtain 2n. Utz [9] 
conjectured that l(2n) = l(n) + 1; however, Knuth [3] discovered 39 integers for which 
I(2n) = l(n), the first of which is n = 191, and it has subsequently been shown [7,8] that 
there are infinitely many integers for which 1(2n)=l(n). Also, if we let h(x) denote the 
number of integers n less than or equal to x for which l(2n) = l(n), then it turns out that 
h(20000)= 81. It would be nice to be able to prove that 1(2n)>l(n). 
We will designate as normal integers those integers, n, for which 1(2n) = l(n) + 1. The 
condition in Lemma 5 that 1(2k+’ p)= l(2kp)+ 1 for k 20 is the condition that all 
integers n = 2kp, k 3 0, are normal integers. All integers for which v(n) ~4 are normal 
integers while those integers for which v(n)< 16 and I(n)=i(n)+rlog2v(n)l are 
normal integers. The only nonnormal integers between 1 and 1000 that are 191, 701, 
and 743. If n is a nonnormal integer, then it seems that 2n is a normal integer. For 
instance, n = 191 is a nonnormal integer while 2n = 382 is a normal integer, and in fact 
NMC(191)=9787 while it appears that NMC(2”191)=4m for m> 1. There are more 
minimal chains for 191 than for 22446191! 
In what follows the integers involved are assumed to be normal integers, and from 
the preceding discussion, it can be seen that this encompasses a wide class of integers. 
It may be, though, that the set of nonnormal integers has positive density in the set of 
all integers. 
Proof of Lemma 5 (by induction on m). m =0: NMC(p) > 1 since by the well-ordering 
principle every integer has a minimal addition chain. 
We will assume that the mth case is true (i.e. NMC(2”p)>m+ 1) and consider the 
(m + l)st case. 
Each of the minimal chains for 2”p can be extended to a chain for 2m+‘p by 
doubling 2”~. All such chains are guaranteed to be minimal since 1(2mf’p)= 
1(2”p)+ 1. This gives at least m+ 1 minimal chains for 2”“~. Now if 
1(2k+‘p)=1(2kp)+ 1 for k30, it follows that 1(2p)=I(p)+ 1, !(22p)=1(2p)+ 1 =/(p)+2, 
etc. In general !(2,+i p)=l(p)+m+ 1. Thus, if l=ao, al, . . . , ur=p is a minimal chain 
for p then 
1,2,22 ,..., 2m+1=2m+1a0,2m+1al ,..., 2m+1a,_l, 2m+1a,=2m+‘p 
is a minimal addition chain for 2m+ ’ p since its length is 1 (p) + m + 1. Since p is odd, 
p=&=‘&i+$‘ where k<r-1. (If k=r-1, then ~=2a,_~ would be even.) Thus, 
ak <a,_ 1 and 2a,- 1 >p which implies that a,_ 1 >p/2 which means that 2m+1u,_ 1 > 2”~. 
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This chain has a second to last element that is larger than 2”p and as such is distinct 
from any of the minimal chains that were formed by doubling 2”‘~ to obtain 2”‘+‘p. 
Thus, N(2”‘+’ p) am+2 which establishes the lemma. 0 
The lower bound is tight when p = 3 since by Theorem 2, NMC(2m3) =m + 1. More 
generally, NMC(2”‘p)>(m+ l)NMC(p) since by the same reasoning as that used in 
Lemma 5, at least NMC(p) new chains can be added with each doubling. Thus, for 
a number such as n= 635 for which NMC(635)=27276, we have 
NMC(2”635) 327276m + 27276. 
As can be seen from the proof of the lemma, one of the characteristics of a sequence 
2kp, k 30, of normal integers is that 1(2kp) = k + I(p). 
Theorem 7. Jf p < q are odd integers greater than one which are relatively prime (i.e. 
(p, q)= 1) and if 2kp, 2kq, and 2kpq, k>O, are normal integers, and if the factor chain 
method gives a minimal chain.for pq, then NMC(2mpq)>,(m+ l)(m+2). 
Proof (byinductiononm). m=O:If l=a,,ar,...,a,=pand l=ho,bI,...,b,=qare 
minimal chains for p and q respectively, then 
1 =a,,, al, . . , a,=p,pb,, . . . . ph,=pq and 
l=b,, br ,..., b,=q,qa, ,..., qa,=pq 
are two dinstict minimal chains for pq since (p, q)= 1 and p<q precludes q from 
occurring in the first chain (otherwise q =pbi for some i, 0 <i < s which implies q 1 hi 
where hi < q). Thus, NMC(2”pq) = NMC(pq) 3 2 = 1’ + 1 =(m + l)(m + 2). 
Now we will suppose that case m is true and consider the (m + 1)st case. First, there 
are at least (m + l)(m + 2) minimal chains for 2mt ’ pq by the inductive hypothesis since 
each minimal chain for 2”pq can be extended to a minimal chain for 2”+‘pq by 
doubling 2”pq. This uses the fact that 1(2kpq)= k+l(pq) for k>O. 
Consider the two minimal chains (one for p, one for q) in case m = 0. By Lemma 5, 
NMC(2”+’ p)am+2 and NMC(2”“q)>,m+2. The chain 
1,2 ,..., 2’“+‘p,2”‘+‘pb1 ,..., 2m+‘pb,_,,2m+‘pb,=2m+‘pq (2) 
consists of m + 1 + I(p) + I(q) = I(pq) + m + 1 = 1(2m+ ’ pq) steps. We are assuming that we 
are using a minimal chain for 2”+’ p. There will be at least m + 2 chains of this type 
since NMC(2”‘+ ’ p) >m + 2. Also, I(pq) = I(p)+ l(q) since we are assuming that the 
factor chain method gives a minimal chain for pq. Each of these chains will be different 
from any of those obtained by doubling 2”pq. This can be seen by observing the 
second to last element in such a chain. As before since q is odd, q= b,_ 1 + bk is 
a nondoubling and so 2b,_ 1 >q. This in turn means that 2”“‘pb,_ 1 > 2”pq, and thus, 
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the second to last element cannot be in any of the chains where 2”pq is doubled to get 
2m+1pq. Now consider chains of the form 
1,2 ,..., 2m+1q,2m+1qaI ,..., 2m+1qa,_1,2m+1qal=2m+1pq (3) 
By the same reasoning there are at least m+2 minimal chains of this form distinct 
from any minimal chains obtained by doubling 2”pq to obtain 2”+ ‘pg. Also, since 
p <q and (p, q)= 1, the element 2”+’ q cannot appear in any of chains in (2) by 
essentially the same reasoning as used in case m = 0. 
There are at least (m + l)(m + 2) + m + 2 + m + 2 = (m + 2)(m + 3) minimal chains for 
n=2”“‘pq which establishes the theorem. 0 
As with Lemma 5, Theorem 7 can be strengthened to state more generally that 
NMC(2”pq) 2 NMC(p)NMC(q)(m + l)(m + 2). 
Corollary. Zfp, < p2 . . . < p, are pairwise relatively prime odd integers greater than one, 
l(plcl Pkg “‘Pk,)=I(Pk,)+l(Pk,)+ .‘. +bkt) and 1(2kpklpk2 “‘Pk,)=k+bk,Pk, “.Pk,) 
for all subsets kl < kz < ... <k, of { 1,2, . . , r}, then NMC(2”p, pz . . . p,) > 
(m+ 1) ... (m+r). 
We are dealing with normal integers for which the factor chain method is minimal. 
In this case NMC(2”p, p2 . . . p,) = Q(mr). The proof of the corollary is similar to that of 
the theorem with the inductive hypothesis being that the theorem is true for all 
numbers with r - 1 or less factors and all m 3 0. Case r is considered and proved by 
induction on m. Once again the corollary can be strengthened to say 
NMC(~“PIP, . ..~~)>NMC(p.)...NMC(p,)(m+l)...(rn+r). 
If identical factors are present, the results are potentially different since the prior 
theorems made use of the fact that the factors were pairwise relatively prime. 
Nevertheless there does appear to be some carry over. For example: 
(i) NMC(2”3’) =(m + l)(m + 6)/2 by Theorem 2. 
(ii) NMC(2m35)=(m5+55m4+725m3+7505m2+17514m+11160)/120. 
It seems that for those integers which can be expressed as a product of factors and 
for which the factor chain using these factors results in a minimal chain 
NMC(n) = 0(m’) where r is the number of factors distinct or not. When the factors are 
pairwise relatively prime, then the coefficient of m’ is greater than or equal to one 
whereas when some of the factors are identical then this coefficient can be less than 
one. 
It should be noted that if we are dealing with factors which satisfy the conditions of 
those in Theorem 7 or its corollary, and if NMC(2”plp2 ... pJ = O(mk), for k < r then 
the factor chain method (using the factors pl, p2, ... , p?) does not produce a minimal 
chain for plp2 ... pr. For example, n = 33 = (3)( 1 l), and NMC(2”33) = 2m + 2 by The- 
orem 2, and the factor chain does not produce a minimal chain for this integer. 
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For the case of two factors either A(pq)=i(p)+ i(q) or A(pq)=i(p)+ i.(q)+ 1. In 
the first case, the factor chain method will produce a minimal chain for pq if 
N(pq)= N(p)+N(q) as can be seen from the fact that 
&Pq)=aq)+N(Pq)=4P)+4q)+ N(p)+ N(q)=!(p)+/(q) 
In the second case, the factor chain method will produce a minimal chain if 
N(pq) = N(p) + N(q) - 1. We are assuming that all chains are minimal. It is quite likely 
that N(p)+ N(q)--N(pq) can be made arbitrarily large. In any event, if 
N(p) + N(q) - N(pq) > 1 and if all chains are minimal, the factor chain method will not 
produce a minimal addition chain for py. 
Loosely speaking, the factor chain is likely to produce a minimal addition chain for 
an integer n=pq if the number of ones in the binary representation of n is large in 
comparison to the number of ones in the binary representations of p and q since the 
number of small steps increases with the number of ones in the binary representation 
of an integer. This suggests that if v(pq) whose maximum possible value is v(p)v(q) is 
‘near’ this value, then the factor chain is minimal. For instance, if p = 3 = 11 2 and 
q=21845=101010101010101,, then v(pq)=v(p)v(q), and in fact I(pq)=1(65535)= 
19=2+17=1(3)+/(21845)=I(p)+l(q). 
Brauer [l] proved that 1 (n)/log,n + 1 as n goes to infinity. If n=2k+ 1, then 
I(n)= k+ 1. The factor chain method produces a chain of length t(k+ 1) for n’. 
lim r(k+U<(k+l) 
t-lj log2n’ k 
This ratio approaches one as k gets large which suggests that for a given t the factor 
chain method may well produce minimal chains for numbers of the type n’ for large k. 
This suggests that NMC(2m(2k+ l)‘)=Q(m’) for sufficiently large k which in turn 
supports the following conjecture. 
Conjecture. Given an arbitrary positive integer r, there exist odd integers n such that 
NMC(2”n)=R(m’). 
It appears that there are integers n for which the growth in NMC(2”n) is poly- 
nomial of arbitrarily high degree while on the other hand we know that if n = 2, then 
NMC(2”n) = 1. The growth of sequences of the form NMC(2”n) never appears to be 
exponential in m although NMC(22mP13)=2m. It would be of interest to determine 
whether the growth of supi<n NMC(i) is exponential as n+a or if the subsequence of 
strictly increasing terms is exponential. 
6. A curiosity 
We know that NMC(2”)=1 and that NMC(2”+1)=2 for m=2 and m>3. Are 
there other integers n > 3 for which NMC(n) < 2? It might be supposed that there are 
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certain ‘hard to get to’ integers n which have only one minimal addition chain. 
However, there do not appear to be any integers besides the powers of two and n = 3 
for which NMC(n)= 1. One reason for this is that if 1 =a,, <a, < ... <a,=n is 
a minimal addition chain for an integer n then it is highly likely that there will be at 
least one place in the chain where three consecutive elements occur ai_ 2, ai- 1, ai such 
thatui=ui_,+uk,k<i-1 andai_1==ai_2+a,,whereh#k. Ifthisisthecase,then~~ 
and ah can be interchanged SO that Ui-1 =LZ_~+U~ and Ui=Ui~l +a,,. In either case 
ui = ai _ 2 + uk + ah. If the original ai 1 is not needed in any steps after the ith step, then 
we have produced a second minimal addition chain for n since uk # ah which means 
a,_ 1 is different in each chain. If n is odd, then it is true that n=u,_ 1 +uk where 
k < r - 1. Thus, the prior conditions will be met if a,_ 1 = a,_ z + ah where ah #ak. As 
v(n) increases it might be supposed that conditions such as these will occur more 
frequently. If say, b non-overlapping blocks of three consecutive integers occur in 
a minimal chain where Ui_l can be changed in each block and is not needed further 
along in the chain, then this will give rise to 2b minimal chains for n. 
There are, however, some numbers that run counter to these arguments. In Table 1, 
it can be seen that NMC(2467)=2. Since 2467= 100110100011,, v(2467)=6. If 
ni=(9)(22’+6)+(5)(2i+4)+3, then v(ni)=6, and it appears that NMC(ni)=2 for i>O. 
This has been confirmed for the first seven terms of the sequence. n = 2467 is the first 
term in this sequence. Also, if ni=(81)(2’)+25, then v(n,)=6, and it appears that 
NMC(ni)=2 for i>O. 
It is of some interest to find other integers for which NMC(n)=2 but perhaps of 
more interest to settle the question as to whether there are integers n > 5 that are not 
powers of two for which NMC(n)= 1. 
7. Conclusion 
The function NMC(n), which on the surface displays erratic behavior, nevertheless 
displays some order when examined more closely. The proof techniques used in 
Theorems 2 and 3 are tedious, but it is not out of the question to automate them so 
that further results on NMC(n) as well as other questions can be handled more easily. 
Several questions concerning NMC(n) have been posed along the way. There are 
questions as to when the hypotheses of the various theorems hold. While obtaining 
formulas for NMC(n) for any n seems very hard, improving lower and upper bounds 
for the growth of NMC(n) will be easier. It seems reasonable to conjecture that the 
growth of NMC(2”‘p) is linear in m for any prime p. For what composite numbers is 
the growth also linear?. 
The function NMC(n) helps to determine when the factor chain method produces 
a minimal chain for an integer n. It also might be used to help answer certain questions 
of the following nature. If it is known for example that a certain number has four 
minimal chains, then the search can stop after these four chains are found. Also, if the 
four chains found are nonstar chains, then it is known that this number has no 
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minimal chains which are star chains. Answering questions such as this latter one 
could conceivably shed more light on the Scholz-Brauer conjecture. It would indeed 
be a significant development to be able to demonstrate that there are numbers which 




n=2 and odd n, 3<n<l27 
A asterisk indicates that the result has been proved. 






























































































Table 2 (continued) 
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n NMC(2”n) Valid for 
15 2m3 + 26m2+ 56m + 32 m>3 
71 4m+4 
79 1848m-204 m>4 
81 (m4+ 34m3 + 221m2 + 1346m + 768)/24 m>l 
83 4mf4 
*85 4m2+ 12mf8 
87 275m2+1123m+169 ma4 
89 971mf 158 m>3 
91 126m2+ 1164m- 142 m&4 
93 190m’ + 549m + 264 ma2 
95 146m2 +270m+ 192 ma1 
*97 18m+ 14 
*99 2mZ+6m+4 
101 732m-203 m>4 
103 400m - 27 1 ma4 
105 18m3+201m2+548m+292 m>2 
107 84m ma2 
109 350m- 17 
111 79m2+ 13m+96 m>l 
113 212m+ 104 ma2 
115 8m2+71m+37 m>l 
117 7ms+64mz+ 147m+86 
119 18mz+38m+20 
121 247m + 78 m>2 
123 35m2+95m+64 
125 (4m3+ 108m2+248m+ 144)/3 
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