Five experiments monitored eye movements in phoneme and lexical identification tasks to examine the effect of within-category subphonetic variation on the perception of stop consonants. Experiment 1 demonstrated gradient effects along voice-onset time (VOT) continua made from natural speech, replicating results with synthetic speech (B. McMurray, M. K. Tanenhaus, & R. N. Aslin, 2002) . Experiments 2-5 used synthetic VOT continua to examine effects of response alternatives (2 vs. 4), task (lexical vs. phoneme decision), and type of token (word vs. consonant-vowel). A gradient effect of VOT in at least one half of the continuum was observed in all conditions. These results suggest that during online spoken word recognition, lexical competitors are activated in proportion to their continuous distance from a category boundary. This gradient processing may allow listeners to anticipate upcoming acoustic-phonetic information in the speech signal and dynamically compensate for acoustic variability.
The remarkable ability of human listeners to understand spoken language stands in stark contrast to the highly variable acoustic cues that signal phonemic distinctions. Attempts to find contextindependent or invariant cues to simple phonetic features such as place of articulation have met with little success, suggesting that simple invariants do not exist and that speech perception must be at least partially context dependent. At its heart, the search for invariant acoustic cues in the speech signal is based on the assumption that perception is fundamentally a problem of transforming a continuous and contextually varying signal into discrete and contextually invariant units such as phonemes and words. Continuous aspects of the signal are thought to represent noise that must be discarded during perception, and so-called invariant cues represent nuggets of discreteness buried in this continuous signal.
It is now clear that the variance-reduction assumption is unfounded both with respect to the perceptual system, which clearly retains continuity in the signal (Andruski, Blumstein, & Burton, 1994; Goldinger, 1998; McMurray, Tanenhaus, & Aslin, 2002; Miller & Volaitis, 1989) , and with respect to the signal itself, in that few such invariant cues have been found (Lindblom, 1996) .
The system must balance the efficiency of discarding continuous detail in favor of discrete representations (categorical perception) with the rich information source it offers if it is retained. A long history of phonetic-level work has shown that task variation can alter this balance (e.g. Carney, Widden, & Viemeister, 1977; Pisoni & Tash, 1974) in favor of retaining continuous detail. More recently, emerging work shows that word recognition may strongly tilt the scale toward continuity (e.g., Andruski et al., 1994; Goldinger, 1998; McMurray et al., 2002) and that this may benefit online recognition (e.g., Gow, 2001; Gow & McMurray, 2007) .
The purpose of this article is to build on recent work (McMurray et al., 2002) demonstrating that word recognition is systematically sensitive to continuity in the speech signal. First, we ask whether such sensitivity is robust over changes in stimulus (natural vs. synthetic speech). Second, we build an explicit link between the sorts of task variables that have been found to affect categorical perception and the eye-tracking/word recognition paradigms that have recently shown support for a more gradient speech perception system. To put this in historical perspective, we start by discussing evidence for and against the hypothesis that speech is perceived categorically to illustrate the underlying continuity in speech perception and the importance of task. We then discuss work showing that this continuity is carried up to higher level processing: spoken word recognition. Finally, we present five experiments that bridge these two domains.
alternative forced-choice labeling task, participants identified exemplars along this continuum as falling into three distinct categories, with sharp discontinuities at the category boundaries. Equally important, in an ABX discrimination task, participants were able to discriminate between adjacent exemplars along the continuum only if they straddled a category boundary; discrimination of exemplars from within each of the three categories was near chance. Thus, discrimination performance along the continuum was predicted largely by category membership, a pattern of responding that violates Weber's law and was named categorical perception. This finding has been extensively replicated in both speech (e.g., Ferrero, Pelamatti, & Vagges, 1982; Kopp, 1969; Larkey, Wald, & Strange, 1978; Liberman, Harris, Kinney, & Lane, 1961; Philips et al., 2000; M. E. H. Schouten & Van Hessen, 1992; Sharma & Dorman, 1999) and nonspeech domains (e.g., Beale & Keil, 1995; Bornstein & Korda, 1984; Freedman, Riesenhuber, Poggio, & Miller, 2001; Howard, Rosen, & Broad, 1992; Newell & Bülthoff, 2002; Quinn, 2004) . It implies that continuous detail is lost in favor of discrete, categorical representations, as assumed by variance-reduction approaches to speech perception (see Repp, 1984 , for a review).
In contrast to the foregoing idealized view of categorical perception, a large body of evidence suggests that under many testing conditions listeners are sensitive to within-category differences (i.e., subphonetic detail). In one of the earliest demonstrations, Pisoni and Lazarus (1974) used a 4AIX task 1 in which participants were asked to detect which of two pairs of speech stimuli contained different tokens (the other pair contained identical stimuli). This measure of discrimination revealed that listeners are sensitive to within-category distinctions. Using a same-different task to minimize memory demands, Carney et al. (1977) also showed evidence of within-category sensitivity. Pisoni and Tash (1974) demonstrated sensitivity to within-category variation in reaction times to single tokens along a synthetic continuum; prototypical exemplars were responded to faster than exemplars near the category boundary. In addition, training studies have shown that category boundaries can undergo changes, that categorical discrimination can be attenuated, and that previously indistinguishable stimuli can be separated into novel categories (Carney et al., 1977; McClelland, Fiez, & McCandliss, 2002; Pisoni, Aslin, Perey, & Hennessy, 1982; Samuel, 1977) . Finally, a range of studies using both selective adaptation (Miller, Connine, Schermer, & Kluender, 1983; Samuel, 1982) and goodness ratings (Allen & Miller, 2001; Massaro & Cohen, 1983; Miller, 1997; Miller & Volaitis, 1989) have shown graded responses within categories. Ratings (or adaptation effects) are highest for prototypical exemplars and fall off monotonically for exemplars near the category boundary, even when all exemplars are judged to be members of the same category.
The foregoing evidence led to a consensus that speech categories are fundamentally graded (as either prototypes or clusters of exemplars) and that these graded categories interact with continuous auditory cues during perception. These interactions can enhance differences between tokens of different categories (e.g., Kuhl, 1991; see Goldstone, Lippa, & Shiffrin, 2001 , for an example in a nonspeech domain). Such an approach does not require a specialized perceptual mechanism or mode; rather this crossboundary enhancement arises from normal interactive processes during perception (e.g., Anderson, Silverstein, Ritz, & Jones, 1977; McClelland & Elman, 1986; McMurray & Spivey, 1999; Spivey, 2006; see Damper & Harnad, 2000, for a review) .
Note that these interactive processes do not eliminate sensitivity to continuous detail, and task and memory demands may alter the relative degree of cross-boundary enhancement and withincategory sensitivity. These findings motivate several important questions. First, how do task variables influence this balance between preserving continuous cues and enhancing contrast? The bulk of prior work on the effect of task has examined measures of discrimination (e.g., Carney et al., 1977; Gerrits & Schouten, 2004; Pisoni & Lazarus, 1974; B. Schouten, Gerrits, & Van Hessen, 2003) . However, the identification of speech tokens is more fundamental to spoken language processing than discrimination, and it is less likely to be confounded with short-term memory issues (Pisoni, 1973; Pisoni & Lazarus, 1974) . Second, and perhaps more important, does within-category sensitivity to continuous detail affect spoken word recognition? If such information survives early perceptual processes, it may allow the lexical access system to take advantage of systematic regularities in the signal to enhance word recognition processes. In particular, for such information to be helpful, lexical activation must be monotonically related to the continuous cues in the signal, the hallmark of gradient sensitivity.
Gradient Sensitivity in Word Recognition
In the domain of lexical processing, a growing number of studies have found effects of continuous subphonetic variation on measures of spoken word recognition. For example, withincategory variation in vowel duration affects the segmentation and activation of embedded words, such as ham-hamster and capcaptain (Davis, Marslen-Wilson, & Gaskell, 2002; Salverda, Dahan, & McQueen. 2003; Salverda et al., 2007) , as well as doubly embedded words, such as cargo (Gow & Gordon, 1995) . Vowel length also has a continuous influence on the perception of wordfinal voicing (Warren & Marslen-Wilson, 1988) . Moreover, listeners are sensitive to mismatches between coarticulatory cues in the vowel and postvocalic consonants that can be created through cross-splicing (Dahan, Magnuson, Tanenhaus, & Hogan, 2001; Dahan & Tanenhaus, 2004; Marslen-Wilson & Warren, 1994; McQueen, Norris, & Cutler, 1999; Streeter & Nigro, 1979) . However, it is well established that vowels are perceived less categorically than consonants (Fry, Abramson, Eimas, & Liberman, 1962; Healy & Repp, 1982) . Thus results from vowels may not generalize to consonants. In addition, most of the studies with vowels (a notable exception is Warren & Marslen-Wilson, 1988) were limited to qualitative effects-none included the systematic (and fine-grained) acoustic manipulations that are the hallmark of studies demonstrating categorical perception and that are necessary for evaluating whether there are monotonic effects of within-category variation.
Perhaps the most direct evidence of within-category sensitivity in lexical processing comes from recent studies demonstrating 1 A 4AIX task is a standard psychophysical task in which subjects hear four sounds in succession. Three of these sounds are the same and one is different. The subject must determine if the first pair or the second pair contains the difference. effects of within-category variation for consonants varying in voice-onset time (VOT). Andruski et al. (1994) used semantic priming to assess lexical activation after participants heard stimuli that were fully voiceless (approximately 80 ms of VOT), one-third voiced (53 ms), or two-thirds voiced (27 ms). There was less priming for the target word (e.g., time) when it was two-thirds voiced (more /d/-like) than when it was one-third voiced or fully voiceless (more /t/-like), suggesting that activation of voiceless targets is reduced as VOT values are shortened to approach the /d/-/t/ category boundary. Utman, Blumstein, and Burton (2000) found the converse effect when primes were the minimal pair competitor (e.g., dime, after hearing time): There was more priming for the competitor when the target was two-thirds voiced (more /d/-like) than when it was one-third voiced or fully voiceless (more /t/-like). These two studies suggest that within-category variation in either the prime or the target affects the magnitude of semantic priming, a measure that clearly taps lexical processing. However, similar to the research on within-category variation with vowels, these studies assessed only a few points along the phonetic dimension of interest, in this case three points on a VOT continuum. The two-thirds voiced stimuli had an average VOT of 27 ms, which is close to the /d/-/t/ category boundary; there was no effect for the one-third voiced stimuli. Thus, one could argue that tokens located near the category boundary (the region of highest uncertainty) were primarily responsible for these effects. Moreover, as a result of the coarse grain of the stimulus manipulation (three 27-ms increments), these studies do not address the question of whether within-category effects are truly gradient (i.e., monotonically related to distance from the category boundary).
A third study of within-category effects on stop consonant perception forms the basis for the present series of experiments. McMurray et al. (2002 , see also McMurray, Tanenhaus, Aslin, & Spivey, 2003 examined within-category sensitivity using a measure of lexical activation based on the visual world paradigm (Cooper, 1974; Tanenhaus, Spivey-Knowlton, Eberhard, & Sedivy, 1995) , as adapted for spoken word recognition (Allopenna, Magnuson, & Tanenhaus, 1998 ). In McMurray et al. (2002 , participants heard tokens from one of six VOT continua instantiated as word-initial consonants (beach-peach, bear-pear, balepail, bomb-palm, bump-pump, butter-putter) ranging from 0 to 40 ms in 5-ms steps. After hearing each token, participants selected (with a mouse click) the corresponding picture from a computer display containing the target (e.g., beach), its voicing competitor (e.g., peach), and two unrelated items (e.g., ladder and shark). Eye movements were monitored throughout the experiment to provide a measure of the probability of fixating each of the four pictures before, during, and after the target word was presented. As expected, McMurray et al. (2002) showed that the probability of fixating the target picture increased as the word unfolded, and the probability of fixating the competitor picture increased and then decreased over time. More important, the magnitude of this transient competitor activation increased monotonically as the target VOT approached the category boundary. That is, as VOT approached the category boundary, participants were more likely to look at the competitor picture-even when the trials on which participants clicked on the competitor were excluded from analysis. These gradient effects were found on both sides of the category boundary. Moreover, linear trends within both phonetic categories were reliable even when data from tokens immediately adjacent to the category boundary were removed. Thus, the evidence for gradiency was not simply the result of uncertainty near the category boundary.
The present series of studies uses the visual world paradigm to provide further evidence that online spoken word recognition shows gradient sensitivity to within-category variation in VOT. Although most of the applications of the visual world eye-tracking paradigm have focused on issues of time course, the paradigm is also well suited to investigating questions about gradiency. Eye movements are extremely sensitive to fine-grained acoustic variation. But most important, the paradigm allows for trial-by trial response-contingent analyses. These analyses reduce the likelihood that what appear to be gradient effects might emerge because of noise in the system. Such noise might arise from the fact that as VOT gets closer to the category boundary, the probability of the stimulus being heard as an exemplar of the cross-category competitor increases. The visual world paradigm allows us to filter out such trials. For example, in examining a /p/-/b/ VOT continuum for peach-beach, looks to the picture of a peach can be examined for only those trials on which participants indicate that they have heard the input as the word beach. This allows an assessment of within-category sensitivity during lexical or phoneme identification tasks, something not possible with other measures.
Given standard linking hypotheses, 2 the proportion of fixations to competitor words during online recognition of the target word reflects the degree of lexical activation of, or evidence for, the competitor (Allopenna et al., 1998; Dahan, Magnuson, Tanenhaus, & Hogan, 2001; Magnuson, Tanenhaus, Aslin, & Dahan, 2003; Tanenhaus, Magnuson, Dahan, & Chambers, 2000) . Crucially, fixations are sensitive to word frequency, cohort density, and neighborhood density, establishing that the eye-tracking paradigm taps into lexical processing (Magnuson, Dixon, Tanenhaus, & Aslin, 2007) .
We used the same method as McMurray et al. (2002) to monitor eye movements to potential referents during online word recognition. First, we replicated the presence of gradiency for natural speech tokens that differ in voicing (e.g., beach and peach), thereby showing that gradiency is not limited to the use of synthetic speech. We then used this eye-tracking method to ask whether gradiency is present for synthetic speech when the tokens are CV syllables rather than words and to examine how task variables affect the magnitude of these gradient effects. Even within this relatively simple paradigm, the range of task variables that may play a role is extensive. Here we examined the number of response alternatives, the word-nonword status of the stimulus, and the nature of the task (phoneme decision vs. lexical decision). It was simply not possible to manipulate all of these factors parametrically, which would create more than a dozen experiments. Instead, we selected four representative tasks that sample the space of possible experiments. Although this admittedly makes it difficult to isolate specific factors that may change the balance between categorical and gradient representation, it does allow us to identify overall trends. Some evidence of gradiency was found in all four of these experiments, demonstrating that phonemic processing and lexical processing are each sensitive to subphonetic details in the input. We argue that this within-category acoustic detail is useful for online word recognition, despite the underlying bias to perceive phonetic distinctions categorically using classic phoneme decision tasks.
Experiment 1: Gradiency in Natural Speech Stimuli
The strongest evidence for gradient sensitivity to VOT in lexical access comes from the McMurray et al. (2002) study described earlier. However, a number of studies have suggested that some of the effects documented with single-cue variation, as studied in the laboratory with synthetic speech, may not generalize to natural speech stimuli, which have a richer set of correlated cues. For example, Shinn, Blumstein, and Jongman (1985) attempted to replicate two context effects on phonetic categorization: the Ganong effect (in which lexical status influences phoneme category judgments; Ganong, 1980) and the effect of vowel length on manner of articulation judgments. When their continua were varied naturally (e.g., multiple dimensions varying simultaneously), both context effects were reduced or disappeared. When only one or two dimensions were varied in isolation, the context effects clearly emerged. Although subsequent research (Miller & Wayland, 1993 ; see also Burton & Blumstein, 1995) showed that the effects would reemerge with the more complex continua when the stimuli were presented in background noise (multitalker babble), these studies point out that natural variation in speech may contain perceptual redundancies that could diminish the magnitude of some laboratory phenomena. Most important for the present work, processing may be more categorical with natural speech than with synthesized speech. M. E. H. Schouten and van Hessen (1992) assessed discrimination in a place of articulation continuum created using a spectral averaging technique that yielded extremely natural sounding stimuli. Using this continuum, they found nearly perfect categorical perception. Later work subsequently showed that this effect was reduced when less natural stimuli were created with LPC (linear predictive coding) resynthesis and Klatt synthesis (Van Hessen & Schouten, 1999) . In light of these findings, it is important to consider whether the gradient within-category effects reported by McMurray et al. (2002) with synthetic speech would also be found with more natural stimuli.
Experiment 1 uses stimuli constructed from natural speech tokens with the progressive cross-splicing method described by Andruski et al. (1994) . Progressively longer portions of the onset of a voiced sound are replaced with similar amounts taken from the aspirated period of a voiceless sound. This creates variations in VOT in which multiple additional cues to voicing are also present (e.g., aspiration, as well as heightened pitch and first formant frequency). Moreover, because such stimuli are constructed from recordings of speech produced by a human vocal tract, they sound much more natural than synthetic speech.
Method
Participants. Twenty-one University of Rochester undergraduates were recruited from a departmental pool for this experiment. Participants for this experiment and each of the subsequent experiments were recruited, and informed consent was obtained in accordance with university human participant protocols and American Psychological Association ethical standards. All participants were monolingual speakers of English, and none reported having hearing difficulties. Participants received $10/day for their participation in this experiment.
Speech stimuli. Auditory stimuli consisted of the same word pairs used in McMurray et al. (2002) . There were six /b/-and /p/-initial minimal pairs (beach-peach, bale-pail, bear-pear, butter-putter, bomb-palm, and bump-pump) , six /l/-initial filler words (leaf, lamp, leg, lock, lip, ladder) , and six /sh/-initial filler words (shark, shell, ship, sheep, shirt, shoe) .
The /b/-/p/ continua were constructed from recordings of natural speech by progressive cross-splicing (similar to Ganong, 1980; Andruski et al., 1994) .
3 Seven to 10 productions of each endpoint word were obtained from a male speaker of American English. Tokens were recorded in a quiet room with a Kay Elemetrics CSL 4300B A/D converter (KayPENTAX, Lincoln Park, NJ) at 11025 Hz. From these tokens, a single pair of endpoints was selected for each of the six continua. Endpoints were chosen such that the voiced endpoint had a VOT as close to 0 ms as possible and the voiceless token had a VOT greater than 40 ms. Over and above this criterion, endpoint pairs were also selected to best match on pitch, sound quality, and formant frequencies. For each continuum step, a portion of the /b/-initial tokens (progressively larger portions in approximately 5-ms increments) was removed and replaced with corresponding material from the onset of the /p/-initial tokens (the burst and aspiration portions). Thus the rhyme portion of each stimulus came from the /b/-initial tokens, whereas the onset came from progressively larger portions of the /p/-initial tokens. Splice points were selected at approximately 5-ms increments across the voiceless sections of the /p/-initial tokens and at corresponding locations in the initial voiced sections of the /b/-initial tokens, to create nine-step continua with roughly 5 ms of VOT between steps. All splices were made at zero crossings of the waveform, which necessarily resulted in continua that were not uniformly spaced. After construction, the VOT of each continuum step was measured by careful examination of the spectrogram and waveform (see Table 1 ).
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The same speaker who recorded the test items recorded the filler items. Multiple recordings were made for each of the six /l/-initial and /sh/-initial words, and tokens were selected on the basis of overall quality and prosodic match to the experimental materials (the /b/-/p/ continua). The filler and experimental items were normalized to the same mean RMS (root-mean-squared) amplitude. Each sound file was preceded by 100 ms of silence.
Visual stimuli. The pictures corresponding to each word were identical to those used in McMurray et al. (2002) and are available upon request from Bob McMurray.
Procedure. The procedure followed the same protocol as McMurray et al. (2002) . After arriving at the lab, an EyeLink II head-mounted eye tracker (Sensomotoric Instruments, Boston, MA) was calibrated with the standard 9-point calibration procedure. Participants then read the instructions and began the experiment. Because it was difficult to create easily identifiable pictures for two of the items (bump and putter), participants received two brief blocks of training trials on the first day of testing to familiarize them with the name-picture mapping. On the first training block, participants saw each of the 24 pictures once in isolation with its name printed below it. On the second block, they saw four pictures (/b/-, /p/-, /l/-and /sh/-initial items) and the printed name in the center of the screen. In this block, participants clicked on the named picture to advance to the next training trial. Clicking on a picture that did not match the word prevented the trial from advancing and the participant was required to click on the matching picture. There were 48 four-alternative forced-choice (4AFC) training trials, with each picture serving as the target item twice.
After training, the test session began. On each test trial, participants saw four pictures on a 22-in. computer monitor accompanied by a small blue circle in the center of the display. After 500 ms (during which participants could scan the screen to determine the location of each picture), the central blue circle turned red. The participant was instructed to click on the circle. This established that the mouse was at the center of the screen. As a result the participant was usually fixating the center of the screen at the onset of the target word. Immediately after the participant clicked, the circle disappeared, and the participant heard 1 of the 24 words. Their task was to click on the corresponding picture, which ended the trial. Participants were not encouraged to respond rapidly. Rather, they were told to take their time, to perform the task as naturally as possible, and to ignore the eye tracker to the best of their ability.
Testing took place in two sessions lasting approximately 50 min each. There were no training procedures on the second day. Each session consisted of 540 trials: five repetitions at each continua step ϫ nine continua steps ϫ six continua with an equal number of filler trials. Every 54 trials, participants performed a calibration task to allow the software to compensate for any slippage of the eye tracker on the head.
It was possible that the random assignment of filler items across trials would alert participants to the possible match between /b/-and /p/-initial items. Thus, across the entire experiment, the /b/-and /p/-initial items were paired with a single set of /l/-and /sh/-initial fillers to create a consistent set of four words (e.g., beach, peach, lamp, and ship). Each of these sets was maintained throughout the experiment but was randomized between participants (with the restriction that semantically related pictures, e.g., beach and shell, never appeared in the same set).
Eye-movement recording and analysis. Gaze position was recorded at 250 Hz by a head-mounted EyeLink II eye tracker. This system tracks both eyes and compensates for head position to yield a data set containing gaze position in screen coordinates at 4-ms increments. The data stream from the eye tracker was automatically parsed into events such as saccades, fixations, and blinks using the system's default parameters.
For analysis, the record of parsed events was converted into fixations on the four displayed pictures that lasted from the onset of a saccade to a specific location to the offset of the corresponding fixation. These were then transformed into a 250-Hz record of which object the participant was fixating at any given time by mapping the average position during the fixation onto the screen coordinates of the displayed items. Items on the screen were 200 pixels tall and 200 pixels wide, and these boundaries were extended by 100 pixels to account for errors of calibration and drift in the eye tracker. This did not result in any overlap between the four regions on the screen containing the pictures (these regions were each separated by 324, 580, and 664 pixels in the vertical, horizontal, and diagonal directions, respectively).
Eye movements were recorded for 2,000 ms after the onset of the auditory stimulus. On 93% of the trials, participants responded within this window (for the remaining 7%, the eye-movement record was truncated at 2,000 ms).
Results
Mouse-click responses. Given the inherent variability of stimuli constructed from natural speech, it is important to determine how participants labeled the stimuli before analyzing the eyemovement data. Participants selected a filler item for a /b/-/p/ trial on only 0.07% of the trials, and these trials were excluded from further analysis. Figure 1 displays the results obtained from the final identification response provided by each participant's mouse click, averaged across participants for each of the six continua. Logistic functions were fit to each of the six continua for each participant to yield estimates of category boundary, amplitude, slope, and bias (average R 2 ϭ .995). Although all four parameters were estimated for each participant, only category boundary is discussed in this and subsequent analyses as a source of individual differences. There was much more variability in category boundary because of item (continuum) than because of participant (SD item ϭ 3.44, SD participant ϭ 2.20). Item variability was consistent across participants, F(5, 80) ϭ 46.1, pϽ .001, with bear and beach having category boundaries at longer VOTs than the other four continua. Nonetheless, identification functions were smooth and relatively steep, validating both our methodology and our edited natural stimuli.
Fixation proportions. As in McMurray et al. (2002) , only trials in which participants selected the correct target were included in the subsequent analyses. This tended to minimize variation in looks to the target-essentially these fixations were at ceiling-making this measure of limited utility. Analyses focused on the proportion of fixations to the pictures of the competitors, the word corresponding to the other endpoint along a given continuum (e.g., if the participant selected beach but looked to the peach).
Evaluating whether there are gradient looks to competitors for natural stimuli is complicated by variability in VOTs across continuum steps in different continua (because of the cross-splicing manipulation and by variability in category boundaries both between participants and items). Accordingly, we present two analyses that treat VOT slightly differently as a within-participant factor. This was done to minimize the likelihood that we would falsely obtain effects specific to one set of decisions about how VOT and category boundaries map onto discrete steps in an analysis of variance (ANOVA) framework.
Both analyses use the same dependent measure: the average proportion of fixations to the competitor object over a time window from 300 to 2,000 ms after trial onset (similar to McMurray et al., 2002) . Because each sound file began with 100 ms of silence and it takes approximately 200 ms to plan and launch an eye movement, this time window reflected the entire fixation record after the onset of the auditory stimulus that could reasonably have affected any eye movements. The competitor was defined as the picture that would be named by the "opposite" endpoint of the continuum. For example, if the participant heard bale with a VOT of 5 ms, pail was the competitor. Additionally, both analyses excluded fixation data from any trial in which the participant clicked on the picture of the object that was on the other side of their own category boundary. As an example, assume that a particular participant's category boundary for the beach-peach continuum is 20 ms. If that participant heard a stimulus with a VOT that was less than 20 ms and clicked on the peach, then fixations for that trial would not be analyzed because the mouseclick response was incorrect. This excluded 4.6% of the trials from the final data set. The purpose of these exclusion criteria is to yield the most conservative estimate of possible gradient effects by eliminating ambiguous tokens and cross-boundary tokens that were misclassified (on one or more trials). Thus, we limited our analyses to fixations directed to competitors of target words when the correct picture of the target word was selected.
There was one important difference between the analyses used by McMurray et al. (2002) and those presented here. McMurray et al. treated VOT as an absolute variable (in ms). In the current analyses, the distance of each token from each participant's category boundary for each continuum was used as the independent variable by subtracting the category boundary computed from the mouse-click data from the measured VOT of each stimulus. This will be referred to as relative VOT (rVOT). These computations resulted in voiced sounds receiving negative rVOTs, whereas voiceless sounds received positive values. We chose to use relative VOT rather than absolute VOT because the variability in category boundaries for these items, both between participants and across items, was larger with natural speech continua than with synthetic speech continua (McMurray, 2004; McMurray, Clayards, Aslin, & Tanenhaus, 2004). 5 It is important to note that rVOT analyses are more conservative than analyses that ignore the mouse-click category boundary. By using rVOT, variability in category boundary across participants and continua is effectively eliminated as a potential source of gradient effects. This avoids a well-known problem in the analysis of binomial data in which the average of a number of steep logistic functions with different category boundaries is shallower than any of the contributing functions. Although rVOT was adopted in this experiment to deal with the high degree of variability between continua, we also adopted this more conservative analysis for subsequent experiments, even when we used synthetic continua, which are less variable.
The ANOVA framework required us to group rVOTs together as discrete levels. Whereas in McMurray et al. (2002) this could be accomplished by simply using the actual VOT, here, the variability in category boundary, coupled with variability between the VOT step sizes across different continua, required more complex groupings. Because any such grouping is in some ways arbitrary and could introduce bias, we present an ANOVA in which stimuli were grouped by step and a regression analysis in which rVOT is treated as a continuous measure. 6 Note that both analyses yielded the expected gradient effects. Figure 2 displays the proportion of fixations to the competitor as a function of time for each rVOT. As hypothesized, the proportion of competitor fixations increases as the rVOTs move closer to the category boundary (absolute values close to 0). 5 In a reanalysis of the McMurray et al. (2002) data using rVOT, all of the analysis reported by McMurray et al. showed the same pattern of significance.
6 A second ANOVA was performed in which rVOTs where binned into 5-ms increments and showed identical results. The first analysis took the simplest possible approach by ignoring between-continua variability in rVOT step size and using the continuum step number as the independent variable. This was computed relative to each participant's item-specific category boundary to yield approximately -four to five steps on the voiced side of the continuum and -four to five steps on the voiceless side. Two repeated measures ANOVAs were conducted, one for each side of the continuum, with the proportion of fixations to the competitor object as the dependent variable. Both analyses yielded a significant effect of relative continuum step: /b/, F 1 (4, 80) ϭ 18.1, P 2 ϭ .48, pϽ .001, and F 2 (3, 15) ϭ 8.0, P 2 ϭ .62, pϭ .002; /p/, F 1 (4, 80) ϭ 20.1, P 2 ϭ .50, pϽ .001, and F 2 (3, 15) ϭ 19.7, P 2 ϭ .8, pϭ .0001. 7 The analyses also yielded a significant linear trend: /b/, F 1 (1, 20) ϭ 50.8, P 2 ϭ .72, pϽ .001; and F 2 (1, 5) ϭ 24.2, p 2 ϭ .82, p ϭ .004; /p/: F 1 (1, 20) ϭ 40.1, p 2 ϭ .67, p Ͻ .001 and F 2 (1, 5) ϭ 44.9, P 2 ϭ .89, pϭ .001. For both ends of each continuum, the proportion of fixations to the competitor increased as the continuum step approached the category boundary. To verify that these effects were not primarily due to tokens that were immediately adjacent to the category boundary, these two tokens were removed and a second set of analyses was conducted using the remaining data (seven steps rather than nine steps). These analyses yielded the same results, with significant main effects of continuum step-/b/, F 1 (3, 60) ϭ 9.1, P 2 ϭ .31, pϽ .001, and F 2 (2, 10) ϭ 3.3, P 2 ϭ .39, pϭ .088; /p/, F 1 (3, 60) ϭ 4.6, P 2 ϭ .19, pϭ .006, and F 2 (2, 10) ϭ 8.2, P 2 ϭ .62, pϭ .008 -and linear trends-/b/, F 1 (1, 20) ϭ 26.5, P 2 ϭ .32, pϽ .001, and F 2 (1, 5) ϭ 3.2, P 2 ϭ .39, pϭ .13; /p/, F 1 (1, 20) ϭ 9.7, pϭ .006, and F 2 (1, 5) ϭ 7.9, P 2 ϭ .61, pϭ .037.
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In the second set of analyses, distance from the category boundary was used as a continuous independent variable in a linear regression. Separate analyses were again conducted on each side of the category boundary and the proportion of fixations to the competitor object was used as the dependent variable. Regressions were conducted hierarchically with participant codes entered on the first step to account for between-participant variability: /b/, ϭ .01, F(1, 450) ϭ 4.0, pϭ .046. Thus, when treating rVOT as a continuous factor, we found gradient effects of rVOT even for tokens that were more than one step removed from the category boundary.
Fixation durations. Finally, we conducted an analysis in which the duration of fixation to the competitor was the dependent variable. This was done for two reasons. First, as a continuous measure, fixation duration has the potential to make a stronger case for underlying gradiency. Second, the first fixation to the competitor was generally fairly early (543 ms after stimulus onset, 343 ms including the oculomotor delay). Thus effects found with this measure were unlikely to arise from postdecision processes.
Here, trials were included in which the participant initiated a fixation to the competitor at any point after 200 ms (after stimulus onset), and the duration of the first fixation was the dependent variable. Because there were a number of participants who did not fixate the competitor in this time window in one or more conditions (they either fixated it too early or not at all), a regression analysis was used to cope with the missing data. We predicted that the duration of this first fixation to the competitor would be positively related to rVOT, with longer fixation durations when the VOT was close to the category boundary.
In the first step of the analysis, participant codes were added to the model to account for variability between participants: /b/, R 2 ϭ .07, F change (20, 1030) ϭ 3.9, SE ϭ 130, pϽ .0001; /p/, R 2 ϭ .084, F change (20, 967) ϭ 4.066, pϭ .0001. When rVOT was added on the second step, this significantly accounted for an additional 1% to 2% of the variance: /b/, R 2 ϭ .017, F change (1, 1029) ϭ 19.2, pϽ 7 Different numbers of VOTs were available for participant and item analyses because the category boundary for the butter-putter continuum was shifted towards /b/, away from the other boundaries. Likewise, the bear-pear boundary was shifted in the opposite direction. This left one fewer step on each side for this continuum. Because participant analyses averaged across continua, this resulted in a discrepancy. 8 Although item analyses on the voiced side were only marginally significant, this is likely due to the small number of items used here (six)-note the effect size ( P 2 ), which is similar for both item and participant analyses (participants: P 2 ϭ .32; items: P 2 ϭ .39). .0001; /p/, R 2 ϭ .011, F change (1, 966) ϭ 23.41, pϭ .0001. As rVOT decreased (moved away from the category boundary), the duration of the first competitor fixation decreased.
For a more conservative analysis, rVOTs within 5 ms of the category boundary were excluded. Results were largely unchanged, with participants accounting for around 8% of the variance: /b/, R 2 ϭ .087, F change (20, 690) ϭ 3.292, pϽ .0001; /p/, R 2 ϭ .089, F change (20, 700) ϭ 3.4, pϭ .001. We found that rVOT was significant for /b/ but only marginal for /p/: /b/, R 2 ϭ .011, F change (1, 689) ϭ 8.44, pϭ .004; /p/, R change 2 ϭ .004, F change (1, 699) ϭ 3.1, pϭ .081.
Thus the duration of the first fixation to the competitor was systematically related to rVOT. As rVOT departed from the category boundary, the duration of this fixation decreased.
Summary. Experiment 1 found gradient effects of withincategory distance from the category boundary as measured by fixations to the competitor picture, regardless of whether rVOT is indexed by continuum step or treated as a continuous covariate. These results do not appear to reflect a postdecision process and can be seen in the continuous duration of the first fixation to the competitor. Moreover, these effects hold even when tokens near the category boundary are removed from the analyses.
Discussion
Experiment 1 replicated McMurray et al. (2002) with stimuli constructed from natural speech. Across a range of analyses, we found a monotonic relationship between rVOT and fixations to the competitor picture, even though we adopted extremely conservative criteria that were biased against finding gradient effects. In two experiments, then, we have provided clear evidence that fixations to competitor objects, a measure that reflects degree of lexical activation, shows gradient sensitivity to subphonetic detail for VOT.
Our strong evidence for gradient effects comes from an experimental paradigm that differs along at least three dimensions from the two-alternative phoneme identification and discrimination tasks with CV stimuli used in most prior work on categorical perception: (a) The task involved fixations to pictured referents, rather than phoneme judgments; (b) the stimuli were words rather than syllables; and (c) there were four rather than two alternatives. In Experiments 2-5, we evaluate whether these factors play a role in determining when gradient effects are observed. In these experiments, we monitored eye movements while manipulating the type of task, the number of response alternatives, and the type of stimuli.
In Experiment 2, we use a two-alternative forced-choice (2AFC) task with CV stimuli and a phoneme judgment. This task most closely approximates the 2AFC button-pressing tasks that typically demonstrate categorical perception. Participants clicked on either an image of a P or a B button on the computer screen. The buttons were displayed on a screen to allow us to monitor eye movements as in Experiment 1. Experiment 3 also uses CV stimuli and phoneme judgments, with the addition of syllables beginning with /l/ and /sh/ to create four rather than two alternatives. The same task is used in Experiment 4, but with the synthesized word stimuli from McMurray et al. (2002) . Finally, Experiment 5 uses word stimuli in a two-alternative picture-identification task, using a design similar to Experiment 2, but with word stimuli and a lexical task. Although these variations do not explore every permutation of the parameter space, they should reveal whether the stimulus, task, or number of alternatives are primarily responsible for whether gradient effects are observed in competitor fixations.
For each experiment, we report identification functions from the mouse-click responses and fixations to the competitor picture as a function of rVOT. We present only minimal discussion of the results of each experiment, deferring more detailed discussion until after we have presented the complete set of data from all four experiments. The primary reason for this deferral is that although the strength of the evidence for gradiency varies across experiments, some evidence for gradiency is found in each of the experiments, with no single factor accounting for these effects. This becomes clear in a combined analysis that shows overall gradient effects and no significant interaction with experiment.
Experiment 2: Two-Choice Phoneme Identification With CVs
This experiment makes use of a 2AFC phoneme identification task using nonwords (CV syllables). We used a single nine-step (0 -40 ms) synthetic VOT /b/-/p/ continuum that was derived from the lexical continua used in McMurray et al. (2002) , specifically from the bomb-palm continuum. As in most prior studies of categorical perception, all consonants were followed by the same vowel, /a/.
Method
Participants. Nineteen University of Rochester undergraduates were recruited from a departmental participant pool for this experiment. None had participated in Experiment 1. All participants were monolingual speakers of English, and none reported hearing difficulties. Participants received $7.50 for their participation in this experiment.
Stimuli. Auditory stimuli consisted of tokens from a synthetic nine-step VOT continuum ranging from /ba/ to /pa/. Stimuli were synthesized with the KlattWorks (McMurray, 2008) interface to the Klatt (1980) synthesizer.
9 All stimuli began with 5 ms of frication (AF [amplitude of frication]) to simulate the release burst. For stimuli with a VOT of 0 (fully voiced), periodic voicing energy (the AV [amplitude of voicing] parameter) began concurrently with this frication. To create nonzero VOTs, the onset of voicing was cut back in 5-ms increments and replaced with 60 db of aspiration. First, second, and third formants rose to vowel targets for /a/ specified in Ladefoged (1993) , and the entire CV had a duration of 450 ms. This procedure resulted in a /ba/ to /pa/ continuum ranging from 0 to 40 ms of VOT in steps of 5 ms.
Procedure. The procedure was similar to Experiment 1. After participants arrived at the lab, the EyeLink eye tracker was calibrated with the standard 9-point calibration procedure. The participants then read the instructions and began the experiment. Each testing trial began with a small blue circle at the center of a 22-in. computer screen. After 500 ms, this central blue circle turned red, at which point the participants clicked on it to initiate the trial. Two large buttons labeled b and p appeared, and a randomly selected token from the VOT continuum was presented over Sennheiser HD 570 headphones. The buttons did not change positions throughout the experiment-b was always on the left, and p was always on the right. At the same time the two response buttons appeared, a single token from the nine-step VOT continuum was randomly selected and played. The trial ended after the participant clicked on one of the buttons. Participants were encouraged to take their time, to perform the task as naturally as possible, and to ignore the eye tracker they were wearing.
Testing consisted of a single session lasting approximately 30 min. Each of the nine continuum steps was presented 24 times to each of the participants. Thus, each session consisted of 216 trials. A drift-correction calibration was administered every 54 trials.
Eye-movement recording and analysis. Gaze position was recorded and analyzed with an EyeLink eye tracker, using the same techniques reported in Experiment 1. As before, the items displayed on the screen (the b and p icons) were 200 ϫ 200 pixels in diameter, and boundaries were extended by 100 pixels on each side for scoring purposes. This did not result in any overlap between the icons and their extended regions, with resulting distances of 324 pixels between the b and p fixation regions.
Results and Discussion
Mouse-click responses. Figure 3 displays the average labeling data for each step of the /b/-/p/ continuum. These functions showed an extremely steep slope, with each VOT being categorized with greater than 90% consistency by each participant. Logistic functions were fitted to each participant's data, with VOT (0 -40 ms) as the independent variable and their labeling results as the dependent measure (average R 2 ϭ .991). This yielded an estimate of category boundary, amplitude, slope, and bias for each participant. Overall, category boundaries displayed an extraordinarily small amount of variability (SD ϭ 0.56 ms, range ϭ 16.2-18.7 ms).
Fixation proportions. The analysis of fixations was conducted using similar techniques to Experiment 1. Any trial in which the participant clicked the wrong target (from across the category boundary) was excluded, resulting in the elimination of 2.1% of the trials. As before, the proportion of fixations to the competitor object between 300 and 2,000 ms (after trial onset) was the dependent variable.
Despite the fact that the synthesized stimuli simplified the grouping of VOTs (because they had a uniform step size of 5 ms of VOT between stimuli), we elected to continue to use rVOT (rather than absolute VOT) as our dependent measure. This enabled us to take into account the variation in category boundaries between participants, making it a more conservative test of withincategory sensitivity. The distance from each participant's category boundary was used as the independent variable (rVOT) and binned in 5-ms increments. Because all of the participants' category boundaries were between the same steps (15 and 20 ms of VOT), this analysis was functionally equivalent to an analysis based on absolute VOT (although this was not the case in Experiments 3-5, in which more variability was seen). Figure 4 shows the proportion of fixations to the p button as a function of time and rVOT when the target was from the /b/ side of the VOT continuum. The first pair of analyses assessed the relationship between rVOT and fixations to the competitor button across the entire range of stimuli. On the voiced side of the continuum, the main effect was only marginally significant-/b/, F(3, 54) ϭ 2.7, P 2 ϭ .13, pϭ .053-and the linear trend was not significant-/b/, F(1, 18) ϭ 3.0, P 2 ϭ .14, pϭ .1. However, on the voiceless side, there was a significant main effect-/p/, F(4, 72) ϭ 5.9, P 2 ϭ .25, pϭ .001-and a significant linear trend-/ p/, F(1, 18) ϭ 9.9, P 2 ϭ .36, pϭ .006. When the tokens adjacent to the category boundary were removed, results were unchanged. On the voiced side, there was neither a significant main effect (/b/, F Ͻ 1) nor a linear trend (/b/, F Ͻ 1), whereas both were significant on the voiceless side: /p/, F(3, 54) ϭ 3.1, P 2 ϭ .15, pϭ .032; trend, F(1, 18) ϭ 8.8, P 2 ϭ .33, pϭ .008. Fixation durations. As in Experiment 1, a series of regression analyses assessed fixation duration as a continuous dependent variable. In each analysis the duration of the first fixation to the competitor after 200 ms (after stimulus onset) was the dependent variable. The first analysis examined the voiced side of the continuum. Participant codes were added on the first step and accounted for 12.8% of the variance: /b/, F change (18, 260) ϭ 2.1, pϭ .006. On the second step, rVOT accounted for an additional 0.7% of the variance and was not significant: /b/, F change (1, 259) ϭ 2.1, pϭ .144. On the voiceless side, the first analysis found that participant codes accounted for 10.8% of the variance-/p/, F change (17, 411) ϭ 2.9, pϽ .001-and rVOT significantly accounted for an additional 3.4% of the variance-/p/, F change (1, 410) ϭ 16.3, pϽ .001; as rVOT increased, the duration of fixations to the competitor decreased. A final analysis excluded tokens less than 5 ms from the boundary on the voiceless side. Here, participant codes accounted for 14.1% of the variance-/p/, F change (17, 310) ϭ 3, pϭ .0001-and rVOT was again significantly related to fixation duration, accounting for an additional 3.1% of the variance-/p/, F change (1, 309) ϭ 11.7, pϭ .001; longer fixations were seen for rVOTs near the category boundary. Thus, results with the continuous dependent variable largely mirrored those using fixation proportion, with evidence for gradiency on the voiceless side of the continuum.
Summary. The results from Experiment 2 showed two primary differences with those of Experiment 1. First, the eye-movement results showed reduced sensitivity to within-category detail in the 2AFC phoneme task, with clear evidence for gradient effects on the voiceless side of the continuum but not on the voiced side. 2002). However, given the range of differences between these experiments (number of alternatives, lexical status, number of continua, response type, etc.), it may be premature to make strong claims about the slope of the labeling function. Thus, the next experiment examined the number of response alternatives as a factor by retaining the CV stimuli and phoneme decision task but using four response alternatives. 
Method
Participants. Twenty-five University of Rochester undergraduates were recruited from a departmental participant pool for this experiment. All participants were monolingual speakers of English, and none reported hearing difficulties. None of the participants had served as participants in Experiments 1 and 2. Participants received $7.50 for their participation in this experiment.
Stimuli. Auditory stimuli consisted of the same synthetic speech syllables used in Experiment 2: a nine-step VOT continuum ranging from /ba/ to /pa/. In addition, two unrelated items (/la/ and /sha/ to match Experiment 1) were synthesized for filler trials. The unrelated items had identical vowels as the VOT continuum.
Procedure. Calibration procedures were the same as in Experiments 1 and 2. Each testing trial began with a small blue circle at the center of a 22-in. computer screen. After 500 ms, the circle turned red, at which point the participants clicked on it to initiate the trial. Four large buttons (labeled b, p, l, and sh) then appeared and one of the tokens from the VOT continuum (or a filler item) was presented over Sennheiser HD 570 headphones. The participant clicked on the corresponding button and the trial ended.
Participants were encouraged to take their time, to perform the task as naturally as possible, and to ignore the eye tracker they were wearing.
The position of the four buttons did not change throughout the experiment. However, participants may have a bias to make eye movements to nearby buttons (e.g., after hearing /ba/ participants may be more likely to fixate the p button if it was positioned below the target rather than diagonally from it). Therefore, the particular assignment of buttons to positions was randomized between participants so that for some participants the target and competitor buttons were in a vertical relationship (the closest possible arrangement), for some they were horizontal, and for some they were diagonal (the farthest interbutton distance).
Testing consisted of a single session lasting approximately 50 min. Each of the nine steps from the /b/-/p/ continuum was presented 24 times, yielding 216 experimental trials per participant. Additionally, the two filler items were presented 108 times each, yielding a total of 432 trials. Every 54 trials, participants performed a drift correction that allowed the eye tracker to compensate for any slippage of the eye tracker on the head.
Eye-movement recording and analysis. Gaze position was recorded and analyzed with the same equipment and techniques as reported in the previous experiment. Buttons were in the same positions (and the same size) as in Experiment 1.
Results and Discussion
Mouse-click responses. The mouse-click responses were quite accurate, and only 0.8% of the trials were excluded because of false alarms (selecting a filler item on a /b/ or /p/ trial). Fixation proportions. The analysis of fixations was conducted using the same techniques as the prior experiments. The distance from each participant's category boundary (rVOT) was used as the independent variable and binned in 5-ms increments. All 25 participants had data for rVOT values of Ϫ5, Ϫ10, and Ϫ15 ms. However, because of variability in the category boundary between participants, only 17 participants had data for an rVOT value of Ϫ20 ms. Therefore, we opted to analyze only the first three steps on the voiced side (although the general pattern of results was the same when all four steps were included). This was not a problem on the voiceless side, in which data were available for all 25 participants from ϩ5 to ϩ25 ms. Figure 6 displays the proportion of fixations to the competitor as a function of rVOT and time after target word onset. Here, the effect of rVOT seems to be driven primarily by tokens adjacent to the category boundary (ϩ5 and Ϫ5 ms of rVOT). This was confirmed by separate one-way ANOVAs. There was a significant main effect of rVOT on both sides of the category boundary-/b/, F(2, 48) ϭ 9. Summary. Experiments 2 and 3 both support the hypothesis that some gradiency is visible in phoneme decision tasks, although it may be attenuated compared with lexical identification tasks. However, two differences emerged from the relatively straightforward manipulation in number of response alternatives between Experiments 2 and 3. First, the labeling function in the 4AFC task was shallower than in the 2AFC task, presenting an explanation for the steep slope seen in Experiment 2. A classic explanation for such differences is noise in the perception of VOT prior to categorization. This would result in VOTs close to the boundary being occasionally misperceived as VOTs on the other side of the boundary and flattening the slope near the boundary, because VOTs further away would be less likely to be misperceived as tokens of the opposite category. This hypothesis, however, seems unlikely, because it is not clear why the number of response alternatives would change the encoding of VOT. Thus, it would appear that the 4AFC task is more sensitive to the continuous underlying representation of VOT and is revealed in the labeling data (as a shallower slope), consistent with the labeling data of Experiment 1 and McMurray et al. (2002) .
Second, although both experiments showed gradient results when the entire continuum was considered, when tokens adjacent to the boundary were removed, results differed. In Experiment 2, gradiency persisted on the voiceless side but not on the voiced side. In Experiment 3, it was not seen on either side. This is difficult to explain. However, our analysis of pattern of fixations over time revealed somewhat different patterns. In both cases, the curves revealed the standard pattern: Early in the trial, participants fixated the competitor, and then these were reduced as they identified the target. In Experiment 2, the maximum of this initial portion was higher than in Experiment 3 (likely because there was only one competitor). However, it also fell off rather quickly and was highly consistent between participants. In Experiment 3, the maximum was lower, but it persisted longer and was much more variable between participants. The higher peak activation coupled with very low variability may have allowed us to see a very small gradient effect that was likely masked in the other experiment.
Experiment 4: Four-Choice Phoneme Identification With Words
It is clear that across both Experiments 2 and 3 nonword phoneme decision tasks with CV stimuli result in reduced sensitivity to within-category detail compared to the 4AFC lexical tasks used in Experiment 1 and in McMurray et al. (2002) . However, Experiments 2 and 3 differ from Experiment 1 and from McMurray et al. in both the type of stimuli (words vs. CV syllables) and the type of decision (lexical identification vs. phoneme labeling). Experiment 4 bridges these task differences by using a 4AFC phoneme decision task with the original lexical stimuli from McMurray et al. (2002) .
Method
Participants. Nineteen University of Rochester undergraduates who had not participated in any of the previous experiments were recruited from a departmental participant pool for this ex- periment. All participants were monolingual speakers of English, and none reported hearing difficulties. Participants received $7.50 for each of two sessions in this experiment.
Stimuli. Auditory stimuli were the synthetic word stimuli used in McMurray et al. (2002) . These consisted of six 9-step VOT continua ranging from /b/ to /p/ in word-word contexts: beachpeach, bear-pear, bail-pail, bomb-palm, butter-putter, and bump-pump . The same six /l/-and /sh/-initial filler words were also used (lamp, ladder, lock, leg, lip, leaf, shell, sheep, ship, shark, shirt, shoe) . Each /b/-/p/ word pair had identical release bursts and rising first and second formants, which terminated in the vowel targets described in Ladefoged (1993) . As in Experiments 2 and 3, VOT was manipulated by cutting back the temporal onset of the amplitude of the voicing parameter in 5-ms steps and replacing it with 60 dB of amplitude of aspiration. This yielded a nine-step (0 -40 ms) VOT continuum for each of the labial-initial word pairs. Syllable-final formant transitions and frication parameters were chosen to match as closely as possible to spectrograms of natural speech and to create the most natural sounding stimuli (see the Appendix for KlattWorks scripts).
Filler items (/l/-and /sh/-initial items) were constructed using vowel targets from Ladefoged (1993) and formant trajectories that matched spectrograms of natural speech. All stimuli (targets and fillers) had identical pitch contours (F0). Stimulus durations, however, differed between tokens and were chosen to maximize naturalness. All items contained an initial 100 ms of silence.
Procedure. The procedure was the same as Experiment 3. Each testing trial began with a small blue circle at the center of a 22-in. computer screen. After 500 ms, the circle turned red, and participants clicked on it to initiate the trial. Four large buttons (labeled b, p, l and sh) appeared, and one of the tokens from one of the six VOT continua (or a filler item) was presented over Sennheiser HD 570 headphones. The participant clicked on the corresponding button and the trial ended. Participants were encouraged to take their time, to perform the task as naturally as possible, and to ignore the eye tracker they were wearing. Most important, the instructions emphasized that the participant's task was to determine the identity of the first sound and not the identity of the word ("pay attention to the first sound in each word and determine if it sounds more like a b, p, l, or sh").
As in Experiment 3, the position of the four buttons did not change throughout the experiment. However, the position of the buttons between participants was randomized so that the distance between target and competitor buttons was counterbalanced across participants.
Testing consisted of two sessions lasting approximately 50 min each. Each of the nine continuum steps was presented 10 times to each of the participants, yielding 540 experimental trials across the six continua. The two filler items were presented 270 times each, yielding a total of 1,080 trials. This design was identical to Experiment 1. Every 54 trials, participants performed a drift correction that allowed the eye tracker to compensate for any slippage of the eye tracker on the head.
Eye-movement recording and analysis. Gaze position was recorded and analyzed with the same equipment and techniques as reported in the previous two experiments. The four buttons were in the same positions (and the same size) as the pictures in Experiments 1 and 3.
Results and Discussion
Mouse-click responses. The mouse-click responses were quite accurate, and only 0.2% of the trials were excluded because of false alarms (selecting a filler item on a /b/-/p/ trial). As before, logistic functions were fit (average R 2 ϭ .960) to each participant's mouse-click data for each item (to account for differences between items in terms of category boundary). These functions did not differ from those in Experiment 3 in either slope, t(42) ϭ 0.6, pϾ .1 (note that the Experiment 4 slopes were computed for each of the six continua and averaged), or category boundary, t(42) ϭ 1.1, pϾ .1 (see Figure 7 ). Category boundaries also had similar variability across participants to those in Experiment 3 (SD ϭ 3.5 ms vs. SD ϭ 2.3 ms). Because of the number of factors that differ between these experiments, we must be cautious in making comparisons. Although we certainly would not want to conclude that there are no differences between the labeling data of Experiment 3 and 4, these analyses confirm that this 4AFC metalinguistic task of judging the identity of the word-initial phoneme (at least from the perspective of labeling functions) did not differ substantially from the same 4AFC task with CV syllables used in Experiment 3. Fixation proportions. As in the previous experiments, distance from each participant's category boundary (rVOT) was used as the independent variable and binned in 5-ms increments. All 19 participants had data for rVOT values of Ϫ5, Ϫ10, and Ϫ15 ms, but because of variability in the boundary values between participants, 1 participant did not have data for the rVOT value of Ϫ20 ms. We opted to analyze all four steps on the voiced side by removing 1 participant from analyses on this side of the continuum; all results were similar when data from that participant were included. On the voiceless side of the continuum, rVOT values were available from all 19 participants (from ϩ5 to ϩ25 ms). Figure 8 shows the proportion of fixations to the competitor button as a function of time and rVOT. Separate one-way ANOVAs revealed a significant main effect of rVOT on both sides of the continuum when all of the tokens were included: /b/, F 1 (3, 51) ϭ 10.4, P 2 ϭ .38, pϽ .001, and F 2 (3, 15) ϭ 34.5, P 2 ϭ .87, pϭ .0001; /p/, F 1 (4, 72) ϭ 12.3, P 2 ϭ .41, pϽ .001, and F 2 (4, 20) ϭ 15.0, P 2 ϭ .75, pϭ .0001. Linear trends were also significant: /b/, F 1 (1, 17) ϭ 21.7, P 2 ϭ .56, pϽ .001, and F 2 (1, 5) ϭ 128.6, P 2 ϭ .96, pϭ .0001; /p/, F 1 (1, 18) ϭ 17.9, P 2 ϭ .50, pϽ .001, and F 2 (1, 5) ϭ 50.1, P 2 ϭ .91, pϭ .001. However, when tokens adjacent to the category boundary were removed from the analysis, the main effect of rVOT-/b/, F 1 (2, 34) ϭ 1.5, P 2 ϭ .08, pϾ .2, and F 2 (2, 10) ϭ 14.9, P 2 ϭ .75, pϭ .001-and the linear trend-/b/, F 1 (1, 17) ϭ 2.4, P 2 ϭ .12, pϾ .1, and F 2 (1, 5) ϭ 27.8, P 2 ϭ .85, pϭ .003-were significant by items but not by participants on the voiced side but remained significant by both participants and items on the voiceless side-/p/, F 1 (3, 54) ϭ 5.2, P 2 ϭ .23, pϭ .003, and F 2 (3, 15) ϭ 7.2, P 2 ϭ .59, pϭ .003; linear trend, F 1 (1, 18) ϭ 5.6, P 2 ϭ .24, pϭ .029, and F 2 (1, 5) ϭ 16.5, P 2 ϭ .77, pϭ .01. Fixation durations. A set of hierarchical regression analyses examined the effect of rVOT on the duration of the first look to the competitor. Separate analyses were run for the voiced and voiceless side of the continuum. In the first step of the analysis, participant codes were added and were significant: /b/, R 2 ϭ .065, F change (18, 844) ϭ 3.2, pϭ .0001; /p/, R 2 ϭ .101, F change (18, 892) ϭ 5.6, pϭ .001. rVOT was added on the next step and accounted for an additional 2% of the variance: /b/, R 2 ϭ .022, F change (1, 843) ϭ 20.8, pϭ .0001; /p/, R 2 ϭ .024; F change (1, 891) ϭ 24.4, pϭ .0001. This effect was driven by the fact that fixations to the competitor were longer as rVOT approached the category boundary.
Results were similar when rVOTs adjacent to the category boundary (within 5 ms) were excluded. On the first step, participant codes were significant: /b/, R 2 ϭ .086, F change (18, 563) ϭ 2.9, pϭ .0001; /p/, R 2 ϭ .118, F change (18, 681) ϭ 5.1, pϭ .0001. On the second step, rVOT was added. On the voiced side, it only accounted for an additional 0.8% of the variance but was significant: /b/, F change (1, 562) ϭ 5.2, pϭ .022. On the voiceless side, it accounted for less and was not significant: /p/, R 2 ϭ .003, F change (1, 680) ϭ 2.3, pϭ .13.
Summary. Overall, the results of this experiment did not depart dramatically from Experiments 2 or 3. The labeling results closely resembled those of Experiment 3 (which had shallower slopes than Experiment 2), suggesting that switching from CVs to words in a 4AFC phoneme decision task has little or no effect on the overall pattern of labeling responses. At the finer grained level afforded by the pattern of eye movements, results generally paralleled those from Experiments 2 and 3. There was within-category sensitivity for both voiced and voiceless sounds, but only when tokens adjacent to the category boundary were included in the analysis. When these tokens were removed from the analysis, we saw weaker evidence for within-category sensitivity, with the effects failing to reach significance on the voiced side.
Experiment 5: Two-Choice Picture Identification With Words
Experiments 2, 3, and 4 all used a task (either 2AFC or 4AFC) in which the listener's attention was focused on the initial consonant of either two or four CVs or four words. In these phoneme decision tasks, there was evidence of gradiency, but it was less robust than for the lexical identification tasks used in Experiment 1 and in McMurray et al. (2002) . Experiment 4, which used lexical stimuli in a 4AFC phoneme decision task, showed a tendency toward stronger gradient effects than Experiment 3, which used nonlexical CV stimuli in the same 4AFC phoneme decision task. This raises the possibility that any lexical choice task with lexical stimuli would show stronger gradient effects, even when the decision is simplified by only having two response alternatives. We evaluate this possibility in Experiment 5 by using lexical stimuli in a 2AFC lexical identification task in which the positions of the pictures were fixed such that /b/-initial items were consistently on the left and /p/-initial items were consistently on the right (as were the b and p buttons in Experiment 2).
Method
Participants. Twenty-two University of Rochester undergraduates were recruited from a departmental participant pool for this experiment. None had participated in the previous experiments. All participants were monolingual speakers of English, and none reported hearing difficulties. Participants received $7.50 for participation in this experiment.
Stimuli. Auditory stimuli consisted of the same synthetic lexical items used in McMurray et al. (2002) and in Experiment 4. Six 9-step VOT continua, ranging from 0 to 40 ms, were used (beach- peach, bear-pear, bale-pail, bump-pump, bomb-palm, and butter-putter) .
Procedure. The procedure was designed to include many of the simplifying properties of Experiment 2 (2AFC with CV syllables), combined with the lexical task of Experiment 1. Each testing trial began with a small blue circle at the center of a 22-in. computer screen. The circle turned red 500 ms later, and the participants clicked on it to initiate the trial. Two pictures then appeared. The pictures were the same size and in the same location as the buttons used in Experiment 2. Simultaneously with picture onset, a token from the VOT continuum corresponding to one of the pictures was presented over Sennheiser HD 570 headphones. The participant clicked on the corresponding picture and the trial ended. Participants were encouraged to take their time, to perform the task as naturally as possible, and to ignore the eye tracker they were wearing.
Although the particular pictures displayed on any given trial were random, their position on the screen was not: /b/ pictures were consistently on the left and /p/ pictures on the right. This fixed positioning, coupled with the lack of filler items, meant that Experiment 5 differed from the 2AFC phoneme judgment task used in Experiment 2 in only three ways: The task was picture identification rather than phoneme identification; the stimuli were words rather than non-lexical CVs; and there were six continua rather than one.
Testing consisted of a single session lasting approximately 50 min. Each of the nine continuum steps was presented 10 times to each of the participants, yielding 540 total trials. Every 54 trials, participants performed a drift correction that allowed the eye tracker to compensate for any slippage of the eye tracker on the head.
Eye-movement recording and analysis. Gaze position was recorded and analyzed with the same equipment and techniques as reported in the previous four experiments. Pictures were in the same positions (and the same size) as the buttons in Experiment 2.
Results and Discussion
Mouse-click responses. Logistic functions were fit to each participant's identification functions for each of the six continua (average R 2 ϭ .968). These functions were generally similar to Experiment 4 (using the same stimuli). The category boundary in Experiment 5 (2AFC words: M ϭ 18.3 ms) did not differ from Experiment 4 (4AFC phoneme decision in words), t(36) ϭ 1.6, pϾ .1 (see Figure 9 ).
More important, slopes of the identification functions in Experiment 5 differed from the results of Experiment 2, which included the other 2AFC task in this series of experiments; identification functions were shallower in the current experiment (M ϭ .70, SD ϭ .16), t(39) ϭ 7.8, pϽ .0001. Note that this difference is not due to variability in category boundary between continua; this variability was eliminated by computing separate slopes for each continuum (within participant). Slopes did not differ between Experiments 4 and 5, t(39) ϭ 1.5, pϾ .1. Although we cannot determine whether this arises from the visual stimuli (picture vs. orthography), the use of multiple continua or the presence of multiple visual competitors, or the presence of multiple competitors, it does suggest that the use of a 2AFC task alone is not sufficient to generate the artificially steep slope seen in Experiment 2.
Fixation proportions. Distance from each participant's category boundary (rVOT) was used as the independent variable and binned in 5-ms increments. Although there was some variability in the category boundaries between participants, all 22 participants had data for rVOT values of Ϫ5, Ϫ10, and Ϫ15 ms, and 21 participants had data for an rVOT of -20 ms. We opted to analyze all four steps on the voiced side by removing 1 participant from analyses on this side of the continuum; all results were similar when data from that participant were included. On the voiceless side of the continuum, more rVOT values were available, with all 22 participants having data from ϩ5 to ϩ25 ms. Figure 10 shows the effect of rVOT on competitor fixations. Separate one-way ANOVAs revealed a significant main effect of rVOT on both sides of the continuum when all of the tokens were included: /b/, F 1 (3, 60) ϭ 13.6, P 2 ϭ .40, pϽ .001, and F 2 (3, 15) ϭ 28.7, P 2 ϭ .85, pϭ .0001; /p/, F 1 (4, 84) ϭ 8.7, P 2 ϭ .29, pϭ .001, and F 2 (4, 20) ϭ 11.8, P 2 ϭ .7, pϭ .0001. Linear trends were also significant: /b/, F 1 (1, 20) ϭ 29.1, P 2 ϭ .59, pϽ .001, and F 2 (1, 5) ϭ 43.9, P 2 ϭ .9, pϭ .001; /p/, F 1 (1, 21) ϭ 14.0, P 2 ϭ .40, pϭ .001, and F 2 (1, 5) ϭ 20.9, P 2 ϭ .81, pϭ .006. However, when tokens adjacent to the category boundary were removed from the analysis, sensitivity to within-category detail disappeared on the voiced, but not the voiceless, side of the continuum. There was no main effect or linear trend on the voiced side of the continuum: /b/, F 1 (2, 40) ϭ 1.4, P 2 ϭ .07, pϾ .1, and F 2 (2, 10) ϭ 1.0, P 2 ϭ .17, pϾ .2; trend, F 1 (1, 20) ϭ 2.3, P 2 ϭ .11, pϾ .1, and F 2 (1, 5) ϭ 0.5, P 2 ϭ .09, pϾ .2. However, there was a significant main effect on the voiceless side: /p/, F 1 (3, 63) ϭ 3.8, P 2 ϭ .15, pϭ .014, and F 2 (3, 15) ϭ 7.8, P 2 ϭ .61, pϭ .002. The linear trend was not reliable by participants-/p/, F 1 (1, 21) ϭ 2.2, P 2 ϭ .10, pϾ .1-but it was reliable by items-/p/, F 2 (1, 5) ϭ 14.3, P 2 ϭ .74, pϭ .013. Fixation durations. As before, hierarchical regressions were used to assess the effect of rVOT on the duration of the first look to the competitor. Participant codes were added in the first step to account for around 10% of the variance: /b/, R 2 ϭ . .0001. rVOT was added in the second step, and although it only accounted for an additional 0.7% of the variance, it was significant on the voiced side: /b/, F change (1, 952) ϭ 7.2, pϭ .007. On the voiceless side, it accounted for 2.4% of the variance and was also significant: /p/, F change (1, 1344) ϭ 36.5, pϭ .0001.
Results were similar when tokens less than 5 ms from the category boundary were excluded. Participant codes accounted for an initial 10%-15% of the variance-/b/, R 2 ϭ .142, F change (21, 699) ϭ 5.5, pϭ .0001; /p/, R 2 ϭ .097, F change (21, 1059) ϭ 5.4, pϭ .0001-and rVOT accounted for a small, but significant, amount of additional variance-/b/, R change 2 ϭ .006, F change (1, 698) ϭ 4.7, pϭ .03; /p/, R 2 ϭ .011, F change (1, 1058) ϭ 12.5, pϭ .0001. Summary. Evidence for gradiency on both the voiced and voiceless sides of the continuum was seen in the analyses of the fixation proportions when all of the tokens were included. However, when tokens adjacent to the category boundary were excluded, gradiency remained only on the voiceless side of the continuum. In addition, the duration analyses for first fixations found some evidence for gradiency on both sides of the continuum. Thus, as in the previous experiments, sensitivity to within-category detail can be seen but does not appear to be as robust in this 2AFC lexical task.
Discussion: Experiments 2-5
The goal of Experiments 2-5 was to understand why fixation patterns in picture identification tasks with words (as reported for synthesized speech stimuli in McMurray et al., 2002 , and for modified natural speech stimuli in Experiment 1) show strong within-category gradient effects for VOT compared to the absence of gradiency in classic 2AFC phoneme identification tasks. One possibility was that one or more task or stimulus variables might account for the differences. A second possibility was that in all speech tasks, eye movements might be a finer grained measure of ongoing decisions than button-press identification measures, revealing gradient effects that can be masked by explicit, discrete decision processes.
Experiment 2 used a 2AFC phoneme identification task with nonlexical CV stimuli. This is the type of task that has provided the strongest support for categorical perception and the absence of within-category sensitivity. The identification functions replicated the steep slopes indicative of categorical perception, and these slopes were much steeper than identification functions obtained from comparable lexical identification tasks or 4AFC phoneme decision tasks. These identification functions became less steep when four-alternative phoneme decisions were obtained with CV stimuli (Experiment 3) or lexical stimuli (Experiment 4) and when two alternatives were used with words in a picture identification task (Experiment 5). This pattern of results suggests that both the number of response alternatives and the lexicality of the stimuli (or the task in the case of lexical stimuli whose initial phoneme was the focus of attention as in Experiment 4) affect the steepness of the identification function.
As we discussed earlier, it seems unlikely that differences in identification slope arise from the perception of VOT prior to categorization. Therefore we conclude that the 4AFC task is more sensitive to the continuous underlying representation of VOT, allowing this to be seen in the labeling data (as a shallower slope).
In contrast to standard discrimination tasks, we assessed discrimination indirectly, by examining fixations to competitors (either pictures corresponding to CVs in Experiments 2 and 3 or words in Experiments 4 and 5). Within-category discrimination predicts gradient effects of rVOT on fixations to the pictured displays of the response competitors. Table 2 summarizes the effects of rVOT and the linear trends for Experiments 2-5 when tokens adjacent to the category boundary were included. Each experiment shows significant effects of rVOT and significant linear trends on both the voiced and voiceless ends of the continuum, with the exception of Experiment 2, in which the effects of rVOT and the linear trend were not reliable for voiced tokens. Recall that the eye-movement data come only from those trials in which the response was consistent with the participant's category boundary-this is a conservative analysis. Thus these data support within-category gradient effects under most of the testing conditions.
The evidence for gradient effects is less definitive when we exclude tokens adjacent to the category boundary to provide the most stringent test of gradiency when the most ambiguous tokens Note. Effect sizes ( P 2 s) are given that resulted from one-way analyses of variance using relative voice-onset time as an independent factor and the proportion of looks to the competitor as a dependent measure. Complete descriptions of these analyses are provided in the Results section for each experiment. 4AFC ϭ four-alternative forced-choice; 2AFC ϭ twoalternative forced-choice; CV ϭ consonant-vowel.
are eliminated. Table 3 summarizes the effects of rVOT and the linear trend for each experiment for these tokens. On the voiced side, the main effect of rVOT and the linear trend analyses did not reach significance for any of the four experiments, although the pattern was generally consistent with gradient sensitivity. On the voiceless side of the continuum, both the effects of rVOT and the linear trend were significant for phoneme identification of CV stimuli in the 2AFC task (Experiment 2) and for word stimuli in the 4AFC task (Experiment 4). The effects of both rVOT and the linear trend were not reliable for the 4AFC task with CV stimuli (Experiment 3) and for the 2AFC task with words (Experiment 5). Thus, although there are few clear differences that emerge between these tasks, the overall picture is that nonlexical tasks or tasks with fewer alternatives reveal gradient effects, but these effects are diminished compared with lexical tasks with more alternatives. The overall pattern of more robust gradiency on the voiceless side can be explained in two ways. First, the analyses on the voiced side generally had less power than analyses on the voiceless side because the category boundaries fell between Steps 4 and 5 along the nine-step continua. Thus, there were typically five rVOTs on the voiceless side of the continuum and four for nearly all participants after the token adjacent to the category boundary was removed. In contrast, the voiced side typically had only four rVOTs, leaving three after adjacent tokens were removed. Moreover, for Experiment 3, only three rVOTs could be analyzed and only two after the adjacent token was removed.
Second, as measured in production studies, the distribution of VOTs in English is wider for voiceless than voiced sounds, and the voiceless category tends to show larger changes because of phonetic context (Allen & Miller, 1999; Lisker & Abramson, 1964) . Given the view that continuous perceptual inputs and stored categories interact in real time during perception, it is quite reasonable that categories with different properties may yield different outcomes with respect to the maintenance of continuous detail. Thus, it is perhaps not surprising that the voiceless side of the continuum showed more gradient sensitivity to within-category detail than did the voiced side.
Experiments 2-5 varied the nature of the stimulus (word or nonlexical CV), the number of alternatives (two or four), and the type of task (phoneme identification or picture identification). The combinations of variables represented in these four experiments do not explore the full parameter space of (2 ϫ 2 ϫ 2 ϭ 8) possible combinations. Nonetheless, the pattern of results suggests that no single variable determines whether gradient effects are observed. However, each of the experiments showed trends that were partially supportive of gradient effects. This pattern of results is most consistent with the hypothesis that the underlying processing is gradient, with the effects emerging most clearly in lexical tasks with multiple (greater than two) alternatives. Combinations of stimulus-task parameters that reduce the number of response alternatives, use stimuli that are not words, or require a metalinguistic rather than a lexical judgment seem to make it more difficult to observe gradient effects.
We also conducted a combined analysis across Experiments 2-5. If the underlying pattern is truly gradient, then the effect of rVOT on competitor activation and the linear trends should be more evident as statistical power is increased. In addition, the effect of VOT should not interact with experiment.
Before evaluating these predictions, it is important to note that because of the multiple differences between experiments, the presence or absence of an interaction must be interpreted with caution. The predicted nonsignificant interaction does not indicate that these four tasks are equivalent (even less so than usual because of the multiple differences between experiments). Conversely, a significant interaction will not allow us to make claims about any particular task manipulations (because these five experiments vary on several dimensions), but it would reveal that there are some robust differences in the gradient effects across the experiments. Thus, although our primary prediction is the overall main effect, the interaction term may at least be an indicator of any large task differences.
Our prediction of a main effect of VOT with no interaction with task was confirmed. In the combined analysis, there were significant effects of rVOT-/b/, F(3, 267) ϭ 42.3, P 2 ϭ .32, pϽ .001; /p/, F(4, 396) ϭ 44.6, P 2 ϭ .31, pϽ .001-and significant linear trends-/b/, F(1, 89) ϭ 76.1, P 2 ϭ .46, pϽ .001; /p/, F(1, 99) ϭ 72.3, P 2 ϭ .42, pϽ .001-when all tokens were included. The interaction with experiment was nonsignificant for voiceless sounds (/p/, F Ͻ 1) and only marginally significant for voiced sounds: /b/, F(12, 267) ϭ 1.7, P 2 ϭ .07, pϭ .063. Most important, when the tokens adjacent to the category boundary were eliminated, reliable effects of rVOT were still present, both on the voiced side of the continuum-/b/, F(2, 178) ϭ 6.5, P 2 ϭ .07, pϭ .002; linear trend, F(1, 89) ϭ 9.9, P 2 ϭ .10, pϭ .002-and on the voiceless side-/p/, F(3, 297) ϭ 16.1, P 2 ϭ .14, pϽ .001; linear trend, F(1, 99) ϭ 19.6, P 2 ϭ .17, pϽ .001-and there was no interaction of rVOT with experiment on either the voiced-/b/, F(8, 178) ϭ 1.7, P 2 ϭ .07, pϭ .09 -or voiceless sides-/p/, F(12, 297) ϭ 1.3, P 2 ϭ .05, pϾ .1. Thus, significant effects of rVOT and significant linear trends emerged in the combined analysis for both the /p/ and /b/ sides of the VOT continua, both when all tokens were included and when tokens adjacent to the category boundary were removed. None of the interactions of rVOT with experiment were significant, suggesting that any differences were smaller than could be detected with the present analyses. Thus, although for any one of these experiments evidence for gradient sensitivity to differences in VOT for within-category stimuli, when tokens adjacent to the Note. Effect sizes ( P 2 s) are given that resulted from one-way analyses of variance using relative voice-onset time as an independent factor and the proportion of looks to the competitor as a dependent measure. Complete descriptions of these analyses are provided in the Results section for each experiment. 4AFC ϭ four-alternative forced-choice; 2AFC ϭ twoalternative forced-choice; CV ϭ consonant-vowel. ‫ء‬ p Ͻ .05.
‫ءء‬ p Ͻ .01.
category boundary were excluded, is only partially reliable, the combined analysis is most consistent with gradient sensitivity. Again, it is important to note that we used a very conservative test of gradiency by eliminating decisions that were inconsistent with the labeling data, and the strongest evidence of gradiency was obtained under conditions (lexical stimuli, lexical judgments, four alternatives) most similar to online processing in natural settings (lexical stimuli, lexical judgments, thousands of response alternatives).
Summary and Conclusions
The results presented here demonstrate that speech processing is sensitive to within-category acoustic variation along a VOT continuum. Experiment 1 found that the gradient effects reported with synthetic speech (McMurray et al., 2002) are also present with stimuli constructed from natural speech. This is an important finding because results with synthesized speech do not always hold for more natural stimuli. Fixation patterns to pictures of labeled objects revealed sensitivity to subphonetic detail even with an extremely conservative data-analytic approach that (a) filtered out incorrect trials; (b) removed between-participant categoryboundary variability from the data prior to analysis; and (c) excluded tokens adjacent to the category boundary. Moreover, we have established that these effects can be seen using a continuous dependent measure (duration of fixation to the competitor). The finding that gradient effects occur with natural stimuli is important because results with synthesized speech do not always hold for more natural stimuli.
Experiments 2-5 manipulated task, number of response alternatives, and stimulus type to determine the generality of gradient sensitivity to within-category phonetic detail. These experiments provide a bridge between lexical tasks (e.g., the visual world paradigm and cross-modal priming) that have shown sensitivity to within-category detail and phoneme decision and discrimination tasks that have often found evidence for more categorical effects. It is clear that the evidence for gradient effects in Experiments 2-5 was weaker than in experiments with words and four alternatives (McMurray et al., 2002 ; Experiment 1). However, each experiment showed some evidence for gradient sensitivity, including Experiment 2, which used a standard 2AFC task and CV stimuli whose identification function closely approximated the idealized step functions for categorical perception. More generally, however, effects of gradient sensitivity were strongest with lexical stimuli, a lexical task, and more than two response alternatives.
We acknowledge that the data from Experiments 2 through 5 are not inconsistent with a view in which sensitivity to subphonetic detail is restricted to VOTs near the category boundary. However, the gradiency hypothesis may apply more broadly for several reasons. First, as we have discussed, most of these experiments found some evidence of gradient effects, even when the tokens closest to the category boundary were removed. Second, even when the gradient effects were not reliable, the trends were in the predicted direction. Finally, gradient effects are consistent with the literature on phonetic prototypes (Miller, 1997) , work showing sensitivity to allophonic variants (Connine, 2004; McLennan, Luce, & Charles-Luce, 2003; Sumner & Samuel, 2005) , and the emerging literature indicating that word recognition is extremely sensitive to even nonphonemic acoustic detail, as predicted by exemplar models (e.g., Goldinger, 1998; Pisoni, 1993 ; see Pisoni, 1997 , for a review).
A final concern is that the strongest effects of gradiency are obtained in visual world eye-tracking tasks with a small number of pictured referents. Thus, it could be argued that participants might adopt a task-specific strategy that takes advantage of the closed set of displayed items, perhaps by implicitly naming one of the pictured referents, thereby creating a verifications set that bypasses normal lexical processing. There is, of course no way to rule out such an explanation for any given experiment. However, it seems likely that simplifying the task in this way would result in more categorical responding. More important, there is now a body of research using the visual world paradigm that is inconsistent with either implicit naming or a task-specific strategy that bypasses normal lexical processing. The most compelling evidence comes from studies demonstrating effects of cohort density and neighborhood density, even when these competitors are neither mentioned nor displayed (Magnuson et al., 2007 , for review and discussion, see Tanenhaus, 2007) .
If the goal of spoken language processing were to optimize mapping of the acoustic input onto phonetic and phonemic categories, then gradient sensitivity might not be desirable. However, natural language understanding operates in the context of decoding the acoustic cues that refer to one of thousands of lexical alternatives. Lexical access must operate in real time at a rate that places extreme demands on processing efficiency to keep pace with the nearly continuous flow of fluent speech. Thus, to maximize efficiency under such conditions, it is imperative both to make rapid temporary inferences about upcoming events, even if those predictions are based on partial information, and also to preserve partially ambiguous material that may be disambiguated by later information. The task of identifying words, therefore, may benefit from sensitivity to subphonetic detail, particularly if that subphonetic detail is predictive of upcoming information in the speech stream or can resolve ambiguity in previously heard material.
A number of studies have begun to show that this is the case: Sensitivity of lexical activation to subphonetic detail is advantageous during online spoken word recognition. For example, place assimilation can create subphonetic modifications to coronal segments such that they are produced partially labialized (in the context of a labial stop consonant). Thus, the phrase green boat would be pronounced with a labialized coronal as green m boat. If activation for boat were sensitive to this within-category modification, the system would be able to anticipate its occurrence on the basis of this preceding input. Evidence for these progressive effects has been reported in a number of recent studies (Gow, 2001 (Gow, , 2002 Gow & McMurray, 2007) . Moreover, this relationship between systematic within-category variation and lexical activation has now been documented in a number of other domains, including sensitivity to vowel length in segmenting embedded words (Gow & Gordon, 1995; Salverda et al., 2003 Salverda et al., , 2007 , dealing with mispronunciation (Goldrick & Blumstein, 2006; McMurray, 2004) , short-term integration of phonetic cues , and revision of prior commitments to recover from lexical garden paths (McMurray, Tanenhaus, & Aslin, 2008) . All of these results suggest that sensitivity to fine-grained acoustic detail may enhance word recognition by reducing ambiguity, anticipating upcoming events, and aiding in the integration of acoustic-phonetic material over time. The final script shows an example of how the VOT continua was constructed from the target word beach. In each case, first the original parameters from beach were copied. Next a short segment of the initial voicing (AV) was set to 0. Finally, during that same time period, aspiration (AH) was set to 63 dB. To make the next step of the continuum, the end time of this period of time was systematically increased by one frame (5ms). No other parameters were changed. All six continua were produced with identical scripts.
