Abstract: Measurements of p variables for n samples are collected into a n×p matrix X, where the samples belong to one of k groups. The group means are separated by Mahalanobis distances. CVA optimally represents the group means of X in an rdimensional space. This can be done by maximizing a ratio criterion (basically onedimensional) or, more flexibly, by minimizing a rank-constrained least-squares fitting criterion (which is not confined to being one-dimensional but depends on defining an appropriate Mahalanobis metric). In modern n < p problems, where W is not of full rank, the ratio criterion is shown not to be coherent but the fit criterion, with an attention to associated metrics, readily generalizes. In this context we give a unified generalization of CVA, introducing two metrics, one in the range space of W and the other in the null space of W, that have links with Mahalanobis distance. This generalization is computationally efficient, since it requires only the spectral decomposition of a n×n matrix.
Introduction
The following is developed in the context of Canonical Variate Analysis (CVA) but, with minor adaptations, is relevant to all forms of multivariate canonical analyses. CVA was originally defined (Rao 1949) as optimizing the ratio of two quadratic forms which, as is well-known, requires the maximal eigenvalue of a two-sided eigenvalue problem. The remaining eigenvalues, and associated eigenvectors, are commonly also utilized with the justification of being optimal, conditional on orthogonality with respect to the preceding eigenvectors. Other approaches, based on optimal least-squares fits to an appropriate matrix, give a better justification for multidimensional solutions and offer a better basis for developments required such as those that arise when the number of variables exceeds the number of samples. With technological advances, this is becoming increasingly important but it brings with it questions of deficiencies in rank that do not arise in classical applications. Thus, the following discussion tries to disentangle several strands -ratio versus least-squares criteria, the role of constraints, the more-variables-than-samples problem, and the use of different metrics. Although these matters may seem to be well understood, a careful appraisal reveals that there are some subtle issues that deserve consideration. We attempt a unified approach that examines these issues in a coherent framework.
We begin by establishing notation and reviewing some well-known results (Section 2) in the classical theory, though presented from our own perspective. This Section is a necessary precursor to Section 3, the heart of the paper, on the implications for modifications required when there are more variables than samples. Section 4 gives an example.
Notation. In CVA we have measurements on each of p variables for n samples distributed among k groups of sizes n 1 + n 2 + … + n k = n. These measurements are available in an n×p matrix X, assumed columncentered, and therefore of rank at most min(n -1, p), with groupmembership given in an n×k indicator matrix G. Here, G is zero except that g ij = 1 when the ith sample belongs to the jth group. Thus G1 = 1 and 1'G = 1'N, where N = diag(n 1 , n 2 , … , n k ) = G'G.
We shall also need the idempotent matrix
