A variety of approaches have been used to infer decision rules used by consumers. These approaches include protocol methods, self-reports, and non-linear compensatory and noncompensatory models of judgement. But there is little work on inferring the rules from choice or preference data, a situation that stands in contrast with the great progress in data-analytic techniques for linear models. There are well-known reasons for this, the most important being the ability of a linear model to predict preferences even when people use non-compensatory heuristics, and the ready availability of software programs that enable sophisticated analysis using linear compensatory models. A more desirable situation is to augment the existing analytical approaches by models that do not compromise on predictive ability and permit inferences about the underlying decision process. Ideally, the implementation of these approaches should be simple and allow use of standard software programs. The authors introduce one such model, which infers generalized forms of conjunctive/disjunctive rules from binary (acceptable/unacceptable) classifications of multiattribute alternatives. The first generalization is the introduction of a subset-conjunctive rule that requires an acceptable alternative to be satisfactory on some (possibly unknown) minimum number of attributes. A disjunctive rule is a special case when this number equals one; and a conjunctive rule is a special case when this number equals the number of attributes. The second generalization is that each attribute level is acceptable or unacceptable not with certainty but with a probability that can differ from one attribute level to another; the standard acceptable/unacceptable classification is obtained as a special case in which all probabilities associated with attribute levels go to extreme (0/1) values. The two generalizations are embedded in a latent-class model that allows segment level inferences about the structure of subset-conjunctive rules using binary (acceptable/unacceptable) classifications of multi-attribute alternatives. The results of simulations and an application suggest that the model does well in inferring the rules when the data arise from a subset-conjunctive process, and that it does as well as a linear model in terms of predictive accuracy.
Introduction
The marketing and the psychology literatures are replete with research on the use of heuristics in consumer decision making (Payne, Bettman and Johnson 1988; Grether and Wilde 1984; Payne 1976; Teigen, Martinussen and Lund 1996; Westenberg and Koele 1994; Wright 1975; Lynch 1985; Roedder-John 1999) . Among these heuristics are conjunctive and disjunctive rules. These two popular, non-compensatory heuristics are often observed when consumers have limited cognitive processing capacity (Bettman 1979; Payne, Bettman, and Johnson 1988) ; when they engage in a complex choice task and/or face a large choice set (Bettman 1979; Lussier and Olshavsky 1974; Meyer and Johnson 1995; Svenson 1974) ; and when they have limited familiarity with the alternatives (Andrews and Srinivasan 1995; Park 1976; Park and Seth 1975; Roberts and Lattin 1991) . Decision models that explicitly ask people for conjunctive/disjunctive judgments are described by Srinivasan (1988) in the context of new-product testing, and by Fritzsche(1991) for reflecting ethical considerations in choice.
A variety of approaches have been used to infer the use of decision rules by consumers.
These approaches include protocol methods (e.g., Payne, Bettman, and Johnson 1988) , self-reports (e.g., Johnson 1987; Swait 2001) , and non-linear models of compensatory and non-compensatory judgments (e.g., Einhorn 1970; Abe 1999; Elrod, Johnson, and White 2003) . 1 But there is still little work on inferring the rules from choice or preference data, a situation that stands in contrast with the great progress one has witnessed in dataanalytic techniques for linear models. There are well-known reasons for this, the most important being the ability of a linear model to predict preferences even when people use non-compensatory heuristics, and the ready availability of software programs that enable sophisticated analysis using linear compensatory models. A more desirable situation is, of course, to augment the existing analytical approaches by models that do not compromise on predictive ability and permit inferences about the underlying decision process. Ideally, the implementation of these approaches should be simple and allow use of standard software programs.
1 See Bettman (1979) and Elrod et al. (2003) for excellent discussions of these approaches.
1
The purpose of this paper is to describe one such method. It is suitable for analyzing binary response (e.g., acceptable/unacceptable) data for products or services described over a set of discrete attributes (as in conjoint analysis). The proposed method allows the aggregate or (latent) segment level inference of a decision heuristic that, as discussed below, subsumes the conjunctive and disjunctive rules as special cases. The likelihood functions have a simple structure and can be maximized using standard nonlinear optimization packages of the type available in SAS. Our experience with the model, as well as the results of simulations and an application we report, suggest that the model fits data and predicts preferences as well as a linear model (implemented using logistic regression) when the data arise from a conjunctive/disjunctive process. Simultaneously, it reveals the structure of the decision process underlying the data.
The proposed model embeds two generalizations of conjunctive/disjunctive rules. First, it introduces a generalized subset-conjunctive rule that requires an acceptable alternative to be satisfactory on some minimum (possibly unknown) number t of m attributes, 1 ≤ t ≤ m.
The disjunctive rule is a special case when t = 1; and the conjunctive rule is a special case when t = m. Second, each attribute level is acceptable or unacceptable not with certainty but with a probability that can differ from one attribute level to another. Here again the standard acceptable/unacceptable classification of attribute levels becomes a special case, obtained when all the probabilities associated with attribute levels go to extreme (0/1) values. The latter probabilities are also unknown and are estimated from data.
Thus, in the proposed model, an alternative is acceptable with a probability that depends on two components: the decision rule, which is specified by the minimum number t of attribute levels on which an alternative must be acceptable; and the probabilities with which the individual attribute levels are deemed acceptable. The value of t and the consideration probabilities associated with the attribute levels are inferred from binary (acceptable/unacceptable) evaluations of alternatives by specifying a likelihood function determined by these two components of the model. We first describe an aggregate model; then we consider a finite mixture model that captures unobserved, segment-level heterogeneity, allowing the probabilities of consideration and the minimum number of acceptable attributes to vary by consumer segment.
The idea of associating probabilities with attribute levels is not altogether new. It is discussed by Meyer and Johnson (1995) , albeit as expository device in a discussion that proposes the viability of representing a conjunctive (but not disjunctive) rule over continuous attributes in a logistic regression with main effects and all possible interaction effects. We build our model directly in terms of attribute-level consideration probabilities, rather than pursue the estimation of a full linear model (i.e., a model with all main effects and all possible interaction effects). There are two reasons for this. First, the number of terms in a full model increases exponentially with the number of attributes. For example, a design with five binary attributes has 2 5 − 1 = 31 treatment effects for each segment (5 main effects, 10 two-way interaction effects, 10 three-way interaction effects, 5 four-way interaction effects and 1 five-way interaction effect). With ten attributes, this number rises to 2 10 − 1 = 1023.
In contrast, the proposed model has as many parameters as the number of attribute levels; a model with ten binary factors estimates 20 parameters. Second, it is not possible to estimate a logistic regression with main effects and all interaction effects if the data are collected using a fractional factorial design. This precludes the use a logistic regression model with both main effects and interaction effects for inferring conjunctive/disjunctive rules. The present model can be used in these instances, even if no interaction effect can be estimated separately from the main effects.
We begin in the next section by describing the essential features of the proposed model.
We then discuss a maximum likelihood procedure for estimating the model parameters, first at the aggregate level and then at a latent class (segment) level. We illustrate both aggregate and segment-level models using data from a commercial conjoint study of household batteries. Finally, we report the results of a simulation study that investigates estimation accuracy and compares the results of the proposed models to those obtained from linear (compensatory) models.
Inferring subset-conjunctive strategies
In a conjunctive model, a consumer considers a product alternative if it is acceptable on all the relevant attributes. If any one attribute is deficient, then the product is not considered. Conversely, in a disjunctive model, a consumer considers a product alternative if it is acceptable on at least one of the attributes. In between these rules, there is a more general heuristic whereby a consumer considers an alternative if it is acceptable on at least t of m possible product attributes, 1 ≤ t ≤ m. We call this a subset-conjunctive rule. The special cases t = 1 and t = m represent disjunctive and conjunctive models, respectively.
To illustrate how these choice heuristics operate, consider the data in Table 1 . Suppose a consumer uses the three product attributes in Table 1 to select among five notebook computers, labelled A to E. For simplicity, suppose that each attribute has two levels (low and high) and that only the high levels are acceptable to a consumer. Then a consumer using a conjunctive rule (t = 3) considers only product, E; a consumer using a disjunctive rule (t = 1) considers all products except A; and a consumer using a subset-conjunctive rule (t = 2) considers two products, C and E. From this example, one can see that a conjunctive rule leads to fewer choices than the disjunctive rule. Thus, a consumer who favors a conjunctive heuristic, but finds few acceptable alternatives, has two options: either accept some previously unacceptable attribute levels; or reduce the number of criteria that an acceptable alternative must satisfy. Similarly, if there are too many acceptable alternatives, a person who otherwise uses a disjunctive strategy can increase the value of t, or can switch acceptable attribute levels to unacceptable. In this sense, a subset-conjunctive strategy provides flexibility to a decision maker, who can change the size of an acceptable subset by changing the number of criteria satisfied by an acceptable alternative.
Suppose we know which computers in Table 1 are acceptable to a consumer and which are unacceptable. Can we then infer the underlying rule? For deterministic subset-conjunctive rules, it is straightforward to determine which attribute levels are acceptable and which are unacceptable, provided the response data contain no error. For a conjunctive rule, set an attribute level to be acceptable only if it appears in at least one acceptable alternative; for a disjunctive rule, set an attribute level to be unacceptable only if it appears in at least one unacceptable alternative. For a subset-conjunctive rule, consider our subset-conjunctive (t = 2) example in Table 1 . Observe that product B and C differ only in storage level but C is considered and B is not. Hence, the 120 GB (40 GB) level must be (un)acceptable.
Similarly, a comparison of products C and D reveals that the 1.5 GB (512M B) level is (un)acceptable. Finally, a comparison of product E and B implies that 2.4 GHz (1.2 GHz) is an (un)acceptable level. Obviously, more complex algorithms applying this same principle are needed for sifting through large datasets.
In the presence of error, one may be tempted to use logistic (or probit) regression to analyze subset-conjunctive data. To examine how well this method reflects a subsetconjunctive process with t = 2, we simulated 2,000 observations, 250 per cell of the 2 3 factorial design generated by taking all combinations of the three product attributes in Table 1 . We introduce response error by allowing the acceptability of an attribute level to be probabilistic. Specifically, we set η 11 = 0.95, η 21 = 0.15, η 12 = 0.85, η 22 = 0.10, η 13 = 0.70, η 23 = 0.20, where η jk denote the probability that level j of attribute k is acceptable, j = 1, 2; 1 ≤ k ≤ 3.
Given the attribute levels associated with each cell in Table 1 , we compute the probability that at least two of the three attribute levels of a product are acceptable. This gives the consideration probability with which we generate the binary choice outcome y ∈ {0, 1} for the cell. Applied on these data, a stepwise logistic regression with 5% selection level retained all the main and interactions effects and resulted in the following estimated equation: is so robust that it will usually fit most data quite well (Bettman 1979 (p. 191) , Dawes 1979 , Dawes and Corrigan 1974 , Johnson, Meyer and Ghose 1989 , Meyer and Johnson 1995 .
But this robustness of the linear model is a double-edged sword: it predicts well in so many diverse situations that it does not allow us to discriminate among alternative processes that might give rise to data. Suppose we did not know in the present case that the correct model was a subset conjunction. It is hard to infer from the above estimated equation that the data were in fact generated using such a process. The main-effect coefficients suggest that x 21 and x 22 are the most important predictors of product consideration. The two-way interaction coefficients suggest that there is a positive synergy between all pairs of attributes.
The negative three-way interaction effect, however, indicates that the joint presence of the three (high-level) attributes has a deleterious effect on consideration. Clearly, this latter result is inconsistent with the subset-conjunctive rule that we used in generating the data: a product is considered only if it is acceptable on at least two attributes. Thus, one can be led astray as far as interpretation goes if one relies on the interpretation of the logistic-regression results.
This example illustrates the potential problems that can arise when fitting a compensatory model to analyze data arising from a subset-conjunctive process. To our knowledge, models allowing the inference of such processes from consideration or choice data (where the independent variables are discrete) while accounting for heterogeneity in decision rules are not available. Deterministic models like the ones described in the context of the data in Table 1 can be used as a first approximation. However, these models are not realistic.
They implicitly assume that consumers (1) are completely knowledgeable about product attributes, (2) have all the cognitive abilities and motivation to process product information in a detailed fashion, (3) are certain about their preferences, and (4) there is no error in judgement. 2 The objective of this paper is to fill this gap. The following section presents a probabilistic subset-conjunctive model that explicitly accounts for uncertainty in consumer judgment and describes a finite mixture extension that allows for heterogeneity in the subset-conjunctive rules and in the consideration probabilities associated with attribute levels. Section 4 illustrate these models using consideration data from a commercial conjoint study of batteries. Section 5 reports the results of a simulation study investigating estimation accuracy and comparing the results of the proposed models to those obtained from linear (compensatory) models. Section 6 summarizes the paper and discusses directions for future research.
Probabilistic Subset Conjunction
We first discuss the homogeneous case where consumers are characterized by common parameters. We then extend the model to treat the case where consumers are heterogeneous (i.e., belong to different segments).
The homogeneous case
Let k index product attributes, 1 ≤ k ≤ m; and let j index attribute levels, 1 ≤ j ≤ n k .
Let η jk denote the probability that level j of attribute k is acceptable. This probability can be individual specific or common across consumers. Here, we assume a common probability. Later, we relax this assumption by allowing η jk to be segment specific. As in the standard conjunctive/disjunctive models, we assume that the acceptability of one attribute level is independent of the acceptability of another attribute level. A deterministic subsetconjunctive model corresponds to the special case when all η jk values are zeroes and ones.
In general, the further the η jk values are from zeros and ones, the more uncertainty there is in consumer judgement.
Let x ijk denote a dummy variable indicating whether (1) or not (0) level j of attribute k appears in alternative i, (1 ≤ i ≤ N ). Let p ik denote the probability that alternative i is acceptable on attribute k, 1 ≤ k ≤ m. Thus, p ik = η jk if level j of attribute k appears in alternative i. As the x ijk are 0-1 variables, we can also write
Let q ik = 1 − p ik denote the probability that alternative i is not acceptable on attribute
Let θ is (k, m) denote the probability that alternative i is acceptable on at least s of the (m − k + 1) attributes k, k + 1, k + 2, . . . , m. For example, the probability that alternative i is acceptable on at least one of the attributes k through m is given by
Then the probability that alternative i is acceptable on at least t of m attributes is given by the recursion
The p i1 θ it−1 (2, m) term on the right hand side is the probability that alternative i is acceptable on attribute 1 and also acceptable on at least t − 1 of the remaining m − 1 attributes; and the q i1 θ it (2, m) term is the probability that alternative i is not acceptable on attribute 1 but acceptable on at least t of the remaining m − 1 attributes. For the conjunctive rule, t = m (an acceptable alternative must be satisfactory on all attributes) and so equation (4) simplifies to
Similarly, the disjunctive rules corresponds to t = 1 and has the simple form
For 2 ≤ t ≤ m − 1, the recursion can be used to write π it in terms of the η jk . To illustrate, consider the simple example in Table 1 where each of the m = 3 attributes has n k = 2 levels, 1 ≤ k ≤ 3. The probability that alternative i is acceptable on at least t = 2 attributes is
given by
where the right-hand side can be simplified by the substitutions
Thus equation (4) can be re-written as
where the probabilities p ik and q ik are functions of the parameters η jk ; see equation (1).
Let y i = 1(0) indicate whether alternative i is (un)acceptable and let N denote the number of (possibly repeated) alternatives. Estimates of η jk can be obtained by maximizing the likelihood function
where
The estimates can be further constrained to satisfy η j 1 k ≥ η j 2 k ≥ . . . η jsk , for a sequence of levels j 1 , j 2 , . . . , j s of attribute k that are a priori ordered in decreasing preference order, 1 ≤ k ≤ m. The likelihood function can be maximized using standard nonlinear optimization packages (e.g., PROC NLP in SAS) 3 .
The estimation procedure needs to be run separately for each integer value of t from 1 (disjunctive) to m (conjunctive), unless the subset-size t is a priori specified, either because one wants to test a hypothesis concerning the use of a particular rule or because of past evidence that favors a particular value of t. Otherwise, the best solution corresponds to the value of t with the highest likelihood value.
As the π it are probabilities, the likelihood function is naturally scaled between zero and one. The upper bounds on the likelihood (log likelihood) function is one (zero), which happens when all acceptable alternatives have π it = 1 and all unacceptable alternatives have π it = 0. The least informative model corresponds to the case where
Let N A denotes the number of acceptable alternatives in the sample. Then a naive estimate for the acceptance probability of each alternative is obtained by settingπ t = N A /N.
The ratio of the estimated likelihood function to its value atπ t , which we denote by L(0),
gives the relative odds for the two models, and is one measure of the overall goodness-of-fit of a tested model. An alternative measure that captures the improvement in the log-likelihood value relative to that of the naive model is
Lerman 1993, p. 167).
To illustrate, consider again the simulated data for the notebook computers in Table 1 .
Recall that the data were generated using the subset-conjunctive model (t = 2). Suppose we estimate a probabilistic disjunctive, a subset-conjunctive, and a conjunctive model with these data. The estimation results in Table 2 indicate that the estimation procedure does well in recovering both the true subset-size (t = 2) and the true parameters. Specifically, the likelihood function has maximum value when t = 2 and the estimated parameters are close to their true counterparts (all the 95% confidence intervals (not shown) include the true parameter values). Interestingly, the log-likelihood value for the t = 2 solution (−931.77) is virtually identical to the log-likelihood value that we obtained using logistic regression (−930.92) . This result confirms previous findings about the robustness of the compensatory (linear) model in fitting data arising from a non-compensatory process (Dawes and Corrigan 1974; Dawes 1979; Goldberg 1968; Green 1968; Lord 1962) . Herein lies the paradox: on traditional goodness of fit measures (e.g., likelihood values), one may not be able to improve upon the linear model. At the same time, as we showed in the previous section, one cannot use this model to infer that the data arise from a subset-conjunctive process.
A few observations about the probabilistic subset-conjunctive model are in order at this point. First, the importance of a product attribute is reflected by the pattern of η jk values. If η jk = 1(0) for all levels 1 ≤ j ≤ n k , then attribute k is irrelevant for a conjunctive (disjunctive) rule, and sufficient to classify all alternatives as (un)acceptable for a disjunctive (conjunctive) rule. If all values of η jk for a given attribute are equal to the proportion of observations with y = 1 in the sample, then the attribute has no discriminating ability. On the other hand, a model in which some η jk values are close to zero and others are close to one contains useful information about whether or not a consumer considers an attribute level acceptable. A good model should have at least some η jk biased towards the extreme values, and there should be within-attribute differences in the η jk values.
Second, the proposed probabilistic model is more realistic than its deterministic counter-part. Recall that a deterministic model assigns binary (acceptable/unnacceptable) values to each attribute level and classifies alternatives into one of two categories with certainty.
In contrast, the proposed model treats the acceptability of attribute levels and product alternatives probabilistically. This probabilistic treatment is more than accounting for error in consumer judgment. It captures consumers' uncertainty about their preferences. For example in consumer choice, consumer seek variety (McAlister 1982) and a deterministic 0/1 choice outcome is not sufficiently descriptive of the fact that we are uncertain about whether to see a thriller or action movies next weekend. There are also situations where the cognitive cost of a detailed evaluation is too high, and the only practical option is to proceed in stages from a rough, probabilistic assessment to a finer, more costly evaluation.
For example, consumers often use heuristics to screen a set of available brands, eliminating all but a few brands from which they eventually make a choice (Bettman 1979 , Wright 1975 , Wright and Barbour 1977 . The probabilistic treatment is also useful when consumers are not sufficiently knowledgeable about product attributes or are not motivated enough to fully assess the available information.
Finally, the probabilistic subset-conjunctive model is identified. We investigate this issue via an extensive simulation study that we report in section 5.
The heterogeneous case
The aggregate subset-conjunctive model works well if one can assume that all consumers have common η jk and follow the same subset-conjunctive process, or if one can make this assumption for a priori segments of consumers. 4 But if a priori segmentation is not possible and consumers are heterogeneous, an aggregate analysis is likely to produce biased estimates and therefore leads to erroneous conclusions about the decision process (Jedidi, Jagpal, and DeSarbo 1997; Wedel and Kamakura, 1999) .
To illustrate the problems stemming from failure to treat heterogeneity, consider our example in Table 1 . Suppose there are two consumer segments of equal size. Consumers in both segments use a subset-conjunctive strategy, requiring at least t = 2 acceptable attributes in a considered alternative. But the segments differ in terms of which attribute levels they find acceptable. One segment (the "experts") finds acceptable only the "high" levels of the attributes. The other finds only the "low" levels acceptable, perhaps because the higher levels are "overkill." Table 3 shows the η jk probabilities for each segment and the associated consideration probability (see equation (8)). Note the complete masking of the consideration probabilities when one fails to identify the segments. Specifically, if data from both segments are pooled, the expected aggregate η jk estimates will be the average of the segment-level probabilities (i.e., η jk = 0.505, 1 ≤ j ≤ 2, 1 ≤ k ≤ 3,) which reflect the preferences of neither segment.
We propose a finite-mixture (latent class) approach to capture unobservable consumer heterogeneity. Let g denote the index for a latent segment, 1 ≤ g ≤ G. Let η g jk be the probability that level j of attribute k is acceptable for a consumer in segment g. Let p g ik denote the probability that alternative i is acceptable on attribute k for a consumer in
Following the derivations for the homogeneous case (see equation (4)), the conditional probability that alternative i is acceptable on at least t of the m attributes for a consumer in segment g is given by the recursion
where, by definition,
and
Suppose consumer h evaluates multiple alternatives in set C h . 5 Then, conditional on mem-bership in segment g, the likelihood function for consumer h is given by
where y hi is a binary variable that indicates whether alternative i ∈ C h is acceptable for consumer h.
Let w g be the prior (mixing) probability that consumer h belongs to latent segment g such that w g ≥ 0 and
Given a random sample of N independent observations, the likelihood function is given by
The likelihood function in equation (15) reduces to the expression in equation (9) when there is G = 1 market segment.
We use proc NLP in SAS to maximize the likelihood function in equation (15) . As the number of segments and the subset sizes are a priori unknown, we estimate the finite mixture model for all G × m combinations and we select the solution that minimizes the Bayesian Information Criterion defined as
where N h = ||C h || represents the number of alternatives that are evaluated by consumer h and M G is the number of effective parameters that are estimated (G − 1 mixing proportions + G × m k=1 n k parameters). The selected solution gives estimates for the best subset-size t * , the appropriate number of segments G * , and the set of parameters w g , η
As is standard in finite-mixture models, we assign consumers to each of the G segments using Bayes' rule:
where P hg denotes the estimated posterior probability that consumer h belongs to segment g.
These probabilities represent a fuzzy classification of the N consumers into the G segments.
To assess the degree of separation among segments, we use an entropy measure defined by:
This measure is bounded between 0 and 1. A value close to 0 indicates that the segments are not well separated. A value close to 1 indicates excellent separation among the segments.
Application
A major manufacturer of household batteries undertook a study to gauge consumer interest in several possible battery improvements. Following in-depth consumer interviews, the market research group at the company decided to conduct a study in which consumers were asked to indicate whether or not they would consider purchasing each of thirty two distinct battery concepts. The product concepts were generated using a fractional factorial design using five design factors:
1. incremental price (0%, 25%, 50% higher than current price);
2. built-in charge meter (yes, no); 3. environmental safety (yes, no);
4. rapid recharge (yes, no); and 5. life of battery (standard, 50% longer than standard).
The design confounds main effects and (second-order and higher) interaction effects.
Data were collected over a two month period in personal interviews at shopping malls. Respondents were screened to be battery purchasers and were compensated for participating in the study. Each respondent was shown the thirty two profile descriptions, which were written on cards, and was asked if he/she would consider purchasing the described battery.
The order of profile presentations was randomized across respondents. We use the data for 175 participants who classified at least one alternative in each of the two response (acceptable/unaccaptable) categories. On average, 18% of the observations for these subjects were censored.
Let x 21 and x 31 denote dummy variables representing the 25% and 50% higher price levels; and let x 22 − x 25 denote dummy variables representing built-in charge meter, environmental safety, rapid recharge and life of battery (see Table 5 for variable definition).
A logistic regression of the aggregate data gives the following estimate for the unobserved utility function (note that only main effects can be estimated because these are confounded with two-way and higher order interaction effects): u = 1.7 − 1.57x 21 − 3.1x 31 + 0.88x 22 + 1.07x 32 + 0.75x 42 + 1.21x 52 ; LL = −2003.8.
All parameter estimates are significant at p < 0.05. These results suggests that price is the most important factor. As expected, a higher price decreasing the chances of a person considering a product, and the inclusion of additional features results in incremental gains in consideration probability, with longer battery life being the most important of the remaining factors. However, it is difficult to infer from these results if the data can be represented by a subset-conjunctive rule. Table 4 (column 3; aggregate solution) shows the value of the log likelihood as a function of 1 ≤ t ≤ 5 for each of the five possible subset-conjunctive models. The solution for t = 2
gives the best fit. The log likelihood values are close for the t = 1 and t = 2 solutions, and both of these are close to the log-likelihood value for the aggregate logistic regression.
Thus, there is no loss in predictive ability if one uses a subset-conjunctive model instead of a simple logistic regression with the aggregate data. However, even at the aggregate level, the subset-conjunctive solution, shown in Table 5 , provides some insight that is not apparent from the logistic regression. The t = 1 (disjunctive) solution has substantial within-attribute separation in the values of theη jk . The less preferred attribute levels are never acceptable by themselves; and the preferred attribute levels are alone sufficient to make an alternative acceptable to varying degrees, ranging fromη 11 = 0.88 toη 41 = 0.397. The t = 2 solution differs in two ways. First, the values of theη jk are higher for the preferred levels. Second, η 42 is no longer close to zero but has a value of 0.76. Of course, an acceptable alternative now has to be acceptable on at least two attributes. There is thus a reasonable case to conclude that the aggregate data are best described by a subset-conjunctive rule with t = 1.
Next, we examine the subset-conjunctive model for 1 ≤ g ≤ 4 segments. As one might expect, the value of the log likelihood increases with the number of segments, but there is at best marginal improvement beyond g = 3 segments; the BIC criterion also implies the adequacy of a three-segment solution (see Table 4 ). As a comparison, a latent-class logistic regression also selects a three-segment solution; it has a log-likelihood of LL = −1454, which is comparable to the log likelihood value (LL = −1475.49) for the subset-conjunctive model with t = 2 and g = 3 segments. Two additional goodness-of-fit measures are the entropy and the hit rates (i.e., the percent of correct classifications based on a maximum probability rule). A comparison on these measures for the three-cluster solutions obtained using logistic regression and the subset-conjunctive solution with t = 1, 2 suggests that the models have similar fits. The entropy value is 0.926 for the logistic model; and it is 0.932 (0.922) for a subset-conjunctive model with t = 2 (t = 1). Similarly, the hit rate is 0.906 for the logistic model; and it is 0.906 (0.908) for a subset-conjunctive model with t = 2 (t = 1).
The logistic-regression and subset-conjunctive models also produce similar segment memberships. Given the logistic regression segments, the subset-conjunctive model produces matching rates of 0.983 for t = 2 and 0.9486 for t = 1. The average correlation between the respective posterior probabilities of membership is 0.99 (0.989) for the logistic regression and t = 2 (t = 1) subset conjunction. It is reassuring that the subset conjunctive models do not produce different results from those obtained using two slightly different subset sizes, or using a the more traditional logistic regression method. Table 6 compares the three-segment, subset-conjunctive solutions for t = 1 (disjunctive) and t = 2. The parameter estimates are consistent with the expectation that preferred attribute levels have higher values ofη jk . Given the closeness of fit for the t = 1 and t = 2 models, we begin by discussing the former, which is simpler to interpret: if a person finds any one attribute acceptable, he/she finds the alternative acceptable.
The solution for segment 2 has the simplest interpretation. Consumers in this segment are overwhelmingly price sensitive, because they almost never consider a battery sold at a higher price, and almost always consider a battery at the regular price. Nothing but price matters to them. Consumers in segment 3 are very similar, except that they also consider with a high probability (0.86) batteries sold at a 25% higher price and associate some (albeit small) value with each of the other features. The provision of additional features further raises the consideration probability at this (or lower) price. But at a 50% price premium, the probability of consideration falls to 14% for a battery with no other feature. To see this, recall that the consideration probability for a disjunctive rule is given by equation (6). Using the values of η jk from the column "Disjunctive/Segment 3" in Table 6 gives the consideration probability:
The value of the consideration probability increases if the battery is environmentally safe, has a longer life and/or a rapid recharge feature. With all these features present, the consideration probability rises to over 60%; i.e., Segment 1 consumers are more responsive to additional features than the other two segments. Batteries with longer life have a consideration probability of nearly 90% even if no other features are offered and the battery is priced at a 50% higher level. Environmental safety alone raises the consideration probability to 80%, regardless of any other feature or price. Thus, for this large market segment, comprising over 60% of the sample, a featureladen battery at the highest price has a 97% consideration probability.
The t = 2 solution is similar to the t = 1 solution above. As one might expect, the requirement that there be two acceptable attribute levels in a considered alternative increases the value ofη jk . But note that there is a redundancy in the sense that there is an attribute for each segment for which the consideration probability, even at the "absent" attribute level, is high ("rapid recharge" for segments 1 and 3, and "longer life" for segment 2). This is an indication that t = 2 is too high a threshold value; it captures additional variance in the data, but it is unappealing because of the difficulty in interpretation. Given the similarity in the log likelihood values, the segment compositions and the hit rates for the t = 1 and t = 2 solutions, it appears that the disjunctive model gives a better characterization of these data.
To summarize, the data seem to point to three segments, each using a disjunctive rule.
One segment values product features. Another values only low price. And a third, which falls in between, places substantial value on price, but the provision of additional features substantially raises its consideration probability (to over 60%) for a battery.
Finally, we note that a latent-class logistic regression gives the following parameter estimates for each of three segments (all parameters in bold are significant at p < 0.05
Segment 1 : u = 0.75 − 1.28x 21 − 2.79x 31 + 1.93x 22 + 2.35x 23 + 1.12x 24 + 3.38x 25 ;
Segment 2 : u = 1.31 − 6.57x 21 − 6.80x 31 + 1.25x 22 + 0.86x 23 + 0.86x 24 + 0.37x 25 ;
Segment 3 : u = 2.92 − 1.77x 21 − 4.73x 31 + 0.55x 22 + 0.79x 23 + 0.63x 24 + 0.45x 25 .
As noted above, this analysis gives almost identical segment membership; it does as well from a predictive standpoint; but it does not provide the same information about how people consider alternatives.
We also performed a cross-validation analysis comparing the predictive validity of the selected, three-segment solutions obtained from logistic regression and the t = 1 and t = 2 subset-conjunctive solutions. We randomly select 26 product profiles from each consumer for model estimation and use the remaining six for prediction. We use the appropriate model to compute the probability that a holdout profile is acceptable and use the probability cutoff of 0.5 to predict consideration. The mean hit rates across randomly drawn, holdout-samples are 0.898, 0.901, and 0.904 for logistic, subset-two, and disjunctive models, respectively.
These hit rates are much higher than the 82% predicted by the maximum chance criterion.
To provide further diagnostics regarding predictive validity, Table 7 compares the observed consideration proportions of the 32 profiles in the holdout sample with their corresponding predicted consideration probabilities by the three models. All three models perform equally well in recovering the actual consideration proportions. The mean absolute deviations (MAD) are, respectively, 0.0444, 0.0448, and 0.0447 for the logistic, disjunctive, and subset-two models.
Simulated testing of subset-conjunctive models
We performed a simulation experiment to test the proposed class of subset-conjunctive models. Our primary purpose is to assess how well the estimation procedure recovers both the true subset size t of the conjunctive process and the true parameters of the subsetconjunctive models. We are also interested in comparing the fit of the correctly specified subset-conjunctive model with that of a compensatory model (i.e., logistic regression) for varying subset sizes.
Simulation Design
We estimated subset-conjunctive models using a (5 × 2 × 2) factorial design with the following treatments: true model (t = 1 . . . 5), sample size (1600 and 3200 observations), and amount of uncertainty in data (low and high). Recall that an attribute is informative (low uncertainty) if the probabilities of acceptance of its levels are extreme (close to zero or one) and different. One way to operationalize the amount of uncertainty in a model is by drawing the parameters from Beta distributions with different parameters. We selected Beta(0.1, 0.1) and Beta(0.5, 0.5) for the low and high levels of uncertainty, respectively.
This experiment used m = 5 binary predictors x j ∈ {0, 1}, 1 ≤ j ≤ 5. We generate N = 1600 (3200) alternatives, i.e., 50 (100) per cell of the 2 5 factorial design generated by taking all combinations of the predictor variables. For each alternative i = 1, . . . , N, we used the η jk parameters generated from the appropriate Beta distribution to compute the probability π t i that the alternative is acceptable on at least t of the five attribute levels.
This gives the probability with which we generate the response variable y it ∈ {0, 1} for the appropriate subset-conjunctive model.
Most simulation studies use a fixed set of model parameters. Thus the results are likely to depend heavily on the particular set of parameter values chosen. To avoid this difficulty, we used different sets of model parameter values for all replications and treatments. In this experiment, we performed hundred replications per treatment (cell). For each replication (i.e., dataset), we estimated the subset-conjunctive model while varying the subset size t from 1 to 5. We also estimated a main-effects logistic regression for comparison.
The model performance criteria of interest are the recovery of the true model parameters and the recovery of the true subset size. We used the Mean Absolute Deviation (MAD)
between the true and estimated parameters as a measure of bias. We estimate the subset size by estimating the model for t=1 to 5. We selected the subset size t * corresponding to the solution with highest maximum likelihood value across 1 ≤ t ≤ 5. Thus, the percent of replications that points to the correct subset-size t is our measure of true subset size recovery.
For comparison, we also measure the relative difference between the log-likelihood values of the subset-conjunctive model (SC) and logistic regression (LR) defined as (ln
Simulation Results
The results in Table 8 show that the recovery of the parameters is excellent across all the treatment conditions. In general, the algorithm estimated the parameters accurately for all the subset sizes, regardless of sample size or amount of uncertainty. The MAD ranges from 0.01 to 0.10 with an overall mean of 0.04 and a median of 0.026. As expected, the accuracy of the estimates tends to improve significantly with lower uncertainty. Sample size and subset size, however, do not seem to affect accuracy significantly.
The recovery of the true subset size is also excellent. The percent of replications pointing to the true subset size ranges from 80 to 100% and has a mean of 93.5% and a median of 100%. As with the recovery of parameters, the likelihood of selecting the correct subset size improves significantly with lower uncertainty but also with a larger sample size.
Across all replications and treatments, the true subset-conjunctive models always produced likelihood values slightly higher (i.e., better) than those from logistic regressions. The relative differences range from as low as 0.002 to as high as 0.03 with a mean of 0.011 and a median of 0.003 These differences tend to be higher with lower amounts of uncertainty.
The average relative difference varies from 0.004 for the high uncertainty level to 0.018 for the low uncertainty level. In other words, with higher uncertainty it becomes harder to distinguish between correctly specified subset-conjunctive models and logistic regressions.
If we assume that empirical data contain more error, the benefits of subset conjunctive models should be assessed in terms of improved interpretability and less emphasis should produce likelihood values very similar to those of correctly specified subset conjunctive models and that the differences in log likelihood values get smaller with higher uncertainty.
We expect these relative differences to be almost zero when interaction terms are also estimated in logistic regression as we have found in the illustrative example in Table 2 .
Finally, we did not encounter any problems of convergence for the sample size and the uncertainty level examined.
Conclusion
One often encounters "logical" varieties of non-compensatory rules. For example, consumers use them to screen-in alternatives into consideration sets; marketing executive use them to describe target markets; and doctors use them to diagnose illnesses. We introduce two generalization of conjunctive/disjunctive rules and describe a latent-class model for identifying the structure of these rules using binary response data. We illustrate the model by examining screening criteria for segments of household battery buyers. We also simulate the predictive performance of the model and compare it to the performance of logistic regression. The results suggest that: (1) logistic regression models have likelihood values very similar to the likelihood values of correctly specified subset-conjunctive models; the discrepancy between the two models diminishes with the amount of response error; (2) the estimation procedure performs well in recovering both the true parameters and the subset size of a subset-conjunctive process; and (3) that the chances of finding local optima are low, although we still recommend the use of multiple starting solutions. Recall that the estimation procedure is run from t=1 to 5 on each dataset (replication). The percent of replications pointing to t=1 (disjunctive) model is 97.03%.
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Measures the relative difference between the subset-conjunctive and logistic loglikelihood values (see section 5.1 for formulae).
1
The Mean Absolute Deviation between the true and estimated parameters in this treatment cell is 0.0175. 
