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Résumé
Pour F = R ou C, les classes d’isomorphisme de (g,K)-modules irréductibles pour GL(n,F ) sont para-
métrées par des représentations de dimension n du groupe de Weil WF de F . Comme le groupe de Weil de C
est d’indice 2 dans celui de R, on peut induire à WR une représentation de WC. Cela donne une opération
d’« induction automorphe » qui à un (g,K)-module irréducible τ pour GL(n,C) associe un (g,K)-module
irréductible π = τC/R pour GL(2n,R). Dans cet article, nous prouvons que si τ est unitaire et générique,
alors π est déterminé par τ via une identité de caractères entièrement analogue à l’identité qui intervient
dans la théorie de l’induction automorphe pour les corps p-adiques, due à R. Herb et l’auteur. Cela com-
plète ainsi la théorie de l’induction automorphe pour les représentations locales et globales de GL(n) sur un
corps de nombres.
© 2009 Elsevier Inc. Tous droits réservés.
Abstract
For F = R or C, isomorphism classes of irreducible (g,K)-modules for GL(n,F ) are parametrized by
n-dimensional representations of the Weil group WF of F . We can induce to WR a representation of WC,
which has index 2 in WR. That gives a process of “automorphic induction” which to an irreducible (g,K)-
module τ for GL(n,C) associates an irreducible (g,K)-module π = τC/R for GL(2n,R). In the present
paper we show that if τ is unitary and generic then π is determined by τ , up to isomorphism, via a character
identity entirely analogous to the character identity occurring in the automorphic induction process for
p-adic fields. This completes the theory of automorphic induction for local and global representations of
GL(n) over number fields.
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1. Introduction
1.1. La théorie des formes automorphes amène à s’intéresser aux représentations unitaires
de GL(n,R) et GL(n,C) et, par suite des travaux de Harish–Chandra, aux (g,K)-modules pour
ces groupes. Langlands [16] a classifié les (g,K)-modules irréductibles pour GL(n,F ), quand
F est un corps local commutatif archimédien, en termes de représentations de dimension n du
groupe de Weil WF de F . On peut induire à WR une représentation de dimension n de WC, et
on obtient une représentation de WR de dimension 2n, puisque WC est d’indice 2 dans WR. Par
la correspondance de Langlands, on obtient ainsi une opération d’induction automorphe qui à
un (g,K)-module irréductible τ pour GL(n,C) associe une classe d’isomorphisme de (g,K)-
modules irréductibles π = τC/R pour GL(2n,R), qui ne dépend que de la classe d’isomorphisme
de τ .
Dans cet article, nous nous intéressons surtout aux (g,K)-modules irréductibles qui peuvent
apparaître comme composants aux places archimédiennes de représentations automorphes cus-
pidales des groupes GL(n) sur les corps de nombres. On sait que ces composants sont unitaires et
génériques, au sens où ils possèdent un modèle de Whittaker [19]. Nous prouvons ici que si τ est
unitaire et générique, alors π = τC/R est déterminé par τ via une identité de caractères (ci-après
Théorème 1).
1.2. Précisons. La représentation τ possède un caractère χτ , qui est une fonction analytique
sur l’ensemble des éléments (semisimples) réguliers de GL(n,C), et qui détermine τ à isomor-
phisme près. La représentation π = τC/R, par sa définition, est isomorphe à sa tordue επ par le
caractère ε d’ordre 2 de GL(2n,R). On peut donc choisir un opérateur d’entrelacement A entre
επ et π , ce qui donne une distribution qui, à une fonction ϕ de classe C∞, à support compact,
dans l’ensemble des éléments (semisimples) réguliers de GL(2n,R), associe la trace de l’opéra-
teur π(ϕ) ◦A ; cette distribution est représentée par une fonction analytique χ(π,A).
Par ailleurs, on dispose de « facteurs de transfert » qui dépendent de données auxiliaires. Nous
utilisons ici les facteurs de transfert de [9,10], où l’on s’est donné une base du R-espace vecto-
riel Cn, d’où un plongement de H = GL(n,C) dans G = GL(2n,R). On obtient une fonction 
sur l’ouvert de H formé des éléments qui sont (semisimples) réguliers dans G.
Théorème 1. Soit τ un (g,K)-module irréductible pour GL(n,C), qu’on suppose unitaire et
générique. Soit π l’induite automorphe de τ , et choisissons un isomorphisme A de επ sur π .
Alors il existe une constante non nulle c = c(τ,A) telle que
(i) pour tout élément γ de H régulier dans G on ait :
∣∣DG(γ )∣∣1/2R χ(π,A)(γ ) = c(τ,A) ∑
x∈Xγ
ε
(
x−1
)

(
x−1γ x
)∣∣DH (x−1γ x)∣∣1/2C χτ (x−1γ x) ;
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χ(π,A)(γ ) = 0.
Dans la formule plus haut, les facteurs DG et DH sont les facteurs discriminants usuels,
les valeurs absolues sont normalisées, et Xγ est obtenu en choisissant, pour chaque classe de
conjugaison C dans H contenue dans la classe de conjugaison de γ dans G, un élément x de G
tel que x−1γ x appartienne à C.
Ce théorème est l’exact pendant du résultat principal de [9], où la théorie de l’induction
automorphe est établie pour les extensions cycliques de corps p-adiques [9, 3.10 et 3.11].
Que cette identité détermine π si τ est donnée vient de l’indépendance linéaire des caractères
pour SL(2n,R).
1.3. B. Lemaire et l’auteur ont démontré [10], dans le cas de l’induction automorphe pour les
corps p-adiques, qu’en un sens précis la constante c(τ,A) ne dépend pas de τ , et nous établissons
ici l’analogue de ce résultat dans le cas archimédien. Plus précisément, fixons un caractère non
trivial ψ du groupe additif R. On peut alors normaliser l’opérateur A en imposant que pour toute
fonctionnelle de Whittaker λ, relative à ψ , sur l’espace de la représentation π , on ait λ ◦ A = λ
(on voit aussitôt que si τ est unitaire et générique, il en est de même de π ). On obtient alors dans
le théorème 1 une constante c(τ,A) qu’on note plutôt c(τ,ψ).
Théorème 2. La constante c(τ,ψ) ne dépend que de ψ et pas de τ .
On obtient ainsi un facteur c(ψ) qui ne dépend que de ψ et des données fixées pour définir les
facteurs de transfert ; notre méthode permet de calculer c(ψ) par réduction au cas de GL(1,C),
qui était pour l’essentiel connu de Labesse et Langlands au début des années 1970 [15]. Alors
que je rédigeais cet article, j’ai appris que Hiraga et Ichino savent démontrer que si l’on choisit
les facteurs de transfert « canoniques » de Kottwitz et Shelstad [14], qui font aussi intervenir un
choix de ψ , alors la constante c(ψ) vaut toujours 1. Je renvoie à leur travail en cours de rédaction
pour la comparaison explicite des facteurs de transfert.
1.4. Nous prouvons les théorèmes 1 et 2 ensemble. Notre méthode est purement locale et ne
fait pas intervenir les représentations automorphes. A la section 2, nous donnons quelques rappels
sur les représentations de GL(n,R) et GL(n,C). Dans la section 3, nous définissons l’induction
automorphe pour GL(n), dans le cadre légèrement plus général d’une algèbre cyclique E sur un
corps local commutatif archimédien F , et nous énonçons dans ce cadre notre résultat principal
(Théorème 3.7 ci-dessous).
La démonstration occupe la section 4. Le cas où l’algèbre E/F est déployée est facile, et ne
figure que parce qu’on le rencontre nécessairement dans les situations globales. Le cas où E/F
n’est pas déployée se ramène en fait, par les formules de caractères pour l’induction parabolique,
au cas où n = 1 et où E/F est isomorphe à C/R, cas qui est bien connu depuis le début des an-
nées 1970 [15]. Dans la dernière section, nous indiquons comment notre résultat pour les algèbres
cycliques permet d’étendre les théorèmes de [8] au cas des places archimédiennes : si E/F est
une extension cyclique de corps de nombres, τ une représentation automorphe de GL(m,AE),
induite de cuspidale unitaire, et π l’induite automorphe de τ , alors pour chaque place archimé-
dienne v de F , πv est l’induite automorphe de τv , l’induction étant prise pour l’algèbre cyclique
E ⊗F Fv sur Fv ; ainsi τv et πv vérifient l’identité de caractères correspondante.
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2. Représentations de GL(n,R) et GL(n,C)
2.1. Cette section est consacrée à des rappels sur les représentations de GL(n,F ), où F est
un corps local commutatif archimédien. Ainsi F est isomorphe à R, l’isomorphisme étant alors
unique, ou à C auquel cas on a deux isomorphismes possibles, se déduisant l’un de l’autre par
l’action sur C de la conjugaison complexe.
Si F est isomorphe à C, le groupe de Weil WF de F n’est autre que le groupe F×. Si F est
isomorphe à R, on doit d’abord choisir une clôture algébrique F de F et le groupe de Weil WF de
F est en fait relatif à ce choix de clôture algébrique : c’est l’extension de Gal(F/F ) par F×, où
l’élément non trivial de Gal(F/F ) agit de la façon naturelle sur F× et se relève dans WF en un
élément c de carré −1 dans F×. On munit WF de sa topologie naturelle. Deux choix différents
de la clôture algébrique F donnent des groupes naturellement isomorphes.
Il existe un homomorphisme de groupes N de WF dans F× qui coïncide avec la norme de F
à F sur le sous-groupe F×, et prend la valeur −1 en c ; cet homomorphisme induit un isomor-
phisme de l’abélianisé de WF sur F×.
2.2. D’après Langlands [16], les classes d’isomorphisme de (g,K)-modules irréductibles
pour GL(n,F ) sont paramétrées par les représentations continues semisimples de dimension n
de WF , à isomorphisme près : à une telle représentation σ de WF , on associe une classe d’isomor-
phisme π(σ) de (g,K)-modules irréductibles pour GL(n,F ). Noter que cette paramétrisation se
comporte bien si l’on change la clôture algébrique F de F choisie. Pour n = 1, la correspondance
σ → π(σ) est l’identité sur l’ensemble des caractères de F× si F est isomorphe à C, tandis que
si F est isomorphe à R, elle est caractérisée par π(σ) ◦N = σ pour tout caractère σ de WF .
2.3. On s’intéresse ici essentiellement aux représentations unitaires irréductibles (par quoi
nous entendons toujours topologiquement irréductibles) de GL(n,F ) et aux (g,K)-modules
sous-jacents. On sait que ces (g,K)-modules sont exactement les (g,K)-modules unitarisables
et que deux représentations unitaires irréductibles de GL(n,F ) sont isomorphes si et seulement
si les (g,K)-modules correspondants le sont.
D. Vogan a classifié [23] les représentations unitaires irréductibles de GL(n,F ). Nous utili-
sons ici une présentation du résultat parallèle à la classification de Tadic´ pour les corps locaux
non archimédiens [20] ; grâce à la preuve de la conjecture de Kirillov par Baruch [4], on peut
d’ailleurs maintenant donner une démonstration analogue dans les cas archimédiens et non ar-
chimédiens [21] voir aussi la présentation de [3].
Rappelons cette classification du dual unitaire de GL(n,F ). On considère à la fois tous les
groupes GL(n,F ) pour n entier strictement positif. Les briques de base sont les représentations
« de la série discrète ». Si F est isomorphe à C, elles n’existent que pour n = 1, ce sont les
caractères unitaires de GL(1,F ) = F×. Si F est isomorphe à R, il faut ajouter aux caractères
unitaires de GL(1,R) les représentations de la série discrète de GL(2,R). Ces dernières sont
celles qui correspondent, par la correspondance de Langlands, aux représentations continues
irréductibles et unitaires, de dimension 2, de WF . Plus précisément, une représentation continue
irréductible de dimension 2 de WF est forcément induite à partir du sous-groupe W = F× deF
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régulier, c’est-à-dire distinct de son conjugué χc par l’action de la conjugaison de F sur F ; on
a σ(χ) 	 σ(χc) et si χ ′ est un caractère de F× distinct de χ et χc , σ(χ ′) n’est pas isomorphe
à σ(χ). Les représentations de la série discrète pour GL(2,F ) s’obtiennent quand χ est un
caractère unitaire de F×.
2.4. Notons D l’ensemble des représentations de la série discrète : ce sont des classes de re-
présentations unitaires irréductibles de GL(1,F ) ou, si F est isomorphe à R, de GL(2,F ). Pour
δ dans D et n entier strictement positif, on note u(δ,n) le quotient de Langlands de l’induite
parabolique ν n−12 δ×ν n−12 −1δ×· · ·×ν 1−n2 δ, où ν est le caractère donné par la valeur absolue nor-
malisée de F . (Ici et dans toute la suite, le signe × indique une induction parabolique normalisée ;
pour fixer les idées, nous prenons toujours le sous-groupe parabolique formé de matrices triangu-
laires supérieures.) Alors u(δ,n) est une représentation unitaire irréductible, et pour tout nombre
réel α strictement entre 0 et 1/2, l’induite parabolique π(δ,n;α) = ναu(δ,n) × ν−αu(δ,n) est
également unitaire irréductible (c’est la « série complémentaire »). Notons B l’ensemble des re-
présentations u(δ,n) et π(δ,n;α) ainsi obtenues.
La classification de Vogan s’exprime ainsi :
(i) Pour k entier positif et π1, . . . , πk dans B, π1 × · · · × πk est unitaire irréductible et sa classe
d’isomorphisme ne dépend pas de l’ordre des πi .
(ii) Une représentation unitaire irréductible de GL(n,F ) est de la forme π1 × · · · × πk où k est
bien déterminé, et où les πi dans B sont bien déterminés à l’ordre près.
2.5. Nous nous intéressons en fait surtout aux représentations unitaires irréductibles qui sont
génériques au sens de Shalika [19, §3], voir aussi [13, §6]. On fixe un caractère additif non
trivial ψ de F ; si Nn désigne le groupe des matrices triangulaires supérieures unipotentes dans
GL(n,F ), on définit le caractère θ = θψ de Nn par la formule
θ(uij ) = ψ
(
n−1∑
i=1
ui,i+1
)
pour (uij ) ∈ Nn.
Si π est une représentation unitaire (ou plus généralement admissible) de GL(n,F ) dans un
espace de Hilbert H, on note H∞ l’ensemble des vecteurs C∞ de H ; il est canoniquement muni
d’une structure d’espace de Fréchet [13, §6.1], et π est dite générique s’il existe une forme
linéaire continue λ non nulle qui vérifie
λ
(
π(u)x
)= θψ(u)λ(x) pour x dans H∞ et u ∈ Nn.
D’ailleurs, l’existence de λ ne dépend pas du choix de ψ non trivial, et λ est alors unique à
multiplication par un scalaire près [19, Thm. 3.1]. On dit que λ est une fonctionnelle de Whittaker
sur π (relative à ψ ). On sait aussi que si π est composant en une place archimédienne d’une
représentation automorphe cuspidale unitaire de GL(n) sur un corps de nombres, alors π est
unitaire générique [19, §5, Corollary].
2.6. D’après Vogan [22, p. 98], il découle des résultats de Kostant [13] qu’une représentation
unitaire irréductible de GL(n,F ) est générique si et seulement si le (g,K)-module sous-jacent est
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mally faithfull »).
Mais en fait Kostant ne traite que des groupes de Lie semisimples. Pour la commodité du
lecteur, nous déduisons l’assertion ci-dessus du Thm. 6.7.2 de [13].
2.7. Supposons d’abord F isomorphe à R ; on identifie même F à R, ce qui, pour notre ques-
tion, est sans danger. On note G le sous-groupe de GL(n,R) formé des matrices de déterminant
1 ou −1 ; ainsi GL(n,R) est produit de G et du sous-groupe central formé des matrices scalaires
à coefficients strictement positifs.
Si π est une représentation unitaire irréductible de GL(n,R), sa restriction à G est irréduc-
tible, et la généricité de π se teste sur cette restriction. De même le (g,K)-module sous-jacent
à π donne un (g,K)-module irréductible pour G, et la dimension de Gelfand–Kirillov, qui
est basée sur l’action de l’algèbre de Lie, se teste également sur la restriction à G, de sorte
que π est « grosse » si et seulement si sa restriction à G l’est. Suivant les constructions précé-
dant le Thm. 6.7.2 de [13], on introduit le groupe F∞ des matrices diagonales dans SL(n,C)
normalisant l’algèbre de Lie s de SL(n,R) et induisant sur λ un automorphisme d’ordre 1
ou 2 ; on voit que F∞ est formé des matrices diagonales diag(λε1, . . . , λεn) avec εi = ±1 pour
i = 1, . . . , n et λnε1 · · · εn = 1. Ces matrices normalisent G, et d’ailleurs l’action par conjugaison
de diag(λε1, . . . , λεn) est la même que celle de diag(ε1, . . . , εn), qui appartient à G. On voit donc
qu’avec les notations de [13], si π est une représentation unitaire irréductible de G sur un espace
de Hilbert H, on a H˜ = H, et le Thm. 6.7.2 de [13] dit bien que les deux conditions suivantes
sont équivalentes :
(i) π est « gros » ;
(ii) π est générique.
Le théorème assure de plus que l’espace des fonctionnelles de Whittaker pour π est de di-
mension 1.
2.8. On peut alors se rapporter à la classification donnée par Vogan [22] des représentations
« grosses ». Le Thm. 6.2 (a) ⇔ (f ) de [22] donne qu’une représentation unitaire irréductible π
de GL(n,R) est générique si et seulement si π est induite parabolique irréductible d’une repré-
sentation limite de séries discrètes ; pour GL(n,R) cela signifie simplement induite parabolique
irréductible d’une représentation de la série discrète. Ecrivant π comme produit d’éléments de
B par la classification du dual unitaire (2.4), cela signifie que les u(δ,n) pour n > 1 n’appa-
raissent pas. Autrement dit, π est générique si et seulement si elle est isomorphe à un produit
π1 ×· · ·×πk où pour i = 1, . . . , k, πi est dans D ou de la forme π(δ,1;α) pour un élément δ de
D et un nombre réel α strictement entre 0 et 1/2. C’est bien la classification, utilisée en général
sans commentaire, par exemple par Mœglin et Waldspurger dans [18].
2.9. Si maintenant F est isomorphe à C, on peut supposer F = C. On reprend alors le même
raisonnement que plus haut, en plus simple. On prend pour G le groupe SL(n,C), auquel les
résultats de Kostant s’appliquent. Une représentation unitaire irréductible de GL(n,C) reste ir-
réductible par restriction à SL(n,C), et reste générique si elle l’était au départ. Le groupe noté
F∞ par Kostant agit alors trivialement par conjugaison sur G et ses représentations, de sorte que
le Thm. 6.7.2 de [13] dit encore qu’une représentation unitaire irréductible de G est générique
si et seulement si elle est grosse. Cela se transfère aussitôt à GL(n,C) et par le même Thm. 6.2
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π1 × · · · × πk où pour i = 1, . . . , k, πi est dans D (i.e. πi est un caractère unitaire de C×) ou de
la forme π(δ,1;α), δ un caractère unitaire de C× et α un nombre réel strictement entre 0 et 1/2.
3. L’induction automorphe
3.1. Considérons maintenant l’extension quadratique C/R. Via la correspondance de Lan-
glands, les (g,K)-modules irréductibles pour GL(n,C) correspondent aux représentations conti-
nues semisimples de dimension n de WF : en fait toute telle représentation de WF est somme
de caractères χ1, . . . , χn de C×, et on lui associe le quotient de Langlands de la série principale
attachée à χ1, . . . , χn. Les représentations unitaires irréductibles de GL(n,C) sont obtenues pour
des choix de χi imposés par la classification rappelée à la section 2. Les représentations unitaires
irréductibles génériques de GL(n,C) sont obtenues pour des choix encore plus restreints, et en
ce cas d’ailleurs la série principale correspondante est irréductible. Plus précisément, les repré-
sentations unitaires irréductibles génériques de GL(n,C) sont celles dont la représentation de
WC correspondante est somme de représentations de la forme suivante :
(i) un caractère unitaire ;
(ii) une somme ναχ ⊕ ν−αχ où χ est un caractère unitaire de C× et α strictement entre 0 et
1/2.
De la même façon, les représentations unitaires irréductibles génériques de GL(n,R) sont
celles dont la représentation de WR correspondante est somme de représentations de la forme
suivante :
(i) un caractère unitaire ;
(ii) une représentation irréductible unitaire de dimension 2 ;
(iii) une somme ναρ ⊕ ν−αρ où ρ est comme dans (i) ou (ii) et α strictement entre 0 et 1/2.
3.2. On peut induire de WC à WR une représentation continue semisimple de dimension
n de WC, et on obtient une représentation continue semisimple de dimension 2n de WR. Cela
donne une opération d’induction σ → σC/R, bien définie sur les classes d’isomorphisme, et on
la transporte en une opération d’induction dite « automorphe » des classes d’isomorphisme de
(g,K)-modules irréductibles pour GL(n,C) vers les classes d’isomorphisme de (g,K)-modules
irréductibles pour GL(2n,R). Vu la classification rappelée plus haut, il est clair que cette opéra-
tion d’induction automorphe envoie un (g,K)-module sous-jacent à une représentation unitaire
irréductible générique de GL(n,C) vers le (g,K)-module sous-jacent à une représentation uni-
taire irréductible générique de GL(n,R). On obtient donc une opération d’induction automorphe
π → πC/R sur les classes d’isomorphisme de représentations unitaires irréductibles génériques
de GL(n,C).
3.3. Bien sûr, une représentation continue semisimple de dimension n de WR donne par
restriction une représentation continue semisimple de dimension n de WC. Cela donne des opé-
rations dites de changement de base, des (g,K)-modules irréductibles pour GL(n,R) vers les
(g,K)-modules irréductibles pour GL(n,C), et aussi des représentations unitaires irréductibles
génériques de GL(n,R) vers les représentations unitaires irréductibles génériques de GL(n,C).
Il découle de la partie archimédienne des travaux d’Arthur et Clozel [2, Chap. 1, §7] que si
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GL(n,C) obtenue de π par changement de base, alors π et Π vérifient des identités de caractères
« à la Shintani » qui déterminent Π à partir de π . Ce que nous voulons établir ici, les théorèmes
1 et 2 de l’introduction, est l’analogue des identités à la Shintani.
3.4. Par transport de structure, les n◦ 3.1 à 3.3 sont valables pour une extension quadratique
quelconque de corps locaux archimédiens. En fait, pour les applications globales, on a besoin
d’une situation plus générale, que nous introduisons maintenant.
On fixe un entier strictement positif d , un groupe cyclique Γ à d éléments, et un générateur
σ de Γ . On suppose donnée une F -algèbre cyclique E de groupe Γ , où F est un corps local
commutatif archimédien. Dans cette situation, E est un produit de corps E1 × · · · ×Er où r est
un diviseur de d , d = rd1, et où les Ei sont des extensions cycliques de degré d1 de F ; on peut
choisir les notations de sorte que σ agisse par permutation cyclique sur les facteurs, et que E
apparaisse comme Er1, σ agissant sur E
r
1 par σ(x1, . . . , xr ) = (σ1xr, x1, . . . , xr−1), où σ1 est un
générateur de Gal(E1/F ).
Le groupe NE/F (E×) est égal à NE1/F (E
×
1 ), qui est F
× si E1 = F et est formé des éléments
positifs de F× si E1 est quadratique sur F (auquel cas E1/F est isomorphe à C/R) ; nous notons
ε le caractère de F× de noyau NE/F (E×) : ainsi ε = 1 si E1 = F et ε est le caractère signe sinon.
3.5. Fixons un entier strictement positif m, et posons n = md . Alors GL(m,E) s’identifie
à GL(m,E1)r , sur lequel σ agit de la façon indiquée plus haut. Une représentation unitaire ir-
réductible τ de GL(m,E) est un produit tensoriel τ = τ1⊗̂ · · · ⊗̂τr où pour i = 1, . . . , r , τi est
une représentation unitaire irréductible de GL(m,E1) ; de plus τ est générique si et seulement si
chacun des τi est générique.
Soit τ = τ1⊗̂ · · · ⊗̂τr une représentation unitaire irréductible générique de GL(m,E). Notant
τ
E1/F
i l’induite automorphe de τi (c’est tout simplement τi si E1 = F ), l’induite automorphe
τE/F de τ est par définition τE1/F1 × · · · × τE1/Fr , une représentation unitaire irréductible géné-
rique de GL(n,F ).
On vérifie immédiatement qu’on peut caractériser π = τE/F de la façon suivante : la tordue
επ de π par le caractère ε ◦ det de GL(n,F ) est isomorphe à π (bien sûr cette condition est
vide pour E1 = F ), et le changement de base de π pour l’algèbre cyclique E/F est l’induite
parabolique τ × τσ × · · · × τσd−1 , une représentation de GL(n,E) = GL(n,E1)d : il suffit de
traduire cette assertion en termes de représentations de WF et WE . Cette caractérisation montre
que le théorème 6 de [8] est valable pour des corps locaux archimédiens.
3.6. Avant de donner notre théorème principal, qui donne l’identité de caractères reliant τ
et π = τE/F quand τ est comme en 3.5, il nous faut rappeler la normalisation de l’opérateur
d’entrelacement A déjà apparu dans l’introduction, et un peu de la définition des facteurs de
transfert, d’après [9,10].
Soit π une représentation unitaire irréductible générique de GL(n,R), ou plus généralement
une représentation admissible irréductible générique de GL(n,R) sur un espace de Hilbert. On
suppose επ isomorphe à π ; on peut donc choisir un isomorphisme A de επ sur π : il stabilise
l’espace des vecteurs C∞ de π .
Si λ est une fonctionnelle de Whittaker pour π (relative au caractère ψ de R fixé), λ ◦ A
est encore une fonctionnelle de Whittaker pour π , et on peut donc normaliser A en imposant
l’égalité λ ◦A = λ pour toute telle fonctionnelle de Whittaker. Bien sûr, si ε = 1, A est l’identité.
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la distribution f → tr(π(f ) ◦ A(ψ)) sur l’ouvert GL(n,F )reg de GL(n,F ) formé des éléments
(semisimples) réguliers. Si ε = 1, cette distribution est représentée par une fonction analytique
sur GL(n,F )reg, localement L1 sur GL(n,R) [12, §10], le caractère χπ de π . On pose alors
χ(π,A(ψ)) = χπ .
Vérifions qu’on a les mêmes propriétés si ε = 1 (ce qui implique que n = md est pair et que
E1/F est isomorphe à C/R). Le noyau de ε ◦ det est le sous-groupe G+ de GL(n,F ) formé des
matrices à déterminant strictement positif, c’est-à-dire le produit de SL(n,F ) par le sous-groupe
central des matrices scalaires à coefficients strictement positifs. Comme επ est isomorphe à π ,
on voit par la théorie de Clifford que la restriction à G+ de π est somme de deux représentations
irréductibles non isomorphes. Appliquant le théorème 6.7.2 de [13], comme en 2.7, au groupe
SL(n,F ), on voit qu’un seul de ces composants est générique pour le choix de ψ (attention,
comme il s’agit du groupe SL(n,F ), le choix fixé de ψ est ici important). Notons π+ le compo-
sant générique pour ψ – il faudrait le noter π+(ψ) –, et π− l’autre composant. L’opérateur A(ψ)
coïncide alors avec l’identité sur l’espace de π+ et avec x → −x sur l’espace de π−. Notant χπ+
et χπ− les caractères de π+ et π−, qui sont des fonctions analytiques sur GL(n,F )reg ∩ G+,
localement intégrables sur G+, on voit aussitôt que la distribution f → tr(π(f ) ◦ A(ψ))) sur
GL(n,F )reg est représentée par la fonction χπ+ − χπ− , qu’on note, conformément à l’introduc-
tion, χ(π,A(ψ)).
3.7. Il nous faut aussi introduire les facteurs de transfert , pour cela nous suivons [9],
[10, §2]. On fixe une base de Em comme espace vectoriel sur F , ce qui donne un plongement
de GL(m,E), qu’on note désormais H , dans GL(n,F ), noté G. On fixe également un élément
e de E× tel que σe = (−1)m(d−1)e. On dispose alors [10, 2.1 et 2.2, où le caractère ici noté ε
est noté κ] de la fonction  sur H ∩ Greg ; si ε = 1,  est identiquement 1 ; si ε = 1,  est à
valeurs dans {±1} et vérifie (x−1hx) = ε(x)(h) pour h ∈ H ∩ Greg et x ∈ G tel que x−1hx
appartienne à H ∩Greg.
Le théorème suivant est notre résultat principal. Dans le cas de l’algèbre cyclique E/F =
C/R, il redonne les théorèmes 1 et 2 de l’introduction.
Théorème 3. Il existe une racine de l’unité c(ψ) dans C qui vérifie la propriété suivante :
Soit τ une représentation unitaire irréductible générique de H , et soit π = τE/F l’induite
automorphe de τ . Alors on a
(i) si γ ∈ H ∩Greg∣∣DG(γ )∣∣1/2F χ(π,A(ψ))(γ )
= c(ψ)
∑
x∈X(γ )
ε ◦ det(x−1)(x−1γ x)∣∣DH (x−1γ x)∣∣1/2E χτ (x−1γ x) ;
(ii) si γ ∈ Greg n’est pas conjugué à un élément de H ,
χ(π,A(ψ))(γ ) = 0.
Dans la formule (ii), X(γ ) est choisi comme dans l’introduction : pour chaque classe de
H -conjugaison C dans la classe de G-conjugaison de γ , on choisit un élément x de G tel
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absolue normalisée de F . Le facteur DH est aussi le facteur discriminant standard ; si l’on iden-
tifie H à GL(m,E1)d , DH donne le discriminant usuel sur chaque facteur GL(m,E1), et pour
x = (x1, . . . , xd) dans Ed1 , on a posé |x|E =
∏d
i=1 |xi |E1 , où | |E1 est la valeur absolue normalisée
sur E1.
3.8. Remarquons qu’on a, pour x dans G et γ dans Greg,
χ(π,A(ψ))
(
x−1γ x
)= ε ◦ det(x)χ(π,A(ψ)(γ ) ;
c’est clair si ε = 1, et si ε = 1 cela découle du fait que la conjuguée de π+ par x ∈ G est π+
si x est dans G+, et π− sinon. Il s’ensuit que les propriétés (i) et (ii) du théorème déterminent
la fonction χ(π,A(ψ)) sur Greg, en termes de χτ . On sait par ailleurs [12, Thm. 10.6] que les
caractères de représentations admissibles irréductibles deux à deux non isomorphes de G+ sont
linéairement indépendants. On en déduit que, τ étant fixée, π est l’unique représentation admis-
sible irréductible de G, à équivalence infinitésimale près, qui soit isomorphe à επ et vérifie les
identités (i) et (ii) du théorème : on peut même pour cette caractérisation affaiblir l’identité (i) en
prenant au lieu de c(ψ) un nombre complexe non nul pouvant dépendre de τ et π .
La section suivante donne la démonstration du théorème. Comme nous l’avons dit dans l’in-
troduction, Hiraga et Ichino savent maintenant prouver qu’avec la normalisation de Kottwitz et
Shelstad [14] pour les facteurs de transferts, c(ψ) vaut en fait toujours 1.
3.9. Comme dans la théorie de l’induction automorphe pour les corps locaux non archimé-
diens, le théorème 3.7 peut se traduire en termes de fonctions concordantes [10, 2.4], ce qui peut
être utile quand on a besoin de la formule des traces.
4. Preuve du théorème principal
4.1. Commençons par le cas où ε = 1, de sorte que E1 = F et que E s’identifie à l’algèbre
cyclique déployée Fd . En ce cas, nous l’avons dit,  est identiquement 1. L’identité à prouver
ne dépend pas du choix de plongement de H dans G, de sorte qu’on peut voir H comme le
sous-groupe de Levi diagonal de G, de blocs diagonaux de taille m × m. Si τ est une représen-
tation unitaire irréductible générique de H , produit tensoriel des représentations τ1, . . . , τd de
GL(m,F ), alors π = τE/F est l’induite parabolique τ1 × · · · × τd . Les identités à prouver sont
alors :
(i) χπ(γ ) = 0 si γ ∈ Greg n’est pas conjugué à un élément de H ;
(ii) |DG(γ )|1/2F χπ(γ ) =
∑
x∈X(γ ) |DH(x1γ x)|1/2E χτ (x−1γ x) pour γ dans H ∩Greg.
Mais il s’agit là simplement des formules décrivant le caractère d’une représentation induite
parabolique, dues à Hirai [11] pour un groupe semisimple, à Wolf [24] un peu plus généralement ;
voir [7, Théorème 5.7] pour un énoncé couvrant notre cas ; pour passer de la formulation de Hecht
et Schmid à la nôtre, il suffit de remarquer qu’un élément de H régulier dans G n’appartient qu’à
un sous-groupe de Cartan de G ; il serait agréable et important d’avoir une preuve de [7] parallèle
à celle de Clozel [5] dans le cas non archimédien.
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sorte qu’on peut identifier E/F à C/R si l’on veut. Le résultat est alors essentiellement connu
depuis le début des années 1970, et découle des investigations de Labesse et Langlands sur la L-
indiscernabilité pour SL(2) [15, §2], voir aussi [17, §7]. Le théorème en ce cas est explicitement
écrit et discuté dans [14, §5.3] : il suffit de remarquer que notre facteur de transfert  ne diffère
de celui utilisé par Kottwitz et Shelstad que par une racine de l’unité ne dépendant pas de τ .
Remarquons aussi que dans le cas présent, le résultat du théorème est valable si l’on part
de n’importe quel caractère τ de E×, et qu’on prend pour π la représentation τE/F : cette
représentation π est irréductible générique, isomorphe à επ , de sorte qu’on peut bien définir
A(ψ) et χ(π,A(ψ)). En fait, il existe un caractère η de F× tel que τ ′ = τ/η ◦ NE/F soit unitaire
et, posant π ′ = τ ′E/F on a π = (η ◦ det)⊗ π ′ ; les identités de caractères (i) et (ii) reliant τ et π
découlent immédiatement de celles reliant τ ′ et π ′.
4.3. Passons maintenant au cas général. Si l’on change de plongement de H dans G, le
membre de gauche des identités à prouver est multiplié par un signe ±1 ne dépendant pas de τ ,
tandis que le membre de droite est inchangé. On pourra donc choisir le plongement de façon
appropriée.
A ce stade, il est commode de poser d = 2r , d’identifier l’extension E1/F à C/R et E à
l’algèbre cyclique Cr sur R, où σ agit par σ(x1, . . . , xr ) = (xr , x1, . . . , xr−1).
Si (e1, . . . , em) est la base canonique de Cm comme C-espace vectoriel, on peut choi-
sir (e1, ie1, e2, ie2, . . . , em, iem) comme base de Cm sur R, ce qui donne un plongement de
GL(m,C) dans GL(2m,R). On choisit la base sur R de Em = (Cr )m de sorte que H = GL(m,E)
soit identifié au sous-groupe GL(m,C)r du sous-groupe de Levi diagonal GL(2m,R)r de
GL(n,R), donné par le sous-groupe GL(m,C) de GL(2m,R) dans chaque bloc diagonal.
4.4. La représentation unitaire irréductible générique τ de H est un produit tensoriel
τ1⊗̂ · · · ⊗̂τr où pour i = 1, . . . , r , τi est une représentation unitaire irréductible générique de
GL(m,C). Posant πi = τC/Ri , l’induite automorphe π de τ , pour l’algèbre cyclique E/F , est
par définition l’induite parabolique π1 × · · · × πr . En fait, écrivant chaque τi comme une sé-
rie principale, π apparaît comme une induite parabolique ρ1 × · · · × ρmr , où chaque ρj est
une représentation admissible irréductible générique de GL(2,R) sur un espace de Hilbert, in-
duite automorphe d’un caractère (pas forcément unitaire) ηj de C×. Les représentations τi sont
obtenues en prenant les caractères ηj successivement m à m et en formant la série principale
correspondante ; on a la recette correspondante pour les πi à partir des ρj .
Notons M le sous-groupe de Levi de G, formé des blocs diagonaux de taille 2 × 2 ; l’inter-
section H ∩M est le tore maximal diagonal T = C×mr de H .
4.5. Il convient d’identifier les composants π+ et π− et de calculer χπ+ − χπ− en termes
de quantités analogues pour les ρj . Chaque ρj , par restriction au sous-groupe GL(2,R)+ de
GL(2,R) formé des matrices à déterminant positif, se casse en deux représentations irréductibles
inéquivalentes. Seule l’une d’elles est générique pour ψ , on la note ρ+j , et on note ρ
−
j l’autre
composante irréductible. Considérons la représentation ρ = ρ1⊗̂ · · · ⊗̂ρmr de M = GL(2,R)nr .
Notons M+ le sous-groupe M ∩ G+ de M , et M++ le sous-groupe GL(2,R)+mr de M+. La
restriction de ρ à M++ a exactement 2mr composants irréductibles distincts ρε11 ⊗̂ · · · ⊗ ρεmrmr ,
où les εi sont des signes ±1 indiquant le choix du composant ρ±j . La restriction de ρ à M+ se
casse en deux morceaux irréductibles, le morceau ρ+ somme des composants ρε1⊗̂ · · · ⊗̂ρεmrmr1
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M++ à M+, à partir de n’importe lequel de ses composants, et il en est de même de ρ−.
En particulier, le caractère de ρ+ et celui de ρ− s’annulent hors de M++ et pour γ =
(γ1, . . . , γmr) dans M++, régulier dans M , on a
χρ+(γ ) =
∑ mr∏
j=1
χ
ρ
εj
j
(γj ),
où la somme porte sur les signes εj de produit 1, et χρ−(γ ) est la somme analogue sur les signes
de produit −1 ; on en tire l’égalité
(χρ+ − χρ−)(γ ) =
mr∏
j=1
(γρ+j
− χρ−j )(γj ).
4.6. Notons que la notation choisie pour ρ+ et ρ− est cohérente avec nos conventions pour
les représentations génériques. Par le lemme 14.11 de [1] (citant [6]) appliqué au groupe SL(n,R)
et à son sous-groupe de Levi M ∩SL(n,R), le composant π+ de ρ1 ×· · ·×ρmr qui est générique
relativement à ψ est l’induite parabolique, de M+ à G+, de la représentation ρ+ ; de même π−
est l’induite parabolique de ρ−. On peut alors appliquer à π+ et π− les formules de [7, Thm. 5.7].
On trouve que pour γ dans Greg ∩G+, on a∣∣DG(γ )∣∣1/2R χπ±(γ ) =∑
δ
∣∣DM(δ)∣∣1/2R χρ±(δ)
où la somme porte sur les éléments δ de M (à conjugaison près dans M) conjugués à γ dans G.
Par la formule finale de 4.5, on en tire, toujours pour γ dans Greg ∩G+,
∣∣DG(γ )∣∣1/2R (χπ+ − χπ−)(γ ) =∑
δ
mr∏
j=1
∣∣D2(δj )∣∣1/2R (χρ+j − χρ−j )(δj )
où D2 est le facteur discriminant pour GL(2,R) et où on a écrit δ =
(δ1, . . . , δmr).
4.7. Les termes individuels du membre de droite dans la formule ci-dessus se calculent par
le cas déjà établi du théorème. On voit en particulier que (χπ+ −χπ−)(γ ) s’annule si γ n’est pas
conjugué dans G à un élément de T , ce qui donne déjà l’assertion (ii) du théorème 3.7.
Supposons maintenant γ dans H ∩ Greg ; il est alors conjugué dans H à un élément de T ,
et pour prouver l’assertion (i) du théorème 3.7, on peut aussi bien prendre γ , et les δ qui
apparaissent dans les sommes ci-dessus, dans T . Ces éléments δ sont alors les éléments de
T = (C×)mr dont les coordonnées sont une permutation de celles de γ . D’après le cas déjà traité
de l’induction automorphe, de C× à GL(2,R), il existe une constante c2(ψ) telle que, notant δj
la j ème composante de δ pour j entier entre 1 et mr , on ait
∣∣D2(δj )∣∣1/2(χρ+ − χρ−)(δj ) = c2(ψ)2(δj )(ηj (δj )+ ηj (δj ))R j j
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est valable car il est immédiat que les seuls éléments de C× conjugués à δj dans GL(2,R) sont
δj et δj , et que d’autre part on a ε ◦ det(x) = −1 si δj = x−1δj x, et 2(δj ) = −2(δj ).
Finalement, pour γ = (γ1, . . . , γmr) dans T , régulier dans G, on obtient
∣∣DG(γ )∣∣1/2R (χπ+ − χπ−)(γ ) = c2(ψ)mr∑
δ
mr∏
j=1
2(δj )
(
ηj (δj )+ ηj (δj )
)
la somme portant sur les δ dans T conjugués de γ dans H .
4.8. Il convient d’établir une expression comparable pour le membre de droite de (i). Notons
A la quantité en facteur de c(ψ) dans cette formule. Pour chaque élément α = x−1γ x apparais-
sant dans A, on peut supposer α pris dans T , et on a
∣∣DH(α)∣∣1/2E χτ (α) =∑
β
mr∏
j=1
ηj (βj )
où la somme porte sur les β = (β1, . . . , βmr) dans T conjugués dans H à α. D’autre part, les
facteurs (x−1γ x) et (β) étant égaux, A est somme sur les β dans T conjugués à γ dans G
de termes c(ψ)εβ(β)
∏mr
j=1 ηj (βj ), où εβ est le signe ε ◦ det(x−1) quand on écrit β = x−1γ x
avec x dans G. Ces éléments β de T sont obtenus en permutant les coordonnées de γ et en
changeant certaines d’entre elles en leur conjuguée complexe, le signe εβ valant (−1)a(β) si le
nombre de passages au conjugué complexe est a(β). Remarquant que  change également alors
par (−1)a(β), on trouve
A =
∑
δ
(δ)
mr∏
j=1
(
ηj (δj )+ ηj (δj )
)
,
où cette fois la somme porte sur les δ dans T conjugués à γ dans H .
Mais on prouve, exactement comme dans [10, §3.6] que la restriction à T de  est à un signe
ξ près, la fonction
δ →
mr∏
j=1
2(δj ).
On a donc
A = ξ
∑
δ
mr∏
j=1
2(δj )
(
ηj (δj )+ ηj (δj )
)
.
Comparant avec la formule obtenue en 4.7, on obtient la partie (i) du Théorème 3.7, avec c(ψ) =
ξ−1c2(ψ)mr , qui est bien une racine de l’unité dans C.
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5.1. Dans cette dernière section, très courte, nous indiquons comment les résultats du présent
article complètent ceux de [8] sur l’induction automorphe globale pour GL(n) sur les corps de
nombres.
Soit F un corps de nombres, et E une extension cyclique de F . Notons d le degré de E sur F ,
Γ le groupe de Galois de E sur F , et fixons un générateur σ de Γ . Soit m un entier strictement
positif, et posons n = md . Enfin fixons un caractère ε de A×F de noyau F×NE/F (A×E).
L’induction automorphe de [8] associe à une représentation automorphe τ de GL(m,AE),
induite de cuspidale unitaire, une représentation automorphe π = τE/F de GL(n,AF ), également
induite de cuspidale unitaire. La représentation π est caractérisée par les propriétés suivantes :
(i) π est isomorphe à sa tordue επ par ε ◦ det ;
(ii) le changement de base de π à E est l’induite parabolique τ × τσ × · · · × τσd−1 , une repré-
sentation automorphe de GL(n,AE).
Comme τ et π sont induites de cuspidale unitaire, leurs composants locaux sont unitaires et
génériques.
5.2. Soit v une place archimédienne de F . Posons Ev = E ⊗F Fv ; c’est une algèbre cy-
clique sur Fv , de groupe Γ . Le composant πv de π en v est isomorphe à sa tordue εvπv par
le caractère εv ◦ det de GL(n,Fv) et, par la compatibilité des changements de base locaux et
globaux [2, Chap. III], le changement de base de πv à Ev est τv × τσv × · · · × τσd−1v . La caracté-
risation donnée en 3.5 de l’induction automorphe archimédienne – qui donne l’équivalent, dans
le cas archimédien, du Théorème 6 de [8] – entraîne que πv est l’induite automorphe de τv , pour
l’algèbre cyclique Ev/Fv , de sorte que le Théorème 5 de [8] est encore valable pour les places
archimédiennes de F . Nous pouvons énoncer :
Théorème 4. Soit τ une représentation automorphe de GL(m,AE), induite de cuspidale unitaire,
et soit π = τE/F l’induite automorphe de τ . Alors pour toute place v de τ , πv est l’induite
automorphe de τv , pour l’algèbre cyclique Ev/Fv .
Remarque. Cette dernière assertion équivaut au fait que πv est l’induite parabolique
π1 × · · · × πe , où w1, . . . ,we sont les places de E au-dessus de v et πi l’induite automorphe
de τwi , pour l’extension cyclique Ewi /Fwi . Si v est une place infinie, cela découle directement
de la définition même de l’induction automorphe archimédienne. Si v est une place finie, cela
découle des résultats de [10].
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