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Agnès Helmstetter1, Laurent Stehly 1, Gregor Hillers2, and Olivier Gilbert16
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Abstract14
Field data are needed for a better understanding of sea ice decline in the context of cli-15
mate change. The rapid technological and methodological advances of the last decade16
have led to a reconsideration of seismic methods in this matter. In particular, passive17
seismology has filled an important gap by removing the need to use active sources. We18
present a seismic experiment where an array of 247 geophones was deployed on sea ice,19
in the Van Mijen fjord near Sveagruva (Svalbard). The array is a mix of 1C and 3C sta-20
tions with sampling frequencies of 500 Hz and 1000 Hz. They recorded continuously the21
ambient seismic field in sea ice between 28 February and 26 March 2019. Data also in-22
clude active acquisitions on 1 and 26 March with a radar antenna, a shaker unit, impul-23
sive sources, as well as artificial sources of seismic noise. This dataset is of unprecedented24
quality regarding sea ice seismic monitoring, also including thousands of microseismic25
events recorded each day. By combining passive seismology approaches with specific ar-26
ray processing methods, we demonstrate that the multimodal dispersion curves of sea27
ice can be calculated without an active source, and then used to infer sea ice properties.28
We calculated an ice thickness, Young’s modulus and Poisson’s ratio with values h =29
54 ± 3 cm, E = 3.9 ± 0.15 GPa and ν = 0.34 ± 0.02 on 1 March, and h = 58 ± 3 cm,30
E = 4.4±0.15 GPa and ν = 0.32±0.02 on 5 March. These values are consistent with31
in situ field measurements and observations.32
1 Introduction33
The effects of global climate changes are strongest in the Arctic, which currently34
undergoes the most intense warming on Earth, e.g. IPCC (2014). A spectacular signa-35
ture of these changes is the accelerated decline of the sea ice cover, at a rate faster than36
forecasted by climate models, either in terms of ice extent (Stroeve et al, 2007) or av-37
erage thickness (Rampal et al, 2011). Significant multi-decadal trends are also observed38
for mechanically-related variables, such as an acceleration of sea ice drift and deforma-39
tion (Rampal et al, 2009) and a mechanical weakening at the Arctic basin scale (Gim-40
bert et al, 2012).41
Arctic sea ice has an influence on climate at the global scale, because of the key42
role it plays in several atmosphere-ice-oceans interactions, such as the thermohaline cir-43
culation in icy waters, or the Arctic oscillation (Chylek et al, 2009; Uttal et al, 2002).44
Positive feedbacks between sea ice decline, modification of the albedo of the Arctic ocean,45
and the warming of arctic waters, likely influences this evolution and may lead to a sea-46
ice-free Arctic in summer within few decades, an emblematic example of a climatic tip-47
ping point (Steffen et al, 2018; Stroeve et al, 2012). Hence, understanding this sea ice48
decline in conjunction with global warming is one of the main challenges of modern cli-49
matology. In this matter, a finer description of the dynamic and thermodynamic pro-50
cesses involved in sea ice models is needed. However, accurate parameterization of these51
models require more complete datasets of sea ice properties: salinity, temperature, me-52
chanical properties, and thickness.53
The use of seismic methods to study sea ice has been considered for more than 6054
years. Sea ice acts as a waveguide for seismic waves. As such, it supports dispersive and55
multimodal wave propagation, which can be used to estimate its mechanical properties56
and thickness. Pioneering works in this matter are the experiments by Anderson (1958),57
who inferred the elastic constants of the ice from seismic waves velocities, and by Hunk-58
ins (1960), who demonstrated the influence of temperature on the elastic constants of59
the ice, and used the dispersion of the flexural wave to estimate its thickness. Yang and60
Giellis (1994) measured broadband multimodal propagation, using a linear array of tri-61
axial geophones and hammer blows. Stein et al (1998) inferred the elastic properties and62
thickness of sea ice by inverting seismic data obtained with a similar experimental setup.63
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Table 1. Sea ice properties and thickness from various seismic studies between 1958 and 2019
SH0 velocity (m/s) QS0 velocity (m/s) E (GPa) ν thickness (m)
Anderson (1958) 1133 - 1730 1960 - 2990 3.1-7.28 N/A 0.15 - 1.3
Hunkins (1960) 1420-1860 2400 - 3080 5.4 - 8.6 0.29 - 0.38 2.5 - 4.4
Pounder and Langleben (1964) 1788 N/A 7.19 0.25 N/A
Miller and Schmidt (1991) 1590 3090 N/A N/A 1.2
Yang and Giellis (1994) 1650 2800 6.5 0.3 2
Stein et al (1998) 1550 - 1650 2720 - 2930 6.1 - 7.2 0.33 1.7
Marsan et al (2019) 1850 N/A N/A N/A N/A
Table 1 compares sea ice properties measured from several sets of seismic data. Young’s64
modulus extends between 3.1 and 8.5 GPa and these should not be considered as the ex-65
tremes values. These differences are, for the most part, essentially related to ice com-66
position. Thinner and younger ice tends to be more porous and with a larger brine con-67
tent (Weeks and Ackley, 1986), resulting in lower values of Young’s modulus (Mellor, 1986).68
Due to the hostile environment and heavy logistics in polar regions, such studies69
have remained rare. With the need of exhaustive and accurate field data to meet climate70
change, and the rapid technological and methodological advances of the last decade, there71
has been a reconsideration of seismic methods for polar seismology (Kanao et al, 2015).72
In particular, passive seismology has filled an important gap related to the need of ac-73
tive sources. Based on continuous recordings of the ambient seismic field, it is possible74
to turn seismic stations into virtual sources via basic signal processing (Sabra et al., 2005;75
Shapiro and Campillo, 2004). This was recently applied for passive seismic studies of sea76
ice. Marsan et al (2012) inferred Arctic sea ice thickness from measurements of the flex-77
ural wave dispersion. Sutherland and Rabault (2016) measured the dispersion and at-78
tenuation of the flexural wave in landfast ice. Marsan et al (2019) observed the prop-79
agation of both the flexural and shear-horizontal waves from ambient seismic noise record-80
ings in the Arctic.81
The present paper follows up on our work initiated at the laboratory scale to in-82
fer the thickness and mechanical properties of the ice from the measurement of guided83
wave modes (Moreau et al, 2017-a). In a layer of ice floating on water, the wavefield is84
composed of modes that are of the same nature as those that propagate in a stress-free85
plate, i.e. the Lamb wave modes and the guided shear-horizontal (SH) wave modes. Lamb86
waves are decomposed in two families known as antisymmetric modes, An, and symmet-87
ric modes, Sn (Lamb, 1917). We distinguish between the fundamental modes (n = 0)88
that propagate at all frequencies, and the higher order modes (n = 1, 2, 3, ...) that be-89
come propagative only at frequencies above their cut-off frequency. Antisymmetric modes90
produce and axial displacement component that is antisymmetric and a normal displace-91
ment component that is symmetric, with respect to the middle-plane of the plate. For92
symmetric modes, this is the opposite. As such, antisymmetric modes generate flexu-93
ral motion and symmetric modes generate traction-compression motion.94
The solid-liquid interface, however, induces a change in the boundary conditions.95
This does not modify the propagation of the guided SH modes (because there is no cou-96
pling with shear motion in water), but it breaks the symmetry of the problem for the97
Lamb modes. As a consequence, the elastic wavefield in a free ice layer is different from98
that in a floating ice layer. The main differences are the existence of an additional mode,99
similar to the Scholte mode that propagates at the liquid-solid interface between two semi-100
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Figure 1. a) Displacement field generated by the QS mode (top) and the QS0 mode (bottom)
in a floating ice layer of thickness h = 50 cm at a frequency of 100 Hz, with Young’s modulus
E = 4.5 GPa, Poisson’s ratio ν = 0.33 and density ρ = 910 km/m3. b) Wavenumber-thickness
versus frequency-thickness dispersion curves of the ice layer. Black dots show the theoretical val-
ues and red lines the approximation of the QS and QS0 modes by the flexural and axial waves,
which is valid when the frequency-thickness product is less than 50 Hz·m.
infinite media, as well as a modification of the dispersion branches of the guided waves.101
For these reasons, the wavefield in a floating ice layer is referred to as quasi-symmetric102
(QSn), quasi-antisymmetric (QAn) and quasi-Scholte (QS) modes.103
Below the cutoff frequency of the higher order guided modes, the elastic wavefield104
in the ice is theoretically distributed on four propagating modes: QS, QA0, QS0, and105
the fundamental shear-horizontally polarized mode (SH0). The energy distribution of106
these modes on the displacement components depends on the product between the fre-107
quency of the exciting wavefield and the thickness of the ice. For example, when this prod-108
uct remains under 50 Hz·m, most of the energy on the axial and transverse components109
comes from the QS0 and SH0 modes, while on the vertical component of the displace-110
ment, the energy comes almost exclusively from the QS mode, because of the strong en-111
ergy leakage of the QA0 mode in water. In such conditions, the wavefield can be approx-112
imated with only three propagating waves: the flexural wave, the axial wave, and the113
shear horizontal wave (Stein et al, 1998). These are essentially the asymptotic behav-114
ior of the guided modes, when the displacement field across the ice thickness is consid-115
ered linear for the QS mode and constant for the QS0 mode, as shown in figure 1-a. This116
approximation is valid only for frequency-thickness values under 50 Hz·m. For higher val-117
ues, the approximation no longer holds, and the dispersion branch of the QS mode starts118
to deviate from that of the flexural wave (figure 1-b). If frequency-thickness is increased119
further, the energy on the vertical component of the displacement becomes progressively120
dominated by the QA0 mode, the QS0 mode becomes dispersive and higher order modes121
become propagative (Moreau et al, 2017-a).122
As far as seismology on sea ice is concerned, when active sources are used it is pos-123
sible to measure wave propagation at frequency-thickness values exceeding 1000 Hz·m.124
There have also been reports of higher order modes propagating at lower frequency-thicknesses125
(Yang and Giellis, 1994), although the origin of these modes could not be explained, be-126
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cause the maximum frequency-thickness was around 100 Hz·m values. For passive seis-127
mology (i.e. seismology without active sources), reports are for environments character-128
ized by frequency-thickness below 0.5 Hz·m (Marsan et al, 2012; Sutherland and Rabault,129
2016), where wave excitation comes mainly from wind and swell. In this paper, we demon-130
strate that multimodal and broadband propagation of guided waves can be extracted far131
beyond this value from passive recordings, and used to monitor sea ice properties. To132
this end, an array of 247 geophones was installed in the Van Mijen fjord (Svalbard) to133
record the ambient seismic field for 27 days. Recordings exhibit wave propagation at fre-134
quencies up to the sampling limit of 500 Hz, with a level of energy showing that waves135
may propagate at even higher frequencies.136
Using array processing methods, we analyse several aspects of this rich dataset to137
demonstrate that passive seismic recordings on sea ice can produce results at least as good138
as active seismic experiments. In section 2 we introduce the array, the seismic acquisi-139
tion, as well the ground penetrating radar profiles. In section 3, we discuss the proper-140
ties of the seismic wavefield, and the dispersion curves of sea ice are calculated on 1 and141
5 March 2019 from active sources, icequakes and seismic noise. They are subsequently142
inverted for sea ice thickness, Young’s modulus and Poisson’s ratio, yielding values that143
are consistent with in situ measurements and observations, as well as with previous re-144
ports on elastic properties for first year ice.145
2 Material and methods146
The aim of the deployment is to demonstrate that broadband propagation of guided147
waves can be extracted from passive seismic data measured in the ice, and used to es-148
timate ice thickness and its mechanical properties. A total of 247 FairFieldNodal Zland149
geophones (flat frequency response down to the cutoff frequency of 10 Hz for 1C and 5150
Hz for 3C) were deployed on the ice of Van Mijen fjord in Vallunden Lake (Figure 2-a).151
This part of the fjord, located 2 km south-east of Sveagruva, is surrounded by a moraine152
(Figure 2-b). Because of its connection to the fjord by a canal of width ∼10 m, Vallun-153
den Lake is subject to tidal flows and forcing. It is a quiet zone that is well suited for154
scientific experiments on sea ice. Each node is equipped with a spike for better coupling155
with the ground. However, this is not ideal in the ice. Instead, the nodes were installed156
directly in the ice without their spike. To maximize the coupling, a milling tool was specif-157
ically designed to drill the ice at the diameter of the nodes. They were installed in the158
holes at about half their height, and covered back with snow to insulate them for pre-159
serving their battery life. At the time of the deployment, the internal temperature of sev-160
eral nodes was measured, before and after covering them with snow, showing an increase161
from -21◦C to -16◦C.162
2.1 Array deployment163
Recording the three components of the displacement is technically not necessary164
to measure the QS and QS0 modes. However, the fundamental shear-horizontal (SH0)165
mode can be measured only on the horizontal channels. Moreover, the QS0 mode is eas-166
ier to measure on the horizontal channels, because it produces a weak vertical displace-167
ment at frequency-thickness values below 1000 Hz·m. Therefore, in practice the use of168
3C geophones helps with data interpretation. However, due to limited geophones avail-169
ability, the deployment contains both 1C and 3C stations. We set the sampling frequency170
of the 1C and 3C stations to 500 Hz and 1000 Hz, respectively. A consistent sampling171
rate of 1000 Hz was prohibitive because of the shorter battery life of the 1C geophones.172
The geophones were divided into five zones, including one large, two-dimensional173
array, and four smaller linear arrays. The distribution of the sensors is presented in de-174
tails in Figures 3-b and 3-c, with blue and red dots indicating 1C and 3C geophones. The175
main array is a large squared area with sides of length 48 m (Figure 3-c). The other four176
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Figure 2. a) Location of the seismic array in the Van Mijen fjord near Sveagruva (Svalbard),
with b) a zoom around the array area in Vallunden Lake, a part of the fjord that is surrounded
by a moraine and connected to the fjord by a channel. The greyscale show land which altitude is
less than 25 m. All land above 25 m is shown in white to emphasize the shore line.
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Figure 3. a) The 247 stations of the array, including the main central array, and the four
linear arrays to the north, east, south and west. Arrows indicate the positions of the two GPR
profiles. b) Aerial view of the main array, with station numbering and a photo of one geophone
lines. Geophone station numbers are given as intersection numbers of east-west and north-south
profiles. The two crosses indicate stations that were installed but failed to record: 125-542 and
113-509. Station 133-517 was originally a 1C station, but was replaced by a spare 3C station due
to technical problems. Red circles are for 1C stations and blue circles for 3C stations. The large
arrowheads indicate the positions of ice thickness measurements.
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arrays consist of four stations with an aperture of 12 m. It is noteworthy that, during177
deployment, a 1C geophone was replaced with a spare 3C sensor because it was deficient178
(see station 133-517 in Figure 3-c). Moreover, stations 113-509 and 125-542 (marked with179
a cross in Figure 3-c) were deployed but failed to record, which leaves the main array180
with 231 operating sensors. The purpose of the main array is to measure guided waves181
propagating in all directions. The linear arrays act as distant virtual sources, for the cal-182
culation of the noise correlation functions (Sabra et al., 2005; Shapiro and Campillo, 2004).183
Based on an ice thickness of 50 cm, the spatial sampling of the 1C geophones in184
the main array (four meters) is sufficient to measure the slowest mode, QS, and the fastest185
mode, QS0, in the [1-20] Hz and [30-250] Hz frequency ranges, respectively. With the186
denser spatial sampling of the 3C geophones (one meter), these two modes can be mea-187
sured in extended frequency ranges: [1-150] Hz for QS and [30-500] Hz for QS0. This188
high spatial density is not necessary for monitoring ice thickness and mechanical prop-189
erties, because the guided wave inverse problem is very well constrained. The quality of190
the inversion depends essentially on the number of modes that can be measured and the191
bandwidth on which they are measured. The more modes and the larger this bandwidth,192
the better constrained the inversion. The SH0 mode is not dispersive and the QS0 mode193
becomes dispersive only at much higher frequency-thickness values (above 1000 Hz·m).194
If the QS, QS0 and SH0 modes can all be measured, then a well-constrained inversion195
can be expected even in narrower frequencies bands, for example in the 1−5 Hz band-196
width. In that case, a spatial sampling of 10-15 m could be sufficient. Of course, for sea197
ice with a thickness x times greater than that at Vallunden lake, the spatial sampling198
can be reduced by the same factor x. One of the objectives of this experiment is to un-199
derpin research on the trade-off between accuracy and array density, and should help set-200
ting new benchmarks for future inversions of sea ice seismic data.201
2.2 Field Acquisitions202
2.2.1 Ice Drillings203
Sea ice thickness was measured in the fjord on 1 March 2019, 10m east of station204
141-549. A thickness of 62 cm was measured. It was also measured on 26 March next205
to stations 125-511 and 126-525, giving a thickness of 70 cm and 73 cm. Around posi-206
tion N77.8845◦, E16.776◦, about 170 m north of station 101-549, several measurements207
by another group of researchers gave ice thicknesses that varied between 75 and 80 cm208
between 4 and 16 March 2019. This indicates substantial spatial and temporal thickness209
variations of the ice cover at Vallunden Lake.210
2.2.2 Ground Penetrating Radar survey211
On 28 February 2019, two linear GPR profiles were acquired over a distance of 250212
m with 800 MHz shielded antenna of Mala Geosciences: a north-south profile between213
stations 501-104 and 301-104 and an east-west profile between stations 401-104 and 201-214
104. Both GPR profiles were processed with a [450-1100] MHz band-pass filter and late215
arrivals amplification with a time squared gain function. Figure 4 shows the resulting216
processed images for both profiles, which are dominated by the air wave followed by a217
large reflection, whose first onset varies between 2 ns and 3 ns along the profile. This could218
represent the base of the snow cover. This large event is followed by other reflections with219
the same polarity, which might be multiples. An additional waveform, which arrives around220
10 ns, exhibits slight variations with an opposite reflectivity. This could indicate the re-221
flection at the sea ice / sea water interface but with these GPR data, such interpreta-222
tion remains speculative.223
The velocity of electromagnetic waves in snow strongly depends on its properties224
(Liu et al, 2014), and ranges from 16.8 cm/ns (highly dense compacted snow with a very225
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Figure 4. Processed Ground Penetration radar profiles acquired on 28 February 2019 along
the (a) north-south direction between stations 501-104 and 301-104 and (b) east-west direction
between stations 401-104 and 201-104 (see figure 3-a for exact profiles locations).
weak porosity) to 25.5 cm/ns (very porous fresh snow). In absence of any Common Mid-226
dle Point acquisition, we use an average velocity of 21.1 cm/ns. From this estimate, the227
snow thickness varies between 21.1 cm (2 ns) and 32.2 cm (3 ns), which is consistent with228
observations in the field, despite a large uncertainty of ± 20 %.229
In sea ice, the velocity may vary between 10.6 cm/ns and 15 cm/ns, depending on230
its brine content and temperature. Assuming an average velocity of 12.8 cm/ns, the sec-231
ond reflection would correspond to an ice thickness around 52 cm with a large uncertainty232
of ± 17 %. This range is consistent with the local drilling information (62 cm) and with233
estimates from seismic methods (54 cm, see section 3.5). Here, the interpretation of the234
GPR images appears speculative and uncertain. As noted by Liu et al (2014) this prob-235
lem appears when high frequency antennas are used, because the high conductivity of236
sea ice drastically decreases the penetration of a GPR signal. Consequently, if GPR is237
able to detect the snow cover with a good resolution, the detection of sea ice bottom re-238
mains uncertain and strongly depends on the saline properties of sea ice, which is not239
the case with seismic methods.240
2.2.3 Vibrating sources, impulsive Sources and artificial noise sources241
A series of active seismic experiments was conducted on 1 and 26 March 2019, at242
the times and positions indicated in table A1 (see Appendix A), including vibrating and243
impulsive sources. Vibrating sources are 10 s, 15 s and 60 s sweeps with a shaking de-244
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Figure 5. Spectrogram of the signal recorded at the centre of the main array by station 125-
525 on 5 March 2019. Hundreds of broadband events are recorded every hour. The increase of
activity between 8:30 and 17:30 corresponds to field work on the lake.
vice at frequencies varying between 1 Hz and 450 Hz. Impulsive sources are person weight245
drops (jumps) from 1 m height onto the ice. Moreover, artificial seismic noise was cre-246
ated by driving five snowmobiles around the array for several minutes. The first driv-247
ing sequence was on 1 March 2019 between 14:25 and 14:30, and the second one on 26248
March 2019, between 15:49 and 15:54 (UTC).249
The vibrating sources and artificial noise will be useful for future in-depth anal-250
yses of signals with correlation-based processing methods. For example, snowmobiles are251
a relatively high-frequency seismic noise source, up to ∼200 Hz. Such acquisitions are252
therefore of interest for investigating the convergence of the noise correlation function.253
Note that, in this section, we are introducing the full seismic experiment so that254
it can be referred to in our future works on this rich dataset. However, in the following255
only the impulsive sources to the east of the main array are considered i.e. those which256
positions are at stations 401-101 to 401-104 (see figure 3-a). The purpose here is twofold.257
First, we are demonstrating that the dispersion curves obtained with passive data are258
comparable to those obtained with active sources. Second, we are demonstrating that259
the noise correlation function converges quickly towards the Green’s function of the ice260
layer, and by extension that it can be used for monitoring it with a temporal resolution261
that is less than a day.262
3 Results263
3.1 Noise Properties: Power Spectral Density264
Figure 5 shows the spectrogram of one full day of recording on 5 March 2019, from265
station 125-525 at the centre of the main array. The spectrogram contains thousands of266
impulsive and broadband events. Part of these events are probably due to the specific267
conditions of the ice at the Lake, where it is directly in contact with the shores and in-268
fluenced by the mechanical stress induced by tidal effects. For example, tidal cracks were269
observed along the shoreline. Some cracks were frozen or some partially frozen, depend-270
ing on the tidal phase. Water in and outflow through the connecting channel had a max-271
imum speed of 3 m/s and probably contributed to the triggering of icequakes too. How-272
ever, because they occur at any time and on every day, it is fair to assume that there273
is also a large amount that is not connected to the specific situation at the lake. For the274
same reason, it is also fair to assume that many icequakes also happen in freely-floating275
sea ice, where plate inner deformation due to relative drift, swell and thermal expansion276
of the ice, are known to induce cracking.277
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Figure 6. Beamforming of one full day of ambient seismic noise recorded on 3 March 2019.
The distribution of noise sources is isotropic, with a slightly lower amplitude to the south. Note
the aliasing limit in the 15-17 Hz frequency band, where the QS mode has a wavelength of about
8 m, causing a duplication of the beamformer that is very close to overlapping itself near the
slowness of 8 s/km.
There is also a more consistent trend at lower frequencies between 1 and 25 Hz,278
where signal exhibits stronger energy levels. The origin of this seismic noise is a mix be-279
tween wind and water current, under the ice, in the canal. Note the presence of more280
energetic signals between 8:30 AM and 5:30 PM. They were generated by research field281
work that took place about 300m north-east of the main array that lasted 12 days from282
4 March to 16 March 2019. Since these noise sources are not natural and very directional,283
they are not of interest for this study and will be disregarded in the following. There-284
fore, next we focus on data recorded in absence of human activity.285
3.2 Noise Properties: Wavefield Isotropy286
In order to identify the azimuthal distribution of the wavefield around the array,287
we apply classical beamforming to the data. This processing aims at investigating a seis-288
mic wavefield in terms of its directionality and phase slowness, based on its spatial co-289
herency across an array (Rost and Thomas, 2002). When applied to a full day of data,290
it provides insights in the origin of the seismic noise. When applied to a few seconds of291
data, this allows the identification of impulsive microseismic events as well as their di-292
rection of propagation. In practice, beamforming consist of delaying the waveforms with293
the phase slowness of a plane wave propagating through the array with a given azimuthal294
direction, and summing the resulting signals. The slowness and angle that return the295
maximum output are closest to those of the wavefield recorded in the time window.296
Because beamforming relies on the spatial coherency of the wavefield, it is sensi-297
tive to spatial sampling. As such, it is restricted to frequencies where geophones spac-298
ing allows a sampling of the wavelength that satisfies Nyquist’s criterion to prevent alias-299
ing. Spatial sampling in the main array is limited by the 1C stations, which separated300
by a four-meter spacing. We are therefore restricted to frequencies where the wavelength301
is at least 8 meters, i.e. under 16 Hz for the QS mode.302
We applied this processing to 12 hours of noise recording without nearby human303
activity on 3 March 2019 between 0h00 and 12h00. Figure 6 shows the beamforming ob-304
tained from the vertical displacement in four frequency bands: [3-5] Hz, [7-9] Hz,[11-13]305
Hz and [15-17] Hz. This displacement component is strongly dominated by the QS mode306
at such frequencies, hence the beamformer is mainly associated with this mode. Con-307
sequently, the aliasing limit mentioned previously is visible in the [15-17] Hz, where beam-308
former overlapping starts to occur near a slowness of 8 s/km.309
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Figure 7. Top: 8 hours of recording from the vertical component of station 125.525 on 5
March 2019 with a zoom between 1:30 and 2:30 AM. Colored signal indicates events 1, 2 and 3
used to compute the dispersion curves of the ice (see Figure 9). Bottom: Beamforming of the
data from event 3 in the [15-17] Hz, [11-13] Hz, [7-9] Hz, and [3-5] Hz frequency bands.
The circular amplitude of the beamformer around the array center indicates that310
noise sources are distributed in all azimuthal directions. The intensity is slightly lower311
to the south of the array. This is likely the consequence of the array position relative to312
the edges of the lake, which are closer to the north, east and west than they are to the313
south. Hence, waves emitted from the southern part of the lake may have a lower am-314
plitude due to more energy leakage in water. Thanks to the ambient wavefield isotropy,315
it is possible to look for specific microseismic events to act as sources that originate from316
a desired direction, in view of computing the dispersion curves of sea ice.317
3.3 Typical Microseismic Events318
In this section, we focus on the first 8 hours of recording on 5 March 2019. The cor-319
responding signal is shown in Figure 7 for station 125-525. It contains hundreds of events320
with amplitudes that vary by up to two orders of magnitude, as shown in the zoom be-321
tween 1:30 and 2:30 AM. By scanning this signal with 4 s-long moving time window and322
applying beamforming to the data, it was possible to identify events with significant am-323
plitude that originated from the east. Three of such events are shown in color in Fig-324
ure 7. The figure also shows the beamforming associated with the third event. It was325
computed in the [15-17] Hz, [11-13] Hz, [7-9] Hz, and [3-5] Hz frequency bands, result-326
ing in a velocity of 139 m/s, 118 m/s, 93 m/s and 60 m/s, respectively, which reveals the327
strong dispersion of the signals.328
Figure 8 shows a zoom on event 3, as well as the distribution of the vertical dis-329
placement component in the main array. These snapshots of the wavefield were extracted330
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Figure 8. Top: zoom on the third event isolated in Figure 7. Bottom: representation of the
vertical displacement component through the main array at the times marked with a red cross
in the signal. Higher frequencies arrive before the lower frequencies, which is typical of the QS
mode.
at the times marked with a red cross in event 3. For better visualization, data were first331
interpolated on a denser grid with a 1 m interval. This is a clear visualization of seis-332
mic wave dispersion in sea ice, with high frequencies arriving first, which is typical of the333
QS and QA0 modes at low frequencies-thickness values. It is noteworthy that for val-334
ues of the order of 1 Hz·m, the displacement is dominated by the QS mode on the ver-335
tical component, the QS0 mode on the radial component, and the SH0 mode on the hor-336
izontal component. Hence the QA0 mode contributes to the wavefield with a negligible337
effect, and the high dispersion observed in the beamforming is that of the QS mode, which338
is used next to estimate ice thickness.339
3.4 Dispersion Curves of Sea Ice340
In this section we calculate the frequency-wavenumber spectrum of the waveforms341
propagating along line 125 of the main array, where the denser spatial sampling allows342
measurements without aliasing up to 150 Hz for the three modes. This analysis is per-343
formed on 1 and 5 March 2019 to recover the dispersion curves of sea ice, based on the344
wavefield generated by active sources and icequakes, or the wavefield reconstructed from345
the seismic noise via correlation methods. We outline specific array processing that takes346
advantage of the multiplicity of sources for enhanced calculation of the dispersion curves.347
3.4.1 Array processing for calculating dispersion curves348
A classical way of computing the dispersion curves of a wavefield is to apply a Fourier349
transform to the time and space dimensions of the waveforms recorded along a line of350
geophones, which yields the frequency-wavenumber spectrum. If several sources are avail-351
able, the spectra can be averaged over the number of sources. However, signals with a352
low signal-to-noise ratio (SNR) may result in frequency-wavenumber spectra of poor qual-353
ity. A better way of taking advantage of several sources consists in combining them, fol-354
lowing the processing described in Minonzio et al (2010). The reader is referred to Mi-355
nonzio et al (2010) and Moreau et al (2017-a) for more details regarding its implemen-356
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tation and application to the present problem. Only the main steps of this processing357
are outlined here.358
1. The matrix of transmit-receive signals has three-dimensions: sources, receivers,359
and time. The first step is the application of the Fourier transform to the tem-360
poral dimension of this matrix.361
2. At each frequency, the resulting Fourier-domain matrix is sliced into 2D transmit-362
receive matrices. These matrices are then decomposed into singular values, with363
the underlying idea that the different levels of modal energy are distributed onto364
a set of orthogonal singular vectors. This allows a heuristic separation of the noise365
and signal subspaces, in a classical way for singular value-based filters.366
3. The last step consists of defining test vectors that are representative of the wave367
propagation problem in the receivers basis, for example plane waves with a given368
wavenumber. The projection of test vectors onto the singular vectors of the re-369
ceivers basis leads to a scalar product that is maximized when the wavenumber370
in the test vector matches that of the waves in the measured wavefield.371
This processing significantly enhances the identification of the dispersion branches in the372
frequency-wavenumber space, for two reasons: i) the separation of the noise and signal373
subspaces and ii) the projection of test vectors is not weighted by singular values. Yet374
the energy information is only contained in singular values, not in singular vectors, which375
all have a norm equal to unity. Hence, in theory all modes stand out with the same spec-376
trum intensity, despite their different relative energy in the wavefield.377
3.4.2 Dispersion curves of sea ice from passive and active seismic events378
The first dataset used for computing the dispersion curves is the matrix of signals379
recorded during the 5 seconds following the active impulsive sources at stations 401-101380
to 401-104, on 1 March 2019. The second dataset is the matrix of signals recorded on381
5 March 2019 during the 5 seconds of propagation of the three microseismic events shown382
in Figure 7.They exhibit energy at frequencies from 0 Hz up to at least the sampling limit383
of 500 Hz. These events all originate from a direction that almost coincides with that384
of line 125, the difference being less than 7◦. Hence, from the apparent wavenumber mea-385
sured along the stations in row 125 during the propagation of these events, the wavenum-386
ber of the guided modes propagating in the actual east-west direction can be estimated387
with less than 1% error. A first attempt at calculating the dispersion branches was made388
by applying a classical frequency-wavenumber Fourier transform to the datasets, and av-389
eraging the spectra over the number of sources. Only the QS appears clearly in the re-390
sulting diagrams, in a frequency band limited between 5 and 35 Hz. The QS0 mode is391
barely visible, and the SH0 mode is not detected (see Figures B1-a and B1-b in Appendix392
B). This is essentially due to the fact that most of the energy goes to the QS mode at393
these frequency-thickness values, and to energy leakage in water.394
Application of the processing described in section 3.4.1 to the three components395
of the displacement significantly enhances the dispersion curves. The resulting diagrams396
for the active and passive datasets are shown in Figures 9-a and 9-b.397
These dispersion curves can be converted into modal velocities, using the follow-398
ing three-steps process.399
1. For each frequency, extract the couples (fm, km) with maximum intensity in the400
dispersion curves. This is performed for the three modes: m = QS , QS0 , SH0;401
2. Convert the frequency-wavenumber couples, (fm, km), into frequency-velocity cou-402
ples, (fm, cm), with cm = 2πfm/km;403
–13–
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Figure 9. a) and b): Dispersion curves of the ice at Vallunden Lake obtained using the three
displacement components measured along row 125, from a) the four impulsive sources to the
east of the main array on 1 March 2019 and b) the propagation of the three events isolated on 5
March 2019 (Figure 7). c) Dispersion curves obtained from the two displacement components of a
2D finite-element simulation of seismic waves propagating in a layer of floating ice with thickness
h = 54 cm, Young’s modulus E = 3.9 GPa, Poisson’s ratio ν = 0.34 and density ρ = 910 kg/m3.
d) Same as c) with h = 58 cm, E = 4.4 GPa, Poisson’s ratio ν = 0.32 and density ρ = 910 kg/m3.
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3. For each mode, find the best fit of all (fm, cm) couples. S0, and SH0 are not dis-404
persive a the frequencies of interest, hence we used linear interpolation. For the405
QS mode, however, we used spline interpolation to account for dispersion.406
It is also possible to calculate the standard deviation of the absolute error of the inter-407
polations. The extracted velocities and the histogram of the interpolation error are shown408
in figure C1 (see Appendix C). In the following we use these standard deviations as a409
measure of uncertainty for the velocities. They are also converted into the standard de-410
viation of the estimated Young’s moduli, Poisson’s ratios and thicknesses.411
From the active dataset recorded on 1 March 2019, we measure non-dispersive prop-412
agation of the SH0 and QS0 modes at a velocity of 1260 ± 15 m/s and 2200 ± 84 m/s,413
respectively, while the QS mode propagates with a velocity varying between 58 ± 1 m/s414
at 4 Hz and 277 ± 1 m/s at 60 Hz. From the passive dataset recorded on 5 March 2019,415
we measure non-dispersive propagation of the SH0 and QS0 modes at a velocity of 1360416
± 48 m/s and 2330 ± 63 m/s, respectively, while the QS mode propagates with a ve-417
locity varying between 60 ± 2 m/s at 4 Hz and 287 ± 2 m/s at 60 Hz.418
These velocities correspond to an apparent wavefield propagating under the array.419
Therefore, any variations of ice thickness or elastic properties along the array are aver-420
aged in the frequency-wavenumber diagram. It is possible to account for thickness vari-421
ations (Moreau et al, 2014) and potentially to variations of elastic properties as well, us-422
ing more advanced signal processing, but this is out of the scope of this paper and is left423
for future investigations. The variations of guided modes velocities between 1 and 5 March424
2019 demonstrate the high sensitivity of the dispersion curves to ice thickness and elas-425
tic constants. This property of the guided wave modes are in favor of a very well-constrained426
inverse problem, which is actually already used extensively a the ultrasonic scale, in the427
fields of nondestructive testing and medical ultrasound for estimate bone mechanical re-428
sistance and thickness.429
3.4.3 Dispersion curves of sea ice from the noise correlation function430
Because it might not be always possible to isolate suitable icequakes for estimat-431
ing sea ice properties, an alternative is to use the so-called noise correlation function (NCF).432
Historically, ambient seismic noise was used to qualify the contribution of all unwanted433
sources that corrupt the quality of conventional seismic recordings. For example micro-434
seismic events or human activity generate broadband seismic noise, while wind or swell435
generate low-frequency noise etc. In passive seismology, the NCF is calculated by cor-436
relating the ambient seismic noise (or ambient seismic field) recorded between stations437
pairs. It can be shown that it converges towards the impulse response, or Green’s func-438
tion, of the medium (Sabra et al., 2005; Shapiro and Campillo, 2004). Because the NCF439
integrates the contribution of all noise sources, impulsive or more stationary, it naturally440
results in more energetic signals with a broader frequency content than those from iso-441
lated events. The aim of this section is to demonstrate that one can achieve results from442
the NCF that are at least as good as those obtained from icequakes or active sources.443
As shown in section 3.2, the ambient seismic field is isotropic at the scale of a few444
hours. This is ideal for the convergence of the NCF. The impulse response of the ice is445
known on 1 March 2019 from the impulsive active sources (jumps). Hence for compar-446
ison we use the seismic noise recorded on the same day, from 0h00 to 12h00, at the sta-447
tions of the linear array to the east (stations 401-101 to 401-104) and those of line 125448
of the main array. Stations of the linear array are used as virtual sources, and those of449
line 125 are used as the receivers. Recordings were first truncated in 30 minutes time win-450
dows and spectral whitening was applied in the [1-150] Hz frequency band. The cross-451
correlations were then calculated between each virtual source and all the receivers, re-452
sulting in 24 cross-correlations for each stations pair. To obtain the final NCF, the fil-453
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Figure 10. a) and b) Correlograms between station 401-104 and the stations of line 125 in
the array, filtered in the [1-10] Hz frequency band for better visualization purpose. a) correla-
tions from the ambient wavefield recorded for 12h on 1 March 2019. b) correlations from signals
recorded during the 5 seconds following the impulsive source at station 401-104 on 1 March 2019.
c) Dispersion curves of the ice at Vallunden Lake along line 125, obtained from the NCF of the
three displacement components with the stations of the east linear array as virtual sources.
ter introduced in Moreau et al (2017-b) was applied to each set of cross-correlations, which454
were finally stacked. The purpose of this filter is to minimize the incoherent information455
in the singular vectors of the matrix of pre-stack correlations with the Wiener filter, for456
improved convergence of the NCF. An example of NCF from the vertical displacement457
component is shown in figure 10-b when the virtual source 401-104 is used.458
For comparison, the Green’s function between the same stations pairs was estimated459
by correlating signals recorded in the 5 seconds following the impulsive active sources,460
located exactly at the position of the virtual sources used for the NCF. This is shown461
in figure 10-a for the vertical displacement from the impulsive source at station 401-104.462
Note that the signals shown in figures 10-a and 10-b are filtered in the [1-10] Hz frequency463
band, for better visualization purposes. The causal and a-causal part of the NCF are sym-464
metric, a typical feature that is expected when the source distribution is isotropic. There465
is a very good agreement between the causal part of the NCF from virtual source 401-466
104 and the response from the active impulsive source at the same station, indicating467
convergence of the NCF. By reciprocity, the a-causal parts of the NCF converge towards468
the Green’s function propagating in the opposite direction. Note the strong dispersion469
of the waveforms, typical of the QS mode. This was expected because the vertical dis-470
placement is dominated by this mode in this frequency band.471
Based on these observations, and also on the fact that noise sources are broadband,472
with energy up to at least 500 Hz (Figure 5), it is expected that the dispersion branches473
can be measured from the NCF in a larger frequency band, because this processing in-474
tegrates signal over a much longer duration than the icequakes. For example, figure 10-475
c shows the dispersion curves obtained from the NCF of the three displacement compo-476
nents. In terms of wavenumber values (or velocities), they are in prefect agreement with477
those calculated on the same day along line 125 of the main array, using the impulsive478
sources (figure 9-a). This proves that the velocities of the modes calculated using the NCF479
are the same as those inferred using the active impulsive sources. An interesting feature480
is that the dispersion curve of the QS mode vanishes at frequencies beyond 60 Hz when481
using the active sources, but it can be measured on a larger frequency band, up to 150482
Hz when using the NCF. This indicates that the inverse problem may be better-constrained483
with the NCF.484
–16–
©2020 American Geophysical Union. All rights reserved.
manuscript submitted to Journal of Geophysical Research: Oceans
3.5 Inversion of the dispersion curves for sea ice thickness, Young’s mod-485
ulus and Poisson’s ratio486
From the approximation of the seismic wavefield in a floating ice layer by Stein et
al (1998), it is straightforward to determine Young’s modulus and Poisson’s ratio based
on the modes velocity:










However, it should be noted that the use of Eqs. (1) is possible only because the approx-487
imation of the QS0 by the axial wave remains valid at our frequencies of interest, i.e. be-488
tween 0 and 150 Hz (figure 1-b). We find values E = 3.9 ± 0.2 GPa and Poisson’s ra-489
tio ν = 0.34 ± 0.02 on 1 March 2019 and E = 4.4 ± 0.2 GPa and Poisson’s ratio ν =490
0.32 ± 0.02 on 5 March 2019.491
To estimate sea ice thickness, the dispersion curve of the QS mode is used. While492
the approximation in Stein et al (1998) holds up to a frequency-thickness of 300 Hz·m493
for the QS0 mode, it holds only up to 50 Hz·m for the QS mode (figure 1-b). However,494
on 1 March 2019, sea ice thickness was greater than 0.5 m. Given that we measure the495
propagation of the QS mode up to 150 Hz (figure 10-c), another model has to be used.496
For meaningful results we use finite element (FE) modeling instead of the flexural wave497
approximation.498
To this end, we modeled the seismic wavefield propagating in the sagittal plane of499
an ice layer floating on an infinite water column. FE simulations were made with the com-500
mercially available software COMSOL Multiphysics. For water, we used a density ρw =501
1010 kg/m3 and a speed of sound c = 1410 m/s. For sea ice, we used a density of 910 kg/m3502
(Timco and Frederking, 1996), and the elastics constants E and ν found previously on503
each day. Thickness was varied between 0.4 m and 0.7 m with a 1 cm increment. The504
seismic source was defined as a vertical force distributed on a 20 cm-long zone at the free505
surface of the ice. We used 3 different positions of the source, all inline with an array506
of 44 receivers. They were located 92, 96 and 100 meters away from the first receiver,507
and sent a 2-cycles tone-burst with central frequency 75 Hz. The processing of the syn-508
thetic data was identical with that of the field data. However, because the simulation509
is 2D, it was applied only to the vertical and longitudinal components of the wavefield.510
Note the different relative amplitudes of the modes in the spectra from the syn-511
thetic and field data. This is essentially due to the fact that the displacement field used512
to measure the QS0 mode in the synthetic data was taken at the center of the ice layer,513
where its energy is strongest. In the field data, we have only access to data measured514
at the surface of the ice, where the QS mode is dominant. In the spectra calculated from515
the icequakes, however, the difference in relative amplitude is not so flagrant. This is be-516
cause the source mechanism is not the same when jumping on the ice or when cracking517
occurs. The former generates essentially a vertical motion and thus energy goes mainly518
to the QS mode, while the latter generates motion in the whole thickness and energy519
is distributed more evenly between the modes.520
The dispersion curves calculated on 1 March 2019 from the impulsive sources or521
the NCF are in very good agreement with those for a simulated ice layer of thickness h =522
54± 3 cm, Young’s Modulus E = 3.9 GPa, Poisson’s ratio ν = 0.34 (Figure 9-c). The523
dispersion curves calculated on 5 March 2019 from the icequakes correspond to a sim-524
ulated ice layer of thickness h = 58 ± 3 cm, Young’s Modulus E = 4.4 GPa, Poisson’s525
ratio ν = 0.32 (Figure 9-c).526
These parameters are consistent with field observations and with values generally527
found in literature for sea ice:528
- thickness estimation on 1 March 2019 is consistent with that from the GPR ac-529
quisition along the east-west direction on the same day (52 cm). Drilling through the530
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ice on 1 March 2019 revealed a slightly larger thickness of 62 cm. However, this does not531
mean that our thickness estimation from the dispersion curves is wrong, for two reasons.532
First, drilling was performed 20 m to the south of line 125 (see exact position in figure533
3-b), and the spatial variability of the ice thickness was most likely around 15-20 %. Sec-534
ond, as explained in section 3.4.2, the dispersion curves correspond to an average veloc-535
ity along the propagation of the wavefield, hence our thickness estimations correspond536
to an average value along the stations of line 125.537
- Poisson’s ratio is typical for sea ice (Mellor, 1986; Schulson and Duval, 2009).538
- Young’s moduli are consistent with values reported in Hunkins (1960) and An-539
derson (1958) for first year ice, which is more porous and with a large brine content.540
3.6 Discussion541
The value of Young’s modulus is about half that of fresh-water ice (Gammon et542
al, 1983). However, in the Van Mijen fjord, the salinity in March is generally around 6h543
(Hoyland, 2009). Brine-liquid volume was shown to vary between 95h in 2010 and 30h544
in 2018 (Karulin et al, 2019). At Vallunden lake, the ice contained much brine and was545
quite porous, with water drawn at the surface from capillarity effect. Young’s modulus546
is known to decrease when porosity and brine content increase (Langleben et Pounder,547
1963; Mellor, 1986). Ice was also very brittle in the top 30 cm. Moreover, the ice in the548
field had a temperature of about -1◦C in the bottom 10 cm. For ice temperatures above549
-3◦C, Young’s modulus is significantly reduced (Hunkins, 1960). These observations are550
likely to indicate a gradient of mechanical properties through the thickness. The snow551
layer covering the ice surface may also have an influence on the apparent Young’s mod-552
ulus (Schulson and Duval, 2009). Our onsite radar acquisitions show that the thickness553
of the snow was comprised between 20 and 35 cm along row 125 (Figure 4-b).554
The combined effects of ice porosity, brine and the snow cover affect the speed of555
the guided modes, which propagate with a reduced velocity in comparison with fresh-556
water ice. For example, the dispersion curves measured in Moreau et al (2017-a) for a557
floating layer of pure ice with thickness 1 cm, Young’s modulus E = 9.4 GPa and Pois-558
son’s ratio ν = 0.33 indicated a velocity of 3215 m/s for the QS0 mode. That of the559
QS mode was 430 m/s for a frequency of 3700 Hz i.e. for a frequency-thickness of 37 Hz·m.560
In sea ice at Vallunden lake, for the same frequency-thickness (i.e. at a frequency of 60561
Hz and thickness of 62 cm), the QS mode propagates with a reduced velocity of 287 m/s.562
This indicates that the effective elastic properties estimated in sea ice with seismic meth-563
ods are necessarily less than those of fresh water ice measured at the ultrasonic scale,564
where mesoscale heterogeneities have no influence.565
The differences between the elastic properties estimated on 1 and 5 March 2019566
remain within the measurement error. This is expected, since the ice should not undergo567
significant changes of properties within only four days. The estimations of the ice thick-568
ness remains within the measurement error too, but we believe that the 4 cm increase569
in thickness estimates is not fortuitous. Between 1 and 26 March 2019, drillings indicate570
a thickness increase of about 20 cm, which is not surprising given the cold weather con-571
ditions in the field, with an average temperature of about -25◦C.572
Overall, the use of passive seismic data seems very promising for monitoring the573
thickness and mechanical properties of sea ice. However, the monitoring over the 27 days574
period is left for future works, since investigating NCF requires significant additional anal-575
yses that are beyond the scope of this paper. Future works will also investigate inver-576
sions based on a forward model that accounts for ice porosity, gradient of mechanical prop-577
erties, and a snow layer. This should pave the way towards more systematic applications578
of passive methods for monitoring sea ice. The interest lies not only in the context of579
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climate change at the global scale, but also at a more local scale for monitoring the ice580
condition in places where fast ice is used for travelling.581
4 Concluding Remarks582
This paper presented a proof of concept to use passive seismic data for estimating583
sea ice thickness and properties. We show preliminary results from seismic data acquired584
on sea ice with an array of geophones deployed in the Van Mijen fjord, Svalbard. The585
array recorded continuously the ambient seismic field for 27 consecutive days between586
28 February and 26 March 2019, resulting in a sea ice seismic dataset of unprecedented587
quality, both in terms of spatial and temporal sampling, and also in terms of the acqui-588
sition duration. Based on passive acquisitions and appropriate signal processing, we show589
that broadband propagation of the seismic waves guided in sea ice can be extracted with590
the same level of accuracy compared to data from active seismic experiments. The dis-591
persion curves of three fundamental guided modes are measured either with an active592
source or with passive seismic data, in the [1-150] Hz frequency range. Those obtained593
on 1 March 2019 with active sources or the NCF show very good agreement with syn-594
thetic data in a layer of floating ice with thickness h = 0.54 m, Youngs modulus E =595
3.9 GPa and Poisson’s ratio ν = 0.34. Those obtained on 5 March 2019 from icequakes596
show very good agreement with synthetic data in layer of floating ice with thickness h =597
0.58 m, Youngs modulus E = 4.4 GPa and Poisson’s ratio ν = 0.32. These values are598
consistent with field observations and reports available in the literature. A major per-599
spective of this work is the monitoring of these parameters for the whole duration of the600
experiment, for example by producing a daily three-dimensional map of the ice proper-601
ties. To this end, instead of using just one linear array, the four linear arrays will be used602
as virtual sources to calculate the NCF and recover wave propagation in all directions.603
We are confident that the approach introduced in this paper can be complemen-604
tary to the already existing methods for monitoring sea ice properties. Applications are605
for both landfast ice and ice floes. The origin of mechanical stress in ice floes is mainly606
due to inner deformation due to relative drift and thermal expansion of the ice, while607
at Vallunden lake it is dominated by tidal forcing. Hence there might not be as many608
icequakes in ice floes as those recorded in this experiment, but not as many are neces-609
sary. Moreover, reverberation in ice floes may play a important role in this matter, since610
each reflection at the edge acts as a secondary noise source, which is desirable for the611
convergence of the NCF.612
Key aspects for a transfer of this concept to systematic monitoring of sea ice with613
the ambient seismic wavefield are battery life and the determination of optimal array size614
and density for best spatial coverage and accuracy. The former is a technological issue.615
The geophones used in this experiment allow continuous recordings for 40 days at a sam-616
pling rate of 500 Hz. The next generation of geophones will be able to record continu-617
ously for several months and transmit data via a 4G connection. Moreover, continuous618
recording of the wavefield is not necessary to extract the dispersion curves from the NCF,619
because it converges after a few hours of signal only. The latter will be tackled by study-620
ing the sensitivity of the inverse problem to measurement errors, which are directly linked621
to spatial sampling and frequency bandwidth.622
Measuring broadband propagation of the three guided modes from passive seismic623
data is an important step towards the assessment of a more optimal array in terms of624
spatial sampling. For example, a linear array of 30 geophones with 10-15 m spacing might625
allow the extraction of the dispersion curves of the three modes on a bandwidth that is626
sufficient for estimating sea ice properties. This remains to be confirmed with future in-627
vestigations, by focusing on a systematic search of suitable icequakes and the calcula-628
tion of the NCF, as these may play a complementary role to achieve this goal.629
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Appendix A: Positions and date of the vibrating and impulsive sources630
(times are UTC)631
Table A1. Positions and date of the vibrating and impulsive sources (times are UTC)632
1 March 2019 1 March 2019 26 March 2019
Position 10 sec sweeps 15 sec sweeps 60 sec sweeps jumps jumps
501-104 08:10:38 08:12:20 08:12:58 13:17:49 15:13:37
501-103 08:16:09 08:16:40 08:17:13 13:19:07 15:14:06
501-102 08:20:03 08:10:29 08:20:56 13:19:47 15:14:42
501-101 08:23:00 08:23:39 08:24:13 13:20:39 15:15:07
301-104 08:54:14 08:54:39 08:55:09 13:34:21 15:23:02
301-103 08:56:52 08:57:16 08:57:40 13:35:13 15:23:20
301-102 09:00:07 09:00:30 09:00:56 13:36:06 15:23:42
301-101 09:02:40 09:02:59 09:03:54 13:37:16 15:24:00
201-104 09:11:15 09:11:40 09:12:56 13:39:40 15:17:24
201-103 09:17:04 09:17:25 09:17:53 13:40:08 15:17:42
201-102 09:21:28 09:21:48 09:22:13 13:41:25 15:18:03
201-101 09:24:01 09:24:24 09:24:49 13:42:07 15:18:25
401-104 08:34:45 08:35:10 08:35:37 13:23:48 15:27:25
401-103 08:37:33 08:37:58 08:38:27 13:28:18 15:27:43
401-102 08:41:44 08:42:17 08:42:44 13:28:59 15:27:57
401-101 08:44:58 08:45:17 08:45:49 13:30:42 15:28:19
101-525 10:07:28 10:07:49 10:08:14 N/A N/A
149-525 09:45:06 09:45:31 09:46:02 N/A N/A
125-549 10:12:25 10:12:46 10:13:13 N/A N/A
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Figure B1. a) and b): Same as figure 9-a and -b, but calculated with classical frequency-
wavenumber Fourier transforms.



























Figure C1. a) Phase velocity of the guided modes versus frequency and the associated distri-
bution of variations around their best fit for b) the QS0 mode, c) the SH0 mode and d) the QS
mode.
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