We constructed a dynamic programming model to investigate the phenomena of brood cycling and filial cannibalism in fishes with paternal care. We assumed that parents behave so as to maximize their total expectation of hatching clutches during a breeding season plus a small probability of breeding in future seasons. We further assumed ecological tradeoffs among fitness components such that investment in one component of fitness results in a reduction in other fitness components. We found that the pattern of brood cycling was most strongly affected by mating costs to survival of the parent and survival of the eggs in the nest. Filial cannibalism was most strongly affected by feeding costs to parent and nest survival. Brood cycling appeared to be independent of feeding costs, and filial cannibalism appeared to be independent of mating costs.
Introduction
During the breeding season, animals may be confronted with the conflicting demands of avoiding predators, feeding, mating, and caring for offspring. Fishes with exclusive male parental care (i.e. paternal care) are particularly interesting in this regard, because a male fish that is defending his offspring faces all of these conflicting demands simultaneously. In 1953, VAN IERSEL conducted a classic series of experiments on the conflicting demands that affect the parental behaviour of the threespine stickleback, Gasterosteus aculeatus. VAN IERSEL discovered an interesting phenomenon, which he termed the 'parental phase' of the male stickleback breeding cycle. After the eggs are a certain age, or after the male has a certain number of clutches, he will cease courting females and exhibit a heightened level of parental care, until all of the eggs have hatched. Then the male may rebuild his nest and initiate another brood cycle. VAN IERSEL (1953) found that male sticklebacks switch into the parental phase after the eggs are roughly 3-6 days old, even if the male only has one female's clutch of eggs in his nest. He also found that the level of male courtship (i.e. zig-zags) decreases as clutch age increases, and as clutch number increases.
Brood cycling in fishes with paternal care can be highly variable among species. At one end of the spectrum is the smallmouth bass, Micropterus dolomieu, in which males typically care for a single females brood per season (RAFFETTO et al., 1990; MACKERETH, 1995; RIDGWAY, pers. comm.) . At the other end of the spectrum are Mediterranean blennies, Aidablennius sphynx, in which males are never known to enter a parental phase (KRAAK & VIDELER, 1991; KRAAK, 1994) . Between these two extremes lie fathead minnows, Pimephales promelas, in which males acquire eggs over a period of several days, cease courtship for one or two days while the older eggs hatch, and then resume courtship again before the younger eggs have hatched (SARGENT, unpubl.) . SARGENT (1990) presented a preliminary version of a dynamic-programming model for fishes with paternal care. The time horizon was an entire breeding season, and a hypothetical fish was allowed to choose its behaviour so as to maximize its total expectation of hatching clutches over the whole breeding season. A preliminary run of the model yielded nest-state dynamics very similar to those described by VAN IERSEL (1953) for the threespine stickleback.
One of the models assumptions was that the survival of eggs in a males nest is lowered if he courts additional females. This assumption appears to be justified, because threespine stickleback nests (e.g. SARGENT, 1982) and fathead minnow nests (SAR-GENT, unpubl.) are very vulnerable to nest raiding and egg predation during courtship. This cost of mating for clutch survival was shown to have a major impact on when males shift into the parental phase in SARGENT'S (1990) model. What was not addressed in SARGENT'S (1990) preliminary analysis of his model was the relative importance of different ecological parameters to the pattern of brood cycling, nor whether the model could address the interspecific diversity of brood cycling in fishes with paternal care that is observed in nature.
In a very interesting paper, ROHWER (1978) (DEMARTINI, 1987; HOELZER, 1992; MROWKA, 1987; PETERSON & MARCHETTI, 1989; SARGENT, 1988 SARGENT, , 1989 There are six essential components of dynamic optimization models (OSTER & WILSON, 1978; MANGEL & CLARK, 1988; SARGENT, 1990) . These are: i. the optimization criterion: the currency being maximized; ii. the strategy, set: the set of behavioural options available to an animal; iii. the state space: all combinations of magnitudes of variables that depend cumulatively on past decisions, and that determine the present optimal policy; iv. the constraints: the limitations on the state space; v. the state dynamics: the rules for moving through the state space; vi. the tradeoffs: the biotic or abiotic factors that constrain an animal's ability to maximize all of its options simultaneously.
In order to construct and solve a dynamic optimization model, we need to explicitly specify each of these components.
Dynamic-programming models are solved by iterating backward through time, following BELLMAN'S (1957) principle of optimality: "An optimal policy has the property that, whatever the initial state and initial decision are, the remaining decisions must constitute an optimal policy with regard to the state resulting from the first decision". Another way to think of this is that the optimal trajectory from some initial time, t, to some final time, T (the time horizon), contains the optimal trajectory from time T to T. Thus, to find the optimal trajectory from t to T, we first find the optimal trajectory from T to T, then the optimal trajectory from T 2 to T l, and so on back to t = 0. At each time t, for each level of parental state, X(t), and nest state, we can find a behaviour B*(tX(t),:Y(t)) that maximizes fitness,
F(t,X(t),Y(t))
, where the maximum is written as F*. This requires that we already know F*(t+ 1,X(t+ 1),r(t+ 1)), for all possible X(t+1) and r(t+ 1).
B*(t,X(t),Y(t)),X(t), and Y(t) jointly determine X(t+1) and r(t+ 1). The recursions for the two state variables and for fitness, in general form, are:
where fl, f2, and f3 represent functions. Equations (1) and (2) specify the state dynamics, and equation (3) is the dynamic programming equation
To solve the DPE, we begin by initializing our terminal fitnesses at the time horizon, T. Terminal fitness is zero if the animal is dead at the time horizon; otherwise it may be positive, and represents future reproduction after time T. In our model, we assume that terminal fitness is an increasing function of energy reserves. Starting at 7*-7, we then iterate backward over time over all combinations of our state variables, and find the optimal behaviour for each time step. We begin by finding the optimal behaviours and the associated fitnesses for all combinations of the state variables for T 1. Once this is achieved, we now have a new set of terminal fitnesses. We then repeat the process for T-2, and so on back to t = 0.
Within a time step, we assume the following general sequence of events:
i. choose the behaviour for that time step; ii. tally reproduction and/or offspring survival; iii. update parental energy reserves; iv. tally parental survival.
Now, let us consider the case of fishes with exclusive paternal care. Male fishes who are guarding eggs may be confronted with the conflicting demands of avoiding predators, feeding, caring for eggs already in the nest, and increasing the number of female clutches in the nest through additional matings.
Here, we illustrate how brood cycling and filial cannibalism can be explained within the framework of conflicting demands in a dynamic optimization problem. We let the time horizon, T, represent the end of the breeding season.
The six components of the dynamic-programming model are as follows:
Optimization criterion, F(t,X(t),Y(t)).
We assume that an animal behaves so as to maximize its total expectation of lifetime reproductive success. The model maximizes the sum of all clutches hatched during the breeding season plus terminal fitness at the end of the season. 3. State space, (X(t),Y'(t)). The state variables are parental male energy reserves (X(t)), and the number and ages of clutches in his nest (Y(t)).
Strategy set, B(t,X(t),Y(t)

Constraints.
Paternal energy reserves are constrained as follows: 0 < X(t) z N, where N is the upper limit of energy reserves. Nest state is constrained as follows. It takes a male one time step to obtain one clutch, and it takes a clutch three time steps to hatch and be independent of paternal care. Thus, there are eight possible nest states: 0, no clutches; 1, one clutch of age 1 ; 2, one clutch of age 2; 3, one of clutch age 3; 12, two clutches of ages 7 and 2; 23, two clutches of ages 2 and 3; 13, two clutches of ages 7 and 3; 123, three clutches of ages 1, 2, and 3. Table   2 lists each behaviour in the strategy set and its consequences for parental energy reserves, parental survival, and clutch survival. The fitness that a parental male fish would enjoy from choosing any behaviour can now be written as:
A parent is assumed to choose the behaviour that maximizes equation (4).
The first term on the right hand side of (4) tallies any age 3 clutch that hatches in time step t, which depends on the behaviour chosen,
B(t,X(t),Y(t)).
The second term on the right hand side of (4) tallies the expected reproductive success if the male dies during t. Hatching in <+7 or t+2
assumes that the male obtained clutches in t-2 and t-1, respectively, and that these clutches have survived until t. The probability that these clutches survive through t depends on B(t,X(t),Y(t)). Their survival beyond t, after the male is dead, is the product of the u's up until hatching. The third term on the right hand side of (4) tallies expected reproductive success if the male survives through time step t. This term sums over all possible nest state transitions between t and t+1, which depend on X(t), Y(t), and B(t,X(t),Y(t)). These nest-state transition probabilities are 
X(t)+,1X(B(t,X(t),Y(t)))
and Y(t+1) = j. These nest state transition probabilities can be obtained from the following simple algorithm described in SARGENT (1990) .
Consider nest state 123. For a = 7 to 3, let AQ be the probability of survival (aging) of a clutch of age a, and D, be the probability of death of a clutch age a; 0 < 7 and Da = 1-Aa. Let S be the probability of mating and N be the probability of not mating (i.e. N = 0 <_ S <_ 1 if B(t,X(t),Y(t)) incorporates mating; otherwise, S = 0. The values for S and AQ (and thus for N and DJ depend on the behaviour chosen from the strategy set, and can be calculated from the parameters in Table 1 . To find all possible transition probabilities we expand the following expression:
For the case of nest state 123, the sixteen terms on the right hand side of equation (5) can be combined to give the eight nest state transition probabilities. For example, the first two terms sum to the probability that 123 is the nest state in the next time step, where S is the probability that the parent mates and gains a new age 7 clutch; Ai and A2 are the probabilities that age 7 and age 2 clutches survive to age 2 and age 3, respectively; A3 is the probability that an age 3 clutch hatches, and D3 is the probability that an age 3 clutch dies. Similarly, the remaining seven pairs of terms give the transition probabilities to the following nest states, respectively: 12, 13, 1, 23, 2, 3, and 0. For nest states at time t with one or more missing clutch age classes, we simply let Aa = 0 and D, = 7 for each missing age class. For example, let us assume that at time t that the nest state is l. Then there are four possible nest states at time t+ 1: 0, l, 2, and 12. The first two pairs of terms on the right hand side of equation (5) sum to the transition probability to nest state 12; the third and fourth pairs of terms sum to the transition probability to nest state I; the fifth and sixth pairs of terms sum to the transition probability to nest state 2; and, the last two pairs of terms sum to the transition probability to nest state 0. In a similar manner, equation (5) can be used to determine the nest state transition probabilities at time t+1 for each initial nest state at time t.
Equation (4) is the DPE. To solve the DPE, we initialized the terminal fitness function at the end of the breeding season. Terminal fitness was set as follows: # (X(T)) = 0.00]X(T). This terminal fitness function assumes a small probability of future breeding seasons, which is an increasing function of energy reserves remaining at the time horizon. Then, starting from T l, we iterated backward in time, over all combinations of parental state and nest state, to the beginning of the breeding season. Table 2 ). Here the optimal behaviour is Male care. Now, consider two possibilities: the male either does or does not mate successfully; we will also assume that the first clutch survives. If the male is again successful in mating, and if his first clutch An alternative representation of the brood cycling produced by the default run is given in Fig. 2 . We define a target brood cycle as the brood cycle that a male would achieve if he mates successfully every time step that he courts females, and if all of his clutches survive until hatching. In our default run, the target brood cycle is 0-1-12-23-3-0.
However, if the male fails to mate given courtship, or if clutches die, then many alternative pathways are possible (Fig. 2) . Fig. 2 . Brood cycling in the default run. The target brood cycle is defined as the brood cycle that would be achieved if all courtship resulted in successful mating, and if all clutches survive until hatching. The target brood cycle is given in bold arrows; all alternative brood cycles are given in thin arrows. The optimal behaviour is given for each level of nest state.
Thus, we have found two characteristics of VAN IERSEL'S (1953) parental phase. Courtship decreases to zero as clutch age increases, and as clutch number increases. We hypothesized that van Iersels parental phase is a special case of a larger phenomenon of brood cycling, and that brood cycling can be varied by varying our models parameters. In order to test this hypothesis, we conducted a sensitivity analysis, where we manipulated each parameter over its entire range in units of 0.1. Although filial cannibalism (i.e. Eat alone, or in combination with other behaviours)
was not observed in the default run (Fig. 1) , we did find it in several runs of our sensitivity analysis. The results of our sensitivity analysis are summarized in Table 3 .
Brood cycling
Most of the parameters in the model affect which nest states are in the parental phase, and thus the pattern of brood cycling. As a parameter is varied, nest states in the parental phase are accumulated in the following order: 123, 23, 13, 12, 3, 2, 1. Among our runs, we observed the entire range of nest states in the parental phase from none to all but nest state 0. Thus, our model generated eight different combinations of nest states in the parental phase, which in turn yielded six different target brood cycles (Table 4) . These target brood cycles ranged from mating once and caring until the clutch hatches to mating in every time step (Table 4 ). The typical stickleback brood cycle, of mating one or more times, and then going into a parental phase until all of the clutches have hatched, is at one end of the spectrum. At the other end, are target brood cycles that may go into a short parental phase after three clutches are accumulated, but resume courtship again before all of the clutches have hatched (Table 4) . As one would expect, mating costs to clutch survival (reflected in qj and to parental survival (reflected in pj have strong effects on the pattern of brood cycling (Table 3) . Generally, as mating costs increase (i.e. as q.
or p,,, decrease), the number of nest states in the parental phase increases. Relative to our default run, as clutch survival with and without care (w and u, respectively) decrease, the number of nest states in the parental phase increases; however, the effect of clutch survival without care is stronger (Table 3) . As clutch survival without care, u, increases toward clutch survival with care, w, there are fewer nest states in the parental phase, because the relative costs of mating while clutches are in the nest The combinations of nest states in the parental phase that were generated by the model and the corresponding target brood cycles. The target brood cycle is defined as the brood cycle that would be achieved if all courtship leads to mating, and if all clutches survive until hatching. The first three target brood cycles in the table cycle through nest state 0; mating resumes after all of the clutches in the nest have hatched. The rest of the target brood cycles resume mating before all of the clutches have hatched.
are decreasing.
As clutch survival with care, w, decreases toward clutch survival without care, u, the number of nest states in the parental phase increases slightly, because the relative costs of mating while clutches are in the nest are increasing.
The number of nest states in the parental phase also increases as the probability of mating (S) decreases; as adult survival (P) decreases; and, as the cost of care to parent survival increases (as p, decreases).
To examine the relative importance of mating costs for the appearance of the parental phase, we set these costs to zero (i.e. we set q"Z=1 and p,,= 1), and manipulated each of the other parameters known to affect the parental phase in Table 3 (i.e. P, S, u, w, and Pc)' independently of one another. With zero mating costs we only found the parental phase when the probability of mating, S, was zero. Thus, p. and q. appear to have the strongest effects on the parental phase in our model.
Finally, we point out that our sensitivity analysis contains a diversity of target brood cycles, from mating once per cycle and caring until the offspring are independent, to mating in every time step. It will be interesting to see if the interspecific diversity of brood cycling can be explained by our model.
Filial cannibalism
Although we did not find filial cannibalism in our default run, we did find it in several of the runs of our sensitivity analysis (Table 3) . We only observed filial cannibalism when energy reserves were low (i.e. N<_ 2), and when the youngest clutch in the nest was age 7 (i.e. nest states 1, 12, 13, and 123). As conditions favoring filial cannibalism increase, nest states exhibiting filial cannibalism accumulate in descending order of clutch number (Table 3) . We found that clutch survival with care, and feeding costs to clutch survival and to parental survival had the strongest effects on filial cannibalism.
The likelihood of filial cannibalism increases as clutch survival with care (w) decreases, as feeding costs to clutch survival increase (i.e. as qf decreases), and as feeding costs to parental survival increase (i.e. as decreases).
However, if there are no feeding costs (i.e. if
Pf= 1 and qf= 1), then we would only expect filial cannibalism to appear in our model when clutch survival with and without care approach zero.
Under these conditions, the parent would gain more by committing filial cannibalism and investing in future breeding seasons than it would by providing care during the current breeding season. When we set feeding costs and offspring survival with and without care all to zero, then we observed filial cannibalism; although, with zero offspring survival with and without care, we might not expect animals to be mating in the first place.
Discussion
Our analysis of the model suggests that the pattern of brood cycling most strongly depends on mating costs to clutch survival and to survival of the male parent. Unless these costs are built in, males court females in all levels of nest state (see also SARGENT, 1990, Figs 5 and 6) . Assuming default values for these costs (i.e. qm =.9 and pm =.9), then the probability of mating given courtship (S) and clutch survival without care (u) have strong effects on the pattern of brood cycling; whereas, adult survival (P), the adult survival coefficient for caring (p,, which reflects the cost of care), and egg survival with care (w) all have relatively weak effects on the pattern of brood cycling. The pattern of brood cycling seemed to be independent of feeding costs to adult survival and to clutch survival (reflected in and respectively).
We suggest that these predicitions may be testable through experimental manipulation of these parameters, or by examining natural variation (e.g. geographical or seasonal variation) in these parameters in the field.
Our analysis generated relatively little filial cannibalism; however, it appears that the incidence of filial cannibalism is most strongly affected by feeding costs to adult and clutch survival (reflected in hand # respectively), and then by clutch survival with care (w). The other parameters had little or no affect on filial cannibalism.
Our results do tend to support the predictions generated by ROHWER (1978) and SARGENT (1992) . (1) We examined high and low mating and feeding costs by setting qm and qf to 0. 6 and 1. 0, in all four possible combinations.
All other parameters were set at their default values (Table 1) . We found that qm affected brood cycling, and that its effects were independent of the value of qf Nest states in the parental phase are none for qm = 1.0 ; 1, 2, 3, 12, 13, 23, and 123 for q. = 0.6. We found that qfaffected filial cannibalism, and that its effects were independent of the value of qm. Nest states with filial cannibalism are none for qf= 1.0, and 1, 12, 13, and 123 for qf = 0.6. Thus, it appears that qm affects brood cycling independently of qf, and qfaffects filial cannibalism independently of qm. It would be interesting to look for potential fine-scaled interactions between these parameters in future studies of the model; however, this simple analysis illustrates that the model can generate high and low levels of brood cycling and filial cannibalism independently of one another.
Overall, we find the models qualitative behaviour to be very encouraging. Despite its simple assumptions, it is able to generate a diverse array of brood cycling and filial cannibalism behaviours. Athough nature is always much more complex than any model, we suggest that this model may provide interesting insights into the dynamics of parental care and filial cannibalism that is observed in nature.
