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Abstract
Generative adversarial networks (GANs) learn to mimic training data that represents
the underlying true data distribution. However, GANs suffer when the training data
lacks quantity or diversity and therefore cannot represent the underlying distribution
well. To improve the performance of GANs trained on under-represented training
data distributions, this paper proposes KG-GAN to fuse domain knowledge with
the GAN framework. KG-GAN trains two generators; one learns from data while
the other learns from knowledge. To achieve KG-GAN, domain knowledge is
formulated as a constraint function to guide the learning of the second generator.
We validate our framework on two tasks: fine-grained image generation and hair
recoloring. Experimental results demonstrate the effectiveness of KG-GAN.
1 Introduction
Generative adversarial networks (GANs) [1] and their variants have received massive attention in the
machine learning and computer vision communities recently due to their impressive performance
in various tasks, such as categorical image generation [2], text-to-image synthesis [3] [4], image-to-
image translation [5] [6] [7], and semantic manipulation [8]. The goal of GANs or e.g., cGANs is to
learn a generator that mimics the underlying distribution represented by a finite set of training data.
Considerable progress has been made to improve the robustness of GANs.
However, when the training data does not represent the underlying distribution well, i.e., the empirical
training distribution deviates from the underlying distribution, GANs trained from under-represented
training data mimic the training distribution, but not the underlying one. This situation occurs because
data collection is labor intensive and it is difficult to be thorough. Additionally, some modes of
the underlying distribution could be missing in the training data due to insufficient quantity and in
particular, diversity. Specifically, we consider that the underlying distribution is under-represented by
the training data at the category level, i.e., some categories have no training data examples.
Training a GAN conditioned on category labels requires collecting training examples for each
category. If some categories are not available in the training data, then it appears infeasible to learn
to generate their representations without any additional information. For instance, in the task of
hair recoloring (or hair color transfer), if we want to train an image-to-image translation model that
recolors hair by rare colors such as purple, it is necessary to collect images with those hair colors.
However, it is impractical to collect all possible dyed hair colors for arbitrary recoloring. Another
example is that if the training data consists of only red colored roses, the GANs’ discriminators would
reject the other colors of roses and fail to generate roses of colors other than red. At the same time,
we want to ensure that GANs will not generate a rose with an unnatural color. To the best of our
knowledge, no previous works have investigated improving the diversity of the training distribution
to better mimic the underlying distribution.
To this end, we propose Knowledge-Guided Generative Adversarial Networks (KG-GANs), a novel
GAN framework that incorporates domain knowledge into GANs to enrich and expand the generated
distribution, hence increasing the diversity of the generated data at the category level. Our key idea is
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to leverage domain knowledge as another learning source other than data to guide the generator to
explore different regions of the image manifold. By doing so, the generated distribution goes beyond
the training distribution and better mimics the underlying one. Note that domain knowledge serves
GANs as a guide not only to explore diversity but also to constrain exploring into regions that are
knowingly impossible, such as generating gray roses.
Our framework consists of two parts: (1) constructing the domain-knowledge for the task at hand, and
(2) training two generators G1 and G2 that are conditioned on available and unavailable categories,
respectively. We formalize domain-knowledge as a constraint function that explicitly measures
whether an image has the desired characteristics of a particular category. On the one hand, the
constraint function is task-specific and guides the learning ofG2. On the other hand, we share weights
between G1 and G2 to leverage the knowledge learned from available to unavailable categories.
We validate KG-GAN on two tasks: fine-grained image generation and hair recoloring. For fine-
grained image generation, such as flower images with different species, we aim to train a category-
conditional generator that is capable of generating both seen and unseen categories. The domain
knowledge we use here is a semantic embedding representation that describes the semantic relation-
ships among fine-grained categories, such as the textual features from descriptions of each category’s
appearance. The constraint function used is a deep regression network that predicts the semantic
embedding vector of the underlying category of an image.
For hair recoloring, given the training data consists of three hair colors, our method trains an image-
to-image translation model that is capable of recoloring face images with arbitrary hair colors. We
leverage the domain knowledge that hair color is characterized by the dominant color of the hair region
(not including eyebrows and beard). In this case, hair segmentation plays a key role in implementing
the constraint function that performs hair color estimation. We jointly train the segmentation network,
G1, and G2 in an unsupervised manner. We additionally leverage the observation that hair recoloring
can be safely assumed as a spatially invariant linear transformation applied only on the hair region.
We propose a new generator architecture that outputs transformations rather than images. This
significantly improves the segmentation accuracy and hence the recoloring quality.
Our main contributions are summarized as follows: (1) We tackle the problem that the training data
cannot well represent the underlying distribution. (2) We propose a novel generative adversarial
framework that incorporates domain knowledge into GAN methods. (3) We demonstrate the effec-
tiveness of our KG-GAN framework on fine-grained image generation and hair recoloring tasks. We
are able to enrich the diversity of the generated distribution by generating categories not available in
the original training data.
2 Related work
Since a comprehensive review of the related works on GANs is beyond the scope of the paper, we
only review representative works most related to ours.
Generative Adversarial Networks. Generative adversarial networks (GANs) [1] introduce an ad-
versarial learning framework that jointly learns a discriminator and a generator to mimic a training
distribution. Conditional GANs (cGANs) extend GANs by conditioning on additional information
such as category label [9, 2], text [3], or image [5, 6, 7]. SN-GAN [2, 10] proposes a projection
discriminator and a spectral normalization method to improve the robustness of training. Cycle-
GAN [6] employs a cycle-consistency loss to regularize the generator for unpaired image-to-image
translation. StarGAN [7] proposes an attribute-classification-based method that adopts a single
generator for multi-domain image-to-image translation. Hu et al. [11] introduce a general framework
that incorporates domain knowledge into deep generative models. Its primary purpose is improving
quality, but not improving diversity, which is our goal.
Diversity. Creative adversarial network (CAN) [12] augments GAN with two style-based losses
to make its generator go beyond the training distribution and thus generate diversified art images.
Imaginative adversarial network (IAN) [13] proposes a two-stage generator that goes beyond a source
domain (human face) and towards a target domain (animal face). Both works aim to go beyond the
training data. However, they target art image generation and do not possess a well-defined underlying
distribution. Mode-Seeking GAN [14] proposes a mode seeking regularization method to alleviate
the mode collapse problem in cGANs, which happens when the generated distribution cannot well
represent the training distribution. Our problem appears similar but is ultimately different. We tackle
the problem that the training distribution under-represents the underlying distribution.
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Figure 1: The schematic diagram of KG-GAN for fine-grained image generation. There are two
generators G1 and G2, a discriminator D, and an embedding regression network E as the constraint
function. We share all the weights between G1 and G2. By doing so, our method here can be
treated as training a single generator with a category-dependent loss that seen and unseen categories
correspond to optimizing two losses (LSNGAN and Lse) and a single loss (Lse), respectively, where
Lse is the semantic embedding loss.
Zero-shot Learning We refer readers to [15] for a comprehensive introduction and evaluation of
representative zero-shot learning methods. The crucial difference between their and our method is
that they focus on image classification while we focus on image generation. Recently, some zero-shot
methods [16, 17, 18] propose to learn feature generation of unseen categories for training zero-shot
classifiers. Instead, this work aims to learn image generation of unseen categories.
3 KG-GAN
This section presents our proposed KG-GAN that incorporates domain knowledge into the GAN
framework. We first provide an overview of KG-GAN. Then, we show how to apply KG-GAN on
two representative tasks: fine-grained image generation and hair recoloring.
We consider a set of training data under-represented at the category level, i.e., all training samples
belong to the set of seen categories, denoted as Y1 (e.g., black, brown, blond hair color categories),
while another set of unseen categories, denoted as Y2 (e.g., any other hair color categories), has no
training samples. Our goal is to learn categorical image generation for both Y1 and Y2. To generate
new data in Y1, KG-GAN applies an existing GAN-based method to train a category-conditioned
generator G1 by minimizing GAN loss LGAN over G1. To generate unseen categories Y2, KG-GAN
trains another generator G2 from the domain knowledge, which is expressed by a constraint function
f that explicitly measures whether an image has the desired characteristics of a particular category.
KG-GAN consists of two parts: (1) constructing the domain knowledge for the task at hand, and
(2) training two generators G1 and G2 that condition on available and unavailable categories, re-
spectively. KG-GAN shares the parameters between G1 and G2 to couple them together and to
transfer knowledge learned from G1 to G2. Based on the constraint function f , KG-GAN adds a
knowledge loss, denoted as LK , to train G2. The general objective function of KG-GAN is written as
minG1,G2 LGAN (G1) + λLK(G2).
3.1 Fine-grained Image Generation
Given a fine-grained image dataset that some categories are unseen, our aim is using KG-GAN to
generate unseen categories in addition to the seen categories. Figure 1 shows an overview of KG-GAN
for fine-grained image generation. Our generators take a random noise z and a category variable y
as inputs and generate an output image x′. In particular, G1 : (z, y1) 7→ x′1 and G2 : (z, y2) 7→ x′2,
where y1 and y2 belong to the set of seen and unseen categories, respectively.
We leverage the domain knowledge that fine-grained categories are characterized by a semantic
embedding representation, which describes the semantic relationships among categories. In other
words, we assume that each category is associated with a semantic embedding vector v. For example,
we can acquire such feature representation from the textual descriptions of each category. We propose
the use of the semantic embedding in two places. One is for modifying the GAN architecture, and the
other is for defining the constraint function.
3
Original category
Original category
CNN
Mask net
CNN
Target category
Target color
Combine
Combine Color estimation
Predicted 
category 
Real/Fake
Hair color
Discriminator
Figure 2: The schematic diagram of KG-GAN for hair recoloring. There are two generators G1
and G2, a discriminator D = {Dsrc, Dcls}, and a segmentation-based color estimation network H
as the constraint function. G1 learns categorical recoloring from the training data by optimizing
the StarGAN loss comprised of Ladv, Lcls, and Lcyc. G2 learns arbitrary recoloring from domain
knowledge by minimizing the color loss Lcolor and the cycle loss Lcyc2. To achieve transferring the
knowledge learned from G1 to G2, we share the mask network M and partial weights between F1
and F2. Please see the supplementary material for the details of our transform generator.
SN-GAN. Here we briefly review SN-GAN (please refer to [2, 10] for more details), which is adopted
as the GAN part of KG-GAN. SN-GAN employs a projection-based discriminator D and adopts
spectral normalization for discriminator regularization. The objective functions for training G1 and
D use a hinge version of adversarial loss. The category variable y1 in SN-GAN is a one-hot vector
indicating which target category. We propose to replace the one-hot vector by the semantic embedding
vector v1. By doing so, we directly encode the domain knowledge into the GAN training. The loss
functions of the modified SN-GAN are defined as
LGSNGAN (G1) = −Ez,v1 [D(G1(z, v1), v1)], and
LDSNGAN (D) = Ex,v1 [max(0, 1−D(x, v1))] + Ez,v1 [max(0, 1 +D(G1(z, v1), v1))].
(1)
Semantic Embedding Loss. We define the constraint function f as predicting the semantic embed-
ding vector of the underlying category of an image. To achieve that, we implement f by training an
embedding regression network E from the training data. Once trained, we fix its parameters and add
it to the training of G1 and G2. In particular, we propose a semantic embedding loss Lse as the role
of knowledge loss in KG-GAN. This loss requires the predicted embedding of fake images to be
close to the semantic embedding of target categories. Lse is written as
Lse(Gi) = Ez,vi ||E(Gi(z, vi))− vi||2,where i ∈ {1, 2}. (2)
Total Loss. The total loss is a weighted combination of LSNGAN and Lse. The loss functions for
training D and for training G1 and G2 are respectively defined as
LD = LDSNGAN (D), and
LG = LGSNGAN (G1) + λse(Lse(G1) + Lse(G2)).
(3)
3.2 Hair Recoloring
Given a set of face images categorized by hair color, which is defined as a discrete set Y1 of
representative colors. (For example, Y1 = {black, brown, blond} in the CelebA dataset [19].) Our
goal is using KG-GAN to achieve hair recoloring with arbitrary colors. Figure 2 shows an overview.
Given an input face image x, hair recoloring aims to transfer the image’s hair color into a target color
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c. Here, KG-GAN trains G1 : (x, y) 7→ x′1 and G2 : (x, c) 7→ x′2 where y ∈ Y1 is the target category
represented by a one-hot vector, and c is the target color represented by a 3D RGB vector.
To train G1, we adopt StarGAN [7] as the GAN part of our KG-GAN. For G2, we leverage two pieces
of domain knowledge about hair color: (1) hair color is characterized by the dominant color of the
hair region (the upper part of head), and (2) if the hair region can be identified, its recoloring process
can be simplified as a simple color transfer. We use the former domain knowledge for defining the
constraint function while the latter is used for designing a specialized generator architecture.
StarGAN. Here we briefly review StarGAN. Please refer to [7] for more details. StarGAN learns a
single generator to perform multi-domain image-to-image translation. In our case, we can train a
StarGAN model on the CelebA Face Dataset to translate images into one of the three categories (i.e.,
domains): black, brown, and blond. The StarGAN discriminator D = {Dsrc, Dcls} performs domain
classification and discrimination between real and fake images, i.e., D : x 7→ {Dsrc(x), Dcls(x)}.
The total loss in StarGAN is comprised of three losses: an adversarial loss Ladv , a domain classifica-
tion loss Lcls, and a cycle-consistency loss Lcyc. The adversarial loss Ladv is a W-GAN loss [20]
with a gradient penalty term [21]. The domain classification loss Lcls is responsible for translation
quality. The cycle-consistency loss Lcyc regularizes the generator. The loss functions used in training
D and G1 are respectively defined as
LDStarGAN = LDadv + λclsLrcls, and
LGStarGAN = LGadv + λclsLfcls + λcycLcyc.
(4)
Hair Color Estimation. Hair color is characterized by the dominant color of the hair region.
Therefore, we define the constraint function f as explicitly extracting the hair color from an image.
To this end, we propose a segmentation-based color estimation network H that consists of two steps:
(1) Performing hair segmentation to obtain the hair probability map s of the input image x. (2) A
weighted average of x weighted by s to obtain the hair color, which is expressed by
H(x) =
∑
i w(si)xi∑
i w(si)
, (5)
where si and xi are the i-th pixel value of s and x, respectively. w is a weighting function that turns
the segmentation probabilities into binary weights. w is defined as w(si) = I[si > 0.5maxj(sj)]
where I is the indicator function.
Hair Segmentation. The first step of H requires hair segmentation. Instead of training the hair
segmentation sub-network S from another set of labeled training data, we propose training S in an
unsupervised manner by jointly training G1, G2, and S together. Following recent image-to-image
translation methods [22, 23] that adopt mask mechanism in their generator architecture, we add a
mask network M in the StarGAN generator and shares its parameters with the segmentation sub-
network S in H . On the one hand, the modified StarGAN generator performs image translation by
G1(x, y) = M(x) ⊗ F1(x, y) + (1 −M(x)) ⊗ x, where M(x) is a mask image, ⊗ is pixel-wise
multiplication, and F1 is a convolutional neural network that generates the foreground image. On
the other hand, hair segmentation is learned from training G1 and is utilized in the color estimation
network H for training G2.
Generator Architecture. Since hair segmentation plays an essential role in the constraint function,
its accuracy directly influences the quality of G2. However, the masks from the modified StarGAN
generator do not guarantee to localize hair region. It is because an inaccurate hair mask could still
yield a high-quality result as long as F1(x, y) is of high-quality.
To further improve the accuracy of unsupervised segmentation, we leverage domain knowledge: if
we can identify the hair region, we can simplify the recoloring process as a simple color transfer.
Specifically, we assume the recoloring process is a spatially invariant linear transformation. Such
an assumption greatly restricts the foreground generation from a highly nonlinear mapping to a
linear one. By doing so, the segmentation network is forced to be more accurate; otherwise, a
false-positive region (such as eyebrows) could be transformed into an unrealistic color and then
appears in the output image. The linear transformation, parameterized by a 3× 4 matrix [w|b], takes
a pixel color xi as input and outputs a new color x′i by x
′
i = wxi + b. Such a transformation can be
equivalently expressed by a 1x1 convolution as conv1×1(x; [w|b]). Finally, based on M and conv1×1,
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Figure 3: Fine-grained image generation. Qualitative comparison between real images, SN-GAN,
and KG-GAN. These two flower categories (Orange Dahlia and Stemless Gentian) are seen to
SN-GAN while unseen to KG-GAN.
our transform generators G1 and G2 are respectively defined as
y1 = G1(x, y) =M(x)⊗ F1(x, y) + (1−M(x))⊗ x
=M(x)⊗ conv1×1(x;T1(x, y)) + (1−M(x))⊗ x, and
y2 = G2(x, c) =M(x)⊗ F2(x, c) + (1−M(x))⊗ x
=M(x)⊗ conv1×1(x;T2(x, c)) + (1−M(x))⊗ x,
(6)
where T1(x, y) and T2(x, c) are convolutional neural networks that generate 1x1 convolutional filters.
Color Loss. Based on Equation 5, We propose a color loss LC as the knowledge loss in KG-GAN.
LC encourages the predicted color of the foreground image, conv1×1(x;T2(x, c)), to be close to the
target color c, which is uniformly sampled from the RGB color space. The color loss is written as
Lcolor = Ex,c||H(conv1×1(x;T2(x, c)))− c||1. (7)
Cycle Loss. In addition to the cycle-consistency loss Lcyc in StarGAN for regularizing G1, we
propose another cycle-consistency loss Lcyc2 that considers both G1 and G2 to further improve
G2 with the aid of G1. In particular, x is first transferred through G2 to become G2(x, c) and then
transfers back to the original category l′ through G1. Lcyc2 is defined accordingly as
Lcyc2 = Ex,c,y′ [‖G1(G2(x, c), y′)− x‖1] . (8)
Total loss. The total loss is a weighted combination of LStarGAN , Lcolor, and Lcyc2. The loss
functions for training D and for training G1 and G2 are respectively defined as
LD = LDStarGAN (D), and
LG = LGStarGAN (G1) + λcolorLcolor(G2) + λcyc2Lcyc2(G1, G2).
(9)
4 Experiments
4.1 Fine-grained Image Generation.
Experimental Settings. We use the Oxford Flowers dataset [24], which contains 8189 flower images
from 102 categories. Each image is annotated with 10 visual descriptions. Following [25], we
randomly split the images into 82 seen and 20 unseen categories. To extract the semantic embedding
vector of each category, we first extract sentence features from each visual description using the
fastText library [26]. Then we average over the features within each category to obtain the per-
category feature vector as the semantic embedding. We resize the images to 64× 64 as the image
size in our experiments. For the SN-GAN part of the model, we use its default hyper-parameters and
training configurations. In particular, we train for 200K iterations. For the knowledge part, we use
λse = 0.1 in our experiments.
Comparing Methods. We compare with SN-GAN trained on the full Oxford Flowers dataset, which
potentially represents a performance upper-bound of our method. Besides, we additionally evaluate
6
Table 1: Fine-grained Image Generation. Per-category FID scores of SN-GAN and KG-GANs.
Method Training data Condition Lse Seen FID Unseen FID
SN-GAN Y1 ∪ Y2 One-hot 0.6922 0.6201
One-hot KG-GAN Y1 One-hot
√
0.7077 0.6286
KG-GAN w/o Lse Y1 Embedding 0.1412 0.1408
KG-GAN Y1 Embedding
√
0.1385 0.1386
Table 2: Hair recoloring. Per-category FID scores of G1.
Method G1 M G2
FID
Average
Black Brown Blond
StarGAN
√
1.379 1.287 1.543 1.403
StarGAN + M
√ √
1.316 1.236 1.401 1.318
KG-GAN
√ √ √
1.395 1.354 1.530 1.426
two ablations of KG-GAN: (1) One-hot KG-GAN: y is a one-hot vector that represents the target
category. (2) KG-GAN w/o Lse: our method without Lse.
Results. To evaluate the quality of the generated images, we compute the FID scores [27] in a
per-category manner as in [2]. Then, we average over the FID scores of the set of the seen and the
unseen categories, respectively. Table 1 shows the seen and unseen FID scores. We can see from the
table that in terms of the category condition, semantic embedding gives better FID scores than one-hot
representation. Our full method achieves the best FID scores. For a visual comparison, we show the
generated images of two representative unseen categories in Figure 3. As we can see, our full model
faithfully generates flowers that have the right color. However, there is room for improvement in
terms of the shapes and the structures. It is because color is the major information provided from the
visual descriptions of the Oxford Flowers dataset. Also, shapes or structures are more complex to
describe than color. For the generated images of the remaining 18 unseen categories, please refer to
the supplementary material.
4.2 Hair Recoloring.
Experimental Settings. We use the CelebA dataset [19], which contains 202,599 face images of
celebrities. Each image is annotated with 40 binary attributes. We use the three hair attributes (black,
brown, and blond) in our experiments. We randomly select 2K images as the test set and use the
remaining images as the training set. We center crop the original CelebA images to 178× 178 and
resize them to 128× 128, which is the image size in our experiments. For the StarGAN part of the
model, we use its default hyper-parameters and training configurations except that we set λcls = 2.
For the knowledge part, We use λcolor = 10 and λcyc2 = 10 in our experiments.
Evaluation Metrics. We evaluate the realism and the recoloring quality of the generated images. For
realism, we use the FID score [27], which is computed from the last convolutional layer features of
an Inception-V3 network fine-tuned on the CelebA dataset. For recoloring quality, we measure the
segmentation accuracy of the mask network M . To achieve this, we utilize the hair segmentation
ground-truth, provided by Borza et al. [28], of 3, 556 images from the CelebA dataset. In particular,
we measure three metrics: L1 error, mean squared error (MSE), and MS-SSIM [29].
Realism. We first evaluate the realism of the generated images. Since we do not have any real data
as a reference for G2, we cannot use FID to evaluate the generated images of G2. Therefore, we
Table 3: Hair recoloring. Ablation study: segmentation accuracy of the mask network in terms of
L1 (smaller is better), MSE (smaller is better), and MS-SSIM (higher is better).
Mask Generator output Color loss Cycle loss L1 MSE MS-SSIM
√
Image
√
0.1846 0.09922 0.4121√
Image
√ √
0.1927 0.11350 0.3846
√
Transformation
√
0.1439 0.07632 0.5417√
Transformation
√ √
0.1563 0.07936 0.5361
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Figure 4: Hair recoloring. Qualitative results of hair segmentation and recoloring with red, green,
blue, yellow, cyan, and purple. Please zoom in for better viewing.
Generator
output
Cycle
loss
Image x
Image
√
Transformation x
Transformation
√
Figure 5: Hair recoloring. Visual comparison of the four ablations of our method. The first row
shows the input images and each of the remaining rows corresponds to a particular ablation. For each
input image and each ablation, we show its segmentation map and two recoloring results.
examine the results of G2 qualitatively. Figure 4 shows the recoloring results and the corresponding
hair segmentation maps. Our G2 successfully recolors hair into various colors while maintaining its
realism (please refer to the supplementary material for more qualitative results).
We still compute FID for G1 to see whether adding G2 has any impact on G1. Following [2], we
compute FID between real and generated images for each category. In particular, we randomly
sample 2K images from the training set as the real images and use G1 to generate 2K fake images of
a particular category from the test set. Table 2 shows the FID scores. We can see that: (1) adding
mask mechanism improves realism, and (2) the FID scores of G1 in KG-GAN are worse than those
of StarGAN + M . The reason is that our transform generator is more sensitive to the segmentation
accuracy than StarGAN’s image generator.
Ablation study. Next, we conduct an ablation study to justify the contributions of each of our
proposed components. Note that the mask network and the color loss are necessary components
to enable our G2. Thus we ablate the generator architecture and the cycle loss. In particular, we
evaluate the recoloring quality quantitatively by measuring the segmentation accuracy. As we can see
in Table 3, our transform generator significantly outperforms StarGAN’s image generator. We note
that the cycle loss greatly improves the realism of G2. However, training with cycle loss gives slightly
worse segmentation results than without cycle loss. Figure 5 shows a qualitative comparison of our
ablated variants. As we can see, adopting our transform generator improves the hair segmentation
while adding cycle loss improves realism.
Limitations. Our mask network may recognize eyebrows or beard as hair because their colors are
often similar to the hair color. Such false positives do not hurt G1 but hurt G2, because recoloring
eyebrows or beard with a bright color is often unrealistic. One possible solution could be teaching M
to distinguish hair from eyebrows and beard by collecting an additional category of data whose hair
color is uncommon to both eyebrows and beard.
5 Conclusion
We presented KG-GAN, the first framework that incorporates domain-knowledge into the GAN
framework for improving diversity. We applied KG-GAN on two tasks to demonstrate its effectiveness.
For fine-grained image generation, our results show that when the semantic embedding only provides
coarse knowledge about a particular aspect of flowers, the generation of the other aspects mainly
borrows from seen classes, meaning that there is still much room for improvement. For hair recoloring,
unsupervised segmentation plays an essential role in knowledge. Transformation generator improves
segmentation accuracy while cycle-consistency further improves realism. KG-GAN takes the first
step towards increasing diversity with knowledge. We hope that our work could inspire future research
along the direction of knowledge-guided image generation.
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