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3Abstract
«Stochastic Manifolds»
Malliavin Calculus can be seen as a differential calculus on Wiener spaces.
We present the notion of stochastic manifold for which the Malliavin Calculus
plays the same role as the classical differential calculus for the C∞ differential
manifolds. The set of the paths in a Riemmanian compact manifold is then
seen as a particular case of the above structure.
Abreviations Index
- a.s. : almost surely
- A.M. : antisymmetrical matrix
- C.M. : Cameron Martin space
- l.h.s, r.h.s : left-hand side, right-hand side
- N.C.M. : new Cameron Martin space
- N.S.C. : necessary and sufficient condition
- OTHN : orthonormal
- O.U. : Ornstein-Uhlenbeck
- S.D.E. : stochastic differential equation
- S.M. : semimartingale
- S.T.P. : stochastic parallel transport
Conventions Index
- D∞-derivation : a derivation on D∞ that is D∞-continuous.
- Einstein summation, unless the contrary is specified.
- grad(fgrad g) = grad f ⊗ grad g + fgrad grad g.
Notations Index
- Bλp,q(H) : Besov space built on an Hilbert H with indexes λ, p, q.
- Bλp,q = B
λ
p,q(R).
- ∁EA or ∁A : complementary of the set A.
- Cn(Ω) : chaos of order n in L2(Ω).
- δij : Kronecker symbol.
- ( , ) : duality bracket between a space and its dual, or between a
distribution and some test function.
- F|A : F being a σ-algebra, F|A is the σ-algebra : {A ∩ F / F ∈ F}.
- f|A : f being a map, f|A is the restriction of f to A ⊂ Dom f .
- grad : the Malliavin derivative unless otherwise specified.
4-
−−→
gradf : the classic gradient of a C∞-function f on an n-dimensional
manifold.
- Γ(Vn) : C∞-vector fields on the n-dimensional manifold Vn.
-
∫ b
a f .dB : Ito integral.
-
∫ b
a f ◦ dB : Stratonovich integral.
- h ∈ H : h is a vector, element of the Cameron Martin space H defined
by t 7→ ∫ t0 h˙(s) ds.
- h(ω) : h(ω) is the vector field defined by t 7→ ∫ t0 h˙(s, ω) ds.
- L(H1,H2) : vector space of the bounded linear maps between the
Hilbert spaces H1,H2.
- Lp+0(Ω) :
⋃
q>pL
q(Ω).
- Lp−0(Ω) :
⋂
q<pL
q(Ω).
- N∗ = N \ {0}.
- (ψi)i∈I
Lp,D∞−−−−→ ψ : the net (ψi)i∈I converges toward ψ in Lp(Ω),D∞(Ω).
- 〈 , 〉H : scalar product on the Hilbert H.
- Jτ1, τ2K : stochastic interval delimited by the stopping times τ1, τ2.
- tV, th : transposes of the vectors V, h.
- W : Wiener space.
- W (h) : Gaussian variable, centered on 0, with law :
1»
2π‖h‖H
e
− x2
2‖h‖H dx.
0. Introduction
"To do a geometry you do not need a space, you only need an algeba of
functions on this would-be space."
A. Grothendieck
The Malliavin Calculus can be seen as a differential calculus on Wiener
spaces. It is then possible to establish a new dimensionless differential geometry,
for which the Malliavin calculus plays the same role as the one played by the
classical differential calculus in the theory of n-dimensional manifolds.
Moreover, is it also possible to obtain a Variational Calculus on a random
structure, which is built by constraints subjected to infinitesimal variation?
This sort of problem is recurrent in Physics and Econometry.
Such a Variational Calculus imposes a reasonnable space of "measurable
and regular" functions, with a compatibility between associated differentiation
and integration processes, from which a generalized divergence operator.
As such a problem requires an infinite dimensional space, it becomes
needed to have an infinite dimensional differential calculus with a related good
notion of a divergence.
5The Malliavin Calculus provides such a tool. More precisely: in Rn, there
is compatibility between differentiation and integration because the Lebesgue
measure is translation invariant. Unfortunately, in the case of an infinite
dimensional topological vector space E, such a non-trivial translation measure
does not exist. But there can be quasi-invariant measures µ, that is : there is
a dense subspace H of E, such that the image measure of µ by a translation
with the vector h ∈ H, admits a density relatively to µ.
A natural is E=Wiener spaceW, with µ=Gaussian measure, and H being
the Cameron-Martin space which then is an Hilbert space.
More precisely, given a basis manifold V and a fiber space F on V , it is
possible to endow the space of the random sections of F , witch a reasonable
measure so that there is a Variational calculus.
Two particular cases which are extreme case have already been studied :
random Brownian fields (maps from V in a Gaussian space), and the set of
continuous paths in a Compact Riemannian manifold.
In the first case, there has been theWiemann (Wiener + Riemann) manifold
[9, 10, 11, 14].
But it brought several very strong limitations :
(1) a Wiemann manifold is a triple (W, τ, g) Banach Cj-manifold, modelled
on an abstract Wiener space (H,B) with j ≥ 1. And: ∀x ∈W , τx is a
norm on TxW and g(x) is a densely defined inner product on TxW
(2) The chart change maps must be of the form IB+K, K having to fulfill
several conditions [10, 14].
Moreover the set of continuous paths on a compact Riemannian manifold
Vn, starting from m0 (denoted in this paper Pm0(Vn, g) ) cannot be naturally
described as a Wiemann structure, while we will prove that Pm0(Vn, g) is a
D∞-stochastic manifold [4].
A slightly different definition of a Wiemann manifold, W, is given by
G. Peters [2], which does not impose that W be a Riemannian manifold,
but instead, that W be a measure space, its σ-algebra being generated by
a locally-finite countable family of subsets of W, (Uα)α∈N⋆ , each Uα being
a H − Ck set and the family (Uα)α∈N⋆ must admit a subordinate D∞-unity
partition.
Moreover the chart change maps must admit similar conditions as in the
previous definition above.
The other extremal case has been studied by P. Malliavin and A. B.
Cruzeiro, [4], and it also brought major constraints:
(1) C0
(
[0, 1],R2
)
and C0
(
[0, 1],R3
)
are not diffeomorphic, although, as
Wiener spaces, they are isomorphic.
6(2) P(m0, Vn) is seen by the authors as the domain of a single chart, with
the Ito¯ map. But the Ito¯ map does not admit a natural linear tangent
map. So the authors had to enlarge the tangent space with particular
processes, called tangent spaces, which are semi-martingales. So the
time filtration becomes invariant. This invariance has important consequences,
among them the impossibility to include the Brownian fields in this
framework. And if a manifold structure could be endowed on Pm0(Vn, g),
this structure would strictly depend on the time filtration.
We offer here a new mathematical structure named: the D∞-stochastic
manifold, which overcomes the Wiemann structure, and its limitations, for
which Pm0(Vn, g) is a particular case, C0 ([0, 1],R
n) and C0 ([0, 1],R
m), n 6= m
being D∞-diffeomorphic.
Moreover, with such a structure:
(1) the notion of time (filtration) does not play any role anymore
(2) in the case of Pm0(Vn, g), dim Vn is not anymore relevant.
(3) given a metric on Vn, the various connections compatible with the
metric, induce canonical associated Ito¯ maps, and D∞-diffeomorphisms
on Pm0(Vn, g).
To build the general theory of D∞-stochastic manifolds, a source will be
the Grothendieck identification of an n-dimensional manifold with a sheaf of
C∞-functions; here, C∞ will be replaced by D∞(Ω), and a diffeomorphism will
be a map between two Gaussian spaces that will keep the D∞ property through
right-composition and this diffeomorphism will have a canonical "cotangent"
linear map.
A generalisation of the notion of metric will be established, which will live
on the "cotangent spaces" (and not on the "tangent spaces"). And Pm0(Vn, g)
will be a particular case of this D∞-structure.
Moreover, for the general D∞-structure, it is possible to define the notions
of curvature and torsion, but they can become infinite. But nevertheless, a
variational calculus of the curvature, function of the metric, can be realized.
Among the notable differences between a D∞-stochastic structure on a set,
and a C∞-n-dimensional manifold, we have:
(1) in a C∞-n-dimensional manifold, vector fields and derivations coincide;
such is not the case for a D∞-stochastic manifold.
(2) on a Riemannian n-dimensional manifold, C∞ functions can be defined
either through C∞-charts reading, or by iteration of the Laplacian; both
definitions coincide.
On a D∞-stochastic manifold we can define a D∞-function either through
charts reading or, if there is a metric and probabilistic measure, by iteration
7of the Ornstein-Uhlenbeck operator: these two definitions, in general, do not
coincide but for Pm0(Vn, g) there is an inclusion.
More diffeomorphisms give more changes of variables thus more opportunities
to compute integrals. In all the following, we suppose that all Cameron-Martin
spaces have countable Hilbertian bases, but this is just for simplification for
the reader and is not a loss of generality.
1. D∞r -Stochastic Manifold, r ∈ N∗
Here we will study the D∞r -stochastic manifold structure. In this particular
case, any map, change of charts, admits a tangent linear map between the
respective Cameron-Martin spaces; such a tangent linear map does not exist
anymore in the case of the D∞ structure.
Moreover this D∞r type of structure is not satisfying because it does
not include as a particular case the set of the continuous paths in a compact
manifold Vn, starting from m0 (denoted P(m0, Vn)).
Reminder: 1) all σ-fields are complete,
2) a Gaussian probability space [13] is given by the following elements:
i) (Ω,F ,P) a probability space,
ii) a closed subspace H of L2(Ω,F ,P) such that all the random variables
belonging to H have a centered Gaussian law,
iii) the σ-field generated by these variables is F .
3) D∞r (Ω) is a Frechet space, and its distance is denoted by d:
d(ϕ,ψ) = d(ϕ− ψ, 0) =
∑
k>1
j∈{0,...,r}
1
2k
· 1 ∧ ‖ϕ− ψ‖Dkj (Ω)
.
1. 1 Definition and charts exchange maps
Definition 1..1. Let S be a set; a stochastic chart on S is given by
a subset of S denoted U , named: domain of the chart, a Gaussian space
(Ω,F ,P,H) and a bijection b from U onto Ω.
This chart is denoted (U , b,Ω,F ,H) or in short: (U , b,Ω).
Definition 1..2. Two stochastic maps (Ui, bi,Ωi,Fi,Pi,Hi), i = 1, 2, will
be said to be D∞r -compatibles if and only if:
i) b1 ◦ b−12 = b21 and b2 ◦ b−11 = b12 are measurable maps between
(b2(U2 ∩ U1),F2|b2(U1∩U2)) and (b1(U1 ∩ U2),F1|b1(U1∩U2))
ii) b12 and b21 exchange the Pi-null sets of Fi|bi(U1∩U2), i = 1, 2
8iii) ∀A ⊂ b1(U1 ∩ U2), A ∈ F1,P1(A) > 0,∃A1 ⊂ A,A1 ∈ F1|b1(U1∩U2),
P1(A1) > 0 such that ∀ϕ ∈ D∞r (Ω2), ϕ ◦ b12|A1 admits an extension map,
denoted‰ ϕ ◦ b12|A1 and‰ ϕ ◦ b12|A1 ∈ D∞r (Ω1) and conversely, the same extension
property is valid for B ⊂ b2(U1 ∩U2), B ∈ F2,P2(B) > 0, ϕ ∈ D∞r (Ω1). b12 and
b21 are called charts changes, or charts maps.
Definition 1..3. A D∞r -stochastic manifold is a set S and a family A
of stochastic charts, which are D∞r -compatibles, and such that the union of the
domains of the charts covers S. It is denoted: (S, (Ui, bi,Ωi)i∈I).
(Ui, bi,Ωi)i∈I being the family of charts.
Such a family is called an D∞r -atlas of S.
Definition 1..4. Let (S, (Ui, bi,Ωi)i∈I) a D∞r -stochastic manifold, and
(A,F ,P) a probability space with A ⊂ S. The atlas (Ui, bi,Ωi)i∈I will be said
to cover A if and only if: ∀B ⊂ A,∃i ∈ I and B1 ∈ F , such that B1 ⊂ Ui ∩ B
and P(B1) > 0.
Lemma 1..1. With the notations of definition 1.4, there exist a countable
family of charts from the atlas (Ui, bi,Ωi)i∈I , (Uj , bj ,Ωj)j∈N∗ such that:
A ⊂
⋃
j∈N∗
Uj.
The notions of a compatible chart to an atlas, or of equivalent atlases, will
be given in the case of the D∞-stochastic manifold.
1. 2 Existence of a tangent linear maps
Morphisms associated to chart changes
Let S be a set, and (Ui, bi,Ωi,Fi,Pi,Hi), i = 1, 2 two charts on S, D∞r -compatibles.
We denote again by P1 and P2 the probability measures restricted to F1|b1(U1∩U2)
and F2|b2(U1∩U2). Let B ∈ F2|b2(U1∩U2) such that P(B2 > 0), and denote
Bˆ = {β ∈ D∞r (Ω2)/β|B = 0} and B∼ the equivalence relation: ϕ1, ϕ2 ∈ D∞r (Ω2) :
(ϕ1 − ϕ2)|B = 0, denoted: ϕ1B∼ϕ2. [ϕ]B will be the class of ϕ, according to
B∼; then D∞r (Ω2)/B∼ is a Frechet space , the distance dB being built with the
semi-norms:
‖[ϕ]B‖Dpr = inf
β∈Bˆ
‖ϕ+ β‖Dpr(Ω2)
This definition of ‖[ϕ]B‖Dpr is legitimate.
9In a same way, denoting A = b−112 (B),P1(A) > 0, one can define D
∞
r (Ω1)/A∼,
which is also a Frechet space.
Let FB the map: D
∞
r (Ω2)/B∼ → D
∞
r (Ω1)/A∼, define by: [ϕ]B → [
„ ϕ ◦ b12|A]A.
This definition of FB is legitimate with regard to the equivalence
B∼.
Conversely, we can define
FA : D
∞(Ω1)/A∼ → D
∞(Ω2)/B∼
by: FA([ϕ]A)→ [Â ϕA ◦ b21|B ]B.
Lemma 1..2.
i) FB and FA are continuous
ii)
(b12)∗P1 ≪ P2 on (b2(U1 ∩ U2),F2|b2(U1∩U2))
and
(b21)∗P2 ≪ P1 on (b1(U1 ∩ U2),F1|b1(U1∩U2))
iii) If λ and µ are the densities: (b12)∗P1/P2 and (b21)∗P2/P1, one as:
λ× (µ ◦ b21) > 0,P2-a.s and µ× (λ ◦ b12) > 0,P1-a.s.
Proof: i) Let ϕn ∈ D∞r (Ω2) and ψ ∈ D∞r (Ω1) such that dB([ϕn]B, 0) → 0
and dA([
‰ ϕn ◦ b21|A]A, [ψ]A)→ 0. This implies:
inf
β∈Bˆ
‖ϕn + β‖L1(Ω2) → 0
and:
inf
α∈Aˆ
‖‰ ϕn ◦ b21|A + α− ψ‖L1(Ω1) → 0.
Then, by sequences extractions, we get ψ|A = 0,P1-a.s.
ii) If Z ∈ F2|b2(U1∩U2) such that: P2(Z) = 0 ⇒ b−112 (Z) ∈ F1|b1(U1∩U2) and
P1(b
−1
12 (Z)) = 0; Definition 1.2, ii, implies (b12)∗P1 ≪ P2.
iii) On b1(U1 ∩ U2) and b2(U1 ∩ U2):
b12 ◦ b21 = Idb2(U1∩U2) and b21 ◦ b12 = Idb1(U1∩U2)
Tangent linear map to a chart change
The notations are the same as in the beginning of this chapter.
Theorem 1..1. Given two D∞r -compatible charts, (Ui, bi,Ωi,Fi,Pi,Hi),
i = 1, 2, there exists P1-a.s on b1(U1 ∩ U2), a bounded linear map, denoted
T12(ω), with P1-a.s: T12(ω) ∈ L(H1,H2), which verifies: ∀A ∈ F1|b1(U1∩U2),
10
∃A1 ∈ F1|b1(U1∩U2), A1 ⊂ A, and P1(A1) > 0 such that ∀u ∈ H1,∀v ∈ H2,
P1-a.s on A1:
< T12(ω)u, v >H2 ◦b12 =< u, grad [ Â W (v) ◦ b12|A1 ] >H1 (1)
Formula (1) dose not have any ambiguity: if there is B ∈ F1|b1(U1∩U2)
with P1(A1 ∩ B) > 0 such that (1) is verified with B instead of A1, then:
(W (v) ◦ b12|A1)|B = W (v) ◦ b12|A1∩B which implies:
grad [ Â W (v) ◦ b12|A1 ]|A1∩B = grad [ Â W (v) ◦ b12|B]|A1∩B
For the demonstration of Theorem 1.1, we need the following lemmas:
Lemma 1..3. Let (Ω,F ,P,H) a Gaussian space, u ∈ H
Ia = [a,+∞[⊂ R and A = {ω ∈ Ω/W (u)(ω) ∈ Ia}
Then these exist sequences of functions ϕn, ψn ∈ D∞(Ω) such that:
‖ϕn‖∞ 6 1, ‖ψn‖∞ 6 1, ϕn.ψn = 0
and
lim
n
ϕn = 1A, lim
n
ψn = 1CA
Proof: obvious.
Lemma 1..4. The set of A ∈ F such that there exist sequences of functions
ϕn ∈ D∞(Ω) and ψn ∈ D∞(Ω) with ‖ϕn‖∞ 6 1, ‖ψn‖∞ 6 1, ϕn × ψn = 0 and
limn ϕn = 1A, limn ψn = 1CA, is a σ-field, equals to F .
Proof: We use the monotone class theorem; let F˜ be the set of A ∈ F
verifying the above properties. Then:
-φ and Ω ∈ F˜
-F˜ is stable by complementation
-F˜ is stable for finite intersections: A1, A2 ∈ F˜ .
If ϕ
(1)
n → 1A1 , ϕ(2)n → 1A2 , ψ(1)n → 1CA1 , ψ(2)n → 1CA2 with the above properties:
θn = ϕ
(1)
n ψ
(2)
n + ϕ
(2)
n ψ
(1)
n + ψ
(1)
n ψ
(2)
n ∈ D∞ (D∞algebra)
θn → 1C(A1∩A2), ϕ(1)n ϕ(2)n → 1A1∩A2
and ‖θn‖∞ 6 1 (check on the supports).
What is left to show is the stability of F˜ for increasing sequences of items
in F˜ .
Let A0 ⊂ A1 ⊂ . . . ⊂ Ak ⊂ . . . an increasing sequence of items in F˜ ; A = ∪kAk.
∀k ∈ N there exist sequences of functions ϕ(k)n and ψ(k)n with the related
properties because Ak ∈ F˜ . Then with the dominated convergence theorem:
ϕ(k)n
Lp−→ 1Ak and ψ(k)n L
p−→ 1CAk (p > 1)
11
Then by extracting diagonal sequences, we get a sequence ϕ˜m
Lp−→ 1A and a
sequence ψ˜m
Lp−→ 1CA. Then we extract from (ϕ˜m)m and (ψ˜m)m two sequences
which converges P-a.s towards 1A and 1CA.
Lemma 1..5. Let Z1, . . . , Zk a finite partition of Ω, Zl ∈ F . Then there
exists, ∀l ∈ {1, . . . , k}, a sequence of functions ϕ(l)n such that:
ϕ(l)n ∈ D∞(Ω), ‖ϕ(l)n ‖∞ 6 1,∀l 6= l′ : ϕ(l)n · ϕ(l
′)
n = 1, limn
ϕ(l)n = 1Zl
Proof: ∀l: there exist ϕ(l)n and ψ(l)n as in Lemma 1.2. u(l)n = ϕ(l)n ·∏kj 6=l ψ(j)n
satisfies the Lemma 1.5.
Proof of Theorem 1.1: Let A ∈ F1|b1(U1∩U2), and P1(A) > 0. There exists
A1 ⊂ A,A1 ∈ F1|b1(U1∩U2) and P1(A1) > 0 such that: ∀ϕ ∈ D∞r (Ω2), ϕ ◦ b12|A1
admits an extension; ‰ ϕ ◦ b12|A1 ∈ D∞r (Ω1). Let B1 = b12(A1) and FB1 the
continuous morphism:
D∞r (Ω2)/B1∼
→ D∞r (Ω1)/A1∼
Then: ∀p > 1 ∃q > 1 and: ∃C(p, q) > 0 such that: ∀ϕ ∈ D∞r (Ω2):
‖[‰ ϕ ◦ b12|A1 ]A1‖Dpr(Ω1)/A1∼ 6 C(p, q)‖[ϕ]B1‖Dqr(Ω2)/B1∼ (2)
Remind: Aˆ1 = {α ∈ D∞r (Ω1)/α|A1 = 0}.
(2) implies:
inf
α∈Aˆ1
‖‰ ϕ ◦ b12|A1+α‖Dpr(Ω1) 6 C(p, q)‖ϕ‖Dqr(Ω2) (2′)
Now i =
√−1 as usual. Let ϕ(l) ∈ D∞(Ω2), l = 1, . . . , k and denote
ϕ =
k∑
l=1
ϕ(l) × e
imW (el)
mr
,
(el)l∈N being a base of H2; then (2′) becomes:
inf
α∈Aˆ1
wwwwwww
k∑
l=1
Â ϕ(l) ◦ b12|A1 · eimÂ W (el)◦b12|A1
mr
+
α
mr
wwwwwww
D
p
r(Ω1)
6 C(p, q)
wwwwww
k∑
l=1
ϕ(l)
eimW (el)
mr
wwwwww
D
q
r(Ω2)
(3)
After having computed all derivations in (3), and letting m→∞, we get:wwwwww
k∑
l=1
Â ϕ(l) ◦ b12|A1( r⊗ grad [ Â W (el) ◦ b12|A1 ])wwwwww
Lp(Ω1,
r
⊗H1)
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6 C(p, q)
wwwwww
k∑
l=1
ϕ(l)(ω)(
r⊗ el)
wwwwww
Lq(Ω2,
r⊗H2)
(4)
Let Z1, . . . , Zk be a partition of B1 = b12(A1); then b
−1
12 (Z1), . . . , b
−1
12 (Zk) is
a partition of A1 = b
−1
12 (B1). We choose for ϕ
(l)
n is sequence of functions
converging punctually towards 1Zl as in Lemma 1.3:
then: (4) becomes∥∥∥∥∥∥
k∑
l=1
1Zl ◦ b12(·)
r⊗ grad [ Â W (el) ◦ b12|A1 ])∥∥∥∥∥∥
Lp(Ω1,
r⊗H1)
6 C(p, q)
∥∥∥∥∥∥
k∑
l=1
1Zl(ω)(
r⊗ el)
∥∥∥∥∥∥
Lq(Ω2,
r⊗H2)
6 C(p, q) (5)
As Zl, l = 1, . . . , k is a partition of B1 = b12(A1)
(5) becomes:∫ k∑
l=1
1Zl ◦ b12 · ‖grad [ Â W (el) ◦ b12|A1 ]‖prH1P(dω) 6 C(p, q)p (6)
As partition of B1 = b12(A1),
we choose:
Zl = b12{ω ∈ Ω1/∀j < l :‖grad [ Â W (el) ◦ b12|A1 ]‖H1 > ‖grad [ Â W (ej) ◦ b12|A1 ]‖H1
and ∀j < l :‖grad [ Â W (el) ◦ b12|A1 ]‖H1 > ‖grad [ Â W (ej) ◦ b12|A1 ]‖H1}
Then (6) becomes:∥∥∥∥∥ supl∈{1,...,k} ‖grad [ Â W (el) ◦ b12|A1 ]‖rH1∥∥∥∥∥Lp(A1) 6 C(p, q) (7)
As (7) is valid for each subset of the Hilbertian basis of H, (el)l∈N∗ , we deduce
that the map:
H1 ∋ el → ‖grad [ Â W (el) ◦ b12|A1 ]‖H1
is Lp-bounded, P1-a.s on A1, uniformly relatively to l ∈ N∗.
So the linear map TA1 defined by: ∀u ∈ H1, v ∈ H2:
< TA1(ω)u, v >H2 ◦b12 =< u, grad [ Â W (v) ◦ b12|A1 ] >H1 ,
is a bounded linear map from H1 in H2, P1-a.s on A1. We can, by exhaustion,
find a countable sequence of subsets of b1(U1 ∩ U2), denoted Ai, i ∈ N∗ with
∀i : Ai ∈ F1|b1(U1∩U2),P1(Ai) > 0, such that ∪i∈N∗Ai = b1(U1 ∩ U2).
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On such each Ai, there exists P1-a.s a linear bounded operator denoted
TAi such that:∀u ∈ H1,∀v ∈ H2:
< TAi(u), v >H2=< u, grad [
Â W (v) ◦ b12|Ai ] >H1 ◦b21
This last equation shows that on Ai ∩ Aj, TAi = TAj ,P1-a.s; so there exists
a linear bounded operator from H1 in H2, such that: P1-a.s on b1(U1 ∩ U2):
∀ϕ ∈ D∞r (Ω2) and ∀u ∈ H1, denoted T12:
< T12(ω) · u, grad ϕ >H2=< u, grad [‰ ϕ ◦ b12|A1 ] >H1 ◦b21
It is easy to show the transitivity of these Tij : if we have three compatible
charts (Ui, bi,Ωi,Fi,Pi,Hi), i = 1, 2, 3 such that Pi[bi(U1 ∩ U2 ∩ U3)] > 0, then
Tij ◦ Tjk = Tik, a.s. on bi(U1 ∩ U2 ∩ U3).
Last, this bounded linear map T12, is measurable from (b1(U1∩U2),F1|b1(U1∩U2))
in L(H1,H2) and is L∞−0(b1(U1 ∩ U2)): the constant C(p, q) in (7) might be
dependent of A1.
2. Preliminaries
(Ω,F ,P,H) being a Gaussian space: Here we state some definitions of
mathematical tools that will be needed, and some of their properties, and
prove:
i) some theorems about the existence of unique continuous linear extensions
of continuous linear operators from D∞(Ω) in D∞(Ω)
ii) D2∞(Ω) ∩ L∞−0(Ω) = D∞(Ω)
iii) Any continuous derivation on D∞(Ω) is a strong limit of D∞-vector
fields, and some properties of these continuous derivations.
Whenever no particular setting is specified, it is assumed that we deal with
a Gaussian space (Ω,F ,P,H).
The theorems proved here will be needed for the development, but the
reader can also go directly to Section 3 and use the results of this section,
which will be referred to when they appear.
On Dpr(Ω), the two following norms are equivalent:
f ∈ Dpr(Ω) : ‖f‖(1)Dpr =
 r∑
j=0
∫
‖ gradj f‖pj
⊗H
P(dω)

1
p
and ‖f‖(2)
D
p
r
=
r∑
j=0
Ç∫
‖ gradj f‖pj
⊗H
P(dω)
å 1
p
(Malliavin)
We have: ‖f‖(1)
D
p
r(Ω)
≤ ‖f‖(2)
D
p
r(Ω)
≤ r1− 1p ‖f‖(1)
D
p
r(Ω)
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Notation. If (Ωi,Fi,Pi,Hi) are two Gaussian spaces (i = 1, 2), we denote
by K∞(Ω1 × Ω2):
K∞(Ω1 × Ω2) =
∑
j∈J
αj(ω1)βj(ω2)|J finite , αj(ω1) ∈ D∞(Ω1), βj(ω2) ∈ D∞(Ω2)

Then K∞(Ω1 × Ω2) is a D∞-dense subset of D∞(Ω1,Ω2).
2. 1 Some extensions of continuous linear maps
Definition 2..1. i) A subset D ⊂ D∞(Ω) will be said to be
D∞-bounded iff:
∀(p, r), p > 1, r ∈ N, ∃ a constant C(p, r) such that:
sup
f∈D
‖f‖Dpr ≤ C(p, r)
ii) a process ϕ(t, ω) : [0, 1] × Ω→ R will be said to be D∞-bounded iff:
∀(p, r), p > 1, r ∈ N⋆, ∃ a constant C(p, r) such that:
sup
t∈[0,1]
‖ϕ‖Dpr(Ω) ≤ C(p, r)
Theorem 2..1. i) Let (Ω,F ,P) and (Ω1,F1,P1) be two probability spaces,
and T a continuous linear operator from Lq(Ω,H1) in L
p(Ω,H2) with q ≥ p,
H1 and H2 being two abstract Hilbert spaces.
Denote T˜ the linear operator defined on:
Kq,p(Ω× Ω1) =
∑
j∈J
αj(ω)βj(ω1)|J finite, αj ∈ Lq(Ω,H1), βj ∈ Lq(Ω1,R)

by T˜
Ä∑
j∈J αj(.)βj(.)
ä
=
∑
j∈J βj(ω2)(Tαj)(ω1).
Then there is a unique linear continuous extension of T˜ , denoted T˜ , from
Lq(Ω× Ω1,H1) to Lp(Ω× Ω1,H2).
ii) If Tk is a sequence of continuous linear operators from L
q(Ω,H1) to
Lp(Ω,H2), k-uniformly continuous, then the sequence T˜
k is k-uniformly continuous
from Lq(Ω× Ω1,H1) to Lp(Ω× Ω1,H2).
Proof. i) Let ω ∈ Ω, ω1 ∈ Ω1:
∥∥∥∥∥∥T˜
Ñ∑
j∈J
αj(.)βj(.)
é∥∥∥∥∥∥p
Lp(Ω×Ω1,H2)
=
∫
P(dω1)
∫
P(dω)
∥∥∥∥∥∥T
Ñ∑
j∈J
αj(.)βj(ω1)
é∥∥∥∥∥∥p
H2
=
∫
P(dω1)
∥∥∥∥∥∥T
Ñ∑
j∈J
αj(.)βj(ω1)
é∥∥∥∥∥∥p
Lp(Ω,H2)
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≤ ‖T‖p
∫
P(dω1)
∥∥∥∥∥∥
∑
j∈J
αj(.)βj(ω1)
∥∥∥∥∥∥
p
Lq(Ω,H1)
= ‖T‖p
∥∥∥∥∥∥∥
∥∥∥∥∥∥
∑
j∈J
αj(.)βj(ω1)
∥∥∥∥∥∥
p
Lq(Ω,H1)
∥∥∥∥∥∥∥
L1(Ω1,R)
≤ ‖T‖p
∥∥∥∥∥∥∥
∥∥∥∥∥∥
∑
j∈J
αj(.)βj(ω1)
∥∥∥∥∥∥
p
Lq(Ω,H1)
∥∥∥∥∥∥∥
Lq/p(Ω1,R)
(by Hölder inequality)
= ‖T‖p
∥∥∥∥∥∥
∑
j∈J
αj(.)βj(.)
∥∥∥∥∥∥
p
Lq(Ω×Ω1,H1)
ii) immediate from above. 
Corollary 2..1. If T is a continuous linear operator of L∞−0(Ω,H1) in
L∞−0(Ω,H2), then T˜ is a continuous linear operator from L∞−0(Ω × Ω1,H1)
to L∞−0(Ω× Ω1,H2).
Theorem 2..2. Let (Ωi,Fi,Pi,Hi)i=1,2 be two Gaussian spaces and H3
and H4 two abstract Hilbert spaces.
i) If T is a linear continuous operator from D∞(Ω1,H3) in D∞(Ω1,H4),
there exists a unique linear extension T˜ of T , from D∞(Ω1×Ω2,H3) in
D∞(Ω1 × Ω2,H4).
ii) If Tk is a k-uniformly convergent sequence from D
∞(Ω1,H3) in D∞(Ω1,H4),
then the sequence T˜k is k-uniformly convergent from D
∞(Ω1 × Ω2,H3)
in D∞(Ω1 ×Ω2,H4).
Proof. i) to simplify, we suppose H3 = H4 = R. Let L1 and L2 be
the O.U. operators on D∞(Ω1) and D∞(Ω2), and L the O.U. operator
on D∞(Ω1 ×Ω2). L˜1 is D∞-continuous on D∞(Ω1 ×Ω2): if r ∈ N⋆ and
ϕ in K∞(Ω1 × Ω2), we have L˜1 + L˜2 = L, so
‖L˜1ϕ‖Dpr(Ω1×Ω2) = ‖(1− L)r/2L˜1ϕ‖Lp(Ω1×Ω2)
= ‖L˜1(1− L)r/2ϕ‖Lp(Ω1×Ω2)
≤ C‖(1− L)r/2ϕ‖Lq(Ω1×Ω2)
≤ C‖ϕ‖Dqr(Ω1×Ω2)
C being a constant, q > 1.
Therefore, L˜2 is D
∞(Ω1 × Ω2)-continuous.
We will prove by induction that T˜ is D∞(Ω1 ×Ω2)-continuous.
Corollary 2..1 shows that T˜ is continuous from D∞(Ω1 × Ω2)
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to L∞−0(Ω1 × Ω2).
We suppose that T˜ is continuous from D∞(Ω1×Ω2) to D∞r (Ω1×Ω2).
On K∞(Ω1 × Ω2), we have L˜2 ◦ T˜ = T˜ ◦ L˜2.
So using the induction hypothesis: ∃(q, s), q > 1, s ∈ N⋆ and a
constant C1 such that ∀ϕ ∈ K∞(Ω1 × Ω2):
‖(L˜2 ◦ T˜ )ϕ‖Dpr = ‖(T˜ ◦ L˜2)ϕ‖Dpr ≤ C1‖ϕ‖Dqs
Again with the induction hypothesis on r, there exists
(q′, s′), q > 1, s′ ∈ N⋆ and a constant C2 such that:
‖((1 − L˜1) ◦ T˜ )ϕ‖Dpr ≤ C2‖ϕ‖Dq′
s′
Then: ‖((1− L) ◦ T˜ )ϕ‖Dpr ≤ (C1 ∨ C2)‖ϕ‖
q∨q′
s∨s′ .
So (1− L) ◦ T˜ is continuous from K∞(Ω1 ×Ω2) in Dpr(Ω1 ×Ω2). So
T˜ is continuous from K∞(Ω1 × Ω2) to Dpr+2(Ω1 × Ω2) and then from
D∞(Ω1 × Ω2) to D∞(Ω1 × Ω2).

Theorem 2..3. Let (Ω,F ,P,H) be a Gaussian space, H˜ an abstract Hilbert
space, (ei)i∈N⋆ an Hilbertian basis of H˜, and T a linear continuous operator
from Lp(Ω) to Lq(Ω).
Denote T˜ the linear operator defined by the serie:
if X(ω) =
∑∞
i=1 fi(ω)ei,X ∈ D∞(Ω, H˜), fi(ω) ∈ D∞(Ω)
then T˜ (X) =
∑∞
i=1(Tfi)(ω)ei.
This definition of T˜ is meaningful, and T˜ is a continuous linear operator
from Lp(Ω, H˜) to Lq(Ω, H˜).
Proof. Let (Ω1,F1,P1,H1) be a Gaussian space, independent of (Ω,F ,P,H),
and (ej)j∈N⋆ an Hilbertian basis of H1.
Denote Yj = W (ej); then the random variable
∑∞
i=1 fi(ω)Yi(ω1) is correctly
defined because its Lp(Ω× Ω1) norm is equivalent to the Lp(Ω, H˜) norm of X:
‖
∞∑
i=1
fi(ω)Yi(ω1)‖pLp(Ω×Ω1) =
∫
P(dω)
∫
P(dω1)|
∞∑
i=1
fi(ω)Yi(ω1)|p
and
∑∞
i=1 fi(ω)Yi(ω1) is a Gaussian variable with lawN(0,
»∑∞
i=1 |fi(ω)|2),
for almost all ω ∈ Ω.
Similarly, we have: ‖T˜ (X)‖Lq(Ω,H˜) ∼ ‖
∑∞
i=1(Tfi)(ω)Yi(ω1)‖Lq(Ω×Ω1).
To prove that T˜ is continuous, it is enough to show the inequality; C being
a constant:
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‖
∞∑
i=1
(Tfi)(.)Yi(.)‖Lq(Ω×Ω1) ≤ C‖
∞∑
i=1
fi(.)Yi(.)‖Lq(Ω×Ω1)
As
∑∞
i=1 fi(ω)Yi(ω1) ∈ Lp(Ω× Ω1) we have P(dω1)-a.s.:∑∞
i=1 fi(ω)Yi(ω1) ∈ Lp(Ω).
There are two cases to study:
a) 1 < q ≤ p < +∞; T being continuous from Lp(Ω) in Lq(Ω), there exists
a constant C0 such that P(dω1)-a.s.:
∫
P(dω)|
∞∑
i=1
(Tfi)(ω)Yi(ω1)|q ≤ C0
[∫
|
∞∑
i=1
fi(ω)Yi(ω1)|pP(dω)
]q/p
which implies the following inequalities:∫
P(dω)⊗ P(dω1)|
∞∑
i=1
(Tfi)(ω)Yi(ω1)|q ≤ C0
∫
P(dω1)
[∫
|
∞∑
i=1
fi(ω)Yi(ω1)|pP(dω)
]q/p
≤ C0
[∫
P(dω)⊗ P(dω1)|
∞∑
i=1
fi(ω)Yi(ω1)|p
]q/p
(Hölder)
b) 1 < p < q < +∞ Let r be such that 1q + 1r = 1p and g ∈ Lr(Ω). We
define Tgf = g.Tf . Then Tg : L
p(Ω) → Lp(Ω), and ‖Tg‖Lp ≤ ‖T‖.‖g‖Lr . We
apply case a) above to Tg, with C1 = ‖T‖:
‖T˜g(X)‖Lp(Ω,H˜) ≤ C1‖g‖Lr‖X‖Lp(Ω,H˜)
which implies:
‖g.T˜ (X)‖Lp(Ω,H˜) ≤ C1‖g‖Lr‖X‖Lp(Ω,H˜)
so: ∥∥∥∥∥∥g.
[ ∞∑
i=1
(Tfi)(.)
2
] 1
2
∥∥∥∥∥∥
Lp(Ω)
≤ C1‖g‖Lr‖X‖Lp(Ω,H˜) (1)
And (1) is valid for all g ∈ Lr(Ω).
Let p′ and q′ be such that 1p+
1
p′ = 1 and
1
q+
1
q′ = 1; ∀h ∈ Lq
′
, hq
′/r ∈ Lr(Ω),
and ‖hq′/r‖Lr = ‖h‖q
′/r
Lq′
.
With (1) we have:
∥∥∥∥∥∥hq′/r
[ ∞∑
i=1
|Tfi|2
] 1
2
∥∥∥∥∥∥
Lp
≤ C1‖h‖q
′/r
Lq′
.‖X‖Lp(Ω,H˜)
which implies:
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∥∥∥∥∥∥h(q′/r+q′/p′)
[ ∞∑
i=1
|Tfi|2
] 1
2
∥∥∥∥∥∥
L1
≤ C1‖h‖(q
′/r+q′/p′)
Lq′
.‖X‖Lp(Ω,H˜)
But q
′
r +
q′
p′ = q
′(1− 1q ) = 1. So:
‖h‖T˜X‖H‖L1(Ω) ≤ C1‖h‖Lq′ .‖X‖Lp(Ω,H˜)
which implies that T˜ is continuous from Lp(Ω, H˜) to Lq(Ω, H˜). 
Corollary 2..2. Let T be a continuous linear operator from Dpr(Ω) in
Dqs(Ω), and H˜ be an abstract Hilbert space. Then T˜ is a continuous linear
operator from Dpr(Ω, H˜) to D
q
s(Ω, H˜).
Proof. We denote by T ′ the continuous linear operator, with which the
following diagram is commutative:
Dpr(Ω) D
q
s(Ω)
Lp(Ω) Lq(Ω)
T
(Id − L) s2(Id − L)− r2
T ′
Then we denote by (Id − L)H˜ the O.U. operator on D∞(Ω, H˜). Then we
use Theorem 2.3 to define T˜ : Lp(Ω, H˜)→ Lq(Ω, H˜) and
T˜ = (Id− L)−s/2
H˜
◦ T˜ ′ ◦ (Id− L)r/2
H˜
.

Now another extension theorem: H1,H2,H
′ being three abstract Hilbert
spaces and (ei)i∈N⋆ an Hilbertian basis of H ′. Let T be a continuous linear
operator from Lp(Ω,H1) in L
q(Ω,H2). On the subset of L
p(Ω,H1 ⊗H ′), with
J finite, J ⊂ N⋆ defined by
¶∑
j∈J Xj ⊗ ej
¿
Xj ∈ Lp(Ω,H1)
©
, we define an
operator T˜ by: T˜
Ä∑
j∈J Xj ⊗ ej
ä
=
∑
j∈J TXj ⊗ ej ; and we have:
Theorem 2..4. If p ≥ q, there exists an unique extension of T˜ , which is
continuous linear, from Lp(Ω,H1 ⊗H ′) in Lq(Ω,H2 ⊗H ′).
Proof. We will first prove that :∥∥∥∥∥∥
Ñ∑
j∈J
Xj ⊗ ej
é∥∥∥∥∥∥
Lp(Ω,H1⊗H′)
≃
∥∥∥∥∥∥
Ñ∑
j∈J
W (ej)Xj
é∥∥∥∥∥∥
Lp(Ω×Ω1,H1)
(Ω1,F1,P1,H ′) being a Gaussian space, independent of (Ω,F ,P,H1), but with
its chaos C1(Ω1) being generated by the (W (ei))i∈N⋆ .
Denote U =
∑
j∈J Xj ⊗ ej . Then with ω ∈ Ω, ω1 ∈ Ω1:
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‖U‖Lp(Ω,H1⊗H′) =
∫
Ñ∑
j∈J
‖Xj‖2H1
é p
2
P(dω)

1
p
=
∥∥∥∥∥∥∥
∥∥∥∥∥∥
∑
j∈J
W (ej)(ω1)Xj(ω)
∥∥∥∥∥∥
L2(Ω1,H1)
∥∥∥∥∥∥∥
Lp(Ω)
Let ω be fixed and (Ω2,F2,P2,H1) be another Gaussian space, independent
of the first two others, and whose chaos C1(Ω2) includes the
W [Xj(ω)](ω2), j ∈ J . Then:
‖U‖Lp(Ω,H1⊗H′) =
∥∥∥∥∥∥∥
∥∥∥∥∥∥
∑
j∈J
W (ej)(ω1)W [Xj(ω)](ω2)
∥∥∥∥∥∥
Lp(Ω1×Ω2)
∥∥∥∥∥∥∥
Lp(Ω)
ω being fixed,
∑
j∈J W (ej)(ω1)W [Xj(ω)](ω2) is in C2(Ω1 × Ω2).
All Lp norms being equivalent on this chaos C2(Ω1 × Ω2), we get:
‖U‖Lp(Ω,H1⊗H′) ≃
∥∥∥∥∥∥∥
∥∥∥∥∥∥
∑
j∈J
W (ej)(ω1)W [Xj(ω)](ω2)
∥∥∥∥∥∥
L2(Ω1×Ω2)
∥∥∥∥∥∥∥
Lp(Ω)
=

∫
P(dω)⊗ P(dω1)⊗ P(dω2)|
∑
j∈J
W (ej)(ω1)W [Xj(ω)](ω2)|p

1
p
Now we fix ω and ω1:∑
j∈J W (ej)(ω1)W [Xj(ω)](ω2) is a Gaussian ∈ C1(Ω2); as all Lp norms are
equivalent on C1(Ω2),
we have:
‖U‖Lp(Ω,H1⊗H′) ≃

∫
P(dω)⊗ P(dω1)|
∑
i,j∈J
W (ei)(ω1)W (ej)(ω1)〈Xi,Xj〉H1(ω)|
p
2

1
p
=
∥∥∥∥∥∥
∑
j∈J
W (ej)(ω1)Xj(ω)
∥∥∥∥∥∥
Lp(Ω×Ω1,H1)
(2)
A similar computation proves that:∥∥∥∥∥∥T˜
Ñ∑
j∈J
Xj ⊗ ej
é∥∥∥∥∥∥
Lq(Ω,H1⊗H′)
≃
∥∥∥∥∥∥
∑
j∈J
W (ej)(ω1)(TXj)(ω)
∥∥∥∥∥∥
Lq(Ω⊗Ω1,H1)
(3)
Now we consider the operator S defined on the subset of
Lp(Ω× Ω1,H1):
¶∑
j∈J W (ej)Xj |J finite ⊂ N⋆
©
, by:
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S
Ñ∑
j∈J
W (ej)Xj
é
=
∑
j∈J
W (ej)(ω1).(TXj)(ω)
The same proof as in Theorem 2..1.i shows that there exists a constant
C > 0 such that:
∥∥∥∥∥∥S
Ñ∑
j∈J
W (ej)Xj
é∥∥∥∥∥∥
Lq(Ω⊗Ω1,H2)
≤ C
∥∥∥∥∥∥
∑
j∈J
W (ej)Xj
∥∥∥∥∥∥
Lp(Ω⊗Ω1,H1)
(4)
So (2), (3), (4) imply:
∥∥∥∥∥∥T˜
Ñ∑
j∈J
Xj ⊗ ej
é∥∥∥∥∥∥
Lq(Ω,H2⊗H′)
=
∥∥∥∥∥∥
∑
j∈J
TXj ⊗ ej
∥∥∥∥∥∥
Lq(Ω,H2⊗H′)
≃
∥∥∥∥∥∥
∑
j∈J
W (ej)TXj
∥∥∥∥∥∥
Lq(Ω⊗Ω1,H2)
=
∥∥∥∥∥∥S
Ñ∑
j∈J
W (ej)Xj
é∥∥∥∥∥∥
Lq(Ω⊗Ω1,H2)
≤ C
∥∥∥∥∥∥
∑
j∈J
W (ej)Xj
∥∥∥∥∥∥
Lp(Ω⊗Ω1,H2)
≃ C
∥∥∥∥∥∥
∑
j∈J
Xj ⊗ ej
∥∥∥∥∥∥
Lp(Ω,H1⊗H′)
Then T˜
Ä∑
j∈J Xj ⊗ Yj
ä
can be defined, using the decomposition of Yj on
the basis (ei)i∈N⋆ of H ′.
Finally, we have an extension of T˜ , continuous linear operator from
Lp(Ω,H ⊗H ′) to Lq(Ω,H ⊗H ′).
This extension, denoted again T˜ , does not depend on the Hilbertian basis
of H ′: if B and B′ are two Hilbertian bases of H ′, we have with obvious
notations:
T˜(B) (Xj ⊗ Yj) =
∑
j∈J
TXj ⊗ Yj = T˜(B′)
Ñ∑
j∈J
Xj ⊗ Yj
é

Corollary 2..3. In the same setting as in Theorem 2..4, if T is a continuous
linear operator from L∞−0(Ω,H1) in L∞−0(Ω,H2), then T˜ is continuous linear
from L∞−0(Ω,H1 ⊗H ′) in L∞−0(Ω,H2 ⊗H ′)
Corollary 2..4. In the same setting as in Theorem 2..4, if T is a continuous
linear operator from D∞(Ω,H1) in D∞(Ω,H2), then T˜ is continuous linear from
D∞(Ω,H1 ⊗H ′) in D∞(Ω,H2 ⊗H ′).
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Proof. same proof as in Corollary 2..2. 
2. 2 D2∞ ∩ L∞−0 = D∞
Theorem 2..5.
D2∞ ∩ L∞−0 = D∞
Proof. D∞ ⊂ D2∞ ∩ L∞−0. For the reverse inclusion, we will need the
Phragmen-Lindelof method [16].
∀z ∈ C with Re z ≥ 0 and ∀f ∈ D2∞ ∩ L∞−0, we define (Id− L)−zf by:
fn being the component of f in the chaos Cn: (Id−L)−zf =∑∞n=1 1(1+n)z fn.
This definition is meaningful and coincides with the classic definition when
Re z > 0:
(Id− L)−zf = 1
Γ(z)
∫ ∞
0
e−ttz−1Ptfdt
If r > 0, 1 > ǫ > 0 fixed, we denote by g : g = (1 − L)rf , then: ∀t ≥ 0 :
(1− L)−(r+ǫ+it)g ∈ L∞−0, because ∀ψ ∈ Lq0 , q0 > 1, and ‖ψ‖Lq0 ≤ 1, we have:
∣∣∣∣∫ P(dω)ψ.(Id − L)−(r+ǫ+it)g∣∣∣∣ = ∣∣∣∣∫ P(dω)ψ.(Id − L)−(ǫ+it)f ∣∣∣∣
=
1
|Γ(ǫ+ it)|
∣∣∣∣∫ P(dω)ψ ∫ ∞
0
e−ssǫ+it−1(Psf)ds
∣∣∣∣
≤ 1|Γ(ǫ+ it)|
∫ ∞
0
ds e−ssǫ−1
∣∣∣∣∫ P(dω)ψ(Psf)∣∣∣∣
≤ Γ(ǫ)|Γ(ǫ+ it)|‖f‖Lp0‖ψ‖Lq0 with
1
p0
+
1
q0
= 1
≤ Γ(ǫ)|Γ(ǫ+ it)|‖f‖Lq0 (5)
Then (5) implies:
‖(Id − L)−(r+ǫ+it)g‖Lp0 ≤ Γ(ǫ)|Γ(ǫ+ it)| ‖f‖Lp0 (6)
And from [3, p. 213], |Γ(ǫ+ it)| is asymptotically equivalent to tm+ 12 e−π2 t
when t ↑ ∞, m being the largest integer < ǫ; if ǫ < 1, m = 0.
Let 1 < q0 < 2, 1 < q0 < q
′ < 2 and ϕ ∈ L∞−0. We denote, with i = √−1:
θ(z) = (iz)
1
2 eiπ
z
2
∫
P(dω)(Id− L)−zg. sgnϕ.|ϕ|
q′
2
+ z
r+ǫ
q′( 1
q0
− 1
2
)
with: z ∈ ∆ =
¶
z
¿
0 ≤ Re z ≤ r + ǫ, Im z > 0
©
Then |θ(z)| is bounded on ∆ and is continuous on ∆¯, because:
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|θ(z)| ≤
»
|z|e−π2 (Im z) Γ(ǫ)|Γ(ǫ+ it)| ‖f‖L2‖ϕ
q′
q0 ‖L2
Computing |θ(0 + it)| and |θ(r + ǫ+ it)|, we get, C being a constant:
|θ(it)| ≤ t 12 e−π2 t‖(Id− L)r−itf‖L2‖ϕ
q′
2 ‖L2 ≤ C‖f‖D22r‖ϕ‖
q′
2
Lq
|θ(r + ǫ+ it)| ≤ Ct 12 e−π2 t‖(Id− L)−(r+ǫ+itg‖Lp0‖ϕ
q′
q0 ‖Lq0
Using (6), we get:
|θ(r + ǫ+ it)| ≤ C t
1
2 e−
π
2
t
|Γ(ǫ+ it)|Γ(ǫ)‖f‖Lp0‖ϕ‖
q′
q0
Lq′
We choose ϕ ∈ L∞−0 such that ‖ϕ‖Lq′ ≤ 1. Now, when
t ↑ ∞, Γ(ǫ)|Γ(ǫ+it)| ∼ e
π
2
tt−
1
2 (0 < ǫ < 1), so we have:
max(|θ(it)|, |θ(r + ǫ+ it)|) ≤ Cmax(‖f‖D22r , ‖f‖Lp0 ) (7)
Then the Phragmen-Lindelof method tells us that |θ(z)| is bounded on ∆¯
by the r.h.s. of (7), for all ϕ ∈ L∞−0 and ‖ϕ‖Lq′ ≤ 1.
Then: ∀1 < q′ < 2,∃a ∈]0, r[ such that: r−ar+ǫ .q′.
Ä
1
q0
− 12
ä
+ q
′
2 = 1:
a = r − (r + ǫ)
Å 1
q′−
1
2
1
q0
− 1
2
ã
and we have a ∈]0, r[ if ǫ < r
Å 1
q0
− 1
q′
1
q′−
1
2
ã
.
Then θ(r − a) =
»
i(r − a)eiπ2 (r−a) ∫ P(dω)ϕ(Id − L)−(r−a)g, so
| ∫ P(dω)ϕ(Id− L)−(r−a)g| ≤ C
which implies: (Id− L)−(r−a)g ∈ Lp′(Ω) with 1p′ + 1q′ = 1.
Finally: ∀a ∈]0, r[ and ∀p′ > 2: (Id−L)af ∈ Lp′(Ω) then f ∈ D∞(Ω). 
Proposition 2..1. The O.U. operator commutes with the conditional expectation.
Proof. Let (Ω,F ,P,H) be a Gaussian space and Ft, t ∈ [0, 1] be a filtration;
∀ϕ ∈ Ft, grad being the Malliavin derivative and div its adjoint: f ∈ D∞(Ω):
∫
ϕdiv gradE [f |Ft]P(dω) = −
∫
〈gradϕ, gradE [f |Ft]〉HP(dω)
= −
∫
〈gradϕ,E [grad f |Ft]1[0,t](.)〉HP(dω)
= −
∫
〈E [gradϕ|Ft]1[0,t](.), grad f〉HP(dω)
= −
∫
〈gradE [ϕ|Ft] , grad f〉HP(dω)
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= +
∫
f.div gradE [ϕ|Ft]P(dω)
= +
∫
E [ϕ|Ft] div grad fP(dω)
= +
∫
ϕE [div grad f |Ft]P(dω)

2. 3 Existence of a sequence of D∞-vector fields converging
D∞-strongly to wards a derivation
Theorem 2..6. Let (Ω,F ,P,H) be a Gaussian space and (ei)i∈N⋆ an
Hilbertian basis of H; we denote by Fn the σ-algebra Fn = σ(W (ei)
¿
i ≤ n).
Let δ be a continuous derivation from D∞ to L∞−0. Then the sequence of vector
fields XN =
∑N
i=1 E [δ(W (ei)|FN ] ei strongly converges towards δ in L∞−0(Ω).
Proof. Let fN,k [W (e1), . . . ,W (eN ),W (eN+1), . . . ,W (eN+k)] be a cylindrical
function; ξ1, . . . , ξk being parameters. We denote fN,k,ξ = fN,k [W (e1), . . . ,W (eN ), ξ1, . . . , ξk].
Then:
‖fN,k,ξ‖Dqs =
s∑
j=0
Ç∫
‖ gradj fN,k,ξ‖qj
⊗H
P(dω)
å 1
q
so:
1
(
√
2π)k
∫
Rk
dξ1 . . . dξke
− 1
2
∑k
i=1
ξ2i ‖fN,k,ξ‖qDqs ≤ ‖fN,k‖
q
D
q
s
(8)
Let ϕ ∈ D∞(Ω); there exists a sequence of cylindrical functions denoted
ϕN,k [W (e1), . . . ,W (eN ),W (eN+1), . . . ,W (eN+k)] which D
∞-converges towards
ϕ.
Then direct computation shows that ∀q > 1,∃(p, s), p > 1, s ∈ N⋆ such that
there exists a constant C(p, q, s) with ‖XN .ϕN,k,ξ‖Lq(Ω) ≤ C(p, q, s)‖ϕN,k,ξ‖Dps(Ω)
We choose p > q. Then, using (8), we have:
1
(
√
2π)k
∫
‖XN .ϕN,k,ξ‖pLq(Ω)e−
1
2
∑k
i=1
ξ2i dξ1 . . . dξk ≤ Cp(p, q, s)‖ϕN,k‖pDps(Ω)
The l.h.s. of the above inequality is bigger than:ñ
1
(
√
2π)k
∫
‖XN .ϕN,k,ξ‖qLq(Ω)e−
1
2
∑k
i=1
ξ2i dξ1 . . . dξk
ô p
q
= ‖XN .ϕN,k‖pLq
So we have ‖XN .ϕN,k‖Lq(Ω) ≤ C(p, q, s)‖ϕN,k‖Dps
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which implies:
‖XN .ϕ‖Lq(Ω) ≤ C(p, q, s)‖ϕ‖Dps (9)
Then the triangle inequality
‖δϕ −XN,k.ϕ‖Lq ≤ ‖δϕ− δϕN,k‖Lq + ‖δϕN,k − E [δϕN,k|FN+k] ‖Lq+
+ ‖E [δϕN,k|FN+k]−XN+k.ϕN,k‖Lq + ‖XN+k.(ϕN,k − ϕ)‖Lq
with E [δϕN,k|FN+k] = XN+k.ϕN,k; and (9) shows that XN → δ and the
convergence is L∞−0-strong from D∞ in L∞−0. 
Corollary 2..5. If δ is a continuous derivation from D∞(Ω) to L∞−0(Ω),
for each f ∈ D∞(Ω), A being a measurable subset of Ω, then 1A grad f = 0
implies 1Aδf = 0.
Proof. Let XN be the sequence of vector fields as in Theorem 2..6. Then
from the hypothesis, we have: 1A(XN .f) = 0; and at the limit when N ↑ ∞,
we have 1Aδf = 0. 
Theorem 2..7. If δ is a continuous derivation of D∞(Ω), there exists a
sequence of vector fields X˜N , which converges D
∞-strongly towards δ.
Proof. LetN be fixed andXN =
∑N
i=1 E [δ(W (ei))|FN ] ei. If f [W (e1), . . . ,W (eN )]
is a cylindrical function, direct calculus shows that:
XN .f [W (e1), . . . ,W (eN )] = E [δf |FN ]
So XN is D
∞-continuous from D∞(Ω,FN ,P) in itself. We extend XN to
D∞(Ω,FN ,P)× D∞(Ω,F⊥N ,P) ≃ D∞(Ω,F ,P) denoted X˜N
as in Theorem 2, 2, i); X˜N is again D
∞-continuous and is a vector field.
With Theorem 2, 2, ii), the sequence (X˜N ) is N -uniformly bounded when the
X˜N are considered as operators from D
∞(Ω) in D∞(Ω).
The convergence of X˜N towards δ, strong convergence as operators, is
obtained by: ∀f ∈ D∞,∀(p, r), p > 1, r ∈ N⋆ :
‖δf − X˜N .f‖Dpr ≤ ‖δf − E [δf |FN ] ‖Dpr + ‖E [δf |FN ]− E [δfN |FN ] ‖Dpr + ‖E [δfN |FN ]−XN .fN‖Dpr
+ ‖XN .fN − X˜N .fN‖Dpr + ‖X˜N . (fN − f) ‖Dpr
fN being a sequence of cylindrical functions, with fN (ω) = fN [W (e1), . . . ,W (eN )],
converging D∞ towards f . 
Definition 2..2. A process X : [0, 1] × Ω→ R is said to be
completely D∞ iff: ∀r ∈ R:
(1− L)r/2X ∈ L∞−0 ([0, 1] × Ω, dt⊗ P(dω))
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Lemma 2..1. i) The space of the completely D∞-processes S is a Frechet
space.
ii) If F is a continuous linear map from S in S , there is a unique
continuous linear extension of F , denoted F˜ , from the space of completely
D∞-processes with values in an Hilbert H˜, in itself.
Proposition 2..2. Some properties of the convolution and the fractionnal
derivation:
f being a function: [0, 1]→ R with f(0) = 0, we extend f in f˜ by
f˜
∣∣∣
R−
= f˜
∣∣∣î
2,+∞
î = 0 and by an afine function on [1, 2] such that
f˜(1) = f(1) and f˜(2) = 0. Then, we denote by βs the function: R → R
defined by: βs(x) = 0, x ≤ 0 and βs(x) = 1Γ(1−s) 1xs for x > 0. Then:
i) If f is α-Hölderian, ∀s with 0 < s < α < 1, f˜ ⋆ βs ∈ C1(R)
ii) f being α-Hölderian, we have: (f˜ ⋆ βs)
′ ⋆ β1−s = f .
iii) If f is a Dpr-bounded process, f˜⋆βs is (1−s)-Dpr-Hölderian (see Definition
2..3).
iv) The convolution of βs with an adapted process is again an adapted
process.
2. 4 D∞-Hölderian process and divergence of a derivation
Definition 2..3. A real-valued process Φ(t, ω) will be said to be
D∞-α-Hölderian iff: ∀t ∈ [0, 1],∀t′ ∈ [0, 1] : ∀(p, r), p > 1, r ∈ N⋆,∃ constant C(p, r)
such that:
sup
t,t′
‖Φ(t′, ω)− Φ(t, ω)‖Dpr ≤ C(p, r)|t′ − t|α
There is an analogous definition for a matrix-valued process.
Theorem 2..8. Let X : [0, 1] × Ω → R be an D∞-α-Hölderian process.
Then ∃s, 0 < s < 1 such that if Y = ddt [X ⋆ β1−s], X = Y ⋆ βs, and Y being a
completely D∞-process.
Definition 2..4. A D∞-process defined on [0, 1] × Ω with values in the
n× n matrices, will be said to be D∞-bounded iff:
∀(p, r) p > 1, r ∈ N⋆, ∃C(p, r) > 0 such that:
supt∈[0,1] ‖A(t, .)‖Dpr ≤ C(p, r), where ‖A(t, .)‖Dpr denotes the Dpr-norm of
any n× n matrix norm, which are all equivalent.
Lemma 2..2. Let A be a D∞-bounded matrix process. Then the process:
Φ(t, ω) =
∫ t
0 AdB, B being a n-valued Brownian motion, is
1
2 -D
∞-Hölderian.
Proof. A being a n× n matrix, ∫ t+ht AdB being a Skorokhod integral, we
have:
∫ t+h
t AdB =
√
h div(A.Xh) where:
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Xh is the vector Xh = s → 1√h
∫ s
0
∑n
i=1 1[t,t+h](u)eidu, (ei)i=1,...,n being
the canonical basis of Rn, because AXh is D
∞(Ω,H)-bounded.
The operator div, being continuous:
∃C(p, r) : ‖Φ(t′, ω)− Φ(t, ω)‖Dpr ≤ C(p, r)
√
h

Definition 2..5. Let δ be a continuous derivation of D∞(Ω).
i) an element T in D−∞ will be called divergence of δ, denoted div δ, iff:
∀ϕ ∈ D∞(Ω) : − ∫ δϕP(dω) = + (div δ, ϕ) ( (div δ, ϕ) is the duality
bracket).
ii) a continuous derivation δ of D∞(Ω) is said to be an adapted derivation
iff: ∀ adapted process Φ(t, ω), (δΦ)(t, ω) is an adapted process.
Remark 2..1. If U is a vector field, divU as in Definition 2..5 coincides
with the classical definition of divergence of a D∞-vector field.
Remark 2..2. i) If div δ = 0, then δ is L2-antisymmetrical.
ii) (Ω,F ,P,H) being a Gaussian space, if A is a n× n-A.M. matrix such
that ∀ϕ ∈ D∞(Ω), A grad φ ∈ D∞(Ω,H), then divA grad is a D∞-derivation,
and div(divA grad) = 0. Such an A is called a multiplicator and they
will be studied in Section 4.
Theorem 2..9. Let (Ω,F ,P,H) be a Gaussian space.
If V (s, ω) : t→ ∫ t0 h˙(s, ω)ds is a D∞-vector field, then t→ ∫ t0 E îh˙(s, ω)|Fsó ds
is a D∞-vector field.
Proof. The O.U. operator commutes with the conditional expectation (Proposition
2.1) so:
t→
∫ t
0
E
î
h˙(s, ω)|Fs
ó
ds ∈ D2∞(Ω,H)
Thanks to the Theorem 2.5, we only have to prove:
t→
∫ t
0
E
î
h˙(s, ω)|Fs
ó
ds ∈ L∞−0(Ω,H)
We denote by L1+0ad (Ω,H) the set of D
∞-vector fields Z(t, ω) =
∫ t
0 Z˙(s, ω)ds
such that Z˙(s, ω) is an adapted process.
We have:
E [〈V (., ω), Z(., ω)〉H ] < +∞. so:
E
ñ∫ 1
0
〈h˙(s, ω), Z˙(s, ω)〉Rnds
ô
= E
ñ∫ 1
0
〈E
î
h˙(s, ω)|Fs
ó
, Z˙(s, ω)〉Rnds
ô
< +∞
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which implies that:
E
î
h˙(s, ω)|Fs
ó
∈
Ä
L1+0ad (Ω,H)
ä⋆
(10)
Let g ∈ Lq(Ω) with 12 + 1q < 1; then there exists p′ with 1 < p′ < 2 such
that u→ ∫ u0 E [g|Fs] .E îh˙(s, ω)|Fsó ds ∈ Lp′(Ω,H), because:∫
P(dω)
ñ∫ 1
0
dsE [g|Fs]2 .E
î
h˙(s, ω)|Fs
ó2ô p′2 ≤ ∫ P(dω){ sup
s∈[0,1]
E [g|Fs]2
∫ 1
0
dsE
î
h˙(s, ω)|Fs
ó2} p′2
From the Doob inequality:
sup
s∈[0,1]
|E [g|Fs] |2 ∈ L
q
2 (Ω)
and:
[∫ 1
0 dsE
î
h˙(s, ω)|Fs
ó2] 12 ∈ L2(Ω), we have:ñ∫ 1
0
E
î
h˙(s, ω)|Fs
ó2
ds
ô p′
2
∈ L 2p′ (Ω)
And from: 1q +
1
2 < 1,∃p′ with 1q/p′ + 12/p′ = 1, 1 < p′ < 2 and so for this
p′ we have:
∫
P(dω)
ñ∫ 1
0
dsE [g|Fs]2 E
î
h˙(s, ω)|Fs
ó2ô p′2
< +∞
which implies:
t→
∫ t
0
E [g|Fs]E
î
h˙(s, ω)|Fs
ó
ds ∈ L1+0ad (Ω,H) (11)
To prove that the vector field t→ ∫ t0 E îh˙(s, ω)|Fsó ds belongs to L∞−0(Ω,H),
we use an induction:
we have already t→ ∫ t0 E îh˙(s, ω)|Fsó ds ∈ L2(Ω,H). Let g ∈ Lq′(Ω) with
1
p +
1
q′ < 1; Let t→
∫ t
0 E
î
h˙(s, ω)|Fs
ó
ds ∈ Lp(Ω,H); From (9) and (11), we get:
∫
P(dω)
∫ 1
0
dsE
[
gE
î
h˙(s, ω)|Fs
ó2 |Fs] < +∞
which implies:∫
P(dω)g(ω)
∫ 1
0
dsE
î
h˙(s, ω)|Fs
ó2
< +∞
then:
∫ 1
0 E
î
h˙(s, ω)|Fs
ó2
ds ∈ Lp−0(Ω) and:
t→ ∫ t0 E îh˙(s, ω)|Fsó ds ∈ L2p−0(Ω,H).

28
Theorem 2..10. Let Vn be a sequence of D
∞-vector fields such that the
associated derivations δn are adapted and converge pointwise in D
∞(Ω) towards
a derivation δ verifying div δ = 0; then δ ≡ 0.
Proof.
∀ϕ ∈ D∞(Ω) :
∫
δnϕP(dω) =
∫
〈Vn, gradϕ〉HP(dω) = −
∫
ϕdiv VnP(dω)
which implies that
∫
ϕdiv VnP(dω) converges towards
− ∫ ϕdiv δ.P(dω) = 0.
So ∀V vector field ∈ D∞(Ω,H): ∫ 〈grad(div Vn), V 〉HP(dω) converges towards
0.
With Theorem 2..9, t → ∫ t0 E [grad div Vn|Fs] ds is also a D∞-vector field,
and an adapted process:
we have:
∫
〈E [grad div Vn|Ft] , V 〉HP(dω) =
∫
〈grad div Vn,E [V |Ft]〉HP(dω)→ 0
But using the Clark-Ocone formula:∫ 1
0
E [grad div Vn|Ft] dB = div Vn
And Vn being an adapted process, using a result on the Skorokhod integral:
div Vn =
∫ 1
0 Vn.dB, Ito¯ Integral.
Then: E [grad div Vn|Ft] = Vn and so Vn is a sequence of D−∞ which
converges towards 0. Then let ϕ,ψ ∈ D∞(Ω): ϕ gradψ ∈ D∞(Ω,H) and:
(Vn, ϕ gradψ) =
∫
ϕ(ω)〈Vn, gradψ〉HP(dω)
=
∫
ϕ(ω)(δnψ)(ω)P(dω)→
∫
ϕ(ω)(δψ)(ω)P(dω)
So
∫
ϕ(ω)(δψ)(ω)P(dω) = 0 which implies δ = 0. 
Remark 2..3. A consequence of Theorem 2..10 is that a D∞ adapted
derivation is not in general a limit of a sequence of D∞-adapted vector fields.
Definition 2..6. Let θ be a continuous map from D∞(Ω) to D∞(Ω). Then
a linear map δ from D∞(Ω) to D∞(Ω) is said to be a θ-derivation iff:
∀f, g ∈ D∞(Ω) : δ(fg) = θ(f)δ(g) + θ(g)δ(f)
Now we state a version of the Dini-Lipschitz theorem for an Hölderian
functon f , piecewise continuous, on a closed interval, with values in a Frechet
space F .
29
2. 5 A generalisation of the Dimi-Lipschitz theorem and
interpolation between DPr spaces
Theorem 2..11. (Dini-Lipschitz) Let f be a function as above. Then its
Fourier series is uniformly convergent piecewise, that is on each closed interval
on which it is continuous, and converges towards the half-value of the jump on
each discontinuity point.
Moreover, the convergence of its Fourier series is uniformly bounded, relatively
to the partial sums of the Fourier series.
Last, an interpolation theorem which will often be used:
Theorem 2..12. Let T be a linear continuous operator from Dpr(Ω) to
Dqs(Ω), and D
p′
r′(Ω) to D
q′
s′(Ω). ∀α ∈ [0, 1], T is continuous from D
(α
p
+
(1−α)
p′ )
−1
αr+(1−α)r′
to D
(α
q
+
(1−α)
q′ )
−1
αs+(1−α)s′ .
3. D∞-stochastic manifolds
In this section we study the general notion of a D∞-stochastic manifold,
and the following themes:
i) we will examine the notion of D∞-equivalent atlases, which is more
complex than in the case of n-dimensional differential manifolds
ii) we will exhibit a D∞-chart change which does not admit a linear tangent
map in L(H)
iii) we will study the space of D∞-continuous derivations on D∞(Ω), denoted
Der(Ω) and its dual Der(Ω)⋆ (denoted also (DerΩ⋆))
iv) we will study the notion of a derivation field on a D∞-stochastic manifold.
v) we study then the notion of metric (this time on Der(Ω)⋆), and the
fundamental metric; then an important subspace of Der(Ω), denoted
D0(Ω), the Levi-Civita connection, the curvature and the torsion.
When no particular setting is specified, we assume that the context is a
Gaussian space (Ω,F ,P,H).
3. 1 Definition
Let S be a set. The definitions of D∞-charts, of two D∞-compatible charts
and of a D∞-atlas, on S are direct generalisations of the D∞r case. We first
define the notion of canonical tribe on a set S , endowed with a D∞-atlas:
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3. 2 Canonical σ-algebra associated to a D∞-stochastic
manifold
Proposition 3..1. Let S a D∞-stochastic manifold with the atlas: A = (Ui, bi,Ωi)i∈I .
Then if
C1 = {A ⊂ S /∀i ∈ I, bi(A ∩ Ui) ∈ Fi}
and
C2 =
¶
A ⊂ S /∀Ai ∈ Fi, bi(A ∩ b−1i (Ai)) ∈ Fi
©
we have C1 = C2 and C1 is a σ-algebra.
Proof.
i) C2 ⊂ C1: let Ai = Ω
ii) C1 ⊂ C2: let A ∈ C1,
bi
î
A ∩ b−1i (Ai)
ó
= bi
î
A ∩
Ä
Ui ∩ b−1i (Ai)
äó
= bi
î
(A ∩ Ui) ∩ b−1i (Ai)
ó
= bi(A ∩ Ui) ∩Ai ∈ Fi
iii) C1 is a σ-algebra: obvious.

We denote by C (S ,A ) this σ-algebra, or in short C (S ). We also denote
by: N (S ,A ) or by N (S ):
N (S ,A ) = {N ⊂ S /∀i ∈ I,Pi [bi(N ∩ Ui)] = 0}
The definition of N (S ,A ) is meaningful thanks to the Lemma 1.2,iii: we know
that if there is i ∈ I such that Pi [bi(A ∩ Ui)] > 0, then ∀j ∈ I: Pj [bj(A ∩ Uj)] > 0.
3. 3 D∞-morphismes between D∞-stochastic manifolds
Definition 3..1. S1 and S2 being two D
∞-stochastic manifolds, the map
ϕ : S1 → S2 will be said to be measurable iff it is measurable relatively to the
σ-algebra C (S1) and C (S2) and if ϕ
−1 [N (S2)] ⊂ N (S1).
Definition 3..2. Let A = (Ui, bi,Ωi,Fi,Pi,Hi)i∈I , a D∞-atlas on the set
S1, and (Vℓ, b˜ℓ,‹Ωℓ)ℓ∈L = B a D∞-atlas on the set S2; let ϕ be a measurable
map from S1 in S2.
The subset A ⊂ Ui will be said to be (ϕ,A ,B)-balanced iff A ∈ Fi,
Pi(A) > 0 and ∃ℓ0 ∈ L such that: ϕ(A) ⊂ Vℓ0 and ∀f ∈ D∞(‹Ωℓ0), then
f ◦ b˜ℓ0 ◦ ϕ ◦ b−1i
∣∣∣
bi(A)
admits an extension, denoted f˜i,ℓ0,A, or f˜A and f˜i,ℓ0,A ∈ D∞(Ωi).
A will also be said to be (ϕ,Ui, Vℓ0)-balanced.
Remark 3..1. Using the D∞-structure of the atlas A , it is immediate
to see that if A is (ϕ,Ui, Vℓ0)-balanced and if A ⊂ Uj, j 6= i, then A is
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(ϕ,Uj , Vℓ0)-balanced. So this definition of the balanced set does not depend on
the chart domain in A , where A lies.
Remark 3..2. If S is a D∞-stochastic manifold, with the atlas A = (Ui, bi,Ωi)i∈I ,
and denoting IdS the identity on S , we have that: for every i, j ∈ I with
Ui ∩ Uj /∈ N (S ,A ): Ui ∩ Uj is a (IdS , Ui, Uj)-balanced set of S .
Now to simplify the notations, we identify the domain Ui of a chart with
its image on the Gaussian space (Ωi,Fi,Pi,Hi) through the bijection bi. So
now Ui is endowed with the σ-algebra b
−1
i (Fi) which is also the restriction to
Ui of C (S ,A ), and with a probability measure (b
−1
i )∗Pi. So the property of a
balanced subset of Ui, A, can be restated: ∀f ∈ D∞(Vℓ0), f ◦ ϕ|A admits an
extension denoted f˜A, with f˜A ∈ D∞(Ui). If A ⊂ Ui, we denote by L0(A) the
R-valued functions on A, measurable relatively to the σ-algebra b−1i (Fi)
Definition 3..3. Let S1 and S2 two D
∞-stochastic manifolds, S1 being
endowed with a D∞-atlas A = (Ui, bi,Ωi,Fi,Pi,Hi)i∈I and S2 being endowed
with the D∞-atlas B = (Vℓ, b˜ℓ,‹Ωℓ)ℓ∈L. Let ϕ be a map from S1 to S2, ϕ will
be said to be a D∞-morphism from S1 to S2, iff:
i) ϕ is measureable with respect to the canonical σ-algebras on S1 and S2;
ii) ∀i ∈ I, there is a countable set of indices, denoted Li, Li ⊂ L, such
that Ui ∈ ⋃ℓ∈Li ϕ−1(Vℓ);
iii) ∀i ∈ I,∀ℓ ∈ L with Pi
[
ϕ−1(Vℓ) ∩ Ui
]
> 0 and ∀A ∈ Fi, with A ⊂ ϕ−1(Vℓ) ∩ Ui
and Pi(A) > 0: ∃A′ ⊂ A,A′ ∈ Fi,Pi(A′) > 0 such that A′ is (ϕ,Ui, Vℓ)-balanced;
iv) ∀A ⊂ Ui, A ∈ Fi,Pi(A) > 0 and ∀g ∈ L0(A) if ∀Aℓ, (ϕ,Ui, Vℓ)-balanced,
there exists fℓ ∈ D∞(Vℓ) such that fℓ ◦ ϕ|A∩Aℓ = g|A∩Aℓ, then g admits
an extension g˜ such that g˜ ∈ D∞(Ui).
Remark 3..3. From iii) we see that ∀i ∈ I,∃ℓ(i) ∈ L such that Pi[ϕ−1(Vℓ(i)) ∩ Ui] > 0
otherwise Pi
[⋃
ℓ∈Li ϕ
−1(Vℓ) ∩ Ui
]
= Pi(Ui) = 0. And we also have that ∀A ∈
Fi, A ⊂ ϕ−1(Vℓ(i)) ∩ Ui and Pi(A) > 0, there exists a countable subset of L
denoted Lℓ(i) and a family of (ϕ,Ui, Vji)ji∈Lℓ(i)-balanced sets εji, such that they
form a partition of A. And there exists a countable subset of L, L0, such that:
Ui =
⋃
i∈L0
Ñ ⋃
ji∈Lℓ(i)
εji
é
with Pi(εji ∩ εjk) = 0, ∀ji ∈ Lℓ(i) and ∀jk ∈ Lℓ(k).
Proposition 3..2. The composition of D∞-morphisms is a D∞-morphism.
Proof. Let S1,S2,S3 be three D
∞-stochastic manifolds with respectively
the D∞-atlases
A = (Ui)i∈I , B = (Vj)j∈J , C (Wk)k∈K
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and ϕ1 a D”∞-morphism from S1 to S2, and ϕ2 a D∞-morphism from S2 to
S3.
i) and ii) are trivially verified by ϕ2 ◦ ϕ1 (ϕ2 ◦ ϕ1 is measurable);
iii) Let i0 ∈ I and k ∈ K. We have to prove that forA ⊂ ϕ−11 ◦ ϕ−12 (Wk) ∩ Ui0 ,
A ∈ Fi0 , Pi0(Ai0) > 0 ∃A′ ⊂ A,A′ ∈ Fi0 ,Pi0(A′) > 0 such that A′ is
(ϕ2 ◦ϕ1, Ui0 ,Wk) balanced. Without loss of generality, we can suppose
∃j0 ∈ J such that ϕ1(A) ⊂ Vj0 . Then, ϕ2 being a D∞-morphism, there
exists B ⊂ ϕ1(A), B being (ϕ2, Vj0 ,Wk)-balanced (and Pj0(B) > 0). So
for g ∈ D∞(Wk) there exists an extension of g ◦ ϕ2|B , denoted g˜, such
that g˜ ∈ D∞(Vj0). But ϕ1 being a D∞-morphism, there exists a subset
A′ of ϕ−11 (B) (remind Pi0(ϕ
−1
1 (B)) > 0), which is (ϕ1, Ui0 , Vj0)-balanced.
So g˜ ◦ ϕ1|A′ = g ◦ ϕ2 ◦ ϕ1|A′ , and there exists an extension of g˜ ◦ ϕ1|A′
(A′ is a (ϕ1, Ui0 , Vj0)-balanced subset), denoted ĝ, which is ∈ D∞(Ui0);
and ĝ is an extension of g ◦ ϕ2 ◦ ϕ1|A′
iv) We have to show that if i0 ∈ I and A ⊂ Ui0 , A ∈ Fi0 , Pi0(A) > 0
and g ∈ L0(A); We suppose that ∀Ai0k, (ϕ2 ◦ϕ1, Ui0 ,Wk)-balanced set
there exists f ∈ D∞(Wk) such that
f ◦ ϕ2 ◦ ϕ1|A∩Ai0k = g|A∩Ai0k
Then we must show that g admits an extension g˜ such that g˜ ∈ D∞(Ui0)
and g˜|A = g. As in iii) we can suppose without loss of generality
that there exists j0 ∈ J such that ϕ1(A) ⊂ Vj0 . We know, from
Remark 3.3, that there exists a countable partition of Vj0 made with
(ϕ2, Vj0 ,Wk)-balanced sets, denoted here (εα)α∈N∗ , such that
Pj0
Vj0 \ ⋃
α∈N∗
εα
 = 0
We define then hα|εα = f ◦ ϕ2|εα and 0 on ∁εα. Then hα ∈ L0(Vj0);
and h =
∑∞
α=1 1εαhα ∈ J0(Vj0). ∀Bj0k, (ϕ2, Vj0 ,Wk)-balanced set,
there exists a countable extracted partition of the (εα)α∈N∗ , denoted
(εβ)β∈N∗ , such that Bj0k =
⋃
β∈N∗ εβ , Pj0-a.s. Then:
h|Vj0∩Bj0k = h|Bj0k
= h|⋃
β∈N∗ εβ
=
∑
β∈N∗
1βhβ
=
∑
β∈N∗
f ◦ ϕ2|εβ
= f ◦ ϕ2|Bj0k
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ϕ2 being a D
∞-morphism, there exists an extension h˜ of h which is
∈ D∞(Vj0). Then:
g|A∩Ai0k = f ◦ ϕ2 ◦ ϕ1|A∩Ai0k
= f ◦ ϕ2|ϕ1(A∩Ai0k)
= h˜
∣∣∣
ϕ1(A∩Ai0k)
This last equality being Pj0-a.s. As A ∩ Ai0k ⊂ ϕ−1 [ϕ(A ∩Ai0k)], we
have g|A∩Ai0k = h˜ ◦ ϕ1
∣∣∣
A∩Ai0k
, Pi0-a.s. and h˜ ∈ D∞(Vj0).
ϕ1 being a D
∞-morphism, with iv) we have that there exists an
extension g˜ ∈ D∞(Ui0) such that g˜|A = g|A. So ϕ2◦ϕ1 is a D∞-morphism.

Definition 3..4.
i) Two D∞-atlases on the set S are said to be D∞ equivalent iff the
identity IdS is a D
∞-isomorphism;
ii) Let S be a D∞-stochastic manifold with the D∞-atlas A = (Ui, bi,Ωi)i∈I ;
the chart (U, b,Ω,F ,P,H), with U ⊂ S is said to be D∞-compatible
with A , if the atlases A and A ∪ {(U, b,Ω)} are equivalent.
Remark 3..4. We will here give the Definition 3.3.iv. but without identifying
the domain U of a chart (U, b,Ω) with Ω: ∀A ∈ Ω, A ∈ Fi,Pi(A) > 0 and
∀g ∈ L0(A): If ∀Aℓ, (ϕ,Ui, Vℓ)-balanced set, there exists fℓ ∈ D∞(‹Ωℓ) such that
f ◦ b˜ℓ ◦ ϕ ◦ b−1i
∣∣∣
A∩bi(Aℓ)
= g|A∩bi(Aℓ) then g admits an extension g˜ ∈ D∞(Ωi).
Remark 3..5. If the D∞-atlas A verifies the condition iv) of the Definition
3.3, then D∞-compatibility between two charts of A is equivalent to: ∀ϕ ∈ D∞(Ωi),
∃ an extension ϕ˜ ∈ D∞(Ωj) of ϕ ◦ bij|bi(Ui∩Uj), and moreover this extension is
unique.
Now we will show that there exists a derivation from D∞(Ω) to D∞(Ω)
which is not a vector field so to prove after this, that there are D∞-charts,
D∞-compatible, which do have linear tangent maps.
3. 4 Existence of a D∞-derivation which is not a vector field
Let S be a D∞-stochastic manifold, with an atlas having only one chart
(Ω,F ,P,H). Let {(ei)i∈N∗ , (εj)j∈N∗} be a Hilbert basis of H and let A be the
bounded operator on H defined by:
A(ei) = εi and A(εj) = −ej
We denote by δ the operator on D∞(Ω) defined by:
∀ϕ ∈ D∞(Ω), δϕ = divA gradϕ
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Then direct computation shows that δ is a derivation. If there existed a
D∞-vector field X such that
∀ϕ ∈ D∞(Ω), X · ϕ = divA gradϕ = δϕ
then we write:
X =
∑
i≥1
Xiei +
∑
j≥1
Y jεj
and we would have
Xi = X ·W (ei) = δ(W (ei)) = W (εi)
and Yj = X ·W (εj) = δ(W (εj)) = −W (ej)
But∑
i,j
Å∫
Ω
X2i P(dω) +
∫
Ω
Y 2j P(dω)
ã
=
∑
i,j
Å∫
Ω
W (εj)
2P(dω) +
∫
Ω
W (ei)
2P(dω)
ã
= +∞
Now we can prove that there exists compatible D∞-charts for which, the change
maps do not admit a linear tangent map. Let S1 be a D
∞-stochastic manifold
with an atlas reduced to one chart (Ω,F ,P,H) and {(ei)i∈N∗ , (εj)j∈N∗ h} a
Hilbert basis of H. Denote Xi = W (ei), Yj = W (εj) and Z = h. We define an
inversible map ψ by:
X i = Xi cosZ + Yi sinZ Xi = X i cosZ − Y i sinZ
Y i = −Xi sinZ + Yi cosZ Yi = X i sinZ + Y i cosZ
Z = Z Z = Z
The system (X i, Y j , Z) is a Gaussian system and has the same laws as the
system (Xi, Yj, Z). We define an isometric morphism again denoted ψ, from a
dense domain of L∞−0 to L∞−0 by:
∀n ∈ N∗, if f ∈ S (R2n+1), (ψf)(X,Y ,Z) = f(ψ(X), ψ(Y ), ψ(Z))
S (R2n+1) being the set of fast decreasing functions.
This morphism preverses laws, so it can be extended to a bijective and
isometric map from L∞−0(Ω) into L∞−0(Ω). L and L being the O.U. operator
respectively in the charts (Ω,F ,P,H) and (Ω,F ,P,H), we have:
ψ−1 ◦ L(ψf) = Lf + ψ−1 ◦ ∂
2(ψf)
∂Z
2 − ψ−1 ◦
Ç
Z
∂(ψf)
∂Z
å
= Lf +
Å
ψ−1 ◦ ∂
∂Z
◦ ψ
ã
◦
Å
ψ−1 ◦ ∂
∂Z
◦ ψf
ã
− ψ−1
Ç
Z
∂(ψf)
∂Z
å
(1)
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And
ψ−1 ◦ ∂
∂Z
(ψf) =
n∑
i=1
Xi
∂f
∂Yi
− Yi ∂f
∂Xi
+
∂f
∂Z
= divAn grad f +
∂f
∂Z
where An is the determinist operator defined by An(ei) = εi, An(εi) = −ei,
1, . . . , n. If we denote by divAn grad by δn we have
ψ−1 ◦ ∂
∂Z
(ψf) = δnf +
∂f
∂Z
= divA grad f +
∂f
∂Z
where A is the bounded operator on H such that A(ei) = εi, A(εj) = −ej ,
and A(h) = h. Now we show by induction that ψ sends D∞ in D∞. We know
already that ψ sends D∞ in L∞−0. Suppose that ψ : D∞ → D∞r , let f ∈ D∞(Ω).
From (1), we see that, as divA grad f ∈ D∞ and
Ä
ψ−1 ∂
∂Z
ψ
ä
(f) is also ∈ D∞:Ä
ψ−1 ◦ L ◦ ψ
ä
f ∈ D∞ so (L ◦ ψ)(f) ∈ D∞r which implies that ψ ∈ D∞r+2. And
we have seen previously that divA grad is a derivation which cannot be a vector
field. But if the linear tangent map of ψ existed we would have
Tpsi
∂
∂Z
= ψ−1 ◦ ∂
∂Z
ψ
Now we study the sets Der(Ω) and Der(Ω)∗.
Definition 3..5. Given a Gaussian space (Ω,F ,P,H), we denote Der(Ω)
the set of D∞-continuous derivations from D∞(Ω) to D∞(Ω).
Der(Ω) is then a non-metrisable topological space when endowed with the
single point convergence.
Definition 3..6. A subset A of Der(Ω) is said to be bounded or Der-bounded
iff ∀(p, q),∃(q, s), (p, q > 1; r, s ∈ N∗), ∀D∞-bounded subset D ⊂ D∞(Ω),
∃C(p, q, s, r, s,D) a constant such that
∀f ∈ D, sup
δ∈A
‖δf‖Dpr ≤ C(p, q, r, s,D) ‖f‖Dqs
Definition 3..7. We denote by Der(Ω)∗ the set of D∞-linear maps on
Der(Ω) which are verifying this continuity property: let A be a bounded set
in Der(Ω), and (δi)i∈I a net in A, converging towards δ ∈ Der. Then for
u ∈ Der(Ω)∗, the net (u(δi))i∈I converges D∞ towards u(δ).
Definition 3..8. A subset (αi)i∈I of Der(Ω)∗ is said to be bounded iff for
each bounded subset A ⊂ Der(Ω), supi∈I |αi(A)| < +∞.
Lemma 3..1. Let u ∈ Der(Ω)∗. Then ∀ bounded subset A of Der(Ω), the
set {u(δ) / δ ∈ A} is D∞-bounded in D∞(Ω).
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Proof. Suppose ∃A subset bounded in Der(Ω), ∃(p, r), p > 1, r ∈ N∗ and
∃δn ∈ A such that ‖u(δn)‖Dpr > n. Let αn a sequence of numbers > 0, which
converges towards 0. Then {αnδn /n ∈ N∗} is bounded in Der(Ω) and αnδn → 0
in Der so u(αnδn)→ 0 which is contradictory. 
Remark 3..6. If (fi)i∈I is a D∞-bounded family of D∞(Ω), then (grad fi)i∈I
is a bounded family in Der(Ω).
3. 5 Derivation field on a D∞-stochastic manifold
Given a D∞-stochastic manifold, endowed with the atlas A = (Ui, bi,Ωi)i∈I ,
a family of D∞-continuous derivations δi ∈ Der(Ωi), i ∈ I, is said to be a
D∞-derivation field on S iff ∀(i, j) ∈ I2 and ∀f ∈ D∞(Ωj):
δjf |bj(Ui∩Uj) = δi
(‡f ◦ bij)∣∣∣
bi(Ui∩Uj)
◦ bji
bij and bji being the D
∞-chart changes between the charts (Ui, bi,Ωi) and
(Uj , bj ,Ωj), ‡f ◦ bij being a D∞-extension of f ◦ bij|bi(Ui∩Uj).
This definition is legitimate: If ‡f ◦ bij(1) and ‡f ◦ bij (2) are two extensions
on D∞(Ωi), of f ◦ bij|bi(Ui∩Uj), we have:Å‡f ◦ bij (1) −‡f ◦ bij (2)ã∣∣∣∣
bi(Ui∩Uj)
= 0
So with Corollary 2.5, we have:
δi
Å‡f ◦ bij(1)ã∣∣∣∣
bi(Ui∩Uj)
= δi
Å‡f ◦ bij (2)ã∣∣∣∣
bi(Ui∩Uj)
Now, using the definition of an admissible D∞-chart to a D∞-atlas, we prove
that the definition of a derivation field is consistent, that is: we can build on
this D∞-admissible chart a derivation such that the new derivation field (the
initial one + this new derivation) has the same action as the first derivation
field.
From this we can deduce that if we have a derivation field associated to a
D∞-atlas, on another equivalent D∞-atlas can be built a derivation field which
has the same action as the initial one.
Let (U, b,Ω,F ,P) be a D∞-admissible chart to the D∞-atlas A = (Ui, bi,Ωi,Fi,Pi)i∈I ,
then the identity is a D∞-isomorphism between A . and the atlas
A ∪ {(U, b,Ω,F ,P)}.
Ω can be covered by a countable collection of sets b(U ∩Uj), j ∈ J . Denote
by ϕj the map change of charts between Ωj and Ω, ϕj = b ◦ b−1j .
∀j ∈ J , we define δf |b(U∩Uj), ∀f ∈ D∞(Ω), by:
δf |b(U∩Uj) =
Â δj(f ◦ ϕj) ◦ ϕ−1j ∣∣∣∣
b(U∩Uj)
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The symbol ˜ is for the D∞(Ω) extension of δj(f ◦ϕj)◦ϕ−1j which exists because
the chart (U, b,Ω) is D∞-admissible to the D∞-atlas A .
Then
δf |b(U∩Uj) =
Â δj(f ◦ ϕj) ◦ ϕ−1j ∣∣∣∣
b(U∩Uj)
◦ IdS
Then we define:
δf =
∑
j∈J
1b(U∩Uj) · δf |b(U∩Uj)
The definition is legitimate because if ω ∈ b(U ∩ Uj1) ∩ b(U ∩ Uj2) the map
change of charts shows:
δf |b(U∩Uj1 ) (ω) = δf |b(U∩Uj2 ) (ω)
3. 6 Metric and fundamental bilinear form on a
D∞-stochastic manifold
Definition 3..9. Let (Ω,F ,P,H) be a Gaussian space. A D∞-valued
bilinear form on (DerΩ)∗ is a D∞-bilinear form on DerΩ denoted q, which is
continuous relatively to each of its arguments. q is said to be positive definite
if α ∈ (DerΩ)∗ is such that if q(α,α) = 0 then α = 0.
Remark 3..7. The continuity of q means that if a net (αi)i∈I , included in
a bounded part of (Der Ω)∗ converges towards α ∈ (Der Ω)∗, then ∀β ∈ (Der Ω)∗,
q(αi, β) converges in D
∞ towards q(α, β).
Notation. Let q be a bilinear form on (Der Ω)∗,
i) ∀f ∈ D∞(Ω), we denote λf ∈ (Der Ω)∗ defined by:
∀δ ∈ Der, λf (δ) = δ(f) (∈ D∞(Ω))
ii) If u ∈ (Der Ω)∗, we denote δu ∈ DerΩ defined by:
∀f ∈ D∞(Ω), δuf = q(λf , u)
Definition 3..10. The fundamental bilinear form on (Der Ω)∗, also named
the fundamental metric, denoted q0, is defined by: if (ei)i∈N∗ is a Hilbert basis
of H, and α, β ∈ (Der Ω)∗,
q0(α, β) =
∞∑
i=1
α(ei)β(ei)
We have to show that this series is D∞-convergent and that this definition
does not depend on the choice of basis (ei)i∈N∗ .
Remark 3..8. q0 being the fundamental metric, we have:
∀u ∈ (Der Ω)∗, δu(f) = u(grad f)
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Theorem 3..1. The fundamental form q0 is well defined on (Der Ω)
∗, and
if α, β ∈ (Der Ω)∗, we have q0(α, β) = α(δβ) = β(δα); and q0 is non degenerate.
Proof.
i) We know that (Theorem 2.7) given α ∈ (Der Ω)∗, the sequence
XN =
N∑
k=1
E [α(ek) | Fn] ek
converges towards δα ((ek)k∈N∗ is a Hilbert basis of H, as usual). Then
α(XN )
D∞−−→ α(δα) implies
E [α(XN ) | FN ] D
∞−−→ α(δα)
with δα[W (ek)] = α(ek), we have
N∑
k=1
E [α(ej) | FN ]2 D
∞−−→ α(δα) (2)
which implies
N∑
k=1
α(ej)
2 < +∞ (3)
So the definition of q0 is legitimate.
ii) From XN
D∞−−→ δα, we deduce: ∀p > 1, β(XN ) L
p−→ β(δα), then
∀ε > 0,∃N0 > 0,∀k ∈ N∗,∀ℓ ∈ N∗, ‖β(δα)− β (XN0+k+ℓ)‖Lp ≤ ε
So ∥∥∥∥∥∥β(δα)−
N0+k∑
j=1
β(ej)E [α(ej) | FN0+k+ℓ]
−
ℓ∑
i=1
β (eN0+k+i) E [α(eN0+k+i) | FN0+k+ℓ]
∥∥∥∥∥∥
Lp
≤ ε
Then∥∥∥∥∥∥β(δα)−
N0+k∑
j=1
β(ej)E [α(ej) | FN0+k+ℓ]
∥∥∥∥∥∥
Lp
≤ ε+
∥∥∥∥∥∥
ℓ∑
i=1
β (eN0+k+i) E [α(eN0+k+i) | FN0+k+ℓ]
∥∥∥∥∥∥
Lp
The r.h.s. is lower or equal to
ε+
∫ ( ℓ∑
i=1
β(eN0+k+i)
2
)p
2
(
ℓ∑
i=1
E [α(eN0+k+i) | FN0+k+ℓ]2
)p
2

1
p
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≤ ε+
∫ ( ℓ∑
i=1
β(eN0+k+i)
2
)p
1
2p
×
∫ ( ℓ∑
i=1
E [α(eN0+k+i) | FN0+k+ℓ]2
)p
1
2p
From (2) we know that the series
∑∞
k=1 E[α(ej)|FN ]2 is convergent so
we can find ℓ0 such that for all ℓ ≥ ℓ0,∫ ( ℓ∑
i=1
E [α(eN0+k+i) | FN0+k+ℓ]2
)p
1
2p
≤ ε 12
Now if we write YN =
∑N
i=1 E[β(ei)|FN ]ei repeating the same calculus
than in i), we get that the series
∑∞
j=1 β(ej)
2 is convergent; so we can
find ℓ1 such that for all ℓ > ℓ1,∫ ( ℓ∑
i=1
β(eN0+k+i)
2
)p
1
p
≤ √ε
so
lim
ℓ↑∞
∥∥∥∥∥∥β(δα)−
N0+k∑
j=1
β(ej)E [α(ej) | FN0+k+ℓ]
∥∥∥∥∥∥ ≤ 2ε
So q0(α, β) = β(δα) which proves that q0(α, β) ∈ D∞(Ω), that q0 is
continuous for each of its arguments, and q0(α,α) = 0 implies α = 0.

Corollary 3..1. The map (Der Ω)∗ ∋ α→ δα ∈ DerΩ is injective
Proof. If δα = δβ , ∀f ∈ D∞(Ω), q0(α− β, λf ) = λf (δα − δβ) = 0. So with
f = W (ek), q0(α− β, λW (ek)) =
∑∞
j=1[α(ej)− β(ej)]δjk = 0 
Remark 3..9. ∀f, g ∈ D∞(Ω),
q0(λf , λg) =
∞∑
j=1
λf (ej)λg(ej)
=
∞∑
j=1
〈ej , grad f〉H〈ej , grad g〉H
= 〈grad f, grad g〉H
Definition 3..11. Let (Ω,F ,P,H) be a Gaussian space and q a D∞-bilinear
form on (DerΩ)∗, D∞-valued, continuous for each of its arguments. We define
a map Tq from (DerΩ)
∗ to DerΩ by
∀u ∈ (DerΩ)∗ ,∀f ∈ D∞(Ω), (Tqu) · f = q(u, λf )
and we denote Dq = rangeTq = Tq((Der Ω)
∗).
Lemma 3..2.
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i) T is continuous from (Der Ω)∗ to DerΩ;
ii) Tq(λf ) = δf , (δf (g) = 〈grad f, grad g〉H)
Proof.
i) If (ui)i∈I is a net in a bounded part of (Der Ω)∗ converging towards
u ∈ (Der Ω)∗, we have ∀g ∈ D∞(Ω):
‖[Tq(ui)− Tq(u)] · g‖Dpr = ‖q(ui − u, λf )‖Dpr
ii) Straightforward calculus.

Now there is a result, difficult to prove:
Theorem 3..2. If u ∈ (Der Ω)∗, then there is a bounded net (ui)i∈N∗ ,
ui ∈ (DerΩ)∗, such that
i) (ui)i∈I is bounded in (Der Ω)∗
ii) ∀i ∈ I, ui =∑ji∈Ai fjiλgji , Ai being a finite subset of N∗, fji, gji ∈ D∞(Ω)
iii) The net (ui)i∈I converges towards u in (Der Ω)∗.
To prove this result we need a lemma:
Lemma 3..3. Let (Ω,F ,P,H) be a Gaussian space, (ei)i∈N∗ a Hilbert basis
of H; denote FN = σ[W (e1), . . . ,W (eN )] the σ-algebra generated by σ(W (ei)),
i ∈ {1, . . . , N} and by F⊥N the σ-algebra σ[W (eN+1), . . . ].
Let δ ∈ DerΩ; with
XM =
M∑
j=1
E[δ(W (ej))|FM ]ej
and
VN =
N∑
i=1
E[u(ei)|FN ]λW (ei) (VN ∈ (Der Ω)∗)
we have supN,M ‖VN (XM )‖Dpr < +∞ and supN ‖VN (δ)‖L2 < +∞. We remind
that we denote by (ei)i∈N∗ a Hilbert basis of H.
Proof.
a) We denote by θN the L
2-isometric map:
θN [W (ei)] = W (ei), i ≤ N
θN [W (eN+i)] = W (eN+i+1)
then we extend θN on the set of polynomials in Gaussian variables,
by considering this extension of θN as a morphism, and then extend
this θN again to L
2(Ω), thanks that θN leaves laws invariants; and θN
commutes with the O.U. operator.
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We will show in this section that
∀f ∈ L2(Ω), lim
k↑∞
 1
k + 1
k∑
j=0
θjNf
 = E[f |FN ] (4)
the limit being L2(Ω).
It is enough to prove that this is true for a dense subset of L2, and we
choose the subset composed by finite linear combinations of products
of Hermite polynomials P in Gaussian variables, P1 and P2, P1 and P2
being polynomials on Gaussian variables respectively in FN and F⊥N .
If P = P1 × P2, P2 being a constant, the result is trivial and is
independent of N .
If P2 is not a constant, let α = max |r1 − r2|, r1 and r2 being rhe
indices of the Gaussian variables appearing in P1 and P2, then
E[P1 × P2|FN ] = 0
Let m0 ∈ N,m0 > α+ 1. Then ∀(b, d) ∈ N2∗, b 6= d:¨
θm0bN (P1 × P2), θm0dN (P1 × P2)
∂
H
= 0 (5)
We have, with k > m0, k = m0α+ r, 0 ≤ r ≤ m0 − 1.
Then:∥∥∥∥∥∥ 1k + 1
k∑
j=0
θjN (P1 × P2)
∥∥∥∥∥∥
L2
≤ 1
k + 1

∥∥∥∥∥∥
m0−1∑
β=0
α−1∑
γ=0
θβNθ
m0γ
N (P1 × P2)
∥∥∥∥∥∥
L2
+
∥∥∥∥∥∥θm0αN
(
r∑
ℓ=1
θℓN (P1 × P2)
)∥∥∥∥∥∥
L2

≤ 1
k + 1
m0
∥∥∥∥∥∥
α−1∑
γ=0
θm0γN θ
m0γ
N (P1 × P2)
∥∥∥∥∥∥
L2
+ r |P1 × P2‖L2

So:∥∥∥∥∥∥ 1k + 1
k∑
j=0
θjN (P1 × P2)
∥∥∥∥∥∥
L2
≤ 1
k + 1
[m0
√
α+ r] ‖P1 × P2‖L2
which converges towards 0.
b) Let θ˜N : Der Ω→ DerΩ by:
∀δ ∈ DerΩ,∀f ∈ D∞(Ω) : θ˜N (δ) · f = θ−1N [δ(θNf)]
Then direct calculus shows that:Ä
θ˜N
än
=fl(θnN )
Now let θ̂N : (Der Ω)
∗ → (Der Ω)∗ defined by:
∀u ∈ (DerΩ)∗ ,∀δ ∈ DerΩ :
Ä
θ̂Nu
ä
· δ = θN [u(θ˜Nδ)]
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One can check that θ̂N is D
∞-linear and that
θ̂N : (Der Ω)
∗ → (Der Ω)∗
c) IfA ⊂ DerΩ is a bounded subset ofDerΩ, then the set {(θ̂Nun) · δ /n ∈ N, δ ∈ A}
is a D∞-bounded subset of D∞(Ω). For ∀(p, r)
sup
n
sup
δ∈A
∥∥∥Äθ̂Nunä · δ∥∥∥
D
p
r
= sup
n
sup
δ∈A
∥∥∥θnN Äu(θ˜nδ)ä∥∥∥Dpr
= sup
n
sup
δ∈A
∥∥∥u · (Äθ˜nN (δ)ä∥∥∥Dpr
and it is easy to check that {θ˜nN (δ) /n ∈ N, δ ∈ A} is a bounded subset
in DerΩ
d) Now we will show that i ≤ N and W (ei) ∈ FN implies
lim
k
 1
k + 1
k∑
j=0
Ä
θ̂ju
ä
(ei)
 = E[u(ei)|FN ] (6)
the limit being L2(Ω), and that for eN+i, W (eN+i) ∈ F⊥N (i ∈ N∗) then
the limit of the above sum is 0.
d.1) First we prove that
∀ℓ ≤ N : θ˜jN (eℓ) = eℓ (∀j ∈ N∗)
We denote by ea a basis vector with a ≤ N and by eb a basis
vector with b > N . P [W (ea),W (eb)] being a polynomial built on
Gaussian variables belonging to FN (the W (ea)) and belonging to
F⊥N (the W (eb)), we have:›θNj(eℓ) · (P [W (ea),W (eb)]) = θ−jN ¶eℓ · θjN (P [W (ea),W (eb)])©
= θ−jN {eℓ · P [W (ea),W (eb+j ]}
= eℓ · P [W (ea),W (eb)]
which proves θ˜jN (eℓ) = eℓ.
Then (6) becomes:
lim
k
 1
k + 1
k∑
j=0
(θ̂ju)(ei)
 = lim
k
 1
k + 1
k∑
j=0
θjN (u(ei))

And with (4) (from a)) we get:
lim
k
 1
k + 1
k∑
j=0
(θ̂ju)(ei)
 = E[u(ei)|FN ]
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d.2) For this case, where we consider eN+i, (then W (eN+i) ∈ F⊥N ), we
first use a bijection between {N + 1, N + 2, . . . } and Z; then θ is
rewritten
θ(f) = f if f ∈ FN
θ(W (eb)) = W (eb+1) where now b ∈ Z
F⊥N = σ [W (eb) / b ∈ Z]
Then θ is again extended as a morphism from L2(Ω) to L2(Ω),
which is unitary on L2(Ω), commutes with the O.U. operator, and
leaves invariant laws and the chaos Cn; and XN can be rewritten:
XM =
N∑
i=1
E[δ(W (ei))|FM ]ei +
∑
b∈B
E[δ(W (eb))|FM ]eb
where B is a finite subset of Z.
As in d.1) we show first that
θ˜jN (eℓ) = eℓ−j ∀j ∈ N
with eℓ ∈ F⊥N , and with the new definition of F⊥N we have eℓ−j ∈
F⊥N . Direct calculus proves:
θ˜jN(eℓ) ·W (ea) = 0
= eℓ−j ·W (ea)
= 〈eℓ−j , ea〉H
with W (ea) ∈ FN .
With W (eb) ∈ F⊥N we have
θ˜jN (eℓ)(W (eb)) = θ
−j
N [eℓ ·W (eb+j)] = θ−jN (δℓb+j) = δℓb+j
δℓb+j being the Kronecker symbol.
So θ˜jN(eℓ) = eℓ−j.
Then (6) becomes, with W (eℓ) ∈ F⊥N :
lim
k
 1
k + 1
k∑
j=0
(θ̂jNu)(eℓ)
 = lim
k
 1
k + 1
k∑
j=0
θjN (u(eℓ−j))

so :∥∥∥∥∥∥limk
 1
k + 1
k∑
j=0
(θjNu)(eℓ)
∥∥∥∥∥∥
L2(Ω)
≤ lim
k
 1
k + 1
∥∥∥∥∥∥
k∑
j=0
u(eℓ−j)
∥∥∥∥∥∥
L2

But we know with Theorem 3.1 that
q0(u, u) <∞
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q0(u, u) =
∑
i≤N
u(ei)
2 +
∑
ℓ∈Z
u(eℓ)
2
Using this result, we deduce that (6) in the case of eℓ, withW (eℓ) ∈ F⊥N ,
converges L2 towards 0.
We recapitulate:
lim
k
 1
k + 1
k∑
j=0
Ä
θ̂jNu
ä
(ei)
 = E[u(ei)|FN ] for i ≤ N (7)
and
lim
k
 1
k + 1
k∑
j=0
Ä
θ̂jNu
ä
(eℓ)
 = 0 (8)
for eℓ such that W (eℓ) ∈ F⊥N , the convergenge being L2 and being
independent of N .
e) We compute VN (XM ):
VN (XM ) =
N∑
i=1
E[u(ei)|FN ]λW (ei)(XM ) (9)
From (7) and (9), we get:
VN (XM ) =
N∑
i=1
lim
k
 1
k + 1
k∑
j=1
(θ̂jNu)(ei)
 · λW (ei)(XM )
As each θ̂jNu ∈ (DerΩ)∗ and is D∞-linear, we have
VN (XM ) = lim
k
 1
k + 1
k∑
j=1
Ä
θ̂jNu
ä( N∑
i=1
λW (ei)(XM ) · ei
) (9)
From (8), we know that
lim
k
 1
k + 1
k∑
j=1
(θ̂jNu)(eb)
 = 0
XM can be decomposed, with respect to FN and F⊥N :
XM =
N∑
i=1
E[δ(W (ei))|FM ]ei +
∑
b∈B
E[δ(W (ek))|FM ]eb
with CardB finite. Using (8), we can rewrite (9) as:
VN (XM ) = lim
k
 1
k + 1
k∑
j=1
Ä
θ̂jNu
äÑ N∑
i=1
λW (ei)(XM )ei +
∑
b∈B
λW (eb)(XM )eb
é
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But
N∑
i=1
λW (ei)(XM )ei +
∑
b∈B
λW (eb) = XM
So :
VN (XM ) = lim
k
 1
k + 1
k∑
j=1
Ä
θ̂jNu
ä
(XM )

Then we prove that
∥∥∥(θ̂jNu)XM∥∥∥Dpr is uniformly, in j andM , D∞-bounded.
‖(θ̂jNu)(XM )‖Dpr = ‖θ
j
N (1− L)
r
2 (u · (θ˜jN (XM )))‖Lp
= ‖(1− L) r2 {u(θ˜jN (XM ))}‖Lp
= ‖u · (θ˜jN (XM ))‖Dpr
But {θ˜jN (XM ) / j ∈ N∗;N,M ∈ N∗} is a bounded subset of Der: let
f ∈ D, D being a D∞-bounded set of D∞(Ω):
‖θ˜jN (XM )‖Dpr = ‖θ
−j
N (XM (θ
j
Nf))‖Dpr = ‖XM (θ
j
Nf)‖Dpr
From {θjNf / j ∈ N∗;N ∈ N∗; f ∈ D} is a D∞-bounded set and that
XM → δ inDerΩ, we get that the set {θ˜jN (XM ) / j ∈ N∗;N ∈ N∗;M ∈ N∗}
is bounded in Der, uniformly in j, N , M . And so is the set
{(θ̂jNu)(XM ) / j ∈ N∗;N ∈ N∗;M ∈ N∗}
uniformly in j, N ,M . Which proves that the set {VN (XM ) /N ∈ N∗;M ∈ N∗}
is uniformly in N , M , D∞-bounded.

Now we go back to the proof of Theorem 3.2: we have by direct computation:
E[VN (δ)|FN ] = E[u(XN )|FN ]
and
lim
N↑∞
E[u(XN )|FN ] = u(δ)
this limit being a L2-limit. But from e) we also have supN ‖VN (δ)‖L2 < +∞.
These two properties of the sequence VN (δ) imply VN (δ) ⇀ u(δ), (VN (δ))N
converges weakly towards u(δ).
As the (VN (δ)) converges weakly towards u(δ), there is a net of barycenters,
built on the VN (δ), which will strongly converge towards u(δ). Each item of
this net has the form:
B(Aj) =
n∑
j=1
αj
Ñ∑
ij∈Aj
E[u(eij )|FAj ]λW (eij)
é
46
where αj ≥ 0 and Aj being a finite subset of N∗. Then ‖B(Aj)‖Dpr < +∞,
independently of the (Aj)
Then the net {B(Aj)(δ) /Aj ∈ N∗} converges towards u(δ) and we also
have supAj ‖B(Aj)(δ)‖Dpr < +∞.
From these two properties, using the interpolation (Theorem 2.12), we
deduce that the net B(Aj)(δ) converges D
∞ towards u(δ).
Corollary 3..2. Given a bilinear positive form q on Der∗, the map
(DerΩ)∗ ∋ u→ Tu ∈ DerΩ is injective
Proof. Let u ∈ (Der Ω)∗ such that Tu = 0. There exists a net
uFi =
∑
f∈Fi afλbf , af and bf ∈ D∞(Ω) and i ∈ I, which converges towards u
in (DerΩ)∗. Then q
Ä
u,
∑
f∈Fi afλbf
ä
=
∑
f∈Fi Tu(bf ) converges towards 0; so
q(u, u) = 0. 
3. 7 Metric, Levi-Civita connection, curvature
We now study the notions of Levi-Civita connection, the curvature, and
the torsion.
Let q be a bilinear form, positive an non degenerate on (Der Ω)∗; q induces
a map Tq:
∀α ∈ (Der Ω)∗ , (Tqα) · f = q(α, λf ) = δα(f)
We denote by Dq = {Tqα /α ∈ (Der Ω)∗} ⊂ DerΩ
Definition 3..12 (of the bilinear form q0 on Dq). On Dq we define q̂(δα, δβ) =
q(α, β). This definition is legitimate because Tq is injective.
Definition 3..13 (of the Levi-Civita connection associated to q̂). Let
δα, δβ , δγ ∈ Dq, we define ∇δαδβ ∈ DerΩ by
2γ(∇δαδβ) =δα · q̂(δβ, δγ) + δβ · q̂(δα, δγ)− δγ · q̂(δα, δβ)
− T−1(δα)([δβ , δγ ]) + T−1(δβ)([δγ , δα]) + T−1(δγ)([δα, δβ ])
Each term of the r.h.s. of the above equation is meaningful because
T−1 : Dq → (Der Ω)∗ and [δα, δβ ] ∈ DerΩ. We now denote ∇δαδβ by ∇αβ.
Then we define (∇αβ) · f = λf (∇αβ), where f ∈ D∞(Ω) and λf ∈ (Der Ω)∗.
Now we write improperly q̂(∇αβ, δγ) = γ(∇αβ). With this notation, it is
easy to show that:
• ∇αβ verifies the Leibniz formula,
• δα · q̂(δβ , δγ) = q̂(∇αβ, δγ)+ q̂(δβ,∇αγ) (compatibility with the metric)
• q̂(∇αβ, δγ)− q̂(∇βα, δγ) = (T−1δγ)([δα, δβ ]) (the torsion is zero)
which implies ∀γ ∈ (Der Ω)∗,
γ(∇αβ −∇βα− [δα, δβ ]) = 0
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or ∇αβ −∇βα− [δα, δβ ] = 0.
Lemma 3..4. δα ∈ Dq ⇒ ∇αα ∈ Dq.
Proof. Using the definition of the Levi-Civita connection, we have
q̂(∇αα, δβ) = δα · q̂(δα, δβ) + α([δβ , δα])− 1
2
δβ · q̂(δα, δα)
For all δ ∈ DerΩ, the map which associates δ with
δα · α(δ) − 1
2
δ · q̂(δα, δα) + α([δ, δα])
is an element of (DerΩ)∗; we denote it by ρ, then we have:
q̂(∇αα, δβ) = q(ρ, T−1q (δβ)) = q̂(δρ, δβ)
Since q̂ is non degenerate, ∇αα = δρ ∈ Dq. 
Corollary 3..3. δα, δβ ∈ Dq ⇒ ∇αβ +∇βα ∈ Dq.
Proof. ∇α+β(α+ β)−∇αα−∇ββ ∈ Dq. 
Definition 3..14 (formal definition of the curvature). Let q̂ be the positive
non degenerate bilinear form on Dq, for δα, δβ ∈ Dq, we define only formally
first:
R(δα, δβ , δα, δβ) = q̂(∇α(∇βα), δβ)− q̂(∇β(∇αα), δβ)− q̂(∇[δα,δβ ]δα, δβ)
Using the compatibility with the Levi-Civita connection and the torsion
being null, we get, still formally:
δα · q̂(∇βα, δβ) = q̂(∇α(∇βα), δβ) + q̂(∇βα,∇αβ)
q̂(∇[δα,δβ ], δα) = q̂([[δα, δβ ], δα], δβ) + q̂(∇α[δα, δβ ], δβ)
So, still formally,
R(δα, δβ , δα, δβ) = δα · q̂(∇βα, δβ)− q̂(∇βα,∇αβ)− δβ · q̂(∇αα, δβ)
+ q̂(∇αα,∇ββ)− q̂(∇[δα,δβ ]δα, δβ) (10)
The zero torsion implies:
q̂(∇[δα,δβ ]δα, δβ) = q̂([[δα, δβ], δα], δβ) + δα · q̂([δα, δβ ], δβ)− q̂([δα, δβ ],∇αβ)
(11)
Using (11) in (10), and denoting {δα, δβ} = 12(∇αβ +∇βα) ∈ Dq:
R(δα, δβ , δα, δβ) = δα · q̂(∇βα, δβ)− q̂({δα, δβ}, {δα, δβ})
+
3
4
q̂([δα, δβ ], [δα, δβ])− δβ · q̂(∇αα, δβ)
+ q̂(∇αα,∇ββ)− q̂([[δα, δβ ], δα], δβ)
− δα · q̂([δα, δβ], δβ) + q̂([δα, δβ ], {δα, δβ}) (12)
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As q̂([[δα, δβ ], δα], δβ) = β · ([[δα, δβ ], δα]),
q̂([δα, δβ ], δβ) = β · ([δα, δβ ])
and
q̂([δα, δβ ], {δα, δβ}) = T−1q ({δα, δβ}) · ([δα, δβ ])
The only element in (12) which does not have any meaning is q̂([δα, δβ ], [δα, δβ ]).
Then if we have on (Der Ω)∗ two non degenerate positive bilinear forms q1
and q2, and if the difference of ◊ q1 − q2 is defined on all DerΩ, the difference of
the associated curvatures, R1 −R2, is meaningful.
4. Multiplicators, derivations
Here we will characterize D∞-continuous derivations which are also adapted
and with zero-divergence. They bijectively correspond to some particularly
important operators, named multiplicators, which we will first study. The
general setting unless otherwise specified is a Wiener space (Ω,F ,P,H) where
H, the C-M. space is the set of functions [0, 1] → Rn verifying the usual
conditions of the C-M. space.
4. 1 Definition of D∞-bounded processes and of multiplicators
Definition 4..1. A D∞ process A(t, ω), defined on [0, 1]×R with values
in the n× n antisymmetrical matrices (denoted in short: n × n-A.M.), will be
said to be D∞-bounded iff:
∀(p, r), p > 1, r ∈ N⋆,∃C(p, r) > 0 such that:
supt∈[0,1] ‖|A(t, ω)|‖Dpr ≤ C(p, r), where |A(t, ω)| denotes any n×n matrix
norm, which are all equivalent.
Notation. A D∞-vector field X(ω) is a map from Ω in H; this vector
field generates a process on [0, 1] × Ω, with values in Rn, and then is denoted:
X(t, ω).
Definition 4..2. An adapted vector field X, is a vector field X(t, ω)
which, when read as a process X(t, ω) is an adapted process.
Definition 4..3. A D∞-process A(t, ω) : [0, 1] × Ω → n × n − A.M. will
be said to be a multiplicator iff its image of a D∞-vector field V (ω) is again
a D∞-vector field. That means: if t → ∫ t0 V˙ (s, ω)ds is a D∞-vector field, then
t→ ∫ t0 A(s, ω)V˙ (s, ω)ds is again a D∞-vector field.
Lemma 4..1. Let A = (aij) be a n× n-A.M. matricial process on
[0, 1] × Ω:
i) A is a multiplicator ⇔ ∀i, j : aij is a multiplicator.
ii) A is a multiplicator implies: A is a linear continuous operator.
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iii) A multiplicator implies A is D∞-bounded.
Proof. i) trivial.
ii) direct application of the closed graph theorem.
iii) let (ei)i∈{1,...,n} be the canonical basis of Rn and
Xk(t, ǫ, ω) : u→ 1√ǫ
∫ u
0 1[t,t+ǫ[(s)ds.ek a D
∞-vector field.Ä
(1− L)r/2AXk
ä
(t, ǫ, ω) : u→
n∑
j=1
1√
ǫ
∫ u
0
Ä
(1− L)r/2akj
ä
(s, ω)1[t,t+ǫ[(s)ds.ej
which implies:
∥∥∥(1− L)r/2A.Xk(t, ǫ, ω)∥∥∥2
H
=
n∑
j=1
1
ǫ
∫ 1
0
du|(1 − L)r/2akj(u, ω)|21[t,t+ǫ[(u)
=
n∑
j=1
1
ǫ
∫ t+ǫ
t
|(1− L)r/2akj(u, ω)|2du
≥ 1
ǫ
∫ t+ǫ
t
du|(1 − L)r/2akj|2,∀k, j
By the continuity of A, we get:
∀(p, r) ∃(q, s),∃ constant C :
‖A.Xk(t, ǫ)‖Dpr (Ω,H) ≤ C‖Xk(t, ǫ)‖Dqs(Ω,H) ≤ C
Combining these two inequalities, we have:
∥∥∥∥∥∥
ñ∫ t+ǫ
t
1
ǫ
du|(1 − L)r/2akj|2
ô 1
2
∥∥∥∥∥∥
Lp(Ω)
≤ C

Examples of multiplicators
Criterion 4..1. Let A(t, ω) : [0, 1] × Ω→ n× n-A.M. be a
D∞-matricial process such that: ∀f ∈ D2∞(Ω,Rn): f → Af is continuous
from D2∞ to D2∞, t-uniformly. Then A is a multiplicator.
The proof will be given later (Lemma 4..7).
Criterion 4..2. Let A(t, ω) : [0, 1] × Ω→ n× n-A.M. be a
D∞-matricial process such that with A = (aij),∀i, j, r such that:
supt∈[0,1](1−L)r/2aij is bounded by a function ∈ L∞−0(Ω); then supt∈[0,1] ‖Draij‖ r⊗H
is also bounded by a function ∈ L∞−0(Ω) and A is a multiplicator.
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Proof. Let f ∈ D∞(Ω); we denote Dif = 〈grad f, ei〉H , (ei)i∈N⋆ being an
Hilbertian basis of H.
With the Mehler formula:î
Di
Ä
(1− L)−1f
äó
(x) = Di
ï∫ ∞
0
e−tdt
∫
Rn
f(xe−t + y
√
1− e−2t)dγN(y)
ò
dγN(y) being the Wiener measure; so:
î
Di
Ä
(1− L)−1f
äó
(x) =
∫ ∞
0
e−2tdt
(1− e−2t) 12
∫
Rn
yif(xe−t + y
√
1− e−2t)dγN(y)
The yi are i.i.d. Gaussian variables. So Bessel-Perseval implies:
∥∥∥grad[(1− L)−1f ]∥∥∥2
H
(x) =
∞∑
i=1
∣∣∣Di(1− L)−1f ∣∣∣2 (x)
=
∑
i
ñ∫
Rn
dγN(y)yi
®∫ ∞
0
e−2t√
1− e−2t f(xe
−t + y
√
1− e−2t)dt
´ô2
≤
[∫
Rn
dγN(y)
∫ ∞
0
e−2tdt
(1− e−2t) 12
f(xe−t + y
√
1− e−2t)dt
]2
which implies:
‖ grad(1− L)−1f‖H(ω) ≤
∫ ∞
0
e−2tdt
(1− e−2t) 12
(Ptf) (ω) (1)
where Pt is the generator of the O.U. semi-group.
Now, we have by hypothesis: (1− L)aij ≤ αij , αij ∈ L∞−0(Ω), so:
‖ grad aij‖H(ω) = ‖ grad(1− L)−1(1− L)aij‖H(ω); Using (1):
‖ grad aij‖H(ω) ≤
∫ ∞
0
e−2tdt
(1− e−2t) 12
Pt [(1− L)aij ] ≤
∫ ∞
0
e−2tdt
(1− e−2t) 12
(Ptαij) dt
so:
∫
P(dω)
Ç∫ 1
0
ds‖ grad aij‖2H
åp/2
≤
∫
P(dω)
∫ 1
0
ds‖ grad aij‖pH
≤
∫
P(dω)
∣∣∣∣∣
∫ ∞
0
e−2tdt
(1− e−2t) 12
dt.Ptαij
∣∣∣∣∣
p
≤
∫
P(dω)
∫ ∞
0
e−2ptdt
(1− e−2t) p2 |Ptαij |
p
≤
∫ ∞
0
e−2ptdt
(1− e−2t)p ‖αij‖
p
Lp(Ω)

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Remark 4..1. If the
r⊗H-norms of the iterated Malliavin derivation of
f ∈ D∞(Ω) are bounded by elements of L∞−0, this does not imply that the
iterated O.U. of f are bounded by L∞−0 functions.
Example: f = cos Bt√
t
, Bt being Brownian.
Remark 4..2. If A is a D∞ process from [0, 1] × Ω, valued in the
n× n-A.M. but with the items being vectors of H, A = (hij),
if supt∈[0,1] ‖(1 − L)r/2hij‖H is bounded by a function in L∞−0(Ω) then
gradA = (gradhij) is a multiplicator from D
∞(Ω,H) to D∞(Ω,H ⊗H)
4. 2 Example of D∞-bounded processes which is not a
multiplicator
Proposition 4..1. The set of D∞-multiplicators is strictly included in the
set of D∞-bounded processes.
Proof. Let
f(x) = 0 if x ∈]−∞, 0] ∪ [1,+∞[
f(x) = e
− 1
x(1−x) if x ∈]0, 1[
and ϕ(x) =
∫∞
x f(t)dt/
∫ +∞
−∞ f(t)dt; then ϕ(x) = 1 if x < 0, ϕ(x) = 0 if
x > 1, and ϕ is strictly decreasing on ]0, 1[.
Let ϕn = ϕ(x−
√
2 log n).
An Hilbertian basis of L2([0, 1]) is: k ∈ N⋆:
ek : t→
∫ t
0
2
k+1
2 1]1− 1
2k
,1− 1
2k+1
](s)ds
Then we define the vector field V as:
V =
∞∑
n=1
(
n−1∏
k=1
ϕk(Xk)
)
(1− ϕn(Xn)) e−
1
2
√
1+X2nen
X1, . . . ,Xn, . . . being independent, centered, identically distributed
Gaussian variables.
The candidate multiplicator process is:
C =
∞∑
k=0
e
√
1+X2
k1]1− 1
2k
,1− 1
2k+1
](t)
i) C is D∞-bounded: let t = t0 and k0 be such that t ∈]1− 12k0 , 1− 12k0+1 ];
we have:
‖C(t0, ω)‖pDpr =
∥∥∥(1− L)r/2C(t0, ω)∥∥∥p
Lp
=
∫ ∣∣∣∣∣(1− L)r/2e
»
1+X2
k0
∣∣∣∣∣
p
P(dω) < +∞,
52
uniformly relatively to t.
ii) Now we show that V ∈ D∞(Ω,H). It is enough to show that V ∈
L∞−0 ∩ D2∞ (Theorem 2, 5). We have ‖V ‖H ≤ 1. We will show that
V ∈ D2∞ by bounding ‖LrV ‖L2(Ω,H), r ∈ N⋆, with a convergent serie:
Let ψk(Xk) = ϕk(Xk) if k ≤ n−1, ψn(Xn) = (1− ϕn(Xn)) e−
1
2
√
1+X2n
if k = n.
Then:∫
P(dω)
∣∣∣∣∣∣Lr
(
n∏
k=1
ψk(Xk)
)∣∣∣∣∣∣
2
=
∫ [ n∏
k=1
ψk(Xk)
]
.
L2r

n∏
j=1
ψj(Xj)

P(dω)
=
∑
α1+···+αn=2r
∫ ( n∏
k=1
ψk(Xk)
)
(2r)!
α1! . . . αn!
(
n∏
i=1
Lαi(ψi(Xi))
)
P(dω)
=
∑
α1+···+αn=2r
(2r)!
α1! . . . αn!
n∏
k=1
∫
P(dω)ψk(Xk)L
αk (ψk(Xk))
For each factor Ik =
∫
P(dω)ψk(Xk)L
αk .ψk we have four possibilities:
a) 1 ≤ k ≤ n− 1 and αk 6= 0: Then:
I
(1)
k =
1√
2π
∫ √2 log k+1
√
2 log k
ϕ(x−√2 log k)Lαk [ϕ(x−√2 log k)]e−x22 dx
then:
|I(1)k | ≤
1√
2π
1
k
∫ √2 log k+1
√
2 log k
|Lαkϕ(x−√2 log k)|dx
=
1√
2π
1
k
∫ 1
0
|Lαkϕ(u)|du ≤ 1
k
√
2π
M1
with M1 = sup1≤j≤r
∫ 1
0 |Ljϕ(u)|du.
b) 1 ≤ k ≤ n− 1 and αk = 0:
|I(2)k | =
1√
2π
∫ √2 log k+1
−∞
ϕ(x−√2 log k)2e−x22 dx ≤ 1√
2π
∫ √2 log k+1
−∞
e−
x2
2 dx ≤ 1
c) k = n, αn = 0
I(1)n =
1√
2π
∫ +∞
√
2 logn
Ä
1− ϕ(x−√2 log k)ä2 e−√1+x2e−x22 dx
≤ 1√
2π
∫ +∞
√
2 logn
e−
√
1+x2e−
x2
2 dx
≤ 1√
2π
· 1
e
√
1+2 logn
∫ ∞
√
2 logn
e−
x2
2 dx
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≤ 1√
2π
· 1
e
√
1+2 logn
· 2
n
· 1√
2 log n
d) k = n, αn 6= 0:
I(2)n =
∫ +∞
√
2 logn
Ä
1− ϕ(x−√2 log n)ä e− 12√1+x2Lαn (Ä1− ϕ(x−√2 log k)ä e− 12√1+x2) e−x22 dx
and Lαn = Pαn
Ä
∂
∂x
ä
where Pαn is a polynomial such that:
1 ≤ deg(Pαn ) ≤ 4r.
So:
I(2)n ≤
1√
2π
∫ ∞
√
2 logn
e−
1
2
√
1+x2Pαn
Å
∂
∂x
ã(Ä
1− ϕ(x−√2 log n)ä e− 12√1+x2) e−x22 dx
and: I(2)n ≤
1
√
2πe
1
2
√
1+2 logn
∫ ∞
√
2 logn
Pαn
Å
∂
∂x
ã (Ä
1− ϕ(x−√2 log n)ä e− 12√1+x2) e−x22 dx
But Pαn
Ä
∂
∂x
ä{(
1− ϕ(x−√2 log n)) e− 12√1+x2} can be rewritten as:
Pαn
Å
∂
∂x
ã{Ä
1− ϕ(x−√2 log n)ä e− 12√1+x2} = e− 12√1+x2 [αn+1∑
i=1
Pi(x, ϕ
(j))
(1 + x2)i/2
]
where Pi is a polynomial in x, and ϕ
(j) being the jth derivative of ϕ
(j = 1, . . . , αn).
Using the same type of development for P2r
Ä
∂
∂x
ä
, |ϕ(j)| ≤ 1, and
substituting each coefficient with its module, we get: ∀αn : 1 ≤ αn ≤
2r :
∣∣∣∣Pαn Å ∂∂xã{Ä1− ϕ(x−√2 log n)ä e− 12√1+x2}∣∣∣∣ ≤ e− 12√1+x2 [2n+1∑
i=1
|Pi(x, 1)|
(1 + x2)1/2
]
= R(x)
So there exists N0 ∈ N such that: ∀x ≥
√
2 logN0, we have R(x) ≤ 1;
Which implies:
I(2)n ≤
1√
2π
· 1
e
1
2
√
1+2 logn
∫ ∞
√
2 logn
e−
x2
2 dx =
1√
2π
· 1
e
1
2
√
1+2 logn
· 1
n
√
2 log n
Now, the entry of rank n of the serie defining ‖V ‖D2r can be rewritten
as:
∑
α1+···+αn=2r
(2r)!
α1! . . . αn!
n−1∏
k=1
IkIn +
2r∑
αn=1
Ñ ∑
α1+···+αn−1=2r−αn
2r!
α1! . . . αn!
n−1∏
k=1
IkIn
é
(1’)
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Let J be a finite subset of {2, . . . , n− 1}, of size λ with: 0 ≤ λ ≤ 2r.
We denote by P (J) =
∏
k∈J Ik ≤ C
∏
k∈J 1k , C being a constant.
Then we know that there is a set J˜ of αk, k ∈ J , such that for each
αk ∈ J˜ : αk 6= 0 and αk ≤ 2r and ∑k∈J αk = 2r.
From the above decomposition of 2r we can construct another decomposition
of 2r such that ∀j ∈ J : αj = 1, and
α1 = 2r − λ(= 2r −∑j∈J j).
Then: P (J)Iα1 ≤ C
∏
k∈J 1k .
Now this item
∏
k∈J 1k appear in the development of:Å
1 + · · ·+ 1
n− 1
ãα1 Å
1 + · · ·+ 1
n− 1
ã
. . .
Å
1 + · · · + 1
n− 1
ã
︸ ︷︷ ︸
λ times
=
Å
1 + · · ·+ 1
n− 1
ã2r
The number of sums that can be used with λ integers to obtain 2r
(each of the integers beging less or equal to 2r) is bounded by C(r), a
constant which depends only on r, and not on n.
So each
∑
α1+···+αλ=2r
(2r)!
α1!...αλ!
∏
k∈J Ik can be bounded by (2r)!C(r)
Ä
1 + · · · + 1n−1
ä2r
.
So (1’) can be bounded by: C(r), being an "absorbing" constant:
C(r)
Ä
1 + · · ·+ 1n−1
ä2r
e
√
1+2 lognn
√
2 log n
+
2r∑
αn=1
C(r)
Ä
1 + · · ·+ 1n−1
ä2r−αn
e
√
1+2 lognn
√
2 log n
≤ C(r) (log n)
2r
e
√
1+2 lognn
√
2 log n
This last inequality shows that the serie defining ‖V ‖D2r is bounded
by a convergent serie, so V ∈ D∞(Ω,H).
iii) Now we prove that C.V /∈ L2(Ω,H), which will prove that although C
is D∞-bounded, it is not a multiplicator. We have:
C.V (t, ω) =
∞∑
n=1
(
n−1∏
k=1
ϕk(Xk)
)
(1− ϕn(Xn)) e
1
2
√
1+X2nen(t)
So:
∫
‖C.V ‖2HP(dω) =
∞∑
n=1
∫ n−1∏
k=1
(ϕk(Xk))
2 (1− ϕn(Xn))2 e
√
1+X2nP(dω)
But:∫
ϕk(Xk)
2P(dω) ≥ 1− 1√
2π
∫ +∞
√
2 log k
e−
x2
2 dx ≥ 1− 1
(
√
4n log k)k
We fix ǫ, 0 < ǫ < 1:
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∫
(1− ϕn(Xn))2e
√
1+X2nP(dω) ≥ 1√
2π
∫ √2 logn+1+ǫ
√
2 logn+ǫ
(1− ϕn(xn))2 e
√
1+x2ne−
x2n
2 dxn
≥ (1− ϕ(ǫ))2 e
√
1+2 logne−
1
2
(1+ǫ+
√
2 logn)2
Now we will show that the serie with the general term:
n∏
k=1
Ç
1− 1
k
√
4π log k
å
· (1− ϕ(ǫ))
2
√
2π
∫ √2 logn+1+ǫ
√
2 logn+ǫ
e
√
1+x2e−
x2
2 dx (2)
is divergent.
We need the following lemma:
Lemma 4..2. Let ak be a sequence of numbers such that:
0 < ak <
1
2 ,
∑
k ak = +∞,
∑
k a
2
k < +∞
Then there exists a constant C0 > 0, with ∀n :∏
k=1 n(1− ak) ≥ C0e−
∑n
k=1
ak
We have:
(»
log x
π
)′
= 1
x
√
4π log x
, so: 1
k
√
4π log k
≤
»
log k
π −
√
log(k−1)
π .
With Lemma 4..2 we get:
∏n−1
k=2
Å
1− 1
k
√
4π log k
ã
≥ C0e−
»
log(n−1)
π
Then the general term in (2) is bigger than
e
−
»
log(n−1)
π · (1− ϕ(ǫ))
2
√
2π
·
∫ √2 logn+1+ǫ
√
2 logn+ǫ
e
√
1+x2e−
x2
2 dx
and
∫ √2 logn+ǫ+1
√
2 logn+ǫ
e
√
1+x2e−
x2
2 dx =
∫ √2 logn+1+ǫ
√
2 logn+ǫ
e
√
1+x2e−
x2
2
xdx
x
≥ 1
2(
√
2 log n+ ǫ+ 1)
·
∫ (√2 logn+ǫ+1)2
(
√
2 logn+ǫ)2
e
√
1+ue−
u
2 du
≥ e
»
1+(
√
2 logn+ǫ)2
2(
√
2 log n+ ǫ+ 1)
∫ (√2 logn+ǫ+1)2
(
√
2 logn+ǫ)2
e−
u
2 du
=
1√
2 log n+ ǫ+ 1
· e
»
1+(
√
2 logn+ǫ)2 ·
ñ
e−
(
√
2 log n+ǫ)2
2 − e− (
√
2 logn+ǫ+1)2
2
ô
Now: e−
a2
2 − e− (a+1)
2
2 ∼ e− a
2
2 when a ↑ ∞ and e
»
1+(
√
2 logn+ǫ)2 ∼
e
√
2 logn+ǫ when n ↑ ∞.
So the general term above is equivalent to, C1 being a constant:
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C1 · (1− ϕ(ǫ))2e−
»
log(n−1)
π
e
√
2 logn+ǫ
√
2 log n+ 1 + ǫ
e− logne−ǫ
√
2 logne−
ǫ2
2
which is equivalent to:
C1 · (1− ϕ(ǫ))
2e−
ǫ2
2
+ǫ
√
2 log n+ 1 + ǫ
1
n
e
Ä
− 1√
π
−ǫ√2+√2
ä√
logn
(3)
So choosing ǫ such that: 0 < ǫ < 1 − 1√
2π
, (3) is the general of a
divergent serie which is less than:
∫ ‖C.V ‖2HP(dω).

4. 3 Identity of D∞-derivations which null-divergence
adapted multiplicators
Now we will study the relation between adapted multiplicators and adapted
derivations with null divergence.
Let A = (aij) be an adapted multiplicator process taking its values in
n× n-A.M. We define a map DA from the Gaussian variables in D∞(Ω) by:
let B be an Rn-valued Brownian on W (h1, . . . , hn):
DA[W (h1, . . . , hn)] = −
∫ 1
0 (h˙1, . . . , h˙n)AdB
DA can be extented on the set of polynomials in Gaussian variables with
the Leibniz rule.
A being an antisymmetrical matrix, divA grad is a derivation; P being a
polynomial of Gaussian variables, and A being adapted, divA gradP can be
written with an Ito¯ integral which coincides with DAP . So DA can be extended
in a D∞-continuous derivation from D∞ to D∞.
Theorem 4..1. Conversely, each D∞-continuous derivation δ of D∞ in
D∞, which is adapted and with a null divergence, has the form DA, A being an
adapted multiplicator process with values in the n× n-A.M. .
The proof of Theorem 4..1 needs several lemmas. We first define the
coefficients aij of the candidate A: let (B
1
t , . . . , B
n
t ) be an n-uple of independent
Brownian processes. Then by the Clark-Ocone formula we have:
δBi1 =
∫ 1
0
tE
[
grad(δBi1)j(s)|Fs
]
dBjs , grad(δB
i
1)j being the j
th component
of the vector grad(δBi1) which is a process, for which the value in s is taken.
We define A = t(aij)(t, ω) =
tE
[
grad(δBi1)j(t)|Ft
]
and will show that A is an
adapted multiplicator with values in n×n-A.M., and that DA = divA grad = δ.
It is obvious from the definition of A that A is adapted. We first prove
that A is antisymmetric.
57
Lemma 4..3. δ being an D∞-continuous derivation, adapted and with null
divergence, then Bt being a Brownian process:
i) δBt, t ∈ [0, 1] is a martingale.
ii) ∀W (h1, . . . , hn) : δ (E [W (h1, . . . , hn)|Ft]) is a Ft-martingale.
iii) δ (E [W (h1, . . . , hn)|Ft])E [W (h1, . . . , hn)|Ft] is a Ft-martingale.
iv) taij = E
[
grad(δBi1)j(s)|Fs
]
is antisymmetrical.
Proof. i) straightforward: ∀ϕ ∈ Fs :
∫
ϕ [δBs − E [δBt|Fs]] =
∫
ϕδ (Bs −Bt) =
0,
δ being adapted.
ii) ∀ϕ ∈ Fs:∫
ϕE [δW (h1, . . . , hn)|Fs] = −
∫
δ (E [ϕ|Fs])W (h1, . . . , hn)
= −
∫
δϕ.E [W (h1, . . . , hn)|Fs]
= +
∫
ϕ.δE [W (h1, . . . , hn)|Fs]
implies E [δW (h1, . . . , hn)|Fs] = δE [W (h1, . . . , hn)|Fs]
iii) Denote Ms = E [W (h1, . . . , hn)|Fs]. Let: 0 ≤ u ≤ s.
∀ϕ ∈ Fu :
∫
1
2
δ(Ms)
2ϕ = −
∫
1
2
δϕ.E
î
M2s |Fu
ó
(δ adapted)
= −
∫
1
2
δϕ.E
ñ
2
∫ s
0
MdM +
∫ s
0
[dM, dM ]
∣∣∣∣∣Fu
ô
= +
∫
1
2
ϕδ
®
E
ñ
2
∫ s
0
MdM +
∫ s
0
[dM, dM ]
∣∣∣∣∣Fu
ô´
But dM =
∑n
i=1 h˙idBi, so
∫ s
0 [dM, dM ] =
∫ s
0
∑n
i=1 h˙
2
i dρ
Then:∫
1
2
ϕ.δ(Ms)
2 =
∫
1
2
ϕ.δ
Å
E
ï
2
∫ s
0
MdM
òã (
δ
[∫ s
0
n∑
i=1
h˙2i dρ
]
= 0
)
So:
∫
1
2
ϕδ(Ms)
2 =
∫
ϕ.δ
Åï
1
2
M2u −
1
2
∫ u
0
[dM, dM ]
òã
(Ito¯ formula)
=
∫
ϕ.MuδMu
iv)
δ
Ä
BitB
j
t
ä
= Bjt δB
i
t +B
i
tδB
j
t
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=
∫ t
0
δBisdB
j
s +
∫ t
0
Bjsd(δB
i
s) +
∫ t
0
δBjsdBs
i +
∫ t
0
Bisd(δB
j
s)
+
∫ t
0
î
d(δBis), dB
j
s
ó
+
∫ t
0
î
d(δBjs), dB
i
s
ó
iii) implies: ∫ t
0
î
d(δBis), dB
j
s
ó
+
∫ t
0
î
d(δBjs), dB
i
s
ó
= 0 (4)
Now: δBis = E
[
δBi1|Fs
]
=
∫ s
0
taij(ρ)dB
j
ρ,
taji being the transposed matrix
of aji .
Then: d(δBi1) =
taik(s, ω)dB
k
s . (4) becomes:
∫ t
0
î
aij(s, ω) + a
j
i (s, ω)
ó
ds = 0,∀t ∈ [0, 1]

Lemma 4..4. A = (aij) is D
∞-bounded.
Proof.
E
ñ
Bt+ǫ −Bkt√
ǫ
· δ
[
Bit+ǫ −Bit
]
√
ǫ
ô
= E
ñ
1
ǫ
∫ t+ǫ
t
taijdB
d.
∫ t+ǫ
t
dBk
∣∣∣∣∣Ft
ô
= E
ñ
1
ǫ
∫ t+ǫ
t
M (1).taijdB
j +
1
ǫ
∫ t+ǫ
t
M (2)dBk +
1
ǫ
∫ t+ǫ
t
taikds
∣∣∣∣∣Ft
ô
.
with Ito¯ formula, M (1) and M (2) being the obvious martingales.
Let ǫ → 0: the r.h.s. of the above equation converges L1(Ω) towards taik,
and is D∞-bounded, so aik is D
∞-bounded.

Now A being antisymmetric, divA grad is a derivation on the domain of
the polynomials in Gaussian variables, which coincides with δ on this domain.
The only property left to verify is that A is a multiplicator and then:
DA = divA grad will be a derivation on D
∞(Ω), which will coincide with δ on
D∞(Ω).
For this, the following lemmas are needed:
Lemma 4..5. i) If P ∈ Cn, Q ∈ Cm,∃k(n) ∈ N so that:
‖PQ‖L2 ≤ k(n)(m+ 1)n‖P‖2‖Q‖2.
ii) The multiplication by an element of Cn sends D2∞ to D2∞.
Proof. i) let An,m = sup {‖PQ‖L2 |P ∈ Cn, ‖P‖2 ≤ 1, Q ∈ Cm, ‖Q‖2 ≤ 1}
and define P (t) = E [P |Ft] =
∫ t
0 E [(gradP )(s)|Fs] dBs and
Q(t) = E [Q|Ft] =
∫ t
0 E [(gradQ)(s)|Fs] dBs
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From the Ito¯ formula, we get:
P (1)Q(1) − P (0)Q(0) = PQ
=
∫ 1
0
ñ∫ t
0
E [(gradQ)(s)|Fs] dBs
ô
.E [(gradP )(t)|Ft] dBt
+
∫ 1
0
ñ∫ t
0
E [(gradP )(s)|Fs] dBs
ô
.E [(gradQ)(t)|Ft] dBt
+
∫ 1
0
dtE [(gradP )(t)|Ft] .E [(gradQ)(t)|Ft] (5)
The square of the L2-norm of the above first integral is bounded by:
∫ 1
0
dtE
î
E [(gradP )(t)|Ft]2 · E [Q(t)|Ft]2
ó
≤
∫ 1
0
dtA2n−1,m‖Q‖2L2 · E
î
E [(gradP )(t)|Ft]2
ó
and:
∫ 1
0
dtE
î
E [(gradP )(t)|Ft]2
ó
= E
[Ç∫ 1
0
E [(gradP )(t)|Ft] dBt
å2]
= E
î
P 2
ó
So the L2-norm of the first above integral is bounded by An−1,m; similarly,
the L2-norm of the second integral is bounded by An,m−1. For the third and
last integral in (5), we have:
∥∥∥∥∥
∫ 1
0
dtE [(gradP )(t)|Ft] .E [(gradQ)(t)|Ft]
∥∥∥∥∥
L2(Ω)
≤
∫ 1
0
dt ‖E [(gradP )(t)|Ft] .E [(gradQ)(t)|Ft]‖L2(Ω)
≤
∫ 1
0
dtAn−1,m−1 ‖E [(gradP )(t)|Ft]‖L2 . ‖E [(gradQ)(t)|Ft]‖L2
≤ An−1,m−1
ñ∫ 1
0
dt‖E [(gradP )(t)|Ft] ‖L2
ô 1
2
ñ∫ 1
0
dt‖E [(gradQ)(t)|Ft] ‖L2
ô 1
2
So at the end:
‖PQ‖L2 ≤ (An−1,m +An,m−1 +An−1,m−1)‖P‖L2 .‖Q‖L2
So we have: An−1,m +An,m−1 +An−1,m−1 ≥ An,m.
Let’s write: An,m = k(n)(m+ 1)
n then k(n) = k(n − 1)(2n−1 + 1) fits.
ii) Let α ∈ D2∞(Ω); α =
∑∞
n=1 αn, αn ∈ Cn(Ω).
Let β ∈ Cm; the sequence of L2-norms ‖αn‖L2 is fast decreasing; each βαn
is then a polynomial with terms belonging to the chaos of orders
|n − m|, . . . , n + m; and the multiplication of a fast decreasing L2-norm
sequence, by a fixed polynomial is again a sequence of fast decreasing L2-norms.
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
Lemma 4..6. i) Let A be a D∞-bounded process with values in
n × n-A.M., and δA defined on the finite linear combinations of
polynomials in Gaussian variables, by divA grad.
Then: δ(Cm) ⊂ D∞(Ω), and if P is a polynomial in Gaussian variables,
δ(P ) ∈ D∞(Ω).
ii) Moreover if δA is defined on D
2∞ and sends continuously D2∞ in D2∞,
then δA sends D
∞-continuously D∞(Ω) in D∞(Ω).
Remark 4..3. D2∞ is not an algebra, so δA cannot be called a derivation
on D2∞.
Proof. i) Let Q ∈ Cm(Ω). Then gradQ ∈ Cm−1(Ω,H) which can be
written (m > 1):
(gradQ)j(t, ω) =
∫ t
0
Zj(s, ω)ds, Zj ∈ Cm−1(Ω), j = 1, . . . n
Then A(gradQ) can be written:
(A. gradQ)k(t, ω) =
∫ t
0
AjkZj(s, ω)ds, k = 1, . . . , n
=
∫ t
0
Ajk
Zj(s, ω)»
1 + ‖Z(s, .)‖L2(Ω,Rn)
»
1 + ‖Z(s, .)‖L2(Ω,Rn)ds
(6)
In this last integral
Zj√
1+‖Z(s,.)‖L2(Ω,Rn)
belongs to Cm−1(Ω) on which
all Lp norms are equivalent.
So Ajk
Zj(s,ω)√
1+‖Z(s,.)‖L2(Ω,Rn)
is D∞-bounded; and the measure
»
1 + ‖Z(s, .)‖L2(Ω,Rn).ds
is L2([0, 1])-bounded, so the r.h.s. integral in (6) is D∞-bounded, which
implies δAQ ∈ D∞.
ii) δ2A(e
iP ), P being a polynomial in Gaussian variables is meaningful
because P ∈ D2∞ implies δA(eiP ) ∈ D2∞ so δA(δA.eiP ) ∈ D2∞. Then
grad(δAe
iP ) formally equals to ieiP grad(δAP )− eiP δAP. gradP which
is meaningful as a definition because D∞ is an algebra.
Then div
î
A grad eiP
ó
= ieiP δAP = δA(e
iP ).
And δ2A(e
iP ) = divA grad(δA(e
iP )) which formally equals to:
ieiP div[A grad(δAP )]− ieiP δAP.〈gradP,A(gradP )〉H − eiP (δAP )2 = ieiP δ2AP − eiP (δAP )2
since A is antisymmetric.
Each of the two terms in the above sum is meaningful because
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D∞ × D2∞ = D2−0∞ ; so: δ2A(eiP ) = ieiP δ2AP − eiP (δAP )2 and
(δAP )
2 = iδ2AP − e−iP δ2A(eiP ) (7)
So with a sequence of polynomials in Gaussian variable D∞-converging
towards f ∈ D∞(Ω), with (7) we see that δAf ∈ L4(Ω).
Then we have: δA : D
2∞ → D2∞ and also: δA : D∞ → D2∞ ∩ L4(Ω).
By interpolation, we get: δA : D
2+∞ → D2+∞ .
Now let f ∈ D∞(Ω) and g ∈ D2+∞ : then fg ∈ D2+∞ and
δA(fg) = fδag + gδAf which implies: gδAf ∈ D2+∞ (Ω).
So the operator multiplication by δAf is such that: D
2+∞ → D2+∞ ; so
δAf ∈ D2+∞ (with g = 1).
Then all powers of δAf are in D
2+∞ , which implies δAf ∈ D∞.
The D∞-continuity of δ : D∞ → D∞ is obtained by the closed graph
theorem and by the continuity of δA : D
2∞ → D2∞.

Definition 4..4. A D2∞ multiplicative operator A, process from
[0, 1]×Ω to the n× n-A.M. is an operator which acts D2∞-continuously by
simple multiplication on functions: Ω→ Rn that is:
∀r > 1,∃r′ > 1,∃C(r, r′) > 0 : ∀f = (f1, . . . , fn):
sup
t∈[0,1]
‖A.f‖D2r(Ω) ≤ C(r, r′)‖f‖D2r′ (Ω)
Lemma 4..7. Let A(t, ω) be a D2∞-multiplicative operator, n × n-A.M.
valued. Then A(t, ω) is a multiplicator from D∞(Ω,H) in D∞(Ω,H).
Proof. let θ be the morphism defined on C1(Ω) by:
θ
ñ
W
Ç
t→
∫ t
0
1[0,a](s)ds
åô
=
√
2W
ñÇ
t→
∫ t
0
1[0,a/2](s)ds
åô
θ can be extended as a morphism from D2∞ in D2∞ because it leaves
invariant the L2 scalar product, each chaos Cn, and it commutes with the
O.U. operator.
Then θ is bijective and isometric from (C1,F1) into (C1,F 1
2
), so it induces
a bijection from L2(Ω,F1,P) into L2(Ω,F 1
2
,P), and from D2r(Ω,F1,P) into
D2r(Ω,F 1
2
,P).
We define: qA(s, ω) = 0 if s ≤ 12
qA(s, ω) = θA(2s− 1, ω) if 12 < s ≤ 1.
qA is an adapted process (θ : F1 → F 1
2
). Direct computation shows that qA
is a D2∞ ∩ F 1
2
multiplicative operator:
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∀α ∈ (D2∞ ∩ F 1
2
)(Ω): ∀r ≥ 1 ∃r′ ≥ 1 ∃C(r, r′):
‖ qA(s, .)α(.)‖D2r (Ω) ≤ C(r, r′)‖α(.)‖D2r′ (Ω)
Then qA is a D2∞(Ω,H) ∩ F 1
2
multiplicator.
∀X ∈ D2∞(Ω,H) ∩ F 1
2
:
‖ qA.X‖D2r(Ω,H) =
∫
P(dω)
∫ 1
0
ds‖(1 − L)r/2{ qA(s, ω)X(s, ω)}‖2Rn
=
∫
P(dω)
∫ 1
1
2
ds‖(1 − L)r/2{θ[A(2s − 1, ω)]X(s, ω)}‖2Rn
=
∫
P(dω)
∫ 1
1
2
ds‖(1 − L)r/2{θ[A(2s − 1, ω).θ−1X(s, ω)]}‖2Rn
=
∫ 1
0
du
∫
P(dω)‖(1 − L)r/2{θ[A(u, ω).θ−1X(u+ 1
2
, ω)]}‖2Rn
=
∫ 1
0
du
∥∥∥∥A(u, .).θ−1X(u+ 12 , .)
∥∥∥∥2
D2r
(θ commutes with O.U.)
≤
∫ 1
0
duC(r, r′)
∥∥∥∥θ−1X(u+ 12 , .)
∥∥∥∥2
D2
r′
(C(r, r′) is a constant)
≤ 2C(r)‖X‖2D2
r′ (Ω,H)
Then δ qA = divA grad is a D
2∞-continuous operator on D2∞ ∩ F 1
2
.
With Theorem 2, 2, we get an extension δ˜ qA on
D2∞
ï
(Ω,F 1
2
,P)× (Ω,F⊥1
2
,P)
ò
= D2∞(Ω).
This extension is D2∞-continuous. With Lemma 4..6 ii) it is D∞-continuous
from D∞(Ω) in D∞(Ω); using this continuity and direct computation, δ˜ qA is
a derivation, which is adapted because qA is adapted, so δ qA is an adapted
derivation.
Now let (Vi(s, ω))i=1,...,n be a D
∞-adapted vector field. Then
∫ 1
0
tVidB
i is
an Ito¯ integral, and:
δ˜ qA
ñ∫ 1
0
tVidB
i
ô
=
∫ t
0
(δ˜ qA
tVi)dB
i +
∫ 1
0
tVi(δ˜ qAdB
i)
=
∫ 1
0
(δ˜ qA
tVi)dB
i +
∫ 1
0
(tVi)
t qAdBi
Let F = δ˜ qA(
∫ 1
0
tVidB
i); with Clark-Ocone we have:
F =
∫ 1
0
E [(gradF )i(t)|Ft] dBi =
∫ 1
0
(δ˜ qA
tVi)dB
i +
∫ 1
0
(tVi)
t qAdBi
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In this last equation, all integrals are Ito¯ integrals so:
tVi
t qA = E [(gradF )i(t)|Ft]− δ˜ qA(tVi)
With Theorem 2, 8, E [(gradF )i(t)|Ft] is a D∞-vector field; which proves
that tVi
t qA is a D∞-vector field.
The map: X
µ→ Xˆ(s, ω) = X(s+12 , ω) is the left inverse of: X
λ→ qX and
µ ◦ λ(X(s, ω)) = X(s, ω).
Let V (s, ω) be a possibly non-adapted D∞-vector field; then t qV (s, ω) is an
adapted D∞-vector field, and so is tA.t qV ; so using the left inverse map µ above,
A.V is a D∞-vector field.
So A is D∞(Ω,H) multiplicator. 
Corollary 4..1. If A(s, ω) is a process with values in n× n-A.M., such
that ∃m ∈ N⋆ : ∀s ∈ [0, 1] : A(s, ω) ∈ Cm and ‖A(s, .)‖L2 is uniformly bounded
(in s), then A is a multiplicator.
Proof. Use Lemma 4..5, ii), and Lemma 4..7 
Now we go back to the end of the proof of Theorem 4..1:
We already know that A being the n×nmatrix with taij(t, ω) = E
[
(δBi1)j(t)|Ft
]
is asymetrical, adapted. We now show that A is a D∞(Ω,H) multiplicator
process.
The family t→ Bi(t+ǫ)−Bit√
ǫ
is in C1(Ω) and is (t, ǫ)-uniformly L2-bounded,
and so is a family of multiplicators (Corollary 3, 1), uniformly in (t, ǫ).
And if h(t, ω) =
∫ t
0 h˙(s, ω)ds is a D
∞-vector field then ∀i = 1, . . . , n: t →∫ t
0
Bit+ǫ−Bit√
ǫ
h˙(s, ω)ds is a D∞-vector field and:
δ
ñ∫ t
0
Ç
Bis+ǫ −Bis√
ǫ
å
h˙(s, ω)ds
ô
=
∫ t
0
δ
Ç
Bis+ǫ −Bis√
ǫ
å
h˙(s, ω)ds +
∫ t
0
Ç
Bis+ǫ −Bis√
ǫ
å
δh˙(s, ω)ds
In the above equation, the first and last items are vector fields (in the first
integral, δ is the extension of Corollary 2, 4); so t → ∫ t0 δ ÅBit+ǫ−Bit√ǫ ã h˙(s, ω)ds
is a D∞-vector field, which proves that: s → δ [B
i
s+ǫ−Bis]√
ǫ
are multiplicators,
ǫ-uniformly (0 < ǫ < 1).
Then, with the Ito¯ formula, and Lemma 4..3 i):
F i,j(ǫ) =
Bi(s+ ǫ)−Bi(s)√
ǫ
· δ
ñ
Bj(s+ ǫ)−Bj(s)√
ǫ
ô
=
1
ǫ
∫ s+ǫ
s
tajidu+
1
ǫ
∫ s+ǫ
s
Å∫ u
s
tajkdB
k
ã
dBiu +
1
ǫ
∫ s+ǫ
s
Å∫ u
s
dBi
ã
tajkdB
k
u
so:
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∥∥∥∥∥F i,j(ǫ)− 1ǫ
∫ s+ǫ
s
tajidu
∥∥∥∥∥
L2(Ω)
≤ 1
ǫ
[∫ s+ǫ
s
du
(∫ u
s
dα
n∑
k=1
E
î
taik(α, .)
2
ó)] 12
+
1
ǫ
[∫ s+ǫ
s
duE
[
n∑
k=1
Å∫ u
s
dBj
ã2
.
Ä
taik
ä2]] 12
(8)
as taik is D
∞-bounded (Lemma 4..4), we see that the r.h.s. of (8) is L2-bounded.
But F i,j(ǫ) ∈ F⊥s ∩ Fs+ǫ; the filtration being right-continuous:
limǫ↓0F⊥s ∩ Fs+ǫ = {0}.
So (F i,j(ǫ)) admits an adherence value, which is 0, to which F i,j(ǫ) converges
L2-weakly.
And as from (8) we see that F i,j(ǫ)− 1ǫ
∫ s+ǫ
s
tajidu admits a L
2-weak limit,
we see that:
Bi(s+ ǫ)−Bi(s)√
ǫ
· δ
[
Bj(s+ ǫ)−Bj(s)]√
ǫ
L2
⇀ taji
All that is left to prove is that the L2-weak limit of multiplicators
Bi(s+ǫ)−Bi(s)√
ǫ
· δ [B
j(s+ǫ)−Bj(s)]√
ǫ
is again a multiplicator.
Then a net of barycenters bij(ǫ) constructed using the items of the sequence
Bi(s+ǫ)−Bi(s)√
ǫ
· δ [B
j(s+ǫ)−Bj(s)]√
ǫ
is L2-strongly convergent towards taji .
But the B
i(s+ǫ)−Bi(s)√
ǫ
· δ [B
j(s+ǫ)−Bj(s)]√
ǫ
are ǫ-uniformly multiplicators; so
are the bij(ǫ), as they are barycenters built on multiplicators.
Then, for X ∈ D∞(Ω,H), bij(ǫ).X converges in L2 towards tajiX and the
bij(ǫ).X are uniformly D
∞-bounded; so by interpolation, the convergence of
the bij(ǫ).X is D
∞(Ω,H), which proves that taij is a D
∞-multiplicator.
Theorem 4..2. Let Un be a sequence of adapted D
∞-vector fields such
that the associated derivations converge pointwise towards a derivation δ, with
zero divergence. Then δ ≡ 0.
Proof. We remind that for δ ∈ Der, div δ is an operator such that: ∀ϕ ∈
D∞(Ω) : (div δ).ϕ =
∫
δϕ.
Denote by δn the derivation associated with Un:
∀ϕ ∈ D∞(Ω) : δnϕ = Un.ϕ = 〈Un, gradϕ〉H
Then div δn → div δ in the "distribution" meaning, that is:∫ 〈Un, gradϕ〉H → ∫ δϕ,∀ϕ ∈ D∞(Ω)
By hypothesis:
∫ 〈Un, gradϕ〉HdP→ 0,
Then:
∫
(divUn).ϕP(dω)→ 0, so divUn → 0 as distributions ∈ (D∞)⋆.
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Then grad(divUn)→ 0 as distributions ∈ (D∞(Ω,H))⋆.
Then E
ï →
grad divUn|Ft
ò
is also a sequence of adapted vector fields, which
as distributions of (D∞(Ω,H))⋆ converges towards 0 as the operator projection
on Ft is continuous.
But:
∫
E
ï →
grad divUn|Ft
ò
dB = divUn (Clark-Ocone) and as Un is adapted:∫
UndB = divUn (Skorokhod integral)
So E
ï →
grad divUn|Ft
ò
= Un (Fundamental isometry).
Then Un → 0 as distributions ∈ (D∞(Ω,H))⋆.
With: ϕ ∈ D∞(Ω), ψ ∈ D∞(Ω), we have: ϕ gradψ ∈ D∞(Ω,H) which
implies:
∫
〈Un, ϕ gradψ〉H P(dω) =
∫
ϕ.Un(ψ)P(dω)→
∫
ϕ(δψ)P(dω) = 0

Corollary 4..2. An adapted derivation is not generally a limit of a
sequence of adapted vector fields.
For the Corollary 4..3 that follows, the notion of stochastic parallel transport
of a vector X in a Riemannian manifold is needed. It will be defined later in
Section 5, and denoted X//(t, ω).
Corollary 4..3. Given a compact Riemannian manifold (Vn, g) and Pm0(Vn, g)
being the set of continuous paths: [0, 1]→ Vn, starting from
m0 ∈ Vn, there cannot be a global chart from Pm0(Vn, g) into the Wiener
space such that:
i) it leaves the measure invariant.
ii) it has a continuous linear tangent map on the associated spaced of
D∞-continuous derivations.
iii) this tangent map sends a dense subset X of the adapted vector fields:
X =
{
n∑
i=1
ai(t, ω)ei//(t, ω)
∣∣∣∣∣ai(t, ω) adapted
}
in a dense subset of the adapted vector fields on the Wiener space;
(ei)i=1,...,n being an orthonormal basis of Tm0Vn.
Remark 4..4. This result proves that even another chart map than the
Ito¯ map, satisfying reasonable conditions, does not have a linear tangent map.
Proof. Suppose there exists such a global chart ψ and that Tψ is the
associated linear tangent map. From Theorem 4.1, we know that there is a
derivation δ adapted, with a null divergence, and three vector fields u, v, w,
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such that: δ = [u, v] − w. Then from iii) there exist three sequences of X ,
(un)n∈N⋆ , (vn)n∈N⋆ , (wn)n∈N⋆ , such that: un
Der→ u, vn Der→ v, wn Der→ w; as
(un)n∈N⋆ is bounded in Der, by Banach-Steinhaus we have:
[un, vn]
Der→ [u, v]; so [un, vn]−wn Der→ δ
and Tψ([un, vn]− wn) = [Tψun, Tψvn]− Tψwn Der→ Tδ.
But by i): div(Tψδ) = 0), and [Tψun, Tψvn] − Tψwn is an adapted vector
field.
Then Theorem 4..2 proves that Tψδ = 0, which implies δ = 0.

Remark 4..5. It is the property of adaptation that is at the root of this
impossibility to find a regular enough global chart, which would admit a linear
tangent map.
Remark 4..6. Instead of X being the set of the adapted vector fields,
we could have chosen any dense subset of adapted vector fields, because later
we will see that the D∞-module generated by such a subset is dense in the
D∞-continuous derivations.
Theorem 4..3. Let X : [0, 1] × Ω → R be an α-D∞-Holderian process.
Then X is a D∞-multiplicator.
Proof. From Theorem 2, 10, we know that X = Y ⋆ βs with
Y = ddt(X ⋆ β1−s) and Y is completely D
∞.
Then fixing γ > 1, and q such that 0 < qs < 1, there exists p > 1 with
1 + 1γ =
1
p +
1
q .
Y being completely D∞, ‖Y (ω, .)‖Lp([0,1],dt) ∈ L∞−0(Ω). So:
∀t : |X(t, ω)| = |Y (., ω) ⋆ βs(.)(t)| ≤ ‖Y (ω, .)‖Lp([0,1],dt)‖βs‖Lq([0,1],dt)
And ‖Y (ω, .)‖Lp([0,1],dt) ∈ L∞−0(Ω).
So with the Criterion 2, 2, we have that X is a multiplicator. 
Corollary 4..4. If X : t → ∫ t0 h˙(s, ω)ds is a D∞-vector field, then the
process X(t, ω) is a D∞-multiplicator.
Proof.
(1− L)r/2(X(t + ǫ, ω)−X(t, ω)) =
∫ t+ǫ
t
(1− L)r/2h˙(s, ω)ds
Then:
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‖X(t+ ǫ, .)−X(t, .)‖Dpr (ω) ≤ ǫ
1
2
∥∥∥∥∥∥
ñ∫ 1
0
|(1− L)r/2h˙(s, ω)|2ds
ô 1
2
∥∥∥∥∥∥
Lp(Ω)
so:
‖X(t + ǫ, .)−X(t, .)‖Dpr (ω) ≤ ǫ
1
2 ‖X‖Dpr(Ω,H)

Theorem 4..4. IfXn(t, ω) is a sequence of processes, converging D
∞-towards
X(t, ω), t-uniformly, then the vector fields Yn : t →
∫ t
0 Xn(s, ω)ds converges
D∞(Ω,H) towards the vector field Y : t→ ∫ t0 X(s, ω)ds.
Proof. Suppose X(t, ω) = 0, P− a.s.. Then:
‖Yn‖pDpr(Ω,H) =
∫
P(dω)
Ç∫ 1
0
ds|(1− L)r/2Xn(s, ω)|2
åp/2
≤
∫
P(dω)
∫ 1
0
ds|(1− L)r/2Xn(s, ω)|p
=
∫ 1
0
ds‖Xn‖pDpr(Ω)

Theorem 4..5. If X is a D∞-vector field, the associated process is
D∞-bounded.
Proof. X(t, ω) =
∫ t
0 h˙(s, ω)ds. Then: X(t, ω) = 〈h(s, ω), u→
∫ u
0 1[0,t](s)ds〉H .

Theorem 4..6. If An(t, ω) is a n-uniform sequence of multiplicators, and
if An(t, ω) converges P(dω)⊗ds[0, 1]-a.s. towards A, then An converges, in the
multiplicator sense, towards A.
Remark 4..7. Convergence in the multiplicator sense means that ∀(p, r)
An converges strongly as operators towards A:
∀X ∈ H, ‖AnX −AX‖Dpr(Ω,H) → 0
Proof. Using the theorem on conditions of equivalence of Lp-convergence
and a.s.-convergence, when the Lp norms of the sequence are uniformly bounded
and the measure is finite. 
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4. 4 Any adapted multiplicator is a limit of a sequence of
"step-multiplicators"
Theorem 4..7. Any adapted multiplicator A is a limit in the multiplicator
sense of a sequence of adapted "step multiplicators", that is that have the form:
k∑
i=0
1[ti,ti+1[(t)A(ti, ω),
where A(ti, ω) ∈ Fti and A(ti, ω) being a multiplicator. (t0 = 0, tk−1 = 1).
Proof. a) We first prove than any adapted multiplicator is a limit of a
sequence An of continuous multiplicators, in a "multiplicator sense", that is
An converges towards A, strongly as operators;
for each Dpr(Ω,H): ∀X ∈ H : AnX
D
p
r(Ω,H)→ AX.
b) Let u(t, ω) be a D∞-vector field and for λ ∈]0, 1[, we denote by vλ the
vector field:
vλ(t, ω) =
∫ t
0 1[0,λ](s)u˙(
s
λ , ω)
1√
λ
ds
Then straightforward computation shows that: ‖vλ‖Dpr(Ω,H) = ‖u‖Dpr(Ω,H).
Now we denote by Aλ(t, ω) = A(λt, ω).
Straight computation gives:
‖Aλ(t, ω)u(t, ω)‖Dpr (Ω,H) = ‖A(t, ω)vλ(t, ω)‖Dpr(Ω,H)
≤ C(p, r, p′, r′)‖vλ(r, ω)‖Dp′
r′ (Ω,H)
≤ C(p, r, p′, r′)‖u(t, ω)‖
D
p′
r′ (Ω,H)
C(p, r, p′, r′) being a constant.
So the family Aλ is a λ-uniform family of multiplicators.
Then the ‹An(t, ω) = n ∫ 11− 1
n
Aλ(t, ω)dλ are n-uniformly multiplicators.
‖‹AnX‖Dpr (Ω,H) ≤ n ∫ 1
1− 1
n
‖Aλ(t, ω)X‖Dprdλ ≤ C(p, r, p′, r′)‖X‖Dp′
r′ (Ω,H)
As ‹An → A, L2([0, 1]×Ω)-a.s., we have with Theorem 4..6, that t 1n ‹An → A
in the multiplicator sense, and each ‹An is continuous and adapted.
b) Now we prove that any continuous, adapted multiplicator is a limit, in
the multiplicator sense, of adapted step-multiplicators.
If u(t, ω) =
∫ t
0 u˙(s, ω)ds, let ϕ be an increasing bijection of [0, 1] on itself,
such that ϕ ∈ C1([0, 1]), and ϕ′(t) > C0, C0 constant > 0.
And we denote by: uϕ(t, ω) =
∫ t
0 u˙(ϕ
−1(s), ω)
»
(ϕ−1)′(s)ds, ϕ−1 being the
inverse function of ϕ.
Straight computation shows that: ‖uϕ‖Dpr(Ω,H) = ‖u‖Dpr(Ω,H)
Then we define (Aϕu)(t, ω) =
∫ t
0 A [ϕ(s), ω] u˙(β, ω)ds.
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Straight computation shows: ‖Aϕu‖Dpr(Ω,H) = ‖Auϕ‖Dpr(Ω,H)
So the family Aϕ is ϕ-uniformly a family of adapted multiplicators.
c) If ψ is a step function on [0, 1], there exists a sequence ϕk of functions
like in b), which converges towards ψ.
Then An (ϕk(.), ω) converges towards An (ϕ(.), ω) in the multiplicator sense
thanks to the continuity of An, and this convergence is uniform relatively to
the step functions ψ.
d) Now there exists a sequence of step functions converging towards t on
[0, 1] from below, denoted ψl, l ∈ N⋆. Then An (ψl(.), ω) will converge in the
multiplicator sense towards An(t, ω), which converges in the multiplicator sense
towards A(t, ω).
And A
Ä∑k
i=0 ai1[ti,ti+1[(t), ω
ä
=
∑k
i=0 1[ti,ti+1[A(ai, ω).

5. D∞-morphisms, charts maps,
and inversibility
5. 1 Theorems showing under which conditions a
D∞-morphism is a D∞-diffeomorphism
Unless otherwise specified, the setting is a Gaussian space (Ω,F ,P,H). U
is an adapted process with values in n×n unitary matrices, and a multiplicator;
the map θU on C1(Ω):
θU(W (h)) =
∫ 1
0
th˙U−1. dB
where B is a n-dimensional Brownian, and h ∈ H, can be extended in an
injective morphism on L∞−0(Ω), because it preserves laws. In this chapter
we will study some conditions under which θ can be a D∞-morphism, or a
D∞-isomorphism.
Let (Ωi,Fi,Pi,Hi), i = 1, 2, two Gaussian spaces and denote by M:
M = {m/m map of Ω1 in unitary operators on H2 such that m
is a D∞(Ω1,H2)-multiplicator and there exists m−1 ∈ M
such that : m−1(ω1) = (m(ω1))−1}.
Remark 5..1. m, D∞(Ω1,H2)-multiplicator, means that:
∀α ∈ D∞(Ω1,H2),m(ω1)α(ω1) is a D∞(Ω1,H2) vector field.
70
Remark 5..2. The existence’s condition of m−1 is useless if m has the
form U(t, ω) where U is a unitary operator on a finite dimensional space (U−1 =
U∗).
Notation. We denote byWi(hi), gradi,divi, Gaussian variables, Malliavin
derivatives, and divergences built respectively on (Ωi,Fi,Pi,Hi), i = 1, 2 ; otherwise
W , grad, and div relate to (Ω1 × Ω2,F1 ⊗F2,P1 ⊗ P2,H1 ⊕H2).
Let m ∈ M, and denote θm : C1(Ω1 × Ω2) → L∞−0(Ω1 × Ω2) an R-linear
map defined by:
θm[W1(h1)] = W1(h1), h1 ∈ H1,
θm[W2(h2)] = (ω1 →W2(m(ω1)h2)), h2 ∈ H2.
Then we extend θm on Gaussian polynomials as an algebraic morphism and
denote it again by θm.
Theorem 5..1.
i) if m ∈M, Range θm ∈ D∞(Ω1 × Ω2).
ii) θm can be extended in a bicontinuous bijection of L
∞−0 on itself.
Proof. i). Let (εj)j∈N∗ be an Hilbertian basis of H2 and h2 ∈ H2:
div[m(ω1)h2] =
∞∑
j=1
div[f j(ω1)εj ]
=
∞∑
j=1
f j(ω1)W2(εj) + 〈grad1 f j(ω1), εj〉H1⊕H2
= W2[
∞∑
j=1
f j(ω1)εj ]
= θm[W2(h2)] =⇒ θm[W2(h2)] ∈ D∞(Ω1 × Ω2).
ii). a1 and a2 being numerical constants, direct calculation shows:
θm[a1W1(h1) + a2W2(h2)] is a Gaussian variable which has the same law than
W [a1h1 + a2h2]. So θm can be extended by continuity to L
∞−0(Ω1 × Ω2) and
is a map of L∞−0(Ω1 × Ω2) in itself, again denoted θm. Then:
θm−1 ◦ θm[W1(h1)] = W (h1)
and
θm−1 ◦ θm[W2(h2)] = θm−1 [div(m(ω1)h2)]
= θm−1
 ∞∑
j=1
f j(ω1)W2(εj)

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=
∞∑
j=1
f j(ω1)θm−1 [W2(εj)]
=
∞∑
j=1
f j(ω1) div[m
−1(ω1)εj ]
=
∞∑
j=1
div[f j(ω1)m
−1(ω1)εj ]
= div
m−1(ω1)
Ñ
∞∑
j=1
f j(ω1)εj
é
= div h2 = W2(h2).

We extend m to D∞(Ω1,H1 ⊕H2), again denoted by m, by:
∀V ∈ D∞(Ω1,H1),m(ω1)V = V.
Then, we extend m to D∞(Ω1 × Ω2,H1 ⊕ H2) in intself denoted again by
m, with Theorem 2.2.i. This last extension is D∞(Ω1 × Ω2)-linear because
it is D∞(Ωi)-linear (i = 1, 2), so is linear for finite sum of products like
α(ω1)β(ω2), α(ω1) ∈ D∞(Ω1), β(ω2) ∈ D∞(Ω2) and, by D∞-density of these
linear combinations in D∞(Ω1 × Ω2), is D∞(Ω1 × Ω2)-linear.
Denote H = H1 ⊕H2. (ej)j∈N∗ being an Hilbertian basis of H, we define
mR, a linear operation from a subset of D
∞(Ω1 ×Ω2,H ⊗H) by
mR(
∑k
j=1 ej ⊗ Yj) = ej ⊗m(Yj), the Yj being D∞-vector fields in D∞(Ω,H).
Then it is easy to check that: if Xj , j = 1, . . . , k are constant vectors of H,
mR
Ñ
k∑
j=1
Xj ⊗ Yj
é
=
k∑
j=1
Xj ⊗m(Yj);
so the definition of mR does not depend on the choosen Hilbertian basis. With
Theorem 2.4 and Corollary 2.4, we extend mR in an D
∞-continuous operator
on D∞(Ω,H1 ⊕H2). We can also define an operator, divR, on ∑kj=1Xj ⊗ Yj,
the Xj being constant vectors of H, by
divR
Ñ
k∑
j=1
Xj ⊗ Yj
é
=
k∑
j=1
(div Yj)Xj .
Again, thanks to the extension Theorem 2.4 and Corollary 2.4, we can extend
divR in an D
∞-continuous operator from D∞(Ω,H⊗H) in D∞(Ω,H), denoted
again divR. Then:
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Lemma 5..1. If X ∈ D∞(Ω,H), (ei)i∈N∗ being an Hibertian basis of H,
then
divR(gradX) +X = grad(divX).
Proof. Let X ∈ D∞(Ω,H) such that only N components of X are not 0,
and write X =
∑N
j=1X
jej . Then,
grad(divX)−X = grad
Ñ
N∑
j=1
〈gradXj, ej〉H +
N∑
j=1
XjW (ej)
é
−X
=
∞∑
i=1
Ñ
N∑
j=1
〈grad(〈gradXj , ej〉H), ei〉Hei
é
+
N∑
j=1
(gradXj)W (ej)
= lim
k↑∞
k>N
 k∑
i=1
N∑
j=1
〈grad(〈gradXj , ej〉H), ei〉Hei
+ N∑
j=1
(gradXj)W (ej)
= divR(gradX),
because
gradX =
N∑
j=1
gradXj ⊗ ej = lim
k↑∞
k∑
i=1
[ei ⊗ (
N∑
j=1
〈gradXj , ei〉Hej)],
and
divR(gradX) = lim
k↑∞
k∑
i=1
ei div
Ñ
N∑
j=1
〈gradXj , ei〉Hej
é
= lim
k↑∞
k∑
i=1
N∑
j=1
ei
î
〈gradXj , ei〉HW (ej) + 〈ej , grad(〈gradXj, ei〉H)〉H
ó
=
N∑
j=1
gradXjW (ej) + lim
k↑∞
k∑
i=1
N∑
j=1
〈ej , grad(〈gradXj , ei〉H)〉Hei,
and as X ∈ D∞(Ω,H), we have
〈ej , grad(〈gradXj , ei〉H)〉H = 〈ei, grad(〈gradXj , ej〉H)〉H .

Let V ∈ D∞(Ω1 × Ω2,H). We define an R-linear operator δ on D∞(Ω1 ×
Ω2,H) by:
δV = divR[(m
−1)R(grad(mV )−mR grad V )] +mV. (1)
δ is well defined and goes from D∞(Ω1 × Ω2,H) in itself.
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Lemma 5..2. If V1(ω1) ∈ H1, V2(ω2) ∈ H2, then
divR[mR(V1 ⊗ V2)] = θ˜m(divR(V1 ⊗ V2)),
θ˜m being the extension of θm, as in Corollary 2.3.
Proof. Straightforward computation. 
We now return to the operator δ defined in (1).
Theorem 5..2. i) δ sends D∞(Ω,H) in D∞(Ω,H), continuously.
ii) δ[grad(fg)] = fδ(grad g) + gδ(grad f), for all f, g ∈ D∞(Ω1 × Ω2).
Proof. i). All operators in δ are continuous from D∞(Ω1 × Ω2,H) in
D∞(Ω1 × Ω2,H ⊗H), or D∞(Ω1 ×Ω2,H ⊗H) in D∞(Ω1 × Ω2,H).
ii). Direct calculus on the following cases: f1(ω1)g1(ω1), f1(ω1)g2(ω2),
f2(ω2)g2(ω2), fi, gi, i = 1, 2 being functions of D
∞(Ωi). 
Theorem 5..3. θm can be extended in a bicontinuous bijection of D
∞(Ω1×
Ω2) in itself.
Proof. The only points left to prove, after Theorem 5..1, are Range θm ⊂
D∞(Ω1 × Ω2) and the D∞-continuity of θm. If we denote θ˜m the extension of
θm to D
∞(Ω1 × Ω2,H) in L∞−0(Ω,H) as in Corollary 2.3, we have:
θ˜[δ(grad(fg))] = θm(f)δ(grad g) + θm(g)δ(grad f).
As we also have:
grad θm(fg) = θm(f) grad θm(g) + θm(g) grad θm(f).
θ˜m◦δ(grad) and grad θm are two θ-derivations (cf. Definition 2.3) which coincide
onW (h1), h1 constant vector of H1 and W (h2), h2 constant vector of H2: with
lemmas 5..1 and 5..2, we have
θ˜m[δ(gradW2(h2))] = θ˜m[divR((mR)
−1 gradmh2)] + θ˜m(mh2)
= divR(mRm
−1
R gradmh2) +mh2
= divR(gradmh2) +mh2
= grad(divmh2)−mh2 +mh2
= grad div(mh2)
= grad θm[W2(h2)].
Then θ˜m◦δ(grad) and grad θm coincide on all polynomials on Gaussian variables,
and as they both are D∞-continuous θ-derivations, then on D∞-functions.
Now we proceed by induction: suppose θm sends continuously D
∞(Ω1×Ω2)
in D∞r (Ω1×Ω2) ; then θ˜m sends continuously D∞(Ω1×Ω2,H) in D∞r (Ω1×Ω2,H).
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And for all f ∈ D∞(Ω1 × Ω2), we will have
θ˜m[δ grad f ] = grad θmf,
which implies θmf ∈ D∞r+1(Ω1×Ω2). The D∞-continuity of θm is obtained with
the closed graph theorem. 
Theorem 5..4 (Reciprocal of Theorem 5..3). In the same setting than
previously, let m be an operator from Ω1 into the unitary operators on H2 ; we
can define a map θm:
θm[W1(H1)] = W1(h1), h1 ∈ H1,
θm[W2(h2)] = div(mh2), h2 ∈ H2.
And suppose that θm can be extended in a diffeomorphism of D
∞(Ω1 × Ω2) in
itself. Then m, and m−1, are D∞(Ω1,H2) multiplicators.
Proof. Straightforward computation shows that if if X ∈ D∞(Ω2,H2), X
constant, then mX = grad2 θm[divX] because m depends only of varaibles in
Ω1, and so relatively to the Ω2-variables, is constant.
If f ∈ D∞(Ω1), we also have
θm(f divX) = fθm(divX),
and again
grad2 θm[f divX] = fmX = m(f(ω1)X).
Now m(ω1) is L
∞−0(Ω1,H2)-continuous became m is unitary ; so m(·) is closed
in the D∞-topology which is finer than the L∞−0-topology. So the finite linear
sums like:
k∑
i=1
f i(ω1)εi,
(εi)i∈N∗ an Hilbertian basis of H2 and f(ω1) ∈ D∞(Ω1), being a dense set in
D∞(Ω1,H2), m is a multiplicator from D∞(Ω1,H2) in itself.
Same demonstration for m−1. 
Remark 5..3. A particular case of 5..2 is the following: let t0 ∈ ]0, 1[, W1
the Wiener space built on [0, t0] and W2 the Wiener space built on [t0, 1], and
U1(t, ω1) an unitary operator of Rn to Rn, which is a multiplicator and such
that ∀t ∈ [t0, 1],U1(t, ω1) ∈ Ft0 . Let
U(t, ω1) = 1[0,t0[(t)IdRn + U1(t, ω1)1[t0,1](t),
and let
m(ω1)h1(t) =
∫ t∧t0
0
h˙1(s) ds, h1 ∈ H1 (H1 the Cameron-Martin space of W1)
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and
m(ω1)h2(t) =
∫ t
t0
U−1(s, ω1)h˙2(s) ds, h2 ∈ H2 (H2 the Cameron-Martin space of W2).
It is easy to see that such an operator m is a multiplicator of D∞(Ω1,H2) in
D∞(Ω1,H2) and that m(ω1)is an unitary operator on H2. So as in Theorem
5..3, if we denote
θm[W (h1)] = W (h1),
and θm[W (h2)] =
∫ 1
0
th˙2U−1. dB,
θm can be extende in a D
∞-diffeomorphism of D∞(W1 ×W2) in itself.
Conversely, if U1 is such as in this remark 5..3 and if the θm associated to
U1 is a D∞-diffeomorphism, then m is a multiplicator.
Proof. Use Theorem 5..4. 
Example (Process U , adapted, multiplicator, with values in n×n-unitary
matrices such that the associated θU (θU (W (h)) =
∫ 1
0
th˙U−1. dB) is not a
D∞-diffeomorphism). Let (Xt, Yt) a standard brownian on R2 and let
U(t, ω) =
(
cos Xt√
t
sin Xt√
t
− sin Xt√
t
cos Xt√
t
)
.
U(t, ω) is an unitary operator on H1 ⊕H2.
To show that U(t, ω) is a multiuplicator, we use the criterium 4.1:
∀r > 1,∃s > 1,∃C(r, s),∀f ∈ D2∞(Ω,R2), the map f 7→ U(t, w)f (D2r → D2s) is
bounded with a norm less or equal than C(r, s) ; we note that Xt/
√
t is in C1
(for a fixed t) so ∃ht ∈ H1,Xt/
√
t = W (ht). Then
‖ht‖H1 = 1
(
=
∥∥∥∥Xt√t
∥∥∥∥
L2(Ω1)
)
;
then ∥∥∥∥∥grad
Ç
cos
Xt√
t
å∥∥∥∥∥
H1
=
∥∥∥∥∥
Ç
sin
Xt√
t
å
ht
∥∥∥∥∥
H1
≤ 1.
In the same way: ∥∥∥∥∥gradk
Ç
cos
Xt√
t
å∥∥∥∥∥⊗kH1 ≤ 1.
Then straightforward computation shows that the map f 7→ U(t, ω)f verifies the
above mentionned criterium 4.1. (To simplify the calculus, use lemma 4.1.i).
Now let A the process
A =
Ç
0 −a(t, ω)
a(t, ω) 0
å
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where a(ω, t) is an adapted multiplicator. Then divA grad exists as a derivation,
and
DaXt = −
∫ t
0
a(s, ω). dYs,
DaYt =
∫ t
0
a(s, ω). dXs.
Then
θU
Ç
Xt
Yt
å
=
∫ t
0
(
cos Xs√
s
− sin Xs√
s
sin Xs√
s
cos Xs√
s
)
.
Ç
dXs
dYs
å
=
(∫ t
0 cos
Xs√
s
. dXs −
∫ t
0 sin
Xs√
s
. dYs∫ t
0 sin
Xs√
s
. dXs +
∫ t
0 cos
Xs√
s
. dYs
)
From that we deduce
Da(θU (Xt)) =
∫ t
0
1√
s
sin
Xs√
s
Å∫ s
0
a(u, ω). dYu
ã
. dXs −
∫ t
0
cos
Xs√
s
a(s, ω). dYs
+
∫ t
0
1√
s
cos
Xs√
s
Å∫ s
0
a(u, ω). dYu
ã
. dYs −
∫ t
0
sin
Xs√
s
a(s, ω). dXs,
Da(θU (Yt)) = −
∫ t
0
1√
s
cos
Xs√
s
Å∫ s
0
a(u, ω). dYu
ã
. dXs −
∫ t
0
sin
Xs√
s
a(s, ω). dYs
+
∫ t
0
1√
s
sin
Xs√
s
Å∫ s
0
a(u, ω). dYu
ã
. dYs +
∫ t
0
cos
Xs√
s
a(s, ω). dXs.
Now let suppose that θU admits an inverse which is a D∞-morphism ; we
will show that
Lemma 5..3. θ−1U (Da(θU )) is a D
∞-continuous derivation of D∞(Ω1×Ω2),
which has the form: div A˜ grad.
Proof. i). θU (Ft) ⊂ Ft: if W (h) ∈ Ft, then h˙(s) = 0 for s > t and
θ[W (h)] =
∫ 1
0
th˙U−1.dB =
∫ t
0
th˙U−1. dB ∈ Ft.
ii). If f ∈ F⊥t , then ∃b(s, ω) ∈ D∞ such that f =
∫ 1
t b(s, ω).dBs implies
θU (f) =
∫ 1
t θb(s, ω)U−1.dBs ∈ F⊥t . So θU(f) ∈ F⊥t implies θ∗Uf ∈ Ft if f ∈ Ft
(θ−1U = θ
∗
U sends Ft in Ft, θU is an L2-isometry). So θ−1U DaθU is adapted.
iii). ∀f ∈ D∞, we have ∫
Da(θUf)P(dω) = 0,
so ∫
θ−1U Da(θUf)P(dω) =
∫
θU(1)Da(θUf)P(dω) = 0.
iv). θ−1U DaθU is an operator, D
∞-continuous adapted, and with a null
divergence: so, with Theorem 4.1, θ−1U DaθU can be written as Da˜ = div A˜ grad,
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with
A˜ =
Ç
0 a˜(t, ω)
−a˜(t, ω) 0
å
.

Now we take an a˜ determinist, and try to find the corresponding a such
that θ−1U DaθU = Da˜. As we have suppose the existence of θ
−1
U , we have
θ−1U DaθU = Da˜ =⇒ DaθU = θUDa˜ =⇒ DaθU
Ç
Xt
Yt
å
= θUDa˜
Ç
Xt
Yt
å
.
Da˜
Ç
Xt
Yt
å
=
Ç− ∫ t0 a˜(s). dYs
+
∫ t
0 a˜(s). dXs
å
,
so
θUDa˜
Ç
Xt
Yt
å
=
(
θU
Ä
− ∫ t0 a˜(s). dYsä
θU
Ä
+
∫ t
0 a˜(s). dXs
ä)
=
Ç− ∫ t0 a˜(s)θU . (dYs)
+
∫ t
0 a˜(s)θU . (dXs)
å
=
Ç− ∫ t0 a˜(sin(Xs/√s). dXs + cos(Xs/√s). dYs)
+
∫ t
0 a˜(cos(Xs/
√
s). dXs − sin(Xs/
√
s). dYs)
å
=
Ç− ∫ t0 a˜ sin(Xs/√s). dXs − ∫ t0 a˜ cos(Xs/√s). dYs
+
∫ t
0 a˜ cos(Xs/
√
s). dXs −
∫ t
0 a˜ sin(Xs/
√
s). dYs
å
.
From θUDa˜(Xt, Yt) = DaθU (Xt, Yt), we get, with
F (s, ω) = −a(s, ω) + 1
s
∫ s
0
a(u, ω). dYu,
∫ t
0
sin
Xs√
s
F (s, ω). dXs +
∫ t
0
cos
Xs√
s
F (s, ω). dYs
= −
∫ t
0
a˜ sin
Xs√
s
. dXs −
∫ t
0
a˜ cos
Xs√
s
. dYs
and
−
∫ t
0
cos
Xs√
s
F (s, ω). dXs +
∫ t
0
sin
Xs√
s
F (s, ω). dYs
= +
∫ t
0
a˜ cos
Xs√
s
. dXs −
∫ t
0
a˜ sin
Xs√
s
. dYs.
From these two last equations:
a˜(t) = −a(t, ω) + 1√
t
∫ t
0
a(s, ω). dYs.
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Let a(ω, t) =
∑∞
0 an(ω, t), an ∈ Cn(Ω) then
−
∞∑
0
an(t, ω) +
∞∑
0
1√
t
∫ t
0
an(s, ω). dYs = a˜(t).
Then a0(t, ω) = −a˜(t), and if bn = ‖an‖2L2(Ω), we get
b2n(t) =
1
t
∫ t
0
b2n−1 ds.
If for instance a˜(t) = 1, then a(t, ω) /∈ D∞.
5. 2 Some other conditions to obtain a D∞-morphism
Now we show that if supt∈[0,1] || gradj U||⊗jH < +∞, θU is a D∞-morphism.
Theorem 5..5. If U(t, ω) is an adapted process from [0, 1]×Ω with values
in the n×n-unitary matrices (on Rn) and such that each || gradj U||⊗jH , j ∈ N∗
is also uniformly (for t ∈ [0, 1]) bounded, then θU being the L∞−0-morphism
associated to U , is a D∞-morphism.
Proof. For h ∈ H, we have θU(W (h)) =
∫ 1
0
th˙U−1.dB. First, we show that
if f ∈ Ck, then there exists a polynomial Pr(k) such that: ‖f‖2D2r = Pr(k) ‖f‖
2
L2 .
L denoting as usual the O.U. operator, as Dpr-norm, we use
‖f‖Dpr =
Ñ
r∑
j=0
∥∥∥gradj f∥∥∥p
Lp(Ω,⊗jH)
é1/p
.
From L grad f −gradLf = grad f , we have L(gradr f)−gradr(Lf) = r gradr f
and
〈gradr f, gradr f〉⊗rH = −〈L(gradr−1 f), gradr−1 f〉⊗r−1H
= (k − r + 1)〈gradr f, gradr f〉⊗rH ,
so
‖gradr f‖2L2 =
k!
(n− k)! ‖f‖
2
L2 .
But
∥∥∥(I − L)r/2f∥∥∥
L2
= (1+ k)r ‖f‖2L2 , so with ‖f‖2D2r =
∑r
j=0
∥∥∥Djf∥∥∥2
L2
, we get:
‖f‖2D2r ≃ k
r when k → +∞, and
‖f‖2D2r = Pr(k) ‖f‖
2
L2 , Pr(k) polynomial (2)
Now with f = (f1, . . . , fn) and the hypothesis on U(t, ω), Leibnitz formula
implies, by induction, with f i ∈ D∞:∥∥∥(U−1)f∥∥∥
D2r
≤ ‖f‖D2r(⊗rH) +K(r) ‖f‖D2r−1(⊗r−1H) , (3)
K(r) being a constant, r-depending.
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Now if f = (f1, . . . , fn) and fi ∈ Ck, i = 1, . . . , n, we have (Clark-Ocone):
f i =
∫ 1
0 g
i
j
. dBj, with gij ∈ Ck−1. And
θU
Ü
f1
...
fn
ê
=
∫ 1
0
θU (gij)(U−1)jℓ .dBℓ, i = 1, . . . , n. (4)
If ~g = (g1, . . . , gn), vector of n functions in D
∞, we write
‖Dr~g‖⊗rH ≤
n∑
ℓ=1
‖Drgℓ‖⊗rH .
Then, if f ∈ D∞(Ω), we can write:
f = E(f) +
∫ 1
0
gℓ.dB
ℓ,
B1, . . . , Bn being n independants Brownians, and gℓ ∈ D∞(Ω). If E(f) = 0,
we have
‖f‖D2r(Ω) ≤
Ç∫ 1
0
ds ‖~g‖2D2r
å1/2
+K2(r)
Ç∫ 1
0
ds ‖~g‖2D2r−1
å1/2
, (5)
K2(r) being an r-depending constant.
But θU (f) =
∫ 1
0 θU(gℓ)(U−1)ℓj .dBj, j = 1, . . . , n. With (5), we have:
‖θUf‖D2r ≤
Ç∫ 1
0
ds
∥∥∥∥−−−−−−−−→θU(gℓ)(U−1)ℓj∥∥∥∥
D2r
å1/2
+K2(r)
(∫ 1
0
ds
∥∥∥∥−−−−−−−−→θU(gℓ)(U−1)ℓj∥∥∥∥
D2r−1
)1/2
.
(6)
Suppose f ∈ Ck, then g ∈ Ck−1 and denoting C(m, r) = ‖θUf‖D2r / ‖f‖D2r , with
(3), we have:
‖θUf‖D2r ≤
Ç∫ 1
0
ds
∥∥∥−−−→θU(g)∥∥∥
D2r
å1/2
+K3(r)
Ç∫ 1
0
ds
∥∥∥−−−→θU(g)∥∥∥
D2r−1
å1/2
,
so
‖θUf‖D2r ≤ C(k − 1, r)
Ç∫ 1
0
ds
∥∥∥−−−→θU(g)∥∥∥
D2r
å1/2
+K3(r)C(k − 1, r − 1)
Ç∫ 1
0
ds
∥∥∥−−−→θU(g)∥∥∥
D2r−1
å1/2
.
(7)
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Using (2) in (7),
‖θUf‖D2r ≤ C(k − 1, r)
√
Pr(k − 1)
Pr(k)
‖f‖D2r
+K3(r)C(k − 1, r − 1)
√
Pr−1(k − 1)
Pr−1(k)
‖f‖D2r−1
which implies, as soon as k is big enough (k ≥ k0):
‖θUf‖D2r ≤ [C(k − 1, r) +K4(r)C(n− 1, r − 1)] ‖f‖D2r . (8)
As ‖θUf‖D2r / ‖f‖D2r = C(k, r), we deduce for k ≥ k0:
C(k, r) ≤ C(k − 1, r) +K4(r)C(k − 1, r − 1).
So, by induction, we see that for k ≥ k0, C(k, r) has a polynomial growth ; then
(8) implies that θUf ∈ D2r . Then with f ∈ D2∞ now, we write f =
∑∞
k=1 fk;
then
‖θUf‖D2r ≤
∞∑
k=1
‖θUfk‖D2r .
Each ‖θUfk‖D2r has polynomial growth when k ≥ k0 ; but the sequence (‖θUfk‖)D2r
is fast decreasing ; so ‖θUf‖D2r < +∞, and θUf ∈ D
2
r . Now by interpolation
θU : D∞ → L∞−0 and θU : D∞ → D2r ; so θU : D∞ → D∞. 
Definition 5..1. Let H be the set
{U /U process with values in n× n unitary matrices,
adapted, [0, 1] ×Ω-mesurable, in L∞−0(Ω)}.
Then we denote by ‖U(s, ω)‖op the operator norm of U(s, ω) on Rn, and if
U1,U2 ∈ H , we denote by
d(U1,U2) = sup
t∈[0,1]
∥∥∥‖U1(t, ·) − U2(t, ·)‖op∥∥∥L2(Ω) .
Then d is a distance on H , for wich H is complete.
Definition 5..2. We denote by θU the L∞−0-morphism generated by
θU (W (h)) =
∫ 1
0
th˙U−1. dB. Then a n×n-matrix V will be said to be k-Lipschitzian
if and only if
∀U1,U2 ∈ H ,
∥∥∥‖θU1(V)− θU2(V)‖op(Rm)∥∥∥L2(Ω) ≤ kd(U1,U2).
Theorem 5..6. Let U ∈ H such that there exists k, 0 < k < 1 so that for
all s ∈ [0, 1], U(s, ·) is k-Lipschitzian. Then θU is a bijection on L∞−0(Ω).
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Proof. For every U ∈ H , V 7→ θV(U−1) is k-Lipschitzian because U 7→ U−1
is 1-Lipschitzian. Then, the Picard theorem asserts that: there exists V0 ∈ H
such that θV0(U−1) = V0. And
∀h ∈ H, θV0
Ç∫ 1
0
th˙U−1. dB
å
=
∫ 1
0
th˙θV0(U−1)V−10 .dB =
∫ 1
0
th˙V0V−10 .dB.
So θV0 ◦ θU = Id which proves that θV0 is surjective ; and as we know already
that θV0 is injective on L
∞−0, θU is a bijection on L∞−0(Ω). 
Remark 5..4. The set of k-Lipschitzian processes is not limited to the
determinist functions: any W (h), with ‖h‖L2 = k < 1, is a k-Lipschitzian
process (straightforward computation).
Now we define the notion of D∞-α-Holderian processes, which will allow
us to study cases when the morphism θ, defined on C1(Ω) by θ[W (h)] =∫ 1
0
th˙U−1.dB, can be extended in a continuous morphism on D∞(Ω).
Definition 5..3 (Same as definition 2.3). A process X : [0, 1]×Ω→ Rn is
said to be D∞-α-Holderian if and only if ∀t1, t2 ∈ [0, 1],∀(p, r) ∈ [1,+∞[×N∗,
∃C(p, r) constant such that,
‖X(t2, ω)−X(t1, ω)‖Dpr ≤ C(p, r)|t2 − t1|α.
Theorem 5..7. Let U be a D∞-adapted process, with values in n × n
unitary matrices, D∞-α-Holderian, with α > 1/2. Then the operator θ defined
on C1 by:
θU [W (h)] =
∫ 1
0
th˙U−1. dB, (h ∈ H,B an n-Brownian),
can be extended in a continuous morphism of D∞(Ω) in itself.
Proof. We know already that θ can be extended in a morphism of L∞−0(Ω)
in L∞−0(Ω), because θ preserves laws. We will need the three following lemmas.

Lemma 5..4. Let E be a n× n antisymmetrical constant matrix, and t ∈
[0, 1]. For f ∈ D∞(Ω), we define DE,tf by:
DE,tf = div(1[0,t[(·)E) grad f.
If ∆ is a finite subdivision of [0, 1], ∆ = {0 = t0 < t1 < · · · < tn = 1}, denote
S∆(f) =
∑n
i=0 |DE,ti+1(f)−DE,ti(f)|2.
Then ∀(p, r) ∈ [1,∞[× N∗,∃C(p, r, f) constant, such that
sup
∆
‖S∆(f)‖Dpr ≤ C(p, r, f).
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Proof. Let ∆ = {0 = t0 < t1 < · · · < tn = 1} a fixed finite subdivision and
εi = ±1, i = 1, . . . , n. Denote
S˜∆({εi})(f) =
n∑
i=0
εi[DE,ti+1(f)−DE,ti(f)].
Then
S˜∆({εi})(f) = divBE({εi}) grad f
with BE({ε}) =∑ni=0 εi1[ti,ti+1[(·)E. The operators BE({εi}) are operators on
Rn, and as such, are uniformly bounded, relatively to the set {εi}, when the
subdivision is fixed, and relatively to the subdivisions∆, and are∆, {εi}-uniformly
determinists.
So the S˜∆({εi}) are linear operators on D∞(Ω), D∞-uniformly bounded
relatively to the sets {εi} and the subdivisions ∆. But
1
2♯({εi})
∑
{εi}
∣∣∣S˜∆({εi})(f)∣∣∣2 = S∆(f),
the sum being taken on all sets {εi}, once the subdivision ∆ is fixed. S∆(f)
belonging to the convex enveloppe of elements whose Dpr-norms do not depend
either of the finite subdivision ∆ or of the set {εi}, there exists a constant
C(p, r, f) such that sup∆ ‖S∆(f)‖Dpr ≤ C(p, r, f). 
Remark 5..5. Later we will suppose θU : D∞(Ω) → D∞r (Ω) (Theorem
5..11). Then the same demonstration as in Lemma 5..4, applied to ∀α, 1 ≤
α ≤ r,
S∆[grad
α θU (DE,tf)] =
n∑
i=0
∥∥∥gradα θU(DE,ti+1f)− gradα θU (DE,tif)∥∥∥⊗αH ,
proves that there exists, for every p, a constant C(α, p, f) such that
sup
∆
‖S∆(gradα θU (DE,tf))‖Lp(Ω,⊗αH) ≤ C(α, p, f).
Now we denote: for a subdivision ∆ of R, r ∈ N∗ and f a process R× Ω→ R,
V∆,R(grad
r f) =
∑
i
‖gradr f(xi+1, ·)− gradr f(xi, ·)‖2⊗rH
and by V∆, when the subdivision is on [0, 1].
Lemma 5..5. Let f : [0, 1] × Ω→ R a process such that
i) ∀t ∈ [0, 1], f(t, ·) ∈ D∞(Ω) and f(0, ω) = 0 P-almost surely.
ii) ∀r ∈ N∗,∀p > 1,∃C(p, r, f), sup∆ ‖V∆ gradr f‖Lp Ω < C(p, r, f).
iii) ∀r ∈ N∗,
∫ 1
0 ‖gradr f‖2⊗rH dt ∈ L∞−0(Ω).
Then, the extension of f , denoted f˜ , which equals 0 on ]−∞, 0] ∪ [2,∞[, and
is an affine process g on [1, 2] with g(1, ω) = f(1, ω) and g(t, ω) = 0 P-almost
surely on [2,∞[, we have:
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I) ∫
R
∥∥∥∥∥gradr f˜(x+ h, ·)− gradr f˜(x, ·)√h
∥∥∥∥∥
2
⊗rH
dx
is L∞−0-bounded, h-uniformly.
II)
∥∥∥gradr f˜∥∥∥
B
ε/2
2,2
∈ L∞−0(Ω),∀r ∈ N∗ and 0 < ε < 1.
Proof. I).∥∥∥∥∥
∫ +∞
−∞
∥∥∥∥∥gradr f˜(x+ h)− gradr f˜(x)√h
∥∥∥∥∥
2
⊗rH
dx
∥∥∥∥∥∥
Lp(Ω)
=
∥∥∥∥∥∥
∫ h
0
∑
n∈Z
∥∥∥∥∥gradr f˜(x+ (n+ 1)h)− gradr f˜(x+ nh)√h
∥∥∥∥∥
2
⊗rH
dx
∥∥∥∥∥∥
Lp(Ω)
≤ 1
h
∥∥∥∥∥
∫ h
0
C(p, r) dx
∥∥∥∥∥
Lp(Ω)
= C(p, r, f).
II). We have to show that:∥∥∥∥∥∥∥∥
∫ ∞
0
dh
∥∥∥gradr f˜(x+ h)− gradr f˜(x)∥∥∥2
L2(dx,⊗rH)
h1+2ε/2
∥∥∥∥∥∥∥∥
Lp(Ω)
< C(p, r, f).
The left-hand side of the above inequality is bounded by:∥∥∥∥∥
∫ 1
0
dh
hε
∥∥∥∥∥gradr f˜(x+ h)− gradr f˜(x)√h
∥∥∥∥∥
2
L2(dx,⊗rH)
∥∥∥∥∥∥
Lp(Ω)
+
∥∥∥∥∥∥∥∥
∫ ∞
1
dh
∥∥∥gradr f˜(x+ h)− gradr f˜(x)∥∥∥2
L2(dx,⊗rH)
h1+ε
∥∥∥∥∥∥∥∥
Lp(Ω)
.
The first integral above is bounded because dh/hε is a bounded measure on
[0, 1], and with I). The second integral is bounded by:∥∥∥∥∥∥∥∥
∫ ∞
1
dh 4
∥∥∥gradr f˜(x, ω)∥∥∥2
L2(dx,⊗rH)
h1+ε
∥∥∥∥∥∥∥∥
Lp(Ω)
and with iii) we get the result. 
Lemma 5..6. Let f : [0, 1] × Ω→ R a D∞-α-Holderian process such that:
i) α > 1/2,
ii) f(0, ·) = 0, P-almost surely.
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Then, f˜ being as in Lemma 5..3, we have:∥∥∥gradr f˜∥∥∥
B
1−ε/2
2,2
∈ L∞−0, 0 < ε < α− 1
2
.
Proof. We must prove∥∥∥∥∥∥∥∥
∫ ∞
0
dh
∥∥∥gradr f˜(x+ h)− gradr f˜(x)∥∥∥2
L2(dx,⊗rH)
h1+2(1−ε/2)
∥∥∥∥∥∥∥∥
Lp(Ω)
< C(p, r, f).
This is bounded by∥∥∥∥∥
∫ 1
0
dh
h1−ε
∥∥∥gradr f˜(x+ h)− gradr f˜(x)∥∥∥2
L2(dx,⊗rH)
h2
∥∥∥∥∥∥∥∥
Lp(Ω)
+
∥∥∥∥∥∥∥∥
∫ ∞
1
dh
∥∥∥gradr f˜(x+ h)− gradr f˜(x)∥∥∥2
L2(dx,⊗rH)
h1+2(1−ε/2)
∥∥∥∥∥∥∥∥
Lp(Ω)
.
gradr f˜ is also D∞(Ω,H)-α-Holderian, so: the first integral is bounded if
2α− 2 + 1 > 0 so if α > 1/2 ; the second integral is bounded by∥∥∥∥∥∥∥∥
∫ ∞
1
dh 4
∥∥∥gradr f˜∥∥∥2
L2(dx,⊗rH)
h1+2(1−ε/2)
∥∥∥∥∥∥∥∥
Lp(Ω)
.

Now we return to Theorem 5..7. We have θU [W (h)] =
∫ 1
0
th˙U−1.dB. So:
grad θU [W (h)] =
∫ 1
0
th˙(gradU−1 U)(U−1. dB) + (t 7→ (
∫ 1
0
th˙U−1 ds)), (9)
(t 7→ (∫ 10 th˙U−1 ds)) being a D∞(Ω,H)-vector field. We want to generalize
(9) to a function f ∈ D∞(Ω). The generalization of t 7→ (∫ 10 th˙U−1 ds) is
straightforward: using Theorem 2.3, we generalize it by
t 7→
∫ 1
0
tθU(grad f)U−1 ds.
For the generalization of the first integral in (9), we denote by Eℓk the elementary
antisymmetric matrix with all items equal to zero, except the item eℓk = +1
and ekℓ = −1. We write:
(gradU−1)U =
n∑
k,ℓ=1
f ℓkE
k
ℓ , with f
ℓ
k ∈ D∞(Ω,H).
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We extend f ℓk by 0 on ]−∞, 0], and with the affine function, −f ℓk(1, ω)t +
2f ℓk(1, ω) on t ∈ [1, 2], and 0 after 2. This extension of f ℓk is again denoted f ℓk and
by using it, we have an extension of (gradU−1 U)kℓ , denoted again (gradU−1 U)kℓ .
We denote again θ[DEℓ
k
,tf ], the result of the same extension procedure applied
to θU [DEℓ
k
,tf ].
And the generalisation of the first integral in (9) is given by:∫
R
f ℓk d(θU [DEk
ℓ,t
f ]), (10)
this integral being a Bochner-Russo-Valois integral. More precisely, we will
prove that, if α > 1/2, ∥∥∥f ℓk∥∥∥B1−ε/22,2 (H) ∈ L∞−0(Ω,H),
and that ∥∥∥θU (DEℓ
k
,tf)
∥∥∥
B
ε/2
2,2
∈ L∞−0(Ω),
Bλp,q being the Besov space with indexes λ, p, q ;
∥∥∥f ℓk∥∥∥B1−ε/22,2 (H) ∈ L∞−0 because
f ℓk is D
∞-α-Holderian (U , gradU−1 are D∞-α-Holderians), so Lemma 5..6
applies to f ℓk.
And
∥∥∥∥θU (DEk
ℓ,t
f)
∥∥∥∥
B
ε/2
2,2
∈ L∞−0(Ω) because Lemma 5..5 applies to θU (DEk
ℓ,t
f):
∥∥∥∥θU(DEk
ℓ,t
f)
∥∥∥∥
Lp
=
∥∥∥∥DEk
ℓ,t
f
∥∥∥∥
Lp
.
And B
ε/2
2,2 and B
1−ε/2
2,2 are conjugate Besov spaces, so (10) is legitimate.
Now grad θU (f) is in D∞ when f is a polynomial of a finite number of
Gaussian variables, P [W (h1), . . . ,W (hr)]. Then
grad θU(P (W (h1), . . . ,W (hr)) ∈ D∞(Ω,H).
If f ∈ D∞, then grad θU(f) can be defined as a distribution on D∞(Ω,H) by:
if X ∈ D∞(Ω,H),
(grad θU (f),X) = −
∫
θUdivX P(dω).
Then f 7→ grad θU(f) is a weakly closed operator, and with Hahn-Banach, its
graph is strongly closed, so is a closed operator.
Last, grad θU(f) is a θ-derivation (Definition 2.3).
Now we look for a θ-derivation qD such that:
a) if f = W (h), qD[W (h)] = grad θU (W (h)),
b) qD is a θU -derivation,
c) qD is continuous from D∞(Ω) to D∞(Ω,H).
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Using the generalisations of the two integrals in (9), we define: for f ∈ D∞(Ω),
qDf =
∫
R
f ℓk d(θUDEk
ℓ,t
f) +
Ç
t 7→
∫ t
0
tθU(grad f)U−1 ds
å
.
Then: a) Straightforward computation, using f ℓkE
k
ℓ = gradU−1U proves a).
b) qD is a θU -derivation thanks to the presence of θU in d(θUDEk
ℓ,t
f).
c) The Russo-Valois inequality: C0 being a constant,∥∥∥∥∫
R
f ℓk d(θUDEk
ℓ,t
f)
∥∥∥∥
H
≤ C0 ×
∥∥∥f ℓk∥∥∥B1−ε/22,2 (H) ×
∥∥∥∥θU(DEk
ℓ,t
f)
∥∥∥∥
B
ε/2
2,2
.
As
∥∥∥f ℓk∥∥∥B1−ε/22,2 (H) ∈ L∞−0(Ω) and
∥∥∥∥θU (DEk
ℓ,t
f)
∥∥∥∥
B
ε/2
2,2
∈ L∞−0(Ω), we see that qD
is continuous from D∞ in L∞−0(Ω,H). Now we prove that: qD sends D∞ in
D∞(Ω,H). We have:
qDf =
∫
R
f ℓk d(θUDEk
ℓ,t
f) +
Ç
t 7→
∫ t
0
tθU(grad f)U−1 ds
å
. (11)
A grad acts only on ω, grad and
∫
R(Russo-Valois) commute ; for the same
reason: grad and d(Russo-Valois) commute.
We know already that θU : D∞ → L∞−0(Ω). We suppose that θU : D∞ →
D∞r (Ω) and proceed by induction. We apply now grad to the two sides of (11):
grad on the vector field
t 7→
∫ t
0
tθU (grad f)U−1 ds
is legitimate and in D∞r−1(Ω,H ⊗H). And grad applied to the first integral of
the right-hand side of (11) gives two Russo-Valois integrals,∫ 1
0
(grad f ℓk) d(θUDEk
ℓ,t
f) and
∫ 1
0
f ℓk ⊗ d[grad θUDEk
ℓ,t
f)].
The first one is in D∞r (Ω,H⊗H) and the second one is legitimate thanks to the
hypothesis θU(DEk
ℓ,t
f) ∈ D∞r (Ω). So we see that grad qDf ∈ L∞−0(Ω,H ⊗H),
so qDf ∈ D∞1 (Ω,H). We can repeat r times this operation, and we get that:
gradr qDf ∈ L∞−0(Ω,⊗r+1H) and is continuous from D∞ in L∞−0(Ω,⊗r+1H).
Now qD and grad θ are two θ-derivations which coincide on polynomials built
with Gaussian variables, qD is continuous from D∞ in D∞r (Ω,H) and grad θ
is strongly closed as an operator of D∞(Ω) in D∞(Ω,H) ; then qD and grad θ
coincide, so grad θ(f) ∈ D∞r which implies θ(f) ∈ D∞r+1(Ω). The continuity of
θ(f) from D∞(Ω) in D∞(Ω) is obvious.
Remark 5..6. If f ℓk was an S.M., and not a D
∞-α-Holderian process with
α > 1/2, the Russo-Valois inequality is not valid anymore. We will see later that
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such is the case for the D∞-manifold Pm0(Vn, g), which is the set of continuous
paths in a compact Riemannian manifold, (Vn, g), starting from m0.
Theorem 5..8. Let U be a D∞-process, with values in n × n unitary
matrices, adapted and α-Holderian, 0 < α < 1, and θ being the morphism
from L∞−0 in L∞−0 generated by
θ[W (h)] =
∫ 1
0
th˙U−1. dB.
Suppose that θ−1 exists and is a D∞-morphism of D∞(Ω) in itself, then θ is a
D∞-isomorphism.
Remark 5..7. From Theorem 5..7, we know that if α > 1/2, Theorem
5..8 is automatically verified.
Proof. θ−1 sends Ft in Ft: θ sends F⊥t in F⊥t because
θ
ñ∫ 1
t
X. dB
ô
=
∫ 1
t
θ(X)U−1. dB ∈ F⊥t ,
and θ−1 = θ∗ (adjoint of θ). So ∀f ∈ D∞ ∩Ft,∀g ∈ L∞−0 ∩F⊥t ,
〈θ−1(f), g〉L2(Ω) = 〈θ∗(f), g〉L2(Ω) = 〈f, θ(g)〉L2(Ω) = 0.
Now, gradU−1U is D∞-α-Holderian, as a product of two D∞-α-matrix processes
and θ−1(gradU−1U) is also D∞-α-Holderian because θ−1 acts only on ω. Then
from θ[W (h)] =
∫ 1
0
th˙U−1.dB, and as θ−1(U−1.dB) = dB, we have
θ−1 grad(θ[W (h)]) =
∫ 1
0
th˙θ−1[gradU−1U ]. dB +
Ç
t 7→
∫ t
0
th˙θ−1(U−1) ds
å
.
We denote by Z(f):
Z(f) = divA grad f + t 7→
∫ t
0
(t grad f)θ−1(U−1) ds
where A = θ−1(gradU−1U) is a vector matrix, (A)ji ∈ H, and
(A(grad f))i =
∑n
j=1〈grad f, ej〉(A)ji ∈ H. As θ−1(gradU−1U) is D∞-α-Holderian,
θ−1(gradU−1U) is a D∞(Ω,H)multiplicator (Theorem 4.3), so Z(f) ∈ D∞(Ω,H).
Moreover, Z(f) and θ−1[grad θ(f)] coincide when f is a polynomial in Gaussian
variables, because both are θ-derivations, and direct computation show that
Z[W (h)] = θ−1[grad θ(W (h))].
So we extend θ−1[grad θ] as an operator on f ∈ D∞, with Z(f).
Now we prove that θ sends D∞ in D∞ by induction ; we know already
that θ : D∞ → L∞−0. Then assume that θ : D∞ → D∞r , and let f ∈ D∞: as
θ−1[grad θ(f)] = Z(f) ∈ D∞(Ω,H),
θθ−1[grad θ(f)] = θ(Z(f)) ∈ D∞r (Ω,H)
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which implies grad θ(f) ∈ D∞r (Ω,H) so θ(f) ∈ D∞r+1(Ω). 
Let U be an adapted process, D∞-α-Holderian, with values in the unitary
n× n matrices on Rn. The map θ defined on W (h), h ∈ H, by
θ[W (h)] =
∫ 1
0
th˙U−1.dB,
can be extended in a morphism from L∞−0(Ω) in L∞−0(Ω), because it preserve
laws.
Let A be an adapted process, valued in the space of n× n-A.M., A being
moreover a multiplicator. Following Malliavin [ ], we call such a process an
elementary tangent process. We define the operator TU (A) by:
TU (A) = U(DAU−1) +A
where DA = divA grad. Now we will prove:
Theorem 5..9. If TU admits an inverse operator (TU )−1 from the space
of elementary tangent processes in itself, and if θ : L∞−0 → L∞−0 admits an
inverse from L∞−0 in itself, then θ is a D∞-diffeomorphism.
Before proving this theorem, we need several lemmas.
Lemma 5..7. The operator TU takes its values in the n × n-A.M., TU (A)
is an adapted process, and a multiplicator: TU (A) is an elementary tangent
process.
Proof. As DA is an adapted derivation, TU is adapted. Then U−1 being
D∞-α-Holderian, DAU−1 is also D∞-α-Holderian (DA acts only on ω) ; and a
process which is D∞-α-Holderian is a multiplicator (Theorem 4.3). 
Remark 5..8. As θ : L∞−0 → L∞−0 preserves laws, θ : L+1 (Ω)→ L+1 (Ω),
so θ∗ : L∞−0(Ω)→ L∞−0(Ω). Then θ∗ is a morphism (θ∗ = θ−1).
Lemma 5..8. Suppose (TU )−1 exists as an operator from the space of
adapted multiplicators, n × n-A.M., in itself. Then if Y is D∞-α-Holderian,
(TU )−1Y is also D∞-α-Holderian.
Proof. Denote A = (TU )−1Y ; then TUA is D∞-α-Holderian by hypothesis
; so UDAU−1 + A is D∞-α-Holderian and so is U−1DAU , which implies A =
Y − UDAU−1 is D∞-α-Holderian. 
Lemma 5..9. In the same setting than in Lemma 5.8, H ′ being an Hilbert
space, the extension of (TU )−1 (Corollary 2.2) will send the space of the
D∞(Ω,H ′)-α-Holderian elementary tangent process (with items in H ′) in
D∞-α′-Holderian processes, α′ < α
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Remark. We cannot apply directly Corollary 2.2, because the space of
D∞-α-Holderian processes is not D∞-closed.
Proof of Lemma 5..9. a) Let X be a completely D∞-process with R-valued
matrix items (see Definition 2.2 for a completely D∞-process). Then E[X|Ft]
is an adapted process ; E[X|Ft]∗β1−s is a D∞-Holderian process which implies
(TU )−1[E[X|Ft] ∗ β1−s] is again D∞-Holderian (Lemma 5.8) ;
{(TU )−1[E[X|Ft] ∗ β1−s] ∗ βs′}′, s′ > s, is a completely D∞-process, denoted Xˆ .
Then X 7→ Xˆ is a transformation denoted H which sends a complete
D∞-elementary tangent process in a completely D∞-elementary tangent process.
With Lemma 2.1.ii, we have an extension map denoted
›
H which sends the space
of completely D∞-elementary tangent process with matrix items in H ′, in itself.
b) Now let Y an D∞-α-Holderian elementary tangent process with matrix
items in H ′. With Theorem 2.8, we know that X = (Y ∗ βs0)′, s0 < α, is
completely D∞. So we denote by:· (TU )−1(Y ) =›H ((Y ∗ βs0)′) ∗ β1−s0 .
Remind that according to Proposition 2.2.iv, the convolution by βs0 or β1−s0
leaves the adaptation property invariant. Then · (TU )−1Y is an D∞-α-Hölderian
elementary process.
c) Each matrix item of Y can be written Y ji = a
j
ih where h is a constant
vector of H ′. Then· (TU )−1Y ji = ÄH (aji ∗ βs0)′ä ∗ β1−s0h
= {[(TU )−1(E[(aji ∗ βs0)′|Ft] ∗ β1−s0 ] ∗ βs0}′ ∗ β1−s0h
= (TU )−1(E[(a
j
i ∗ βs0)′|Ft] ∗ β1−s0)h
= (TU )−1(E[(a
j
i ∗ βs0)′ ∗ β1−s0 |Ft])h
= (TU )−1(E[a
j
i |Ft])h
= ((TU )−1a
j
i )h
= (TU )−1Y
j
i .

Definition 5..4. Let X ∈ D∞(Ω,H) and Z, an n× n-A.M. process with
its items belonging to H (Cameron-Martin space). We define DZf , for f ∈
D∞(Ω) by
DZf = divR(Z ⊗ grad f),
then DZf ∈ D∞(Ω,H).
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(Remind divR already defined in Theorem 5.1.) Then (ei)i∈N∗ being an
Hibertian basis of H, straightforward computation shows:
DZf =
∞∑
i=1
(div(〈Z, ei〉H) grad f)ei.
Lemma 5..10. D∗Z being the adjoint of DZ , for all V ∈ D∞(Ω,H), we
have, with f ∈ D∞(Ω):
D∗Z(fV ) = fD
∗
ZV − 〈DZf, V 〉H .
Proof. ∀g ∈ D∞(Ω),
(D∗Z(fV ), g) = 〈fV,DZg〉L2(Ω,H)
=
∞∑
i=1
〈fV, (DZig)ei〉L2(Ω,H)
=
∞∑
i=1
((fDZig), 〈V, ei〉H)L2(Ω)
=
∞∑
i=1
î
(DZi(fg), 〈V, ei〉H)L2(Ω) − (gDZif, 〈V, ei〉H)L2(Ω)
ó
=
∞∑
i=1
î
(V,DZi(fg)ei)L2(Ω) − (g, 〈V,DZifei〉H)L2(Ω)
ó
= (g, fD∗ZV )− (g, 〈V,DZf〉H).

Now we go back to the proof of Theorem 5..9.
Proof of Theorem 5..9. From θ[W (h)] =
∫ 1
0
th˙U−1.dB, we get:
grad θ[W (h)] =
∫ 1
0
th˙(gradU−1)UU−1.dB + t 7→
∫ 1
0
th˙U−1 ds. (12)
We write Y = gradU−1U .
Let Z such that TU (Z) = UY U−1 so Z = T−1U (UY U−1). With Lemma 5.9,
Z is a D∞-α-Holderian n × n-A.M. matrix process with items in H ; and we
have:
Y U−1 = DZU−1 + U−1Z (13)
and
DZ(dB) = d(DZB) = Z dB. (14)
Using (13) and (14) in (12), we get, with θ(h) = h:
grad θ[W (h)] = DZ [θ(W (h))] + t 7→
∫ 1
0
t(θ(grad(W (h))))U−1 ds, (15)
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but grad θ[W (h)] = DZ [θ(W (h))] + U [θ(gradW (h))]. We would like to write,
for f ∈ D∞(Ω):
grad θ[f ] = DZ [θ(f)] + U [θ(grad f)] (16)
but
θ[grad f ] = U−1 grad θ(f)− U−1DZ [θ(f)]. (17)
Due to the right hand side of (17), we interpret (17) as an equation between
distributions.
(ei)i∈N∗ being Hilbertian basis of H, and g ∈ D∞(Ω), we apply each
member of (17) to gei:
−(fei, grad θ∗(g)) − 〈f div ei, θ∗(g)〉L2(Ω)
= (U(gei), grad θ(f))− 〈U−1DZθ(f), gei〉L2(Ω,H)
which implies:
−(fei, grad θ∗(g)) − 〈f div ei, θ∗(g)〉L2(Ω)
= −〈f, θ∗ div(U(gei))〉L2(Ω) − (f, θ∗D∗ZU(gei))
Using Lemma 5..10, we get:
−(fei, grad θ∗(g)) − 〈f div ei, θ∗(g)〉L2(Ω)
= −〈f, θ∗ div(U(gei))〉L2(Ω) − (f, θ∗[gD∗Z(Uei)])
+ 〈f, θ∗(〈DZg,Uei〉H)〉L2(Ω)
(18)
But:
θ∗(div(U(gei))) = θ∗(g)θ∗(divUei) + θ∗(〈grad g,Uei〉H)
And as U is adapted and unitary:
θ∗[div Uei] = θ∗
ñ∫ 1
0
t(Uei).dB
ô
= θ∗
ñ∫ 1
0
(tei)U−1.dB
ô
= θ∗θ[W (ei)]
= W (ei).
Using this in (18), we get:
−(fei, grad θ∗(g)) = −〈θ∗(〈grad g,Uei〉H), f〉L2(Ω) − (f, θ∗(gD∗Z(Uei)))
+ 〈f, θ∗(〈DZg,Uei〉H)〉L2(Ω).
(19)
From the formula DZf =
∑∞
i=1(divZi grad f)ei =
∑∞
i=1(DZif)ei, in Definition
5..4, we deduce by duality that if X ∈ D∞(Ω,H), then D∗ZX ∈ D∞(Ω). Then
D∗Z(Uei) ∈ D∞(Ω), so θ∗(gD∗ZUei) is legitimate, and is a function. Then (19)
becomes:
−(ei, grad θ∗(g)) = −θ∗(〈grad g,Uei〉H)− θ∗(gD∗ZUei) + θ∗(〈DZg,Uei〉H).
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But θ∗ acts on contants vectors fields as the indentity, so :
θ∗(〈grad g,Uei〉H) = 〈θ∗(U−1 grad g), ei〉H ,
and
θ∗(〈DZg,Uei〉H) = 〈θ∗(U−1DZg), ei〉H .
So, we have :
−(ei, grad θ∗(g)) = −〈ei, θ∗(U−1 grad g)〉H − θ∗(gD∗ZUei)+ 〈ei, θ∗(U−1DZg)〉H .
In this last equation, we choose g = 1. We get: θ∗(D∗ZUei) = 0. We
deduce
(ei, grad θ
∗(g)) = 〈ei, θ∗(U−1 grad g)〉H − 〈ei, θ∗(U−1DZg)〉H .
In this last equation, θ∗(U−1 grad g) and θ∗(U−1DZg) are L∞−0-functions and
grad(θ∗g) a distribution ; so as distributions, we have:
grad θ∗(g) = θ∗(U−1 grad g) − θ∗(U−1DZg).
Suppose that θ∗ : D∞(Ω) → D∞r (Ω) ; then grad θ∗(g) ∈ D∞r which implies
θ∗(g) ∈ D∞r+1. As θ is the adjoint of θ∗, θ : D∞ → D∞(Ω). 
Now we prove the converse of Theorem 5..9.
Theorem 5..10. If θ, the L∞−0-morphism generated by θ[W (h)] =
∫ 1
0
th˙U−1. dB,
is a D∞-diffeomorphism of D∞(Ω) in itself, the linear pseudo-tangent map
admits an inverse, in the space of the elementary tangent processes.
Proof. θ[W (h)] =
∫ 1
0
th˙U−1. dB, so:
DAθ[W (h)] =
∫ 1
0
th˙DAU−1.dB +
∫ 1
0
th˙U−1A. dB
=
∫ 1
0
th˙(U−1TUAU)U−1.dB
= θ
ñ∫ 1
0
th˙θ−1(U−1TUAU). dB
ô
.
So
θ−1DAθ(W (h)) = Dθ−1(U−1TUAU)(W (h)).
So the map A 7→ θ−1(U−1TUAU) is inversible. Then the map A 7→ U−1TUAU
is inversible, so A 7→ TUA is inversible. 
Before the next theorem, we first remark that: if f is a polynomial in
Gaussian variables, f [W (h1), . . . ,W (hn)], then θU (f) ∈ D∞(Ω) ; then if z =
it+ s, and s > 0, (1− L)−(it+s) is legitimate as
1
Γ(s)
∫ ∞
0
αs+it−1e−αPα(θUf) dα (Mehler’s formula).
And if r > s, we write: (1− L)r−s−it = (1− L)−(s+it) ◦ (1− L)r(θUf).
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Lemma 5..11. If ρ is an D∞-α-Holderian process, there exists s, 0 <
s < 1 and α + s > 1, such that ρ ∗ β1−s ∈ C1 and g = (ρ ∗ β1−s)′ will be in
L∞−0([0, 1] × Ω)
Proof. Proposition 2.2.i. 
The next theorem of “local inversibility” is:
Theorem 5..11. If TU is inversible from the space of adapted D∞-multiplicators
in itself, and if U is D∞-α-Holderian with α > 1/4, then the morphism generated
by θ, θ[W (h)] =
∫ 1
0
th˙U−1. dB, is a D∞-morphism of D∞ in itself.
As the proof of this theorem is more difficult and involves a fractionnal
induction, we give the followed plan of the proof:
a) We first recall some notations in Lemma 5..4, and establish that: if ρ
is a D∞-α-Holderian function with α > 1/2 then there exist a quantity
S(ρEkℓ,t) such that∫ 1
0
ρd[θ(DEk
ℓ,t
f)] = DS(ρEk
ℓ,t
)θ(f),
the integral being a Russo-Valois integral.
b) We then suppose that: θ : D∞(Ω)→ D∞s (Ω). We will prove, using the
above formula in a), that if f ∈ D∞(Ω), DS(ρEk
ℓ
),tθ(f) ∈ D∞s (Ω).
For this, first we prove it for s ∈ N∗ ; and then if s /∈ N∗, s > 0,
we will use the Phragmen-Lindelöf method with an interpolation in the
domain delimited by E[s] and E[s+ 1] to get this result.
c) There we will prove that ρ being D∞-α-Holderian with α > 0, then
DS(ρEk
ℓ
)θ(f) ∈ D∞s−2.
d) Then another interpolation, using the Phragmen-Lindelöf method, interpolation
on t this time, will proves Theorem 5..10.
Proof. a) Ekℓ is the n× n-elementary antisymmetrical matrix,
DEk
ℓ,t
f = divEkℓ 1[0,t](·) grad f , with f ∈ D∞(Ω) and if ρ(t, ω) is an D∞-α-Holderian
process,H-valued, the integral
∫ 1
0 ρd[θ(DEkℓ,t
f)] is to be understood as a Russo-Valois
integral, with Ekℓ,t = 1[0,t](·)Ekℓ . ρ is D∞-α-Holderian, H valued ; so ρ is
D∞-bounded. Using the decomposition: ρ = g ∗ βs with g ∈ Lp(Ω× [0, 1]) and
βs ∈ L1, uneasy computation shows that there exists ε, 0 < ε < α − 1/2 such
that
‖ρ‖
B
1/2+ε
2,+∞
(H) ∈ L∞−0(Ω).
And
∀s ∈ N∗, ‖grads ρ‖B1/2+ε2,+∞ (⊗s+1H) ∈ L∞−0(Ω)
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because the operator grad applies only on ω, while the Besov affiliation of
grads ρ is due only to the t variable.
Now as we consider f ∈ D∞(Ω), then θ(DEk
ℓ,t
f) ∈ L∞−0(Ω) ; suppose
θ : D∞ → D∞s , s ∈ N∗. But the lemma 5..5, in which hypothesis are only i)
and ii) brings as a result I), then grads θ(DEk
ℓ,t
f) is an 1/2-Holderian process
(s ∈ N∗) and so
grads(θDEk
ℓ,t
f) ∈ B1/2−ε2,1 (
s⊗
H)
and ∥∥∥∥grads(θDEk
ℓ,t
f)
∥∥∥∥
B
1/2−ε
2,1 (
⊗s
H)
∈ L∞−0(Ω).
So
∫ 1
0 ρd(θDEkℓ,t
f) exists as a Russo-Valois integral ; same for grads(
∫ 1
0 ρd(θDEkℓ,t
f)),
with s ∈ N∗, if ρ ∈ D∞(Ω,H) and θ : D∞ → D∞s (Ω).
Now TU being inversible, if C = ρEkℓ,t = ρE
k
ℓ 1[0,t[(·), T−1U (UCU−1) is
denoted S(C). We have:
DS(C)[θ(W (h))] = DS(C)
ñ∫ 1
0
th˙U−1.dB
ô
=
∫ 1
0
th˙DS(C)U−1.dB +
∫ 1
0
th˙U−1S(C).dB.
(20)
And from TU (S(C)) = UDS(C)U−1 + S(C) = UCU−1 = UρEkℓ,tU−1, we get
DS(C)U−1 = CU−1 − U−1S(C) ; so (20) becomes:
DS(C)θ[W (h)] =
∫ 1
0
th˙ρEkℓ,tU−1.dB =
∫ t
0
th˙ρEkℓ U−1. dB. (21)
Now:
θ(DEk
ℓ,t
(W (h)) = θ
ñ∫ 1
0
th˙Ekℓ,t.dB
ô
= θ
ñ∫ t
0
th˙Ekℓ .dB
ô
=
∫ t
0
th˙Ekℓ U−1.dB.
And ∫
R
ρd(θDEk
ℓ,t
(W (h))) =
∫ t
0
ρth˙Ekℓ U−1.dB. (22)
From (21) and (22), we see that∫
R
ρd
[
θDEk
ℓ,t
(W (h))
]
= DS(ρEk
ℓ,t
)θ[W (h)]. (23)
Each member of the above equation is a θ-derivation, so (23) becomes valid
when a polynomial in Gaussian variables is substituted to W (h). As the
Russo-Valois integral is continuous if fn 7→ f in L∞−0(Ω), and DS(ρEk
ℓ,t
)θ(fn)
converges towards DS(ρEk
ℓ,t
)θ(f) (as distributions), we get that (23) is still valid
for f ∈ D∞(Ω), and that DS(ρEk
ℓ,t
)θ(f) is a function.
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b) We have supposed that θ : D∞(Ω) → D∞s (Ω), s being an integer. To
the left-hand side of (23), we can apply s times the operator grad and each
grada
Ç∫ 1
0
ρd[θDEk
ℓ,t
f ]
å
with a ∈ {1, . . . , s}
is a Russo-Valois integral, in L∞−0(Ω). So if θ : D∞(Ω)→ D∞s (Ω),
DS(ρEk
ℓ,t
)θ(f) ∈ D∞s (Ω),
s being an integer. If θ sends D∞(Ω) in D∞s (Ω), but with s non-integer, we will
prove that DS(ρEk
ℓ,t
)θ(f) ∈ D∞s (Ω) using the Phragmen-Lindelöf method on the
strip of R2 delimited by 0 ≤ s− E[s] ≤ 1, denoted ∆.
0 1
Let f be a polynomial on Gaussian variables and consider the function of
z, 0 ≤ Re(z) ≤ 1, ϕ being in D∞, and r = E[s] ; denote:
F (z) =
≠
ez
2
(1− L) r+z2
ï∫
R
ρ(1− L)az+b d(θDEk
ℓ,t
f)
ò
, ϕ
∑
L2(Ω)
We want that if Re(z) = 0, (1 − L)az+bθ(DEk
ℓ,t
f) ∈ D∞r and if Re(z) = 1,
(1 − L)az+bθ(DEk
ℓ,t
f) ∈ D∞r+1. These requirements imply: a = −1/2, b =
(s − r)/2. F (z) is holomorphic on ∆ and is continuous on ∆¯. ϕ being in
D∞(Ω), (1−L) r+z2 ϕ exists and is in D∞(Ω). So |F (z)| is bounded on ∆. Now
∀p > 1,∀q such that 1/p+ 1/q = 1,
|F (iλ)| ≤ ‖ϕ‖Lq(Ω)
∥∥∥∥e−λ2(1− L) r+iλ2 ∫
R
ρd((1− L)aiλ+bθDEk
ℓ,t
f)
∥∥∥∥
Lp(Ω)
.
With the Sobolev logarithmic inequality, as θ(DEk
ℓ,t
f) ∈ D∞s ,
(1− L)−iλ2 + s−r2 θ(DEk
ℓ,t
f) ∈ D∞r ,
so ∫
R
ρd((1− L)−iλ2 + s−r2 θ(DEk
ℓ,t
f)) ∈ D∞r (Ω)
and
(1− L) r+iλ2
∫
R
ρd((1− L)−iλ2 + s−r2 θ(DEk
ℓ,t
f)) ∈ L∞−0(Ω).
So |F (iλ)| ≤ ‖ϕ‖Lq(ω)×C1(f), C1(f) constant, f -dependant. A similar computation
shows that: |F (1 + iλ)| ≤ ‖ϕ‖Lq(ω) × C2(f), C2(f) constant, f -dependant. So
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thanks to the Phragmen-Lindelöf method, we have:
|F (s − r)| ≤ ‖ϕ‖Lq(Ω) × C3(f), C3(f) ∈ L∞−0(Ω). And
F (s− r) = (1− L) 12
∫
R
ρd(θDEk
ℓ,t
f) ∈ L∞−0 .
So
∫
R ρd(θDEkℓ,t
f) ∈ D∞s (Ω). As
∫
R ρd(θDEkℓ,t
f) = DS(ρEk
ℓ,t
)θ(f), ρ being
D∞-α-Holderian with α > 1/2, if θ : D∞ → D∞s , then DS(ρEk
ℓ,t
)θ(f) sends D
∞
to D∞s .
c) Now we suppose again s ∈ N∗ and θ : D∞ → D∞s (Ω). Then
DS(ρEk
ℓ,t
)θ(f) = divS(ρE
k
ℓ,t) grad θ(f)which shows thatDS(ρEk
ℓ,t
)θ(f) ∈ D∞s−2(Ω).
If θ : D∞(Ω) → D∞s+1(Ω) then DS(ρEk
ℓ,t
)θ(f) ∈ D∞s−1(Ω). So by interpolation,
we have: for all s ∈ R, if θ : D∞(Ω)→ D∞s (Ω), then DS(ρEk
ℓ,t
)θ(f) ∈ D∞s−2(Ω).
d) Now ρ˜ being an D∞-α-Holderian function, with 1 > α > 0, we consider
ρ˜ ∗ β1−z, 0 ≤ Re(z) ≤ 1 ; then ρ˜ ∗ β1−z is a γ-D∞-Holderian function with
γ > α+Re(z) and
|ρ˜ ∗ β1−z(t+ h)− ρ˜ ∗ β1−z(t)| ≤ Chα+Re(z)(1 + |z|).
Now consider the function
F˜ (z) = ez
2〈(1− L)az+bDS(ρ˜∗β1−zEkℓ,t)θ(f), ϕ〉L2(Ω)
with f a polynomial in Gaussian variables and ϕ ∈ D∞(Ω), z such that 0 ≤
Re(z) ≤ 1/2. We will apply the Phragmen-Lindelöf method to F˜ (z), on the
strip 0 ≤ Re(z) ≤ 1/2. F˜ (z) is holomorphic on 0 < Re(z) < 1/2, continuous
on 0 ≤ Re(z) ≤ 1/2 and bounded on this domain thanks to the Sobolev
logarithmic inequality.
If Re(z) = 0,
F˜ (iλ) = e−λ
2〈(1− L)iaλ+bDS(ρ˜∗β1−iλEkℓ,t)θ(f), ϕ〉L2(Ω),
then ρ˜ ∗ β1−iλ is Holderian with yield strictly greather than 0 and
DS(ρ˜∗β1−iλEkℓ,t)θ(f) ∈ D
∞
s−2 (remind that we supposed θ : D
∞ → D∞s ). As we
want F˜ (iλ) ∈ L∞−0, this implies: −2b+ s− 2 = 0 so b = s/2− 1.
If Re(z) = 1/2,
F˜ (
1
2
+ iλ) = e
1
4
−λ2+iλ〈(1 − L)( 12+iλ)a+bDS(ρ˜∗β 1
2
−iλE
k
ℓ,t
)θ(f), ϕ〉L2(Ω),
ρ˜ ∗ β1/2−iλ is D∞-α-Holderian with yield strictly greather than 1/2, and
DS(ρ˜∗β1/2−iλEkℓ,t)θ(f) ∈ D
∞
s .
As we want: F˜ (1/2 + iλ) ∈ L∞−0, we must have: −(a+ 2b) + s = 0 so a = 2.
Then
∣∣∣F˜ (z)∣∣∣ is bounded on the whole band 0 ≤ Re(z) ≤ 1/2.
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Now we remind equation (16) in Theorem 5..9, which is still valid in our
setting:
grad θ[f ] = DS(ρ˜∗β1−zEkℓ,t)θ(f) + U(θ(grad f)).
Then for an induction to begin, we need grad θ(f) ∈ D∞s−1+δ, δ > 0. For this, it
is enough that DS(ρ˜∗β1−zEkℓ,t)θ(f) ∈ D
∞
s−1+δ, δ > 0. Now we know that: for all
z such that 0 ≤ Re(z) ≤ 1/2,
∣∣∣F˜ (z)∣∣∣ ∈ L∞−0(Ω). So we look for a z ∈ [0, 1/2]
such that:
(1− L)2Re(z)+ s2−1DS(ρ˜∗β1−z)θ(f) ∈ L∞−0
with DS(ρ˜∗β1−z)θ(f) ∈ D∞s−1+δ. This implies −2(2Re(z)+s/2−1)+s−1+δ = 0
wich implies Re(z) > 1/4. Then grad θ(f) ∈ D∞s−1+δ and the induction can
begin, so θ(f) ∈ D∞. Now we show that as U is γ-Holderian with γ > 1/4,
then the condition Re(z) > 1/4 is fulfilled.
Now if we choose ρ = f ℓk, withÄ
gradU−1
ä
U =
n∑
k,ℓ=1
f ℓkE
k
ℓ ,
(f ℓk being extended as 0 on R− ∪ [2,+∞[, and affine on [1, 2]). We have that
each f ℓk is α-Holderian, γ > 1/4. Then for all (ℓ, k), f
ℓ
k ∗ βz, with Re(z) = 1/4,
is in C1. So ϕ˜ℓk = (f ℓk ∗ βz)′ exists (Proposition 2.2.i) and ρ˜ℓk ∗ β1−z = f ℓk, which
is γ-Holderian with γ > 1/4 (Proposition 2.2.iii). 
Now we will prove another theorem of inversibility and D∞-morphism,
with another hypothesis on (TU )−1.
Definition 5..5. A family (Ai)i∈N∗ of elementary tangent processes will
be said to be a multiplicative family if and only if it verifies the following two
conditions: (ei)i∈N∗ being an Hilbertian basis of H,
a) if X ∈ D∞(Ω,H), then ∑∞i=1 ei ⊗AiX ∈ D∞(Ω,H ⊗H),
b) (Xi)i∈N∗ being such that
∑∞
i=1 ei ⊗Xi ∈ D∞(Ω,H ⊗H), then∑∞
i=1AiXi ∈ D∞(Ω,H).
Lemma 5..12. The family Ai = U(t, ω)ei.U−1(t, w), i ∈ N∗ is a mutiplicative
family.
Proof. Condition a) of Definition 5..5. As U is a multiplicator, if X ∈
D∞(Ω,H), U .X ∈ D∞(Ω,H). Then:
(gradU).X = grad(U .X)− UR(gradX)
and
∞∑
i=1
ei ⊗AiX = U−1R (gradU .X).
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Condition b) of Definition 5..5. B being an n×n-matrix, letX ∈ D−∞(Ω,H);
we define B ·X by:
∀Y ∈ D∞(Ω,H), (B ·X,Y ) = (X, tBY ).
We will give meaning to grad(B ·X) with X ∈ D−∞(Ω,H) by:
grad(B ·X) = (gradB) ·X +BR(gradX)
with (gradB) ·X defined on Y ∈ D∞(Ω,H ⊗H) by
(gradB ·X,Y ) =
Ñ
gradB ·X,
∑
k,ℓ
Y kℓek ⊗ eℓ
é
=
(
X,
∞∑
k=1
Ä
ek
tB
ä( ∞∑
ℓ=1
Y kℓeℓ
))
and (B gradX,Y ) = (gradX, tBY ).
Following a similar proof as in condition a) in the same way we have: if
X ∈ D−∞(Ω,H), then ∑∞i=1 ei ⊗ AiX ∈ D−∞(Ω,H ⊗ H). Then the map
Φ: D−∞(Ω,H)→ D−∞(Ω,H ⊗H),
Φ(X) =
∞∑
i=1
ei ⊗AiX ∈ D−∞(Ω,H ⊗H),
admits as dual map:
Φ∗ : D∞(Ω,H ⊗H)→ D∞(Ω,H)
Φ∗(Y kℓek ⊗ eℓ) = −
∞∑
i=1
Ai(Y
iℓeℓ) ∈ D∞(Ω,H)
Now let a family of (Xi)i∈N∗ such that:
∞∑
i=1
ei ⊗Xi ∈ D∞(Ω,H ⊗H).
Then Xi = Y
ℓ
i eℓ is such that Y =
∑∞
i=1 Y
ℓ
i ei ⊗ eℓ ∈ D∞(Ω,H ⊗H) and
Φ∗(Y ) = −
∞∑
i=1
Ai(Y
iℓeℓ) = −
∞∑
i=1
AiXi ∈ D∞(Ω,H).

Theorem 5..12. Let U an adapted process, multiplicator with values in
n × n-unitary matrices ; and let θU the associated morphism from L∞−0 in
itself. Let A be an elementary tangent process, that is each A is an n×n-A.M.,
and is a multiplicator ; we define TU by:
TU (A) = UDAU−1 +A.
T is a “pseudo linear tangent map” of θ.
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We suppose that TU admits an inverse (TU )−1, which verifies the additional
property: for each multiplicative family (Ai)i∈N∗, (TU )−1(Ai)i∈N∗ is a multiplicative
family. Then if (θU )−1 exists from L∞−0(Ω) in itself, (θU)−1 is a D∞-morphism.
Proof. We write (TU )−1(Ai) = Ci, with Ai = U(t, ω)(ei.U−1)(t, ω).
(ei)i∈N∗ being an Hilbertian basis of H, and h ∈ H, then straightforward
computation shows that:
ei.θ[W (h)]−DCiθ[W (h)] =
∫ 1
0
th˙U−1ei ds = 〈Uθ(gradW (h)), ei〉H . (24)
Both members of (24) are θ-derivations, so (24) is still valid for polynomials in
Gaussian variables.
Let f such that θ(f) ∈ D∞ ; then f ∈ L∞−0(Ω) and if fn is a sequence of
polynomials in Gaussian variables which converges L∞−0 towards f then (24)
is still valid with f as above, but (24) has to be rewritten:
∞∑
i=1
DCi [θ(f)]ei = grad θ(f)− U [θ grad f ] (25)
and is an equation using distributions. If α ∈ L∞−0(Ω), ∑∞i=1DCi(α)ei is a
distribution because
∀g ∈ D∞(Ω,H),
( ∞∑
i=1
DCi(α)ei, g
)
=
(
α,
∞∑
i=1
DCi(〈ei, g〉H )
)
=
(
α,div
( ∞∑
i=1
Ci grad〈ei, g〉H
))
and now using Definition 5..5.b, as θ(f) ∈ D∞(Ω), we have:
∞∑
i=1
DCi(θ(f))ei = divR
( ∞∑
i=1
ei ⊗ Ci grad θ(f)
)
which is in D∞(Ω,H) thanks to Definition 5..5.a; grad θ(f) ∈ D∞(Ω,H) because
θ(f) ∈ D∞. Now we apply each item of (25) to Uθ(g) where g is a polynomial
vector map: so we see that there exist a D∞(Ω,H) vector field W such that∫
Ω
〈W,Uθ(g)〉H = (grad f, g) (26)
Now we take a sequence, gn, of polynomials vector maps, converging in
D∞(Ω,H) towards g ∈ D∞(Ω,H). From (26), we see that the L∞−0-limit
(grad f, g) exists and this for f such that θ(f) ∈ D∞.
The set {f / θ(f) ∈ D∞} is L∞−0-dense in L∞−0(Ω) which implies grad f ∈
D∞(Ω,H), so f ∈ D∞1 (Ω). So (24) is then an equation in which, each item is
a function.
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Now we proceed by induction: we know, by hypothesis, that θ−1 : D∞ →
L∞−0. Suppose that for all f such that θ(f) ∈ D∞, then f ∈ D∞r (Ω). Then
(25) can be rewritten:
grad f = θ−1U−1
[
grad θ(f)−
∞∑
i=1
DCiθ(f)ei
]
which implies grad f ∈ D∞r (Ω,H), so f ∈ D∞r+1(Ω) and θ−1 is a D∞-morphism
of D∞(Ω) in itself. 
Remark 5..9. If θ is a D∞-diffeomorphism, (TU )−1 will transform a
multiplicative family (Ai)i∈N∗ in a multiplicative family ((TU )−1Ai)i∈N∗.
Proof.
TUAi = UDAU−1 +Ai = −(DAiU)U−1 +Ai.
For the condition a): we have to show that if X ∈ D∞(Ω,H),
∞∑
i=1
ei ⊗ (TUAi)X ∈ D∞(Ω,H ⊗H).
It is enough to show that
∑∞
i=1 ei ⊗ (DAiU)U−1X ∈ D∞(Ω,H ⊗H). As
∞∑
i=1
ei ⊗DAif = divR
( ∞∑
i=1
ei ⊗Ai grad f
)
,
we see that: f 7→∑∞i=1DAifei is a derivation, that sends D∞(Ω) in D∞(Ω,H).
So
∑∞
i=1 ei ⊗ (DAiU)U−1X is in D∞(Ω,H ⊗H).
Condition b): let Φ the map : D∞(Ω,H ⊗ H) → D∞(Ω,H) that sends
Φ(
∑∞
i=1 ei ⊗ Xi) =
∑∞
i=1AiXi. As (Ai)i∈N∗ is a multiplicative family, Φ is
legitimate. Then, if Z ∈ D∞(Ω,H):
Φ∗ : D−∞(Ω,H)→ D−∞(Ω,H ⊗H)
and
Φ∗(Z) = −
∞∑
i=1
ei ⊗AiZ.
So the same treatment as in condition a) above proves that the condition b) is
fulfilled.
Now we know that (TUAi)i∈N∗ is a multiplicative family. We will compute
(TU )−1 to prove that ((TU )−1Ai)i∈N∗ is a multiplicative family. From θ[W (h)] =∫ 1
0
th˙U−1.dB and θ−1[W (h)] = ∫ 10 th˙V−1.dB, we deduce:
V = θ−1(U).
Then
(θ−1 ◦DA ◦ θ)(W (h)) =
∫ 1
0
th˙θ−1(DAU−1)V. dB +
∫ 1
0
th˙θ−1(U−1A)V. dB
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which implies:
(θ−1 ◦DA ◦ θ)(W (h)) = Dθ−1[U−1TU (A)U ](W (h)).
As we have supposed θ to be a D∞-diffeomorphism:
∀f ∈ D∞(Ω), θ−1 ◦DA ◦ θ = Dθ−1[U−1TU (A)U ].
We denote SU (A) = U−1TU (A)U , then:
θ−1 ◦DA ◦ θ = Dθ−1(SU (A)).
We also have: θ ◦DA′ ◦ θ−1 = Dθ[Sθ(U)]A′. So the maps A 7→ θ−1(SU (A)) and
A′ 7→ θ(Sθ(U)(A′)) are inverses.
So we have:
θ−1 ◦ SU ◦ θ ◦ Sθ(U) = Id.
So
SU ◦ θ ◦ Sθ(U) ◦ θ−1 = Id,
so θ◦Sθ(U)◦θ−1 is the inverse of SU . Then TU is inversible, and ((TU )−1Ai)i∈N∗
is a multiplicative family. 
Two examples showing that the transformation θ: θ[W (h)] =
∫ 1
0
th˙U−1.dB,
extended to L∞−0 → L∞−0, does not admit an inverse, even if U admits one.
Counter Example 5..1. Let (B
(1)
t , B
(2)
t ) an R
2-Brownian, with B
(1)
0 =
B
(2)
0 = 0, and denote ∆ =
√
(B
(1)
t )
2 + (B
(2)
t )
2. And let
U(t, ω) =
Ñ
B
(1)
t
∆
B
(2)
t
∆
−B
(2)
t
∆
B
(1)
t
∆
é
and U(0, ω) = IdR2 .
Then θ[W (h)] =
∫ 1
0
th˙U−1. dB can be extended in an L∞−0-morphism, denoted
again θ. Then, if R is a rotation with angle α, in R2, with origin 0,
R[θ(W (h))] =
∫ 1
0
R(th˙U−1. dB) =
∫ 1
0
th˙U−1. dB = θ[W (h)].
Then by extension: R(θ(f)) = θ(f), ∀f ∈ L∞−0(Ω). So θ cannot be surjective
because there exists elements of L∞−0(Ω) which are not invariant for rotations.
Counter Example 5..2. Let W [1[0,t](·)] =
∫ t
0 Us. dBs, with:
Us = +1 ⇐⇒ Bs ≥ 0 and Us = −1 ⇐⇒ Bs < 0. Then
Xt = W [1[0,t](·)] =
∫ t
0
Ä
1{Bs≥0} − 1{Bs<0}
ä
. dBs =
∫ t
0
Ä
1{Bs>0} − 1{Bs<0}
ä
. dBs.
And let θ the map C0([0, 1],R) → C0([0, 1],R) defined by: θ(x) = −x. Then
θ ◦Xt =
∫ t
0
Ä
−1{Bs>0} + 1{Bs<0}
ä
.(− dBs) = Xt.
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So the σ-algebra generated by the Xt, σ(Xt) = {Xt / t ∈ [0, 1]}, is left invariant
by θ. But θ is not surjective because σ(Xt) ( F1, where σ(Xt) is the σ-algebra
generated by {Xt / t ∈ [0, 1]}.
6. Pm0(Vn, g) is a D
∞-stochastic manifold
Let Vn be an n-dimensional compact Riemannian manifold with the metric
g, and let∇ be a connection on Vn, compatible with g(1); and Γijk the Christoffel
symbols.
6. 1 Introduction
We recall the definition of a Brownian motion pt, Vn-valued, starting from
p(0) = m0 ∈ Vn, and some of the properties of the stochastic parallel transport
(SPT in short).
a) ∀f ∈ C∞(Vn, g) : f ◦pt− f ◦p0− 12
∫ t
0 ∆f ◦ps ·ds = Mf (t), Mf (t) being
a martingale.
b) The SPT is an intrinsic notion.
c) The scalar product is invariant by SPT: if X1 and X2 are two vectors
in Tm0Vn and Xi(t, ω) ∈ Tω(t)Vn (i = 1, 2) are the SPT of X1 and X2 "along
ω(t)", then:
gω(t) (X1(t, ω),X2(t, ω)) = gm0(X1,X2)
d) In a local chart of (Vn, g), X
k(ω, t) being the kth coordinate of the SPT
vector X, we have:
Xk(t, ω) = −
∫ t
0
Γkij (p(s))X
j ◦ dpjs (1)
We will also denote by X//(t, ω) the SPT of the vector X ∈ Tm0Vn "along
the curve (ω(t))", at time t.
e) Let (U , θ) be a chart centered on m ∈ Vn, U being the domain of the
chart and θ the coordinate map. u being an isomorphism of Rn in Tm0Vn,
and eα, α = 1, . . . , n the canonical basis unit vectors of R
n, we denote uα(t, ω)
the SPT of ueα, "along the curve ω(t)", and by Z
k
α(t, ω) = (θ⋆uα(t, ω))
k, the
kth component of the vector uα(t, ω), when read in the chart (U , θ). Then
the matrix Zkα is invertible and if we write dB˜
k
t = (Z
−1)kµdM
µ
f (t), B˜t is an
n-dimensional Brownian motion, and we have:
dpkt =
1
2
∆pkds+ Zkµ · dB˜µ (2)
(1) with possibly a non-vanishing torsion.
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And direct calculus shows that:
dpkt = Z
k
µ ◦ dB˜µ (3)
Definition 6..1.
H being the canonical C.M. space, u an isomorphism of Rn in Tm0Vn, and
uα(t, ω) = (ueα)//(t, ω) as above, we denote:
H˜ =
v(t, ω) =
n∑
µ=1
fµ(t)uµ(t, ω)
∣∣∣∣∣fµ ∈ H

H˜ is called the new Cameron-Martin space, in short: N.C.M.. A scalar
product on H˜ is defined by:
〈v1(t, ω), v2(t, ω)〉H˜ =
n∑
µ=1
∫ 1
0
f˙1(s)f˙2(s)ds
With 〈 , 〉H˜ , H˜ is an Hilbert space.
Each v(t, ω) ∈ H˜ is a process, valued in the fiber-tangent TVn.
We recall the theorem of moment inequalities for martingales [8, p.110].
Theorem 6..1. If M is the set of continuous locally square integrable
martingales, there exist universal constants cp and Cp (1 < p < +∞) such that
∀M ∈ M, and t ≥ 0:
cpE
ï
max
0≤s≤t
|Ms|2p
ò
≤ E [〈M,M〉pt ] ≤ CpE
ï
max
0≤s≤t
|Ms|2p
ò
Corollary 6..1. The solution of the equation of the SPT, (1),
is D∞-bounded.
Proof. (Vn, g) is a compact Riemannian manifold, and 0 ≤ t ≤ 1.
The equation (1) shows that Xk is ∈ L∞−0(Ω,H), but we do not know if
Xk admits as gradient a function. We can deduce from (1), that Xk admits as
gradient, a distribution; but we do not know if this distribution is a function.
To overcome this difficulty, we proceed as such:
If gradient Xk exists, as a function, it will verify the equation:
gradXk = −
∫ t
0
Ä
grad Γkij
ä
Xj ◦ dpi −
∫ t
0
Γkij
Ä
gradXj
ä
◦ dpi −
∫ t
0
ΓkijX
j ◦ grad dpi
(4)
and grad(dpi) can be computed with (2).
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So we can look for a system of two unknown functions verifying equations
(1) and (4): Vn being a C
∞ compact manifold, the coefficients of this system
of two equations are all C∞-bounded; so the system ((1), (4)) admits a unique
solution which is L∞−0-bounded. Iterating this process shows that the solution
of (1) is D∞-bounded.

Corollary 6..2. If u1, . . . , uk are k SPT vectors, and T is a C∞ k-invariant
tensor on (Vn, g), then T (u1, . . . , un) is D∞-bounded.
Proof. all derivatives of T are bounded on (Vn, g) and
supt∈[0,1] ‖uµ‖Dpr(Ω,H), µ = 1, . . . , k are all bounded. Then for the Malliavin
derivative of order r:
sup0≤0≤1 ‖gradr (T (u1, . . . , un))‖ r⊗H is L
p-bounded.

6. 2 Construction of a D∞-atlas on Pm0(Vn, g)
Now we will construct on Pm0(Vn, g) a D
∞-atlas:
Let two connections
(1)
∇ and
(2)
∇ compatible with the metric g; the D∞-atlas
A on Pm0(Vn, g) consists of twoWiener spacesW1 andW2, and the corresponding
Ito¯ maps I1 and I2. The chart change maps are then:
J1 = I
−1
2 ◦ I1 , J2 = I−11 ◦ I2
Now we limit ourselves to the case for which the trace of the tensor
(1)
∇−
(2)
∇
is zero, so that the Laplacian is invariant.
Otherwise A is still a D∞-atlas on Pm0(Vn, g), but the calculus is more
complex because the Brownians associated to the two connections differ by a
drift (a vector field on Vn); and the image of the probability on the first chart,
by any of the J ’s, differs from the probability on the second chart by a density.
Let θ be the morphism associated to the chart change map J ; θ leaves
invariant laws and filtrations, so it leaves invariant the quadratic variations
and the martingale property. So there exists an n × n matrix V such that
θ(dB2) = VdB1, which implies if h ∈ H2: θ[W (h)] =
∫
th˙VdB1, th˙ being the
n-linear vector obtained by transposition of the n-column vector h˙.
As θ keeps invariant the quadratic variation, we have tVV = Id; and as θ
leaves invariant the filtrations, V is also an adapted process.
Lemma 6..1. V is a D∞-process and a multiplicator.
Proof. We denote by E(t, ω) and F (t, ω) the frames on Vn, obtained by
SPT when using the two connections
(1)
∇ and
(2)
∇
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From (1), we know that the SPT vectors which form the basis E(t, ω),
F (t, ω) are D∞-semi-martingales with martingales parts, α-Hölderian (α < 12 ),
and bounded variations parts of class C1.
Then from VE = F , we get using Corollary 6..1 that V is D∞. As:
dV = dF.E−1 + F.dE−1 (5)
V is a semi-martingale, with the martingale part being α-Hölderian and
the bounded variation part being of class C1. The iterated gradients of V will
verify similar equations, and so will be also semi-martingales with martingales
parts being α-Hölderian, and bounded variations parts being of class C1. So V
is a D∞-multiplicator.
Now we write U−1 = V.

Lemma 6..2. With the previous notations, if θ−1(U) is a multiplicator
from D∞(Ω, L2([0, 1],Rn)) in itself, and if θ−1(gradU−1 · U) is a multiplicator
from D∞(Ω, L2([0, 1],Rn)) to D∞(Ω,H⊗L2([0, 1],Rn)), then θ(D∞) ⊂ D∞(Ω).
Note: θ−1(gradU−1 · U) acts on D∞(Ω, L2([0, 1],Rn)) by left-tensor
matrix multiplication; if ~Xij is the (i, j) vector entry of the
n× n-matrix θ−1 [gradU−1 · U], and if αk(t, ω), k = 1, . . . , n is an item of
D∞(Ω, L2([0, 1],Rn)), we have:îÄ
θ−1
Ä
gradU−1 · U
ää
(αk)
ó
i
=
m∑
l=1
αl ⊗ ~Xil
Proof. first we remind the definition of the operator denoted divR:
If X1, . . . ,Xk are constant vectors of H, and if Y1, . . . , Yk are D
∞-vector
fields, by definition:
divR
(
k∑
i=1
Xi ⊗ Yi
)
=
k∑
i=1
(div Yi) ·Xi (see Chap. 5, before Lemma 5, 1)
With Theorem 2, 4, and Corollary 2, 4, divR can be extended in a continuous
linear operator from D∞(Ω,H ⊗H) to D∞(Ω,H). 
θ−1 being a continuous D∞-morphism, for h ∈ H, we have:
θ [W (h)] =
∫ 1
0
th˙ U−1.dB
so:
grad [θ(W (h))] =
∫ 1
0
th˙ gradU−1.dB +
Ç
t→
∫ t
0
U−1h˙ ds
å
=
∫ 1
0
th˙(gradU−1U) U−1.dB +
Ç
t→
∫ t
0
U−1h˙ ds
å
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And:
θ−1 [grad θ (W (h))] =
∫ 1
0
th˙θ−1
î
gradU−1 · U
ó
θ−1(U−1.dB) +
Ç
t→
∫ t
0
θ−1(U−1)h˙ ds
å
=
∫ 1
0
th˙θ−1
î
gradU−1 · U
ó
.dB +
Ç
t→
∫ t
0
θ−1(U−1)h˙ ds
å
(6)
(ei)i∈N⋆ being an Hilbertian basis of H, we define:
θ−1 [grad θ(f)] = divR
[ ∞∑
l=1
el ⊗ 〈el, θ−1(gradU−1 · U)〉H grad f
]
+
Ç
t→
∫ t
0
θ−1(U−1) grad f ds
å
(7)
From the r.h.s. of (7), one can verify that the definition of θ−1 [grad θ(f)]
is legitimate, and that it is a derivation on D∞(Ω), by using U⋆.U = Id; and
that if f = W (h) (h ∈ H), then (7) is identical to (6).
Moreover, θ−1 [grad θ(f)] is a D∞-continuous derivation.
Now we proceed by induction:
we know that θ : D∞ → L∞−0. Suppose θ : D∞ → D∞r , r ∈ N⋆.
The r.h.s. of (7) implies that θ−1 [grad θ(f)] ∈ D∞(Ω,H), so:
θ ◦ θ−1 [grad θ(f)] ∈ D∞r , which implies: grad θ(f) ∈ D∞r , so θ(f) ∈ D∞r+1.
Lemma 6..3. If θ is an auto-diffeomorphism of D∞:
i) the associated U to θ is a D∞-multiplicator.
ii) θ−1(U) and θ(gradU−1.U) are multiplicators.
Proof. U being associated to the diffeomorphism θ, is D∞-bounded. From
Corollary 4, 1, we see that Bi(t+h)−Bi(t)√
h
are h-uniformly multiplicators which
implies tha the same is true for the processes; 1h
∫ t+h
t UijdBj, because:
let V be a D∞-vector field; θ−1(V ) is also a D∞-vector field; then
(
t→ Bi(t+h)−Bi(t)√
h
· θ−1(V )
)
is a D∞-vector field and so is:
(
t→ θ
{
Bi(t+h)−Bi(t)√
h
· θ−1(V )
})
which equals:
(
t→ θ
[
Bi(t+h)−Bi(t)√
h
]
· V
)
or equals:
(
t→ 1√
h
∫ t+h
t U−1ij .dBj
)
.V .
Then 1h
Ä∫ t+h
t U−1ij .dBj
ä
· (Bk(t+ h)−Bk(t)) are h-uniformly
multiplicators, and with Ito¯’s formula, denoting M
(1)
i =
1
h
∫ t+h
t U−1ij .dBj
and M
(2)
k = Bk(t+ h)−Bk(t), we get:
1
h
Ç∫ t+h
t
U−1ij .dBj
å
· (Bk(t+ h)−Bk(t)) =
∫ t+h
t
M1.dM2 +
∫ t+h
t
M2.dM1 +
1
h
∫ t+h
t
U−1ik ds
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Direct calculus shows that:
∫ t+h
t M
(1)
i .dM
(2)
k +
∫ t+h
t M
(2)
k .dM
(1)
i is L
2-bounded,
h-uniformly.
So an extracted sequence of®
Φikh =
Ç
1
h
∫ t+h
t
U−1ij .dBj
å
· (Bk(t+ h)−Bk(t))− 1
h
∫ t+h
t
U−1ij ds
¬
h ↓ 0
´
converges L2-weakly towards a limit.
But: 1h
Ä∫ t+h
t U−1ij .dBj
ä
· (Bk(t+ h)−Bk(t)) ∈ F⊥t ∩ Ft+h .
As the filtration is right-continuous, we have: limh↓0F⊥t ∩ Ft+h = {0}
Then an extracted sequence of 1h
Ä∫ t+h
t U−1ij .dBj
ä
·(Bk(t+ h)−Bk(t)) converges
L2-weakly towards 0.
Combining these two extractions, we get a new sequence denoted again
Φikh such that Φ
ik
h converges L
2-weakly towards U−1ik and such that:
1
h
Ä∫ t+h
t U−1ij .dBj
ä
· (Bk(t+ h)−Bk(t)) converges L2-weakly towards 0.
Then a barycentric net Bikh built with the Φ
ik
h , will converge L
2 strongly
towards U−1ik .
With the same barycentric combination that was used to get Bikh from the
sequence
Ä
Φikh
¿
h ↓ 0
ä
, but this time applied to the sequence¶Ä
1
h
∫ t+h
t U−1ij .dBj
ä
·
Ä
Bkt+h −Bkt
ä¿
h ↓ 0
©
, we get a net of h-uniform multiplicators,
denoted M ikh .
Then: ∀X ∈ D∞(Ω,H), we have:
∀(p, r) and ∀(i, k) ∈ N⋆ × N⋆: suph ‖M ikh .X‖Dpr(Ω,H) bounded and M ikh X
converges L2-strongly towards U−1ik X.
Then, by interpolation, we have that U−1ik is a D∞(Ω,H) multiplicator.
ii) U is a D∞ multiplicator: so if V is a D∞-vector field, U .θ(V ) is also a
D∞-vector field; and then θ−1(U).θ−1θ(V ) is a D∞-vector field which implies
that: θ−1(U) is a D∞-multiplicator.
Similar proof for gradU−1.U , with a vector field V ∈ D∞(W,H), then
(gradU−1.U)θ(V ) ∈ D∞(W,H ⊗H). 
Now we have:
Theorem 6..2. The set Pm0(Vn, g) can be endowed with a D
∞-stochastic
manifold structure.
Proof. Let
(1)
∇ and
(2)
∇ be two connections on (Vn, g), both compatible with
g, I1 and I2 the respectively associated Ito¯ maps, J = I
−1
2 ◦I1 the chart change
map, and θ the morphism associated with J .
We suppose that
(1)
∇ and
(2)
∇ both verify the Driver condition, so the associated
Laplacians
(1)
∆ and
(2)
∆ are equal (see following Lemma 6, 4).
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Then if B˜1 and B˜2 are the associated Brownians, we have:
dB˜2 = U−1dB˜1 = θ(dB˜1) (8)
B˜1 and B˜2 being as in (2), and U being associated to θ, such that: θ [W (h)] =∫ 1
0
th˙U−1.dB˜1.
From (8), we get: U(ω1)dB˜2 = dB˜1, so: θ(U)dB˜2 = dB˜1, which implies
that θ(U) is a D∞-multiplicator.
From UdB˜2 = dB˜1, we deduce:
gradU−1.dB˜1 + U−1. grad(dB˜1) = grad(dB˜2).
This last SDE shows that gradU−1 is a D∞-multiplicator, and then gradU−1.U
is a D∞-multiplicator.
Then from Lemma 4, 2, we get that θ is a D∞-diffeomorphism and that
Pm0(Vn, g) with this chosen atlas is a D
∞-stochastic manifold. 
Lemma 6..4. If two connections
(1)
∇ and
(2)
∇ on the n-dimensional compact
manifold Vn are compatible with the metric g, and if both connections verify the
Driver condition, then the Laplacians
(1)
∆ and
(2)
∆ are identical.
Proof. Denote M(u, v) =
(1)
∇uv −
(2)
∇uv.
Then
(1)
∇uv −
(2)
∇uv = M(u, v) =
(1)
T (u, v) −
(2)
T (u, v),
(1)
T and
(2)
T being the
torsions of the connections
(1)
∇ and
(2)
∇.
Then from u.g(v, v) − u.g(v, v) = 0, we have:
g(M(u, v), v) = 0 (9)
From v.g(u, v) − v.g(u, v) = 0, we have:
g(M(v, u), v) + g(u,M(v, v)) = 0 (10)
And because
(1)
∇ and
(2)
∇ verify the Driver condition, we have:
g(M(u, v), v) − g(M(v, u), v) = 0 (11)
From (9), (10), (11) we get: g(u,M(v, v)) = 0, so: M(v, v) = 0, ∀v.
As
(1)
∆ −
(2)
∆ =
∑n
i=1
(1)
∇eiei −
∑n
i=1
(2)
∇eiei, we get:
(1)
∆ =
(2)
∆.

7. Derivations on Pm0(Vn)
Let (Vn, g) be a Riemannian n-dimensional compact manifold with connection
∇, compatible with g, and Pm0(Vn, g) be as usual the set of all continuous paths:
[0, 1]→ Vn, starting from m0 ∈ Vn.
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We now want to prove that under the Driver condition, the D∞-module
generated by a specific type of derivations (being built using C∞ vector fields
on Vn), is "dense" in the set of all D
∞-continuous derivations.
7. 1 If any Dv-type of derivation has an unique D
∞-derivation
extension, the Driver condition is fullfilled
We denote by I the Ito¯ application of the Wiener spaceW into Pm0(Vn, g),
and if f ∈ C∞(Vn), by
Ff,t(ω) = (f ◦ I) (ω)(t) (1)
H˜ being the NCM as in Definition (5, 1), we define, with v ∈ H˜, an operator
Dv by:
Dv (Ff,t) (ω) = (v.f)|I(ω)(t) (2)
We will show that if the Driver condition is satisfied, Dv can be extended
in a D∞-continuous derivation on D∞(Ω), and conversely.
The Driver condition being: if T is the torsion of the manifold,
∀u, v ∈ Γ(Vn), g(T (u, v), v) = 0.
We first show that Dv is an adapted derivation, assuming it has a unique
extension on D∞, denoted again Dv. For this we need:
Lemma 7..1.
σ [Ff,s / s ≤ t, f ∈ C∞(Vn)] = Ft
Proof. The inclusion
σ [Ff,s / s ≤ t, f ∈ C∞(Vn)] ⊂ Ft
is trivial. To prove the reverse inclusion, it is enough to prove that
B˜t ∈ σ [Ff,s / s ≤ t, f ∈ C∞(Vn)]
B˜t being defined as in Section 6, introduction a).
dB˜kt =
Ä
Z−1
äk
µ
dMµt
We have with Section 6 notations:
Zkµ = (θ∗uµ(ω, t))
k ,
dZkµ = −ΓkiℓZℓµ ◦ dpi
so Zkµ is the solution of a SDE with coefficients in σ [Ff,s / s ≤ t, f ∈ C∞(Vn)],
so Zkµ ∈ σ [Ff,s / s ≤ t, f ∈ C∞(Vn)].
Now from (6, 3) we have
dB˜ℓt =
Ä
Z−1
äℓ
k
◦ dpkt
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Then, as
(
Z−1
)k
ℓ ∈ σ [Ff,s / s ≤ t, f ∈ C∞(Vn)],
B˜t ∈ σ [Ff,s / s ≤ t, f ∈ C∞(Vn)] .

Theorem 7..1. Assuming there exists a unique extension of Dv, defined
on its domain by (2), this extension is an adapted derivation.
Proof. The definition (2) of Dv and Lemma 7..1 show that: DvFf,t ∈ Ft.
So the extension of Dv to D
∞ being supposed D∞-continuous, Dv is an adapted
derivation. 
Theorem 7..2. The NSC for Dv (v ∈ H˜) to have a unique D∞-continuous,
adapted extension on D∞(W) with zero divergence is the Driver condition: if
T is the torsion of ∇,
∀u, v ∈ Γ(Vn), g(T (u, v), u) = 0 (3)
Before proving Theorem 7..2, we need some lemmas.
Lemma 7..2. Zkµ = (Z(t, ω))
k
µ is a D
∞-bounded process.
Proof. This is corollary 6, 1. 
To prove that (3) is a necessary condition, we suppose now that Dv can
be extended in a D∞-continuous unique adapted derivation on D∞(W), again
denoted Dv .
Lemma 7..3. If v ∈ H˜, Dv(Zkµ) and ΓkijZiµvj are D∞-bounded semi-martingales.
Proof.
i)
dZkµ = −ΓkijZjµ ◦ dpi
= −ΓkijZjµ · dpi −
1
2
î
d(ΓkijZ
j
µ),dp
i
ó
The bracket gives a D∞-bounded process ×dt denoted: “Zkµ · dt and
Dv“Zkµ has meaning because we have supposed that Dv is a derivation
on D∞(W). Then:
Dv(Γ
k
ijZ
j
µ.dp
i) =
Ä
DvΓ
k
ij
ä
Zjµ.dp
i + Γkij(DvZ
j
µ).dp
i + ΓkijZ
j
µDv(dp
i)
But
Dv(dp
i) = d(Dvp
i) = dvi (4)
and vi is a D∞-S.M.
ii) Γkij(pt) is a S.M, and Γ
k
ijZ
i
µv
j is the product of three S.M.

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Proof of the necessary condition. Now, from
dpk = Zkµ ◦ dB˜µ (6, 3)
we get:
Dv(dp
k) = Dv(Z
k
µ) ◦ dB˜µ + Zkµ ◦Dv(dB˜µ) (5)
We suppose that Dv(dB˜
k) has the form
d
Ä
DvB˜
k
ä
= h˙k1dt+A
k
µ.dB˜
µ (6)
where t 7→ ∫ t0 h˙1 ds is a D∞-vector field. Reporting (6) and (4) in (5):
dvk(t, ω) = Dv(Z
k
µ) ◦ dB˜µ + Zkµh˙µ1dt+ Zkµ ◦ Aµν · dB˜ν
As vk is a SPT vector,
−ΓkijZiµvj ◦ dB˜µ = Dv(Zkµ) ◦ dB˜µ + Zkµh˙µ1dt+ Zkλ ◦ Aλµ · dB˜µ (7)
Identifying the Itô integals in (7), we get:
−ΓkijvjZiµ = Dv
Ä
Zkµ
ä
+ ZkλA
λ
µ (8)
From (8) and Lemma 7..2, then Aλµ is a D
∞-S.M. So we can rewrite Dv(dB˜k)
as:
d
Ä
DvB˜
k
ä
= h˙k2dt+A
k
µ ◦ dB˜µ (9)
where t 7→ ∫ t0 h˙2 ds is a D∞-vector field. Then as in definition 6.1 for H˜, we
write v =
∑n
µ=1 f
µ(t)uµ(t, ω):
Dv(dp
k) = dvk
= d
Ñ
n∑
µ=1
fµ(t)Zkµ
é
=
n∑
µ=1
f˙µ(t)Zkµdt+
n∑
µ=1
fµ(t) ◦ dZkµ(t, ω)
=
n∑
µ=1
f˙µ(t)Zkµdt− fµΓkijZjµ ◦ dpi (10)
But
fµZjµ = f
µ(θ∗uµ(t, ω))j
= (θ∗ (fµuµ(t, ω)))j
= vj(t, ω)
so
Dv(dp
k) = f˙µ(t)Zkµdt− ΓkijvjZiµ ◦ dB˜µ
= Dv(Z
k
µ ◦ dB˜µ)
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with (10), we get then:
f˙µZkµdt− ΓkijvjZiµ ◦ dB˜µ = Dv(Zkµ) ◦ dB˜µ + Zkµ ◦Dv(dB˜µ)
= Dv(Z
k
µ) ◦ dB˜µ + Zkµh˙µ2dt+ ZkµAµλ ◦ dB˜λ
Using (8) for the identification of the terms with dt, in the above equation,
brings
h2(t) =
∫ t
0
f˙(s) ds (11)
To determine Akµ we write
dAkµ(t, ω) = a
k
1,µdt+ b
k
µ,ρ.dB˜
ρ (12)
where ak1,µ and b
k
µ,ρ are the components of (n+ 1) n× n-matrices.
So we differentiate (8):
ZkλA
k
µ = −Dv(Zkµ)− ΓkijvjZiµ
and report (12) in (8). The only time that the expression bkµ,ρ.dB˜
ρ will appear,
after differentiation of both members of (8) will come on the right side; all
other terms of (8) after differentiation, will bring either terms in dB˜ or dt, for
which the coefficients are D∞-S.M. After identification of the terms in dB˜, we
see that bkµ,ρ is a D
∞-S.M.
So we can rewrite (12) as
dAkµ(t, ω) = a
k
2,µdt+ b
k
µ,ρ ◦ dB˜ρ (13)
To make ak2,µ and b
k
µ,ρ explicit, we differentiate (8) and report (13) in d
Ä
ZkλA
λ
µ
ä
:
d
Ä
ZkλA
λ
µ
ä
= Aλµ ◦ dZkλ + Zkλ ◦ dAλµ
= −AλµΓkijZjλ ◦ dpi + Zkλaλ2,µdt+ Zkλbλµ,ρ ◦ dB˜ρ (14)
d
Ä
Γkijv
jZiµ
ä
= vjZiµ ◦ dΓkij + ΓkijZiµ ◦ dvj + Γkijvj ◦ dZiµ
= vjZiµ
Ñ
n∑
ρ=1
∂Γkij
∂xρ
◦ dpρ
é
+ ΓijZ
i
µf˙
αZjαdt
− ΓkijZiµΓjραvα ◦ dpρ − ΓkijvjΓiρℓZℓµ ◦ dpρ (15)
d
Ä
Dv
Ä
Zkµ
ää
= Dv(dZ
k
µ) = −Dv
î
ΓkijZ
j
µ ◦ dpi
ó
= −(DvΓkij)Zjµ ◦ dpi − Γkij(DvZjµ) ◦ dpi
− ΓkijZjµ ◦Dv(dpi) (16)
But
Dv(Γ
k
ij) =
n∑
ρ=1
∂Γkij
∂xρ
vρ
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and (8):
Dv(Z
j
µ) = −ΓjsrvrZsµ − ZjλAλµ
so
d
Ä
Dv(Z
k
µ)
ä
= −(DvΓkρi)Ziµ ◦ dpρ − Γkρi(DvZiµ) ◦ dpρ − ΓkρiZiµ ◦Dv(dpρ)
= −
n∑
r=1
∂Γkρi
∂xr
vrZiµ ◦ dpρ + Γkρi
Ä
Γisrv
rZsµ + Z
i
λA
λ
µ
ä
◦ dpρ
− ΓkijZjµ
Ä
f˙ rZirdt− Γirsvs ◦ dpr
ä
(17)
Reporting (14), (15), (17) in both differentiated sides of (8) and identifying
the terms in dt, we get:
aν2,µ = f˙
αT ksrZ
r
µZ
s
α
Ä
Z−1
äν
k
(18)
So aν2,µ is intrinsically defined:
aν2,µ = g
Ä
T
Ä
f˙αuα, uµ
ä
, uν
ä
(18’)
To evaluate bλµ,ρ we report (14), (15), (17), in both differentiated sides of (8)
and we identify the terms in dB˜ρ we get
−AλµΓkijZjλZiρ ◦ dB˜ρ+Zkλbλµ,ρ ◦ dB˜ρ
=− vjZiµ
∂Γkij
∂xr
Zrρ ◦ dB˜ρ + ΓkijZiµΓjrαvαZrρ ◦ dB˜ρ
+ Γkijv
jΓirsZ
s
µZ
r
ρ ◦ dB˜ρ +
∂Γkri
∂xs
vsZiµZ
r
ρ ◦ dB˜ρ
− Γkrj
Ä
Γjsnv
nZsµ + Z
j
λA
λ
µ
ä
Zrρ ◦ dB˜ρ
− ΓkijZjµΓirsvsZrρ ◦ dB˜ρ
which after simplification and rewriting some indices:
vsZiµZ
r
ρ
ñ
∂Γkri
∂xs
− ∂Γ
k
is
∂xr
+ ΓkinΓ
n
rs + Γ
k
nsΓ
n
ri
−ΓkrnΓnis − ΓkniΓnrs
ó
= Zkλb
λ
µ,ρ (19)
We can rewrite (19):
vsZiµZ
r
ρ
ñ
∂Γkri
∂xs
− ∂Γ
k
si
∂xr
+ ΓnriΓ
k
sn + Γ
n
riT
k
ns − ΓkrnT nis − ΓkrnΓnsi
+ΓnrsT
k
in +
∂Γksi
∂xr
− ∂Γ
k
is
∂xr
ô
= Zkλb
λ
µ,ρ
From
Rksri =
∂Γkri
∂xs
− ∂Γ
k
si
∂xr
+ ΓnriΓ
k
sn − ΓkrnΓnsi (20)
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and
∇rT ksi = ∂rT ksi − ΓnriT ksn − ΓnrsT kni + ΓkrnΓnsi (21)
we get:
Zkλb
λ
µ,ρ =
Ä
Rksri +∇rT ksi
ä
ZiµZ
r
ρv
s (22)
which can be written
bαµ,ρ = g [R(v, uρ, uµ), uα] + g
ÄÄ
∇uρT
ä
(v, uµ), uα
ä
(22’)
Now we want to prove that t 7→ ∫ t0 h˙1(s) ds is a D∞(Ω,H)-vector field. From
(6), (9) and (12), we have
h˙k1 = h˙
k
2 +
1
2
n∑
µ=1
bkµ,µ (22”)
From (22), we have:
bkµ,µ =
Ä
Rαjri +∇rTαji
ä
ZiµZ
r
µ(Z
−1)kαv
j
and v =
∑n
ν=1 f
ν(t)uν(t, ω), so:
bkµ,µ =
Ä
Rαjri +∇rTαji
ä
ZiµZ
r
µ
Ä
Z−1
äk
α
f ν(t)Zjν
As f ν ∈ H, supt∈[0,1] |f ν(t)| is bounded, and each other element in the bkµ,µ’s
formula is either a component of a SPT vector, or of a C∞ function of such
components, on a compact manifold, so all these elements are D∞-bounded, and
t 7→ ∫ t0 bkµ,µ ds is a D∞-vector field. Now h1 : t 7→ ∫ t0 h˙1(s) ds is a D∞-vector
field and Dv − h1 is a D∞-continuous derivation such that
d
Ä
DvB˜
k − hk1
ä
= Akµ.dB˜
µ (6)
But by Clark-Ocone, if α ∈ D∞(W) there exists α˜µ such that
α = constant +
∫ 1
0
α˜µ · dB˜µ
and
(Dv − h1)(α) =
∫ 1
0
((Dv − h1)α˜µ) · dB˜µ +
∫ 1
0
α˜µ(Dv − h1) · dB˜µ
=
∫ 1
0
(Dv − h1)α˜µ · dB˜µ +
∫ 1
0
α˜µA
µ
ν · dB˜ν
so
E [(Dv − h1)α] = 0⇒ div (Dv − h1) = 0
Now Dv − h1 is a derivation, adapted and with a null divergence; from
Theorem IV, 1, we deduced that there exists a n×n antisymmetric matrix A˜kµ
which as a process, is an adapted multiplicator such that:
Dv − h1 = div A˜ grad.
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The fundamental isometry show that A˜kµ = A
k
µ p.a.s. So A
k
µ is an antisymmetrical
n × n matrix. From (13), we deduce that ak2,µ is antisymmetrical. Then
ak2,µg (uk(t, ω), uµ(t, ω)) = 0, uk(t, ω) and uk(t, ω) being the SPT of the vectors
uek, ueµ (ek and eµ being canonical basis vectors of R
n).
So g(ak2,µuk, uµ) = 0, which implies gij(a
k
2,µZ
i
k, Z
j
µ) = 0. With (18), we
have:
gij
(
T
Ä
uµ(ω, t), f˙
αuα(ω, t)
äi
, Zjµ
)
= 0
so
g
Ä
T
Ä
uµ(ω, t), f˙
αuα(ω, t)
ä
, uµ(ω, t)
ä
= 0
and g(T (X1,X2),X1) = 0, which is the Driver condition (3). 
7. 2 Reapracally, if the Driver condition is fullfilled, then any
Dv-type of derivation has an unique D
∞-derivation
extension
Now we want to show that the Driver condition (3) is a sufficient condition.
So given v ∈ H˜, v = f ν(t)uν(t, ω) we have an operator Dv acting on
functions Ff,t(ω) such that
(DvFf,t) (ω) = (v(ω(t)) · f)I(ω)(t) (2)
and we define
D˜v = divAv grad +
Ç
t 7→
∫ t
0
h˙1(s) ds
å
(23)
where
(Av)
k
µ(ω, t) =
∫ t
0
ak1,µ(v) ds +
∫ t
0
bkµ,ρ · dB˜ρ (24)
with
bkµ,ρ(v) =
Ä
Rαjri +∇rTαji
ä
ZiµZ
r
ρ(Z
−1)kαv
j (25)
and
ak2,µ(v) = f˙
αT νsrZ
r
µZ
s
α(Z
−1)kν = g(T (f˙
α
uα , uµ), uν) (26)
and
h˙k1 = f˙
k +
1
2
n∑
µ=1
bkµ,µ = h˙2 + h˙3 (27)
with
h˙3 =
1
2
n∑
µ=1
bkµ,µ (27’)
We have to prove that:
• Av is an antisymmetrical, adapted, matrix;
• Av is a multiplicator;
• the operator Dv and divA grad +
Ä
t 7→ ∫ t0 h˙1(s) dsä coincide on pk.
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(24) can be rewritten:
A(v)(t) =
∫ t
0
a1(v) ds +
∫ t
0
b(v)ρ · dB˜ρ (24’)
From the intrinsic formulations of ak1,µ, a
k
2,µ and b
k
µ, and with the Driver
condiction (3), we get that Av in (23) and (24) is indeed antisymmetric.
We are going to show, for example, that g
Ä
(∇uρT )(v, uµ), uα
ä
is antisymmetric
in (µ, α). For this, it is enough to prove that if X,Y,Z are vector fields on
(Vn, g), g ((∇ZT )(X,Y ),X) = 0.
From g(T (X,Y ),X) = 0, we deduce g(T (U, Y ), V ) = −g(T (V, Y ), U).
Then
g ((∇ZT )(X,Y ),X) = g (∇Z(T (X,Y )),X) − g (T (∇ZX,Y ),X) − g (T (X,∇ZY ),X)
The last term is zero by (3) (Driver condition), and:
= g (∇Z(T (X,Y )),X) + g (T (X,Y ),∇ZX)
= Z · g(T (X,Y ),X) = 0
Now we have to show that:
(Av)
k
µ(t, ω) =
∫ t
0
ak1,µ(v) ds +
∫ t
0
bkµ,ρ · dB˜ρ (24)
is a multiplicator.
bkµ,ρ = g (R(v, uρ, uµ), uk) + g ((∇uρT )(v, uµ), uk) (25)
and t 7→ ∫ t0 bkµ,ρ · dB˜ρ is an Itô stochastic integral of a D∞-bounded process so
is a 12 -Hölderian D
∞ process, so is a multiplicator. Then
aν1,µ = f˙
αg(T (uα, uµ), uν) +
1
2
bνµ,µ (26)
1
2b
ν
µ,µ is D
∞-bounded so t 7→ 12
∫ t
0 b
ν
µ,µ ds is a D
∞(ω,H) vector field, so the
process t 7→ 12
∫ t
0 b
ν
µ,µ ds is a D
∞-multiplicator.
Then
gradj
®∫ t
0
f˙α(s)g(T (uα, uµ), uν) ds
´
=
∫ t
0
f˙α(s)gradj {g(T (uα, uµ), uν)} ds
≤
Ç∫ 1
0
∣∣∣f˙α(s)∣∣∣2 dså12 Ç∫ 1
0
∥∥∥gradj {g(T (uα, uµ), uν)}∥∥∥⊗jH ds
å1
2
so with criterion IV, 2, we see that
t 7→
∫ t
0
f˙α(s)g(T (uα, uµ), uν) ds
is a multiplicator.
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Last: straightforward computation shows that
Ä
t 7→ ∫ t0 12 ∑nµ=1 bkµ,µ dsä is
a D∞-vector field. Now we will show that (Dv − v)pℓ = 0, with v ∈ H˜
and v =
∑n
µ=1 f
µ(t)uµ(t, ω). With the same notations as before, and with
a Stratonovitch integration by parts, we have:
v(t, ω) · pρ = vρ(t, ω) =
∫ t
0
f˙µ(s)uρµ(s, ω) ds+
∫ t
0
fµ(s) ◦ dZρµ
(Dv − v)pℓ = Dv
Ç∫ t
0
Zℓµ ◦ dB˜µ
å
+
∫ t
0
fµ(s)ΓℓjkZ
k
µZ
j
ρ ◦ dB˜ρ −
∫ t
0
f˙(s)µZℓµ ds
With (9):
=
∫ t
0
DvZ
ℓ
ρ ◦ dB˜ρ +
∫ t
0
h˙µ2Z
ℓ
µ ds+
∫ t
0
ZℓµA
µ
ρ ◦ dB˜ρ
+
∫ t
0
fµΓℓjkZ
k
µZ
j
ρ ◦ dB˜ρ −
∫ t
0
f˙µ(s)Zℓµ ds but h˙
µ
2 = f˙
µ
=
∫ t
0
“Rℓρ ◦ dB˜ρ (27)
with “Rℓρ = DvZℓρ + ZℓµAµρ + fµΓℓjkZkµZjρ.
So “Rℓρ = DvZℓρ + ZℓµAµρ + ΓℓjkvkZjρ (28)
Using
Zℓρ = −
∫ t
0
ΓℓµνZ
ν
ρZ
µ
λ ◦ dB˜λ
and (13):
dAkµ = a
k
2,µdt+ b
k
µ,ρ ◦ dB˜ρ
we have“Rℓρ =−Dv Ç∫ t
0
ΓℓµνZ
ν
ρZ
µ
α ◦ dB˜α
å
−
∫ t
0
AµρΓ
ℓ
ijZ
j
µZ
i
α ◦ dB˜α +
∫ t
0
Zℓµa
µ
2,ρ ds+
∫ t
0
Zℓµb
µ
ρ,α ◦ dB˜α
+
∫ t
0
∂Γℓjk
∂xβ
vkZjρZ
β
α ◦ dB˜α −
∫ t
0
Γℓjkv
kΓjµνZ
ν
ρZ
µ
α ◦ dB˜α
+
∫ t
0
ΓℓjkZ
j
ρ f˙
µZkµ ds−
∫ t
0
ΓℓjkZ
j
ρΓ
k
λβv
βZλα ◦ dB˜α (29)
using (9):
d(Dv(B˜
α)) = h˙α2dt+A
α
µ ◦ dB˜µ
we can rewrite:
Dv
Ç∫ t
0
ΓℓµνZ
ν
ρZ
µ
α ◦ dB˜α
å
=
∫ t
0
Ä
(Dv − v) · Γℓµν
ä
ZνρZ
µ
α ◦ dB˜α
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+
∫ t
0
(v · Γℓµν)ZνρZµα ◦ dB˜α
+
∫ t
0
ΓℓµνDv
Ä
ZνρZ
µ
α ◦ dB˜α
ä
=
∫ t
0
∂Γℓµν
∂xβ
Ä
(Dv − v) · pβ
ä
· ZνρZµα ◦ dB˜α
+
∫ t
0
∂Γℓµν
∂xβ
ZνρZ
µ
αv
β ◦ dB˜α
+
∫ t
0
Γℓµν(DvZ
ν
ρ )Z
µ
α ◦ dB˜α
+
∫ t
0
ΓℓµνZ
ν
ρ (DvZ
µ
α) ◦ dB˜α
+
∫ t
0
ΓℓµνZ
ν
ρZ
µ
α f˙
αds
+
∫ t
0
ΓℓµνZ
ν
ρZ
µ
λA
λ
α ◦ dB˜α (30)
Reporting (30) in (29)“Rℓρ =− ∫ t
0
∂Γℓµν
∂xβ
Ä
(Dv − v) · pβ
ä
ZνρZ
µ
α ◦ dB˜α −
∫ t
0
∂Γℓµν
∂xβ
ZνρZ
µ
αv
β ◦ dB˜α
−
∫ t
0
Γℓµν(DvZ
ν
ρ )Z
µ
α ◦ dB˜α −
∫ t
0
ΓℓµνZ
ν
ρ (DvZ
µ
α) ◦ dB˜α
−
∫ t
0
ΓℓµνZ
ν
ρZ
µ
α f˙
α ds−
∫ t
0
ΓℓµνZ
ν
ρZ
µ
λA
λ
α ◦ dB˜α
−
∫ t
0
AµρΓ
ℓ
ijZ
j
µZ
i
α ◦ dB˜α +
∫ t
0
Zℓµa
µ
2,ρ ds+
∫ t
0
Zℓµb
µ
ρ,α ◦ dB˜α
+
∫ t
0
∂Γℓjk
∂xβ
vkZjρZ
β
α ◦ dB˜α −
∫ t
0
Γℓjkv
kΓjµνZ
ν
ρZ
µ
α ◦ dB˜α
+
∫ t
0
ΓℓjkZ
j
ρ f˙
µZkµ ds−
∫ t
0
ΓℓjkZ
j
ρΓ
k
λβv
βZλα ◦ dB˜α (31)
In this latest equation: the terms Nr. 5 + Nr. 8 + Nr. 12 = 0 (see (18)).
• The terms
Nr. 3 + Nr. 7 = −
∫ t
0
ΓℓijZ
i
α(DvZ
j
ρ +A
µ
ρZ
j
µ) ◦ dB˜α
= −
∫ t
0
ΓℓijZ
i
α(
“Rjρ − ΓjrkvkZrρ) ◦ dB˜α (with (28))
• Same for Nr. 4 + Nr. 6:
−
∫ t
0
ΓℓµνZ
ν
ρ (DvZ
µ
α + Z
µ
λA
λ
α) ◦ dB˜α = −
∫ t
0
ΓℓµνZ
ν
ρ (
“Rµα − ΓµjkvkZjα) ◦ dB˜α
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• Nr. 9:
+
∫ t
0
Zℓµb
µ
ρ,α ◦ dB˜α =
∫ t
0
Ä
Rℓsri +∇rT ℓsi
ä
ZiρZ
r
αv
s ◦ dB˜α
• Nr. 2 + Nr. 10:
−
∫ t
0
∂Γℓri
∂xs
ZiρZ
r
αv
s ◦ dB˜α +
∫ t
0
∂Γℓis
∂xr
vsZiρZ
r
α ◦ dB˜α
The sum of all derivatives of the Christoffel symbols of the terms Nr. 9 + Nr.
2 + Nr. 10 is zero.
Now we collect all the terms with double products of Christoffel symbols:
they come from terms Nr. 11, 13, from Nr. 3 + Nr. 7, Nr. 4 + Nr. 6, and from
the unused parts of Rℓsri +∇rT ℓsi in Nr. 9: we get (λ: summation index)∫ t
0
+ZνρZ
µ
αv
k(− ΓℓjkΓjµν − ΓℓνλΓλµk + ΓλµνΓℓkλ − ΓℓµλΓλkν
− ΓλµνT ℓkλ − ΓλµkT ℓλν + ΓℓµλT λkν + ΓℓµjΓjνk + ΓℓλνΓλµk) ◦ dB˜α
which after reduction, equals 0.
So (31) becomes:“Rℓρ = − ∫ t
0
{
∂Γℓµν
∂xβ
Ä
(Dv − v) · pβ
ä
ZνρZ
µ
α + Γ
ℓ
µν
Ä
Zµα
“Rνρ + Zνρ “Rµαä} ◦ dB˜α (32)
We also have:
(Dv − v) · pℓ =
∫ t
0
“Rℓα ◦ dB˜α (27)
(32) and (27) constitute a linear system of SDE, for which the unknown variables
are “Rℓρ, (Dv − v) · pℓ and with null initial conditions of “Rℓρ and (Dv − v) · pℓ. So
(Dv − v) · pℓ = 0.
7. 3 Calculus of the Dv-derivation of a k-covariant tensor, on
(Vn, g)
Let C be a k-covariant tensor of (Vn, g) and v ∈ H˜: v = fµ(t)uµ(t, ω)
where uµ(t, ω) is the SPT of ueµ, at instant t “along ω(t)”.
Let xi(t, ω), i = 1, . . . , k, SPT of vectors xi ∈ Tm0Vn, we want to compute
DvC (x1(t, ω), . . . , xk(t, ω)),
Dv [C (x1(t, ω), . . . , xk(t, ω))] = Dv
Ä
Ci1...ikx
i1
1 . . . x
ik
k
ä
, ij = 1, . . . , n
To simplify the notations, we keep only one index ij and make the calculus only
with this ij :
Dv
î
C (xij )
ó
= (v · Cij)(xijj ) + Cij
[
Dvx
ij
j
]
= (v · Cij)(xijj ) + Cij
[
−Γijαj ,βjvβjx
αj
j − xijλjA
λj
j
]
with (8)
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αj , βj running from 1 to n and λj from 1 to k.
= (v · Cij)(xijj )− Cij
(
Γ
ij
αj ,βj
x
βj
j v
αj
)
− Cij
(
T
ij
αj ,βj
vβjx
αj
j
)
− Cij
(
x
ij
λj
A
λj
j
)
= (∇vC ) (xj)− Cij
(
T ij (xj, v) + x
ij
λj
A
λj
j
)
So
Dv [C [x1, . . . , xk]] = (∇vC ) (x1, . . . , xk)−
k∑
j=1
C
(
x1, . . . , xj−1, T (xj , v) +A
λj
j xλj , . . . , xk
)
We now apply this result to a bilinear symmetrical form on (Vn, g), denoted q,
and compatible with the operator ∇ of the connection on (Vn, g):
0 = Dvq(x1(t, ω), x2(t, ω))
= (∇vq)(x1, x2)− q(x1, Ax2 + T (x2, v)) − q(Ax1 + T (x1, v), x2)
= (∇vq)(x1, x2)− q(x1, Ax2)− q(x1, T (x2, v))− q(Ax1, x2)− q(T (x1, v), x2)
= q(T (x1, v), x2)− q(x1, T (x2, v))
because ∇vq = 0 and the antisymmetry of A. Which implies q(T (x, y), x) = 0.
We recall that H˜, the NCM (New Cameron-Martin space) is the set
n∑
µ=1
fµ(t)uµ(t, ω) / f
µ ∈ H and uµ(t, ω) = ueµ

uµ(t, ω) is the SPT of ueµ, evaluated at instant t ∈ [0, 1] “along ω”; (eµ)µ=1,...,n
is the canonical basis of Rn and u is the isomorphism between Rn and Tm0Vn.
The scalar product on H˜ is∞
n∑
µ=1
fµ(·)uµ,
n∑
ν=1
gµ(·)uν
∫
H˜
=
n∑
µ=1
∫ t
0
f˙µ(t)g˙µ(t) dt
with this scalar product, H˜ is complete.
There is a correspondence between H˜ and H: ∀v ∈ H˜, v = ∑ fµuµ(t, ω),
we associate the element of H: (fµ(t))µ=1,...,n. This correspondence is an
isometry and the image of v is denoted h(v): h(v) = (fµ(t))µ=1,...,n. As a
basis qB of H˜, we choose the following elements of H˜:
qB =

εℓ,j = t 7→
Ä√
2
∫ t
0 cos 2πℓs · ds
ä
uj(t, ω)
ε′k,j = t 7→
Ä√
2
∫ t
0 sin 2πks · ds
ä
uj(t, ω)
ε′′j = t 7→
Ä∫ t
0 1 · ds
ä
uj(t, ω)
(33)
qB is a basis of H˜. We denote by ερ (or εi) the generic basis vector of qB. Now
we will define an operator denoted again grad, but associated to the NCM. ε
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being a vector of qB, we recall that
Dε = divA(ε)grad +
Ç
t 7→
∫ t
0
h˙1(ε)(s) ds
å
(23)
with
(A(ε))kµ(t, ω) =
∫ t
0
ak1,µ(ε) ds +
∫ t
0
bµ,ρ(ε) · dB˜ρ ( 24)
and
bkµ,ρ(ε) =
Ä
Rαjri +∇rTαji
ä
ZiµZ
r
ρ(Z
−1)kαε
j (25)
ak2,µ(ε) = h˙
α(ε)(t)T νsrZ
r
µZ
s
α(Z
−1)kν (26)
7. 4 Definition of the new-gradient on D∞.
Definition 7..1. (vi)i∈N∗ being a basis of H˜, we define, for f ∈ D∞
grad f =
∞∑
i=1
(Dvif) vi (34)
We have to show that this definition is legitimate and that grad f is a
derivation (trivial). We will show that first, with the basis qB, the defining
series in (33) is D∞-convergent. For this it is enough to prove:
Lemma 7..4. If f, g ∈ D∞, then∑∞ρ=1Dερf ·Dερg is D∞-convergent. Nota:
ερ is either εℓ,j, ε
′
k,j or ε
′′
j , basis vectors of
qB.
To prove Lemma 7..4, it is enough to prove that (Dερf)ρ∈N∗ is a D∞ vector
field. From (23), we have:
Dερf = divA(ερ)grad f +
Ç
t 7→
∫ t
0
h˙1(ερ)(s) ds
å
h˙1(ερ) =
√
2 cos(2πρt) +
1
2
n∑
µ=1
bµ,µ (33)
or
√
2 sin(2πρt) +
1
2
n∑
µ=1
bµ,µ (27)
with
bµ,µ(ε) =
Ä
Rαjri +∇rTαji
ä
ZiµZ
r
µ(Z
−1)jαh(ερ)
(h˙(ερ) 6= h˙1(ερ)). Now, using
∣∣∣∫ t0 cos 2πℓs ds∣∣∣ ≤ C0ℓ and ∣∣∣∫ t0 sin 2πks ds∣∣∣ ≤ C0k ,
C0 being a constant, we see thatÇ
t 7→
∫ t
0
h˙1(ερ)(s) ds
å
ρ∈N∗
is a D∞-vector field.
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To be able to do the same trick with divA(ερ)grad f , we know that:
A(ερ)
k
µ =
∫ t
0
ak1,µ(ερ) ds+
∫ t
0
bkµ,α(ερ) · dB˜α (24)
with
bkµ,α(ερ) =
Ä
Rjri +∇rTmji
ä
ZiµZ
r
α(Z
−1)kmερ
and
ak1,µ(ερ) = h˙(ερ)
αT νsrZ
r
µZ
s
α(Z
−1)kν +
1
2
bkµ,µ
(Eq. 25 and 26)
The only item for which the trick is not directly possible is ak2,µ(ερ). So
we make a Stratonovitch integration by parts and we get:∫ t
0
ak2,µ(ερ) ds =
∫ t
0
h˙(ερ)
αT νsrZ
r
µZ
s
α(Z
−1)kν ds
=
Ç∫ t
0
h(ερ)
α ds
å
×
∫ t
0
T νsrZ
r
µZ
s
α(Z
−1)kν ◦ dB˜
−
∫ t
0
h(ερ)
α ◦ d
Ä
T νsrZ
r
µZ
s
α(Z
−1)kν
ä
(35)
As ak1,µ, T
ν
sr, Z
r
µ, Z
s
α, and (Z
−1)kν are D∞-semi-martingales, we can make this
integration by parts. Then each Stratonovitch integral in (35) is α-Hölderian,
α < 12 , ρ-uniformly, and is multiplied by
1
ρ , which is due to the presence of
h(ερ)
α.
The Lebesgue integral in the r.h.s. of (35) is also a Stratonovitch integral
multiplied by 1ρ which appears because of
∫ t
0 h(ερ)
α(s) ds.
So
Ä
Dερf
ä
ρ∈N∗ is a D
∞-vector field. We also have to prove that the
definition of the new grad does not depend on the basis (vj)j∈N∗ . For this,
we prove first that the map H˜ ∋ v 7→ Dvf ∈ D∞ is continuous;
Dvf = divAvgrad f + t 7→
∫ t
0
h˙1(v)(s) ds (23)
From (27), we see that v 7→
Ä
t 7→ ∫ t0 h˙1(v)(s) dsä is continuous, when seen as a
vector field. The map v 7→ divAvgrad f is continuous because with (24), (25),
(26), we see from the equations defining b(v) and a(v), so A(v), that A(v) is
uniformly multiplicator.
Then if (vi)i∈N∗ is a basis of H˜, and which w ∈ H˜, we have〈
L∑
i=1
Dvif · vi, w
〉
H˜
=
L∑
i=1
(Dvif) 〈vi, w〉H˜
= D∑L
i=1
〈vi,w〉H˜vi
f
so, when L ↑ ∞, we get
〈grad f,w〉H˜ = Dwf
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Remark 7..1. If
−−→
grad f denotes the gradient of a function f ∈ C∞(Vn)
−−→
grad f =
n∑
i=1
∂f
∂xi
∂
∂xi
then Ff,t being Ff,t(ω) = f(I(ω)(t), I being the Itô map, we have
〈v, gradFf,t〉H˜ (ω) =
〈
v,
−−→
grad f
〉
Vn
(I(ω)(t))
8. Standard Quadratic form on Pm0(Vn, g)
This section is dedicated to the study of the standard quadratic form on
the D∞-stochastic manifold Pm0(Vn, g).
We recall the theorem of Dini-Lipshitz:
If f is a real function which is piecewise of class C1 on a bounded interval,
its Fourier series converges uniformly where f is C1, and on the finite number
of discontinuity points, f converges towards the half sum of f ’s right and left
limits.
This theorem is still valid if f is piecewise α-Hölderian (0 < α < 1), and
the proof is similar.
We suppose from now on, that the metric g satisfies the Driver condition:
V1 and V2 being C
∞ vector fields on Vn, T the torsion, g (T (V1, V2), V1) = 0.
8. 1 Definition of the New Cameron-Martin space and of the
standard bilinear form
We recall some properties of the NCM (new Cameron-Martin)¶
eµ
¿
µ = 1, . . . , n
©
being the canonical basis of Rn, NCM denoted H˜ is:
H˜ =

n∑
µ=1
fµ(t)uµ(t, ω)
¬
uµ being the SPT of ueµ and f
µ(t) ∈ H

Scalar product on H˜:
If vi =
∑n
µ=1 f
µ
i (t)uµ(t, w) ∈ H˜, i = 1, 2 :
< v1, v2 >H˜=
∫ 1
0
f˙µ1 (t)f˙
µ
2 (t)dt
− H˜ is complete.
− A basis of H˜ is:
{vi =∑nµ=1 fµi (t)uµ(t, w)/ t(f1i , . . . , fni ), i ∈ N∗ being a basis of H,
(uµ(t, w)/µ = 1, . . . , n) being the SPT of a basis in Tm0Vn}
Definition 8..1.
i) If δ ∈ Der(Ω), f ∈ D∞(Ω) : df(δ) = δ(f), then df ∈ Der∗(Ω).
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ii) If (vi)i∈N∗ is a basis of H˜, we define δf ∈ Der by:
δf (g) =
∞∑
i=1
Dvif ·Dvig.
δf ∈ Der(Ω) because δf (g) =< grad f, grad g >H˜ .
iii) If α ∈ Der∗(Ω): δα(f) = α(δf ), then δα ∈ Der(Ω).
Remark 8..1. If the set (fk)k∈K is bounded in D∞(Ω), the set (δfk)k∈K
is bounded in Der(Ω).
Definition 8..2. If α, β ∈ Der∗(Ω), we define the standard bilinear form
on Der∗ by:
q(α, β) =
∞∑
i=1
α(Dvi)β(Dvi)
We have to show that this definition does not depend of the chosen basis,
that this series is D∞-convergent, and that q is D∞-continuous relatively to
each of its argument.
We first prove that the series defining q(α, β) is D∞-convergent.
a) If α = df, β = dg, f and g ∈ D∞(Ω),
q(α, β) =
∞∑
i=1
df(Dvi) · dg(Dvi) =< grad f, grad g >H˜
b) If β = dg and α ∈ Der∗
q(α, β) = α(
∞∑
i=1
Dvig ·Dvi)
As
∑∞
i=1Dvig ·Dvi = δg ∈ Der(Ω), and as α is continuous, q(α, β) is legitimate.
c) Let α ∈ Der∗, with theorem 3,2, there exists a bounded net (αk)k∈K in Der∗
which converges towards α, and:
αk =
∑
ik∈Ik
hikdgik , Ik finite, hik ∈ D∞(Ω) and gik ∈ D∞(Ω)
Then direct computation shows that:
δαk =
∑
ik∈Ik
hik
∞∑
j=1
Dvjgik ·Dvj
Moreover the set (δαk)k∈K is a bounded set in Der(Ω), (vj)j∈N∗ being a base
of H˜, then:
q(αk, αk) =
∑
j∈N∗
|αk(Dvj )|2 = αk(δαk)
125
because we have:
q(αk, αk) = q(αk,
∑
ik∈Ik
hikdgik) =
∑
ik∈Ik
hikq(αk, dgik )
=
∑
ik∈Ik
hik
∞∑
j=1
αk(Dvj )dgik(Dvj )
=
∑
ik∈Ik
hik
∞∑
j=1
αk(Dvj )Dvj (gik)
= αk(δαk)
The sets (αk)k∈K and (δαk)k∈K are bounded in Der
∗ and Der, so the finite
sums
∑L
i=1 |αk(Dvi)|2 are D∞-bounded uniformly in L and in k, so q(α,α)
exists and is ∈ L∞−0(Ω). But the set {αk(δαk)/k ∈ N∗} is D∞-bounded, then
by interpolation, q(α,α) ∈ D∞.
The net q(αk, αk) − q(α,α) is Lp′-convergent for each p′ > 1 and is
Dpr-bounded, p > 1, r ∈ N∗. By interpolation this net converges towards 0
in D∞(Ω), so q(α,α) ∈ D∞(Ω).
Now we want to prove the continuity of q(α, β) relatively to each of its
arguments. If α ∈ Der∗ and β ∈ Der∗, we know that there exists a net (αk)k∈K
as in theorem 3,2 such that: αk
Der
∗−−−→ α, then we have seen that
lim
k
q(αk, β) = q(α, β) = lim
k
αk(δβ) = β(δα) (1)
Then the continuity of q relatively to each of its arguments is trivial.
The independence of the the definition of q relatively to the chosen basis
is given by:
q(α, β) = β(δα) (definition 8..1) and (1)
Remark 8..2. θ being the bijection between Der∗(Ω) and D0(Ω), obtained
through the standard bilinear form, we have: ∀α ∈ Der∗(Ω), (vi)i∈N∗ being an
Hilbertian basis of H˜:
θ(α) =
∞∑
i=1
α(vi)vi
8. 2 Non degenerescence of the standard quadratic form
We will now prove that the standard bilinear form is non degenerate. It is
enough to prove that if α ∈ Der∗ \{0}, there exists v ∈ H˜ such that α(Dv) 6= 0,
Dv being the derivation associated to v as (7.23).
We first, will prove that the "derivation adherence" of a particular D∞-module
D, contains all D∞-vector fields. The derivative adherence means that it
includes all limits of bounded nets of D, which converges as derivations:
(δi)i∈I → δ ⇔ ∀f ∈ D∞(Ω), δif D∞−−→ δf.
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We consider the following operator: B is a constant antisymmetrical n×n
matrix, if h ∈ H, we denote (Aˆh)(t) = ∫ t0 Bh˙(s)ds. Aˆ is a bounded operator
on H. As basis of H˜, we take (7.33) and denote the generic item of this basis
Bˇ by εj .
We recall that to v ∈ H˜, we can associate a derivation
Dv = div A(v) grad+ t→
∫ t
0
h˙(v)ds (7.23)
Now, as basis of H˜, we take Bˇ (7.33). PN being the projection on the
subspace of H generated by the: h(εl,j), h(ε
′
l,j) and h(ε
′′
j ) with l = 1, . . . , N
and j = 1, . . . , n, denote AˆN = PN AˆPN .
We recall that if v(t, ω) =
∑n
µ=1 f
µ(t)uµ(t, ω) with uµ(t, ω) being the SPT
of ueµ and (f
µ)µ=1,...,n ∈ H, then v ∈ H˜ and h(v)µ = fµ(t).
Taking in account the special form of the basis vectors of Bˇ, we deduce
[Aˆ, PN ] = 0. We denote by h(εi) the generic item obtained from εi ∈ Bˇ, with
the bijection H˜ → H:
H˜ ∋ v = h(t)u(t, ω)→ h(v)(t) = h(t) ∈ H
We now will study the limit, as a derivation, of:∑
i,j6N
aij{W (h(εi))Dεj −W (h(εj))Dεi} (2)
where aij =< h(εi), Aˆh(εj) >H .
With (7.23) and (7.27), and denoting Z(εi) =
1
2
∑n
µ=1 bµµ(εi), we get from
(2):
(2) =
∑
i,j6N
aij{W (h(εi))h(εj)−W (h(εj))h(εi)} (T1)
+
∑
i,j6N
aij{W (h(εi))
∫ t
0
Z(εj)ds−W (h(εj))
∫ t
0
Z(εi)ds} (T2)
−
∑
i,j6N
aij{< h(εi), A(εj) grad(·) >H − < h(εj), A(εi) grad(·) >H} (T3)
+
∑
i,j6N
aij{div (W (h(εi))A(εj)−W (h(εj))A(εi))} grad(·) (T4)
We want to prove that each of the T i, i = 1, 2, 3, 4, converges whenN →∞,
as derivations, towards a D∞-continuous derivation.
For (T1):
(T1) = 2 div AˆN grad(·)
As bounded operators, we have: AˆN → Aˆ, so:
∀X ∈ D∞(Ω,H) : ‖(AˆN − Aˆ)X‖Dpr → 0
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div being a D∞-continuous operator, ∀f ∈ D∞(Ω):
lim
N→∞
div AˆN grad f = div Aˆ grad f (in D
∞(Ω))
For (T2):
We can rewrite (T2) as the vector field:
t→ 2
∫ t
0
Z
W
Ñ
N∑
j=1
AˆNh(εj)
é
· εj
 ds
Now εj(s, ω) =
∑n
α=1 h
α(εj)(s)uα(s, ω), where as usual: uα(s, ω) = SPT
of ueα, at time s "along ω", (eα)α=1,...,n canonical unit vectors of R
n.
We denote by (kαs )α=1,...,n this element of H : ρ ∈ [0, 1]
kαs (ρ) = (ρ ∧ s)eα, α = 1, . . . , n
Then
hα(εj)(s) =
∫ s
0
h˙α(εj)(r)dr =< k
α
s , h(εj) >H (3)
Then (T2) becomes, with Einstein summation convention:
(T2) = 2
∫ t
0
Z
W
Ñ
N∑
j=1
AˆNh(εj) < k
α
s , h(εj) >H
é
uα(s, ω)
 ds
= 2
∫ t
0
Z
W
Ñ
Aˆ
Ñ
N∑
j=1
< kαs , h(εj) >H h(εj)
éé
uα(s, ω)
 ds
But Z is R-linear, so:
(T2) = 2
∫ t
0
W
Ñ
Aˆ
Ñ
N∑
j=1
< kαs , h(εj) >H h(εj)
éé
Z(uα(s, ω))ds
With corollary 6.1, we know that supα∈{1,...,n} Z(uα(s, ω)) is D∞-bounded. NowwwwwwwW
Ñ
Aˆ
N∑
j=1
< kαs , h(εj) >H h(εj)
éwwwwww
L2(Ω)
=
wwwwwwAˆ
Ñ
N∑
j=1
< kαs , h(εj) >H h(εj)
éwwwwww
H
6 ‖Aˆ‖ · ‖kαs ‖H (4)
and ‖kαs ‖2H =
∫ 1
0 1[0,s](u)du.
As on C1 all Dpr-norms are equivalent, the l.h.s. of (4) is D∞-bounded,
uniformly relatively to s and N . So (T2) converges, as multiplicators, towards:
2
∫ t
0 W [Aˆk
α
s ]Z(uα)ds.
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For (T3): (T3) can be rewritten as:
(T3) = −2 <
∑
16i,j6N
aijA(εj) · h(εi), grad(·) >H
To prove that this sequence of derivations is D∞-converging towards a D∞-continuous
derivation, the convergence being a derivation convergence, it is enough to prove
that: 2
∑
16i,j6N aijA(εj)h(εi) converges, as vector fields, towards a D
∞-vector
field.
With (7.24) we can write, with shorter notations:
A(εj)(t) =
∫ t
0
h˙α(εj)(s) · γ1,α(s)ds+
∫ t
0
hα(εj)(s)Z1,α(s) ◦ dB˜
where γ1,α(s) and Z1,α(s) are:
(γ1,α(s))
ν
µ = g(T (uα, uµ), uν) (7.18
′)
and
(Z1,α(s))
ν
µ,ρ = g(R(uα, uρ, uµ), uν) + g((
h
uρ
T )(uα, uµ), uν) (7.22
′).
Z1 and γ1 are D
∞-semi-martingales, 12 -D
∞-Holderian processes and R-multilinear
for the variables uα, uρ, uµ, uν .
We use the Stratonovich integration by parts on∫ t
0
hα(εj)× Z1(uα, uρ, uµ, uν) ◦ dB˜ρ
and we get:
A(εj)(t) =
∫ t
0
h˙α(εj)(s)γ2,α(s)ds+ h
α(εj)(t)Z2,α(t) (5)
where again γ2,α and Z2,α are D
∞-semi-martingales, 12 -D
∞-Holderian processes
and R-multilinear for their variables uα, uρ, uµ, uν ,
Z2,α =
∫ t
0
Z1(uα, uρ, uµ, ul)◦dB˜l (5′)
and
γ2,α = γ1,α−
∫ s
0
Z1(uα, uρ, uµ, ul)◦dB˜ρ (5′′)
So γ2,α(s) can be written γ2(uα, uµ, ul).
Then A(εj) acting on the vector h(εi) is given by:
(A(εj) · h(εi))(t) =
∫ t
0
Z2,α(s) · hα(εj)(s) · h˙(εi)(s)ds
+
∫ t
0
Å∫ s
0
γ2,α(r)h˙
α(εj)(r)dr
ã
· h˙(εi)ds (6)
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We define a vector field ws(uµ, ul) by:
(ws(uµ, ul))α = t→
∫ s∧t
0
γ2(uα, uµ, ul)(r)dr =
∫ s∧t
0
γ2,α(r)dr (6
′)
Then
< ws(uµ, ul), h(εj) >H=
∫ s
0
γ2,α(r)h˙
α(εj)(r)dr (7)
And (6) becomes:
(A(εj) · h(εi))(t) =
∫ t
0
Z2,α(s)h
α(εj) · h˙(εi)(s)ds +
∫ t
0
< ws, h(εj) >H h˙(εi)ds
Now:
∑
i,j6N
aij(A(εj)h(εi))(t) =
∫ t
0
Z2,α(s)
Ñ∑
i,j6N
aijh
α(εj)
é
· h˙(εi)ds
+
∫ t
0
< ws,
∑
i,j6N
aijh(εj) >H h˙(εi)ds
Using:
∑
i,j6N aijh(εj) = −AˆNh(εi) and (3): < kαs , h(εj) >H= hα(εj), we get:∑
i,j6N
aij(A(εj) · h(εi))(t) = −
∫ t
0
Z2,α(s)
∑
i6N
< kαs , AˆN (h(εi)) >H h˙(εi)ds
−
∫ t
0
∑
i6N
< ws, AˆN (h(εi)) >H h˙(εi)ds
=
∫ t
0
∑
i6N
Z2,α(s) < AˆNk
α
s , h(εi) >H h˙(εi)ds
+
∫ t
0
∑
i6N
< AˆN (ws), h(εi) >H h˙(εi)ds
=
∫ t
0
Z2,α(s)
∑
i6N
< AˆNk
α
s , h(εi) >H h˙(εi)ds
+
∫ t
0
∑
i6N
< Aˆws, h(εi) >H h˙(εi)ds (7
′)
In the first integral of (7′), the series,
∑
i6N < Aˆk
α
s , h(εi) >H h˙(εi)(r)
is independent of ω, and depends only of s. The theorem of Dini-Lipschitz
(Theorem 2.11) applied to this series shows that it converges uniformly on each
compact of [0, 1] which does not include discontinuity points, relatively to r,
and on the discontinuity points, the series converges towards the half sum of
the left and right limits. Here the only discontinuity point is s = r, so on this
point the series converges towards
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1
2
(
Ňˆ˙
Akαs− +
Ňˆ˙
Akαs+) =
1
2
Beα
As s ∈ [0, 1], we see that the integrand in the first integral in (7′) is D∞-bounded,
uniformly in s (Z2,α is 1/2-D
∞-Holderian). So the first integral in (7′), converges
D∞ towards
∑n
α=1
∫ t
0 Z2,α(s)Beαds; if we apply the O.U. operator to this first
integral, we get:
n∑
α=1
∫ t
0
((1 − L)r/2Z2,α)
∑
i6N
< Aˆkαs , h(εi) >H h˙(εi)(s)ds
The same reasoning shows that this new sequence will D∞-converge towards∑n
α=1
∫ t
0((1 − L)r/2Z2,α)Beαds. So the first integral of (7′) D∞-converges as
vectors fields towards
∑n
α=1
∫ t
0 Z2,αBeαds.
For the second integral in (7′), the same reasoning on the series∑
i6N
< Aˆws, h(εi) >H h˙(εi)(r)
but considering the Dini-Lipschitz convergence in the Frechet space D∞(Ω),
shows that this series converges on the unique discontinuity point (r = s),
and that this D∞-convergence towards the half value of the jump in r = s, is
uniformly , in s, bounded.
Then the second integral of (7′) will D∞(Ω,H)-converges towards the
vectors field:
t→
n∑
α=1
∫ t
0
1
2
Bγ2,αeαds
Now, for (T4), we will need the following lemma.
Lemma 8..1. The vector field s→ ws is 12 -D∞-Holderian.
Proof. Recall (6′):
1√
ε
(1− L)r/2(wt+ε − wt) = 1√
ε
∫ t+ε
t
(1− L)r/2γ2(s, ω)ds
and
‖ 1√
ε
(1− L)r/2(wt+ε − wt)‖pLp(Ω,H) =
∫
P(dω)
ñ∫ 1
0
| 1√
ε
(1− L)r/2γ2|21(s)[t,t+ε]ds
ôp/2
6
∫ t+ε
t
ds
∫
P(dω)| 1√
ε
(1− L)r/2γ2|p
Last, we study (T4):
(T4) =
∑
i,j6N
aijdiv [W (h(εi))A(εj)−W (h(εj))A(εi)] grad
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We want to prove that when N → ∞, (T4) converges, as a sequence
of derivation, towards a D∞-continuous derivation, div Q grad, when Q is a
D∞-multiplicator. For this, it is enough to prove that the sequence:
SN =
∑
i,j6N
aij [W (h(εi))A(εj)−W (h(εj))A(εi)]
= 2
∑
j6N
W
î
AˆN (h(εj))
ó
A(εj) (8)
converges as multiplicators, towards a D∞-multiplicator Q.
Using the expression of A(εj) in (5), with (8):
SN = 2
∑
j6N
W
î
AˆN (h(εj))
ó
· hα(εj) · Z2,α(t)
+ 2
∑
j6N
W
î
AˆN (h(εj))
ó
·
∫ t
0
h˙α(εj)(s)γ2,α(s)ds (9)
We denote the two items in (9) by (T4,1) and (T4,2). So SN =(T4,1)+(T4,2).
The case of (T4,1):
(T4, 1) = 2Z2,α(t) ·
∑
j6N
W
î
AˆN (h(εj))
ó
hα(εj)(t), α = 1, . . . , n
= 2Z2,α(t)W
AˆN (∑
j6N
hα(εj)(t) · h(εj))

= 2Z2,α(t)W
Aˆ(∑
j6N
hα(εj)(t) · h(εj))

The series
∑∞
j=1 h
α(εj)(t) · h(εj) converges in H because the basis Bˇ is
such that: ∀j ∈ N∗,∀α ∈ {1, . . . , n}, |hα(εj)| 6 Constj , uniformly relatively to
t ∈ [0, 1].
This implies thatW
î
Aˆ(
∑∞
j=1 h
α(εj)(t) · h(εj))
ó
is L2-convergent, t-uniformly,
towards W [Aˆ(kαt )]
hα(εj)(t) =< h(εj), k
α
t >H (see(3))
So as ∀N : W
î
Aˆ(
∑
j6N h
α(εj)(t) · h(εj))
ó
∈ C1, and with corollary 4.1, we
see that the sequence (T4,1) converges, as multiplicators, towards W [Aˆ(kαt )],
t-uniformly. And Z2,α(t) is also a multiplicator because it is an
1
2 -Holderian
process, so the limit of (T4,1), limit as multiplicators, is the D∞-multiplicator:
2Z2,α(t) ·W
î
Aˆ(kαt )
ó
Now for (T4,2), we rewrite it:
(T4, 2) = 2
∑
j6N
{W (AˆN (h(εj))− E
î
W (AˆNh(εj))|Ft
ó
}
∫ t
0
h˙α(εj)(s)γ2,α(s)ds
132
+ 2
∑
j6N
E
î
W (AˆNh(εj))|Ft
ó ∫ t
0
h˙α(εj)(s)γ2,α(s)ds (10)
These two items in (10) are labeled as (T4,2,a) and (T4,2,b).
We first study the limit of (T4,2,a):
(T4, 2, a) = 2
∑
j6N
{W (AˆN (h(εj))) − E
î
W (AˆNh(εj))|Ft
ó
}
∫ t
0
h˙α(εj)γ2,αds
= 2
∑
j6N
{div
î
AˆN (h(εj))− Pt(AˆN (h(εj)))
ó
} ·
∫ t
0
h˙α(εj)(s)γ2,α(s)ds
where Pt is the projection operator on H, defined by:
(PtY )(u) =
∫ u∧t
0
X(u)du with Y (s) =
∫ s
0
X(u)du, Y ∈ H
(Pt is the projector of vectors of H, on vectors which are zero after t).
With (7): < ws, h(εj) >H=
∫ s
0 γ2,α(r)h˙
α(εj)(r)dr, so we have:
(T4, 2, a) = 2div
∑
j6N
Ç∫ t
0
h˙α(εj)γ2,αds
åÄ
AˆN (h(εj))− PtAˆN (h(εj))
ä
= 2div
AˆN
Ñ∑
j6N
< wt, h(εj) >H h(εj)
é
− 2div
PtAˆN
Ñ∑
j6N
< wt, h(εj) >H h(εj)
é (11)
We first study the limit of:
2div
AˆN
Ñ∑
j6N
< wt, h(εj) >H h(εj)
é = 2div (PN Aˆwt)
(Recall [Aˆ, PN ] = 0).
Now , with lemma 8.1, PN Aˆwt is
1
2 -D
∞-Holderian, in t, N -uniformly, so,
as div is D∞-continuous, div(PN Aˆwt) is 12 -D
∞-Holderian, so is a multiplicator,
N -uniformly. Using the closed graph theorem, the sequence 2div (PN Aˆwt)
converges as multiplicators, towards the multiplicator 2div Aˆwt.
Now we study the limit of the second item in (11),
2div
PtAˆN
Ñ∑
j6N
< wt, h(εj) >H h(εj)
é = 2div îPtPN Aˆwtó ;
to study this limit, we consider with λ ∈ [0, 1]: PλPN Aˆwt = Iλ,N,t. Iλ,N,t
is 12 -D
∞-Holderian, in t, (λ,N)-uniformly, but is also 12 -D
∞-Holderian, in λ,
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(N, t)-uniformly, because:
‖(1− L)r/2(Pλ+ε − Pλ)(PN Aˆwt)‖H 6
∫ 1
0
1[λ,λ+ε](s)‖(1 − L)r/2PN Aˆwt(s,w)‖Hds
6 ε1/2
Ç∫ 1
0
‖PN Aˆ(1− L)r/2wt‖2Hds
å1/2
Then
‖(Pλ+ε − Pλ)(PN Aˆwt)‖Dpr(Ω,H) 6 ε1/2‖PN Aˆwt‖Dpr(Ω,H)
6 ε1/2‖Aˆwt‖Dpr(Ω,H)
and Aˆwt is D
∞-bounded because γ2 is D∞-bounded. We have then the 12 -D
∞-Holderianity
of Iλ,N,t when λ = t. Then as for the first item of (T4,2,a), div PtPN Aˆwt
converges, as a sequence of multiplicators towards the multiplicator div PtAˆwt.
And div (PtAˆwt) = div Aˆwt.
The last limit to study is (T4,2,b), in (10):
(T4, 2, b) = 2
∑
j6N
E
î
W (AˆNh(εj))|Ft
ó ∫ t
0
h˙α(εj)(s)γ2,α(s)ds
With the Ito formula, we have:
(T4, 2, b) = 2
∑
j6N
∫ t
0
Å∫ s
0
h˙α(εj)γ2,αdr
ã
d
Ä
E
î
W (AˆNh(εj))|Fs
óä
+ 2
∑
j6N
∫ t
0
E
î
W (AˆNh(εj))|Fs
ó
· h˙α(εj)γ2,α(s)ds (12)
We compute d
Ä
E
î
W (AˆNh(εj))|Fs
óä
: We remind: B˜ is the Brownian
defined in (6.2). We have:
AˆNh(εj)(t) =
∫ t
0
B( Ŕ˙PNh(εj))ds
W
î
AˆNh(εj))
ó
=
∫ 1
0
t(B( Ŕ˙PNh(εj))) · dB˜
and
E
î
W (AˆNh(εj))|Fs
ó
=
∫ s
0
t(B( Ŕ˙PNh(εj))) · dB˜
so
d
Ä
E
î
W (AˆNh(εj))|Fs
óä
= t(B( Ŕ˙PNh(εj)))dB˜s
Then (12) becomes, with < ws, h(εj) >H=
∫ s
0 h˙α(εj)γ2,αdr:
(T4, 2, b) = 2
∑
j6N
∫ t
0
< ws, h(εj) >H
t(B( Ŕ˙PNh(εj))) · dB˜s
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+ 2
∑
j6N
∫ t
0
E
î
W (AˆNh(εj))|Fs
ó
· h˙α(εj)γ2,α(s)ds (13)
We denote these two integrals in (13) by I
(1)
N and I
(2)
N . Then:
I
(1)
N =
∫ t
0
t
B
Ñ∑
j6N
< ws, h(εj) >H Ŕ˙PNh(εj)(s)
é dB˜s
=
∫ t
0
t
B
Ñ∑
j6N
< ws, h(εj) >H h˙(εj)
é dB˜s (13′)
With the Dini-Lipschitz theorem (Theorem 2.11), we know that the series
tB
Ä∑
j6N < ws, h(εj) >H h˙(εj)(s)
ä
converges in D∞(Ω), towards 12
tBγ2 and
all items
∑
j6N < ws, h(εj) >H h˙(εj)(s) are adapted and s-uniformly D
∞-bounded.
So all integrals as in (13′) areN -uniformly, 12 -D
∞-Holderian, and the L2-convergence
of this series (obtained with the fundamental isometry) proves that the I
(1)
N
converges, as miltiplicators, towards 12
∫ t
0
tBγ2dB˜ =
1
2div Aˆwt.
At last, we study I
(2)
N :
I
(2)
N = 2
∑
j6N
∫ t
0
E
î
W (AˆNh(εj))|Fs
ó
· h˙α(εj)(s)γ2,α(s)ds
We know that γ2,α(s) is a D
∞-S.M, so we can write:
γ2,α(t) = γ2,α(0) +
∫ t
0
γ3,αds+
∫ t
0
γ4,α · dB˜s
So 12I
(2)
N becomes, with a Stratonovitch integration by parts:
1
2
I
(2)
N =
∑
j6N
E
î
W (AˆNh(εj))|Ft
ó
× hα(εj)(t)γ2,α(t)
−
∑
j6N
∫ t
0
E
î
W (AˆNh(εj))|Fs
ó
hα(εj)(s)γ3,α(s)ds
−
∑
j6N
∫ t
0
E
î
W (AˆNh(εj))|Fs
ó
· hα(εj)(s) ◦ γ4,αdB˜s
−
∑
j6N
∫ t
0
hα(εj)(s)γ2,α(s) ◦ d
Ä
E
î
W (AˆNh(εj))|Fs
óä
With (13), we have:
1
2
I
(2)
N =
∑
j6N
E
î
W (AˆNh(εj))|Ft
ó
· hα(εj)(t)γ2,α(t)
−
∑
j6N
∫ t
0
E
î
W (AˆNh(εj))|Fs
ó
hα(εj)(s)γ3,α(s)ds
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−
∑
j6N
∫ t
0
E
î
W (AˆNh(εj))|Fs
ó
hα(εj)(s) ◦ γ4,αdB˜s
−
∑
j6N
∫ t
0
hα(εj)(s)γ2,α(s) ◦ t(B( Ŕ˙PNh(εj)))dB˜s (14)
The first item of the l.h.s. of (14) is:∑
j6N
E
î
W (AˆNh(εj))|Ft
ó
· hα(εj)(t)γ2,α(t)
= E
W
Ñ
AˆN
Ñ∑
j6N
hα(εj)(t)h(εj)
éé
|Ft
 · γ2,α(t)
= γ2,α(t) · div
Pt
Ñ
Aˆ
Ñ∑
j6N
hα(εj)(t)h(εj)
éé
As |hα(εj)| 6 C0j , C0 being a constant, Pt
Ä
Aˆ
Ä∑
j6N h
α(εj)(t)h(εj)
ää
is 12 -D
∞-Holderian,
N -uniformly, and converges as multiplicator towards div(PtAˆk
α
t ), so the first
item of the l.h.s of (14) converges towards
div(PtAˆk
α
t ) · γ2,α(t) = div(Aˆkαt ) · γ2,α(t)
The second item of the l.h.s. of (14) is:∑
j6N
∫ t
0
E
î
W (AˆNh(εj))|Fs
ó
hα(εj)(s)γ3,αds
=
∫ t
0
E
W
Ñ
Aˆ
Ñ∑
j6N
hα(εj)(s)h(εj)
éé
|Fs
 γ3,α(s)ds
AsW
î
Aˆ
Ä∑
j6N h
α(εj)(s)h(εj)
äó
∈ C1, and converges towardsW (Aˆkαs ) uniformly
relatively to s, the same is true for E
î
W
Ä
Aˆ
Ä∑
j6N h
α(εj)(s)h(εj)
ää
|Fs
ó
and so
the sequence E
î
W
Ä
Aˆ
Ä∑
j6N h
α(εj)(s)h(εj)
ää
|Fs
ó
converges towards E
î
W (Aˆkαs )|Fs
ó
as multiplicators. Then the sequence
E
W
Ñ
Aˆ
Ñ∑
j6N
hα(εj)(s)h(εj)
éé
|Fs
 γ3,α(s)
converges as vector fields, towards the vector field,
E[W (Aˆkαs )|Fs]γ3,α(s)
And then ∫ t
0
E
W
Ñ
Aˆ
Ñ∑
j6N
hα(εj)(s)h(εj)
éé
|Fs
 γ3,α(s)ds
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converges as multiplicators towards
∫ t
0 E
î
W (Aˆkαs )|Fs
ó
γ3,αds.
The third item of the l.h.s. of (14) is:∑
j6N
∫ t
0
E
î
W (AˆNh(εj))|Fs
ó
· hα(εj)(s) ◦ γ4,αdB˜s
=
∫ t
0
E
W
Ñ
Aˆ
Ñ∑
j6N
hα(εj)(s)h(εj)
éé
|Fs
 · γ4,αdB˜s
+
1
2
∫ t
0
d
Ñ
E
W
Ñ
Aˆ
Ñ∑
j6N
hα(εj)(s)h(εj)
éé
|Fs
é , γ4,αB˜s (15)
Direct computation shows that:
d
Ñ
E
W
Ñ
Aˆ
Ñ∑
j6N
hα(εj)(s)h(εj)
éé
|Fs
é
= t
B
Ñ∑
j6N
h˙α(εj)(s)h(εj)
é dB˜s
So (15) becomes:
(15) =
∫ t
0
E
W
Ñ
Aˆ
Ñ∑
j6N
hα(εj)(s)h(εj)
éé
|Fs
 · γ4,α(s)dB˜s
+
1
2
∫ t
0
t
Aˆ
Ñ∑
j6N
< kαs , h(εj) >H h(εj)
é γ4,α(s)ds (16)
In (16), the quantity E
î
W
Ä
Aˆ
Ä∑
j6N h
α(εj)(s)h(εj)
ää
|Fs
ó
converges D∞(Ω)
towards E
î
W (Aˆkαs )|Fs
ó
and as γ4,α is D
∞-bounded, the first integral in (16),
an Ito integral, is 12 -D
∞-Holderian so this sequence of Ito integrals is uniformly
relatively to N , 12 -D
∞-Holderian, and converges as multiplicators towards the
multiplicator: ∫ t
0
E
î
W (Aˆkαs )|Fs
ó
γ4,α(s)dB˜s
For the second integral in (16), a Lebesgue integral, the sequence
t
Aˆ
Ñ∑
j6N
< kαs , h(εj) >H h(εj)
é
is a sequence of determinist vectors of H and so converges towards
t
Aˆ
Ñ
∞∑
j=1
< kαs , h(εj) >H h(εj)
é
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As γ4,α is D
∞-bounded and 12 -D
∞-Holderian the sequence of vector fields
t
¶
Aˆ
Ä∑
j6N < k
α
s , h(εj) >H h(εj)
ä©
γ4,α is convergent, as vector fields, towards
tAˆkαs · γ4,α, then the sequence of integrals∫ t
0
t
Aˆ
Ñ∑
j6N
< kαs , h(εj) >H h(εj)
é · γ4,α(s)ds
converges as multiplicators towards
∫ t
0
tAˆkαs ·γ4,α(s)ds. So the third item of the
l.h.s. of (14) converges as multiplicators towards
∫ t
0 E
î
W (Aˆkαs )|Fs
ó
◦ γ4,αdB˜s.
For the last item of the l.h.s. of (14):
∑
j6N
∫ t
0
hα(εj)(s)γ2,α(s) ◦ t{B( Ŕ˙PNh(εj))}dB˜s
=
∫ t
0
γ2,α
t
B
Ñ∑
j6N
hα(εj)(s) · h˙(εj)(s)
é · dB˜s
+
1
2
∑
j6N
∫ t
0
[
d (hα(εj)γ2,α(s)) , B( Ŕ˙PNh(εj))dB˜s
]
=
∫ t
0
γ2,α(s)
t
B
Ñ∑
j6N
< kαs , h(εj) >H h˙(εj)(s)
é dB˜s
+
1
2
∫ t
0
γ4,α(s)B
Ñ∑
j6N
< kαs , h(εj) >H h˙(εj)(s)
é
ds (17)
The first integral in (17): As
∑
j6N < k
α
s , h(εj) >H h˙(εj)(s) converges towards
1
2 k˙
α
s , and this sequence is N -uniformly bounded, the convergence of
γ2,α(s)
t
B
Ñ∑
j6N
< kαs , h(εj) >H h˙(εj)(s)
é
towards 12γ2,α(s,w)
t(Bk˙αs ) is a D
∞-bounded convergence. Then the sequence of
Ito integrals in (17), allN -uniformly 12 -D
∞-Holderian, converges as multiplicators
towards the D∞-multiplicator:
1
2
∫ t
0
γ2,α(s)
t(Bk˙αs )dB˜s
For the sequence of the Lebesque integrals in (17), we see that
γ4,αB
Ñ∑
j6N
< kαs , h(εj) >H h˙(εj)(s)
é
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converges D∞ towards
1
2
γ4,α(Bk˙
α
s ) =
1
2
γ4,αBeα
So the convergence of the Lebesque integrals∫ t
0
γ4,α(s)B
Ñ∑
j6N
< kαs , h(εj) >H h˙(εj)(s)
é
ds
is a multiplicator convergence towards 12
∫ t
0 γ4,α(Bk˙
α
s )ds. So the limit of the
fourth term in (14) can be written as:∫ t
0
γ2,α(s)
t(Bk˙αs )dB˜s +
1
2
∫ t
0
γ4,α(Bk˙
α
s )ds
=
n∑
α=1
∫ t
0
γ2,α(s)
t(Beα) ◦ dB˜s
Now we recapitulate all limits obtained:
lim
N
(T1) = 2div Aˆ grad
lim
N
(T2) = 2
∫ t
0
W (Aˆkαs )Z(uα)(s)ds
lim
N
(T3) = −2
n∑
α=1
∫ t
0
Z2,α(s) · 1
2
Beαds− 2
n∑
α=1
∫ t
0
1
2
Bγ2,α(s,w)eαds
lim
N
(T4, 1) = 2div
î
Z2,α(t)W
î
Aˆkαt
óó
grad
lim
N
(T4, 2, a) = 2div Aˆwt − 2div Aˆwt = 0
lim
N
(T4, 2, b) = 2 lim
N
I
(1)
N + 2 limN
I
(2)
N
lim
N
I
(1)
N = div [(div Aˆwt) grad]
lim
N
I
(2)
N = div (div (Aˆk
α
t ) · γ2,α(t)) grad
+ div
ñ∫ t
0
E
î
W (Aˆkαs )|Fs
ó
γ3,α(s)ds
ô
grad
+ div
ñ∫ t
0
E
î
W (Aˆkαs )|Fs
ó
◦ γ4,αdB˜s
ô
grad
+ div
n∑
α=1
ñ∫ t
0
γ2,α(s) · t(Beα) ◦ dB˜s
ô
grad
Instead of the Fourier basis Bˇ (7.33) on [0, 1], we could have chosen the same
type of Fourier basis but on [t0, 1] (0 < t0 < 1). Then if the matrix B is
multiplied by a function f(w) ∈ Ft0 , as all coefficients in (T1),(T2),(T3),(T4)
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are adapted, the similar limits obtained in the case of this Fourier basis on
[t0, 1] and with fB · 1[t0,t] will have the same form.
And this remains true if
B =
n∑
i=0
1[ti,ti+1[fi(w)Bi (18)
with fi(w) ∈ Fti , t0 = 0 and tn = 1.
From Theorem 4.7, each antisymmetrical matrix, adapted, and multiplicator,
is a limit (in the multiplicator way) of step-functions as (18), so we see that for
such antisymmetrical B, adapted and multiplicator, the limits (T1),(T2),(T3),(T4)
have the same form than previously computed, but withW (Aˆkαs ) being
∫ s
0
t(Beα)·
dB˜ and (div Aˆwt) being
∫ t
0
t(Bγ2,αeα) · dB˜.
Now, given a vector field u ∈ H ∩ C2([0, 1],Rn), we want to find an
D∞-antisymmetrical matrix B, adapted, and v ∈ H˜ such that:
Dv = (T1 + T2 + T3 + T4)(B) + u which leads to two equations, using (7.23).
As vector fields, we must have:
(T2 + T3)(B) +
∫ t
0
u˙(s)ds =
∫ t
0
h˙s(v)(s,w)ds (19)
As derivations, we must have:
(T1 + T4)(B) = div A(v) grad (20)
Using the formulas for limN T1, limN T2, limN T3, limN T4, we get with
(19):
−
(
n∑
α=1
Z2,α(t)Beα +
n∑
α=1
Bγ2,αeα
)
+ u˙(t) = h˙s(v)(t). (21)
And for (20), we get:
B +
n∑
α=1
Z2,α(t)
∫ t
0
t(Beα · dB˜ +
∫ t
0
t(Bγ2) · dB˜
+
n∑
α=1
Ç∫ t
0
t(Beα) · dB˜
å
γ2,α(t) +
n∑
α=1
Ç∫ t
0
γ3,α(s)
Å∫ s
0
t(Beα) · dB˜
ãå
ds
+
∫ t
0
n∑
α=1
Å∫ s
0
t(Beα) · dB˜
ã
γ4,α(s) · dB˜s + 1
2
n∑
α=1
∫ t
0
γ4,α
t(Beα)ds
+
n∑
α=1
∫ t
0
γ2,α(s) · t(Beα) · dB˜ + 1
2
n∑
α=1
∫ t
0
γ4,α(s)(
tBeα)ds
=
1
2
A(v) (22)
Now we use the Stratonovich integration by parts and we have, with (7.5′):
Z2,α(t)
∫ t
0
t(Beα) · dB˜ =
∫ t
0
Z2,α(s) ◦ t(Beα)dB˜s
140
+
∫ t
0
Å∫ s
0
t(Beα)dB˜
ã
◦ dZs,α
=
∫ t
0
Z2,α(s)
t(Beα) · dB˜ +
∫ t
0
Å∫ s
0
(tBeα) · dB˜
ã
Z1,α · dB˜
+
∫ t
0
< Z1,α, Beα >Rn ds (23)
We treat
∑n
α=1
Ä∫ t
0 (
tBeα) · dB˜
ä
· γ2,α(t) the same way and we get:
n∑
α=1
Ç∫ t
0
t(Beα) · dB˜
å
γ2,α(t) =
∫ t
0
Å∫ s
0
t(Beα) · dB˜
ã
◦ dγ2,α +
∫ t
0
γ2,α(s) ◦ t(Beα)dB˜
=
∫ t
0
Å∫ s
0
t(Beα) · dB˜
ã
· dγ2,α + 1
2
∫ t
0
î
dγ2,α,
t(Beα)dB˜
ó
+
∫ t
0
γ2,α(s) · (tBeα)dB˜ + 1
2
∫ t
0
î
dγ2,α,
t(Beα)dB˜
ó
(24)
With (5′):
γ2,α(t) = γ1,α(t)−
∫ t
0
Z1,α · dB˜ − 1
2
∫ t
0
î
dZ1,α, dB˜
ó
so î
dγ2,α,
t(Beα)dB˜
ó
= dγ1,α− < Z1,α, t(Beα) >Rn ds
(24) becomes:
(24) =
∫ t
0
Å∫ s
0
t(Beα)dB˜
ã
dγ2,α +
∫ t
0
γ2,α(s)(
tBeα) · dB˜
+
∫ t
0
Lα(
t(Beα))ds −
∫ t
0
< Z1,α,
t(Beα) >Rn ds (25)
In (25), Lα(
t(Beα)) is a linear equation on
t(Beα) with coefficients which are
L∞(Ω× [0, 1]) bounded.
Now we transfer (23) and (25) in (22) and if we denote
X(t) =
∫ t
0
t(Beα) · dB˜ (26)
and denote this new equation by (22′), we get a system of three equations, (21),
(22′), (26) with four unknown variables B, h˙s(v), A(v), X. Now we will take as
unknown variable h(v): using the canonical isometry between H and H˜, and
with (7.27), (7.27′), (7.25) and (7.26), we see that A(v) is a linear equation on
the unknown variable h(v), and after transfer of (7.27) and (7.27′) in (21), we
get an equation which as unknown variables, has only h(v) and B; this equation
is numbered (27).
Now we make the same transfer in (22′), using (7.24), (7.25) and (7.26)
to eliminate A in (22′), A being linearly dependent of v, so of h(v) with the
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canonical isometry. This last equation is denoted (22′′). So finally we get
three equations, (21′), (22′′) and (26) with three unknown variables h(v), B,
X. These three equations make a system of three linear equations, linear in
the variables h(v), B, X, as direct inspection of these equations shows.
In these three equations (21′), (22′′) and (26), there are two coefficients
which are not L∞(Ω× [0, 1]) bounded: γ2,α and Z2,α, because they are formed
with
∫ t
0 Z1,α ◦ dB˜ (see (5′) and (5′′)).
To be able to use the classical theorem on solutions of a system of linear
SDE, we will truncate this system with a sequence of stopping times, so we
need the following lemma:
Lemma 8..2. ∀λ ∈ R,E
î
eλ supt∈[0,1] |Z2(t)|
ó
< +∞.
Proof. We denote: Z˜2,α(t) =
∫ t
0 Z1,α · dB˜ and Z1,α ∈ L∞(Ω× [0, 1]). With
the Ito formula:
eλZ˜2,α(t)−
1
2
λ2
∫ t
0
Z21,αds = 1 + λ
∫ t
0
eλZ˜2,α−
λ2
2
∫ s
0
Z21,αds · Z1dB˜
So eλZ˜2,α(t)−
1
2
λ2
∫ t
0
Z1,α(s)2ds is a local martingale. Let (τk)k∈N∗ a sequence of
stopping times converging towards +∞, then:
eλZ˜2,α(t∧τk)−
1
2
λ2
∫ t∧τk
0
Z21,αds = λ
∫ t∧τk
0
eλZ˜2,α−
λ2
2
∫ s
0
Z21,αds · Z1dB˜ + 1
And
E
ï
eλZ˜2,α(t∧τk)−
λ2
2
∫ t∧τk
0
Z21ds
ò
= 1
So E
[
eλZ˜2,α(t∧τk)
]
6 C0(λ), C0 constant is dependent of k. Then, with the
Fatou Lemma: E
[
eλZ˜2,α(t)
]
6 C0(λ). But: ∀p > 1,E
[
epλZ˜2,α(t)
]
6 C0(p). So
the local martingale is a martingale. Moreover,
sup
t
eλZ˜2,α(t) + sup
t
e−λZ˜2,α(t) > esupt λ|Z˜2,α(t)|
So as
∫ t
0 [dZ1, dB˜] is L∞(Ω× [0, 1]), we have E
î
eλ supt∈[0,1] |Z2,α(t)|
ó
< +∞.
Now we denote by τk : τk = inft |Z2,α(t)| > k, so |Z2,α(t ∧ τk)| 6 k. Then
the solution Sk of the localized SDE is unique and verifies:
‖Sk(t∧ τk)‖Lp 6 C(p)eβkt, β constant. So ‖S(t)1[τk,τk+1]‖Lp 6 C(p)eβkt. As in
[τk, τk+1], supt Z2,α(t) is ∈ [k, k+1], we have E
î
1[τk,τk+1]e
λ supt |Z2,α(t)|
ó
< C1(λ)
and E
î
1[τk,τk+1]
ó
< C1(λ)e
−λk.
Then if 1 < p′ < p, with Holder:
‖S(t)1[τk,τk+1]1[τk,τk+1]‖Lp′ = ‖S(t)1[τk,τk+1]‖Lp′ 6
Ä
C2e
kβ
är1 Ä
C1(λ)e
−kλär2
with r1, r2 > 1.
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We can choose λ so that the r.h.s. of the last equation is like e−k ×C3(λ).
Then the series defining S(t) is Lp
′
(Ω), ∀p′, so S(t) ∈ L∞−0, uniformly in t.
We can repeat this process for the gradient of S and then S(t) ∈ D∞(Ω),
uniformly relatively to t, and so is 12 -D
∞-Holderian, so is a multiplicator.
Now let suppose that if q is the quadratic form and that there exists
α ∈ Der∗ such that q(α,α) = 0. Then ∀j ∈ N∗, if (vj)j∈N∗ is an Hilbertian
basis of H˜: α(DVj ) = 0. Now D being the set of the combinations of DVj
which was used to obtain the limits: limN T1, limN T2, limN T3, limN T4, we
have α(limN T1) = α(limN T2) = α(limN T3) = α(limN T4) = 0. So when B is
built with step functions like Theorem 4.7, if we denote by δB the derivation
associated to B, we have α(δB) = 0. As α(Dv) = 0, we get from the system of
linear SDE, α(u) = 0, u being read as the derivation associated to the vector
field u ∈ C2([0, 1],Rn) ∩H.
Then with Theorem 2.7, we get α(Der) = 0, so q is non-degenerate.
9. Some Tools on Pm0(Vn, g)
Now we are going to study some properties of some mathematical tools on a
Pm0(Vn)-stochastic manifold, and draw an incomplete list of opened questions.
9. 1 Some"renormalisation" theorem
Theorem 9..1. Let T ∈ (⊗pDer)∗, If (εi)i∈N∗ is a basis of H, then∑
εi1 ,...,εip
T (εi1 , . . . , εip)
2 ∈ D∞
the sum being on all p-uples that can be extracted from the basis (εi)i∈N∗.
To prove this theorem, we need two lemmas.
Lemma 9..1. A continuous R-bilinear form on Der(Ω), R-valued, which
is continuous for each of its arguments, is bounded on each part of Der(Ω).
Proof. Denote by B(p, r, p′, r′) the set of all R-linear continuous maps of
Dpr(Ω) in D
p′
r′(Ω) and let B(pn, rn, p
′
n, r
′
n), n ∈ N∗ a sequence of such sets:
the projective limit of this sequence is denoted B(s, s′) with s = (pn, rn)n∈N∗ ,
s′ = (p′n, r′n)n∈N∗ ; B(s, s′) is a Fréchet space.
We denote by lim−→s,s′ B(s, s
′) the inductive limit of the B(s, s′); we have
lim−→(s,s′)B(s, s
′) = Der and if D is a bounded part of Der, ∃B(s0, s′0) with
D ⊂ B(s0, s′0) and D is a bounded subset of B(s0, s′0) relatively to the Fréchet
structure of B(s0, s
′
0).
Let D be a bounded part of Der, and q an R-bilinear form on Der, and
v ∈ D fixed. We want to show that there exists C0(v) constant such that
∀u ∈ Der, |q(u, v)| ≤ C0(v).
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Suppose that ∃(un)n∈N∗ ∈ D such that |q(un, v)| → ∞. Then there exist
(αn)n∈N∗ , αn ∈ R, αn > 0, such that αn → 0 and αnq(un, v) 9 0. But
αnun → 0 in D (D bounded), so q being continuous, limn→∞ q(αnun, v) = 0.
As D ⊂ Der ∩B(s0, s′0) and as the topology on D is the restriction of the
Fréchet topology on B(s0, s
′
0) we can apply the Banach-Steinhaus theorem:
∃ a constant C, such that ∀u ∈ D,∀v ∈ D, |q(u, v)| ≤ C

Lemma 9..2. Let q be an R-bilinear form on Der(Ω), positive, bounded
on each bounded part of Der and symmetric: that is ∀f ∈ D∞,∀u,∀v ∈ Der,
q(fu, v) = q(u, fv); (ei)i∈N∗ being an OTHN basis of H, then
∞∑
i=1
q(ei, ei) < +∞.
Proof. Let ε(j) = ±1, j ∈ {1, . . . , n}. Denote
Dε =
n∑
j=1
ε(j) (W (hj)kj −W (kj)hj)
(hj)j∈N∗, (kj)j∈N∗ being two OTHN bases of H, we have Dε = divAngrad where
An =

ε(1)
Ç
0 −1
1 0
å
0
ε(2)
Ç
0 −1
1 0
å
. . .
0 ε(n)
Ç
0 −1
1 0
å

So on a bounded part of D∞, Dε is bounded, ε-uniformly.
Then 12n
∑
ε q(Dε,Dε) is also n-uniformly bounded on the subset of Der
constitued by the Dε.
This bound does not depend on the chosen basis of H because if we
change this basis, the new basis is obtained from the initial basis by a unitary
transformation.
Then we have:
1
2n
∑
ε
q(Dε,Dε) =
1
2n
∑
ε
n∑
j=1
n∑
ℓ=1
ε(j)ε(ℓ)q (W (hj)kj ,W (hℓ)kℓ)
− 1
2n
2
∑
ε
n∑
j=1
n∑
ℓ=1
ε(j)ε(ℓ)q (W (hj)kj ,W (kℓ)hℓ)
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+
1
2n
∑
ε
n∑
j=1
n∑
ℓ=1
ε(j)ε(ℓ)q (W (kj)hj ,W (kℓ)hℓ)
=
n∑
j=1
q (W (hj)kj ,W (hj)kj)− 2
n∑
j=1
q (W (hj)kj ,W (kj)hj)
+
n∑
j=1
q (W (kj)hj ,W (kj)hj) (1)
So the r.h.s. member of (1) is n-uniformly bounded by a constant C0. We fix
n, and choose for k: kℓ = hn+ℓ−1+j and rewrite the r.h.s. of (1) with these new
values, and average it on ℓ = 1, . . . , r
1
r
r∑
ℓ=1
n∑
j=1
q [W (hj)hn+ℓ−1+j ,W (hj)hn+ℓ−1+j ]
− 2
r
r∑
ℓ=1
n∑
j=1
q [W (hj)hn+ℓ−1+j ,W (hn+ℓ−1+j)hj ]
+
1
r
r∑
ℓ=1
n∑
j=1
q [W (hn+ℓ−1+j)hj ,W (hn+ℓ−1+j)hj ] < C0
So:
1
r
r∑
ℓ=1
n∑
j=1
q [W (hj)hn+ℓ−1+j ,W (hj)hn+ℓ−1+j ]
− 2
n∑
j=1
q
[
1
r
r∑
ℓ=1
W (hn+ℓ−1+j)hn+ℓ−1+j ,W (hj)hj
]
+
1
r
n∑
j=1
q
[
1
r
r∑
ℓ=1
W (hn+ℓ−1+j)2hj , hj
]
< C0
The first item of the above equation is positive so:
− 2
n∑
j=1
q
[
1
r
r∑
ℓ=1
W (hn+ℓ−1+j)hn+ℓ−1+j ,W (hj)hj
]
+
n∑
j=1
q
[
1
r
r∑
ℓ=1
W (hn+ℓ−1+j)2hj , hj
]
< C0 (2)
The last item of the l.h.s. of (2) can be rewritten as
n∑
j=1
q
[(
1
r
r∑
ℓ=1
W (hn+ℓ−1+j)2 − 1
)
hj , hj
]
+
n∑
j=1
q(hj , hj) (3)
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We denote by ar,j =
1
r
{∑r
ℓ=1W (hn+ℓ−1+j)
2 − 1}. Then ar,j → 0 in L2(Ω).
Then (3) can be rewritten as
n∑
j=1
‖ar,j‖L2(Ω) q
[
1
‖ar,j‖L2(Ω)
×
(
1
r
r∑
ℓ=1
W (hn+ℓ−1+j)2 − 1
)
hj , hj
]
+
n∑
j=1
q(hj , hj)
(4)
1
‖ar,j‖L2(Ω)×
1
r
(∑r
ℓ=1W (hn+ℓ−1+j)
2 − 1) hj is a set of derivations (r ∈ N∗) which
is bounded in Der (n being previously fixed); so
q
[
1
‖ar,j‖L2(Ω)
×
(
1
r
n∑
ℓ=1
W (hn+ℓ−1+j)2 − 1
)
hj , hj
]
is bounded and as ‖ar,j‖L2(Ω) → 0 for each j = 1, . . . , n, (4) is reduced to∑n
j=1 q(hj , hj).
In (2), the only item left to compute is
n∑
j=1
q
(
1
r
r∑
ℓ=1
W (hn+ℓ−1+j)hn+ℓ−1+j ,W (hj)hj
)
The L2(Ω,H)-norm of 1r
∑r
ℓ=1W (hn+ℓ−1+j)hn+ℓ−1+j converges towards 0, so
we can apply the same method as above and
n∑
j=1
q
(
1
r
r∑
ℓ=1
W (hn+ℓ−1+j)hn+ℓ−1+j ,W (hj)hj
)
converges towards 0.
So at the end we have
∑n
j=1 q(hj , hj) < C1, C1 constant, which implies∑∞
j=1 q(hj , hj) < +∞ 
Proof of the theorem. T is a p-linear form, D∞-linear, continous for each
of its arguments. We proceed with an induction: suppose the property is true
for T ∈ (⊗p−1Der)∗. Fix ui1 , . . . , uip−1 vectors of a basis of H and u another
vector of this basis; and ψ ∈ L1+0 = (L∞−0)∗, ψ ≥ 0. Then∑(
ui1 ,...,uip−1
)
∫
P(dω)ψ
î
(1− L) r2T (u, ui1 , . . . , uip−1)
ó2
is correctly defined (induction hypothesis) and ≥ 0, and
u 7→
∑(
ui1 ,...,uip−1
)
∫
P(dω)ψ
î
(1− L) r2T (u, ui1 , . . . , uip−1)
ó2
defines an R-valued quadratic form, positive, which satisfies the symmetry
property, and bounded on any bounded part of Der. We can apply to this
quadratic form the result of Lemma 9,2 to get the result. 
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Now we will study the link of the operator divergence, when defined on
Der(Ω) (Definition 2,4, Remarks 2,1 and 2,2) with the NCM H˜, and the new
gradient (Definition 7, 1).
Recall that div : Der(Ω) → D−∞(Ω) is such that: if δ ∈ Der(Ω), ∀ϕ ∈
D∞(Ω),
(div δ, ϕ) = −
∫
δϕP(dω)
div is a continuous operator.
Now, given a Hilbertian basis of H˜, (vi)i∈N∗ and αi(ω), i ∈ N∗ being the
components of a vector field in H,
∑∞
i=1 αivi ∈ D∞(Ω, H˜); we denote as usual
Dvi the derivation associated to vi ∈ H˜. Then:
Theorem 9..2.
div
( ∞∑
i=1
αiDvi
)
is well defined and ∈ D∞(Ω)
Proof.
div
[ ∞∑
i=1
αiDvi
]
= div
[ ∞∑
i=1
αi(Dvi − h(vi))
]
+ div
∞∑
i=1
αih(vi)
where Dvi = h1+divA(vi)grad (Eq 7, 23), h1 being the vector field of H such
as h1 = h2 + h3 (Eq 7, 27), h2(vi) = h(vi) (Eq 7, 11).
Now
∑∞
i=1 αih(vi) ∈ D∞(Ω,H), so div (
∑∞
i=1 αih(vi)) ∈ D∞(Ω).
It remains to show that limN↑∞ div
Ä∑N
i=1 αi (Dvi − h(vi))
ä
∈ D∞(Ω). But
div
(
N∑
i=1
αi (Dvi − h(vi))
)
=
N∑
i=1
αidiv(Dvi − h(vi)) +
N∑
i=1
(Dvi − h(vi)) · αi
According to (Eq 7, 23), and Remark 2, 2, iii,
div(Dvi − h(vi)) = 0
We therefore just need to prove that limN↑∞
∑N
i=1(Dvi − h(vi)) · αi ∈ D∞(Ω),
and with (Eq 26, 27),
Dvi − h(vi) = h3(vi) + divA(vi)grad
We need the following lemma:
Lemma 9..3. The set (bij)i,j∈N∗ being the components of a vector field in
D∞(Ω,H⊗H), we denote by T an operator defined only on the finite sums like∑m
i=1 bijh(vi)⊗ h(vj) by
T
(
m∑
i=1
bijh(vi)⊗ h(vj)
)
=
m∑
i,j=1
bij(ω)A(vi) · h(vj)
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Then there is a unique extension of T , which is a multiplicator from
D∞(Ω,H ⊗H)
to D∞(Ω,H).
Proof. Let d ∈ D−∞(Ω,H). Then straightforward computation shows that,
if T ∗ exists,Ñ
T ∗d,
m∑
i,j=1
bij(ω)h(vi)⊗ h(vj)
é
= −
Ñ
m∑
i=1
A(vi)(d)⊗ h(vi),
m∑
j,k=1
bkjh(vk)⊗ h(vj)
é
So T ∗d = +
∑m
i=1A
∗(vi)(d) ⊗ h(vi).
Each A∗(vi) ⊗ h(vi) can be considered as a vector matrix ~Ai with entriesÄ
~A∗i
äℓ
k
= −(a(vi)kℓh(vi).
As shown previously in the proof of Lemma 7,4, ia(vi)
k
ℓ are i-uniformly
D∞-Hölderian, and as |h(vi)| is bounded by constanti , the sum
∞∑
i=1
A∗(vi)⊗ h(vi)
is D∞-Hölderian, so
∑∞
i=1A
∗(vi)⊗ h(vi) is a multiplicator from D−∞(Ω,H) to
D−∞(Ω,H ⊗H). 
Now we go back to
∑∞
i=1 divA(vi)gradαi, (αi)i∈N∗ being by hypothesis
the coordinates of a D∞-vector field in H, (gradαi)i∈N∗ ∈ D∞(Ω,H ⊗H).
Then
∑∞
i=1 divA(vi)(gradαi) ∈ D∞(Ω) because
∑∞
i=1A(vi)(gradαi) can
be written as
∑∞
i,j=1 bijh(vi)⊗ h(vj).
The last sum for which the convergence is to be proven is
∑∞
i=1 h3(vi) · αi.
We can write
∞∑
i=1
h3(vi) · αi =
∞
∞∑
i=1
h3(vi)⊗ h(vi),
∞∑
j=1
gradαj ⊗ h(vj)
∫
H⊗H
and as ‖h3(vi)‖Dpr(Ω) ≤
C2(p,r)
i , C2(p, r) being a constant
∑∞
i=1 h3(vi) ⊗ h(vi)
is D∞(Ω,H ⊗ H)-convergent, and so is ∑∞j=1 gradαj ⊗ h(vj); and the scalar
product of two vector fields which are D∞(Ω,H ⊗H) is in D∞(Ω). 
Now we will study the new O.U. operator built with the new grad (Def 7,
1) and the new div (Theorem 9, 2): div grad.
Lemma 9..4. If Vn is a compact Riemannian manifold, then there exist
C∞(Vn) functions ϕi, ψi, αi, i = 1, . . . ,M , such that for any C∞-vector field
U on Vn, we have:
U =
M∑
i=1
ψi 〈U, gradϕi〉Vn gradαi (5)
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Proof. Given a chart on Vn with coordinates xi,
Ä
∂
∂xi
ä
, i = 1, . . . , n, are
the canonical basis vectors on each point of this chart; with the Gram-Schmidt
process, we get an orthonormal basis, denoted (vj)j=1,...,n.
Then
∑n
j=1 〈U, vj〉Vn vj = U .
Then using a finite partition of unity on Vn, we have the desired result. 
We recall that if f ∈ C∞(Vn), we denote by Ff,t(ω) = f ◦ I(ω)(t), I being
the Itô map from W(Rn) into Pm0(Vn). We denote by kj,t the vector field of
H˜ defined by
kj,t(s) = (s ∧ t)(uej)(s, ω)
uej(s, ω) being the SPT of ueµ at time s “along ω”, and j = 1, . . . , n.
Definition 9..1. With t0 ∈ [0, 1], we call a Ft0-vector field a vector field
which when written as a process ϕ(t, ω) is such that
i) ϕ˙(t, ω) = 0 ∀t ≥ t0 a.s.;
ii) ϕ(t, ω) ∈ Ft0 ∀t ∈ [0, 1]
Remark 9..1. The scalar product in H˜ of two Ft0-vector fields is again
in Ft0 .
Theorem 9..3. The new O.U. operator, div grad, verifies: if f ∈ Ft,
div grad f /∈ Ft in general.
Proof. We know that kj,t ∈ Ft, with j = 1, . . . , n. With Lemma 9, 4, we
can write
M∑
i=1
ψi [I(ω)(t)]
〈−−→
gradϕi, kt
〉
Vn
(I(ω)(t))
(−−→
gradαi
)
(I(ω)(t)) = kt
where
−−→
grad is the usual gradient on the manifold Vn. With Remark 7, 1, we
get
M∑
i=1
ψi (I(ω)(t)) 〈kt, gradFϕi,t〉H˜ (ω) ·
(−−→
gradαi
)
(I(ω)(t)) = kt (I(ω)(t))
We make the scalar product on Vn of both members of this last equation, with
a determinist vector field V and get:
M∑
i=1
ψi 〈kt, gradFϕi,t〉H˜
〈
V,
−−→
gradαi
〉
Vn
= 〈kt, V 〉Vn (6)
But
〈kt, V 〉H˜ = V (t) =
1
t
〈kt, V 〉Vn
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so (6) becomes
M∑
i=1
ψi 〈kt, gradFϕi,t〉H˜
〈
V,
−−→
gradαi
〉
Vn
= t 〈kt, V 〉H˜ (7)
As V ∈ H˜, we have 〈
V,
−−→
gradαi
〉
Vn
= 〈V, gradαi〉H˜
and (7) becomes:
M∑
i=1
ψi 〈kt, gradFϕi,t〉H˜ 〈gradFαi,t, V 〉H˜ = t 〈kt, V 〉H˜
From which we deduce
tkt =
M∑
i=1
ψi 〈kt, gradFϕi,t〉H˜ gradFαi,t (8)
which proves that kt ∈ H˜.
Now we show that div kt /∈ Ft: kt ∈ H˜ so kt as an operator is Dkt ,
with Dkt = h1(kt) + divA(kt)grad, h(kt) being a vector field and A(kt) a
multiplicator.
Then divDkt = div(h1(kt)) + div(divA(kt)grad). With Remark 2, 2, iii,
div(divA(kt)grad) = 0 so
divDkt = div[h2(kt)] + div[h3(kt)] (Eq 7, 27)
As
h3(kt)(s) =
1
2
∫ s
0
n∑
µ=1
bµ,µ(kt)(r, ω) dr (Eq 7, 25)
we see that generally, div h3 /∈ Ft.
Now we apply div to both members of (8),
div(tkt) = div
(
M∑
i=1
ψi 〈kt, gradFϕi,t〉H˜ gradFαi,t
)
=
M∑
i=1
ψi 〈kt, gradFϕi,t〉H˜ · div gradFαi,t
+
M∑
i=1
〈
gradFαi,t, grad
(
ψi 〈kt, gradFϕi,t〉H˜
)〉
H˜
but as Fαi,t ∈ Ft, gradFαi,t is a Ft-vector field, ψi ∈ Ft and Fϕi,t ∈ Ft so
grad
[
ψi 〈kt, gradFϕi,t〉H˜
]
is a Ft-vector field, and with Remark 9, 1,
M∑
i=1
〈
gradFαi,t, grad
(
ψi 〈kt, gradFϕi,t〉H˜
)〉
H˜
∈ Ft
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So at least one term ψi 〈kt, gradFϕi,t〉H˜ ·div gradFαi,t is not in Ft. But ψi 〈kt, gradFϕi,t〉H˜ ∈
Ft; so there exists an i such that
div gradFαi,t /∈ Ft
while
Fαi,t = αi [I(ω)(t)] ∈ Ft

The same method can be used to show that if A is an adapted multiplicator,
then divAgrad will not, in general, sends Ft in Ft.
Theorem 9..4. Using again the notation D0(Ω) for the subset of Der(Ω)
that is in bijection with Der∗(Ω), we have: D0 ⊂ H˜ and D0 is dense in H˜, the
density being conceived as usual, as simple convergence on D∞-bounded subsets
of D∞(Ω).
Proof. The (Eq 9, 8) show that kt ∈ D0(Ω). And the D∞-linear sums of
kt will be dense in H˜. 
Theorem 9..5. Let q1 a bilinear form, positive definite on
Der∗(Ω)×Der∗(Ω), with values in D∞(Ω), D(1)0 (Ω) being the subset of Der(Ω)
which is in bijective correspondence to Der∗(Ω), thanks to q1. This bijection
being denoted θ1, let α a map
α : D
(1)
0 (Ω)×D(1)0 (Ω)→ D∞(Ω)
such that
i) α admits an extension on Der(Ω)×Der(Ω)→ D∞(Ω)
ii) q1+α◦θ1 = q2 is a bilinear form, positive definite and continuous from
Der∗(Ω)×Der∗(Ω) to D∞(Ω).
Then the extension of α is unique, and D
(2)
0 ⊂ D(1)0 (Ω).
Proof.
i) Let α˜1 and α˜2 be two extensions of α which are equal on D
(1)
0 ×D(1)0 .
Suppose that there exists v0 ∈ D(1)0 (Ω) such that γ(v) = (α˜1−α˜2)(v0, v);
then γ ∈ Der∗(Ω) and γ
(
D
(1)
0 (Ω)
)
= 0. But θ(γ) ∈ D(1)0 (Ω). Then
γ(θ(γ)) = 0 = q1(γ, γ) so γ = 0. Same proof for γ
′(ω) = (α˜1− α˜2)(v,w)
with v ∈ Der(Ω) fixed.
ii) Let β and β′ ∈ Der∗(Ω),
q1(β, β
′) + α(θ1(β), θ1(β′)) = q2(β, β′)
Then β(θ1(β
′))+α(θ1(β), θ1(β′)) = β(θ2(β′)), θ1 and θ2 are the bijections
of Der∗(Ω) on D(i)0 (Ω), i = 1, 2, obtained with q1 and q2.
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Let µ(β′′) = α(θ1(β), β′′). Then µ ∈ Der∗(Ω) and
β(θ1(β
′)) + µ(θ1(β′)) = β(θ2(β′)) = β′(θ2(β))
as q2 is symmetrical. So (β + µ)(θ1(β
′)) = β′(θ2(β)) which implies
β′(θ1(β + µ)) = β′(θ2(β)). As this is valid ∀β′ ∈ Der∗(Ω),
θ1(β + µ) = θ2(β)
which implies D
(2)
0 (Ω) ⊂ D(1)0 (Ω).
So on D
(2)
0 (Ω), it is possible to make some variational calculus.

9. 2 Another "renormalisation" theorem
Let Vn an n-dimensional manifold, q a metric on Vn (q is bilinear, symmetrical
and positive definite), µq the canonical measure on Vn associated to q, ∇ the
Levi-Civita connection related to q, φ a C∞ density on Vn, φ > 0, and m0 ∈ Vn.
We recall the following formulas:
If f, g are C∞ functions on Vn, and u, v ∈ Γ(Vn) (u and v are vector fields),
we have:
u · f = q (grad f, u)
(Hess f) (u, v) = u · (v · f)− (∇uv) · f
= (Hess f) (v, u)
If (ei)i=1,...,n is an orthonormal basis on TmVn,m being in a small neighbourhood
of m0 ∈ Vn:
∆f =
n∑
i=1
{ei · (ei · f)− (∇eiei) · f}
=
n∑
i=1
q (∇eigrad f, ei)
div u =
n∑
i=1
q (∇eiu, ei)
Then we define:
∆u =
n∑
i=1
¶
∇ei (∇eiu)−∇∇eieiu
©
and the O.U. operator L by
∀f,∀g ∈ C∞(Vn),
∫
gL(f) · φdµq =
∫
q(grad f, grad g)φ · dµq
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From the last equation, we deduce:
L(f) = −∆f − q(grad logϕ, grad f)
Then we define the operator div by∫
g(divϕf)ϕdµq = −
∫
q(grad f, grad g)ϕdµq
and
L(u) = −∆u−∇grad logϕu
From the symmetry of the Hessian, we have
q(v,∇ugrad f) = q(u,∇vgrad f)
and
n∑
i=1
q(∇eigrad f,∇uei) =
n∑
i=1
n∑
j=1
q(∇eigrad f, ej)q(ej ,∇uei) = 0
because q(ei, ej) = 0 and the connection is the Levi-Civita connection.
Now we are going to compute q(gradL(f), u):
q(gradL(f), u) = −q(grad∆(f), u)− q(grad q(grad logϕ, grad f), u)
= −u ·
n∑
i=1
q(∇eigrad f, ei)− u · q(grad logϕ, grad f)
= −
n∑
i=1
q(∇u(∇eigrad f), ei)−
n∑
i=1
q(∇eigrad f,∇uei)
− u · q(grad logϕ, grad f)
= −
n∑
i=1
q(∇u(∇eigrad f), ei)− u · q(grad logϕ, grad f)
= R(u, grad f)−
n∑
i=1
q(∇ei(∇ugrad f), ei)
−
n∑
i=1
q(∇[u,ei]grad f, ei)− u · q(grad logϕ, grad f) (8’)
Using the Hessian symmetry:
q(gradL(f), u) = R(u, grad f)−
n∑
i=1
q(∇ei∇ugrad f, ei)
−
n∑
i=1
q(∇eigrad f, [u, ei])− u · q(grad logϕ, grad f)
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Now we compute
∑n
i=1 q(∇eigrad f, [u, ei]):
n∑
i=1
q(∇eigrad f, [u, ei]) =
n∑
i=1
q(∇eigrad f,∇uei)−
n∑
i=1
q(∇eigrad f,∇eiu)
= −
n∑
i=1
q(∇eigrad f,∇eiu)
So
q(gradL(f), u) = R(u, grad f)−
n∑
i=1
q(∇ei∇ugrad f, ei)
+
n∑
i=1
q(∇eigrad f,∇eiu)− u · q(grad logϕ, grad f)
Now we compute
∑n
i=1 q(∇ei∇ugrad f, ei):
n∑
i=1
q(∇ei∇ugrad f, ei) =
n∑
i=1
ei · q(∇ugrad f, ei)−
n∑
i=1
q(∇ugrad f,∇eiei)
=
n∑
i=1
ei · q(∇eigrad f, u)−
n∑
i=1
q(∇ugrad f,∇eiei)
=
n∑
i=1
q(∇ei∇eigrad f, u)−
n∑
i=1
q(∇ugrad f,∇eiei)
+
n∑
i=1
q(∇eigrad f,∇eiu)
Using this equality in (8’) we have
q(gradL(f), u) = R(u, grad f)− q(∆grad f, u)− u · q(grad logϕ, grad f)
= R(u, grad f)− q(∆grad f, u)− q(∇ugrad logϕ, grad f)
− q(grad logϕ,∇ugrad f)
We denote Z(u) = ∇ugrad logϕ and
R˜(u, v) = Ricc(u, v)− q(Z(u), v)
Then
q(gradL(f), u) = R˜(u, grad f) + q(L(grad f), u) (9)
Now we compute L(u · f):
L(u · f) = q(L(u), grad f) + q(u,L(grad f)− 2
n∑
i=1
q(∇eiu,∇eigrad f)) (10)
and
n∑
i=1
q(∇eiu,∇eigrad f) =
n∑
i=1
{ei · q(u,∇eigrad f)− q(u,∇ei∇eigrad f)}
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=
n∑
i=1
ei · q(ei,∇ugrad f)−
n∑
i=1
q(u,∇ei∇eigrad ff)
=
n∑
i=1
{q(∇ei∇ugrad f, ei) + q(∇ugrad f,∇eiei)− q(u,∇ei∇eigrad f)}
=
n∑
i=1
q(∇ei∇ugrad f, ei)− q(u,∆(grad f))
=
n∑
i=1
q(∇ei∇ugrad f, ei) + q(u,L(grad f)) + q(∇ugrad f, grad logϕ)
= q(u,L(grad f) +
1
ϕ
div (ϕ {∇ugrad f}) (11)
Using (9), (10) in (11), we get:
L(u · f) = q(L(u), grad f) + R˜(u, grad f)− q(gradL(f), u)− 2
ϕ
div {ϕ · ∇ugrad f}
= q(L(u), grad f) + R˜(u, grad f)− q(gradL(f), u)− 2divϕ(∇ugrad f)
Finally:
q(L(u) + R˜(u), grad f) = L(u · f) + q(gradL(f), u) + 2divϕ(∇ugrad f) (12)
Now we will extrapolate the previous formula for a D∞-stochastic manifold,
with an atlas having only one global chart, and such that the operator div sends
D0 in D∞.
Then, if u and v are elements of D0:
div([u, v]) = (u · div v)− v · (div u) ∈ D∞
because u, v ∈ D0 and div u,div v ∈ D∞.
Remark 9..2. Without the hypothesis
div : D0 → D∞
we only have
div u ∈ D−∞.
But with this hypothesis on div, we have if u, v ∈ D0: div∇uv ∈ D∞, because
1
2
div(∇u+vu+ v)− 1
2
div∇uu− 1
2
div∇vv
and we know that (Lemma 3, 4) ∇uu ∈ D0 if u ∈ D0.
Now 2ϕdiv {ϕ∇ugrad f}, the last item in (12), can be extrapolated by
div∇ugrad f , and as f ∈ D∞, grad f ∈ D0, and div (∇ugrad f) ∈ D∞.
In (12) we have two more items, L(u · f) and q(gradL(f), u). As u ∈ D0,
and gradL(f) ∈ D0, q(gradL(f), u) ∈ D∞ and u · f ∈ D∞, L(u · f) ∈ D∞.
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So although quantities like R˜ and L(u) cannot, generally, be defined on
such a stochastic manifold, the quantity R˜(u, grad f) + L(u) can be given a
meaning by
q
Ä
R˜(u, grad f) + L(u), grad f
ä
= L(u · f) + q(gradL(f), u) + div (∇ugrad f)
(13)
This extrapolation is legitimate because in the case of the Wiener space “with
N dimensions”,
ϕ = e−
1
2
∑N
i=1
W (ei)2
∇ugrad f =
N∑
i=1
(u · ei · f)ei
div∇ugrad f = −
∑
i=1
{(u · eif)W (ei) + ei · (u · eif)}
In these two last formulas, ∇u and div are operators on the Wiener space.
And
divϕ [∇ugrad f ] = q(grad logϕ,∇ugrad f) + div(∇ugrad f)
so when ϕ = e−
1
2
∑N
i=1
W (ei)2 ,
grad logϕ = −
N∑
i=1
W (ei)ei
q (grad logϕ,∇ugrad f) = −
∑
i=1
W (ei) · u · (eif)
∇ugrad f =
N∑
i=1
(u · (ei · f)) · ei
div (∇ugrad f) =
N∑
i,j=1
q
Ä
∇ej ((u · (ei · f))ei) , ej
ä
=
N∑
i=1
ei · u · (ei · f)
So the formula (13) is valid when the density is ϕ = e−
1
2
∑N
i=1W (ei)
2
and it does
not depend on N; so it is valid when N = +∞; in this case, the Wiener space
comes with the standard quadratic form, R˜ = Id; so L(u) then has meaning,
even when u ∈ Der, because we can give meaning to ∇ugrad f with u ∈ Der,
thanks to the extension theorem (tensor product by H).
Remark 9..3. If U(t, ω) is a unitary process, adapted and multiplicator,
but not continuous, it is still possible to approximate U , in the multiplicator
sense, with a sequence Un of step-processes, adapted and n-uniformly multiplicators.
The proof will use the Egorov theorem.
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9. 3 Some open questions
(1) A being an adapted process such that it sends D∞-adapted vector fields
in D∞-adapted vector fields, is A a D∞-multiplicator?
(2) If U , unitary operator, sends D∞-vector fields in D∞-vector fields, and
admits an inverse, is U−1 a multiplicator?
(3) In the Wiener space case, is any D∞-derivation the sum of a vector field
and an operator which can be written as divAgrad? We know that if
the derivation is adapted with a null divergence, this is true.
(4) Does the D∞-dual of D∞-vector fields consist only of D∞-vector fields?
(5) Is it possible to generalize the results about operators of the UdB form
with multiples times Brownians?
(6) Given a Gaussian space Ω, and a bilinear form q on Der∗, it is possible
to obtain an O.U. operator associated with q, and then a D∞(q) space.
Under which conditions will we have D∞(q) ⊆ D∞(Ω)?
(7) Given the map θ generated by a UdB type of map, U being an adapted
multiplicator, is θ a D∞-morphism? We know already that generally, it
is not a D∞-isomorphism.
(8) In the same setting than in (7), if U moreover is continuous relatively
to t, P-a.s., then is θ inversible in L∞−0?
(9) Given a diffeomorphism of D∞ to D∞, does it imply the existence of a
D∞-density?
(10) Given a derivation on D∞, is its divergence an item of D∞? If (3) is
true, then (10) is true.
(11) If θ is a diffeomorphism generated by a UdB type of map, of the Wiener
in itself, does it induce a diffeomorphism of WienerN in itself?
(12) If we have a p-linear form ϕ on (
⊗
Der)p and a D∞-bilinear positive
form q on Der×Der, after having chosen a basis of the Cameron-Martin
space H, (ei)i∈N∗ , such that q(ei, ej) = δij , what are the NSC to have∑
(ei1 ,...,eip)
ϕ(ei1 , . . . , eip)
2 ∈ D∞ ?
(13) Is it possible to give meaning to the O.U. operator when it acts on a
D∞-derivation δ such that (O.U)(δ) ∈ Der? Same question with O.U.
acting on Der∗.
(14) If a D∞-derivation has the form divAgrad, is the choice for A unique?
We know that it is true when the derivation is adapted, with zero
divergence.
(15) If the matrix process defined by the antisymmetrical matrix A is not
adapted, is the multiplicator condition onA necessary, so that divAgrad
is a derivation on D∞?
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(16) Let A be a multiplicator on the D∞-module D∞(Ω,H), A : D∞(Ω,H)→
D∞(Ω,H). Can A be written as a finite D∞-linear arrangement of
unitary multiplicators?
(17) Is it possible to generalize to the n-D∞-linear forms on Der, the approximation
theorem 3, 2?
(18) Given an infinite sequence of morphisms ϕn, from a Wiener W to a
WienerW under which conditions can we get an induced D∞-morphism
from WN to WN?
(19) Given r ∈ N∗, does a derivation δ : D∞ → D∞ exist, such that there
exists f ∈ D∞r with δf ∈ L∞−0 and δf /∈ D∞1 ?
(20) If we define as a multiplicator, an operator A that sends continuously
D∞(Ω,H) to D∞(Ω,H), then as in the adapted case, is it enough for
A to send continuously D2∞(Ω,H) to D2∞(Ω,H) to be a multiplicator?
(21) Vn being a Riemannian manifold, we define a random connection on Vn,
the randomness according to ω ∈ P(m0, Vn). Then which results, that
were sound for P(m0, Vn), remain valid?
(22) Let us consider a map from a probabilised space to a subset of finite
dimensional manifolds. Under which conditions can the graph of this
map be endowed with a D∞-stochastic atlas?
(23) Under which conditions on the bilinear positive form q can we generalize
the results that were obtained for the standard bilinear form?
(24) In the case where Vn is not a compact Riemannian manifold, let τB be
the exit stopping time of the Brownian on Vn, distinct from ∞ when
the manifold Vn is not Brownian complete. Does a sequence of stopping
times exist, τj, j ∈ N∗, τj ↑ τB , such that on each stochastic interval
[[0, τj ]], there exists a D
∞-manifold structure on Pm0(Vn, g) and that
the restriction to [[0, τj ]] of the D
∞-stochastic process on [[0, τj+1]] is the
D∞-stochastic structure of [[0, τj ]]?
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