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GLOBAL OPTIMAL REGULARITY FOR VARIATIONAL PROBLEMS WITH
NONSMOOTH NON-STRICTLY CONVEX GRADIENT CONSTRAINTS
MOHAMMAD SAFDARI 1
Abstract. We prove the optimal W 2,∞ regularity for variational problems with convex gradient
constraints. We do not assume any regularity of the constraints; so the constraints can be non-
smooth, and they need not be strictly convex. When the domain is smooth enough, we show that
the optimal regularity holds up to the boundary. In this process, we also characterize the set of
singular points of the viscosity solutions to some Hamilton-Jacobi equations. Furthermore, we ob-
tain an explicit formula for the second derivative of these viscosity solutions; and we show that the
second derivatives satisfy a monotonicity property.
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1. Introduction
Variational problems and differential equations with gradient constraints, has been an active area
of study, and has seen many progresses. An important example among them is the famous elastic-
plastic torsion problem, which is the problem of minimizing the functional
(1.1)
∫
U
1
2
|Dv|2 − v dx
over the set
WB1 := {v ∈ H10 (U) : |Dv| ≤ 1 a.e.}.
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Here U is a bounded open set in Rn. (In the physical problem n = 2.) This problem is equivalent
to finding u ∈WB1 that satisfies the variational inequality∫
U
Du ·D(v − u)− (v − u) dx ≥ 0 for every v ∈WB1 .
Brezis and Stampacchia [2] proved the W 2,p regularity for the elastic-plastic torsion problem.
Caffarelli and Rivière [6] obtained its optimalW 2,∞ regularity. Gerhardt [19] proved W 2,p regularity
for the solution of a quasilinear variational inequality subject to the same constraint as in the elastic-
plastic torsion problem. Jensen [31] proved W 2,p regularity for the solution of a linear variational
inequality subject to a C2 strictly convex gradient constraint. Evans [14] considered linear elliptic
equations with pointwise constraints of the form |Dv(·)| ≤ g(·), and proved W 2,p regularity for
them. He also obtained W 2,∞ regularity under some additional restrictions. Those restrictions
were removed by Wiegner [43], and some extended results were obtained by Ishii and Koike [30].
Choe and Shim [9, 10] proved C1,α regularity for the solution to a quasilinear variational inequality
subject to a C2 strictly convex gradient constraint, and allowed the operator to be degenerate of
the p-Laplacian type. In [37], following the approach of [6], we obtained W 2,∞ regularity for the
minimizers of the functional (1.1) subject to gradient constraints satisfying some mild regularity.
Recently, there has been new interest in these types of problems. Hynd and Mawi [27] stud-
ied fully nonlinear equations with strictly convex gradient constraints, which appear in stochastic
singular control. They obtained W 2,p regularity in general, and W 2,∞ regularity with some extra
assumptions. Hynd [25, 26] also considered eigenvalue problems for equations with gradient con-
straints. By using infinite dimensional duality, Giuffrè et al. [23] studied the Lagrange multipliers
of quasilinear variational inequalities subject to the same constraint as in the elastic-plastic torsion
problem. De Silva and Savin [13] investigated the minimizers of some functionals subject to gradi-
ent constraints, arising in the study of random surfaces. In their work, the functionals are allowed
to have certain kinds of singularities. Also, the constraints are given by convex polygons; so they
are not strictly convex. They showed that in two dimensions, the minimizer is C1 away from the
obstacles. (Under mild conditions, a variational problem with gradient constraint is equivalent to a
double obstacle problem. For the details see Appendix A.)
In this paper, we obtain the optimal W 2,∞ regularity for the minimizers of a large class of
functionals subject to arbitrary convex gradient constraints. We do not assume any regularity of
the constraints; so the constraints can be nonsmooth, and they need not be strictly convex. We also
show that the optimal regularity holds up to the boundary, when the domain is smooth enough.
Although our functionals are smooth, we hope that our study sheds some new light on the above-
mentioned problem about random surfaces. We also hope that our techniques can be used to obtain
similar results about elliptic equations with gradient constraints that are not strictly convex. These
equations emerge in the study of some stochastic singular control problems appearing in financial
models. See for example [1, 34].
In addition to the works on the regularity of the elastic-plastic torsion problem, Caffarelli and
Rivière [4, 5], Caffarelli and Friedman [3], Friedman and Pozzi [18], and Caffarelli et al. [7], have
worked on the regularity and the shape of its free boundary, i.e. the boundary of the set {|Du| < 1}.
These works can also be found in [17]. In [35, 36], we extended some of these results to the more
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general case where the functional is unchanged, but the constraint is given by the p-norm
(|D1v|p + |D2v|p)
1
p ≤ 1.
Similarly to [35], our results in this paper can be applied to imply the regularity of the free boundary
in two dimensions, when the functional (i.e. F, g in (1.4)) is analytic. But the more general case
requires extra analysis, so we leave the question of the free boundary’s regularity to future works.
Let us introduce the problem in more detail. Let K be a compact convex subset of Rn whose
interior contains the origin. We recall from convex analysis (see [39]) that the gauge function of K
is the convex function
(1.2) γK(x) := inf{λ > 0 : x ∈ λK}.
The gauge function γK is subadditive and positively 1-homogeneous, so it looks like a norm on R
n,
except that γK(−x) is not necessarily the same as γK(x). Note that as K is closed, K = {γK ≤ 1};
and as K has nonempty interior, ∂K = {γK = 1}.
Another notion is that of the polar of K
(1.3) K◦ := {x : 〈x, y〉 ≤ 1 for all y ∈ K},
where 〈 , 〉 is the standard inner product on Rn. K◦, too, is a compact convex set containing the
origin as an interior point.
Let U ⊂ Rn be a bounded open set with Lipschitz boundary. Let u be the minimizer of
(1.4) J [v] = J [v;U ] :=
∫
U
F (Dv) + g(v) dx,
over
(1.5) WK◦,ϕ =WK◦,ϕ(U) := {v ∈ H1(U) : Dv ∈ K◦ a.e., v = ϕ on ∂U}.
Here ϕ : Rn → R is a continuous function, and the equality of v, ϕ on ∂U is in the sense of trace.
In order to ensure that WK◦,ϕ is nonempty we assume that
(1.6) − γK(y − x) ≤ ϕ(x) − ϕ(y) ≤ γK(x− y),
for all x, y ∈ Rn. Then by Lemma 2.1 of [41] this property implies that ϕ is Lipschitz and Dϕ ∈ K◦
a.e.; so ϕ ∈ WK◦,ϕ. Also note that Dv ∈ K◦ is equivalent to γK◦(Dv) ≤ 1. Thus γK◦ defines the
gradient constraint.
We will show that (Proposition 1) u is also the unique minimizer of J over
(1.7) Wρ¯,ρ =Wρ¯,ρ(U) := {v ∈ H1(U) : −ρ¯ ≤ v ≤ ρ a.e., v = ϕ on ∂U},
where
ρ(x) = ρK,ϕ(x;U) := min
y∈∂U
[γK(x− y) + ϕ(y)],
ρ¯(x) = ρ¯K,ϕ(x;U) := min
y∈∂U
[γK(y − x)− ϕ(y)].(1.8)
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It is well known (see [33, Section 5.3]) that ρ is the unique viscosity solution of the Hamilton-Jacobi
equation
(1.9)
{
γK◦(Dv) = 1 in U,
v = ϕ on ∂U.
Now, note that −K is also a compact convex set whose interior contains the origin. We also have
ρ¯K,ϕ = ρ−K,−ϕ, since γ−K(·) = γK(− ·). Thus we have a similar characterization for ρ¯ too.
To simplify the notation, we will use the following conventions
γ := γK , γ
◦ := γK◦ , γ¯ := γ−K .
Thus in particular we have γ¯(x) = γ(−x).
Definition 1. When ρ(x) = γ(x− y) + ϕ(y) for some y ∈ ∂U , we call y a ρ-closest point to x on
∂U . Similarly, when ρ¯(x) = γ(y − x) − ϕ(y) for some y ∈ ∂U , we call y a ρ¯-closest point to x on
∂U .
Remark. As shown in the proof of Proposition 1, for y ∈ ∂U we have ρ(y) = ϕ(y) and ρ¯(y) = −ϕ(y).
Therefore y is a ρ-closest point and a ρ¯-closest point on ∂U to itself.
Next, we generalize the notion of ridge introduced by Ting [40], and Caffarelli and Friedman [3].
Intuitively, the ρ-ridge is the set of singularities of ρ.
Definition 2. The ρ-ridge of U is the set of all points x ∈ U where ρ(x) is not C1,1 in any
neighborhood of x. We denote it by
Rρ.
As shown in Lemma 12, when γ is strictly convex and the strict Lipschitz property (A.2) for ϕ holds,
the points with more than one ρ-closest point on ∂U belong to ρ-ridge. This subset of the ρ-ridge
is denoted by
Rρ,0.
Similarly we define Rρ¯, Rρ¯,0.
The following definition is motivated by the physical properties of the elastic-plastic torsion prob-
lem.
Definition 3. Let
P+ := {x ∈ U : u(x) = ρ(x)}, P− := {x ∈ U : u(x) = −ρ¯(x)}.
Then P := P+ ∪ P− is called the plastic region; and
E := {x ∈ U : −ρ¯(x) < u(x) < ρ(x)}
is called the elastic region. We also define the free boundary to be Γ := ∂E ∩ U .
Remark. Suppose u is locally C1,1, which for example is true under the assumptions of Theorem 5,
Theorem 6, or Theorem 8. Then similarly to (A.18), we can show that
(1.10)


−Di(DiF (Du)) + g′(u) = 0 in E,
−Di(DiF (Du)) + g′(u) ≤ 0 a.e. on P+,
−Di(DiF (Du)) + g′(u) ≥ 0 a.e. on P−.
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The paper is organized as follows. In Section 2 we introduce some notation, and we state some
preliminary results. We first show that u is also the minimizer of J over Wρ¯,ρ, i.e. it is the solution
of a double obstacle problem. Then we review some well-known facts about the regularity of K, and
its relation to the regularity of K◦, γ, γ◦. Then we need to show that u cannot touch the obstacles at
any of their points of singularity. To accomplish this, we have to study the function ρ more carefully.
This has been done in Section 3. We will compute the derivatives of ρ, and by using them we will
characterize the ρ-ridge. Results of this nature have appeared in the literature before. For example,
Crasta and Malusa [11] studied this problem in the case of ϕ = 0. But the novelty of our work is
that we were able to find an explicit formula for D2ρ.
Suppose ∂U is at least C2. Let ν be the inward unit normal to ∂U . We will show that under
appropriate assumptions, for every y ∈ ∂U there is a unique scalar λ(y) > 0 such that
γ◦
(
Dϕ(y) + λ(y)ν(y)
)
= 1.
Then we set
(1.11) µ(y) := Dϕ(y) + λ(y)ν(y).
We also set
(1.12) X :=
1
〈Dγ◦(µ), ν〉Dγ
◦(µ)⊗ ν,
where a⊗ b is the rank 1 matrix whose action on a vector z is 〈z, b〉a. Then in Proposition 2 we will
show that ρ is differentiable at x if and only if x ∈ U −Rρ,0. And in that case we have
(1.13) Dρ(x) = µ(y),
where y is the unique ρ-closest point to x on ∂U .
Remark. We will mostly state our results about γ, ρ, but it is obvious that they also hold for γ¯, ρ¯.
Theorem 1. Suppose the Assumption 2 holds. Let y ∈ ∂U . Then there is an open ball Br(y) such
that ρ is Ck,α on U ∩Br(y). Furthermore, y is the ρ-closest point to some points in U , and we have
(1.14) Dρ(y) = µ(y).
In addition we have
(1.15) D2ρ(y) = (I −XT )(D2ϕ(y) + λ(y)D2d(y))(I −X),
where I is the identity matrix, d is the Euclidean distance to ∂U , and X is given by (1.12). Fur-
thermore we have
(1.16) D2ρ(y)Dγ◦(µ(y)) = 0.
Remark. As a consequence of this theorem we get that Rρ, and therefore Rρ,0, have a positive
distance from ∂U .
Theorem 2. Suppose the Assumption 2 holds. Suppose x ∈ U − Rρ,0, and let y be the unique
ρ-closest point to x on ∂U . Let
W =W (y) := −D2γ◦(µ(y))D2ρ(y),
Q = Q(x) := I − (ρ(x)− ϕ(y))W,(1.17)
5
where I is the identity matrix. If detQ 6= 0 then ρ is Ck,α on a neighborhood of x. In addition we
have
(1.18) D2ρ(x) = D2ρ(y)Q(x)−1.
Theorem 3. Suppose the Assumption 2 holds. Suppose x ∈ U − Rρ,0, and let y be the unique
ρ-closest point to x on ∂U . Then
x ∈ Rρ if and only if detQ(x) = 0,
where Q is defined by (1.17).
When ϕ = 0, the function ρ is the distance to ∂U with respect to the Minkowski distance defined
by γ. So this case has a geometric interpretation. An interesting simplification that happens here
is that µ becomes a multiple of ν. Another interesting fact is that in this case the eigenvalues of W
coincide with the notion of curvature of ∂U with respect to some Finsler structure. For the details
see [11]. Let us also mention that in this case we have
Dρ(x) = µ(y) =
1
γ◦(ν)
ν(y) =
1
γ◦(Dd)
Dd(y)
=
1
γ◦(Dd)
Dd
(
x− ρ(x)Dγ◦(µ(y))) = 1
γ◦(Dd)
Dd
(
x− ρ(x)Dγ◦(Dρ(x))).
Here we have used the classical formula Dd = ν for the Euclidean distance d. We have also used the
relation (3.5) between x, y, and the formula Dρ = µ, to eliminate y from the above equation; and
this is not possible when ϕ is nonzero. Now we can differentiate the above equation to find D2ρ(x).
This approach is how we first found D2ρ(x). But when ϕ is nonzero this approach does not work.
However, we were able to find a more direct way to compute D2ρ(x) by using the inverse function
theorem, and differentiating the relation Dρ(x) = µ(y).
The formula (1.18) for D2ρ is very crucial in our analysis, and it has been used several times in this
paper. To the best of author’s knowledge, formulas of this kind have not appeared in the literature
before, except for the simple case where ρ is the Euclidean distance to the boundary. (Although,
some special two dimensional cases also appeared in our earlier works [35, 38].) One of the main
applications of this formula is in Lemma 4, which implies that D2ρ attains its maximum on ∂U . This
interesting property is actually a consequence of a more general property of the solutions to Hamilton-
Jacobi equations (Remember that ρ is the unique viscosity solution of the Hamilton-Jacobi equation
(1.9)). Let v be the solution to a Hamilton-Jacobi equation with convex Hamiltonian. Suppose v is
smooth enough on a neighborhood of one of its characteristic curves. Then for every vector ξ, D2ξξv
decreases along that characteristic curve, as we move away from the boundary. We have derived this
in the next paragraph. Surprisingly, this monotonicity property, although very simple to deduce,
has not appeared in the literature before, again to the best of author’s knowledge. However, it has
been known to some experts, as conveyed to the author through personal communications.
Monotonicity of the second derivative of the solutions to Hamilton-Jacobi equations:
Suppose v satisfies the equation H(x, v,Dv) = 0, whereH is a convex function in all of its arguments.
Let p be the variable in H for which we substitute Dv. Let x(s) be a characteristic curve of the
equation. Then we have x˙ = DpH. Let us assume that v is C
3 on a neighborhood of the image of
6
x(s). Let
q(s) := D2ξξv(x(s)) = ξiξjD
2
ijv,
for some vector ξ. Then we have
q˙ = ξiξjD
3
ijkv x˙
k = ξiξjD
3
ijkvDpkH.
On the other hand, if we differentiate the equation we get DxiH +DvHDiv+DpkHD
2
ikv = 0. And
if we differentiate one more time we get
D2xixjH +D
2
xiv
HDjv +D
2
xipk
HD2jkv +D
2
vxj
HDiv +D
2
vvHDivDjv +D
2
vpk
HDivD
2
jkv
+DvHD
2
ijv +D
2
pkxj
HD2ikv +D
2
pkv
HDjvD
2
ikv +D
2
pkpl
HD2jlvD
2
ikv +DpkHD
3
ijkv = 0.
Now if we multiply the above expression by ξiξj, and sum over i, j, we obtain
q˙ = − [ξT 〈ξ,Dv〉 ξTD2v]

D2xxH D2xvH D2xpHD2xvH D2vvH D2vpH
D2xpH D
2
vpH D
2
ppH



 ξ〈ξ,Dv〉
D2vξ

−DvHq(1.19)
= −ηTD2Hη −DvHq,
where η :=
[
ξT 〈ξ,Dv〉 ξTD2v]T . Hence we have q˙ ≤ −DvHq, since H is convex. Thus by
Gronwall’s inequality we obtain
q(s) ≤ q(0)e−
∫ s
0
DvHdτ .
In particular when DvH ≥ 0, i.e. when H is increasing in v, we have
D2ξξv(x(s)) = q(s) ≤ q(0) = D2ξξv(x(0)).
Remark. Let A be a symmetric positive semidefinite matrix. Then the more general inequality
tr[AD2v(x(s))] ≤ tr[AD2v(x(0))]
follows easily; because we have tr[AD2v] =
∑
ajD
2
ξjξj
v, where ξ1, · · · , ξn is an orthonormal basis of
eigenvectors of A corresponding to the nonnegative eigenvalues a1, . . . , an. Note that in Lemma 4
we do not need the C3 regularity of ρ. We suspect that in the general case, it is possible to weaken
the regularity assumption on v too.
Remark. Also notice that the ODE system (1.19) can be used to compute an explicit formula for
D2v. For example when H does not depend on x, v, we have
d
ds
D2v(x(s)) = −D2vD2ppHD2v.
Then it is easy to show that D2v must be given by a formula similar to (1.18). However, as we
said above, this approach requires imposing extra regularity on v. Also, solving the system (1.19)
in general seems to be a daunting task.
In the rest of Section 3, we obtain several other interesting facts about ρ and the ρ-ridge. See
Theorem 7, Proposition 3, and the remarks after them. Here, among other things, we show that
the eigenvalues of Q are positive; and we have Rρ = Rρ,0. We also make some remarks about
the Hausdorff dimension of Rρ. Finally in Section 4 we prove the main results of this paper, aka
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Theorems 5 and 6. First, we employ our detailed knowledge about the ρ-ridge, which we obtained
in Theorem 3, to show that u cannot touch the obstacles at any of their points of singularity, i.e.
Theorem 4. Suppose the Assumptions 1,2 hold. Then we have
Rρ ∩ P+ = ∅, Rρ¯ ∩ P− = ∅.
Before stating the next theorem, let us review some well-known facts from convex analysis. Con-
sider a compact convex set K. Let x ∈ ∂K, and v ∈ Rn − {0}. We say the hyperplane
(1.20) Hx,v := {x+ y : 〈y, v〉 = 0}
is a supporting hyperplane of K at x if K ⊂ {x + y : 〈y, v〉 ≤ 0}. In this case we say v is an outer
normal vector of K at x. The normal cone of K at x is the closed convex cone
(1.21) N(K,x) := {0} ∪ {v ∈ Rn − {0} : v is an outer normal vector of K at x}.
It is easy to see that when ∂K is C1 we have
N(K,x) = {tDγ(x) : t ≥ 0}.
For more details see [39, Sections 1.3 and 2.2].
Theorem 5. Suppose the Assumption 1 holds. Also suppose that
(a) K ⊂ Rn is a compact convex set whose interior contains the origin.
(b) U ⊂ Rn is a bounded open set, and ∂U is C2,α, for some α > 0.
(c) ϕ : Rn → R is a C2,α function, such that γ◦(Dϕ) ≤ 1. And if for some y ∈ ∂U we have
γ◦(Dϕ(y)) = 1 then we must have
(1.22) 〈v, ν(y)〉 6= 0,
for every nonzero v ∈ N(K◦,Dϕ(y)).
Let u be the minimizer of J over WK◦,ϕ(U). Then we have
u ∈W 2,∞(U) = C1,1(U).
Remark. Note that we are not assuming any regularity about ∂K or ∂K◦. In particular, K◦, which
defines the gradient constraint, need not be strictly convex.
Remark. Also note that if γ◦(Dϕ) < 1 then we do not need to impose any other restriction on
ϕ. It is also obvious that if γ◦(Dϕ) ≤ 1 then we can approximate ϕ with functions that satisfy
γ◦(D ·) < 1. So, intuitively, most admissible boundary conditions ϕ satisfy the conditions of the
theorem.
Remark. Let us further elaborate on the restrictions imposed on Dϕ, and present a geometric
interpretation for it. Remember that µ = Dϕ + λν, and we have γ◦(µ) = 1. We will show that
(Lemma 3) for a point y ∈ ∂U , Dγ◦(µ) is the direction along which lie the points in U that have
y as their ρ-closest point. Note that we have Dγ◦(µ) ∈ N(K◦, µ). Now when γ◦(Dϕ) = 1, Dϕ
plays the role of µ. And v ∈ N(K◦,Dϕ) plays the role of Dγ◦(µ). Hence we need to impose the
conditions of the theorem in order to be sure that there is a direction along which we can enter U
and hit the points whose ρ-closest point is y. (We should mention that when γ◦(Dϕ) = 1, then µ
is not necessarily equal to Dϕ. However, this case can also be dealt with using our assumptions in
the theorem; and we do not need new assumptions for it.)
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The idea of the proof of the above theorem is to approximate K◦ with smoother convex sets.
Then, as it is common in the study of the regularity of PDEs, we have to find uniform bounds for
the various norms of the approximations to u. Here, among other estimations, we will use the fact
that the second derivative of the approximations to ρ attain their maximums on ∂U . Let us also
mention that in order to get the regularity up to the boundary, we need to use the result of Indrei
and Minne [29], which is a generalization of the work of Figalli and Shahgholian [16]. However, their
result is only about flat boundaries. So we have to modify it with standard techniques, to be able to
handle arbitrary smooth boundaries. Next, we will use similar ideas in Theorem 6, to obtain a local
regularity result. We will show that when U is convex, u belongs to W 2,∞loc (U), without assuming
any regularity of the gradient constraint, nor of the ∂U . The idea of the proof is to approximate
both K◦, U with smoother convex sets.
Theorem 6. Suppose the Assumption 1 holds. Also suppose that
(a) K ⊂ Rn is a compact convex set whose interior contains the origin.
(b) U ⊂ Rn is a bounded convex open set.
(c) ϕ : Rn → R is a C2 function, such that γ◦(Dϕ) ≤ 1. And either ϕ is linear, or the following
condition holds: If for some y ∈ ∂U we have γ◦(Dϕ(y)) = 1 then we must have
(1.23) 〈v,w〉 6= 0,
for every nonzero v ∈ N(K◦,Dϕ(y)) and w ∈ N(U, y).
Let u be the minimizer of J over WK◦,ϕ(U). Then we have
u ∈W 2,∞loc (U) = C1,1loc (U).
Remark. Note that if γ◦(Dϕ) < 1 then we do not need to impose any other restriction on ϕ. And
as we mentioned above, intuitively, most admissible boundary conditions ϕ satisfy the conditions
of the theorem. Also, the restrictions on Dϕ has the same geometric interpretation as before. The
only difference is that here w plays the role of normal ν to ∂U .
At the end, in Appendix A, we obtain a standard local regularity result which we have used in
the article. We prove that the minimizer u is in W 2,∞loc , when ∂U is Lipschitz, and we have an upper
bound on the weak second derivative of γ. To this end, we mollify the obstacles, and we solve the
double obstacle problems with these smooth mollified obstacles. This gives us functions uε which
approximate u. By using penalization technique, we show that uε is in W
2,p
loc . Then we show that
uε’s have a uniform bound in W
2,p
loc . Hence we can conclude that u is also in W
2,p
loc . The methods
employed here are classical, but to the best of author’s knowledge the results have not appeared
elsewhere. Nevertheless, we include the proofs here for completeness. Then in Theorem 8, using the
uniform bound on D2uε, we can show that u belongs to W
2,∞
loc . This last step was made possible by
the work of Figalli and Shahgholian [16], and its generalization by Indrei and Minne [28]. Finally, in
Appendix B, we collect some elementary results about the ridge, and the elastic and plastic regions.
2. Notation and Preliminaries
First let us introduce some notation.
(1) d(x) := miny∈∂U |x− y| : the Euclidean distance to ∂U .
(2) [x, y], ]x, y[, [x, y[, ]x, y] : the closed, open, and half-open line segments with endpoints x, y.
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(3) We denote by Cω the space of analytic functions (or submanifolds); so in the following when
we talk about Ck,α regularity with k greater than some fixed integer, we are also including
C∞ and Cω.
(4) We will use the convention of summing over repeated indices.
Recall that the gauge function γ satisfies
γ(rx) = rγ(x),
γ(x+ y) ≤ γ(x) + γ(y),
for all x, y ∈ Rn and r ≥ 0. Also, note that as Bc(0) ⊆ K ⊆ BC(0) for some C ≥ c > 0, we have
1
C
|x| ≤ γ(x) ≤ 1
c
|x|,
for all x ∈ Rn.
It is well known that for all x, y ∈ Rn, we have
(2.1) 〈x, y〉 ≤ γ(x)γ◦(y).
In fact, more is true and we have
(2.2) γ◦(y) = max
x 6=0
〈x, y〉
γ(x)
.
For a proof of this, see page 54 of [39].
It is easy to see that the the strict convexity of K (which means that ∂K does not contain any
line segment) is equivalent to the strict convexity of γ. By homogeneity of γ, the latter is equivalent
to
γ(x+ y) < γ(x) + γ(y)
when x 6= cy and y 6= cx for any c ≥ 0.
Moreover, from the definition of ρ we easily obtain (see the proof of Proposition 1)
(2.3) − γ(x− y) ≤ ρ(y)− ρ(x) ≤ γ(y − x),
for all x, y ∈ Rn. The above inequality also holds if we replace ρ, γ with ρ¯, γ¯. Thus in particular,
ρ, ρ¯ are Lipschitz continuous.
Lemma 1. Suppose xi ∈ U converges to x ∈ U , and yi ∈ ∂U is a (not necessarily unique) ρ-closest
point to xi.
(a) If yi converges to y˜ ∈ ∂U , then y˜ is one of the ρ-closest points on ∂U to x.
(b) If y ∈ ∂U is the unique ρ-closest point to x, then yi converges to y.
Proof. This lemma is a simple consequence of the continuity of γ, ρ, and compactness of ∂U . For
(a) we have
γ(x− y˜) = lim γ(xi − yi) = lim ρ(xi) = ρ(x).
Hence y˜ is a ρ-closest point to x.
Now to prove (b) suppose to the contrary that yi 6→ y. Then as ∂U is compact, there is a
subsequence yik that converges to z ∈ ∂U where z 6= y. Then by (a) z must be a ρ-closest point to
x, which is in contradiction with our assumption. 
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Assumption 1. We assume that the functional J is given by
J [v] = J [v;U ] :=
∫
U
F (Dv) + g(v) dx,
where F : Rn → R and g : R→ R are C2,α¯ convex functions satisfying
− c1|z|q ≤ g(z) ≤ c2|z|2, c3|Z|2 ≤ F (Z) ≤ c4|Z|2,
|g′(z)| ≤ c5(|z|+ 1), |DF (Z)| ≤ c6|Z|,(2.4)
0 ≤ g′′ ≤ c7, c8|ξ|2 ≤ D2ijF (Z) ξiξj ≤ c9|ξ|2,
for all z ∈ R and Z, ξ ∈ Rn. Here, ci > 0, 0 < α¯ ≤ 1, and 1 ≤ q < 2.
Remark. Note that by our assumption, F is strictly convex, and F (0) = 0 is its unique global
minimum.
Remark. The constants c1, . . . , c9 will only be used in the estimates of Appendix A.
Remark. Since WK◦,ϕ is a nonempty closed convex set, we can apply the direct method of the
calculus of variations, to conclude the existence of a unique minimizer u. See, for example, the proof
of Theorem 3.30 in [12].
Proposition 1. Suppose the Assumption 1 holds. Then, u is also the minimizer of J over
Wρ¯,ρ =Wρ¯,ρ(U) := {v ∈ H1(U) : −ρ¯ ≤ v ≤ ρ a.e., v = ϕ on ∂U}.
Remark. In fact we can weaken the hypothesis of this theorem, and only assume that F, g are convex
and at least one of them is strictly convex. See [37] for details.
Proof. As shown in [41], [37], u is also the minimizer of J over
{v ∈ H1(U) : u− ≤ v ≤ u+ a.e., v = ϕ on ∂U},
where u−, u+ ∈WK◦,ϕ satisfy u− ≤ v ≤ u+ for all v ∈WK◦,ϕ. We claim that
u+(x) = ρ(x) = min
y∈∂U
[γ(x− y) + ϕ(y)],
u−(x) = −ρ¯(x) = −min
y∈∂U
[γ(y − x)− ϕ(y)].
First, let us show that ρ,−ρ¯ ∈WK◦,ϕ. By (1.6), for a given x ∈ ∂U and every y ∈ ∂U we have
γ(x− x) + ϕ(x) = ϕ(x) ≤ γ(x− y) + ϕ(y),
γ(x− x)− ϕ(x) = −ϕ(x) ≤ γ(y − x)− ϕ(y).
Hence ρ(x) = ϕ(x), and −ρ¯(x) = ϕ(x). Next let x, z ∈ Rn. Then due to the compactness of ∂U ,
there is y ∈ ∂U such that ρ(z) = γ(z − y) + ϕ(y). Therefore we have
ρ(x)− ρ(z) ≤ γ(x− y) + ϕ(y)− γ(z − y)− ϕ(y) ≤ γ(x− z).
Then by Lemma 2.1 of [41], ρ is Lipschitz and Dρ ∈ K◦ a.e.. The case of −ρ¯ is similar.
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Finally, let us show that for an arbitrary v ∈ WK◦,ϕ we have −ρ¯ ≤ v ≤ ρ a.e.. Note that v is
Lipschitz, since K◦ is bounded and ϕ, ∂U are Lipschitz. Then similarly to the proof of Lemma 2.2
of [37], we can mollify v and use the mean value theorem together with the inequality (2.1) to obtain
v(x) − v(y) ≤ γ(x− y),
when [x, y] ⊂ U . Using continuity we can allow y to be on ∂U too. Hence v(x) ≤ γ(x− y) + ϕ(y)
whenever [x, y[⊂ U . Now let z ∈ ∂U , and consider the line segment [x, z]. This line segment might
not be entirely in U , but if we let y to be the closest point to x on [x, z] ∩ ∂U , then we must have
[x, y[⊂ U . Then
v(x) ≤ γ(x− y) + ϕ(y)
≤ γ(x− y) + γ(y − z) + ϕ(z) = γ(x− z) + ϕ(z).
Hence v ≤ ρ. Similarly we have −v = −ϕ on ∂U , and D(−v) ∈ −K◦ = (−K)◦ a.e.. Therefore
−v ≤ d−K,−ϕ = ρ¯, or v ≥ −ρ¯. 
Remark. The above proof also shows that WK◦,ϕ ⊂ Wρ¯,ρ, and ρ, ρ¯ ∈ WK◦,ϕ. In addition it shows
that −ρ¯(x) ≤ ρ(x) for all x.
Remark. Note that as u has bounded gradient, it is Lipschitz continuous. Thus, for every x ∈ U
(not just for a.e. x) we have
−ρ¯(x) ≤ u(x) ≤ ρ(x).
As a result for every x ∈ ∂U we have u(x) = ϕ(x).
2.1. Regularity of the gauge function. Suppose that ∂K is Ck,α (k ≥ 1 , 0 ≤ α ≤ 1). Let us
show that as a result, γ is Ck,α on Rn − {0}. Let r = σ(θ) for θ ∈ Sn−1, be the equation of ∂K in
polar coordinates. Then σ is positive and Ck,α. To see this note that locally, ∂K is given by a Ck,α
equation f(x) = 0. On the other hand we have x = rX(θ), for some smooth function X. Hence we
have f(rX(θ)) = 0; and the derivative of this expression with respect to r is
〈X(θ),Df(rX(θ))〉 = 1
r
〈x,Df(x)〉.
But this is nonzero since Df is orthogonal to ∂K, and x cannot be tangent to ∂K (otherwise 0
cannot be in the interior of K, as K lies on one side of its supporting hyperplane at x). Thus we
get the desired by the Implicit Function Theorem. Now, it is straightforward to check that for a
nonzero point in Rn with polar coordinates (s, φ) we have
γ((s, φ)) =
s
σ(φ)
.
This formula easily gives the smoothness of γ. On the other hand, note that as ∂K = {γ = 1} and
Dγ 6= 0 by (2.5), ∂K is as smooth as γ.
Now, suppose in addition that K is strictly convex. Then γ is strictly convex too. By Remark
1.7.14 and Theorem 2.2.4 of [39], K◦ is also strictly convex and its boundary is C1. Therefore γ◦
is strictly convex, and it is C1 on Rn − {0}. Hence by Corollary 1.7.3 of [39], for x 6= 0 we have
(Notice that the strict convexity of K is only needed for the existence of Dγ◦.)
Dγ(x) ∈ ∂K◦, Dγ◦(x) ∈ ∂K,(2.5)
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or equivalently
γ◦(Dγ) = 1, γ(Dγ◦) = 1.
In particular Dγ,Dγ◦ are nonzero on Rn − {0}.
Let us also suppose that k ≥ 2, and the principal curvatures of ∂K are positive everywhere. Then
K is strictly convex. We can also show that γ◦ is Ck,α on Rn−{0}. To see this, let nK : ∂K → Sn−1
be the Gauss map, i.e. nK(y) is the outward unit normal to ∂K at y. Then nK is C
k−1,α and its
derivative is an isomorphism at the points with positive principal curvatures, i.e. everywhere. Hence
nK is locally invertible with a C
k−1,α inverse n−1K , around any point of S
n−1. Now note that as it is
well known, γ◦ equals the support function of K, i.e.
γ◦(x) = sup{〈x, y〉 : y ∈ K}.
Thus as shown in page 115 of [39], for x 6= 0 we have
Dγ◦(x) = n−1K (
x
|x| ).
Which gives the desired result. As a consequence, since ∂K◦ = {γ◦ = 1} and Dγ◦ 6= 0 by (2.5),
∂K◦ is Ck,α too. Furthermore, as shown on page 120 of [39], the principal curvatures of ∂K◦ are
also positive everywhere.
Let us recall a few more properties of γ, γ◦. Since they are positively 1-homogeneous, Dγ,Dγ◦
are positively 0-homogeneous, and D2γ,D2γ◦ are positively (−1)-homogeneous, i.e.
γ(tx) = tγ(x), Dγ(tx) = Dγ(x), D2γ(tx) =
1
t
D2γ(x),
γ◦(tx) = tγ◦(x), Dγ◦(tx) = Dγ◦(x), D2γ◦(tx) =
1
t
D2γ◦(x),(2.6)
for x 6= 0 and t > 0. As a result, using Euler’s theorem on homogeneous functions we get
〈Dγ(x), x〉 = γ(x), D2γ(x)x = 0,
〈Dγ◦(x), x〉 = γ◦(x), D2γ◦(x)x = 0,(2.7)
for x 6= 0. Here D2γ(x)x is the action of the matrix D2γ(x) on the vector x. We also recall the
following fact from [11], that for x 6= 0
Dγ◦(Dγ(x)) =
x
γ(x)
, Dγ(Dγ◦(x)) =
x
γ◦(x)
.(2.8)
Finally let us mention that by Corollary 2.5.2 of [39], when x 6= 0 the eigenvalues of D2γ(x) are
0 with the corresponding eigenvector x, and 1|x| times the principal radii of curvature of ∂K
◦ at
the unique point that has x as an outward normal vector. Remember that the principal radii of
curvature are the reciprocals of the principal curvatures. Thus by our assumption, the eigenvalues
of D2γ(x) are all positive except for one 0. We have a similar characterization of the eigenvalues of
D2γ◦(x).
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3. Regularity of the Obstacles
In this section, we are going to study the singularities of the functions ρ, ρ¯. Since ρ, ρ¯ are viscosity
solutions of Hamilton-Jacobi equations of type (1.9), we can regard this section as the study of
the regularity of solutions to some Hamilton-Jacobi equations. We know that ρ, ρ¯ are Lipschitz
functions. We want to characterize the set over which they are more regular. In order to do that,
we need to impose some additional restrictions on K,U and ϕ.
Assumption 2. Suppose that k ≥ 2 is an integer, and 0 ≤ α ≤ 1. We assume that
(a) K ⊂ Rn is a compact convex set whose interior contains the origin. In addition, ∂K is Ck,α,
and its principal curvatures are positive at every point.
(b) U ⊂ Rn is a bounded open set, and ∂U is Ck,α.
(c) ϕ : Rn → R is a Ck,α function, such that γ◦(Dϕ) < 1.
Finally, in this section, we restrict the domain of ρ, ρ¯ to U . So that we can extend them to have
different values beyond ∂U .
Remark. As shown in Subsection 2.1, the above assumption implies that K, γ are strictly convex.
In addition, K◦, γ◦ are strictly convex, and ∂K◦, γ◦ are also Ck,α. Furthermore, the principal
curvatures of ∂K◦ are also positive at every point. Similar conclusions obviously hold for −K,−ϕ
and (−K)◦ = −K◦ too. Hence in the sequel, whenever we prove a property for ρ, it holds for ρ¯ too.
Remark. It is obvious that under the above assumption, ϕ will satisfy the Lipschitz property (1.6)
and its strict version given in (A.2), as shown for example in Lemma 2.2 of [37]. Furthermore, the
above assumption implies the bound (A.1) on the weak second derivative of γ, as we have shown in
Lemma 5. Therefore the above assumption implies the Assumption 3 of Appendix A. Hence under
the above assumption, all the results of the appendices are true.
Suppose ν is the inward unit normal to ∂U . By the above assumption, ν is a Ck−1,α function of
y ∈ ∂U . It is well known (see [22, Section 14.6]) that we have ν = Dd, where d is the Euclidean
distance to ∂U . So Dd is a Ck−1,α extension of ν to a neighborhood of ∂U . We always assume that
we are working with this extension of ν.
Lemma 2. Suppose the Assumption 2 holds. Then for every y ∈ ∂U there is a unique scalar
λ(y) > 0 such that
(3.1) γ◦
(
Dϕ(y) + λ(y)ν(y)
)
= 1.
Furthermore, λ : ∂U → (0,∞) is a Ck−1,α function.
Proof. Since γ◦(Dϕ) < 1, the vector Dϕ(y) is in the interior of K◦, and therefore the ray emanating
from it in the direction of ν(y) must intersect ∂K◦. Also, this ray cannot intersect ∂K◦ in more than
one point due to the convexity of K◦. So there is a unique λ(y) > 0 such that Dϕ(y) + λ(y)ν(y) ∈
∂K◦, as desired.
By the implicit function theorem we can show that λ(y) is a Ck−1,α function of y. Consider the
Ck−1,α function
(y, λ) 7→ γ◦(Dϕ(y) + λν(y)).
We need the derivative with respect to λ to be nonzero, i.e. we need 〈Dγ◦(Dϕ+ λν), ν〉 6= 0 when
γ◦(Dϕ + λν) = 1. But Dγ◦(Dϕ + λν) is normal to the surface of ∂K◦ at the point Dϕ + λν. On
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the other hand, the line t 7→ Dϕ+ tν that passes through Dϕ+λν cannot be tangent to ∂K◦, since
it intersects the interior of the convex set K◦ at Dϕ. Hence Dγ◦(Dϕ + λν) cannot be orthogonal
to the direction of the line, i.e to ν. Thus we get the desired. 
Remember that for y ∈ ∂U we have
µ(y) = Dϕ(y) + λ(y)ν(y).
By the above lemma, we know that µ is a Ck−1,α function, and γ◦(µ) = 1. In particular, µ is always
nonzero. In addition, it is easy to compute Dµ. First we need to compute Dλ using implicit function
theorem. We have
0 = D(γ◦(Dϕ+ λν)) = Dγ◦(µ)
(
D2ϕ+ λDν + ν ⊗Dλ)
= Dγ◦(µ)D2ϕ+ λDγ◦(µ)Dν + 〈Dγ◦(µ), ν〉Dλ,
which gives us Dλ. Thus we get
Dµ = D2ϕ+ λDν + ν ⊗Dλ
= D2ϕ+ λDν − 1〈Dγ◦(µ), ν〉ν ⊗
(
Dγ◦(µ)D2ϕ+ λDγ◦(µ)Dν
)
.
Note that 〈Dγ◦(µ), ν〉 6= 0 as shown in the above proof. To simplify the above expression, recall
that we have
X =
1
〈Dγ◦(µ), ν〉Dγ
◦(µ)⊗ ν.
Note that if w is orthogonal to ν, i.e. if it is tangent to ∂U , then (I−X)w = w−0 = w. In addition
we have (I −X)Dγ◦(µ) = Dγ◦(µ) −Dγ◦(µ) = 0. So I −X is the projection on the tangent space
to ∂U parallel to Dγ◦(µ). (Note that Dγ◦(µ) is not tangent to ∂U due to 〈Dγ◦(µ), ν〉 6= 0.) Now
it is easy to check that
(3.2) Dµ = (I −XT )(D2ϕ+ λD2d).
Here we also used the fact that ν = Dd. Let us recall that the eigenvalues of D2d(y) = Dν(y) are
minus the principal curvatures of ∂U at y, and 0. For the details see [22, Section 14.6].
Lemma 3. Suppose the Assumption 2 holds. Then for every y ∈ ∂U we have
(3.3)
〈
Dγ◦(µ(y)), ν(y)
〉
> 0.
Furthermore, let x ∈ U , and suppose y is one of the ρ-closest points to x on ∂U . Then we have
(3.4)
x− y
γ(x− y) = Dγ
◦(µ(y)).
Or equivalently
(3.5) x = y +
(
ρ(x)− ϕ(y))Dγ◦(µ(y)).
Proof. First note that µ ∈ ∂K◦, since γ◦(µ) = 1. Hence Dγ◦(µ) is the outward normal to ∂K◦ at
µ. On the other hand, Dϕ = µ − λν belongs to the ray passing through µ in the direction −ν,
because λ > 0. But we know that Dϕ is in the interior of K◦, since γ◦(Dϕ) < 1. Thus the ray
t 7→ µ − tν for t > 0, passes through the interior of K◦. Therefore this ray and K◦ must lie on the
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same side of the tangent space to ∂K◦ at µ, because K◦ is strictly convex. Hence we must have
〈Dγ◦(µ), ν〉 = −〈Dγ◦(µ),−ν〉 > 0, as desired.
Now let z 7→ Y (z) be a smooth parametrization of ∂U around Y (0) = y. Then due to ρ’s
definition, the function ϕ(Y (z)) + γ(x− Y (z)) has a minimum at z = 0. Hence
0 = Dzj
[
ϕ(Y (z)) + γ(x− Y (z))] =∑
i≤n
DzjY
i
[
Diϕ(y)−Diγ(x− y)
]
.
Thus Dϕ(y)−Dγ(x− y) is orthogonal to every DzjY for every j, and therefore it is orthogonal to
∂U . Hence we have Dϕ(y) − Dγ(x − y) = cν(y) for some scalar c. First, let us show that c < 0.
Suppose to the contrary that c ≥ 0. Note that 〈ν(y), x − y〉 ≥ 0, because by Lemma 11 we know
that [x, y[⊂ U . Therefore by (2.7) and (2.1) we have
γ(x− y) = 〈Dγ(x− y), x− y〉 = 〈Dϕ(y)− cν(y), x− y〉
= 〈Dϕ(y), x − y〉 − c〈ν(y), x − y〉
≤ 〈Dϕ(y), x − y〉 ≤ γ◦(Dϕ)γ(x− y) < γ(x− y),
which is a contradiction. So c < 0.
On the other hand we know that γ◦(Dγ) = 1. Thus we must have
γ◦(Dϕ(y)− cν(y)) = 1.
Therefore by the previous lemma −c = λ(y), since −c > 0. Hence we obtain
Dγ(x− y) = Dϕ(y)− cν(y) = Dϕ(y) + λ(y)ν(y) = µ(y).
Now if we apply Dγ◦ to both sides of the above equation, then by (2.8) we obtain
x− y
γ(x− y) = Dγ
◦(Dγ(x− y)) = Dγ◦(µ(y)),
as desired. The other equation follows immediately, since by (1.8) we know that γ(x− y) = ρ(x)−
ϕ(y). 
Proposition 2. Suppose the Assumption 2 holds. Let x ∈ U . Then ρ is differentiable at x if and
only if x ∈ U −Rρ,0. And in that case we have
Dρ(x) = Dγ(x− y) = µ(y),
where y is the unique ρ-closest point to x on ∂U . In particular we have Dρ(x) 6= 0.
Remark. This theorem is actually true if we merely assume that ϕ and ∂K are C1. In addition,
we only need ∂U to be compact, and the boundedness of U is not actually needed in the following
proof. So for example, the same result holds on the domain Rn − U , with its corresponding ρ, µ.
Proof. This is a trivial consequence of Theorem 3.4.4 of [8], since ρ is the minimum of a family of
smooth functions. (Such functions are called marginal functions.) Just note that we have to restrict
ourselves to a neighborhood of x, so that Dγ(· − y˜) exists and is continuous for every y˜ ∈ ∂U . Also
note that if x has more than one ρ-closest point on ∂U , then ρ is not differentiable at x by Lemma
12. Finally note that Dγ(x− y) = µ(y), as we have shown in the proof of the previous lemma. 
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Proof of Theorem 1. We will show that ρ has a Ck,α extension to an open neighborhood of y. Note
that if we consider ρ as a function on all of Rn, then it is not differentiable on ∂U . However, we will
show that the following extension of ρ, which can be considered a signed version of ρ on Rn, is Ck,α
on a neighborhood of ∂U :
ρs(x) :=
{
ρ(x) if x ∈ U,
−ρ¯(x) if x ∈ Rn − U.
Note that for x ∈ ∂U we have −ρ¯(x) = −(−ϕ(x)) = ϕ(x) = ρ(x). So in particular, ρs is a continuous
function. In addition, note that ∂(Rn − U) = ∂U , but the inward unit normal to ∂(Rn − U) is −ν.
Let µ¯ be the function constructed from −ϕ,−ν, as µ is constructed from ϕ, ν. Then we have
µ¯ = −Dϕ+ λ¯(−ν) = −(Dϕ+ λ¯ν), for some uniquely determined λ¯ > 0. But the gauge function of
(−K)◦ = −K◦ is γ◦(− ·), so we must have 1 = γ◦(−µ¯) = γ◦(Dϕ+ λ¯ν). Hence λ¯ = λ, and therefore
µ¯ = −µ. Thus if we incorporate this in (3.5), we obtain
(3.6) x = y +
(
ρ¯(x)− (−ϕ(y))) (−Dγ◦(−µ¯(y))) = y + (− ρ¯(x)− ϕ(y))Dγ◦(µ(y)),
where x ∈ Rn−U has y as its ρ¯-closest point on ∂U . Note that the derivative of the gauge function
of (−K)◦ is −Dγ◦(− ·).
Let z 7→ Y (z) be a Ck,α parametrization of ∂U around Y (0) = y, where z varies in an open set
V ⊂ Rn−1. Consider the map G : V × R→ Rn defined by
G(z, t) := Y (z) +
(
t− ϕ(Y (z)))Dγ◦(µ(Y (z))).
Note that G is a Ck−1,α function. Since µ is a Ck−1,α function on the Ck,α manifold ∂U , we can
extend it to a Ck−1,α function on a neighborhood of ∂U , by Lemma 6.38 of [22]. Also note that we
have G(0, ϕ(y)) = y. Now we have{
DzjG = DzjY −DzjY iDiϕDγ◦(µ) + (t− ϕ)DzjY iD2γ◦(µ)Diµ,
DtG = Dγ
◦(µ).
Note that DY is evaluated at z, and µ,ϕ,Dµ,Dϕ are evaluated at Y (z). Also note that in the
last term of DzjG, we evaluate the action of the matrix D
2γ◦(µ) on the vector Diµ. In addition,
remember that we are using the convention of summing over repeated indices. Hence we have{
DzjG(0, ϕ(y)) = DzjY −DzjY iDiϕDγ◦(µ),
DtG(0, ϕ(y)) = Dγ
◦(µ),
where µ,Dϕ are evaluated at y. Let wj := DzjY . Note that w1, . . . , wn−1 is a basis for the tangent
space to ∂U at y. Let w be the orthogonal projection of Dγ◦(µ) on this tangent space. Then we
have (we represent a matrix by its columns)
detDG(0, ϕ(y))
= det
[
w1 − 〈w1,Dϕ〉Dγ◦(µ) · · · wn−1 − 〈wn−1,Dϕ〉Dγ◦(µ) Dγ◦(µ)
]
= det
[
w1 · · · wn−1 Dγ◦(µ)
]
= det
[
w1 · · · wn−1 w + 〈Dγ◦(µ), ν〉ν
]
= 〈Dγ◦(µ), ν〉det [w1 · · · wn−1 ν] 6= 0.
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Note that in the last line we have used (3.3), and the fact that w1, . . . , wn−1, ν are linearly indepen-
dent.
Therefore by the inverse function theorem, G is invertible on an open set of the form W × (ϕ(y)−
h, ϕ(y) + h), and it has a Ck−1,α inverse on a neighborhood of y. Let Br(y) be contained in that
neighborhood, and suppose r is small enough so that for every x ∈ U ∩ Br(y), the ρ-closest points
on ∂U to x belong to ∂U ∩ Y (W ). This is possible due to Lemma 1, and the fact that y is the
unique ρ-closest point to y because of (A.2). Similarly, suppose that r is small enough so that for
every x ∈ (Rn − U) ∩ Br(y), the ρ¯-closest points on ∂U to x belong to ∂U ∩ Y (W ). Also suppose
that r is small enough so that for every x ∈ Br(y) we have ρs(x) ∈ (ϕ(y) − h, ϕ(y) + h), which is
possible due to the continuity if ρs. Now we know that G : (z, t) 7→ x has an inverse, denoted by
z(x), t(x), where z(·), t(·) are Ck−1,α functions of x. Let y˜ := Y (z(x)). Then we have
x = G(z(x), t(x)) := y˜ +
(
t(x)− ϕ(y˜))Dγ◦(µ(y˜)).
On the other hand, (3.5) and (3.6) imply that
x = yˆ +
(
ρs(x)− ϕ(yˆ)
)
Dγ◦(µ(yˆ)),
where yˆ is one of the ρ-closest or ρ¯-closest points on ∂U to x, depending on whether x ∈ U or
x ∈ Rn − U . (Note that when x = yˆ ∈ ∂U , the equation holds trivially.) But by our assumption
about Br(y), there is zˆ ∈ W such that yˆ = Y (zˆ). Hence (zˆ, ρs(x)) ∈W × (ϕ(y) − h, ϕ(y) + h), and
we have G(zˆ, ρs(x)) = x. Therefore due to the invertibility of G we must have
yˆ = Y (zˆ) = Y (z(x)), ρs(x) = t(x).
Thus in particular, ρs is a C
k−1,α function of x. Hence ρ is a Ck−1,α function on U ∩Br(y).
Next, consider the line segment t 7→ y+(t−ϕ(y))Dγ◦(µ(y)), where t ∈ (ϕ(y), ϕ(y)+ h˜). If h˜ > 0
is small enough, then this segment lies inside U ∩Br(y), since we know that
〈
Dγ◦(µ(y)), ν(y)
〉
> 0.
Now similarly to the last paragraph, we can show that if x belongs to this segment, then y is the
ρ-closest point on ∂U to x. Note that x /∈ Rρ,0, since ρ is differentiable at x. Thus we have
Dρ(x) = µ(y). Hence if we let x approaches y along this segment, we get
Dρ(y) = lim
x→y
Dρ(x) = lim
x→y
µ(y) = µ(y),
because Dρ is continuous.
Finally note that for every x ∈ U ∩Br(y) we have
Dρs(x) = Dρ(x) = µ
(
Y (z(x))
)
.
Similarly we have Dρs(x) = −Dρ¯(x) = −µ¯
(
Y (z(x))
)
= µ
(
Y (z(x))
)
, when x ∈ (Rn − U) ∩ Br(y).
Furthermore we know that z(·), Y, µ are Ck−1,α functions. Therefore ρs is a Ck,α function. Conse-
quently, ρ is a Ck,α function on U ∩Br(y), as desired.
Now let us compute D2ρ(y). We know that Dρ = µ on ∂U . So for every vector w which is tangent
to ∂U we have DwDρ = Dwµ. Remember that I −X is the projection on the tangent space to ∂U
parallel to Dγ◦(µ). Hence by (3.2), for every vector w˜ we have
w˜(D2ρ)w = w˜(Dµ)w = w˜(I −XT )(D2ϕ+ λD2d)w
= w˜(I −XT )(D2ϕ+ λD2d)(I −X)w.
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Next let us show that D2ρ(y)Dγ◦(µ) = 0. The reason is that as we have seen before, when s ≥ 0
is small, the point y + sDγ◦(µ) ∈ U has y as its unique ρ-closest point on ∂U . Thus by (1.13) we
have Dρ(y + sDγ◦(µ)) = µ. Hence if we differentiate with respect to s we get
D2ρ
(
y + sDγ◦(µ)
)
Dγ◦(µ) = 0.
So if we let s→ 0 we get the desired. Therefore we have
w˜(D2ρ)Dγ◦(µ) = 0 = w˜(I −XT )(D2ϕ+ λD2d)0
= w˜(I −XT )(D2ϕ+ λD2d)(I −X)Dγ◦(µ).
Thus we get the desired formula for D2ρ(y). 
Proof of Theorem 2. Let z 7→ Y (z) be a Ck,α parametrization of ∂U around Y (0) = y, where z varies
in an open set V ⊂ Rn−1. Consider the map G : V × R→ Rn defined by
G(z, t) := Y (z) +
(
t− ϕ(Y (z)))Dγ◦(Dρ(Y (z))).
Note that G is a Ck−1,α function. Also note that by (3.5) and (1.14) we have
G(0, ρ(x)) = y +
(
ρ(x)− ϕ(y))Dγ◦(Dρ(y)) = y + (ρ(x)− ϕ(y))Dγ◦(µ(y)) = x.
We wish to compute DG around the point (0, ρ(x)). We have{
DzjG = DzjY − 〈Dϕ,DzjY 〉Dγ◦(µ) + (ρ(x)− ϕ)D2γ◦(µ)D2ρ(y)DzjY,
DtG = Dγ
◦(µ).
Note that DY is evaluated at z = 0; µ,ϕ,Dϕ are evaluated at y = Y (0); and we used the fact that
Dρ(y) = µ(y).
Next note that we have QDγ◦(µ) = Dγ◦(µ), since by (1.16) we have D2ρ(y)Dγ◦(µ) = 0. Now
let wj := DzjY (0). Note that w1, . . . , wn−1 is a basis for the tangent space to ∂U at y. Let w be
the orthogonal projection of Dγ◦(µ) on this tangent space. Then we have (we represent a matrix
by its columns)
detDG(0, ρ(x))
= det
[
Qw1 − 〈Dϕ,w1〉Dγ◦(µ) · · · Qwn−1 − 〈Dϕ,wn−1〉Dγ◦(µ) Dγ◦(µ)
]
= det
[
Qw1 · · · Qwn−1 Dγ◦(µ)
]
= det
[
Qw1 · · · Qwn−1 QDγ◦(µ)
]
= detQ det
[
w1 · · · wn−1 Dγ◦(µ)
]
= detQ det
[
w1 · · · wn−1 w + 〈Dγ◦(µ), ν〉ν
]
= 〈Dγ◦(µ), ν〉detQ det [w1 · · · wn−1 ν] 6= 0.
Note that in the last line we have used (3.3), and the fact that w1, . . . , wn−1, ν are linearly indepen-
dent. Therefore by the inverse function theorem, G is invertible on a neighborhood of (0, ρ(x)), and
it has a Ck−1,α inverse on a neighborhood of x. Then as in the proof of the previous theorem, we
can show that the inverse of G is of the form G−1(·) = (z(·), ρ(·)), where z(·) is a Ck−1,α function of
x. Note that here we need the fact that x /∈ Rρ,0. In addition, we can similarly conclude that ρ is
Ck,α on a neighborhood of x.
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Now let us compute DG−1 at x. To simplify the notation set sj := 〈Dϕ,wj〉. Then we have
DG(0, ρ(x)) =
[
Qw1 − s1Dγ◦(µ) · · · Qwn−1 − sn−1Dγ◦(µ) Dγ◦(µ)
]
=
[
Qw1 − s1QDγ◦(µ) · · · Qwn−1 − sn−1QDγ◦(µ) QDγ◦(µ)
]
= Q
[
w1 − s1Dγ◦(µ) · · · wn−1 − sn−1Dγ◦(µ) Dγ◦(µ)
]
= QA
[
e1 − s1en · · · en−1 − sn−1en en
]
,
where ej is the j-th column vector in the standard basis of R
n, and
A :=
[
w1 · · · wn−1 Dγ◦(µ)
]
.
Note that the j-th column of every matrix is equal to the action of the matrix on ej . Also note that
w1, . . . , wn−1,Dγ
◦(µ) are linearly independent due to (3.3). Thus A is invertible. Therefore we have
DG−1(x) =
(
DG(0, ρ(x))
)−1
=
(
QA
[
e1 − s1en · · · en−1 − sn−1en en
] )−1
=
[
e1 − s1en · · · en−1 − sn−1en en
]−1
A−1Q−1
=
[
e1 + s1en · · · en−1 + sn−1en en
]
A−1Q−1.
Note that when i < n− 1, the i-th component of G−1 is zi. Hence the i-th row of DG−1 is Dzi. On
the other hand, the i-th row of DG−1 is equal to the i-th row of[
e1 + s1en · · · en−1 + sn−1en en
]
times A−1Q−1; which equals to eTi A
−1Q−1, where eTi is the transpose of ei. So we have Dz =
I˜A−1Q−1, where I˜ is the (n− 1)× n matrix whose i-th row is eTi .
Now note that Dρ(x) = µ(y) = Dρ(y) = Dρ(Y (0)) = Dρ(Y (z(x))). Thus we have
D2ρ(x) = D2ρ(y)DY (0)Dz(x) = D2ρ(y)DY (0)I˜A−1Q−1.
On the other hand we know that DY (0) =
[
w1 · · · wn−1
]
, i.e. the j-th column of DY (0) is the
j-th column of A, for j < n. Then it is easy to check that DY (0)I˜ = AIˆ, where Iˆ is the n × n
matrix whose first n − 1 columns are the same as I, and its n-th column is 0. Next note that the
n-th row of A−1 is 1〈Dγ◦(µ),ν〉ν. Because it must be orthogonal to the first n − 1 columns of A, i.e.
wj’s; so it is a multiple of ν. In addition, its inner product with the n-th column of A, i.e. Dγ
◦(µ),
must be 1; thus we get the desired. Hence we have
AIˆA−1 = A
(
I − [0 · · · 0 en] )A−1
= I −A [0 · · · 0 en]A−1 = I − [0 · · · 0 Aen]A−1
= I − [0 · · · 0 Dγ◦(µ)]A−1 = I − 1〈Dγ◦(µ), ν〉Dγ◦(µ)⊗ ν = I −X.
Therefore we get
D2ρ(x) = D2ρ(y)AIˆA−1Q−1 = D2ρ(y)
(
I −X)Q−1.
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However, by (1.15) we know that D2ρ(y) has a factor of I −X. Also, as explained before Lemma
3, we know that I −X is a projection. Thus (I −X)2 = I −X, and we get the desired formula for
D2ρ(x). 
At this point we have the tools to completely characterize the ρ-ridge Rρ. Note that under the
Assumption 2 we have Rρ,0 ⊂ Rρ, due to Lemma 12. Theorem 3 specifies those points which are in
Rρ −Rρ,0.
Proof of Theorem 3. In Theorem 2 we have shown that if detQ 6= 0 then x /∈ Rρ. So we only need
to show that if detQ = 0 then x ∈ Rρ. Suppose detQ(x) = 0. Then the definition of Q implies that
κ˜ := 1
ρ(x)−ϕ(y) =
1
γ(x−y) > 0 is an eigenvalue of W (y). Suppose ζ is the corresponding eigenvector of
W . Let z ∈]x, y[. Then by Lemma 11 we have z ∈ U , and y is the unique ρ-closest point on ∂U to
z. In addition we have z − y = t(x− y) for some t ∈ (0, 1). Thus γ(z − y) = tγ(x− y). Therefore if
z is close enough to x, then we must have detQ(z) 6= 0. Because otherwise 1
γ(z−y) =
κ˜
t
must be an
eigenvalue of W for infinitely many t’s, which is a contradiction. Hence by Theorem 2, ρ is Ck,α on
a neighborhood of z.
Now suppose to the contrary that x /∈ Rρ. Then ρ is C1,1 on a neighborhood of x. Thus ρ
belongs to W 2,∞ on a neighborhood of x. Consequently, D2ρ belongs to L∞ on a neighborhood of
x. Therefore D2ρ is bounded on a neighborhood of an open line segment ]x, z0[ for some z0 ∈]x, y[,
because ρ is Ck,α there. However, for z ∈]x, z0[ we have
Q(z) = I − γ(z − y)W = 1
sκ˜
(
sκ˜I −W ),
where s > 1 is such that s(z − y) = x − y. Hence we have Q(z)ζ = 1
sκ˜
(s − 1)κ˜ζ = s−1
s
ζ. Let
ξ := ζD2γ◦(µ). Then by (1.18) we have
D2ξζρ(z) = ξD
2ρ(z)ζ = ξD2ρ(y)Q(z)−1ζ
= ξD2ρ(y)
s
s− 1ζ =
s
s− 1ζD
2γ◦(µ)D2ρ(y)ζ =
−sκ˜
s− 1 |ζ|
2.
Therefore as z → x we have D2ξζρ(z)→ −∞, since s→ 1+. This contradiction shows that ρ cannot
be C1,1 on a neighborhood of x, and therefore x ∈ Rρ. 
The proofs of the following theorem and the proposition after it are variants of the proofs of
similar results in [11].
Theorem 7. Suppose the Assumption 2 holds. Suppose x ∈ U , and y is one of the ρ-closest points
to x on ∂U . Suppose κ˜ is an eigenvalue of W (y), where W is defined by (1.17). Then we have
(3.7) κ˜
(
ρ(z)− ϕ(y)) = κ˜γ(z − y) < 1,
for every z ∈]x, y[. As a consequence we have
detQ(z) = det
(
I − γ(z − y)W (y)) > 0.
Remark. As a result, due to the continuity we have
κ˜
(
ρ(x)− ϕ(y)) = κ˜γ(x− y) ≤ 1,
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and det
(
I − γ(x− y)W (y)) ≥ 0. Note that x can have ρ-closest points on ∂U other than y.
Proof. Note that by Lemma 11, y is the unique ρ-closest point to z on ∂U . Also note that by (1.8)
we have γ(z − y) = ρ(z) − ϕ(y). So Q(z) = I − γ(z − y)W . Now let z 7→ Y (z) be a smooth
parametrization of ∂U around Y (0) = y, where z varies in an open set V ⊂ Rn−1. Then due to ρ’s
definition, the function ϕ(Y (z)) + γ(x− Y (z)) has a minimum at z = 0. Hence its second derivative
must be positive semidefinite at z = 0. We have
Dzj
[
ϕ(Y (z)) + γ(x− Y (z))] = 〈DzjY,Dϕ(Y (z)) −Dγ(x− Y (z))〉.
Therefore at z = 0 we have
D2zjzj
[
ϕ(Y (z)) + γ(x− Y (z))] = 〈D2zjzjY,Dϕ(y)−Dγ(x− y)〉
+DzjY
(
D2ϕ(y) +D2γ(x− y))DzjY ≥ 0.(3.8)
However by (3.4) we know that x− y = γ(x− y)Dγ◦(µ(y)). Hence by (2.6),(2.8) we have
Dγ(x− y) = Dγ(Dγ◦(µ)) = µ,
since γ◦(µ) = 1. Thus by (1.11) we have
Dϕ(y)−Dγ(x− y) = Dϕ(y)− µ(y) = −λ(y)ν(y).
On the other hand we have 〈DzjY, ν(Y (z))〉 = 0. So if we differentiate this equality we get
〈D2zjzjY, ν〉+DzjY (Dν)DzjY = 0.
However we know that Dν = D2d, where d is the Euclidean distance to ∂U . Therefore we obtain
〈D2zjzjY,Dϕ(y) −Dγ(x− y)〉 = 〈D2zjzjY,−λν〉 = DzjY (λD2d)DzjY.
Thus by inserting this equality in (3.8) we get
DzjY
(
λD2d(y) +D2ϕ(y) +D2γ(x− y))DzjY ≥ 0.
To simplify the notation set wj := DzjY . Remember that we have (I − X)wj = wj , since I − X
is the projection on the tangent space to ∂U parallel to Dγ◦(µ), as explained after equation (1.12).
Hence we have
wj(I −XT )
(
λD2d(y) +D2ϕ(y)
)
(I −X)wj + wjD2γ(x− y)wj ≥ 0.
Then by (1.15) we get
wj
(
D2ρ(y) +D2γ(x− y))wj ≥ 0.
In addition, by (2.6) we have
D2γ(x− y) = D2γ(γ(x− y)Dγ◦(µ)) = 1
γ(x−y)D
2γ(Dγ◦(µ)).
Thus the symmetric matrix D2ρ(y) + 1
γ(x−y)D
2γ(Dγ◦(µ)) is positive semidefinite, since its action
on Dγ◦(µ) is zero due to (1.16),(2.7); and w1, . . . , wn−1,Dγ
◦(µ) form a basis for Rn due to (3.3).
Now note that the eigenvalues of D2γ(Dγ◦(µ)) are all positive except for one 0 which corresponds
to the eigenvector Dγ◦(µ), as explained in Subsection 2.1. We also know that 〈Dγ◦(µ), µ〉 = γ◦(µ) =
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1 6= 0. Let {µ}⊥ be the subspace orthogonal to µ. Then for every nonzero w ∈ {µ}⊥ we must have
wD2γ(Dγ◦(µ))w > 0. Hence for every t > 1
γ(x−y) we have
w
(
D2ρ(y) + tD2γ(Dγ◦(µ))
)
w = w
(
D2ρ(y) + 1
γ(x−y)D
2γ(Dγ◦(µ))
)
w
+
(
t− 1
γ(x−y)
)
wD2γ(Dγ◦(µ))w > 0.(3.9)
On the other hand, if we differentiate (2.8) we get
D2γ(Dγ◦(·))D2γ◦(·) = 1
γ◦(·)I −
1
γ◦(·)2 (·)⊗Dγ
◦(·).
Hence we have D2γ(Dγ◦(µ))D2γ◦(µ) = I − µ ⊗Dγ◦(µ). By taking the transpose of this equation
we get
(3.10) D2γ◦(µ)D2γ(Dγ◦(µ)) = I −Dγ◦(µ)⊗ µ.
Next suppose that κ˜ is an eigenvalue of W corresponding to the eigenvector w. If κ˜ = 0 then (3.7)
holds trivially. So suppose κ˜ 6= 0. Then we have
〈w,µ〉 = 1
κ˜
〈Ww,µ〉 = −1
κ˜
〈D2γ◦(µ)D2ρ(y)w,µ〉
= −1
κ˜
〈D2ρ(y)w,D2γ◦(µ)µ〉 = −1
κ˜
〈D2ρ(y)w, 0〉 = 0.
Hence w ∈ {µ}⊥. On the other hand, note that the eigenvalues of D2γ◦(µ) are all positive except
for one 0 which corresponds to the eigenvector µ. In addition we know that the other eigenvectors
of D2γ◦(µ) are orthogonal to µ, since it is a symmetric matrix. Thus the image of D2γ◦(µ) is {µ}⊥,
and its restriction to {µ}⊥ is positive definite and invertible. Let A be the symmetric matrix whose
action on {µ}⊥ is the inverse of the action of D2γ◦(µ) restricted to {µ}⊥; and Aµ = 0. Then the
restriction of A to {µ}⊥ is also positive definite. It is easy to check that AD2γ◦(µ) = I − 1
|µ|2
µ⊗ µ.
Now for z ∈]x, y[ let t := 1
γ(z−y) . Then t >
1
γ(x−y) . Therefore by (3.9) and (3.10) we have
0 < w
(
D2ρ(y) + tD2γ(Dγ◦(µ))
)
w = w(I − 1
|µ|2
µ⊗ µ)(D2ρ(y) + tD2γ(Dγ◦(µ)))w
= wAD2γ◦(µ)
(
D2ρ(y) + tD2γ(Dγ◦(µ))
)
w = wA
(−W + t(I −Dγ◦(µ)⊗ µ))w
= wA(−κ˜+ t)w = 1
γ(z−y)(−κ˜γ(z − y) + 1)wAw.
Note that since w is orthogonal to µ, we have w(µ ⊗ µ) = (Dγ◦(µ) ⊗ µ)w = 0. Hence we get the
desired relation (3.7), because wAw > 0 due to the positive definiteness of A restricted to {µ}⊥.
Finally note that every eigenvalue ofW must be real. BecauseW is the product of two symmetric
matrices D2γ◦(µ),−D2ρ(y); and D2γ◦(µ) is positive semidefinite. Thus in particular, W is similar
to a real triangular matrix. Hence the determinant of Q(z) = I − γ(z − y)W is the product of
1− κ˜γ(z − y), where κ˜ varies among the eigenvalues of W . Therefore detQ > 0 as desired. 
Remark. Suppose the Assumption 2 holds. Suppose x ∈ U , and y is one of the ρ-closest points to
x on ∂U . It can be shown that the segment ]x, y[ is the characteristic curve associated to the first
order PDE (1.9). We do not use this fact in this article, but let us summarize what we have proved
so far about the segment ]x, y[.
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(1) In Lemma 11 we have shown that ]x, y[⊂ U , and y is the unique ρ-closest point to every
point of ]x, y[. In particular we have ]x, y[∩Rρ,0 = ∅.
(2) We have also seen that ρ varies linearly along ]x, y[, and by (1.13) we have Dρ(z) = µ(y) for
every z ∈]x, y[.
(3) By (3.4) we know that ]x, y[ is parallel to Dγ◦(µ(y)). We also have
D2ρ(z)Dγ◦(µ(y)) = 0,
for every z ∈]x, y[. Because we have W (y)Dγ◦(µ) = 0 by (1.17),(1.16). So we have
Q(z)Dγ◦(µ) = Dγ◦(µ) due to (1.17). Hence we get the desired by (1.18) and (1.16). Fur-
thermore due to (1.18), D2γ◦(µ)D2ρ(z) can be triangulated, and its triangular form is

−κ˜1
1−γ(z−y)κ˜1
∗ ∗
. . .
∗
0 −κ˜n−11−γ(z−y)κ˜n−1
0 0 0

,
where κ˜1, . . . , κ˜n−1, 0 are the eigenvalues of W (y). Remember that the eigenvalues of W
are all real, and hence it can be triangulated, as we explained in the previous proof. Also
remember that 1 − γ(z − y)κ˜j > 0 by the previous theorem. Notice the similarity between
the above form and the classical formula for D2d derived in [22, Section 14.6]. Although, we
cannot necessarily find a similar form for D2ρ(z) itself.
(4) By the above theorem we know that detQ(z) 6= 0 for every z ∈]x, y[. Thus in particular we
have ]x, y[∩Rρ = ∅ due to Theorem 3. Hence by Theorem 2, ρ is Ck,α on a neighborhood of
]x, y[.
Finally let us mention that for the function G defined in the proof of Theorem 2 we have detG > 0.
Because as we have shown there we have
detG = 〈Dγ◦(µ), ν〉detQ det [w1 · · · wn−1 ν],
and we know that the first two factors are positive. The third factor is also positive, since it can be
shown that det
[
w1 · · · wn−1 ν
]
=
√
det(gij), where gij := 〈wi, wj〉 are the components of the
Riemannian metric on ∂U . For the proof see for example Lemma 4.10 of [11].
Proposition 3. Suppose the Assumption 2 holds. Then we have Rρ = Rρ,0.
Proof. Note that Rρ ⊂ U is closed in U by definition, and it has a positive distance from ∂U due
to Theorem 1. Hence Rρ is closed. We also know that Rρ,0 ⊂ Rρ. So we have Rρ,0 ⊂ Rρ. Thus we
only need to show that Rρ ⊂ Rρ,0. Let x ∈ U − Rρ,0. We will show that x /∈ Rρ. There is r > 0
such that Br(x) ⊂ U − Rρ,0. For every z ∈ Br(x) let p(z) ∈ ∂U be the unique ρ-closest point to z
on ∂U . Then Lemma 1 implies that p is continuous on Br(x).
Let z 7→ Y (z) be a smooth parametrization of ∂U around Y (0) = p(x), where z varies in an
open set V ⊂ Rn−1. Then Y −1 : Y (V ) → V is a continuous bijection. There is 0 < s < r such
that p(Bs(x)) ⊂ Y (V ), since p is continuous. Now Y −1 ◦ p : ∂Bs(x) → V ⊂ Rn−1 is a continuous
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map. Hence by Borsuk–Ulam theorem (see Corollary 2B.7 of [24]) there are x− := x − sw and
x+ := x+ sw, for some w ∈ ∂B1(0), such that
Y −1 ◦ p(x−) = Y −1 ◦ p(x+).
But Y −1 is one to one, so p(x−) = p(x+). Let y := p(x±). Then by (3.5) we have
x± = y +
(
ρ(x±)− ϕ(y))Dγ◦(µ(y)).
Thus x−, x+ are on the ray emanating from y in the direction of Dγ◦(µ). Suppose for example
x− ∈]y, x+[. On the other hand, it is obvious that x ∈]x−, x+[. So we get x ∈]y, x+[. Hence by
Theorem 7 we have detQ(x) 6= 0, and therefore x /∈ Rρ due to Theorem 2, as desired. Note that by
Lemma 11 it also follows that p(x) = y. This fact is not needed in this proof, but we will use it in
the next remark. 
Remark. Suppose the Assumption 2 holds. Let y ∈ ∂U . Then by Theorem 1 we know that y is the
ρ-closest point to some points in U . By (3.5), these points must lie on the ray emanating from y in
the direction of Dγ◦(µ(y)). By Lemma 11 we know that if x on this ray has y as a ρ-closest point
on ∂U , then every point between x, y belongs to U , and has y as its unique ρ-closest point on ∂U .
On the other hand, this ray will intersect ∂U at a point other than y, because U is bounded. Let
y˜ be the closest of such intersection points to y. Then by Lemma 1, the points on the ray near y˜
(which are inside U) cannot have y as their ρ-closest point on ∂U , since their ρ-closest points must
converge to y˜ as they approach y˜.
Let x be the supremum of the points on the ray that are inside U , and have y as a ρ-closest
point on ∂U . Note that by Lemma 1, y is one of the ρ-closest points to x on ∂U , since we can
approach x with points having y as their ρ-closest point on ∂U . On the other hand, x must belong
to Rρ = Rρ,0. Because as shown in the above proof, if x /∈ Rρ,0 then there is another point x+ on
the ray that has y as a ρ-closest point on ∂U , and x ∈]y, x+[; which contradicts our choice of x.
Hence to summarize, along the ray emanating from y in the direction of Dγ◦(µ(y)), the only points
that have y as their ρ-closest point on ∂U are those points which lie between y and the closest point
to y on the intersection of Rρ and the ray.
The next lemma is needed in the next section, when we deal with the regularity of u. It states
that the pure second order partial derivatives of ρ satisfy a monotonicity property.
Lemma 4. Suppose the Assumption 2 holds. Let x ∈ U −Rρ, and let y be the unique ρ-closest point
to x on ∂U . Let A be a symmetric positive semidefinite matrix. Then we have
tr[AD2ρ(x)] ≤ tr[AD2ρ(y)],
In particular we have D2ξξρ(x) ≤ D2ξξρ(y), for every ξ ∈ Rn.
Remark. As we mentioned in the introduction, the above monotonicity property is true because
ρ satisfies the Hamilton-Jacobi equation (1.9), and the segment ]x, y[ is the characteristic curve
associated to it.
Proof. By (3.5) we know that t 7→ y + tDγ◦(µ) parametrizes the segment [y, x], when t goes from 0
to γ(x− y). We also know that ρ is C2 on a neighborhood of [y, x], due to the Theorems 7 and 2.
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Thus to prove the lemma it suffices to show that
d
dt
tr[AD2ρ(y + tDγ◦(µ))] ≤ 0.
To simplify the notation set µ˜ := Dγ◦(µ). Also let
√
A be the unique symmetric positive semidefinite
matrix whose square is A. Then by (1.17),(1.18) we have
d
dt
tr[AD2ρ(y + tµ˜)] = tr
[
A
d
dt
D2ρ(y + tµ˜)
]
= tr
[
A
d
dt
(
D2ρ(y)(I − tW )−1)]
= tr
[
AD2ρ(y)(I − tW )−1W (I − tW )−1]
= −tr[AD2ρ(y)(I − tW )−1D2γ◦(µ)D2ρ(y)(I − tW )−1]
= −tr[√A√AD2ρ(y + tµ˜)D2γ◦(µ)D2ρ(y + tµ˜)]
= −tr[√AD2ρ(y + tµ˜)D2γ◦(µ)D2ρ(y + tµ˜)√A] ≤ 0.
Note that the matrix in the last line of the above formula is positive semidefinite, since D2γ◦(µ)
is positive semidefinite, and the other factors are symmetric. Finally, to get the last statement of
lemma we just need to set A = ξ ⊗ ξ, which is trivially a symmetric positive semidefinite matrix.
Then it is easy to check that tr[AD2ρ] = D2ξξρ. 
Remark. At the end of this section, we would like to comment on the structure of the set Rρ,
particularly its Hausdorff dimension. Suppose additionally that γ◦, ϕ are C∞. Moreover suppose
that U is connected, and ∂U is C2,1. Let H(x, p) := γ◦(p + Dϕ(x)). Then v(x) := ρ(x) − ϕ(x)
satisfies the following Hamilton-Jacobi equation{
H(x,Dv) = γ◦(Dρ) = 1 in U,
v = 0 on ∂U.
In addition, the sets {p ∈ Rn : H(x, p) < 1} = −Dϕ(x) + int(K◦) are smooth strictly convex sets
containing 0; because we have γ◦(Dϕ) < 1. Furthermore, by (A.2), for every x ∈ U we have
v(x) = ρ(x)− ϕ(x) = γ(x− y) + ϕ(y) − ϕ(x) > 0,
where y is the ρ-closest point on ∂U to x. Also note that the set of singularities of v equals Rρ,
since ϕ is smooth. Therefore we can apply the result of Li and Nirenberg [32], and conclude that
Hn−1(Rρ) <∞,
where Hn−1 is the n− 1-dimensional Hausdorff measure. It also follows that Rρ can be covered by
countably many n − 1-dimensional C1 submanifolds, except for a set whose Hn−1 measure is zero.
In other words, Rρ is C
1-rectifiable. It is also shown in [32] that Rρ is path connected. Finally let
us mention that if we merely assume that γ◦, ϕ, ∂U are C2,α, for some α > 0, then we can repeat
the arguments in [11], and conclude that the Hausdorff dimension of Rρ is at most n−α. However,
we will not use these properties of Rρ; so we will not provide the details here.
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4. Global Optimal Regularity
In this section we prove our main results, aka Theorems 5 and 6. We will prove that u belongs to
C1,1(U ), without assuming any regularity about K. To this end, first we prove Theorem 4, which
says that when ∂K is smooth enough, u does not touch the obstacles ρ,−ρ¯ at their singularities.
Proof of Theorem 4. We have already shown in Proposition 4 that Rρ,0, Rρ¯,0 do not intersect P
+, P−
respectively. Note that as we discussed in the beginning of the last section, the Assumptions of
Theorem 4 imply the assumptions of Proposition 4, since by Theorem 8 we know that u ∈ C1,1loc (U).
So we only need to show that Rρ−Rρ,0, Rρ¯−Rρ¯,0 do not intersect P+, P− respectively. Suppose to
the contrary that there is a point x ∈ U which belongs to (Rρ−Rρ,0)∩P+; the other case is similar.
Let y be the unique ρ-closest point to x on ∂U . Then by Theorem 3 we must have detQ(x) = 0.
Now the definition of Q implies that κ˜ := 1
ρ(x)−ϕ(y) =
1
γ(x−y) > 0 is an eigenvalue of W (y). Suppose
ζ is the corresponding eigenvector of W , and |ζ| = 1. Note that ζ is not parallel to the segment
]x, y[, i.e. to the vector Dγ◦(µ); because we have WDγ◦(µ) = 0.
Let z ∈]x, y[. Then by Lemma 11 we have z ∈ U , and y is the unique ρ-closest point on ∂U to z.
In addition, by Theorem 7 we have detQ(z) 6= 0. Hence by Theorem 2, ρ is Ck,α on a neighborhood
of the line segment ]x, y[. We call this neighborhood V . Furthermore, for z ∈]x, y[ we have
Q(z) = I − γ(z − y)W = 1
sκ˜
(
sκ˜I −W ),
where s > 1 is such that s(z − y) = x − y. Hence we have Q(z)ζ = 1
sκ˜
(s − 1)κ˜ζ = s−1
s
ζ. Then by
(1.18) we have
D2ζζρ(z) = ζD
2ρ(z)ζ = ζD2ρ(y)Q(z)−1ζ =
s
s− 1ζD
2ρ(y)ζ.
We claim that ζD2ρ(y)ζ < 0. The reason is that for ξ := D2ρ(y)ζ we haveD2γ◦(µ)ξ = −Wζ = −κ˜ζ.
On the other hand, we know that the eigenvalues of D2γ◦(µ) are all positive except for one 0 which
corresponds to the eigenvector µ. We also know that the other eigenvectors ofD2γ◦(µ) are orthogonal
to µ, since it is a symmetric matrix. In addition, as shown in the proof of Theorem 7, ζ is orthogonal
to µ, since it is an eigenvector of W corresponding to a nonzero eigenvalue. Let (ζ1, . . . , ζn−1, 0)
and (ξ1, . . . , ξn) be the coordinates of ζ, ξ in the orthonormal basis consisting of the eigenvectors of
D2γ◦(µ). Let τ1, . . . , τn−1, 0 be the corresponding eigenvalues of D
2γ◦(µ). Then we have
(τ1ξ1, . . . , τn−1ξn−1, 0) = D
2γ◦(µ)ξ = −κ˜ζ = (−κ˜ζ1, . . . ,−κ˜ζn−1, 0).
Hence we have ξj = − κ˜τj ζj for j < n. Therefore
ζD2ρ(y)ζ = 〈ζ, ξ〉 = −κ˜
∑
j<n
1
τj
|ζj |2 < 0,
as desired. As a consequence we have
(4.1) D2ζζρ(z) =
s
s− 1ζD
2ρ(y)ζ → −∞ as z → x,
since s→ 1+.
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Now since x ∈ P+ we have u(x) = ρ(x). Hence by lemma 13 we have [x, y[⊂ P+. Thus u(z) = ρ(z)
for every z ∈]x, y[. Also remember that u ≤ ρ everywhere, since u ∈ Wρ¯,ρ. Hence ρ − u is a C1
function on V , which attains its maximum, 0, on ]x, y[. Thus Du = Dρ on the segment ]x, y[.
Now we claim that for any z ∈]x, y[ there are points zi := z + εiζ in V converging to z, at which
we have
Dζu(zi) ≤ Dζρ(zi).
Since otherwise we would have Dζu > Dζρ on a segment of the form ]z, z + rζ[, for some small
r > 0. But as u(z) = ρ(z) and Du(z) = Dρ(z), this implies that u > ρ on ]z, z + rζ[; which is a
contradiction. Thus we get the desired. As a consequence we have
Dζu(zi)−Dζu(z) ≤ Dζρ(zi)−Dζρ(z).
By applying the mean value theorem to the restriction of ρ to the segment [z, zi], we get
(4.2) Dζu(zi)−Dζu(z) ≤ |zi − z|D2ζζρ(wi),
for some wi ∈]z, zi[.
On the other hand, u is a C1,1 function on a neighborhood of x, due to Theorem 8. Consequently
there is M > 0 such that
(4.3) −M ≤ Dζu(zi)−Dζu(z)|zi − z| ,
for distinct z, zi sufficiently close to x. Now let z ∈]x, y[ be close enough to x so that D2ζζρ(z) <
−3M , which is possible due to (4.1). Then let zi = z + εiζ be close enough to z so that we have
D2ζζρ(wi) < −2M , which is possible due to the continuity of D2ρ on V . But this is in contradiction
with (4.2) and (4.3). 
Before presenting the proof of Theorem 5, let us state a few remarks about it.
Remark. Note that the assumptions of the theorem also hold when we replace K,ϕ,K◦ by −K,−ϕ
and (−K)◦ = −K◦. In particular note that if Dϕ ∈ ∂K◦, i.e. if γ◦(Dϕ(y)) = 1, then we have
−Dϕ ∈ −∂K◦ = ∂(−K◦); and vice versa. In addition, it is easy to see that
v ∈ N(K◦,Dϕ(y)) ⇐⇒ −v ∈ N(−K◦,−Dϕ(y)).
So as a result, ρ, ρ¯ will have the same properties.
Remark. When γ◦(Dϕ(y)) = 1, and v ∈ N(K◦,Dϕ(y)) is nonzero, then we do not necessarily have
〈v, ν(y)〉 > 0, in contrast to (3.3). Because Dϕ(y) can be different from µ(y), if we define µ in a
continuous way.
Remark. As we will see in the following proof, in order to show that u ∈ W 2,p(U) ∩W 2,∞loc (U) for
every p < ∞, we only need ∂U,ϕ to be C2. But we need their C2,α regularity to be able to apply
the result of [29], and conclude the optimal regularity of u up to the boundary.
Proof of Theorem 5. As shown in [42], a compact convex set with nonempty interior can be approxi-
mated, in the Hausdorff metric, by a sequence of compact convex sets with nonempty interior which
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have C2 boundaries with positive curvature. We can scale each element of such approximating se-
quence, to make the sequence a shrinking one. We apply this result to K◦. Thus there is a sequence
K◦k of compact convex sets, that have C
2 boundaries with positive curvature, and
K◦k+1 ⊂ int(K◦k), K◦ =
⋂
K◦k .
Notice that we can take the approximations of K◦ to be the polar of another convex set, because the
double polar of a compact convex set with 0 in its interior is itself. Also note that Kk’s are strictly
convex compact sets with 0 in their interior, which have C2 boundaries with positive curvature.
Furthermore we have K = (K◦)◦ ⊃ Kk+1 ⊃ Kk. For the proof of these facts see [39, Sections 1.6,
1.7 and 2.5].
To simplify the notation we use γk, γ
◦
k , ρk, ρ¯k instead of γKk , γK◦k , ρKk,ϕ, ρ¯Kk,ϕ, respectively. Note
that Kk, U, ϕ satisfy the Assumption 2. In particular we have γ
◦
k(Dϕ) < 1, since Dϕ ∈ K◦ ⊂
int(K◦k). Let uk be the minimizer of J over WK◦k ,ϕ(U). Then by Theorem 8 we have uk ∈W
2,∞
loc
(U).
We also have
−ρ¯1 ≤ −ρ¯k ≤ uk ≤ ρk ≤ ρ1, Duk ∈ K◦k ⊂ K◦1 a.e..
Note that ρk ≤ ρ1 and ρ¯k ≤ ρ¯1, since γk ≤ γ1 due to Kk ⊃ K1. Therefore uk is a bounded sequence
in W 1,∞(U) = C0,1(U). Hence by the Arzela-Ascoli Theorem a subsequence of uk, which we still
denote by uk, uniformly converges to a continuous function u˜ ∈ C0(U). Note that u˜|∂U = ϕ, because
uk|∂U = ϕ for every k.
We break the rest of this proof into two parts. In Part I we derive the uniform bound (4.4). And
in Part II we obtain the regularity of u by using this bound.
PART I:
Let Rk be the ρk-ridge, and let Ek, P
±
k be the elastic and plastic regions of uk. Let us show that
(4.4) ‖Di(DiF (Duk))‖L∞(U) ≤ C,
for some C independent of k. To see this, note that by (1.10) on Ek we have
Di(DiF (Duk)) = g
′(uk).
But uk is uniformly bounded independently of k. So by (2.4) we get the desired bound on Ek. Next
consider P+k . Again by (1.10) we have
Di(DiF (Duk)) ≥ g′(uk) a.e. on P+k .
Thus similarly we have a lower bound for Di(DiF (Duk)) on Pk, which is independent of k.
On the other hand, since P+k does not intersect Rk due to Theorem 4, ρk is at least C
2 on P+k . Let
λk, µk be defined by (3.1),(1.11) respectively, when we use γ
◦
k instead of γ
◦. Now as uk = ρk on P
+
k ,
Theorem 4.4 of [15] implies that for a.e. x ∈ P+k we have Di(DiF (Duk(x))) = Di(DiF (Dρk(x))).
Hence by Lemma 4 we have
Di(DiF (Duk(x))) = Di(DiF (Dρk(x))) = D
2
ijF (Dρk(x))D
2
ijρk(x)
= tr[D2F (µk)D
2ρk(x)] ≤ tr[D2F (µk)D2ρk(y)],
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where y is the ρk-closest point on ∂U to x. But by (2.4) we know that D
2F is bounded. So we
only need to show that D2ρk is bounded on ∂U , independently of k. However by (1.15), for every
y ∈ ∂U we have
D2ρk(y) = (I −XTk )
(
D2ϕ(y) + λk(y)D
2d(y)
)
(I −Xk),
where Xk :=
1
〈Dγ◦
k
(µk),ν〉
Dγ◦k(µk)⊗ν. It is obvious that D2ϕ,D2d are bounded on ∂U , independently
of k. In addition, note that γ◦k ≥ γ◦1 , since K◦k ⊂ K◦1 . Thus by (3.1) we have
γ◦1(Dϕ+ λkν) ≤ γ◦k(Dϕ+ λkν) = 1.
Hence by (A.4) applied to γ◦1 , we have |Dϕ + λkν| ≤ C, for some C > 0. Therefore we get
|λk| = |λkν| ≤ C + |Dϕ|. Thus λk is bounded on ∂U independently of k.
Hence we only need to show that the entries of I − Xk are bounded on ∂U independently of k.
Note that we have γk(Dγ
◦
k(µk)) = 1 due to (2.5). Thus γ(Dγ
◦
k(µk)) ≤ 1 for every k, since γ ≤ γk
due to K ⊃ Kk. So Dγ◦k(µk) is bounded independently of k. Therefore it only remains to show
that 〈Dγ◦k(µk), ν〉 has a positive lower bound on ∂U independently of k. Note that for every k,
〈Dγ◦k(µk), ν〉 is a continuous positive function on the compact set ∂U , due to (3.3). Hence there is
ck > 0 such that 〈Dγ◦k(µk), ν〉 ≥ ck. Suppose to the contrary that ck has a subsequence ckj → 0.
Let us denote kj by j for simplicity. Then there is a sequence yj ∈ ∂U such that
(4.5) 〈Dγ◦j (µj(yj)), ν(yj)〉 → 0.
By passing to another subsequence, we can assume that yj → y ∈ ∂U , since ∂U is compact. Now
remember that
µj(yj) = Dϕ(yj) + λj(yj)ν(yj),
where λj > 0. As we have shown in the last paragraph, λj is bounded on ∂U independently of j.
Hence by passing to another subsequence, we can assume that λj → λ∗ ≥ 0. Therefore we have
µj(yj)→ µ∗ := Dϕ(y) + λ∗ν(y).
On the other hand we have γ◦j (µj(yj)) = 1. Hence γ
◦(µj(yj)) ≥ 1, since γ◦j ≤ γ◦ due to K◦ ⊂ K◦j .
Thus we get γ◦(µ∗) ≥ 1. However we cannot have γ◦(µ∗) > 1. Because then µ∗ will have a positive
distance from K◦, and therefore it will have a positive distance from K◦j for large enough j. But
this contradicts the facts that µj(yj) → µ∗ and µj(yj) ∈ K◦j . Thus we must have γ◦(µ∗) = 1, i.e.
µ∗ ∈ ∂K◦.
Now note that vj := Dγ
◦
j (µj(yj)) ∈ N(K◦j , µj(yj)). In addition we have γj(vj) = 1 due to (2.5).
Hence we have vj ∈ Kj ⊂ K. Thus by passing to yet another subsequence, we can assume that
vj → v ∈ K. We also have γ1(vj) ≥ 1, since γj ≤ γ1 due to Kj ⊃ K1. So we get γ1(v) ≥ 1. In
particular v 6= 0. We claim that v ∈ N(K◦, µ∗). To see this, note that we have
K◦ ⊂ K◦j ⊂ {µj(yj) + z : 〈z, vj〉 ≤ 0}.
Hence for every x ∈ K◦ there is zj such that x = µj(yj) + zj , and 〈zj , vj〉 ≤ 0. Thus as j →∞ we
get zj → z := x− µ∗. So we have 〈z, v〉 ≤ 0. Therefore
K◦ ⊂ {µ∗ + z : 〈z, v〉 ≤ 0},
as desired. Now by (4.5) we obtain
(4.6) 〈v, ν(y)〉 = lim〈vj, ν(yj)〉 = 0.
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But if γ◦(Dϕ(y)) < 1 then we must have λ∗ > 0. So Dϕ = µ∗ − λ∗ν belongs to the ray passing
through µ∗ ∈ ∂K◦ in the direction −ν. However, we know that Dϕ is in the interior of K◦, since
γ◦(Dϕ) < 1. Thus the ray t 7→ µ∗−tν for t > 0, passes through the interior ofK◦. Therefore this ray
and K◦ must lie on the same side of the supporting hyperplane Hµ∗,v. In addition, the ray cannot lie
on the hyperplane, since it intersects the interior of K◦. Hence we must have 〈v, ν〉 = −〈v,−ν〉 > 0,
which contradicts (4.6).
Thus we must have γ◦(Dϕ(y)) = 1, i.e. Dϕ ∈ ∂K◦. If λ∗ = 0 then µ∗ = Dϕ. Hence v ∈
N(K◦,Dϕ). Then (4.6) is in contradiction with our assumption (1.22), since we showed that v 6= 0.
So suppose λ∗ > 0. Then the ray t 7→ µ∗ − tν for t > 0, passes through the two points Dϕ,µ∗ ∈
∂K◦. Furthermore, (4.6) implies that the ray lies on the supporting hyperplane Hµ∗,v. Therefore
Dϕ(y) ∈ Hµ∗,v. Hence Hµ∗,v is also a supporting hyperplane of K◦ at Dϕ(y). So v ∈ N(K◦,Dϕ),
and again we arrive at a contradiction with (1.22).
Thus 〈Dγ◦k(µk), ν〉 must have a positive lower bound on ∂U independently of k, as desired. There-
fore D2ρk is bounded on ∂U independently of k; and consequently we have an upper bound for
Di(DiF (Duk)) on P
+
k , which is independent of k. Similarly, we can show that Di(DiF (Duk)) is
bounded on P−k , independently of k. Hence we obtain the desired bound (4.4).
PART II:
Now let gk := Di(DiF (Duk)). Then uk is a weak solution to the quasilinear elliptic equation
Di(DiF (Duk)) = gk, uk|∂U = ϕ.
Thus as shown in [21] we have uk ∈ C1,α0(U) for some α0 > 0. Therefore we have
aij,kD
2
ijuk = gk, uk|∂U = ϕ,
where aij,k := D
2
ijF (Duk) is continuous on U . Hence by Theorem 9.15 and Lemma 9.17 of [22] we
have uk ∈W 2,p(U) for every p <∞, and there exists Cp > 0 independent of k such that
(4.7) ‖uk‖W 2,p(U) ≤ Cp
(‖gk‖Lp(U) + ‖ϕ‖C2(U)).
Therefore uk is a bounded sequence in W
2,p(U) due to (4.4). Consequently for every α˜ < 1,
‖uk‖C1,α˜(U) is bounded independently of k, because ∂U is C2.
Hence there is a subsequence of uk, which we still denote by uk, that is weakly convergent in
W 2,p(U), and strongly convergent in C1(U). Also remember that uk uniformly converges to a
continuous function u˜ ∈ C0(U) that satisfies u˜|∂U = ϕ. Thus all the above limits must be equal to
u˜. As a result, u˜ belongs to W 2,p(U) for every p < ∞. Furthermore we have Du˜ ∈ K◦; because
Duk ∈ K◦k , and thus Du ∈ K◦k for every k. So we have u˜ ∈WK◦,ϕ(U), since u˜|∂U = ϕ. Now we will
show that u˜ is the minimizer of J over WK◦,ϕ(U). Let v ∈WK◦,ϕ(U). Then v ∈WK◦
k
,ϕ(U) for every
k. Thus we get J [uk] ≤ J [v]. But by the Dominated Convergence Theorem we have J [uk] → J [u˜].
Hence u˜ is the minimizer, and we must have u˜ = u. Therefore u ∈W 2,p(U) for every p <∞.
Finally let us show that u belongs to W 2,∞(U). First we show that D2uk is bounded on Pk
independently of k. To see this, consider P+k ; the other case is similar. We have shown in the Part
I of the proof that D2ρk is bounded on ∂U , independently of k. Hence by Lemma 4, when y is the
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ρk-closest point on ∂U to x ∈ P+k , and ξ ∈ Rn, we have
(4.8) D2ξξρk(x) ≤ D2ξξρk(y) ≤ C˜,
for some C˜ independent of k. In addition, for a.e. x ∈ P+k we have
Di(DiF (Duk(x))) = Di(DiF (Dρk(x))) = D
2
ijF (Dρk(x))D
2
ijρk(x)
= tr[D2F (µk)D
2ρk(x)] =
∑
i≤n
D2ξiξiF (µk)D
2
ξiξi
ρk(x),
where ξ1, · · · , ξn is an orthonormal basis of eigenvectors of D2ρk(x). Hence by (1.10) we get∑
i≤n
D2ξiξiF (µk)D
2
ξiξi
ρk(x) = Di(DiF (Duk(x))) ≥ g′(uk(x)) ≥ −C,
for some C independent of k. Note that here we are using (2.4), and the fact that uk is bounded
independently of k. Therefore by (2.4),(4.8) we obtain
D2ξjξjF (µk)D
2
ξjξj
ρk(x) ≥ −C −
∑
i 6=j
D2ξiξiF (µk)D
2
ξiξi
ρk(x) ≥ −C − (n− 1)c9C˜.
Hence again by (2.4) we obtain
D2ξjξjρk(x) ≥ −
C
c8
− (n− 1)c9
c8
C˜.
Thus by (4.8) and the above inequality, |D2ξjξjρk(x)| is bounded independently of k, for a.e. x ∈ P+k .
Now note that the numbers D2ξjξjρk(x) are the eigenvalues of D
2ρk(x). So D
2ρk is bounded on P
+
k
independently of k. But on P+k we have D
2uk = D
2ρk a.e.. Therefore D
2uk is bounded on P
+
k
independently of k. The case of P−k can be treated similarly.
Now let x0 ∈ U , and suppose that Br(x0) ⊂ U . Set vk(y) := uk(x0 + ry) for y ∈ B1(0). Then by
(1.10), and the arguments of the above paragraph, we have{
D2ijF (
1
r
Dvk)D
2
ijvk = r
2g′(vk) a.e. in B1(0) ∩ Ωk,
|D2vk| ≤ C a.e. in B1(0)− Ωk,
for some C independent of k. Here Ωk := {y ∈ B1(0) : uk(x0+ ry) ∈ Ek}. (Note that on B1(0)−Ωk
we have D2vk = r
2D2uk, and uk ∈ Pk; so D2vk is bounded there.) Next recall that ‖uk‖W 2,n(Br(x0)),
‖g′(uk)‖L∞(Br(x0)) are bounded independently of k, due to (4.7),(4.4), and the fact that uk is bounded
independently of k. Therefore ‖vk‖W 2,n(B1(0)) and ‖g′(vk)‖L∞(B1(0)) are bounded independently of
k too. Also note that the Holder norms of D2ijF (
1
r
Dvk), r
2g′(vk) are bounded independently of k,
since for every α˜ < 1, ‖uk‖C1,α˜(U) is bounded independently of k. Thus we can apply the result of
[28] to deduce that
|D2vk| ≤ C¯ a.e. in B 1
2
(0),
for some C¯ independent of k. Therefore
|D2uk| ≤ C˜ a.e. in B r
2
(x0),
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for some C˜ independent of k. Hence uk is a bounded sequence in W
2,∞(B r
2
(x0)). Therefore a
subsequence of them converges weakly star in W 2,∞(B r
2
(x0)). But the limit must be u; so we get
u ∈W 2,∞(B r
2
(x0)), as desired.
Next let x0 ∈ ∂U . Let Φ be a C2,α change of coordinates on a neighborhood of x0, that flattens
∂U around x0. More specifically, we assume that Φ : x 7→ y maps a neighborhood of x0 onto a
neighborhood of 0 that contains B1(0), and the Φ-image of U, ∂U lie respectively in the half-space
{yn > 0} and on the plane {yn = 0}. Let Ψ be the inverse of Φ. Then we have y = Φ(x) and
x = Ψ(y). Let B+1 := B1(0) ∩ {yn > 0} and B′1 := B1(0) ∩ {yn = 0}. Now set
uˆk(y) := uk(Ψ(y)) − ϕ(Ψ(y)) = uk(x)− ϕ(x).
It is obvious that uˆk = 0 on B
′
1. We also have uˆk ∈ W 2,n(B+1 ) ∩ C1(B
+
1 ) (see [22, Section 7.3]). In
addition we have
Diˆuˆk(y) = Diuk(x)DiˆΨ
i(y)−Diϕ(x)DiˆΨi(y),
D2
iˆjˆ
uˆk(y) = D
2
ijuk(x)DiˆΨ
i(y)DjˆΨ
j(y) +Diuk(x)D
2
iˆjˆ
Ψi(y)(4.9)
−D2ijϕ(x)DiˆΨi(y)DjˆΨj(y)−Diϕ(x)D2iˆjˆΨi(y).
Therefore we get
‖uˆk‖W 2,n(B+
1
) ≤ C
(‖uk‖W 2,n(U) + ‖ϕ‖C2(U)),
for some C independent of k. Hence ‖uˆk‖W 2,n(B+
1
) is bounded independently of k, due to (4.7).
Now note that by (1.10) we have D2ijF (Duk)D
2
ijuk = Di(DiF (Duk)) = g
′(uk) in Ek. Let aij,k :=
D2ijF (Duk), and
aˆiˆjˆ,k(y) := alm,k(x)DlΦ
iˆ(x)DmΦ
jˆ(x),
where x = Ψ(y). Then we have (Note that we sum over all repeated indices except for k.)
aˆiˆjˆ,kD
2
iˆjˆ
uˆk(y) = alm,kDlΦ
iˆDmΦ
jˆ
(
D2ijukDiˆΨ
iDjˆΨ
j +DiukD
2
iˆjˆ
Ψi
−D2ijϕDiˆΨiDjˆΨj −DiϕD2iˆjˆΨi
)
= aij,kD
2
ijuk − aij,kD2ijϕ+ alm,kDlΦiˆDmΦjˆ
(
DiukD
2
iˆjˆ
Ψi −DiϕD2iˆjˆΨi
)
= g′(uk)− aij,kD2ijϕ+ alm,kDlΦiˆDmΦjˆ
(
DiukD
2
iˆjˆ
Ψi −DiϕD2iˆjˆΨi
)
=: fˆk(y),
for every y in Ωk := {y ∈ B+1 : Ψ(y) ∈ Ek}. Note that in the 2nd equality we used the fact
that DΨDΦ = I. Also note that fˆk ∈ Cα0(B+1 ) for some α0 > 0, and ‖fˆk‖Cα0 (B+1 ) is bounded
independently of k; since ‖uk‖C1,α˜(U) is bounded independently of k, for every α˜ < 1. Similarly,
‖aˆiˆjˆ,k‖Cα0 (B+1 ) is bounded independently of k.
On the other hand, D2uˆk is bounded on B
+
1 − Ωk := {y ∈ B+1 : Ψ(y) ∈ Pk} independently of k
due to (4.9); because D2uk is bounded on Pk independently of k, and Duk is bounded independently
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of k. Therefore we have 

aˆiˆjˆ,kD
2
iˆjˆ
uˆk = fˆk a.e. in B
+
1 ∩ Ωk,
|D2uˆk| ≤ C a.e. in B+1 − Ωk,
u = 0 on B′1,
for some C independent of k. Hence by the result of [29] we get
|D2uˆk| ≤ C¯ a.e. in B 1
2
(0) ∩ {yn > 0},
for some C¯ independent of k. Thus
|D2uk| ≤ C˜ a.e. in Br(x0) ∩ U,
for some r > 0 and some C˜ independent of k. Because we have
uk(x) = uˆk(y) + ϕ(x) = uˆk(Ψ(x)) + ϕ(x);
so we can compute D2uk in terms of D
2uˆk, similarly to (4.9). (Also note that Duˆk is bounded
independently of k due to (4.9).) Hence uk is a bounded sequence in W
2,∞(Br(x0) ∩ U). Therefore
a subsequence of them converges weakly star in W 2,∞(Br(x0) ∩U). But the limit must be u; so we
get u ∈W 2,∞(Br(x0) ∩ U). Finally note that we can cover ∂U with finitely many open balls of the
form Br(x0) for x0 ∈ ∂U , over which u is W 2,∞. Also, there is an open subset of U whose union
with these balls cover U , and over it u is W 2,∞ too. Thus we can conclude that u ∈ W 2,∞(U), as
desired. 
Next we present the proof of Theorem 6. Note that as we mentioned before the proof of Theorem
5, the assumptions of Theorem 6 also hold when we replace K,ϕ,K◦ by −K,−ϕ and (−K)◦ = −K◦.
So as a result, ρ, ρ¯ will have the same properties.
Proof of Theorem 6. The idea of the proof is to approximate both K◦ and U with smooth convex
sets. As we explained in the proof of last theorem, there is a sequence K◦k of compact convex sets,
that have C2 boundaries with positive curvature, and
K◦k+1 ⊂ int(K◦k), K◦ =
⋂
K◦k .
Then it follows that Kk’s are strictly convex compact sets with 0 in their interior, which have C
2
boundaries with positive curvature. Furthermore we have K = (K◦)◦ ⊃ Kk+1 ⊃ Kk. Similarly,
there is a sequence Uk of bounded convex open sets with C
2 boundaries such that
Uk+1 ⊂ Uk, U =
⋂
Uk.
To simplify the notation we use γk, γ
◦
k , ρk, ρ¯k instead of γKk , γK◦k , ρKk,ϕ(·;Uk), ρ¯Kk ,ϕ(·;Uk), re-
spectively. Note that Kk, Uk, ϕ satisfy the Assumption 2. In particular we have γ
◦
k(Dϕ) < 1, since
Dϕ ∈ K◦ ⊂ int(K◦k). Let uk be the minimizer of J [·;Uk] over WK◦k ,ϕ(Uk). Then by Theorem 8 we
have uk ∈W 2,∞loc (Uk). We also have
−ρ¯k ≤ uk ≤ ρk, Duk ∈ K◦k ⊂ K◦1 a.e..
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Now note that for every x we have ρk(x) = γk(x − yk) + ϕ(yk) for some yk ∈ ∂Uk. Also note that
γk ≤ γ1, since Kk ⊃ K1. Hence by (1.6),(A.4), for every y ∈ ∂U we have
ρk(x) ≤ γ1(x− yk) + ϕ(yk)
≤ γ1(x− y) + γ1(y − yk) + ϕ(y) + ϕ(yk)− ϕ(y)
≤ γ1(x− y) + ϕ(y) + γ1(y − yk) + γ1(yk − y)
≤ γ1(x− y) + ϕ(y) + 2C|y − yk|,
for some C > 0. Therefore we get ρk(x) ≤ ρK1,ϕ(x;U) + 2Cdist(∂U, ∂Uk). We have a similar bound
for ρ¯k. So we obtain
(4.10) − ρ¯K1,ϕ(·;U)− 2Cdist(∂U, ∂Uk) ≤ uk ≤ ρK1,ϕ(·;U) + 2Cdist(∂U, ∂Uk).
Thus uk,Duk are bounded independently of k. Therefore uk is a bounded sequence in W
1,∞(U) =
C0,1(U ). Note that here we are using the fact that ∂U is Lipschitz, since locally it is the graph of a
convex function. Hence by the Arzela-Ascoli Theorem a subsequence of uk, which we still denote by
uk, uniformly converges to a continuous function u˜ ∈ C0(U). In addition we have u˜|∂U = ϕ, because
in the limit, the bounds (4.10) become −ρ¯K1,ϕ(·;U) ≤ u˜ ≤ ρK1,ϕ(·;U). Thus we get the desired,
since −ρ¯K1,ϕ(·;U)|∂U = ρK1,ϕ(·;U)|∂U = ϕ, as shown in the proof of Proposition 1.
Now we argue as we did in the proof of Theorem 5. Let Rk be the ρk-ridge, and let Ek, P
±
k be
the elastic and plastic regions of uk. We want to show that
(4.11) ‖Di(DiF (Duk))‖L∞(Uk) ≤ C,
for some C independent of k. As we have shown before by using (1.10), it is easy to see that
Di(DiF (Duk)) is bounded on Ek, and it is bounded above on P
−
k , and bounded below on P
+
k . The
hard part is to obtain upper bound for Di(DiF (Duk)) on P
+
k , and lower bound for it on P
−
k , which
are independent of k. We will obtain the upper bound on P+k ; the other case is similar.
Since P+k does not intersect Rk due to Theorem 4, ρk is at least C
2 on P+k . Let νk be the inward
unit normal to ∂Uk. Also let λk, µk be defined by (3.1),(1.11) respectively, when we use γ
◦
k instead
of γ◦, and ∂Uk, νk instead of ∂U, ν. Hence as before, by Lemma 4, for a.e. x ∈ P+k we have
Di(DiF (Duk(x))) = Di(DiF (Dρk(x))) = D
2
ijF (Dρk(x))D
2
ijρk(x)
= tr[D2F (µk)D
2ρk(x)] ≤ tr[D2F (µk)D2ρk(y)],
where y is the ρk-closest point on ∂Uk to x. But by (1.15), for every y ∈ ∂Uk we have
D2ρk(y) = (I −XTk )
(
D2ϕ(y) + λk(y)D
2dk(y)
)
(I −Xk),
where Xk :=
1
〈Dγ◦
k
(µk),νk〉
Dγ◦k(µk)⊗ νk, and dk is the Euclidean distance to ∂Uk. However, we know
that the eigenvalues ofD2dk(y) are minus the principal curvatures of ∂Uk at y, and 0; as shown in [22,
Section 14.6]. So D2dk(y) is negative semidefinite, since Uk is convex. Thus λk(I−XTk )D2dk(I−Xk)
is also negative semidefinite, since λk > 0. On the other hand by (2.4), we know that D
2F is positive
definite. Let
√
D2F be the unique symmetric positive definite matrix whose square is D2F . Then
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we get
Di(DiF (Duk(x))) − tr[D2F (I −XTk )D2ϕ(I −Xk)]
≤ tr[D2Fλk(I −XTk )D2dk(I −Xk)]
= λktr[
√
D2F (I −XTk )D2dk(I −Xk)
√
D2F ] ≤ 0,
because
√
D2F (I −XTk )D2dk(I −Xk)
√
D2F is negative semidefinite too.
Hence we only need to find a bound for tr[D2F (I −XTk )D2ϕ(I −Xk)]. When ϕ is linear we have
D2ϕ = 0; so we have the desired bound. Thus let us assume that ϕ is not necessarily linear. By (2.4)
we know that D2F is bounded. It is also obvious that D2ϕ is bounded on ∂Uk ⊂ U1, independently
of k. Hence we only need to show that the entries of I −Xk are bounded on ∂Uk independently of
k. Note that we have γk(Dγ
◦
k(µk)) = 1 due to (2.5). Thus γ(Dγ
◦
k(µk)) ≤ 1 for every k, since γ ≤ γk
due to K ⊃ Kk. So Dγ◦k(µk) is bounded independently of k. Also, νk is bounded independently of
k, since |νk| = 1. Therefore it only remains to show that 〈Dγ◦k(µk), νk〉 has a positive lower bound
on ∂Uk independently of k.
Note that for every k, 〈Dγ◦k(µk), νk〉 is a continuous positive function on the compact set ∂Uk, due
to (3.3). Hence there is ck > 0 such that 〈Dγ◦k(µk), νk〉 ≥ ck. Suppose to the contrary that ck has a
subsequence ckj → 0. Let us denote kj by j for simplicity. Then there is a sequence yj ∈ ∂Uj ⊂ U1
such that
(4.12) 〈Dγ◦j (µj(yj)), νj(yj)〉 → 0.
By passing to another subsequence, we can assume that yj → y, since U1 is compact. We claim
that y ∈ ∂U . First note that y /∈ U , since otherwise yj must be in U for large enough j, which
contradicts the fact that yj ∈ ∂Uj . On the other hand, we have y ∈ Uk for every k; because yj ∈ Uk
for large enough j. So we must have y ∈ ⋂Uk = U .
Now remember that
µj(yj) = Dϕ(yj) + λj(yj)νj(yj),
where λj > 0. In addition, note that γ
◦
j ≥ γ◦1 , since K◦j ⊂ K◦1 . Thus by (3.1) we have
γ◦1(Dϕ+ λjνj) ≤ γ◦j (Dϕ+ λjνj) = 1.
Hence by (A.4) applied to γ◦1 , we have |Dϕ + λjνj| ≤ C, for some C > 0. Therefore we get
|λj| = |λjνj| ≤ C + |Dϕ|. Thus λj is bounded on ∂Uj independently of j. Hence by passing to
another subsequence, we can assume that λj → λ∗ ≥ 0. Also, note that −νj(yj) ∈ N(Uj , yj). In
addition we have |νj(yj)| = 1. Thus by passing to yet another subsequence, we can assume that
−νj(yj) → w, with |w| = 1. Therefore similarly to the Part I of the previous proof, we can show
that w ∈ N(U, y). Thus we have
µj(yj)→ µ∗ := Dϕ(y)− λ∗w.
It also follows similarly that γ◦(µ∗) = 1, i.e. µ∗ ∈ ∂K◦. In addition, we can similarly conclude that
the sequence vj := Dγ
◦
j (µj(yj)) ∈ N(K◦j , µj(yj)) converges to a nonzero vector v ∈ N(K◦, µ∗), after
we pass to one further subsequence.
36
Now by (4.12) we obtain
(4.13) 〈v,w〉 = lim〈vj,−νj(yj)〉 = 0.
But if γ◦(Dϕ(y)) < 1 then we must have λ∗ > 0. So Dϕ = µ∗ + λ∗w belongs to the ray passing
through µ∗ ∈ ∂K◦ in the direction w. However, we know that Dϕ is in the interior of K◦, since
γ◦(Dϕ) < 1. Thus the ray t 7→ µ∗ + tw for t > 0, passes through the interior of K◦. Therefore
this ray and K◦ must lie on the same side of the supporting hyperplane Hµ∗,v. In addition, the ray
cannot lie on the hyperplane, since it intersects the interior of K◦. Hence we must have 〈v,w〉 < 0,
which contradicts (4.13). Thus we must have γ◦(Dϕ(y)) = 1, i.e. Dϕ ∈ ∂K◦. If λ∗ = 0 then
µ∗ = Dϕ. Hence v ∈ N(K◦,Dϕ). Then (4.13) is in contradiction with our assumption (1.23),
since v 6= 0. So suppose λ∗ > 0. Then the ray t 7→ µ∗ + tw for t > 0, passes through the two
points Dϕ,µ∗ ∈ ∂K◦. Furthermore, (4.13) implies that the ray lies on the supporting hyperplane
Hµ∗,v. Therefore Dϕ(y) ∈ Hµ∗,v. Hence Hµ∗,v is also a supporting hyperplane of K◦ at Dϕ(y). So
v ∈ N(K◦,Dϕ), and again we arrive at a contradiction with (1.23).
Thus 〈Dγ◦k(µk), νk〉 must have a positive lower bound on ∂Uk independently of k, as desired.
Therefore D2ρk is bounded on ∂Uk independently of k; and consequently we have an upper bound
for Di(DiF (Duk)) on P
+
k , which is independent of k. Similarly, we can show that Di(DiF (Duk))
is bounded on P−k , independently of k. Hence we obtain the desired bound (4.11).
Now let Vl ⊂ V l ⊂ U be an expanding sequence of open sets with C2 boundaries, such that
U =
⋃
Vl. Consider the sequence uk|Vl+2 . Similarly to the proof of Theorem 8, we can show that
for every p <∞ there is Cp,l > 0, which is independent of k, such that
‖uk‖W 2,p(Vl) ≤ Cp,l.
Consequently, as ∂Vl is C
2, for every α˜ < 1, ‖uk‖C1,α˜(V l) is bounded independently of k. Therefore,
we can inductively construct subsequences ukl of uk, such that ukl is a subsequence of ukl−1 ; and
ukl is weakly convergent in W
2,p(Vl), and strongly convergent in C
1(V l). Also remember that uk
uniformly converges to a continuous function u˜ ∈ C0(U ) that satisfies u˜|∂U = ϕ. Thus all the limits
of the subsequences ukl must be equal to u˜. As a result, u˜ belongs to W
2,p
loc (U) for every p < ∞.
Furthermore we have Du˜ ∈ K◦; because Duk ∈ K◦k , and thus Du ∈ K◦k for every k. So we have
u˜ ∈WK◦,ϕ(U), since u˜|∂U = ϕ.
Now we will show that u˜ is the minimizer of J [·;U ] over WK◦,ϕ(U). Let v ∈WK◦,ϕ(U). Then for
every k we have
vk :=
{
v in U
ϕ in Uk − U
∈WK◦
k
,ϕ(Uk).
(Note that vk is Lipschitz, so it belongs to H
1(Uk).) Thus we get
J [uk;Uk] ≤ J [vk;Uk] =
∫
Uk
F (Dvk) + g(vk) dx
=
∫
U
F (Dv) + g(v) dx +
∫
Uk−U
F (Dϕ) + g(ϕ) dx ≤ J [v;U ] + CLn(Uk − U),
where C > 0 is an upper bound for F (Dϕ) + g(ϕ) on U1, and Ln(Uk −U) is the Lebesgue measure
of Uk − U . But since uk,Duk are bounded independently of k, by the Dominated Convergence
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Theorem we have J [uk;Uk] → J [u˜;U ], where the limit is taken through the diagonal subsequence
ull , constructed in the previous paragraph. Also, Ln(Uk − U) → 0 as k → ∞. Hence u˜ is the
minimizer of J [·;U ] over WK◦,ϕ(U), and therefore we must have u˜ = u. Thus u ∈ W 2,ploc (U) for
every p < ∞. Then similarly to the proof of Theorem 5, we can conclude that u ∈ W 2,∞loc (U), as
desired. 
Appendix A. Local Optimal Regularity
In this appendix we prove the local optimal regularity for variational problems with gradient
constraints. This result has been used in the previous section to obtain the global optimal regularity.
Most of the methods employed in this section are classical and well known, but to the best of author’s
knowledge the results have not appeared elsewhere. Especially since the results are about the double
obstacle problem, and there are far fewer works on this problem compared to the obstacle problem.
Nevertheless, we include the proofs here for completeness.
First let us state our assumptions. We need a strict version of the inequality (1.6), i.e. the
Lipschitz property of ϕ. We also need an upper bound on the weak second derivative of γ.
Assumption 3. We assume that
(a) K ⊂ Rn is a compact convex set whose interior contains the origin. Furthermore we have
(A.1) D2h,ξγ(x) :=
γ(x+ hξ) + γ(x− hξ)− 2γ(x)
h2
≤ C2
γ(x)− h,
for some C2 > 0, and every nonzero x, ξ ∈ Rn with γ(ξ), γ(−ξ) ≤ 1, and every 0 < h < γ(x).
(b) U ⊂ Rn is a bounded open set with Lipschitz boundary.
(c) ϕ : Rn → R is a continuous function, and for all x 6= y ∈ Rn we have
(A.2) − γ(y − x) < ϕ(x) − ϕ(y) < γ(x− y).
Remark. Note that γ satisfies the inequality (A.1) if and only if γ¯ does.
Lemma 5. The inequality (A.1) holds when γ is C2 on Rn − {0}, or equivalently when ∂K is C2.
Proof. First note that γ is nonzero on the segment {x + τξ : −h ≤ τ ≤ h}. Because γ(x) > h and
γ(ξ), γ(−ξ) ≤ 1, so by the triangle inequality we get
(A.3) γ(x+ τξ) ≥ γ(x)− γ(−τξ) = γ(x)− |τ |γ(±ξ) ≥ γ(x)− h > 0.
Thus γ is twice differentiable on this segment. Therefore, we can apply the mean value theorem to
the restriction of γ and Dξγ to the segment. Hence we get
D
2
h,ξγ(x) =
γ(x+ hξ)− γ(x) + γ(x− hξ)− γ(x)
h2
=
hDξγ(x+ sξ)− hDξγ(x− tξ)
h2
=
(s+ t)
h
D2ξξγ(x+ rξ) ≤ 2D2ξξγ(x+ rξ).
Here, 0 < s, t < h and −t < r < s; and we used the fact that D2ξξγ ≥ 0, due to the convexity of γ.
Now, let C2 > 0 be the maximum of the continuous function
(w, v) 7→ 2D2wwγ(v) = 2〈D2γ(v)w,w〉
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over the compact set (K ∩ (−K))× ∂K. Then by (−1)-homogeneity of D2γ we get
2D2ξξγ(x+ rξ) =
2
γ(x+ rξ)
D2ξξγ
( x+ rξ
γ(x+ rξ)
)
≤ C2
γ(x+ rξ)
≤ C2
γ(x)− h.
Which is the desired result. Note that in the last inequality above, we used (A.3). 
Remember that for some C1 ≥ C0 > 0, we have
(A.4) C0|x| ≤ γ(x) ≤ C1|x|,
for all x ∈ Rn. Obviously, this inequality also holds if we replace γ with γ¯.
Lemma 6. Suppose that the strict Lipschitz property (A.2) for ϕ holds. Then for all x /∈ ∂U we
have
0 < ρ(x) + ρ¯(x) ≤ 2C1d(x),
where d is the Euclidean distance to ∂U .
Remark. Note that the above inequality implies that the two obstacles do not touch inside U . Also
note that for y ∈ ∂U we have ρ(y)+ρ¯(y) = 0, since we have seen that ρ(y) = ϕ(y) and ρ¯(y) = −ϕ(y).
Proof. We have ρ(x) = γ(x− y)+ϕ(y), and ρ¯(x) = γ(z−x)−ϕ(z), for some y, z ∈ ∂U . Thus when
z = y we have ρ(x) + ρ¯(x) = γ(x− y) + γ(y − x) > 0, since x 6= y. And when z 6= y we have
ρ(x) + ρ¯(x) = γ(x− y) + ϕ(y) + γ(z − x)− ϕ(z)
≥ γ(z − y) + ϕ(y)− ϕ(z) > 0,
due to the triangle inequality for γ and (A.2). On the other hand, for y ∈ ∂U we have
ρ(x) + ρ¯(x) ≤ γ(x− y) + ϕ(y) + γ(y − x)− ϕ(y) ≤ 2C1|x− y|.
Hence as y is arbitrary we get ρ(x) + ρ¯(x) ≤ 2C1d(x). 
Let ηε be the standard mollifier. Then we define
ψε(x) := (ηε ∗ ρ)(x) :=
∫
|y|≤ε
ηε(y)ρ(x− y) dy,
φε(x) := −(ηε ∗ ρ¯)(x) + δε,(A.5)
where 3C1ε < δε < 4C1ε is chosen such that ∂{φε < ψε} is C∞, which is possible by Sard’s Theorem.
Note that since ρ, ρ¯ are defined on all of Rn, ψε, φε are smooth functions on R
n. Also
|ψε(x)− ρ(x)| ≤
∫
|y|≤ε
ηε(y)|ρ(x − y)− ρ(x)| dy
≤
∫
|y|≤ε
ηε(y)max{γ(−y), γ(y)} dy ≤
∫
|y|≤ε
C1|y|ηε(y) dy ≤ C1ε.
Notice that we used (2.3) in the second inequality. Similarly we have
2C1ε < φε − (−ρ¯) < 5C1ε.
Now, let
(A.6) Uε := {x ∈ U : φε(x) < ψε(x)}.
39
Then we have
(A.7) {x ∈ U : ρ(x) + ρ¯(x) > 5C1ε} ⊂ Uε ⊂ {x ∈ U : φε(x) ≤ ψε(x)} ⊂ {x ∈ U : d(x) > ε}.
To see this note that φε(x) ≤ ψε(x) implies that
3C1ε < δε ≤ (ρ+ ρ¯) ∗ ηε ≤ ρ+ ρ¯+ C1ε ≤ 2C1d(x) + C1ε.
Hence d(x) > ε. On the other hand, if φε(x) ≥ ψε(x) then
4C1ε > δε ≥ (ρ+ ρ¯) ∗ ηε ≥ ρ+ ρ¯− C1ε.
Thus ρ(x) + ρ¯(x) < 5C1ε. Hence ρ(x) + ρ¯(x) > 5C1ε implies φε(x) < ψε(x), as desired.
Remark. The above inclusions show that U ε ⊂ U , and
(A.8) U =
⋃
ε>0
Uε;
since by Lemma 6 we know that ρ+ ρ¯ > 0 on U . In addition, remember that we have chosen δε so
that ∂Uε is C
∞. Furthermore, for every ε there is ε˜ such that
(A.9) Uε ⊂ {d > ε} ⊂ {ρ+ ρ¯ > 5C1ε˜} ⊂ Uε˜.
Because otherwise for every j there is xj ∈ U such that d(xj) > ε, while ρ(xj)+ρ¯(xj) ≤ 1j . But due to
the compactness we can assume that xj → x ∈ U . Then by continuity we must have ρ(x)+ ρ¯(x) = 0
and d(x) ≥ ε. Now by Lemma 6, ρ(x) + ρ¯(x) = 0 implies that x ∈ ∂U , which contradicts the fact
that d(x) ≥ ε.
Lemma 7. Suppose the Assumption 3 holds. Then we have
Dφε,Dψε ∈ K◦.
Furthermore, for any unit vector ξ, and every x ∈ U with d(x) > ε we have
D2ξξψε(x) ≤
C3
d(x)− ε,
D2ξξφε(x) ≥
−C3
d(x)− ε,(A.10)
where C3 := C
−1
0 C
2
1C2, and d is the Euclidean distance to ∂U .
Proof. To show the first part, note that ρ, ρ¯ are Lipschitz functions and Dρ,−Dρ¯ ∈ K◦ a.e., as
shown in [41] using the property (2.3). Then because of Jensen’s inequality, and convexity and
homogeneity of γ◦, we have
γ◦(Dψε(x)) ≤
∫
|y|≤ε
γ◦(ηε(y)Dρ(x− y)) dy
=
∫
|y|≤ε
ηε(y)γ
◦(Dρ(x− y)) dy ≤
∫
|y|≤ε
ηε(y) dy = 1.
The case of φε is similar.
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Next, we assume initially that γ(ξ), γ(−ξ) ≤ 1. Let x ∈ U , then
ρ(x) = γ(x− y) + ϕ(y)
for some y ∈ ∂U . We also have ρ(·) ≤ γ(· − y) + ϕ(y). Thus by (A.1) we get
D
2
h,ξρ(x) :=
ρ(x+ hξ) + ρ(x− hξ)− 2ρ(x)
h2
≤ γ(x+ hξ − y) + ϕ(y) + γ(x− hξ − y) + ϕ(y)− 2(γ(x − y) + ϕ(y))
h2
(A.11)
= D2h,ξγ(x− y) ≤
C2
γ(x− y)− h ≤
C2
C0|x− y| − h ≤
C2
C0d(x)− h,
for 0 < h < C0d(x).
Now suppose d(x) > C−10 h+ ε. Then due to the Lipschitz continuity of d, for |y| ≤ ε we have
C0d(x− y) ≥ C0d(x) −C0|y| ≥ C0d(x)− C0ε > h.
Hence by (A.11) we get
D
2
h,ξψε(x) =
∫
|y|≤ε
ηε(y)D
2
h,ξρ(x− y) dy
≤
∫
|y|≤ε
ηε(y)
C2
C0d(x− y)− h dy
≤
∫
|y|≤ε
ηε(y)
C2
C0d(x)− C0ε− h dy =
C2
C0d(x) −C0ε− h.
Let h→ 0+. Then for x ∈ U with d(x) > ε we get
D2ξξψε(x) ≤
C−10 C2
d(x)− ε.
Now assume that |ξ| = 1. Then for ξˆ := 1
C1
ξ we have γ(ξˆ), γ(−ξˆ) ≤ 1. We can apply the above
inequality to ξˆ to get
D2ξξψε(x) = C
2
1D
2
ξˆξˆ
ψε(x) ≤ C
−1
0 C
2
1C2
d(x)− ε .
The inequality for φε follows similarly. 
Next, let uε be the minimizer of
(A.12) Jε[v] := J [v;Uε] =
∫
Uε
F (Dv) + g(v) dx
over Wφε,ψε := {v ∈ H1(Uε) : φε ≤ v ≤ ψε a.e.}. Take an arbitrary v in this space. Then
uε + t(v − uε) is in this space for 0 ≤ t ≤ 1. Thus
d
dt
∣∣∣∣
t=0
Jε[uε + t(v − uε)] ≥ 0.
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By using the bounds (2.4) on F, g, we arrive at the variational inequality
(A.13)
∫
Uε
DiF (Duε)Di(v − uε) + g′(uε)(v − uε) dx ≥ 0.
For the details see, for example, the proof of Theorem 3.37 in [12].
Lemma 8. Suppose the Assumptions 1,3 hold. Then we have
uε ∈
⋂
p<∞
W 2,p(Uε) ⊂
⋂
α˜<1
C1,α˜(U ε).
Proof. For δ > 0, let β˜δ be a smooth increasing convex function on R, that vanishes on (−∞, 0],
and equals 12δ t
2 for t ≥ δ. Set βδ := β˜′δ. Then βδ is a smooth increasing function that vanishes on
(−∞, 0], and equals 1
δ
t for t ≥ δ. We further assume that βδ is convex too. Let uε,δ be the minimizer
of
(A.14) Jε,δ[v] :=
∫
Uε
F (Dv) + g(v) + β˜δ(φε − v) + β˜δ(v − ψε) dx,
over φε+H
1
0 (Uε). By Theorems 3.30, 3.37 in [12], uε,δ exists and is the unique weak solution to the
Euler-Lagrange equation
−Di(DiF (Duε,δ)) + g′(uε,δ)− βδ(φε − uε,δ) + βδ(uε,δ − ψε) = 0,
uε,δ = φε on ∂Uε.(A.15)
As proved in [21], uε,δ ∈ C1,α0(U ε) for some α0 > 0. On the other hand, as shown in Chapter 2
of [20], by using the difference quotient technique we get uε,δ ∈ H2loc(Uε). Hence we have
−aij,δ(x)D2ijuε,δ(x) = bδ(x),
for a.e. x ∈ Uε. Where aij,δ(x) := D2ijF (Duε,δ(x)), and
bδ := −g′(uε,δ) + βδ(φε − uε,δ)− βδ(uε,δ − ψε).
Note that aij,δ ∈ C0,α1(U ε), bδ ∈ C1,α1(U ε), where α1 = min{α¯, α0}. Thus by using Schauder
estimates (see Theorem 6.14 of [22]), we deduce that uε,δ ∈ C2,α1(U ε).
We can easily show that uε,δ is uniformly bounded, independently of δ. Suppose δ ≤ min{1, 14c5 },
and C+ ≥ 1 + 2 maxx∈Uε |ψε(x)|. Then by the comparison principle (Theorem 10.1 of [22]) to show
that uε,δ ≤ C+, it is enough to show that the constant function whose value is C+ satisfies
−aijD2ijC+ + g′(C+)− βδ(φε − C+) + βδ(C+ − ψε) ≥ 0
But this expression equals
g′(C+) + βδ(C
+ − ψε) ≥ −c5(C+ + 1) + 1
δ
(C+ − ψε)
≥ ( 1
2δ
− c5)C+ − c5 + 1
δ
(
1
2
C+ − ψε) ≥ c5C+ − c5 ≥ 0.
Similarly we can obtain a uniform lower bound for uε,δ.
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Now, add Di(DiF (Dψε)) to the both sides of (A.15), and multiply the result by (βδ(uε,δ−ψε))p−1
for some p > 2, and integrate over Uε to obtain∫
Uε
[−Di(DiF (Duε,δ)) +Di(DiF (Dψε))](βδ(uε,δ − ψε))p−1 dx+
∫
Uε
(βδ(uε,δ − ψε))p dx
=
∫
Uε
[Di(DiF (Dψε))− g′(uε,δ)](βδ(uε,δ − ψε))p−1 dx.(A.16)
Note that βδ(φε − uε,δ)βδ(uε,δ − ψε) = 0. After integration by parts, the first term becomes
(p − 1)
∫
Uε
[DiF (Duε,δ)−DiF (Dψε)][Diuε,δ −Diψε]β′δ(uε,δ − ψε)(βδ(uε,δ − ψε))p−2 dx ≥ 0.
Note that we used the facts that F is convex, and uε,δ − ψε vanishes on ∂Uε. By employing this
inequality in (A.16) we get∫
Uε
(βδ(uε,δ − ψε))p dx ≤
∫
Uε
[Di(DiF (Dψε))− g′(uε,δ)](βδ(uε,δ − ψε))p−1 dx
≤ Cε
∫
Uε
(βδ(uε,δ − ψε))p−1 dx
≤ Cε|U |
1
p
( ∫
Uε
(βδ(uε,δ − ψε))p dx
) p−1
p
.
Here Cε is a constant independent of δ, and |U | is the Lebesgue measure of U . Also in the second
line we used the uniform boundedness of uε,δ, and in the last line we used Holder’s inequality. Thus
we have
‖βδ(uε,δ − ψε)‖Lp(Uε) ≤ Cε|U |
1
p .
By sending p→∞ we get
‖βδ(uε,δ − ψε)‖L∞(Uε) ≤ Cε.
Similarly we obtain ‖βδ(φε − uε,δ)‖L∞(Uε) ≤ Cε. Consequently we have
uε,δ − ψε ≤ δ(Cε + 1), φε − uε,δ ≤ δ(Cε + 1).(A.17)
Utilizing these bounds, and the fact that uε,δ is uniformly bounded, in equation (A.15), gives us
‖Di(DiF (Duε,δ))‖L∞(Uε) ≤ C,
for some C independent of δ. Equivalently we have the quasilinear elliptic equation
−Di(DiF (Duε,δ)) = bδ(x),
and ‖bδ‖L∞(Uε) ≤ C. Then Theorem 15.9 of [22] implies that ‖Duε,δ‖C0(Uε) ≤ C, for some C
independent of δ. Thus by Theorem 13.2 of [22] we have ‖uε,δ‖C1,α2 (Uε) ≤ C, for some C,α2 > 0
independent of δ.
Now we have
‖aij,δD2ijuε,δ‖L∞(Uε) = ‖Di(DiF (Duε,δ))‖L∞(Uε) ≤ C,
where aij,δ = D
2
ijF (Duε,δ). Then by Theorem 9.13 of [22] we have
‖uε,δ‖W 2,p(Uε) ≤ Cp,
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for all p < ∞, and some Cp independent of δ. Here we used the fact that aij,δ’s have a uniform
modulus of continuity independently of δ, due to the uniform boundedness of the Cα2 norm of Duε,δ.
Therefore there is a sequence δi → 0 such that uε,δi weakly converges in W 2,p(Uε) to a function u˜ε.
In addition, we can assume that uε,δi ,Duε,δi uniformly converge to u˜ε,Du˜ε, since ‖uε,δ‖C1,α2 (Uε) is
bounded independently of δ.
Finally, we want to show that u˜ε = uε. Note that by (A.17) we have φε ≤ u˜ε ≤ ψε. Hence, it
suffices to show that u˜ε is the minimizer of Jε over Wφε,ψε . Take v ∈ Wφε,ψε ⊂ φε +H10 (Uε). Then
we have
Jε[uε,δi ] ≤ Jε,δi [uε,δi ] ≤ Jε,δi [v] = Jε[v].
Note that the extra terms in Jε,δ (defined in (A.14)) vanish for this v, since φε ≤ v ≤ ψε. Now
sending i→∞ gives the desired due to the uniform convergence of uε,δi ,Duε,δi to u˜ε,Du˜ε. 
Since uε ∈ H2(Uε), we can integrate by parts in (A.13), and use appropriate test functions in
place of v, to obtain
(A.18)


−Di(DiF (Duε)) + g′(uε) = 0 if φε < uε < ψε,
−Di(DiF (Duε)) + g′(uε) ≤ 0 a.e. if φε < uε ≤ ψε,
−Di(DiF (Duε)) + g′(uε) ≥ 0 a.e. if φε ≤ uε < ψε.
Note that uε is C
2,α¯ on the open set
(A.19) Eε := {x ∈ Uε : φε(x) < uε(x) < ψε(x)},
due to the Schauder estimates (see Theorem 6.13 of [22]).
Lemma 9. Suppose the Assumptions 1,3 hold. Then we have
Duε ∈ K◦ in Uε.
Proof. First note that Duε is continuous on U ε. Now since uε = φε = ψε on ∂Uε, we have Dξuε =
Dξφε = Dξψε for any direction ξ tangent to ∂Uε. Also as φε ≤ uε ≤ ψε in Uε, we have Dνφε ≤
Dνuε ≤ Dνψε on ∂Uε, where ν is the inward normal to ∂Uε. Hence by (2.2), and the fact that
Dφε,Dψε ∈ K◦, we get
γ◦(Duε) ≤ 1 on ∂Uε.
This bound also holds on the sets {uε = ψε} and {uε = φε}, as either ψε − uε or uε − φε attains its
minimum there, so Duε equals Dψε or Dφε over them.
To obtain the bound on the open set Eε, note that for any vector ξ with γ(ξ) = 1, Dξuε is a weak
solution to the elliptic equation
−Di(aijDjDξuε) + bDξuε = 0 in Eε,
where aij := D
2
ijF (Duε), and b := g
′′(uε). Now suppose that Dξuε attains its maximum at x0 ∈ Eε
with Dξuε(x0) > 1. Then the strong maximum principle (Theorem 8.19 of [22]) implies that Dξuε
is constant over Eε. This contradicts the fact that Dξuε ≤ 1 on ∂Eε. Thus we must have Dξuε ≤ 1
on Eε; and as ξ is arbitrary, we get the desired bound using (2.2). 
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Lemma 10. Suppose the Assumptions 1,3 hold. Then for ε < 1 we have
|Di(DiF (Duε))| ≤ C4 + nc9C3
d− ε a.e. on Uε,
|D2ψε| ≤ 1
c8
(
C4 +
nc9C3
d− ε
)
a.e. on {uε = ψε},(A.20)
|D2φε| ≤ 1
c8
(
C4 +
nc9C3
d− ε
)
a.e. on {uε = φε},
where d is the Euclidean distance to ∂U , and C4 := c5(maxU{|ρ|, |ρ¯|}+ 5C1 + 1).
Remark. Note that for a function f
|D2f | = max
|ξ|=1
|D2ξξf | = max{|λi| : λi is an eigenvalue of D2f}.
Proof. On the open set Eε ⊂ Uε we have
|Di(DiF (Duε))| = |g′(uε)| ≤ c5(|uε|+ 1)
≤ c5(max
U
{|φε|, |ψε|}+ 1) ≤ c5(max
U
{|ρ|, |ρ¯|}+ 5C1ε+ 1) ≤ C4.
Next consider the closed subset of Uε over which uε = ψε. By (A.18) we have
Di(DiF (Duε)) ≥ g′(uε) ≥ −C4 a.e. on {uε = ψε}.
Since both uε, ψε are twice weakly differentiable, we have (see Theorem 4.4 of [15])
Di(DiF (Duε)) = Di(DiF (Dψε)) a.e. on {uε = ψε}.
But we have
Di(DiF (Dψε)) = D
2
ijF (Dψε)D
2
ijψε = tr[D
2F (Dψε)D
2ψε]
=
∑
i≤n
D2ξiξiF (Dψε)D
2
ξiξi
ψε,
where ξ1, · · · , ξn is an orthonormal basis of eigenvectors of D2ψε. Thus, by using (2.4), (A.10) we
get
Di(DiF (Duε)) ≤
∑
i≤n
D2ξiξiF (Dψε)
C3
d(x)− ε ≤
nc9C3
d(x) − ε a.e. on {uε = ψε}.
We have similar bounds on the set {uε = φε}. These bounds easily give the first inequality of (A.20).
On the other hand for a.e. x ∈ {uε = ψε} we have∑
i≤n
D2ξiξiF (Dψε)D
2
ξiξi
ψε = Di(DiF (Dψε)) = Di(DiF (Duε)) ≥ g′(uε) ≥ −C4.
Thus again by using (2.4), (A.10) we get
D2ξjξjF (Dψε)D
2
ξjξj
ψε ≥ −C4 −
∑
i 6=j
D2ξiξiF (Dψε)D
2
ξiξi
ψε ≥ −C4 − (n− 1)c9C3
d(x)− ε .
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Hence
D2ξjξjψε ≥ −
C4
c8
− (n− 1)
c9
c8
C3
d(x)− ε .
The reverse inequality is given by (A.10) (Keep in mind that c9
c8
≥ 1). Note that the numbers
D2ξjξjψε are the eigenvalues of D
2ψε, so we get the desired bound. The case of D
2φε is similar. 
Theorem 8. Suppose the Assumptions 1,3 hold. Then we have
u ∈W 2,∞loc (U) = C1,1loc (U).
Proof. We choose a decreasing sequence εk → 0 such that U εk ⊂ Uεk+1 (this is possible by (A.9)).
For convenience we use Uk, uk, φk, ψk instead of Uεk , uεk , φεk , ψεk . Consider the sequence uk|U3 for
k > 3. By (A.20), (A.7) we have
‖Di(DiF (Duk))‖L∞(U3) ≤ C,
for some C independent of k. Let gk := Di(DiF (Duk)). Then Duk is a weak solution to the elliptic
equation
−Di(aij,kDjDuk) +Dgk = 0,
where aij,k := D
2
ijF (Duk). Thus by Theorem 8.24 of [22] we have
‖Duk‖Cα0 (U2) ≤ C,
for some C,α0 > 0 independent of k. Here we used the fact that Duk, gk, aij,k are uniformly bounded
independently of k (Remember that Duk ∈ K◦).
Now we have
‖aij,kD2ijuk‖L∞(U2) = ‖Di(DiF (Duk))‖L∞(U2) ≤ C.
Then by Theorem 9.11 of [22] we have
(A.21) ‖uk‖W 2,p(U1) ≤ Cp,
for all p < ∞, and some Cp independent of k. Here we used the fact that aij,k’s have a uniform
modulus of continuity independently of k, due to the uniform boundedness of the Cα0 norm of Duk.
Consequently, as ∂U1 is smooth, for every α˜ < 1, ‖uk‖C1,α˜(U1) is bounded independently of k.
Therefore there is a subsequence of uk’s, which we denote by uk1 , that weakly converges in
W 2,p(U1) to a function u˜1. In addition, we can assume that uk1 ,Duk1 uniformly converge to u˜1,Du˜1.
Now we can repeat this process with uk1 |U4 and get a function u˜2 in W 2,p(U2), which agrees with
u˜1 on U1. Continuing this way with subsequences ukl for each positive integer l, we can finally
construct a C1 function u˜ inW 2,p
loc
(U) (note that U =
⋃
Uk by (A.8)). It is obvious thatDu˜ ∈ K◦ and
−ρ¯ ≤ u˜ ≤ ρ, sinceDuk ∈ K◦ and φk ≤ uk ≤ ψk for every k. In particular we have u˜ ∈WK◦,ϕ ⊂Wρ¯,ρ.
Now we want to show that u = u˜. Due to the uniqueness of the minimizer, it is enough to show
that u˜ is the minimizer of J over WK◦,ϕ(U). As it is well known, it suffices to show that (see, for
example, the proof of Theorem 3.37 in [12])
(A.22)
∫
U
DiF (Du˜)Di(v − u˜) + g′(u˜)(v − u˜) dx ≥ 0,
46
for every v ∈WK◦,ϕ(U). Note that v is Lipschitz continuous. First suppose that v > −ρ¯ on U , and
v = ρ on {x ∈ U : ρ(x) + ρ¯(x) ≤ δ} for some δ > 0. Let vk := ηεk ∗ v be the mollification of v. Then
for large enough k we have φk ≤ vk ≤ ψk on Uk. Because for large enough k we have φk ≤ vk = ψk
on Uk ∩ {ρ+ ρ¯ ≤ δ/2}. (Note that for x ∈ U ∩ {ρ+ ρ¯ ≤ δ/2} we have Bεk(x) ⊂ U ∩ {ρ+ ρ¯ ≤ δ} for
large enough k, due to the Lipschitz continuity of ρ, ρ¯.) On the other hand, v − (−ρ¯) has a positive
minimum on the compact set {ρ+ρ¯ ≥ δ/4}∩U , so by (A.5) we have vk−φk = (v−(−ρ¯))∗ηεk−δεk ≥ 0
on {ρ+ ρ¯ ≥ δ/2} ∩ U , for large enough k. Hence by (A.13) we must have∫
Uk
DiF (Duk)Di(vk − uk) + g′(uk)(vk − uk) dx ≥ 0.
By taking the limit through the diagonal sequence ull , and using the Dominated Convergence The-
orem, we get (A.22) for this special v.
It is easy to see that an arbitrary test function v in WK◦,ϕ can be approximated by such special
test functions. Just consider the functions vδ := min{v + δ, ρ}. Then we have vδ > −ρ¯ on U , since
v ≥ −ρ¯, and ρ > −ρ¯ on U . Also on {ρ+ ρ¯ ≤ δ}∩U we have ρ ≤ −ρ¯+δ ≤ v+δ, so vδ = ρ there. It is
also easy to see that vδ ∈WK◦,ϕ, and vδ → v in H1(U). Therefore we get (A.22) for all v ∈WK◦,ϕ,
as desired.
It remains to show that u belongs to W 2,∞
loc
(U). First note that D2uk = D
2φk a.e. on {uk = φk},
hence by (A.20)D2uk is bounded there independently of k. Similarly, D
2uk is bounded on {uk = ψk}
independently of k. Now take x0 ∈ U and suppose that Br(x0) ⊂ U . Let l be large enough so that
Br(x0) ⊂ Ul. Set vk(y) := uk(x0 + ry) for y ∈ B1(0), and k ≥ l. Then by (A.18) and the above
argument we have {
D2ijF (
1
r
Dvk)D
2
ijvk = r
2g′(vk) a.e. in B1(0) ∩ Ωk,
|D2vk| ≤ C a.e. in B1(0)− Ωk,
for some C independent of k. Here Ωk := {y ∈ B1(0) : uk(x0 + ry) ∈ Eεk}.
Now recall that ‖uk‖W 2,n(Br(x0)), ‖g′(uk)‖L∞(Br(x0)) are bounded independently of k, due to
(A.21), and the fact that φk ≤ uk ≤ ψk and φk, ψk are bounded independently of k. Therefore
‖vk‖W 2,n(B1(0)) and ‖g′(vk)‖L∞(B1(0)) are bounded independently of k too. Also note that the Holder
norms of D2ijF (
1
r
Dvk), r
2g′(vk) are bounded independently of k, since for every α˜ < 1, ‖uk‖C1,α˜(U l)
is bounded independently of k. Thus we can apply the result of [28] to deduce that
|D2vk| ≤ C¯ a.e. in B 1
2
(0),
for some C¯ independent of k. Therefore
|D2uk| ≤ C a.e. in B r
2
(x0),
for some C independent of k. Hence, uk is a bounded sequence in W
2,∞(B r
2
(x0)). Consider the
diagonal subsequence ull . Then a subsequence of it converges weakly star in W
2,∞(B r
2
(x0)). But
the limit must be u; so we get u ∈W 2,∞(B r
2
(x0)), as desired. 
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Appendix B. The ridge, and the elastic and plastic regions
Remember that we say y ∈ ∂U is a ρ-closest point to x if ρ(x) = γ(x− y) + ϕ(y). Similarly, we
say y ∈ ∂U is a ρ¯-closest point to x if ρ¯(x) = γ(y − x) − ϕ(y). Note that an obvious consequence
of the strict Lipschitz property (A.2) for ϕ is that every y ∈ ∂U is the unique ρ-closest point and
ρ¯-closest point on ∂U to itself.
Lemma 11. Suppose y is one of the ρ-closest points on ∂U to x ∈ U . Then
(a) y is a ρ-closest point on ∂U to every point of ]x, y[. Therefore ρ varies linearly along the line
segment [x, y].
(b) If in addition the strict Lipschitz property (A.2) for ϕ holds, then we have ]x, y[⊂ U .
(c) If in addition γ is strictly convex, and the strict Lipschitz property (A.2) for ϕ holds, then y
is the unique ρ-closest point on ∂U to the points of ]x, y[.
Proof. (a) Let z ∈]x, y[. Suppose to the contrary that there is w ∈ ∂U − {y} such that
γ(z − w) + ϕ(w) < γ(z − y) + ϕ(y).
Then we have
γ(x− w) + ϕ(w) ≤ γ(x− z) + γ(z − w) + ϕ(w)
< γ(x− z) + γ(z − y) + ϕ(y) = γ(x− y) + ϕ(y),
which is a contradiction. Hence y is a ρ-closest point to z.
Therefore the points in the segment [x, y] have y as a ρ-closest point on ∂U . Hence for 0 ≤ t ≤
γ(x− y) we have
ρ
(
x− t
γ(x− y) (x− y)
)
= γ
(
x− t
γ(x− y) (x− y)− y
)
+ ϕ(y)
=
(
1− t
γ(x− y)
)
γ(x− y) + ϕ(y) = γ(x− y)− t+ ϕ(y).
Thus ρ varies linearly along the segment.
(b) Suppose to the contrary that there is v ∈]x, y[∩∂U . But then we have
γ(x− v) + ϕ(v) < γ(x− v) + γ(v − y) + ϕ(y) = γ(x− y) + ϕ(y),
which is a contradiction.
(c) Suppose z ∈]x, y[, and w ∈ ∂U − {y} is another ρ-closest point to z. Hence we have
γ(z − w) + ϕ(w) = γ(z − y) + ϕ(y).
If w belongs to the line containing x, z, y, then there are two cases. If w is on the same side of x as
y, then w cannot lie between x, y, since ]x, y[⊂ U . Thus y is between w, x, and therefore it is also
between w, z. But this is a contradiction since ]w, z[⊂ U . On the other hand if w, y are on different
sides of x, we have
γ(x− w) + ϕ(w) < γ(z −w) + ϕ(w) = γ(z − y) + ϕ(y) < γ(x− y) + ϕ(y),
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which is also a contradiction. Finally suppose that x, z, w are not collinear. Then by strict convexity
of γ we get
γ(x− w) + ϕ(w) < γ(x− z) + γ(z − w) + ϕ(w)
= γ(x− z) + γ(z − y) + ϕ(y) = γ(x− y) + ϕ(y),
which is a contradiction too. Thus y is the unique ρ-closest point to z. 
Lemma 12. Suppose γ is strictly convex, and the strict Lipschitz property (A.2) for ϕ holds. If for
some point x ∈ U there are two different points y, z ∈ ∂U so that
ρ(x) = γ(x− y) + ϕ(y) = γ(x− z) + ϕ(z),
then ρ is not differentiable at x.
Proof. We know that the points in the segment [x, y] have y as a ρ-closest point on ∂U . Hence as
we have seen in the proof of the previous lemma, for 0 ≤ t ≤ γ(x− y) we have
ρ
(
x− t
γ(x− y)(x− y)
)
= γ(x− y)− t+ ϕ(y).
Now suppose to the contrary that ρ is differentiable at x. Then by differentiating the above equality
(and the similar formula for z) with respect to t, we get〈
Dρ(x),
x− y
γ(x− y)
〉
= 1 =
〈
Dρ(x),
x− z
γ(x− z)
〉
.
On the other hand, it is easy to show that γ◦(Dρ(x)) ≤ 1. To do this just note that
ρ(x+ tv)− ρ(x) ≤ γ(x+ tv − x) = tγ(v).
By taking the limit as t→ 0+, we get 〈Dρ(x), v〉 ≤ γ(v). Then we get the desired result by (2.2).
Now note that if two vectors v,w satisfy γ(v) = 1 = γ(w) and
〈Dρ(x), v〉 = 1 = 〈Dρ(x), w〉,
then one of them is a positive multiple of the other, and consequently the two vectors are equal.
Since otherwise by strict convexity of γ and inequality (2.1), we get〈
Dρ(x),
v + w
2
〉 ≤ γ◦(Dρ(x))γ(v + w
2
)
< γ◦(Dρ(x))
γ(v) + γ(w)
2
= 1.
However we must have 〈Dρ(x), (v+w2 )〉 = 1+12 = 1, which is a contradiction.
Therefore we must have
x− y
γ(x− y) =
x− z
γ(x− z) .
This implies that x, y, z are collinear, and y, z are on the same side of x. Then either y is between
x, z, or z is between x, y. But both of these cases are impossible since ]x, y[ and ]x, z[ are subsets of
U . Thus ρ cannot be differentiable at x. 
Lemma 13. Suppose u ∈ C1(U), and the strict Lipschitz property (A.2) for ϕ holds. If x ∈ P+,
and y is a ρ-closest point on ∂U to x, then [x, y[⊂ P+. Similarly, if x ∈ P−, and y is a ρ¯-closest
point on ∂U to x, then [x, y[⊂ P−.
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Proof. Note that [x, y[⊂ U . Suppose x ∈ P−; the other case is similar. We have
u(x) = −ρ¯(x) = −γ(y − x) + ϕ(y).
Let v := u− (−ρ¯) ≥ 0, and ξ := y−x
γ(y−x) = − x−yγ¯(x−y) . Then ρ¯ varies linearly along the segment ]x, y[,
since y is a ρ¯-closest point to the points of the segment. So we have Dξ(−ρ¯) = D−ξρ¯ = 1 along the
segment, as shown in the proof of Lemma 12. Note that we do not assume the differentiability of ρ¯;
and D−ξρ¯ is just the derivative of the restriction of ρ¯ to the segment ]x, y[. Now since
Dξu = 〈Du, ξ〉 ≤ γ◦(Du)γ(ξ) ≤ 1,
we have Dξv ≤ 0 along ]x, y[. Thus as v(x) = v(y) = 0, and v is continuous on the closed segment
[x, y], we must have v ≡ 0 on [x, y]. Therefore u = −ρ¯ along the segment as desired. 
Now recall that we have Du ∈ K◦, which is equivalent to γ◦(Du) ≤ 1. The next lemma tells us
when we hit the gradient constraint, i.e. when Du ∈ ∂K◦, or equivalently when γ◦(Du) = 1. The
answer is that we hit the gradient constraint exactly when we hit one of the obstacles −ρ¯, ρ.
Lemma 14. Suppose the Assumption 1 holds, and u ∈ C1,1loc (U). Also suppose that the strict Lipschitz
property (A.2) for ϕ holds, and γ is strictly convex. Then we have
P = {x ∈ U : γ◦(Du(x)) = 1},
E = {x ∈ U : γ◦(Du(x)) < 1}.
Proof. First suppose x ∈ P−; the case of P+ is similar. Then we have
u(x) = −ρ¯(x) = −γ(y − x) + ϕ(y),
for some y ∈ ∂U . Thus by Lemma 13, u = −ρ¯ along the segment [x, y[. We also know that ρ¯ varies
linearly along the segment [x, y[, since y is a ρ¯-closest point to the points of the segment. Hence we
have Dξu(x) = 1 for ξ :=
y−x
γ(y−x) , as shown in the proof of Lemma 12. Therefore γ
◦(Du(x)) cannot
be less than 1 due to the equation (2.2).
Next, assume that γ◦(Du(x)) = 1. Then by (2.2), there is ξ˜ with γ(ξ˜) = 1 such that D
ξ˜
u(x) = 1.
Suppose to the contrary that x ∈ E, i.e. −ρ¯(x) < u(x) < ρ(x). By (1.10) we know D
ξ˜
u is a weak
solution to the elliptic equation
−Di(aijDjDξ˜u) + bDξ˜u = 0 in E,
where aij := D
2
ijF (Du), and b := g
′′(u). On the other hand
D
ξ˜
u = 〈Du, ξ˜〉 ≤ γ◦(Du)γ(ξ˜) ≤ 1
on U . Let E1 be the connected component of E that contains x. Then the strong maximum principle
(Theorem 8.19 of [22]) implies that D
ξ˜
u ≡ 1 over E1. Note that we can work in open subsets of E1
which are compactly contained in E1; so we do not need the global integrability of D
2u to apply the
maximum principle.
Now consider the line passing through x in the ξ˜ direction, and suppose it intersects ∂E1 for the
first time in y := x− τ ξ˜ for some τ > 0. If y ∈ ∂U , then for t > 0 we have
d
dt
[u(y + tξ˜)] = D
ξ˜
u(y + tξ˜) = 1 =
d
dt
[tγ(ξ˜)] =
d
dt
[γ(y + tξ˜ − y)].
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Thus as u(y) = ϕ(y), we get u(x) = u(y + τ ξ˜) = γ(x− y) + ϕ(y) ≥ ρ(x); which is a contradiction.
Now if y ∈ U , then as it also belongs to ∂E we have y ∈ P . If u(y) = ρ(y) = γ(y − y˜) + ϕ(y˜) for
some y˜ ∈ ∂U , similarly to the above we obtain
u(x) = γ(x− y) + u(y)
= γ(x− y) + γ(y − y˜) + ϕ(y˜) ≥ γ(x− y˜) + ϕ(y˜) ≥ ρ(x),
which is again a contradiction.
On the other hand, if u(y) = −ρ¯(y) = −γ(y˜ − y) + ϕ(y˜) for some y˜ ∈ ∂U , then by Lemma 13
we have u = −ρ¯ on the segment [y, y˜[; and consequently D
ξˆ
u(y) = 1, where ξˆ := y˜−y
γ(y˜−y) . Since
u is differentiable we must have ξ˜ = ξˆ, as shown in the proof of Lemma 12. Therefore x, y, y˜ are
collinear, and x, y˜ are on the same side of y. But y˜ cannot belong to ]y, x[⊂ E1 ⊂ E ⊂ U . Hence
we must have x ∈]y, y˜[⊂ P−, which means u(x) = −ρ¯(x); and this is a contradiction. 
Remark. In the above proof, we only used the strict convexity of γ in the last paragraph. So without
this assumption we have
P ⊂ {x ∈ U : γ◦(Du(x)) = 1}, E ⊃ {x ∈ U : γ◦(Du(x)) < 1}.
Furthermore, if we can drop one of the obstacles, then we do not need the argument given in the last
paragraph, and we can conclude that the above lemma holds without assuming the strict convexity
of γ. (Note that if we only have the obstacle −ρ¯, then in the above proof we have to look for a point
of the form x + τ ξ˜ ∈ ∂E1 for some τ > 0.) For example, when g is decreasing, we can show that
u ≥ 0 (since J [u+] ≤ J [u]). Thus if in addition ϕ = 0, then u does not touch the lower obstacle,
since in this case we have −ρ¯ < 0.
Proposition 4. Suppose the Assumption 1 holds, and u ∈ C1,1loc (U). Also suppose that the strict
Lipschitz property (A.2) for ϕ holds, and γ is strictly convex. Then we have
Rρ,0 ∩ P+ = ∅, Rρ¯,0 ∩ P− = ∅.
Proof. Let us show that Rρ¯,0 ∩ P− = ∅; the other case is similar. Suppose to the contrary that
x ∈ Rρ¯,0 ∩ P−. Then there are at least two distinct points y, z ∈ ∂U such that
ρ¯(x) = γ(y − x)− ϕ(y) = γ(z − x)− ϕ(z).
Now by Lemma 13, we have [x, y[, [x, z[⊂ P−. In other words, u = −ρ¯ on both of these segments.
Therefore, we can argue as in the proof of Lemma 12 to obtain〈
Du(x),
y − x
γ(y − x)
〉
= 1 =
〈
Du(x),
z − x
γ(z − x)
〉
;
and to get a contradiction with the fact that γ◦(Du(x)) ≤ 1. 
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