. The Vibrissae-Barrel Somatosensory Pathway Schematic diagram summarizing the major stages of the rodent barrel pathway. Sensory information from the mystacial whiskers of the face sequentially reaches the sensory nuclei of the trigeminus in the brain stem, the thalamus, and the primary somatosensory cortex. Each vibrissa is associated with a brain stem "barrelette" (Ma, 1991) , a thalamic "barreloid" (Van der Loos, 1976) , and a cortical "barrel" (Woolsey and Van der Loos, 1970) . PrV, nucleus principalis of the trigeminus; SpVo, spinal nucleus of the trigeminus pars oralis; SpVi, spinal nucleus of the trigeminus pars interpolaris; SpVc, spinal nucleus of the trigeminus pars caudalis; VPM, ventral posterior medial (ventrobasal) nucleus of the thalamus; and Po, posterior nucleus of the thalamus. (Courtesy of Thomas Woolsey, Washington University). different mechanisms to regulate circuit excitability.
visual cortex are as small as 6% (Ahmed et al., 1994) . In spite of their small numerical contribution, thalamic Also, in rats, paired-pulse electrical stimulation of the afferents adequately drive cortical layer IV neurons in ventrobasal complex, the major thalamic relay for senvivo, so much so that early models of visual cortical sory information, elicits a decrementing local field pocircuitry proposed that receptive fields of layer IV neutential response. However, the same type of stimulation rons are largely a reflection of their thalamic inputs (Huapplied to the ventrolateral nucleus, the thalamic 'motor' bel and Wiesel, 1977) . Other models, recognizing the projection nucleus, evokes an augmenting one, which large number of nonthalamic synapses, suppose that is abolished when the animal is alert and active (B. Conintracortical excitatory synapses selectively amplify nors, Brown University). Thus, species may differ with weak thalamic inputs (Douglas et al., 1989 (Douglas et al., , 1995  Benrespect to the regional organization of thalamocortical Yishai et al., 1995; Somers et al., 1995) . One way to pathways, and even in the same animal thalamic afferevaluate the contribution of thalamocortical synapses ents can differentially engage local cortical circuits such is to silence the local, recurrent cortical connections that the response of the same thalamocortical system while monitoring synaptic potentials evoked in individual may be highly state dependent.
cortical neurons in response to sensory stimulation. Cooling the cortical tissue in cat visual cortex abolishes Circuit Models: Distributed Processing action potentials in most cortical layers but does not of Precise Timing Patterns eliminate thalamocortical excitatory postsynaptic po-A recurring theme of the conference was the "microcirtentials (EPSPs) nor diminish the orientation selectivity cuit credo", i.e., that detailed description of the cortical of simple cells, determined from the neuron's membrane microcircuit is essential for an eventual understanding of potential (D. Ferster, Northwestern University). What how it "works". A provocative finding from quantitative then does the layer IV circuitry do? An explanation proultrastructural studies of mouse barrels is that thalamic posed on the basis of in vivo recordings and computer afferents synapse with any postsynaptic neuronal target simulations from rat barrel cortex is that the net effect (E. White, Ben Gurion University). This includes neighof barrel circuitry is inhibitory. This is consistent with boring spiny and smooth barrel neurons as well as sufindings that thalamocortical synapses are found on perficial and deep pyramidal cells having dendrites that proximal dendrites and somata of inhibitory neurons pass through the same barrel. While this finding might (White) . The suppressive effect of the network is, howsuggest a lack of specificity of the thalamic projection, ever, counteracted by local recurrent excitatory circuits; the relative numbers of thalamic synapses depend on the latter are most strongly engaged by temporally synthe type of postsynaptic neuron (e.g., spiny versus chronous thalamic inputs, such as those associated with smooth) and, in the case of neurons having similar gross preferred stimuli, e.g., deflections of the barrel's princimorphologies (i.e., pyramidal cells), on the projection pal whisker (D. Simons, University of Pittsburgh). These target of its axon. Thus, although the thalamocortical damping circuits are therefore sensitive to input timing, pathway is highly distributed, there is a quantitative not to input magnitude. Thus, rather than creating or specificity to its projections. Similar rules apply to calloenhancing stimulus specificity, local circuits in layer IV sal and perhaps to interlaminar connections. may contribute to contrast gain control, e.g., maintaining In mouse barrels, thalamic afferents contribute only the orientation tuning inherent in the circuit's feed-for-‫%31ف‬ of the asymmetric (excitatory) synapses on spiny ward thalamic inputs over a range of luminance contrasts. stellate cells (White) , and estimates in layer 4 of cat The role of timing in cortical processing was further optical imaging of individual spines, combined with more traditional pharmacological and pathway stimulaemphasized by W. Singer (Max Plank Institute for Brain Research, Frankfurt), who argued that cortical neurons tion techniques, permit the investigation of cortical synaptic function with unprecedented levels of resolution, are precise and fast. Noting that behavioral responses to texture discriminations and face recognition occur illuminating the types of computations that cortical microcircuits are best suited to perform. These results soon after the arrival of visual information in the cortex, he suggested that the most relevant perceptual informasuggest that individual cortical neurons may be exquisitely sensitive to the timing of synaptic inputs distribtion is carried by the very first spikes that traverse the cortex following a visual stimulus. In the cat, retinal ganuted over a large spatial extent of individual dendrites. Experiments in vitro, however, explore activation reglion cells from different areas of the retina fire within a millisecond of each other when stimulated with a congimes that could differ from those in the awake animal, and synaptic integration needs to be also explored in tiguous spot of light. On the other hand, if they are simultaneously stimulated by two spots of light, their vivo with approaches like dual intracellular recordings (Steriade) or dendritic imaging (Svoboda et al., 1997) . spikes become desynchronized. A similar effect is observed in the lateral geniculate nucleus and in primary Temporal summation among excitatory neurons appears to be dominated by short-term depression. In rat visual cortex, even among distantly located neurons. Does this synchronization have a role in organizing becortex, synapses between certain types of pyramidal neurons, studied with paired intracellular recordings, havioral responses, or is it an epiphenomenon of the circuitry? Cats with strabismus can be made to alternate readily depress when stimulated at frequencies higher than 5 Hz (Thomson; Markram). Given the high rates of their eye dominance by changing the contrast of the visual stimulus to each eye. When an eye becomes domfiring of cortical neurons in vivo, it is expected that under physiological conditions, a large number of synapses inant, and is therefore used for perceptual decisions by the animal, synchronization among cortical neurons will be depressed at any given time, underscoring the importance of distributed synaptic networks. Although increases. Circuits that operate as coincidence detectors could distribute the information stream rapidly, synaptic facilitation can occur in horizontal corticocortical connections in mouse barrel cortex, thalamofaithfully, and economically, requiring only a few welltimed spikes.
cortical synapses impinging on the same postsynaptic target show a strong depression, indicating that the The importance of spike timing within distributed interconnected circuits was suggested also by in vitro same neuron can sustain different synaptic learning rules for specific inputs (Amitai). In fact, these two studies involving intracellular recordings from connected pairs of neurons, followed by ultrastructural reclasses of synapses have qualitatively different sensitivities to baclofen and to cholinergic neuromodulators constructions of their synaptic contacts (A. Thomson, Royal Free Hospital; E. Buhl, MRC Neuroanatomical such as muscarine and nicotine. Thus, the relative contributions of afferent versus intrinsic synapses may differ Unit; H. Markram, Weizmann Institute). These results reveal a distributed connectivity in local pyramidal cell depending on the behavioral state of the organism, contributing, for example, to the qualitatively different augcircuits. For example, two connected pyramidal neurons have on average 3-10 synaptic contacts (Thomson, Marmenting and depressing responses evoked by paired stimuli of different thalamic pathways (Connors) . kram), suggesting the absence of anatomically strong "labeled lines" for excitatory connections. From these Little is known about mechanisms of spatial summation and coincidence detection in cortical neurons. While numbers, it is estimated that each intrinsically bursting (IB) layer V pyramidal neuron contacts 20-50 other EPSP amplification may occur by activation of N-methyl-D-aspartic acid (NMDA) receptors (Thomson), it is unnearby IB neurons. The pattern of interconnectivity is probably not random because the number of contacts clear whether the specific location of the EPSPs in the dendritic tree influences their interaction. In cultured does not follow a Poisson distribution and the proportion of autapses is higher than that expected by chance.
hippocampal neurons with pyramidal morphologies, spatial summation is linear and independent of the posiSuch small networks of bursting neurons form recurrent microcircuits (Markram) that can generate more widetion of the excitatory inputs (Yuste) . This implies that spread synchronized neuronal activity, such as the patthe branching pattern of the dendritic tree may not play terned activity observed during epileptic seizures (Cona major role in integration of excitatory inputs. The linear nors, 1984). Interestingly, in the mouse barrel field, summation in cultured neurons arises from the balanced tangential brain slices composed almost exclusively of action of NMDA receptors, which amplify EPSPs, and layer IV can still sustain epileptic discharges, suggesting I A potassium channels, which diminish the joint effect that spiny stellate cells are also synaptically connected of simultaneous EPSPs. Thus, active conductances in among themselves, forming small networks (M. Gutnick, dendrites may actually ensure linear summation. Ben Gurion University).
Dendritic conductances can produce sodium or calcium action potentials. In olfactory mitral cells, calcium spikes dominate dendritic excitability (A. Keller, UniverNeuronal Integration: Temporal and Spatial Summation sity of Maryland). In pyramidal neurons, sodium spikes are generated in the soma and "back propagate" As exemplified by many presentations, in vitro methodologies are providing powerful approaches for studying through the dendritic tree (Stuart and Sakmann, 1994) . Simulation studies of excitable dendrites suggest that the nature and mechanisms of synaptic integration in cortical microcircuits. Simultaneous intracellular reback-propagating spikes reset the activation state of dendritic channels, which improves the reliability of their cordings from pairs or triads of connected neurons and behavior because it accumulates channels in a particusimulations of propagating neuronal discharges in cortical slices lacking GABAergic inhibition, the transient lar state and makes their behavior as a group less stochastic (I. Segev, Hebrew University). Thus, neurons may synchrony between neurons does not depend on the distance between them or on monosynaptic connectivbe more reliable than the behavior of their conductances would suggest.
ity, but rather on the density of excitatory synaptic inputs to individual neurons, which can be as low as 30-100, and on the dynamical properties of the excitatory synIntrinsic and Circuit Oscillations apses. During persistent activity, however, excitatory Cortical neurons have multiple intrinsic cellular mechanetworks with even modest sparseness levels exhibit nisms that can sustain oscillatory responses and may asynchronous behavior. (D. Golomb, Ben Gurion Unibe involved in synchronizing spike firing. CA1 pyramidal versity). neurons have an intrinsic ability to generate bursts of action potentials that can contribute to the excitability of the circuit during an epileptic seizure. The depolarizing Inhibitory Control of Cortical Circuits Excitatory cells, consisting of both local and projection envelope that triggers these bursts of action potentials is mediated by a persistent sodium current and termineurons, make up the majority of cortical neurons and form a skeleton of the cortical circuit (Braitenberg and nated by a voltage-gated potassium current (Y. Yaari, Hebrew University). In rat sensorimotor or frontal cortex, Schü zt, 1991). Nevertheless, the smaller population of inhibitory cells, the vast majority of which are interneusubthreshold oscillations can be generated by different mechanisms: at hyperpolarized membrane potentials, rons, profoundly affect overall cortical excitability as well as the specific functions of microcircuits. Anatomi-2-5 Hz oscillations are mediated by I H currents, while at more depolarized potentials, higher frequency oscillacally, there is a wide variety of inhibitory interneurons (Buhl, De Felipe). A given class of inhibitory neurons tions are maintained by a slowly inactivating potassium channel (B. Hutcheon, University of British Columbia contacts a variety of cells types (divergence), and a given cortical neuron can receive synaptic inputs from and Y. Yarom, Hebrew University). Finally, in rat motor cortex, a rebound excitation produced by the removal several different types of interneurons (convergence). Each class of inhibitory neurons appears to make charof inactivation of T-type calcium channels produces a low-threshold calcium spike that contributes to a short acteristic patterns of synaptic contacts onto different types of target cells (Buhl), a situation reminiscent of oscillatory response (Connors) .
Oscillatory responses in vivo may be important for the synaptic relations displayed by thalamocortical and other extrinsic afferents (White) . Taken together, these encoding sensory stimuli and for regulating states of arousal that provide internal contexts for their interpretafindings indicate that the basic microcircuits of the neocortex are comprised of interconnected excitatory and tion. During visual stimulation, 70-100 Hz oscillations occur in cat retina and lateral geniculate nucleus, while inhibitory neurons (Thomson, Buhl), many of which also receive monosynaptic inputs from extrinsic sources. in visual cortex, oscillations in the gamma range (30-60 Hz) are prevalent (Singer). The latter can be enhanced Stimulation of mice somatosensory thalamocortical afferents fire inhibitory neurons before the excitatory neuwith electrical stimulation of the mesencephalic reticular formation, which increases the animal's level of arousal.
rons are sufficiently depolarized to reach threshold (Amitai). A similar fast activation of inhibitory interneurons In cat parietotemporal cortex, intracortical and thalamocortical oscillations dominate the temporal dynamics of has been observed in the hippocampus (Miles, 1990) . Thus, the effects of thalamic and perhaps other extrinsic the neuronal responses (Steriade) . While fast oscillations (20-50 Hz) appear during waking state and rapid inputs to the cortex should be considered as a combination of both feed-forward and recurrent EPSPs and eye movement sleep, oscillations Ͻ15 Hz are characteristic of slow-wave sleep (Steriade et al., 1996) . Synchroinhibitory postsynaptic potentials. A tight coupling between excitation and inhibition, even in some pathologinization of thalamic activity appears to depend on corticothalamic input, which constitutes a large component cal states, is suggested by findings in post-traumatic models of epileptogenesis in rat cortex where increased of cortical outflow. Corticofugal projections to sensory relay nuclei may similarly be involved in the synchronizaexcitability is associated with a (seemingly) paradoxical increase in inhibitory postsynaptic potentials (K. Jacobs, tion of activity observed throughout the entire whiskerbarrel pathway in awake behaving rats (Nicolelis, Duke Stanford University). Interestingly, many but not all excitatory synapses on University). Oscillations of ‫8ف‬ Hz precede the onset of whisking and appear first in the cortex, suggesting that inhibitory neurons facilitate with increasing stimulation frequency (Thomson; Buhl), even though the synapses activity originating in the cortex is propagated widely throughout a distributed sensorimotor representation of made by the same neuron on other excitatory neurons depress. This shows that the same axon can form synapthe vibrissae.
How can precise synchronization be achieved among tic terminals with very different functional properties, depending on the target neuron (Thomson; Markram). distant populations of neurons with a sparse connectivity? One possible mechanism would be to phase lock With repetitive stimulation, excitatory neurons also display a slow sodium channel inactivation (I. Fleidervish, oscillations of the spike trains produced by distant neurons (Singer). It is not clear how an oscillation can be Ben Gurion University). Thus, the excitability of an individual neuron within a microcircuit is strongly detersynchronized over a wide network of neurons that are connected through series of synapses, which have mined by its immediate preceding synaptic and spiking activity. This could serve to fractionate functionally large built-in conduction and synaptic delays. In computer populations of linked excitatory neurons into smaller which in adults is mediated by AMPA receptors. One possible solution to this paradox may lie in the depolarizsubnetworks. Cortical dynamics are also strongly influenced by inhibition over longer timescales. Clipping all ing action of GABA. As in developing hippocampus (Ben-Ari et al., 1989; Cherubini et al., 1991 ; Hanse et al., but two mystacial whiskers causes several days of sensory deprivation and produces a "filling in" of cortical 1997), GABA exerts an excitatory effect in the neonatal barrel cortex (Yuste and Katz, 1991) , most likely due to territory of the clipped whiskers by the intact ones (Diamond, University of Trieste). The mechanism underlying a depolarized equilibrium potential for chloride (LoTurco et al., 1995) . In fact, depolarizing disynaptic GABA rethis plasticity is thought to involve disinhibition-induced unmasking and subsequent strengthening of weak or sponses are triggered in neonatal barrel cortex after thalamic stimulation (A. Agmon, University of West Virlatent excitatory connections between barrel columns. ginia). The depolarization appears sufficient to relieve the magnesium blockade of NMDA receptors in the abBarrel Development: NMDA and sence of AMPA receptors. Alternatively, a class of voltDepolarizing GABA age-insensitive NMDA receptors could provide a means The advantages of using the rodent barrel field as an for activating "silent" NMDA synapses. experimental model are particularly evident in developmental studies. Like the visual cortex of cats and monkeys (Wiesel, 1982) , the development of barrel cortex Synaptic Plasticity and Learning Rules Many studies of synaptic plasticity in barrel cortex have undergoes a critical period that appears to depend on both activity-dependent and -independent processes employed the paradigms of long-term potentiation and depression. As in hippocampus, results are consistent (Jones and Diamond, 1995; Killackey et al., 1995) . The development of synaptic populations in murine barrel with a Hebbian-type learning rule wherein coincident activation of pre-and postsynaptic neurons leads to an is being characterized quantitatively using thin-section electron microscopy (White) . These studies reveal that, increase in synaptic strength (Bear; Malenka). Also like hippocampal neurons, a cortical cell can display a although both asymmetric and symmetric synapses increase monotonically during the first few postnatal days, decrease in synaptic efficacy if it is activated in the absence of presynaptic activity (Bear; Malenka). This there is a dramatic increase in their numbers beginning at 9 days, corresponding to the period when the animals bidirectional effect, predicted by the BCM theory (Bienenstock et al., 1982) , is present in the visual cortex of first begin to make normal patterns of whisking. Interestingly, the sharp increase in inhibitory synapses follows kittens and may contribute to ocular dominance plasticity (Bear). In mice, chronic whisker plucking leads to the rise in asymmetric synapses by 1 day. Early thalamocortical synapses are glutaminergic and are dominated morphologic alterations in spine heads postsynaptic to thalamocortical afferents, indicating that, under some by NMDA receptors (R. Malenka, University of California, San Francisco). Because of the relative absence of conditions, activity-dependent alterations in synaptic function can have clear structural counterparts (G. Ben-AMPA receptors, these young synapses are initially silent. Long-term potentiation can be elicited in neonatal Shalom, Ben Gurion University). Examples of both types of synaptic changes can be thalamocortical slices, but only until about day 9, a time frame corresponding to a critical period during which observed in synaptically connected layer V neurons from rats (Markram). When back-propagating action potenbarrel formation can be affected by damage to the whisker nerves (Malenka; Van der Loos and Woolsey, tials in the postsynaptic cell coincide with EPSPs triggered by the firing of presynaptic neurons, long-term 1973). It was proposed that the loss of the ability to induce long-term potentiation in thalamocortical synpotentiation occurs. If the back-propagating spikes arrive in the dendrite before the EPSPs, however, longapses and the end of the critical period for barrel development are due to the increasing numbers of functional term depression results. The mechanism underlying these effects is thought to be the influx of calcium into AMPA receptors ("ampafication") at these synapses.
Horizontal cortico-cortical connections in the barspines, with lower accumulations producing synaptic depression and higher accumulations mediating potenrelfield also have a critical period of development which may be regulated by neuronal activity. Transection of tiation (Lisman, 1989) . In agreement with this, high, supralinear calcium accumulations can be measured in the infraorbital nerve dramatically reduces the level of activity in the barrelfield and leads to an arrested develspines of CA1 neurons when back-propagating spikes and EPSPs coincide (Yuste, Columbia University) . The opment of the supragranular axonal projections that link neighboring barrel columns. The effect can also be prosupralinear influxes are specific to the spines receiving the EPSPs and may constitute a form of chemical comduced by chronic blockade of cortical NMDA receptors (Woolsey) . The findings are similar to results from kitten putation of the temporal coincidence of the input and output of the cell. Changes in calcium, triggered by visual cortex, where ocular dominance development can be arrested by NMDA antagonists. Ocular dominance release from intracellular stores, may mediate other forms of long-term plasticity, such as the muscarinic development may also depend on long-term depression, suggesting that activity-dependent synapse modipotentiation of EPSPs in CA1 neurons (M. Segal, Weizmann Institute). fication is bidirectional (Singer; M. Bear, Brown University).
These experiments suggest an important role for backpropagating spikes in short-term synaptic changes. The The preponderance of NMDA receptors in developing thalamocortical systems raises the question of how the back-propagating spike, which is sodium dependent, is itself regulated by activity because the occurrence of a postsynaptic neurons become depolarized, a function
