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ABSTRACT 
We have taken up the challenge of integrating 
telemanipulation technology and autonomous system 
technology. We are seeking methods for integration 
at a fundamental rather than an ad-hoc level. We 
believe that success in this effort can open up new 
space and defense applications now beyond reach of 
either technology alone. 
In our presentation at this symposium, we 
introduce a series of concepts for "tele-autonomous" 
systems. The concepts involve new system 
architectures and associated new system interface 
controls including "time clutches", "position 
clutches" and "time brakes". 
v 
Takeq together, the concepts enable effective, 
efficient intermingling of real-time cognition and 
manipulation tasks performed by either humans or 
machines. The concepts also yield simple mechanisms 
and protocols for handoffs of such tasks between 
multiple agents. 
In this presentation we focus primarily on the 
tutorial introduction of the basic tele-automation 
concepts. We then briefly describe our environment 
for exploring this new technology and the results of 
our initial experiments. Further details concerning 
tele-autonomous system architecture and our initial 
experimental results can be found in an attached 
reference [CON87]. 
?lis presentation is based on recent work described in a 
paper [CON871 to be published in the Proceedings of the IEEE 
International Conference on Robotics and Automation, March 
30, 1987. A preprint of that paper is included with this 
AIAAINASANSAF Symposium preprint. Our presentation is - funhcr supplemented with a University of Michigan Robotics 
Research Laboratory videorepon [CON87a]. 
Copyright 0 1 9 8 7  by the iimeriran 
I n S t i t u t e  of Aeronautic4 and 
Astronaut ics ,  Inc. All r z g h t s  
reserved. 
INTRODUCTION 
We are seeking simple, generic methods for 
intermingling and integrating telemanipulation and 
autonomous systems technology. Now, you might 
ask, why would we want to do that? 
First, we wish to provide more effective systems 
for autonomous environmental manipulation. 
Consider an AI cognition system embedded within an 
overall perception-cognition-action system. Many 
tasks of interest will involve perception- cognition- 
action computing delays on the order of fractions of a 
second or seconds. How can we deal with such 
delays, when the basic behavioral acts to be done to 
complete a manipulation task themselves require only 
on the order of fractions of a second or seconds? 
Presently we require substantial environmental 
knowledge and then piece together preprogrammed 
forms of interactions to cope with such delays. When 
that isn't possible, we fall back on a rather halting, 
stumbling form of perceive-thiik-act cycling, where 
the perception to action delays are contained in each 
basic behavioral act. Could we get around this 
somehow? After all, animals often perform 
manipulations with the aid of visualizations out just in 
front of their real time actions. Could we mechanize 
something like that? 
The second challenge is to provide protocols for 
the interaction between multiple autonomous 
manipulation agents. Consider an ALV driving down 
a remote road. It suddenly encounters uncertain 
footing, and doesn't have sufficient exploratory 
behaviors and learning capabilities to get itself out of 
trouble. We know that AI will not soon be able to 
handle all the cognitive tasks and especially not all the 
manipulation tasks to get an ALV out of this kind of 
trouble. But how can we enable a human to easily 
"slip into the cockpit" and take over in mid-manuever 
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in such situations? How are they to perceive the local 
Ydsk goals and judge whether they are making 
progress towards them? And how are they to hand 
the task back to the machine? 
This intriguing example illustrates the need to 
bridge the gap between direct human control and A I  
control of manipulation systems, and the need for 
handoff protocols between autonomous agents, 
whether human or machine. It is suggestive of the 
larger space of such examples, many of which are 
emerging in the machine intelligence research 
programs now underway under DARPA's Strategic 
Computing Initiative [DAR83], and emerging as a 
result of NASA space station automation activities. 
The basic cha!lenge in such examples is how to 
structure the actions and interactions of intelligent, 
goal-seeking systems when their activities are at least 
in part based on their physical manipulations of their 
environment rather than simply on symbolic 
communication. The challenge is how to mediate the 
interactions of cognitive agents that are embedded in 
perception-cognition-action systems. 
Certainly there are a lot of ad-hoc, task-specific 
systems being built that do interact effectively in very 
narrow contexts. But such ad-hoc systems, while 
individually useful, do not readily generalize to 
provide a basis for others to build upon. Could we 
find some simple, general ways to think about the 
problem? Could there be some basic, generic 
protocols on top of which we could construct more 
uniform systems? We think the answer to these 
questions is yes. 
BASIC TELE-AUTOMATION CONTROLS 
We now present a sequence of interface control 
concepts that collectively enable efficient control of 
manipulation tasks and that enable simple protocols 
for exchange of such tasks between control agents. 
This paper focusses on tutorial development of the 
basic functional ideas. For details on architectures to 
mechanize these concepts, see [CON871. 
We begin by looking via video link over the 
shoulder of a telerobotic manipulator, and 
controlling the manipulator via a joystick as shown in 
Figure 1. We are to perform the simple task of 
touching in sequence each of a series of boxes. This 
task's difficulty is some function of the ratio of the 
distance between consecutive boxes and the sizes of 
the boxes. The difficulty can be vaned easily, and we 
can undertake various trials of performance as a 
function of system parameters. For example, we 
could do some simple trials to see if the time to 
complete the task is a logarithmic function of D/S, as 
in Fitt's Law ICAR831. 
- 
Figure 1. Visualizing a tcmotc manipulation task 
Coping with Time Delay 
Because of our interest in remote space and 
defense systems, we visualize trying the same 
manipulation with a time delay inserted into the 
return video path. We find that the telerobot's 
motions then tend to be rather slow and jerky. The 
operator must move a little and then wait through the 
time delay to see what happened. As an illustration of 
this point, observe in the video-report the telerobot 
performing the manipulation task with no delay and 
then with a 2.0 second delay. The difficulties 
introduced by the time delay are quite noticeable. 
The time to complete the task is greatly extended. 
(Note that for convenience, we display a model of the 
telerobot using a Silicon Graphics IRIS workstation. 
The model is driven by the actual joint angles of the 
telerobot, and is thus equivalent to observing video of 
the real telerobot for our purposes here). 
To overcome the time delay problem, Noyes and 
Sheridan [NOY841 have suggested that the operator 
control a local simulation of the telerobot, with the 
control signals then sent in parallel to the simulation 
and the remote telerobot. The simulation is then 
displayed superimposed over the return video. In this 
way the operator can "see" the effects of the control 
immediately without having to fully wait for the 
return signal from the telerobot. As a result, task 
time is reduced to nearly that of the no-delay case. 
(Noyes's and Sheridan's concept is further sketched 
in figures 2.1. and 2.2 in [CON87]). 
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Figure 2 presents a visualization of telerobotic 
manipulation using a forward simulation to cope with 
the time delay, as does the next segment in the 
video-report. The wire frame is the forward 
simulation that directly responds to operator control, 
and the solid frame represents the time delayed image 
of the real telerobot. Much faster and smoother 
control is achieved, as is evident in the videotape. 
This is a first step towards evolving machine 
manipulation visualization, since the visualization 
could help cope not only with communication delays, 
but also with computational delays within a 
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Figure 2. Visualizing manipulation through 
a time delay using forward simulation. 
The  Time Clutch 
But, this first exploitation of real-time forward 
simulation is only the beginning. Forward simulation 
can also be exploited even if we don't have a 
communications time delay. To do this, we introduce 
the concept of a "time clutch to disengage synchrony 
between operator specification time and telerobot 
manipulation time during path specification. Our 
hypothesis is that operators can often think of and 
generate a path segment more quickly than the 
telerobot can follow it. Once generated, such a path 
segment can then be followed more quickly by the 
robot than would be the case if the robot were 
time-synchronized to the specification process; with 
time synchrony disengaged, the robot can steadily 
proceed at nearly its maximum rate, subject of course 
to error limits and hard constraints. 
An overall diagram of the basic system 
architecture including the time clutch is contained in 
figure 3.1 in [CON87]. Figure 3 in this presentation 
shows a patb being generated well out in advance of 
the actual robot by an operator using forward 
simulation with time clutch disengaged. The 
associated video-report also demonstrates the effects 
of disengaging the time clutch; if you put a stop watch 
on the action, you will measure a significant speed up 
of the real telerobot's motion from that obtained 
using forward simulation alone. 
This step in the evolution of machine 
manipulation visualization enables the cognitive agent 
to "look and think ahead  of the manipulation under 
control, with the look-ahead time being elastic, and 
not just a fixed internal or external system time delay. 
The implementation of this new capability requires 
only a simple mutation of the forward simulation 
previously used for coping with a time delay. 
Figure 3. Rapid manipulation path generation using 
forward simulation with time clutch. 
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The Position Clutch 
We next introduce the concept of a "position 
clutch" which enables a disengagement of position 
synchrony between simulator and manipulator path 
(see figure 3.1 in [CON871 for system diagram). We 
hypothesize that faster, shorter, cleaner paths can be 
generated on difficult tasks using this control, This 
idea is illustrated in Figure 4, which shows the use of 
the position clutch to disengage from path generation 
during a close approach to a difficult manipulation 
(in this case, touching a small object). 
Figure 4. Using the position clutch to cope with 
a more difficult manipulation. 
Suppose, for example, that the operator had 
arrived (in the simulation) at point A ahead of time 
by using the time clutch. The position clutch can then 
be disengaged, stopping the output from the operator 
control from going to the real telerobot - - it will 
only go to the simulation. When the forward 
simulator is in good position, the position clutch will 
be reengaged, causing a short, smooth path to be 
inserted that links to the earlier path. This avoids 
inclusion of jittery prepositioning movements in the 
final path to be followed. Fulther, the time spent by 
the operator in achieving the proper position will not 
be incurred by the real telerobot since these motions 
were "clipped" out of the path sent to the telerobot. 
The operator has thus used up some of the time 
saved through use of the time clutch, with the result 
that the overall task time of the telerobot is reduce 
still further. The next segment in the video-report 
illustrates this point. This level of manipulation 
visualization corresponds to quick "visualizations and 
visualized trials of multiple alternatives" prior to 
committment to action, and its implementation 
requires only another simple mutation of the basic 
forward simulation capability. 
The  Time Brake 
To handle contingencies and erron we introduce 
the concept of a time brake. m i s  control can be used 
to deal with situations such as something falling over 
a previously generated path, as illustrated by the "X" 
in Figure 5. In Figure 5 we see the time brake being 
applied and the forward-simulated manipulator 
backing down the path (in a race to get on the other 
side of the obstacle before the real system gets there). 
See figure 3.1 and the text in [CON871 for the 
associated system architectural concepts. The next 
segment of the video-report demonstrates the 
application of the time brake. 
Figure 5. Using time brake to handle a contingency. 
L 
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This aspect of visualization corresponds to seeing 
something about to happen that will interrupt an 
action previously visualized but not yet underway. If 
it had gotten underway, or is allowed to get 
underway, the system will have to deal with it 
through local reflex action or crash. But if visualized 
in time, the cognitive agent can withdraw the action 
using the time brake. 
- 
TASK HANDOFFS AND RENDEZVOUS 
These basic tele-autonomous system interface 
controls enable  us to  greatly improve 
telemanipulation performances, as we'll see in the 
discussion of our initial experimental results. But the 
controls do more than that. They also provide the 
basis for a simple, elegant protocol for hand-offs and 
rendezvous of tasks between different control agents. 
Imagine two operators, one in control of the 
telerobot and the other about to take over in relief of 
the first. Each operator would be in control of a 
simulation of the the telerobot, but only the controls 
signals of the first would be sent to the real telerobot. 
The relief operator would, with position clutch 
disengaged, guide hisher simulation as close to the 
first operator's as possible (or as close as required, as 
a function of the interpolation and smoothing 
methods to be used in the rendezvous). The first 
operator then disengages their position clutch, 
leaving the path "hanging". Figure 6 shows this 
moment in the interaction. 
- 
The second operator then engages their position 
clutch, rendezvousing with the path and taking 
control of future path generation. When the actual 
manipulator passes over this path segment, it will do 
so smoothly and will not notice that a change of 
control agent has occurred in mid-manuever. We 
can again find interesting biological analogies to this 
visualization situation. For example, consider the 
interactions among basketball players as they 
previsualize fast-paced multiplayer interactions. 
We believe that this simple protocol can be built 
upon to mechanize quite a wide range of 
manipulation interactions between autonomous 
agents. See for example the discussions in [CON871 
concerning the various scenarios of "student pilot and 
instructor pilot", where we consider handoffs of 
manipulation and cognition tasks among humans, 
between humans and machines, and among machines. 
Figure 6. Using time and position clutches to 
handoff task to another forward simulation agent. 
INITIAL EXPERIMENTS AND RESULTS 
The manipulation tasks in our initial experimental 
trials consisted of having the telerobot touch a series 
of boxes of size S, each separated by a distance D. By 
varying D and S we produced tasks over a range of 
diffficulties. Our goals were to test our hypotheses 
that the time and position clutches can improve the 
overall manipulation performance, and also to study 
the detailed functional relationship of task time vs 
task difficulty over a range of system parameter 
values. Analyses of such relationships may lead to 
principles for the design of future tele-autonomous 
manipulator systems. 
We can take a closer look at our experimental 
setup in the video-report. You'll notice the solid 
robot image on the Silicon Graphics IRIS display 
corresponds to the real robot. To simulate the effects 
of communication delays, we insert a time delay in 
transmissions of information between the user 
control and the real telerobot. The user controls the 
telerobot through a joystick. The time and position 
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clutches and the brake are foot pedals on the floor. 
While either of the clutches is depressed, the 
corresponding synchrony is disengaged, and while 
the brake is depressed, the simulation backs up in 
time toward the real telerobot's position. 
Each square block to be touched is placed a fixed 
distance D from its predecessor, but at a randomly 
determined angle. The tests were performed across a 
a number of subjects, each performing each test a 
number of times with different random placements of 
the blocks. Results were first obtained with and 
without time delays for direct tele-manipulation 
(with no forward simulation), providing baselines 
for the remaining trials of the different modes of 
operation over a range of system parameters. The 
principle system parameters varied during these 
trials were: 
among those interested in human-computer 
interaction, robotics, and artificial intelligence. 
There are also challenges and opportunities 
concerning provision of appropriate experimental 
environments for such work in the larger research 
community. The provision of shared access to 
remote telemanipulation facilities might enable more 
researchers to collaborate on the evolution of such 
new technologies [CON87]. 
- 
SUMMARY 
We have begun to explore the integration of 
telemanipulation and autonomous system technology. 
We have created new concepts that enable substantial 
telemanipulation task performance improvements. 
These improvements are applicable to manipulations .. .~. 
controlled by humans or b y  machines. Our initial 
(i) Difficulty ratio D E ,  
(ii) Manipulation size scale D, 
(iii) Communication delay time, 
(iv) Mode of operation (wiWwo clutches), 
(v) Robot joint angular velocity limits. 
The resulting data on operator task specification 
times and robotic manipulation times are summarized 
graphically in figures 5.2 and 5.3 in [CONW]. In 
those figures we see that the times for manipulation in 
presence of delays are substantially reduced by 
forward simulation and then again substantially 
reduced by use of the new tele-automation controls. 
(Substantially means a time improvement of at least a 
factor of two). For some parameter values the use of 
the time clutch enabled operators to move out far 
ahead of the following telerobot. The use of the 
position clutch enabled operators to produce shorter 
manipulation path lengths on complex tasks. 
Demonstrations of these trials and also of handoffs 
using the position clutch are shown in the 
video-report. Refer to [CON871 for a detailed 
presentation and analysis of our experimental results. 
RESEARCH PLANS AND ISSUES 
We are  augmenting our experimental  
environment to enable trials using additional forms 
of telerobotic manipulators and manipulation 
interface controls. We are further analyzing the 
sensory-cognitive-motor dynamics of the 
human-machine combination in efforts to generate 
additional testable hypotheses regarding factors 
affecting performance. We are also planning trials of 
simple autonomous activity, with the manipulations 
and handoffs being done under the control of AI 
planning programs. 
This early tele-automation work suggests many 
opportunities for new interdisciplinary interactions 
hypotheses concerning performance improvements 
are well supported by our initial experiments. We 
have also demonstrated that the new concepts also 
enable simple, elegant protocols for handoffs of 
manipulation tasks between autonomous agents. We 
believe that a number of useful new space and defense 
applications can be based upon these concepts. 
REFERENCES 
[CAR831 Card, S . ,  Moran, T. and Newell, A., 
The Psychology of Human-Computer Interaction, 
Lawrence Elbaum Assoc., Hillsdale, NJ, 1983. 
[CON871 Conway, L, Volz, R. and Walker, M., 
"Tele-Autonomous Systems: Methods and 
Architectures for Intermingling Autonomous and 
Telerobotic Technology", Proceedings of the IEEE 
International Conference on Robotics and 
Automation, March 30, 1987. 
[CON87a] Conway, L., Volz, R. and Walker, M., 
"New Concepts in Tele-Autonomous Systems", 
Robotics Research Laboratory Video-Report, 
University of Michigan, February, 1987. 
[DAR83] DARPA, Strategic Computing: New 
Generation Computing Technology - A Strategic 
Plan for its Development and Application to Critical 
Problems in Defense, Defense Advanced Research 
Projects Agency, Arlington VA, October 28, 1983. 
[NOY84] Noyes, M. and Sheridan, T., "A Novel 
Predictor for Telemanipulation through a 
Time-Delay", Proc. of the Annual Conference on 
Manual Control, NASA Arnes Research Center, 
Moffett Field, CA , 1984. 
L 
6 
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ABSTRACT 
As a result of recent advances in  artificial intelligence, 
human cognitive modelling, autonomous systems and 
telerobotics. there is an opponunity to broaden our concepts of 
technology for projecting action at a distance. We draw on 
these advances to develop a conceptual and architectural 
framework that enables efficient projection in time and space of 
intermingled manipulation and cognition taks. 
Where AI-based autonomous systems have previously 
been concerned with human supervisory intervention primarily 
at a cognitive level, we add methods for rendezvous. capture 
and rehandoff of embedded manipulation tasks. Where 
telerobotics has been concerned with the projection of 
sensory-motor manipulation. we add the projection of cognitive 
processing. Thus extended, the two technologies mirror one 
another and merge into one of "tele-autonomous systems". 
We introduce notions of how the-sensory, cognitive and 
motor functions of tele-autonomous systems can be factored 
and transferred back and fonh between human and machine. 
We illustrate how the times to complete tele-autonomous tasks 
can be reduced through time and space constraint relaxations 
effected through simple controls: We employ the concepts of 
forward simulation and predictor display, augmented by "time 
and position clutches". "time ratio controls" and "time brakes", 
to control the resulting manipulation paths and event 
transitions. We sketch some generic architectural and human 
interface implications of these methods. Finally, we describe 
our environment for exploring these methods and the results of 
some recent expenments. 
~- 
I. MlRODUCllON 
In this paper we draw on recent research advances in 
autonomous systems and telerobotics, and develop a 
framework for an integrated technology that enables efficient 
projection in time and space of intermingled manipulative and 
cognitive tasks. The technology builds a bridge between 
telerobotics and intelligent autonomous systems by providing 
methods for controlling real-time transitions between human 
and machine conhol of remote events. 
In this introductory scction we reflect on the paradigms of 
the telerobotics and autonomous systems research 
communities. We illustrate gaps in the two paradigms. and 
opportunities for technology integration. by describing practical 
tasks humans CUI do that would be hard to implement with 
either rechnology alone. 
In the later sections of the paper ue  intrrxluce functional 
ionrrprs  and terminology for "relc.autonomoua" 31 
"irle-automarion technnlogy. W e  present xchitectural and 
control methods for implementing thew concepts. discu\s our 
experimental enwronmcnt for exploring thcsc conccptc. and 
finally present the result% of some recent cxperiments. 
I .  I PardJigni% of Trlerohotiss 
Cp r i l l  nou the concerns of the telerobtics sommunit) 
have been primarily rhoce uf hr. rnhoticist and control theorisr, 
dcaling with sensmg the physical environment. measuring 
positions. forces. and accelerations. and responding with 
movements and forcer to directly manipulate the physical 
environment. The human probides the cognitive pouer of the 
system, with the human'c censory-motor prosejsing 
internledisled and projected at a distance by the machine. 
The coin of the telerobotics realm is manipulation. 
Support for telerobotiss has come primaril) from DOE for 
projection of manipulation capability into hazardous 
environments Support has also come from NASA for 
projection of manipulation into the space cnvironment, ?nd 
from Dol) for undersea dpplicitions. When telerobotiasts 
discuss the projection of 'autonomous intslligence' to remote 
tne:hanisms, the projected capabilities are usually envisioned 
as programs that can be invoked to independently carry out 
physical manipulation tasks whtle the human nmains in contact 
md control at a supeMwty level [SHE861 
A common goal of teleroboiicr research is the production 
of as realistic a sense of mmme telepresence and teleconrml for 
he h u r m n  operator as possible. given physical consmints such 
as communication delay times [NOY84, SHE861. The goal is 
to enahlc operators 10 do as nearly as well at manipulation tasks 
xs they could do if physically present at the remote location. 
I 2 Pwddigms of Autonomous Systems 
Within the past few years, the U. S .  Department of 
Defense has been supporting a rapidly growing autonomous 
systems research community [DARS3. DAV851. This 
community's concerns are those of computer scientists and 
artificial intelligence researchers working to produce self 
contained, mobile platforms, such as the Autonomous Land 
Vehicle (ALV) [MAR861 and various autonomous undersea 
vehicles, that can maneuver around and employ machine 
cognition to seek high-level goals in their environments. The 
focus is on mechanization of sufficient cognitive power to 
achieve interesting g d s .  such as complex route planning and 
replanning to effect r e c ~ ~ a i r a n ~ c  or force projccaon missions, 
i - Paper to be presented at the 1987 IEEE International Conference on Robotics and Automation. 
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and on providing sufficient perception and maneuvering 
capability to do things like follow roads, avoid obstacles, and 
find things in the environment [DAR83, MAR861. 
Given present limitations and computational complexity of 
self-contained machine perception (such as machine vision), 
the sensory-motor aspects of autonomous systems technology 
are currently rather crude when compared to telerobotics, 
which can exploit human perception. The community thus 
tends to focus on widening the exploitation of machine 
cognition on tasks that are feasible given the envelope of 
available perception technology, conducting a parallel effort on 
incremental enhancement of perception technology performance 
[MAR86]. The coin of this realm is cognition, and cognitive 
interaction with the environment at a symbolic level. 
A common goal of autonomous systems research is the 
mechanization of cognition and the associated task-dependent 
knowledge systems so that the remote machine is as smart, 
robust, knowledgeable and persistent as a human might be in 
attempting to cany out its mission. Since the focus of the work 
is on autonomy, human supervision or interaction is seldom 
stressed. When the notion of supervisory control appears in 
autonomous systems, it usually is concerned with having the 
human intervene if the system is ',not smart enough" to 
cognitively handle a given situation [MAR861. 
I .3. Illustrative task examples. 
The following task examples shed light on our problem 
space, and suggest opportunities and methods for blending 
telerobotics and autonomous systems. Consider text editing on 
a workstation. A human operator can often envision and 
generate the command sequence to achieve a local goal much 
faster than the workstation can effect the screen manipulation. 
Thus the human may quickly "type or mouse ahead" (assuming 
the control stream can be buffered). then shift their cognitive or 
manipulation attention to the task to be done when the machine 
catches up (CAR831. In contrast, in teleoperation systems the 
operator is often "slaved in real-time" to the local and remote 
sensory-motor apparatus. Can we imagine a telerobotic 
An extension of "type ahead occurs when the operator 
has constructed their own, perhaps intelligent, high-level 
commands such as "son this list", or "send a message to X to 
get the address of Y .  The operator may then type ahead at a 
rather high level. with each command in  the sequence 
performing not just physical manipulations but also elaborate 
symbolic manipulations of the environment to eventually 
produce the text. Again, can we imagine a telerobtic analogy? 
Or, imagine that you are learning to fly in aircliift that has 
dual controls. On a given flight your cognition may be just 
fine, but you suddenly fail to manage a manipulation task, and 
the insmctor takes over. By analogy, an autonomous system 
might be doing tine in its cognitive tasks. but might need 
occasional human help in its "lower-level" manipulation tasks. 
For example, an ALV might run off the road and get stuck. and 
require a skilled "teledriver" to free it; this is quite a different 
form of intervention than the "mental" supervisory intervention 
usually envisioned by ALV'en. 
analogy to type-ahead? 
The dual-conuolled aircraft story yields several scenarios 
that have interesting autonomous system analogues. The 
instructor can coach the student on various sensory-motor 
manipulation tasks, and on various cognitive tasks such as 
interpreting instrument readings. Visualize the piloting coach 
as a human supervisor, and the student as a remote 
autonomous system: The wach can take over either cognition 
(correcting an instrumentation interpetation) or take over 
lower-level manipulation (prevent an unwanted stall). There is 
a matrix of possible division of responsibilities. Sensing, 
thinking, and acting can be separately assigned and reasigned 
at any moment to either the supervisor or the systein. 
But what are the embedded protocols that make such 
human practices feasible? What shared knowledge is involved? 
Flow are the transitions performed? How do both student and 
coach know who's doing what at any moment? To make the 
picture even more interesting, consider the fact that the overall 
system has full duality: the role of coach and student is 
reversible under some situations. Could such insights have 
architectural implications for general autonomous systems? 
1.4. Merging the augmented paradigms 
Can we somehow build a solid bridge between these two 
technologies so as to merge them? We believe the answer is 
yes, as discussed in following sections. We also suggest that 
qualitatively new kinds of functions and new opportunities for 
performance improvement appear as a result. 
w 
2. BASIC TELE-AUTONOMOUS SYSTEM CONCEPTS 
Consider either a teleoperator M a supervised autonornus 
system consisting of (i) a human. and (ii) a machine that is 
partly local to the human and partly at the remote site of 
intended projected activity. Among the concerns of architects 
of such systems are: In specific situations, what is the human 
best at? Worst at? What is the machine best at? Worst at? How 
can we shift control between human and machine to exploit 
these capabilities? Are there generic architectural principles to 
draw on? What are the conseaints on ultimate performance? 
What traditional constraints can we find ways around? In this 
section we will explore these questions to develop step-by-step 
some basic functional concepts for tele-autonomous systems. 
2.1. Expanding the functions of telerobtics 
Let's first reexamine some of the architect's questions 
from the "tele-autonomous" point of view. One important 
constraint on performance in certain key applications is the time 
delay for communications between the local and remote 
system. Noyes and Sheridan [NOY84] have innovated and 
demonstrated a very novel way to cope with such a delay, by 
using a locally situated forward-in-lime telerobot simulator, and 
a graphical "predictor display" overlay of the forward 
simulation onto the fixed-delay return video of remote 
teleoperation (Fig. 2.1). Such forward simulation enables an 
operator to move the controls and immediately visualize the 
effect of control action without waiting for the return video. 
Then experiments show that the time to perform manipulation 
tasks in the presence of communication delays can be reduced 
by exploiting such predictor displays (Fig. 2.2). 
- 
Intervention into an ongoing autonomous manipulation 
task may not be easy, since taking ovw in mid-maneuver may 
involve smoothly effecting a multidimensional control 
rendezvous. You can study a simple form of this situation by 
interacting with the mix control of your autombile. 
But instead of just finding ways to better cope with 
constraints. can we also find ways to relax some constraints? 
SUPPOX WC had a forward simulator and predictor display, but 
were not operating through a large time delay. Although we 
needn't enter commands prior to the observed time of their 
remte  execution, we still might want to do so. and we could 
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Figure 2.1 Using forward simulation and predictor display 
to cope with time delay (after Noyes and Sheridan) 
use a modified version of forward simulation to do so. For 
example, we might be able 10 enter commands a lot faster than 
the telerobot could cany them out, as in "type ahead". 
Graphical overlay of accelerated forward simulation enables us 
w do this, and tn then manage the cognitive limitations of short 
term memory when commanding in advance of observed 
effects. Such simulation can be augmented by including 
kinematic and/or dynamic forward simulation of portions of the 
environment. The result is a son of coordinated "faster than 
real-time recording, and then real-time playback" form of 
manipulation control. 
There appear to be a number of ways that displays of 
simulation overlain onto telerobot video can relax telerobotic 
time-synchrony constraints, yielding possibilities for 
improvements in manipulation time performance. We also 
hypothesize that freeing the operator from the "time-slaving" 
and attention constraining aspects of time-synchronized control 
may make a qualitative difference in the subjective "feel of the 
controls" of such systems, making them more like the 
controlling of one's own limbs. This hypothesis may 
eventually be made testable by defining new measurements of 
performance and fatigue in new forms of telerobotic situations. 
We can also visualize telerobotic manipulation as 
analogous to text editing, in that it is a series of sensory-motor 
limited tasks intennixed with cognitively-limited tasks. Thus in 
some situations we may be able to project intelligent cognitive 
functions into the manipulation world (analogous to the "go 
find the address" command during text editing) while 
continuing direct editing manipulations. Methods that relax the 
constraint of command-tumanipulation time-synchrony might 
enable operators to bener intermix such tasks. 
2.2. Expanding the functions of autonomous systems 
The transfer of cognitive tasks between supcrvising 
human and remote machine is already a pan of the auIOnomouS 
systems paradigm. being based on past anificial intelligence 
work on human machine cooperation in areas like diagnostics, 
design, advising and coaching [HAY83]. Shifts between 
machine and human manipulation while the machine retains 
cognitive control have not usually been considered. However, 
these can now be seen as just a mirror image, role-reversed 
version of the augmented telerobotics descnbed above. Any 
forward simulation, time manipulation and control methods that 
work thew, will apply here also. In both cases we must deal 
with control and human interfacing of rendezvous, capture and 





I Manipulation time, Tm (sec.) 
without forw. sim. 
with forw. sim. 
.O 1.6 3.2 6.4 
Communication time, Tc (set.) 
Figure 2.2 Manipulation time as a function of 
t i n -  delay. Tc. [HASRh. NOY84, SHE861 
As we discover control and human interface methods for 
such manipulation I& transfers, perhaps we can also gain 
insights into how to better smcture the methods for cognitive 
task transfer between human supervisor and autonomous 
system. Those methods are presently rather ad-hoc, being 
based on diverse applications experiences in AI. Finally, there 
is the human interface challenge of presenting "who has 
control, of what, and at what'time and position?" The human 
may set goals into the autonomous system. and then later be 
called on to enter tasks to help the system reach either cognitive 
or manipulation subgoals. Can we use some sort of task lanice 
or tree, to represent and interface the distributed tasks 
underway'towards goals and subgoals? New human computer 
interaction knowledge and technology must be developed to 
support these new possibilities for autonomous systems. 
2.3. Integration of tele-autonomous function. 
The distinctions between telerobotics and autonomous 
systems blur when the technologies are each expanded as 
discussed above. But we don't just get the sum of the two 
technologies. We get a technology with some new dimensions 
for enabling action at a distance. This leads us to wonder if 
we should revise the goal of telerobotics. Could it be possible 
IO project manipulation capabilities to a distance that are better 
in time nerformance than those of the unaided human? ~ ~~~~ 
~ r - ~ ~ ~  
Considerable research will be required to gene% and test 
hypotheses IO determine feasible performance impmvcnicntr 
and limits of such an extended ale-manipulation technology. 
In addition to examining new aspects of robotics and control 
methods, this research will also enter previously unexplored 
xeac in the psychology of humancomputer interfacing. 
3 TEE-AUTONOMOUS SYSTEM ARCHITECTURE 
AND CONTROL METHODS. 
In this section we describe methods for relaxing the 
operator to manipulator time-synchrony constraints usually 
found in telerobotics. me fmt key idea is the use of a 
"time-clutch" to enable disengagement of time synchrony 
during path planning. We extend this idea by adding a 
"position clutch" that allows toward simulation manipulation 
and positioning trials without generating path plans. We 
include a "time-ratio conml", to enable variations in the ratio of 
simulation time to real h e .  We i n d u c e  the concept of a 
"time brake" to allow the forward simulation to be "braked" 
back in timc IO avoid unfomen conungencies. We then 
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provide scenarios of how these new controls might enable 
operators of the augmented systems to achieve considerable 
time improvements in certain manipulation tasks. We also 
suggest how the augmented architectures enable easy 
wansitions of control of cognition and manipulation tasks 
between human and machine, thus enabling integrations and 
minorings of telerobotic and intelligent autonornus functions. 
3. I .  Disengaging time-conaol synchrony using a Time-Clutch 
We build upon the forward simulation and predictor 
display concept of Noyes and Sheridan as follows. Suppose 
we are using a telerobotic system as in Fig. 2.1. We augment 
the system with a control that we call a "Time Clutch. This 
control enables us to disengage the "direct gearing" or time-rate 
(but not absolute time) synchrony of simulated time and 
rea-time, and move the forward simulator ahcad as fast as skill 
and judgement will allow. The predictor display presents a 
forward path as a goal, that is as a sequence of point positions 
to be followed by the system as fast as is feasible. Note that 
the path could be generated subject to some settable mean errw 
parameter. for example as a "tube" of given radius (SUH871. 
The time clutch enables an operator to disengage from 
real-time, and manipulate ahead of the displayed video of the 
real manipulator by working the overlay wire-frame figure of 
the manipulator on the predictor display. Example situations 
where this would have benefit would be during slow 
rnvements of large space smctures and in slow undersea 
vehicle manipulations. The operatorcan thus do the telerobotic 
equivalent of "type-ahead" and then perhaps slow down and 
carefully position for some tricky maneuver. We hypothesize 
that in many manipulation task sequences such time saving 
accumulations and later exploitations will be possible, thus 
reducing overall manipulation task times and also the fraction 
of the task time that requires operator involvement. 
How can we implement the time clutch control? How is 
the system to determine the path as a function of time when the 
clutch is disengaged? The time clutch can be thought of as a 
simple switch used to d e  (x break the connections within the 
kinematicldynamic robot simulation that would normally 
constrain the rate at which the forward simulator could be 
slrwed around in space. When the clutch is engaged. the 
position (or rate) joystick control of the simulator is sampled 
and directly controls the movements of a simulator model 
which is constrained in i s  movement rates and accelerations 3% 
if it were a real robot. A buffer is insened betwccn the 
simulator and the lclerobotic manipulator, to hold the stream of 
sampled position increments as incremental "move to' 
commands (see Fig. 3. I). 
With the time clutch is engaged. the command buffer 
prcscnts a sweam of position points at a fixed sample mte, and 
the telerobot can simply increment its position accordingly. 
But when the time clutch is disengaged. the distance k t u r e n  
Successive path positions may be greater than the lelerohot can 
move in a time sample. and an interpolator is used to generate 
intermediate points along the path. lhis interpulltor can 
always be active. with the only difference in function upon 
disengaging the time clutch being the breaking of \imulator 
contraints on simulator velocities and accelerations. I n  
sophisticated systems where telemanipulatur touch sensing 3nJ 
force-wising Juring interactions uith the cnvironnicnt a e  
reflected hack to the inanipulator operator. diwngwpiirnt of 
the time-clutch must also disengage these reflected furic, 3 r d  
whrtitutc simulatul force$ gcnerated by the simulator. 
1 2 
- 
Disengaging position synchrony using a Position Clutch 
I n  some cares. we may want tu move the foruard 
simulator in  space without sclually sampling the path. fur 
example to pre.position for a complex manipulition. Thus we 
may wish to drwngsgc the siniulator from rccurdrng a n )  
positioning commands. To do this we disengage a 
"Position-Clutch" that d lows  fornard simulation uitliout p t h  
planning. This provides a positioning-synchrony con\traini 
relaxation analogous to thc cxlier time-synchrony relaxation 
In this iase no position information is entered inti, the 
convnand buffer unul the position clutch is reengaged, at uhich 
time the reengagement position is entered into the control 
huffer. and later used by the actual robot in p3th interpuldtiun 
from the previous path position. If the real system catchcp up 
with 3 posiuon.rlutch disengagement point. it hits an "znipty 
mxk" in the command buffer and must wait for funhcr path 
data to enter thr buffer (seer Fig. 3.1). 
,.- 
Figure 3.1: Using time and 
position clutches, time ratio and 
time brake to control forward 
simulation path planning in  a 
tele-autonomous system. 
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Note that the time-clutch can be disengaged while the 
position clutch is engaged. But disengaging the positio? clutch 
overrides any actions of the time clutch. Reengaging the 
time-clutch after an interval of time-saving places the forward 
simulator and predictor display in much the same relationship 
to the remote unit as when operating through a time delay, with 
the operator directly generating a synchronized time and 
position aajectory in advance of the return video. In ,all these 
cases, use of time and position clutches can be supenmposed 
over tinic delays in  the communications between !he local and 
remote machines (assuming adequate buffer capaclty). 
The command buffer can be constructed to hold more 
complex commands (in parallel) than just simple moves, 
enabling the operator to mark certain path positions as places 
where an embedded task is to be done. For example, suppose a 
switch must be pushed at ?me point along a path: and that the 
manipulation program for switch pushing resides in the remote 
controller. The operator might just mark the spot on the path 
when the forward simulator reached the switch (momentarily 
disengaging the time and position clutches and manipulating a 
screen menu entry signifying switch pushing). The telerobot 
manipulator (or remote vehicle, etc.) would then execute the 
task when it arrived at that p i n t  on the real path, i.e., when 
that path information emerged fmm the command buffer. 
3.3. Scenario showing use of the Time and Position Clutches 
A shon scenario for using the two clutches follows: We 
perform a complex maneuver with clutches engaged. We then 
disengage the time-clutch to quickly hop over a series of simple 
manipulation movements, such as pushing a series of switches. 
A faint "smokemil" superimposes the forward simulation path 
over the return video display, helping us visualize our progress 
along the chosen path. Having saved some time, we then 
disengage lhe position clutch, and by mal and error movemen& 
position our manipulator in simulation to be at the right place to 
- begin a complex maneuver. During this phase, the 
simulation-generated manipulator image moves on the display. 
hut leaves no "smoketrail" of a committed path. Upon 
reaching the correct position and orientation to begin the next 
maneuver, we reengage both clutches (the "smoketrail will now 
display the new interpolated path segment) and wait for the 
remote system IO catch up. We then begin the maneuver. In 
this way we (i) save some time, (ii) use the time saved to later 
preposition for another action, (iii) avoid taking the actual 
remote system through complex, manipulatively unnecessary 
prepositioning movements, and (iv) do this all in a natural way 
t'uough simple controls. 
Note that the following of paths generated during 
time-clutch disengagements can be done by crude methods 
such as simple interpolations while keeping movements slow 
enough to avoid mbot rate limits. Or i t  could be done by 
sophisticated methods that take into account the full dynamics 
of the situation and drive the remote telembot at nearIy its 
maximum feasible rate along the path, given specific actuator 
limits and desired mean-emr limits. This defines a large 
tradeoff space in the computational complexity of trajectory 
generation vs the time-performance and robustness of the 
resulting manipulation. 
3.4 Time-Ratio Control. 
So far we have implied a 1:l ratio of forwad simulation 
time to real time when a tele-autonomous system is operated in 
time-synchronized mode (time clutch engaged). This needn't 
be the case. For example. we might be able to operate the 
simulator much faster than the telembM can follow, and wish 
-.. 
to plan the path sequence in a synchronized. but scaled, time. 
So instead of using the time-clutch to disengage time 
synchrony, we might want to establish a low time-ratio 
between simulated and real time. But there also might be tasks 
that the telerobt can do far more rapidly than we could 
prescribe with the simulator. In those situations, if we had 
"saved up" some time, we could establish a high time-ratio of 
simulated time to real time and slowly perform a maneuver to 
be later done very rapidly by the telerobot (when i t  catches up 
to that section of the path). 
These "time-ratio" scalings relating real-time to simulated 
time can be easily implemented and then ConDoUed by allowing 
a change of time-mtio while the time-clutch is disengaged 
(analogous to changing the gear-ratio of a vehicle while the 
clutch is disengaged). The time-ratio then holds its new value 
until changed again during a later time-clutch disengagement. 
Time-ratio scaling should not be confused with operating while 
the time clutch is disengaged (where no fixed relationship is 
specified between simulator time to generate a path an6 
telerobot time to follow the path). 
7.5 Handlmg of contingencies by using Time Brakes 
What are we to do if we are forward simulating way out 
in front of the telemanipulator and suddenly see (in return 
video) something intrude into the planned path of the 
manipulator? To handle such simple contingencies, we 
i n m d w  a mechanism we call a "Tim Brake". Depression of 
the time brake disengages the clutches and "decelerates 
simulated time" by incrementally extracting (LIFO) previously 
generated position commands from the command buffer. The 
forward simulator is correspondingly moved in reverse back 
down the path. This allows the operator to r o v e  (as quickly as 
desired) hack in time along the forward simulation path until 
located in space on the earlier side of the obstacle. We also 
provide an "emergency brake" that "immediately" empties the 
command buffer and halts the telemanipulator (subject, of 
course, to overshoots due to manipulator compliance and/or 
dynamic consmint management, and to races against 1R Tc). 
3.6. Manipulation and cognition control-transitions and their 
minurings in telembotic and supervised autonomous systems 
The control methods described in this paper enable simple 
and smooth handoffs from local human teleoperation control IO 
and from remote machine manipulation control (using 
downloaded manipulation commands). But they also provide a 
base-level protocol that enables easy mechanizations of the 
other types of transitions from local-control by human or 
machine of cognition-or-manipulation, to local-or-remote 
machine control of manipulation-or-cognition. Seen this way, 
the augmented telwpration and autonomous systems m h r  
into one another to became lele-autonomous systems. Human 
or machine agents on "either side of the mirror" can exploit 
similar forward simulation and conhul handoff methcds. 
We hypothesize that human operators of this technology 
can learn to accomplish graceful and efficient hand-offs, 
rendezvous and recaptures of real-time thinking and 
manipulation tasks, and that human-or-machine 
cognition-or-manipulation operators can also exploit the 
forward simulation constraint relaxations to improve 
pcrformance in many situations. Humans could thus 
supervise, or be dynamically embedded into, complex 
human-machine task lattices, taking and releasing control of 
subtasks at appropriate timcs and places. 
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For example, the tele-autonomous technology provides a 
framework that enables us to mimic the aircraft 
student-instructor scenario, with either student or instnrctor 
being machine or human. each undertalring sequences of 
cognition and manipulation tasks. Consider for example the 
situation in Figure 3.2.. where we see a telerobot, R, following 
a path specified by a forward simulation, S. that is proceeding 
with its time clutch disengaged. The operator of simulator S 
then disengages the position clutch and moves S down and to 
the righl. S is now essentially disengaged h m  any connection 
with the telerobot. At the Same time, some other operator 
(human m artificial) is maneuvering another simulator, S ' ,  
down towards the forward planned path (s' is also operating 
with its position clutch disengaged). When S' gets "close 
enough to the point where S left off path planning, S' can then 
engage its position clutch, and take over control of the telerobot 
(subject to acquisition intermediation by arbiter or collision 
detect mechanism al the telerobot). The interaction controls can 
be factored from the actual manipulations through a small, but 
important, time increment. The two "players" can formulate 
and interact using shared visualizations and rapid cueing 
methods, much as skilled spolts players l a m  to do. This 
simple example is suggestive of a number of more elaborate 
prototcols and scenarios tbat can be constructed on top of thr 
low-level hand-off and rendezvous protocol. 
...' ..' 
R 
s', PC diseng 
,,. V', &* .... ?. Tc diseng. ..." 
S ,  PC diseng. 
=path of actual robot (R) 
. . . . . . . . . . 
Figuure 3 . 2  Using time aml positionclukhes to 
"hand-off' and to "rendezvous" with a manipulation task. 
4. INITIAL RESEARCH ISSUES AND HYPOWESES 
Our initial approach to tele-autonomous system research is 
to form hypotheses concerning the overall human-machine 
system much.as current human-computer interaction work 
models unassisted human perceptual, cognitive. and motor 
systems. We then test these ideas by experiment. For example, 
Fitt's law [CAR831 predicu that the dme for the eye-mind-hand 
task of touching an object of linear size S at a distance D is 
given by T = Klog,(D/S + 0.5). where K - I00 msec./bit. 
Therefore, simple tasks based on varying the relative sizes of 
objects, and the distances between objects, might produce 
meaningful trials of the various modes of tele-autonomous 
operation. Could performance operate under some son of 
scaled Fitt's law in some modes? Or is it more complex than 
that? We could fmd out. and perhaps develop some insights 
and principles on how to test design such systems. 
A simple 2-dimensional testbed can accomodate f wide 
range of such performance hials, such as the manipulation Inal 
sketched in figure 4.1. In that figure, we see a number of 
"switches" of linear size "S" located in sequence at known 
positions in the manipulator workspace. Each switch is 
distance "D" from its predecessor in the sequence. The 
objective is to touch each switch in the sequence as rapidly as 
possible. Increasing the ratio DIS corresponds to increaslng 
t x k  manipulation complexity, possibly requiring more time for 
nwipulation convergence, as abswted in Fitt's law. 
I C S  + 
n 
1 4  
Figure 4.1: Simple testbed and example manipulation trial, 
We can explore and answer many questions using this 
simple testbed. What is the functional form of the reduction in 
manipulation time. over direct leleoperation. that can be 
obtained when using the different augmentations of contrnl? 
How are these functions and times affected in the presence of 
communications delays? How ax the times affected by the 
difficulty of the manipulation targeting task (larger mean values 
of DIS). What are the effects of other system parameters, such 
as joystick force constants and robot velocity limits? What 
determines the percentage of the task execution time that the 
system operator needn't be in the control loop, so that they can 
be available for performing other functions? 
The quantitative results of such trials can yield important 
early measures of the forms and dimensions of performance 
improvemen& possible with the tele-autonomous controls. The 
results can then help guide planning of funher mals and the 
exploratory evolution of the technology. 
5. EXPERIMENTAL ENVIRONMENT AND RESULTS 
- 
We are building a general experimental environment in  
which to Create and evolve tele-autonomws technology. In this 
section we describe our initial facility and some early 
experiments with the different control methods. These early 
experiments are being done on transitions viewed hum the 
telerobouc point of view, and provide the basis for planning 
later experiments in which we will study transitions from the 
various mixed telerobotic/autonomous systems poinu of view. 
Our initial facility consists of a Unimation PUMA 560 
used as a telerobot. controlled by either a DEC VAX 1 ID50 
computer or an Apollo D S W  computer (both modes arc 
L/ 
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available). A force and moment sensitive joystick is used as an 
input device to provide a rate input for the telerobot. To 
simulate a variety of real robots typical of those used in space 
or undersea operations, appropriate velocity limits are placed 
on each joint. To simulate remoteness of the telerobot fmm the 
operator, a variable delay can be inserted between a forward 
simulator generated control stream and the PUMA, usinr 
hiiffer to hold the trajectov sample stream. 
A high-performance Silicon Graphics IRIS workstation i 
used to generate and mix &\e display of the forward simulaio 
and the telerobot, with the telerobot seen either in return vide" 
or as a graphics model (the latter can be useful since it is both 
easier to obtain correspondence between the overlay and the 
simulation and easier to modify the viewpoint of the system). 
Simple time and position clutches have been implemented 
in the system. The logical operation of the clutches is 
pomayed as a state diagram in Figure 5.1.. which shows the 
allowable combinations of time andlor position synchrony and 
the transitions between them. There are three allowable control 
states from the teleoperation point of view: I)  TSyn & PSyn -- 
time and position synchrony. 2) PSyn -- position synchronism 
only, and 3) NoSyn -- both time and position synchrony 
disengaged. Changes between these states are conuolled by 
switches that operators push with their feet -- similar to the 
clutch in an automobile. The joystick moves the simulator i n  
all three states, but the state determines the effect of simulate. 
mwment  on path planning and path buffer encoding. 
- 
dis TC 
Figure 5. I : Diagram of forwad simulator states and 
the transitions caused by timc and position clutches. 
A foot operated time brake is implemented which when 
pressed (i) disengages both clutches. causing an ovemdin; 
transition to NoSyn, and (ii) begins deleting enhies in the 
command buffer (LIFO), thus running the forward simulator 
tack down the previously generated path. 
In the time and position synchronized state (TSyn & 
PSyn), the force and m m e n t  outputs of the joystick are 
sampled at the input rate q u i r e d  by the PUMA. The forces 
and moments obtained are treated as vectors of desired 
velocities in Cartesian space. Thew are integrated to obtain 
position samples. and these sampls are placed in the command 
buffer. While in tim synchronized mode the buffer is emptied 
at the same rate it is filled, and the values obtained from the 
buffer am input to the PUMA syacm, which brats each sample 
as a goal to reach in its sample period. by slewing any or all of 
its six joints. When we wish to simulate situations where the 
actions can be visualized and simulated much faster than they 
can be manipulated, such as when moving large smctures in 
space [NAS8l] or underwater, we place a selected a n p l a r  
velncity limit Wj(i) < Wjmax(i) on each axis, i. of the PUM" 
When the time clutch is disengaged. and the position 
syncronized (PSyn) state is entered, the robot-model physiFll 
constraints on simulation distance covered per time-sample ue 
removed, and the usual joystick force and toque constants are 
multiplied by a gain constant. Gs, enabling the operator to 
rapidly slew the simulator. Path samples may be generated at 
varyingly wider path intervals than is possible when control is 
synchronized in time. Values removed from the buffer may 
thus request incremental moves larger than can be 
accomplished in one PUMA sample period, given selected 
constraints on .the angular velocities of the PUMA joints. 
When this occurs, the commanded move is interpolated and 
spread across more than one PUMA sampling interval, with the 
actual PUMA rate of motion consmined as above by the 
selected joint angular velocity constraints. Thus, the simulated 
telerobot can be moved out along a path well ahead of the real 
telerobot, and we can "save up some time". In addition, the 
real robot follOWs this path at nearly its maximum rate. for a 
given set of values of Wjmax (i). Thus we predict that the 
overall manipulation time, Tm, will usually be smaller using 
this mode than if there were a fixed ratio between simulation 
time and real-time (as f a  example in time-ratio wnml). 
If a uansition is made from PSyn to the unsynchronized 
(NOS yn) state. the operator becomes frae to m e  the simulated 
telerobot without values being placed in the command buffer. 
Then. when a transition is made back to PSyn, the current 
position of the simulated telerobot is placed in the buffer. 
When this value is extracted from the buffer, the telerobot 
makes interpolated incremental moves directly towards that 
desired position. without going through all of the motions the 
operator had to use to get to that position. This enables "saved 
up" time to be used to "edit" out some real time and path 
motions used, for example. fa complex prepositioning. 
5 .  I .  Experimental Parametm.Trials and Results 
In our Iirst trials we used simple, random, 2-dimensional, 
5switch testbeds similar to that in Figure 4.2. We conducted a 
series of trials varying the following parameters: 
(i) Thnc different subjects (X, Y. 2) each performed a series 
of manipulation tasks using the testbed. Two times were 
recorded for each trial: The subject's time to specify the 
manipulation, (Ts), and the system's time to complete the 
manipulation. (Tm). We also recorded the actual 
manipulation path length. Lm. The ratio of Lm to the 
minimum path (- 5D) provides a measure of one 
dimension of operator skill). 
(ii) ?he series of switch-touching tasks varied fnnn simple to 
d i f i d t  by ranging b low values of ws to high values 
of D/S @ = 500 mm.; S = 25. SO, 75.100 mm.). 
(iii) Communication delays, Tc. of 0.2 and 4 yc. were used. 
(iv) Tasks over the range of difficuty and the range of 
communication delays were performed by each subject 
using: (a) direct telaoprration (TOP). (b) telenperation 
assisted by forward simulation (TOP+FS). and (c) 
forward simulation and time 
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During these fmt trials, other key system parameters were held 
constant as follows: 
(i) Workspace to monitor-screcn length-ratio = 8:l 
(ii) Joystick sample period = 0.017 sec. 
(iii) Joystick force constant = 0.01 nun per oz per sample 
period = 0.6 mm per sec. per oz. 
(iv) Joystick toque constan! = 0.0012 rad. per oz-in per sec. 
(v) Joystick gain constant, Gs, in (TOP+FS+TC) = 4.0 
(vi) Angular velocities of all 6 PUMA joints were limited to 
Wj < Wjmax = 0.5 radians per sec. @ut see also below). 
Other comments on our methods: The chosen constant 
values yield moderately responsive controls when moderate 
joystick forces and toques are applied. The angular velocity 
limits yield a moderately fast mbot (slower than the PUMA can 
go at its fastest, but very, very much faster than a scaled shuttle 
ann). All subjects engaged in preliminary learning trials. All 
used the joystick "one-handed". Trials began after a period of 
preliminary learning. Comparable power-law of practice 
performance levels [CAR831 were recorded for each mode. 
Results of some of these initial trials for one subject are 
plotted in Figures 5.2,  which shows the specification time (Ts) 
and manipulation times (Tm) for tasks over the range of D/S 
difficulty holding D = 500mm. Included are results for 
communication delavs. Tc. of 0.0. 2.0 and 4.0 seconds. The 
results arc- displayed ior'the'lhree klevant modalities of control. 
(a )  TOP, (b) (TOP+FS). and (c) O'OP+FS+TC). 
We note that a comparison of TOP and (TOP+FS) repeats 
experiments of Sheridan, et. al. [HAS86, SHES6l. confirming 
the results of that work. We sec that (TOP+FS) gives a 
significant gain in both Ts and Tm over TOP alone. Then we 
notice that (TOP+FS+TC) gives another significant gain in 1 \ 
Tm.sec - TOP 
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Figure 5 .2  Initial trial ~ s u l t s ,  showing Ts, Tm as functions 
of system and tasL parameters for three modes of control. 
over (TOP+FS). In the initial trials, we found that Wjmax = 
1 .O rad./sec. was high enough for the mbot 's Tm time to keep 
up with even the shortest (TOP+FS+TC) Ts times (see Fig. 
5.2). We then found that Wjmax = 0.5 rad.lsec. constrained 
Tm so that subjects could easily outpace the robot and save up 
time (see Fig. 5.2). Many of the initially hypothesized forms of 
results were demonstrated using these parameter ranges. 
We then noticed that Ts and Tm grew less rapidly in D/S 
than anticipated. We hypothesized that D = 500mm was large 
enough, given the joystick constants and Wj values, to produce 
dynamic constraints related to D and not just DJS. So we 
repeated scaled versions of these trials at smaller values of D. 
Figure 5.3 shows the results for D = 250 mm and S = 50, 
37.5.25 and 12.5 mm. (with work to screen scale = I6:l. and 
Wjmax = 0.5). It also includes results using D = 125mm and 
S = 25, 18.7, 12.5 and 6.2 mm (with work to screen scale = 
321, and Wjmax = 0.5). These results are interesting, because 
for all three modes the data per mode at D = 250mm and D = 
125 nun essentially fall on top of one another. The 250mm and 
125mm curves for each mode lie well below those for D = 
500mm. Refer Fig. 5.2 for the time-clutch mode data for D = 
5oomm (it would partly overly the Fig. 5.3 time-clutch data). 
At this scale the system operates in a "Fitt's law-like" 
region, with Ts and Tm being functions of DIS (but not D), 
with the values in most cases at D/S = 20 about twice those at 
D/S = 5. For Wjmax = 0.5, the robot's Tm at this scale could 
stay up with the subjects Ts. We varied Wjmax and found 
values of 0.35 (for D = 250) and 0.25 (for D = 125) that 
yielded demos of significant time differences between Tm and 
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Figure 5.3: Trials showing Ts, Tm as functions of system 
and task parameters, for several values of task size scale D. 
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On further scaling-down of D, the system enters it,. 
"Heisenberg" region on the harder tasks (S < 2 to 3mni) 
Position sample-sizes, interpolator discretization and operator 
jitters cause large increases and variances in  Tm and Ts (lik,, 
trying to poke at things with a needle under a microscope) v 
lhroughout the trials. subjects noticed striking differencc 
in the "feel" of the different control modes, and develope, 
special tactics for coping with each mode. Most treated TOP i 
the presence of delays like hitting a series of "successivel, 
shoner golf shots", trying to get closer each time. Subjects 
controlled (TOPcFS) aggressively, firmly driving the simulator 
to each switch. The (TOP+FS+TC) mode was usually handled 
with finesse, so as to drive i t  fast, but not so fast as to yield a 
wild path and thus large Tm and large LdSD.  
In addition to these preliminary quantitative results, we 
have demonstrated the use of the position clutch to enable 
graceful handoffs of control by one agent and rendevous of 
control by another agent. This is done by simply having two 
human operators swap use of the controls following 
disengagement of the position clutch once the forwzrd 
simulation is out well ahead of the teleiobot. We havc compiled 
a video report showing the above experiments, demonstrations 
and control effects [CON871. 
5.2. Plans for further experiments and concept demonsnations 
We are continuing the above series of trials, varyine 
additional system parameters. We are also preparing additional 
types of experiments and demos. The time brake and position 
clutch will be used to determine their effects on specification 
and manipulation times, and manipulation path length?. 
(Skilled operators can use the time brake to "erase" poor path 
sections, and the position clutch to make and "jump across" 
gaps during overshoots). The time brake will be tested i n  
contingencies (example: an obstacle falls across the plannd 
path behind the forward simulator). Transitions involving 
cognitive/manipulative task-nesting will be explored. We will 
add the command buffm and interpolator modifications,and 
HCl controls, to implement and demonstrate time-ntio control 
during time-synchronized forward simulation. 
We also plan to attempt demos of simple forms of 
role-reversal by having the tele-automaton do the path 
planning, and letting the human rendezvous to telemanipulate 
along selected portions of the projected path. I n  the role 
reversal demo a route planner uses AI techniques to plan a path 
through a maze. The planner then places the path into the 
forward simulator and, when necessary, calls upon the human 
to take over and manipulate through certain path segments. The 
human then just drives the manipulator along the displayed path 
segment. This mimics a human taking over the driving of an 
ALV while the ALV remains under machine cognitive control. 
This environment will also enable demos of human intervention 
in cognitive tasks, for example to assist in planning the route if 
the machine gets stuck in that high-level planning task. 
We found basic principles such as Fitt's law very useful 
in thinking about forms of testbeds and hypotheses for our 
early trials. We need to consider additional system parameten 
and also the dynamics of the humadmachine combination, 
generate further hypotheses regarding factors affecting 
performance, and then design experiments to test these ideas. 
Such work may eventually produce principles and design rules 
for tele-autonomous manipulation systems. 
- 
6 .  FUTURE RESEARCH CHALLENGES 
This initial tele-automation work suggests opportunities 
for coordination of research in several specialized fields. It also 
raises issues concerning research equipment infrastructure. 
Tele-autonomous technology presents new challenges in 
human computer interaction. We have proposed a set of 
interface controls that are conceptually simple and easy tn 
mechanize. The controls are generic ones that may be 
applicable in  many different specialized situations. They arc 
also cognitively and manipulatively accessible to the uninitiated 
by analogy. But many other new human interface aspects 
haven't been pinned down at all. How is the operator to 
visualize where they are. who has control of what, and who 
they give control to next as they enter or leave some subtask 
within a complex task lanice? What measures can we provide 
concerning operator performance, and what feedback can we 
provide? And what a b u t  the analysis and design of cognitive 
and manipulation tasks themselves? Research can perhaps 
provide better measures of joint  human-machine 
cognitive-manipulative performance. Analyses similar to those 
in [CAR831 may then lead us to design intermixings of human 
and machine activity that yield substantial improvements in 
overall performance. 
Research challenges arise in robotics, such as the eventual 
need to perceive, model and forward simulate not only the 
remote tele-automaton, but also portions of the remote 
environment itself. Forward simulation will work fine when 
interacting wirh static objects, hut what about interactions with 
moving objects? Even if we knew how to specify interactions 
with moving objects, such work would be severely constrdined 
by the high computational complexity of present methods for 
representing and simulating mechanical systems. Further basic 
work. such as that of Flopcroft, on efficient representation and 
simulation of mechanical systems is required if we are to 
honlle problems of really interesting complexity [lIOP871. 
More work is needed on methods for path-error 
specification and associated methods for the time optimization 
of path following, such as in [SUH87]. Additional work is 
also needed on autonomous "reflex" actions that the remote 
rohot can perform when encountering uncertainties (particularly 
those involving contact) not modelled i n  the forward 
simulation. We also need augmented AI programming 
environments that interface in such a way with real-time 
programming environments as to easily enable rapid estimation 
of time available for short-term AI planning tasks (enabling us 
to select among AI methods as a function of available time). 
We believe that fundamental work can be done in these 
areas with modest robotic laboratory equipment. AI 
techniques [WIN841 and expert system technology (HAY831 
have matured so that roboticists can now mechanize 
knowledge-intensive cognitive functions well beyond their 
reach just a few years ago, and can run these systems on 
accessible workstations. Thus mixings of manipulation and 
cognition technologies are now ripe for research exploration. 
However, some experiments will benefit from 
multi-dimensional teleoperators or high-tech automation or 
autonomous system technology. One way to gain access to 
such expensive equipment is to ueat remoteness as a feature: 
For example, we are negotiating connection of our 
tele-autonomous conuol equipment via satellite links with 
automation systems at several remote sites. As such efforts 
provide useful testbeds. others might exploit s h a d  access to 
the same remote facilities. Shared access to capital equipment 
has obvious costs benefits. but in addition can stimulate 
standards, collaborations and healthy direct competitions 
among researchers. Shared access to silicon foundries greatly 
increased the prcductivity of the VLSI research community 
(CONBI]; a remote tele-automation facility could play an 
analogous role in tele-autonomous systems research. 
7. SUMMARY 
We have introduced basic functional concepts for 
tele-autonomous technology and an architectural framework for 
implementing the technology, using controls over time and 
position synchrony that enable simple smcturing of control 
transitions. We have proposed hypotheses concerning 
capabilities of the technology, described OUT environment for 
investigating these phenomena, and discussed the results of 
early tests of some of the hypotheses. The results indicate how 
telerobotics can be extended to include projection of cognitive 
activity and autonomous systems extended to accomodate 
smooth transitions of cognitive or manipulative responsibility 
between machine and human operator. Through such 
extensions, the two technologies merge into one of 
"tele-autonomous systems". Finally, we have also sketched 
some further lines of research suggested by this initial work. 
We believe that tele-autonomous systems research can 
yield methods and systems for improved projection of 
intelligent, manipulative action at a distance in time and space. 
This interdiscipline presents interesting new research 
opportunities to teams having expertise in robotics and 
automation, artificial intelligence, and the psychology o i  
human-computer interaction. We envision many possible 
applications for the resulting technology. not only in space and 
defense systems, but also in design and production systems, 
and eventually in personal and m t i o n a l  envimnments. 
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