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I N T R O D U C C I Ó N Y F U N D A M E N T O S
Los dos primeros capítulos sirven como introducción y
motivación de la tesis, así como un estudio del estado del
problema y una introducción a la computación evolutiva.
Además de esto, se presentan las principales contribucio-
nes de la tesis.

1
I N T R O D U C C I Ó N
1.1 contexto y objetivo de la tesis
Los videojuegos se han convertido en un pilar fundamental de la
industria del entretenimiento, generando un destacado volumen de
negocio a nivel internacional y causando un gran impacto a una bue-
na parte de la población. Solo en Estados Unidos ya existen 155 millo-
nes de jugadores que gastaron 15400 millones de dólares en 2014 [37].
Este hecho no ha pasado desapercibido para la comunidad científica,
que se ha visto surtida de nuevos retos y desafíos que abordar.
Ya desde sus inicios, los videojuegos han sido objeto de estudio por
parte del mundo académico, abarcando distintas ramas del conoci-
miento, pero incidiendo especialmente en la investigación de nuevas
técnicas de Inteligencia Artificial (IA) [97]. Su principal atractivo re-
cae en la amplia variedad de problemas susceptibles de ser resueltos
y optimizados, como puede ser la planificación de tareas en tiem-
po real [133], la búsqueda de caminos en entornos con información
imperfecta [14] o el desarrollo de estrategias de IA que simulen el
comportamiento racional de los humanos [4].
La investigación en videojuegos no se limita al ámbito de la inte-
ligencia artificial, sino que abarca otras disciplinas tan heterogéneas
como la psicología, involucrada en la mejora y modelado de la satis-
facción del jugador [119], el marketing y la gamificación [65], la salud
y los juegos serios con objetivos más allá del mero entretenimiento
[105], o los gráficos por computador [1].
Tradicionalmente ha existido una considerable separación entre la
industria del videojuego y el mundo académico. Hasta hace unos
años, la calidad de un videojuego estaba directamente relacionada
con su aspecto gráfico, por lo que los desarrolladores han estado cen-
trando su esfuerzo en mejorar dicha calidad gráfica. Sin embargo, se
ha llegado a un punto en el cual es muy difícil que un juego destaque
por sus gráficos, que se encuentran cercanos al fotorrealismo, por lo
que los consumidores han empezado a demandar características adi-
cionales, cambiando su forma de valorar los videojuegos. Es por ello
que la industria ha empezado a incorporar a sus proyectos avances
científicos fruto de la investigación en videojuegos, estableciéndose
una sinergia entre ambas partes.
Entre todos los avances científicos que se están consiguiendo con Generación
automática de
contenido
la investigación en videojuegos y que la industria está empezando a
incorporar con mayor frecuencia a sus proyectos de desarrollo se en-
cuentran las técnicas de Generación Automática de Contenido (GAC),
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también conocidas como generación de contenido por procedimien-
tos, técnicas en las cuales se centra esta tesis. La GAC son un conjunto
de técnicas que permiten generar , mediante algoritmos, contenido es-
pecífico para videojuegos. El contenido, que puede ser indispensable
para la construcción del videojuego o, por el contrario, opcional, va-
ría desde los mapas y niveles en los que se desarrolla la partida hasta
la música, pasando por las reglas, las misiones que el jugador tiene
que cumplir, los modelos tridimensionales de los personajes y objetos
o sus texturas, por poner solo unos ejemplos. A su vez, el proceso de
generación puede suceder durante la fase de desarrollo del juego, lo
que podríamos denominar como generación estática o a priori, o de
forma dinámica al mismo tiempo que se está jugando. Según sea el
proceso de generación, se puede establecer una caracterización de los
métodos de GAC, que pueden seguir un esquema constructivo, don-
de el contenido se genera mediante unas reglas de transformación,
uno de generación y prueba simple, donde se somete a validación el
contenido obtenido mediante el proceso constructivo, o un esquema
basado en búsquedas [153], que basa su funcionamiento en buscar el
contenido más adecuado en todo el espacio de soluciones posibles
usando para ello, por ejemplo, metaheurísticas. Los métodos de ge-
neración de contenido incluidos en la presente tesis se encuadran en
esta última categoría.
Una de las ventajas inmediatas del uso de estas técnicas es el aho-Ventajas/desventajas
del uso de GAC rro en el coste que supone diseñar el contenido de forma manual, y
es que gran parte del presupuesto de un videojuego se dedica pre-
cisamente al diseño. Más allá de sustituir al especialista humano, el
empleo de técnicas de GAC sirve a su vez como fuente de inspiración
para el diseñador, ya que debido a su funcionamiento, es posible obte-
ner contenido que nunca se le habría ocurrido o que sirva como base
para nuevos contenidos. También se puede contemplar un ahorro en
el espacio que ocupa el juego, tanto en memoria como en almace-
namiento físico, pues es posible generar dinámicamente contenido y
objetos del juego que de otra forma tendrían que ser cargados desde
el disco a la memoria principal. Pero la ventaja más destacable es la
posibilidad para adaptar el juego al jugador de manera que la expe-
riencia de juego sea única y personalizada, contribuyendo al objetivo
de incrementar la satisfacción del jugador, que a fin de cuentas es el
objetivo final de un videojuego. Con respecto a las desventajas, cabe
destacar la inversión inicial de tiempo requerida por el uso de GAC
para estudiar los requisitos del contenido a generar, modelar y crear
la herramienta de generación y someter a validación el resultado ob-
tenido.
Estas ventajas son vistas por la industria como una mejora del pro-Ejemplos del uso de
GAC en videojuegos
comerciales
ceso de desarrollo de videojuegos así como una extensión de la vida
comercial de los mismos, por lo que se pueden encontrar numerosos
ejemplos del uso de este tipo de técnicas en videojuegos comerciales.
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Por ejemplo, la saga de juegos de acción en primera persona Border-
lands [55] usa un sistema de GAC para crear los diferentes objetos y
armas que pueden usar los jugadores, dando lugar a un amplio es-
pectro de ítems con diferentes características y ventajas. Terraria [130]
y Minecraft [108] son juegos de construcción libre y supervivencia cu-
yos mapas son generados automáticamente mediante algoritmos. En
el primer caso, el mapa se genera la primera vez que el jugador em-
pieza una partida mientras que en el segundo, el mapa se va expan-
diendo de forma dinámica a la vez que el jugador lo va explorando.
Uno de los juegos que hace un uso extensivo de la generación auto-
mática de contenido es Spore [103], en el cual la GAC forma parte de la
propia mecánica de juego, ya que el jugador diseña criaturas que irán
evolucionando de forma autónoma en unos planetas que, al igual que
la música, se han generado algorítmicamente.
El objetivo de esta tesis es: Objetivo
1. Definir una metodología para la generación automática de con-
tenido para videojuegos de Estrategia en Tiempo Real (ETR).
2. Dicho contenido tiene que cumplir una serie de características
orientadas a incrementar la satisfacción del jugador y que van
más allá del mero cumplimiento de los requisitos funcionales
para que el mapa se considere jugable.
3. Esta metodología propone el uso de Algoritmos Evolutivos (AE)
para la generación del contenido.
Para la consecución de este objetivo se ha realizado en primer lugar
un estudio de las contribuciones aportadas al campo de la GAC para
videojuegos (Capítulo 2) así como un análisis de la comunidad (Capí-
tulo 3) dedicada a la inteligencia computacional y videojuegos. Este
análisis ha servido para identificar las contribuciones que se pueden
hacer dentro de la comunidad y centrar los objetivos de esta tesis en
una dirección concreta. Es por ello que se propone un generador auto-
mático de contenido basado en la computación evolutiva (Capítulo 4)
con el cual se ha diseñado un método de creación de mapas con el
objetivo de incrementar la satisfacción del jugador, obligando al con-
tenido generado a cumplir los objetivos de equilibrio y dinamismo
(Capítulo 5). La condición de equilibrio hace que los mapas no ofrez-
can ninguna ventaja a un jugador sobre el otro, mientras que con el
objetivo del dinamismo se consigue que las partidas jugadas en el
mapa sean más interesantes. Los mapas se han generado para un jue-
go de ETR llamado Planet Wars, ambientado en el espacio y con unas
reglas muy sencillas. Tras observar la falta de estética en los mapas
obtenidos por el anterior generador, se ha realizado un estudio sobre
la estética de los mismos y se ha diseñado otro generador de mapas
que busca que los resultados tengan una buena apariencia y, por tan-
to, no provoquen rechazo o desconcierto en el jugador (Capítulo 6).
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Por último, el lector puede encontrar las conclusiones obtenidas a lo
largo de todo el proceso en el Capítulo 7.
1.2 contribuciones de la tesis
A continuación se pueden encontrar las contribuciones de la tesis
junto con los capítulos en los cuales se describen:
Se ha realizado un análisis de la red de co-autoría de la comu-
nidad de investigación de IC y videojuegos, el cual ha arrojado
datos interesantes relacionados con las dinámicas que rigen di-
cha red (Capítulo 3).
En el Capítulo 4 se presenta un generador automático de ma-
pas basado en algoritmos evolutivos para el juego de ETR Planet
Wars. Este generador va más allá de crear contenido que cum-
pla las reglas del juego y es capaz de crear mapas con diferentes
propiedades mediante el ajuste de su función de aptitud y obje-
tivo de optimización.
Se han planteado y estudiado dos propiedades deseables para
los mapas generados automáticamente con el fin de incremen-
tar la satisfacción del jugador: equilibrio y dinamismo. Además
de analizar la relación entre ambas, se ha comprobado que es
posible crear mapas con estas propiedades tanto de forma indi-
vidual como conjunta, siguiendo varios enfoques (ver Capítulo
5).
En el Capítulo 6 se ha abordado el estudio de otra propiedad
de los mapas, esta vez relacionada con la estética de los mismos.
Usando dos enfoques diferentes para medir la estética de los
mapas, se ha comprobado que el generador también es capaz
de crear mapas estéticos para el juego en cuestión.
1.3 publicaciones
A continuación se detallan las publicaciones en las que se basa esta
tesis.
Revistas:
• R. Lara-Cabrera, C. Cotta, y A. J. Fernández-Leiva, “On
balance and dynamism in procedural content generation
with self-adaptive evolutionary algorithms,” Natural Com-
puting, vol. 13, num. 2, pp. 157–168, 2014
Índice de impacto (ISI): 0.757
Índice de impacto (SCImago): 0.655
Cuartil: Q3
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• R. Lara-Cabrera, C. Cotta, y A. J. Fernández-Leiva, “An
analysis of the structure and evolution of the scientific co-
llaboration network of computer intelligence in games,”
Physica A: Statistical Mechanics and its Applications, vol. 395,
num. 0, pp. 523–536, 2014
Índice de impacto (ISI): 1.731
Índice de impacto (SCImago): 0.653
Cuartil: Q2
• R. Lara-Cabrera, C. Cotta, y A. J. Fernández-Leiva, “Geo-
metrical vs topological measures for the evolution of aest-
hetic maps in a RTS game,” Entertainment Computing, vol. 5,
num. 4, pp. 251–258, 2014
Índice de impacto (SCImago): 0.477
Cuartil (SCImago): Q2
• R. Lara-Cabrera, M. Nogueira, C. Cotta, y A. J. Fernández-
Leiva, “Procedural content generation for real-time stra-
tegy games,” International Journal of Interactive Multimedia
and Artificial Intelligence, vol. 3, num. 2, pp. 40–48, 2015
Conferencias:
• R. Lara-Cabrera, C. Cotta, y A. J. Fernández-Leiva, “Pro-
cedural map generation for a RTS game,” en 13th Interna-
tional Conference on Intelligent Games and Simulation - GA-
MEON 2012, 2012, pp. 53–58
• R. Lara-Cabrera, C. Cotta, y A. J. Fernández-Leiva, “A re-
view of computational intelligence in RTS games,” en Foun-
dations of Computational Intelligence (FOCI), 2013 IEEE Sym-
posium on, 2013, pp. 114–121
• R. Lara-Cabrera, C. Cotta, y A. J. Fernández-Leiva, “A pro-
cedural balanced map generator with self-adaptive com-
plexity for the real-time strategy game Planet Wars,” en
Applications of evolutionary computation, ser. Lecture Notes
in Computer Science, A. Esparcia-Alcázar, Ed. Springer
Berlin Heidelberg, 2013, vol. 7835, pp. 274–283
Índice de impacto (SCImago): 0.348
Cuartil (SCImago): Q2
• R. Lara-Cabrera, C. Cotta, y A. J. Fernández-Leiva, “Evol-
ving aesthetic maps for a real time strategy game,” en I
Simposio Español de Entretenimiento Digital. Universidad
Complutense de Madrid, 2013, pp. 61–71
• R. Lara-Cabrera, C. Cotta, y A. J. Fernández-Leiva, “Using
self-adaptive evolutionary algorithms to evolve dynamism-
oriented maps for a real time strategy game,” en Large-Scale
Scientific Computing, ser. Lecture Notes in Computer Scien-
ce, I. Lirkov, S. Margenov, y J. Was´niewski, Eds. Springer
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Berlin Heidelberg, 2014, vol. 8353, pp. 256–263
Índice de impacto (SCImago): 0.339
Cuartil (SCImago): Q2
• R. Lara-Cabrera, C. Cotta, y A. Fernández-Leiva, “A self-
adaptive evolutionary approach to the evolution of aest-
hetic maps for a rts game,” en Evolutionary Computation
(CEC), 2014 IEEE Congress on, 2014, pp. 298–304
CORE Rank: B
• R. Lara-Cabrera, M. Nogueira, C. Cotta, y A. J. Fernández-
Leiva, “Optimización en videojuegos: retos para la comuni-
dad científica,” en Actas del X Congreso Español de Metaheu-
rísticas, Algoritmos Evolutivos y Bioinspirados, Mérida, Espa-
ña., F. Chávez de la O, R. Luque Baena, F. Luna, y F. Fer-
nández de Vega, Eds., 2015, pp. 463–470
• R. Lara-Cabrera, M. Nogueira, C. Cotta, y A. J. Fernández-
Leiva, “Game artificial intelligence: Challenges for the scien-
tific community,” en Actas del II Congreso de la Sociedad Espa-
ñola para las Ciencias del Videojuego, Barcelona, España, 2015,
pp. 1–12
2
A N T E C E D E N T E S
Este capítulo tiene como objetivo poner en contexto al lector so-
bre el trabajo que se desarrolla en los siguientes capítulos. En primer
lugar se realiza una revisión del estado del arte de la GAC para vi-
deojuegos, poniendo especial énfasis en aquellos trabajos enfocados
hacia los juegos de ETR, pues éste es el género objetivo de la presente
tesis. Posteriormente el lector puede encontrar un capítulo de intro-
ducción a la computación evolutiva, cuyas técnicas forman el núcleo
de los métodos desarrollados en posteriores capítulos.
2.1 juegos e inteligencia artificial
La investigación en IA e IC empezó en los 50 y ha estado crecien-
do desde entonces, con el objetivo de dotar a los ordenadores con la
capacidad de realizar tareas que se suponían exclusivas de la inteli-
gencia humana. Desde sus orígenes, este campo de investigación ha
necesitado nuevos problemas a los que enfrentarse. Y aquí es donde
los videojuegos entran en escena, proporcionando nuevos e interesan-
tes desafíos para la comunidad, incluyendo, entre otros, el desarrollo
de jugadores artificiales, agentes que se adaptan al resto de jugadores,
sistemas que analizan y aprenden sobre el comportamiento durante el
juego de otros jugadores y sistemas de construcción de contenido pa-
ra juegos, siendo éste último el problema tratado en la presente tesis.
Ya que los videojuegos se diseñan para ser desafiantes e interesantes
para los humanos, muchos de los problemas de IA relacionados con
los videojuegos son relevantes a su vez para entender los procesos
cognitivos y la creatividad humana.
Esta sección está dedicada a realizar un repaso por los trabajos que
se han publicado en el campo de la inteligencia artificial y videojue-
gos, en concreto con aquellos trabajos relacionados con la GAC. En
primer lugar se reseñan los trabajos enfocados en los juegos de ETR
para pasar después a realizar un breve recorrido por los distintos
ejemplos en los que este tipo de juegos han servido como entorno de
pruebas para técnicas de IA. Por último, se nombran diferentes traba-
jos que si bien no están enfocados en los juegos de ETR se dedican a




2.1.1 Generación de contenido para juegos de ETR
La Generación Automática de Contenido (GAC) se refiere a la crea-
ción, mediante algoritmos, de contenido para videojuegos con una
contribución humana nula o limitada. El término “contenido” abarca
un amplio rango de elementos de los videojuegos (niveles, misiones,
personajes, . . . ), aunque quedan excluidos de la definición tanto el
motor del juego como las estrategias de IA. Siguiendo la taxonomía
de Togelius et al. [153], los algoritmos de GAC se pueden categorizar
atendiendo a distintas características, como son el momento en el cual
se genera el contenido, su importancia, el nivel de parametrización
del algoritmo, el nivel de aleatoriedad y el esquema de generación
utilizado (ver Tabla 2.1).
Característica Opciones
Momento de la generación Online Offline
Importancia del contenido Esencial Opcional
Parametrización Aleatorio Vector paramétrico
Nivel de aleatoriedad Estocástico Determinista
Esquema de generación Constructivo Generación y prueba
Tabla 2.1: Caracterización de algoritmos de generación automática de conte-
nido
Una primera distinción se basa en el momento en el cual se genera
el contenido, que puede ser durante la ejecución del videojuego y por
tanto estaríamos ante un algoritmo de generación online, o por el con-
trario la generación se lleva a cabo durante la fase de desarrollo del
videojuego, siendo entonces un algoritmo de generación offline. Por
otra parte, los algoritmos pueden ser diferenciados por el tipo de con-
tenido que producen, ya que éste puede ser esencial para el progreso
del jugador a lo largo del juego y, por tanto, debe ser siempre correcto,
u opcional. Cabe destacar que un contenido puede ser esencial para
un tipo de juego y, a la vez, ser opcional para otros géneros. Otra
posible distinción la establece el nivel de parametrización que admite
el algoritmo, el cual puede construir el contenido a partir de valores
obtenidos por lo que el único parámetro necesario es la semilla del
generador pseudo-aleatorio. En el otro extremo estaría el algoritmo
que como entrada toma un conjunto de valores que especifican las
propiedades del contenido que se va a generar. Con respecto al ni-
vel de aleatoriedad, si sucesivas ejecuciones del algoritmo producen
resultados similares, estaremos ante un algoritmo determinista. Por
el contrario, el algoritmo será estocástico si sucesivas ejecuciones del
algoritmo producen diferente contenido.
Con respecto a la última caracterización, el esquema de generación,
se dice que un algoritmo es constructivo si genera el contenido una
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única vez, ejecutando secuencias de operaciones que garantizan que
el contenido generado es válido. Por el contrario, un algoritmo que
sigue un esquema de generación y prueba incorpora ambos meca-
nismos: cuando un contenido candidato es generado se somete a un
proceso de validación según cierto criterio, rechazándose en caso de
no resultar válido y volviendo a generarse uno nuevo, proceso que se
repite hasta que se obtiene contenido válido. Existe una especializa-
ción dentro de los algoritmos de generación y prueba: la generación
de contenido basada en búsquedas. En esta categoría, el proceso de
validación del contenido va más allá de la aceptación o rechazo, se le
asigna un valor de validez al contenido que sirve como retroalimen-
tación al proceso de generación en la siguiente iteración. El algoritmo
que se presenta en el Capítulo 4 pertenece a esta categoría.
Además de la anterior categorización, se puede abordar la GAC
utilizando distintas familias de técnicas de IA. Yannakakis y Toge-
lius [166] han estudiado las técnicas empleadas en el campo de la IA
aplicada a los videojuegos y han encontrado que, en el caso de la
GAC, hay una técnica dominante: la computación evolutiva, aunque
también se han encontrado algunos casos en los que se usó la plani-
ficación de tareas. La explicación de los autores a este fenómeno es
que la computación evolutiva encaja perfectamente en el esquema de
generación basada en búsquedas, además de que la GAC se realiza,
principalmente, de forma offline, por lo que el elevado coste compu-
tacional de esta técnica no supone un problema.
Los juegos de ETR son un género de videojuegos en los cuales se re-
quiere la gestión de diferentes tipos de unidades y recursos en tiempo
real. Por norma general, los participantes posicionan y manejan uni-
dades y estructuras bajo su control para asegurar áreas del mapa y/o
destruir las de los oponentes. En un juego de ETR típico cabe la po-
sibilidad de construir nuevas unidades y edificios en el transcurso
de la partida, aunque esto se limita en base a los recursos acumula-
dos, que se recogen precisamente con edificios y unidades específicas
para ello. Estas características convierten a los juegos de ETR en una
herramienta idónea para la investigación en inteligencia computacio-
nal/artificial [19], ya que sus jugadores necesitan solucionar varios
problemas como la gestión de recursos, el razonamiento espacial, la
planificación estratégica, la anticipación a los oponentes o incluso la
GAC para crear distintos mapas y unidades. Esto se refleja en el eleva-
do número de artículos sobre inteligencia artificial/computacional y
juegos de ETR [86].
Como se ha comentado anteriormente, los juegos de ETR son sus-
ceptibles de ser objetivo de la GAC, como sucede con los trabajos de
Frade et al. [46, 47, 48, 49] en los cuales se estudia la generación au-
tomática de mapas de altura que representan terrenos y mapas para
videojuegos. Mediante la programación genética se consiguen obte-
ner diversos generadores de terrenos los cuales, a su vez, son capaces
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de generar distintos tipos de terrenos con características en común
cuando se le proporcionan valores de entrada diferentes. Los autores
incorporan también la interactividad humana en el proceso de evo-
lución de los generadores, para que los terrenos obtenidos cumplan
con algún criterio estético por parte del usuario. Los autores también
han estudiado la evaluación automática de los generadores en fun-
ción de unos parámetros de accesibilidad en lugar de la evaluación
interactiva por parte del experto.
En [152], los autores estudian un generador automático de mapas
para el juego Starcraft empleando para ello una optimización multiob-
jetivo. Los mapas se codifican como vectores de números reales que
especifican la distribución y características de los principales elemen-
tos de un mapa, como la situación de las bases y recursos, así como
las propiedades de las zonas no transitables del mapa. Para la eva-
luación de los mapas se utilizan ocho medidas de calidad diferentes,
todas ellas relacionadas con distancias calculadas mediante el algorit-
mo A∗ [66] y que buscan diversas características deseables como la
jugabilidad y la imparcialidad con respecto a los jugadores.
Siguiendo con la generación de mapas para juegos de ETR, Mahl-
mann et al. [102] presentan un sistema de creación de mapas para el
juego Dune 2 basado en un algoritmo evolutivo. El generador consta
de dos partes diferenciadas, una primera que se encarga de transfor-
mar los individuos del algoritmo evolutivo en mapas adecuados para
el juego (es decir, una transformación de genotipo a fenotipo), y una
segunda que es el sistema evolutivo en sí. La evaluación de los indi-
viduos se realiza después de la transformación, la cual convierte un
vector de parámetros, que son optimizados por el algoritmo evoluti-
vo, en una matriz de valores que determinará la distribución de los
distintos materiales y objetos que conforman un mapa jugable.
Por su parte, Uriarte y Ontañon [157] han diseñado un generador
de mapas para Starcraft: Brood War que han denominado PSMAGE.
Este sistema divide el mapa en regiones mediante un diagrama de
Voronoi y, posteriormente, asigna diferentes propiedades a cada una
de las regiones, como la altura de la misma. También selecciona qué
región va a ser el punto de partida de cada jugador y distribuye los
recursos entre el resto de regiones, todo ello intentando mantener la
simetría del mapa de forma que se mantenga equilibrado.
Siguiendo un enfoque similar, Liapis et al. [95] presentan un gene-
rador automático de bocetos de mapas para juegos de ETR. Estos bo-
cetos son matrices de baja resolución (es decir, con pocos elementos)
que distribuyen en el espacio los tipos de terreno y recursos. Poste-
riormente, los bocetos se expanden, usando autómatas celulares, y se
convierten en mapas jugables que respetan la distribución original
del boceto.
Mahlmann et al. [100] han diseñado un lenguaje de descripción de
juegos de estrategia (Strategy Game Description Language, SGDL) con
2.1 juegos e inteligencia artificial 13
varios criterios de diseño en mente: el lenguaje tenía que ser comple-
to para poder modelar prácticamente todos los aspectos de los juegos
de estrategia, que fuese posible su evolución de forma que fuese sen-
cillo aplicar algoritmos de búsqueda y optimización, y entendible por
las personas. El lenguaje utiliza una representación basada en árboles,
al estilo de la programación genética. Este lenguaje se ha empleado
en la generación automática de conjuntos de tipos de unidades que
se complementan entre sí, destacando cada una de ellas en alguna
característica en particular [101]. También se ha usado para la crea-
ción automatizada de conjuntos de reglas o escenarios de juegos de
estrategia En [100] se presentan tres métodos para evaluar la calidad
de los posibles conjuntos de reglas generados de forma automática a
partir del lenguaje de descripción.
Además de los anteriores artículos, que estaban enfocados directa-
mente en los juegos de ETR, hay otros trabajos de generación auto-
mática de contenido que, sin centrarse específicamente en un género
concreto de videojuegos, pueden aplicarse a este género en cuestión.
La generación de terrenos virtuales por procedimientos es un proble-
ma ampliamente estudiado en la literatura [141] y cuyos resultados
pueden ser útiles si se aplican a los videojuegos de ETR, ya que es-
tos terrenos pueden servir como base para los mapas del juego. Un
ejemplo de generación procedimental de terrenos es el trabajo de los
autores de van Eck y Lamers [159], los cuales presentan un estudio
preliminar sobre la posibilidad de generar terrenos para videojuegos
a partir de organismos vivos. En concreto, convierten imágenes de
cultivos de hongos y bacterias mediante el escaneo de las placas de
Petri en mapas de altitud que representan los terrenos virtuales. Otro
ejemplo es el trabajo de Ashlock et al. [5] que utiliza una representa-
ción indirecta del terreno (concretamente polígonos codificados usan-
do L-systems) que da indicaciones sobre cómo construirlo en lugar de
ser una representación directa del mismo y que permite el uso de
heurísticas a la hora de realizar la transformación al modelo final del
terreno. Un enfoque distinto es el de Doran y Parberry [32] que propo-
nen la utilización de agentes inteligentes especializados en construir
diferentes tipos de terreno (playas, colinas, llanuras, ...) de forma que
en conjunto son capaces de crear terrenos virtuales que obedecen una
serie de parámetros que se especifican al inicio del proceso.
Otro tipo de contenido genérico que se puede adaptar para los jue-
gos de ETR es el de la música [23]. Por ejemplo, Plans y Morelli [127]
han estudiado la generación de música y efectos de sonido de forma
dinámica y automática para que se adapte a la experiencia del juga-
dor en todo momento. Para ello se analizan las acciones del jugador,
que influyen en tres funciones que definen el nivel de frustración,
desafío y diversión del mismo. Estos niveles, a su vez, influyen en
tiempo real en el algoritmo de generación de música, adaptándose
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ésta última a la situación particular que se esté produciendo en el
juego.
2.1.2 Juegos de estrategia en tiempo real e inteligencia artificial
La estrategia en tiempo real es un género de videojuegos de gran
importancia dentro de la industria. Desde los primeros éxitos comer-
ciales como Dune II: The building of a Dynasty [164] y Warcraft: Orcs &
Humans [11] hasta éxitos más recientes como Starcraft II [12] o Supre-
me Commander 2 [54], pasando por verdaderos pesos pesados como
las sagas Age of Empires [36] y Command & Conquer, [165] este género
ha sabido atraer a una gran cantidad de público. Más allá del éxito co-
mercial del género, los juegos de ETR también se han hecho un hueco
dentro de la investigación en Inteligencia Computacional (IC), debido
principalmente a los numerosos desafíos y problemas que proporcio-
nan este tipo de juegos.
El problema más tratado dentro del campo de los juegos de ETRPlanificación de
estrategias es, sin duda, la planificación de estrategias, que consiste en determi-
nar secuencias de acciones de forma que, al ejecutarse, se cumpla un
determinado objetivo. En el caso de este género, el hecho de que exis-
tan adversarios sumado a que las acciones se llevan a cabo en tiempo
real y en ausencia de información perfecta complica la planificación
de estrategias.
Aha et al. [2, 109] presentaron un algoritmo de selección de estra-
tegias denominado Case-based Tactician (CaT) que basa su funciona-
miento en el conocimiento del problema y el razonamiento basado
en casos, es decir, realizar la selección de estrategias en base a las
decisiones tomadas en partidas anteriores. Este algoritmo se mejoró
posteriormente [110] para poder razonar y aprender a partir de es-
pacios continuos de acciones, en lugar de aproximaciones discretas
como en el caso del algoritmo original. Otra mejora a la selección de
estrategias mediante el razonamiento basado en casos es la propues-
ta por Mishra et al. [107], quienes introdujeron en el algoritmo una
representación de alto nivel sobre el estado global de la partida, me-
jorando su eficiencia. Por su parte, Sharma et al. [140] describieron
una arquitectura que permite el aprendizaje automático de criterios
tácticos que pueden reutilizarse en otras instancias del problema. Es-
te mecanismo de aprendizaje permite que el conocimiento adquirido
previamente se use para mejorar el rendimiento de la planificación
de estrategias en las siguientes partidas. Ontañón et al. [122, 123] pro-
pusieron la extracción de comportamientos a partir de demostracio-
nes de expertos y su posterior reutilización como un generador de
comportamientos basado en casos, además de presentar un marco de
trabajo para la planificación basada en casos para juegos de ETR. Otro
posible enfoque para la planificación es el empleado por Alcázar et
al. [3], quienes usaron el lenguaje PDDL para definir un dominio de
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planificación que puede ser usado en los juegos de ETR, de la misma
forma que Kovarsky y Buro [80], quienes también usaron PDDL en
este caso para la optimización del orden de construcción de los dife-
rentes edificios del juego. Por su parte, Weber et al. [161] estudiaron
un enfoque dirigido por objetivos para desarrollar jugadores artificia-
les que modifican sus objetivos en base a los eventos de la partida
que se van sucediendo.
La computación evolutiva también se ha usado de forma frecuente
a la hora de la planificación de estrategias, como en el trabajo de
Jang et al. [73] donde se usa un algoritmo evolutivo para mejorar el
rendimiento de un jugador artificial, el trabajo de Lichoki et al. [96]
que usa programación de expresiones de genes, el de Miles et al. [106]
con un algoritmo genético, o el de Ponsen et al. [128] y el trabajo de
Traish y Tulip [156], que usan aprendizaje evolutivo.
Otra técnica muy utilizada para la planificación es el scripting di-
námico [145], que es una técnica de aprendizaje por refuerzo y que
fue extendida por Dahlbom y Niklasson [29]. Algunos ejemplos de
su uso para juegos de ETR incluyen el trabajo de Ponsen et al. [128]
donde se combinó con un algoritmo evolutivo, y el de Ludwig y Far-
ley [98], donde se extendió la técnica para comprobar su efectividad
en un juego táctico abstracto.
La gestión dentro de los juegos de ETR se pueden dividir en dos Micro-gestión
niveles: macro-gestión (es decir, tomar decisiones estratégicas como
el edificio que se construirá a continuación o qué zona del mapa de-
bería ser explorada) y micro-gestión (formación de las unidades así
como designación de sus objetivos). Al igual que la planificación, la
micro-gestión es un problema que se ha tratado ampliamente en la
literatura, utilizando diferentes técnicas para ello, tales como el apren-
dizaje por refuerzo [60, 163].
Hagelbäck y Johansson [63, 62, 64, 61] estudiaron el uso de campos
potenciales y esquemas multi-agente para el manejo de las unidades
teniendo en cuenta la niebla de guerra de este tipo de juegos, que no
es otra cosa que la incapacidad de observar regiones del mapa en las
cuales no se controlen unidades. La misma técnica ha sido empleada
tanto por Avery y Louis [6] como por Keaveney y O’Riordan [76, 77],
quienes han combinado los mapas potenciales con la computación
evolutiva. En el mismo sentido, Synnaeve y Bessiere [147] propusie-
ron controlar las unidades con un modelo Bayesiano.
Por su parte, Ng et al. [117] describen un método para planificar
la división de las unidades en sub-grupos o formaciones adecuadas
para cumplir los objetivos de la partida. Siguiendo con la gestión de
las formaciones de las unidades, Preuss et al. [129] utilizaron para ello
una combinación de mapas auto-organizados y algoritmos evolutivos
para adaptarlos al juego, mientras que van der Heijden et al. [158] se
basaron en el aprendizaje computacional.




cabo por un jugador con la intención de predecir las acciones futuras,
intenciones u objetivos del oponente. Esto tiene una vital importancia
a la hora de desarrollar un jugador artificial proactivo que sea capaz
de adelantarse a los acontecimientos. En [21] se presenta una intro-
ducción al reconocimiento de estrategias basado en casos para juegos
de ETR, un enfoque que se utilizó en [72], donde se analizaron y ca-
tegorizaron diferentes estilos de juego mediante los datos recogidos
sobre la secuencia en la construcción de los edificios. Estos datos, que
en realidad eran repeticiones de partidas de Starcraft, se emplearon
para entrenar un sistema de decisión basado en casos capaz de prede-
cir la estrategia del oponente. Este enfoque de análisis de repeticiones
de partida también se utilizó para extraer modelos probabilísticos del
comportamiento de los oponentes [31, 58].
Por su parte, Schadd et al. [134] estudiaron el uso de modelos jerár-
quicos estructurados para modelar el comportamiento del oponente,
además de comprobar la efectividad de este enfoque mediante la eva-
luación de dos clasificadores, mientras que en el caso de Synnaeve y
Bessiere [146, 148], la predicción se llevó a cabo utilizando un modelo
Bayesiano. Otro enfoque para la predicción es el propuesto por We-
ber y Mateas [162], quienes plantearon el uso de técnicas de minería
de datos para extraer patrones de comportamiento de una colección
numerosa de partidas guardadas.
Se puede observar que los juegos de ETR pueden ser de utilidad aJuegos de ETR como
entornos de prueba la hora de desarrollar e investigar nuevas técnicas y algoritmos de IA.
Esto ha propiciado que se desarrollen herramientas y librerías para
facilitar la tarea de usar estos juegos como entorno de pruebas para
evaluar el rendimiento de los algoritmos.
Starcraft es uno de los juegos que aparece frecuentemente en la li-
teratura gracias a la librería de código abierto BWAPI - The Brood War
API1 que permite interactuar con el motor del juego controlando las
unidades individualmente y accediendo a todos los aspectos relevan-
tes del estado del juego. La mayoría de los trabajos que han usado
Starcraft se corresponden con el desarrollo de jugadores artificiales
como, por ejemplo, el artículo de Justesen et al. [75] que presenta un
estudio sobre secuencias óptimas de acciones que deben tomar las
unidades enfrentadas en combate. También hay trabajos [121, 162]
que utilizan técnicas de aprendizaje computacional y minería de da-
tos para extraer y analizar patrones de comportamiento de jugadores
humanos.
Aunque la librería permita conectar jugadores artificiales con Star-
craft, éste no se diseñó con ese objetivo en mente, justo al contrario
que ORTS (Open Real-Time Strategy) [18]. ORTS es un motor de jue-
gos de ETR diseñado explícitamente para servir como herramienta
de apoyo a la investigación de problemas de IA en tiempo real. Está
desarrollado siguiendo una arquitectura cliente/servidor que incluye
1 https://github.com/bwapi/bwapi
2.1 juegos e inteligencia artificial 17
Figura 2.1: Captura de pantalla del juego Ants. Los puntos de colores repre-
sentan a las hormigas de cada equipo mientras que los círculos
negros son los hormigueros.
visualización 3D al nivel de juegos comerciales, mientras que el mo-
tor de juego se puede personalizar a través de scripts que describen
los tipos de unidades, las estructuras disponibles y las interacciones
entre ambos. Un ejemplo de uso de esta herramienta es el trabajo de
Hagelbäeck y Johansson [63], que estudia el uso de campos potencia-
les multi-agentes para controlar el movimiento de las unidades del
juego generando atracción y repulsión en distintas zonas del mapa
dependiendo del edificio o unidad que allí se encuentre.
En la línea del anterior juego, hay otros dos que se crearon con el
mismo objetivo en el marco de la competición de IA Google AI Challen-
ge 2, que ha sido una competición internacional de IA patrocinada por
Google. En primer lugar se encuentra el juego Planet Wars, que es el
empleado en la presente tesis y cuya descripción completa se puede
encontrar en la sección 2.1.4. Mora et al. [111] utilizan el Planet Wars
para estudiar el efecto que tienen las funciones de aptitud con un ele-
vado número de perturbaciones en el desarrollo de estrategias de IA
para construir jugadores artificiales, además de diseñar un jugador
artificial de Planet Wars mediante AE que obtuvo un mejor rendimien-
to que otro jugador virtual programado según el conocimiento de
un experto. Otro trabajo que utilizar a este juego como base es el de
Fernández-Ares et al. [41], que presenta un método rápido y online
para el análisis de los mapas de este juego, de forma que el conoci-
miento obtenido sirve para definir estrategias especializadas para un
2 http://aichallenge.org/
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jugador artificial [39, 40]. Nogueira Collazo et al. [118, 120] también
han estudiado el diseño de jugadores artificiales para el Planet Wars,
en este caso, mediante el uso de algoritmos coevolutivos competitivos,
enfoque similar al empleado en [42].
En segundo lugar, y también en el marco de la Google AI Challen-
ge, se desarrolló otro juego de ETR denominado Ants, en el cual los
jugadores tienen que gestionar una colonia de hormigas con el obje-
tivo de recoger alimentos y conquistar los hormigueros del resto de
jugadores (ver Figura 2.1. Ambos juegos permiten conectar los juga-
dores artificiales al motor del juego de forma inmediata, ya que al
haber sido desarrollados en el marco de una competición de IA, se
han desarrollado precisamente de forma que esto sea posible.
2.1.3 Generación de mapas y niveles para otros géneros
Más allá de los juegos de ETR hay una gran cantidad de artículos
dedicados a la generación automática de mapas y niveles para otros
géneros de videojuegos. Por ejemplo, Togelius et al. [151] han diseña-
do un sistema capaz de generar circuitos de carreras a partir de un
vector de parámetros que se interpreta, a su vez, como los paráme-
tros de una secuencia de curvas Bezier que forman el circuito en sí.
La evaluación de los circuitos se realiza por simulación, utilizando
un conductor artificial cuyo rendimiento a la hora de conducir en el
circuito forma parte del valor de aptitud del mismo. Con el mismo
juego como objetivo, Cardamone et al. [20] presentan una herramien-
ta accesible desde la web para la generación de circuitos que basa
su funcionamiento en la evolución interactiva, es decir, incorporar al
humano en el proceso de evaluación de la calidad de los circuitos
obtenidos por la herramienta, para ayudar al algoritmo a obtener me-
jores soluciones.
Por su parte, Jennings-Teats et al. [74] presentan un estudio prelimi-
nar sobre la creación automatizada de niveles para juegos de platafor-
ma que adaptan su dificultad al nivel del jugador durante la partida.
Siguiendo con los juegos de plataformas, Pedersen et al. [125] modi-
ficaron una versión de código abierto del juego Super Mario Bros de
forma que fuese posible la generación de niveles personalizados. En
este caso, los niveles se codifican en un vector de parámetros indican-
do el número y tamaño de los distintos huecos en el nivel. El resto de
elementos se coloca siguiendo un proceso estocástico. En el caso de
Compton et al. [24, 142] los niveles del juego de plataformas se gene-
ran combinando diferentes patrones de forma rítmica y teniendo en
cuenta la física del avatar controlado por el jugador a la hora de efec-
tuar saltos y desplazamientos. Snodgrass y Ontañón [143] presentan
un estudio preliminar sobre el uso de cadenas de Markov en el pro-
ceso de creación de niveles para un juego de plataformas. El método
que presentan es capaz de aprender patrones estadísticos a partir de
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niveles diseñados por expertos para, posteriormente, generar nuevos
mapas de forma automática en base a los patrones aprendidos.
En el ámbito de los puzles, Shaker et al. [137, 138] proponen un sis-
tema evolutivo para generar niveles del juego Cut the rope!. La evalua-
ción de los niveles generados combina un conjunto de restricciones
de diseño así como una comprobación de jugabilidad basada en la
simulación con un agente inteligente que juega los niveles.
Usando un enfoque algo más amplio, Sorenson y Pasquier [144]
estudiaron una representación genérica para los niveles de videojue-
gos de forma que abarcasen varios géneros y, por tanto, generalizar
el proceso de creación automática de los mismos. La representación
de los niveles se basa en lo que los autores han llamado “elementos
de diseño” cuya composición da como resultado niveles completos.
2.1.4 Planet Wars: Descripción del juego
Como ya se ha descrito en la Sección 2.1.2, muchos juegos de ETR
son usados de forma frecuente como entorno de pruebas para la in-
vestigación en técnica de IA. Para este trabajo se ha elegido el juego
Planet Wars como entorno de pruebas para el generador automático
de mapas que se propone en el Capítulo 4 así como para el resto de
experimentos realizados. El motivo de esta elección no es otro que la
sencillez en la representación de los mapas, la disponibilidad del có-
digo fuente del mismo así como la capacidad de encapsular la esencia
de los juegos de ETR con un conjunto sencillo de reglas.
Planet Wars es un juego abstracto desarrollado en el marco de la Ambientación y
objetivocompetición de estrategias de IA Google AI Challenge 20103 e inspirado
en el arcade Galcon4. El juego tiene lugar en el espacio y los jugadores
toman el control de una flota de naves con el objetivo de conquistar
todos los planetas del mapa o bien eliminar todas las flotas del enemi-
go.
Cada partida se desarrolla en un mapa bidimensional compuesto Mecánicas de juego
por planetas de diferentes tamaños (ver Figura 2.2). El tamaño de un
planeta indica su capacidad de producción de unidades, por lo que
los planetas más grandes son a su vez más atractivos, ya que generan
nuevas naves en una cantidad directamente proporcional a dicho ta-
maño, siempre que el planeta esté controlado por algún jugador (los
planetas neutrales no producen unidades). Por su parte, las naves de
los jugadores se organizan en flotas o grupos de naves que, a su vez,
pueden encontrarse en movimiento desde un planeta a otro o bien de-
fendiendo un determinado planeta. Aunque los jugadores emiten las
órdenes de movimiento de flotas turno a turno, se puede considerar





Figura 2.2: Una partida de Planet Wars en marcha. Los círculos representan
los planetas mientras que el color de los mismos y el número
que incluyen representan el jugador propietario y el número de
naves de la flota defensora, respectivamente. Los números entre
planetas son flotas de naves que se encuentran en movimiento.
En el transcurso de un turno, el jugador puede ordenar el envíoConquista, batalla,
refuerzos y
movimientos
hacia un planeta objetivo de todas las naves que se encuentren en
un planeta que controle. Esta flota tardará en llegar a su destino un
tiempo relacionado con la distancia que existe entre el planeta de ori-
gen y de destino. Es imposible reasignar el planeta objetivo de una
flota que se encuentre en movimiento. Si el planeta objetivo también
es controlado por el jugador, las naves que forman la flota se suman
a las que ya hubiese en el planeta, pasando a formar parte de la de-
fensa del mismo. Por su parte, si el objetivo no está controlado por el
jugador (es neutral o de un jugador enemigo), se produce el combate
entre la flota atacante y la defensora. El combate se resuelve de forma
simple, se van destruyendo naves de ambas flotas en una proporción
de una atacante por una defensora, hasta que alguna de las dos flotas
se quede sin naves, resultando ser la perdedora. El control del planeta
pasa a ser de la flota ganadora y las naves restantes se incorporan a
la defensa del mismo. Como ya se ha comentado, al final del turno
cada planeta, dependiendo de su tamaño, incrementa el número de
naves de la flota defensora.
El juego llega a su fin cuando se cumple alguna de las siguientesFinal del juego
condiciones: un jugador consigue conquistar todos los planetas del
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mapa o eliminar todas las naves del resto de jugadores, o bien se han
jugado un número determinado de turnos, por lo que el jugador con
mayor número de naves es el que se convierte en el ganador.
2.2 introducción a la computación evolutiva
La computación evolutiva [7, 35] es la rama de la informática dedi-
cada al estudio de una clase de algoritmos que se inspiran en la teoría
de la evolución Darwiniana, concretamente en la selección natural, así
como en la genética molecular, razón por la que se les conoce como
algoritmos bio-inspirados.
Dentro de los algoritmos evolutivos existen diferentes variantes que
comparten la misma idea principal: las soluciones a un determina-
do problema forman una población de individuos, cuya medida de
calidad global se ve incrementada por los mecanismos de selección
natural que provocan que solo sobrevivan los más fuertes. Una vez
se tiene definida una función de aptitud que mide cómo de buena es
una determinada solución, se pueden generar éstas de forma aleato-
ria y someterlas a evaluación con la función de aptitud, que indicará
las posibilidades de supervivencia de la solución. En base a este va-
lor de aptitud, se eligen aquellos individuos (soluciones) de entre la
población que tienen un valor más alto y se les somete a un proceso
de recombinación y mutación para generar nuevos individuos que
formarán la nueva población de soluciones. Este proceso se puede
repetir de forma iterativa hasta que alguno de los individuos alcance
un valor de aptitud objetivo o se consuman un número máximo de
iteraciones o recursos computacionales definidos al inicio del proce-
so.
La conjunción de la diversidad introducida por los operadores de
mutación y recombinación y la orientación hacia la calidad del proce-
so de selección forman la base de los sistemas evolutivos. Cabe desta-
car que en ambos casos los procesos son estocásticos. Por su parte, la
función de aptitud se puede considerar como una función heurística
que ofrece una aproximación de la calidad de la solución.
Como ya se ha mencionado, dentro de la computación evolutiva
existen diferentes vertientes como la programación genética, las es-
trategias de evolución y algoritmos genéticos, que, aun difiriendo en
los detalles técnicos de implementación tales como la forma de repre-
sentación de los individuos, siguen el esquema general reflejado en
la Figura 2.3. El proceso se inicia creando aleatoriamente la población
inicial de individuos, entonces comienza un proceso iterativo que ter-
minará cuando se alcance la condición de parada deseada. Durante
el proceso iterativo, en cada paso, se seleccionan unos progenitores
que son sometidos a recombinación y mutación para generar nuevos










Figura 2.3: Esquema general del funcionamiento de un algoritmo evolutivo
Como se puede observar, la computación evolutiva sigue un proce-
so de generación y prueba, buscando en el espacio de soluciones con
un equilibrio entre exploración y explotación. Además, al emplearse
un método poblacional, se obtienen del proceso no solo la mejor so-
lución, sino un conjunto de soluciones que han ido mejorando a lo
largo del proceso y que puede ocurrir que muchas de ellas tengan la
calidad suficiente como para ser consideradas correctas. Es por ello
que se ha optado por la computación evolutiva como base para el
generador automático de mapas. A continuación se realiza una breve
reseña histórica sobre estas técnicas así como una introducción a las
vertientes más comunes que han ido surgiendo dentro de la compu-
tación evolutiva.
2.2.1 Reseña histórica
Una de las primeras referencias que se tienen del uso de un proce-Orígenes
so evolutivo para la resolución de un problema se remonta a mediado
de los 50, en los trabajos de Fraser [50] (1957), Friedberg [52] (1958) y
Friedberg et al. [53] (1959). El primero está considerado como un tra-
bajo influyente dentro del campo de la computación evolutiva, mien-
tras que los otros dos suponen una primera aproximación a lo que los
autores denominaron como programación automática, es decir, calcular
la función que representa a un conjunto de datos de entrada y salida.
Unos años más tarde, Bremermann [17] presentó los resultados de los
primeros intentos de aplicar evolución simulada a problemas de op-
timización numérica, tanto lineal como convexa, además de aplicarla
para obtener la solución de ecuaciones simultáneas no lineales.
Aunque estos trabajos se pueden considerar como fuente de inspi-
ración para la computación evolutiva, no es hasta mediados de los
60 cuando se establecen las bases de lo que todavía hoy se conocen
como las principales formas de AE. Las estrategias de evolución fue-
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ron desarrolladas inicialmente en Berlin por los estudiantes Bienert,
Rechenberg y Schwefel [131]. Por su parte, Fogel et al. [44] estableció
los fundamentos de la programación evolutiva mientras que Holland
[69] hizo lo mismo para los algoritmos genéticos. Cada una de estas
vertientes se fueron desarrollando de forma independiente a lo largo
de los años, hasta que, a principios de los 90, un nuevo enfoque se
incorporó al trío gracias a Koza: la programación genética [81].
2.2.2 Componentes de un algoritmo evolutivo
Como se ha comentado anteriormente, las distintas variantes den-
tro de los algoritmos evolutivos tienen en común su esquema general,
del cual se pueden extraer los distintos componentes que caracterizan
y configuran el algoritmo evolutivo en sí mismo.
En primer lugar es necesario definir la representación que tendrán Representación de
los individuoslos individuos, o lo que es lo mismo, cómo se van a representar las
soluciones candidatas. Es evidente que la representación de los indi-
viduos está directamente relacionada con el problema que se desea
resolver. Puede ocurrir que la representación elegida para los indivi-
duos no puede utilizarse tal cual como solución candidata del pro-
blema a resolver, por lo que el proceso evolutivo se realiza en base a
la representación (genotipo) y, una vez finalizado, los candidatos ven-
cedores se decodifican en soluciones reales del problema (fenotipo).
Un ejemplo clásico de esta situación es un problema de optimización
en el dominio de los enteros, donde el fenotipo estaría formado por
el conjunto de enteros que forman la solución y el genotipo es la
representación en binario de dichos números.
El segundo componente relacionado intrínsecamente con el pro- Función de aptitud
blema a resolver es la función de aptitud, también conocida como
función de evaluación, que es una forma de encapsular los requisitos
que deben cumplir las soluciones deseadas y por tanto hacia donde
deben evolucionar los individuos. La función de aptitud asigna una
medida de calidad a los individuos y se utiliza tanto en el proceso
de selección de progenitores como en la política de reemplazo em-
pleada, esto es a qué individuos reemplazan los descendientes que se
han creado. La función de evaluación puede ser tan inmediata como
resolver un sencillo cálculo matemático o, por el contrario, cuantificar
el resultado de una compleja simulación.
Por su parte, los individuos se agrupan en lo que se denomina po- Población de
individuosblación del algoritmo, o lo que es lo mismo, un conjunto que permite
individuos repetidos. Realmente, durante la ejecución del algoritmo
los individuos como tales no evolucionan ya que son estáticos, sino
que es la población la que lo hace, reemplazando alguno de sus com-
ponentes en cada iteración. A la hora de definir un algoritmo evoluti-
vo simple, basta con establecer el tamaño que tendrá la población. Sin
embargo, existen algoritmos más sofisticados que establecen caracte-
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rísticas adicionales a la población, como, por ejemplo, una relación
de vecindad o distancia entre individuos.
El mecanismo de selección define la forma de seleccionar algunosMecanismo de
selección individuos de entre toda la población atendiendo a sus valores de ap-
titud, por lo que generalmente aquellos individuos mejor adaptados
tienen más posibilidades de ser seleccionados para engendrar nuevos
candidatos, fomentando de esta forma la mejora en la calidad global
de la población. Los individuos seleccionados son sometidos a los
mecanismos de mutación y recombinación.
Por su parte, los operadores de variación tienen como objetivo fun-Operadores de
variación damental crear nuevos individuos a partir de los antiguos, exploran-
do por tanto nuevas posibles soluciones al problema. Los operadores
de variación se categorizan en operadores de mutación y recombina-
ción, según se apliquen sobre uno o varios individuos, respectivamen-
te (este número se conoce como aridad del operador). El operador
de mutación se aplica sobre un individuo, obteniendo una versión
ligeramente modificada del mismo. Este operador es siempre estocás-
tico y depende de una serie de procesos aleatorios que deciden, por
ejemplo, la parte del individuo que será modificada y cuánto será
esa modificación. Por su parte, el operador de recombinación o cruce
funciona obteniendo información de dos o más individuos, combi-
nándola en nuevos candidatos que compartirán algunas de las carac-
terísticas de los individuos progenitores. Al igual que la mutación, la
recombinación es un proceso estocástico.
Por último, el mecanismo de reemplazo se encarga de diferenciarMecanismo de
reemplazo los individuos de la población en base a su valor de aptitud, confi-
gurando la forma de seleccionar qué individuos pasan a la población
de la siguiente iteración y cuales son eliminados. Este reemplazo es
necesario puesto que, generalmente, el tamaño de la población per-
manece constante a lo largo de las iteraciones y después de aplicar
los operadores de variación nos encontramos con más individuos de
los que teníamos originalmente.
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En el Algoritmo 1 se detalla el funcionamiento general de un algo-
ritmo evolutivo. Los algoritmos evolutivos encajan a la perfección con
el esquema de generación y evaluación y, por ello, forman la base del
generador de mapas que se propone en el Capítulo 4.
2.2.3 Algoritmos genéticos
Dentro de la familia de la computación evolutiva existen distintas
clases de algoritmos que difieren en sus detalles de funcionamiento,
aun estando inspirados en el mismo patrón general. En primer lugar
encontramos la familia de algoritmos más conocida por la comunidad
científica: los algoritmos genéticos [67].
Estos algoritmos son considerados comúnmente como métodos de
optimización de funciones. En su versión canónica, la representación
de las soluciones que se utiliza son las cadenas binarias, mientras que
exhiben una baja probabilidad de mutación, la cual se lleva a cabo in-
virtiendo el valor de determinadas posiciones de la cadena. Por su
parte, la selección de los individuos se realiza de forma proporcio-
nal a sus valores de aptitud, de forma que aquellos individuos más
aptos serán seleccionados con una mayor probabilidad. Ya que la pro-
babilidad de mutación es baja, los algoritmos genéticos se basan en el
mecanismo de recombinación para generar nuevas soluciones, siendo
ésta la característica más distintiva de este tipo de algoritmos.
Aunque la versión canónica del algoritmo genético cuenta con una
representación binaria de los individuos, es posible usar otras repre-
sentaciones que se adapten mejor a las características de las solucio-
nes que se desean encontrar. Además de la binaria, las representacio-
nes más frecuentes dentro de los algoritmos genéticos son la repre-
sentación entera, en coma flotante, y las permutaciones para aquellos
problemas en los que hay que decidir el orden en el cual debe ocurrir
una secuencia de eventos. Dependiendo de la representación elegida,
los operadores de mutación y recombinación varían. Por ejemplo, en
el caso de la representación entera o real, la mutación podría realizar-
se asignando un valor aleatorio permitido al gen que se desea mutar,
o sumar o restar un determinado valor al valor actual del gen. En el
caso de las permutaciones, una posible mutación sería intercambiar
dos genes de posiciones aleatorias, mover uno de ellos hasta colocarlo
inmediatamente anterior a otro, o incluso “barajar” un subconjunto
de la permutación.
Con respecto a la recombinación, para las representaciones numéri-
cos (binario, enteros y reales) existen los cruces de uno o varios pun-
tos, explicado en la sección 4.2, mientras que para las permutaciones
destaca el operador PMX (Partially mapped crossover), presentado por
primera vez en el trabajo de Goldberg y Lingle [57].
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2.2.4 Estrategias de evolución
Los algoritmos que se detallan a continuación son las denominadas
estrategias de evolución [135], las cuales se usan normalmente en la
optimización de problemas con parámetros continuos.
Generalmente, la mutación que se le aplica a los individuos en es-Esquema general de
una estrategia de
evolución
te algoritmo es una perturbación aleatoria que sigue una distribución
normal N(µ,σ). La recombinación, por su parte, elige un elemento
al azar de cada individuo e intercambia sus valores. La selección de
estos individuos es determinista y no está sesgada por los valores de
aptitud, sino por el orden que ocupa cada individuo en la ordenación
de los mismos según su valor de aptitud, mecanismo similar al que
se sigue para la política de selección de supervivientes y que puede
descartar o tener en cuenta a la población antigua. Con respecto a la
representación de los individuos, se suele utilizar un vector de núme-
ro reales, al cual se incorporan los parámetros µ y σ que definen la
mutación, concretamente la distribución normal de la que se obtiene
la perturbación aleatoria como se ha descrito anteriormente, que van
coevolucionando a la vez que las soluciones, dando lugar a lo que se
ha denominado la auto-adaptación.
Esta auto-adaptación es la contribución más importante de las es-Auto-adaptación
trategias de evolución al campo de la computación evolutiva, ya que
aunque inicialmente se incluyera en las primeras, sus ventajas han
hecho que también se use la auto-adaptación en otras familias de al-
goritmos evolutivos [104].
2.2.5 Programación evolutiva
La programación evolutiva [43, 44] es una familia de los algoritmos
evolutivos cuya característica distintiva es el énfasis que realiza en
la relación entre los progenitores y sus descendientes, en lugar de
la relación genética como ocurría con los algoritmos genéticos. Para
ello usa los operadores de mutación para generar diversidad en las
poblaciones de soluciones a la vez que se mantiene un alto grado de
correlación entre los progenitores y sus descendientes.
En su variante canónica, la programación evolutiva hace uso del
clásico flujo de inicialización, variación, evaluación y selección. La
inicialización de la población puede ser aleatoria o siguiendo alguna
heurística. Cada individuo de la población se convierte en progenitor,
generando λ descendientes cada uno de ellos mediante el operador
de mutación. El mecanismo de selección de los que serán los proge-
nitores en la siguiente generación puede ser elitista, mediante el cual
las mejores µ soluciones se mantienen en la población como progeni-
tores, una selección mediante torneo, donde las soluciones enfrentan
sus valores de aptitud, o una selección proporcional a los valores de
aptitud similar al mecanismo de los algoritmos genéticos. Como ya se
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ha comentado, la programación evolutiva no efectúa recombinación
a los individuos, ya que el enfoque de optimización del algoritmo es
global y rechaza la hipótesis de los bloques constructivos [68] en la
que se asume que la aptitud es una función separable de las partes
que forman el genoma.
2.2.6 Programación genética
La principal característica de la programación genética [81] es que
los individuos que se someten a evolución son programas ejecutables.
Ya que estos programas pueden tener diferente tamaño, la represen-
tación de los individuos se realiza con estructura de tamaño variable,
principalmente árboles y listas. Estas estructuras están formadas por
funciones básicas y operaciones simples, además de valores constan-
tes o variables. Además, las operaciones y funciones pueden tener
una aridad determinada, es decir, requieren de un número determi-
nado de parámetros, por lo que los mecanismos de inicialización y los
operadores de variación tienen que lidiar con el problema de generar
individuos que no sean válidos.
La inicialización de los individuos se realiza seleccionando aleato-
riamente las operaciones y funciones de un conjunto y encadenán-
dolas. La evaluación de los individuos es tan sencilla como ejecutar
el programa que codifica y analizar el resultado del mismo para de-
terminar cómo de bien lo ha hecho. Por su parte, el mecanismo de
selección tiene en cuenta el valor de aptitud de los individuos de
la población. El operador de recombinación intercambia sub-árboles
aleatorios de dos padres, mientras que el de mutación introduce un
nuevo sub-árbol en un nodo aleatorio del objetivo.
2.2.7 Optimización multiobjetivo
Todo lo referenciado hasta ahora sobre computación evolutiva par-
tía de la premisa de que únicamente había un objetivo a optimizar,
cuantificado por la función de aptitud. Sin embargo, la realidad está
repleta de problemas multiobjetivo, que son aquellos donde la cali-
dad de una determinada solución está definida por su rendimiento
con respecto a varios objetivos distintos, los cuales pueden ser com-
plementarios entre ellos.
Una posible solución para enfrentarse a estos problemas es asig-
nar un valor numérico de calidad de la solución para cada objetivo y
agruparlos en un único valor mediante una suma ponderada, lo que
se conoce como escalarización [22]. La otra opción es tratar conjunta-
mente todos los valores de calidad de la solución para cada uno de
los objetivos y establecer un orden de calidad entre ellas, para lo cual
es necesario definir el concepto de dominancia. Dadas dos soluciones,
se dice que una de ellas domina a la otra si sus valores de calidad de
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cada objetivo son al menos tan altos como los de la segunda, y es
estrictamente superior en al menos un caso. De la misma forma, una
solución no dominada es aquella que, como su propio nombre indica,
no es dominada por ninguna otra solución. El conjunto de todas las
soluciones no dominadas, el cual se denomina como conjunto o frente
de Pareto, tiene la propiedad de que no es posible mejorar la calidad
de una solución con respecto a algún objetivo sin que se reduzca en
otros. Por tanto, el objetivo final de los algoritmos evolutivos multi-
objetivo, como el NSGA-II [30] o el SPEA-2 [167] por citar algunos, es
acabar con un conjunto de soluciones que se aproxima o coincide con
el frente de Pareto del problema.
2.2.8 Otras técnicas
Además de las técnicas reseñadas anteriormente, existen otras téc-
nicas de evolución a las cuales se le añade algún tipo de influencia
externa para mejorar el proceso evolutivo. Además, el lector puede
encontrar en la literatura multitud de algoritmos bio-inspirados más
allá de los evolutivos, como la optimización basada en colonias de
hormigas [33] o abejas [150], por citar algunos. A continuación se re-
señan algunas técnicas del primer grupo, es decir, aquellas que están
relacionadas directamente con los algoritmos evolutivos.
En los algoritmos coevolutivos [124], la influencia externa a la que
se hacía referencia anteriormente proviene de una población adicio-
nal, cuyos miembros afectan al valor de aptitud de la población que
se está evolucionando, la cual, a su vez, influye en la aptitud de la
primera. Se puede decir, por tanto, que ambas poblaciones evolucio-
nan al mismo tiempo. Dependiendo de la forma de influencia entre
las poblaciones se distinguen dos familias de algoritmos coevoluti-
vos: los cooperativos, en los cuales varias poblaciones distintas que
representan partes de un problema cooperan entre sí para alcanzar
una solución global, y los competitivos, en los que, como su propio
nombre indica, los individuos compiten entre sí para incrementar su
valor de aptitud a costa del contrincante.
Por su parte, en los algoritmos evolutivos interactivos [149] es el
usuario el que entra a formar parte del mismo, guiando el proceso
evolutivo. La interacción ocurre principalmente durante la fase de se-
lección, en la cual el usuario puede seleccionar directamente los indi-
viduos que pasan a la fase de reproducción o, de forma más indirecta,
asignando valores de aptitud a dichos individuos u ordenándolos en
base a algún criterio subjetivo. La introducción del usuario en el pro-
ceso evolutivo tiene numerosas ventajas entre las que se incluye la
posibilidad de tratar problemas en los que la función de aptitud no
está clara, una capacidad de búsqueda mejorada ya que el usuario
puede guiar al algoritmo si éste se queda atascado y un incremento
en la diversidad de los individuos. Sin embargo también hay que te-
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ner en cuenta algunas desventajas como el incremento en el tiempo
de ejecución del algoritmo, ya que el usuario es bastante más lento
evaluando los individuos, la inconsistencia inherente a los humanos,
que cambian de opinión con facilidad y la fatiga que se provoca al
usuario si el número de evaluaciones que se le solicita es muy alto.

3
R E D D E C O - A U T O R Í A
Como ya se ha comentado en la introducción (capitulo 1), la IC va
a tener un gran impacto sobre el desarrollo de videojuegos y por esta
razón, la aplicación de estas técnicas en el campo de los videojue-
gos está fomentando un creciente interés tanto por parte del mundo
académico como de la industria, encontrándose este campo en ple-
na ebullición tras pasar los últimos años en un período de profunda
transformación. Para estudiar y analizar esta transformación se ha
realizado un estudio exhaustivo de la red social formada por aquellos
investigadores que han trabajado en la combinación de IC y videojue-
gos.
El análisis de redes sociales [136] ha adquirido notoriedad reciente- Redes sociales y
complejasmente gracias a la incorporación de nuevas herramientas provenien-
tes del campo de las redes complejas [115]. El estudio de todo tipo de
redes ha sido un campo de investigación extremadamente activo en
los últimos años, motivado por la introducción de modelos para las
redes que siguen una ley de potencias [10] así como las de escala libre
[160], lo cual, de hecho, ha inducido el estudio de nuevos fenómenos
relacionados con este nuevo ámbito.
Este estudio se centra en la red de co-autoría [99], cuyos nodos
representan autores de artículos científicos mientras que una arista
entre dos nodos representa al menos un artículo escrito en común
entre ambos autores (nodos). Esta red se considera social ya que la
colaboración en un trabajo de investigación implica que los autores
se conozcan a nivel personal y, por tanto, estudiar sus enlaces, estruc-
turas y evolución permite adquirir un conocimiento más profundo
sobre los factores que influyen en la colaboración científica. En con-
creto, el estudio se ha centrado en el análisis de esta red social en tres
niveles diferentes (macroscópico, mesoscópico y microscópico) para
determinar las características distintivas de la comunidad, las reglas
que gobiernan la cooperación científica y la dirección hacia la que
se dirige la comunidad de IC en videojuegos, identificando los temas
más activos en el área.
En este sentido, este tipo de análisis de red se ha realizado en otros
campos de investigación tales como en el de las matemáticas [9, 59],
computación evolutiva [25, 27, 154], trabajo colaborativo [70], ciencias
sociales [71] y física, bio-medicina y ciencias de la computación [113,
114] , por citar algunos.
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3.1 obtención de los datos bibliográficos
Los datos bibliográficos usados para la elaboración de la red deOrigen de los datos
colaboración han sido obtenidos del servidor del proyecto Digital Bi-
bliography and Library Project (DBLP1). Esta base de datos está ges-
tionada por la universidad de Trier, y proporciona información biblio-
gráfica de la mayoría de las revistas y actas de congresos relaciona-
das con la ciencia de la computación. Además, ofrece una interfaz
de uso sencillo para obtener resultados filtrados mediante una apli-
cación. Los resultados se codifican en ficheros XML o JSON, lo que
facilita su posterior análisis mediante otras herramientas software.
Se ha programado una herramienta que lanza consultas a la ba-La herramienta
se de datos y va construyendo la red de co-autoría. El proceso para
la obtención de datos es el siguiente. El programa lee un conjunto
de términos clave de búsqueda de un fichero externo. Para cada una
de estas palabras clave, lanza una consulta a la DBLP y procesa los
resultados devueltos por la base de datos, es decir, un listado de ar-
tículos con la información asociada a ellos, tal como los autores o el
año de publicación. Para cada artículo, la herramienta establece co-
mo co-autores a aquellos que aparecen como autores, dos a dos. La
herramienta evita procesar el mismo artículo más de una vez, pues
la base de datos asigna un identificador único a cada uno. Una vez
procesados todos los términos de búsqueda, la herramienta genera
varios ficheros que representan el grafo de co-autoría. Con respecto
al análisis, se ha usado Cytoscape [139] además de la biblioteca igraph
[28] para dibujar y analizar los grafos obtenidos.
Para obtener un conjunto de datos representativo se han seleccio-Términos de
búsqueda nado términos de búsqueda que obtienen los artículos que han sido
publicados en conferencias y revistas con una temática que está direc-
tamente relacionadas con la IC en videojuegos (CIG, TCAIG, AIIDE,
GAMEON, etc.). Además, se han analizado también artículos de otras
revistas y congresos de IC en los cuales pueden aparecer artículos
relacionados con esta temática (GECCO, PPSN, IJCAI, etc.), filtrados
mediante palabras clave relacionadas con los videojuegos (ver Apén-
dice A.1. Por último, se han empleado algunas palabras clave para
obtener aquellos artículos que no hayan sido publicados en las confe-
rencias y revistas descritas previamente y, sin embargo, estén dentro
del ámbito de este estudio.
El conjunto de datos analizado se recogió a finales de abril de 2012Ventana temporal
usando el método que acaba de ser descrito. La fecha de publicación
de los artículos obtenidos va desde 1971 hasta 2012, aunque el núme-
ro de ellos es bastante disperso en los primeros años, motivo por el
cual se ha centrado el análisis en el período que va desde 1997 hasta
2011. La ventana temporal, por tanto, abarca 15 años de la investiga-
ción reciente sobre IC en videojuegos y, aunque no se pretendió obte-
1 http://dblp.org


































Figura 3.1: Evolución del número total de autores en la red. La gráfica inter-
na muestra el número de artículos publicados cada año.
ner el grafo completo de este campo, se obtuvo un grafo lo bastante
representativo como para suponer que el comportamiento del mismo
se puede extrapolar al grafo completo. Sobra decir que se han tenido
los problemas típicos con respecto a distinguir autores con el mismo
apellido, nombres propios e intermedios, o nombres con caracteres
especiales. Aunque en la mayoría de los casos estos problemas son
inevitables, es cierto que también son muy infrecuentes, por lo que se
ha supuesto que tuvieron un impacto insignificante en los resultados
obtenidos.
3.2 análisis de la red de colaboración
Usando el conjunto de datos obtenidos de la DBLP es posible cons- Representación de la
redtruir la red de colaboración como un grafo no dirigido con pesos
G(V ,E,W) en el cual cada vértice v ∈ V representa un autor y cada
arista (v,w) ∈ E ⊆ V × V indica que los autores v y w comparten
la autoría (posiblemente con otros autores) de, al menos, un artículo.
Precisamente, el número de artículos compartidos entre dos autores
se representa con el peso w de las aristas, en concreto, W es una fun-
ción W : E → N+ tal que W((v,w)) es el número de artículos que
los autores w y w tienen en común. Ya que el estudio tenía como
interés la evolución temporal de la red, se han definido una serie de
grafos con peso Gt, cada uno de ellos agrupando la información de
co-autoría obtenida hasta el año t (incluido).
Anteriormente se ha definido la ventana temporal de los datos Red acumulada y
red efectivaanalizados, por lo que 1997 6 t 6 2011 (hay que tener en cuenta que










Figura 3.2: Evolución temporal del número de autores nuevos y volátiles
(datos anuales).
en el momento de realización del estudio, los datos para el año 2012
estaban incompletos, por lo que se dejaron fuera del mismo). Esta
ventana temporal es lo suficientemente amplia para obtener observa-
ciones interesantes en la evolución de la red. Es, además, un período
de tiempo suficiente para que algunos autores abandonen el campo
de investigación y pasen a estar inactivos. Aunque la información que
se obtiene de estos nodos “fósiles” puede ser interesante, también dis-
torsionan en algunos casos el comportamiento a corto plazo de la red.
Para evitarlo, se ha considerado una ventana movible de tiempo de X
años y se han construido los grafos GXt que agrupan la información
sobre los artículos publicados en los años t ′ tales que t− X < t ′ 6 t.
De esta forma, autores y los enlaces entre ellos pueden desaparecer
de la red si se vuelven inactivos durante X o más años (en este es-
tudio, concretamente, se ha usado una ventana temporal de X = 5
años). A lo largo del capítulo se hará referencia a Gt y GXt como las
redes acumuladas y efectivas, respectivamente.
A continuación se analizan las propiedades y estructuras de dichas
redes.
3.2.1 Propiedades macroscópicas básicas
El comportamiento con respecto a las publicaciones de los autoresCrecimiento,
volatilidad y número
de artículos
de un determinado campo de investigación, es decir, la lógica inter-
na de la red de colaboración científica, marcan la tendencia a seguir
por las propiedades macroscópicas de la misma. Para empezar, la Fi-
gura 3.1 muestra un resumen del tamaño de la red, así como de su
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Figura 3.3: Número medio de autores por artículo y artículos por autor (fi-
gura interior). Las barras verticales marcan el error estándar de
la media.
evolución temporal. La curva que muestra el número de autores en
la red muestra una tendencia creciente en los primeros años, lo que
denota un crecimiento acelerado en este número hasta mediados de
los años 2000, que es cuando el crecimiento se estabiliza, fenómeno
que queda reflejado con mayor detalle en la gráfica de la red efectiva.
Esto sugiere que el campo de la IC y videojuegos es vibrante y activo,
atrayendo nuevos investigadores y produciendo nuevos trabajos. El
número de trabajos también muestra una tendencia creciente a partir
del 2005, sosteniendo el crecimiento de la red, como se puede obser-
var en la gráfica interior de la Figura 3.1. Por su parte, la trayectoria
lineal que sigue el tamaño de la red indica que, además de existir un
número constante de nuevos autores que llegan a formar parte de la
red año a año también existe otro número de ellos que la abandonan.
Como se observa en la Figura 3.2, la tasa de abandono de la red
por parte de los autores volátiles, es decir, aquellos que no publi-
can más allá de un año t, sigue una tendencia similar a los nuevos
autores que pasan a formar parte de la comunidad. Aunque ambas
magnitudes crecen linealmente, el número de nuevos autores supera
al número de autores que abandonan la red. En realidad, el coeficien-
te lineal que define el crecimiento del número de autores volátiles es
ligeramente superior al de nuevos autores, lo que podría indicar una
leve desaceleración de la comunidad. Sin embargo, la estimación de
la volatilidad es inherentemente pesimista conforme el análisis se va
acercando al presente, ya que los autores tienen menos tiempo para
volver a publicar. La tendencia real de la volatilidad será, por tanto,
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Figura 3.4: Evolución del número de componentes conectadas (escala log)
en la red acumulada. La línea sólida muestra el mejor ajuste
(y = α(1 + β)x, β = 0.47, R2 = 0.98 con 1997 6 x 6 2005).
La figura interna muestra el mismo ajuste para la red efectiva
(β = 0.35,R2 = 0.99 con 2001 6 x 6 2005).
más baja y similar al número de nuevos autores, apoyando la idea de
un crecimiento constante de la red.
Si se atiende a la Figura 3.3, se puede observar otro patrón ma-Evolución de la
productividad croscópico destacable en la evolución temporal de la comunidad: el
incremento en el número medio de autores por artículo. Este patrón
es consistente con lo observado por [27] en un análisis del campo de
la Computación Evolutiva, pero no se puede atribuir a las mismas
razones que en ese trabajo se detallan, como son la madurez que la
comunidad va adquiriendo y la creciente complejidad de los artícu-
los de investigación. Este razonamiento tiene sentido en el caso de la
Computación Evolutiva dada su larga trayectoria temporal y la ten-
dencia prácticamente plana de la productividad de los autores. Sin
embargo, el número medio de artículos por autor se ha incrementado
aproximadamente un 10% en la red efectiva desde 2005 a un ritmo
prácticamente similar al número de autores por artículo en esos mis-
mos años, lo que sugiere que el incremento en la productividad de los
autores se debe a que forman parte de los co-autores de muchos ar-
tículos. Esta estrategia parece clara si se asume que los autores inten-
tan optimizar su productividad con un esfuerzo constante, al menos
como una forma por parte de los autores para seguir el ritmo de la co-
munidad científica. No cabe duda de que el problema es mucho más
complejo dadas las diferentes mecánicas de la producción académi-
ca y científica (por ejemplo, el hecho de que el esfuerzo combinado
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Figura 3.5: Ratio entre el tamaño de la componente más grande de la red
acumulada y N2/3 (línea sólida). Ratio entre ese mismo tamaño
y el de la componente gigante de un grafo aleatorio con el mismo
número de nodos y aristas (línea discontinua). La figura interior
muestra los mismos datos para la red efectiva.
de dos artículos escritos por los mismos dos co-autores es mayor o
menor que el esfuerzo de dos artículos escritos individualmente por
ellos está abierto al debate). Independientemente de si el motivo se
debe a una estrategia social o a la creciente dificultad en la compleji-
dad de los artículos, este fenómeno requiere de (i) la disponibilidad
de una red científica en expansión y (ii) una confluencia real de los
temas de investigación que justifiquen el trabajo conjunto. Con estos
ingredientes pueden surgir diferentes escenarios que dependerán de
las reglas que definan la forma que tienen los autores de agruparse en
torno a los artículos que desarrollan. Estas reglas se pueden analizar
mediante la observación del efecto global que tienen sobre la red al
completo, que es precisamente lo que se ha realizado en este estudio
y se detalla a continuación.
3.2.2 Estructura global de la red
Una de las características más distintivas de las redes complejas Componente gigante
de la redes la aparición de una componente gigante, es decir, un subconjunto
conectado de la red que aglutina una fracción no trivial de todos los
nodos. Esta componente surge de la unión de múltiples componen-
tes más pequeñas conforme se van añadiendo nuevos enlaces a la
red. Está claro que se añaden continuamente nuevos nodos a la red
y que pueden enlazarse, o no, a los nodos ya existente, por lo que
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puede ser que se creen nuevas componentes, pero conforme crece la
componente gigante, también crece la probabilidad de que los nuevos
nodos pasen a formar parte también de esta componente. La Figura
3.4 muestra la evolución del número de componentes conectadas tan-
to en la red acumulada como en la efectiva. Como era de esperar,
este número crece rápidamente, aumentando un 47% y 35% por año
en la red acumulada y efectiva, respectivamente, hasta mediados de
los 2000. Alrededor de 2005, la tendencia se frena, correspondiéndose
con las fases iniciales de la formación de una componente gigante. Sin
embargo, esta componente no se hace realmente grande hasta hace re-
lativamente poco tiempo (2009 para la red acumulada y 2010 para la
efectiva), como se muestra en la Figura 3.5. De hecho, esta componente
gigante es más pequeña que la homónima de una red aleatoria Erdo˝s-
Rényi (ER) [38] con la misma densidad y número de nodos. Además,
su tamaño es relativamente modesto (alrededor de un 18.6% de la
red acumulada y un 13.5% de la efectiva en 2011) en comparación
con otras redes similares como la de programación genética [154],
con un 36.5%, o la computación evolutiva [27] con un 62.8%, por ci-
tar algunas. Esto sugiere que la red en cuestión está todavía en una
fase inicial de desarrollo, formando enlaces y mejorando su cohesión
pero sin llegar a estar completamente formada.
Con fines ilustrativos se incluye la Figura 3.6, que muestra la evo-
lución de la componente gigante de la red presentando su estructura
en dos momentos concretos: finales de 2006 y 2011.
3.2.3 Mecánicas de crecimiento de la red: vinculación preferente




red, este estudio centra su atención a las mecánicas de crecimiento de
la misma. Para entender cómo crece la red, hay que empezar obser-
vando la distribución P(k) del grado de los nodos, es decir, la fracción
de los vecinos del nodo que son vecinos entre sí, que se muestra en
la Figura 3.7. La cola de la distribución sigue una ley de potencias
P(k) ∼ k−γ y, por tanto, es una red de escala libre [10], lo cual es bas-
tante común en otras redes de colaboración científica y sugiere que el
crecimiento de las mismas está guiado por la vinculación preferente.
Al contrario que con las redes Erdo˝s-Rényi (ER) [38] en las cuales dos
vértices pueden enlazarse con probabilidad uniforme constante p (lo
cual da cabida a una distribución de Poisson del grado de los nodos
P(k) ∼ e−kλk/k!), en presencia de la vinculación preferente un nue-
vo vértice se asociará con mayor probabilidad a nodos con un grado
elevado (es decir, que están conectados a muchos otros nodos) que a
aquellos con un grado bajo. En concreto, sea la probabilidad de que
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Figura 3.6: Componente gigante de la red de IC y videojuegos en (a) 2006
y (b) 2011. Los nodos representan a los autores y las aristas, al
menos una colaboración entre ellos.
donde kw es el grado de un vérticew ∈ V y α > 0 es alguna constante.
Para α = 1 se da una vinculación preferente lineal que da pie a una
red de escala libre. Si además de esto, los nodos entran en la red de
forma constante y se asocian a un número determinado m de nodos
ya existentes bajo una vinculación preferente, se obtiene un exponen-
te γ = 3 [9]. En este caso, el exponente que se obtiene es algo mayor
(γ = 3.27). Además, aunque el ajuste a la ley de potencias es bueno
(R2 = 0.96), la distribución se adapta mejor a una distribución log-
normal, mientras que su cola se ajusta a una pendiente de ≈ −3 lnk
en una escala log-log.
Para analizar si existe vinculación preferente en esta red, se ha se-
guido la metodología sugerida por [112] cuya idea es medir la desvia-
ción del ratio de vinculación de los nuevos nodos con respecto a la dis-







Figura 3.7: Grados de los nodos para la red acumulada G2011 (escala log-
log). La línea con guiones es un ajuste a la ley de potencias P(k) ∼
k−γ con γ = 3.27 y R2 = 0.96 (2 6 k 6 25). La línea sólida es un
ajuste log-normal P(k) ∼ exp(α lnk−β(ln k)2) con α = −10.5908
y β = −2.9923 (R2 = 0.98).
tribución normal. En este sentido, si se denota nk ′ = |{v ∈ V |kv = k ′}|
como el número de nodos de la red con exactamente k ′ vecinos, la
probabilidad Pk ′ de que un nuevo nodo v se vincule a un vértice
w ∈ V con grado dw = k ′ sería Pk ′ = nk ′/N si los enlaces se distri-
buyen uniformemente. Si la vinculación preferente está presente, los
vértices con mayor grado recibirán más enlaces que los indicados por
estas expresiones, siendo necesario introducir el término Rk ′ como
medida de dicha desviación, dando como resultado la expresión:




Además, Rk ′ se puede interpretar como la probabilidad relativa de
vinculación de un vértice con grado k ′. Se puede calcular determi-
nando las probabilidades reales Pk ′ a partir de los datos empíricos
y resolviendo la Ecuación 3.2 usando los valores conocidos nk y N
(nótese que todas estas cantidades deben ser entendidas en función
del tiempo t). La Figura 3.8 muestra los resultados para la red IC
y videojuegos. Dado el tamaño moderado de Gt y el hecho de que
puede que no todos los valores altos de grado estén correctamente
representados, se han usado datos acumulados (R ′k =
∑k
1 Rk) para
mejorar las estadísticas. Los datos se ajustan a una ley de potencias
con exponente α + 1 = 1.64, lo cual indica una tasa sub-lineal de
vinculación preferente similar a la encontrada por [154] para la red
de programación genética (α = 0.76), y por Barabási et al. [9] para
































Figura 3.8: Probabilidad relativa acumulada (para 2007-2011) de que los nue-
vos autores colaboren con los que ya están en la red dependiendo
del número de colaboraciones previas que tienen los segundos.
Los datos siguen una ley de potencia (α+ 1 = 1.64 y R2 = 0.97).
Figura interna: probabilidad relativa acumulada de nuevas cola-
boraciones (autores ya existentes colaboran por primera vez en-
tre ellos). Los datos siguen una ley de potencia (α+ 1 = 2.01 and
R2 = 0.91). En ambos casos el número de colaboradores previos
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Figura 3.9: Porcentaje de cada tipo de enlace para los datos acumulados. Las
líneas sólida, punteada y discontinua muestran un ajuste lineal
al número de enlaces entre nodos existentes (∆x = 0.0036,R2 =
0.68), entre un nodo existente y otro nuevo (∆x = 0.0217,R2 =
0.83) y entre nodos nuevos (∆x = −0.0279,R2 = 0.85), respec-
tivamente. Figura interna: los mismos datos para la red efecti-
va. Los parámetros de los ajustes son ∆x = 0.0087, R2 = 0.75,
∆x = 0.0269, R2 = 0.0268 y ∆x = −0.0356, R2 = 0.92 respectiva-
mente.
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las matemáticas (α = 0.8) y neuro-ciencia (α = 0.75). Una posible
hipótesis para este valor bajo es el hecho de que la red se encuentra
aún en una fase temprana de su desarrollo en comparación con las
otras redes mencionadas, y por tanto se encuentra más descentraliza-
da, de forma que están emergiendo figuras destacadas pero todavía
no son responsables de la aglutinación macroscópica de los nuevos
autores. Este fenómeno aparece también si se inspecciona el perfil de
los nuevos enlaces de la red, mostrado en la Figura 3.9. Nótese como
la mayoría de nuevos enlaces se corresponde con los llamados enla-
ces externos, es decir, enlaces entre nuevos autores que se incorporan
a la red. Sin embargo, se puede observar una tendencia a la baja en
la proporción de este tipo de enlaces, mientras que tanto los enlaces
entre nuevos autores y aquellos que ya están en la red como los deno-
minados enlaces internos (entre autores que ya pertenecen a la red)
están tomando importancia.
Los enlaces internos tienen una gran influencia sobre la topologíaEnlaces internos de
la red y evolución de la red [34]. Como ya se señaló en [9], se ha observado
que estos enlaces internos están sujetos a vinculación preferente en la
red estudiada, como puede observarse en la gráfica interna de la Figu-
ra 3.8. De hecho, esta vinculación preferente es lineal, ya que los datos
acumulados siguen una ley de potencias con exponente α+ 1 = 2.01.
De esta forma, los autores consolidados son más propicios a colabo-
rar entre sí por primera vez cuantos más co-autores previos tengan.
Sin embargo, esto no lo explica todo, ya que, en principio, los autores
que trabajan en distintas sub-áreas no están dispuestos a colaborar
entre ellos debido a la diferencia existente entre sus intereses. Ade-
más, una vez se establece una colaboración, es interesante analizar su
duración o, más concretamente, cómo de productiva es. La siguiente
sección arroja cierta luz sobre cómo se seleccionan los colaboradores
y la duración de las colaboraciones.
3.2.4 Patrones de colaboración y clustering
Como ya se ha mencionado, la selección de co-autores para artícu-
los de investigación es un proceso en el cual el grado de autoridad
de los actores, medido por el número de colaboradores previos, tie-
ne una gran influencia, pero no es el único factor, es necesario una
coincidencia en el tema a investigar. En algunos casos, esta similitud
en los temas se puede inferir indirectamente de la existencia de co-
autores en común: si se asume que cada autor se caracteriza por una
colección de temas de investigación y una colaboración implica una
intersección no vacía con la colección de temas del segundo investi-
gador, cuanto más co-autores tengan en común dos de ellos, mayor
probabilidad habrá de encontrar un tema en común de entre todos
los tratados por ambos. Por lo tanto, es más probable que dos autores
colaboren si ambos han colaborado con la misma gente en el pasado.
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Figura 3.10: Probabilidad relativa de nueva colaboración dependiendo del
número de colaboradores en común. La línea sólida es el mejor
ajuste lineal (∆x = 18.44,R2 = 0.98). La figura interior muestra
los mismos datos para la red efectiva (∆x = 11.59,R2 = 0.66).
En ambos casos se excluye el punto x = 4, cuya condición de
valor atípico se atribuye al pequeño tamaño de la red)
Al igual que en [112], este fenómeno se ha medido de la misma for-
ma que en 3.2.3, es decir, calculando la probabilidad relativa Rm de
que dos autores con m colaboradores previos empiecen a colaborar
entre ellos. Si se denota nm como el número de pares de autores no
conectados con exactamente m vecinos, se tiene que la probabilidad





Las probabilidades relativas Rm para la red IC y videojuegos se Clustering en redes
científicasmuestran en la Figura 3.10. Como se puede observar, hay un incre-
mento lineal en la probabilidad de colaboración conforme aumenta
el número de colaboradores en común. Este patrón de colaboración
da pie al fenómeno conocido como clustering, que no es otra cosa que
el hecho de que es más probable que los vecinos de un determinado
nodo sean vecinos entre sí, lo cual queda capturado por el coeficiente
de clustering. Matemáticamente, el coeficiente de clustering local Ci
de un nodo i se define como Ci = 2Ei/ [ki(ki − 1)] donde Ei es el
número de aristas que conectan a los vecinos inmediatos con el nodo
i, y ki es el grado del nodo i. Una vez se ha calculado el coeficiente
de clustering local para cada nodo, se puede promediar para obtener
el coeficiente de la red completa. La evolución de este coeficiente se
muestra en la Figura 3.11. Se observa que hay una tendencia crecien-



























Figura 3.11: Evolución del coeficiente de clustering. La línea sólida es el me-
jor ajuste lineal (∆x = 0.013, R2 = 0.93). La figura interior mues-
tra la evolución de este coeficiente para la red efectiva y su
ajuste lineal (∆x = 0.0093,R2 = 0.94).
te lineal en el clustering de la red. Esto contrasta con las evidencias
empíricas halladas en la comunidad científica de Eslovenia [126], pe-
ro es coherente con los resultados sobre programación genética de
[154]. De la misma forma, [9] han analizado un modelo simple para
la evolución de redes de co-autoría en los cuales hay un crecimiento
neto constante y la vinculación preferente gobierna la creación de en-
laces externos e internos (tal y como se ha observado en la red de IC
y videojuegos) y han observado que para una tasa positiva de crea-
ción de enlaces internos debería haber un incremento asintótico en el
coeficiente de clustering.
Una vez se ha analizado como los enlaces internos se crean, es elDuración de las
colaboraciones momento de centrar la atención en la duración de las colaboraciones.
Para ello, es útil analizar la distribución de los pesos de las artistas
de la red. Es preciso recordar que cada arista de la red tiene un peso
indicando el número de colaboraciones entre dos autores cualesquie-
ra. Por tanto, esta distribución de los pesos da una indicación sobre si
la colaboración alcanza una determinada productividad. La distribu-
ción puede observarse en la Figura 3.12. Nótese como el número de
artículos que tienen en común dos autores se distribuye exponencial-
mente. Esto indica un proceso sin memoria en el cual la probabilidad
de obtener un nuevo artículo en común es constante (alrededor del
43% según los datos empíricos obtenidos). El ratio de caída puede ser
atribuido a la dificultad intrínseca de conseguir que un artículo sea
aceptado y/o al hecho de que las colaboraciones se disipan tras un
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Figura 3.12: Distribución del número de colaboraciones previas. El eje Y está
en escala logarítmica. La línea sólida muestra el mejor ajuste
exponencial (P(y) ∼ ax,a = 0.4343,R2 = 0.94).
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Figura 3.13: Probabilidad relativa de nueva colaboración en base al núme-
ro de colaboraciones previas entre dos autores en 2011. Eje Y
en escala logarítmica. La línea sólida muestra el mejor ajuste
exponencial (a = 1.6318,R2 = 0.97). La figura interior muestra
los mismos datos en grupos de 5 años y su ajuste exponencial
(a = 1.3763,R2 = 0.80). Los datos se corresponden en ambos
casos a la red acumulada y para el cálculo del ajuste se han
omitido el primer y último punto de los datos.
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Figura 3.14: Evolución del tamaño medio de comunidad en la componen-
te gigante de la red acumulada. La figura interior muestra el
número de comunidades en la componente gigante.
determinado período de tiempo. La primera razón es más importante
que la segunda, a razón de los datos mostrados en la Figura 3.13. La
figura muestra la probabilidad relativa de colaboraciones adicionales
en base al número de colaboraciones previas que ya se han realizado.
Excluyendo el primer punto (que se corresponde con una situación
donde no existe colaboración previa) y el último punto (que represen-
ta un decremento debido al tamaño finito de la red), la probabilidad
relativa crece geométricamente. A modo de comparación, [112] en-
contró un incremento lineal en esta probabilidad relativa para dos
bases de datos bibliográficas correspondiente al campo de la Física y
la Medicina. Aunque el factor de crecimiento no es mucho mayor que
1, considerando los últimos cinco años hay una probabilidad un 38%
mayor de escribir un artículo con un co-autor con el cual ya se han
escrito anteriormente m artículos que con otro con el que se hayan
escrito m− 1, indicando esto una cierta fidelidad en las colaboracio-
nes científicas, algo que parece ser muy duradero en el área de la IC
y videojuegos.
3.2.5 Estructura mesoscópica de la red
La forma de elegir co-autor así como las dinámicas de enlace descri-
tas anteriormente dotan a la red de una particular estructura cuando
se la analiza a gran escala. La red de IC y videojuegos no es homogé-
nea, ya que algunos grupos de autores están densamente conectados
entre sí, pero vagamente con otros autores fuera del grupo. Estos gru-


















Figura 3.15: Evolución de la centralización por grado en la componente gi-
gante de la red acumulada. Se incluye un ajuste lineal (∆x =
−0.065,R2 = 0.93). La figura interior muestra estos datos para
la red efectiva.
pos son las comunidades dentro de la red [56]. Existen varios métodos
para identificar la estructura de las comunidades de una red. En es-
te estudio se ha optado por un método basado en la optimización
voraz de la modularidad [116], que es una medida de la capacidad
de la red para dividirse en módulos, también llamados clústeres. El
método consiste en mezclar los nodos en comunidades de forma que
se maximice la modularidad de la red. Intuitivamente, la modulari-
dad es un índice de calidad de una partición de la red. Una buena
puntuación es aquella en la cual la cohesión interna, medida como el
número de conexiones internas dentro de los grupos es alta y radical-
mente diferente de la densidad media de la red.
Se ha aplicado el anterior análisis para obtener información rele- Evolución temporal
de las comunidadesvante sobre cómo las comunidades han evolucionado a lo largo del
tiempo en el campo de estudio. La Figura 3.14 muestra la evolución
del número de comunidades y sus respectivos tamaños. Además de
crecer el número de comunidades a lo largo del tiempo (acentuado
a partir de 2003), también lo hace el tamaño de las mismas. Las co-
munidades aumentan su tamaño por la anexión de nuevos autores
y la incorporación de comunidades más pequeñas, aunque también
pueden dividirse en comunidades más pequeñas más adelante en el
tiempo. Como muestra la Figura 3.15, el incremento en el número de
comunidades también se refleja en el ámbito macroscópico con un
descenso en la centralización de grado de la componente gigante (in-
tuitivamente, la centralización de grado mide el grado de parecido





















































































































































Figura 3.16: (a) Grafo de interacción entre comunidades de la componente
gigante hasta 2006 (figura interior) y 2011, usando datos acu-
mulados. Cada nodo representa una comunidad. El tamaño del
nodo es proporcional al grado de intermediación del nodo. (b)
Comunidad más grande y conectada de la componente gigante
hasta 2011 usando datos acumulados. El tamaño del nodo es
proporcional a su grado de intermediación mientras que el de
la arista se corresponde con el número de colaboraciones entre
los autores.
de la red con respecto a la red más central posible, una con forma
de estrella con un nodo central y el resto de nodos conectados direc-
tamente a éste). Este patrón, que también ha sido observado en la
red de la computación evolutiva [27], no debe atribuirse únicamente
a la agrupación de diferentes comunidades en la componente gigante,
sino también a la edad de los nodos (conforme un científico evolu-
ciona de estudiante de doctorado a investigador senior, empieza a
desarrollar nuevas conexiones y a tener alumnos bajo su supervisión,
dando lugar a nuevos nodos centrales dentro de la red). Un análisis
preliminar del lugar de publicación de los artículos elegidos por ca-
da comunidad muestra que hay un solapamiento significativo entre
ellos, sugiriendo que la segregación por sitio de publicación no es el
factor determinante para la formación de las comunidades.
Una vez se han identificado las comunidades es posible construirInteracción entre las
comunidades el grafo de interacción de las mismas, es decir, un grafo donde to-
dos los autores que pertenecen a la misma comunidad se agrupan
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en un único nodo y las aristas indican que existe colaboración en-
tre autores de dos comunidades. La Figura 3.16a muestra el grafo de
interacción de comunidades para la componente gigante en G2011.
Dentro de la figura hay otro gráfico que muestra el mismo grafo de
interacción para G2006. Se observa claramente como la componente
gigante ha crecido no solo en tamaño, sino que también ha desarro-
llado una estructura compleja interna con multitud de comunidades
conectadas entre sí. Nótese como este grafo de interacción tiene, sin
embargo, una forma estirada, lo cual no es típico de una red de es-
cala libre. Además, se puede identificar una comunidad que juega
un papel importante tanto en el grafo de interacción (es la que tiene
más conexiones) como en la red en sí (es la comunidad más grande).
Se puede ver dicha comunidad en la Figura 3.16b donde se usa el
tamaño del nodo para indicar la centralidad del mismo (tema que se
volverá a tratar más adelante) y el tamaño de la arista como la fuerza































Figura 3.17: Grafo que representa las palabras más frecuentes en el título de
los artículos escritos por al menos un miembro de la comuni-
dad más grande y central. Cada nodo representa una palabra
y una arista entre dos nodos indica que esas palabras aparecen
en el mismo título. El tamaño de los nodos representa la fre-
cuencia de la palabra, mientras que el de las aristas representa
la frecuencia de la relación entre ambas palabras. El color de
cada nodo indica a que comunidad pertenece dentro del grafo
de palabras
Para analizar el ámbito y el área de investigación de esta comuni- Principales temas de
investigación de la
comunidad
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dad destacable hay que analizar no solo a los autores que la forman,
sino también el texto de las publicaciones. Precisando, se ha generado
un grafo que representa las palabras usadas en los títulos de los ar-
tículos escritos por al menos uno de sus miembros (ver Figura 3.17).
En este grafo, cada nodo representa una palabra mientras que una
arista entre dos nodos significa que esas dos palabras aparecen en un
mismo título de artículo. El tamaño del nodo representa la frecuen-
cia de la palabra mientras que el de las aristas se corresponde con
la frecuencia de la relación. Los artículos y las preposiciones se han
filtrado ya que no ofrecen información útil. Además, se han incluido
únicamente aquellas palabras que representan el 10% superior del
ranking de frecuencias. Por la misma razón, las aristas entre palabras
que solo aparecen una única vez en el mismo título han sido elimina-
das. Una vez se ha obtenido el grafo, se ha lanzado el algoritmo de
detección de comunidades usado anteriormente, obteniendo 6 áreas
de investigación en las cuales está trabajando la comunidad. Además
de un grupo de palabras clave relacionadas con la edición de actas de
congresos, hay tres áreas relacionadas directamente con videojuegos:
Super Mario (nodo aislado), Pac -Man (en el contexto de aprendizaje
evolutivo y por diferencia temporal) y juegos de conducción (TORCS
y técnicas como los algoritmos genéticos). Además aparecen dos áreas
adicionales, una centrada en la generación automática de contenido
y la otra en la interacción y el modelado del jugador. Estas áreas son
aquellas en las que está trabajando el núcleo de la comunidad de IC
y videojuegos. Para obtener una perspectiva más amplia de las áreas
es necesario una caracterización más profunda de quienes son los
investigadores centrales de la comunidad, estudio que se describe a
continuación.
3.2.6 Análisis de centralidad
Las medidas de centralidad son indicadores de la importancia deMedidas de
centralidad un nodo dentro de la red. Esta importancia puede ser adquirida de
diferentes formas dependiendo del contexto y el significado de las
conexiones, por lo que se han definido diferentes medidas de cen-
tralidad en la literatura. Borgatti and Everett [13] proporcionan una
clasificación cruzada de medidas de centralidad a lo largo de dos ejes:
medidas radiales ante promediadas, y basadas en volumen compara-
das con aquellas basadas en longitud. Para analizar las diferentes
perspectivas de centralidad propuestas en esta clasificación se han
considerado cuatro medidas de centralidad, una por cada celda de
clasificación. La intermediación (betweenness en inglés) [15] se ha ele-
gido como medida basada en volumen. Básicamente, los nodos con
un valor alto de intermediación son aquellos que aparecen en muchos
de los caminos más cortos entre nodos (y, por tanto, son intermedia-
rios en el intercambio de información). Como medida radial basada
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en volumen, se ha seleccionado la centralidad de Kleinberg [78], de-
finida como el autovector de A ′ ×A donde A es la matriz de adya-
cencia del grafo. Intuitivamente, un nodo se considerará influyente si
está conectado a otros nodos influyentes. Con respecto a la dimensión
basada en la longitud, se ha seleccionado la proximidad (closeness en
inglés) [51] como medida radial. Los nodos con una proximidad alta
tienen una baja distancia media al resto de nodos de la red (medi-
da como el número de pasos requeridos para alcanzar dichos nodos).
Por tanto, estos nodos con alta proximidad pueden ser considerados
como emisores privilegiados, ya que la información que se genera
en ellos alcanza rápidamente al resto de nodos de la red. Por últi-
mo, la distancia de fragmentación de Borgatti [13] se ha seleccionado
como medida promedio basada en la longitud. Este índice tiene en
cuenta cómo afecta a la red el hecho de eliminar un determinado no-
do. Los nodos que se definen como muy centrales con esta medida
son aquellos que provocan un gran incremento en la distancia media
entre nodos si son eliminados de la red, manteniendo, por tanto, la





















Figura 3.18: Grafo que representa las palabras más frecuentes en el título de
los artículos escritos por al menos un miembro de los autores
más centrales de la red efectiva de 2011. Cada nodo represen-
ta una palabra y una arista entre dos nodos indica que esas
palabras aparecen en el mismo título. El tamaño de los nodos
representa la frecuencia de la palabra, mientras que el de las
aristas representa la frecuencia de la relación entre ambas pala-
bras. El color de cada nodo indica a que comunidad pertenece
dentro del grafo de palabras
Se han calculado estas medidas de centralidad para la red efec- Análisis de
centralidad de la redtiva de 2001 para cada nodo, y se han tratado estos datos como un
problema de optimización multiobjetivo. El frente de Pareto está for-
mado por cuatro científicos. De la misma forma, se ha realizado un
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análisis de palabras clave similar al realizado en la sección anterior,
es decir, se han seleccionado los artículos escritos por alguno de estos
cuatro autores y se han analizado sus títulos, generando el grafo de
palabras que se puede observar en la Figura 3.18. En esta ocasión apa-
rece una única comunidad que contiene a la generación automática
de contenido, los juegos de conducción y el modelado del jugador.
Dos nodos aislados revelan la importancia de Super-Mario y evolu-
ción. Por último, un tema relacionado con una edición determinada
de un congreso agrupa algunos otros temas como gestión del drama,
interacción y creación de videojuegos. Este grafo proporciona una vi-
sión general sobre algunos de los temas más relevantes que se tratan
en la comunidad de IC y videojuegos.
3.3 resultados y contribuciones
En este estudio se ha realizado una aproximación inicial al estudioResultados generales
de las dinámicas que rigen la red de co-autoría de IC y videojuegos,
así como su modelado. Se ha observado que el campo en cuestión es
vibrante y activo, atrayendo a nuevos investigadores y produciendo
nuevos artículos, con un crecimiento estable en el número de autores
que se vio acelerado a mediados de los 2000. El número de artícu-
los publicados por año se ha ido incrementando desde el año 2005,
facilitando el crecimiento estable de la red. Además de un flujo cons-
tante de nuevos autores también se ha observado un flujo constante
en sentido inverso, es decir, autores que abandonan el campo, lo cual
puede indicar una ligera desaceleración de la comunidad. Sin embar-
go, la tendencia real de la volatilidad es muy parecida a la de nuevos
autores, definiendo pues el crecimiento constante. La red se encuen-
tra aún en plena fase de desarrollo, construyendo enlaces y ganando
cohesión, pero no está completamente definida, a tenor del tamaño
de la componente gigante de la misma.
El crecimiento de la red está influenciado por lo que se conoceCrecimiento de la
red como vinculación preferente, concretamente con una tasa sub-lineal,
que se debe principalmente al hecho de que la red se encuentra aún
en fase de desarrollo y, por tanto, descentralizada. La vinculación pre-
ferente defiende el hecho de que los nuevos autores son más propen-
sos a entrar en este campo colaborando con autores ya establecidos
que tienen a su vez un número elevado de co-autores. También se
ha observado un grado significativo de fidelidad en las colaboracio-
nes científicas, debido al crecimiento geométrico de la probabilidad
relativa de colaboración entre autores que depende del número de
colaboraciones comunes previas.
Con respecto a la estructura mesoscópica de la red, el incrementoEstructura
mesoscópica en el número de comunidades se ve reflejado en el descenso del grado
de centralización de la componente gigante. La incorporación a ésta de
comunidades más pequeñas sugiere que la red está todavía en fase
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temprana de su desarrollo. Este hecho y la heterogeneidad del campo




L A G E N E R A C I Ó N A U T O M ÁT I C A D E M A PA S
En los siguientes capítulos, el lector encontrará una defini-
ción del algoritmo generador de mapas, cómo se mejora
la experiencia de juego haciendo que los mapas genera-
dos tengan que cumplir algunas propiedades para que, de
esta forma, las partidas que se desarrollen en dichos ma-
pas sean equilibradas y dinámicas. También se estudian
propiedades relacionadas con el aspecto de los mapas ge-
nerados, modificando el mecanismo de evaluación de los
mismos para que la estética del contenido generado sea
más agradable al usuario.

4
U N G E N E R A D O R A U T O M ÁT I C O D E M A PA S
Dentro del campo de la GAC existen diferentes perspectivas que
son tenidas en cuenta a la hora del proceso de generación. Una de
ellas es la generación de contenido basado en búsquedas, que, como
su propio nombre indica, basa su funcionamiento en la búsqueda
del contenido dentro del espacio de posibles soluciones usando un
esquema de generación y prueba. Las técnicas enmarcadas dentro
de esta filosofía tienen en común un esquema de funcionamiento en
dos fases: una primera en la cual se generan diferentes soluciones
candidatas (por ejemplo, diferentes niveles de un determinado juego)
y una fase de evaluación y selección, que selecciona de entre todas
las soluciones candidatas aquellas que cumplen con los criterios de
calidad deseados. Este capítulo trata sobre el diseño de un algoritmo
de generación automática de mapas basado en búsquedas para el
juego de estrategia en tiempo real Planet Wars, descrito ampliamente
en la sección 2.1.4. Los mapas generados con este algoritmo cumplen
con determinadas propiedades que hacen al juego más interesante y
atractivo.
4.1 descripción del algoritmo
Se ha optado por un AE como base para el diseño del algoritmo,
concretamente una estrategia de evolución (ver Sección 2.2) para se-
guir un esquema de generación y prueba como mecanismo de crea-
ción de los mapas, esto es generar un conjunto de mapas y poste-
riormente evaluar la aptitud de cada uno de ellos con respecto a los
objetivos o propiedades deseadas. Se ha intentado modular el algorit-
mo todo lo posible, de forma que con un mismo algoritmo es posible
generar mapas que intentan satisfacer diferentes propiedades, cam-
biando únicamente el mecanismo de evaluación de los mismos.
Como ya se dijo en la sección 2.2.2, uno de los componentes que Representación de
las solucionesdefinen cualquier AE es cómo se representan las soluciones candi-
datas. En este caso, las soluciones se corresponden con mapas del
juego en cuestión, los cuales pueden definirse como un numero np
de planetas situados en un plano bidimensional. Cada uno de estos
planetas, por tanto, posee unas coordenadas (xi,yi) que determinan
su situación sobre el plano y cuyos valores se encuentran en el do-
mino de los número reales. Además, cada planeta del juego tiene dos
propiedades adicionales: un tamaño que a su vez se corresponde con
la tasa de creación de nuevas naves en el planeta (si) y el número
de naves que ocupan el planeta en cuestión al comienzo de la parti-
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número de naves: entero
parám. de mutación x: real
parám. de mutación y: real
parám. de mutación tamaño: real
parám. de mutación # de naves: real
Figura 4.1: Esquema sobre la representación de un mapa de Planet Wars
como individuo del algoritmo evolutivo
da, ambos parámetros tienen valores enteros. En principio se podría
definir un mapa como una lista de vectores de 4 componentes, uno
por cada propiedad del planeta, sin embargo, ya que se ha optado
por una estrategia de evolución que contempla la auto-adaptación
(ver Sección 2.2.4, ha sido necesario agregar 4 parámetros adiciona-
les a la representación de la solución que actúan como parámetros
para el operador de mutación (ver Figura 4.1), el cual se define en
la siguiente sección. Resumiendo, una solución del algoritmo es una
lista [~ρ1,~ρ2, · · · ,~ρnp ] donde cada ~ρi es una tupla 〈xi,yi, si,wi〉, con
xi,yi ∈ [0.0, 15.0], si ∈ [1, 5] y wi ∈ [1, 100], además de 4 parámetros
σx,σy,σs,σw que controlan la mutación de los planetas.
Además de lo anterior, a la hora de generar mapas para Planet WarsRestricciones de los
mapas también hay que tener en cuenta ciertas restricciones que las propie-
dades de los mapas deben cumplir, y que se definen según las reglas
de la Google AI Competiton 2010, a saber: el número de planetas que
puede haber en un mapa variará entre 15 y 30, las posiciones de los
mismos estarán comprendidas entre las coordenadas 0.0 y 15.0 mien-
tras que la tasa de crecimiento y el número de naves podrá tomar
valores con un mínimo de 1 y un máximo de 5 y 100, respectivamen-
te. Durante el proceso de evolución de los mapas puede ocurrir que
se generen mapas que no cumplan estas restricciones. Una posible
solución a estas soluciones no válidas es asignarles el mínimo valor
posible de aptitud, de manera que no formen parte de la siguiente ge-
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neración de soluciones. Otra opción, que es la que se ha utilizado en
este caso, es la de reparar la solución para que vuelva a ser válida. En
el caso del número de planetas de un mapa, valor determinado por
el operador de cruce que se define en la siguiente sección, se seleccio-
nan los puntos de corte de manera que los dos nuevos mapas tengan
un número de planetas en el rango válido. Las coordenadas, tasa de
crecimiento y número de naves de cada planeta varían conforme a la
mutación aplicada, por lo que se ha controlado dicha mutación para
no aplicarse en el caso de que el valor ya mutado se salga del rango
de validez.
Algoritmo 2: Estrategia de evolución para la generación auto-
mática de mapas
Entrada :µ, λ,Niter,pcruce,pmut
Salida : población final de mapas
inicializar(población);
evaluar(población);
para iter← 1 hasta Niter hacer
descendientes← ∅;
para j← 1 hasta λ hacer
padres← muestraAleatoria(población, 2);
hijos← clonar(padres);
si valorAleatorio < pcruce entonces
hijos← cruce(hijos);
fin si









Para el correcto funcionamiento del generador automático de ma- Funcionamiento del
algoritmopas, que se detalla en el Algoritmo 2, es necesario especificar algunos
parámetros, concretamente el tamaño de la población µ, el número de
descendientes que se generan en cada iteración λ, el número máximo
de iteraciones Niter y las probabilidades de cruce pcruce y mutación
pmut. Inicialmente se genera una población aleatoria de µ mapas, los
cuales cumplen con los requisitos para que sean considerados como
jugables. Antes de empezar con el proceso iterativo, se evalúan las
soluciones de la población según la función de aptitud que se ha-
ya definido. Como ya se ha dicho anteriormente, esta función se ha
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ido cambiando a lo largo del desarrollo del trabajo que se presen-
ta para estudiar diferentes propiedades, por lo que el lector podrá
encontrar la descripción completa de cada una de las funciones de
aptitud en los capítulos y secciones siguientes. El proceso iterativo
continúa mientras no se haya alcanzado el número máximo de itera-
ciones Niter. Cada iteración se corresponde con una generación del
AE, en la cual se realizan los procesos de selección de padres, cruce y
mutación de los mismos (si se da el caso, pues son procesos estocásti-
cos) para obtener λ descendientes, re-evaluación de estos y selección
de las soluciones supervivientes que formarán parte de la población
para la siguiente generación (ver la sección 2.2.2 para más detalles so-
bre estos procesos). Una vez concluye el proceso iterativo, se obtiene
una población de µ mapas los cuales, tras pasar por el proceso evolu-
tivo, tendrán un valor de aptitud elevado, es decir, cumplirán en gran
medida con los requisitos capturados por la función de evaluación.
4.2 operadores
En la sección anterior ya se ha definido la forma de representar los
mapas dentro de la estrategia de evolución, así como el funcionamien-
to del algoritmo. En esta sección se definen los operadores de cruce y
mutación que se utilizan en el generador automático de mapas.
Padres
Hijos
Figura 4.2: Ejemplo del operador de cruce “corte y empalme”. La línea roja
indica el punto de corte elegido para cada padre. Nótese que los
hijos tienen un tamaño diferente al de sus padres.
El operador de cruce que se ha utilizado en el algoritmo es el de-Operador de cruce
nominado como “corte y empalme” (del inglés cut and splice), que re-
combina dos individuos intercambiando piezas cortadas de diferente
tamaño. De esta forma, los nuevos mapas generados con este tipo de
recombinación tienen un número de planetas diferentes, razón por la
que se ha utilizado este operador ya que la representación de los ma-
pas son vectores de planetas. En el caso de que el número de planetas
del mapa resultante tras el cruce exceda el máximo (30 planetas), se
trunca la tupla de planetas para que el mapa cumpla con dicha res-
tricción. En el otro sentido, a la hora de seleccionar el punto de corte,
el operador tiene en cuenta el número mínimo de planetas de forma
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que los mapas resultantes tampoco incumplen la restricción de con-
tener, al menos, 15 planetas. Se puede observar una representación
esquematizada de este operador de cruce en 4.2.
Debido a la heterogeneidad de los parámetros que definen los Operador de
mutaciónplanetas (valores enteros y reales) se ha optado por un operador de
mutación híbrido que utiliza diferentes métodos según el tipo del pa-
rámetro. Las coordenadas del planeta, que son valores reales, junto
con sus correspondientes tamaños de perturbación necesarios para la
auto-adaptación del algoritmo 〈x1, x2,σ1,σ2〉 se mutan de la siguien-
te manera:
σ ′i = σi · eτ
′·N(0,1)+τ·Ni(0,1)
x ′i = xi + σi ·Ni(0, 1)




n, y N(0, 1),Ni(0, 1) son valores alea-
torios que siguen una distribución normal de media 0 y varianza 1.
Se aplica una regla adicional a los tamaños de perturbación para evi-
tar desviaciones estándar cercanas a cero: σ ′i < 0 ⇒ σ ′i = 0 . El
valor de σ0 utilizado para este algoritmo se corresponde con un 1%
del rango del parámetro.
La mutación Gaussiana utilizada para los parámetros reales pre-
senta un problema al aplicarla a parámetros enteros: la perturbación,
que es un valor real, tiene que ser redondeada a un valor entero para
poder aplicarla al parámetro en sí. Para evitar esto, se ha optado por
un método de mutación de enteros que genera perturbaciones ade-
cuadas para este tipo de parámetros [94, 132]. El método es muy pa-
recido a la mutación auto-adaptativa para parámetros reales definida
anteriormente, con la diferencia de que en este caso se usa la diferen-
cia entre dos variables aleatorias geométricamente distribuidas para
generar las perturbaciones en lugar de usar variables aleatorias nor-
malmente distribuidas como en el caso de parámetros reales. Sean
〈z1, ..., zm,σ1, ...,σm〉 los parámetros enteros junto con sus tamaños
de perturbación σ, el mecanismo de mutación para enteros se define
como sigue:
σ ′i = ma´x(1,σi · eτ·N(0,1)+τ
′·N(0,1))




















donde τ = 1/
√




m, y N(0, 1) y U(0, 1) son valores
aleatorios que siguen una distribución normal (con media 0 y varian-
za 1) y uniforme entre 0 y 1, respectivamente. Se puede observar que
la principal diferencia con el otro método es la distribución usada
para generar la perturbación.
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Los dos siguientes capítulos presentan una metodología para la
generación automática de mapas con el objetivo de incrementar la
satisfacción del jugador ya sea mediante la imposición de requisitos
como el equilibrio o dinamismo al contenido generado (Capítulo 5)
así como mejorando el aspecto y la estética de dicho contenido (Ca-
pítulo 6). Ambos enfoques hacen uso del algoritmo definido en el
presente capítulo.
5
M E J O R A D E L A E X P E R I E N C I A D E J U E G O
Como se ha comprobado anteriormente (ver Capítulo 2), existen
multitud de casos de éxito del uso de la GAC para juegos, abarcan-
do una gran variedad de tipos de contenido como mapas, niveles y
música. Sin embargo, el contenido generado se limita a cumplir unas
restricciones básicas de jugabilidad, esto es, que sea apto para el jue-
go objetivo. Este capítulo trata de mejorar la experiencia de juego ha-
ciendo que los mapas creados con el generador automático cumplan
unas determinadas restricciones de forma que las partidas jugadas en
ellos exhiban propiedades deseables tales como el dinamismo de las
mismas o el equilibrio entre los jugadores. Así mismo, profundiza en
el estudio sobre la relación existente entre ambas propiedades, plan-
teando la generación automática de mapas balanceados y dinámicos
bajo una perspectiva de optimización multiobjetivo.
5.1 equilibrio
Una de las características deseables en los juegos multijugador es
el equilibrio entre los jugadores y su nivel de juego, ya que, de lo
contrario, el jugador de menor nivel puede sentirse frustrado al ser
incapaz de vencer al de mayor nivel, mientras que éste puede perder
rápidamente interés en el juego debido a lo fácil que le resulta ganar.
Este equilibro entre jugadores puede alcanzarse a diferentes niveles
como, por ejemplo, en la fase de emparejamiento en un juego multiju-
gador se intenta seleccionar a dos jugadores con puntuación similar.
En este caso, se va a fomentar el equilibrio entre jugadores directa-
mente en el diseño del mapa en el cual va a transcurrir la partida,
generando mapas que no ofrecen ninguna ventaja a algún jugador
sobre los demás.
Un primer enfoque para fomentar partidas equilibradas en mapas Midiendo el
equilibrio, un primer
enfoque
generados de forma automática fue el usado en [85], donde la aptitud
de los mapas generados se midió usando un sistema de torneo con
jugadores artificiales que medían el nivel de equilibrio que había exis-
tido entre estos jugadores a lo largo de la partida. En concreto, para
evaluar la calidad de cada individuo, el algoritmo llevaba a cabo un
torneo que se disputaba en el mapa en cuestión. Una vez terminado
el torneo, el algoritmo recopilaba estadísticas individuales de cada
partida para computar el valor de aptitud total del mapa, según la
siguiente ecuación:
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P¯i + S¯i + 1
)2
(5.3)
donde Nm representa el número de partidas jugadas en el torneo,
ti es el número de turnos jugados en la partida i, Ki es el porcentaje
acumulado de planetas ocupados al final de la partida, P(1)ij , P
(2)
ij son
los porcentajes de planetas conquistados por el jugador 1 y 2, respec-
tivamente, en la partida i y turno j y S(1)ij , S
(2)
ij son los porcentajes
del total de naves que pertenecen al jugador 1 y 2, respectivamente,
en la partida i y turno j. Como se puede observar, las componentes
P¯i y S¯i asignan puntuaciones mas altas cuando los jugadores tienen
un número similar de planetas conquistados y naves controladas (el
hecho de sumar 1 a esta cantidad es para evitar la división por cero),
mientras que ti promueve que las partidas sean largas (es decir, se
disputen a lo largo de un número elevado de turnos), ya que esto
significa que no ha habido un jugador ganador superior al otro o que
éste se ha decidido casi al final del juego. Por último, con la compo-
nente Ki se bonifica aquellos mapas en los que ha habido una alta
actividad, concretamente un número elevado de planetas conquista-
dos.
Se llevaron a cabo dos experimentos, uno donde el número deExperimentación
planetas en cada mapa se iba auto-adaptando para mejorar la aptitud
de los mapas mientras que en el otro se fijó el número de planetas de
cada mapa en 23, ya que según las reglas del juego, este número varía
entre 15 y 30. Tanto en uno como en el otro, el algoritmo empleado
fue una estrategia de evolución con los parámetros que se describen
en la siguiente tabla:
Representación Vector de planetas
Recombinación Corte y empalme
Mutación Perturbación gaussiana (reales) y di-
ferencia geométrica (enteros)
Selección de progenitores Torneo binario
Selección de supervivientes (µ+ λ) con µ = 10 y λ = 100
Tabla 5.1: Parámetros de los algoritmos para generar mapas equilibrados
El sistema de torneos usado para evaluar cada mapa es una he-El sistema de











Figura 5.1: Evolución del valor de aptitud medio para la versión auto-



















Figura 5.2: Evolución del número de planetas del mapa más equilibrado.
En ambos casos, el área sombreada indica el error estándar de la
media.
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Figura 5.3: Un mapa equilibrado creado de forma automática por el gene-
rador. Los números sobre los planetas indican el número inicial
de naves mientras que el color define si el planeta es neutral al
inicio (gris) o pertenece a alguno de los dos jugadores (rojo y
azul).
ejecuta un conjunto de partidas de Planet Wars entre un número ar-
bitrario de oponentes, los cuales juegan al menos una vez contra ca-
da uno de los demás jugadores. Básicamente, la herramienta genera
los emparejamientos entre los jugadores artificiales atendiendo a los
parámetros de configuración que se le proporcionan, tales como el
número de partidas que se jugarán entre cada par de jugadores, el
tiempo máximo que tiene cada jugador para calcular su movimiento
y la localización al mapa donde se disputarán las partidas. Además,
la herramienta analiza los archivos históricos de cada partida para
obtener las estadísticas necesarias para el cálculo de la función de ap-
titud. Con respecto a los oponentes artificiales se optó por utilizar tres
bots participantes del Google AI Challenge 2010 que hubiesen quedado
entre las cien mejores posiciones de los más de 4600 participantes en
total (Manwe56, en la posición 31, fglider en la 61 y FlagCapper en la
91) y que estuviesen disponibles para descargar.
La Figura 5.1 muestra la evolución del valor de aptitud medio paraPrimeros resultados
ambos experimentos. El área sombreada muestra el error estándar de
la media. Como se puede observar, ambos experimentos han tenido
un comportamiento similar en las primeras evaluaciones, aunque el
algoritmo auto-adaptativo obtiene un mejor valor de aptitud para el
resto de evaluaciones. En la Figura 5.2 se puede observar la evolución
del número medio de planetas en el mejor mapa (es decir, el indivi-
duo con el valor de aptitud más alto), que converge a 17 tras algunas
evaluaciones. Esto hace pensar que los mapas con 17 planetas son
más equilibrados que otros mapas con un número de planetas más
elevado. La Figura 5.3 muestra un ejemplo de un mapa generado au-
tomáticamente que ha sido el que ha obtenido mayor valor de aptitud
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en su experimento, y por tanto se considera el más equilibrado de la
población.
Este primer enfoque descrito anteriormente define su función de Función agregada y
lógica difusaaptitud como una fórmula matemática que agrupa varios estadísticos
en un único valor. A pesar de ser una práctica frecuente también hay
que tener en cuenta que hay un cierto grado de arbitrariedad en la
forma en la que se combinan los valores y cómo se promedian para
obtener un único valor. De la misma forma, aunque la función de
agregación se especifique según el conocimiento de los expertos, es
preferible expresar este conocimiento al más alto nivel, haciendo más
amigable su interpretación así como la optimización y el ajuste de los
parámetros. Es por ello que en un trabajo posterior sobre este mismo
tema [89] se optó por usar un conjunto de reglas difusas que captura-
sen el conocimiento de los expertos sobre qué determina el equilibrio
de una partida cualquiera (ver Figura 5.4). Además, se reformularon
las medidas anteriores y se definieron unas nuevas para capturar con
mayor precisión el nivel de equilibrio de las mismas.
Al igual que las medidas de equilibrio definidas anteriormente, Nuevas medidas de
equilibrioéstas se obtienen para cada i-ésima partida de las Ng totales, con el
objetivo de medir cómo de equilibrada ha sido dicha partida:
Desequilibrio territorial: Sea τi el número de turnos jugados
en la partida actual, y sea pi(a)ij el porcentaje de planetas (sobre
el total de np planetas) controlados por el jugador a (donde







∣∣∣pi(1)ij − pi(2)ij ∣∣∣ (5.4)
es decir, el desequilibrio medio en el número de planetas con-
quistados a lo largo del juego. Esta variable puede tomar valores
desde 0 hasta 1.
Desequilibrio en el crecimiento: los planetas tienen diferentes
tamaños y por tanto producen nuevas naves con diferente fre-
cuencia. Debido a esto, se puede definir el desequilibrio en la







∣∣∣γ(1)ij − γ(2)ij ∣∣∣ , (5.5)
donde γ(a)ij es el porcentaje del total de capacidad de crecimien-
to del mapa acumulado por el jugador a en el j-ésimo turno de
la partida i-ésima. Aunque ese valor está íntimamente relacio-
nado con el desequilibrio territorial, no son lo mismo, ya que
éste proporciona una perspectiva diferente sobre si las fuerzas
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1. si Π es lo y Γ es lo entonces bal es hi
2. si Π es hi y Γ es lo y Ξ es lo entonces bal es med
3. si (Π es lo y Γ es hi) o T es lo entonces bal es lo
Figura 5.4: Reglas difusas para el equilibrio (bal). hi, med y lo representan
un nivel alto, medio y bajo, respectivamente.
de los jugadores están equilibradas o no. Al igual que antes,
esta variable toma valores entre 0 y 1.
Desequilibrio en naves: siguiendo un razonamiento similar, es
posible medir si la cantidad de naves controladas por los juga-






∣∣∣ξ(1)ij − ξ(2)ij ∣∣∣ , (5.6)
donde ξ(a)ij es el porcentaje del total de naves del turno j-ésimo
de la partida i-ésima que posee el jugador a. Hay que destacar
que un jugador puede conseguir desequilibrio territorial a ba-
se de involucrarse en multitud de batallas, perdiendo por tanto
una gran cantidad de naves. De esta forma, la variable está rela-
cionada con las anteriores pero no es cualitativamente idéntica.
Su valor varía entre 0 y 1.
Duración de la partida: esta variable es el porcentaje de turnos
con respecto al máximo permitido τma´x que se han jugado en la
partida actual (tomando valores, obviamente, entre 0 y 1):
Ti = τi/τma´x (5.7)
Todas estas variables se promedian para las Ng partidas jugadas
en cada evaluación del mapa, de forma que se obtienen valores agre-
gados. Por simplicidad, se ha optado por omitir el sub-índice i para
indicar estos valores promediados (Π, Γ , etc.), los cuales forman parte
de las reglas difusas definidas a continuación:
La primera regla establece que un mapa tendrá un equilibrio al-Interpretación de las
reglas difusas to si la diferencia entre el número de planetas de ambos jugadores
durante la partida (es decir, la variable Π) ha sido baja al igual que
la diferencia en el crecimiento Γ . Si ésta última es baja y, por tanto,
ninguno de los dos jugadores ha tenido una ventaja con respecto al
otro en la tasa de crecimiento, se determina que el equilibrio ha sido
medio (ver regla 2) si, además, hay un desequilibrio en el número de
planetas y naves (que se traduce en que uno de los jugadores ha teni-
do una ventaja territorial). Por último, la tercera regla establece que






















Figura 5.5: Funciones de pertenencia a los conjuntos difusos. Se correspon-
den con las variables (a) Π, Γ ,Ξ, T ,K (b) ∆pi,∆γ,∆ξ (c) Z y (d) bal
y dyn.
similar de planetas pero con tamaños dispares, o si la partida ha du-
rado pocos turnos (y por tanto uno de los jugadores ha podido vencer
con facilidad). Nótese que no es necesario tener en cuenta todas las
posibles combinaciones de las variables de entrada. Por ejemplo, si
hay un desequilibrio en el número de planetas y en el tamaño de los
mismos no sería posible establecer si la partida ha sigo globalmente
equilibrada o no, ya que esto dependería en gran medida de si am-
bos desequilibrios se asignan a un mismo jugador o se asigna uno a
cada uno. Esta situación, sin embargo, no supone un problema, pues
las reglas pueden activarse parcialmente en el caso de ocurrir, ya que
hay dos conjuntos difusos de entrada que se solapan (ver Figura 5.5).
A la hora de evaluar las reglas, se ha usado la función mı´n como t-
norma, el ma´x como t-conorma, y el centro de masas como método
para seleccionar el valor de salida.
5.2 dinamismo
Aunque el hecho de que una partida entre dos jugadores sea equi-
librada supone una mejora en la experiencia de los jugadores, puede
suceder que, al mismo tiempo, la experiencia se vea arruinada por un
exceso de equilibrio. Por ejemplo, una partida en la que los jugadores
estén sumamente igualados se convierte en algo monótono y caren-
te de sentido, pues ninguno de ellos es capaz de destacar sobre el
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otro, con la consecuente incapacidad de crear situaciones divertidas
o que supongan un desafío. Una situación extrema puede darse por la
completa inactividad de los jugadores, lo cual técnicamente se tradu-
ce en una partida perfectamente equilibrada, pero que dista mucho
de ser algo divertido de jugar. Es por ello que se ha decidido estu-
diar otra propiedad que deberían fomentar los mapas generados de
forma automática: el dinamismo. Cabe por tanto preguntarse cómo
definir este dinamismo en el contexto del juego Planet Wars y cómo
capturarlo para utilizarlo como medida de aptitud en el generador
propuesto.
A la hora de evaluar el dinamismo, se han considerado dos gruposCapturando el
dinamismo de indicadores [90]. El primero refleja el dinamismo de la partida des-
de una perspectiva basada en los recursos (es decir, se ha relacionado
el dinamismo con la variación en la cantidad de recursos controlados
por cada jugador). El segundo grupo, por su parte, se centra en las
confrontaciones entre los jugadores (o lo que es lo mismo, el dinamis-
mo se intenta capturar por el alcance de las batallas entre jugadores).
De forma más detallada, estos son los indicadores de dinamismoIndicadores de
dinamismo para una determinada partida i:
Dinamismo basado en recursos:
• Longitud de la partida Ti: este es el ratio de turnos que se
han jugado con respecto al máximo número de turnos τma´x
permitido para cada partida (toma valores entre 0 y 1):
Ti = τi/τma´x (5.8)
• Ratio de conquista Ki: este es el ratio de planetas que no son
neutrales al final de la partida, es decir, que han sido con-
quistados por algún jugador. Se puede calcular fácilmente








tomando, de nuevo, valores entre 0 y 1.
• Ratio de reconquista Zi: Sea ζij el número de planetas con-
trolados por un jugador en el turno j− 1 y conquistados
por otro jugador en el turno j (sin importar quién era el
propietario original, o lo que es lo mismo, se cuentan cuan-








donde np es el número de planetas del mapa. Aunque es-
ta variable teóricamente toma valores entre 0 y 1, en la
práctica es más común encontrar valores cercanos al límite
inferior.
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• Pico de diferencia: este es un conjunto de variables que mi-
den la máxima amplitud de la variación en alguno de los
recursos que se tienen en cuenta, es decir, los planetas (pi),
la capacidad de crecimiento (γ) y el número de naves (ξ).
Sea φ(a)ij la cantidad de recursos φ controlados por el juga-
dor a en el turno j-ésimo de la partida i-ésima, se registran
los dos puntos en los cuales la diferencia relativa es mayor


































valores entre 0 y 2.
Dinamismo basado en la confrontación:
• Ratio de batallas Bi: este es el ratio de planetas bajo ataque
a lo largo del juego. Sea βij el número de planetas que






• Naves destruidas Si: este es el ratio de naves generadas que
han sido destruidas a lo largo de la partida. Sea χi el nú-
mero de naves destruidas y ψi el número de naves creadas,
entonces Si = χi/ψi.
Al igual que para el equilibrio, se ha usado un sistema de torneo
para la evaluación de los mapas, por lo que se ha considerado el va-
lor medio de los indicadores para las Ng partidas (se ha eliminado el
sub-índice para indicar este valor promedio). Además, se ha definido
un conjunto de reglas difusas para expresar el valor de dinamismo
en función de estos indicadores. El conjunto de reglas se detalla en la
Figura 5.6. Los conjuntos difusos (HI y LO) se han definido de forma
que alcancen su máximo en el correspondiente extremo del rango de
valores posibles para la variable en consideración, y decrece lineal-
mente hacia el extremo opuesto. Hay dos excepciones, Z y B cuyos
valores normales se encuentran lejos del máximo teórico 1.0. En este
caso, se ha saturado el valor HI a 1 cuando se alcanzan los valores
0.1 y 0.35, respectivamente (estos valores se han determinado empíri-
camente). Para la variable de salida dyn se ha definido un conjunto
intermedio triangular MED, que alcanza su máximo en 0.5 y decrece
linealmente hacia ambos extremos. En este caso, tanto HI como LO
alcanzan su mínimo en este valor 0.5.
De la misma forma que para el equilibrio, se ha usado la función Descripción de las
reglas de dinamismomı´n como t-norma, el ma´x como t-conorma, la función x2 para el mo-
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Dinamismo basado en recursos:
1. si K es hi y Z es hi entonces dyn es hi
2. si ∆pi es hi y ∆γ es hi y ∆ξ es hi entonces dyn es hi
3. si ∆pi es hi y (∆γ es lo o ∆ξ es lo) entonces dyn es med
4. si ∆γ es hi y (∆pi es lo o ∆ξ es lo) entonces dyn es med
5. si ∆ξ es hi y (∆γ es lo o ∆pi es lo) entonces dyn es med
6. si ∆pi es lo y ∆γ es lo y ∆ξ es lo entonces dyn es lo
7. si K es lo o Z es lo o T es muy lo entonces dyn es lo
Dinamismo basado en la confrontación:
1. si B es hi y S es hi entonces dyn es hi
2. si (B es hi y S es lo) o (B es lo y S es hi) entonces dyn es
med
3. si B es lo y S es lo entonces dyn es lo
Figura 5.6: Reglas difusas para el dinamismo.
dificador difuso very, y el centro de masas como método para selec-
cionar el valor de salida. Las funciones de pertenencia a los conjuntos
difusos pueden verse en la Figura 5.5. El razonamiento que subyace
en las reglas difusas basadas en los recursos es el de considerar una
partida como muy dinámica si se han conquistado muchos planetas
y éstos han cambiado de mano con frecuencia, como se observa en la
regla (1). De la misma forma, si los picos de diferencia de todos los
recursos que se han tenido en cuenta son altos, entonces la partida
también es dinámica ya que uno de los jugadores ha logrado cam-
biar las tornas de la partida cuando se encontraba en una posición
difícil, que es lo que se encapsula en la regla (2). Si el pico de diferen-
cia es alto solo en uno de los tres recursos entonces se considera la
partida como medianamente dinámica (reglas (3)-(5)). Siguiendo con
el mismo razonamiento, si todos los picos de diferencia son bajos,
también lo será el dinamismo de la partida, como establece la regla
(6). No obstante, hay que tener en cuenta que esta regla no cubriría
una situación en la que ambos jugadores estuviesen constantemente
luchando entre ellos pero manteniendo sus fuerzas equilibradas. Esta
situación debería considerarse dinámica, y de cualquier forma se con-
siderará así, pues la regla (1) entra en juego aumentando el nivel de
dinamismo. Por último, la regla (7) expresa que si se han conquistado
pocos planetas o éstos cambian de propietario con baja frecuencia o
la partida ha sido muy corta, entonces ésta debe considerarse poco
dinámica.
Con respecto a las reglas difusas para el dinamismo basado en la
confrontación, éstas establecen que la partida es dinámica si el ratio
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Figura 5.7: Evolución del valor de aptitud medio para ambas funciones ob-
jetivo. El área sombreada muestra el error estándar de la media.
Las figuras izquierda y central muestran la evolución del dina-
mismo medido según ambos enfoques (recursos y confrontación)
cuando se está optimizando uno de ellos, indicado por el título
de la figura. En la derecha se muestra la evolución del equilibrio
cuando se optimiza el dinamismo según ambos enfoques. Cada
línea muestra la media de 10 ejecuciones del algoritmo.
de batallas y naves destruidas han sido altos, y, consecuentemente, se
establece un dinamismo bajo para aquellas partidas con pocas bata-
llas y naves destruidas. La regla (2), por su parte, asigna un dinamis-
mo de nivel medio a las partidas donde, a pesar de haberse producido
un número elevado de batallas, el número de naves destruidas no ha
sido elevado.
Se han realizado dos experimentos centrándose cada uno de ellos Experimentación
en el comportamiento del generador cuando se intenta optimizar el
dinamismo basado en la confrontación o en los recursos. El algoritmo
en cuestión ha sido el mismo que se ha utilizado para el equilibrio
en la Sección 5.1, mientras que los resultados se pueden observar en
la Figura 5.7. Dichas figuras muestran la correlación de ambos obje-
tivos cuando se está optimizando el otro, y se puede observar que
ambas medidas son ortogonales, es decir, cuando se está optimizan-
do una de ellas la otra medida sigue una trayectoria plana, por lo
que ambas medidas se pueden ver como formas complementarias de
medir el dinamismo. Nótese también que el dinamismo basado en la
confrontación parece converger con mayor rapidez, indicando que es
más sencillo motivar la confrontación entre los jugadores que provo-
car grandes fluctuaciones en sus recursos mediante el ajuste de los
mapas.
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Confrontación Recursos
Figura 5.8: Evolución de las diferentes variables recogidas en las reglas de
los conjuntos difusos. B y K son los ratios de batallas y conquis-
tas, respectivamente, las variables PD representan los picos de
diferencia entre los recursos de cada jugador, S se corresponde
con las naves destruidas, T es la longitud de la partida y Z se





















































































Figura 5.9: Varias características de los mejores mapas generados en cada
ejecución del algoritmo y para cada función objetivo: número de
planetas en el mapa, distancia media entre esos planetas, correla-
ción entre el tamaño de los planetas y el número inicial de naves
de cada uno y la desviación típica del tamaño de los mismos.
La Figura 5.8 muestra la evolución de las diferentes variables usa-
das para medir el dinamismo de los mapas durante la evolución de
los mismos. Como era de esperar, las variables usadas durante la op-
timización de ambos enfoques (confrontación y recursos) muestran
una tendencia creciente in general. Lo que resulta más interesante
son las interrelaciones entre ellas. En primer lugar, la tasa de conquis-
ta K crece de forma más rápida en el caso del dinamismo orientado a
la confrontación que en el orientado a los recursos, a pesar del hecho
de que solo se la incluye explícitamente en el segundo caso. Esto afec-
ta a la optimización del ratio de batallas B: hay que atacar un planeta
para conquistarlo por primera vez, por lo que un incremento en el nú-
mero de planetas conquistados implica un incremento en el número
de batallas, lo cual es explotado por el algoritmo evolutivo para llevar
a cabo la optimización. De manera similar, la tasa de reconquista es
también más alta en la optimización basada en la confrontación, ya
que un número elevado de batallas puede provocar que numerosos
planetas cambien de mano. Ambas funciones objetivo tienden a ge-
nerar partidas más largas (o lo que es lo mismo, valores más altos
de T ): mientras que esto se recoge explícitamente en la función obje-
tivo basada en los recursos, también aparece de forma implícita en la
que está basada en la confrontación ya que en partidas más largas se
llevan a cabo más batallas. Además incrementa el número de naves
producidas lo cual, de nuevo, provoca un incremento en el número
de batallas para mantener una alta tasa de naves destruidas.
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(a)
(b)
Figura 5.10: Dos ejemplos de mapas dinámicos.
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Por último, en la Figura 5.9 se pueden observar las características
de los mapas generados. Los mapas obtenidos mediante ambos en-
foques tienes características similares como demuestra la correlación
entre el tamaño de los planetas y el número de naves que se sitúan
inicialmente en ellos, así como en términos de variabilidad del tama-
ño de los planetas. Sin embargo difieren en el número de planetas y
en la distancia media entre ellos. El bajo número de planetas en los
mapas dinámicos basados en la confrontación se puede explicar por
el hecho de que tener pocos planetas reduce las posibilidades de ex-
pansión de los jugadores, forzándolos a que batallen por los mismos
planetas y por tanto incrementen el número de batallas. Por su parte,
el hecho de tener una mayor distancia entre los planetas tiene el efec-
to de incrementar el tiempo de traslado de las naves de uno a otro.
Una posible hipótesis es que este tiempo de traslado introduce un
factor de inestabilidad haciendo más complicado mantener posicio-
nes e incrementando el tiempo de reacción a los ataques, provocando
entonces más batallas para volver a ganar el control de los planetas.
La Figura 5.10 muestra dos ejemplos de mapas dinámicos generados
automáticamente.
5.3 equilibrio vs . dinamismo
Una vez estudiadas ambas características deseables, el paso lógico
era establecer una comparación entre ambas, para ver las posibles re-
laciones así como el comportamiento de una con respecto a la otra.
Mediante el análisis de los resultados obtenidos durante la genera-
ción automática de mapas equilibrados (sección 5.1) y dinámicos (sec-
ción 5.2) se han observado varias diferencias cualitativas entre ambos
enfoques con respecto a su optimización.
En primer lugar, la convergencia del algoritmo evolutivo para el
caso del dinamismo es más lenta, sugiriendo que queda margen para
la mejora si se lanzan ejecuciones más largas. Además, el valor me-
dio de aptitud de las soluciones se queda en la mitad alta del rango
posible, lo cual unido a la anterior observación, indica una gran di-
ficultad a la hora de encontrar mapas que sean muy dinámicos. Al
contrario que en el caso de los mapas equilibrados, en el cual el al-
goritmo es capaz de encontrar soluciones perfectas (valor de aptitud
1.0) en bastantes ocasiones (de hecho, el valor de aptitud mediano es,
precisamente, 1.0).
En segundo lugar, la trayectoria que sigue el equilibrio de los ma-
pas que están siendo optimizados para que sean dinámicos no decre-
ce de forma significativa conforme aumenta el dinamismo, a diferen-
cia de lo que ocurre en el caso contrario, donde el dinamismo decrece
considerablemente conforme aumenta el equilibrio de los mapas. Una
posible explicación a este efecto es el hecho de que la definición de
dinamismo incluye de forma implícita un componente de equilibrio
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Figura 5.11: Evolución de los indicadores de rendimiento para el frente no
dominado en cada una de las ejecuciones del algoritmo. La figu-
ra interior muestra la misma medida para el frente acumulado
de ambos algoritmos. (a) Hipervolumen (b) R2.




















Figura 5.12: Diagrama de cajas de los indicadores de rendimiento para los
dos enfoques de algoritmo multiobjetivo.
al medir la diferencia pico en el valor de las variables, de forma que si
el juego está muy desequilibrado y un jugador domina al otro, estas
variables tomarían valores más bajos que en el caso de que el jugador
dominado se recupera en mitad de la partida y termina venciendo,
pasando la partida por un estado equilibrado intermedio. El hecho
de que en ese tipo de partidas muy desequilibradas la victoria del
jugador dominante puede ocurrir en los primeros turnos de la parti-
da penaliza al dinamismo de la misma, pues hay una regla para el
dinamismo que penaliza las partidas de corta duración.
La observación de los resultados anteriores y más concretamente
la diferencia sustancial en las trayectorias de los valores de aptitud
de ambas propiedades saca a la luz algunas cuestiones interesantes
como, por ejemplo, cuáles son las contrapartidas existentes entre el
equilibrio y el dinamismo. Para analizarlo se requiere abordar el pro-
blema desde una perspectiva de optimización multiobjetivo, que es
precisamente el tema de la siguiente sección.
5.4 equilibrio y dinamismo : un enfoque multiobjetivo
Para el enfoque de optimización multiobjetivo se ha optado por
usar el algoritmo Non-dominated Sorting Generic Algorithm II – NSGA-
II [30]. Los motivos de esta elección han sido principalmente la efi-
ciencia computacional del algoritmo en la librería software utilizada
para la experimentación [45] así como el hecho de ser un algoritmo
ampliamente utilizado y testeado en la literatura. Al igual que con
los algoritmos de objetivo único para equilibrio y dinamismo, se ha















Figura 5.13: Comparativa de los frentes no dominados globales obtenidos
por ambos algoritmos.
evaluado la efectividad de la auto-adaptación en el número de plane-
tas contra otra versión del algoritmo en la cual el número de planetas
se fijó aleatoriamente al principio de cada ejecución. La comparación
se basa en dos indicadores de rendimiento: el hipervolumen y la mé-
trica R2. El primero de ellos proporciona una medida de la región del
espacio de soluciones que está dominado. Esto requiere un punto de
referencia, el cual se ha decidido que sea (0, 0), es decir, el valor de
aptitud multiobjetivo de la peor solución hipotética. Con respecto al
segundo indicador, es una estimación sobre cuánto se aproxima un
determinado frente a otro dado. El frente sobre el que comparar, en
este caso, se ha construido uniendo los frentes no dominados que se
descubrieron en todas las ejecuciones y, posteriormente, eliminando
las soluciones dominadas. Este frente agrupado se usó como frente
de referencia sobre el que calcular la medida R2. Queda claro, enton-
ces, que el objetivo es minimizar el valor de R2 pues ello significa que
el frente de soluciones no dominadas del algoritmo se parece mu-
cho al frente en conjunto de las soluciones encontradas en todas las
ejecuciones del algoritmo.
Como se puede ver en la Figura 5.11, el algoritmo auto-adaptativo
tiene una convergencia más rápida hacia buenos valores de ambos
indicadores. La distribución real de los valores finales de estos indi-
cativos se muestra en la Figura 5.12. En ambos casos la diferencia es
favorable al algoritmo auto-adaptativo (estadísticamente significativo
al nivel de α = .1).
Por otro lado, la comparación de los frentes acumulados encontra-
dos para cada algoritmo se muestra en la Figura 5.13. Es interesante













































Figura 5.14: (a) Número de planetas en cada solución del frente no domina-
do. (b) Distribución de las distancias interplanetarias. El círculo
negro se corresponde con el percentil 25%, el gris con la media-
na y el blanco con el percentil 75%






















Figura 5.15: Distribución de los tamaños de los planetas en cada solución
del frente no dominado. El círculo negro se corresponde con el
percentil 25%, el gris con la mediana y el blanco con el percentil
75%.
el hecho de que la variante con un número fijo de planetas parece
comportarse mejor en los extremos del frente, mientras que el auto-
adaptativo tiene un mejor comportamiento a la hora de explorar la
parte central del mismo, donde se dan cita un amplio espectro de
contrapartidas entre equilibrio y dinamismo.
Poniendo el foco en las soluciones que conforman el frente no domi-
nado, se han analizado las relaciones que hay en las propiedades de
los mapas para cada objetivo considerado, es decir, dinamismo y equi-
librio. Si se analiza el número de planetas en cada mapa (ver 5.14a) se
observa que, por norma general, este valor tiende a ser mayor en los
mapas dinámicos. Además, el número se acerca al límite superior de
30 planetas en la parte izquierda del frente y alcanza el límite inferior
de 15 varias veces conforme se avanza hacia la derecha. Esto se de-
be al elevado número de opciones de las que disponen los jugadores
en los mapas grandes y la facilidad que aportan para construir gran-
des imperios o librar más batallas por el control de los planetas. Más
allá de la cantidad de planetas, su distribución en el mapa también
es diferente dependiendo de la zona del frente no dominado que se
analice, como muestra la Figura 5.14b. Aunque la tendencia no es tan
marcada como en el caso anterior, se puede observar que los planetas
están generalmente más separados en los mapas con alto dinamismo
que en los equilibrados. Además, la localización de éstos parece estar


























Figura 5.16: Coeficiente de correlación de Pearson entre el tamaño del pla-
neta y el número inicial de naves que se encuentran en él al
principio de la partida. Un círculo blanco indica correlación po-
sitiva mientras que uno negro indica una correlación negativa.
menos estructurada (como indica la elevada distancia inter-cuartílica).
Esta irregularidad alta contribuye al dinamismo ya que hace que los
mapas sean más anisotrópicos y, por tanto, proporcionando diferen-
tes estímulos a los jugadores que terminarán convirtiéndose en un
mayor número de acciones de juego.
Con respecto a los tamaños de los planetas (Figura 5.15) el valor me-
diano en los extremos del frente se comporta de forma análoga, pero
parecen tener una mayor dispersión en el extremo correspondiente al
dinamismo alto. De nuevo, el efecto de la irregularidad juega en favor
del dinamismo, aunque la tendencia no está muy marcada. Sin em-
bargo, un hecho interesante que aparece al intentar correlacionar el
tamaño de cada planeta con el número inicial de naves que aparecen
en él (Figura 5.16): la correlación tiende a ser positiva en el extre-
mo de alto dinamismo mientras que es prácticamente cero cerca del
extremo opuesto. Esto puede verse como una guarda contra escena-
rios desequilibrados en los cuales planetas de gran tamaño puedan
ser conquistados sin apenas esfuerzo, pudiéndose convertir en una
ventaja decisiva para uno de los jugadores.
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5.5 resultados y contribuciones
A lo largo del presente capítulo se han presentado varios enfoques
diferentes sobre la generación automática de mapas para un juego
de estrategia en tiempo real que buscan incrementar la satisfacción
del jugador exigiendo que el contenido generado, es decir los mapas,
muestren determinadas características deseables que ayudan a dicho
objetivo.
En primer lugar se ha presentado el concepto de equilibrio entre
jugadores, y se ha descrito un método de generación enfocado en es-
ta característica que es capaz de crear mapas que no proporcionan
ventaja alguna a los jugadores, independientemente de su habilidad
o estrategia elegida. De esta forma, las partidas se hacen más intere-
santes tanto para los jugadores novatos, que no pierden con facilidad
las partidas, así como para los más experimentados, que experimen-
tan un incremento en su nivel de competitividad gracias a los nuevos
retos que estos mapas equilibrados les suponen. Aunque los mapas
generados son totalmente jugables y no incumplen ninguna regla del
juego, se ha detectado que en muchos casos el equilibrio en las parti-
das se consigue mediante la completa inacción de los jugadores, por
lo que ha sido necesario proponer una nueva característica deseable
que evita que las partidas se conviertan en algo aburrido y monótono:
el dinamismo.
A la hora de buscar el dinamismo se ha optado por dos enfoques
distintos, uno basado en los recursos que mantienen los jugadores
a lo largo de la partida y otro basado en las confrontaciones entre
ellos, que se centra en las batallas y el nivel de naves perdidas. Am-
bos enfoques han resultado ser ortogonales y, por su parte, se ha
detectado una posible correlación entre el dinamismo basado en la
confrontación y el equilibrio, lo que ha motivado el posterior análisis
en conjunto de ambas medidas así como el desarrollo de una optimi-
zación multi-objetivo para generar mapas que sean tanto dinámicos
como equilibrados.
Con respecto al análisis conjunto de ambas características, se ha
detectado que la definición de dinamismo que se ha usado como ob-
jetivo de la optimización incluye implícitamente una componente de
equilibrio, que se debe a que un mapa extremadamente desequili-
brado hace que la partida termine muy pronto, reduciendo así el
dinamismo. De esta forma se ha llegado a la conclusión de que el
equilibrio es compatible con un nivel medio de dinamismo.
Por último se ha estudiado un enfoque multi-objetivo del problema
que ha sacado a la luz otras relaciones entre equilibrio y dinamismo
y mediante el cual se ha establecido que conforme aumenta el equili-
brio se produce un leve descenso en el dinamismo, acabando con un
descenso brusco en la frontera superior del equilibrio. Además se han
estudiado las características de los mapas generados por este enfo-
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que multi-objetivo, y, en general, las partidas dinámicas parecen estar
relacionadas con mapas que tienen un número elevado de planetas
distribuidos de forma dispersa y cuyos tamaños están positivamente
correlacionados con el número inicial de naves en ellos.
Desde el punto de vista algorítmico, se ha presentado un AE que op-
timiza mapas auto-adaptando los parámetros de mutación así como
el número de planetas. Se ha analizado el rendimiento de la versión
auto-adaptativa del algoritmo comparando sus resultados con una
variante que fija de forma aleatoria el número de planetas en los ma-
pas en el momento de inicio del algoritmo. Se ha observado que la
versión auto-adaptativa supera a la segunda tanto en la optimización
de un único objetivo como en el caso multi-objetivo.
Los resultados obtenidos puedan parecer específicos para Planet
Wars, el juego empleado en la experimentación. Sin embargo, el mé-
todo utilizado podría ser adaptado con facilidad a otros juegos de ETR,
siempre que en sus mecánicas de juego esté incluida la confrontación
de los jugadores por la obtención de recursos que se distribuyen es-
pacialmente en el mapa. Las medidas de equilibrio y dinamismo se
adaptarían a los recursos y tipos de unidades del juego en cuestión,
pero los conceptos serían los mismos: desequilibrio territorial, en el




E V O L U C I Ó N D E L A E S T É T I C A D E L O S M A PA S
En el capítulo 5 se han propuesto diversos métodos para mejorar
la experiencia de juego mediante la generación automática de mapas
que hacen que las partidas tengan ciertas características deseables
por los jugadores, como son un equilibrio en el nivel de juego de
los mismos así como un alto grado de dinamismo en las partidas. Un
problema de los mapas obtenidos de esta forma es su mala apariencia
estética (por ejemplo, la mayoría de los planetas agrupados muy jun-
tos en una zona pequeña del mapa), lo cual puede provocar rechazo
o desorientación a los jugadores. Es por ello que el presente capítulo
también se centra en mejorar la experiencia de juego pero desde un
punto de vista diferente: la estética.
Para evaluar el nivel estético de los mapas es necesario caracterizar Caracterización de
los mapassus propiedades y compararlas con aquellos mapas que se sabe tie-
nen buena o mala estética. Para este propósito se han considerado di-
ferentes tipos de propiedades. Desde un punto de vista general se ha
establecido una distinción entre las características geométricas, que se
basan en la geometría espacial del mapa (coordenadas y distancias),
y topológicas, que se basan a su vez en propiedades cualitativas de los
mapas que no se ven afectadas por transformaciones geométricas sim-
ples. Además, se han tenido en cuenta propiedades morfológicas en
combinación con los otros dos tipos, basadas en las características in-
dividuales de los planetas de cada mapa, como el tamaño o el número
inicial de naves. En conjunto se obtienen dos grupos de características
a efectos de clasificación: medidas geométricas y topológicas.
6.1 medidas geométricas
Las medidas geométricas son aquellas que se basan en la geometría
espacial del mapa:
Distribución espacial de los planetas: Sean ~pi = (xi,yi) las coor-
denadas del i-ésimo planeta y np el número total de ellos. La
distancia media entre planetas µd y la desviación típica de estas

















∥∥~pi − ~pj∥∥− µd)2 (6.2)
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Propiedades de los planetas: Sean si y wi el tamaño y número
inicial de naves, respectivamente, del i-ésimo planeta. La media
y desviación típica de estos tamaños (µs y σs respectivamente)
y la correlación de Pearson ρ entre el tamaño del planeta y el


















donde µw y σw son la media y desviación típica del número de
naves, respectivamente.
Estas medidas se han aplicado para comparar el grado de similitud
entre mapas de la siguiente manera: cada mapa se ha caracterizado
como una tupla 〈µd,σd,µs,σs, ρ〉, de forma que la distancia euclídea
entre dos de estas tuplas define el grado de similitud entre los mapas
que representan. Además, se han definido dos conjuntos de mapas,
el primero de ellos conteniendo 10 mapas con una buena estética,
mientras que el segundo contiene 10 mapas con una estética mala
(en la Figura 6.6 hay ejemplos de mapas pertenecientes a estos con-
juntos). Un experto ha sido el encargado de evaluar la estética de los
mapas para asignarlos a un conjunto o al otro siguiendo su propia
percepción de lo que es estético y lo que no, obteniéndose la muestra
tanto de los mapas oficiales del Google AI Challenge como de los obte-
nidos por el generador automático presentado en el capítulo 5. Estos
conjuntos sirven como punto de referencia de forma que el objetivo
de generar mapas estéticos se ha convertido en un problema de op-
timización donde se minimiza la distancia a los mapas del conjunto
estético, mientras se maximiza a los mapas del no estético. Esto últi-
mo es necesario para introducir diversidad en el conjunto de mapas
generados, evitando así la creación de mapas que sean prácticamente
copias de los mapas del conjunto estético.
6.2 medidas topológicas
Las medidas topológicas de cada mapa se han obtenido a partir del
Grafo de Esferas de Influencia (GEI) [155]. Este grafo establece una
relación entre los puntos de un determinado conjunto basada en la
distribución espacial de los mismos (ver Figura 6.1). Esta relación no
se ve afectada por operaciones de escalado, traslación o rotación sobre
los puntos, lo cual es una característica deseable como ya se ha dicho
anteriormente. Los GEI se han usado para multitud de aplicaciones
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Figura 6.1: Un grafo de esferas de influencia. Hay una arista entre dos pun-
tos solo si sus esferas de influencia intersecan. Estas esferas están
centradas en los puntos y sus radios son la distancia mínima des-
de el punto central hasta el resto de puntos.
y áreas de investigación tales como la minería de datos (clustering),
visión por computador (reconocimiento de objetos a partir de patro-
nes de puntos) y gráficos por computador (definición de superficies
sobre nubes de puntos). En este caso, para calcular el GEI de un deter-
minado mapa se ha seguido el siguiente procedimiento:
1. Para cada planeta pi situado en las coordenadas (xi,yi), se cal-
cula la distancia di al planeta más cercano como di = mı´nj{‖(xi−
xj,yi − yj)‖ | j 6= i} donde ‖v‖ es la norma Euclídea del vector
v.
2. Para cada planeta pi se dibuja una circunferencia con centro en
(xi,yi) y radio di.
3. Se construye el grafo de esferas de influencia G(V ,E) donde
V = {p1, · · · ,pnp} y (u, v) ∈ E si y solo si las circunferencias con
centros en u y v intersecan.
Una vez que se ha construido el GEI, se calculan las siguientes me-
didas para caracterizar los mapas:
Número de componentes conectadas (sub-grafos en los cuales
cualquier par de vértices están conectados por caminos).
Grado medio de los nodos (número de aristas incidentes al no-
do).
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Número de estimadores 50
Medida de calidad Impureza Gini
Máximo de atributos para partición
√
n,n = número de atributos
Mínimo de muestras para partición 2
Tabla 6.1: Parámetros del clasificador de bosques aleatorios
Densidad del grafo, es decir, la proporción entre el número
de aristas y nodos. En concreto, para los grafos no dirigidos
δ = 2m/(np(np − 1)), donde np y m son el número de nodos
(planetas) y vértices, respectivamente.
Coeficiente medio de clustering. El coeficiente de clustering ci de
un nodo cuantifica cómo de interconectado está con sus vecinos.
Matemáticamente, ci = 2Ei/ [ki(ki − 1)], donde Ei es el núme-
ro de aristas que conectan dos vecinos cualesquiera del nodo i
mientras que ki es el grado del nodo.
Coeficiente de correlación de Pearson entre el tamaño de los
nodos y su centralidad por interrelación. Esto último es una
medida de la importancia de un nodo como paso intermedio
en un grafo, y se calcula como la fracción media de caminos
más cortos entre cualquier par de vértices que pasan a través
del nodo en cuestión.
Coeficiente de correlación de Pearson entre el tamaño de los
nodos y su grado.
Asortatividad por tamaño, o lo que es lo mismo, coeficiente de
correlación de Pearson entre el tamaño de los nodos conectados
en el grafo.
El número de componentes conectadas da una medida sobre el
nivel de agrupación de los planetas, concretamente el número de gru-
pos interconectados de planetas, mientras que el coeficiente medio de
clustering define la forma del clúster. El grado medio de los nodos así
como la densidad del grafo cuantifica cómo de regular es la distribu-
ción de los planetas, ya que de acuerdo con la definición de un GEI, si
los planetas están muy interconectados entonces las distancias entre
ellos son bastante similares. Por último, los coeficientes de correlación
agregan el tamaño de los planetas al proceso de caracterización de los
mapas, estableciendo relaciones entre este parámetro y otras caracte-
rísticas de los planetas tales como la centralidad por interrelación, el
grado del nodo y el tamaño de los planetas vecinos.
Para reducir el número de medidas y elegir un subconjunto repre-Subconjunto
representativo de las
medidas
sentativo de las mismas se ha diseñado un clasificador de bosques
aleatorios [16] con 50 estimadores cada uno y muestreo bootstrapping














































Figura 6.2: Conjunto acumulado de soluciones no dominadas (círculo) y ma-
pas estéticos (triángulo) y no estéticos (cuadrado) pertenecientes
a los conjuntos de entrenamiento tanto para el enfoque geomé-
trico (a) como el topológico (b)





















































































Figura 6.3: Variables de caracterización para los mapas no dominados y en-
trenamiento, tanto para el enfoque geométrico (a) como para el
topológico (b)
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(a) (b) (c) (d)
Figura 6.4: Distribución de los mapas sobre el mapa auto-organizado tanto
para el enfoque geométrico (a) como el topológico (b). El rojo
para los no estéticos, el verde para los estéticos y el azul para los
no dominados. (c) y (d) muestran las soluciones del enfoque to-
pológico proyectadas sobre el mapa auto-organizado geométrico
y viceversa.
para cada una de las posibles combinaciones de las medidas anterio-
res (la Tabla 6.1 resume los parámetros utilizados). Éste método de
clasificación construye un conjunto de árboles de decisión seleccio-
nando grupos de atributos de forma aleatoria, mitigando el elevado
sobreajuste que se suele dar en la construcción de los árboles de de-
cisión de forma individual. Se ha evaluado el rendimiento de los cla-
sificadores usando validación cruzada Leave-one-out. Atendiendo al
área bajo la curva ROC de las diferentes combinaciones de variables
se decide escoger las siguientes variables como caracterización topo-
lógica de los mapas: densidad del grafo (δ), correlación entre tamaño
de nodo e interrelación (ρSB), y la asortatividad por tamaño (ρSize),
con un valor de área bajo curva ROC de AUC = 0.9916. La curva
ROC, del inglés Receiver Operating Characteristic, ilustra el rendimien-
to de un clasificador binario en función del umbral de discriminación,
es decir, el valor de salida del clasificador que establece la categoría
(si la salida del clasificador es menor o mayor al umbral, la muestra
pertenece a una categoría u otra, respectivamente).
De la misma forma que con las medidas geométricas, se caracteri-
za cada mapa según la tupla 〈δ, ρSB, ρSize〉 y, por tanto, la distancia
Euclídea entre estas tuplas establece la similitud entre los mapas que
representan.
6.3 resultados y contribuciones
Para la generación de mapas estéticos se ha seguido un enfoque Generación de los
mapas estéticosmultiobjetivo similar al utilizado en el Capítulo 5, es decir, una es-
trategia de evolución auto-adaptativa (µ+ λ) con µ = 10 y λ = 100
multiobjetivo NSGA-II con dos objetivos: reducir e incrementar, res-
pectivamente, la distancia entre los mapas generados y los que per-
tenecen al conjunto de entrenamiento que se consideraron estéticos
y no-estéticos. Al establecer estos objetivos se evita que los mapas
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generados sean prácticamente similares a los del conjunto de entre-
namiento estético, ya que además de reducir la distancia con ellos, se
fomenta el distanciamiento a los no estéticos. En caso contrario, el ge-
nerador alcanzaría el valor de aptitud óptimo copiando exactamente
estos mapas estéticos de entrenamiento. Los detalles del generador
pueden ser consultados en el Capítulo 4.
Se han realizado dos conjuntos de 20 ejecuciones del algoritmo en
total durante 100 generaciones, uno por cada forma de caracteriza-
ción estética de los mapas, es decir, usando medidas geométricas y
topológicas. Además se ha calculado el conjunto de soluciones no do-
minadas a partir de los resultados de cada una de las ejecuciones
individuales.
Como se puede observar en la Figura 6.2, existe una relación lineal
entre la distancia a los mapas estéticos y a los no estéticos por parte
de los mapas solución que están en el conjunto de soluciones no do-
minadas, con independencia del enfoque (geométrico o topológico) que
se emplee. Esto da una idea de la densidad del espacio de búsqueda
y la dificultad de reducir la distancia a los mapas estéticos al mismo
tiempo que se incrementa hacia los no estéticos.
Por su parte, la Figura 6.3 muestra cómo se distribuyen los valores
de las diferentes medidas que se han utilizado para la caracterización
de los mapas. Se puede observar que algunas de las medidas son
similares tanto en los mapas estéticos como en los que no lo son, tales
como la desviación típica de la distancia σd, la desviación del número
inicial de naves σs y la densidad δ. Sin embargo, otras medidas como
la correlación entre el tamaño y la interrelación ρSB y la asortatividad
por tamaño ρSize muestran un valor más alto en el caso de los mapas
no dominados, lo que explicaría la elevada distancia entre muchas
de las soluciones y los mapas de referencia, como se observa en la
Figura 6.2. Otra observación interesante son los valores medios de la
distancia µd tan repartidos en los mapas no dominados, lo cual puede
significar que esta variable tiene un efecto dudoso sobre el valor de
aptitud y, por tanto, el espacio de búsqueda para esta medida es más
amplio que para el resto de variables.
Con el objetivo de analizar cualitativamente los mapas generados,Análisis cualitativo
se han creado dos mapas auto-organizados con 32× 32 unidades de
proceso siguiendo una distribución rectangular no toroidal, uno para
cada enfoque estudiado. Un mapa auto-organizado [79] es una arqui-
tectura de red neuronal que tiene la propiedad de representar espa-
cialmente las características de las señales de entrada así como sus
abstracciones, descubriendo relaciones no triviales a lo largo del pro-
ceso de auto-adaptación. Como se observa en la figura 6.4a, el mapa
auto-organizado del enfoque geométrico consiguió establecer una se-
paración entre los mapas no estéticos (zonas rojas en la parte superior
derecha) y los estéticos (zonas verdes en la parte inferior izquierda).
Además, los mapas generados (zonas azules) comparten la misma re-













































Figura 6.5: Soluciones topológicas no dominadas sobre el espacio de aptitud
de las soluciones geométricas (a) y a la inversa (b).
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gión que los mapas estéticos, por lo que deberían considerarse como
estéticos también. Con respecto al enfoque topológico, el mapa auto-
organizado no fue capaz de establecer una distinción clara entre los
mapas que son estéticos y los que no, lo cual se observa en la figura
6.4b con el solapamiento de las zonas rojas y verdes.
Se ha realizado un análisis cruzado entre las soluciones no domi-
nadas obtenidas por ambos enfoques para comparar las respectivas
caracterizaciones. Como se observa en la Figura 6.5a, las soluciones
tanto del enfoque topológico como del geométrico se distribuyen sobre
la misma región del espacio de soluciones, manifestando una calidad
similar entre ambos conjuntos de soluciones según las medidas geo-
métricas. Se han obtenido unos resultados similares al proyectar las
soluciones de ambos enfoques sobre el mapa auto-organizado geo-
métrico (ver Figura 6.4c). Con respecto a las soluciones del enfoque
geométrico, éstas se distribuyen principalmente sobre la parte inferior
izquierda del espacio de aptitud topológico (Figura 6.5b), indicando
que dichos mapas están más cerca de los mapas estéticos y no es-
téticos del conjunto de entrenamiento que muchas de las soluciones
topológicas. Si se observa la proyección de las soluciones sobre el mapa
auto-organizado topológico (Figura 6.4d) se puede constatar que están
distribuidas de forma más dispersa que las correspondientes solucio-
nes topológicas, aunque comparten la misma zona que los mapas es-
téticos, lo que se puede interpretar como una mayor diversidad con
respecto a las soluciones del enfoque topológico. Con independencia
de esto, ambos enfoques son capaces de generar mapas adecuados,
como puede observarse en la Figura 6.6.

















































































































































































































Figura 6.6: Algunos mapas de ejemplo: pertenecientes al conjunto de entre-
namiento con buena (a) y mala (b) estética, generados mediante
el enfoque geométrico (c) (d) y el topológico (e) (f). El color de
los planetas representa quién los controla: rojo y verde para los
jugadores 1 y 2 respectivamente, marrón para indicar que el pla-
neta es neutral. El número junto a los planetas indica el total de
naves al inicio de la partida en cada planeta.
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C O N C L U S I O N E S Y T R A B A J O F U T U R O
Este trabajo define una metodología para la generación automática
de mapas para juegos de ETR a los cuales se les exige que cumplan
ciertas características con el objetivo de incrementar la satisfacción del
jugador. En concreto, los objetivos estudiados han sido el equilibrio
de los mapas de forma que éstos no otorgan ventaja a ninguno de
los jugadores sobre el resto, el dinamismo de las partidas para que
éstas sean interesantes y divertidas y eviten que los jugadores pier-
dan interés por el juego, y la estética de los mapas, de forma que no
produzcan rechazo o desconcierto a los jugadores. Aunque el juego
utilizado para la experimentación ha sido el Planet Wars, es posible
extrapolar la metodología a otros juegos de ETR con muy poco esfuer-
zo, ya que se han empleado características comunes a este tipo de
juego, tales como la distribución de los recursos a lo largo del mapa
del juego o el combate entre unidades, por nombrar algún ejemplo.
Durante el desarrollo de esta tesis se ha comprobado la viabilidad
de usar algoritmos evolutivos y, en particular, estrategias de evolución
como núcleo de un generador automático de mapas para juegos de
ETR. Se ha comprobado la versatilidad del generador creando mapas
equilibrados, dinámicos y estéticos.
El desarrollo de este trabajo ha seguido un proceso secuencial que
comenzó con un estudio del estado de la cuestión y un análisis de la
red de co-autoría de la comunidad de investigación de IC y videojue-
gos. Este análisis ha arrojado datos interesantes relacionados con las
dinámicas que rigen la red. Una conclusión obtenida del estudio es
que este campo de investigación es activo y vibrante, como se observa
en el alto número de artículos enmarcados en este campo, el cual ha
ido creciendo desde el 2005, y al crecimiento estable en el número de
autores, sobre todo a partir del año 2000. Aunque se ha detectado un
flujo constante de autores que abandonan la comunidad, lo cual po-
dría indicar una ligera desaceleración de la misma, la tendencia real
de la volatilidad es muy parecida a la de nuevos autores, con lo cual
el crecimiento es prácticamente constante. Dicho crecimiento se rige
por lo que se denomina vinculación preferente con una tasa sub-lineal
debida a que la red se encuentra aún descentralizada debido a su ni-
vel de desarrollo. El hecho de existir vinculación preferente significa
que los nuevos autores entran en la comunidad generalmente colabo-
rando con autores ya establecidos quienes a su vez tienen un elevado
número de colaboradores. Además, se ha observado un grado signi-
ficativo en la fidelidad de las colaboraciones. Analizando el tamaño
de la componente gigante de la red, se ha llegado a la conclusión de
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que ésta no está completamente formada aun, sino que se encuentra
en plena fase de desarrollo aumentando su cohesión e incorporando
nuevos enlaces. Del análisis de las comunidades formadas en el cam-
po se obtiene que su crecimiento se ve reflejado en el decremento de
la centralización del componente gigante y que la entrada de comu-
nidades más pequeñas en dicha componente gigante indica la poca
madurez de la red. Con respecto a los principales temas de investi-
gación tratados por la comunidad obtenidos mediante el análisis de
los títulos de los artículos se han obtenido 6 temas muy activos en
la comunidad: tres áreas relacionadas directamente con videojuegos
concretos que son el juego Super Mario (nodo aislado), Pac-Man (en el
contexto de aprendizaje evolutivo y por diferencia temporal) y juegos
de conducción (TORCS y técnicas como los algoritmos genéticos), y
otras dos áreas aplicables a todos los géneros que son la generación
automática de contenido y la interacción y el modelado del jugador.
Los trabajos relacionados con la GAC para videojuegos que se pue-
den encontrar en la literatura se centran principalmente en que el
contenido generado sea válido, es decir, encaje correctamente con las
mecánicas de juego y cumpla con sus reglas, dejando de lado otras
propiedades del contenido que pueden suponer un incremento en la
satisfacción del jugador. Tras plantear un generador automático de
mapas basado en algoritmos evolutivos, se ha presentado el concepto
de equilibrio entre jugadores y se ha diseñado un método de crea-
ción para generar mapas que presenten esta característica, es decir,
el mapa no de ventaja a alguno de los jugadores sobre el resto. Se
ha comprobado que el método es capaz de generar mapas equilibra-
dos completamente jugables ya que no incumplen ninguna regla del
Planet Wars. Sin embargo, se ha detectado que en muchos acasos el
equilibrio obtenido en las partidas viene propiciado por la pasividad
total de los jugadores, que pasan la partida sin hacer nada. Esto pue-
de llevar al aburrimiento de los jugadores, por lo que se ha planteado
una nueva característica, el dinamismo, para evitar esto.
Se han empleado dos enfoques diferentes a la hora de buscar el di-
namismo en los mapas generados, uno basado en los recursos de los
jugadores durante la partida y otro que se ha basado en las batallas
y confrontaciones que ha habido entre ellos. Los dos enfoques han
resultado ser ortogonales y, además, se ha detectado una correlación
entre el dinamismo basado en la confrontación y el equilibrio. Es por
esto por lo que se ha llevado a cabo un análisis conjunto de ambas
medidas, el cual ha arrojado el siguiente resultado: la definición de
dinamismo usada incluye implícitamente un componente de equili-
brio, ya que si un mapa es extremadamente desequilibrado la partida
acaba pronto, influyendo en la medida de dinamismo (la partida es
poco dinámica). La conclusión obtenida es que un nivel medio de
dinamismo es compatible con el equilibrio.
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Debido a la interrelación descubierta entre ambas medidas, se ha
optado por utilizar un enfoque multi-objetivo a la hora de generar
los mapas, intentando conseguir de esta forma que los mapas sean
equilibrados y dinámicos. A la luz de los resultados obtenidos se han
descubierto nuevas relaciones entre ambas medidas de manera que
conforme aumenta el equilibrio, el dinamismo sufre un leve descenso,
acabando con un descenso brusco cuando se alcanza el límite supe-
rior de equilibrio. Con respecto a las características de los mapas ge-
nerados, el dinamismo parece estar relacionado con mapas formados
por un elevado número de planetas cuyos tamaños están positiva-
mente correlacionados con el número inicial de naves en ellos y que
se distribuyen de forma dispersa. Otra de las características observa-
das en los mapas generados es la falta de estética de los mismos, con
planetas agrupados muy juntos en grupos que están muy distantes
unos de otros. Dada esta situación, se ha planteado un nuevo objetivo
a conseguir y no es otro que mejorar la estética de los mapas que se
generen.
Al igual que con el equilibrio y el dinamismo, se ha abordado el
problema de mejorar la estética de los mapas siguiendo dos enfoques,
uno geométrico que se basan en la geometría espacial del mapa (coor-
dinadas y distancias), y otro topológico que se basan en propiedades
cualitativas de los mapas que no se ven afectadas por transformacio-
nes geométricas simples y que han sido obtenidas a partir del grafo
de esferas de influencia. Se ha seguido un enfoque multiobjetivo que
intenta maximizar la diferencia con un conjunto de mapas no estéti-
cos a la vez que se reduce con otro conjunto de mapas considerados
estéticos (ambos conjuntos han sido etiquetados por un experto). Los
resultados indican que existe una relación lineal entre la diferencia
con los mapas estéticos y con los que no lo son, lo que da una idea
de la densidad del espacio de búsqueda. Con respecto a las medidas
utilizadas, se observa que hay algunas de ellas que tienen una ma-
yor influencia sobre el valor de aptitud que el resto de variables. Por
último, tras realizar un análisis cruzado de las soluciones obtenidas
con ambos enfoques se observa que ambos enfoques son capaces de
generar mapas adecuados, aunque hay que destacar que existe una
mayor diversidad en las soluciones del enfoque geométrico que en las
del topológico, además de que las soluciones geométricas obtenidas
quedan más cerca del conjunto de mapas estéticos que las propias
soluciones topológicas según la medida de aptitud de éstas últimas.
7.1 trabajo futuro
Los resultados obtenidos en esta tesis forman el punto de inicio
de una nueva línea de investigación en generación automática de
contenido con diversas propiedades enfocadas al incremento de la
satisfacción del jugador.
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Una primera línea de trabajo futuro es la incorporación del hu-
mano en el proceso de evaluación de los mapas generados, dando
lugar a la denominada evolución interactiva [8, 26]. Para ello se po-
dría construir una aplicación web en la que distintas personas juegan
los mapas obtenidos por el generador y evalúan su experiencia de
juego, influyendo en el valor de aptitud de los mapas y guiando el
proceso evolutivo de los mismos, aunque también habría que tratar
el problema de la fatiga del usuario.
Por otra parte, se ha comprobado que el grafo de esferas de in-
fluencia es una herramienta muy útil para caracterizar los mapas ge-
nerados. Sería interesante invertir el proceso de forma que lo que se
evoluciona son los grafos de esferas de influencia, que posteriormen-
te se transforman en mapas. Para ello sería necesario estudiar si dicha
transformación es posible.
Por último, aunque las estrategias de evolución han funcionado
correctamente, sería interesante estudiar el impacto en el rendimiento
del generador que tendría usar otras vertientes de la computación
evolutiva como, por ejemplo, la programación genética, y la selección
de otros operadores de variación o un refinamiento de los parámetros
de los algoritmos.
Parte III
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a.1 conferencias , revistas y palabras clave para el aná-
lisis de la red
Inteligencia Artificial y Computacional en videojuegos:
• IEEE Trans. on Computational Intelligence and AI in ga-
mes (TCIAIG)
• Artificial Intelligence and Interactive Digital Entertainment
Conference (AIIDE)
• IEEE congress on Computational Intelligence and Games
(CIG)
• Agents for Games and Simulations (AGS)
• Advanced Intelligent Paradigms in Computer Games
Inteligencia artificial y computación evolutiva:
• IEEE congress on evolutionary computation (CEC)
• Genetic and Evolutionary Computation Conference (GEC-
CO)
• Parallel Problem solving from Nature (PPSN)
• National Conference on Artificial Intelligence
• Applications of Evolutionary Computation (EvoApplica-
tions)
• International Conference on Artificial Neural Networks (ICANN)
• Canadian Conference on Artificial Intelligence
• Artificial Intelligence and Applications (AIA)
• Artificial Intelligence Applications and Innovations (AIAI)
• Artificial Intelligence and Computational Intelligence (AI-
CI)
• Artificial Intelligence: Methodology, Systems, Applications
(AIMSA)
• Artificial Intelligence and Simulations (AIS)
• Computational Intelligence
• European Conference on Artificial Intelligence (ECAI)




• International Conference on Artificial Intelligence (IC-AI)
• International Conference on Artificial Intelligence and Soft
Computing (ICAISC)
• International Conference on Evolutionary Computation (ICEC)
• International Conference on Genetic Algorithms (ICGA)
• International Conference on Genetic and Evolutionary Com-
puting (ICGEC)
• International Conference on Intelligent Computing (ICIC)
• International Joint Conference on Artificial Intelligence (IJ-
CAI)
• International Joint Conference on Computational Intelli-
gence (IJCCI)
• International Joint Conference on Neural Network(IJCNN)
• International Symposium on Computational Intelligence
and Design
• International Symposium on Neural Networks
• International Work-Conference on Artificial and Natural
Neural Networks (IWANN)
• IITA International Joint Conference on Artificial Intelligen-
ce
• Modeling Decisions for Artificial Intelligence
• IEEE Transactions on Evolutionary Computation (TEC)
• International Work-Conference on the Interplay Between
Natural and Artificial Computation (IWINAC)
• International Conference on Adaptive and Natural Com-
puting Algorithms (ICANNGA)
• Artificial Life (ALIFE)
• Simulation of Adaptive Behavior (SAB)
• International Conference on Artificial Neural Networks (ICANN)
• Simulated Evolution and Learning (SEAL)
• European Conference on Advances in Artificial Life (ECAL)
• International conference on Swarm Intelligence (ICSI)
• Hybrid Intelligent Systems (HIS)
• European Symposium on Artificial Neural Networks (ESANN)
• IEEE Transactions on Neural Networks
• IEEE Transactions on Fuzzy Systems
Videojuegos:
• GAME-ON Conference (GAMEON)
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• Advances in Computer Games (ACG)
• Computers and Games
• Computers Games Conference (CGAMES)
• Conference of the Digital Games Research Association
• International Conference on Entertainment Computing
• Computers in Entertainment
• Advances in computer entertainment technology
Palabras clave:
• Inteligencia Artificial y Computacional en videojuegos: sin
palabras clave. Todos los artículos seleccionados.
• Inteligencia artificial y computación evolutiva: game/s, puzzle,
player.
• Videojuegos: fuzzy, evol*, genetic, swarm, agent, local
search, neural, ant.
• Otros: todas las combinaciones de {fuzzy, evol*, genetic}
y {game/s, puzzle, player}
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