A b s t r w T h i s work describes a method for statistically analyzing a student's proficiency at reading one of the distinct orthographies of Japanese, known as katakana. The result of the analysis is being applied to a Japanese language intelligent tutoring system for appropriately individualizing the student's instruction.
dent's instruction. The remainder of this paper is organized as follows: Section I1 provides a brief introduction to how a student model is constructed by analyzing a student's responses.
A method is then presented for statistically analyzing a student model assuming that all of the phonological rules that would be required to completely transform these katakunu into English contributed equally to the student's failure to understand. With this assumption, the student model becomes a binomial distribution for which the well-known Bayes' theorem is used to estimate the student's current knowledge state.
A variety of techniques for assessing prior information are then proposed. In Section 111, the correlation between the probability of comprehension and the phonetic properties of transformation rules is addressed. It is shown that combining the binomial model with these factors allows the tutorial system to more accurately estimate a student's knowledge state and thus provide more efficient instruction. finally, the conclusions of this work are presented in the final section.
II. STATISTICAL ANALYSIS OF THE !TUDENT MODEL
In this section, a method is presented for statistically analyzing a student's responses to the tutorial system. The knowledge base which a student must acquire in order to be proficient at reading kutakunu consists of a set of phonological rules which characterize the transformation of Japanese kutakana to its English origin [3] . Information about the student is gathered passively by simply noting the words for which he requests translations from the Japanese language tutoring system [2]. Analyzing a student's response is, therefore, relatively difficult for the tutor. The following presents a simple illusmtion of how the student model is formed by analyzing the responses of a student who was tested for his kufukana reading proficiency. This particular student had no difficulty with the following words: which use the phonological transformation rules: U + *, r + 1 , and s + e. From analyzing these two sets of data, the tutoring system is able to correctly identify that the rule which the student has not mastered is the transformation s -+ e. This is not particularly surprising since this is a rather radical change in pronunciation which occurs relatively infrequently. Indeed, this student is rather typical in that he has acquired the relatively straightforward rules such as U + * which occurs extremely frequently and is one of the primary mechanisms for dealing with the disparity in consonant clusters between English and Japanese. Likewise, this student has no trouble with the simple consonant substitutions b + v and r + 1. Therefore, the tutoring system would tailor the instruction of this student with katakana words that contain the more obscure rules such as s + e, hopefully being able to find occurrences in which this is the only rule present in order to provide more contextual information.
In the initial analysis, it is assumed that all of the phonological rules that would be required to completely transform these katakana into English contributed equally to the student's failure to understand. With this assumption the probability that a student understands x out of n words that require the rule R for transliteration back to their English origins becomes a binomial .distribution with index n and n. This probability is associated with the conditional probability density p(xlz). The student's current knowledge state can be estimated by the probability density p ( z l x ) . The posterior probability p ( d x ) function is then computed from the model density and the prior density p ( z ) by using Bayes' theorem, i.e.
The most common method for computing prior density is to approximate one's prior beliefs by a density which is a member of a mathematically convenient family. The prior density for the binomial distribution is, then, the well-known beta function. When assuming that the prior density function is chosen as the beta function of the parameters a and b, the posterior density function becomes the beta function of the pameters
(3)
In order to compute the mean value of the beta function, one needs to determine only the two parameters of the beta function, p and q. The mean value of the posterior density for the binomial model is, therefore,
If the only available evidence about a student's ability is the fact that he correctly understood x words on an n-word test; then, the tutor has no prior infomation whatsoever about this student. One possible approach is to express no prior information by considering all values of the prior density to be equally likely. This uniform prior is known as Bayes' postulate [SI and it corresponds to a = b = I in the beta prior.
When the number of trials is extremely large, the effect of the prior information becomes relatively small. However, a nonuniform prior density results in a proper prior. One possible method is to give the student a pre-test in order to get prior information about the student's knowledge [ 11. Unfortunately, since there are more than 130 phonological transformation rules in the knowledge base of the Japanese tutoring system, a simple test cannot cover all of the rules. There are a number of possible assumptions. When a student sees a rule for the first time, the tutor can assume that:
The student does not have any knowledge of the rule (a = 0 and b = 1).
The student's knowledge state is independent of the prior information (a = 0 and b = 0).
A comparison of the results of using uniform and nonuniform priors for the student discussed above is presented in Table I . In the following section, the lack of prior information is compared to assumptions about its probable distribution based on such factors as the frequency of a rule or on the extent of the phonological transformation.
THE EFFECTS OF RULE FREQUENCIES
While the binomial model is shown to be reasonably effective in analyzing the difficulties which students encounter in comprehending katakana, there are also some significant limitations due to the assumption that all rules are equally responsible for die student's failure to understand. Clearly, a student may correctly identify the origin of a katakana without a mastery of all of the transformation rules required due to the redundancy in human language. Likewise, students may fail to comprehend words for which they know all of the transforma- tion rules due to such factors as unfamiliarity with the vocabulary or the sheer number and/or combination of rules required. For these reasons, it is relatively difficult for the tutoring system to classify the rules mastered and the rules that need more review based on the probability of comprehension as shown in Table 11 .
In order to resolve these problems, a statistical analysis was conducted on the data produced under the binomial model for 43 students ranging from 1 to 3 years of classical Japanese language instruction. In this analysis it is revealed that there is a strong correlation between the probability of comprehension and the extent of the phonetic modification of transformation rules. As is expected, Fig. 1 illustrates that a student can more easily comprehend the karakana that contain a large number of trivial consonant rules, i.e., those rules that do not represent a significant phonetic modification between consonants. Conversely, it is shown in Fig. 2 that students have more trouble understanding words that use large numbers of non-trivial consonant rules in the transliteration process. It is interesting to note, however, that similar data for the vowel rules, depicted in Fig. 3 and Fig. 4 , do not exhibit this correlation. This is probably due to the large disparity between the number of Japanese and English vowels which greatly reduces their information content. The silent rules, i.e., the rules that transform a Japanese phoneme into the null phoneme in English, also seem to have little effect on a student's comprehension (see Fig. 5 ). The most dominant of the silent rules is the rule U + * which is the primary mechanism for dealing with English consonant clusters. Since this rule occurs more often than any of the others, it appears to be quickly assimilated by even first year students and therefore has little effect on overall comprehension. In summary, these results show that different types of transformation rules have different effects on a student's ability to comprehend kufukana.
In order to account for the different effects of the various rule types, the assumptions used to calculate the probability of comprehension for the rules was modified. This involved the calculation of a scalar value 0 < w I 1 associated with each rule. The value of w represents the likelihood that this rule will contribute to any difficulty with comprehension of words that contain this rule. This value of w is then used to modify (4) so that the probability of rule comprehension is calculated using Thus rules with a large value of w are assumed to be trivial and their probabilities are not adversely affected for student who does not understand a word due to some other factors. Conversely, rules with a small value of w are considered to be more difficult and a student must demonstrate comprehension of such a rule by correctly identifying virtually every word in which it appears. This prevents an artificially high probability of comprehension for difficult rules due to a student being able to guess words with high degrees of redundancy. The two dominant factors that were empirically found to affect a rules difficulty were (1) the absolute frequency of a rule, i.e. the number of words that contain that rule divided by the total number of words that the student has read; and (2) the relative frequency, defined as the number of occurrences of a rule divided by the total number of all Occurrences for all rules that govern the same Japanese phoneme. These frequencies were computed for all rules in the rule base used by the tutoring system with a representative sample presented in Table 111 .
The value of w for a rule is then calculated as a linear combination of these two frequencies. Since it is not clear which of the two frequencies is dominant in determining a rules difficulty, the average of the two values is currently being used. on the probability of comprehension of a katakana word for 1st. 2nd. and 3rd year Japanese students and the silent rule, as compared to Table 11 . The higher accuracy in the estimation of these probabilities as well as their wider distribution allows the tutorial system to more effectively select lessons that review the specific weaknesses of individual students.
IV. CONCLUSIONS
The goal of this work was the development of a model for representing a student's proficiency in reading katukana. This model is used to individualize the instruction of an intelligent tutoring system that is designed to assist scientists and engineers acquire a reading knowledge of technical Japanese. This is illustrated with data that shows a strong correlation between the probability of comprehension and both the relative and absolute frequency of a rules occurrence, as well as the extent of the phonetic modification. It is shown that combining such Ag. 5 . me effed of silent rules on the probability of cornprehension of a katakana word for lst, Znd, and 3rd year Japanese students factors with the binomial model allows the tutorial system to m m accurately estimate a student's knowledge state and thus provide more efficient instruction. This technique has proven very effective in analyzing the difficulties which students encounterincompfehendingkatakana.
