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コンパイラの最適化処理におけるコード移動の一手法である巻上げを用い，型条件を緩和した型推論アルゴ
リズムを適用するトランスレータを試作した．命令型言語のための型推論アルゴリズムは Tofte により提案







































推論アルゴリズム [3][6] は，新しい構文として let
式を導入した．簡約意味として (fn x=>式 1)式 2 と
同じ構文 let val x=式 2 in 式 1 end を導入した．
ラムダ式 λx.xx は以下のように書くことにより型付
け可能となる．
let val f=fn y=>y in f f end
この式が型付け可能なのは，型推論方法が異なるた
めである．let 式では，式 fn y=>y より推論された
t → t 型を一般化 (generalization) し，変数 f の型
を ∀t.t→ t とする．この ∀t の意味は，変数 f の参
照点で新たな型変数が生成されることを示す．in と
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2end の間の f f の左の f のために t1 → t1 型 (t1 は
新しく生成する型変数) が 実体化 (instantiation) さ
れ，右の f のために t2 → t2 型が実体化される．結










の 1 行目で，変数 l は，∀t.t list 型と推論され，2
行目の変数 l は t1 list 型と実体化され int list 型
に単一化される．3 行目の変数 l は，2 行目とは独
立に t2 list 型と実体化され string list 型に単一化
される．このように，let 式で宣言された変数 l に
一旦 [] を代入した後，変数のスコープ中では，常
に変数 l が値 [] を束縛することが保証されている





る2．そこで，SML [4][5] および SML/NJ[11] では，
let 式での変数の代入に対して，参照型 (referential
type) つまり，弱い型 (weak type3) の型変数に対し
て，一般化できる式を，識別子，リテラル，ラムダ抽
象の文法的な値 (syntactic value)[9][10] または，展













3[7] では imperative type という．
1: let val lg=ref 0; val d=true in
2: let val l=ref [] in




このプログラムは，3，4 行目で (t list)ref 型の変
数 l に対して，if 式の条件に応じて int list が代
入される場合 (then部) と，string list が代入され
る場合 (else部) がある．しかし 5 行目で length
関数より，変数 l の値であるリストの長さを求める
ため string list に対しても，int list に対しても適
用可能である．つまり，「実行時エラー」は生じない．
しかし，従来の型推論アルゴリズムでは「型エラー」
となる．2 行目で，変数 l の型は参照型であるため，
一般化されず t list となり，3 行目の then 部と，4
行目の else 部の同一の型変数 t (t list 型の t) に対
して単一化が行われるため「型エラー」となる．仮





以下のように 5 行目の length 関数への適用を 3 行
目 (then部) と，4 行目 (else部) に巻上げ，変数 l
を削除することができる．よって，参照型に関する
型条件を緩和することができる．
1: let val lg=ref 0; val d=true in
























推論を行う．値グラフ (value graph，以下 VG とい
う) は，プログラム中の変数の定義-参照を辺で結ん
だグラフ表現で Alpern, Wegman, Zadeck らによっ
て提案された [1]．最初に，与えられた原始プログラ
ムを以下の集合を使って定義する．
• V ar: 変数の集合
• C: 定数の集合
• OP : 演算子の集合
また，原始プログラムに対応する制御フローグラフ
(control flow graph，以下 CFG という) が作成され
ているものとする．CFG は，基本ブロックからなる
節の集合 N，E ⊂ N × N の辺の集合，および特
別な節である開始節 s と終了節 e からなる四つ組
(N,E, s, e) として表される．本稿では，CFG を表
す場合に各節が SSA 形式 (静的単一代入形式) [2] に
変換されているとする．2節で示した例題の CFG を
示すと図 1(a) となる．VG は，節の集合 V と節か
ら節への辺の集合 Aからなる組 (V,A)である．各節
は OP ∪C ∪Φ のラベルを持つ．図 1(a) で示したプ
ログラムの値グラフを図 1(b) に示す (図 1(b)では，
各節に対応する変数名 v ∈ V ar を示した)．従来の










τ = τ b|t|τ → τ |τ list
τ b は基本型 b，t は型変数を示し，τ → τ は関数型
を示す．τ list は τ 型の値を要素にもつリスト型と
する4．型環境 Γ は，識別子 xi から 型 τi への関数
とし，Γ(xi) = τi(0 ≤ i ≤ n) と書く．Γ は，定義域
が有限の関数であるため Γ = {x0 7→ τ0, · · · , xn 7→
τn} と要素を列挙して書くこともできる．置換 S は
{τ 01/τ1, · · · , τ 0n/τn} と書く．単一化関数は，[12] で提
案された一階の単一化関数 U である．U(τ1, τ2) が生
ずる置換 U は τ1，τ2 の変数のみを含む．U が生ず
る置換 U をmgu(most general unifier) という．本
稿では，U が失敗したとすると，例外 Error が発
生し，型推論に失敗した (型エラー) と定義する．以
下，単一化関数 U を Unify と書く．Unify が成功
し生成した置換は E と表し広域的に定義する．よっ
て E0 = Unify(τ1, τ2) ∪E のように書く．
巻上げ候補を発見するためには，値グラフ上で各
変数に対して，深さ優先で型推論アルゴリズムを適
用すればよい．図 1(b) で示した VG を辿って型推
論した例を図 2(a) に示す．
VG を辿り φ 節を処理する場合，τ 0 = Gen(τ) の
τ 0 に少なくとも一つの ∀t が出現すると，各後続節
に別々の型変数として渡される．図 2(a) では，φ 節
4この τ の定義は，本稿で説明のために，最低限必要な型を定




に渡される型 t list に型変数 t が含まれるので，各




型推論の際に，VG 上の φ 節に渡される型を調べ，
型変数を含む場合， φ 節の先行節を巻上げ候補と
する．




上の節 5 を，節 4 (φ 節) の先行節に巻き上げること
ができる (図 3)．一般には，VG 上の φ 節の先行節
に対応する CFG 上の節を複製し，VG 上の φ 節の
後続節に対応する CFG 上の先行節に移動すること








prompt% cat -n test.hoi
1 let val l=ref [] in
2 let val c=ref 0 in
3 let val b=false in





prompt% ./hoist hoist.hoi > hoist.gen
prompt% cat -n hoist.gen
1 let val l=ref nil in
2 let val c=ref 0 in
3 let val b=false in
4 if (b) then (
5 c:=length(10:nil)






Standard ML のプログラム test.hoi は，従来の型
推論アルゴリズムでは「型エラー」となる．我々の






らゆる型と単一化可能である (図 2(a) の t list の t)．
よって，変数の定義点における t に対応する型がど
のような型でもよい (図 2(a) の string list，int list
の string と int)．VG を用いることにより，変数の
参照関係が φ 節を通して関係づけられ，VG 上で φ
節を上げる (CFG 上では，φ 節をまたいで巻き上げ
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