Stieltjes differential equations, which contain equations with impulses and equations on time scales as particular cases, simply consist in replacing usual derivatives by derivatives with respect to a nondecreasing function. In this paper we prove new results for the existence of extremal solutions for discontinuous Stieltjes differential equations. In particular, we prove that the pointwise infimum of upper solutions of a Stieltjes differential equation is the minimal solution under certain hypotheses. These results can be adapted to the context of both difference equations and impulsive differential equations.
Introduction
Let us consider the initial value problem x g (t) = f t, x(t) , t ∈ I = [0, 1], x(0) = 0, (1.1) where x g (t) denotes the Stieltjes derivative of the unknown with respect to a nondecreasing and left-continuous function g : R − → R as introduced in [7] . The aim of this paper is to replicate the results obtained in [4] for ODEs in the more general context of Stieltjes differential equations. That is, to solve as satisfactorily as possible the following problem: to find the weakest sufficient conditions over the right-hand side f ∈ L 1 g (I) so that the minimal solution solution is the least upper solution and the maximal one is the greatest lower solution. In [5] we can find some results regarding the existence of extremal solutions of this type of equation in the presence of a pair of well-ordered lower and upper solutions. In [6] the authors followed this line of research working in the context of measure differential equations, and then adapted the results obtained to the framework of Stieltjes differential equations. Therefore, this paper complements, in a sense, the study initiated in these papers.
We have organised the paper as follows. In Sect. 2, we present the basic definitions and results required for this paper. In Sect. 3, we are looking for some necessary conditions for f that assure that the infimum of all upper solutions of (1.1) is a solution. Then, in Sect. 4 we obtain a new existence result from those proved in the previous section. Finally, in Sect. 5, we present a result that guarantees the existence of the extremal solutions for Stieltjes differential equations. We then adapt the results obtained to difference equations and impulsive differential equations.
As a final comment, note that in this paper we work on the interval I = [0, 1] and the initial condition x(0) = 0 for simplicity, but the results are true for any other intervalĨ = [a, b] and any other initial condition x(a) = x a , x a ∈ R, by doing the obvious changes.
Preliminaries
Let g : R → R be a nondecreasing and left-continuous function. In order to recall the definition of the Stieltjes derivative of a function with respect to g (or simply the g-derivative of a function) as presented in [7] , we need to define the sets C g = s ∈ R : g is constant on (sε, s + ε) for some ε > 0 , and D g = {t ∈ R : g(t) > 0}, where g(t) = g(t + )g(t) and g(t + ) denotes the limit of g at t from the right. Now the g-derivative of a function x : I − → R at a point t ∈ I \ C g is
if t ∈ D g and t < 1, provided that the corresponding limit exists. Note that, for a point t ∈ D g , x g (t) exists if and only if x(t + ) exists. Notice that we do not define g-derivatives at points t ∈ C g , nor it is necessary because C g is a null-measure set for μ g (the Lebesgue-Stieltjes measure induced by g), see [7, Proposition 2.5] . Therefore, the differential equation in (1.1) is not really defined for t ∈ I ∩ C g .
The following result, the fundamental theorem of calculus for the Lebesgue-Stieltjes integral [7, Theorem 5.4] , establishes the relation between Stieltjes derivatives and the Lebesgue-Stieltjes integral for a particularly interesting set of functions. 
(2) The function F fulfills the following properties:
(a) There exists F g (t) for g-almost all t ∈ [a, b) (i.e., for all t except on a set of μ g measure zero);
, the set of Lebesgue-Stieltjes integrable functions with respect to μ g ; and (c) For each t ∈ [a, b], we have
(2.1)
In this paper we consider integration in the Lebesgue-Stieltjes sense mainly, and we shall call "g-measurable" any function (or set) which is measurable with respect to the Lebesgue-Stieltjes σ -algebra generated by g. Moreover, integrals such as that in (2.1) shall be denoted also as
For properties of g-absolutely continuous functions, we refer the readers to [2, 7] . One of the main properties is that every g-absolutely continuous function is also g-continuous in the sense of the following definition.
We say that f is g-continuous on A if it is g-continuous at every point t 0 ∈ [a, b].
We shall denote by BC g ([a, b]) the set of all g-continuous functions that are also bounded. It is shown in [7, Definition 5.5 ] that AC g ([a, b]) is a subset of this set. Hence, the next result gives, indirectly, some properties of g-absolutely continuous functions.
(1) F is continuous from the left at every s ∈ (a, b];
Further properties about the behaviour of g-absolutely continuous functions can be found in another result from the same paper. For the purpose of this paper, we shall also recall the following result.
, and for all F ∈ S.
Then S is relatively compact in BC g (I).
As a final note for this section, we establish the definition of a solution of (1.1), as well as other relevant definitions such as lower and upper solutions.
We say that x min is the minimal solution if x min is a solution and x min ≤ x on I for any other solution x. The maximal solution is defined in an analogous way with the obvious changes.
When both the minimal and the maximal solutions exist, we call them the extremal solutions.
A function l : I − → R is a lower solution of (1.1) if l ∈ AC g (I), l(0) ≤ 0 and l g (t) ≤ f t, l(t) , g-a.a. t ∈ I.
Properties of the infimum of upper solutions
Consider problem (1.1). We will assume that f satisfies the following hypothesis: 
we can study the existence of local solutions. To do so, we fix R > 0, we definẽ f (t, x) = f t, max -R, min{x, R} , and we study (1.1) with f replaced byf , which satisfies (H1). Observe that solutions of the new problem are local solutions of the former one.
In the following, we shall denote the set of admissible upper solutions for (1.1) as follows:
e. on I, u g (t) ≤ M(t) g-a.e. on I , and define u inf (t) := inf{u(t) : u ∈ U}, t ∈ I. Note that u inf (0) = 0 as the function u given by u(t) = [0,t) M(s) dg(s) belongs to U and, trivially, u(0) = 0.
Since the aim of this paper is to find out some conditions guaranteeing that the function u inf is the minimal solution of the problem, we first need to obtain conditions that assure that u inf ∈ AC g (I) and |(u inf ) g | ≤ M. In order to do so, we need the following lemma, in which the first condition for our goal, due to Antunes Monteiro and Slavík (see condition (C4) in [1] ), will appear.
) is nondecreasing, then the function β min (t) = min{β 1 (t), β 2 (t), . . . , β n (t)}, t ∈ I, is an element of U .
Proof To prove this result, it suffices to show that given β 1 , β 2 ∈ U , β min (t) = min{β 1 (t), β 2 (t)}, t ∈ I, belongs to U . First of all, note that β min ∈ AC g (I) since we can write it as the difference of two g-absolutely continuous functions:
Moreover, β min (0) ≥ 0 trivially, and so, all that is left to prove is that for g-a.a. t ∈ I
, (β min ) g (t)}, and let t 0 ∈ E. Note that t 0 / ∈ C g since there exist g-derivatives at that point. We distinguish two possible cases: either β 1 ≥ β 2 on a set S ⊂ [0, 1] such that t 0 ∈ [S ∩ (t 0 , 1)] or β 1 < β 2 on (t 0 , t 0 + δ) for some δ > 0. Assume the first one holds. If β 1 (t 0 ) ≥ β 2 (t 0 ), then
Otherwise, β 2 (t 0 ) > β 1 (t 0 ), and so t 0 ∈ D g . Note that β 1 (t + 0 ) = lim t→t + 0 ,t∈S∩(t 0 ,1) β 1 (t) ≥ β 2 (t + 0 ). Hence, using hypothesis (H2),
The case β 1 < β 2 on (t 0 , t 0 + δ) for some δ > 0 is similar.
Using the previous lemma, one can show that u inf verifies some of the required properties.
Lemma 3.3 If f satisfies hypotheses (H1)-(H2)
, then u inf ∈ AC g (I) and
, it is easy to check using standard arguments that u inf ∈ AC g (I). Moreover, for each 
Now, since u inf ∈ AC g (I), we have that (u inf ) g (s) exists for g-a.a. s ∈ I, and the result follows.
Furthermore, one can show that u inf can be approximated by a sequence of U .
Lemma 3.4 If f verifies (H1)-(H2)
, then there exists a nonincreasing sequence {u n } ⊂ U that converges uniformly on I to u inf .
Proof
. . , n -1}, choose y i ∈ U satisfying the following inequalities:
Define u n = min{u n-1 , y 0 , . . . , y n-1 }. Then u n ∈ U by Lemma 3.2; moreover, the sequence {u n } ∞ n=1 is nonincreasing. Furthermore, {u n } ∞ n=1 verifies Proposition 2.5 since, for each n ∈ N, |(u n ) g (t)| ≤ M(t) for g-a.a. t ∈ I and {u n (0) : n ∈ N} = {0} as 0 ≤ u n (0) ≤ u 1 (0) = 0. Hence, {u n } is a relatively compact set, and therefore there exists a subsequence {u n k } that converges uniformly in BC g (I) to a limit, say v. Since {u n } is a monotone sequence, it also converges uniformly to v. Therefore, it is enough to show that v = u inf .
Since u n ≥ u inf for all n ∈ N, we have that v ≥ u inf . Assume that v = u inf . Then there exists t 0 ∈ I such that v(t 0 ) > u inf (t 0 ). Both functions belong to BC g (I), so Proposition 2.3 ensures that they are left-continuous. Hence, there exist c > 0 and δ > 0 such that
, and so u inf (t) + 1/n < u n (t) for all t ∈ (t 0 -1/n, t 0 ]. Now, for some i = 0, 1, . . . , n, i/n ∈ (t 0 -1/n, t 0 ], and so u inf (i/n) + 1/n < u n (i/n), which is a contradiction. Therefore, v = u inf .
In the last two theorems of this section, we study the behaviour of f over the graph of u inf , from which one can obtain conditions over f so that u inf is a solution.
Theorem 3.5 Consider (1.1) under hypotheses (H1)-(H2). Then, for g-a.a. t ∈ I,
Proof First, note that hypotheses (H1)-(H2) guarantee that u inf ∈ AC g (I), and therefore (u inf ) g exists g-almost everywhere. Let s ∈ I 1 \ D g be such that (u inf ) g (s) exists, and let u ∈ U be the corresponding function to the definition of I 1 
On the other hand, for s ∈ D g , consider a sequence {u n } ∞ n=1 ⊂ U as in Lemma 3.4. We know that, for all n, it holds that
Hence, since {u n } converges uniformly to u inf , it follows from the Moore-Osgood theorem [3, Chapter VII, Theorem 2] that
Finally, we study (u inf ) g on I 2 . To do so, we consider again a sequence
Now, if s ∈ I 2 and u inf (s) = u n (s) for some n, the definition of I 2 implies that s / ∈ D g and either (u n ) g (s) does not exist or (u n ) g (s) < f (s, u n (s)). The set
is a null-measure set with respect to the g-measure. Hence, for g-a.a. t ∈ I 2 , we have that u inf (t) < u n (t) for all n ∈ N, and so, since {u n (t)} is one of the infinitely many sequences that converge to u inf (t) + , we have that
which concludes the proof.
Remark 3.6 It follows from Theorem 3.5 that if the following condition is satisfied
Note, however, that for all t ∈ I ∩ D g , u inf is a "solution", i.e., (u inf (t)) g = f (t, u inf (t)) as long as hypotheses (H1)-(H2) are satisfied. Indeed, we already know that
First, note that
Moreover, |u g | ≤ M trivially and u ∈ AC g (I) as it is defined as a piecewise function of AC g (I) functions. Hence, u ∈ U , which is a contradiction, as u(t + 0 ) = z 0 < u inf (t + 0 ). Therefore, in order to determine the conditions guaranteeing that u inf is a solution, there is no need to see what happens at points of D g as long as (H1)-(H2) hold.
We now prove the following lemma that we will need in order to obtain a necessary condition for u inf being an upper solution.
Proof First, let G : I = [0, 1] → R be the map given by
where χ F denotes the characteristic function of the set F. Clearly χ F ∈ L 1 g ((0, 1]) and therefore it is trivial that G ∈ AC g (I). Hence, there exists a set F 0 ⊂ F such that μ g (F \ F 0 ) = 0 and there exists G g (s) for all s ∈ F 0 . Moreover, G g (s) = χ F (s) = 1 for all s ∈ F 0 . Thus,
.
Consider now the map H : I → R defined as
Once again, since M 0 = M · χ I\F ∈ L 1 g ((0, 1]), it follows that H ∈ AC g (I), and therefore there exists F 1 ⊂ F 0 such that μ g (F 0 \ F 1 ) = 0 and H g (s) exists for all s ∈ F 1 . Moreover,
and so, for all s ∈ F 1 , we have
We can now state and prove the following necessary condition for u inf being an upper solution. y) for g-a.a. t ∈ I \ D g provided that, for all n, m ∈ N, the set J n,m is g-measurable.
Theorem 3.8 Consider problem (1.1) under hypotheses (H1)-(H2). Assume
Proof For each t ∈ J, there exists n ∈ N such that
Therefore, there exists m ∈ N such that (u inf ) g (t) -1/n > sup{f (t, y) : u inf -1/m < y < u inf (t)}, and so t ∈ J n,m . Conversely, if t ∈ J n,m for some n, m ∈ N, then
Hence, t ∈ J and we can write J = n,m∈N J n,m . Thus, it is enough to show that, for all n, m ∈ N, J n,m contains no positive g-measure subset.
Reasoning by contradiction, assume that there exist n, m ∈ N such that J n,m contains a subset of positive g-measure, denoted again by J n,m for simplicity. By Lemma 3.7 there exist t 0 ∈ J n,m ∩ (0, 1) and δ > 0 such that, for all t ∈ (t 0 , t 0 + δ),
Moreover, since t 0 / ∈ D g , δ can be chosen so that g(t)g(t 0 ) < n/m for all t ∈ (t 0 , t 0 + δ). Let us define u ∈ AC g (I) such that u(0) = 0 and, for all t ∈ I,
M(t) o t h e r w i s e .
First of all, note that
Moreover, note that |u g (t)| ≤ M(t) for g-a.a. t ∈ I \([t 0 , t 0 +δ]∩J n,m ). For t ∈ [t 0 , t 0 +δ]∩J n,m , we have that (u inf ) g (t) -1/n ≤ M(t) -1/n < M(t) and
Thus |u g (t)| ≤ M(t) for g-a.a. t ∈ I. Now, since u inf is an upper solution by hypothesis, it is trivial that
Hence, on the one hand,
On the other hand,
Part (b) follows from (a) and the extra assumption.
Combining Remark 3.6 with part (b) of Theorem 3.8, it is easy to see that u inf is a solution of (1.1) if the sets J n,m are g-measurable and lim sup
However, since u inf is unknown a priori, a reasonable sufficient condition to impose is
Existence of minimal solution
We start this section with the following lemma, which is an adaptation of [8, Lemma 6.92]. This lemma will be used later to obtain an existence result.
Proof Without loss of generality, we can assume that E ∩ (C g ∪ N g ) = ∅, where C g can be expressed as the union of pairwise disjoint intervals C g = ∞ n=1 (a n , b n ) and N g = {a n , b n : n ∈ N} \ D g (see [4, Remark 2.1] ). Let us define the sets
and B = {t ∈ E : Φ g = 0}. Then B = n∈N B n . Indeed, if t ∈ B, then there exists c > 0 such that
Let δ > 0 be such that, for 0 < st < δ,
Let N ∈ N be such that 1/N < min{δ, c/2}. Then, for all n ≥ N , if 0 < st < 1/n, it holds that
and so t ∈ B n for some n ∈ N. Conversely, if t ∈ B n for some n ∈ N, then t ∈ B as
Hence, it is enough to show that μ g (B n ) = 0 for all n ∈ N. Moreover, since each B n can be covered by finitely many intervals of length less than 1/n, it suffices to show that μ g (J ∩ B n ) = 0 for every such interval J. Therefore, if we denote A = J ∩ B n , we need to show that
Let us denote A k = A ∩ Φ -1 (J k ). Then A = ∞ k=1 A k . Moreover, g-diam(A k ) ≤ n · diam(Φ(A k )). Indeed, by definition g-diam(A k ) = sup{|g(s)g(t)| : s, t ∈ A k }. Therefore, for each pair s, t ∈ A k such that s < t, the definition of B n yields
and so, the inequality follows. Thus, if we prove that μ g (A k ) ≤ g-diam(A k ), we are done, since
To show that μ g (A k ) ≤ g-diam(A k ), let us denote a k = inf A k and b k = sup A k . We distinguish two cases: a k ∈ A k or a k / ∈ A k .
Assume first that a k ∈ A k , then by definition of b k , one can find a sequence {x n } n∈N ⊂ A k such that {x n } is nondecreasing and x n n→∞ − −− → b k . Hence,
Assume now that a k / ∈ A k , then a k < s < t ≤ b k , and so g(
On the other hand, by definition of g(a + k ), there exists δ 2 > 0 such that if 0 < sa k < δ 2 , then g(s)g(a + k ) < ε /2. Since a k = inf(A k ), there exists s ∈ A k such that 0 < sa k < min{δ 2 , t 0a k }. Hence, there exist s < t, s, t ∈ A k such that
Using Theorems 3.5 and 3.8, we obtain the following existence result. or there exists a family of g-absolutely continuous functions γ n : [c n , d n ] ⊂ I → R, n ∈ N, such that, for g-a.a. t ∈ I \ D g and all x ∈ R \ {n∈N:c n ≤t≤d n } {γ n (t)}, inequality (4.1) holds, while for each n ∈ N and g-a.a. t ∈ [c n , d n ] \ D g , we have either (γ n ) g (t) = f (t, γ n (t)) or
Then:
where J is a countable union of sets which contain no positive g-measure set. Specifically, J = n,m∈N J n,m , where, for all n, m ∈ N, the set
contains no positive g-measure set. (b) u inf is the minimal solution of (1.1) provided that, for all n, m ∈ N, the set J n,m is g-measurable.
Proof We shall assume that the second alternative in (H3) holds, as the proof in the other case is analogous, but simpler. By Theorem 3.5 there exists I 1 ⊂ I such that D g ⊂ I 1 and
We then deduce from (H3) that
, and
Applying Lemma 4.1 with Φ = Φ n and E = E n , we obtain (u inf ) g (t) = (γ n ) g (t) for g-a.a. t ∈ E n .
Since u inf and γ n are g-absolutely continuous, we have μ g (A n \ E n ) = 0, hence (u inf ) g (t) = (γ n ) g (t) for g-a.a. t ∈ A n . Therefore, (4.5) yields
Let us show that, in fact, the inequality holds for g-a.a. t ∈ I. To do so, let n ∈ N be fixed, and let t 0 ∈ Γ n be such that (u inf ) g (t 0 ) = (γ n ) g (t 0 ). We study separately two cases: either (γ n ) g (t 0 ) < lim inf y→(γ n (t 0 )) + f (t, y) or (γ n ) g (t 0 ) ≥ lim inf y→(γ n (t 0 )) + f (t, y).
If (γ n ) g (t 0 ) < lim inf y→(γ n (t 0 )) + f (t, y), then (u inf ) g (t 0 ) < lim inf y→(γ n (t 0 )) + f (t, y). Hence, by (4.4), either t 0 belongs to a null-measure set or t 0 ∈ I 1 , and so (u inf ) g (t 0 ) ≥ f (t 0 , u inf (t 0 )). Otherwise, (γ n ) g (t 0 ) ≥ lim inf y→(γ n (t 0 )) + f (t, y), and so by (4.2) either t 0 belongs to a null-measure set or (γ n ) g (t 0 ) ≥ f (t 0 , γ n (t 0 )), and therefore (u inf ) g (t 0 ) ≥ f (t 0 , u inf (t 0 )). We have thus proven that (u inf ) g (t) ≥ f (t, u inf (t)) for g-a.a. t ∈ I. Now, applying Theorem 3.8, for g-a.a. t ∈ I \ J, we have either t ∈ D g , and then (u inf
Therefore, (4.1) implies that (u inf ) g (t) ≤ f (t, u inf (t)) for g-a.a. t ∈ (I \ J) \ n∈N A n . Let us show that the inequality holds for g-a.a. t ∈ I \ J.
Let n ∈ N be fixed. Since (u inf ) g = (γ n ) g g-almost everywhere in A n , it suffices to see what happens at an arbitrary point t 0 ∈ A n such that (u inf ) g (t 0 ) = (γ n ) g (t 0 ). Recall that u inf (t 0 ) = γ n (t 0 ) and t 0 / ∈ D g . Now, if (γ n ) g (t 0 ) > lim sup y→(γ n (t 0 )) -f (t, y), then
Note that the set S x is nonempty. Indeed, since {x n } converges uniformly on I to x, there exists N ∈ N such that
It is easy to see that s ∈ S.
. For all t 0 ∈ (0, 1), all ε > 0, all y ∈ (x(t 0 )ε, x(t 0 )) and all δ > 0, there exists s ∈ S x such that yδ < s(t 0 ) < y. Analogously, for all t 0 ∈ (0, 1), all ε > 0, all y ∈ (x(t 0 )ε, x(t 0 )) and all δ > 0, there exists s ∈ S x such that y < s(t 0 ) < y + δ.
Proof We shall prove the first part of the statement, as the second part is analogous. Fix t 0 ∈ (0, 1), ε > 0, y ∈ (x(t 0 )ε, x(t 0 )) and δ > 0. Takeδ ∈ (0, δ] such that x(t 0 )ε < y -δ.
Since {x n } → x uniformly on I and y ∈ (x(t 0 )ε, x(t 0 )), we can find j, N ∈ N big enough so that
The function s(t) = x N (t)x N (t 0 ) + q for some q ∈ (y -δ, y) ∩ Q verifies the statement of the lemma. Indeed, first s ∈ S x since conditions 2 and 3 are trivially fulfilled and
The following theorem gives a sufficient condition for J n,m being measurable, and therefore, a useful result to turn u inf into a solution.
Theorem 4.5 Let N ⊂ I be a g-null measure set, and let f : I × R → R be a function such that f (·, q) is g-measurable for each q ∈ Q. If, for all t ∈ I \ N and all x ∈ R, we have
then, for all x ∈ AC g (I) and all ε > 0, the mapping
then u inf is the maximal solution of (1.1) and l sup is the minimal one.
Next we illustrate the applicability of Theorem 5.1 in a family of examples with nonmonotone discontinuities accumulating around the initial condition.
Example 5.2 Let g : R − → R be an arbitrary nondecreasing and left-continuous function and φ : [0, 1] − → R be a nondecreasing g-absolutely continuous function on [0, 1] such that φ(0) = 0 (take, for instance, φ(t) = λ(g(t)g(0)), λ > 0).
We shall prove by means of Theorem 5.1 that (1.1) has the minimal and the maximal solutions for
o t h e r w i s e , where square brackets mean integer part. We remark that f is discontinuous and nonmonotone with respect to x on every neighbourhood of the initial condition.
First, observe that f (t, x) ∈ (1, 3) for all (t, x) ∈ I × R, which implies (H1); second, for each fixed t ∈ I ∩ D g , we have that f (t, ·) is constantly equal to 2, which implies (H2). Now for (H3). Since φ(t) ≥ 0 for all t ∈ I, we deduce that discontinuities can only occur at points (t, x) such that x = 0 or 1 x + φ(t) = n for some n ∈ N.
Therefore, we define γ 0 (t) = 0 for all t ∈ I and, for each n = 1, 2, . . . , γ n (t) = 1 n φ(t) for all t ∈ [0, I].
Notice that, for each fixed t ∈ [0, 1], the mapping f (t, ·) is continuous on R \ ∞ n=0 {γ n (t)} (it might also be continuous at some points x = γ n (t) for some n ∈ N, but this is not important). Therefore, for each fixed t ∈ [0, 1], the mapping f (t, ·) satisfies (4.1) on R \ ∞ n=0 {γ n (t)}. It remains to show that the curves γ n , n = 0, 1, . . . , either satisfy the differential equation, or they satisfy (4.2) and (4.3). Given n = 0, 1, . . . , γ n is nonincreasing, the definition of g-derivative yields (γ n ) g (t) ≤ 0 < 1 ≤ min f t, γ n (t) , lim inf y→(γ n (t)) + f (t, y), lim sup Hence, we have that γ n , n = 0, 1, . . . , satisfies (4.3). Moreover, (γ n ) g (t) ≥ lim sup y→(γ n (t)) -f (t, y), n = 0, 1, . . . only occurs for t ∈ A with μ g (A) = 0. Therefore, (H3) is satisfied.
Finally, we check that f (·, q) is g-measurable for all q ∈ Q and that, for g-a.a. t ∈ I and all x ∈ R, we have
The last part follows from the fact that, for each fixed t ∈ [0, 1], the mapping f (t, ·) is continuous from the left at every x ∈ R. Indeed, this is trivial if t ∈ D g ; otherwise, observe that f (t, x) = 2 for all x ≤ 0, f (t, x) = 2 for x > γ 1 (t) and for n = 1, 2, . . . , we have f (t, x) = 2 + sin(n) for all x ∈ γ n+1 (t), γ n (t) , x > 0.
To deduce that f (·, q) is g-measurable for each q ∈ Q, just note that f (·, q) assumes a finite number of different values on corresponding Borel-measurable subsets of [0, 1], hence f (·, q) is a Borel-measurable function, which implies that f (·, q) is g-measurable since Lebesgue-Stieltjes measures are Borel measures.
Applications to difference equations
Any difference equation of the form x n+1x n = f (n, x n ), n = 0, 1, 2, . . . , N, x 0 given (5.1)
can be expressed as a g-differential equation where g(t) = min{n ∈ Z : n ≥ t}. Indeed, given a solution of (5.2) x ∈ AC g (I), and bearing in mind that C g = I \ Z and D g = Z, for all n ≥ 1, we have
x g (n) = x(n + )x(n) g(n + )g(n) = x(n + 1)x(n), (5.3) and so x n+1x n = x g (n) = f (n, x(n)) = f (n, x n ). Conversely, if x : I ∩ Z → R is a solution of (5.1), we definex(t) = x(g(t)) for all t ∈ I. First of all, note thatx ∈ AC g (I) sincex g exists g-a.e. I since for n ∈ D g = I \ C g ,
x g (n) = x(g(n + ))x(g(n)) g(n + )g(n) = x(n + 1)x(n) ∈ R and, moreover,x g ∈ L 1 g (I) as
Finally, for t ∈ I fixed, t ∈ [t k , t k+1 ) for some k = 0, 1, 2, . . . , N , 
