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RESUMO
Diversas aplicac¸o˜es atualmente produzem e manipulam um grande volume de
dados, denominados Big Data. Bancos de dados tradicionais, em particular,
os Bancos de Dados Relacionais (BDRs), na˜o sa˜o adequados ao gerencia-
mento de Big Data. Devido a isso, novos modelos de dados teˆm sido propos-
tos para manipular grandes massas de dados, enfatizando a escalabilidade e
a disponibilidade. A maioria destes modelos de dados pertence a uma nova
categoria de gerenciadores de dados denominados BDs NoSQL. Entretanto,
BDs NoSQL na˜o sa˜o compatı´veis, em geral, com o padra˜o SQL e desenvol-
vedores que utilizam BDRs necessitam aprender novos modelos de dados e
interfaces de acesso para produzirem aplicac¸o˜es baseadas em Big Data. Para
lidar com esta problema´tica, abordagens teˆm sido propostas para o suporte
da interoperabilidade entre BDRs e BDs NoSQL. Poucas destas abordagens
tem a habilidade de suportar mais que um BD alvo, sendo a maioria restrita
a um BD NoSQL. Neste contexto, este trabalho propo˜e uma abordagem para
acesso via SQL para dados armazenados em um SGBD NoSQL baseado em
Chave de acesso (chave-valor, orientado a documentos ou orientado a colu-
nas). Para isso, e´ proposto um modelo canoˆnico hiera´rquico intermedia´rio
para o qual e´ traduzido o modelo Relacional. Este modelo hiera´rquico pode
ser traduzido para modelos de dados NoSQL orientado a colunas, orientado
a documentos ou chave-valor. A traduc¸a˜o das instruc¸o˜es SQL e´ feita para um
conjunto intermedia´rio de me´todos baseado na API REST, que sa˜o traduzidos
para a linguagem de acesso dos BDs NoSQL. Ale´m disso a abordagem possi-
bilita o processamento de junc¸o˜es que na˜o sa˜o suportadas pelos BDs NoSQL.
Experimentos demostram que a soluc¸a˜o proposta e´ promissora, possuindo um
overhead na˜o proibitivo e sendo competitiva com ferramentas existentes.
Palavras-chave: Interoperabilidade 1. Modelo relacional 2. NoSQL 3. SQL
nas nuvens 4.

ABSTRACT
A lot of applications produce and manipulate today a large volume of data, the
so-called Big Data. Traditional databases, like relational databases (RDB),
are not suitable to Big Data management. In order to deal with this problem, a
new category of DB has been proposed, been most of them called NoSQL DB.
NoSQL DB have different data models, as well as different access methods
which are not usually compatible with the RDB SQL standard. In this con-
text, approaches have been proposed for providing mapping of RDB schemata
and operations to equivalent ones in NoSQL DB to deal with large relatio-
nal data sets in the cloud, focusing on scalability and availability. However,
these approaches map relational DB only to a single NoSQL data model and,
sometimes, to a specific NoSQL DB product. This work presents SQLto-
KeyNoSQL, a layer able to translate, in a transparent way, RDB schemata as
well as SQL instructions to equivalent schemata and access methods for key-
oriented NoSQL DB, i.e., databases based on document-oriented, key-value
and column-oriented data models. We propose a hierarchical data model that
abstracts the key-oriented NoSQL data models, and use it as an intermedi-
ate data model for mapping the relational data model to these NoSQL data
models. Besides, we propose the translation of a subset of SQL instructions
to an intermediate set of access methods based on the REST API, which are
further translated, in a simple way, to the access methods of the key-oriented
NoSQL DB. Our solution also supports join queries, which is not a NoSQL
DB capability. An experimental evaluation demonstrates that our approach is
promising, since the introduced overhead with our layer is not prohibitive.
Keywords: Data interoperability 1. Relational model 2. NoSQL 3. SQL in
the cloud 4.
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1 INTRODUC¸A˜O
Atualmente, va´rios tipos de aplicac¸o˜es geram um grande volume de
dados que sa˜o caracterizados por serem heterogeˆneos e na˜o possuı´rem es-
quemas rı´gidos. Esses dados sa˜o comumente denominados de Big Data.
Dentre as principais caracterı´sticas de Big Data esta˜o a flexibilidade de
representac¸a˜o, a alta velocidade de gerac¸a˜o e o grande volume (os 3
Vs)(BERMAN, 2013). Durante de´cadas, os bancos de dados relacionais
(BDRs) atenderam satisfatoriamente os requisitos de gerenciamento de da-
dos de muitas aplicac¸o˜es, proporcionando simplicidade, robustez e desempe-
nho na manipulac¸a˜o dos dados (STONEBRAKER, 2012). Entretanto, BDRs
mostram-se ineficientes para o gerenciamento de Big Data, devido, por exem-
plo, ao comprometimento do desempenho com verificac¸o˜es de consisteˆncia
de dados, processamento de consultas complexas e a representac¸a˜o rı´gida e
fortemente estruturada de seus esquemas (ABADI, 2009).
Para suprir as necessidades impostas pelo processamento e armaze-
namento de Big Data, novas arquiteturas de gerenciamento de dados esta˜o
sendo desenvolvidas (ZHANG; CHENG; BOUTABA, 2010). Estas arquite-
turas utilizam os recursos de alta disponibilidade e escalabilidade atrelados ao
paradigma de computac¸a˜o na nuvem, paradigma esse baseado na capacidade
de processamento e armazenamento de grandes volumes de dados por centros
de dados por meio da Internet (ABOUZEID et al., 2009).
Neste contexto, uma nova famı´lia de SGBD chamada de NoSQL (Not
only SQL) foi proposta(STONEBRAKER, 2012). BDs NoSQL oferecem no-
vos modelos de dados capazes de suportar a representac¸a˜o de dados comple-
xos, ale´m de permitirem a definic¸a˜o de esquemas flexı´veis (ABADI, 2009).
BDs NoSQL na˜o seguem o modelo relacional de representac¸a˜o dos dados.
Portanto, a definic¸a˜o e manipulac¸a˜o de dados atrave´s da linguagem SQL na˜o e´
aplica´vel. Os principais modelos de dados dos BDs NoSQL sa˜o aqueles cujo
acesso e´ baseado em chave, conforme detalhado no Capı´tulo 2: o modelo
orientado a colunas, o modelo orientado a documentos e o modelo chave-
valor(ATZENI; BUGIOTTI; ROSSI, 2012).
Apesar dos BDs NoSQL serem mais adequados para lidar com Big
Data, BDRs vem sendo utilizados por de´cadas para o gerenciamento de da-
dos (SADALAGE; FOWLER, 2012; STONEBRAKER, 2012). Ale´m disso,
usua´rios e desenvolvedores esta˜o mais habituados a` manipulac¸a˜o de dados
utilizando a linguagem SQL. Por outro lado, BDs NoSQL definem interfaces
de acesso mais simples, geralmente utilizando APIs (Application Program-
ming Interfaces) especı´ficas. Consultas mais complexas, envolvendo junc¸o˜es,
por exemplo, devem ser codificadas manualmente pelos desenvolvedores e
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Figura 1 – Exemplo de mapeamento da instruc¸a˜o SELECT da SQL (A) para
a linguagem de consulta do MongoDB (B).
tratadas em nı´vel de aplicac¸a˜o (ABADI, 2009).
A Figura 1 apresenta duas consultas: (a) uma consulta em SQL e (b)
uma consulta equivalente em um BD NoSQL orientado a documento (Mon-
goDB). As setas demonstram os mapeamentos possı´veis de cada uma das
partes da consulta SQL. A consulta SQL e´ convertida em uma busca por um
documento pessoa em uma colec¸a˜o de documentos pessoas, sendo que o va-
lor do atributo idade deve ser maior que ($gt) 21 e o resultado e´ composto
pelos valores dos atributos CPF, nome e sobrenome.
Esta diferenc¸a entre as formas de manipulac¸a˜o dos dados torna com-
plexo o processo de migrac¸a˜o para uma soluc¸a˜o NoSQL (CHUNG et al.,
2013). Nesse contexto, identificam-se treˆs prova´veis alternativas para tra-
tar essa problema´tica. Uma delas e´ adaptar a aplicac¸a˜o a soluc¸o˜es nati-
vas relational-in-the-cloud ou extenso˜es de sistemas gerenciadores de BDR
(SGBDRs) comerciais para a nuvem. Esta alternativa, pore´m, na˜o e´ interes-
sante devido ao elevado custo de aquisic¸a˜o destas soluc¸o˜es nos dias de hoje.
Uma segunda alternativa e´ a aquisic¸a˜o de um SGBD NoSQL. Entretanto, a
curva de aprendizagem e a adaptac¸a˜o das interfaces de acesso para essa nova
tecnologia de gerenciamento de dados e´ tambe´m custosa. Por fim, uma ter-
ceira alternativa e´ a criac¸a˜o de uma camada de software que permita o acesso
SQL em BDs NoSQL. A dificuldade, neste caso, esta´ no desenvolvimento
da camada, pore´m, entende-se, que o custo associado ao desenvolvimento da
camada e´ menor se comparado com as demais alternativas, pois a aplicac¸a˜o
na˜o precisa ser modificada.
Considerando essa terceira alternativa, existem duas abordagens prin-
cipais na literatura para o desenvolvimento dessa camada: (i) adaptar o kernel
de um SGBDR de forma que possa ser realizada a persisteˆncia dos dados em
um BD NoSQL (camada interna) (EGGER, 2009; ARNAUT; SCHROEDER;
HARA, 2011; VILAC¸A et al., 2013); (ii) desenvolver uma camada indepen-
dente que seja capaz de receber instruc¸o˜es SQL e executa´-las sobre um BD
NoSQL (FERREIRA; CALIL; MELLO, 2013; CHUNG et al., 2013; LA-
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WRENCE, 2014; RITH; LEHMAYR; MEYER-WEGENER, 2014) (camada
externa). A segunda abordagem e´ a adotada nesta dissertac¸a˜o.
Esta dissertac¸a˜o propo˜e uma camada externa para acesso a BDs
NoSQL atrave´s de um conjunto restrito de instruc¸o˜es DDL e DML da lin-
guagem SQL. A abordagem e´ baseada em um modelo canoˆnico hiera´rquico.
Este modelo cria uma abstrac¸a˜o para os modelos de dados NoSQL basea-
dos em chave de acesso. A camada, denominada SQLToKeyNoSQL, realiza
o mapeamento de esquemas relacionais para o modelo canoˆnico proposto, e
enta˜o, o mapeamento subsequente para os modelos dos BDs NoSQL basea-
dos em chave. Com relac¸a˜o ao mapeamento das instruc¸o˜es SQL, foi proposto
um conjunto de treˆs me´todos primitivos (get, put e delete) baseados na API
REST (FIELDING, 2000). As instruc¸o˜es SQL sa˜o decompostas em uma ou
mais invocac¸o˜es destes me´todos primitivos. A execuc¸a˜o dos me´todos pri-
mitivos e´ feita atrave´s de conectores, que implementam o mapeamento dos
me´todos primitivos para as interfaces de acesso dos BDs NoSQL alvo.
1.1 OBJETIVOS
Esta dissertac¸a˜o possui como objetivo o desenvolvimento de uma
abordagem para acesso relacional a dados armazenados em um SGBD
NOSQL (orientado a documentos, orientado a colunas ou chave-valor). Para
prover este acesso, a abordagem propo˜e uma camada de abstrac¸a˜o que possi-
bilita ao usua´rio acesso aos dados de forma transparente.
A camada de abstrac¸a˜o propo˜e o uso de um modelo canoˆnico
hiera´rquico que possibilita o mapeamento de um esquema relacional para
os modelos de dados NoSQL baseados em chave. Para o mapeamento
das instruc¸o˜es SQL sa˜o propostos me´todos baseados na API REST. Estes
me´todos sa˜o mapeados para as interfaces de acesso dos BDs NoSQL alvo.
A camada possui suporte a um subconjunto de comandos DDL e
DML (CREATE TABLE, ALTER TABLE, DROP TABLE, INSERT, UP-
DATE, DELETE e SELECT). A camada tambe´m proveˆ suporte a execuc¸a˜o
de junc¸o˜es.
Ale´m disso, esta dissertac¸a˜o visa o desenvolvimento de uma arquite-
tura flexı´vel, onde cada um dos componentes funcione de maneira indepen-
dente, facilitando, assim, a comunicac¸a˜o de mo´dulos, o que possibilita ganhos
de desempenho do sistema.
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1.2 CONTRIBUIC¸O˜ES
A principal contribuic¸a˜o desta dissertac¸a˜o e´ uma abordagem que per-
mite a aplicac¸o˜es manipularem, de forma transparente, dados relacionais
mantidos em qualquer BD NoSQL baseado em chave.
Contribuic¸o˜es especı´ficas deste trabalho incluem o modelo canoˆnico
proposto, que permite a abstrac¸a˜o dos modelos de dados baseados em cha-
ves de acesso. As abordagens Rith et. al. (RITH; LEHMAYR; MEYER-
WEGENER, 2014) e Unity (LAWRENCE, 2014) tambe´m sa˜o capazes de ma-
nipular dados armazenados em diferentes modelos de dados NoSQL, pore´m,
nenhuma destas abordagens utiliza um modelo canoˆnico para realizar o mape-
amento. O modelo canoˆnico simplifica o mapeamento, criando uma abstrac¸a˜o
dos modelos de dados. As abordagens que na˜o utilizam este artifı´cio realizam
suas converso˜es baseados unicamente no mapeamento das instruc¸o˜es SQL so-
bre a API de acesso do BD NoSQL alvo, tonando-se assim mais dependentes
de BDs com linguagens de consulta complexas. Rith et. al. realiza o mape-
amento para as linguagens de consulta de cada BD NoSQL. Ja´ o Unity tem
seus mapeamentos inteiramente baseados em conectores (wrappers) que sa˜o
complexos em termos de desenvolvimento e devem ser providos pelo usua´rio.
Apesar da SQLtoKeyNoSQL tambe´m depender do desenvolvimento de co-
nectores, como dito anteriormente, seus conectores na˜o sa˜o complexos em
termos de desenvolvimento, uma vez que apenas implementam os me´todos
primitivos propostos (get, put e delete) para uso pelos BDs NoSQL.
As regras de mapeamento desenvolvidas nesta dissertac¸a˜o tambe´m
podem ser citadas como contribuic¸a˜o. As regras propostas incluem o ma-
peamento do esquema do modelo relacional para o canoˆnico, bem como, o
mapeamento do modelo canoˆnico para cada um dos modelos de dados ba-
seados em chave de acesso. Ale´m disso, foi proposto o mapeamento de um
subconjunto de instruc¸o˜es SQL para um conjunto de me´todos intermedia´rios,
posteriormente mapeados para as interfaces de acesso dos BDs NoSQL alvo.
Cada um dos trabalhos relacionados possui uma forma pro´pria de realizar seu
mapeamento. O diferencial desta dissertac¸a˜o para os demais trabalhos en-
contrados e´ a proposta de um modelo de abstrac¸a˜o que permite a abordagem
suportar mais de um modelo de dados.
Outra contribuic¸a˜o a ser ressaltada e´ o desenvolvimento de experimen-
tos para avaliac¸a˜o da abordagem proposta. Experimentos com o objetivo de
mensurar o overhead praticado pela abordagem foram desenvolvidos, bem
como experimentos para comparar o desempenho da SQLtoKeyNoSQL com
as abordagens SimpleSQL e Unity. Os experimentos demonstram que a abor-
dagem proposta possui um overhead na˜o proibitivo e e´ competitiva se com-
parada com as demais abordagens.
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A abordagem permite que tabelas de um mesmo BDR possam ser
armazenadas em BDs NoSQL diferentes. Ale´m disso, ela possui suporte a`
execuc¸a˜o de junc¸o˜es, operac¸a˜o essa na˜o suportada pelos BDs NoSQL. Para
prover suporte a essa operac¸a˜o, a arquitetura da SQLtoKeyNoSQL inclui um
mo´dulo de processamento das junc¸o˜es que implementa algoritmos cla´ssicos
presentes na literatura para execuc¸a˜o de junc¸o˜es (MISHRA; EICH, 1992).
1.3 ORGANIZAC¸A˜O DA DISSERTAC¸A˜O
Esta dissertac¸a˜o esta´ organizada em mais 5 capı´tulos. O capı´tulo 2
apresenta a fundamentac¸a˜o a respeito de Big Data, computac¸a˜o nas nuvens
e BDs NoSQL. O capı´tulo 3 apresenta a proposta desta dissertac¸a˜o, que e´ a
camada SQLtoKeyNoSQL. Este capı´tulo detalha a sua arquitetura, o modelo
canoˆnico e as regras de mapeamento de esquemas e de instruc¸o˜es SQL. O
capı´tulo 4 apresenta a avaliac¸a˜o experimental realizada para verificar a viabi-
lidade da camada. Os trabalhos relacionados sa˜o apresentados e comparados
no capı´tulo 5 e as concluso˜es deste trabalho sa˜o apresentadas no capı´tulo 6.
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2 FUNDAMENTAC¸A˜O TEO´RICA
Este capı´tulo apresenta conceitos e algumas definic¸o˜es utilizadas para
fundamentar a proposta desta dissertac¸a˜o. Inicialmente, sa˜o apresentados
de maneira mais detalhada os conceitos de Big Data e computac¸a˜o em nu-
vem. Posteriormente, descrevem-se os BDs NoSQL, suas caracterı´sticas e
definic¸o˜es dos modelos de dados mais comuns. O modelo relacional, apesar
de considerado nesta dissertac¸a˜o, na˜o e´ detalhado aqui pois e´ amplamente
conhecido na literatura.
2.1 BIG DATA
Big Data e´ uma denominac¸a˜o para um conjunto de dados que po-
dem ser definidos com os chamados 3Vs (BERMAN, 2013): (i) Volume sa˜o
BDs com grandes quantidades de dados, (ii) Variedade diz respeito a dados
com heterogeneidade de representac¸a˜o, e (iii) Velocidade diz respeito a dados
que sa˜o gerados com grande frequeˆncia e podem estar em constantemente
evoluc¸a˜o. Para que um conjunto de dados seja considerado Big Data, ele
deve atender satisfatoriamente cada um dos 3 Vs.
O gerenciamento de Big Data introduz desafios em termos de geren-
ciamento de dados, uma vez que os convencionais BDRs sa˜o ineficazes para
o seu tratamento (KUMAR et al., 2014). Para suportar os 3Vs, SGBDs que
lidam com Big data sa˜o sistemas distribuı´dos pautados sobre o paradigma de
computac¸a˜o na nuvem, facilmente escala´veis horizontalmente, que operam
sobre clusters com diversos nodos visando tratar va´rias requisic¸o˜es de leitura
e escrita em paralelo (KLEIN; GORTON, 2015).
2.2 COMPUTAC¸A˜O NAS NUVENS
Diversos sistemas e arquiteturas esta˜o sendo desenvolvidos para suprir
as novas demandas de aplicac¸o˜es com diferentes requisitos de processamento
e armazenamento (ABOUZEID et al., 2009). Estes novos sistemas possuem
como objetivo fornecer uma nova visa˜o de armazenamento e escalabilidade.
Assim, o conceito de computac¸a˜o nas nuvens diz respeito a` utilizac¸a˜o da ca-
pacidade de processamento e armazenamento de grandes centros de dados
por meio da Internet (ABOUZEID et al., 2009). O armazenamento de dados
e´ feito atrave´s de servic¸os que podem ser acessados remotamente.
Como principais caracterı´sticas da computac¸a˜o nas nuvens pode-se ci-
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tar a escalabilidade, o provisionamento dinaˆmico de recursos sob demanda,
a cobranc¸a baseada no uso do recurso ao inve´s de uma taxa fixa (pay as
you go) e a distribuic¸a˜o geogra´fica dos recursos de forma transparente aos
usua´rios (ZHANG; CHENG; BOUTABA, 2010).
Servic¸os de computac¸a˜o na nuvem sa˜o, geralmente, oferecidos em
nı´veis. Alguns nı´veis a serem citados sa˜o (HOFER; KARAGIANNIS, 2011):
(i) IaaS (Infrastructure as a Service) servic¸os relacionados ao hardware, pro-
cessamento de dados, armazenamento e outros; (ii) PaaS (Plataform as a Ser-
vice) servic¸os relacionados a plataformas, sistemas operacionais, linguagens
de programac¸a˜o e ambientes de desenvolvimento; (iii) SaaS (Software as a
Service) servic¸os relacionados a execuc¸a˜o de programas especı´ficos em di-
ferentes dispositivos; e (iv) DaaS (DBs as a Service) servic¸os relacionados a
SGBDs.
O uso de servic¸os do tipo DaaS traz benefı´cios ao usua´rio. Um destes
benefı´cios e´ a reduc¸a˜o dos custos na aquisic¸a˜o de um SGBD, delegando ao
provedor de servic¸os a aquisic¸a˜o de licenc¸as e hardware para execuc¸a˜o do sis-
tema. Outro benefı´cio e´ a delegac¸a˜o das tarefas de administrac¸a˜o dos dados,
como backup dos dados e tuning de consultas.
Esta dissertac¸a˜o explora a disponibilidade oferecida pelo DaaS. Mais
especificamente, esta dissertac¸a˜o propo˜e o uso de uma nova classe de BDs, os
chamados BDs NoSQL, para armazenar dados relacionais. Os BDs NoSQL
sa˜o apresentados mais detalhadamente na pro´xima sec¸a˜o.
2.3 BANCOS DE DADOS NOSQL
A justificativa para o surgimento dos BDs NoSQL esta´ relacionada ao
advento do Big Data. Big Data refere-se a uma classe de dados cujas princi-
pais caracterı´sticas sa˜o o seu grande volume, sua variedade de representac¸a˜o
e a velocidade com que crescem e devem ser tratados (os chamados 3Vs) (ZI-
KOPOULOS et al., 2012). Estes dados geralmente sa˜o heterogeˆneos e in-
dependentes de um esquema, sendo produzidos por uma gama crescente de
aplicac¸o˜es como redes sociais, redes de sensores, bioinforma´tica, dentre ou-
tras. O gerenciamento de Big Data e´ um desafio pois exige que requisi-
tos como alta disponibilidade e escalabilidade sejam atendidos por sistemas
que manipulam estes dados. Assim, soluc¸o˜es baseadas em computac¸a˜o nas
nuvens esta˜o surgindo como um paradigma promissor para lidar com Big
Data (ABADI, 2009).
BDs NoSQL sa˜o, em geral, BDs nas nuvens e visam sanar demandas
que os tradicionais SGBDs relacionais na˜o atendem. Eles podem ser defini-
dos como BDs que na˜o seguem o modelo relacional de dados e possuem 6
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propriedades (CATTELL, 2011): (i) escalonamento horizontal; (ii) armaze-
namento de dados complexos de maneira distribuı´da; (iii) interface de acesso
ou protocolo de acesso simples para manipulac¸a˜o dos dados; (iv) sem su-
porte ou relaxamento das propriedades ACID; (v) alta disponibilidade; e (vi)
esquema flexı´vel.
Um modelo de dados e´ uma combinac¸a˜o de estruturas para organizar
um conjunto de dados (ATZENI; BUGIOTTI; ROSSI, 2012). BDs NoSQL
suportam, em geral, 4 categorias de modelos de dados (SADALAGE; FO-
WLER, 2012): (i) orientado a documento; (ii) orientado a colunas; (iii) chave-
valor; e (iv) orientado a grafos. A abordagem proposta neste trabalho, suporta
o mapeamento de um BDR para os 3 primeiros modelos, os chamados BDs
NoSQL baseados em chave de acesso.
Os BDs NoSQL baseados em chave de acesso compartilham as noc¸o˜es
de manipulac¸a˜o individual de cada item de dados (objetos, registros, etc) e da
na˜o rigidez na estrutura de seus itens (ATZENI; BUGIOTTI; ROSSI, 2012).
Outro ponto em comum sa˜o as interfaces de acesso, que se caracterizam por
ser simples, ou seja, permitem basicamente a inserc¸a˜o e exclusa˜o e busca
(atrave´s de uma chave) de itens individuais de dados. Por outro lado, eles se
diferem principalmente na forma pela qual, internamente, e´ feita a refereˆncia
aos componentes de um objeto ou registro de dados.
Cada BD NoSQL baseado em chave possui sua pro´pria API de acesso
que, em geral, na˜o e´ compatı´vel com outros BDs NoSQL. Va´rios desses
BDs oferecem suporte a` API REST, pore´m, ela na˜o pode ser considerada
um padra˜o de acesso para esses BDs. A API REST define um gerenciamento
de dados unificado atrave´s da Web utilizando as interfaces de acesso get, put,
delete e post.
A pro´xima sec¸a˜o apresenta os conceitos dos modelos de dados dos
BDs NoSQL baseados em chave de acesso.
2.3.1 Modelos de dados baseados em chave
Conforme comentado anteriormente, os modelos de dados NoSQL ba-
seados em chave compreendem o modelo chave-valor, o modelo orientado a
documentos e o modelo orientado a colunas. Os conceitos destes modelos
de dados sa˜o definidos nesta sec¸a˜o, pois sa˜o u´teis para o detalhamento da
camada de mapeamento proposta nesta dissertac¸a˜o.
O modelo de dados chave-valor e´ o mais mais simples, sendo cons-
tituı´do basicamente por um conjunto de pares chave-valor, onde a chave e´
utilizada para acessar o valor. O valor pode armazenar um conteu´do simples
ou complexo, pore´m o modelo na˜o faz essa distinc¸a˜o, ou seja, o valor e´ tratado
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Figura 2 – Exemplo de representac¸a˜o de um BD chave-valor.
como um conteu´do atoˆmico (”caixa-preta”), mesmo que a intenc¸a˜o seja man-
ter um conjunto de valores de diversas propriedades. As consultas em um BD
chave-valor se limitam a busca por uma chave, na˜o sendo permitidas consul-
tas que realizam filtros nos valores das chaves. Devido a estas caracterı´sticas,
assume-se que qualquer valor armazenado em um BD chave-valor possui um
domı´nio atoˆmico. Os conceitos do modelo chave-valor sa˜o definidos a seguir.
Definic¸a˜o 1 (Banco de Dados Chave-Valor). Um BD chave-valor bd e´ uma
tupla bd = (nbd ,KVbd), onde nbd e´ o nome do banco de dados, KVbd e´ um
conjunto de pares chave-valor, e bd e´ acessado pela chave nbd . 
Definic¸a˜o 2 (Par Chave-Valor). Um Par chave-valor KV ∈ KVbd e´ definido
como KV = (key, value), onde KV .key possui um valor u´nico em KVbd , e
KV .value armazena um valor atoˆmico. 
A Figura 2 apresenta um exemplo de BD que segue o modelo chave-
valor. A u´nica restric¸a˜o deste modelo e´ que cada chave associada a um valor
tenha um identificador u´nico em todo o BD.
O modelo de dados orientado a colunas organiza dados com base em
uma distribuic¸a˜o por colunas (propriedades), esta organizac¸a˜o e´ mais com-
plexa que a anterior e permite consultas com filtro em valores de colunas.
Conforme descrito em Sadalage e Fowler (2012), este modelo de dados e´
composto por uma keyspace, famı´lias de colunas, conjuntos de colunas aces-
sadas com base em uma chave u´nica, colunas e valores. Os conceitos deste
modelo de dados sa˜o definidos a seguir.
Definic¸a˜o 3 (Keyspace). Uma keyspace K e´ uma tupla K = (nK ,F), onde
nK e´ o nome de K, F e´ um conjunto de famı´lias de colunas, e K acessada
pela chave nK . 
Definic¸a˜o 4 (Famı´lia de Colunas). Uma famı´lia de colunas f ∈ F e´ uma
tupla f = (n f ,Sc), onde n f e´ o nome de f , Sc e´ um conjunto de conjuntos de
colunas, e f e´ acessada pela chave n f . 
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Definic¸a˜o 5 (Conjunto de Colunas). Um conjunto de colunas cs ∈ Sc e´ uma
tupla cs =(ncs ,Cols), onde ncs e´ o nome de cs, Cols e´ um conjunto de colunas,
e cs e´ acessado pela chave ncs . 
Definic¸a˜o 6 (Coluna). Uma coluna c ∈ Cols e´ uma tupla c = (nc,v), onde
nc e´ o nome de c, v e´ um valor atoˆmico, e c e´ acessado pela chave nc. 
Um exemplo de BD orientado a colunas e´ apresentado na Figura 3.
Neste exemplo e´ possı´vel perceber uma organizac¸a˜o hiera´rquica dos seus
conceitos. Os conjuntos de colunas sa˜o identificados por id1 e id2 e sa˜o
representados pelos retaˆngulos de borda pontilhada. De acordo com o exem-
plo, cada identificador de conjunto de colunas pode ter uma quantidade de
colunas distinta, por se tratar de itens de dados que podem ter propriedades
distintas.
Figura 3 – Exemplo de representac¸a˜o de um BD orientado a colunas.
Por fim, o modelo de dados orientado a documento utiliza o conceito
de colec¸a˜o de documentos, onde cada documento e´ acessado tambe´m a partir
de uma chave u´nica e atoˆmica. Da mesma forma que um objeto em um BD
orientado a objetos, um documento e´ composto por uma se´rie de atributos,
cujo valor pode ser simples ou complexo. Considera-se um atributo simples
aquele que possui um valor atoˆmico e um atributo complexo aquele que pos-
sui um conteu´do multivalorado ou um conteu´do organizado em uma estrutura
como uma lista, um registro ou um conjunto.
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Figura 4 – Exemplo de representac¸a˜o de um BD orientado a documentos.
O modelo de dados de um BD orientado a documento e´ basicamente
composto por um BD, um conjunto de colec¸o˜es de documentos, documentos,
atributos e valores. Cada um destes conceitos e´ definido a seguir.
Definic¸a˜o 7 (Banco de Dados Orientado a Documentos). Um BD orien-
tado a documentos D e´ uma tupla D = (nD,C ), onde nD e´ o nome de D, C e´
um conjunto de colec¸o˜es de documentos, e D e´ acessado pela chave nD. 
Definic¸a˜o 8 (Colec¸a˜o de Documentos). Uma colec¸a˜o de documento C ∈ C
e´ uma tupla C = (nC,Docs), onde nC e´ o nome de C, Docs e´ um conjunto de
documentos, e C e´ acessada pela chave nC. 
Definic¸a˜o 9 (Documento). Um documento d ∈ Docs e´ uma tupla d =
(nd ,A), onde nd e´ o nome de d, A e´ um conjunto de atributos, e d e´ aces-
sado pela chave nd . 
Definic¸a˜o 10 (Atributo). Um atributo a ∈ A e´ uma tupla a = (na,v), onde
na e´ o nome de a, v armazena um conteu´do atoˆmico ou multivalorado ou um
grupo de valores organizado em uma lista, tupla ou conjunto, e a e´ acessado
pela chave na. 
A Figura 4 apresenta um BD que segue o modelo orientado a do-
cumento, onde e´ possı´vel perceber a organizac¸a˜o hiera´rquica das suas
definic¸o˜es, desde o nı´vel mais externo (BD) ate´ o nı´vel mais interno (atri-
butos).
As definic¸o˜es apresentadas nesta sec¸a˜o servem de base para a definic¸a˜o
do modelo canoˆnico proposto neste trabalho, conforme descrito na sec¸a˜o 3.1.
29
2.4 CONSIDERAC¸O˜ES FINAIS
Com o surgimento do Big Data torna-se um desafio o gerenciamento
de dados. Os SGBDs que lidam com este tipo de dado devem possuir como
caracterı´sticas o suporte a dados heterogeˆneos, alta disponibilidade e escala-
bilidade horizontal. BDs NoSQL sa˜o uma nova gerac¸a˜o de SGBDs baseados
no paradigma da computac¸a˜o na nuvem que surgiram para sanar demandas
que os SGBDRs na˜o atendem. Estes BDs propo˜em novos modelos de dados
capazes de suportar a representac¸a˜o de dados complexos na nuvem. Usu-
almente, seus modelos de dados podem ser classificados em: chave-valor,
orientado a coluna, orientado a documento e orientado a grafo.
Os modelos de dados chave-valor, orientado a coluna e orientado a
documento possuem em comum o fato de possuı´rem estruturas internadas
flexı´veis e organizadas hierarquicamente, ale´m de possuı´rem o acesso de suas
estruturas baseados em chaves. Como os BDs NoSQL na˜o seguem o modelo
relacional de armazenamento o padra˜o de consulta SQL na˜o e´ aplica´vel a eles,
e cada BD possui sua pro´pria API de acesso. No caso dos BDs baseados em
chave de acesso, suas estruturas de acesso se assemelham na granularidade
das operac¸o˜es, sendo possı´vel armazenar, deletar e consultar um registro de
cada vez.
Este capı´tulo apresentou conceitos que servem de base para a aborda-
gem SQLtoKeyNoSQL. Com base nas definic¸o˜es de cada modelo de dados
baseado em chave de acesso foi proposto o modelo canoˆnico, que permite a
abstrac¸a˜o dos treˆs principais modelos de dados dos BDs NoSQL. A pro´xima
sec¸a˜o apresenta com detalhes a abordagem proposta.
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3 PROPOSTA
BDs NoSQL possuem como principais caracterı´sticas a alta disponibi-
lidade e escalabilidade horizontal. BDs NoSQL baseados em chave possuem
em comum a forma de acesso aos dados, ou seja, qualquer item de dado arma-
zenado e´ recuperado a partir de sua chave, e a flexibilidade que sua estrutura
interna apresenta. Apesar dessas vantagens dos BDs NoSQL no que tange ao
gerenciamento de Big Data, eles na˜o seguem o modelo relacional de dados
e na˜o suportam, em geral, a linguagem de acesso SQL. Pore´m, o modelo re-
lacional e a SQL sa˜o, ainda hoje, amplamente adotados por aplicac¸o˜es que
necessitam manter e manipular grandes quantidades de dados. Assim sendo,
este trabalho propo˜e uma abordagem que permite a execuc¸a˜o de um subcon-
junto de instruc¸o˜es SQL sobre BDs NoSQL com acesso baseado em chave,
de modo a facilitar a manipulac¸a˜o de dados relacionais quando a intenc¸a˜o e´
que esses dados sejam portados para a nuvem e mantidos em um BD NoSQL.
A abordagem proposta, denominada SQLtoKeyNoSQL, define uma
camada externa de mapeamento que proveˆ o acesso relacional transparente a
BDs NoSQL baseados em chave. Essa transpareˆncia e´ garantida principal-
mente atrave´s do mapeamento de um esquema relacional para um esquema
correspondente em um modelo canoˆnico hiera´rquico intermedia´rio que abs-
trai os 3 modelos de dados NoSQL baseados em chave descritos no capı´tulo
anterior. Estes modelos de dados podem ser sumarizados em 2 conceitos:
chaves e valores. O modelo canoˆnico proposto (sec¸a˜o 3.1) representa cha-
ves e valores de forma hiera´rquica, provendo um mapeamento simplificado
para as representac¸o˜es de dados dos BDs NoSQL. A camada suporta ainda
o mapeamento de instruc¸o˜es SQL para um conjunto de me´todos baseado na
API REST. Esta API proveˆ acesso gene´rico a grande parte dos BDs NoSQL
baseados em chave (FIELDING, 2000).
As pro´ximas sec¸o˜es detalham a proposta. Inicialmente e´ apresentado
o modelo canoˆnico seguido das regras de mapeamento e da arquitetura da
camada.
3.1 MODELO CANOˆNICO
O modelo canoˆnico e´ constituı´do de conjuntos de chaves e valores,
organizados hierarquicamente em uma estrutura de a´rvore, que sa˜o capazes
de representar o esquema de um BDR. O modelo canoˆnico proposto tomou
como base o modelo de representac¸a˜o XML usado para representar um BDR
(BOS; W3C, 1997). A estrutura hiera´rquica do modelo canoˆnico possui 3
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nı´veis a partir da raiz. Os nodos pertencentes a esses nı´veis definem chaves
e os nodos folha abaixo do terceiro nı´vel representam valores atoˆmicos de
cada atributo. Como a proposta do modelo canoˆnico e´ ser um modelo sim-
ples e adequado a` representac¸a˜o de organizac¸o˜es chave-valor dos modelos de
dados NoSQL considerados, evitou-se utilizar outros modelos hiera´rquicos
de dados de propo´sito geral, como a representac¸a˜o em XML e JSON. Esses
modelos possuem diversos conceitos e interfaces de acesso que gerariam pro-
cessamentos adicionais na manipulac¸a˜o dos dados. A Definic¸a˜o 11 apresenta
a estrutura de um esquema de dados representado no modelo canoˆnico.
Definic¸a˜o 11 (Esquema Canoˆnico). Um esquema Can representado no mo-
delo canoˆnico e´ um conjunto de chaves organizado hierarquicamente na
forma Can = (nroot(KN11 , . . ., KN1n)), onde nroot e´ o nodo que denota o nome
do BDR, (KN11 , . . ., KN1n) um conjunto de chaves de Nı´vel 1, e n o nu´mero de
relac¸o˜es do BDR mapeado. 
Definic¸a˜o 12 (Chave de Nı´vel 1). Uma chave de Nı´vel 1 KN1 e´ uma tupla
(KN1i , (KN21 , . . ., KN2q)), onde KN1i e´ o nome de um nodo que indica uma
relac¸a˜o mapeada, (KN21 , . . ., KN2q) um conjunto de chaves de Nı´vel 2, e q o
nu´mero de tuplas que a relac¸a˜o mapeada possui. 
Definic¸a˜o 13 (Chave de Nı´vel 2). Uma chave de Nı´vel 2 KN2 e´ uma tupla
(KN2i , (KN31 , . . ., KN3r)), onde KN2i e´ um nodo que indica uma tupla de
KN1 nomeada atrave´s da concatenac¸a˜o dos valores de cada um dos atributos
que definem a chave prima´ria de KN1 (se a tabela na˜o possuir uma chave
prima´ria, a chave de acesso sera´ obtida pela concatenac¸a˜o dos valores de
todos os atributos da tupla1), (KN31 , . . ., KN3r) e´ um conjunto de chaves de
Nı´vel 3, e r o nu´mero de atributos que KN2i possui. 
Definic¸a˜o 14 (Chave de Nı´vel 3). Uma chave de Nı´vel 3 KN3 e´ organizada
na forma (KN3i , ν), onde KN3i e´ um nodo que indica o nome de um atributo
de uma chave de nı´vel 2 e cujo nodo filho mante´m o seu valor ν . 
Percebe-se, pelas definic¸o˜es, que no modelo canoˆnico a raiz representa
o nome do BDR mapeado, cada uma das chaves de nı´vel 1 refere-se a uma
relac¸a˜o do BDR mapeado, ja´ as chaves de nı´vel 2 representam os identifica-
dores para cada tupla da relac¸a˜o mapeada e, finalmente, as chaves de nı´vel
3 representam os atributos e os respectivos valores para cada uma das tuplas
mapeadas nas chaves de nı´vel 2.
A Figura 5 mostra um exemplo de esquema no modelo canoˆnico (Fi-
gura 5 (B)) que representa o mapeamento de um BDR Cinema (Figura 5 (A)),
1A chave e´ o identificador u´nico de uma tupla relacional.
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Figura 5 – Exemplo de Representac¸a˜o de um BDR (A) no Modelo Canoˆnico
(B).
conforme descrito na Definic¸a˜o 11. O nome Cinema e´ atribuı´do a nroot . As
tabelas Filmes e Diretores sa˜o mapeadas para chaves de primeiro nı´vel, as
chaves prima´rias de ambas as tabelas (atributos id) sa˜o mapeadas para as
chaves de segundo nı´vel, as colunas sa˜o mapeadas para chaves de terceiro
nı´vel e o u´ltimo nı´vel conte´m os valores de cada coluna. Cada uma das
tabelas do BDR Cinema possui como chave prima´ria apenas o atributo id.
Pore´m, caso as tabelas possuı´ssem chaves prima´rias compostas, cada chave
de segundo nı´vel seria o resultado da concatenac¸a˜o dos valores de cada um
dos atributos que fizessem parte desta chave composta. Chaves estrangeiras
na˜o possuem uma representac¸a˜o especı´fica no modelo canoˆnico, sendo trata-
das igualmente como atributos, como e´ o caso do atributo diretor da tabela
Filmes. A informac¸a˜o que um atributo ou conjunto de atributos atua como
uma chave estrangeira e´ mantida apenas no diciona´rio de dados da camada
(ver sec¸a˜o 3.3.1 para maiores detalhes). Em suma, um esquema relacional
no modelo canoˆnico e´ visto com uma estrutura em a´rvore, onde o nodo raiz
indica o BDR e os nodos folha os conteu´dos de dados.
3.2 ESTRATE´GIAS DE MAPEAMENTO
A camada SQLToKeyNoSQL, de modo a prover a correspondeˆncia
relacional-NoSQL, suporta dois tipos de mapeamento entre modelos de da-
dos: (i) mapeamento em nı´vel de esquema; e (ii) mapeamento das instruc¸o˜es
SQL. O mapeamento em nı´vel de esquema e´ regido por um conjunto de regras
e ocorre inicialmente entre um esquema relacional e um esquema no modelo
canoˆnico proposto, seguido do mapeamento do esquema canoˆnico para es-
quemas em cada um dos modelos de dados BDs NoSQL baseados em chave.
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O mapeamento relacional-canoˆnico e´ descrito pela Definic¸a˜o 11. A pro´xima
subsec¸a˜o detalha os mapeamentos especı´ficos canoˆnico-NoSQL para cada um
dos modelos NoSQL baseados em chave.
O mapeamento de instruc¸o˜es SQL considera um subconjunto das prin-
cipais instruc¸o˜es DDL e DML desta linguagem. A subsec¸a˜o 3.2.2 detalha
quais sa˜o as capacidades suportadas para as instruc¸o˜es consideradas pela
SQLtoKeyNoSQL e os mapeamentos definidos para a API REST.
3.2.1 Mapeamento do Modelo Canoˆnico para BDs NoSQL
Conforme salientado anteriormente, todos os modelos de dados
NoSQL baseados em chave podem ser vistos, de maneira abstrata, como con-
juntos de chaves e valores, simplificando, assim, o mapeamento do modelo
canoˆnico para cada um destes modelos.
Nesta sec¸a˜o sa˜o apresentadas as regras de mapeamento para cada um
dos treˆs modelos de dados baseados em chave de acesso. No caso do modelo
chave-valor, que apresenta um modelo de dados simples, o mapeamento pro-
posto baseia-se unicamente na ideia do agrupamento dos dados de cada uma
das tuplas. Assim, valores de atributos de uma mesma tupla sa˜o armazenados
como se fossem um valor u´nico. Ja´ os modelos de dados orientado a colunas
e orientado a documentos, por serem modelos de dados mais complexos, pos-
suem mapeamentos baseados em agrupamentos de tuplas e, posteriormente,
um agrupamento em nı´vel de tabela. O detalhamento das regras de mapea-
mento e´ apresentado a seguir.
Um BD chave-valor e´ constituı´do unicamente de um conjunto de cha-
ves e valores. Cada chave deve ser u´nica e possuir apenas um valor. Na˜o ha´
restric¸o˜es quando ao conteu´do de um valor, que pode ser desde um conteu´do
atoˆmico ate´ um novo conjunto de chaves e valores. A Regra 1 define o ma-
peamento para este modelo de dados. Para todas as definic¸o˜es e´ utilizada
a func¸a˜o nome(nodo) para simbolizar a recuperac¸a˜o do valor mantido pelo
nodo no modelo canoˆnico.
Regra 1 (Mapeamento para BD Chave-Valor). O mapeamento e´ defi-
nido da seguinte forma: (i) um esquema canoˆnico Can gera um BD chave-
valor bdkey cujo nome e´ nome(nroot); (ii) cada chave key ∈ bdkey e´ ge-
rada a partir da concatenac¸a˜o de cada uma das chaves de nı´vel 1 key1 ∈
nroot .KN1m(1 ≤ m ≤ n) com cada uma das suas respectivas chaves de nı´vel
2 key2 ∈ key1.KN2r(1 ≤ r ≤ q); e (iii) o valor de key e´ um conjunto de
pares chave-valor KVbd , onde cada par KV ∈ KVbd e´ definido como KV =
(nome(key3l),νl) onde key3l ∈ key2.KN3s(1≤ s≤ p), i.e., KV tem como chave
o nome de nome(key3l) e seu valor como valor.
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Figura 6 – BD chave-valor resultante da aplicac¸a˜o da Regra 1 para o esquema
canoˆnico da Figura 5(B).
A Figura 6 exemplifica a aplicac¸a˜o da Regra 1 para o esquema
canoˆnico mostrado na Figura 5(B). O nodo Nroot (BDR) do esquema canoˆnico
e´ mapeado para o BD Cinema. As chaves de nı´vel 1 key1 (tabela) sa˜o concate-
nadas com suas respectivas chaves de nı´vel 2 key2 (concatenac¸a˜o dos valores
da chave prima´ria e´ realizado), como em Filmes.1 e Diretores.2, para forma-
rem as chaves. O valor KVbd e´ representado pelas chaves de nı´vel 3 key3 e
seus respectivos valores, como {id: 1; nome: Psyco; diretor: 1; ano: 1960}
para a chave Filmes.1.
O modelo de dados de um BD orientado a colunas e´ constituı´do de
keyspaces, famı´lias de colunas, chaves e colunas (SADALAGE; FOWLER,
2012). Uma coluna e´ constituı´da de um nome e um valor. Conjuntos de colu-
nas sa˜o acessados com base em uma chave. As colunas podem ser agrupadas
em famı´lias, sendo estas compostas por um nome e um conjunto de chaves
para acesso a`s colunas. O nu´mero de colunas pode ser varia´vel mesmo para
conjuntos que esta˜o em uma mesma famı´lia. A Regra 2 define este mapea-
mento.
Regra 2 (Mapeamento para BD Orientado a Colunas). O mapeamento e´
definido da seguinte forma: (i) um esquema canoˆnico Can gera um keys-
pace K cujo nome e´ nome(nroot); (ii) cada chave de Nı´vel 1 key1 ∈
nroot .KN1m(1 ≤ m ≤ n) gera uma famı´lia de colunas F ∈ K cujo nome e´
nome(key1); (iii) cada chave de nı´vel 2 key2 ∈ key1.KN2r(1 ≤ r ≤ q) gera
uma chave de acesso ch ∈F cujo nome e´ nome(key2); e (iv) cada chave de
nı´vel 3 key3 ∈ key2.KN3s(1 ≤ s ≤ p) e seu valor ν geram, respectivamente,
uma coluna c ∈F , indexada por ch, com nome nome(key3) e valor ν .
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A Figura 7 exemplifica a utilizac¸a˜o da Regra 2 para o esquema
canoˆnico da Figura 5(B). O nodo raiz do modelo canoˆnico nroot e´ mapeado
para a keyspace Cinema. Ja´ as chaves de nı´vel 1 key1 sa˜o mapeadas para
famı´lias de colunas, como Filmes e Diretores. Cada uma das chaves de nı´vel
2 key3 e´ mapeada para um identificador de conjunto de colunas, como por
exemplo, o identificador 1 na famı´lia de colunas Filmes. Cada uma das cha-
ves de nı´vel 3 key3 com seu valor e´ mapeada para um conjunto de colunas
pertencente a sua respectiva chave de nı´vel 2, como e´ o caso de {id: 1; nome:
Psyco; diretor: 1; ano: 1960} para o identificador 1 da famı´lia de colunas
Filmes.
Figura 7 – BD orientado a colunas resultante da aplicac¸a˜o da Regra 3 para o
esquema canoˆnico da Figura 5(B).
Por fim, um BD orientado a documento mante´m um conjunto de do-
cumentos acessados por uma chave com valor atoˆmico. Semelhante a um
BD orientado a objetos, o valor de um documento, diferentemente dos BDs
chave-valor, na˜o e´ um conteu´do atoˆmico, mas sim estruturado e composto
por atributos simples ou complexos (SADALAGE; FOWLER, 2012). A Re-
gra 3 a seguir define o mapeamento de um esquema canoˆnico para um BD
orientado a documentos.
Regra 3 (Mapeamento para BD Orientado a Documento). O mapea-
mento e´ definido da seguinte forma: (i) um esquema canoˆnico Can gera um
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Figura 8 – BD orientado a documento resultante da aplicac¸a˜o da Regra 3 para
o esquema canoˆnico da Figura 5(B).
BD orientado a documento bdod cujo nome e´ nome(nroot); (ii) cada chave
de nı´vel 1 key1 ∈ nroot .KN1m(1 ≤ m ≤ n) gera uma colec¸a˜o de documen-
tos D ∈ bdod cujo nome e´ nome(key1); (iii) cada chave de nı´vel 2 key2 ∈
key1.KN2r(1 ≤ r ≤ q) gera um documento d ∈ D cuja chave e´ nome(key2);
e (iv) cada chave de nı´vel 3 key3 ∈ key2.KN3s(1 ≤ s ≤ p) gera um atributo
ai ∈ d cujo nome e´ nome(key3) e cujo valor e´ ν .
A Figura 8 apresenta um exemplo da aplicac¸a˜o da Regra 3 para o es-
quema canoˆnico da Figura 5(B). O nodo nroot e´ mapeado para a BD de docu-
mentos Cinema. Cada uma das chaves de nı´vel 1 key1 (Filmes e Diretores)
e´ mapeada para uma colec¸a˜o de documentos D como Filmes e Diretores.
As chaves de nı´vel 2 key2 ∈ Filmes sa˜o mapeadas para documentos d com o
mesmo valor de chave, como 1 e 11 em Filmes. Ja´ as chaves de nı´vel 3 key3
e seus valores sa˜o mapeados para atributos do documento e seus respectivos
valores, como { id: 1; nome: Psyco; diretor: 1; ano: 1960}em Filmes -
1. Apesar do esquema de representac¸a˜o utilizado nas Figuras 6 e 8 ser bas-
tante similar, cabe ressaltar que os modelos de dados sa˜o diferentes, uma vez
que o modelo de dados chave-valor na˜o permite consultas com filtros sobre o
valor de uma chave, diferente do modelo orientado a documento, onde isso e´
possı´vel, como por exemplo, buscar os documentos que possuem ano> 1971.
As regras de mapeamento apresentadas sa˜o utilizadas para o efetivo ar-
mazenamento dos dados em BDs NoSQL. Desta forma, o esquema canoˆnico
pode ser visto como uma estrutura simples de abstrac¸a˜o intermedia´ria. Esta
abstrac¸a˜o e´ utilizada para definir um padra˜o no armazenamento e acesso aos
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dados permitindo, assim, que os dados sejam armazenados em BDs NoSQL
com modelos de dados distintos, mas possam ser manipulados como se es-
tivessem persistidos em um mesmo modelo de representac¸a˜o, neste caso, o
modelo canoˆnico.
Ale´m do mapeamento entre modelos de dados, a SQLToKeyNoSQL
suporta o mapeamento de instruc¸o˜es SQL visando prover a interoperabilidade
de acesso no sentido relacional→NoSQL. O mapeamento das instruc¸o˜es SQL
e´ apresentado com detalhes na pro´xima sec¸a˜o.
3.2.2 Mapeamento de instruc¸o˜es DDL e DML da SQL
A abordagem SQLtoKeyNoSQL suporta apenas o processamento de
um subconjunto de instruc¸o˜es DDL e DML da linguagem SQL para fins
de execuc¸a˜o correspondente nos BDs NoSQL considerados. Em particular,
a abordagem permite o processamento (limitado) das seguintes instruc¸o˜es:
CREATE TABLE, ALTER TABLE, DROP TABLE, INSERT, DELETE, UP-
DATE e SELECT. Para tanto, a camada conta com o apoio de um diciona´rio
que mante´m informac¸o˜es sobre os esquemas relacionais e os seus mapeamen-
tos para os BDs NoSQL alvo. A estrutura do diciona´rio e´ detalhada na Sec¸a˜o
3.3.1. Esta sec¸a˜o detalha os mapeamentos destas instruc¸o˜es.
O mapeamento de instruc¸o˜es DDL utiliza um conjunto de metadados
mantido no diciona´rio da camada que, com o suporte do esquema canoˆnico,
define a organizac¸a˜o dos BDs NoSQL alvo. As instruc¸o˜es DDL suportadas e
os seus tratamentos sa˜o os seguintes:
• CREATE TABLE: cria as definic¸o˜es da tabela relacional no diciona´rio.
Para esta instruc¸a˜o pode ser informado o nome da tabela, seus atributos
e suas restric¸o˜es de chaves prima´rias e estrangeiras;
• ALTER TABLE: considera-se apenas treˆs ac¸o˜es: modificac¸a˜o do nome
de uma coluna, criac¸a˜o de uma nova coluna e remoc¸a˜o de uma coluna.
Se uma coluna for excluı´da, informac¸o˜es sobre ela sa˜o retiradas do di-
ciona´rio e todas as ocorreˆncias da chave de nı´vel 3 correspondentes a
ela sa˜o tambe´m removidas. Caso o nome de uma determinada coluna
seja alterado, a entrada da coluna no diciona´rio e´ alterada, assim como
todas as ocorreˆncias da sua respectiva chave de terceiro nı´vel. Por fim,
se uma adic¸a˜o de coluna for realizada, informac¸o˜es sobre ela sa˜o adi-
cionadas no diciona´rio. Nesta primeira versa˜o da SQLtoKeyNoSQL,
alterac¸o˜es em chaves prima´rias na˜o sa˜o permitidas, tendo em vista que
os dados sa˜o armazenados com base nesta chave ou na concatenac¸a˜o
delas;
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• DROP TABLE: exclui a informac¸a˜o da tabela no diciona´rio e remove a
chave de nı´vel 1 (por consequeˆncia, ao remover a chave de nı´vel 1,
todas as chaves de nı´vel 2 e 3 sa˜o excluı´das em cascata). A remoc¸a˜o de
uma tabela so´ e´ permitida se ela na˜o tiver relacionamentos com outras
tabelas.
Conforme descrito, essas 3 instruc¸o˜es realizam a manipulac¸a˜o de me-
tadados mantidos no diciona´rio de dados da camada. No caso do ALTER
TABLE, cabe salientar que, ao se modificar um atributo, e´ desencadeado
um processo que, ale´m de alterar essa informac¸a˜o no diciona´rio, propaga
essa alterac¸a˜o para todas as tuplas da tabela mapeadas e mantidas nos BDs
NoSQL. Da mesma forma, ao se remover um atributo de uma tabela no di-
ciona´rio, remove-se, em cascata, este atributo de todas as tuplas correspon-
dentes nos BDs alvo.
Com relac¸a˜o ao tratamento de instruc¸o˜es DML, a camada decompo˜e
cada uma em um ou mais me´todos da API REST, conforme salientado an-
teriormente: (i) Put (armazena um valor em uma chave); (ii) Get (busca o
valor a partir de uma chave); e (iii) Delete (exclui uma chave e seu valor).
Estes 3 me´todos sa˜o ditos me´todos primitivos ja´ que qualquer instruc¸a˜o DML
e´ decomposta em um conjunto deles. Assim sendo, inicialmente sa˜o defini-
das uma chave canoˆnica e um registro de dados para, em seguida, definir as
primitivas de acesso.
Definic¸a˜o 15 (Chave Canoˆnica). Chave canoˆnica e´ uma chave obtida da
concatenac¸a˜o de uma chave de nı´vel 1 key1 ∈ nroot .KN1m(1 ≤ m ≤ n) com
uma chave de nı´vel 2 key2 ∈ key1.KN2r(1≤ r≤ q) associada, em um esquema
canoˆnico. 
Um exemplo de chave canoˆnica e´ a chave criada a partir da
concatenac¸a˜o das chaves Filmes e 1, resultando em Filmes.1.
Definic¸a˜o 16 (Registro). Registro e´ um conjunto de pares chave-valor cons-
tituı´do de uma chave de nı´vel 3 key3∈ key2.KN3s(1≤ s≤ p) e seus respectivos
valores. 
Em suma, a definic¸a˜o de um registro e´ similar a de uma tupla relaci-
onal. Por exemplo, para a chave canoˆnica citada no exemplo anterior, o seu
registro e´ {id: 1; nome: Psyco; diretor: 1; ano: 1960}.
Definic¸a˜o 17 (Put). Put e´ um me´todo primitivo na forma PUT (kput ,ν), onde
kput e´ uma chave canoˆnica e ν e´ um registro a ser armazenado no BD NoSQL
alvo. 
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O me´todo Put armazena um registro com base em uma chave
canoˆnica. Um exemplo de invocac¸a˜o deste me´todo com base
no esquema canoˆnico da Figura 5(B) e´ Put(Filmes.2,{id : 2;nome :
RearWindow;diretor : 1;ano : 1954}.
Definic¸a˜o 18 (Get). Get e´ um me´todo primitivo na forma v = GET (kget),
onde kget e´ uma chave canoˆnica e v um registro resultante da recuperac¸a˜o de
kget no BD NoSQL alvo. 
O me´todo Get realiza uma busca em um BD NoSQL alvo com base
em uma chave canoˆnica, retornando o registro correspondente caso a chave
exista. Por exemplo, a execuc¸a˜o do me´todo Get(Filmes.1), com base no
esquema canoˆnico da Figura 5(B), retorna o registro { id: 1; nome: Psyco;
diretor: 1; ano: 1960}.
Definic¸a˜o 19 (Delete). Delete e´ um me´todo primitivo na forma
DELET E(kdel), onde kdel e´ uma chave Canoˆnica a ser excluı´da de um BD
NoSQL alvo juntamente com o seu registro. 
O me´todo Delete remove um registro de um BD NoSQL alvo a partir
de sua chave canoˆnica. Por exemplo, com base no esquema canoˆnico da
Figura 5(B), para remover o registro cujo nome e´ ’Psyco’, deve-se invocar
Delete(Filmes.1). Desta forma, ale´m da remoc¸a˜o do registro, a chave de
nı´vel 2 1 tambe´m e´ removida.
A partir destes 3 me´todos primitivos e´ proposto o me´todo GetN (ver
Definic¸a˜o 20), que e´ composta por um conjunto de me´todos get. O intuito
deste me´todo e´ explorar a capacidade de alguns BDs NoSQL alvo de recupe-
rar informac¸o˜es em bloco a fim de otimizar o acesso aos dados.
Definic¸a˜o 20 (GetN). GetN(ckall ,c f ) e´ um me´todo que retorna um conjunto
de dados R identificados por ckall e que respeitam o conjunto de filtros c f
(possivelmente vazio), ckall e´ um conjunto de chaves canoˆnicas dos dados
armazenados e c f e´ constituı´do de uma se´rie de filtros conectados por ope-
radores lo´gicos organizados em forma de pilha na ordem em que devem ser
executados. 
O me´todo GetN busca os valores das n chaves canoˆnicas pas-
sadas como paraˆmetro. Assim, a busca por todos os dados da ta-
bela Diretores, por exemplo, pode ser realizada atrave´s da chamada
getN({Diretores.1,Diretores.2}), que retorna os registros { id: 1; nome:
Al f redHithcok; premios: 31} e { id: 2; nome: FrancisCoppola; premios:
50}, de acordo com a Figura 5(A).
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As definic¸o˜es apresentadas sa˜o utilizadas para realizar o mapeamento
de instruc¸o˜es SQL DML para o padra˜o de acesso gene´rico adequado aos BD
NoSQL alvo. Cada uma das instruc¸o˜es SQL de entrada e´ convertida em um
conjunto de um ou mais me´todos primitivos. As instruc¸o˜es SQL DML supor-
tadas pela SQLToKeyNoSQL e os seus tratamentos sa˜o os seguintes:
• INSERT: decomposto em uma se´rie de me´todos Put (um para cada re-
gistro a ser inserido) que armazenam os registros no BD NoSQL alvo a
partir das informac¸o˜es presentes no esquema canoˆnico e no diciona´rio
da camada. Na˜o ha´ suporte para subconsultas e os valores sa˜o inseridos
com base nos atributos informados, sendo obrigato´rio informar valores
para os atributos que compo˜em a chave prima´ria;
• UPDATE: decomposto em me´todos Get, Delete e Put. A atualizac¸a˜o de
uma ou va´rias tuplas e´ possı´vel atrave´s de filtros simples2;
• DELETE: decomposto em me´todos Get e Delete. A exclusa˜o de uma ou
va´rias tuplas e´ possı´vel atrave´s de filtros simples;
• SELECT: decomposto em uma se´rie de me´todos GetN. O retorno e´ um
conjunto de tuplas recuperadas a partir de filtros simples. Ha´ o suporte
para junc¸o˜es.
A Figura 9(A) apresenta uma instruc¸a˜o de UPDATE que e´ convertida
para uma ocorreˆncia do me´todo GetN e uma do me´todo Put (Figura 9(B)).
A varia´vel R recebe todos os registros de tabela1 que respeitam o filtro. O
me´todo atualizaValores atualiza cada um dos registros em R com os atribu-
tos passados por paraˆmetro. Caso algum registro na˜o possua o atributo, este
sera´ adicionado ao registro. Apo´s todos os valores serem atualizados, cada
registro atualizado gera uma chamada para o me´todo delete para que o antigo
registro seja removido, e uma chamada para o me´todo put que ira´ armazenar
novamente o registro com base em sua chave de acesso.
A Figura 10 apresenta 2 exemplos gene´ricos de instruc¸o˜es SELECT.
Dada a consulta na Figura 10(A), a abordagem a decompo˜e em um me´todo
GetN com os respectivos filtros. BDs NoSQL alvo que possuem suporte para
a busca de mais de um registro, com base em suas chaves de acesso, podem
utilizar o me´todo GetN diretamente. Caso contra´rio, o me´todo e´ implemen-
tado no conector atrave´s de sucessivas chamadas do me´todo Get para cada
chave.
2Filtros simples sa˜o filtros que executam apenas comparac¸o˜es utilizando os operadores
=,>,<, !,<=,>= e que podem estar conectados atrave´s de operadores lo´gicos AND e OR exe-
cutados sobre uma mesma tabela.
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Figura 9 – Exemplo de instruc¸a˜o UPDATE convertida em me´todos GetN,
Delete e Put.
A consulta da Figura 10(B) e´ convertida em duas ocorreˆncias do
me´todo GetN. Como existe uma junc¸a˜o entre duas tabelas, duas chamadas
ao me´todo GetN, uma para cada uma das tabelas, devem ser realizadas. A
projec¸a˜o dos dados do resultado, embora na˜o apresentada na Figura 10(B), e´
executada pela camada antes da processamento da junc¸a˜o a fim de diminuir o
nu´mero de atributos manipulados.
Figura 10 – Exemplo de instruc¸o˜es SELECT convertidas em me´todos GetN.
3.3 ARQUITETURA
A arquitetura proposta para a camada SQLToKeyNoSQL e´ constituı´da
de uma interface de acesso, um parser SQL, um gerador de plano de con-
sulta, um tradutor, um mo´dulo de execuc¸a˜o, um processador de junc¸o˜es, um
diciona´rio e um modulo de comunicac¸a˜o. A Figura 11 apresenta a arquitetura
da camada. Componentes com linhas pontilhadas sa˜o mo´dulos na˜o tratados
em profundidade nesta dissertac¸a˜o.
De modo a tornar mais clara a apresentac¸a˜o de cada um dos mo´dulos,
a Figura 12 e´ utilizada como caso de uso. Considera-se, assim, a consulta
SQL Q (Figura 12(A)) como entrada para a camada.
Inicialmente, Q e´ enviada para o mo´dulo de Interface de Acesso. O
mo´dulo de Interface de Acesso apenas representa a forma de acesso utilizada
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Figura 11 – Arquitetura da camada SQLtoKeyNoSQL.
Figura 12 – Caso de uso: SQL com junc¸a˜o de mu´ltiplas tabelas.
pelo usua´rio. Este acesso, nesta dissertac¸a˜o, e´ executado atrave´s de interface
gra´fica desenvolvida em Java. A Interface de Acesso enta˜o encaminha o SQL
para o Parser onde e´ realizada a verificac¸a˜o sinta´tica e semaˆntica da instruc¸a˜o
SQL. Caso a instruc¸a˜o for do tipo DDL ou do tipo INSERT, ela e´ enviada
diretamente para o mo´dulo Tradutor. Caso for do tipo SELECT, UPDATE ou
DELETE, ela e´ enviada para o mo´dulo Gerador de Plano de Consulta. A
consulta exemplo Q, neste caso, e´ enviada para este mo´dulo.
O mo´dulo Gerador de Plano de Consulta, pelo fato de na˜o fazer parte
do foco deste trabalho, na˜o tem responsabilidade de gerar planos o´timos de
consulta. Ele e´ capaz apenas de otimizar o processamento de consultas que
possuem filtros conectados exclusivamente pelo operador lo´gico AND atrave´s
da sua execuc¸a˜o antecipada. No caso do plano de consulta para Q, sera˜o exe-
cutados inicialmente os filtros presentes na cla´usula WHERE e, posteriormente,
e´ realizado o processamento das junc¸o˜es. Uma vez gerado o plano de con-
sulta, este e´ enviado para o mo´dulo Tradutor.
O mo´dulo Tradutor recebe o plano de consulta ou uma
instruc¸a˜o SQL e realiza o seu mapeamento para as interfaces de acesso
(Get, Put, Delete e GetN) descritos na sec¸a˜o anterior. A traduc¸a˜o do plano
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de consulta gerado para Q e´ mostrada na Figura 12(B).
O mo´dulo Mecanismo de Execuc¸a˜o recebe os me´todos gerados pelo
mo´dulo Tradutor e os executa por meio do mo´dulo de Comunicac¸a˜o. O
mo´dulo Mecanismo de Execuc¸a˜o tambe´m e´ responsa´vel por executar cada
filtro e enviar conjuntos de dados ao mo´dulo de Processamento de Junc¸o˜es.
Considerando Q, o Mecanismo de Execuc¸a˜o ira´ executar as operac¸o˜es apre-
sentadas na Figura 12(B). Inicialmente, executa-se o me´todo GetN para a
tabela1 com a aplicac¸a˜o dos devidos filtros seguido da execuc¸a˜o do me´todo
GetN para tabela2. Apo´s a busca dos registros para cada uma destas 2 tabelas,
este mo´dulo envia os 2 conjuntos de dados para o mo´dulo de processamento
de junc¸o˜es, onde sera´ executada a junc¸a˜o dos dados com base na condic¸a˜o de
junc¸a˜o. Neste caso, um join nos registros da tabela1 que possuem o atributo1
com mesmo valor de atributo1 na tabela2. Uma vez realizado o processa-
mento da junc¸a˜o, o mecanismo de execuc¸a˜o busca os registros da tabela3 e
enta˜o procede a sua junc¸a˜o com o resultado da junc¸a˜o anterior, para, por fim,
gerar o conjunto de dados de resposta e encaminhar para o mo´dulo de Inter-
face de Acesso. A utilizac¸a˜o do buffer esta´ condicionada ao tamanho da ta-
bela. Caso a memo´ria principal na˜o comporte os dados a serem manipulados,
os dados sa˜o acessados atrave´s do buffer. Os dados mantidos no buffer sa˜o
armazenados em disco atrave´s de arquivos e sa˜o acessados sequencialmente.
O mo´dulo de Comunicac¸a˜o executa as solicitac¸o˜es do mo´dulo Me-
canismo de Execuc¸a˜o, atrave´s do envio de me´todos para os Conectores, e
encaminha a resposta obtida dos BDs NoSQL alvo para o mecanismo de
execuc¸a˜o atrave´s do Buffer. Os conectores proveem a conexa˜o entre o mo´dulo
de comunicac¸a˜o e as APIs de acesso especı´ficas de cada um dos BDs NoSQL
alvo. A tarefa de cada conector se resume a realizar pequenas adequac¸o˜es de
assinatura da API REST gene´rica proposta pela camada para as APIs REST
especı´ficas dos BDs NoSQL alvo. Caso algum BD NoSQL alvo na˜o possua
suporte a API REST, o conector realiza o mapeamento da API REST gene´rica
para a API pro´pria deste BD.
3.3.1 Diciona´rio
O diciona´rio de dados da SQLtoKeyNoSQLe´ utilizado para armaze-
nar metadados relativos aos esquemas relacionais de origem (BDs, tabelas,
atributos, chaves prima´rias e chaves estrangeiras) e a localizac¸a˜o dos seus da-
dos nos BDs NoSQL alvo. A estrutura do diciona´rio e´ definido na sequeˆncia.
Definic¸a˜o 21 (Diciona´rio). Um diciona´rio Dic e´ um tupla Dic = (T ,B),
onde T e´ um conjunto de metadados de tabelas (DTable) eB e´ um conjunto
de informac¸o˜es sobre os BDs NoSQL alvo. 
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Definic¸a˜o 22 (DTable). Uma DTable T ∈ T e´ uma tupla T =
(nome,AT T,PK,FK,KEY S,bd), onde nome armazena o nome da tabela,
AT T ∈ nome e´ o conjunto de nomes dos atributos de T , PK e´ o con-
junto de nomes de atributos que define a chave prima´ria de T , FK =
{(att1, tnome1), . . . ,(attn, tnomen)} e´ o conjunto (possivelmente vazio) das
chave estrangeiras de T , onde cada par (atti, tnamei) ∈ FK possui o nome do
atributo e o nome da tabela referenciada, KEY S e´ o conjunto de valores de
chaves prima´rias (chaves de segundo nı´vel no modelo canoˆnico) para cada
uma tupla de T , e bd armazena o alias para o BD NoSQL alvo onde os dados
de T esta˜o armazenados. 
Definic¸a˜o 23 (BD NoSQL Alvo). Um BD NoSQL alvo BD e´ uma tupla
BD = (alias,user, psw,url), onde alias e´ um nome u´nico que identifica o BD,
user e psw sa˜o, respectivamente, as informac¸o˜es de usua´rio e senha para
acesso a alias, e url e´ o enderec¸o de acesso para BD. 
Figura 13 – Examplo de estrutura do diciona´rio.
A Figura 13 apresenta um exemplo do diciona´rio de dados para o
BDR Cinema (Figure 5(A)). Os metadados para a tabela Filmes, por exem-
plo, sa˜o representados pela DTable Filmes, que mante´m o conjunto de atri-
butos att : {id,nome,diretor,ano}, o conjunto de chaves prima´rias pk : {id},
as chaves estrangeira f k : {(diretor,diretores)}, as chaves para o acesso de
cada um das tuplas keys : {1,2,3}, e o BD NoSQL alvo BD : BD1. Percebe-
se que, para o gerenciamento das chaves estrangeiras, apenas sa˜o armazena-
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das no diciona´rio as informac¸o˜es referentes ao atributo envolvido e a tabela
de refereˆncia. Assim, o tratamento destas chaves e´ baseada no conceito de
extensa˜o (extended) dos BDs Orientados a Objetos(BERTINO; MARTINO,
1993). A Figura 13 tambe´m apresenta os metadados de um BD NoSQL alvo
BD1.
3.3.2 Processamento de Junc¸o˜es
O processamento das junc¸o˜es e´ uma tarefa tratada diretamente pela ca-
mada SQLtoKeyNoSQL. Inicialmente, o mo´dulo de Mecanismo de Execuc¸a˜o
analisa quais sa˜o as junc¸o˜es necessa´rias, quais os atributos que devem ser
combinados e disponibilizados (atrave´s do plano de consulta) e quais dados
sa˜o acessados de forma independente por consultas simples, ou seja, con-
sultas que acessam e aplicam filtros sobre uma u´nica tabela. O retorno de
cada uma destas consultas simples e´ um conjunto de registros, cada um con-
tendo os atributos que o Mecanismo de Execuc¸a˜o necessita. Assim sendo,
podem haver n conjuntos de dados sobre os quais devera˜o ser executadas
n− 1 junc¸o˜es. Em pares, este conjuntos de dados sa˜o passados pelo Me-
canismo de Execuc¸a˜o para o mo´dulo de Processamento de Junc¸o˜es. Este
mo´dulo realiza este processamento aplicando um algoritmo de junc¸a˜o. O re-
torno deste mo´dulo e´ um novo conjunto de dados que combina os 2 conjuntos
de entrada pelo atributo de junc¸a˜o. Este conjunto e´ a saı´da tradicional de uma
operac¸a˜o de junc¸a˜o, ou seja, a unificac¸a˜o das colunas de ambas as tabelas e
a combinac¸a˜o das linhas que satisfazem o crite´rio de junc¸a˜o. Este conjunto e´
adicionado aos demais, sendo feita a junc¸a˜o dos dados de uma pro´xima tabela
ate´ que todas as n−1 junc¸o˜es tenham sido executadas.
No caso de uso apresentado na sec¸a˜o anterior (Figura 12(A)), a con-
sulta SQL apresenta a junc¸a˜o de 3 conjuntos de dados (n) tabela1, tabela2 e
tabela3, onde sa˜o executadas 2 junc¸o˜es (n−1). O processamento das junc¸o˜es
(gerenciado pelo Modulo de Execuc¸a˜o) e´ executado da direita para esquerda,
sendo, inicialmente, executada a junc¸a˜o de tabela1 com tabela2, e enta˜o o
resultado desta primeira junc¸a˜o e´ utilizado para a execuc¸a˜o da junc¸a˜o com
tabela3.
O mo´dulo de Processamento de Junc¸o˜es permite que um algoritmo de
junc¸a˜o seja facilmente acoplado a` abordagem. Ele foi desenvolvido para tra-
balhar com junc¸o˜es cujos dados possam ser mantidos em memo´ria principal
ou em disco utilizando um Buffer, conforme apresentado na sec¸a˜o 3.3. O al-
goritmo de junc¸a˜o executado pelo mo´dulo recebe 3 entradas: 2 conjuntos de
dados e a condic¸a˜o de junc¸a˜o. Assim, o desenvolvedor, caso ache necessa´rio,
podera´ desenvolver seu pro´prio algoritmo de junc¸a˜o e alterar o algoritmo exis-
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tente na abordagem.
Nesta dissertac¸a˜o foram implementados e disponibilizados para a
abordagem 3 algoritmos cla´ssicos da literatura: Nested-Loop Join, Sort-
Merge Join e Hash Join (MISHRA; EICH, 1992). Cada algoritmo de junc¸a˜o
recebe 2 conjuntos de dados e os atributos nos quais a junc¸a˜o devera´ ser exe-
cutada. O algoritmo default para a execuc¸a˜o de junc¸o˜es e´ o Hash Join por
apresentar o melhor desempenho me´dio dentre os 3 disponibilizados e os da-
dos sa˜o tambe´m tratados, por default, em memo´ria principal. O algoritmo
Sort-Merge Join foi implementado a fim de executar junc¸o˜es sobre dados que
excedam a capacidade da memo´ria principal. Na atual implementac¸a˜o da
SQLtoKeyNoSQLo algoritmo de join e´ alterado pelo usua´rio, assim, na˜o ha´
um mecanismo que troque o algoritmo automaticamente caso os dados na˜o
sejam comportados em memo´ria.
Cabe ressaltar aqui que o foco desta dissertac¸a˜o foi a proposic¸a˜o
de uma camada de mapeamento relacional-NoSQL pautada em um modelo
canoˆnico e processos de mapeamento. Assim sendo, a proposic¸a˜o de novos
algoritmos de junc¸a˜o esta´ fora do escopo deste trabalho. Apenas algoritmos
cla´ssicos foram providos a fim de permitir que a SQLtoKeyNoSQLoferec¸a
suporte ao processamento de junc¸o˜es devido a` auseˆncia desta capacidade pe-
los SGBDs NoSQL.
3.4 CONSIDERAC¸O˜ES FINAIS
BDs NoSQL possuem como caracterı´sticas a alta disponibilidade, es-
calonamento horizontal e flexibilidade de representac¸a˜o, caracterı´sticas es-
sas importantes no tratamento de Big Data. Apesar de suas vantagens, BDs
NoSQL na˜o possuem uma linguagem padra˜o de acesso e como na˜o seguem o
modelo relacional de dados e na˜o possuem, geralmente, suporte a` linguagem
SQL. Assim sendo, torna-se pertinente o desenvolvimento de abordagens que
realizem o mapeamento relacional-NoSQL.
Este capı´tulo detalhou a abordagem SQLtoKeyNoSQL, uma camada
que permite, de maneira transparente, o armazenamento de dados relacionais
e a sua manipulac¸a˜o, atrave´s de SQL, em BDs NoSQL baseados em chave de
acesso. Para prover tal acesso, e´ proposto um modelo canoˆnico hiera´rquico
que abstrai os modelos de dados associados a BDs NoSQL baseados em chave
de acesso. O modelo canoˆnico e´ uma estrutura interna de representac¸a˜o que
visa mapear, com a ajuda de um diciona´rio de dados, o esquema de um BDR.
As instruc¸o˜es SQL suportadas pela camada sa˜o divididas em uma se´rie de
operac¸o˜es primitivas baseadas em me´todos da API REST. Cada uma destas
operac¸o˜es e´ executada sobre um BD NoSQL alvo atrave´s de conectores. Os
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conectores apenas implementam as tradicionais operac¸o˜es Get, Put, Delete
e, se possı´vel, uma operac¸a˜o GetN.
A camada tambe´m possui suporte ao processamento de junc¸o˜es,
operac¸a˜o esta que na˜o e´ permitida por BDs NoSQL. Para o processamento
de junc¸o˜es foram implementados alguns algoritmos cla´ssicos da literatura. A
arquitetura proposta para a camada possui mo´dulos que trabalham de forma
articulada, pore´m cada um deles e´ independente e pode ser alterado de forma
individualizada. Por exemplo, a arquitetura permite que o mo´dulo de Proces-
samento de Junc¸o˜es seja alterado a fim de suportar outro algoritmo de junc¸a˜o,
ou ainda, a camada permite a alterac¸a˜o do mo´dulo Gerador de Planos de Con-
sulta a fim de permitir melhores otimizac¸o˜es.
O pro´ximo capı´tulo descreve um conjunto de experimentos realizados
a fim de avaliar a efica´cia da camada.
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4 EXPERIMENTOS
Este capı´tulo descreve 2 experimentos realizados sobre a camada
SQLtoKeyNoSQLproposta. O primeiro experimento verifica o overhead em
termos de tempo de execuc¸a˜o introduzido pela SQLtoKeyNoSQL para o pro-
cessamento de instruc¸o˜es SQL DML. Ja´ para as instruc¸o˜es SQL DDL, que
na˜o possuem operac¸o˜es semelhantes nos BDs NoSQL, sa˜o apresentados os
tempos de execuc¸a˜o. O segundo experimento tem como objetivo comparar
o uso da camada com outras abordagens existentes, mais especificamente, o
SimpleSQL(CALIL; MELLO, 2012) e o Unity (LAWRENCE, 2014). Para
cada experimento sa˜o apresentados os seus detalhes da execuc¸a˜o (domı´nios
dos BDs e configurac¸a˜o do ambiente de execuc¸a˜o), seus resultados bem como
uma analise dos mesmos. As pro´ximas sec¸o˜es apresentam os experimentos
realizados.
4.1 INSTRUC¸O˜ES SQL
Este primeiro experimento avalia o tempo de execuc¸a˜o dos instruc¸o˜es
DDL e o overhead causado pela abordagem no processamento de instruc¸o˜es
DML. O overhead de instruc¸o˜es DDL na˜o pode ser calculado, pois nem to-
das executam ac¸o˜es diretas sobre um BD NoSQL alvo. Para a execuc¸a˜o do
experimento, foi utilizado o BDR Airbase1 que armazena dados referentes a
qualidade do ar na Europa.
Apesar do BDR possuir diversas tabelas, somente 2 delas foram consi-
deradas: station info, que armazena informac¸o˜es sobre estac¸o˜es de medic¸a˜o,
e measurement configuration, que mante´m paraˆmetros utilizados na medic¸a˜o
da qualidade do ar. A Figura 14 apresenta um fragmento do esquema lo´gico
da BDR Airbase. A tabela measurement configuration foi escolhida por ser a
maior em nu´mero de linhas (59040 linhas) e a tabela station info foi escolhida
por ser a maior em nu´mero de colunas (21 colunas e 8626 linhas).
Uma ma´quina com processador Intel Core i3-2430M, 6 GB DDR3
1066mHz RAM, rodando o kernel Linux 3.19.0-26 (distribuic¸a˜o XUbuntu
15.04) foi utilizada nas execuc¸o˜es deste primeiro experimento. Em termos
de BD NoSQL alvo, foram escolhidos um representante de cada BD NoSQL
orientado a chave: Cassandra (orientado a colunas), MongoDB (orientado
a documentos) e Redis (chave-valor). As instaˆncias dos BDs NoSQL foram
instaladas localmente e configuradas para usarem apenas um nodo de armaze-
namento. Apo´s a criac¸a˜o dos BDs em cada BD NoSQL alvo, cada instruc¸a˜o
1The European Air quality dataBase - http://migre.me/rqSEO
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Figura 14 – Esquema parcial do BDR utilizado no primeiro experimento.
SQL proposta foi executada 3 vezes e a me´dia dos tempos de execuc¸a˜o foi
coletada.
O restante desta sec¸a˜o detalha a execuc¸a˜o do experimento bem como
a ana´lise dos resultados. Inicialmente, apresenta-se os experimentos relativos
a`s instruc¸o˜es DDL e, na sequeˆncia, as instruc¸o˜es DML.
4.1.1 Instruc¸o˜es SQL DDL
BDs NoSQL na˜o possuem, em geral, operac¸o˜es em nı´vel de esquema
que sejam compara´veis a`s instruc¸o˜es SQL DDL dos BDRs. Assim sendo, esta
sec¸a˜o apresenta apenas os tempos de execuc¸a˜o de cada uma das instruc¸o˜es
DDL consideradas pela camada para as tabelas mostradas na Figura 14. A
Tabela 1 apresenta os tempos de execuc¸a˜o em segundos para cada uma dessas
instruc¸o˜es.
Percebe-se, na Tabela 1, que a instruc¸a˜o CREAT E TABLE apresentou
um tempo de execuc¸a˜o constante (0,2) para todos os BDs NoSQL e para as
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Instruc¸o˜es SQL measurement configuration station infoRedis Mongo Cassandra Redis Mongo Cassandra
CREATE TABLE 0,02 s 0,02 s 0,02 s 0,02 s 0,02 s 0,02 s
ALTER TABLE 2,46 s 6,17 s 8,62 s 0,71 s 0,95 s 3,07 s
DROP TABLE 2,13s 4,8 s 6,19 s 0,43 s 0,73 s 2,82 s
Tabela 1 – Tempo de execuc¸a˜o para instruc¸o˜es DDL.
2 tabelas. Este comando na˜o executa operac¸o˜es sobre nenhum dos BDs alvo,
restringindo-se a criar a estrutura de cada tabela no diciona´rio de dados.
A instruc¸a˜o DROP TABLE realiza a exclusa˜o de todos os registros de
uma tabela, bem como da pro´pria tabela. A exclusa˜o e´ realizada a fim de
evitar a remanesceˆncia de registros o´rfa˜os2. Assim sendo, para cada chave
de acesso armazenada no diciona´rio e´ deflagrada a exclusa˜o do registro no
BD alvo e, apo´s todos os registros serem excluı´dos, a tabela e´ excluı´da do
diciona´rio de dados. Pela tabela percebe-se que cada um dos BDs teve um
desempenho diferenciado para a execuc¸a˜o desta instruc¸a˜o. O Redis possui
o tempo de execuc¸a˜o mais baixo e o Cassandra teve o tempo mais alto. O
desempenho de cada um dos BDs esta relacionado ao tempo que e´ necessa´rio
para excluir cada registro, ja´ que, para a execuc¸a˜o desta instruc¸a˜o, todos os
registros sa˜o excluı´dos. O Redis possui um modelo de dados simples e ne-
nhuma estrutura interna relacionada ao valor de cada chave, facilitando assim,
a exclusa˜o de chaves e valores. Ja´ o Cassandra e´ o mais complexo. Ele pos-
sui uma se´rie de informac¸o˜es sobre os dados, o que torna a exclusa˜o de seus
registros mais onerosa.
A instruc¸a˜o ALT ER TABLE executada realizou a exclusa˜o de duas co-
lunas de uma tabela. Esta instruc¸a˜o possui o maior tempo de execuc¸a˜o dentre
todas as instruc¸o˜es DDL, pois para realizar esta operac¸a˜o, inicialmente, e´ rea-
lizada uma operac¸a˜o de busca de todos os registros e, um a um, cada registro e´
atualizado e armazenado novamente. Apo´s todos serem atualizados, e´ execu-
tada a operac¸a˜o no diciona´rio de dados. Por exemplo, para realizar a exclusa˜o
de um atributo, todos os registros sa˜o trazidos para a memo´ria principal, cada
registro tem a coluna removida e, posteriormente, e´ armazenado novamente
no BD NoSQL alvo. Da mesma forma que na instruc¸a˜o anterior, o tempo
de execuc¸a˜o da instruc¸a˜o esta fortemente relacionada a` complexidade do mo-
delo de dados. O modelo de dados do Redis, por ser mais simples, propicia
a inclusa˜o dos registros diminuindo o tempo de execuc¸a˜o da instruc¸a˜o. Ja´
o Cassandra possui estruturas internas que devem ser atualizadas, tornando
assim, o processamento desta instruc¸a˜o mais oneroso.
2Um registro o´rfa˜o e´ um registro que na˜o possui entrada entre as chaves de uma tabela no
diciona´rio de dados ou um registro cuja tabela na˜o existe no diciona´rio de dados.
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4.1.2 Instruc¸o˜es SQL DML
A ana´lise do overhead no processamento de instruc¸o˜es DML pela
SQLtoKeyNoSQLleva em conta 2 medic¸o˜es de tempo de execuc¸a˜o: (i) tempo
gasto pela camada (tlayer) para o processamento das instruc¸o˜es, e (ii) tempo
gasto pelo BD NoSQL alvo (tnosql) para executar as instruc¸o˜es. Assim, o
tempo total de processamento e´ ttotal = tlayer + tnosql .
Para a avaliac¸a˜o da instruc¸a˜o INSERT foram definidos 5 scripts de
inserc¸a˜o de dados em cada uma das tabelas escolhidas. Cada script possui
um nu´mero diferente de inserc¸o˜es a serem executadas a fim de verificar a es-
calabilidade da abordagem. O nu´mero de inserc¸o˜es para a tabela station info
foi de 500, 1000, 2000, 4000, e 8000 registros. Ja´ para a tabela measure-
ment configuration, o nu´mero de inserc¸o˜es foi de 1000, 5000, 10000, 25000
e 50000 registros. A Figura 15 apresenta o tempo de processamento (ttotal) da
SQLtoKeyNoSQL e o tempo de processamento gasto pelo BD NoSQL alvo
(tnosql).
Figura 15 – Tempo de processamento para instruc¸o˜es INSERT.
Os gra´ficos da Figura 15 revelam que os BDs Cassandra e o Mongo
possuem um overhead de aproximadamente 12% (tlayer/tnosql) no pior caso
(8000 linhas) para a tabela station info. Diferentemente, a SQLtoKey-
NoSQL tem um overhead maior que os demais BDs dobrando o tempo de
processamento para a mesma tabela, no caso do BD Redis. Este fato ocorre
devido a` simplicidade de acesso do BD Redis, i.e., como um representante
dos BDs chave-valor, Redis apenas retorna um valor atoˆmico baseado em
uma chave. Assim sendo, a SQLtoKeyNoSQL serializa/codifica os dados das
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tuplas de forma que esses possam ser tratados como um valor atoˆmico durante
seu armazenamento e recuperac¸a˜o. Em uma eventual consulta, os dados sa˜o
recuperados como um valor atoˆmico, e depois de descodificados sa˜o mani-
pulados utilizando a representac¸a˜o do modelo canoˆnico. Apesar do overhead
maior para o BD NoSQL Redis, percebe-se que este teve o menor tempo de
execuc¸a˜o.
Ja´ na execuc¸a˜o das inserc¸o˜es na tabela measurement configuration, a
SQLtoKeyNoSQL utilizando o Cassandra ou o Mongo gastou 13 segundos
para armazenar 50k linhas, enquanto havia gasto apenas 3 segundos para a
tabela station info. Redis executou todas as inserc¸o˜es em ate´ 3.8 segundos
para a tabela measurement configuration e em ate´ 0.8 segundos para a tabela
station info. A diferenc¸a nos tempos de execuc¸a˜o esta´ relacionada a` maior
complexidade dos modelos de dados do Cassandra e do Mongo, ja´ que o
Redis apenas necessita armazenar um valor u´nico dada uma chave.
A fim de verificar a cobertura do mapeamento dos dados, apo´s a
execuc¸a˜o de cada script foi verificado que cada uma das instruc¸o˜es de
inserc¸a˜o havia realmente gerado um novo registro (correto) no BD NoSQL
alvo.
A Figura 16 apresenta um se´rie de consultas utilizadas na avaliac¸a˜o do
overhead no processamento de instruc¸o˜es SELECT para as tabelas measure-
ment configuration e station info. Para cada uma das tabelas foram definidas
3 consultas com um nu´mero crescente de filtros a serem aplicados. Cada con-
sulta foi executada uma primeira vez para fins de ”aquecimento”(warm up) e,
na sequeˆncia, foram executadas mais 3 vezes, obtendo-se, assim, a me´dia do
tempo de execuc¸a˜o destas 3 u´ltimas execuc¸o˜es.
Figura 16 – Consultas consideradas no experimento de instruc¸o˜es SELECT.
A Figura 17 apresenta os tempos de processamento (ttotal em segun-
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dos) para a execuc¸a˜o das consultas (Figura 16). Para a validac¸a˜o dos resul-
tados, foram comparados o nu´mero de registros retornados pela SQLtoKey-
NoSQL com o nu´mero de registros retornados pela mesma consulta no BDR
PostgreSQL mantendo o mesmo BD Airbase. Todos os registros retornados
pela SQLtoKeyNoSQLforam tambe´m retornados pelo PostgreSQL.
Figura 17 – Gra´fico tempo de processamento para as consultas.
De acordo com a Figura 17, o overhead ficou abaixo dos 0.3 se-
gundos para todas as consultas, comprovando, assim, que o uso da SQLto-
KeyNoSQL na˜o comprometeu, de modo geral, o desempenho na execuc¸a˜o
das consultas. O BD MongoDB obteve o melhor desempenho dentre os 3
BDs NoSQL alvo. Percebe-se, ainda, que o overhead da camada aumenta
conforme a complexidade da consulta. Este aumento, embora quase imper-
ceptı´vel, ocorre devido ao processamento dos filtros.
A Figura 18 apresenta um gra´fico gerado a partir dos tempos de
execuc¸a˜o das instruc¸o˜es UPDAT E e DELET E. A execuc¸a˜o de cada uma
das instruc¸o˜es teve o objetivo de manipular um u´nico registro em cada uma
das tabelas. O filtro utilizado e´ o descrito na consulta C3 da Figura 16 para
cada uma das tabelas.
Percebe-se que o overhead apresentado pela camada e´ na˜o proibitivo.
O BD Redis apresentou o maior overhead e o maior tempo de execuc¸a˜o para
as 2 instruc¸o˜es. Isso se deve ao fato da simplicidade de seu modelo de dados,
exigindo que a camada execute um processamento extra (decodificac¸a˜o dos
dados armazenados de maneira atoˆmica ) para suporta´-lo. O MongoDB foi o
BD com melhor desempenho na execuc¸a˜o das operac¸o˜es.
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Figura 18 – Gra´fico tempo de processamento para as instruc¸o˜es UPDATE e
INSERT.
4.2 COMPARAC¸O˜ES COM ABORDAGENS EXISTENTES
O segundo experimento proposto compara o desempenho da abor-
dagem proposta com 2 trabalhos relacionados presentes na literatura: Sim-
pleSQL (FERREIRA; CALIL; MELLO, 2013) e o Unity (LAWRENCE,
2014). Estes e outros trabalhos relacionados sa˜o detalhados no Capı´tulo 5.
O SimpleSQL foi escolhido por ser o trabalho mais citado dentre os encontra-
dos. Ja´ o Unity foi escolhido por ser um ferramenta comercial3 e possuir um
soluc¸a˜o livre para testes.
O SimpleDB e o Unity implementam mapeamentos para BDs NoSQL
alvo distintos, apesar de ambas as soluc¸o˜es terem desenvolvido camadas de
mapeamento para BDs NoSQL orientados a documentos. Assim, a fim de
tornar a competic¸a˜o entre as abordagens mais justa, foram executados 2 ex-
perimentos, um para cada uma das abordagens.
O BDR utilizado nestes experimentos diz respeito a dados sobre ves-
tibulares para ingresso na UFSC. A Figura 19 apresenta o esquema lo´gico
do BDR utilizado. O BDR possui 6 tabelas onde sa˜o armazenados dados so-
bre candidatos, suas opc¸o˜es de curso, seus resultados e a qual evento (qual
concurso vestibular) eles esta˜o associados.
Uma ma´quina com processador Intel Core i3-2430M, 6 GB DDR3
3http://www.unityjdbc.com/
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Figura 19 – Esquema do BDR referente a vestibulares da UFSC.
1066mHz RAM, rodando o kernel Linux 3.19.0-26 (distribuic¸a˜o XUbuntu
15.04) foi utilizada para a execuc¸a˜o dos experimentos. As instaˆncias dos BDs
NoSQL foram instaladas localmente e configuradas para usarem apenas um
nodo de armazenamento. Apo´s a criac¸a˜o do BD em cada um dos BDs NoSQL
alvos, cada instruc¸a˜o SQL foi executada 3 vezes e a me´dia dos tempos de
execuc¸a˜o foi considerada.
4.2.1 Experimento SimpleSQL
SimpleSQL e´ ma camada que possibilita o acesso SQL sobre dados ar-
mazenados no SimpleDB. O SimpleDB e´ um BD NoSQL que implementa um
modelo de dados orientado a documento criado e mantido pela Amazon. Por
ser um servic¸o da Amazon, o SimpleDB na˜o pode ser instalado e configurado
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localmente. Desta forma, o acesso e´ feito via Web. Os dados armazenados e
acessados durante o experimento foram armazenados de maneira distribuı´da
na regia˜o leste do EUA.
Na˜o foi possı´vel executar o SimpleSQL para a execuc¸a˜o de novos tes-
tes. Assim sendo, foram reproduzidos os mesmos experimentos apresentados
em trabalhos que descrevem esta abordagem (Calil e Mello (2012) e Ferreira,
Calil e Mello (2013)). O conjunto de dados utilizado nos experimentos desta
dissertac¸a˜o e´ o mesmo utilizado pelos autores dos artigos que propo˜em o Sim-
pleSQL. O mesmo ambiente de testes utilizado para os experimentos do Sim-
pleSQL foi utilizado para a SQLtoKeyNoSQL. Nos experimentos do Sim-
pleSQL foi utilizado um processador Core i5-2430M, 6 GB DDR3 1066mHz
RAM em um sistema operacional Windows 7.
Para a comparac¸a˜o entre as 2 abordagens sa˜o considerados apenas
alguns comandos SQL: CREAT ETABLE, DROPTABLE, ALT ERTABLE,
INSERT e SELECT . As instruc¸o˜es DDL, bem como as instruc¸o˜es INSERT ,
sa˜o executadas sobre a tabela Candidato populada com 50000 linhas. A Ta-
bela 2 compara o tempo de execuc¸a˜o entre as 2 abordagens para cada uma
das instruc¸o˜es.
Instruc¸o˜es SQL SimpleSQL SQLtoKeyNoSQL
CREATE TABLE 47 ms 2 ms
ALTER TABLE 3h 40m 19s 3h 38m 56s
DROP TABLE 3h 27m 37s 2h 40m 21s
INSERT 3h 29m 24s 3h 27m 36s
Tabela 2 – Comparac¸a˜o de tempo de execuc¸a˜o entre SimpleSQL e SQLto-
KeyNoSQL.
Percebe-se pela Tabela 2 que apenas ha´ diferenc¸as significativas para
as instruc¸o˜es DROP TABLE e CREAT E TABLE. No caso da instruc¸a˜o
CREAT E TABLE, como ja´ dito anteriormente, a SQLtoKeyNoSQL na˜o exe-
cuta operac¸o˜es sobre os BDs alvo, mas apenas sobre o diciona´rio de dados
que e´ mantido em memo´ria. Por isso, seu custo e´ bem menor do que o
apresentado pelo SimpleSQL que cria estruturas no SimpleDB na execuc¸a˜o
desta instruc¸a˜o. Ja´ para a instruc¸a˜o DROP TABLE, a diferenc¸a nos tempos
de execuc¸a˜o se deve a` forma com que os registros sa˜o excluı´dos. Enquanto
a abordagem SimpleSQL exclui os registros (mapeados para itens) no Sim-
pleDB atrave´s de um filtro pela chave, a SQLtoKeyNoSQL exclui os registros
pela chave de acesso, que no caso do SimpleDB, sa˜o representadas pela chave
de acesso do item. Assim, o SimpleSQL realiza um filtro para exclusa˜o dos
itens, enquanto a SQLtoKeyNoSQL exclui o item sem filtros apenas utili-
zando a chave de acesso do item otimizando a exclusa˜o.
Para as instruc¸o˜es ALTER TABLE e INSERT a diferenc¸a no tempo de
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execuc¸a˜o na˜o foi ta˜o significativa. Apesar disso, verifica-se que a SQLtoKey-
NoSQL possui desempenho superior. A diferenc¸a nos tempos de execuc¸a˜o de
ambas as instruc¸o˜es reside no fato de que, para ambas, o SimpleSQL arma-
zena informac¸o˜es de metadados no SimpleDB (em uma espe´cie de diciona´rio
de dados) gerando requisic¸o˜es de armazenamento maiores que as apresenta-
das pela SQLtoKeyNoSQL.
Com relac¸a˜o aos testes com a instruc¸a˜o de selec¸a˜o, somente 2 consul-
tas foram comparadas, pois outros testes realizados pelo SimpleSQL e que
envolvem instruc¸o˜es SELECT utilizam a cla´usula LIKE em filtros e esta
cla´usula na˜o e´ suportada pela SQLtoKeyNoSQL. A Figura 20 apresenta os
comandos de selec¸a˜o considerados nos testes.
Figura 20 – Consultas consideradas no experimento do SimpleSQL.
Consulta SimpleSQL SQLtoKeyNoSQL
C1 3,15 min 0.96 min
C2 24,85 min 13,39 min
Tabela 3 – Comparac¸a˜o do tempo de execuc¸a˜o entre SimpleSQL e SQLto-
KeyNoSQLpara consultas.
A Tabela 3 apresenta os tempos de execuc¸a˜o para as consultas da Fi-
gura 20. A abordagem SQLtoKeyNoSQLmostra-se consideravelmente supe-
rior em termos de desempenho. Para C1, o tempo de execuc¸a˜o do SimpleSQL
e´ 3x maior que o tempo gasto pela abordagem proposta. A diferenc¸a nos tem-
pos de acesso reside na forma em que os dados sa˜o acessados. O SimpleSQL
acessa um registro de cada vez no SimpleBD, enquanto que, grac¸as ao me´todo
GetN a SQLtoKeyNoSQL pode acessar ate´ 2500 (limite imposto pelo Sim-
pleDB) registros por acesso ao BD. O algoritmo de junc¸a˜o implementado pela
SQLtoKeyNoSQL (Hash Join cla´ssico) tambe´m mostrou-se mais eficiente se
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comparado ao utilizado pelo SimpleSQL (combinac¸a˜o de chaves por simila-
ridade). Mais detalhes sobre o algoritmo de junc¸a˜o utilizado pelo SimpleSQL
sa˜o fornecidas no pro´ximo capı´tulo.
4.2.2 Experimento Unity
Unity e´ uma camada que possibilita o acesso atrave´s de SQL a dados
armazenados nos BDs NoSQL MongoDB ou Cassandra. Ale´m disso, o Unity
possibilita o acesso simultaˆneo a BDR (na˜o necessariamente na nuvem) e
BDs NoSQL. Assim, e´ possı´vel que tabelas de um BDR estejam armazena-
das tanto em um BDR quanto em um BD NoSQL. O Unity tambe´m oferece
suporte a junc¸o˜es, que podem ser executadas a partir de tabelas mantidas em
diferentes BDs alvo.
Este experimento visa comparar o desempenho de instruc¸o˜es de con-
sulta do Unity com a SQLtoKeyNoSQL. Ele realiza a execuc¸a˜o de 4 con-
sultas, sendo 2 delas consultas simples sem filtros e outras 2 consultas que
definem junc¸o˜es. Neste experimento, na˜o sa˜o utilizados filtros nas consultas
tendo em vista que a versa˜o de avaliac¸a˜o do Unity na˜o proveˆ esta capacidade.
A Figura 21 apresenta as consultas que foram executadas.
Figura 21 – Consultas consideradas no experimento do Unity.
Com base na execuc¸a˜o destas consultas foi gerado o gra´fico apresen-
tado pela Figura 22. Percebe-se, pelo gra´fico, que a abordagem proposta nesta
dissertac¸a˜o possui um desempenho superior ao Unity para as 2 primeiras con-
sultas. Este resultado indica que a forma de acesso adotada pela abordagem e´
promissora e e´ vantajosa sobre a te´cnica utilizada pelo Unity. Pore´m, o Unity
apresentou melhor desempenho no processamento de junc¸o˜es. Um possı´vel
motivo e´ que o algoritmo de junc¸a˜o utilizado pelo Unity e´ uma variac¸a˜o do
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Figura 22 – Comparac¸a˜o do tempo de execuc¸a˜o entre Unity e SQLtoKey-
NoSQLpara consultas.
Hash Join que realiza otimizac¸o˜es na combinac¸a˜o e no acesso aos registros,
enquanto que o algoritmo utilizado pela SQLtoKeyNoSQL foi o Hash Join
cla´ssico sem otimizac¸o˜es.
Apesar da SQLtoKeyNoSQLter apresentado um desempenho inferior
ao Unity na execuc¸a˜o de junc¸o˜es, a abordagem e´ flexı´vel e permite que o
algoritmo de junc¸a˜o possa ser modificado. Esta flexibilidade permite que
novos algoritmos de junc¸a˜o possam ser projetados e futuramente avaliados
visando melhorar o desempenho da abordagem.
4.3 CONSIDERAC¸O˜ES FINAIS
Este capı´tulo apresentada algumas avaliac¸o˜es experimentais visando
verificar a efica´cia da abordagem proposta nesta dissertac¸a˜o. Inicialmente,
experimentos para avaliac¸a˜o do overhead apresentado pela camada foram
executados. Atrave´s destes experimentos pode-se afirmar que a camada pos-
sui um overhead na˜o proibitivo.
Ale´m disso, experimentos de comparac¸a˜o entre a abordagem proposta
e outras 2 abordagens da literatura (SimpleSQL e Unity) foram realizados.
SQLtoKeyNoSQL demonstrou um desempenho superior na execuc¸a˜o das
instruc¸o˜es SQL comparado com o SimpleDB. Em particular, apresentou um
desempenho significativo na execuc¸a˜o de consultas com filtros e no proces-
samento de junc¸o˜es. Ja´ com relac¸a˜o ao Unity, a abordagem apresentou um
desempenho levemente superior na execuc¸a˜o de consultas simples e um de-
sempenho inferior na execuc¸a˜o de junc¸o˜es. Estes resultados sa˜o interessantes
no sentido de ressaltar a necessidade de aprimoramento, principalmente dos
algoritmos de junc¸a˜o, na abordagem proposta.
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5 TRABALHOS RELACIONADOS
Este capı´tulo descreve as abordagens relacionadas ao foco desta
dissertac¸a˜o presentes na literatura. Elas sa˜o classificadas neste trabalho em
duas categorias: Layer e Storage Engine. Abordagens do tipo Layer imple-
mentam uma camada de software que define uma abstrac¸a˜o sobre um BDs
NoSQL, permitindo ao usua´rio a definic¸a˜o e a manipulac¸a˜o dos dados uti-
lizando instruc¸o˜es SQL. Ja´ abordagens do tipo Storage Engine modificam o
mecanismo de armazenamento de BDRs. Desta forma, os dados sa˜o cria-
dos e manipulados em um ambiente relacional, pore´m, armazenados em um
BDs NoSQL. Para cada uma das abordagens sa˜o descritos o modelo de dados
NoSQL utilizado, as regras de mapeamento propostas entre os modelos e as
estrate´gias para processamento de junc¸o˜es.
Todos os exemplos de mapeamento apresentados sa˜o baseados em um
esquema relacional para um domı´nio de Cinema constituı´do pelas tabelas da
Figura 23 (estas tabelas ja´ foram apresentadas na Figura 5(A)).
5.1 ABORDAGENS DO TIPO LAYER
Abordagens classificadas como Layer traduzem instruc¸o˜es SQL para
as interfaces de acesso especı´ficos dos BDs NoSQL. Uma camada e´ im-
plementada entre as requisic¸o˜es do usua´rio e a interface de acesso ao BD
NoSQL. Ela e´ responsa´vel por receber as instruc¸o˜es SQL, traduzı´-las e exe-
cuta´-las sobre o BD NoSQL. Quatro propostas sa˜o descritas nesta sec¸a˜o: Sim-
pleSQL, que implementa uma camada sobre o SimpleDB (FERREIRA; CA-
LIL; MELLO, 2013); JackHare, que e´ uma camada sobre o HBase (CHUNG
et al., 2013); Unity, uma camada que permite acesso a dados armazenados
em BDRs e BDs NoSQL na nuvem, mais especificamente, o BD NoSQL
MongoDB e o Cassandra(LAWRENCE, 2014); e Rith et al., que permite
Figura 23 – BD Relacional no Domı´nio de Cinema.
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consulta a dados relacionais e NoSQL, em particular, os BDs MongoDB e
Cassandra (RITH; LEHMAYR; MEYER-WEGENER, 2014). As subsec¸o˜es
a seguir descrevem algumas caracterı´sticas dessas abordagens e, ao final, elas
sa˜o comparadas com a soluc¸a˜o proposta nesta dissertac¸a˜o.
5.1.1 Estrate´gia de Mapeamento
SimpleSQL e´ uma abordagem que permite que usua´rios executem
instruc¸o˜es SQL DDL e DML sobre o SimpleDB, que implementa o modelo
de dados orientado a documento. O modelo de dados do SimpleDB possui
os conceitos de domı´nio, item, atributo e valor. Um domı´nio e´ composto
por um nome dom e um conjunto de itens iti na forma (dom,{it1,. . .,itn}).
Cada item e´ composto de um nome name e uma colec¸a˜o m de atribu-
tos na forma {name: {key1 : value1;. . .; keym : valuem}}, sendo cada
keyi o nome de um atributo (sua chave de acesso) e valuei o valor de
keyi. O SimpleSQL converte um BDR db em um domı´nio com nome
db. Cada um dos itens deste domı´nio representa um chave prima´ria pk
(o nome do item, i.e., name) de uma tabela t de db, ou seja, cada linha
de t e´ representada por um item do SimpleDB. Para cada item, o Sim-
pleSQL cria um atributo especial chamado SimpleSQL TableName que ar-
mazena o nome de t. Por exemplo, a tabela Filmes e´ armazenada no
domı´nio Cinema como: {1 : {SimpleSql TableName : “ f ilmes”; nome :
“Psycho”;diretor : “1”; ano : “1960”}}, {11 : {SimpleSQL TableName :
“ f ilmes”; nome : “T heGod f ather”; diretor : “2”; ano : “1972”}} e {111 :
{SimpleSQL TableName : “ f ilmes”; nome : “Patton”; diretor : “2”; ano :
“1970”}}.
JackHare e´ um framework composto por um compilador SQL, um dri-
ver JDBC e um me´todo que utiliza a tecnologia Map-Reduce (DEAN; GHE-
MAWAT, 2008) para acessar dados armazenados no HBase. HBase e´ um BD
NoSQL que segue o modelo de dados orientado a colunas. Um BD neste
modelo e´ composto por um namespace. Cada namespace possui uma se´rie
de HTables que, por sua vez, possuem um conjunto de famı´lias de colunas.
Cada famı´lia de coluna possui um conjunto de colunas acessadas por chaves
e compostas por colunas e valores. Na˜o e´ requerido que todas as ocorreˆncias
de uma HTable tenham as mesmas colunas.
O mapeamento realizado pelo JackHare segue as seguintes regras: (i)
cada BDR db e´ mapeado para uma HTable K com o mesmo nome de db;
(ii) cada tabela t pertencente a` db e´ mapeada para uma famı´lia de colunas f
com o mesmo nome de t; (iii) cada linha r de t e´ mapeada para um conjunto
de pares chave-valor K que representa as suas colunas e respectivos valores.
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Figura 24 – Tabelas do BD Cinema mapeadas para o HBase atrave´s do
JackHare.
A chave deste conjunto e´ obtida concatenando a chave prima´ria de r com o
nome de t; (iv) uma coluna c de r e´ mapeada para uma coluna C pertencente
a` K.
A Figura 24 ilustra o resultado do mapeamento do BD Cinema para
o HBase. A borda mais externa representa um BD HBase. A Figura apre-
senta tambe´m as famı´lias de colunas Filmes e Diretores. As tuplas da tabela
Filmes, por exemplo, esta˜o representadas na famı´lia de colunas Filmes. Os
hexa´gonos apresentam os identificadores do conjunto de colunas e as setas
apontam para suas respectivas colunas e valores.
Outra abordagem que implementa uma camada de acesso relacio-
nal a BDs NoSQL e´ o Unity. Esta abordagem utiliza o BD NoSQL Mon-
goDB para manter os seus dados. MongoDB tambe´m e´ um BD orientado
a documento, sendo seu modelo de dados composto pelos conceitos de BD,
colec¸o˜es de documentos e documentos. Documentos sa˜o compostos por um
conjunto de pares chave-valor. Unity realiza o mapeamento de um BDR
db para um BD MongoDB Mdb com o mesmo nome de db. Cada uma
das colec¸o˜es Mc de Mdb representa uma tabela t de db. Cada linha r de
t e´ um documento Md ∈ Mc. Atributos e valores de r sa˜o representados
por pares nome atributo : valor atributo. Por exemplo, a tabela Filmes e´
convertida para a seguinte colec¸a˜o de documentos: {1 : {nome : “Psycho”;
diretor : “1”; ano : “1960”}}, {11 : {nome : “T heGod f ather“; diretor : “2“;
ano : “1972“}} e {111 : {nome : “Patton“; diretor : “2“; ano : “1972“}}.
Rith et al. apresenta uma abordagem que permite a execuc¸a˜o de con-
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sultas SQL no MongoDB e no Cassandra. Para tanto, sa˜o criados conectores
que realizam o parsing de consultas SQL, enviam para o BD alvo e retornam
o resultado. Na˜o sa˜o fornecidos detalhes do mapeamento de instruc¸o˜es de
consulta SQL. Mesmo assim, imagina-se que este mapeamento seja trivial
para consultas envolvendo apenas uma tabela, uma vez que ambos os BDs
alvo possuem uma linguagem de consulta semelhante em sintaxe ao padra˜o
SQL.
5.1.2 Processamento de Junc¸o˜es
BDs NoSQL oferecem, em geral, operac¸o˜es que manipulam registros
individuais, diferentemente dos BDR, onde as operac¸o˜es sa˜o baseadas em
conjuntos, incluindo operac¸o˜es de junc¸a˜o. Assim sendo, enquanto o padra˜o
SQL permite consultas complexas com junc¸o˜es, BDs NoSQL na˜o suportam
tal funcionalidade, cabendo a` soluc¸a˜o de interoperabilidade tratar o processa-
mento de junc¸o˜es.
No caso do SimpleSQL, uma consulta e´ decomposta em uma lista de
atributos, tabelas, junc¸o˜es e filtros. Caso existam junc¸o˜es, ele os divide em
consultas simples com filtros, se necessa´rio. Apo´s obter o resultado de cada
uma destas consultas, e´ criada uma tabela que respeita o esquema do resultado
esperado. Os itens de resposta do resultado sa˜o combinados por similaridade
utilizando as chaves prima´rias e estrangeiras do esquema relacional, tomando
por base as informac¸o˜es de mapeamento entre os esquemas relacional e de
documento do SimpleDB. O desempenho do processamento das junc¸o˜es e´,
obviamente, dependente do volume de dados envolvido.
JackHare permite que usua´rios executem consultas envolvendo
junc¸o˜es utilizando-se de operac¸o˜es Map-Reduce. Inicialmente, e´ realizada
uma verificac¸a˜o do tamanho das tabelas. A menor das tabelas e´ transformada
em uma lista de chaves na fase de Map. A lista de chaves e´ armazenada no
HBase. Na sequeˆncia, combinam-se os valores da tabela maior com a lista
de chaves, atualizando a lista. Este processo tambe´m e´ feito com operac¸o˜es
Map-Reduce a fim de se valer do paralelismo para obter ganho de desempe-
nho. Apo´s todas as entradas terem sido combinadas, a abordagem retorna a
lista de chaves ja´ combinadas, que constitui a fase de Reduce. Esta te´cnica
permite que o JackHare manipule grandes volumes de dados.
Unity possibilita o acesso integrado a diversas fontes de dados na nu-
vem, sejam relacionais ou BDs MongoDB. Assim sendo, se a junc¸a˜o for exe-
cutada sobre uma u´nica fonte relacional, a junc¸a˜o e´ processada normalmente.
Caso a fonte seja um BD NoSQL, a abordagem implementa um hash join,
com base nas chaves dos registros, para executar a operac¸a˜o. Caso os dados
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alvo estejam armazenados em 2 fontes, o processador toma uma decisa˜o ba-
seado no tamanho das colec¸o˜es de dados. Se ambas forem grandes, os dados
sa˜o extraı´dos em paralelo e o Unity executa tambe´m um hash join. Se os
dados de uma fonte forem substancialmente maiores que a outra, ele extrai
os dados da menor e os utiliza como filtro na outra fonte, ou ainda copia os
dados para uma tabela tempora´ria em um BDR e enta˜o executa a junc¸a˜o.
A abordagem proposta por Rith et al. na˜o suporta consultas com
junc¸o˜es ate´ o momento da redac¸a˜o desta dissertac¸a˜o.
5.2 ABORDAGENS DO TIPO STORAGE ENGINE
Abordagens nesta categoria modificam a forma pela qual o SGBD ar-
mazena seus dados, permitindo o armazenamento em um formato NoSQL.
Neste caso, a camada fı´sica do SGBD relacional e´ alterada. Abordagens
nesta categoria devem ser capazes de realizar 4 operac¸o˜es sobre a camada
de armazenamento NoSQL: criar, ler, atualizar e deletar dados. Assim sendo,
o SGBD realiza requisic¸o˜es para o mecanismo de armazenamento modifi-
cado, este mecanismo mapeia os dados relacionais para o modelo NoSQL e
executa a operac¸a˜o. Nesta categoria foram encontradas 3 abordagens: Phoe-
nix (ARNAUT; SCHROEDER; HARA, 2011), CloudyStore (EGGER, 2009)
e DQE (VILAC¸A et al., 2013).
5.2.1 Estrate´gia de Mapeamento
Phoenix implementa uma nova storage engine para o SGBD MySQL
armazenando seus dados no Scalaris. Scalaris e´ um BD NoSQL baseado no
modelo chave-valor. Neste modelo, a chave e´ um identificador u´nico para um
elemento (item de dado) e o valor e´ uma descric¸a˜o do elemento. O valor pode
ser de 2 tipos: simples ou complexo. Um valor simples e´ um valor atoˆmico
(e.g., string e integer). Ja´ um valor complexo e´ constituı´do por um conjunto
de pares chave-valor.
Phoenix define um modelo de dados intermedia´rio para realizar o ma-
peamento relacional-chave-valor, chamado VOEM (Value− based OEM).
VOEM e´ uma extensa˜o do modelo OEM (Ob ject Exchange Model) (PA-
PAKONSTANTINOU; GARCIA-MOLINA; WIDOM, 1995). OEM e´ um
modelo de descric¸a˜o de objetos, sendo que cada objeto instanciado possui
um identificador u´nico (oid). VOEM estende as capacidades do OEM com a
noc¸a˜o de chave, ou seja, um subconjunto de atributos do objeto que identifica
um objeto atrave´s de valores. Desta forma, e´ possı´vel identificar uma tupla.
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Figura 25 – Mapeamento da Tabela Filmes para o Phoenix.
Um objeto VOEM e´ descrito pela seˆxtupla v=< oid,λ ,τ,ν ,k >, onde
o oid e´ o identificador do objeto, λ e´ o ro´tulo do objeto, τ indica o tipo do
objeto (simples ou complexo), e ν e´ o valor do objeto. Se o tipo do objeto
for complexo, enta˜o ν conte´m um conjunto de oid. A u´ltima parte de um
objeto VOEM k e´ uma chave que identifica unicamente um par chave-valor.
A Figura 25(A) apresenta a codificac¸a˜o VOEM da tabela Filmes.
VOEM permite o mapeamento do modelo relacional para o modelo
chave-valor. Este mapeamento e´ baseado nas seguintes regras: (i) uma linha
r de uma tabela relacional t e´ representada por um objeto VOEM Oi com
ro´tulo t e seu valor e´ uma colec¸a˜o de oids que mapeiam todas as colunas de
r; (ii) cada coluna c de tipo τ de r e´ mapeada para um objeto VOEM Oi com
ro´tulo c e tipo τ .
A colec¸a˜o de objetos e´ transformada em um grafo VOEM rotulado V
(Figura 25(B)). Cada ve´rtice de V e´ um objeto e cada uma das arestas um
relacionamento entre objetos. Este grafo e´ usado para criar a chave de cada
objeto VOEM O. Para definir a chave, e´ feita uma busca em profundidade
cuja origem e´ o primeiro nodo de V e destino o ve´rtice O. Na Figura 25(C), o
par chave-valor ”/ f ilme/nome/1 => Psyco”, tem sua chave definida atrave´s
da concatenac¸a˜o dos ro´tulos do caminho do objetos VOEM f 1 ( f ilme), c2
(nome) (Figura 25(B)) e do valor 1 da chave prima´ria (representada no grafo
como c1) que identifica a linha mapeada.
Por fim, o mapeamento de VOEM para o modelo chave-valor e´ mais
intuitivo: um objeto VOEM O e´ mapeado para um par chave-valor kv, onde
a chave e´ a chave de O. Se o valor de O for simples, enta˜o, o valor de kv
sera´ o mesmo de O. Se o valor for complexo, o valor de kv sera´ o conjunto
de valores dos objetos VOEM que formam o valor de O mapeados para o
modelo chave-valor. Por exemplo, o objeto ”f1”(Figura 25(A)) e´ apresentado
ja´ mapeado no modelo chave-valor na Figura 25(C).
CloudyStore e´ uma abordagem similar a` Phoenix, pore´m, realiza o
mapeamento para um BD NoSQL orientado a colunas denominado Cloudy
(EGGER, 2009). O modelo de dados do Cloudy e´ similar ao do Hbase, ou
seja, ele e´ composto por keyspaces, famı´lia de colunas, conjuntos de colunas
acessados por chaves, colunas e valores.
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Figura 26 – BD Cinema mapeado para o HBase pelo CloudyStore.
CloudyStore propo˜e 3 regras para mapear um BDR para o modelo de
dados do Cloudy: (i) um BD db e´ mapeado para uma keyspace K com o
nome db; (ii) uma tabela t de db e´ mapeada para uma famı´lia de colunas com
o mesmo nome de t; (iii) uma linha r de t e´ mapeada para um conjunto de
pares chave-valor rk de K, sendo a chave de rk uma chave interna do MySQL
para r (conhecida como rowid). Cada coluna c de r e´ mapeada para uma
coluna ck pertencente a` rk, cujo nome sera´ c.
A Figura 26 apresenta o mapeamento do BD Cinema. As tabelas
Filmes e Diretores sa˜o mapeadas para as famı´lias de colunas Filmes e
Diretores, respectivamente. Cada linha de uma tabela e´ mapeada para pares
chave-valor. Por exemplo, a primeira linha de Filmes e´ mapeada para um
valor {”nome” : ”Psyco”,”diretor” : ”1”,”ano” : ”1960”} na famı´lia de
coluna Filmes. As chaves a, b, c, d e e para as colunas das famı´lias (borda
pontilhada na Figura 26) representam os rowids que identificam as tuplas no
MySQL.
DQE e´ uma abordagem que define uma storage engine para o SGBDR
Derby, armazenando os dados no BD orientado a colunas HBase. Seu mape-
amento e´ baseado em 4 regras: (i) um BD db e´ mapeado para uma keyspace
K com o nome de db; (ii) cada tabela t de db e´ mapeada para uma HTable ht
nomeada com t; (iii) uma linha r de t e´ mapeada para um conjunto de pares
chave-valor rk de ht; (iv) cada coluna c de r e´ mapeada para uma coluna ck
pertencente a` rk, com o nome de c. Se o BD possuir atributos indexados,
DQE cria, para cada atributo, uma nova HTable, sendo os valores do atributo
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Figura 27 – BD Cinema mapeado pela Abordagem DQE.
mapeados para uma linha nesta tabela. A chave da linha e´ uma coluna que
mante´m o valor indexado e uma outra coluna atua como identificador da rk,
indicando a linha da tabela a` qual o valor indexado pertence.
A Figura 27 apresenta o mapeamento para o BD Cinema. O mape-
amento gera 3 HTables: as duas primeiras (Figura 27(A)) correspondem a`s
tabelas Filmes e Diretores, enquanto a terceira (Figura 27(B)) representa o
mapeamento de um ı´ndice criado para o atributo ano da tabela Filmes. Nesta
tabela de ı´ndice, a chave da linha e´ o atributo indexado (ano) e o valor e´ a
chave da coluna que possui este valor de ano na respectiva HTable. Se o
atributo indexado na˜o possuir um valor u´nico, enta˜o uma HTable diferente e´
criada para o atributo indexado, onde o atributo indexado sera´ a chave e, para
cada ocorreˆncia do atributo indexado, e´ criado um par (coluna, valor), onde a
coluna e´ a chave do valor na respectiva HTable e o valor e´ vazio.
5.2.2 Processamento de Junc¸o˜es
As abordagens do tipo Storage Engines na˜o implementam estrate´gias
especı´ficas para o processamento de junc¸o˜es. Elas utilizam as te´cnicas im-
plementadas pelos SGBDRs. O SGBDR cria o plano de consulta e o otimiza,
verifica as junc¸o˜es a serem executadas e somente faz requisic¸o˜es a`s storage
engines para buscar os dados envolvidos na consulta. Desta forma, o SGBDR
e´ o responsa´vel por este processamento.
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5.3 ANA´LISE COMPARATIVA
Esta sec¸a˜o apresenta um compartivo entre as abordagens descri-
tas neste capı´tulo. Este comparativo inclui a abordagem proposta nesta
dissertac¸a˜o e considera as seguintes caracterı´sticas (Tabela 4): (i) o tipo da
abordagem (Layer ou Storage Engine); (ii) o SGBD NoSQL para o qual foi
desenvolvido; (iii) o modelo de dados NoSQL que a abordagem interopera;
(iv) quais instruc¸o˜es SQL a abordagem suporta (as abordagens JackHare e
Rith et al. na˜o implementam todos as instruc¸o˜es DML e por isso sa˜o marca-
das como DML Restrita); (v) se a abordagem utiliza um diciona´rio de dados
para manter informac¸o˜es de mapeamento; e (vi) como a abordagem processa
junc¸o˜es, se for o caso.
Abordagem Categoria BD NoSQL Modelo NoSQL Suporte SQL Diciona´rio Junc¸o˜es
SimpleSQL (2013) Layer SimpleBD Documento DDL+DML Subset Sim Similaridade
JackHare (2013) Layer HBase Colunar DML Restrita + DDL Sim Map-Reduce
Unity (2014) Layer MongoDB/Cassandra Documento/Colunar DML Subset Sim Hash-Join
Rith et al. (2014) Layer Cassandra/MongoDB Colunar/Documento DML Subset - -
Phoenix (2011) Storage Engine Scalaris Chave-valor Instruc¸o˜es MySQL Na˜o SGBD
CloudyStore (2009) Storage Engine Cloudy Colunar Instruc¸o˜es MySQL Sim SGBD
DQE (2013) Storage Engine HBase Colunar DDL+DML Subset Sim SGBD
SQLtoKeyNoSQL(2015) Layer Baseados em Chave Baseados em Chave DDL+DML Subset Sim Hash-Join
Tabela 4 – Comparativo dos Trabalhos Relacionados.
Cada uma das abordagens possui um forma u´nica para realizar o ma-
peamento do esquema de dados e das instruc¸o˜es SQL. Nota-se que existem
soluc¸o˜es para diversos modelos de dados NoSQL, pore´m, cada uma das abor-
dagens realiza o mapeamento de maneira diferente. Mesmo as abordagens
JackHare e DQE, que realizam o mapeamento para o mesmo BD NoSQL
alvo (Hbase) possuem mapeamentos distintos para alguns conceitos, tornando
o mapeamento algo muito singular. O mapeamento executado pela SQLto-
KeyNoSQL e´ apresentado na sec¸a˜o 3.2 e difere-se das demais abordagens por
na˜o depender unicamente de um BD NoSQL especı´fico, mas sim dos modelos
de dados, apresentando um nı´vel de abstrac¸a˜o maior e possibilitando maior
flexibilidade.
Ainda, a grande maioria das abordagens e´ limitada ao mapeamento
de apenas um modelo de dados NoSQL. Apesar da abordagem Unity su-
portar mais de um modelo de dados alvo, sua arquitetura e´ baseada em co-
nectores que sa˜o responsa´veis pelo mapeamentos dos modelos de dados e
das instruc¸o˜es. Este conectores sa˜o complexos e devem ser desenvolvidos
pelo usua´rio. A abordagem proposta nesta dissertac¸a˜o contribui com uma
abstrac¸a˜o (modelo canoˆnico) para a realizac¸a˜o do mapeamento. O modelo
canoˆnico proposto permite que um esquema relacional possa ser mapeado
para qualquer um dos BDs NoSQL baseados em chave, independente do mo-
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delo de dados utilizado. O usua´rio tambe´m e´ responsa´vel pelo desenvolvi-
mento de conectores, pore´m os conectores apenas devem ser implementar as
4 operac¸o˜es apresentadas na sec¸a˜o anterior.
Outro ponto a salientar e´ que as abordagens baseadas em Storage
Engine, por estarem implantadas em um SGBDR especı´fico, suportam, em
geral, o mapeamento de qualquer operac¸a˜o SQL disponibilizada por este
SGBDR. Ja´ as abordagens baseadas em Layer limitam-se a mapear apenas
algumas instruc¸o˜es SQL DML e/ou DDL, devido ao custo de implementar
a transformac¸a˜o de cada uma delas para o SGBD NoSQL alvo. Em contra-
partida, abordagens do tipo Layer sa˜o mais flexı´veis, uma vez que na˜o sa˜o
atreladas a um SGBD relacional especı´fico.
A presenc¸a de um diciona´rio e´ fundamental para as abordagens ba-
seadas em Layer, pois a gereˆncia do mapeamento e´ feito por uma camada
de software especı´fica para a interoperabilidade e tal informac¸a˜o e´ vital para
proceder as converso˜es estruturais e de instruc¸o˜es. Mesmo assim, verifica-se
que boa parte das abordagens Storage Engine tambe´m o consideram.
Um desafio na efetivac¸a˜o da interoperabilidade entre o modelo relaci-
onal e os modelos NoSQL e´ o suporte a junc¸o˜es, inexistente em BDs NoSQL
para na˜o comprometer a disponibilidade e a escalabilidade de acesso, e que
deve ser provido pela abordagem. Conforme indicado na Tabela 4, aborda-
gens da categoria Storage Engine utilizam o SGBDR para o processamento
de junc¸o˜es. Ja´ as abordagens baseadas em Layer utilizam diversas te´cnicas,
na˜o havendo um consenso, conforme descrito a seguir.
O SimpleSQL utiliza uma te´cnica de junc¸a˜o baseada em similaridade,
combinado os dados utilizando as chaves prima´rias e estrangeiras do esquema
relacional. O JackHare executa junc¸o˜es utilizando Map-Reduce, combinando
os valores pelas respectivas chaves atrave´s de paralelismo. Unity executa
junc¸o˜es utilizando uma te´cnica de hash join onde as chaves hash sa˜o o con-
junto de chaves primarias da linha. A abordagem SQLtoKeyNoSQL tambe´m
e´ capaz de processar junc¸o˜es. Ela suporta o Hash Join (onde a chave hash sa˜o
os atributos da condic¸a˜o de junc¸a˜o) e o Sort-Merge Join (as linhas sa˜o ordena-
das com base nos atributos da condic¸a˜o de junc¸a˜o) e sua arquitetura permite
que o algoritmo de junc¸a˜o seja alterado e novos sejam implementados. A
abordagem proposta por Rith et al. na˜o e´ capaz de processar junc¸o˜es.
Na literatura tambe´m foram encontrados outros trabalhos semelhan-
tes, pore´m, com um foco diferente do adotado nesta dissertac¸a˜o. O Yes-
quel (AGUILERA et al., 2015) e´ uma gerenciador de dados que possui su-
porte SQL com caracterı´sticas apresentadas por BDs NoSQL (disponibili-
dade, escalonamento, etc). Entretanto, diferentemente da SQLtoKeyNoSQL,
o Yesquel propo˜e um nova arquitetura de BD com estas capacidades. Outro
foco e´ o adotado pelo MoSQL (TOMIC; SCIASCIA; PEDONE, 2013), que
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propo˜e uma Storage Engine para o MySQL mantendo os dados armazena-
dos de maneira distribuı´da, pore´m em memo´ria, a fim de proporcionar maior
disponibilidade e escalabilidade horizontal aos dados. Outra abordagem re-
lacionada e´ o SOS-Plataform (ATZENI; BUGIOTTI; ROSSI, 2012), que de-
senvolve uma camada para padronizar o acesso a dados em BDs NoSQL.
Entretanto, ela na˜o oferece suporte para instruc¸o˜es SQL nem processamento
de junc¸o˜es. Ela define apenas um mapeamento baseado em me´todos da API
REST, diferente da abordagem proposta nesta dissertac¸a˜o, que define um mo-
delo canoˆnico como abstrac¸a˜o dos modelos de dados NoSQL.
Com base nesta ana´lise da literatura e´ possı´vel afirmar que a aborda-
gem SQLtoKeyNoSQLapresenta, como principal contribuic¸a˜o, a sua flexibi-
lidade de mapeamento, que possibilita o armazenamento de dados relacionais
e o seu acesso, de forma transparente, a diversos BDs NoSQL com modelos
de dados baseados em chave de acesso.
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6 CONCLUSA˜O
A demanda por gerenciamento de Big Data vem crescendo nos u´ltimos
anos. Estas demandas incluem alta disponibilidade, alto desempenho no tra-
tamento dos dados e alta escalabilidade. BDRs na˜o sa˜o totalmente adequados
a aplicac¸o˜es que requerem este tipo de demanda. Para atender essas neces-
sidades, novas soluc¸o˜es de gerenciamento de dados, os denominados BDs
NoSQL, esta˜o sendo cada vez mais utilizados. Os modelos de dados imple-
mentados pelos BDs NoSQL na˜o sa˜o compatı´veis com o modelo de dados
relacional e, como consequeˆncia, na˜o suportam o padra˜o SQL de consulta.
Este e´ um impedimento para um grande nu´mero de aplicac¸o˜es que utilizam
SGBDRs e na˜o desejam arcar com um alto custo de migrac¸a˜o e curva de
aprendizagem para tecnologias NoSQL.
Assim, faz-se necessa´ria a criac¸a˜o de soluc¸o˜es que lidem com a inte-
roperabilidade no sentido relacional→NoSQL atrave´s da execuc¸a˜o de mape-
amentos entre modelos de dados e suas operac¸o˜es, e que na˜o comprometam
demasiadamente o desempenho das aplicac¸o˜es. Duas principais soluc¸o˜es po-
dem ser vislumbradas para lidar com este problema, conforme descrito no
Capı´tulo 5: (i) modificar os SGBDRs de forma que estes manipulem os
dados em um ambiente relacional e os armazenem em BDs NoSQL; e (ii)
desenvolver uma abstrac¸a˜o/camada capaz de manipular os dados relacionais
atrave´s da SQL e os armazenar em BDs NoSQL. Esta dissertac¸a˜o adota a
segunda soluc¸a˜o considerando a flexibilidade que ela proporciona, ou seja,
independeˆncia de SGBD, gerenciamento simultaˆneo de mu´ltiplas fontes de
dados, dentre outras.
SQLtoKeyNoSQL e´ uma camada proposta nesta dissertac¸a˜o que per-
mite o armazenamento e a manipulac¸a˜o de dados utilizando instruc¸o˜es SQL
sobre BDs NoSQL. Para prover este acesso, a abordagem conta com um mo-
delo canoˆnico. O modelo e´ composto por uma se´rie de chaves organizadas
hierarquicamente e tem como objetivo abstrair os modelos de dados NoSQL
baseados em chave de acesso, permitindo um mapeamento simples de esque-
mas de dados relacionais para qualquer BD NoSQL baseado em chave. Ale´m
disso, para a execuc¸a˜o das instruc¸o˜es SQL sobre os BDs NoSQL, a camada
proveˆ um mapeamento de instruc¸o˜es para um conjunto de me´todos baseados
na API REST. Para executar tais me´todos sobre os BDs NoSQL alvo, e´ ne-
cessa´rio a implementac¸a˜o de conectores. Os conectores apenas necessitam
implementar os me´todos primitivos, realizando a traduc¸a˜o de cada um deles
para a API do BD NoSQL alvo.
A soluc¸a˜o proposta nesta dissertac¸a˜o tem como contribuic¸a˜o o modelo
canoˆnico hiera´rquico, uma vez que este modelo viabiliza uma abordagem que
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independe do BD NoSQL alvo e depende apenas do suporte a algum modelo
de dados baseado em chave. Outra contribuic¸a˜o desta dissertac¸a˜o e´ o con-
junto de regras de mapeamento de esquemas e de instruc¸o˜es SQL. Estes ma-
peamentos possibilitam o mapeamento do esquema relacional para o modelo
canoˆnico e do modelo canoˆnico para cada um dos BDs alvo, ale´m do mapea-
mento das instruc¸o˜es SQL para a API de acesso de BDs NoSQL. Ale´m disso,
a arquitetura proposta para a SQLtoKeyNoSQL possui como caracterı´stica
principal a independeˆncia entre seus componentes, possibilitando, assim, que
os componentes sejam facilmente alterados. Os experimentos realizados para
avaliac¸a˜o da efica´cia da abordagem proposta tambe´m sa˜o considerados como
contribuic¸a˜o desta dissertac¸a˜o.
Os experimentos realizados possuı´am como objetivo verificar o
overhead praticado pela abordagem e a comparac¸a˜o com abordagens pre-
sentes na literatura. Os experimentos relacionados a` overhead demostraram
que a abordagem apresenta um overhead na˜o proibitivo se comparado com
o tempo de execuc¸a˜o da execuc¸a˜o direta das instruc¸o˜es no BD NoSQL. Es-
tes experimentos tambe´m mostraram que o overhead da execuc¸a˜o sobre BDs
NoSQL chave-valor e´ maior que os demais. Esse fato se deve a` simplici-
dade imposta por este modelo de dados. Mesmo assim, o tempo de proces-
samento de consultas sobre os BDs do modelo chave-valor e´ semelhante aos
demais modelos. Ja´ os experimentos de comparac¸a˜o com as abordagens Sim-
pleSQL e Unity demostraram que a SQLtoKeyNoSQL possui desempenho
satisfato´rio e competitivo.
O experimento que realizou a comparac¸a˜o da abordagem proposta
com o SimpleSQL demonstrou que para todas as instruc¸o˜es SQL executa-
das a SQLtoKeyNoSQL possui um desempenho superior. Destaca-se que
a execuc¸a˜o dos comandos DML na camada proposta obtiveram tempos de
execuc¸a˜o significativamente menores que os tempos apresentados pelo Sim-
pleSQL. Este fato deve-se, principalmente, pela forma na qual os dados sa˜o
acessados. Enquanto o SimpleSQL acessa todos os registros de maneira indi-
vidual utilizando filtros, a abordagem proposta acessa os dados em blocos e
apenas realiza filtros trave´s da camada. Em comparac¸a˜o com o Unity, a abor-
dagem proposta apresenta desempenho superior no acesso ao dados. Pore´m,
a SQLtoKeyNoSQL possui um desempenho inferior na execuc¸a˜o de junc¸o˜es.
Esta diferenc¸a no desempenho do processamento das junc¸o˜es e´ devido ao al-
goritmo utilizado para realizar as junc¸o˜es. O algoritmo utilizado pelo Unity
e´ um Hash Join otimizado, enquanto o algoritmo Hash Join implementado
ate´ o momento para a SQLtoKeyNoSQL e´ uma versa˜o cla´ssica do mesmo
algoritmo sem nenhum tipo de otimizac¸a˜o.
Esta dissertac¸a˜o, mesmo apresentando diferenciais em relac¸a˜o a` lite-
ratura relacionada, apresenta alguns pontos a melhorar. Um deles e´ o na˜o
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particionamento das tabelas. A SQLtoKeyNoSQL armazena tabelas em dife-
rentes BDs NoSQL alvo, pore´m, cada tabela deve ser armazenada em apenas
um BD alvo a fim de reduzir a complexidade de gerenciamento. O partici-
onamento de tabelas pode trazer ganhos de desempenho ao explorar melhor
o paralelismo no acesso aos dados. Outro ponto a melhorar neste trabalho,
e´ o na˜o aproveitamento das linguagens de consulta utilizadas como forma de
acesso por alguns BDs NoSQL. BDs NoSQL cujo modelo de dados e´ orien-
tado a documentos ou a colunas geralmente oferecem linguagens de consulta,
se comparados com os BDs chave-valor. Entretanto, justamente pelo fato
dos BDs chave-valor na˜o possuı´rem linguagens de consulta, mas se enqua-
drarem como BDs NoSQL baseados em chave de acesso, ou seja, uma das
categorias de BD NoSQL alvo dessa dissertac¸a˜o para fins de mapeamento,
a abordagem optou por na˜o considerar o mapeamento para instruc¸o˜es destas
linguagens de consulta. Optou-se pelo suporte apenas a` capacidades ba´sicas
de consulta (interfaces de acesso) que sa˜o comuns a todos os BDs NoSQL
baseados em chave de acesso. Outra limitac¸a˜o a ser ressaltada, e´ a rigidez
imposta pela abordagem quanto ao formato dos esquemas BDs NoSQL utili-
zados, pois o esquema dos dados deve ser criado e gerenciado pela camada.
Na˜o e´ possı´vel, por exemplo, a inclusa˜o de um BD NoSQL previamente de-
finido e o acesso aos seus dados atrave´s da camada proposta. Ale´m disso, a
abordagem proposta limita-se a utilizar o diciona´rio de dados em memo´ria,
apesar de armazenar uma co´pia em disco.
Apesar dos pontos que necessitam de melhorias, pode-se afirmar que
esta dissertac¸a˜o cumpre o objetivo de definir uma nova abordagem para
execuc¸a˜o de instruc¸o˜es SQL sobre BDs NoSQL. A abordagem SQLtoKey-
NoSQL e´ flexı´vel e permite que diferentes fontes de dados NoSQL sejam ma-
nipuladas simultaneamente. Ela permite tambe´m que tabelas de um mesmo
BDR sejam armazenadas em diferentes BDs NoSQL simultaneamente.
6.1 TRABALHOS FUTUROS
A abordagem proposta nesta dissertac¸a˜o contribui com uma nova es-
trate´gia de acesso a dados armazenados em BDs NoSQL baseados em chave
atrave´s da linguagem SQL. Apesar das contribuic¸o˜es ja´ alcanc¸adas com esta
versa˜o da abordagem, algumas oportunidades de melhoria podem ser consi-
deradas. Algumas possibilidades de trabalhos futuros sa˜o as seguintes:
• Extensa˜o do modelo canoˆnico para que seja possı´vel a abstrac¸a˜o do
modelo de dados NoSQL orientado a grafos;
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• Experimentos que comparem a abordagem proposta com abordagens
do tipo Storage Engine;
• Estudo comparativo para definir o melhor algoritmo de junc¸a˜o para
cada tipo de modelo de dados, bem como qual o algoritmo que melhor
se adapta a junc¸o˜es entre tabelas armazenadas em modelos de dados
distintos;
• Suporte a ı´ndices para otimizar o acesso aos dados;
• Extensa˜o da proposta para suportar concorreˆncia de acesso por
mu´ltiplos usua´rios;
• Suporte a transac¸o˜es;
6.2 PRODUC¸A˜O DE ARTIGOS
No decorrer do desenvolvimento desta dissertac¸a˜o foram desenvolvi-
dos quatro artigos. O primeiro artigo desenvolvido foi um survey com as
abordagens de interoperabilidade (Relacional-NoSQL) encontradas na litera-
tura. Este artigo foi publicado na ERBD de 2015 e agraciado com o preˆmio
de melhor artigo na trilha de pesquisa. Outro artigo, com a proposta da
dissertac¸a˜o, foi publicado no WTDBD (Workshp de Teses e Dissertac¸o˜es) do
SBBD 2015. O terceiro artigo foi desenvolvido com a abordagem proposta
(sem o processamento de junc¸o˜es) e com os experimentos de overhead, sendo
este publicado no iiWas 2015. Outro artigo, do tipo de survey, foi produzido
para o SIGMOD RECORD, pore´m ainda na˜o foi recebida resposta para esta
submissa˜o. Esta´ previsto o desenvolvimento de mais um artigo, esse com ex-
perimentos de junc¸o˜es e comparac¸o˜es com outras abordagens encontradas na
literatura.
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