This paper presents a new agent-based, bounded-confidence model for discrete onedimensional opinion dynamics and studies its properties computationally. As opposed to other bounded-confidence models, an interacting pair of agents do not converge to a middle opinion, but one agent stochastically converts the other agent. The model can be used to simulate cases where no compromise is possible, such as competing brands or fighting troops. The conversion probability is 0.5 for the basic model, but it can depend on the properties of agents, such as the popularity of the opinion of the agent. In the fully-mixed system, the distribution of time until equilibrium follows the generalized extreme value distribution, and the diffusion coefficient of an opinion is proportional to the number of opinions within its confidence bound. On a 2D lattice, agents form opinion clusters of all sizes and the opinion exchange activity decreases very slowly.
Introduction
Opinion dynamics, as the term is used in the physics community, studies the evolution of systems composed of a large number of individuals characterized by a state (the "opinion") and modify their state by repeated interactions whose rules are based on social observations rather than physical laws. The goal of opinion dynamics is to develop models that capture the essential behavior of social systems.
Several models for opinion dynamics are developed in the last decade [1] . Some of these models are based on agents, each carrying a number (opinion). Agents interact repeatedly and, depending on the details of the dynamics, they may all converge to a single opinion (consensus), to two separate opinions (polarization) or to countably many opinions (fragmentation).
The system is said to be "fully mixed" if all agents are identical and any agent can interact with any other agent (the interaction network is a complete graph). In that case, the agent-based approach may be substituted with the density-based approach that yields a differential equation for the density of opinions over a continuous interval [2] .
In the so-called "bounded confidence" models, two agents interact only if the difference between their opinions is less than a given threshold value, called "uncertainty", "tolerance", or "confidence bound". Agents whose opinions differ by less than the confidence bound are said to be "compatible". Two such models, one by Deffuant et al. [3] and one by Hegselmann and Krause [4] , are widely used and extended. Both models treat opinions as continuous variables whose values are between 0 and 1.
In the model by Deffuant et al., one pair of agents is chosen at each interaction step. If their respective opinions x and x do not differ more than the confidence bound d, the opinions are updated as
(1)
where µ ∈ [0, The Hegselmann-Krause model also uses continuous opinions between 0 and 1 with bounded confidence. It differs from the Deffuant et al. model in the update rule: An agent i is chosen randomly, and its opinion is set to the average opinion of all agents compatible with it.
In both of these models, micro-interactions are designed so that both agents compromise and the entire system would converge to an agreement (within the confidence bound). This paper studies what happens when agents do not compromise, but one agent is converted to the other's opinion. Section 2 lays out the basic rules of the model and describes the resulting dynamics and stationary states. Section 3 displays the results from numerical experiments in fully mixed systems and gives a theoretical estimate for the coefficient of diffusion for a given opinion. Section 4 shows the results of simulations on a 2-dimensional lattice and describes some general features that are expected on nontrivial interaction networks.
The model of interaction
The model comprises N agents, each carrying an integer opinion in the range [1, Q] . Two agents with opinions q and q interact only if 1 ≤ |q − q | ≤ d, that is, if the opinions differ no more than the confidence bound d, which is an integer between 1 and Q − 1. Such a pair of agents is called "compatible". In this study, all agents in the population have the same value for d during a simulation.
Upon interaction, both agents adopt either opinion q or opinion q . In the symmetric (unbiased) case, either outcome has probability 0.5. In the presence of bias, the opinion of the favored agent is adopted by the other agent with probability p > 0.5. An agent can be favored if, e.g., it has a long history of successes, or if its opinion has a larger number of followers.
The distinguishing feature of the present model is the lack of compromise at interaction. In continuous or discrete Deffuant interaction, both agents compromise and adopt a 2 common middle-ground opinion (assuming µ = 1/2). However, such a compromise does not always happen. When a couple disagrees in what movie to see, they do not watch half of each. Similarly, supporters of two electoral candidates do not agree to vote for a third candidate. So this model is about situations where a compromise is not possible or reasonable. The basic unbiased model is equivalent to the discretized Deffuant model with the convergence parameter µ set to 1. However, this equivalence vanishes when bias is introduced. Furthermore, Deffuant-type models are deterministic, while the present model is basically stochastic because the pair's common final opinion is determined randomly.
Many other models, prominently the Deffuant et al. model and its variants, use continuous opinion values instead of discrete values. This approach allows one to see the dynamics with high resolution; however, many instances in life present us with just a few discrete choices which are set beyond our control. We vote for one of the existing political parties, or we purchase one of the available brands of toothpaste. Even if do not like any of these choices, we usually cannot construct the choice that we prefer.
Neither continuous opinion values nor a large number of discrete choices are consistent with the real decision-making mechanisms of the human mind. Observations about the throughput of human mind, reviewed by G.A. Miller [5] , suggest a realistic upper limit for the number of choices. In his classic paper, Miller reviews experiments in which people are asked to differentiate between various one-dimensional sensory stimula, such as sound pitch, sound intensity, shape sizes, colors, brightness, and vibration intensity on skin. Miller concludes that the "channel capacity" of the human mind is limited so that we can distinguish only about 5 to 9 different categories of a one-dimensional stimulus, hence the famous "seven plus or minus two rule".
Because of the limited channel capacity of the human mind, consumers experience "information overload" when faced with more than ten options for a specific item, resulting in confusion about choices and dissatisfaction with their final choice [6] . Similarly, questionnaires used in social research involve interval scales, such as the Likert scale, consisting of only five or seven, or occasionally nine levels of responses [7] . Studies indicate that respondents cannot distinguish further subdivisions of attitudes and opinions [8, 9] . Having too many options is counterproductive, and finer divisions of opinions do not necessarily lead to a more accurate analysis. Therefore it seems reasonable to set up an opinion dynamics model with a small number of discrete choices.
Dynamical features
At every time step of a simulation, one pair of compatible agents is chosen randomly, so that at every step there is exactly one opinion change. Such a definition of time is more efficient than choosing random pairs from the population, as most of random pairs do no result in an opinion change. Figure 1 shows a typical run with five opinions distributed uniformly on 100 agents. The confidence bound d is equal to one, and there is no bias in the interactions. In this particular case we see that opinion 4 loses all of its followers by step 300. After that time agents with opinion 5 cannot interact with any agent, so the number of agents with opinion 5 does not change anymore. Similarly, agents with opinions 1, 2 and 3 keep interacting until the number of followers of opinion 2 drops to zero at step 1017. After that, no more interactions are possible as the surviving opinions 1, 3 and 5 differ by two, which is more than the confidence bound d = 1. 
Agents' motion
Agents move randomly in the opinion space as they interact with other agents. The entire system may require thousands of steps to reach a stationary state (for N = 100), but a given agent changes its opinion only several times (of the order of ten). Even if an agent starts with an extreme opinion, in time it can move to farther, initially incompatible opinions, as long as there are other agents with compatible opinions with whom it can interact and use as a stepping stone.
If there are no agents left with a particular opinion, this opinion is forever lost (unless the model involves some random noise that repopulates it). Absence of an opinion may block the migration of agents in the opinion space. For example, if there are no agents with opinion 3 and if the tolerance parameter d is equal to one, there will be no crossover between opinions 2 and 4 because such an interchange would require interaction with opinion 3 first. If d = 2 such a crossover is possible as agents with opinions 2 and 4 can directly interact.
Competition
The popularity n(q) of an opinion q (the number of agents with opinion q) displays strong fluctuations (Figure 1 ) within the basic fully-mixed, unbiased system (see Section 3). If the opinion has only one other "rival" (compatible opinion), the dynamics is equivalent to the Gambler's Ruin problem [10] , where one player gains one unit with probability 0.5 or loses one unit. In Gambler's Ruin one player eventually loses its entire capital. Similarly, if there are only two opinions within one confidence bound, one of them will collect all the agents, while the other opinion will lose all. However, this convergence may take a long time, especially without bias. Same effect is observed with several competing opinions.
Therefore, the noncompromising model can be used to simulate conflicts, too. With that interpretation, compatible opinions are competing with each other for popularity or resources. If agents are located on rectangular grids, the nodes can represent geographical areas and the entire simulation can represent a battle (Section 4; also cf. [11] ).
End states
An opinion is called stationary if all opinions compatible with it have zero popularity. In the unbiased case and with some biases (see subsection 3.2) the system always ends up in a state composed of several stationary opinions. Because of the stochastic nature of the dynamics, neither the stationary opinions themselves nor their number can be predicted in advance. The same initial conditions may lead to a different set of end states in each simulation. However, we can determine the maximum number m of stationary opinions by considering the tightest possible arrangement of stationary states. If Q is the total number of opinions and d is the confidence bound, starting from opinion one, the tightest stationary arrangement is obtained with steps of d + 1:
Alternatively, one can start at opinion Q and make another tight arrangement by going backwards with steps of d+1. Either case has m states, where m is the maximum number of stationary opinions, given by
where · denotes the integer part. In particular, if d = Q−1, only one stationary opinion (consensus) may exist. For d < Q − 1, there may be one or more stationary states.
If there is a bias in the interaction that favors less-popular opinions, or if there is random noise in opinion values, the system may not be able to arrive at a stationary state.
Fully mixed system
In a "fully mixed" system, all agents have the same features and pairwise interactions between agents do not depend on individual properties. Furthermore, any agent can interact with all other agents as long as the bounded confidence condition is satisfied. A fully mixed system is a model for a small community where individuals are free to move around and discuss. In contrast, Section 4 discusses the case where agents are placed on a lattice and can interact only with their nearest neighbors.
Specialized algorithm
Existence of such a symmetry among agents allows us to create a more efficient algorithm: Since there is no difference between agents, choosing two compatible agents is equivalent to choosing two distinct compatible opinions q, q with nonzero popularities n(q), n(q ). The dynamics is then given by n(q) ← n(q) ± 1, n(q ) ← n(q ) ∓ 1, where the upper or lower sign is taken with the proper probability. In effect, we are treating the opinions themselves as interacting agents.
An opinion is said to be active if it can gain or lose followers, that is, (a) its popularity is nonzero and (b) it is not stationary. The algorithm uses two arrays: The popularity array n = (n(1), . . . , n(Q)) and the activity array a = (a 1 , . . . , a Q ), such that a q = 1 if q is active, and a q = 0 if q is inactive.
Algorithm 1 shows the pseudocode for this algorithm. The algorithm is applicable also when an opinion is favored based on its popularity. At each step, two active and compatible opinions are chosen randomly. If the opinion q is favored (in whatever way favor is defined) the strong (s) opinion is set to q, otherwise the weak (w) opinion is set to q. The parameter p ≥ 0.5 gives the probability that the stronger opinion will prevail. The interaction is unbiased when p = 0.5. The activity array is updated only 5
Algorithm 1
Interaction between fully connected, identical agents Initialize. loop Choose random active opinion q using array a. Choose a compatible active opinion q between max(1, when the popularity of one opinion drops to zero. The update also involves scanning the d-neighborhood of every active opinion to check if any compatible opinion has become stationary.
Biased interactions
In order to make the model more realistic we can introduce a bias in the interaction. When agents are identical, the bias should depend on the popularities n, n of interacting opinions q, q , respectively. For example, if an opinion is shared by more people, it gains new followers more easily. That kind of bias can be modeled in many ways, including:
1. Pairwise majority bias: If n > n , q is favored with probability
2. Global majority bias: If n > n , q is favored with probability
where N is the total number of agents. 3. Fixed bias: If n > n , q is favored with a constant probability p > 0.5.
The pairwise majority bias considers only the relative difference between the two interacting opinions. The global majority bias puts this difference in a system-wide perspective. With the latter, the unfavored agent is not much impressed if the other agent's opinion is not very popular over the entire population. The difference between these two biases is significant only when there are many competing opinions. The fixed bias favors an opinion with the same probability regardless of its relative popularity, so it is not realistic. Each of these biases to majority accelerates the convergence to stationary states.
Figure 2 compares typical time series under different bias conditions. Under pairwise majority bias, the time series is much smoother and reaches the end state rapidly. Global majority bias curves are smoother than the unbiased case, but less so than pairwise bias. They also reach the end state much later than pairwise bias, but still more rapidly than unbiased.
One can also favor minority opinions. For example, if the popularity of an opinion is too high, agents may be set up to "seek novelty" so that interactions are biased toward less popular opinions. In such models stationary states will not exist, but a dynamical equilibrium may be possible. Such biases are not studied in this paper.
Time until equilibrium
We ran simulations with the same parameters many times (between 10 4 and 10 5 ) to gather statistics on the results. We first look at the distribution of ending times, that is, how many steps are required to come to a stationary state.
Unbiased interactions
The values of ending time have a wide distribution. For example, with N = 100 agents, mean ending times are 1000-3000, but the tail extends beyond 10000 (Figure 3 ). With such wide distributions, it is more practical to use the Cumulative Distribution Function (CDF) than to form a histogram. Even with a large number of repeated simulations, if the distribution is wide, a small bin size would create discontinuities in the histogram. So histogram bin size must be sufficiently large, which in turn decreases the resolution. A CDF, in contrast, is always continuous and monotonically increasing. As an added benefit, it is not very sensitive to the ensemble size. Once a fit to the CDF is found, we can differentiate it to determine the histogram of values, i.e., the probability density. Figure 3 shows an example with N = 100 agents and Q = 7 opinions. The horizontal axis is the time t required to reach equilibrium. On the left panel, the vertical axis is the fraction of cases where the simulation ends before t, i.e., the cumulative distribution function for ending times, for d = 1 . . . 6.
Using nonlinear fitting, it is seen that except for short times (t < 500), the distribution of end times is very well approximated by the Generalized Extreme Value (GEV) distribution [12, 13] . The GEV distribution arises from the extreme value theory, a branch of statistics that deals with the maximum (or minimum) value from a set of i.i.d. random numbers. The theory is applied to model a wide variety of phenomena, including flood levels, rainfall, insurance claims, seismic events, and human life span.
The GEV distribution has the cumulative distribution function:
where the notation x + indicates max(x, 0). For small ending times, GEV distribution slightly overestimates the simulation results. In general we see that when the confidence bound d is small, the stationary state is reached more rapidly, and the probability density is narrower. Such a behavior is expected because, with small d, fewer agents interact with each other and equilibrium comes quickly. As d grows, the average and the spread of the probability density grows, too. Similar features are also observed for Q = 2 . . . 6, but are not shown in the figures.
As we use a cumulative distribution function to fit the parameters, the ensemble size is not critical. Ensemble sizes 10 4 and 10 5 yield identical results in the fitted distribution function.
Simulations where Q and d are kept the same but the number of agents N is varied (N = 100 − 1000) suggest that the average end-time scales as O(N 2 ).
Biased interactions
When interactions involve a bias to majority, equilibrium is achieved rapidly because of the positive feedback the bias provides. Like in the unbiased case, the distribution of end times perfectly fits the Generalized Extreme Value distribution (7) . Figure 4 shows the probability density of end times [derivative of (7)] for pairwise majority bias (5) on the left panel and for global majority bias (6) on the right panel, using Q = 7 and d = 1 . . . 6. The number of individuals is N = 98 so that each opinion is initialized with the same number of followers. The parameters m, a and ξ are obtained by a nonlinear fit to the distribution of simulation data.
As in the unbiased case, the most probable end time increases with increasing d, for both kinds of bias. However, because of the existence of bias, the end times are in the order of 100, instead of 1000.
Final opinion distribution
From the simulation data, one can also extract the probability of an agent to end up in a given opinion. Under unbiased interaction, if the opinions are initially uniformly distributed, a given agent can end up in any of the Q opinions with equal probability 9 (see Figure 5 . This is not the case if the initial distribution of opinions are not uniform). Under unbiased interaction, the population's mean opinionq, averaged over the ensemble, remains constant. This can be seen as follows:
Letq 0 be the initial mean opinion. Let two agents carrying opinions q and q interact. If q is converted to q, the new value of the mean opinion isq 1 =q 0 + (q − q )/N . If q is converted to q , the new mean isq 2 =q 0 + (q − q)/N . Each case is realized with probability 0.5, so the expectation value of the mean opinion after interaction is
which shows that unbiased interactions do not change the ensemble-averaged mean opinion. Such a relation does not necessarily hold for biased interactions. Under unbiased interactions, a nonuniform initial opinion distribution results in a nonuniform final distribution. We leave such cases out of the scope of this study.
When interactions are biased to the majority opinion, the end distribution of opinions becomes nonuniform, even though the simulation is initialized with uniform opinions. A comparison of unbiased, pairwise-majority biased and global-majority biased cases is shown in Figure 5 Simulations using Q = 2 . . . 7 and Q = 20 with the same type of biases give similar results. A fixed bias with probability p = 0.51 gives a distribution very close to the unbiased case, and a fixed bias with p = 0.9 gives a distribution very close to the global majority bias. Figure 6 shows the probability that a given opinion ends up as a stationary state, that is, the survival probability. The probabilities do not add up to one because there 10 can be more than one stationary state in the end. These results are extracted from the same simulation data used in the previous subsection.
Survival probability of opinions
Again, the distributions are symmetric with respect to the middle opinion, with the form f (q) = f (Q − q + 1). In the unbiased case, extreme opinions are more likely to survive than middle opinions. Under bias, middle opinions are more likely to survive. As the confidence bound d approaches Q − 1, the distribution becomes uniform.
Distribution of the number of end states
As mentioned in Section 2.1.3, due to the randomness in the system, same initial conditions may lead to different final states in different runs. The system may end up with different numbers of end states. Figure 7 shows the probability density of the number of end states for Q = 10 and N = 1000.
The system is said to be in consensus if all agents finally end up in the same opinion, polarized if there are only two remaining opinions (necessarily incompatible with each other), and fragmented otherwise. For example, using unbiased interactions with Q = 3 and d = 1, 52% of the cases end up with consensus and 48% of the cases with polarization. In general, for a given Q, as d grows, consensus becomes more likely.
With Q = 10 opinions and confidence bound d = 1, there can be at most 5 end states (equation 4), for d = 2 at most 4, for d = 3 at most 3, for d = 4 . . . 8 at most 2 and for d = 9 only one end state. Figure 7 shows that the maximum possible number of states is not the most likely number of stationary states. That is, the system does not become as much fragmented as it can possibly be.
For small values of d, bias to majority makes a significant difference in the distribution. After that, the curves overlap.
The number of agents or the ensemble size do not change these statistics significantly.
Diffusion of opinions
This section studies how fast an opinion spreads within a population under unbiased interactions, assuming that every agent can interact with any other agent.
Let n q (t) be the popularity of opinion q at time step t. By design, at each time step there is exactly one interaction between two compatible agents. If this interaction involves the opinion q, n q will be changed by +1 or −1 with equal probability. If neither agent has opinion q, n q is not changed. Therefore:
where s i can be 1,0, or −1. Unlike the basic random walk, here the step size can be zero. Define
The diffusion law, derived from the regular one-dimensional random walk, states that the variance of position is linear in time, where the constant of proportionality is twice the diffusion coefficient [12] . To arrive at a similar relation, consider the variance of n q :
where · · · indicates an ensemble average (expectation value). Since s i and s j are independent random variables, their covariance s i s j is s 2 i δ ij . Then all cross terms vanish, yielding
The last step follows from the independence of successive steps. Therefore this process also obeys the diffusion equation with the diffusion coefficient D = s 
For example, with Q = 5 opinions and confidence interval d = 2, the opinion q = 1 is compatible with opinions 2 and 3 only, whereas opinion q = 3 is compatible with 1,2,4 and 5.
At every time step a compatible pair of opinions are selected for interaction. We are interested in counting the cases where a particular q is one of these selections. Figure 8 shows the method for a particular case. In general, if the first choice is q, there are p(q; Q, d) second choices. If the first choice is not q but another compatible opinion (there are p(q; Q, d) of them), there is 1 second choice where q is part of the interaction. Therefore, there are altogether 2p(q; Q, d) cases where q is part of an interacting pair, so that s where the denominator gives the number of all possible interactions. From this relation, we read the diffusion coefficient directly:
The reasoning above shows that the diffusion coefficient obeys a simple relation: For given Q and d, the diffusion coefficient increases linearly with the number of compatible opinions. Extreme opinions diffuse slowest because there are only d opinions compatible with them. In contrast, middle opinions diffuse fastest as there are 2d opinions compatible with them.
The result (15) indicates that, keeping q and Q the same, a larger value of the confidence interval d causes faster diffusion for opinion q. If the number of opinions Q is increased while keeping q and d fixed, the diffusion of q slows down because there are more interactions which do not involve q.
Identical agents on 2D-lattice
In fully mixed systems any agent can interact with any other agent directly. However, such complete interaction networks are unrealistic for all but the simplest groups. Scalefree networks or small-world networks provide a better network infrastructure for the simulation of large communities ( [14] [15] [16] , and references within). Also, one can imagine a directed interaction graph, in which case only one of the agents is subject to change its opinion. Due to space limitations, this paper studies only one other type of interaction network, the periodic two-dimensional lattice.
Such a regular arrangement is still an unrealistic representation of personal relationships; however, it can be interpreted as representing the spatial distribution of opinions. Over a lattice, the noncompromising opinion dynamics model can be used to simulate competition, peaceful or hostile. Different opinions could reflect mutually exclusive preferences, so the model simulates the spread (or decline) of a specific choice over a geographic region. The model can also simulate a battlefield, where each interaction is a skirmish between troops located at adjacent cells [11] . At each step, one of the "compatible" opinions loses ground to the other. Opinions that are "incompatible" are not interacting, so they are at peace. However, even "incompatible" opinions are interacting indirectly with each other by means of their direct interactions with middle-range opinions. 
Implementation
As the agents are not assumed to be completely connected anymore, the algorithm used in Section 3 is not applicable. Instead, a direct, brute-force algorithm is used to perform interactions: Choose a random agent, then choose a random neighbor of it; if the two are not compatible, choose another random agent and neighbor. This method is inefficient because it wastes many loops to find a compatible pair at later times of the simulation, but it is sufficient for the purpose of this study. For large-scale simulations a more efficient algorithm would be required, possibly by keeping a dynamic list of active agents to choose from.
Define an agent to be active if it has at least one compatible neighbor it can interact with. As the simulation proceeds, active agents will become sparse due to clustering effects (see subsection 4.3). To see if the simulation should end, the program counts how many random choices are made before an interacting pair is chosen. If this count is higher than a threshold (typically 10 4 for a 100 × 100 lattice), the program scans all agents. If none of the agents is active, the simulation ends. Reaching this end state takes many interactions even for medium-size grids (several million steps on a 100 × 100 grid, starting from a random initial distribution).
End states and blocking
In the fully-mixed system, if the opinion q is a stationary end state, the popularities of all opinions compatible with q must be zero (Section 3). This is not a necessary condition if the interaction network is not a complete graph. Two agents carrying compatible opinions may not be directly connected with each other, but to other agents with incompatible opinions. Figure 9 shows some examples of such static cases. Such arrangements would not be possible on fully connected interactions. The scarcity of connections isolates compatible opinions, creating richer end states.
This blocking effect can be observed in a wide variety of interaction networks, as long as they are not complete graphs. Even if two agents are not directly connected, they can influence each other by means of other agents located between them. Therefore, an interaction becomes more likely and blocking less likely if, on average, there are only a few agents between any given pair. In other words, the strength of the blocking effect depends on the average distance between the nodes of the underlying graph [17] .
The coexistence of compatible opinions depends not only on the interaction network, but also on the confidence interval. Consider, as an example, Q = 4 opinions and Figure 10 shows the time evolution of a multiagent system on a lattice under unbiased dynamics. When opinions are randomly distributed on agents, repeated interactions create clusters of opinion, hence decreasing the randomness. Clustering occurs because once an agent is part of a large cluster, it has fewer compatible agents around it, hence less likely to change its opinion. However, clusters are not static and subject to change at the boundaries.
Clustering
On the other hand, a cluster is not stable, either. The bottom row of Figure 10 is initialized with 5 × 5 clusters of uniform opinion. Any of a pair of compatible agents located side by side has 50% chance of converting the other. As a result, a straight frontier becomes jagged and fingers of compatible opinions invade each other's space. Again, larger and smaller clusters appear.
These snapshots suggest that, unless every opinion is compatible with all others, the system converges neither to a complete segregation with smooth boundaries, nor to a completely disordered state. Instead, the end state consists of a complicated set of opinion clusters, small and large, with even smaller clusters inside them. The system may be self-organizing itself to a critical state from any initial configuration.
Activity density over time
We study the "activity density" a(t) (fraction of active agents at a given time) to parameterize the dynamics of interacting agents on a network. As agents form bigger clusters of opinions, there are fewer active agents left because interactions take place only at the edges of clusters. The activity density is a function of time, and it can be used to see how the system approaches equilibrium. 16 
Effect of lattice size on activity
Panel (a) uses the value d = 1, and evaluates the activity density for different sizes of lattice. The curves of a(t) fall smoothly and sharply until about the 0.2 level and then become almost flat, decreasing only very slowly. Finite-size effects become dominant on the tail, creating statistical fluctuations. Even though ensemble-averaging creates smoother a(t) curves, the standard deviation of each data point does not decrease significantly with averaging. The maximum standard deviation of a data point at the tail is 0.109 for the 50 × 50 lattice, 0.043 for the 100 × 100 lattice and 0.016 for the 200 × 200 lattice.
Examination of these curves reveals a scaling relation for a(t) with respect to the lattice size. If N is the total number of agents on the lattice and k a positive number, we observe a(t; N ) = a(kt; kN ).
In other words, when the time coordinates of the a(t) curve for 200 × 200 lattice are divided by 4, the resulting curve overlaps the a(t) curve for 100 × 100 lattice perfectly. Similarly, dividing the time coordinates of the former curve by 16 makes it match the a(t) curve for the 50 × 50 lattice, except where finite-size effects dominate.
Effect of confidence interval
Panel (b) of Figure 11 compares a(t) for different confidence intervals on a 100 × 100 lattice using five opinions. With a larger confidence interval, the activity density saturates on a larger value.
Effect of majority bias
Introduction of majority bias, as expected, accelerates the approach to equilibrium. Panels (c) and (d) in Figure 11 show that the activity density rapidly decreases to zero. The clusters freeze early in the simulation and steady state is achieved quickly. Equilibrium takes longer with the global majority bias (panel (d)), but not too long. With any kind of bias, the behavior of the activity density is qualitatively different.
Conclusions
This study presents a new bounded-confidence opinion dynamics model. Its main difference is in that the opinions of a pair of agents do not approach each other after interaction, but one agent adopts the opinion of the other. So, microscopic interaction rules do not involve any convergence to a common opinion. Despite this difference, numerical experiments suggest that the fully mixed system always comes to a stationary state. However, it may take a long time to reach equilibrium, especially if there are many agents. The basic model (fully mixed, no bias) is similar to the gambler's ruin problem with several players.
In fully mixed systems, simulations indicate:
• At equilibrium, some opinions survive by eradicating all other opinions in its dneighborhood.
• Without bias or with two particular biases to majority, the distribution of time required to come to equilibrium fits the Generalized Extreme Value distribution perfectly.
• With uniform initial distribution and without bias, an agent can end up in any opinion with equal probability. If there is bias and the tolerance d is small, agents are more likely to be closer to extremes; if d is larger, middle opinions are more likely.
• Whether the end state will be a consensus, polarization or fragmentation depends on the tolerance d and the number of opinions Q. There is an upper bound for the number of end states, but this upper bound is usually not the most probable number.
In fully mixed systems with unbiased interactions, the spread of the popularity of an opinion obeys the diffusion equation. The diffusion coefficient is proportional to the number of compatible opinions.
When the interaction network is not a complete graph, a given opinion may become stationary even if there are other agents compatible with it. This is possible if incompatible agents block the path between compatible agents.
Agents arranged on a 2D lattice can be used to represent spatial relations between competing choices. On a lattice agents tend to form clusters of various sizes. The same evolution is observed when the simulation starts with equal-sized clusters. The activity of the system, the ratio of agents with a compatible neighbor, decreases very slowly without any bias. When interactions involve a bias to majority, the activity rapidly drops to zero.
Like other models for opinion dynamics, the noncompromising model can be extended in several ways. On the microscopic level, the behavior of agents can be modified to allow for individually varying tolerances, mixing tolerant and stubborn agents. Agents may carry vector opinions and may interact with each other only if they are compatible on all dimensions. Noise can be introduced by making agents switch to another opinion spontaneously. Finally, interaction bias can be based on individual properties of agents, e.g., the agent with a longer history of successes may be more likely to convert the other agent.
On the macroscopic level, the interaction network of agents may be changed and properties like diffusion, activity, or equilibrium states can be compared with the fully mixed case. Some obvious modifications include higher dimensional lattices, random networks, small-world networks or scale-free networks.
