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Abstract
We show that there exists a family of irreducible representations ρi (of finite groups Gi) such that,
for any constant t, the average of ρi over t uniformly random elements g1, . . . ,gt ∈ Gi has operator norm
1 with probability approaching 1 as i → ∞. This settles a conjecture of Wigderson in the negative.
1 Introduction
There are known families of finite groups, such as SL2(Fp) as p→∞, which yield expanding Cayley graphs
over a constant number of uniformly random group elements g1, . . . ,gt [2]. In particular, for any nontrivial
irreducible representation ρ of such a group, the expectation of ρ over the gi has operator norm bounded
below 1:
E
{g1,...,gt}
∥∥∥∥∥1t t∑i=1 ρ(gi)
∥∥∥∥∥
op
≤ 1− ε , (1)
where t > 1 and ε > 0 are constants depending only on the group family.
A conjecture of A. Wigderson states that there are universal constants t and ε > 0 such that (1) holds for
any group G and any nontrivial irrep ρ ∈ Ĝ. This would imply that for each ρ , a constant number of random
elements make G “act like an expander” with respect to ρ , and therefore that O(log |Ĝ|) random elements
suffice to turn G into an expander. This holds, in particular, for abelian groups: while no constant number
of elements suffice to make Zn2 into an expander, or even to generate the entire group, just t = 2 elements
suffice to bound the expected norm of any one irrep, with a universal constant ε > 0.
Our strategy will be to work in a family of finite groups of the form G =Kn. Such groups simultaneously
possess high-dimensional representations and the property that any collection of a constant number of group
elements generate a subgroup of constant size. We then show that a representation ρ selected at random
according to the Plancherel distribution contains a copy of the trivial representation when restricted to almost
all relevant small subgroups. This implies that, with high probability in the random elements g1, . . . ,gt , the
expectation of ρ over these elements has operator norm 1.
Our proof focuses on the random variable
XH =
〈ResH χρ ,1〉H
dρ
, (2)
1
where H is a fixed subgroup of a group G and ρ is selected according to the Plancherel measure. Since XH
is the the dimensionwise fraction of ρ that restricts to the trivial representation under H , whenever XH > 0
we have ∥∥∥∥ Eh∈H ρ(h)
∥∥∥∥
op
= 1 .
We will show that for groups of the form Kn, if H = 〈g1, . . . ,gt〉 then XH > 0 with high probability. We do
this by computing the first two moments of XH , first for general group-subgroup pairs, and then specializing
to the groups Kn.
Notation; actions on the group algebra Given a finite group G, let Ĝ denote its set of irreducible repre-
sentations ρ , let χρ(g) = trρ(g) denote their characters, and let dρ = χρ(1) denote their dimensions. Let
C[G] denote the group algebra on G. The left action of G on C[G] obtained by linearly extending the rule
g : g′ 7→ gg′ induces the regular representation of G with character
R(g) =
{
|G| if g = 1 ,
0 otherwise.
As a consequence of character orthogonality, one can express R as the sum
R = ∑
ρ∈Ĝ
dρ χρ .
The algebra C[G] can likewise be given the structure of a G×G representation by linearly extending the rule
(g1,g2) : g 7→ g1gg−12 . The chararacter B of this representation thus satisfies
B(g1,g2) =
∣∣{g : g1gg−12 = g}∣∣ .
Again applying character orthogonality, B can be expressed as the sum
B(g1,g2) = ∑
ρ∈Ĝ
χρ(g1) ·χ∗ρ(g2) .
Finally, the Plancherel measure P on Ĝ assigns each representation τ the probability mass
P(ρ) =
d2ρ
|G| .
Returning now to the random variable XH defined above, we compute its first two moments.
2 The first two moments
The expectation For the first moment, observe that if ρ ∈ Ĝ is distributed according to the Plancherel
measure, then
E
ρ
XH = Eρ
〈ResH χρ ,1〉H
dρ
= ∑
ρ
d2ρ
|G|
〈ResH χρ ,1〉H
dρ
=
1
|G|∑ρ dρ〈ResH χρ ,1〉H
=
1
|G|
〈
ResH ∑
ρ
dρ χρ ,1
〉
H
=
1
|G| 〈ResH R,1〉H =
1
|H| .
2
The second moment For the second moment, observe that
E
ρ
X2H =∑
ρ
d2ρ
|G|
〈ResH ρ ,1〉2H
d2ρ
=
1
|G|∑ρ 〈ResH×H χρ × χ
∗
ρ ,1〉H×H
=
1
|G| 〈ResH×H B,1〉H×H =
1
|G|
1
|H|2 ∑h1,h2∈H |{g : h
−1
1 gh2 = g}| .
Thus
Var
ρ
[XH ] = Eρ X
2
H −
1
|H|2 =
1
|H|2
(
∑
(h1,h2)∈H×H
Pr
g
[h1 = g−1h2g] − 1
)
=
1
|H|2 ∑
(h1,h2)∈H×H
(h1,h2) 6=(1,1)
Pr
g
[h1 = g−1h2g] =
1
|H|2 ∑h∈H
h6=1
|hG∩H|
|hG| ≤
1
|H| ∑h∈H
h6=1
1
|hG| ,
where hG = {g−1hg : g ∈ G} is the conjugacy class of h in G.
Applying Chebyshev’s inequality, we conclude that
Pr
ρ
[XH = 0]≤ Pr
[∣∣∣XH − 1|H|∣∣∣≥ 1|H|
]
≤ |H| ∑
h∈H
h6=1
1
|hG| . (3)
3 Groups of the form G = Kn and the main theorem
We consider now the groups G = Kn, where K is a finite group with no center. We will prove the following.
Theorem 1. Let K be a finite group with center {1} and let G = Kn. Let t be such that 2|K|t ≤ α√n, let
h1, . . . ,ht be independent elements selected uniformly from G, and let ρ = ρ1⊗·· ·⊗ρn be chosen according
to the Plancherel measure on Ĝ. Then
Pr
ρ ,{hi}
[XH = 0]≤ 2α√
n
+
(
2−1/α |K|α
)√n
,
where H is the subgroup generated by the elements h1, . . . ,ht and XH is defined as in (2). It follows that
there exists a representation ρ = ρ1⊗·· ·⊗ρn so that
Pr
{hi}
[∥∥∥1
t ∑i ρ(hi)
∥∥∥
op
< 1
]
≤ 2α√
n
+
(
2−1/α |K|α
)√n
.
If Eh∈H ‖ρ(h)‖op = 1, then certainly E{hi} ‖ρ(hi)‖op = 1. Thus, with high probability in the group
elements {hi}, almost all representations ρ have norm 1 when averaged over the hi, where “almost all” is
defined with respect to the Plancherel measure.
Note that for any fixed K, there is an α > 0 such that Pr[XH = 0] = o(1). Thus in order to bring the
expected norm of ρ down to 1− ε for any constant ε > 0, we need t = Ω(logn) = Ω(log log |G|) random
elements. Compare this to the Alon-Roichman theorem [1], which states that O(log |G|) random elements
suffice with high probability to bound the norm of every irrep ρ , and thus turn G into an expander. We have
not attempted to close this gap.
3
Anticipating the proof, we collect a few facts about subgroups of Kn. Let pii : Kn → K be the homomor-
phism that projects onto the ith coordinate of Kn. For a sequence h1, . . . ,ht of t elements of Kn, define the
function s : {1, . . . ,n} → Kt by the rule
s(i) = (pii(h1), . . . ,pii(ht)) .
Observe that if s(i) = s( j) then the ith and jth coordinates of any product of the hi are identical.
Lemma 1. Let H be the subgroup of Kn generated by t elements h1, . . . ,ht. Then |H| ≤ |K||K|t .
Proof. As Kt has cardinality |K|t , the coordinates of Kn can be partitioned into no more than |K|t sets, each
of which is constant for any product of the hi. It follows that they generate a group of size no more than
|K||K|t .
For an element g = (g1, . . . ,gn) ∈ Kn, let supp(g) = |{i : gi 6= 1}| denote the size of the support of g. We
extend the definition to subgroups: for a subgroup H < Kn, define
supp(H) = min
h∈H
h 6=1
supp(h) .
While the exact relationship between supp(H) and its generators may be complicated, we can give a lower
bound for supp(H) in terms of the partition formed by the function s defined above. Specifically, for a
sequence of elements h1, . . . ,ht, let
d = d(h1, . . . ,ht) = min
s∈Kt
|{i : s(i) = s}|
denote the size of the smallest set in the partition, and observe that if h is a product of some sequence of
the hi not equal to 1, then supp(h) ≥ d. In particular, if H is the subgroup generated by the hi, we have
supp(H)≥ d(h1, . . . ,ht).
Lemma 2. Let h1, . . . ,ht be t uniformly random elements of Kn. Then
Pr
[
d(h1, . . . ,ht)≤ n2|K|t
]
≤ 4|K|
2t
n
.
Proof. For a given element s ∈ Kt , let Xs be the random variable equal to the size of the corresponding set in
the partition, {i : s(i) = s}. Since Xs is binomially distributed as Bin(n,1/|K|t), we have EXs = n/|K|t and
VarXs ≤ n/|K|t . By Chebyshev’s inequality,
Pr
[∣∣∣∣Xs− n|K|t
∣∣∣∣≥ n2|K|t
]
≤ 4|K|
t
n
.
Since there are |K|t elements of Kt , the union bound implies the statement of the lemma.
Note that the random variable Xs obeys the Chernoff bound, making it much more concentrated than the
second moment calculation we did here suggests, but this is not important to our results.
We finally return to the proof of Theorem 1.
4
Proof of Theorem 1. Let h1, . . . ,ht be t elements chosen independently and uniformly at random from Kn,
and let H denote the subgroup they generate. Additionally, let ρ = ρ1 ⊗·· ·⊗ρn be a representation of Kn
selected according to the Plancherel measure. Then with d = d(h1, . . . ,ht) as above,
Pr
ρ ,{hi}
[XH = 0]≤ Pr{hi}
[
d < n
2|K|t
]
+ Pr
ρ ,{hi}
[
XH = 0 d ≥ n2|K|t
]
≤ 4|K|
2t
n
+ max
{hi} such that
d≥n/2|K|t
Pr
ρ
[XH = 0] ,
(4)
the second line following from Lemma 2.
As K has no center, any nontrivial element g∈K has at least two conjugates. In particular, the centralizer
Zg = {h | g = h−1gh} is a proper subgroup of K. It follows that for an element h 6= 1 of Kn the conjugacy
class hKn has cardinality |hKn | ≥ 2supp(h). If d ≥ n/2|K|t , then supp(H)≥ n/2|K|t and
|H| ∑
h 6=1
1
|hKn | ≤ |H|
2 2−supp(H) ≤ |K|2|K|t 2−n/2|K|t ,
by Lemma 1. Writing 2|K|t ≤ α√n, we have
|H| ∑
h 6=1
1
|hKn | ≤
(
2−1/α |K|α
)√n
.
Combining equations (3) and (4) gives
Pr
ρ ,{hi}
[XH = 0]≤ 2α√
n
+
(
2−1/α |K|α
)√n
,
completing the proof.
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