ABSTRACT. We establish asymptotic upper bounds on the number of zeros modulo p of certain polynomials with integer coefficients, with p prime numbers arbitrarily large. The polynomials we consider have degree of size p and are obtained by truncating certain power series with rational coefficients that satisfy simple differential equations.
Introduction
In 1996, Heath-Brown [He96] showed that for sufficiently large prime numbers p, the Heilbronn sum ∑ (x mod p) exp(2πi ax p p 2 ) is bounded above by Cp 11 12 when a is not divisible by p, so that Weyl's criterion implies the uniform distribution of the sequence {x p mod p 2 : x mod p} (here C denotes an absolute constant). The novelty of his approach was to reduce the problem (after an application of Cauchy-Schwarz and a suitable change of variables) to counting the number of solutions to a polynomial congruence modulo p and then to achieve a non-trivial count by a modification of Stepanov's method appearing in the proof of the Riemann hypothesis for a curve over a finite field [St69, Bo73] . Coincidentally, in 1992, Mit'kin [Mi92] had considered just this counting question for two polynomials (one of which happened to be the one used in [He96] ). Moreover, he used the same methods and obtained the same bound of [He96] . Our focus is to consider generalisations of this counting problem.
For a prime number p ≥ 3, we consider polynomials F(x) having rational coefficients with denominators coprime to p and with degree d. Let N p (F) denote the number of solutions to the congruence F(x) ≡ 0 mod p. We are interested in bounds for N p (F) with p sufficiently large when the degree d has size proportional to p. It is clear that in this generality one cannot say better than the trivial bound N p (F) ≪ p. Indeed if F(x) = x p − x, then N p (F) = p and moreover for any a ≡ 0 mod p, N p (F − a) = 0. A much deeper example can be found in the theory of elliptic curves. Consider the Legendre elliptic curve over F p for p > 3, given by y 2 = x(x − 1)(x − λ ) with λ = 0, 1. Let H p (λ ) = ∑ 2 , be the Hasse-Deuring invariant. Finally let a p (λ ) = N − p + 1 where N counts the number of F p -rational points on the curve. Then it is known (Igusa [Ig58] , Dwork [Dw62] ) that a p (λ ) ≡ (−1) D H p (λ ) mod p. It therefore follows that the number of solutions to the polynomial congruence H p (λ ) ≡ A mod p, for any fixed A is essentially the same as the number of isomorphism classes of such that the number of such classes is essentially the Kronecker class number H(λ 2 − 4p) of an imaginary quadratic field. It can then be shown that for |A| < 2 √ p, (see for example [Le87] for details)
There is also a lower bound of the form ≫ 
The truncated logarithm is not special in this regard and Mit'kin established the same asymptotic bound for the truncated exponential
For the proof, one constructs an auxiliary polynomial Φ (not vanishing identically) in several variables with relatively low degree in each variable, but with a high order of vanishing at each root of F(x) in the prime field. Then, N p (F) is bounded by the degree of Φ divided by the order of vanishing.
To create Φ with high order of vanishing at the selected points, Leibniz' rule is used so that the higher derivatives of Φ are forced to vanish at most of the roots of the original polynomial. In the case of the truncated logarithm and exponential, this is achieved using the fact that each satisfies a differential equation of the form
for each n = 1, 2, 3, ..., where a n (x), b n (x) and c n (x) denote polynomials, of low degree relative to n, with integer coefficients (for the moment, we will be intentionally imprecise about what is meant by "low degree"). Then since f (x) is constant at our points of interest (and obviously as is x p − x), the values taken by these (weighted) higher derivatives of f (x) are those taken by certain polynomials of low degree. It is then not difficult to determine that construction of Φ amounts to finding a nontrivial solution to a system of linear equations. After this construction, one has to verify that when the variables in Φ are specialised for the problem under consideration, the resulting new polynomial, which is now of one variable, does not vanish identically (see Section 2 for some details).
It is interesting to note that L is obtained by truncating a G-function, while E is a truncation of an E-function (both types of functions were introduced by Siegel [Si29] ; see the notes by Beukers [Be08] for recent results). Also the Hasse invariant H p above is a truncation of the hypergeometric function 2 F 1 ( 1 2 , 1 2 , 1; x). It is then a natural question to ask if perhaps there is a much larger class of such polynomials F for which there is a non-trivial estimate for N p (F). To this end, one could consider either E-or G-functions with rational Taylor coefficients but it is not clear how one should truncate these in a natural way. We illustrate this with the following example: let
and let R(x) be the polynomial obtained by truncating r(x) with 0 ≤ k ≤ p−3
2 . This polynomial satisfies a differential equation similar to (1) and we can show that N p (R) ≪ p 2 3 (we omit the details). Now consider instead the series
.
The polynomial associated with it should still be naturally truncated at p−3 2 (determined by the vanishing of the denominators of the coefficients) but now the highest power of x is too small so that we lack a formula of the type (1) involving x p − x.
Our purpose in this note is extending the class of polynomials with high degree that have o(p) roots as p grows without bound, but which are obtained by truncating suitable functions that satisfy a higher order differential equation. We observe that the methods of [Mi92] and [He96] can be modified to accomplish this for truncations of polylogarithms and polyexponentials, for which we obtain an upper bound much weaker than a power saving in p. In general, the difficulty is twofold: the higher order derivatives depend on lower order derivatives (which are obviously non-constant at the roots of the polynomial) and the non-vanishing property requires, in essence, an algebraic independence involving the polynomial and its derivatives.
Our result, when applied to truncations of polylogarithms, may be stated as follows:
Our analogous result for polyexponentials is similar:
Theorem 2. Let k ∈ N ∪ {0}, and let E k denote the truncated polyexponential
Remark. Finally, we consider the analogous question for the Bessel function
for which we are able to save a power of p. Here we were unable to adapt the methods used above involving algebraic independence and so appeal to Siegel's original argument [Si29] showing the algebraic independence of J 0 (x) and J ′ 0 (x) over the complex numbers. The argument can be applied with suitable modifications provided that the degree of the auxiliary polynomial in each variable is sufficiently small relative to p; this is a consequence of tame ramification, i.e., the ramification index at a point is relatively prime to p, which allows expansion of algebraic elements as a Puiseux series. This technique is not possible in general, as noted by Chevalley [Ch51] , as Puiseux series do not account for Artin-Schreier extensions.
For the truncation of the Bessel function, we assume that p ≥ 3 and let
Our result for the truncated Bessel function may then be stated as follows:
The proof of Theorem 3 works equally well for the truncation of Bessel functions of higher order
provided that λ is small relative to p.
Review of the Mit'kin/Heath-Brown construction.
Here, we give the details of the basic mechanics of Stepanov's method as applied in [Mi92] and [He96] to the case of L(x) (the method for E(x) is similar). One first constructs a polynomial
and deg Z Φ ≤ C; and, furthermore, with the requirement that Ψ(x) = Φ(x, f (x), x p ) is not identically zero, but vanishes at each root of L(x) in F p with order at least D. This would guarantee that
and thus yield a bound on N 0 . By differentiating Ψ(x) with use of (1) and observing that all terms of the form x p − x may be discarded, one finds that it is enough to require
to guarantee the vanishing of Ψ(x) at the zeros of L(x) while maintaining that Φ(x, y, z) not vanish identically. The left-hand side of (2) simply reflects that we are arranging
n=0 yields D polynomials with coefficients that are linear forms in the coefficients of Φ, and the term A + 2D + C represents a bound on the degree of the polynomials appearing in each higher derivative of Ψ(x), which was obtained by use of (1). On the right-hand side, the term ABC is a consequence of the number of coefficients appearing in Φ.
The second part of the argument is deeper and reflects the transcendental nature of the power series giving rise to the polynomial. One has to show that Ψ(x) itself is not identically zero, and the arguments in [Mi92] and [He96] are essentially the same on this, using the observation that Ψ(x) will not vanish identically if it does not also vanish modulo x p . This has the effect of putting restrictions on the parameters A, B and C above, namely that they cannot be chosen too small. Writing
it is enough to show that the smallest c in this sum for which
. This is Lemma 3 in [He96] , and is established using Leibniz' rule, the binomial theorem, and an inductive argument. For L(x), it is then enough to set
3. Proof of Theorem 1.
Construction of the auxiliary polynomial .
We first establish a series of lemmas on L k (x). Our first lemma establishes that
for each n = 1, 2, 3, ..., where each a k,n (x), b k,n (x) and c k,n,i (x), with i = 1, ..., k − 1 are polynomials with integer coefficients of degree at most n + 1, n − 1, and n, respectively.
Proof. That this is true for
is Lemma 1 of [He96] . For k > 1 and n = 1, one has
Assume that (3) has been verified for k > 1 and some n ≥ 1. Differentiating (3) and multiplying by x(x − 1) yields a left-hand side equal to
k (x), and for the right-hand side one obtains
Therefore one may set
By the inductive argument, these polynomials possess integer coefficients and satisfy the required bounds on degrees.
Our second lemma, regarding a product of the functions L 1 (x), ..., L k (x), is essentially an application of Leibniz' rule, which allows us to bound the degree of the coefficients for terms appearing in higher derivatives. This will motivate our definition of the auxiliary polynomial.
Lemma 2. Let a, c 1 , ..., c k be nonnegative integers. The derivative
if not identically zero, is equal to a sum of polynomials of the form
and p(x), q 1 (x), ..., q l (x) are polynomials where
and
In the proof of Theorem 1, we will need to use the fact that the auxiliary polynomial we define does not vanish identically, and this is precisely why the sum ∑ k i=1 ic i appears. In the case of k = 1, this is unimportant, as powers of L 1 (x) simply decrease. For general k, the same is not necessarily true:
Proof. The case of k = 1 follows as in [He96] : By Lemma 1, one may write
where the degrees of a 1,m (x) and b 1,m (x) are less than m + 1 and m − 1, respectively, and all coefficients are integers. Successive application of this property implies that
either vanishes or is a sum of polynomials of the form
c 1 −l modulo x p − x with integer coefficients, where 0 ≤ l ≤ min{c 1 , n} and p(x), q 1 (x), ..., q l (x) are certain polynomials. We let each of the polynomials q 1 (x), ..., q l (x) equal a 1,m (x) for some m by Leibniz' rule, and therefore the sum of their degrees is at most r + l; in fact, we may thus define g 1 , ..., g l so that deg q i ≤ g i + 1 for each i = 1, ..., l and
The polynomial p(x) will simply represent {x(1 − x)} n−r d n−r dx n−r (x a ), and is thus a polynomial of degree n − r + a. As
the result then follows for the case of k = 1. If k > 1, a similar argument applies: Setting r 1 , ..., r k nonnegative with r = r 1 + · · · r k , Lemma 1 yields that
may be written as a sum of polynomials of the form 
As in the case of k = 1, p(x) represents {x(1 − x)} n−r d n−r dx n−r (x a ), and either vanishes or is a polynomial of degree n − r + a. Furthermore, Lemma 1 implies that the polynomials q i (x) may have degree bounded by g i rather than g i + 1, depending on whether q i (x) occurs as a coefficient of a polylogarithm; the bounds occurring in the case of k = 1 are thus again valid, and the result follows.
Finally, in order to prove the nonvanishing of the auxiliary polynomial, we will need to prove that at least one of its coefficients does not vanish. Our third lemma identifies a nonvanishing term in a higher derivative of a product of the functions L 1 (x), ..., L k (x). We introduce the following notation: For a polynomial f , possibly of multiple variables, let a( f ) denote the degree of f in its first variable. If f is a polynomial in k + 1 variables z, x 1 , ...,
Let us now define a class of functions that will be useful for the proof of Theorem 1.
Definition. Let S denote the class of polynomials f in k + 1 variables with coefficients in
Such a polynomial f will appear in our auxiliary polynomial, which will not vanish mod x p .
Lemma 3. Suppose that (1) f ∈ S and (2) 0
where G f ∈ S does not vanish identically; in particular, x p ∤f (x). 
By the proof of Lemma 5 of [He96] , the component of the coefficient of (4) is nonzero. As this is the only contribution to the coefficient of (5), it follows that the coefficient of
where, as in Lemma 1, the function g j,l (x) is a linear combination of L 1 (x),...,L j−2 (x), x p − x, and 1, with coefficients equal to polynomials of low degree in x. As in the previous case, the term in S f (x) containing the exact product
is obtained from only
By Leibniz' rule, we may write
Furthermore, we have
where ∑ c j r=1 l r = a( f ) + 1 − l. It follows from (6), (7) and (8) that the coefficient of
As c j < p, it follows as in the proof of Lemma 5 of [He96] that this sum is nonzero in F p . Again, the coefficient of
The existence of G f has thus been established. By Lemma 1 and Leibniz' rule, it follows that that a G f ≤ 3a( f ) + 2 and c G f ≤ c( f ) − 1. Therefore
Suppose that c( f ) = 0; then it is obvious by definition of S that
, and thus
which contradicts the induction hypothesis.
We are now prepared to present the proof of Theorem 1.
Proof of Theorem 1. Let us define
Our goal is to retrieve an expression for the higher derivatives of
, with coefficients equal to polynomials of low degree in x.
Furthermore, let us require that the largest sum ∑ k i=1 ic i of (c 1 , ..., c k ) with c i ≥ 0 appearing together as a product of powers of x 1 , ..., x k in Φ k is at most C. We wish to select the coefficients of Φ k appropriately to guarantee that Ψ (n) k (x) vanishes at almost all zeros of L k (x) for all n < D, with D to be chosen (caveat lector: the labelling used here is somewhat different from that appearing in [He96] ). By appropriate selection of A, B, C, and D, it will suffice to require that
Let S(C, k) denote the number of possible values of (c 1 , ..., c k ). The function Φ k will thus have AB · S (C, k) unknowns λ a,b,c 1 ,. ..,c k that we must select, as in the right-hand side of (2). A term of the form
The polynomial {x(1 − x)} n d n dx n (x a ) is either identically zero or of degree equal to a + n, and we have x bp ≡ x b mod x p − x. By Lemma 2, we may therefore write where deg x f (x; k, d 1 , ..., d k , n) < A + B + 2n for each d 1 , . .., d k and n < D. As we are considering only the zeros of L k (x) in F p , we may disregard all terms in (9) where d k is nonzero, as well as any terms in {x(1 − x)} n Ψ (n) k where x p − x appears. Therefore our system of coefficients for Ψ 
there will exist a nontrivial choice of coefficients of Φ k for which Ψ (n) k vanishes at the zeros of L k (x) for n < D (excepting 0 and 1). This concludes the proof of (i).
For the proof of (ii), we must verify that Ψ k (x) does not vanish identically with this choice of coefficients. We may write We let A = D = (log p) 2 and C = ε log p, where ε is chosen suitably small so that condition (2) is satisfied. As S(C, k) =
This latter follows from the discussion in Section 2 and using the fact that the contributions of L 1 (x), ..., L k (x) to the degree of Ψ k as a polynomial in a single variable appear as products
Proof of Theorem 2.
As with L k (x), we require a few preliminary results on E k (x).
Lemma 4. The truncated kth polyexponential E k (x) satisfies
for each n = 1, 2, 3, ..., where each a k,n (x), b k,n (x) and c k,n,i (x), with i = 0, ..., k − 1 are polynomials with integer coefficients of degree at most n, n − 1, and n, respectively.
Proof. The case of E 0 (x) = E(x) is Lemma 2 of [Mi92] . If k > 1, we have
, so one may set a k,1 (x) = 0, b k,1 (x) = 0, c k,1,i (x) = 0 for i = 0, ..., k − 2, and c k,1,k−1 (x) = 1. For the inductive step, differentiating (10) and multiplying by x gives a left-hand side equal to
For the right-hand side, we obtain
Lemma 5. Let a, c 0 , ..., c k be nonnegative integers. The derivative
Proof. This follows from Lemma 4; the proof is similar to that of Lemma 2.
If f is a polynomial in k + 2 variables z, x 0 , ..., x k , let
The remainder of the proof follows as in Lemma 3.
Proof of Theorem 2. As with L k (x), it is necessary to construct an auxiliary polynomial Φ k , but the proof mirrors that of Theorem 1. In fact, with C as the bound on ∑ k i=1 ic i and E as the bound on the degree in E 0 (x) for Φ k , our desired bounds are
where (2) is necessary to account for the fact that E 0 (x) does not vanish in its derivatives. We let A = D = (log p) 2 , E = (log p) with r 0 < r 1 < · · · rational exponents. Therefore the expression y − z = g(x) mod x p is a well-defined Puiseux series. Furthermore with α 1 , ..., α n the roots of f (T ), we have
from which we conclude that for some z = α i ,
It follows from (13) that
As max i deg a i (x) < n and the ramification index of any point is bounded by the degree of the extension, it follows that the degree of z at any point, whether as a pole or zero, cannot be greater than n 2 . Thus we may write an expression for z at a branch of infinity as
with s 0 > s 1 > · · · rational exponents, −n 2 ≤ s 0 ≤ n 2 , and c 0 = 0. As n 3 < p, application of (15) yields that c 0 = 0, a contradiction.
We are now prepared to give a proof of Theorem 3.
Proof of Theorem 3. The first step proceeds as in the proofs of Theorems 1 and 2, with the construction of an auxiliary polynomial, which in this case is a function of four variables. With y = J 0,p (x), we set Ψ(x) = Φ(x, x p , y, y ′ ), where in this case we require that the total degree of Φ as a function of its third and fourth variables be at most C. As the number of nonnegative integer solutions to the inequality x 1 + x 2 ≤ C is simply (C+1)(C+2) 2
, we obtain a now familiar bound:
For the second step of the proof, we suppose that there exists a nonzero polynomial P(x 1 , x 2 ) with coefficients in F p [x] of degree at most s and total degree in x 1 and x 2 at most t that satisfies Also, let (17) P * (x 1 , x 2 ) = P x (x 1 , x 2 ) + x 2 P x 1 (x 1 , x 2 ) − (x 1 + 1 x x 2 )P x 2 (x 1 , x 2 ).
By the differential equation (13) Let R(y) denote the resultant of P(y, x 2 ) and xP * (y, x 2 ) as polynomials in the second variable. By (16) and (18), we have for suitable polynomials u and v (in x 2 and the coefficients of P(y, x 2 ) and xP * (y, x 2 )) that R(y) = uP(y, x 2 ) + vxP * (y, x 2 ) ≡ 0 mod x p .
Thus any branch of u at infinity is regular and unramified. By (20), the function w is regular at all points x = 0, ∞, and thus branches of u may only occur at zero or infinity. As infinity is not a branch point of u, it follows that zero is also not a branch point of u. Therefore u is an element of F p (x). Similarly, expanding u as a Laurent series at x = 0 yields by (21) that u is regular at zero. As u is a rational function of x, the function w has finitely many zeros, say x 1 , ..., x h , and we may write
By (22) and (23), it follows that h = − 1 2 , a contradiction. Our conditions on A, B, C, D, and n in analogy to Theorems 1 and 2 may thus be written as
(1) n 3 < p, (2) max{2(A + 1)C, 2C 2 } < n, and
