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Abstract
In this paper we investigate inverse limits on [0,1] using a single bonding map chosen from
a Full family (one-parameter family of C1 unimodal maps). Our investigation makes use of the
renormalization operator utilized by Feigenbaum to explain the universal way in which Full families
transition from simple to complicated dynamics. Among other results, we show that up through the
Feigenbaum value the inverse limit is hereditarily decomposable with a fascinating pattern in the
appearance of topological sin( 1x )-curves. Approaching the Feigenbaum value from above we see a
similar pattern in the appearance of the Brouwer–Janiszewski–Knaster indecomposable continuum.
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1. Introduction
Inverse limits, besides being of intrinsic interest to topologists, can often be used
to represent attractors of dynamical systems. For example, the inverse limit space with
a single full unimodal bonding map is homeomorphic to the attracting set of Smale’s
horseshoe. Williams [26] and Block [7] were the first to address the relationship between
inverse limits and attractors and many others have since followed. These efforts have
generated an increasing interest in the topological properties of inverse limit spaces with
unimodal bonding maps.
Barge and Martin in [1] showed that there is a strong relationship between the dynamics
of the bonding map and the topology of the corresponding inverse limit. In the same work,
Barge and Martin also showed that the inverse limits corresponding to unimodal maps
with finite kneading sequences of different lengths are not homeomorphic due to the fact
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that they have a different number of endpoints. Holte [16] utilized kneading theory to
show that two unimodal bonding maps with the same finite kneading sequence produce
homeomorphic inverse limits. Only recently has it been shown that two inverse limits
with bonding maps having different kneading sequences of the same finite length are not
homeomorphic [19] (see also [4] and [23]).
Many of these results have been concentrated on the tent family,
Tλ =
{
λx if 0 x  12 ,
λ(1 − x) if 12  x  1,
0 λ 2,
or the logistic family
fλ(x) = λx(1 − x), 0 λ 4.
This is of no surprise as these two families are the most investigated and well understood
examples of one-parameter families of interval maps. An important difference between the
tent family and logistic family is that only the latter is an example of a Full family (see
Section 7). This paper investigates the topology of the inverse limit generated by a single
bonding map chosen from a Full family.
Our interest in Full families is two fold. First, Full families is the setting for
Feigenbaum’s celebrated Universality Theory. Secondly, apart from the logistic family,
the author has found little in the literature concerning the resulting inverse limit space as
the parameter within a Full family varies.
We will see that in a Full family of C1unimodal maps with BC maximal (see Section 3)
and not of length a power of 2 there exist sequences
λ0 < λ1 < λ2 < · · · → λ∞ ← · · ·< µ2 < µ1 < µ0
such that the critical point corresponding to λn is periodic of period 2n and the critical
point corresponding to µn is periodic of period 2n |BC| (where |BC| denotes the length
of BC). The sequence {λn} represents what is commonly called the period doubling route
to chaos. By investigating the logistic family, Feigenbaum equipped with only a pocket
calculator made a remarkable discovery:
lim
n→∞
λn+1 − λn
λn+2 − λn+1 = δ = 4.6692106 . . .
and is identical for all such systems undergoing this period doubling. Feigenbaum [13]
went on to propose an explanation for the universality of δ which was inspired by the
renormalization group theory in statistical mechanics.
Barge and Ingram [3] investigated inverse limit spaces using a single bonding map
chosen from the logistic family at various parameter values. They revealed a number
of striking patterns that occur within the corresponding inverse limits at parameter
values below, above, and at the Feigenbaum value, λ∞. Using kneading theory and the
renormalization operator introduced by Feigenbaum, we generalize certain of their results
to Full families where a negative Schwarzian derivative is not assumed.
Denoting the inverse limit with unimodal bonding map f by lim← (I, f ), some of the
results of this paper can be summarized as follows: For parameter value λ such that fλ
has kneading sequence below that of fλ∞ , lim← (I, fλ) is hereditarily decomposable with
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topological sin( 1 )-curves as the dominant subcontinua (Theorems 13 and 14). As a new
x
result even for the logistic family, we show that for the sequence {µn} mentioned above,
lim← (I, fµn+1) is a ray limiting on two homeomorphic copies of lim← (I, fµn) intersecting a
common endpoint (Theorem 16).
2. Preliminaries
Let X0,X1, . . . be a sequence of metric spaces and f0, f1, . . . be a sequence of maps
(continuous functions) such that fi :Xi+1 → Xi for each i . Define the inverse limit of the
inverse sequence (Xi, fi) by the following:
lim← (Xi, fi) =
{
x = (x0, x1, . . .) ∈
∞∏
i=0
Xi | fi(xi+1) = xi, for i = 0,1, . . .
}
with metric given by d( x, y) =∑∞i=0 di(xi ,yi )2i , where di is a metric for Xi bounded by one.
Each map fi is called a bonding map.
Throughout this paper, an arc denotes any topological space homeomorphic to I =
[0,1] and a continuum is a nonempty, compact, connected metric space. A continuum
is decomposable if it is the union of two of its proper subcontinua, otherwise, it is
indecomposable. For a set A, |A| will denote the number of elements in A. Following [2],
we say that a map f : [a, b] → [a, b] is nearly Markov with respect to A1,A2, . . . ,An if
A1,A2, . . . ,An are disjoint closed subintervals of [a, b] such that the following conditions
hold:
(1) a ∈ A1 and b ∈ An,
(2) f (⋃ni=1 Ai) ⊂ int(⋃ni=1 Ai),
(3) diamf k(Ai) → 0 as k → ∞ for i = 1,2, . . . , n,
(4) f is one-to-one on each component of [a, b] −⋃ni=1 Ai .
Two functions f and g are topologically conjugate if there exists a homeomorphism h
such that h ◦ f = g ◦ h. It is well known that lim← (Xi, fi) is a continuum provided each Xiis a continuum. We will be most interested in the inverse limit when each Xi = I and each
fi is the same bonding map f. In this situation, we write lim← (I, f ) for the inverse limit.Suppose J and K are two closed intervals with maps f :J → J and g :K → K . We
will make use of the following well-known results.
Theorem 1. If f is a homeomorphism, then lim← (J, f ) is an arc.
Theorem 2. If f and g are topologically conjugate, then lim← (J, f ) is homeomorphic tolim← (K,g).
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3. Unimodal maps and kneading theoryA continuous function f : [a, b]→ [a, b] is called a unimodal map if f (a) = f (b) = a
and there exist a c ∈ (a, b) such that f is strictly increasing on [a, c] and strictly decreasing
on [c, b]. For the most part, we will work with [a, b] = I . A unimodal map f is called full-
unimodal if f (c) = b. If x ∈ [a, b], we define the itinerary of x by
I (x) = a0a1 · · · where ai =

L if f i(x) < c,
C if f i(x) = c,
R if f i(x) > c,
with the convention that I (x) is of finite length if f i(c) = c for some i. Notice that
a unimodal map f induces a shift map σ on sequences by I (f (x)) = σ(I (x)), where
σ(a0a1 · · ·) = a1a2 · · · (if I (f (x)) = C, σ(I (x)) is undefined). If we define an order on
the symbols L,R, and C by L < C < R, then it can be extended to an order on sequences
as follows: If A = a0a1 · · · and B = b0b1 · · · are two different finite or infinite sequences,
there is a smallest integer i with ai = bi . We call a finite sequence odd if it contains an odd
number of Rs and even otherwise. We then define A ≺ B if, and only if, either ai < bi and
a0a1 · · ·ai−1 is even or ai > bi and a0a1 · · ·ai−1 is odd.
An itinerary I (x) is said to be maximal if σn(I (x)) 	 I (x) for all n  0 for which
σn(I (x)) is defined. The fact that I (f (c)) is maximal and σn(I (x)) 	 I (f (c)) for all
x ∈ I and all n 0 leads to the following definition. The kneading sequence of a unimodal
map f with critical point c, denoted k(f ), is defined as k(f ) = I (f (c)). A sequence
a0a1 · · · is admissible if it is infinite and contains only Ls and Rs or is a finite sequence of
Ls and Rs ending with a C. The length of a sequence B is denoted by |B|.
Let L̂ = R, R̂ = L, and Ĉ = C. For a finite sequence A of Ls and Rs and admissible
sequence B = b0b1 · · · we define the ∗-operator as follows:
(1) If A is even and B is infinite, A ∗ B = Ab0Ab1 · · ·.
(2) If A is even and B = b0b1 · · ·bn−1C, A ∗ B = Ab0Ab1 · · ·Abn−1AC.
(3) If A is odd and B is infinite, A ∗ B = Abˆ0Abˆ1 · · ·.
(4) If A is odd and B = b0b1 · · ·bn−1C, A ∗ B = Abˆ0Abˆ1 · · ·Abˆn−1AC.
The ∗-operator will be important when we consider the renormalization operator . For
more details on kneading theory and the ∗-operator the reader is referred to [9].
We add two more theorems to our previous list of well-known results. The second
theorem is a specific case of a more general result of Davis [10] (see also [25]).
Theorem 3 [16, Corollary 1]. Let f :J → J and g :K → K be unimodal maps with the
same finite kneading sequence. Then lim← (J, f ) and lim← (K,g) are homeomorphic.
Theorem 4. If f : I → I is full-unimodal, then lim← (I, f ) is the Brouwer–Janiszewski–Knaster indecomposable continuum.
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For a description of the Brouwer–Janiszewski–Knaster (B–J–K) indecomposable con-
tinuum see [22, 2.9, p. 3].
4. Schwarzian derivative
The Schwarzian derivative of a mapping f : I → I is defined by
Sf (x) = f
′′′(x)
f ′(x) −
3
2
(
f ′′(x)
f ′(x)
)2
.
For a C3unimodal map f with critical point c we say f has negative Schwarzian derivative,
denoted by Sf < 0, if Sf (x) < 0 for all x ∈ I − {c}. We will call any unimodal map with
negative Schwarzian derivative S-unimodal. This class includes the logistic family
fλ(x) = λx(1 − x) for 0 < λ 4
and
gλ(x) = λ sin(πx) for 0 < λ < 1.
Now suppose f and g are topologically conjugate unimodal maps with critical points
c and c′, respectively. If h is the conjugating homeomorphism, h(c) = c′. Since h must
be order preserving, x < c if and only if h(x) < c′. This results in I (x) = I (h(x)).
Therefore k(f ) = k(g). Although topologically conjugate unimodal maps have the same
kneading sequence, it is not true that unimodal maps with the same kneading sequence
are topologically conjugate. The reason for our interest in S-unimodal maps is that the
kneading sequence is nearly a complete invariance of conjugacy.
The theorem below is due to Guckenheimer [14], as stated in [9], and shows that k(f )
determines the topological conjugacy classes except for one case in which information
about stable periodic orbits is needed.
Theorem 5 [9, Theorem II.6.3, p. 126]. Let f and g be S-unimodal maps with k(f ) =
k(g) = α:
(1) If α is finite then f and g are topologically conjugate.
(2) If α is infinite and periodic of period n (α = A∞, with |A| = n), then there are two
possibilities:
(a) If A is odd, then f and g are topologically conjugate if and only if their stable
periodic orbits have the same period (n or 2n).
(b) If A is even, then f and g are topologically conjugate if and only if their stable
periodic orbits (of period n) are both stable from one side or stable from both
sides.
(3) If α is infinite and nonperiodic, then f and g are topologically conjugate.
We will be mainly interested in the third conclusion of the theorem when we consider
infinitely renormalizable unimodal maps.
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5. Bennett’s theorem and the coreThe following theorem by Bennett [6] has proven to be very valuable in the study of
inverse limits on arcs. The theorem as stated here appears in [17].
Theorem 6 (Bennett). Suppose f is a mapping of the interval [a, b] onto itself and d is a
number between a and b such that
(1) f ([d, b])⊆ [d, b];
(2) f|[a,d] is monotone; and
(3) there is a positive integer k such that f k([a, d]) = [a, b].
Then lim← ([a, b], f ) is the union of a topological ray R and a continuum K such that
R − R = K.
When f is unimodal with f ([f 2(c), f (c)]) ⊆ [f 2(c), f (c)], then K = lim← ([f
2(c),
f (c)], f ) and is called the core of lim← (I, f ). We note that if f
3(c) = f 2(c) = f (c), then
lim← (I, f ) is the B–J–K continuum with an attached arc.
Example 1. If f is unimodal with k(f ) = RC, then f 2(c) = c and f|[f 2(c),f (c)] is a
homeomorphism Thus, by Theorem 1 the core of lim← (I, f ) is an arc and by Bennett’s
theorem, lim← (I, f ) is a topological sin(
1
x
)-curve.
Now that we have reduced the study of lim← (I, f ) to a study of the core, we can focus our
attention on the nature of the core. We restrict our attention to the case where f has a fixed
point p ∈ (c, f (c)) (if there is no such p then the inverse limit is an arc or a point). When
the core is decomposable we make use of the following well-known result. The proof is
included for completeness.
Theorem 7. Suppose f is unimodal and the core of lim← (I, f ) is decomposable. Then the
core is the union of two homeomorphic subcontinua intersecting in a point or an arc.
Proof. Let p be the fixed point for f in (c, f (c)) and q be the first fixed point for f 2 in
[c, f (c)]. Then f 3(c) q and lim← ([f
2(c), f (c)], f ) is the union of lim← ([f
2(c), f (q)], f 2)
and lim← ([q,f (c)], f
2) (see [17, Theorem 7]). Note that f|[f (q),f (c)] is a homeomorphism
onto [f 2(c), q]. It follows that f 2|[f (q),f (c)] is topologically conjugate to f 2|[f 2(c),q]
via f|[f (q),f (c)]. Thus, lim← ([f
2(c), f (q)], f 2) is homeomorphic to lim← ([q,f (c)], f
2).
Furthermore,
lim←
([
f 2(c), f (q)
]
, f 2
)∩ lim←([q,f (c)], f 2)= lim←([f (q), q], f 2)
produces an arc if q = p or a point otherwise. 
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6. Renormalization and decomposabilitySuppose f is unimodal and satisfies f 3(c)  p. Then the core of lim← (I, f ) isdecomposable [17, Theorem 7] and, by Theorem 7, the core decomposes into two
homeomorphic subcontinua intersecting at a common endpoint of a ray. We now introduce
the renormalization operator used by Feigenbaum [13] and see how it can be used to study
the core.
Let r ∈ f −1(p) with r < c, and s ∈ f−1(r) with s > c. By considering f 2 we conclude
that there is an interval on which f 2 is unimodal but upside-down. This observation
motivates the following definition. The renormalization of f, denoted f, is defined by
f = h ◦ f 2 ◦ h−1 where h : [r,p] → I is a linear homeomorphism such that h(r) = 1
and h(p) = 0. The definition requires that f (c) > c (otherwise h does not exist). We also
require that f 2([r,p]) ⊆ [r,p] (otherwise f is not unimodal). If f is defined then it is
easy to show that f : I → I is a unimodal map with critical point h(c). Also if Sf < 0,
then Sf < 0. Notice that when defined, nf = h◦f 2n ◦h−1. We note that for the logistic
family fλ is defined for 2 < λ λ′1 ≈ 3.6784 (see Section 7).
Since f : I → I is topologically conjugate to f 2 restricted to [r,p], lim← (I,f ) ishomeomorphic to lim← ([r,p], f
2|[r,p]) by Theorem 2. The following is little more than a
restatement of Theorem 7.
Theorem 8. If f is unimodal with f defined, then the core of lim← (I, f ) is the union of
two copies of lim← (I,f ) intersecting in a point.
Proof. Note f 2([r, q]) = [f 2(c), f (c)]. Thus,
lim←
([
f 2(c), f (c)
]
, f
)= lim←([r, s], f|[r,s])= lim←([r,p], f 2|[r,p])∪ lim←([p, s], f 2|[p,s])
with lim← ([r,p], f
2|[r,p]) homeomorphic to lim← ([p, s], f
2|[p,s]). 
Corollary 1. If f is unimodal with nf defined for some n > 0, then, for 0  i < n,
the core of lim← (I,
if ) is a ray limiting on the union of two copies of lim← (I,
i+1f )
intersecting in a point.
Proof. Follows inductively from Theorem 8. 
We use lim← (I,f ) for studying the core instead of lim← ([r,p], f
2|[r,p]) so that we can
take advantage of how the kneading sequences of f and f are related. The following
result appears in [11, p. 146] (see also [12, p. 482]).
Lemma 1. If f is unimodal with f defined and k(f ) = a1a2 · · · , then k(f ) = aˆ2aˆ4 · · · .
In particular, k(f ) = R ∗ k(f ).
Example 2. If f is unimodal with k(f ) = RLRC = R ∗ RC, then k(f ) = RC by
Lemma 2. It follows from Example 1 that lim← (I,f ) is a topological sin(
1
x
)-curve. Thus,
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lim(I, f ) is ray limiting on two topological sin( 1 )-curves intersecting at the endpoints of← x
their rays.
If nf exists for all n  1, f is said to be infinitely renormalizable. In this case,
Lemma 1 shows that the kneading sequence of f is completely determined (see also
Lemma 2). In recent years there has developed a more general concept of an infinitely
renormalizable map which we do not consider. See [21] for more details.
7. Full families
Let C represent the class of C1 unimodal maps and let {fλ: α  λ  β} represent a
curve in C continuous in the C1 topology. More precisely, the map λ → fλ is a map from
[α,β] to C such that
lim
λ→λ0
{
sup
0x1
(∣∣fλ(x)− fλ0(x)∣∣+ ∣∣f ′λ(x)− f ′λ0(x)∣∣)}= 0.
We say that {fλ: α  λ β} is a Full family if k(fα) ≡ L∞ and fβ(cβ) = 1, where cβ
denotes the critical point of fβ . If S(fλ) < 0 for all α  λ β , we call {fλ: α  λ  β}
an S-Full family. For convenience we sometimes write {fλ} for {fλ: α  λ  β}. The
logistic family {fλ(x) = λx(1 − x),0  λ  4} is an example of an S-Full family. For
an example of a Full family that is not an S-Full family see [9, p. 186]. To simplify the
discussion that follows we assume there are no intervals in the parameter space for which
the corresponding fλ’s are infinitely renormalizable.
Theorem 9 [9, Proposition III.1.2, p. 174]. In a Full family {fλ: α  λ β} every maximal
sequence of the form R · · · occurs as the kneading sequence for some λ ∈ [α,β].
Theorem 10 [24, Theorem 1.1]. If {fλ: α  λ  β} is a Full family, then there exists
parameter values
α < λ1 < λ2 < λ3 < · · ·< λ′3 < λ′2 < λ′1 < β
such that cλn is periodic of period 2n, nfλ′n is full-unimodal, and limn→∞ λn =
limn→∞ λ′n.
The limiting parameter value λ∞ = limn→∞ λn = limn→∞ λ′n is called the Feigenbaum
value.
We note that fλ∞ is infinitely renormalizable.
Lemma 2. Let {fλ} be a Full family with sequences {λn} and {λ′n} as above. Then
(1) k(fλ1) = RC and k(fλn) = (R∗)n−1RC = R ∗ k(fλn−1) for all n > 1,
(2) k(fλ′1) = RLR∞ and k(fλ′n) = (R∗)n−1RLR∞ = R ∗ k(fλ′n−1) for all n > 1,
(3) k(fλ∞) = limn→∞ k(fλn) = (R∗)∞RC is nonperiodic.
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Proof. (1) Follows from [9, Lemma II.2.12, p. 79]. (2) Let n > 1 and suppose nfλ′ isn
full-unimodal. Then k(nfλ′n ) = RL∞. Repeatedly applying Lemma 1 results in
k(fλ′n) = R ∗ k(fλ′n) = (R∗)2k
(2fλ′n)= · · · = (R∗)nk(nfλ′n)
= (R∗)nRL∞ = (R∗)n−1RLR∞ = R ∗ k(fλ′
n−1).
(3) Suppose k(fλ∞) = (b0b1 · · ·bk)∞. Then R ∗ (b0b1 · · ·bk)∞ = (Rbˆ0Rbˆ1 · · ·Rbˆk)∞ =
(b0b1 · · ·bk)∞ implies that bk = bˆk , a contradiction. 
Before considering the parameter values discussed above, we make the following
general observations.
Theorem 11. Let fλ be a member of a Full family {fλ} with k(fλ) = BC. Then there exists
an ε > 0 such that for all µ ∈ (λ− ε,λ+ ε), lim← (I, fµ) and lim← (I, fλ) are homeomorphic.
Proof. Suppose fλ be a member of a Full family {fλ} with k(fλ) = BC and |BC| = n.
According to [9, Lemma III.1.3, p. 174] there exists an ε > 0 such that ∀µ ∈ (λ −
ε,λ+ ε), k(fµ) ∈ {(BL)∞,BC, (BR)∞}. Furthermore, as in the proof of Theorem 16.4.2
in [20], ε can be chosen so that cµ is in the immediate basin of an attracting periodic point
p of period n for fµ. If k(fµ) = BC, then lim← (I, fµ) and lim← (I, fλ) are homeomorphic(Theorem 3). If k(fµ) ∈ {(BL)∞, (BR)∞}, then let A1 be a closed interval containing cµ
and contained in the immediate basin of p. Define A2 = fµ(A1),A3 = fµ(A2), . . . ,An =
fµ(An−1). It follows that fµ is a nearly Markov map on J = [f 2µ(cµ), fµ(cµ)] with respect
to A1,A2, . . . ,An (see [2]). By Lemma 2.3 in [2], fµ can be modified to construct a
unimodal map f with k(f ) = BC satisfying the conditions of Theorem 2.1 in [2]. We
conclude that lim← (I, f ) and lim← (I, fµ) are homeomorphic. It follows that lim← (I, fµ) andlim← (I, fλ) are homeomorphic. 
If k(fλ) = BC, then the core of lim← (I, fλ) has n endpoints. It follows that for parameters
µ in the prior result, the core of lim← (I, fµ) has n = |ωfµ(cµ)| endpoints, where ωfµ(cµ) ={x ∈ I : ∃ a sequence nk → ∞ with f nkµ (cµ) → x}. This observation combined with an
argument similar to the previous proof can be used to obtain the following result. As
mentioned above the case that k(f ) = k(g) = BC was proved by Holte [16].
Theorem 12. Let f and g be C1 unimodal maps with critical points cf and cg ,
respectively. Suppose k(f ) = k(g) ∈ {(BL)∞,BC, (BR)∞}. Then lim← (I, f ) and lim← (I, g)
are homeomorphic if and only if |ωf (cf )| = |ωg(cg)|.
8. Below the Feigenbaum value
In this section we consider parameter values with corresponding kneading sequences
below the Feigenbaum value, λ∞.
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Theorem 13. Let {fλ} be a Full family with sequence {λn} as in Theorem 10. Then
lim← (I, fλ1) is a topological sin(
1
x
)-curve and the core of lim← (I, fλn+1) is the union of two
copies of lim← (I, fλn) intersecting in a point. Furthermore, for each n there exists an εn
such that for all λ ∈ (λn − εn,λn + εn), lim← (I, fλ) is homeomorphic to lim← (I, fλn).
Proof. Let n > 1. Since fλn+1 exists, it follows by Theorem 7 that the core of
lim← (I, fλn+1) is the union of two copies of lim← (I,fλn+1) intersecting in a point. By
(1) of Lemma 2, k(fλn+1) = k(fλn) = (R∗)n−1RC. By Theorem 3, lim← (I,fλn+1) is
homeomorphic to lim← (I, fλn). Since k(fλ1) = RC, lim← (I, fλ1) is a topological sin(
1
x
)-
curve (see Example 1). The remaining conclusion of the theorem now follows from
Theorem 11. 
Since lim← (I, fλ1) is a topological sin(
1
x
)-curve, it follows that lim← (I, fλ2) is a ray
limiting on the union of two topological sin( 1
x
)-curves intersecting the endpoint of their
rays. Also, lim(I, fλ3) is a ray limiting on the union of two rays intersecting an endpoint
each limiting on two topological sin( 1
x
)-curves intersecting at the endpoint of their rays.
In general, lim← (I, fλn) is a ray limiting on the union of two rays intersecting in a common
endpoint each limiting on the union of two rays intersecting in a common endpoint. . .
limiting on the union of two rays intersecting an endpoint each limiting on two topological
sin( 1
x
)-curves intersecting the endpoint of their rays. Thus, lim← (I, fλn) contains 2
n−1
topological sin( 1
x
)-curves. In fact, as is shown below, for any λ with k(fλ) < k(fλ∞),
lim← (I, fλ) is a point, an arc, or there exists a λn such that lim← (I, fλ) is homeomorphic to
lim← (I, fλn).
Theorem 14. Let {fλ} be a Full family with sequence {λn} as in Theorem 10. For all λ
with k(fλ) < k(fλ∞), lim← (I, fλ) is a point, an arc, or there exists an n such that lim← (I, fλ)is homeomorphic to lim← (I, fλn).
Proof. Let k(fλ) < k(fλ∞). If k(fλ)R∞ and |wfλ(cλ)| = 1, then lim← (I, fλ) is a point or
an arc. If R∞  k(fλ) < k(fλ∞) and |wfλ(cλ)| 2, then there exists an n such that k(fλ) ∈
{(R∗)nR∞, (R∗)nRC, (R∗)n+1R∞} [9, Lemma II.2.12, p. 79]. If k(fλ) = (R∗)nRC then,
since k(fλn+1) = (R∗)nRC, lim← (I, fλn+1) is homeomorphic to lim← (I, fλ) by Theorem 3.
If k(fλ) = (R∗)nR∞ (the argument for the other case is handled similarly). Then, either
|wfλ(cλ)| = 2n or |wfλ(cλ)| = 2n+1 [9, Lemma II.3.2, p. 83]. If |wfλ(cλ)| = 2n, then, as
in the proof of Theorem 11, there exists a parameter value µ such that k(fµ) = (R∗)nR∞,
|wfµ(cµ)| = 2n, and lim← (I, fµ) is homeomorphic to lim← (I, fλn). Since k(fλ) = k(fµ) is
periodic of period 2n and |wfλ(cλ)| = |wfµ(cµ)| = 2n, lim← (I, fλ) is homeomorphic to
lim← (I, fµ) by Theorem 12. Thus, lim← (I, fλ) is homeomorphic to lim← (I, fλn). By a similar
argument, if |wfλ(cλ)| = 2n+1, then lim← (I, fλ) is homeomorphic to lim← (I, fλn+1). 
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As a result, we see that the topology of lim(I, fλ) with k(fλ) < k(fλ∞) is completely←determined with a fascinating pattern in the appearance of topological sin( 1
x
)-curves as we
get closer to the Feigenbaum value, λ∞.
Example 3. Consider the logistic family fλ(x) = λx(1−x) for 0 λ 4. Note that cλ = 12
for all λ. As we have already noted, there is an increasing sequence of parameter values
λ0 < λ1 < λ2 < · · ·
at which the logistic map fλnhas periodic critical point of period 2n. These values are
in fact unique since the map λ → k(fλ) is monotone [21, Theorem 10.1, p. 194 and
Corollary 1, p. 197]. There also exists an unique sequence of period-doubling bifurcation
values {µn}n0 such that λn < µn < λn+1 (see [9]). This sequence is such that, for
all λ ∈ (µn,µn+1], |ωfλ( 12 )| = 2n+1. Furthermore, with k(fλn+1) = (R∗)nRC = BC,
k(fλ) ∈ {(BL)∞,BC, (BR)∞} for all λ ∈ (µn,µn+1]. By Theorem 12, lim← (I, fλ) andlim← (I, fµ) are homeomorphic for all λ,µ ∈ (µn,µn+1]. By Theorem 13, lim← (I, fλ) is
a topological sin( 1
x
)-curve for all λ ∈ (µ0,µ1] and, for all λ ∈ (µn,µn+1], the core of
lim← (I, fλ) is the union of two copies of lim← (I, fµ) intersecting at a common endpoint of a
ray for any µ ∈ (µn−1,µn].
9. Above the Feigenbaum value
In this section we are unable to get a complete classification of the possible inverse
limits as we did for parameter values below the Feigenbaum value. However, we still are
able to reveal some interesting patterns occurring.
The following result is observed for the specific case of BC = RLC in [12]. We assume
the general statement is known although we could not find it in the literature.
Theorem 15. Let {fλ} be a Full family and BC > k(fλ∞) a maximal sequence and {λ′n} as
in Theorem 10. Then there exists a decreasing sequence {µn} converging to λ∞ such that
k(fµn) = (R∗)nBC. Moreover, there exists an m 1 such that λ′m+n+1 < µn < λ′m+n for
all n 1.
Proof. Since {fλ} is a Full family and BC > k(fλ∞) is maximal, by Theorem 9 there
exists parameter value µ0 > λ∞ such that k(fµ0) = BC. Note that µ0 is not necessarily
unique. Also, (R∗)nBC is maximal [9, Corollary II.2.4, p. 75] and k(fλ∞) = (R∗)∞BC.
Since the ∗-operator is order preserving on maximal sequences [9, Theorem II.2.5, p. 75]
and k(fλ∞) < BC < RL∞ , we have (R∗)∞BC < R ∗ BC < R ∗ RL∞ = k(fλ′1). Thus,
there exists an m 1 such that
k(fλ′m+1) = (R∗)m+1RL∞ < R ∗BC < (R∗)mRL∞ = k(fλ′m).
It follows again from Theorem 9 that there exists µ1 ∈ (λ′m+1, λ′m) such that k(fµ1) =
R ∗BC. Again note that µ1 is not necessarily unique. Again it follows that
(R∗)m+2(RL)∞ < (R∗)2BC < (R∗)m+1(RL)∞.
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and there exists µ2 ∈ (λ′ , λ′ ) such that k(fµ2) = (R∗)2BC. Continuing in thism+2 m+1
manner we obtain a sequence {µn} with the desired properties. 
Theorem 16. Let {fλ} be a Full family, BC > k(fλ∞) a maximal sequence, and {µn}
the sequence from Theorem 15. Then the core of lim← (I, fµn) is the union of two copies
of lim← (I, fµn−1 ) intersecting in a common endpoint of a ray. Moreover, for each µn
there exists εn such that for all λ ∈ (µn − εn,µn + εn), lim← (I, fλ) is homeomorphic tolim← (I, fµn).
Proof. By Theorem 9, the core of lim← (I, fµn) is the union of two copies of lim← (I,fµn)
intersecting in a common endpoint of a ray. But k(fµn−1) = k(fµn) = (R∗)n−1BC is of
finite length. Therefore, by Theorem 3, lim← (I, fµn−1) is homeomorphic to lim← (I,fµn).The remaining part of the conclusion of the theorem now follows from Theorem 11. 
Suppose BC is maximal, BC > k(fλ∞), and |BC| = k. Then lim← (I, fµ0) is anindecomposable continuum with k + 1 endpoints, k of which are contained in the core.
For example, if BC = RLC, then the core is the classical three-endpoint indecomposable
continuum (see [3, Theorem 8]). At parameter value µ1, lim← (I, fµ1) is a ray limiting on
the union of two copies of lim← (I, fµ0) intersecting in a common endpoint of a ray. Atparameter value µ2, lim← (I, fµ2) is a ray limiting on the union of two rays intersecting a
common endpoint each limiting on the union of two copies of lim← (I, fµ1 ) intersectingin a common endpoint of a ray. In general, lim← (I, fµn ) is a ray limiting on the union
of two rays intersecting in a common endpoint each limiting on the union of two rays
intersecting in a common endpoint. . . limiting on the union of two rays intersecting an
endpoint each limiting on two copies of lim← (I, fµ0) intersecting the endpoint of their rays.Thus, lim← (I, fµn ) contains 2
n copies of lim← (I, fµ0 ). This situation is completely analogous
to the behavior below λ∞, with each topological sin( 1x )-curves replaced by lim← (I, fµ0). In
particular, if each topological sin( 1
x
)-curve in lim← (I, fλn) is replaced by lim← (I, fµ0), the
result is lim← (I, fµn−1).
Example 4. Let {fλ} be a Full family with BC = RLC. Theorem 15 guarantees a
decreasing sequence {µn} → λ∞ with µ0 > λ′1 and k(fµ0) = RLC. Then lim← (I, fµ) is
the well-known three endpoint indecomposable continuum. Therefore, lim← (I, fµn) is a
ray limiting on the union of two rays intersecting an endpoint each limiting on two rays
intersecting an endpoint . . . limiting on two rays intersecting an endpoint each limiting on
the three endpoint continuum.
Theorem 17. Let {fλ} be a Full family with the sequence {λ′n} from Theorem 10. Then the
core of lim← (I, fλ′1) is the union of two B–J–K continua intersecting in a common endpoint
of a ray and the core of lim← (I, fλ′n) is the union of two copies of lim← (I, fλ′n−1) intersectingin a common endpoint of a ray.
Proof. By Theorem 10 nfλ′n is full-unimodal. By Theorem 6 lim← (I,
nfλ′n ) is the B–J–K
continuum. Now apply Corollary 1. 
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We note that since λ′n is on the boundary of where nfλ′ exists, we cannot hope ton
get results equivalent to the second part of Theorem 13. Also, unlike the case where every
inverse limit with bonding map having kneading sequence less than k(fλ∞) contains copies
of sin( 1
x
)-curves, we are unable to classify all inverse limits occurring with bonding map
from above the Feigenbaum value. Perhaps the broadest statement we can make is the
following.
Theorem 18. Let {fλ} be a Full family with Feigenbaum value λ∞. Then for all λ with
k(fλ) > k(fλ∞), lim← (I, fλ) contains an indecomposable continuum.
Proof. If k(fλ) > k(fλ∞) then there exists a smallest n such that nfλ does not exist.
Thus, there exists an interval [a, b] containing the critical point in its interior such that
[a, b] f 2nλ ([a, b]). In other words, f 2
n
λ contains a horseshoe. The result follows from [8,
Lemma 3] and [1, Corollary 11]. 
10. The Feigenbaum value
In this section we identify the inverse limit occurring at the Feigenbaum value under
certain smoothness conditions. Since any two infinitely renormalizable unimodal maps
have the same nonperiodic kneading sequence, we state the theorems in this section for
infinitely renormalizable unimodal maps in general instead of those corresponding to a
Full family. As mentioned earlier, the results of this section were proved previously (using
different arguments) by Ingram and Roe in [18].
Suppose f is an infinitely renormalizable unimodal map. Noting that k(nf ) = k(f ),
we would like to conclude lim← (I, f ) is homeomorphic to lim← (I,
nf ). However, k(f ) is
infinite and nonperiodic so we cannot use Theorem 2. However, by limiting ourselves to S-
unimodal maps we can apply Theorem 5 to conclude that nf is topologically conjugate
to f . Theorem 2 then shows that lim← (I, f ) is homeomorphic to lim← (I,
nf ). In addition,
if g is any other infinitely renormalizable S-unimodal map, then k(f ) = k(g) so that f and
g are topologically conjugate. Again, Theorem 2 shows that lim← (I, f ) is homeomorphic tolim← (I, g). We have proved the following.
Theorem 19. If f is an infinitely renormalizable S-unimodal map, then lim← (I, f ) ishomeomorphic to lim← (I,
nf ) for all n 1.
Theorem 20. If f and g are infinitely renormalizable S-unimodal maps, then lim← (I, f ) ishomeomorphic to lim← (I, g).
If we only consider infinitely renormalizable S-unimodal maps f and g, then we
are forcing the dynamics of the induced homeomorphisms fˆ : lim← (I, f ) → lim← (I, f )
and gˆ : lim← (I, g) → lim← (I, g) to be identical. Of course two bonding maps need notbe topologically conjugate in order to produce homeomorphic inverse limits. We now
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extend Theorem 20 to a larger class of infinitely renormalizable maps where the induced
homeomorphisms are not necessarily topologically conjugate.
Following [21], we call the critical point c for a C2 map f non-flat if there exists a C2
local diffeomorphism φ with φ(c) = 0 such that f (x) = ±|φ(x)|α + f (c) for some α  2.
Note any C2 map f which is Ck+1 in a neighborhood of c with f (k)(c) = 0 for some k  2
implies c is non-flat. Also, note that since we are only considering unimodal maps, f is of
the form f (x) = −|φ(x)|α + f (c).
Theorem 21. Suppose f and g are infinitely renormalizable C2 unimodal maps with non-
flat critical points. Then lim← (I, f ) is homeomorphic to lim← (I, g).
Proof. For a, b ∈ I, [a, b] will denote the smallest closed interval containing a and b,
while (a, b) will denote the interior of [a, b]. The sets
ωf (cf ) =
∞⋂
n=1
n⋃
i=1
[
f i(cf ), f
i+2n (cf )
]
and
ωg(cg) =
∞⋂
n=1
n⋃
i=1
[
gi(cg), g
i+2n (cg)
]
are Cantor sets ([21, Theorem 6.2, p. 156 and Proposition 4.5, p. 242], [15, p. 346]).
Because k(f ) = k(g) is infinite and nonperiodic, I (f i(cf )) = I (gi (cg)) = I (f j (cf )) =
I (gj (cg)) for all i = j  0. It follows that the sets {cf , f (cf ), f 2(cf ), . . .} and
{cg, g(cg), g2(cg), . . .} have the same ordering in I . We construct an order preserving
homeomorphism h : I → I with h(f i(cf )) = gi(cg) for all i  0 as follows.
Let
An =
n⋃
i=1
[
f i(cf ), f
i+2n (cf )
]
and
Bn =
n⋃
i=1
[
gi(cg), g
i+2n (cg)
]
and define h1 : I → I as the (unique) order preserving piecewise-linear homeomorphism
such that h(A1) = B1. Since · · · ⊆ A3 ⊆ A2 ⊆ A1 and · · · ⊆ B3 ⊆ B2 ⊆ B1 are such that
An−1 − An and Bn−1 − Bn consist of 2n open intervals, one interval from each of the
interiors of [f i(cf ), f i+2n(cf )] and [gi(cg), gi+2n (cg)], 1  i  2n, we can inductively
define hn : I → I as hn(x) = hn−1(x) for all x /∈ An−1 − An and hn is order preserving
piecewise-linear on An−1 − An such that hn(An−1 − An) = Bn−1 − Bn. Each hn is
continuous and hn(f i(cf )) = gi(cg) for 0  i  2n. Using the fact that the diameters of
[f i(cf ), f i+2n(cf )] and [gi(cg), gi+2n (cg)] → 0 as n → ∞, we conclude hn converges
uniformly to a continuous function h, which is onto and h(f i(cf )) = gi(cg) for all 0 i .
It remains to show that h is one-to-one. If h is not one-to-one it must be monotone on
some interval [x, y]. Since ωf (cf ) is perfect and h(f i(cf )) = h(f j (cf )) for all i = j ,
f i(cf ) /∈ (x, y) for all 0 i . Therefore, there exist some i = j and k  0 such that [x, y] ⊆
[f i(cf ), f j (cf )] and [f i(cf ), f j (cf )] ∩ Ak = {f i(cf ), f j (cf )}. But h was constructed
J.E. Fassett / Topology and its Applications 139 (2004) 237–252 251
so that h restricted to [f i(cf ), f j (cf )] is equal to hk restricted [f i(cf ), f j (cf )]. Since hk
is a homeomorphism h(x) = h(y), a contradiction. It follows that h is an order preserving
homeomorphism. It follows from [5, Lemma 1.3] that lim← (I, f ) is homeomorphic tolim← (I, g). 
Since every member fλ from the logistic family has Sfλ < 0 and non-flat critical point,
we see that the inverse limits considered in Theorems 20 and 21 are homeomorphic.
We now turn our attention to the topological properties of the inverse limits of the
previous theorem. Recall that if f is infinitely renormalizable with Sf < 0, then lim← (I, f )
and lim← (I,
nf ) are homeomorphic for all n  1. Thus the core of lim← (I,
nf ) consists
of two copies of lim← (I, f ) intersecting at a common endpoint of a ray. This observation
suggests some restrictions on the types of topologically different subcontinua of lim← (I, f ).This is precisely what was observed by Barge and Ingram for the logistic family [3,
Theorem 7]. In fact, their proof for the logistic family can be used without any modification
for any infinitely renormalizable map f with Sf < 0.
Theorem 22. Suppose f is an infinitely renormalizable unimodal map with either Sf < 0
or non-flat critical point. Then lim← (I, f ) is hereditarily decomposable and contains only
three topologically different subcontinua: arcs, copies of lim← (I, f ), or the union of two
copies of lim← (I, f ) intersecting in a point.
Proof. Follows from [3, Theorem 7] and the fact that every member fλ from the logistic
family has Sfλ < 0 and non-flat critical point. 
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