Abstract. We consider the nonpreemptive scheduling of two identical machines for jobs with equal processing times yet arbitrary release dates and deadlines. Our objective is to maximize the number of jobs completed by their deadlines. Using standard nomenclature, this problem is denoted as P2 | p j = p, r j | U j . The problem is known to be polynomially solvable in an offline setting.
Introduction
We present an online nonpreemptive deterministic algorithm for scheduling two machines in the following setting. Each job j is specified by three nonnegative integer parameters, with r j denoting its release time, p j its processing time, and d j its deadline. For this article, we assume all processing times are equal, thus p j = p for a fixed constant p. In order to successfully complete a job j, the scheduler must devote a machine to it for p consecutive units of time during the interval [r j , d j ).
We examine an online model in which a scheduler is oblivious to a job's existence and characteristics until that job's release time. We use competitive analysis to measure the performance of an algorithm A by comparing the quality of the schedule it produces to that of an optimal offline scheduler that has a priori knowledge of the entire instance [Borodin and El-Yaniv 1998 ]. In the context of this maximization problem, we say that an online (deterministic) algorithm is c-competitive so long as the number of jobs achieved by the optimal schedule is at most c times that of the online algorithm for any given problem instance. Our main result is the presentation of a 3 2 -competitive online algorithm for the two-machine problem. A simple lower bound shows that this is the best possible deterministic result.
1.1. RELATED WORK. For the single-machine version of the problem, a deterministic nonpreemptive greedy algorithm is known to be 2-competitive, and this is the best possible deterministic result [Baruah et al. 2001; Goldman et al. 2000] . If each job satisfies a patience requirement, namely that d j −r j ≥ (1+κ)· p j for some constant κ > 0, then the deterministic greedy algorithm is optimally (1 + 1 κ +1
)-competitive [Goldwasser 2003 ]. A similar algorithm by Goldwasser and Kerbikov [2003] achieves the same competitiveness while providing immediate notification (defined below). For randomized online algorithms, there exists a 5 3 -competitive algorithm [Chrobak et al. 2007 ] versus a 4 3 -competitive lower bound [Goldman et al. 2000] .
For the two-machine version of the problem, Ding and Zhang [2006] claim a 3 2 -competitive bound in recent independent work. However, their algorithm description and analysis are significantly more complex than ours. For three or more machines, they demonstrate that the algorithm and analysis of Goldman et al. [2000] generalizes to a 2-competitive algorithm for an arbitrary number of machines. They also provide a deterministic lower-bound that approaches 6 5 for large m. In the offline version of the problem, checking the feasibility of a set of equallength jobs with release dates and deadlines is polynomially solvable, even for an arbitrary number of identical machines [Simons 1983; Simons and Warmuth 1989] . The optimization version of the problem is polynomially solvable for any fixed number of machines, even with weighted utility (i.e., Pm | p j = p, r j | w j U j ) [Baptiste et al. 2004] . The status of the problem is open for an arbitrary number of machines, even in the unweighed case (i.e., P | p j = p, r j | U j ).
PRELIMINARIES AND NOTATIONS.
We let x j = d j − p denote a job's expiration time, namely the last possible time it can be started, and we fix a canonical linear ordering of jobs ≺ such that i ≺ j implies x i ≤ x j . As all job parameters are presumed to be integral, we consider time as a series of discrete steps. Our algorithm provides what has been termed immediate notification [Goldwasser and Kerbikov 2003] . At the moment, a job is released, the scheduler must either accept or reject that job. An accepted job need not be scheduled precisely at that moment, but the scheduler must guarantee that it will be successfully completed by its deadline. In the case that several jobs are released at a time t, we assume that they are considered in arbitrary order with the scheduler providing notification to each in turn.
We introduce notation FEASIBLE(J , t 1 , t 2 ) to represent a combinatorial boolean property, namely whether a set J of released jobs can be achieved on two machines given that one of the machines cannot be used prior to time t 1 nor the other prior to time t 2 . We do not make any assumption about the relationship between t 1 and t 2 , although conventionally we will order them with t 1 ≤ t 2 when known. A further discussion of this feasibility property is provided in Section 3.
Algorithm Definition
Our algorithm A maintains a queue of jobs that have been accepted but not yet started. As the composition of the queue changes over time, we introduce the following notation. We let Q A t denote the queue as it exists at the onset of timestep t. For each job j released at time t, we let Q A t| j denote the queue as it exists when j's release is considered (thus, Q A t| j ⊇ Q A t may contain newly accepted jobs that were considered prior to j). Job j is accepted into the system precisely if it is feasible to do so. Specifically, we check FEASIBLE(Q A t| j ∪ { j}, c,ċ), where c (respectively,ċ) represents the time until which the first (respectively, second) machine is committed to a currently running job. In the case where a machine is not running a job, we considered it trivially committed until time t.
After considering all newly released jobs at time t, the scheduling policy is as follows. If neither machine is currently committed to a job and the queue is nonempty, the ≺-minimal job is started on an arbitrary machine. If one machine is committed to a job yet the other is uncommitted (including the case when a job was just started by the preceding rule), a decision is made as to whether to start a job on the other machine. For the sake of analysis, we will refer to this as a secondary decision. Specifically, letQ A t denote the queue at the point this decision is made and let c > t denote the time until which the running machine is committed. We begin the ≺-minimal job ofQ To reinforce the algorithm definition, we consider a trace of a small example. We let p = 10 and consider an instance with jobs having respective release times and deadlines as follows:
At time 0 jobs a, b, and c are accepted. a is started on the first machine, but the second machine remains idle as FEASIBLE({b, c}, 10, 11) is easily satisfied. At time 3 the set of newly released jobs is considered, and each one is accepted as feasible. At this point, the queue of waiting jobs is {d, e, f, g, h, i, b, c} as per ≺-order. Since one machine is committed to a until time 10, we face a secondary decision as to whether to use the other machine. must be completed by time 37. Therefore, the secondary machine is committed at time 7 to the ≺-minimal job, namely d. The next decision occurs at time 10 when job a completes. Since job d is still running, the decision of whether to immediately start another job is viewed as a secondary decision. In this case, the FEASIBLE(Q A 10 , 17, 21) condition is true as evidenced by the schedule in Figure 2 . It is not until time 13 when the rules again dictate the start of a secondary job. While we do not detail the rest of the process for this example, the resulting schedule is shown in Figure 3 .
A Supplemental Feasibility Test
In this section, we discuss the feasibility test FEASIBLE(J , t 1 , t 2 ). Such a condition is satisfied if and only if the jobs can be achieved when scheduled according to an earliest deadline first (EDF) rule. A classic result of Jackson [1955] proves this for a set of jobs with arbitrary processing times and deadlines, when scheduled on a single machine. With arbitrary job lengths and two or more machines, that argument no longer applies. However, with equal-length jobs the EDF schedule suffices. Since all jobs of J are presumed to have been released, any idleness in a feasible schedule beyond time t i on machine m i can be removed. Furthermore, if any job j ∈ J is started before some other job with earlier deadline, those two jobs of equal length can be transposed while still guaranteeing a feasible schedule. Based on this structure, we provide the following lemmas in the context of FEASIBLE(J , t 1 , t 2 ). PROOF. Let j be the ≺-minimal job of J . We assume FEASIBLE (J , t, t + p+1). Applying Lemma 3.2 to t and t + p+1 implies FEASIBLE(J \ { j}, t + p, t + p + 1) and x j ≥ t. For the sake of contradiction, we consider the possibility that x j ≥ t +1. In that case, the fact that FEASIBLE(J \ { j}, t + p + 1, t + p), together with an application of Lemma 3.2 to t +1 and t + p, implies FEASIBLE(J , t + 1, t + p). This contradicts the conditions of our claim and therefore we conclude that x j = t. 
Structural Properties of the
We analyze a schedule produced by algorithm A on a fixed instance of the problem by partitioning time into consecutive regions of the form [u, v) defined as follows. We consider two types of regions: idle and busy. If both machines are idle at time u, we designate idle region [u, v) where v is the next time at which either machine starts a job, if any. For a time u at which A starts executing a job, we designate a busy region [u, v) as follows. We define v > u as the first subsequent time when both machines are idle or when one machine starts a job yet the other remains idle (that is, for at least one unit).
For ease of exposition throughout the analysis of a busy region [u, v) , we let R denote the set of jobs started by A during the region. We let a denote the first job of R to be started, namely at time u. We let z denote the last job of R to be started, namely at time v − p. In the case where |R| = 1, the region is composed trivially of job a = z. For |R| ≥ 2, we further let y denote the second-to-last job of R to be started. We note that y must run on the opposite machine as z and be executing at the time that z is started, as otherwise z would be starting at a time when the other [u, v) . In this example, |R| = 11 and the tail is shaded, with |T | = 5. machine is idle, contradicting our definition of v. Thus s
where notation s A j denotes the time at which job j is started by algorithm A. For |R| ≥ 2, we define the tail of the region, denoted as T , as follows. Let u T be the latest time at which A starts a job of R following a time-step [u T − 1, u T ) at which a machine was idle. We note that u T is well defined as at least one job of R must follow such an idle time-step. In particular, if the second job of the region is started strictly after time u, then it suffices. Alternatively, the region begins with two jobs starting precisely at time u. Such a region could only follow an idle region, as a previous busy region could not have ended at such a time u. Having defined u T , tail T ⊆ R is the set of jobs started by A during the interval [u T , v) . [u, v) 
PROOF. By the definition of a region, neither machine was committed to a job at the onset of time v and at least one remains idle during the time [v, v +1) . If Q A v = ∅, the lemma is trivially true. Alternatively, some job j starts on one machine at v, while the secondary decision is to remain idle. Based on the algorithm definition, it must be that the test FEASIBLE(Q
LEMMA 4.3. For a busy region [u, v) 
and an arbitrary time t, consider the subset of R \ {a} consisting of jobs that expire on or after time t. If this subset is nonempty, let j denote the last of those elements to be started by A. This j must start due to a secondary decision andQ
PROOF. First, we show that j must be started as part of a secondary decision. Had j = a been started through a primary decision, the other machine could not remain idle by the definition of our region, and thus some other job would have been started. Yet since j is ≺-minimal at the time it is started and that other job was in the queue, that other job expires at least as late as j, contradicting our assumption that j was the latest such job to be started. We conclude that j is started through a secondary decision.
By the definition of j, all subsequently started jobs in the region expire strictly before time t and thus precede j as per ≺. Since j was ≺-minimal when started, jobs ofQ [u, v) , any job j ∈ R \ {a} satisfies x j ≤ v.
PROOF. For contradiction, let j with x j ≥ v + 1 be the latest such job to be started by A. Applying Lemma 4.3 with t = v + 1 implies that j is started through a secondary decision andQ 
. This contradicts the fact that A starts j with a secondary decision.
PROOF. Let t = max j∈R\{a} x j . We henceforth let j ∈ R \ {a} with x j = t denote the latest such job to be started by A. If j = z, the result is trivial. Otherwise by applying Lemma 4.3 to t, we have that j is started via a secondary decision andQ
. This is witnessed by taking the relevant portion of the witness for Q A v together with j over the region [v − p, v) ; note that r j ≤ s
Let c denote the time until which the opposite machine was committed when the secondary decision for s 
PROOF. By Lemma 4.2, FEASIBLE(Q
The rejection of k upon its release implies the infeasibility of achieving set Q A r k |k ∪ {k}, pending the completion of any jobs running at that time. Moving to time v − p, when z was started by A, we note that all jobs of Q A r k |k have either been started or remain in the current queue. Therefore, the earlier infeasibility involving the addition of job k must imply the infeasibility of achieving k together with the current queue. Yet we can feasibly schedule k in place of z starting at v − p, z following y over the interval [s By applying Lemma 4.3 with t = x z , we see that z must be started through a secondary decision at v − p. By definition, y was the job executing on the opposite machine at that time. The start of z implies that FEASIBLE(Q 
This further implies the failure of FEASIBLE(Q
A v , v + 1, v + p), in accordance with Lemma 3.1 given that thatQ A v− p \ {z} ⊆ Q A v and s A y + 2 p ≤ v + p. As FEASIBLE(Q A v , v, v + p + 1),
Competitive Analysis
We compare the performance of algorithm A on a given instance to that of an optimal schedule denoted as OPT. To compare the progress of the two schedules over time, we introduce some additional notations. We let s OPT j denote the time at which OPT starts some job j, just as s A j represents a job's starting time in A. We let F A t (respectively, F OPT t ) designate the set of jobs started strictly before time t by A (respectively, OPT). Notice that by this definition,
Although OPT is not constructed in online fashion, we introduce a formal notation of a presumed queue Q OPT t consisting of all jobs that are released strictly before time t yet started by OPT on or after time t. A job that is simultaneously in both queues will be ignored by our analysis until a time when it is started in one or both of the schedules. Yet we wish to account for jobs that are waiting in one queue but not in the other (presumably because they were already started or never accepted). In this regard, we define W
We must introduce one additional technical definition to account for a certain anomaly that may arise. In some cases, when identifying a job waiting in W A that has an expiration time at least as large as some other job waiting in W OPT , we choose not to let either job effect the immediate analysis. Intuitively, such a pairing can only be to the advantage of the algorithm. To track such scenarios over time, we constructively define a function M t ( j) representing a partial matching so that M t ( j) = j for most jobs but with M t ( j) = k and M t (k) = j for jobs that we want offset in the analysis. The precise rules for this function will be established later in this section. We introduce notation P subsets of the waiting jobs that do not participate in the matching. Namely, we let P
Our competitive analysis is based upon the following two functions that measure the quality of the schedules being developed as of time t by A and OPT respectively.
We view these functions as payment to the respective schedules, with a handicap given to the online algorithm. In the end, since both queues are empty we have that Intuition. Our functions represent a combination of full payment for jobs that have already been started (i.e., F A and F OPT ) and supplemental payments for the potential of particular jobs in the respective queues (i.e., P A and P OPT ). In the case of OPT t , we fully credit the potential jobs in advance. These typically result from a scenario in which A begins a region with a job that has a far away deadline, while OPT ignores that job momentarily to wait for new arrivals. We essentially concede that OPT will be able to complete such jobs at a later time and so we credit them proactively.
The potential function A t is defined more subtly. In effect, we take one advance credit for a job in P A t , receiving the remaining two credits once that job is started and thus moved from P A to F A . Because P A represent jobs that A still needs to complete yet which OPT may have already started, the two credits can be used to offset the possibility that OPT gets to accept a future job that A rejects due to the existing commitment.
The additional +1 term in the case when P A t = ∅ is necessary to balance two boundary cases. We motivate it by considering an instance with p = 10, beginning with three jobs a = 0, 1000 , b = 1, 30 , and c = 1, 30 . Facing this instance at time 0, A would being executing job a. It would accept both b and c into the queue at time 1 yet since there is ample flexibility without any further arrivals, b would be started at time 10 when a completes and the secondary machine would remain idle. By our regional analysis, the first region is defined simply as [0, 10).
Depending upon the composition of the full instance, an optimal schedule might wait to start both b and c on the two machines at time 1, with a achieved at some later time. By our regional analysis OPT 10 = 6, as OPT receives full credit for b, c, and a ∈ P OPT 10 . In contrast, A would receive 3 for starting a yet only 1 each for b and c which are added to P A 10 . In this case, since P A has changed from an empty set to a nonempty set, the algorithm receives the additional +1 term bringing P A 10 = 6 = P OPT 10 . In the converse, presume hypothetically that the algorithm has built up a surplus of 10 jobs in P A . When it later schedules those jobs it only receives a reserve of 19 credits rather than 20 because eventually P A returns to an empty set. We earlier stated that the 2 credits per job were to offset jobs that A might have to reject due to being backlogged. If the algorithm were critically backlogged with no remaining flexibility, then all such credits would be needed. However, the algorithm is defined to start a secondary job slightly before losing all flexibility. For this reason, an adversary cannot fully exploit the last remaining job in P A .
5.1. MATCHING FUNCTION. Because our analysis will proceed on a region-byregion basis, we are only concerned with the value of function M t (·) at regional boundaries. Initially, M 0 ( j) = j for all jobs, even those not yet released. For a region [u, v) , we constructively define M v (·) = M u (·) by default. However, there are two notable variations. In regard to condition (i), we note that, if M u ( j) = M v ( j), it must be that M v ( j) was reassigned by the match-creation rule; in this case M v (k) = j is assigned by symmetry. If M u ( j) = M v ( j) = k, we can assume the inductive hypotheses at time u. Since M u (k) = j, the concern would be if M v (k) were reassigned. That reassignment could not have been due to the match-breaking rule, as M v ( j) would have been reassigned back to j in that case. The remaining concern is that k served the role of M u (a) or b in establishing a different match. If k = M u (a), then by induction a = M u (k) = j. Yet in this case, a is scheduled by A and the match-breaking rule would result in M v ( j) = j, contradicting our assumption. Alternatively, if k = b, the match-creation rule would require k ∈ P A u in which case k must be unmatched at time u. This contradicts our assumption that M u (k) = j. We therefore conclude that k did not take part in a new match during this region and so M v (k) = j, re-establishing condition (i) at time v.
. For an arbitrary region boundary t, if M t ( j)
For condition (ii), we make the additional assumption that j ≺ k without loss of generality. If M u ( j) = M v ( j) = k, then we can apply induction for time u, implying j ∈ W OPT u and k ∈ W A u . The fact that M v ( j) = k ensures that the match-breaking rule was not applied, and thus that neither j nor k were started by A or OPT during this region. Therefore both remain waiting at time v and thus j ∈ W 
REGIONAL ANALYSIS. For ease of exposition, we let
denote the set of jobs that newly contribute to OPT during a busy region [u, v) . We begin by showing that the potential functions are unchanged during an idle region. 
PROOF. Due to the constraints on s OPT j , the first condition is clearly distinct from either of the remaining conditions. Due to the constraint on M u ( j) the second and third are distinct from each other. We henceforth show that any such j satisfies one of the conditions. The set G can be decomposed into sets F 
is unmatched at time v, it must be that either j or M u ( j) is scheduled by A or OPT during this region. Based on our current assumptions s
Based upon the three conditions of Lemma 5.4, we define a partition of the set G into sets G α , G β , and G γ . Independently we let G + (respectively, G − ) denote the jobs of G that were accepted (respectively, rejected) by A. Superimposing these partitions, we define sets such as
Although we could use similar notations for G β and G γ , the next lemma shows that this is unnecessary. 
PROOF. By definition, the only potential element of
For this element to contribute to G , it must be in P 
. This allows us to apply Lemma 4.5 to M u ( j), implying that
PROOF. By definition, j ∈ G + is released prior to v, accepted by both schedules, yet with j ∈ F OPT u ∪ P OPT u . We consider two cases, depending on whether j ∈ F A u . We first consider when j ∈ F A u . In this case, at time u it must be that j is either in both Q A u and Q OPT u (assuming it arrives strictly before u) or else in neither queue. Therefore 
Since A starts j under the current assumptions, the match from time u is indeed broken. Furthermore, the only case in which one match is broken and another re-established is if Our next lemma specifically examines sets G α + and G α − . We can further partition each of these sets based upon which machine OPT uses to achieve such a job. For machine m, we let G 
satisfies the conditions of j in the first part of the lemma result.
If the inequality of Lemma 5.11(i) were tight for m, part (ii) of that lemma implies that a job of G m α − must be started precisely at v − p, given that M v ( j ) ∈ G occupies the interval [v, v + p) . However, the rejection of a job that OPT starts at time v − p contradicts Lemma 4.7(i). Therefore we conclude that the inequality of Lemma 5.11(i) is not tight for m. [u,v) . In accordance with Lemmas 5.4 and 5.5, we rewrite OPT [u,v) as, Informally, each job of R results in a relative contribution of at least 2, as such job is added to F A although potentially taken from P A . We will demonstrate an additional bonus of |G + | credits, either from jobs of F A v \ P A u that produce 3 credits rather than 2, or from jobs of P A v \ P A u that receive 1 for being newly added to P A . The δ term adjusts for the discontinuity inherent in our definition of A , based upon whether set P A is empty.
More formally, We therefore assume |R| ≥ 2 for the remainder of this proof. We consider two sub-cases, starting with one for which x z ≥ s The former is precluded by Lemma 4.7(i) and the latter is precluded by the start of M a (u) ∈ G γ at v. Therefore, the inequality is loose for both m and m , providing the necessary gap to counterbalance the deficit of δ − |G γ | = −2. In this case that δ − |G γ | = −1, it must either be that P scenario, we can apply a part of the above argument to demonstrate a loose inequality on one of the machines, so we conclude the proof under the assumption x z ≥ s A y + p. When x z < s A y + p, Lemma 4.6 implies that some job of tail T is released on or after time u T . In particular, let j ∈ T with r j ≥ u T be the latest such job to be started by A. We note that x j ≤ x z by this definition, as either j = z or else z arrived before u T and was in the queue when j was started implying that j ≺ z. Therefore, we have u ≤ u T ≤ r j ≤ x j < s [u,v) . We argue that this credit is distinct from those in our earlier accounting. Since x z < s A y + p Lemma 5.8 implies that G β = ∅, and thus by Lemma 5.11(iii) no job of G + can be started during interval [u T , s A y + p). Therefore, j ∈ G + and since it was released during the region, M u ( j) = j. This makes it distinct from the |R| jobs whose existence was justified through Lemma 5.9. We also note that this additional credit is distinct from the one associated when a becomes matched, as j arrives strictly after u and thus j = a. This credit allows us to complete the analysis for the case when δ − |G γ | = −1. The only remaining concern is that δ − |G γ | = −2, but this is impossible as it requires that P A u = ∅ and G γ = ∅, which implies x z = v ≥ s PROOF. Consider the release of a single job j with r j = 0 and d j = 3 p − 1. A deterministic algorithm must start j at some time 0 ≤ t ≤ 2 p − 1, or else have unbounded competitiveness. Yet if two identical jobs are subsequently released at time t + 1 with deadlines t + 1 + p, one must be rejected. It is easy to verify that OPT can achieve all three jobs for any value of t.
