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SHARP INEQUALITIES FOR THE NUMERICAL RADIUS OF
BLOCK OPERATOR MATRICES
M. GHADERI AGHIDEH1, M. S. MOSLEHIAN2, AND J. ROOIN3
Abstract. In this paper, we present several sharp upper bounds for the nu-
merical radii of the diagonal and off-diagonal parts of the 2 × 2 block oper-
ator matrix
ñ
A B
C D
ô
. Among extensions of some results of Kittaneh et al.,
it is shown that if T =
ñ
A 0
0 D
ô
, and f and g are non-negative continuous
functions on [0,∞) such that f(t)g(t) = t (t ≥ 0), then for all non-negative
nondecreasing convex functions h on [0,∞), we obtain that
h (wr(T ))
≤ max
Å∥∥∥∥1ph (fpr(|A|)) + 1q h (gqr(|A∗|))∥∥∥∥ , ∥∥∥∥1ph (fpr(|D|)) + 1q h (gqr(|D∗|))∥∥∥∥ã ,
where p, q > 1 with
1
p
+
1
q
= 1, and rmin(p, q) ≥ 2.
1. Introduction
Let (H, 〈·, ·〉) be a complex Hilbert space, and let B(H) denote the C∗−algebra
of all bounded linear operators on H. The spectral radius and the numerical
radius of an operator A ∈ B(H) are defined by ρ(A) = sup {|λ| : λ ∈ sp(A)} and
w(A) = sup {|〈Ax, x〉| : x ∈ H, ‖x‖ = 1} ,
respectively. It is well known that ρ(A) ≤ w(A) and w(·) defines a norm on B(H),
which is equivalent to the usual operator norm ‖·‖; more precisely,
1
2
‖A‖ ≤ w(A) ≤ ‖A‖ (1.1)
for any A ∈ B(H). The inequalities in (1.1) are sharp; the second inequality
becomes an equality, e.g., if A is normal, while the first one becomes an equality,
e.g., if A2 = 0.
An important inequality for w(A) is the power inequality stating that
w(An) ≤ w(A)n (n = 1, 2, . . .).
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The quantity w(A) is useful in the study of perturbation, convergence, and ap-
proximation problems. For more information see [1, 7, 8, 4, 18].
Let A,B,C, and D be in B(H). We call

A 0
0 D

 and

 0 B
C 0

 the diagonal and
off-diagonal parts of the block matrix

A B
C D

, respectively.
Hirzallah, Kittaneh, and Shebrawi [7] proved that
w
Ñ
0 B
C 0


é
≤ 1
2
(‖B‖ + ‖C‖) , (1.2)
for B,C ∈ B(H). Kittaneh [10, 9] showed the following precise estimates of w(A):
w(A) ≤ 1
2
‖ |A|+ |A∗| ‖ (1.3)
and
1
4
∥∥∥ |A|2 + |A∗|2∥∥∥ ≤ w2(A) ≤ 1
2
∥∥∥ |A|2 + |A∗|2∥∥∥ , (1.4)
where |A| = (A∗A) 12 denotes the absolute value of A.
Also, El-Haddad and Kittaneh [5] established that if A ∈ B(H) and A = B + iC
is the Cartesian decomposition of A, then
2−
r
2
−1 ‖|B + C|r + |B − C|r‖ ≤ wr(A) ≤ 1
2
‖|B + C|r + |B − C|r‖ , (1.5)
for all r ≥ 2.
The purpose of this paper is to present some general inequalities involving powers
of the numerical radius for the diagonal and off-diagonal parts of 2 × 2 block
operator matrices. As a consequence, we generalize inequalities (1.2), (1.3), and
second inequalities in (1.4) and (1.5).
2. Inequalities for the off-diagonal part
To achieve our results, we need the functional calculus (see, e.g. [14]) and the
following lemmas. The first lemma is a consequence of the classical Young and
Ho¨lder inequalities.
Lemma 2.1. [13, p. 100 and 127] For a, b ≥ 0 and p, q > 1 such that 1
p
+
1
q
= 1,
(a) ab ≤ a
p
p
+
bq
q
≤
Ç
apr
p
+
bqr
q
å 1
r
for r ≥ 1,
(b) a1b1 + a2b2 + · · ·+ anbn ≤ (ap1 + ap2 + · · ·+ apn)
1
p (bq1 + b
q
2 + · · ·+ bqn)
1
q .
The second lemma is an operator version of the classical Jensen inequality.
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Lemma 2.2. [15, Theorem 1.2] Let A ∈ B(H) be a self-adjoint operator with
sp(A) ⊆ [m,M ] for some scalars m ≤M , and let x ∈ H be a unit vector. If f(t)
is a convex function on [m,M ], then
f (〈Ax, x〉) ≤ 〈f(A)x, x〉 .
In particular, if A ≥ 0, then
〈Ax, x〉r ≤ 〈Arx, x〉 (r ≥ 1).
The third lemma is known as the generalized mixed Cauchy–Schwarz inequality.
Lemma 2.3. [11] Let A ∈ B(H), and let x, y ∈ H be any vectors. If f and g are
non-negative continuous functions on [0,∞) satisfying f(t)g(t) = t (t ≥ 0), then
|〈Ax, y〉| ≤ ¨f 2(|A|)x, x∂ 12 ¨g2(|A∗|)y, y∂12 .
The fourth lemma can be found in [17, 9].
Lemma 2.4. Let A,B, and D be operators in B(H). Then
(a) w(A) = maxθ∈R
∥∥∥Re ÄeiθAä∥∥∥ ,
(b) w
Ñ
A 0
0 D


é
= max (w(A), w(D)) ,
(c) w
Ñ
A B
B A


é
= max (w(A+B), w(A− B)) ,
(d) w
Ñ
 A B
−B A


é
= max (w(A+ iB), w(A− iB)) .
The following result is a variant of a known result (see [12, Corollary 3.5]) but
with a different proof.
Lemma 2.5. Let h be a non-negative nondecreasing convex function on [0,∞)
and let A,B ∈ B(H) be positive operators. Then
h
Ç∥∥∥∥∥A+B2
∥∥∥∥∥
å
≤
∥∥∥∥∥h(A) + h(B)2
∥∥∥∥∥ .
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Proof. For each unit vector x ∈ H, we have
h
ÇÆ
A+B
2
x, x
∏å
= h
Ç〈Ax, x〉+ 〈Bx, x〉
2
å
≤ h (〈Ax, x〉) + h (〈Bx, x〉)
2
(by the convexity of h)
≤ 〈h(A)x, x〉+ 〈h(B)x, x〉
2
(by the operator Jensen inequality)
=
Æ
h(A) + h(B)
2
x, x
∏
≤
∥∥∥∥∥h(A) + h(B)2
∥∥∥∥∥ . (2.1)
Now, since h is a non-negative, non-decreasing and convex (continuous) function,
by considering (2.1) and taking the supermum from the left hand side, we get
h
Ç∥∥∥∥∥A+B2
∥∥∥∥∥
å
= h
Ç
w
Ç
A+B
2
åå
= h
Ç
sup
Æ
A+B
2
x, x
∏å
= sup
Ç
h
ÇÆ
A +B
2
x, x
∏åå
≤
∥∥∥∥∥h(A) + h(B)2
∥∥∥∥∥ .

We are in a position to demonstrate the main results of this section by adopting
and extending some techniques of 10,msmz, 12, 11. The following theorem gives
a generalization of inequality (1.2). Recall that the polarization identity says that
for any elements x, y of an inner product space H,
〈x, y〉 = 1
4
3∑
k=0
ik
∥∥∥x+ iky∥∥∥2 .
Theorem 2.6. Let S =

0 B
C 0

 ∈ B(H ⊕H), and let f and g be non-negative
continuous functions on [0,∞) such that f(t)g(t) = t (t ≥ 0). Then for all
non-negative nondecreasing convex functions h on [0,∞),
h (w(S)) ≤ 1
4
∥∥∥h Äf 2(|B|)ä+ h Äg2(|B|)ä∥∥∥ + 1
4
∥∥∥h Äf 2(|C|)ä+ h Äg2(|C|)ä∥∥∥ . (2.2)
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Proof. Let B = U |B|, and let C = V |C| be the polar decompositions of the
operators B and C. Then
S = W |S| =

 0 U
V 0



|C| 0
0 |B|


is the polar decomposition of S. Let x = (x1, x2) be any unit vector in H ⊕H;
that is, ‖x1‖2 + ‖x2‖2 = 1. Then for all θ ∈ R, we obtain
Re
¨
eiθSx, x
∂
= Re
¨
eiθW |S|x, x∂
= Re
¨
eiθWf(|S|)g(|S|)x, x∂ (by functional calculus)
= Re
¨
eiθg(|S|)x, f(|S|)W ∗x
∂
= Re
∞
eiθ

g(|C|) 0
0 g(|B|)



x1
x2

 ,

f(|C|) 0
0 f(|B|)



 0 V ∗
U∗ 0



x1
x2


∫
= Re
¨
eiθ (g(|C|)x1, g(|B|)x2) , (f(|C|)V ∗x2, f(|B|)U∗x1)
∂
= Re
Ä¨
eiθg(|C|)x1, f(|C|)V ∗x2
∂
+
¨
eiθg(|B|)x2, f(|B|)U∗x1
∂ä
=
1
4
Å∥∥∥eiθg(|C|)x1 + f(|C|)V ∗x2∥∥∥2 − ∥∥∥eiθg(|C|)x1 − f(|C|)V ∗x2∥∥∥2ã
+
1
4
Å∥∥∥eiθg(|B|)x2 + f(|B|)U∗x1∥∥∥2 − ∥∥∥eiθg(|B|)x2 − f(|B|)U∗x1∥∥∥2ã
(by the polarization identity)
≤ 1
4
∥∥∥eiθg(|C|)x1 + f(|C|)V ∗x2∥∥∥2 + 1
4
∥∥∥eiθg(|B|)x2 + f(|B|)U∗x1∥∥∥2
=
1
4
∥∥∥∥∥∥
î
eiθg(|C|) f(|C|)V ∗
óx1
x2


∥∥∥∥∥∥
2
+
1
4
∥∥∥∥∥∥
î
f(|B|)U∗ eiθg(|B|)
ó x1
x2


∥∥∥∥∥∥
2
≤ 1
4
∥∥∥îeiθg(|C|) f(|C|)V ∗ó∥∥∥2 + 1
4
∥∥∥îf(|B|)U∗ eiθg(|B|)ó∥∥∥2
=
1
4
∥∥∥∥∥∥
î
eiθg(|C|) f(|C|)V ∗
óe−iθg(|C|)
V f(|C|)


∥∥∥∥∥∥+
1
4
∥∥∥∥∥∥
î
f(|B|)U∗ eiθg(|B|)
ó Uf(|B|)
e−iθg(|B|)


∥∥∥∥∥∥
=
1
4
∥∥∥g2(|C|) + f(|C|)V ∗V f(|C|)∥∥∥+ 1
4
∥∥∥f(|B|)U∗Uf(|B|) + g2(|B|)∥∥∥
=
1
4
∥∥∥f 2(|C|) + g2(|C|)∥∥∥+ 1
4
∥∥∥f 2(|B|) + g2(|B|)∥∥∥ .
Taking the supremum over all unit vectors x = (x1, x2) and utilizing Lemma 2.4
(a), we get
w(S) ≤ 1
4
∥∥∥f 2 (|C|) + g2 (|C|)∥∥∥+ 1
4
∥∥∥f 2 (|B|) + g2 (|B|)∥∥∥ .
6 M. GHADERI AGHIDEH, M. S. MOSLEHIAN, J. ROOIN
Therefore,
h(w(S)) ≤ 1
2
h
Ç∥∥∥∥∥f 2(|C|) + g2(|C|)2
∥∥∥∥∥
å
+
1
2
h
Ç∥∥∥∥∥f 2(|B|) + g2(|B|)2
∥∥∥∥∥
å
(since h is nondecreasing and convex)
≤ 1
4
∥∥∥h Äf 2(|C|)ä+ h Äg2(|C|)ä∥∥∥+ 1
4
∥∥∥h Äf 2(|B|)ä+ h Äg2(|B|)ä∥∥∥
(by Lemma 2.5.)

The next corollary gives a generalization of inequality (1.2).
Corollary 2.7. Let B,C ∈ B(H). Then
wr
Ñ
 0 B
C 0


é
≤ 1
4
∥∥∥ |B|2rα + |B|2r(1−α)∥∥∥ + 1
4
∥∥∥ |C|2rα + |C|2r(1−α)∥∥∥ , (2.3)
for all α ∈ [0, 1] and r ≥ 1.
Proof. Inequality (2.3) follows from inequality (2.2) by putting h(t) = tr, f(t) =
tα, and g(t) = t1−α. 
Remark 2.8. Let B,C ∈ B(H). The following lower bound was obtained in [2].
w
1
2 (BC) ≤ w
Ñ
 0 B
C 0


é
.
Also, in the same paper, it was shown that if B,C ≥ 0, then
∥∥∥B 12C 12 ∥∥∥2 = ρ(BC) (≤ w(BC)) .
Corollary 2.9. Let B,C ∈ B(H), and let C be normal. Then
‖B + C‖r ≤ 2r−2
(∥∥∥ |B|2rα + |B|2r(1−α)∥∥∥+ ∥∥∥ |C|2rα + |C|2r(1−α)∥∥∥) ,
for all α ∈ [0, 1] and r ≥ 1.
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Proof. We have
‖B + C‖r =
∥∥∥∥∥∥

 0 B
C∗ 0

+

 0 B
C∗ 0


∗∥∥∥∥∥∥
r
= 2rwr
Ñ
Re

 0 B
C∗ 0


é
≤ 2r max
θ∈R
∥∥∥∥∥∥Re
Ñ
eiθ

 0 B
C∗ 0


é∥∥∥∥∥∥
r
= 2rwr
Ñ
 0 B
C∗ 0


é
(by Lemma 2.4 (a))
≤ 2r−2
(∥∥∥ |B|2rα + |B|2r(1−α)∥∥∥ + ∥∥∥ |C∗|2rα + |C∗|2r(1−α)∥∥∥) .
(by inequality (2.3))
Since C is normal, |C| = |C∗|, and the proof is complete. 
Theorem 2.10. Let S =

0 B
C 0

 ∈ B(H ⊕ H), r ≥ 2, and p, q > 1 with
1
p
+
1
q
= 1. If f1, g1, f2, and g2 are non-negative continuous functions on [0,∞)
such that f1(t)g1(t) = f2(t)g2(t) = t (t ≥ 0), then
wr(S) ≤ 2− r2−1max 1p (α, β)max 1q (γ, δ) , (2.4)
and
wr(S) ≤ 2− r2−1max 1p Äα′, β ′ämax 1q Äγ ′ , δ′ä , (2.5)
where
α = ‖f rp1 (|B∗ − iC|) + f rp2 (|B∗ + iC|)‖ , β = ‖f rp1 (|B + iC∗|) + f rp2 (|B − iC∗|)‖,
γ = ‖grq1 (|B∗ − iC|) + grq2 (|B∗ + iC|)‖ , δ = ‖grq1 (|B + iC∗|) + grq2 (|B − iC∗|)‖ ,
and
α
′
= ‖f rp1 (|B∗ − iC|) + grp2 (|B∗ + iC|)‖ , β
′
= ‖f rp1 (|B + iC∗|) + grp2 (|B − iC∗|)‖,
γ
′
= ‖grq1 (|B∗ − iC|) + f rq2 (|B∗ + iC|)‖ , δ
′
= ‖grq1 (|B + iC∗|) + f rq2 (|B − iC∗|)‖ .
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Proof. Assume that S = S1 + iS2 is the Cartesian decomposition of S, and that
x is any unit vector in H⊕H. Then
|〈Sx, x〉|r = |〈(S1 + iS2) x, x〉|r
=
Ä〈S1x, x〉2 + 〈S2x, x〉2ä r2
= 2−
r
2
Ä〈(S1 + S2)x, x〉2 + 〈(S1 − S2)x, x〉2ä r2
≤ 2− r22 r2−1 (|〈(S1 + S2)x, x〉|r + |〈(S1 − S2)x, x〉|r)
(by the convexity of t
r
2 for r ≥ 2)
≤ 1
2
(〈|S1 + S2|x, x〉r + 〈|S1 − S2|x, x〉r) .
(by the convexity of |t| and Lemma 2.2)
A straightforward computation shows that
2 |〈Sx, x〉|r
≤
±

1√
2
|B∗ − iC| 0
0
1√
2
|B + iC∗|

x, x
ªr
+
±

1√
2
|B∗ + iC| 0
0
1√
2
|B − iC∗|

x, x
ªr
.
Hence,
2
r
2
+1 |〈Sx, x〉|r
≤
Æñ
|B∗ − iC| 0
0 |B + iC∗|
ô
x, x
∏r
+
Æñ
|B∗ + iC| 0
0 |B − iC∗|
ô
x, x
∏r
≤
Æñ
f21 (|B∗ − iC|) 0
0 f21 (|B + iC∗|)
ô
x, x
∏ r
2
Æñ
g21 (|B∗ − iC|) 0
0 g21 (|B + iC∗|)
ô
x, x
∏ r
2
+
Æñ
f22 (|B∗ + iC|) 0
0 f22 (|B − iC∗|)
ô
x, x
∏ r
2
Æñ
g22 (|B∗ + iC|) 0
0 g22 (|B − iC∗|)
ô
x, x
∏ r
2
(by the mixed Cauchy–Schwarz inequality)
≤
Æñ
f r1 (|B∗ − iC|) 0
0 f r1 (|B + iC∗|)
ô
x, x
∏Æñ
gr1 (|B∗ − iC|) 0
0 gr1 (|B + iC∗|)
ô
x, x
∏
+
Æñ
f r2 (|B∗ + iC|) 0
0 f r2 (|B − iC∗|)
ô
x, x
∏Æñ
gr2 (|B∗ + iC|) 0
0 gr2 (|B − iC∗|)
ô
x, x
∏
(by Lemma 2.2)
≤
Æñ
f
rp
1 (|B∗ − iC|) + f rp2 (|B∗ + iC|) 0
0 f rp1 (|B + iC∗|) + f rp2 (|B − iC∗|)
ô
x, x
∏ 1
p
×
Æñ
g
rq
1 (|B∗ − iC|) + grq2 (|B∗ + iC|) 0
0 grq1 (|B + iC∗|) + grq2 (|B − iC∗|)
ô
x, x
∏ 1
q
.
(by the Ho¨lder inequality and Lemma 2.2)
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Taking the supremum over all unit vectors x we get inequality (2.4). Inequality
(2.5) is achieved by a similar argument. 
3. Inequalities for the diagonal part
In this section, we obtain some upper bounds for the numerical radius of diag-
onal operator matrices.
Theorem 3.1. Let T =

A 0
0 D

 ∈ B(H ⊕H), and let f and g be non-negative
continuous functions on [0,∞) such that f(t)g(t) = t (t ≥ 0). Then for all
non-negative nondecreasing convex functions h on [0,∞), the following inequality
holds:
h(w(T )) ≤ 1
2
max
(∥∥∥h Äf2(|A|)ä+ h Äg2(|A|)ä∥∥∥ , ∥∥∥h Äf2(|D|)ä+ h Äg2(|D|)ä∥∥∥) . (3.1)
Proof. Let A = U |A| andD = V |D| be the polar decompositions of the operators
A and D. Then
T = W |T | =

U 0
0 V



|A| 0
0 |D|


is the polar decomposition of T . Let x = (x1, x2) be any unit vector in H ⊕H;
that is, ‖x1‖2 + ‖x2‖2 = 1. Then for all θ ∈ R, we obtain
Re
¨
eiθTx, x
∂
= Re
¨
eiθW |T |x, x∂
= Re
¨
eiθWf(|T |)g(|T |)x, x∂ (by functional calculus)
= Re
¨
eiθg(|T |)x, f(|T |)W ∗x
∂
= Re
∞
eiθ

g(|A|) 0
0 g(|D|)



x1
x2

 ,

f(|A|) 0
0 f(|D|)



U∗ 0
0 V ∗



x1
x2


∫
= Re
¨
eiθ (g(|A|)x1, g(|D|)x2) , (f(|A|)U∗x1, f(|D|)V ∗x2)
∂
= Re
Ä¨
eiθg(|A|)x1, f(|A|)U∗x1
∂
+
¨
eiθg(|D|)x2, f(|D|)V ∗x2
∂ä
=
1
4
Å∥∥∥eiθg(|A|)x1 + f(|A|)U∗x1∥∥∥2 − ∥∥∥eiθg(|A|)x1 − f(|A|)U∗x1∥∥∥2ã
+
1
4
Å∥∥∥eiθg(|D|)x2 + f(|D|)V ∗x2∥∥∥2 − ∥∥∥eiθg(|D|)x2 − f(|D|)V ∗x2∥∥∥2ã
(by the polarization identity)
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≤ 1
4
∥∥∥eiθg(|A|)x1 + f(|A|)U∗x1∥∥∥2 + 1
4
∥∥∥eiθg(|D|)x2 + f(|D|)V ∗x2∥∥∥2
=
1
4
∥∥∥∥∥∥
î
eiθg(|A|) f(|A|)U∗
óx1
x1


∥∥∥∥∥∥
2
+
1
4
∥∥∥∥∥∥
î
eiθg(|D|) f(|D|)V ∗
óx2
x2


∥∥∥∥∥∥
2
≤ 1
2
∥∥∥îeiθg(|A|) f(|A|)U∗ó∥∥∥2 ‖x1‖2 + 1
2
∥∥∥îeiθg(|D|) f(|D|)V ∗ó∥∥∥2 ‖x2‖2 .
Let α :=
∥∥∥îeiθg(|A|) f(|A|)U∗ó∥∥∥ , and let β := ∥∥∥îeiθg(|D|) f(|D|)V ∗ó∥∥∥ . Clearly,
max
‖x1‖
2+‖x2‖
2=1
Ä
α2 ‖x1‖2 + β2 ‖x2‖2
ä
= max
θ∈[0,pi
2
]
Ä
α2 sin2 θ + β2 cos2 θ
ä
= max
Ä
α2, β2
ä
.
Hence,
Re
〈
eiθTx, x
〉
≤ 1
2
max
Å∥∥∥îeiθg(|A|) f(|A|)U∗ó∥∥∥2 , ∥∥∥îeiθg(|D|) f(|D|)V ∗ó∥∥∥2ã
=
1
2
max
Ç∥∥∥∥∥îeiθg(|A|) f(|A|)U∗ó ñe−iθg(|A|)Uf(|A|) ô
∥∥∥∥∥ ,
∥∥∥∥∥
î
eiθg(|D|) f(|D|)V ∗
ó ñe−iθg(|D|)
V f(|D|)
ô∥∥∥∥∥å
=
1
2
max
(∥∥g2(|A|) + f(|A|)U∗Uf(|A|)∥∥ , ∥∥g2(|D|) + f(|D|)V ∗V f(|D|)∥∥)
=
1
2
max
(∥∥f2(|A|) + g2(|A|)∥∥ , ∥∥f2(|D|) + g2(|D|)∥∥) .
Taking the supremum over all unit vectors x = (x1, x2) and using Lemma 2.4
(a), yields that
w(T ) ≤ 1
2
max
(∥∥∥f 2(|A|) + g2(|A|)∥∥∥ , ∥∥∥f 2(|D|) + g2(|D|)∥∥∥) .
Therefore,
h(w(T )) ≤ max
Ç
h
Ç∥∥∥∥∥f 2(|A|) + g2(|A|)2
∥∥∥∥∥
å
, h
Ç∥∥∥∥∥f 2(|D|) + g2(|D|)2
∥∥∥∥∥
åå
(since h is nondecreasing)
≤ 1
2
max
(∥∥∥h Äf 2(|A|)ä+ h Äg2(|A|)ä∥∥∥ , ∥∥∥h Äf 2(|D|)ä+ h Äg2(|D|)ä∥∥∥)
(by Lemma 2.5.)

Corollary 3.2. Let A,D ∈ B(H). Then
wr
Ñ
A 0
0 D


é
≤ 1
2
max
(∥∥∥ |A|2rα + |A|2r(1−α)∥∥∥ , ∥∥∥ |D|2rα + |D|2r(1−α)∥∥∥) , (3.2)
and in particular,
wr(A) ≤ 1
2
∥∥∥ |A|2rα + |A|2r(1−α) ∥∥∥ , (3.3)
for all r ≥ 1 and α ∈ [0, 1].
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Proof. Take h(t) = tr, f(t) = tα, and g(t) = t1−α in inequality (3.1). Inequality
(3.3) follows from (3.2) by putting A = D and considering Lemma 2.4 (b). 
Corollary 3.3. Let A,B,C, and D ∈ B(H). With the assumptions of Theorem
3.1, if Y =

A B
C D

, then
h
Ç
w(Y )
2
å
≤ 1
4
max
(∥∥∥h Äf2(|A|)ä+ h Äg2(|A|)ä∥∥∥ , ∥∥∥h Äf2(|D|)ä+ h Äg2(|D|)ä∥∥∥)
+
1
8
(∥∥∥h Äf2(|B|)ä+ h Äg2(|B|)ä∥∥∥+ ∥∥∥h Äf2(|C|)ä+ h Äg2(|C|)ä∥∥∥) . (3.4)
Proof. Use the triangular inequality together with the nondecreasingness and the
convexity of h and apply Theorems 2.6 and 3.1 to get the result. 
Corollary 3.4. Let A,B ∈ B(H). Then
max (wr(A± B), wr(A± iB))
≤ 2r−2
∥∥∥ |A|2rα + |A|2r(1−α)∥∥∥+ 2r−2 ∥∥∥ |B|2rα + |B|2r(1−α)∥∥∥ ,
for all α ∈ [0, 1] and r ≥ 1.
Proof. Take in Corollary 3.3, Y =

 A B
±B A

, h(t) = tr, f(t) = tα, g(t) =
t1−α (t ≥ 0) to get

w
Ñ
 A B
±B A


é
2


r
≤ 1
4
∥∥∥|A|2rα + |A|2r(1−α)∥∥∥
+
1
8
(∥∥∥|B|2rα + |B|2r(1−α)∥∥∥+ ∥∥∥|±B|2rα + |±B|2r(1−α)∥∥∥)
=
1
4
∥∥∥|A|2rα + |A|2r(1−α)∥∥∥+ 1
4
∥∥∥|B|2rα + |B|2r(1−α)∥∥∥ .
Hence
wr
Ñ
 A B
±B A


é
≤ 2r−2
∥∥∥|A|2rα + |A|2r(1−α)∥∥∥ + 2r−2 ∥∥∥|B|2rα + |B|2r(1−α)∥∥∥ .
Now, an application of (c), (d) of Lemma 2.4 completes the proof. 
The next result reads as follows.
Theorem 3.5. Let T =

A 0
0 D

 ∈ B(H ⊕H), and let f and g be non-negative
continuous functions on [0,∞) such that f(t)g(t) = t (t ≥ 0). Then for all
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non-negative nondecreasing convex functions h on [0,∞),
h(w(T )) ≤ 1
2
max
(∥∥h (f2(|A|))+ h (g2(|A∗|))∥∥ , ∥∥h (f2(|D|))+ h (g2(|D∗|))∥∥) . (3.5)
Proof. Let x be any unit vector in H⊕H. We observe that
h (|〈Tx, x 〉|) ≤ h
Å¨
f 2(|T |)x, x∂ 12 ¨g2(|T ∗|)x, x∂ 12ã
(by the mixed Cauchy–Schwarz inequality)
≤ h
Ç〈f 2(|T |)x, x〉+ 〈g2(|T ∗|)x, x〉
2
å
(by the Young inequality)
≤ 1
2
Ä
h
Ä¨
f 2(|T |)x, x∂ä+ h Ä¨g2(|T ∗|)x, x∂ää (by the convexity of h)
≤ 1
2
Ä¨
h
Ä
f 2(|T |)äx, x∂+ ¨h Äg2(|T ∗|)ä x, x∂ä (by Lemma 2.2)
=
1
2
∞
h (f 2(|A|)) + h (g2(|A∗|)) 0
0 h (f 2(|D|)) + h (g2(|D∗|))

 x, x
∫
.
Taking the supremum over all unit vectors x, we reach the required result. 
Corollary 3.6. Let A,D ∈ B(H). Then for all r ≥ 1 and α ∈ [0, 1],
wr
Ñ
A 0
0 D


é
≤ 1
2
max
(∥∥∥ |A|2rα + |A∗|2r(1−α)∥∥∥ , ∥∥∥ |D|2rα + |D∗|2r(1−α)∥∥∥) . (3.6)
In particular (see [5, Theorem 1]),
wr(A) ≤ 1
2
∥∥∥ |A|2rα + |A∗|2r(1−α) ∥∥∥ , (3.7)
and
wr(A) ≤ 1
2
‖ |A|r + |A∗|r ‖ . (3.8)
Proof. Inequality (3.6) follows from inequality (3.5) by putting h(t) = tr, f(t) =
tα and g(t) = t1−α. 
Remark 3.7. Let A ∈ B(H). For all r ≥ 1 and α ∈ [0, 1], by using inequalities
(3.3) and (3.7), we get
wr(A) ≤ 1
2
min
(∥∥∥ |A|2rα + |A∗|2r(1−α) ∥∥∥ , ∥∥∥ |A|2rα + |A|2r(1−α) ∥∥∥) .
The following theorem presents a generalization of inequality (1.3) and the
second inequality in (1.4).
Theorem 3.8. Let T =

A 0
0 D

 ∈ B(H ⊕H) and let f and g be non-negative
continuous functions on [0,∞) such that f(t)g(t) = t (t ≥ 0). Then for all
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non-negative nondecreasing convex functions h on [0,∞),
h (wr(T ))
≤ max
Å∥∥∥∥1ph (fpr(|A|)) + 1q h (gqr(|A∗|))∥∥∥∥ , ∥∥∥∥1ph (fpr(|D|)) + 1q h (gqr(|D∗|))∥∥∥∥ã , (3.9)
where p, q > 1 with
1
p
+
1
q
= 1, and rmin(p, q) ≥ 2.
Proof. Without loss of generality, we can assume that p ≥ q. Let x be any unit
vector in H⊕H. Then
h (|〈Tx, x 〉|r)
≤ h
Å¨
f 2(|T |)x, x∂ r2 ¨g2(|T ∗|)x, x∂ r2ã
(by the mixed Cauchy–Schwarz inequality)
≤ h
Ç
1
p
¨
f 2(|T |)x, x∂ pr2 + 1
q
¨
g2(|T ∗|)x, x∂ qr2 å (by the Young inequality)
≤ h
Ç
1
p
〈f pr(|T |)x, x〉 + 1
q
〈gqr(|T ∗|)x, x〉
å
(by Lemma 2.2)
≤ 1
p
h (〈f pr(|T |)x, x〉) + 1
q
h (〈gqr(|T ∗|)x, x〉) (by the convexity of h)
≤ 1
p
〈h (f pr(|T |))x, x〉+ 1
q
〈h (gqr(|T ∗|))x, x〉 (by Lemma 2.2)
=
≤

1
p
h (f pr (|A|)) + 1
q
h (gqr (|A∗|)) 0
0
1
p
h (f pr(|D|)) + 1
q
h (gqr(|D∗|))

 x, x
º
.
Take the supremum over all unit vectors x to reach the required result. 
In the next corollary, inequality (3.10) is a generalization of the second inequal-
ity in (1.4).
Corollary 3.9. Let A,D ∈ B(H), p, q > 1 with 1
p
+
1
q
= 1, and rmin(p, q) ≥ 2.
Then
w2r
([
A 0
0 D
])
≤ max
Å∥∥∥∥1p |A|2prα + 1q |A∗|2qr(1−α)∥∥∥∥ , ∥∥∥∥1p |D|2prα + 1q |D∗|2qr(1−α)∥∥∥∥ã ,
and in particular,
w2r(A) ≤
∥∥∥∥∥1p |A|2prα +
1
q
|A∗|2qr(1−α)
∥∥∥∥∥ , (3.10)
for all α ∈ [0, 1].
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Note that, if, in Corollary 3.9, we take α =
1
p
, then
w2r
Ñ
A 0
0 D


é
≤ max
Ç∥∥∥∥∥1p |A|2r + 1q |A∗|2r
∥∥∥∥∥ ,
∥∥∥∥∥1p |D|2r +
1
q
|D∗|2r
∥∥∥∥∥
å
.
In particular (see [5, Theorem 2]),
w2r(A) ≤
∥∥∥∥∥1p |A|2r +
1
q
|A∗|2r
∥∥∥∥∥ .
In the next corollary, inequality (3.11) is a generalization of inequality (1.3).
Corollary 3.10. Let A,D ∈ B(H), p, q > 1 with 1
p
+
1
q
= 1, and rmin(p, q) ≥ 2.
Then
wr
Ñ
A 0
0 D


é
≤ max
Ç∥∥∥∥∥1p |A|prα + 1q |A∗|qr(1−α)
∥∥∥∥∥ ,
∥∥∥∥∥1p |D|prα +
1
q
|D∗|qr(1−α)
∥∥∥∥∥
å
,
and in particular (see [16, Corollary 3]),
wr(A) ≤
∥∥∥∥∥1p |A|prα +
1
q
|A∗|qr(1−α)
∥∥∥∥∥ , (3.11)
for all α ∈ [0, 1].
Note that, if in Corollary 3.10 we take α =
1
p
, then
wr
Ñ
A 0
0 D


é
≤ max
Ç∥∥∥∥∥1p |A|r + 1q |A∗|r
∥∥∥∥∥ ,
∥∥∥∥∥1p |D|r +
1
q
|D∗|r
∥∥∥∥∥
å
.
In particular,
wr(A) ≤
∥∥∥∥∥1p |A|r +
1
q
|A∗|r
∥∥∥∥∥ ,
which is a generalization of inequality (3.8).
In the next theorem, we give a generalization of the second inequality in (1.5).
Theorem 3.11. Let T =

A 0
0 D

 ∈ B(H ⊕ H), r ≥ 2, and p, q > 1 with
1
p
+
1
q
= 1. If f1, g1, f2, and g2 are non-negative continuous functions on [0,∞)
such that f1(t)g1(t) = f2(t)g2(t) = t (t ≥ 0), then
wr(T ) ≤ 1
2
max
1
p (α, β)max
1
q (γ, δ) , (3.12)
and
wr(T ) ≤ 1
2
max
1
p
Ä
α
′
, β
′
ä
max
1
q
Ä
γ
′
, δ
′
ä
, (3.13)
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where
α = ‖frp
1
(|ReA+ ImA|) + frp
2
(|ReA− ImA|)‖ , β = ‖frp
1
(|ReD + ImD|) + frp
2
(|ReD − ImD|)‖,
γ = ‖grq
1
(|ReA+ ImA|) + grq
2
(|ReA− ImA|)‖ , δ = ‖grq
1
(|ReD + ImD|) + grq
2
(|ReD − ImD|)‖ ,
and
α
′
= ‖frp
1
(|ReA+ ImA|) + grp
2
(|ReA− ImA|)‖ , β
′
= ‖frp
1
(|ReD + ImD|) + grp
2
(|ReD − ImD|)‖,
γ
′
= ‖grq
1
(|ReA+ ImA|) + frq
2
(|ReA− ImA|)‖ , δ
′
= ‖grq
1
(|ReD + ImD|) + frq
2
(|ReD − ImD|)‖.
Proof. Assume that T = T1 + iT2 is the Cartesian decomposition of T and that
x is any unit vector in H⊕H. Then
|〈Tx, x〉|r = |〈(T1 + iT2) x, x〉|r
=
Ä〈T1x, x〉2 + 〈T2x, x〉2ä r2
= 2−
r
2
Ä〈(T1 + T2)x, x〉2 + 〈(T1 − T2)x, x〉2ä r2
≤ 2− r22 r2−1 (|〈(T1 + T2)x, x〉|r + |〈(T1 − T2)x, x〉|r)
(by the convexity of t
r
2 for r ≥ 2)
≤ 1
2
(〈|T1 + T2|x, x〉r + 〈|T1 − T2|x, x〉r) (by the convexity of |t|)
≤ 1
2
Å¨
f 21 (|T1 + T2|)x, x
∂ r
2
¨
g21(|T1 + T2|)x, x
∂ r
2
ã
+
1
2
Å¨
f 22 (|T1 − T2|)x, x
∂ r
2
¨
g22(|T1 − T2|)x, x
∂ r
2
ã
(by the mixed Cauchy–Schwarz inequality)
≤ 1
2
(〈f r1 (|T1 + T2|)x, x〉 〈gr1(|T1 + T2|)x, x〉)
+
1
2
(〈f r2 (|T1 − T2|)x, x〉 〈gr2(|T1 − T2|)x, x〉) (by Lemma 2.2)
≤ 1
2
(〈f rp1 (|T1 + T2|) x, x〉+ 〈f rp2 (|T1 − T2|) x, x〉)
1
p
× (〈grq1 (|T1 + T2|)x, x〉 + 〈grq2 (|T1 − T2|) x, x〉)
1
q .
(by the Ho¨lder inequality and Lemma 2.2)
Therefore,
|〈Tx, x〉|r
≤
1
2
Æñ
f
rp
1
(|ReA+ ImA|) + frp
2
(|ReA− ImA|) 0
0 frp
1
(|ReD + ImD|) + frp
2
(|ReD − ImD|)
ô
x, x
∏ 1
p
×
Æñ
g
rq
1
(|ReA+ ImA|) + grq
2
(|ReA− ImA|) 0
0 grq
1
(|ReD + ImD|) + grq
2
(|ReD − ImD|)
ô
x, x
∏ 1
q
.
Take the supremum over all unit vectors x to get inequality (3.12). Inequality
(3.13) is obtained by a similar reasoning. 
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Corollary 3.12. Let A ∈ B(H) with the Cartesian decomposition A = B + iC,
and let r ≥ 2. With the assumptions of Theorem 3.11,
wr(A) ≤ 1
2
‖f rp1 (|B + C|) + f rp2 (|B − C|)‖
1
p ‖grq1 (|B + C|) + grq2 (|B − C|)‖
1
q
and
wr(A) ≤ 1
2
‖f rp1 (|B + C|) + grp2 (|B − C|)‖
1
p ‖grq1 (|B + C|) + f rq2 (|B − C|)‖
1
q , (3.14)
where p, q > 1 with
1
p
+
1
q
= 1.
Corollary 3.13. Let A ∈ B(H) with the Cartesian decomposition A = B + iC.
Then for all α ∈ [0, 1], r ≥ 2 and p, q > 1 with 1
p
+
1
q
= 1,
wr(A) ≤ 1
2
∥∥∥|B + C|rpα + |B − C|rp(1−α)∥∥∥ 1p ∥∥∥|B + C|rqα + |B − C|rq(1−α)∥∥∥ 1q , (3.15)
which is a generalization of the second inequality in (1.5).
Proof. Take f1(t) = f2(t) = t
α, and g1(t) = g2(t) = t
1−α in inequality (3.14). The
second inequality in (1.5) follows from inequality (3.15) by putting p = q = 2 and
α =
1
2
. 
Remark 3.14. We end our work by mentioning that all inequalities in this paper
are sharp. This fact comes from the sharpness of the second inequality of (1.1).
For example, if in Theorem 2.6, we take h(t) = t, f(t) = g(t) =
√
t (t ≥ 0) and
B = C, then we get
(w(B) =)w
Ñ
 0 B
B 0


é
≤ ‖B‖ .
Also, if in Theorem 2.10 we choose f1(t) = f2(t) = g1(t) = g2(t) =
√
t (t ≥ 0) ,
r = 2 , p = q = 2 and C = B = B∗, we obtainÄ
w2(B) =
ä
w2
Ñ
 0 B
B 0


é
≤ ‖B‖2 .
The sharpness of the other inequalities is handled in the same manner.
References
[1] O. Axelsson, H. Lu, and B. Polman, On the numerical radius of matrices and its application
to iterative solution methods, Special Issue: The numerical range and numerical radius.
Linear Multilinear Algebra 37 (1994), no. 1-3, 225–238.
[2] M. Bakherad and K. Shebrawi, Some generalizations of the Aluthge transform of operators
and their consequences, arXiv:1710.04893, 2017.
[3] M. Bakherad and K. Shebrawi, Upper bounds for numerical radius inequalities involving
off-diagonal operator matrices, Ann. Funct. Anal. 9 (2018), no. 3, 297–309.
SHARP INEQUALITIES FOR THE NUMERICAL RADIUS 17
[4] R. Drnovsˇek and A. Peperko, Inequalities on the spectral radius and the operator norm of
Hadamard products of positive operators on sequence spaces. 10 (2016), no. 4, 800–814.,
Banach J. Math. Anal. 10 (2016), no. 4, 800–814.
[5] M. El-Haddad and F. Kittaneh, Numerical radius inequalities for Hilbert space operators.
II, Studia Math. 182 (2007), no. 2, 133–140.
[6] M. Hajmohamadi, R. Lashkaripour, and M. Bakherad, Some generalizations of numerical
radius on off-diagonal part of 2× 2 operator matrices, J. Math. Inequal. 12 (2018), no. 12,
447–457.
[7] O. Hirzallah, F. Kittaneh, and K. Shebrawi, Numerical radius inequalities for certain 2×2
operator matrices, Integral Equations Operator Theory 71 (2011), no. 1, 129–147.
[8] O. Hirzallah, F. Kittaneh, and K. Shebrawi, Numerical radius inequalities for commutators
of Hilbert space operators, Numer. Funct. Anal. Optim. 32 (2011), no. 7, 739–749.
[9] F. Kittaneh, Numerical radius inequalities for Hilbert space operators, Studia Math. 168
(2005), no. 1, 73–80.
[10] F. Kittaneh, A numerical radius inequality and an estimate for the numerical radius of the
Frobenius companion matrix, Studia Math. 158 (2003), no. 1, 11–17.
[11] F. Kittaneh, Notes on some inequalities for Hilbert Space operators, Publ. Res. Inst. Math.
Sci. 24 (1988), no. 2, 283–293.
[12] T. Kosem, Inequalities between ‖f(A+B)‖ and ‖f(A)+ f(B)‖, Linear Algebra Appl. 418
(2006), no. 1, 153–160.
[13] D. S. Mitrinovic´, J. E. Pecˇaric´, and A. M. Fink, Classical and new inequalities in analysis,
Mathematics and its Applications (East European Series), 61. Kluwer Academic Publishers
Group, Dordrecht, 1993.
[14] G. J. Murphy, C*-Algebras and Operator Theory, Academic Press, Boston, 1990.
[15] J. Pecˇaric´, T. Furuta, J. Mic´ic´ Hot, and Y. Seo, Mond-Pecˇaric´ method in operator in-
equalities, inequalities for bounded selfadjoint operators on a Hilbert space, Monographs in
Inequalities, Element, Zagreb, 2005.
[16] A. Salemi and A. Sheikhhosseini, Matrix Young numerical radius inequalities, Math. In-
equal. Appl. 16 (2013), no. 3, 783–791.
[17] T. Yamazaki, On upper and lower bounds of the numerical radius and an equality condition,
Studia Math. 178 (2007), no. 1, 83–89.
[18] A. Zamani, Some lower bounds for the numerical radius of Hilbert space operators, Adv.
Oper. Theory 2 (2007), no. 2, 98–107.
1 Department of Mathematics, Institute for Advanced Studies in Basic Sci-
ences (IASBS), Zanjan 45137-66731, Iran;
Tusi Mathematical Research Group (TMRG), Mashhad, Iran
E-mail address : m.ghaderiaghideh@iasbs.ac.ir
2 Department of Pure Mathematics, Center of Excellence in Analysis on Al-
gebraic Structures (CEAAS), Ferdowsi University of Mashhad, P. O. Box 1159,
Mashhad 91775, Iran
E-mail address : moslehian@um.ac.ir, moslehian@member.ams.org
18 M. GHADERI AGHIDEH, M. S. MOSLEHIAN, J. ROOIN
3 Department of Mathematics, Institute for Advanced Studies in Basic Sci-
ences (IASBS), Zanjan 45137-66731, Iran
E-mail address : rooin@iasbs.ac.ir
