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HARDY CLASSES, INTEGRAL OPERATORS, AND DUALITY ON
SPACES OF HOMOGENEOUS TYPE
STEVEN G. KRANTZ AND SONG-YING LI
Abstract. The authors study Hardy spaces, of arbitrary order, on a space of
homogeneous type. This extends earlier work that treated only Hp for p near 1.
Applications are given to the boundedness of certain singular integral operators,
especially on domains in complex space.
1. Introduction
Function spaces play a significant role in harmonic analysis and partial differential
equations. The integral operators that form a bridge between function spaces and
partial differential equations are the Caldero´n-Zygmund operators. It is well known
that Caldero´n-Zygmund operators are bounded on the Lebesgue space Lp(Rn) for
1 < p <∞. It is also known that the Caldero´n-Zygmund operators are not bounded
on Lp(Rn) for any 0 < p ≤ 1. It is natural to ask what are the substitutes for
Lp(Rn) when p is in this range; this circle of ideas has received considerable attention
in harmonic analysis during the past thirty years (see, for example, [COI], [CHR2],
[COW1, 2], [FS], [KRA2] and [STE], etc.).
We now understand that the best substitutes for the Lp spaces are the atomic
Hardy spaces. Of course the holomorphic Hardy spaces on a domain in Cn and the
real variable harmonic Hardy spaces on RN are, at least on a formal level, quite
different. It is natural to wish to find a way to connect them. With this end in view,
the abstract Hardy spaces on a space of homogeneous type have been introduced
and studied by Coifman and Weiss [COW1, 2] and others. For the case 0 < p ≤ 1,
the atomic Hardy spaces Hp(X) on a space of homogeneous type were introduced in
[COI] and [COW1, 2]. With their definition of Hp(X), it cannot be guaranteed that
the Caldero´n-Zygmund operators are bounded on Hp(X) when p < 1/2—even when
X is the real line.
One of the main purposes of this paper is to find a natural way to define Hardy
spaces Hp(X) on a space of homogeneous type with 0 < p < 1 in such a way that
singular integrals will be bounded on all of these Hardy spaces. This will extend the
work of Coifman andWeiss in [COW1], [COW2]. In order to achieve this goal we shall
have to address several important ancillary issues: how to define higher order moment
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conditions on an arbitrary space of homogeneous type, how to define analogues of
smooth functions in that setting, and how to define analogues of polynomials or other
“testing functions”.
The second purpose of this paper is to establish duality theorems for the Hardy
spaces we have defined. The study of singular integrals acting on Lp spaces on a
space of homogeneous type has attracted many authors; one significant recent study
includes the adaptation of T (1) or T (b) theorems to Lp(X) on a space of homogeneous
type X (see [CW1, 2], [CHR1, 2] and references therein.)
The third purpose of this paper is to use some of those ideas to study the bound-
edness and compactness and other properties of some generalized Toeplitz operators
(including commutators of a singular integral operator and a multiplication operator)
on function spaces on a space of homogeneous type. In particular, we shall extend
the results in [CG], [CRW], [JAN] and [LI] from Rn or S2n−1 to much more general
settings.
The paper is organized as follows: In Section 2, we recall and prove some pre-
liminary results, and introduce some notation and definitions. The atomic Hardy
spaces Hp(X) when p < 1 are defined and the duality theorem is stated and proved
in Section 3. In Section 4, we introduce several examples which fit our models. In
Section 5, we prove boundedness of singular integral operators on Hp. In Section 6,
we study the boundedness of some generalized Toeplitz operators on Hp or Lp. The
compactness of commutators on Lp and Hp(X) is studied in Section 7. Finally, in
Section 8, we shall apply some of the theorems we proved in the previous sections to
prove analogous theorems for holomorphic Hardy space on some domains in Cn.
2. Preliminaries
Let X be a locally compact Hausdorff space. A homogeneous structure on X con-
sists of a positive regular Borel measure µ on X and a family {B(x, r) : x ∈ X, r > 0}
of basic open subsets of X such that for some constants c > 1 and K > 1 we have
(1) x ∈ B(x, r) for all x ∈ X and every r > 0;
(2) If x ∈ X and 0 < r1 ≤ r2, then B(x, r1) ⊂ B(x, r2);
(3) 0 < µ(B(x, r)) <∞ for all x ∈ X and all r > 0;
(4) X = ∪r>0B(x, r) for some (and hence every) x ∈ X ;
(5) µ(B(x, cr)) ≤ Kµ(B(x, r)) for all x ∈ X and all r > 0.
(6) If B(x1, r1) ∩B(x2, r2) 6= ∅ and r1 ≥ r2, then B(x2, r2) ⊂ B(x1, cr1);
We say that X is a space of homogeneous type if X is a locally compact Hausdorff
space having a homogeneous structure. Following Christ [CHR1], we assume from
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now on that
(2.1) µ({x}) = 0
for all x ∈ X .
If X is a space of homogeneous type, then one may define a quasi-distance on X
as follows: If x, y ∈ X , then we let
(2.2) d(x, y) = inf{t : y ∈ B(x, t), and x ∈ B(y, t)}
It is clear that d(x, y) = d(y, x), and d(x, y) = 0 if and only if x = y. From the
so-called “doubling property” (5), we have that d(x, z) ≤ C(c,K)(d(x, y) + d(y, z)).
Therefore d( · , · ) is a quasi-metric onX . Coifman andWeiss refer to this quasi-metric
as the “measure distance”.
For certain purposes, it is useful to choose a quasi-metric such that the measure
of a ball B(x, r) associated to the quasi-metric is comparable to a fixed power rγ of
its radius. Follows Theorem 3 in [MS1], , we have the following result:
Lemma 2.1. Let (X, µ) be a space of homogeneous type. For any positive number
γ, there is a quasi-metric dγ on X such that if
Bγ(x0, r) = {x ∈ X : dγ(x, x0) < r},
then
(2.3) µ(Bγ(x0, r)) ≈ r
γ .
and with this quasimetric, we have
(2.4)
∫
X\B(x0,t)
µ(B(x, t))−sdµ(x) ≤ Csµ(B(x0, t))
−s+1
for all s > 1.
Now we define the maximum mean oscillation on balls with fixed radius r as
follows:
(2.5) M(r, f) = sup
x∈X
{
1
µ(B(x, r))
∫
B(x,r)
|f −mB(f)| dµ
}
.
[Here mB(f) is the mean value of f on the ball B.]
Definition 2.2. Let (X, d, µ) be a space of homogeneous type (the homogeneous
structure is given by the quasi-metric d.) Let f ∈ L1loc(X). We say that f ∈ BMO(X)
if
‖f‖BMO ≡ ‖f‖∗ = sup
0<r<∞
M(r, f) <∞.
We say that f ∈ VMO(X) if f ∈ BMO(X) and
lim
r→0+
M(r, f) = 0.
Now we may define the atomic H1 space as follows.
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Definition 2.3. Let (X, d, µ) be a space of homogeneous type. Let a ∈ L∞(X). We
say a is an atom (or a 1-atom) if there is a ball B such that supp(a) ⊂ B and
(i) |a(x)| ≤ 1/µ(B) ; (ii)
∫
B
a(x) dµ = 0.
Then
(2.6) H1(X) =
{
u =
∞∑
j=1
λjaj : aj are atoms and {λj}
∞
j=1 ∈ ℓ
1, λj ≥ 0
}
with norm
(2.7) ‖u‖H1 = inf
{ ∞∑
j=1
λj : u =
∞∑
j=1
λjaj
}
.
The following result was proved in [COW2] and later in [MS2]:
THEOREM 2.4. Let X be a space of homogeneous type. Then
(i)
[
H1(X)
]∗
= BMO(X);
(ii)
[
VMO(X)
]∗
= H1(X).
The question of how to define atomic Hp(X) spaces when 0 < p < 1 is more
complex. For the case when p is very closed to 1, it was treated by Coifman and
Weiss [COW1,2] (also see [MS2]). Let a be a bounded function on X with support
in some ball B = B(x0, r). We say that a is a p-atom in the sense of Coifman and
Weiss if
(i) |a(x)| ≤ µ(B)−1/p ; (ii)
∫
X
a(x) dµ(x) = 0.
The atoms of Coifman and Weiss are natural for values of p that are close to 1
(where the elementary mean value zero property suffices for the purpose of studying
singular integrals); when the value of p is small, then the definition of Hardy space
requires a higher order moment condition and is unworkable on an arbitrary space of
homogeneous type.
In order to define a more natural p-atom when p is small, we need to develop
appropriate machinery to produce the necessary moment conditions for p-atoms.
With a view to using Campanato-Morrey theory (see [KRA2]), one essential question
is therefore how to define polynomials on a space of homogeneous type. Let us begin
by taking a new look at the problem on Rn, where the traditional method is to exploit
the canonical coordinate system to define monomials and polynomials.
We shall begin by replacing the usual polynomials by a family of testing functions
that have certain of the functorial properties of polynomials.
Definition 2.5. Let X be a space of homogeneous type. We say that there is a
family P of ‘testing polynomials’ on X if there is a positive integer-valued function
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n(i, x) of the non-negative integer i and the point x ∈ X (n(0, x) = 1) and families
of functions
P(x0) = {1} ∪ {pij(x, x0) : j = 1, · · · , n(i, x0), i = 1, 2, · · · }.
[It is helpful to think of i as the degree of the monomial pij .] We let P = ∪x0∈XP(x0).
In practice we will assume that P contains the constant functions.
Let k be a positive integer and x0 ∈ X . We say that p(x, x0) is a polynomial
associated to x0, of degree not exceeding k, if there are constants cij , 0 ≤ i ≤ k, 1 ≤
j ≤ n(i, x0) with
(2.8) p(x, x0) =
k∑
i=0
n(i,x0)∑
j=1
cijpij(x, x0),
with each pij ∈ P(x0).We will usually consider constant functions to be polynomials.
Let (X, d, µ) be a space of homogeneous type. We shall use the notation
(X, d, µ,P) to indicate the existence of the family of ‘testing polynomials’.
EXAMPLE 1. Let X = RN , d(x, y) = |x−y|, and let µ be ordinary N -dimensional
Lebesgue measure. Then we let n(i, x0) =
(
N+i−1
i−1
)
and n(0, x) = 1 for every x
as usual. Finally, pij(x, x0) = pij(x) is defined as follows: pi1(x) = x
i
1, pi2(x) =
xi−11 x2, · · · , pi n(i)(x) = x
i
N (note here that we are simply enumerating all the mono-
mials of degree i).
Definition 2.6. Let (X, d, µ) be a space of homogeneous type. Let 1 ≤ q ≤ ∞, and
0 < α <∞. We shall say that a locally integrable function φ belongs to L(α, q)(X)
if
(2.9) ‖φ‖α,q = sup
B

µ(B)−α

inf ∫
B
|φ(x)−mB(φ)|
q dµ(x)
µ(B)


1/q

 <∞.
Here the supremum is taken over all balls B in X .
We say that φ ∈ Lipα(X), α > 0, if
(2.10) ‖f‖Lipα = sup

 |f(x)− f(y)|d(x, y)β : x, y ∈ X, x 6= y

 <∞.
The following proposition is due to Maca´s and Segovia [MS1].
Proposition 2.7. Let (X, d, µ) be a space of homogeneous type. Let 1 ≤ q ≤ ∞
and 0 < α <∞. If φ ∈ L(α, q), then there is a function ψ(x) such that
(i) φ(x) = ψ(x) for almost all x ∈ X ; and
(ii) |ψ(x)− φ(x)| ≤ C‖φ‖α,qµ(B)
α where B is any ball containing both x and y.
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Note: If the α is very large, then the space L(α, q) may contain only constants.
This is a saturation theorem in the sense of Favard. For example, if X = Rn and
d(x, y) = |x− y| and µ is the Lebesgue measure, then L(α, q) = C if α > 1/n.
In what follows, we shall identify the functions φ and ψ in the last proposition
without further comment.
As to the relationship between L(α, q) and Lipα(X), we prove the following propo-
sition:
Proposition 2.8. Let (X, dγ, µ) be a space of homogeneous type. Let 1 ≤ q ≤ ∞
and 0 < α <∞. Then φ ∈ L(α, q) if and only if φ ∈ Lipγα(X).
Proof. Suppose that φ ∈ Lipγα(X). Let B be any ball in X . Then we have
1
µ(B)
∫
B
|φ(x)−mB(φ)|
q dµ(x)
≤ ‖φ‖qLipγα
∫
B
(
1
µ(B)
∫
B
dγ(x, y)
γα dµ(y)
)q dµ(x)
µ(B)
≤ ‖φ‖qLipγα
∫
B
(
1
µ(B)
∫
B
rγα dµ(y)
)q dµ(x)
µ(B)
≤ ‖φ‖qLipγαr
γαq
Therefore(
1
µ(B)
∫
B
|φ(x)−mB(φ)|
q dµ(x)
)1/q
≤ ‖φ‖Lipγαr
γα ≤ C‖φ‖Lipγαµ(B)
α.
Therefore f ∈ L(α, q)(X).
Conversely, let φ ∈ L(α, q). We will show that φ ∈ Lipγα(X). By Proposition
2.8, we have
|φ(x)− φ(y)| ≤ C‖φ‖α,qµ(B)
α
for any ball B(x0, r) containing x and y. In particular, we have
|φ(x)− φ(y)| ≤ C‖φ‖α,qµ(B(x, cdγ(x, y))
α ≤ Cα‖φ‖α,qK
αdγ(x, y)
γα
This implies that φ ∈ Lipγα(X). Therefore the proof of the proposition is complete.
Next we shall define smooth functions on X by comparing them with our testing
functions above.
For γ > 0 fixed, let βγ be the supremum of positive numbers tγ such that
|dγ(x, z)− dγ(y, z)| ≤ C(K, c)r
1−tγdγ(x, y)
tγ
for all x, y ∈ X with dγ(x, z) < r and dγ(y, z) < r and r > 0. In order to define
smooth functions based on the family of testing polynomials, it is natural to first
assume that P ⊂ Lipβγ(X). Thus, we shall give the following definition.
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Definition 2.9. Let (X, dγ , µ,P) be a space of homogeneous type. Fix a number
1 ≤ q ≤ ∞. For 0 < α < γ−1βγ and a nonnegative integer k, we say that a locally
integrable function φ belongs to L(α, k, q) if B = B(x0, r) and
(2.11) ‖φ‖α,k,q = sup
B
{[
1
µ(B)α+k/γ
inf
p
[ ∫
B
|φ(x)− p(x, x0)|
q dµ(x)
µ(B)
]1/q}
<∞.
Here the infimum is taken over all testing polynomials p centered at x0 of degree not
exceeding k, and the supremum is taken over all balls B = B(x0, r) ⊆ X .
Proposition 2.10. Let (X, dγ, µ,P) be a space of homogeneous type. Let 1 ≤ q ≤
∞ and 0 < α <∞. Then L(α, 0, q) = L(α, q).
Proof. It is obvious that
‖φ‖α,0,q ≤ ‖φ‖α,q.
The opposite inequality follows from the following standard fact.
∫
B(x0,r)
|φ−mB(φ)|
q dµ
µ(B)


1/q
≤ 2 inf


(∫
B
|φ− c|q
dµ
µ(B)
)1/q
: c ∈ C


and the proof of the proposition.
From the definition of L(α, k, q)(X), it is clear that
L(α, k, q2)(X) ⊂ L(α, k, q1)(X)
if q2 ≥ q1. We shall show in the next lemma that the converse is true as well.
Lemma 2.11. Let (X, dγ, µ,P) be a space of homogeneous type. Then we have
L(α, k, 1)(X) = L(α, k,∞)(X) for all 0 < α < γ−1βγ.
Let us begin by recalling the following covering lemma. We will use it in the
proof of Lemma 2.11 and in later sections as well.
Lemma 2.12. Let (X, dγ, µ) be a space of homogeneous type and E be a compact
subset of X . Suppose that there is a family F of balls which cover E. Then there is
a sequence {B(xk, rk)} of disjoint balls such that E is covered by the family of balls
{B(xk, 5crk)}. Moreover, there is a constant C such that for any point x ∈ X there
are at most C balls B(xk, 5crk) that contain x (that is, the covering {B(xk, 5crk)}
has valence C).
For details on the covering lemma, see [COW1], [COW2], or [CHR1].
Proof of Lemma 2.11: It suffices to prove that for any f ∈ L(α, k, 1)(X) we have
f ∈ L(α, k,∞). In fact we show that there is a function g ∈ Lipαγ such that g = f
for a.e. x ∈ X and for any ball B(x0, r) there is a testing polynomial of degree not
exceeding k so that
(2.12) |g(x)− p(x, x0)| ≤ C‖f‖L(α,k,1)µ(B)
α+k/γ
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for all x ∈ B(x0, r).
By Propositions 2.7 and 2.8, there is a function g ∈ Lipγα(X) such that f(x) =
g(x) for a.e. x ∈ X and
|g(x)− g(y)| ≤ C‖f‖α,0,qdγ(x, y)
γα, x, y ∈ X.
[Note here that we use only the result of 2.7 for the L(α, 0, 1) space—that is, only
the case k = 0.] Therefore, it suffices to prove that this g satisfies (2.12).
Since f ∈ L(α, k, 1), we know that g ∈ L(α, k, 1). For any ball B(x0, r) in X ,
there is a testing polynomial p1(x, x0) of degree less than or equal to k such that∫
B
|g(x)− p1(x, x0)|
dµ
µ(B)
≤ C‖f‖α,k,1µ(B)
α+k/γ.
Applying the facts that g ∈ Lipαγ(X) and p1(x, x0) ∈ Lipβγ (by assumption) and
Proposition 2.7 again, we see that
|g(x)− p1(x, x0)− g(x0) + p1(x0, x0)| ≤ C‖f‖α,k,1µ(B(x0, dγ(x, x0))
α+k/γ
for all x ∈ B(x0, r).
Now we choose
p(x, x0) = p1(x, x0) + g(x0)− p1(x0, x0).
Then
|g(x)− p(x, x0)| ≤ Cµ(B)
α+k/γ
for x ∈ B(x0, r) and r > 0. Here we have used the covering lemma; the constant
depends only on k, and is independent of x0.
We have completed the proof of (2.12), and thus of Lemma 2.11.
3. Hardy Spaces with p < 1
We begin with the definition of atom:
Definition 3.1. Fix a positive number n. Let (X, dn, µ,P) be a space of homo-
geneous type (dn = dγ when γ = n in Lemma 2.1.) Let 0 < p ≤ 1. Then a
bounded measurable function a defined on X is said to be a p-atom if there is a ball
B = B(x0, r) such that
(i) supp(a) ⊂ B; (ii) |a(x)| ≤ 1/µ(B)1/p;
(iii) For any testing polynomial p(x, x0) of degree less than or equal to [n(1/p−1)],
we have ∫
B
a(x)p(x, x0) dµ(x) = 0
where [x] is the greatest integer that does not exceed x.
Now we are ready to define the real Hardy spaces on X when p ≤ 1.
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Definition 3.2. Let (X, dn, µ,P) be a space of homogeneous type. Let 0 < p ≤ 1.
A measurable function f is said to belong to Hp(X) if there are a sequence {λk} ∈ ℓ
p
of non-negative numbers and a sequence of p-atoms {ak} such that
f =
∞∑
k=1
λkak
in the sense of distributions (when p = 1 we may actually take the convergence to be
in L1 but when p < 1 we must use the distribution topology). We let
‖f‖Hp = inf
{
∞∑
k=1
λpk : f =
∑
λkak
}
For simplicity, we shall use the following notation. For each 0 < p ≤ 1 and
positive number n, we let
α(p, n) = 1/p− 1−
1
n
[
n(1/p− 1)
]
.
The main purpose of this section is to prove the following theorem.
THEOREM 3.3. Fix a positive number n. Let (X, dn, µ,P) be a space of homo-
geneous type. Let 0 < p ≤ 1 be such that nα(p, n) ≤ βn. Then
[
Hp(X)
]∗
= L (α(p, n), [n(1/p− 1)], q) (X)
for all 1 ≤ q ≤ ∞.
We shall break the proof of Theorem 3.3 up into several lemmas. The dimension
parameter n should be considered fixed once and for all.
Lemma 3.4. Let (X, dn, µ,P) be a space of homogeneous type. Let 0 < p ≤ 1 be
such that nα(p, n) ≤ βn Then
L(α(p, n), [n(1/p− 1)], q)(X) ⊂
[
Hp(X)
]∗
for all 1 ≤ q ≤ ∞.
Proof. It suffices to prove the case q = 1. Let f ∈ L(α(p, n), [n(1/p − 1)], 1)(X).
Then, for any u ∈ Hp(X) with
u =
∞∑
j=1
λjaj, supp(aj) ⊂ Bj ,
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we have for some p(x, xj) ∈ P[n(1/p−1)](xj) (the space of all testing polynomials,
associated to xj , that have degree less than or equal [n(1/p− 1)] ) that∣∣∣∣∣∣
∫
X
f
k∑
j=1
λjaj dµ
∣∣∣∣∣∣
=
∣∣∣∣∣∣
k∑
j=1
λj
∫
Bj
(f(x)− p(x, xj)aj(x) dµ(x)
∣∣∣∣∣∣
≤
k∑
j=1
λj
∫
Bj
|f(x)− p(x, xj)||aj(x)| dµ(x)
≤
k∑
j=1
λjµ(Bj)
1−1/p
∫
Bj
|f(x)− p(x, xj)|
dµ
µ(Bj)
≤ C‖f‖α(p,n),[n(1/p−1)],1
k∑
j=1
λjµ(Bj)
1−1/pµ(Bj)
α(p,n)+ 1
n
[n(1/p−1)]
≤ C‖f‖α(p,n),[n(1/p−1)],1
k∑
j=1
λj
≤ C‖f‖α(p,n),[n(1/p−1)],1‖u‖Hp.
Therefore, letting k →∞, we have∣∣∣∣
∫
X
fu dµ
∣∣∣∣ ≤ C‖f‖L(α(p,n),[n(1/p−1)],1)‖u‖Hp
This completes the proof of the lemma.
To prove the converse, we need the following notation and lemmas.
Definition 3.5. Let (X, d, µ,P) be a space of homogeneous type. Let a be a measur-
able function with support in some ball B = B(x0, r). We say that a is a (p, 2)-atom
if, instead of satisfying the classical size condition ‖a‖∞ ≤ µ(B)
1/p, the function a
instead satisfies
(∫
B |a|
2 dµ/µ(B)
)1/2
≤ 1/µ(B)1/p. Let Hp,2(X) be the atomic Hardy
space created by replacing classical p-atoms with (p, 2)-atoms.
Now we shall prove the following simple lemma.
Lemma 3.6. Let (X, dn, µ,P) be a space of homogeneous type. Then H
p(X) ⊂
Hp,2(X) and the embedding is continuous.
Proof. Let u ∈ Hp(X). Then there are a sequence of positive numbers {λk} and a
sequence of p-atoms {ak} such that
u =
∑
k
λkak , ‖u‖
p
Hp ≈
∑
k
λpk.
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Since the ak are p-atoms, they must be (p, 2)-atoms. Thus u ∈ H
p,2(X) and
‖u‖pHp,2 ≤ C
∑
k
λpk ≤ C‖u‖
p
Hp.
Thus Hp(X) ⊂ Hp,2(X) and the embedding is continuous.
Next we shall prove the following:
Lemma 3.7. Let (X, dn, µ,P) be a space of homogeneous type. Let 0 < p ≤ 1 be
such that nα(p, n) ≤ βn. Then
[
Hp(X)
]∗
⊂ L(α(p, n), [n(1/p − 1)], q)(X) for all
1 ≤ q ≤ ∞.
Proof. Let ℓ ∈
[
Hp(X)
]∗
. We need to find a function f ∈ L(α(p, n), [n(1/p− 1)], q)
such that
ℓ(u) = ℓf(u) =
∫
X
fu dµ
for all u ∈ Hp(X).
Since Hp(X) ⊂ Hp,2(X) and is dense, we may extend ℓ to be a bounded linear
functional on Hp,2(X). More precisely, each Hp,2 atom can be taken to be an L∞
function, so elements of [Hp]∗ act naturally on these atoms [the indicated extension
of the functional from Hp to Hp,2 is not valid just by abstract functional analysis].
Alternatively, Coifman and Weiss [COW2] have shown that Hp and Hp,2 are equiva-
lent spaces, so the point may be taken as moot. All of these matters are laid out in
detail in that source.
For each ball B = B(x0, c0), ℓ is a bounded linear functional on L
2(B, p), the
space of all L2 functions u with supports on B and satisfying∫
B
u(x)p(x, x0)) dµ(x) = 0.
Here p ∈ P[n(1/p−1)](x0). Thus, by elementary Hilbert space theory, there is an
f ∈ L2(B) (depending on x0) such that
ℓ(u) =
∫
B
fu dµ, for all u ∈ L2(B, p).
Since x0 ∈ X and c0 > 0 are arbitrary, there is a function f ∈ L
2
loc(X) such
ℓ(a) =
∫
X
f(x)a(x) dµ(x)
for all p-atoms. Therefore, we have
ℓ(u) =
∫
X
f(x)u(x) dµ(x)
for any u a finite linear combination of p-atoms.
Therefore, by Lemma 2.14, it suffices to show that
f ∈ L(α(p, n), [n(1/p− 1)], 1)(X)
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and
‖f‖α(p,n),[n(1/p−1)],1 ≤ C‖ℓ‖[
Hp(X)
]
∗ .
For any p-atom a with support in B(x0, r), we have
ℓ(a) = ℓf (a) =
∫
X
f(x)a(x) dµ(x) =
∫
B
(
f(x)− p(x, x0)
)
a(x) dµ(x)
for all p(x, x0) ∈ P[n(1/p−1)](x0). Fix x0 ∈ X , and r > 0. We have
inf
{ ∫
B(x0,r)
|f(x)− p(x, x0)| dµ(x) : p(x, x0) ∈ P[n(1/p−1)](x0)
}
= sup
{∣∣∣∣
∫
B(x0,r)
f(x)g(x) dµ
∣∣∣∣ : ‖g‖∞ ≤ 1
}
,
where the infimum is taken over all testing polynomials associated to the ball B(x0, r),
of degree not exceeding [n(1/p]−1)]; also the supremum is taken on all g ∈ P(x0, p)
⊥,
where
P(x0, p)
⊥ =
{
g ∈ L∞(B(x0, r)) :∫
B(x0,r)
p(x, x0)g(x) dµ(x) = 0 for all p(x, x0) ∈ P[n(1/p−1)](x0)
}
We claim that g ∈ P(x0, p)
⊥ and ‖g‖∞ ≤ 1 if and only if a(x) = µ(Br(x0))
−1/pg(x)
is a p-atom supported on Br(x0). The proof of this claim is obvious. Thus
µ(B)−1/p inf
p
{
∫
B
|f(x)− p(x, x0)])| dµ(x) : p(x, x0) ∈ P[n(1/p−1)](x0)}
= sup{
∣∣∣∣
∫
B
f(x) a(x) dµ(x)
∣∣∣∣ : a is p− atom}
≤ ‖ℓ‖[
(Hp)
]
∗
Therefore f ∈ L(α(p, n), [n(1/p− 1)], 1)(X).
Combining Lemmas 3.4 and 3.7, the proof of Theorem 3.3 is complete.
Before ending this section, let us make the following remark about the number
βγ. It is easy to see that βγ = βγ0γ0/γ for any γ0, γ > 0. Moreover, if γ ≥ γ0 and
γ0α− [γ0α] ≤ βγ0 , α > 0,
then
γα− [γα] ≤ βγ
since γ[γ0α]/γ0 ≥ [γα]. Therefore, for each 0 < p ≤ 1, in order to guarantee that
γα(p, γ) ≤ βγ, we may increase the value of γ by a suitable amount.
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4. Some Examples
In this section, we shall introduce several examples of spaces of homogeneous
type. In each of these examples, one can see that our definition for the atomic Hardy
space when 0 < p ≤ 1 and our duality Theorem 3.3 are natural generalizations of the
classical theory.
EXAMPLE 2. Let X = RN , equipped with the Euclidean metric d(x, y) = |x− y|.
It is clear that d(x, y) ∈ Lip1(R
2N). Let dµ = dv be the Lebesgue measure on RN .
Then (X, d, µ) is a space of homogeneous type, and µ(B(x, r)) ≈ rN for any x ∈ RN
and r > 0.
Now we define the family of testing polynomials. Let n(i, x) =
(
N+i−1
i−1
)
= n(i).
Let p0(x) = 1, and
pi1(x, x0) = x
i
1, pi2(x, x0) = x
i−1
1 x2, · · · , pin(i)(x, x0) = x
i
N
for i = 1, 2, · · · . Then
(i) L(α− [α], [α])(RN) = ΛNα(R
N), the Zygmund class in RN , for any α > 0;
(ii) a is a p-atom in our sense if and only if it is a p-atom in the classical sense,
i.e., there is ball B = B(x0, r) such that supp(a) ⊂ B, |a(x)| ≤ 1/[v(B)]
1/p and∫
RN
a(x)xkdx = 0, |k| = k1 + k2 + · · ·kN ≤ [N(1/p− 1)];
for all k = (k1, · · · , kN) with ki ≥ 0 and x
k = xk11 · · ·x
kN
N .
(iii)
[
Hp(Rn)
]∗
= Λn(1/p−1)(R
n).
Verification of Example: The proof of the results of Example 2 follows from the
main theorems of Krantz [KRA1] and Latter [LAT].
EXAMPLE 3. In this example, we take X to be the Heisenberg group Hn. We
begin with some notation and definitions.
The Heisenberg group: Hn is the Lie group with underlying manifold R
2n×R and
group operation (z = x+ iy, z′ = x′ + iy′):
bb′ = (x, y, t)(x,′ y′, t′) = (z, t)(z′, t′) = (z + z′, t+ t′ + 2Im〈z, z′〉).
Haar measure on Hn is, up to a constant multiple, dv = dxdydt—Lebesgue measure
on R2n+1. For each c > 0, we define the dilations on Hn as follows:
c · (x, y, t) = (c x, c y, c2t).
The norm of (x, y, t) is defined as:
‖(x, y, t)‖ = {t2 + (|x|2 + |y|2)2}1/4
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It is clear that d((x, y, t), (x′, y′, t′)) ≡ ‖(x − x′, y − y′, t − t′)‖ ∈ Lip1/2(Hn). Thus
(Hn, d, dv) is a space of homogeneous type.
Moreover,
‖c · (x, y, t)‖ = |c| ‖(x, y, t)‖.
For each b ∈ Hn and r > 0 we define the ball
B(b, r) = {h ∈ Hn : ‖bh
−1‖ < r}, cB(b, r) = B(b, cr)
Thus we have
v(cB) = c2(n+1)v(B), c > 0.
Therefore
v
(
B(g, r)
)
≈ r2(n+1), g ∈ Hn, r > 0.
Let g = (x1, · · · , xn, y1, · · · , yn, t). We say the p(g) = p(x, y, t) is a polynomial of
degree less than or equal k if
p(g) =
∑
|α|≤n
cαg
α
where α = (α1, · · · , αn, αn+1, · · · , α2n, α0) with α0 and αj , j ≥ 1 non-negative inte-
gers, and
|α| = 2α0 +
2n∑
j=1
αj ≤ k.
Such a function p is an element of P0. Then we define the family P of testing
polynomials on Hn as follows: Pk(x0) = Pk(0) and Pk(0) is the set of all polynomials
of degree not exceeding k. Then P = ∪∞k=0Pk(0).
Let X = Hn, the Heisenberg group with metric and measure defined as the above.
Moreover, we let the family P of ‘testing polynomials’ be the set P of all polynomials
on Hn with the definition of degree as above. Then
(i) L
(
α− 1
2(n+1)
[2(n+ 1)α], [2(n+ 1)α]
)
(Hn) = Λ˜(n+1)α(Hn) for any α > 0; this is
the non-isotropic Zygmund space;
(ii) a is a p-atom in our sense if and only if it is a p-atom in the “classical” sense,
i.e., there is a ball B(h, r) in Hn such that supp(a) ⊂ B(h, r), |a(x)| ≤ 1/v(B(h, r))
1/p
and ∫
Hn
a(x)gαdv = 0,
for all α and |α| = 2α0 +
∑2n
j=1 αj ≤ [2(n+ 1)(1/p− 1)];
(iii)
[
Hp(Hn)
]∗
= Λ˜(n+1)(1/p−1)(Hn).
Proof. Conclusion (i) follows from the main theorem in [KRA1] and (ii) is a corollary
of Theorem 3.3.
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EXAMPLE 4. Let Un = {(z, ξ) ∈ C
n × C : Im ξ − |z|2 > 0} be the Siegel upper
half space. Let Bn+1 be the unit ball in C
n+1. It is well known that Un and Bn are
biholomorphically equivalent.
The automorphism group of Un decomposes into three subgroups via the Iwasawa
decomposition; the nilpotent piece of the decomposition acts simply transitively on
∂Un. Thus we may identify ∂Un with that group, and it is the Heisenberg group Hn.
By way of the biholomorphism (a generalized Cayley transform), the boundary of
the ball (less a point) may be identified with the Heisenberg group. [These matters
are treated in detail in [BCK].]
When the boundary of the ball is equipped with these “translations”, one has
the following results. Let X = ∂Bn+1. Then
(i) L(α− 1
2(n+1)
[2(n+ 1)α], [2(n+ 1)α])(∂Bn+1) = Λ˜(n+1)α(∂Bn+1) for all α > 0;
(ii) There are p-atoms on ∂B, which correspond to those on the Heisenberg group;
(iii)
[
Hp(∂Bn+1)
]∗
= Λ˜(n+1)(1/p−1)(∂Bn+1)
EXAMPLE 5. Let X = ∂Ω, where Ω is a strictly pseudoconvex domain in Cn with
smooth boundary. Then ∂Ω has the structure of a space of homogeneous type, and
it is similar to that for the unit ball. [See [KRA2], [KRA3] for details of this matter.]
Then results analogous to (i) - (iii) of the last example hold in this context.
EXAMPLE 6. Our Theorem 3.3 holds when X is a nilpotent group discussed in
[ROS] and [KRA1] by choosing corresponding family of polynomials, we omit the
details here.
5. Singular Integrals on Hp(X)
In this section, we shall study the boundedness of some singular integrals on the
Hardy spaces Hp(X). First we recall several definitions from M. Christ [CHR2].
Definition 5.1. Let (X, d, µ) be a space of homogeneous type. A standard kernel is
a function K : X × X \ {x = y} → C such that there exist ǫ > 0, and 0 < C < ∞
satisfying
(5.1) |K(x, y)| ≤
C
µ(λ(x, y))
for all distinct x, y ∈ X ;
here
(5.2) λ(x, y) = µ(B(x, d(x, y))),
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and
(5.3) |K(x, y)−K(x′, y)|+ |K(y, x)−K(y, x′)| ≤
(
d(x, x′)
d(x, y)
)ǫ
C
λ(x, y)
whenever d(x, y) ≥ cd(x, x′).
Definition 5.2. A continuous linear operator T : Λδ → Λ
′
δ is said to be associated
to K if K is locally integrable away from the diagonal and
〈Tf, g〉 =
∫ ∫
K(x, y)f(y)g(x) dµ(y) dµ(x)
for all f, g ∈ Λδ whose supports are separated by a positive distance. Here Λ
′
δ denotes
the dual space of Λδ.
Definition 5.3. A singular integral operator T is a continuous linear operator from
Λδ to Λ
′
δ for some δ ∈ (0, δ0], which is associated to a standard kernel.
The following theorem is due to Coifman and Weiss [COW1]; the basic arguments
appear in [CAZ] and [HAS].
THEOREM 5.4. Any singular integral operator which is bounded on L2 is also
bounded on Lp for all p ∈ (1,∞), is weak type (1,1), and is bounded on BMO.
The celebrated T (1) theorem of David and Journe´ gives necessary and sufficient
conditions to test when a singular integral operator is bounded on L2. Let T be a
singular integral operator. We say that T is weakly bounded on L2(X) if
|〈Tφ, ψ〉| ≤ Cµ(B(x0, r))
for all φ, ψ ∈ Λδ(B(x0, r)) supported in B and
‖φ‖L2‖ψ‖L2 ≤ Cµ(B)
for all x0 ∈ X and r > 0. It is easy to show that if T is bounded on L
2(X) then T
is weakly bounded on L2. Conversely, we have the following T (1) theorem of David
and Journe´.
THEOREM 5.5. Any singular integral operator T is bounded on L2 if and only
the following holds:
(i) T is weakly bounded on L2(X);
(ii) T (1) ∈ BMO(X) and T ∗(1) ∈ BMO(X).
It is known that a singular integral being bounded on L2 does not imply that it
is bounded on Lp for p ≤ 1. The natural question is:
Question 1. Let T be a singular integral operator which is bounded on L2(X). Is
T bounded from Hp to Lp for all 0 < p ≤ 1 ?
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The answer to this query is known to be “yes” when p ≤ 1 and sufficiently close
to 1. That is the following result of [COW2].
THEOREM 5.6. Any singular integral operator that is bounded on L2 is also
bounded from Hp to Lp for all p ∈ (1− ǫ1, 1] for some positive ǫ1 depending only on
X and the standard kernel K associated to the operator.
From the proof of the above theorem, one can see that the ǫ1 depends on the ǫ in
the definition of a standard kernel K since the atoms in H1 have 0-order cancellation.
In order to have a theorem like Theorem 5.6 when p is small, one can imagine that
we need a condition on K involving a higher order Lipschitz condition that depends
on 0 < p < 1. Therefore we pose the following condition on a standard kernel:
Definition 5.7. Let (X, dn, µ,P) be a space of homogeneous type. A (p, k)-standard
kernel is a function K : X ×X \ {x = y} → C such that there exist ǫ > 0, a positive
integer k, and 0 < C < ∞ satisfying (5.1), ǫ ≥ 1/k and for fixed x and y there are
two polynomials p1(x
′, y) and p2(x
′, y) in x′ with degree not exceeding [n(1/p − 1)]
such that
|K(x′, y)− p1(x
′, y)|+ |K(y, x′)− p2(x
′, y)| ≤
(
d(x, x′)
d(x, y)
)ǫ+ 1
k
[kn(1/p−1)]
C
λ(x, y)
(5.4)
whenever d(x, y) ≤ cd(x, x′).
Note that, when [kn(1/p − 1)] = 0, we take p1(x
′, y) = K(x, y) and p2(x
′, y) =
K(y, x).
The main purpose of this section is to prove the following theorem.
THEOREM 5.8. Let 0 < p ≤ 1. Let T be a singular integral operator with (p, k)-
standard kernel which is bounded on L2. Then T is also bounded from Hp to Lp for
all 0 < p ≤ 1.
Proof. Let T be a singular integral operator with a (p, k)-standard kernel K(x, y).
To prove that T : Hp(X) → Lp(X) is bounded, from the definition of Hp(X), it
suffices to prove that
‖T (a)‖Lp ≤ Cp
for all p-atoms on X , where C is a constant independent of a. Let a be a p-atom
with support in B(x0, r) and
‖a‖L∞ ≤ 1/µ(B)
1/p,
∫
X
a(x)p(x, x0) dµ(x) = 0
for all p(x, x0) ∈ P[n(1/p−1)](x0). Thus
T (a)(x) =
∫
X
K(x, y)a(y) dµ(y)
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and
‖T (a)‖L2 =
∥∥∥∥
∫
B
K(·, y)a(y) dµ(y)
∥∥∥∥
L2
≤ C‖a‖L2 = Cµ(B)
(p−2)/(2p).
Thus, for 1 ≤ p < 2,∥∥∥∥
∫
B
K(·, y)a(y) dµ(y)
∥∥∥∥
Lp
≤
∥∥∥∥χcB
∫
B
K(·, y)a(y) dµ(y)
∥∥∥∥
Lp
+
∥∥∥∥(1− χcB)
∫
B
K(·, y)a(y) dµ(y)
∥∥∥∥
Lp
≤ Cµ(cB)(2−p)/(2p)
∥∥∥∥
∫
B
K(·, y)a(y) dµ(y)
∥∥∥∥
L2
+
∥∥∥∥(1− χcB)
∫
B
K(·, y)a(y) dµ(y)
∥∥∥∥
Lp
≤ C(c,K) +
∥∥∥∥(1− χcB)
∫
B
K(·, y)a(y) dµ(y)
∥∥∥∥
Lp
.
Now we consider x ∈ X \ cB. We choose a polynomial px0(y, x) of degree less
than or equal to [n(1/p− 1)] such that
|K(x, y)− px0(y, x)| ≤
(
d(y, x0)
d(y, x)
)ǫ+[kn(1/p−1)]/k
C
λ(y, x)
≤ C
(
d(y, x0)
d(x, x0)
)ǫ+[kn(1/p−1)]/k
C
λ(x0, x)
.
Thus∥∥∥∥(1− χcB)
∫
B
K(·, y)a(y) dµ(y)
∥∥∥∥p
Lp
≤
∫
X\cB
∣∣∣∣
∫
B
(K(x, y)− px0(y, x))a(y) dµ(y)
∣∣∣∣p dµ(x)
≤ C
∫
X\cB
[ ∫
B
(
d(y, x0)
d(x, x0)
)ǫ+[kn(1/p−1)]/k
Cλ(x0, y)
−1/p
λ(x0, x)
dµ(y)
]p
dµ(x)
≤ C
∫
X\cB
[(
1
d(x, x0)
)ǫ+[kn(1/p−1)]/k
Cµ(B)1−1/p+ǫ/n+[kn(1/p−1)]/(kn)
λ(x0, x)
]p
dµ(x)
≤ CCµ(B)p−1+pǫ/n+p[kn(1/p−1)]/(kn)
∫
X\cB
(
1
d(x, x0)
)pǫ+p[kn(1/p−1)]/k+np
dµ(x)
≤ Cµ(B)p−1+pǫ/n+p[kn(1/p−1)]/(kn)µ(B)−pǫ/n−p[kn(1/p−1)]/(kn)−p+1
≤ Cp
since pǫ+ p[kn(1/p− 1)]/k + np > n.
The proof of Theorem 5.8 is complete.
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It would be interesting to prove that the integral operator T in Theorem 5.8 is
bounded on Hp for 0 < p ≤. We shall leave the matter for future study.
6. Boundedness of generalized Toeplitz operators
In this section, we shall study the boundedness of some generalized Toeplitz
operators which become from a family of singular integral operators (see (6.2)) in
the context of the Hardy spaces Hp(X) and the Lebesgue spaces Lp(X) on a space
of homogeneous type.
Let f ∈ L2(X, µ). Then we define the multiplication operator Mf with symbol f
as follows: For any function g on X , we let Mf (g)(x) = f(x) · g(x), x ∈ X. Let TK
be a singular integral operator with a standard kernel K(x, y). Then we denote by
Cf = [Mf , TK ] = MfTK − TKMf , the commutator of Mf and TK . In order to obtain
better control over the singular integrals defined in Section 5, we let
Kη(x, y) = K(z, y) if d(x, y) ≥ η; Kη(x, y) = 0 if d(x, y) < η
and
T η(g)(x) =
∫
X
Kη(x, y)g(y) dµ(y)
and
T˜ (f)(x) = sup
0<η<<1
|T η(f)(x)|.
Then, by Theorem 12 in [CHR1], we have:
T is bounded on L2(X) ⇐⇒ T˜ is bounded on Lp(X) for 1 < p <∞.
We assume that the balls and measure µ satisfying the following condition: There
is an ǫ0 > 0 such that
(6.1) cjǫµ(B(x, t)) ≤ µ(B(x, cjt) ≤ C(c,K)jµ(B(x, t))
for all t > 0 and x ∈ X . This condition is enough to guarantee (2.4) holds.
Let Tj,1, Tj,2 (j = 1, · · · , m) are a finite sequence of C-Z type operators. We shall
consider a generalized Toeplitz operator:
(6.2) Tb =
m∑
j=1
Tj,1Mb Tj,2.
We shall always assume that Tj,1, Tj,2 are bounded on L
2(X).
One of the main purposes of this section is to prove the following theorem.
THEOREM 6.1. Let (X, d, µ) be a space of homogeneous type. Let Tj,i are a
sequence of C-Z operators which are bounded on L2(X). If g ∈ Lp(X) and T1(g) = 0,
then for any b ∈ BMO(X), we have Tb(g) ∈ L
p(X). Moreover,
‖Tb(g)‖Lp(X) ≤ Cp(
m∑
j=1
‖Tj,1‖)(
m∑
j=1
‖Tj,2‖)‖g‖Lp‖b‖∗
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for all 1 < p <∞
By Theorem 5.4, we have immediatly the following corollary.
Corollary 6.2. Let (X, d, µ) be a space of homogeneous type. Let Tj,i are a sequence
of C-Z operators which are bounded on L2(X) and T1 = 0. If b ∈ BMO(X), then Tb
is bounded on Lp(X) for all 1 < p <∞.
When X is Heisenberg group, the above result was proved by L. Grafakos and
X. Li [GrL].
If we choose m = 2 and T1,1 = T2,2 = I and T1,2 = T2,1 = TK , then Tb = Cb. Thus
Corollary 6.3. Let (X, d, µ) be a space of homogeneous type. Let TK be a C-Z
operator which is bounded on L2(X). If b ∈ BMO(X), then [Mb, TK ] is bounded on
Lp(X) for all 1 < p <∞.
For each f ∈ L1loc(X, µ). Then we define the sharp maximal function on X as
follows: For a.e. x ∈ X ,
(6.3) f#(x) = sup
{
1
µ(B)
∫
B
|f(y)− fB| dµ(y) : r > 0
}
.
Also the q-maximal function of f is this:
(6.4) Mq(f)(x) = sup
{(
1
µ(B)
∫
B
|f(y)|q dµ(y)
)1/q
: r > 0
}
.
Then we have following three lemmas
Lemma 6.4. Let (X, d, µ) be a space of homogeneous type. Let f ∈ Lp0(X, µ)
for some 1 ≤ p0 < p. Then f ∈ L
p(X, µ) if and only if f#(x) ∈ Lp(X, µ); and
f ∈ Lp(X, µ) if and only if M(f) = M1(f) ∈ L
p(X, µ) for all 1 < p <∞.
The proof of Lemma 6.4 can be found in M. Christ and R. Fefferman [CHF];
Caldero´n [CAL] for Ω = Rn; H. Aimar and R. Macia´s [AIM] for the Hardy-Littlwood
maximal function on spaces of homogeneous type. Also see J. O. Stro¨mberg and A.
Torchinski [STT] for sharp maximal functions on spaces of homogeneous type.
Lemma 6.5. (a) T is bounded on L2(X) ⇐⇒ T˜ is bounded on Lp(X) for 1 < p <
∞.
(b) Let 1 < p <∞. Then Mq(f) ∈ L
p(X, µ) for all 1 ≤ q < p.
(c) If f ∈ BMO(X), then we have |f2kB − fB| ≤ K‖f‖∗k and
sup
{
1
|B|
∫
B
|f(y)− fB|
p dµ(y) : B = B(x0, r) ⊂ X
}
< Cp‖f‖
p
∗,
where B = B(x0, r) ⊂ X .
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Now we are ready to prove Theorem 6.1.
Let b ∈ BMO(X) have compact support, and g ∈ Lp(X) with T1(g) = 0. Then
Tb(g) ∈ L
p0(X, µ) for some 1 ≤ p0 < p. By Lemma 6.4, it suffices to prove that
Tb(g)
# ∈ Lp(X, µ) and ||Tb(g)
#||p ≤ Cp||b||∗||g||p.
Let B = B(x, r) be any ball in X and cB = B(x, cr). We let
X 1 = X2B; X
2 = 1− X2B.
Since T1(g) = 0, and so TbB (g) = bBT1(g) = 0. Thus
(6.5) Tb(g) = T(b−bB)X 1(g) + T(b−bB)X 2(g) = g1 + g2.
Note that
g1(y) = T(b−bB)X 1(g)(y) =
m∑
j=1
Tj,1[(b− bB)X
1Tj,2(g)](y).
Thus for each 1 < q < p, we can choose 1 < γ <∞ such that qγ < p.( ∫
B
|g1(y)|
qdµ
)1/q
≤
m∑
j=1
Cq,j
(∫
2B
|b− bB|
q|Tj,2(g)(y)|
qdµ(y)1/q
≤
m∑
j=1
Cq,γ,j
( ∫
B
|b− bB |
qγ′ dµ
)1/(qγ′)( ∫
2B
|Tj,2(g)|
qγ dµ
)1/(qγ)
≤
m∑
j=1
Cq,γ,j||b||∗µ(B)
1/(γ′q)Mqγ(Tj,2(g)(x)µ(2B)
1/qγ
≤ ||b||∗
m∑
j=1
Cq,γ,jMqγ[Tj,2(g)](x)µ(B(x, r))
1/(qγ)+1/(qγ′)
≤ ||b||∗
m∑
j=1
Cq,γ,jMqγ[Tj,2(g)](x)µ(B)
1/q.
Therefore∫
B
|g1|
dµ
µ(B)
≤
( ∫
B
|g1|
q dµ)1/qµ(B)
)1/q′−1
≤ ‖b‖∗
m∑
j=1
Cq,γ,jMqγ [Tj,2(g)](x).
Now we consider g2. We shall prove the following lemma first.
Lemma 6.6. Let TK be a C-Z operator with a standard kernel K such that TK is
bounded on L2(X). Then for any y ∈ B = B(x, r), we have
(6.6) |TK(gX
2)(y)− TK(gX
2)(x)| ≤ Cǫ,ǫ0M(g)(x)
and
(6.7) |TK [(b− bB)X
2g](y)− TK((b− bB)X
2g](x)| ≤ Cǫ,ǫ0,γ‖b‖∗Mγ(g)(x)
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where 1 < γ < p.
Proof. The proof of (6.6) is similar and easier than the proof of (6.7). We shall
present the proof of (6.7) here. Let y ∈ B(x, r). Then
|TK [(b− bB)gX
2](y)− TK [(b− bB)gX
2](x)|
=
∣∣∣∣
∫
X
(b− bB)g(z)X
2(z)(K(y, z)−K(x, z)) dµ(z)
∣∣∣∣
≤
∫
X−2B
|b− bB||g(z)||K(y, z)−K(x, z)| dµ(z)
≤
∞∑
k=2
∫
2kB−2k−1B
|b− bB||g(z)||K(y, z)−K(x, z)| dµ(z)
≤ C
∞∑
k=2
∫
2kB
|b− bB||g(z)| dµ(z)µ(B)
ǫµ(B(x, 2k−1r))−1−ǫ
≤ C
∞∑
k=2
( ∫
2kB
|b− bB|
γ dµ
µ(2kB)
)1/γ′( ∫
2kB
|g(z)|γ dµ(z)
µ(2kB)
)1/γ
µ(B)ǫµ(B(x, 2k−1r))−ǫ
≤ C
∞∑
k=2
Cγ′‖b‖∗kMγ(g)(x)µ(B)
ǫµ(B(x, 2k−1r))−ǫ
≤ Cγ‖b‖∗Mγ(g)(x)
∞∑
k=2
µ(B(x, r))ǫkc−(k−2)ǫ0ǫµ(B(x, r))−ǫ
≤ Cγ‖b‖∗Mγ(g)(x)
∞∑
k=2
kc−(k−2)ǫ0ǫ
≤ CCǫ,ǫ0,γ‖b‖∗Mγ(g)(x),
and the proof of lemma is complete.
Since
1
µ(B)
∫
B
|g2(y)− (g2)B| dµ(y) ≤
2
µ(B)
∫
B
|g2(y)− g2(x)|dµ(y).
and
g2(y) =
m∑
j=1
Tj,1[(b− bB)X
2Tj,2(g)](y).
For each y ∈ B(x, r), we have
|g2(y)− g2(x)| ≤
m∑
j=1
Cǫ,ǫ0,γ,j‖b‖∗Mγ(Tj,2(g))(x)
Thus
1
µ(B)
∫
B
|g2(y)− (g2)B|dµ(y) ≤
m∑
j=1
Cǫ,ǫ0,γ,j‖b‖∗Mγ(Tj,2(g))(x)
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Since Tj,i are bounded on L
p(X) and
Tb(g)
#(x) = g#1 (x) + g
#
2 (x)
Combining this and the estimation of g#1 (x) and g
#
2 (x), we have
‖Tb(g)
#‖Lp ≤ Cp
m∑
j=1
‖Tj,1‖∞‖Tj,2‖∞‖b‖∗‖g‖Lp(X).
By Lemmas 6.4, we have Tb(g) ∈ L
p(X, µ) for all 1 < p < ∞. So the proof of
Theorem 6.1 is complete.
As a direct consequence of Theorem 6.1, we have the following theorem in [CG]
and [GL] for X is Rn or some homogeneous group.
THEOREM 6.7. Let (X, d, µ) be a space of homogeneous type. If f ∈ Lp(X) such
that T1(f) = 0, then the linear operator Bf(g) =
∑m
j=1(T
∗
j,1(g), Tj,2(f)) is bounded
from Lq(X)→ H1(X), where p, q > 1 and 1/p+ 1/q = 1 and (·, ·) denotes the inner
product in Cn.
Proof. Since
〈Tb(f), g〉 =
m∑
j=1
〈Tj,1[bTj,2(f)], g〉
=
m∑
j=1
〈[bTj,2(f)], T
∗
j,1(g)〉
=
m∑
j=1
〈b, Tj,2(f)T
∗
j,1(g)〉
= 〈b,
m∑
j=1
Tj,2(f)T
∗
j,1(g)〉
= 〈b, Bf(g)〉
for all b ∈ BMO(X) with compact support, and by Theorem 6.1, we have
|〈b, Bf(g)〉| ≤ Cp,q(
n∑
j=1
‖Tj,1‖)(
n∑
j=1
‖Tj,2‖)‖b‖∗‖f‖Lp‖g‖Lq
Since VMO functions with compact support is in VMO(X) and Theorem 2.4, we
have Bf(g) ∈ H
1(X), and the proof is complete.
The second purpose of this section is to prove the following theorem.
THEOREM 6.8. Let (X, d, µ) be a space of homogeneous type. Let TK be a sin-
gular integral operator with a standard kernel K(·, ·). Suppose that TK is bounded
on L2(X) and that f ∈ BMO(X). Then we have that Cf is bounded from H
1(X)
to L1loc(X).
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Proof. From the definition of H1(X), it suffices to prove that
(6.8) ‖Cf(a)‖L1(X0) ≤ Cµ(X0)‖f‖∗
for all atoms a and any compact subset X0 in X . Let a be an atom with support
B = B(x, r). This can be done by using a standard computation, we omit the details
here.
In order to state and prove our next theorem, we reqire that our testing polyno-
mials P be closed under the product operation, more precisely, if p(x0, x) and q(x0, x)
are polynomials of degree at most n and m, then pq is a polynomial of degree at most
n+m. This is analogous, but not identical to, requiring that our testing polynomials
form a graded ring. Along this direction, we have
THEOREM 6.9. Let 0 < p ≤ 1 and let (X, d, µ,P) be a space of homogeneous
type. Further suppose that P is closed under product operation. Let TK be a singular
integral operator with a p-standard kernel K(·, ·). If TK is bounded on L
2(X) and
if f ∈ L(α(p, n), [n(1/p− 1)],∞), then we have that Cf is bounded from H
p(X) to
Lp(X).
Proof. By Theorem 5.8, we have ‖TK(g)‖Lp ≤ C‖g‖Hp. Since
f ∈ L(α(p, n), [n(1/p− 1)],∞),
we have f ∈ L∞(X). Thus MfTK(g) ∈ L
p(X). Therefore the proof of Theorem 6.7
is reduced to proving the following theorem.
THEOREM 6.10. Let 0 < p ≤ 1 and let (X, d, µ,P) be a space of homogeneous
type. Let TK be a singular integral operator with a p-standard kernel K(·, ·). If TK
is bounded on L2(X), and if f ∈ L(α(p, n), [n(1/p−1)],∞) then we have that TKMf
is bounded from Hp(X) to Lp(X).
Proof. By Theorem 5.8, it suffices to prove that K(x, y)f(y) is a (p, k)-standard
kernel. This is a direct computation since P is closed under the product operation
and f ∈ L(α(p, n), [n(1/p− 1)],∞). We omit the details.
7. Compactness of Commutators
In this section, we shall study the compactness of the commutator of a singular
integral operator and a multiplication operator on Lp(X) with p > 1 on a space of
homogeneous type.
In order to study the compactness of Cf , we assume that K ∈ C(X×X \{(x, x) :
x ∈ X}). We also assume that the measure µ satisfies the following condition: There
is a positive constant ǫ0 < ǫ/2 such that
(7.1) |µ(B(x, r)− µ(y, r)| ≤ Cµ(B(x, d(x, y))ǫ0
for some ǫ0 > 0, all x, y ∈ X and d(x, y) ≤ r < 1.
The main purpose of this section is to prove the following theorem.
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THEOREM 7.1. Let (X, d, µ) be a space of homogeneous type satisfying (7.1). Let
TK be a singular integral operator with a standard kernel K(·, ·). If TK is bounded
on L2(X), and if f ∈ VMO(X) then Cf : L
p(X, µ) → Lp(X, µ) is compact for all
1 < p <∞.
Let UC(X) denote the set of all uniformly continuous functions on X ; BUC(X)
denotes the subspace of all bounded uniformly continuous functions. We begin by
stating the following lemmas (their proofs are given later.)
Lemma 7.2. Let X be a space of homogeneous type. Let f ∈ VMO(X, µ). Then
for any η > 0, there is a function fη ∈ BUC(X) such that
(7.2) ||fη − f ||∗ < η.
Also there is an ǫ1, 0 < ǫ1 ≤ ǫ0/2 < 1, such that
(7.3) |fη(x)− fη(y)| ≤ Cηµ(B(x, r(x, y))
ǫ1.
For each 0 < η << 1, we let Kη(x, y) be a continuous extension of K(x, y) from
X ×X − {(x, y) : d(x, y) < η} to X ×X such that
Kη(x, y) = K(x, y) if d(x, y) ≥ η;
|Kη(x, y)| ≤ Cµ(B(x, η))−1 if d(x, y) < η;
Kη(x, y) = 0 if d(x, y) ≤ η/c.
We shall let TKη denote the integral operator associated to Kη and we let C
η
f =
[Mf , TKη ]. Then we have the following Lemma.
Lemma 7.3. Let f ∈ BUC(X) satisfy (7.2). Let TK be a singular integral operator
with a standard kernel K satisfying (7.1) which is bounded on L2(X, µ). Then
||Cf − C
η
f ||∞ → 0, as an operator on L
p(X, µ), when η → 0.
We shall postpone the proof of Lemmas 7.2 and 7.3. Let us first prove Theorem
7.1.
Proof. Applying Theorem 6.1, we have
(7.5) ||Cf(g)− Cfη(g)||p ≤ Cp‖g‖Lp||f − fη||∗ < η.
Therefore, in order to prove that Cf is compact on L
p(X, µ), it suffices to prove that
Cfη is compact on L
p(X, µ).
So, for convenience, we may assume that f ∈ BUC(X) satisfies (7.2) for some
constant C and ǫ0. By Lemma 7.2, it suffices to prove that C
η
f is compact on L
p(X, µ).
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Since K(x, y) ∈ C(X ×X \ {(x, x) : x ∈ X}), we have for each g ∈ Lp(X) that
Cηf (g) ∈ C(X). Moreover, for any x, y ∈ X with d(x, y) < 1, we have
Cηf (g)(x)− C
η
f (g)(y)
= f(x)
∫
X
Kη(x, z)g(z) dµ(z)−
∫
X
Kη(x, z)f(z)g(z) dµ(z)
−f(y)
∫
X
Kη(y, z)g(z) dµ(z) +
∫
X
Kη(y, z)f(z)g(z) dµ(z)
= (f(x)− f(y))
∫
X
Kη(x, z)g(z) dµ(z)
+f(y)
∫
X
(Kη(x, z)−Kη(y, z))g(z) dµ(z)
+
∫
X
(Kη(y, z)−Kη(x, z))f(z)g(z) dµ(z)
= (f(x)− f(y))
∫
X
Kη(x, z)g(z) dµ(z)
+
∫
X
(Kη(y, z)−Kη(x, z))(f(z)− f(y))g(z) dµ(z)
= I1(x, y) + I2(x, y).
And
|I1(x, y)| = |(f(x)− f(y))|(|
∫
X
Kη(x, z)g(z) dµ(z)|
≤ C|f(x)− f(y)|{
∫
X
|Kη(x, z)|p
′
dµ(z)}1/p
′
||g||p
≤ Cη,p′ |f(x)− f(y)|||g||p.
Notice that f is bounded. If we let r = d(x, y) < (1/c2)η, then
|I2(x, y)| ≤
∫
X−B(x,η/c)
|K(y, z)−K(x, z)||(f(z)− f(y)||g(z)| dµ(z)
≤ ‖f‖L∞
∫
X−B(x,η/2)
Cµ(B(x, r))ǫµ(B(x, d(x, z))−1−ǫ|g(z)| dµ(z)
≤ C‖f‖L∞µ(B(x, d(x, y))
ǫ
{∫
X−B(x,η/2)
µ(B(x, r(x, z))−p
′(1+ǫ) dµ(z)
}1/p′
||g||Lp
≤ Cη,p′µ(B(x, d(x, y))
ǫ||f ||L∞‖g‖Lp.
Therefore
{
Cηf (U)
}
is an equicontinuous family. Here U is the unit ball in Lp(X, µ).
Therefore the Ascoli/Arzela Theorem shows that
{
Cηf
}
is compact on Lp(X, µ). This
completes the proof of Theorem 7.1.
Next we return to the proofs of Lemmas 7.2 and 7.3.
Proof of Lemma 7.3
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Let g ∈ Lp(X). Then for each x, y ∈ X , we have
Cf(g)(x)− C
η
f (g)(x)
= f(x)
∫
B(x,η)
K(x, z)g(z) dµ(z)−
∫
B(x,η)
K(x, z)f(z)g(z) dµ(z)
−f(x)
∫
B(x,η)−B(x,η/c)
Kη(, z)g(z) dµ(z) +
∫
B(x,η)−B(x,η/c)
Kη(x, z)f(z)g(z) dµ(z)
= −
∫
B(x,η)
K(x, z)(f(z)− f(x)g(z) dµ(z)
+
∫
B(x,η)−B(x,η/c)
(Kη(x, z)(f(z)− f(x))g(z) dµ(z)
= I1(x) + I2(x).
We first estimate I2(x), and we may let η ≤ 1/c
2. Then
|I2(x)| ≤ max{|f(z)− f(x)| : z ∈ B(x, η)}| ×∫
B(x,η)−B(x,η/c2)
Cµ(B(x, η/c2))−1|g(z)| dµ(z)|
≤ Cmax{|f(z)− f(x)| : z ∈ B(x, η)}M(g)(x).
Note that
I1(x) = |PV
∫
B(x,η)
K(x, z)(f(z) − f(x))g(z) dµ(z)|
≤
∫
B(x,η)
Cµ(B(x, d(x, z))−1µ(B(x, d(x, z))ǫ0|g(z)| dµ(z)
≤ Cµ(B(x, η))ǫ0/2
∫
B(x,η)
µ(B(x, d(x, z))−1+ǫ0/2|g(z)| dµ(z)
Applying Schur’s Lemma, we have∫
X
{∫
B(x,η)
µ(B(x, r(x, z))−1+ǫ0/2|g(z)| dµ(z)
}p
dµ(x) ≤ Cǫ0||g||
p
p.
for all η ≤ 1.
Therefore we have
||Cf(g)− C
η
f (g)||
p
p ≤ C
pµ(B(x, η))ǫ0p/4||g||pp.
for all g ∈ Lp(X, µ).
This implies that
||Cf − C
η
f || → 0, as an operator in L
p(X, µ), when η → 0.
The proof of Lemma 7.3 is complete.
Finally, we prove Lemma 7.2. In order to achieve this end, let us first prove the
following Lemma.
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Lemma 7.4. Let f ∈ BMO(X, µ). Then we have
(7.6) |fB(x,r)| ≤ C||f ||∗ log(C/µ(B(x, r)), r ≤ 1;
and
(7.7)
1
µ(B(x, r))
∫
B(x,r)−B(y,r)
|f | dµ(z) ≤ Cr||f ||∗µ(B(x, d(x, y))
ǫ0
for all x, y ∈ X and cr(x, y) ≤ r ≤ 1.
Proof. Let us prove (7.7) first. By hypothesis (7.3), we have∫
B(x,r)−B(y,r)
|f | dµ(z)
≤ (
∫
B(x,r)
|f(z)|2 dµ(z))1/2(
∫
B(x,r)−B(y,r)
1 dµ(z))1/2
≤ CrCµ(B(x, d(x, y))
ǫ0/2.
This completes the proof of (7.7). And the proof of (7.6) can be found in [KRL2].
Proof of Lemma 7.2.
For any η > 0, since f ∈ VMO(X, µ), there is a δ(η) > 0 such that
1
µ(B(x, r))
∫
B(x,r)
|f(y)− fB(x,r)| dµ(y) < ǫ/C
2
for all r < cδ(η). Let
fη(x) = fB(x,δ(η)).
Then we have
|fη(x)− fη(y)|
≤ |
1
µ(B(x, δ))
∫
B(x,δ)
f(z)− fB(y,δ) dµ(z)|
+
∣∣∣∣∣ 1B(x, δ) −
1
µ(B(y, δ)
∣∣∣∣∣
∫
B(y,δ)
f(z) dµ(z)|
= I1(x, y) + I2(x, y).
Also, by Lemma 7.4, we have
I1(x, y) ≤ Cδµ(B(x, d(x, y))
ǫ0/2.
and
I2(x, y) ≤ |µ(B(x, δ)− µ(B(y, δ)|||f ||∗
| logµ(B(y, δ)|
µ(B(x, δ)
≤ Cδµ(B(x, d(x, y))
ǫ0/2
for all x, y ∈ X . Therefore fη satisfies (7.3).
Next we show that (7.2) holds.
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Let B = B(x, r) be any ball on X with r > δ, let {B(x, δ) : x ∈ B} be an open
cover of B. By Theorem 1.2 in [COW2], there are pairwise disjoint balls B(xj , δ), j =
1, 2, · · · , N such that B ⊂ ∪Nj=1B(xj , cδ). It is clear that ∪
N
j=1B(xj , cδ) ⊂ B(x, c0cr),
and c0 is independent of δ. Therefore we have
1
µ(B)
∫
B
|f(y)− fη(y)− fB + fηB| dµ(y)
≤ 2
1
µ(B)
∫
B
|f(y)− fη(y)| dµ(y)
≤
2
|B|
N∑
j=1
∫
B(xj ,cδ)
|f(y)− fη(y)| dµ(y)
≤
1
|B|
N∑
j=1
{ ∫
B(xj ,cδ)
|f(y)− fB(xj ,cδ)(y)| dµ(y)
+
∫
B(xj ,cδ)
|fB(xj ,cδ) − fη(y)| dµ(y)
}
≤
2
|B|
N∑
j=1
(ǫ/C)||f ||∗µ(B(xj, c0cδ))
+
2
|B|
N∑
j=1
∫
B(xj ,cδ)
1
µ(B(y, δ))
∫
B(y,δ)
|f(z)− fB(xj ,cδ)| dµ(z) dµ(y)
≤ (ǫ/C2)||f ||∗
2
|B|
µ(B(x, c0cr)) +
2
|B|
N∑
j=1
µ(B(xj , cδ))||f ||∗C(ǫ/C
2)
≤ C||f ||∗ǫ
where C is a constant independent of δ and so ǫ. Therefore the proof of Lemma 7.2
is complete.
8. The Case that X is Either RN or the Boundary of a Domain in Cn
In this section, we shall give several applications of the theorems we have proved
in sections 6 and 7.
The first special case of our theorems in Section 5, 6, and 7 is to X = RN .
Corollary 8.1. Let X = RN with the standard Euclidean metric and Lebesgue
measure; and let K be a Caldero`n-Zygmund kernel such that TK is bounded on L
2.
Then
(a) If f ∈ BMO(RN), then Cf is bounded on L
p(RN) for all 1 < p <∞;
(b) If f ∈ BMO(RN ), then Cf is bounded from H
1(RN) to L1loc(R
N);
(c) If f ∈ VMO(RN), then Cf is compact on L
p(RN)for all 1 < p <∞;
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(d) If f ∈ ΛN(1/p−1)(R
N) and K is a p-standard kernel, then Cf : H
p(RN) →
Lp(RN) is bounded for all 0 < p < 1.
The result (a) generalizes the sufficient conditions in the main theorem proved
by Coifman, Rochbergh and Weiss in [CRW] and S. Janson in [JAN]. The result (c)
is a generalization of the main theorem proved by Uchiyama in [UCH].
The converse of the above corollary is also true for some special Caldero`n-
Zygmund kernels (see [CRW], [JAN] and [UCH] for details.)
Next we shall consider applications of the theorems we obtained in Sections 5, 6
and 7 to X the boundary of a strictly pseudoconvex domain in Cn, a pseudoconvex
domain of finite type in C2, or a convex domain of finite type in Cn.
Let Ω be a bounded domain in Cn with C2 boundary ∂Ω. Let dσ denote the
Lebesgue surface measure on ∂Ω and Lp(∂Ω) the usual Lebesgue space on ∂Ω with
respect to the measure dσ. Let Hp(Ω) be the holomorphic Hardy spaces defined in
[KRA3] or [STE2]. Fatou’s theorem [KRA1] shows that, for any 0 < p ≤ ∞, a
holomorphic function f ∈ Hp(Ω) has a radial limit at almost all points on ∂Ω. Thus
one can identify Hp(Ω) as a closed subspace of Lp(∂Ω). Let S : L2(∂Ω)→H2(Ω) be
the orthogonal projection via the reproducing kernel S(z, w)—the Szego¨ kernel. For
many special instances and classes of Ω, we may identify the operator S as a singular
integral operator on ∂Ω; in fact, in many instances S(z, w) is given by a kernel that
is C∞ on ∂Ω× ∂Ω \D (where D is the diagonal of ∂Ω× ∂Ω).
First, we consider the case in which Ω is a strictly pseudoconvex domain in Cn
with smooth boundary. Let X = ∂Ω. We denote by d the usual quasi-metric on
∂Ω defined in [STE2] or [FEF] or [KRL1]. (In general, the quasi-metric defined on
∂Ω is not symmetric, but we can define dˆ(x, y) = (1/2)(d(x, y) + d(y, x)). Then
dˆ is a symmetric quasi-metric having the same properties as d.) Also, we let the
measure dµ = dσ be the usual Lebesgue/Hausdorff surface measure on ∂Ω. Then
we have |B(z, δ)| = σ(B(z, δ) ≈ δn. It is clear that condition (7.3) is satisfied
with this measure. By theorems in [BFG] and [BMS], the Szego¨ kernel S(z, w) ∈
C∞(∂Ω × ∂Ω \ {(x, x) : x ∈ ∂Ω}) is a p-standard kernel (see the formulation in
[KRL1]).
The first main purpose of this section is to prove the following theorem.
THEOREM 8.2. Let Ω be a bounded strictly pseudoconvex domain in Cn with
smooth boundary. With the notation above, let TK = TS (S is the Szego¨ kernel) and
let f ∈ L1(∂Ω). Then
(i) f ∈ BMO(∂Ω) if and only if Cf : L
p(∂Ω)→ Lp(∂Ω) is bounded.
(ii) f ∈ VMO(∂Ω) if and only if Cf : L
p(∂Ω)→ Lp(∂Ω) is compact.
Proof. Since S(z, w) is a standard kernel on ∂Ω×∂Ω and TS as a singular integral is
the main part of the Szego¨ projection ( In fact, one has S(f)(z) = 1/2f(z) + cTS(f),
a.e. z ∈ ∂Ω.) it is bounded on L2(∂Ω). Therefore, the sufficient conditions for the
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commutator Cf to be bounded and compact on L
p(∂Ω) for all 1 < p <∞ in Theorem
8.2 follow directly from Theorems 6.1 and 7.1.
Now we prove the necessary conditions of Theorem 8.2.
We first consider part (a). We assume that f ∈ Lp0(∂Ω) for some 1 < p0 << p
and Cf is bounded on L
p(Ω) for some 1 < p <∞. We shall show f ∈ BMO(∂Ω). Fol-
lowing [FEF], [BFG] or [BMS], we let ρ(z) be a strictly pluri-superharmonic defining
function for Ω, and we set
ψ(z, w) =
n∑
j=1
∂ρ
∂wj
(w)(zj − wj) + (1/2)
∑
jk
∂2ρ
∂wj∂wk
(w)(zj − wj)(wk − wk).
Then there is a positive number δ > 0 such that
(8.3) S(z, w) = F (z, w)ψ(z, w)−n +G(z, w) logψ(z, w)
for all (z, w) ∈ Rδ = {(z, w) ∈ ∂Ω × ∂Ω : d(z, w) < δ}, where F,G ∈ C
∞(∂Ω × ∂Ω)
and F (z, z) > 0 on ∂Ω. Moreover, we have the following lemma proved by the authors
[Lemma 5.2, KRL1].
Lemma 8.3. Let Ω be a smoothly bounded strictly pseudoconvex domain in Cn.
Then for each point z0 ∈ ∂Ω, there are holomorphic functions gj, and C
∞ functions
hj (j = 1, · · · ,M) and a function E(z, w) which is holomorphic in z and C
n−1(Rδ)
in w such that the reciprocal of the Szego¨ kernel has the following decomposition
property (for z close to w):
(8.4)
1
S(z, w)
=
M∑
j=1
gj(z, z0)hj(w, z0) + E(z, w)
with
(8.5) |gj(z, z0)| ≤ Cd(z, z0)
γj , |hj(z, z0)| ≤ Cd(z, z0)
ηj
and γj + ηj ≥ n and ηj, γj ≥ 0 integers; and
(8.6) |E(z, w)| ≤ CM(|z − w|
M + |ψ(z, w)|2n−ǫ)
for all z, w ∈ B(z0, δ).
Let B = B(z0, δ) be any ball in ∂Ω. If we choose 0 < ǫ ≤ n/p
′
0, then for each
z ∈ B(z0, δ) we have
{ ∫
B
|ψ(z, w)|(n−ǫ)p
′
dσ(w)
}1/p′
≤ Cδn.
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Thus we have
∫
B
|f(z)− fB|dσ(z)
=
1
|B|
∫
B
∣∣∣∣
∫
B
(f(w)− f(z))dσ(w)
∣∣∣∣dσ(z)
=
1
|B|
∫
B
∣∣∣∣
∫
B
(f(w)− f(z))S(z, w)S(z, w)−1dσ(w)
∣∣∣∣dσ(z)
=
1
|B|
∫
B
∣∣∣∣
∫
B
(f(w)− f(z))
{ M∑
j=1
gj(z0, z)hj(z0, w)
+O(|z − w|2nδn + |ψ(z, w)|2n−ǫ)dσ(w)
}∣∣∣∣dσ(z)
≤
1
|B|
∫
B
|
M∑
j=1
Cf(hj(z0, ·)XB)(z)gj(z0, z)|dσ(z)
+
C
|B|
∫
B
|
∫
B
|f(w)− f(z)||S(z, w)||z − w|2nδndσ(w)dσ(z)
+
C
|B|
∫
B
∫
B
|f(w)− f(z)||ψ(z, w)|n−ǫdσ(w)dσ(z)
≤
1
|B|
M∑
j+1
||Cf(hj(z0, ·)XB)||p||gj(z0, ·)XB||p′ + C||f ||1|B|
≤ C
1
|B|
M∑
j=1
C||Cf ||||hj(z0, ·)XB||p||gj(z0, ·)XB)||p′ + C||f ||p0|B|
≤
1
|B|
CM ||Cf ||δ
βj |B|1/pδαj |B|1/p
′
+ C||f ||p0|B|
≤ CM ||Cf ||δ
n + C||f ||p0|B|
≤ C(||f ||p0 + ||Cf ||)|B|.
Therefore
1
|B|
∫
B
|f(z)− fB|dσ(z) ≤ C(||f ||p0 + ||Cf ||).
for any ball B in ∂Ω. This proves that f ∈ BMO(∂Ω), and ||f ||∗ ≤ C(||f ||p0+||Cf ||).
Next we prove part (b). Assume that f ∈ Lp0(∂Ω) with 1 < p0 << p < ∞ and
suppose that Cf is compact on L
p(∂Ω) for some p. We will show that f ∈ VMO(∂Ω).
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Since Cf is compact, we have Cf is bounded on L
p(∂Ω). Thus we have f ∈
BMO(∂Ω). Next we show that
(8.7)
1
|B(z, δ)|
∫
B(z,δ)
|f(w)− fB|dσ(w)→ 0
uniformly for all z ∈ ∂Ω as δ → 0.
Suppose (8.7) is not true. Then there are a sequence zk ⊂ ∂Ω and δk and η0 > 0
such that δk → 0 and
(8.8)
1
|Bk|
∫
Bk
|f(w)− fB|dσ(w) ≥ η0 > 0
for all k where Bk = B(zk, δk).
For each 1 ≤ j ≤M and positive integer k, we let
φk,j(w) =
1
|Bk|
hj(zk, w)XBk .
Using the same argument as we did a few moments ago, we have∫
Bk
|f(z)− fBk |dσ(z)
≤ C
∫
Bk
∣∣∣∣
M∑
j=1
Cf(φk,j)(z)gj(zk, z)
∣∣∣∣dσ(z)
+Cδn−ǫk
∫
Bk
|f(z)− fBk |dσ(z).
Therefore, when k is big enough, we have∫
Bk
|f(z)− fBk |dσ(z)
≤ C
∫
Bk
∣∣∣∣
M∑
j=1
Cf(φk,j)(z)gj(zk, z)
∣∣∣∣dσ(z)
= C
∫
Bk
∣∣∣∣
M∑
j=1
Cf(δ
n/p′−ηj
k φk,j)(z)δ
−n/p′+ηj
k gj(zk, z)
∣∣∣∣dσ(z).
Now we let
yj,k(z) = δ
n/p′−ηj
k φk,j(z)
Then
‖yj,k‖Lp ≤ C
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and yk,j → 0 weakly on L
p(∂Ω) as k →∞ for all 1 ≤ j ≤M . In fact, for any smooth
function y(z), we have∫
∂Ω
yjk(z)y(z)dσ(z)
=
1
|Bk|
∫
Bk
δ
n/p′−ηj
k hj(zk, z)y(z)dσ(z)→ 0
as k →∞.
Since Cf is compact on L
p(∂Ω), we have ||Cf(yk,j)||p → 0 as k → ∞ for all
1 ≤ j ≤M . This implies that
1
|B(zk, δk)|
∫
B(zk ,δk)
|f(w)− fB(zk ,δk)|dσ(w)
≤ C‖Cf(yj,k)‖Lp‖δ
−n/p′+ηj
k gj
1
|Bk|
XBk‖p′
≤ C‖Cf(yj,k)‖Lp‖δ
−n/p′+γj+ηj
k
1
|Bk|
‖Bk|
1/p′
= C‖Cf(yj,k)‖Lp‖δ
−n/p′+γj+ηj−n+n/p′
k
≤ C‖Cf(yj,k)‖Lp → 0.
as k → ∞. This assertion contradicts (8.8). Therefore we have proved that f ∈
VMO(∂Ω). Part (b) follows.
The proof of Theorem 8.2 is complete.
Corollary 8.4. Let X = S2n−1, the unit sphere in Cn or Hn, and let K = S be the
corresponding Cauchy-Szego¨ kernel. Let f ∈ Lp0(X) for some 1 < p0 <∞. Then
(i) Cf : L
p(X)→ Lp(X) is bounded if and only if f ∈ BMO(X) for 1 < p <∞;
(ii) Cf : L
p(X)→ Lp(X) is compact if and only if f ∈ VMO(X) for 1 < p <∞;
(iii) If f ∈ BOM(S) then Cf : H
p(S)→ L1(S) is bounded;
(iv) If 0 < p < 1 and f ∈ Λn(1/p−1)(S), the non-isotropic Zygmund space, then
Cf : H
p(S)→ Lp(S) is bounded.
Part (i) was proved by Feldman and Rochberg in [FER] and part (iv) is related
to some results in [LI].
Next we shall consider the case when X = ∂Ω, Ω a pseudoconvex domain of finite
type in C2 or a convex domain of finite type in Cn.
When Ω is a smoothly bounded pseudoconvex domain of finite type in C2, then
we shall use a variant of the quasi-metric defined in [NRSW] as formulated in [KRL1]
or [MCN1]. When Ω is a smoothly bounded convex domain in Cn, we shall use the
quasi-metric introduced by McNeal, for example see [MCN1], [MCS1] and [KRL3].
We shall prove the following theorem:
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THEOREM 8.5. Let Ω be either a smoothly bounded pseudoconvex domain of fi-
nite type in C2 or a smoothly bounded convex domain of finite type in Cn. Let K = S
be the Szego¨ kernel for Ω. Let f ∈ Lp0(∂Ω) for some 1 < p0 <∞. Then
(i) Cf : L
p(X)→ Lp(X) is bounded if f ∈ BMO(X) for 1 < p <∞;
(ii) Cf : L
p(X)→ Lp(X) is compact if f ∈ VMO(X) for 1 < p <∞.
In order to prove Theorem 8.5, we need some more notation and some lemmas.
Let −r be a smooth defining function for Ω such that, in a small neighborhood of
∂Ω, r(z) is the distance from z to ∂Ω. Let ν(z) denote the unit inward normal vector
to ∂Ω at z ∈ ∂Ω. Then we may choose an ǫ0 > 0 small enough such that
z = π(z) + r(z)ν(π(z)), ν(z) =
(
∂r
∂z1
, · · · ,
∂r
∂zn
,
∂r
∂z1
, · · · ,
∂r
∂zn
)
for all z ∈ Ωǫ0 .
Let L2(Ω) be the Lebesgue space on Ω and A2(Ω) the subspace of holomorphic
functions; we call A2 the Bergman space. Let P : L2(Ω)→ A2(Ω) be the orthogonal
projection —the Bergman projection with reproducing kernel K(z, w), the Bergman
kernel.
For each a ∈ C∞(Ωǫ0), we define kernels C(z, w) and Cǫ(z, w) on ∂Ω × ∂Ω by
(8.9) C(z, w) =
∫ ǫ0
0
a(z + tν(z))K(z + tν(z), w)dt,
and
(8.10) Cǫ(z, w) =
∫ ǫ0
ǫ
a(z + tν(z))K(z + tν(z), w).dt
Following the main estimate in [NRSW] on K(z, w) when Ω is a smoothly
bounded pseudoconvex domain of finite type in C2 and the estimate on K(z, w)
given in [MAN] and [MAS], and also formulations in [KRL2] and [KRL3], we have
Lemma 8.6. Let Ω be either a smoothly bounded pseudoconvex domain of finite
type in C2 or a smoothly bounded convex domain in Cn. Then C and Cǫ as defined
above are standard kernels on ∂Ω× ∂Ω
Let Ω be either a smoothly bounded pseudoconvex domain of finite type in C2 or
a smoothly bounded convex domain in Cn. Then, by the results in [NRSW] for finite
type domain in C2, and those in [MCN3] and [MCS1] for convex domain of finite type
in Cn, we have P : Lp(∂Ω) → Hp(Ω) is bounded for all 1 < p < ∞. Let ǫ0 > be as
the above. Then we define an operator:
Q(f)(z) = (P (f)(z + ǫ0ν(z)), z ∈ ∂Ω.
It is easy to see that Q : Lp(Ω) → Ck(∂Ω) is bounded for all 1 < p < ∞ and
0 ≤ k <∞.
Then we have the following lemma proved in [KRL1] and [KRL3].
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Lemma 8.7. Let Ω be either a smoothly bounded pseudoconvex domain of finite
type in C2 or a smoothly bounded convex domain in Cn. Then
S(f)(z) = A(f)(z) + ES(f)(z) +Q(f), z ∈ Ω, f ∈ Lp(∂Ω),
where A =
∑n
j=1 rjICj , and E =
∑n
j=1[ICj ,Mrj ] and Cj(z, w) is obtained from (5.1)
by replacing a by aj, j = 1, · · · , n.
Lemma 8.8. Let Ω be either a smoothly bounded pseudoconvex domain of finite
type in C2 or a smoothly bounded convex domain in Cn. Let f ∈ BMO(∂Ω) and
g ∈ C1(∂Ω). Then fg ∈ BMO(∂Ω).
Proof. Let B = B(z0, δ) be any ball on ∂Ω. Then we have
|g(z)− g(w)| ≤ ||g||C1|z − w| ≤ Cδ
η.
for all z, w ∈ B and for some η > 0, where η is a constant depending only on the
type of Ω. Therefore
|f(z)g(z)− (fg)B|
= |(f(z)− fB)g(z) + fBg(z)− (fg)B|
= |(f(z)− fB)g(z) +
1
|B|
∫
B
(f(w)g(z)− f(w)g(w))dσ(w)|
≤ |f(z)− fB||g(z)|+
1
|B|
∫
B
|f(w)||g(w)− g(z)|dσ(w)
≤ |f(z)− fB||g(z)|+ C
1
|B|
∫
B
|f(w)|δηdσ(w)
≤ |f(z)− fB||g(z)|+ Cδ
η|fB|
≤ |f(z)− fB||g(z)|+ Cδ
η||f ||∗ log
1
|B|
≤ |f(z)− fB||g(z)|+ Cη||f ||∗.
Thus
1
|B|
∫
B
|fg(z)− (fg)B|dσ(z)| ≤ C||g||C1||f ||∗.
So we have
||fg||∗ ≤ C||f ||∗||g||C1
and the proof of Lemma 8.8 is complete.
Remark: It should be noted that Stegenga [ST1] has given a characterization, in
the real variable setting, of those functions g as in the last lemma that are BMO
multipliers.
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Now we apply Theorems 6.1, 7.1 and Lemmas 8.7 and 8.8 to see that
[A,Mf ] =
∑
j=1
[rjCj,Mf ] = [Cj,Mfrj ]
is bounded on Lp(∂Ω) if f ∈ BMO(∂Ω); and [A,Mf ] is compact on L
p(∂Ω) if f ∈
VMO(∂Ω) for all 1 < p < ∞. [We use here the fact that E and Q are compact
operators on Lp for all 1 < p <∞.]
Combining the above facts, the proof (i) and (ii) of Theorem 8.5 is complete.
Finally, we make the following remark. One may prove a result similar to (iii)
in Corollary 8.4 for a smoothly bounded pseudoconvex domain of finite type in C2
(with a different argument from the one in [KRL1]) or for a smoothly bounded convex
domain in Cn; one obtains these results as an application of Theorem 6.10.
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