In recent decades many attempts have been made at the solution of Job Shop Scheduling Problem using a varied range of tools and techniques such as Branch and Bound at one end of the spectrum and Heuristics at the other end. However, the literature reviews suggest that none of these techniques are sufficient on their own to solve this stubborn NP-hard problem. Hence, it is postulated that a suitable solution method will have to exploit the key features of several strategies. We present here one such solution method incorporating Genetic Algorithm and Tabu Search. The rationale behind using such a hybrid method as in the case of other systems which use GA and TS is to combine the diversified global search and intensified local search capabilities of GA and TS respectively. The hybrid model proposed here surpasses most similar systems in solving many more traditional benchmark problems and real-life problems. This, the system achieves by the combined impact of several small but important features such as powerful chromosome representation, effective genetic operators, restricted neighbourhood strategies and efficient search strategies along with innovative initial solutions. These features combined with the hybrid strategy employed enabled the system to solve several benchmark problems optimally, which has been discussed elsewhere in Meeran and Morshed (8th Asia Pacific industrial engineering and management science conference, Kaohsiung, Taiwan, 2007). In this paper we bring out the system's practical usage aspect and demonstrate that the system is equally capable of solving real life Job Shop problems.
Introduction and background to scheduling
In the present competitive world, scheduling plays a critical role in the competency of organisations. The solution to the job shop scheduling problem (JSSP) has a strong practical implication as many manufacturing organisations may fit the definition of a job shop. The JSSP problem is considered to be a good representation of the general domain of combinatorial problems and hence a proven solution strategy will have an impact on finding solutions to wide ranging problems. The generic nature of the problem, coupled with its reputation for being notoriously difficult to solve, (as it is considered to be an NP-hard problem), has led to the JSSP being considered as probably the most studied and well-developed problem in deterministic scheduling theory, serving as a comparative test-bed for different solution techniques.
The current wave of research in scheduling theory has evolved over the past fifty years and has resulted in a wide variety of papers discussing techniques that vary from unrefined dispatching rules to highly sophisticated bottleneck based heuristics. However with the advent of new methodologies, such as neural networks and evolutionary computation, researchers from fields such as computing, cognitive-biology and genetics have become important contributors, introducing a paradigm of intelligent solutions to this problem.
Job shop scheduling model
A job shop consists of a set of different machines that perform operations on production jobs. Each job has a number of operations which have a specified processing order through the machines and each operation has a specified processing time. Every job is independent. The job shop environment considered here does not allow pre-emption. The objective we set in this work is to find the best job sequence through the machines, which minimises the total completion time.
A number of researchers (Roy and Sussmann 1964; Adams et al. 1988; Blazewicz et al. 1996; Jones and Rabelo 1998; Jain and Meeran 1998b; Pinedo and Chao 1999) have discussed a variety of mathematical models of the problem. One of the factors which differentiate these models is the objective one wants to satisfy in producing the schedule. Obviously for different objectives, the schedules will be different. The most useful and common objective that the majority of researchers use is the make-span minimisation which has been also adapted for this research. A deterministic jobshop scheduling problem consists of a finite set J of n jobs
. Each job J i must be processed on m i number of machines and consists of a chain or complex of m i operations O i1 , O i2 , . . . , O imi which have to be scheduled in a predetermined given order, a requirement called a precedence constraint. There are N operations in total, N = n i=1 m i · O ik is the operation of job J i which has to be processed on machine M k for an uninterrupted processing time period τ ik . Furthermore, no operation may be pre-empted, i.e., interrupted and then completed at a later time. Each job has its own individual flow pattern through the machines, which is independent of the other jobs. The problem is further confined by capacity constraints (also called disjunctive constraints), which stipulate that each machine can process only one operation at a time. If the completion time of J i on M k is C ik then the duration in which all the operations of all the jobs are completed is referred to as the make-span C max . In the optimisation variant 1 of JSSP, the objective of the scheduler is to determine starting times for each operation, t ik ≥ 0, in order to minimise the make-span while satisfying all the precedence and capacity constraints. That is, the goal may be expressed (Jain and Meeran 2002) as determining C * max , where
In spite of an unambiguous definition of operations given above, for simplicity we will be using a single subscripted notation in depicting operations in a schedule. However, the loss of information in removing one subscript is compensated by using implicit information that could be taken from the 1 The optimisation variant is used to denote the problem itself and is distinguished from the decision variant of the problem which considers the question: Does there exist a solution in the search space that does not exceed a given upper bound?
input data and from the order of sequence of the operations. Details of how it is carried out are given later in the paper.
Literature review
If one were to attempt an exact procedure to solve JSSP using exhaustive techniques (sometimes known as optimisation methods) such as linear programming, integer programming, mixed integer programming etc, the time to find a solution increases exponentially (or as a high degree polynomial) for a linear increase in problem size except for selected restricted versions (special cases) of the problem. (In fact, the general JSSP problem has been identified as an NP-hard problem). Although many improvements in the category of exact methods have been achieved through enhancing methods such as Branch and Bound (Mascis and Pacciarelli 2002; Tan et al. 2010) , in general exhaustive techniques cannot be applied to large problems and their execution necessitates the need for a very good understanding of the job shop domain. Highly specialised inference rules and selection procedures are required to fathom nodes at high levels in the solution tree without explicit searching. Consequently, many researchers have turned their attention to approximation methods. However, the approximation methods do not guarantee achieving optimal solutions; rather they are able to attain near-optimal solutions. It is found that heuristics inspired by natural phenomena and intelligent problem solving are useful methods for JSSP solutions. The approximation techniques can be categorised into four major groups: priority dispatch rules (Panwalkar and Iskander 1977; Chiang and Fu 2007; Tay and Ho 2008) , bottleneck based heuristics (Adams et al. 1988; Demirkol et al. 1997; Chen and Chen 2009; Zhang and Wu 2008) , artificial intelligence and local search methods (which are discussed in more detail in the following paragraphs), all of which have many sub techniques within their groups. Many attempts have been made to apply these sub techniques to JSSP with varying success. Also further improvements on these techniques such as beam search and simulated annealing have enhanced the quality of the solutions that are based on the myopic selections such as the ones normally made by priority dispatch rules. However, the deviations from optimum are still high. Most of these existing approximation methods also have the weakness of needing high computing effort to achieve their best results. Some researchers (Fattahi et al. 2007 ) attempted combining approximation and exact techniques effectively in order to attain a better performance. However these techniques are also costly computationally. The sub techniques of the approximation methods have increased in number and sophistication over the years. For example, the bottleneck based heuristic category lead to the shifting bottleneck procedure (SBP) (Adams et al. 1988 ) that has been found to be very effective in achieving substantial
