Let p 2 be a prime number and let Z p be the ring of all p-adic integers. For all α, β, z ∈ Z p , define T α,β (z) = αz + β. It is shown that the dynamical system (Z p , T α,β ) is minimal if and only if α ∈ 1 + p r p Z p and β is a unit, here r p = 1 (respectively r p = 2) if p 3 (respectively if p = 2), and that when it is minimal, it is strictly ergodic and topologically conjugate to (Z p , T 1,1 ) with an analytic and isometric conjugacy. More importantly, when the system is not minimal, we find all its strictly ergodic components. As application, monomial systems S n,ρ (z) = ρz n on the group 1 + pZ p are also discussed.
Introduction
I.V. Volovich published in 1987 the first paper [33] applying the p-adic numbers to establish the p-adic string theory, which induced large interests to p-adic physical models (see, for example, [4, 7, 11, 12, 23, 24] for p-adic string theory, [1, 14, 28, 31] for p-adic quantum mechanics and field theory, and [5, 25] for p-adic models of spin glasses). These p-adic physical investigations stimulated in turn high interests for p-adic dynamical systems. Indeed, the theory of p-adic dynamical systems is actually in fast development (see, for example, [6, 13, 15, 17, 21, 26] ).
In this work we shall study the structure of affine p-adic dynamical systems on the ring Z p of all p-adic integers and we shall find all ergodic components for any such system.
Let us first recall some notations and basic facts about Z p . Let p 2 be a prime number. For all n ∈ Z \ {0}, we denote by υ p (n) the greatest integer k 0 such that p k divides n in Z. By convention, we put υ p (0) = +∞. For all x = m/n ∈ Q with m, n ∈ Z and n = 0, define
It is well known that | · | p is a (discrete) valuation over Q (see [35, p. 13] ), called the normalized p-adic valuation over Q, while υ p is called the normalized p-adic exponential valuation over Q. Let Q p be the topological completion of Q with respect to the metric topology induced by | · | p .
For any z ∈ Q p , we can write it in a unique manner z = n υ p (z) z n p n (0 z n < p).
The fractional part of z will be defined as {z} := 0>n υ p (z) z n p n .
Let Z p be the topological closure of Z. We have
We note that Z p is a local ring (i.e., a commutative ring which has only one maximal ideal), and its group of units and its maximal ideal are respectively U = z ∈ Z p : |z| p = 1 , and ℘ = z ∈ Z p : |z| p < 1 .
Hence ℘ = Z p \ U = pZ p , and an element z ∈ Z p is a unit in Z p (i.e., an element which is invertible for the multiplication) if and only if |z| p = 1. Finally for all integers n 1, we denote
which are subgroups of U. By convention, U 0 = U. We also denote, for all n 0,
which are just the spheres {z ∈ Z p : |z − 1| p = p −n }. It is clear that we have the following partitions
The aim of the present work is to study the affine p-adic topological dynamical system (Z p , T α,β ), where α, β ∈ Z p , and T α,β is defined by T α,β (z) := αz + β, ∀z ∈ Z p .
(1)
More precisely, we shall prove the following results, which were announced in [10] . The affine p-adic dynamical system (Z p , T α,β ) is minimal if and only if α ∈ U r p and β ∈ U, here r p = 1 (respectively r p = 2) if p 3 (respectively if p = 2). Moreover if the above conditions are fulfilled, then the system is strictly ergodic and topologically conjugate to the system (Z p , T 1,1 ) and there exists an analytic isometric conjugacy (see Theorem 1) .
The first part of this result is also obtained by V. Anashin [3] . For a class of general mappings, he got an ergodicity criterion which reduced the ergodicity of such a mapping to the ergodicity of the reduced finite dynamics on the rings of residue classes. Then, using a classical algebraic result [3, Lemma 5.9] , he obtained the ergodicity condition stated as above. We could say that Anashin's proof is algebraic. We will present two analytic methods. One method uses Fourier analysis. The idea comes from the proof of the ergodicity of the classical irrational rotation, but the adaptation here is more involved because of the presence of the multiplier α in (1) . The other method, inspired by the first one which asserts that an ergodic affine mapping is conjugate to the adding machine T 1,1 , provides an analytic and isometric conjugacy. Conversely, Lemma 5.9 in [3] may be deduced from our proofs and the Anashin's general criterion. The special case of translations (i.e. α = 1 in (1)) was discussed by J. Bryk and C.E. Silva in [8] .
More interesting is that in the case where the system is not strictly ergodic, we find all its strictly ergodic components. See Theorem 2 (p 3) and Theorem 3 (p = 2). As application, we obtain all the strictly ergodic components of the monomial system (U 1 , S n,ρ ), where n 1 is an integer, ρ ∈ U 1 , and for all z ∈ Z p , we define S n,ρ (z) := ρz n .
For more details, see Theorem 4 (p 3) and Theorem 5 (p = 2). This part of the work is inspired by [9, 16] . In order to study the distribution of Fibonacci numbers, Z. Coelho and W. Parry discussed in [9] , among many other things, the special system (U, T α,0 | U ), with α ∈ U \ {1}. For p 3, they obtained a necessary and sufficient condition for the system to be strictly ergodic and they also found all its strictly ergodic components. Their results are stated as corollaries of our theorems mentioned above (see Corollaries 1(1) and 2(2), respectively). While A. Khrennikov, K.-O. Lindahl, and M. Gundlach studied in [16] another special case, the monomial system (U , S n,1 | U ) with 1 an integer. They obtained, when p 3, a necessary and sufficient condition for the system to be strictly ergodic. This result is stated as a special case of our Theorem 6(1).
Finally we point out that our results also cover the case that p = 2, which was usually ignored by the previous studies for some technical reasons. As we shall see, there are some differences between the case p = 2 and the case p 3.
We will present some applications. One of them concerns with the generators of the multiplicative group of Z/p n Z, and another one concerns with the divisibility by p k of integers of the form a n c − b (a, b, c, n being integers).
The paper is organized as follows. At first we recall in Section 2 some arithmetical and topological properties of Z p , and proofs of these facts are postponed in Appendix A. Some basic definitions, notations, and results about topological dynamical systems are recalled in Section 3, where the concept of strict ergodic component is introduced. Then we give in Section 4 a necessary and sufficient condition for (Z p , T α,β ) to be minimal. In Section 5 we find all the strictly ergodic components of (Z p , T α,β ) when p 3 and similar result is proved in Section 6. Section 7 contains some applications. Finally as another application of the main results in Sections 5 and 6, we exhibit in Section 8 all the strictly ergodic components of (U 1 , S n,ρ ).
Some arithmetical and topological properties of
In this section, we shall recall some basic properties of Z p , which are useful in this paper and whose proofs are postponed in Appendix A. For more details, the reader can consult, for example [2, 19, 30, 32, 35] .
We begin with the p-adic analogs of the classical exponential and logarithmic functions (see, for example, [19, pp. 78-81] or [32, pp. 23-27] ):
In the sequel, we shall always denote by r p the least integer such that
In other words, we have
The above two functions have the following properties.
Proposition 1.
( 
In other words, we have
which implies that both Exp(z) and Log(1 + z) are isometries on ℘ r p .
As an application, we obtain (see also [29, pp. 100-102] ) the following.
Proposition 2. Let n 1 be an integer and let
(2) For p = 2, we need distinguish two possibilities:
we need distinguish again two cases:
As a corollary of Proposition 2, we obtain immediately the following Proposition 3. For all integers n 1 and for all α ∈ U 1 , we have
The following result is fundamental for our later study.
Proposition 4.
For all α ∈ U 1 , there exists a unique continuous function ϕ α defined on Z p such that for all integers n 1, we have
Moreover, if α = ±1, then ϕ α is a homeomorphic group isomorphism from the additive group Z p onto Im(ϕ α ), which is a closed multiplicative subgroup of U 1 . In particular, for all α ∈ U r p \ {±1}, we have
In this case, the inverse of ϕ α is ψ α :
From now on, we shall denote ϕ α (z) by α z , for all z ∈ Z p . It is interesting to point out here that if α ∈ U r p , then by Proposition 1 and the continuity of the functions in discussion, we have, for all z ∈ Z p ,
Now we consider U the group of units of Z p . Put
Proposition 5.
(1) V is the unique subgroup of U isomorphic to F × p , which is the multiplicative group of the finite field F p in p elements, via the group isomorphism sending z to z (mod p).
(2) We have the following decomposition in direct product
Let γ be a complex-valued function defined on Z p . We call it a character of Z p if |γ (z)| = 1 for all z ∈ Z p , and if the functional equation
is satisfied. The set of all continuous characters of Z p forms a groupẐ p (called the topological dual group of Z p ) for the usual pointwise multiplication (see, for example, [27, pp. 6-7] ). Let us find out all the members ofẐ p .
First we note that the constant function 1 belongs toẐ p . Indeed 1 is the identity element of the dual group. Second, fix n, k ∈ Z such that n 1, p n > k 1 and p k. For all z ∈ Z p , define
Then γ n,k is a continuous character of Z p , and p n is its multiplicative order, i.e., the least integer 1 such that γ n,k = 1. By the way, we note that p n is also the multiplicative order of γ n,k (1) as an element in the group {z ∈ C: |z| = 1}.
In fact, we have the following result.
Proposition 6.Ẑ p = {1} ∪ {γ n,k | n 1, p n > k 1 and p k}.
Let γ ∈Ẑ p . For all α ∈ U and all z ∈ Z p , define
Then we have γ α ∈Ẑ p .
Proposition 7.
Let γ ∈Ẑ p and let α ∈ U r p . Define
where n 0 is an integer such that p n is the multiplicative order of γ . Then for all integers m 1, we have γ α m = γ if and only if γ,α divides m.
Remark 1.
For all γ ∈Ẑ p and α ∈ U r p , we have γ,α = γ,α −1 , which only depends on α and on the multiplicative order of γ .
Concept of strictly ergodic components
Let X be a compact metric space, and T : X → X a continuous mapping. For each x ∈ X, we set O T (x) := {T n x: n 0}, and call it the orbit of x under T . Its closure will be denoted by O T (x). The system (X, T ) or (more simply T ) is said to be minimal if X = O T (x), for all x ∈ X. Let ν be a Borel probability measure on X. We say that ν is T -invariant if
for all Borel measurable subsets B of X. The system (X, T ) always possesses a T -invariant Borel probability measure (see, for example, [34, p. 152] ). If it has only one, then we say that the system (or T ) is uniquely ergodic. A topological system is said strictly ergodic if it is minimal and uniquely ergodic. The above notions are classical. Let us introduce a new one. Let F be a T -invariant nonempty closed subset of X, i.e., we have T (F ) ⊆ F . Then (F, T | F ) is also a topological dynamical system, called a subsystem of (X, T ). Often in this case we say by simplicity that F is a subsystem of (X, T ). If a subsystem (F, T | F ) is strictly ergodic, then we call F a strictly ergodic component of (X, T ). The unique T -invariant probability measure on F is said to be the associated measure of F .
The following result is basic for our study on the strictly ergodic components of the affine system (Z p , T α,β ).
is strictly ergodic, and has topological discrete spectrum, with 1 and the γ n,k (1) (1 k < p n and p k) as its eigenvalues. Recall here
Strict ergodicity
Given the dynamical system (Z p , T α,β ), a first question which one can ask about it is that when this system is minimal, uniquely ergodic and strictly ergodic. The following result gives a complete solution to this question. 
where for all z ∈ Z p , we define
Proof. Notice that βZ p is T α,β -invariant. So the system (Z p , T α,β ) can not be minimal if β / ∈ U. Assume β ∈ U. In this case, we have
But T β,0 is a homeomorphism from Z p onto itself, so T α,β is topologically conjugate to T α, 1 . Hereafter we shall assume β = 1 and denote T α,1 by T α .
First we suppose α ∈ Z p \ U 1 . Then 1 − α ∈ U, and 1
Second we consider the case α ∈ U 1 \ U r p , which appears only for p = 2. Write
where α ∈ Z 2 , and 1 is an integer or = +∞ (which corresponds to α = −1). Therefore for all z ∈ Z 2 , we have
is a T α -invariant proper closed subset of Z 2 , and thus the system (Z 2 , T α ) is not minimal either. The case α = 1 has already been treated in Proposition 8. Now we need only concentrate our attention to the case α ∈ U r p \ {1}. We shall give below two different proofs. The first one is direct and instructive, and uses the Fourier expansion. The second one is simple but less illustrative. Indeed it is inspired and motivated by the first one and is complementary to the first one in the sense that an analytic and isometric conjugacy is explicitly constructed.
First method. First we show that (Z p , T α , μ p ) is ergodic (we note here that the normalized Haar measure μ p is T α -invariant for α is a unit). For this, we need only show that whenever f ∈ L 2 (Z p , μ p ) is T α,β -invariant, then f is constant almost everywhere with respect to μ p (see, for example, [34, p. 28] ). Let
be the Fourier series of f . Then from f = f • T α , we deduce at once
where γ α (z) = γ (z/α), for all z ∈ Z p . Hence for all γ ∈Ẑ p , we have a γ = a γ α γ α (1) .
It follows that for all γ ∈Ẑ p and for all integers 1, we have
Let γ = γ n,k (1 k < p n and p k), and choose = p n−1 . By Proposition 7, we have γ = γ α , for γ,α | . Applying relation (5) above, we obtain at once
Since p k and α ∈ U r p \ {1}, we get, with the help of Proposition 2,
So the exponential in (6) First we show that if λ is an eigenvalue of T α , then λ = γ (1) for some γ ∈Ẑ p . Indeed if f ∈ C(Z p ) \ {0} is an eigenfunction corresponding to λ, then we have
for all z ∈ Z p . Consider the Fourier expansion
By reformulating relation (8), we obtain
Using the same argument as in the proof of relation (4), we obtain, for all γ ∈Ẑ p ,
Since f ≡ 0, we can find some γ ∈Ẑ p such that a γ = 0. If γ = 1, then γ α = 1 and thus λ = γ α (1) = 1. Now suppose γ = γ n,k (1 k < p n and p k). Then by Proposition 7, we have γ = γ α with = p n−1 . Iterating (9) above, we get
which yields immediately
Thus λ = 1 by virtue of relation (7). For the same reason, we obtain also
Thus λ = γ n,t (1) , for some integer t (1 t < p n ). Second, we show that each γ (1) (γ ∈Ẑ p ) is an eigenvalue of T α . The case γ = 1 is clear. So to conclude, it suffices to treat the case γ = γ n,k (1 k < p n and p k).
To simplify the notations, we put γ = γ n,k , λ = γ n,k (1) , and = γ,α −1 . Define
Then σ, η ∈ U, and so σ η −1 ∈ U. Thus we can find a unique integer t satisfying 1 t < p n , p t, and t ≡ kσ η
If = 1, then σ = η and t = k. Now assume > 1. Then n > υ p (1 − α) , and thus
which implies at once
Putγ = γ n,t . By Remark 1, we have γ ,α −1 = too, i.e., is also the least integer 1 such thatγ =γ α − . Finally for all z ∈ Z p , we define
Then we have
The polynomial function f γ ≡ 0 for all theγ α −j (0 j < ) are different, by the minimality of . Moreover
by using relation (11) and the factγ α − =γ . So λ is an eigenvalue of
Then by Proposition 4, Φ α is a homeomorphism from Z p onto itself, and its inverse function Ψ α is defined by
Moreover for all z ∈ Z p , we have
Thus T α is topologically conjugate to T 1 . In particular, by Proposition 8, the affine p-adic dynamical system (Z p , T α ) is strictly ergodic and has μ p as the unique T α -invariant probability measure. 2
Let us make some remarks. 1. The above two proofs of our Theorem 1 are analytic. Recently we find that V. Anashin obtained in [3] the first part of Theorem 1 via an algebraic method, by combining his general criterion on the minimality of compatible p-adic dynamical systems with a classical result on linear congruential sequences (see, for example, the book [18, p. 15] of D.E. Knuth. See also Larin [20] ). His method and ours are quite different, and complementary. Analytic results imply algebraic ones and vice versa. In particular, our methods yield an analytic proofs of the above cited theorem on linear congruential sequences, a result purely algebraic in appearance. Finally we note that J. Bryk and C.E. Silva also obtained in [8] the first part of Theorem 1 under the restrictive condition α = 1, which is very close to the adding machine.
2. In general, the integer t defined uniquely by relation (10) is different from k, thereforẽ γ = γ . Consider for example p = 2, n = 3, k = 1, and α = 5. Then we have υ 2 (1 − α) = 2 and = 2. So σ = 1 and η = 3, and thus t = 3 = k.
3. To the eigenvalue γ (1) of T α (α ∈ U r p and γ ∈Ẑ p \ {1}), the above two methods given in the proof of Theorem 1 yield two corresponding eigenfunctions, one is f γ , and the other is γ • Ψ α . Then by Theorem 5.17 in [35, p. 133], we have
We leave it for the interested reader to give a direct proof of the above equality.
4. The conjugacies between T α,β , T α,1 and T 1,1 are described by the the following commutative diagram, with α ∈ U r p and β ∈ U,
5. The above result may be interpreted in terms of number theory as follows. Theorem 1 above just means that if α ∈ U r p and β ∈ U, then for all z ∈ Z p , the sequence (T n α,β z) n 0 is uniformly distributed in Z p with respect to the normalized Haar measure μ p . In particular, for all integers 0, we have
Recall that for all integers n 0 and for all z ∈ Z p , we have
In the case that α = β = 1 and z = 0, we re-obtain the classical result that the sequence (n) n 0 is uniformly distributed in Z p . It is also interesting to note that for p = 2, α = 5, β = 1, and z = 0, we obtain that the sequence (
Consequently, for all integers 0, we have
Strict ergodic components: case p 3
According to Theorem 1, the system (Z p , T α,β ) is not always strictly ergodic. We then ask what are its strictly ergodic components. We shall give a complete answer to this question by distinguishing two cases p 3 and p = 2, which will be treated respectively in the following in Theorem 2 in this section and Theorem 3 in the next section.
Theorem 2. Let p 3 and let
(1) If α ∈ ℘, then the one-point set {β/(1 − α)} is the unique strictly ergodic component of (Z p , T α,β ), and the associated measure is
nents which are all topologically conjugate to (Z p , T 1,1 ). Proof. (1) Assume α ∈ ℘. Then T α,β is contractive and β/(1 − α) is its unique fixed point. By the way, we note that the restriction of T α,β on O T α,β (z) is always uniquely ergodic with δ β/ (1−α) as the unique T α,β -invariant probability measure, but it is minimal (thus strictly ergodic) only for
For all integers j with 0 j < p υ p (β) , define
The A j 's are nothing but all cylinders of length υ p (β) or all balls of radius p −υ p (β) . We claim that each A j is T α,β -invariant. Indeed, for all z ∈ Z p , we have
from which we obtain immediately that the system (A j , T α,β | A j ) is topologically conjugate to (Z p , T α,1+(α−1)β −1 j ), for the above identity may be reformulated as
where ϕ : Z p → A j is the homeomorphism defined by
Observe that 1 
for all z ∈ Z p . Obviously ψ is a homeomorphism from Z p onto itself, and
Thus the system (Z p , T α,β ) is topologically conjugate to (Z p , T α,0 ) so that we need only concentrate our attention to the latter. One can note that all the p n U (n 0) are T α,0 -invariant, and together form a partition of Z p . One can also note that all the systems (p n U,
So we need only find all the strictly ergodic components of (U, T α,0 | U ), which have already been found by Z. Coelho and W. Parry in [9] . The proof given here is based on the original one, but furnishes more details which are omitted in [9] . To simplify the notations, we denote by T the restriction of T α,0 on U.
(a) If α = 1, then T (z) = z for all z ∈ U, and thus every one-point subset of U is a strictly ergodic component of the system (U, T ).
(b) Assume α = 1. By the decomposition in direct product
The system (U, T | U ) is the direct product of the two systems (V, T V ) and (U 1 , S 1 ) which we shall discuss respectively below. We begin our study with the finite system (V, T V ). Let be the multiplicative order of α V in V, i.e., the least integer 1 such that α V = 1. Note that according to Proposition 5, it is also the least integer 1 such that α ≡ 1 (mod p). Since the multiplicative group V is (cyclic) of order p − 1, so divides p − 1, and we can find a generator θ of V such that α V = θ s , with s :
For all m ∈ Z, define ω(m) := θ m . Then ω : Z → V is a surjective group homomorphism from the (additive) group Z onto the multiplicative group V. Its kernel is ker(ω) = (p − 1)Z so that it induces an isomorphism : For all integers j (0 j < s), put H j := j + H. Then the H j are D s -invariant and form a partition of Z/(p − 1)Z. Indeed for all m ∈ Z, we have
The latter is strictly ergodic for 1 generates the finite group Z/ Z. Consequently the system (V, T V ) has (p − 1)/ strictly ergodic components, which are all topologically conjugate to (Z/ Z, D).
Hereafter we consider the system (U 1 , S 1 ).
, then every one-point subset of U 1 is a strictly ergodic component of
.
We have α 1 = (1 + p)β 1 , and for all z ∈ Z p , holds
So S 1 is topologically conjugate to T 1,β 1 . Notice that by Proposition 1, we have
Thus by the second part of Theorem 2 already treated above, the system (U 1 , S 1 ) has p υ p (α 1 −1)−1 strictly ergodic components which are all topologically conjugate to (Z p , T 1,1 ). By the way, we note that we have
Indeed α = α 1 for α V = 1. Then by Proposition 4, we obtain
for divides p − 1, thus is coprime with p. Below we show that the product system ((Z/ Z) × Z p , D × T 1,1 ) is strictly ergodic. For this, we need only show that the system is minimal, and then apply the same argument as in the proof of Proposition 8 to obtain the unique ergodicity.
Fix x ∈ Z and y ∈ Z p . For all integers m, s (m 0 and 0 s < ), we have
Since is coprime with p, it is a unit in Z p , and then the sequence ( m) m 0 is dense in Z p . As a result, we obtain (c) Assume α ∈ U 1 \ U 2 and α = −1. Then β is a unit. As shown in the proof of Theorem 1, the system (Z 2 , T α,β ) is topologically conjugate to (Z 2 , T α,1 ). So we need only consider the case β = 1. As above, we denote T α,1 by T α .
Since α ∈ U 1 \ U 2 and α = −1, then we can write
where α ∈ Z 2 , α ∈ U 1 , and 1 is an integer. In particular, we have
For all integers j (1 j 2 ), put
All the B j are T α -invariant and form a partition of Z 2 . Indeed for all z ∈ Z 2 ,
To conclude, we need show that
Since α = ±1, and 0 = 1 + j (α − 1) ∈ U 1 for υ 2 (α − 1) = 1, so Φ is a homeomorphism from Z 2 onto Im(Φ) in virtue of Proposition 4. We shall show below Im(Φ) = B j so that Φ is a homeomorphism from Z 2 onto B j . Indeed for all z ∈ Z 2 , we have
here Φ α 2 is just the homeomorphism defined from Z 2 onto itself already appeared in the proof of Theorem 1. Consequently we obtain:
Thus Im(Φ) = B j . Now for all z ∈ Z 2 , we have
So (B j , T α | B j ) is topologically conjugate to (Z 2 , T 1 ).
(3) The cases (a) and (b) are clear. Now we assume α = ±1. Recall that we have the direct decomposition U = W · U 2 , with W = {±1}. Hence for all z ∈ U, we can find a unique (z W , z 2 ) ∈ W × U 2 such that z = z W z 2 . In particular, we can find a unique
Now for all (x, y) ∈ W × U 2 , define
The system (U, T | U ) is the direct product of the two systems (W, T W ) and (U 2 , S 2 ) which we shall discuss respectively below. About (W, T W ), we have either α W = 1 or α W = −1. In the first case, the system has two strictly ergodic components {1} and {−1}, and the associated measures are respectively δ 1 and δ −1 . In the second case, the system is strictly ergodic and the associated measure is (δ 1 
We have α 2 = 5β 2 , and for all z ∈ Z 2 , holds
So S 2 is topologically conjugate to T 1,β 2 . Note that by Proposition 1, we have , T 1,1 ) . T 1,1 ). In the following we shall only show the first one. The second one can be treated likewise.
Indeed, if we define, for all z ∈ Z 2 ,
(1, 0), and for all z ∈ Z 2 , we havê
This yields the desired result. 2
Some applications
We present in this section several applications. As a direct application, we obtain the following result, the first part of which is due to Coelho and Parry [9] . The case p = 2 was not discussed in [9] . We only point out here that if p = 2 and α ∈ U 2 , then (U 2 , T α,0 | U 2 ) is just the system (U 2 , S 2 ) discussed in the proof of Theorem 3.
As a corollary of the above result, we get the following classical theorem about
which is the multiplicative group of the residue class ring Z/p n Z, here n 1 is an integer.
Corollary 2. Let n 1 be an integer.
(1) If p 3, the multiplicative group (Z/p n Z) × is cyclic, and can be generated by θ(1 + p) (mod p n ), where θ ∈ V is a generator of V. (2) If p = 2 and n 3, then the multiplicative group (Z/2 n Z) × is isomorphic to the direct product group {±1}× 5 , where 5 is the subgroup of (Z/2 n Z) × generated by 5 := 5+2 n Z.
so that by Proposition 2, we have
Thus the system (U, T α,0 | U ) is strictly ergodic. In particular, the orbit
is dense in U. Hence for all integers j with p j , we can find some integer m 0 such that
is strictly ergodic for we have 5 = 1 + 2 2 . By using the same argument as above, we obtain at once that for all integers j ∈ U 2 , there exists some integer m 0 such that j ≡ 5 m (mod 2 n ), i.e., j (mod 2 n ) ∈ 5 . Now let j be an arbitrary integer. If 2 j but j / ∈ U 2 , then we have j ∈ U 1 \ U 2 , and thus −j ∈ U 2 . So −j (mod 2 n ) ∈ 5 . Consequently we obtain the decomposition
If n 3, then {±1 (mod 2 n )} is isomorphic to {±1}, and ±1 mod 2 n ∩ 5 = 1 mod 2 n .
So the declared statement holds. 2
It is interesting to notice here that the above algebraic result is proved by using the multiplicative dynamical system (U, T α,0 | U ).
For p 3, we have also the result below which generalizes Theorem 3 in [16] .
Corollary 3.
Let p 3 and α ∈ U. Then the following statements are equivalent:
α is a primitive root mod p and
Proof. The equivalence between (1) and (2) is just the first part of Theorem 1. The implication from (1) to (3), (4) to (5), and (5) to (2) is quite clear. By the same argument as in the proof of Theorem 2, we can also deduce (4) from (3). 2
Likewise we can also show the following result for the case p = 2.
Corollary 4.
Let p = 2 and α ∈ U 2 . Then the following statements are equivalent:
We finish this section by the following application to divisibility. Let a, b, c, and k be integers in Z such that k 1. For all integers n 1, define
We want to know how many integers are there in the sequence (u(n)) n 1 which can be divided by p k ? Note here that if there exists an integer n 1 such that p k divides u(n), then necessarily we have the following two possibilities:
(1) p | ac and p | b, (2) p ac and p b.
, for all integers m n. Otherwise we can reduce the first case to the second one by dividing an appropriate power of p. So without loss of the generality, we can always assume p abc. For this, we have the following quantitative result, which is algebraic in appearance, but has a dynamical interpretation in terms of return time. 
Then is a group homomorphism from Z onto the subgroup ā of (Z/p n Z) × , generated byā, and its kernel is ker( ) = s k Z. So for all integers n 1, we have p k | (a n c − b) if and only if a n ≡ a j (mod p k ), i.e., we have n ∈ j + s k Z. In particular, the equality (12) holds. By the way, we note that for all integers n 1, we have
the return time to the ball B k (b), then the above argument yields
Indeed this is precisely the starting point of our Corollary 5. Second method. The special cases a = ±1 are rather evident, and we can thus assume a = ±1. Then a is not a root of unity in Q p . Note that p abc, hence we have a, b, c ∈ U. Now consider the topological dynamical system (U, T a,0 | U ). We need distinguish two different cases:
Case ( First, we show s k = p max(k−υ p (a −1),0) . Indeed a s k ≡ 1 (mod p), and thus there exists an integer t 1 such that s k = t. But by Proposition 2(1), we have
which implies immediately υ p (t) = max(k − υ p (a − 1), 0), and the desired equality about s k comes from the minimality of t.
Second, we show
is contained in one of the small balls of radius p −υ p (a −1) in B. Thus h = 1. Now assume 1 k < υ p (a − 1). Recall that the balls which constitute B are respectively contained in balls centered at points 1, 2, . . . , p − 1. So the distance between any two points taken respectively from two of these balls must be equal to 1, and therefore B k (b) ∩ B is just one of the balls. Once again we obtain h = 1.
Case (ii): p = 2. Then a ∈ U = U 1 , and thus a ∈ U 2 \ {1} or −1 = a ∈ U 1 \ U 2 . We shall use the same notations as in case (i).
If a ∈ U 2 \ {1}, we obtain, by a−1),k) , and the left-hand side of the equality (12) is equal to 2 − max(k− υ 2 (a−1),0) , which is just 1/s k , by using the same argument as in case (i), and by applying Proposition 2(2.a) in the place of Proposition 2(1).
If −1 = a ∈ U 1 \ U 2 , then by Theorem 3(3.c), the dynamical system (U, T a,0 | U ) consists of 2 υ 2 (a+1)−1 strict ergodic components. As above, each component takes the form O T a,0 (z) (z ∈ U), thus it is a disjoint union of O T a 2 ,0 (z) and O T a 2 ,0 (az). Since a 2 ∈ U 2 \ {1}, these two orbits are balls of radius 2 −υ 2 (a+1)−1 , by using Proposition 4 again. These two balls are contained in 1 + 4Z 2 and −1 + 4Z 2 , respectively. More precisely, we have
If k = 1, then s k = 1 and B k (b) = U, so the equality (12) holds in this case. Now assume k 2. Then as above B k (b) ∩ B is a ball of radius 2 − max(υ 2 (a+1)+1,k) , and the left-hand side of the equality (12) is equal to 2 − max(k−υ 2 (a+1), 1) . To end the proof, it suffices to show that we have s k = 2 max(k−υ 2 (a+1),1) . But a s k ≡ 1 (mod 4). So s k is even for a ∈ U 1 \ U 2 . Consequently we obtain, by Proposition 2(2.b),
The rest comes from the minimality of s k . 2
Remark 3. The above result persists even if a, b, c ∈ Z p . The first method is simpler, but the second method can prove more.
Monomial dynamical systems on the group U
Now let n 1 be an integer and let ρ ∈ U 1 . For all z ∈ U 1 , define
In this section, we shall determine all the strictly ergodic components of the p-adic monomial dynamical system (U 1 , S n,ρ ), by using Theorems 2 and 3. As for the study of the p-adic affine dynamical system (Z p , T α,β ), we distinguish the two different cases p 3 and p = 2.
Theorem 4. Let p 3. Let n 1 be an integer, and ρ ∈ U 1 . The p-adic monomial dynamical system (U 1 , S n,ρ ) is topologically conjugate to the p-adic affine dynamical system (Z p , T n,β ), with β := Log(ρ)/ Log(1 + p). Hence the strictly ergodic components of (U 1 , S n,ρ ) can be explicitly determined in the following way.
(1) If p | n, then the one-point set {ρ 1/(1−n) } is the unique strictly ergodic component of (U 1 , S n,ρ ), and the associated measure is p n and υ p (ρ − 1) υ p (1 − n) + 1, then (U 1 , S n,ρ ) 
which are all topologically conjugate to the product system
where is the least integer 1 such that n ≡ 1 (mod p), and D is defined by
Proof. First, we claim that (U 1 , S n,ρ ) is topologically conjugate to (Z p , T n,β ). In fact, according to Proposition 4, we know that ϕ 1+p , defined by
is a homeomorphic group isomorphism from the additive group Z p onto the multiplicative group U 1 , and its inverse ψ 1+p is defined by
We can resume what we have just proved by the commutative diagram below:
Second, we claim that we have
Indeed, by Proposition 1, we have, for all x ∈ p m U ⊂ Z p ,
and for all y ∈ S m+1 ⊂ U 1 ,
These implies the claimed result.
To conclude, one need only reformulate Theorem 2 in terms of n and ρ instead of α = n and β, and note that β = ψ 1+p (ρ) and
The case p = 2 is slightly more complicated. The reason is that in this case, there does not exist any homeomorphic group isomorphism defined from the additive group Z 2 onto the multiplicative group U 1 , for the latter is not monothetic. We are thus obliged to consider the direct decomposition U 1 = {±1} · U 2 , and reduce our study to that of the direct product of two systems, just as what was done in the proof of the third part of Theorem 3. 
all topologically conjugate to (Z 2 , T 1,1 ). 
Proof. Recall that we have the direct decomposition U 1 = W · U 2 , with W = {±1}. Hence for all z ∈ U, we can find a unique (z W , z 2 ) ∈ W × U 2 such that z = z W z 2 . In particular, we can find a unique (ρ W , ρ 2 ) ∈ W × U 2 such that ρ = ρ W ρ 2 . By the way, we note that we have
n,ρ (x) := ρ W x n and S (2) n,ρ (y) := ρ 2 y n .
Then (U 1 , S n,ρ ) is the direct product of the two systems (W, S (W) n,ρ ) and (U 2 , S (2) n,ρ ) which we shall discuss respectively below.
First of all we consider the finite system (W, S 
Thus according to ρ W = 1 or ρ W = −1, the system (W, T W ) consists of two strictly ergodic components {1} and {−1} (and the associated measures are δ 1 and δ −1 ), or is strictly ergodic and the associated measure is (δ 1 
Secondly we consider the system (U 2 , S (2) n,ρ ). By the same argument as in the proof of Theorem 4, we obtain that (U 2 , S (2) n,ρ ) is topologically conjugate to (Z 2 , T n,β ) via ψ 5 , where β := ψ 5 (ρ 2 ). As there, we can also show that we have
(1) If 2 | n, then {ρ W } is the unique strictly ergodic component of (W, S (W) n,ρ ). In the meantime, by Theorem 3, we obtain that {ρ
} is the unique strictly ergodic component of (U 2 , S (2) n,ρ ).
, by Proposition 4. So {ρ 1/(1−n) } is the unique strictly ergodic component of (U 1 , S n,ρ ), and the associated measure is δ ρ 1/(1−n) .
From now on, we suppose 2 n. Then we have n ∈ U 1 .
(2) Assume κ(ρ) < υ 2 (1 − n) + 2, and distinguish two different cases below.
(a) If n ∈ U 2 , we deduce at once from Theorem 3 that the system (U 2 , S (2) n,ρ ) consists of 2 κ(ρ)−2 strictly ergodic components which are all topologically conjugate to (Z 2 , T 1,1 ). Since n is odd, so the system (W, T W ) consists of two strictly ergodic components {1} and {−1}, or is strictly ergodic, according to ρ W = 1 or ρ W = −1. In the first case, the system (U 1 , S n,ρ ) consists of 2 · 2 κ(ρ)−2 = 2 κ(ρ)−1 strictly ergodic components which are all topologically conjugate to (Z 2 , T 1,1 ). In the second case, the system (U 1 , S n,ρ ) consists of 2 κ(ρ)−2 subsystems which are all topologically conjugate to the system ({±1} × Z 2 ,T 1,1 ), whereT 1,1 := (−1) × T 1,1 ) is defined by
for all (x, z) ∈ {±1} × Z 2 . As we have shown in the proof of Theorem 3, the latter consists of two strictly ergodic components which are all topologically conjugate to the system (Z 2 , T 1,1 ) . So the desired result holds.
(b) If n ∈ U 1 \ U 2 , then from Theorem 3, we obtain immediately that the system (U 2 , S (2) n,ρ ) consists of 2 υ 2 (1+n)−1 strictly ergodic components which are all topologically conjugate to the system (Z 2 , T 1,1 ). By using the same argument as in the proof of (a) above, we get the declared result.
(
consists of two subsystems which are topologically conjugate to (U 2 , S n,ρ | U 2 ). Note that the latter is topologically conjugate to the system (Z 2 , T n,β ), which is topologically conjugate to (Z 2 , T n,0 ), by Theorem 3.
The rest is a reformulation of the third part in Theorem 3.
n,ρ ) is topologically conjugate to (U 2 , S (2) n,1 | U 2 ), and so (U 1 , S n,ρ ) is topologically conjugate to (U 1 , S n,−1 ). The case (i) is evident, and we need only show (ii) and (iii).
(ii) If n ∈ U 2 \ {1}, then from Theorem 3, we deduce that the system (Û 2 , S n,−1 |Û 2 ) consists of 2 υ 2 (n−1)−1 subsystems which are topologically conjugate to the product system ({±1} × Z 2 ,T 1,1 ), for it is the direct product of the two systems (W, S (W) n,−1 ) and (S 2 , S n,1 | S 2 ). Therefore it consists of 2 υ 2 (n−1) strictly ergodic components which are topologically conjugate to the system (Z 2 , T 1,1 ).
(iii) If n ∈ U 1 \ U 2 , then by the same argument as above, we obtain that the system (Û 2 , S n,−1 |Û 2 ) consists of 2 υ 2 (n+1)−1 subsystems which are topologically conjugate to the system ({±1} × Z 2 ,T 1,1 ). Thus it consists of 2 υ 2 (n+1) strictly ergodic components which are topologically conjugate to the system (Z 2 , T 1,1 ). 2
Monomial dynamical systems on spheres S S S
As application of the above two theorems, we obtain the following result. The special case where p = 3 and ρ = 1 corresponds to Theorem 8 in [16] .
Theorem 6. Let n,
1 be two integers with p n. Let ρ ∈ U +1 .
( Proof. First we note that ρ ∈ U 2 , and by Proposition 2, the sphere S is S n,ρ -invariant. Indeed for all z ∈ S , we have
(1) Put φ = ϕ 1+p • ψ 1+p . By virtue of Proposition 4, we obtain that φ is a homeomorphic group isomorphism from U onto U 1 . Via φ , the system (S , S n,ρ | S ) is topologically conjugate to (S 1 , S n,ρ | S 1 ), wherê
In particular, we have
Note that U 2 is also S n,ρ -invariant. Then by using the same argument as above, we obtain that the system (U 2 , S n,ρ | U 2 ) is topologically conjugate to (U 1 , S n,ρ | U 1 ), hereρ := φ 2 (ρ), and
We distinguish two possibilities:
By Theorem 4, the system (U 1 , S n,ρ | U 1 ) consists of p υ p (ρ−1)−1 strictly ergodic components, and the system (U 2 , S n,ρ | U 2 ) consists of p υ p (ρ−1)−1 strictly ergodic components. Thus the system (S 1 , S n,ρ | S 1 ) consists of (p − 1)p υ p (ρ−1)−1 strictly ergodic components. So in this case, the system can never be strictly ergodic.
By Theorem 4 and by Corollary 3, we obtain that the system (S 1 , S n,ρ | S 1 ) is topologically conjugate to (S 1 , S n,1 | S 1 ), which is strictly ergodic if and only if n (mod p 2 ) generates (Z/p 2 Z) × .
(2) We need distinguish two different situations. Case (a): 2. Put ω = ϕ 5 • ψ 1+2 . Then by using the same argument as above, we obtain that the system (S , S n,ρ | S ) is topologically conjugate to the system (S 2 , S n,ρ | S 2 ) via ω , herê
Likewise U 3 is S n,ρ -invariant, and the system (U 3 , S n,ρ | U 3 ) is topologically conjugate to
Once again, we need distinguish two possibilities.
and so n ∈ U 2 . By Theorem 3 (or Theorem 5), we obtain that (U 2 , S n,ρ | U 2 ) consists of 2 υ 2 (ρ−1)−2 strictly ergodic components, and (U 3 , S n,ρ | U 3 ) consists of 2 υ 2 (ρ−1)−2 strictly ergodic components. Therefore (S 2 , S n,ρ | S 2 ) consists of 2 υ 2 (ρ−1)−2 strictly ergodic components. Consequently in this case, the system (S , S n,ρ | S ) is strictly ergodic if and only if ρ ∈ S +1 .
(ii) υ 2 (ρ − 1) υ 2 (1 − n) + 2. By Theorem 5, the system (S 2 , S n,ρ | S 2 ) is topologically conjugate to (S 2 , S n,1 | S 2 ), which is never strictly ergodic.
Case (b): = 1. As above, we need distinguish two possibilities.
If n ∈ U 2 , then by Theorem 3, the system (U 2 , S n,ρ | U 2 ) consists of 2 υ 2 (ρ−1)−2 strictly ergodic components. According to Theorem 5, the system (U 1 , S n,ρ | U 1 ) consists of 2 υ 2 (ρ−1)−1 strictly ergodic components. Therefore (S 1 , S n,ρ | S 1 ) consists of 2 υ 2 (ρ−1)−2 strictly ergodic components. Thus in this case, the system (S 1 , S n,ρ | S 1 ) is strictly ergodic if and only if ρ ∈ S 2 = S +1 .
If n ∈ U 1 \ U 2 , then by Theorem 5, the system (U 1 , S n,ρ | U 1 ) consists of 2 υ 2 (n+1) strictly ergodic components. In the meantime, by Theorem 3, we obtain that the system (U 2 , S n,ρ | U 2 ) consists of 2 υ 2 (n+1)−1 strictly ergodic components. Thus the system (S 1 , S n,ρ | S 1 ) consists of 2 υ 2 (n+1)−1 strictly ergodic components, so it can never be strictly ergodic.
(ii) υ 2 (ρ − 1) υ 2 (1 − n) + 2. By Theorem 5, the system (S 1 , S n,ρ | S 1 ) is topologically conjugate to (U 2 , S n,1 | U 2 ) which is never strictly ergodic. 2
We finish by making some remarks. 1. More generally, we can also consider the p-adic monomial system (U, S n,ρ ), where n 1 is an integer, ρ ∈ U, and S n,ρ is defined, for all z ∈ U, by S n,ρ (z) = ρz n .
If p = 2, then we have U = U 1 , and the situation has already been elucidated in Theorem 5. The case p 3 is rather complicated. Indeed, by using the same argument presented in this work, we are lead to the study of a finite affine dynamical system defined on Z/(p − 1)Z. Since the nature of the latter is quite different from the present setting, we prefer to discussing it in a separate work. 2. All the results presented in this work can be generalized to or rather translated for gadic affine dynamical systems, where g 2 may be a composite number (see [22] for g-adic numbers). Since the ring Z g of all g-adic integers is isometrically isomorphic to the direct product of all the Z p k 's, where p k runs over all the different prime factors of g, thus any affine system on Z g is topologically conjugate to a direct product of some affine systems on different Z p k . Therefore, we get immediately a necessary and sufficient condition for the affine system on Z g to be strictly ergodic. In order to obtain all strictly ergodic components, we have to make all possible combinations of all situations that we have seen for p-adic affine dynamical systems.
So ϕ α is uniformly continuous on N (the set of all non-negative integers) endowed with the padic topology, thus can be extended uniquely to be a continuous function defined on Z p , for N is dense in Z p .
Note that for all integers n, m 0, we have ϕ α (n + m) = ϕ α (n)ϕ α (m).
Hence by continuity, ϕ α is a group homomorphism from the additive group Z p onto Im(ϕ α ), which is necessarily a multiplicative subgroup of U 1 . Once again by Proposition 3 and by continuity, we obtain, for all x, y ∈ Z p , υ p (x − y) υ p ϕ α (x) − ϕ α (y) υ p (x − y) + υ p α 2 − 1 .
Hence if α 2 = 1, then ϕ α is a homeomorphic group isomorphism from Z p onto Im(ϕ α ), which must be a closed multiplicative subgroup of U 1 .
Let α ∈ U r p \ {±1}. By continuity, we obtain, for all x, y ∈ Z p , By Proposition 1(4), we know that ψ α is a homeomorphic group isomorphism from the multiplicative group U υ p (α−1) onto Z p . But for all integers n 1, we have ϕ α (n) = α n = Exp n Log(α) and ψ α ϕ α (n) = n. In particular, we obtain x = 0. But x p = x , for
Thus x ∈ V and we have
ι(x ) = x (mod p) = (mod p).
Therefore ι is surjective, and V is isomorphic to F × p via ι. Let V be another subgroup of U isomorphic to F × p . Since we have
so z p−1 = 1 for all z ∈ V . Hence V ⊆ V, and then V = V for Card(V ) = Card(V).
(2) For all z ∈ U, we can find an integer (1 < p) such that z ≡ (mod p) = x (mod p).
Thus zx −1 ≡ 1 (mod p), i.e., zx −1 ∈ U 1 .
To conclude, it remains to show V ∩ U 1 = {1}. Take z ∈ V ∩ U 1 . Then ι(z) = z (mod p) = 1 (mod p). If a ∈ Z p , we can find a sequence of positive integers (m j ) j 0 which converges to a in Z p , and then by the dominated convergence theorem, we obtain
So ν is invariant for all the translations in Z p , and is therefore the normalized Haar measure. 2
