This paper addresses the problem of hyperspectral image unmixing. A new hierarchical Bayesian algorithm is proposed to estimate the coefficients of a linear mixture of spectra associated to a given pixel of the image. Appropriate priors are introduced to guaranty the positivity and additivity constraints inherent to the mixture coefficients. These coefficients referred to as abundances are then estimated from their posterior following the principles of Bayesian inference. The estimation is performed by using a Gibbs sampling strategy which generates samples distributed according the abundance posterior distribution. These samples are then averaged yielding the abundance minimum mean square error estimator.
INTRODUCTION
Observing a given scene in different wavelength intervals is a classical way of obtaining high quality images. These images include multispectral and hyperspectral images. The pixels of hyperspectral images result from the mixture of different pure materials called endmembers. Hyperspectral sensors provide a spectrum for each pixel of the image. The unmixing problem consist of decomposing the spectrum associated to a given pixel as a mixture of spectra associated to different endmembers and to estimate the coefficients of this mixture usually referred to as abundances. The unmixing problem has received much attention in the literature (see for instance [1] for a recent review on this problem and references therein) and is classically divided into three steps 1) dimension reduction, 2) endmember determination and 3) inversion. This paper concentrates on the inversion step which is fundamental in any unmixing algorithm.
The difficulty of the inversion problem is mainly due to the additivity and positivity constraints that the abundances have to satisfy. A lot of inversion methods which have been studied in the literature have been formulated as constrained least squares problems [2, 3] . The idea of these methods is to estimate the abundances by minimizing the usual least-squares error, by constraining the solutions to satisfy appropriate additivity and positivity constraints. This paper proposes a new approach which defines prior distributions for the abundances which satisfy the positivity and additivity constraints.
This results in a hierarchical Bayesian algorithm for unmixing hyperspectral images. The proposed algorithm allows us to derive the a posteriori distribution of the abundances, which can be used to estimate these parameters by means ofthe minimum mean square error (MMSE) or maximum a posteriori (MAP) estimators. However, the posterior distribution of the abundances is also interesting to derive confidence intervals or theoretical variances for these parameters.
The paper is organized as follows. The linear mixing model used for hyperspectral images is presented in Section 2. Section 3 describes the different elements of the hierarchical model used to address the unmixing problem. Section 4 studies a Gibbs sampler which allows one to generate samples distributed according to the abundance posterior distribution. Some simulation results on synthetic and real data are presented in Sections 5 and 6. Conclusions are reported in Section 7.
LINEAR MIXING MODEL
This section defines the classical analytical model which will be used to perform spectral unmixing. Non-linear mixing has already received some attention in the literature. However, there are several obstacles for implementing nonlinear models (the reader is invited to consult [1] for more details). This paper concentrates on the most commonly used linear unmixing problem which constitutes a good approximation in the reflective domain ranging from 0.4,um to 2.5,um (see [1, 4] or more recently [5] ). The linear mixing model (2)
The R endmembers spectra mr are assumed to be known in this paper. As a consequence, the proposed methodology has to be coupled with one of the many identification techniques to estimate endmember spectra. These techniques include geometrical methods [6, 7] or statistical procedures [8, 9] .
HIERARCHICAL BAYESIAN MODEL
This section introduces a hierarchical Bayesian model to estimate the unknown parameter vector a under the constraints specified in Eq. (2). This model is based on the likelihood of the observations and on prior distributions for the unknown parameters. 2 rg ('2Y2 (7) where 1g (V ) denotes the inverse-gamma distribution with parameters 2 and 1. The hyperparameter v will be fixed to v = 2 (as in 2 2 [10]) whereas -y is an adjustable hyperparameter.
Hyperparameter priors
The hyperparameter vector associated to the parameter priors defined above is = {-y, a-, } Of course, the quality of the unmixing procedure depends on the values of these hyperparameters. The hierarchical bayesian approach developed in this paper requires to define hyperparameter priors that are detailed in this section. The pri- f(0ly) = f (0, '1 (10) where f (y, 0) and f (,) are defined in Eq.'s (3) and (9) respectively. Moreover, by assuming the independence between a2 and a, the following result can be obtained:
This hierarchical structure allows one to integrate out the hyperparameter -y. In addition, by using the approximation [11] 
SIMULATION RESULTS ON SYNTHETIC DATA
The accuracy ofthe proposed abundance estimation procedure is first illustrated by unmixing a synthetic pixel resulting from the combination of three pure components. These components have been extracted from the spectral libraries that are distributed with the ENVI software [12, p. 1035] 
SPECTRAL UNMIXING OF AN AVIRIS IMAGE
To evaluate the performance of the proposed algorithm for actual data, this section presents the analysis of an hyperspectral image that has received much attention in the remote sensing and image processing communities [13] [14] [15] . The image depicted in Fig. 3 has 224 spectral bands, a nominal bandwidth of 10nm, and was acquired in 1997 by the Airborne Visible Infrared Imaging Spectrometer (AVIRIS) over Moffett Field, at the southern end of the San Francisco Bay, California (see [16] for more details). It consists of a large water point (a part of a lake that appears in dark pixel at the top of the image) and a coastal area composed of vegetation and soil. The data set has been reduced from the original 224 bands to L = 189 bands by removing water absorption bands. A 50 x 50 part of the image represented in gray scale at wavelength A = 0.66,um (band 30) has been processed by the proposed unmixing algorithm. 
Endmember determination
The first step of the analysis identifies the pure materials that are present in the scene. Note that a preliminary knowledge ofthe ground geology would allow us to use a supervised method for endmember extraction (eg. by averaging the pixel spectra on appropriate regions of interest). Such data being not available, a fully automatic procedure has been implemented. This procedure includes a principal component analysis (PCA) which allows one to reduce the dimensionality of the data and to know the number of endmembers present in the scene as explained in [1] . After computing the cumulative normalized eigenvalues, the data have been projected on the two first principal axes (associated to the two larger eigenvalues). The vertices of the simplex defined by the centered-whitened data in the new 2 dimensional space are determined by the N-FINDR algorithm [7] . The R = 3 resulting endmember spectra corresponding to vegetation, water and soil are plotted in Fig. 4 (top The Bayesian unmixing algorithm defined in Sections 3 and 4 has been applied on each pixel of the hyperspectral image (using the endmember spectra identified by the PCA step). The image fraction maps for the R = 3 pure materials are represented in Fig. 4 Fig. 4 . Top: the R = 3 endmember spectra obtained by the N-FINDR algorithm. Bottom: the fraction maps of the corresponding endmember in the scene (black (resp. white) means absence (resp. presence) of the material) 7 . CONCLUSIONS This paper studied a hierarchial Bayesian model for hyperspectral image unmixing. This model provided the posterior distribution of the mixing coefficients (or abundances) which was used for parameter estimation. It is interesting to note that the abundance posterior distribution could also be used to provide information on the significance of the optimally determined parameters such as confidence intervals or theoretical variances. This is the main advantage of the proposed algorithm compared to other approaches. Note also that the algorithm developed in this paper assumed that the number of abundances defining the mixture was known and that the endmembers were belonging to a known dictionary. Future works include the development of Markov chain Monte Carlo methods allowing to remove these hypotheses. A performance comparison between the proposed hierarchical Bayesian methodology and constraint leastsquares techniques is also under investigation. Endmember n°3: soil Endmember n°2: water
