This paper presents a novel approach for electrical distribution network expansion planning using multi-objective particle swarm optimization (PSO). The optimization objectives are: investment and operation cost, energy losses cost, and power congestion cost. A two-phase multi-objective PSO algorithm is employed to solve this optimization problem, which can accelerate the convergence and guarantee the diversity of Pareto-optimal front set as well. The feasibility and effectiveness of both the proposed multi-objective planning approach and the improved multi-objective PSO have been verified by the 18-node typical system.
Introduction
The restructure and deregulation of the global power industry have introduced fundamental changes to the practices of power system planning. Conventional single optimization objective approach such as the minimization of the investment cost is no longer suitable for the new market operation environment. The multi-objective planning approach has become necessary in order to take into account new problems caused by the competitive power market environment [1, 2] . Over the past decade, a large amount of researches and literatures have been accomplished in multi-objective distribution network expansion planning approach. A detailed review of different methods can be found in [3, 4] . The distribution system planning problem dimension increases with number of nodes. Normally, numerical optimization tools such as nonlinear programming (NLP) [5] and dynamic programming [6] have been used to solve this problem with lower node systems. In multiobjective problems, there are some specific disadvantages in using these analytical solution strategies, i.e., curse of dimensionality, non-differentiability, discontinuous objective space etc [7] . Moreover, to get a set of solutions (as with Pareto-optimality principle), any numerical method requires several trial runs. Considering the complex solution space, non-convex and nonlinear mixed integer objective functions, the solution of multi-objective distribution network planning problem is difficult to gain by many traditional optimization methods. Therefore, several intelligent algorithms have been used to enhance the performance of distribution expansion planning process, including greedy algorithms, genetic algorithms, particle swarm optimization, and evolutionary optimization. Particle swarm optimization (PSO) is one of the most widely used multi-point search algorithms using stochastic behavior. PSO is developed by inspiring with social behavior that is observed in nature such as flocks of birds and schools of fish [8] . In this paper, a distribution network expansion planning approach is proposed to optimize three objectives: the investment and operation cost, energy losses cost, and power congestion cost. Accordingly, a two-phase multi-objective PSO is introduced, which accelerates the convergence and guarantees the diversity of Pareto-optimal front set as well. Case study based on the 18-node system is conducted to demonstrate the feasibility and effectiveness of both the proposed planning approach and the improved multi-objective PSO algorithm.
Problem Formulation

Multi-Objective Planning Model
The power system restructuring forces a change in duties and objectives of traditional planning and it compels to consider several objectives that are in mutual conflict. The proposed planning model minimizes different cost functions related to the cost of investment and operation s 1 (x), cost of energy losses s 2 (x) and cost of power congestion s 3 (x) in the form of multi-objective optimization (1) .
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. Constrains (1e) and (1f) indicate The ramp up and ramp down limitations are expressed as Ramp ↑ and Ramp ↓ , which are indicated for each DG at each time period t, it could be minutes or hours. The voltages V m limitation at each distribution node m is caped with constraints (1f). Meanwhile, the distribution line capacity and power flow capacity limitation of distribution feeder mn is limited by constraints (1g). Here, the indices of m, n and i are all for the bus number of this distribution network.
Investment and Operation Cost
The total cost function (s 1
) for investment and operation of DG units is given in (2) . The costs of installing DGs in candidate buses of a distribution network are considered as follow. It is assumed that DG units can be installed in all load buses; however, the best sites are determined according to the optimization process. Yearly investment cost of each technology is determined based on discount rate and payment period according to (3) . As an incentive program for renewable sources, this parameter is calculated using a low discount value. Besides, feed-in tariffs increase the capacity factor o of DG technologies.
(2) ( )
where I Cj and O Cj are the yearly investment and hourly operating costs of jth technology of DG-unit, respectively, T ICj is the total investment cost of jth DG technology, d and t are, respectively, discount rate and payment period, N is the number of load buses in the distribution system; T is yearly operating hours, Aj is the availability factor related to jth technology; and a j is the average capacity factor of jth DG technology considering incentive effects of feed-in tariff policy.
Energy Losses Cost
This objective function (s 2 ( )
) attempts to minimize the total cost of the energy losses in the distribution network due to installation of DG units. This function is strongly related to the locations of DG units in the distribution system. The power flow in the feeder connecting buses i and j is used to formulate the energy loss function as follows:
where N is the total number of buses in the distribution system; V is the bus voltage, Z ij and P ij are the impedance and power flow of branch i-j, respectively; P f is the system power factor and k is the expected price of electricity.
Power Congestion Cost
The congestion cost (s 3 ( )
is given by (6) where l i , l j is the locational marginal price at bus i, j, which are the Lagrange multipliers or shadow prices of the power flow constraints. P f ( ) ( ) 
is the large penalty factor. W is the total artificial generator (shed load) in normal operation conditions.
Two-phase Multi-objective PSO
PSO
Recent years, PSO has been drawn more and more attention, due to its powerful searching ability in function optimization. In the searching space, the behavior of a particle can be recognized as the velocity (v) and position (x). The updating rule of PSO will steer the particle swarm to gather in more promising area with better objective value. For the ith particle in iteration t the behavior of each particle can be expressed as 
where X i =(x i1 ,x i2 ,…,x in ) represents the position and Currently, multi-objective PSO is becoming much hotter for the multi-objective optimization problems. The major differences between single objective PSO and multi-objective PSO are the proper introduction of archive to reserve Pareto-optimal candidates and the appropriate selection of guide particles for multi-objective optimization [9] . Guide particle is the global best position among all the particles proceeded in the PSO algorithm. As shown in the literature, Mostaghim and Teich [10] proposed the Sigma method first in 2003, which selected the best guides for each particle mainly focusing on improving the convergence to the Pareto front. However, this approach could not gain the good convergence and uniform diversity simultaneously. Furthermore, Coello and Lechgua [11] introduced the global guide selection method based on Pareto optimality and hypercube in the objective function space to maintain the diversity of the particles. However, its convergence rate is quite low [12] . The performance of multi-objective PSO optimization algorithm needs to be improved.
Two-phase Multi-objective PSO
1) The steps of two-phase multi-objective PSO.
Step 1: Initialize the parameters of two-phase multiobjective PSO.
Step 2: Initialize the position and velocity of each particle in set P and archive A. Set the initial position as the individual best position = X i t gi p of each particle; Step 3: For iteration t=1 to T, a) Select the global best position for each particle from the archive A, c) Update position and velocity of every particle refer to the (7)−(8), d) If t < 0.8 T, the particle is mutated according to the archive set, e) Update the local best position t ij p , if the current location is dominated by its local best location p i , then the previous location is maintained, f) Repeat step 3 for next iteration.
2) Strategy of mutation. As discussed in [14] , a mutation operator is employed in this Multi-objective PSO considering this algorithm may converge to local optimal fronts. Here, mutation probability (P m
) is reduced with the iteration of the algorithm according to (11) where C g is the number of current generation. , the particle is randomly selected for mutation according to (12) where μ points out the direction in mutation and θ controls the distance covered by a jump. In this paper, μ=3 and θ is set as ±1 randomly. If the solution is beyond its boundary by mutation, it is moved to the corresponding boundary.
Program Flow
The major multi-objective distribution network problem modules and the general flow of the program are shown in Figure 1 . The Fuzzy satisfying decision making approach [7] is introduced in this program. 
Case Study
Case study has been carried out on the 18-node system, to prove the effectiveness of both the proposed multiobjective planning approach and the introduced two-phase multi-objective PSO solver. The parameter details of the 18-node system can be found in [13] . The system has 28 right-of-ways, the active power transmission limit of each line is 50MW, and line cost is $130,500/km. In this section, the best three planning schemes of the corresponding 18-node system are presented in detail in Figure 2 and Table 1 , which all indicate the network of the 18-node system has a relative tightly linked structure.
Further comparison between M 1 and M 2 shows that, under the almost same total cost, M 2 is definitely better than M 1 due to its lower energy losses cost and power congestion cost, with strong future adaptability. Compared with M 3 , M 2 has extremely high power congestion cost and obviously double energy losses cost, but M 3 with a notable increase on total cost.
Conclusion
A multi-objective distribution network expansion approach is proposed, the objectives are the investment and operation cost, energy losses cost, and power congestion cost. And the solving algorithm based on the two-phase multi-objective PSO is also introduced in this paper.
The planning results of the 18-node system show that, for a practical system, the proposed multi-objective distribution network expansion method can effectively enhance the distribution capacity by adding specific new lines under the variety conditions of future uncertainties. New added distribution network lines 7-9, 9-10 8-9, 9-10(2), 1-2, 6-14, 7-9, 7-13, 16-17, 14-15 Considering efficiency, reliability, and economic, the best planning schemes can be put forward by the two-phase multi-objective PSO, which shows its superiority as well. Further research can focus on the multi-stage and multi-objective model, which should consider the uncertainty of the bidding parameters and other uncertain factors in distribution expansion problem.
