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Zusammenfassung
Ausgehend von der kurzen Betrachtung einiger neuerer Entwicklungen der Infor-
matik wird ein kursorischer Blick auf ihre Erfolge geworfen. Es wird dargelegt, in-
wiefern das informatische Vorgehen als dritte Methode – neben der theoretischen
und der experimentellen – des naturwissenschaftlichen Arbeitens angesehen wird.
Die folgenden vier Thesen werden vorgestellt und erla¨utert:
– Die Informatik arbeitet versta¨rkt
”
ingenieurwissenschaftlich.“
– Die Informatik wandelt sich durch die Anwendungen.
– Die Informatik muß das Erstellen von Software systematisieren.
– Die Informatik muß sich (wieder) versta¨rkt der Rechner-Entwicklung zuwen-
den.
Ein Pla¨doyer fu¨r das Offenhalten der Informatik auch fu¨r spekulativ erscheinen-
de Forschungen beschließt den Artikel.
Vorbemerkungen
1. Dieser Bericht stellt eine leicht vera¨nderte Fassung meines Vortrages an-
la¨ßlich des 25-Jahre-Jubila¨ums des Studiengangs Informatik an der Tech-
nischen Universita¨t Braunschweig am 14. November 1997 dar; sie ist ei-
nerseits um Zitate erweitert, andererseits wurden illustrierende Abbildungen
weggelassen. Die Diktion eines Vortrages wurde weitgehend beibehalten;
wegen der unterschiedlichen Vertrautheit des Auditoriums mit Informatikthe-
men wurde auf die Erwa¨hnung
”
technischer“ Details verzichtet.
2. Bei diesem Thema scheint die Bemerkung angebracht, daß die folgenden
Ausfu¨hrungen ausschließlich die perso¨nliche Auffassung des Autors wider-
spiegeln – wenn er auch nichts dagegen ha¨tte, wenn andere mit ihr u¨berein-
stimmten.
3. Die erste Ha¨lfte des Berichtes stu¨tzt sich stark auf [GV97].
4. Mit x) werden keine Fußnoten markiert, sondern es wird damit auf Zitate im
Anhang verwiesen.
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Analog zu dem wohl bekannten ju¨dischen Witz mu¨ßte ich, wu¨rden Sie auf obige
Frage mit einem
”
Ja“ antworten, sagen
”
Sie haben recht“, bei der Antwort
”
Nein“
ebenfalls mit einem
”
Sie haben recht“ reagieren – und sollte mir dann jemand
empo¨rt vorwerfen, daß doch nicht beide recht haben ko¨nnten, auch diesen mit
einem
”
Sie haben recht“ bescheiden.
Dem Anlaß angemessener wa¨re eine Antwort in Form eines Zitates von Th. W.
Adorno:
”
. . . Sie sind gewohnt, daß man Ihnen Probleme vorlegt, fu¨r die bu¨ndige Lo¨sun-
gen erwartet werden. Zu diesen Problemen geho¨ren nicht die der heutigen Diskus-
sion. [. . . ] Erwarten Sie insbesondere auf Ihre pra¨zis formulierten Fragen keine
ebenso pra¨zisen und eindeutigen Thesen. Wenn ich in den meisten Fa¨llen nicht
mit einem strikten Ja oder Nein antworte, so ist das nicht Ausdruck von Lauheit
oder ¨Angstlichkeit. Vielmehr beziehen sich die Fragen auf eine so verstrickte Rea-
lita¨t, daß sie nach Ja oder Nein sich schlechterdings nicht erledigen lassen. Der
Begriff des Erledigens selber ist ihnen unangemessen.“ [Ad87]
Wu¨rde ich einsilbig auf die Eingangsfrage antworten, wu¨rden Sie mir zu Recht
ein zu simples Weltbild vorhalten, das zu besitzen ja wohl ho¨chstens ein Privileg
der Jugend ist oder von solchen Personen, die Schlagzeilen im Kopf haben oder
die Intention, mit solchen Aufsehen zu erregen.
Zeitweise werde ich allerdings auch die Rolle des
”
terrible simplificateur“ u¨ber-
nehmen mu¨ssen, um Sie nicht mit einem pointillistischen Gema¨lde zu verwir-
ren, sondern Ihnen holzschnittartig meine Auffassungen nahe zu bringen. Die-
se mu¨ssen sich natu¨rlich an der Realita¨t der Welt und der Gesellschaft messen
lassen. Insofern erscheint es angebracht, zuna¨chst auf einige weitere Fragen Ant-
worten zu finden. Ein – wenn auch sehr wichtiger – Aspekt ist der nach dem Aus-
bildungsziel:
Welche Bildung, welche Kenntnisse und welche Fa¨higkeiten sollten Ab-
solventen eines Studienganges Informatik besitzen?
All dies ist abha¨ngig von der Einscha¨tzung u¨ber die Entwicklung der Informatik.
Detaillierter wollen wir dazu auf folgende Fragen eingehen:
Welche Erwartungen an die Informatik werden gehegt
– im wissenschaftlichen Bereich
– bezu¨glich ihrer technischen Anwendungen
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– in wirtschaftlicher Hinsicht und
– unter gesellschaftlichen Aspekten?
Ich beabsichtige nicht, alle relevanten Themen und Bereiche in der wu¨nschens-
werten Weise abzuhandeln und will deshalb ein fu¨r allemal betonen, daß eine
Erwa¨hnung oder Auslassung noch nicht einmal mit meiner Auffassung u¨ber Rele-
vanz oder Irrelevanz korreliert sein muß. Sogar dann, wenn ich vom Wissen her
dazu in der Lage wa¨re, wu¨rde sich dies der schieren Stoffu¨lle wegen verbieten:
Umfaßt doch z.B. das zum 50. Geburtstag der ACM erschienene Heft der
”
Com-
puting Surveys“ [ACM96] allein ca. 280 Seiten, und das unsere Thematik ebenfalls
behandelnde Buch
”
Computing the Future“ hat einen a¨hnlichen Umfang. So tro¨ste
ich Sie und mich mit einem Wort von J. G. Droysen:
”
Objektiv ist nur das Gedan-
kenlose“.
Dem Rate Tucholskys
”
. . . gib stets, wovon du auch sprichst, die geschicht-
lichen Hintergru¨nde der Sache“ werde ich nur bedingt folgen; auf eine explizite
Erkla¨rung des Begriffes
”
Informatik“ will ich sogar verzichten, allein schon deshalb,
weil die Auffassungen daru¨ber divergieren und meiner Ansicht nach, eine starre
Festlegung der Dynamik des Gebietes entgegensteht. Statt dessen will ich etwas
zum Hintergrund sagen, vor dem sich unser Fach entwickelt:
Im Zweiten Weltkrieg und im folgenden Kalten Krieg wurden Wissenschaft und
Technik stark gefo¨rdert – und damit auch beeinflußt – vom milita¨rischen Bereich 1)–
wenn wohl auch nicht so stark, wie oft angenommen wird. Abgelo¨st wurde das Ziel
der Sta¨rkung der Verteidigungsfa¨higkeit von dem der Erho¨hung des Wohlstandes
in solch weitem Sinne, daß darunter auch Umweltschutz und Technologietransfer
fallen. Und es besteht kein Zweifel, daß die Informatik zu all diesen Zielen erhebli-
che Beitra¨ge erbracht hat und zu erbringen vermag.
Die Nennung einiger neuerer Entwicklungen auf dem Feld der Informatik mo¨ge
Ihnen ihre Mo¨glichkeiten und die Wirkungen auf die Gesellschaft in Erinnerung
rufen bzw. Assoziationen wecken:
1. Mit geradezu atemberaubendem Wachstum bez. der Zahl angeschlossener
Rechner ist heute die globale Vernetzung (Stichwo¨rter: Internet, world wide
web) in aller Munde bzw. in jeder Zeitung, so daß es sich auch schon kleine
Unternehmen nicht mehr leisten, nicht daru¨ber erreichbar zu sein. Damit wird
sich die Sicht auf Rechner generell a¨ndern, im Sinne des von der Fa. Sun
geschu¨tzten Slogans
”
The Network is the Computer“. Information wird ein
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entscheidender Faktor nicht nur im technischen und kommerziellen Wettbe-
werb sondern auch im ta¨glichen Leben. Wenn es vielleicht auch immer noch
zu fru¨h ist, von einem ¨Ubergang zur Informationsgesellschaft zu sprechen,
so werden sich doch durch diese Entwicklung einschneidende ¨Anderungen
ergeben bis hin zur Ausbildung und im politischen Sektor.
2. Die damit einhergehenden Entwicklungen im gescha¨ftlichen Bereich, als elek-
tronischer Handel bezeichnet, werden aber nur dann akzeptiert werden (ko¨n-
nen), wenn die Sicherheit und die Geheimhaltung von u¨bertragenen Daten
gewa¨hrleistet ist und wenn es sichere Methoden der Authentifizierung gibt.
Die dazu durchgefu¨hrten Forschungen haben gezeigt, daß die Kryptogra-
phie nicht nur ho¨chst praktische Anwendungen zur Folge hat, sondern auch
Grundlagenprobleme der Informatik tangiert.
3. Visualisierung und Animation sind zwei Begriffe, die nicht nur die Herzen
von Film- und Fernsehregisseuren ho¨her schlagen lassen, sondern es Wis-
senschaftlern mo¨glich machen, u¨berwa¨ltigende Anzahlen von berechneten
oder beobachteten Daten Menschen einsichtig zu machen, und in Sequen-
zen von Bildern Muster zu extrahieren, die die Grundlage fu¨r Theorien und
zum Versta¨ndnis natu¨rlicher Vorga¨nge liefern ko¨nnen. Kombiniert und inter-
aktiv gehandhabt werden Methoden und Techniken des multimedialen Aus-
tausches die Nutzung von Rechnern erleichtern und menschengerechter ge-
stalten helfen.
4. Die bisher genannten und prognostizierten Entwicklungen werden (u.a.) mo¨g-
lich durch die dramatischen Steigerungen der Geschwindigkeit der Prozes-
soren und der Erho¨hung der Kapazita¨t der Speicher. Etwa alle 18 Monate
die Rechnergeschwindigkeit zu verdoppeln, wie es Moore vorhersagte, galt
auch den meisten Experten nur fu¨r einen kurzen Zeitraum erreichbar; inzwi-
schen ist aber, insbesondere nach den neuesten Erfolgen von IBM, auf den
Chips Aluminiumbahnen durch solche aus Kupfer zu ersetzen (und hierdurch
die Leiterbahnendicke letztlich auf 0,05 m dru¨cken zu ko¨nnen), die Meinung
verbreitet, daß a¨hnliche Fortschritte mindestens bis zum Jahre 2005 wahr-
scheinlich sind.
5. Hierbei nicht beru¨cksichtigt sind Entwicklungen, die das
”
sequentielle Para-
digma“ u¨berwinden, wie z.B. verteiltes und paralleles Rechnen, aber auch
approximative und randomisierte Algorithmen. Ersteres hat es z.B. erlaubt,
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unter Benutzung des globalen Netzes unter Verwendung von Zehntausen-
den Workstations eine Faktorisierung von sehr großen Zahlen vorzunehmen
– ein Problem, das in der Kryptographie von Bedeutung ist. Und mit Paral-
lelrechnern sind schon mehr als 1012 (Tera) Operationen pro sec ausgefu¨hrt
worden. Eine Rechenkapazita¨t dieser Gro¨ßenordnung soll ausreichen, Ato-
mexplosionen zu simulieren.
6. Nur angedeutet sei, daß heute noch bei vielen als spekulativ geltende Gebie-
te, wie DNA- und Quanten-Computing, in 15 - 20 Jahren ein vo¨llig vera¨nder-
tes Bild der Informatik zur Folge haben ko¨nnen 2).
Ich hoffe, ich habe in Ihnen zumindest eine
”
Stimmung“ erzeugt, in der Sie es
nicht u¨bertrieben finden, wenn die Menschheitsgeschichte in der folgenden Weise
eingeteilt wird:
– Neolithische ¨Ara: Fortschritte wurden in dem Maße erreicht, in dem Men-
schen lernten, das Potential der Natur zu nutzen, um Nahrung in genu¨gender
Menge und in wu¨nschenswerter Form zu erlangen.
– Industrielle ¨Ara: Fortschritte wurden in dem Maße erreicht, in dem Menschen
lernten, das Potential und die Gesetze der Natur zu nutzen, um Energie in
genu¨gender Menge und in wu¨nschenswerter Form verfu¨gbar zu haben.
– Informationsa¨ra: Fortschritte wurden in dem Maße erreicht, in dem Men-
schen lernten, Zugang zu Informationen in genu¨gender Menge und in wu¨n-
schenswerter Form zu haben.
Akzeptiert man diese Sicht, so liegt es nahe, die Rolle der Informatik fu¨r diese
”
Informationswelt“ in Analogie zu der der Physik fu¨r die physikalische, durch Ener-
gie charakterisierte Welt zu sehen. Andersen Consulting definiert den
”
Infocosm“
als
”
eine Welt voller Informationen, in der die Menschen arbeiten, lernen und spie-
len, ohne durch die traditionellen Grenzen von Zeit, Ort und Form eingeengt zu
werden“ [McN96].
In diesem Sinne ist es notwendig, u.a. folgende Fragen zu kla¨ren:
1. Was ist Information?
Was ist Wissen?
Wie ko¨nnen sie gemessen werden?
2. Welche Elemente, Strukturen und Prozesse bilden die Informationswelt?
Durch welche Gesetze und welche Begrenzungen ist sie gepra¨gt?
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3. Welche Probleme ko¨nnen mit Informatikmethoden in Angriff genommen wer-
den?
4. Welche Rolle spielen Ressourcen wie Zeit, Speicher, Parallelita¨t, Nichtdeter-
minismus, Zufa¨lligkeit, Interaktion bei der Problemlo¨sung?
5. Welche Fa¨higkeiten besitzen existierende und denkbare informationsverar-
beitende Maschinen?
6. Wie ko¨nnen formale Beschreibungsverfahren effizient genutzt werden?
7. Was sind komplexe Systeme? Wie ko¨nnen sie spezifiziert, entworfen, kon-
struiert und verifiziert werden?
8. Wie sind Informatikmodelle zu erstellen? Wie ko¨nnen sie zum Versta¨ndnis
der physikalischen, der biologischen, der sozialen Welt genutzt werden?
Bei dieser Fu¨lle von Problemen ist eine wahrscheinliche Reaktion das Fra-
gen nach den Erfolgen der Informatik in den vergangenen 25 Jahren. Diese auf-
zuza¨hlen wu¨rde den Rahmen des Ihnen Zumutbaren sprengen, so daß ich mich
darauf beschra¨nken will, einige anschauliche zu nennen und im u¨brigen in abstra-
hierter und damit stark verku¨rzter Form einige aktuelle Gebiete zu skizzieren.
An erster Stelle sind die Computer selbst hervorzuheben: Die Steigerung ih-
rer Geschwindigkeit und die Erho¨hung ihrer Speicherkapazita¨t bei gleichzeitiger
enormer Preisreduktion bedeuten einen ungeheuren Erfolg. Dadurch wurde es
u.a. mo¨glich, erschwingliche Autos mit ABS und Airbags auszustatten und z.B.
hochwertige, bequeme Ho¨rgera¨te zu bauen. Aber auch die Programmierung oder
besser gesagt, die Software-Erstellung braucht sich nicht zu verstecken: Program-
me, die global arbeitende Buchungssysteme ermo¨glichen, die zverla¨ssige Kom-
munikation u¨ber das Internet gewa¨hrleisten, und z.B. solche, die den weitgehend
ortsunabha¨ngigen Einsatz von Handies erlauben, sind hierbei zu nennen. Daß die
Geschwindigkeit und die Perfektion solcher Systeme nicht immer von Vorteil sind,
mag der Hinweis auf das Aussetzen des Handels an der New Yorker Bo¨rse Ende
Oktober beleuchten. Die Verwendung von Programmen zum Entwurf von Ha¨usern
und Maschinen, einschl. Computern selbst, zur Auffindung von Lagersta¨tten, zur
Wettervorhersage und Klimamodellierung, in der Astronomie, zum Einsparen teu-
rer Experimente, z.B. in Crashtests, zur
”
Konstruktion“ von Moleku¨len wird bereits
als selbstversta¨ndlich betrachtet. Daß all dies nicht der Informatik allein gutzu-
schreiben ist, versteht sich von selbst.
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All diesen Entwicklungen liegen aber Ergebnisse aus den folgenden Bereichen
zugrunde, die mit zur neuen Methodologie der Informatik beitragen:
1. Algorithmisierung: Das Auffinden und Erfinden von Algorithmen ist nicht nur
die Grundlage zur Lo¨sung von Problemen sondern verhilft zum tieferen Ver-
sta¨ndnis der verschiedensten Pha¨nomene, Probleme und Prozesse.
2. Formalisierung: Formale Beschreibungen und Symbolmanipulierungssyste-
me haben insbesondere fu¨r die Spezifikation realer Systeme und ihre Ver-
haltensweisen eine besondere Bedeutung gewonnen.
3. Komplexita¨tsuntersuchungen: Die Einsicht, daß formale Objekte und Pro-
zesse eine inha¨rente Komplexita¨t besitzen, zu deren Messung unterschied-
liche Ressourcenmaße herangezogen werden ko¨nnen, tra¨gt wesentlich zu
ihrem Versta¨ndnis bei und hat weitreichende Auswirkungen bezu¨glich ihrer
Anwendbarkeit.
4. Untersuchung komplexer Systeme: Wa¨hrend lange Zeit in den Naturwissen-
schaften Fortschritte dadurch erzielt wurden, daß Grundpha¨nomene isoliert
untersucht wurden, erlauben Informatikmethoden das Herangehen an inter-
agierende, stark miteinander verkoppelte Systeme.
Wesentliche Fortschritte werden dabei erzielt durch
– Simulation und
– Visualisierung.
Abstrahierungen von realen Systemen erlauben eine Modellbildung, die sich
in Programme u¨bersetzen la¨ßt und durch deren (wiederholte und parametrisier-
te) Ausfu¨hrung Ru¨ckschlu¨sse auf die realen Systeme gezogen werden ko¨nnen
und diesen innewohnende Gesetze aufgedeckt werden ko¨nnen. (Noch) nicht exi-
stierende Systeme ko¨nnen untersucht werden, wobei sogar die physikalischen
und/oder biologischen Gesetzma¨ßigkeiten modifiziert werden ko¨nnen. Beschleu-
nigung oder Verlangsamung von Vorga¨ngen ist ebenso mo¨glich wie z.B. deren
Umkehrung.
Ergebnisse solcher Simulationen sind, wie auch die von umfangreichen Be-
rechnungen, z.B. der Wettervorhersage, oder der statistischen Analyse sehr großer
Datenmengen (z.B. beim sog. data mining) nur dann nutzbar, wenn sie in einer
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dem Menschen entsprechenden Form vorliegen. Dies gewa¨hrleisten Werkzeuge
zur Visualisierung bzw. im dynamischen Fall, z.B. bei Crashtests, der Animation.
Hiermit ist nur ein kleiner Teil von dem angesprochen, was das informatische
Vorgehen zu einer neuen Methodologie werden ließ. In den Natur- und Inge-
nieurwissenschaften bildet es, nicht nur nach Auffassung eines Gremiums, das
als Schweizer Pendant zu unserem Wissenschaftsrat angesehen werden kann
(und nach Hartmanis und Lin [HL92]), neben theoretischem und experimentellem
Vorgehen die dritte Sa¨ule der wissenschaftlichen Arbeitsweise. (R. W. Hamming
war dies nach seinen eigenen Worten bereits sehr fru¨h klar.3)) Die Informatik er-
weitert die durch Theorie und Experiment gebotenen Mo¨glichkeiten betra¨chtlich,
insbesondere in den bisher nicht zuga¨nglichen Bereichen komplexer Systeme,
wofu¨r hier die Telekommunikationsnetze als ein Beispiel angefu¨hrt seien. Kom-
plexe Vorga¨nge werden verstehbarer, es ko¨nnen Voraussagen u¨ber ihr (ku¨nftiges)
Verhalten gemacht werden, die auch dazu benutzt werden ko¨nnen, entsprechende
physikalische, chemische, biologische und technische Prozesse zu optimieren; in
den Worten des Rubbia-Reports:
”
Bringing closely together simulation (a simplified abstraction of reality) and
modelling (a conceptual artificial representation of the real world) it offers the triple
power of explanation, prediction and optimisation.“
Meine bisherigen Ausfu¨hrungen boten Sichten auf Teile der Informatik aus der
Vogelperspektive; grundsa¨tzliche, der wissenschaftlichen Spha¨re angeho¨renden
Themen wurden angesprochen. Im folgenden werde ich auf anwendungsna¨here
Bereiche eingehen und meine Auffassungen dazu, teilweise stark verku¨rzt und
damit entsprechend vergro¨bert, in Form von Thesen formulieren. Deren Haupt-
schlagworte sollen keinesfalls als Versuch mißverstanden werden, eine Struktu-
rierung der Informatik vorzuschlagen, sondern sollen lediglich schlaglichtartig die
m.E. entscheidenden Aufgaben beleuchten. Auf die Interdependenzen der Gebiete
wird nicht (immer) explizit verwiesen, Sie sollten sie aber immer vor Augen haben.
These 1: Die Informatik arbeitet versta¨rkt
”
ingenieurwissenschaftlich.“
Nicht unbedacht habe ich
”
ingenieurwissenschaftlich“ in Anfu¨hrungszeichen
gesetzt, will ich mich doch nicht auf eine Definition dieses Begriffes einlassen,
wenn mir das fu¨r die
”
Informatik“ schon nicht opportun schien. Und auch in die
Diskussion daru¨ber, ob die Informatik eine Naturwissenschaft oder eine Ingenieur-
wissenschaft ist (wie sie z.B. in [ACM95] aufscheint) oder etwas vo¨llig anderes
(
”
Strukturwissenschaft“,
”
Werkzeugwissenschaft des Geistes“), will ich an dieser
Stelle nicht eingreifen.
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Ich verstehe
”
ingenieurwissenschaftlich“ keineswegs als einen Gegenpol zur
theoretischen (formalen) Vorgehensweise (ich teile vielmehr die Auffassungen von
F. L. Bauer u¨ber den Wert von Formalismen [Ba97] 4)), sondern hebe damit den
Bezug zur physikalischen und gesellschaftlichen Realita¨t hervor, das Sich-Bewa¨h-
renmu¨ssen in der realen Welt.
Die dabei unabdingbare Bescheidenheit spiegelt sich wider im Verzicht auf uni-
verselle Lo¨sungen, vielmehr werden sukzessive Anna¨herungen an ein Ziel in den
Vordergrund gestellt. Lassen Sie mich dazu zwei Beispiele angeben.
Zuna¨chst ein Zitat von B. Neumann [Ne97]:
”
Nach heutigem Stand der KI-Forschung zeigt sich intelligentes Verhalten an-
hand einer Vielzahl von Merkmalen, die dafu¨r als typische Charakteristika, jedoch
nicht als definitorische Bedingungen angesehen werden ko¨nnen. Nach einer Auf-
stellung von W. Wahlster [. . . ]: Lernfa¨higkeit, Autonomie, Fehlertoleranz, Koopera-
tivita¨t, Adaptivita¨t [. . . ]. Je nach Aufgabe wird ein intelligentes System einige die-
ser Merkmale in besonderem Maße, andere weniger ausgepra¨gt besitzen mu¨ssen.
. . . “
In den zur KI geho¨renden oder sie mindestens tangierenden Bereiche wie Bil-
derkennung, Sprachu¨bersetzung oder Erkennen gesprochener Sprache bedeutet
dies, daß man davon abgeru¨ckt ist, eine Idee zu verfolgen, sondern daß man durch
Nutzbarmachung der verschiedensten Methoden Prozent um Prozent Verbesse-
rungen erzielt. Und dies gilt auch fu¨r den scheinbar so spektakula¨ren Sieg von
Deep Blue u¨ber Kasparov.
Parallelrechner stellen m.E. ein weiteres Beispiel dar: Es wird darauf verzichtet,
den universellen Parallelrechner zu konzipieren, man wird vielmehr die fu¨r das je-
weilige Aufgabenprofil geeignetste Struktur zu finden suchen, was bei der großen
Zahl mo¨glicher Varianten noch kompliziert genug ist. In diesem Zusammenhang
will ich nochmals dem mo¨glichen Mißversta¨ndnis begegnen, daß ich
”
ingenieur-
wissenschaftlich“ etwa im Gegensatz zu
”
theoretisch“ sehen ko¨nnte: Die Entwick-
lung abstrakter Modelle fu¨r Parallelrechner, die nicht nur die mo¨glichen Kommu-
nikationsstrukturen widerspiegeln, sondern u.a auch die Speicherhierarchien, ist
eine noch der Lo¨sung harrende Aufgabe. Nur wenn Modelle verfu¨gbar sind, die
a¨hnlich einfach wie das der Turingmaschine oder der Registermaschine fu¨r von
Neumann-Rechner sind, wird Parallelverarbeitung (in einem bestimmten Sinn) an
Boden gewinnen.
Der Anfang und die damit teilweise einhergehende Gru¨nderzeitmentalita¨t 5) sind
in der Informatik voru¨ber, was sich auch darin a¨ußert, daß zumindest in der Wis-
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senschaftslandschaft nicht mehr bloße Versprechungen z.B. u¨ber die Gu¨te einer
Programmiersprache akzeptiert werden, sondern daß experimentelle Belege ge-
fordert werden.
Nicht zu vergessen ist, daß Modularisierung und Hierarchisierung wie in den
”
klassischen“ Ingenieurwissenschaften auch in der Informatik selbstversta¨ndlich
wurden (s. hierzu auch 6)).
These 2: Die Informatik wandelt sich durch die Anwendungen.
Wa¨hrend die Informatik zu Beginn ihrer Entwicklung in starkem Maße damit
bescha¨ftigt war, die elektronischen Rechner leichter zum Rechnen und zur
”
ein-
fachen“ Datenverarbeitung zu bringen und sich dementsprechend mit Program-
miersprachen und ihrer ¨Ubersetzung, mit Betriebssystemen, Rechnerarchitektur
mit mo¨glichst geringem Aufwand und mit den Mo¨glichkeiten des algorithmischen
Vorgehens befaßte, ist sie heute sehr viel sta¨rker auf die Anwendungen ausge-
richtet. Wenn ich von der Allgegenwart der Rechner spreche, geschieht dies ohne
blasphemischen Unterton, sondern bezeichnet lediglich die Situation des Einsat-
zes von Rechnern in allen, insbesondere aber technischen Bereichen. Und dort
werden sie am wenigsten zum Rechnen eingesetzt, sondern zum Steuern und
Regeln nach u¨blicherweise nichtlinearen Vorschriften. Diese reaktiven Systeme
verlangen eine ¨Anderung zahlreicher Modelle und erho¨hen deren Komplexita¨t vor
allem wegen der dabei auftretenden Forderungen nach Verklemmungsfreiheit und
nach Realzeitarbeitsweise. Ihr Einsatz in sicherheitskritischen Bereichen, z.B. der
Regelung des Luft-, Schienen- und Straßenverkehrs, der Steuerung medizinischer
Gera¨te,. . . ließ
”
Korrektheit von Programmen“ zu einem Schlu¨sselbegriff und zu ei-
ner unabdingbaren Forderung werden.
Die Nutzung von Rechnern in den Natur- und Ingenieurwissenschaften und
vor allem auch in den entsprechenden Industrien erfordert die Entwicklung nicht
nur neuer informatischer Methoden sondern auch solche der Numerik und wird
teilweise schon unter dem Begriff
”
Wissenschaftliches Rechnen“ als neue Disziplin
gesehen. Ich gehe nicht so weit, bin jedoch u¨berzeugt, daß dabei große Erfolge
erzielt wurden, aber auch von seiten der Informatik noch viel zu tun bleibt. 7)
Aus der folgenden Abbildung (aus [OST97]) wird deutlich, welche Beschleu-
nigungen mit besseren Algorithmen (bei manchen Problemen) erreicht wurden,
wenn natu¨rlich auch die durch die Nutzung von Parallelrechnern nicht u¨bersehen
werden darf. Oosterlee, Schu¨ller und Trottenberg [OST97] merken dazu an, daß
die
”
Kombination von Adaptivita¨t und Parallelita¨t [. . . ] eine der Herausforderungen
des Wissenschaftlichen Rechnens“ sei.
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Es ist generell festzustellen, daß Finite-Element-Methode und Mehrgitter-Ver-
fahren, die nur durch den Einsatz elektronischer Rechner in dem beobachteten
Ausmaß wirksam werden konnten, nicht nur den Ingenieurwissenschaften unge-
ahnte Mo¨glichkeiten zum Versta¨ndnis und damit zum Entwurf komplexer Systeme
ero¨ffnen, sondern auch die Informatik durch die Quantita¨t der zu behandelnden
Daten und die dabei notwendigen Genauigkeiten fordern.
Zur Bedeutung solcher Vorgehensweisen sei auf eine Feststellung von W. K.
Bu¨hler [Bu¨87] verwiesen:
”
Gauß’ Rechnungen waren sehr umfangreich, und er hat
wohl mehr gerechnet als jeder andere große Mathematiker [. . . ]. Erst in den letzten
Jahrzehnten mit der Entwicklungen der numerischen Analysis und insbesondere
in den letzten Jahren mit der Entwicklung elektronischer Rechner hat der Wert
quantitativer ¨Uberlegungen wieder allgemeine Anerkennung gefunden.“
Wenn man bedenkt, daß heutzutage nichtlineare Gleichungssysteme mit meh-
reren Millionen Unbekannter gelo¨st werden [OST97], stellt sich die Frage, ob in
der Informatikausbildung der Numerik die gebu¨hrende Stellung eingera¨umt wird.
Auf die wechselseitigen Befruchtungen von Wirtschaft und Informatik kann ich
hier nicht eingehen; dies wu¨rde auch u¨ber unser Thema hinausfu¨hren, hat sich
doch die Wirtschaftsinformatik zu einem eigenen Fach entwickelt, dessen Verbin-
dungen zur Informatik naheliegenderweise besonders eng sind.
In der Informatik werden ihre Auswirkungen auf die Gesellschaft thematisiert –
und nicht nur ihre positiven. Daß ihr daraus auch eine besondere Verantwortung
erwa¨chst, wird nicht allein von den fu¨r solche Fragen traditionellerweise zusta¨ndi-
gen Institutionen betont, sondern auch z.B. die US-Industrie fordert die Bescha¨fti-
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gung mit ethischen Fragen. Die Gesellschaft fu¨r Informatik leistete einen Beitrag
dazu mit der Formulierung von Ethischen Leitlinien (s. z.B. [Vo96]).
These 3: Die Informatik muß das Erstellen von Software systematisie-
ren.
Auch den Begriff
”
Software“ will ich nicht zu definieren versuchen. An nur ei-
nem Beispiel soll die wirtschaftliche Bedeutung der Software beleuchtet werden:
Wa¨hrend vor etwa 25 Jahren Kommunikationseinrichtungen zu 100 % aus Hard-
ware bestanden, sind inzwischen etwa 80 % ihrer Kosten durch Software bedingt.
Betont sei, daß die Produktion von Software quantitativ und – damit verknu¨pft
– in der Komplexita¨t weit u¨ber das Schreiben von Programmen hinausgeht. Wie
bereits oben erwa¨hnt, war es in der Anfangszeit der Informatik u¨blich, abgegrenz-
te Probleme eher einfacher, d.h. bereits formalisiert vorliegender, Art mit Hilfe der
Rechner zu bearbeiten, wobei 10 000 Zeilen Programmcode schon durchaus be-
achtlich waren. Heutzutage sind Programmsysteme mit mehreren Millionen Pro-
grammzeilen keine Besonderheit.
Diese werden im allg. nicht alle neu entwickelt, sondern es werden in Biblio-
theken vorhandene Programme benutzt. Aber nicht nur deren Einbindung kann zu
Schwierigkeiten fu¨hren, weil z.B. die Beschreibung lu¨ckenhaft ist, fehleranfa¨lliger
ist die sog. Problemspezifikation. Mit ihr soll ein reales System – und wir haben
bereits geho¨rt, wie komplex dies sein kann – in seiner statischen und dynami-
schen Struktur so beschrieben werden, daß es mo¨glich wird, in algorithmischer
Weise bestimmte Ziele, z.B. – bewußt vage formuliert – gro¨ßtmo¨gliche Pu¨nktlich-
keit der Zu¨ge, zu erreichen. Dieser Vorgang, der mit einer Systemanalyse beginnt,
ist im allg. nicht automatisierbar: Die Einflußgro¨ßen sind oft nicht vollsta¨ndig be-
kannt bzw. derart vielfa¨ltig, daß nicht alle beru¨cksichtigt werden ko¨nnen. Vom Auf-
traggeber werden – ihm, aber nicht dem Software-Ersteller – selbstversta¨ndliche
Abha¨ngigkeiten und Gesetzma¨ßigkeiten nicht explizit genannt – und oft ist ihm
auch die genaue Zielsetzung nicht klar. In der Informatik wurden wohl zahlreiche
Methoden und Werkzeuge entwickelt, um zumindest die Aufgabenstellung in
”
justi-
tiabler Form“ festzulegen. Damit wird aber manchmal nur die Verantwortung fixiert
– was erstrebenswert ist, ist jedoch das Lo¨sen des Problems in einer Weise, die
den Intentionen des Auftraggebers entspricht. Hier auch fu¨r Nicht-Fachleute – die
wesentlichen Anteil an der Entwicklung haben (sollten) 8) – einsichtige Vorgehens-
weisen zu schaffen, ist eine Aufgabe der Informatik.
Das Erstellen der Programme birgt natu¨rlich weitere Fehlermo¨glichkeiten, ins-
besondere wenn man sich bewußt macht, daß dies u¨blicherweise nur in Teams vor
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sich gehen kann. Rust [Ru94] schreibt dazu:
”
Die große Anzahl von interagieren-
den Komponenten fu¨hrt nach Leveson bei Programmen zu einem mehr als linea-
ren Anstieg von entwurfsbedingten Ausfallursachen, die auf menschliche Fehler
zuru¨ckzufu¨hren sind. Eine in anderen Gebieten gegebene Mo¨glichkeit, solche Feh-
ler zu vermeiden, ist die Verwendung bewa¨hrter Elemente, fu¨r die man u¨ber Erfah-
rungen hinsichtlich des Ausfallverhaltens verfu¨ge. Programme seien aber gewo¨hn-
lich Spezialanfertigungen, so daß man nicht auf solche Erfahrungen zuru¨ckgreifen
ko¨nne.“
Die Entwicklung der in diesem Zitat m.E. zu skeptisch gesehenen
”
bewa¨hr-
ten Elemente“ ist ein Weg, die angesprochenen Probleme zu lo¨sen. Ein anderer,
dessen erste Strecke durchaus schon erfolgreich beschritten wurde, ist der der
automatischen Umsetzung von formal spezifizierten (Teil-) Aufgaben in korrekte
Programme. ¨Uberhaupt muß betont werden, daß die Informatik mit Methoden zur
Programmverifikation und Model Checking Beachtliches geleistet hat, daß aber
eine breite industrielle Anwendbarkeit noch nicht gegeben ist.
Schlagwortartig muß das Ziel sein, von der Programmierkunst zur Software-
Produktionswissenschaft zu gelangen.
Dazu muß die Software-Technologie fortentwickelt werden, vor allem im Hin-
blick auf
– eine Verku¨rzung der Produktionszeit
– eine gro¨ßere Flexibilita¨t der Einsatzmo¨glichkeiten
– Erho¨hung der Robustheit und
– eine leichtere Wartbarkeit.
Wie auch im u¨brigen industriellen Bereich in Deutschland wird auch in der
Software-Branche die Steigerung der Produktivita¨t von essentieller Bedeutung sein,
gerade auch im Hinblick auf die dort gezahlten Geha¨lter. Bekanntlich wird hier ja
keine
”
Massen-Software“ erzeugt, sondern es werden spezialisierte, hochqualita-
tive Produkte hergestellt, die meiner Einscha¨tzung nach auch international einen
guten Ruf besitzen. Diese Situation erleichtert aber das Erreichen des Zieles der
Produktivita¨tserho¨hung nicht gerade. Deshalb ist hier die Informatikforschung her-
ausgefordert. (Fu¨r tiefere Einsichten in die Probleme der Software-Erstellung sei
auf [Ze97] verwiesen.)
These 4: Die Informatik muß sich (wieder) versta¨rkt der Rechner-Ent-
wicklung zuwenden.
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Vorab sei dazu bemerkt, daß unter
”
Rechner-Entwicklung“ das gesamte Gebiet
der Hardware verstanden wird; daß dabei Hand in Hand mit der Elektrotechnik
vorzugehen ist, soll erwa¨hnt werden, war aber erfreulicherweise zumindest an den
Technischen Universita¨ten selbstversta¨ndlich.
In diesem Zusammenhang sind einige historische Bemerkungen angebracht,
die mit dem Namen Konrad Zuse beginnen mu¨ssen:
Er stellte nach Vormodellen 1941 mit der Z3 den (mit den Worten F.L. Bauers
[Zu84])
”
ersten vollautomatischen, programmgesteuerten und frei programmier-
ten, in bina¨rer Gleitpunktrechnung arbeitenden“ Computer fertig. Die Z3 wurde
im Zweiten Weltkrieg zersto¨rt, und in der Nachkriegsperiode war das Klima in
Deutschland fu¨r die Informatik – vorsichtig ausgedru¨ckt – nicht gu¨nstig. Deshalb
wurden der Entwurf und die Konstruktion von Computern erst wieder in den fu¨nf-
ziger Jahren an einigen Universita¨ten und in einigen Firmen aufgenommen. In
den fu¨nfziger und in den fru¨hen sechziger Jahren hatte die deutsche Computer-
Industrie einige bemerkenswerte Systeme anzubieten: Standard Elektrik Lorenz
entwickelte die ER56 mit einem Kreuzschienenverteiler, Telefunken produzierte
mit der TR4 den schnellsten europa¨ischen Großrechner, und Siemens verfu¨gte
mit der 300-Serie u¨ber sehr gute Prozeßrechner. Nicht vergessen werden darf da-
bei Zuses Computerfirma, die insbesondere die Universita¨ten belieferte.
Nach diesem guten Beginn verschlechterte sich die Situation deutlich. Als der-
zeit letzter Wendepunkt zum Schlechteren sei der wirtschaftliche Mißerfolg des
SUPRENUM-Projektes erwa¨hnt, das in wissenschaftlicher Hinsicht weitestgehen-
de Anerkennung genießt.
Dies hat meiner Einscha¨tzung nach zu einer gewissen Resignation in den
Hochschulen gefu¨hrt. Erfreulicherweise hat die deutsche Industrie bei der Chip-
Fertigung wieder aufgeholt, sie muß aber unterstu¨tzt werden durch die Ausbildung
auch in solchen Gebieten, in denen sie derzeit wenig Marktchancen sieht.
Ein von der Industrie erfolgreich besetzter Sektor ist der der Produktion von
kundenspezifischen integrierten Schaltungen (ASICs). Die Entwicklung und die
Produktion solcher maßgeschneiderter Chips fu¨r spezifische Aufgaben, insbeson-
dere fu¨r die Steuerung von Prozessen, muß in einer kurzen Zeit und zu einem
geringen Preis geschehen. Die Forderung an die Integrationsdichte ist weniger
streng als z.B. fu¨r Speicherchips. Es wird aber eine ho¨here Flexibilita¨t des Ent-
wurfsprozesses gefordert. Außerdem sollten auch kleine und mittelgroße Unter-
nehmen in der Lage sein, sie zu produzieren. Um dieses Ziel zu erreichen, ist
es notwendig, die Entwurfstechniken (die natu¨rlich CAD-Techniken sein mu¨ssen)
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zu verbessern. Wie dies generell der Fall ist, ist es dabei nicht ausreichend, nur
allgemeines theoretisches Wissen zu besitzen, vielmehr muß ein tiefes Versta¨nd-
nis der physikalischen Grundlagen und der technologischen Prozeduren verfu¨gbar
sein, wenn alle Mo¨glichkeiten solcher Komponenten ausgescho¨pft werden sollen.
Deshalb ist es m.E. fu¨r unser Land unabdingbar, u¨ber die Mo¨glichkeit zur Pro-
duktion solcher Komponenten, zumindest fu¨r den heimischen Markt, zu verfu¨gen;
unter anderem deshalb, weil es natu¨rlich Interaktionen zwischen dem Entwurf und
dem Inhalt des Entwurfs gibt und es nicht immer ratsam scheint, zu viel Wissen
u¨ber Prozesse oder Systeme außer Haus zu geben. Analog zu dem zur Software-
Produktion Gesagtem spielt auch hier die Produktivita¨tserho¨hung, sta¨rker aber
noch die Zeit zwischen der Idee und der Realisierung eine Rolle. Systeme in der
Art des am Karlsruher EISS entwickelten IDEAS [BKMN95] ko¨nnen hier Verku¨rzun-
gen erlauben.
Was u¨ber eine gewisse Breite in der Ausbildung und die geradezu no¨tige
”
sinn-
liche“ Erfahrung mit Chip-Entwicklungen gesagt wurde, gilt – eher noch versta¨rkt
– fu¨r die Rechnerarchitektur. Schon nach einer nur kurzen Periode der Stagnati-
on und Abstinenz kann der Kontakt zu den Marktfu¨hrern kaum wiedergewonnen
werden. Wenn auch ein hinreichend großer Markt in Deutschland vielleicht nicht
vorhanden ist, kann sich dies z.B. bei der Einfu¨hrung des Euro a¨ndern – vor al-
lem aber ko¨nnten neuartige Systeme die Situation wenden. Daß dies mo¨glich ist,
war vor fast einem Jahrzehnt an den Transputersystemen zu sehen. ¨Uberhaupt
traue ich der Entwicklung von Parallelrechnern – die ja jetzt wenigstens rudimenta¨r
schon in Workstations realisiert sind – ¨Uberraschungen zu. Ihr Vorteil liegt nicht
nur im Erreichen ho¨herer Geschwindigkeiten, die fu¨r manche Anwendungen un-
erla¨ßlich sind, sondern auch in der ada¨quateren Beschreibung von Problemen
ebenso wie in ihrer Fehlertoleranz.
Vor allem aber ko¨nnen jetzt noch nicht vorhersehbare technische Resultate
Chancen fu¨r vo¨llig andersgeartete Rechner ero¨ffnen, denken wir beispielsweise an
eine kostengu¨nstige Realisierung sehr großer Assoziativspeicher oder sog. Vollas-
soziativspeicher [Ha¨62].
Lassen Sie mich diese These mit einem Zitat von 1953(!) schließen:
”
Die Er-
stellung von Großrechenanlagen geho¨rt meines Erachtens ebenso zum Aufbau
der deutschen Technik wie der Ausbau von Berg- und Hu¨ttenwerken. Ein Land,
das in dieser Entwicklung zuru¨ckbleibt, wird seine Versa¨umnisse bald am Ru¨ck-
gang seines Exportes sehr schmerzlich spu¨ren.“ [Cr53]
Wenn auch heute die Vergleichsindustrie etwas anders gewa¨hlt wu¨rde, bleibt
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doch m.E. die Aussage richtig.
Und nun sind wir an einem Punkt, an dem ich von Thesen zu einem Pla¨doyer
u¨bergehen will:
Pla¨doyer: Die Informatik muß (auch) fu¨r spekulativ erscheinende For-
schungen offen sein.
Um zuna¨chst wieder mo¨glichen Mißversta¨ndnissen vorzubeugen sei betont,
daß ich darunter nichts
”
Esoterisches“ verstehe. Meiner Auffassung nach ist
”
spe-
kulativ erscheinende Forschung“ fast ein Pleonasmus: Liegen zu Beginn einer Ar-
beit die Ergebnisse bereits auf der Hand, so wird man eher von Entwicklungsta¨tig-
keit sprechen mu¨ssen, was durchaus nicht negativ zu sehen ist. Andererseits be-
steht wohl auch der Hauptteil der
”
reinen“ Forschung aus der Verfolgung sicht-
barer Wege – und ich habe im Bisherigen des o¨fteren auf solche Notwendigkei-
ten hingewiesen, und ich mo¨chte ausdru¨cklich betonen, daß ich dies keineswegs
als zweitklassig oder auch nur als einfacher ansehe. Wollen wir aber das uns oft
vorgeworfene nur marginale Verbessern u¨berwinden und genuin neue Methoden
und Produkte entwickeln, so mu¨ssen auch Richtungen eingeschlagen werden, die
ein Scheitern wahrscheinlicher machen als einen Erfolg. ( ¨Uber die dabei zu u¨ber-
windenden gesellschaftlichen Hu¨rden kann ich aus Zeitgru¨nden nicht sprechen.)
Um Ihnen wenigstens einen Anhaltspunkt zu geben, wofu¨r ich pla¨diere, will ich le-
diglich die Stichwo¨rter Quanten-Computing und DNA-Computing erwa¨hnen, aber
auch darauf verweisen, daß ich im biologischen, insbesondere im physiologischen
Bereich Ansa¨tze sehe (– im Sinne des schon Ende der sechziger Jahre von den
Erlanger Professoren Ha¨ndler und Keidel initiierten Projekts
”
Datenverarbeitung in
Rechenautomaten und Organismen (DORA)“).
U.U. ko¨nnten dabei auch Teillo¨sungen fu¨r die doch sehr verbesserungsbedu¨rf-
tige Interaktion zwischen Mensch und Computer gefunden werden.
Explizit bin ich noch nicht auf meine Ausgangsfrage nach den notwendigen
Ausbildungsinhalten eingegangen, ich denke aber, daß Sie aus meinen bisheri-
gen Ausfu¨hrungen meine Meinung dazu herauslesen konnten. Ich will deshalb
abschließend nur noch einige Bemerkungen zum Bild der Informatik (und da-
mit speziell ihrer Absolventinnen und Absolventen) in der ¨Offentlichkeit machen:
Zuna¨chst einmal scheint es etwas diffus. Dies ha¨ngt damit zusammen, daß es
immer noch nur eine relativ geringe Zahl von
”
richtigen“ Informatikerinnen und In-
formatikern gibt, so daß nur wenige Leute einen Informatik-Profi von Angesicht zu
Angesicht kennenlernten. Dies hat Ru¨ckwirkungen auf diese und dru¨ckt sich oft in
einer schwachen Identifikation mit ihrem Beruf aus.
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Die Schwierigkeiten mit einem klaren Berufsbild ha¨ngen (paradoxerweise) mit
dem Erfolg der Informatik zusammen: Die Informatik spielt eine so bedeutende
Rolle in so vielen Anwendungsgebieten, daß die Absolventinnen und Absolven-
ten u¨ber einen breiten Bereich von Firmen, Verwaltungen und Forschungsinstitu-
ten verteilt sind, eine Tatsache, die es ihnen auch in wirtschaftlich weniger guten
Zeiten leicht machte, einen Arbeitsplatz zu finden und die derzeit zu einer beson-
ders starken Nachfrage fu¨hrt. Zum anderen verhinderte die geringe Gro¨ße
”
reiner
Informatik-Unternehmen“ in Deutschland die Herausarbeitung eines klaren, einfa-
chen Bildes.
Hier ¨Anderungen zu bewirken, klar zu machen, wie stark die Informatik das
ta¨gliche Leben beeinflußt und damit auch fu¨r das Studium zu werben, insbesonde-
re unter den unversta¨ndlicherweise und geradezu skandalo¨s stark unterrepra¨sen-
tierten Frauen, sollte uns allen angelegen sein.
Statt einer definitiven Antwort auf meine Ausgangsfrage darf ich ein Wort von
Franz von Baader zitieren:
”
Alles Leben steht unter dem Paradox,
daß wenn es beim alten bleiben soll,
es nicht beim alten bleiben darf.“
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Anhang
1)
”
The Federal government, especially through the military, supported most of
the early machines, and great credit is due to them for helping start the Computer
Revolution.“ [Hm97]
2)
”
I very strongly believe that the time is ripe for yet another paradigm shift. Both
probabilistic and deterministic computation are notions based on classical physics
that take no account of the most important discovery of twentieth-century physics:
quantum mechanics. Increasing evidence has recently been found that quantum
computers may be qualitatively more powerful than classical machines.“ [Br95]
3)
”
Somewhere in the mid-to-late 1950s in an address to the President and
V.Ps of Bell Telephone Laboratories I said, ’At present we are doing 1 out of 10
experiments on the computers and 9 in the labs, but before I leave it will be 9 out
of 10 on the machines’.“ [Hm97]
4)
”
. . . for a while, content and nothing but content, without any formalism, may
be observed. This may happen in application-oriented fields at the beginning of an
investigation. The danger is that such exercises in ’applied mathematics’, ’applied
logic’, or ’applied informatics’ become separated from progress and deprive them-
selves of their sharpest instruments. Again, this may be admissible for a while, but
pursued too far it leads to muddy defeat and loss of clear vision.“ [Ba97]
5)
”
Zu Beginn einer neuen Entwicklung herrschen große Perspektiven und auch
große Unsicherheit im Detail. Es ist schwierig, in dieser Zeit das wirklich Machbare
zu sehen. Dies nimmt sich oft doch zu winzig aus vor den weitgesteckten Zielen.“
[Ho81]
6)
”
As observed earlier, computer science work is permeated by concepts of ef-
ficiency and search for optimality. The ’how’ motivation of computer science brings
engineering concepts into the science, and we should take pride in this nearness
of our science to applicability. [. . . ] I am deeply convinced that we should not try to
draw a sharp line between computer science and engineering and that any attempt
to separate them is counter-productive.“ [Ha95]
7)
”
It is no longer sufficient to focus on generic computer science problems.
[. . . ] If we fail to interact with those who need our knowledge and skills, we risk
the accusation of irrelevance.“
”
And now a word of advice to those using computer
science. If computer scientists are to contribute to your fields, it is essential to
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welcome them into your midst. Too often turf wars result from the migration of
professionals from one area to another. We must recognize that we have more to
gain from working together than we do from working in isolation.“ [Sa95]
Der letzte Absatz gilt natu¨rlich auch vice versa.
8)
”
The development of software is now very widespread and is no longer re-
stricted to any single category of software. Today most noncomputer products and
services contain software components. These components cannot be developed
by specialized software factories. They must be designed, built, tested, and ope-
rated as a system of computer and noncomputer parts. The people involved with
those systems must be experts in both information processing and the particular
industry within which the system is built and applied.“ [Be95]
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