The paper compares the traditional model predictive control (MPC) with the proposed predictive inverse neurocontrol (PIN) technique. The PIN approach allows to avoid the online optimization procedure and thus sufficiently reduces the need for computing power and becomes especially important for the control of the plants with fast dynamics. Results of model and physical experiments are shown.
Introduction
Model predictive control (MPC) is an effective approach to solve the control problems with constraints and nonlinear dynamics, especially when the analytical computation of the control law is difficult [1, 2, 3, 7] . In the classical MPC the control action at each time step k is obtained by the on-line solving the optimization problem: where u(k) is the n u -dimensional vector of the manipulated variable, i.e., the command input, y(k) is the n y -dimensional output vector, m is the control horizon, λ is the predictive horizon. The subscript «( ) j » denotes the j-th component of a vector, (k+i|k) denotes the value computed (i.e., "predicted") for time k+i taking into account the information available at time k, r(k) is the current sample of the output reference, 
have nonnegative entries which represent the concern for relaxing the corresponding constraint [16] .
Using a linear model with multiple constraints and a quadratic cost function, the resulting optimization problem is a quadratic programming problem (QP). Solving the QP using general purpose methods may be slow, that's why the MPC is traditionally limited to control applications with slow dynamics only where the sample time is measured by seconds or minutes [6] . In order to overcome the issue the "fast" model predictive control (FMPC) implementation is known [7, 8] . One method for implementing the FMPC is to compute the solution of the QP explicitly as a function of the initial state. Explicit MPC allows off-line solving the optimization problem for a given range of operating conditions. Exploiting the off-line multiparametric programming techniques the explicit MPC computes the optimal control action as an "explicit" function of the state and reference vectors, so that the on-line control operations are reduced to a simple function evaluation. In most cases, such a function is a piecewise affine function. As the result the MPC controller is mapped into a lookup table of linear gains [9] [10] [11] [12] [13] . The main limitation of the explicit MPC approach is that the off-line computational load (during the control system synthesis) and control unit memory requirements grows quickly with the dimension and complexity of the control problem. It made the explicit MPC useful mainly for small scale problems [14, 15] .
The papers [4, 5] propose the alternative approachpredictive inverse neurocontrol (PIN) which eliminates the described drawbacks of the MPC. On-line optimization procedure within the PIN is missed because of the special training scheme of an artificial neural network (ANN) is used. The PIN methodology is similar to the neural network MPC, since the information based on the plant experimental data is used. The PIN allows controlling both linear and nonlinear plants and does not require a priori knowledge of the mathematical model of the plant. In this paper the PIN control system will be considered in compare with conventional MPC system.
Predictive inverse neurocontrol
Predictive inverse neurocontrol assumes the use of neural network predictive model of the plant dynamics. The synthesis of the model is carried out in accordance with the scheme shown at Figure 1a . The concept of the synthesis is as follows. Random test signal u(k) is applied to the plant input and actual plant output y(k) is registered. Using these signals the delay regression vectors (TDL) are formed:
where d is the number of delayed values in the generated vectors, y is the «current» state vector, r is the «desired» state vector. Both vectors are separated in time by the prediction horizon length. Thus, the pair of the vectors represents an example how to transfer the plant from the "current" state to a "desired" one. The applied control sequence required for this targeted transfer is known from the experimental data obtained from the plant.
The input vector P of the neural network consists of the regression vectors y and r. The control action u(k) is recovered during off-line training using this set of values. The training of the neural network uses only the first value of the sequence of the control actions that had been generated in the time interval between "current" and "desired" state (the target value u(k -λ)) accordingly with the receding horizon principle.
As the result, the trained neural network becomes the controller trained to transfer the plant from the current state to a desired during the predictive horizon λ. The corresponding control loop scheme is represented at Fig. 1 , b. The vectors y and r now become the following:
where r(k) is the reference signal. Thus, the proposed control system scheme does not exploit the on-line numerical optimization procedures. Its functions are fully performed by the accordingly trained neural network. The proposed scheme ensures the coincidence of the current output and the desired plant through the predictive horizon interval. Moreover, the numerous comparative experiments show that the functional characteristics of the PIN match the characteristics of the locally optimal control systems and provide a minimum to the control actions power:
In the case of a known mathematical description of the plant and its linearity the optimization problem (3) subject to (4) may be obtained analytically using the method of Lagrange multipliers. The method, described in this paper, provides a similar result using only the experimental data and linear ANN model without the a priori knowledge of the mathematical description of the plant. But more important feature of the proposed method is the possibility to control the non-linear plants using nonlinear ANN models as the controllers. The nonlinear MPC does not have today the general analytical solution of the optimization problem (1)-(2) and its special case of (3) -(4).
In general, given the type of function (3) - (4), we can say that the constraints are not taken into account within the PIN control method. However, the constraints indirectly affects to the control sequence through the predictive horizon length. Table 1 shows the criteria for comparison the PIN with the traditional MPC. Table 1 Further we show the identity of these approaches to the linear plant control case.
Comparative experiment: the linear case
To compare the PIN and the traditional MPC within the linear plant control case, the MATLAB Model Predictive Control Toolbox [16] software was used. Both systems simulate the control of second order integrator unit. This model of the controlled plant is chosen in accordance with the Model Predictive Control Toolbox Help example:
The PIN controller is realized by linear ANN structure. To parameterize the controller, the method of least squares was used as the ANN learning algorithm. The uniformly distributed test signal had been used to identify the plant dynamics. The other parameters of the control systems are given in the Table 2 . The Figure 2 shows the simulation results: the MPC system step response is represented by Graph 1 and the PIN system step response is represented by Graph 2. Table 2 Parameter Model predictive control This experiment shows that both approaches provide the same control quality when control the linear plant. At the same time the PIN tuning is performed without the use of the mathematical description of the plant. Only the experimental data was used to turn the controller. This way, in general, is simpler, because requires less a priori knowledge and contains less tuning parameters.
Next, consider the nonlinear plant control.
Comparative experiment: the nonlinear case
To represent the nonlinear dynamics of the plant, the MPC approaches often use the ANN models. Let's perform the comparison of PIN system, linear MPC system and Neural network MPC (NNMPC) system using nonlinear pneumatic actuator model. For this purpose we use the MATLAB Neural Network Toolbox [17] software.
The Matlab/Simulink pneumatic model consists of the double-acting pneumatic actuator with directional 5-way valve ( fig.3) . The model input is the spool valve displacement, output is the piston displacement. The orifice cross-sectional area of the valve is proportional to displacement of the spool (the scale coefficient is 1•10 -6 ).
Fig.3. Matlab/Simulink pneumatic model
The model is described by equations (5) - (7) [18], the model parameters are shown in Tables 3 -5 . The flow rate G v through the orifice is proportional to the orifice area and the pressure differential across the orifice: The continuity equation for the network representation of the piston chamber is:
where G p -mass flow rate at input port, t -time. 
where f -friction factor for turbulent flow, Re -the Reynolds number. The tuning of linear MPC system is performed using linearized plant model. NNMPC approach uses the numerical optimization of (1) - (2) with the prediction on the basis of the individually-trained ANN model of the plant. Neural network approximation of the plant is performed to unify the approaches. The MPC and NNMPC coefficients of the optimization problem (1) - (2) (4)) of the proposed PIN approach allow to achieve the control quality that comparable or sometimes better than NNMPC. Both controllers were built without the knowledge of the mathematical model of the plant. Only the experimental data was used. However, the amount of computations required for the PIN controller synthesizing is many times less than for NNMPC controller.
Physical experiment
In this section perform the experiment with pneumatic actuator. The plant consists of a double-acting pneumatic cylinder (300 mm stroke and 32 mm inner diameter), proportional 5-way valve and potentiometer position sensor. System control run in MATLAB xPC-Target using a NI ELVIS laboratory station ( fig. 5, 6 ). Since NMPC requires a lot of processing resources, we were not able realize control pneumatically using this strategy.
The figure 7 shows the control results of pneumatic actuator using predictive inverse neurocontrol and PIDcontrol.
PID controller is configured for maximum performance without overshooting. The sampling interval of the system PIN is 0.001 seconds. Predictive horizon is 0.1 second with 30 delayed values. The neural network structure is a twolayer perceptron with 5 neurons in the hidden layer.
In this experiment the PIN system has a significant advantage over PID system. The setting time in the predictive system is less than 2.5 times in comparison with the PID.
Conclusion
In this paper the comparison of predictive inverse neurocontrol with traditional MPC is performed. The results of numerical simulations are represented for the both approaches. The predictive inverse neurocontrol method keeps the benefits of the traditional model predictive control method for the linear plant control case. But it does not concede, moreover, sometimes is better than traditional MPC in the nonlinear plant control case as it is shown by the experimental results. The PIN approach does not require knowledge of the mathematical model of the plant and sufficiently decreases the amount of computations when generating the control sequence. This is achieved through the use of special neural network training scheme, which allows to avoid the procedure of a numerical optimization.
Correctness of the theoretical arguments and numerical experiments confirmed by a physical experiment with pneumatic actuator.
