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CONVERGENCE OF GOAL-ORIENTED ADAPTIVE FINITE ELEMENT
METHODS FOR NONSYMMETRIC PROBLEMS
MICHAEL HOLST AND SARA POLLOCK
ABSTRACT. In this article we develop convergence theory for a class of goal-oriented
adaptive finite element algorithms for second order nonsymmetric linear elliptic equa-
tions. In particular, we establish contraction results for a method of this type for Dirichlet
problems involving the elliptic operatorLu = ∇·(A∇u)−b·∇u−cu,withA Lipschitz,
almost-everywhere symmetric positive definite, with b divergence-free, and with c ≥ 0.
We first describe the problem class and review some standard facts concerning conform-
ing finite element discretization and error-estimate-driven adaptive finite element meth-
ods (AFEM). We then describe a goal-oriented variation of standard AFEM (GOAFEM).
Following the recent work of Mommer and Stevenson for symmetric problems, we es-
tablish contraction of GOAFEM and convergence in the sense of the goal function. Our
analysis approach is signficantly different from that of Mommer and Stevenson, com-
bining the recent contraction frameworks developed by Cascon, Kreuzer, Nochetto and
Siebert; by Nochetto, Siebert and Veeser; and by Holst, Tsogtgerel and Zhu. We include
numerical results demonstrating performance of our method with standard goal-oriented
strategies on a convection problem .
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1. INTRODUCTION
In this article we develop convergence theory for a class of goal-oriented adaptive finite
element methods for second order nonsymmetric linear elliptic equations. In particular,
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2 M. HOLST AND S. POLLOCK
we report contraction results for a method of this type for the problem
−∇ · (A∇u) + b · ∇u+ cu = f, in Ω, (1.1)
u = 0, on ∂Ω, (1.2)
with Ω ⊂ Rd a polyhedral domain, d = 2 or 3, with A Lipschitz, almost-everywhere
symmetric positive definite (SPD), with b divergence-free, and with c ≥ 0. The standard
weak formulation of this problem reads: Find u ∈ H10 (Ω) such that
a(u, v) = f(v), ∀v ∈ H10 (Ω), (1.3)
where
a(u, v) =
∫
Ω
A∇u · ∇v + b · ∇uv + cuv dx, f(v) =
∫
Ω
fv dx. (1.4)
Our approach is to first describe the problem class in some detail, and review some
standard facts concerning conforming finite element discretization and error-estimate-
driven adaptive finite element methods (AFEM). We will then describe a goal-oriented
variation of standard AFEM (GOAFEM). Following the recent work of Mommer and
Stevenson [18] for symmetric problems, we establish contraction of GOAFEM and con-
vergence in the sense of the goal function. Our analysis approach is signficantly different
from that of Mommer and Stevenson [18], combining the recent contraction frameworks
of Cascon, Kreuzer, Nochetto and Siebert [7], of Nochetto, Siebert and Veeser [19], and
of Holst, Tsogtgerel and Zhu [16]. We also give some numerical results comparing our
goal-oriented method both to the one presented in [18] and the dual weighted residual
(DWR) method as in [2, 4, 9, 13, 14, 10], among others. Unlike the existing literature
on the DWR method, we prove strong convergence of our goal-oriented method. We
establish contraction of the goal error in terms of the energy norm errors and error es-
timators of the primal and dual problems, and indicate how this implies optimality in
terms of the global error. Controlling this overestimate of the error shows convergence
of the method to the goal, although not optimality in this sense. Our numerical results
demonstrate, however, that the algorithm presented here performs at least comparably to
and in some cases better than DWR and the method in [18] on a variety of convection
dominated linear problems.
The goal-oriented problem concerns achieving a target quality in a given linear func-
tional g : H10 (Ω) → R of the weak solution u ∈ H10 (Ω) of the problem (1.3). For exam-
ple, g(u) =
∫
Ω
1
|ω|χωu, the average value of u over some subdomain ω ⊂ Ω. By writing
down the adjoint operator, a∗(z, v) = a(v, z), we consider the adjoint or dual problem:
find z ∈ H10 (Ω) such that a∗(z, v) = g(v), for all v ∈ H10 (Ω). It has been shown for the
symmetric form (b = 0) of problem (1.1)–(1.2) with piecewise constant SPD diffusion
cofficient A (and with c = 0), that by solving the primal and dual problems simulta-
neously, one may converge to an approximation of g(u) faster than by approximating
u and then g(u), when forcing contraction in only the primal problem [18]. We will
follow the same general approach to establish similar goal-oriented AFEM results for
nonsymmetric problems. In order to handle nonsymmetry, we will follow the technical
approach in [17, 7, 16], and rely largely on establishing quasi-orthogonality. Contrac-
tion results are established in [17, 7] for (1.1)–(1.2) in the case that A is SPD, Lipschitz
or piecewise Lipschitz, b is divergence-free, and c ≥ 0. In [16], quasi-orthogonality
is used as the basis for establishing contraction of AFEM for two classes of nonlinear
problems. As in these earlier efforts, relying on quasi-orthogonality will require that we
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assume that the initial mesh is sufficiently fine, and that the solution to the dual problem
a∗(w, v) = g(v), g ∈ L2(Ω) is sufficiently smooth, e.g. in H2loc(Ω).
Following [16], the contraction argument developed in this paper will follow from first
establishing three preliminary results for two successive AFEM approximations u1 and
u2, and then applying the Do¨rfler marking strategy:
1) Quasi-orthogonality (§3.1): There exists Λ > 1 such that
|||u− u2|||2 ≤ Λ|||u− u1|||2 − |||u2 − u1|||2.
2) Error estimator as upper bound on error (§3.2): There exists C1 > 0 such that
|||u− uk|||2 ≤ C1η2k(uk, Tk), k = 1, 2.
3) Estimator reduction (§3.4): ForM the marked set that takes refinement T1 → T2,
for positive constants λ < 1 and Λ1 and any δ > 0
η22(v2, T2) ≤ (1 + δ){η21(v1, T1)− λη21(v1,M}+ (1 + δ−1)Λ1η20|||v2 − v1|||.
The marking strategy used is the original Do¨rfler strategy; elements are marked for re-
finement based on indicators alone. The marked setM must satisfy∑
T∈M
η2k(uk, T ) ≥ θ2η2k(uk, Tk).
In this goal-oriented method, a second marked set is chosen based on an error indicator
for the dual problem associated with the given goal functional, and the union of the two
marked sets is then used for refinement. A main advantage of the approach in [7, 16] is
that it does not require an interior node property. This allows us to establish the necessary
results for contraction without taking full refinements of the mesh at each iteration. This
improvement follows from the use of the local perturbation estimate or local Lipschitz
property rather than the estimator as lower bound on error. We use the standard lower
bound estimate as found in [17] for optimality arguments in the second part of the paper
concerning quasi-optimality of the method.
There are three main notions of error used throughout this paper. The energy error
|||u− uk|||, the quasi-error, and the total-error. The energy error is defined by the sym-
metric part of the bilinear form that arises from the given differential operator in (1.3).
The quasi-error is the l2 sum of the energy-error and scaled error estimator
Qk(uk, Tk) := (|||u− uk|||2 + γη2k)1/2,
and this is the quantity that is reduced at each iteration of the algorithm. In §3 the quasi-
error is shown to satisfy
|||u− uk+1|||2 + γη2k+1 ≤ α2
(|||u− uk|||2 + γη2k) , α < 1.
The total error includes the oscillation term rather than the estimator
Ek(uk, Tk) := (|||u− uk|||2 + osc2k)1/2.
The oscillation term captures the higher-frequency oscillations in the residual missed by
the averaging of the finite element method. While the quasi-error is the focus of the
contraction arguments, the total error is used in our discussion of complexity analysis.
Throughout this paper, the constant C will denote a generic but global constant that
may depend on the data and the condition of the initial mesh T0, and may change as an
argument proceeds, without danger of confusion.
Outline of the paper. The remainder of the paper is structured as follows. In §2, we
first describe the problem class and review some standard facts concerning conforming
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finite element discretization and error-estimate-driven adaptive finite element methods
(AFEM). In §2.3, we then describe a goal-oriented variation of the standard approach to
AFEM (GOAFEM). Following the recent work of Mommer and Stevenson for symmet-
ric problems, in §3 we establish contraction of goal-oriented AFEM. We also then show
convergence in §3.6 in the sense of the goal function. Our analysis combines the recent
contraction frameworks developed in [7, 19, 16], applied now to the goal oriented prob-
lem. In §5, we present some numerical experiments comparing the method presented
here with two standard goal oriented strategies. We recap the results in §6, and point out
some remaining open problems.
2. PROBLEM CLASS, DISCRETIZATION, GOAL-ORIENTED AFEM
2.1. Problem class, weak formulation, spaces and norms. Consider the nonsymmet-
ric problem (1.3), where as in (1.4) we have
a(u, v) = 〈A∇u,∇v〉+ 〈b · ∇u, v〉+ 〈cu, v〉.
Here we have introduced the notation 〈·, ·〉 for the L2 inner-product over Ω ⊂ Rd. The
adjoint or dual problem is: Find z ∈ H10 (Ω) such that
a∗(z, v) = g(v) for all v ∈ H10 (Ω) (2.1)
where a∗( · , · ) is the formal adjoint of a( · , · ), and where the functional is defined
through
g(u) =
∫
Ω
gu dx, (2.2)
for some given g ∈ L2(Ω). We will make the following assumptions on the data:
Assumption 2.1 (Problem data). The problem data D = (A, b, c, f) and dual problem
data D∗ = (A,−b, c, g) satisfy
1) A : Ω→ Rd×d, Lipschitz, and a.e. symmetric positive-definite:
ess inf x∈Ωλmin(A(x)) = µ0 > 0, (2.3)
ess sup x∈Ωλmax(A(x)) = µ1 <∞. (2.4)
2) b : Ω→ Rd, with bk ∈ L∞(Ω) , and b divergence-free.
3) c : Ω→ R, with c ∈ L∞(Ω), and c(x) ≥ 0 for all x ∈ Ω.
4) f, g ∈ L2(Ω).
The native norm is the Sobolev H1 norm given by
‖v‖2H1 = 〈∇v,∇v〉+ 〈v, v〉. (2.5)
The Lp norm of a vector valued function v over domain ω is defined here as the l2 norm
of the Lp(ω) norm of each component
‖v‖Lp(ω) =
(
d∑
j=1
(∫
ω
vpj
)2/p)1/2
, p = 1, 2, . . .
‖v‖L∞(ω) =
(
d∑
j=1
(
ess sup
ω
vj
)2)1/2
. (2.6)
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Similarly, the Lp norm of a matrix valued function M over domain ω is defined as the
Frobenius norm of the Lp(ω) norm of each component
‖M‖Lp(ω) =
(
d∑
i,j=1
(∫
ω
Mpij
)2/p)1/2
, p = 1, 2, . . .
‖M‖L∞(ω) =
(
d∑
ij=1
(
ess sup
ω
Mij
)2)1/2
. (2.7)
We note that one could employ other equivalent discrete lp norms in the definitions (2.6)
and (2.7), however this choice simplifies the analysis.
Continuity of a( · , · ) follows from the Ho¨lder inequality, and bounding the L2 norm
of the function and its gradient by the H1 norm
a(u, v) ≤ (µ1 + ‖b‖L∞ + ‖c‖L∞) ‖u‖H1‖v‖H1 = Mc‖u‖H1‖v‖H1 . (2.8)
Coercivity follows from the Poincare´ inequality with constantCΩ and the divergence-free
condition
a(v, v) ≥ µ0|v|2H1 ≥ CΩµ0‖v‖2H1 = m2E‖v‖2H1 , (2.9)
where the coercivity constant m2E := CΩµo. Continuity and coercivity imply existence
and uniqueness of the solution by the Lax-Milgram Theorem [12]. The adjoint operator
a∗( , ) is given by
a∗(v, u) := a(u, v), u, v ∈ H10 (Ω).
Integration by parts on the convection term and the divergence-free condition imply
a∗(z, v) := 〈A∇z,∇v〉 − 〈b · ∇z, v〉+ 〈cz, v〉. (2.10)
Define the energy semi-norm by
|||v|||2 := a(v, v). (2.11)
Non-negativity follows directly from the coercivity estimate (2.9)
|||v|||2 ≥ m2E‖v‖2H1 , (2.12)
which establishes the energy semi-norm as a norm. Putting this together with the reverse
inequality
|||v|||2 ≤ µ1|∇v|2L2 + ‖c‖L∞‖v‖2L2 =⇒ |||v||| ≤ME‖v‖H1 , (2.13)
establishes the equivalence between the native and energy norms with the constantME =
(µ1 + ‖c‖L∞)1/2.
2.2. Finite element approximation. We employ a standard conforming piecewise poly-
nomial finite element approximation below.
Assumption 2.2 (Finite element mesh). We make the following assumptions on the un-
derlying simplex mesh:
1) The initial mesh T0 is conforming.
2) The mesh is refined by newest vertex bisection [5], [18] at each iteration.
3) The initial mesh T0 is sufficiently fine. In particular, it satisfies (3.6).
Based on assumptions 2.2 we have the following mesh constants.
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1) Define
hT := max
T∈T
hT , where hT = |T |1/d. (2.14)
In particular, h0 is the initial mesh diameter.
2) Define the mesh constant γN = 2γr where γr = h0hmin and hmin = minT∈T0 hT then
for any two elements T, T˜ in the same generation hT ≤ γrhT˜ and as neighboring
elements may differ by at most one generation for any two neighboring elements
T and T ′
hT ≤ 2γrhT ′ = γNhT ′ . (2.15)
3) The minimal angle condition satisfied by newest vertex bisection implies the mesh-
size hT is comparable to hσ, the size of any true-hyperface σ of T . In particular,
there is a constant γ¯
hσ
hT
≤ γ¯2 for all T. (2.16)
Let T the set of conforming meshes derived from the initial mesh T0. Define TN ⊂ T
by TN = {T ∈ T
∣∣ #T − #T0 ≤ N}. For a conforming mesh T1 with a conforming
refinement T2 we say T2 ≥ T1. The set of refined elements is given by
R1→2 := RT1→T2 := T1 \ (T2 ∩ T1). (2.17)
Define the finite element space
VT := H10 (Ω) ∩
∏
T∈T
Pn(T ) and Vk := VTk . (2.18)
For subsets ω ⊆ T ,
VT (ω) := H10 (Ω) ∩
∏
T∈ω
Pn(T ), (2.19)
where Pn(T ) is the space of polynomials degree degree n over T . Denote the patch about
T ∈ T
ωT := T ∪ {T ′ ∈ T
∣∣ T ∩ T ′ is a true-hyperface of T}. (2.20)
For a d-simplex T , an true-hyperface is a d− 1 dimensional face of T , e.g., a face in 3D
or an edge in 2D. Define the discrete primal problem: Find uk ∈ Vk such that
a(uk, vk) = f(vk), vk ∈ Vk, (2.21)
and the discrete dual problem
a∗(zk, vk) = g(vk), vk ∈ Vk. (2.22)
2.3. Goal oriented AFEM (GOAFEM). As in [18] the goal oriented adaptive finite
element method (GOAFEM) is based on the standard AFEM algorithm:
SOLVE → ESTIMATE → MARK → REFINE . (2.23)
In the goal oriented method, one enforces contraction of the quasi-error in both the primal
problem and an associated dual problem. As shown in section §3.6, the error in the goal-
function satisfies the bound
|g(u)− g(uk)| = |a(u− uk, z − zk)| ≤ 2|||u− uk||||||z − zk|||.
This motivates driving down the energy-error in both the primal and dual problems at
each iteration. As noted in [7] the residual-based error estimator does not exhibit mono-
tone behavior in general, although it is monotone non-increasing with respect to nested
mesh refinement when applied to the same (coarse) function. The quasi-error is shown
to contract for each problem for which mesh refinement satisfies the Do¨rfler property.
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However, refining the mesh with respect to the primal problem does not guarantee the
quasi-error in the dual problem will be non-increasing, and vice-versa. As such, the pro-
cedures SOLVE and ESTIMATE are performed for each of the primal and dual problems.
The marked set is taken to be the union of marked sets from the primal and dual prob-
lems, each chosen to satisfy the Do¨rfler property. This method produces a sequence of
refinements for which the quasi-error in the both the primal and dual problems contract
at each step. The requirement to reduce the quasi-error rather than the energy error as
in [18] is why the marking strategy in this method differs from the one shown effective
for the Laplacian. Our numerical results demonstrate similar behavior of both methods,
although the method presented here has the advantage that the code takes fewer iterations
of (2.23) to achieve similar results.
Procedure SOLVE. The contraction result supposes the exact Galerkin solution is
found on each mesh refinement.
Procedure ESTIMATE. The estimation of the error on each element is determined
by a standard residual-based estimator. The residuals over element interiors and jump-
residuals over the boundaries are based on the local strong forms of the elliptic operator
and its adjoint as follows.
L(v) = ∇ · (A∇v)− b · ∇v − cv; L∗(v) = ∇ · (A∇v) + b · ∇v − cv. (2.24)
The residuals for the primal and dual problems using the sign convention in [7] are:
R(v) := f + L(v); R∗(v) := g + L∗(v), v ∈ VT . (2.25)
While the primal and dual solutions u and z of (1.3) and (2.1) respectively satisfy
f(z) = a(u, z) = a∗(z, u) = g(u)
the residuals for the primal and dual problems are in general different. The jump residual
for the primal and dual problems is
JT (v) := J[A∇v] · nK∂T , (2.26)
where jump operator J · K is given byJφK∂T := lim
t→0
φ(x+ tn)− φ(x− tn), (2.27)
and n is taken to be the appropriate outward normal defined piecewise on ∂T . On bound-
ary edges σb we have J[A∇v] · nKσb ≡ 0
so that J[A∇v] · nK∂T = J[A∇v] · nK∂T∩Ω. For clarity, we will also employ the notation
RT (v) := R(v)
∣∣
T
, v ∈ VT ,
and similarly for the other strong form operators. The error indicator is given as
ηpT (v, T ) := h
p
T‖R(v)‖pL2(T ) + h
p/2
T ‖JT (v)‖pL2(∂T ), v ∈ VT . (2.28)
The dual error-indicator is then given by
ζpT (w, T ) := h
p
T‖R∗(w)‖pL2(T ) + h
p/2
T ‖JT (w)‖pL2(∂T ), w ∈ VT . (2.29)
The error estimators are given by the lp sum of error indicators over elements in the space
where p = 1 or 2.
ηpT (v) :=
∑
T∈T
ηpT (v, T ), v ∈ VT . (2.30)
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The dual energy estimator is:
ζpT (w) :=
∑
T∈T
ζpT (w), w ∈ VT . (2.31)
The contraction results for the quasi-error presented below will be shown to hold for
p = 1, 2 where the error estimator and oscillation are defined in terms of the lp norm.
While complexity results are shown only for p = 2, the contraction results for p = 1 are
useful for nonlinear problems; see [16].
For analyzing oscillation, for v ∈ VT let Π2m the orthogonal projector defined by the
best L2 approximation in Pm over mesh T and P 2m = I−Π2m. Define now the oscillation
on the elements T ∈ T for the primal problem by
oscT (v, T ) := hT‖P 22n−2R(v)‖L2(T ) (2.32)
and analogously for the dual problem. For subsets ω ⊆ T set
oscpT (v, ω) :=
∑
T∈ω
oscpT (v, T ). (2.33)
The data estimator and data oscillation, identical for both the primal and dual problems,
are given by
ηpT (D,T ) := h
p
T
(
‖divA‖pL∞(T ) + h
−p
T ‖A‖pL∞(ωT ) + ‖c‖
p
L∞(T ) + ‖b‖
p
L∞(T )
)
, (2.34)
oscpT (D,T ) := h
p
T
(
‖P∞n−1divA‖pL∞(T ) + h
−p
T ‖P∞n A‖pL∞(T )
+hpT‖P∞n−2c‖pL∞(T ) + ‖P∞2n−2c‖
p
L∞(T ) + ‖P∞n−1b‖
p
L∞(T )
)
. (2.35)
The data estimator and oscillation over the mesh T or a subset ω ⊂ T are given by the
maximum data estimator (oscillation) over elements in the mesh or subset: For ω ⊆ T
ηT (D,ω) = max
T∈ω
ηT (D,T ) and oscT (D,ω) = max
T∈ω
oscT (D,T ).
The data estimator and data oscillation on the initial mesh
η0 := ηT0(D, T0), and osc0 := oscT0(D, T0).
As the grid is refined, the data estimator and data oscillation terms satisfy the monotonic-
ity property [7] for refinements T2 ≥ T1
η2(D, T2) ≤ η1(D, T1) and osc2(D, T2) ≤ osc1(D, T1). (2.36)
Procedure MARK. The Do¨rfler marking strategy for the goal-oriented problem is
based on the following steps as in [18]:
1) Given θ ∈ (0, 1), mark sets for each of the primal and dual problems:
• Mark a setMp ⊂ Tk such that,∑
T∈Mp
η2k(uk, T ) ≥ θ2η2k(uk, Tk) (2.37)
• Mark a setMd ⊂ Tk such that,∑
T∈Md
ζ2k(zk, T ) ≥ θ2ζ2k(zk, Tk) (2.38)
2) Let M = Mp ∪ Md the union of sets found for the primal and dual problems
respectively.
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The set M differs from that in [18], where the set of lesser cardinality between
Mp andMd is used. In the case of the nonsymmetric problem the error reduced at each
iteration is the quasi-error rather than the energy error as in the symmetric problem [18].
This error for each problem is guaranteed to contract based on the refinement satisfy-
ing the Do¨rfler property. As such, refining the mesh with respect to one problem does
not guarantee the quasi-error in the other problem is nonincreasing. Sets Mp andMd
with optimal cardinality (up to a factor of 2) can be chosen in linear time by binning the
elements rather than performing a full sort [18].
Procedure REFINE. The refinement (including the completion) is performed accord-
ing to newest vertex bisection [5]. The complexity and other properties of this procedure
are now well-understood, and will simply be exploited here.
3. CONTRACTION AND CONVERGENCE THEOREMS
The key elements of the main contraction argument constructed below are quasi-
orthogonality 3.1, error estimator as upper-bound on energy-norm error 3.2 and estimator
reduction 3.4. Estimator-reduction is shown via the local-perturbation estimate 3.3. The
local perturbation of the oscillation is presented here and used in §4. Mesh refinements
T1 and T2 (respectively Tj) are assumed conforming, and uj is assumed the Galerkin so-
lution on refinement Tj . The following results hold for both the primal and dual problems
which differ by the sign of the convection term; therefore, they are established here only
for the primal problem.
3.1. Quasi-orthogonality. Orthogonality in the energy-norm |||u− u2|||2 = |||u− u1|||2−
|||u2 − u1|||2 does not generally hold in the nonsymmetric problem. We use the weaker
quasi-orthogonality result to establish contraction of AFEM (GOAFEM). The following
is a variation on Lemma 2.1 in [17] (see also [16]).
Lemma 3.1 (Quasi-orthogonality). Let the problem data satisfy Assumption 2.1 and the
mesh satisfy conditions (1) and (2) of Assumption 2.2. Let T1, T2 ∈ T with T2 ≥ T1. Let
uk ∈ Vk the solution to (2.21), k = 1, 2. There exists a constantC∗ > 0 depending on the
problem dataD and initial mesh T0, and a number 0 < s ≤ 1 dictated only by the angles
of ∂Ω, such that if the meshsize h0 of the initial mesh satisfies Λ¯ := C∗hs0‖b‖L∞µ−1/20 < 1,
then
|||u− u2|||2 ≤ Λ|||u− u1|||2 − |||u2 − u1|||2, (3.1)
where
Λ := (1− C∗hs0‖b‖L∞µ−1/20 )−1.
Equality holds (usual orthogonality) when b = 0 in Ω, in which case the problem is
symmetric.
Proof. The proof follows close that of Lemma 2.1 in [17]. Let
e2 := u− u2, e1 := u− u1, and ε1 := u2 − u1.
By Galerkin orthogonality
|||e1|||2 = a(e1, e1) = |||e2|||2 + |||ε1|||2 + a(ε1, e2). (3.2)
Rearranging and applying the divergence-free condition on the convection term
|||e2|||2 = |||e1|||2 − |||ε1|||2 − 2〈b · ∇ε1, e2〉.
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Applying Ho¨lder’s inequality and coercivity (2.9) |ε1|H1 ≤ µ−1/20 |||ε1||| followed by Young’s
inequality with constant δ to be determined,
−2〈b · ∇ε1, e2〉 ≤ δ‖e2‖2L2 +
‖b‖2L∞
δµ0
|||ε1|||2. (3.3)
By a duality argument for some C∗ > 0 assuming u ∈ H1+s(Ω) for some 0 < s ≤ 1
depending on the angles of ∂Ω
‖e2‖L2 ≤ C∗hs0|||e2|||. (3.4)
The details of this argument as described in the appendix §7 may also be found in [1]
and [8]. Applying (3.4) and (3.3) to (3.2),
(1− δC2∗h2s0 )|||u− u2|||2 ≤ |||u− u1|||2 −
(
1− ‖b‖
2
L∞
δµ0
)
|||u1 − u2|||2. (3.5)
Choose δ to equate coefficients
δC2∗h
2s
0 =
‖b‖2L∞
δµ0
=⇒ δ = ‖b‖L∞
C∗hs0
√
µ0
,
then
|||u− u2|||2 ≤
(
1− ‖b‖L∞C∗hs0µ−1/20
)−1
|||u− u1|||2 − |||u1 − u2|||2.
Assuming the initial mesh as characterized by h0 satisfies
Λ¯ = ‖b‖L∞C∗hs0µ−1/20 < 1, (3.6)
the quasi-orthogonality result holds. 
Note that by (3.2) we also have
|||ε1|||2 = |||e1|||2 − |||e2|||2 − 2〈b · ∇e2, ε1〉. (3.7)
Similarly to (3.3)
−2〈b · ∇e2, ε1〉 ≥ −2|〈b · ∇e2, ε1〉| ≥ −δ‖ε1‖2L2 −
‖b‖2L∞
δµ0
|||e2|||2, (3.8)
which under the same assumptions yields the estimate
|||u2 − u1|||2 ≥ (1 + Λ¯)−1|||u− u1|||2 − |||u− u2|||2, (3.9)
where Λ¯ < 1 =⇒ (1 + Λ¯)−1 > 1/2.
3.2. Error estimator as global upper-bound. We now recall the property that the error
estimator is a global upper bound on the error. The proof is fairly standard; see e.g. [18]
(Proposition 4.1), [17] (3.6), and [16].
Lemma 3.2 (Error estimator as global upper-bound). Let the problem data satisfy As-
sumption 2.1 and the mesh satisfy conditions (1) and (2) of Assumption 2.2. Let T1, T2 ∈
T with T2 ≥ T1. Let uk ∈ Vk the solution to (2.21), k = 1, 2 and u the solution to (1.3).
Let
G = G(T2, T1) := {T ⊂ T1
∣∣ T ∩ T˜ 6= ∅ for some T˜ ∈ T1, T˜ /∈ T2}.
Then for global constant C1 depending on the problem data D and initial mesh T0
|||u2 − u1||| ≤ C1η1(u1, G) (3.10)
and in particular
|||u− u1||| ≤ C1η1(u1, T1). (3.11)
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3.3. Local perturbation. The local perturbation property established in [7], analogous
to the local Lipshitz property in [16], is a key step in establishing the contraction result.
This is a minor variation on Proposition 3.3 in [7] which deals with a symmetric prob-
lem. Here, we include a convection term in the estimate. In particular, (3.12) shows
that the difference in the error indicators over an element T between two functions in
a given finite element space may be bounded by a fixed factor of the native norm over
the patch ωT of the difference in functions. In contrast with the analogous result in [7]
the estimate (3.13) involves a fixed factor of the native norm over an individual element
rather than a patch as by the continuity of A the oscillation term does not involve the
jump residual.
We include the proof of (3.12) for completeness. The proof of (3.13) may be found
in [7] with the final result inferred by the absence of the jump residual in the oscillation
term.
Lemma 3.3 (Local perturbation). Let the problem data satisfy Assumption 2.1 and the
mesh satisfy condition (1) of Assumption 2.2. Let T ∈ T. For all T ∈ T and for any
v, w ∈ VT
ηT (v, T ) ≤ ηT (w, T ) + Λ¯1ηT (D,T )‖v − w‖H1(ωT ) (3.12)
oscT (v, T ) ≤ oscT (w, T ) + Λ¯2oscT (D,T )‖v − w‖H1(T ) (3.13)
where recalling (2.20) ωT is the union of T with elements in T sharing a true-hyperface
with T . The constants Λ¯1, Λ¯2 > 0 depend on the initial mesh T0, the dimension d and the
polynomial degree n.
Proof of (3.12). From (2.28)
ηpT (v, T ) := h
p
T‖R(v)‖pL2(T ) + h
p/2
T ‖JT (v)‖pL2(∂T ), v ∈ VT . (3.14)
Denote ηT (v, T ) by η(v, T ). Set e = v − w. By linearity
R(v) = R(w + e) = f + L(w + e) = f + L(w) + L(e) = R(w) + L(e)
and
J(v) = J(w + e) = J(w) + J(e).
For p = 1 by the triangle inequality
η(v, T ) = hT‖R(w) + L(e)‖L2(T ) + h1/2T ‖J(w) + J(e)‖L2(∂T )
≤ η(w, T ) + hT‖L(e)‖L2(T ) + h1/2T ‖J(e)‖L2(∂T ).
For p = 2 using the generalized triangle-inequality√
(a+ b)2 + (c+ d)2 ≤
√
a2 + c2 + b+ d, for a, b, c, d > 0 (3.15)
we have
η(v, T ) =
(
h2T‖R(w) + L(e)‖2L2(T ) + hT‖J(w) + J(e)‖2L2(∂T )
)1/2
≤ η(w, T ) + hT‖L(e)‖L2(T ) + h1/2T ‖J(e)‖L2(∂T ).
Consider the second term on the RHS hT‖L(e)‖L2(T ). By definition (2.24) of L( · ), the
product rule applied to the diffusion term and the triangle-inequality
‖L(e)‖L2(T ) ≤ ‖divA · ∇e‖L2(T ) + ‖A : D2e‖L2(T ) + ‖ce‖L2(T ) + ‖b · ∇e‖L2(T )
where D2e is the Hessian of e. Consider each term. The first diffusion term
‖divA · ∇e‖L2(T ) ≤ ‖divA‖L∞(T )‖∇e‖L2(T ) (3.16)
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by the inequality
‖v · z‖L2(T ) ≤ ‖v‖L∞(T )‖z‖L2(T ), v ∈ L∞(T ), z ∈ L2(T ). (3.17)
Applying (3.17) and inverse-estimate [6] to the second diffusion term
‖A : D2e‖L2(T ) ≤ ‖A‖L∞(T )‖D2e‖L2(T )
≤ CIh−1T ‖A‖L∞(T )‖∇e‖L2(T ). (3.18)
For the reaction term
‖ce‖L2(T ) ≤ ‖c‖L∞(T )‖e‖L2(T ). (3.19)
For the convection term applying (3.17)
‖b · ∇e‖L2(T ) ≤ ‖b‖L∞(T )‖∇e‖L2(T ). (3.20)
Consider the the jump-residual term ‖J(e)‖L2(∂T ). For each interior true-hyperface σ =
T ∩ T ′, T, T ′ ∈ T by (2.27)
J(e)
∣∣
σ
:= lim
t→0+
(A∇e)(x+ tnσ)− lim
t→0−
(A∇e)(x− tnσ)
= nσ · (A∇e)
∣∣
T
− nσ · (A∇e)
∣∣
T ′ (3.21)
where (A∇e)∣∣
T
is understood to refer to the product of the limiting value of A∇e as the
element boundary is approached from the interior of T . By the triangle-inequality
‖J(e)‖L2(σ) ≤ ‖nσ · (A∇e)
∣∣
T
‖L2(σ) + ‖nσ · (A∇e)
∣∣
T ′‖L2(σ).
By bounds for the inner-product with a unit normal and a matrix-vector product
‖φ · n‖L2(σ) ≤ ‖φ‖L2(σ), φ ∈ L2(σ), (3.22)
‖Mφ‖L2(T ) ≤ ‖M‖L∞(T )‖φ‖L2(T ), M ∈ L∞(T ), φ ∈ L2(T ) (3.23)
obtain
‖nσ · (A∇e)
∣∣
T
‖L2(σ) ≤ ‖(A∇e)
∣∣
T
‖L2(σ) ≤ ‖A
∣∣
T
‖L∞(σ)‖∇e
∣∣
T
‖L2(σ). (3.24)
Applying the trace theorem and an inverse inequality to ‖∇e∣∣
T
‖L2(σ) via the inequality
‖φ‖L2(σ) ≤ Ch−1/2T ‖φ‖L2(T ), φ ∈ L2(T ) (3.25)
we have
‖∇e∣∣
T
‖L2(σ) ≤ CT (γ¯)d−1h−1/2T ‖∇e‖L2(T ). (3.26)
By the Lipschitz property of A
‖A∣∣
T
‖L∞(σ) = ‖A‖L∞(σ) ≤ ‖A‖L∞(T ). (3.27)
By (3.24), (3.26), (3.27) and comparability of mesh diameters (2.15)
‖J(e)‖L2(σ) ≤ 2CT (γ¯)d−1γ1/2N h−1/2T ‖A‖L∞(ωT )‖∇e‖L2(ωT ).
Element T has at most d+ 1 interior true-hyperfaces yielding
‖J(e)‖L2(∂T ) ≤ 2(d+ 1) CT (γ¯)d−1γ1/2N h−1/2T ‖A‖L∞(ωT )‖∇e‖L2(ωT )
= CJh
−1/2
T ‖A‖L∞(ωT )‖∇e‖L2(ωT ).
Putting together the terms from L and from the jump residual,
η(v, T ) ≤ η(w, T ) + hT
(‖divA‖L∞(T ) + CIh−1T ‖A‖L∞(T )
+ ‖c‖L∞(T ) + ‖b‖L∞(ω)
) ‖e‖H1(T ) + h1/2T CJh−1/2T ‖A‖L∞(ωT )‖e‖H1(ωT )
≤ η(w, T ) + CTOT ′ ηT (D,T )‖v − w‖H1(ωT )
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where CTOT ′ differs by a factor of 2 for p = 1, 2. 
3.4. Estimator reduction. We now establish one of the three key results we need,
namely estimator reduction. This result is a minor variation of [7] Corollary 2.4 and
is stated here for completeness.
Theorem 3.4 (Estimator reduction). Let the problem data satisfy Assumption 2.1 and
the mesh satisfy conditions (1) and (2) of Assumption 2.2. Let T1 ∈ T, M ⊂ T1 and
T2 = REFINE(T1,M). For p = 1 let
Λ1 := (d+ 2)
2Λ¯21m
−2
E and λ := (1− 2−1/2d)2 > 0
and for p = 2 let
Λ1 := (d+ 2)Λ¯
2
1m
−2
E and λ := 1− 2−1/d > 0
with Λ¯1 from 3.3 (Local Perturbation). Then for any v1 ∈ V1 and v2 ∈ V2 and δ > 0
η22(v2, T2) ≤(1 + δ)
{
η21(v1, T1)− λη21(v1,M)
}
+ (1 + δ−1)Λ1η20|||v2 − v1|||2. (3.28)
Proof. The proofs for p = 1 and p = 2 are similar. For p = 1 it is necessary to sum over
elements before squaring and for p = 2 square first then sum over elements.
Proof for the case p = 1. By the local Lipschitz property (3.12)
η2(v2, T ) ≤ η2(v1, T ) + Λ¯1η2(D,T )‖v2 − v1‖H1(ωT ). (3.29)
Summing over all elements T ∈ T2, the sum of norms over ωT covers each element at
most (d + 2) times as each patch ωT is the union of element T and the (up to) d + 1
elements sharing a true-hyperface with T . Then by the coercivity (2.12) over Ω
η2(v2, T2) ≤ η2(v1, T2) + (d+ 2)Λ¯1mE−1η22(D, T2)|||v2 − v1|||. (3.30)
Squaring (3.30) and applying Young’s inequality with constant δ to the cross-term,
η22(v2, T2) ≤ (1 + δ)η22(v1, T2) + (1 + δ−1)(d+ 2)2Λ¯21m−2E η22(D, T2)|||v2 − v1|||2
= (1 + δ)η22(v1, T2) + (1 + δ−1)Λ1η22(D, T2)|||v2 − v1|||2. (3.31)
For an element T ∈ M marked for refinement, let T2,T := {T ′ ∈ T2
∣∣ T ′ ⊂ T}. As
v1 ∈ V1 has no discontinuities across element boundaries in T2,T , we have J(v1) = 0 on
true hyperfaces in the interior of T2,T .
Recall the element diameter hT = |T |1/d. For an element T marked for refinement, T ′
must be a proper subset of T , in particular a product of at least one bisection so that
|T ′| ≤ 1
2
|T | ↔ |T ′|1/d ≤ 1
21/d
|T |1/d ↔ hT ′ ≤ 1
21/d
hT . (3.32)
Then ∑
T ′∈T2,T
η2(v1, T
′) ≤
∑
T ′∈T2,T
hT ′‖R(v1)‖L2(T ′) +
∑
T ′∈T2,T
h
1/2
T ′ ‖J(v)‖L2(∂T ′∩∂T )
≤ 2−1/dhT
∑
T ′∈T2,T
(‖R(v1)‖L2(T ′))+ 2−1/2dh1/2T ‖J(v)‖L2(∂T )
≤ 2−1/2d
(
hT‖R(v1)‖L2(T ) + h1/2T ‖J(v)‖L2(∂T )
)
= 2−1/2dη1(v1, T ). (3.33)
For an element T /∈M, that is T ′ = T the indicator is reproduced
η2(v1, T
′) = η1(v1, T ). (3.34)
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Sum over all T ∈ T2 by estimates (3.33), (3.34) writing the sum of indicators over the
T1 \ M as the total estimator less the indicators over the refinement set M. Let the
refined setR := {T ∈ T2
∣∣ T ′ ⊂ T˜ for some T˜ ∈M} then
η2(v1, T2) =
∑
T∈T2
η2(v1, T )
=
∑
T∈T2\R
η2(v1, T ) +
∑
T∈R
η2(v1, T )
≤ η1(v1, T1)− η1(v1,M) + 2−1/2dη1(v1,M)
= η1(v1, T1)− λ1 η1(v1,M) (3.35)
where λ1 = 1− 2−1/2d < 1. Squaring (3.35)
η22(v1, T2) ≤ η21(v1, T1) + λ21 η21(v1,M)− 2λ21 η21(v1,M)
= η21(v1, T1)− λ η21(v1,M) (3.36)
where λ = λ21 = (1− 2−1/2d)2. Applying (3.36) to (3.31) and applying monotonicity of
the data-estimator
η22(v2, T2) ≤ (1 + δ)
(
η21(v1, T1)− λ η21(v1,M)
)
+ (1 + δ−1)Λ21η
2
0(D, T0)|||v2 − v1|||2.
The proof for the case p = 2 is similar and may be found in [7]. 
3.5. Contraction of AFEM. We now establish the main contraction results. The con-
traction result 3.5 is a modification of [7] Theorem 4.1. Here we use quasi-orthogonality
to establish contraction of each of the nonsymmetric problems (1.3) and (2.1).
Theorem 3.5 (GOAFEM contraction). Let the problem data satisfy Assumption 2.1 and
the mesh satisfy Assumption 2.2. Let u the solution to (1.3). Let θ ∈ (0, 1], and let
{Tk,Vk, uk}k≥0 be the sequence of meshes, finite element spaces and discrete solutions
produced by GOAFEM. Then there exist constants γ > 0 and 0 < α < 1, depending on
the initial mesh T0 and marking parameter θ such that
|||u− uk+1|||2 + γη2k+1 ≤ α2
(|||u− uk|||2 + γη2k) . (3.37)
The analogous result holds for the dual problem with {Tk,Vk, zk}k≥0 the sequence of
meshes, finite element spaces and discrete solutions produced by GOAFEM.
Proof. Denote
ek = u− uk, ek+1 = u− uk+1 and εk = uk+1 − uk.
Let
ηk = ηk(uk, Tk), ηk(Mk) = ηk(uk,Mk) and ηk+1 = ηk+1(uk+1, Tk+1).
By the result of Estimator Reduction 3.4, for any δ > 0
η2k+1 ≤ (1 + δ)
{
η2k − λη2k(Mk)
}
+ (1 + δ−1)Λ1η20|||εk|||2.
Multiplying this inequality by positive constant γ (to be determined) and adding the
quasi-orthogonality estimate |||ek+1|||2 ≤ Λ|||ek|||2 − |||εk|||2 obtain
|||ek+1|||2 + γη2k+1 ≤ Λ|||ek|||2 − |||εk|||2 + γ(1 + δ)
{
η2k − λη2k(Mk)
}
+ γ(1 + δ−1)Λ1η20|||εk|||2. (3.38)
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Choose γ to eliminate |||εk||| the error between consecutive estimates by setting
γ(1 + δ−1)Λ1η20 = 1 ⇐⇒ γ =
1
(1 + 1/δ)Λ1η20
⇐⇒ γ(1 + δ) = δ
Λ1η20
. (3.39)
Applying (3.39) to (3.38) obtain
|||ek+1|||2 + γη2k+1 ≤ Λ|||ek|||2 + γ(1 + δ)η2k − γ(1 + δ)λη2k(Mk). (3.40)
By the Do¨rfler marking strategy η2k(Mk) ≥ θ2η2k so that
|||ek+1|||2 + γη2k+1 ≤ Λ|||ek|||2 + γ(1 + δ)η2k − γ(1 + δ)λθ2η2k. (3.41)
Split the last term by factors of β and (1− β) for any β ∈ (0, 1) to arrive at
|||ek+1|||2 + γη2k+1 ≤ Λ|||ek|||2 + γ(1 + δ)η2k − βγ(1 + δ)λθ2η2k
− (1− β)γ(1 + δ)λθ2η2k. (3.42)
Applying the upper-bound estimate (3.11) |||ek|||2 ≤ C1η2k to the term multiplied by β
then by (3.39)
|||ek+1|||2 + γη2k+1 ≤ Λ|||ek|||2 −
βγ(1 + δ)λθ2
C1
|||ek|||2 + γ(1 + δ)η2k
− (1− β)γ(1 + δ)λθ2η2k (3.43)
= Λ|||ek|||2 − β δλθ
2
C1Λ1η20
|||ek|||2 + γ(1 + δ)η2k
− (1− β)γ(1 + δ)λθ2η2k (3.44)
=
(
Λ− β δλθ
2
C1Λ1η20
)
|||ek|||2 + γ(1 + δ)
(
1− (1− β)λθ2) η2k (3.45)
= α21(δ, β)|||ek|||2 + γα22(δ, β)η2k (3.46)
where
α21(δ, β) := Λ− β
λθ2
C1Λ1η20
δ, α22(δ, β) := (1 + δ)
(
1− (1− β)λθ2) . (3.47)
Choose δ small enough so that
α2 := max{α21, α22} < 1.
To ensure such a δ exists in light of the quasi-orthogonality constant Λ > 1 observe
α21 < 1 when δ > (Λ− 1)
C1Λ1η
2
0
βλθ2
and
α22 < 1 when δ <
(
1− (1− β)λθ2)−1 − 1 = (1− β)λθ2
1− (1− β)λθ2
so to obtain an interval of positive measure where δ may be found we require
(Λ− 1)C1Λ1η
2
0
βλθ2
<
(1− β)λθ2
1− (1− β)λθ2
placing a second constraint on the quasi-orthogonality constant
Λ < 1 +
λ2θ4β(1− β)
C1Λ1η20 (1− (1− β)λθ2)
(3.48)
where 0 < β < 1 and θ < 1 may be chosen. 
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Notice the choice of δ small enough to satisfy α2 < 1 is always possible, as each term
may be independently driven below unity by a sufficiently small value of δ, so long as
the quasi-orthogonality constant Λ is sufficiently close to one. For a discussion on the
optimal contraction factor see Remark 4.3 in [7]; see also the discussion in [16].
3.6. Convergence of GOAFEM. We now derive a bound on error in the goal function.
Theorem 3.6 (GOAFEM functional convergence). Let the problem data satisfy Assump-
tion 2.1 and the mesh satisfy Assumption 2.2. Let u the solution to (1.3) and z the solution
to (2.1). Let θ ∈ (0, 1], and let {Tk,Vk, uk, zk}k≥0 be the sequence of meshes, finite el-
ement spaces and discrete primal and dual solutions produced by GOAFEM. Let γp the
constant γ from Theorem 3.5 applied to the primal problem (2.21) and γd the constant γ
from Theorem 3.5 applied to the dual (2.22). Then for constant α < 1 as determined by
Theorem 3.5
|g(u)− g(uk)| ≤ 2
{
α2k
(|||u− u0|||2 + γpη20(u0, T0))− γpη2k}1/2
× {α2k (|||z − z0|||2 + γdζ20 (z0, T0))− γdζ2k}1/2 .
Proof. On the primal side for all vk ∈ Vk
a(u− uk, vk) = a(u, vk)− a(uk, vk) = f(vk)− f(vk) = 0,
the primal Galerkin orthogonality property. On the dual side, g(u) = a∗(z, u) and
g(uk) = a
∗(z, uk, ) so that
g(u)− g(uk) = a∗(z, u− uk) = a(u− uk, z) = a(u− uk, z − zk). (3.49)
Define an inner-product α by the symmetric part of a( · , · )
α(v, w) = 〈A∇v,∇w〉+ 〈cv, w〉,
then
|||v|||2 = a(v, v) = α(v, v),
and
a(v, w) = α(v, w) + 〈b · ∇v, w〉.
Then as α(·, ·) is a symmetric bilinear form on Hilbert space; it is an inner product and it
induces a norm identical to the energy norm induced by a( · , · ). As such we may apply
the Cauchy-Schwarz inequality [11] to α and we’re left to handle the convection term.
a(u− uk, z − zk) = α(u− uk, z − zk) + 〈b · ∇(u− uk), z − zk〉
≤ |||u− uk||||||z − zk|||+ 〈b · ∇(u− uk), z − zk〉. (3.50)
By Ho¨lder’s inequality followed by a duality estimate as in §7 on the dual error and
coercivity on the primal,
〈b · ∇(u− uk), z − zk〉 ≤ ‖b‖L∞C∗hs0µ−1/20 |||z − zk||||||u− uk|||. (3.51)
Recalling Λ¯ = ‖b‖L∞C∗hs0µ−1/20
a(u− uk, z − zk) ≤ |||u− uk||||||z − zk|||+ Λ¯|||u− uk||||||z − zk|||. (3.52)
Under assumption (3.6) (Λ¯ < 1) on the initial mesh and from (3.49),
|g(u)− g(uk)| = |a(u− uk, z − zk)| ≤ 2|||u− uk||||||z − zk|||. (3.53)
From 3.5 there is an α < 1 such that for the primal problem with estimator ηk
|||u− uk+1|||2 ≤ α2
(|||u− uk|||2 + γpη2k)− γpη2k+1 (3.54)
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and for the dual problem with estimator ζk
|||z − zk+1|||2 ≤ α2
(|||z − zk|||2 + γdζ2k)− γdζ2k+1. (3.55)
Iterating, we have from (3.54) and (3.55)
|||u− uk|||2 + γpη2k ≤ α2k
(|||u− u0|||2 + γpη20) (3.56)
|||z − zk|||2 + γdζ2k ≤ α2k
(|||z − z0|||2 + γdζ20) . (3.57)
From (3.53), (3.56) and (3.57) obtain the contraction of error in quantity of interest
|g(u)− g(uk)| ≤ 2
{
α2k
(|||u− u0|||2 + γpη20(u0, T0))− γpη2k}1/2
× {α2k (|||z − z0|||2 + γdζ20 (z0, T0))− γdζ2k}1/2 , (3.58)
or more simply
|g(u)− g(uk)|+ γpη2k + γdζ2k ≤ α2k
(|||u− u0|||2 + γpη20(u0, T0)
+|||z − z0|||2 + γdζ20 (z0, T0)
)
(3.59)
= α2kQ20, (3.60)
with Q0 the quasi-error on the initial mesh.

4. COMPLEXITY
Following the discussion in [7], we can bound the growth of the mesh by
#Tk −#T0 ≤ C
{
Qk(uk, Tk)−1/s +Qk(zk, Tk)−1/t
}
≤ C
{(|||u− uk|||2 + γposc2k(uk, Tk))−1/2s
+
(|||z − zk|||2 + γdosc2k(zk, Tk))−1/2t} . (4.1)
Here we make the usual approximation class assumptions on primal and dual solutions
u ∈ As and z ∈ At. The second inequality in (4.1) follows from (4.3) the equivalence
of the total error and quasi-error. As compared with the analogous result for the stan-
dard adaptive method in [7], #Tk − #T0 ≤ C (|||u− uk|||2 + γposc2k(uk, Tk))−1/2s, the
same procedure applied to the goal-oriented method bounds the complexity but fails to
produce an optimal bound as is shown for the Laplacian in [18]. We find in our nu-
merical results, however, that our marking and refinement strategy is comparable to that
presented in [18].
To show the equivalence of the total error and quasi-error, we start with a fairly stan-
dard result that may be found in [17] Lemma 3.1 and a similar result in [18] Proposition
4.3 and Corollary 4.4.
Lemma 4.1 (Global lower bound). Let the problem data satisfy Assumption 2.1 and the
mesh satisfy Assumption 2.2. Let T1, T2 ∈ T and T2 ≥ T1 a full refinement. Let uk ∈ Vk
the solution to (2.21), k = 1, 2. Then there is a global constant c2 > 0 such that
c2η
2
1(u1, T1) ≤ |||u− u1|||2 + osc21(u1, T1). (4.2)
18 M. HOLST AND S. POLLOCK
Putting together the lower bound on total error (4.2) with domination of the error
estimator over the oscillation and we have the equivalence of the total error and quasi-
error
|||u− uj|||2 + γposc2j(uj, Tj) ≤ |||u− uj|||2 + γpη2j (uj, Tj)
≤
(
1 +
γp
c2
)
E2j (uj, Tj). (4.3)
or
E
−1/s
j (uj, Tj) ≤
(
1 +
γp
c2
)1/2s
Q
−1/s
j (uj, Tj) (4.4)
and similarly for the dual problem
E
−1/t
j (zj, Tj) ≤
(
1 +
γd
c2
)1/2t
Q
−1/t
j (zj, Tj). (4.5)
The complexity bound relies on the approximation class assumption u ∈ As. We
refer the reader to the discussion of the classAs and related approximation classes in [7].
These results imply optimality of the method in the sense of global error convergence, but
not optimality in the sense of convergence to the goal functional. However, our numerical
results below appear to demonstrate this behavior with respect to goal convergence as
well.
5. NUMERICS
We demonstrate the performance of our method (HP) by comparing it with the two
most relevant methods: the dual weighted residual method, DWR; and the method in [18],
referred to here as MS which uses the same residual-based indicator as HP but with a
different strategy for adaptive marking. Our results indicate that on a wide variety of
convection dominated problems, our method performs as well or in some cases better
than the other two methods. We also show a number of the adaptive meshes below,
demonstrating that in many cases, the compared methods produce similar performance
from qualitatively different adaptive refinements. A discussion of the DWR method may
be found in [2, 4, 9, 13, 14, 10] for example. In our DWR implementation, the finite
element space for the primal problem VTk employs linear Lagrange elements as do HP
and MS for both the primal and dual spaces. For DWR, the dual finite element space
V2Tk uses quadratic Lagrange elements. The DWR indicator estimates the influence of
the dual solution on the primal residual. Elementwise
ηTk(v, T ) := 〈R(v), z2 − Ikz2〉T +
1
2
〈JT (v), z2 − Ikz2〉∂T , v ∈ VTk ,
where z2 ∈ V2Tk is the dual solution and Ik is the interpolator onto VTk . The error
estimator is the absolute value of the sum of indicators
ηk =
∣∣∣∣∣∑
T∈Tk
ηT (uk, T )
∣∣∣∣∣ ≤ ∑
T∈Tk
|ηT (uk, T )| .
Both HP and MS use the residual based indicators described in this paper.
In the adaptive algorithms, we use the Do¨rfler marking strategy with θ = 0.6 for all
the methods. Our numerical experiments are implemented using FETK [15], which is a
fairly standard set of finite element modeling libraries for approximating the solutions to
systems of linear and nonlinear elliptic and parabolic equations.
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FIGURE 1. Left: goal error after 18 HP, 36 MS and 19 DWR iterations
for problem 5.1, compared with n−1. Right: goal error after 18 HP, 36
MS and 17 DWR iterations for problem 5.2, compared with n−1.
We consider the convection dominated problem
a(u, v) :=
1
1000
〈∇u,∇v〉+ 〈b · ∇u, v〉 = f(v),
with b = (y, 1
2
− x)T . The goal function is g(u) = ∫ g(x, y)u and
g(x, y) = 500 exp(−500((x− x1)2 + (y − y1)2)), with (x1, y1) = (0.9, 0.675).
The load function f is chosen so that the exact solution u is of the form
u = sin(pix) sin(piy)(2((x− x0)2 + (y − y0))2 + 10−3)−1.
We show results the the domain Ω = (0, 1)2 \ (1/3, 2/3)2 for four sets of parameters
Figure 1 x0 = 0.1 y0 = 0.1, (5.1)
x0 = 0.7 y0 = 0.1. (5.2)
Figure 3 x0 = 0.1 y0 = 0.7. (5.3)
Figure 5 x0 = 0.7 y0 = 0.7. (5.4)
In these four examples, we see the effect of moving the primal data far from both the
dual solution and the spike in the dual data, then colliding with the dual solution but
remaining far from the dual spike and finally in close vicinity to the spike in the goal data
g(x, y). We start with an initial mesh of 128 elements. The numbers of iterations shown
in each problem are selected to compare the error in each method with similar numbers
of elements in each mesh. HP and MS use linear Lagrange elements for both primal and
dual finite element spaces whereas our implementation of DWR uses quadratic Lagrange
elements for the dual finite element space and linears for the primal.
In the first two problems 5.1 and 5.2, where the primal spike is far from both the dual
spike and the dual solution, we see all three methods produce comparable reduction in the
goal error shown in Figure 1; however, the residual based and DWR methods adaptively
refine the mesh in qualitatively different ways. Figure 2 shows comparable stages of
mesh refinement for problem 5.1. DWR focuses refinement on the dual solution with
the highest concentration of refinement along the side of the dual solution closest to the
primal spike. HP and MS both concentrate refinement on the primal and dual spikes as
well as the interaction between the dual solution and the boundary. HP and MS produce
similar mesh refinements, and have a similar rate of error reduction compared to the
number of mesh elements; however, MS takes generally twice as many iterations to
20 M. HOLST AND S. POLLOCK
Finite element mesh Finite element mesh Finite element mesh
FIGURE 2. Left: 13 iterations of HP (2695 elements). Center: 26 it-
erations of MS (2715) elements). Right: 14 iterations of DWR (3045
elements) for problem 5.1.
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FIGURE 3. Goal error after 18 HP, 36 MS and 18 DWR iterations for
problem 5.3, compared with n−1.
Finite element mesh Finite element mesh
FIGURE 4. Left: 15 iterations of HP (8667 elements). Right: 15 itera-
tions of DWR (8621 elements) for problem 5.3.
obtain the same goal error as does HP. As discussed in [3], the increase in the number of
iterations is a practical disadvantage as the code takes longer to run.
GOAFEM FOR NONSYMMETRIC PROBLEMS 21
102 103 104 105
10−4
10−3
10−2
10−1
100
101
Goal Error Reduction
 
 
n−1
HP
MS
DWR
FIGURE 5. Goal error after 18 HP, 36 MS and 17 DWR iterations for
problem 5.4, compared with n−1.
Finite element mesh Finite element mesh
FIGURE 6. Left: 14 iterations of HP (5332 elements). Right: 13 itera-
tions of DWR (5292 elements) for problem 5.4.
In the second problem 5.3 where the spikes in the primal and dual data are remote, but
the dual solution collides with the primal data, the residual based methods both outper-
form DWR. As seen in Figure 4, HP refines for both primal and dual data spikes as well
as the boundary interacting with the dual solution. DWR concentrates refinement on the
interaction of the primal and dual solution which captures the spike in the primal data,
but neglects to refine either for the dual data spike, or the area surrounding the primal
spike lying outside the path of the dual solution. This problem is further investigated
with respect to the strength of the diffusion term in problems 5.5 - 5.8, from which we
see the area surrounding the primal spike is of greater importance.
Problem 5.4 places the primal and dual spikes in close vicinity. As seen in Figures 5
and 6, the residual based methods and HP in particular outperform the DWR method
even when the primal and dual spikes are close. Restricting refinement to the close
vicinity of the dual solution, it appears in this convection problem the DWR indicator
is missing important information about the structure of the primal data that the residual
based methods do a better job of capturing in their adaptive refinement.
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FIGURE 7. Left: Goal error after 18 HP, 36 MS iterations and18 DWR
iterations for problem 5.5, compared with n−1. Right: Goal error after 18
HP, 36 MS and 19 DWR iterations compared with n−1.
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FIGURE 8. Left: Goal error after 20 HP, 40 MS iterations and19 DWR
iterations for problem 5.7, compared with n−1. Right: Goal error after 21
HP, 41 MS and 19 DWR iterations for problem 5.8 compared with n−1.
In the next four problems we change the scale of the diffusion term in problem 5.3 to
investigate the relative performance of the three methods when dominance of the con-
vection term is either increased or decreased.
Figure 7 a(u, v) := 10−1〈∇u,∇v〉+ 〈b · ∇u, v〉, (5.5)
a(u, v) := 10−2〈∇u,∇v〉+ 〈b · ∇u, v〉. (5.6)
Figure 8 a(u, v) := 10−4〈∇u,∇v〉+ 〈b · ∇u, v〉, (5.7)
a(u, v) := 10−5〈∇u,∇v〉+ 〈b · ∇u, v〉. (5.8)
Figure 7 shows the reduction in goal error for problems 5.5 and 5.6, in which the dom-
inance of the convection term has been decreased. The graph on the left shows HP with
a mesh of 31806 elements, MS with 31765 elements and DWR with 30748 elements.
The graph on the right shows HP with a mesh of 34249 elements, MS with 34473 ele-
ments and DWR with 32580 elements. We see as the diffusion coefficient in increased,
the three methods show comparable performance, but as the diffusion coefficient is de-
creased as in problem 5.6, the residual based methods start to perform better approaching
the asymptotic regime.
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Finite element mesh Finite element mesh
FIGURE 9. Left: 13 iterations of HP (3507 elements). Right: 13 itera-
tions of DWR (3281 elements) for problem 5.7.
This trend is continued as the diffusion coefficient is decreased: all methods show
a comparable performance for the first few iterations, then the residual based methods
perform better than DWR as the number of mesh refinements increases. Figure 8 shows
the reduction in goal error for problems 5.7 and 5.8. The graph on the left shows HP with
a mesh of 24988 elements, MS with 22150 elements and DWR with 32315 elements. The
graph on the right shows HP with a mesh of 21991 elements, MS with 22087 elements
and DWR with 27493 elements. As the diffusion term is decreased, the refinement for
the DWR method is confined to a tighter band following the dual solution across the
domain, allowing for insufficient development in the structure of the primal problem, as
in Figure 9. Unlike problem 5.3 with its lesser degree of convection dominance, the HP
mesh for problem 5.7 shows a greater degree of refinement in the area surrounding the
primal spike which is apparently important information for an accurate approximation of
g(u).
6. CONCLUSION
In this article we developed convergence theory for a class of goal-oriented adap-
tive finite element methods for second order nonsymmetric linear elliptic equations. In
particular, we established contraction and quasi-optimality results for a method of this
type for the elliptic problem (1.1)–(1.2) with A Lipschitz, almost-everywhere symmet-
ric positive definite (SPD), with b divergence-free, and with c ≥ 0. We first described
the problem class in some detail, with a brief review of conforming finite element dis-
cretization and error-estimate-driven adaptive finite element methods (AFEM). We then
described a goal-oriented variation of standard AFEM (GOAFEM). Following the recent
work of Mommer and Stevenson [18] for symmetric problems, we established contrac-
tion of GOAFEM. We also showed convergence in the sense of the goal function. Our
analysis approach was signficantly different from that of Mommer and Stevenson [18],
and involved the combination of the recent contraction frameworks of Cascon, Kreuzer,
Nochetto and Siebert [7], Nochetto, Siebert and Veeser [19], and of Holst, Tsogtgerel and
Zhu [16]. Our numerical experiments demonstrate that our choice of marking strategy,
while different from the choice used in [18] to show optimal complexity for the Lapla-
cian, performs as well as that method on convection-diffusion problems over a wide
range of convection dominance. Our comparison to the standard goal-oriented strategy
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DWR shows that even for linear problems, the residual based indicators can be as ef-
fective and in some cases even outperform the dual weighted residual method when the
Do¨rfler marking strategy with the same parameter is used for all methods. We emphasize
that our comparison is based on the error in the goal function vs. the number of elements
in the mesh. The DWR method is implemented with quadratic basis functions in the dual
finite element space; however, the increase in degrees of freedom for that method is not
indicated in our plots, nor has it in these examples given the DWR method an advantage
over the residual based methods.
Problems that were not yet addressed include allowing for jump discontinuities in the
diffusion cofficient, and allowing for lower-order nonlinear terms. We will address these
aspects in a future work.
7. APPENDIX
Duality. We include an appendix discussion of the duality argument used in the quasi-
orthogonality estimate in an effort to make the paper more self-contained.
Let u the variational solution to (1.3) and u1 ∈ V1 the Galerkin solution to (2.21).
Assume for any g ∈ L2(Ω) the solution w to the dual problem (2.1) belongs to H2(Ω) ∩
H10 (Ω) and
|w|H2(Ω) ≤ KR‖g‖L2(Ω). (7.1)
Then
‖u− u1‖L2 ≤ Ch0|||u− u1|||. (7.2)
If w ∈ H2loc(Ω) ∩H10 (Ω) but w /∈ H2(Ω) due to the angles of a nonconvex polyhedral
domain Ω then w ∈ H1+s for some 0 < s < 1 where s depends on the angles of ∂Ω.
Assume in this case for any g ∈ L2
|w|H1+s(Ω) ≤ KR‖g‖L2(Ω) (7.3)
then
‖u− u1‖L2 ≤ Chs0|||u− u1|||. (7.4)
As discussed in [8], [11] and [1] the regularity assumptions are reasonable based on the
continuity of the diffusion coefficients aij and the convection and reaction coefficients bi
and c in L∞(Ω).
Proof of (7.2): The proof follows the duality arguments in [1] and [6].
Let w ∈ H10 (Ω) the solution to the dual problem
a∗(w, v) = 〈u− u1, v〉, v ∈ H10 (Ω). (7.5)
Let Ih a global interpolator based on refinement T1. Assume Ihw is C0 and the
corresponding shape functions have approximation order m. For m = 2
‖w − Ihw‖H1 ≤ CIhT1|w|H2. (7.6)
As discussed in [1] the interpolation estimate over reference element Tˆ follows from
the Bramble-Hilbert lemma applied to the bounded linear functional f(uˆ) = 〈uˆ−Ihuˆ, vˆ〉
where vˆ ∈ H t(Tˆ ) is arbitrary then set to uˆ− Ihuˆ. The Sobolev semi-norms for t = 0, 1
over elements T ∈ T are bounded via change of variables to the reference element.
Summing over T ∈ T and combining semi-norms into a norm estimate establishes (7.6).
By (7.1) we have the bound
|w|H2 ≤ KR‖u− u1‖L2 . (7.7)
GOAFEM FOR NONSYMMETRIC PROBLEMS 25
By the identity a(v, y) = a∗(y, v) write the primal form of the variational problems
a(u, v) = f(v), v ∈ H10 (Ω) (7.8)
a(u1, v) = f(v), v ∈ V1 (7.9)
a(v, w) = 〈u− u1, v〉, v ∈ H10 (Ω). (7.10)
Taking v = u− u1 ∈ H10 in (7.10)
a(u− u1, w) = 〈u− u1, u− u1〉 = ‖u− u1‖2L2 . (7.11)
Combining (7.8) and (7.9) we have the Galerkin orthogonality result
a(u− u1, v) = 0, v ∈ V1. (7.12)
Then by (7.11) and (7.12) noting the interpolant of the dual solution Ihw ∈ V1
‖u− u1‖2L2 = a(u− u1, w) = a(u− u1, w − Ihw). (7.13)
Starting with (7.13) and applying continuity (2.8), interpolation estimate (7.6) and
elliptic regularity (7.7)
‖u− u1‖2L2 ≤Mc‖u− u1‖H1‖w − Ihw‖H1
≤Mc‖u− u1‖H1CIhT1|w|H2
≤ KRMcCIh0‖u− u1‖H1‖u− u1‖L2 .
Canceling one factor of ‖u− u1‖L2 and applying coercivity (2.9)
‖u− u1‖L2 ≤
Mc
mE
CIKRh0|||u− u1|||. (7.14)
Depending on the regularity of the boundary ∂Ω the solution w may have less regu-
larity: w ∈ H2loc(Ω) but w /∈ H2(Ω). In particular, we may have w ∈ H1+s for some
s ∈ (0, 1). In that case obtain the more general estimate
‖w − Ihw‖H1 ≤ C˜Ihs0|w|1+s
yielding
‖u− u1‖L2 ≤
Mc
mE
C˜IKRhs0|||u− u1|||.
The value of s is found by considering all corners of boundary ∂Ω. Writing the interior
angle at each corner by ω = pi/α it holds for α > 0 and arbitrary ε > 0
ω = pi/α =⇒ w ∈ H1+α−ε
and if pi/(pj + 1) ≤ ω ≤ pi/pj for a set of integers pj characterizing the corners of ∂Ω
‖w − Ihw‖H1 ≤ Chs|w|1+s
where s = min{pj, 1} and s = 1 in the case of a smooth boundary or a convex polyhedral
domain. Details may be found in [1] and [20].
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