Irreducible cyclic codes have been an interesting subject of study for many years. The weight distribution of some of them have been determined. In this paper, we determine the minimum distance and certain weights of the duals of binary irreducible cyclic codes. We show that the weight distribution of these codes is determined by the cyclotomic numbers of certain order. As a byproduct, we describe a class of double-error correcting codes.
I. INTRODUCTION
I RREDUCIBLE cyclic codes have been an interesting subject of study for many years due to several facts. First, the weight distribution of some of them is relatively easy to determine partly because they have small dimensions. In fact, some irreducible cyclic codes have only two weights [9] , [1] . In the semiprimitive cases and several special cases, the weight distribution of irreducible cyclic codes has been determined (see Baumert and McEliece [1] , Delsarte and Goethals [9] , Helleseth, Kløve, and Mykkeltveit [14] ). Second, in certain cases such as the semiprimitive cases, powerful mathematical tools, such as cyclotomy and exponential sums, can be applied to determine the weight distributions (see, for example, Niederreiter [20] ). Numerical examples of the weight distribution of certain minimal cyclic codes are given by MacWilliams and Seery [17] . However, it should be noted that the weight distribution of only a few classes of irreducible cyclic codes is known.
In contrast, little has been done on the determination of the weight distribution of the duals of irreducible cyclic codes. The purpose of this paper is to determine the minimum distance and some weights of the duals of certain classes of binary irreducible cyclic codes. We show that the weight distribution of the duals of binary irreducible cyclic codes is totally determined by the cyclotomic numbers of certain order. This demonstrates Manuscript again that cyclotomy could be quite useful in studying certain codes (see [11] , [10] , [12] for some recent applications of cyclotomy in coding theory). As a byproduct, we describe a class of double-error correcting codes obtained from some of the duals of binary irreducible cyclic codes. We also present a number of open problems on these codes.
II. A CYCLOTOMIC APPROACH TO THE CODES
Let be a primitive element of GF , and let , where the integer with divides . We use to denote the minimum polynomial of over GF . In the case , we are interested in determining the number of codewords of weight in . The proof of Theorem 5 also proves the following conclusion. Remark: It is easily seen that is a code, which is equivalent to the Hamming code. So we are interested only in the case .
It is possible that the minimum distance of is . One natural question is whether it is possible in this case to express the total number of codewords of weight in terms of cyclotomic numbers of order . The answer is positive. We give such an expression later in Theorem 8.
Lemma 7:
The number of solutions of the equation (1) in GF is given by where the satisfy the following system of equations: and the are cyclotomic numbers of order . Proof: Let denote the cyclotomic classes of order . Note that where and are called the Gaussian periods. We now prove that these satisfy the system of equations in the theorem. We define for each the multiset
where an element appears in as many times as takes on the value . We now calculate in two different ways.
First Proof: By Lemma 7, the number of the solutions to (2) in GF is However, some solutions of (2) correspond to a codeword of weight , others do not give such a codeword.
To determine the number of codewords of weight , we divide the solutions of (2) into the following disjoint classes. If is a solution of class A), then each is nonzero (since ), and is also a solution for any , and any permutation of the coordinates of is also a solution. These solutions give the same codeword of weight . On the other hand, any codeword of weight gives solutions. Hence, the number of solutions in class A) is . Hence,
The conclusion then follows. If one can prove that the minimum distance of some is at least , Corollary 9 could be used to show that is exactly . The conclusion then follows.
III. THE CODES WITH FOR SOME
The following result is due to Baumert, Mills, and Ward [2] . It seems that the determination of the cyclotomic numbers of order , where , is equivalent to that of the weight distribution of the binary semiprimitive irreducible cyclic codes. . Then has parameters . The best binary linear codes known with length and dimension have minimum distance [4] .
As mentioned earlier, the weight distribution of several classes of irreducible cyclic codes is known. By using the MacWilliams identity, the weight distribution of the dual code is also known in principle. However, it could even be hard in practice to determine the minimum distance of the dual code, not to mention other weights. To justify this, we look at the following example.
Let divide . In this case, is called a semiprimitive code and has parameters In fact, is a two-weight code with weight enumerator [1] , where By the MacWilliams identity, the weight enumerator of is It is possible to find the coefficients of and prove that has minimum distance . But the expression for is quite complicated.
IV. THE ZETTERBERG CODES

Let
. Then is the Zetterberg code [23] . In this case, and . Zetterberg [23] proved that the minimum distance is at least . Here we point out that or , and show that in certain cases exactly. Before looking at the Zetterberg codes, we prove the following general result. 
Multiplying both sides of (5) with yields
Note that . It follows from (6) that
Combining (4) and (7) yields Hence,
By symmetry, we have (9) Combining (8) and (9) gives which contradicts the fact that . Thus, has no codeword of weight . Note that (10) has solutions of the form and . Any solution of other forms gives a codeword of weight in . Hence, as long as must have a codeword of weight . The conclusion then follows.
Remark: This theorem shows that must have minimum distance if . So it is a useful and general result.
The following theorem gives a class of codes with minimum distance . 
where . By (11) and (12) If and is odd, then and . If and is even, then and . Then the conclusion for the two special cases follows. Similar to Theorem 23, we have the following result.
Theorem 24: Let and be integers with odd. Define , , and . Then the code has parameters VI. SOME CODES WITH LENGTH OF SPECIAL FORMS As before, let . As shown before, if , then the minimum distance of must be . Thus, is a necessary condition for . Intuitively, this is not a sufficient condition. In this section, we describe several classes of codes whose minimum distance is at least . . This proves the dimension of this code.
Since is even, we have . It then follows from Theorem 27 that . By Lemma 15 we get . For it can be checked that By the sphere-packing bound, .
Example 4: Taking and in Theorem 29, we obtain two codes with parameters and respectively.
Open Problem 2: Determine or establish better bounds for the minimum distance of the codes of Theorem 29.
The proof of the following theorem is similar to that of Theorem 27. Proof: It can be easily proved that has no codeword of weight . The proof of Theorem 16 also applies to the proof of . This theorem shows that the class of codes contains also some quadratic residue codes. When , we have a quadratic residue code, which is equivalent to the Golay code.
VIII. DOUBLE-ERROR CORRECTING CODES FROM
As shown earlier, some codes have minimum distance and may not be optimal linear codes. In this section, we use some of them to construct some optimal double-error correcting codes.
Let and be positive integers. If there is a positive integer such that , the smallest such is called the negative order (negord) of modulo , and is denoted [8, p. 46 ].
An integer may have a negord modulo an integer or not. Those with the mark are the best codes known and are optimal in the sense that their dimension cannot be increased, given the 
Corollary 36: Let
, where is odd. Then is a linear code with parameters .
The codes in Corollary 36 are optimal in the sense that the dimension is maximal with respect to the length and minimum distance. The smallest three codes have parameters and .
IX. SUMMARY AND CONCLUDING REMARKS
In this paper, we have demonstrated that the weight distribution of the codes is, in principle, determined by the cyclotomic numbers of certain orders or the corresponding Gaussian periods. We determined the minimum distance of a number of classes of codes and showed that the codes contain certain classes of known good codes such as some quadratic residue codes. The parameters of the special classes of codes studied in this paper are summarized in Table I . It is noted that for certain classes of codes , determining the dimension could be very hard as it needs the determination of cyclotomic polynomials. We have studied only several special classes of codes . Much work in this direction needs to be done. In Section VIII, we described a class of double-error correcting codes which contains some subclass of optimal codes. We mention that the purpose of this paper is to study the parameters of some codes , not to search for optimal codes. We draw the reader's attention to the recent work of Charpin, Tietäväinen, and Zinoviev on certain binary cyclic codes with small minimum distance and large dimension [6] . Finally, information about the weight enumerators of cyclic codes may be found in Charpin [5] , Honkala and Tietäväinen [15] , and Pless, Huffman, and Brualdi [21] .
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