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Abstract
An SO(9, 1) invariant formulation of an 11-dimensional supermembrane is presented
by combining an SO(10, 1) invariant treatment of reparametrization symmetry with an
SO(9, 1) invariant θR = 0 gauge of κ-symmetry. The Lagrangian thus defined consists
of polynomials in dynamical variables (up to quartic terms in Xµ and up to the eighth
power in θ), and reparametrization BRST symmetry is manifest. The area preserving
diffeomorphism is consistently incorporated and the area preserving gauge symmetry is
made explicit. The SO(9, 1) invariant theory contains terms which cannot be induced by
a naive dimensional reduction of higher dimensional supersymmetric Yang-Mills theory.
The SO(9, 1) invariant Hamiltonian and the generator of area preserving diffeomorphism
together with the supercharge are matrix regularized by applying the standard procedure.
As an application of the present formulation, we evaluate the possible central charges in
superalgebra both in path integral and in canonical (Dirac) formalism, and we find only
the two-from charge [Xµ, Xν ].
1
1 Introduction
A matrix formulation [1, 2] of an 11-dimensional supermembrane [3]-[7] received much
attention recently in connection with a possible non-perturbative analysis of the so-called
M-theory [8, 9, 10]. The matrix formulation so far is based on the light-cone gauge for-
mulation [11], which simplifies much the structure of the action. Recently, we presented
a Lorentz covariant matrix formulation of a bosonic membrane[12], by extending a full
covariant BRST formulation of the bosonic membrane in Ref.[13]. In the present paper,
we present an SO(9, 1) invariant formulation of the supermembrane by combining the
manifestly Lorentz covariant treatment of reparametrization symmetry with the SO(9, 1)
invariant θR = 0 gauge of κ-symmetry, which has been proposed recently[14, 15, 16].
The theory thus formulated consists of finite polynomials in dynamical variables , and
reparametrization BRST symmetry is explicit. The area preserving diffeomorphism and
the area preserving gauge symmetry are also made manifest. The matrix formulation is
obtained by applying the standard procedure. This formulation, which preserves most of
the Lorentz boost symmetry, inherits much of the structure of the original supermembrane,
and for example, it contains terms which cannot be obtained by a naive dimensional re-
duction of higher dimensional supersymmetric Yang-Mills theory. Another characteristic
of the present formulation is that the θR = 0 gauge becomes singular for a naive “double
dimensional reduction” of the supermembrane to the Type IIA string; if such a reduction
exists , it should be non-perturbative one in the present formulation. As an application of
this formulation, we examine the possible central charges in superalgebra in path integral
as well as in canonical (Dirac) formulations. We find only the (possible) two-form central
charges but no five-form charges, as is expected for a supermembrane. We emphasize
that the light-cone formulation [1] and the present SO(9, 1) invariant formulation, though
Lagrangians have quite different appearance, in fact describe an identical theory in the
domain where both of the gauge conditions are well-defined.
To make this paper self-contained , we here recapitulate the basic definition of the
supermembrane[3][7]: The action consists of two terms, the Dirac term and the Wess-
Zumino term. The Dirac term SD is written as
SD =
∫
W
d3σ
1
2
√−g(1− gabhab)
=
∫
W
d3σ
1
2
(− det g˜ − g˜abhab) (1.1)
where g˜ab =
√−ggab, and σa (a = 0, 1, 2) are membrane world-volume coordinates. The
2
variables hab are induced metric on the membrane world-volume W
hab = ηµνΠ
µ
aΠ
ν
b (1.2)
where the flat D = 11 target space-time metric is defined by ηµν = diag(−1,+1, · · · ,+1),
and
Πµa = ∂aX
µ − iθ¯Γµ∂aθ (1.3)
with a 32-component Majorana spinor θ and {Γµ,Γν} = 2ηµν .
The Wess-Zumino term is written as
SWZ = −
∫
W
1
2
a3 (1.4)
with a 3-form a3
a3 = Σµνα
µν
2 = Σµν
[
ΠµΠν − Σµ(Πν − 1
3
Σν)
]
(1.5)
The 3-form a3 is a potential of a closed 4-form h4
h4 = da3 = dΣµνΠ
µΠν = −idθ¯ΓµνdθΠµΠν (1.6)
In this paper we often use the form notation, which simplifies many of the equations. We
here defined the basic 1-forms by
Σµ..ν = idθ¯Γµ..νθ (1.7)
with the statistics convention dθ = ∂aθdσ
a = dσa∂aθ, and
Πµ = Πµadσ
a = dXµ + Σµ (1.8)
Our definition of exterior derivative is the standard one on the bosonic manifold,i.e.,
d(Ap ∧Bq) = dAp ∧Bq + (−1)pAp ∧ dBq (1.9)
for p-form Ap and q-form Bq.
The supermembrane action has several symmetries : reparametrization symmetry,
which is manifest in the action, and global SUSY and local κ-symmetries. The target
space global SUSY is defined by
δSUSYX
µ = iǫ¯Γµθ ≡ lµ
δSUSY θ = ǫ (1.10)
3
and Πµ is invariant, δSUSYΠ
µ = 0. The κ-symmetry is defined by
δκθ = (1 + γ)κ
δκX
µ = iθ¯Γµδκθ
δκg˜
ab = −Kac g˜cb (1.11)
where γ, which is a world-volume analogue of γ5, is defined by
γ =
1
3!
ǫabcγaγbγc (1.12)
in terms of the induced γ-matrices
γa = Π
µ
aΓµ , {γa, γb} = 2hab (1.13)
The convention of the anti-symmetric tensor is
ε012 = 1 , ε
012 = −1 (1.14)
and
ǫabc =
√−gεabc , ǫabc = 1√−g ε
abc (1.15)
The coefficient K in (1.11) is given by
Kab = iǫ
acd∂bθ¯γcdδκθ + (a↔ b)
−2i
3
(∂eθ¯γ
eκ)[f(1, 1) + f(1, h¯) + f(h¯, h¯)]ab (1.16)
where
f(A,B) = trAtrB − trAB + AB +BA− AtrB − BtrA (1.17)
and h¯ab = g
achcb.We raise and lower the world-volume indices a, b by the metric gab. We
note that
γ2 = det h¯ =
1
3!
tr
[
h¯f(h¯, h¯)
]
(1.18)
before the use of equations of motion for gab.
2 SO(9, 1) invariant gauge fixing
In this section we define an SO(9, 1) invariant gauge for the supermembrane. The 32-
component Majorana spinor is an irreducible representation of SO(10, 1), and any alge-
braic gauge fixing of κ-symmetry generally breaks the full SO(10, 1) symmetry. The basic
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idea of θR ≡ 12(1− Γ11)θ = 0 gauge is to decompose
θ = θL + θR
32 = 16L ⊕ 16R
SO(10, 1) ⊃ SO(9, 1)
(2.1)
We also decompose {Xµ} as Xµ = (Xm, X11),where we use µ for a 11-dimensional index
andm for a 10-dimensional index.Note that the eleventh element Γ11 ofD = 11 Γ-matrices
{Γµ} is identified with D = 10 chirality matrix Γ0 · · ·Γ9. The θR = 0 gauge fixing of κ-
symmetry [14, 15, 16] is not D = 11 covariant but it is D = 10 covariant. This gauge
preserves most of the Lorentz boost symmetry compared to the light-cone gauge, which
is based on SO(10, 1) ⊃ SO(1, 1)× SO(9).
In the following, we put ˆ on the objects on the world-volume which consist of 10-
dimensional variables. For example,
γˆa = Π
m
a Γm
hˆab = ηmnΠ
m
a Π
n
b (2.2)
The matrix γ in (1.12) is written in a D = 10 notation as
γ = γˆ +
1
2
Γ11Π
11
a ǫ
abcγˆbc
= (1− ρˆΓ11)γˆ (2.3)
with
ρˆ = Π11a (hˆ
−1)abγˆb (2.4)
We used the relation γˆaγˆ =
1
2
hˆabǫ
bcdγˆcd. The matrix γ contains terms with both even and
odd Γm’s, and it has no definite chirality-flip property in 10-dimensions. The “irreducible”
κ-symmetry is to choose κir = γˆκR/γˆ
2 and
δirκ θ = (1 + γ)κ
ir
= (1 + γir)κR (2.5)
where
γir = ρˆ+
γˆ
γˆ2
(2.6)
δirκ is essentially the κ-symmetry of a D2-brane [17]. In the chiral notation, Γ11θL,R =
±θL,R, we have
δirκ θL = γirκR (2.7)
δirκ θR = κR (2.8)
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The matrix γir contains odd Γm’s only, and consequently, γir flips chirality in a 10-
dimensional sense. The relation δirκ θR = κR shows that the variable θR is identified with
the gauge parameter κR itself, which forms the basis of the θR = 0 gauge[14, 15, 16]. Note
that γˆ = 0 for a naive “double dimensional reduction”, and the gauge θR = 0 becomes
singular in such a limit.
By extending the covariant gauge fixing of the bosonic membrane, we adopt the gauge
condition
g˜0a + δ0a = 0 , θR = 0 (2.9)
The first condition corresponds to an orthogonal decomposition of the 3-dimensional mem-
brane world-volume W into W = R× Σ, where R and Σ are time and space part of the
membrane world-volume, respectively. We use τ ≡ σ0 and σk (k = 1, 2) for coordinates
on R× Σ. The gauge fixing and Faddeev-Popov terms are
Lg = δBRST
[
ba(g˜
0a + δ0a) + β¯LθR
]
= Na(g˜
0a + δ0a) +
¯˜
ξLθR
+iba[∂b(c
bg˜0a)− g˜ba∂bc0 − g˜0b∂bca] (2.10)
with
¯˜ξL ≡ ξ¯L + i∂a(β¯Lca) (2.11)
One may understand (2.10) as formally obtained from
Lg = Na(g˜0a + δ0a) + ξ¯LθR
+iba
[
∂b(c
bg˜0a)− g˜ba∂bc0 − g˜0b∂bca −Kab (κ = γˆγR/γˆ2)g˜0b
]
+β¯L(γR − ica∂aθR)
= Na(g˜
0a + δ0a) + ¯˜ξLθR
+iba
[
∂b(c
bg˜0a)− g˜ba∂bc0 − g˜0b∂bca −Kab (κ = γˆγR/γˆ2)g˜0b
]
+β¯LγR (2.12)
after partial integration and then path integrating out the non-propagating ghost sector
β¯LγR; this procedure is analogous to that of the unitary gauge in the Higgs mechanism.
The variable ξL is a Lagrangian multiplier to impose θR = 0, and γR is a Faddeev-Popov
ghost for κ-symmetry. By this way , only the following reparametrization BRST symmetry
remains in (2.10)
δXµ = −iǫca∂aXµ , δθ = −iǫca∂aθ
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δca = −iǫcb∂bca , δba = ǫNa
δNa = 0 , δg˜
ab = −iǫ[∂c(ccg˜ab)− g˜cb∂cca − g˜ac∂ccb]
δ
¯˜
ξL = −iǫ∂a(ca¯˜ξL), (2.13)
where the transformation law of
¯˜
ξL is induced by the original transformation law of the
Nakanishi-Lautrup multiplet
δβ¯L = ǫξ¯L , δξ¯L = 0 (2.14)
In some of the analysis of BRST symmetry[18], it is convenient to revive an extra (redun-
dant) variable βL by re-writing
¯˜
ξLθR → ξ¯LθR − iβ¯Lca∂aθR (2.15)
In passing, we note that the choice of the gauge g˜00 = −ρ(σ1, σ2) [12] instead of g˜00 = −1
in (2.9) introduces a density ρ on Σ described in [1]. In this paper, we work with the
gauge choice (2.9).
3 Gauge fixed action
If we integrate out g˜ab and Na in the total action with the above gauge fixing Lagrangian
(2.10), we obtain the Lagrangian
L = L0 + LWZ + Lgh (3.1)
where
L0 = 1
2
(Πµ0 )
2 − 1
2
detGkl
Lgh = ib0(∂0c0 − divc) + i(b, ∂0c) + ¯˜ξLθR (3.2)
withXF
Gkl = Π
µ
kΠµl + ibk∂lc
0 + ibl∂kc
0 (3.3)
We defined the 1-form b and a vector field c on Σ by
b = bkdσ
k , c = ck∂k (3.4)
and (b, ∂0c) stands for an inner product. The Wess-Zumino term LWZ , which is indepen-
dent of the metric, is not influenced in this procedure
LWZ = Πµ0{Σµν , dXν +
1
2
Σν}
−1
2
Σµν0
(
{Xµ, Xν}+ {dXµ + 1
3
Σµ,Σν}
)
−1
2
Σµ0{Σµν , dXν +
1
3
Σν} (3.5)
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We here defined “Poisson bracket” of two functions on Σ by
{f, g} = εkl∂kf∂lg = ∂1f∂2g − ∂2f∂1g (3.6)
where one regards the variables (σ1, σ2) on Σ as canonically conjugate variables. In this
paper, we use the bracket {f, g} to denote the “Poisson bracket” in this sense; for the
conventional true Poisson bracket, we attach a suffix such as {p, x}P to the bracket.
We also defined the “Poisson bracket” of 1-forms A and B on Σ by
{A,B} ≡ ∗(A ∧B) = εklAkBl = −{B,A} (3.7)
For two exact 1-forms, the “Poisson bracket of 1-forms” becomes the ordinary Poisson
bracket of functions
{df, dg} = {f, g} (3.8)
For a general 1-form and an exact 1-form, we have
{A, df} = −(A, ~f ) (3.9)
where ~f = ∂kfε
kl∂l = ∂1f∂2 − ∂2f∂1 is a Hamiltonian vector field associated with f .
The reparametrization BRST symmetry now becomes
δXµ = −iǫca∂aXµ , δθ = −iǫca∂aθ
δca = −iǫcb∂bca , δba = ǫBa
δ¯˜ξL = −iǫ∂a(ca¯˜ξL) ,
(3.10)
where
B0 =
1
2
Πµ0Πµ0 +
1
2
detGkl + 2ib0∂0c
0 + i∂ab0c
a + ibk∂0c
k (3.11)
Bk = Π
µ
0Πµk + i∂abkc
a + ibk∂0c
0 + ibl∂kc
l (3.12)
The variables Ba, up to equations of motion, correspond to the energy- momentum tensor
T0a on the world volume. The BRST charge is given by
QBRST =
∫
Σ
d2σ
[
c0
(1
2
Πµ0Πµ0 +
1
2
detGkl
)
+ ckΠµ0Πµk
− ib0(c0∂kck + ck∂kc0)− ibkcl∂lck − c0¯˜ξLθR] (3.13)
The above Lagrangian is regarded as a supersymmetrization of the bosonic Lagrangian
in Ref.[13].
The factor detGkl can be written as
detGkl =
1
2
{Πµ,Πν}{Πµ,Πν}+ 2i{Πµ,b}{Πµ, dc0} − 3(b, ~c0)2 (3.14)
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All the Poisson brackets of 1-forms, which appear in (3.5) and (3.14), are reduced to the
Poisson brackets of functions, for example,
{Σµ,Σν} = θ¯Γµ{θ, θ¯}Γνθ = θαΓµαβ{θβ, θγ}Γνγδθδ (3.15)
{dXµ,Σν} = i{Xµ, θ¯}Γνθ (3.16)
We have thus established an important fact: All the terms in the above Lagrangian, which
contain derivatives with respect to σk, except for some of the ghost terms are written in
terms of the Poisson bracket of functions.
If we further integrate over
¯˜
ξL and thus fix the gauge θR = 0 strictly, the Lagrangian
is further simplified to
L′ = L′0 + L′WZ + L′gh (3.17)
where
L′0 =
1
2
(Πm0 )
2 +
1
2
(∂0X
11)2 − 1
2
detGkl
L′WZ = −ΣmdXmdX11
= iθ¯LΓm
[
∂0θL{Xm, X11}+ ∂0Xm{X11, θL}+ ∂0X11{θL, Xm}
]
L′gh = ib0(∂0c0 − divc) + i(b, ∂0c) (3.18)
with
Πm = dXm + Σm = dXm − iθ¯LΓmdθL (3.19)
Gkl = Π
m
k Πml + ∂kX
11∂lX
11 + ibk∂lc
0 + ibl∂kc
0 (3.20)
The Wess-Zumino term L′WZ is rewritten as
L′WZ = iΠm0 θ¯LΓm{X11, θL}+ i∂0X11θ¯LΓm{θL, Xm} − iθ¯LΓm∂0θLYm (3.21)
with
Ym = −{Πm, dX11} = −{Xm, X11}+ iθ¯LΓm{θL, X11} (3.22)
The factor detGkl in (3.18) is expanded as
detGkl =
1
2
{Πm,Πn}2 + {Πm, dX11}2
+2i{Πm,b}{Πm, dc0}+ 2i(b, ~X11){X11, c0} − 3(b, ~c0)2 (3.23)
The BRST symmetry is finally reduced to
δXµ = −iǫca∂aXµ , δθL = −iǫca∂aθL
δca = −iǫcb∂bca , δba = ǫBa (3.24)
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where
B0 =
1
2
[
(Πm0 )
2 + (∂0X
11)2 + detGkl
]
+ 2ib0∂0c
0 + i∂ab0c
a + ibk∂0c
k (3.25)
B = Πm0 Πm + ∂0X
11dX11 + id(b0c
0) + ib0dc
0 + ibc− iLcb (3.26)
with a Lie derivative of a 1-form (Lcb)k = cl∂lbk + ∂kclbl and B = Bkdσk. We also used
the equations of motion, ∂0c
0 = divc and ∂0bk = ∂kb0, and we defined a new variable
c ≡ divc = ∂kck (3.27)
The BRST charge is then written as
QBRST =
∫
Σ
d2σ
[
1
2
c0
(
Πm0 Πm0 + (∂0X
11)2 + detGkl
)
+ck(Πm0 Πmk + ∂0X
11∂kX
11)− ib0(c0∂kck + ck∂kc0)− ibkcl∂lck
]
(3.28)
Lagrangians (3.1) and (3.17) are physically equivalent; Lagrangian (3.1) exhibits more
symmetry, whereas Lagrangian (3.17) contains the minimum set of variables in the present
θR = 0 gauge.
4 Superalgebra in path integral formulation
We now examine the supersymmetry algebra in our formulation. We start with the path
integral analysis. In this section, we use the action before integrating out Na and g˜
ab:
S = SD + SWZ +
∫
W
d3σ Lg (4.1)
with the gauge fixing Lagrangian Lg in (2.10). The variation of the action under a localized
SUSY is[1, 7]
δǫS =
∫
W
d3σ
[
i∂aǫ¯J
a + ǫ¯ξ˜L
]
+
∫
W
1
2
dβ2 (4.2)
where,
Ja = −2g˜abΠµbΓµθ
+ εabc
[
ΓµνθΠ
µ
bΠ
ν
c +
4i
3
(Γµθθ¯Γµν∂bθ + Γµνθθ¯Γ
µ∂bθ)(Π
ν
c −
2
5
Σνc )
]
(4.3)
and
β2 = lµν
[
αµν2 + 2Σ
µ
(
−1
3
Πν +
1
5
Σν
)]
+ lµ
[
1
3
Σµν
(
Πν − 4
5
Σν
)]
(4.4)
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with lµν ≡ iǫΓµνθ. In the evaluation of (4.3) and (4.4),we used the identity
Γµν(αβΓµγδ) = 0 (4.5)
where we symmetrize with respect to all the four spinor indices. The relation ξ¯Γµη =
−η¯Γµξ for two Majorana spinors is also often used. The term dβ2 may be dropped for a
closed membrane, and we consider only this case in the following. The equation of motion
for the supercurrent is obtained from (4.2) as
∂aJ
a = −iξ˜L (4.6)
Physical information can be extracted from the equal-time commutator of these (broken-
symmetry) supercharges in the path integral framework by using the Bjorken-Johnson-
Low(BJL) prescription [18].
A SUSY transform of the supercurrent for a τ -dependent but σk-independent param-
eter ǫ(τ) is given by
− δǫ(η¯J0) = 4g˜00∂0ǫ¯Γµθl˜µ + 2ǫ¯ΓµηPµ − ǫ¯Γµνη{Xµ, Xν}
− ∗ d
[
i(lµ l˜
µν + lµν l˜µ)
(2
3
dXν +
1
5
Σν
)
+
2i
15
(l˜µνΣµ + l˜µΣ
µν)lν
]
(4.7)
where the exterior derivative and the wedge operation are defined on the 2-dimensional
space Σ of the membrane world-volume. We defined lµ = iǫ¯Γµθ, l˜µ = iη¯Γµθ and the
momentum density
P µ =
δL
δ(∂0Xµ)
= −g˜0aΠµa + {Σµν , dXν +
1
2
Σν} (4.8)
The third term in (4.7) represents a (possible) central charge of the supermembrane. The
fourth term in (4.7) is a total derivative , and one may think of it as a central charge
also. However the fourth term consists of terms containing θ, and it may not give a
non-vanishing contribution at the boundary. For this reason we tentatively drop it in the
following.
The Ward-Takahashi identity for SUSY generators is given by
∂
∂τ
〈T∗ǫ¯Q(τ)η¯Q(τ˜ )〉
= 4i
∂
∂τ
δ(τ − τ˜)
〈∫
Σ
d2σ˜ g˜00lµ l˜µ(τ˜ , σ˜
k)
〉
+δ(τ − τ˜ )
〈∫
Σ
d2σ˜
[
2ǫ¯ΓµηPµ(τ˜ , σ˜
k)− ǫ¯Γµνη{Xµ, Xν}(τ˜ , σ˜k)
]〉
+
〈
−i
∫
Σ
d2σ T∗ǫ¯ξL(τ, σ
k)η¯Q(τ˜ )
〉
(4.9)
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In path integral this relation is obtained by starting with the expression
〈η¯Q(τ˜ )〉 (4.10)
and applying the localized SUSY variation as in (4.7) and also the corresponding variation
of the action. The above identity is written in terms of the T∗-product, and we can identify
the relation in terms of the T-product by using the BJL prescription. This procedure
corresponds to removing the terms with ∂τδ(τ − τ˜ )[18], and we obtain
∂
∂τ
〈Tǫ¯Q(τ)η¯Q(τ˜ )〉
= δ(τ − τ˜ )
〈∫
Σ
d2σ˜
[
2ǫ¯ΓµηPµ(τ˜ , σ˜
k)− ǫ¯Γµνη{Xµ, Xν}(τ˜ , σ˜k)
]〉
+
〈
−i
∫
Σ
d2σ Tǫ¯ξL(τ, σ
k)η¯Q(τ˜ )
〉
(4.11)
By explicitly operating the time derivative operation in this relation and using the equa-
tion of motion (4.6), the equal time commutator of supercharge is obtained as
[
ǫ¯Q(τ), η¯Q(τ)
]
=
∫
Σ
d2σ ǫ¯
(
2ΓµPµ(τ, σ
k)− Γµν{Xµ, Xν}(τ, σk)
)
η (4.12)
The gauge fixing term, which breaks supersymmetry, does not influence this equal-time
SUSY algebra. This is analogous to the old chiral SU(3) × SU(3) algebra where the
soft breaking of symmetry by a mass term does not influence the chiral charge algebra.
We here note that the derivation of (4.12) goes through without modification for the
Lagrangian (3.1) also.
If we compare the above algebra with the most general D = 11 super algebra
{Qα, Qβ} = 2
[
PµΓ
µ
αβ +
1
2
Zµ1µ2Γ
µ1µ2
αβ +
1
5!
Zµ1..µ5Γ
µ1..µ5
αβ
]
(4.13)
we can identify the central charge (density) of supermembrane as
Zµν = −{Xµ, Xν} (4.14)
Note that we obtain no fivebrane charge Zµ1...µ5 in the superalgebra of supermembrane
theory, which is consistent with the past light-cone gauge analyses of superalgebra [1, 19].
In Matrix Theory as formulated in [10], one can in principle introduce a longitudinal
fivebrane charge by using two “canonical conjugate pairs of matrices” [20]. Because of the
absence of a transverse fivebrane charge in the basic superalgebra of matrix theory, the
issue of the Lorentz invariance of matrix theory becomes very subtle in the presence of the
12
fivebrane. On the other hand, the superalgebra in supermembrane theory as evaluated
here has a manifestly Lorentz covariant form.
In connection with the above path integral evaluation of superalgebra, we want to
comment on the following two issues: The first is if the path integral itself is well-defined
after θR = 0 gauge fixing. The second is a construction of a supercharge which is con-
served, or if not conserved, a supercharge which is conserved up to a BRST exact piece,
instead of the charge which is simply broken by the term
¯˜
ξLθR as in (4.6).
As is explained in the next section, we have a fermionic constraint χα(σ) ≈ 0 (5.4)
after the gauge fixing θR = 0, and the Poisson bracket of the constraint χα(σ) is given by
{χα(σ), χβ(σ˜)}P = −2iδ(σ − σ˜)ΓmαβWm(σ) (4.15)
with Wm = Pm−{Xm, X11}+2iθ¯LΓm{θL, X11}. If one treats this constraint as a second-
class constraint, one has to add an extra term
LφL = φ¯LΓmWmφL (4.16)
to the total Lagrangian with a bosonic left-handed Majorana spinor φL, and the path
integral is defined by
Z =
∫
dµDφL exp
[
iS + i
∫
W
d3σφ¯LΓ
mWmφL
]
(4.17)
This φL is analogous to the Faddeev-Popov ghost.
1 The field φL is non-propagating in
the sense of a 3-dimensional field theory, and it may be neglected if one applies a suitable
regularization. However, this factor is important when one examines if the path integral is
well-defined. In fact, (ΓmWm)
2 ≈ −(∂0X11)2− 12{Πm,Πn}2 as is explained in (5.26), and it
vanishes for a naive vacuum configuration, which suggests that the path integral could be
singular even after the gauge fixing θR = 0. This singular behavior is presumably related to
the well-known instability of a supermembrane for a naive ground state configuration[2].
One can of course stabilize the membrane by a suitable compactification. The non-
trivial central charge generally suggests certain compactification, and in this sense our
1 The origin of this factor is understood if one remembers that the Faddeev-Popov gauge fixing is to
add a constraint (gauge condition) χ2 ≈ 0 to make the first class gauge generator χ1 ≈ 0 effectively a
second-class constraint. The Faddeev-Popov factor is then given by
det
[ {χ1, χ1}P {χ1, χ2}P
{χ2, χ1}P {χ2, χ2}P
]1/2
= det{χ1, χ2}P
In the present case, we have the second class constraints χα, and the determinant factor becomes
(det{χα, χβ}P )−1/2, where the minus sign in the exponential arises from the fact that we are dealing
with fermionic variables. This determinant factor is exponentiated by a bosonic spinor φL.
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evaluation of the possible central charge is well-defined. Moreover , one can make the
factor ΓmWm invariant even under localized SUSY transformation if one uses a variable
pm = Pm + iθ¯LΓ
m{θL, X11} in a first order formalism, which means that LφL in (4.16)
does not affect the analysis of superalgebra.
We next comment on the supercharge which is conserved up to a BRST exact term.
For this purpose, we rewrite the conservation equation (4.6). The equation of motion for
θR gives
¯˜
ξL(σ) +
δS(0)
δθR(σ)
= 0 (4.18)
where we separated the total action S = S(0) + Sg into a gauge fixing part Sg and the
rest. In the remainder of this section, the derivative stands for the right-derivative. Next
we note the κ-symmetry of S(0), which amounts to
∫
W
d3σ
[
δS(0)
δθR(σ)
δκθR(σ) +
δS(0)
δθL(σ)
δκθL(σ) +
δS(0)
δXµ(σ)
δκX
µ(σ) +
δS(0)
δg˜ab(σ)
δκg˜
ab(σ)
]
= 0
(4.19)
where we use the transformation law in (1.11). Since Sg does not depend on X
µ and θL,
the equations of motion give δS
(0)
δθL(σ)
= δS
(0)
δXµ(σ)
= 0. The equation of motion for g˜ab is given
by
δS(0)
δg˜ab(σ)
+
δSg
δg˜ab(σ)
= 0 (4.20)
If one combines the above 3 equations, one obtains
¯˜
ξL(σ) = −
δSg
δg˜ab(σ)
ψ¯ac (σ)g˜
cb(σ) (4.21)
where we defined
Kab (σ) ≡ ψ¯ab (σ)κR(σ) (4.22)
in eq.(1.11) by noting (2.8).
For the specific gauge fixing Lagrangian (2.10), we obtain
− ¯˜ξL = Naψ¯0c g˜ca − i(∂bba)cbψ¯0c g˜ca − iba
[
∂bc
0ψ¯bc g˜
ca + ∂bc
aψ¯0c g˜
cb
]
= Naψ¯
0
c g˜
ca + iba
[
∂b(c
bψ¯0c g˜
ca)− ∂bc0ψ¯bc g˜ca − ∂bcaψ¯0c g˜cb
]
−i∂b
(
bac
bψ¯0c g˜
ca
)
= δBRST
(
baψ¯
0
c g˜
ca
)
− i∂b
(
bac
bψ¯0c g˜
ca
)
(4.23)
In the last equation, we used the fact that the transformation property of ψ¯acκRg˜
cb under
reparametrization symmetry is the same as g˜ab, since κ-symmetry does not interfere with
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the reparametrization symmetry. As κR is a scalar quantity under reparametrization
symmetry, ψ¯ac g˜
cb also has the same transformation property as g˜ab.
We can thus rewrite eq.(4.6) as
∂aJ˜
a = iδBRST
(
baψ
0
c g˜
ca
)
(4.24)
with
J˜a ≡ Ja − bbcaψ0c g˜cb (4.25)
One can also understand (4.2) up to equations of motion as
δǫS =
∫
W
d3σ
(
i∂aǫ¯J˜
a − ǫ¯δBRST (baψ0c g˜ca)
)
+
∫
W
1
2
dβ2 (4.26)
By starting with
〈η¯Q˜(τ˜)〉 (4.27)
where Q˜(τ˜) ≡ ∫Σ d2σJ˜0(τ˜ , σk), one can derive the Ward-Takahashi identity as before, and
one obtains the same algebra as (4.12)
[
ǫ¯Q˜(τ), η¯Q˜(τ)
]
=
∫
Σ
d2σ ǫ¯
(
2ΓµPµ(τ, σ
k)− Γµν{Xµ, Xν}(τ, σk)
)
η (4.28)
In deriving this relation, it is important to recognize that ψ0c (σ) depends on θ(σ) only
through its derivative ∂aθ(σ) or SUSY invariant combination Π
µ
a . This means that the
variation of the extra term in J˜a under a τ -dependent but σk-independent supersymmetry
transformation θ → θ+ǫ(τ) always gives rise to terms proportional to ∂τ ǫ(τ). These terms
in turn give rise to terms proportional to ∂τδ(τ − τ˜), which are removed when one goes
to the T-product from T∗-product by BJL prescription[18]. Consequently, the extra term
in J˜a does not modify the supercharge algebra.
The supercharge Q˜ defined in terms of J˜a is analogous to the conserved supercharge
in the light-cone gauge[1, 7] which is obtained by a suitable combination of the localized
SUSY transformation and κ-transformation. Since the reparametrization gauge fixing of
g˜0a partly spoils κ-symmetry, a choice of κR, which compensates the variation of θR under
a localized SUSY transformation ǫR, does not generate a conserved charge; instead one
obtains Q˜ defined above.
5 Superalgebra via Dirac bracket
In this section, we present a Dirac bracket analysis of superalgebra on the basis of the
Lagrangian (3.17), which directly leads to the commutator algebra in quantized theory.
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The conjugate momenta of Xm, X11 and θL are calculated from Lagrangian (3.17) as
Pm = Πm0 + iθ¯LΓm{X11, θL} (5.1)
P11 = ∂0X11 + iθ¯LΓm{θL, Xm} (5.2)
S¯R = −iθ¯LΓm(Pm + Ym) (5.3)
where Ym is defined in (3.22). From the definition of (5.1) and (5.3), we have a primary
constraint
χ¯R = S¯R + iθ¯LΓ
m(Pm + Ym) ≈ 0 (5.4)
The constraint χ¯R forms a second class constraint (and consequently, there is no secondary
constraint). Using the standard Poisson bracket relations
{SRα(σ), θβL(σ˜)}P = δβαδ(σ − σ˜)
{Xm(σ), P n(σ˜)}P = ηmnδ(σ − σ˜) (5.5)
the Poisson bracket of the constraint χα is calculated as
Cαβ(σ − σ˜) ≡ {χα(σ), χβ(σ˜)}P
= −2iδ(σ − σ˜)ΓmαβWm(σ)
(C−1)α
β˜
(σ − σ˜) = i
2
δ(σ − σ˜)
Γmα
β˜
Wm
W 2
(5.6)
where we defined
Wm = Pm − {Xm, X11}+ 2iθ¯LΓm{θL, X11} = Πm0 + Ym (5.7)
The Dirac bracket is generally defined as
{f, g}D = {f, g}P −
∫
d2σd2σ˜{f, χα(σ)}P (C−1)αβ˜(σ − σ˜){χβ˜(σ˜), g}P (5.8)
Supersymmetry with a parameter ǫL is manifest in the θR = 0 gauge. The corresponding
supercharge is obtained by the Noether procedure as
QR =
∫
Σ
d2σ 2ΓmθL
[
Πm0 − {Xm, X11}+
1
3
{Σm, dX11}
]
(5.9)
For a supersymmetry transformation with a parameter ǫR, it is broken by the gauge fixing
term. We can nevertheless identify the supercharge QL for the broken symmetry by simply
16
substituting the gauge conditions g˜0a + δ0a = 0 and θR = 0 into the supercharge (4.3)
defined from the original Lagrangian
QL =
∫
Σ
d2σ
(
2P 11θL − ΓmnθL{Xm, Xn}
+
2
3
θL{Σm, dXm} − 2
3
Γmn{Σm, dXn} − 1
5
ΓmnθL{Σm,Σn}
)
(5.10)
We can establish that QL and QR form a superalgebra in terms of the Dirac bracket.
Using the data of Poisson brackets, for example,
{QRα , QRβ }P = −4Γmαβ
∫
Σ
d2σθ¯LΓm{θL, X11}
{QRα , χβ}P = −2ΓmαβWm
{QαL, χβ}P = 2δαβ∂0X11 − Γ αmnβ{Πm,Πn} (5.11)
we can calculate the Dirac bracket of supercharges
[ǫ¯LQR, η¯LQR]D = 2ǫ¯LΓ
mηL
∫
Σ
d2σ
(
Pm − {Xm, X11}
)
(5.12)
[ǫ¯LQR, η¯RQL]D = 2
∫
Σ
d2σ
(
P 11ǫ¯LΓ11ηR − 1
2
ǫ¯LΓ
mnηR{Xm, Xn}
)
+
∫
Σ
d
[
i(l˜mnlm − l˜11ln)(2dXn + Σn) + 4i
3
l˜11lnΣn
]
(5.13)
where we defined [ , ]D ≡ i{ , }D ,lm = iǫ¯LΓmθL, l˜11 = iη¯RΓ11θL and l˜mn = iη¯RΓmnθL.
The last term in (5.13), which depends on θ, is neglected in the following. These algebraic
relations are also readily derived by the path integral method by starting with 〈η¯LQR〉 or
〈η¯RQL〉 and using the BJL procedure in Lagrangian (3.17).
We compare these Dirac brackets with the chiral decomposition of (4.13),
{QRα , QRβ } = 2
[
(Pm + Zm11)Γ
m
αβ +
1
5!
Zm1..m5Γ
m1..m5
αβ
]
{QRα , QLβ˜} = 2
[
P 11Cαβ˜ +
1
2
ZmnΓ
mn
αβ˜
− 1
4!
Zm1..m411Γ
m1..m4
αβ˜
]
{QLα˜, QLβ˜} = 2
[
(Pm − Zm11)Γmα˜β˜ +
1
5!
Zm1..m5Γ
m1..m5
α˜β˜
]
(5.14)
The central charge density can be read off from (5.12) and (5.13) as ,
Zm11 = −{Xm, X11} , Zmn = −{Xm, Xn} (5.15)
It is crucial to observe here that we can reproduce the full algebra from the commu-
tators of {QRα , QRβ } and {QRα , QLβ˜} without using the algebra {QLα˜, QLβ˜} whose evaluation
is involved in the present strictly θR = 0 gauge, as is explained below.
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In the light-cone gauge, the kinetic terms of Xµ and θ are disentangled and they
have the standard form[1].So the Dirac bracket in the light-cone gauge is very simple.
In our SO(9, 1) invariant formulation, the Dirac bracket is more involved. Some of the
representative Dirac brackets are given by
{θαL(σ), θβL(σ˜)}D =
i
2
6W αβ
W 2
δ(σ − σ˜)
{Xm(σ), Xn(σ˜)}D = i
2
θ¯LΓ
m 6WΓnθL
W 2
δ(σ − σ˜)
{Xm(σ), P n(σ˜)}D = ηmnδ(σ − σ˜)− i
2
θ¯LΓ
m 6WΓnθL
W 2
{X11(σ), δ(σ − σ˜)} (5.16)
where 6W =WmΓm.
For the sake of completeness, we here present a Dirac bracket analysis of the algebra
[ǫ¯RQL, η¯RQL]D. For this purpose, it turned out to be simpler to work with the gauge
θR = 0 but without the gauge fixing of reparametrization symmetry, which avoids an
analysis of the ghost sector. We thus start with the Nambu-Goto-type Lagrangian
L = LNG + LWZ
LNG = −
√−h
LWZ = iθ¯LΓm
[
∂0θL{Xm, X11}+ ∂0Xm{X11, θL}+ ∂0X11{θL, Xm}
]
hab = Π
m
a Πmb + ∂aX
11∂bX
11 (5.17)
which is obtained if we integrate out g˜ab and set θR = 0 in (1.1) and (1.4). The conjugate
momenta are defined by
Pm = pm + iθ¯LΓm{X11, θL}
P11 = p11 + iθ¯LΓm{θL, Xm}
S¯R = −iθ¯LΓm(Pm + Ym) (5.18)
where pm = −
√−h(h−1)0aΠma, p11 = −
√−h(h−1)0a∂aX11 and Ym = −{Πm, dX11}.
There are second-class constraints
χ¯R = S¯R + iθ¯LΓ
m(Pm + Ym) ≈ 0 (5.19)
and first-class constraints, which correspond to the generators of reparametrization sym-
metry,
B′0 =
1
2
(
p2m + p
2
11 + det hkl
)
≈ 0
B′k = pmΠ
m
k + p11∂kX
11 ≈ 0 (5.20)
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The Poisson bracket of second-class constraint is given by
{χα(σ), χβ(σ˜)}P = −2iδ(σ − σ˜)ΓmαβWm (5.21)
with Wm = pm + Ym.
The supercharge has the same form as in (5.9) and (5.10) ,if we replace Πm0 and ∂0X
11
by pm and p11 ,respectively. The Dirac bracket [ǫ¯RQL, η¯RQL]D is given by (see (5.8) and
(5.11))
[ǫ¯RQL, η¯RQL]D =
∫
Σ
d2σ
2
W 2
ǫ¯R(p11 − Z) 6W (−p11 − Z)ηR
=
∫
Σ
d2σ
2
W 2
ǫ¯R
{
(−p211 + Z2) 6W + [Z, 6W ]p11 +
1
2
[[Z, 6W ], Z]
}
ηR (5.22)
where Z = 1
2
Γmn{Πm,Πn} and Z2 = −12{Πm,Πn}2. The commutator of Γ-matrices can
be evaluated by noting [Γm,Γnl] = 2(ηmnΓl − ηmlΓn) as
[Z, 6W ]p11 + 1
2
[[Z, 6W ], Z] = −2Wm{Πm,Πn}
(
p11η
nl + {Πn,Πl}
)
Γl
≈ −2
(
−p11Yn + Y m{Πm,Πn}
)(
p11η
nl + {Πn,Πl}
)
Γl
= −2(−p211 + Z2)YmΓm (5.23)
We used the relation
pm{Πm,Πn} = −p11Yn + {B′,Πn} ≈ −p11Yn (5.24)
in the second step in (5.23) by noting the constraints (5.20). [ǫ¯RQL, η¯RQL]D is then
reduced to
[ǫ¯RQL, η¯RQL]D = 2
∫
Σ
d2σ
−p211 + Z2
W 2
(Wm − 2Ym)ǫ¯RΓmηR (5.25)
If we use
W 2 = −p211 + Z2 + 2B′0 − 2{B′, dX11}
≈ −p211 + Z2
= −p211 −
1
2
{Πm,Πn}2 (5.26)
by noting (5.20), we obtain the final result
[ǫ¯RQL, η¯RQL]D ≈ 2ǫ¯RΓmηR
∫
Σ
d2σ(Wm − 2Ym)
= 2ǫ¯RΓ
mηR
∫
Σ
d2σ(Pm + {Xm, X11})
= 2ǫ¯RΓ
mηR
∫
Σ
d2σ(Pm − Zm11) (5.27)
which has a form expected from (5.12) and (5.14). To make our calculation well-defined,
we have to satisfy −W 2 > 0 in (5.26). Our analysis of [ǫ¯RQL, η¯RQL]D is analogous to the
Hamiltonian analysis of superalgebra for D-branes in [16].
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6 Area preserving symmetry
Our action (3.17) after integrating out the fields g˜ab, Na and
¯˜
ξ has a symmetry under a
shift of c by a (fermionic) time-independent Hamiltonian vector field ~φ; δc = ~φ. (This
property also holds for the action in (3.1), but we analyze only (3.17) here. Also , one can
shift c by a more general vector field u with divu = 0 ) The generator of this symmetry
is given by[12]
V = ∗db = ∂1b2 − ∂2b1 (6.1)
The area-preserving diffeomorphism (APD) of a general dynamical variable O is given by
a Lie derivative with respect to a (bosonic) time-independent Hamiltonian vector field ~w;
δO = −L~wO (6.2)
For example, L~wXµ = {w,Xµ}. The generator of APD is defined by
L = ∗dB
= {Pm, Xm}+ {P11, X11}+ {S¯R, θL}
+i{b0, c0}+ i(b,~c) + 2iV c+ i(dV, c) (6.3)
where Pm, P11 and S¯R are defined in (5.1)-(5.3). It is shown that the two generators V
and L form a BRST multiplet [21]
L = δBRSTV (6.4)
which is physically understood if one remembers that L generates a reparametrization
with a parameter of the form ~w.
The symmetries generated by V and L are characterized by time-independent param-
eters and thus analogous to the residual symmetry in A0 = 0 gauge for Yang-Mills theory.
We now discuss how to promote the symmetries generated by V and L to time-dependent
gauge symmetry. To gauge the APD symmetry, we rewrite the Lagrangian (in a first
order formalism) by introducing new independent variables Pm, P11 as
L˜ = Pm(Πm0 + iθ¯LΓm{X11, θL}) + P11(∂0X11 + iθ¯LΓm{θL, Xm})−
1
2
P 2m −
1
2
P 211
+
1
2
(θ¯LΓ
m{X11, θL})2 + 1
2
(θ¯LΓ
m{θL, Xm})2 − 1
2
detG− iθ¯LΓm∂0θLYm
+ib0(∂0c
0 − divc) + i(b, ∂0c) (6.5)
If we integrate out Pm and P11, we go back to the original Lagrangian (3.17). The
Lagrangian (6.5) has an APD symmetry if we assign a transformation property to Pm
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and P11 as functions on Σ. The APD generator has the same form as (6.3), but Pm and
P11 are now independent variables.
We now introduce a BRST doublet A, λ[12]
δBRSTA = −iλ , δBRSTλ = 0 (6.6)
as gauge fields for L and V , respectively. If we add a BRST exact term
Lexact = −δBRST (AV ) = iλV − AL (6.7)
to the Lagrangian (6.5), which does not change the physical contents of the theory, and
if we integrate out Pm and P11, the Lagrangian becomes
Lgauged = 1
2
(D0X
m − iθ¯LΓmD0θL)2 + 1
2
(D0X
11)2 − 1
2
detGkl
+iθ¯LΓm
(
D0θL{Xm, X11}+D0Xm{X11, θL}+D0X11{θL, Xm}
)
+b0(D0c
0 − divc) + i(b, D0c+ ~λ) (6.8)
where D0 is an “APD covariant derivative” defined by
D0O = ∂0O + L ~AO (6.9)
The Lagrangian Lgauged has an area preserving gauge symmetry
δV c = ~φ , δV λ = −D0φ
δLO = −L~wO , δLA = −D0w (6.10)
for time dependent functions φ(τ, σk) and w(τ, σk). Note that the Lagrangian (6.8) has
a structure quite different from that of the M(atrix) theory Lagrangian of Refs.[1][10],
and it is not given by a simple dimensional-reduction of D = 10 super Yang-Mills theory.
The Lagrangian (3.17) corresponds to the gauge fixing A = λ = 0 of this area preserving
gauge symmetry.
7 SO(9, 1) covariant matrix regularization
The physical state conditions in our formulation (3.17) are given by
V |phys〉 = db|phys〉 = 0
L|phys〉 = dB|phys〉 = 0 (7.1)
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,which are the Gauss-law constraints for the A = λ = 0 gauge in (6.8), in addition to the
BRST invariance QBRST |phys〉 = 0. We now locally solve V = 0 at the operator level
b = −db (7.2)
and treat c = divc as an independent variable. This procedure is shown to correspond to a
gauge fixing of the symmetry generated by V by a gauge condition F = ∂1c
2−∂2c1 = 0[12].
The Lagrangian (3.17) is then written as
L = 1
2
(Πm0 )
2 +
1
2
(∂0X
11)2 − 1
2
detG′ + ib0(∂0c
0 − c) + ib∂0c
+iθ¯LΓm
[
∂0θL{Xm, X11}+ ∂0Xm{X11, θL}+ ∂0X11{θL, Xm}
]
(7.3)
with
detG′ =
1
2
{Πm,Πn}2 + {Πm, dX11}2
+2i{db,Πm}{Πm, dc0}+ 2i{b,X11}{X11, c0} − 3{b, c0}2 (7.4)
It is crucial that all the terms in (7.3) which contain derivatives with respect to the vari-
ables (σ1, σ2) are written in terms of the “Poisson bracket of functions” on Σ. We can thus
matrix-regularize the Lagrangian in a formal way by the “correspondence principle”[1];
OA(τ)Y A(σ1, σ2) → OA(τ)TA∫
Σ d
2σ → Tr
{ , } → −i[ , ]
(7.5)
for a generic dynamical variable O; {Y A(σ1, σ2)} are a complete set of orthonormal eigen-
functions of Laplacian on Σ, and {TA} are the generators of SU(N) with N →∞.
The matrix-regularized action is then written as
S =
∫
dτTr
[
1
2
(Πm0 )
2 +
1
2
(∂0X
11)2 − 1
2
detG′ + ib0(∂0c
0 − c) + ib∂0c
+θ¯LΓm
(
∂0θL[X
m, X11] + ∂0X
m[X11, θL] + ∂0X
11[θL, X
m]
)]
(7.6)
where
detG′ = −1
2
(
[Xm, Xn]− iθ¯LΓm[θL, Xn]− iθ¯LΓn[Xm, θL] + θ¯LΓm[θL, θ¯L]+ΓnθL
)2
−
(
[Xm, X11]− iθ¯LΓm[θL, X11]
)2
−2i
(
[b,Xm] + iθ¯LΓ
m[b, θL]+
)(
[Xm, c
0]− iθ¯LΓm[θL, c0]+
)
−2i[b,X11][X11, c0] + 3[b, c0]2+ (7.7)
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The bracket [b, c0]+, for example, stands for an anti-commutator of matrix valued fermionic
variables.
The Hamiltonian and the generator of the area preserving diffeomorphism are respec-
tively represented in matrix formulation as
H = Tr
(
1
2
pµpµ +
1
2
detG′ + ib0c
)
(7.8)
and
Tr(wL′) = Trw
(
−i[Pm, Xm]− i[P11, X11]− i[S¯R, θL]+ + [b0, c0]+ + [b, c]+
)
(7.9)
where the parameter w(σ1, σ2) is also represented by an infinite dimensional matrix. In
the Hamiltonian above we defined the variables
pm ≡ Pm − θ¯LΓm[X11, θL]
p11 ≡ P11 − θ¯LΓm[θL, Xm]
S¯R = −iθ¯LΓm(Pm + i[Xm, X11] + θ¯LΓm[θL, X11]) (7.10)
In the Hamiltonian formulation we have a ( second class) constraint
χ = S¯R + iθ¯LΓ
m(Pm + i[Xm, X
11] + θ¯LΓm[θL, X
11]) ≈ 0 (7.11)
which complicates practical manipulations, although the Hamiltonian itself has a rela-
tively simple form as in (7.8).
The supercharge is defined in the chiral decomposition as
QR = Tr
[
2ΓmθL
(
Pm − θ¯LΓm[X11, θL] + i[Xm, X11]− 1
3
[X11, θ¯L]Γ
mθL
)]
(7.12)
which corresponds to the Noether charge for δθL = ǫL and δX
µ = iǫ¯LΓ
µθL, and
QL = Tr
(
2P 11θL + iΓ
mnθL[Xm, Xn]− 2
3
θLθ¯LΓ
m[θL, Xm]
+
2
3
Γmn[Xn, θ¯L]ΓmθL +
i
5
ΓmnθLθ¯LΓm[θL, θ¯L]+ΓnθL
)
(7.13)
which corresponds to δθR = ǫR and δX
µ = iǫ¯RΓ
µθR in (3.1); the variable θR is set to 0
after the evaluation of the Noether charges.
We here note that the reparametrization BRST charge QBRST in (3.28) itself does
not have a simple matrix representation. For example, the replacement of ck by a single
variable c = divc does not go through, and the two variables c1 and c2 remain in the
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BRST charge till the end. A true significance of this property is not clear, but it is partly
related to the fact that we solved V = 0 in the operator level but L = δBRSTV = 0 is not
solved in the operator level: Instead we impose a constraint L|phys〉 = 0 on the physical
state vector. The manifest BRST invariant formulation in (7.1) is thus partly spoiled by
solving V = 0 in the above procedure.
The BRST charge QBRST generates transformation with 3 independent ghost variables
(c0, c1, c2), whereas the matrix formulation above contains only two independent ghost
variables (c0, c = divc) and corresponding canonical conjugate variables (b0, b). This
reduction of the number of freedom is related to the symmetries generated by V and
L, which exist even after the BRST invariant reparametrization gauge fixing in (2.10).
This suggests that a proper use of the area preserving diffeomorphism reduces the BRST
invariant physical states to those specified by two independent ghosts (c0, c = divc) only.
Although we cannot implement this statement in the operator level, we expect that this
procedure works in the physical matrix elements formed by BRST invariant physical
states.
8 Discussion
We have presented an SO(9, 1) invariant formulation of the 11-dimensional supermem-
brane by combining an SO(10, 1) invariant treatment of reparametrization symmetry with
an SO(9, 1) invariant θR = 0 gauge of κ-symmetry. The light-cone gauge formulation[1]
and the present SO(9, 1) invariant formulation, for example eq.(6.8), have quite differ-
ent appearance. We however emphasize that these two formulations in fact describe an
identical theory (i.e., 11-dimensional supermembrane) in the common domain where both
gauge conditions are well-defined.
Our SO(9, 1) formulation of supermembrane compared to the light-cone gauge for-
mulation preserves a large subset of D = 11 Lorentz boost symmetry , which may be
regarded as “dynamical” symmetry. However, the rotational symmetry between “M-
direction”(X11-direction) and the other directions is not manifest. Recently D = 11
Lorentz symmetry has been checked in a D2-brane scattering with M-momentum trans-
fer [22] and in the analysis of Lorentz algebra in the light-cone gauge [19]. A similar
check need to be done in our formalism as to the Lorentz-algebra and also the explicit
calculation of dynamical processes.
It is known that Green-Schwarz type IIA string action is obtained by a “double dimen-
sional reduction” of the supermembrane action[4]. The θR = 0 gauge becomes singular
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for a naive “double dimensional reduction” due to the denominator γˆ2 in γir (2.6), and in
this sense our SO(9, 1) invariant formulation may be regarded as intrinsic to the super-
membrane. However, θR = 0 gauge is smoothly related to the configuration which has no
winding in M-direction, i.e., the D2-brane.
Recently the supermembrane with non-trivial winding has been studied [23, 24]. In
these analyses, harmonic 1-forms on Σ play an essential role. In our treatment of V and L
symmetries, we considered only Hamiltonian vector fields. In order to treat the non-trivial
topology of Σ and the supermembrane with winding, we have to consider area-preserving
diffeomorphism (APD) corresponding to a “locally Hamiltonian vector field”, which is a
symplectic dual of the harmonic 1-form. We have additional constraints associated with
“locally Hamiltonian vector fields” ui (i = 1, · · · , 2g) on Σ of genus g
Vi =
∫
Σ
d2σ(b,ui) ≈ 0 (8.1)
Li =
∫
Σ
d2σ(B,ui) = δBRSTVi ≈ 0 (8.2)
which are the generators of symmetries δVic = ǫui and δLiO = −LuiO,respectively. When
we solved the constraint db = 0 in (7.2), we neglected the harmonic part of b, which is
justified only when Σ = S2. It is generally necessary to consider the effect of harmonic
1-forms when we matrix-regularize the supermembrane with genus g ≥ 1.
As to the relevance of our formulation to the so-called M-theory, a better understanding
of the fundamental degrees of freedom in M-theory is important. The M(atrix) theory in
[10] is formulated by regarding D0-branes as fundamental degrees of freedom. A crucial
observation is the decoupling of anti-D0-branes in the infinite momentum frame, and it
allows them to treat only D0-branes as fundamental degrees of freedom. But in a general
Lorentz frame, the interaction between D0-branes and anti-D0-branes cannot be ignored
in general, and a deeper understanding of the fundamental degrees of freedom is required.
The basic idea of “membrane as composites of D0-branes”by Townsend[25] , which is
one of the physical bases of M(atrix) theory, is based on the resemblance of the light-cone
gauge action of supermembrane (APD SYM0+1)[1] and the effective action of N coincident
D0-branes (U(N) SYM0+1) [26]. Our SO(9, 1) invariant Lagrangian with APD gauge
symmetry (6.8) does not correspond to a dimensional reduction ofD = 10 supersymmetric
Yang-Mills theory, and a direct relation to D0-branes is lost. However, our Lagrangian
and light-cone Lagrangian describe the identical physics as was emphasized above, and
we hope that our formulation may shed new light on the basic dynamics of D0-branes
and anti-D0-branes, and possibly on the dynamics of M-theory itself.
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