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We describe a program, PRESS, (PRolog Equation Solving System) for solving symbolic, 
transcendental, non-differential equations in one or more variables. PRESS solves auton- 
omously, i.e. without guidance from the user. The methods used for solving equations are 
described, together with the service facilities. The principal technique, metal-level inference, 
appears to be relevant tothe broader field of symbolic and algebraic manipulation. 
1. Introduction 
The PRESS program was originally developed, in 1974--75, as a vehicle to explore some 
ideas about controlling search in automatic theorem proving by using meta-level descrip- 
tions and strategies (Bundy & Welham, 1981). During 1975-81, it was also used as the 
equation solving module for the MECHO project (Bundy et at., 1979), designed to solve 
high-school mechanics problems tated in English. This paper describes the current version, 
which was enhanced uring the period 1980-84 by the authors, and has been maintained 
since 1984 by one of the authors, Silver. During these latter periods the search control ideas 
have been further developed with the addition of new equation solving methods, and the 
program has been extended and refined. The original program was written in DEC-10 
Prolog but the current version is in Quintus Prolog. 
Although PRESS was never intended to be an algebraic manipulation system of the 
conventional kind, (Buchberger et al., 1983 ; Martin & Fateman, 1971), it may well be of 
interest to the algebraic manipulation community, both for the ideas incorporated in some 
of its equation solving methods and its technique for scheduling those modules. 
PRESS can solve the fairly straightforward equations, inequalities, and sets of 
simultaneous equations arising from mechanics problems taken from high school textbooks. 
It can also solve many of the pure equation solving problems that appear in the GCE, A- 
level mathematics examination papers taken by English and Welsh students before entering 
university. 
The equations that PRESS has been tested and evaluated on are largely drawn from 
these GCE A-level examination papers, in particular those issued by the Associated Exam- 
ining Board (A.E.B.), the University of London, and the University of Oxford. The years 
range from 1971 to 1984. Currently, the program very creditably solves 132 out of 148 single 
"t" Current address: Department of Computer Engineering and Science, Case Western Reserve University, 
Cleveland, OH 44106, U.S.A. 
{ Current address : Quintus Computer Systems, Mountain View, CA, U.S.A. 
§Current address: GTE Laboratories, 40Sylvan Rd, Waltham, MA 02254, U.S.A. 
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equations and 19 out of 26 sets of simultaneous equations, an overall 86.8 per 
rate. Some typical problems are: 
42x+,.5x-2 = 6 I-x 
cos x+cos  3x+cos 5x = 0 
3.tan 3x - tan  x+2 = 0 
log,_ x+4.1ogx 2 = 5 
3.seth 2x+4. tanh  x+l  = 0 
lOge (x+l)+loge (x- - l )  = 3 
e3~--4, e'~+3, e-x = 0 
cosh x--  3. sinh y = 0 & 2. sinh x + 6. cosh y = 5 
cent success 
(A.E.B. 1971), (1.1) 
(A.E.B. 1976), (1.2) 
(Oxford 1978), (1.3) 
(London 1978), (1.4) 
(A.E.B. 1971), (1.5) 
(1.6) 
(London 1977), (1.7) 
(A.E.B. 1973). (1.8) 
PRESS solves equations in the traditional high-school fashion of rewriting the equations 
in a process &forward inference: drawing out consequences of  the equation. It stops when 
one of these consequences fits the syntactic shape of a disjunction of solutions, i.e, a 
disjunction of conjunctions of equations of the form X = Ans, where X is one o f  the 
variables to be solved for and Ans contains none of the variables being solved for. In  some 
cases the solutions will introduce new parameters, e.g. an n ranging over the integers. These 
solutions can be thought of as an infinite disjunction of solutions - -  one for each value 
ofn. 
This technique guarantees that any such disjunction found contains all the possible 
solutions, but if some of the rewritings are non-reversible then some of the disjuncts may 
not be solutions. These non-solutions must be rejected by a vetting process. The appearance 
of the non-solutions gives the impression to some readers that PRESS's reasoning is 
unsound. This is not the case; PRESS correctly draws inferences from the equation,  but 
these are not always reversible. PRESS was written this way so that its processing was 
readily comparable to high-school equation solving, in order to make it easier to implement 
heuristic methods discovered by examining high-school worked examples. 
PRESS works in the domain of R-elementary equations, that is on equations involving 
polynomials, and exponential, logarithmic, trigonometric, hyperbolic, inverse tr igonometric 
and inverse hyperbolic functions over the real numbers.? PRESS does not try to  find 
any complex roots of an equation. The omission of these roots is not an indication of 
incompleteness ince PRESS is only working in the theory of  real numbers. A detai led 
definition of R-elementary equations is given in (Bundy & Welham, 1981). Because this 
domain is undecidable (Richardson, 1968), and because PRESS uses heuristics methods,  
it is not possible to specify precisely those equations on which it will succeed. 
PRESS is organised as a collection of interacting methods. Each method conducts  a 
syntactic analysis of the current equation and, provided various preconditions are met, 
rewrites the equation to achieve a specific syntactic effect. For instance, the Col lection 
method analyses the equation to see if it contains more than one occurrence of the unknown.  
If there are then it tries to reduce the number of occurrences. The methods try, in turn ,  to 
rewrite the equation. If one succeeds then the process is repeated until the equat ion is 
solved or no further methods apply. PRESS is written in Prolog,:~ (Clocksin & Mellish, 
t However, for programming reasons PRESS is restricted torational numbers and uses rational approximations 
to irrationals. See section 3,7 for more details. To simplify the problems that this restriction causes, angles are 
measured in degrees rather than radians. 
:~ Originally DEC-10 Prolog, but more recently we have used Quintus Prolog. 
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1981), a programming language based on the ideas of logic programming. Hence, the 
PRESS code can be interpreted as axioms of a first-order mathematical theory and the 
running of the program can be interpreted as inference in this theory. The predicates and 
functions of these axioms express relationships between expressions of algebra, and the 
axioms assert facts and laws about the representation f algebra. For this reason we say' 
that the PRESS code constitutes the first order, Meta-Theory of Algebra. We call algebra' 
an object-level theory and the heuristic ontrol information embedded in PRESS a meta- 
level theory. As PRESS runs, it conducts aprocess of meta-level inference which guides the 
search for a solution to the equation. A description of PRESS which focuses on meta-level 
inference can be found in Bundy & Welham (1981). 
In the next section, we will give an overview of the scope of the program. Following that, 
particular methods will be described. In section 4 the more important of the meta-level 
concepts used by the program will be discussed. Some indication of performance, including 
a sample solution, will be given in the final section. 
2. An Overview of the Program 
Currently PRESS itself has four different op-level modules: one for solving single 
equations, one for sets of simultaneous equations, one for inequalities, and one for proving 
identities. The procedure for solving single equations i the central core of the program in 
that other top-level modules are largely interfaces to the relevant parts of the single equation 
code. We will concentrate in this paper on describing the procedure for solving single 
equations. 
The most recent version of the equation solver has 6 major methods implemented : 
• Isolation, for solving equations with a single occurrence of the unknown. 
• Polysolve, for solving polynomial equations. 
• Collection, for reducing the number of occurrences of the unknown in the equation. 
• Attraction, for bringing occurrences ofthe unknown closer together. 
• Homogenization, a generalized change of unknown method. 
• Function swapping, for transforming equations into ones with more amenable 
function symbols. 
These are applied in approximately the order of listing, with each significant transformation 
of the equation resulting in all the methods being attempted again. Note that particular 
rewrite rutes are only applied in the context of particular methods. This avoids the problem 
of being bogged own in the exhaustive application of a large rewrite rule set. 
Each method makes use of particular properties of the current equation. General methods 
such as Collection and Isolation rely on properties of an expression, while methods uch 
as Function Swapping and Polysolve depend more on properties of function symbols 
occurring in the expression. Only two methods, Isolation and Polysolve, actually solve the 
equations. The other methods are preparatory. 
PRESS also uses several service modules to aid in algebraic manipulation. There is a 
pattern matcher; an expression simplifier split up into two components, tidy and eval; 
a package which reasons about intervals (Bundy, 1984); a package for manipulating 
polynomials; and a solution vetter. These have largely been tailored to the needs of the 
program and no claims are made to their generality or efficiency. 
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3. Program Methods 
Conventional algebraic manipulation systems, such as MACSYMA, REDUCE, and 
MUMATH,  usually have some explicit equation solving ability. Typically there are algo- 
rithms to handle polynomials (similar to our Polysolve), and equations where there is a 
single occurrence of the unknown (similar to our Isolation). These equation solving abilities 
do not usually incorporate, directly, algorithms corresponding tothe other PRESS methods, 
and this means that they cannot solve many of the A-level equations that PRESS can. 
However, conventional systems can usually be made to solve these more complex equations 
if the user guides them through a sequence of algorithms, e.g. by putting them in a normal 
form prior to solving them as a polynomial. Thus, the first two methods described, Isolation 
and Polysolve, have little new to offer, but are included here for completeness. Some of the 
remaining methods correspond to other standard components of conventional lgebraic 
manipulation systems, some appear to be novel. However, what is of principle interest to 
the algebraic manipulation community is the meta-level inference which decides whether 
a method is appropriate and hence implicitly schedules the different methods, thus obviating 
the need for human guidance. 
3.1. ISOLATION 
Isolation is a method for solving equations containing only a single occurrence of an 
unknown. That is, Isolation can solve 
log,, (x 2 -- 1) = 3, 
but cannot solve 
log~ (x+l)+log~ (x - l )  = 3. 
The method consists of 'stripping off' the functions urrounding the single occurrence ofx  
by applying the inverse function to both sides of the equation. This process is repeated until 
x is isolated on one side (the left-hand side) of the equation, e.g. 
loge (x 2 -  1) = 3 
x 2 -  1 = e 3 
x 2 = e3+l  
x=_+~.  
This stripping off is done by applying a system of rewrite rules to the equation, in this ease 
the rules : 
logv V= W--+ V= U W 
U- -V= W- -+U= V+W 
U 2 = W--+ U = +_.v/W. 
Information about the position of the unknown in the equation guides the application of 
the rewrite rules. 
3.2. POLYSOLVE 
Both the left-hand side and the right-hand side of the equation are parsed to determine 
whether they are polynomials. The definition of a polynomial is slightly enlarged to include 
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terms of the form x N for negative integers N. If both sides of the equation are polynomials, 
control of the solve procedure is passed to the polynomial solver. 
After parsing, the left-hand side minus the right-hand side of the equation is put into 
polynomial normal form, consisting of a list of tuples of the form polyand(N, Coeff) 
representing the term Coeff. x N. The list is sorted in descending order of degree. I f  required 
at this stage, the equation is effectively multiplied through by an appropriate power of the 
unknown to remove terms of negative degree. 
The polynomial solver is a collection of polynomial methods that are tried in turn. The 
simple cases are solving linear and quadratic polynomial equations with the simple standard 
formulae.t Zero roots are recognised and the appropriate power of the unl~nown is factored 
out. Simple integer roots are tested for, and the appropriate linear term factored out. 
Disguised linear and quadratic equations are also solved, for example x4--4, x2+ 3 = 0 is 
a quadratic in x 2 with solutions .¢2 = 3 or x 2 = 1. 
Various solutions depending on the polynomial being symmetric or anti-symmetric have 
also been implemented. 
3.3 COLLECTION 
This is a method to reduce the number of occurrences ofthe unknown in an equation by 
applying a suitable rewrite rule. For example, consider the expression log, [(x+ 1). (x -  1)] 
which has two occurrences of x. The rewrite rule 
(U+ V). (U -  V) --, U s - V 2 
can be applied to the expression to produce loge (x 2-1) .  Note x occurs only once in this 
new expression. 
A reduction in the number of occurrences of the unknown is often a key step when 
solving equations, usually because it enables Isolation to apply. The Collection method 
tries to match subterms of the equation with suitable rewrite rules which will reduce the 
number of occurrences of the unknown. The behaviour of the matcher affects the efficiency 
of Collection, as will be discussed in section 3.10. Most commonly, Collection is a pre- 
paratory step before performing Isolation. 
A more detailed description of Collection can be found in (Bundy & Welham, t981), 
along with fuller descriptions of Attraction and Isolation. Heuristics are given there to 
locate the subterm to be rewritten. 
3.4. ATTRACTION 
This is a method designed to bring occurrences of the unknown closer together. This 
might be a useful preparatory step before performing a Collection step. Closeness of two 
occurrences of the unknown is determined by considering the number of arcs lying between 
them in the expression tree of the equation. Example expression trees are given in Fig. 1. 
Again rewrite rules encoding an algebraic manipulation step are matched against a 
particular expression. The closeness of the occurrences i  calculated before and after the 
potential manipulation step. If the distance decreases, the rewrite rule is applied. 
t Methods for cubic and quartic ould also have been added, but were omitted because they were never equired 
in the A-level exam questions on which PRESS was principally tested. 
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Fig. l. The expression trees of two equations. 
Consider the expression loge (x + 1) + loge (x -  I). The occurrences of  x are separated by 
six arcs on the left hand expression tree of Fig. 1. The rewrite rule :, 
logv V+logv W~logv  (V. W) 
can be used to rewrite the expression to: log~ [ (x+ 1). (x -1 ) ] .  The occurrences of x are 
separated by four arcs in the right-hand expression tree of Fig. 1. Hence the application of 
the above rewrite rule is a valid Attraction step. 
3.5. HOMOGENIZATION 
This is a powerful addition to the program, which has been described in (Bundy & Silver, 
1981 ; Silver, 1982) and (Silver, 1985). Given an equation 
(e '~)3-4 .eX + 3/e x = O, 
it is standard to introduce a new unknown for e", y say. This substitution transforms the 
equation into a polynomial equation in y which can be solved by the polynomial solver. 
However, if the initial equation appears as 
e3" -4 .eX+3 . e - "  = 0, (3.1) 
it is not at all obvious that the same substitution enables the equation to be solved. 
Homogenization, in this case, determines that each of the exponential terms can be expressed 
in terms of  e x. 
More generally, Homogenization parses the equation recording the terms which contain 
the unknown, and are non-algebraic{} in the unknown. 
Such terms are called offenders terms and the set formed by the parse is called the 
offenders et. For equation (i) above, the offenders et is 
{e3', e x, 
The essence of Homogenization is to replace ach of  the offending terms by some algebraic 
function of  some single term, called the reduced term. In the case of  equation (3.1), the 
reduced term is e x. Once the rewriting has been performed, the resulting equation is algebraic 
in the reduced term, and PRESS is good at solving such equations. 
The difficult step in Homogenization is to select the reduced term (which need not be a 
member of  the offenders et). Homogenization first classifies the offenders et into one of 
Note that this rewrite step is valid in the forwards direction in which it is made, but is not reversible and, 
hence, leads to a non-solution which must be rejected by the vetting process. The non-reversibility arises if V and 
W are both negative. The right-hand side of the rule will then be defined, but the left-hand side wilt not be. 
{}Algebraic terms are those involving only the functions +, -, --, / and exponentiation toa rational number. 
Thus (x+ 1) 2 is algebraic inx, but cos (x) is not. 
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six types: trigonometric, logarithmic, exponential, hyperbolic, exponential-hyperbolic or 
mixed. The classification trigonometric, logarithmic, exponential or hyperbolic indicates 
that all the terms in the set are of that type. The classification exponential-hyperbolic 
indicates that terms in the set are either exponential or hyperbolic. Otherwise, the offenders 
set is classified as type mixed, and Homogenization fails. 
For each of the five allowed (i.e. non-mixed) classifications, Homogenization has a set 
of heuristics to help it choose a good reduced term. Homogenization then attempts to 
rewrite each member of the offenders et as an algebraic function of the reduced term. If 
this succeeds, an explicit change of unknown substitution is performed for the reduced 
term. 
After Homogenization, equations are routinely solved by the polynomial solver with 
occasionally some prior manipulation by the Function swapping code. 
3.6. FUNCTION SWAPPING 
When solving equations, often one function symbol is preferable to another. This may 
be for several reasons. If the right-hand side of the equation equals zero, multiplication is
preferable to addition on the left-hand side of the equation, since this allows us to split the 
initial equation into two separate quations. Squaring an expression is preferable to taking 
the square root, since there are simple rewrite rules relating to squared expressions. Function 
swapping is a collection of methods which transform an equation according to preference. 
Certain functions are labelled nasty. These are functions which are less familiar than 
their inverse, such as the inverse trigonometric functions, e.g. arcsin (x). Logarithms and 
square roots are other examples. 
Modifications of Isolation, Collection and Attraction are used by Function swapping to 
remove nasty functions. For example, consider the solution of 
= 2 .  
The first step in the solution is to isolate one of the square roots to obtain 
5x-25  = 2. 
Note that Isolation has occurred even though there are occurrences of the unknown 
occurring on the right-hand side of the equation. The remaining square root cannot be 
isolated without reversing the previous tep but the right-hand side of this equation can be 
expanded, to give 
5x -  25 = 4+ 2. x ~ +  (~/x -  1) 2 . 
The square root term has been brought closer to its inverse operation, squaring. For this 
reason we call this step nasty-function attraction. Of course, another square root has been 
generated, but this root is isolatable, producing a 'nicer' equation. After cancelling the 
square and square root, the isolation of the remaining radical proceeds. This results in a 
quartic polynomial, which is really a quadratic in x 2. This polynomial iseasily solved, giving 
the answer to the problem, and a spurious root. 
Another example of Function swapping is the following. Certain problems, containing 
terms of the form a .m) where a is a constant, are simplified by taking logs to an appropriate 
base. This is a case where logarithms are less nasty than exponentiation, as this type of 
exponentiation is not the familiar one. 
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The context often determines which functions are preferred. Consider 
cos x+cos  3x+cos 5x = 0. 
The right-hand side of the equation is 0, so factorization would be possible if the dominant 
function on the left-hand side were multiplication. Unfortunately, it is addition, so PRESS 
tries to replace addition with multiplication to prepare for factorization. The Function 
swapping method has a set of rewrite rules for replacing terms dominated by a function 
other than multiplication with one dominated by multiplication. In this case it first makes 
use of the sum of cosines rule. Adding cos x and cos 5x yields 2. cos (3x). cos (2x). This 
replaces one of the additions with a multiplication. The cos 3x can then be factored out 
and solved by Isolation to produce one set of roots. The resulting factor of 2. cos (2x) + 1 
can be similarly solved to produce the other set. 
3.7. SIMPLIFICATION AND EVALUATION 
Currently, PRESS does not make extensive use of strong normal form mechanisms. We 
do use a polynomial nomaal form within the polynomial solver, but for the most part 
equations are maintained as'tidied' expressions, which are not canonical forms. Tidying is 
a simplification process which tries to maximise evaluation by bringing together numeric 
sub-expressions using the associative and commutative properties of certain functions. To 
assist his process, rewrites are also applied which remove '/' and binary ' - '  in favor of'.' 
and' +' ; and rules for identity and unit elements offunctions are used. As well as performing 
evaluation where possible, Tidy applies aset of simplification rewrite rules to all levels of 
the expression. Various methods also make use of intermediate bag representations for 
associative-commutative functions. 
The original, DEC-10 version of Prolog we used to implement PRESS, only provided 
arithmetic on small integers (-217 ... 2 '7- I). However, one of the authors, O'Keefe, wrote 
a rational arithmetic package for a geometry theorem prover, and it proved straightforward 
to add this to PRESS in order to deal with arithmetic operations on non-integers. Real 
number arithmetic savailable in the current Quintus Prolog implementation, a d is used 
for solution vetting, but the rational package is still being used for the other aspects of 
equation solving because ofthe greater accuracy it provides. Even though the whole rational 
arithmetic package is written in Pro]og, its performance does not adversely affect he speed 
of equation solving. This is due to the high quality of the DEC-10 and Quintus Prolog 
compilers, and the simplicity of the arithmetic operations required in the A-level questions. 
All numeric operations are over the domain Q w { + ~, - oo, - 0, undefined}. Negative 
0 behaves like positive 0, except that I/(+0) = + ~,  while I/(-0) = --~. This extension 
is needed for the interval package, described inthe next section. The functions provided 
are +, - , . , / ,  div, rood, ^  (the exponentiation perator), log, gcd, entier, abs, sign, numer, 
denom, and a few tabled values for some of the trig functions. Rational numbers are kept 
in reduced form, i.e. common factors are removed from N and D in N/D. Rational powers 
are handled, in that eval (X ut°) will succeed if X has a rational Dth root. Note that, since 
N/D is in reduced form this covers all cases of rational powers. It may seem odd to provide 
logarithms ina rational package, but terms like log2 8 often appear in A-level exam papers. 
Because valuation uses rational rather than floating point arithmetic, three cases have 
to be distinguished, namely : 
• the expression has a rational value. It is returned, e.g. oval (logz 8) = 3. 
• the expression has no value. Undefined is returned, e.g. eval (log0 8) = undefined. 
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Any function with an undefined argument returns undefined. 
• the rational evaluator fails, either because the value is irrational, because the resources 
were not available, or because the evaluator has no rule about some function. In 
this case the entire original expression is returned, even if some parts of it could 
have been evaluated. This can lead to failure to evaluate valuable xpressions, e.g. 
F(log2 8)--F(3), where F is an unknown function.'~ 
3.8. THE INTERVAL PACKAGE 
The interval package was designed to check conditions of rewrite rules. For example 
the Isolation rule U. V = W~ U = IV/V has the condition V # 0. The package uses the 
monotonicity of functions to determine in what interval function values lie. 
Consider the condition 
x -cos  x # 0, 
where x is known to lie in the interval [60, 90). Since cos is monotonically decreasing in the 
interval [60, 90) the upper bound of cos x is cos 60 and the lower bound is cos 90. Thus 
cos x lies in the interval (0, 1/2]. Since - is monotonically increasing on its first argument 
and monotonically decreasing on its second, the upper bound of x -cos  x is 90-0  and the 
lower bound is 60 - 1/2. Thus the interval of x -  cos x is [59 1/2, 90), which does not include 
0. Therefore, x--cos x v ~ 0 in the interval [60, 90). 
The interval package has also been applied to use semantic information about physical 
properties to reject solutions given by the equation solver. A fuller description can be found 
in Bundy (1984). 
3.9. THE SOLUTION VETTER 
The solution vetter is used to reject solutions that contain imaginary components (and 
thus do not meet the real number estriction of PRESS) and invalid solutions (caused by 
non-reversible steps). 
If, as is usually the case, the solution consists of a disjunction of  terms, the vetter examines 
each disjunct individually. Below, we use the term 'solution' to mean an individual disjunct 
if the solution is disjunctive, or the entire solution otherwise. 
The solution vetter examines each subterm of the solution, testing to see if the arguments 
of each function arc such as to ensure that the subterm is real-valued. Thus, an expression 
containing arcsin (2) is immediately rejected as arcsin has real values only on the interval 
[ -  1, 1]. However, the situation is usually not so clear cut, the solution vetter has to examine 
terms of the form arcsin (e 2 -  1). The solution checker has no problem in deciding that e 2 
and e 2 - 1 are acceptable t rms; as both the exponential nd the - functions are real valued 
if the arguments are. The solution vetter cannot use such simple arguments to decide if 
e 2 -  1 lies in the [ -1 ,  1] interval. In such cases, the vetter uses the real number library 
function to evaluate this inner expression. In this case, it discovers that e 2 -1  is greater 
than 1, and thus that arcsin (e 2 -  1) is not real-valued. A solution containing such a term 
would be discarded as invalid. 
Once all solutions have been tested for validity, the vetter checks each of the valid ones, 
rejecting the spurious solutions. To detect spurious answers, the vetter substitutes the 
answer into the original equation, and evaluates the left and right sides, and tests for 
t We are indebted to an anonymous referee for this example. 
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equality, using the real number functions when necessary. As the use of such real number 
approximations introduces round-off errors, the vetter allows for a certain margin of error 
in the equality test. This does cause PRESS to reject one correct answer in our problem 
set. This problem could be dealt with, either by using the rational arithmetic package during 
solution vetting, or by using the interval package to keep track of error ranges. 
3.10 THE PATTERN MATCHER 
To apply a rewrite rule to an expression, PRESS uses a marcher that knows about he 
commutativity and associativity of addition and multiplication. For example, to apply the 
rule 
to the expression 
U. W+ V. W--, (U+ V). W, 
x .y+z .  (3. x), 
in order to collect he two occurrences of x, the matcher would instantiate W to x, U to y, 
and V to 3. z. The result of applying the rule would be (y+ 3. z). x. Knowledge about he 
commutativity and associativity ofmultiplication is crucial to allowing the match to succeed. 
The pattern matcher is exponential in the number of addends and multiplicands, and for 
relatively small examples, PRESS' execution time is dominated by matching expressions, 
particularly inAttraction and Collection. We developed some heuristics for when the match 
is unlikely to succeed, which considerably improved performance. 
One method of solving the equation 
a.sin x+b.cos x = c 
is to apply the rewrite rule 
sin U.cos V+cos U.sin V-*sin (U+ V). 
This involves a more sophisticated pattern matcher. Such a matcher has been implemented 
and is described in Borning & Bundy (1981), though the simpler matcher is used in most 
cases. 
Perhaps the most interesting use of the more powerful matcher has been to derive the 
solution of a simplified form of the general cubic equation from first principles, using the 
methods of Collection and Isolation. 
4. Meta-Level Concepts 
Proving that a particular value is a solution of an equation can be thought of as proving 
a theorem in the theory of algebra. Thus, a naive initial approach to equation solving might 
be to give an axiomatization of arithmetic, rules for algebraic manipulation, and ask a 
theorem prover to prove a particular theorem corresponding to a given equation. Not 
surprisingly, this unguided approach is hopeless in the combinatorially explosive search 
space of possible algebraic manipulations of an equation. 
Our solution is to use recta-level (or syntactic) information about the equation to be 
solved to find an appropriate equation solving method and, hence, to guide the search for 
a proof. The rest of this section describes the recta-level concepts we have developed and 
the way the program uses them. 
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We distinguished before between information about the expression i  general, and facts 
about properties of the functions occurring in the expression. Useful information about 
expressions i the number of occurrences of the unknown in it, the argument positions at 
which they occur, the smallest subterm containing all the unknowns, the distance between 
occurrences of the unknown (usually measured by numbers of arcs in the expression tree). 
These are the main meta-level properties used by Isolation, Collection and Attraction. 
Explicitly, in the case of Isolation, the method etermines the number of occurrences of 
the unknown, which must be 1. The position of the unknown in the expression tree is exactly 
specified and used to help find the appropriate rewrite rule. 
The function properties used are that we have a polynomial, or another special expression 
appearing in the equation. Cosine terms in arithmetic progression imply that a certain 
solution method is possible. All the terms being trigonometric imply only a restricted class 
of rewrite rules will apply. There are several such conditions in the program. 
5. Program Algorithm and Performance 
While describing the program methods in section 3, we effectively solved two equations. 
Let us put these solutions together. Firstly, the full behaviour of the solve procedure is 
given. Consider again equation (7) from the examples in the introduction, repeated here 
for convenience 
e3X-4.eX+3.e -x = 0. (5.1) 
Let us see how PRESS tackles this equation. After an initial syntactic heck and tidy, the 
solve procedure is invoked. 
1. Solve invokes Isolation if there is only a single occurrence of the unknown. There 
are three occurrences of the unknown x in the equation, so this step fails. 
2. Solve calls Polysolve if the equation is a polynomial equation. The presence of the 
exponential terms precludes the equation from being a polynomial equation. 
3. Solve then checks if a simple change of unknown would simplify the equation. In 
this case there is no simple change. 
4. Solve then tries Collection'~ by selectively applying rewrite rules. For (5.1) there is 
no easily applicable rule. 
5. Solve then tries Attraction. Again there is no easily applicable rule. 
6. Solve tries Homogenization. This succeeds, with x~ being substituted for e x. The 
new equation is 
Xl3+ -4 .x l+3.x~ -1 = 0. (5.2) 
7. Equation (5.2) is now recursively handled by the solve procedure. This time the 
polynomial solver is invoked. 
8. The equation is multiplied through by x~ to give Xl 4 -  4. x~ + 3 = 0. 
9. This is recognised as essentially a quadratic equation. Another substitution is made 
with x2 replacing x~. 
10. This equation is solved, with two solutions x2 = 1 and x~ = 3. 
t Collection, and all subsequent methods, assume the equation is in a weak normal form with terms containing 
the unknown on the left-hand side and unknown-free terms on the right-hand side. Equation (5.1) is already in 
this form. 
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2 11. Now the substitution equation xl = xz is solved for the two values of  x2. Since 
there is only one occurrence ofx~ this is done by Isolation. This gives the solutions 
xl = __+1 and x~ = _+,,//3, 
and completes the solution invocation begun in step 7. 
12. Similarly the equation e~ = xl is solved for x by Isolation. 
13. The final answers output are : 
x = Ioge x//3 or x=0.  
Note that the solutions 
and 
x = loge-- 1 
x = log, - x /~ 
are rejected by the solution vetting procedure, since PRESS is only searching for 
real valued solutions. 
For the second example we just give the sequence of successful methods involved when 
solving equation (6) of the list given earlier. Consider the sequence of equations 
below. The method at the end of each line indicates the method used to bring about the 
transformation to the next equation. 
log, (x+l )+ log ,  (x - l )  = 3 Attraction, 
log, [(x+ 1). (x-- 1)] = 3 Collection, 
log, (x 2 -  1) = 3 Isolation. 
Isolation now solves this equation as in section 3. I. 
Thus, the solution in both cases is found by cooperation between the methods. The other 
major method, Function swapping, is not needed in either example, but is routinely applied 
after Homogenization. 
The PRESS code occupies 1000 K bytes of core compiled in Quintus Prolog on a Sun 
3/160. Table 1 indicates the performance of PRESS on the example quations given in the 
introduction. The numbered equations refer to those given in the introduction. Times are 
CPU times given in milliseconds. 
Table 1, PRESS performance in solving equations. 
Equation Time Methods used 
(1) 2500 
(2) 2100 
(3) 4500 
(4) 1100 
(5) 1350 
(6) 1050 
(7) 2300 
(8) 5900 
Function swapping, Polysolve 
Function swapping, Isoiation 
Homogenization, Function swapping, Polysolve, Isolation 
Homogenization, Polysolve, Isolation 
Homogenization, Polysolve, Isolation 
Attraction, Collection, Isolation 
Homogenization, Polysolve, Isolation 
Homogenization, Isolation, Function swapping, Polysolve, Isolation 
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6. Conclusions 
We have described a program PRESS for solving symbolic equations. It should be 
emphasised that our aim was not to build a powerful performance program, but to experi- 
ment  with some ideas for the control of automatic theorem proving. Nonetheless, the 
program performs quite welI in its limited domain. Furthermore, it has been a very easy 
task to piece together the various components of PRESS, thus making it easy to extend the 
power of the program. It has also been possible for students to do projects in symbolic 
integration (Skinner, 1981), differential equations and other areas of symbolic and algebraic 
manipulation, using the basic symbolic manipulation components extant in PRESS. 
We have developed our methods by first establishing a meta-level vocabulary. This 
vocabulary is then used to guide the object-level search. Our future research in this area 
will concentrate on continuing to develop these recta-level concepts. 
Our equation solving methods are non-standard, heuristics techniques, which are quite 
weak compared to the algorithmic methods embedded in conventional algebraic manipu- 
lation systems. However, on the A-level problems it was designed for, PRESS outperforms 
the equation solving methods provided in such systems. The relationship is more equal if 
the conventional systems are guided by humans to preprocess the equations using the other 
non-equation solving algorithms, e.g. normalization or simplification. This suggests that 
the meta-level inference, used by PRESS to decide which method to use, next might be 
usefully incorporated into conventional systems to schedule the use of the algorithms they 
contain without the need for human guidance. In addition, some of PRESS's methods 
appear  to be novel and may suggest new algorithms for incorporation i to such conventional 
systems. 
An earlier version of this paper appeared in the proceedings ofEurocam 82 which are published 
in the Springer Verlag Lecture Notes in Computer Science series number 144. This work was 
supported by SERC grants GR/B/29252 and GR/B/73989. We are grateful to Richard Fateman and 
the anonymous referees of the journal for comments on an earlier draft. A discussion on PRESS, 
based on Richard Foreman's comments, is published in Fateman et al. (1988). The original PRESS 
code was written by Bob Welham. The version described here is a considerably revised version written 
by the authors. 
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