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Introduction
Currently, there is a trend in technology to growing complexity. For example, machines are assembled from several tens of thousands of parts, and modern microchips are built from millions of transistors. If this trend continues, it becomes more and more difficult to sequentially assemble such complex hardware, and structures could also become too small and complex for common production processes. Self-assembly and self-organization are visionary properties of future hardware, which could solve these problems. Although the actual technology will not be available for many years to come, the necessary properties of such a technology can be studied using simulation in the field of Artificial Embryology, since the required mechanisms for self-assembly and -organization resemble the developmental processes occurring in natural embryology. Another argument for this approach was given by Hornby and Pollack [10] , they showed the advantage of generative encodings for Design Optimization over non-generative encodings.
In Artificial Embryology, digital organisms are meant to grow from a single cell, which is able to divide itself, differentiate and develop into an adult form. Like in natural morphogenesis regulatory networks are often used in Artificial Embryology to control the behavior of the individual cells and finally the shape of the complete organism. But to grow complex shapes, a symmetry break has to occur in the initially undifferentiated embryo. In most papers on Artificial Embryology exogenous morphogens or asymmetric cell divisions are used to induce an initial symmetry break. In this paper we investigate, how a symmetry break can arise endogenously from homogenous cells through evolved regulatory networks. We compare two possible definitions of fitness functions and the performance of several mathematical models for regulatory networks like the activatorinhibitor model, weight matrices, S-systems and general differential equations to generate the head-tail pattern. In the next section we give a short introduction to the related work in the field of Artificial Embryology. In Sec. 3 we give detailed description of the experimental settings, including the simulation environment, the mathematical models for the regulatory networks and the Evolutionary Algorithm. Experimental results are presented in Sec. 4 together with some graphical examples of the evolved head-tail patterns. Finally, conclusions and an outlook, how to evolve even more complex shapes, are given in Sec. 5.
Related Work
Regarding developmental processes two opposing approaches have been suggested on how a complex organism can develop from a single cell. The first approach postulates that the structure is already there from the very beginning. While the second approach assumes that structuring occurs during formation, i.e. epigenesis or self-organization. Today it is commonly agreed on that self-organization is the true source of morphogenesis. Curiously, in the field of Artificial Embryology often the path of endogenous selforganization is left in favor for exogenous structuring factors, which, although biologically motivated, actually prevent true understanding for the real mechanisms at work. For example, one of the earliest works in this area by de Garis, based on a cellular automata, failed to grow nonconvex shapes [3] until additional exogenous sources of morphogenes were added [2] . Eggenberger used similar exogenous sources of morphogenes to induce a symmetry break in his digital organisms, which were controlled by a regulatory network [7] . Although such exogenous sources of morphogenes can be supported from examples in nature, like exogenous morphogenetic factors, due to polar bodies, gravity, maternal influences, etc., they actually do not offer a solution to the problem of morphogenesis. Other approaches utilize asymmetric cell division. For example, Dellaert claimed to give a biologically defensible model of development by evolving a regulatory network based on a random boolean network [4] . In his model an initial asymmetric cell division was implemented as bit-flip in the boolean state vector and cells adjacent to the horizontal midline of the organism were given a special input signal. This way Dellard was able to evolve bilaterally symmetric organisms. Another example that utilizes asymmetric cell division was introduced by Hogeweg [9] . Hogeweg used a sophisticated mechanical model based on the Potts model and was able to evolve very complex cell behavior like budding and engulfing. Again, examples for this kind of asymmetric cell division can be found in nature, like in C. elegans, whose first developmental steps have been simulated in detail by Kajita et al. [11] . But as long as the underlying mechanisms of such asymmetric cells divisions are not really understood, the problem of morphogenesis cannot be considered as solved. There are also examples for self-organizing patterns in reaction-diffusion systems [20] . One example, especially suited for the head-tail pattern, is the activator-inhibitor model by Gierer and Meinhardt [8] , which has been utilized by Duvdevani-Bar and Segel to simulate the differentiation of the animal/vegetal region of a digital embryo [6] . Another example by Chaturvedi et al. uses the Schnakenberg equation together with a Potts model to simulate the morphogenesis of a chicken limb [1] . But the problem of how to evolve a mechanism of a priori unknown structure able to induce an initial symmetry break into a formerly undifferentiated embryo has not been addressed. Techniques using exogenous factors will most likely not be able to extend to more complex structures, since this would require more and more additional exogenous factors, which will eventually define the whole body plan. Asymmetric cell division or nuclear determinants on the other hand also do not offer a solution, as long as the responsible mechanism itself is not understood.
Reaction-diffusion systems proved to be reliable mechanisms for pattern formation, but most often only exemplary equation types with known structure and behavior are utilized in Artificial Embryology. It is not clear how this can be extended to more complex structures. Therefore, we examine how reaction-diffusion systems represented by regulatory networks can be evolved, which show the desired behavior of inducing a symmetric break to an undifferentiated digital embryo simply due to noise.
Experimental Settings
Although the Activator-Inhibitor model is known to generate the head-tail pattern and parameter optimization on this model could be easily performed, we want to analyze whether we are able to evolve more general regulatory networks with the desired behavior. Therefore, we examine several mathematical models of regulatory networks in respect to their evolvability ranging from parameterized models up to arbitrary differential equations. In this section we give implementation details on the simulation environment, the regulatory network models, the Evolutionary Algorithms and finally the fitness functions.
Simulation Environment
Each artificial cell in our simulation environment stores an individual position, a neighborhood topology, the current level of metabolites x i ∈ [0, 10], the diffusion behavior of metabolites and the regulatory network controlling the level of the metabolites. In this application the position is not used, since no mechanical simulations are performed and the positional information is not used for any other purpose. The neighborhood topology is used for intracellular diffusion. Regarding diffusion, each metabolite x i has an individual diffusion rate D i ∈ [0, 0.5], which is also evolved by the optimization process. Both diffusion and the dynamics of the regulatory network are subject to random noise.
Mathematical Models
Several models for regulatory networks have been proposed in the field of Systems Biology, ranging from discrete networks, like boolean and random boolean networks [12] , qualitative networks [18] , and finally several instances of quantitative networks. Preliminary experiments proved that quantitative networks perform much better and more reliably than discrete networks [17] . Therefore, we limit this study to quantitative networks. The differential equations used were integrated with an Euler-Cauchy algorithm. In case of parameterized models we give the ranges used for the optimization process, which were set to values similar to those suggested in [19] .
Activator-Inhibitor
The following equations give the two dimensional activatorinhibitor model introduced by Gierer and Meinhardt [8] :
x 1 is the activator, x 2 is the long range inhibitor, r 1 ∈ [0, 1] and r 2 ∈ [0, 1] give the degradation rates of x 1 and
gives an independent production rate and the factor s gives a source density.
Weight Matrices
Weight matrices are linear differential equations [5] :
gives the influence of metabolite x j on metabolite x i and C i ∈ [−2, 2] a constant production/degradation rate.
S-systems
Another parameterized model based on differential equations is given by S-systems (synergistic and saturable systems) [15] . An S-system for n artificial genes is given by a parameterized set of nonlinear differential equations: 
Arbitrary Differential Equations
An example for non-parameterized quantitative networks are arbitrary systems of differential equations, which are more powerful and flexible to describe the interactions between metabolites, since a suitable structure for the regulatory network is a priori unknown. The most prominent method, which is able to optimize the structure and the parameters of general mathematical equations at the same time, is Genetic Programming [13] . Genetic Programming has also been used to model regulatory networks [14] .
Evolutionary Algorithm
To search for regulatory networks that produce the desired head-tail pattern, we applied Evolutionary Algorithms (EAs) a stochastic population-based search algorithm. EAs mimic the natural evolutionary process of repeated selection, reproduction and mutation. Depending on the underlying mathematical model we either applied Evolution Strategies (ES) [16] for parameter optimization of parameterized models, like the activator-inhibitor model, weight matrices and S-systems, or Genetic Programming (GP) [13] for the arbitrary differential equations.
Evolution Strategies
Specialized on real-valued parameter optimization, ES omit a redundant genotype/phenotype mapping and apply sophisticated mutation operators on the real-valued phenotype. The crossover operator is often a secondary evolutionary operator and the population sizes are small. ES use a deterministic selection scheme to select µ parents for the next generation, either selecting only from the λ offsprings, i.e. (µ, λ)-strategy, or by selecting from the pooled offsprings and their µ parents, i.e. an elitist (µ + λ)-strategy.
Genetic Programming
Genetic Programming is an extension of Genetic Algorithms and acts on a genotype able to represent computer programs. A common genotype is based on a tree representation using functional elements as nodes and inputs and numerical constants as leafs of the tree. Mutation and crossover operators act on the genotype by altering a subtree or exchanging subtrees between two individuals. For GP typically a generational population strategy is used together with elitism and bigger population sizes [13] . We use a genotype of n program trees to represent the right hand side of an n-dimensional system of arbitrary differential equations.
Fitness Functions
The fitness function needs to be orientation invariant, since the pattern relies on noise during simulation. The most straightforward implementation of a fitness function for the head tail-pattern is to set a threshold value for an arbitrary metabolite, use this indicator to differentiate a cell to head or tail cells, and count the correctly assigned cells, see the left picture of Fig. 1 . For fitness case A1 the inverse of this sum is to be minimized. This function could be easily extended to include the French flag problem [22, chap. A second variant checks for asymmetry by calculating the weighted center of gravity of a metabolite and taking the difference to the true center of gravity, see right picture of Fig. 1 . The inverse of this value is to be minimized in fitness case A2. Preliminary experiments with a target gradient produced unsatisfying results, because the EAs often got stuck in local optima. But we will continue to search for more suitable fitness functions especially on behavior based fitness functions. Instead of abstract fitness functions we want to simulate the organisms in more complex environments and examine if they are able to perform a given task, like collecting light from a directed light source. Finally, experiments indicated that random initialization and noise in the simulation made fitness assignment rather difficult. If only one simulation is performed, a risky strategy, which relies on a favorable initial distribution, might beat a more conservative but reliable solution. Further, if the risky strategy multiplies in the population, the chance that a single instance gets suitable starting conditions is increased and thus strengthening the risky strategy. Therefore, a limited amount of repetitions would favor risky strategies. This effect can be counterbalanced by multiple repetitions per fitness evaluation, which causes the EA to favor more reliable strategies, see Fig. 2 for a comparison.
Experimental Results
We compared the performance of four different models for regulatory networks on two different fitness cases on two problem instances. The first problem instance simulated a static organism of twelve neighboring cells. The second problem instance represented a dynamic environment simulating a growing organism. Starting with a single cell, every fifth simulation step a random cell duplicated, until the maximum number of twelve cells was reached. In all cases the mechanical simulation was disabled and the cells remained linear aligned for easier fitness assignment.
For parameterized network models we used a (µ, λ)-ES with µ = 50, λ = 150 to enable self-adaption with discrete crossover (p c = 0.5) and k-dimensional normal distributive mutation (p m = 1.0), where k is the number of decision variables. In case of the GP, we used an elitist generational population strategy with a population size of 250, tournament selection (t group = 10), one-point crossover (p c = 1.0) and mutation (p m = 0.5) on each subtree. We used 10 ephemeral constants and x i as inputs and {+, −, ·, %} as function set. In case of GP, diffusion rates where encoded as program trees only with constants as leafs. Beside the impact of the different mathematical models for regulatory networks and their evolvability, we further examined the effect of the number of metabolites involved. Our previous experiments showed that the number of metabolites can have a crucial impact on the evolvability of a regulatory network [17] . For each problem instance we performed 25 multi-runs, except for GP, where only 10 multi-runs were performed. Every optimizer was terminated after 10,000 fitness evaluations had been performed. Each fitness evaluation was repeated five times and simulated the digital organism for 250 time steps each trial, and the fitness was normalized by the number of simulation steps, the number of cells and the number of repetitions. It is necessary to mention that the original version of the activator-inhibitor model requires at least 10,000 simulation steps to establish the head-tail pattern. In our evolutionary framework we were bound to fall short of that amount of simulation effort. But we believe that the reduced amount of simulation effort complies with the requirements necessary to evolve much more complex structures with a much higher number of cells involved.
Static Environment
In the first test series we tried to establish the head-tail pattern in an adult 'fully' grown organism of twelve interconnected cells.
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Arbitrary Diff. Equations Figure 3 . Results on A1 and A2 in a static environment.
Pattern Test
On the most straight-forward implementation of the fitness function, the A1 function, we see that both the weight matrices and the S-systems fail to produce satisfying results, see Fig. 3 . For these two models the resulting regulatory networks simply produced random alternating patterns. These results are not affected by the number of metabolites involved.
With the activator-inhibitor model on the other hand we were able to find solutions, which resulted in compact areas of activation at the borders of the organism, see Fig. 4 . In the figure one can see four different trials with different random seed simulating the same regulatory network, parameters are also given in Fig. 4 . In almost all repetitions a clear segmentation occurred within 250 simulation steps. Arbitrary differential equations were best performing, regarding the fitness values are. They even outperform the activator-inhibitor model. This could be due to the different selection scheme used for the GP, which imposes a much higher selection pressure. But also due to the bigger flexibility compared to the parameterized models.
Deviation from the Center of Gravity
In case of maximizing the deviation of the center of gravity weighted by a metabolite from the true center of gravity the activator-inhibitor model is clearly outperformed by the alternative models, see Fig. 3 . When comparing the models for regulatory networks, the GP optimizing arbitrary differential equations is the slowest to converge, despite the higher selection pressure applied, and S-systems slightly outperform weight matrices in respect to the speed of convergence.
In case of S-system one can also see an effect regarding the number of metabolites involved. With n = 3 and n = 4 the EA is able to find slightly better solutions than in case of only n = 2 metabolites. But regarding the quality of the solutions found the results are rather disappointing. The EA seems to favor risky strategies over more reliable ones despite the high number of repetitions used. In Fig. 5 one can see an exemplary result for S-systems. Most strategies are based on amplifying the initial noisy distribution of metabolites to the maximum concentration level. This way, the fitness values are bigger since the weights for calculating the weighted center are maximal. This particular strategy utilizes an extremely low diffusion factor of the metabolites that is actually used for fitness calculation to locally confine the peaks and achieves much higher fitness values this way. Although this solution achieves high fitness values, it is so specialized that it actually does not solve the head-tail pattern, because this strategy is too unreliable.
To summarize, on the static environment only the activator-inhibitor model is able to identify satisfying results, although the alternative models achieve better fitness values. This indicates that the fitness functions or the environment may be not suitable to support the evolution of the desired head-tail pattern.
Dynamic Environment
To increase the performance and to make the simulation environment more realistic we implemented a dynamic problem instance where the digital organism grows from a single cell to a final size of twelve cells. This is done by splitting a random cell every five simulation steps until the maximum number of cells is reached. For the sake of simplicity we coded this behavior of limited growth by hand instead of evolving this behavior as we did in previous experiments [17] . When a cell splits, we half the metabolites for the two resulting cells, assuming that the two cells im- mediately grow to the original cell size. We consider this dynamic environment to be more interesting for two reasons. First, this environment resembles the actual task given in Artificial Embryology, where the simulation of a growing digital organism is dynamic, not static. Second, we tried to examine a feasible variant of asymmetric cell division. Instead of performing a perfect cell division by giving both cells an equal share of the metabolite concentration, we implemented a noisy cell division. If we were able to evolve regulatory networks that utilized this asymmetric cell division based on noise, we would have a biologically defensible model for asymmetric cell division since such noise could be caused by discrete distribution of metabolites within a cell. The choice of a reasonable noise level is critical for the model to be really biologically defensible. On the one hand, beautiful results can be achieved, if the noise acts like an XOR operator as used together with discrete regulatory networks in [4, 9] . But on the other hand such an operator can not be accounted for by simple noise anymore. To keep reasonable we applied gaussian noise with σ = 0.01 to the two resulting cells in the following experiments.
Pattern Test
On the A1 fitness function all parameterized regulatory network models fail, see Fig. 8 . Only the activator-inhibitor model and the GP were able to evolve behaviors, which lead to the head-tail pattern. But the patterns are very unreliable, similar to those in Fig. 5 . A positive example with parameters for an activator-inhibitor model is given in Fig. 6 . It is possible that a higher noise level for cell division would cause the EA to find more reliable regulatory networks and that the noise level applied is too small.
Deviation from the Center of Gravity
On the A2 fitness function the activator-inhibitor model performs best regarding the fitness values, and GP and weight matrix based regulatory networks perform better than the S-system based networks, see Fig. 8 . But with increasing number of metabolites the weight matrix based networks are able to equal the performance of the activatorinhibitor models. Interestingly enough the increased number of metabolites has an opposite effect on S-system based regulatory networks. Here the performance decreases with in increasing number of metabolites, most likely due to the increased dimension of the search space. An positive example for weight matrix based regulatory networks is given in Fig. 7 , which is not as sensitive to the initial conditions as the activator-inhibitor example given in sec. 4.2.1, and which leads to a stable head-tail pattern with an additional stripe pattern in the tail. This network uses the second cell division to identify the head. Those two cells are marked as head, same as all offsprings of these cells. The ratio between the number of cells belonging to the head and to the tail depends on the occurrence of the cell division.
Discussion
In this paper we have shown that the head-tail pattern can be evolved utilizing general mathematical models for regulatory networks in contrast to specialized models with an a priori fixed network structure. This gives the prerequisite for successful applications of Artificial Embryology in the area of Evolvable Hardware as discussed in Sec. 2. Further, we proved that regarding the evolvability the GP is superior to two parameterized models. Unfortunately, GP is the most CPU-intensive model and the resulting regulatory networks are the least comprehensible. Comparing the parameterized models, the weight matrices only performed better than S-systems on the A2 function within the dynamic environment. Regarding the number of metabolites involved, two metabolites seemed to be sufficient on all problem instances except for the weight matrix on A2 in the dynamic environment, where at least three metabolites were necessary. And finally, we could point out that the choice of the fitness function and the environment is crucial for the success of the evolutionary process. The most straightforward A1 implementation of the fitness function showed the worst results. While the A2 performed much better especially in case of the dynamic environment, see the result in Fig. 7 . The difference between A1 and A2 can be accounted to the fact that A2 offers a much smoother path to an optimum, where small deviations from symmetry can be gradually exploited. In case of the A1 function solutions resulting from pure noise prevent the EA to find a possible path to the real head-tail pattern. Comparing the static to the dynamic environment, the solutions of the general regulatory networks found in the dynamic environment were much more reliable than those found in the static environment. This proves that the evolutionary process was able to exploit the small asymmetric cell division used in the dynamic environment. Our future research will concentrate on evolving more complex patterns on dynamically growing cell clusters. One way to build more complex structures could be gene duplication [21] . We hope that by gene duplication already discovered functional subnetworks could be multiplied in the genome and through mutation be activated in different regions within the organism and therefore resulting in more complex patterns.
