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Abstract
How does a user’s prior experience with deep learning impact accuracy? We present
an initial study based on 31 participants with different levels of experience. Their task is
to perform hyperparameter optimization for a given deep learning architecture. The re-
sults show a strong positive correlation between the participant’s experience and the final
performance. They additionally indicate that an experienced participant finds better solu-
tions using fewer resources on average. The data suggests furthermore that participants
with no prior experience follow random strategies in their pursuit of optimal hyperpa-
rameters. Our study investigates the subjective human factor in comparisons of state of
the art results and scientific reproducibility in deep learning.
1 Introduction
The popularity of deep learning in various fields such as image recognition [9, 19], speech [11,
30], bioinformatics [21, 24], question answering [3] etc. stems from the seemingly favorable
trade-off between the recognition accuracy and their optimization burden. LeCun et al. [20]
attribute their success to feature representation learning as opposed to using hand-engineered
features. While deep networks learn features, the hand engineering has shifted to the design
and optimization of the networks themselves. In this paper we investigate the influence of
human skill in the hand engineering of deep neural network training.
Arguably, one reason for why neural networks were less popular in the past is that
compared to ‘shallow’ learners such as for example LDA [10], SVM [4], kNN [5], Naive-
Bayes [29], etc., deep networks have many more hyperparameters [35] such as the number of
layers, number of neurons per layer, the optimizer, optimizer properties, number of epochs,
batch size, type of initialization, learning rate, learning rate scheduler, etc. A hyperparam-
eter has to be set before training the deep network and setting these parameters can be dif-
ficult [32], yet, the excellent results of deep networks [20] as revealed by huge datasets [6]
with fast compute [19] offer a compelling reason to use deep learning approaches in practice,
despite the difficulty of setting many of those parameters.
c© 2020. The copyright of this document resides with its authors.
It may be distributed unchanged freely in print or electronic forms.
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Hyperparameters are essential to good performance as many learning algorithms are crit-
ically sensitive to hyperparameter settings [12, 18, 28]. The same learning algorithm will
have different optimal hyperparameter configurations for different tasks [16] and optimal
configurations for one dataset do not necessarily translate to others [34]. The existing state
of the art can be improved by reproducing the work with a better analysis of hyperparam-
eter sensitivity [14], and several supposedly novel models in NLP [25] and in GANs [23]
were found to perform similarly to existing models, once hyperparameters were sufficiently
tuned. These results show that hyperparameters are essential for reproducing existing work,
evaluating model sensitivity, and making comparisons between models.
Finding the best hyperparameters is something that can be done automatically by au-
toML [2, 7, 15, 17] or Neural Architecture Search [8, 22, 27, 36]. Yet, in practice, such
methods are not widely used by deep learning researchers. One reason could be that auto-
matic methods are still under active research and not yet ready for consumption. Another
reason could be that good tuning adds a significant computational burden [23, 25]. Besides,
automated tuning comes with its own set of hyperparameters and, in part, shifts the hyper-
parameter problem. Thus, in current practice, the hyperparameters are usually set by the
human designer of the deep learning models. In fact, it is widely believed that hyperparam-
eter optimization is a task reserved for experts [31, 32], as the final performance of a deep
learning model is assumed to be highly correlated with background knowledge of the person
tuning the hyperparameters. The validation of this claim is one of the main goals of our
research. The extraordinary skill of a human expert to tune hyperparameters is what we here
informally refer to as “black magic” in deep learning.
1.1 Contributions
Broadly speaking, we investigate how human skill impacts network training. More specif-
ically, we offer the following contributions. 1. We conduct a user study where participants
with a variety of experience in deep learning perform hyperparameter optimization in a con-
trolled setting.1 2. We investigate how deep learning experience correlates with model accu-
racy and tuning efficiency. 3. We investigate human hyperparameter search strategies. 4. We
provide recommendations for reproducibility, sensitivity analysis, and model comparisons.
2 Experimental Setup
Our experiment is designed to measure and analyze human skill in hyperparameter optimiza-
tion. All other variations have identical settings. Each participant has the exact same task,
model, time limitation, GPU, and even the same random seed. Our participants tune hyper-
parameters of a deep learning architecture on a given task in a user-interface mimicking a
realistic setting while allowing us to record measurements.
2.1 Deep Learning Setup
The deep learning experimental setup includes: the task, the model and the selection of
hyperparameters.
1The research carried out has been approved by TU DelftâA˘Z´s Human Research Ethics Committee:
https://www.tudelft.nl/en/about-tu-delft/strategy/integrity-policy/
human-research-ethics/.
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Figure 1: Accuracy histogram over 320 ran-
dom hyperparameter settings. Their settings
matter.
Type Hyperparameter Default value
Mandatory
Epochs -
Batch size -
Loss function -
Optimizer -
Optional
Learning rate 0.001
Weight decay 0
Momentum 0
Rho 0.9
Lambda 0.75
Alpha 0.99
Epsilon 0.00001
Learning rate decay 0
Initial accumulator value 0
Beta1 0.9
Beta2 0.999
Table 1: The hyperparameters available
to participants in our study.
Deep learning task. The choice for the task is determined by the size, difficulty, and re-
alism of the considered dataset. Large datasets take long to train, which limits the number
of hyperparameters we can measure. Also, if the dataset is not challenging, it would be
relatively easy to achieve a good final performance which limits the variance in the final
performance of the model. Taking size and difficulty into account, while staying close to a
somewhat realistic setting, we decided on an image classification task on a subset of Ima-
geNet [6] which is called Imagenette [1]. To prevent using dataset specific knowledge we
did not reveal the dataset name to participants. We only revealed the image classification
task and we shared the dataset statistics: 10 classes, 13,000 training images, 500 validation
images, and 500 test images
Deep learning model. The model should be well-suited for image classification, have
variation in hyperparameter settings, and be somewhat realistic. In addition, it should be
relatively fast to train so that a participant can run a reasonable amount of experiments in
a reasonable amount of time. We selected Squeezenet [13] as it is efficient to train and
achieves a reasonable accuracy compared to more complex networks. To prevent exploiting
model-specific knowledge, we did not share the network design with the participants.
Hyperparameters. We give participants access to 15 common hyperparameters. Four pa-
rameters are mandatory: number of epochs, batch size, loss function, and optimizer. We
preset the other 11 optional hyperparameters with their commonly used default values. In
Table 1, we show the list of hyperparameters. Please refer to the supplementary material for
their full description. Note that none of the hyperparameters under participants control influ-
enced the random seed, as we keep any randomness such as weight initialization and sample
shuffling exactly the same for each participant. For 320 random hyperparameter settings, the
average random accuracy is 41.8± 24.3, where Figure 1 demonstrate that hyperparameters
are responsible for ample accuracy variance for this task. Without such variance there may
be little differences in human accuracy which would make it difficult to analyse skill.
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Figure 2: The flow diagram of the user study. The participant starts by entering their in-
formation. Next, submit the values for hyperparameters and evaluate intermediate training
results. If the training is finished, the participant can decide whether to submit a new config-
uration for hyperparameter or end the experiment. It can be repeated until the time limit of
120 minutes is reached.
2.2 Participants’ Experimental Setup
For managing participants we need: a user-interface, a detailed task description, and define
what to measure.
User-interface. We simulate a realistic hyperparameter optimization setting, while provid-
ing a controlled environment. We designed a web interface to let participants submit their
choice of hyperparameters, view their submission history with validation accuracy and view
the intermediate training results with an option for early stopping. Few preliminary tries
were done (by the participants not included in result dataset) to test and verify the design
and hyperparameter optimization process. By using a web server we collect all the data for
analysis. We make all data and source code available2.
Participant’s task. The task given to participants is to find the optimal set of hyperparam-
eters, i.e., those maximizing classification accuracy on the test set. After submitting a choice
of hyperparameters, the deep learning model is trained in the background using these param-
eters. While the model is training, the participant can view the intermediate batch loss and
epoch loss in real time. The participant has an option to cancel training if the intermediate
results do not look promising. As there is an upper limit of 120 minutes to how much time
a participant can use on the optimization of the model, early stopping enables them to try
more hyperparameter configurations. After training the model is finished, the accuracy on
a validation set is provided to the participant. Participants are encouraged to add optional
comments to each choice of hyperparameters. The experiment ends when the participant de-
cides that the model has reached its maximum accuracy or if the time limit of the experiment
is reached (120 minutes). The flow diagram of the user study is depicted in Figure 2.
2https://github.com/anandkanav92/htune
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Measurements per participant. As an indication for the degree of expertise a partici-
pant has, we record the number of months of deep learning experience. During deep model
training, we record all the hyperparameter combinations tried by the participant, together
with the corresponding accuracy on the validation set, for as many epochs as the participant
chooses to train. The experiment ends by a participant submitting their final choice of hy-
perparameters. This optimal hyperparameter configuration is then trained ten times on the
combined training and the validation set after which the accuracy on the independent test set
is recorded. Each of the 10 repeats have a different random seed, while the seeds are the
same for each participant.
2.3 Selection of Participants
The participants were selected based on their educational background and their prior experi-
ence in training deep learning models. The participants with no prior experience comprised
of people recruited from different specialisations using poster ads and email groups. Experi-
enced candidates were invited through our deep learning course provided to master students
and researchers.
3 Results
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Figure 3: A broad range of deep learning experience in
the 31 participants of our study.
We collected 463 different hyper-
parameter combinations from 31
participants. The prior deep learn-
ing experience for these partici-
pants is well distributed as shown
in Figure 3. For the final selected
hyperparameters the average clas-
sification accuracy is 55.9±26.3.
For ease of analysis we divide
participants into groups based on
experience. The Novice group
contains 8 participants with no ex-
perience in deep learning, the 12
participants in the medium group
have less than nine months of ex-
perience and the 11 participants
in the expert group has more than
nine months experience.
3.1 Relation between Experience and Accuracy
Figure 4 depicts the relationship between final accuracy and deep learning experience per
participant. As the experience increases, the final accuracy tends to increase, which is sup-
ported by the strong positive Spearman [33] rank order correlation coefficient of 0.60 with
a p-value smaller than 0.001. Additionally, we compared the variance of the accuracy dis-
tributions of Novice, medium, expert groups using Levene’s statistical test [26]. We use the
Levene test because experience and accuracy are not normally distributed. The test values
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Figure 4: Final accuracy distribution over all
participants.
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Accuracy (%)
Novice
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Groups accuracy distribution
mean
Figure 5: Final accuracy per group boxplot.
0 5 10 15 20 25 30 35
Number of turns
Novice
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Expert
Threshold accuracy 25%
0 5 10 15 20 25 30 35
Number of turns
Novice
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Threshold accuracy 50%
Figure 6: Number of hyperparameter configurations required to achieve a threshold accuracy
of 25%, 50% for different experience groups. The violin plot shown above depicts the prob-
ability density distribution of the number of turns taken by the participants in each group.
The mean value of each group is marked for reference. More experienced participants reach
the threshold faster.
presented in Table 2 show all groups significantly differ from each other (p < 0.05), where
the difference is smallest between medium and expert and the largest between Novice and
expert, which is in line with the accuracy statistics per group shown in Figure 5.
We further analyze the effect of deep learning experience on the training process. In
Figure 6, we show how many tries are used to reach a certain threshold accuracy for the
novice, medium, expert groups for final accuracy thresholds. Experts reach the threshold
quicker. Furthermore, we show the average accuracy of each group after a number of tries
in Figure 7. We can conclude that more experienced participants not only achieve a better
accuracy, they also arrive at that better score more efficiently.
3.2 Difference in Strategies
We investigate why more experienced users achieve a higher accuracy in fewer iterations.
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Levene’s statistical test
Groups Test Statistic p-value
Novice vs Medium 8.40 0.01
Novice vs Expert 14.338 0.001
Medium vs Expert 5.52 0.029
Table 2: All groups significantly differ
from each other (p < 0.05); medium and
expert the least and Novice and expert the
most.
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Figure 7: Experts need fewer tries to get bet-
ter accuracy. The shaded region is standard
error.
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Figure 8: Participants submitting their initial
hyperparameter configuration using all de-
fault values.
ID Comment
1 It is just a guess.
2 It is a suggested default value.
3 It is the value that has worked well
for me in the past.
4 It is the value I learnt from previous
submissions.
5 Other
Table 3: Predefined comments used in
user study.
Use of suggested default values. We offer mandatory and optional hyperparameters, as
shown in Table 1, where the optional hyperparameters are preset to their default values.
Figure 8 shows the number of participants in each group using these default values as the
starting point. A large majority in the medium or expert groups begin with all optional
hyperparameter values set to their suggested default values and subsequently build on them.
In contrast, novice users directly explore the optional values. Using defaults for optional
parameters does not necessarily lead to an optimal hyperparameter configuration, however,
all participants who started with defaults achieved a final performance greater than 50%.
Analysis of comments. Participants were encouraged to leave comments explaining the
reasoning behind choosing a specific value of a hyperparameter. In a bid to gather maximum
comments, we let users choose from predefined comments shown in Table 3. Figure 9 shows
the distribution of comments for each group of novice, medium, or expert participants. We
noticed that there was confusion between ‘past experience’ and ‘learned from previous sub-
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Figure 9: The distribution of comments for the groups of novice, medium, expert participants.
Inexperienced users rely more on random guessing (blue).
mission’ as 22% of hyper parameter values used by novice participants were based on their
prior experience in deep learning. As this confusion may also effect other groups, we refrain
from drawing hard conclusions based on the observed increase in the use of the comment
‘past experience’ for more experienced participants. For novice participants, the majority is
based on random guessing. Random guessing was found to be strongly negatively correlated
with the increasing experience. We used Spearman rank-order correlation, and the value was
found to be−0.58 with a p-value smaller than 0.001. As the amount of experience increases,
the results show a decrease in random guessing.
4 Discussion and Conclusion
We identify main limitations to this study, draw conclusions, and make recommendations.
4.1 Main Limitations
Limited data. We have a fairly restricted number of 31 participants. Collecting more data
and inviting more participants in the user study will make the result and conclusions more
robust to potential outliers. In addition, it can of course provide better insight into the process
of hyperparameter optimization, generalize our findings over a broader audience, and give
us the possibility to test more refined hypotheses.
Stratified experience groups. Currently, the three participant groups that we used in our
analysis, i.e., novice, medium, and expert, were identified based on the amount of experience,
as measured months, they had. It may be of interest, of course, to consider information
different from experience to stratify participants in different groups. Maybe the amount
of programming experience or the amount of machine learning experience correlates better
with performance achievements. What should maybe also be considered, however, is the
way to measure something like experience. Rather than using a measure like ‘months of
experience,’ one can also resort, for instance, to often used self-evaluations, in which every
participant decided for themselves which level they have. In more extensive experiments, it
would definitely be of interest to collect such additional meta-data.
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Only one deep learning setting This study focuses only on an image recognition task with
a single model and a single dataset in a limited time. Thus, it can be argued that the findings
of this study could not be generalized to other deep learning settings. This work is the first
study explicitly analyzing human skill in hyperparameter tuning; it is interesting to extend
this study further by including multiple tasks, models and datasets.
4.2 Conclusions
Human skill impacts accuracy. Through this user study, we found for people with sim-
ilar levels of experience tuning the exact same deep learning model, the model performs
differently. Every source of variation was eliminated by fixing the task, the dataset, the deep
learning model, and the execution environment (random seed, GPUs used for execution) ex-
cept the choice of hyperparameters. Figure 5 shows the variance in the final performance
of the model. This suggests that final performance of the model is dependent on the human
tuning it. Even for experts the difference can be an accuracy difference of 5%.
More experience correlates with optimization skill. We show a strong positive correla-
tion between experience and final performance of the model. Moreover, the data suggests
that more experienced participants achieve better accuracy more efficiently, while inexperi-
enced participants follow a random search strategy, where they often start by tuning optional
hyperparameters which may be best left at their defaults initially.
4.3 Recommendations
Concluding our work, we would like to take the liberty to propose some recommendations
regarding experiments and their outcome. We base these recommendations on our observed
results that even expert accuracy can differ as much as 5% due to hyperparameter tuning.
Thus, hyperparameters are essential for reproducing the accuracy of existing work, for mak-
ing comparisons to baselines, and for making claims based on such comparisons.
• Reproducability: Please share the final hyperparameter settings.
• Comparisons to baselines: Please optimize and report the hyperparameter settings for
the baseline with equal effort as the proposed model.
• Claims of (the by now proverbial) superior performance: It is difficult to say if the
purported superior performance is due to a massive supercomputer trying all set-
tings [23, 25], due to a skilled human as we show here, or due to qualities of the
proposed model. Bold numbers correlate with black magic and we recommend to
make bold numbers less important for assessing the contribution of a research paper.
• To the deep learning community: Make reviewers pay more attention to reproduca-
bility, baseline comparisons, and put less emphasis on superior performance. There is
no need to burn wielders of black magic at the stake, but herald the enlightenment by
openness and clarity in hyperparameter tuning.
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1 Hyperparameters used
The hyperparameters involved in the experiment are divided into two categories, mandatory
and non-mandatory. The mandatory hyperparameters are necessary and required to train
the model where as non-mandatory hyperparameters are subjected to the choice of your
optimizer algorithm. If not specified, the default values for these non-mandatory hyperpa-
rameters are used to train the model. However, dividing these hyperparameters into these
categories does not necessarily mean that mandatory hyperparameters are more important
and impact the performance of the model more than other category. A brief information and
default-values (used by PyTorch) is provided below for each Hyperparameter:
1.1 Mandatory hyperparameters
1. Epoch: epoch is defined as the number of iterations over the dataset. Minimum value
is 1.
2. Batch size: batch size is the total number of training samples present in a single batch.
Minimum value is 1.
3. Loss function: Every model learn by means of a loss function. It is a method of
evaluating how well the model has learnt the given data. If the prediction deviates too
much from truth results, loss function is usually high. There are different types of loss
function available to choose from and each options is explained below:
(a) Cross entropy: Cross entropy loss, or log loss, measures the performance of a
classification model whose output is a probability value between 0 and 1. Cross-
entropy loss increases as the predicted probability diverges from the actual label.
So predicting a probability of 0.1 when the actual observation label is 1 would
be bad and result in a high loss value. A perfect model would have a log loss of
0.
c© 2020. The copyright of this document resides with its authors.
It may be distributed unchanged freely in print or electronic forms.
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(b) L1 loss: It is also known as L1-norm loss function. L1 loss is basically minimiz-
ing the sum of the absolute differences between the target value and the estimated
values. A perfect model would have a log loss of 0.
(c) Mean squared loss: It is also known as L2-norm loss function. It is basically
minimizing the sum of the square of the differences between the target value and
the estimated values.
(d) Negative likelihood: The negative log-likelihood becomes high at smaller values,
where it can reach infinite loss, and becomes less at larger values.
4. Optimizer algorithm: During the training process, we tweak and change the parame-
ters (weights) of our model to try and minimize that loss function, and make our pre-
dictions as correct as possible. But how exactly do you do that? How do you change
the parameters of your model, by how much, and when? Optimizer together with the
loss function and model parameters by updating the model in response to the output
of the loss function. In simpler terms, optimizer’s shape and mold your model into its
most accurate possible form. The available choices for the Optimizer are explained
below:
(a) Adam optimizer
(b) Adadelta
(c) Averaged stochastic gradient
(d) RMSprop
(e) Stochastic gradient
(f) Adagrad
1.2 Non-Mandatory hyperparameters
1. Learning rate: Learning rate is a hyper-parameter that controls how much we are
adjusting the weights of our network with respect the loss gradient. It is used by
all optimization algorithms mentioned above. (Default value: 0.001)
2. Weight decay: When training neural networks, it is common to use weight decay,
where after each update, the weights are multiplied by a factor slightly less than 1.
This prevents the weights from growing too large, and can be seen as gradient descent
on a quadratic regularization term. It is used by all optimization algorithms mentioned
above. (Default value: 0)
3. Rho: Rho is a coefficient used for computing a running average of squared gradients.
(Default value: 0.9)
4. Lambda: Lambda is used as a decay term for gradient update. (Default value: 0)
5. Alpha: Alpha is used as a smoothing constant.(Default value: 0.99)
6. Epsilon: Sometimes the value of gradient could be really close to 0. Then, the value
of the weights could blow up. To prevent the gradients from blowing up, epsilon could
be included in the denominator. (Default value: 0.00001)
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7. Momentum: Momentum helps accelerate gradients vectors in the right directions, thus
leading to faster converging. (Default value: 0)
8. Learning rate decay: It specifies the rate of decay for your learning rate. (Default
value: 0)
9. Initial accumulator value: It defines the starting values for accumulate gradient and
accumulate updates. (Default value: 0)
10. Beta1 and Beta2: These are the coefficients used for computing running averages of
gradient and its square. (Default value: 0.9, 0.999)
2 User study screenshots
Figure 1: The terms and condition webpage used for the user study. It clearly states all
expectations and requirements for participants.
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Figure 2: The background information page is shown above. It asks the participants to enter
their relevant experience in the field of deep learning and their highest completed education
level. Once the information is submitted by the user, anonymous user id is generated to
identify every unique participant.
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Figure 3: The experiment details page provides the detailed information of the user study. It
starts with the flow diagram of the user study and follows it up with the explanation of every
hyperparameter used for the experiment.
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Figure 4: The hyperparameter submission form is used by the participant to submit the values
for hyperparameters and their corresponding comments. Once a hyperparameter configura-
tion is submitted, the user can view intermediate results and early stop the training of the
model.
