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Random attractors for rough differential equations
Luu Hoang Duc ∗
Abstract
We apply the unified approach in [10] to study the asymptotic behavior of rough differential
equations, which consists of two steps of applying the continuous and discrete Gronwall lemmas.
The existence of the global pullback attractor for the generated random dynamical system is
then proved. We also derive an estimate for the diameter of the global attractor, and prove
that for the linear diffusion function of linear form, the pullback attractor collapses to a random
point.
Keywords: stochastic differential equations (SDE), rough path theory, rough differential equa-
tions, exponential stability.
1 Introduction
This paper studies the asymptotic behavior of the rough differential equation
dyt = [Ayt + f(yt)]dt+ g(yt)dxt, t ∈ R, y(0) = y0 ∈ R
d, (1.1)
where we assume for simplicity that A ∈ Rd×d, f : Rd → Rd, g : Rd → Rd×m; f is globally Lipschitz
continuous with Lipschitz coefficient Cf ; g either belongs to C
3
b such that
Cg := max
{
‖g‖∞, ‖Dg‖∞, ‖D
2
g‖∞, ‖D
3
g‖∞
}
<∞, (1.2)
or has a simple linear form g(y) = Cy, where C ∈ Rd ⊗ Rd×m. Such system is understood in
the pathwise sense of a stochastic differential equation driven by a Ho¨lder continuous stochastic
process. Namely, we also assume that the driving path x ∈ Cν−Hol(R,Rm) ⊂ Cp−var(R,Rm), with
1
3 < ν <
1
2 , p >
1
ν for simplicity, can be lifted into a realized component x = (x,X) of a stationary
stochastic process X·(ω) = (1, x·(ω),X·,·(ω)), which has almost sure all realizations in the space
Cβ−Hol(R, T 21 (R
m)) ⊂ Cp−var(R, T 21 (R
m)), such that the estimate
E
(
‖xs,t‖
p + ‖Xs,t‖
q
)
≤ CT,ν |t− s|
pν,∀s, t ∈ [0, T ]
holds for any [0, T ] for some constant CT,ν . In this circumstance, the solution is often solved in
the sense of Friz-Victoir [12], and the existence and uniqueness theorem is recently proved in [23].
However, it is not clear how to apply the semigroup technique, which is well developed in [9] and
[10] for Young differential equations [25], to estimate the rough path integrals. Therefore, we would
like to study equation (1.1) in the sense of Gubinelli [16], in order to take advantage of the concept
of rough integrals for controlled rough paths. Our aim is then to investigate the role of the driving
noise in the longterm behavior of rough system (1.1).
Although no deterministic equilibrium such as the zero solution can in general be found, system
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(1.1) is expected to possess a pathwise attractor. The reader is refered to [13], [9], [10] and the
references therein for recent development in studying the asymptotic behavior of Young differential
equations, and [15], [7], [8] for rough differential equations.
The paper is organized as follows. Section 2 is devoted to present the existence, uniqueness
and the norm estimates of the solution. In subsection 3.1, we introduce the generation of random
dynamical system by the equation (1.1). Using Lemma 3.5, we prove the existence of a global
random pullback attractor and estimate its diameter in Theorem 3.7 and Theorem 3.10. We also
prove in Theorem 3.11 that in case g(y) = Cy, the attractor is actually a random point.
2 Rough differential equations
We would like to give a brief introduction to Young integrals. Given any compact time interval
I ⊂ R, let C(I,Rd) denote the space of all continuous paths y : I → Rd equipped with sup
norm ‖ · ‖∞,I given by ‖y‖∞,I = supt∈I ‖yt‖, where ‖ · ‖ is the Euclidean norm in R
d. We write
ys,t := yt − ys. For p ≥ 1, denote by C
p−var(I,Rd) ⊂ C(I,Rd) the space of all continuous path
y : I → Rd which is of finite p-variation
|||y|||p-var,I :=
(
sup
Π(I)
n∑
i=1
‖yti,ti+1‖
p
)1/p
<∞, (2.1)
where the supremum is taken over the whole class of finite partition of I. Cp−var(I,Rd) equipped
with the p−var norm
‖y‖p-var,I := ‖ymin I‖+ |||y|||p−var,I ,
is a nonseparable Banach space [12, Theorem 5.25, p. 92]. Also for each 0 < α < 1, we denote by
Cα(I,Rd) the space of Ho¨lder continuous functions with exponent α on I equipped with the norm
‖y‖α,I := ‖ymin I‖+ |||y|||α,I = ‖y(a)‖+ sup
s<t∈I
‖ys,t‖
(t− s)α
,
A continuous map ω : ∆2(I) −→ R+,∆2(I) := {(s, t) : min I ≤ s ≤ t ≤ max I} is called a control if
it is zero on the diagonal and superadditive, i.e. ωt,t = 0 for all t ∈ I, and ωs,u + ωu,t ≤ ωs,t for all
s ≤ u ≤ t in I.
Now, consider y ∈ Cq−var(I,L(Rm,Rd)) and x ∈ Cp−var(I,Rm) with 1p +
1
q > 1, the Young integral∫
I ytdxt can be defined as ∫
I
ysdxs := lim
|Π|→0
∑
[u,v]∈Π
yuxu,v,
where the limit is taken on all the finite partition Π = {min I = t0 < t1 < · · · < tn = max I} of
I with |Π| := max
[u,v]∈Π
|v − u| (see [25, p. 264–265]). This integral satisfies additive property by the
construction, and the so-called Young-Loeve estimate [12, Theorem 6.8, p. 116]
∥∥∥ ∫ t
s
yudxu − ysxs,t
∥∥∥ ≤ K(p, q) |||y|||q-var,[s,t] |||x|||p-var,[s,t]
≤ K(p, q)|t− s|
1
p
+ 1
q |||y||| 1
p
,[s,t] |||x||| 1
q
,[s,t] , (2.2)
for all [s, t] ⊂ I, where
K(p, q) := (1− 2
1− 1
p
− 1
q )−1. (2.3)
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We also introduce the construction of the integral using rough paths for the case y, x ∈ Cβ(I)
when β ∈ (13 , ν). To do that, we need to introduce the concept of rough paths. Following [11], a
couple x = (x,X), with x ∈ Cβ(I,Rm) and X ∈ C2β2 (∆
2(I),Rm ⊗ Rm) := {X : sups<t
‖Xs,t‖
|t−s|2β
< ∞}
where the tensor product Rm⊗Rn can be indentified with the matrix space Rm×n, is called a rough
path if they satisfies Chen’s relation
Xs,t − Xs,u − Xu,t = xu,t ⊗ xs,u, ∀min I ≤ s ≤ u ≤ t ≤ max I. (2.4)
X is viewed as postulating the value of the quantity
∫ t
s xs,r⊗dxr := Xs,t where the right hand side is
taken as a definition for the left hand side. Denote by Cβ(I) ⊂ Cβ ⊕C2β2 the set of all rough paths
in I, then Cβ is a closed set but not a linear space, equipped with the rough path semi-norm
|||x|||β,I := |||x|||β,I + |||X|||
1
2
2β,∆2(I)
<∞. (2.5)
Given fixed ν ∈ (13 ,
1
2 ),
1
p ∈ (
1
3 , ν) and β >
1
p , on each compact interval I such that |I| = max I −
min I ≤ 1, consider a rough path x = (x,X) ∈ Cp−var(I) with the p−var norm
|||x|||p−var,I :=
(
|||x|||pp−var,I + |||X|||
q
q−var,I
) 1
p
, where q =
p
2
. (2.6)
2.1 Controlled rough paths
Following [16], a path y ∈ Cβ(I,L(Rm,Rd)) is then called to be controlled by x ∈ Cβ(I,Rm) if there
exists a tube (y′, Ry) with y′ ∈ Cβ(I,L(Rm,L(Rm,Rd))), Ry ∈ C2β(∆2(I),L(Rm,Rd)) such that
ys,t = y
′
sxs,t +R
y
s,t, ∀min I ≤ s ≤ t ≤ max I.
y′ is called Gubinelli derivative of y, which is uniquely defined as long as x ∈ Cβ \ C2β (see [11,
Proposition 6.4]). The space D2βx (I) of all the couple (y, y′) that is controlled by x will be a Banach
space equipped with the norm
‖y, y′‖x,2β,I := ‖ymin I‖+ ‖y
′
min I‖+
∣∣∣∣∣∣y, y′∣∣∣∣∣∣
x,2β,I
, where∣∣∣∣∣∣y, y′∣∣∣∣∣∣
x,2β,I
:=
∣∣∣∣∣∣y′∣∣∣∣∣∣
β,I
+ |||Ry|||2β,I ,
where we omit the value space for simplicity of presentation. Now fix a rough path (x,X), then for
any (y, y′) ∈ D2βx (I), it can be proved that the function F ∈ Cβ(∆2(I),Rd) defined by
Fs,t := ysxs,t + y
′
sXs,t
belongs to the space
C
β,3β
2 (I) :=
{
F ∈ Cβ(∆2(I)) : Ft,t = 0 and
|||δF |||3β,I := sup
min I≤s≤u≤t≤max I
‖Fs,t − Fs,u − Fu,t‖
|t− s|3β
<∞
}
.
Thanks to the sewing lemma [11, Lemma 4.2], the integral
∫ t
s yudxu can be defined as∫ t
s
yudxu := lim
|Π|→0
∑
[u,v]∈Π
[yuxu,v + y
′
uXu,v]
3
where the limit is taken on all the finite partition Π of I with |Π| := max
[u,v]∈Π
|v − u| (see [16]).
Moreover, there exists a constant Cβ = Cβ,|I| > 1 with |I| := max I −min I, such that∥∥∥ ∫ t
s
yudxu− ysxs,t+ y
′
sXs,t
∥∥∥ ≤ Cβ|t− s|3β( |||x|||β,[s,t] |||Ry|||2β,∆2[s,t]+ ∣∣∣∣∣∣y′∣∣∣∣∣∣β,[s,t] |||X|||2β,∆2[s,t]
)
. (2.7)
From now on, if no other emphasis, we will simply write |||x|||β or |||X|||2β without addressing the
domain in I or ∆2(I). In particular, for any f ∈ C3b (R
d,Rd) we get the formula for integration by
composition
f(xt) = f(xs) +
∫ t
s
∇f(xu)dxu +
1
2
∫ t
s
∇2f(xu)d[x]s,u,
where the last integral is understood in the Young sense and [x]s,t := xs,t⊗xs,t−2 Sym (Xs,t) ∈ C
2β.
Notice that for geometric rough path Xs,t =
∫ t
s xs,r ⊗ dxr, then Sym (Xs,t) =
1
2xs,t ⊗ xs,t, thus
[x]s,t ≡ 0.
As proved in [16], the rough integral of controlled rough paths follows the rule of integration by
parts. In practice, we would use the p-var norm
‖y, y′‖x,p,I := ‖ymin I‖+ ‖y
′
min I‖+
∣∣∣∣∣∣y, y′∣∣∣∣∣∣
x,p,I
, where∣∣∣∣∣∣y, y′∣∣∣∣∣∣
x,p,I
:=
∣∣∣∣∣∣y′∣∣∣∣∣∣
p−var,I
+ |||Ry|||q−var,I .
Thanks to the sewing lemma [5], we can use a similar version to (2.7) under p−var norm as follows.∥∥∥ ∫ t
s
yudxu − ysxs,t + y
′
sXs,t
∥∥∥ ≤ Cp( |||x|||p−var,[s,t] |||Ry|||q−var,∆2[s,t] + ∣∣∣∣∣∣y′∣∣∣∣∣∣p−var,[s,t] |||X|||q−var,∆2[s,t]
)
,
(2.8)
with constant Cp > 1 independent of x and y.
2.2 Greedy times and integrability
In the following, we would like to construct a sequence of greedy times as presented in [4]. Given
1
p ∈ (
1
3 , ν), we construct for any fixed γ ∈ (0, 1) the sequence of greedy times {τi(γ, I, p−var)}i∈N
w.r.t. Ho¨lder norms
τ0 = min I, τi+1 := inf
{
t > τi : |||x|||p−var,[τi,t] = γ
}
∧max I. (2.9)
Denote by Nγ,I,p(x) := sup{i ∈ N : τi ≤ max I}. It follows that
Nγ,I,p(x) ≤ 1 + γ
−p |||x|||pp−var,I . (2.10)
From now on, we would like to fix γ = 14CpCg and would like to write in short N[a,b](x) for conve-
nience.
2.3 Existence and uniqueness theorem
In this part, we would like to prove the existence and uniqueness theorem for rough differential
equation (1.1), where the rough integral is understood in the sense of Gubinelli [16] for controlled
rough paths. The idea is to prove first the existence, uniqueness and the differentiability w.r.t. the
initial condition, of the solution of the rough differential equation
dyt = g(yt)dxt, ∀t ∈ [a, b], ya ∈ R
d, (2.11)
and then to apply Doss-Sussmann technique [24] to transform the system to an equivalent ordinary
differential equation. Note that the existence, uniqueness and continuity of the solution of (2.11)
is already provided in [16], but the differentiability of the solution yt(x, ya) w.r.t. ya is somehow
missing due to the technical complex. We will derive below the proof for this statement.
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Proposition 2.1 The solution yt(x, ya) of (2.11) is uniformly continuous w.r.t. ya, i.e.
‖y¯ − y‖∞,[a,b] ≤ ‖y¯a − ya‖e
(log 2)N¯[a,b](x),
|||y¯ − y,R|||p−var,[a,b] ≤ ‖y¯a − ya‖N¯
p−1
p
[a,b] (x)e
(log 2)N¯[a,b](x) − ‖y¯a − ya‖, (2.12)
where N¯[a,b](x) is the maximal index of the maximal greedy time in the sequence
τ0 = a, τk+1 := inf
{
t > τk : |||x|||p−var,[τk,t] =
[
8CpCg
(
1 +
2
Cp
N
2p−1
p
1
8CpCg
,[a,b]
(x)
)]−1}
∧ b, (2.13)
that lies in the interval [a, b].
Proof: The proof is lengthy and is provided in the appendix.
Proposition 2.2 The solution yt(x, ya) of (2.11) is differentiable w.r.t. initial condition ya, more-
over, its derivatives ∂yt∂ya (x, ya) is the matrix solution of the linearized rough differential equation
dξt = Dg(yt)ξtdxt (2.14)
Proof: The proof is lengthy and is provided in the appendix.
The following theorem shows a standard method to estimate the variation and the supremum
norms of the solution of (1.1), by using Gronwall lemma and discretization scheme with the greedy
times.
Theorem 2.3 There exists a unique solution to (1.1) for any initial value, whose supremum and
p−variation norms are estimated as follows
‖y‖∞,[a,b] ≤
[
‖ya‖+
(‖f(0)‖
L
+
1
Cp
)
N[a,b](x)
]
e4L(b−a), (2.15)
|||y,R|||p−var,[a,b] ≤
[
‖ya‖+
(‖f(0)‖
L
+
1
Cp
)
N[a,b](x)
]
e4L(b−a)N
p−1
p
[a,b]
(x) − ‖ya‖, (2.16)
where L = ‖A‖ + Cf and |||y,R|||p−var,[s,t] := |||y|||p−var,[s,t] + |||R
y|||q−var,[s,t].
Proof: Write in short L = ‖A‖ + Cf . The existence and uniqueness theorem follows [23]
with the Doss-Sussmann method. Namely, using the integration by parts for the transformation
yt = ϕ(t, x, zt), it can be proved that there is a one-one corresponding between the solution of
dyt = [Ayt + f(yt)]dt+ g(yt)dxt = F (yt)dt+ g(yt)dxt. (2.17)
and the solution of the ordinary differential equation
z˙t =
[∂ϕ
∂y
(t, x, zt)
]−1
F (ϕ(t, x, zt)). (2.18)
Since the right hand side of (2.18) satisfies the global Lipschitz continuity and linear growth, by
similar arguments as in [23] there exists a unique solution given the initial value. That in turn
proves the existence and uniqueness of system (2.17).
To prove (2.15), rewrite (1.1) in the integral form
ys,t =
∫ t
s
[Ayu + f(yu)]du+
∫ t
s
g(yu)dxu. (2.19)
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Together with (1.2) and (2.8), we obtain
‖ys,t‖
≤
∫ t
s
(
‖Ayu‖+ ‖f(yu)‖
)
du+
∥∥∥ ∫ t
s
g(yu)dxu
∥∥∥
≤
∫ t
s
(L‖yu‖+ ‖f(0)‖)du + Cg |||x|||p−var,[s,t] + C
2
g |||X|||q−var,[s,t] + Cp
{
2C2g |||X|||q−var,[s,t] |||y|||p−var,[s,t]
+ |||x|||p−var,[s,t]
[
Cg |||R
y|||q−var,[s,t] +
1
2
C2g |||x|||p−var,[s,t] |||y|||p−var,[s,t]
]}
≤
∫ t
s
(L‖yu‖+ ‖f(0)‖)du + Cg |||x|||p−var,[s,t] + C
2
g |||X|||q−var,[s,t]
+Cp
{[
2C2g |||X|||q−var,[s,t] +
1
2
C2g |||x|||
2
p−var,[s,t]
]
∨ Cg |||x|||p−var,[s,t]
}(
|||y|||p−var,[s,t] + |||R
y|||q−var,[s,t]
)
,
which yields
|||y|||p−var,[s,t]
≤
∫ t
s
(L‖yu‖+ ‖f(0)‖)du + Cg |||x|||p−var,[s,t] + C
2
g |||X|||q−var,[s,t]
+Cp
{[
2C2g |||X|||q−var,[s,t] +
1
2
C2g |||x|||
2
p−var,[s,t]
]
∨ Cg |||x|||p−var,[s,t]
}(
|||y|||p−var,[s,t] + |||R
y|||q−var,[s,t]
)
.
By similar arguments, we can show that
|||Ry|||q−var,[s,t]
≤
∫ t
s
(L‖yu‖+ ‖f(0)‖)du + C
2
g |||X|||q−var,[s,t]
+Cp
{[
2C2g |||X|||q−var,[s,t] +
1
2
C2g |||x|||
2
p−var,[s,t]
]
∨ Cg |||x|||p−var,[s,t]
}(
|||y|||p−var,[s,t] + |||R
y|||q−var,[s,t]
)
.
Therefore by assigning |||y,R|||p−var,[s,t] = |||y|||p−var,[s,t] + |||R
y|||q−var,[s,t], we obtain
|||y,R|||p−var,[s,t] ≤ 2
∫ t
s
(L |||y|||p−var,[s,u] + L‖ys‖+ ‖f(0)‖)du + Cg |||x|||p−var,[s,t] + 2C
2
g |||X|||q−var,[s,t]
+Cp
{[
2C2g |||X|||q−var,[s,t] +
1
2
C2g |||x|||
2
p−var,[s,t]
]
∨ Cg |||x|||p−var,[s,t]
}
|||y,R|||p−var,[s,t] .
(2.20)
Observe that if 2CpCg |||x|||p−var,[s,t] < 1 then
2CpCg |||x|||p−var,[s,t] > Cp
{[
2C2g |||X|||q−var,[s,t] +
1
2
C2g |||x|||
2
p−var,[s,t]
]
∨ Cg |||x|||p−var,[s,t]
}
.
This follows that
|||y,R|||p−var,[s,t] ≤
∫ t
s
4L |||y|||p−var,[s,u] du+ 4(‖f(0)‖ + L‖ys‖)(t− s) +
1
Cp
whenever 2CpCg |||x|||p−var,[s,t] ≤
1
2 . Applying the continuous Gronwall lemma 4.1, we obtain
|||y,R|||p−var,[s,t] ≤ 4(‖f(0)‖ + L‖ys‖)(t− s) +
1
Cp
6
+∫ t
s
4Le4L(t−u)
[
4(‖f(0)‖ + L‖ys‖)(u− s) +
1
Cp
]
du
≤
(‖f(0)‖
L
+
1
Cp
+ ‖ys‖
)
e4L(t−s) − ‖ys‖ (2.21)
whenever 4CpCg |||x|||p−var,[s,t] ≤ 1. By constructing the sequence of greedy times {τk(
1
4CpCg
)}k∈N on
interval [a, b], it follows from induction that
‖yτk+1‖ ≤ ‖y‖∞,[τk,τk+1] ≤ ‖y‖p−var,[τk,τk+1]
≤
(
‖yτk‖+
‖f(0)‖
L
+
1
Cp
)
e4L(τk+1−τk)
≤ e4L(τk+1−τ0)‖ya‖+
(‖f(0)‖
L
+
1
Cp
) k∑
j=0
e4L(τk+1−τj)
≤
[
‖ya‖+
(‖f(0)‖
L
+
1
Cp
)
(k + 1)
]
e4L(τk+1−τ0), ∀k = 0, . . . , N[a,b](x)− 1,
which proves (2.15) since τN[a,b](x) = b. On the other hand,
|||y,R|||p−var,[τk,τk+1] ≤ ‖yτk‖
(
e4L(τk+1−τk) − 1
)
+
(‖f(0)‖
L
+
1
Cp
)
e4L(τk+1−τk)
≤ ‖ya‖
(
e4L(τk+1−τ0) − e4L(τk−τ0)
)
+
(‖f(0)‖
L
+
1
Cp
)(
e4L(τk+1−τ0) − e4L(τk−τ0)
)
+
(‖f(0)‖
L
+
1
Cp
)
e4L(τk+1−τk), ∀k = 0, . . . , N[a,b](x)− 1,
It then follows from inequality of p-variation seminorm in [8] that
|||y,R|||p−var,[a,b] ≤ N
p−1
p
[a,b] (x)
N[a,b](x)−1∑
k=0
|||y,R|||q−var,[τk,τk+1]
≤ ‖ya‖N
p−1
p
[a,b] (x)
N[a,b](x)−1∑
k=0
(
e4L(τk+1−τ0) − e4L(τk−τ0)
)
+
(‖f(0)‖
L
+
1
Cp
)
N
p−1
p
[a,b] (x)
N[a,b](x)−1∑
k=0
( k+1∑
j=0
e4L(τk+1−τj) −
k∑
j=0
e4L(τk−τj)
)
≤ N
p−1
p
[a,b] (x)
{
‖ya‖
(
e4L(b−a) − 1
)
+
(‖f(0)‖
L
+
1
Cp
)(N[a,b](x)∑
j=0
e4L(b−τj ) − 1
)}
≤ N
p−1
p
[a,b] (x)
[
‖ya‖+
(‖f(0)‖
L
+
1
Cp
)
N[a,b](x)
]
e4L(b−a) − ‖ya‖
which proves (2.16).
Following the same arguments line by line, we could prove similar estimates for g = Cy as follows.
Theorem 2.4 There exists a unique solution to the rough differential equation
dyt = [Ayt + f(yt)]dt+ Cytdxt, t ∈ R, y(0) = y0 ∈ R
d, (2.22)
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for any initial value, whose supremum and p−variation norms are estimated as follows
‖y‖∞,[a,b] ≤
[
‖ya‖+
‖f(0)‖
L
N[a,b](x)
]
e4L(b−a)+αN[a,b](x), (2.23)
|||y,R|||p−var,[a,b] ≤
[
‖ya‖+
‖f(0)‖
L
N[a,b](x)
]
e4L(b−a)+αN[a,b](x)N
p−1
p
[a,b] (x)− ‖ya‖, (2.24)
where L = ‖A‖ + Cf , |||y,R|||p−var,[s,t] := |||y|||p−var,[s,t] + |||R
y|||q−var,[s,t] and α = log(1 +
3
2Cp
).
Proof: Notice that the proof on the existence and uniqueness, as well as the Ho¨lder norm
estimates, of the solution of (2.4) is already given in [7]. To estimate the norms, we derive similar
estimates as in the proof of Theorem 2.3 with note that
y′s = Cys, [Cy]
′
s = C
2ys, R
Cy
s,t = CR
y
s,t.
Hence the estimate of |||y,R|||p−var,[s,t] in (2.20) is of the form
|||y,R|||p−var,[s,t]
≤ 2
∫ t
s
(L |||y|||p−var,[s,u] + L‖ys‖+ ‖f(0)‖)du +
(
‖C‖ |||x|||p−var,[s,t] + 2‖C‖
2 |||X|||q−var,[s,t]
)
‖ys‖
+2Cp
{
‖C‖2 |||X|||q−var,[s,t] ∨ ‖C‖ |||x|||p−var,[s,t]
}
|||y,R|||p−var,[s,t] .
As a result
|||y,R|||p−var,[s,t] ≤
∫ t
s
4L |||y|||p−var,[s,u] du+ 4(‖f(0)‖ + L‖ys‖)(t − s) +
3
2Cp
‖ys‖
whenever 2Cp‖C‖ |||x|||p−var,[s,t] ≤
1
2 . Applying the continuous Gronwall lemma 4.1, we obtain
|||y,R|||p−var,[s,t] ≤ 4(‖f(0)‖ + L‖ys‖)(t− s) +
3
2Cp
‖ys‖
+
∫ t
s
4Le4L(t−u)
[
4
(
‖f(0)‖+ L‖ys‖
)
(u− s) +
3
2Cp
‖ys‖
]
du
≤
(‖f(0)‖
L
+ (1 +
3
2Cp
)‖ys‖
)
e4L(t−s) − ‖ys‖ (2.25)
whenever 4CpCg |||x|||p−var,[s,t] ≤ 1. The rest is the a direct consequence of [10, Theorem 2.1] (see
also the proof of Propositions 2.1, 2.2 in the Appendix).
3 Random attractors
3.1 Generation of rough cocycle and rough flows
In this subsection we would like to present the generation of a random dynamical system from rough
differential equations (1.1), which is based mainly on the work in [3] with only a small modification.
Recall that T 21 (R
m) = 1⊕Rm ⊕ (Rm ⊗Rm), is the set with the tensor product
(1, g1, g2)⊗ (1, h1, h2) = (1, g1 + h1, g1 ⊗ h1+ g2 + h2), ∀ g = (1, g1, g2),h = (1, h1, h2) ∈ T 21 (R
m).
Then it can be shown that (T 21 (R
m),⊗) is a topological group with unit element 1 = (1, 0, 0).
For β ∈ (1p , ν), denote by C
0,p−var([a, b], T 21 (R
m)) the closure of C∞([a, b], T 21 (R
m)) in Cp−var([a, b], T 21 (R
m)),
and by C0,p−var0 (R, T
2
1 (R
m)) the space of all x : R → Rm such that x|I ∈ C
0,p−var(I, T 21 (R
m)) for
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each compact interval I ⊂ R containing 0. Then C0,p−var0 (R, T
2
1 (R
m)) is equipped with the compact
open topology given by the p−variation norm, i.e the topology generated by the metric:
dp(x1,x2) :=
∑
k≥1
1
2k
(‖x1 − x2‖p−var,[−k,k] ∧ 1),
where the p−var norm is given in (2.6). As a result, it is separable and thus a Polish space.
Let us consider a stochastic process X¯ defined on a probability space (Ω¯, F¯ , P¯) with realizations in
(C0,p−var0 (R, T
2
1 (R
m)),F). Assume further that X¯ has stationary increments. Assign
Ω := C0,p−var0 (R, T
2
1 (R
m))
and equip with the Borel σ− algebra F and let P be the law of X¯. Denote by θ the Wiener-type
shift
(θtω)· = ω
−1
t ⊗ ωt+·,∀t ∈ R, ω ∈ C
0,p−var
0 (R, T
2
1 (R
m)), (3.1)
and define the so-called diagonal process X : R×Ω→ T 21 (R
m),Xt(ω) = ωt for all t ∈ R, ω ∈ Ω. Due
to the stationarity of X¯, it can be proved that θ is invariant under P, then forming a continuous
(and thus measurable) dynamical system on (Ω,F ,P) [3, Theorem 5]. Moreover, X forms a p−
rough path cocycle, namely, X·(ω) ∈ C
0,p−var
0 (R, T
2
1 (R
m)) for every ω ∈ Ω, which satisfies the cocyle
relation:
Xt+s(ω) = Xs(ω)⊗Xt(θsω),∀ω ∈ Ω, t, s ∈ R,
in the sense that Xs,s+t = Xt(θsω) with the increment notation Xs,s+t := X
−1
s ⊗ Xs+t. It is
important to note that the two-parameter flow property
Xs,u ⊗Xu,t = Xs,t,∀s, t ∈ R
is equivalent to the fact that Xt(ω) = (1, xt(ω),X0,t(ω)), where x·(ω) : R → R
m and X·,·(ω) :
I× I → Rm⊗Rm are random funtions satisfying Chen’s relation relation (2.4). To fulfill the Ho¨lder
continuity of almost all realizations, assume further that for any given T > 0, there exists a constant
CT,ν such that
E
(
‖xs,t‖
p + ‖Xs,t‖
q
)
≤ CT,ν |t− s|
pν ,∀s, t ∈ [0, T ]. (3.2)
Then due to the Kolmogorov criterion for rough paths [12, Appendix A.3], for any β ∈ (1p , ν) there
exists a version of ω−wise (x,X) and random variables Kβ ∈ L
p,Kβ ∈ L
p
2 , such that, ω−wise
speaking, for all s, t ∈ I,
‖xs,t‖ ≤ Kα|t− s|
β, ‖Xs,t‖ ≤ Kβ|t− s|
2β,∀s, t ∈ R
so that (x,X) ∈ Cβ. Moreover, we could choose β such that
x ∈ C0,β(I) := {x ∈ Cβ : lim
δ→0
sup
0<t−s<δ
‖xs,t‖
|t− s|β
= 0},
X ∈ C0,2β(∆2(I)) := {X ∈ C2β(∆2(I)) : lim
δ→0
sup
0<t−s<δ
‖Xs,t‖
|t− s|2β
= 0},
then C0,β(I) ⊂ C0,β(I)⊕C0,2β(∆2(I)) is separable due to the separability of C0,β(I) and C0,2β(∆2(I)).
In particular, due to the fact that |||X·(θhω)|||p−var,[s,t] = |||X·(ω)|||p−var,[s+h,t+h], it follows from
Birkhorff ergodic theorem and (3.2) that
Γ(x, p) := lim sup
n→∞
( 1
n
n∑
k=1
|||θ−kx|||
p
p−var,[−1,1]
) 1
p
=
(
E |||X·(·)|||
p
p−var,[−1,1]
) 1
p
= Γ(p) (3.3)
for almost all realizations xt of the form Xt(ω). We assume additionally that (Ω,F ,P, θ) is ergodic.
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Remark 3.1 It is important to note that, due to [3, Corollary 9], this construction is possible
for X : R → Rm to be a continuous, centered Gaussian process with stationary increments and
independent components, satisfying: there exists for any T > 0 a constant CT such that for all
p ≥ 1ν¯
E‖Xt −Xs‖
p ≤ CT |t− s|
pν , ∀s, t ∈ [0, T ]. (3.4)
By Kolmogorov theorem, for any β ∈ (1p , ν) and any interval [0, T ] almost all realization of X will be
in C0,β([0, T ]). Then X has its covariance function with finite 2-dimensional ρ−variation on every
square [s, t]2 ∈ R2 for some ρ ∈ [1, 2)], and X¯ is the natural lift of X, in the sense of Friz-Victoir
[12, Chapter 15], with sample paths in the space C0,β−Hol0 (R, T
2
1 (R
m)), for every p > 2ρ.
For instance, such a stochastic process X, in particular, can be a m− dimensional fractional Brow-
nian motion BH with independent components [20] and Hurst exponent H ∈ (13 ,
1
2), i.e. a family
of BH = {BHt }t∈R with continuous sample paths and
E[BHt B
H
s ] =
1
2
(
t2H + s2H − |t− s|2H
)
Im×m,∀t, s ∈ R+.
For any fixed interval [0, T ], the covariance of increments of fractional Brownian motions R :
[0, T ]4 → Rm×m, defined by
R
(
s t
s′ t′
)
:= E(BHs,tB
H
s′,t′)
is of finite ρ− variation norm for ρ = 12H , i.e.
‖R‖I×I′,ρ :=
{
sup
Π(I),Π′(I′)
∑
[s,t]∈I,[s′,t′]∈I′
∣∣∣R( s t
s′ t′
)∣∣∣ρ} 1ρ <∞,
and
‖R‖[s,t]2,ρ ≤Mρ,T |t− s|
1
ρ ,∀t, s ∈ [0, T ].
Then one can prove that the integral in L2− sense
X
i,j
s,t = lim
|Π|→0
∫
Π
Xis,rdX
j
r = lim
|Π|→0
∑
[u,v]∈Π
Xis,uX
j
u,v,∀s, t ∈ [0, T ]
is well-defined regardless of the chosen partition Π of [s, t]. Moreover,
X
i,i
s,t =
1
2
(Xis,t)
2, X
i,j
s,t + X
j,i
s,t = X
i
s,tX
j
s,t,
and for 1p < ν <
1
2ρ = H, there exist constants C(p, ρ,m, T ), C(p, ρ,m, T, ν) > 0 such that
E
[
‖Xs,t‖
p + ‖Xs,t‖
q
]
≤ C(p, ρ,m, T )|t− s|
p
2ρ = C(p, ρ,m, T )|t− s|pH , ∀s, t ∈ [0, T ],
E
[
|||X|||pν + |||X|||
q
2ν
]
≤ C(p, ρ,m, T, ν)M q. (3.5)
Therefore, almost sure all realizations x = (X,X) belong to the set Cβ([0, T ]) and satisfy Chen’s
relation (2.4).
We reformulate a result from [3, Theorem 21] for our situation as follows.
Proposition 3.2 Let (Ω,F ,P, θ) be a measurable metric dynamical system and let X : R × Ω →
T 21 (R
m) be a p- rough cocycle for some 2 ≤ p < 3. Then there exists a unique continuous random
dynamical system ϕ over (Ω,F ,P, θ) which solves the rough differential equation
dyt = [Ayt + f(yt)]dt+ g(yt)dXt(ω), t ≥ 0. (3.6)
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3.2 Existence of pullback attractors
Given a random dynamical system ϕ on Rd, we follow [6], [2, Chapter 9] to present the notion of
random pullback attractor. Recall that a set Mˆ = {M(ω)}ω∈Ω a random set, if ω 7→ d(x|M(ω))
is F-measurable for each x ∈ Rd, where d(E|F ) = sup{inf{d(x, y)|y ∈ F}|x ∈ E} for E,F are
nonempty subset of Rd and d(x|E) = d({x}|E). An universe D is a family of random sets which
is closed w.r.t. inclusions (i.e. if Dˆ1 ∈ D and Dˆ2 ⊂ Dˆ1 then Dˆ2 ∈ D). In our setting, we define
the universe D to be a family of random sets D(ω) which is tempered (see e.g. [2, pp. 164, 386]),
namely D(ω) belongs to the ball B(0, ρ(ω)) for all ω ∈ Ω where the radius ρ(ω) > 0 is a tempered
random varible, i.e.
lim
t→±∞
1
t
log ρ(θtω) = 0. (3.7)
An invariant random compact set A ∈ D is called a pullback random attractor in D, if A attracts
any closed random set Dˆ ∈ D in the pullback sense, i.e.
lim
t→∞
d(ϕ(t, θ−tω)Dˆ(θ−tω)|A(ω)) = 0. (3.8)
The existence of a random pullback attractor follows from the existence of a random pullback
absorbing set (see [6, Theorem 3]). A random set B ∈ D is called pullback absorbing in a universe
D if B absorbs all sets in D, i.e. for any Dˆ ∈ D, there exists a time t0 = t0(ω, Dˆ) such that
ϕ(t, θ−tω)Dˆ(θ−tω) ⊂ B(ω), for all t ≥ t0. (3.9)
Given a universe D and a random compact pullback absorbing set B ∈ D, there exists a unique
random pullback attractor (which is then a weak attractor) in D, given by
A(ω) = ∩s≥0∪t≥sϕ(t, θ−tω)B(θ−tω). (3.10)
We need the following auxiliary results.
Proposition 3.3 Assume that A has all eigenvalues of negative real parts. Then there exist con-
stant CA ≥ 1, λA > 0 such that
‖Φ‖∞,[a,b] ≤ CAe
−λAa, (3.11)
‖Φ‖p−var,[a,b] ≤ ‖A‖CAe
−λAa(b− a), ∀ 0 ≤ a < b, (3.12)
where Φ(t) = eAt.
Proof: See the proof in [10, Proposition 3.2].
Proposition 3.4 Given (3.11) and (3.12), the following estimate holds: for any 0 ≤ a < b ≤ c
∥∥∥∫ b
a
Φ(c− s)g(ys)dxs
∥∥∥ ≤ CA[1 + Cp‖A‖(b − a)]e−λA(c−b)(Cg |||x|||p−var,[a,b] + C2g |||x|||2p−var,[a,b] )
+2CpCAe
−λA(c−b)
{
C2g |||x|||
2
p−var,[a,b] ∨ Cg |||x|||p−var,[a,b]
}
|||y,R|||p−var,[a,b] .
(3.13)
Proof: Since
Φ(c− t)g(yt)− Φ(c− s)g(ys) = [Φ(c− t)−Φ(c− s)]g(yt) + Φ(c− s)
(
[g(y)]′sxs,t +R
g(y)
s,t
)
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it follows that
[Φ(c− ·)g(y·)]
′
s = Φ(c− s)[g(y)]
′
s = Φ(c− s)Dg(ys)g(ys),∥∥∥RΦ(c−·)g(y·)s,t ∥∥∥ ≤ ‖Φ(c− s)Rg(y)s,t ‖+ ‖Φ(c− t)−Φ(c− s)‖‖g(yt)‖,
which yields∣∣∣∣∣∣[Φ(c− ·)g(y·)]′∣∣∣∣∣∣p−var,[a,b] ≤ 2C2g‖Φ(c− ·)‖∞,[a,b] |||y|||p−var,[a,b] + C2g |||Φ(c− ·)|||p−var,[a,b]∣∣∣∣∣∣∣∣∣RΦ(c−·)g(y·)∣∣∣∣∣∣∣∣∣
q−var,[a,b]
≤ ‖Φ(c− b)‖
∣∣∣∣∣∣∣∣∣Rg(y)∣∣∣∣∣∣∣∣∣
q−var,[a,b]
+ Cg |||Φ(c− ·)|||q−var,[a,b] .
Using (4.2) and (3.11), (3.12), we can now estimate
∥∥∥ ∫ b
a
Φ(c− s)g(ys)dxs
∥∥∥
≤ ‖Φ(c− a)g(ya)‖‖xa,b‖+ ‖[Φ(c− ·)g(y·)]
′
a‖‖Xa,b‖
+Cp
{
|||x|||p−var,[a,b]
∣∣∣∣∣∣∣∣∣RΦ(c−·)g(y·)∣∣∣∣∣∣∣∣∣
q−var,[a,b]
+ |||X|||q−var,[a,b]
∣∣∣∣∣∣[Φ(c− ·)g(y·)]′∣∣∣∣∣∣p−var,[a,b]
}
≤ CACge
−λA(c−a) |||x|||p−var,[a,b] + CAC
2
ge
−λA(c−a) |||X|||q−var,[a,b]
+Cp |||X|||q−var,[a,b]
[
2CAC
2
ge
−λA(c−b) |||y|||p−var,[a,b] + CAC
2
g‖A‖e
−λA(c−b)(b− a)
]
+Cp |||x|||p−var,[a,b]
{
CACg‖A‖e
−λA(c−b)(b− a)
+CAe
−λA(c−b)
(
Cg |||R
y|||q−var,[a,b] +
1
2
C2g |||x|||p−var,[a,b] |||y|||p−var,[a,b]
)}
≤ CA[1 + Cp‖A‖(b− a)]e
−λA(c−b)
(
Cg |||x|||p−var,[a,b] +C
2
g |||X|||q−var,[a,b]
)
+CpCAe
−λA(c−b)
{[
2C2g |||X|||q−var,[a,b] +
1
2
C2g |||x|||
2
p−var,[a,b]
]
∨ Cg |||x|||p−var,[a,b]
}
|||y,R|||p−var,[a,b] .
which, together proves (3.13).
The following lemma is the crucial technique of this paper.
Lemma 3.5 Assume that yt satisfies
yt = Φ(t)y0 +
∫ t
0
Φ(t− s)f(ys)ds+
∫ t
0
Φ(t− s)g(ys)dxs, ∀t ≥ 0. (3.14)
Then for any r > 0 given and n ≥ 0,
‖yt‖e
(λA−Lf )t ≤ CA‖y0‖+
CA
λA − Lf
‖f(0)‖
(
e(λA−Lf )t − 1
)
(3.15)
+
n∑
k=0
eλAre(λA−Lf )kr
[
κ1(x,∆
r
k) + κ2(x,∆
r
k) |||y,R|||p−var,∆r
k
]
, ∀t ∈ ∆rn
where ∆rk := [kr, (k + 1)r], Lf := CACf and
κ1(x, [a, b]) := CA[1 + Cp‖A‖(b − a)]
(
Cg |||x|||p−var,[a,b] + C
2
g |||x|||
2
p−var,[a,b]
)
(3.16)
κ2(x, [a, b]) := 2CpCA
{
C2g |||x|||
2
p−var,[a,b] ∨Cg |||x|||p−var,[a,b]
}
. (3.17)
12
Proof: First, for any t ∈ [nr, (n+1)r), it follows from (3.11) and the global Lipschitz continuity
of f that
‖yt‖ ≤ ‖Φ(t)y0‖+
∫ t
0
‖Φ(t− s)f(ys)‖ds +
∥∥∥∫ t
0
Φ(t− s)g(ys)dxs
∥∥∥
≤ CAe
−λAt‖y0‖+
∫ t
0
CAe
−λA(t−s)
(
Cf‖ys‖+ ‖f(0)‖
)
ds+
∥∥∥∫ t
0
Φ(t− s)g(ys)dxs
∥∥∥
≤ CAe
−λAt‖y0‖+
CA
λA
‖f(0)‖(1 − e−λAt) + βt + CACf
∫ t
0
e−λA(t−s)‖ys‖ds,
where βt :=
∥∥∥ ∫ t0 Φ(t− s)g(ys)dxs
∥∥∥. Multiplying both sides with eλAt yields
‖yt‖e
λAt ≤ CA‖y0‖+
CA
λA
‖f(0)‖(eλAt − 1) + βte
λAt + CACf
∫ t
0
eλAs‖ys‖ds.
By applying the continuous Gronwall lemma 4.1, we obtain
‖yt‖e
λAt ≤ CA‖y0‖+
CA
λA
‖f(0)‖(eλAt − 1) + βte
λAt
+
∫ t
0
Lfe
Lf (t−s)
[
CA‖y0‖+
CA
λA
‖f(0)‖(eλAs − 1) + βse
λAs
]
ds.
Multiplying both sides with e−Lf t yields
‖yt‖e
(λA−Lf )t ≤ CA‖y0‖e
−Lf t +
CA
λA
‖f(0)‖
(
e(λA−Lf )t − e−Lf t
)
+ βte
(λA−Lf )t
+
∫ t
0
Lfe
−Lf s
[
CA‖y0‖+
CA
λA
‖f(0)‖(eλAs − 1) + βse
λAs
]
ds
≤ CA‖y0‖+
CA
λA − Lf
‖f(0)‖
(
e(λA−Lf )t − 1
)
+ βte
(λA−Lf )t +
∫ t
0
Lfβse
(λA−Lf )sds.
(3.18)
Next, observe from (3.13) that for all s ≤ t
βse
(λA−Lf )s = e(λA−Lf )s
∥∥∥ ∫ s
0
Φ(s− u)g(yu)dxu
∥∥∥
≤ e(λA−Lf )s
⌊ s
r
⌋−1∑
k=0
∥∥∥ ∫
∆rk
Φ(s− u)g(yu)dxu
∥∥∥+ ∥∥∥ ∫ s
r⌊s/r⌋
Φ(s− u)g(yu)dxu
∥∥∥
≤ e(λA−Lf )s
⌊ s
r
⌋−1∑
k=0
e−λA(s−kr−r)
[
κ1(x,∆
r
k) + κ2(x,∆
r
k) |||y,R|||p−var,∆r
k
]
+e(λA−Lf )s
[
κ1(x, [r⌊
s
r
⌋, s]) + κ2(x, [r⌊
s
r
⌋, s]) |||y,R|||p−var,[r⌊ s
r
⌋,s]
]
≤
⌊ s
r
⌋∑
k=0
e(λA−Lf )se−λA(s−kr−r)
[
κ1(x,∆
r
k) + κ2(x,∆
r
k) |||y,R|||p−var,∆rk
]
≤ eλAr
⌊ s
r
⌋∑
k=0
e(λA−Lf )kre−Lf (s−kr)
[
κ1(x,∆
r
k) + κ2(x,∆
r
k) |||y,R|||p−var,∆rk
]
. (3.19)
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Replacing (3.19) into (3.18) yields
‖yt‖e
(λA−Lf )t
≤ CA‖y0‖+
CA
λA − Lf
‖f(0)‖
(
e(λA−Lf )t − 1
)
+eλAr
n∑
k=0
e(λA−Lf )kre−Lf (t−kr)
[
κ1(x,∆
r
k) + κ2(x,∆
r
k) |||y,R|||p−var,∆rk
]
+eλAr
∫ t
0
⌊ s
r
⌋∑
k=0
e(λA−Lf )kre−Lf (s−kr)
[
κ1(x,∆
r
k) + κ2(x,∆
r
k) |||y,R|||p−var,∆r
k
]
ds
≤ CA‖y0‖+
CA
λA − Lf
‖f(0)‖
(
e(λA−Lf )t − 1
)
+eλAr
n∑
k=0
e(λA−Lf )kr
[
κ1(x,∆
r
k) + κ2(x,∆
r
k) |||y,R|||p−var,∆rk
](
e−Lf (t−kr) +
∫ t
kr
Lfe
−Lf (s−kr)ds
)
≤ CA‖y0‖+
CA
λA − Lf
‖f(0)‖
(
e(λA−Lf )t − 1
)
+
n∑
k=0
eλAre(λA−Lf )kr
[
κ1(x,∆
r
k) + κ2(x,∆
r
k) |||y,R|||p−var,∆r
k
]
, (3.20)
where we use the fact that e−Lf (t−kr) +
∫ t
kr Lfe
−Lf (s−kr)ds = 1 for all t ≥ kr. The continuity of y
at t = (n+ 1)r then proves (3.15).
We need one more auxiliary proposition.
Proposition 3.6 Define
G(x, [a, b]) := eλA+4L(b−a)κ2(x, [a, b])N
p−1
p
[a,b] (x), (3.21)
H(x, [a, b]) := eλAr
{CA‖f(0)‖(eλ − 1)
λ
+ κ1(x, [a, b])
+κ2(x, [a, b])
(‖f(0)‖
L
+
1
Cp
)
e4L(b−a)N
2p−1
p
[a,b] (x)
}
, (3.22)
and
b(x) :=
∞∑
k=1
e−λkH(θ−kx, [−1, 1])
k−1∏
j=1
[
1 +G(θ−jx, [−1, 1])
]
(3.23)
(which can be infinity), where λ := λA − CACf , κ1, κ2 are given by (3.16), (3.17). Assume further
that
λ > Gˆ :=
1
2
CAe
λA+8L
{[
4CpCgΓ(p)
]p
+
[
4CpCgΓ(p)
]}
. (3.24)
Then b(x) is finite and tempered a.s., i.e.
lim
t→±∞
1
t
log b(θtx) = 0. (3.25)
Proof: Assign ∆k = [k, k + 1] and Nk(x) := N∆k(x). Observe from (2.10) that
N
p−1
p
k (x) ≤
(
1 + [4CpCg]
p |||x|||pp−var,∆k
) p−1
p
≤ 1 + [4CpCg]
p−1 |||x|||p−1p−var,∆k ,
N
2p−1
p
k (x) ≤
(
1 + [4CpCg]
p |||x|||pp−var,∆k
) 2p−1
p
≤ 2
p−1
p
(
1 + [4CpCg]
2p−1 |||x|||2p−1p−var,∆k
)
,
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In addition, it follows from (3.24) that 2CgΓ(p) < 2CpCgΓ(p) < 1. As a result, a direct computation
shows that
G(x, [a, b]) ≤
1
2
CAe
λA+4L(b−a)
{
4CpCg |||x|||p−var,[a,b] + [4CpCg]
p |||x|||pp−var,[a,b]
}{
Cg |||x|||p−var,[a,b] ∨ 1
}
.
(3.26)
Due to the inequality log(1 + v4Cp (u+ u
p)(u ∨ 1)) ≤ v(u+ up) for all u ≥ 0, v ≥ 12 , (3.26) yields
log
(
1 +G(x, [−1, 1])
)
≤
1
2
CAe
λA+8L
{
4CpCg |||x|||p−var,[−1,1] + [4CpCg]
p |||x|||pp−var,[−1,1]
}
.
It follows that for a.s. all x,
lim sup
n→∞
1
n
log
n−1∏
k=0
[
1 +G(θ−kx, [−1, 1])
]
= lim sup
n→∞
1
n
n−1∑
k=0
log
[
1 +G(θkx, [−1, 1])
]
≤
1
2
CAe
λA+8L
{
lim sup
n→∞
1
n
n−1∑
k=0
|||θ−kx|||
p
p−var,[−1,1] + lim sup
n→∞
1
n
n−1∑
k=0
|||θ−kx|||p−var,[−1,1]
}
≤
1
2
CAe
λA+8L
{[
4CpCgΓ(p)
]p
+
[
4CpCgΓ(p)
]}
= Gˆ.
Similarly, it is easy to show from (3.22) and (3.16), (3.17) that E| logH(x, [−1, 1])| <∞, thus
lim sup
n→∞
logH(θnx, [−1, 1])
n
= lim sup
n→∞
logH(θ−nx, [−1, 1])
n
= 0.
Hence, there exists for each 0 < 2δ < λ− Gˆ an n0 = n0(δ, x) such that for all n ≥ n0,
e(−δ+Gˆ)n ≤
n−1∏
k=0
[
1 +G(θ−kx, [−1, 1])
]
,
n−1∏
k=0
[
1 +G(θkx, [−1, 1])
]
≤ e(δ+Gˆ)n
and
e−δn ≤ H(θ−nx, [−1, 1]), H(θnx, [−1, 1]) ≤ e
δn.
Consequently,
b(x) ≤
n0−1∑
k=1
e−λkH(θ−kx, [−1, 1])
k−1∏
j=1
(
1 +M1CgG(θ−jx, [−1, 1])
)
+
∞∑
k=n0
e−(λ−2δ−Gˆ)k
≤
n0−1∑
k=1
e−λkH(θ−kx, [−1, 1])
k−1∏
j=1
(
1 +M1CgG(θ−jx, [−1, 1])
)
+
e−(λ−2δ−Gˆ)n0
1− e−(λ−2δ−Gˆ)
which is finite. The proof on the temperedness of b(x) is proved similarly to [10, Appendix].
We are now able to formulate the first main result of the paper.
Theorem 3.7 Assume that A has all eigenvalues of negative real parts with λA satisfying (3.11)
and (3.12), and f is globally Lipschitz continuous such that λA > CfCA. Assume further that the
driving path x satisfies (3.3). Then under the condition
λA − CACf >
1
2
CAe
λA+8(‖A‖+Cf )
{[
4CpCgΓ(p)
]p
+
[
4CpCgΓ(p)
]}
, (3.27)
where Γ(p) =
(
E |||Z|||pp−var,[−1,1]
) 1
p
, the random dynamical system ϕ possesses a pullback attractor
A(x).
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Proof: Using the rule of integration by parts for rough integrals, it is easy to prove that yt
satisfies
yt = Φ(t)y0 +
∫ t
0
Φ(t− s)f(ys)ds +
∫ t
0
Φ(t− s)g(ys)dxs. (3.28)
Then by applying Proposition 3.5 and using the estimate in (2.15)
|||y,R|||p−var,∆k ≤ ‖yk‖e
4LN
p−1
p
k (x) +
(‖f(0)‖
L
+
1
Cp
)
e4LN
2p−1
p
k (x),
where Nk(x) := N∆k(x), we obtain
‖yn‖e
λn ≤ CA‖y0‖+ (e
λn − 1)
CA‖f(0)‖
λ
+eλA
n−1∑
k=0
eλk
{
κ1(x,∆k) + κ2(x,∆k)
[
‖yk‖e
4LN
p−1
p
k (x) +
(‖f(0)‖
L
+
1
Cp
)
e4LN
2p−1
p
k (x)
]}
≤ CA‖y0‖+
CA‖f(0)‖(e
λ − 1)
λ
n−1∑
k=0
eλk +
n−1∑
k=0
eλkκ2(x,∆k)e
4LN
p−1
p
k (x)‖yk‖
+eλAr
n−1∑
k=0
eλk
{
κ1(x,∆k) + κ2(x,∆k)
(‖f(0)‖
L
+
1
Cp
)
e4LN
2p−1
p
k (x)
}
≤ CA‖y0‖+
n−1∑
k=0
κ2(x,∆k)e
4LN
p−1
p
k (x)e
λk‖yk‖ (3.29)
+eλAr
n−1∑
k=0
eλk
{CA‖f(0)‖(eλ − 1)
λ
+ κ1(x,∆k) + κ2(x,∆k)
(‖f(0)‖
L
+
1
Cp
)
e4LN
2p−1
p
k (x)
}
.
By assigning a := CA‖y0‖, uk := ‖yk‖e
λk, k ≥ 0 and using (3.21), (3.22), we obtain
un ≤ a+
n−1∑
k=0
G(x,∆k)uk +
n−1∑
k=0
eλkH(x,∆k). (3.30)
We are now in the position to apply Lemma 4.2, so that
‖yn(x, y0)‖ ≤ CA‖y0‖e
−λn
n−1∏
k=0
[
1+G(θkx, [0, 1])
]
+
n−1∑
k=0
e−λ(n−k)H(θkx, [0, 1])
n−1∏
j=k+1
[
1+G(θjx, [0, 1])
]
.
(3.31)
Now using (2.15), it follows that for any t ∈ [n, n+ 1]
‖yt(x, y0)‖ ≤
[
‖yn(x, y0)‖+
(‖f(0)‖
L
+
1
Cp
)
Nn(x)
]
e4L
≤ CAe
4L‖y0‖e
−λn
n−1∏
k=0
[
1 +G(θkx, [0, 1])
]
(3.32)
+
n−1∑
k=0
e−λ(n−k)e4LH(θkx, [0, 1])
n−1∏
j=k+1
[
1 +G(θjx, [0, 1])
]
+ e4L
(‖f(0)‖
L
+
1
Cp
)
Nn(x).
Consequently, by assigning x with θ−tx in (3.32), we obtain
‖yt(θ−tx, y0(θ−tx))
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≤ CAe
4L‖y0‖e
−λn
n−1∏
k=0
[
1 +G(θk−tx, [0, 1])
]
+
n−1∑
k=0
e−λ(n−k)e4LH(θk−tx, [0, 1])
n−1∏
j=k+1
[
1 +G(θj−tx, [0, 1])
]
+ e4L
(‖f(0)‖
L
+
1
Cp
)
Nn(θ−tx)
≤ CAe
4L‖y0‖e
−λn
n−1∏
k=0
[
1 +G(θk−nx, [−1, 1])
]
+ e4L
(‖f(0)‖
L
+
1
Cp
)
N[−1,1](x)
+
n−1∑
k=0
e−λ(n−k)e4LH(θk−nx, [−1, 1])
n−1∏
j=k+1
[
1 +G(θj−nx, [−1, 1])
]
(3.33)
We are now in the position to apply Proposition 3.6 into (3.33) so that for t ∈ ∆n with 0 < δ <
1
2(λ− Gˆ) and n large enough
‖yt(θ−tx, y0)‖ ≤ CAe
4L‖y0(θ−tx)‖ exp
{
−
(
λ− Gˆ− δ
)
n
}
+ e4L
(‖f(0)‖
L
+
1
Cp
)
N[−1,1](x)
+
n∑
k=1
e−λke4LH(θ−kx, [−1, 1])
n−1∏
j=k+1
[
1 +G(θ−jx, [−1, 1])
]
≤ CAe
4L‖y0(θ−tx)‖ exp
{
−
(
λ− Gˆ− δ
)
n
}
+ b(x) +
(‖f(0)‖
L
+
1
Cp
)
N[−1,1](x),
(3.34)
where b(x) is given by (3.23). This implies that, starting from any point y0(θ−tx) ∈ D(θ−tx) which
is tempered due to (3.7), there exists n large enough such that for t ∈ [n, n+ 1]
‖yt(θ−tx, y0)‖ ≤ 1 + b(x) + e
4L
(‖f(0)‖
L
+
1
Cp
)
N[−1,1](x) =: bˆ(x). (3.35)
Moreover, the temperedness of bˆ(x) follows directly from the temperedness (3.25) of b(x) and of
|||x|||p−var,[−1,1]. Therefore, there exists a compact absorbing set B(x) = B¯(0, bˆ(x)) and thus a
pullback attractor A(x) for system (1.1) which is given by (3.10).
Remark 3.8 (i), Assume that f(0) = g(0) = 0 so that y ≡ 0 is a solution of (1.1). Then (3.27) in
Theorem 3.7 is the exponential stability criterion for the trivial attractor A(x) ≡ 0.
(ii) It is important to note that the term eλA+8(‖A‖+Cf ) in (3.27) is the unavoidable effect from
the discretization scheme.
(iii), A similar proof of Theorem 3.7 using step size r with ∆k = [kr, (k + 1)r] then leads to a
criterion for the existence of a global random pullback attractor
λA − CACf >
1
2r
CAe
[
λA+8(‖A‖+Cf )
]
r{[
4CpCgΓ(p, r)
]p
+
[
4CpCgΓ(p, r)
]}
(3.36)
where Γ(p, r) =
(
E |||Z|||pp−var,[−r,r]
) 1
p
for almost sure all realizations x. As a result, the final criterion
can be optimized to
λA −CACf > inf
r>0
1
2r
CAe
[
λA+8(‖A‖+Cf )
]
r{[
4CpCgΓ(p, r)
]p
+
[
4CpCgΓ(p, r)
]}
.
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In the following, we are going to prove that the diameter of the random attractor can be
controlled by parameter Cg. We first introduce a quantity.
Proposition 3.9 Assume that x satisfies (3.3). Then under criterion (3.27), the following quantity
is well defined and finite
ξ(x) := e4L
∞∑
k=1
(
|||θ−kx|||p−var,[0,1] + |||θ−kx|||
2
p−var,[0,1]
)
×
×e−λ(n−k)
[
max
{‖f(0)‖
L
,
1
Cp
}
N[0,1](θ−kx) + bˆ(θ−kx)
]
N[0,1](θ−kx)
p−1
p . (3.37)
Proof: Observe that the existence of Γ(x, p) implies the temperedness of N[0,1](x), N[0,1](x)
p−1
p
and |||x|||p−var,[0,1]+ |||x|||
2
p−var,[0,1]. The convergence of the series in (3.37) can then be proved similarly
to the convergence of b(x) in Proposition 3.6.
Theorem 3.10 Under the assumptions of Theorem 3.7, the diameter of A is estimated as
diam(A(x)) ≤ 2CpCA(1 + ‖A‖)(Cg ∨ C
2
g )ξ(x) (3.38)
where ξ(x) is given in (3.37).
Proof: The existence of the pullback attractor A is followed by Theorem 3.7. Take any two
points a1, a2 ∈ A(x). For a given n ∈ N, assign x
∗ := θ−nx and consider the equation
dyt = [Ayt + f(yt)]dt+ g(yt)dx
∗
t . (3.39)
Due to the invariance of A under the flow, there exist b1, b2 ∈ A(x
∗) such that ai = yn(x
∗, bi). Put
zt = zt(x
∗) := yt(x
∗, b1)− yt(x
∗, b2) then zn(x
∗) = a1 − a2 and we have
dzt = [Azt + P (t, zt)]dt+Q(t, zt)dx
∗
t (3.40)
where we write in short y1t = yt(x
∗, b1) and
P (t, zt) = f(y(t, x
∗, b2))− f(y(t, x
∗, b1)) = f(y
1
t + zt)− f(y
1
t ),
Q(t, zt) = g(y(t, x
∗, b2))− g(y(t, x
∗, b1)) = g(y
1
t + zt)− g(y
1
t ).
Observe that
‖P (t, z) − P (t, z′)‖ ≤ Cf‖z − z
′‖, ‖Q(t, z) −Q(t, z′)‖ ≤ Cg‖z − z
′‖
and P (t, 0) = Q(t, 0) ≡ 0. Consequently,
‖P (t, zt)‖ ≤ Cf‖zt‖, ‖Q(t, zt)‖ ≤ Cg‖zt‖.
Using the rule of integration by parts for rough integrals, it is easy to see that zt satisfies the
equation
zt = za +
∫ t
a
Φ(t− s)P (s, zs)ds+
∫ t
a
Φ(t− s)Q(s, zs)dx
∗
s.
On the other hand, a direct computation shows that
[Φ(c− ·)Q(·, z·)]
′
s = Φ(c− s)[g(y
1)]′s − Φ(c− s)[g(y
s)]′s
= Φ(c− s)Dg(y1s)g(y
1
s)− Φ(c− s)Dg(y
2
s)g(y
2
s )∥∥∥RΦ(c−·)Q(·,z·)s,t ∥∥∥ ≤ ‖Φ(c− s)RQs,t‖+ ‖Φ(c − t)− Φ(c− s)‖‖Q(t, zt)‖ (3.41)
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which yields
∣∣∣∣∣∣[Φ(c− ·)Q(·, z·)]′∣∣∣∣∣∣p−var,[a,b] ≤ 2C2g‖Φ(c− ·)‖∞,[a,b]
( ∣∣∣∣∣∣y1∣∣∣∣∣∣
p−var,[a,b]
+
∣∣∣∣∣∣y2∣∣∣∣∣∣
p−var,[a,b]
)
+2C2g |||Φ(c− ·)|||p−var,[a,b]∣∣∣∣∣∣∣∣∣RΦ(c−·)Q(·,z·)∣∣∣∣∣∣∣∣∣
q−var,[a,b]
≤ ‖Φ(c− b)‖
( ∣∣∣∣∣∣∣∣∣Rg(y1)∣∣∣∣∣∣∣∣∣
q−var,[a,b]
+
∣∣∣∣∣∣∣∣∣Rg(y2)∣∣∣∣∣∣∣∣∣
q−var,[a,b]
)
+2Cg |||Φ(c− ·)|||q−var,[a,b] (3.42)
As a result, we use similar estimate to Proposition 3.4 to obtain
∥∥∥∫ b
a
Φ(c− s)Q(s, zs)dxs
∥∥∥
≤ ‖Φ(c− a)Q(a, za)‖ |||x|||p−var,[a,b] + ‖[Φ(c − ·)Q(·, z·)]
′
a‖ |||X|||q−var,[a,b]
+Cp
{
|||x|||p−var,[a,b]
∣∣∣∣∣∣∣∣∣RΦ(c−·)Q∣∣∣∣∣∣∣∣∣
q−var,[a,b]
+ |||X|||q−var,[a,b]
∣∣∣∣∣∣[Φ(c− ·)Q]′∣∣∣∣∣∣
p−var,[a,b]
}
≤ CAe
−λA(c−a)
(
Cg |||x|||p−var,[a,b] + 2C
2
g |||X|||q−var,[a,b]
)
‖za‖
+CACp‖A‖(b − a)e
−λA(c−b)
(
Cg |||x|||p−var,[a,b] + C
2
g |||X|||q−var,[a,b]
)
+CpCAe
−λA(c−b)
{[
2C2g |||X|||q−var,[a,b] +
1
2
C2g |||x|||
2
p−var,[a,b]
]
∨ Cg |||x|||p−var,[a,b]
}
×
×
( ∣∣∣∣∣∣∣∣∣y1, Ry1∣∣∣∣∣∣∣∣∣
p−var,[a,b]
+
∣∣∣∣∣∣∣∣∣y2, Ry2∣∣∣∣∣∣∣∣∣
p−var,[a,b]
)
. (3.43)
Now, repeating the estimate in the proof of Theorem 3.7 with β∗t = ‖
∫ t
0 Φ(t − s)Q(s, zs)dx
∗
s‖ we
obtain
eλAt‖zt‖ ≤ CA‖z0‖+ e
λAtβ∗t + Lf
∫ t
0
(
CA‖z0‖+ e
λAsβ∗s
)
eLf (t−s)ds
and then
eλt‖zt‖ ≤ CA‖z0‖+ e
λtβ∗t + Lf
∫ t
0
eλsβ∗sds (3.44)
Similarly to (3.19) we have
β∗t e
λt = eλt
∥∥∥ ∫ t
0
Φ(t− s)Q(s, zs)dx
∗
s
∥∥∥
≤ eλt
⌊t⌋∑
k=0
CpCA(1 + ‖A‖)
(
Cg |||x
∗|||p−var,∆k + C
2
g |||x
∗|||2p−var,∆k
)
e−λA(t−k−1) ×
×
(
‖y1k‖+ ‖y
2
k‖+
∣∣∣∣∣∣∣∣∣y1, Ry1∣∣∣∣∣∣∣∣∣
p−var,∆k
+
∣∣∣∣∣∣∣∣∣y2, Ry2∣∣∣∣∣∣∣∣∣
p−var,∆k
)
. (3.45)
Therefore the similar estimate to (3.20) in Lemma 3.5 shows that
eλt‖zt‖ ≤ CA‖z0‖+ CpCA(1 + ‖A‖)
⌊t⌋∑
k=0
(
Cg |||x
∗|||p−var,∆k + C
2
g |||x
∗|||2p−var,∆k
)
×
×eλk
(
‖y1k‖+ ‖y
2
k‖+
∣∣∣∣∣∣∣∣∣y1, Ry1∣∣∣∣∣∣∣∣∣
p−var,∆k
+
∣∣∣∣∣∣∣∣∣y2, Ry2∣∣∣∣∣∣∣∣∣
p−var,∆k
)
. (3.46)
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Since bi ∈ A(x
∗) for i = 1, 2, it follows from the invariance of A that yi(k,x∗, bi) ∈ A(θkx
∗).
Moreover, it follows from (3.10) and (3.35) that
sup
y∈A(x)
‖y‖ ≤ bˆ(x). (3.47)
Indeed, taking y∗ ∈ A(x) be arbitrary, it follows from (3.10) that there exists a sequence tk → ∞
such that
y∗ = lim
k
ϕ(tk, θ−tkx, y0(θ−tkx))
where y0(θ−tkx) ∈ B(θ−tkx). Since bˆ(x) is tempered, by choosing tk large enough so that (3.35)
holds, we conclude that (3.47) holds. As a consequence, (3.47) yields ‖y1(k,x∗, b1)‖ ≤ bˆ(θkx
∗).
Similarly, ‖z0‖ ≤ ‖b1‖+ ‖b2‖ < 2bˆ(x
∗). On the other hand, due to (2.16) and (3.46) yields
‖zn‖ ≤ 2CAbˆ(x
∗)e−λn + 2CpCA(1 + ‖A‖)(Cg ∨ C
2
g )
n−1∑
k=0
(
|||x∗|||p−var,∆k + |||x
∗|||2p−var,∆k
)
e−λ(n−k) ×
×
[
max
{‖f(0)‖
L
,
1
Cp
}
N∆k(x
∗) + bˆ(θkx
∗)
]
e4LN∆k(x
∗)
p−1
p
≤ 2CAbˆ(θ−nx)e
−λn + 2CpCA(1 + ‖A‖)(Cg ∨ C
2
g )
n∑
k=1
(
|||θ−kx|||p−var,[0,1] + |||θ−kx|||
2
p−var,[0,1]
)
×
×e−λ(n−k)
[
max
{‖f(0)‖
L
,
1
Cp
}
N[0,1](θ−kx) + bˆ(θ−kx)
]
e4LN[0,1](θ−kx)
p−1
p . (3.48)
Letting n tend to infinity, the first term in the last line of (3.48) tends to zero due to the temperedness
of bˆ(x). Hence it follows from (3.37) in Proposition 3.9 that
‖a1 − a2‖ ≤ 2CpCA(1 + ‖A‖)(Cg ∨ C
2
g )ξ(x)
which proves (3.38).
In the rest of the paper, we are going to prove the result on one-point attractor in case g is of
linear form, as proved in [10] for Young equations.
Theorem 3.11 Assume that g(y) = Cy is a linear map. Then under the condition
λA − CACf > 2CA[1 + ‖A‖]e
λA+4(‖A‖+Cf )
{[
4Cp‖C‖Γ(p)
]
+
[
4Cp‖C‖Γ(p)
]p}
, (3.49)
the attractor is a random point, i.e. A(x) = {a(x)}.
Proof: With the setting in the proof of Theorem 3.10 for g(y) = Cy, observe that Q(t, zt) = Czt
and∣∣∣∣∣∣[Φ(c− ·)Cz·]′∣∣∣∣∣∣p−var,[a,b] ≤ ‖Φ(c− ·)‖∞,[a,b]‖C‖2 |||z|||p−var,[a,b] + |||Φ(c− ·)|||p−var,[a,b] ‖C‖2 |||z|||∞,[a,b]∣∣∣∣∣∣∣∣∣RΦ(c−·)Cz·∣∣∣∣∣∣∣∣∣
q−var,[a,b]
≤ ‖Φ(c− ·)‖∞,[a,b]‖C‖ |||R
z|||q−var,[a,b] + |||Φ(c− ·)|||q−var,[a,b] ‖C‖‖z‖∞,[a,b].
As a result, the estimate in (3.43) is of the form
∥∥∥ ∫ b
a
Φ(c− s)Q(s, zs)dx
∗
s
∥∥∥
≤ ‖Φ(c− a)Cza‖ |||x
∗|||p−var,[a,b] + ‖Φ(c− a)C
2za‖ |||X
∗|||q−var,[a,b]
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+Cp
{
|||x∗|||p−var,[a,b]
∣∣∣∣∣∣∣∣∣RΦ(c−·)C∣∣∣∣∣∣∣∣∣
q−var,[a,b]
+ |||X∗|||q−var,[a,b]
∣∣∣∣∣∣[Φ(c− ·)C]′∣∣∣∣∣∣
p−var,[a,b]
}
≤ CpCA[1 + ‖A‖(b − a)]e
−λA(c−b)
(
‖C‖ |||x∗|||p−var,[a,b] + ‖C‖
2 |||x∗|||2p−var,[a,b]
)
×
×
(
‖za‖+ |||z,R
z|||p−var,[a,b]
)
. (3.50)
Meanwhile, similar estimates to (2.24) in Theorem 2.4, with P (t, 0) = 0, show that
|||z,Rz|||p−var,[a,b] + ‖za‖ ≤ ‖za‖e
4L(b−a)+αN[a,b](x
∗)N
p−1
p
[a,b] (x
∗), with
N[a,b](x
∗) ≤ 1 + [4Cp‖C‖]
p |||x∗|||p
p−var,[a,b]
.
As a result, (3.46) has the form
eλn‖zn‖ ≤ CA‖z0‖+ CpCA[1 + ‖A‖]e
λA
n−1∑
k=0
(
‖C‖ |||x∗|||p−var,∆k + ‖C‖
2 |||x∗|||2p−var,∆k
)
×
×e4L+αN∆k (x
∗)N
p−1
p
∆k
(x∗)eλk‖zk‖
≤ CA‖z0‖+
n−1∑
k=0
I∆k(x
∗)eλk‖zk‖,
where
I[a,b](x) = CpCA[1 + ‖A‖]e
λA
(
‖C‖ |||x|||p−var,[a,b] + ‖C‖
2 |||x|||2p−var,[a,b]
)
e4L+αN[a,b](x)N
p−1
p
[a,b]
(x)
is the function of x. Now applying the discrete Gronwall lemma, we obtain
eλn‖zn‖ ≤ CA‖z0‖
n−1∏
k=0
[
1 + I[0,1](θk−nx)
]
Hence, it follows from Birkhorff’s ergodic theorem that
lim sup
n→∞
1
n
log ‖zn‖ ≤ −λ+ lim sup
n→∞
1
n
n∑
k=1
log
[
1 + I[0,a](θ−kx)
]
≤ −λ+ E log
[
1 + I[0,1](x)
]
.
Given Cp and α, it follows from the estimate of N[0,1](x) and the inequalities
log(1 + uev) ≤ v + log(1 + u), ∀u, v ≥ 0,
log
[
1 +
(2Cp + 3)v
4Cp
(1 + up−1)(u+ u2)
]
≤ (2− α)v(u + up), ∀u ≥ 0, v ≥ 1,
that
log
[
1 + I[0,1](x)
]
≤ log
{
1 +CpCA[1 + ‖A‖]e
λAe4L+αN
p−1
p
[a,b] (x)
(
‖C‖ |||x|||p−var,[a,b] + ‖C‖
2 |||x|||2p−var,[a,b]
)}
+α
(
4Cp‖C‖
)p
|||x|||pp−var,[0,1]
≤ log
{
1 +
2Cp + 3
4Cp
CA[1 + ‖A‖]e
λA+4L
[
1 + (4Cp‖C‖)
p−1 |||x|||p−1p−var,[0,1]
]
×
×
(
4Cp‖C‖ |||x|||p−var,[a,b] +
[
4Cp‖C‖
]2
|||x|||2p−var,[a,b]
)}
+ α
(
4Cp‖C‖
)p
|||x|||pp−var,[0,1]
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≤ 2CA[1 + ‖A‖]e
λA+4L
{[
4Cp‖C‖ |||x|||p−var,[0,1]
]
+
[
4Cp‖C‖ |||x|||p−var,[0,1]
]p}
Therefore we finally obtain
lim sup
n→∞
1
n
log ‖zn‖ ≤ −λ+ 2CA[1 + ‖A‖]e
λA+4L
{[
4Cp‖C‖Γ(p)
]
+
[
4Cp‖C‖Γ(p)
]p}
< 0
under the condition (3.49). This follows that limn→∞ ‖a1 − a2‖ = 0 or A is an one point set.
4 Appendix
Lemma 4.1 (Continuous Gronwall Lemma) Assume that ut, αt, β > 0 such that
ut ≤ αt +
∫ t
a
βusds,∀t ≥ a.
Then
ut ≤ αt +
∫ t
a
βeβ(t−s)αsds,∀t ≥ a.
Proof: See [1, Lemma 6.1, p 89].
Lemma 4.2 (Discrete Gronwall Lemma) Let a be a non negative constant and un, αn, βn be
nonnegative sequences satisfying
un ≤ a+
n−1∑
k=0
αkuk +
n−1∑
k=0
βk, ∀n ≥ 1
then
un ≤ max{a, u0}
n−1∏
k=0
(1 + αk) +
n−1∑
k=0
βk
n−1∏
j=k+1
(1 + αj) (4.1)
for all n ≥ 1.
Proof: See [10, Appendix 4.2]
Proof: [Proposition 2.1] The proof is divided into several steps.
Step 1: First we would like to estimate the solution norms of (2.4). To do that, observe that
∥∥∥∫ t
s
g(yu)dxu−g(ys)xs,t−[g(y)]
′
sXs,t
∥∥∥ ≤ Cβ(t−s)3β[ |||x|||β,[s,t] ∣∣∣∣∣∣∣∣∣Rg(y)∣∣∣∣∣∣∣∣∣
2β,[s,t]
+|||X|||2β,[s,t]
∣∣∣∣∣∣[g(y)]′∣∣∣∣∣∣
β,[s,t]
]
due to (2.7). It then follows that y is controlled by x with y′ = g(y). Since
g(yt)− g(ys) =
∫ 1
0
Dg(ys + ηys,t)ys,tdη
= Dg(ys)y
′
sxs,t +
∫ 1
0
Dg(ys + ηys,t)R
y
s,tdη +
∫ 1
0
[Dg(ys + ηys,t)−Dg(ys)]y
′
s,txs,tdη,
it easy to show that [g(y)]′s = Dg(ys)g(ys), where we use (1.2) to estimate
‖R
g(y)
s,t ‖ ≤
∫ 1
0
‖Dg(ys + ηys,t)‖‖R
y
s,t‖dη +
∫ 1
0
‖Dg(ys + ηys,t)−Dg(ys)‖‖g(ys)‖‖xs,t‖dη
≤ Cg‖R
y
s,t‖+
1
2
C2g‖ys,t‖‖xs,t‖.
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Hence, it follows, using p-variation norms and Ho¨lder inequality, that∣∣∣∣∣∣[g(y)]′∣∣∣∣∣∣
p−var,[s,t]
≤ 2C2g |||y|||p−var,[s,t] , ‖[g(y)]
′‖∞,[s,t] ≤ C
2
g ,∣∣∣∣∣∣∣∣∣Rg(y)∣∣∣∣∣∣∣∣∣
q−var,[s,t]
≤ Cg |||R
y|||q−var,[s,t] +
1
2
C2g |||x|||p−var,[s,t] |||y|||p−var,[s,t] . (4.2)
As a result, by introducing |||y,R|||p−var,[s,t] := |||y|||p−var,[s,t] + |||R
y|||q−var,[s,t], we obtain
‖ys,t‖ ≤
∥∥∥∫ t
s
g(yu)dxu
∥∥∥
≤ ‖g(ys)‖‖xs,t‖+ ‖Dg(ys)g(ys)‖‖Xs,t‖
+Cp
[
|||x|||p−var,[s,t]
∣∣∣∣∣∣∣∣∣Rg(y)∣∣∣∣∣∣∣∣∣
q−var,[s,t]
+ |||X|||q−var,[s,t]
∣∣∣∣∣∣[g(y)]′∣∣∣∣∣∣
p−var,[s,t]
]
≤ Cg |||x|||p−var,[s,t] + C
2
g |||X|||q−var,[s,t]
+Cp
{
Cg |||x|||p−var,[s,t] |||R
y|||q−var,[s,t] +
[1
2
|||x|||2p−var,[s,t] + 2 |||X|||q−var,[s,t]
]
C2g |||y|||p−var,[s,t]
}
≤ Cg |||x|||p−var,[s,t] + C
2
g |||x|||
2
p−var,[s,t] + 2Cp
{
Cg |||x|||p−var,[s,t] ∨ C
2
g |||x|||
2
p−var,[s,t]
}
|||y,R|||p−var,[s,t] ,
≤ 2
{
Cg |||x|||p−var,[s,t] ∨ C
2
g |||x|||
2
p−var,[s,t]
}(
1 + Cp |||y,R|||p−var,[s,t]
)
,
which yields
|||y|||p−var,[s,t] ≤ 2
{
Cg |||x|||p−var,[s,t] ∨ C
2
g |||x|||
2
p−var,[s,t]
}(
1 + Cp |||y,R|||p−var,[s,t]
)
. (4.3)
The same estimate for Ry is actually included in the above estimate, hence
|||Ry|||q−var,[s,t] ≤ 2
{
Cg |||x|||p−var,[s,t] ∨ C
2
g |||x|||
2
p−var,[s,t]
}(
1 + Cp |||y,R|||p−var,[s,t]
)
. (4.4)
Combining (4.3) and (4.4) gives
|||y,R|||p−var,[s,t] ≤ 4
{
Cg |||x|||p−var,[s,t] ∨ C
2
g |||x|||
2
p−var,[s,t]
}(
1 + Cp |||y,R|||p−var,[s,t]
)
. (4.5)
It implies from (4.5) that |||y,R|||p−var,[s,t] ≤
1
Cp
whenever
{
Cg |||x|||p−var,[s,t] ∨ C
2
g |||x|||
2
p−var,[s,t]
}
≤
1
8Cp
< 1, which yields
|||y,R|||p−var,[s,t] ≤
1
Cp
whenever |||x|||p−var,[s,t] ≤
1
8CpCg
.
By constructing the sequence of greedy times {τk(
1
8CpCg
)}k∈N on interval [a, b], it follows from
induction that
‖yτk+1‖ ≤ ‖y‖∞,[τk,τk+1] ≤ ‖y‖p−var,[τk,τk+1] ≤ ‖yτk‖+ |||y,R|||p−var,[τk,τk+1] ≤ ‖yτk‖+
1
Cp
≤ . . . ≤ ‖ya‖+ (k + 1)
1
Cp
, ∀k = 0, . . . , N[a,b](x)− 1.
That means
‖y‖∞,[a,b] ≤ ‖ya‖+
1
Cp
N[a,b](x) (4.6)
On the other hand, it then follows from inequality of p-variation seminorm in [8] that
|||y,R|||p−var,[a,b] ≤ N
p−1
p
[a,b] (x)
N[a,b](x)−1∑
k=0
|||y,R|||q−var,[τk,τk+1] ≤
1
Cp
N
2p−1
p
[a,b] (x). (4.7)
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Step 2: Next, using (4.6) and (4.7) for any two solutions yt(x, ya) and y¯t(x, y¯a) within the
bounded range 1CpN
2p−1
p
[a,b] (x), let us consider their difference zt = y¯t − yt, which satisfies the integral
rough equation
zt = za +
∫ t
a
[g(y¯s)− g(ys)]dxs.
As a result, y′s = g(ys), y¯
′
s = g(y¯s) and
g(y¯t)− g(yt)− g(y¯s) + g(ys)
=
∫ 1
0
[
Dg(y¯s + ηy¯s,t)y¯s,t −Dg(ys + ηys,t)ys,t
]
dη
= Dg(y¯s)g(y¯s)−Dg(ys)g(ys) +
∫ 1
0
[
Dg(y¯s + ηy¯s,t)R
y¯
s,t −Dg(ys + ηys,t)R
y
s,t
]
dη
+
∫ 1
0
{[
Dg(y¯s + ηy¯s,t)−Dg(y¯s)
]
g(y¯s)−
[
Dg(ys + ηys,t)−Dg(ys)
]
g(ys)
}
xs,tdη
= Dg(y¯s)g(y¯s)−Dg(ys)g(ys)
+
∫ 1
0
{
Dg(y¯s + ηy¯s,t)
(
R
y¯
s,t −R
y
s,t
)
+
[
Dg(y¯s + ηy¯s,t)−Dg(ys + ηys,t)
]
R
y
s,t
}
dη
+
∫ 1
0
[
Dg(y¯s + ηy¯s,t)−Dg(y¯s)
][
g(y¯s)− g(ys)
]
xs,tdη
+
∫ 1
0
[
Dg(y¯s + ηy¯s,t)−Dg(y¯s)−Dg(ys + ηys,t) +Dg(ys)
]
g(ys)xs,tdη
= Dg(y¯s)g(y¯s)−Dg(ys)g(ys)
+
∫ 1
0
{
Dg(y¯s + ηy¯s,t)R
y¯−y
s,t +
[
Dg(y¯s + ηy¯s,t)−Dg(ys + ηys,t)
]
R
y
s,t
}
dη
+
∫ 1
0
[
Dg(y¯s + ηy¯s,t)−Dg(y¯s)
][
g(y¯s)− g(ys)
]
xs,tdη
+
(∫ 1
0
∫ 1
0
D2g(y¯s + µηy¯s,t)η(y¯s,t − ys,t)dµdη
)
g(ys)xs,t
+
(∫ 1
0
∫ 1
0
[
D2g(y¯s + µηy¯s,t)−D
2g(ys + µηys,t)ηys,t
]
dµdη
)
g(ys)xs,t.
This proves [g(y¯) − g(y)]′s = Dg(y¯s)g(y¯s) −Dg(ys)g(ys) = Q(y¯s) − Q(ys) with ‖Q(y¯s) − Q(ys)‖ ≤
2C2g‖zs‖ and
|||Q(y¯)−Q(y)|||p−var,[s,t] ≤ CQ
(
|||z|||p−var,[s,t] + ‖z‖∞,[s,t] |||y|||p−var,[s,t]
)
≤ 2C2g
(
|||z|||p−var,[s,t] + ‖z‖∞,[s,t] |||y|||p−var,[s,t]
)
;
and moreover∣∣∣∣∣∣∣∣∣Rg(y¯)−g(y)∣∣∣∣∣∣∣∣∣
q−var,[s,t]
≤ Cg |||R
z|||q−var,[s,t] + Cg‖z‖∞,[s,t] |||R
y|||q−var,[s,t]
+
1
2
C2g |||x|||p−var,[s,t]
[
|||z|||p−var,[s,t] + ‖z‖∞
(
|||y¯|||p−var,[s,t] + |||y|||p−var,[s,t]
)]
.
Using the fact that
‖zs,t‖ ≤
∥∥∥ ∫ t
s
[g(y¯u)− g(yu)]dxu
∥∥∥
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≤ Cg‖zs‖ |||x|||p−var,[s,t] + 2C
2
g‖zs‖ |||X|||q−var,[s,t]
+Cp
{
|||x|||p−var,[s,t]
∣∣∣∣∣∣∣∣∣Rg(y¯)−g(y)∣∣∣∣∣∣∣∣∣
q−var,[s,t]
+ |||X|||q−var,[s,t]
∣∣∣∣∣∣[g(y¯)− g(y)]′∣∣∣∣∣∣
p−var,[s,t]
}
,
we can now estimate
|||z|||p−var,[s,t] ≤ 2
{
Cg |||x|||p−var,[s,t] ∨ C
2
g |||x|||
2
p−var,[s,t]
}
×
×
{
‖z‖∞,[s,t]
[
1 + Cp(|||y¯, R|||p−var,[s,t] + |||y,R|||p−var,[s,t])
]
+Cp |||z,R|||p−var,[s,t]
}
≤ 2Cp
{
Cg |||x|||p−var,[s,t] ∨ C
2
g |||x|||
2
p−var,[s,t]
}
×
×
(
1 + |||y¯, R|||p−var,[s,t] + |||y,R|||p−var,[s,t]
)(
‖zs‖+ |||z,R|||p−var,[s,t]
)
.
The similar estimate for |||Rz|||q−var,[s,t] is already included in the above computation. Therefore by
combining with (4.7), we obtain
|||z,R|||p−var,[s,t]
≤ 4Cp
{
Cg |||x|||p−var,[s,t] ∨ C
2
g |||x|||
2
p−var,[s,t]
}
×
×
(
1 + |||y¯, R|||p−var,[s,t] + |||y,R|||p−var,[s,t]
)(
‖zs‖+ |||z,R|||p−var,[s,t]
)
≤ 4Cp
{
Cg |||x|||p−var,[s,t] ∨ C
2
g |||x|||
2
p−var,[s,t]
}(
1 +
2
Cp
N
2p−1
p
1
8CpCg
,[a,b]
(x)
)(
‖zs‖+ |||z,R|||p−var,[a,b]
)
,
which follows that
|||z,R|||p−var,[s,t] ≤ ‖zs‖ whenever 8CpCg
(
1 +
2
Cp
N
2p−1
p
1
8CpCg
,[a,b]
(x)
)
|||x|||p−var,[s,t] ≤ 1.
Therefore, (2.12) is followed directly from the usage of greedy times (2.13), which is similar to (4.6)
and (4.7).
Proof: [Proposition 2.2] The proof is divided into several steps.
Step 1: First, for a fixed solution yt(x, ya) on a given interval [a, b], we need to prove the
existence and uniqueness of the solution of the linearized rough differential equation (2.14), which
has the time dependent coefficient Σt := Dg(yt). To do that, we simply follow Gubinelli’s method
by considering the Ito-Lyons map Ht = ξa+
∫ t
a Σsξsdxs on the set D
2β
x ([a, b], ξa,Σaξa) of controlled
paths ξt such that ξa is fixed, ξ
′
a = Σaξa. Note that Σt = Dg(yt) is also controlled by x with
Σs,t =
∫ 1
0
D2g(ys + ηys,t)(g(ys)xs,t +R
y
s,t)dη,
thus
Σ′s = D
2
g(ys)g(ys), ‖R
Σ
s,t‖ ≤ CgR
y
s,t‖+
1
2
C2g‖ys,t‖‖xs,t‖.
As a result Σtξt is also controlled by x with [Σ·ξ·]
′
s = Σ
′
sξs +Σsξ
′
s and
‖RΣ·ξ·s,t ‖ ≤ ‖Σs,t‖‖ξs,t‖+ ‖ξs‖‖R
Σ
s,t‖+ ‖Σs‖‖R
ξ
s,t‖.
It then enable to estimate
‖Hs,t − Σsξsxs,t + [Σ
′
sξs +Σsξ
′
s]Xs,t‖
= ‖
∫ t
s
Σuξudxu − Σsξsxs,t + [Σ
′
sξs +Σsξ
′
s]Xs,t‖
+Cβ(t− s)
3β
(
|||x|||β,[s,t]
∣∣∣∣∣∣∣∣∣RΣ·ξ·∣∣∣∣∣∣∣∣∣
2β,[s,t]
+ |||X|||2β,[s,t]
∣∣∣∣∣∣[Σ·ξ·]′∣∣∣∣∣∣β,[s,t]
)
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where∣∣∣∣∣∣[Σ·ξ·]′∣∣∣∣∣∣β ≤ ‖Σ′‖∞ |||ξ|||β + ∣∣∣∣∣∣Σ′∣∣∣∣∣∣β ‖ξ‖∞ + ‖Σ‖∞ ∣∣∣∣∣∣ξ′∣∣∣∣∣∣β + |||Σ|||β ‖ξ′‖∞,∣∣∣∣∣∣∣∣∣RΣ·ξ·∣∣∣∣∣∣∣∣∣
2β
≤ |||Σ|||β |||ξ|||β +
∣∣∣∣∣∣RΣ∣∣∣∣∣∣
2β
‖ξ‖∞ + ‖Σ‖∞
∣∣∣∣∣∣∣∣∣Rξ∣∣∣∣∣∣∣∣∣
2β
with
‖ξ′‖ ≤ ‖ξ′a‖+ (t− a)
β
∣∣∣∣∣∣ξ′∣∣∣∣∣∣
β
≤ ‖Σ‖∞‖ξa‖+ (t− a)
β
∣∣∣∣∣∣ξ, ξ′∣∣∣∣∣∣
2β
,
|||ξ|||β ≤ ‖ξ
′‖∞ |||x|||β + (t− a)
β
∣∣∣∣∣∣∣∣∣Rξ∣∣∣∣∣∣∣∣∣
2β
≤ ‖Σ‖∞ |||x|||β ‖ξa‖+
(
|||x|||β ∨ 1
)
(t− a)β
∣∣∣∣∣∣ξ, ξ′∣∣∣∣∣∣
2β
,
‖ξ‖∞ ≤ ‖ξa‖+ (t− a)
β |||ξ|||β ≤ ‖ξa‖
(
1 + ‖Σ‖∞(t− a)
β |||x|||β
)
+ (t− a)2β
(
|||x|||β ∨ 1
) ∣∣∣∣∣∣ξ, ξ′∣∣∣∣∣∣
2β
.
A direct computation then shows that∣∣∣∣∣∣[Σ·ξ·]′∣∣∣∣∣∣β ≤
{
‖Σ‖∞ + (t− a)
β |||Σ|||β + ‖Σ
′‖∞(t− a)
β(|||x|||β ∨ 1) +
∣∣∣∣∣∣Σ′∣∣∣∣∣∣
β
(t− a)2β(|||x|||β ∨ 1)
} ∣∣∣∣∣∣ξ, ξ′∣∣∣∣∣∣
2β
+
{
|||Σ|||β ‖Σ‖∞ + ‖Σ
′‖∞‖Σ‖∞ |||x|||β +
∣∣∣∣∣∣Σ′∣∣∣∣∣∣
β
(
1 + ‖Σ‖∞(t− a)
β |||x|||β
)}
‖ξa‖∣∣∣∣∣∣∣∣∣RΣ·ξ·∣∣∣∣∣∣∣∣∣
2β
≤
{
‖Σ‖∞ + |||Σ|||β (t− a)
β(|||x|||β ∨ 1) +
∣∣∣∣∣∣RΣ∣∣∣∣∣∣
2β
(t− a)2β(|||x|||β ∨ 1)
} ∣∣∣∣∣∣ξ, ξ′∣∣∣∣∣∣
2β
+
{
|||Σ|||β ‖Σ‖∞ |||x|||β +
∣∣∣∣∣∣RΣ∣∣∣∣∣∣
2β
(
1 + ‖Σ‖∞(t− a)
β |||x|||β
)}
‖ξa‖.
Hence∣∣∣∣∣∣RH ∣∣∣∣∣∣
2β
≤
(
‖Σ′‖∞‖ξ‖∞ + ‖Σ‖∞‖ξ
′‖∞
)
|||X|||2β + Cβ(t− a)
β
(
|||x|||β
∣∣∣∣∣∣∣∣∣RΣ·ξ·∣∣∣∣∣∣∣∣∣
2β
+ |||X|||2β
∣∣∣∣∣∣[Σ·ξ·]′∣∣∣∣∣∣β
)
∣∣∣∣∣∣H ′∣∣∣∣∣∣
β
≤ ‖Σ‖∞ |||ξ|||β + |||Σ|||β ‖ξ‖∞
≤
{
‖Σ‖∞(t− a)
β(|||x|||β ∨ 1) + |||Σ|||β (t− a)
2β(|||x|||β ∨ 1)
} ∣∣∣∣∣∣ξ, ξ′∣∣∣∣∣∣
2β
+
{
‖Σ‖2∞ |||x|||β + |||Σ|||β
[
1 + ‖Σ‖∞(t− a)
β |||x|||β
]}
‖ξa‖.
Combining everything together, we have just showed that there exists constants
M1 =M1(Σ, [a, b], x,X),M2 =M2(Σ, [a, b], x,X)
such that ∣∣∣∣∣∣H ′∣∣∣∣∣∣
β
+
∣∣∣∣∣∣RH ∣∣∣∣∣∣
2β
≤M2‖ξa‖+M1
[
(t− a)β + |||x|||β + |||X|||2β
] ∣∣∣∣∣∣ξ, ξ′∣∣∣∣∣∣
2β
.
This implies that on every interval [tk, tk+1] of the greedy times
t0 = a, tk+1 = inf{t > tk :M1
[
(t− tk)
β + |||x|||β,[tk,t] + |||X|||2β,[tk,t] =
1
2
} ∧ b,
the Ito-Lyons map is a contraction from the set
{
D2βx ([a, b], ξa,Σaξa) : |||ξ, ξ
′|||2β,[tk,tk+1] ≤ 2M2‖ξtk‖
}
into itself, hence there exists a unique solution of (2.14) on every interval [tk, tk+1]. The concatena-
tion of solutions on intervals [tk, tk+1] then proves the existence and uniqueness of the solution of
(2.14) on [a, b].
Step 2: Denote by Φ(t, x, za) the solution matrix of the linearized system (2.14), then ξ =
Φ(t, x, za)(z¯a− za) is the solution of (2.14) given initial point ξa = z¯a− za. Assign rt := z¯t− zt− ξt,
then ra = 0 and
rt =
∫ t
a
[ ∫ 1
0
Dzg(zs + η(z¯s − zs))−Dzg(zs)
]
(z¯s − zs)dηdxs +
∫ t
a
Dzg(zs)rsdxs,
= ea,t +
∫ t
a
Dzg(zs)rsdxs, ∀t ∈ [a, b], (4.8)
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where
ea,t =
∫ t
a
∫ 1
0
[
Dzg(zs + η(z¯s − zs))−Dzg(zs)
]
(z¯s − zs)dηdxs
and e is also controlled by x with ea = 0. We are going to estimate ‖r‖∞,[a,b] and |||r,R|||p−var,[a,b]
through ‖e′‖∞,[a,b], |||e
′|||p−var,[a,b] , |||R
e|||q−var,[a,b]. First observe that
rs,t = es,t +
∫ t
s
Dg(yu)rudxu = e
′xs,t +R
e
s,t +
∫ t
s
Dg(yu)rudxu,
which yields r′s = e
′
s +Dg(ys)rs and
‖Rrs,t‖ ≤ ‖R
e
s,t‖+ ‖[Dg(y)r]
′
s‖‖Xs,t‖+ Cp
(
|||x|||p
∣∣∣∣∣∣∣∣∣RDg(y)r∣∣∣∣∣∣∣∣∣
q
+ |||X|||q
∣∣∣∣∣∣[Dg(y)r]′∣∣∣∣∣∣
p
)
. (4.9)
A direct computation shows that∥∥∥Dg(yt)rt −Dg(ys)rs − [D2g(ys)g(ys)rs +Dg(ys)r′s]xs,t∥∥∥
≤
∥∥∥ ∫ 1
0
D2g(ys + ηys,t)R
y
s,trsdη
∥∥∥+ 1
2
C2g‖ys,t‖‖rs‖‖xs,t‖+ ‖Dg(ys)R
y
s,t‖+ Cg‖ys,t‖‖rs,t‖,
which yields [Dg(y)r]′s = D
2g(ys)[g(ys), rs] +Dg(ys)r
′
s and
‖R
D(y)r
s,t ‖ ≤ Cg‖R
y
s,t‖‖r‖∞ +
1
2
C2g‖r‖∞‖ys,t‖‖xs,t‖+ Cg‖R
r
s,t‖+ Cg‖ys,t‖‖rs,t‖
⇒
∣∣∣∣∣∣∣∣∣RDg(y)r∣∣∣∣∣∣∣∣∣
q
≤ Cg‖r‖∞ |||R
y|||q +
1
2
C2g‖r‖∞ |||y|||p |||x|||p + Cg |||R
r|||q + Cg |||y|||p |||r|||p .
Similarly, we can show that
‖[Dg(y)r]′‖∞ ≤ C
2
g‖r‖∞ +Cg‖r
′‖∞∣∣∣∣∣∣[Dg(y)r]′∣∣∣∣∣∣
p
≤ 2C2g‖r‖∞ |||y|||p +C
2
g |||r|||p + Cg
∣∣∣∣∣∣r′∣∣∣∣∣∣
p
+ Cg‖r
′‖∞ |||y|||p .
Combining all the above estimates into (4.9), we obtain
|||Rr|||q ≤ CpCg |||x|||p |||R
r|||q
+ |||r|||p
{
2C2g |||X|||q + Cp |||x|||p
[
Cg |||R
y|||q +
1
2
C2g |||x|||p |||y|||p + Cg |||y|||p
]
+ Cg |||X|||q (4C
2
g |||y|||p + 2C
2
g )
}
+‖rs‖
{
2C2g |||X|||q + Cp |||x|||p
[
Cg |||R
y|||q +
1
2
C2g |||x|||p |||y|||p
]
+ 4CpC
2
g |||X|||q
}
+ |||Re|||q + Cg |||X|||q ‖e
′‖∞ +Cp |||X|||q (Cg
∣∣∣∣∣∣e′∣∣∣∣∣∣
p
+ Cg |||y|||p ‖e
′‖∞) =: R¯,
and similarly
|||r|||p ≤ ‖e
′‖∞ |||x|||p + Cg‖r‖∞ |||x|||p + R¯ ≤ ‖e
′‖∞ |||x|||p + Cg |||x|||p (‖rs‖+ |||r|||p) + R¯.
Therefore, taking into account (4.7) we have just proved that there exists a constant
M =M(p, [a, b], |||x|||p−var,[a,b]) > 1
such that
|||r,R|||p−var,[s,t] ≤ M
(
Cg |||x|||p−var,[s,t] + C
2
g |||X|||q−var,[s,t]
)(
‖rs‖+ |||r,R|||p−var,[s,t]
)
+M
(
‖e′‖∞,[a,b] +
∣∣∣∣∣∣e′∣∣∣∣∣∣
p−var,[a,b]
+ |||Re|||q−var,[a,b]
)
≤ 2M
(
Cg |||x|||p−var,[s,t] ∨ C
2
g |||x|||
2
q−var,[s,t]
)(
‖rs‖+ |||r,R|||p−var,[s,t]
)
+M
(
‖e′‖∞,[a,b] +
∣∣∣∣∣∣e′∣∣∣∣∣∣
p−var,[a,b]
+ |||Re|||q−var,[a,b]
)
,
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which implies
|||r,R|||p−var,[s,t] ≤ ‖rs‖+ 2M
(
‖e′‖∞,[a,b] +
∣∣∣∣∣∣e′∣∣∣∣∣∣
p−var,[a,b]
+ |||Re|||q−var,[a,b]
)
whenever 2MCg |||x|||p−var,[s,t] ≤
1
2 . Similar estimates to (4.6) and (4.7), using the sequence of greedy
times {τk(
1
4MCg
)}k∈N, lead to
‖r‖∞,[a,b] ∨ |||r,R|||p−var,[s,t]
≤ N 1
4MCg
,[a,b](x)
p−1
p
{
‖ra‖+ 2M
(
‖e′‖∞,[a,b] +
∣∣∣∣∣∣e′∣∣∣∣∣∣
p−var,[a,b]
+ |||Re|||q−var,[a,b]
)}
e
(log 2)N 1
4MCg
,[a,b]
(x)
≤ 2M
(
‖e′‖∞,[a,b] +
∣∣∣∣∣∣e′∣∣∣∣∣∣
p−var,[a,b]
+ |||Re|||q−var,[a,b]
)
e
(1+log 2)N 1
4MCg
,[a,b]
(x)
, (4.10)
where we use the fact that ra = 0.
Step 3: From (4.8), it follows that
e′s =
∫ 1
0
[Dg(ys + ηzs)−Dg(ys)]zsdη =
∫ 1
0
∫ 1
0
D2g
(
(1− µη)ys + µηy¯s
)
[zs, zs]ηdµdη = e¯s,
is controlled by x. As a result ‖e′s‖ ≤
1
2Cg‖zs‖
2 thus
‖e′‖∞,[a,b] ≤
1
2
Cg‖z‖
2
∞,[a,b], (4.11)∣∣∣∣∣∣e′∣∣∣∣∣∣
p−var,[a,b]
≤ Cg
(
|||y|||p−var,[a,b] ∨ |||y¯|||p−var,[a,b]
)
‖z‖2∞,[a,b] + 2Cg‖z‖∞,[a,b] |||z|||p−var,[a,b] .
On the other hand,
‖Res,t‖ ≤ ‖e¯
′‖∞‖Xs,t‖+ Cp
(
|||x|||p−var,[a,b]
∣∣∣∣∣∣Re¯∣∣∣∣∣∣
q−var,[a,b]
+ |||X|||q−var,[a,b]
∣∣∣∣∣∣e¯′∣∣∣∣∣∣
p−var,[a,b]
)
thus |||Re|||q−var,[a,b] ≤ ‖e¯
′‖∞,[a,b] |||X|||q−var,[a,b]
+Cp
(
|||x|||p−var,[a,b]
∣∣∣∣∣∣Re¯∣∣∣∣∣∣
q−var,[a,b]
+ |||X|||q−var,[a,b]
∣∣∣∣∣∣e¯′∣∣∣∣∣∣
p−var,[a,b]
)
, (4.12)
where a direct computation shows that
e¯′s =
∫ 1
0
∫ 1
0
{
D3g
(
(1− µη)ys + µηy¯s
)
[(1− µη)y′s + µηy¯
′
s, zs, zs]
+2D2g
(
(1− µη)ys + µηy¯s
)
[z′s, zs]
}
ηdµdη,
Re¯s,t =
∫ 1
0
∫ 1
0
{
R
D2g(y¯,y)
s,t [zt, zt] +D
2g(y¯, y)
(
[zs, R
z
s,t] + [z
′
sxs,t, z
′
sxs,t +R
z
s,t] + [R
z
s,t, zt]
)
+[D2g(y¯, y)]′sxs,t
(
[zs + zt, z
′
s +R
z
s,t]
)}
ηdµdη.
We therefore can show that there exists a generic constant α such that
‖e¯′‖∞,[a,b] ∨
∣∣∣∣∣∣e¯′∣∣∣∣∣∣
p−var,[a,b]
∨
∣∣∣∣∣∣Re¯∣∣∣∣∣∣
q−var,[a,b]
≤ α
(
‖z‖∞,[a,b] + |||z,R|||p−var,[a,b] + ‖z
′‖∞,[a,b] +
∣∣∣∣∣∣z′∣∣∣∣∣∣
p−var,[a,b]
)2
. (4.13)
By replacing (4.11), (4.12), (4.13) into (4.10), and using (2.12), we derive that there exists a generic
constant such that
‖y¯·(x, y¯a)− y·(x, ya)− ξ·(x, y¯a − ya)‖∞,[a,b] ≤ α‖y¯a − ya‖
2.
This, combined with the linearity of ξ w.r.t. y¯a − ya, shows the differentiability of yt(x, ya) w.r.t.
ya.
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