We introduce the notion of a conformal design based on a vertex operator algebra. This notation is a natural analog of the notion of block designs or spherical designs when the elements of the design are based on self-orthogonal binary codes or integral lattices, respectively. It is shown that the subspaces of fixed degree of an extremal self-dual vertex operator algebra form conformal 11-, 7-, or 3-designs, generalizing similar results of Assmus-Mattson and Venkov for extremal doubly-even codes and extremal even lattices. Other examples are coming from group actions on vertex operator algebras, the case studied first by Matsuo. The classification of conformal 6-and 8-designs is investigated. Again, our results are analogous to similar results for codes and lattices.
Introduction
In the past, it has been a fruitful approach to generalize concepts known for codes and lattices to vertex operator algebras and then to show that analogous results hold in this context. Important examples are the construction of the Moonshine module [Bor86, FLM88] or the modular invariance of the genus-1 correlation functions [Zhu90] . Other examples involving vertex operator super algebras are given in [Höh95, Höh97] . A comprehensive analysis of these analogies can be found in [Höh03b] , where also a fourth step in this analogy, codes over the Kleinian four-group Z 2 × Z 2 , was introduced.
Two well-studied combinatorial structures are block designs and spherical designs and many examples of such designs are related to codes and lattices. A notion analogous to block designs and spherical designs in the context of vertex operator algebras however has been missing so far. In this paper, we introduce the notation of a conformal design based on a vertex operator algebra and prove several results analogous to known results for block and spherical designs.
The paper is organized as follows. In the rest of the introduction we discuss the concepts of block and spherical t-designs to motivate our definition of conformal tdesigns. Details of the definition will be discussed in the next section. Section 2 also contains several basic results. In particular, we prove that a vertex operator algebra condition on X is equivalent to that for all 0 ≤ s ≤ t and f ∈ Hom(s) one has 
A spherical t-design (cf. [DGS77, GS79] ) is a finite subset X of a sphere S(r) of radius r around 0 in R n (usually the unit sphere) such that X can be used to integrate all polynomials f of degree s ≤ t on S(r) exactly by averaging their values on X, i.e., the following equation holds:
where ω is the canonical volume form on the Riemannian manifold S(r). Let Hom(m) be the complex vector space of homogeneous polynomials of degree m in the variables x i , where the x i , i = 1, . . ., n, are identified with the standard coordinate functions on R n . One has dim Hom(m) = n+m−1 n−1
. There is a natural action of the orthogonal group O(n) on R n and Hom(m). The condition for a set X ⊂ S(r) to be a spherical t-design is now equivalent to (the right hand side of equation (4) is obviously O(n)-invariant) that for all 0 ≤ s ≤ t and f ∈ Hom(s) and for all g ∈ O(n) the following equation holds 
The vector spaces Hom(m) can again be decomposed into a direct sum of irreducible components under the action of O(n). Let π be the projection of Hom(m) onto the trivial component. By averaging equation (5) over all g ∈ O(n) using an invariant measure, one finds that the above condition on X is equivalent to that for all 0 ≤ s ≤ t and f ∈ Hom(s) one has 
The decomposition of Hom(m) into irreducible components can also be done explicitly: The kernel of ∆ : Hom(m) −→ Hom(m − 2), f → i . This gives the following characterization of spherical t-designs: A finite subset X ⊂ S(r) is a spherical t-design if and only if for all 1 ≤ s ≤ t and f ∈ Harm(s) one has B∈X f (B) = 0.
In the definition of a conformal t-design based on a vertex operator algebra V we will replace the groups S n and O(n) by the Virasoro algebra of central charge c. The rôle of Hom(m) will be the degree-m-part V m of a vertex operator algebra V . For X, we will take a homogeneous part of a module of V and the evaluation f [X] = B∈X f (X) will be replaced by
where f ∈ V m and o(f ) is the coefficient v (k) of the vertex operator Y (v, z) = n∈Z v (n) z −n−1 which maps X into itself. The definition of a conformal t-design is then the same as in (2) and (6) or, equivalently, as in (3) and (7).
Definition and basic properties
The Virasoro algebra is the complex Lie algebra spanned by L n , n ∈ Z, and the central element 
A vertex operator algebra V over the field of complex numbers is a complex vector space equipped with a linear map Y : V −→ End(V )[[z, z −1 ]] and two nonzero vectors 1 and ω in V satisfying certain axioms; cf. [Bor86, FLM88] . For v ∈ V one writes Y (v, z) = n∈Z a (n) z −n−1 .
The vacuum vector vector 1 satisfies 1 (−1) = id V and 1 (n) = 0 for n = −1. The coefficients L n = ω (n+1) for the Virasoro vector ω are satisfying the Virasoro relation (8) with C = c · id V for a complex number c called the central charge of V .
The operator L 0 give rise to a grading V = n∈Z V n , where V n denotes the eigenspace of L 0 with eigenvalue n, called the degree. V n is supposed to be finitedimensional and we assume V n = 0 for n < 0 and V 0 = C · 1. For v ∈ V n the operator v (n−1) is homogeneous of degree 0. We define o(v) = v (n−1) .
We will make use several times of the associativity relation
for elements u, v ∈ V . For the notion of admissible and (ordinary) module we refer to [DLM98] . A vertex operator algebra is called rational if every admissible module is completely reducible. In this case there are only finitely many irreducible admissible modules up to isomorphism and every irreducible admissible module is an ordinary module. A vertex operator algebra is called simple if it is irreducible as a module over itself.
For an irreducible module W there exists an h such that W = n∈Z ≥0
W n+h , where the degree n subspace W n is again the eigenspace of L 0 of eigenvalue n, with W h = 0. We call h the conformal weight of the module W .
The graded trace of an element v ∈ V n on a module W of conformal weight h is defined by
For v = 1, we call χ W (q) = χ W (1, q) the character of W . If V is assumed to be rational and satisfying the C 2 -cofiniteness condition V /Span{x (−2) y | x, y ∈ V } < ∞ it is a result of Zhu that χ W (v, q) is a holomorphic function on the complex upper half plane in the variable τ for q = e 2πiτ . We assume in this paper that the C 2 -cofiniteness condition is satisfied.
Furthermore, for v ∈ V n a highest weight vector for the Virasoro algebra, the family {χ W (v, q)} W , where W runs through the isomorphism classes of irreducible Vmodules W , transforms as a vector-valued modular form of weight n for the modular group PSL 2 (Z) acting on the upper half plane in the usual way.
Given a vertex operator algebra V , Zhu defined a new vertex operator algebra on the same underlying vector space with vertex operator
for homogeneous elements v ∈ V . The vacuum element is the same as the original one and the new Virasoro element isω = ω −
on V and similar for modules W . One has n≤N W n = n≤N W [n] for all N ∈ R. In particular, the Virasoro highest weight vectors for both Virasoro algebras are the same.
It was shown by H. Li that a vertex operator algebra V as above has a unique normalized invariant bilinear form ( . , . ) given by
We assume that the vertex operator algebras V in this paper are isomorphic to a direct sum of highest weight modules for the Virasoro algebra, i.e., one has
where each M i is a quotient of a Verma modules M (c, h) with h ∈ Z ≥0 . One has therefore a natural decomposition
where M (h) is a direct sum of finitely many quotients of the Verma module M (c, h).
The module M (0) is the vertex operator subalgebra of V generated by ω which we denote also by V ω and is therefore a quotient of M (c, 0)/M (c, 1). The smallest h > 0 for which M (h) = 0 is called the minimal weight of V and denoted by µ(V ). (If no such h > 0 exists, we let µ(V ) = ∞.) We note that our assumption implies that
In particular, the decomposition (10) gives us the natural projection map
is the same for the modified Virasoro algebra with generators L [n] .
In Section 4, we study vertex operator super algebras. For the full definition we refer to [Höh95, Kac97] . We note that a vertex operator super algebra is a super vector space V = V (0) ⊕ V (1) where the even part V (0) = ∞ n=0 V n is a vertex operator algebra and the odd part V (1) = ∞ n=0 V n+1/2 is a V (0) -module with a conformal weight h ∈ Z ≥0 + 1 2 . The minimal weight µ(V ) of V is defined to be the minimum of µ(V (0) ) and the conformal weight h of V (1) . A vertex operator super algebra V is called rational in this paper if the even vertex operator subalgebra V (0) is rational.
As explained in the introduction, the following definition is motivated by analogous definitions of block designs and spherical designs.
Definition: Let V be vertex operator algebra of central charge c and let X be a degree h subspace of a module of V . For a positive integer t one calls X a conformal design of type t-(c, h) or conformal t-design, for short, if for all v ∈ V n where 0 ≤ n ≤ t one has tr| X o(v) = tr| X o(π(v)).
The following two observations are clear:
Remark 2.1 If X is a conformal t-design based on V , it is also a conformal t-design based on an arbitrary vertex operator subalgebra of V .
Remark 2.2 A conformal t-design is also a conformal s-design for all integers 1 ≤ s < t.
Theorem 2.3 Let X be the homogeneous subspace of a module of a vertex operator algebra V . The following conditions are equivalent:
If V has minimal weight µ, then the homogeneous subspaces of any module of V are conformal t-designs for all t = 1, 2, . . ., µ − 1. We call such a conformal t-design trivial . In particular, if V is isomorphic to V ω , i.e., has minimal weight infinity, all conformal designs based on V are trivial.
Theorem 2.4 Let V be a vertex operator algebra and let N be a V -module graded by Z + h. The following conditions are equivalent:
(i) The homogeneous subspaces N n of N are conformal t-designs based on V for n ≤ h.
(ii) For all Virasoro highest weight vectors v ∈ V s with 0 < s ≤ t and all n ≤ h one has tr| Nn o(v) = 0.
Proof. It is clear that (i) implies (ii)
. Assume now that (ii) holds. Let v ∈ V be a Virasoro highest weight vector and let
. ., i k be in the Virasoro highest weight module generated by v. In [Zhu90] , Lemma 4.4.4, it is proven that
Since every element of V is a sum of elements as w, the theorem follows. We also use that k≤t
Let G be a group of automorphisms acting on a vertex operator algebra V . We say that a module N of V is G-invariant, if there exists a central extension ) for all g ∈ G and v ∈ V . Here,ḡ denotes the image of g in G.
The following result is a generalization of [Mat01] , Lemma 2.8. The analogous result that t-homogeneous permutation groups G lead to block tdesigns is trivial. An analogous result relating the invariants of a real representation of a finite group G with spherical designs is due to Sobolev [Sob62] .
Proof. For all g ∈ G and v ∈ V we have tr|
Letṽ be the average of theḡv, i.e.,ṽ =
and the minimal weight of V G is larger or equal to t + 1 and the action of G on V ω is trivial, one getsṽ = π(v) and hence tr|
A t-design X based on V as in the previous theorem is trivial as a conformal t-design based on V G . In [Mat01] , a vertex operator algebra V is said to be of class S n if the minimal weight of V G is larger or equal to n, where G = Aut V is the automorphism group of V . (Matsuo assumes in addition V 1 = 0, but the definition clearly works without this assumption.) Example 2.6 The lattice vertex operator algebra V A1 associated to the root lattice A 1 has the complex Lie group PSU 2 (C) as automorphism group and V A1 is a highest weight representation of level 1 for the affine Kac-Moody algebra of type A 1 . The graded character of V A1 as a PSU 2 (C)-module is
The characters of the irreducible PSU 2 (C)-modules are i k=−i λ k with non-negative integers i and it follows immediately that the graded multiplicity of the trivial
−1 which equals the graded character of the Virasoro vertex operator algebra of central charge 1. By restricting PSU 2 (C) to the compact group PSU 2 (R), Theorem 2.5 shows that V A1 is of class S t for all t and the homogeneous subspaces (V A1 ) n are conformal t-designs for all t. By using the two-fold cover SU 2 (R) of PSU 2 (R) it follows that the homogeneous subspaces of the irreducible V A1 -module V A1+ 1 √ 2 of conformal weight 1/4 are also conformal t-designs for all t.
Example 2.7 The lattice vertex operator algebra V E8 associated to the root lattice E 8 has the complex Lie group E 8 (C) as automorphism group and V E8 is the unique highest weight representation of level 1 for the affine Kac-Moody algebra of type E 8 . It can be deduced from the Weyl-Kac character formula that the minimal weight of the fixed point vertex operator algebra V
E8(C) E8
is 8. Hence, V E8 is of class S 7 and the homogeneous subspaces (V E8 ) n are conformal 7-designs since E 8 (C) can be restricted to the compact group E 8 (R) without changing the fixpoint vertex operator algebra. We will give a more direct proof for Examples 2.8 and 2.7 in the next section and for Example 2.9 after the next theorem.
Let V be a vertex operator algebra of central charge c and N be a V -module graded by Z+ h. Let U = V ω ′ be a Virasoro vertex operator subalgebra of V of central charge c ′ with Virasoro element ω ′ , let W be the commutant of U in V and assume that ω
where M (h ′ ) is a module of V ω ′ generated by highest weight vectors of degree h ′ and the K(h * ) are W -modules graded by Z + h * . For the homogeneous degree-h-part X of N one gets the finite decomposition 
where the upper horizontal arrow is the natural injection and the other arrows are the projections onto the relevant Virasoro vertex operator subalgebras it follows that if w ∈ ker π * , then u ⊗ w ∈ ker π for all u ∈ V ω ′ . Let now w ∈ ker π * ∩ W s where s ≤ t * . Denote with L ′ n and L * n the generators of the Virasoro algebra associated to ω ′ and ω * , respectively. For 0
For the graded traces one gets
The matrix valued power series
has as constant term the matrix (n h ′ P i (h ′ )), where n h ′ is the dimension of the lowest
is a monic polynomial of degree i in h ′ . This matrix is invertible since its determinant is of Vandermonde type and therefore the matrix valued power series is invertible, too. Since the N n are conformal t-designs for n ≤ h, the coefficients of tr|
We give two examples, both based on the Moonshine module V ♮ . As already mentioned before, all its homogeneous subspaces V ♮ n are conformal 11-designs. 
where the L 1/2 (h ′ ) are the three irreducible Virasoro highest weight modules for the Virasoro algebra of central charge Example 2.12 The Leech lattice Λ has a sublattice isomorphic to Λ 8 ⊕ Λ 16 , where Λ 8 is the E 8 -root lattice rescaled by the factor √ 2 and Λ 16 is the Barnes-Wall lattice of rank 16. This sublattice defines a vertex operator subalgebra V
The vertex operator algebra V is isomorphic to the framed vertex operator algebra V C where the binary code C is equal to the Hammingcode H 16 of length 16 and the code D is the zero code. The irreducible modules of a framed vertex operator algebra with D = 0 are described in [Miy98] . One finds that V H16 has 2 10 modules L µ , µ ∈ Ξ, having the conformal weights 0, 1 2 or 1. Therefore one has a decomposition
of the Moonshine module into V
-modules. The graded traces χ Lµ (q) of the modules L µ are easily computed. It turns out that they depend only on the conformal weight of L µ , i.e., they give isomorphic V ω ′ -modules where ω ′ is the Virasoro element of V + Λ8 . From decomposition (11), we obtain now the following decomposition into
where the
, and L ′′′ (h) are direct sums of highest weight representations of highest weight h for the Virasoro algebra of central charge 8 associated to ω ′ and The application range of Theorem 2.10 is somewhat restricted since the minimal weight of the underlying vertex operator algebra cannot be larger than 2 and this leaves only a limited set of examples of t-designs with t ≥ 6 as the classification Theorem 4.1 of Section 4 shows.
One may ask if the vertex operator algebras V L associated to even integral lattices L besides the root lattices A 1 and E 8 lead to interesting conformal t-designs for larger values of t. The next theorem shows that a necessary condition is that one starts with a spherical t-design. We recall that the irreducible modules of a lattice vertex operator algebra associated to a lattice L are parametrized by the elements of the discriminant group L * /L.
The proof uses the following result ([DMN01], Th. 3):
Proposition 2.14 (Dong-Mason-Nagatomo) Let P be a homogeneous spherical harmonic polynomial on R k and let V L be the lattice vertex operator algebra associated to an even integral lattice L of rank k. Then there exists a Virasoro highest weight vector v P with the property that
It can immediately be seen from its proof that the proposition remains valid if one replaces L by a coset L + λ and V L by the V L -module V L+λ .
Proof of Theorem 2.13. As explained in the introduction, the set L 2n = {x ∈ i L + λ i | (x, x) = 2n} on a sphere in R k around 0 is a spherical k-design if and only if x∈ L2n P (x) = 0 for all harmonic polynomials P homogeneous of degree s with 1 ≤ s ≤ t. The result follows now directly from the mentioned generalization of Proposition 2.14.
It will follow from Theorem 4.1 part (b) of Section 4 that for a conformal t-design based on a lattice vertex operator algebra V L the largest t one can hope for is t = 5 if
One of the main results of [Mat01] are certain formulae for traces of the form
with v 1 , . . ., v k ∈ V 2 and V a vertex operator algebra of class S 2k , k ≤ 5, with V 1 = 0 and Aut V finite (Theorem 2.1 for n = 2 and Theorem 5.1 for k ≤ 2 and general n). For the Moonshine module V ♮ and n = 2 they were first obtained by S. Norton [Nor96] . The proof given in [Mat01] remains valid, if one replaces the assumption that V is a vertex operator algebra of class S 2k and Aut V is finite with the assumption that V l for l ≤ n is a conformal 2k-design based on V .
One can study similar trace identities for conformal t-designs supported by a module of V , without the assumption V 1 = 0, and with v 1 , . . ., v k homogeneous elements of V not necessarily in V 2 .
We end this section with an open problem: It is known that there exist non-trivial block t-designs [Tei87] and spherical t-designs [SZ84] for arbitrary large t and arbitrary large length respectively dimension. The same result for block designs supported by self-orthogonal codes and for spherical designs supported by integral lattices seems to be open (and less likely). The example of the lattice vertex operator algebra V A1 (Example 2.6) shows that there exist non-trivial t-designs for arbitrary large values of t. However, this case may be considered exceptional because the central charge c = 1 of V A1 is small. We ask therefore if there exist non-trivial conformal t-designs for arbitrary large values of t and arbitrary large central charge.
Conformal designs associated to extremal vertex operator algebras
A rational vertex operator algebra V is called self-dual (other authors use also the names holomorphic or meromorphic) if the only irreducible module of V up to iso-morphism is V itself. The central charge c of a self-dual vertex operator algebra is of the form c = 8l where l is a positive integer. Its character χ V is a weighted homogeneous polynomial of weight c in the polynomial ring over the rationals generated by the character of the self-dual lattice vertex operator algebra V E8 associated to the E 8 lattice (given the weight 8) and the character of the self-dual Moonshine module V ♮ (given the weight 24); see [Höh95] , Thm. 2.1.2. Since
and
one can use alternatively 3 √ j (weight 8) and the constant function 1 (weight 24) as generators; see [Höh95] , Sect. 2.1.
In [Höh95] , extremal vertex operator algebras were defined. A self-dual vertex operator algebra V of central charge c is called extremal if its minimal weight µ(V ) satisfies µ(V ) > c 24 , i.e., a Virasoro primary highest weight vector of V different from a multiple of the vacuum has at least the conformal weight c 24 + 1. It follows from the above description of the character of a self-dual vertex operator algebra, that the character of an extremal vertex operator algebra V has the form
with k = c 24 and constants A l independent of V . It can be shown that A k+1 > 0 (see [Höh95] , Thm. 5.2.2), i.e., the minimal weight of an extremal vertex operator algebra is in fact equal to 
This shows that for u ∈ (V ω ) n the product o(v)u ∈ V n is contained in the Virasoro highest-weight module generated by v ∈ V s . Since V is extremal, one has s > k ≥ n and therefore o(v)u = 0.
Let ∆ = q ∞ n=1 (1 − q n ) 24 be the unique normalized cusp form of weight 12 for PSL 2 (Z). One has 24 √ ∆ = η, the Dedekind eta-function. Since η(−1/τ ) = η(τ ) and η(τ + 1) = e 2πi/24 η(τ ) it follows that χ V (v, q) · η c is a holomorphic modular form for PSL 2 (Z) of weight c/2+s and trivial character for which the first k+1 coefficients of its q-expansion vanish. Such a modular form is of the form ∆ k+1 f for some holomorphic modular form f of weight c/2 + s − 12(k + 1) = s − 12, for c = 24k, s − 8, for c = 24k + 8, s − 4, for c = 24k + 16.
Using the fact that there is no non-zero holomorphic modular form of negative weight, one concludes that f = 0 if s ≤ t and t as in the theorem. This gives χ V (v, q) = 0 and so tr| Vn o(v) = 0 for any n. The result follows now from Theorem 2.4
Remark: Under the same assumption as in the theorem, our proof shows that also tr| Vn o(v) = 0 for any Virasoro highest weight vector v of conformal weight s where s = 13, 14, or 15 for c ≡ 0 (mod 24), s = 9, 10 or 11 for c ≡ 8 (mod 24) and s = 5, 6, 7 for c ≡ 16 (mod 24) if we use the fact that there is no non-zero holomorphic modular form of weight 1, 2, or 3. are both extremal and their homogeneous subspaces are therefore conformal 3-designs.
The known examples for c = 24, 32, 40 are Z 2 -orbifolds of lattice VOAs, where the lattice is an even unimodular lattice of rank c without vectors of squared length 2, i.e., an extremal lattice. For c = 24, this gives only the Moonshine module V ♮ . Using Theorem 2.5, we have already seen that its subspaces of fixed degree are conformal 11-designs. For c = 32, there exist at least 10 7 [Kin03] extremal even lattices. Our theorem shows in particular that the degree subspace V 2 of the Z 2 -orbifold of the associated lattice vertex operator algebra is a conformal 7-design. In the case of the Barness-Wall lattice of rank 32, it was observed by R. Griess and the author that the automorphism group of the Z 2 -orbifold vertex operator algebra is likely 2 27 :E 6 (2) and one may use in this case also Theorem 2.5 to derive the conformal 7-design property. There are at least 12579 extremal doubly-even codes [Kin01] of length 40. Using orbifold constructions (cf. [DGH98] , Sect. 4) one sees that there are at least so many extremal even lattices of rank 40 and at least so many extremal vertex operator algebras of central charge 40. The homogeneous subspaces of those vertex operator algebras, in particular V 2 , are conformal 3-designs. Characters of extremal vertex operator algebras for small c are given in [Höh95] , Table 5 .1. For c = 32, one has dim V 2 = 139504; for c = 40, one has dim V 2 = 20620.
Since it is unknown if any extremal vertex operator algebra of central charge 48, 72, . . . exists, we do not get currently any other conformal 11-designs from our theorem besides the ones from the Moonshine module.
The minimal weight of an extremal vertex operator algebra grows linearly with c and therefore the conformal designs as in Theorem 3.1 become trivial for c ≥ 264, 176, or 88, if c ≡ 0, 8, or 16 (mod 24), respectively.
One can ask for a similar theorem for vertex operator super algebras. In [Höh95] , Sect. 5.3, it has been shown that the minimal weight of a self-dual vertex operator super algebra (under certain natural conditions called "very nice") satisfies µ(V ) ≤ 1 2 c 8 + 1 2 . Self-dual vertex operator super algebras meeting that bound are called extremal. Since that time, the analogous bounds for the minimal weight respectively length of even selfdual codes respectively unimodular lattices have been improved to the same bounds as one knows for doubly-even self-dual codes and even unimodular lattices (with the exception of codes of length n ≡ 22 (mod 24
For the case of the exceptional lengths n ≡ 22 (mod 24), it was proven in [LL01] , that codes meeting the improved bound lead to block 3-designs.
Classification results
In this section, we investigate vertex operator algebras and super algebras of minimal weight m ≤ 2 whose degree-m-part form a conformal 6-or 8-design.
Statement of results
For conformal 6-designs, we have the following classification result: 
The additional assumption in Theorem 4.1 (d) that the lowest degree subspaces of certain V -modules are also conformal 6-designs seems quite strong. It was introduced since it is necessary to apply Proposition 4.4. The analogue of Proposition 4.4 for codes and lattices holds without an analogous assumption, so that this may be also the case for vertex operator algebras. If one assumes only that for at least one irreducible V -module with h = 0 the lowest degree subspace is a conformal 6-design, then one gets the same values for c and dim V 2 as in Table 1 By requiring that V has a real form such that the restriction ( . , . ) of the natural bilinear form to V 2 is positive-definite, it follows that the central charge c of V and the central charge e of any vertex operator subalgebra of V with Virasoro element
In addition, we obtain for conformal 8-designs: Analogous results for spherical 11-designs and block 5-designs characterizing the Leech lattice and the Golay code can again be found in [Mar01] and [LL01] , respectively.
Part (i) of Theorem 4.2 for m = 2 was proven by Matsuo [Mat01] . He also considered the case (d) of Theorem 4.1 with weaker assumptions resulting in more candidates.
In the next subsection, we will prove two Propositions which give relations between c, h and dim V 2 for conformal 6-designs. In the subsequent four subsections, we will prove the four cases of Theorem 4.1. In subsection 4.7, we will prove Theorem 4.2. In the final subsection 4.8, we will discuss the examples respectively candidates of vertex operator super algebras occurring in Theorem 4.1 and 4.2 and compare our results with the situation for codes and lattices.
Conditions for 6-designs
In this subsection, we assume that V is a vertex operator algebra of central charge c and ω ′ and ω − ω ′ are two elements in V 2 generating two commuting Virasoro vertex operator algebras U ω ′ and U ω−ω ′ of central charge e and c − e, respectively. These two Virasoro vertex operator subalgebras are isomorphic to a quotient of the Verma module quotient M (x, 0)/M (x, 1) where x = e or c − e. We decompose now the subalgebra U ω ′ ⊗ U ω−ω ′ of V as a module for the Virasoro vertex operator subalgebra V ω of V . ) one has dim U (x) n = dim(M (x, 0)/M (x, 1)) n for n ≤ 7 (respectively, n ≤ 8) because the formula (9) shows that under these conditions there are no singular vectors of degree n in M (x, 0)/M (x, 1). If we know that the Virasoro module U ω ′ ⊗ U ω−ω ′ does not contain any additional singular vectors of degree n ≤ 6 (respectively, n ≤ 8) besides the one in M (c, 0), the result follows from
Lemma 4.3 Let
In the case e = 1 2 with simple U ω ′ one has to form a quotient module of M (1/2, 0)/ M (1/2, 1) by dividing out additional singular vectors and one gets U ω ′ ∼ = L(1/2, 0) with character
Under the same assumption as before it follows that the multiplicity of M (h) in M (h) does not change for h < 6 or h = 7, but the multiplicity of M (6) in M (6) is only 1 and the multiplicity of M (8) in M (8) is 2.
The space of Virasoro highest weight vectors of degree h in U ω ′ ⊗ U ω−ω ′ can also be computed explicitly for n ≤ 8 by using the characterization L 1 v = L 2 v = 0 for highest weight vectors v ∈ M (h). Its dimension equals indeed the given values for µ h .
We choose highest weight vectors v (2) ∈ M (2), v (4) ∈ M (4) and two linear independent highest weight vectors v
b ∈ M (6). We list here only v (2) and v (4) as the expressions for v
a and v (6) b are quite long:
v 
Here, a n and b n denote the usual generators of the Virasoro algebras of U ω ′ and U ω−ω ′ , respectively. The expressions for v 
Assume that W is a module of V of conformal weight h. Using the associativity relation for a vertex operator algebra and its modules one can evaluate the trace of
, and the α i are explicit constants depending on c, e and h. We also define d
and v (6) can now be computed. Again, we list only the traces for v (2) and v (4) explicitly: Proof. Assume first that e = 1 2 , c − 1 2 . In this case the conditions on the central charges guarantee that the Virasoro vertex operator algebras generated by ω ′ and ω − ω ′ are isomorphic to M (x, 0)/M (x, 1) up to degree 6, where x = e or c−e, respectively. By assumption, the degree h subspace W h is a conformal 6-design. Therefore, the highest weight vectors
a and v
give the trace identities
By evaluating the traces, the equations ( explicitly: 
The equations (23) 
and the claim follows. Similarly, for b ∈ U 1/2 and ω ′ =
and the claim follows also in the case of Clifford vertex operator super algebras.
Minimal weight 1 2
Let V be a vertex operator super algebra as in part (a) of Theorem 4.1 and let V (0) be the even vertex operator subalgebra. The vertex operator super subalgebra of V generated by the degree-1/2-part V 1/2 is known to be isomorphic to the vertex operator super algebra V ⊗d * Fermi , where 
This implies that 496|d * and so d * ≥ 496, contradicting d * /2 ≤ c which follows from V 
) is a simple current for L 1/2 (0) and thus any non-trivial simple vertex operator super algebra extension of L 1/2 (0) contains the module L 1/2 ( 1 2 ) with multiplicity 1 and is unique up to isomorphism.
This finishes the proof of Theorem 4.1 part (a).
Minimal weight 1
We begin with the following identity:
Lemma 4.6 Let V be a vertex operator algebra and a 1 , a 2 , . . ., a l be elements of V 1 . Then
Proof. The result follows from application of the associativity relation by induction.
For l = 4 the identity can be found in [Hur02] in the proof of Lemma 5.2. Let V now be a vertex operator super algebra as in Theorem 4.1, part (b). We will use that under our assumptions V 1 is a reductive Lie algebra under the product x (0) y for x, y ∈ V 1 and that the vertex operator subalgebra V 1 generated by V 1 is an integrable highest weight representation of the associated affine Kac-Moody Lie algebra (cf. [Höh95] for vertex operator algebras with positive-definite bilinear form on a real form; see [DM04, DM06] for a result which applies to rational vertex operator algebras). Proof. Let ω ′ be the Virasoro element of V 1 and denote the central charge of V 1 by e. One has e > 0 as V 1 = 0. Assume that e < c. Then the vector v 2 given in (14) is a Virasoro highest weight vector of V and equation (19) together with the 6-design property of V 1 gives tr| V1 o(v 2 ) = dim V 1 − c e dim V 1 = 0 and so e = c, a contradiction.
As reductive Lie algebra, V 1 can be decomposed into a Lie algebra direct sum
with abelian Lie algebra t and simple Lie algebras g 1 , . . ., g m . Let h be a Cartan subalgebra of V 1 and let {h 1 , . . . , h k } be an orthonormal basis of h with respect to the invariant form , on V 1 induced by the canonical invariant bilinear form on V , i.e., x, y 1 = x (−1) y for x, y ∈ V 1 . The form . , . is an orthogonal sum of a nondegenerated form on t and some nonzero multiples of the Killing forms on each of the simple factors of V 1 .
Lemma 4.8 Let P (x 1 , . . . , x k ) be a complex harmonic polynomial in variables x 1 , . . ., x k . Then
where Φ ⊂ h * is the root system of V 1 corresponding to h.
We claim that the trace of a monomial
. ., i l ∈ {1, . . . k} is 0 for l ≥ 3: Indeed, for an element v ∈ L α one has T v = λ h i2 , v h i1 ∈ h with a constant λ; for v ∈ h one has T v = 0 if l ≥ 3.
For a harmonic polynomial P = k i, j=1 a ij x i x j of degree 2 we have
where the last equality holds because P is assumed to be harmonic. Similarly,
The result follows now from Lemma 4.6 since the cases l = 0 and l = 1 are clear. for an orthogonal basis {h 1 , . . . , h n } of a Cartan algebra h.
Proof. The rank n of g is at least 2. Let Q be the above mentioned harmonic polynomial
2 . The root system Φ is the union Φ 1 ∪ . . . ∪ Φ m of the root systems of the either simple or abelian components k i (i = 1, . . ., m) of g. (For the maybe existing abelian component, the root system is empty.) We choose an orthogonal basis {h 1 , . . . , h n } of the real subspace of h such that h 1 and h 2 lie in the Cartan subalgebras of the components k 1 and k 2 , respectively. Then α(h 1 ) = 0 for any α ∈ Φ 1 and α(h 2 ) = 0 for any α ∈ Φ 2 . We obtain therefore
Both sums on the right hand side of equation (25) are real and nonnegative since we have assumed that the h i are in the real subspace of h. Furthermore, at least one of the two root systems Φ 1 and Φ 2 is nonempty and spans the dual Cartan algebra of the corresponding component. Thus we can find a root α ∈ Φ 1 ∪ Φ 2 such that either α(h 1 ) = 0 or α(h 2 ) = 0 and so α∈Φ Q(α(h 1 ), . . . , α(h n )) = 0.
Lemma 4.11 For the root system Φ of a simple Lie algebra of rank n not of type A 1 or E 8 there exists a complex harmonic polynomial Q of degree less than or equal to 6 in n variables such that
Proof. One easily checks that for y ∈ R n the following two polynomials of degree 4 and 6 are harmonic: Here, x = (x 1 , . . . , x n ), the standard scalar product on R n is denoted by ( . , . ), and we let ||x|| 2 = (x, x). (These polynomials can be obtained from Gegenbauer polynomials.)
In the simply laced cases, i.e., Φ of type A n , D n , E 6 , E 7 or E 8 , we scale Φ in such a way that for a root α one has (α, α) = 2 and we let y be a root. Then (y, α) ∈ {0, ±1, ±2} for α ∈ Φ. For i ∈ {0, ±1, ±2} let n i = |{α ∈ Φ | (y, α) = i}|. One has the obvious relations n −i = n i , n 2 = 1, and n 0 +2n 1 +2n 2 = |Φ|. Furthermore (see [Bou68] , Chap. VI, §1.11, Prop. 32), one has |Φ| = nh and n 1 = 2h − 4, where h is the Coxeter number of Φ. Writing the polynomials R 4 and R 6 in the form
, for l = 6.
For Φ of type A n , one has h = n + 1 and therefore R 4 = 4(n 2 −3n+2) n+2 = 0 for n = 1, 2 and R 6 = 12 = 0 for n = 2. For the type D n one has h = 2n − 2 and thus
= 0 for n = 4 and R 6 = 24 = 0 for n = 4. For the types E 6 and E 7 one has h = 12 and h = 18, which gives R 4 = 0, but R 6 = 24 = 0 and R 6 = 192 11 = 0, respectively.
Letting {e 1 , . . . , e n } be an orthonormal base, the remaining types of root systems Φ can be realized as follows: B n by {±e i , ±e i ± e j | 1 ≤ i < j ≤ n} for n ≥ 2, C n by {±2e i , ±e i ± e j | 1 ≤ i < j ≤ n} for n ≥ 3, F 4 by {±e i , 1 2 (±e 1 ± e 2 ± e 3 ± e 4 ), ±e i ± e j | 1 ≤ i < j ≤ 4} and G 2 by {±(e 1 − e 2 ), ±(e 2 − e 3 ), ±(e 3 − e 1 ), ±(2e 1 − e 2 − e 3 ), ±(2e 2 − e 1 − e 3 ), ±(2e 3 − e 1 − e 2 )}.
For Φ of type B n , we take y = e 1 + e 2 . By using the fact that the long roots of Φ form a root system of type D n one obtains finally R 4 = 8n 2 −60n+112 n+2 = 0 for n = 4 and R 6 = 23 = 0 for n = 4.
For the type C n , we take again y = e 1 + e 2 . Now the short roots of Φ form a root system of type D n and one obtains finally R 4 = 8(n 2 −16) n+2 = 0 for n = 4 and R 6 = −60 = 0 for n = 4.
For the type F 4 , we take also y = e 1 + e 2 . Taking the additional 24 short roots into account compared to D 4 one obtains R 4 = 0, but R 6 = 21 = 0.
Finally, for the type G 2 , we take y = e 1 −e 2 and obtain R 4 = 0, but R 6 = −312 = 0.
The last four Lemmas together and Theorem 2.4 show that V 1 is either abelian or simple of type A 1 or E 8 .
Proposition 4.12 The Lie algebra V 1 is not abelian.
Proof. Assume that V 1 is an abelian Lie algebra. Let V (s) be the Heisenberg vertex operator algebra of central charge 1 generated by a one-dimensional subalgebra s = C · h of V 1 , where h, h = 2. One checks directly that for
, n ∈ Z, are the generators for the Virasoro algebra of V (s). It follows as at the end of the proof of Lemma 4.9 that v is also a Virasoro highest weight vector for the Virasoro algebra of V .
Using the associativity relation, one finds for the trace of o(v) on V 1 :
It follows from Theorem 2.4 that V 1 cannot be a 6-design.
We have proven the following result:
Proposition 4.13 The Lie algebra V 1 is either isomorphic to a Lie algebra of type A 1 or E 8 .
Proposition 4.14 The central charge of V is either 1, 8 or 16.
Proof. Let ω ′ be the Virasoro element of a central charge e = 1 Heisenberg vertex operator subalgebra generated by a one-dimensional subspace of the Cartan subalgebra h of V 1 .
Since V 1 is assumed to be a conformal 6-design, one can apply Proposition 4.4 to the U ω ′ ⊗ U ω−ω ′ -module of conformal weight h = 1 generated by V 1 . If c = . By using Proposition 4.14, one finds that k = 1 and c = 1 for V 1 of type A 1 and k = 1 and c = 8 for V 1 of type E 8 are the only possibilities.
For k = 1, the vertex operator algebra associated to the level 1 representation of an affine Kac-Moody algebra of type A 1 or E 8 is isomorphic to the lattice vertex operator algebra V A1 or V E8 associated to the root lattice A 1 or E 8 , respectively.
It follows that V equals V A1 or V E8 since V A1 has besides V A1 only one irreducible module of conformal weight 1/4 and V E8 is self-dual, i.e., both vertex operator algebras cannot be extended.
This finishes the proof of Theorem 4.1, part (b).
Minimal weight 3 2
Let V be a vertex operator super algebra as in part (c) of Theorem 4.1 and let V (0) be the even vertex operator subalgebra. By assumption, dim V 2 ≥ 2, i.e., the minimal weight of the even vertex operator subalgebra V (0) of V is 2.
Since we assumed that V has a real form such that the invariant bilinear form on V 2 is positive definite, it follows from [MN93] , and [Miy96] , that the Virasoro element ω ∈ V 2 can be decomposed into the sum of two nonzero elements ω ′ , ω − ω ′ ∈ V 2 such that, after dividing by a factor 2, one has two commuting idempotents of the algebra V 2 . The two elements generate commuting Virasoro vertex operator subalgebras U ω ′ and U ω−ω ′ of V of central charge e = 2(ω ′ , ω ′ ) and c − e, respectively, with 0 < e < c (cf. [Höh95] , Thm. 1.2.2).
For c = 
Minimal weight 2
Let V be a vertex operator super algebra as in part (d) of Theorem 4.1. All the assumptions for V also hold for V (0) , in particular, the minimal weights of V and V (0) are the same. If V is not a vertex operator algebra, we can replace therefore V by V (0) .
As the minimal weight of V is 2, the dimension d = dim V 2 of the degree-2-part of V is at least 2. Since we assumed that V has a real form such that the invariant bilinear form on V 2 is positive-definite, we can find as in subsection 4.5 an element ω ′ in V 2 generating a Virasoro algebra of central charge e such that 0 < e < c.
Assume first that c = 2(748−55 c+c 2 ) . Since V is assumed to be rational, the central charge c has to be a rational number (see [DLM00], Thm. 11.3). If the vertex operator algebra V is a self-dual vertex operator algebra, then c has to be an integer divisible by 8 (see [Höh95] , Cor. 2.1.3 and Section 3 above). From Lemma 4.15 it follows that in this case c = 8, 16, 24, 32, 40 or 1496. For self-dual vertex operator algebras of central charge 8 and 16 [Höh95] , Thm. 2.1.2 gives dim V 1 = 248 and dim V 1 = 496, respectively, i.e., these two cases are impossible as the minimal weight of V would be 1.
If the vertex operator algebra V is not self-dual, then there exists an irreducible
. Since V is assumed to be rational, the conformal weight h of an irreducible module has to be a rational number ([DLM00], Thm. 11.3). A direct verification gives: 
Conformal 8-designs
For a vertex operator algebra with a module whose lowest degree part is a conformal 8-design one has in addition to Proposition 4.4: This leaves the case c = 36, which can be excluded by using the non-singular linear system For part (ii) of Theorem 4.2, note that under the extra assumptions there Theorem 4.1 (d) shows that V has to be a self-dual vertex operator algebra of central charge 24. As discussed in section 3, the character of V has therefore to be equal to the character of the Moonshine module V ♮ .
Known examples of conformal 6-designs
We will discuss which vertex operator super algebras satisfying the conditions of Theorem 4.1 are known to support conformal 6-designs. We compare our results for vertex operator super algebras with the analogous results for binary linear codes and integral lattices due to Lalaude-Labayle [LL01] and Martinet [Mar01] .
In the case of minimal weight m = 1 2 , the only example is the self-dual vertex operator super algebra V Fermi . The homogeneous subspaces of V Fermi are trivial conformal t-designs for all t ≥ 1 because V (0) is equal to the Virasoro highest weight module L 1/2 (0).
The only self-orthogonal binary code of minimal weight 2, whose set of minimalweight words supports a 3-design is the trivial example of the self-dual code C 2 ∼ = {(0, 0), (1, 1)}.
The only integral lattice of minimal norm 1, whose set of minimal vectors forms a spherical 7-design is the one-dimensional lattice Z of integers. In fact, the two vectors of any fixed positive integer length form a spherical t-design for all t.
For m = 1, the only examples are the vertex operator algebras V A1 and V E8 . As shown in Example 2.6, all the homogeneous subspaces of V A1 are conformal t-designs for arbitrary t. As shown in Example 2.7 and also in Example 3.2, all the homogeneous subspaces of V E8 are conformal 7-designs. However, Theorem 4.2 (i) shows that (V E8 ) 1 is not a conformal 8-design.
The only self-orthogonal binary code of minimal weight 4, whose set of minimalweight words supports a 3-design is the doubly-even self-dual Hamming code H 8 of length 8. (One may also consider the trivial code C has the structure of a framed vertex operator algebra [DGH98, LY06] .) It is not clear (and seems unlikely) that the individual modules K µ give rise to conformal 6-designs. If this is not the case, they cannot be used to extend V + Λ16 to a vertex operator super algebra of the required type.
One may therefore conjecture that the shorter Moonshine module VB ♮ is the only possible example for a vertex operator super algebra as in Theorem 4.1 part (c).
The only self-orthogonal binary code of minimal weight 6, whose set of minimalweight words supports a 3-design is the self-dual shorter Golay code of length 22.
The only integral lattice of minimal norm 3 whose set of minimal vectors forms a spherical 7-design is the 23-dimensional unimodular shorter Leech lattice O 23 . 1, 1, 1, 1, 1, 1, 1 )} of length 8; the doubly-even Reed-Muller code R(1, 4) of length 16; the doubly-even subcode of the shorter Golay code of length 22; the doubly-even selfdual Golay code of length 24 and the five extremal doubly-even self-dual codes of length 32.
The only integral lattices of minimal norm 4, whose set of minimal vectors are spherical 7-designs are the even laminated lattices Λ 8 and Λ 16 of rank 8 and 16; the even sublattice of the shorter Leech Lattice O 23 of rank 23; the even unimodular Leech lattice Λ 24 of rank 24 and the even unimodular extremal lattices of rank 32.
One may therefore conjecture that the examples mentioned above are already all examples of vertex operator super algebras for Theorem 4.1 part (d).
