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Abstract-We investigate initial value problems for first-order difkreutial inclusions with nonlocal 
conditions. We provide conditions on the right-hand side that are suiBcieut for obtainlug a priori 
hounds on solutions. We then rely on a theorem of Bohneublust and Karlin to prove existeuce of at 
least one solution. @ 2002 Elseviir Science Ltd. All rights reserved. 
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1. INTRODUCTION 
Our objective in this paper is to investigate the existence of solutions of the following nonlocal 
initial value problem for first-order differential inclusions: 
z’(t) E W, Z(t)), t E (O,Il, 
2(O) + 2 a&&) = 20. 
k=l 
(I) 
HereF:J~R-t2~isaset_valuedmap,J=[O,l],~~~ER~ven,O<t~<t~<~~~<t,<l, 
andak#Oforallk=1,2,... , m. Nonlocal Cauchy problems for ordinary differential equations 
(single-valued F) have been investigated by several authors, both for the scalar case and the 
abstract case (see, for instance, [1,2] and the references therein). Also, classical initial value 
problems for multivalued differential equations have been considered by many authors (see [3-51 
and the references therein). A discussion about the importance of nonlocal conditions in different 
areas of applications can be found in [l] and the references therein. Also, reference [2] contains 
examples of problems withnonlocal conditions and references to other works dealing with nonlocal 
problems. For control problems with nonlocal conditions, we refer the interested reader to [6,7]. 
2. PRELIMINAR.IES 
In thii section, we introduce notations, definitions, and results that will be used in the remain- 
der of the paper. 
The author wishes to thank KFUPM for its constant support. 
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2.1. @n&ion Sphces (see [S]) 
Let J be a compact interval in R. AC(J) is the Banach space of absolutely continuous real- 
valued functions defined on J, with the norm ]]z]]o = sup(]z(t)]; t E J} for z E AC(J); it is 
known that any z E AC(J) has a derivative almost everywhere and z(t) - z(O) = s,” z’(s) ds. 
L1(J) = {z : J 4 R measurable;JJ ]z(t)ldt < +oo}, and for z E L1(J), define llzll~l = 
JJ (z(t)1 dt. Carl&J x R+, R+) denotes the set of all functions 4 : J x R+ + R+ satisfying the 
local Caratheodory conditions, i.e., 
(i) $( ., 2) is measurable for all 2 E R+, 
(ii) q5(t, .) is continuous for almost all t E J, 
(iii) sup{lq3(.,z)l; 1x1 5’~) E L’(J) for any r E (O,+co). 
2.2. Set-Valued Maps 
Let X and Y be Banach spaces. A set-valued map G : X + 2y is said to be compact if 
G(X) = U{G(z); z E X} is compact. G has convex (closed, compact) values if G(z) is convex 
(closed, compact) for every z E X. G is bounded on bounded subsets of X if G(B) is bounded 
in Y for every bounded subset B of X. A set-valued map G is upper semicontinuous (USC, for 
short) at zs E X if for every open set 0 containing Gzc, there exists a neighborhood M of so 
such that G(M) c 0. G is USC on X if it is USC at every point of X. If G is nonempty and 
compact-valued, then G is USC if and only if G has a closed graph. The set of all bounded closed 
convex and nonempty subsets of X is denoted by bee(X). A set-valued map G : J -+ bee(X) is 
measurable if for each z E X, the function t I-+ dist(z,G(t)) is measurable on J. If X c Y, G 
has a fixed point if there exists x E X such that x E G(x). Also, /G(x)) = sup{)yl; y E G(x)}, 
and crG(x) := {ay; y E G(x)}. 
DEFINITION. A set-valued map F : J x R - 2R is said to be an L’-Carathkdory if 
(i) t H F(t, y) is measurable for each y E R; 
(ii) y - F(t, y) is upper semicontinuous for almost all t E J; 
(iii) for each R > 0, there exists hR E L1 (J, R+) such that 
IF(t, y)l = sup(l4 : v E J’(t, 3)) 5 Mt), for all (91 5 R and for almost alI t E J. 
S&,(.)) = {u E L'(J,R) : 44 E W, y(t)) f or a.e. t E J} denotes the set of selectors of F 
that belong to L’. By a solution of (1) we mean an absolutely continuous function x on J, such 
that x’ E Lf and 
x’(t) = f(r), a.e. t E (0, 11, 
x(O) + 2 akx(tk) = x0, (2) 
k=l 
where f E %(.,z(.,,* Note that for an L’Carath6odory multifunction F : J x R - 2R, the set 
Skc.,zC.JJ is not empty (see PI). 
For more details on set-valued maps, we refer to [3]. 
2.3. A Linear Problem 
For f E L1 (J), consider the following linear problem: 
x’(r) = f(t), 8.e. t E (0, 11, 
m 
x(o) + c a&k) = 20. 
k=l 
Simple computations show that the following result holds. 
(3) 
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LEMMA 1. Suppose that 1 + cFz1 ak # 0. Then, th6’&5hiti&i of problem -c3$ is given by 
x(t)=a x0-xak ( Ll 6”i(B)dS) +~fMds, 
where a = (1 + cyz1 ak)-l- 
This shows that the linear operator 
L : AC(J) + L’(J) 
defined by Lx = x’ has a bounded inverse, L-l, given by 
and 
I\L-‘fll,, I lal 1~01 + 4lflh (4 
where A = 1 $ Ial CT!“=, lakl. 
2.4. A Fixed-Point Theorem 
In this paragraph, we state a fixed-point theorem for set-valued maps, which plays an important 
role in the proof of our main result. 
THEOREM 2. Let X be a Banach space, D a nonempty subset of X, which is bounded, closed, 
and convex. Suppose G : D -+ 2x \ (0) is upper semicontinuous, with closed, convex values, and 
such that G(D) c D and G(D) compact. Then G has a fixed point. 
REMARK. This theorem is due to Bohnenblust and Karlin (see [lo, Theorem 4; 3, Cor. 11.3(e)]). 
3. MAIN RESULT 
In this section, we state and prove our main result. We sssume the following. 
(HO) ak # 0 for each k = 1,2,. . . , m and 1 + crzl ak # 0. 
(Hl) F : J x R -+ bee(R), (t,x) w F(t,x) is 
(i) measurable in t, for each x E R, 
(ii) USC with respect to x E R for a.e. t E J. 
032) IF( I46 Ixl) f or a.e. t E J, all x E R, where w E Car~,,( J x R+, R+) is nondecreasing 
in its second argument and such that lim sup,,,( l/p) Ji w(t, p) dt < l/A, where A = 
1 + bl cE”=l bkb 
Our main result reads as follows. 
THEOREM 3. If Assumptions (HO), (iY1), and (H2) are satisfied, then the initial value problem (1) 
has at least one solution. 
PROOF. This proof will be given in several steps, and uses some ideas from [S] and [ll]. 
STEP 1. Consider the set-valued operator Q : AC(J) + L’(J) defined by 
(@x)(t) = W, x(4). 
Q is well defined, USC, with convex values and sends bounded subsets of AC(J) into bounded 
subsets of L1(J). In fact, we have 
@x := {U : J + R measurable; u(t) E F(t,x(t)) a.e. t E J}. 
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Let z E AC(J). If u E @.z, then 
. 
MN I44 bz(Ql) I w (4 Il4lo) *
Hence, IIuIJL~ I Co := Ji sup{w(t, u); 0 < u I Ilzllo) dt. This shows that + is well defined. It is 
clear that Q is convex valued. 
Now, let B be a bounded subset of AC(J). Then, there exists K > 0 such that llullo 5 K for 
u E B. So, for w E @U we have IIwI[L~ < Cl, where Cl = /. w(t, K) dt. 
Also, we can argue as in [5, p. 161 to show that Cp is USC. 
STEP 2. A Priori ESTIMATES. Let x be a possible solution of (1). Then there exists a positive 
constant R*, not depending on x, such that 
b$)l i R*, for t E J, 
for it follows from the definition of solutions of (1) that 
x’(t) = f(t), a.e. t E (O,l], 
4)) + 2 W$k) = 20, 
k=l 
where f E %(.,z(.,,* It follows from Section 2.3 that 
(5) 
Hence, 
Ix(t)1 I 14 1x01 + 2 bkl I’* If(s) 
k=l )J 
+ Ot If(s)I 
Assumption (H2) yields 
Ix(t)1 5 I’d 1x01 + 2 bkl I”’ ‘-ds, Ix(s)l) ds t w(s, Ix(s>l) ds. 
k=l 
Let 
& = max{lx(t)l; t E J). 
Then, since w is nondecreasing in its second argument, 
or 
The last inequality implii that (recall that A = Ial C& lakl + 1) 
l<y+& ‘w(s,R,,)ds. J 0 
Now, the condition on w in (H2) shows that there exists R* > 0 such that for all R > R*, 
b-4 1x01 A J 
1 
R +E 0 
w(s, R) ds < 1. 
Comparing these last two inequalities, we see that l& 5 R*. 
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Consequently, we obtain /z(t)1 < R’ for all t E J. 
STEP 3. EXISTENCE OF SOLUTIONS. Let R’ be the constant obtained in Step 2. Define a 
truncation function h : R+ x R+ + R+ by 
1, O<ulR’, 
2-g’ R’luL2R*, 
0, u 2 2R*. 
Then, we can easily see that h is continuous and 0 I h(R*, u) 5 1 for all u E R+. 
Let l?(t,z) := h(R*, jzl)F(t,z). The assumptions on F and the properties,of h imply that the 
set-valued map I? satisfies the global Carath&dory conditions, so that there exists g E Ll(J) 
such that If(t)! I g(t) for almost all t E J and all f E S:t.,zc.,,. 
In fact, g(t) := sup(lI’(t,z)(; 121 I 2R’). 
Hence, I’ is a bounded set-valued map. 
Consider the following modified problem: 
xv) E r(t, a), t E WI, 
rn 
s(0) + c akz(tk) = x0. 
k=l 
(6) 
We will show that this problem has at least one solution that satisfies estimate (5). 
Consider D := {z E AC(J); llzllo 5 lallzol +A~~g~~~l}. Then D is a nonempty bounded, closed 
and convex subset of AC(J). Define a set-valued operator G by 
G(z) := {z E AC(J); z(t) = L-‘f(t), f(t) E IT&z(t)) a-e. t E J}. 
We have that G = L-l@, where Cp is the operator defined in Step 1. Also, it is clear that 
the solutions of the modified problem (6) are fixed points of G and vice versa. It follows from 
the properties of L-l, a’, and l? that G is a compact, convex, upper semicontinuous set-valued 
operator. Hence, G(D) is compact. Also, it is readily seen that G maps D into itself. Therefore, 
by Theorem 2, G has a fixed point y, which is a solution of the modified problem (6), i.e., 
j/(o) + 2 aky(tk) = 20, 
k=l 
(7) 
STEP 4. This solution y satisfies estimate (5), for the definition of l? and Assumption (H2) imply 
that Il?(t,z)I 5 fl(t, 1~1) with fl(t, 121) := h(R*, Izl)w(t, 1~1). 
This shows that R E Car( J x R+, R+) is nondecreasing in its second argument and 
limsup 1 OJ 
1 
P--r00 P 0 
fi(&p)dt < a, 
so that I’ satisfies condition (H2) with w(t, 1x1) replaced by n(t, 121). It follows from Step 2 that 
IN 5 R’, for all t E J. 
But, for all x such that 1x1 I R*, the set-valued maps l? and F coincide. 
Therefore, y is a solution of problem (1). Thii completes the proof of our main result. 
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