Introduction
Ecologists have sought to understand the relationship between food web complexity and stability for over 40 years (Elton 1958 , May 1973 , McCann 2000 . This issue has become more pressing in light of human impact that is altering the food web structure underlying natural systems. During this time, researchers have put forward a number of consistent theoretical arguments for specific ecosystem properties that govern food web stability (May 2006) . In this context, stability refers to local stability -or the tendency of a system to return to equilibrium after a small perturbation -, which can be expressed in time-series fluctuations and/or eigenvalues (May 1973 , McCann et al. 1998 , McCann 2012 . One major finding is that the stability of food webs is governed by interaction strength and that weak interactions have stabilizing effects in a food web (May 1973 , McCann et al. 1998 . In food web models, adjusting parameters to increase the flux of energy between predator and prey (e.g. increasing attack rate or maximum consumption rate, prey biomass conversion efficiency, carrying capacity) relative to the predators' loss rate (mortality, metabolic costs) results in strong interactions that tend to drive instability (i.e. the principle of energy flux, Rip and McCann 2011) . In turn, weak interactions or any food web property that mutes these strong interactions also simultaneously stabilizes population and food web dynamics. This result appears to be consistent over different scales of food web resolution (Rooney et al. 2008 ), but has largely ignored the role of stage structure in mediating dynamics and stability.
That ontogenetic development is relevant for ecological interactions is becoming increasingly acknowledged, and new and quite unexpected insights have come from considering size and stage structure in populations (Miller and Rudolf 2011 , Nakazawa 2015 . Individuals change in a multitude of ways over ontogeny, including shifts in diet, habitat choice, and predator susceptibility. This means that different stages in a population may experience different food web interactions, which in turn can be important for stability. For example, when a predator feeds selectively on only one prey stage, this can have a stabilizing effect on population dynamics (May 1973 , Hastings 1983 , Abrams and Walters 1996 . On the other hand, Rudolf and Lafferty (2011) examined a different type of stability, extinction risk and network stability, and suggested that ontogenetic niche shifts make populations more vulnerable to extinctions.
Vital rates, such as feeding efficiency and metabolic costs, may also change as individuals grow. The scaling of vital rates, as well as access to stage-specific resources, can create an asymmetry in the resource acquisition between differently sized individuals or stages (de Roos et al. 2007 . This asymmetry, typically between juveniles and adults, can induce population-level cycles such as cohort cycles (de Roos and Persson 2003) , a form of instability that does not occur in unstructured populations. Delayed feedback cycles can also occur as a consequence of differences between stages Nisbet 1985, Murdoch et al. 2003) . The reported effects of population stage structure on food web stability are hence mixed, and it is not clear if models that incorporate stage structure will adhere to existing predictions.
In addition to the above aspects of stage structure, development and reproduction allows biomass to be redistributed between stages making 'biomass overcompensation' possible. Biomass overcompensation is when increased mortality in a population leads to an increase in biomass of a certain stage of that population (de Roos et al. 2007 (de Roos et al. , 2008a . This phenomenon can induce alternative stable states (another form of instability) and alter species interactions . One example is emergent facilitation, where one predator induces biomass overcompensation in the prey, which in turn favours another predator that is feeding on a different stage of the same prey population (de Roos et al. 2008b) . Importantly, that stage structure allows for the flux of energy between food web components by different routes (via reproduction and development), may also have novel implications for the role of interaction strength in governing food web stability.
We argue that it remains necessary to examine stage-structured populations within the context of the energetic-based reasoning that a large part of current food web theory relies upon, and to investigate the interaction strength-stability relationship when stage structure is present. We have identified several aspects of stage structure that should be important for the stability responses; that the food web configuration may be different from unstructured webs (e.g. stage-selective feeding of predators), that an asymmetry in resource acquisition between stages can give rise to cycles that do not occur in unstructured populations, and that development and reproduction allow for energy to move between food web compartments in novel ways.
In what follows, we first introduce stage-structured models that represent some common food web modules or motifs. The models introduced are not exhaustive but allow us to then explore stage-structured food webs in a manner akin to classic work, by varying interaction strength and monitoring changes in stability (McCann et al. 1998) . Specific question we address include: 1) do cohort cycles respond to increasing interaction strength in the same way as predator-prey cycles? 2) Does increasing interaction strength in a food chain with a size-selective predator yield the same stability response as in the unstructured case, i.e. is there a transition from a stabilizing effect to a destabilizing effect as interaction strength is increased? 3) Is there a transition from a stabilizing to a destabilizing effect as interaction strength is increased in a scenario with two predators present (both feeding on a stage-structured consumer)? For this case we also had the specific goal to test if weak interactions can be destabilizing for cases when emergent facilitation is present (which could be expected based on our understanding of energetic processes). We end by arguing that while our results resonate with current food web theory, we also find that stage structure can produce novel outcomes.
Methods

Modules
Our study starts by considering a basic consumer-resource model with stage structure in the consumer (Fig. 1a) . To align with previous work using unstructured models, we vary the interaction strength by changing the maximum consumption rate of the stage-structured consumer (dashed line Fig. 1a) . While the definition of interaction strength can vary (Berlow et al. 2004) , we here simply state that increasing maximum consumption rate (the inverse of the handling time) increases interaction strength. We then consider a number of ubiquitous stage-structured food web modules, again varying the maximum consumption rate of a pivotal interaction (dashed interactions in Fig. 1a-f ) , in order to investigate the role of interaction strength in mediating the stability of stage-structured interactions. In each case, we also consider which consumer stage is the superior competitor, as this may have important consequences for energy flux. Specifically, biomass overcompensation will manifest in the juvenile stage when juveniles are superior competitors, and in the adult stage when adults are superior competitors (de Roos et al. 2007 (de Roos et al. , 2008a . This is because the fluxes between juveniles and adults, i.e. reproduction and developmental rate, will change to different extents depending on the relative competitiveness of the two consumer stages. Given that the effect of weak interactions relies on the inhibition of energy fluxes, such factors may play a key role in the stabilization, or lack thereof, in stage-structured interactions.
Basic consumer-resource model
The basic consumer-resource model consists of a stagestructured consumer, with one juvenile (J) and one adult (A) stage, feeding on an unstructured resource (R) (Eq. 1-3, Fig. 1a) . The logistic growth equation is used to describe the resource. The resource intrinsic growth rate is denoted with r (default r = 1), the carrying capacity with K (default K = 2) and the consumer maximum consumption rate with a cr (default a cr = 10). The parameters q j and q a scale the competitiveness of the stages, when juveniles are superior competitors q j = 1 and q a = 0.5 are used, while q j = 0.5 and q a = 1 are used when adults are superior competitors. The functional response is a type II with the half-saturation constant H (default H = 1). Conversion efficiency c (default c = 0.5), metabolic cost T (default T = 1) and background mortality m (default m = 0.1) are assumed to be equal for juveniles and adults. The adults allocate all their net energy production to reproduction and hence the term for adults feeding shows up in the juvenile equation (term 2, Eq. 2). The juvenile feeding is given by term 1, Eq. 2. The transition from the juvenile to the adult state is set by the maturation rate, where z (default z = 0.01) sets the duration of the juvenile stage (term 3 Eq. 2 and term 1 Eq. 3). 
In fact, z is the ratio of the size at birth and the size at maturation. This means that if z decreases, the duration of the juvenile state becomes longer, while if z is increased to 1, maturation occurs at birth and the stage structure is removed. The relatively complex expression for the maturation rate takes into account the food-dependent biomass production of juveniles as well as juvenile mortality. This can be contrasted to more simple stage-structured models where the maturation rate often is a fixed rate directly proportional to juvenile abundance. By using the more complex model we account for the food dependence in growth and for the underlying energy budget of individuals. The maturation function also ensures that the dynamics of the stagestructured biomass model gives a very good approximation of the dynamics of a fully size-structured model. However, they are not always identical. Specifically, for some parameter ranges when juvenile-driven cohort cycles occur in a fully size-structured model, the dynamics are stable in the biomass model used here (de Roos et al. 2008a ). This means that our analysis potentially overestimates the stability of the system when juveniles are superior competitors, compared to a situation where a fully size-structured model had been used. We address this and the relevance for our results in the Supplementary material Appendix 1.3. When performing numerical simulations, we need to make an addition to the model and account for starvation conditions. When resource levels are low and starvation occurs, i.e. when maintenance cannot be covered by intake, juveniles experience a loss in biomass (i.e. the first term in the juvenile Eq. 2 is allowed to become negative). However, maturation and reproduction are restricted to non-negative values (i.e. the second and third term in the juvenile equation, and the first term in the adult equation are set to zero instead of changing sign, for details see de Roos et al. 2008a, de Roos and . The starvation conditions are important for population dynamics and were used for all numerical simulations. Models lacking starvation conditions were used for eigenvalue analysis. The basic stage-structured biomass model and its derivation are described in more detail in de Roos et al. (2007 Roos et al. ( , 2008a . Parameters for the basic model are taken from de Roos (2008a, see Supplementary material Appendix 1.1 as well).
Including predators in the model
The predator is feeding on the juvenile stage (Fig. 1b) , the adult stage (Fig. 1c ) or both stages (Fig. 1d , Eq. 4) of the consumer. Default parameters used are; predator maximum consumption rate a p = 50, conversion efficiency c p = 0.5, half saturation constant H p = 1, metabolic cost T p = 0.5 and mortality m p = 0.05. The consumption term: a p CP/(H + C) where C denotes the juvenile (J) or the adult (A) or both stages of the consumer, shows up in either the juvenile or the adult equation or both, depending what stage/stages the predator is feeding on. When the predator is feeding on juveniles the maturation function (third term Eq. 2 and first term Eq. 3) is adjusted to take into account the predation mortality on juveniles. In addition to the background mortality (m), a pj P/(H + J) is also added when the predator is feeding only on juveniles, and a pj P/(H + J + A) is added when the predator is feeding on adults as well. For example, (m + a pj P/(H + J + A)) will replace m in the maturation function. Full equations are shown in the Supplementary material Appendix 1.4. Predator parameters are modified from de Roos et al. (2008b) . When there is a second predator present the same equation and default values are used ( Fig. 1e-f ). For comparison we used an unstructured model which is described and presented in the Supplementarey material Appendix 1.2.
Stability analysis
In what follows, we use both eigenvalues and numerical simulations to look at the stability properties of these stage-structured food web modules. To obtain eigenvalues, equilibrium densities were solved for numerically using the FindRoot function in Wolfram Mathematica 9, and then substituted into the Jacobian matrix derived for each system. We then used the eigenvalue solver to find all eigenvalues. For continuous models, eigenvalues can be used to determine the local stability of the system Gurney 1998, McCann 2012) . The maximum eigenvalue (also called the dominant eigenvalue) is the eigenvalue with the largest real part. The real part of the maximum eigenvalue (λ max ), determines the local stability of the equilibrium; when it is negative the equilibrium is stable, when it is positive the equilibrium is unstable. When λ max is zero the system undergoes neutral oscillations, as seen in the classic Lotka-Volterra consumer-resource model. Furthermore, the imaginary parts of the eigenvalues describe the systems tendency to fluctuate. When the maximum eigenvalue has an imaginary part, the system overshoots when approaching a stable equilibrium (when the real part is negative), or displays persistent fluctuations away from the equilibrium (when the real part is positive) Gurney 1998, McCann 2012) . By monitoring λ max we can hence assess whether the system is stable or unstable, and we can assess the relative stability, i.e. if the system is becoming more or less stable as we increase interaction strength. Importantly, relative changes in stability are only reliable when λ max is negative, so when λ max is positive additional methods are needed. Numerical simulations were hence used to look at the non-equilibrium stability aspects of the models, i.e. to examine the amount of variance in the population dynamics and to define the type of cycles present. For cases when we started with unstable dynamics (Fig. 3a-b , 4a-b), the unstable equilibrium densities, calculated as above, determined at what maximum consumption rate the predator invaded. However, when using numerical simulations that capture the cycles properly, the predators may be able to enter the system at a slightly higher or lower maximum consumption rate.
Results
Consumer-resource model
Consistent with classic consumer-resource theory (McCann et al. 1998 , Murdoch et al. 2003 , Rip and McCann 2011 , increasing the maximum consumption rate of both consumer stages in the basic model (Fig. 1a) lead to a stabilizing phase followed by a destabilizing phase, creating a checkmark pattern in the maximum eigenvalue (Fig. 2a) . The consumer enters the system when it attains a consumption rate that permits coexistence (at a c = 6.0). As the interaction strength is increased sufficiently the interaction is destabilized (at a c = 7.5 in Fig. 2a) . The resulting oscillations can be stage-structure driven cohort cycles (Fig. 2b) or classic consumer-resource cycles . This result occurs regardless of whether the juvenile or adult stage is the most competitive ( Fig. 2a-b shows the case where juveniles are more competitive, the case when adults are more competitive is presented in the Supplementary material Appendix 2.1 Fig. A1 , where a more detailed description of the pattern in eigenvalues can also be found).
While we see a typical pattern in λ max , we also see a deviation from the classic results. For the case when cohort cycles are present (Fig. 2b) , the cycle amplitude first increases with increasing maximum consumption rate, but then decreases. In comparison, the amplitude of predator-prey cycles increases consistently as maximum consumption rate increases (McCann et al. 1998 , McCann 2012 . It can also be noted that increasing maximum consumption rate does not lead to a consistent increase in total energy flux, as the consumer biomass shows a hump shaped response to increasing maximum consumption rate (Fig. 2b) . While this can also be the case for unstructured models (Nilsson and McCann 2015) , this response will be important for understanding the results.
Food chain with one predator
In this section, we examine all possible one-predator food chain modules (Fig. 1b-d ). We start with introducing a predator that feeds on the juvenile stage of the consumer population (Fig. 1b, 3) . Note, that for the first case we assume that juveniles are superior competitors. As expected, at very low predator maximum consumption rate the predator cannot garner enough resource to persist. Thus, the stagestructured consumer-resource equilibrium is present and the system displays positive eigenvalues (Fig. 3a) indicative of juvenile-driven cohort cycles. As the maximum consumption rate of the predator increases, the predator enters the system and immediately acts to dampen and stabilize the cycles (λ max becomes negative, Fig. 3a) . With increasing consumption rate λ max stays relatively constant (decreases slightly overall). The system never becomes unstable, i.e. λ max remains negative even at very high maximum consumption rate values (Fig. 3a) . The biomass of juvenile consumers increases as the predator enters, i.e. biomass overcompensation is present, followed by a decrease in juvenile biomass, as maximum consumption rate increases (Fig. 3c) .
When adult consumers are superior competitors we see the same pattern: stabilization of cohort cycles (this time adult-driven), a lack of a destabilizing phase at high maximum consumption rate, and biomass overcompensation (this time in the adult stage, Fig. 3b, d) .
We now introduce a predator that feeds on the adult stage of the consumer population (Fig. 1c, 4) and start with the case when juveniles are superior competitors. When the predator enters, it first stabilizes the cohort cycles and then creates a double checkmark pattern in λ max with two destabilizing phases (Fig. 4a) . Biomass overcompensation takes place in the juvenile stage (Fig. 4c) . Interestingly, the 'hump in λ max ', i.e. the first destabilizing phase, can manifest as cycles when the carrying capacity is increased (Supplementary material Appendix 2.3). When adult consumers are superior competitors, the predator enters at high values of maximum consumption rate and initially has a destabilizing effect (Fig. 4b inset) . The amplitudes of the population cycles increase as the predator enters the system (Supplementary material Appendix 2.2 Fig. A2 ). The dynamics are characterized by juveniles and adults peaking out of phase, which suggest that cohort cycles are at least a part of the dynamics (for more details see Supplementary material Appendix 2.2). Note that this is a relatively small effect, occurring for a narrow parameter space (further discussed in the Supplementary material Appendix 2.2). It is also worth noting that the relative changes in λ max are not reliable when λ max is positive (as in Fig. 4b, inset) , but in this case the pattern indicated a potentially interesting result, which was then verified by numerical simulations. The destabilizing phase is followed by a modest double checkmark in λ max as consumption rate increases (Fig. 4b) . Very modest biomass overcompensation is present in the juvenile stage (Fig. 4d) . The expected biomass overcompensation that should take place in the adult stage does not occur, however, as the increased biomass production is consumed by the predator.
In all cases considered so far there is no full destabilization of the system at high interaction strength. Specifically, food web models without stage structure tend to show rapid blow-ups of eigenvalues to large positive values when interaction strength is increased sufficiently (McCann et al. 1998 , McCann 2012 . We believe that the lack of such a destabilizing phase here is due to the stage-selective feeding of the predator and the fact that one of the consumer stages is not being consumed (Fig. 1b-c) . The invulnerable stage may act like a refuge from predation and mute the interaction. To explore this, we examined the case where one predator consumed both the juvenile and adult stages (Fig. 1d , Supplementary material Appendix 2.4). We found, consistent with the refugia argument, that allowing the predator to feed on both stages (i.e. no refugia) made the system more prone to turn unstable.
In summary, all food chain combinations show stabilization followed by relatively weak or no destabilization (i.e. refuge effect) with increasing maximum consumption rate. When the predator was feeding on adults, we found an initial destabilization phase at very weak interaction strength and a more complex check-mark pattern in stability in response to increasing predator maximum consumption rate.
Two predators
We now explore food web modules where two predators feed on one consumer stage each (Fig. 1e-f ) . In all cases explored, we start with a one predator (resident) module and introduce a second predator (invader) by increasing its maximum consumption rate. For all cases with two predators present, there is an unstable phase with cyclic dynamics at intermediate interaction strength (λ max > 0, Fig. 5 ). The cycles are predator-prey driven, with the two predators largely synchronized (for time-series see Supplementary material Appendix 2.5 Fig. A6 ). When the consumption rate of the resident predator is lower (compared to the current parameters), the 'hump in λ max ' (i.e. the parameter range with unstable dynamics), occurs at lower invader consumption rates (not shown). This means that the weaker the resident is, the weaker the invader needs to be to destabilize the system. Hence, the destabilization depends on a somewhat symmetric predation pressure from the two predators, and not a high consumption rate per se. This is also supported by the fact that this unstable phase disappears as the invading predator becomes even more efficient.
To fully understand the effect of the invasion (i.e. a weak interaction) on the stability of the resident system, we now inspect the moment of invasion more closely. We start with the scenario when there is a resident predator feeding on adults and the predator feeding on juveniles is invading.
For the case when juveniles are superior competitors, the invading predator, by definition a weak interaction near the transcritical bifurcation, has a stabilizing effect on the system (Fig. 5a ). This effect is partly masked by the fact that λ max goes to zero at the moment of invasion but can be seen in an overall lower λ max after the invasion (Fig. 5a) , Thus, the weak interactor stabilizes here, as it does in many of the classic food web modules. It is worth noting that biomass overcompensation takes place in the juvenile stage (Supplementary material Appendix Fig. A5a) , hence, the resident predator can aid the invasion of the predator feeding on juveniles, and it enters the system at lower values of maximum consumption rate compared to when it is alone (Fig. 3a compared to Fig. 5a ). This represents a typical case of emergent facilitation (de Roos et al. 2008b ). The second case, when 'adult consumers are superior' competitors, is in contrast to the classic stability result. In a classic scenario, an invading predator would decrease the energy available to the resident predator and have a stabilizing effect (as in Fig. 5a, McCann 2012) . Here, when the predator enters, the system becomes less stable (Fig. 5b, i .e. λ max increases after predator invasion creating the small hump in λ max to the left, marked with *). The increase in λ max is partly masked by λ max becoming 0 at the moment of invasion, but there is nevertheless a clear increase. In this case, the biology is such that biomass overcompensation readily occurs in the adult stage. Specifically, the invading predator feeding on juveniles actually mediates an increase in the energy going to the resident predator feeding on the adult stage (i.e. emergent facilitation). This is manifested in an increase in the resident predator biomass as the invader enters (Fig. 6b , relevant area marked with *). Hence, the invader shunts energy to an interaction (the resident predator-adult consumer interaction) that gets less stable. We therefore have a weak interaction (the invading predator) that destabilizes the system by increasing energy flux in an existing interaction. This occurs since a weak resident cannot fully induce all the potential biomass overcompensation and it is hence helped by and invader.
When a predator feeding on adults invades the system with the resident predator feeding on juveniles there is a destabilizing effect of invasion (Fig. 5c-d) . There is no increase in resident biomass (Fig. 6c-d ) and we only see one 'hump' in λ max (Fig. 5c-d) . We attribute the destabilization to the system moving immediately into the phase where the combined effect of the two predators renders predator-prey dynamics. These patterns are explained in more detail in the Supplementary material Appendix 2.5. In summary, two predators feeding on a stage-structured consumer with a somewhat balanced consumption rate can have a strong destabilizing effect; as seen in all four cases presented. Further, an invading predator can have a destabilizing effect on a resident system when the invasion results in an increase in biomass flux to the resident (i.e. emergent facilitation). Juveniles superior Adults superior * Figure 5 . Stability measures (λ max ) for bifurcations over predator maximum consumption rate when a predator is invading a system with a resident predator present; (a) for when the predator of juveniles is invading a system where the predator feeding on adults is the resident (a pa = 50) and juvenile consumers are superior competitors, (b) as previous but when adult consumers are superior (a pa = 400), (c) for when the predator of adults is invading a system where the predator feeding on juveniles is the resident (a pj = 50) and juvenile consumers are superior competitors, (d) as previous but when adult consumers are superior (a pj = 20).
Discussion
We have shown that our results using stage-structured populations resonate with previous findings on interaction strength and stability, in that weak interactions caused stabilization, and that we see a transition from a stabilizing effect to an ultimately destabilizing effect as interaction strength is increased. However, we have also found some novelties that are summarized in the following points that will be discussed: 1) cohort cycles did not respond in the same way to increasing interaction strength as predator-prey cycles, 2) some stage-structured interactions showed a lack of destabilization at high interaction strengths, 3) more complex patterns in stability occurred when predators were added to the system, 4) the combination of two predators with intermediate interaction strengths had a strong destabilizing effect, and 5) weak interactions caused destabilization under certain conditions.
Cohort cycles versus predator-prey cycles
The simple consumer-resource model showed an overall correspondence to previous work on interaction strength in that there was a transition from a stabilizing to a destabilizing phase as interaction strength was increased. However, when cohort cycles were present, increasing maximum consumer consumption rate to high values did not result in higher amplitude fluctuations. We think that cohort cycles and predator-prey cycles differ in their response due to the difference in underlying mechanisms driving the cycles. Predator saturation and the delay between predator and prey are crucial aspects of predator-prey cycles (Murdoch et al. 2003) , as well as high maximum consumption rates (de Roos et al. 1990 ). In contrast, for cohort cycles, the key element is the difference in competitiveness between stages (e.g. the relative consumption rate, de Roos and Persson 2003, which here is captured in q j and q a ). In addition, we also need to take into Predator max.consumption (a pj ) Figure 6 . Predator biomass responses for bifurcations over predator maximum consumption rate when a predator is invading a system with a resident predator present. (a) for when the predator of juveniles is invading a system where the predator feeding on adults is the resident (a pa = 50) and juvenile consumers are superior competitors, (b) as previous but when adult consumers are superior (a pa = 400), (c) for when the predator of adults is invading a system where the predator feeding on juveniles is the resident (a pj = 50) and juvenile consumers are superior competitors, (d) as previous but when adult consumers are superior (a pj = 20). The predator feeding on juveniles is shown in dashed and the predator feeding on adult consumers is shown in full lines. For the parameter range where the predator populations fluctuate (Fig. 5 ) the lines represent unstable equilibrium densities. account how energy flux changes with increasing interaction strength. Increasing the carrying capacity in a consumerresource system with stage structure leads to higher energy flux, higher amplitudes of cohort cycles, and eventually predator-prey cycles take over . However, increasing maximum consumption rate does not lead to a consistent increase in energy flux, instead the consumer density shows a hump shaped response (Fig. 2b) . So, increasing consumption rate in a predator-prey cycle will always be destabilizing, irrespective of the change in energy flux, since high consumption rate affects the driving mechanisms. On the other hand, cohort cycles do not increase in amplitude with increasing consumption rate, since the driving mechanism is not enhanced. This implies that we need to consider the precise mechanisms that create lags and drive cycles, and to acknowledge that while an increase in or muting of energy is important for stability, increasing maximum consumption rate does not always correspond to an increase in total energy flux (Nilsson and McCann 2015) .
Lack of destabilization at high interaction strength
We now turn to the case when a predator is feeding selectively on one consumer stage (Fig. 1b-c) . In contrast to classic results, the interactions were not so readily destabilized at high interaction strength with stage-specific feeding, i.e. there was a smaller scope for the system to turn unstable. We argue that this is due to a refuge effect; when the predator is just feeding on one stage the other stage acts as a refuge. This corresponds well to previous results showing that stage structure allows energy to be shunted away from strong interactions, thereby promoting stability (Caskenette and McCann 2017) . A stabilizing effect of just feeding on one stage has been noted using different kinds of models (May 1973 , Hastings 1983 , Murdoch et al. 2003 and has even been suggested to be the reason for a lack of paradox of enrichment in natural systems (Abrams and Walters 1996) . In the Supplementary material Appendix 2.4 we show that this refuge effect disappears when the predator feeds on both the juvenile and adult stages. Considering that size or stage-specific feeding is common in natural systems, this could be an important factor keeping natural system from displaying strong fluctuations, but as we will see below, stage-specific feeding can also have a destabilizing effect. In addition, there was a complete lack of destabilization when a predator was feeding on juvenile consumers and the adult stage acted as a refuge. Mathematically, this may be because predator consumption is present in the consumer maturation term (i.e. the transition of biomass between the juvenile and adult stage). If the predator consumption term is removed the results become very similar to the case in which a predator feeds on adults (not shown). It hence seems as stage-specific predators differ in their ability to control biomass fluxes in the prey, depending on if they are feeding on the juvenile or adult consumer stage. When the predator feeds on juveniles, increased juvenile growth and biomass accumulation contributes to the biomass available to the predator. While predation will also result in a faster development, the transition to the invulnerable adult stage is affected by the rate of predation. On the other hand, with a predator feeding on adults, the increased biomass production of adults will be spent on reproduction, which immediately becomes unavailable to the predator. This likely makes the predator feeding on adults less able to control instabilities arising from interactions between consumer stages.
Complex stability patterns in food chains
In the food chain scenario, moderate to strong interactions sometimes showed a complex response with multiple transitions, creating a 'hump in λ max ' (Fig. 4a-b) . Checkmarks with multiple transitions also appear to occur in unstructured models, as shown for an intraguild predation system (Gellner and McCann 2012) . In the food chain case presented here, the ''hump in λ max ' co-occurred with biomass overcompensation in an invulnerable stage and it also seemed to be linked to that the predator was feeding on adult consumers (see also the discussion on the predation term in the maturation function above). The cycles corresponding to the 'hump in λ max ', which emerged at higher carrying capacity, had characteristics shared with stage-structure driven cohort cycles (Supplementary material Appendix 2.3 Fig. A3b) . Also, the cycles disappeared at higher predator maximum consumption rate, in spite of increasing predator biomass, indicating that they were not driven by a strong predator-consumer interaction (Supplementary material Appendix 2.3). Hence, it seems as if this instability was driven by changes in energy flux between the consumer stages, even though more work is needed to fully understand the mechanisms here. Overall, stage-specific feeding of the predator had a stabilizing effect on dynamics (as discussed in the previous paragraph), but here we show that it may have a destabilizing effect under certain conditions. Another interpretation is that the stage-selective predator was unable to completely mute the underlying instability of stage-structure driven cycles. This result could help explain why cohort cycles are prevalent also in complex food webs, as shown by Murdoch et al. (2003) . Specifically, theoretical studies demonstrating cohort cycles have used relatively simple models with few species. One could then expect a more complex food web scenario to result in more weak interactions, including predation, which could mute the cycles. But here we give an example of how the instability arising from the asymmetry between consumer stages still manifest, in spite of the presence of a predator.
Destabilizing effect from two predators combined
Importantly, we found that in all cases with two predators present, there was a destabilizing phase at intermediate interaction strength which manifested as predator-prey cycles. When two relatively weak or two relatively strong predators fed on one consumer stage each, this resulted in a symmetric predation pressure. We think that the destabilization arises since the combined effect of two relatively symmetric predators diminishes the previously mentioned refuge effect. The top-heaviness (the predator/consumer ratio) is not at its maximum during this destabilizing phase. This suggests that it is not simply the combined consumption rate from both predators that makes the system turn unstable, it is also a matter of controlling biomass fluxes in the consumer.
Another interesting aspect is that we also observed a phase where a decreasing invader maximum consumption rate makes the system less stable, i.e. when it is decreased from high to intermediate values (Fig. 5) . This means that weakening of a relatively strong interaction can have a destabilizing effect, which is in stark contrast to the classic checkmark pattern, where decreasing interaction strength always has a stabilizing effect (McCann 2012). In conclusion, this combined predator effect is potentially a destabilizing force in food webs, and we may need more than energetic reasoning to explain this phenomenon. It can lead to unexpected changes in stability that do not follow the principles of energy flux, at least not in any obvious way.
Weak destabilizing interactions
Weak interactions are known to act as stabilizing forces in food webs (McCann et al. 1998) . While this was also the case in stage-structured populations, we found examples where weak interactions had a destabilizing effect (Fig. 5b ). When two predators are feeding on the same consumer, a weakly interacting predator may redistribute biomass between consumer stages in a way that increases the energy flux between the second predator and a different consumer stage (emergent facilitation, de Roos et al. 2008b ). This had a destabilising effect, which actually corresponded well with the underlying principles of stability and interaction strength, if we are more precise about the mechanisms and include the potential destabilizing effect of a weak interaction as well. Hence, a weak interaction that makes another interaction stronger is destabilizing and a weak interaction that mutes another interaction is stabilizing. Corresponding with energetic reasoning, when interaction strength was increased to the extent that it started to decrease the energy flux in the other interactions (Fig. 6b) , there was a stabilizing effect (Fig. 5b) . So far, only a few examples of emergent facilitation from natural systems exist (de Roos et al. 2008b, Huss and Nilsson 2011) . However, theoretically it is possible for more than two predators to facilitate each other's existence, and the scope for facilitation is even wider when the consumer stages do not share resources (de Roos et al. 2008b, de Roos and . It is, therefore, possible that these weak destabilizing interactions are prevalent in more complex food web settings.
Another interesting weak destabilizing effect occurred in the food chain scenario. In one case, a weak predator feeding on one of the consumer stages seemed to boost the cohort cycles present as cycle amplitudes were higher with the predator present (inset Fig. 4b , Supplementary material Appendix 2.2). The ability of adults to temporarily depress the resource level is vital for adult-driven cohort cycles (de Roos and Persson 2003) , and the peaks in adult biomass were indeed higher with a predator present (while the average biomass was lower, Supplementary material Appendix Fig. A2d ). It is possible that the predator redistributed the biomass between the consumer stages in such a way that it enhanced the mechanisms driving the cycles. This effect was only present for a very limited parameter range, and further investigations are needed to elucidate what the precise mechanism are.
In conclusion
To sum up, we found both stabilizing and destabilizing aspects of stage structure, some that can be explained by energetic reasoning, and some that may need additional mechanisms to be fully understood. That a weak interaction can make another interaction stronger and excite it, via a redistribution of biomass between stages, corresponds well to the energetic reasoning; whereas the destabilization arising from the combined effect of two predators may need additional explanation. Importantly, stage structure repeatedly resulted in more stable food webs, with energy being shunted away from strong interactions (see also Caskenette and McCann 2017) . On the other hand, the stage-structured food webs could become less stable in unexpected ways.
We are only beginning to understand what governs stability in stage-structured food webs, and some aspects, like the interaction between lags and energy flux, have only been touched upon. Future studies will likely reveal richer dynamics, and other parameters governing interaction strength as well as alternative states should be investigated. Different food web configurations should be considered, and also interaction strength and stability in natural food webs with stage structure. It is not known how common stage-structured phenomena, such as biomass overcompensation or emergent facilitation, are in nature. It is however clear that niche-shifts and stage structure in populations are prevalent and most, if not all, organisms undergo ontogenetic development during their lifetime .
