[1] A growing multispectral database plus recent Galileo descent measurements are being used to construct a self-consistent picture of the Jupiter thermosphere/ionosphere system. The proper characterization of Jupiter's upper atmosphere, embedded ionosphere, and auroral features requires the examination of underlying processes, including the feedbacks of energetics, neutral-ion dynamics, composition, and magnetospheric coupling. A fully 3-D Jupiter Thermospheric General Circulation Model (JTGCM) has been developed and exercised to address global temperatures, three-component neutral winds, and neutral-ion species distributions. The domain of this JTGCM extends from 20-mbar (capturing hydrocarbon cooling) to 1.0 Â 10 À4 nbar (including auroral/Joule heating processes). The resulting JTGCM has been fully spun-up and integrated for !40 Jupiter rotations. Results from three JTGCM cases incorporating moderate auroral heating, ion drag, and moderate to strong Joule heating processes are presented. The neutral horizontal winds at ionospheric heights vary from 0.5 km/s to 1.2 km/s, atomic hydrogen is transported equatorward, and auroral exospheric temperatures range from $1200-1300 K to above 3000 K, depending on the magnitude of Joule heating. The equatorial temperature profiles from the JTGCM are compared with the measured temperature structure from the Galileo ASI data set. The best fit to the Galileo data implies that the major energy source for maintaining the equatorial temperatures is due to dynamical heating induced by the low-latitude convergence of the high-latitude-driven thermospheric circulation. Overall, the Jupiter thermosphere/ionosphere system is highly variable and is shown to be strongly dependent on magnetospheric coupling which regulates Joule heating.
Introduction
[2] The long-term objective of our program in comparative planetary atmospheres is to contrast and compare the physical and chemical processes responsible for the structure and dynamics of the thermospheres of Venus, Earth, Mars and Titan (terrestrial-like planets and moons) plus Jupiter and Saturn (Jovian-like planets). Fundamental planetary parameters for these bodies are sufficiently unique to provide independent ''laboratories'' to examine the changing roles of various thermospheric processes controlling their energetics, dynamics, and composition. Recently, three-dimensional (3-D) Thermospheric General Circulation Models (TGCMs) for Venus, Earth, and Mars were exercised to examine the seasonal-solar cycle responses of each of these upper atmospheres [Bougher et al., 1999 [Bougher et al., , 2000 . Intercomparisons have illustrated the key roles of time-varying energy deposition, IR cooling, and dynamics in controlling their global thermospheric structures. Various multispectral data sets and the Galileo probe descent measurements are now available for Jupiter, motivating us to extend this basic TGCM formulation to address the role of auroral plus Joule heating processes for determining the Jovian thermospheric structure and dynamics.
[3] The development and exercising of such a Jupiter TGCM is required to compare the thermosphere/ionosphere structures and dynamics of those planets having significant intrinsic magnetic fields (e.g., Earth and Jupiter). Clearly, a strong link exists between the strength of a planetary magnetic field and its mean and time-variable thermospheric temperature distribution and global winds. For example, the Earth's upper atmosphere is subject to episodic (magnetic storm period) forcing due to strong auroral processes that result from its significant intrinsic magnetic field and its interaction with the solar wind. Combined auroral plus Joule heating yields a global power input of nearly 0.8-5 Â 10 11 W, which strongly modifies the global thermospheric circulation pattern. By comparison, auroral plus Joule heating is expected to be nearly 1000Â larger for Jupiter than for Earth during typical storm conditions [Strobel, 2002] . Jupiter's auroral and Joule heating processes are generally thought to be powered by the planet's internal rotation [cf. Waite and Lummerzheim, 2002] . As a result of this, and the factor of 25 decrease in solar forcing compared to Earth, Jupiter's thermospheric structure and dynamics are expected to be dominated by its auroral and Joule heating processes at all times over the entire globe [e.g., Waite et al., 1983; Strobel, 2002] .
Brief Review of Multispectral and Galileo ASI Data
[4] Remote sensing of Jupiter's aurora from X-ray to radio wavelengths has revealed much about the nature of the Jovian aurora and about the impact of the ionospheremagnetosphere coupling on the thermal balance and dynamical drivers of the upper atmosphere of Jupiter (see review by Waite et al. [2000] ). For example, the combination of X-ray and ultraviolet measurements indicate that both energetic heavy ions and electrons energized in the middle and outer magnetosphere contribute to auroral excitation. Despite the fact that no in situ measurements exist for the neutral atmosphere of Jupiter's auroral region, H 3 + near-infrared spectra in the pressure range of 10 À6 to 10 À10 bars indicate auroral exospheric temperatures >1200 K [e.g., Drossart et al., 1989; Miller et al., 1990; Lam et al., 1997; Stallard et al., 2002; Raynaud et al., 2004] , consistent with recent calculations based on a 1-D auroral energy transport model [Grodent and Gérard, 2001] and an available 3-D general circulation model .
[5] Recently, high-resolution H 3 + observations were used to obtain information on the Jovian upper atmosphere ion winds in addition to the temperature and column density. Rego et al. [1999] detected doppler shifted H 3 + emission lines from the northern auroral regions using the NASA Infrared Telescope Facility (IRTF) high-resolution spectrometer, CSHELL. Their measurements showed an anticorotational ion wind with a velocity of >2 km/s. Using the same instruments, Stallard et al. [2001] measured the H 3 + winds across the northern polar region to be somewhat weaker in magnitude (1.2 -1.5 km/s). This observed H 3 + electrojet flows counter to the planetary rotation around the main auroral oval, thereby confirming the initial Rego et al. detection . It is noteworthy that the sound speed at thermospheric altitudes is 2 -3 km/s. The mechanism for accelerating these ions (and electrons) focuses on corotation breakdown of magnetospheric plasma [e.g., Hill, 1979 Hill, , 2001 Cowley and Bunce, 2001] . In short, localized ion winds up to a few km/s have been observed, demonstrating the tremendous atmospheric response to strong magnetosphere-ionosphere coupling on very short timescales.
[6] Conversely, the Atmospheric Structure Instrument (ASI) on the Galileo probe [cf. Seiff et al., 1998 ] provided the first in situ measurements of Jupiter's neutral atmospheric structure from 1029 km to 133 km (altitudes are referenced to 1 bar pressure level) near the Jovian equator (Lat: 6.5; l III : 4.5). The l III (1965) coordinate system is defined by Dessler [1983] . The derived temperature profile exhibited wave-like variations and increases from $200 K at 400 km altitude to about 950 K at 1000 km altitude. This temperature structure is consistent with that inferred from previous solar and stellar occultation experiments during the Voyager flybys in 1979, as reanalyzed recently by Yelle et al. [1996] . The periodic temperature variations in the ASI profile have been interpreted as being due to upward propagating gravity waves [Young et al., 1997; Matcheva and Strobel, 1999; Hickey et al., 2000] . It has been suggested that gravity waves may not be sufficient to heat the Jovian thermosphere to observed temperatures. Instead, the net heating in the equatorial upper atmosphere may be due to other processes such as charged particle precipitation [Waite et al., 1997] and transport resulting from adiabatic heating induced by the downward vertical motion of the aurorally driven thermospheric circulation [Waite et al., 1983] . In particular, ROSAT observations have revealed soft X-ray emissions from Jupiter's lower latitudes as well as from the auroral zones, implying that energetic particle precipitation also occurs at low latitudes in regions linked to the inner radiation belts [Waite et al., 1997] .
[7] Recent coincident observations of the Jovian environment by Hubble Space Telescope (HST), Chandra X-ray Observatory (CXO), Cassini and Galileo spacecraft during the period from 14 December 2000 to 21 January 2001 provide a unique opportunity to understand the complex nature of physical processes that control the dynamics of the coupled ionosphere-magnetosphere system and its interaction with the solar wind. Comparisons of auroral ultraviolet (UV) images [Grodent et al., 2003] and event maps of the Jovian X-ray aurora [Waite et al., 2001; Gladstone et al., 2002] have identified new morphological features, their variations with time, and the energetics of the polar emissions, suggesting that their source is magnetically connected to the outer regions of Jupiter's magnetosphere. On the other hand, the source of fast ionospheric winds and auroral heating at Jupiter's main auroral oval have been linked to the breakdown in the equatorial plasmasheet corotation between 20 and 30 R J where large field-aligned currents are generated [cf. Cowley and Bunce, 2001; Waite and Lummerzheim, 2002] . Thus the variability of Jupiter's thermospheric dynamics is likely driven by its own magnetosphere acting through a corotational electric field.
Implications of Jovian Thermospheric Dynamics
[8] Strong auroral plus Joule heating concentrated in the auroral oval regions of both Jovian hemispheres likely provides forcing that drives strong meridional flow that is subject to the Coriolis torques consistent with a rapidly rotating planet; i.e., equatorial winds are turned westward (anticorotation direction) by these Coriolis torques. The model calculations of Sommeria et al. [1995] are quite controversial and have shown that an extremely rapid (in excess of 20 km/s) auroral electrojet can generate neutral winds up to 20 km/s. Such supersonic winds could disperse high-latitude heating globally through a strong equatorward flow thereby explaining high Jovian exospheric temperatures at low latitudes. However, there is no observational evidence to date to support winds of such large magnitudes. Rather, recently measured electrojet winds of 1 -2 km/s [Rego et al., 1999; Stallard et al., 2001] suggest neutral winds of the order of $1 km/s. The ability of such strong (yet subsonic) horizontal winds to overcome Coriolis torques needs to be addressed in the context of a global circulation model (see section 3.1). In addition, global redistribution of atomic hydrogen from the high-latitude thermosphere may be possible in response to transport by these same strong meridional winds. Because atomic hydrogen is a minor constituent of the Jupiter thermosphere and is relatively easy to monitor by remote sensing of the H Lyman-a line, it can serve as a very useful tracer of the Jovian thermospheric winds (see sections 3.2 and 4).
[9] The Jovian Ionospheric Model (JIM) developed by Achilleos et al. [1998] is the first 3-D coupled ionospherethermosphere model which demonstrated that some of the energy deposited by high-latitude processes in the auroral regions can be transported to the Jovian equator by the meridional component of the thermospheric circulation. Millward et al. [2002] have recently modified JIM and calculated an equatorial temperature profile near local noon with an exospheric temperature of 1200 K.
Objectives of This Paper
[10] In this first paper, we present details regarding the formulation, development, and testing of the Jupiter Thermospheric General Circulation Model (JTGCM) plus interpretation of initial JTGCM production runs. A second paper presents the detailed results from the JTGCM focused on equatorial temperatures and their comparison with Galileo probe data (T. Majeed et al., Processes of equatorial thermal structure: An analysis of a Galileo temperature profile with a 3-D model, submitted to Journal of Geophysical Research, 2004; hereinafter referred to as Majeed et al., submitted manuscript, 2004) . The JTGCM is being used to simulate the high-speed thermospheric winds along with global temperature and ion-neutral species distributions. The main goals of our present JTGCM model investigations are as follows:
(1) to demonstrate the role of aurora plus Joule heating processes in controlling the thermospheric structure and the time-variable character of the global wind system; (2) to provide an initial analysis of the dynamical heating mechanism(s) for maintaining $1000 K equatorial temperatures; (3) to quantify the role of global winds in redistributing atomic hydrogen about the planet, and to potentially identify a mechanism for generating an equatorial bulge; and finally (4) to characterize the relative roles of ion drag and Joule heating in driving neutral thermospheric winds and the associated mapping of these drivers into the magnetosphere.
[11] Three simulations from the newly developed JTGCM are specifically presented in this paper: (1) a simplified case incorporating moderate auroral forcing alone; (2) a coupled case incorporating auroral forcing, reduced (30%) ion drag, plus the associated Joule heating, and (3) a coupled case incorporating auroral, full (100%) ion drag, plus Joule heating. Each of these JTGCM cases is analyzed using postprocessor diagnostic and plotting routines available for detailed studies.
[12] The organization of this paper is briefly outlined. Section 2 provides details regarding the framework, physical parameterizations, and inputs constituting the JTGCM code itself. Section 3 illustrates key JTGCM model outputs for three cases that have been selected to represent plausible Jovian upper atmosphere conditions. Equatorial thermal balances required to approximate the Galileo ASI temperature profile are given for Case 2; similar polar thermal balances corresponding to this 30% Joule heating simulation are also given. Section 4 provides JTGCM diagnostic quantities that link the present simulations with available observational constraints. Section 5 provides initial comparisons of Case 2 outputs to corresponding JIM model simulations. Finally, section 6 concludes and points to future planned upgrades for the JTGCM code.
Jupiter Three-Dimensional Model Formulation and Inputs

JTGCM Overview
[13] The JTGCM is a finite difference primitive equation model that solves for neutral temperatures, neutral-ion densities, and three component neutral winds over the globe. Full self-consistency among the key energetic, chemical, and dynamical processes affecting the Jovian upper atmosphere is the eventual goal for this JTGCM code. The framework and results presented in this paper demonstrate a significant step in this direction. A fourthorder center-difference formulation is used, similar to that employed for planetary TGCMs for Venus, Earth, and Mars [e.g., Bougher et al., 1999 Bougher et al., , 2002 . Prognostic equations for the major neutral species (H 2 , He, and H) and several key ions (e.g., H 3 + , H + , H 2 + ) are included. Minor hydrocarbon (C 2 H 2 and CH 4 ) densities are specified at/below the homopause on the basis of offline detailed photochemical model calculations by Gladstone et al. [1996] . Future minor species will include H 2 vibrational states (n = 1-4) required to calculate H + chemical losses explicitly. At present, H + ions are prescribed on the basis of the offline 1-D model calculations of Waite et al. [1983] . The remaining ions (H 3 + and H 2 + ) are calculated assuming photochemical equilibrium conditions. Zonal, meridional, and vertical velocities, total temperatures, and geopotential heights are also obtained on 39-pressure levels (above 20.0 mbar), corresponding to $250 -3000 km above the 1 bar reference pressure level with a 5°latitude and longitude resolution. The vertical coordinate is log-pressure, with a vertical spacing of two grid points per scale height. The maximum eddy coefficient (K zz ) for eddy transport (diffusion and viscosity) is easily adjusted; i.e., presently, it is specified ($2 Â 10 10 m 2 /s) to properly locate the CH 4 homopause near 4.5-mbar.
[14] The JTGCM was developed from a suitable adaptation of the NCAR Thermosphere Ionosphere General Circulation Model (TIGCM) [Roble and Ridley, 1987; Roble et al., 1988] . The same primitive equation set is employed in a finite difference framework for the JTGCM code. The TIGCM dynamical core is retained, along with the general solvers utilized for the major and minor species (including diffusion and advection), and the energy equation. However, significant changes in model inputs and physics were made to effectively modify the terrestrial physics to the environment of Jupiter. In particular, hydrocarbon and H 3 + cooling (section 2.4), simplified gas giant ion-neutral chemistry (section 2.5), and production functions for key ions and neutrals (section 2.5) are incorporated. Most importantly, the JTGCM makes use of Jupiter specific parameterizations for auroral forcing, ion drag, and Joule heating processes (see sections 2.6-2.8). JTGCM model results will be shown to depend critically on these thermal and dynamical drivers. In addition, the domain of the JTGCM extends from 20-mbar (to capture the bulk of hydrocarbon cooling) to 1.0 Â 10 À4 nbar (sufficient to include most auroral plus Joule heating processes and the corresponding winds).
[15] Fundamental parameters that are unique to Jupiter and specified within the JTGCM are outlined in Table 1 . The fast planetary rotation immediately implies that Coriolis torques will strongly impact the global thermospheric wind system. In addition, the heliocentric distance at Jupiter is sufficiently large to render solar EUV heating inadequate to account for the observed thermospheric temperatures [e.g., Strobel and Smith, 1973; Strobel, 2002] . The large Jupiter gravity, small mean molecular weights of atomic and molecular hydrogen and helium, and warm thermospheric temperatures combine to give rise to large scale heights (up to 100 -300 km) for the major species (H 2 , He, and H). Finally, the presence of a significant intrinsic magnetic field (approximately 10 -15 Gauss at the surface at auroral latitudes) implies that auroral, ion drag, and Joule heating processes are very important, similar to the Earth during magnetic storm conditions.
[16] Figure 1 summarizes the various thermosphere/ ionosphere/magnetosphere processes that are presently (or planned to be) incorporated into the JTGCM code. The color coding indicates the time evolution of the JTGCM code development, some early assumptions made, and the increasing complexity of coupled processes as model stages are completed. The color coding also corresponds to the three cases to be presented in this paper. For all JTGCM cases, auroral forcing is prescribed to be symmetric in l III(1965) longitude [Dessler, 1983] about empirically specified north . Instead, H + is presently prescribed within the JTGCM on the basis of the 1-D model formulation of Waite et al. [1983] . This scheme does not include H 2 vibrational states as a sink for H + ions (see details in section 2.5).
[17] Of our three JTGCM simulations (see 1.4), Case 1 considers high-latitude auroral (electron precipitation) plus equatorial drizzle (ion precipitation) heating and the corresponding impacts on the thermal and dynamical structure (see section 2.6). For Cases 2 and 3, a detailed Jupiter magnetic field model (VIP4) is incorporated (see section 2.7). A magnetosphere model is also adopted from Voyager observations, enabling a convection electric field and corresponding ion drift pattern to be calculated (see section 2.8). This leads to the calculation of conductivities and ion drag forcing terms for the momentum equations. The corresponding Joule heating pattern is combined with the precipitation-driven auroral heating pattern already calculated. Case 2 assumes a 30% efficiency for ion drag and Joule heating; Case 3 assumes a 100% efficiency. Magnetosphere-ionosphere coupling is implicitly incorporated in this mapping of the convection electric field and ion drift patterns out into the magnetosphere.
[18] The JTGCM code is constructed with significant differences from the previous Jovian Ionosphere Model (JIM) described in various publications [e.g., Achilleos et al., 1998; Millward et al., 2002] . Most importantly, the JTGCM code spans a wider pressure range than JIM (2-mbar to 0.02-nbar); this enables hydrocarbon cooling at/below the JTGCM homopause to be incorporated for dissipating auroral and Joule heating. In addition, a more realistic magnetic field model is included in the JTGCM (see section 2.7 describing the VIP4 model); when combined with a Voyager-based ion convection model (section 2.7) empirically motivated ion drag and Joule heating patterns (single cells) are produced around the main auroral ovals in the north and south. These different model features warrant the detailed comparison of JTGCM and JIM simulations for common input parameters. Such studies are beyond the scope of this paper; however, initial comparisons of JTGCM and JIM fields will be made (see section 5).
Governing Equations
[19] The JTGCM code uses the same basic set of primitive equations found in the TIGCM for the neutrals, i.e., the thermodynamic equation, zonal (U) and meridional (V) momentum equations, the coupled continuity-diffusion equations (now for H and He), the hydrostatic equation, and the continuity equation (yielding vertical velocities) [cf. Roble et al., 1988; Bougher et al., 1988] . The goal here is to apply a consistent suite of primitive equations for the Jupiter thermosphere and ionosphere in order to facilitate JTGCM comparisons with Earth TIGCM outputs. Each of these JTGCM equations is cast in log-pressure coordinates (zp = ln(p0/p)), with a reference pressure level that is specified corresponding approximately to the average homopause level. For the JTGCM code, this reference pressure (p0) is located at 4.5-mbar (zp = 0). Each zp interval corresponds to 0.5-scale height at the local temperature.
[20] For the thermodynamic (energy) equation, incorporated terms include those that capture molecular and eddy conduction, adiabatic heating/cooling, hydrodynamic (horizontal and vertical) advection, the sum of all heating components (auroral plus Joule heating), and all IR cooling components (derived from hydrocarbon and H 3 + emissions). The momentum equations (zonal and meridional) include terms addressing molecular viscosity, curvature forces, Coriolis forces, hydrodynamic advection, the geopotential gradient force, and ion drag forces. Specific heat at constant pressure (Cp), thermal conductivity (Kt), and molecular viscosity (Km) parameters needed in these equations are calculated on the basis of the Banks and Kockarts [1973] gas mixture method and updated H 2 coefficients from Lide [1997] . Each of the terms in these three prognostic equations is routinely isolated for comparison using the JTGCM postprocessing diagnostic package (see section 3).
[21] The coupled multiconstituent continuity equations for the three major species (H 2 , He, and H) properly account for their mutual diffusion, eddy diffusion, horizontal and vertical advection, and photochemical sources and sinks. A matrix operator is employed to simultaneously solve these three-component continuity-diffusion equations implicitly, thereby speeding the calculation tremendously. Mutual diffusion coefficients (e.g., H-H 2 , H-He, H 2 -He) are calculated on the basis of tables from Mason and Marrero [1970] and updated according to Atreya [1986] . The temperature and pressure dependencies for these diffusion coefficients are included using the formulation described by Banks and Kockarts [1973] . Thermal diffusion coefficients are also important for these light species (e.g., He-H 2 ), and are taken from Chapman and Cowling [1970] . The time scale for molecular diffusion is calculated to be many (Earth) days near the Jupiter homopause. Mass weighted mixing ratios are ultimately calculated for each specie, in accord with the TIGCM formulation used for Earth, Venus, and Mars. Conversion to number densities (or other units) is accomplished during postprocessing.
[22] A simplified set of neutral-ion chemical equations (see Table 2 and section 2.5) provides the photochemical sources and sinks primarily for atomic hydrogen. Molecular hydrogen, the dominant background gas, is calculated as the remainder of the total density after helium and atomic hydrogen are subtracted. These three major species are used to derive the background atmosphere, upon which pressure and geopotential gradients are defined, yielding the net driver for the thermospheric circulation. By definition, minor species have no impact on the mean molecular weight or pressure (and geopotential) gradients within the JTGCM code.
[23] The eddy diffusion coefficient profile used in the JTGCM code is parameterized according to standard aeronomic formulations. A key feature about the JTGCM is that the magnitude of the eddy coefficient is chosen to place the equatorial CH 4 homopause at 4.5-mbar. Presently, the maximum eddy coefficient (K zz ) for eddy diffusion and viscosity is 2 Â 10 10 m 2 /s; no latitude or longitude variation is included.
[24] TIGCM modification for Jupiter also requires that we generalize the definition of time within the model to permit any rotational period to be accommodated. Specifically, we adopt ''Jupiter time,'' based on a Jovian day or 24 Jupiter hours (1 rotation), for use in the control code. This is equivalent to redefining the Jupiter second to conform to a 24-hour day like that of the Earth. For these exercises, the length of the Jupiter day is set at 35730 Earth seconds. This transformation enables the JTGCM model runs to be handled with the same bookkeeping scheme used for the Earth TIGCM. Furthermore, it permits the TIGCM interpolation routines to shift correctly the local time through Jovigraphic (l III ) longitude during the course of a JTGCM model rotation. However, for all the dynamical, chemical, and energetic formulations of the JTGCM code, standard Earth seconds are employed. The JTGCM time step is presently set at 60 seconds.
Boundary Conditions, Steady State, and Filtering
[25] The lower boundary in the JTGCM was chosen at 20 mbars ($250 km above the 1-bar level) to accommodate the peaks of the hydrocarbon cooling layers due to C 2 H 2 and CH 4 near the homopause level. In particular, this is important for proper cooling of the Jovian auroral atmosphere where strong electron precipitation provides heating that is conducted downward and radiated away via these strong IR emissions. H 3 + cooling from IR emissions [Drossart et al., 1989] has also been included above the homopause (see section 2.4). Our assumed boundary conditions are that the geopotential, zonal (U) and meridional (V) winds are zero at the lower boundary (i.e., strict corotation). This is surely a crude simplification that neglects the strong stratospheric winds [e.g., Flasar et al., 2004] and upward propagating tides and gravity waves [e.g., Young et al., 1997; Matcheva and Strobel, 1999; Hickey et al., 2000] that must be present in the Jovian lower atmosphere. Global average lower boundary conditions for temperature and neutral densities (H and He) are taken from Galileo [Seiff et al., 1998 ] and Voyager data [Festou et al., 1981] . Specifically, a globally average temperature, composed of observed equatorial and polar values near 250 km, is set to 190K. The helium volume mixing ratio is set to 0.135 at 250 km on the basis of Galileo probe observations [Niemann et al., 1996] . The atomic hydrogen volume mixing ratio is set to 4.23 Â 10
À8
, in accord with Voyager data. Photochemical equilibrium is assumed for the major ions (H 3 + and H 2 + ).
[26] Upper boundary conditions were specified at $1.1 Â 10 À4 nbar in order to properly include the high-altitude auroral heating processes [e.g., Grodent and Gérard, 2001] . Corresponding boundary conditions for temperatures and neutral winds are identical to those employed in the terrestrial TIGCM; i.e., vertical gradients in temperatures and winds (zonal, meridional, vertical) are set to zero at the model top. These conditions are in accord with weak energy sources at high altitudes; isothermal temperatures are also consistent with the emergence of the exosphere. For composition (H and He), diffusive equilibrium is assumed at the top boundary. Departures from diffusive equilibrium are driven elsewhere by the hydrodynamic transport terms and the net sources. Atmospheric escape of atomic hydrogen and helium for Jupiter is presumed to be negligible, owing to its strong gravity.
[27] Each of the JTGCM prognostic equations (thermodynamic, 2-momentum, 2-composition) is time dependent, but is typically integrated toward steady-state conditions. Thus each simulation of the JTGCM thermosphere/ionosphere code is allowed to run for 40 to 60 Jovian rotations in order to approach a cyclic steady-state solution in the modeled fields. After this time, calculated temperatures, horizontal and vertical wind velocities and densities (H 2 , He, H and major ions) may continue to vary slightly for pressures above the $1.0 mbar level (below roughly 350 km). This is reflected in thermal energy balances that are calculated above (steady state) and below the CH 4 homopause (see section 4). However, the primary global patterns in the horizontal distributions of these JTGCM calculated fields are clearly stabilized at higher altitudes. Longer integrations are needed to confirm similar steady-state conditions below $350 km.
[28] Planetary TGCMs achieve steady-state solutions according to various time scales that vary as a function of altitude [e.g., Bougher et al., 1999 Bougher et al., , 2002 . For Jupiter's thermosphere, a dynamical time scale can be defined as the transport time for average meridional winds to redistribute auroral oval region heat and atomic species to the Jovi- Sundstrom et al. [1994] . Te and T denote electron and neutral temperatures. M denotes background main neutral species in the lower thermosphere (H 2 ). Units of rates: 2-body reactions, cm graphic equator. Typical JTGCM zonal averaged meridional winds ($125 to 300 m/s) place this timescale at $4-10 Earth days for pressures below about 0.15 mbar. Equilibration requires that meridional pressure gradients are stabilized by both pole-to-equator and equator-to-pole wind flow (i.e., ''sloshing''), for which the dynamical timescale should be multiplied by 2. Thus the ''effective'' dynamical timescale is estimated to be $8 -20 Earth days (or 20-50 Jovian rotations). Hence JTGCM calculations can only achieve near equilibrium solutions when simulations are run on the order of !40 Jovian rotations. This requirement makes running JTGCM cases very time consuming when using 60 sec time steps. For this paper, we have appropriately elected to focus on three JTGCM cases only, each of which has been integrated for at least 40-rotations, yielding steady-state solutions. It is interesting that the 1-way dynamical transport timescale ($4 -10 Earth days) is comparable to the H 3 + cooling timescale ($4.5 days) inferred from observations in the main auroral oval [Lam et al., 1997] ; the timescale for molecular thermal conduction is also similar. Hence meridional transport, thermal conduction, and H 3 + cooling are expected to be competing processes in the Jovian upper thermosphere. However, the most important barrier to meridional transport of high-latitude auroral and Joule energy is likely to be the Coriolis force. Dynamical model simulations are required to investigate what magnitude of mean meridional winds is required to overcome this Coriolis force.
[29] The preceding equations using the fourth-order finitedifference computational scheme require that certain filtering, smoothing, and time-step assumptions be invoked to achieve numerical stability [e.g., Bougher et al., 1988] . Filtering of the shorter wavelength, fast-moving waves of the prognostic variables in the polar regions by Fourier analysis prevents linear instability when using the 60 second time step. Hence only low wave number components ( wave number 6 at 82.5 latitude, and wave number 2 at 87.5 latitude) of the temperature (T), zonal (U) and meridional (V) wind, and composition fields are retained at high latitudes. This filtering is also important, since grid sizes shrink in spatial extent as the pole is approached. Smoothing, using the frequency filter originally designed by Robert [1966] , and nonlinear horizontal diffusion are added to the JTGCM prognostic fields to control the time computational mode and nonlinear instabilities. Finally, a simple Rayleigh friction parameterization was employed at the start of JTGCM spin-up in order to control lower boundary instabilities. Later, this artificial friction (dissipation) was removed entirely as molecular and eddy viscosity became important. Use of these filtering, smoothing, and horizontal diffusion schemes does not significantly alter the basic (mean) prognostic fields. However, the appropriate time step is still limited by the horizontal wind speeds achieved in any given JTGCM simulation. For the JTGCM cases presented in this paper, a 60 second time step is completely adequate.
Hydrocarbon and H 3 + Cooling Formulations
[30] The lower boundary of the JTGCM code is set at 20-mbar, in order to capture the bulk of the hydrocarbon (HC) cooling due to strong C 2 H 2 (12.6-micron) and CH 4 (7.8-micron) emissions at the base of the thermosphere, below the homopause. HC cooling constraints were provided by reanalyzing the Voyager 1 Infrared Interferometer and Radiometer Spectrometer (IRIS) spectra [Drossart et al., 1993] . The total measured excess IR auroral zone emission (average over the IRIS field of view) in the HC bands between 7 and 13 microns was found to be about 208 mW/m 2 over an area of about 2 Â 10 14 m 2 with a resulting power output of 4 Â 10 13 W. This large IR output likely results from a large temperature enhancement in the upper stratosphere and lower thermosphere, in accord with strong auroral plus Joule heating that is conducted downward and made available for IR radiation.
[31] The conditions within the Jovian upper atmosphere (p = 1.0 to 1.0 Â 10 À4 mbar) permit H 3 + to be a useful probe of the energetics of the thermosphere-ionosphere system [Yelle and Miller, 2004] . Specifically, H 3 + emission is important as a major cooling agent of the Jovian thermosphere [e.g., Miller et al., 1997; Lam et al., 1997; Stallard et al., 2002] . The major portion of all H 3 + emission originates from the n 2 = 1 level. The study of Lam et al. showed that the auroral polar regions were emitting a few mW/m 2 , with typical values of ro-vibrational temperatures ranging from 850 to 1050 K. The corresponding vertical column densities of H 3 + were found to be 2.5 to 12.5 Â 10 16 m
À2
. The relatively low spatial resolution of these measurements suggested perhaps that these cooling rates might be lower limits to actual smaller-scale auroral structures [e.g., Grodent and Gérard, 2001 ]. More recent, higherresolution, work by Stallard et al. [2002] enabled auroral structures to be resolved and emission rates to be measured across the auroral/polar region. Column integrated emission rates range from 0.6 mW/m 2 (in the darkest regions) to 3.1 mW/m 2 (in the brightest regions) within the auroral oval. They also found corresponding H 3 + column densities that varied from 0.3 to 1.4 Â 10 16 m
. Finally, vibrational temperatures were extracted ranging from 900 K (in the darkest regions) to 1250 K (in the brightest regions). These H 3 + measurements provide key constraints for the present JTGCM model simulations in the auroral oval regions.
[32] Assuming that the hydrocarbon auroral emissions originate in optically thin layers, we used the simple radiative transfer model of Drossart et al. [1993] to calculate the effects of temperature and species abundances on the CH 4 and C 2 H 2 infrared emissions. For these two molecules, the radiation is calculated for the fundamental transition which is predominant in the IR spectrum, for which optically thin conditions hold for pressures less than 20-mbar. The total emission within 2p steradians in the n 4 = 1 band of CH 4 can be written as
where I ch4 is emission intensity, N ch4v1 is the integrated column of density of CH 4 in the n 4 = 1 vibrational level, E ch4 is the wave number (cm À1 ) at line center (energy of the transition), and A ch4 is the Einstein coefficient for the vibrational transition. A similar expression can be written for C 2 H 2 , with the constants given in Table 1 of Drossart et al. [1993] . When first assuming Local Thermodynamic Equilibrium (LTE), the integrated column density N ch4v1(z) at level z can be calculated as given by equation (2) [33] H 3 + cooling in the 3 -4 micron fundamental (n = 2) band is also calculated making use of the photochemically derived H 3 + densities within the JTGCM itself. Again, it is assumed that optically thin conditions prevail. A similar cooling rate formulation is used after the hydrocarbon scheme. The quenching rate of the H 3 + (n = 2 vibrational level) by H 2 is set at 3.0 Â 10 À10 cm 3 sec
À1
. The Qv(T) vibrational partition function is taken from Miller et al. (personal communication) . Clearly, H 3 + cooling is expected to maximize where local H 3 + densities peak, in the auroral regions where production is greatest (see sections 2.5 and 2.6). This implies that H 3 + cooling serves to offset (dampen) auroral heating as electron precipitation also provides the source for H 3 + densities. We will later show that this H 3 + ''thermostat'' can be important in the overall thermal balance in the Jovian upper atmosphere.
[34] The required calculated HC vertical density profiles (C 2 H 2 and CH 4 ) were based on offline tables generated from the model of Gladstone et al. [1996] . Polynomial fits (up to 25th order) were constructed that reproduced zonally averaged Gladstone model HC density profiles up to 0.1 nanobars. At lower pressures (higher altitudes), HC densities are small and resulting IR cooling is minimal. The JTGCM therefore neglects HC cooling in this region.
Ion-Neutral Chemical Reactions/ /Rates and Production Functions
[35] A simplified set of ion-neutral chemical reactions has been collected for incorporation within the JTGCM code. Ion-neutral photochemistry is particularly important for atomic hydrogen (H) densities, since H is efficiently transported by the global circulation. Global redistribution of H modifies the local mean molecular weights, which in turn impact pressure gradients and the resulting winds. The goal of such a reduced set of chemical reactions is to capture the primary sources and sinks for atomic hydrogen, as well as H 2 + and H 3 + . Production functions for H atoms and H 2 + ions are utilized, based on detailed offline 1-D model calculations. The H 2 + production function incorporates direct electron (auroral) and ion (equatorial) precipitation sources only. The production function for H is derived from net H 2 dissociation resulting from initial electron precipitation and subsequent chemical reactions (see below). Recall that the H + ion is presently prescribed within the JTGCM on the basis of detailed 1-D auroral profiles calculated offline [Waite et al., 1983] . It is well known that a proper calculation of H + densities requires a loss mechanism involving H 2 vibrational levels [Cravens, 1987; Majeed and McConnell, 1991] . However, this key loss for H + was not properly treated within the Waite et al. 1-D model, and likewise is missing in the present JTGCM code. A future version of the JTGCM will explicitly incorporate these H 2 vibrational levels for this purpose (see section 6).
[36] Table 2 summarizes the key reactions and rates incorporated; ion-neutral reaction rates are taken from Atreya [1986] , Gladstone et al. [1996] , Kim and Fox [1994] , and updated by Moses and Bass [2000] . Electron temperatures are assumed to be identical to neutral temperatures. Production of H 2 + is parameterized according to the same auroral [Waite et al., 1983; Grodent and Gérard, 2001] and equatorial [Waite et al., 1997] (2) reaction with CH 4 is important at low altitudes. Dissociative recombination rates for these two branches have been the subject of considerable debate. However, the paper by Bates et al. [1993] and the laboratory study by Sundstrom et al. [1994] provide strong theoretical and experimental support for a total recombination rate of $1.5 Â 10 À7 cm 3 /s at 300K. According to recent measurements by Larsson [1997] , we adopt a slightly reduced rate (1.1 Â 10 À7 cm 3 /s at 300K) along with the branching ratios suggested by Mitchell et al. [1983] . The dominant ion calculated in the aurorally excited ionosphere is H 3 + , which is the predominant contributor to ion drag.
[37] The sources for atomic H are similarly prescribed on the basis of a polynomial fit to a production function calculated by the auroral 1-D model of Waite et al. [1983] . The H production function is constructed by assuming each H 2 + ion created results in 2 to 4 H atoms ultimately being produced via chemical reactions culminating in H 3 + dissociative recombination. This effective H 2 dissociation source for H can be scaled according to the initial electron precipitation source for H 2 + . This scheme enables a consistency to be maintained throughout the JTGCM for unique auroral energy inputs (see section 2.6). In addition, a weak low-latitude ion precipitation source of H is incorporated on the basis of a polynomial fit to a similar production function calculated by the equatorial 1-D code of Waite et al. [1997] . The major sinks of H are explicitly calculated within the JTGCM and include (1) three-body recombination (low altitude), (2) reactions with C 2 H 2 and CH 4 (low altitude), and (3) charge exchange with H 2 + (high altitude).
[38] The objective in utilizing these 1-D model production functions is to obtain detailed auroral and equatorial model inputs for the JTGCM in a cost-effective way. Both production functions for H atoms and H 2 + ions can be scaled to allow for changing electron and ion precipitation characteristics utilized in formulating the auroral and equatorial heating rates, respectively. In this manner, internal consistency is maintained among the productions and the corresponding heating rates. Later JTGCM upgrades will provide for direct formulations of these production functions within the JTGCM itself using simplified schemes. . For each of these components, energy is roughly deposited near the homopause, just above the homopause, and high in the Jovian thermosphere, respectively [Grodent and Gérard, 2001] . This vertical profile for auroral oval heating due to precipitating electrons is parameterized within the JTGCM as shown in Figure 2 . The major electron heating mechanisms considered in this parameterization also account for the chemical heating due to the formation of H 2 + and H, plus subsequent reactions resulting in dissociative recombination of H 3 + to produce H 2 and H [Grodent and Gérard, 2001] . It is noteworthy that the electron degradation codes used by Grodent and Gérard [2001] and in the JIM model [Achilleos et al., 1998 ] produce different penetration depths for electrons of roughly the same energy. Resolution of this discrepancy is beyond the scope of this paper (see discussion in section 5).
[40] For the equatorial model atmosphere, we assume that precipitating particles may be heavy ions with energies greater than 300 keV/amu. The JTGCM uses the chargedparticle ''drizzle'' estimated by Waite et al. [1997] from the ROSAT X-ray observations as a source of weak equatorial heating (flux = 0.15 mW m
À2
). This drizzle was specified within a low-latitude band (±60°latitude) to investigate the relative importance of this heating mechanism on the Jovian equatorial thermosphere. Simulations with and without this equatorial drizzle were conducted to quantify its impact on the equatorial thermal budget. JTGCM simulations show that the heating due to this drizzle is weak compared to dynamical heating at equatorial latitudes (see section 3.2).
[41] The auroral morphology in the JTGCM code is represented by the north and south polar ovals inferred from the analysis of the Jovian ultraviolet (UV) images obtained by the HST WFPC-2 from June 1996 to July 1997 [Clarke et al., 1998 ]. The input particle heating is specified symmetrically in l III longitude along both polar ovals, with a vertical distribution (as a function of pressure) that is the same everywhere. The oval width is limited to the 5°latitude-longitude resolution of the JTGCM code, effectively yielding a delta function for auroral forcing along the two ovals. This oval width in the JTGCM is coarser than that of Jupiter's real oval; nevertheless, the integrated energy flux is assumed to be the same. This same ''mask'' is applied to the auroral production functions (see section 2.5). This auroral oval ''masking pattern'' is illustrated in Figure 3 for the north and south ovals. Superimposed on this masking function are plotted plasma drift vectors corresponding to the magnitude and direction of the net (u i + v i ) ion winds. Maximum arrows represent nearly 3.0 km/s ion winds in both hemispheres. Details of this single-cell ion circulation will be described in section 2.8.
Magnetic Field Model and Orientation
[42] The present state-of-the-art in Jupiter magnetic field mapping is described in detail by Connerney et al. [1998] , who discussed the origins and limitations of the two primary magnetic field models presently in use. The VIP4 model has been improved over the O6 model by the use of HST and IRTF images of the latitude track of the Io flux tube. This guarantees a better agreement in the field line mapping to the region of the Io orbit. However, it may not improve the fits for more distant regions (near the 30-50 Rj limit of the field model). The VIP4 magnetic field model is used within the JTGCM formulations to (1) specify the ion drag parameters and (2) map the Jovian magnetosphere to the ionosphere.
Ion-Drag and Joule Heating Formulations
[43] Ion-drag, which modifies neutral wind speeds in the Jovian thermosphere, is produced by ion-neutral collisions in the Jovian auroral oval regions. Ions, magnetically connected to the subrotating regions of the magnetosphere, lose their momentum in collisions with neutrals and thus drive the neutrals to move in roughly the same direction. This drag is proportional to the product of the ion density (mostly H 3 + ) and the relative drift between the neutral and ion constituents. Ion-drag is a dominant neutral momentum forcing process at auroral oval latitudes near the altitude of the ionospheric peak. In addition, Jovian high latitudes map furthest into the Jovian magnetosphere, along magnetic field lines (L ! 20); the corresponding ions are subject to corotation breakdown and thereby influence the corotating neutrals in unique ways. Ion drag also depends on the ionneutral collision frequency and on the local configuration of the magnetic field. At higher ionospheric altitudes where the ion gyrofrequency exceeds the ion-neutral collision frequency, ionization is constrained to move along field lines, thereby dragging the neutrals. In addition, Joule heating results from the friction due to the motion of the ions relative to the neutrals. Richmond et al. [1992] have shown that ion-drag can significantly modify the neutral winds at Earth's low and mid latitudes, thereby affecting the distribution of neutral temperatures.
[44] The parameterization of ion-drag and Joule heating in the JTGCM code is based on the formulation described by Roble and Ridley [1987] . The ion-drag parameters (tensors) for the 10°offset Jovigraphic and Jovimagnetic poles are described as follows:
where d is the magnetic declination angle and I is the magnetic dip angle and
where s P and s H are the Pedersen and Hall electrical conductivity, respectively, B is the strength of the magnetic field from the VIP4 model of Connerney et al. [1998] , and r is the JTGCM density. The Joule heating (per unit density) in the JTGCM is derived from the ion-drag parameters as
where u i and v i are the Jovigraphic zonal and meridional ion drift velocities; u n and v n are the zonal and meridional neutral wind components determined at a given time step in the JTGCM. A convection electric field is estimated and corresponding ion drifts (u i and v i ) are generated using an ionospheric convection model based on Voyager measurements of ion convection in the outer magnetosphere [cf. Eviatar and Barbosa, 1984] . Subsequently, the VIP4 magnetic field model [Connerney et al., 1998 ] is used to map this magnetospheric ion convection pattern to ionospheric altitudes at auroral oval latitudes. In this manner, anticorotational electrojet winds of nearly 3.0 km/s are prescribed around both main auroral ovals, driving the neutral winds to move in the same direction. Conversely, in nonauroral regions, u i and v i are zero (i.e., corotational); corresponding neutral winds are decelerated by ion-drag forcing in those regions where the ion-neutral collision frequency remains high.
[45] These well-tested TIGCM formulations provide a means to examine the general impact of ion drag and Joule heating on the JTGCM neutral winds and thermospheric structure. A future JTGCM paper will examine in great detail the coupling of the Jovian ionosphere and magnetosphere, and the time variable nature of this magnetospheric ion convection pattern and its ionospheric counterpart.
JTGCM Simulations and Results
[46] Three simulations from the JTGCM are examined in detail in this section: (1) a simplified case incorporating moderate auroral forcing (particle precipitation) alone; (2) a coupled case combining auroral plus reduced (30%) ion drag and corresponding moderate Joule heating; and (3) a coupled case incorporating auroral, full (100% efficient) ion drag, plus strong Joule heating. The goal in selection of these three cases (see Figure 1 ) for detailed study is to provide representative simulations of Jupiter's upper atmosphere for which the relative roles of the underlying dynamical drivers can be clearly identified and investigated. The evolution of these three cases toward a best simulation, reasonably matching available multispectral and Galileo probe measurements, seems the best suited to this goal. In addition, a great deal of computer time is required to achieve steady-state conditions for each of these simulations utilizing the required 60 second time step. We identify common slices of JTGCM output fields to present for each case to facilitate model comparisons. Specifically, fields at constant pressure levels (near the model top and H 3 + peak), zonal average fields over the entire JTGCM domain, and an assortment of energy diagnostic terms are illustrated and described for each case. The model near-top level is located at $2.0 Â 10 À4 nbar; the H 3 + peak is typically located at $0.14-mbar.
Moderate Auroral Forcing Alone
[47] Case 1 is initiated with auroral forcing alone; ion drag and Joule heating are neglected. This case is run to steady state for 40-Jovian rotations. This simplified simulation affords us the opportunity to examine the strength of the global wind system and its ability to transport energy and species about the planet for moderate auroral forcing conditions without the complexity of thermosphere/iono-E04008sphere/magnetosphere coupling. Cases 2 and 3 will incorporate these coupling processes for different efficiencies (see sections 3.2 and 3.3).
[48] Figure 4a shows JTGCM aurorally driven temperature and horizontal wind distributions near the top boundary of the JTGCM in the exosphere. These neutral winds clearly diverge from the auroral oval regions (in the north and south), are rapidly turned westward by the strong Coriolis forces, and converge at low latitudes. Corresponding temperatures are warmest in the oval regions themselves (reaching $950 K), and much cooler at lower latitudes and near the equator ($700 K). These exospheric temperatures are roughly 250 K colder than observed in the auroral oval regions [e.g., Drossart et al., 1989; Miller et al., 1990; Lam et al., 1997] and near the equator [cf. Seiff et al., 1998 ]. Some modest component of the meridional winds is visible in the upper thermosphere, yielding a net maximum horizontal (zonal plus meridional) wind of approximately 500 m/s. Corresponding exospheric vertical winds are upward (+1.0 to 7.0 m/s) in the oval regions in accord with divergent flow, and downward (À0.5 to À1.0 m/s) at low latitudes where the global thermospheric flow converges. Conversely, Figure 4b illustrates aurorally driven temperature and horizontal wind distributions near the H 3 + peak. Clearly, zonal winds dominate (up to 150 m/s), meridional and vertical winds are very weak, and divergence and convergence of this flow is hard to identify. At this level (p = $0.14-mbar), the net thermal forcing and resulting meridional flow are not sufficient to overcome the strong Coriolis forces. Further details on momentum balances will be given below in the context of zonal average quantities.
[49] Zonal average slices for several JTGCM fields are presented over 6 panels in Figure 5 . These slices provide insight into the longitude independent wind, temperature and density distributions for comparison to available multispectral data. The largest latitudinal temperature gradients (up to 250 K) are found above 700 km (below 0.01 mbar) (Figure 5a ). The resulting zonal (Figure 5b ) and meridional ( Figure 5c ) winds are largest above 700 km as well. Zonal jets with westward winds up to $450 m/s appear at 40-60°l atitude in both hemispheres; corresponding meridional flow is equatorward in both hemispheres with magnitudes reaching 140 m/s. Below $700 km, meridional flow is very weak and the zonal jet structure breaks down. Resulting vertical winds (Figure 5d ) are upward in both polar regions (approaching 4.0 m/s) and downward near the equator (up to À1.0 m/s), again reflecting the fact that the strongest global wind structure (largely symmetric between the hemispheres) occurs above 700 km.
[50] A quantitative measure of the relative importance of the Coriolis torques requires that momentum balances be examined as a function of altitude for this Case 1 simulation. For zonal averaged conditions (not shown), a comparison of meridional momentum terms above 1300 km reveals that pressure gradient terms driving meridional winds are larger than Coriolis terms, with molecular viscosity becoming important at the highest altitudes. A similar comparison of terms below 1300 km demonstrates that Coriolis torques are largely balanced by meridional pressure gradients, consistent with geostrophic balance. Hence the threshold magnitude of zonal averaged meridional winds required to overcome Coriolis forces is approximately $100 m/s. This threshold is achieved in the upper thermosphere, but not near the 0.14-mbar level for this JTGCM Case 1 simulation.
[51] Compositional distributions respond both to the large scale circulation and the background temperature structure. Figure 5e presents the zonal average atomic hydrogen distribution, showing an aurorally driven peak ($6.1 Â 10 10 cm À3 ) near 1.5-mbar in both hemispheres. Below $600 km, the pole-to-equator decrease in the hydrogen density on a constant pressure surface reflects cooler equatorial temperatures. However above $700 km, the hydrogen densities transition to a more uniform latitudinal distribution owing to meridional transport which is beginning to be effective. Overall, the latitudinal density variation is quite weak, implying that hydrogen is largely controlled by photochemical sources and sinks, the local temperature distribution, and vertical diffusion. Equatorward transport of hydrogen only begins to be important above 700 km, resulting in the lateral redistribution of hydrogen atoms. Finally, Figure 5f illustrates the H 3 + (primary ion) latitudinal distribution, for which a peak ($1.5 Â 10 5 cm À3 ) is observed in the southern oval region near 0.14-mbar, and low-latitude (±50°) values maximize near the same pressure level reaching $5-8 Â 10 4 cm
À3
. See also Figures 6a and 6b. The northern oval region is sufficiently smeared out in a zonal average plot so that discernable ion peaks are not as clearly visible as those in the south.
[52] Compositional distributions can also be presented in mixing ratio units, thereby eliminating the effects of temperature changes (i.e., thermal expansion) and highlighting the influence of chemistry and transport effects of the global circulation. However, the zonal average distribution (not shown) of the atomic hydrogen mixing ratio (H/H 2 ) reveals only a weak variation from pole-to-equator above $700 km. Below, a $1.0% enhancement of this ratio occurs from the equator to the auroral oval regions. This behavior is not controlled by lower boundary conditions (nearly 2 scale heights away). Rather, this variation is consistent with (1) high-latitude sources of atomic H dominating near this level and (2) the transport of hydrogen atoms becoming effective above $700 km.
[53] Ion distributions within the southern oval (H 3 + ) and near the equator (H 3 + and H + ) are also presented in Figure 6 to clearly identify where the major ion peaks are located and their magnitude for this moderate auroral case. Figure 6a shows the H 3 + ion peaking near 0.14-mbar (about 550 km) at $3.0 Â 10 5 cm À3 in the southern oval region. The auroral source for the H 3 + ion is provided by electron precipitation, as parameterized by the H 2 + production function utilized by the JTGCM (see section 2.6). Nonoval production of H 3 + , owing to charged particle (ion) drizzle from the inner radiation belts, gives rise to an equatorial peak near 0.14-mbar of $8.6 Â 10 4 cm À3 (Figure 6b) . Finally, the H + profile is prescribed uniformly about the Figure 6 . JTGCM Case 1 (auroral forcing alone). Ion density profiles are contrasted for auroral versus equatorial regions. Specifically, (a) a typical H 3 + density profile within the south oval (aurorally driven), (b) an H 3 + density profile at the equator (including drizzle), and (c) an H + density profile anywhere (prescribed from an independent 1-D model). Units are log 10 #/cm 3 for each panel, for ease of comparison with Figure 5f . These densities can be converted to log 10 #/m 3 units by adding 6.0 to the profile values. [1983] 1-D model, nor in the present JTGCM prescription (see section 2.5). Overall, the major ions (H 3 + and H + ) have slightly separated peak heights, with H 3 + ions peaking at the lowest altitudes.
[54] Diagnostics are obtained to confirm those processes that maintain the equatorial and auroral region simulated temperatures for Case 1. Auroral thermal balances (not shown) reveal that the prescribed auroral heating (Figure 2 ) is largely offset by molecular thermal conduction and to a lesser extent upwelling winds (adiabatic cooling) in the upper thermosphere. This downward conducted heat is subsequently radiated away by H 3 + emission (hydrocarbon emission) above (below) the CH 4 homopause near 4.5-mbar. Overall, dynamical terms have little influence on auroral thermal balances in this JTGCM simulation; i.e., radiative equilibrium largely prevails. Conversely, equatorial thermal balances (Figure 7 ) reveal that adiabatic heating plus weak charged-particle drizzle combine to maintain temperatures above $350 km (at pressures below 0.1 mbar). Figures 5c and 5d confirm that winds subside and converge near the equator providing modest dynamical heating. Heating and cooling rates at 0.1-mbar approach 2 Â 10 À7 Wm
. Molecular thermal conduction acts to direct this heat downward toward the CH 4 homopause where hydrocarbon IR cooling radiates the heat away. Just above the homopause (0.1 to 1.0 mbar), adiabatic heating and horizontal advection terms also contribute to this downward conducted heat, giving rise to the strong vertical temperature gradient calculated. However, the simulated heating terms are not sufficient to maintain the observed equatorial temperatures of the Galileo ASI profile [Seiff et al., 1998 ]. Another source of equatorial heating is required to reproduce Galileo ASI temperatures.
[55] In summary, this aurorally driven JTGCM simulation illustrates the response of the equatorial thermospheric temperatures and hydrogen densities to modest equatorward neutral winds at high altitudes. However, below 700 km, the auroral forcing is not strong enough to drive meridional winds that can impact the thermospheric structure near the equator. Measured Galileo ASI temperatures are impossible to reproduce with this wind structure. A threshold level of equatorward wind magnitudes is required to overcome the strong Coriolis forces in the Jovian upper atmosphere. This Case 1 JTGCM simulation suggests that meridional wind speeds must exceed roughly 100 m/s for equatorial densities and temperatures to be noticeably affected by high-latitude forcing.
Moderate Auroral Forcing Plus Reduced Ion Drag and Joule Heating
[56] Case 2 incorporates both auroral forcing plus ion drag. The latter is prescribed according to a plasma drift pattern (Figures 3 and 8 ) that is consistent with a convection electric field derived from the Voyager constrained magnetosphere model of Eviatar and Barbosa [1984] (see section 2.8). For this JTGCM case, reduced (30%) ion drag and corresponding moderate Joule heating are incorporated into the JTGCM. This ion drag efficiency means that a 30% scaling of the full $3.0 km/s maximum ion winds is implemented in the JTGCM. Such a scaling may correspond to a smaller convection electric field than estimated from the Eviatar and Barbosa model. Case 3 will incorporate the full ion winds for calculation of ion drag and corresponding strong Joule heating. Both Case 2 and 3 simulations are run for 55-65 Jovian rotations in order to ensure that steady state solutions are achieved below $1.0 mbar.
[57] Figure 8 illustrates the underlying single-cell plasma drift patterns (north and south) that give rise to the ion drag forcing newly implemented in the Case 2 JTGCM simulation. These polar plots show that anticorotational ion flow expected for an auroral electrojet prevails in both the southern and northern hemispheres. The length of the arrows signifies relative ion wind speeds at the JTGCM grid points corresponding to the prescribed oval locations. The ion wind patterns are pronounced and well organized in both hemispheres; the northern hemisphere circulation cell extends over a wider range of Jovigraphic latitudes (57 -90°N) than in the southern hemisphere (65 -90°S). In both cells, zonal ion winds approach $3 km/s, while meridional ion winds are weaker (up to 1.5 km/s). In general, the southern hemisphere plasma drifts are slightly (20%) stronger than those in the north, owing to the mapping of VIP4 magnetic field lines further outward into the Jovian magnetosphere. Such mapping results in a larger departure of the southern hemisphere plasma drifts from corotation than plasma drifts in the north.
[58] Figure 9a shows the JTGCM Case 2 temperature and horizontal wind distributions near the top boundary of the JTGCM in the exosphere; direct comparisons can be made with Figure 4a . Neutral thermospheric winds still diverge from the auroral oval regions (in the north and south), with maximum vector neutral winds now reaching $1.2 km/s. ). IR cooling is derived from both hydrocarbon and H 3 + (2 -4 micron) emission. Red curve segments denote heating; blue curve segments denote cooling. Individual curves are delineated as follows: (1) conduction (solid), (2) adiabatic heating/cooling (dotted), (3) IR cooling (dot-dashed), (4) drizzle heating (long dashed), and (5) hydrodynamic advection (short-dashed).
These horizontal wind speeds are more than double those presented in Case 1 (Figure 4a ). Maximum exospheric temperatures now range from 1500-1600 K in both auroral oval regions to $1350 K near the equator. These exospheric temperatures are $600 K warmer than corresponding Case 1 values (Figure 4a ). It is important to recognize that this top level within the JTGCM (near $2.0 Â 10 À4 nbar) is far removed from any Jovian measurement of thermospheric temperatures [e.g., Waite and Lummerzheim, 2002] .
[59] Instead, Figure 9b illustrates JTGCM Case 2 temperature and horizontal wind distributions near the H 3 + peak ($0.14-mbar) which occurs in the vicinity of 500 -600 km. At this level, temperatures now range from 1100 -1300 K in both auroral oval regions to $950 K near the equator; these values match available multispectral observations and Galileo ASI values reasonably well [e.g., Lam et al., 1997; Seiff et al., 1998; Waite and Lummerzheim, 2002] . In Figure 9b , a distinct single-cell pattern of strong neutral winds occurs between 60 and 90°Latitude in both hemispheres. In the southern oval region, a counterclockwise wind pattern emerges, with net vector winds reaching nearly 1.2 km/s. Zonal winds (not shown) display a very strong westward jet (up to À0.95 km/s) at high southern latitudes, with a return flow (up to +0.7 km/s) closer to the pole. The corresponding meridional winds are equatorward (up to $0.9 km/s) and poleward (up to À0.9 km/s). The net result is a single-cell (anticorotational) neutral wind pattern that is driven by the prescribed ion winds (with 30% efficiency) illustrated in Figure 8 . Similarly in the northern oval region, a clockwise single-cell (anticorotational) neutral wind pattern is visible that responds closely to the electrojet in the northern hemisphere. However, the neutral wind speeds in the northern oval region are about 50 -60% of the corresponding values of the southern hemisphere.
[60] Why are the southern hemisphere (oval region) neutral winds stronger than their counterpart in the north?
Ion drag is more effective in the southern auroral oval region, in part due to the $20% larger maximum vector ion winds which are mapped from the magnetosphere to the ionosphere (see Figure 8 ). In addition, the local topology of the VIP4 magnetic field in the northern hemisphere is much different from that in the south [cf. Connerney et al., 1998 ]. For the same electron densities, calculated Pedersen conductivities are generally larger in the southern hemisphere compared to those in the northern hemisphere. JTGCM diagnostics reveal a 30 -40% larger column integrated Pedersen conductivity in the southern oval region (up to 20 mhos) compared to that in the north (up to 12.5 mhos). Finally, a geometric effect occurs for which the spatially larger southern hemisphere drift pattern gives rise to ion drag forcing (and Joule heating) that is continuously applied to the southern auroral oval region over a larger fraction of a Jovian day. Overall, these features determine that the enhanced ion drag and the associated stronger Joule heating combine to drive stronger neutral winds in the southern auroral oval region. In general, it is clear that the ion drag and Joule heating inputs have significantly modified the neutral wind patterns and temperature distributions in both the northern and southern auroral oval regions.
[61] Zonal average slices of Case 2 temperature, wind, and composition fields are presented (see Figure 10 ) for comparison to similar slices from Case 1 (Figure 5 ). Again, this zonal average view emphasizes latitudinal variations and affords us the opportunity to more easily compare different JTGCM simulations. Immediately, it is evident that Case 2 temperatures throughout the thermosphere are much warmer (Figure 10a ) than Case 1 values (Figure 5a ). Joule heating significantly modifies the heat budgets in both hemispheres, yielding warm exospheric temperatures of 1400-1600 K in both auroral oval regions. Temperatures in the vicinity of 500 -600 km, near the H 3 + ion peak, are calculated to be 950 K (equatorial) to 1200 -1300 K (polar). ) south. Vectors represent the magnitude and direction of the net horizontal ion winds. Latitude circles on these dials are spaced in 4°intervals ranging from 52°N to 88°N (north oval) and 60°S to 88°S (south oval). Notice a single cell anticorotational plasma flow pattern in each hemisphere, i.e., clockwise (northern oval) and counterclockwise (southern oval). The strongest vector ion wind arrows roughly coincide with the prescribed oval locations (as indicated by the asterisks). This is in accord with the expected auroral electrojet in each hemisphere. Maximum zonal ion (u i ) winds approach $3.0 km/s; corresponding meridional (v i ) winds approach $1.5 km/s.
These latter values are in general accord with auroral temperatures derived from observations of H 3 + emissions [e.g., Drossart et al., 1989; Miller et al., 1990; Lam et al., 1997] and equatorial temperatures taken from the Galileo ASI entry profile [cf. Seiff et al., 1998 ]. Notice the strongest vertical temperature gradient appears near the equator over 1.0 to 0.05-mbar ($400 -700 km); this region overlaps the strong temperature gradient observed in the Galileo ASI profile. The heating mechanism responsible within this JTGCM simulation is examined below and in section 4. The warm topside temperatures yield large H 2 scale heights and a greatly expanded height scale as indicated on the y axis of all Figure 10 plots.
[62] The meridional temperature gradients aloft (above $1200 km) approach 200-300 K; latitudinal temperature gradients below 800 km are even larger near the southern oval region (60 -90°S). These large gradients in the southern hemisphere give rise to a deep zonal jet centered at 70°S latitude, with winds speeds reaching À0.93 km/s (see Figure 10b ). This westward jet clearly dominates the zonal flow, extends throughout most of the Jovian thermosphere (above the CH 4 homopause), and is consistent with strong meridional (south to north) winds approaching 140 m/s (see Figure 10c) . Just above the homopause at high southern latitudes, the westward zonal flow weakens dramatically, and is replaced by strong poleward (Figure 10c ) and subsiding ( Figure 10d ) flow which yields considerable dynamical heating at pressures above $1.0-mbar. This dynamical heating is driven by the unique neutral circulation that results directly from ion drag forcing poleward of the southern auroral oval. Further discussion of the impact of this dynamical heating is given in section 4.
[63] In the northern hemisphere, the westward zonal jet is centered at 60°N latitude, with winds speeds rising to À0.75 km/s (see Figure 10b) ; associated equatorward winds peak at À170 m/s (see Figure 10c) . Corresponding vertical winds are strongly upward in the southern hemisphere (up to +3.5 m/s), downward at low latitudes (0.5 -1.0 m/s), and upward again near the north pole (up to +6.5 m/s) (see Figure 10d) . Clearly, a strong zonally averaged circulation results from the added Joule heating, with upwelling/divergent winds at both poles, and convergent/downwelling flow near the equator. Maximum neutral horizontal winds (up to 1.2 km/s) are nearly double those simulated without Joule heating in Case 1. The slight hemispheric asymmetry in the calculated zonal averaged winds reflects the underlying asymmetries in the ion drag and Joule heating terms described above.
[64] This strong interhemispheric circulation pattern is clearly reflected in the hydrogen distribution (Figure 10e ), for which pole to equator density gradients (above 1200 km) can be as large as a factor of 200 or more. Hydrogen atoms created largely in the polar regions are being efficiently transported equatorward following zonally averaged streamlines of the global circulation pattern. This process of ''wind induced diffusion'' favors species with scale heights that are large compared to the background mean atmosphere. Therefore the hydrogen distribution is a good tracer of the Jovian thermospheric circulation. Lyman-a emission maps can be compared with JTGCM model predictions making use of the calculated hydrogen distribution in order to constrain the global thermospheric circulation pattern during observational periods (see further discussion in section 4). Finally, Figure 10f illustrates the H 3 + ion distribution, for which a peak ($2.0 Â 10 5 cm
À3
) is observed in the southern oval region near 0.14-mbar, and low-latitude (±50°) values maximize near the same pressure level and slightly smaller magnitude. These H 3 + ion densities are somewhat larger than for Case 1, which is consistent with warmer neutral (and electron) temperatures and less efficient dissociative recombination (primary loss) of H 3 + (see section 2.5).
[65] Pedersen conductivities are calculated in both the southern and northern oval regions and plotted in Figures 11a (south oval) and 11b (north oval) in order to demonstrate that hemispheric differences exist. Conductivity profiles are chosen for display that appear near the local maxima of the VIP4 magnetic field map, i.e., south oval (72.5°S latitude; 0°l III longitude) and north oval (57.5°N latitude; 180°l III longitude). Peak values appear in the vicinity of the local H 3 + ion peak; values are 3.176 Â 10 À4 mhos m À1 (south oval) and 2.350 Â 10 À4 mhos m
À1
(north oval). These specific profiles illustrate the role that the local VIP4 topology has on the simulated Pedersen conductivities. A maximum 35% difference between the two hemispheres is simulated. Zonal averaged and column integrated Pedersen conductivities in the southern oval region (up to 20.0 mhos) and northern oval region (up to 12.5 mhos) also reflect these hemispheric asymmetries (see above).
[66] Figure 12 illustrates both equatorial (2.5°N latitude; 0°l III longitude) and southern oval region (72.5°S latitude; 0°l III longitude) temperature profiles for Case 2. These specific locations are chosen to highlight the differences between auroral and nonauroral temperatures. Figure 13 quantifies the corresponding equatorial (Figure 13a ) and southern auroral oval (Figure 13b ) heat balances for these same locations. The former can be compared with Case 1 equatorial heat balances from Figure 7 . The relatively ''smooth'' equatorial temperature profile in consistent with the fact that conduction dominates all the other cooling terms throughout most of the domain (p 5.0 Â 10 À2 microbars). Furthermore, both horizontal advection and adiabatic heating terms dominate the Case 2 thermal balances below $1000 km (pressures above 0.005-mbar); i.e., these dynamical terms reach 0.1 to 1.0 Â 10 À5 W/m 3 near the 1.0-mbar level. The magnitudes of these dynamical terms are much larger (by factors of 10 -100) than for Case 1. This difference reflects the enhanced role of the intensified meridional circulation in both hemispheres as driven by strong Joule heating. When the specified equatorial drizzle is turned off, adiabatic heating and horizontal advection processes are still dominant and in control of the equatorial thermal budget. This strong dynamical heating is largely offset by H 3 + (2 -4 micron) cooling above the CH 4 homopause, and hydrocarbon cooling below. Hence the strength of the meridional circulation is the key to the maintenance of the warm equatorial temperatures observed in the thermosphere of Jupiter, as also demonstrated by Majeed et al. (submitted manuscript, 2004) .
[67] Figure 12 also shows that more ''wiggles'' occur in the southern oval temperature profile, since molecular conduction is not the dominant cooling term, except near the top of the JTGCM model domain. Specifically, Figure 13b illustrates that southern auroral oval temperatures are maintained by auroral heating above 800 km (pressures below 0.1-mbar), Joule heating over 400 -1000 km (down to the 1.0 mbar level), and strong dynamical terms below the homopause. Corresponding cooling is provided by the strong upwelling winds (adiabatic cooling) plus conduction above 1750 km (pressures below 0.001-mbar), H 3 + (2-4 micron) cooling around the H 3 + ion peak, and strong hydrocarbon cooling below the homopause. At the lowest altitudes (below 400 km), local dynamical heating is strong (reaching 2.5-8.5 Â 10 À4 W/m 3 ) owing to the significant ion drag impact on the neutral wind pattern near the pole. At this southern oval location (0°l III longitude and 72.5°S latitude), Joule heating peaks at a higher altitude near À4 W/m 3 . Hence Joule heating is offset by both H 3 + and hydrocarbon cooling (at and above the homopause), while the strong dynamical heating below the homopause is regulated by hydrocarbon cooling alone. Furthermore, this southern oval location is primarily cooled by mechanisms other that conduction, for which ''wiggles'' in the temperature curve can be sustained.
[68] Zonally averaged heat balances (not shown) are important to describe in order to place the important hemispheric asymmetries in context. Joule heating is largest in the southern auroral oval region, peaking near 0.1-mbar at 2.0 Â 10 À6 W/m 3 . The corresponding northern hemisphere Joule heating maximizes at the same pressure level at $7.0 Â 10 À7 W/m 3 . This factor of three asymmetry is significant and gives rise to the corresponding asymmetries in the zonal averaged wind fields above 0.1-mbar. Conversely, strong dynamical heating below the homopause at high southern latitudes (see Figure 13b ) results from a combination of hydrodynamic advection and adiabatic heating terms. Zonally averaged values of both of these terms peak near 1.0-mbar at $1.0 Â 10 À5 W/m 3 . This strong heating is efficiently dissipated by hydrocarbon (mostly CH 4 ) cooling (see section 4).
[69] In summary, Case 2 illustrates a significantly modified Jovian thermospheric structure and global circulation compared to that calculated earlier for Case 1. In particular, the addition of scaled (30%) ion drag and Joule heating processes yields equatorial and polar temperatures that reasonably match available multispectral and Galileo ASI observations. These cases suggest that both auroral particle and Joule heating are required to simulate observed Jovian thermospheric temperatures. The underlying global thermospheric circulation is greatly intensified when ion drag and Joule heating processes are applied. The resulting strong neutral winds (up to 1.2 km/s) play a significant role in redistributing high-latitude heat and atomic hydrogen atoms toward the equator. Dynamical heating terms in fact are key to reproducing observed equatorial thermospheric temperatures; low-latitude ion precipitation has only a minor effect. A north-south asymmetry in the JTGCM circulation and temperature distribution is related to hemispheric differences in Pedersen conductivities and the ion drifts themselves. The reduced ion drag (30%) that is required suggests that (1) the convection electric field derived by Eviatar and Barbosa from Voyager may not be as strong at all magnetic longitudes, (2) improved JTGCM ionospheric densities are required that include a self-consistent formulation for H+, (3) there is inadequate vertical propagation of angular momentum from below the JTGCM boundary to provide a corotating lower boundary condition, and/or (4) there may exist uncertainties in the magnetosphere-ionosphere mapping that we have conducted using the VIP4 model. Overall, Case 2 provides a promising working model for which further JTGCM diagnostics can be derived enabling comparisons with available observations (see section 4). Brief comparisons with the JIM model are also warranted (see section 5).
Moderate Auroral Forcing Plus Full Ion Drag and Joule Heating
[70] Case 3 couples moderate auroral forcing (Case 1) plus 100% ion drag and Joule heating parameters to provide an ''extreme'' simulation for investigation. Here, the full Eviatar and Barbosa convection electric field is employed giving rise to large ion drifts (up to 3.0 km/s) whose impact on the thermospheric energetics and dynamics is examined. Recent Canada-France-Hawaii Telescope (CFHT) observations suggest that warm Jovian thermospheric temperatures in auroral ''hot spots'' (in excess of 1200 K) may occur occasionally [Raynaud et al., 2004] . The present Case 3 simulation for these ''extreme'' conditions is not meant to be compared to the bulk of available multispectral and Galileo observations. Rather, this extreme case is useful to illustrate the impacts of very strong ion drag and Joule heating in the Jovian thermosphere. In addition, comparison of Case 2 and 3 zonal averaged fields is instructive.
[71] Zonal average slices of Case 3 temperature, wind, and composition fields are presented (see Figure 14) for comparison to similar slices from Case 2 (Figure 10 ). These zonal average slices emphasize latitudinal variations. Clearly, the very strong Joule heating elevates topside thermospheric temperatures to 2800-3100 K (both ovals) and 2700 -2800 K (near the equator). These values are 1400 -1500 K warmer than simulated previously for Case 2. Temperatures near the 0.14-mbar level are also much warmer, approaching 1950 -2450 K (ovals) and 1400 K (near the equator) for Case 3. Notice the strongest vertical temperature gradient appears near the equator over 1.0 to 0.05-mbar; temperatures rise by nearly 2000 K over this pressure region. Very strong dynamical heating (not shown), composed of adiabatic plus horizontal advection terms, gives rise to this strong equatorial warming. The intensified pole-to-equator circulation is ultimately responsible. Auroral oval temperatures are enormously enhanced by very strong Joule heating; i.e., zonally averaged peak heating is located near 0.1-mbar and approaches $1.0 Â 10 À5 W/m 3 in the southern hemisphere. How do these extreme ion drag and Joule heating parameters impact the global circulation and the distribution of atomic species (e.g., hydrogen)?
[72] Figure 14b illustrates a deep and very strong zonal jet centered at 70°S latitude, with winds speeds reaching À1.9 km/s. This westward jet is largely driven by Joule heating in the southern oval region; initial equatorward driven winds are turned westward by the Coriolis torques. This jet dominates the southern hemisphere zonal flow, extends above the Jovian homopause throughout the thermosphere, and is consistent with strong meridional (equatorward) winds approaching +300 m/s (see Figure 14c ). Both this strong zonal jet and the associated meridional wind speeds are more than double those previously calculated for Case 2. Immediately above the homopause at high southern latitudes, the westward zonal flow decreases dramatically, and is replaced by strong poleward (Figure 14c ) and subsiding (Figure 14d ) winds which produce strong dynamical heating at pressures above $1.0-mbar. In the northern hemisphere, the westward zonal jet is now centered at 60°N latitude, with winds speeds rising to À1.1 km/s (see Figure 14b) ; associated equatorward winds peak at À250 m/s (see Figure 14c ). Corresponding vertical winds are strongly upward in the southern hemisphere (up to +12.0 m/s), downward at low latitudes (À2.0 m/s), and upward again near the north pole (up to +17.0 m/s) (see Figure 10d) . Clearly, a strong zonally averaged circulation results from the added Joule heating, with upwelling/divergent winds at both poles, and convergent/downwelling flow near the equator. Maximum neutral horizontal winds (up to 2.3 km/s) are almost double those simulated for reduced ion-drag and Joule heating in Case 2. The intensified pole-to-equator global circulation plus the very warm thermospheric temperatures are clearly reflected in the hydrogen distribution ( Figure 14e) ; i.e., pole-to-equator variations can be as large as a factor of $100 or more.
[73] In summary, very strong ion drag plus Joule heating processes implemented in the Case 3 simulation serve to (1) greatly strengthen the zonal, meridional, and vertical winds throughout the Jovian thermosphere, (2) strongly warm temperatures near 1000 km to values in excess of those inferred from observed H 3 + emissions, and (3) transport hydrogen atoms efficiently toward the equator. The Joule heating rates calculated are likely an upper limit to what is possible. Nevertheless, the Case 3 simulation demonstrates the capability of a strong global thermospheric circulation in redistributing heat and atomic species from the auroral oval regions toward lower latitudes. In particular, very warm equatorial temperatures are shown to be maintained by a balance of dynamical heating processes and H 3 + (2 -4 micron) cooling above and hydrocarbon cooling below the CH 4 homopause.
JTGCM Diagnostics and Discussion
[74] Auroral (electron) precipitation, ion drag, and Joule heating processes together profoundly impact the simulated JTGCM global thermospheric circulation, and the underlying thermal and compositional distributions. Several diagnostics of these thermospheric features should be observable by ground-based or spacecraft platforms. We choose to investigate Case 2 diagnostic fields, since this case yields both auroral oval and equatorial temperatures that are reasonably consistent with available multispectral and Galileo ASI measurements.
[75] Figure 15a illustrates the atomic hydrogen distribution that results from this vigorous JTGCM thermospheric circulation. An integrated hydrogen column above the methane homopause is presented. This plot reveals a strong latitudinal gradient of hydrogen (a factor of 10-20), which increases from the south toward the north, in response to the stronger northward flow of the net global wind system. Equatorward winds are transporting atomic hydrogen from the northern and southern auroral oval source regions toward a ''stagnation'' point in the northern hemisphere, owing to the stronger net flow from south to north. Here, convergence of the horizontal winds occurs, and atomic hydrogen atoms ''pile up,'' reaching a maximum column density of $2.6 Â 10 17 cm
À2
. The transport of hydrogen is efficient because its scale height is large with respect to helium and H 2 . This Jovian interhemispheric hydrogen distribution does not display an equatorial ''bulge,'' in part due to prescribed JTGCM auroral forcing that is symmetric in l III longitude. However, other forces that are asymmetric in l III longitude, and under magnetic control, may act to further steer the neutral thermospheric circulation thereby focusing the hydrogen atoms toward specific longitudes as observed [e.g., McGrath, 1991] . Moreover, any north-south asymmetry in the hydrogen distribution should be reflected in the observed Lyman-a emission, which can serve as a tracer of the Jovian thermospheric circulation.
[76] The total heating simulated in both auroral oval regions should also be reflected in the corresponding total cooling that results from its dissipation. Table 3 summarizes zonal averaged column integrated thermal balances in the northern and southern oval regions. Values are selected for interhemispheric comparison at ±70°latitude above $400 km, at pressures less than 1.5-mbar where steady state conditions largely prevail. Units of mW/m 2 are displayed to provide consistency with volume heating and cooling rates (units of mW/m 3 ) illustrated in Figures 2, 7, and 13. Large Joule heating rates for Case 2 are calculated to be 70 mW/m 2 in the northern oval region, and nearly double (up to $140 mW/m 2 ) in the southern auroral oval (see Table 3 ). Auroral particle heating, when zonally averaged, contributes up to 8.5 mW/m 2 to the southern oval region. IR cooling plus dynamical cooling combine to generally balance this auroral plus Joule heating (within ±30%) in both hemispheres. Column integrated IR cooling rates, above the CH 4 homopause, are larger in the southern hemisphere (85 mW/m 2 ) than in the north (17.5 mW/m 2 ). Dynamical cooling is also important (110 mW/m 2 ) in the southern hemisphere. Recall that the hemispheric asymmetry in these Joule heating rates is due to a number of factors: (1) consistently larger ion drifts in the southern oval region, (2) differences in VIP4 magnetic field topologies of the northern and southern oval regions, and (3) hemispheric differences in the Pedersen conductivities (see section 3.2).
[77] It is noteworthy that H 3 + (2 -4 micron) emission contributes to cooling of auroral region thermospheric temperatures far above the CH 4 homopause to rather low pressures. This IR cooling increases as the local H 3 + densities increase, in response to the specified auroral oval (electron) precipitation (see section 2.6). cooling acts as a thermostat regulating Jovian upper thermosphere temperatures which are subject to soft electron precipitation and Joule heating (see section 2.6).
[78] Thermal balances below the CH 4 homopause are not captured by the entries in Table 3 . Strong dynamical heating in the southern oval region is of greatest importance; warming results from adiabatic heating and lateral advection associated with strong poleward and subsiding flow (see Figures 10c and 10d 2 ), since dynamical heating below the homopause is minimal in the northern oval region. Thus it is clear that hydrocarbon cooling is an effective sink of heat deposited near/below the homopause.
[79] Are the JTGCM (Case 2) column integrated cooling rates summarized in Figures 15b and 15c reasonable? Drossart et al. [1993] reviewed observed IR emission rates from the northern auroral region using Voyager Infrared Interferometer and Radiometer Spectrometer (IRIS) data. The strongest emissions are observed in the northern auroral region, but it is difficult to view the poles from equatorial observations. Strong hydrocarbon emissions from northern auroral ''hot spots'' are likely the result of both localized particle precipitation plus Joule heating. The former can be estimated from the energy influx from particle precipitation inferred from Voyager UVS observations [e.g., Herbert et al., 1987] . The contribution from Joule heating is largely unconstrained, but is estimated from scaling arguments to be as much as 50% of the total IR emission. Drossart et al. estimate the integrated excess IR emission over the global IRIS field of view to be 208±15 mW/m 2 , composed mostly of CH 4 and C 2 H 2 emission. Maximum IR cooling rates from the JTGCM northern auroral region are much smaller ($50 mW/m 2 ) than those inferred from IRIS observations. This is reasonable, since the Case 2 JTGCM simulation does not incorporate intense particle precipitation appropriate to a localized auroral ''hot spot.''
[80] Conversely, JTGCM hydrocarbon cooling rates (Case 2) in the southern hemisphere are calculated to be nearly 880 mW/m 2 , as required to balance strong dynamical heating (up to 800 mW/m 2 ) below the homopause. This cooling rate is much larger than the IRIS value of 208 ± 15 mW/m 2 corresponding to an auroral ''hot spot.'' However, the JTGCM zonal averaged Joule heating rate of $140 mW/m 2 is similar to that estimated from Drossart et al. from scaling arguments. We conclude that a straightforward comparison of southern hemisphere cooling rates from the JTGCM with IRIS observations is not possible until steady state conditions are obtained within the JTGCM below 400 km.
[81] Recent H 3 + emission rates and column densities [e.g., Stallard et al., 2002] indicate that variations across the auroral oval can be as much as a factor of 6. A maximum emission of 3.1 mW/m 2 was observed, corresponding to an H 3 + column density of 1.4 Â 10 16 m
. Case 2 JTGCM values (above) are comparable for both the southern and northern oval regions. The corresponding JTGCM topside temperatures of 1500 -1600 K are maintained by a balance of auroral particle heating, H 3 + emission and thermal conduction. The simulated JTGCM H 3 + emission rates are very similar, suggesting that the simulated JTGCM temperatures are reasonable as well.
Initial Comparisons of JTGCM and JIM Simulations
[82] A good summary of the JIM model and key simulations is given by Millward et al. [2002] . Recently, a suite of JIM model simulations was conducted to investigate how ionospheric densities and conductivities respond to variations in electron precipitation within the auroral ovals. The goal was to study the effects of fluxes of auroral electrons on the neutral and ion structure. These runs utilized different electrons with an assumed initial energy (E 0 ) of 10 keV and energy fluxes (E f ) ranging from 0.1 to 1000 mW m . The 22 keV component clearly deposits its energy near the homopause. Our JTGCM prescription for auroral electron precipitation most closely corresponds to the JIM case for which E 0 = 100 mW m À2 and E f = 10 keV. However, it is anticipated that JTGCM electrons (22 keV) will deposit their energy at higher pressures (lower altitudes) than JIM particles (10 keV) for the same energy flux ($100 mW m À2 ).
[83] We utilize selected JTGCM oval locations (north: 180°l III , 57.5°N; south: 0°l III , 72.5°S) to extract H 3 + profiles and column densities, and column integrated Pedersen conductivities for comparison to corresponding JIM values . The 10 keV electrons from JIM produce an auroral H 3 + profile having a peak of $1.0 Â 10 12 m À3 at 0.1-mbar (near 700 km). The corresponding JIM H 3 + column densities approach 2.0 Â 10 17 m À2 , with an integrated Pedersen conductivity of about 1.0 mhos . For the northern oval, a JTGCM peak H 3 + density of $3.8 Â 10 11 m À3 appears at 0.22-mbar (near 550-600 km), which indeed occurs deeper and at higher pressure than the JIM simulation. The associated JTGCM H 3 + column density approaches 3.8 Â 10 16 m À2 , and yields an integrated Pedersen conductivity of about 9 mhos. This conductivity is nearly a factor of 10 larger than calculated by the JIM model. On the other hand, for the southern oval, a JTGCM peak H 3 + density of $4.4 Â 10 11 m À3 again appears at 0.22-mbar, but now at a higher altitude near 700 km (owing to warmer temperatures). The corresponding JTGCM H 3 + column density approaches 4.4 Â 10 16 m À2 , and yields an integrated Pedersen conductivity of about 12.5 mhos. These JIM and JTGCM differences in H 3 + peak (and column integrated) densities may be due to the deeper penetration of the JTGCM H 3 + peak, for which the reaction with CH 4 is more efficient (see Table 2 ). In addition, some of the discrepancy among Pedersen conductivities may result from the use of different magnetic field models to compute conductivities within the JIM and JTGCM codes.
[84] Overall, these initial JIM and JTGCM comparisons reveal that (1) auroral particle heating and H 3 + ion production are different for these independent prescriptions for auroral electron precipitation and (2) the VIP4 magnetic field model produces different values for simulated conductivities. Detailed JIM and JTGCM comparisons require a comprehensive campaign for which a common suite of auroral and ion drag inputs are incorporated for benchmark simulations. These JIM and JTGCM simulations must be integrated to steady state, in excess of 40 -60 Jovian rotations, for useful comparisons to be conducted.
Summary and Conclusions
[85] A fully 3-D Jupiter Thermospheric General Circulation Model (JTGCM) was developed and exercised to address global temperatures, three-component neutral winds, and neutral-ion specie distributions from $250 to 3000 km. Our goal is to reproduce available multispectral and in situ measurements of the Jovian thermosphereionosphere system and to understand the underlying processes that maintain and drive enormous variations in this structure.
[86] Results from three JTGCM cases are presented which incorporate moderate auroral heating, moderate ion drag and Joule heating rates, and large ion drag and Joule heating. The best JTGCM simulation requires a $30% scaling of ion drag and Joule heating parameters (from the estimated maximum) in order to simulate equatorial and polar temperatures that reasonably match available multispectral and Galileo ASI observations. This case suggests that both auroral particle and Joule heating are required to simulate observed Jovian thermospheric temperatures and densities at both low and high latitudes above the homopause. The underlying global thermospheric circulation is greatly intensified when ion drag and Joule heating processes are applied to an otherwise aurorally driven wind system. The resulting strong neutral winds (up to 1.2 km/s) play a significant role in redistributing high-latitude heat and atomic hydrogen atoms toward the equator. Dynamical heating terms in fact are key to reproducing observed equatorial thermospheric temperatures; ion precipitation has only a minor effect. A north-south asymmetry exists in the JTGCM circulation and temperature distribution, which is related to hemispheric differences in Pedersen conductivities and the ion drifts themselves. The reduced ion drag (30%) that is required may imply (1) the convection electric field derived by Eviatar and Barbosa from Voyager may not be as strong at all magnetic longitudes, (2) improved JTGCM ionospheric (H+) densities are required, (3) there is inadequate vertical propagation of angular momentum from below the JTGCM lower boundary, and/or (4) there exist uncertainties in the magnetosphere-ionosphere mapping that we have conducted using the VIP4 model. Overall, it is clear that the variability of Jupiter's thermospheric structure and dynamics is likely triggered and regulated by this magnetosphere-ionosphere coupling.
[87] The present JTGCM code yields a realistic working model for which further detailed comparisons with available observations and the JIM model are warranted. Detailed JIM and JTGCM comparisons require a comprehensive campaign for which a common suite of auroral and ion drag inputs are incorporated for benchmark simulations. These JIM and JTGCM simulations must be integrated to steady state, in excess of 40 -60 Jovian rotations, for useful studies to be done.
[88] Future upgrades to the JTGCM code are planned to improve the self-consistency of the energetic, dynamical, and chemical processes so that magnetic storm events and the time variable responses of the Jovian thermosphere and ionosphere can be captured and studied in detail. For instance, new formulations for H + ionospheric diffusion and explicit H + losses via H 2 -vibrational states will be incorporated. In addition, solar EUV production terms for neutral and ion species will be calculated explicitly throughout a Jovian rotation. JTGCM auroral forcing will be enhanced to include asymmetries in l III longitude; this is required to focus hydrogen transport from the auroral oval regions toward the equator where an atomic-H bulge may form. Furthermore, the magnetosphere-ionosphere coupling and the resulting ion convection pattern are over-simplified within the present JTGCM code. Future effort will be made to improve the VIP4 magnetic field model mapping of the Jovian magnetosphere to the ionosphere. Improved ion momentum drag and Joule heating rates will then be available for use in future JTGCM simulations. Finally, the impact of upward propagating waves, including tides and gravity waves, remains to be addressed.
