Compressibility effects are present in many practical turbulent flows, ranging from shockwave/boundary-layer interactions on the wings of aircraft operating in the transonic flight regime to supersonic and hypersonic engine intake flows. Besides shock wave interactions, compressible flows have additional dilatational effects and, due to the finite sound speed, pressure fluctuations are localized and modified relative to incompressible turbulent flows. Such changes can be highly significant, for example the growth rates of mixing layers and turbulent spots are reduced by factors of more than three at high Mach number. The present contribution contains a combination of review and original material. We first review some of the basic effects of compressibility on canonical turbulent flows and attempt to rationalise the differing effects of Mach number in different flows using a flow instability concept. We then turn our attention to shock-wave/boundary-layer interactions, reviewing recent progress for cases where strong interactions lead to separated flow zones and where a simplified spanwise-homogeneous problem is amenable to numerical simulation. This has led to improved understanding, in particular of the origin of low-frequency behaviour of the shock wave and shown how this is coupled to the separation bubble. Finally, we consider a class of problems including side walls that is becoming amenable to simulation. Direct effects of shock waves, due to their penetration into the outer part of the boundary layer, are observed, as well as indirect effects due to the high convective Mach number of the shock-induced separation zone. It is noted in particular how shock-induced turning of the detached shear layer results in strong localized 1 damping of turbulence kinetic energy.
Introduction
While shock-wave interactions with turbulent boundary layers were known since basic experiments conducted in the 1940s (Dolling, 2001) , it became apparent in subsequent work that more subtle effects of compressibility were also present, for example in the experimental data on mixing layers collated by Birch & Eggers (1973) that showed a large reduction in growth rate as the Mach number increased. Indeed this was one of the motivations for the Brown & Roshko (1974) work on mixing layers that, besides stimulating work on organised structures in turbulence, also demonstrated that the reductions in growth rate could not be attributed solely to the effects of variable density. However other flows, such as attached turbulent boundary layers, did not show strong effects of compressibility, with Morkovin's hypothesis (Bradshaw, 1977) of weak compressibility applying up to Mach 5. Some of the apparent contradictions have been resolved in subsequent research, while some aspects, including turbulence and sub-grid modelling for compressible flows, are unresolved. A number of reviews of compressible turbulence and shock-wave/boundary-layer interaction (SWBLI) have been published over the last decade, including Smits & Dussauge (2006) , Gatski & Bonnet (2009) , Babinsky & Harvey (2011) and Clemens & Narayanaswamy (2014) . Recent progress on understanding low-frequency unsteadiness of SWBLI interactions, along with heat transfer and flow control, has been reviewed by Gaitonde (2015) .
In this contribution we will first consider (in section 2) the main canonical flow problems and then discuss flow stability arguments that, in connection to turbulence production at the largest eddy scales, can help to explain some of the differences seen between different flows such as the mixing layer and wall boundary layer. We then review (in section 3) more practical examples of SWBLI including fully 3D flow where the need to incorporate additional physics is observed in the form of streamline curvature effects.
Much of the recent progress has come from improvements in both experimental flow diagnostics and in the capabilities of numerical simulations based on eddy-resolving techniques such as direct numerical simulation (DNS) and large-eddy simulation (LES). Over the last 25 years experiments have been revolutionised by the application of particle image velocimetry (PIV) and related techniques such as stereo PIV. Initially developed for low-speed flows, the techniques are now being applied to high-speed SWBLI. Examples of the emerging capabilities of experiments are seen in recent studies of SWBLI by Souverein et al. (2010) for turbulent interactions and Giepman et al. (2015) for initially laminar interactions. On the numerical side progress has been even more striking, mainly enabled by improvements in computer hardware, but also with careful attention to algorithms, so this is briefly reviewed first, before proceeding to the physical problems.
Progress in numerical simulations of SWBLI
In this section we focus only on the techniques of DNS and LES that can provide reliable access to time-dependent three-dimensional flow fields during SWBLI. A pioneering study was by Adams (1998) , who considered ramp flow at Mach 3, including a fully turbulent inflow based on a precursor simulation of a temporally-developing boundary layer. The numerical approach used compact finite differences (6th order) and an essentially non-oscillatory (ENO) scheme for shock capturing. Adams (2000) used the methodology to resolve a small separation bubble in the ramp corner, the high-frequency components of shock oscillation and the strong amplification of turbulence energy in the interaction region.
A fundamental numerical issue in SWBLI is the requirement both to capture shock waves and resolve turbulence to an acceptable level. Shock-capturing schemes are dissipative by nature and, as a by-product, damp turbulence such that acceptable accuracy may only be achieved with extremely fine grids. A pragmatic approach is usually adopted, as suggested for example by the work of Yee et al. (1999) , which showed the benefits of additional shock detectors that serve to restrict the additional dissipation to the immediate vicinity of the shock waves. Even with such localisation, no benefit was seen in moving from fourth to higher order of accuracy. Given the additional inter-processor communication costs of compact schemes, limiting the order of accuracy to fourth order and using non-compact schemes has led to efficient algorithms that scale well to large core counts on massively parallel architectures.
Additional ad hoc limiters such as that of Ducros et al. (1999) serve to restrict the dissipative shock-capturing schemes within boundary layers. This is potentially an issue where shock waves penetrate boundary layers, an example of which will be seen later in this paper.
An unwelcome feature of these additional limiters is the appearance of additional numerical parameters that one might be tempted to tune for each simulation. However, this is not advisable and a better approach is to fix all the parameters for model problems and then numerical issues, when they appear, can usually be attributed to a lack of grid resolution.
Other algorithmic developments over the last 20 years have led to more stable schemes for high Mach number, a number of which are compared by Johnsen et al. (2010) . Examples of the algorithms used in SWBLI applications include the entropy splitting appraoch fromGerritsen & Olsson (1996) that was applied to turbulence simulation in Sandham et al. (2002) , and skew-symmetric formulations, reviewed by Pirozzoli (2011) . The idea is to ensure that some energy-like norm of the flow solution is conserved, although typically this is only provable for simplified forms of the equations. Other stabilising features include treatment of odd-even decoupling, which would otherwise lead to grid-to-grid point oscillations and explicit filtering that is often incorporated in place of the de-aliasing approach that would commonly be applied in spectral simulations of incompressible flows. Again, caution is needed, since filtering can lead to smooth solutions, giving the impression that a flow is fully resolved. It may be better in many applications to have a numerical method that leads to grid-scale oscillations when the grid is inadequate, since then the problem is apparent and in principle fixable with a finer grid, even though this comes with additional computational cost. Recent works commonly use shock capturing from one of the family of weighted ENO (WENO) schemes, but are computationally expensive (Pirozzoli, 2011) and Johnsen et al. (2010) caution that grid refinement studies are unavoidable for such schemes.
Large-eddy simulation is problematic for compressible flows due to the large number of sub-grid terms that may need to be modelled, as discussed in Garnier et al. (2009 ). Vreman (1995 recognised the problem and overcame it to some extent by proposing dynamic models that do not require any particular physical insight into the nature of the various terms. On the other hand, the errors due to the neglect of compressibility effects may not so serious for LES, since most of the strong compressibility is expected to reside in the larger scales that are resolved on the grid. The majority of examples of LES for high-speed flows use sub-grid models that have been converted from low speed flows in a straightforward manner by including density variations. Sub-grid heat conduction is usually treated with a constant turbulent Prandtl number. A big variable in LES is the size of the grid relative to what would be required for a DNS. For flows near wall a common approach is to resolve the flow down to the structures of the viscous sublayer, which means that grids are typically within a factor of 2 to 4 (in each direction) of the grids required for DNS. In this situation relatively little energy is carried in the subgrid model and errors to the omission of compressibility terms will anyway be small. Nevertheless, shocks and eddy shocklets have spectral content at the smallest scales and this is not generally taken into account in the models.
A recent research direction in numerical approaches to turbulence and shock waves has been to avoid sub-grid models entirely by adopting numerical dissipation from the basic numerical algorithm. At its crudest this approach involves turning off the subgrid modelling and using the shock-capturing method as a sub-grid treatment, essentially providing sufficient dissipation to avoid a pile-up of energy in the small scales of turbulence. More elegant approaches involve adapting the characteristics of the numerical scheme to represent the sub-grid turbulence, a recent example of which is given by Hickel et al. (2014) , where a compression ramp flow was computed using a numerical method that simultaneously captured shock waves and was consistent with known properties of incompressible turbulence. In a comparison with a dynamic Smagorinsky calculation for a shock-turbulence interaction problem, equivalently good results were obtained. An additional aesthetic advantage of such methods is the lack of tunable parameters in the algorithm.
Canonical Flows
In this section we discuss some results for two simple flows that exhibit strong compressibility effects, namely mixing layers and turbulent spots, and contrast this behaviour with zero pressure gradient boundary layers which show minimal compressibility (as opposed to mean density) effects up to free stream Mach numbers of around 5. In the final subsection we rationalise this behaviour by considering flow instabilities and extrapolate the results to boundary layers with adverse pressure gradients, where true compressibility effect are expected for much lower free stream Mach numbers.
Mixing layers
The most striking effect of compressibility on turbulence is the reduction in growth rate of the compressible turbulent mixing layer. Experiments by Papamoschou & Roshko (1988) showed how a convective Mach number concept, together with a suitable normalisation of mixing layer growth rate with its incompressible value, could collapse data over a wide range of Mach numbers and density ratios. For free-streams with equal ratio of specific heats, the convective Mach number is given by M c = (U 1 − U 2 )/(a 1 + a 2 ), where U is the velocity and a the sound speed, with subscripts 1 and 2 denoting the fast and slow speed streams respectively. M c can be interpreted as the free-stream Mach number seen by an eddy convecting downstream at a velocity of U c = (a 2 U 1 + a 1 U 2 )/(a 1 + a 2 ). The most comprehensive attempt to collapse the experimental data is in Slessor et al. (1998) , who used a modified version of the convective Mach number to get a best fit. For two parallel streams with equal ratio of specific heats and equal free stream temperatures the resulting curve is shown in figure 1 , in the form of a plot of the relative growth rate Φ (the mixing layer spreading rate under compressible flow conditions divided by the spreading rate in incompressible flow for the same velocity and density ratio) against the convective Mach number M c . The growth rate of the turbulent wedge is seen to be reduced by almost a factor of three as the convective Mach number is raised to 1.0. Despite a considerable spread in the experimental data, the convective Mach number concept appears to be well supported by experimental data. Figure 1 also shows a curve from linear stability theory (LST), showing the effect of Mach number on the temporal growth rate (taking the maximum over all streamwise and spanwise wavenumber combinations). We shall return later to the observation that the linear theory follows the empirical fits quite closely, at least considering the scatter of the experimental data.
An explanation for the reduction in growth rate has been sought from the Reynolds stress transport equations. Early suspicions fell on the additional terms in these equations that are not present in incompressible flows. However, Vreman et al. (1996) showed that the dilatation dissipation and pressure dilatation terms remained small even as the growth rate reduced significantly due to compressibility. It was shown instead how the growth rate falls in proportion to the production and that this in turn was caused by reductions in pressure strain terms in the Reynolds stress equations. Thereafter, explanations differ as to the root cause. Vreman et al. (1996) with the concept of sonic-limited eddies originally proposed by Breidenthal (1992) , was shown to capture the growth rate reduction. A different perspective was offered by Pantano & Sarkar (2002) , who considered the effect of reduced communication due to the finite sound speed.
The state of turbulence modelling for compressible flows is discussed in Wilcox (2006) , which despite being ten years old still represents the state of the art. Wilcox describes a number of fixes to low-speed models to account for both the rapid change of mixing layer growth rate with Mach number and the relative insensitivity of the boundary layer to Mach number. These fixes are purely empirical and the lack of progress in modelling has been a disappointment. One approach was based on dilatation dissipation, for example in Sarkar et al. (1991) , which considered the additional dissipation due to eddy shocklets. Some ad hoc attempts have since been made to damp pressure strain terms with Mach number, as reviewed by Yoder et al. (2015) . However, the modelling of compressibility based on the physical understanding gained from DNS has not so far been translated into practical models the can be implemented in commercial Computational Fluid Dynamics (CFD) codes and, as such, results from such codes must be treated with extreme caution. With further advances in experimental diagnostics and DNS it is now possible (Barre & Bonnet, 2015) to develop reliable kinetic energy budgets in spatially-developing mixing layers at M c = 1, providing for the first time the complete databases needed to reappraise the modelling issues.
Boundary layers
It is well known that compressible wall boundary layers are mainly affected by density effects, rather than compressibility, for free stream Mach numbers M ∞ ≤ 5 (Bradshaw, 1977) . The standard way to scale density effects out of the mean profile is with the van Driest transformation, given by
The transformed profiles have been observed to provide a useful (though not exact) collapse of high speed boundary layer profiles back onto incompressible cases, as shown for example in Duan & Martin (2011) . The transform has also been used to extend turbulence inflow generation methods to fully compressible flow, for example in Touber & Sandham (2009) .
Early progress on understanding the effect of compressibility on boundary layer turbulence was reviewed by Bradshaw (1977) . He expressed the findings as a number of hypotheses and analogies between energy and momentum transport. Morkovin's hypothesis covers an expectation that the turbulence shear stress and streamwise normal stress are not strongly dependent on Mach number, whereas the strong Reynolds analogy uses a linearisation of the governing equation to connect thermodynamic and velocity fluctuations (see Gatski & Bonnet (2009) for a complete discussion). Evidence for the applicability or otherwise of these relations is provided by DNS studies, including Maeder et al. (2001) and Pirozzoli et al. (2004) . In particular, Huang et al. (1995) and Duan & Martin (2011) show how the analogies can be adapted for high Mach number and high enthalpy flows to provide reasonable representations of the turbulence in attached wall flows.
Other insights have helped to understand the different effects of Mach number on different flows. In particular, the gradient Mach number M g = Sl/a (where S is the mean shear rate, l is an integral lengthscale of the turbulence and a is the sound speed) was exploited by Sarkar (1995) to compare mixing layers with boundary layers, since it was found that for equivalent flow Mach numbers the gradient Mach number was substantially higher in mixing layers.
This study also first identified the role of compressibility in modifying the production rate of turbulence.
Turbulent spots
Given the relative insensitivity of zero pressure gradient boundary layers to the free-stream Mach number, it is surprising that the lateral growth rate of turbulent spots (regions of a turbulence within an otherwise laminar boundary layer) is strongly affected by compressibility.
Figure 2(a) shows an example of a turbulent spot simulated at Mach 3 with an adiabatic wall boundary condition (Redford et al., 2012) . The spot spreads approximately linearly as it moves downstream, with a half angle defined relative to an artifical origin upstream, which needn't be the spot inception point. A collection of experimental data by Fischer (1972) shows a reduction in spreading angle by a factor of three at M ∞ = 5, compared with incompressible flow (where the spreading half angle is about 10 • ). In the years since the experimental data was published, it has become possible to carry out numerical simulations of some of the cases, with examples reported in Krishnan & Sandham (2006) and Jocksch & Kleiser (2008) . It is interesting to note that there are varying definitions of spot width and numerical simulations show similar scatter to the experiments, as shown in figure 2(b). Calculations by Redford et al. (2012) show the expected reductions in growth rate and how the wall thermal condition is of lesser importance than the Mach number. Cases with cold walls (wall temperature equal to the free stream temperature) spread more slowly than spots in flows where the walls are at the adiabatic temperature, but only by 20-30%, whereas the spreading rate at M ∞ = 6 is already reduced by a factor of four compared to incompressible flow.
Why should compressibility be so important to the spreading of turbulent spots, but (Krishnan & Sandham, 2006) . After being first observed in DNS, these structures have now also been observed in laboratory experiments by Casper et al. (2014) . With respect to the part of the growth mechanism that was affected by compressibility, Redford et al. (2012) showed how it was the destabilisation of the surrounding boundary layer (Gad-El-Hak's second mechanism) that was affected by Mach number, with a much slower rate of generation of new structures at Mach 6 compared to Mach 3 in their simulations. The relevance of an instability/destabilisation mechanism for spot growth is something that we will follow up at the end of the next subsection.
Synthesis of canonical flow results in terms of a θ − M c stability map
There have been a number of studies that make a connection between local stability analysis and turbulent free shear layer growth rates, of which Monkewitz & Huerre (1982) is an early example. In particular the spatial growth rate of small amplitude disturbances is found to be approximately proportional to the growth rate of a turbulent mixing layer. The rationale for this, that the growth and decay of long-wavelength structures (more than ten times the mixing layer vorticity thickness) controls the production of turbulence at large scales, was tested experimentally by Gaster et al. (1985) , who showed that upstream forcing of instability waves could be quantitatively compared to the downstream behaviour of large structures in mixing layers. This was elaborated by Morris et al. (1990) , who showed how the proportionality between linear spatial growth rate and mixing layer growth rate could be derived from a simplified model. Further evidence for the continued importance of linear modes has emerged in the study of jet noise; for example Suzuki & Colonius (2006) For compressible flows, the relation between mixing layer growth rate and spatial stability theory was noted by Ragab & Wu (1989) and Sandham & Reynolds (1990) . In particular it was shown how the effect of velocity ratio, density ratio and Mach number on mixing layer growth rate could all be well predicted by the linear theory. In this section we present the basic shear layer instability results in the form of a θ − M c map, where θ is the wave angle and M c is the convective Mach number, and we will attempt to find definitions of an effective M c (different to the gradient Mach number M g ) for boundary layers and turbulent spots.
The basic θ − M c plot is shown on figure 3. The vertical axis is the wave angle θ, which is equal to zero for spanwise wavefronts and 90 • for streamwise wavefronts. The horizontal axis is the convective Mach number M c defined earlier. The contours on the stability map are of the growth reduction factor Φ, which is defined as the growth rate relative to the largest growth rate of the same case (with the same velocity and density ratio) from incompressible flow. Φ is defined by taking the maximum growth rate over all streamwise wavenumbers. In Sandham & Reynolds (1990) it was shown that the spatial and temporal theories provide very similar results for Φ, so here we use the temporal approach for simplicity and only consider cases with equal density ratio. The plot includes only first mode disturbances, which are oblique at the higher Mach numbers. There are also radiating modes, but these are only weakly unstable and can be ignored in this context. The first stages of oblique-mode breakdown to turbulence were presented based on DNS by Sandham & Reynolds (1991) , and it is interesting that such mode combinations are also relevant to boundary layer transition in the supersonic flow regime (Mayer et al., 2011) , before additional second (Mack) modes enter the problem at higher Mach numbers.
A number of interesting results are clearly seen from figure 3. At M c = 0 the most unstable mode is 2D (a consequence of Squires' theorem). This is not to say that only 2D modes are excited, however. An N -factor calculation in Sandham & Sandberg (2009) showed how structures could emerge from background spectra including structures at different angles, not just for θ = 0 • . Neither this approach, nor the DNS, gave perfectly spanwise structures, implying that other factors may have been active in the Brown & Roshko (1974) experiments that showed clear spanwise organisation. From figure 3 it can be seen that for M c > 0.6 oblique modes are the most unstable. The peak growth rate follows a line M c cos θ = 0.6 (Sandham & Reynolds, 1990) . The variation of Φ, taking the maximum over θ for each M c was shown on figure 1 as the LST result. This curve matches the observed decrease in shear layer growth rate observed experimentally, almost as well as the empirical fit to the data. Finally we note that for M c cos θ > 1 (the second contour shown on figure 3) there is no first mode growth, supporting the sonic-eddy suggestion of Breidenthal (1992) ) that only subsonic eddying motions are relevant. Thus, for any local shear layer that is evolving within a turbulent flow, a dead zone occurs, with no instability (up to a certain wave angle) to drive shear-layer roll-up. This is expected to modify the turbulence dynamics at any scale where a locally-defined convective Mach number exceeds one.
The stability plot extends straightforwardly to other free shear layers such as jets and wake.
However, we will also attempt to show in the following paragraphs how it may potentially also be applied to boundary layers, particularly under the effect of adverse pressure gradients, and to turbulent spots, by a suitable redefinition of M c . The potential for a more general applicability of these concepts is supported by the recent work of Kumar et al. (2014) who considered pressure-velocity interactions in homogeneous shear flows. They identified the key parameter as a Mach number M g cos θ and noted the stability of supersonic modes within the turbulent flow.
We have already remarked that compressibility effects enter the turbulence problem by modifying the production term, i.e. at the scale of the largest local structures, or alternatively where the local mach number fluctuations are largest. For the boundary layer, there are three regions where compressibility effects might enter, namely the buffer layer (which is exposed to a large velocity gradient), the log layer, and the outer (wake) region. Although (4), including the effects of adverse pressure gradient variation from zero to separation based on the wake parameter Π, and wall temperature ('hot' denotes an adiabatic wall and 'cold' denotes a case where the wall temperature is equal to the free stream temperature).
the buffer layer is in a region of high velocity gradients, it is also typically a region of high temperature and hence high sound speed. This is sufficient to reduce considerably the effective value of M c , for example a Mach 5 boundary layer with a wall temperature equal to the adiabatic wall temperature (assuming a recovery factor of 0.9), a buffer layer ∆U + = 6 (i.e. a very strong eddy) and an edge velocity of U + ∞ = 25 would have an effective Mach number of M c = 0.05M ∞ = 0.25, based on M c = ∆U/(2a w ) putting this within the region relatively unaffected by compressibility according to figure 3. Nevertheless, there can still be some effects of compressibility, particularly for cold-wall cases, such as the changes in the low speed streaks observed by Coleman et al. (1995) . In the log layer we can make a simple estimation based on the idea of a mixing length l = κy (with κ the von Karman constant). Here the effective Mach number, for a boundary layer with U + ∞ = 25 is given by
for the worst case of a constant density and hence constant sound speed equal to the free stream value (a ∞ ).
The outer layer is interesting because the form of the mean velocity profile that adds onto the log law to get to the observed data is already in the form of a mixing layer (i.e. Coles' wake function) as seen in the last term of the van Driest-transformed mean velocity equation, given by
We can develop an effective Mach number using the wake parameter Π and the respective sound speeds at the wall (a w ) and in the freestream (a ∞ ) by
where ∆U + vD refers to the last term in (2), taking the difference between y = 0 and y = δ and δ is the boundary=layer thickness. Using the van Driest profile, this becomes 
with the recovery factor r = 0.9 and the ratio of specific heats γ = 1.4. The calculations are
shown for a value of (1/κ ln δ + vD + b) = 25. The horizontal line shows the level of 0.3 that we might take as the threshold above which compressibility effects may be expected to be significant. We see that this is reached for cold-wall conditions (a w = a ∞ ) at M ∞ = 6 for ZPG flow, reducing down to M ∞ = 1.8 for the strong APG case and M ∞ = 0.6 for a boundary layer on the point of separation or reattachment. The hot wall cases are similar except that the adiabatic wall case never seems to reach conditions where true compressibility corrections are needed, at least until Mach numbers where real gas effects need to be incorporated. Thus compressibility may be a significant effect in transonic flows involving separation. This is not particularly a new observation, but equation (4) seems to provide a rationale for future studies to look for strong compressibility effects in boundary-layer flows with adverse pressure gradients at moderate supersonic M ∞ .
Finally in this section we consider the growth of turbulent spots and the surprising result that even in zero pressure gradient boundary layers the lateral growth rate is strongly compressible, showing a reduction by a factor of four in a boundary-layer at M ∞ = 6. The reasons for this strong reduction have not yet been fully explored. Redford et al. (2012) showed how compressibility mainly acted on the mechanism of destabilisation of the surrounding laminar boundary layer and, perhaps most relevant to the mechanisms considered here, observed rollup of lateral jets emanating from the wing tips of the spot. The local instability problem is not amenable to analysis since the basic flow is three dimensional. Also, the jets themselves are not fast enough to be subject to high compressibility effects. However, a simple estimate of M c for these jets relative to the freestream can be derived, by considering the jet location in the laminar boundary layer, as
where U j is the laminar boundary layer streamwise velocity (and a j the corresponding sound speed) at the jet location and from Redford et al. (2012) U j ≈ 0.45U ∞ . A prediction of spot growth rates based on equation (6) is shown on figure 5 , where we take U j = 0.45U ∞ and consider two thermal conditions corresponding, as before, to hot (adiabatic) and cold (free stream) wall temperatures. The green shaded region is taken as the area between a line 5% above the hot-wall case and a line 5% below the cold wall case, and may be compared with the spread of experimental and numerical data from figure 2(b). The trends with both Mach number and wall temperature both seem to be captured by this method.
In this section we have attempted to extend the basic shear layer instability arguments from mixing layers to boundary layers with pressure gradients and to turbulent spots. These Results from comparisons between DNS and linear theory are reported in e.g. Mahesh et al. (1997) , who looked in particular at the variations in turbulence associated with an entropy wave passing through a normal shock. Turbulence kinetic energy and temperature fluctuations are amplified across the shock, with the streamwise normal stress being most affected.
Generally a good qualitative agreement has been found between DNS and theory and the DNS has been shown to converge to the LIA predictions just downstream of the shock in the limit of small turbulent Mach number (Ryu & Livescu, 2014) . However, Larsson et al. (2013) identified some important differences. The post-shock anisotropy of vorticity was found to be of small practical importance due to a rapid return to isotropy at higher Reynolds numbers.
Additionally, different flow regimes in which the shock wave became wrinkled and broken were identified. To help separate different physical phenonomena, it is useful to bear these results in mind when considering more complex interactions.
Shock-wave/boundary-layer interactions
When a shock wave interacts with a boundary layer the subsequent interaction can be weak,
where the boundary layer is thickened by the adverse pressure gradient imposed by the shock, or strong, where there is a shock-induced boundary-layer separation. This category of canoni- Furthermore, LES (as opposed to DNS) is the only currently feasible way of obtaining sufficiently long time series to be able to study the other interesting feature of shock-induced separated flow, namely the low-frequency unsteadiness.
There are a number of competing explanations of the occurrence of low-frequency oscillations in SWBLI problems, and it is only very recently that a resolution appears to be possible. corresponding to boundary layer turbulence. Alternative explanations for the low-frequency peak include upstream boundary-layer disturbances, global modes, acoustic feedback mechanisms within the bubble and bubble 'breathing'. We will not recap all the arguments here; they are readily available in the literature, for example in Ganapathisubramani et al. (2007) , Robinet (2007) , Pirozzoli & Grasso (2006) , Piponniau et al. (2009) and recently reviewed by Gaitonde (2015) . Each study is in some sense correct in that the physical phenomena are reproducible, but there is generally a lack of testable predictions from the various approaches.
A resolution appears possible when we consider some recent developments. Firstly Plotkin (1975) .
The prediction of this type of model is shown with filled symbols on figure 8, with excellent agreement between the model and both LES and experiment. Recent comparisons with experimental data are included in Poggie et al. (2015) . The analysis only requires the flow near the separation to be modelled, suggesting that bubble feedback dynamics (recirculation or acoustic in origin) do not need to be included. It is however, well established that there is a global behaviour of the bubble, usually described as 'breathing' and involving simultaneous changes in bubble length and height, coexisting with forward and backward movements of the shock wave. Recent work by Agostini et al. (2015) describes this behaviour in detail, as well as offering a conceptual model that links shear layer structures to shock-wave motions.
Another useful way of looking at the problem is provided by the recent work of Sartor et al. (2015) , who used a resolvent mode analysis to look at the global response of a transonic bump flow problem (the so-called Delery bump). This linearised analysis considers forcing in the problem formulation and the resulting singular value decomposition provides information about the flow response to forcing and about the forcing that gives the largest gain. Sartor did not find any globally unstable modes and showed how the response problem correctly picked out the dynamics of the shock and shear-layer interactions. The optimal forcing showed both upstream and downstream contributions, whereas in practical applications it would be modified by the disturbance environment. For example, it is now known that the lowfrequency response occurs even in the absence of upstream coherent disturbances (Touber & Sandham, 2009 ), or indeed any disturbances at all in the laminar case (Sansica et al., 2014) .
Our current best explanation is therefore that the low-frequency unsteadiness is the linear response of the separating flow to background noise, with the shock acting as a low-pass filter of disturbances that can come from upstream or downstream. Near the separation there is a high mean streamwise pressure gradient, hence the amplitude of the wall pressure fluctuations at this point is high.
Within the spanwise-homogeneous framework, other configurations are possible, including the combination of ramp-type flows with expansions. Grilli et al. (2012) considered a compression ramp followed by an expansion corner, observing the expected unsteady behaviour near the ramp and analysing this in terms of a dynamic mode decomposition. Fang et al.
(2015) considered the opposite combination of an expansion fan followed by a compression corner. In this case turbulent structures are strongly suppressed by the expansion and there is not a full recovery of the flow after the first distortion. Clear Görtler vortices were observed in the separated shear layer associated with the ramp.
Sidewall interactions
In this final section we consider a fully 3D flow that in principle contains many of the phenomena reported in the previous sections. SWBLI interactions with sidewalls links two classes of interactions: a swept SWBLI on the side wall, with the initial shock generator playing the role of a fin embedded in the sidewall boundary layer, and the main oblique SWBLI on a test plate. The problem also includes the possible interaction between the two regions in the corner area which may have its own vortex and separation structure. Eagle & Driscoll (2014) used stereo PIV to measure all three velocity components, showing details of the corner vortices and showing the need to consider the full 3D problem for shock interactions in low To illustrate the flow phenomena, we consider the configuration from Wang et al. (2015) , which included both sidewalls in an M ∞ = 2.7 interaction of an oblique shock with a flat plate boundary layer and was simulated using wall-resolved LES. The M ∞ = 2.7 upstream boundary layer is not expected to experience strong compressibility effects until it enters the region of interaction with an oblique shock that is strong enough to separate the flow.
Structures in the outer part of the boundary layer will experience shock/turbulence interaction and the separated shear flow will be affected by compressibility. In addition there are sidewall and corner interactions as well as a strong curvature of the shear layer due to the shock impingement. The shock generator (with angle 9 • ) generates an oblique shock. Depending on the aspect ratio W/H, where W is the width between the two sidewalls and H is the height of the leading edge of the shock generator above the plate, there are different types of interaction.
In particular for a case with W/H = 4 it was shown that there is a region of genuinely spanindependent mean flow near the centreline, with good agreement with a simulation run with spanwise periodic boundary conditions. This is because the sidewall-induced modifications to the impinging shock have not reached the centreline within the interaction region. In contrast, a case with W/H = 1 was shown to be completely 3D in the mean, as in Bermejo Thus only the very outermost part of the sidewall turbulent boundary layers was exposed to a shock wave. The leading edge of the sidewall interaction reaches the lower wall first (ahead of the main shock induced separation) and reflects in the corner, but causing only a small corner separation. The effect of the interaction with the lower surface was clarified by running a separate simulation with a slip-wall lower boundary condition. This showed that significant spanwise flow is developed irrespective of the lower boundary condition.
In the present contribution we consider some more aspects of the WH2 case from Wang et al. (2015) . Figure 11 shows contours on the centreline of the mean streamwise velocity which starts upstream of the interaction. These reflected waves coalesce into a reflected shock.
It can be seen how the incoming shock penetrates approximately to the sonic line and how the incoming shock is reflected as an expansion wave, with the shear-layer streamline then deflected downwards. This pattern is well known from previous studies and is representative of previous LES and experiments. Figure 11 (c-e) should in principle show the effect of turbulence in the outer part of the boundary layer passing through a shock wave that might be compared to previous work on normal-shock/turbulence interaction. However, on closer inspection, that problem seems of little relevance here, since the changes in the turbulence are dominated by the shear layer.
In figure 11 (c) it is just possible to see a small increase in the magnitude of u 2 in the region above the sonic line. Instead, the streamwise Reynolds stress is dominated by the growth of turbulence in the detached shear layer, reaching a maximum at x = 139. Interestingly the peak shear stress doesn't exactly align with the streamline in these pictures.
Even more remarkable in figure 11(c) is the strong reduction in the streamwise component of the normal Reynolds stresses after the apex of the bubble. The stress decreases by a factor of approximately two between x = 149 and x = 155. Given that the local vorticity thickness is about 6, this reduction occurs within one vorticity thickness (and substantially less than one boundary layer 99% thickness). The explanation lies with what might be termed an indirect compressibility effect, based on the shear layer curvature near the apex of the bubble. For the streamline shown in figure 11 the minimum radius of curvature was determined to be 6.9.
The direction of the curvature (opposite to the Görtler instability) is stabilizing and such a level of curvature, with the flow deflected by 15 • within one vorticity thickness, is extreme.
The curvature arises due to the reflection of the shock wave from the top of the bubble as an expansion, with subsequent flow turning only smeared over one boundary layer thickness. For a turbulence model to cope well with such a shock-induced separation, not only would it need to treat compressibility correctly, but also the stabilising effects of extremely strong curvature.
In contrast to the behaviour of u 2 it can be seen that v 2 and w 2 are relatively unaffected by the sudden change of flow direction. Such strong curvature effects may be rather common between the external flow (under the shock waves) and the maximum reverse flow and the sound speed at the same two locations. This gave M c = 1.0 for the upstream profile and M c = 0.9 for the downstream profile (it may be noted that the freestream is slower at the second location due to the shock waves leading to the lower M c ). Based on the arguments of the previous section, these levels of M c suggest significant compressibility effects on the turbulence. However the profiles are not well approximated by the hyperbolic tangents used in the previous section, and of course a wall is present here, so additional stability calculations are required to check the relevance of the previous results.
An impression of the instantaneous flow can be obtained from figure 13, which in part (a) shows an x − y plane at the duct centreline and in part (b) shows a cut in a y − z plane at x = 73.2. In figure 13 (b) the sidewall boundary layer is visible and it can be seen that there is a significant penetration of high momentum fluid close to the wall, as also seen by BermejoMoreno et al. (2014) . This effect is partly responsible for the mean flow to be attached in a region close to the sidewalls (cf. figure 10 ) and for the corner separation to be small. The horizontal contour lines present in the freestream are cuts through the impinging and reflected shock waves. In figure 13 (a) it can be seen that the detached shear layer develops a wavy motion with a wavelength of perhaps 8-10 mm, while in figure 13 
Conclusions
An overview of compressible turbulence and SWBLI has been provided, focusing on canonical problems in shock-free and shocked shear flows. An important aspect of the shock-free canonical flows is the fundamental and surprising difference in the effect of Mach number on different flows. Turbulent spots and mixing layers are two model problems where compressibility has a very strong effect, whereas only minor changes are seen in wall-attached ZPG boundary layers. To resolve these differences we have applied a stability map from the mixing layer to other flows in order to better understand the effect of Mach number. The stability map for the mixing layer shows how shear layer instability growth rates reduce with convective Mach number and how the variation of growth rate with wave angle also changes, leading to oblique modes being most unstable and also to a cut-off of modes with supersonic relative Mach number. By considering compressibility effects to enter mainly at large scale, this shows how large-scale structures and hence turbulence production can be modified by compressibility. Effective convective Mach numbers have been defined for turbulent spots and for boundary layers under pressure gradients to show how significant compressibility effects may be present in turbulent spots and in equilibrium boundary layers under adverse pressure gradient conditions.
The SWBLI review has focused on the numerical simulation of oblique and ramp SWBLI for which much of the previous research has been carried out, providing more complete and complementary information compared to laboratory experiments, even though the latter are also developing rapidly based on the application of advanced laser-based diagnostics. Spanperiodic simulations have enabled the physics of shock interaction to be explored in detail, including the low-frequency unsteadiness of interactions. The most recent developments have been in the development of simulation capabilities for flows with multiple interactions including oblique SWBLI with sidewalls. In particular, we have considered the development of the mean flow and Reynolds stresses in a 3D SWBLI problem with side wall effects included in the simulation. The high convective Mach numbers within the separation bubble suggest strong compressibility effects on the turbulence. The shock impinges near the apex of the bubble and is reflected as an expansion wave. The associated turning of the flow was shown to have a strong stabilising effect, leading to a reduction in turbulence intensity by over a factor of two. This is an example of an indirect compressibility effect, where the turbulence is governed by streamline curvature, which exists only due to the shock impingement.
