The density of an energetic compound is an essential parameter for the assessment of its performance. A simple method based on quantitative structureproperty relationship (QSPR) has been developed to give an accurate prediction of the crystal density of more than 170 polynitroarenes, polynitroheteroarenes, nitroaliphatics, nitrate esters and nitramines as important classes of energetic compounds, by suitable molecular descriptors. The evaluation techniques included cross-validation, validation through an external test set, and Y-randomization for multiple linear regression (MLR) and training state analysis for artificial neural network (ANN), and were used to illustrate the accuracy of the proposed models. The predicted MLR results are close to the experimental data for both the training and the test molecular sets, and for all of the molecular sets, but not as close as the ANN results. The ANN model was also used with 20 hidden neurons that gave good result. The results showed high quality for nonlinear modelling according to the squared regression coefficients for all of the training, validation and the test sets (R 2 = 0.999, 0.914 and 0.931, respectively). The calculated results have also been compared with those from several of the best available predictive methods, and were found to give more reliable estimates.
Introduction
The condensed phase heat of formation and the crystal density of an energetic compound are two important parameters for an assessment of its performance [1] . Different performance computer codes, such as CHEETAH [2] and empirical methods [3] [4] [5] [6] [7] , show a higher sensitivity of the predicted detonation performance to the crystal density than to the condensed phase heat of formation. Due to the importance of the prediction of performance, sensitivity, and physical and thermodynamic properties of a new energetic compound, the development of reliable estimation method scan reduce the cost and hazards effects of metastable high density energetic compounds.
Researchers have tried to generate an ability to predict, with satisfactory accuracy, the crystal densities of proposed new energetic compounds, for example by invoking atom/group volume additivities [8, 9] or by modelling the crystal structures [10, 11] . Kim et al. have suggested that a prediction that differs by less than 0.03 g/cm 3 from the experimental value should be defined as 'excellent', while one that is between 0.03 and 0.05 g/cm 3 in error is still 'informative' [12] . For estimating the crystal density of available energetic materials, various methods have been developed. These include electrostatic potentials using quantum-mechanically determined molecular volumes [11] [12] [13] [14] [15] , group additivities [8, 9, [16] [17] [18] , empirical methods [19] [20] [21] [22] and Quantitative Structure-Property Relationships (QSPR) [23] .
It is preferable to search for a replacement for theoretical approaches so that the crystal density can be estimated directly from available molecular descriptors. Some procedures are available for the prediction of the crystal density of unknown compounds. One of these procedures involves computer-aided intensive calculations to predict possible crystal structures [24] , from which densities can be readily computed. For a general model of C a H b N c O d intermolecular interactions, the forceful simulation methodology QSPR of crystal prediction can be utilized. QSPR is an available method, which offers powerful tools for predicting different properties of chemicals. QSPR methods have been widely applied in the field of safety of energetic materials [25] [26] [27] [28] [29] [30] . They have also been increasingly used for many years to determine physicochemical properties [31, 32] , especially of energetic materials [33] [34] [35] [36] [37] [38] [39] [40] [41] [42] [43] . QSPR is based on developing a mathematical relationship between a macroscopic property of a series of compounds and microscopic descriptors derived from their molecular structures, using an experimental data set. A model, once developed and validated, can be applied to predict the values of macroscopic properties of other materials with similar structures that have not been characterized yet and might not have even been synthesized. Furthermore, it could assist in a comprehension of investigated characteristics at the molecular scale. The purpose of the present work was to develop reliable QSPR procedures for estimating the crystal density of energetic compounds. It will be shown that an accurate prediction of the crystal density of important classes of energetic compounds, including polynitroarenes, polynitroheteroarenes, nitroaliphatics, nitrate esters and nitramines, can be acquired through suitable molecular descriptors.
Method
A critical point of any QSPR analysis is the choice of the experimental data set. Since experimental conditions can exert a strong influence on the crystal density, all of the experimental values used in the fitting procedure should be obtained under the same conditions, to ensure reliability and compatibility. The experimental densities of all of the molecules have been taken from different sources [3, 6, 15, [44] [45] [46] [47] . The molecular structures of these energetic compounds are given in Figure 1 . Here, choice the training set is difficult, as the experimental conditions might significantly influence the measured explosive properties, i.e. the temperature (T) must be the same for all of the sets. The data set was randomly divided into two subsets for the MLR method: the training set contained 138 compounds (80%) and the test set contained 34 compounds (20%). We used the training set to build a regression model, and the test set to evaluate the predictive capability of the model developed. The 172 samples for the ANN method were randomly divided into 120 training samples (70%), 26 testing samples (15%) and 26 validation samples (15%). The results of the methods are arranged in Table 1 . 
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Results and Discussion
An expanded set of theoretical molecular descriptors was calculated by the DRAGON software [48] to find a relation between crystal density and the structural features of the compounds. Different aspects of the molecular structures, viewing the molecules in one, two and three dimensions, can be captured and represented by the calculated descriptors. There are two advantages in the use of exclusive theoretical descriptors: 1) they are free of the uncertainty of experimental measurements, and 2) they can be calculated for chemicals, which have not yet been synthesized. Given the high correlation for all of the calculated descriptors and the impossibility of conducting a MLR, because of the high number of descriptors, a variable selection procedure was essential. After the application of several MLRs [49] and ANNs on all of the calculated descriptors, the best combinations of the most relevant ones were selected for obtaining a model with the highest predictive power for crystal density. The selected variables and the correlation matrix of these descriptors were imagined as shown in Table 2 . The selected descriptors were independent, because Table 2 shows that the correlation coefficient of each pair of descriptors was less than 0.6, meaning there is only a weak relationship between each of the two variables. In the other words, changes in one variable are not correlated with changes in the second variable. Therefore, the (IC1 and Me) and (Mor32m and PW2) variables are not strongly correlated. If the independent variables, which are shown in Table 2 , have a positive correlation coefficient, an incremental increase of one variable can increase the value of the second variable and vice versa. The multi-collinearity among the calculated descriptors was detected by calculating their variation inflation factors (VIF) as follows:
Here, r is the correlation coefficient of the multiple regressions between the variables in the model. No inter-correlation exists for a variable if VIF is equal to 1. However, if VIF falls within the range of 1-5, the related model is acceptable; and if VIF is larger than 10, the related model is unstable and rechecking is necessary [50] . The corresponding VIF values of the five descriptors are listed in Table 3 . As shown, most of the variables have VIF values less than 5, indicating that the model obtained has statistical significance. In order to test the relative importance, as well as the contribution of each descriptor in the model, the value of the mean effect (MF) was calculated for each descriptor as follows:
where: MF j represents the mean effect for the considered descriptor j, β j is the coefficient of the descriptor j, d ij stands for the value of the target descriptors for each molecule and m is the descriptor number for the model. The MF value indicates the relative importance of a descriptor, compared with the other descriptors in the model. Its sign shows the variation direction in the values of the properties as a result of an increase (or decrease) in the descriptor value. The mean effect values are listed in Table 3 . 
MLR method
As our main objective was concentrated on developing a general model, we started with a simulation on the entire data set with the selected stepwise descriptors. A better model is defined by a high value of R 2 and low values of RMSE. For the optimized model, the cross-validated coefficient Q 2 was 0.887, and the values of RMSE for the training set and the test set were 0.089 and 0.098, respectively. The corresponding correlation coefficients (R 2 )were 0.899 and 0.886 for the training set and the test set, respectively. An appropriate model with low standard errors and high correlation coefficients was obtained. In order to derive the best QSPR model, the MLR analysis was performed and the following MLR equation was obtained: Table 3 . Since the data set was randomly divided, during 20 rounds of cross-validation, into the training set and the test set, the averaged values of the coefficients in the different rounds were used in Equation 3. Figures 2a and 2b show the predicted values of the crystal density and the residuals of the training and test sets versus the experimental values for one round of cross validation. It can be seen from Figure 2a that the data are scattered about a straight line with the respective slope and intercepts close to one and zero, respectively. The robustness of the resultant model was also validated with the chance correlation procedure. The crystal density values for a set of energetic compounds were randomly proportioned to the molecular structures [50] .
The five-parameter model, Equation 3, obtained based on the "breaking point" rule, was the best compromise between the correlation and the number of descriptors. Figure 2b shows a plot of the residuals of the predicted values of crystal density for both the training and the test sets against the experimental crystal density values. As can be seen, the model did not show any proportional and systematic error, because the propagation of the residuals on both sides of zero was random. The real usefulness of a QSPR model is not just its ability to reproduce known data, verified by their fitting power (R 2 ), but mainly its potential for predictive applications. In order to assess the robustness of the model, the Y-randomization test was applied in Table 4 [51, 52] . In this test, random MLR models are generated by randomly shuffling the dependent variable while keeping the independent variables unchanged. The new QSPR models are expected to have significantly lower R 2 and Q 2 values for several trials, which then confirms that the developed QSPR models are robust. (Table 4) . If the opposite occurs, then no acceptable QSPR model can be obtained for the specific modelling method and data. In order to evaluate the predictive power of this new model, the densities of the energetic materials were calculated by the MLR method.
Interpretation of descriptors
The QSPR model, in addition to demonstrating statistical significance, should also provide efficient chemical insights into the property of density. Thus, a reasonable explanation of the QSPR results is provided below. It is possible to acquire some views into the factors which are related to the crystal density, by expressing the descriptors contained in the model (brief descriptions of the descriptors are given in Table 3 ). The five molecular descriptors of the MLR model consist of the following:
The constitutional descriptor means the atomic Sanderson electronegativity (Me), which as it appeared in the model, is the initial significant descriptor. In this case, the Me descriptor is related to the electronegativity of the atoms. As discussed previously concerning MF, the Me mean effect has a positive sign, showing a greater MF value than that of the other descriptors. Thus, this descriptor had a significant influence on the prediction of crystal density. Regarding the positive sign, this suggests that the crystal density value is directly related to this descriptor. Consequently, an increase in the atomic electronegativity of the molecules results in increasing its crystal density.
The topological descriptor PW2 (path/walk 2-Randic shape index), which appears in the model, is the second significant descriptor. Researchers define the molecular path/walk indices as the average sum of the atomic path/walk indices of equal length. As the path/walk count ratio is independent of the molecular size, these descriptors can be considered as shape descriptors. As Table 3 shows, the mean effect of the PW2 descriptor has a positive sign, indicating that the crystal density is related directly to this descriptor; thus, increasing the size of the molecules leads to an increase in the crystal density values of the molecules.
The topological descriptor IC1 information content index (neighborhood symmetry of 1-order) is the third significant descriptor. Topological descriptors are based on a graphical representation of the molecules. They can be sensitive to size, shape, symmetry, branching and cyclicity, and can also encode chemical information concerning the atom type and bond multiplicity, as structural features of the molecules. An increase in the value of the IC1 descriptor increases the crystal density.
The 3D Molecule Representation of Structure based on electron diffraction (3D-MoRSE) descriptor, Mor32m, is the fourth significant descriptor, which provides 3D information from the three-dimensional structure of a molecule by applying a molecular transform derived from an equation used in electron diffraction studies. This can take several atomic properties into account, and therefore, gives high flexibility to this representation of a molecule. This descriptor, indicated as signal 32/weighted by atomic masses, corresponds to the atomic masses of the molecules. The mean effect of Mor32m has a negative sign, which shows that the crystal density is inversely related to this descriptor.
The final significant descriptor is the atom fragment descriptor, C-001,which expresses each atom by its own atom type as well as the bond types and atom types of its first neighbours. According to the MLR model, Equation 3, the C-001 variable, defined as the number of CH 3 R/CH 4 fragments (where R represents any group linked through carbon), has a negative effect on the crystal density of explosives. A negative mean effect shows that an increase in the number of CH 3 R/CH 4 fragments decreases the value of the crystal density.
ANN method
Computations of ANNs were done through a mathematical function which determines the activation of the neuron based on the receiving inputs and increasing them by weights (connections). The next function (which is perhaps the recognition) calculates the output of the artificial neuron. ANNs incorporate artificial neurons for processing information.
One can globally fit in the variables selector, together with a sorting utility called a "pruning" facility, which leads to using the ANNs for variable selection as a noteworthy method. Through creating networks that do not utilize certain variables as inputs, a feature selection method called Pruning is created. Thus, building new networks for each, various combinations of the input features can be added and removed.
The use of ANN is the best selection, if the idiosyncrasy of the problem indicates that the borders could be of a non-linear nature. In the event where the number of features is higher than the number of samples (p > n), a previous or contemporaneous step distribution with feature selection is needed when ANN techniques are used. The principal issue is class overlap, but with proper feature selection and sufficient sample size, good classification performances can be obtained in combinatorial data [53, 54] . The network for the calculation of the densities of energetic materials was composed of 418 inputs, 20 neurons in the hidden layer and 1 neuron in the output layer. The simulation performance of the ANN model was appraised on the basis of MSE and the efficiency coefficient R 2 , which overall for MSE and R 2 were 0.052 and 0.971, respectively. Hence, perfect performance of the simulation was achieved. Table 1 gives the MSE and R 2 values for the MLR and ANN results. The prediction of crystal density by the ANN model in the training, validation and testing sets is shown in Figure 3 (regression plot of ANN) . The data set was randomly divided during 20 rounds of cross-validation into 120 training samples, 26 testing samples and 26 validation samples. It can be seen that the performance of the ANN model is perfect. However, the total population in the training process was divided into clusters. A simple random sample of the clusters was selected and named clustered data samples. Then, the MSE was decreased in a strict manner to obtain the anticipated value with fewer of epochs. The predicted densities of the energetic materials from both methods are arranged in Table 5 . As seen in Table 5 , the predicted values of the crystal densities of the different sets for one round of cross-validation, on the basis of data given in Figures 2 and 3 , are also given.
Conclusions
This paper proposed a QSPR study of 172 energetic materials by using the MLR and ANN methods. The method of calculation developed in the present paper predicts the crystal density of any new energetic compounds which are placed in one of mentioned classes of energetic materials directly from the variable descriptors derived from the molecular structure. The ANN and MLR models were comprehensively assessed. The validations showed that the QSPR model was robust and satisfactory. The selected descriptors may account for the structural features responsible for the explosive properties of the compounds. The properties of the studied compounds in the MLR model were mainly related to atomic electronegativity Me, molecular size PW2, neighborhood symmetry IC1, atomic mass Mor32m, and the atomic fragments C-001.
Both models were used to illustrate the superiority of the ANN model over the MLR model through a comparison of the statistical parameters achieved with the training, validation and testing sets. The precision of the regular ANN training was also high due to the number of sample data points. A RMSE value of 0.052 for the prediction set by the ANN model should be compared with the value of 0.091 for the MLR model. In as much as the progress of the results received from the non-linear model (ANN) is remarkable, it can be deduced that the non-linear specifications of the principal components on the crystal density of the energetic materials is significant. This work opens up new opportunities for the valid and fast prediction of the crystal density and to the design of novel energetic materials with high performance. ) of energetic compounds by the ANN and MLR methods, (a) our previous work [21, 22] and (b) results from two previous group additivity methods [16, 17] Explosive 
