Interpolation for variable order, Runge-Kutta methods  by Shampine, L.F.
Comput. Math. Applic. Vol. 14, No. 4, pp. 255-260, 1987 0097-4943/87 $3.00+0.00 
Printed in Great Britain. All rights reserved Copyright © 1987 Pergamon Journals Ltd 
INTERPOLAT ION FOR VARIABLE ORDER,  
RUNGE-KUTTA METHODS 
L. F. SHAMPINE 
Mathematics Department, Southern Methodist University, Dallas, TX 75275, U.S.A. 
(Received 28 January 1987) 
Communicated byE. Y. Rodin 
Abstract--Runge-Kutta methods approximate the solution of an initial value problem for a system of 
ordinary differential equations only on a mesh. Recent work considers how to approximate the solution 
everywhere. Variable order, Runge-Kutta methods are developed that have this capability. One is about 
as efficient as a popular variable order method without his capability. 
I. INTRODUCTION 
Runge-Kutta formulas are widely used for the numerical solution of the initial value problem for 
a system of ordinary differential equations. From an approximate solution at one value of the 
independent variable, x0, they go to a considerable amount of work to produce an approximate 
solution at a new value, x0 + H. A large step size H compensates for the cost of the step. Some 
competing methods produce polynomials that approximate the solution on all of [x0, x0 + H], 
rather than just at x0 and x0 + H. For some purposes this "interpolation" capability is of great 
value. It is natural to hope that the intermediate computations of a Runge-Kutta step might be 
exploited to achieve interpolation with such methods. In a number of recent papers this has been 
found possible for formulas of practical importance. Dormand and Prince's recent paper [1] 
discusses the two major approaches and provides references to the growing literature. 
Extrapolation is a popular way to solve initial value problems that can be regarded as a variable 
order, Runge-Kutta procedure. To compete fully with the variable order Adams methods, it needs 
an interpolation capability. In Ref. [2] we provide the capability for the lowest order formula. 
Providing it for the whole family of formulas is more challenging; here we report some ways to 
accomplish this. One is to construct a variable order, Runge-Kutta procedure with interpolation 
that is based on defect correction. This procedure is much more expensive than extrapolation, but 
the two approaches suggest a new one that seems to have the advantages of both. Besides providing 
a variable order, Runge-Kutta procedure with interpolation at a cost comparable to that of 
extrapolation, this new procedure based on integration of the error equation is technically 
interesting. 
In the next section we briefly review the pertinent aspects of extrapolation and defect correction. 
It turns out to be easy to achieve interpolation with defect correction. The third section presents 
the method based on integration of the error equation and contrasts it to the other two approaches. 
2. EXTRAPOLAT ION AND DEFECT CORRECTION 
Our goal is a variable order, explicit Runge-Kutta procedure that provides an approximate 
solution valid throughout the step, i.e. has an "interpolation" capability. Because xtrapolation is 
a popular, efficient procedure that provides all but the interpolation, we began by considering how 
to graft interpolation onto this method. Although we ended up developing a new procedure, 
extrapolation affected our approach so much that a description of the algorithm helps in 
understanding what we do. The procedure we develop has much in common with defect correction. 
This alone would justify a brief review, but more to the point is that it is possible to achieve our 
goal with defect correction. 
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Details about extrapolation methods are found in Deuflhard's nice survey [3]. Briefly, to advance 
the integration of 
y '=f (x ,y ) ,  y(xo)=Yo, (1) 
one step of length H, a sequence of subintegrations from x0 to x0 + H is performed with an 
inexpensive, low order method. The low order results at x0 + H are combined to produce a high 
order result there. It is usual to do the subintegrations with the midpoint rule, but Deuflhard has 
observed that Euler's method is quite competitive for crude to moderate accuracies. The standard 
way of proceeding with Euler's method is as follows: the initial slope f(x0, Y0) is formed and used 
in all the subintegrations. At the m th subintegration, m steps of equal size are taken at a cost of 
m - 1 evaluations off. Combining the result of this subintegration with those of the preceding ones 
via polynomial extrapolation allows a result of order m to be formed. Thus, a result of order M 
can be obtained with a total of 1 + 1 + 2+ -. • + (M-  1) = 1 + M(M-  1)/2 evaluations o f f .  
Extrapolation requires a lot of work to produce an accurate result at x0 + H. It is not clear that 
it is possible to extract from the intermediate computations enough information to approximate 
the solution accurately at other points in [x0, x0 + H]. Lindberg [4] found that useful results could 
be obtained at certain points. Shampine t al. [2] found that with the midpoint rule, it is possible 
to achieve a low order approximate solution valid on all of [x 0, x0 + H]. We seek here a systematic 
way of producing such solutions at all orders. The earlier work made it clear that the more 
intermediate results available, the better. This consideration and Deuflhard's observation that 
Euler's method results in an efficient extrapolation procedure led us to concentrate on Euler's 
method as the basis of an extrapolation procedure. 
Let us now consider defect correction. In this we follow the tidy presentation of Hairer [5] for 
the general results and imitate extrapolation of Euler's method, so far as possible, for the particular 
procedure that achieves our goal. An integer m and a one-step method of order p are selected. 
First problem (1) is integrated from x0 to x0 + H in m steps of length H/m with the chosen method. 
Let xi = Xo + iH/m. The integration produces approximations y~to y(x~) which are of (global) order 
p. Define v~ ') = y~ for i = 0, 1 . . . . .  m. 
Approximate solutions at xi, i = 0 . . . . .  m are improved by a subintegration. From values v l j), 
a defect function dj(x) is determined. Using the same one-step method and the same step size H/m, 
the modified problem 
y'  =f (x ,  y)  + 4(x) ,  y(Xo) = Yo, (2) 
is integrated to produce y~). Then _~¢J+ ~) = v~ )+ [y~-y l  j)) is defined as a new approximation to 
y(x,). 
For suitable one-step methods of order p, including explicit Runge-Kutta methods, and a 
suitable way of defining the function dj(x), Hairer [5] shows that 
y(xi) = v~ j) + 0 (H' +min(jp,m)). (3) 
This says that all the results on a mesh spanning [x0, x0 + H] are of global order min(jp, m). Each 
subintegration with a one-step method of order p raises the order of accuracy by p provided that 
enough steps m are taken in the subintegration. 
If pj(x) is defined as that polynomial of degree at most m which satisfies 
pj(xi) = V} j), i = O, 1 . . . .  m, 
it is an immediate consequence of expression (3) and the results of Ref. [6] that for an appropriate 
constant c, 
max II Y (x) -- pj(x) II1 ~ cH'  + min(jp.m). 
Xo <~X<~Xo+ H 
Thus, this natural interpolant provides a solution of the expected order valid for the whole interval 
[x0, x0 + H]. (The results of Ref. [6] show that derivatives are approximated to the expected orders, 
too.) 
The polynomial py(x) is, in fact, the one used to define the "traditional" defect function dj(x), 
~(x  ) = p)(x ) -- f (x, pj(x ) ). 
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Although a natural way to proceed, it is generally rather expensive. When solving problem (2) with 
an explicit Runge-Kutta method, each evaluation of the r.h.s, in expression (2) then amounts 
to two evaluations o f f  Hairer proposes a cheaper procedure in his example 18. He defines dj(x) 
as the polynomial of degree at most m - 1 that satisfies 
dj(xi) = pj (xi) - f (xi, v ~J)), (4) 
for i = 0, 1 . . . . .  m - 1. Formation of dj(x) in this way requires m - 1 evaluations of f .  However, 
it is then the case that in the integration of problem (2), each evaluation of the r.h.s, corresponds 
to only one evaluation o f f .  
Hairer points out that the more efficient scheme has the undesirable property that the defect 
function is extrapolated over the interval [x,,_ l, x,,]. Note that extrapolation of Euler's method also 
fails to evaluate f at )Co + H = x,,. Hairer suggests in his example 19 the simple remedy of taking 
dj(x) to be the polynomial of degree at most m that satisfies equation (4) for i = 0, 1 . . . . .  m. 
This last procedure with Euler's method as the one-step method results in the following costs: 
the initial slope f(xo, Yo) is formed and saved. Using it, the subintegration to construct Yi costs 
rn -  1 evaluations o f f .  Because v~ I) =yi, the evaluations f(xi, vll)), for i = 0, 1 , . . . ,  rn -  1 are 
f(Xm, V,,, is needed to form d~(x). The initial slope available from the integration. Then only 0h
f(xo, Yo) is used in all the subintegrations, o the integration to obtain y(~) and vl 2) costs m - 1 
evaluations. In general, starting with v~ j) we must eva luatefm - 1 times to form dj(x) and m - 1 
more times to obtain y~J) and v~ +~). Thus to obtain order M with 2<M ~<m requires 
1 + (m - 1) -t- 1 + (m - 1) + (M - 2)2(m - 1) = 2 + 2(M - 1)(m - 1) evaluations o f f .  
It would be acceptable in a variable order code to increase the order by two at each 
subintegration. A two stage, second order explicit Runge-Kutta method is more efficient than 
Euler's method in this context, but not greatly so. The main problem that makes defect correction 
inefficient compared to extrapolation is that m is chosen in advance and held fixed. It is necessary 
to select an m big enough to achieve the highest order likely to be selected. The two interpolations 
make defect correction considerably more complicated than extrapolation. To get an interpolation 
capability in a variable order Runge-Kutta code in this way is, then, rather expensive. 
3. INTEGRATING THE ERROR EQUATION 
The basic idea of our construction is quite simple. Let S(x) be any polynomial that at x0 agrees 
in value and slope with y(x): 
S(xo) = yo, (5) 
S'(xo) =f(x0,  Y0). (6) 
A polynomial P(x) will be constructed that approximates y (x) on [x0, x0 + H] better than does 
S(x). It also satisfies equations (5) and (6), so repetition of the construction will produce 
polynomial approximations to y(x) that are as accurate as we wish. 
The error e(x)= y (x ) -  S(x) satisfies the initial value problem 
e' =f (x ,  e + S(x)) - S'(x), (7) 
e(xo) = 0. (8) 
The error equation will be integrated with Euler's method to obtain ej-e(xj) for a set of points 
{xj} in [x0, )Co + H]. The identity y(x) = S(x) + e(x) suggests that S(xj) + ej will approximate y(xj) 
better than S(xi) does. This is the case, and these values can be used to define a polynomial P(x) 
with the desired properties. 
Let us now define precisely the steps in this plan and justify them. Because we want a scheme 
similar to extrapolation, we do each subintegration with Euler's method and a constant step size. 
The initial slopef(x0, Y0) is formed first and saved for the construction of all the approximations. 
For the integration of the problem (7) and (8) we select an integer m and use the step size H/m. 
Like extrapolation and in contrast o defect correction, we do vary m from one subintegration to
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the next. We produce aproximations at xj = Xo + j  H/m. In general, Euler's method is 
e~ = f (xj, ej + S(xj)) - S'(xj), 
ej + 1 = ej + ej H/m, 
for j = 0, 1 . . . . .  m - 1. However, the conditions (5) and (6) imply that 
eo = 0, e; =f (xo ,  Yo) 
and 
H 
el = e0 + - -  [f(x0, e0 + S(xo)) - S'(x0) ] = 0. m 
Thus, we need only perform the computat ions fo r j  = 1 . . . . .  m - 1 at a cost of  m - 1 evaluations 
off. 
Now we must investigate how well ej approximates e(xj). Suppose that 0 < H ~< H '  and that 
Vxo <~X <~Xo+ H' Vu, v, 
IIf(x, u) - f (x ,  v)]1 ~< L II u - v 11. 
It is an easily proved, classical result that 
~< HZM2 [exp (HL ) -- 1 ], 
[le(xj)-ejll .~ m--~- L HL 
for j = 0, 1 . . . . .  m. Here 
M2 = max II e"(x)It. 
Xo<.X<.xo+H 
Let us define 
so that 
1 max [exp(t) -  1 ] 
c°"-2mo<~t<~n'LL t 
Ile(xj)-ejll ~Co,mH2M2, j=0 ,  1 . . . . .  m. (9) 
Ordinarily convergence is established with this bound by holding the interval ength, here H, fixed 
and letting the step size Him ~ 0 as m ~ or. In contrast, we consider a situation with m fixed and 
let H ~ 0. For this reason we get approximations of  order H 2 rather than the usual order H. 
Our next approximation P(x) is defined as the polynomial of  maximum degree m + 1 that 
satisfies 
P(xo) = Yo 
P'(xj)=e~ + S'(xj) =f(x j ,  ej+ S(xj)), j =0,  1 . . . . .  m. 
Notice that P(x) agrees in value and slope with y(x) at x0 just as S(x) does. Further notice that 
the quantities needed here to define P(x), namely the f(xj,  ej + S(xj)), are all formed during the 
subintegration with the exception of  the slope at x0 + H, 
P'(xo + H) = P'(xm) = f (Xm, em q- S(xm)). 
The critical matter is to establish that P(x) approximates y(x) better, in some sense, than S(x) 
does. Suppose that for H ~< H '  there is a constant c~ and an integer n such that 
M2= max I ly"(x)--S"(x)ll ~Cl Hn. 
Xo <~X<~Xo+ H 
(10) 
We shall prove that if m is large enough, P"(x) approximates y"(x) to a higher order than does 
S"(x). Considering the origin of  P(x) it is natural to introduce the polynomial Q(x) of degree at 
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most m + 1 that satisfies 
Obviously 
Q (x0) = y (x0) 
Q'(xj) = y'(xj), j = o, 1 . . . . .  m. 
IlY"(X)- P"(x)ll < II y " (x ) -  Q"(x)II + II Q"(x) -  P"(x)II.  (11) 
The first term on the right is easily handled. Regarding Q'(x) as an interpolant ofy ' (x) ,  a standard 
result [7, p. 290] says that for any x in [x0, x0 + H], 
H m 
max IlY¢m+2)(t) II, II y"(x) - a"(x)I I  ~< ~ xo.<,~x0+ -' 
or  
Because P ' (x )  and 
Lagrangian form. In terms of the fundamental polynomials 
l , .m(X)=f l (x - -x~' ) ,  i =0,  1 , . . . ,m,  
: = o \x i  - :9/ 
jv~i 
We have 
Similarly, because 
we have 
II y"(x) - Q"(x)I] <<. C2.m Bin" (12) 
Q'(X) are interpolating polynomials, it is convenient o write them in 
y'(x,) = f (x,, y (xi)) = f (xi, e(xi) + S(xi)), 
m__ 
Q ' (x )  = ~ li.m(x)f(xl, e(xi) + S(xi)). 
i=0  
Differentiation and the Lipschitz condition on f lead to 
II P"(x)  - Q"(x)II ~< ~ II,'m(x)lL II e(x,) - viii. (13) 
i=O 
An easy argument sketched in Ref. [6] shows that there is a constant c3. m such that ¥x in [x0, x0 + H] 
I/,~m(x)l <~C3.raH -l, i =0,  1 , . . .  ,m. (14) 
Using this last result in expression (13), along with expressions (9) and (10), 
II P"(x)  - Q"(x)I] <<. m c3~ H- 'L  co~H2clH" = c H n+l • , 4,m 
for x e [x0, x0 + HI. Combining this result with expressions (11) and (12) leads to 
C Brain(re, n+ 1) II y" (x )  - P" (x)  II ~< c2~ Hr~ + %m H" + ~ <<- 5.~ 
We conclude that if m >/n + 1, then the scheme produces a P(x) for which P"(x)  approximates 
y"(x) to one order higher accuracy than does S"(x).  Of course, the conditions at x0 imply that 
fT ~o[y"(t) Ily'(x) - P'(x)II  = Ily'(x0) - P'(xo) + - P"(t)] dt II 
f:o ~< II y"(t)  - P"(t)  II dt 
C n l+rnin(m'n+l) 
5,m 
P ' (x )  = ~ li,m(x)f(xi, e i+ S(xi)). 
i=O 
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and similarly 
I [ y (x )  - p(x)II <. cs.m H2+min(m'n+ 1) 
The main point, though, is that we have demonstrated how to form a polynomial approximation 
P(x)  of higher order than a given approximation S(x) .  
One way to use this construction is to start with 
S(x)  = Yo + (x - xo) f  (xo, Yo). 
This requires one evaluation o f f  that is used for all subsequent approximations. Now S"(x )= 0, 
so we start with n = 0 in expression (10) and an approximation toy(x)  of (local) order H E. Taking 
m = 1 we can construct an approximation of local order H 3 (global order 2) with one additional 
function evaluation. Following this with m = 2 we get global order 3 with a total of 1 + 1 + 2 = 4 
evaluations. Proceeding, as with extrapolation, by using as few steps in the subintegration as 
possible, we obtain a polynomial approximation ofglobal order M in 1 + 1 + 2 +. . .  + (M - l) = 
1 + M(M-  1)/2 evaluations. 
This procedure appears to enjoy the advantages of both extrapolation of Euler's method and 
the defect correction procedure presented in the last section. Its cost, in terms of evaluations of 
f, is the same as that of extrapolation. It has the minor advantage of evaluating f at the end of 
the step. It involves considerably more storage than extrapolation because the intermediate r sults 
of a subintegration must be retained for the formation of the polynomial approximate solution. 
Of course, considerable extra storage is needed simply to define the polynomial solution, and our 
procedure needs little more than this minimum. Extrapolation can be programmed in an elegant 
way. We have not devised a similarly elegant scheme for the interpolation, but the construction 
of P(x)  is a standard task of numerical analysis. The simplicity of the procedure is attractive. 
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