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Abstract. In this paper we prove a global existence result for pair diffusion models in two di-
mensions. Such models describe the transport of charged particles in semiconductor heterostructures.
The underlying model equations are continuity equations for mobile and immobile species coupled
with a nonlinear Poisson equation. The continuity equations for the mobile species are nonlinear
parabolic PDEs involving drift, diffusion and reaction terms, the corresponding equations for the
immobile species are ODEs containing reaction terms only. Forced by applications to semiconduc-
tor technology these equations have to be considered with non-smooth data and kinetic coefficients
additionally depending on the state variables.
Our proof is based on regularizations, on a priori estimates which are obtained by energy estimates
and Moser iteration as well as on existence results for the regularized problems. These are obtained
by applying the Banach Fixed Point Theorem for the equations of the immobile species, and the
Schauder Fixed Point Theorem for the equations of the mobile species.
1. The model. Pair diffusion models describe the transport of charged particles
(dopant atoms, point defects, dopant-defect pairs) in semiconductors [4, 7]. In [12]
we specified a typical mathematical model of this kind which we shall study in this
paper, too. We consider m species Xi. The first l ≤ m species are mobile, the other
ones are immobile. We denote by ui, p0i, bi = ui/p0i the density, some reference
density, the chemical activity of the i-th species, and by ψ some additional potential.
The initial boundary value problem which we are interested in reads as follows:
∂ui
∂t
+∇ · ji +
∑
(α,β)∈RΩ
(αi − βi)RΩαβ = 0 on (0,∞)× Ω ,
ν · ji −
∑
(α,β)∈RΓ
(αi − βi)RΓαβ = 0 on (0,∞)× Γ , i = 1, . . . , l ;
∂ui
∂t
+
∑
(α,β)∈RΩ
(αi − βi)RΩαβ = 0 on (0,∞)× Ω , i = l + 1, . . . ,m ;
−∇ · (ε∇ψ) + e(·, ψ)−
m∑
i=1
Qi(ψ)ui = f on (0,∞)× Ω ,
ν · (ε∇ψ) = 0 on (0,∞)× Γ ;
ui(0) = Ui on Ω , i = 1, . . . ,m .
Here Γ denotes the boundary of the domain Ω ⊂ R2, and ν is the outer unit normal.
The transport of the mobile species is governed by the drift-diffusion flux densities
ji = −Di(·, b, ψ) p0i (∇bi +Qi(ψ) bi∇ψ) , i = 1, . . . , l ,
where Qi denotes the charge number of the i-th species which depends on ψ, and Di
is the diffusivity which depends on the state variables b = (b1, . . . , bm) and ψ. All
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m continuity equations contain volume source terms generated by mass action type
reactions of the form
α1X1 + . . . + αmXm 
 β1X1 + . . . + βmXm , (α, β) ∈ RΩ ,
where α, β ∈ Zm+ are the vectors of stoichiometric coefficients, and RΩ describes the
set of all reactions under consideration. The corresponding reaction rates RΩαβ are
given by
RΩαβ = k
Ω
αβ(x, b1, . . . , bm, ψ)
[
m∏
i=1
aαii −
m∏
i=1
aβii
]
, ai = bie
Pi(ψ) , Pi(ψ) =
∫ ψ
0
Qi(s)ds .
The continuity equations for the mobile species include additional boundary source
terms generated by boundary reactions with reaction rates RΓαβ given by
RΓαβ = k
Γ
αβ(x, b1, . . . , bl, ψ)
[
l∏
i=1
aαii −
l∏
i=1
aβii
]
, (α, β) ∈ RΓ .
Finally, the nonlinear Poisson equation contains various source terms, namely the
fixed charge density f , the charge density e depending on ψ, and the charge density∑m
i=1Qiui of all particles, ε is the dielectric permittivity.
In heterostructures which we want to include in our considerations the reference
densities p0i (and other quantities such as Di, k
Ω
αβ , k
Γ
αβ , ε, and e) depend on x, and
they may jump when crossing interfaces between different materials. The densities ui
may jump, too, but the chemical activities bi and the potential ψ remain sufficiently
smooth (more precisely, b1(t, ·), . . . , bl(t, ·), ψ(t, ·) belong to H1(Ω)). In homogeneous
structures p0i = const > 0 holds. Then for the mobile species ui(t, ·) ∈ H1(Ω) follows,
and the flux densities can be rewritten as
ji = −Di (∇ui +Qi(ψ)ui∇ψ) , i = 1, . . . , l .
If we know that the chemical activities remain strongly positive, bi ≥ const > 0,
then we can reformulate the model equations by using the electrochemical potentials
ζi = ln ai = ln bi + Pi(ψ). For the mobile species ζi(t, ·) ∈ H1(Ω) holds, and the
kinetic relations are obtained as
ji = −Di ui∇ζi , i = 1, . . . , l ,
RΩαβ = k
Ω
αβ
[
e
∑m
i=1 αiζi − e
∑m
i=1 βiζi
]
, RΓαβ = k
Γ
αβ
[
e
∑l
i=1 αiζi − e
∑l
i=1 βiζi
]
.
If each species has a constant charge number,
Qi(ψ) = qi = const , Pi(ψ) = qiψ , i = 1, . . . m ,
then we arrive at a model which we have studied in [8, 9, 10, 11]. There we assumed
that all species are mobile, l = m, that all diffusivities do not depend on b, and
that the initial values Ui are strongly positive. The equations were formulated using
the electrochemical potentials as explained above. We proved the global existence
and uniqueness of a solution and studied its asymptotic behaviour. The methods
developed in the present paper allow us to handle this class of models also in the case
that l < m, that D1, . . . ,Dl may depend on b, and that only Ui ≥ 0 is assumed.
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For the pair diffusion models in [4, 7, 12] the charge numbers and their anti-
derivatives are given by
Qi(ψ) =
∑ki
k=1 qikKike
−qikψ∑ki
k=1Kike
−qikψ
, Pi(ψ) = ln
∑ki
k=1Kik∑ki
k=1Kike
−qikψ
(1.1)
where Kik = const > 0, qik = const. The most important property of the functions
Qi is that Q
′
i(ψ) ≤ 0. This property as well as the special structure of the kinetic
relations and natural assumptions on the kinetic coefficients ensure that the evolution
problem (see (P) later on) as well as needed regularizations of this problem (see (PN ),
(PM) later on) have a convex Lyapunov function [12, 15].
It is the aim of the present paper to show that the initial boundary value problem
considered here has a global solution in a sense which is precisely defined in Section 2.
There also all needed assumptions are given. Section 3 contains the proof of the
existence result and related assertions.
Global existence results for simplified versions of the model (for homogeneous two-
dimensional structures with smooth boundary, with a special choice of the reactions,
and with kinetic coefficients depending only on ψ) were obtained in [20] (all species
are mobile, l = m) and in [19] (some species can be immobile, l ≤ m). In [1] one
may find a local existence result for the same simplified model, but in arbitrary space
dimension. A pair diffusion model for uncharged species (then the Poisson equation
is dropped) and for homogeneous structures is investigated in [14]. There the case
l < m is treated by passing to the limit Di → 0, i = l + 1, . . . ,m. Several different
asymptotic limits for variants of such a model are discussed in [16].
2. Notation, assumptions and main result.
2.1. Notation. The notation of function spaces corresponds to that in [17]. By
Z
n
+, R
n
+, L
p
+, H
1
+ we denote the cones of non-negative elements. If u ∈ Rn then u ≥ 0
(u > 0) means ui ≥ 0∀i (ui > 0∀i). For the scalar product in Rn we use a centered
dot. If u, v ∈ Rn then uv = {uivi}i=1,...,n and u/v is to be understood analogously.
Finally, if u ∈ Rn+ and α ∈ Zn+ then uα means the product
∏n
i=1 u
αi
i . In our estimates
positive constants, which depend at most on the data of our problem, are denoted
by c. Some auxiliary results which are relevant for the paper are collected in the
appendix.
2.2. Assumptions. Let us summarize all needed assumptions which we suppose
to be fulfilled up to the end of the paper: Ω ⊂ R
2 is a bounded Lipschitzian domain , Γ = ∂Ω ,
m, l ∈ N , 1 ≤ l ≤ m, U ∈ L∞+ (Ω,Rm) , f ∈ L2(Ω) ;
(2.1)

for i = 1, . . . ,m :
Qi ∈ C1(R) , |Qi(ψ)| ≤ c , Q′i(ψ) ≤ 0 , Pi(ψ) =
∫ ψ
0
Qi(s) ds ,
pi(x, ψ) = p0i(x) e
−Pi(ψ) , x ∈ Ω , ψ ∈ R
where p0i ∈ L∞(Ω) , ess infx∈Ω p0i(x) ≥ 0 > 0 ;
(2.2)
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ε ∈ L∞(Ω) , ess infx∈Ω ε(x) > 0 ,
e: Ω× R → R satisfies the Carathe´odory conditions,
e(x, ·) is locally Lipschitz continuous uniformly w.r.t. x ,
|e(x, ψ)| ≤ c ec|ψ| f.a.a. x ∈ Ω , ∀ψ ∈ R with some c > 0 ,
e(x, ψ)− e(x, ψ) ≥ e0(x) (ψ − ψ) f.a.a. x ∈ Ω , ∀ψ,ψ ∈ R with ψ ≥ ψ
where e0 ∈ L∞+ (Ω) , ‖e0‖L1 > 0 ;
(2.3)

RΩ ⊂ Zm+ × Zm+ , mΩ = m,
RΓ ⊂ {(α, β) ∈ Zm+ × Zm+ :αi = βi = 0 , i = l + 1, . . . ,m} , mΓ = l ,
for Σ = Ω, Γ , (α, β) ∈ RΣ :
RΣαβ(x, b, ψ) = k
Σ
αβ(x, b, ψ)
(
aα − aβ) , x ∈ Σ , b ∈ RmΣ+ , ψ ∈ R
where ai = bie
Pi(ψ) , i = 1, . . . ,mΣ ,
kΣαβ : Σ× RmΣ+ × R → R+ satisfies the Carathe´odory conditions,
kΣαβ(x, ·, ·) is locally Lipschitz continuous uniformly w.r.t. x ,
for all R > 0 there exists cR > 0 such that
kΣαβ(x, b, ψ) ≤ cR f.a.a. x ∈ Σ , ∀b ∈ RmΣ+ , ∀ψ ∈ [−R,R] ;
(2.4)

m∑
i=l+1
αi ·
m∑
i=l+1
βi = 0 ∀(α, β) ∈ RΩ ,
there exists c > 0 such that for a ∈ Rm+ :
max
k=1,...,m
{
(aα − aβ)(βk − αk)
} ≤ c m∑
k=1
a2k + c ∀(α, β) ∈ RΩ ,
max
k=1,...,l
{
(aα − aβ)(βk − αk)
} ≤ c l∑
k=1
ak + c ∀(α, β) ∈ RΓ ;
(2.5)

for i = 1, . . . , l :
Di: Ω× Rm+ × R → R+ satisfies the Carathe´odory conditions,
Di(x, b, ψ) ≥ c2.6 > 0 f.a.a. x ∈ Ω , ∀b ∈ Rm+ , ∀ψ ∈ R ,
for all R > 0 there exists cR > 0 such that
Di(x, b, ψ) ≤ cR f.a.a. x ∈ Ω , ∀b ∈ Rm+ , ∀ψ ∈ [−R,R] ;
(2.6)
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for i = l + 1, . . . ,m :
there is a reaction of the form
RΩα(i)β(i)(x, b, ψ) = k
Ω
α(i)β(i)
(x, b, ψ)
[
l∏
k=1
a
α(i)k
k − a2i
]
where for all R > 0 there exists cR > 0 such that
kΩα(i)β(i)(x, b, ψ) ≥ cR f.a.a. x ∈ Ω , ∀b ∈ Rm+ , ∀ψ ∈ [−R,R] .
(2.7)
2.3. Formulation of the problem. We use the function spaces
Y = L2(Ω,Rm) , X =
{
b ∈ Y : bi ∈ H1(Ω) , i = 1, . . . , l
}
and define operators B:Y → Y and
A,R: [X ∩ L∞+ (Ω,Rm)]× [H1(Ω) ∩ L∞(Ω)] → X∗ , E:H1(Ω)× Y → H1(Ω)∗
by the relations
(Bb, b)Y =
∫
Ω
m∑
i=1
p0i bi bi dx , b ∈ Y ,
〈A(b, ψ), b〉X =
∫
Ω
l∑
i=1
Di(·, b, ψ)p0i(∇bi + biQi(ψ)∇ψ) · ∇bi dx , b ∈ X ,
〈R(b, ψ), b〉X =
∫
Ω
∑
(α,β)∈RΩ
RΩαβ(·, b1, . . . , bm, ψ)
m∑
i=1
(βi − αi) bi dx
+
∫
Γ
∑
(α,β)∈RΓ
RΓαβ(·, b1, . . . , bl, ψ)
l∑
i=1
(βi − αi) bi dΓ , b ∈ X ,
〈E(ψ, u), ψ〉H1 =
∫
Ω
{
ε∇ψ · ∇ψ + e(·, ψ)ψ −
m∑
i=1
uiQi(ψ)ψ − fψ
}
dx , ψ ∈ H1(Ω) .
The precise formulation of the initial boundary value problem considered in Section 1
reads as follows:
u′(t) +A(b(t), ψ(t)) = R(b(t), ψ(t)) ,
E(ψ(t), u(t)) = 0 , u(t) = Bb(t) f.a.a. t > 0 , u(0) = U ,
u ∈ H1loc(R+,X∗) ∩ L2loc(R+, Y ) , b ∈ L2loc(R+,X) ∩ L∞loc(R+, L∞+ (Ω,Rm)) ,
ψ ∈ L2loc(R+,H1(Ω))∩ L∞loc(R+, L∞(Ω)) .
(P)
Remark 2.1. Let (u, b, ψ) be a solution of (P). Lemma 4.1 ii), iii) ensure that u,
b ∈ C(R+, Y ). Furthermore one easily obtains that u, b ∈ C(R+, (L∞(Ω,Rm), w∗)),
and ψ ∈ C(R+,H1(Ω)), see Lemma 3.1, too. These properties imply that the relations
E(ψ(t), u(t)) = 0 in H1(Ω)∗ ,
u(t) = p0 b(t) in L
∞(Ω,Rm) , u(t), b(t) ≥ 0 a.e. on Ω
(2.8)
are fulfilled for all t ∈ R+.
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2.4. Main result. Now we formulate the main result of the paper.
Theorem 2.2. There exists a solution of (P).
Remark 2.3. In [12] we found some further results concerning properties of so-
lutions of (P). Uniqueness was obtained using some restrictive assumptions on the
diffusivities (see [12, Lemma 7.2]). Global estimates as well as asymptotic properties
of solutions were derived, too (see [12, Theorems 4.1, 6.1]). Here additional assump-
tions on the underlying reaction system were needed.
3. Proofs.
3.1. The nonlinear Poisson equation. We start with some results concerning
the Poisson equation which we need in the sequel.
Lemma 3.1. For any u ∈ Y there exists a unique solution ψ ∈ H1(Ω) of the
equation E(ψ, u+) = 0. Moreover, there are an exponent q > 2, a positive constant c
and a monotonously increasing function d: R+ → R+ such that
‖ψ − ψ‖H1 ≤ c ‖u− u‖Y ∀u, u ∈ Y , E(ψ, u+) = E(ψ, u+) = 0 ,(3.1)
‖ψ‖L∞ ≤ c
{
1 +
m∑
i=1
‖u+i lnu+i ‖L1 + d(‖ψ‖H1)
}
∀u ∈ Y , E(ψ, u+) = 0 ,(3.2)
‖ψ‖W 1,q ≤ c
{
1 +
m∑
i=1
‖ui‖L2q/(2+q) + d(‖ψ‖H1)
}
∀u ∈ Y , E(ψ, u+) = 0 ,(3.3)
‖ψ‖H1 ≤ c(1 + ‖u‖Y ) ∀u ∈ Y , E(ψ, u+) = 0 .(3.4)
Finally, let S = [0, T ], T > 0. Then for every u ∈ L2(S, Y ) there exists a unique
ψ ∈ L2(S,H1(Ω)) such that
E(ψ(t), u+(t)) = 0 f.a.a. t ∈ S .
If u ∈ C(S, Y ) then ψ ∈ C(S,H1(Ω)) follows and the last equation holds for all t ∈ S.
Proof. For the first existence result and the estimates (3.1), (3.2) we refer to
[15, Lemma 1]. The estimate (3.3) is a consequence of Gro¨ger’s regularity result
for elliptic equations [13, Theorem 1] and of Trudinger’s imbedding theorem [23].
Moreover, let ψ0 be the (unique) solution of E(ψ0, 0) = 0. According to (3.1) we
have ‖ψ − ψ0‖H1 ≤ c‖u‖Y if u ∈ Y and E(ψ, u+) = 0. Thus (3.4) follows. The last
assertions result from the pointwise existence result and (3.1).
3.2. First regularized problem (PN). In order to prove Theorem 2.2 we shall
consider two regularized problems which are defined on an arbitrary given interval
S = [0, T ]. First we introduce a problem (PN) as follows. Let N ∈ R, N > 0, be
given and let ρN : R
m+1 → [0, 1] be a Lipschitz continuous function with
ρN (y) =
 0 if |y|∞ ≥ N ,1 if |y|∞ ≤ N/2 , |y|∞ = max{|y1|, . . . , |ym+1|} .
We define the functions rΣi : Σ× RmΣ+ × R → R, i = 1, . . . ,mΣ, Σ = Ω, Γ, by
rΩi (x, b, ψ) = ρN (b, ψ)
∑
(α, β)∈RΩ
RΩαβ(x, b, ψ)(βi − αi) ,
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rΓi (x, b1, . . . , bl, ψ) = ρN (b1, . . . , bl, 0, . . . , 0, ψ)
∑
(α, β)∈RΓ
RΓαβ(x, b1, . . . , bl, ψ)(βi − αi) .
These functions satisfy the Carathe´odory conditions, and the functions rΣi (x, ·, ·) are
uniformly Lipschitz continuous since RΣαβ(x, ·, ·) are uniformly locally Lipschitz con-
tinuous and ρN is a Lipschitz continuous function with compact support. Further
important properties of these functions are
|rΣi (x, b, ψ)| ≤ c(N) f.a.a. x ∈ Σ , ∀(b, ψ) ∈ RmΣ+ × R , i = 1, . . . ,mΣ ,(3.5)
mΣ∑
i=1
rΣi (x, b, ψ) (ln bi + Pi(ψ)) ≤ 0 f.a.a. x ∈ Σ , ∀(b, ψ) ∈ RmΣ+ × R , b > 0 .(3.6)
We define the operator RN :X+ ×H1(Ω) → X∗ by
〈RN (b, ψ), b〉X =
∫
Ω
m∑
i=1
rΩi (·, b1, . . . , bm, ψ) bi dx
+
∫
Γ
l∑
i=1
rΓi (·, b1, . . . , bl, ψ) bi dΓ , b ∈ X .
Now our first regularized problem is formulated as follows:
u′(t) + A(b(t), ψ(t)) = RN (b(t), ψ(t)) ,
E(ψ(t), u(t)) = 0 , u(t) = Bb(t) f.a.a. t ∈ S , u(0) = U ,
u ∈ H1(S,X∗) ∩ L2(S, Y ) , b ∈ L2(S,X) ∩ L∞(S,L∞+ (Ω,Rm)) ,
ψ ∈ L2(S,H1(Ω)) ∩ L∞(S,L∞(Ω)) .
(PN)
3.3. Energy estimates for solutions of (PN). We summarize some results
which can be obtained as in [12, 15]. Let F˜1, F˜2 : Y → R be given by
F˜1(u) =
∫
Ω
{
ε
2
|∇ψ|2 + g(·, ψ) +
m∑
i=1
ui(Pi(ψ)−Qi(ψ)ψ)
}
dx , u ∈ Y+ ,(3.7)
where g(·, ψ) = e(·, ψ)ψ− ∫ ψ
0
e(·, z) dz and ψ ∈ H1(Ω)∩L∞(Ω) is the unique solution
of the Poisson equation E(ψ, u) = 0,
F˜2(u) =
∫
Ω
m∑
i=1
{
ui
[
ln
ui
p0i
− 1
]
+ p0i
}
dx , u ∈ Y+ ,(3.8)
F˜1(u) = +∞ , F˜2(u) = +∞ , u ∈ Y \ Y+ .
Finally, we define the functionals
Fk = (F˜
∗
k |X)∗ : X∗ → R , k = 1, 2 , F = F1 + F2 : X∗ → R .(3.9)
The value F (u) represents the free energy of the state u ∈ X∗.
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Lemma 3.2. The functional F = F1 + F2 : X
∗ → R is proper, convex and lower
semi-continuous. For u ∈ Y+ it can be evaluated according to (3.7), (3.8).
For the proof see [12, Lemma 3.2]. Next, we introduce the functional
D :
{
u ∈ L∞+ (Ω,Rm) :
√
ai ∈ H1(Ω) , ai = ui/pi(ψ) , i = 1, . . . , l , E(ψ, u) = 0
}→ R
by the formula
D(u) = c2.6
∫
Ω
l∑
i=1
pi(·, ψ)|∇√ai|2 dx(3.10)
with c2.6 from assumption (2.6). This functional is a non-negative lower estimate for
the dissipation rate of problem (PN) (and of problem (P), too) where the contribu-
tions arising from the reactions have been omitted in view of (3.6). Again using the
properties (3.6) and following the ideas in [15, Section 5]) and [12] (see also the proof
of Lemma 3.15) we obtain
Lemma 3.3. Along any solution (u, b, ψ) of (PN) the free energy F (u) remains
bounded from above and decreases monotonously, more precisely
F (u(t2)) +
∫ t2
t1
D(u(t)) dt ≤ F (u(t1)) ≤ F (U) , 0 ≤ t1 ≤ t2 ≤ T
holds. Moreover, there exist constants c, c3.11 > 0 depending only on the data but not
on N and T such that
m∑
i=1
‖ui lnui‖L∞(S,L1(Ω)) ≤ c , ‖u‖L∞(S,L1(Ω,Rm)) ≤ c ,
‖ψ‖L∞(S,H1(Ω)) ≤ c , ‖ψ‖L∞(S,L∞(Ω)) , ‖ψ‖L∞(S,L∞(Γ)) ≤ c3.11
(3.11)
for any solution of (PN).
Remark 3.4. Note that the last two estimates of Lemma 3.3 together with the
properties (2.4) and (2.6) ensure the existence of constants c, ˜,  > 0 such that
kΣαβ(·, b1, . . . , bmΣ , ψ) ≤ c a.e. in S × Σ , (α, β) ∈ RΣ , Σ = Ω, Γ ,
˜ ≤ 2kΩα(i)β(i)(·, b, ψ) ePi(ψ) a.e. in S × Ω , i = l + 1, . . . ,m ,
 ≤ Di(·, b, ψ)p0i ≤ c a.e. in S × Ω , i = 1, . . . , l ,
for any solution (u, b, ψ) of (PN).
3.4. Further a priori estimates for solutions of (PN). The constants in the
estimates of this subsection will depend on T . Therefore it is not possible to use these
results to obtain global (w.r.t. time) bounds for solutions of (P). Such global bounds
are derived in [12] by a modified method.
Lemma 3.5. There is a constant c3.12 > 0 not depending on N such that
‖bi(t)‖L2 ≤ c3.12 ∀t ∈ S , i = 1, . . . ,m ,(3.12)
for any solution (u, b, ψ) of (PN).
Proof. Let (u, b, ψ) be a solution of (PN).
1. Choosing q as in Lemma 3.1 we obtain by Lemma 3.1 and Lemma 3.3 that
‖ψ(t)‖W 1,q ≤ c
(
1 +
m∑
i=1
‖bi(t)‖L2q/(2+q)
)
f.a.a. t ∈ S .(3.13)
GLOBAL EXISTENCE RESULT FOR PAIR DIFFUSION MODELS 9
2. We take into account the assumptions (2.5) and (2.7) concerning the order of the
source terms of the reactions and the presence of reactions with quadratic sink terms
for the immobile species, respectively. Since ‖ψ‖L∞(S,L∞(Σ)) ≤ c3.11, Σ = Ω,Γ, and
|ρN (b, ψ)| ≤ 1 we find that∫
Ω
m∑
i=1
rΩi (·, b, ψ) bi dx
≤
∫
Ω
ρN (b, ψ)
m∑
k=l+1
{
c
l∑
i=1
(b3i + b
2
i bk + bib
2
k + b
2
k + 1)− ˜ b3k
}
dx ≤ c
l∑
i=1
‖bi‖3L3 + c ,
∫
Γ
l∑
i=1
rΓi (·, b1, . . . , bl, ψ) bi dΓ ≤ c
l∑
i=1
‖bi‖2L2(Γ) + c .
3. Testing the evolution equation in (PN) with 2b, and using the estimates from step 2
as well as (4.1), (4.3) and Young’s inequality we obtain
m∑
i=1
(
0‖bi(t)‖2L2 − c‖Ui‖2L2
)
≤
∫ t
0
l∑
i=1
{
−2‖bi‖2H1 + c(‖bi‖Lr‖ψ‖W 1,q‖bi‖H1 + ‖bi‖3L3 + ‖bi‖2L2(Γ) + 1)
}
ds
≤
∫ t
0
l∑
i=1
{−‖bi‖2H1 + c(‖bi‖Lr‖ψ‖W 1,q‖bi‖H1 + ‖bi‖4L2 + 1)} ds ∀t ∈ S
where r = 2q/(q − 2). Using the estimate ‖bk‖L2q/(2+q) ≤ ‖bk‖(r−2)/rL1 ‖bk‖
2/r
L2 as well
as Lemma 3.3 and (3.13), (4.3) we calculate
c‖bi‖Lr‖ψ‖W 1,q‖ui‖H1≤ c‖bi‖2/rL2
(
1 +
m∑
k=1
‖bk‖2/rL2
)
‖bi‖2(r−1)/rH1
≤ ‖bi‖2H1 + c‖bi‖2L2
m∑
k=1
‖bk‖2L2 + c .
Therefore we can continue the first estimate in step 3 as
m∑
k=1
‖bk(t)‖2L2 ≤ c
∫ t
0
m∑
k=1
l∑
i=1
‖bi‖2L2‖bk‖2L2 ds+ c ∀t ∈ S .
Let i, 1 ≤ i ≤ l, be fixed. By Lemma 3.3 and (3.10) we find that
‖∇√ai‖L2(S,L2) ≤ c , ‖ui‖L∞(S,L1) ≤ c , ‖ψ‖L∞(S,L∞) ≤ c
and ‖√ai‖L2(S,H1) ≤ c, ‖√ai‖L∞(S,L2) ≤ c. Thus interpolation yields ‖√ai‖L4(S,L4) ≤
c and ‖bi‖L2(S,L2) ≤ c. A special form of Gronwall’s lemma (cf. [24, p. 14, 15]) leads
to the desired result.
Again, let q be chosen as in Lemma 3.1. Since 2q/(2 + q) < 2 we obtain from
(3.12), (3.13) the estimate ‖ψ‖L∞(S,W 1,q) ≤ cq. We define
κ = c2rq + 1 where r = 2q/(q − 2) , q as in Lemma 3.1.(3.14)
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Lemma 3.6. There is a constant c3.15 ≥ 1 not depending on N such that
‖bi(t)‖L4 ≤ c3.15 ∀t ∈ S , i = 1, . . . ,m ,(3.15)
for any solution (u, b, ψ) of (PN).
Proof. Let (u, b, ψ) be a solution of (PN ). We use the test function 4(b31, . . . , b3m).
Arguing similar as in step 2 of the proof of Lemma 3.5 we find that∫
Ω
m∑
i=1
rΩi (·, b, ψ) b3i dx
≤
∫
Ω
ρN (b, ψ)
m∑
k=l+1
{
c
l∑
i=1
(
(b2i + 1)b
3
k + (b
2
k + 1)b
3
i + b
5
i
)− ˜b5k}dx ≤ c l∑
i=1
‖bi‖5L5 + c ,
∫
Γ
l∑
i=1
rΓi (·, b1, . . . , bl, ψ) b3i dΓ ≤ c
l∑
i=1
‖bi‖4L4(Γ) + c .
Therefore we obtain for all t ∈ S
m∑
i=1
(
0‖bi(t)‖4L4 − c‖Ui‖4L4
)
≤
∫ t
0
l∑
i=1
{
−2‖b2i ‖2H1 + c
(
‖∇ψ‖Lq‖∇(b2i )‖L2‖b2i ‖Lr + ‖bi‖5L5 + ‖bi‖4L4(Γ) + 1
)}
ds .
We apply the trace inequality (4.1), Gagliardo–Nirenberg’s inequality (4.3), (3.14)
and Young’s inequality,
0
m∑
i=1
‖bi(t)‖4L4≤
∫ t
0
l∑
i=1
{
− 
2
‖b2i ‖2H1 + c
(
‖ψ‖W 1,q‖b2i ‖1/rL1 ‖b2i ‖2−1/rH1
+‖b2i ‖L1‖b2i ‖3/2H1 + ‖b2i ‖1/2L1 ‖b2i ‖3/2H1 + 1
)}
ds+ c
≤ c
∫ t
0
l∑
i=1
(
κ‖b2i ‖2L1 + ‖b2i ‖4L1 + ‖b2i ‖2L1 + 1
)
ds+ c ∀t ∈ S ,
and the assertion follows from Lemma 3.5.
Theorem 3.7. There exists a constant c3.16 > 0 not depending on N such that
‖bi(t)‖L∞ ≤ c3.16 ∀t ∈ S, i = 1, . . . ,m ,
‖bi‖L∞(S,L∞(Γ)) ≤ c3.16 , i = 1, . . . , l ,
(3.16)
for any solution (u, b, ψ) of (PN).
Proof. The proof will be done in two steps. Firstly, by Moser iteration we establish
global upper bounds for the mobile species. Then, using these bounds we derive
global upper bounds for the immobile species. Let (u, b, ψ) be a solution of (PN). Let
K = max {1,maxi=1,...,m ‖Ui/p0i‖L∞} and define zi = (bi −K)+, i = 1, . . . ,m.
1. Bounds for the mobile species. Let p ≥ 8. We use p(zp−11 , . . . , zp−1l , 0, . . . , 0) as test
function and define wi = z
p/2
i , i = 1, . . . , l. At first let us remark that
l∑
i=1
rΩi (·, b, ψ) zp−1i ≤ c
l∑
i=1
m∑
k=1
(b2k + 1)z
p−1
i ≤ c
l∑
i=1
(
zp+1i +
m∑
k=l+1
zp−1i z
2
k
)
+ c .
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With Lemma 3.6 and Ho¨lder’s inequality we can estimate∫
Ω
zp−1i z
2
k dx ≤ ‖zi‖p−1L2(p−1)‖zk‖2L4 ≤ c23.15‖wi‖
2(p−1)/p
L4(p−1)/p
.
Therefore we obtain for all t ∈ S
0
l∑
i=1
‖wi(t)‖2L2 ≤
∫ t
0
l∑
i=1
{
−2‖wi‖2H1 + cp
(
‖∇ψ‖Lq‖∇wi‖L2(‖wi‖Lr + 1)
+‖wi‖2(p+1)/pL2(p+1)/p + c23.15‖wi‖
2(p−1)/p
L4(p−1)/p
+ ‖wi‖2L2(Γ) + 1
)}
ds .
We apply for k = 1 and p˜ = r, p˜ = 2(p + 1)/p and p˜ = 4(p − 1)/p, respectively,
Gagliardo–Nirenberg’s inequality (4.3) and continue
0
l∑
i=1
‖wi(t)‖2L2
≤
∫ t
0
l∑
i=1
{
− ‖wi‖2H1 + cp2r(‖ψ‖2rW 1,q + 1)(‖wi‖2L1 + 1) + cp
(
‖wi‖(p+2)/pH1 ‖wi‖L1
+ c23.15‖wi‖(3p−4)/2pH1 ‖wi‖
1/2
L1 + ‖wi‖
3/2
H1 ‖wi‖
1/2
L1 + 1
)}
ds
≤
∫ t
0
l∑
i=1
c
{
p2rκ(‖wi‖2L1 + 1) + p4‖wi‖2p/(p−2)L1 + p4c83.15‖wi‖
2p/(p+4)
L1 + p
4‖wi‖2L1
}
ds
≤ cp2r (κ+ c83.15) ∫ t
0
l∑
i=1
(
‖wi‖2p/(p−2)L1 + 1
)
ds
≤ cp2r (κ+ c83.15) T l∑
i=1
(
sup
s∈S
‖zi(s)‖p
2/(p−2)
Lp/2
+ 1
)
.
Therefore the iteration formula
l∑
i=1
‖zi(t)‖pLp + 1 ≤ c p2r
(
κ+ c83.15
)
T
(
l∑
i=1
sup
s∈S
‖zi(s)‖p/2Lp/2 + 1
)2p/(p−2)
∀t ∈ S
results where c > 1 depends only on the data, and κ, r, c3.15 are defined in (3.14) and
Lemma 3.6. Now we set p = 2k, k ∈ N, k ≥ 3. The iteration formula yields
γk ≤
(
24r
(
κ+ c83.15
)
T c γ2
)c02k
, γk =
l∑
i=1
sup
s∈S
‖zi(s)‖2
k
L2k
+ 1 , c0 =
∞∏
j=1
2j
2j − 1 .
Passing to the limit k→∞ we obtain
l∑
i=1
‖zi(t)‖L∞ ≤
√
l
(
24r
(
κ+ c83.15
)
T c
(
l∑
i=1
sup
s∈S
‖zi(s)‖4L4 + 1
))c0
∀t ∈ S .
With Lemma 3.6 and (4.2) the desired estimates for bi, i = 1, . . . , l, are verified.
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2. Bounds for the immobile species. Now, let p ≥ 2. We use the test function
p(0, . . . , 0, zp−1l+1 , . . . , z
p−1
m ). Taking into account the assumptions (2.7), (2.5), the es-
timates for bi, i = 1, . . . , l, obtained in step 1 as well as the inequalities bk ≥ zk ≥ 0
we find that
m∑
k=l+1
rΩk (·, b, ψ) zp−1k ≤ c
l∑
i=1
m∑
k=l+1
(b2i + bi + 1)z
p−1
k − ˜
m∑
k=l+1
zp+1k
≤ c˜
m∑
k=l+1
zp−1k − ˜
m∑
k=l+1
zp+1k ≤ (m− l)
c˜(p+1)/2
˜(p−1)/2
.
The last estimate follows from Young’s inequality. Therefore we obtain
0
m∑
k=l+1
‖zk(t)‖pLp ≤ pT |Ω|(m− l)
c˜(p+1)/2
˜(p−1)/2
∀t ∈ S .
And consequently,
‖zk(t)‖Lp ≤ (pT |Ω|(m− l)/0)1/p c˜
(p+1)/2p
˜(p−1)/2p
≤ c∞ ∀t ∈ S , k = l + 1, . . . ,m .
Passing to the limit p → ∞ we get ‖zk(t)‖L∞ ≤ c∞ for all t ∈ S, k = l + 1, . . . ,m,
which leads to the desired estimates for bk, k = l + 1, . . . ,m.
3.5. Second regularized problem (PM). We prove the solvability of (PN) for
fixed N > 0 by means of a second regularization (PM).
Let M ≥ M∗ = max {N + 1,maxi=1,...,m ‖Ui/p0i‖L∞}. We denote by σM the
projection from R onto [−M,M ],
σM (y) = sign(y)min{|y|,M} , y ∈ R .
Moreover, we introduce the functions
DiM(x, b, ψ) = Di(x, b
+, σM (ψ)) , i = 1, . . . , l , x ∈ Ω , b ∈ Rm , ψ ∈ R ,
define the operator AM :X ×H1(Ω) → X∗,
〈AM (b, ψ), b〉X =
∫
Ω
l∑
i=1
DiM(·, b, ψ)p0i(∇bi + [σM (bi)]+Qi(ψ)∇ψ) · ∇bi dx , b ∈ X ,
and consider the following problem:
u′(t) +AM (b(t), ψ(t)) = RN (b
+(t), ψ(t)) ,
E(ψ(t), u+(t)) = 0 , u(t) = Bb(t) f.a.a. t ∈ S , u(0) = U ,
u ∈ H1(S,X∗) ∩ L2(S, Y ) , b ∈ L2(S,X) , ψ ∈ L2(S,H1(Ω)) .
(PM)
Let us remark that we have u, b ∈ C(S, Y ), ψ ∈ C(S,H1(Ω)) for solutions of (PM).
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3.6. Existence result for (PM). First we derive an equivalent formulation of
(PM). We write b in the form b = (v, w), v = (b1, . . . , bl), w = (bl+1, . . . , bm) and
introduce the spaces
Y l = L2(Ω,Rl) , Y m−l = L2(Ω,Rm−l) , X l = H1(Ω,Rl) ,
and the operators Bv:L
2(S, Y l) → L2(S, Y l), Bw:L2(S, Y m−l) → L2(S, Y m−l) by
〈(Bvv)(t), v〉Y l=
∫
Ω
l∑
i=1
p0i vi(t) vi dx , v ∈ Y l ,
〈(Bww)(t), w〉Ym−l=
∫
Ω
m−l∑
i=1
p0(l+i) wi(t)wi dx, w ∈ Y m−l , t ∈ S .
Moreover, we define the operators
Rv:L
2(S,X l)× L2(S, Y m−l)× L2(S,H1(Ω)) → L2(S,X l∗) ,
Rw:L
2(S,X l)× L2(S, Y m−l)× L2(S,H1(Ω)) → L2(S, Y m−l) ,
Av:L
2(S,X l)× L2(S,X l)× L2(S, Y m−l)× L2(S,H1(Ω)) → L2(S,X l∗) ,
A0v:L
2(S,X l)× L2(S, Y m−l)× L2(S,H1(Ω)) → L2(S,X l∗)
as follows:
〈Rv(v, w, ψ), v〉L2(S,Xl)=
∫
S
〈RN (v+, w+, ψ), (v, 0)〉X ds , v ∈ L2(S,X l) ,
〈Rw(v, w, ψ), w〉L2(S,Ym−l)=
∫
S
〈RN (v+, w+, ψ), (0, w)〉X ds , w ∈ L2(S, Y m−l) ,
〈Av(v; v̂, w, ψ), v〉L2(S,Xl)=
∫
S
∫
Ω
l∑
i=1
(DiM(·, v̂, w, ψ) p0i ∇vi · ∇vi + vivi) dxds ,
〈A0v(v, w, ψ), v〉L2(S,Xl)=
∫
S
∫
Ω
l∑
i=1
(DiM(·, v, w, ψ) p0i [σM (vi)]+Qi(ψ)∇ψ · ∇vi
−vivi) dxds , v ∈ L2(S,X l) .
For any given v ∈ L2(S, Y l), w ∈ L2(S, Y m−l) we have that (Bvv,Bww) ∈ L2(S, Y )
and by Lemma 3.1 we find a unique ψ ∈ L2(S,H1(Ω))∩ L∞(S,L∞(Ω)) such that
E(ψ(t), ((Bvv)
+(t), (Bww)
+(t))) = 0 f.a.a. t ∈ S .
We denote by Tψ:L2(S, Y l)×L2(S, Y m−l) → L2(S,H1(Ω)) the corresponding solution
operator, ψ = Tψ(v, w). Problem (PM) is obviously equivalent to the following system
of equations:
(Bvv)
′ + Av(v; v, w, Tψ (v, w)) = Rv(v, w, Tψ(v, w))− A0v(v, w, Tψ(v, w)) ,
(Bvv)(0) = Uv = (U1, . . . , Ul) , v ∈W l
(3.17)
where W l =
{
v ∈ L2(S,X l): (Bvv) ′ ∈ L2(S,X l∗)
} ⊂ C(S, Y l),
(Bww)
′ = Rw(v, w, Tψ(v, w)) ,
(Bww)(0) = Uw = (Ul+1, . . . , Um) , Bww ∈ H1(S, Y m−l) .
(3.18)
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Let us shortly outline how these equations will be solved. We start with some
fixed v̂ ∈W l. First we solve the initial value problem
(Bww)
′ = Rw(v̂, w, Tψ(v̂, w)) , (Bww)(0) = Uw , Bww ∈ H1(S, Y m−l) .(3.19)
This problem has a unique solution w = Twv̂ (see Lemma 3.8). Next we solve the
initial boundary value problem
(Bvv)
′ +Av(v; v̂, Tw v̂, Tψ(v̂, Twv̂)) = Rv(v̂, Tw v̂, Tψ(v̂, Twv̂))
− A0v(v̂, Tw v̂, Tψ(v̂, Twv̂)) ,(3.20)
(Bvv)(0) = Uv , v ∈ W l .
Also this problem has a unique solution v = Qv̂ (see Lemma 4.2). The operator Q is
completely continuous (see Lemma 3.10). Using Schauder’s Fixed Point Theorem we
obtain a fixed point v of Q (see Lemma 3.11). Then (v, Twv) is a solution of (3.17),
(3.18).
Now we give the detailed proofs. The constants c in the estimates of this subsec-
tion can depend on M , N (and on T ).
Lemma 3.8. For any v̂ ∈ W l there exists a unique solution w of problem (3.19),
and w belongs to H1(S, Y m−l) ⊂ C(S, Y m−l).
Proof. Let v̂ ∈W l be fixed. The initial value problem (3.19) is obviously equiva-
lent to the initial value problem
w′ +Gw = 0 , w(0) = (Bw)
−1Uw , w ∈ H1(S, Y m−l)(3.21)
where G:L2(S, Y m−l) → L2(S, Y m−l) is defined by
Gw = −(Bw)−1[Rw(vˆ, w, Tψ(v̂, w))] , w ∈ L2(S, Y m−l) .
For v̂ ∈ L2(S, Y l), w ∈ L2(S, Y m−l) we have Tψ(v̂, w) ∈ L2(S,H1(Ω)) and
‖Tψ(v̂, w1)− Tψ(v̂, w2)‖L2(S,H1) ≤ c‖w1 − w2‖L2(S,Ym−l) ∀w1, w2 ∈ L2(S, Y m−l) .
Since the functions rΩi (x, ·, ·) are uniformly Lipschitz continuous the estimate
‖Gw1 −Gw2‖L2(S,Ym−l) ≤ L‖w1 − w2‖L2(S,Ym−l) ∀w1, w2 ∈ L2(S, Y m−l)
follows, and [6, Chap. V, Theorem 1.3] ensures the existence of a unique solution of
(3.21). In principle, this result was obtained by means of the Banach Fixed Point
Theorem.
We denote by Tw:W l → H1(S, Y m−l) the operator which assigns to v̂ the solution
w of (3.19).
Lemma 3.9. There exists a constant c > 0 such that the following estimates hold:
‖Twv̂1 − Twv̂2‖C(S,Ym−l) ≤ c‖v̂1 − v̂2‖L2(S,Y l) ∀ v̂1, v̂2 ∈W l ,
‖Twv̂‖C(S,Ym−l) ≤ c ∀ v̂ ∈W l .
Proof. Let wk = Twv̂k, k = 1, 2. Using the test function w = w1 − w2 for the
corresponding problems (3.19), the Lipschitz continuity of rΩi , Ho¨lder’s inequality and
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Lemma 3.1 we find that
‖w(t)‖2Y m−l ≤ c‖(Bw(w(t))‖2Ym−l
≤ c
∫ t
0
(‖w‖Ym−l + ‖v̂1 − v̂2‖Y l + ‖Tψ(v̂1, w1)− Tψ(v̂2, w2)‖H1) ‖w‖Ym−l ds
≤ c
∫ t
0
(‖w‖2Ym−l + ‖v̂1 − v̂2‖2Y l) ds .
Gronwall’s Lemma leads to the first assertion. Next, testing (3.19) with w = Twv̂ and
using (3.5) the estimate
‖w(t)‖2Ym−l ≤ c+ c
∫ t
0
‖w(s)‖Ym−l ds ≤ c+
∫ t
0
‖w(s)‖2Ym−l ∀t ∈ S
follows where c does not depend on v̂. Again applying Gronwall’s Lemma the second
assertion is obtained.
Next we conclude that for given v̂ ∈ W l the initial boundary value problem (3.20)
has a unique solution. This follows from Lemma 4.2 since Bv and Av are diagonal and
the right hand side belongs to L2(S,X l∗). We denote by Q:W l → W l the operator
which assigns to v̂ the solution v of (3.20).
Lemma 3.10. The mapping Q is completely continuous.
Proof. Let {v̂n} ⊂ W l be bounded. Because of Lemma 4.1 v) we may assume
that there exists an element v̂ ∈ W l such that v̂n → v̂ in L2(S, Y l) as well as in
L2(S,L2(Γ,Rl)). Let
vn = Qv̂n , v = Qv̂ , wn = Twv̂n , w = Twv̂ , ψn = Tψ(v̂n, wn) , ψ = Tψ(v̂, w) .
From Lemma 3.9 and Lemma 3.1 it follows that
wn → w in L2(S, Y m−l) , ψn → ψ in L2(S,H1) .
Using the test function vn − v we obtain
0
2
‖(vn − v)(t)‖2Y l +
∫ t
0
‖vn − v‖2Xl ds
≤
∫ t
0
c
{(‖v̂n − v̂‖L2(Γ,Rl) + ‖ψn − ψ‖L2(Γ)) ‖vn − v‖L2(Γ,Rl)
+ (‖v̂n − v̂‖Y l + ‖wn − w‖Y m−l + ‖ψn − ψ‖L2) ‖vn − v‖Y l
+
∫
Ω
l∑
i=1
{
(|∇vi|+ |∇ψ|) |DiM(·, v̂n, wn, ψn)−DiM (·, v̂, w, ψ)| |∇(vni − vi)|
+
(|Qi(ψn)−Qi(ψ)|+ |[σM (v̂ni)]+ − [σM (v̂i)]+|) |∇ψ| |∇(vni − vi)|
+ |∇(ψn − ψ)| |∇(vni − vi)|
}
dx
}
ds ∀t ∈ S .
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Applying Ho¨lder’s inequality and Lemma 3.9 we arrive at
‖vn − v‖2L2(S,Xl)
≤ c‖vn − v‖L2(S,Xl)
{
‖v̂n − v̂‖L2(S,Y l) + ‖v̂n − v̂‖L2(S,L2(Γ,Rl)) + ‖ψn − ψ‖L2(S,H1)
+
l∑
i=1
{[∫ T
0
∫
Ω
|DiM (·, v̂n, wn, ψn)−DiM (·, v̂, w, ψ)|2 |∇vi|2 dxds
]1/2
+
[ ∫ T
0
∫
Ω
|DiM (·, v̂n, wn, ψn)−DiM(·, v̂, w, ψ)|2 |∇ψ|2 dxds
]1/2
+
[ ∫ T
0
∫
Ω
|Qi(ψn)−Qi(ψ)|2 |∇ψ|2 dxds
]1/2
+
[ ∫ T
0
∫
Ω
|[σM (v̂ni)]+ − [σM (v̂i)]+|2 |∇ψ|2 dxds
]1/2}}
.
Properties of superposition operators ensure that the last four bracket terms tend to
zero if n→∞. Thus in summary we find that vn → v in L2(S,X l). Next we obtain
‖(Bvvn)′ − (Bvv)′‖L2(S,Xl∗) ≤ ‖Rv(v̂n, wn, ψn)−Rv(v̂, w, ψ)‖L2(S,Xl∗)
+ ‖Av(vn; v̂n, wn, ψn)−Av(v; v̂, w, ψ)‖L2(S,Xl∗)
+ ‖A0v(v̂n, wn, ψn)− A0v(v̂, w, ψ)‖L2(S,Xl∗)
≤ c
{
‖vn − v‖L2(S,Xl) + ‖v̂n − v̂‖L2(S,Y l) + ‖v̂n − v̂‖L2(S,L2(Γ,Rl))
+ ‖wn − w‖L2(S,Ym−l) + ‖ψn − ψ‖L2(S,H1)
+
l∑
i=1
{[∫ T
0
∫
Ω
|DiM (·, v̂n, wn, ψn)−DiM(·, v̂, w, ψ)|2 |∇vi|2 dxds
]1/2
+
[ ∫ T
0
∫
Ω
|DiM (·, v̂n, wn, ψn)−DiM(·, v̂, w, ψ)|2 |∇ψ|2 dxds
]1/2
+
[ ∫ T
0
∫
Ω
|Qi(ψn)−Qi(ψ)|2 |∇ψ|2 dxds
]1/2
+
[ ∫ T
0
∫
Ω
|[σM (v̂ni)]+ − [σM (v̂i)]+|2 |∇ψ|2 dxds
]1/2}}
→ 0 for n→∞
and we arrive at vn → v in W l. The continuity of the operator Q can be shown by
similar arguments.
Lemma 3.11. The mapping Q has a fixed point.
Proof. Let v̂ ∈ W l, ψ = Tψ(v̂, Twv̂) and v = Qv̂. We use v as test function
for (3.20), take into account the properties of DiM , Qi, apply Lemma 3.1, (4.1),
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Lemma 3.9, the boundedness of rΣi and Young’s inequality. Thus we obtain
0‖v(t)‖2Y l − c‖(U1, . . . , Ul)‖2Y l + 2
∫ t
0
‖v‖2Xl ds
≤ c
∫ t
0
(
1 + ‖v‖2Y l + ‖v̂‖2Y l + ‖ψ‖H1‖v‖Xl + ‖v‖2L2(Γ,Rl)
)
ds
≤
∫ t
0
(
‖v‖2Xl + c
(
1 + ‖v‖2Y l + ‖v̂‖2Y l
))
ds ∀t ∈ S .
(3.22)
Therefore we find a constant c > 0 such that for all k > 0
e−kt
(
‖v(t)‖2Y l +
∫ t
0
‖v‖2Xl ds
)
≤ c+ ce−kt
∫ t
0
{{
‖v‖2Y l + ‖v̂‖2Y l +
∫ s
0
(‖v‖2Xl + ‖v̂‖2Xl) dτ} e−kseks}ds
≤ c+ ce−kt sup
s∈S
{{
‖v(s)‖2Y l + ‖v̂(s)‖2Y l +
∫ s
0
(‖v‖2Xl + ‖v̂‖2Xl) dτ} e−ks} ekt − 1k .
Choosing now k ≥ 3c we obtain
sup
t∈S
e−kt
(
‖v(t)‖2Y l +
∫ t
0
‖v(s)‖2Xl ds
)
≤ 3
2
c+
1
2
sup
t∈S
{
e−kt
(
‖v̂(t)‖2Y l +
∫ t
0
‖v̂(s)‖2Xl ds
)}
.
Again using Lemma 3.1 and Lemma 3.9 we estimate
‖(Bvv)′‖L2(S,Xl∗)
= sup
‖v‖
L2(S,Xl)
≤1
〈Rv(v̂, Tw v̂, ψ) −Av(v; v̂, Twv̂, ψ)−A0v(v̂, Tw v̂, ψ), v〉L2(S,Xl)
≤ c (‖v‖L2(S,Xl) + ‖ψ‖L2(S,H1) + 1) ≤ c (‖v‖L2(S,Xl) + ‖v̂‖L2(S,Y l) + 1)
≤ c˜
(
‖v‖L2(S,Xl) +
[
sup
t∈S
{
e−kt
(
‖v̂(t)‖2Y l +
∫ t
0
‖v̂(s)‖2Xl ds
)}
ekT
]1/2
+ 1
)
.
Now we define the set
B =
{
v ∈W l: sup
t∈S
{
e−kt
(
‖v(t)‖2Y l +
∫ t
0
‖v‖2Xl ds
)}
≤ 3c ,
‖(Bvv)′‖L2(S,Xl∗) ≤ c˜
(
2
√
3cekT + 1
)}
.
This set is a non-empty, bounded, closed and convex subset of W l with the property
that Q(B) ⊂ B. Since the mapping Q is completely continuous the assertion follows
from the Schauder Fixed Point Theorem.
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Theorem 3.12. There exists a solution (u, b, ψ) of (PM).
Proof. Because of Lemma 3.11 there exists a solution v of the problem
(Bvv)
′+Av(v; v, Twv, Tψ(v,Twv)) = Rv(v, Twv, Tψ(v,Twv))−A0v(v, Twv, Tψ(v,Twv)),
(Bvv)(0) = (U1, . . . , Ul) , v ∈W l .
We set w = Twv ∈ H1(S, Y m−l). Then the pair (v, w) fulfils the equations (3.17) and
(3.18) which represent an equivalent formulation of problem (PM).
3.7. Energy estimates for solutions of (PM). First, we proof
Lemma 3.13. For any solution (u, b, ψ) of (PM) and for every t ∈ S the inequal-
ities b(t) , u(t) ≥ 0 a.e. on Ω are fulfilled.
Proof. Let (u, b, ψ) be a solution of (PM). We test the evolution equation with
the function −b−. Taking into account that
(∇bi + [σM (bi)]+Qi(ψ)∇ψ) · ∇b−i ≤ 0 , i = 1, . . . , l ,
−rΣi (·, b+1 , . . . , b+mΣ , ψ) b−i ≤ 0 , i = 1, . . . ,mΣ , Σ = Ω,Γ ,
we find that ‖b−(t)‖2Y ≤ 0 for all t ∈ S.
Next, we introduce a regularized free energy functional FM which is adapted to
the regularizations in problem (PM). We define the function
lM (y) =
 ln y if 0 < y ≤M ,lnM − 1 + y
M
if y > M ,
and the functional F˜M2 : Y → R by
F˜M2(u) =

∫
Ω
m∑
i=1
∫ ui
p0i
lM (z/p0i) dz dx if u ∈ Y+ ,
+∞ if u ∈ Y \ Y+ .
(3.23)
Moreover, we set
FM2 = (F˜
∗
M2|X)∗ : X∗ → R, FM = F1 + FM2 : X∗ → R
where F1 was introduced in Subsection 3.3. Since the function lM has the same
essential properties as the function ln which occurs in the definition of the functional
F2 similar arguments as in [12] give the following results.
Lemma 3.14. The functional FM = F1 + FM2 : X
∗ → R is proper, convex and
lower semi-continuous. For u ∈ Y+ it can be evaluated according to (3.7), (3.23).
The restriction FM |Y+ is continuous. If u ∈ Y+ then P (ψ) ∈ ∂F1(u) where ψ is the
solution of E(ψ, u) = 0. If u ∈ Y , u ≥ δ > 0 and u/p0 ∈ X then lM (u/p0) ∈ ∂FM2(u)
where lM (b) denotes the vector {lM (bi)}i=1,...,m.
By the definition of lM the inequality∫ y
p0i
lMi(z/p0i) dz ≥ y ln y
p0i
− y + p0i a.e. on Ω , ∀y ∈ R+
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holds. Therefore it follows that
FM (u) ≥ c1
{
‖ψ‖2H1 +
m∑
i=1
‖ui lnui‖L1
}
− c2 , u ∈ Y+ .(3.24)
Lemma 3.15. Along any solution (u, b, ψ) of (PM) the regularized free energy
FM (u) remains bounded by its initial value and decreases monotonously,
FM (u(t2)) ≤ FM (u(t1)) ≤ FM (U) = F (U) , 0 ≤ t1 ≤ t2 ≤ T .
Moreover, there exist positive constants c, c3.25, c3.26 not depending on M , such that
m∑
i=1
‖ui lnui‖L∞(S,L1(Ω)) ≤ c , ‖u‖L∞(S,L1(Ω,Rm)) ≤ c ,
m∑
i=1
‖bi ln bi‖L∞(S,L1(Ω)) ≤ c3.25 ,(3.25)
‖ψ‖L∞(S,H1(Ω)) ≤ c , ‖ψ‖L∞(S,L∞(Ω)) , ‖ψ‖L∞(S,L∞(Γ)) ≤ c3.26(3.26)
for any solution of (PM).
Proof. Let (u, b, ψ) be a solution of (PM).
1. We know that u ∈ H1(S,X∗), ψ ∈ L2(S,H1(Ω)), P (ψ) ∈ L2(S,X), ∇P (ψ) =
Q(ψ)∇ψ. By Lemma 3.14 we find that P (ψ(t)) ∈ ∂F1(u(t)) f.a.a. t ∈ S. Thus, the
function t 7→ F1(u(t)) is absolutely continuous on S and according to the chain rule
(see [3, Lemma 3.3]) we obtain
d
dt
F1(u(t)) = 〈u′(t), P (ψ(t))〉X f.a.a. t ∈ S .
2. We choose some δ ∈ (0, 1) and define uδ = u + δp0, bδ = uδ/p0 = b+ δ. Then we
find that uδ ∈ H1(S,X∗), lM (bδ) ∈ L2(S,X), ∇lM (bδi ) = ∇bi/σM (bδi ) , i = 1, . . . , l.
Lemma 3.14 ensures that lM (b
δ(t)) ∈ ∂FM2(uδ(t)) f.a.a. t ∈ S. Thus, the function
t 7→ FM2(uδ(t)) is absolutely continuous on S and
d
dt
FM2(u
δ(t)) =
〈
u′(t), lM (b
δ(t))
〉
X
f.a.a. t ∈ S .
3. We set ζδM = lM (b
δ) + P (ψ) and obtain
[
F1(u(t)) + FM2(u
δ(t))
] ∣∣t2
t1
=
∫ t2
t1
〈u′(t), ζδM (t)〉X dt
=
∫ t2
t1
〈RN (b(t), ψ(t))−AM (b(t), ψ(t)), ζδM(t)〉X dt .
The volume integral in the definition of 〈RN (b, ψ), ζδM 〉X , namely
I =
∫
Ω
ρN (b, ψ)
∑
(α, β)∈RΩ
kΩαβ(·, b, ψ)(aα − aβ)
m∑
i=1
(βi − αi)ζδMi dx , ai = biePi(ψ) ,
is estimated as follows. Since for |(b, ψ)|∞ > N the integrand vanishes we may assume
that |(b, ψ)|∞ ≤ N and thus bi ≤ N , bδi ≤ N +1 ≤M , ζδMi = ln aδi with aδi = bδi ePi(ψ),
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i = 1, . . . ,m, |ψ| ≤ N . Then we have[
(aδ)α − (aδ)β]∑m
i=1
(βi − αi) ln aδi ≤ 0 ,∣∣∣[aα − aβ − (aδ)α + (aδ)β]∑m
i=1
(βi − αi) ln aδi
∣∣∣ ≤ cNδ(1 + | ln δ|)
and I ≤ cNδ(1+| ln δ|). The boundary integral is handled analogously and in summary
we obtain
〈RN (b(t), ψ(t)), ζδM(t)〉X ≤ hδ1 = cNδ(1 + | ln δ|) f.a.a. t ∈ S .
Next we consider the term −〈AM (b, ψ), ζδM 〉X , i.e. the integral
−
∫
Ω
l∑
i=1
DiM (·, b, ψ)p0i(∇bi + σM (bi)Qi(ψ)∇ψ) · ∇ζδMi dx .
Here we write
∇bi + σM (bi)Qi(ψ)∇ψ = σM (bδi )∇ζδMi +
[
σM (bi)− σM (bδi )
]
Qi(ψ)∇ψ
and in view of DiM(·, b, ψ) ≤ cM we obtain
−〈AM (b(t), ψ(t)), ζδM(t)〉X ≤ hδ2(t) f.a.a. t ∈ S ,
hδ2(t) = cM
∫
Ω
l∑
i=1
δ|∇ψ(t)|
[
|∇ψ(t)|+ 1
σM (b
δ
i (t))
|∇bi(t)|
]
dx .
The last estimates ensure that[
F1(u(t)) + FM2(u
δ(t))
] ∣∣t2
t1
≤
∫ t2
t1
(
hδ1 + h
δ
2(t)
)
dt
and letting δ → 0 the inequality FM (u(t2)) − FM(u(t1)) ≤ 0 follows. The choice of
M guarantees that FM (U) = F (U). The remaining assertions of the lemma are a
consequence of (3.24), Lemma 3.1 and (4.2).
3.8. Further estimates for solutions of (PM). We prove
Theorem 3.16. There is a constant c3.27 > 0 not depending on M such that
‖b‖L∞(S,L∞(Ω,Rm)) ≤ c3.27 , ‖bi‖L∞(S,L∞(Γ)) ≤ c3.27 , i = 1, . . . , l ,(3.27)
for any solution (u, b, ψ) of (PM).
Proof. Let (u, b, ψ) be a solution of (PM). Let q > 2 be chosen as in Lemma 3.1,
r = 2q/(q−2), r′ = 2q/(2+q). Other constants in the following estimates can depend
on N (and on T ).
1. Testing (PM) with (0, . . . , 0, bl+1, . . . , bm) we obtain in view of (3.5) that
‖bi(t)‖L2 ≤ c ∀t ∈ S , i = l + 1, . . . ,m ,(3.28)
which ensures that ‖ui(t)‖Lr′ ≤ c for all t ∈ S, i = l + 1, . . . ,m. Hence we get
‖ψ(t)‖W 1,q ≤ c
[
1 +
m∑
i=1
‖ui(t)‖Lr′
]
≤ c
[
1 +
l∑
i=1
‖bi(t)‖Lr′
]
∀t ∈ S .(3.29)
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2. Testing (PM) with 2(b1, . . . , bl, 0, . . . , 0), estimating [σM (bi)]+ by bi, using (3.5),
(3.29), (4.1), (4.3), Youngs’s inequality and Lemma 3.15 we find that
l∑
i=1
(
0‖bi(t)‖2L2 − c‖Ui‖2L2
)
≤
∫ t
0
l∑
i=1
{
−2‖bi‖2H1 + c(‖bi‖Lr‖ψ‖W 1,q‖bi‖H1 + ‖bi‖2L2 + ‖bi‖2L2(Γ) + 1)
}
ds
≤
∫ t
0
l∑
i=1
{
−‖bi‖2H1 + c‖bi‖Lr‖bi‖H1
l∑
k=1
‖bk‖Lr′ + c
}
ds .
Using the inequality (4.4) for p = 2 and Lemma 3.15 we have
c
l∑
i=1
‖bi‖Lr‖bi‖H1
l∑
k=1
‖bk‖Lr′ ≤
l∑
i=1
{

2
‖bi‖2H1 + c‖bi‖2L2
l∑
k=1
‖bk‖2L2
}
≤
l∑
i=1
{

2
‖bi‖2H1 +
[ √

2c3.25
‖bi ln bi‖L1‖bi‖H1 + c‖bi‖L1
]2}
≤
l∑
i=1
‖bi‖2H1 + c .
The previous estimates and the inequalities (3.28), (3.29) ensure the existence of
positive constants c, κ˜ not depending on M such that
‖bi(t)‖L2 ≤ c , i = 1, . . . ,m , ‖ψ(t)‖2rW 1,q + 1 ≤ κ˜ ∀t ∈ S .(3.30)
3. Following the estimates in the proofs of Lemma 3.6 and Theorem 3.7, but estimat-
ing [σM (bi)]
+ by bi and using κ˜ from (3.30) instead of κ we find that
‖bi(t)‖L4 ≤ c˜ , i = 1, . . . ,m ,
l∑
i=1
‖(bi −K)+(t)‖L∞ ≤
√
l
(
24r
(
κ˜+ c˜ 8
)
cT
(
l∑
i=1
sup
s∈S
‖(bi −K)+(s)‖4L4 + 1
))c0
,
‖(bi −K)+(t)‖L∞ ≤ c , i = l + 1, . . . ,m , ∀t ∈ S
where the constants K, c0 have the same meaning as in the proof of Theorem 3.7.
This provides the desired estimates.
3.9. Existence result for (PN).
Theorem 3.17. There exists a solution of (PN).
Proof. We choose M = max{M ∗, c3.26, c3.27} (cf. Lemma 3.15, Theorem 3.16).
By Theorem 3.12 there is a solution (u, b, ψ) of (PM ). Since b ≥ 0 (cf. Lemma 3.13)
and
‖ψ‖L∞(S,L∞(Ω)) , ‖ψ‖L∞(S,L∞(Γ)) ≤M ,
‖bi‖L∞(S,L∞) ≤M , i = 1, . . . ,m , ‖bi‖L∞(S,L∞(Γ)) ≤M , i = 1, . . . , l ,
(cf. Lemma 3.15 and Theorem 3.16) this solution is a solution of (PN ), too.
3.10. Existence result for (P). Proof of Theorem 2.2. It suffices to prove the
existence of a solution of (P) on any finite time interval S = [0, T ]. Such problems are
denoted by (PS). We choose N = 2max{c3.11, c3.16} (cf. Lemma 3.3, Theorem 3.7).
Then according to Theorem 3.17 there is a solution (u, b, ψ) of (PN ). The choice of N
guarantees that the operators RN and R coincide on this solution. Therefore (u, b, ψ)
is a solution of (PS), too.
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4. Appendix. We assume that Ω ⊂ R2 is a bounded Lipschitzian domain. We
apply Sobolev’s imbedding theorems (see [17]) and some other imbedding results,
especially the trace inequalities
‖w‖qLq(Γ) ≤ cΩ q ‖w‖q−1L2(q−1)(Ω)‖w‖H1(Ω) ∀w ∈ H1(Ω) , q ≥ 2 ,(4.1)
‖w‖L∞(Γ) ≤ ‖w‖L∞(Ω) ∀w ∈ H1(Ω) ∩ L∞(Ω) ,(4.2)
and the following version of the Gagliardo–Nirenberg inequality (see [5, 21])
‖w‖Lp ≤ cp,k ‖w‖k/pLk ‖w‖
1−k/p
H1 ∀w ∈ H1(Ω) , 1 ≤ k < p <∞ .(4.3)
As an extended form of the this inequality one obtains that for any δ > 0 and any
p ∈ (1,∞) there exists a constant cδ,p > 0 such that
‖w‖pLp ≤ δ ‖w ln |w|‖L1 ‖w‖p−1H1 + cδ,p ‖w‖L1 ∀w ∈ H1(Ω) .(4.4)
This inequality is proven in [2] for bounded domains with smooth boundary and p = 3.
But (4.4) is valid also for bounded Lipschitzian domains and p ∈ (1,∞), since (4.3)
is true in this case, too.
Let p0 ∈ L∞(Ω), ess infx∈Ω p0(x) > 0. We define B:L2(Ω) −→ L2(Ω) by
(Bw,w)L2 =
∫
Ω
p0 wwdx w ∈ L2(Ω) .
Let S = [0, T ] be a compact interval. The extended operator B:L2(S,L2(Ω)) −→
L2(S,L2(Ω)) is defined by (Bw)(t) = B(w(t)) f.a.a. t ∈ S. Because of properties of
p0 the operator B is linear, continuous, self-adjoint, positive definite, and it exists the
inverse operator B−1:L2(S,L2(Ω)) −→ L2(S,L2(Ω)) with the same properties. Let
WB =
{
w ∈ L2(S,H1): (Bw)′ ∈ L2(S,H1∗)
}
.
The following assertions can be verified as in [6, 18, 22]
Lemma 4.1.
i) Equipped with the scalar product
(w,w)WB = (w,w)L2(S,H1) + ((Bw)
′, (Bw)′)L2(S,H1∗)
the linear space WB is a Hilbert space.
ii) WB is continuously embedded in C(S,L
2(Ω)).
iii) The operator B:WB → C(S,L2(Ω)) is continuous.
iv) For w ∈WB and t1, t2 ∈ S the formula∫ t2
t1
〈
(Bw)′(s), w(s)
〉
H1
ds =
1
2
((Bw)(t2), w(t2))L2 −
1
2
((Bw)(t1), w(t1))L2
holds.
v) The imbeddings of WB in L
2(S,L2(Ω)) and in L2(S,L2(Γ)), respectively, are
compact.
GLOBAL EXISTENCE RESULT FOR PAIR DIFFUSION MODELS 23
Finally, the following existence result can be obtained as in [6, Chapt. VI].
Lemma 4.2. Let A:L2(S,H1(Ω)) → L2(S,H1(Ω)∗) be the operator
〈Aw,w〉L2(S,H1) =
∫ T
0
∫
Ω
(a∇w · ∇w + dww) dxds , w, w ∈ L2(S,H1(Ω)) ,
where a, d ∈ L∞(S × Ω) with a(t, x), d(t, x) ≥ c > 0 a.e. on S × Ω. Then for every
f ∈ L2(S,H1(Ω)∗) and every U ∈ L2(Ω) there is a unique solution of the problem
(Bw)′ +Aw = f , (Bw)(0) = U , w ∈WB .
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