Abstract-Several problems in early vision have been formulated in the past in a regularization framework. These problems, when discretized, lead to large sparse linear systems. In this paper, we present a novel physically based adaptive preconditioning technique which can be used in conjunction with a conjugate gradient algorithm to dramatically improve the speed of convergence for solving the aforementioned linear systems. A preconditioner, based on the membrane spline, or the thin plate spline, or a convex combination of the two, is termed a physically based preconditioner for obvious reasons. The adaptation of the preconditioner to an early vision problem is achieved via the explicit use of the spectral characteristics of the regularization filter in conjunction with the data. This spectral function is used to modulate the frequency characteristics of a chosen wavelet basis, and these modulated values are then used in the construction of our preconditioner. We present the preconditioner construction for three different early vision problems namely, the surface reconstruction, the shape from shading, and the optical flow computation problems. Performance of the preconditioning scheme is demonstrated via experiments on synthetic and real data sets. We note that our preconditioner outperforms other methods of preconditioning for these early vision problems, described in computer vision literature.
INTRODUCTION
N the past decade, several problems in early vision have been formulated in a regularization framework [1] , [2] , [3] , [4] , [5] , [6] . These formulations result in partial differential equations which, when discretized, lead to large sparse linear systems. Numerical iterative methods, such as the Gauss-Seidel, Jacobi, and conjugate gradient technique [7] , have been popular until the inception of multigrid methods [8] and multiresolution methods [9] , [10] , [11] . Alternatively, analog network solutions that are suited for hardware implementations have also been proposed, and we refer the interested reader to [12] . More recently, the capacitance matrix technique [13] has been generalized to efficiently solve the linear systems arising from the early vision problems [14] . However, this technique may prove to be inefficient-without further research-for dense data problems with nonuniform weighting on the data constraints, such as the optical flow problem, since the size of the associated (dense) capacitance matrix is too large. Although this problem may be circumvented by incorporating the capacitance matrix technique as part of an iterative scheme [15] , however, it was pointed out in [16] that this semidirect numerical scheme only converges when the regularization parameter is very large. In this paper, we will introduce a physically based adaptive preconditioning technique which when used in conjunction with the conjugate gradient algorithm, outperforms-in computational efficiency-previously proposed preconditioning methods for some early vision problems in literature [9] , [10] , [11] .
In [9] and [17] , Szeliski presented a novel preconditioning technique based on the use of hierarchical basis functions. This technique relies on the multilevel splitting of the finite element spaces presented in [18] . The hierarchical basis functions naturally lead to a pyramidal representation of the unknown function being solved. A key piece of information that was overlooked in [9] and [17] was that, in designing a preconditioner for the conjugate gradient algorithm, no information about the problem being solved was used, i.e., once a basis set was chosen, the same preconditioner was used regardless of the imposed smoothness or data constraints. Thus, the true power of a preconditioning transform was not exploited to its fullest.
Pentland [10] was the first to introduce to the vision community, a technique for surface interpolation using a change of basis to orthonormal wavelets as a preconditioning transform. He used the result of Beylkin et al. [19] , which states that the application of (N ¥ N) matricescorresponding to any pseudodifferential and CalderonZygmund operators-to arbitrary vectors requires either O(N) or O(N log N) operations based on whether a nonstandard or standard wavelet transform is used. The result of [19] . primarily shows a reduction in the bandwidth of the matrices corresponding to pseudodifferential operators in a wavelet basis and gives a technique whereby O(N) coefficients can be used to approximate the (N ¥ N) operator, for a given tolerance. This compression takes O(N) time if the structure of the singularities of the matrix is known a priori.
There are three issues to be noted with regards to the results reported in [10] .
• First, after a change of basis to orthonormal wavelets, the off-diagonal terms were discarded under the assumption that the transformed stiffness matrix was diagonally dominant. This diagonal dominance behavior was depicted via the profiling of a row of the transformed stiffness matrix at a high resolution. A closer examination of the stiffness matrix at different resolutions reveals the fact that this diagonal dominance property does not hold, in general, at lower resolutions (see Fig. 6 ) and thus, discarding the offdiagonal terms may be inappropriate and may lead to a solution which is far from the true solution.
• Second, this preconditioner requires the computation of the diagonal entries in a wavelet transformed stiffness matrix. Although the stiffness matrix is banded, the computation of these diagonal entries takes O(N log N) operations, which can be rather expensive for large N.
• Third, it is not known if the matrix (K + S) in the linear system (K + S)U = D being solved for the surface interpolation problem in [10] would satisfy the conditions set forth in Beylkin et al. [19] in order for their bandwidth reduction scheme to be applicable in this case.
In [11] , Yaou and Chang report a fast surface interpolation algorithm using the multiresolution wavelet transform. This work is similar to the work reported in [9] , with the exception that Yaou and Chang use a wavelet basis, instead of the hierarchical basis and a Jacobi iteration [7] instead of the conjugate gradient used in [9] . As in Szeliski, the full potential of a preconditioning technique was not exploited in Yaou and Chang, i.e., the preconditioner design algorithm did not make use of any information about the problem being solved. The stiffness matrix in the surface interpolation problem was first transformed to a bi-orthonormal wavelet basis and then the transformed linear system was solved using a Jacobi iteration. Note, that in a preconditioning technique applied to a positive definite stiffness matrix K, one tries to approximate K as well as possible with another positive definite matrix P, known as the preconditioner, such that the condition number of P -1 K is greatly reduced [20] . Such an approximation, P, was never constructed in [11] . Further, upon implementing their algorithm, we found that their published results on the rate of convergence primarily hold true for data from a periodic function. This is because of the use of a periodic wavelet transform in their implementation. Jaffard [21] proposed a 2 j diagonal preconditioning, where j is the level index, for the elliptic PDE problems discretized using wavelet bases. He proved that this preconditioning can yield a condition number which is bounded by a constant, and, hence, is independent of the size of the problem. It is well known that the regularization formulation has a close relationship to the elliptic PDE problem. Therefore, we believe that appropriate diagonal preconditioning in a wavelet basis can greatly reduce the condition number of the stiffness matrix, thus speeding up the rate of convergence in an iterative algorithm.
In this paper, we will present a very effective way to construct an adaptive preconditioner in a wavelet basis for several early vision problems namely,
• the surface reconstruction (SR), • shape from shading (SFS), and • computation of optical flow (OF).
The preconditioner construction is based on approximating the spectral characteristics of the regularization filters corresponding to the smoothness assumption as well as the data constraints. Regularization filters derived from the membrane or the thin-plate (or their convex combination) smoothness assumption have a physical connotation [3] . Since our preconditioner construction is based on these regularization filters that have a physical interpretation, we term them physically based preconditioners. Our preconditioner is constructed in a wavelet basis, and the motivation for using a wavelet basis as opposed to the Fourier basis is primarily computational. The computation for construction of the preconditioner can be achieved in O(N) time in a wavelet basis unlike the O(N log N) time required in a Fourier basis. We present experimental results depicting the performance of our algorithm in comparison to existing methods discussed above for synthetic and real data.
The rest of the paper is organized as follows. In Section 2, we will very briefly present the variational formulations for the three early vision problems namely, the SR, SFS, and the computation of OF. The preconditioned conjugate gradient algorithm is described in Section 3. The preconditioner construction in a wavelet basis is then presented in Section 4. Algorithm implementation on synthetic and real data are presented in Section 5. Finally, we conclude in Section 6.
VARIATIONAL FORMULATIONS
Variational formulations for various early vision problems have been reported in [8] and references therein. These formulations make use of the popular theory of regularization. In a regularization framework, generic smoothness assumptions are imposed on the solution space prior to attempting any functional minimization. The smoothness constraints are well characterized by a class of generalized multidimensional spline functionals [3] . These formulations involve minimization of an energy functional (, which is the sum of the energy contribution from the smoothness constraint (6) and the data constraint (3) (see [3] for details on these formulations).
For the surface reconstruction problem, we are faced with recovering surface shape from either sparse or dense range data. The locations of surface and orientation discontinuities (if any) are assumed to be known in the following discussion. For a first-order stabilizer, the smoothness constraint is given by 
The first-and second-order stabilizer can be combined to form the controlled-continuity stabilizers [3] . To the smoothness constraint, we add the data constraints in the form of penalty terms. The following penalty term, which measures the discrepancy between the surface and data weighted by the uncertainty in the data, may be used:
ear u terms from the Euler Lagrange equation, while the b vector is formed with the nonlinear terms. This is a 3N ¥ 3N (N is the number of discretization nodes) sparse nonlinear system which is usually solved using iterative methods. These iterative methods to solve the nonlinear system normally have the following procedures in each iteration:
1) compute the b vector using the current u, 2) update the solution u by treating b as a constant.
In the past, multigrid techniques have been employed in solving this nonlinear system [8] wherein a hierarchy of problems at different resolutions need to be explicitly constructed. In [17] , Szeliski presented a fast shape from shading algorithm which employs hierarchical bases for preconditioning the conjugate gradient algorithm used to solve the above nonlinear system. Unlike the multigrid methods, this technique does not require the explicit construction of a multiresolution pyramid of problems. In this paper, we present a novel preconditioning method that leads to a faster convergence than the one in [17] , and uses a wavelet basis. Our method makes use of the spectral characteristics of the data and the imposed smoothness constraint. This spectral function is then used to modulate the frequency characteristics of the chosen wavelet basis leading to the construction of the preconditioner. A third early vision problem that we consider in this paper is the computation of optical flow from an image sequence. Recently, Barron et al. [23] have presented a comprehensive survey of various optical flow computation techniques along with a quantitative comparison of them. We note that the survey did not focus on comparison of the computation time required by the various algorithms. In this paper, we will develop a novel preconditioning technique applicable to any gradient based optical flow computation technique that uses a smoothness constraint involving the 2D Laplacian operator. We use a wavelet basis to develop the preconditioner, yielding a more computationally efficient algorithm than when using the Fourier basis (see Section 4 for details). We briefly present a recently developed [24] novel formulation which modifies the Horn and Schunk formulation [1] to incorporate a separate condition along the discontinuities in the image intensity function. This modification leads to superior performance of our method, in the context of robustness, over gradient-based methods reported in the survey [23] . We, however, will not dwell on this new formulation of computing optical flow in this paper, since it is not the focus the research reported in this paper. Instead, we focus on developing an effective preconditioning technique for gradient-based optical flow computation techniques. For a detailed exposition on the new formulation for computing optical flow, we refer the interested reader to [24] .
Briefly, our variational formulation of the optical flow problem is based on the consideration of reducing the errors in the optical flow constraint from the first-order Taylor series approximation of the intensity constancy equation [24] . Our formulation involves minimizing a combination of the optical flow constraint with a smoothness term and an additional constraint term along edges leading to Where u(x, t) = (u(x, t), v(x, t)) is the velocity field to be estimated, E is the image brightness function, and -2 G is the Laplacian of Gaussian operator. The first term is the gradient constraint which is active away from discontinuities, the second term is the smoothness constraint on the velocity field with l controlling the contribution of the smoothness term, and the third term is the flow constraint along edges that is disabled away from the edges. The above selective scheme is used to reduce the errors in the flow constraints at the locations where the intensity function is highly nonlinear. Note that the smoothness term can be disabled at the locations of motion discontinuities when available. A discrete version of the above energy can be written as , , and are the discretized partials of the brightness function E, when the location of differentiation is away from discontinuities, and they represent the discretized partials of -2 G * E, when the differentials are taken at the discontinuity locations. Note that the data constraints at the unreliable locations (containing highly nonlinear components) are not used here [24] . The minimization of this discretized energy leads to solving a linear system of equations Ku = b, where K contains the discretized differential (smoothness) operator along with E E x i y i , , and , and the b contains the terms corresponding to the optical flow constraint equation. The gradient constraint in the above energy function implies the
and on e j c h at the ith discretized spatial location. This weighting is not reasonable since the gradient constraints at locations of high gradient are not necessarily reliable. In fact, they tend to be unreliable, because the brightness gradients close to discontinuities are normally higher than those away from discontinuities. Therefore, we eliminate this weighting for each gradient constraint via normalization. To have a uniform contribution at each pixel from the flow constraint, we normalize the en-
, , , and in the matrix K with E E x i y i , ,
+ .
PRECONDITIONED CONJUGATE GRADIENT ALGORITHM
As discussed in Section 2, the discretization of the variational formulation leads to solving the system of equations Kx = b, where the matrix K is large and sparse. Iterative methods are better suited than direct methods for solving large and sparse linear systems in early vision problems, since direct methods require the formation of intermediate matrices which are not necessarily sparse. More precisely, direct methods, also known as matrix factorization schemes, produce intermediate matrices that are triangular and whose band width is no larger than the bandwidth of the original matrix. However, fill-in does occur within the band for the 2D and higher-dimensional problems. This can cause the number of operations and the amount of storage to be too expensive for 2D and higher-dimensional problems.
In this paper, we use the preconditioned conjugate gradient algorithm to solve the large and sparse linear systems. For symmetric positive definite stiffness matrix K, the conjugate gradient algorithm can be used to solve the problem guaranteeing a unique solution. When a positive definite preconditioner P is used to accelerate the convergence, we have what is known as the preconditioned conjugate gradient (PCG) algorithm (see [7] ) given as follows: 1) Choose an initial x 0 , and compute
and
6) If r k Ӎ 0, stop; else go to step 2.
The rate of convergence for the PCG algorithm is given by (see [20] ):
where $ x is the exact solution of the linear system,
is the condition number of the matrix P -1 K in the l 2 norm. To be more specific, the condition number k of P -1 K can be written as
e j e j (9) where l max (P -1 K) and l min (P -1 K) are the largest and smallest eigenvalues of the matrix P -1 K.
There are two criteria for choosing an efficient preconditioner P in the preconditioned conjugate gradient (PCG) algorithm.
• The first criterion is that the preconditioner P must be chosen such that the condition number of P -1 K is greatly reduced, thus speeding up the rate of convergence.
• The second consideration for a good preconditioner is to choose the matrix P such that the linear system Pz = r can be easily solved.
This is because the preconditioning step in each iteration of the PCG algorithm requires the solution of the linear system Pz = r. The above two criteria for designing a good preconditioner in conjugate gradient are equally important. In the next section, we will present a new preconditioner for the linear system in early vision problems based on these two criteria.
ADAPTIVE PRECONDITIONING IN A WAVELET BASIS
Our preconditioner is designed in a wavelet basis by approximating the spectral characteristics of the matrix K. This approximation is achieved via the frequency domain analysis of the regularization operators and using the frequency band partitioning behavior of a wavelet basis. Note that the spectral characteristics of the stiffness matrix K is primarily the discrete version of the spectral characteristics of the regularization filter-obtained using the Fourier transform-when using the membrane or thin-plate smoothness assumptions. Therefore, our adaptive preconditioner is akin to a spectrally equivalent operator for the original matrix K.
Note that the spectral content of the stiffness matrix used in this paper is in the sense of signal processing, not in the sense of matrix theory, i.e., it means the discrete Fourier transform of the stiffness matrix, not the eigenvalues of the matrix. However, the eigenvalues of the component matrices discretized from the smoothness constraints happen to be the same as the spectrum obtained using the discrete Fourier transform. This is because the eigenvectors corresponding to the eigenvalues of the stiffness matrix are discrete cosine functions with frequencies at ip/2, for i = 0, º, n -1. Therefore, we can just use the eigenvalues for the spectral approximation in constructing the preconditioners. We will discuss this later in more detail in Section 4.3.
The motivation for using wavelet basis instead of the Fourier basis to achieve the spectral approximation is primarily a computational one. For a vector of size N and a well localized wavelet basis, the computational cost for the jth level decomposition in the QMF implementation takes cN/2 j-1 multiplications, where the constant c is the filter length in the QMF. The total computational cost for a wavelet transform involves the cost of 2cN multiplications, and a similar number of additions. This result can be extended to a 2D wavelet transform in a straightforward manner. The wavelet transform takes O(N) operations as compared to O(N log N) required by the Fourier transform.
Since the preconditioner need only approximate K, we can afford to construct its spectral approximation in a wavelet basis because the wavelet transform is less accurate, but much faster than the FFT.
Regularization Filter
The filtering interpretation of regularization operators has been discussed in vision literature [3] . The inverse of the control-continuity stabilizer (Laplace + biharmonic operators) may be interpreted as a low-pass filter; hence, the solution to an early vision problem in a regularization framework can be obtained by applying this low-pass filter to the data. Details of this filtering interpretation are discussed in [3] . We will use this filtering behavior of the regularization operator to develop a preconditioner which approximates this filter in a wavelet basis. For the surface reconstruction problem with a controlled-continuity stabilizer in the continuous data case, we can interpret the reconstructed surface as a low-pass filtering of the data, i.e., [3] 9 ' w w w w a f a f a f
where w = (w 1 , L, w d ) is the d-dimensional frequency domain variable, 9(w) and '(w) are the Fourier transforms of the unknown surface v(x) and the observed data d(x), respectively, and the constants r and t control the weights for the membrane and thin-plate smoothness terms in the controlled-continuity spline. The above low-pass filter is characterized by the first term on the right hand side in (10) called the transfer function. Our preconditioner is constructed in a wavelet basis to approximate this transfer function. Equation (10) expresses a linear shift-invariant low-pass filtering of the data in frequency domain, derived from a regularization framework. This filtering interpretation can be generalized to the regularly sampled discrete data case in a straightforward manner. However, this linear shiftinvariant filter will become a nonlinear and spatially varying filter in the general case when the weighting r(x) and t(x) are not constant or the data is sparsely distributed. Although the corresponding nonlinear and spatially varying filter is difficult to characterize fully in the frequency domain, it is in general a low-pass filter and we can approximate its spectral characteristics in the frequency domain. In the next section, we show how to achieve this approximation in a wavelet basis.
Wavelet Basis
The wavelet transform has been used widely in the signal and image processing communities since it provides a powerful tool for multiresolution analysis [25] . The wavelet decomposition and reconstruction can be efficiently achieved via a QMF (Quadrature Mirror Filters) implementation (see [25] ). The QMF structure consists of lowpass and high-pass filters that are usually designed to be FIR filters, which can be implemented via convolution operations. With an appropriate choice of a wavelet basis, we can find the associated FIR filters with very short length/span, and the QMF filter implementation for the wavelet transform can be accomplished very efficiently.
The QMF structure decomposes the space from one level to the next coarser level with each stage involving a lowpass and high-pass filtering. From a frequency domain analysis, we can see that a wavelet decomposition divides the frequency domain into two separate bands in each stage. Therefore, each difference subspace between two consecutive resolutions has its own frequency band, which means that all the wavelet basis functions in any particular level are fully contained in the frequency band associated with that level. This behavior of dividing the frequency domain [26] , [27] , exhibited by a wavelet decomposition is illustrated in Fig. 1 . Notice that the closer the QMF filters are to the ideal low-pass and high-pass filters, the better it is for achieving a good frequency-domain division, i.e., the overlap between the frequency bands associated with each level is minimized with close approximations of the ideal low-and high-pass filters. In [25] , Mallat constructed the 2D wavelet basis by using the tensor products of the 1D wavelet and scaling functions. The QMF implementation of the wavelet transform was also extended to the two-dimensional case in [25] . The division of frequency domain behavior for the 2D wavelet basis is simply an extension of the 1D case.
After introducing the division of frequency domain behavior for a wavelet basis, we are ready to construct our preconditioner in a wavelet basis and adapt its spectrum to that of the regularization filter discussed in Section 4.1
Adaptive Preconditioning via Modulation in a Wavelet Basis
In Section 3, we discussed two criteria for designing a good preconditioner. In this section, we construct an adaptive preconditioner for early vision problems by following these two criteria. Using techniques of frequency domain analysis, a low-pass filtering interpretation can be given to the regularization formulation of early vision problems as was shown in Section 4.1. The spectral characteristics of the regularization filter in the frequency domain can be approximated using the frequency domain subdivision behavior of the wavelet transform which can be implemented very efficiently using a quadrature mirror-based implementation. The matrix K is the stiffness matrix obtained from a discretization of the (regularization operator) controlled continuity spline. Therefore, its inverse has the same spectral characteristics as that of the regularization filter given in (10) . We approximate the spectral characteristics of the regularization filter in a wavelet basis by modulating each wavelet basis function by the spectral value of the regularization filter taken at the center of the corresponding frequency subregion. To be more specific, when a tensor product approximation [25] , [26] is used in the 2D wavelet transform, each level contains three sets of wavelet basis functions, i.e., LH (fƒy), HL (yƒf), and HH (yƒy), and each set corresponds to its own subregion in the 2D frequency domain. The modulation of the wavelet basis functions in each set is based on the spectral function of the regularization filter in its corresponding subregion. For ease of implementation, we can just take the spectral function value at the center of the subregion to be the modulation factor.
The inverse of the stiffness matrix is basically a low-pass filter, whose spectral function changes rapidly in the lower frequency region, and varies smoothly in the higher frequency region. An approximation to the spectral function of the low-pass filter achieved in a wavelet basis is very fine in the lower frequency regions, and coarse in the higher frequency regions. This is because the division of the frequency domain becomes finer in the lower frequency band with increasing levels (see Fig. 1 ). Therefore, we can achieve a better approximation when more levels are used. In this paper, the number of levels used in the preconditioner is determined by the support of the wavelet basis used and the problem size. Therefore, for a given problem size and wavelet basis, the number of levels is fixed.
Our preconditioner P can be written as
where the matrix W is a 2D orthonormal wavelet transformation matrix, and the matrix M is the diagonal modulation matrix, whose diagonal values are obtained from the spectral function of the regularization filter. In Jaffard [21] , the preconditioner has the similar form with the diagonal matrix M containing 2 j scaling for wavelet bases in different levels, where j is the level index in a wavelet basis. In [10] , the wavelet preconditioner also takes this form, however, first the wavelet transform of the matrix K is computed, and then the diagonal of the transformed matrix is taken to be the diagonal matrix M based on a diagonal dominance assumption on K in the wavelet basis. Note that the wavelet transform of the stiffness matrix requires O(N 2 ) operations (size of the matrix K is N ¥ N), which is computationally very expensive for a large matrix. In our preconditioner construction, we do not compute the wavelet transform of the stiffness matrix K. The matrix M is obtained via a spectral approximation of K in a wavelet basis. This approximation makes use of the division of frequency domain property for different levels of wavelet bases. The use of the diagonal matrix M to capture the global spectral characteristics of the stiffness matrix simplifies the approximation. The estimation of the spectrum of K in a wavelet basis can be accomplished in O(N) operations using the following technique. The stiffness matrix K is formed using the standard ordering of the system of equations or can be obtained using the computational molecules [4] . It contains the matrix K s corresponding to the smoothness constraints and K d obtained from the data constraints, i.e., K = mK s + K d , where, m is a regularization parameter. The diagonal matrix M can be expressed as M = M s + sM d , where s is a constant and the diagonal entries of M s and M d are obtained from spectral characteristics of K s and K d , respectively. The matrix K s for the controlled-continuity stabilizer is the linear combination of the discrete Laplacian matrix (from the membrane) and the discrete biharmonic matrix (from the thin plate). The diagonal entries of M s at resolution j can be obtained from the spectral content of the matrix K s , whose closed form expression can be obtained as follows. When the standard finite difference method or finite element method [4] is used to discretize the domain W in which the 2D Laplacian and biharmonic operators are defined, the discrete approximation of the 2D Laplacian operator at node (i, j) is 1 4
e j where h is the size of discretization, and 1 £ i, j £ n, n ¥ n = N (using a five-point approximation). Similarly, the discrete approximation of the 2D biharmonic operator at node (i, j) is given by 1 20 8 e j e e j j (using a 13-point approximation) [4] . The discrete 2D
Laplacian and biharmonic matrices of size N ¥ N are constructed using these five and 13 point stencils, respectively. It may be noted that the discrete 2D Laplacian matrix K s m can be written in the matrix tensor product form given 
where k = (i -1)n + j. Note that the corresponding eigenvector is a tensor product of two cosine functions with frequencies at ip/2 and jp/2 respectively. Using similar matrix tensor product strategy, we get the kth eigenvalue of the discrete biharmonic matrix K s p given by
The associated eigenvectors are the same as those for the Laplacian matrix. Since the eigenvectors are tensor product of cosine functions in the equally spaced frequency domain, the eigenvalues characterize the spectral content of the matrices corresponding to these discretized operators. For a given resolution and a frequency partition/band, the energy in this band is approximated by averaging the eigenvalues in this band. This average energy value is then used for all the diagonal entries of the given frequency band at the specified resolution. For example, the diagonal entries of M s corresponding to the wavelet basis in the HH block [25] of level one are assigned to the average of the eigen-
for the membrane spline or the thin-plate spline, respectively. The linear combination of the spectral estimates in each band of the discrete Laplacian and biharmonic matrices gives the corresponding spectral estimate for the matrix K s , and thus, the diagonal entries of M s for that frequency band in the case of a controlled-continuity spline. Note that this diagonal approximation of the spectral function of the regularization filter is far from a diagonal approximation obtained by simply discarding the off diagonal entries of K in a wavelet basis as in [10] .
To estimate the spectral distribution of K d , we note that for the dense data case with uniform weights, K d is a scaled identity matrix with a constant spectral distribution function. However, for sparse data case, we need to estimate spectral distribution of K d efficiently without taking the wavelet transform of the N ¥ N matrix. A spectral approximation of K d can be computed by taking the wavelet transform of the diagonal entries only. The N diagonal entries of the N ¥ N matrix K d are grouped into an n ¥ n matrix. We take the wavelet transform of this n ¥ n matrix and compute the average energy in each block corresponding to every frequency band which is used as the spectral approximation of the matrix K d and as the diagonal entries of M d for that band. This method takes advantage of the diagonal structure of the matrix K d and can be accomplished in O(N) operations.
Once the preconditioner P is constructed, as above, the solution to the auxiliary linear system Pz = r in the preconditioned conjugate gradient can be computed very efficiently by appropriately choosing the wavelet basis, i.e., the QMF filters are of short length/span. As long as the QMF filters are of finite length, the solution can be obtained in O(N) operations. The solution to this auxiliary linear system is obtained in the three steps namely,
• take the wavelet transform of the vector r, • modulate the transformed vector using the matrix M -1 , and • take the inverse wavelet transform.
Application to Early Vision Problems
The general method for constructing our adaptive preconditioner for the early vision problems formulated in a regularization framework was discussed in Section 4. Our preconditioner is based on the idea of modulation in a wavelet basis to approximate the spectral characteristics of the matrix K. Accordingly, the preconditioner P took the form W T MW with the diagonal modulation matrix M encoding the spectral approximation of K in a wavelet basis. In this section, we discuss how to construct the modulation matrix M for different early vision problems namely, the surface reconstruction, the shape from shading, and the optical flow computation problems.
Surface Reconstruction Problem
For the surface reconstruction, the stiffness matrix For the dense data case with uniform weights on each data constraint, the matrix K d is a scaled identity matrix, whose spectral distribution is a constant function. This case corresponds to the discrete version of the linear shift-invariant low-pass filtering interpretation for the regularization problem. For other cases, such as sparse data surface reconstruction or dense data with nonuniform weights, we can estimate the approximate spectral distribution of K d using the wavelet transform of the n ¥ n matrix obtained from the diagonal entries of K d as described in Section 4.3. Using the above discussed spectral approximation to the matrices K s and K d separately in a wavelet basis, we can obtain the diagonal approximation matrices M s and M d , respectively. Then, the modulation matrix M is taken to be the linear combination of M s and M d . Since the matrix M d is obtained from the spectral approximation, and the matrix M s has very small diagonal entries at the very coarse resolution levels, the spectral estimation error in M d at these levels may cause significant error in the spectral approximation to the matrix K. This problem may exist only in the case of sparse data surface reconstruction, since the spectral estimation for K d in the dense data case is quite accurate.
To amend the problem caused by the spectral estimation error, we introduce a weighting function s(i), where i is the number of iterations, to appropriately weight the importance of M s and M d during the CG iterations, i.e.,
M(i)
The matrix M(i) is the modulation matrix in the ith iteration. From the filtering correspondence with the regularization formulation, we can see that the overall spectral characteristics for the matrix K -1 is a low-pass filter. Note that the inverse of K s is also a low-pass filter, while the inverse of K d is not. Therefore, the matrix M s (or K s ) is more dominant than the matrix M d (or K d ) for solving the linear system Kx = b. Based on this observation, we set the weighting function s(i) to be very small initially and then gradually increase the values of the weighting function. Using this schedule for the weighting function, the lower frequency components of the solution are recovered at the beginning of the preconditioned conjugate gradient iterations, and then the higher frequency components. This global-to-local shape recovery phenomenon can be predicted by the choice of the weighting function s(i). In fact, the weighting function can be adapted during the iterations instead of following a preset schedule. The preconditioner construction for the shape-fromshading and the optical flow computation problems is very similar to the one outlined here for the surface reconstruction problem. We only state their differences in the following paragraphs.
Shape From Shading Problem
The variational formulation of the SFS problem leads to solving a set of nonlinear partial differential equations. After discretization, we need to solve the system Kx = b. If a linear approximation of the reflectance function [22] is used to improve the convergence, the stiffness matrix K OE ¬ 3N¥3N has the following form. 
where K s OE ¬ N¥N is the Laplacian matrix, I OE ¬ N¥N is the identity matrix, R p and R q are the first-order partial derivatives of the reflectance function with respect to p and q, respectively, taken at the reference gradient (p 0 , q 0 ), and the matrix D OE ¬ n¥n (N = n 2 ) has nonzero entries only along the main diagonal and upper diagonal with "1"s along the main diagonal and "-1"s along the upper diagonal. Our preconditioner P has similar block structure as K and can be expressed as
The modulation matrices M 1 , M 2 , and M 3 are all diagonal, and they are used to modulate the wavelet basis functions corresponding to z, p, and q vectors, respectively. The modulation matrices are constructed to approximate the spectral distributions of the corresponding diagonal blocks in the matrix K, i.e., nK s , mK s + (R p + n)I and mK s + (R q + n)I. The construction procedure for each block is the same as that discussed in the surface reconstruction problem.
Optical Flow Computation Problem
Similar to the SFS problem, the stiffness matrix K for the optical flow estimation has the following 2 ¥ 2 block structure.
xy s yy (16) where E E 
,a n d
The construction of the block preconditioner is similar to that in the SFS problem, therefore it is omitted here.
EXPERIMENTAL RESULTS
In this section, we present implementation results of applying our adaptive preconditioner to the surface reconstruction, shape-from-shading, and optical flow computation problems. We compare the performance of our preconditioning technique with our own implementation of existing methods (CG, HCG, PCG) in literature. Our implementation of HCG method is robust, since we were able to reproduce the published results for the same input data in cases where it was publicly available. In the case of basis transformation method of Yaou and Chang [11] , we modified their algorithm to yield a better performance (than reported by them) before doing the comparison.
Note that there is no restriction on the wavelet basis being used in the construction of our preconditioner. However, the efficiency of our preconditioner is related to the localization of the wavelet being used. The time localization makes the computation of the wavelet transform efficient; the localization in the frequency domain yields a more accurate spectral approximation and therefore a faster convergence of the preconditioned conjugate gradient can be achieved. In our experiment, we use the cubic B-spline wavelet given in [25] with the QMF filters truncated to a length of 11. The low-pass FIR filter coefficients are given by {0.03, 0.023, -0.078, -0.035, 0.307, 0.542, 0.307, -0.035, -0.078, 0.023, 0.03} and the sequence {-0.03, 0.023, 0.078, -0.035, -0.307, 0.542, -0.307, -0.035, 0.078, 0.023, -0.03} for the high-pass FIR filter. This truncation is used to reduce the operations involved in QMF implementation of the wavelet transform and an insignificant error is introduced in the frequency domain.
In constructing our preconditioner, the weighting function s(i) is needed to control the contributions of K s and K d to the modulation matrix. We suggest that the weighting function be chosen as an increasing function. We used an increasing function of the form 1 -
e j , where c and d are constants, for the weighting function. In our experiment, c was usually set to 10 (for problems not severely illconditioned) or 100 (for severely ill-conditioned problems), and the corresponding d was set to either one or two.
Surface Reconstruction
We present results of several experiments with sparse data, and compare the convergence rate of our adaptive preconditioned conjugate gradient (APCG) algorithm with the hierarchical basis conjugate gradient (HCG) technique [9] , the conjugate gradient (CG) algorithm [7] , and the biorthogonal wavelet basis transfer scheme with Jaffard's diagonal preconditioning [21] . In [11] , the biorthogonal wavelet basis transfer is used in the preconditioning process. We found that this wavelet basis transfer must be combined with appropriate scaling to improve the convergence, which was not mentioned in [11] . In [21] , Jaffard proposed the 2 j , where j is the level, diagonal scaling in the wavelet basis as a preconditioning technique. Jaffard's 2 j diagonal scaling can be changed to 2 mj scaling where m is a positive integer. We combined this variant of Jaffard's diagonal scaling with the bi-orthogonal wavelet basis transfer and implemented it for conducting the convergence comparisons. We use all of the aforementioned preconditioners in conjunction with a conjugate gradient algorithm and test their performance on one synthesized sparse data set (see Fig. 2 ) in the surface reconstruction experiments and one real range data set from a laser scanned ball. Subsequent experiments depict the convergence comparison of the aforementioned preconditioners applied to the SFS and OF computation problems.
In the first experiment, we recover the underlying surface from the sparse data set in Fig. 2a using a controlledcontinuity stabilizer with the parameters r and t being set to one and 0.1, respectively. The size of the problem is 64 ¥ 64. Applying our adaptive preconditioner to this problem, we can see that the iterations converge to the true solution very quickly. The computed solutions after one, five, and 10 steps of conjugate gradient, HCG, preconditioned CG with Yaou and Chang's preconditioning, and our APCG algorithms are illustrated in Fig. 3 . With only five iterations of our APCG algorithm, the global shape of the surface is recovered. After 10 iterations of our algorithm, the solution is very close to the true solution. Comparing these intermediate solutions in Fig. 3 , we can see the solution after 10 iterations of HCG is still bumpy and the computed solution after 10 CG iterations is far from the true solution. However, this comparison does not give the whole story, since the computational cost for each iteration of the APCG, HCG, and CG algorithms is different. Consequently, we make the comparisons between the different techniques by executing all the algorithms for a fixed CPU time equal to the convergence time of our APCG algorithm for the given data. The CPU time on a SPARC-10 for convergence of the APCG algorithm was 2.14 seconds and 10 iterations of the algorithm were executed during this time. We then let the preconditioned CG with Yaou and Chang's preconditioning, HCG and CG execute for 2.14 seconds of the SPARC-10 CPU time yielding 13, 25, and 30 iterations respectively. Fig. 4 shows these computed solutions for the three different algorithms using the same CPU time. We can see that the APCG algorithm gives the best result for this comparison with a fixed CPU execution time.
In Fig. 5a , we depict the convergence rate of the APCG algorithm in comparison to all the aforementioned iterative algorithms. Fig 5b depicts the experiments with a thin plate stabilizer. The convergence curves for our APCG algorithm, HCG, CG, and Yaou and Chang's bi-orthogonal basis transfer with Jaffard's diagonal preconditioning are shown. As can be seen, our APCG algorithm has superior convergence performance in both the experiments.
To compare our preconditioner with the one discussed in [10] , we use a subsampling of the data set in Fig. 2a to yield a 32 ¥ 32 problem. This data along with a membrane stabilizer as a smoothness constraint formed the input for testing the algorithms. The preconditioner in [10] was chosen to be the diagonal of the stiffness matrix K in the wavelet basis. We found that this preconditioning is less effective than the conjugate gradient iterations without preconditioning. This is because the diagonal dominance behavior of the wavelet transformed K s claimed in [10] does not hold, in general, at all resolutions. This is evident in Fig. 6 where we profile arbitrarily selected rows of the wavelet transformed membrane matrix K s of size (64 ¥ 64) for the 1D problem. Note that for the sparse data case, the matrix K s dominates K d . Therefore, crude approximations to the wavelet transform of K s will deteriorate the preconditioning effect and slow down the convergence speed. The other data set in our surface reconstruction experiments is the real laser range data from a ball. Fig. 2b shows the 148 randomly sampled data points from the original range data set generated by the MSU (Michigan State University) Pattern Recognition and Image Processing Lab's Technical Arts 100X scanner. The size of the problem domain is 152 ¥ 193. The controlled-continuity stabilizer with r = 1 and t = 0.1 was used in this experiment. The discontinuities are specified along the boundary of the object. The discontinuities divide the problem domain into two nonoverlapped regions, where the inside region corresponds to the object surface and the outside region corresponds to uniform background. Our adaptive preconditioning is used on the inside region only by enforcing the solution values in the outside region to be zero after the preconditioning. The convergence curves for our APCG, HCG (with different levels), and CG algorithms are shown in Fig. 7a . Our adaptive preconditioned CG algorithm still has the best convergence performance in this experiment with real laser range data. Very accurate solution is obtained after 10 iterations of the APCG algorithm, as shown in Fig. 7b . 
Shape From Shading
For the shape-from-shading experiment, we use the synthetic bump image of size 64 ¥ 64 used in [17] , [22] , as shown in Fig. 8a . This image is generated from the Lambertian reflectance model with the light source direction (p s , q s , 1) being (0.34, 0.3467, 1). The construction of our preconditioner for the shapefrom-shading problem is described in the previous section.
The parameters l and m are set to be 0.5 in this experiment. Without including any boundary condition in the energy function to be minimized, the gradient-based methods (e.g., CG-type methods) tend to get trapped in local minima when an appropriate initial guess that is close to the true solution is not available. But it is difficult to find such initial guess which is guaranteed to converge to the true solution in the CG-type algorithms. In fact, we always use 0 as the initial guess in our experiments. To resolve this problem for minimizing the SFS energy function by gradient-based methods, we include the boundary conditions obtained from the occluding boundary [2] as an additional data constraint in the energy function to be minimized. By incorporating the boundary conditions into the SFS energy function, the CGtype algorithms can approach the true solution. In our experiment, we use the active contour model [28] to locate the occluding boundary at first. By using the property that the surface normal at a point on the occluding boundary is parallel to the normal of the silhouette in the image plane [2] , impose the Dirichlet boundary condition on (p, q) along the occluding boundary. In addition, we use the occluding boundary to incorporate the discontinuities in (p, q) or z representing orientation discontinuities or depth discontinuities respectively. In this experiment, we incorporate the orientation discontinuities along the occluding contour. The computed gradient and height after 40 iterations are shown in Fig. 8 . The convergence of our APCG algorithm was compared to the HCG and CG algorithms for the SFS problem with the Dirichlet boundary condition. It takes 17.7 seconds on a SPARC 20 workstation for the APCG algorithm to converge to a good solution. We let the APCG, HCG and CG algorithms execute for 17.7 CPU seconds on SPARC-20 yielding 30, 63, and 73 iterations, respectively. The convergence curves of various preconditioning methods-for the same CPU time-for the energy, p -q error and z error reduction are depicted in Fig. 9 . Note that the (p, q) error is defined as 
Optical Flow Computation
We briefly presented a new gradient-based regularization formulation of the optical flow computation problem in Section 2. Our formulation combines the region-based [1] and contour-based gradient constraints. We present two experiments for the optical flow computation using this new formulation. The first experiment consists of a synthetic translating square image sequence; and the second is a real image sequence consisting of a rotating Rubic's cube. One frame for each image sequence is shown in Fig. 10 . Each frame for the translating square and rotating Rubic's cube image sequence is of size 100 ¥ 100 and 256 ¥ 240 respectively. In our experiments, the value of the regularization parameter was set to one for both experiments. For the former, the computed optical flows after 10 iterations of the APCG algorithm is shown in Fig. 10c , and the average angular error is 0.21 o with the standard deviation 0.07 o . Compared to the results for the other gradient based methods reported in Barron et al. [23] , our new formulation gives the best solution with 100 percent flow density. In fact, our adaptive preconditioner can also be used with the other gradientbased regularization formulations of the optical flow problem. For the rotating Rubic's cube experiment, the computed optical flow after 15 iterations of the APCG algorithm is shown in Fig. 10d .
We use the CG, HCG, and the APCG algorithms to solve the linear system in the optical flow computation problem.
Figs. 11a and 11b depict the convergence rates of the three algorithms for the translating square and the rotating Rubic's cube examples, respectively. We can see that the APCG algorithm has the best convergence performance. Note that the HCG algorithm also converges quite fast because the linear system for the optical flow problem is not as ill-conditioned as the one in the surface reconstruction and shape-from-shading problems. Therefore, the difference between various preconditioning methods in not as pronounced for the optical flow problem as in the other two (SR and SFS) problems. Although the HCG algorithm with an appropriate number of levels L, exhibits fast convergence, it is not clear how to determine the best L for a problem in advance. As for the APCG algorithm, the number of levels is always chosen to be the maximum possible which allows the linear convolution in the QMF implementation with the mirror reflection at the border to be carried out with ease.
CONCLUSION
In this paper, we presented a novel physically based adaptive preconditioning technique which was used in conjunction with a conjugate gradient algorithm to dramatically improve the speed of convergence for solving various early vision problems. A preconditioner based on the membrane spline or the thin plate spline or a convex combination of the two was termed as a physically based preconditioner for obvious reasons. The adaptation of the preconditioner to an early vision problem was achieved via the explicit use of the spectral characteristics of the regularization filter in conjunction with the data. This spectral function was used to modulate the frequency characteristics of a chosen wavelet basis leading to the construction of our preconditioner. The preconditioning technique was demonstrated for the surface reconstruction, shape from shading and optical flow computation problems. Through experiments, we demonstrated that our preconditioning scheme outperforms the existing methods for the chosen early vision problems.
In the construction of our adaptive preconditioner, we approximated the regularization filter-in the regularization formulation of the early vision problem-by a linear shift-invariant filter in a wavelet basis. This is because the modulation matrix in our preconditioner gives uniform weighting to the wavelet basis functions corresponding to the same frequency band. As discussed in Section 4, the regularization filter is spatially varying in general, especially for the regularization problems with discontinuities or sparse data constraints. However, it is possible to construct a spatially varying filter in a wavelet basis to achieve a better approximation to the regularization filter. This will be the focus of our future research.
