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Abstract
We construct an equilibrium measure µ for a polynomial corre-
spondence F of Lojasiewicz exponent l > 1. We then show that µ can
be built as the distribution of preimages of a generic point and that
the repelling periodic points are equidistributed on the support of µ.
Using this results, we will give a characterization of infinite uniqueness
sets for polynomials.
MSC: 37F; 32H, 32H30, 32H50
Mots cle´s: Correspondance, Mesure d’e´quilibre, Ensemble exceptionnel, Point
pe´riodique, Ensemble d’unicite´
1 Introduction
Un compactK de C est un ensemble d’unicite´ si pour tout couple de polynoˆmes
non constants f et g la relation f−1(K) = g−1(K) implique f = g. Os-
trovskii, Pakovitch et Zaidenberg [29] ont montre´ que si f et g sont deux
polynoˆmes de meˆme degre´ ve´rifiant f−1(K) = g−1(K) pour un compact K
de cardinal au moins deux, alors il existe une rotation R pre´servant K telle
que f = R ◦ g. Dans [9] nous avons de´termine´ les polynoˆmes f , g et les
compacts K de capacite´ logarithmique positive ve´rifiant f−1(K) = g−1(K).
Des proble`mes analogues pour les fonctions entie`res ou me´romorphes ont e´te´
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e´tudie´s par Nevanlinna [28], Gross-Yang [21], Shiffman [33]... Ces auteurs
utilisent des me´thodes varie´es.
Ici, a` partir de la relation f−1(K) = g−1(K) on de´duit que g◦f−1(K) = K
et par conse´quent
(g ◦ f−1) ◦ · · · ◦ (g ◦ f−1)(K) = K,
ce qui permet de se ramener a` l’e´tude dynamique de la fonction multivalue´e
F := f ◦ g−1 qui est en fait une correspondance polynomiale. Les proprie´te´s
dynamiques que nous allons e´tudier permettent de caracte´riser les ensembles
d’unicite´ infinis (voir le corollaire 5.2).
Dans [6, 7], Clozel et Ullmo e´tudient les correspondances holomorphes
sur les surfaces de Riemann et sur les domaines syme´triques. Ils en donnent
des applications en arithme´tique. Ils montrent que les correspondances mod-
ulaires sur une courbe holomorphe hyperbolique sont celles qui pre´servent
la forme volume Ω associe´e a` la me´trique de Kobayashi. Ils en de´duisent
que les correspondances, qui commutent avec une correspondance modu-
laire exte´rieure, sont modulaires car ces correspondances, elles aussi, doivent
pre´server Ω.
Depuis les travaux de Julia [24], Fatou [17], Ritt [31], Eremenko [16] (voir
aussi [13]), on sait que si deux endomorphismes de Pk commutent, les objets
dynamiques, qui leur sont associe´s, sont fortement lie´s. L’e´tude de ces objets
permet de de´terminer ou de caracte´riser ces endomorphismes. Dans le cadre
des correspondances holomorphes, une e´tude dynamique devrait permettre
de comprendre les commutateurs (voir le corollaire 2.9).
Nous renvoyons le lecteur a` [2, 18, 19, 32, 34], pour les aspects fondamen-
taux de la the´orie d’ite´ration des applications holomorphes et me´romorphes
de Pk. Pour les endomorphismes holomorphes de Pk ou pour les automor-
phismes de He´non de C2 par exemple, on sait construire des mesures in-
variantes, me´langeantes qui maximisent l’entropie. Ces mesures d’e´quilibre
sont obtenues comme intersections de courants invariants positifs ferme´s de
bidegre´ (1, 1).
Briend-Duval [3, 4] ont montre´ que la mesure d’e´quilibre de tout endo-
morphisme holomorphe de degre´ d ≥ 2 de Pk est limite de masses de Dirac
porte´es par les points pe´riodiques re´pulsifs. C’est aussi la limite de masses
de Dirac porte´es par les pre´images de tout point z n’appartenant pas a` un
ensemble exceptionnel alge´brique E . Ante´rieurement, Fornæss-Sibony [19]
avaient montre´ que E est pluripolaire. En dimension 1, ces re´sultats ont e´te´
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de´montre´s par Brolin pour les polynoˆmes [5], Lyubich [26] et Freire-Lope`s-
Man˜e´ [20] pour les fractions rationnelles. Notons ici que l’e´tude des endomor-
phismes holomorphes de Pk, peut se ramener a` l’e´tude des endomorphismes
polynomiaux. Il suffit de conside´rer le releve´ de ces applications a` Ck+1. Dans
[11], l’auteur et Sibony ont construit pour les applications d’allure polyno-
miale une mesure invariante d’entropie maximale et ge´ne´ralise´ les the´ore`mes
de Briend-Duval pour de grandes familles de telles applications (en partic-
ulier pour les applications polynomiales dont l’exposant de Lojasiewicz est
supe´rieur a` 1).
Dans le pre´sent travail, nous allons ge´ne´raliser les re´sultats de Briend-
Duval aux correspondances polynomiales. Notre article s’organise de la
manie`re suivante. Au paragraphe 2 nous de´finissons les correspondances
polynomiales sur Ck et leurs exposants de Lojasiewicz a` l’infini. Nous con-
struisons la mesure d’e´quilibre µ associe´e a` une correspondance polynomi-
ale F d’exposant de Lojasiewicz l > 1. Cette mesure est F ∗-invariante,
“me´langeante” a` vitesse exponentielle et ne charge pas les ensembles pluripo-
laires. Nous montrons aussi que toute correspondance polynomiale, qui com-
mute avec F , pre´serve la mesure d’e´quilibre µ de F (voir le corollaire 2.9). La
construction de µ suit une me´thode donne´e dans [11] (me´thode par re´solution
de ddc); elle est aussi valable pour les correspondances d’allure polynomiale
ou pour les ite´rations ale´atoires (voir aussi [14]). Pour certaines correspon-
dances, on peut construire un courant invariant T positif ferme´ de bidegre´
(1, 1). Mais il est peu probable que la mesure T k (meˆme lorsqu’elle est bien
de´finie) soit invariante quand k ≥ 2.
Dans le troisie`me paragraphe, en adaptant les me´thodes de Lyubich [26]
et Briend-Duval [3, 4] (voir aussi [11, 10]), nous construisons, pour les petites
boules centre´es en un point ge´ne´rique, beaucoup de branches inverses dont
on controˆle la taille. La mesure µ re´fle`te la distribution des pre´images de tout
point z qui n’appartient pas a` un ensemble exceptionnel E . En collaboration
avec Charles Favre, nous montrons que E est l’orbite positive de E0 ou` E0
est le plus grand sous-ensemble alge´brique propre de Ck invariant par F−1.
Le cas des applications polynomiales d’exposant de Lojasiewicz l > 1 est
traite´ dans [11, 12] (voir aussi [22, 14]). On obtient alors que l’ensemble E
est alge´brique.
Dans le quatrie`me paragraphe, nous montrons en particulier que les points
pe´riodiques re´guliers re´pulsifs de F sont denses et e´quidistribue´s sur le sup-
port de µ.
Les re´sultats obtenus sont encore valables dans un cadre plus ge´ne´ral. Afin
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de simplifier les notations, nous pre´fe´rons nous limiter au cas de l’espace com-
plexe Ck. Dans [14, 10], nous e´tendons cette e´tude aux ite´rations ale´atoires
des correspondances sur les varie´te´s ka¨hle´riennes compactes.
Une interpre´tation ge´ome´trique des re´sultats obtenus est donne´e a` la fin
du paragraphe 4 (voir les corollaires 4.7, 4.8). Cette vision ge´ome´trique
nous semble inte´ressante meˆme pour les endomorphismes holomorphes de
Pk et les automorphismes de He´non de C2. Dans le dernier paragraphe,
nous appliquons les re´sultats obtenus pour de´terminer les ensembles d’unicite´
infinis, pour les polynoˆmes d’une variables.
Signalons un travail re´cent de Claire Voisin [36] dans lequel elle e´tudie
la non-hyperbolicite´ de varie´te´s projectives en utilisant des correspondances
(voir aussi l’exemple 3.12). Du point de vue dynamique, les correspondances
conside´re´es par Clozel-Ullmo et Claire Voisin sont plus proches des automor-
phismes holomorphes tandis que celles e´tudie´es dans le pre´sent article sont
plutoˆt proches des endomorphismes holomorphes de Pk. Un outil que nous
avons de´veloppe´ re´cemment avec Sibony [15] permet d’e´tudier les correspon-
dances de type automorphisme.
Dans la suite, B(z, r) et B(z, r) de´signent la boule ouverte et la boule
ferme´e de centre z et de rayon r. Les disques, les boules et le diame`tre diam(.)
d’un ensemble sont de´finis ou mesure´s en me´trique euclidienne. L’aire aire(.)
d’un disque, la masse ‖.‖ d’un courant, les normes L2 et C2 d’une fonction
sont mesure´s en me´trique de Fubini-Study. La notation δz de´signe la masse
de Dirac en z, 1S de´signe la fonction indicatrice de S. Les pre´images d’un
point z de F sont aussi les images de z par la correspondance F adjointe
a` F . Nous pre´fe´rons parler de pre´images plutoˆt que d’images afin que les
applications polynomiales soient couvertes par notre e´tude.
Remerciements. Je remercie Charles Favre et Nessim Sibony dont les
nombreuses remarques ont permis d’ame´liorer la re´daction de cet article.
2 Correspondances polynomiales
Soit X une varie´te´ complexe de dimension k ≥ 1. Notons π1, π2 les pro-
jections canoniques de X ×X dans X . On appelle k-chaˆıne holomorphe de
X×X toute combinaison finie Y :=
∑
niYi ou` les Yi sont des sous-ensembles
analytiques irre´ductibles de dimension k, deux a` deux distincts, de X×X et
ou` les ni sont des entiers relatifs non nuls. On dira que Y est positive si les
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ni sont positifs. D’apre`s un the´ore`me de Lelong, une k-chaˆıne holomorphe
positive Y de´finit par inte´gration un courant positif ferme´ [Y ] de bidimension
(k, k) de X ×X . Notons |Y | := ∪Yi le support de Y et Y :=
∑
niY i ou` Y i
est le syme´trique de Yi par rapport a` la diagonale de X ×X , i.e. l’image de
Yi par l’application (x, y) 7→ (y, x).
Une correspondance holomorphe de degre´ topologique (d1, d2) sur X est
la donne´e d’une k-chaˆıne holomorphe positive Y de dimension k de X × X
telle que la restriction de πi a` Y de´finisse une application propre de degre´ di
pour i = 1, 2. Plus pre´cise´ment, pour tout z ∈ X la fibre Y ∩π−1i (z) contient
exactement di points compte´s avec multiplicite´s. Il est clair que si (x, y) ∈ |Y |
et si x tend vers l’infini alors y tend aussi vers l’infini et re´ciproquement. On
peut identifier cette correspondance a` la fonction multivalue´e F := (π2|Y ) ◦
(π1|Y )
−1. Le terme correspondance de´signera F . On dira que Y est le graphe
de F . On utilisera souvent la de´composition Y =
∑
Y ∗i dans laquelle chaque
Yi est re´pe´te´ ni fois afin d’e´viter de parler de multiplicite´s. La correspondance
F associe´e a` Y est appele´e correspondance adjointe de F .
Soit F ′ une autre correspondance de degre´ topologique (d′1, d
′
2) associe´e
a` une k-chaˆıne holomorphe positive Z =
∑
Z∗j . La composition F
′ ◦ F est
celle associe´e au produit fibre´ Y ×X Z :=
∑
(Y ∗i ×X Z
∗
j ) ou`
Y ∗i ×X Z
∗
j :=
{
(x, z) ∈ X ×X tel qu’il existe
y ∈ X ve´rifiant (x, y) ∈ Y ∗i et (y, z) ∈ Z
∗
j
}
.
Le produit Y ∗i ×X Z
∗
j est, en ge´ne´ral, une k-chaˆıne holomorphe qui n’est pas
toujours irre´ductible. La composition F ′◦F est une correspondance de degre´
topologique (d1d
′
1, d2d
′
2). On notera F
n la correspondance F ◦ · · ·◦F (n fois).
Dans le pre´sent travail, nous conside´rons le cas ou`X est l’espace euclidien
Ck et les composantes Yi de Y sont des sous-ensembles alge´briques de C
k×Ck.
On dira qu’une telle correspondance F est polynomiale (propre). Il existe
une constante l > 0 telle que pour tout (x, y) ∈ |Y | suffisamment grand
on ait |y| ≥ c|x|l ou` c > 0 est une constante. Si F est un endomorphisme
polynomial, Ploski [30] a montre´ qu’il existe une constante maximale l >
0 qui ve´rifie la proprie´te´ ci-dessus. Sa preuve est aussi valable pour les
correspondances polynomiales. Cette constante l est appele´e exposant de
Lojasiewicz de F . Dans la suite, on suppose que l > 1. On ve´rifie que
dans ce cas d1 est strictement plus petit que d2 (on peut prouver ceci en
utilisant l’argument donne´ dans la proposition 4.1). Notons z les coordonne´es
euclidiennes de Ck et ω := 1
2
ddc log(1 + ‖z‖2) la forme de Fubini-Study de
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Pk. Soit A0 > 1 une constante assez grande que nous allons choisir dans le
lemme 2.5. Fixons un nombre R0 > 0 assez grand tel que |y| > A0|x| pour
tout (x, y) ∈ |Y | ve´rifiant |y| ≥ R0.
On pose F−1 := (π1|Y ) ◦ (π2|Y )
−1, F ∗ := (π1|Y )∗(π2|Y )
∗ et F∗ := (F )
∗ =
(π2|Y )∗(π1|Y )
∗. Les ”applications” F et F−1 agissent sur les sous-ensembles
de Ck, les points de la fibre F−1(z) de F sont compte´s avec multiplicite´s.
L’ope´rateur F∗ agit sur les fonctions continues ou plurisousharmoniques (p.s.h.)
et sur les courants positifs ferme´s de bidegre´ (1, 1) de Ck. L’ope´rateur F ∗ agit
sur les mesures positives. Plus pre´cise´ment, si ϕ est une fonction continue
ou p.s.h. sur Ck, on pose
F∗ϕ :=
∑
w∈F−1(z)
ϕ(w).
C’est une fonction continue ou p.s.h. sur Ck. Rappelons que ϕ est p.s.h.
si elle est localement inte´grable, semi-continue supe´rieurement (s.c.s) et si
ddcϕ ≥ 0 au sens des courants. Elle est pluriharmonique si elle est continue
et ddcϕ = 0. Observons que si ϕ est pluriharmonique, F∗ϕ l’est aussi. Si T
est un courant positif ferme´ de bidegre´ (1, 1) sur Ck, il existe une fonction
p.s.h. ϕ, unique a` une fonction pluriharmonique pre`s, telle que ddcϕ = T .
On de´finit alors F∗T := dd
cF∗ϕ (voir [27]). Pour une mesure positive ν a`
support compact sur Ck, on de´finit F ∗ν par
〈F ∗ν, ϕ〉 := 〈ν, F∗ϕ〉 pour ϕ continue sur C
k.
Nous dirons qu’une fonction p.s.h. ϕ sur Ck est a` croissance logarithmique
s’il existe une constante A > 0 telle que ϕ − A log(1 + ‖z‖2) soit borne´e
supe´rieurement. On dit qu’une mesure positive est PB si elle inte`gre les
fonctions p.s.h. a` croissance logarithmique [11]. Dans le cas de dimension
k = 1, si µ est une mesure positive sur C, on peut e´crire µ = ddcu−α avec u
une fonction L1 et α une forme lisse sur P1. On a montre´ [11] que µ est PB si et
seulement si son Potentiel u est Borne´. Ceci justifie la terminologie choisie.
D’apre`s le the´ore`me de Josefson [25, Theorem 5.2.4], pour tout ensemble
pluripolaire E, il existe une fonction p.s.h. a` croissance logarithmique ϕ
telle que ϕ = −∞ sur E. Par conse´quent, les mesures PB ne chargent pas
les ensembles pluripolaires. En particulier, le support d’une mesure PB est
parfait, i.e. ne contient pas de point isole´.
The´ore`me 2.1 Soit F une correspondance polynomiale de degre´ topologique
(d1, d2) sur C
k, d’exposant de Lojasiewicz l > 1. Soient νn des mesures de
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probabilite´ de support uniforme´ment borne´ dans Ck. Supposons que νn =
hnω
k ou` hn est une fonction ve´rifiant ‖hn‖L2 = ø(l
n). Alors la suite de
mesures d−n2 (F
n)∗νn converge vers une mesure de probabilite´ µ, a` support
compact, inde´pendante de la suite (νn). De plus, cette mesure est PB et
ve´rifie la relation de F ∗-invariance: F ∗µ = d2µ.
On dit que µ est la mesure d’e´quilibre de F . En ge´ne´ral, elle n’est pas
invariante par F , i.e. F∗µ 6= d1µ. Pour montrer le the´ore`me 2.1, l’ide´e est
de tester une fonction p.s.h. ϕ. On a
d−n2 〈(F
n)∗(νn), ϕ〉 = 〈νn, d
−n
2 (F
n)∗ϕ〉.
Nous allons montrer que d−n2 (F
n)∗ϕ tend dans L
2
loc a` vitesse Ø(l
−n) vers une
constant cϕ. Le the´ore`me en de´coule.
Fixons une boule V := B(0, R) de rayon R > R0 qui contient les supports
des νn. Posons U := F
−1(V ). Alors U est contenu dans la boule U ′ :=
B(0, R/A0). Fixons aussi V
′ := B(0, R′) avec R′ > R tel que F−1(V ′) ⊂ U ′.
Soit ϕ une fonction sur V ou sur Ck. Soit Λ := d−12 F∗ l’ope´rateur de Perron-
Frobenius associe´ a` F . On a par de´finition
Λϕ(z) = d−12
∑
w∈F−1(z)
ϕ(w)
ou` les points de F−1(z) sont compte´s avec multiplicite´s. Posons ϕn := Λ
nϕ.
Cette fonction est p.s.h. ou continue si ϕ l’est. Nous aurons besoin des
lemmes suivants.
Lemme 2.2 Soit T un courant positif ferme´ de bidegre´ (1, 1) et de masse 1
sur Pk. Alors la masse de ΛnT dans Ck est plus petite ou e´gale a` l−n.
De´monstration. Dans Ck, on peut e´crire T = ddcϕ ou` ϕ est une fonction
p.s.h. telle que ϕ− 1
2
log(1 + ‖z‖2) soit borne´e supe´rieurement. On a
lnΛnT = ddc(lnΛnϕ) = ddc(lnϕn).
Comme l’exposant de Lojasiewicz de F est e´gal a` l > 1, quitte a` effectuer
un changement line´aire de coordonne´es, on peut supposer que ‖z′‖l ≤ ‖z‖
lorsque ‖z‖ est assez grand et z′ ∈ F−1(z). La fonction lnϕn−
1
2
log(1+‖z‖2)
est donc borne´e supe´rieurement car les valeurs de ϕn(z) sont obtenues comme
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la moyenne des valeurs de ϕ sur F−n(z). D’apre`s un lemme de comparaison
(voir par exemple [34], [12, proposition 5.4]), ceci implique que
‖lnd−n2 (F
n)∗T‖Ck =
∫
Ck
ddc(lnϕn) ∧ ω
k−1
≤
1
2
∫
Ck
ddc log(1 + ‖z‖2) ∧ ωk−1 =
∫
Ck
ωk = 1.

Lemme 2.3 Soit ϕ une fonction p.s.h. sur V telle que ϕn := Λ
nϕ ne tende
pas uniforme´ment vers −∞ (en particulier si ϕ est localement borne´e). Alors
ϕn tend vers une constante cϕ dans l’espace L
2
loc(C
k).
De´monstration. Observons que ϕn est de´finie dans la boule B(0, A
n
0R). On
montre que ϕn tend vers une constante cϕ dans L
2
loc(V ). Pour la convergence
dans L2loc(C
k) il suffit de remplacer V par des boules suffisamment grandes.
Soit ψ la re´gularise´e s.c.s. de la fonction (lim supϕn) sur V . C’est une
fonction p.s.h. car ϕn ne tend pas uniforme´ment vers−∞. Comme F
−1(V ) =
U , on a supV ϕn+1 ≤ supU ϕn. En effet, les valeurs de ϕn+1 dans V sont
obtenues comme la moyenne de valeurs de ϕn dans U . Ceci implique que
supV ψ ≤ supU ψ car ψ est aussi e´gale a` la re´gularise´e s.c.s. de la fonction
(lim supϕn+1). Le principe du maximum entraˆıne que ψ est une constante
cϕ.
Soit (ϕni) une sous-suite convergente dans L
2
loc(V ) vers une fonction p.s.h.
h. Montrons que h = cϕ. On a h ≤ cϕ. Si h 6= cϕ, le principe du maximum
implique que h ≤ cϕ−2ǫ sur U ou` ǫ > 0 est une constante. D’apre`s le lemme
de Hartogs [23, Theorem 2.6.4], on a ϕni ≤ cϕ − ǫ pour i assez grand. Par
conse´quent, ϕn ≤ cϕ − ǫ sur V pour tout n > ni. Ceci contredit le fait que
la re´gularise´e s.c.s. de (lim supϕn) est e´gale a` cϕ. On a montre´ que ϕn tend
vers cϕ dans L
2
loc(V ).

Le lemme pre´ce´dent permet de construire la mesure d’e´quilibre µ. Si ϕ est
une fonction de classe C2 a` support compact, la suite ϕn converge aussi vers
une constante cϕ dans L
2
loc(C
k) car cette fonction ϕ s’e´crit comme diffe´rence
de deux fonctions p.s.h. Si Ω est une forme volume lisse a` support dans V
telle que
∫
Ω = 1, on a d’apre`s le lemme 2.3
lim
n→∞
〈d−n2 (F
n)∗Ω, ϕ〉 = lim
n→∞
〈Ω,Λnϕ〉 = cϕ.
8
Par conse´quent, d−n2 (F
n)∗Ω tend faiblement vers une mesure de probabilite´
µ de´finie par 〈µ, ϕ〉 := cϕ pour ϕ de classe C
2. Il est clair que µ est porte´e par
U et ve´rifie la relation de F ∗-invariance. Elle ne de´pend pas de Ω. Observons
ici que la fonction p.s.h. ϕ ve´rifie l’hypothe`se du lemme 2.3 si et seulement
si elle est µ-inte´grable.
Lemme 2.4 Soit ϕ une fonction p.s.h. sur V . Si ϕ n’est pas µ-inte´grable,
la suite de fonctions ϕn := Λ
nϕ converge uniforme´ment vers −∞. Si ϕ est
µ-inte´grable, (ϕn) converge dans L
2
loc(C
k) vers la constante cϕ :=
∫
ϕdµ.
De´monstration. Comme µ est F ∗-invariante, on a 〈µ, ϕ〉 = 〈µ, ϕn〉 pour
tout n ≥ 0. D’apre`s le lemme 2.3, il suffit de traiter le cas ou` la suite (ϕn)
converge dans L2loc(C
k) vers une constante cϕ. Montrons que cϕ =
∫
ϕdµ.
D’apre`s le lemme de Hartogs (voir le lemme 2.3), on a lim supϕn = cϕ.
On de´duit de la relation 〈µ, ϕ〉 = 〈µ, ϕn〉 que 〈µ, ϕ〉 ≤ cϕ. D’autre part, la
semi-continuite´ supe´rieure de ϕ et la de´finition de µ impliquent que
〈µ, ϕ〉 ≥ lim sup〈d−nt (F
n)∗Ω, ϕ〉 = lim sup〈Ω, ϕn〉 = cϕ.
La preuve du lemme est acheve´e.

Lemme 2.5 Soit ϕ une fonction pluriharmonique sur V . Alors on a pour
A0 assez grand
‖ϕn − cϕ‖L∞(V ) ≤ 2
−nl−n‖ϕ− cϕ‖L∞(V ).
De´monstration. Quitte a` remplacer ϕ par ϕ − cϕ, on peut supposer que
cϕ = 〈µ, ϕ〉 = 0. Le support de µ e´tant contenu dans la boule U
′ =
B(0, R/A0), l’e´galite´ 〈µ, ϕ〉 = 0 implique que ϕ doit s’annuler en un point de
cette boule. D’apre`s un lemme du type Schwarz, on a
‖ϕ‖L∞(U) ≤ (2l)
−1‖ϕ‖L∞(V )
lorsque A0 est assez grand. Par conse´quent, ‖ϕ1‖L∞(V ) ≤ (2l)
−1‖ϕ‖L∞(V ).
Ceci implique le lemme. Notons que pour montrer le lemme du type Schwarz,
on peut conside´rer la famille normale des fonctions harmoniques ψ sur le
disque unite´ ∆ ⊂ C s’annulant en un point de ∆(0, 1/A0) et ve´rifiant ψ ≤ 1.

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Notons PSH(V ) le coˆne des fonctions p.s.h. sur V . Rappelons que les
boules U ′ et V ′ sont fixe´es au de´but de la de´monstration du the´ore`me 2.1.
Lemme 2.6 L’ope´rateur Λ : PSH(U ′) ∩ L2(U ′) −→ PSH(V ) ∩ L2(V ) est
borne´ dans le sens ou` il existe une constante c > 0 telle que ‖Λϕ‖L2(V ) ≤
c‖ϕ‖L2(U ′) pour toute fonction ϕ ∈ PSH(U
′) ∩ L2(U ′).
De´monstration. Soit ϕ(n) une suite de fonctions p.s.h. sur U ′ telle que
‖ϕ(n)‖L2(U ′) ≤ 1. Il faut montrer que la suite Λϕ
(n) est borne´e dans L2(V ).
Quitte a` extraire une sous-suite, on peut supposer que la suite ϕ(n) con-
verge dans L2loc(U
′) vers une fonction p.s.h. ϕ. On en de´duit que la suite de
fonctions p.s.h. Λϕ(n) converge vers Λϕ dans L2loc(V
′). En particulier, elle
converge vers Λϕ dans L2(V ).

Notons PH(V ) l’espace des fonctions pluriharmoniques sur V . Posons
H := PH(V ) ∩ L2(V ) et H⊥ son orthogonal dans L2(V ). Posons aussi
H⊥∗ := PSH(V ) ∩ H⊥. Le sous-espace H est invariant par Λ car si ϕ est
pluriharmonique sur V , Λϕ l’est sur un voisinage de V . Pour toute fonc-
tion ϕ ∈ PSH(V ′), on a la de´composition unique ϕ = u + v avec u ∈ H et
v ∈ H⊥∗. La fonction v est le potentiel dans V du courant ddcϕ dont la
norme L2 est minimale.
D’apre`s le lemme 2.6, l’ope´rateur Λ : PSH(V ) ∩ L2(V ) −→ PSH(V ) ∩
L2(V ) est borne´. Par conse´quent, il existe des applications line´aires borne´es
Λ1 : H −→ H , Λ2 : H
⊥∗ −→ H et Λ3 : H
⊥∗ −→ H⊥∗ telles que Λϕ =
Λ1u+ Λ2v + Λ3v. On a Λ1 = Λ|H et Λ2 = prH ◦ Λ|H⊥∗ et Λ3 = prH⊥ ◦ Λ|H⊥∗
ou` pr|H et pr|H⊥ de´signent les projections orthogonales de L
2(V ) sur H et
sur H⊥. On a ddcΛn3ϕ = dd
cϕn.
Proposition 2.7 La mesure µ est PB. De plus, il existe une constante c > 0
telle que pour toute fonction p.s.h. ϕ avec ‖ϕ‖L2(V ) ≤ A et ϕ −
1
2
A log(1 +
‖z‖2) borne´e supe´rieurement, on ait ‖Λnϕ − cϕ‖L2(V ) ≤ cAl
−n pour tout
n ≥ 1.
De´monstration. Par homothe´tie, il suffit de conside´rer une fonction ϕ
p.s.h. avec ‖ϕ‖L2(V ) ≤ 1 et ϕ −
1
2
log(1 + ‖z‖2) borne´e supe´rieurement. La
famille de telles fonctions est compacte. Les constantes ci et c que nous
allons utiliser sont positives et inde´pendantes de ϕ. D’apre`s le lemme 2.2,
on a ‖ddcϕn‖ ≤ l
−n. Par conse´quent, il existe une fonction p.s.h. ψn telle
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que ψn −
1
2
l−n log(1 + ‖z‖2) soit borne´e supe´rieurement, ‖ψn‖L2 ≤ c1l
−n et
ddcψn = dd
cϕn. Il s’agit ici la re´solution de dd
c sur Pk. On en de´duit que
‖Λn3v‖L2(V ) ≤ ‖ψn‖L2 ≤ c1l
−n. Posons
b :=
∫
udµ, bn :=
∫
Λ2Λ
n
3vdµ et sn := b+ b1 + · · ·+ bn−1.
La fonction pluriharmonique u ve´rifie ‖u‖L2(V ) ≤ ‖ϕ‖L2(V ) ≤ 1, on en de´duit
par la formule de la moyenne, que ‖u‖L∞(U) ≤ c2. Comme Λ2 est borne´, on a
‖Λ2Λ
n
3v‖L2(V ) ≤ c3‖Λ
n
3v‖L2(V ) ≤ c1c3l
−n.
La formule de la moyenne applique´e a` la fonction pluriharmonique Λ2Λ
n
3v
implique que |bn| ≤ c4l
−n et donc la suite (sn) est convergente. Utilisant
les ine´galite´s obtenues et le lemme 2.5 et l’estimation de bj , on obtient en
de´veloppant Λn,
‖Λnϕ− sn‖L2(V ) = ‖Λ
n
1u+ Λ
n−1
1 Λ2v + Λ
n−2
1 Λ2Λ3v + · · ·+ Λ1Λ2Λ
n−2
3 v +
+Λ2Λ
n−1
3 v − sn‖L2(V ) + ‖Λ
n
3v‖L2(V )
≤ ‖Λn1u− b‖L2(V ) + ‖Λ
n−1
1 Λ2v − b1‖L2(V ) +
+‖Λn−21 Λ2Λ3v − b2‖+ · · ·+ ‖Λ1Λ2Λ
n−2
3 v − bn−2‖+
+‖Λ2Λ
n−1
3 v − bn−1‖L2(V ) + ‖Λ
n
3v‖L2(V )
≤ c5
[
(2l)−n + (2l)−n+1 + (2l)−n+2l−1 +
+ · · ·+ (2l)−1l−n+2 + l−n+1 + l−n
]
≤ c6l
−n.
On en de´duit que Λnϕ converge vers la constante lim sn = b +
∑
bi. Par
conse´quent, ϕ est µ-inte´grable et cϕ = b+
∑
bi. On a aussi |cϕ−sn| ≤ c7l
−n.
Ceci implique que ‖Λnϕ− cϕ‖L2(V ) ≤ cl
−n.

Corollaire 2.8 Il existe une constante c > 0 telle que supV (ϕn−cϕ) ≤ cAl
−n
pour tout n ≥ 1 et toute fonction ϕ p.s.h. sur Ck avec ‖ϕ‖L2(V ′) ≤ A et
ϕ− 1
2
A log(1 + ‖z‖2) borne´e supe´rieurement.
De´monstration. Il suffit d’appliquer la proposition 2.7 en remplac¸ant V
par une boule V1 telle que V ⊂ V1 et V 1 ⊂ V
′, puis d’utiliser l’ine´galite´ de la
sous-moyenne pour les fonctions p.s.h.

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Fin de la de´monstration du the´ore`me 2.1. Soit ϕ une fonction p.s.h. a`
croissance logarithmique. D’apre`s l’ine´galite´ de Cauchy-Schwarz, on a
|〈d−n2 (F
n)∗νn − µ, ϕ〉| = |〈νn,Λ
nϕ〉 − cϕ|
= |〈hnω
k,Λnϕ− cϕ〉|
≤ ‖hn‖L2(V )‖ϕn − cϕ‖L2(V ).
D’apre`s la proposition 2.7, la dernie`re expression tend vers 0 car ‖hn‖L2(V ) =
ø(ln). On en de´duit que d−n2 (F
n)∗νn tend faiblement vers µ.

Corollaire 2.9 Soit F une correspondance comme au the´ore`me 2.1. Si
G est une autre correspondance polynomiale de degre´ topologique (d′1, d
′
2),
d’exposant de Lojasiewicz quelconque et ve´rifiant F ◦G = G ◦F alors G∗µ =
d′2µ.
De´monstration. Soit ν une forme volume lisse a` support compact sur Ck
telle que
∫
Ck
ν = 1. D’apre`s le the´ore`me 2.1, on a lim d−n2 (F
n)∗ν = µ et
lim d−n2 (F
n)∗(G∗ν) = d′2µ. Du fait que F et G commutent, on a
lim
n→∞
d−n2 (F
n)∗(G∗ν) = lim
n→∞
d−n2 G
∗(F n)∗ν = G∗µ.
On en de´duit que G∗µ = d′2µ.

The´ore`me 2.10 Soit F une correspondance comme au the´ore`me 2.1. Alors
la mesure µ est F ∗-me´langeante d’ordre exponentiel. Plus pre´cise´ment, il
existe une constante c > 0 telle que pour toute fonction ϕ de classe C2 et
toute fonction ψ borne´e dans Ck, on ait |In(ϕ, ψ)| ≤ cl
−n‖ϕ‖C2‖ψ‖L∞ ou`
In(ϕ, ψ) :=
∫
(Λnϕ)ψdµ−
(∫
ϕdµ
)(∫
ψdµ
)
.
De´monstration. Conside´rons d’abord le cas ou` ϕ est p.s.h. avec ‖ϕ‖L2(V ′) ≤
A et ϕ− 1
2
A log(1 + ‖z‖2) borne´e supe´rieurement. Montrons que In(ϕ, ψ) ≤
cAl−n‖ψ‖L∞ . Observons que si α est une constante, on a In(ϕ, ψ + α) =
In(ϕ, ψ) car µ est F
∗-invariante. Il suffit donc d’examiner le cas ou` ψ est
positive. On a d’apre`s le corollaire 2.8
In(ϕ, ψ) =
∫
(Λnϕ− cϕ)ψdµ ≤
∫
cAl−nψdµ ≤ cAl−n‖ψ‖L∞ .
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De la meˆme manie`re, on montre que −In(ϕ, ψ) = In(ϕ,−ψ) ≤ cAl
−n‖ψ‖L∞ .
Par conse´quent, on a |In(ϕ, ψ)| ≤ cAl
−n‖ψ‖L∞.
Pour le cas ge´ne´ral, on peut supposer que ϕ est a` support compact dans V .
Elle s’e´crit comme diffe´rence de deux fonctions p.s.h. ve´rifiant les conditions
ci-dessus. La constante A est de l’ordre de ‖ϕ‖C2. On est ramene´ au cas
pre´ce´dent.

3 Equidistribution des pre´images
Dans ce paragraphe, nous e´tudions la distribution des pre´images de F . Pour
tout point z ∈ Ck et tout n ≥ 0, posons µzn := d
−n
2 (F
n)∗δz. Notons E
l’ensemble des points z tels que la suite de mesures (µzn) ne tend pas vers µ.
C’est l’ensemble exceptionnel de F . Nous avons la proposition suivante.
Proposition 3.1 Soit F une correspondance comme au the´ore`me 2.1. Alors
E est pluripolaire.
Observons que puisque la mesure µ est PB, elle ne charge pas les ensem-
bles pluripolaires. La proposition entraˆıne que µ(E) = 0 et µzn tend faiblement
vers µ pour µ-presque tout point z ∈ Ck. On montrera plus loin que E est
une re´union finie ou de´nombrable d’ensembles alge´briques.
De´monstration. Conside´rons la fonction p.s.h. ϕ := log(1 + ‖z‖2). C’est
une fonction strictement p.s.h. Posons cϕ :=
∫
ϕdµ et
Φ :=
∞∑
n=0
(Λnϕ− cϕ) =
∞∑
n=0
(ϕn − cϕ).
On peut appliquer la proposition 2.7 et le corollaire 2.8 a` une boule V arbi-
trairement grande. On de´duit que Φ est une fonction p.s.h. sur Ck. Notons
E∗ l’ensemble ou` Φ prend la valeur −∞. C’est un ensemble pluripolaire. Il
suffit de montrer que E ⊂ E∗.
Soit z 6∈ E∗. Du fait que Φ(z) est finie, la suite ϕn(z) tend vers cϕ. Soit ψ
une fonction re´elle C2 a` support compact. Pour montrer que µzn tend vers µ, il
suffit de montrer que ψn(z) tend vers cψ :=
∫
ψdµ. Fixons ǫ > 0 suffisamment
petit tel que ϕ± := ϕ ± ǫψ soit p.s.h. Un tel ǫ existe car ϕ est strictement
p.s.h. D’apre`s le lemme 2.7, les suites de fonctions ϕ±n := Λ
nϕ± convergent
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vers les constantes c± :=
∫
ϕ±dµ = cϕ ± ǫcψ dans L
2
loc(C
k). Comme on l’a
de´ja` vu dans la preuve du lemme 2.3, lim supϕ±n (z) est au plus e´gal a` c
±. Or
limϕn(z) = cϕ car z 6∈ E
∗. On en de´duit que lim sup±ψn(z) ≤ ±cψ, donc
limψn(z) = cψ.

Dans la suite, nous allons de´crire plus pre´cise´ment la distribution des
pre´images de F . Nous allons en fait construire des branches inverses holo-
morphes de´finies sur des disques et des boules.
Rappelons que Y =
∑
Y ∗i est le graphe de F . Soit K0 un sous-ensemble
connexe de Ck. On appelle branche inverse re´gulie`re d’ordre n de K0 (voir
Figure 1) toute suite B
K−n, (K̂−n, in), K−n+1, (K̂−n+1, in−1), . . . , K−1, (K̂−1, i1), K0
ve´rifiant les proprie´te´s suivantes
(i) Les ensembles K−m ⊂ C
k et K̂−m ⊂ Y
∗
im sont connexes;
(ii) π1 de´finit une bijection de K̂−m dans K−m et π2 de´finit une bijection
de K̂−m dans K−m+1 pour tout 1 ≤ m ≤ n.
SiK0 n’est pas un ouvert (par exemple siK0 est un point), on exige que les ap-
plications ci-dessus de´finissent des bijections holomorphes entre un voisinage
de K̂−m et ses images. Puisque les Y
∗
i ne sont pas ne´cessairement distincts,
les indices im permettent de compter les branches inverses re´gulie`res avec
multiplicite´. Il y a au plus dn2 branches inverses re´gulie`res d’ordre n de K0.
En pratique, K0 sera un point, un disque holomorphe, une famille de disques
centre´s en un point ou une boule holomorphe. Notons F−mB l’application
(π1|K̂−m) ◦ (π2|K̂−m)
−1 ◦ · · · ◦ (π1|K̂−1) ◦ (π2|K̂−1)
−1
pour 1 ≤ m ≤ n. C’est une application holomorphe bijective de K0 dans
K−m. Soit (am) une suite de nombres re´els tendant vers 0. On dira que B est
de taille (am) si le diame`tre de l’ensemble K−m est au plus e´gal a` am pour
0 ≤ m ≤ n. Soient z0 ∈ K0 et B0 une branche inverse re´gulie`re d’ordre n du
point z0 donne´e par la suite
z−n, (ẑ−n, in), z−n+1, (ẑ−n+1, in−1), . . . , z−1, (ẑ−1, i1), z0
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PSfrag replacements
K0
K−1
K−1
K−2
K̂−1
K̂−2
Y ∗1
Y ∗2 Y
∗
1
Ck
Ck
Figure 1: Branche inverse re´gulie`re.
(les points ẑ−m appartiennent a` Y
∗
im et sont de coordonne´es (z−m+1, z−m)).
On dira que la branche B est accroche´e a` la branche B0 si on a ẑ−m ∈ K̂−m
pour tout 1 ≤ m ≤ n (les indices in dans B0 et B sont identiques).
Nous soulignons ici que deux branches inverses re´gulie`res B et B′ de K0
sont conside´re´es comme e´gales si et seulement si on a K−m = K
′
−m, K̂−m =
K̂ ′−m ainsi que im = i
′
m pour toutm ou`K
′
−m, K̂
′
−m et i
′
m sont des ensembles et
des indices associe´s a` B′. Nous allons donner plus loin une notion de branche
inverse plus souple qui permet de prouver que E est une re´union d’ensembles
alge´briques. Pour les branches re´gulie`res, nous avons la proposition suivante
dont la preuve peut eˆtre utile dans d’autres contextes comme l’e´tude de la
dimension de µ par exemple.
Proposition 3.2 Soit F une correspondance comme au the´ore`me 2.1. Alors
il existe un ensemble pluripolaire E ′ tel que pour tout z 6∈ E ′, tout ǫ > 0 et
tout δ > 0, la boule B(z, r) posse`de au moins (1 − ǫ)dn2 branches inverses
re´gulie`res d’ordre n, de taille (l−(1−δ)m/2) ou` r = r(z, δ, ǫ) > 0 est une con-
stante inde´pendante de n.
L’ide´e de la de´monstration consiste a` construire les branches inverses
re´gulie`res pour des unions de disques holomorphes centre´es en un point
ge´ne´rique z. Ensuite, utilisant un the´ore`me d’analyse complexe (lemme 3.8),
15
on peut prolonger les applications holomorphes F−nB associe´es a` ces branches
inverses re´gulie`res. Ces applications sont de´finies aux voisinages de grandes
familles de disques centre´s en z. On les prolonge en applications holomor-
phes sur une petite boule B(z, r). Ces prolongements fournissent les branches
inverses re´gulie`res pour B(z, r).
La construction est faite par re´currence. Nous re´sumons ici le passage du
rang n − 1 au rang n. Soit K−n+1 un disque holomorphe fabrique´ au rang
n−1 a` partir d’un disque K0 de rayon r
′ > 0 centre´ en z. Nous voulons en fait
construire des branches inverses re´gulie`res d’ordre 1 deK−n+1. D’abord, pour
construire K̂−n, on veut que K−n+1 ne rencontre pas les valeurs critiques de
π2|Y ; ensuite, pour obtenir K−n, nous avons besoin que π1|K̂−n soit injective.
Pour que ces deux conditions soient satisfaites, nous se´lectionnons seule-
ment les disques K−n+1 de diame`tre assez petit qui ne sont pas trop proches
d’un certain sous-ensemble alge´brique (P = 0) que nous appelons l’ensemble
des valeurs critiques de F . Pour chaque disque se´lectionne´, on peut construire
d2 branches inverses re´gulie`res d’ordre 1. Afin de continuer la construction,
nous devons se´lectionner, parmi les nouveaux disques, ceux de petit diame`tre
qui ne sont pas trop proches de (P = 0). L’hypothe`se sur l’exposant de Lo-
jasiewicz implique qu’un bon nombre de disques sont de petite aire. Ces dis-
ques ne sont pas force´ment de petit diame`tre. Mais, en diminuant le´ge`rement
r′, on rend leur diame`tre petit. Le fait que µ soit une mesure PB implique
que pour z ge´ne´rique, il n’y a qu’un petit nombre de disques qui sont proches
de (P = 0).
Soit Q un polynoˆme non nul. Pour tout α > 0, notons VQ(α) l’ensemble
des points z ve´rifiant |Q(z)| ≤ α. Le lemme suivant montre que les pre´images
de F ne sont pas “trop proches” de l’hypersurface (Q = 0). On peut le
ge´ne´raliser aux ensembles pluripolaires de Pk.
Lemme 3.3 Soit a > 1 une constante. Alors il existe un ensemble pluripo-
laire EaQ tel que
∑
n≥0 µ
z
n(VQ(a
−n)) soit fini pour tout z 6∈ EaQ.
De´monstration. On peut supposer a < l1/2. On choisit une fonction χ
lisse, positive sur R+ telle que χ ≤ 1, χ = 1 sur [0, 1] et χ = 0 sur [2,+∞[.
Soit τ ≤ 1 une fonction lisse, positive a` support dans V et e´gale a` 1 au
voisinage de U . Posons ψn := τχ(anQ). Les mesures µzn e´tant porte´es par U
pour n assez grand, il suffit de montrer que la somme
∑
n≥0〈µ
z
n, ψ
n〉 est finie
pour tout z 6∈ EaQ ou` l’ensemble E
a
Q sera pre´cise´ dans la suite.
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D’apre`s la proposition 2.7, la fonction log |Q| est µ-inte´grable. On en
de´duit que la somme
∑
n≥0〈µ, ψ
n〉 est finie. En effet, on a
∑
n≥0
〈µ, ψn〉 ≤
∑
n≥0
µ(VQ(2a
−n)) =
∫ (∑
n≥0
1VQ(2a−n)
)
dµ
≤
∫
1
log a
(∣∣ log |Q|∣∣+ log 2 + log a)dµ.
Posons cn := 〈µ, ψ
n〉.
Par de´finition de ψn, il existe une constante c > 0 telle que ‖ψn‖C2 ≤ ca
2n.
Posons ϕ := log(1+ ‖z‖2) et ψn− := ca2nϕ−ψn. Ce sont des fonctions p.s.h.
a` croissance logarithmique. Posons cϕ := 〈µ, ϕ〉 et c
−
n := 〈µ, ψ
n−〉. On a
cn = ca
2ncϕ−c
−
n . Rappelons qu’on a suppose´ a < l
1/2. D’apre`s la proposition
2.7 et le corollaire 2.8, la se´rie de fonctions
Φ+ :=
∑
n≥0
ca2n(Λnϕ− cϕ)
converge ponctuellement vers une fonction p.s.h. En particulier, Φ+ est lo-
calement borne´e supe´rieurement. La proposition 2.7 et le corollaire 2.8 ap-
plique´s aux fonctions ψn− impliquent aussi que la se´rie de fonctions
Φ− :=
∑
n≥0
(Λnψn− − c−n )
converge ponctuellement vers une fonction p.s.h.
Notons EaQ l’ensemble ou` Φ
− vaut −∞. C’est un ensemble pluripolaire.
Pour z 6∈ EaQ, on a∑
n≥0
〈µzn, ψ
n〉 −
∑
n≥0
〈µ, ψn〉 =
=
∑
n≥0
(〈µzn, ψ
n〉 − cn)
=
∑
n≥0
ca2n(〈µzn, ϕ〉 − cϕ)−
∑
n≥0
(〈µzn, ψ
n−〉 − c−n )
= Φ+(z)− Φ−(z) < +∞.
Or la somme
∑
〈µ, ψn〉 est finie comme on l’a montre´ ci-dessus. La somme∑
〈µzn, ψ
n〉 est donc aussi finie.

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Lemme 3.4 Il existe un polynoˆme P (inde´pendant de U , V ) et une con-
stante A1 > 0 (de´pendante de U , V ) tels que pour tout point z ∈ V \ (P = 0)
la boule B0 := B(z, r0) admette exactement dt branches inverses re´gulie`res
d’ordre 1 pour F , ou` r0 := A1|P (z)|.
De´monstration. Notons Z := |Y | le support de Y et m2 le degre´ de
l’application π2|Z . Soit Σ2 l’ensemble des points z ∈ C
k tels que (π2|Z)
−1(z)
contienne moins de m2 points. C’est un sous-ensemble alge´brique de C
k. Il
existe donc un polynoˆme P1 tel que Σ2 ⊂ (P1 = 0). De´finissons de la meˆme
manie`re l’ensemble des valeurs critiques Σ1 de π1|Z et posons Σ
′ := F (Σ1).
Soit P2 un polynoˆme tel que Σ
′ ⊂ (P2 = 0). Posons P = P
m
1 P
m
2 ou` m ≥ 1
est un entier assez grand.
Soit A1 > 0 une constante assez petite. Puisque A1 est petite et m
est grand, (π2|Z)
−1B0 contient exactement m2 composantes connexes et la
restriction de π1 a` chacune de ces composante est injective.
Soit B̂−1 une composante connexe de π
−1
2 (B0) ∩ Y
∗
i , pour une certaine
indice i. La suite
B−1, (B̂−1, i1),B0
avec i1 := i et B−1 := π1(B̂−1), est une branche inverse re´gulie`re d’ordre 1 de
B0. Il y en a exactement d2 branches.

Notons E1 l’orbite de (P = 0) par (F
n)n≥0. Par de´finition, tout point
z 6∈ E1 admet d
n
2 branches inverses d’ordre n. Posons E
′ := EaP ∪ E1. Il est
clair que E ′ est pluripolaire.
Fixons maintenant des constantes δ avec 0 < δ < 1, a avec 1 < a <
l(1−δ)/2, ǫ avec 0 < ǫ < 1 et un point z ∈ V \ E ′. Nous allons montrer que la
boule B(z, r) posse`de au moins (1− ǫ)dn2 branches inverses re´gulie`res d’ordre
n et de taille (l−(1−δ)m/2) pour r > 0 assez petit.
Fixons une droite ∆ passant par z. Notons ∆R le disque de centre z et
de rayon R dans ∆. Rappelons le lemme de comparaison aire-diame`tre duˆ
a` Briend-Duval [4]. Ce lemme est valable pour un cas plus ge´ne´ral. Dans le
cas pre´sent, on peut le montrer en utilisant la formule de Cauchy.
Lemme 3.5 Soient π une application holomorphe du disque unite´ D :=
D(0, 1) dans U et τ une constante ve´rifiant 0 < τ < 1. Alors il existe
une constante A2 > 0 inde´pendante de π et de τ telle que le diame`tre de
π(D(0, 1−τ)) soit plus petit ou e´gal a` A2
√
τ−1aire(π(D)), les points de π(D)
e´tant compte´s avec multiplicite´.
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Nous allons montrer la proposition suivante dans laquelle la constante
A3 > 1 sera donne´e dans le lemme 3.8.
Proposition 3.6 Pour tout ǫ1 > 0, il existe r > 0 et n0 ≥ 0 inde´pendants
de ∆ tels que ∆A3r posse`de au moins (1− ǫ1)d
n
t branches inverses re´gulie`res
B d’ordre n, de taille (1
2
l−(1−δ)m/2) et telles que |P (F−mB (z))| ≥ a
−m pour tout
n0 ≤ m ≤ n.
Fixons n0 ≥ 1 assez grand tel que les proprie´te´s suivantes soient satisfaites
1. A1a
−n > l−(1−δ)n/2 pour tout n ≥ n0.
2.
∑
n≥n0+1
µzn(VP (a
−n)) ≤ 1
2
ǫ1.
3.
∑
n≥n0+1
n2l−δn ≤ 1
8
ǫ1A
−2
2 .
Posons νm :=
∑m
n=n0+1
µzn(VP (a
−n)) et δm := 4A
2
2
∑m
n=n0+1
n2l−δn. Fixons
r1 > 0 assez petit tel que pour tout n ≤ n0, B(z, r1) posse`de exactement
dn2 branches inverses re´gulie`res d’ordre n de taille (
1
2
l−(1−δ)m/2). Posons pour
tout n ≥ n0 + 1
rn :=
n∏
s=n0+1
(
1−
1
s2
)
r1.
Cette suite (rn) de´croˆıt vers une constante A3r > 0. Il suffit pour la propo-
sition 3.6 de montrer par re´currence sur n ≥ n0 que ∆rn posse`de au moins
(1−νn−δn)d
n
2 branches inverses re´gulie`res B d’ordre n, de taille (
1
2
l−(1−δ)m/2)
et telles que |P (F−mB (z))| ≥ a
−m pour tout n0 ≤ m ≤ n. Supposons que c’est
vrai au rang n − 1 ≥ n0. Montrons le au rang n. Notons F la famille des
branches inverses re´gulie`res d’ordre n − 1 de ∆rn−1 ve´rifiant la proposition
3.6.
Si B est un e´le´ment de F , d’une part, le point w := F−n+1B (z) ve´rifie
|P (w)| ≥ a−n+1, d’autre part, l’ensemble W := F−n+1B (∆rn−1) est contenu
dans la boule B(w,A1a
−n+1) car son diame`tre est plus petit que 1
2
A1a
−n+1.
Or, d’apre`s le lemme 3.4, cette boule B(w,A1a
−n+1) admet exactement d2
branches inverses re´gulie`res d’ordre 1. On en de´duit que W admet aussi
d2 branches inverses re´gulie`res d’ordre 1. Ceci est vrai pour tout B ∈ F .
En somme, ∆rn−1 posse`de au moins (1 − νn−1 − δn−1)d
n
2 branches inverses
re´gulie`res d’ordre n. Notons G cette famille de branches inverses re´gulie`res
d’ordre n. On a le lemme suivant.
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Lemme 3.7 La somme
∑
aire(F−nB (∆rn−1)) pour B ∈ G est plus petite que
dn2 l
−n.
De´monstration. Notons [∆] le courant d’inte´gration sur ∆. Il suffit de ma-
jorer la masse de (F n)∗[∆] par dn2 l
−n. On a d’apre`s un lemme de comparaison
(voir [34] ou [12, proposition 5.4])
‖(F n)∗[∆]‖ = 〈(F n)∗[∆], ω〉 = 〈[∆], (F n)∗ω〉
=
1
2
dn2 l
−n
∫
∆
ddc(lnΛn log(1 + ‖z‖2))
≤
1
2
dn2 l
−n
∫
∆
ddc log(1 + ‖z‖2)
= dn2 l
−n
∫
∆
ω = dn2 l
−n
L’ine´galite´ ci-dessus est une conse´quence du fait que lnΛn log(1 + ‖z‖2) −
log(1 + ‖z‖2) est borne´e supe´rieurement.

Fin de la de´monstration de la proposition 3.6. Notons G1 l’ensemble
des branches inverses re´gulie`res B ∈ G telles que l’aire de F−nB (∆rn−1) exce`de
1
4
A−22 n
−2l−(1−δ)n. D’apre`s le lemme 3.7, G1 contient au plus 4A
2
2n
2l−δndn2
e´le´ments. Par conse´quent, le cardinal de la famille G ′ := G \ G1 est au moins
e´gal a`
#G −#G1 ≥ (1− νn−1 − δn−1)d
n
2 − 4A
2
2n
2l−δndn2 = (1− νn−1 − δn)d
n
2 .
D’apre`s le lemme 3.5 (applique´ a` l’application F−nB sur les disques ∆rn−1 et
∆rn), pour tout B ∈ G
′, le diame`tre de F−nB (∆rn) est au plus e´gal a`
1
2
l−(1−δ)n/2.
Notons G2 la famille des e´le´ments B ∈ G
′ tels que F−nB (z) ∈ VP (a
−n).
Alors G2 contient au plus µ
z
n(VP (a
−n))dn2 e´le´ments. Par conse´quent, la famille
G ′′ := G ′ \ G2 contient au moins
(1− νn−1 − δn)d
n
2 − µ
z
n(VP (a
−n))dn2 = (1− νn − δn)d
n
2
e´le´ments. Cette famille G ′′ de branches inverses re´gulie`res d’ordre n de F
ve´rifie la proposition 3.6.

Fin de la de´monstration de la proposition 3.2. Prenons ǫ1 = ǫ/2 et
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notons W la famille des droites complexes passant par z. Cette famille est
parame´tre´e par l’espace projectif Pk−1. Notons H2k−2 la mesure de Hausdorff
(2k−2)-dimensionnelle de masse 1 surW. Notons e´galement Fn la famille des
branches inverses re´gulie`res d’ordre n de z. Cette famille contient exactement
dn2 e´le´ments car z 6∈ E1. Pour tout Bz ∈ Fn notons WBz la famille des droites
∆ ∈ W telles que ∆A3r posse`de une branche inverse re´gulie`re d’ordre n,
accroche´e a` la branche Bz et ve´rifiant les proprie´te´s dans la proposition 3.6.
D’apre`s cette proposition, on a
∑
Bz
H2k−2(WBz) ≥ (1 − ǫ1)d
n
2 lorsque r > 0
est suffisamment petit. Notons F ′n la famille des Bz tels que H2k−2(WBz) ≥
1/2. Du fait que H2k−2(WBz) ≤ 1 pour tout Bz, on a
#F ′n +
1
2
(
dn2 −#F
′
n
)
≥
∑
H2k−2(WBz) ≥ (1− ǫ1)d
n
2 .
On en de´duit que #F ′n ≥ (1−2ǫ1)d
n
2 = (1−ǫ)d
n
2 . On va appliquer le the´ore`me
de Sibony-Wong suivant pour chaque WBz avec Bz ∈ F
′
n.
Lemme 3.8 [1, 35] Soit α > 0 une constante positive. Soit A3 > 1 une
constante suffisamment grande et soit W ′ une famille de droites passant par
z. Supposons que H2k−2(W
′) ≥ α. Notons Σ l’intersection de ces droites
avec la boule B(z, A3r). Alors toute application holomorphe f d’un voisinage
de Σ d’image dans Ck se prolonge en application holomorphe de B(z, r) dans
C
k. De plus, on a
sup
w∈B(z,r)
‖f(w)− f(z)‖ ≤ sup
w∈Σ
‖f(w)− f(z)‖.
En particulier, on a diamf(B(z, r)) ≤ 2diamf(Σ).
On prend α = 1/2. Fixons un Bz ∈ F
′
n. Notons K0 l’intersection des
droites de WBz avec B(z, A3r) et B sa branche inverse re´gulie`re d’ordre n
accroche´e a` Bz . D’apre`s le lemme 3.8, l’application F
−m
B , qui est holomorphe
au voisinage de K0, se prolonge en une application holomorphe de B(z, r)
dans Ck pour tout 1 ≤ m ≤ n. De plus, son image est de diame`tre au plus
l−(1−δ)m/2. Les applications obtenues sont injectives. En effet, on montre
par re´currence que l’image de B(z, r) par F−mB est contenue dans la boule
de rayon A1|P (F
−m
B (z))| centre´e en F
−m
B (z) (voir le lemme 3.4). Chaque
prolongement holomorphe fournit une branche inverse re´gulie`re d’ordre n,
de taille (l−(1−δ)m/2) pour la boule B(z, r). Ceci termine la preuve de la
proposition 3.2.
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La suite de ce paragraphe a e´te´ de´montre´e en collaboration avec Charles
Favre. Notons PC1 l’ensemble des points z ∈ C
k tels que au moins un des
germes locaux irre´ductibles de Y en π−12 (z)∩Y ne se projete pas injectivement
par π2 sur C
k. C’est une hypersurface de Ck. Soit S1 le courant d’inte´gration
sur PC1. Posons Sn := (F
n−1)∗(S1) et S :=
∑
n≥1 d
−n+1
2 Sn. Ce sont des
courants positifs ferme´s de bidegre´ (1, 1) de Ck. Le courant S est bien de´fini
car d’apre`s le lemme 2.2, la masse de d−n2 Sn est de l’ordre de l
−n. Soient
PCn := ∪
n−1
i=1 supp(Si) et PC∞ := supp(S) les ensembles postcritiques d’ordre
n et d’ordre infini de F . Posons e´galement Σ := Y ∩ π−12 (PC1).
Soit K0 un disque holomorphe de centre z, une famille de disques holo-
morphes centre´s en z ou une boule de centre z. On ne conside`re que les
disques holomorphes plats qui ne sont pas contenus dans PC∞. On appelle
branche inverse d’ordre n de K0 (voir Figure 2) toute suite B
K−n, (K̂−n, in), K−n+1, . . . , K−1, (K̂−1, i1), K0
munie des applications holomorphes F̂−mB : K0 −→ K̂−m telle que
(i) Les ensembles K−m ⊂ C
k, K̂−m ⊂ Y
∗
im \ Σ sont connexes; π1(K̂−m) =
K−m, π2(K̂−m) = K−m+1 pour 1 ≤ m ≤ n;
(ii) π2 ◦ F̂
−1
B = id et π1 ◦ F̂
−m+1
B = π2 ◦ F̂
−m
B pour tout 2 ≤ m ≤ n.
On n’exige pas que π1|K̂−n soit injective. Posons F
−m
B := π1 ◦ F̂
−m
B .
Fixons un point w ∈ K0. La branche inverse B de K0 est accroche´e a` la
branche inverse re´gulie`re Bw de w donne´e par la suite
w−n, (ŵ−n, in), w−n+1, (ŵ−n+1, in−1), . . . , w−1, (ŵ−1, i1), w0
ou` w0 := w, ŵ−m := F̂
−m
B (w0) et w−m := π1(ŵ−m). Par unicite´ du prolonge-
ment analytique, la branche B est uniquement de´termine´e par la branche Bw.
Autrement dit, si deux branches inverses d’ordre n de K0 sont accroche´es a`
une meˆme branche re´gulie`re Bw, alors elles sont e´gales. On en de´duit que
K0 posse`de au plus d
n
2 branches inverses d’ordre n. Nous avons le the´ore`me
suivant.
The´ore`me 3.9 Soit F une correspondance comme au the´ore`me 2.1. Soit
z ∈ Ck un point tel que le nombre de Lelong de S en z ve´rifie ν(S, z) < 1.
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Ck
Ck
K0
K−1
K−1K−2
K̂−1
K̂−2
Figure 2: Branche inverse non re´gulie`re.
Alors pour tout ǫ > 0 et tout δ > 0, la boule B(z, r) posse`de au moins
(1− ν(S, z)− ǫ)dn2 branches inverses d’ordre n de taille (l
−(1−δ)m/2) ou` r > 0
est une constante inde´pendante de n.
Notons que ce the´ore`me a e´te´ prouve´ dans [11] pour les endomorphismes
holomorphes de degre´ d ≥ 2 de Pk (ou plus ge´ne´ralement pour certaines
applications d’allure polynomiale). Dans ce cas, les branches inverses sont de
taille ≃ (d−m/2). Inde´pendemment, dans une note non publie´e, Briend-Duval
ont construit les branches inverses sur les boules par une autre me´thode. Ils
ont montre´ que la taille de ces branches tend vers 0 quand n → ∞. Les
branches inverses sur les disques ont e´te´ de´ja` construites dans [4]. Le lecteur
trouvera dans [10] d’autre version du the´ore`me 3.9 avec des applications.
Pour prouver ce the´ore`me, il suffit de construire des branches inverses
pour des disques holomorphes plats centre´s en z. Les deux arguments suiv-
ants permettent d’adapter la preuve de la proposition 3.2.
1. Fixons r′ > 0 assez petit. Notons sn le nombre de points d’intersection
de ∆r′ avec F
n−1(PC1), c.-a`-d. la masse de la mesure d’intersection de [∆r′ ]
avec le courant Sn. Ce nombre sn est aussi e´gal a` la masse de la mesure
d’intersection de S1 avec (F
n−1)∗[∆r′ ]. Notons W
′ la famille des droites ∆
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telles que
∑
d−n+12 sn ≤ ν(S, z) + ǫ. Par tranchage, si r
′ est suffisamment
petit, on a H2k−2(W
′) ≥ 1/2.
2. Fixons un ∆ dans W ′. On construit par re´currence sur n, au moins
Nn := d
n
2 (1−
∑n
m=1 d
−m+1
2 sm) branches inverses d’ordre n pour ∆r′. Re´sumons
le passage du rang n− 1 au rang n. Par de´finition de sn, il existe au moins
Nn−1 − sn branches inverses B d’ordre n− 1 de ∆r′
K−n+1, (K̂−n+1, in−1), . . . , K−1, (K̂−1, i1), K0
avec K0 = ∆r′ telles que l’ensemble F
−n+1
B (∆r′), qui est e´gal a` K−n+1, ne
rencontre pas PC1. D’autre part, l’application π2 de´finit un reveˆtement non
ramifie´ de degre´ d2 de Y \Σ au dessus de C
k \PC1. L’ensemble ∆r′ e´tant sim-
plement connexe, on peut construire, pour une telle branche B, exactement d2
applications holomorphes τ de ∆r′ dans un des Y
∗
i telles que π2 ◦ τ = F
−n+1
B .
On obtient donc au moins Nn branches inverses B
′ d’ordre n de ∆r′
K−n, (K̂−n, in), . . . , K−1, (K̂−1, i1), K0
en posant in := i, F̂
−n
B′ := τ , K̂−n := τ(∆r′) et K−n := π1(K̂−n).

Corollaire 3.10 Soit F une correspondance comme au the´ore`me 2.1. Alors
l’ensemble exceptionnel E de F est e´gal a` ∪n≥0F
n(E0) ou` E0 est le plus grand
sous-ensemble alge´brique propre de Ck ve´rifiant F−1(E0) = E0.
De´monstration. Pour tout ν > 0, notons Xν l’ensemble des points z tels
que ν(S, z) ≥ ν. C’est un sous-ensemble alge´brique de Ck contenu dans PC∞.
Soient z 6∈ Xν avec ν < 1, ǫ et B(z, r) ve´rifiant le the´ore`me 3.9. D’apre`s la
proposition 3.1, pour un point ge´ne´rique w ∈ B(z, r), on a lim µwn = µ.
Conside´rons une valeur adhe´rente µz de la suite de mesures (µzn) et µ
z
reg sa
partie absolument continue par rapport a` µ. D’apre`s le the´ore`me 3.9, z et
w posse`dent au moins dn2(1 − ν − ǫ) images re´ciproques z−n et w−n d’ordre
n telles que la distance entre z−n et w−n soit majore´e par l
−(1−δ)n/2. On en
de´duit que la masse de µzreg est au moins e´gale a` 1− ν − ǫ. Donc elle est au
moins e´gale a` 1− ν. On de´duit aussi que E ⊂ ∪ν>0Xν ⊂ PC∞.
Notons EXν l’ensemble des points z tels que F
−n(z) ⊂ Xν pour tout n ≥ 0.
C’est le plus grand sous-ensemble alge´brique de Xν qui ve´rifie F
−1(EXν) ⊂
EXν . Il est clair que EXν ⊂ E . Pour tout z ∈ C
k, posons µ˜z0 := 1Xνδz,
µ˜zn := d
−1
2 1XνF
∗(µ˜zn−1). Les masses de µ˜
z
n de´croissent vers une constante
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τν(z). De la meˆme manie`re que dans [11, 3.4.1-3.4.3], on montre que E˜Xν :=
∪n≥0F
n(EXν) contient l’ensemble (τν > 0). La mesure µ
z
n e´tant e´gale a` la
moyenne des mesures µam avec a ∈ F
−n+m(z) et m ≤ n, si τν(z) = 0 la masse
de µzreg est, comme pour z 6∈ Xν , au moins e´gale a` 1− ν. En particulier, si z
n’appartient pas a` ∪ν>0E˜Xν , µ
z
reg est de masse totale. Dans ce cas, la mesure
µz est e´gale a` µzreg et ne charge pas PC∞. Ceci implique que µ
z
n(PC∞) tend
vers 0. Or E ⊂ PC∞. On de´duit qu’alors limµ
z
n = µ et par conse´quent
E = ∪ν>0E˜ν .
Montrons que EXν = EX1 pour tout 0 < ν < 1. Il est clair que EXν ⊃ EX1 .
Observons que d’apre`s le the´ore`me 3.9, si z 6∈ EX1 on a µ
z
reg 6= 0. Si z
appartient a` EXν , les mesures µ
z
n sont porte´es par Xν . Donc µ
z
reg = 0 car µ
ne charge pas les ensembles analytiques et µzn est absolument continue par
rapport a` µ. D’ou` on de´duit que z ∈ EX1 .
On a montre´ que E = E˜X1 . Posons E0 := ∩n≥0F
−n(EX1). C’est un sous-
ensemble alge´brique de Ck ve´rifiant F−1(E0) = E0. De plus, E0 est e´gal a`
l’intersection d’une famille finie d’ensembles alge´briques F−n(EX1). On a
donc E = E˜X1 = ∪n≥0F
n(E0). Si E
′
0 est un sous-ensemble alge´brique ve´rifiant
F−1(E ′0) = E
′
0, on montre comme on l’a fait pour EXν que E
′
0 ⊂ EX1. La pro-
prie´te´ F−1(E ′0) = E
′
0 implique que E
′
0 ⊂ E0 = ∩n≥0F
−n(EX1). D’ou` on de´duit
que E0 est le plus grand sous-ensemble alge´brique propre de C
k invariant par
F−1.

Lorsque F est une application polynomiale [11], on a E = E0; l’existence de
points pe´riodiques re´pulsifs implique que la pseudo-me´trique de Kobayashi de
Ck\E0 est identiquement nulle; si X est un sous-ensemble alge´brique ve´rifiant
F−1(X) ⊂ X alors F−1(X) = X et F (X) = X . Toutes ces proprie´te´s
sont fausses en ge´ne´ral pour les correspondances comme on le voit dans les
exemples suivants.
Exemples 3.11 Les correspondances suivantes sont polynomiales sur C.
Leurs exposants de Lojasiewicz sont strictement supe´rieurs a` 1.
Conside´rons les polynoˆmes d’une variable f(z) := z3 et g(z) := z2−z et la
correspondance F := f ◦g−1 sur C associe´e a` la courbe Y = {(g(z), f(z)), z ∈
C} de C2. On ve´rifie que E0 = {0} et E = ∪n≥0(f ◦ g
−1)n(0). On ve´rifie aussi
que 0 n’est pas isole´ dans E et donc l’ensemble E est parfait.
Notons (z1, z2) les coordonne´es de C
2. Soient f , g deux polynoˆmes d’une
variable tels que 1 < deg(g) < deg(f). Conside´rons la correspondance F
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donne´e par la courbe Y := {[f(z1)]
2 + f(z2)g(z2) = 0}. On a F
−1(f = 0) =
(f = 0) et donc (f = 0) ⊂ E0. L’ouvert C \ E0 est Kobayashi hyperbolique
lorsque f posse`de deux racines distinctes.
Remarque 3.12 On peut e´tudier la restriction de la correspondance F a`
E0, c.-a`-d. la correspondance sur E dont le graphe est e´gal a` Y ∩ (E0 × E0),
et construir sur E0 une mesure invariante par F
∗ qui ne charge pas les sous-
ensembles pluripolaires de E0. En faisant une re´currence descendante sur la
dimension et sur le nombre de composantes du graphes, on montre que le
coˆne des mesures positives ν qui ve´rifient F ∗(ν) = d2ν, est de dimension fini.
Pour tout z ∈ Ck, les valeurs adhe´rentes a` la suite (µzn) sont singulie`res par
rapport a` µ si et seulement si z ∈ E0 (voir aussi [14, 10]).
4 Points pe´riodiques re´pulsifs
On appelle point fixe de F tout point z appartenant a` l’ensemble π2(Y ∩Diag)
ou` Diag est la diagonale de Ck×Ck. Les points fixes isole´s de F sont compte´s
avec multiplicite´s. Les points pe´riodiques de pe´riode n sont les points fixes
de F n. On dira que z0 est un point pe´riodique re´gulier de pe´riode n s’il existe
une branche inverse re´gulie`re d’ordre n d’un voisinage ouvert K0 de z0
K−n, (K̂−n, in), K−n+1, (K̂−n+1, in−1), . . . , K−1, (K̂−1, i1), K0
qui est accroche´e a` une branche inverse re´gulie`re B0 d’ordre n de z donne´e
par la suite
z−n, (ẑ−n, in), z−n+1, (ẑ−n+1, in−1), . . . , z−1, (ẑ−1, i1), z0
avec z−n = z0. Si, de plus, les valeurs propres de la de´rive´e de F
−n
B0
en z0 sont
de module strictement plus petit que 1, on dit que z0 est pe´riodique re´gulier
re´pulsif. La proposition suivante donne le nombre de points pe´riodiques (voir
[10] pour le cas des correspondances sur les varie´te´s ka¨hle´riennes compactes).
Proposition 4.1 Soit F une correspondance comme au the´ore`me 2.1. Alors
F admet exactement dn2 points pe´riodiques de pe´riode n compte´s avec multi-
plicite´s. Si G est une autre correspondance polynomiale de degre´ topologique
(p1, p2) alors pour n assez grand G ◦ F
n admet exactement p2d
n
2 points fixes
compte´s avec multiplicite´s.
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De´monstration. Puisque l’exposant de Lojasiewicz de F est supe´rieur a` 1,
le choix de la boule V entraˆıne que (Diag ∩ Y ) ⊂ (V × V ). De plus, on a
Y ∩ (bV × V ) = ∅. Pour tout 0 ≤ t ≤ 1, posons
Diag(t) := {(x, tx) avec x ∈ Ck}.
C’est un sous-espace de Ck ×Ck et on a Diag(1) = Diag. Comme Y ∩ (bV ×
V ) = ∅, le nombre de points d’intersection de Y ∩ (V × V ) avec Diag(t)
ne de´pend pas de t. Quand t = 0, ce nombre est exactement le nombre
de pre´images de 0 dans V compte´ avec multiplicite´s. Il est donc e´gal a` d2.
Par conse´quent, F admet exactement d2 points fixes. De meˆme, on montre
que F n admet exactement dn2 points fixes. Ce sont les points pe´riodiques de
pe´riode n de F .
Pour n assez grand, l’exposant de Lojasiewicz de G ◦ F n est strictement
plus grand que 1. Par conse´quent, G ◦ F n admet exactement p2d
n
2 points
fixes.

Le the´ore`me suivant ge´ne´ralise un re´sultat de Lyubich [26] qui a conside´re´
le cas des fractions rationnelles de P1.
The´ore`me 4.2 Soient F une correspondance comme au the´ore`me 2.1 et G
une autre correspondance polynomiale de degre´ topologique (p1, p2) et d’exposant
de Lojasiewicz quelconque. Notons PRGn l’ensemble des points fixes re´guliers
re´pulsifs de G ◦ F n. Alors la suite de mesures
ν+n := p
−1
2 d
−n
2
∑
z∈PRGn
δz
tend faiblement vers la mesure d’e´quilibre µ de F .
En prenant G(z) = z, on obtient le corollaire suivant qui ge´ne´ralise un
the´ore`me de Lyubich [26], de Freire-Lopes-Man˜e´ [20] et de Briend-Duval [3].
Ces auteurs ont conside´re´ le cas des endomorphismes holomorphes de Pk.
Corollaire 4.3 Soit F une correspondance comme au the´ore`me 2.1. Notons
PRn l’ensemble des points pe´riodiques re´guliers re´pulsifs de pe´riode n de F .
Alors la suite de mesures
νn := d
−n
2
∑
z∈PRn
δz
tend faiblement vers la mesure d’e´quilibre µ de F .
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Nous allons adapter une me´thode de Briend-Duval [3] qui traite le cas des
endomorphismes holomorphes de Pk. Il s’agit d’une application de la propo-
sition 3.2 et du me´lange sur une extension naturelle du syste`me dynamique
associe´ a` F (voir [8]). Cependant, les proprie´te´s d’invariance et de me´lange
de la mesure d’e´quilibre dans notre cas sont plus faibles que dans le cas des
endomorphismes. Plus pre´cise´ment, la mesure µ n’est pas F∗-invariante, ce
qui nous oblige a` construire diffe´remment la mesure associe´e a` l’extension
naturelle de F . Cette mesure ne sera pas invariante en ge´ne´ral.
On a de´fini dans le lemme 3.4 un polynoˆme P tel que tout point de
(P 6= 0) admet d2 branches inverses re´gulie`res d’ordre 1. Soit Q un polynoˆme
analogue associe´ a` G. Notons Λ l’ope´rateur de Perron-Frobenius associe´ a` F
et ΛG celui associe´ a` G. Notons Z =
∑
Z∗i la k-chaˆıne holomorphe associe´e
a` G. Notons X0 le comple´mentaire de G(E
′) ∪ (Q = 0) ou` E ′ est l’orbite de
(P = 0) par F . Du fait que µ ne charge pas les ensembles pluripolaires, X0
est de µ mesure totale.
Dans la suite, nous allons changer un peu la terminologie ”branche inverse
re´gulie`re” pour l’adapter a` la suite (G ◦ F n). Soit K1 un sous-ensemble
connexe de Ck. On appelle branche inverse re´gulie`re d’ordre n de K1 toute
suite B
K−n, (K̂−n, in), K−n+1, (K̂−n+1, in−1), . . . , K−1, (K̂−1, i1), K0, (K̂0, i), K1
ve´rifiant les conditions suivantes
(i) Les ensembles K−m ⊂ C
k sont connexes pour m ≥ −1, K̂−m ⊂ Y
∗
im
pour m ≥ 1, K̂0 ⊂ Z
∗
i ;
(ii) π1 de´finit une bijection de K̂−m dans K−m et π2 de´finit une bijection
de K̂−m dans K−m+1 pour 0 ≤ m ≤ n.
Si K1 n’est pas un ouvert (par exemple si K1 est un point), on exige aussi
que les applications ci-dessus de´finissent des bijections holomorphes entre un
voisinage de K̂−m et ses images. Notons F
−m
B l’application
(π1|K̂−m) ◦ (π2|K̂−m)
−1 ◦ · · · ◦ (π1|K̂0) ◦ (π2|K̂0)
−1
pour 1 ≤ m ≤ n. C’est une application holomorphe bijective de K1 dans
K−m. Les autres notations et la terminologie sont modifie´es de la meˆme
manie`re.
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Si K1 est une boule et si K−n est strictement contenu dans K1, alors
l’application F−nB est contracte´e pour la me´trique de Kobayashi de K1. Elle
admet donc un point fixe attractif unique dans K−n. C’est un point fixe
re´pulsif de la correspondance G◦F n. Dans la suite, nous allons construire et
compter les branches inverses re´gulie`res ve´rifiant cette proprie´te´. Observons
que tout point de X0 admet exactement p2d
n
2 branches inverses re´gulie`res
d’ordre n.
Notons X l’ensemble des branches inverses re´gulie`res d’ordre infini d’un
point x1 ∈ X0 de´finies par les suites infinies
. . . , x−n, (x̂−n, in), x−n+1, (x̂−n+1, in−1), . . . , x−1, (x̂−1, i1), x0, (x̂0, i), x1,
x de´signera la suite infinie ci-dessus. La notation Xn de´signera l’ensemble
des branches inverses re´gulie`res x(n) d’ordre n donne´es par les suites finies
x−n, (x̂−n, in), x−n+1, (x̂−n+1, in−1), . . . , x−1, (x̂−1, i1), x0, (x̂0, i), x1.
Notons A0 la σ-alge`bre des bore´liens de X0. Conside´rons la σ-alge`bre A
de X engendre´e par les ensembles
A−m(S) := {x ∈ X, x−m ∈ S}
ou` S est un e´le´ment de A0 et m ≥ −1. De´finissons une mesure de probabilite´
µ˜ sur X . Soient X−m des e´le´ments de A0. Posons
A(S1, S0, . . . , S−m) := A1(S1) ∩ . . . ∩ A−m(S−m)
et
µ˜(A(S1, S0, . . . , S−m)) :=
〈
µ, 1S1ΛG(1S0Λ(1S−1(Λ1S−2 . . . (Λ1S−m) . . .)))
〉
.
Observons que la valeur de la fonction
p2d
m
2 1S1ΛG(1S0Λ(1S−1(Λ1S−2 . . . (Λ1S−m) . . .)))
en x1 est e´gale au nombre de branches inverses d’ordre m
x−m, (x̂−m, im), x−m+1, (x̂−m+1, im−1), . . . , x−1, (x̂−1, i1), x0, (x̂0, i), x1
de x1 qui ve´rifient x1 ∈ S1, x0 ∈ S0, . . ., x−m ∈ S−m.
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On a la condition de compatibilite´ suivante
µ˜(A(S1, S0 . . . , S−i+1, S−i ⊔ S
′
−i, S−i−1, . . . , S−m)) =
= µ˜(A(S1, S0, . . . , S−i+1, S−i, S−i−1, . . . , S−m)) +
+µ˜(A(S1, S0, . . . , S−i+1, S
′
−i, S−i−1, . . . , S−m))
lorsque S−i, S
′
−i sont disjoints et i ≥ −1. D’apre`s le the´ore`me de consistence
de Kolmogoroff, µ˜ s’e´tend, de manie`re unique, en une mesure de probabilite´
sur X .
Notons Πn : X −→ Xn la projection Πn(x) := x
(n) et τn : Xn −→ X0
la projection τn(x
(n)) := x1. L’application τn est de degre´ p2d
n
2 car on a
supprime´ tous les points donnant naissance a` de mauvaises branches inverses.
Pour ϕ une fonction sur Xn posons
(τn)∗ϕ(a) :=
∑
τn(b)=a
ϕ(b).
Lemme 4.4 Soit A un e´le´ment de A. Alors on a
µ˜(A) = lim
n→∞
∫
p−12 d
−n
2 (τn)∗1Πn(A)dµ.
De´monstration. Il suffit de conside´rer le cas ou`A est du type A(S1, S0, . . . , S−m).
On a alors
µ˜(A) =
∫
p−12 d
−n
2 (τn)∗1Πn(A)dµ
pour tout n ≥ m. D’ou` le lemme.

Lemme 4.5 Soit S un e´le´ment de A0 et soit A un e´le´ment de A. Alors on
a limn→∞ µ˜(A−n(S) ∩ A) = µ(S)µ˜(A).
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De´monstration. Il suffit de conside´rer le cas ou` A = A(S1, S0, . . . , S−m).
Posons c := µ(S) et ϕ := 1S − c. On a pour tout n ≥ m
|µ˜(A−n(S) ∩A)− cµ˜(A)| =
=
∣∣∣ ∫ 1S1ΛG(1S0Λ(1S−1 . . .Λ(1S−mΛn−m1S) . . .))dµ−
−c
∫
1S1ΛG(1S0Λ(1S−1 . . .Λ(1S−m) . . .))dµ
∣∣∣
=
∣∣∣ ∫ 1S1ΛG(1S0Λ(1S−1 . . .Λ(1S−mΛn−mϕ) . . .))dµ∣∣∣
≤
∫
ΛGΛ
m|Λn−mϕ|dµ.
Notons C⊥ l’orthogonal de C dans L2(µ). On a ϕ ∈ C⊥, ‖ϕ‖∞ ≤ 1 + |c|
et donc 0 ≤ ΛGΛ
m|Λn−mϕ| ≤ 1 + |c|. D’apre`s le the´ore`me de conver-
gence domine´e, il suffit de montrer que pour tout ψ ∈ C⊥, Λnψ tend vers
0 µ-presque partout (extraire des sous-suites si ne´cessaire). Or, d’apre`s le
the´ore`me 2.10, ceci est vrai pour ψ lisse. Du fait que le sous-espace des fonc-
tions lisses est dense dans C⊥, il suffit de montrer que ‖Λ‖L2(µ) ≤ 1. Graˆce a`
l’ine´galite´ de Cauchy-Schwarz et a` l’invariance de µ, on a∫
|Λψ(z)|2dµ(z) =
∫ ∣∣∣ 1
d2
∑
w∈F−1(z)
ψ(w)
∣∣∣2dµ(z)
≤
∫
1
d2
( ∑
w∈F−1(z)
|ψ(w)|2
)
dµ(z)
=
∫
Λ(|ψ|2)dµ =
∫
|ψ|2dµ.
Ceci termine la preuve du lemme.

Fin de la de´monstration du the´ore`me 4.2. Posons, pour tout δ > 0, Eδ
l’ensemble des x ∈ X donne´s par les suites
. . . , x−n, (x̂−n, in), x−n+1, (x̂−n+1, in−1), . . . , x−1, (x̂−1, i1), x0, (x̂0, i), x1
tels que la boule B(x1, δ) admette une branche inverse re´gulie`re d’ordre infini,
de taille (l−m/4) et accroche´e a` x. D’apre`s la proposition 3.6, l’union ∪δ>0Eδ
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est de µ˜ mesure totale. Soit π : X −→ X0 la projection π(x) := x1. Posons
µδ := π∗(1Eδ µ˜). Cette mesure tend vers µ quand δ tend vers 0. D’apre`s la
proposition 4.1, quand n est assez grand, les mesures ν+n sont de masse au
plus 1. Pour prouver le the´ore`me 4.2, on montre que toute valeur adhe´rente
ν+ a` la suite (ν+n ) ve´rifie µδ ≤ ν
+. Fixons δ, 0 < δ < 1, ǫ, 0 < ǫ < δ et
un point z1 ∈ X0. Soit r ve´rifiant 0 < 2r < δ − ǫ. Il suffit de montrer que
(1− ǫ)µδ(B(z1, r)) ≤ ν
+
n (B(z1, r + ǫ)) pour tout n assez grand.
Posons S := B(z1, r) et A := π
−1(S) ∩ Eδ. D’apre`s le lemme 4.5, on a
lim
n→∞
µ˜(A−n(S) ∩A) = µ(S)µ˜(A) = µ(S)µδ(S).
Soit n assez grand tel que l−n/4 < ǫ et µ˜(A−n(S) ∩ A) > (1 − ǫ)µ(S)µδ(S).
Notons pour tout z ∈ X0, s(z) le nombre de branches inverses re´gulie`res B
d’ordre n, de taille (l−m/4) de B(z, δ) telles que F−nB (z) ∈ S. On de´duit de la
dernie`re ine´galite´ et du lemme 4.4 que pour n assez grand∫
p−12 d
−n
2 s(z)1Sdµ ≥ (1− ǫ)µ(S)µδ(S).
Par conse´quent, il existe un point x1 ∈ S tel que s(x1) ≥ (1− ǫ)p2d
n
2µδ(S). Il
existe donc au moins (1− ǫ)p2d
n
2µδ(S) branches inverses re´gulie`res B d’ordre
n, de taille (l−m/4) de B(x1, δ) telles que z1 := F
−n
B (x1) ∈ S. L’application
F−nB de´finit une application bijective de B(x1, δ) dans W := F
−n
B B(x1, δ). Or
W est un ensemble de diame`tre plus petit que ǫ et contient le point z1 ∈ S.
On en de´duit queW est contenu dans B(z1, r+ǫ) ⊂ B(x1, δ). Par conse´quent,
F−nB admet un point fixe attractif unique dans B(z1, r+ ǫ). On en de´duit que
ν+n (B(z1, r+ ǫ)) ≥ (1− ǫ)µδ(B(z1, r)). La de´monstration du the´ore`me 4.2 est
acheve´e.

Remarque 4.6 Dans le corollaire 4.3, on peut remplacer l’ensemble PRn
par l’ensemble PRn ∩ supp(µ). En effet, dans la preuve du the´ore`me 4.2
pour le cas ou` G(z) = z, il suffit de conside´rer le point x1 appartenant a`
supp(µ). Or supp(µ) est invariant par F−1. Donc les points fixes obtenus
appartiennent ne´cessairement a` supp(µ). On peut aussi remplacer PRn par
l’ensemble PR′n des point x ∈ PRn dont la pe´riode minimale est e´gale a` n.
En effet, d’apre`s la proposition 4.1, on a #(PRn \ PR
′
n) = ø(d
n
2 ).
Les corollaires suivants donnent des interpre´tations ge´ome´triques des re´sultats
obtenus.
32
Corollaire 4.7 Soient F une correspondance comme au the´ore`me 2.1 et G
une autre correspondance polynomiale de degre´ topologique (p1, p2) associe´e
a` une k-chaˆıne holomorphe Z. Notons Yn la k-chaˆıne holomorphe associe´e a`
F n et Rn l’intersection de Yn avec Z. Alors la suite de mesures
p−11 d
−n
2
∑
z∈Rn
δpi1(z)
tend faiblement vers la mesure d’e´quilibre µ de F .
De´monstration. Soit G la correspondance adjointe de G. Chaque point
fixe de G ◦F n est associe´ a` un couple de points (x, y) ∈ Yn et (y, x) ∈ Z. On
peut donc l’associer au point (x, y) dans l’intersection de Yn avec Z. Il suffit
maintenant d’appliquer le the´ore`me 4.2 en remplac¸ant G par G.

Corollaire 4.8 Soit F une correspondance comme au the´ore`me 2.1. Soient
Yn la k-chaˆıne holomorphe associe´e a` F
n et [Yn] le courant d’inte´gration sur
Yn. Alors le courant d
−n
2 [Yn] tend faiblement vers le courant π
∗
1(µ).
De´monstration. Pour toute matrice A inversible de norme petite et de rang
k, notons πA : C
k×Ck −→ Ck l’application de´finie par πA(z
1, z2) := z2−Az1.
Soit α := dz1 ∧ dzk ∧ . . .∧ dzk ∧ dzk. Posons αA := (πA)
∗α. Les formes ΦαA
avec Φ une fonction a` support compact, engendrent l’espace des (k, k)-formes
a` support compact dans Ck × Ck. Il suffit de montrer que
lim
n→∞
〈d−n2 [Yn]− π
∗
1(µ),ΦαA〉 = 0.
Notons Ez := π
−1
A (z) pour tout z ∈ C
k et Φz la restriction de Φ a` Ez. Notons
e´galement [Y zn ] et ν
z les mesures obtenues comme intersections de [Yn] et de
π∗1(µ) avec Ez. D’apre`s le the´ore`me de Fubini on a
〈d−n2 [Yn]− π
∗
1(µ),ΦαA〉 =
∫
〈d−n2 [Y
z
n ]− ν
z ,Φz〉dz1 ∧ dz1 ∧ . . . ∧ dzk ∧ dzk.
D’apre`s le corollaire 4.7, 〈d−n2 [Y
z
n ] − ν
z,Φz〉 tend vers 0 pour tout z. Le
the´ore`me de convergence domine´e implique que
lim
n→∞
〈d−n2 [Yn]− π
∗
1(µ),ΦαA〉 = 0.

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5 Ensembles d’unicite´ pour les polynoˆmes
Soit P un polynoˆme de degre´ deg(P ) ≥ 2. Soient KP l’ensemble des points
d’orbite borne´e de P et JP son bord topologique. L’ensemble KP s’appelle
ensemble de Julia rempli de P et JP est l’ensemble de Julia de P . D’apre`s la
the´orie de Fatou, JP est le plus petit compact qui contient plus d’un point et
qui ve´rifie P−1(JP ) = JP . L’ensemble KP est le plus grand compact ve´rifiant
P−1(KP ) = KP . On dira qu’un compact K est un ensemble d’allure Julia de
P si K contient au moins deux points et si P−1(K) = K. Il est clair qu’un
tel ensemble K n’est pas un ensemble d’unicite´ et ve´rifie JP ⊂ K ⊂ KP .
Conside´rons deux polynoˆmes distincts non constants f , g avec deg(f) ≥
deg(g) et un compact K, #K ≥ 2, ve´rifiant f−1(K) = g−1(K). Dans [29]
Ostrovskii, Pakovitch et Zaidenberg ont montre´ que si deg(f) = deg(g) il
existe une rotation R pre´servant K telle que f = R ◦ g. Si la capacite´
logarithmique de K est strictement positive, nous avons montre´ [9] qu’il
existe un polynoˆme P tel que f = P ◦ g et P−1(K) = K sauf pour les deux
cas exceptionnels ci-dessous. De´signons par z, Q, d, d′ et a une coordonne´e,
un polynoˆme, deux entiers naturels et un nombre complexe convenables
Cas 1. K est une re´union de cercles de centre 0 et f(z) = Q(z)d, g =
aQ(z)d
′
.
Cas 2. K est le segment [−1, 1] et f = ±Td ◦Q, g = ±Td′ ◦Q ou` Tm est
le polynoˆme de Tchebychev de´fini par la relation Tm(cos z) = cos(mz).
On voit que hors de ces deux cas si deg(f) > deg(g), K est un ensemble
d’allure Julia du polynoˆme P .
On de´duit de ces re´sultats le the´ore`me suivant.
The´ore`me 5.1 Soient f , g deux polynoˆmes non constants avec deg(f) ≥
deg(g). Soit K un ensemble compact infini de C ve´rifiant f−1(K) = g−1(K).
Alors il existe un polynoˆme P tel que f = P ◦ g et P−1(K) = K sauf si
(f, g,K) appartient a` l’une des deux classes de´crites ci-dessus.
De´monstration. Si deg(f) = deg(g), ce the´ore`me se re´duit au re´sultat
d’Ostrovskii-Pakovitch-Zaidenberg. Supposons que deg(f) > deg(g). Posons
F := f ◦ g−1. C’est une correspondance polynomiale dont l’exposant de
Lojasiewicz est e´gal a` deg(f) deg(g)−1. Elle ve´rifie l’hypothe`se du corollaire
3.10. On a F−1(K) = K et F (K) = K. Comme K est un ensemble infini, il
n’est pas contenu dans l’ensemble E0. D’apre`s le corollaire 3.10 et la remar-
que 3.12, les relations F−1(K) = F (K) = K impliquent que K contient le
support de la mesure d’e´quilibre µ de F . La mesure µ e´tant PB, la capacite´
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logarithmique de son support est strictement positive. Les re´sultats cite´s
ci-dessus permettent de conclure.

Corollaire 5.2 Un sous-ensemble compact infini de C est un ensemble d’unicite´
si et seulement s’il n’est pas un ensemble d’allure Julia et s’il n’est invariant
par aucune rotation.
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