The detection and extraction of text regions in an image is a well known problem in the computer vision research area. Text extraction is a critical and essential step as it sets up the quality of the final recognition result. It aims at segmenting text from background, i.e isolating text pixels from those of background. Since readymade mixed mode image data is not available, it is necessary to create our own database. The database plays an important role as segmentation is to be done in an image. In educational videos and in presentation of lectures, graphic play an important role. In television industry text and images are simultaneously transmitted. In such similar application compression of data and bandwidth play an important role. To achieve better compression and bandwidth utilization properly, an efficient segmentation technique is necessary. In this paper, we analyze mixed mode images by two methods.
INTRODUCTION
Multimedia documents contain texts, graphics and pictures. Therefore the scanned documents must often be segmented before other document processing tasks. Texts within an image play an important role in retrieval systems as they contain plenty of valuable information and can be easily extracted comparing with other semantic contents. Segmentation is an important issue in document analysis. There are two types of segmentation algorithms namely, region based and pixel based algorithms. We compare two algorithms for block-based text segmentation. Our evaluation is based on two criteria: the accuracy of segmentation and the robustness across different types of images. We compare the different segmentation algorithms based on the number of text and nontext blocks wrongly classified. Text data is particularly interesting, because text can be used easily and clearly to describe the contents of an image, it can be easily extracted compared to other semantic contents and it enables applications such as keyword-based image search, automatic video logging, and text-based image indexing. Various methods have been proposed in the past for detection and localization of text in images. We have chosen MATLAB for the simulation of the algorithms as it is a simple yet a powerful software tool. The following three schemes are considered for segmentation in mixed mode images: i) Edge based text segmentation method ii) connected component based text segmentation method and iii) DCT based method.
ALGORITHMS FOR TEXT SEGMENTATION
In this section we briefly describe the two different segmentation algorithms.
Edge Based Text Segmentation Approach
The basic steps of the edge-based text extraction algorithm [2, 3] are as illustrated in Fig.1 
Connected Component based Text Segmentation Approach
The basic step of the connected-component text extraction algorithm [2, 3] is as follows and is illustrated in Fig 2 
DCT Based Approach
DCT based algorithms have found use in compression algorithms based on transform coding. The energy distribution of text blocks amongst some DCT coefficients is significantly higher compared to the non text blocks. Thus segmentation can be obtained by choosing an appropriate set of DCT coefficients which captures the difference between the text and the non text blocks and comparing their absolute sum to a threshold. Although DCT is much more expensive than the edge based and connected component based approach, we note that it is the most popular transform for block based compression algorithms and has been adopted as the algorithm of choice in JPEG, MPEG and H.261 standards. For such algorithms, the incremental computational cost of summing some of the DCT coefficients is negligible.
EVALUATION METHODOLOGY
This section is divided into two parts. The first section describes the test image database on which the segmentation algorithms are tested. The second section discusses the evaluation criterion for comparing different segmentation algorithms.
Test Image Database
There is no mixed mode image database that is available for test and comparison. Depending upon the application the mixed mode image data is created. The developed database contains several images corresponding to the following applications: Indoor name plate images, Type written text and photograph of a person. Scanned image data, Chalk on Black Board, Different objects with different orientation and illumination, A data set with different languages and Text displayed using an overhead projector and hands of a person. We have developed our own database containing several images corresponding to the above applications.
Evaluation Criteria
As stated earlier, we are interested in two main criteria:
accuracy and robustness. We will measure accuracy in terms of false negatives, i.e., the number of actual text blocks segmented as non-text blocks, and false positives, i.e., the number of nontext blocks which are segmented as text. Our objective is to minimize the total error, i.e., the sum of the false negatives and false positives, subject to the constraint that false negatives are less than the false positives. We give greater emphasis to false negatives, because that way we ensure that text is compressed using the correct compression parameters/algorithm. The Table 1 illustrate the description for different mixed mode images that we have used for analysis. The precision and recall rates calculated for the connected component algorithm takes into consideration each text line as one text region. The edge based algorithm takes into consideration each character of text to calculate precision and recall rates. In order to have a common method to evaluate and compare the results from each algorithm, in this paper, each text is considered in the calculation of precision and recall rate. False positives are the number of connected regions obtained by the algorithm, which are not text. False negatives are the total number of text in the test image minus the texts which were not detected by the algorithm. The overall average precision and recall rates shown in TABLES III and IV are over a varied data set of images. The average precision rate obtained by this project for the edge based algorithm is 70.69% and the average recall rate obtained is 89.65%. Thus, the recall rate as stated is more than the precision rate obtained by the edge based algorithm. The average precision rate obtained by experimentation for the connected component algorithm is 73.01% and the average recall rate obtained is 71.88%. From the Table 5 , we can clearly see that the execution time for edge based algorithm is less when compared to connected component based algorithm. The snap shots below shows the resultant images for the segmentation schemes considered for different data sets as listed in Table 1 . 
CONCLUSION
An edge-based text region extraction algorithm can localize and extract text from real scenes. Experimental results show that the two algorithms used are efficient in localizing and extracting text-based features. It is robust with respect to font sizes, styles, color/intensity, orientations, alignment / layout and perspective of text. In an indoor environment when images were captured, for this image data set it is also possible to detect text-based landmarks in real-time. For the entire data set containing wide variety of images, the overall performance was good. The proposed methods are: Not sensitive to image color/intensity. Unlike most of the connected component based methods, it does not need any assumptions for color/intensity within the same character. Distinguishes text regions from texture-like regions, such as window frames, wall patterns, etc., by using the variance of edge orientations.
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