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–  Build	  a	  beJer	  representa6on	  of	  unaided	  human	  vision	  
suitable	  for	  high	  resolu6on	  construc6ve	  analy6cal	  
simula6ons.	  
–  Computa6onally	  efficient	  model.	  
•  Mo6va6on	  
–  Most	  military	  opera6ons	  will	  be	  in	  complex	  (urban)	  
environments	  for	  the	  foreseeable	  future.	  
–  Dismounted	  troops	  will	  con6nue	  to	  play	  significant	  role.	  
•  Human	  eye	  is	  the	  main	  sensor	  used	  in	  such	  opera6ons.	  
–  Current	  sensor	  models	  do	  not	  do	  a	  good	  job	  for	  unaided	  
human	  vision.	  
•  Especially	  in	  urban	  and	  complex	  seSngs.	  
Review	  of	  Currently	  Used	  Model	  
•  Visual	  sensing	  model	  has	  two	  parts:	  
–  Search	  –	  moving	  sensor	  Field	  of	  View	  (FOV)	  over	  the	  
Area	  of	  interest.	  
–  Target	  Acquisi0on	  –	  “seeing”	  an	  object	  in	  the	  FOV.	  
•  Most	  Construc6ve	  Combat	  Simula6ons	  have	  used	  
variants	  of	  the	  ACQUIRE	  model	  for	  at	  least	  30	  
years.	  
–  Originally	  an	  engineering	  model	  designed	  to	  compare	  
sensors–	  later	  adapted	  for	  use	  in	  combat	  models.	  
–  Modeling	  of	  unaided	  vision	  somewhat	  of	  an	  
aZerthought.	  	  
–  Uses	  very	  simple	  search	  process.	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Limita6ons	  of	  ACQUIRE	  for	  
Unaided	  Vision	  modeling	  
•  Device	  centric	  model	  (FLIR,	  II,	  TV,	  etc.).	  
–  Not	  designed	  with	  human	  vision	  in	  mind.	  
–  Unaided	  Vision	  played	  lesser	  role	  (if	  any)	  in	  mechanized	  
combat	  scenarios,	  so	  minimal	  representa6on	  was	  seen	  as	  
acceptable.	  
–  Predefined	  search	  assump6ons	  not	  valid	  for	  urban	  seSng.	  
•  Neither	  the	  target	  acquisi6on	  or	  search	  process	  in	  
current	  models	  are	  well	  suited	  for	  modeling	  unaided	  
vision	  in	  urban	  opera6ons.	  
•  The	  work	  presented	  only	  looks	  at	  the	  search	  process.	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Development	  Overview*	  
•  Three	  main	  research	  components:	  
– Feature	  Driven	  Search.	  
– Peripheral	  Vision	  Modeling.	  
– PreaJen6ve	  Vision.	  
•  Built	  as	  part	  of	  an	  overarching	  architecture	  to	  
integrate	  these	  models	  into	  a	  unified	  whole.	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•  Feature	  Driven	  Search.	  
•  Peripheral	  Vision	  Modeling.	  
•  PreaJen6ve	  Vision.	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Feature	  Driven	  Search	  
•  Goal	  –	  have	  en66es	  search	  
a	  scene	  in	  a	  human-­‐like	  
way.	  
•  Current	  models	  use	  
“windshield	  wiper”	  model.	  
–  Differences	  in	  what	  is	  in	  the	  	  
scene	  does	  not	  affect	  6me	  
looking	  at	  a	  FOV.	  
–  Too	  much	  6me	  looking	  at	  
“uninteres6ng”	  places.	  
•  Humans	  quickly	  iden6fy	  the	  
“interes6ng”	  places.	  
–  Focus	  aJen6on	  on	  these	  
place.	  
–  Do	  not	  waste	  6me	  on	  places	  
that	  are	  not	  interes6ng.	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Key	  points	  
•  Human	  subject	  experiments	  confirm	  that	  eye	  
fixa6on	  is	  on	  areas	  of	  interest	  in	  scenes.	  
•  There	  is	  a	  well	  defined	  set	  of	  features	  that	  drive	  
the	  eye	  movement.	  
–  Building	  apertures.	  
–  Large	  changes	  in	  the	  depth	  of	  field	  (building	  edges).	  
–  Roof	  lines.	  
•  Explicitly	  doing	  the	  needed	  scene	  analysis	  in	  a	  
simula6on	  is	  very	  expensive.	  
•  We	  want	  the	  search	  paJern,	  not	  to	  replicate	  how	  
this	  is	  created	  in	  humans.	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Simula6on	  Environment	  Features	  
•  Simula6on	  virtual	  environments	  contain	  point	  
features	  that	  correspond	  very	  well	  to	  the	  
places	  that	  are	  of	  interest	  to	  observers.	  
•  These	  features	  are	  used	  to	  allow	  en66es	  to	  
find	  and	  use	  places	  that	  afford	  special	  
environmental	  characteris6cs	  (cover,	  
concealment,	  etc.).	  
•  We	  want	  to	  use	  this	  informa6on	  that	  is	  
already	  in	  the	  environment.	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Approach	  
•  Iden6fy	  Places	  Of	  Interest	  (POI).	  
–  Actual	  process	  humans	  use	  is	  much	  too	  complex	  for	  
combat	  simula6on.	  
–  Model	  the	  effect	  of	  such	  a	  process	  
•  Preprocess	  environment	  using	  point	  features	  and	  other	  
iden6fiable	  loca6on	  and	  mark	  as	  POIs.	  
•  Features	  to	  be	  selected	  based	  on	  research	  with	  human	  
subjects.	  
•  Order	  search	  based	  on	  “density”	  of	  POIs	  in	  visual	  
field.	  
–  Each	  POI	  can	  be	  weighted	  based	  on	  characteris6c	  or	  
range	  to	  tune	  search	  based	  on	  context.	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POI	  Placement	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Search	  Example	  
1/20/15	   12	  
Use	  in	  Combat	  Simula6ons	  
•  New	  process	  used	  for	  unaided	  eye	  as	  the	  
sensor.	  
– En6re	  Field	  of	  Regard	  scanned	  for	  POIs.	  
– POI	  density	  computed.	  
– Search	  sequence	  determined.	  
– Empty	  FOV	  6me	  for	  each	  FOV	  is	  a	  func6on	  of	  POI	  
density.	  
•  Detec6on	  process	  modeled	  using	  Acquire-­‐
TTPM.	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Feature	  Driven	  Search	  -­‐	  Status	  
•  Basic	  prototype	  is	  complete.	  
– Tool	  to	  extract	  POIs	  is	  complete.	  
– Simple	  test	  cased	  have	  been	  constructed.	  
– S6ll	  needs	  final	  tes6ng	  and	  documenta6on.	  
•  Need	  to	  fully	  integrate	  into	  target	  simula6on.	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•  Feature	  Driven	  Search.	  
•  Peripheral	  Vision	  Modeling.	  
•  PreaJen6ve	  Vision.	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Peripheral	  Vision	  Model	  
•  Very	  important	  in	  real	  human	  vision	  	  
–  Especially	  in	  complex	  seSngs	  
•  Most	  vision	  models	  used	  in	  current	  construc6ve	  
simula6on	  do	  not	  represent	  peripheral	  vision	  
–  Some6mes	  may	  be	  represented	  implicitly	  
•  Goal	  is	  to	  build	  a	  simple	  model	  based	  on	  human	  
performance	  data	  that	  can	  be	  integrated	  into	  the	  
feature	  driven	  search	  
–  In	  the	  form	  of	  a	  simple	  probability	  as	  a	  func6on	  of	  
size,	  apparent	  speed	  and	  direc6on	  to	  the	  object.	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Experiment	  Protocol	  
•  Eye	  tracking	  equipment	  used	  to	  collect	  data	  of	  
where	  the	  subject	  is	  looking	  as	  the	  experiment	  is	  
run.	  
•  Task:	  	  
–  Subject	  is	  at	  a	  vehicle	  check	  point	  and	  is	  supposed	  to	  
determine	  if	  a	  vehicle	  is	  a	  threat.	  They	  are	  supposed	  
to	  concentrate	  on	  the	  center	  of	  the	  viewing	  area.	  
–  Distracter	  objects	  appear	  in	  peripheral	  visual	  field.	  
•  Subject	  uses	  a	  key	  pad	  to	  indicate	  if	  a	  vehicle	  is	  a	  
threat	  or	  if	  an	  object	  appears	  in	  the	  peripheral	  
field	  of	  view.	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Scenarios	  SeSngs	  
•  	  One	  rural	  and	  one	  urban.	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Use	  
•  Goal	  is	  to	  integrate	  this	  into	  the	  feature	  driven	  
search	  process.	  
•  The	  model	  developed	  will	  interrupt	  the	  search	  
process	  and	  cause	  the	  FOV	  to	  shiZ	  to	  focus	  on	  
the	  object	  in	  the	  periphery.	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Peripheral	  Vision	  Model	  Status	  
•  Experiments	  with	  human	  subjects	  complete	  
– Data	  collected	  was	  eye	  tracking	  informa6on	  and	  
par6cipant	  reac6on	  response	  
•  Data	  is	  being	  analyzed	  	  
•  Will	  summarize	  results	  in	  a	  white	  paper	  and	  
papers	  for	  publica6on.	  
•  Expect	  to	  integrate	  into	  comprehensive	  
human	  vision	  model.	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•  Feature	  Driven	  Search.	  
•  Peripheral	  Vision	  Modeling.	  
•  PreaJen6ve	  Vision.	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PreaJen6ve	  Vision	  Modeling	  
•  Goal:	  	  
–  Focus	  on	  first	  few	  seconds	  aZer	  star6ng	  to	  scan	  a	  FOR.	  
–  Measure	  6me	  to	  detect	  “obvious”	  en66es	  and	  the	  
6me	  to	  determine	  if	  they	  are	  of	  interest.	  
–  See	  if	  we	  can	  capture	  how	  long	  un6l	  directed	  search	  
starts.	  
–  Produce	  a	  stochas6c	  model	  to	  represent	  this	  
phenomena	  in	  combat	  sims.	  
•  Builds	  on	  experimental	  methodology	  developed	  
for	  the	  peripheral	  vision	  model	  work.	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PreaJen6ve	  Vision	  Project	  Status	  
•  Early	  defini6on	  stage.	  
•  Looking	  at	  data	  collected	  for	  the	  peripheral	  
vision	  model	  to	  guide	  experimental	  design.	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Search	  Projects	  Summary	  
•  BeJer	  representa6on	  of	  human	  observa6on	  in	  
complex	  environment.	  
•  Projects	  goals	  mesh	  to	  provide	  integrated	  human	  
centric	  observa6on	  model.	  
•  First	  steps	  towards	  a	  more	  realis6c	  model	  of	  unaided	  
human	  vision	  in	  combat	  sims.	  
•  Next	  Steps:	  
–  Complete	  experiments	  for	  preaJen6ve	  vision	  model	  	  
–  Integrate	  models	  into	  architecture.	  
–  Demonstrate	  in	  a	  combat	  simula6on	  (COMBATXXI)	  
•  Team:	  
–  Kirk	  Stork,	  Ji	  Hyun	  Yang,	  Michel	  Day,	  Jesse	  Huston	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Ques6ons?	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Current	  Methodology	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Current	  Search	  Limita6ons	  
•  Search	  process	  is	  predefined	  
–  Scan	  paJern	  does	  not	  depend	  on	  the	  scene.	  
–  Time	  observing	  each	  Field	  of	  View	  is	  a	  random	  draw	  –	  not	  a	  
func6on	  of	  the	  complexity	  of	  what	  is	  seen.	  
•  No	  representa6on	  of	  peripheral	  vision	  
–  If	  an	  en6ty	  is	  not	  in	  the	  FOV,	  it	  cannot	  be	  no6ced.	  
•  Only	  looks	  at	  “aJen6ve”	  observa6on	  
–  Does	  not	  account	  for	  the	  pre-­‐aJen6ve	  por6on	  of	  vision.	  
•  No	  no6on	  of	  “obvious”	  targets.	  
–  Pre-­‐aJen6ve	  processing	  very	  cri6cal	  in	  close-­‐in,	  sudden	  
encounters.	  
•  Goal	  of	  this	  work	  is	  to	  build	  a	  model	  that	  begins	  to	  address	  
these	  deficiencies.*	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*Work funded by Marine Corps Combat Development Command and Navy Modeling and Simulation Office 
Background	  
•  Eye	  movement	  over	  a	  scene	  is	  driven	  by	  both	  top	  
down	  and	  boJom	  up	  processes.	  
–  Feature	  Salience	  is	  determined	  by	  the	  boJom	  up	  
process	  -­‐	  driven	  by	  op6cal	  effects	  (contrast,	  color,	  
etc.)	  
–  Feature	  Relevance	  is	  determined	  by	  the	  top	  down	  
process	  -­‐	  driven	  by	  seman6c	  informa6on	  (window,	  
roof	  line,	  etc.)	  
–  Previous	  research	  at	  MOVES/NPS	  has	  shown	  that	  both	  
play	  a	  cri6cal	  role	  in	  guiding	  visual	  search	  over	  
complex	  scenes*.	  
•  Features	  with	  high	  salience	  and	  relevance	  tend	  to	  
determine	  the	  loca6on	  of	  eye	  fixa6ons.	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*“MODELING HUMAN VISUAL PERCEPTION FOR TARGET DETECTION IN MILITARY SIMULATIONS” by 
Patrick Jungkunz , NPS/MOVES PhD. Dissertation June 2009 
•  Based	  on	  eye-­‐tracking	  experiments.	  
•  Equipment	  
– Subject	  sits	  in	  virtual	  environment	  with	  180◦	  view	  
projected	  on	  three	  screens.	  
– Three	  IR	  eye	  tracking	  systems	  used	  to	  track	  eye	  
and	  head	  movement.	  
Experimental	  Setup	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Virtual	  Environment	  
31	  
LeZ	  screen	   Center	  screen	  
Right	  screen	  
faceLAB	  stereo	  heads	  
faceLAB	  IR	  pods	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