To a backward evolution family U = (U (t, s)) t s 0 on a Banach space X we associate an abstract differential operator G through the integral equation
Introduction
Motivated, e.g., by delay equations with diffusion, Brendle and Nagel studied in [1] the following system of equations: is well-posed with exponential bound. In particular, there exists an exponentially bounded backward evolution family U = (U (t, s)) t s 0 solving (1.3), i.e., the solutions of (1.3) are given by x(t) = U (t, s)x(s) for t s 0.
These equations describe a system with delay (Eq. (1.1)) acting on a nonautonomous past (Eq. (1.2)) and has been solved using semigroup methods in the space C 0 (R − , X) in [1] or in the space L p (R − , X) in [4] .
In this paper we use the theory of evolution semigroups as developed by Chicone and Latushkin [2] , Schnaubelt ([3, Chap. VI.9] and [18] ) and others (see [11, 13] ) to define an abstract differential operator G on C 0 (R − , X) (see Definition 2.4). We then use the delay operator Φ (and the operator B) to define a restriction G B,Φ of G. For this restriction we compute explicitly its resolvent and show the Hille-Yosida estimates. In this way, we obtain a semigroup (T B,Φ (t)) t 0 which solves (1.1) and (1.2) in a mild sense (see [1, Sections 1 and 2] ). The advantage of our method, using direct descriptions of resolvents of generators, is that it yields explicit stability estimates. In particular, we can show that the exponential stability and exponential dichotomy of this semigroup, hence of the solutions of (1.1) and (1.2), is robust under small perturbations of the delay operator Φ.
Evolution semigroups
In this section we start from an evolution family U on R − and extend it to all of R in order to define a corresponding evolution semigroup on C 0 (R, X). For most of these concepts we refer to the monograph by Chicone and Latushkin [2] or the survey articles by Schnaubelt ([18] In order to define a corresponding evolution semigroup (see, e.g., [2, 11] , or [3, Chap. VI.9]) we first extend (U (t, s)) t s 0 to a backward evolution family ( U(t, s)) t s on R. This can be done by setting
for t s 0,
for allf ∈ E, s ∈ R, t 0.
One can prove that this semigroup is strongly continuous on E (see [3, Lemma VI.9.10 
]). We denote its generator by ( G, D( G)
The locality of G allows us to define an operator G on E := C 0 (R − , X).
and define
Analogously to Lemma 2.3 we have the following description of G. 
. A straightforward computation yields thatũ andf satisfy Eq. (2.1). Hence, by Lemma 2.3, we obtain that the equality We note that such an operator G has been used to study the asymptotic behavior of evolution families on the half-line (see [7, 11, 12] 
One can easily verify that (T B,0 (t)) t 0 is strongly continuous. We denote its generator by G B,0 .
We then have the following properties of G B,0 and (T B,0 (t)) t 0 .
Proposition 2.8. The following assertions hold: (i) The generator of (T B,0 (t)) t 0 is given by
(ii) The set {λ ∈ C: Reλ > ω(U) and λ ∈ ρ(B)} is contained in ρ(G B,0 ). Moreover, for λ in this set, the resolvent is given by (ii) Observe that for f ∈ E, λ ∈ ρ(B) and Re λ > ω(U) the function
belongs to E and is the unique solution of Eq. (2.2) with the initial condition
This follows immediately from the definition of (T B,0 (t)) t 0 . ✷
Evolution semigroups with bounded delay
In this section we shall consider a bounded linear operator Φ : E → X, called delay operator, and use it to define the following restriction of the operator G from Definition 2.4.
Definition 3.1. The operator G B,Φ , D(G B,Φ ) on E is given by
We recall that in [1] the authors, using extrapolation methods from [16] , proved that the operator G B,Φ generates a strongly continuous semigroup (T B,Φ (t)) t 0 . In this paper we compute the resolvent of G B,Φ and show that it satisfies the conditions of the Hille-Yosida theorem. This approach allows us to obtain information on the robustness of the system under small perturbations of the delay operator Φ. For the concrete examples of delay operators we refer to [6] .
Theorem 3.2. Let e λ : X → E be the function defined by [e λ x](t) := e λt U(t, 0)x for t 0, x ∈ X and Re λ > ω(U). Let the constants K and ω be defined as in Proposition 2.8. Then the following assertions hold:
Proof. (i) Note that, for λ > K Φ + ω, the equation
is equivalent to
If for each f ∈ E and Re λ > K Φ + ω this equation has a unique solution u ∈ E, then
. This is equivalent to
Hence, by Lemma 2.5, u ∈ D(G B,Φ ) and u = R(λ, G B,Φ )f . Therefore, to prove (i) we have to verify that, for each f ∈ E and Re
Therefore, the operator I − M λ is invertible, and Eq. (3.4) has a unique solution u
(ii) By the Neumann series
.
(iii) We shall prove this by induction. By (3.1) we obtain that
Clearly, (3.2) holds for n = 1. If it holds for n − 1, we prove it for n. In fact, for Re λ > K 2 Φ + ω, we obtain, by (3.5) and induction hypothesis, that
Hence, Proof. The assumption that U and (e tB ) t 0 are exponentially stable means that ω = max{ω 1 , ω 2 } < 0. Therefore, if Φ < −ω/K 2 , then the semigroup (T B,Φ (t)) t 0 is also exponentially stable. ✷
In the following example we shall determine the "sufficient smallness" of Φ more explicitly. 
ϕ(s)f (s) ds for f ∈ E,
Let now B generate a semigroup (e tB ) t 0 satisfying e tB Me ω 2 t with ω 2 < 0. From the definition of (T B,0 (t)) t 0 we obtain
Hence, in Corollary 3.3 we can choose
then the semigroup (T B,Φ (t)) t 0 is exponentially stable.
Spectra and hyperbolicity of evolution semigroups
In this section we first compute the spectra of the evolution semigroup T B,0 (t) and its generator. This will be used to prove the robustness of the hyperbolicity of the semigroup (T B,Φ (t)) t 0 under small perturbations by the delay operator Φ. We first compare T B,0 (t) to its restriction to the subspace C 00 := {f ∈ E: f (0) = 0}. This restriction has already been studied in [11, 18] . (T 0 (t) ) t 0 the restriction of (T B,0 (t)) t 0 to the space C 00 and let G 0 be its generator. Then the following assertions hold:
Lemma 4.1. Denote by
Proof. (i) Endow X ⊕ C 00 with the 1-norm
For a fixed continuous real valued function ϕ with compact support satisfying ϕ(0) = 1, we consider the linear operator
Then J is an isomorphism and its inverse is given by
Therefore, by similarity, the operators
T (t) := J T B,0 (t)J −1 = e tB 0 (T B,0 (t) − e tB )ϕ(·) T 0 (t) form a semigroup satisfying σ ( T (t)) = σ (T B,0 (t)). Let now λ ∈ ρ(T 0 (t)) ∩ ρ(e tB ). Then the operator
λ − e tB 0
(T B,0 (t) − e tB )ϕ(·) λ− T 0 (t)
is invertible with inverse
Hence λ ∈ ρ( T (t)) = ρ(T B,0 (t)). This means that ρ(T 0 (t)) ∩ ρ(e tB ) ⊆ ρ(T B,0 (t)). Thus, (i) follows.
(ii) By Proposition 2.8, we have
It remains to prove that
In fact, if λ − G B,0 is injective, then so is λ − G 0 because G 0 is the restriction of G B,0 to C 00 . Let now λ ∈ ρ(B) and λ − G B,0 be surjective. We will verify that λ − G 0 is also surjective. Indeed, let f ∈ C 00 be arbitrary. Thus, (4.6) follows. ✷ Using the spectral characterization of hyperbolic semigroups (see [3, Theorem V.1.15]), the above theorem allows the following consequence.
Corollary 4.3. If the operator (B, D(B)) generates a hyperbolic semigroup (e tB ) t 0 and if the backward evolution family U is exponentially stable, then the semigroup (T B,0 (t)) t 0 is hyperbolic.
Proof. The assumption that U is exponentially stable implies that ω(U) < 0, hence s(G 0 ) < 0 by (4.5). Therefore, σ (G 0 ) ∩ iR = ∅. By the hyperbolicity of (e tB ) t 0 we have
The hyperbolicity of (T B,0 (t)) t 0 now follows from (4.6) and [3, Theorem V.1.15]. ✷
The main purpose of this section is to prove the robustness of hyperbolicity of the semigroup (T B,Φ (t)) t 0 under small perturbations of the delay operator Φ. To do so we need the following characterization of the hyperbolicity of a semigroup (see [14, Theorem 2.6.2]). 
converges for all ω ∈ R and x ∈ X.
We note that the above theorem is taken from [14, Theorem 2. In order to apply this theorem we have to compute the resolvent R(λ, G B,Φ ) from the resolvent R (λ, G B,0 ) . This can be done as follows. 
Proof. By [8, Theorem 4.1] and the hyperbolicity of (e tB ) t 0 , we obtain that there exist constants P 1 , ν > 0 such that
By the exponential stability of U , there exist constants ω 1 > 0 and K 1 such that
Let now ω be a real number such that 0 < ω < min{ω 1 , ν}. We then put As in the proof of Theorem 3.2, we first verify that for each f ∈ E and λ ∈ Σ Eq. (3.4) has a unique solution u ∈ E.
Let M λ : E → E be the linear operator defined as M λ := e λ R(λ, B)Φ with e λ as in Theorem 3.2. For λ ∈ Σ, this operator is bounded and satisfies
if, in addition,
Moreover, the Neumann series yields
for all λ ∈ Σ and Φ < 1/(K 1 P ). The analyticity of H λ follows from that of M λ and the uniform convergence of the Neumann series (4.10) for all λ ∈ Σ. ✷ We now come to our main result about exponential dichotomy of solutions of Eqs. (1.1) and (1.2). 
The first term of (4.11) can now be computed as We now compute the second term of (4.11). For s ∈ R − , we have
Therefore, using (4.8) and (4.12), the norm of the second term of (4.11) can be estimated by (4.14) and K 1 , C 1 as in (4.8), (4.13), respectively. By induction, the norm of the nth term of (4.11) is estimated by
Moreover, the series 
R(iω + ik, G B,Φ ) is bounded in L(E).
We now prove the convergence of (C, 1) k∈Z R(iω + ik, G B,Φ )f for ω ∈ R and f ∈ E. This can be done by using the idea from [5, Theorem 1.1]. By [17, III.4.5] , it is sufficient to show convergence on a dense subset. From iR ⊂ ρ(G B,Φ ) and the spectral mapping theorem for the residual spectrum (see [3, Theorem IV.3.7] ) we obtain that e −2πiω does not belong to the residual spectrum Rσ (T B,Φ (2π)). This implies that We obtain that the semigroup (T B,Φ (t)) t 0 is hyperbolic if
