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Abstract
Let I be a homogeneous ideal of the polynomial ring K[x0, . . . , xn], where K is an arbitrary field.
Avoiding the construction of a minimal graded free resolution of I , we provide effective methods
for computing the Castelnuovo–Mumford regularity of I that also compute other cohomological
invariants of K[x0, . . . , xn]/I .
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1. Introduction
Let R := K[x0, . . . , xn] be the polynomial ring in n + 1 variables over an arbitrary
field K , and let m denote its homogeneous maximal ideal. The Castelnuovo–Mumford
regularity, or simply regularity, of a homogeneous ideal I in R, is defined in terms of the
vanishing of the graded local cohomology modules of R/I as follows:
reg(I ) := max{end(Him(R/I))+ i + 1; i  0},
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ith local cohomology module of R/I is zero.
The saturation of I is the ideal of R defined by I sat :=⋃i0 I :mi . It is the largest
homogeneous ideal of R defining the same subscheme of PnK as I . When I is not saturated,
i.e., when I = I sat, one has H0m(R/I) = 0 and, for any i  1, Him(R/I) = Him(R/I sat).
Thus, one deduces from the above definition of reg(I ), the well-known formula:
reg(I ) = max{sat(I ), reg(I sat)},
where sat(I ) denotes end(H0m(R/I)) + 1. The integer sat(I ) is called the satiety, or sat-
uration index, of I . The close relationship between the Castelnuovo–Mumford regularity
and the satiety of I , will play a key role in this paper.
The Castelnuovo–Mumford regularity of I has an alternate description in terms of the
minimal syzygies of I ([10], see also [2]): if
0 →
βp⊕
j=1
R(−epj ) φp−→ · · · φ1−→
β0⊕
j=1
R(−e0j ) φ0−→ I → 0
is a minimal graded free resolution of I , then
reg(I ) = max{eij − i; 0 i  p, 1 j  βi}.
As in our preliminary work [4,5] on saturated ideals defining either arithmetically
Cohen–Macaulay or 1-dimensional subschemes of PnK , our main goal is to get effective
methods for computing reg(I ) avoiding the construction of a minimal graded free resolu-
tion of I . In this paper, we make no assumption on the homogeneous ideal I , and the field
K is arbitrary.
Our main reference, like in [4,5], is the paper of Bayer and Stillman [3] which is a
landmark in the subject. There, they show that in generic coordinates, reg(I ) = reg(in(I ))
where in(I ) is the initial ideal of I with respect to the reverse lexicographic order (see
[3, Theorem 2.4]). Moreover, taking advantage of the combinatorial simplicity of in(I )
in generic coordinates and in characteristic zero, they prove that reg(in(I )), and therefore
reg(I ), is equal to the highest degree of a minimal generator of in(I ) (see [3, Proposi-
tion 2.9]). If one wants to compute the regularity of a homogeneous ideal I by applying
these results, one has to make a generic change of coordinates before the Gröbner basis
computation. Besides the fact that this procedure does not apply when the characteristic of
K is positive, it has a very high computational cost.
Our strategy consists of reducing, by means of a change of coordinates as sparse as
possible, the computation of the Castelnuovo–Mumford regularity of I to the computation
of the regularity of a monomial ideal with nice combinatorial properties that make the
computation of its Castelnuovo–Mumford regularity easy.
This leads us to introduce a class of monomial ideals that we will call monomial ideals
of nested type. Making use of the relation between regularity and satiety, the Castelnuovo–
Mumford regularity of these ideals will be expressed as the maximum of a finite number of
satieties. For this reason, in Section 2 we focus on the satiety of a homogeneous ideal I . Our
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method for computing the satiety of I in general. Next, when I is monomial, Corollary 2.6
shows that the satiety can be extracted from the colon ideal (xλ0+10 , . . . , x
λn+1
n ) : I , where
x
λ0
0 · · ·xλnn is the least common multiple of the minimal generators of I .
Monomial ideals of nested type are featured in Section 3. They are defined as the
monomial ideals whose associated primes are all of the form (x0, . . . , xi) for various i.
As announced before, Theorem 3.7 expresses the Castelnuovo–Mumford regularity of a
monomial ideal I of nested type, as a maximum of satieties of monomial ideals. Theo-
rem 3.14 provides another formula for reg(I ) stating that the regularity of I can also be
extracted from the quotient ideal (xλ0+10 , . . . , x
λn+1
n ) : I . The depth of R/I , the a-invariant
of R/I , a(R/I) := end(HdimR/Im (R/I)), and end(Hdepth(R/I)m (R/I)) are also computed in
Remarks 3.8, 3.9 and 3.15. Another result of interest in this section is Corollary 3.17 which
states that reg(I ) can be nicely expressed in terms of the Castelnuovo–Mumford regularity
of its irreducible components.
In Section 4, we lift the results obtained for monomial ideals of nested type to the gen-
eral setting by associating to an arbitrary homogeneous ideal I , a monomial ideal of nested
type, denoted by N(I) and called the monomial ideal of nested type associated to I , satisfy-
ing reg(I ) = reg(N(I)). Moreover, depth(R/I) = depth(R/N(I)), end(Hdepth(R/I)m (R/I))
is equal to end(Hdepth(R/N(I))m (R/N(I))), and finally a(R/I) a(R/N(I)). The easy case
is when in(I ), the initial ideal of I with respect to the reverse lexicographic order, is of
nested type. Theorem 4.1, which contains a new proof of [3, Theorem 2.4], shows that we
can set N(I) := in(I ) when this occurs. If in(I ) is not of nested type, we first assume that
K[xn−d+1, . . . , xn] is a Noether normalization of R/I , i.e., K[xn−d+1, . . . , xn] ↪→ R/I is
an integral ring extension, where d := dimR/I . Next, we remove this hypothesis. In both
cases, we use specialization arguments to prove a theorem ‘à la Galligo’ (Theorem 4.4
when K[xn−d+1, . . . , xn] is a Noether normalization of R/I , and Theorem 4.11 other-
wise). Having a look at these two results, one becomes aware of the computational savings
when K[xn−d+1, . . . , xn] is a Noether normalization of R/I . Then, we use these theorems
to define N(I), both over infinite and finite fields. In summary, we define the monomial
ideal of nested type associated to I as the case may require. Putting it all together, we prove
for each of the three different cases, the main results of the paper:
Theorem 1.1. Let K be an arbitrary field. Consider a homogeneous ideal I ⊂ R =
K[x0, . . . , xn], and let N(I) be the monomial ideal of nested type associated to I . Set
d := dimR/I , and let p be the least integer such that none of the minimal generators of
N(I) involves xp+1, . . . , xn. Then,
(1) depth(R/I) = n− p.
(2) reg(I ) = max{ sat(N(I)∩K[x0, . . . , xp]),
sat
(
N(I)|xp=1 ∩K[x0, . . . , xp−1]
)
,
sat
(
N(I)|xp−1=1 ∩K[x0, . . . , xp−2]
)
,
...
sat
(
N(I)| ∩K[x , . . . , x ])}.xn−d+1=1 0 n−d
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(4) a(R/I) sat(N(I)|xn−d+1=1 ∩K[x0, . . . , xn−d ])− d − 1.
Moreover, reg(I ) = sat(N(I) ∩ K[x0, . . . , xp]) if and only if reg(I ) is attained at the last
step of a minimal graded free resolution of I . If this occurs, the regularity of the Hilbert
function of R/I is sat(N(I)∩K[x0, . . . , xp])− n+ p.
Theorem 1.2. With the notations of Theorem 1.1, let xλ00 · · ·x
λp
p be the least common mul-
tiple of the minimal generators of N(I). For all i ∈ {n − d, . . . ,p}, denote by δi the least
degree of the minimal generators of the colon ideal (xλ0+10 , . . . , x
λp+1
p ) : N(I) involving
exactly the variables x0, . . . , xi , if any, and set δi := 0 otherwise. Then,
(1) reg(I ) = maxn−dip{λ0 + · · · + λi + 1 − δi; δi = 0}.
(2) end(Hdepth(R/I)m (R/I)) = λ0 + · · · + λp − δp − n+ p.
(3) a(R/I) λ0 + · · · + λn−d − δn−d − d .
Moreover, reg(I ) = λ0 +· · ·+λp +1−δp if and only if reg(I ) is attained at the last step of
a minimal graded free resolution of I . If this occurs, the regularity of the Hilbert function
of R/I is λ0 + · · · + λp + 1 − δp − n+ p.
We have implemented these results in the distributed library mregular.lib [6] of
SINGULAR [16]. Along the paper, we illustrate our methods with several examples and
carry out the computations using SINGULAR. Other programs devoted to computation in
algebraic geometry and commutative algebra like MACAULAY 2 [13] or COCOA [7] can
also be used most of the time. The ideal I ⊂ C[x0, . . . , x10] in Example 4.10 shows the
efficiency of our methods: reg(I ) and other cohomological invariants were obtained in a
few seconds using [6], while a minimal graded free resolution of I could not be obtained
using SINGULAR, and the implementation of the results of Bayer and Stillman in COCOA
also failed.1
We end the paper with a new algorithm for computing a Noether normalization of R/I ,
where I is a nonnecessarily homogeneous ideal of R = K[x0, . . . , xn] and K is an in-
finite field. It is based on Theorem A.1 which states that the usual triangular changes
of coordinates are excessive. Although we do not use this algorithm for computing the
Castelnuovo–Mumford regularity, we include it in an appendix because it is a straight-
forward consequence of Theorem 4.11 that provides, to our knowledge, a significant
improvement of the methods known until now.
2. Satiety of a homogeneous ideal
Let K be an arbitrary field, and let I ⊂ R := K[x0, . . . , xn] be a homogeneous ideal.
Denote by m the homogeneous maximal ideal (x0, . . . , xn) of R. In order to determine if I
1 We thank the referee for suggesting to compare our implementation [6] with the command Gin of COCOA
in this example.
596 I. Bermejo, P. Gimenez / Journal of Algebra 303 (2006) 592–617is saturated, one usually checks the equality I = I : m. Our first result states that the ideal
I :m, the socle of I , carries some additional information.
Proposition 2.1. If the ideal I is not saturated and I : m = (h1, . . . , hr ) where h1, . . . , hr
are homogeneous polynomials, then
sat(I ) = max
1ir
{
deg(hi); hi /∈ I
}+ 1.
Proof. Let m0 be the smallest integer m such that, for s m, Is = (I :m)s . We first show
that sat(I ) = m0. Since I ⊂ I : m ⊂ I sat, one clearly has that sat(I ) m0. Consider now
g ∈ I sat a homogeneous polynomial of degree sat(I )− 1 such that g /∈ I . This polynomial
belongs to I :m, and thus sat(I )m0.
Since sat(I ) = m0, one has that sat(I )max1ir{deg(hi); hi /∈ I }+1. The result will
follow if one shows that for some i ∈ {1, . . . , r}, the element hi is not in I and deg (hi) =
sat(I ) − 1. Consider h ∈ (I : m) \ I , a homogeneous polynomial of degree sat(I ) − 1. If
h = q1h1 + · · · + qrhr , where qi is a homogeneous polynomial of degree degh − deghi
when qi = 0, then there exists i ∈ {1, . . . , r} such that qi ∈ K \ {0} and hi /∈ I . Otherwise,
for all i ∈ {1, . . . , r}, either qi is equal to 0, or degqi  1, or hi ∈ I , and then h would be
in I . 
Example 2.2. Consider the ideal I ⊂ R = Q[x0, x1, x2, x3] generated by
{
x0x1x3 − x2x23 , x0x1x2 − x22x3, x0x21 − x1x2x3, x20x1 − x0x2x3,
x21x
2
2 − x30x3, x31x2 − x20x23 , x41 − x0x33 , x40 − x1x32
}
.
Using [16], one gets that I : m = (x0x1 − x2x3, x21x22 − x30x3, x31x2 − x20x23 , x41 − x0x33 ,
x40 − x1x32). Since x0x1 − x2x3 ∈ (I : m) \ I , I is not saturated and by Proposition 2.1,
sat(I ) = 3.
Remark 2.3. When the ideal I ⊂ R is monomial, Proposition 2.1 shows that the satiety
of I is independent of the characteristic of K , being a combinatorial phenomenon inside
Nn+1. Indeed, it can be computed by means of least common multiples of monomials.
As consequences of Proposition 2.1, we get the following generalizations of [14, Corol-
lary 2.10] and [5, Proposition 2.4], respectively:
Corollary 2.4. If I ⊂ R is a nonsaturated monomial ideal such that I : m = I : (xi) for
some i ∈ {0, . . . , n}, then the satiety of I is the highest degree of the elements involving xi
in the set of monomials that minimally generate I .
Proof. If F1 and F2 are the finite sets of monomials that minimally generate I and I : (xi),
respectively, one has that {xβ ∈ F2; xβ /∈ I } = { xαxi ; xα ∈ F1 with xi | xα}. The result then
follows from Proposition 2.1. 
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est degree of a minimal homogeneous generator of I :m, then sat(I ) = δ(I :m)+ 1.
Proof. By Proposition 2.1, sat(I ) δ(I :m)+ 1. If sat(I ) = δ(I :m)+ 1, then I :m is m-
primary, and thus sat(I :m) = reg(I :m). This implies that δ(I :m) sat(I :m), and then
sat(I ) sat(I :m) which is a contradiction since sat(J ) > sat(J :m) for any nonsaturated
homogeneous ideal J of R. 
When the ideal I ⊂ R is monomial, the next corollary of Proposition 2.1 shows that
in order to check if I is saturated and to compute sat(I ), one can use instead of the socle
of I a different quotient of monomial ideals. It will be specially useful in the proofs of
Theorem 3.14 and Theorem 1.2.
Corollary 2.6. Let I be a monomial ideal in R, and let xλ00 · · ·xλnn be the least common
multiple of the minimal generators of I . Set I  := (xλ0+10 , . . . , xλn+1n ) : I . Then,
(1) I is saturated if and only if none of the minimal generators of I  involves all the
variables.
(2) If I is not saturated and δn is the least degree of the minimal generators of I  involving
all the variables, one has:
sat(I ) = λ0 + · · · + λn + 1 − δn.
Proof. Let H denote the set of monomials in R that divide xλ := xλ00 · · ·xλnn , and let
f :H → H be the map defined by xα → xλ
xα
. Note that f 2 is the identity map. Set
F := {xα ∈ I : m;xα /∈ I }, and call G the set of the minimal generators of I  that involve
all the variables.
Assume that we have proved that F,G ⊆ H , and also that f (F ) ⊆ G and f (G) ⊆ F .
In this case, the map f :F → G is one-to-one, and hence (1) immediately follows. Also,
if I is not saturated, one gets that max{deg(xα); xα ∈ F } = λ0 + · · · + λn − min{deg(xβ);
xβ ∈ G}, and (2) then follows from Proposition 2.1.
So let us first show that F ⊆ H and that f (F ) ⊆ G. Consider a monomial xα in F .
For all i ∈ {0, . . . , n}, since xixα ∈ I and xα /∈ I , there exists a minimal generator xγ of I
that divides xixα and does not divide xα . This implies that αi + 1 = γi and, since γi  λi ,
one has that αi < λi for all i ∈ {0, . . . , n}. Thus xα ∈ H , and f (xα) is a monomial involving
all the variables. Now, if xγ × f (xα) /∈ (xλ0+10 , . . . , xλn+1n ) for some monomial xγ ∈ I ,
then xγ xλ
xα
divides xλ, and thus xγ divides xα . This is impossible since xα /∈ I . Hence,
f (xα) ∈ I . Finally, f (xα) is a minimal generator of I  since, for all i ∈ {0, . . . , n}, xi
divides f (xα), xixα ∈ I , and f (xα)xi × (xixα) = xλ /∈ (x
λ0+1
0 , . . . , x
λn+1
n ). Thus, f (xα) ∈ G.
To conclude the proof, we need to show that G ⊆ H and f (G) ⊆ F . So let xβ be a
monomial in G. Since xλi+1i ∈ I  for all i ∈ {0, . . . , n}, one has that xλi+1i does not divide
xβ , and so βi  λi . Thus, xβ ∈ H . Moreover, for all i ∈ {0, . . . , n}, xi divides xβ and
xβ
xi
/∈ I , so there exists xγ ∈ I such that xβ
xi
× xγ /∈ (xλ0+10 , . . . , xλn+1n ). Therefore x
β
xi
× xγ
divides xλ, and since xβ ∈ H , one has that xγ divides xi xλβ . Thus xif (xβ) ∈ I for allx
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f (xβ) /∈ I . Thus, f (xβ) ∈ F and we are done. 
Example 2.7. Let K is an arbitrary field. Consider the monomial ideal
I = (x20 , x1x2, x31 , x0x1x3, x0x32 , x0x22x3, x21x33 , x21x23x4)⊂ K[x0, x1, x2, x3, x4].
Using [16], one can check that x20x1x32x3x4 is the unique minimal generator of (x30 , x41 , x42 ,
x43 , x
2
4) : I that involves all the variables. Thus, I is not saturated and sat(I ) = 2 + 3 + 3 +
3 + 1 + 1 − 8 = 5 by Corollary 2.6.
Remark 2.8. The proof of Corollary 2.6 actually gives the following stronger result that
we shall use in Theorem 3.14.
Let I ⊂ R be a monomial ideal, and let xγ00 · · ·xγnn be any common multiple of the minimal
generators of I . Then,
(1) I is saturated if and only if none of the minimal generators of the ideal (xγ0+10 , . . . ,
x
γn+1
n ) : I involves all the variables.
(2) If I is not saturated then, denoting by δ(γ )n the least degree of the minimal generators
of (xγ0+10 , . . . , xγn+1n ) : I involving all the variables, sat(I ) = γ0 + · · ·+ γn + 1 − δ(γ )n .
The ideals (xγ0+10 , . . . , x
γn+1
n ) : I were introduced by E. Miller in [19] in order to pro-
vide a useful way of computing the Alexander dual of a monomial ideal (see also [20,
Chapter 5]).
3. Monomial ideals of nested type and their regularity
Let K be an arbitrary field. We focus in this section on a class of monomial ideals of
R := K[x0, . . . , xn] that will play a decisive role in Section 4.
Definition 3.1. A monomial ideal I ⊂ R is said to be of nested type if, for any prime ideal
p⊂ R associated to I , there exists i ∈ {0, . . . , n} such that p= (x0, . . . , xi).
Proposition 3.2. Let I ⊂ R be a monomial ideal, and set d := dimR/I . The following
conditions are equivalent:
(1) I is of nested type.
(2) ∀i ∈ {0, . . . , n}, I : (xi)∞ = I : (x0, . . . , xi)∞.
(3) xn is not a zero divisor on R/I sat, and for all i: n − d + 1  i < n, xi is not a zero
divisor on R/(I, xn, . . . , xi+1)sat.
(4) (a) ∀i ∈ {0, . . . , n− d}, there exists ki  1 such that xkii ∈ I , and
(b) I : (xn)∞ ⊆ I : (xn−1)∞ ⊆ · · · ⊆ I : (xn−d+1)∞.
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where q1, . . . ,qt are monomial ideals. Since for any ideal J ⊂ R, one has that I : J∞ =⋂t
i=1(qi : J∞), the result will follow if one shows that (2) holds for any q ∈ {q1, . . . ,qt }.
By (1), there exists j ∈ {n−d, . . . , n} such that q is a (x0, . . . , xj )-primary monomial ideal.
For all i ∈ {0, . . . , n}, if i > j , the ideals q : (xi)∞ and q : (x0, . . . , xi)∞ coincide with q,
and if i  j , q : (xi)∞ = q : (x0, . . . , xi)∞ = R, and the result follows.
(2) ⇒ (1). If p is an associated prime of I , then p = I : (f ) for some polynomial
f ∈ R. Take i ∈ {0, . . . , n} such that xi ∈ p. One has that xif ∈ I , and thus f ∈ I : (xi) ⊆
I : (xi)∞ = I : (x0, . . . , xi)∞ ⊆ I : (xj )∞ for any j  i. This implies that xsj ∈ p for some
s  1, and thus xj ∈ p for all j  i. This argument was inspired by the proof of [9, Corol-
lary 15.25] (see also [9, Exercise 15.22]).
(2) ⇒ (3). Since I sat = I : (xn)∞, xn is a nonzero divisor on R/I sat. On the other hand,
for all i ∈ {n−d +1, . . . , n−1}, (I, xn, . . . , xi+1)sat = (I, xn, . . . , xi+1) : (xi)∞. Indeed, if
xα is a monomial in (I, xn, . . . , xi+1) : (xi)∞, one has that either xα ∈ (I, xn, . . . , xi+1) or
xα ∈ I : (xi)∞. Since I : (xi)∞ = I : (x0, . . . , xi)∞ ⊆ (I, xn, . . . , xi+1)sat, the result then
follows.
(3) ⇒ (4). For any homogeneous ideal J of R and any homogeneous polynomial f ,
(J sat, f )sat = (J, f )sat. So, if (3) holds, dimR/(I, xn, . . . , xn−d+1) = 0, and hence (4)(a)
holds. On the other hand, if xn is not a zero divisor on R/I sat, one has that I : (xn)∞ = I sat.
Thus, I : (xn)∞ ⊆ I : (xn−1)∞. Assume now that I : (xn)∞ ⊆ · · · ⊆ I : (xi)∞ for some
i ∈ {n − d + 2, . . . , n − 1}, and show that I : (xi)∞ ⊆ I : (xi−1)∞. Let xα be a minimal
generator of I : (xi)∞. For some 
1  0, x
1i xα ∈ I ⊆ (I, xn, . . . , xi+1)sat, and thus xα ∈
(I, xn, . . . , xi+1)sat by (3). Since (I, xn, . . . , xi+1)sat ⊆ (I, xn, . . . , xi+1) : (xi−1)∞, there
exists 
2  0 such that x
2i−1xα ∈ (I, xn, . . . , xi+1). Moreover, xα /∈ (xi+1, . . . , xn) because,
otherwise, there exist j ∈ {i + 1, . . . , n} and xβ ∈ R such that xα = xjxβ . Hence x
1i xβ ∈
I : (xj ) ⊆ I : (xj )∞ ⊆ I : (xi)∞, and thus xβ ∈ I : (xi)∞. Since xα is a minimal generator
of I : (xi)∞, this is impossible. Thus x
2i−1xα ∈ I , and xα ∈ I : (xi−1)∞.
(4) ⇒ (2). Since
I : (xn)∞ ⊆ · · · ⊆ I : (xn−d+1)∞ ⊆ R = I : (xn−d)∞ = I : (xn−d−1)∞ = · · · = I : (x0)∞,
one has that I : (xi)∞ ⊆ I : (xj )∞ for all i ∈ {0, . . . , n} and j  i. The result then fol-
lows. 
Remark 3.3. One can easily deduce, from the proof of (1) ⇒ (2), that if I ⊂ R is a
monomial ideal of nested type, d := dimR/I , and I =⋂qj is an irredundant primary
decomposition of I such that each qj is a monomial ideal, then
I : (xi)∞ =
⋂
√
qj⊆(x0,...,xi−1)
qj for all i ∈ {n− d + 1, . . . , n}.
In particular, I : (xn−d+1)∞ is the unique (x0, . . . , xn−d)-primary component of I . These
observations will be useful in the proofs of Theorems 3.7, 3.14 and 4.1, and in Remark 3.9.
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ideal is a monomial ideal of nested type (see [9, Proposition 15.24]). Observe that, in con-
trast to the Borel-fixed property, being of nested type does not depend on the characteristic
of K .
Condition (3) in Proposition 3.2 was introduced by Bayer and Stillman in [3] for an
arbitrary homogeneous ideal in order to show that, under this condition, the Castelnuovo–
Mumford regularity of an ideal coincides with the Castelnuovo–Mumford regularity of its
initial ideal with respect to the reverse lexicographic order. We will recover their result in
Theorem 4.1.
Condition (4) in Proposition 3.2 provides a very effective criterion for I to be of nested
type. Indeed, for a monomial ideal I ⊂ R, the quotient I : (xi)∞ coincides with I |xi=1, the
ideal generated by the image of I under the evaluation morphism which sends xi to 1.
Example 3.5. Consider the ideal I ⊂ K[x0, x1, x2, x3, x4] in Example 2.7. Since x20 , x31 ∈ I
and I |x4=1 = (x20 , x1x2, x31 , x0x1x3, x0x32 , x0x22x3, x21x23) ⊂ I |x3=1 = (x20 , x0x1, x21 , x1x2,
x0x22) ⊂ I |x2=1 = (x0, x1), I is of nested type.
If I ⊂ R is a monomial ideal of nested type and d := dimR/I , (4)(a) in Proposition 3.2
means that K[xn−d+1, . . . , xn] is a Noether normalization of R/I . In fact, we can say
more.
Proposition 3.6. Let I ⊂ R be a monomial ideal and set d := dimR/I . Then, I is of nested
type if and only if K[xn−d+1, . . . , xn] is a strong Noether normalization of R/I , i.e., for any
primary component q of I such that dimR/q 1, K[xn−(dimR/q)+1, . . . , xn] is a Noether
normalization of R/q.2
Proof. For a primary monomial ideal q ⊂ R with r = dimR/q, one has that K[xn−r+1,
. . . , xn] is a Noether normalization of R/q if and only if √q = (x0, . . . , xn−r ). The result
then follows from Definition 3.1. 
The next theorem claims that the Castelnuovo–Mumford regularity of a monomial
ideal of nested type can be expressed as the maximum of the satieties of some monomial
ideals.
Theorem 3.7. Consider a monomial ideal I ⊂ R of nested type. If d is the dimension of
R/I , and p is the least integer such that none of the minimal generators of I involves
xp+1, . . . , xn, then
(1) depth(R/I) = n− p.
2 Note that the concept of strong Noether normalization is well defined since, for any ideal J ⊂ R with r =
dimR/J , K[xn−r+1, . . . , xn] is a Noether normalization of R/J if and only if K[xn−r+1, . . . , xn] is a Noether
normalization of R/
√
J .
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sat
(
I |xp=1 ∩K[x0, . . . , xp−1]
)
,
sat
(
I |xp−1=1 ∩K[x0, . . . , xp−2]
)
,
...
sat
(
I |xn−d+1=1 ∩K[x0, . . . , xn−d ]
)}
.
Proof. By definition of p, xp+1, . . . , xn is a regular sequence on R/I and, for any prime
p associated to I , p+ (xp+1, . . . , xn) is an associated prime of I + (xp+1, . . . , xn). Since
by Definition 3.1, (x0, . . . , xp) is associated to I , then (1) follows.
To prove (2), one may assume without loss of generality that p = n. By Remark 3.3,
one has that
• I sat = I |xn=1,
• ∀i ∈ {n − d + 2, . . . , n}, (I |xi=1 ∩ K[x0, . . . , xi−1])sat = I |xi−1=1 ∩ K[x0, . . . , xi−1],
and
• (I |xn−d+1=1 ∩K[x0, . . . , xn−d ])sat = K[x0, . . . , xn−d ].
Since reg(I |xi=1 ∩K[x0, . . . , xi]) = reg(I |xi=1 ∩K[x0, . . . , xi−1]) for all i ∈ {n − d + 1,
. . . , n}, applying recursively the formula
reg(•) = max{sat(•), reg(•sat)},
the result follows. 
Remark 3.8. As observed in the proof of Theorem 3.7(1), xp+1, . . . , xn is a regular
sequence on R/I . This implies that end(Hn−pm (R/I)) + n − p = end(H0m(R/(I, xp+1,
. . . , xn))), and hence sat(I, xp+1, . . . , xn) coincides with end(Hn−pm (R/I)) + n − p + 1.
Since sat(I, xp+1, . . . , xn) = sat(I ∩ K[x0, . . . , xp]), one can deduce that the first satura-
tion index in our formula for reg(I ) gives end(Hdepth(R/I)m (R/I)):
end
(
Hdepth(R/I)m (R/I)
)= sat(I ∩K[x0, . . . , xp])− n+ p − 1.
On the other hand, it is well known that the maximal degree of the minimal (n −
depth(R/I))th syzygies of I is equal to end(Hdepth(R/I)m (R/I))+n+1. So, one can deduce
that reg(I ) is attained at the last step of a minimal graded free resolution of I if and only
if reg(I ) = sat(I ∩ K[x0, . . . , xp]). If this occurs, the regularity of the Hilbert function of
R/I is equal to sat(I ∩K[x0, . . . , xp]) − n+ p. To prove this last statement, it suffices to
pay attention to the following well-known result: ∀s ∈ Z,
HI (s)− PI (s) = (−1)n−phn−pR/I (s)+ (−1)n−p+1hn−p+1R/I (s)+ · · · + (−1)dhdR/I (s),
where HI , PI (T ), and hiR/I are the Hilbert function, the Hilbert polynomial, and the ith
cohomological Hilbert function of R/I , respectively.
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ration index in our formula for reg(I ) in Theorem 3.7:
a(R/I) = sat(I |xn−d+1=1 ∩K[x0, . . . , xn−d ])− d − 1.
Indeed, if one observes that I |xn−d+1=1 = I |xn−d+1=···=xn=1 by Remark 3.3, the above
equality is a consequence of the following more general result:
Proposition 3.10. Let I ⊂ R be a monomial ideal and set d := dimR/I . Assume that
K[xn−d+1, . . . , xn] is a Noether normalization of R/I . Then,
a(R/I) = sat(I |xn−d+1=···=xn=1 ∩K[x0, . . . , xn−d ])− d − 1.
Proof. Set J := I |xn−d+1=···=xn=1. Since J is the equidimensional part of I , one has that
dimJ/I < d . Consider the exact sequence 0 → J/I → R/I → R/J → 0. Thus by the
long exact sequence for local cohomology, one obtains Hdm(R/I)  Hdm(R/J ). On the
other hand, since J is a monomial ideal of nested type and R/J is Cohen–Macaulay,
reg(J ) = sat(J ∩ K[x0, . . . , xn−d ]) by Theorem 3.7. As the regularity of J is equal to
end(Hdm(R/J ))+ d + 1, the result follows. 
Remark 3.11. If I ⊂ R is a monomial ideal of nested type, one deduces from Remark 2.3,
Theorem 3.7, Remark 3.8 and Remark 3.9, that depth(R/I), reg(I ), end(Hdepth(R/I)m (R/I))
and a(R/I) are independent of the characteristic of K .
This does not occur for arbitrary monomial ideals, as the following example [22, Sec-
tion 1] shows. Consider the 3-dimensional ideal I ⊂ K[x0, . . . , x5] generated by the fol-
lowing monomials:
x0x1x2, x0x1x5, x0x2x4, x0x3x4, x0x3x5, x1x2x3, x1x3x4, x1x4x5, x2x3x5, x2x4x5.
Computing the minimal graded free resolution of I using for example [16], one gets
that depth(R/I) = 3, reg(I ) = 3, and a(R/I) = −1 in the characteristic zero case, while
depth(R/I) = 2, reg(I ) = 4, and a(R/I) = 0 if the characteristic of K is 2.
The next consequence of Theorem 3.7, Corollary 2.4 and Remark 3.9, contains the
well-known result of Bayer and Stillman [3, Proposition 2.9]:
Corollary 3.12. Let I ⊂ R be a monomial ideal such that I : (x0, . . . , xi) = I : (xi) for all
i ∈ {0, . . . , n}.3 Set d := dimR/I . Then,
(1) reg(I ) is the maximal degree of a minimal generator of I .
(2) The a-invariant of R/I is equal to r − d − 1, where r is the least degree in xn−d of the
minimal generators of I ∩K[xn−d , xn−d+1].
3 Monomial ideals satisfying this property are called strongly stable ideals. When the field K is of characteristic
zero, this property characterizes Borel-fixed ideals.
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without loss of generality that depth(R/I) = 0. Since the maximal degree of a minimal
generator of I is always smaller than or equal to reg(I ), the first statement will follow
if one shows that reg(I )max0in{δxi (I )} where δxi (I ) is the highest degree of the
minimal generators of I involving xi . By Corollary 2.4, sat(I ) = δxn(I ). Moreover, for
all i ∈ {n − d + 1, . . . , n}, I : (x0, . . . , xi−1) = I : (xi−1) implies I |xi=1 : (x0, . . . , xi−1) =
I |xi=1 : (xi−1). Thus Corollary 2.4 also applies to I |xi=1 ∩ K[x0, . . . , xi−1], and hence
sat(I |xi=1 ∩ K[x0, . . . , xi−1])  δxi−1(I ). Therefore, reg(I )maxn−din{δxi (I )}, and
(1) follows.
By applying Corollary 2.4 to I |xn−d+1=1 ∩ K[x0, . . . , xn−d ] and using Remark 3.9, the
second statement follows. 
For a monomial ideal of nested type I ⊂ R, Theorem 3.7, in conjunction with Propo-
sition 2.1, reduces the computation of the Castelnuovo–Mumford regularity of I to the
computation of dimR/I − depth(R/I) + 1 socles of monomial ideals. The method also
computes end(Hdepth(R/I)m (R/I)) and a(R/I). Let us see an example.
Example 3.13. Let K be an arbitrary field, and set R := K[x0, x1, x2, x3, x4]. Consider the
ideal
I = (x40 , x30x1, x20x21 , x41 , x30x2, x20x22 , x30x3, x30x24 , x31x52).
Since x40 , x
4
1 ∈ I , and I |x4=1 = (x30 , x20x21 , x41 , x20x22 , x31x52) = I |x3=1 ⊂ I |x2=1 = (x20 , x31),
then I is of nested type.
By Theorem 3.7, depth(R/I) = 0 and reg(I ) = max{sat(I ), sat(I1), sat(I2), sat(I3)},
where I1 = I |x4=1 ∩ K[x0, x1, x2, x3], I2 = I |x3=1 ∩ K[x0, x1, x2] and I3 = I |x2=1 ∩
K[x0, x1].
Since I : (x0, x1, x2, x3, x4) = I + (x30x4), one gets applying Proposition 2.1 that
sat(I ) = 5. Moreover, I1 is saturated, I2 : (x0, x1, x2) = I2 + (x20x1x2, x0x31x42), and
I3 : (x0, x1) = I3 + (x0x21). Using again Proposition 2.1, one deduces that reg(I ) =
max{5,0,9,4} = 9. Finally, a(R/I) = 0 by Remark 3.9.
In the previous example, one could compute the 4 satieties using Corollary 2.6 in-
stead of Proposition 2.1. The next result shows that if one chooses this alternate method,
the computation of one single quotient of monomial ideals will give reg(I ), and also
end(Hdepth(R/I)m (R/I)) and a(R/I).
In order to state the result precisely, let us generalize the definition of δn in Corollary 2.6.
If I ⊂ R is a monomial ideal, and xλ00 · · ·xλnn is the least common multiple of its minimal
generators, for all i ∈ {0, . . . , n}, let δi be the least degree of the minimal generators of
I  := (xλ0+10 , . . . , xλn+1n ) : I involving exactly the variables x0, . . . , xi , if any. Otherwise,
set δi := 0.
Theorem 3.14. Let I ⊂ R be a monomial ideal of nested type. Then,
reg(I ) = max
n−dimR/Iin−depth(R/I)
{λ0 + · · · + λi + 1 − δi; δi = 0}.
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Moreover, I  is minimally generated by xp+1, . . . , xn and the minimal generators of
(I ∩K[x0, . . . , xp]). Thus, one can assume without loss of generality that depth(R/I) = 0.
By Corollary 2.6, δn = 0 and sat(I ) = λ0 + · · · + λn + 1 − δn. Set d := dimR/I . By
applying, for all i ∈ {n − d + 1, . . . , n}, the result stated in Remark 2.8 to the ideal Ii :=
I |xi=1 ∩ K[x0, . . . , xi−1] and the monomial xλ00 · · ·xλi−1i−1 , the expected formula for reg(I )
will follow from Theorem 3.7(2) if one shows that:
I  ∩K[x0, . . . , xi−1] =
(
x
λ0+1
0 , . . . , x
λi−1+1
i−1
) : Ii . (1)
Let us prove this equality. Consider xα00 · · ·xαi−1i−1 ∈ I . If xβ00 · · ·xβi−1i−1 ∈ Ii , there exists
βi  λi such that xβ00 · · ·xβii ∈ I . Thus, xα0+β00 · · ·xαi−1+βi−1i−1 xβii ∈ (xλ0+10 , . . . , xλn+1n ) and
x
α0
0 · · ·xαi−1i−1 ∈ (xλ0+10 , . . . , xλi−1+1i−1 ) : Ii . Consider xα00 · · ·xαi−1i−1 ∈ (xλ0+10 , . . . , xλi−1+1i−1 ) : Ii
and take xβ := xβ00 · · ·xβnn ∈ I . Since x
β
x
βi
i
∈ I |xi=1, there is xγ00 · · ·xγi−1i−1 ∈ Ii dividing x
β
x
βi
i
by Remark 3.3. Therefore xα00 · · ·xαi−1i−1 xβ ∈ (xλ0+10 , . . . , xλn+1n ) and (1) follows. 
Remark 3.15. Using (1) in the proof of Theorem 3.14, one deduces from Remarks 3.8
and 3.9 the following:
• end(Hdepth(R/I)m (R/I)) = λ0 + · · · + λn−depth(R/I) − δn−depth(R/I) − depth(R/I).
• reg(I ) = λ0 + · · · + λn−depth(R/I) + 1 − δn−depth(R/I) if and only if reg(I ) is attained
at the last step of a minimal graded free resolution of I , and if this occurs, the regu-
larity of the Hilbert function of R/I is λ0 + · · · + λn−depth(R/I) + 1 − δn−depth(R/I) −
depth(R/I).
• a(R/I) = λ0 + · · · + λn−dimR/I − δn−dimR/I − dimR/I .
Example 3.16. Consider the monomial ideal I ⊂ R = K[x0, x1, x2, x3, x4] in Example 2.7.
As shown in Example 3.5, I is of nested type. One has that
I  := (x30 , x41 , x42 , x43 , x24) : I
= (x30 , x41 , x42 , x43 , x24 , x20x1x32x3x4, x20x1x32x23 , x0x31x2x33 , x0x1x32x33 , x0x31x22 ,
x20x
2
1x
3
2 , x
2
0x
3
1
)
,
and sat(I ) = 2 + 3 + 3 + 3 + 1 + 1 − 8 = 5 as observed in Example 2.7. By applying
Theorem 3.14,
reg(I ) = max{5,2 + 3 + 3 + 3 + 1 − 8,2 + 3 + 3 + 1 − 6,2 + 3 + 1 − 5} = 5.
By Remark 3.15, the Castelnuovo–Mumford regularity of I is attained at the last step of a
minimal graded free resolution of I , the regularity of the Hilbert function of R/I is 5, and
the a-invariant of R/I is −3.
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Mumford regularity of a monomial ideal of nested type to the regularity of its irreducible
components. It is well known that any monomial ideal I ⊂ R has a unique irredundant
decomposition I = q1 ∩ · · · ∩ qr where the qi ’s are irreducible monomial ideals, i.e., ideals
generated by powers of variables (see, e.g., [23, Theorem 5.1.17]). We call this decompo-
sition the irredundant irreducible decomposition of I .
Corollary 3.17. Let I ⊂ R be a monomial ideal of nested type, and let I = q1 ∩ · · · ∩ qr be
its irredundant irreducible decomposition. Then,
reg(I ) = max{reg(qi ); 1 i  r}.
Proof. Set Irr(I ) := {q1, . . . ,qr}. Since I is of nested type, one has that for all j ∈
{1, . . . , r}, √qj = (x0, . . . , xi) for some i ∈ {n − d, . . . ,p}, where d = dimR/I and p
is the least integer such that none of the minimal generators of I involve xp+1, . . . , xn. For
all i ∈ {n − d, . . . ,p}, let Qi be the intersection of the elements in Irr(I ) whose radical is
(x0, . . . , xi), if any. Otherwise, set Qi := (1). Let us show that, if Qi = (1),
reg(Qi ) = max
1jr
{
reg(qj ); √qj = (x0, . . . , xi)
}
. (2)
If q1, . . . ,q
 are the elements in Irr(I ) whose radical is (x0, . . . , xi), then
Qi ∩K[x0, . . . , xi] =
(
q1 ∩K[x0, . . . , xi]
)∩ · · · ∩ (q
 ∩K[x0, . . . , xi]).
Since these ideals are 0-dimensional, one easily deduces from the definition of satiety that
sat(Qi ∩ K[x0, . . . , xi]) = max{sat(q1 ∩ K[x0, . . . , xi]), . . . , sat(q
 ∩ K[x0, . . . , xi])}, and
hence (2) follows.
Using (2) and Theorem 3.14, the result will be proved if one shows that
• ∀i ∈ {n− d, . . . ,p}, δi = 0 ⇔Qi = (1), and
• if Qi = (1), reg(Qi ) = λ0 + · · · + λi + 1 − δi .
Both assertions follow from a result proved by Miller in [19] (see also [11, Proposi-
tion 2.2, p. 79]) that relates the minimal generators of I  with the irreducible components
of I . In our context, this result says that there is a one-to-one correspondence between the
set of minimal generators of I  that do not belong to (xλ0+10 , . . . , x
λn+1
n ) and Irr(I ), given
by
x
β0
0 · · ·xβii with β0, . . . , βi  1
minimal generator of I  ←→
(
x
λ0+1−β0
0 , . . . , x
λi+1−βi
i
)
element in Irr(I ).
Since the generators of I  involving exactly the variables x0, . . . , xi correspond to the
elements in Irr(I ) whose radical is (x0, . . . , xi), the first assertion follows. On the other
hand, one has that reg((xλ0+1−β00 , . . . , x
λi+1−βi
i )) = (λ0 − β0) + · · · + (λi − βi) + 1, and
thus, the second assertion follows from (2). 
606 I. Bermejo, P. Gimenez / Journal of Algebra 303 (2006) 592–617Remark 3.18. The result above no longer holds if one removes the nested type hypothesis
as one can see by taking I = (x0, x1x2) = (x0, x1)∩ (x0, x2) ⊂ K[x0, x1, x2].
4. Castelnuovo–Mumford regularity of a homogeneous ideal
Let K be an arbitrary field, and let I ⊂ R := K[x0, . . . , xn] be a homogeneous ideal.
Denote by in(I ) the initial ideal of I with respect to the reverse lexicographic order with
x0 > · · · > xn. The following theorem includes the well-known result of Bayer and Still-
man [3, Theorem 2.4]:
Theorem 4.1. If in(I ) is a monomial ideal of nested type, then
(1) depth(R/I) = depth(R/ in(I )).
(2) end(Hdepth(R/I)m (R/I)) = end(Hdepth(R/ in(I ))m (R/ in(I ))).
(3) reg(I ) = reg(in(I )).
Proof. Set d := dimR/I and p := n− depth(R/ in(I )). Denote by H(I) the regularity of
the Hilbert function of R/I .
If d = 0, (1) is obvious. Moreover, reg(I ) = sat(I ) = H(I), and reg(in(I )) =
sat(in(I )) = H(in(I )). Thus, (2) and (3) follow from the equality H(I) = H(in(I )).
Suppose that d  1. By Theorem 3.7(1), p is the least integer such that none of the
minimal generators of in(I ) involves xp+1, . . . , xn. Thus, xn, . . . , xp+1 is a maximal
R/ in(I )-sequence. This implies that xn, . . . , xp+1 is a R/I -sequence.
If d = n−p, i.e., if R/ in(I ) is Cohen–Macaulay, one has that R/I is Cohen–Macaulay,
and (1) then follows. Moreover, dimR/(I, xp+1, . . . , xn) = 0, so reg(I, xp+1, . . . , xn) =
reg(in(I, xp+1, . . . , xn)) as shown above. Since one has that in(I, xp+1, . . . , xn) = (in(I ),
xp+1, . . . , xn), reg(I ) = reg(I, xp+1, . . . , xn), and reg(in(I )) = reg(in(I ), xp+1, . . . , xn),
then (2) and (3) hold in this case.
Suppose that d > n − p and let us prove that (1) and (2) hold. Indeed, since in(I )
is of nested type, (in(I ), xp+1, . . . , xn)sat = (in(I ), xp+1, . . . , xn) : (xp)∞ by Proposi-
tion 3.2(3). Moreover, it is easy to prove that in((I, xp+1, . . . , xn) : (xp)∞) = (in(I ),
xp+1, . . . , xn) : (xp)∞. Thus, dimK Rs/[(I, xp+1, . . . , xn) : (xp)∞]s is equal to dimK Rs/
[(in(I ), xp+1, . . . , xn)sat]s for all s, which coincides with dimK Rs/[(in(I ), xp+1, . . . , xn)]s
when s  sat(in(I ), xp+1, . . . , xn). This implies that [(I, xp+1, . . . , xn) : (xp)∞]s =
(I, xp+1, . . . , xn)s for s  0, and that sat(in(I ), xp+1, . . . , xn) is the least integer s0 such
that, for s  s0, the previous equality holds. Thus, (I, xp+1, . . . , xn)sat = (I, xp+1, . . . , xn) :
(xp)
∞ and sat(I, xp+1, . . . , xn) = sat(in(I ), xp+1, . . . , xn). Since sat(in(I ), xp+1, . . . , xn)
is  1, one has that depth(R/I) = n − p and (1) then follows. In order to prove (2),
one only has to observe that end(Hn−pm (R/I)) = sat(I, xp+1, . . . , xn) − n + p − 1 and
end(Hn−pm (R/ in(I ))) = sat(in(I ), xp+1, . . . , xn)− n+ p − 1.
Finally, let us prove (3) by induction on m := dimR/I − depth(R/I). Since we have
already obtained it for the case m = 0, suppose that m > 0 and that (3) holds for any ho-
mogeneous ideal J ⊂ R such that in(J ) is of nested type and dimR/J −depth(R/J ) <m.
I. Bermejo, P. Gimenez / Journal of Algebra 303 (2006) 592–617 607Since one has that reg(I ) = max{sat(I, xp+1, . . . , xn), reg((I, xp+1, . . . , xn)sat)} and
reg(in(I )) = max{sat(in(I ), xp+1, . . . , xn), reg((in(I ), xp+1, . . . , xn)sat)}, the result will
follow if one gets the equality
reg
(
(I, xp+1, . . . , xn)sat
)= reg((in(I ), xp+1, . . . , xn)sat). (3)
In order to prove this, we will define an ideal J ⊂ R such that
• reg(J ) = reg((I, xp+1, . . . , xn)sat), and
• in(J ) = in(I )|xp=1.
Next, since in(I )|xp=1 is of nested type by Remark 3.3, dimR/ in(I )|xp=1 = d , and
depth(R/ in(I )|xp=1) > depth(R/ in(I )), one can apply the inductive hypothesis to the
ideal J . This implies that reg((I, xp+1, . . . , xn)sat) = reg(in(I )|xp=1), and (3) follows be-
cause reg((in(I ), xp+1, . . . , xn)sat) is equal to reg(in(I )|xp=1).
Let us define the ideal J ⊂ R. Set {g1, . . . , gt } equal to the reduced Gröbner ba-
sis of I with respect to the reverse lexicographic order, and for i ∈ {1, . . . , t}, de-
note by g′i the image of gi under the evaluation morphism which sends the variables
xp+1, . . . , xn to 0. One has that {g′1, . . . , g′t , xp+1, . . . , xn} is the reduced Gröbner basis
of (I, xp+1, . . . , xn). For all i ∈ {1, . . . , t}, let ri  0 be the highest integer such that xrip
divides g′i , and set hi := g′i/xrip . We claim that {h1, . . . , ht , xp+1, . . . , xn} is a Gröbner ba-
sis of (I, xp+1, . . . , xn)sat. Indeed, if f ∈ (I, xp+1, . . . , xn)sat and in(f ) /∈ (xp+1, . . . , xn),
there exists κ  1 such that f xκp ∈ (I, xp+1, . . . , xn). Therefore, for some i ∈ {1, . . . , t},
in(g′i ) divides in(f )xκp , and thus one can check that in(hi) = in(g′i )/xrip divides in(f ).
Set J = (h1, . . . , ht ) ⊂ R. One has that (J, xp+1, . . . , xn) = (I, xp+1, . . . , xn)sat. More-
over, since h1, . . . , ht ∈ K[x0, . . . , xp], reg(J ) = reg(J, xp+1, . . . , xn), and hence reg(J ) =
reg((I, xp+1, . . . , xn)sat). On the other hand, one has that {h1, . . . , ht } is a Gröbner basis
of J . Since in(hi) = in(gi)|xp=1 for all i, one deduces that in(J ) = in(I )|xp=1 and we are
done. 
For a homogeneous ideal I ⊂ R such that in(I ) is of nested type, Theorem 4.1, in
conjunction with either Theorem 3.7 or Theorem 3.14, provides effective methods for
computing reg(I ) and depth(R/I) that also compute end(Hdepth(R/I)m (R/I)), character-
izing when reg(I ) is attained at the last step of a minimal graded free resolution of I (see
Remarks 3.8 and 3.15). Moreover, from either Remark 3.9 or Remark 3.15, one gets an
upper bound for the a-invariant a(R/I) of R/I because a(R/I) is always smaller than or
equal to a(R/ in(I )) (see [1, I.2.12] and [17, III.12.8]). Thus, Theorems 1.1 and 1.2 hold
in this case according to the following definition.
Definition 4.2. If in(I ) is of nested type, we call in(I ) the monomial ideal of nested type
associated to I and denote it N(I).
Observe that, setting d := dimR/I , in(I ) is of nested type when d = 0, when d = 1 and
K[xn] is a Noether normalization of R/I , or when d = 2 and K[xn−1, xn] ↪→ R/I is an
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of a projective toric curve, in(I ) is of nested type.
Example 4.3. Let I ⊂ R = C[x0, x1, x2, x3, x4] be the defining ideal of the projective toric
curve C ⊂ P4
C
parametrically defined by
x0 = s5t15, x1 = s9t11, x2 = s11t9, x3 = s20, x4 = t20.
As observed above, one knows beforehand that in(I ) is of nested type. Using [16], one
gets that in(I ) = (x40 , x31 , x52 , x1x2, x0x32 , x30x21 , x30x1x3) and thus, depth(R/I) = 1 by The-
orem 1.1(1). Since
(
x50 , x
4
1 , x
6
2 , x
2
3
) : in(I ) = (x50 , x41 , x62 , x23 , x0x21x52x3, x0x31x32 , x40x31x2, x20x1x52)
one has that reg(I ) = max{5,6} = 6 by Theorem 1.2. Moreover, end(H1m(R/I)) = 3, i.e.,
3 is the highest integer where the Hartshorne–Rao function4 of the curve C does not van-
ish. Since end(H1m(R/I)) + 2 < reg(I ), the Castelnuovo–Mumford regularity of I is not
attained at the last step of a minimal graded free resolution of I and thus, it is attained at
the next to last step by [4, Corollary 1.2]. Finally, a(R/I) 3. In this example, one clearly
has the equality a(R/I) = 3.
For a homogeneous ideal I ⊂ R such that in(I ) is not of nested type, we want to asso-
ciate to I a monomial ideal of nested type, N(I) ⊂ R, such that reg(I ) = reg(N(I)), and
also satisfying that
depth(R/I) = depth(R/N(I)) and
end
(
Hdepth(R/I)m (R/I)
)= end(Hdepth(R/N(I))m (R/N(I))).
In order to do this, one can try to get N(I) as the initial ideal with respect to the reverse
lexicographic order of the image of I under a homogeneous linear transformation, and then
apply Theorem 4.1. On the other hand, for a homogeneous linear transformation ϕ such
that in(ϕ(I )) is of nested type, one has that K[xn−d+1, . . . , xn] is a Noether normalization
of R/ϕ(I), where d := dimR/I (see Proposition 3.2(4)(a) and [5, Lemma 4.1]5). Thus,
in order to get N(I), it seems natural to start by assuming that K[xn−d+1, . . . , xn] is a
Noether normalization of R/I , and then to apply homogeneous linear transformations that
preserve this property. We do this as follows.
Let I ⊂ R = K[x0, . . . , xn] be a homogeneous ideal such that K[xn−d+1, . . . , xn] is a
Noether normalization of R/I , where d  2. Let K(t) := K(t1, . . . , td(d−1)/2) be a pure
4 The Hartshorne–Rao function of a projective variety V is h1
R/I (V) , the first cohomological Hilbert function
of R/I (V).
5 Being K an arbitrary field, and I a homogeneous ideal in R = K[x0, . . . , xn] such that d = dimR/I  1,
recall that [5, Lemma 4.1] states that K[xn−d+1, . . . , xn] is a Noether normalization of R/I if and only if, for all
i ∈ {0, . . . , n − d}, the initial ideal in(I ) of I w.r.t. the reverse lexicographic order contains a monomial xki
i
for
some ki  1.
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Ψ (t) :R′ → R′ the K(t)[x0, . . . , xn−d+1]-isomorphism defined by
xn → xn + t1xn−1 + t2xn−2 + · · ·+ td−1xn−d+1,
xn−1 → xn−1 + tdxn−2 + · · ·+ t2d−3xn−d+1,
...
xn−d+2 → xn−d+2+ t d(d−1)
2
xn−d+1,
and denote by I ′ the ideal Ψ (t)(I.R′) of R′.
Suppose that K is an infinite field. Following Krull and Seidenberg (see, e.g., [21]),
for all γ ∈ Kd(d−1)/2 denote by I ′(γ ) the specialization Ψ (γ )(I ) of I ′ with respect to the
substitution t → γ .
Under these assumptions, one has the following result ‘à la Galligo’ (see [12]) for the
reverse lexicographic order with x0 > · · · > xn:
Theorem 4.4. There is a dense Zariski open subset U of Ad(d−1)/2K such that in(I ′(γ )) is
constant and of nested type for γ ∈ U .
To prove Theorem 4.4, we need two preliminary results.
Lemma 4.5. Ψ (t)(xn) is a nonzero divisor on R′/(I.R′)sat, and Ψ (t)(xi) is a nonzero
divisor on R′/(I.R′,Ψ (t)(xn), . . . ,Ψ (t)(xi+1))sat for all i ∈ {n− d + 2, . . . , n− 1}.
Proof. Since the field K is infinite and K[xn−d+1, . . . , xn] ↪→ R/I sat is an integral ring ex-
tension, there exists α = (α1, . . . , αd−1) ∈ Ad−1K such that the element f = xn + α1xn−1 +· · · + αd−1xn−d+1 is a nonzero divisor on R/I sat. Let {p1, . . . ,ps} be the set of associated
prime ideals of I sat. Since f /∈ pi for all i ∈ {1, . . . , s}, there is an element (ai0, . . . , ain) ∈
VK(pi ) such that ain + α1ain−1 + · · · + αd−1ain−d+1 = 0. Thus, α /∈ VK(F) ⊂ Ad−1K where
F is the polynomial in K[T1, . . . , Td−1] defined by
F :=
s∏
i=1
(
ain + ain−1T1 + · · · + ain−d+1Td−1
)
.
This implies that the set U1 := Ad−1K \ (VK(F ) ∩ Ad−1K ) is a dense Zariski open subset of
Ad−1K . Moreover, for any α = (α1, . . . , αd−1) ∈ U1, xn + α1xn−1 + · · · + αd−1xn−d+1 is a
nonzero divisor on R/I sat.
Now suppose that Ψ (t)(xn) = xn + t1xn−1 + · · · + td−1xn−d+1 is a zero divisor on
R′/(I.R′)sat. Since {p1.R′, . . . ,ps .R′} is the set of associated prime ideals of (I.R′)sat,
Ψ (t)(xn) ∈ pi .R′ for some i ∈ {1, . . . , s}. Thus, there exists h ∈ K[t] \ {0} such that
h.Ψ (t)(xn) ∈ pi .K[t][x0, . . . , xn]. Take β ∈ A(d−1)(d−2)/2K such that the polynomial
h(t1, . . . , td−1, β) is = 0. For all α ∈ U1 ∩ (Ad−1K \ V (h(t1, . . . , td−1, β))), one has that
xn + α1xn−1 + · · · + αd−1xn−d+1 ∈ pi which is a contradiction.
Then, if d = 2, the result has been proved.
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ideal of dimension d − 1. Set R1 := K(t1, . . . , td−1)[x0, . . . , xn]. Since the canoni-
cal morphism K(t1, . . . , td−1)[xn−d+1, . . . , xn−1] → R1/(I.R1,Ψ (t)(xn)) is integral and
dimR1/(I.R1,Ψ (t)(xn)) = d − 1, we can apply the induction hypothesis to (I.R1,
Ψ (t)(xn)) and the result then follows. 
The next proposition, which is general and probably known, tells us that the initial ideal
of an ideal is preserved by specialization ‘almost always.’
Proposition 4.6. Let K be an infinite field and let K(t) := K(t1, . . . , tN ) be a pure
transcendental extension of K . Fix a monomial order  on the set of monomials of
S := K(t)[x0, . . . , xn]. For any ideal J of S, there is a polynomial h ∈ K[t] \ {0} such
that in(J ) ∩ K[x0, . . . , xn] = in(J (γ )) for γ ∈ ANK \ V (h). That is, in(J (γ )) is the
monomial ideal generated by the normalized generators of in(J ) for γ ∈ ANK \ V (h).
Proof. Let {g1, . . . , gr} ⊆ S be the reduced Gröbner basis for J with respect to ,
and for all i denote by xαi the initial term of gi . For each i ∈ {1, . . . , r}, there exist
pi ∈ K[t, x0, . . . , xn] and qi ∈ K[t], with gcd(pi, qi) = 1, such that gi = pi/qi . Thus,
{p1, . . . , pr} is also a Gröbner basis for J with in(pi) = qixαi for all i. Moreover,
the specialization J (γ ) of J with respect to the substitution t → γ is generated by
{p1(γ,x), . . . , pr(γ,x)} for all γ ∈ ANK . Setting h := lcm(q1, . . . , qr ), the result will fol-
low if one proves that for all γ ∈ ANK \ V (h), {p1(γ,x), . . . , pr(γ,x)} is a Gröbner basis
for J (γ ).
Take γ ∈ ANK \V (h). Denoting by piSpj the S-polynomial of pi and pj for i = j , there
exist uij1 , . . . , u
ij
r ∈ K[t,x] and vij ∈ K[t] such that
piSpj = u
ij
1
vij
p1 + · · · + u
ij
r
vij
pr ,
where vij (γ ) = 0 and every monomial xβ in uijk satisfies that xαk′ does not divide xβ+αk
for all k′ < k (see, e.g., [8, p. 67]). Thus, (piSpj )(γ,x) is defined, and
u
ij
1 (γ,x)
vij (γ )
p1(γ,x)+ · · · + u
ij
r (γ,x)
vij (γ )
pr(γ,x)
is the unique expression of (piSpj )(γ,x) on division by the ordered r-tuple (p1(γ,x), . . . ,
pr(γ,x)). Hence, the remainder on division of (piSpj )(γ,x) by (p1(γ,x), . . . , pr(γ,x))
is zero.
Since it is obvious that the S-polynomial of pi(γ,x) and pj (γ,x) coincides with
(piSpj )(γ,x) for all pairs i = j , then {p1(γ,x), . . . , pr(γ,x)} is a Gröbner basis for
J (γ ). 
Proof of Theorem 4.4. Set χ(t) := Ψ (t)−1. By Lemma 4.5, xn is a nonzero divi-
sor on R′/(χ(t)(I.R′))sat, and for all i ∈ {n − d + 2, . . . , n − 1}, xi is a nonzero
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malization of R′/(χ(t)(I.R′), xn, . . . , xn−d+2) and so, xn−d+1 is a nonzero divisor on
R′/(χ(t)(I.R′), xn, . . . , xn−d+2)sat. This implies that in(χ(t)(I.R′)) verifies condition (3)
in Proposition 3.2, and hence it is a monomial ideal of nested type. On the other hand,
by Proposition 4.6 there exists a Zariski open subset U ′ = ∅ of Ad(d−1)/2K such that
in(χ(β)(I )) = in(χ(t)(I.R′)) ∩ R for β ∈ U ′. We have found a dense Zariski open sub-
set U ′ of Ad(d−1)/2K such that in(χ(β)(I )) is constant and of nested type.
Now observe that the K(t)[x0, . . . , xn−d+1]-isomorphism χ(t) :R′ → R′ is also trian-
gular, and call h1, . . . , hd(d−1)/2 the elements in K[t] such that
χ(t)(xn) = xn + h1xn−1 + h2xn−2 + · · ·+ hd−1xn−d+1,
χ(t)(xn−1) = xn−1 + hdxn−2 + · · ·+ h2d−3xn−d+1,
...
χ(t)(xn−d+2) = xn−d+2+ hd(d−1)
2
xn−d+1.
One has that the K-regular mapping ϕ :Ad(d−1)/2K → Ad(d−1)/2K given by ϕ(β) =
(h1(β), . . . , hd(d−1)/2(β)) satisfies that ϕ2 is the identity map because the d × d matrix
⎛
⎜⎜⎜⎜⎜⎝
1 h1 h2 · · · hd−1
0 1 hd · · · h2d−3
. . .
0 . . . 1 hd(d−1)
2
0 . . . . . . 1
⎞
⎟⎟⎟⎟⎟⎠
is the inverse of
⎛
⎜⎜⎜⎜⎜⎝
1 t1 t2 · · · td−1
0 1 td · · · t2d−3
. . .
0 . . . 1 t d(d−1)
2
0 . . . . . . 1
⎞
⎟⎟⎟⎟⎟⎠
.
In particular, ϕ is a K-isomorphism. Moreover, Ψ (ϕ(β))(I ) = χ(β)(I ) for all β ∈
A
d(d−1)/2
K . Thus, setting U := ϕ(U ′), one has that U is a dense Zariski open subset of
A
d(d−1)/2
K and, for all γ ∈ U , in(I ′(γ )) is constant and of nested type. 
If K is an infinite field, Theorem 4.4 shows that the monomial ideal in R generated by
the normalized generators of in(I ′), in(I ′)∩R, is of nested type, where in(I ′) is the initial
ideal of I ′ with respect to the reverse lexicographic order.
If K is a finite field, in(I ′) ∩ R is also of nested type. In order to prove this, con-
sider Ψ (t) :K(t)[x0, . . . , xn] → K(t)[x0, . . . , xn] the K(t)[x0, . . . , xn−d+1]-isomorphism
defined as Ψ (t), where K is the algebraic closure of K . By Theorem 4.4, one has that
in(Ψ (t)(I.K(t)[x0, . . . , xn]))∩K[x0, . . . , xn] is of nested type. Since the minimal genera-
tors of this ideal coincide with the minimal generators of in(I ′)∩R, then in(I ′)∩R is also
of nested type.
Definition 4.7. If in(I ) is not of nested type and K[xn−d+1, . . . , xn] is a Noether normal-
ization of R/I , we call in(I ′) ∩ R the monomial ideal of nested type associated to I and
denote it N(I).
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such that reg(I ′(γ )) = reg(N(I)). Since for all γ ∈ Ad(d−1)/2K , reg(I ) = reg(I ′(γ )), then
reg(I ) = reg(N(I)). If K is an finite field, the equality reg(I ) = reg(N(I)) is a conse-
quence of the following:
• reg(I ) = reg(I.K[x0, . . . , xn]) and reg(N(I)) = reg(N(I).K[x0, . . . , xn]).
• N(I).K[x0, . . . , xn] = N(I.K[x0, . . . , xn]), as shown above.
• reg(N(I.K[x0, . . . , xn])) = reg(I.K[x0, . . . , xn]) by applying the result already proved
for infinite fields.
Using the same arguments, one gets that depth(R/I) = depth(R/N(I)) and
end(Hdepth(R/I)m (R/I)) = end(Hdepth(R/N(I))m (R/N(I))) for both finite and infinite fields.
By applying Theorems 3.7 and 3.14, and Remarks 3.8, 3.9 and 3.15, we have proved
Theorems 1.1 and 1.2 in this case.
Example 4.8. Let I ⊂ R = K[x0, x1, x2, x3, x4] be the 3-dimensional homogeneous ideal
generated by
{
x20 + x0x1,2x0x2 + x1x3 + x1x4, x20x2 + x21x4, x31 + x0x22 − x21x3 + x1x2x4
}
.
Assume first that K = Q. Using [16], one can compute the initial ideal in(I ) of I with re-
spect to the reverse lexicographic order, and check that it is not of nested type because
(4)(b) in Proposition 3.2 does not hold. Nevertheless, in(I ) satisfies (4)(a) in Proposi-
tion 3.2, and hence K[x2, x3, x4] is a Noether normalization of R/I by [5, Lemma 4.1].
Thus, the monomial ideal of nested type associated to I , N(I) ⊂ R, is generated by the
normalized generators of in(Ψ (t)(I.R′)), where R′ := K(t1, t2, t3)[x0, x1, x2, x3, x4] and
Ψ (t) :R′ → R′ is the K(t1, t2, t3)[x0, x1, x2]-isomorphism defined by
x4 → x4 + t1x3 + t2x2,
x3 → x3 + t3x2.
Using [16] in order to perform the Gröbner basis computation over K(t1, t2, t3), one gets
that N(I) = (x20 , x0x2, x31 , x0x1x3, x21x2, x21x23 , x1x22x3, x1x32). Thus, by applying Theo-
rem 1.1(1), depth(R/I) = 1.
By Theorem 1.1(2), reg(I ) = max{sat(J1), sat(J2), sat(J3)}, where J1 = N(I) ∩
K[x0, x1,
x2, x3], J2 = N(I)|x3=1 ∩ K[x0, x1, x2], and J3 = N(I)|x2=1 ∩ K[x0, x1]. By Propo-
sition 2.1, since J1 : (x0, x1, x2, x3) = J1 + (x0x21 , x1x22 , x21x3), J2 : (x0, x1, x2) = J2 +
(x0, x1x2), and J3 : (x0, x1) = (1), one gets that
reg(I ) = max{4,3,1} = 4.
By Theorem 1.1(3) and (4), one also has that end(H1m(R/I)) = 2 and a(R/I)−3. More-
over, the Castelnuovo–Mumford regularity of I is attained at the last step of a minimal
graded free resolution of I , and the regularity of the Hilbert function of R/I is 3.
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type associated to I is N(I) = (x20 , x1x2, x31 , x0x1x3, x0x32 , x0x22x3, x21x33 , x21x23x4), and
thus depth(R/I) = 0 by Theorem 1.1(1). Observe that N(I) is the ideal introduced in
Example 2.7. Using the computations in Example 3.16 and applying Theorem 1.2, one
has that reg(I ) = 5, sat(I ) = 5, and a(R/I)−3. Moreover, the Castelnuovo–Mumford
regularity of I is attained at the last step of a minimal graded free resolution of I , and the
regularity of the Hilbert function of R/I is 5.
Remark 4.9 (Computational issues). As observed in Example 4.8, in order to determine
N(I), one needs to perform a Gröbner basis computation over a transcendental exten-
sion of K , K(t) = K(t1, . . . , td(d−1)/2), where d := dimR/I . For practical applications,
a random choice of an element γ ∈ Kd(d−1)/2 could replace the field extension. Indeed,
since Proposition 3.2(4) is an effective criterion for determining if a given monomial
ideal is of nested type, one can check whether the homogeneous linear transformation
Ψ (γ ) :R → R corresponding to γ is good or not. If in(Ψ (γ )(I )) is of nested type, one
could have in(Ψ (γ )(I )) = N(I) but, since Theorem 4.1 applies, all the results stated in
Theorems 1.1 and 1.2 hold if one substitutes in(Ψ (γ )(I )) for N(I). If in(Ψ (γ )(I )) is not
of nested type, one can make another random choice of an element in Kd(d−1)/2. That is
how we have implemented our results in the distributed library mregular.lib [6] of
SINGULAR [16] when K is an infinite field. In this case, Theorem 4.4 along with the test
for nestedness in Proposition 3.2(4), show that the algorithm is correct. When the field K
is finite, we have implemented our results in [6] performing the Gröbner basis computa-
tion over K(t) in order to determine N(I) as in Example 4.8. One can easily check in this
example that if K = Z2, there exists no homogeneous linear transformation providing an
initial ideal of nested type.
The examples that we have used until now, have been chosen to illustrate the perfor-
mance of our methods. The minimal graded free resolutions of all of them can easily be
computed using either [7], [13] or [16] and, therefore, the reader can extract the different
data from the resolutions. The following example of an ideal whose minimal graded free
resolution could not be computed, shows the efficiency of our methods.
Example 4.10. Let I ⊂ R = C[x0, . . . , x10] be the defining ideal of the 3-dimensional
projective toric variety V ⊂ P10
C
parametrically defined by
x0 = st6u4v4, x1 = st4u3v7, x2 = u11v4, x3 = s6t3u4v2, x4 = st7uv6,
x5 = tu10v4, x6 = s3t3u3v6, x7 = s15, x8 = t15, x9 = u15, x10 = v15.
One knows beforehand that C[x7, x8, x9, x10] ↪→ R/I is an integral ring extension. Us-
ing [16], the ideal I can be computed. It is minimally generated by 389 binomials of degree
 17. Its initial ideal with respect to the reverse lexicographic order is minimally generated
by 508 monomials, and one checks that it is not of nested type. Using the implementation
of our results in [6], we got in 13 seconds the following:
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• depth(R/I) = 1.
• The highest integer where the Hartshorne–Rao function of the toric variety V does not
vanish is 16.
• The a-invariant of R/I is  7.
• reg(I ) is not attained at the last step of a minimal graded free resolution of I . Indeed,
as observed in Remark 3.8, the highest degree of a minimal ninth-syzygy of I is 16 +
10 + 1 = 27.
Finally, in order to complete our work, let us remove the Noether normalization hy-
pothesis. Let I ⊂ R = K[x0, . . . , xn] be a homogeneous ideal such that d = dimR/I  1.
Let K(t) := K(t1, . . . , tdn−d(d−1)/2) be a pure transcendental extension of K , and let R′′
denote the polynomial ring K(t)[x0, . . . , xn]. Set Γ (t) :R′′ → R′′ the K(t)[x0, . . . , xn−d ]-
isomorphism defined by
xn → xn + t1xn−1 + t2xn−2 + · · ·+ tnx0,
xn−1 → xn−1 + tn+1xn−2 + · · ·+ t2n−1x0,
...
xn−d+1 → xn−d+1 + · · ·+ tdn− d(d−1)2 x0,
and denote by I ′′ the ideal Γ (t)(I.R′′) of R′′.
Suppose that K is infinite, and denote by I ′′(γ ) the specialization Γ (γ )(I ) of I ′′ with
respect to the substitution t → γ for all γ ∈ Kdn−d(d−1)/2. Using Proposition 4.6 and
adapting the arguments used in the proofs of Lemma 4.5 and Theorem 4.4 to this case, the
following result for the reverse lexicographic order with x0 > · · · > xn is obtained:
Theorem 4.11. There is a dense Zariski open subset U of Adn−d(d−1)/2K such that in(I ′′(γ ))
is constant and of nested type for γ ∈ U .
This result allows us to prove, just as we did when K[xn−d+1, . . . , xn] is a Noether
normalization of R/I , that in(I ′′)∩ R is of nested type if K is either an infinite or a finite
field.
Definition 4.12. Setting d := dimR/I , if K[xn−d+1, . . . , xn] is not a Noether normaliza-
tion of R/I , we call in(I ′′) ∩ R the monomial ideal of nested type associated to I and
denote it N(I).
According to this definition, if one substitutes Theorem 4.11 for Theorem 4.4 in the
arguments after Definition 4.7, one has that Theorems 1.1 and 1.2 hold in this case.
With respect to the implementation of the results in the library mregular.lib [6] of
SINGULAR [16], we proceed as we did in Remark 4.9.
Example 4.13. Let I ⊂ R = C[x0, . . . , x7] be the defining ideal of the projective rational
curve C ⊂ P7 parametrically defined byC
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x4 = s8t17 − st24, x5 = s13t12, x6 = s2t23, x7 = s4t21 − s20t5.
The ideal I is minimally generated by 51 polynomials of degree  6. By [5, Lemma 4.1],
one can check that C[x6, x7] is not a Noether normalization of R/I . Using the implemen-
tation of our results in [6], we got in 35 seconds the following:
• reg(I ) = 6.
• depth(R/I) = 1.
• The highest integer where the Hartshorne–Rao function of the curve C does not vanish
is 4.
• The a-invariant of R/I is  0.
• reg(I ) is attained at the last step of a minimal graded free resolution of I , and the
regularity of the Hilbert function of R/I is 5.
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Appendix A. A Noether normalization algorithm
Let K be an infinite field, and set S := K(t1, . . . , tn(n+1)/2)[x0, . . . , xn]. Consider the
K(t)[x0]-isomorphism Δ(t) :S → S defined by
xn → xn + t1xn−1 + t2xn−2 + · · ·+ tnx0,
xn−1 → xn−1 + tn+1xn−2 + · · ·+ t2n−1x0,
...
x1 → x1 + t n(n+1)
2
x0.
For an arbitrary ideal I ⊂ R = K[x0, . . . , xn] such that d = dimR/I  1, it is well known
that there exists a dense Zariski open subset U of An(n+1)/2K such that K[xn−d+1, . . . , xn] is
a Noether normalization of R/Δ(γ )(I ) for all γ ∈ U , where Δ(γ )(I ) is the specialization
of Δ(t)(I.S) with respect to the substitution t → γ (see, e.g., [15, Section 3.4]).
If Γ (t) :R → R is the K(t)[x0, . . . , xn−d ]-isomorphism defined in Section 4, one has
the following significant improvement of the previous result:
Theorem A.1. Let K be an infinite field, and let I be an arbitrary ideal of R =
K[x0, . . . , xn] such that d = dimR/I  1. Then, there exists a dense Zariski open subset
U of Adn−d(d−1)/2K such that K[xn−d+1, . . . , xn] is a Noether normalization of R/Γ (γ )(I )for γ ∈ U .
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(1) ⇒ (4)(a) in Proposition 3.2, and [5, Lemma 4.1].
Suppose that I is a nonhomogeneous ideal and let gr(I ) ⊂ R be the ideal generated by
{gr(f ); f ∈ I \ {0}}, where gr(f ) denotes the homogeneous part of maximal degree of f .
By [18, Proposition 5.3], if K[xn−d+1, . . . , xn] is a Noether normalization of R/gr(I ), then
K[xn−d+1, . . . , xn] is also a Noether normalization of R/I . Thus, since gr(Γ (γ )(I )) =
Γ (γ )(gr(I )) for all γ ∈ Kdn−d(d−1)/2, the result follows from the previous case. 
When I is a homogeneous ideal, this theorem, in conjunction with [5, Lemma 4.1],
provides the following algorithm for computing a Noether normalization of R/I :
Algorithm A.2.
Input: An ideal I in R = K[x0, . . . , xn], where K is an infinite field.
Output: A homogeneous linear transformation Γ (γ ) : R → R such that
K[xn−dimR/I+1, . . . , xn] ↪→ R/Γ (γ )(I ) is an integral ring extension.
(1) Compute the reduced Gröbner basis of I with respect to the reverse lexicographic
order, and get d = dim(R/I). Set γ := 0 ∈ Kdn−d(d−1)/2.
(2) For each i ∈ {0, . . . , n − d}, test whether in(I ) contains a monomial xkii for some
ki  1.
(3) If the test is true for all i, then return Γ (γ ).
(4) Otherwise, choose randomly γ ∈ Kdn−d(d−1)/2 and set I := Γ (γ )(I ).
(5) Compute the reduced Gröbner basis of I with respect to the reverse lexicographic
order, and return to step (2).
When the field K is finite and I is still a homogeneous ideal, one can use this algorithm
for computing a Noether normalization of R/I , but one can enter an infinite loop.
Example A.3. Consider the 1-dimensional ideal I = ⋂8i=0(x0, . . . , x̂i , . . . , x8) in R =
K[x0, . . . , x8], where x̂i means that the variable xi does not appear.
When K = Q, using the implementation of the previous algorithm in [6], we got the
following homogeneous linear transformation:
x0 → x0,
x1 → x1,
...
x7 → x7,
x8 → 77x0 − 58x1 + 83x2 − 6x3 + 45x4 + 70x5 + 21x6 + 16x7 + x8.
When K = Z5, we got the K[x0, . . . , x7]-isomorphism from R onto R given by x8 →
2x0 − 2x1 − 2x2 + 2x3 + 2x4 + 2x5 − x6 + 2x7 + x8.
When I is a nonhomogeneous ideal, [5, Lemma 4.1] no longer holds. Nevertheless,
the following implication remains true: if for each i ∈ {0, . . . , n − d}, in(I ) contains a
monomial xki for some ki  1, then K[xn−d+1, . . . , xn] is a Noether normalization of R/I .i
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previous theorem, one can conclude that our algorithm also works in the nonhomogeneous
context.6
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