Abstract : Data Compression is
II. Types Of Compression:
Compression can be of two types: Lossless Compression, Lossy Compression.
2.1) Lossless Compression:
In the process compression if no data is lost and the exact replica of the original file can be retrieved by decrypting the encrypted file then the compression is of lossless compression type. Text compression is generally of lossless type. In this type of compression generally the encrypted file is used for storing or transmitting data, for general purpose use we need to decrypt the file. Lossless compression technique can be broadly categorized in to two classes:
i) Entropy Based Encoding: In this compression process the algorithm first counts the frequency of occurrence of each unique symbol in the document. Then the compression technique replaces the symbols with the algorithm generated symbol. These generated symbols are fixed for a certain symbol of the original document; and doesn't depend on the content of the document. The length of the generated symbols is variable and it varies on the frequency of the certain symbol in the original document.
ii) Dictionary Based Encoding: This encoding process is also known as substitution encoding. In this process the encoder maintain a data structure known as 'Dictionary' [3] . This is basically a collection of string. The encoder matches the substrings chosen from the original text and finds it in the dictionary; if a successful match is found then the substring is replaced by a reference to the dictionary in the encoded file.
2.2) Lossy Compression:
Lossy Compression is generally used for image, audio, video; where the compression process neglects some less important data. The exact replica of the original file can't be retrieved from the compressed file. To decompress the compressed data we can get a closer approximation of the original file.
III. Measurement Parameter:
Depending on the use of the compressed file the measurement parameter can differ. Space and time efficiency are two most important factors for a compression algorithm.
Performance of the compression algorithm largely depends on the redundancy on the source data. So to generalize the test platform we used same test files for all the algorithms. The parameters were as follows:
Compression Ratio: The ratio between the compressed file and the original file. 
Decompression Time:
The time taken by the algorithm to decompress and retrieve the original file from compressed file. It is also calculated in milliseconds.
The compression time and decompression time is important in case of the applications where the algorithms are used to transmit the data, or to store the data in a secondary storage and retrieve it as required.
IV.
Compression Algorithms:
Three lossless algorithms (two of Entropy encoding type: Huffman Compression & Shannon Fano Compression and one Dictionary encoding type: LZW Compression) was implemented using JAVA.
4.1) Huffman Compression:
Huffman coding is used for lossless data compression. The term refers to the use of a variable length code for encoding a source symbol (such as a character in a file).The variable-length code table has been derived in a particular way, based on the estimated probability of occurrence for each possibl e value of the source symbol. In this compression technique a table is created incorporating the no of occurrences of an individual symbol, this table is known as frequency table. This table is arranged in a certain order and then a tree is generated from that table, in this tree high frequency symbols are assigned codes which have fewer bits, and less frequent symbols are assigned codes with many bits. In this way the code table is generated.
4.2) Shannon Fano Compression:
Named after Claude Shannon and Robert Fano, variable length code for encoding a source symbol, lossless data compression scheme, Entropy encoding, According to Shannon's source coding theorem, the optimal code length for a symbol is -log b P, where b is the number of symbols used to make output codes and P is the probability of the input symbol [5, 6] . Similar to the Huffman coding, initially a frequency table is generated, then a particular procedure is followed to produce the code table from frequency 4.3) LZW Compression: Named after Abraham Lampel , Jacob Zev and Terry Welch, it is dictionary coder or substitution coder, which means a dynamic dictionary is created depending upon the presence of substring chosen from the original file. Then the substring is matched with the Dictionary, if the string is found then a reference of the dictionary is mentioned in the encoded file, if the string is not found then a new dictionary entry is made with a new reference [8] .
In all algorithms the encoded file contains the code table/ Dictionary and the encoded text; the encoder matches the codes with the directory (code table/ dictionary) and retrieves the original text iteratively.
V. Test Bed:
For test bed we have selected 10 files to test the algorithms. The descriptions of the files are as follows: 
VII. Comparison:
From the data presented in the above tables it can be concluded that LZW provide better result than other two methods. The values drawn from the three algorithms on the basis of compressed file size, compression time and decompression time are compared through graphical representation. For the cardinality of the graph the data were sorted according to the ascending order of the file size.
VIII.
Conclution and Future Scope:
From the compression and decompression time we can conclude that LZW take much more time to compress a file than the other two algorithms whereas decompression of a file is much faster than other two algorithms. The average decompression time of Shannon Fano algorithm is higher than the Huffman Decompression. In case of decompressed file size LZW give better result than other two algorithms, however it can also be concluded that depending on the content of the original file, the performance of the algorithm varies.
In this paper we have compared three lossless data compression algorithm and our text bed was limited in text data, In future, more compression algorithms(both lossless and lossy) can be implemented over a larger test bed which includes audio, video and image data. And then a system can be implemented which will detect the file type and then depending on that it will choose the appropriate compression technique for the file.
