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Equivalence of Dirichlet and Neumann problems for the Laplace
operator in elliptical and doubly-connected regions
Claudiu DINICU
Abstract
The present paper provides an equivalence of the solutions of Dirichlet
and Neumann problems for the Laplace operator in doubly-connected as well
as elliptical regions, in the sense that solving one of these problems leads by
an explicit formula to a solution of the other problem. In addition, sufficient
condition for continuous extension of higher-order partial derivatives of the
solutions of the Neumann problem, to the closure of the region where they
are defined, is given.
Key words: Dirichlet problem, Neumann problem, Laplace operator, har-
monic functions, analytic functions.
1 Introduction
The Dirichlet and the Neumann problems are fundamental in the theory of
differential equations. Recently the connection between these problems was in-
vestigated and it was shown that in the case of the Laplace operator (and other
differential operators satisfying certain homogeneity conditions) there is a connec-
tion between these problems, in the sense that solving one of these problems leads
by an explicit formula to a solution of the other problem. The planar domains
taken into consideration in these articles were simply connected. In the present
paper the author shows that a similar connection between the Dirichlet and Neu-
mann problems holds in the case of planar doubly-connected regions. Although
the elliptical regions are obviously planar simply-connected regions for which, as
specified above, the connection between the two problems has been explicitly pro-
vided, the conformal mapping on which this connection relies on is cumbersome
thus making the representation of the Neumann problem in terms of the solution
of the Dirichlet problem somehow redundant for a direct application. This issue
is fixed in the paper at hand by considering another approach for obtaining the
desired connection. This approach is based on the Joukowsky transform.
The structure of the paper is as follows. In Section 2 the notation is established
and some preparations are made. In Section 3 the author presents the first main
result (Theorem 1), with an equivalent formulation in terms of cartesian coordi-
nates (Theorem 4). In addition, an extension of it to the case of general planar
doubly-connected regions is given using conformal maps (Theorem 6). Its second
part presents the connection between the Neumann and the Dirichlet problems in
the case of elliptical regions. Section 4 draws some final conclusions.
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2 Preliminaries
2.1 Notations
Denote by U = {z ∈ C : |z| < 1} the unit disk in C, by U˙ the punctured unit
disk, by Cr the circle centered in origin of radius r, and the annulus with radii
0 ≤ r1 < r2 by Ar1,r2 = {z ∈ C : r1 < |z| < r2}, respectively. Furthermore if
ρ > 1 let Eρ be the interior of the ellipse given by
4x2
(ρ+ρ−1)2
+ 4y
2
(ρ−ρ−1)2 = 1, and if
θ ∈ (−pi, pi] let Hθ be the hyperbola described by x2cos2 θ − y
2
sin2 θ
= 1 in which case
H := {Hθ : θ ∈ (−pi, pi]}. In addition for any region Ω, C1(Ω) will stand for the set
of all functions h ∈ C1(Ω) for which the gradient∇h can be continuously extended
to Ω, and N(Ω) will stand for the set of all functions h ∈ C1(Ω) for which the
(outward) normal derivative exists and is finite at all points of ∂Ω. Furthermore
∂Ω ∈ Cm,α, for some 0 < α < 1, if there exists a parametrization of ∂Ω for which
the mth-order derivative exists at any point and it is α-Holder continuous. Finally
a real-valued function Φ defined on the boundary of Ω is said to belong to Cn,α(∂Ω)
if for any Cm,α parametrization Γ of ∂Ω, m ≥ n, the function Φ ◦ Γ belongs to
Cn,α. Throughout the paper the author will switch between the complex and
the R2 notations, depending on the context to discriminate between them. For
example if u is a harmonic function defined on some region containing the point
(cos θ, sin θ) then ∂u
∂eiθ
(eiθ) is a shorthand representing the directional derivative
of u in the direction of the vector [cos θ, sin θ]T , evaluated in (cos θ, sin θ).
2.2 Preliminary aspects
If D ⊂ C is a bounded (smooth) region, consider the Dirichlet and the Neu-
mann problems for the Laplace operator in D{
∆u = 0 in D
u = g on ∂D
(1)
and {
∆U = 0 in D
∂U
∂ν = f on ∂D,
(2)
where ν is the outward unit normal to the boundary of D. In the particular case
when D = Ar1;r2 , r1 > 0, we have
ν (z) =
{
z
r2
, if |z| = r2,
− zr1 , if |z| = r1.
(3)
By a (classical) solution of the Dirichlet/Neumann problems above it is un-
derstood a function u ∈ C2(D) ∩ C0(D), respectively U ∈ C2(D) ∩ N(D), which
satisfies (1), respectively (2).
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Remark 1. Let D be either Ar1,r2 , r1 > 0, or Eρ, ρ > 1.
Using the maximum principle for harmonic functions (see, e.g. [1, Theorem
2.2.4]), it can be seen that for continuous boundary data g the Dirichlet problem
(1) has a unique solution. Also if f is a continuous function satisfying
∫
∂D
fdσ = 0
then it can be proved that the Neumann problem (2) always has a solution, which
is unique up to additive constants.
The existence of solutions of the Dirichlet and the Neumann problems in the
case of the punctured disk A0,r2 requires special attention. As shown by Zaremba’s
example, for continuous boundary data g and r1 = 0, the Dirichlet problem (1)
has a solution iff g (0) = 12pir2
∫ 2pi
0 g
(
r2e
iθ
)
dθ. Also, for continuous boundary
data f and r1 = 0, the boundary condition at the origin of the Neumann prob-
lem (2) should be ignored (the exterior normal to ∂A0,r2 at the origin cannot be
properly defined), and a solution of (2) satisfying the boundary condition just on
∂A0,r2\ {0} exists iff
∫ 2pi
0 f
(
r2e
iθ
)
dθ = 0 (this is a direct consequence of Theorem
1 and Proposition 1 below; also see Definition 2 and Remark 4).
When D = Ar1,r2 , due to the radial symmetry of the region, it is natural to
consider polar coordinates (r, θ), defined by r = |z| and θ = arg(z) ∈ [−pi, pi) for
z ∈ Ar1,r2 .
The link between the cartesian and polar coordinates formulation of the Dirich-
let and Neumann problems (1) – (2) when D = Ar1,r2 is given by the following
proposition.
Proposition 1. If w ∈ C2 (Ar1,r2) satisfies ∆w = 0 in Ar1,r2, then the function
wˆ : (r1, r2) × R→ R defined by wˆ (r, θ) = w
(
reiθ
)
is 2pi-periodic in the second
variable, has continuous second order partial derivatives and satisfies
wˆrr +
1
r
wˆr +
1
r2
wˆθθ = 0 in (r1, r2)× R. (4)
Conversely, if the function wˆ : (r1, r2) × R→ R is 2pi-periodic in the second
variable, has continuous second order partial derivatives and satisfies (4), then the
function w : Ar1,r2 → R defined by w (z) = wˆ (|z| , arg(z)) belongs to C2 (Ar1,r2)
and satisfies ∆w = 0 in Ar1,r2.
Moreover, w has a continuous extension to Ar1,r2 iff wˆ has a continuous ex-
tension to [r1, r2]× R, and in this case
w
(
reiθ
)
= wˆ (r, θ) for (r, θ) ∈ [r1, r2]× R.
Also w has (outer) normal derivative at a point reiθ ∈ ∂Ar1,r2 iff wˆ has partial
derivative with respect to the first variable at the point (r, θ) ∈ {r1, r2} × R, and
in this case
∂w
∂ν
(
reiθ
)
=
{
wˆr (r, θ) , if r = r2,
−wˆr (r, θ) , if r = r1. (5)
Finally w ∈ C1 (Ar1;r2) iff wˆ ∈ C1 ([r1, r2]× R).
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Proof. The direct implication is immediate. For the converse, by using the 2pi-
periodicity of wˆ in the second variable and the fact that it has continuous second
order partial derivatives, lengthy computations show that w ∈ C2 (Ar1,r2). Also,
it is not difficult to check that
∆w(z) = wˆrr(|z|, arg(z))+ 1|z| wˆr(|z|, arg(z))+
1
|z|2 wˆθθ(|z|, arg(z)) = 0, z ∈ Ar1,r2 ,
where the last equality follows by using hypothesis (4).
The fact that w has a continuous extension to the boundary of the domain iff
wˆ does is immediate.
Next notice that for any θ ∈ R the corresponding directional derivatives are
given by:
∂w
∂eiθ
(reiθ) = lim
t→0
w(r(cosθ,sinθ)+t(cosθ,sinθ))−w(r(cosθ,sinθ))
t = wˆr(r, θ), r ∈ (r1, r2)
∂w
∂ν (r2e
iθ) = lim
t↗0
w(r2(cosθ,sinθ)+t(cosθ,sinθ))−w(r2(cosθ,sinθ))
t =: wˆr(r2, θ),
∂w
∂ν (r1e
iθ) = − lim
t↘0
w(r1(cosθ,sinθ)+t(cosθ,sinθ))−w(r1(cosθ,sinθ))
t =: −wˆr(r1, θ).
For the last claim lengthy computations show that
wx
(
reiθ
)
= − r sin θ
r2
wˆθ(r, θ) +
r cos θ
r wˆr(r, θ) if cos θ < 0, sin θ 6= 0,
wy
(
reiθ
)
= r cos θ
r2
wˆθ(r, θ) +
r sin θ
r wˆr(r, θ) if cos θ < 0, sin θ 6= 0,
wx
(
re−ipi
)
= −wˆr(−r,−pi),
wy
(
re−ipi
)
= − wˆθ(−r,−pi)r .
(6)
Combining equations (6) with the fact that arg(·) is harmonic in C \ {z : <(z) <
0, =(z) = 0} (and hence arg(·) ∈ C2 (C \ {z : <(z) < 0, =(z) = 0})) the conclu-
sion follows. This ends the proof.
What is more is that the above proposition shows that in the case of annuli
one can reformulate the Dirichlet and the Neumann problems (1) – (2) in polar
coordinates as follows: find u = u (r, θ) ∈ C2 ((r1, r2)× R)∩C0 ([r1, r2]× R) which
is 2pi-periodic in the second variable and satisfies{
urr +
1
rur +
1
r2
uθθ = 0 in (r1, r2)× R,
u = ϕ on {r1, r2} × R,
(7)
respectively find U = U (r, θ) ∈ C2 ((r1, r2)× R) ∩ N ((r1, r2)× R) which is 2pi-
periodic in the second variable and satisfies{
Urr +
1
rUr +
1
r2
Uθθ = 0 in (r1, r2)× R,
Ur = φ on {r1, r2} × R,
(8)
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and the boundary data ϕ, φ : {r1, r2} × R is related to the boundary data
f, g : ∂Ar1,r2 → R in (1) – (2) by
ϕ (r, θ) = g
(
reiθ
)
and φ (r, θ) =
{
f
(
reiθ
)
if r = r2,
−f (reiθ) if r = r1, (r, θ) ∈ {r1, r2}×R,
and we note that in particular the functions ϕ, φ are 2pi-periodic in the second
variable.
Remark 2. The compatibility condition
∫
∂Ar11,r2
f dσ = 0 for the existence of a
solution of the Neumann problem (2) in cartesian coordinates becomes, in polar
coordinates, the following:∫ 2pi
0
r1φ (r1, θ) dθ =
∫ 2pi
0
r2φ (r2, θ) dθ. (9)
3 Main results
3.1 The annlus and doubly-connected regions
With the above preparations, the main result of this section is presented below.
Theorem 1. Let 0 < r1 < r2 and assume φ : {r1, r2} × R → R is continu-
ous, 2pi-periodic in the second variable, and satisfies the compatibility condition
2pi∫
0
r1φ (r1, θ) dθ =
2pi∫
0
r2φ (r2, θ) dθ.
If u is the solution of the Dirichlet problem (7) with ϕ(r, θ) = rφ(r, θ) on
{r1, r2} × R, then for any (r, θ) ∈ [r1, r2]× R
U(r, θ) =
1∫
√
r1r2
r
u(rρ, θ)
ρ
dρ+
√
r1r2
θ∫
0
C− t∫
0
ur(
√
r1r2, τ)dτ
 dt, (10)
where
C =
√
r1r2
2pi
2pi∫
0
t∫
0
ur(
√
r1r2, τ)dτdt, (11)
is the solution of the Neumann problem (8) satisfying U
(√
r1r2, 0
)
= 0. In addi-
tion Ur can be continuously extended to [r1, r2]× R.
Conversely, if ϕ : {r1, r2} × R → R is continuous, 2pi-periodic in the second
variable, and satisfies
2pi∫
0
ϕ (r1, θ) dθ =
2pi∫
0
ϕ (r2, θ) dθ, and if U is any solution of
the Neumann problem (8) with φ (r, θ) = ϕ(r,θ)r for (r, θ) ∈ {r1, r2} × R, then
u (r, θ) = rUr (r, θ) , (r, θ) ∈ [r1, r2]× R,
is the solution of the Dirichlet problem (7).
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Proof. Let me first consider r2 =
1
r1
= a > 1, in which case the problem reduces
to showing that the function
U(r, θ) =
1∫
1
r
u(rρ, θ)
ρ
dρ+
θ∫
0
C− t∫
0
ur(1, τ)dτ
 dt, (12)
is the desired solution of the Neumann problem (8) on A 1
a
;a with boundary data
φ (r, θ) =
{
f
(
reiθ
)
if r = a,
−f (reiθ) if r = 1a , (r, θ) ∈
{
1
a , a
}× R,
where u is the solution of the Dirichlet problem (7) with boundary data
ϕ(r, θ) = rφ(r, θ) on
{
1
a , a
}× R.
Step 1. Show that
2pi∫
0
ur(1, τ)dτ = 0:
Notice first that Ur(r, θ) =
∂
∂r
1∫
1
r
u(rρ,θ)
ρ dρ =
∂
∂r
r∫
1
u(ρ,θ)
ρ dρ =
u(r,θ)
r ,
(r, θ) ∈ ( 1a , a) × R. Consequently, the partial derivative of U with respect
to the first variable can be continuously extended to
[
1
a , a
]×R and satisfies
Ur(r, θ) =
u(r, θ)
r
, (r, θ) ∈
[
1
a
, a
]
× R. (13)
In addition
Ur(a, θ) =
u(a,θ)
a =
ϕ(a,θ)
a = φ(a, θ),
Ur(
1
a , θ) =
u( 1
a
,θ)
1
a
=
ϕ( 1
a
,θ)
1
a
= φ( 1a , θ),
(r, θ) ∈ [ 1a , a]× R.
Define W : A 1
a
;a → R, W (z) := u(|z|, arg(z)). Since u is the solution of
the Dirichlet problem (7) it follows by Proposition 1 that W is harmonic in
A 1
a
;a and using a continuity argument W (re
iθ) = ϕ(r, θ), ∀(r, θ) ∈ { 1a , a}.
Then ∃ α, β ∈ R such that
2pi∫
0
W (reiθ)dθ = α log r + β,∀r ∈ [ 1a , a] (see [3,
Chapter 4]). But then −α log a + β = ∫
C 1
a
W
(
1
ae
iθ
)
dθ =
2pi∫
0
u
(
1
a , θ
)
dθ =
2pi∫
0
1
aφ
(
1
a , θ
)
dθ =
2pi∫
0
aφ(a, θ)dθ =
∫
Ca
W
(
aeiθ
)
= α log a + β which implies
that α = 0.
To sum up
∫
Cr
W
(
reiθ
)
dθ =
2pi∫
0
u(r, θ)dθ is a constant function of r. Taking
the derivative it follows that ddr
2pi∫
0
u(r, θ)dθ = 0. Since 1 ∈ ( 1a , a), an ap-
plication of the Dominant Convergence Theorem together with the above
identity concludes this part of the proof.
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Step 2. Show that U(r, θ + 2pi) = U(r, θ), (r, θ) ∈ ( 1a , a)× R.
Compute U(r, θ + 2pi) =
1∫
1
r
u(rρ,θ+2pi)
ρ dρ−
θ+2pi∫
0
t∫
0
ur(1, τ)dτdt+ C(θ + 2pi) =
1∫
1
r
u(rρ,θ)
ρ dρ−
θ∫
0
t∫
0
ur(1, τ)dτ +Cθ−
θ+2pi∫
θ
t∫
0
ur(1, θ)dτdt+ 2piC. Since u(r, θ) =
u(r, θ + 2pi) it follows that ur(r0, θ + 2pi) = lim
r→r0
u(r,θ+2pi)−u(r0,θ+2pi)
r−r0
= lim
r→r0
u(r,θ)−u(r0,θ)
r−r0 = ur(r0, θ) ∀ (r0, θ). Thus ur(1, ·) is 2pi-periodic and
so
t+2pi∫
t
ur(1, τ)dτ =
2pi∫
0
ur(1, τ)dτ
Step 1.
= 0. Consequently it follows that the
function t→
t∫
0
ur(1, τ)dτ is 2pi-periodic. This shows in turn that
θ+2pi∫
θ
t∫
0
ur(1, τ)dτdt =
2pi∫
0
t∫
0
ur(1, τ)dτdt = 2piC which concludes this part of
the proof.
Step 3. Show that U satisfies (4) in
(
1
a , a
)× R.
Indeed, using Leibniz-Newton formula
Ur(r, θ) =
u(1,θ)
r +
1∫
1
r
ur(rρ, θ)dρ,
Urr(r, θ) = −u(1,θ)r2 + ur(1,θ)r2 +
1∫
1
r
ρurr(rρ, θ)dρ,
Uθθ(r, θ) = −ur(1, θ) +
1∫
1
r
uθθ(rρ,θ)
ρ dρ,
and thus Urr(r, θ) +
1
rUr(r, θ) +
1
r2
Uθθ(r, θ) =
1∫
1
r
ρ
(
urr(rρ, θ) +
1
rρur(rρ, θ) +
1
r2ρ2
uθθ(rρ, θ)
)
dρ, where the quantity in the
right-hand side is identically 0 since u verifies relation (4).
Step 4. Show that the derivative of U with respect to the first argument exists, is
finite, and equals φ(r, θ), at all points (r, θ) ∈ {r1, r2} × R.
Indeed lim
r↗a
U(r,θ)−U(a,θ)
r−a = φ(a, θ), and likewise lim
r↘ 1
a
U(r,θ)−U( 1a ,θ)
r− 1
a
= φ
(
1
a , θ
)
.
This completes the proof of the first part in the case r2 = a > 1 >
1
a = r1.
For the general case 0 < r1 < r2 define λ =
1√
r1r2
, a =
√
r2
r1
and let
u˜ be the solution of the Dirichlet problem (7) on A 1
a
;a with boundary data
ϕ˜(r, θ) = ϕ( rλ , θ) =
r
λφ
(
r
λ , θ
)
, (r, θ) ∈ { 1a , a} × R. By the previous part the
function U˜(r, θ) =
1∫
1
r
u˜(rρ,θ)
ρ dρ +
θ∫
0
(
C−
t∫
0
u˜r(1, τ)dτ
)
dt is the solution of the
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Neumann problem (8) with boundary data φ˜(r, θ) = ϕ˜(r,θ)r on { 1a , a} × R which
satisfies U˜(1, 0) = 0.
Consequently defining U(R, θ) = U˜ (λR, θ) , (R, θ) ∈ (r1, r2) × R, it follows
that ∂∂RU(R, θ) = λ U˜r(λR, θ) from where
∂U
∂R (r2, θ) = λ U˜r(a, θ) = λ φ˜(a, θ) =
φ(r2, θ) and also
∂U
∂R (r1, θ) = λ U˜r
(
1
a , θ
)
= λ φ˜
(
1
a , θ
)
= φ(r1, θ). In addition
notice that equation (4) is fulfilled for U on (r1, r2)×R, and since U(√r1r2, 0) =
U˜(1, 0) = 0, the proof of the first part is completed.
Using the first part of the Theorem, the proof of the second part is trivial.
If an additional assumption on the smoothness of φ is added, one can strengthen
the result in Theorem 1. To see that this is the case, define a G-strong so-
lution of the Neumann problem (8) to be a function U ∈ C2 ((r1, r2)× R) ∩
C1 (([r1, r2]× R)) satisfying relations (8). In the same way, U will be called a G-
strong solution of the Neumann problem (2) if U ∈ C2(D) ∩ C1(D) and satisfies
(2), D = Ar1;r2 .
Theorem 2. Let 0 < r1 < r2 and assume φ : {r1, r2} × R→ R is 2pi-periodic in
the second variable, satisfies the compatibility condition
2pi∫
0
r1φ (r1, θ) dθ =
2pi∫
0
r2φ (r2, θ) dθ, and in addition φ(r, ·) ∈ C2,α(R) ∀ r ∈ {r1, r1}, for some
0 < α < 1.
If u is the solution of the Dirichlet problem (7) with ϕ(r, θ) = rφ(r, θ) on
{r1, r2} × R, then
U(r, θ) =
1∫
√
r1r2
r
u(rρ, θ)
ρ
dρ+
√
r1r2
θ∫
0
C− t∫
0
ur(
√
r1r2, τ)dτ
 dt, (14)
where
C =
√
r1r2
2pi
2pi∫
0
t∫
0
ur(
√
r1r2, τ)dτdt, (15)
is the G-strong solution of the Neumann problem (8) satisfying U
(√
r1r2, 0
)
= 0.
Conversely, if ϕ : {r1, r2} × R → R is continuous, 2pi-periodic in the second
variable, and satisfies
2pi∫
0
ϕ (r1, θ) dθ =
2pi∫
0
ϕ (r2, θ) dθ, and if U is any (G-strong)
solution of the Neumann problem (8) with φ (r, θ) = ϕ(r,θ)r for (r, θ) ∈ {r1, r2}×R,
then
u (r, θ) = rUr (r, θ) , (r, θ) ∈ [r1, r2]× R,
is the solution of the Dirichlet problem (7).
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Proof. In the light of Theorem 1 it will only have to be shown that Uθ can be
continuously extended to [r1, r2]×R. Also it is sufficient to consider the case r2 =
a = 1r1 > 1. The proof will be based on the well-known Fourier series-solution for
the Dirichlet problem in A 1
a
;a with boundary data ϕ(r, θ) = rΦ(r, θ), r ∈ { 1a , a}.
To this end let u be the solution of the Dirichlet problem (7) with boundary data ϕ.
Since φ(r, ·) ∈ C2,α(R) it follows that ϕ(r, ·) ∈ C2,α(R) as well and we have
ϕ(r1, θ) = a
(1)
0 +
∞∑
k=1
a
(1)
k cos kθ + b
(1)
k sin kθ,
ϕ(r2, θ) = a
(2)
0 +
∞∑
k=1
a
(2)
k cos kθ + b
(2)
k sin kθ,
where max{a(1)k , a(2)k , b(1)k , b(2)k } ≤ Kk2+α for some K > 0, k ∈ N∗. Consequently if
A,B as well as Ck, Dk, Ek, Gk, k ∈ N∗, satisfy the following system of equations
A−B log a = a(1)0 ,
A+ a log a = a
(2)
0 ,
Cka
−k +Dkak = a
(1)
k ,
Cka
k +Dka
−k = a(2)k ,
Eka
−k +Gkak = b
(1)
k ,
Eka
k +Gka
−k = b(2)k ,
it can be easily deduced that |Ckrk +Dkr−k| ≤
(
|a(1)k |+ |a(2)k |
)
≤ 2K
k2+α
,
|Ekrk +Gkr−k| ≤
(
|b(1)k |+ |b(2)k |
)
≤ 2K
k2+α
for any r ∈ [ 1a , a], and also if k is large
enough max{|Ck|rk + |Dk|r−k, |Ek|rk + |Gk|r−k} ≤ 4
[(
r
a
)k
+
(
1
ra
)k]
. Using now
the last inequality it is easy to prove that
u(r, θ) = A+B log r +
∞∑
k=1
[(
Ckr
k +Dkr
−k
)
cos kθ +
(
Ekr
k +Gkr
−k
)
sin kθ
]
,
and the first two inequalities above imply in addition that for any (r, θ) ∈ ( 1a , a)×R
uθ(r, θ) = A+B log r
+
∞∑
k=1
[
−
(
kCkr
k + kDkr
−k
)
sin kθ +
(
kEkr
k + kGkr
−k
)
cos kθ
]
.
Using them again it can be inferred that uθ can be continuously extended to[
1
a , a
]× R. But then it follows that uθ is uniformly bounded on (say)[
1
a , a
] × [−pi, pi], and by periodicity also on [ 1a , a] × R. So it can be argued that
Uθ(r, θ) =
1∫
√
r1r2
r
uθ(rρ,θ)
ρ dρ +
√
r1r2C −
θ∫
0
ur(
√
r1r2, t) dt can be continuously ex-
tended to
[
1
a , a
]× R. This completes the proof.
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Some corollaries and remarks will be provided in what follows.
First notice that for r1 ↘ 0 and r2 = 1, the region Ar1;r2 becomes the punc-
tured unit disk A0;1 = {z ∈ C : 0 < |z| < 1} = U˙. If w : U˙ → R is a harmonic
function having a finite limit at the origin (an isolated boundary point of the
domain), then it is known that w can be extended by continuity at the origin,
and the resulting function is harmonic in U.
If w has a continuous extension to U, with boundary values w (0) ≡ ϕ (0, ·)
(constant function of θ ∈ R) and w (eiθ) = ϕ (1, θ), θ ∈ R, then the condition
2pi∫
0
ϕ (0, θ) dθ =
2pi∫
0
ϕ (1, θ) dθ in Theorem 1 is a necessary condition for the solv-
ability of the Dirichlet problem in U˙ with continuous boundary data ϕ, and it
shows that
w (0) ≡ ϕ (0, ·) = 1
2pi
2pi∫
0
ϕ (0, θ) dθ =
1
2pi
2pi∫
0
ϕ (1, θ) dθ.
Substracting a constant if necessary (i.e. considering w − w (0) instead of
w), without loss of generality it can be assumed that w (0) = 0, or equivalently
0 = 12pi
2pi∫
0
ϕ (1, θ) dθ ≡ ϕ (0, ·).
The above discussion shows that in the case of the punctured disk U˙ = A0;1,
the Dirichlet problem (7) has a unique solution for continuous boundary data ϕ
under the hypothesis 0 = 12pi
2pi∫
0
ϕ (1, θ) dθ ≡ ϕ (0, ·) (which implies w (0) = 0),
which coincides with the solution of the Dirichlet problem in the whole unit disk
U with boundary data ϕ (1, ·) on ∂U, and thus under these hypotheses one can
simply ignore the boundary condition at the origin (isolated boundary point of
U˙).
Similarly, for continuous boundary data φ satisfying 0 = 12pi
2pi∫
0
φ (1, θ) dθ,
φ(0, θ) = 1pi
2pi∫
0
cos (t− θ)φ(1, t) dt, θ ∈ R, the Neumann problem (8) has a unique
solution such that U(0, ·) ≡ 0, which coincides with the solution of the Neumann
problem in the whole unit disk U that vanishes for |z| = 0 and has boundary
data φ (1, ·) on ∂U. Indeed let U0 be the solution of the Neumann problem in
U with boundary data Φ0(z) = φ(1, arg(z)) satisfying U0(0) = 0. By applying
[6, Theorem 1] it follows that U0(z) =
1∫
0
u0(ρz)
ρ dρ, where u0 is the solution of
the Dirichlet problem in U with boundary data ϕ0 = Φ0. But then denoting
Uˆ0(r, θ) = U0
(
reiθ
)
, (r, θ) ∈ [0, 1] × R, it follows by Proposition 1 that Uˆ0 is
2pi-periodic in the second variable, has continuous second order partial deriva-
tives, and satisfies equation (4) in (0, 1)× R, and in addition it has finite partial
derivative with respect to the first variable at any point (1, θ0), θ0 ∈ R. Moreover
Equivalence of Dirichlet and Neumann problems in annuli 11
∂Uˆ0
∂r (0, θ) = limr↘0
Uˆ0(r,θ)−Uˆ0(0,θ)
r = limr↘0
Uˆ0(r,θ)
r = limr↘0
U0(reiθ)
r = limr↘0
1
r
1∫
0
u0(ρreiθ)dρ
ρ =
∂u0
∂x (0) cos θ +
∂u0
∂y (0) sin θ =:
∂u0
∂eiθ
(0) ∀θ ∈ R. Also ∂Uˆ0∂r (1, θ) = ∂U0∂ν
(
eiθ
)
=
Φ0
(
eiθ
)
= φ(1, θ) ∀θ ∈ R. It is not difficult to show, using Poisson’s formula as
well as the Dominant Convergence Theorem, that ∂u0∂x (0) =
1
pi
2pi∫
0
Φ0(e
it) cos t dt =
1
pi
2pi∫
0
φ(1, t) cos t dt and ∂u0∂y (0) =
1
pi
2pi∫
0
Φ0(e
it) sin t dt = 1pi
2pi∫
0
φ(1, t) sin t dt, which
finally gives ∂Uˆ0∂r (0, θ) =
1
pi
2pi∫
0
cos(t− θ)φ(1, t) dt.
To sum up it can be concluded that
∂Uˆ0
∂r
(r, θ) =

1
pi
2pi∫
0
cos(t− θ)φ(1, t) dt, if r = 0,
φ(1, θ), if r = 1.
With this preamble I shall introduce the following two definitions, with the
convention that in both of them D = A0;1.
Definition 1. If ϕ : R→ R is continuous, 2pi-periodic, and satisfies
2pi∫
0
ϕ(θ) dθ =
0, then the Dirichlet problem in polar coordinates for D consists in finding
u = u(r, θ) ∈ C2((0, 1) × R) ∩ C0([0, 1] × R) which is 2pi-periodic in the second
variable and satisfies
urr +
1
rur +
1
r2
uθθ = 0 in (0, 1)× R,
u(1, ·) = ϕ(·),
u(0, ·) = 0.
(16)
Definition 2. If φ : {0; 1} × R→ R is continuous, 2pi-periodic in the second ar-
gument, and satisfies
2pi∫
0
φ(1, θ) dθ = 0 as well as φ(0, θ) = 1pi
2pi∫
0
cos(t−θ)φ(1, t) dt,
then the Neumann problem in polar coordinates for D consists in finding
U ∈ C2((0, 1)×R)∩N((0, 1)×R) which is 2pi-periodic in the second variable, and
satisfies 
Urr +
1
rUr +
1
r2
Uθθ = 0 in (0, 1)× R,
Ur = φ in {0; 1} × R,
U(0, ·) = 0.
(17)
Remark 3. As we have already remarked, Definition 1 is equivalent to the Dirich-
let problem (1) for D = U and boundary data g(z) = ϕ(arg(z)) on ∂U.
Remark 4. Definition 2, instead, comes with a novelty which allows us to for-
mulate this problem, in a consistent way, for the punctured disk as well. This fact
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is in contrast with the (classical) Neumann problem where the (outward) normal
derivative at {0} can not be defined.
In addition it reveals that if Uˆ is the solution of the Neumann problem (17)
on A0;1, then Uˆ is just the representation in polar coordinates of the (classical)
solution U to the Neumann problem (2) on U, with boundary data
f(z) = φ(1, arg(z)) on ∂U and U(0) = 0.
The next corollary shows that Theorem 1 is a generalization of the main result
in [6] (actually its first part is exactly Theorem 1 in [6] when the unit ball has
dimension 2). This will show, in particular, that the theory presented so far is a
more powerful tool in R2 which embeds the main result in [6] as a particular case.
Corollary 1. Assume f : ∂U → R is continuous and satisfies
2pi∫
0
f dθ = 0. If
u is the solution of the Dirichlet problem (1) on U with boundary data g(z) =
f(z) on ∂U, then
U(z) =
1∫
0
u(ρz)
ρ
dρ, z ∈ U (18)
is the solution of the Neumann problem (2), satisfying U(0) = 0.
Conversely if g : ∂U → R is a continuous function satisfying
2pi∫
0
g dθ = 0 and
if U is any solution of the Neumann problem (2) on D = U with boundary data
f = g, then the solution u of the Dirichlet problem (1) on U with boundary data
g is given by
u
(
reiθ
)
= r
[
Ux
(
reiθ
)
cos θ + Uy
(
reiθ
)
sin θ
]
=: r
∂U
∂eiθ
(
reiθ
)
, reiθ ∈ U. (19)
Proof. Define rn = r1(n) =
1
n2
, An = Arn;1, n ∈ N \ {0, 1}. On An let
un(·) be the solution of the Dirichlet problem (1) with boundary data gn = u
on ∂An. By the uniqueness of the solution of the Dirichlet problem it fol-
lows that un = u on An. Consequently define Un
(
reiθ
)
=
1∫
1
nr
un(ρreiθ)
ρ dρ +
1
n
θ∫
0
(
Cn −
t∫
0
∂un
∂eiτ
(
eiτ
n
)
dτ
)
dt, reiθ ∈ An, where Cn = 12pin
2pi∫
0
t∫
0
∂un
∂eiτ
(
eiτ
n
)
dτdt.
Let now K ⊂ A0;1 be any compact set. Hence ∃NK ∈ N \ {0; 1} such that
∀n ≥ NK ⇒ K ⊂ An. So choose any n ≥ NK and any p ∈ N∗ and observe that
|Un+p
(
reiθ
)− Un (reiθ) | ≤ 1rn∫
1
r(n+p)
∣∣∣∣u(ρreiθ)ρ ∣∣∣∣ dρ
+
∣∣∣∣∣ 1n+p θ∫0
(
Cn+p −
t∫
0
∂u
∂eiτ
(
eiτ
n+p
)
dτ
)
dt− 1n
θ∫
0
(
Cn −
t∫
0
∂u
∂eiτ
(
eiτ
n
)
dτ
)
dt
∣∣∣∣∣.
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To evaluate the first term, notice first that since u ∈ C0(U) ∩ C1(U) we have
lim
ρ↘0
u(ρreiθ)
ρ = ux(0)r cos θ + uy(0)r sin θ = r
∂u
∂eiθ
(0) ∀ reiθ ∈ U. Hence ∃M1 > 0
such that
∣∣∣∣u(ρreiθ)ρ ∣∣∣∣ ≤ M1 ∀ ρ ∈ [0, 1], ∀ reiθ ∈ U. On the other hand, since
0 6∈ K it follows that there exists δK > 0 such that d(0,K) = δK .The last two
observations in turn imply that
1
rn∫
1
r(n+p)
∣∣∣∣u(ρreiθ)ρ ∣∣∣∣ dρ ≤ pM1δkn(n+p) , ∀reiθ ∈ K, ∀ n ≥
NK , ∀ p ∈ N∗. Next since u ∈ C1(U) it can be concluded that ∇u is bounded
on, say, |z| ≤ 2/3 which in turn shows that one can choose M2 > 0 for which∣∣∣∇u( eiτn )∣∣∣ ≤ M2, ∀ τ ∈ R. So |Cn| ≤ 12npi 2pi∫
0
t∫
0
M2 dτdt =
piM2
n , ∀n ∈ N \ {0; 1}.
Finally, putting everything together it follows that |Un+p
(
reiθ
) − Un (reiθ) | ≤∣∣∣∣∣ 1n+p θ∫0
(
Cn+p −
t∫
0
∂u
∂eiτ
(
eiτ
n+p
)
dτ
)
dt− 1n
θ∫
0
(
Cn −
t∫
0
∂u
∂eiτ
(
eiτ
n
)
dτ
)
dt
∣∣∣∣∣+
rn∫
1
r(n+p)
∣∣∣∣u(ρreiθ)ρ ∣∣∣∣ dρ ≤ pM1δkn(n+p) +θpiM2 ( 1n2 − 1(n+p)2)+θ2M2n , ∀ reiθ ∈ K,∀n ≥ NK .
Since we can consider without loss of generality that θ ∈ [−pi, pi], it follows
that the sequence of harmonic functions {Un}∞n=2 is uniformly Cauchy on K,
and hence on any compact subset of A0;1. Furthermore it is easy to see that
lim
n→∞Un(z) =
1∫
0
u(ρz)
ρ dρ = U(z) on A0;1. Hence U is harmonic on A0;1. In ad-
dition, using the Dominant Convergence Theorem it follows that lim
z→0
U(z) = 0.
This shows that U can be (uniquely) extended to a harmonic function on the
whole unit disk, which I shall also denote for brevity U . It is not difficult to check
that U can actually be extended by continuity to the whole U.
Finally ∂U∂ν
(
eiθ
)
= lim
↗0
U(eiθ+eiθ)−U(eiθ)
 = lim↗0
1

1+∫
1
u(ρeiθ)
ρ dρ = u
(
eiθ
)
=
g
(
eiθ
)
= f
(
eiθ
)
, ∀ θ ∈ R.
For the second part denote Uˆ(r, θ) = U
(
reiθ
)
, uˆ(r, θ) = u
(
reiθ
)
, reiθ ∈ U,
where one can choose U(0) = 0. Using the first part Uˆ(r, θ) =
1∫
0
uˆ(ρr,θ)
ρ dρ =
r∫
0
uˆ(ρ,θ)
ρ dρ, re
iθ ∈ U. Taking the derivative with respect to the first argument
one obtains Uˆr(r, θ) =
uˆ(r,θ)
r or equivalently uˆ(r, θ) = rUˆr(r, θ), for any r ∈ (0; 1).
Since Uˆr(r, θ) ≡ ∂U∂eiθ
(
reiθ
)
the conclusion follows.
In the particular case when the boundary data is symmetric, the result in
Theorem 1 has the following simplified form.
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Theorem 3. Let 0 < r1 < r2 and assume φ : {r1, r2} × R → R is continuous,
2pi-periodic in the second argument, verifies the Dirichlet conditions as a function
of θ, and satisfies r1φ (r1, θ) = r2φ (r2, θ) for θ ∈ R.
If u is the solution of the Dirichlet problem (7) with boundary data ϕ(r, θ) =
rφ(r, θ) on {r1, r2} × R, then
U(r, θ) =
1∫
√
r1r2
r
u(rρ, θ)
ρ
dρ, (r, θ) ∈ [r1, r2]× R (20)
is the solution of the Neumann problem (8) satisfying U
(√
r1r2, θ
) ≡ 0.
Conversely, if ϕ : {r1, r2} × R → R is continuous, 2pi-periodic in the second
variable, and satisfies ϕ (r1, θ) = ϕ (r2, θ) for θ ∈ R, and if U is the solution of the
Neumann problem (8) with boundary data φ(r, θ) = ϕ(r,θ)r on {r1, r2} × R, then
u (r, θ) = rUr (r, θ) , (r, θ) ∈ [r1, r2]× R,
is the solution of the Dirichlet problem (7).
Proof. It will be shown that under the additional hypothesis r1φ(r1, θ) = r2φ(r2, θ),
θ ∈ R one has u(r, θ) = u ( r1r2r , θ) ∀ (r, θ) ∈ [r1, r2]× R from where it follows by
derivation with respect to the first argument that ur(r, θ) ≡ − r1r2r2 ur
(
r1r2
r , θ
)
and
taking r =
√
r1r2 it follows that ur(
√
r1r2, θ) ≡ −ur(√r1r2, θ) which implies that
ur(
√
r1r2, θ) = 0 ∀ θ ∈ R, and so U will have the desired expression.
Notice that it is enough to prove the result for the special case r2 = a, r1 =
a−1, for the general case follows from this one by scalarization, in the same way
it was done in the proof of Theorem 1. Hence it can be assumed without loss of
generality that r2 = a, r1 = a
−1, a > 1. Writing again the Fourier expansions
for ϕ(r2, ·) ≡ ϕ(r1, ·) it is obtained ϕ(r2, θ) = a0 +
∞∑
k=1
(ak cos kθ + bk sin kθ) =
ϕ(r1, θ) ∀ θ ∈ R. But then the solution of the Dirichlet problem (7) on
(
1
a , a
)×R
with boundary data ϕ is given by
u(r, θ) = A + B log r +
∞∑
k=1
[(
Ckr
k +DKr
−k) cos kθ + (Ekrk +Gkr−k) sin kθ],
where

A−Blog a = a0,
A+Blog a = a0,
Cka
−k +Dkak = ak,
Cka
k +Dka
−k = ak,
Eka
−k +Gkak = bk,
Eka
k +Gka
−k = bk,
∀k ∈ N∗. Consequently it follows that
A = a0, B = 0, Ck = Dk =
ak
ak+a−k , Ek = Gk =
bk
ak+a−k , k ∈ N∗, and hence
u(r, θ) = a0 +
∞∑
k=1
[
rk+r−k
ak+a−k (ak cos kθ + bk sin kθ)
]
, (r, θ) ∈ [ 1a , a]×R, which gives
u(·, θ) ≡ u (1· , θ) and concludes the proof.
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Combining Theorem 1, Theorem 2, and Proposition 1 one obtains
Theorem 4. Let f : ∂Ar1;r2 → R be a continuous function satisfying
∫
∂D
fdσ = 0.
If u is the solution of the Dirichlet problem (1) with boundary data
g(z) =
{
r2f(z) if |z| = r2,
−r1f(z) if |z| = r1,
then the solution U of the Neumann problem (2)
with boundary data f satisfying U(
√
r1r2) = 0 is given by
U
(
reiθ
)
=
1∫
√
r1r2
r
u
(
ρreiθ
)
ρ
dρ+
√
r1r2
θ∫
0
C− t∫
0
∂u
∂eiτ
(
√
r1r2e
iτ )dτ
 dt, eiθ ∈ Ar1;r2
(21)
where
C =
√
r1r2
2pi
2pi∫
0
t∫
0
∂u
∂eiτ
(√
r1r2e
iτ
)
dτdt. (22)
If in addition f ∈ C2,α(∂Ar1;r2), then U given in (21) is a G-strong solution of
the Neumann problem (2).
Conversely if g : ∂D → R is a continuous function satisfying
2pi∫
0
g
(
r2e
iθ
)
dθ =
2pi∫
0
g
(
r1e
iθ
)
dθ, and if U is any (G-strong) solution of the Neu-
mann problem (2) with boundary data f(z) =
{
g(z)
r2
if |z| = r2,
−g(z)r1 if |z| = r1,
then
u
(
reiθ
)
= r
[
Ux
(
reiθ
)
cos θ + Uy
(
reiθ
)
sin θ
]
=: r
∂U
∂eiθ
(
reiθ
)
, reiθ ∈ Ar1;r2
(23)
is the solution of the Dirichlet problem (1) with boundary data g.
Remark 5. The constant C appearing in (22) has a nice interpretation. Indeed
it can be shown that
C =
1
2pi
∫
C√r1r2
v0
(
eiθ
)
dθ, (24)
where v0 is the conjugate harmonic of u satisfying v0(
√
r1r2) = 0.
Using the conformal invariance of harmonic functions and Theorem 4, an im-
portant general result is obtained. Before stating it, some preparations are needed.
First let D ⊂ C be some smooth doubly connected region, whose boundary con-
sists of two bounded Jordan curves which are the images of two regular bijective
parametrizations Γi, i ∈ {1, 2}. It will be assumed that Γ1 corresponds to the
inner contour. Following the approach in [3, Chapter 6] let ω1 be the harmonic
measure of {Γ1} with respect to the region D, and define α1 =
∫
{Γ1}
∂ω1
∂n ds. Con-
sequently define ω = λ1ω1, where λ1 =
2pi
α1
, p = ∂ω∂ξ − i∂ω∂η , q =
∫
w0
p and finally
G = eq,
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where w0 is an arbitrary fixed point in D.
Lemma 1. Assume ∂D ∈ C2;α. Then G defined above has the following proper-
ties:
i. G is well defined on D;
ii. G(D) = A1;eλ1 and the mapping is one-to-one. In addition G({Γ2}) = C1
and G({Γ1}) = Ceλ1 , respectively;
iii. G is a conformal representation of D on A1;eλ1 ;
iv. If F = G−1 then the limit lim
z→z∗, z∈A
1;eλ1
F (z∗)−F (z)
z∗−z
not.
=: F ′(z∗) exists at all
points z∗ ∈ A1;eλ1 , and it can be continuously extended to A1;eλ1 .
v. The limit lim
z→z∗, z∈A
1;eλ1
F ′(z∗)−F ′(z)
z∗−z
not.
=: F ′′(z∗) exists at all points
z∗ ∈ A1;eλ1 , and it can be continuously extended to A1;eλ1 .
Proof. For the proof of i.− iii. see [3, Chapter 6, Theorem 10]. For point iv. no-
tice first that the assumption ∂D ∈ C2;α implies (using Kellogg’s Theorem) that
∇ω can be continuously extended to D. Consequently G extends continuously to
D. Using this aspect and the conformity of F in A1;eλ1 it is easy to show that
F can be extended continuously to A1;eλ1 . The next step is to evaluate the limit
lim
w→w∗
G(w∗)−G(w)
w∗−w when w
∗ ∈ ∂D and w ∈ D. To this end it is helpful to notice
that one may assume without loss of generality that the points w0, w, w
∗ always
belong to the same rectifiable curve. With this observation in mind it is easy to
show that lim
w→w∗
G(w∗)−G(w)
w∗−w = p(w
∗)G(w∗), w∗ ∈ D. Hence one can extend the
derivative of G by continuity to D by setting G′(w) := p(w)G(w) if w ∈ ∂D. Fi-
nally compute lim
z→z∗
F (z∗)−F (z)
z∗−z = lim
w→F (z∗)
1
G(F (z∗))−G(w)
F (z∗)−w
=: 1G′(F (z∗)) , z
∗ ∈ ∂A1;eλ1 .
In order to conclude, it only remains to prove that G′|∂D does not vanish at any
point. So assume there exists w∗ ∈ ∂D such that G′(w∗) = 0, and one may
assume without loss of generality that this point belongs to the exterior contour
(for the case when w∗ belongs to the inner contour, the reasoning is the same). If
Γ2(t
∗) = w∗ for some t∗ ∈ R then, on one hand, { ddt [G(Γ2(t))]}|t=t∗ = 0. On the
other hand, since G is a one-to-one map of ∂D on ∂A1;eλ1 it turns out (eventually
using a continuity argument) that arg(G(Γ2(t))) is a strictly monotonic function,
which in turn implies that ddt [arg(G(Γ2(t)))] has constant sign (and is thus non-
vanishing at any point). But then
{ ddt [G(Γ2(t))]}t=t∗ = iG(Γ2(t∗)){ ddt [arg(G(Γ2(t)))]}t=t∗ 6= 0 which is a contradic-
tion.
For the last point fix any arbitrary z∗ ∈ ∂A1;eλ1 and denoting w = F (z), w∗ =
F (z∗) compute lim
z→z∗, z∈Ar1;r2
F ′(z)−F ′(z∗)
z−z∗ =
1
G′(w∗) lim
w→w∗, w∈D
[
1
G′(w)
G′(w∗)−G′(w)
G(w)−G(w∗)
]
=
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− 1G′(w∗) lim
w→w∗, w∈D
[
1
G′(w)
G′(w∗)−G′(w)
w∗−w
1
G(w)−G(w∗)
w−w∗
]
. But lim
w→w∗, w∈D
G′(w∗)−G′(w)
w∗−w =
lim
w→w∗, w∈D
[
p(w∗)G(w
∗)−G(w)
w∗−w +G(w)
p(w∗)−p(w)
w∗−w
]
. Let Bw∗ be a simply-connected,
relatively open (with respect to D) neighborhood of w∗, and let w∗0 be any
point in Bw∗ which will be chosen later on. It is easy to see that the function
w∫
w∗0
p′(λ)dλ+ p(w∗0) is well-defined and coincides with p, on Bw∗ \ ∂D. In addition,
since p′ extends continuously to ∂D (use the Cauchy-Riemann equations as well
as Kellogg’s Theorem for ω1), it follows that
w∫
w∗0
p′(λ)dλ + p(w∗0) can actually be
extended by continuity to Bw∗ (this argument was actually used in point iv. when
F ′ was continuously extended to D). Assume for simplicity that the line segments
with edges (w∗0, w), (w∗0, w∗) are in Bw∗ (otherwise one may consider several line
segments with intermediate points w∗0, w∗1, ..w∗k) and suppose that w
∗
0 was chosen
so that in addition the ratio ‖w∗0−ww∗−w‖ stays bounded as w → w∗. Consequently
lim
w→w∗, w∈D
p(w∗)−p(w)
w∗−w = lim
w→w∗, w∈D
(p(w∗)−p(w∗0))+(p(w∗0)−p(w))
w∗−w =
lim
w→w∗, w∈D
[
p(w∗)−p(w∗0)
w∗−w∗0 +
(
p(w∗0)−p(w)
w∗0−w −
p(w∗)−p(w∗0)
w∗−w∗0
)
w∗0−w
w∗−w
]
, where in the last ex-
pression, using the integral representation for p as well as the Dominant Conver-
gence Theorem, the first term converges to ∂
2ω
∂ξ2
(w∗) − i ∂2ω∂ξ∂η (w∗) and the second
term converges to 0. In conclusion lim
w→w∗, w∈D
p(w∗)−p(w)
w∗−w =
∂2ω
∂ξ2
(w∗)−i ∂2ω∂ξ∂η (w∗)
not.
=:
p′(w∗). Returning we can finally compute the desired limit as
lim
z→z∗, z∈A
1;eλ1
F ′(z)−F ′(z∗)
z−z∗ = − 1G′(w∗) lim
w→w∗, w∈D
[
1
G′(w)
G′(w∗)−G′(w)
w∗−w
1
G(w)−G(w∗)
w−w∗
]
=
−z∗ [p2(F (z∗)) + p′(F (z∗))] (F ′(z∗))3 not.=: F ′′(z∗). This expression obviously holds
for all the points z∗ ∈ A1;eλ1 as well, and it is thus seen that F ′′ can be continu-
ously extended to A1;eλ1 . This ends the proof.
Theorem 5. Let ∂D ∈ C2,α, 0 < α < 1, and in addition suppose that Φ ∈
C2,α(∂D) satisfies the compatibility condition
∫
∂D
Φ dσ = 0. If U is any solution
of the Neumann problem (2) with boundary data Φ then ∇U can be continuously
extended to D.
Proof. Set r1 = 1, r2 = e
λ1 and let F : Ar1,r2 → D be the conformal map
given in Lemma 1. Without loss of generality assume U(F (
√
r1r2)) = 0. Define
ej : [0, 1] → Crj , ej(t) = rje2piit, j ∈ {1; 2}, and also f : ∂Ar1;r2 → R, f :=
(Φ ◦ F ) |F ′|. Since 0 6∈ Ar1;r2 it follows that f ∈ C2(∂Ar1;r2) and consequently
we can compute d
2
dt2
[f(ej(t))] =
d2
dt2
[Φ(F (ej(t)))] · |F ′(ej(t))| + 2 ddt [Φ(F (ej(t)))] ·
d
dt [|F ′(ej(t))|] + Φ(F (ej(t))) · d
2
dt2
[|F ′(ej(t))|] which is obviously α-Holder contin-
uous. In conclusion f ∈ C2,α(∂Ar1;r2). Consequently let V be the solution of the
Neumann problem (2) on Ar1;r2 with boundary data f , satisfying V (
√
r1r2) = 0
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(using direct computations together with the assumption
∫
∂D
Φ dσ = 0 it is not dif-
ficult to show that f satisfies the compatibility condition
∫
∂Ar1;r2
f ds = 0). Then
according to Theorem 4 it follows that V is a G-strong solution of the Neumann
problem (2). Consequently ∇V can be continuously extended to Ar1;r2 (and, as
before, its continuous extension will be denoted ∇V as well). Now set W := V ◦G
which shows that W is harmonic in D and furthermore W (F (
√
r1r2)) = 0. Also
taking the partial derivatives of W with respect to ξ and η it follows that for any
w ∈ D
∂W
∂ξ
(w) = <
(
∇V (G(w))
F ′(G(w))
)
,
∂W
∂η
(w) = −=
(
∇V (G(w))
F ′(G(w))
)
.
Hence ∇W = ∇V ◦G
F ′◦G on D which proves, together with point iv of Lemma 1, that
∇W extends continuously to D. Consequently it follows by Lagrange’s Theo-
rem that ∂W∂ν (w) = 〈∇W (w); ν(w)〉, w ∈ ∂D, where ν is the (outward) normal
derivative at ∂D and it is given by
ν(F (z)) =
{
zF ′(z)
r2|F ′(z)| if |G(w)| = r2,
− zF ′(z)r1|F ′(z)| if |G(w)| = r1.
Returning ∂W∂ν (w) = 〈∇W (w); ν(w)〉 = f◦G|F ′(G(w))| = Φ, ∀ w ∈ ∂D. To sum up
W is harmonic in D, has boundary data Φ, and satisfies W (F (
√
r1r2)) = 0. So
W − U = constant. Since ∇W can be continuously extended to D, the same is
obviously true for U . This completes the proof.
Remark 6. The above result guarantees the continuous extension of the gradient
of a solution U of the Neumann problem 2 under the additional assumption that
∂D ∈ C2,α, Φ ∈ C2,α(∂D). Using the ideas in the proof of Theorem 2, as well
as Lemma 1, one can deduce that the second-order partial derivatives of U can
also be extended by continuity to D. Furthermore, a similar reasoning shows that
when the assumption is strengthened to ∂D ∈ Cm,α, Φ ∈ Cn,α(∂D), m ≥ n, the
nth-order partial derivatives of U can be continuously extended to D.
Theorem 6. Set r1 = 1, r2 = e
λ1 and assume Φ ∈ C0(∂D) satisfies the com-
patibility condition
∫
∂D
Φ dσ = 0. If F : Ar1,r2 → D is the conformal map given
in Lemma 1, and if the Neumann problem (2) with boundary data f = Φ has a
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G-strong solution U , satisfying U(F−1(
√
r1r2)) = 0, then U is given by
U(w) =
1∫
√
r1r2
|F−1(w)|
u(F (ρF−1(w)))
ρ
dρ (25)
+
√
r1r2
arg(F−1(w))∫
0
C˜−<
 t∫
0
∇ u(F (√r1r2eiτ ))eiτF ′(√r1r2eiτ )dτ
 dt,
where
C˜ =
√
r1r2
2pi
2pi∫
0
<
 t∫
0
∇u(F (√r1r2eiτ ))eiτF ′(√r1r2eiτ )dτ
 dt,
and where u is the solution of the Dirichlet problem (1) with boundary data
ϕ(w) =
{
r2Φ(w)|F ′(F−1(w))|, if |F−1(w)| = r2,
−r1Φ(w)|F ′(F−1(w))|, if |F−1(w)| = r1.
Conversely if ∂D ∈ C2,α and ϕ ∈ C2,α(∂D) satisfies
2pi∫
0
ϕ(F (r2e
iθ)) dθ =
2pi∫
0
ϕ(F (r1e
iθ)) dθ, and if U is any G-strong solution of the Neumann problem (2)
with boundary data Φ(w) =
{
ϕ(w)
r2|F ′(F−1(w))| if |F−1(w)| = r2,
− ϕ
r1|F ′(F−1(w))| if |F−1(w)| = r1,
then
u (w) =
〈∇U(w);∇ω1(w)〉
λ1‖∇ω1(w)‖2 , w ∈ D (26)
is the solution of the Dirichlet problem (1) with boundary data g = ϕ.
Proof. For brevity the following notations will be adopted V = U ◦ F , z =
x + iy, z ∈ Ar1,r2 , w = ξ + iη, w ∈ D, ν : ∂D → R is the outward normal
derivative at D, and finally n : ∂Ar1,r2 → R is the outward normal derivative at
Ar1,r2 .
We have Φ(w) = 〈∇U(w), ν(w)〉 on ∂D and notice that
ν(w) = ν(F (z)) =
{
zF ′(z)
r2|F ′(z)| , if |z| = r2,
− zF ′(z)r1|F ′(z)| , if |z| = r1.
Hence
Φ(w) = <
(
∇U(w)ν(w)
)
, ∀w ∈ ∂D.
Also ∇V (z) = ∂∂x(U(F (z))) + i ∂∂y (U(F (z))) and letting w = F (z) compute suc-
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cessively
∂
∂x
(U(F (z))) =
∂U
∂ξ
(w)
∂ξ
∂x
(z) +
∂U
∂η
(w)
∂η
∂x
(z)
= 〈∇U(w), F ′(z)〉 = <
(
∇U(w)F ′(z)
)
,
∂
∂y
(U(F (z))) =
∂U
∂ξ
(w)
∂ξ
∂y
(z) +
∂U
∂η
(w)
∂η
∂y
(z)
C-R equations
= −∂U
∂ξ
(w)
∂η
∂x
(z) +
∂U
∂η
(w)
∂ξ
∂x
(z) = −=
(
∇U(w)F ′(z)
)
.
In conclusion ∇V (z) = <
(
∇U(w)F ′(z)
)
− i =
(
∇U(w)F ′(z)
)
, z ∈ Ar1;r2 , from
where it follows by a continuity argument that
∇V (z) = ∇U(w)F ′(z), w = F (z), z ∈ A1;eλ1 .
But then ∂V∂n (z)
|z|=r2
= 〈∇V (z), zr2 〉 = <
(
∇V (z) zr2
)
w=F (z)
= <
(
∇U(w)F ′(z) zr2
)
=
|F ′(z)|<
(
∇U(w)ν(w)
)
= |F ′(z)|Φ(w), and similarly ∂V∂n (z)
|z|=r1
= 〈∇V (z),− zr1 〉 =
<
(
∇V (z)−zr1
)
w=F (z)
= <
(
∇U(w)F ′(z)−zr1
)
= |F ′(z)|<
(
∇U(w)ν(w)
)
= |F ′(z)|Φ(w). To sum up
∂V
∂n
(z) = Φ(F (z))|F ′(z)|, ∀z ∈ ∂Ar1,r2 . (27)
But then defining ΦV : ∂Ar1,r2 → R, ΦV = ∂V∂n , since V is harmonic in Ar1;r2 and
∇V can be extended by continuity to Ar1,r2 , it follows that V is a G-strong solution
of the Neumann problem (2) on Ar1;r2 with boundary data ΦV (it can be checked
by direct computations, using relation (27), that indeed
∫
∂Ar1;r2
ΦV dσ = 0). In
addition V (
√
r1r2) = U(F (
√
r1r2)) = 0. So applying Theorem 4 for ΦV
V (z) =
1∫
√
r1r2
|z|
v(ρz)
ρ
dρ + (28)
√
r1r2
arg(z)∫
0
C− t∫
0
vx(
√
r1r2e
iτ ) cos τ + vy(
√
r1r2e
iτ ) sin τdτ
 dt,
where C =
√
r1r2
2pi
2pi∫
0
t∫
0
vx
(√
r1r2e
iτ
)
cos τ + vy
(√
r1r2e
iτ
)
sin τ dτdt, and where v is
the solution of the Dirichlet problem (1) on Ar1,r2 with boundary data
ϕV (z) =
{
r2ΦV (z) if |z| = r2,
−r1ΦV (z) if |z| = r1.
Consequently, if u = v◦G then u is harmonic in
D, extends continuously to D, and has continuous boundary data ϕV ◦G, which
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coincides with ϕ given in the statement of the Theorem. In addition denoting
{Γ} = {F (C√r1r2)} one obtains the following relations
∂v
∂x
(G(w)) = 〈∇u(w), F ′(G(w))〉 = <
(
∇u(w)F ′(G(w))
)
,
∂v
∂y
(G(w)) = 〈∇u(w),−∂η
∂x
(z) + i
∂ξ
∂x
(z)〉 = −=
(
∇u(w)F ′(G(w))
)
, ∀w ∈ {Γ}.
To this end it follows that vx(
√
r1r2e
iτ ) cos τ + vy(
√
r1r2e
iτ ) sin τ
z=
√
r1r2eiτ
=
〈∇v(z), z√r1r2 〉 = 1√r1r2<
(
∇v(z)z
)
= <
(
∇u(w)F ′(G(w))eiτ
)
τ ∈ R, where
w = F
(√
r1r2e
iτ
)
. Combining this with the expression of V given in (28) it
follows that U = V ◦G has the desired expression (25).
For the second part observe first that the assumption
2pi∫
0
ϕ(F (r2e
iθ)) dθ =
2pi∫
0
ϕ(F (r1e
iθ)) dθ implies
∫
∂D
Φ dσ = 0. Also since ϕ ∈ C2,α(∂D) it follows that
Φ ∈ C2,α(∂D) and hence, according to Theorem 5, any solution U of the Neumann
problem 2 with boundary data Φ is G-strong. Next since G(w) = z = reiθ, using
the first part of the theorem one obtains
∂
∂r
[
U
(
F
(
reiθ
))]
=
u
(
F
(
reiθ
))
r
.
Consequently compute ∂∂r
[
U
(
F
(
reiθ
))]
= Uξ(w)
∂
∂r
[
ξ
(
reiθ
)]
+Uη(w)
∂
∂r
[
η
(
reiθ
)]
.
Also ∂∂r
[
ξ
(
reiθ
)]
= 1r<
(
1
p
)
= 1r
ωξ(w)
ω2ξ(w)+ω
2
η(w)
, and similarly ∂∂r
[
η
(
reiθ
)]
= 1r=
(
1
p
)
=
1
r
ωη(w)
ω2ξ(w)+ω
2
η(w)
. To sum up
u(w)
r =
∂
∂r
[
U
(
F
(
reiθ
))]
= Uξ(w)
1
r
ωξ(w)
ω2ξ(w)+ω
2
η(w)
+ Uη(w)
1
r
ωη(w)
ω2ξ(w)+ω
2
η(w)
, which con-
cludes the whole proof.
3.2 Elliptical regions
Let J : C∗ → C, J(w) := 12
(
w + 1w
)
be the Joukowsky transform, and define
J+ = J|Uc\{eiθ :θ∈(−pi,0)} , T+ = J
−1
+ , J− = J|U˙∪{eiθ :θ∈[−pi,0]} , T− = J
−1
− . Throughout
this section, the argument of a complex number will be defined as taking values
in (−pi, pi] and if z is any complex number then its square root will be defined as
√
z =
{
|z|eiarg(z)2 if z 6= 0,
0 if z = 0.
Remark 7. It is not difficult to notice that the set H as defined in Sec. 2.1
is actually the set of all hyperbolas orthogonal to the family of confocal ellipses
having foci {(−1, 0), (1, 0)}. This aspect will play an essential role in the proof of
Theorem 7.
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Lemma 2. T+ has the followin properties
1. it is well defined on the whole C;
2. it is analytic in C \ [−1, 1] with nonzero derivative;
3. for any point ξ ∈ [−1, 1] and any sequence {zn}∞n=1 satisfying
i. there exist Hθ ∈ H for which zn ∈ Hθ ∩ {=(z) > 0} ∀ n ∈ N∗,
ii. zn → ξ,
one has lim
n→∞T+(zn) = T+(ξ);
4. T+(z) = z +
√
z2 − 1, z ∈ C.
Proof. 1. It is not difficult to see that J+
(
Uc \ {eiθ : θ ∈ (−pi, 0)}) = C and
that J+ is invertible there (see for instance [3, Chapter 4.2]). This property
was actually used in the definition of T+.
2. Indeed choose any point z ∈ C \ [−1, 1] and let w = T+(z). Since
T+ (C \ [−1, 1]) = {ζ ∈ C : |ζ| > 1} is an open set and J ′+(w) = J ′(w) 6= 0
it follows that there is an open neighborhood Uw of w in {ζ ∈ C : |ζ| > 1}
such that J ′+(u) 6= 0 ∀u ∈ Uw. Define Vz = J+(Uw). Then Vz is an open
subset of C and we have T ′+(l) = 1J ′+(T+(l)) ∈ C
∗ ∀ l ∈ Vz.
3. As zn ∈ Hθ ∩ {=(z) > 0} it follows that
zn =
1
2
(
ρn +
1
ρn
)
cos θ + i2
(
ρn − 1ρn
)
sin θ for some ρn > 1 and some
θ ∈ [0, pi]. On the other hand since zn → ξ ∈ [−1, 1] it follows that ρn → 1
and thus ξ = cos θ. One can also deduce that T+(zn) = ρne
iθ and thus
lim
n→∞T+(zn) = e
iθ. But J+
(
eiθ
)
= 12
(
eiθ + e−iθ
)
= cos θ = ξ and so
T+(zn)→ eiθ = T+(ξ).
4. See [3, Chapter 3].
When D = Eρ, ρ > 1, a G-strong solution of the Neumann problem (2) is
defined to be a function U ∈ C2 ∩ C1(D) satisfyting relations (2).
Remark 8. When an additional assumption on the smoothness of f is added, it
can be proved that the Neumann problem (2) on D = Eρ, ρ > 1, actually has a G-
strong solution, which is obviously unique up to an additive constant. Indeed if Φ ∈
C2,α(∂U) satisfies the compatibility condition
∫
∂U
Φdσ = 0, then using Corollary 1
and Kellogg’s Theorem it can be easily deduced that the Neumann problem (2) on
D = U with boundary data Φ has a G-strong solution. Combining this with [5,
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Theorem 3.6.] it follows that the Neumann problem (2) on D = Eρ, ρ > 1, with
boundary data f has a G-strong solution provided it is assumed in addition that
f belongs to C2,α(∂Eρ). Similarly as specified for the case of doubly-connected
regions, when the assumption is strengthened to f ∈ Cn,α(∂Eρ) the nth-order
partial derivatives of U can be continuously extended to D. Furthermore is is easy
to show that they are actually α-Holder continuous by first showing this result on
U using Kellogg’s Theorem as well as Corollary 1, and then the corresponding
Riemann (conformal) map to transfer the property on Eρ.
Theorem 7. Assume that the Neumann problem (2) on Eρ, ρ > 1, with boundary
data f has a G-strong solution U satisfying U(1) = 0. Then, letting R(z)eiΘ(z) :=
T+(z), Θ(z) ∈ (−pi, pi], one has
U(z) =
1∫
1
R(z)
u(tT+(z))
t
dt−Θ(z)
1∫
0
tΘ(z)∫
0
∂u
∂eiτ
(
eiτ
)
dτdt, z ∈ Eρ, (29)
where u is the solution of the Dirichlet problem on {1ρ < |w| < ρ} with boundary
data
ϕ− : =
f ◦ J
ρ|T ′− ◦ J |
on C 1
ρ
,
ϕ+ : = ρ
f ◦ J
|T ′+ ◦ J |
on Cρ.
Remark 9. The proof of Theorem 7 provides, in addition, a nice interpretation
of the second term in the right-hand side of the equality (29). Indeed
Θ(z)
1∫
0
tΘ(z)∫
0
∂u
∂eiτ
(
eiτ
)
dτdt = −U(z∗0(z)), z ∈ Eρ \ [−1, 1], (30)
where z∗0(z) is the intersection of the (unique) hyperbola Hθ containing z with the
line segment [−1, 1].
Proof. Let U : Eρ → R be as in the statement of the theorem. Define
V = U ◦ J|A 1
ρ ;ρ
and notice that V thus obtained is harmonic on A 1
ρ
;ρ and also
∂V
∂ν (w) = Vξ(w)
<(w)
ρ + Vη(w)
=(w)
ρ , ∀ w ∈ Cρ, where w =: ξ + iη and z =: x + iy.
Defining
ω(w) = Vξ(w)− iVη(w) = ∇V (w), {1
ρ
< |w| < ρ},
one obtains alternatively:
∂V
∂ν
(w) = <
(
ω(w)
w
ρ
)
, ∀ w ∈ Cρ.
24 Claudiu Dinicu
Using the Cauchy-Riemann equations together with the harmonicity of V it fol-
lows that ω is analytic on {1ρ < |w| < ρ}. Furthermore ∂V∂ν (w) = <
(
ω(w)w
ρ
)
, w ∈
Cρ. On the other hand let G be an analytic function such that U = <(G) on
Eρ (which is always possible since U is harmonic and Eρ is a simply connected
region). But then setting F = G ◦ J|A 1
ρ ;ρ
one obtains V = <(F ). Consequently it
follows that F ′ = ω on {1ρ < |w| < ρ}, which gives F (w) = F (w0) +
w∫
w0
ω(o) do, or
equivalently
G(J(w)) = G(J(w0)) +
w∫
w0
ω(o) do, (31)
where w0 = w0(w) is to be specified later on.
Notice now that any o ∈ {1 < |w| < ρ} is of the form T+(λ) for some λ ∈
Eρ \ [−1, 1], and hence according to Lemma 2, point (2) o′(λ) = T ′+(λ) = 2o
2(λ)
o2(λ)−1
and consequently
G(z) = G(z0) +
z∫
z0
ω(T+(λ))T
′
+(λ)dλ = G(z0) + 2
z∫
z0
ω(T+(λ))
T 2+(λ)
T 2+(λ)− 1
dλ,
where z0 := J(w0).
I shall divide the rest of the proof into several steps.
Step 1. Denote w = T+(z) for any w ∈ A1;ρ and consequently define the following
curve
γw (t) :=

wt, t ∈
[
1+
|w| , 1
]
;
(1 + ) exp
(
i arg(w) t−1+
|w| −
)
, t ∈
[
, 1+|w|
)
;
1 + t, t ∈ [ 2 , )
from where it follows that
γ˙w (t) =

w, t ∈
(
1+
|w| , 1
)
;
iarg(w)1+
|w| −
(1 + ) exp
(
i arg(w) t−1+
|w| −
)
, t ∈
(
, 1+|w|
)
;
1, t ∈ ( 2 , )
for any
w ∈ {1 < |w| ≤ ρ} and any  > 0 small enough.
Now define λz (t) = J+(γ
w
 (t)) which gives
λ˙
z
 (t) =
γw (t)
T ′+(λ
z
 (t))
.
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Also lim
→0
G
(
J+
(
1 + 2
))
= lim
→0
G
(
J
(
1 + 2
))
= G(0). To this end setting
z0 = z0() := J+
(
1 + 2
)
in (31), one obtains
G(z) = G
(
J+
(
1 +

2
))
+
1∫
1+
|w|
twω(tw)
t
dt+
∫

2
ω(1 + t) dt
+ i
arg(w)
1+
|w| − 
1+
|w|∫

ω(γw (t))γ
w
 (t) dt,  > 0.
Setting  → 0 it follows by the use of Dominant Convergence Theorem
that G(z) = G(1) +
1∫
1
R(z)
tT+(z)ω(tT+(z))
t dt+ iR(z)Θ(z)
1
R(z)∫
0
ω (γw(t)) γw(t) dt,
where γw = lim
→0
γw . Taking the real part in the equation above, it follows
that
U(z) =
1∫
1
R(z)
< [tT+(z)ω (tT+(z))]
t
dt−R(z)Θ(z)
1
R(z)∫
0
= [ω (γw(t)) γw(t)] dt,
(32)
where the normalization U(1) = 0 was used.
Step 2. Link the first integral term in (32) to the solution of some Dirichlet problem
on A 1
ρ
;ρ.
To do so I shall first evaluate the corresponding boundary values on Cρ using
the function T+ and some family of curves Γ
w
+,, and second the correspond-
ing boundary values on C 1
ρ
using the function T− and some family of curves
Γw−,, respectively.
Define Γw+, :
[
1
|w| + , 1
]
→ {1 < |w| ≤ ρ}, Γw+,(t) = tw for any w ∈ {1 <
|w| ≤ ρ} and any  > 0 small enough. Thus Γ˙w+,(t) = w and defining
Λz+,(t) = J+(Γ
w
+,(t)) it follows that the image of Λ
z
+, is a branch of some
hyperbola in H orthogonal to ∂Eρ which approaches some z
∗
0 = z
∗
0(z) ∈
[−1, 1] as → 0. Also notice that Λ˙z+,(t) = J ′+(Γw+,(t))w, and hence
d
dt
(
Λz+,(t)
)
=
T+(z)
T ′+(Λz+,(t))
.
Proceeding further observe that
ω
(
Λz+,(t)
)
T ′+(Λ
z
+,(t))Λ˙
z
+,(t) = ω
(
T+(Λ
t
+,(t))
)
w = ω (tw)w, (33)
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and also
ω
(
Λz+,(t)
)
T ′+(Λ
z
+,(t))Λ˙
z
+,(t) = ∇U(Λz+,(t))Λ˙z+,(t), (34)
both (33) and (34) being true for any  > 0, w ∈ {1 < |w| < ρ}, t ∈[
1
|w| + , 1
]
, where in the derivation of (34) the following important obser-
vation was made
∇U(z) = ω (T+(z)) · T ′+(z), ∀ z ∈ Eρ \ [−1, 1]. (35)
Combining now (33) and (34) it follows that
< [ω (tw)w] = 〈∇U(Λz+,(t)); Λ˙z+,(t)〉,
 > 0, w ∈ {1 < |w| ≤ ρ}, t ∈
[
1
|w| + , 1
]
and choosing any z∗ ∈ ∂Eρ
< [ω (T+(z∗))T+(z∗)] = 〈∇U(z∗); Λ˙z∗+ (1)〉, (36)
where Λ˙z
∗
+ (1) is thus the outward normal derivative in z
∗ at ∂Eρ. Conse-
quently compute |Λ˙z∗+ (1)| = |T+(z
∗)|
|T ′+(z∗)| =
ρ
|T ′+(z∗)| which shows, using relation
(36), that
< [ω (T+(z∗))T+(z∗)] = 〈∇U(z∗); Λ˙
z∗
+ (1)
|Λ˙z∗+ (1)|
〉|Λ˙z∗+ (1)| = f(z∗)
ρ
|T ′+(z∗)|
,
or equivalently
< [ω (w∗+)w∗+] = ρf(J+(w∗+))|T ′+(J+(w∗+))| = ρf(J+(w∗+))|J ′+(w∗+)|, w∗+ ∈ Cρ, (37)
where w∗+ := T+(z∗).
On the other hand notice that U(z) = V (T−(z)) ∀z ∈ Eρ which gives
(exactly as it was done for the previous case)
∇U(z) = ω (T−(z))T ′−(z), ∀z ∈ Eρ \ [−1, 1].
In the same way define Γw−, :
[
1, 1|w|+
]
→ {1ρ ≤ |w| < 1}, Γw−,(t) = tw for
any w ∈ {1ρ ≤ |w| < 1} and any  > 0 small enough. Thus Γ˙w−,(t) = w and
by defining Λz−,(t) := J−(Γw−,(t)) it follows that the image of Λz−, is also a
branch of some hyperbola in H orthogonal to ∂Eρ which approaches some
z∗0 = z∗0(z) ∈ [−1, 1] as → 0. Also notice that Λ˙z−,(t) = J ′−(Γw−,(t))w and
hence
d
dt
(
Λz−,(t)
)
=
T−(z)
T ′−(Λz−,(t))
.
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But then one obtains, similarly as for (33) and (34)
ω
(
T ′−(Λ
z
−,(t))
)
T ′−(Λ
z
−,(t))Λ˙
z
−,(t) = ω
(
T−(Λz−,(t))
)
w = ω (tw)w, (38)
and also
ω
(
T ′−(Λ
z
−,(t))
)
T ′−(Λ
z
−,(t))Λ˙
z
−,(t) = ∇U(Λ−,(t))Λ˙z−,(t), (39)
both (38) and (39) being true for any  > 0, w ∈ {1ρ ≤ |w| < 1} and any
t ∈
[
1
|w|+ , 1
]
, respectively. Combining (38) and (39) it follows that
< [ω (tw)w] = 〈∇U(Λz−,(t)); Λ˙z−,(t)〉,
 > 0, w ∈ {1ρ ≤ |w| < 1}, t ∈
[
1
|w|+ , 1
]
and choosing any z∗ ∈ ∂Eρ
< [ω (T−(z∗))T−(z∗)] = 〈∇U(z∗); Λ˙z∗− (1)〉, (40)
where Λ˙z
∗
− (1) is thus the outward normal derivative in z∗ at ∂Eρ. Conse-
quently compute |Λ˙z∗− (1)| = |T−(z
∗)|
|T ′−(z∗)| =
1
ρ|T ′−(z∗)| which shows, using relation
(40), that
< [ω (T−(z∗))T−(z∗)] = 〈∇U(z∗); Λ˙
z∗− (1)
|Λ˙z∗− (1)|
〉|Λ˙z∗− (1)| =
f(z∗)
ρ|T ′−(z∗)|
, z∗ ∈ ∂Eρ,
or equivalently
< [ω (w∗−)w∗−)] = f (J−(w∗−))ρ|T ′−(J−(w∗−))| = f(J−(w
∗−))|J ′−(w∗−)|
ρ
, w∗− ∈ C 1
ρ
, (41)
where w∗− := T−(z∗).
Finally, using equation (32), equations (37) and (41) together with the
analyticity of wω(w) on A 1
ρ
;ρ, the continuity (and hence boundedness) of
u(w) := < [wω(w)] on A 1
ρ
;ρ, and the uniqueness of the solution to the Dirich-
let problem, it follows that u is the solution of the Dirichlet problem on A 1
ρ
;ρ
with boundary data ϕ− ◦ J on C 1
ρ
and ϕ+ ◦ J on Cρ, respectively.
To sum up it has been shown so far that
U(z) =
1∫
1
R(z)
u(tT+(z))
t
dt−R(z)Θ(z)
1
R(z)∫
0
= [ω (γw(t)) γw(t)] dt, (42)
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where u is the solution of the Dirichlet problem on {1ρ < |w| < ρ} with
boundary values
ϕ− : =
f ◦ J
ρ|T ′− ◦ J |
on C 1
ρ
,
ϕ+ : = ρ
f ◦ J
|T ′+ ◦ J |
on Cρ.
Step 3. Link the second integral in (42) to u.
To do so notice that since wω(w) is an analytic function on A 1
ρ
;ρ which ex-
tends continuously to A 1
ρ
;ρ it follows that = [wω(w)] is an harmonic function
on A 1
ρ
;ρ which extends continuously to A 1
ρ
;ρ. Letting wω(w) =: u(w)+iv(w)
it follows that v is an harmonic function on A 1
ρ
;ρ which extends continuously
to A 1
ρ
;ρ and the idea is to determine v from u.
Using (35)
ω (T+(z)) =
∇U(z)
T ′+(z)
, z ∈ Eρ \ [−1, 1].
Define the sequence zn = 1 +
1
n for any n large enough so that zn ∈ Eρ.
Then T+(zn) ∈ A1;ρ ∩ R+ and by point (3.) of Lemma 2 it follows that
T+(zn) → T+(1) = 1. In addition T ′+(zn) is well defined by point (2.)
of the same lemma and using point (4.) of the same result it follows that
T ′+(zn) = 1 +
z√
z2n−1
which shows that |T ′+(zn)| ≥ |zn||√z2n−1| −1 >
1
|
√
z2n−1|
−1
for n large. Since |√z2n − 1| → 0 it follows that |T ′+(zn)| ≥ 12|√z2n−1| → ∞.
But U ∈ C1(Eρ) and since (1, 0) ∈ Eρ, Eρ open, it follows that there is
some neighborhood of (1, 0) contained in Eρ on which |∇U | ≤M , for some
M > 0. Consequently, it follows that ∃N ∈ N∗ such that ∀n ≥ N one has
|ω (T+(zn)) | = |∇U(zn)||T ′+(zn)| ≤
M
|T ′+(zn)| → 0.
To sum up ω(wn) → 0 as wn → 1, wn ∈ A1;ρ ∩ R+. Since ω is continuous
on A 1
ρ
;ρ ⊃ A1;ρ ⇒ ω(1) = limwn→1, wn∈A1;ρ∩R+ ω(wn) = 0. This gives
v(1) = 0.
Since u and v are conjugate-harmonic functions and v(1) = 0, it follows
that one can precisely determine v solely from u. Indeed using the Cauchy-
Riemann equations it follows that v(a, b) =
∫
γ
dv =
arg(a+ib)∫
0
∂u
∂eiθ
(
eiθ
)
dθ
whenever a + ib ∈ γ, where γ is considered to be the curve eit for t ∈
[0, arg(a+ ib)]. Hence it follows that
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1
R(z)∫
0
= [ω (γw(t)) γw(t)] dt =
1
R(z)∫
0
tR(z)Θ(z)∫
0
∂u
∂eiτ
(
eiτ
)
dτdt, (43)
so combining equation (42) with equation (43) and using a change of vari-
able, Theorem 7 is proved for any z ∈ Eρ \ [−1, 1].
If z ∈ [−1, 1] choose any sequence {zn}∞n=1 as in point (3) of Lemma 2 such
that zn → z. Then using the same point of Lemma 2, a continuity argument
for U , the Dominant Convergence Theorem, as well as the boundedness of
∂u
∂eiτ
on C1 the proof is completed.
4 Conclusions
The paper provides an equivalence between the solutions of Neumann and
Dirichlet problems in the case of doubly-connected regions (Theorem 6). This
equivalence is expressed by the fact that solving any of these two problems leads
by an analytic formula to an explicit solution of the other problem. For elliptical
regions, a solution of the Neumann problem is provided in terms of the solution
of a certain Dirichlet problem (Theorem 7).
In addition to these equivalences, the theory developed in this paper provides
sufficient conditions for continuous extension of higher-order partial derivatives
of the solutions of the Neumann problem (2) (Remark 6 for the case of doubly-
connected regions and Remark 8 for the case of elliptical regions). These condi-
tions and results are very much in the spirit of those stated in the well-known
Kellogg’s Theorem where the problem of continuous extension of higher-order
derivatives for the solution of the Dirichlet problem was investigated.
30 Claudiu Dinicu
References
[1] L. C. Evans, Partial differential equations, second edition. Graduate Studies
in Mathematics 19, American Mathematical Society, Providence, 2010.
[2] G. B. Folland, Introduction to partial differential equations (Second edition),
Princeton University Press, Princeton, NJ, 1995.
[3] L. V. Ahlfors, Complex Analysis (Third edition), McGraw-Hill, Inc., 2013.
[4] G. B. Folland, Real Analysis. Modern Techniques and Their Applications
(Third edition), John Wiley and Sons, 1999.
[5] Ch. Pommerenke, Boundary Behaviour of Conformal Maps, Springer-Verlag
Berlin Heidelberg GmbH, 1992.
[6] L. Beznea, M. N. Pascu, N. R. Pascu, An Equivalence Between the Dirichlet
and the Neumann Problem for the Laplace Operator, : Potential Anal. 44
(2016), No. 4, pp. 655-672.
[7] S. Kanas, T. Sugawa, On conformal representations of the interior of an el-
lipse, Annales Academie Scientiarum Fennice, Mathematica (2006), No. 31,
pp. 329-348.
