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a b s t r a c t
In the present paper we study the computation of the rank of a block bidiagonal Toeplitz
(BBT) sequence ofmatrices.We proposematrix-based, numerical and symbolical, updating
and directmethods, computing the rank of BBTmatrices and comparing themwith classical
procedures. The methods deploy the special form of the BBT sequence, significantly
reducing the required flops and leading to fast and efficient algorithms. The numerical
implementation of the algorithms computes the numerical rank in contrast with the
symbolical implementation, which guarantees the computation of the exact rank of the
matrix. The combination of numerical and symbolical operations suggests a new approach
in software mathematical computations denoted as hybrid computations.
© 2008 Elsevier B.V. All rights reserved.
1. Introduction
The computation of the rank of a matrix [2,5,6,18] is an interesting problem with applications in many computational
fields of science, such as control theory, numerical linear algebra, numerical analysis etc. Themost efficientway of computing
the rank of a dense matrix A ∈ Rm×n is the Singular Value Decomposition (SVD).
Definition: (A, B) sequence
Let A, B be twom× nmatrices, and let Γi, i = 1, 2, . . . , k, . . . , be the following sequence of matrices:
Γ0 = A,Γ1 =
[
A 0
B A
]
,Γ2 =
[A 0 0
B A 0
0 B A
]
, . . . ,Γk =

A
B A
. . .
. . .
B A
 .
The above sequence is defined as (A, B) sequence of matrices.
The (A, B) sequence appears in many applications. More precisely, in Control Theory it can be used for the computation
of the Weierstrass and Kronecker canonical forms of matrix pencils[12]. Actually it is needed for each Γi of the sequence,
the computation of its rank or nullity according to which the structure of the canonical form will be specified.
In this paper, we present some methods for specification of the most efficient way for computation of the rank(Γi), i =
1, 2, . . . . Taking advantage of the special BBT form, we introduce reliable and efficient algorithms for the computation
of ranks of the (A, B) sequence. As the index k increases (according to the nature of each application), the size of the
matrix Γk grows so much, that it becomes inefficient to compute its rank with classical methods: the Gauss–Jordan (GJ)[1,
5] factorization, the QR factorization with column pivoting (QRCP) [8], the Rank Revealing QR (RRQR) [2], the Singular Value
Decomposition (SVD) [5] and the Partial SVD (PSVD) [16,17] are themost known techniques for the computation of the rank
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of a matrix. But as the number of blocks [B A] in (A, B) sequence is increasing, the implementation of the previous classical
methods becomes inefficient, since the required flops of each method is of order O(n3) for an n × n initial matrix. All the
previous methods become inefficient for implementation as the number k of blocks [B A] increases.
In directmethods, it is necessary to take advantage of the special formof the BBT formof every termof the (A, B) sequence,
in order to decrease the required floating point operations, and compute its rank in an effective way. Since each new Γi+1
is constructed as an extension of the previous Γi, it should be interesting if we could exploit at each stage the previous rank
computations.
The paper is organized as follows. In Section 2, we briefly describe the application of the displacement rank of a matrix
[7,9–11,14,15] to the computation of the rank of BBT matrices. Also, we suggest a new direct method which computes in an
effective way the rank of the (A, B) sequence. In Section 3, we present an updating method for computing the rank of the
(A, B)matrix. Finally, in Section 4, we reach useful conclusions. All the proposed algorithms are described for n×nmatrices
A, B in order to have better comparison in the complexities. All the methods can be easily extended form× n blocks in the
BBT matrix.
2. Direct methods handling the whole matrix
In this section, we develop two methodologies for the computation of the rank of the (A, B) sequence. These direct
methods exploit the special structure of the BBT form of the matrices, reducing the required flops. Below, we present
two effective direct methods computing the rank of the (A, B) sequence: the first one takes advantage of the displacement
structure of the BBT form of the initial matrix, and the second one is a newmethod, which reorders the blocks of the matrix
and applies the LU or QR factorization to specific blocks of the modified matrix.
2.1. The displacement rank [7,9,15]
Initially, we briefly describe the displacement rank method for a simple structured matrix T . Let T be an n× nmatrix. If
T can be generated from an n × r matrix G, with r  n, then we say that the displacement rank of matrix T is r , which is
the minimum column dimension of the generator G [11,14]. The displacement of a matrix T is defined [9,10,15] as
∇T = T − ZTZT,
where Z is a strictly lower triangular matrix, whereas the rank of ∇T is called the displacement rank of T [13].
The triangular factorization of T using the generalized Schur’s algorithm [3,10,11,13,14] requires O(rn2) flops. In [3] the
initial matrix T is embedded into a 2n× 2nmatrix M as follows:
M =
[
T TT T T
T 0
]
.
The first 2n steps of the generalized Schur’s algorithm computes the following factorization ofM:
M =
[
RˆT 0
Qˆ ∆
]
·
[
Rˆ Qˆ T
0 −∆T
]
,
where RˆT,∆ are lower triangularmatrices and∆−1Qˆ is orthogonal. The factorization of T is of the form: T = ∆(∆−1Qˆ )Rˆ [3].
The number of non-zero rows of Rˆ is equal to the rank of T .
The previous technique can be extended and applied to the block bidiagonal Toeplitz matrix, instead of the simple
Toeplitz matrix.
Next we discribe the displacement rank method for BBT.
If T is a kn× kn block Toeplitz matrix, the shift matrix Z will have the following form:
Z =

0 . . . . . . . . . 0
I
. . .
...
0 I
. . .
...
...
. . .
. . .
. . .
...
0 . . . 0 I 0

where I is the n×n identity matrix. The displacement rank of T is at most 2n [10]. In [7] are presented two look-ahead Schur
algorithms ofO(16n4l+8n3l+16n3kl+16n3k2+32n3) andO(4n3kl+8n3l+2.67n3k3+14n3k2+40n3k+2n2k+32n3+8n2)
flops respectively,where l is givenby the ln×ln Schur complement. These algorithms are based entirely onmatrix operations.
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In our case, because the block Toeplitz matrix has a more special formwith many zero blocks, its displacement rank is at
most equal to n:
∇T = T − ZTZT =

A
B A
B A
. . .
. . .
B A
−

0 . . . . . . 0
I
. . .
...
...
. . .
. . .
...
0 . . . I 0


A
B A
B A
. . .
. . .
B A


0 I 0 . . . 0
...
. . .
...
...
. . . I
0 . . . 0 0 0

=

0 0 0 . . . 0
0 0 0 . . . 0
0 0 0 . . . 0
...
...
. . .
. . .
...
0 0 B A

and since the block [B A] is an n× 2n submatrix, the rank of ∇T is less or equal to n.
Kailath and Chun in [9] have proposed a Generalized Schur algorithmwhich can be applied to many structuredmatrices.
Their procedure for an m × n Toeplitz matrix T with a r × r leading principal submatrix, demands O(αpr) flops, where α
is the length of the generator (any matrix pair {X, Y } such that ∇T = XY T, where X = [x1, . . . , xα], Y = [y1, . . . , yα] is
called generator of T [9]). This method treats in the same way as scalar Toeplitz matrices for the block Toeplitz case, using
only elementary scalar operations.
2.2. The modified resultant BBT factorization (MRBBT)
In order to exploit the special structure of BBT, we reorder its blocks bymoving the first block [A] to the end of thematrix,
taking the modified BBT (MBBT). In the k-th term of the sequence we will have:
Γk+1 =

A
B A
B A
. . .
. . .
B A
→ Γ˜k+1 =

B A
B A
. . .
. . .
B A
A
 .
Of course the rank of amatrix is invariant under row interchanges.We can take advantage of the special form of themodified
matrix: as we can see in the previous form of Γ˜k+1, there are k same [B A] blocks (right shifted each time). We triangularize
the first block [B A] using LU with partial pivoting or QR factorization:
LU
([
B A
])→ U or QR ([B A])→ R
where U , R are upper triangular matrices. If G1 is a matrix such that
G1 ·
[
B A
] = [U A(0)], where U is upper triangular and G2 is a matrix such that:
G2 · A = AG, where AG is upper triangular, then by multiplying the Γk term with the matrix:
G =

G1 0
0 G1 0
0 0 G1 0
. . .
. . .
0 G1 0
G2

we have:
G · Γk =

G1 0
0 G1 0
0 0 G1 0
. . .
. . .
0 G1 0
G2
 ·

B A
B A
. . .
. . .
B A
A
 =

U A(0)
0 U A(0)
0 0 U A(0)
. . .
. . .
0 U A(0)
AG 0
 .
As we can see, only the first block [B A] needs to be triangularized: we update the other entries (the k − 1 blocks of [B A])
without making any other calculations. Right here we have a huge saving in floating point operations, since we need only
one LU or QR factorization to be applied to the n× 2n block [B A] and not to the whole matrix Γk.
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The resultant matrix is in almost upper triangular form (only the last n rows which is the block A is non-triangular). We
apply kmore times the LU or QR factorization to the matrix, consisting of the upper triangular U and the last block resulting
each time to the matrices:[
U A(0)
AG 0
]
,
[
U A(0)
A˜G
(1)
0
]
, . . . ,
[
U A(0)
A˜G
(k−1)
0
]
,
[
U A(0)
0 A˜G
(k)
]
.
The final step is performed as follows:
Γ˜
(1)
k =

U A(0)
0 U A(0)
0 0 U A(0)
. . .
. . .
0 U A(0)
AG 0

LU
−→

U (1) A(1)
0 U A(0)
0 0 U A(0)
. . .
. . .
0 U A(0)
0 A˜G
(1)

LU
−→
· · · LU−→

U (1) A(1)
0 U (2) A(2)
0 0 U (3) A(3)
. . .
. . .
0 U A(0)
0 0 A˜G
(k)

LU
−→

U (1) A(1)
0 U (2) A(2)
0 0 U (3) A(3)
. . .
. . .
0 U A(0)
0 0 U˜
 .
We see that due to the partial pivoting (row interchanging), the initial matrix U and A(0) will be modified, without this
affecting the complexity of the method. If in the first factorization of the block [B A] some zero rows arise, we delete them,
reducing the required flops more.
Next we present the algorithm describing the triangularization of MBBT matrices:
The MRBBT Algorithm
Step 1: Triangularize the first block [B A] of Γ˜k using LU factorization with partial pivoting or QR factorization
Step 2: Delete any zero rows
Step 3: Update the entries of the last k− 1 blocks [B A]without making any other calculations forming matrix Γ˜ (1)k
Step 4: Compute the upper triangular matrix R or U , R = QR(Γ˜ (1)k ) or U = LU(Γ˜ (1)k ).
The number of non-zero rows of the resultant U or R is the rank of Γ˜k. If k is not big enough, the previous algorithm
can be implemented symbolically, in order to avoid any floating point operation errors, without significantly increasing the
required executable time.
The previous algorithm holds also for rectangularm× n blocks A and B.
Complexity
The first factorization of [BA] requiresO( 5n36 ) orO( 10n
3
6 ) flops,where [BA] is ann×2nmatrix, for the LUorQR respectively.
The triangularization of A to AG demands O( n
3
3 ) or O(
5n3
6 ) for the LU or QR. The factorization of every n× 2n block[
U A(0)
A˜G
(i)
0
]
demands fewer flops, since the upper left block is already in triangular form and thus the complexity of every one of the last
k calls of the LU or QR is O(n3) and O(2n3) respectively. The factorizations in Step 4 demand (kn3) using LU or O(2kn3) flops
using QR. Thus the total complexity is O( 56n
3 + n33 + kn3 ' (k+ 1)n3) or O(2(k+ 1)n3) flops for the LU or QR factorization
respectively which makes the method efficient (the required terms of the sequence is not very big in real examples since
their rank is the same after few k’s). In practise, the required flops are less than the above estimation, since we delete any
zero rows that appear during the process further reducing the floating point operations.
Error analysis
In the first application of gaussian elimination to [B A], we compute the exact factorization of a nearby matrix of
Γk : L(1)U (1) = Γk + E(1), with ‖E(1)‖∞ ≤ n2ρu‖Γk‖∞, where u is the machine precision and ρ the growth factor.
Similarly, in the last k applications of the gaussian elimination, we compute the exact factorization of a nearby matrix
(Γk +∑ij=1 E(j))+ E(i+1) each time: L(i+1)U (i+1) = (Γk +∑ij=1 E(j))+ E(i+1), with ‖E(i+1)‖∞ ≤ n2ρu‖Γk +∑ij=1 E(j)‖∞ ≤
n2ρu‖Γk‖∞ + O(u2, u3, . . .)‖Γk‖∞, u 1. Since ‖Γk‖∞ ≤ ‖B‖∞ + ‖A‖∞ ⇒ ‖E(i+1)‖∞ ≤ n2ρu(‖B‖∞ + ‖A‖∞).
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As we can see, the existence of the growth factor which is not bounded, yet makes the numerical implementation of the
method theoretically not stable, but it is known that in practice there are only a few cases that the gaussian elimination fails
and this it is supposed stable in practice [5]. Of course if we use symbolical arithmetic, there will be no round off errors in
the final result.
If we use the QR instead of LU factorization, in the first call of QR we compute the exact factorization of a slightly
perturbed matrix: Q (1)R(1) = Γk + E(1), with ‖E(1)‖F ≤ φ1(n)µ‖Γk‖F , where φ1(n) is a slowly growing function of
n, µ is the machine precision and ‖ · ‖F is the Frobenious norm [5,8]. The last k calls of QR compute the exact upper
triangular form of a nearby matrix of Γk +∑ij=1 E(j) each time: Q (i+1)R(i+1) = (Γk +∑ij=1 E(j)) + E(i+1), with ‖E(i+1)‖F ≤
φi+1(n)µ‖Γk‖F + O(µ2, µ3, . . .)‖Γk‖F ≤ φi+1(n)µ√n ‖Γk‖2 ≤ φi+1(n)µ n‖Γk‖∞ ≤ φi+1(n)µ n(‖B‖∞ + ‖A‖∞). Thus the
method is theoretically stable.
Example
Let
A =
[1 −3 2
1 0 −1
2 −6 4
]
, B =
[ 1 −5 2
1 −1 0
−2 10 −4
]
.
Then the third term Γ2 and the modified BBT term Γ˜2 of the (A, B) sequence are:
Γ2 =

1 −3 2 0 0 0 0 0 0
1 0 −1 0 0 0 0 0 0
2 −6 4 0 0 0 0 0 0
1 −5 2 1 −3 2 0 0 0
1 −1 0 1 0 −1 0 0 0
−2 10 −4 2 −6 4 0 0 0
0 0 0 1 −5 2 1 −3 2
0 0 0 1 −1 0 1 0 −1
0 0 0 −2 10 −4 2 −6 4

,
Γ˜2 =

1 −5 2 1 −3 2 0 0 0
1 −1 0 1 0 −1 0 0 0
−2 10 −4 2 −6 4 0 0 0
0 0 0 1 −5 2 1 −3 2
0 0 0 1 −1 0 1 0 −1
0 0 0 −2 10 −4 2 −6 4
1 −3 2 0 0 0 0 0 0
1 0 −1 0 0 0 0 0 0
2 −6 4 0 0 0 0 0 0

.
Applying the LU factorization to the block [B A] and to A correspondingly we have:
LU([B A]) = LU
([ 1 −5 2 1 −3 2
1 −1 0 1 0 −1
−2 10 −4 2 −6 4
]
→ U =
[−2 10 −4 2 −6 4
0 4 −2 2 −3 1
0 0 0 2 −6 4
])
,
LU(A)→ AG =
[2 −6 4
0 3 −3
0 0 0
]
and thus the updated Γ˜ (1)2 , after deleting the last line which is zeroed, becomes:
Γ˜
(1)
2 =

−2 10 −4 2 −6 4 0 0 0
0 4 −2 2 −3 1 0 0 0
0 0 0 2 −6 4 0 0 0
0 0 0 −2 10 −4 2 −6 4
0 0 0 0 4 −2 2 −3 1
0 0 0 0 0 0 2 −6 4
2 −6 4 0 0 0 0 0 0
0 3 −3 0 0 0 0 0 0

.
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Applying the LU factorization twice more, with row pivoting in specific blocks (as described before) we move the 2 × 3
bottom left block to the bottom right corner triangularizing the matrix:
Γ˜
(2)
2 =

−2.0000 10.0000 −4.0000 2.0000 −6.0000 4.0000 0 0 0
0 4.0000 −2.0000 2.0000 −3.0000 1.0000 0 0 0
0 0 2.0000 0 −3.0000 3.0000 0 0 0
0 0 0 −2 10 −4 2 −6 4
0 0 0 0 4 −2 2 −3 1
0 0 0 0 0 0 2 −6 4
0 0 0 2.0000 −6.0000 4.0000 0 0 0
0 0 0 0 −4.5000 −4.5000 0 0 0

and
Γ˜
(3)
2 =

−2.0000 10.0000 −4.0000 2.0000 −6.0000 4.0000 0 0 0
0 4.0000 −2.0000 2.0000 −3.0000 1.0000 0 0 0
0 0 2.0000 0 −3.0000 3.0000 0 0 0
0 0 0 −2.0000 10.0000 −4.0000 2.0000 −6.0000 4.0000
0 0 0 0 4.5000 4.5000 0 0 0
0 0 0 0 0 4.0000 2.0000 −6.0000 4.0000
0 0 0 0 0 0 2.0000 −6.0000 4.0000
0 0 0 0 0 0 0 3.0000 −3.0000

.
The number of non zero rows is 8 and thus the rank of Γ2 is equal to 8.
2.3. SVD with MRBBT
The most accurate numerical algorithm for the computation of the rank of a matrix is the Singular Value Decomposition
(SVD) [5], or the Partial Singular Value Decomposition (PSVD) [16,17]. For computation of the required ranks of the (A, B)
sequence, we can implement the first phase of SVD or PSVD, using the QR version of the previous MRBBT algorithm. The
two methods become efficient using the MRBBT algorithm, because the required flops are reduced to O(kn3), since the
most expensive step in SVD or PSVD is the triangularization of the initial matrix (which in our case is huge and using the
classical methods to the whole matrix the algorithm demands O(k3n3) flops and fast becomes inefficient as k grows). If we
use symbolical arithmetic for the LU or QR factorization of Γ˜ (1)k in the first phase of SVD or PSVD, and implement their second
phase (Givens rotations) numerically, we have a hybrid naturewhich improves the final error since themost dangerous step
is done symbolically.
The previous algorithm holds also for rectangularm× n blocks A and B.
3. Updating method exploiting the previous structure
We describe now a new direct technique called updating method, which can exploit the previous rank computations.
We set:
r0 = rankΓ0
r1 = rankΓ1 − rankΓ0
...
rk = rankΓk − rankΓk−1.
If rank A = k there will be k linear independent rows c1, c2, . . . , ck which produce the row space of A. Of course rankΓ0 = k.
Similarly, if rank B = l there will be l linear independent rows c ′1, c ′2, . . . , c ′l , which produce the row space of B. Since
rank A = k we can zero with row operations the n − k linear dependent rows of A. Let A(0) be the resultant matrix. As
rank B = lwe can zero the n− l linear dependent rows in B and let B(0) be the resultant matrix. If we apply the previous row
operations to Γ1 to its upper left block A and to its bottom left block B, also updating the entries of A right of B, the following
matrix arises:
Γ1 =
[
A 0
B A
]
−→
[
A(0) 0
B(0) A′
]
.
Next we check if there exist rows in B(0) which are linear dependent with rows of A(0), we zero them and we move them to
the end of the matrix (also interchanging the corresponding rows of A′). After checking for linear dependence, the following
modified matrix arises:
Γ
(M)
1 =
[
A(0) 0
B(1) A(1)
]
,
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where
[B(1)A(1)] = M(1) =
[
M(1)UL ∗
0 M(1)LR
]
, M(1)UL ,M
(1)
RL are upper triangular matrices.
So, rankΓ1 = rankΓ (M)1 = rank A(0) + rank[B(1), A(1)] = rank A(0) + rankM(1)UL + rankM(1)LR .
Of course, if there are no linear dependent rows between B(0) and A(0),M(1) = [B(0) A′].
Also r1 = rankΓ1 − rankΓ0 = rankM(1).
We continue similarly in the third term:
Γ2 =
[A 0 0
B A 0
0 B A
]
and because rank
([A 0 0
B A 0
0 B A
])
= rank
A(0) 0 0B(1) A(1) 0
0 B(0) A′
 ,
we continue with the last matrix. We check if there exist rows in B(0) which are linear dependent with rows of A(1), we
zero them and we move them to the end of the matrix (also interchanging the corresponding rows of A′). After the linear
dependence checking, the following modified matrix arises:
Γ
(M)
2 =
A(0) 0 0B(1) A(1) 0
0 B(2) A(2)
⇒ rankΓ2 = rankΓ (M)2 = rank
A(0) 0 0B(1) A(1) 0
0 B(2) A(2)

= rank A(0) + rank [B(1) A(1)]+ rank [B(2) A(2)] , r2 = rank [B(2) A(2)] ,
where
[
B(2) A(2)
] = M(2) = [M(2)UL ∗
0 M(2)LR
]
,
M(2)UL ,M
(2)
RL are upper triangular matrices, if there are linear dependent rows between B
(0) and A(1) or M(2) = [B(0) A′] if
there are not.
Thus for the computation of rankΓ2 is required to compute only the rank of M(2) which will be a matrix of dimension
p2 × 2n, p2 ≤ n.
Remark
From the above description we see that in the k-th step of the method we will only need the rank computation of the
core [B(k+1) A(k+1)], where[
B(k+1) A(k+1)
] = M(k+1) = [ M(k+1)UL ∗
0 M(k+1)LR
]
or
[
B(0) A′
]
(according to the existence or not of row linear dependence between B(0) and A(k)), M(k+1)UL ,M
(k+1)
RL are upper triangular
matrices. So we will have the following scheme:[
B(k) A(k) 0
0 B(0) A′
]
→
[
B(k) A(k) 0
0 B(k+1) A(k+1)
]
.
We must emphasize the fact that B(k) will be of order pk × n, pk ≤ n. Thus we will only need the rank computation of a
pk × 2nmatrix.
Generalizing we have:
rθ = rank
[
B(θ) A(θ)
]
It follows the implementation of the above procedure:
The Updating Algorithm
Step 1: Triangularize matrix A (using LU or QR factorization) zeroing and discarding the zero rows: A→ A(0)
Step 2: Triangularize matrix B (using LU or QR factorization) and update the entries of A: [B A] → [B(0)A′]
Step 3: Check the row linear dependence of B(0) with A(0) by performing QR or LU factorization with partial pivoting [4] to
the columns of
[
A(0)
B(0)
]
, zero and move to the end the linear dependent rows resulting to
[
A(0) 0
B(1) A(1)
]
Step 4: Compute the rank[B(1) A(1)] = r1
Step 5: For k = 1, . . . , nCheck the row linear dependence of B(0)withA(k) after the first k−1 zero columns by performingQR
or LU factorization with partial pivoting [4] to the columns of
[
A(k)
B(0)
]
, zero and move to the end the linear dependent
rows resulting to[
0 . . . 0 B(k) A(k) 0
0 . . . 0 0 B(0) A′
]
→
[
0 . . . 0 B(k) A(k) 0
0 . . . 0 0 B(k+1) A(k+1)
]
.
Compute the rank[B(k+1) A(k+1)] = rk+1.
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If during the procedure, any column of Γk be zeroed, we discard it (see Example 2). The previous algorithm also holds for
rectangularm× n blocks A and B.
Complexity
The first factorization of [A] requires O( n
3
3 ) or O(
2n3
3 ) flops, where A is an n× nmatrix, for the LU or QR respectively. The
first factorization of [B] requiresO( n
3
3 ) or O(
2n3
3 ) flops, where B is an n × n matrix, for the LU or QR respectively. Each row
linear dependence checking of
[
A(k)
B(0)
]
of the next term Γk+1 of the sequence using the Row-Searching Algorithm[4], can be
implemented symbolically (not affecting the total complexity) for reasonable sizes of matrices A(k) and B(0) and leading to a
hybrid algorithm, or numerically demanding O(n2(pk− 16n))flops for every LU or the double of them for every QR, where pk
is the number of rows of B(k) without the zero rows in Γk+1, pk ≤ n. The rank computation of the M(k)LR or [B(0) A′], requires
in the worse case O( p
2
k
2 (n− pk3 )) flops using LU, the double using QR factorization or O(pkn2 + n3) using SVD.
So the total complexity of the updating algorithm is: n
3
3 + n
3
3 +
∑k−1
i=1 [n2(pk− 16n)+(
p2k
2 (n− pk3 ))] = O( 2n
3
3 +k(n2pk− 16n3+
1
2p
2
kn− 16p3k)), using the LU factorization or the double using QR, performing a check of row linear dependence numerically.
If we use symbolical arithmetic the required flops will be only those of the two first triangularizations of A and B and those
of the k calls for rank computations, but with an increase in the required execution time. For big initial matrices A and Bwith
small linear dependence it is better to perform the algorithm numerically. The scalar pk is in the worse case, equal to n. But
in practice, many rows of the blocks are linear dependent, or become linear dependent during the factorization, and entire
rows are zeroed, making pk smaller and smaller as k grows.
Error analysis
Every application of the gaussian elimination computes the exact factorization of a nearby matrix of Γk + E: L(k)U (k) =
Γk + E, with ‖E(k)‖ ≤ p2kρu‖Γk + E(k−1)‖∞. The method can be implemented symbolically, avoiding any numerical errors
during the computations.
Example 1. Let A and B be two 3× 3 matrices:
A =
[1 −3 2
1 0 −1
2 −6 4
]
⇒ Γ0 = A =
[1 −3 2
1 0 −1
2 −6 4
]
, B =
[ 1 −5 2
1 −1 0
−2 10 −4
]
.
Applying the QR factorization to A, we zero and discard its linear dependent row:
QR(A)→
[−2.4495 6.1237 −3.6742
0 −2.7386 2.7386
]
and r0 = rankΓ0 = 2.
Applying the QR factorization to B, we zero its linear dependent row:
QR(B)→
[−2.4495 10.6145 −4.0825
0 −3.6515 1.8257
0 0 0
]
.
We update bymultiplying with the resultant from QR orthogonal Q TB the matrix A resulting to A
′. We do not discard the zero
row of B(0) because it will have in Γ1, at its right, a non zero row of A′. Thus, Γ1 will be transformed to the following matrix:
Γ1 =

−2.4495 6.1237 −3.6742 0 0 0
0 −2.7386 2.7386 0 0 0
−2.4495 10.6145 −4.0825 0.8165 −3.6742 2.8577
0 −3.6515 1.8257 −1.4606 1.6432 −0.1826
0 0 0 1.7889 −5.3666 3.5777
 =
[
A(0) 0
B(0) A′
]
.
Next we check if there exist linear dependent rows of B(0) (without the zero row) with those of A(0) by applying the Row
Searching Algorithm[4] to−2.4495 6.1237 −3.67420 −2.7386 2.7386−2.4495 10.6145 −4.0825
0 −3.6515 1.8257
→
 6.1237 0 0−2.7386 −1.0954 010.6145 1.7963 4.0825
−3.6515 −1.4606 −1.8257
 .
We see that the three elements in themain diagonal of the lower triangular resultantmatrix are non zero, and thus the three
first rows of the matrix are linear independent. We zero the second row of B(0) (the 3 first elements of the fourth row in Γ1)
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and the modified matrix Γ (M)1 will be:
Γ
(M)
1 =

−2.4495 6.1237 −3.6742 0 0 0
0 −2.7386 2.7386 0 0 0
−2.4495 10.6145 −4.0825 0.8165 −3.6742 2.8577
0 0 0 −1.4606 1.6432 −0.1826
0 0 0 1.7889 −5.3666 3.5777
 =
[
A(0) 0
B(1) A(1)
]
.
So,
[B(1)A(1)] = M(1) =
[
M(1)UL ∗
0 M(1)LR
]
=
[ −2.4495 10.6145 −4.0825 0.8165 −3.6742 2.8577
0 0 0 −1.4606 1.6432 −0.1826
0 0 0 1.7889 −5.3666 3.5777
]
and rankΓ1 = rankΓ (M)1 = rank A(0) + rankM(1)UL + rankM(1)LR = 2+ 1+ 2 = 5.
Also r1 = rankΓ1 − rankΓ0 = 3.
Example 2. Let A and B be two 4× 4 matrices:
A =
1 0 0 00 0 0 00 0 0 0
0 0 0 1
⇒ Γ0 = A =
1 0 0 00 0 0 00 0 0 0
0 0 0 1
 , B =
1 2 0 02 0 0 14 0 0 0
2 4 0 0
 .
After removing the zero rows of Awewill get A(0): A(0) =
[
1 0 0 0
0 0 0 1
]
and r0 = rankΓ0 = 2. Applying the QR factorization
to B we zero its linear dependent rows: QR(B) →
[−5 −2 0 −2
0 4 0 −1
0 0 0 0
0 0 0 0
]
. We update by multiplying with the resultant from
QR orthogonal Q TB the matrix A resulting to A
′. Thus, Γ1 will be transformed to the following matrix:
Γ1 =

1 0 0 0 0 0 0 0
0 0 0 1 0 0 0 0
−5 −2 0 −2 −0.2 0 0 −0.4
0 4 0 −1 0.4 0 0 0.8
0 0 0 0 −0.4 0 0 0.2
0 0 0 0 −0.8 0 0 0.4
→

1 0 0 0 0
0 0 1 0 0
−5 −2 −2 −0.2 −0.4
0 4 −1 0.4 0.8
0 0 0 −0.4 0.2
0 0 0 −0.8 0.4
 =
[
A(0) 0
B(0) A′
]
(we discarded the zero columns, as we want to compute only the rank of the matrix). Next we check if there exist linear
dependent rows of B(0) (without its zero rows) with those of A(0) by applying the Row Searching Algorithm[4] to: 1 0 00 0 1−5 −2 −2
0 4 −1
 −→
 1 0 00 1 0−5 −2 −2
0 −1 4
 .
We see that the three elements in the main diagonal of the lower triangular resultant matrix are non zero, and thus the
three first rows of the matrix are linear independent. We zero the second row of B(0) (the 3 first elements of the fourth row
in Γ1) and the modified matrix Γ
(M)
1 will be:
Γ
(M)
1 =

1 0 0 0 0
0 0 1 0 0
−5 −2 −2 −0.2 −0.4
0 0 0 0.4 0.8
0 0 0 −0.4 0.2
0 0 0 −0.8 0.4
 =
[
A(0) 0
B(1) A(1)
]
.
So,
[B(1)A(1)] = M(1) =
[
M(1)UL ∗
0 M(1)LR
]
=
 −5 −2 −2 −0.2 −0.40 0 0 0.4 0.80 0 0 −0.4 0.2
0 0 0 −0.8 0.4

and rankΓ1 = rankΓ (M)1 = rank A(0) + rankM(1)UL + rankM(1)LR = 2+ 1+ 1 = 4.
Also r1 = rankΓ1 − rankΓ0 = 2.
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Table 1
Comparison of Algorithms: computation of the rank of the first k terms of (A, B) sequence
Method Flops Stability Decision
Gauss Jordan k
3 ·n3
2 Stable in practice Not proposed
RRQR 2k
3 ·n3
3 + 4k2 · n2 · r Stable Not proposed
Classical SVD 2k3 · n3 Stable Not proposed
Classical PSVD 2k3n3 + ((4z + 1)r + 52 )k2 · n2 + n2 Stable Not proposed
Displacement rank 16n4l+ 8(n3(l+ 2kl+ 2k2 + 4)) Weakly stable Not proposed
MRBBT (k+ 1)n3 Stable Proposed
Updating method 2n
3
3 + k(n2pk +
p2kn
2 −
n3+p3k
6 ) Stable Proposed
pk ≤ n
SVD with MRBBT 4(k+ 1)n3 + 2n33 Stable Proposed
The value of k that is needed in applications is usually significantly smaller than n.
4. Conclusions
In this paper we presented numerical techniques handling the rank computation of the (A, B) sequence of matrices. We
developed two entirely new techniques, the MRBBT direct method, and the updating method, exploiting the previously
attained rank computations. In the next table, we compare all the methods in respect of the demanded flops and their
stability, and accordingly we propose them or not for the computation of the rank of (A, B) sequence. The methods are
compared for large k.
In Table 1 z is the average number of QR/LU iteration steps needed for convergence to one base vector[16], l is given by
the ln× ln Schur complement[7] and r is the rank of the matrix.
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