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ON THE COEFFICIENT CONJECTURE OF CLUNIE AND
SHEIL-SMALL ON UNIVALENT HARMONIC MAPPINGS
S. PONNUSAMY † AND A. SAIRAM KALIRAJ
Abstract. In this paper, we first prove the coefficient conjecture of Clunie and
Sheil-Small for a class of univalent harmonic functions which includes functions
convex in some direction. Next, we prove growth and covering theorems and some
related results. Finally, we propose two conjectures. An affirmative answer to one
of which would then imply for example a solution to the conjecture of Clunie and
Sheil-Small.
1. Introduction and a Main Result
In 1984, Clunie and Sheil-Small [1] proposed a conjecture on the coefficient bounds
of normalized univalent harmonic functions (see Conjecture A). This conjecture is
considered to be the harmonic analog of the Bieberbach coefficient conjecture proved
by de Branges [2]. The coefficient conjecture of Clunie and Sheil-Small has been
verified for a number of geometric subclasses of univalent harmonic functions but
the conjecture remains open for the full class of univalent harmonic mappings. In
this article we begin the discussion by proving the coefficient conjecture of Clunie
and Sheil-Small for a larger class of univalent harmonic functions which includes
functions convex in some direction. Based on the investigation and a number of
examples of this article, we propose two new conjectures.
Let H denote the class of all complex-valued harmonic functions f = h+ g in the
unit disk D = {z ∈ C : |z| < 1}, where h and g are analytic in D and normalized
by h(0) = g(0) = 0 = h′(0) − 1. We call h and g, the analytic and the co-analytic
parts of f , respectively, and have the following power series representation
(1) h(z) = z +
∞∑
n=2
anz
n and g(z) =
∞∑
n=1
bnz
n, z ∈ D.
A function f ∈ H is locally univalent and sense-preserving in D if Jf(z) > 0 for all
z in D, where the Jacobian Jf (z) of f = h+ g is given by
Jf (z) = |h′(z)|2 − |g′(z)|2.
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Using a result of Lewy [10] and the inverse function theorem, one obtains that
Jf(z) > 0 in D is a necessary and sufficient condition for f ∈ H to be locally univalent
and sense-preserving in D. Consequently, f = h+ g ∈ H is sense-preserving in D if
and only if g′(z) = ω(z)h′(z), where ω is analytic in D with |ω(z)| < 1 in D. Here
ω is called the analytic dilatation of f = h+ g. For many basic results on univalent
harmonic mappings, we refer to the monograph of Duren [6] and also [4,11]. Denote
by SH the class of all sense-preserving harmonic univalent mappings f = h+ g ∈ H
and by S0H the class of functions f ∈ SH such that fz(0) = 0. For the classical
univalent class S = {f = h+ g ∈ SH : g(z) ≡ 0 on D} , de Branges [2] has proved
the Bieberbach conjecture: |an| ≤ n for all n ≥ 2.
A function f ∈ SH is called starlike (resp. convex, close-to-convex) in D if the
range f(D) is starlike with respect to 0 (resp. convex, close-to-convex), see [1,6,11].
The Bieberbach conjecture has been a driving force behind the development of
univalent function theory so does the coefficient conjecture of Clunie and Sheil-
Small [1] for the theory of univalent harmonic mappings in the plane.
Conjecture A. [1, Open questions] For f = h + g ∈ S0H with the series represen-
tation as in (1), we have
(2)


|an| ≤ (n+ 1)(2n+ 1)
6
,
|bn| ≤ (n− 1)(2n− 1)
6
, for all n ≥ 2.∣∣|an| − |bn|∣∣ ≤ n,
The bounds are attained for the harmonic Koebe function K(z), defined by
(3) K(z) =
z − 1
2
z2 + 1
6
z3
(1− z)3 +
(
1
2
z2 + 1
6
z3
(1− z)3
)
.
This conjecture has been verified for a number of subclasses of S0H , namely the class
of all functions starlike, close-to-convex, convex, typically real, or convex in one
direction (see [1,14,15]), respectively. Recall that a domain D ⊂ C is called convex
in the direction θ (0 ≤ θ < π) if every line parallel to the line through 0 and eiθ has
a connected or empty intersection with D. A univalent harmonic function f in D is
said to be convex in the direction θ if f(D) is convex in the direction θ.
One of the primary issues here is to obtain useful necessary and sufficient condi-
tions for f to belong to S0H , in particular. Functions generated using such results
usually have certain common properties. For example, we have
Lemma B. [1, Lemma 5.15] If h, g are analytic in D with |h′(0)| > |g′(0)| and
h+ ǫg is close-to-convex for each ǫ, |ǫ| = 1, then f = h+ g is close-to-convex in D.
Theorem C. [1, Theorem 5.3] A harmonic function f = h+g ∈ H locally univalent
in D is a univalent mapping of D onto a domain convex in the direction θ if and
only if h− ei2θg is a conformal univalent mapping of D onto a domain convex in the
direction θ.
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For example, in order to use Theorem C and obtain functions that are convex in
the real direction (i.e., θ = 0) one adopts the following steps.
• Choose a conformal mapping φ with φ(0) = φ′(0) − 1 = 0 which maps D
onto a domain convex in the direction of the real axis.
• Choose an analytic function ω : D→ D.
• Solve for h and g from h′ − g′ = φ′ and ωh′ − g′ = 0.
• This gives
h(z) =
∫ z
0
ϕ′(t)
1− ω(t) dt, and g(z) = h(z)− φ(z).
• The desired harmonic mapping is f(z) = h(z) + g(z) = 2Re (h(z))− φ(z).
For example, the harmonic Koebe function K(z) defined by (3) is obtained by
choosing φ(z) = z/(1 − z)2 and ω(z) = z. Similar algorithm may be formulated to
construct functions that are convex in an arbitrary direction (see [9]).
Theorem D. [1, Theorem 5.7] A harmonic function f = h+g ∈ H locally univalent
and sense-preserving in D is convex if and only if, the analytic functions h(z) −
eiθg(z) are convex in the direction θ/2 for all θ ∈ [0, 2π).
Since convex functions are convex in every direction, whenever f = h+g is convex
in D, h−eiθg is convex in the direction θ/2 (Theorem D). More often, it is interesting
to consider functions having this property. In this article we deal with
S0H(S) =
{
h + g ∈ S0H : h + eiθg ∈ S for some θ ∈ R
}
and
SH(S) =
{
f = f0 + b1f0 : f0 ∈ S0H(S) and b1 ∈ D
}
.
By definition, S0H(S) ⊆ S0H and SH(S) ⊆ SH . Moreover, it can be easily proved that
S0H(S) is a compact normal family. We prove that Conjecture A holds for functions
in S0H(S) and hence, for functions convex in one direction (see [14]).
Theorem 1. Suppose that f = h+ g ∈ S0H(S) with series representation as in (1).
Then (2) holds for all n ≥ 2. These bounds are sharp for the class S0H(S). The
equality is attained for the harmonic Koebe function K(z) defined by (3).
Remark 1. If we take h0(z) = z + z
n, g0(z) = z
n for n ≥ 2 and F0(z) = h0(z) +
λg0(z), then |F ′0(z) − 1| < 1 in D for any λ ∈ C with |λ + 1| ≤ 1/n and hence,
F0(z) is univalent in D whenever |λ + 1| ≤ 1/n. At the same time f0 = h0 + g0 is
not locally univalent for any n ≥ 2 (as there are points in D at which h′0(z) = 0)
and hence, f0 is not sense-preserving and univalent in D. On the other hand, we do
not know whether there exists at least one θ such that h(z) + eiθg(z) ∈ S whenever
h+ g ∈ S0H (see Conjecture 1 at the end of Section 5).
The paper is organized as follows. We present the proof of Theorem 1 in Sec-
tion 2. In Section 3, we discuss several interesting examples of univalent harmonic
functions which belongs to the class S0H(S). In Section 4, we recall some important
results on affine and linear invariant families of univalent harmonic functions. As
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an application of Theorem 1, in Section 5, we derive growth and covering theorems
and sharp bounds on the Jacobian and curvature of f for functions f ∈ SH(S).
The present investigation together with standard examples of univalent harmonic
mappings and Theorems 1 to 5 (see also Remark 1) suggest the following
Conjecture 1. S0H = S0H(S). That is, for every function f = h + g ∈ S0H , there
exists at least one θ ∈ R such that h + eiθg ∈ S.
It is natural to introduce and state analogous results for
C0H(C) =
{
h + g ∈ C0H : h + eiθg ∈ C for some θ ∈ R
}
and
CH(C) =
{
f = f0 + b1f0 : f0 ∈ C0H(C) and b1 ∈ D
}
.
Here C and C0H denote the class of functions f from S and S0H , respectively such
that f(D) is convex. Note that |an| ≤ 1 for f ∈ C.
2. Proof of Theorem 1
Let f = h + g ∈ S0H(S), where h and g have the power series given by (1). Then
ϕ(z) = h(z) + ǫg(z) = z +
∑∞
n=2 ϕnz
n ∈ S for some ǫ such that |ǫ| = 1. By the de
Branges theorem [2], |ϕn| ≤ n for all n ≥ 2. Since f is sense-preserving in D, there
exists an analytic function ω(z) in D such that ω(0) = 0 and |ω(z)| = |g′(z)/h′(z)| <
1 for all z ∈ D from which we easily obtain that ϕ′(z) = h′(z)(1 + ǫω(z)). Then
h(z) =
∫ z
0
ϕ′(ζ)
1 + ǫω(ζ)
dζ and g(z) =
∫ z
0
ϕ′(ζ)ω(ζ)
1 + ǫω(ζ)
dζ.
Let
ω(z)
1 + ǫω(z)
=
∞∑
n=1
ωnz
n.
Since |ω(z)| < 1, in terms of subordination, we can write
−ǫω(z)
1 + ǫω(z)
≺ z
1− z , z ∈ D.
Here ≺ denotes the usual subordination (see [5]). Since z/(1 − z) is convex in D,
according to the result of Rogosinski [13] (see also [5, p.195, Theorem 6.4]) it follows
that |ωn| ≤ 1 for all n ≥ 1. Thus, we have
g′(z) =
ϕ′(z)ω(z)
1 + ǫω(z)
=
(
ϕ1 +
∞∑
n=1
(n+ 1)ϕn+1z
n
)( ∞∑
n=1
ωnz
n
)
=
∞∑
n=2
(
n−2∑
k=0
(k + 1)ϕk+1ωn−1−k
)
zn−1.
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Therefore
n|bn| ≤
n−2∑
k=0
(k + 1)|ϕk+1| (since |ωn| ≤ 1 for all n ≥ 1)(4)
≤
n−1∑
k=1
k2 (since |ϕn| ≤ n for all n ≥ 1)
=
(n− 1)n(2n− 1)
6
.
From the definition of ϕ(z), we have h(z) = ϕ(z)− ǫg(z). Therefore, one has
(5) |an| = |ϕn − ǫbn| ≤ |ϕn|+ |bn| ≤ (n+ 1)(2n+ 1)
6
for n ≥ 2.
This completes the proof of Theorem 1. 
Corollary 1. Suppose that f = h + g ∈ C0H(C) with the series representation as in
(1). Then
|bn| ≤ n− 1
2
and |an| ≤ n+ 1
2
for all n ≥ 2.
The bounds are attained for the half-plane mapping f3 = h3 + g3, where
h3(z) =
z − z2/2
(1− z)2 and g3(z) =
−z2/2
(1− z)2 .
Proof. Apply the proof of Theorem 1 with |ϕn| ≤ 1 for all n ≥ 2. Then from
(4) and (5), the desired inequalities follow. We remark that the function f3(z)
may be obtained by choosing φ(z) = z/(1 − z)2 and ω(z) = −z in the algorithm
mentioned after Theorem C. The function f3 is univalent and convex in D with
f3(D) = {w : Rew > −1/2}. 
The following corollaries are easy to obtain
Corollary 2. Suppose that f = h + g ∈ SH(S) with the series representation as in
(1). Then
|an| < 1
3
(2n2 + 1) and |bn| < 1
3
(2n2 + 1) for all n ≥ 2.
Corollary 3. Suppose that f = h + g ∈ CH(C) with the series representation as in
(1). Then
|an| < n and |bn| < n for all n ≥ 2.
We end the section with the following
Conjecture 2. Let f = h + g ∈ C0H , where C0H denotes the class of functions in
S0H such that f(D) is convex. Then there exists a θ such that the analytic function
h(z)+eiθg(z) is univalent and maps D onto a convex domain. That is, C0H = C0H(C).
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3. Interesting members of the family S0H(S)
3.1. Various Examples.
(1) Let g(z) be analytic in D with |g′(z)| < n for all z ∈ D and for some n ∈ N, eg.
g(z) = zn, n ≥ 2. Then the harmonic function f1(z) = z+g(z)/n is univalent
and close-to-convex in D. The analytic functions φ1,θ(z) = z + e
iθg(z)/n are
univalent and close-to-convex for every θ ∈ R.
(2) The function f2(z) = z/(1− z) + g(z) is univalent and close-to-convex in D,
whenever g(z) is analytic in D such that |g′(z)| < 1/|1− z|2 . In particular,
if α ∈ C r {0} such that |α| ≤ 1/(2n − 1) and n ∈ N, then the harmonic
function
f2(z) =
z
1− z +
(
αzn
1− z
)
is univalent and close-to-convex in D. The analytic functions
φ2,θ(z) =
z
1− z + e
iθ αz
n
1− z
are univalent and close-to-convex for every θ ∈ R.
(3) Consider the half-plane mapping given by f3 given in Corollary 1, i.e.,
f3(z) =
1
2
[
z
1− z +
z
(1− z)2
]
+
1
2
[
z
1− z −
z
(1− z)2
]
.
The analytic functions (see Theorem C)
φ3,θ(z) =
1
2
[
z
1− z +
z
(1− z)2
]
+
eiθ
2
[
z
1− z −
z
(1− z)2
]
are univalent and convex in the direction θ/2 for every θ ∈ R.
(4) The most interesting example is the harmonic Koebe function K(z) = h(z)+
g(z) given by (3). For θ ∈ [0, 2π), define
ϕθ(z) =
z − 1
2
z2 + 1
6
z3
(1− z)3 + e
iθ
1
2
z2 + 1
6
z3
(1− z)3
= h(z) + eiθg(z)
= z +
∞∑
n=2
ϕθ,nz
n,
where
ϕθ,n =
1
6
(
2n2(1 + eiθ) + 3n(1− eiθ) + (1 + eiθ)) for all n ≥ 2.
Then ϕθ(z) is univalent only for θ = π. For ϕθ to be univalent in D, it is
necessary that |ϕθ,n| ≤ n for all n ≥ 2. When θ = π, ϕθ(z) reduces to Koebe
function k(z) = z/(1 − z)2, which is univalent in D. For θ ∈ [0, 2π) r {π},
|ϕθ,n| > n for large values of n and hence ϕθ(z) is not univalent in D. Thus,
K(z) = h(z) + g(z) is a member of the family S0H(S).
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(5) As another interesting example, we consider
f4(z) =
1− (1− z)3
3(1− z)3 +
(
z3
3(1− z)3
)
=
∞∑
n=1
(n + 1)(n+ 2)
6
zn +
∞∑
n=3
(n− 1)(n− 2)
6
zn.
The harmonic function f4(z) is univalent and convex in the real direction in
D. This is because the corresponding h − g is the Koebe function k(z) =
z/(1− z)2 and the dilatation of f4 = h+ g is ω(z) = z2 (use Theorem C with
θ = 0). On the other hand, we see that the analytic function
φ4,θ(z) =
1− (1− z)3
3(1− z)3 + e
iθ z
3
3(1− z)3
is univalent only for θ = π, and not for other values of θ. The proof follows
from the same reasoning as in the previous example. An interesting fact is
that the coefficients of f4(z) are smaller than the coefficients of harmonic
Koebe function, but it does satisfy the condition
∣∣|an| − |bn|∣∣ = n for all
n ≥ 2 (compare with the conjecture on coefficient bounds in (2)).
The images of the unit disk D under these functions for certain values of θ are shown
in Figure 1 as plots of the images of equally spaced radial segments and concentric
circles. These figures are drawn by using Mathematica.
3.2. Stable Harmonic Univalent Functions. Recently, Herna´ndez and Mart´ın
[12] studied stable harmonic univalent functions. A sense-preserving harmonic map-
ping f = h + g is said to be stable harmonic univalent or simply SHU in the unit
disk (resp. stable harmonic convex (SHC), stable harmonic starlike with respect to
the origin (SHS∗), or stable harmonic close-to-convex (SHCC)) if all the mappings
fλ = h + λg with |λ| = 1 are univalent (resp. convex, starlike with respect to the
origin, or close-to-convex) in D. They proved that for all |λ| = 1, the functions
fλ = h + λg are univalent (resp. close-to-convex, starlike, or convex) if and only if
the analytic functions Fλ = h+ λg are univalent (resp. close-to-convex, starlike, or
convex) for all such λ. Let us consider
(6) fa,λ(z) = a log
(
a
a− z
)
+ λ
(
a log
(
a
a− z
)
− z
)
,
where |a| ≥ 1 and |λ| = 1. A simple calculation shows that fa,λ is sense-preserving
in D and a log
(
a
a−z
)
is a convex function in D. From [1, Theorem 5.17], it can be
easily verified that fa,λ is univalent and close-to-convex in D for all λ such that
|λ| = 1. From the above mentioned result of Herna´ndez and Mart´ın [12], it follows
that the function
φa,λ(z) = a log
(
a
a− z
)
+ λ
(
a log
(
a
a− z
)
− z
)
,
is univalent and close-to-convex in D for all λ such that |λ| = 1. In fact in this case
we can obtain a stronger conclusion when |a| ≥ 1 + √2, a ∈ R. With a > 1, we
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-4
-2
2
4
(a) The range f2(D)
for n = 3 and α = 1/5
-1 1 2 3 4 5
-4
-2
2
4
(b) The range φ2,pi(D)
for n = 3 and α = 1/5
-1 1 2 3
-3
-2
-1
1
2
3
(c) The range f3(D)
-1 1 2 3
-3
-2
-1
1
2
3
(d) The range φ3,0(D)
-1 1 2 3
-3
-2
-1
1
2
3
(e) The range f4(D)
-1 1 2 3
-3
-2
-1
1
2
3
(f) The range φ4,pi(D)
Figure 1. The images of unit disk under fj(z) and φj, θ(z) for j =
2, 3, 4 for certain values of θ.
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compute
φ′a,λ(z) =
a + λz
a− z and 1 +
zφ′′a,λ(z)
φ′a,λ(z)
= 1 +
λz
a+ λz
+
z
a− z .
Considering the images of |z| = r under w = λz
a+λz
and w1 =
z
a−z , it follows easily
that
Re
(
1 +
zφ′′a,λ(z)
φ′a,λ(z)
)
≥ 1− r
a− r −
r
a + r
>
a2 − 2a− 1
a2 − 1
which is non-negative provided a ≥ 1 +√2.
This observation implies that φa,λ(z) is convex in D for each λ such that |λ| = 1
and a ≥ 1+√2. We see that −φ−a,λ(−z) = φa,λ(z) and hence, we conclude that fa,λ
is also a convex function for all |λ| = 1, and for each a ∈ (−∞,−1−√2]∪[1+√2,∞).
3.3. Analog of Alexander Transform for Stable Harmonic Functions. It
is well known that a fully starlike harmonic function need not be univalent in D
(see [3]). On the other hand, it is proved in [12] that the stable harmonic starlike
functions are necessarily univalent in D. Moreover, analog of the classical Alexan-
der’s theorem for analytic functions has been proved for stable harmonic functions
(see [12]) and it reads as follows.
Theorem E. Assuming that the analytic functions h, g, H, and G defined in D are
related by
zh′(z) = H(z), and zg′(z) = G(z),
we have that F = H +G is SHS∗ if and only if f = h+ g is SHC.
Since fa,λ defined by (6) is SHC for all real number a such that |a| ≥ 1+
√
2, we
can use Theorem E to construct functions to belong to the class SHS∗. Define
H(z) =
az
a− z , and G(z) =
−z2
a− z .
From Theorem E, it is clear that
Fa,λ(z) =
az
a− z − λ
(
z2
a− z
)
is univalent and starlike in D for all λ such that |λ| = 1 and for any real number a
such that |a| ≥ 1+√2. We observe that Fa,λ(z) = −F−a,λ(−z). From the definition
of fa,λ(z) and Fa,λ(z), it is a simple exercise to see that
lim
|a|→∞
fa,λ(z) = lim|a|→∞
Fa,λ(z) = z.
The images of the unit disk D under fa,λ(z) and Fa,λ(z) for certain values of a and λ
are shown in Figure 2 as plots of the images of equally spaced radial segments and
concentric circles.
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-0.5 0.5 1.0 1.5
-1.0
-0.5
0.5
1.0
(a) The range f
1+
√
2,0(D)
-1.0 -0.5 0.5 1.0
-1.5
-1.0
-0.5
0.5
1.0
1.5
(b) The range F
1+
√
2,0(D)
-0.5 0.5 1.0
-1.0
-0.5
0.5
(c) The range f5,i(D)
-0.5 0.5 1.0
-0.5
0.5
1.0
(d) The range F5,i(D)
Figure 2. The images of unit disk under fa,λ(z) and Fa,λ(z) for cer-
tain values of a and λ.
4. Linear and Affine Invariant Families of Harmonic Mappings
The class SH(S) has several special properties. For instance, if f ∈ SH(S), then
the function (f+cf)/(1+cb1) ∈ SH(S) for all c ∈ D. This property is called as affine
invariance. Similarly, if f ∈ SH(S), then for each ζ ∈ D, the function F defined by
F (z) =
f( z+ζ
1+ζz
)− f(ζ)
(1− |ζ |2)h′(ζ)
belongs to the class SH(S). This is called as linear invariance property [14]. Thus,
the family SH(S) is an affine and linear invariant family. Many interesting results
have been proved in the literature for different classes of linear and affine invariant
family of harmonic functions. In fact the family SH is invariant under normalized
affine and linear transforms. The growth theorem (see [6, p.97, Theorem]) and the
covering theorem for S0H may now be recalled.
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Theorem F. Let α be the supremum of |a2| among all functions f ∈ SH . Then,
every function f ∈ S0H satisfies the inequalities
1
2α
[
1−
(
1− r
1 + r
)α]
≤ |f(z)| ≤ 1
2α
[(
1 + r
1− r
)α
− 1
]
, r = |z| < 1.
In particular, the range of each function f ∈ S0H contains the disk |w| < 12α .
Let L be an arbitrary family of locally univalent harmonic functions f = h+g ∈ H,
where h and g have the form (1), such that L is closed under normalized affine and
linear transformations and L0 = {f ∈ L : b1 = 0}. Let α0 and β0 be the supremum
of |a2| and |b2|, respectively, among all functions f ∈ L0 of the form (1) with b1 = 0.
In [7] and [8], the authors studied the classes L and L0 and derived the following
interesting results.
Theorem G. Let f ∈ L with b1 = fz(0). Then,
(a) the Jacobian Jf of the mapping f with any z ∈ D satisfies the bounds
(1− |b1|2)(1− |z|)
2α0−2
(1 + |z|)2α0+2 ≤ Jf(z) ≤ (1− |b1|
2)
(1 + |z|)2α0−2
(1− |z|)2α0+2 .
(b) for any z with 0 < |z| = r < 1, the inequalities
|h′(z)| ≤ (1 + r|b1|)(1 + r)
α0−3/2
(1− r)α0+3/2 , and |g
′(z)| ≤ (r + |b1|)(1 + r)
α0−3/2
(1− r)α0+3/2
hold.
These bounds are sharp for the class of univalent close-to-convex harmonic functions.
The equality is attained for the close-to-convex functions f(z) = K(z) + b1K(z),
where K(z) is the harmonic Koebe function.
Theorem H. Let f ∈ L with b1 = fz(0). Then for z with 0 < |z| = r < 1, the
following bounds for the curvature kf(z) of the image of the circle {|ζ | = r} under
the mapping f are valid:
kf(z) ≤ (1 + |b1|)
(1− |b1|)2
(
1 + r
1− r
)α0+3/2 r2 + 2r(α0 + β0) + 1
r
,
kf(z) ≥ (1− |b1|)
(1 + |b1|)2
(
1− r
1 + r
)α0+3/2 r2 − 2r(α0 + β0) + 1
r
if 0 < r ≤ ρ, and
kf(z) ≥ (1 + |b1|)
(1− |b1|)2
(
1 + r
1− r
)α0+3/2 r2 − 2r(α0 + β0) + 1
r
if ρ < r < 1,
where ρ = α0+β0−
√
(α0 + β0)2 − 1. The inequality |z| ≤ ρ determines the maximal
disk, where any function f ∈ L is convex and univalent.
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5. Applications of Theorem 1
We have already proved the sharp coefficient bounds for the classes S0H(S). As an
application of Theorem 1 we can now prove sharp coefficient bounds for the class
SH(S), and using Theorems F, G, and H, we can derive interesting results for the
classes S0H(S) and SH(S).
As mentioned in the book of Duren (see [6]), the only property of the class SH
essential to the proof of Theorem F is its affine and linear invariance. Moreover,
the theorem remains valid for any subclass of SH that is invariant under normalized
affine and linear transformation. We have already pointed out that the class SH(S)
is an affine and linear invariant family. Hence, Theorem F is applicable to the class
SH(S). Replacing SH by SH(S) in Theorem F and applying Corollary 2 we get the
following result. So we omit the details of the proof of these theorems here.
Theorem 2. Every function f ∈ S0H(S) satisfies the inequalities
1
6
[
1−
(
1− r
1 + r
)3]
≤ |f(z)| ≤ 1
6
[(
1 + r
1− r
)3
− 1
]
, r = |z| < 1.
In particular, the range of each function f ∈ S0H(S) contains the disk |w| < 16 .
The above inequalities are sharp and the equality is attained for the harmonic Koebe
function K(z) and its rotations.
By taking L = SH(S) in Theorems G, and H and applying Theorem 1 we get the
following results.
Theorem 3. Let f ∈ SH(S) with b1 = fz(0). Then the Jacobian Jf of the mapping
f with any z ∈ D satisfies the bounds
(1− |b1|2)(1− |z|)
3
(1 + |z|)7 ≤ Jf(z) ≤ (1− |b1|
2)
(1 + |z|)3
(1− |z|)7 .
These bounds are sharp. The equality is attained for the close-to-convex functions
f(z) = K(z) + b1K(z).
Theorem 4. Let f ∈ SH(S) with b1 = fz(0). Then for any z with 0 < |z| = r < 1
the inequalities
|h′(z)| ≤ (1 + r|b1|) (1 + r)
(1− r)4 and |g
′(z)| ≤ (r + |b1|) (1 + r)
(1− r)4
hold. These bounds are sharp. The equality is attained for the close-to-convex func-
tions f(z) = K(z) + b1K(z).
Theorem 5. Let f ∈ SH(S) with b1 = fz(0). Then for any z with 0 < |z| = r < 1
the following bounds for the curvature kf(z) of the image of the circle {|ζ | = r}
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under the mapping f are valid:
kf(z) ≤ (1 + |b1|)
(1− |b1|)2
(
1 + r
1− r
)4
r2 + 6r + 1
r
,
kf(z) ≥ (1− |b1|)
(1 + |b1|)2
(
1− r
1 + r
)4
r2 − 6r + 1
r
if 0 < r ≤ ρ, and
kf(z) ≥ (1 + |b1|)
(1− |b1|)2
(
1 + r
1− r
)4
r2 − 6r + 1
r
if ρ < r < 1,
where ρ = 3 − 2√2. Moreover, every function f ∈ SH(S) maps the disk |z| <
3 − 2√2 ≈ 0.171572875 onto a convex domain. That is, for f ∈ SH(S), the radius
of convexity is 3− 2√2.
We remark that the number 3− 2√2 is the conjectured value by Sheil-Small [14]
for the radius of convexity of f ∈ SH .
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