ABSTRACT. We use a local energy method to study the vanishing property of the weak solutions of the elliptic equation -div A(x, u, Du) + B(x, u, Du) = 0 and of the parabolic equation dip(u)/dt -div A(t,x,u,Du) + B(t,x,u, Du) = 0. The results are obtained without any assumption of monotonicity on A, B, A and B.
Introduction.
In this paper we study some local vanishing properties of weak solutions of elliptic and parabolic quasilinear equations of the following form:
(EE) -div A(x, u, Du) + B(x, u, Du) + C(x, u) = 0, and (PE) ttÍ>(u) -div A(t, x, u, Du) + 3(t, x, u, Du) + C(t, x, u) = 0, at where A (resp. A) is a vector valued function defined in LI x R x RN (resp. R+ x fi x R x R^ ), B (resp. S ) is a real function defined in fi x R x RN (resp. R+ x fi x R x RN ) and C (resp. C) a real valued function defined in fi x R (resp. R+ x LI x R) and where xjj is a continuous nondecreasing function vanishing at 0. The functions A, B, C, A, 8, C and xjj are required to satisfy the following structural assumptions for some constants Ci, • • •, C\, M\,..., M4 and c and some exponents q, a, 0, o and m which will be made precise later. (El) |A(x,r,p)|<Ci|p|9 V(i,r,p)eOxRxRff,
A(x,r,p)-p>C2|p|<?+1 V(x,r,p) G fi x R x RN, (E3) \B(x,r,p)\ < C3\r\a\pf V(i,r,p) G il x R x RN, (E4) C(x,r)r >CA\r\a+i V(x,r)GfixR, (PI) \A(t,x,r,p)\ < Mi\p\q V(t,x,r,p) ER+ xQxRxRN, which appears in the study of a stationary isothermical single reaction [4] or in the non-Newtonian stationary fluids theory [29] (q > 0, a = 1). As for (PE), an interesting particularization is (1.2) -^ -div(\D(v\v\m-1)\q-xD(v\v\m-1)) + ¡vf-iy = 0, which appears in filtration with absorption of gases in porous media (q = 1) [20] , spatial diffusion of a biological population [18] and in the study of nonstationary non-Newtonian fluids (m -à = I) [29] . It must be noticed that (1.2) is linked to (PE) in setting a = à/m and u = i>|v|m_1. Our paper deals with the following vanishing properties: (A) if u is a weak solution of (EE) in Bpo(xo) -{x G fi: \x -xq\ < po}, then there exists pi, 0 < pi < po, such that u(x) = 0 Vx G Bpi(xo); (B) if u is a weak solution of (PE) in R+ x Bpo(xo) and u(0, x) = 0 Vx G Bpo(xo), then for any t < to there exists p(t), 0 < p(t) < po, such that u(t,x) = 0 VxG J3p(t)(x0); (C) ifu is a weak solution of (PE) in R+ x Bpo (xo) and u(0, x) = 0 Vx G BPo (xo), then there exists pi, 0 < pi < po, such that u(t, x) -0 V(t, x) G R+ x BPl (xo).
If, for the sake of simplicity, we assume Cj, = M3 = 0, our main results can be summarized in the following way: More general results involving C$, M3, a and ß will be given in the sequel. The phenomena described in (A), (B) and (C) are already known for solutions of (1.1) and (1.2) ( [11, 13, 14, 16, 19] , etc.) but they have always been obtained on the basis of comparison principles where the monotonicity of the different operators is crucial. On the contrary our method is just an energy method and no assumption of monotonicity on A, B, C, A, B and C is needed. Moreover it is a unified method and the proofs of I, II and III are parallel. Roughly speaking, the idea is to multiply the equation (EE) or (PE) by u, to integrate in some ball of radius p, Bp(xo), and to use Green's formula. We then obtain a first order differential inequality involving the energy E(p) of u concentrated in Bp(xo) of the type (1.6) Kpa°±E(p)>(E(p)r>. dp In case (B), K = K(t) is a power of t. Integrating (1.6) we obtained estimates for pi = pi(po,i£(po)) such that E(px) = 0 and then
(pi depends also on t in case (B)). In cases (B) and (C) we also assume u(0, ■) = 0 a.e. in JBPo(xo). A key-stone tool for such a program is an interpolation-trace result which will be proved in §4. This energy method was first introduced by Antoncev [3] in a pioneering but very formal work where he essentially obtained a result of type II in the framework of Lions' existence results [28] for solutions of (PE). We give here a rigourous proof of his result in a more general situation.
It must also be noticed that our results hold in some cases of variational inequalities (take o = 0). ACKNOWLEDGEMENTS. This paper was partially written while the second author was visiting the Universidad Complutense in the framework of the Scientific Cooperation between France and Spain. and for any <p E Co°(fi) the following equality holds:
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We set Bp(xo) = {x: \x -xo\ < p} and £>p(xo) = dBp(xo). Our main result is the following THEOREM 2.1. Suppose C2 > 0, C4 > 0, 0 < o < q, 0 < ß < q + 1, a = a -ß(o + l)/(q + 1) and C3 < C4 (resp. C3 < C2) ifß = 0 (resp. ß = q + 1) or if 0 < ß < q + 1. If u is a weak solution of (EE) in fi, xo G fi and po is such that 0 < po < dist(xo,dfi), then u(x) = 0 a.e. in BPl(xo), where
where C -C(Ci,C2,C3,C4,N,q,cr,ß) and PROOF. From the definition we deduce with standard Poincaré and Sobolev inequalities arguments that u E Lr(BPo(xo)) with 1/r = l/(q+i) -l/N if q+l < N or r < +00 if q + 1 > N. Hence u E La+1(BPo(xo))-From Holder's inequality and (E3) uB (x,u,Du) is integrable in PPo(xo) and it is the same with \A(x,u,Du)\u so fg , , A(x,u,Du) ■ Vuds exists for almost all p in (0,po).
We now define for m G N, Tm(u) = sign(u) min(m, |u|) and for n E N and p G (0, po), we consider the sequence of functions ipn: [0, po] h^ R+ such that
From a result of Stampacchia [33] , <pn,m(x) = Tm(u(x))tpn(\x -xo|) belongs to W0'q+ (BPo(xo)) so it is an admissible test function and we have
Jb, IBp(x0) We deduce from Lebesgue's theorem as m goes to infinity that Going to the limit (n -» oo) in (2.10) we deduce (2.7).
The keystone of the proof of Theorem 2.1 is the following interpolation-trace result whose proof will be given in §4. 
we get (2.13).
Proof of Theorem 2.1. Jbp(x0) 9+1 C2(9 + l)
As C3 satisfies (2.2) it is possible to find e > 0 depending on 9, ß, C2, C4 such that 
In spherical coordinates (uj, r) with center xo we have
hence E is almost everywhere differentiable and dE(p)/dp = fSN-i A(puj,u,Du) ■ DupN~1duj and from (E2) dE(p)/dp > C2fs {xo) \Du\q+1 ds. So we get (using (2.13)) (2.21)
where K = K(Ci,C2, C5, N,0,9, ß). Moreover for 0 < r < 1, we havê
If we set
we get from Young's inequality
Hence we deduce (2.24)
then E(pi) = 0 and E(p) = 0 for p < pi so (2.21) implies 6(p) = 0 which means u(x) = 0 a.e. in Bp(xo) for p < pi-If we compute the exponents we have
which implies (2.3) with (2.5) and (2.6).
REMARK 2.2. We can relax the hypotheses on a and ß in assuming that u G Lg'c(fi), which is the case if
Cq and D being some constants (see [26] ). From (2.17) it is easy to see that we just have to suppose a>0, 0 < ß < q + I and Cz small enough in order to get (2.3).
As an application of Theorem 2.1 we have the following global result which contains Theorem I. COROLLARY 2.2. Assume fi = RN, C2 > 0, C4 > 0, 0 < o < q, and (2.2) if 0 < ß < q + 1 or C3 < Ci (resp. C3 < C2) if ß = 0 (resp. ß -q + I) and suppose u E W1'q+1(RN) n La+1(RN) is any weak solution of
in RN, where f G L^a+1^a(RN). If f has its support in BPo(0), then there exists pi > po depending on ||/||l(<'+1)/<'(rn) and the .structural constants C\\ C2, C3, C4, N, 9, a, ß such that supp(u) C BPl (0). If we suppose moreover that 9 + 1 < N or C(x,r) satisfies (2.28) the result remains true if we just suppose u G La+l(RN), Du E Lq+1(RN) and f E L^q+1^q(RN).
PROOF. As u is a weak solution of (2.29), we have If we take Ç -cn such that 0 < çn < 1, f"(x) -1 if |x| < n, <;n(x) -0 if |x| > n + 1 and H-Dfnlk00 < 2, then
If n -> +00 we deduce (as in the first step of the proof of Theorem 2.1)
for some structural constant k. Hence E(oo) and 6(co) remain bounded independently of u and, for any r > 1 and Xo G RN,
where C depends on the structural constants and fRN \f\^<T+1^',T dx. If we apply Theorem 2.1 in Pr(xo), where |x0| = po + r, we deduce that suppu c BPl(0) with Pi = Po + max(l,Ä"). If we suppose 9 + 1< N, then Du G Lq+1(RN) implies u E L^q+1>(RN) with 
can be found in [17] .
REMARK 2.4. In Theorem 2.1 we can relax the hypothesis of continuity on R i-► C(x,r) in order to treat some variational inequalities (a = 0). We can also deal with unilateral constraints on u such as the weak variational inequality
in the sense that uGL^fi), Du E Lq+1(ü), B(-,u,Du) G Lx(fi) and
Jn Jn for any <p G Cg^R^), <p > 0. If for some e > 0 we have f(x) < -e a.e. in fi we can apply Theorem 2.1 provided C3 is small enough (see [11] for a basic result). Our first result is a finite speed of propagation property of the support of the weak solutions of (PE).
License or copyright restrictions may apply to redistribution; see https://www.ams.org/journal-terms-of-use ,2T) ). An exact formula for the speed of the interface is difficult to obtain as limt->o b(t, po) -limt-.o E(t, p0) = 0 (see Knerr [25] for computations in the porous medium equation case). and it is the same with the function r i-> ip(u(r, ■)) f h~lT\(u(e, ■)) de so we can suppose that t is one of its Lebesgue points (independently of / and h). Hencẽ
where <p(r,x) = <pn,i,h(T,x) = ipn(\x -x0|) fj hrlTi(u(£,x)) de. So (3.13) becomes (3.14) / / {A(t,x,u, Du) ■ D(p + B(t,x,u,Du)tp + C(t,x,u)ip}dxdr
As j is convex and increasing on R+ (resp. decreasing on R ) we have (3.15) j(3l(«(i-+fc,x)))-i(ri(tt(T,x)))>^(ti(r,a:))(r,(«(T+Ä,x))-2l(t»(T,x))).
So computing dp/dr and using (3.15) yields 
<M5(E(t,p) + b(t,p)).
This is clear when ß = 0orß = q + l. When 0</?<9+lwe have As T < T* it is possible to find e depending on T, M2, M4, m, q, c and ß such that *+1~ß<c and ,AM\^<W<1. and the end of the proof is as in Theorem 2.1. REMARK 3.2. As in Theorem 2.1 it is possible to relax the hypotheses on a and ß if we know a priori that u E L°°((0, T) x BPo(xo))-We just have to assume a > 0, 0 < ß < 9 + 1 and M3 small enough (cf. [35] for some specific L°° estimates). PROOF.
Step l. We claim that there exists T > 0 such that for any t E [0,T] the support of u(t, ■) is compact. In order to prove this result, we fix T' < T*, p > 0 and |xo| > R + p and apply Theorem 3.1 in Pp(xo). From (3.37) there exists a constant M depending on the structural constants, T" and p but not on xo such that if pv > Mtx max(l, p"-1) and t < V, then u(t,x) = 0 a.e. in Bpi{t)(x0), where p\(t) = pv -Mtxma3t(l,pu-1).
If we set Tx = min(T"A,min(pI/,p)/M) and make xo run all over the complementary of Br+p(0) we deduce that for any t < T, u(t, x) vanishes for almost all |x| > P + p-pi(f).
Step 2. We claim that for any t > 0 the support of u(t, ■) is compact. We proceed by contradiction in supposing that the subset of the i's of R+ such that the support of u(t, ■) is compact for 0 < r < t admits an upper bound t* < +00. for any y E RN. For any t < t* the support of u(t, ■) is included in some ball •Bß(t)(0), so we can apply Theorem 3.1 on [i, +00) x RN (if we set s = r -t and v(s,x) = u(t,x) the function v satisfies (PE) in R+ x RN with u(t, •) as an initial data). Proceeding as in Step 1 we see that there exists M > 0 such that, for any \y\ > P(i)+pand (r-t)x < min(t*x,min(p",p)/M), u(t, ■) vanishes a.e. in Bp/T^(y) where Pv(t) = pv -M(t -t) max(l, p"-1). Moreover from (3.39) and the definition of v the constant M does not depend on t < t* and on y in RN -Pñ(t)+p(0), so u(t, x) = 0 for almost all |x| > R + p -p(r). In particular for ( (\ \1/AN r = min I t* + t, t + ( -min(pl/, p) u(t,-) vanishes a.e. in RN -BR+p_piT-j(0). If we take t close enough to t* we have a contradiction, so t* = +00. Moreover from the construction there exists a nondecreasing function R defined on R+ such that R(0) -R and suppu(i, •) C BR{t)(0).
Step 3. End of the proof. If we apply Lemma 3.1 in [0, t] x P2n(t)(0), we get for í >0, REMARK 3.3. When S ^ 0 and ß < q + 1 we do not have the estimate (3.41) so (3.38) is only valid for t < T < T* with a constant M depending on T. Moreover we do not know whether the relation (3.37) (which says that the energy of a solution is locally uniform in RN) is necessary in order to get the finite speed of propagation of the support of u.
REMARK 3.4. When A(-,-,u,Du) = |Dtt|9-1£>u and B = 0, then the phenomenon described in Corollary 3.1 is already known (see [5, 14, 16, 21, 25] and [17] for first order quasilinear equations). On the other hand if qm < 1, then the speed of propagation of the support of u(t, ■) is infinite (see [5, 16, 19 and 32] ).
In the next theorem we obtain the localization of the support of u(t, ■) independently of t. Such a result is already known for specific first and second order quasilinear variational inequalities under some assumptions of monotonicity (see [16, 17 and 20] ). Ms<(m4^±^) (*!+-) if 0 < ß < q + 1; we assume moreover that max(<x, 1/m) < 9. If u is a weak solution of (PE) in R+ x fi with an initial data uo vanishing in BPo(xo), xo G fi, Po < dist(xo,<9fi), and if u has a finite energy in R+ x BPo(xo) that is j(u) E L°°(R+,L1(BPo(xo))), uEL"+1(R+ xBP0(x0)) and Du E Lq+1(R+ x BPo(x0)), then u(t,x) = 0 for almost all (t,x) in R+ x BPl(xo), where (l-r)(9 + l)(e + l) (¿+l)(AT(9-£) + (£ + l)(9 + l))'---' , (£-e)(g + l)
(q-ë)(N(q-e) + e + l) 9(e + l)(è + l) 9(ê+l)(JV(g-e) + (9 + l)(e + l)) ¿n w/i¿c/i formulas we have set e -min(rj, 1/m) and i = max(<r, 1/m).
We first need the following (N + l)-dimensional trace-interpolation estimate.
For the sake of simplicity let QPit = (0, i) x B^xo) and T,Pit = (0, t) x Sp(xo), and from Holder's inequality // A(t,x,u,Du) ■ Oudsdr JJxp,t <Mi(ff |£>u|«+1 da dr) Iff \u\q+1dsdT
As uo vanishes in Bp(xq), we deduce as in Theorems 2.1 and 3.1,
where E(t,p) is defined in (3.4) and c(t,p) -JfQ ( \u\a+l dxdr. As the functions E(t,p), c(t,p) and dE(t,p)/dp are nondecreasing with t, We deduce from (3.60) that Hence E satisfies the differential inequality (3.63) El + (l-e)/q-T(l-e)(q+l)/q(i+l)rtip) < K2pce(q+l)/q^{tp)ŵ ith K2 = (4ffiM7max(ifo,íí:o1_e)max(l./9o~?0))(9+1)/'í-Integrating (3.63) between pi and po yields if t > (e + l)/(9 + 1),
we have E(t, pi) = 0. As E(t, po) < E(p0) we deduce that E(t, pi) =0 for any í > 0 if pi satisfies (3.65) with E(t,po) replaced by E(po) and from ((m + 1)(9 + 1) + Nm(q -cr))(N(q -e) + e + 1) (m+l)(9+l)(iV(9-£) + (e + l)(g+l)) As max^tfo1"0) = max(l,d<e"-e>/<e+1><e"+1>(oo,po)) and Kimax(K0,K^-e)
and we get (3.43). REMARK 3.5 . If the energy of u in R+ x Bpo (xq) is not too large, then pi > 0 and there truly exists a cylinder R+ x BPl (x0) where u is a.e. zero. On the opposite, if u has not a finite energy in R+ x BPo (xq) we just obtain a finite speed of propagation for the nonvanishing set of u in R+ x Bpo(xo)-Moreover if we know a priori that u is bounded in R+ x BPo(xo), the hypouheses on a and ß can be relaxed as in Remark 3.2.
COROLLARY 3.2. Assume that u is a weak solution of (PE) in R+ x RN satisfying (3.37) such that j(u) E C°(R+; L¡oc(RN)) and that M2 > 0, M4 > 0, a > 0, q > 0, m > 0, c> 0, 0 < ß < q +1, a = a -ß(a+ l)/(q + 1) and M3 < MA (resp. M3 < M2) ifß = 0 (resp. ß = q + 1) or (3.42) ifO < ß < q + 1, and assume also that max(er, 1/m) < q. If the initial data uq of u vanishes outside BR(0), then there exists Ri > Ro depending on the structural constants and ||uo||¿(m+i)/m(RN) such that for any t > 0 u(t, ■) vanishes a.e. outside BRl(0).
PROOF. As in Corollary 3.1 we first notice that the support of u has a finite speed of propagation. If we apply Lemma 3.1 in (0,i) x ßp(0) we get (3.57) and if p goes to +00 we obtain / f(u(t,x))dx T-°< C f f(u0(x))dx, Jrn where C depends on the structural constants. We now fix xo outside BR+i(0), po = \xo\ -R and apply Theorem 3.2 in Bpo(xo): there exists a constant K depending on C and ||wo||L(m+1>/'"(R'v) such that u is zero a.e. in R+ x BPí(xq), where (3.67) PÏ^Puo-Kp%.
But
N\l-m<r|((me -l)(q -o) + (a -e)(m + 1)) V~X~ (ma-l)(m + l)(7VT(9-e) + (9 + l)(£ + l)) ' If we compute we get 
