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Introduction 
Mental tests may be categorized as task-limit or time-limit tests, 
each consisting of a number of items which may be answered right 
or wrong. In task-limit tests the examinee is given enough time to 
finish all items and the number of items answered right is defined 
as his test score. This type of test coincides with the so-called 
'pure power tests' as defined by Gulliksen (1955). In time-limit 
tests the examinee does not have enough time to answer all items. 
Rather, a fixed time is chosen such that not even the most 'brilliant' 
examinee can possibly finish all items. This type of tests does not 
coincide with Gulliksen's (1955) 'pure speed tests', since, there, 
the examinee is assumed not to give wrong answers. Time-limit tests, 
however, consist of items which may be answered wrong by the examinee. 
So, they need not be so easy that the examinee can answer them all. 
This study deals with time-limit tests, which are frequently used 
in psychological practice. Examples are the General Aptitude Test 
Battery and Thurstone's Test for Primary Mental Abilities. In time-
limit tests three scores are usually distinguished: the number of 
items answered right, the number of items answered wrong and the 
number of items answered either right or wrong. The latter is the 
sum of the two former ones. We neglect such scores as the number 
of items which cannot be coded since these scores are usually very 
low. Remarkably enough, all time-limit tests we know of, are only 
scored with the number of items answered right. Defares, Kemna and 
Van der Werf, however, did some studies (1962,1963) in which they 
computed product moment correlations between the number of items 
right, the number of items wrong and the number of items answered. 
The question, how to explain the structure of those correlations 
gave rise to this study. However, the main purpose of this study 
has become the development of a true score theory for time-limit 
tests. The first chapter of this study is devoted to the construc-
tion of the theory, having two varieties called the first and the 
second version, respectively. The second version is more compli-
cated than the first one, but it has a wider area of application. 
In the second chapter of this study the theory is tested against 
actual testdata. Furthermore, the structure of the correlations 
between the number of items right, wrong and answered is examined 
in the light of our theory. Some results useful in judging the 
meaning of test scores are discussed at the end. In the third 
chapter the theory is tested against some other testdata. A fourth 
and f inai chapter of the study is devoted to a discussion both of 
the theory and the result of its application to data. 
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Chapter 1 : Theory 
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Introduction 
In this part of our study the construction of the theory will be 
discussed. It is partitioned into three main sections . In the 
first section the fundamentals of the theory are treated. In the 
second section some relevant derivations are shown. The third 
section contains both a rationale for the basic assumptions 
stated in the first section and a critical discussion of some 
problems related to those assumptions. The assumptions of the 
theory consist of psychologically meaningful and technical assump-
tions. The latter ones are only made to enable us to derive 
specific formulas. In the first two sections all assumptions are 
stated without further comment, their plausibility being discussed 
later on in the third one. This discussion concentrates mainly on 
the psychologically meaningful assumptions. This strategy has been 
followed to facilitate the explanation of the theory as such in the 
first section. The first version of the theory is to be looked 
upon as a kind of 'H.-case'. If this version is not rejected upon 
being tested statistically each possible score is of significance 
only as far as such a score is dependent upon the number of items 
answered. The second version of the theory may be regarded as to 
contain the bulk of the theory. When this version is not rejected 
statistically some practical conclusions may be drawn with respect 
to the characteristics of the test score under consideration. 
Since the first version is less complicated, the first version will 
be treated before the second one, throughout. 
1. Basic assumptions and basic equations 
Consider the non-empty sets F and Τ of persons and time-limit tests 
respectively, both sets having a finite or denumerably infinite num­
ber of elements. We shall use the subscript i to denote a particular 
person and either one of the subscripts j, к and 1 to denote a par­
ticular test. Three scores are to be distinguished 
- the number of items right, that is the number of items answered 
correctly; 
- the number of items wrong, that is the number of items answered 
incorrectly; 
- the number of items answered, that is the sum of the number of items 
right and the number of items wrong. 
We denote these three kinds of scores by the symbols g, f and a, respec­
tively 
- g..: the number of items right for person i on test j; 
- f..: the number of items wrong for person i on test j; 
- a..: the number of items answered for person i on test j. 
The scores в... f.. and a., may be considered as particular values of 
e i j ij ij 
the real-valued random variables G.., F.. and A... respectively, only 
LJ ij ij r J ' 
two of which are independent since, by definition f.. - a.. - g... 
The assumption that G... F.. and Α.. are real-valued variables is 
somewhat stronger than we need as g..p f·· and a., are always non-
negative integers. In this study, however, only the scores g.. and 
f.. are looked upon as particular values of random variables G.. and 
F... respectively. So, the score a., is not conceived of as the 
ij r * ij 
realization of a random process within person i in answering test j. 
Our most basic assumption, which enables us to use the binomial error 
model in constructing our theory, is the aonetanay hypotheeie. When 
- 6 -
answering any item y out of a test j a particular person i has 
a constant probability to answer the item right. So, if we denote 
that probability by ρ .., the constancy hypothesis may be written 
ρ .. » p. . for all y 
This hypothesis implies that the probability P(G..=g..) follows a 
binomial distrbution: 
(1.0 P(G..-g . . ) -
i j 0 1 J 
a. . 
1J 
8ijJ 'и
1 4
"-^"
4
"*
4
·
0
*'«" 
Since f..-a..-g.., the probability distribution P(F.."f..) is also 
a binomial one: 
(..2) PO^-V - f.. 
ij 
f.. a..-f.. 
The parameters p.. and a.. are specific for a given person on a given 
test. They are not considered as results of a stochastic process within 
person i on test j hut rather as fixed true scores. As G.. is binomially 
distributed we know from (1.1) that its expectation, &(G..) may be written 
(1.3) 
*
( Gii> p..a.. 
Incidentally, in mental testtheory the true score γ.. has the same 
definition 
(1.4) &(С^) - Y y p..a.. 
We will let P(X-x) denote both the probability that the variable 
X has the value χ and the probability function of X, that is a 
probability distribution. 
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in which Che paramter p.. is called, by some authors, the relative 
2 
true score. From (1.1) we also have σ (G..), that is the variance 
of G..: 
(1.5) a2(G..) - p..(l-p..)a.. 
The theory to be developed has two versions. The first version is 
based on the assumption that the relative true score p.. is the same 
for all people or is constant across i. The second version of the 
theory allows persons in the population Ρ to have different relative 
true scores. This assumption is more realistic and is in keeping 
with the basic assumption of test construction that people do differ 
in ability. An assumption has to be made with respect to the distri­
bution of the relative true score in the population Ρ of persons. 
Let us take, now, from the population Ρ a random sample S of persons, 
and let us administer test j to each of them. For each person i in S 
two stochastic variables are defined: G.. and F... In addition, for 
ij ij 
each person i in S two fixed variables are defined: a., and p... Now, 
we may define the random variables G ., F ., A . and Ρ ., where the 
*3 «J *J *J 
subscript к instead of i refers to the scores of the persons in 
S с ρ аз the sample space. So, the variables with subscript к are 
stochastic as a result of a random selection of persons. In addition 
the variables G . and F . are also stochastic as a result of a random 
*J *1 
selection of scores within persons. However, the variables A . and F . 
are only stochastic in the former sense. They are fixed within persons. 
So, only the variables G . and F . may be called doubly stochastic as 
they are a joint product of two stochastic processes. First of all 
they are stochastic as a result of a random selection of persons. 
Also, they are stochastic for each person as the result of a random 
-8-
selection of scores. Given these preliminaries, the conditional 
distributions P(G .=g . ІА .»a .) and P(F .-f . I A ·"> ·) niay be 
*J *J *J *J *J *J *J *J 
defined in terms of the first and second version of the theory. 
These conditional distributions play an important role in the 
further development of the theory. It will suffice, however, to 
consider G . only since what will be true for G . will also, with 
*J *J 
minor modifications, hold for F .. To begin with, let us derive 
P(G .=g . A^.=a .) within the framework of the first version of 
*J *J *J *J 
the theory. As a basic assumption we have there: 
(1.6) p. . •= p. for all i 
ij 3 
This implies ρ . = p., so that 
(,
·
7> « v ^ j ' W g · a .-g . p. « ι , . . «ι Б*і J C - P j ) 
From the implication that ρ . = p. and from the fact that a . is a 
fixed variable we may state without further comment that 
(..7a) «G,. lA^-.^) - p. S j 
and 
(1.7b) c2^.^.-^.) -
 Р
.0-?])^ 
The derivation of F(G .-в .ІА .-a .) within the second version of 
the theory is somewhat more complicated as this version is based 
on a specific assumption regarding the probability distribution of 
F . in the population of persons. Since F_. is a continuous variable 
this probability distribution is in fact a density function, say 
f(p . ) . Assuming that f(p .) follows a beta distribution with para-
meters r. and t., we may write 
J J ' 
1 г.-l t.-r.-l 
(1.8) f(p .) p.. J (I-P,·) J J 
*
3
 BCr-.tj-r.) *J *J 
where 0 < p . < l , 0 < r . <t., while B(x,y) represents the 
"J J J 
beta-function of χ and y. From now on we also use instead of 
2 
ß(X . ) . σ (Χ .) and the correlation ρ(Χ
 (X ) the expressions 
XJ JtJ xK X J. 
2 
y , σ and ρ , respectively. Since f(ρ .) follows the 
xj xj xk Xl J 
beta distribution, we know that - see, for example, Fisz (1963) 
or Raiffa and Schlaiffer (1961) -
(..8a)
 Ê ( P ) . μ . - i 
J J 
and 
, r.(t.-r.) 
(1.8b) σ^ίΡ..) - σ - Д Д Д 
*
J PJ t?(t.
+
l) 
Our rationale for choosing the beta distribution for P.., will be 
considered at the end of the second chapter. The derivation of 
P(G .-g .ІА ."a .) in the second version of the theory, requires 
the variables Ρ . and A . to be independent, so that 
( 1
·
9 ) f (p* j l v a « j ) " f ( p « j ) 
In order to derive the probability distribution P(G ."g .ІА .-a^.) 
7
 * J * J * J * J 
l e t us consider the two-dimensional random variable (G^.,P^. А^."а .) 
*J *J *J *J 
in which one of the random variables is discrete while the other is 
continuous. For every h > 0 and for every ρ .. satisfying 0 < ρ . < 1 
we have 
(1.10) P(G±j-g±j,P fc j l ί P^ j ί P^j+hlVVj) " 
-
 Р { (
^ " ^ 1 Р ,
Л
 Í P.j * P . j i^KA^. -^) } · 
'Hp.j i Í Psj * Р «
І
, * І
 ) 
Application of assumption (1.9) gives 
-10-
'
 p(P*ji s P « j f p « j i + h ) 
Let us divide both sides of this equality by h and pass to the limit 
as h * 0. From (1.7) and (1.8) we obtain 
lim 1 (1.12) ni. Ρ (G .=g .,p ., ί ρ . ί ρ . ,+h A .-a .) 
h •* 0 h *j b*j ' r *j 1 r «j r*j 1 ' »j *j 
E . a .-g . 
ρ ., *
J(l-p .,) * ] *J 
** j 1 F*j 1' 
B(r.,t.-r.) P*jl 
J J J 
r.-I t.-r.-l 
Expression (1.12) determines the two-dimensional distribution of 
(G .,P .ІА .=a_.). By substituting ρ . for ρ ., in the right-hand-side 
of (1.12), we obtain the marginal distribution of (G ."g .|A .=a .) 
TJ * J * J * J 
from the formula 
с·
13) к ^ о' P j [ . ^ ( , - p , . ) ^ ^ 
1 r.-I t.-r.-l 
l8«JJ 
Г ( , . * ц . ) r C t . - r . ^ - g , . ) r ( t . ) 
Г(г.) r ( t . - r . ) Γ ( ϋ . + . β . ) 
where 
(1.13a) ^ І А ^ . - . , . ) - - ^ . , . - U p _ . . . 
and 
, r . ( t . - r . ) . 
(1.13b) а,£(С1„.|А<|>.=а1|..) - а^. ( a ^ . + t . ) -1—1—i- - a.U.*t.) a¿ 
*J *J «J *J *J J
 t 2 ( t + ) ) *J «J J Pj 
-li-
The expression Γ(χ) refers to the gamma function of x. 
This distribution is known as the beta binomial distribution. 
It is treated in detail by Raiffa and Schlaiffer (1961). Further­
more, Lord and Novick (1968) mentioned this distribution, which 
appeared also to be the negative hypergeometric distribution. 
Since we derived the conditional distributions P(G .=g^.ІА .-a .) 
*J *J *J *J 
for both versions of the theory, we may pass on now to the specific 
development of both versions. It should be noted that the theory we 
propose does not make any specific assumption regarding the proba­
bility distribution P(A .=a . ) . 
Apart from its set of assumptions and rules of correspondence, a 
theory also includes a number of consequences, which can be derived 
from the assumptions. Some of these deductive consequences can be 
used to estimate relevant parameters from the data. Other deductive 
consequences are then typically compared with appropriate data as a 
basis of testing the theory. Other theoretical results, while not used 
directly to test the theory, are often of great interest since they 
cast additional light on the data and are needed to compare the 
theory with other theories. In developing both versions of the 
theory we shall proceed first with the socalled interesting deri­
vations, which are in fact the possible correlations among the 
variables Ο , , Ο , , Ρ , , Ρ , , Α , and A_, for к » 1 and for к 4 1. 
*k *1' *k *1' *k *1 
Afterwards some expectations will be treated which will be used 
in estimating the relevant parameters. At the end of this chapter 
there will be some discussion regarding the assumptions made to 
construct the theory. 
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2. Derivations of some correlations of interest 
In research on time-limit tests the following correlations are of 
possible interest: P C A ^ . A ^ J ) , P C A ^ . G ^ ) , Ρ^^»^].)» p ( G*k' G*l^' 
p(F ..F . ) , P( Gj t k> F s l) f o r b o t l 1 k " l βηά к У 1. From the point of 
view of test theory the correlation p(A . ,A .) is not of interest 
since the variable A . is completely reliable. Furthermore, the theory 
proposed does not contain any assumption regarding the probability 
distribution P(A »a , ) in the population of examinees. The other 
correlations, which do have some importance from a theoretical point 
of view will be derived in the next paragraphs for the first and for 
the second version of the theory separately. However, these deriva­
tions will be given for G . only since derivations holding for G . 
will hold for F . with minor modifications. So, only the correlations 
p(G..G.) and P(G 4 k,A,) for both к - 1 and к У 1 will be derived 
for both versions of the theory. 
-13-
2.1. The correlations between the variables A .,G^ , and F . as 
*] 3tk *1 
derived from the first version 
To derive an expression for P(G*k>
G
»i) in t h e c a s e of к i* 1, we 
notice that in general 
0 ( G
«k' G*l ) (2.1.1) PiG^.G^^ î^-^i 
a(G4k) σ(0±1) 
The со агіапсе a(G
<fci
G
^1)
 m
ay be written as 
(2.1.2)
 0(С л,С в 1> - »CG^.G^) - Ё(С<к) *(Св1) 
2 
The variance σ ( G ) may be rewritten as 
(2.1.3) ° 4 k ) - 6 ( 4 ) - { a ( G j i k ) }
2 
The expectation &(G . ) may be rewritten as 
(2.1.A) I(G A>- l P(^-. Ä> « № л | А А - ^ к ) 
a
*k 
Using (1.7a) we have 
(2.1.5) S(G
± k)-p k I а ^ Р(А±к-ажк) 
a
*k 
• Pk e < A * k > 
So we may write 
(2.1.6) £(G
±k) - u g k - pk ^ 
2 
The expectation &(G ) may be written as 
(2.1.7) . ( G ^ ) - Σ P(AA-.Ä) «(GÎk|AA-.A) 
a
*k 
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where 
(2.1.8) «(0^|Α
Λ
-.
Λ
) = a ^ j A ^ a ^ )
 +
 ^ ( G . J A ^ - . ^ ) } 2 
Using (1.7a) and 0.7b) this simplifies to 
(2. 1.9) *(С^|А
Л
-.
Л
) - р
к
(1-р
к
) а ^ а ^ 
Substituting this equation in (2.1.7) we have 
(2.1.10) HGIJ =
 P k (.-p k ) Ι β Λ Ρ ( ^ - β Α ) + 
a
*k 
Pk(,-Pk)Ê(W + PkÊ(4> 
pk^ l - pk^ Ma, + pk (σ=- + μ = * 
2
 / 2 
Pi (<* , 
*k k »к "k 
The expectation of the product G . G -i may be written as 
(2.1.11) S C G , ^ ) - Σ I HA^-a^.A^-a^) 
a
*k'a*l 8*k'8*l 
g
*k8»l P(G*k-8»k'G*l=g*l l^k"**·**!-·1«^ 
^ '^k-Sk'**! -»«^ * 
•
 a(G
,ku«ilA«k-a*k-A*ra*i^ 
where neither a . need to be equal to a . nor g . to g .. 
Since p. and p. are constants over examinees (G . ΙΑ ."a . ) 
and (G |A .»a
 1) are independent. Hence 
(2.1.12) *(в
л
С
в 1|А А-. ± к,А в 1-. л 1) -
^^ kl^ k-Sk) · ^чКі-Л 
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Using (2.1.12) and (1.7a) we have 
(2.1.13) aCG^jA^-a^.A^-a^) - Л Л і 
S u b s t i t u t i o n of (2.1.13) in (2.1.11) gives 
(2.1.14) * ( G A G e l ) - V l [ « β Λ ι Р С А ^ - а ^ . А ^ - а ^ ) -
a
* k , a * i 
* PfcPi Ê ( A * k A * i ) " 
» ρ, ρ, (ρ σ σ + μ ν ) 
k
^ V i V i ak a i 
In the case of k=l, equation (2.1.14 )takes on the simpler form of 
(2.1.15) S ( G С ' ) - ρ 2 (a2
 +
 y 2 ) 
J J J
 J J 
The prime attached to a stochastic variable indicates that such a variable 
must be looked upon as a replication. Using substitution procedures we 
are now able to derive all expected correlations: 
p ( G
*k , G*P £ o r k = 1 a n d k,<1 
р(Р
± к
,Р
л 1) for k-1 and k?il 
p ( G , F , ) for k-1 and k^l 
These correlations will not be written out explicitly. They are all 
2 2 functions of ρ,,,ρ-ι,μ ,V > σ ,σ and ρ or - in the case of k=l -
*
 i
 \ al \ al ak al 
of p., y and σ . The correlations p(G .,G'.) and p(F ..F'.) may be j a. a. xj xj xj xj 
easily looked upon as reliability coefficients. 
Having treated the correlation ρ(G , ,G .) as a prototype of the correla­
tions Р(с»
к
>
с
»і)> P(F*v«F*i^ an<1 p^ G*k , F*l^ £or b o t h k = 1 and ^ 1 ^ * n o w 
proceed in deriving P( A l k> G 4 l) a s a prototype of p(A»i,>G4i) and p^A»k,F*l' 
for both k-1 and M l . 
-16-
As a general defintion we nay write 
(2.1.16) Q U . .G,,.) *K 
o(Alk) a(Gtl) 
where 
(2.1.17) aCA^.G^) -
 ε
( Α ,
Λ ι
) - » ( A ^ X K G ^ ) 
2 
The expectations S(A . ) , &(G . ) and σ (G^) are already known from 
the foregoing part. The expectation £(A .G .) may be rewritten as 
(2.1.18) a U ^ ) - I PCA^-a^.A^-a^) · 
*
 І І
<*АІ
А
л-А
) ( в
.і1 А«Г".і ) } 
Since a . is a fixed variable inside ^ Ha . [A . »a^) (G , |A ,"a .)} , 
this term has the simpler form 
(2.1.19) aUa^lA^-a^KGjA^-a^)} " а^ M G ^ - a ^ ) 
Us ing (1.7a) we have 
(2.1.20) S U a j A ^ - a ^ H G j A ^ - a ^ ) } - p, a ^ a ^ 
Substituting (2.1.20) in (2 .1 .18) , we have 
- p . (ρ σ σ + μ μ ) 
1
 \ β 1 \ a l "к a i 
For к-1, (2.1.20) has the simpler form 
(2.1.21) «(A G ) - ρ („2
 + y 2 ) j j J j j 
Using our previous results and substitution procedures we are able 
to describe the correlations P(A*bfG*i) al,d p^A*k'F*l^ *or t h e ^ r s t 
version of the theory. They will not be written out explicitly. 
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The correlations between the variables A .. G , and F , in the 
atj «k *1 
second version of the theory 
Following the same strategy as the one we used in deriving the 
correlations in the first version of the theory, let us start with 
the general correlation P(G_i.>G4l) for kjil. As we already know it 
2 
may be written in terms of S(G A ^(G^^) and "(G^iG ·.). Obviously 
(2.2..) * ( G Ä ) - Σ F ( A Ä - . Ä ) * C G Ä | A Ä - . A ) 
Sk 
Using (1.13a) we have 
J 
Pk 
(2.2.2) l(GA) -y Σ ·
Α
 *<**·**) -
"*k 
Pk * k Pk "к 
2 
The expectation &(G_k) may be written as 
(2.2.3) *(G2k) - Σ PCAA-.Ä) «wLl^k-A» 
a
*k 
Using (1.13a) and (1.13b) we have 
(2.2.4) S ( G ^ - a p 2 Σ 4 PtA^-.^) • 
к в
* к 
+
 vi ^ e*k ^ w 5 + 
к а
*к 
к а
л 
• \ 6(4>+ ^ S(A*k>+ \ &(AL> 
, 2 ^ 2 . . 2 ^ 2 .
ж
, 2 
( σ „ + "„ )(σ + IJ ) + t. σ μ 
Pk Pk "к "к к Pk "к 
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2 
Interestingly enough 6(G . ) may also be written as 
(2.2.5) 4GI¿ - a(p2k) 1 ( £ , + t
 σ
2(ρ
Λ) а ^ ) 
2 2 2 
Apparently, ß(G .) cannot in general be reduced to ^ (P^jJ '^*L·^· 
In the foregoing section it has been shown that "(CLiG^. ) can be 
derived easily if fi{G vlA*ic™a*ic^G*ll**l"atl^ has b e e n written in terms 
of the second version of the theory. We may write this expression also 
(2.2.6) aiCGjA^-a^KG^-a^)}-
The derivation of fi(G^G . |А
і
іг"
а
*ь>
А
*і*
а
»і) *-в О І І 1 У possible if we 
work on the basis of the fundamental assumption of testtheory, X - Τ + E, 
according to which the observed score X is equal to the sum of the true 
score Τ and an error score E. Therefore, we define the error score E . 
a s
 ^k-'bk"'»^ w h e r e Ttk' ^гк^йАл· i s e v i d e n t l y t h e t r u e 8 C o r e which 
belongs to G . . Using this error score in (2.2.6) we have 
(2.2.7) «(G.nJA^.^,^!-.^) -
•WWhJ ^«Λΐ» ^ *к"а*к'А»1-а;і} 
^WrtlV-A·*.!"·«^ + 
+
 »^.Лг'^к-л·*«!-.^ 
+
 *<
Г
.1 КЕкІ АА-пЛі-.1 ) + 
+ & ( E
.k E,ll A*k- a*k' A«l" a*l ) 
With the »io1 of some additional assumptions it is possible to show that 
the three last terms of (2.2.7) vanish. The first assumption states that 
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(2.2.8) бСЕ^ІГ^-у^.А^-а^.А^-а^) - 0 for k-1 and Ш 
From (2.2.8) it follows immediately that 
(2.2.9) *<Γ
Α
Ε
β 1|Α Α-. Α,Α Α ΐ-. β 1>-
«к 
From (2.2.9) it ів clear that the second and third terms of (2.2.7) become 
zero. As a second assumption we state that 
(2.2. .0) «KEjE^-e^.A^-a^.A^-a^) - 0 for k-1 and tfl 
Also in this case it follows immediately that 
(2.2.11) *№^*ΐΙ Α*^· Α*ΐ" 3*1> " 
a
e
 v
 *<*A
E
,llEÄ-Ä'AÄ-*Ä-A»rSl> • 0 
xk 
From (2.2.11) it will be clear also that the last term of (2.2.7) will 
vanish. Extending the assumption stated in (1.9) to the case where k^l, 
we have the general assumption 
(2.2.12) fCp^lA^-a^) " *(Р
вк
) f°r both k-1 and W l 
A e Г
*к
-Р
»к
А
*к'
 І,: i s
 i--di««ly c l e a r t h a t ^АІ^к"'^ " P«ka*k· 
So, we may write the first term of (2.2.7) as 
(2.2.13) * <W*llA*k-a*k'A*l-a*l> • 
•
 a
*ka*l &(P*kP*llA*k"a*k'A*l-a*l) 
Using (2.2.12) we have 
(2.2..4) « « ^ G j A ^ - a ^ . A ^ - a ^ ) -
• «W«!^*-*·**!-«^ 
a
*ka.l » » A * « ^ 
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Substituting (2.2.14) in (2.1.11) we have 
(2.2.15) 8 ( С
в Л і
) - * ( Ρ
ι Λ ι
) Σ *^±1 
а
«к'
а
*1 
•
 p(4k"e*k'A*l"a*l) " 
• «
PÄP,1> * ί Α « Α ι > 
Rewriting (2.2.15) in terms of the second version we have 
(2.2.16) £(G ,G ,) - (ρ σ σ + μ μ )(ρ σ σ + μ μ ) 
1
 Ä «1' ^ p k p 1 Pk Ρ 1 P k Ρ 1 V l a k . 1 ч а 1 
When к=1 (2.2.16) has the simpler form: 
(2.2.17) HG^.G'.) - (σ^ + μ^ ) (σ^ + μ* ) 
χι at ι ρ. ρ. a. a. 
Assuming that the variables F . and P.. are independent (2.2.16) has 
the form 
(2.2.18) e(G G ,) - μ μ (ρ α σ + μ μ ) 
«κ »1 P k Ρ 1 aj^ aj^  a k aj a,^  a 1 
From now, we may proceed as in the first version. Having found expressions 
2 
for E(G . ), 6(G . ) and 6(G»i,G»1)>
 t h e
 correlations between the variables 
G i,>G»i>F.i, a nd F^i f o r к"! a n ^ f o r ttfl» inay now easily be derived. In 
the case where Ι4Ί we use the independence assumption with respect to the 
variables F . and Ρ .. For simplicity these correlations are not spelled 
out in detail. The correlations P(G .,G',) and P(F .,F'.) may be looked 
XJ XJ XJ Xj 
upon as reliability coefficients in the second version, too. Finally we 
have to derive p(A . ,G .) as a prototype of the correlations p(Aik.G .) 
and p(A .,F ,) for k-1 and W l . Therefore, It is sufficient to write 
6(A . G .) in terms of the second version. 
Starting from formula (2.1.18) we must simplify the expression 
(2.2..9) «ЧкІ^- кХв^ІА^-.^)} -
• *4AllA*k"*A'A*l"Sl) " 
Using the assumption stated in (2.2.12) according to which P.. and 
A . are independent, (2.2.19) simplifies to a^^ u(G
e l|A i l"a.). 
Substituting (1.13a) we have 
(2.2.20) a i C a ^ l A ^ a ^ M G j A ^ - a ^ ) } -
- yp 1
 a
*ka*l 
Substituting (2.2.20) in (2.1.18) we have 
(2.2.2.) fiU^) - .(Ρ
β1) β ( Α 4 Λ ι ) -
» μ (ρ σα + μ μ ) 
Pi \ β ι "к ai ak ai 
When k-1 (2.2.21) has the simpler form 
(2.2.22) eCA.jG^) - £(Р^) δ(Α^) -
p. a. a. 
J J J 
As indicated above the actual correlations can be derived easily 
but are not given in detail here. 
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The correlations p(G .,G'.) and p(F .,F'.) as reliability coefficients 
*J *J *J U 
In mental testtheory the reliability of a variable is defined as to be 
the ratio of its true variance to its observed variance. In order to 
consider the correlations p(G .,G'.) and p(F .,F'.) as reliability 
coefficients we, therefoœ, have to show that 
c(G G' ) σ2(Γ ) 
(2.3.1) PÍG.G') £L-5J r-^J-
Since, obviously, a(G .) - o(G'.), the denominators in (2.3.1) are equal. 
2 
So it is sufficient to prove that o(G .,G'.) • σ (Γ . ) . First we will 
Xj XJ XJ 
try to prove this equality for the case of the first version. In general, 
we have 
(2.3.2) σ2(Γ ) - £(Γ2 ) - {&(Г )}2 
*J ж3 *J 
Working on to the last term of (2.3.2) we have 
(2.3.3) . ( r
e j ) . I P ( A t J - l i i ) * ( r i l j I V * j ) 
(2.3.4) «(r^lV^i-^P^K--^) 
Since p. is a constant and a . is a fixed variable, we have 
(2.3.5) «(r.-lA^ .-a,..) - p.a... 
*j ' *j *j уз *j 
Substituting (2 .3 .5 ) in (2.3.3) we have 
(2.3.6) S ( r 4 j ) - pj * ( ^ ) - p j V 
2 
Next ve work on the term &(Г .) 
(2.3.7) *(Γ 2.). Σ ^А^-а^.ХКГ^ІА,.^.) 
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Now 
(2.3.8) *(Г^ І ,
і
>-
І(
адІ
А
»і-^
) 
Since both terns a . and p. are constants, we have 
(2.3.9) «(Г^І Ні 
Substituting (2.3.9) in (2.3.7) we have 
(2.3.10) S(r^) - p? 6(A^) - ρ?(σ* • χζ) 
Substituting (2.3.6) and (2.3.10) in (2.3.2) we have 
(2.3.11)
 0
2(Г .) - pf с] 
2 2 
It can be shown easily that o(G.,G'.) also equals p.α . This completes 
*] *J J aj 
the proof of the equality in (2.3.1) for the first version of our theory. 
In the second version the proof is completely analogous. We have 
(2.3.12) «(Г^ ΐΑ,.-a,.) - «(Ρ,.Α^ |Α,.-a^) 
Using the assumption in (1.9) which states that F . and A . are independent 
XJ XJ 
(2.3.12) has the simpler form 
(2.3..3) е^.^.-а^-а^. a(P,.) 
Substituting (2.3.13) in (2.3.3) we have 
(2.3.14) δ(Γ^) - &(?
л
р б(А^) - yp μ3 
Also 
(2.3.15) * ( Г ^ | ^ - ^ ) - * ( Р ^ | ^ . -
Ч
. ) 
Application of assumption (1.9) gives 
(2.3..6) «(rJjl^-.^-.î.tiP^) 
Substituting (2.3.16) in (2.3.7) we have 
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(2.3.17) НТІ.) - HFÌ.) ft(A^) -
, 2
 Α
 2
 w
 2 __ 2 . 
ρ. ρ. a. a. 
J J J J 
Substituting (2.3.14) and (2.3.17) in (2.3.2) we have 
2 2 2 2 2 2 2 (2.3.18) σ (Γ .) - σ σ + σ ζ y" + μ Ζ σ 
*ι p. a. p. a. p. a. 
It can be shown eaaily that 
2 2 2 2 2 2 
(2.3.19) 0(0... .G' ) - α* σ + σ μ" + μ' μ'' 
*ι *ι p. a. p. a. κρ. a. 
Clearly, (2.3.1) also holds for the second version of the theory. 
Therefore, the reliability coefficient may, indeed, be interpreted 
as the proportion true variance. 
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2.4. Estimation of the parameters p., т. and t. 
To test our theory against data ve have to estimate its parameters. 
In the first version we have to estimate p.. In the second version 
J 
ve have to estimate r. and t.. Both versions require estimates of 
2 
the quantities μ and σ . To compute expected correlations between 
different tests к and 1, we also need an estimate of the quantity 
ρ . The estimation of these quantities does not give any diffi-
ν } 2 
culties. We may use the observed mean m , the observed variance s 
aj aj 
and the observed correlation coefficient r .To estimate the para-
Vl 
meters p.. r. and t. ve will use the method of moments. In studying 
the first version of the theory it has been shown that 
(2.4.1) S(G
± j) - p j y a 
Rewriting (2.4.1) we have 
(2.4.2) p. V 
3 V. 
As an estimate of p. we use 
m 
(2.4.3) ρ - ^ 
J
 a. 
J 
Working on the second version of the theory it has been shown in (2.2.2) 
that 
(2.4.4) 6 ( G ) - μ u 
J FJ J 
Using (2.2.2) and (2.2.4) we have 
(2.4.5) o^G,..) - σ 2 σ 2 + σ 2 μ 2 + μ 2 σ 2 + t.o2 μ 
* j ' p. a. p. a. p. a. ι p. a. 
J J J 3 J J J J 
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We may rewrite now σ and μ in terms of r. and t. using (1.8a) and 
' Pj Pj J J 
(1.8b). In that case (2.4.4) and (2.4.5) may be looked upon as two 
equations with the two unknowns r. and t.. Solving these equations for 
r. and t. we have 
J 1 
(2.4.6) _fj Ì J g3 J в л J BJ 
2 , 2 . 2 , 2 . 
а. с* К* K· a. a. 
and 
(2.4.7) 
2 2 
g. a. a.g. a. g. a.g. 
Д J д д д J д д 
2 , 2 , 2 , 2 . 
a. g. g. g. a. a. 
To estimate r. and t. we use respectively (2.4.6) and (2.4.7). 
2 2 
Instead of r. and t. we write r. and t.. Instead of σ . μ , σ 
J J J J g.' g.' a 
2 2 J J. Д 
and μ , we use the statistics s , m , s and m respectively. 
aj 8j 8j aj aj 
Since the probability distribution of G . is unknown, we were not able 
to answer questions concerning the consistency, biasedness, sufficiency 
and efficiency of these estimates nor was it possible to use the method 
of maximum likelihood estimation. Whatever the shortcomings of estimates 
obtained by the method of moments, potentially poor estimates are better 
than no estimates at all. It should be quite clear that the probability 
distribution of G . is not known, since the probability distribution of 
A . is not known. The latter problem will be discussed in more detail in 
section 3.4. 
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3. Critical discuasion of the theory 
We have reserved the discussion of the theory for this section of 
the chapter so as not to encumber the mathematical exposition of 
the theory. This section is organized around the assumptions made 
and the problems that arose in developing the theory. 
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3.1. Lack of homoscedasticity 
With respect to the correlations discussed in the preceding sections 
we have to keep in mind that the two-dimensional distributions from 
which they are computed are not homoscedastic. A two-dimensional pro­
bability or frequency distribution is called homoscedastic if the column 
variances or row variances are equal. In all the cases mentioned above 
it may easily be shown that the two-dimensional distributions are not 
homoscedastic. As an example we will demonstrate this for 
P(G^.-g .,A^.-a . ) . The column variances are given by σ (G .ІА .-a_.). 
*J *J *J *J *J *J *J 
Using both versions of the model it may be shown that σ (G .(A."a .) is 
*J *J *J 
a monotonically increasing function of a .. So the column variances do 
increase with a .. This lack of homoscedasticity and the nonnormality 
of the conditional distributions P(G»kl
A
*i"a*i) a n d p( A*kJ G*l" 8«l^ f o r 
both k"l and k^l, prevent us from using the conventional statistical 
test for the difference between an observed and an expected correlation. 
This problem arises in the next chapter where observed and expected 
correlations are compared. In those cases we cannot but use an intuitive 
criterion. When the data are so clear that the conclusion hits you 
between the eyes, we do not need a conventional statistical test. 
Actually, the Bayesian approach in statistics is to use this very test, 
which is called the 'interocular traumatic test' by Edwards, Lindman 
and Savage (1963). So we will wait and see whether we will be hit or 
not. 
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The constancy if the item accuracy 
A reasonable objection against our basic assumption, according to 
which a person has a constant probability of answering an answered 
item correctly, may run as follows. Most mental tests are constructed 
in such a way that the items increase in difficulty. So, the probabi-
lity to answer the item right will decrease as there is an increase 
in the item difficulty,which is subjectively experienced. This objec-
tion need not be as damaging to the theory as it appears to be since, 
as the subjective difficulty of an item increases the examinee may be 
assumed to spend more time on it to reduce the probability of a wrong 
answer. In other words,our basic assumption could have the following 
semantic interpretation. The examinee answers the item at that time 
where his uncertainty about the answer has reached some specific level, 
which commonly will be low. This level of uncertainty is supposed to be 
the same for each item. In effect, we are making the assumption that 
examinees maintain a constant criterion for the uncertainty with which 
they respond to the test items. This rather reasonable assumption would 
lead us to expect that time spent on an item would be 'traded' against 
difficulty rather than the probability of a correct response. In any 
case this argument is subject to a separate empirical test. Such 
an inquiry would lead us to the theory of stochastic latency mechanisms, 
an excellent introduction of which is given by McGill (1963). We 
intended to limit ourselves to the development of a true score theory. 
Therefore, we decided not to enter this area, which belongs to psycho-
nomics as testtheory belongs to psychômetries. 
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The distribution of Ρ . in the population of persons 
If we consider a subgroup of Pwhere all persons do have the same 
a., a.. " a. for all i, then this particular subgroup may be looked 
upon as a group of persons having answered a task-limit test con­
sisting of a. items. A strong true score model for such a test has 
been developed by Keats and Lord (1962), who assumed relative true 
scores to have a beta distribution. This assumption is close to an 
idea which is very common in psychophysics. Suppose the latent trait 
0 . has a standard normal distribution φ(0,1) in the population Ρ of 
persons. Furthermore, suppose that the transformation rule relating 
0.. to p.. is given by the normal ogive ФСи.о). In that case the dis­
tribution of Ρ . - ψ(ρ .) - in the population Ρ of persons is complete-
ly defined. Lord and Novick (1968) show some graphs of the relation 
between φ(0 .) and ψ(ρ .) for different transformation rules Ή μ , σ ) , that 
is for various values of ρ and σ. Such a transformation rule is 
usually referred to as the item or test characteristic curve. The 
figures given by Lord and Novick suggest that ψ(ρ.) has the same 
X 
pliability as f(p4J which is beta distributed. In other words, the 
set of shapes which are possible for ψ(ρ .) coincides with the set 
of shapes f(p .) may assume. Both distributions may have a rectangular 
shape. Both distributions are unimodal, except when they are U-shaped. 
Both distributions may be asymmetric. Both distributions have a zero-
one range and are determined by two parameters. Of course, these con­
siderations do not constitute a proof for equality of both distributions, 
but they do show some similarity. The idea of a normally distributed 
ability and the use of an ogive transformation to obtain a response 
probability is a familiar one to psychologists, having been introduced 
at least as early as Thurstone (1927). 
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The distribution of A . in the population Ρ of persons 
In trying to construct a stochastic model for the number of items 
answered we were confronted with a specific problem. It would have 
been very easy to postulate a homogeneous Poisson process in which 
there is a constant probability of answering an item within each 
time period of arbitrary duration. The individual distribution 
P(A..-a..) of the number of items answered by a person i on test j, is, 
simply, a Poisson distribution. As far as we know such a model, which 
we would like to call a Poissonian error model, is the only one which 
is used in constructing error models for test scores used in speed- and 
time-limit tests. Lord and Novick(1968) devote a special chapter to 
what they call 'Poisson process models'. Therefor^ we restricted our­
selves to this model in trying to find an appropriate error model for 
the number of items answered. The homogeneous Poisson process postulate, 
however, is not very plausible. Especially not, if we consider the fact 
that a person, having answered an item, firstly needs some time to under­
stand the problem beforehe is able to solve it, and secondly has to pro­
cess the information before being able to start with a more stochastically 
determined decision process to generate his actual answer. During this 
period of getting and processing information, his probability of ans­
wering the item, whether right or wrong, must be zero. So, actually 
it is not plausible to assume a complete stochastic process but rather 
a partial stochastic process. The total time needed to answer an item 
may be divided into two parts, only the second of which is stochastically 
determinded. The first period, in which information is received and 
processed, must be looked upon as more or less deterministic. Although 
we do not intend to develop a theory of partially stochastic processes, 
we think that such a theory would be very helpful in explaining mental 
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test behavior. A successful application of the Poissonian error 
model to some mental tests has been given by Van der Ven (1965, 
1966, 196Θ). In those cases it can be shown, that the information 
receiving aid processing period is relatively very short in com­
parison with a stochastically determined period, which actually 
appears to be a searching process. The foregoing considerations 
suggest that the Poissonian error model will not be true for our 
test data. We may expect a rejection of the Poissonian error 
hypothesis in case a statistical test is used. Therefore, the 
model is treated in more detail and tested statistically, with 
the expectation it will be rejected. 
The individual distribution P(A..-a..) within a person i was 
assumed to be a Poisson distribution as was done by Rasch (1960). 
Therefore, we have 
(3.4.1) P(A..-a..) - - У e i j 
J 1 J
 a..'. 
where 0 < λ < •>. The expectation of A. . is given by 
(3.4.2) ^ ( А ^ ) - Х ^ 
Furthermore, it was assumed that the true score \^. would have a 
distribution in the population Ρ of persons: 
w. 
u.
 J
 w.-l -u.X_ 
(3.4.3) f (λ ) - ^ — λ 
*
3
 r(w.) *3 
J . J *J 
where u. > 0 and w. > 0. Following the same reasoning as was done in 
deriving the beta-binomial distribution in section 1, the distri­
bution of P(A .-a..) can easily be derived. Actually, the resulting 
XJ XJ 
gamma-Poisson distribution is in fact the well known negative binomial 
distribution. An extensive derivation of the gamma-Poisson distribution 
is given by Fisz (1963). This distribution has been used frequently in 
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studiee on accident proneness. The resulting theoretical distribution 
P(A..-a..) was tested against experimental data. We used the ваше 
time-limit test data which were used to test the theory here proposed. 
In all cases the gamma-Poisson model had to be rejected. On the basis 
of this disappointing results we decided not to make any specific 
assumption regarding the distribution of A . , P(A .-a . ) , in construc-
XJ XJ XJ 
ting our theory. 
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The score a.. as a fixed score LJ 
To avoid making things unwieldy, we decided not to look upon the 
score a.• as the result of a stochastic process within person i 
on test j. Of course, it would have been possible to consider a.. 
as the outcome of a random process, that is as a value of a real 
valued random variable A... In that case, however, we have the 
problem of formulating an appropriate theory to make possible a 
derivation of the probability distribution P(A..-a..). As already 
stated in 3.4 we were not able to solve this problem. It would 
still be possible to build the theory with a random variable A.. 
without P(A..-a..) being specified. However, we chose the fixed 
constant a.. to avoid the following problem. 
It is obvious, that the probability of answering an item right 
will depend on the time the examinee has used to solve the item, 
with the larger a time used leading to a higher probability. The 
time used for the several items will influence not only the number 
of items answered a.., but also the probability of answering each 
item right. So there must be a relation between a., and p... We 
may conclude that p..-f(a..) within person i. 
A problem arises if a.. is assumed to be the result of a random 
process. If the relation p..-f(a.·) is true for random fluctuations 
of a.. also, then p.. is not fixed anymore within a single person. 
This means that if we work on the basis of a random -variable A.., 
ij 
then P.. has to be a random variable too since these two random 
»•J 
variables would no longer be independent. To avoid the whole problem 
we assumed that a., was a constant. 
- 3 5 -
Chapter 2: Application 
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Introduction 
In this section we undertake the statistical testing of the theory. 
We will also examine a number of correlations by comparing them with 
their theoretical counterparts. Some of the practical consequences 
following from these comparisons will then be elaborated. This whole 
investigation is based on test data obtained with the General Aptitude 
Test Battery form B-1002 (1962), abbreviated GATB. We actually used a 
Dutch translation of this test. The test data were provided by the 
Psychological Department of the Netherlands Railway System. 
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I. Description of the GATB 
The GATB was designed for an American population as a vocational 
guidance tool for counselors. The GATB, B-1002 is composed of 12 tests 
which were selected because they are good measures of 9 aptitudes 
found to be important for successful performance in a wide variety of 
occupations. The 12 subtests consist of β paper-and-pencil tests and 
4 apparatus tests. In this study we only used the first 7 paper-and-
pencil tests. Data were not available for the 4 apparatus tests. We 
omitted the 8th paper-and-pencil test , the so-called Mark Making test. 
It appeared to be purely a speed test, which is scored using only the 
number of items answered, since incorrect answers are impossible. To 
quote from the Guide (1962) of the GATB: "This test consists of a 
series of squares in which the examinee is to make three pencil marks, 
working as rapidly as possible. The marks to be made are short lines, 
two vertical and the third a horizontal line beneath them". In the first 
seven tests responses are to be made on a special sheet designed for 
electronic scoring. The following description of these tests are quoted 
from the Guide of the GATB. 
Test 1. Name Comparison. 
This test consists of two columns of names. The examinee inspects each 
pair of names, one in each column, and indicates whether the names are 
the same or different. Measures Clerical Perception. Number of items:150. 
Time limit: 6 minutes. 
Test 2. Computation. 
This test consists of a number of arithmetic exercises requiring the 
addition, subtraction, multiplication, or division of whole numbers. 
Measures Numerical Aptitude. Number of items: 50. Time limit: 6 minutes. 
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Test 3. Three-Dimensional Space. 
This test consists of a series of exercises containing a stimulus 
figure and four drawings of three-dimensional objects. The stimulus 
figure is pictured as a flat piece of metal which is to be either 
bent, or rolled, or both. Lines indicate where the stimulus figure 
is to be bent. The examinee indicates which one of the four drawings 
of three-dimensional objects can be made from the stimulus figure. 
Measures Intelligence and Spatial Aptitude. Number of items: 40. 
Time limit: 6 minutes. 
Test 4. Vocabulary. 
This test consists of sets of four words. The examinee indicates 
which two words have either the same or opposite meanings. Measures 
Intelligence and Verbal Aptitude. Number of items: 60. Time limit: 
6 minutes. 
Test S. Tool Matching. 
This test consists of a series of exercises containing a stimulus 
drawing and four black-and-white drawings of simple shop tools. The 
examinee indicates which of the four black-and-white drawings is 
the same as the stimulus drawing. Variations exist only in the dis-
tribution of black and white in each drawing. Measures Form Perception. 
Number of items: 49. Time limit: 5 minutes. 
Test 6. Arithmetic Reasoning. 
This test consists of a number of arithmetic problems expressed ver-
bally. Measures Intelligence and Numerical Aptitude. Number of items: 
25. Time limit: 7 minutes. 
Test 7. Form Matching. 
This test consists of two groups of variously shaped line drawings. 
The examinee indicates which figure in the second group has exactly 
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che same size and shape as each figure in the first or stimulus 
group. Measures Form Perception. Number of items: 60. Time limit: 
6 minutes 
In a preliminary study (1967) the Dutch version of the GATB appeared 
to have the same characteristics as the original American one. Means, 
standard deviations and intercorrelations of these tests, scored with 
the number of items right, are the same for both versions. However, 
there is one exception. The Dutch version of test It -Vocabulary- had 
a standard deviation which was half the standard deviation of the 
American version of test 4. 
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Men 
Table 1 
Age, sex and education of Group I 
Women 
Age 
14-15 
16-20 
21-25 
26-30 
31-35 
36-40 
41-45 
46-50 
51-55 
56-60 
61-62 
Subtotal 
L.O. 
5 
40 
28 
27 
46 
81 
12 
6 
3 
2 
1 
251 
LTS 
15 
95 
15 
37 
57 
31 
39 
99 
9 
33 
7 
437 
KULO 
-
20 
11 
21 
58 
56 
27 
11 
1 
-
-
205 
Subtotal 
20 
155 
54 
85 
161 
168 
78 
116 
13 
35 
8 
893 
L.O. 
12 
31 
2 
1 
-
-
-
-
-
-
-
46 
MULO 
2 
32 
1 
1 
-
-
2 
-
-
-
-
38 
M.O. 
-
30 
1 
-
-
-
-
-
-
-
-
31 
Subtotal 
14 
93 
4 
2 
-
-
2 
-
-
-
-
115 
L.O. : Lager Onderwijs 
LTS : Lagere technische jichool 
MULO : Middelbaar Uitgebreid Lager Onderwijs 
M.O. : Middelbaar toderwij a 
Table 2 
Age of Group II 
age frequency 
11-15 12 
16-20 73 
21-25 109 
26-30 150 
31-35 202 
36-40 261 
41-45 70 
46-50 20 
51-55 3 
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2. A description of the samples examined 
The GATB form B-1002 has been used by the Psychological Department 
of the Netherlands Railway System at Utrecht for job allocation. 
Our data stem from two samples called group I and group II, con-
sisting of 1008 and 900 persons, respectively. Table 1 shows a partition 
of the first sample with respect to age, education and sex. The educa-
tion levels L.O., LTS, MULO and M.O. are roughly comparable with dif-
ferent education levels in the American high school system. As we were 
told, however, there is no one-to-one correspondence of these education 
levels with their American counterparts. The second sample completely 
consisted of males having completed L.O. education only. Therefore, its 
frequency distribution in table 2 is given merely with regard to age. 
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3. Statistical testing of the theory 
Preliminary testing of the first version showed it to be inadequate 
in all cases both for each subtest and for each group. Therefore, we 
decided to test the second version only. 
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Table 3 
Some statistics found at Group I 
t e s t 
1 
2 
3 
4 
5 
6 
7 
ш 
a 
48.36 
25.33 
21.65 
23.77 
26.41 
13.61 
27.13 
s 
a 
13.75 
5.97 
5.18 
6.6! 
6.22 
2.98 
5.92 
m 
45.48 
23.59 
17.26 
16.67 
25.34 
12.01 
24.55 
s 
13.67 
6.21 
5.90 
5.81 
5.96 
3.15 
6.21 
г 
6.79 
5.53 
3.47 
II.16 
-22.54 
9.65 
6.78 
ΐ 
7.22 
5.94 
4.35 
15.91 
-23.50 
10.93 
7.49 
mean number of items answered 
standard deviation of the number of items answered 
mean number of items right 
standard deviation of the number of items right 
estimated value of the parameter r 
estimated value of the parameter t 
m 
a 
s 
a 
m 
g 
β 
g 
г 
г 
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Table It 
Some statistics found at Group II 
tes t 
1 
2 
3 
4 
5 
6 
7 
m 
a 
43.16 
22.12 
20.43 
21.49 
24.99 
12.10 
25.31 
e a 
10.10 
4.43 
5.00 
5.78 
5.40 
2.42 
5.48 
m
* 
39.79 
20.41 
15.10 
14.01 
23.74 
10.28 
22.22 
eR 
9.61 
4.67 
5.45 
5.09 
5.22 
2.72 
5.85 
î 
49.27 
8.21 
4.24 
9.54 
-107.57 
8.36 
6.35 
ε 
53.43 
8.90 
5.73 
14.64 
-113.26 
9.84 
7.24 
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3.1. Estimation of the parameters r. and t. 
To estimate r. and t. we used formulas (2.4.6) and (2.4.7) 
2 2 . 2 
working with β , m , β and m instead of, respectivaly, σ , 6
 g g' a a r g 
2 
y , σ . and μ . These estimates are shown in tables 3 and 4. 
g а' иа 
These tables show negative values of r. and Î. for both groups. 
This is incompatible with the beta distribution in which nega-
tive values for r. and t. are not allowed. Presumably, however, 
these negative values are due to sampling fluctuations. Therefore, 
we chose another estimation procedure for test 5. 
First of all we computed the frequency distributions of the number 
of items right for fixed numbers of items answered. From these dis-
tributions we computed estimates f and t , using the well known 
estimation formulas given, among others, by Raiffa and Schaiffer 
(1961). To guarantee enough people in each distribution we only wor-
ked with frequency distributions, where the number of examinees ex-
ceeded 29. As our final estimates f and t we computed the means 
(3.1.1) 
(3.1.2) 
ε η r 
a a 
_a 
ï n a 
a 
Σ η t 
a a 
Ε η 
a 
a 
where η is the number of persons having a items answered. 
Table 5 shows the new estimates of r and t together with the expected 
values m and s based on these estimates. It also gives the corresponding 
observed values. As the observed means and standard deviations uerc verv 
close to their expected values, we decided to work, froi row or, wit' 
the new values of ?,- and t.. All expected values computed in the follovirg 
sections are based on the estimated values shown in tables 3 and 4. For 
test 5 - Tool Matching - we used the values in table 5. 
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ТаЫе 5 
Reestimated values of г and t for test 5 
Characteristic Group I Group II 
28.1Θ 24.55 
29.25 25.71 
25.34 23.74 
25.44 23.86 
5.96 5.22 
6.14 5.36 
г reestimated value of the parameter r 
ΐ reestimated value of the parameter t 
ш observed mean number of items right 
π expected (on the basis of the reestimated 
values f and t) mean number of items right 
s observed standard deviation of the number of 
iters right 
i expected (on the basis of the reestimated 
values of r and t) standard deviation of the 
nunber of items right 
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3.2. A statistical test of the second version of the theory 
The second version of the theory will be tested statistically 
for each of the seven test separately. The statistical test is 
based on a comparison of the observed and expected frequencies, 
associated with the number of items right, for a fixed number of 
items answered. This comparison is made for each value of the 
number of items answered. The frequencies may be arranged in a 
matrix in the following manner: 
g - 0 
g - ι 
g - 2 
• 
a - 0 
f r(0,0) 
a - 1 
f r ( 0 , l ) 
f r ( l , l ) 
a = 2 
f r(0,2) 
f r ( l , 2 ) 
f r(2,2) 
In this matrix, only the diagonal and the cells above it show 
entries. The rest of the matrix is empty. The symbol fr(g,a) 
refers to the observed or expected frequency of both g items 
right and a items answered. In each colunn, the expected frequency 
may be computed by (1.13) and by multiplying the result by η , 
aj 
the number of persons having answered a. items on test j. As 
these expected frequencies may be directly compared with the ob­
served frequencies, a statistical test of goodness-of-fit can 
be applied. The Ζ'-test fo goodness-of-fit, as described by 
2 
Spitz (1961) was used. The statistic Z'-test bas a χ -distribution 
under Η , but expected frequencies need not be greater than 5. 
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A problem arises as to the number of degrees of freedom, v, 
to be used. First of all we have to define the total number 
of degrees of freedom. It is the number of entries in each 
column, summed over all columns having at least one observation. 
This sum is Σ (a+1) summed over all a for which η > 0. From 
a 
the total number we have to subtract two degrees of freedom for 
the two estimated parameters r. and t.. Furthermore, as we use 
the value of η in each column, the number of terms in the summation 
a 
must be subtracted also. The final number of degrees of freedom is, 
then, 
(3.2.1) ν - |ς a | - 3 
where the summation is done over all α with η > 0. 
a 
Having defined the number of degrees of freedom we computed all 
I'- and v-values. Table 6 gives these values for both groups. 
In all cases the test statistic failed to reach the 5% level of 
significance. Therefore, it seems reasonable to explore the data 
further using the second version of the theory. 
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Table 6 
1'-values and numbers of degree 
of freedom ν from the GATB-data 
Group I Group II 
test 1' ν 1' ν 
1 
2 
3 
4 
5 
6 
7 
1192.31 
657.47 
558.91 
650.48 
343.61 
304.18 
530.41 
3849 
936 
724 
1063 
1061 
291 
1208 
770.15 
457.05 
516.73 
617.39 
306.63 
235.19 
445.66 
2572 
636 
694 
763 
835 
199 
913 
-51-
4. A comparison of some expected and observed correlations 
As the second version of our theory has not been rejected, a 
further exploration of the data on the basis of that version 
is called for. This exploration will consist of the comparison 
of a number of observed and theoretical correlations, the latter 
being based on some special assumptions. As will be discussed in 
section 4.1, these special assumptions partly belong to the set 
of assumptions the second version of the theory was derived from. 
Partly, however, they do not belong to the theory. In any case, 
they are of considerable interest to be studied in further detail. 
They will be treated in section 4.2. Actually, the decision whether 
or not the assumptions will be rejected will be made on the basis 
of the differences between the theoretical and observed correla­
tions. As stated in section 3.1 of chapter 1, these differences 
cannot be tested statistically. So, again, we cannot help but using 
a 'hit between the eyes' test to decide whether or not the differen­
ces are to be considered significant. 
In order to compare expected and observed correlations, we may ob­
viously use the matrices with the elements г and r , r , and 
8k 8l ek Bl gk 1 
r , , f. , and r, , , ? and r , and finally, f , and r „ , 
8kfl fk£l fkfl ak8l ak8l akfl akfl 
where a hat refers to an expected value of the correlation based on 
the estimates of r and t. As the assumptions in the case where k"l 
differ from those where k^l, we have to carry out these comparisons 
for correlations among variables within (k-1) and between tests 
(kjil) separately. 
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Table 7 
Expected and observed correlations 
г ,, r and r, for Group I gf* ga fa r 
test 
1 
2 
3 
4 
5 
6 
7 
V 
-.150 
- . 3 ) 0 
-.530 
-.130 
-.050 
-.370 
-.350 
V 
-.080 
-.250 
-.520 
-.040 
0.030 
-.360 
-.310 
V 
0.950 
0.900 
0.700 
0.800 
0.980 
0.840 
0.860 
r ga 
0.980 
0.960 
0.730 
0.860 
0.970 
0.870 
0.930 
f f a 
0.180 
0.150 
0.240 
0.490 
0.170 
0.200 
0.180 
r f a 
0.140 
0.010 
0.210 
0.480 
0.290 
0.160 
0.060 
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TabU 8 
Expected and observed correlations 
r -, r and r_ for Group II gf' ga fa r 
test 
1 
2 
3 
4 
5 
6 
7 
V 
0.070 
- .350 
- .490 
- .210 
- .110 
- .490 
- .400 
rfif 
- .oio 
- .320 
- .520 
- .140 
- .060 
- .470 
- .360 
V 
0.970 
0.880 
0.680 
0.740 
0.960 
0.750 
0.820 
r 
«a 
0.950 
0.940 
0.610 
0.800 
0.950 
0.820 
0.890 
f f a 
0.320 
0.150 
0.310 
0.510 
0.170 
0.200 
0.200 
r f a 
0.310 
0.030 
0.360 
0.490 
0.260 
0.120 
0.090 
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4.1. The correlations between G ., F . and A . 
*J *J «J 
V e may neglect the reliabilities ? and r.
 r , since we do not J
 6
 g.g. f.f.' 
J J J J 
have the empirical counterparts to these correlations. Tables 7 and 
8 show the correlations among the variables G ., F . and A . for 
the first and the second group, respectively. The observed and ex-
pected correlations show a remarkable agreement. The absolute dif-
ferences between the observed and expected correlations exceed 
.10 in only two cases. The exceptions are found at subtest 5 - Tool 
Matching - in the first group and subtest 7 - Form Matching - in the 
second group. There, the difference are .12 and .11, respectively. 
Judging from our interocular traumatic test these differences are 
obviously not significant. So, we have no reason to reject the as-
sumption of the independence of P^. and A .. 
*J *J 
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The correlations between G_., F , and А^. 
«j *k *1 
In this section we wish to test the hypotheses that Ρ and A . 
as well as F . and P.. are independent for M l . Ve may derive 
the correlations ρ and ρ , for k^l from the first hypothesis 
Vl Vl 
only. The derivations of the correlations ρ , ρ and ρ 
gk 8k 8k 1 8k 8l 
for k^l are only possible when we use both hypotheses. So, to test 
the first hypothesis we only have to derive the first group of 
correlations and compare them to their observed counterparts. If 
the first hypothesis is not rejected we may derive the second group 
of correlations and compare them to their counterparts. In that 
case a significant difference leads to a rejection of the second 
hypothesis only. If the difference is not significant both hypo­
theses are not rejected. 
Table 9 
Expected and observed correlations ι and their differences for Group I 
Vl 
4«! 4£l 48l"4gl 
63 28 54 62 54 A4 67 33 63 63 59 49 -04 -05 -09 -01 -05 -05 
67 26 51 54 64 42 73 39 65 56 74 50 -06 -13 -14 -02 -10 -08 
38 34 39 56 32 47 38 32 37 54 28 49 -00 02 02 02 04 -02 
64 57 34 56 56 43 68 60 39 57 57 48 -04 -03 -05 -01 -01 -05 
60 50 40 46 43 48 62 51 46 45 41 52 -02 -01 -06 01 02 -04 
61 69 27 53 50 41 67 74 37 64 51 46 -06 -05 -10 -11 -01 -04 
49 44 38 40 55 40 52 47 50 45 56 42 -03 -03 -12 -05 -01 -02 
Decimal points are omitted 
Table 10 
Expected and observed correlations г and their differences for Group II 
Vl 
Vi Vi Vi Vi 
10 10 33 11 13 09 04 03 24 13 05 00 06 07 09 -02 08 09 
13 09 31 09 15 09 -09 -09 13 06 -01 -07 22 18 18 03 16 16 
07 06 24 10 08 10 10 13 32 22 16 08 -03 -07 -08 -12 -08 02 
12 09 12 10 13 09 -03 06 05 12 12 00 15 03 07 -02 01 09 
12 08 14 28 10 10 08 07 07 34 14 04 04 01 07 -06 -04 06 
12 11 09 33 09 09 -08 00 -05 21 08 -01 20 II 14 12 01 10 
09 07 13 25 14 10 -02 01 -02 21 08 07 11 06 15 04 05 03 
Decimal points are omitted 
Table 11 
Expected and observed correlations r and their differences for Group II 
\ 8 1 
JVn JVl 4 61~4 81 
54 28 41 53 40 40 55 30 45 53 46 44 -01 -02 -04 -00 -06 -04 
60 18 36 37 50 48 67 27 47 40 67 35 -07 -09 -11 -03 -17 -07 
39 24 33 51 27 41 35 21 28 48 22 42 04 03 05 03 05 -01 
54 42 31 44 43 37 56 42 30 45 45 40 -02 00 01 -01 -02 -03 
54 33 36 34 30 47 51 29 41 32 27 52 03 04 -05 02 03 -05 
51 58 25 43 38 30 55 62 31 51 39 34 -04 -04 -06 -08 -01 -04 
48 30 34 33 56 28 46 27 44 32 55 26 02 03 -10 01 01 02 
Decimal points are omitted 
Table 12 
Expected and observed correlations г
 t and their differences for Group II 
Vl 
Vl Vl Vi Vl 
09 13 28 09 11 10 11 10 26 14 02 04 -02 03 02 -05 09 06 
19 08 25 06 13 07 -05 -03 12 -02 -13 -07 24 11 13 08 26 14 
13 04 23 09 07 00 22 13 34 20 18 11 -09 -09 -11 -11 -11 -01 
17 07 14 08 12 09 06 12 14 10 II 04 II -05 00 -02 01 05 
17 06 17 23 08 01 22 20 09 29 14 06 -05 -14 08 -06 -06 05 
17 10 II 29 07 07 01 05 03 20 05 00 16 05 08 09 02 07 
15 05 16 23 10 07 17 16 03 27 14 11 -02 -11 13 -04 -04 -04 
Decimal points are omitted 
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4.2.1. The correlations between A . on the one side and G^. and F . 
«к *1 *1 
on the other. 
The observed and expected correlations are shown in the tables 
9 through 12. The correlations in these tables show a reasonable 
agreement between their observed and expected values. This agree­
ment is not imcompatible with our hypothesis that the variables 
A . and F . are independent. A more detailed examination of the 
»k *1 
differences between these correlations show a few violations of 
this conclusion. The difference between r and r is almost 
Vi Vi 
always slightly negative, while the difference between ? and 
Vi 
r is nearly always slightly positive. The only exception is 
Vl 
test 3 - Three-Dimensional Space - where the difference between 
r and г and the difference between г .. and г _ have a3f5l a 3g 1 аз£1 ^ 
opposite signs. These trends appear in the first as well as in the 
second group of examinees and may be explained by assuming a very 
small positive correlation between the variables A , and F ,. The r
 *k *1 
opposite sign of the differences noticed in subtest 3 presumably 
indicates a small negative correlation between A _ and Ρ ., which 
means that rapid work in Three-Dimensional Space items induces a 
little less accurate behavior on the other tests. Finally, the rela­
tively large differences г , - r
 f and г _ - r , seem to 
Vl Vl Vl Vl 
indicate that rapid work on the numerical tests increases the pre­
cision of the work on the other tests. We should keep in mind, 
however, that all these deviations are very small. In general, it 
may be concluded that the data support the independence assumption 
with respect to the variables A . and Ρ . for кУі. 
Table 13 
Expected and observed correlations r and their differences for Group I 
8kgl 
r r r - r 
gk8l Bkgl 8kEl· 8k8l 
60 27 51 59 52 42 70 35 67 63 63 52 -10 -08 -16 -04 -11 -10 
24 46 49 58 38 39 64 53 75 49 -15 -18 -04 -17 -11 
27 39 22 33 44 47 41 53 -17 -08 -19 -20 
45 45 35 47 64 47 -02 -19 -12 
42 47 44 55 -02 -08 
35 44 -09 
Decimal points are omitted 
Table 14 
Expected and obseved correlations r,
 f and their differences for Group I 
V l 
rf f rf f rf f rf f V i V i V i k l 
02 02 06 02 02 02 25 27 23 26 21 25 -23 -25 -17 -24 -19 -23 
Ol 05 01 02 01 24 21 17 33 18 -23 -16 -16 -31 -17 
06 02 02 02 37 26 37 32 -31 -24 -35 -30 
05 06 04 23 36 19 -18 -30 -15 
02 02 21 27 -19 -25 
02 22 -20 
Decimal points are omitted 
Table 15 
Expected and observed correlations r , and their differences for Group I 
Б
к: 1 
г - г , r „ - r _ 
«j¿i «Л ekfi ekfi 
10 09 31 10 12 09 -01 -02 19 07 0 1 - 0 5 11 11 12 03 Π 14 
12 08 28 08 14 08 -15 -15 07 02 -10 -11 27 23 21 06 24 19 
05 04 17 07 05 07 -10 -06 02 01 -12 -15 15 10 15 06 17 22 
10 08 09 08 11 07 -17 -06 -16 01 -08 -Il 27 14 25 07 19 18 
11 08 14 28 10 10 01 02 00 29 09 -03 10 06 14 -01 01 13 
10 09 08 27 07 07 -18 -17 -23 02 -03 -12 28 26 31 25 10 19 
08 06 11 21 08 08 -11 -06 -14 13 -02 -01 19 12 25 08 10 09 
Decimal points are omitted 
Table 16 
Expected and observed correlations τ and their differences for Group II 
gk 8l 
r r 
^Л Mi 
52 27 АО 52 39 39 62 31 51 51 52 46 
16 31 32 44 25 26 44 33 67 31 
23 35 19 28 37 43 31 51 
33 32 27 34 53 35 
29 46 31 53 
23 31 
10 
4*1 " 
-04 -11 
-10 -13 
-14 
4*1 
01 
-01 
-08 
-01 
L 
-13 
-23 
-12 
-21 
-02 
-07 
-06 
-23 
-08 
-07 
-08 
Decimal points are omitted 
Table 17 
Expected and observed correlations rf , and their differences for Group II 
V l 
rfkfi V l 
03 04 09 03 03 03 25 25 26 29 23 31 
01 04 01 02 01 16 19 17 27 16 
07 03 02 03 43 25 27 37 
04 06 04 19 35 23 
01 02 23 28 
01 23 
•22 -21 -17 
-15 -15 
-36 
V 
-26 
-16 
-22 
-15 
1 
-20 
-25 
-25 
-29 
-22 
-28 
-17 
-34 
-19 
-26 
-22 
Decimal points are omitted 
Table 18 
Expected and observed correlations г and their differences for Group II 
gkfl 
βίΛ «kfl gkfl gk fl 
09 12 27 09 10 09 04 01 19 05 -06 -06 05 11 08 04 16 15 
17 07 22 06 12 06 -14 -08 05 -08 -22 -13 31 15 17 14 34 19 
09 03 16 06 05 07 -01 -01 -05 -02 -06 -21 10 04 21 08 11 28 
13 05 10 06 09 07 -11 00 -14 -02 -12 -11 24 05 24 08 21 18 
17 05 16 22 08 11 13 15 02 24 07 -03 04 -10 14 -02 01 14 
13 08 09 22 05 05 -12 -12 -13 -03 -09 -13 25 20 22 25 14 18 
13 04 13 19 08 06 02 06 -14 15 01 00 11 -02 27 04 07 06 
Decimal points are omitted 
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The correlations between G , and F , on the one side and G^
n *k »k jcl 
and F . on the other. 
Having studied the correlations r and r , we will now 
Vi Vi 
consider the correlations r , r, , and r , . The derivation 
8k8l fk fl gk fl 
of their expected values ρ , ρ, _ and ρ is based on the 
*ьЧ
 fkfi 6kfi 
assumption that F , and Ρ . are independent. The expected and ob­
served correlations are shown in tables 13 through 18. These 
tables obviously indicate that the independence assumption with 
respect to Ρ and Ρ . has to be rejected. In every case there is 
a considerable difference between the observed and expected corre­
lation. The differences between f and r , and between î,
 r 
8kEl 8kEl fkfl 
r, , are negative, whereas the difference between r and r , 
Vl Vl Vl 
is positive. The sign of these differences may be explained by assuming 
a small positive correlation between Ρ . and Ρ .. This assumption may 
be justified by formula (2.2.16) from the first chapter of this study. 
The following relations may easily be derived from this formula: 
{ 6 ( G
*k G*il p P kPi "
 0 )
 " *
( ( i
*Ai | pVi * 0 ) } * 0' 
{fi(F
*kF*ii v , - 0> - « ' . Л І І І > 0 ) } < 0 · 
{ 8 ( G
»k F«ll pp kp 1 -
 0 )
 -
 6 ( G
* k F * l l p P k P l >
 0)> > 0 
It is clear without proof, that these relations for expected products 
also hold for the expected correlations. So , if we assume a positive 
correlation between Ρ , and Ρ ,, then the correlations behave as pre-
*k *1 
dieted. 
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Table 19 
The reliabilities r and г. . for 
gJ 8J fj fj 
Che two groups under consideration 
Group I Group II 
! S t 
1 
2 
3 
4 
5 
6 
7 
r 
V.i 
.99 
.96 
.92 
.86 
.98 
.87 
.95 
r f . f . 
J J 
.88 
.82 
.85 
.71 
.50 
.58 
.80 
r 
8 J 8 i 
.97 
.94 
.89 
.82 
.96 
.81 
.93 
k £ . £ . J J 
.51 
.73 
.81 
.71 
.52 
.58 
.79 
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5. The reliability of G^. and F . 
*3 »J 
The correlations between G., F . and A . within tests may properly 
be described in terms of the model. Although we do not have the corre­
lations r and r. .
 a
 we may very well compute the reliabilities 
Sj 8j j J 
r and r, . . It is interesting to see what values these reliabili-
8J8J V J 
ties have. One has to keep in mind, however, that a possible unrelia­
bility of the variable A . is not accounted for in these coefficients. 
The assumption that A.. is fixed for each person i implies that the 
reliability of A . equals unity. The reliabilities of F . and G . will, 
*J xj xj 
then, have particular values. They will not attain those values, however, 
in case the reliability of A^. is less than unity. Table 19 shows the 
*J 
reliabilities based on the estimated parameters r. and t.. From table 19 
it is clear that the reliability G . exceeds the reliability of 
*J 
F .. This holds for all j. Written in terms of the second version of the 
theory the reliabilities ρ and P. . may easily be shown to be as 
8J8J V J 
f o l l o w s 
2 2 2 2 2 2 
σ σ + μ σ + σ μ p . a . p . a . p . a . 
ρ = , J J . J j _ i J V g . 2 2 2 2 2 2 2 
p. a. p. a. p. a. ι p. a. 
J J J J J J J J 
2 2 _,_ . . , 2 2 ^ 2 2 
σ σ + ( 1 - μ ) σ + σ μ p . a . p. a. p . a . 
a J J - J J -J 1 
f . f . 2 2 ^ , , , 2 2 ^ 2 2 , 2 1 1 σ σ + (I - u ) σ + σ μ + t . a μ p. a. p. a. p. a. ι p. a. 
J J J J J J J J 
Apparently, the difference between ρ and ρ , depends only 
8j 6j j j 
on the value of μ . From these two formulas we may prove that 
PJ 
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К ' ·*} - ('vi ' 'Vi 
and (у - . 5 0 j - ^ |р - ρ 
So, the data in Cable 19 can be explained by assuming μ > .50 in 
Pj 
all cases. The question wheter the number of items right or wrong must 
be used, depends on the value of μ . When μ >.50 the number of items 
p . p . 
right is the more reliable. The opposite is true when μ < .50. In case 
Pj 
μ - .50 both variables have the same reliability. 
Pi 
6. A Factor Analysis based on the number of items answered and the 
proportion of items right 
In the preceding sections two important conclusions were drawn from 
the data. First, the independence assumption with respect to the 
variables A . and Ρ
 1 for all к and 1 was preserved. Therefore, the 
correlations ρ may be assumed to be zero. Secondly, the indepen-
Vl 
dence assumption with respect to the variables Ρ , and Ρ for k^l, 
was rejected in all cases. It was suggested that the correlations 
ρ may be expected to be positive. The question arises whether 
pk pl 
these positive correlations ρ could be explained by a single 
pk pl 
general factor. In that case, if the correlations г could also 
Vl 
be explained by a single factor, then only two factors would ac­
count for all correlations, i.e., one factor for the variable A ., 
*j 
and one for the variable Ρ .. In this event there would only be two 
*J 
factors, since all correlations ρ are assumed to be zero. The 
ak pl 
two single factor hypotheses may be tested by factor-analysing the 
matrix with coefficients г separately from the matrix with 
Vl 
coefficients ρ . The estimate Ρ in the latter matrix may be 
Pkpi pk pi 
obtained from either r , r, „ , or r , , since formula (2.2.15) 
Mi Vi 6k£i 
of the first chapter of this study implies that 
fi(G
*kG*i) 
However, we decided not to use this estimation procedure, since these 
three estimates appeared to have different values. The question which 
estimate is the best, could not be solved as the sampling distribu­
tions of the estimators are unknown. To avoid this problem we used 
another estimation procedure. In that procedure only observed corre­
lations are used to estimate ρ . Therefore, a new variable has to 
Pkpi 
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be introduced: F.. - G.. I k . . . where Che hat indicates that we ij ij ij' 
deal with an estimate of the relative true score P.. of person 
i on test j. We may use r. ~ and r » as estimates of the 
V i Vi 
correlations ρ and D . This procedure has the disadvantage 
V i \Pi 
that the reliability of the variable Ρ . will not equal unity. 
Therefore, the correlations r. . will systematically underestimate 
Puh 
the correlations ρ . However, this procedure has the important 
advantage that using the observed correlations enables us to test 
the single factor hypothesis with respect to fc } by factor 
pk pl 
analysis independently of our theory. Finally, we may also compute 
the correlations r „ , allowing some correlations ρ to differ 
Vi Vi 
from zero. 
The factor-analytic study which will be discussed next is divided 
into two parts. To test the two single factor hypotheses, we 
analysed the correlation matrices {r. _ } and {r } separately. 
Pkpi V i 
This is a rather weak method, since all cells of the correlation 
matrices {r. } and {r » } are taken to be zero. This statement 
pkai V i 
is only hypothetical and, therefore, it will not be tested. Next, 
we analysed the matrices of correlations between the variables A . , 
A ., Ρ , and Ρ . for all к and 1, to test a two factor hypothesis. 
This provides a stronger test since more than two factors may appear 
from the submatrices {r- } and {r - }, where the cell entries need 
pk al ak pl 
not be zero. The results of the weak method will be compared with 
those of the strong method. Both analyses will be presented for 
Groups I and II, separately. 
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All factor analyses were done with the method of principal 
components. In all cases we used the squared multiple correlation 
coefficient as a comnunality estimate. Instead of giving the ana­
lyses in great detail, we will only show the factor loadings a. , 
JP 
2 2 
the estimated communalιties, R., and the actual communalities, h. 
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Table 20 
Unrotated factormatrix based on the 
proportion of items right: Group I 
:St 
1 
2 
3 
4 
5 
6 
7 
'i' 
.51 
.48 
.59 
.58 
.38 
.60 
.48 
ai2 
.06 
- . 1 2 
.02 
- .09 
.18 
- . 14 
.17 
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Table 21 
Unrotated factormatrix based on the 
proportion of items right: Group II 
t e s t 
1 
2 
3 
4 
5 
6 
7 
a i ' 
.51 
.45 
.50 
.51 
.42 
.54 
.49 
"г 
.07 
.27 
- .25 
- .05 
-.01 
.19 
-.20 
.20 
.18 
.22 
.22 
.14 
.24 
.20 
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© ® 
®% 
ligure 1'. factorpiot based on the proportion of items right: 
G A T B I 
- 7 7 -
© 
-Φ 
© 
© 
figure 2' factorpiot based on the proportion of items right: 
GATB I I 
-78-
6.1. A Factor Analysis based on the proportion of items right of 
the different tests 
The results of the factor analysis of the matrix {r. - } are given 
PkPi 
for group I and group II in table 20 and 21, respectively. A graphic 
representation is given in the figures 1 and 2. 
Ve decided to extract only two factors. Having extracted the first 
factor the actual communalities already exceeded the estimated ones. 
However, the second factor divided the tests into a meaningful con-
figuration. This particularly holds for the second group, as is shown 
very clearly in figures 1 and 2. There we see a clustering of the 
numerical, verbal and pictorial tests. Test 5 - Tool Matching - looks 
like an exception. This partitioning may be interpreted in the light 
of Guttman's (1964) facet theory, as will be discussed in the next 
section . Nevertheless, the first factor may easily be interpreted 
as a general factor since all tests have high loadings. As the pro-
portion of items correct seems to indicate the precision or accuracy 
with which a person has worked, we call this factor 'Precision' or 
'Accuracy'. In sensu stricto the single factor hypothesis must be 
rejected as we found two factors. However, the first factor appears 
to be a general factor and accounts for the main portion of the 
common variance. This is in agreement with the single factor hypo-
thesis. The existence of a second factor, however, cannot be denied. 
So the single factor hypothesis must be restated as follows: most 
of the variance of the matrix ip } may be explained by a single 
general factor. 
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Table 22 
Unrotated factormatrix based on the 
number of items answered: Group I 
test 
1 
2 
3 
A 
5 
6 
7 
hi 
.81 
.81 
.60 
.79 
.75 
.79 
.67 
Jii 
-.11 
-.27 
.38 
-.05 
.23 
-.27 
.24 
h 2 i 
.67 
.73 
.50 
.63 
.61 
.70 
.51 
R2 
1 
.63 
.68 
.43 
.59 
.55 
.65 
.44 
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ТаЫе 23 
Unrocated factomiatrix based on the 
number of items answered: Group II 
test 
1 
2 
3 
4 
5 
6 
7 
.77 
.69 
.60 
.71 
.69 
.71 
.65 
-.07 
-.38 
.30 
-.05 
.28 
-.30 
.29 
h 2 
_J. 
.59 
.62 
.45 
.51 
.56 
.60 
.50 
R2 
—1 
.55 
.55 
.38 
.46 
.48 
.54 
.42 
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®© 
% 
figure 3: factorpiot based on the number of items 
answered: GAT В I 
- 8 2 -
®!2> 
(%) 
(F) 
® 
figure i: factorpiot based on the number of items 
answered: GAT В I I 
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6.2. A Factor Analysis based on the number of items answered on the 
different tests 
The results of the factor analysis of the matrix {r } are given 
akal 
in the tables 22 and 23. In figures 3 and 4 a graphic represen-
tation has been given. 
2 
In a single factor solution some tests produced a h., which was 
2 
smaller than its R.. Therefore, we decided to extract two factors. 
J 
With a two factor solution the actual communal ities were greater 
than the estimated ones, and so we stopped the extraction. Both 
factors could be interpreted very easily. The first factor we call 
speed as the number of items answered seems to be an indicator of 
speed. The second factor divides the seven tests into three parts: 
tests 3, 5, and 7; tests I and 4; and tests 2 and 6. This division 
is shown very clearly in figures 3 and 4. The three categories may 
be easily interpreted. Tests 3, 5 and 7 are all pictorial tests, 
test I and 4 are verbal tests, and tests 2 and 6 are numerical. This 
is in agreement with Guttman's facet theory as applied to mental 
tests. One of the facets he considers distinguishes the languages 
of communication. "In working with pencil-and-paper tests (as testers 
have for these many years), if we ask how a tester can communicate 
with a subject, the answer appears to be that there are three basic 
kinds of 'languages' at his disposal. He can use words - the mother 
tongue of the subject and the tester perhaps. He can use symbole of 
a more formalized language - such as arithmetic or algebra - where 
not just symbols are involved but the subject has been educated in 
the syntax for use of these symbols (e.g., the subject knows what 
algebra is). Or he can use pictures - whether objective or nonobjective. 
These three languages can be used separately or in combination. It is 
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hard to think of any other way of communicating by paper and pencil" 
(Guttman, 1964). Guilford (1967) mentioned the same facet in his 
three facet classification system of mental tests. We may conclude 
that the second factor partitions the test according to the language 
of communication. Strictly speaking, the single factor hypothesis 
must also be rejected with respect to the number of items answered. 
However, the matrix (r } can mainly be explained by a single 
factor, since the second factor accounts for a small portion of the 
total variance. 
Table 24 
Rotated factormatrix: Group I 
Teat 
Ka) 
2 ( a ) 
3 ( a ) 
4 ( a ) 
5 ( a ) 
6 ( a ) 
7 ( a ) 
Kp) 
2 ( p ) 
3 ( p ) 
4 ( p ) 
5 ( p ) 
6 ( p ) 
7 ( p ) 
' i ' 
.80 
.77 
.64 
.78 
.77 
.76 
.67 
.16 
.08 
.09 
.10 
.07 
.02 
. 1 2 
aj2 
.12 
.33 
- . 1 0 
. 1 2 
- . 0 3 
. 2 4 
.11 
.50 
.49 
.57 
.59 
.40 
.60 
.46 
h 2 
J 
.65 
.70 
.42 
.62 
.60 
.63 
.46 
.28 
.24 
. 3 3 
.36 
.16 
.36 
.22 
R2 
J 
.64 
.70 
.45 
.59 
.57 
.65 
.46 
.24 
.21 
.30 
.31 
.15 
.30 
.20 
(a) testscore is the number of items answered 
(ρ) testscore is the proportion of items right 
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ТаЫе 25 
Rotated factormatrix: Group II 
t e s t 
Ka) 
2(a) 
3(a) 
4(a) 
5(a) 
6(a) 
7(a) 
Kp) 
2(p) 
3(p) 
4(p) 
5(p) 
6(p) 
7(p) 
ai> 
.76 
.66 
.63 
.71 
.71 
.69 
.67 
- .03 
-.01 
.05 
.05 
-.07 
.06 
.11 
ai2 
.07 
.41 
- .18 
.08 
-.10 
.25 
-.05 
.54 
.48 
.45 
.51 
.42 
.57 
.44 
'Ï 
.59 
.60 
.42 
.51 
.52 
.53 
.45 
.29 
.23 
.21 
.27 
.18 
.33 
.21 
•Î 
.56 
.60 
.40 
.49 
.49 
.54 
.45 
.25 
.22 
.25 
.25 
.15 
.28 
.23 
- 8 7 -
® 
® 
© 
® ® 
® TT 
figure 5: factorpiot based on the number of items answered ( l V m 7 ) 
and the proportion of items right (B V m U ) : S AT Β I 
- 8 8 -
(Τ ® 
® 
OD 
% 
Φ 
figure 6: factorpiot based on the number of items answered ( Ivm7) 
and the proportion of items right (eVm H ) . GAT θ I I 
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6.3. A Factor Analysis based on the number of items answered 
together with the proportion of items right 
The results of the factor analysis of the correlations r and 
ak al 
r~ - did not agree with the two single factor hypotheses. This 
"k"l 
could be a violation of the two factor hypothesis as stated above. 
Therefore, a factor analysis was also performed on the whole matrix 
of correlations among the variables A , , A ,, Ρ , and Ρ . for all к 
" *k *1' *k *1 
and 1 for the two groups separately. The correlation matrix, the 
estimated communalities, as well as the unrotated factor matrix, and 
the residual correlation matrices are shown in the appendices A en 
В for group I and for group II,respectively. The unrotated factor 
matrices were rotated according to the normal varimax criterion. 
The rotated matrices are shown in tables24 and 25 for group I and 
group irrespectively. 
In keeping with the two-factor hypothesis, we limited the extraction 
to two factors. The actual communalities correspond properly with the 
estimated ones. The residual correlations fluctuate between -.10 and 
+.10 with a few exceptions.The result is rather satisfactory. 
Figures 5 and 6 show a plot of the two rotated factor matrices for 
group I and group II, respectively. These factor-plots show a remarkable 
configuration of the tests. The first rotated factor may again be inter­
preted as a speed factor. The second rotated factor appears to be a 
precision factor. This holds for both groups. The configuration of the 
tests on the score the number of items answered, is rather unusual. 
Here, again, we see a subdivision of the tests into three parts: 
pictorial, verbal and numerical tests. Now, however, this subdivision 
is obtained on the accuracy factor. How can these results be interpreted? 
-go-
Suppose that the two factors really represent two psychological 
abilities, whatever they may be. Of course, the names which we 
used for the factors have no theoretical meaning. The number of 
items answered on the pictorial tests as well as on the numerical 
tests is apparently related to both abilities, the one represented 
by the speed factor and the other by the accuracy factor. The 
accuracy factor, however, is related to the number of items ans-
wered in numerical and pictorial tests in a different way. In the 
former tests there is a positive relation, whereas the latter tests 
show a negative one. In figures 5 and 6 the vectors representing 
numerical and pictorial tests are - with the exception of test 7 group I -
in different quadrants. So, the accuracy factor influences the number 
of items answered in a different way, dependent on the language of 
communication. 
In order to give a more detailed interpretation of the factor loadings, 
we would need a theory about the interrelations of the abilities. As 
elaborating this problem would exceed the scope of this study we will only 
point out some of the major characteristics of the analysis on pictorial 
and numerical tests. In particular, the subtest 2 - Computation - and 
the subtest 3 - Three Dimensional Space - have the most extreme values 
on the accuracy factor. In subtest 3 the examinee uses a procedure 
which is very different from the one he uses in subtest 2. In each item 
of subtest 3, having studied the two-dimensional figure on the left 
side, the examinee immediately starts checking the four three-dimensional 
alternatives on the right side. This checking process, which takes place 
for each alternative, is rather provisional than extensive. For each 
alternative a certain amount of uncertainty is involved in deciding 
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whether or not it corresponds to the two-dimensional figure. 
The alternative evoking the smalle* amount of uncertainty is 
chosen as the right one. In subtest 2 - Computation - the person 
works the other way around. We noticed in making individual ob­
servations, that the person first completes his calculation and 
then compares his result with the response alternatives. In fact, 
this procedure seems almost unavoidable because of the response 
alternative: none of them. Also, we can imagine that the compu­
tation process itself requires a lot of checks or controls which 
are facilitated by having response alternatives available. The 
consequence is that in subtest 2 the checking or controlling process 
itself is positively related to the number of items answered. In 
subtest 3 a person has to moderate his checking or controlling pro­
cess in order to increase the number of items answered. The same 
reasoning applies to subtests 5 and 7. It should be noted that 
our description is speculative. What is required is a content theory 
for explaining such empirical findings as factor loadings. 
Finally we may say that the two separate factor analyses of the 
matrices {r. « } and {r } yielded two factors in both cases. 
PkPi ak ai 
The analysis of the complete matrix of correlations among the 
variables A , A -, Ρ• . , Ρ . made it possible to interpret the 
second factor from the matrix {r } in terms of the precision 
Vi 
factor. If the second factor of the matrix {r* - } could be inter-
PkPi 
preted in terms of speed,we could have concluded that only two 
factors existed. This, however, was not possible since we did not 
find a language of communication configuration of the tests scored 
with the proportion of items right along the speed axis. 
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Apart from the problem of their interpretation, ve may conclude that only 
two important factors exist. If we has used the correlations ρ and 
Vi 
ρ instead of r and r. . , the same conclusion would probably have 
pkPi V i pkpi 
been obtained. In that case all correlations among the variables A . , A . 
G , , G ., F , and F . could be explained by using two factors. This may 
be done by estimating the correlations ρ and ρ by the speed and 
V i PkPi 
accuracy factor. From these estimated correlations all the other corre­
lations may be estimated by the theory. 
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7. Some implications of the theory with respect to the evaluation 
of individual precision scores 
Two scores appear to be sufficient to describe the testbehavior of 
our examinees. These scores are the number of items answered as an 
indication of mental speed, and the number of items right divided 
by the number of items answered as an indication of mental accuracy. 
The latter score will also be referred to as the proportion of items 
right. The question arises as to what the theory may tell us about 
confidence limits for an individual test score and the significance 
of the difference between two test scores. The theory does not say 
anything with respect to the statistical or test-theoretical aspects 
of the number of items answered. Therefore, we will attack this 
problem only with regard to the accuracy score. In dealing with this 
problem we will use the score g..|a.. instead of the score g../a.. 
as defined above. Since the score g..|a.. contains two numbers, it 
provides more information than the proportion of items right. For 
example, when g../a.. = .9 it is possible that g..|a.. - 18|20 or 
45|50. Of course, the confidence limits of the score g..|a.. are 
only valid for a fixed a... The same applies to the significance of a 
difference between two scores. 
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7.1. Problems arising in applying the standard error of measurement 
The probability distribution of G... that is P(G.."в..|p..,a..). 
i j i j e i j l r i j ' i j 
i s a binomial d istr ibut ion with fixed parameters p. . and a . . . The 
ij ij 
true score γ..la., equals p..a... and the variance of the observed 
scores for a fixed number of items answered is ρ..(1-p..)a... 
For the binomial error model the standard deviation of the observed 
scores g·· is equal to the standard error of measurement: 
o(G..) - o(G..-r..). 
Lord (1968) defines the error of measurement as: " ... the difference 
between actual score and the true score ... ". Clearly, the standard 
error of measurement is not necessarily the same for each subject. It 
depends directly both on his true score and the number of items answered. 
So, every person may have his own standard error of measurement. Lord 
came to the same conclusions with respect to task-limit tests, in which 
the test score is defined as the sum of the item scores, that is the 
number of items right. The probability of getting an item right is 
assumed to be constant over items. So, for each individual: 
1. the probability distribution of the error of measurement is not 
normal but binomial; and 
2. the error of measurement is not independent of the true score, 
since the more the true score deviates from a...12, the more the 
distribution of error scores will be skewed and leptokurtic. 
As the standard error of measurment is not constant over examinees 
in our model, we cannot use classical test theory, for estimating 
reasonable limits of the true score and of the difference between 
two true scores. Both methods are discussed by Gulliksen (1950). 
They require, that 
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1. the error of measurement is normally distributed in the 
population of examinees, 
2. the standard error of measurement is the same for each person, 
and, therefore, independent of the true score. 
According to our theory, however, the standard error of measurement 
is not the same for each person. Also, in a subpopulation of persons 
with a fixed a ., the error of measurement has a beta binomial dis-
tribution instead of a normal one. 
The question arises whether something may still be said about the 
confidence interval of a testscore p.. and about the significance 
of the difference, p..-p..., between two observed test scores. 
These problems will be discussed in 7.2 and 7.3, respectively. 
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7.2. The confidence limits of an individual precision score 
We will consider two methods of estimating reasonable limits for 
the relative true score p..: an unconditional method and a conditional 
one. In the first method we compute Р(0|н), that is the probability of 
an outcome 0 under a certain hypothesis H. The latter method is, 
essentially, a Bayesian approach in which we compute Р(Н|о). As a 
consequence the unconditional method does not use the distribution 
of relative true scores in the population of examinees, whereas the 
conditional method does. Neither method takes into account the un­
reliability of the number of items answered. 
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7.2.1. An unconditional method 
This method simply consists of the determination of a confidence 
interval of p.. for an observed g.. and a... based on Che binomial 
distribution. Convenient tables for 95% and 99% confidence limits 
for p.. may be found in Diem (I960, pp. 85-103). 
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A conditional method 
In the population of examinees Ρ . is assumed to have a beta 
distribution. Calculations using this distribution may be per­
formed using the estimated parameters r. and t . . Using Bayes' 
theorem we may calculate the conditional distribution of Ρ . 
*J 
for an observed number g . of items right given a fixed number 
a . of items answered. The random variable G . is a discrete 
random variable. It has a probability function dependent on the 
parameter Ρ ., which, itself, is a continuous random variable. 
Fisz (1963) showed that in such a case Bayes' theorem takes the 
form 
(7.2.2.1) f i p ^ l G , . - ^ . - . , . ) 
'ЧІ»'«ЧГ«,ЛГ'Ч- - І 
/ f V P ( v^ | v i vv , i *i ) d p «i 
Substituting (1.7) and (1.8) from the first chapter of this 
study in this formula we have: 
E .+r.-l a .-c .+t.-r.-l 
Ρ . *
J J
 (l-p#.) *
J
 *
J J J 
(7.2.2.2) f(p |G -g A -. ) - - i L — - ^ ~ 
The incomplete conditional distribution function of Ρ . is given by 
(7.2.2.3) N Í P ^ I V V J ' V V J ^ -
В (g .+r.,a .-g^.+t.-r.) 
=
 i
 - I 
B(g .+r.,a .-g .+t.-r.) pij 
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where В (x.y) is the incomplete beta function until p.. and 
Pij 1 J 
B(x,y) is the complete beta function. The ratio I between the 
Pij 
incomplete and the complete beta function is tabulated for values 
of χ ί 50 and y ί 50 in Pearson (1934). Lower- and upper-bounds 
for p.. can be obtained by solving (7.2.2.3) for I " δ. and 
1 J Pij 
I » &., where 0 ί δ., 6_ s 1 and where δ, and δ. need not add p. . ¿ ι ¿ I ¿ 
2 
to unity, δ may not be interpreted as a confidence level. A con­
fidence level is defined as the probability of an outcome out of 
a given set of outcomes under a certain hypothesis. However, 6 
indicates the probability of an hypothesis out of a given set of 
hypotheses under a certain outcome. 
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7.3. The difference between two precision scores 
In psychological practice it is often important to know whether 
the test scores of two separate individuals may be considered as 
taken from different populations of test scores. As far as the 
precision score is concerned the null hypothesis H. : p.. a p.,. 
may be tested, either by a conditional or an unconditional method. 
Here, again, the unconditional method is taken from classical 
statistics whereas the conditional method constitutes a Bayesian 
approach. 
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1. The unconditional method 
Suppose we have the scores g..|a.. and g.,.|a.,. belonging to the 
examinees i and i', respectively. Schematically, we have: 
_ ,. ., , number number observed true 
Individual , . , . . . . 
answered right precision precision 
a.. в.. p.,=c../a.. p. . 
1J B1J 'ij 61J lj Flj 
'i'i gi'j Pi'j^i'j^i'j pi4 
The problem is to test whether the two precisions p.. and p.,. are 
equal. What is required is a statistical test based on the binomial 
distribution. Such tests are discussed in great detail by Hald (1952, pp. 
705-710), among others. 
-102-
7.3.2. The conditional method 
In this method we consider two alternative hypotheses: H.: ρ . > ρ ,. 
0 r*j г * j 
and Η : ρ . f ρ ,.. Since these hypotheses are mutually exclusive it 
is sufficient to compute the conditional probability of only one of 
them, say H.. Therefore, we determine the two-dimensional variable 
(p*j» p*'jiG±j - 8. j»G*'j -8«'i 'A*j- a*j'A*'j" a* , j ) w i t h < l e n s i t y 
f ( p
*j , P* ,j' G*j" g*j' G* ,j" 8* IJ' A*j"Vj , A* ,j" a* ,j )' By m e a n e of i n t e 8 I ' a t i o n 
we compute P ( P ± . > p^,. |о^-ц. .G^, ^ , j .A,.-«^ .A^.j-^. ^  . If this 
value is smaller than .5 we decide that ρ . f ρ ... Otherwise, we decide 
that ρ . > ρ ,.. Assuming Ρ . and Ρ^ι· to be independent we have 
(7.3.2.1) P(p
±
. > Pll.j|e^-gJlj.CÄ.j-4,j.A,j-.Jd.AJi.j-*e.j> -
- 0 / 0 P / * j f 4 j l V 8 * i ' A * j - a « j ) 
f(p*'jlG«'j"g*'j,A*'j"a«,j) а *ч dp*i 
Substituting (7.2.2.2) and (7.2.2.3) into this formula we have 
(7.3.2.2) Р(р^ > P.-jlG^-g^.G^.-g^.^.-a^.A^.-a^,.) -
B ( 8
*j + rj' a*j" 8«j + ti" ri ) B (8»'j + rj' a»'j" 8«'j + tj" ri ) 
We were not able to simplify this equation. With the aid of a computer, 
however, a numerical solution may be obtained. 
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In statistical decision theory a more general formulation is 
given of our procedure to arrive at a decision between the 
hypotheses h,.: ρ . > ρ .. and h. : ρ . s p^·.. The likelihood ratio J r
 0 r±j * J ' *j * J 
I of the joint event e, e - {G^.-g^. .G^ .-g^, . .А^.-а^ ,Α^, .-а^,. > , 
for h. as against h. is defined as 
(7.3.2.4) г 
Píelh,) 
Assuming F . and P . , . to be independent, the apriori probabi l i t i es 
P(h0) and PCh,) are 
P(h0) - ) f (p t j ) oJ*J fCp^.j) dPsk,. dpt. 
PCh,) - ) fCp, , . ) J * ' *
 f ( p j i j ) d p j [ . d p j t i . 
As f(p..) • f(pi·)) these equations imply that 
(7.3.2.5) P(h0) - Pih,) 
Using Bayes' theorem and applying (7.3.2.4) and (7.3.2.5) we have 
P(hje) P(e|hn) 
(7.3.2.6) 
POiJe) Pielh,) 
This likelihood ratio may actually be computed by substituting 
(7.3.2.2) into (7.3.2.6). In order to choose between h. and h. we 
compare the likelihood ratio with some critical value that depends 
on our decision goal. Whatever goal we will try to attain, 
there are always four possible outcomes. Denoting the hypothesis 
which we decide to be true by a capital H, these outcomes are 
(h-.Hp), (h0,H,), (h.,H.) and (h.,H.). To these outcomes we may 
attach the different values and costs V according to the following 
scheme: 
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One to an undetected typographical 
error, the " true" page 104 waa 
labelled aa page WS. Therefore, 
there is no page 104 in thia text, 
or, equivalenti}/, there ie no text 
for this page 104. The reader will 
please advance to page 105. 
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v
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vn 
The particular values V are to be chosen by the tester. 
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Chapter 3: Application of the theory to other testdata 
-107-
Introduction 
The second chapter of this study concerned itself with the statis-
tical testing of the second version of our theory using the first 
seven paper-and-pencil tests of the GATB. We deemed it desirable 
to get some idea about the generality of our theory. Therefore, we 
also tested it on the basis of some other testdata. The results of 
this inquiry will be given in the following sections. 
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1. A description of the ISI 
The investigation is based on data obtained from a Dutch test, 
the so-called ISI: 
I - Interesse (Interest), 
S « Schoolvorderingen (Educational Attainment), and 
I = Intelligentie (Intelligence). 
The ISI was constructed for the two highest grades (5 and 6) of the 
elementary school population of the Netherlands. This population 
consists of children from 11 to 12 years of age. The test consists 
of three parts measuring vocational interest, educational attainment, 
and intelligence, respectively. We are only interested in the third 
part, which consists of six paper-and-pencil time-limit tests of 
20 items each. The answers for each item are recorded on a separate 
response sheet which can be scored electronically. For further details 
concerning the ISI we may refer to Welten and Snijders (1968). A 
short description of the six tests used here follows: 
1. Synoniemen ^sjnonyms^ 
There are 20 rows of 5 words each. In each row a word must be found 
which has the same meaning as the first word, which is underlined. 
Time limit: 5 minutes. 
2. Geknigtefiguren (cut_figures) 
A simple two-dimensional geometric figure is presented in the left 
margin of each row. It is supposed that the figure has been cut into 
three parts. These three parts together with three 'wrong' parts are 
shown at the right. One of the three parts is marked with a cross. The 
two other parts must be found by the examinee. Time limit: 13 minutes. 
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Each item consists of 5 words. One of the last four words has a 
meaning opposite to the first one. The word with the opposite 
meaning must be found. Time-limit: 5 minutes. 
Six simple geometrical figures are presented. The last 5 figures 
are rotated and/or flipped over versions of the first figure. 
Two of the five figures have only been rotated. These two figures 
must be found. Time-limit: 13 minutes. 
5i_§°°E£lbegrig_woorden_^word_analogies2 
Each item consists of 8 words. The first three words belong together 
in some respect. From the remaining words the examinee must find two 
which belong to the same category. Time-limit: 7 minutes. 
á¿ §S°£Îr''eSIiE_îÎ6îiïËE_ (fÍ8!íES_a!!ei2E¿E52 
This test has the same logical structure as test 5. The only difference 
is that this test works on the basis of simple two-dimensional geo-
metrical figures. Time-limit: 7 minutes. 
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2. A description of the samples examined 
The ISI data used were from the standardisation groups on which 
norms for the test were established. The test was administered 
to a number of schools constituting a representative sample of all 
schools in the Netherlands. There are two samples, each consisting 
of 100 examinees. The first sample consisted of children of the 
fiftf; and the second of children of the sixth grade. Half of each 
sample was boys and half girls. 
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T a b l e ^ 
Some statistics found at the fifth grade children 
t e s t 
1 
2 
3 
4 
5 
6 
"a 
15.00 
13.68 
17.33 
17.03 
16.93 
1A.85 
S
a 
3.90 
4.08 
3.01 
3.60 
3.57 
4.84 
mK 
9.90 
7.88 
10.89 
10.73 
11.42 
10.67 
s 
2.94 
3.02 
3.04 
5.09 
3.49 
4.79 
г 
-23.70 
100.36 
25.92 
1.86 
15.13 
3.52 
e 
-35.59 
174.16 
41.23 
2.95 
22.44 
4.90 
m mean number of items answered 
a 
s standard deviation of the number of items answered 
a 
m mean number of items right 
s standard deviation of the number of items right 
f estimated value of the parameter r 
î estimated value of the parameter t 
Table 27 
Some statistics found at the sixth grade children 
tes t 
1 
2 
3 
A 
5 
6 
m 
a 
16.01 
14.39 
18.22 
17.78 
17.75 
16.13 
s 
a 
3.54 
3.94 
2.49 
2.98 
2.98 
4.48 
m 
g 
11.53 
8.97 
12.74 
11.93 
12.61 
11.79 
s 
g 
3.30 
3.27 
3.14 
4.92 
3.53 
4.86 
f 
30.15 
23.10 
15.17 
2.12 
9.69 
3.16 
£ 
41.84 
37.07 
21.68 
3.16 
13.64 
4.33 
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3. Results 
Estinates of the parameters r. and t. obtained by the method of 
section 3.1 are shown in tables 26 and 27. In table 26 we have 
negative values for г and t in the first test. We re-estimated 
these values with the alternative estimation procedure of section 
3.1. The re-estimated values for r and t are 
îj - 13.523, and 
t, - 20.181. 
The observed and expected means and standard deviations are 
m, - 9.90, 
s, - 2.94, 
m - 10.052, and 
s. • 3.537 respectively. 
The I'-test of goodness of fit described in section 3.2, was 
carried out to compare the observed and expected frequencies. 
The number of degrees of freedom was determined in the same way 
as in section 3.2. The 1'-values with their respective degrees 
of freedom are shown in table 28. In all cases H. was rejected 
at the 1%-level of significance. These results were rather 
disappointing. 
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ТаЫе 28 
1'-values and numbers of degree 
of freedom ν from the ISI - data 
fifth sixth 
grade grade 
it 
1 
2 
3 
4 
5 
6 
453, 
1099 
465 
268, 
336, 
380 
L' 
.87 
.53 
.30 
.43 
.95 
.20 
V 
203 
206 
197 
204 
207 
207 
381 
701 
258 
317 
249 
329 
L' 
.65 
.86 
.17 
.90 
.40 
.83 
V 
200 
201 
183 
196 
195 
206 
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4. Possible explanations of the results 
The results may be explained in several ways. One explanation 
is in our opinion quite plausible. Before treating this ex­
planation in detail, we should mention another which is related 
to the l'-test for goodness of fit. According to Spitz (1961), 
in the l'-test there are no restrictions concerning the size 
of the expected frequencies as there are for the χ^-test for good­
ness of fit. Furthermore, differences between expected frequencies 
smaller than unity and observed frequencies larger than zero, make 
large contributions to the total value of 1'. This occurs for 
those cells in the frequency tables for which the number of items 
right is small and the number of items answered is large, that is, 
there is a small number of people who answer many items but answer 
few correctly who make an exceptionally large contribution to the 
'test statistic. 
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A violation of the constancy hypothesis 
The other explanation concerns the violation of the constancy 
hypothesis, according to which the probability of answering an 
item correctly, when answering it, is constant over items within 
the same person. The constancy hypothesis is the most crucial 
assumption in our theory. For all items of each test we may 
compute the ratio of the number of persons who answered correctly 
to the number of persons who answered the item. According to the 
second version of the theory, these ratios should be constant 
over items, apart from sampling fluctuations. These ratios are 
shown in tables 29 and 30 for the children of the fifth and 
sixth grades, respectively. The ratios clearly decrease with 
the rank of the item in the test. This is especially true in 
the latter part of the test, e.g., items 18, 19 and 20, show 
a sharp decrease. These decreasing ratios are incompatible with 
the constancy hypothesis. This effect plays an important role 
in subtests 1 and 2 for both grades and in subtest 3 for the 
fifthe grade. Starting with ratios larger than .95, the items 
of those tests show ratios below .50 shortly after the middle 
of the test. It is of interest that these tests in particular 
yield very high I'-values. In the other tests ratios below .50 
appear much later. The observed decrements imply that the pro-
bability of answering an item correctly decreases with the rank 
of the item in the test. Unfortunately, we did not have at our 
disposal comparable data for the GATB tests. 
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There is additional support for the idea that a violation 
of the constancy hypothesis led to a rejection of the 
second version of our theory. This support stems from a 
comparison of observed and expected correlations. The fol­
lowing correlations were considered: 
r _ and r , 
8j fj 8J fJ 
г and r 
8j aj 8J aJ 
r, and r, 
f.a. f.a. 
J J J J 
Although we do not have statistical tests for the signifi­
cance of the differences, since the distributions of G ., 
F . and λ . cannot be assumed to be normal, it seemed de-
sirable to make the comparisons. The tables 31 and 32 show 
the observed and expected correlations for the fifth and sixth 
grades, respectively. Both tables show very large differences 
between the observed and expected correlations for subtests 
I and 2 for both grades, and for subtest 3 for the fifth 
grade. As was stated above these were the very tests in which 
the ratios show a strong decrease (see tables 29 and 30). 
These results lend support to our interpretation. Finally, 
we should ask why the constancy hypothesis is violated from 
a point of view of the content of the ISI test. There are two 
main possibilities. The observed changes in the ratios were 
either due to item characteristics as such or to the rank of 
the item in the test. In the latter case a presentation of the 
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items in a reversed order should yield different ratios. If 
the first possibility is true, the question arises why the 
ratios show a systematic decrement. Presumably the test con-
structor ordered the items according to their difficulty le-
vel. In Snijders and Welten (1968) no explanation is given 
of the order of items adopted. Therefore, ve can draw no 
firm conclusions. Problems related to item difficulty level 
will be discussed in more detail in section 2 of chapter 4. 
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ТаЫе 29 
The ratio of the number of persons who answered an item right to the 
number of persons who answered the item right or wrong : fifth grade 
item 
1 
2 
3 
4 
5 
6 
7 
β 
9 
10 
11 
12 
13 
14 
15 
16 
17 
18 
19 
20 
1 
98 
98 
92 
86 
88 
84 
89 
79 
72 
81 
43 
55 
61 
38 
34 
20 
18 
22 
22 
14 
2 
95 
88 
86 
77 
72 
78 
62 
57 
44 
44 
41 
36 
38 
43 
33 
26 
30 
18 
13 
08 
3 
92 
97 
92 
91 
90 
72 
70 
78 
79 
69 
53 
48 
54 
38 
45 
19 
26 
36 
31 
62 
4 
91 
86 
90 
72 
74 
74 
70 
66 
65 
61 
67 
65 
61 
56 
57 
51 
62 
36 
20 
15 
5 
96 
96 
90 
94 
88 
79 
81 
84 
76 
78 
67 
29 
54 
52 
42 
31 
50 
30 
19 
30 
6 
95 
96 
87 
88 
81 
72 
72 
75 
71 
69 
69 
79 
71 
69 
68 
48 
63 
35 
13 
09 
Decimal points are omitted· 
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ТаЫе 30 
The ratio of the number of persons who answered an item right to the 
number of persons who answered the item right or wrong : sixth grade 
item 
1 
2 
3 
4 
5 
6 
7 
8 
9 
10 
11 
12 
13 
14 
15 
16 
17 
16 
19 
20 
1 
99 
98 
94 
90 
91 
90 
82 
84 
79 
86 
52 
61 
57 
47 
47 
42 
30 
35 
34 
31 
2 
97 
90 
90 
79 
80 
81 
67 
67 
56 
54 
47 
38 
43 
51 
37 
36 
42 
25 
17 
13 
3 
96 
98 
95 
93 
91 
84 
82 
85 
86 
85 
68 
62 
63 
53 
59 
27 
42 
47 
20 
07 
4 
92 
88 
76 
75 
77 
79 
76 
68 
72 
66 
71 
69 
66 
58 
62 
58 
64 
47 
29 
17 
5 
96 
97 
93 
95 
92 
80 
83 
87 
79 
80 
70 
42 
62 
62 
56 
48 
55 
30 
21 
40 
6 
94 
96 
87 
86 
81 
74 
75 
79 
80 
73 
74 
80 
73 
72 
65 
53 
69 
47 
21 
09 
Decimal points are omitted . 
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Table 31 
Expected and observed correlations г . , 
r and r, for the fifth grade children 
! S t 
1 
2 
3 
4 
5 
6 
V 
- .24 
0.06 
- .44 
- .73 
-.37 
- .36 
V 
-.25 
- .36 
-.57 
- .73 
-.44 
- .35 
V 
0.74 
0.78 
0.62 
0.45 
0.69 
0.73 
r ga 
0.53 
0.38 
0.37 
0.46 
0.58 
0.74 
f f a 
0.48 
0.67 
0.43 
0.28 
0.42 
0.38 
r f a 
0.69 
0.72 
0.56 
0.27 
0.48 
0.38 
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ТаЫе 32 
Expected and observed correlations г , , 
r and r, for the s ixth grade children 
оя fa & 
ISt 
1 
2 
3 
4 
5 
6 
V 
-.25 
- . 1 2 
- .65 
-.81 
-.59 
- .49 
V 
-.38 
-.40 
-.67 
-.80 
-.60 
-.48 
f
* a 
0.77 
0.75 
0.56 
0.41 
0.60 
0.67 
V 
0.61 
0.45 
0.46 
0.46 
0.56 
0.68 
г £ а 
0.43 
0.57 
0.28 
0.21 
0.29 
0.32 
r f a 
0.50 
0.65 
0.35 
0.17 
0.33 
0.31 
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5. A factor analysis based on the number of items answered and 
the proportion of items right 
The results reported in the preceeding section were rather 
disappointing. In spite of that we decided to perform a 
factor analysis analogous to the one based on the GATB tests. 
A good reason for doing so lies in the generalizability of 
the conclusions drawn from the factor analysis of the GATB 
tests. We followed the same procedure as before. First, two 
separate analyses were done on the bases of the proportion 
of items right and the number of items answered. Afterwards, 
a factor analysis was done on the basis of both scores together. 
In all cases we adopted the method of principal componente using 
the squared multiple correlation coefficients as estimates of the 
conmunalities. 
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Table 33 
Unrotated factormatrix based on the 
proportion of items right: fifth grad 
test 
1 
2 
3 
4 
5 
6 
.60 
.63 
.66 
.61 
.67 
.56 
ai2 
-.22 
.15 
-.17 
.16 
-.01 
.11 
h? 
_J_ 
.АО 
.42 
.46 
.39 
.45 
.32 
R? 
-L-
.32 
.33 
.37 
.32 
.36 
.26 
-1 as-
T a b l e ^ 
Unrotated factormatrix based on the 
proportion of items right: sixth grad 
a.. a.. h. R. 
J' J2 J 1 
1 
2 
3 
5 
6 
.60 
.64 
.71 
.61 
.70 
.59 
-.23 
.16 
-.16 
.21 
-.02 
.06 
.41 
.44 
.52 
.42 
.49 
.35 
.33 
.35 
.43 
.34 
.40 
.29 
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figure 7: factorpiot based on the proportion of items right-. 
ISI 7 
- 1 2 7 -
® ® 
Θ® 
figure β factorpiot based on the proportion of items right 
ISIH 
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5.1. A factor analysis based on the proportion of items right in 
the different tests 
The results of the factor analysis of the matrix лг« » r are 
given in tables 33 and 34 for the fifth and sixth grades, 
respectively. Although a single factor solution yielded com-
munalities which exceeded the estimated ones, we decided 
to keep two factors since the second factor divided the tests 
into pictorial and verbal tests. Figures 7 and 8 demonstrate 
this partitioning very clearly. These results are in agreement 
with the GATB analysis. The first factor can easily be inter­
preted as a general precision factor. The second factor also 
agrees with the GATB results since it partitions the tests in 
terms of the language of communication. 
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ТаЫе 35 
Unrotated factormatrix based on the 
number of items answered: fifth grade 
2 2" 
test a., a.~ h. R. li 1? J J_ 
1 
2 
3 
4 
5 
6 
.59 
.59 
.64 
.54 
.62 
.56 
-.24 
.14 
-.20 
.20 
.05 
.09 
.41 
.37 
.45 
.34 
.39 
.32 
.32 
.29 
.35 
.25 
.30 
.25 
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Table 36 
Unrotated factormatrix based on the 
number of items answered: sixth grade 
ZiL 
h 2 
j _ 
ι 
2 
3 
4 
5 
6 
.53 
.57 
.56 
.52 
.61 
.56 
-.21 
.13 
-.23 
.24 
-.02 
.11 
.33 
.35 
.37 
.33 
.37 
.32 
R 2 
_J_ 
.24 
.26 
.27 
.23 
.29 
.24 
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®® 
<&> 
figure 9: factorpiot based on the number of items 
answered : I SI 1 
- 1 3 2 -
© 
-®-
Qà 
figurelO: factorpiot based on the number of items 
answered: I S I Ж 
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5.2. A factor analysis based on the number of items answered of 
the different tests 
The results of the analysis are given in tables 35 and 36 for 
the fifth and sixth grades, respectively. The results are com-
pletely in agreement with the GATB data. We find a general speed 
factor and a second factor, which divides the tests according to 
the two languages of communication, that is verbal and pictorial. 
This partitioning can be seen very clearly in figures 9 and 10. 
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ТаЫе 37 
Rotated factormatrix: fifth grade 
Test 
Ka) 
2(a) 
3(a) 
A (a) 
5(a) 
6(a) 
Up) 
2(p) 
3(p) 
A(p) 
5(p) 
6(p) 
"i' 
-.19 
-.27 
-.17 
-.07 
-.09 
.07 
.59 
.64 
.66 
.62 
.65 
.54 
a i 2 
.61 
.57 
.63 
.55 
.60 
.57 
- .23 
- .16 
- .13 
.03 
-.07 
-.11 
'Ï 
.40 
.40 
.43 
.30 
.37 
.33 
.40 
.43 
.45 
.38 
.43 
.31 
R2 
1 
.45 
.40 
.42 
.29 
.32 
.27 
.45 
.42 
.45 
.34 
.37 
.27 
(a) testscore is the number of items jinswered 
(p) testscore is the proportion of items right 
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T a b l e ^ 
Rotated factormatrix: sixth grade 
t e s t 
Ka) 
2(a) 
3(a) 
4(a) 
5(a) 
6(a) 
Ир) 
2(p) 
3(p) 
4(p) 
5(p) 
6(p) 
ai' 
-.01 
-.21 
.01 
-.07 
.02 
.03 
.61 
.66 
.70 
.62 
.69 
.58 
ai2 
.56 
.58 
.56 
.52 
.60 
.56 
- .14 
-.10 
-.00 
.11 
.01 
-.06 
h 2 
J 
.32 
.39 
.31 
.27 
.36 
.31 
.39 
.44 
.49 
.40 
.48 
.35 
R2 
,1 
.33 
.34 
.29 
.26 
.30 
.25 
.41 
.41 
.45 
.37 
.42 
.29 
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©' ^  
® 
©I 
© 
figure 11: factorpiot based on the number of items answered ( 1 Vm 6) 
and the proportion of items right ( 7 Vm 12 ) : IS I I 
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® »è 
® 
t 
ligure 12: factorpiot based on the number of items answered d ' /m 6 ) 
and the proportion of items right ( 7 ^ 1 2 ) : IS I 11 
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A factor analysis based on the number of items answered together 
with the proportion of items right 
Following the same procedure as in section 6.3 of chapter 2, we 
found two factors in both matrices Ar. . f. As this corresponds 
to the two-factor hypothesis, we decided also to extract two 
factors from the matrices of correlations among the variables 
A
 ι » A^., P^ , and P^.. The rotated factor matrices are shown in 
*k *1 *k *1 
tables 37 and 38 for the fifth and sixth grades, respectively. 
2 
The correlation matrix, the estimated communalities, R., the un-
J 
rotated factor matrix and the residual correlation matrices are 
shown in the appendices С and D, for the fifth and sixth grades, 
respectively. Figures 11 and 12 show a plot of the factor matrices 
in tables 37 and 38. These factor matrices also show two general 
factors 'Precision' and 'Speed'. This completely agrees with the 
results found for the GATB data. So, the two-factor hypothesis, 
reformulated in such a way that the precision and speed scores 
are mainly explained by two general factors, also receives 
support from the ISI-data. However, we do not find the partitioning 
of the tests along either the precision or the speed axis as in the 
GATB analysis. So, we cannot but reject the general conclusion 
drawn from the GATB analysis that a configuration of tests accor­
ding to the language of communication can be explained in terms 
of psychological traits represented by the precision and/or speed 
factor. This result might well have been expected since the ISI-
tests do not contain any numerical sub-test . The particular con­
figuration was mainly determined by the pictorial test at the one 
side and the numerical test at the other. So, the reason why we did 
not find this special configuration in the ISI-analysis may simply 
be related to the absence of numerical tests. 
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Chapter 4 : Some critical remarks 
-uo-
Introduction 
In the applied part of this study we tested our theory statis­
tically against actual data. Ve also used it to investigate 
the structure of a number of correlations. In order to do that, 
we had to introduce two new assumptions, which were not included 
in the theory as such. These were: 
- that the variables Ρ . and Ρ . are independent for k^l, and 
- that the variables Ρ , and A are independent for k^l. 
Our investigations lead to a two-factor hypothesis, according to 
which the test scores on all tests can mainly be explained by two 
factors. One factor accounts for the correlations p(P . ,P
 1 ) , the 
other factor accounts for the correlations p(A . ,A . ) . A factor 
analysis of these correlations using data from the GATB test pro­
vided a confirmation of the two-factor hypothesis. A test of the 
second version of our theory using data from the ISI test, however, 
gave negative results and lead to a rejection of the theory. In 
order to explain these negative results we used the ISI data on 
item level to perform analyses on the level of difficulty of each 
item. Specifically, for each item we computed the proportion of 
children having answered the item right. These proportions 
appeared to decrease with the order of the item in the test. This de­
crement
 w a s
 found in all tests of the ISI. These findings strongly 
suggested that the constancy hypothesis had been violated in the ISI 
test data. A further investigation of the frequency tables which had 
been used for the statistical test affirmed this hypothesis. These 
results were somewhat disappointing, but they did provide a better 
insight into the structure of time-limit tests. Nevertheless, a 
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factor analysis of the correlations computed on the ISI-data 
re-affirmed our two-factor hypothesis. The following sections 
are devoted to a discussion of some issues which arose from 
a closer examination of the theory in the light of our results. 
The first section deals with possible extensions of our theory. 
In the second section the topic of item difficulty is discussed. 
The third section contains a possible interpretation of the 
factors found in the factor analysis mentioned above. Some problems 
which arise when the number of items skipped is used as a test 
score are also treated. The last section discusses the question 
whether time-limit and task-limit tests measure different psycho-
logical constructs. 
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1. Some extensions of the theory 
Since the probability distribution of the number of items 
answered within one individual is not known, the probability 
distribution of this variable in the population of examinees 
is not known either. Our theory could be extended by introducing 
an additional assumption specifying this probability distribution. 
We know from the analysis of our results that the probability dis­
tribution P(A .-a .) of the number of items answered in the popu-
lation of examinees differs significantly from the gamma Poisson 
distribution. Therefore, assumptions leading to such a distribution 
will not be very helpful. Nevertheless, a further extension of the 
theory with respect to the number of items answered is desirable 
since the theory is incomplete in this respect. 
Our theory may also be extended by weakening the constancy 
hypothesis. We might follow Lord (1965) who developed a strong 
true score theory for task-limit tests by weakening this very 
constancy hypothesis. In that theory the probability distribution 
of the number of items right within one person is a generalized 
binomial distribution (Fisz, 1963). 
This distribution is referred to by Lord (1965) as the 'compound 
binomial' distribution. Therefore, he also talks about the 'compound 
binomial' error model. It j.s a. convention to name the type of error 
model after the distribution of error scores within a single indivi­
dual. A better name would be the 'generalized binomial' error model. 
Two compound binomial distributions are to be distinguished. First of 
all, we have a binomial distribution P(X=x|p,n) where ρ is a fixed 
parameter, while η is the value of a discrete stochastic variable N 
having a Poisson distribution P(N=n). This implies that also X follows 
a Poisson distribution (see Fisz, 1963). Second, we have the same bi­
nomial distribution P(X»x|p,n) where η is a fixed parameter, while ρ 
is the value of a continuous stochastic variable ρ having a beta dis­
tribution f(p). In this case, X follows a negative hypergeometric 
distribution. 
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In our theory the probability distribution P(G..=g..ІА..=a..) 
would be a generalized binomial distribution too. An extension 
of the theory where such unequal probabilities are allowed, is 
much to be desired in order to generalize the appicability of 
the theory. In constructing the test, however, this whole pro­
blem might also be avoided by using items of the same difficul­
ty in time-limit tests. 
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2. Two different concepts of item difficulty 
In most item analysis procedures on task-limit tests the main 
concept is the difficulty level of an item which is usually 
defined as the proportion of examinees who answer the item 
right. This definition cannot, however, properly be applied 
to time-limit tests unless we assume that examinees who did 
not answer the item answered incorrectly. In our theory, how-
ever, we introduce parameters for test behavior. These are the 
'hit' probability, or the probability of answering an item 
correctly when answering it, and response speed, or the time 
needed to answer the item. Clearly, the test score of the num-
ber of items right depends on both hit probability and response 
speed. A person having a low hit probability will not, in 
general, reach a high number of items right nor will a person 
who works slowly. Since we have two test behavior parameters we 
also may distinguish two kinds of item difficulty. The hit proba-
bility is dependent on personal characteristics as well as on item 
characteristics. Let us postulate an ability Ç. for person i and 
a difficulty 6 of item y. Let us suppose that p. is completely 
dependent on the ability ζ. of person i and the difficulty { of 
item y: p. = f(Ç.,5 ). In the same way we postulate another 
ability ξ', and another difficulty <5' which together completely 
determine the response speed s. : s. = g(ç!,o'). Since £ and r r
 ly ly e^^i y y 
S' are two item characteristics, each related to different behavior 
У 
parameters, we have to consider two types of item difficulty. We 
shall call the one related to the hit probability Type I difficulty 
and the one related to response speed Type II difficulty. A theory 
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is called for which specifies f(Ç.,{ ) and g (ξ'. ,&'). In this 
context we mention Rasch (1960) who developed a theory specifying 
f(ζ-,* )· A useful theory will generate estimates for 6 and 6'. 1 y j e У y 
A possible estimator for б is the ratio of the number of examinees 
У 
who answered the item right to the number who answered the item. 
An estimator for 6' might be the mean response time over persons, 
where the response time is defined as the time a person needs to 
answer the item. As far as we know test constructors have always 
used the Type I difficulty level to choose the final items of the 
test and to place them in rank order. From a much larger set of 
items a number of items is chosen having an increasing level of 
Type I difficulty. It is also possible to choose only items of 
approximately equal Type I difficulty level. We don't know why 
the first procedure is preferred. A rationale might be that the 
Type I difficulty level is also used in the construction of task-
limit tests. Whatever it may be, we cannot find any argument against 
the use of the second fliethod which is based on equal Type I dif­
ficulty levels. The use of the second method has the advantage 
that one can apply the proposed theory. Another argument for using 
the second method is related to the question of which constructs 
one would like to measure. If the main interest is in constructs such 
as Precision and Speed, the use of items of equal difficulty level 
is desirable. Items with varying difficulty levels would introduce 
other variables which may mask the appearance of Precision and Speed. 
These problems - the use of equal or unequal difficulty levels and 
the question of what we measure with time-limit tests - will be 
discussed in the following sections. 
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Finally we wish Co make some remarks with respect to the use of 
items with varying difficulty levels in mental tests. The reason 
for using a number of items in a mental test, especially in a 
task-limit test, is related to the problem of reliability. The 
use of many items results in high reliability for the test score. 
This relation is expressed in the well-known Spearman-Brown for-
mula. From this point of view it is not necessary to vary the diffi-
culty level. In our opinion, the only reason, why test constructors 
chose items of varying difficulty level is .to increase the power of 
the test to discriminate at widely divergent levels of mental or 
intellectual development. In general, then, such items have been 
used not for theoretical but rather for practical reasons. Similar-
ly, the presentation of the items in an ascending order of diffi-
culty has also been done, in our view, for purely practical reasons. 
It makes the examinee more comfortable to get some easy items first. 
Furthermore, the test score may then have Guttman (1950) scale cha-
racteristics. In time-limit tests, however, items of varying diffi-
culty are no longer necessary any more since the time-limit itself 
guarantees the applicability of the test to a wide range of mental 
ability. The only justification for using items of varying difficulty 
level in time-limit tests is to maintain consistency with past prac-
tice as that orginated in task-limit tests. We recommend, especially 
in time-limit tests, the use of items of an equal difficulty level 
since, in our opinion, the contribution of the varying difficulty 
level to the discriminating power of the test is relatively small 
in comparison to the contribution of the time-limit itself. 
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3. The meaning of the number of items answered and the proportion 
of items right 
The different numbers of items answered in the different tests 
appeared to be accounted for by a single factor. The same was 
true for the different proportions of items correct. What psycho-
logical meaning can we attach to these factors? Of course, we can 
only generate some hypothetical ideas to answer this question. As 
already indicated, all tests have the multiple choice answer form. 
Therefore, for each item the examinee has to make a choice of a 
decision. Let us postulate, now, a psychological decision process 
with individual parameters so that the decision process occurs 
with varying speeds. Speed will be the main determinant of the 
number of items answered. Presumably, the parameters of the pro-
cess will be not only dependent on functional determinants, but 
also on temperament and motivation. So, we measure not only intel-
lectual (functional) traits, but other personality traits as well. 
The maximum possible speed, however, is presumably due to a functio-
nal ability. 
The decision process just mentioned also involves a number of 
subdecisions, some of which are to be made in a state of uncer-
tainty. The amount of uncertainty depends on the speed the person 
is working with and/or on the amount of prior information which is 
required in order to solve the problem. The first operates mainly 
for the pictorial tests and the second mainly for the verbal tests. 
We suppose that the amount of uncertainty a person can accept, is 
in turn determined by 'Einstellung' or 'set'. Actually, we refer to 
the feeling of satisfaction the examinee experiences. Some people 
are not certain about an answer, they omit it or repeat the whole 
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decision process or subdecision process. The strategy of 
repeating decision processes will also have a negative in-
fluence on the number of items answered. 
The second factor we found in the factor analyses could be 
interpreted as a facet factor in Guttman's (1965) sense. This 
factor divided the GATB subtests into three classes: verbal, 
pictorial and numerical tests. The ISI-subtests were divided 
into verbal and pictorial tests. We may interpret these re-
sults as follows. Dependent on the language of communication 
which is used special abilities are required from the examinee 
to solve a specific item. The speed and accuracy he is working 
with are slightly modified by these special abilities. Pre-
sumably, in verbal tests this ability may be described as the 
person's knowledge of the denotative meaning of words. If the 
person does not know exactly the meaning of a word the decision 
process will be slowed down by extra controls and the controls 
themselves will be done with a greater amount of uncertainty. 
Also, a false interpretation of the meaning of a word will in-
fluence his accuracy. With respect to pictorial tests we would 
like to circumscribe this specific ability as the imaginary 
movement of objecte in epace. A shortage in this ability may 
influence the person's speed and accuracy. The specific ability 
which is to be hypothesized with respect to the numerical factor 
is not very clear to us. Perhaps, in this case we may suppose 
something like earlier experienced routine in adding, substrac-
ting, multiplying and dividing numbers. The knowledge of these 
operations could be of importance too. For example, there are 
specific rules with respect to the number zero in dividing. 
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The specific abilities just mentioned make a relatively small 
contribution to the number of items answered as a speed score, 
and to the proportions of items right as an accuracy score. 
The relative contribution of the language of communication 
factor is very small. 
The strategy of omitting answers also has a negative effect on 
the number of items answered, as an omitted item is not added to 
the number of items answered although it costs the examinee some 
time. The question arises whether the number of items omitted 
should be added to the number of items answered. If we wish to 
do so there are three ways to proceed. We may count an omitted 
item as a correct item. This is not very plausible since this 
procedure suggests that the right answer was known which might 
not be true. We may also count an omitted item as wrong. This 
is not desirable as we explained incorrect items as being due 
to the lack of critical 'Einstellung', while the omission of an 
item suggests the opposite. Finally, we may revise the theory 
on the basis of the equality, a'. .=g. .+f. .+o.., where a!, is the 
number of items attempted and o.. is the number of items omitted. 
The ISI-test provides such an instruction. In the instructions 
for the GATB the problem is not mentioned at all. In our theory 
we did not take omitted items into account because we supposed they 
would not appear very frequently. 
In the tables 39 and 40 the means and standard deviations of the 
number of items omitted are shown for the ISI-test only. We did 
not have these data for the GATB-tests. 
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T a b l e ^ 
Means and standard deviations of the number of items 
omitted, made by the fifth grade children in the ISI 
test 1 2 3 4 5 6 
mean 1.26 1.60 0.68 0.49 0.43 0.82 
stand.dev. 1.52 1.91 1.04 1.27 0.90 1.07 
Table ΊΟ 
Means and standard deviations of the number of items 
omitted, made by the sixth grade children in the ISI 
test 1 2 3 4 5 6 
mean 1.23 1.52 0.63 0.43 0.41 0.68 
stand.dev. 1.50 1.82 1.03 1.14 0.87 1.59 
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As these tables indicate omitted items do not occur very 
frequently, which is in agreement with our supposition. The 
problem of the omissions, however, falls beyond the scope 
of this study. This problem will be treated extensively in 
a following study. 
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4. Do time-limit tests and task-limit tests measure different constructs? 
We made a distinction between time-limit and task-limit tests. In 
both tests the test score is defined as a sum of item scores and 
each item is scored zero or unity depending on the answer given. 
In time-limit tests a limited time is allowed to the examinee to 
attempt the items. It is also possible to offer the examinee a 
limited number of items, which must be solved. This procedure ge-
nerates a task-limit test. We may ask now, whether or not time-limit 
tests and task limit-tests measure the same abilities. Is there a 
relationship between the typical constraints each type of test im-
poses on the behavior of the examinee and the abilities it calls 
for? Presumably, both types of tests did not result from specific 
considerations about intelligent behavior - that is a theory of 
intelligence - but rather from different answers to the question 
how intelligence may be measured operationally. In task-limit tests 
different scores for different subjects are generated by offering 
them items which are neither too easy nor too difficult, no matter 
how much time the examinee spends on the items. In time-limit tests 
most items could have been answered correctly by the examinee if he 
had enough time. Apart from the difficulty of the items, it is pri-
marly the limited time itself which produces different scores for 
different subjects. Therefore, the two types of test result from 
two different strategies of measuring intelligence operationally. 
Our factor analysis of two batteries of time-limit testes yielded 
two main factors which we called Speed and Precision, respectively. 
We assume that the existence of these factors is completely depen-
dent on the motivational state of the subject. As the person must 
work under time pressure, he will work with some speed and dependent 
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on that speed he will maintain some level of precision. 
Apparently, the factors Speed and Precision are specific for 
time-limit tests. The problem of what constructs are measured 
in task-limit tests goes beyond the scope of this study. That 
inquiry, however, should start from the question of the pro-
cedures test constructors use to solve simple problems such 
as: how do I find items which some people can solve and other 
cannot; or: how do I find items which may he scored easily, 
etc. Such an inquiry should also pay attention to the reasons 
item constructors themselves give for choosing their items. It 
seems that items are constructed not from a theoretical but 
rather a practical viewpoint. 
Frames of reference of mental tests such as given by Burt (1949), 
Vernon (1950), Guttman (1965) and Guilford (1967) are not to be 
considered as theories. They provide at most an attempt to construct 
a grammar of mental test items. These frames of reference resemble 
theories since they are formulated in terms of vague psychological 
concepts. The latter, however, are not defined precisely in the 
context of an explicitly formulated theory. The construction of an 
extensive grammar of mental test items is certainly very useful but 
it is grammar, not theory. Guilford's (1967) structure-of-intellect 
model is an example. He considers three facets: operation, product 
and content, each partitioned into a number of categories. One of 
the categories of the facet operation he calls 'divergent production', 
and he discusses it in great detail in his chapter 6, entitled 
'Divergent production abilities'. These abilities are, again, des-
cribed in psychological terms such as fluency of thinking, flexibi-
lity of thinking, originality and elaboration. In the same chapter, 
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however, we read a remarkable sentence: "Since divergent-production 
tests require examinees to produce their own answers, not to choose 
them from alternatives given to them, it is not ...". This quotation 
needs no further comment. The suggestion is that some parameters re-
levant to a theory of intelligence had to be measured and that the 
items chosen for that purpose had typical characteristics purely by 
accident. We think that the opposite is true. A number of different 
items with particular characteristics already existed, and these 
characteristics formed the basis for hypothizing mental abilities 
or constructs analogous to those characteristics. This strategy seems 
unfruitful in the long run since the development of theories of intel-
ligence would depend entirely on the types of test items which had been 
previously invented. It would be the same as constructing a theory of 
color perception on the basis of the items one could invent for tests 
of color perception or, for that matter, color blindness, without ha-
ving any theory. 
-156-
Sunnnary 
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This study concerned itself with one of the two major types of 
mental tests, those with a time-limit. Time-limit tests, as op­
posed to task-limit tests, allow the examinee only a limited 
time to complete the test. The total number of items employed 
is usually so large that not even the most accomplished examinee 
can finish in the allowed time. Lord and others have developed 
two versions of a true score theory for task-limit tests, a bi­
nomial error model and a generalized binomial error model. In 
this study a true score theory was developed for tests with a 
time-limit. In developing this theory we partitioned the examinees 
into a number of classes, such that Lord's theory for task-limit 
tests could be applied within each class. 
Customary practice in both time-limit and task-limit tests is to 
use the total nimbeг of items right as the test score. In addition 
to this score we proposed to use, as test scores, both the number 
of items answered and the number of items wrong. Actually, we par­
titioned the examinees into classes according to the number of 
items answered. For each class, then, we regarded the test as a 
task-limit test with a number of items that was equal to the 
number of items answered by all examinees in that class. In order 
to do this we also had to assume that the examinees in a particu­
lar class had answered the same items. In making this assumption 
we deliberately neglected the small number of items that are 
skipped by the examinee or that cannot be coded. Our major as­
sumption was of s binomial error model, that is, each person was 
assused to have a constant probability of answering each item 
correctly. Therefore, for a particular person, given that he has 
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answered a certain number of items, the test score of the number 
of items correct follows a binomial distribution. 
The theory presented here has two versions. The basis of the 
first version is a double constancy hypothesis in which the pro-
bability of answering an item correctly is assumed to be constant, 
both within persons and over people. In the second version of the 
theory this probability is assumed to be constant within persons 
only, so that it may vary from person to person, and, in particular, 
according to a beta distribution. The first version of the theory 
can be regarded as a sort of 'null-hypothesis'. If this null-hypo-
thesis is not rejected as a result of a statistical test, the im-
plication is that the number of items right is merely a function 
of the number of items answered. 
In the second version of the theory we had to introduce some 
technical assumptions in order to make a number of mathematical 
derivations possible. These assumptions dealt with expectation's 
of differences between true and observed scores, and with the 
independence of the probability of answering an item correctly 
on the one side, and the number of items answered on the other. 
These assumptions were only necessary in the second version of 
the theory. In the first version they are an implication of the 
double constancy hypothesis. 
In this way it was possible to derive a number of correlations 
between the number of items wrong, the number of items right, 
and the nimber of items answered both within a single test and 
between tests. Also, formulas were developed for the reliability 
of the number of items right and the number of items wrong. In 
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addition, procedures were developed for the estimation of various 
parameters of the theory. For the first version of the theory a 
procedure was developed to estimate the single parameter of the 
model, namely, the probability that an item is answered correctly 
given that the item is answered. In the second version of the theory 
there are two parameters which characterize the beta-distribution 
that was assumed to hold for the population of examinees. In neither 
version of the theory specific assumptions were made about the dis­
tribution of the number of items answered, in the population of 
examinees. 
In a pilot study we tried to develop a true score theory for the 
number of items answered. The probability distribution of this 
variable in a single examinee was assumed to have a Poisson dis­
tribution characterized by a single parameter λ. The λ-values 
itself in the population of examinees, were assumed to have a 
γ-distribution. This true score theory, known as the Poisson 
error model, had been extensively investigated by Rasch for indi­
vidual examinees, however without making any assumptions about the 
distribution of λ across examinees. This model was tested statis­
tically using data from the psychological tests to be mentioned 
below. In all cases the Poisson error model had to be rejected. 
The development of an alternative model for a test score based 
on the number of items answered seemed so complicated that the 
matter was not pursued further. 
Further discussion is appropriate here of the basic assumption 
of both versions of the theory that the probability for each 
examinee of answering an item correctly, given that the item 
is answered, is constant. We called this assumption the 
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'constancy hypothesis'. On the face of it the constancy hypothesis 
did not seem reasonable. This is especially the case if one con-
siders that items in mental tests often increase in difficulty le-
vel as the test progresses. However, it can be observed empirically 
that as the items in a test increase in difficulty the examinee 
spends more time on each item. Ve may assume that an answer to an 
item is given only after the examinee reaches a certain criterion 
of certainty about the correctness of that answer. Thus, the as-
sumption that the criterion of certainty remains constant accounts 
for the increasing time taken by examinees as the level of diffi-
culty of the items increases. The crux of this argument is that a 
constant criterion of certainty implies a constant probability of 
answering an item correctly. 
A major portion of our work is devoted to an empirical test of the 
theory. For this purpose we used an American test, the General 
Aptitude Test Battery, abbreviated as GATB. The test was administered 
in a Dutch version by the Netherlands Railway System (Nederlandse 
Spoorwegen) in Utrecht. The test consists of 12 subtests. The first 
7 of these subtests are paper-and-pencil tests and are administered 
under a time-limit. They were used in this study. He had at our dis-
posal two groups of approximately one thousand people each. Prelimi-
nary tests indicated that the first version of our theory was in-
adequate in dealing with the data. Therefore, only the second version 
of the theory was tested in detail. The testing of the theory was 
based on the comparison of observed and theoretically expected fre-
quency distributions and not merely on the observed and expected 
correlations. The frequency distributions used were those of the 
number of items right, given the number of items answered for each 
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of the values of the items answered score. In fact, this lead to 
a two-dimensional frequency distribution in which the rows were 
the items right and the columns were the items answered scores. 
Statistical tests comparing theoretical and expected distributions 
were performed for each of the two samples of examinees and for 
each of the 7 subtests of the GATB. In none of the 14 statistical 
tests was the null-hypothesis rejected. These results lead us to 
conclude that the second version of the theory provides a satis-
factory account of the data of the subtests of the GATB. The second 
version of the theory was adopted as a useful tool in the analysis 
of the observed correlation coefficients between our three test 
scores, the number of items which were answered, were right and 
were wrong. These correlations can be obtained both within a single 
subtest and across tests. However, a number of additional assumptions 
were necessary to obtain theoretical predictions of the correlations 
across tests. The most important of these was an independence assump-
tion, which asserts that the probability of answering an item correct-
ly upon answering it on one test is independent of the same probabili-
ty on any other test. This assumption may also be stated in terms of 
'accuracy' or 'precision' since we may interpret the above probabili-
ty as indicating the 'precision' with which an item is answered. In 
these terms, the assumption was that precision on one test is inde-
pendent of precision on another test. 
Given the above assumptions, theoretically expected values were 
computed for the three correlations between the scores on each 
of the 7 subtests. These were compared with the corresponding 
observed correlation coefficients for each of the two subgroups 
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of examinees. In all cases agreement was obtained between 
theoretically expected and observed correlation coefficients. 
The correlations between our three test scores across tests 
were divided into two groups depending on the theoretical as-
sumptions that were necessary to derive expected values for 
those correlation coefficients. For one group it was necessary 
to assume only that the number of items answered and the pre-
cision were independent. This group consisted of the two sets of 
correlation coefficients involving the number of items answered 
on one test and the number of items answered correctly on the 
other test, and the number of items answered on one test and the 
number of items answered incorrectly on the other test. For all 
of these correlation coefficients agreement between theoretically 
expected and obtained values was close. The second group of cor-
relation coefficients, those taken across tests, needs an additional 
assumption, namely, the assumption of independence between precision 
on one test and precision on another test. In these cases we found 
large and systematic differences between theoretically expected and 
obtained correlation coefficients. These discrepancies can all be 
accounted for by assuming that the indpendence assumption between 
the precision on the two tests was violated. Specifically, if we 
assume that there is a positive correlation between the two pre-
cisions the observed discrepancies can be accounted for. 
Our analyses also suggested that the major portion of these 
correlations could be accounted for by a single factor. In this 
connection, it seemed worthwile to examine the correlations in-
volving the number of items answered to determine whether they 
too could be accounted for by a single factor. As a matter of 
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convenience, we have called the test score the number of items 
answered 'mental speed', just as we had previously called the 
probability of answering an item correctly given that it is 
answered 'mental precision'. The latter assumptions may be stated 
as follows: two variables play an important role in time-limit 
tests, e.g. mental precision and mental speed. The mental precision 
scores on the various tests may be accounted for primarily through 
one factor which we also call mental precision. Similarly, we may 
call the factor accounting for the mental speed scores mental speed. 
Further, we assert that the factors mental precision and mental 
speed are independent of each other. A number of factor analyses 
were then used to test this hypothesis. In this connection, it 
should be noted that we took as an indicator of mental precision 
the ratio of the number of items right to the number of items 
answered . As an index of mental speed we used simply the number 
of items answered. Indeed, the factor analyses confirmed the 
picture just sketched. Some minor qualifications should be added. 
For both types of scores we found a second factor which accounted 
for a very small percentage of the total variance. The second 
factor divided the tests into a threefold classification, which 
could be described in terms of the 'language of communication' of 
the test constructor. The first class consisted of tests which made 
use of figures, so-called 'pictorial' tests. The second class con-
sisted of verbal and the third class of computational tests. These 
distinctions were first introduced by Guttman in his facet theory 
as applied to intelligence tests. 
-164-
We then undertook further elaborations of our theory in an attempt 
to cast light on the meaning of individual precision scores. Firstly, 
ve developed two methods of assigning confidence limits to the pre-
cision as an individual test score. The first method was based on 
classical estimation theory. The second method made use of Bayes' 
law which, in this case, is easy to use since we know the a priori 
distribution of true scores in the population of examinees. Second-
ly, two analogous procedures were developed to test the significance 
of a difference between two observed precision scores. 
In order to examine the generality of our theory, we applied it to 
some data from another battery, the so-called ISI-series where the 
letters ISI are an abbreviation for Interests, School-achievement 
and Intelligence. We used only the six subtests which came from the 
Intelligence portion of the test. Three of those were verbal tests 
and three were pictorial tests. Each test consists of 20 items to 
be administered with a specified time-limit. These subtests differ 
from time-limit tests since the time-limits chosen do permit the 
brightest students to finish the tests. As before, we made use of 
two groups of people, each consisting of exactly 1000 children, 
half of whom were boys and half girls. In fact, the data came from 
the standardisation groups on which the test was developed. As in 
the case of the GATB, statistical tests of goodness of fit were 
performed between the observed and expected frequencies for the 
test scores the number of items right and the number of items ans-
wered. In every case, that is, for all tests and both subgroups, we 
obtained statistically significant differences. These results 
clearly lead to a rejection of the second version of the theory for 
the ISI intelligence subtests. 
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Because of these disappointing results, we undertook a re-
examination of the ISI data in order to determine which of the 
assumptions of the second version of our theory had been vio-
lated. The most likely candidate was the constancy hypothesis. 
All of the deviations from theory of the ISI data were in the 
direction of changing values for the probability of answering 
an item correctly given that the item is answered. Further 
analysis of the test data confirmed this supposition. Further-
more, it would appear that in the ISI subtests this probability 
changes as a function of the rank of the item in the subtest. 
Specifically, the discrepancies between the data and the theory 
may be accounted for by assuming that the probability decreases 
as the rank of the item increases. Despite the disappointing re-
sults we performed a factor analysis on the ISI data in the same 
manner as we did on the GATB data. Surprisingly, the results of 
this factor analysis yielded complete agreement with the results 
previously obtained with the data from the GATB. We found here 
too that two factors, mental precision and mental speed, accoun-
ted for almost all of the common variance. Once more, two ad-
ditional factors were found which accounted for a relatively small 
portion of the total variance. Since there are no numerical tests 
in the ISI test battery each of the latter factors divided the test 
into two groups verbal and pictorial tests, respectively. 
The last portion of the study was devoted to a critical discussion 
of the theory and of the results and their implications for time-
limit tests in general. For the further development of theory of 
time-limit tests the single greatest need appears to be the con-
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struction of a true score theory for the test score the number 
of items answered. The results of this study showed that the 
Poisson error model was inappropriate. Another direction for 
theoretical development is the weakening of the constancy hy-
pothesis. Such a weakening seems desirable as is indicated by 
the results of the ISI test. In our opinion, a more effective 
strategy would be to change the items used in a test rather 
than the assumptions of the theory. It is easy to construct a 
test, which meets the conditions of the constancy hypothesis. 
All that is necessary is to choose items with approximately the 
same level of difficulty. Our theory provides a basis for further-
clarifying the concept of level of difficulty itself. The theory 
suggests that difficulty level has two main components, one re-
lated to mental accuracy and the other to mental speed. To our 
knowledge, the usual procedure in constructing mental tests 
has been to choose items which vary in difficulty level. This 
is done with the intention of increasing the discriminating power 
of the test for various groups of people who operate at different 
mental levels. However, in time-limit tests it simply is not 
necessary to use items of varying difficulty level since the time-
limit itself provides enough discrimination. 
In the discussion of the results of this study we were led to 
the question of the meaning of the three factors which were found. 
These factors were called mental speed, mental accuracy, and the 
language of communication. The assignment of meanings to the fac-
tors was entirely speculative and was done in an attempt to pro-
vide a rationale for test behavior specifically on time-limit tests. 
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This lead us to the following question: Do time-limit tests 
call upon special abilities which are not evoked by task-limit 
tests? Properly speaking, the answer to this question does not 
lie in the province of test theory or true score theory but, 
rather, in the realm of Tcontent' or of psychology in general. 
Nevertheless, our view is that time-limit tests induce 'time-
pressure' which, in turn, calls forth special behaviors not 
usually present in task-limit tests. In any case, the answer 
to the question seems to lie both in the type of practical pro-
blems faced by test constructors and in the specific solutions 
to these practical problems that were adopted. 
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12 * AANTAL VARIABELEN 
1 0 0 0 = AANTAL SUBJECTEN 
O P T I E l INPUT BESTAAT U I T RUME DATA 
OPTIE 8 P R I N C I P A L COMPONENTS 
OPTIE 11 2 2 - MINIMUM EN MAXIMUM AANTAL FACTOREN 
OPTIE 13 M U L T . C 0 R R . * * 2 OP DIAGONAAL 
OPTIE 14 VARIMAX ROTATIE 
OPTIE 2 1 MATRIX OUTPUT HORDT GEPONST 
1 
2 
10 
11 
12 
1 
-0.5397 
-0.5754 
-0.5426 
-0.4071 
-0.4620 
-0.3210 
0.5964 
0.5Я73 
0.5845 
0.4513 
0.5398 
0.4832 
2 
0.3360 
0.2596 
0.3637 
0.3718 
0.3996 
0.4761 
0.2161 
0.2931 
0.3295 
0.4241 
0.3749 
0.2681 
1 
2 
3 
4 
5 
6 
7 
β 
9 
10 
11 
12 
l 
-0.1895 
-C.2663 
-0.1736 
-0.0656 
-0.0891 
0.0676 
0.5928 
0.6362 
0.6579 
0.6187 
0.6536 
0.541O 
2 
0.6068 
0.5724 
0.6297 
0.5475 
0.6043 
0.5702 
-0.2257 
-0.1614 
-0.1320 
0.0266 
-0.0684 
-0.1124 
PERCENTAGE EXTRACTED VARIANCE PEK FACTOR 
0 . 2 6 4 2 0 . 1 2 2 6 
TOTAL PEBC. EXTR. VARIANCE - 0 . 3 6 6 7 
PERC.VARIANCE COVERED B» EACH FACTOR 
0 . 2 0 3 8 0 . 1 8 2 9 
MULTIPLE C0RRELAT10NS**2 
0 . 4 5 3 2 0 . 4 0 0 1 
0 . 3 6 9 4 0 . 2 6 7 6 
0 . 4 1 8 0 . 2 9 1 1 0 . 3 1 5 5 0.2685 0.4503 0.4207 0.4543 0.3380 
CCMMUNALITIES 
0 . 4 0 4 2 
0 . 4 3 1 9 
0 . 3 9 8 6 
0 . 3 0 5 4 
0 . 4 2 6 7 0 . 3 0 4 0 0.3731 0.3Z97 0 . 4 0 2 4 0.4308 0.4502 0 . 3 8 3 5 
CORRELATIE MATRIX 
1 
2 
3 
4 
5 
6 
7 
β 
9 
10 
11 
12 
11 
12 
1 
1.0000 
0.3278 
0.5192 
0.25*6 
0.3695 
0.3046 
-0.4265 
-0.1713 
-0.1209 
-0.1007 
-0.1321 
-0.1684 
11 
1.0000 
0.4056 
2 
1.0000 
0.354В 
0.4196 
0.3791 
0.3449 
-0.1983 
-0.4196 
-0.2157 
-0.1622 
-0.1870 
-0.2126 
12 
1.0000 
3 
1.0000 
0.3071 
0.3968 
0.3420 
-0.2409 
-0.1609 
-0.3145 
-0.0823 
-0.1214 
-0.1358 
4 
1.0000 
0.3650 
0.3345 
-0.1630 
-0.0936 
-0.1645 
0.0501 
-0.1048 
-0.1412 
5 
1.0000 
0.3963 
-0.1280 
-0.1730 
-0.1013 
-0.0637 
-0.1461 
-0.1350 
RESIDUAL CORRELATION MATRIX 
1 
2 
3 
4 
5 
6 
7 
e 
9 
10 
11 
12 
11 
12 
1 
0.5958 
-0.0700 
0.1042 
-0.0900 
-0.0140 
-0.0286 
-0.1772 
0.0472 
0.0Θ39 
0.00O5 
0.0333 
0.0024 
11 
0.5681 
0.0443 
2 
0.6014 
-0.0519 
0.0888 
0.0094 
0.0366 
0.08R8 
-0.1578 
0.0350 
-0.0127 
0.0262 
-0.0042 
12 
0.6946 
3 
0.5733 
-0.0490 
0.0008 
-0.0053 
0.0042 
0.0512 
-0.1172 
0.0084 
0.0352 
0.0290 
4 
0.6960 
0.0283 
0.0268 
-0.0005 
0.0366 
-0.0491 
0.0762 
-0,0244 
-0.0442 
5 
0.6269 
0.0577 
0.0612 
-0.0188 
0.0371 
-0.0247 
-0.0466 
-0.0189 
10 
1.0000 
-0.0401 
-0.0519 
-0.0064 
0.0173 
-0.0092 
-0.0175 
1.0000 
0.3573 
0.5045 
0.2942 
0.4249 
0.2934 
1.0000 
0.3691 
0.4658 
0.4259 
0.3928 
1.0000 
0.4001 
0.4572 
0.3443 
1.0000 
0.4142 
0.3639 
10 
0.6703 
0.04 85 
- 0 . 0 0 2 8 
0.0243 
- 0 . 0 3 9 7 
- 0 . 0 1 4 4 
0.0101 
0.5976 
-0.0463 
0.0847 
- 0 . 0 6 6 6 
0.0219 
- 0 . 0 5 2 7 
0.5692 
-0.0707 
0.0764 
-0.0010 
U.O304 
0.5498 
-0.0034 
0.0182 
-0.0265 
0.6165 
0.0116 
0 . 0 3 2 1 
6-KLAS FACTOR MATRIX ROTATED FACTOR MATRIX 
12 = AANTAL VARIABELEN 
1000 · AANTAL SUBJECTEN 
ÜPTIE 1 INPUT BESTAAT U I T RUWE DATA 
OPTIE 3 PRINCIPAL COMPONENTS 
OPTIE 11 2 2 = MINIMUM EN MAXIMUM AANTAL FACTOREN 
OPTIE 13 M U L T . C 0 R R . * * 2 OP OIA-GUNAAL 
OPTIE 14 VARIMAX ROTATIE 
UPT1E 2 1 MATRIX OUTPUT HORDT GEPONST 
1 
2 
3 
Ί 
5 
6 
7 
8 
9 
10 
11 
12 
1 
-0.1971 
-0.3949 
-0.1752 
-0.2364 
-0.1875 
-0.1539 
0.6227 
0.6528 
0.6629 
0.5482 
0.6515 
0.5706 
2 
0.5283 
0.4784 
0.5300 
0.4661 
0.5714 
0.5356 
0.0702 
0.1260 
0.2330 
0.3096 
0.2394 
0.1394 
1С 
11 
12 
1 
-0.0084 
-0.2116 
0.0127 
-0.0664 
0.0150 
0.0347 
0.6102 
0.6573 
0.7026 
С.6203 
0.6941 
0.5843 
2 
0.5638 
0.5831 
0.5581 
0.5194 
0.6012 
0.5561 
-0.1428 
-0.1003 
-0.0029 
0.1078 
0.0070 
-0.0601 
PERCENTACE EXTRACTED VARIANCE PER FACTOR 
C . 2 2 0 3 0 . 1 5 5 6 
TOTAL РЕЙС. EXTR. VARIANCE » 0 . 3 7 5 9 
PERC.VARIANCE COVERED BY EACH FACTOR 
0 . 2 1 3 1 0 . 1 6 2 9 
MULTIPLE CORRELAII0NS*»2 
0 . 3 2 7 8 0 . 3 4 1 0 
0 . 4 1 6 5 0 . 2 9 2 8 
0 . 2 9 1 5 0 . 2 5 6 1 0.2947 0.2520 0.4112 0.4100 0.4492 0 . 3 6 7 1 
CCMMUNALITIES 
0 . 3 1 6 0 
0 . 4 8 1 8 
0 . 3 8 4 B 
0 . 3 4 5 0 
0 . 3 1 1 6 0 . 2 7 3 1 0.3617 0 . 3 1 0 5 0 . 3 9 2 7 0.4421 0.4937 0 . 3 9 6 4 
CORRELATIE MATRIX 
1 
2 
3 
Ί 
5 
6 
7 
a 9 
10 
11 
12 
И 
12 
1.0000 
0.3124 
0.4250 
0.1998 
0.3217 
0.2804 
-0.2301 
-0.0399 
0.0333 
0.0646 
0.0565 
-0.0583 
11 
1.0000 
0.4231 
1.0000 
0.2954 
0.4020 
0.3346 
0.3299 
-0.2U07 
-0.3106 
-0.0979 
-0.0614 
-0.1094 
-0.1388 
12 
1.0000 
1.0000 
0.2207 
0.39Ы 
0.2755 
-0.02B2 
-0.0002 
-0.0418 
0.0177 
0.0075 
-0.0213 
1.0000 
0.3190 
0.3477 
-0.1067 
-0.1143 
-0.0733 
0.1019 
-0.0600 
-0.0731 
1.0000 
0.3929 
-0.0281 
-0.0307 
0.0153 
0.0419 
-0.0308 
-0.0268 
RESmUAl CORRELATION MATRIX 
ι 2 
3 
4 
5 
6 
7 
β 
9 
1 0 
1 ] 
1 2 
1 1 
1 2 
1 
0.6820 
- 0 . 0 1 8 2 
0.1104 
- 0 . 0 9 4 0 
-Q.Ol 72 
- 0 . 0 3 2 9 
- 0 . 1 4 4 4 
0.0222 
0.0409 
0.0091 
0.0584 
- 0 . 0 1 9 5 
11 
0.5182 
0.0180 
2 
0.6152 
- 0 . 0 2 7 3 
0.0857 
- 0 . 0 1 2 8 
0.0129 
0.0116 
- 0 . 1 1 3 0 
0.0524 
- 0 . 0 1 3 0 
0.0334 
0.0199 
12 
0.6550 
3 
0 . 6 8 8 4 
- 0 . 0 6 7 8 
0.0603 
- 0 . 0 3 5 3 
0.0437 
0.0474 
-0.Q492 
- 0 . 0 5 0 3 
- 0 . 0 0 5 3 
0 . 0 0 4 8 
4 
0.7269 
0.0083 
0.0617 
0.0078 
- 0 . 0 1 8 7 
- 0 . 0 2 5 2 
0.0872 
- 0 . 0 1 7 6 
- 0 . 0 0 3 2 
5 
0.6383 
0.0580 
0.04 ΒΔ 
0.0197 
0.0065 
- 0 . 0 3 2 3 
- 0 . 0 4 5 5 
0.0006 
IO 
1.0000 
- 0 . 0 1 9 3 
- 0 . 0 2 7 2 
0.0151 
0.0954 
0.0109 
-0.0317 
1.0000 
0.3535 
0.5291 
0.2821 
0.4436 
0.3546 
1.0000 
0.4228 
0.4866 
0.4539 
0.3979 
l.OOOO 
0.4065 
0.5230 
0.4089 
1.0000 
0.4409 
0.3961 
10 
0.6895 
0.0390 
0.0058 
- 0 . 0 0 7 6 
0 . 0 1 4 0 
-0.0171 
-0.0185 
0.6073 
- 0 . 0 6 1 9 
0.1000 
-0.0810 
0.0211 
-0.0104 
0.5579 
- 0 . 0 3 9 3 
0.0917 
-0.0016 
0.0078 
0.5063 
- 0 . 0 2 7 0 
0.0353 
-0.0018 
0.6036 
0.0095 
0.0401 
Stellingen 
Een geavanceerde ware score theorie voor tests met taaklimiet 
is het samengestelde binomiale foutemradel van Lord. Dit is 
een gegeneraliseerd binomiaal foutenmodel. 
Lord, F.M. A strong true score theory, 
with applications. Psyahometrika, 1965, 
30, 239-270. 
Een ware score theorie wordt aangeduid met de naam van de kans-
verdeling welke zij voor de testscore binnen een individu ver-
onderstelt. 
Lord, F.M. and Novick, M.R. Statietiaal 
theoriee of mental teat scoree. Reading 
(Massachusetts): Addison-Wesley, 1968. 
Bij intelligentie tests laat men de items variëren in moeilijk-
heidsgraad, opdat men daarmede het differentiatievermogen van de 
test op uiteenlopende intelligentieniveau's hoopt te garanderen. 
Items uit tests met tijdlimiet behoren niet te verschillen in 
moeilijkheidsgraad. 
De oude vraag "Wat meten intelligentietests" wordt overbodig bij 
de ontwikkeling van een theorie over intelligentie. 
Hull's Lcoù of Habit formation werd reeds in 1812 geformuleerd 
door Herbart. 
Hull, C.L. Prinoi-plee of behavior. 
New York: D. Appleton-Century Co., 1943. 
Pagina 119. 
Herbart, J . F . Psychologische Untersuchung 
ueber d ie Staerke e iner gegebenen Vors te l -
lung a l s Funktion ihrer Dauer be trachte t . 
In: Herbart, J .F . Леіпеге Abhandlwgen 
zur Psychologie. Amsterdam: E.J. Bonset, 
1969, pagina 39. 
In psychologische theorieën die een afbeelding zijn van een 
werkelijkheid in een formeel systeem, wordt het definitiege-
bied van de afbeelding als regel te vaag omschreven. 
Het adagium "Het geheel ia meer dan de som der delen " is 
niet meer dan een apriori verwerping van een additief model. 
In Kuno's model voor serieel verbaal leren dient de assumptie, 
dat het vergeten een lineaire functie is van het itemnummer 
te worden vervangen door de assumptie dat het vergeten een 
exponentiele functie is van de tijd. 
Кuno, Ulara. A model for serial verbal 
learning. Psyohcmetrika, 1965, 30, 
323-341. Formula 2. 
Het verschijnsel, dat we besef hebben van de dingen, lijkt 
een mysterie. 


