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decades. I also find that some topics were similar to topics identified in racially based laws 
covered in literature.  
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The proliferation of documents containing text data through the Internet has surpassed our 
ability to manually process and use the data in these documents [40]. This document 
proliferation has created a need to incorporate modern technology to be able to handle the 
large amounts of documents that are being generated daily [34]. However, this modern 
processing does not apply only to new documents being generated daily but can be applied 
to historical texts [41]. This study is an investigation of historical texts in the legal domain.  
Specifically, I analyze one hundred years of North Carolina session laws passed between 
the years 1867 and 1968. This study is an offshoot of a project called ‘On the Books: Jim 
Crow and Algorithms of Resistance’, a text mining project of the University of North 
Carolina at Chapel Hill Libraries [36]. 
1.1 On the Books: Jim Crow and Algorithms of Resistance 
‘On the Books: Jim Crow and Algorithms of Resistance’ [36] is a text mining project with 
the goal of discovering Jim Crow and racially based legislation signed into law in North 
Carolina between Reconstruction and the Civil Rights Movement (1865-1968). ‘On the 
Books: Jim Crow and Algorithms of Resistance’ project is a part of the Data as Collections 
initiative by the UNC Libraries. When a local high school teacher approached the North 
Carolina Research & Instructional Librarian for a list of Jim Crow laws passed in North 
Carolina, she came to the realization that no such exhaustive list exists. In search of an 
answer, she inquired whether such a list could be created from a digitized collection of the 
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North Carolina Session Law books. She reached out to the Digital Research Services at 
UNC Davis Library and thus the project was born.  
‘On the Books: Jim Crow and Algorithms of Resistance’ [36]  project is a tribute to Rev. 
Dr. Pauli Murray  who was first to perform the task of finding and cataloging Jim Crow 
laws in her book States’ Laws on Race and Color (1951) [42]. The book cataloged racially 
based laws in every state of the country, including Murray’s home state of North Carolina.
Through the project, we seek to honor and expand on her work by using text mining and 
machine learning to identify more racist laws. The term ‘Algorithms of Resistance’ is 
coined in reference to Safiya Noble’s ‘Algorithms of Oppression: How Search Engines 
Reinforce Racism (2018)’ [43]. The motivation for doing this comes from the intent to fight 
racism using algorithms. If algorithms reinforce racism, they can also be used to fight 
racism.  
1.2 Motivation and Research Questions 
While skimming through Rev. Dr. Pauli Murray’s book during the research for the project, 
it was observed that the laws were organized by topics and themes such as ‘hospitals’, 
‘prison’, ‘transportation’ and ‘education’ [42]. This piqued further interest and the 
curiosity to discover more such themes, topics and subtopics that may not be as apparent 
in the entire dataset. To this end, I use topic modelling to train a model and organize the 
session laws of North Carolina by the most dominant topic as indicated by the model. 
The North Carolina Session Law volumes contain sections such as public laws, private 
laws, resolutions and ordinances. The constitution of the State of North Carolina is included 
in the volumes with amendments made over time. For this study, I use all the laws from 
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the corpus to train the model and analyze the public and private laws to discover the topics 
within these sections and how they differ, how the topics change over the years, decade by 
decade and most importantly, if the topics denote racial language or point to Jim Crow 
laws. A domain expert labeled the topic keywords from the model into meaningful topics.  
Specifically, this paper aims to address the following research questions: 
• RQ1 (Topics). Which topics and subtopics describe the corpus?  
Through RQ1, I seek to find all themes and topics that underline in the entire 
dataset. The purpose of this question is an exploratory analysis of the law text.  
• RQ2 (Public-Private Difference). Is there a difference between the topics covered 
in public and private laws? 
A public law affects the public at large throughout North Carolina, and/or affects 
at least 15 counties. A private law governs individual persons, property, and 
relationships (or affects fewer than 15 counties) [47]. Although this definition gives 
us a little insight into the nature of the two types of laws, I aim to find more such 
insights and themes by analyzing the topics in the two sections.  
• RQ3 (Topic Change). Is there a change in topics in the data between 1865 and 
1968? 
The dataset spans one hundred years and through this research question I intend to 
find the change over time in terms of the topics being discussed. This is a decade 
wise analysis to see the dominant topics every decade. 
• RQ4 (Jim Crow laws). Are there topics that denote racist language? 
RQ4 seeks to investigate the topics that may denote racial legislations. This 
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question aims to aid the research of the parent project in automatically finding more 
racially based or Jim Crow laws.  
To answer research questions RQ1, RQ2, RQ3 and RQ4, I review several machine learning 
and natural language processing methods including cluster analysis, specifically, document 
clustering and topic modelling. Based on the review, I find topic modelling to be best suited 
to group the laws by topics. Whereas clustering can group documents based on how similar 
they are, the interpretation of the clusters is left to be completed manually. To overcome 
this limitation, Latent Dirichlet Allocation (LDA) [3] which is a probabilistic topic 
modelling technique is considered as the best method. More details on the workings of the 
algorithm are explained in the methodology section. The benefit of using this technique is 
the results obtained. LDA provides a probability of the documents belonging to the topics 
it identifies as well as the words that describe the topics. This was particularly useful in 
terms of answering the research questions. LDA also allows us to score the topic model 
based on how coherent the topics are. I also ask a human evaluator who is a domain expert 
in Law to manually assess the quality of the topics as well as label them.  
The data for this project is available on the Internet archive [46] as images.  The data was 
downloaded and converted to text through Optical Character Recognition (OCR) 
completed as a deliverable of the parent project. The methodology section further explains 
the processing of the data so that it can be used as input. 
1.3 Organization 
The rest of this paper is organized into the following sections: a literature review, the 
methodology, analysis, results, and conclusions. The literature, described in Section 2, 
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covers the research on topic modelling and document clustering in the legal domain and 
other domains. Techniques that are available are also reviewed as they provide the options 
that can be used to answer the research questions. Section 3 describes the data 
preprocessing for analysis and briefly describes the intuition and method of performing 
Latent Dirichlet Allocation. Section 4 describes the analysis, Section 5 describes the 
results, and Section 6 concludes with a discussion of threats to validity, directions for future 





This section provides a review of the literature related to document clustering and topic 
modelling. Documents can be grouped together based on how similar they are through 
cluster analysis and topic modelling. I explore literature related to both the methods to 
understand and make an informed decision as to which method will be best suited to the 
task at hand. I also discuss related work in the legal domain and other domains where the 
techniques have been applied. Some of the other domains include health sciences, business, 
social media and food. 
2.1. Cluster Analysis 
Clustering is the process of grouping data into classes or clusters so that objects within a 
cluster have high similarity in comparison to one another but are very dissimilar to objects 
in other clusters. Clustering is an example of unsupervised learning. Unlike supervised 
learning, in clustering there is no target variable [39].  
The two main purposes of clustering are: (i) Discovery of overall distribution patterns and 
interesting correlations among data attributes (ii) Data reduction: a cluster can be treated 
collectively as one group in many applications.  The goal of clustering is to group data 
points that are close (or similar) to each other and to do it unsupervised i.e. without telling 
the algorithm which points are to be clustered [39].  
There are three major types of clustering algorithms i.e. Partitioning based clustering, 
Hierarchical clustering and Model-based methods. 
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Partitioning based clustering creates k number of clusters given a database of n objects. In 
partition-based clustering the number of clusters to be formed is declared before the 
partitioning process begins. Each partition represents a cluster. The result is that the data 
is classified into k groups. Each group must contain at least one object and each object 
must belong to exactly one group. The general approach is to create an initial partitioning 
of k partitions and improve the partitioning by an iterative relocation technique. Objects 
move from one group to another. The objects in the same group are close to each other, 
whereas objects of different clusters are far apart. 
Hierarchical based clustering creates a hierarchical decomposition of a set of data objects. 
There are two main approaches: (i) Agglomerative approach (bottom-up): start with each 
object as a separate group, then successively merge groups until a certain termination 
condition holds (ii) Divisive approach (top-down): start with all objects in one cluster then 
successively split up into smaller clusters until a certain termination condition holds. The 
hierarchical method differs from the partition based in that the number of partitions (k) are 
not declared before the partitioning process. However, a caveat of this method is that once 
a merge or split is done it cannot be undone i.e. erroneous decisions cannot be corrected 
[39]. 
Partitioning based methods include K-Means and K-Medoid algorithms. Hierarchical 
clustering includes K Nearest Neighbor (Chameleon), Density Based (DBSCAN) and Grid 
Based clustering (STING). The model-based methods include Neural Networks, and 
Genetic algorithms [39].  
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Document clustering has been studied for its application to text mining and information 
retrieval. Initially document clustering was investigated for improving the precision and 
recall in information retrieval systems [38,39].  
For the purposes of clustering text-based data as is the case in the proposed study, 
hierarchical and partitioning based algorithms have been compared for their performance 
[38]. It was found that partitioning based algorithms i.e. ‘bisecting’ K-Means, a variation 
of the K-Means algorithm, was better than the standard K-Means technique and  was as 
good or better than the hierarchical approaches that were tested for quality. There are 
however some limitations of using clustering to group documents according to how similar 
they are. Domain expertise is required in interpreting the different clusters and to determine 
the input parameters [39]. It is also expensive computationally in the case of the 
hierarchical clustering [38].  
Lu et al. [11] develop a soft clustering algorithm with built-in topic segmentation. The 
algorithm leverages existing legal document metadata such as topical classifications, 
document citations, and click stream data from user behavior databases into a 
comprehensive clustering framework. The performance of the algorithms is encouraging, 
especially given its validation by human legal experts through different test assessments. 
2.2. Topic Modelling 
Topic modelling can be described as a tool to discover the abstract topics that are covered 
in a collection of documents. A document that is about a topic may have words that point 
to a certain topic. For example, a document that has recipes for baking cakes would have 
words such as “flour”, “eggs” and “sugar” etc. As the amount of text and documents 
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increases, so does the complexity of the topics and the effort to organize documents by 
topics increase. It becomes difficult to manually go through all the documents to find out 
what they are talking about. With the use of statistical modelling techniques, it is possible 
to get an idea of the topics in a document.  
Probabilistic topic modelling is a suite of algorithms that aim to discover and annotate 
large archives of documents with thematic information [29]. Topic modeling algorithms 
are statistical methods that analyze the words of the original texts to discover the themes 
that run through them, how those themes are connected to each other, and how they change 
over time [29]. One of the most widely used probabilistic topic modelling algorithms is 
Latent Dirichlet Allocation (LDA) [3]. Blei et al. [3] describe LDA as a generative 
probabilistic model for collections of discrete data such as text corpora. Latent Dirichlet 
Allocation (LDA) is preceded by probabilistic Latent Semantic Indexing (pLSI) and Latent 
Semantic Analysis (LSA) [1].  
LDA was developed to overcome the shortcomings of the pLSI: (i) the number of 
parameters in the model grows linearly with the size of the corpus which leads to problems 
of overfitting, and (ii) assigning probability to a document outside of the training set is not 
clear [30].  
After weighing the pros and cons of using each technique to group our documents, I zero 
in on topic modelling as it is easier to interpret the results as compared to the cluster 
analysis. While clustering outputs groups of documents that are similar, it leaves the 
interpretation of the documents to humans. Topic modelling has the advantage in that it 
outputs actual words that describe the documents making it easier to group them. Since it 
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also generates the probability of a document belonging to a certain topic, it makes it easier 
for the user to sort it based on relevance. 
For the purposes of the proposed study, I will use the Latent Dirichlet Allocation algorithm 
to group the documents i.e. the laws into homogenous topics and subtopics. 
I explain the process of topic modelling with Latent Dirichlet Allocation in detail later in 
the Methodology section.  
2.3. Clustering and Topic Modelling in the Legal Domain 
The proposed research study falls under the legal domain. The benefits of artificial 
intelligence and natural language processing for legal texts has had a profound impact on 
the legal industry. From knowledge discovery [2,7] to contract analysis manually intensive 
work can now be completed faster through text mining techniques [6].   
Remmits [5] conducted a research study to investigate the topics of case law using Latent 
Dirichlet Allocation on supreme court decisions in the Netherlands. They trained LDA with 
50 topics and evaluated the topics themselves as well as their assignment to the documents 
using human evaluation. They found that the topics evaluated to cohere most were easy to 
label. The human evaluators were also able to differentiate between topics assigned to a 
document with high probability and topics that do not belong to the document.  
Lau et al. [4] propose a framework for regulation management and similarity analysis. They 
develop a regulation repository in XML format and perform similarity analysis on features 
from within the corpus such as exceptions, measurements, definitions and concepts, and 
features from outside domain such as engineering handbooks and references, provide 
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domain specific glossary terms and author prescribed indices. Lau et al. develop a 
prototype tool to browse through regulatory documents according to the document 
hierarchy or based on concept clusters.  
Soria et al. [7] conducted a study that used an natural language processing based system 
for automatic classification and semantic annotation of law paragraphs of Italy. The system 
was evaluated on a test set covering seven classes of ontology built and annotated by law 
experts used as the gold standard for evaluation. The system showed promising results 
based on the evaluation of the results on the test set.  
Conrad et al. [17] conducted a study to the effectiveness of clustering to organize 
documents from large law firm collections. Clustering can be used to organize documents 
in the absence of legal taxonomies and labeled data. They find that clustering performs 
well in hierarchical and multiple assignment contexts. With the help of text mining and 
clustering, institutions and organizations can implement rules, constraints, and 
requirements contained in regulatory documents such as standards or guidelines. Usually 
this task can prove to be time consuming and costly if done manually.  
Winter et al. [13] propose a methodology to cluster documents according to topics and to 
derive significant sentences which support users in understanding and implementing 
compliance related documents. Text mining and Topic modelling can be useful tools to 
evaluate the vehicle inspection programs based on the guidelines by the National Highway 
Traffic Safety Administration.  
Das et al. [14] conducted a study to measure the effectiveness of the motor inspection 
programs of several states by using text mining and topic modelling on data about vehicle 
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crashes and complaints from two databases i.e. FARS and NHTSA Vehicle complaint 
database. They found various patterns in the complaints of vehicles such as seat belt issues 
are higher in frequencies in the text content of the states with an annual inspection.  
O’Halloran et al. [24] conducted a study to analyze the United States Government’s 
regulation of the banking and financial services sector using machine learning and natural 
language processing techniques including topic modelling. They use topics generated from 
financial regulation laws enacted from 1950 to 2010 as a feature of a machine learning 
model. The addition of the topics increased the accuracy of the model as compared to the 
previous model. Much like the planned research study, the unit of analysis is an individual 
law.  
Levy and Franklin [15] applied probabilistic topic modelling to the trucking industry to 
understand the latent themes in regulatory debates about electronic monitoring. The model 
revealed that different types of commenters use alternative discursive frames in talking 
about monitoring. They found that comments by individuals were more likely to place the 
electronic monitoring debate in the context of broader logistical problems while 
organizational stakeholders were more likely than individuals to talk about technological 
standards. 
Raghuveer [25] proposes an approach to cluster legal judgements based on the topics 
obtained from Latent Dirichlet Allocation. The topic-based clustering model was capable 
of grouping the legal judgements into different clusters in an effective manner based on the 
evaluation metrics. This is a particularly interesting study as the authors use both document 
clustering and topic modelling to create a hybrid approach to grouping the documents.  
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2.4. Topic Modelling and other domains 
Topic modelling has been used to analyze collections of news content to organize large 
archives of documents based on latent topics. Jacobi et al. [8] enumerate the methods used 
to perform the analysis in detail. The authors analyzed the news articles on nuclear 
technology to investigate any shift in the framing of the issue of nuclear power.  
Topic Modelling has also been used to organize short texts i.e. tweets into topics for use 
by marketers, researchers, and urban developers. The analysis demonstrated that social 
media data can reveal insights into urban dynamics which are not available from traditional 
datasets [10].  
With the help of topic modelling techniques, Ivan Titov and Ryan McDonald were able to 
develop a model that extracts the ratable aspects of objects from online user reviews. The 
model used by them also cluster the aspects into coherent topics [9].  
Topic modelling can be used to collect the public’s opinions on various issues. Lazard et 
al. [12] investigated twitter content to uncover important topics among reactions to the e-
cigarette regulations through.  
Topic modelling has also been used in the bioinformatics field. Liu et al. [27] enumerate 
in their paper the applications of topic modelling to various bioinformatics problems. 
Sinkkonen et al. [28] proposed an infinite topic model to find functional gene modules 
(topics) combined with gene expression data.  
In the realm of social media, topic modelling has been used to uncover various patterns 
that are not apparent. One such study incorporating topic modeling on alcohol advertising 
on social media platforms by Barry et al. [22] found that alcohol brands’ advertising was 
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generating content appealing to the youth, had negligent messaging on moderation and 
drinking responsibly.  
Topic modelling can reveal insights and patterns in the domain of business which can be 
used by business owners for strategic planning. The study by Puranam et al. [21] on the 
effect of displaying the calorie content regulation on consumer opinion. By using topic 
modelling to extract relevant topics from reviews of restaurants, the authors found that 
following the regulation to display calorie content, there was a small but significant 
increase in the discussion of health topics. 
In a study to detect suicidal tendencies through people’s writing (Blogs) Ren et al. [16] 
used topic modelling to understand the emotional traits by building a complex emotion-
related topic model.  
Topic modelling has been instrumental in understanding the propagation of fake news 
through social networking sites and mainstream media. Al-Rawi [19] conducted a study to 
analyze mainstream media’s coverage of fake news compared to social networking sites. 
They used topic modelling to reveal the topics being discussed related to fake news.  
Topic modelling has been used for frame analysis. Antilla et al. [20] propose a topic 
modelling as a data mining method for studying framing in public debates. The argue that 
topics can be interpreted as frames if frames are operationalized as connections between 
concepts, subject specific data is selected, and topic are adequately validated as frames. 
They demonstrate this by comparing frames used by NGOs, governments, and experts on 
climate change in India and USA.  
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Topic modelling has also been applied to the financial domain by Li et al. [23] with their 
study to quantify textual China financial stability report to understand the financial stability 




This section describes the methodology including data collection, cleaning, processing, and 
details of applying Latent Dirichlet Allocation (LDA) for identifying topics from the 
corpus of North Carolina session laws. 
3.1. Data Collection 
The dataset used for this research paper is the outcome of the work done by the “On the 
Books” project team additional project collaborators, and student workers at the UNC 
Davis Library [36] (see Appendix 3 for full list of project team members). The following 
is a brief process of how the dataset was created: 
1. Downloading the page images of the law volumes: The images for the laws of North 
Carolina between the years 1867 and 1968 are available on Internet Archive and 
were downloaded using a Python script.   
2. Create a CSV file of the images for all the volumes with details such as image 
filename, page number, section of the volume i.e. public laws or constitution, and 
the Internet Archive image URL. 
3. Get XML data of the images: Metadata of the images for all volumes was scrapped 
from the XML file downloaded from the Internet Archive using a Python script. 
The XML file stores data such as the page number, page leaf number, whether it is 
‘right’ or ‘left’.  
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4. Merged details from step 2 and step 3 to create a single CSV file to be used as input 
for the marginalia removal and OCR. 
5. Marginalia removal and image cropping: To be able to OCR the images to get the 
text, the images had to be cropped to remove any extra spaces and text in the 
margins through a Python script.  
6. OCR: After cropping the images, the next step was to OCR the images to obtain 
plain text files of the images and a tsv file with details such as the coordinates (left, 
top, width, height) of the words on the page, the confidence score for each word, 
the word, and the file it came from i.e. image. A plain text and tsv file were created 
for each section in the volumes.  
7. Quality Assessment and Quality Control: The OCR text was checked for accuracy 
by randomly sampling 2000 words and comparing them to the cropped word image 
with data from the tsv files to check for: (i) if a word was correctly OCR’d  i.e. 
check correct spellings, (ii) if the word coordinates were correctly identified. Text 
on the page images was compared with the OCR’d text to assess the pervasiveness 
of missing text, poorly OCR’d sections, and other errors in the corpus by randomly 
sampling 100 pages from the corpus. 
8. Splitting the text (first round): To prepare the text files for analysis, the text had to 
be split into the chapter number, chapter introduction text, section number and 
section text. Therefore, each row of text in the csv was a section of a chapter, the 
unit of analysis for the project and this paper. This was done using a Python script 




9. Chapter and section number clean up: After the volumes were split, the chapter 
numbers and sections were cleaned to correct wrongly OCR’d numbers i.e. 3’s to 
8’s and vice versa programmatically which also help identify missing chapters in 
the volumes.  
10. Splitting the text (second round): From inspecting the first round of splits, it was 
found that the text was not splitting out correctly. It was also found that the volumes 
which had chapter numbers written in roman numerals did not OCR well and some 
volumes had chapter numbers removed because they were a part of the marginalia 
which was removed in step 5 above. We therefore decided to use the tsv files to 
split the text. To split the volumes with roman numeral and missing chapter titles, 
manual labelling of the chapter numbers was done by the UNC Davis library 
student workers. The missing text found in the initial splits were transcribed 
manually also by the student workers. The transcribed text was then converted into 
the tsv file format to integrate them into the original tsv files. With the help of 
patterns discovered in the first splitting process and from the patterns identified in 
the second process, the quality of the split volumes was visibly better than the first 
splits although the errors were not completely corrected.  
11. The split files were then combined to create a single csv file to make a master 
dataset of all the chapters and sections from all the volumes. The final dataset had 
a total of 301328 rows (documents). 
3.2. Data Processing  
Data processing follows the data collection phase.  
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3.2.1. Removing Hyphens 
The section text is cleaned to join hyphenated words i.e. words that are split up at line 
breaks if they are too long (e.g. ‘Sec-tion’, ratifi -cation). This is done by using a Regular 
Expression to look for the hyphen, remove it and join the split-up word. The Regular 
expression will not remove the hyphens that are supposed to be there.   
3.2.2. Tokenizing 
After removing hyphens, the text is then tokenized. When given a character sequence and 
a defined document unit, tokenization is the task of chopping it up into pieces called tokens. 
A token is an instance of a sequence of characters in some document that are grouped 
together as a useful semantic unit for processing [32]. For example, when the sentence ‘The 
quick brown fox jumps over the lazy dog’ gets tokenized, the sentence is split into tokens 
i.e. ‘The’, ‘quick’, ‘brown’, ‘fox’, ‘jumps’, ‘over’, ‘the’, ‘lazy’ and ‘dog’.  
3.2.3. Stop word removal 
Stop words are those words that are of little value when describing a document. Such words 
are frequent in the corpus and do not help with grouping the documents into coherent 
topics. Words such as ‘the’, ‘as’, ‘is’, ‘it’ etc. are examples of stop words. Stop word lists 
are readily available to use but in case of domain specific terminology, stop words may 
have to be identified manually. [34]  
3.2.4. Stemming and lemmatization 
In natural language processing a common step is stemming or lemmatization. In both 
methods a word is shortened to its base form. Due to the grammatical rules of a language, 
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a word can take several forms such as ‘computer’, ‘computing’ and ‘computed’. Words can 
also belong to a family of derivationally related words such as ‘democracy’, ‘democratic’ 
and ‘democratization’. In stemming the ends of words are chopped off to shorten the word 
to the base form. It may also remove prefixes and suffixes. For example, in stemming, the 
word ‘speaking’ will be reduced to ‘speak’. However, there is a drawback of using this 
method to shorten the words. Stemming usually reduces words to non-existent words such 
as ‘analysis’ is shortened to ‘analysi’ like in the Snowball stemmer [33]. This makes it 
difficult to understand the meaning of the word if not impossible. To solve this, the 
Lemmatization method is used to shorten the words. Lemmatization aims to shorten a word 
by removing the inflectional endings only and to return the base or dictionary form of a 
word known as the lemma [33]. The word ‘analytical’ would now be shortened to 
‘analysis’ instead of ‘analy’. 
3.2.5. Creating and Filtering the Dictionary 
An important step in preprocessing the text for training a topic model is to create a 
dictionary of the lemmatized tokens. This dictionary is then filtered to weed out extremes 
that will not be used in the topic model. Extremes include the tokens that are too rare to 
constitute a meaningful topic or are too common and do not add any meaning. Removing 
the stop words takes care of the common words but the words that are too rare need to be 
weeded out by providing the least number of documents that a token can appear in 
(no_below). Therefore, providing a value of 10 will remove all tokens that appear in less 
than 10 documents.  
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3.2.6. Bag of Words 
In the bag of words model, the exact ordering of the terms in a document is ignored but the 
number of occurrences of each term is important. Only information on the number of 
occurrences of each term in the document is required. Thus, the document ‘Mary is quicker 
than John’ is, in this view, identical to the document ‘John is quicker than Mary’. It seems 
intuitive that two documents with similar bag of words representations are similar in 
content [32]. Therefore, each document is represented as a bag of words with a frequency 
count for the occurrence of each word. 
3.2.7. Latent Dirichlet Allocation (LDA) 
Algorithm background 
The Latent Dirichlet Allocation model is a generative probabilistic model of a corpus. The 
intuition behind this algorithm is that a document consists of a distribution of topics and 
the topics consist of a distribution of words that describe the topic. Latent Dirichlet 
Allocation tries to ‘generate’ the words present in the document by ‘guessing’ the topics 
they belong to. This mechanism is further explained with the variables and the vocabulary 
as used by Blei et al. [3]. The Gensim [48] library in Python uses the following algorithm 
to create a topic model. 
● D - The entire dataset, a list of each document (section) represented as a list of 
tokens.  
● V - The vocabulary or dictionary of the entire dataset as created and filtered above  
● N - The number of words in each document or the count of tokens in each document 
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● w - A single word in the document i.e. a single token 
● w - Represents a document of N words. In this case an individual section 
● z - A topic from a set of k topics 
The following bayesian generative process is used to generate the topics: 
1. Choose N ~ Poisson(ξ) 
2. Choose θ, the topic distribution of a document from a Dirichlet distribution Dir(𝛂) 
3. For each of the N words wn:  
a. Choose a topic zn from multinomial distribution θ 
b. Choose a word wn for the corresponding topic zn from β, the distribution 
over words in the vocabulary. i.e. P(wn | zn, β), a multinomial probability 
conditioned on the topic zn 
P(wn|zn) are fixed but unknown parameters to be estimated from the data. Topic mixtures 
θ are now unknown variables also to be estimated from data. The following diagram 




Figure 1. A visual representation of the Latent Dirichlet Allocation algorithm [45].  
The Dirichlet distribution is a probability distribution over a set of probability distributions. 
Latent Dirichlet makes some assumptions about the corpus. It uses a ‘bag of words’ 
approach which negates the order of words in the document. It also assumes that the order 
of the documents does not matter. These are known as the exchangeability assumption. The 
model only takes into account if a word is present in a document or not and the frequency 
of the word. The model assumes that the number of topics is known i.e. the number of 
topics is provided by the user before training the model. 
The main parameters to input before running the algorithm are as follows: 
num_topics - This is the number of topics that should be found (k) 
corpus – a mapping of words to documents to get a term document matrix 
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id2word – the dictionary filtered to remove the extremes (V) 
workers – the number of workers to parallelize the process 
random_state – a random seed for reproducibility of the results 
3.2.8. Evaluation of Model and Topics 
To evaluate how good the topics are, human evaluators with expertise in the domain are 
utilized. The coherence score of the topic model will also help choose the best model. The 





To answer the research questions RQ1, RQ2, RQ3 and RQ4, following the methodology 
described in the methodology section, I trained a topic model on the entire corpus of session 
laws of North Carolina.  
● Tokenizing: To tokenize the text, I used a Regex Tokenizer from the NLTK [49] 
library which splits the text when a space is found between two words. i.e. ‘\s+’. 
This is used instead of the ‘\w+’ which splits the text when a word that exists in the 
English dictionary is found, because some words may not be recognized due to 
spelling errors from the OCR process. At this step I removed all one, two, and three 
letter words since most of these words were mostly gibberish or did not add 
meaning. 
● Stop word removal: For this study I identified domain specific stop words by 
calculating the frequency of all the words in the corpus and adding the most 
frequent terms to the standard stop word list provided by the NLTK [49] library in 
Python. A bit of knowledge of the corpus also helped decide which words could be 
removed even though they were not very frequent. Examples of such stop words 
include ‘act’, ‘enforce’, and ‘ratified’ etc. Appendix 1 provides a complete list of 
stop words. 
● Lemmatization: To lemmatize the text, the WordNetLemmatizer from the NLTK 
[49] library was used. 
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● Creating and filtering the dictionary: The Gensim [48] library has a Dictionary 
function that was used to create the dictionary from the list of tokens. The 
filter_extremes function was used to remove the rare and common words as 
described in the methodology section. The filter_extremes functions takes two 
parameters i.e. no_below an integer value and no_above a float value between 0 
and 1. To determine the best values for no_below and no_above, the frequency of 
the words that was used in the stop words step was used. The words that appeared 
in less than eighteen documents were words that were misspelled due to the OCR 
process. The words started making sense when they appeared in eighteen 
documents and above. Therefore, the no_below value used was 18. The no_above 
value was kept at 1.0 since the common words were already removed as part of the 
stop word removal.  
● Bag of words: Gensim’s doc2bow function [48] was used to create a bag of words 
representation from the filtered dictionary. 
● Training the model: To implement the algorithm on the dataset, the Gensim [48] 
library in the Python programming language was used. Because of the size of the 
corpus I used the LDAMulticore algorithm. This parallelizes the process to make 
the training of the model faster.  
● Finding the optimal number of topics: To determine the optimal number of topics 
that should be input, I looped different values of num_topics through a range of 
values in a pipeline used to test different models. The coherence score for each 
model was calculated using the ‘c_v’ method of the Gensim’s CoherenceModel 
[48]. The function takes the model, the dictionary, the texts or list of tokens and the 
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scoring method as input and returns a score. The higher the score the better the topic 
coherence.  
● The optimal model obtained a score of 0.5928 at 28 topics.  
● The topics from the model was evaluated by a human evaluator. Kimber Thomas 
an African American Studies scholar at UNC also a “On the Books” project team 
member and domain expert labelled the topics from the model.  
● The dominant topics and their top ten keywords for the entire corpus, sections, and 





This section presents the results of our analysis for each research question.
5.1. RQ1. What topics and subtopics describe the corpus? 
To address, RQ1 (Topics) “What topics and subtopics describe the corpus?”, An LDA topic 
model was trained on the entire corpus. 28 topics via the topic model were identified, each 
of which were labeled by a domain expert.  
 
The 28 topics and their top five words as labelled by the domain expert include: 
● 0 - dividing subdivisions (subsection, effective, certificate, deed, become) 
● 1 - creating a commission (commission, department, local, employee, association) 
● 2 - amending a law (read, word, assembly, amended, effect) 
● 3 - defining the limits of a street (foot, thence, line, degree, minute) 
● 4 - salary (city, salary, ordinance, duty, town) 
● 5 - paying a fee (bond, fund, amount, treasurer, interest) 
● 6 - court order (court, criminal, case, defendant, action) 
● 7 - setting dates for trial (first, monday, week, recorder, continue) 
● 8 - railroad operations (company, motor, facility, operation, carrier) 
● 9 - court procedures (court, clerk, superior, hearing, appeal) 
● 10 - consolidating offices/officers (council, director, meeting, office, secretary) 
● 11 - public notices (notice, day, share, published, stock) 
● 12 - selling alcoholic beverages (license, sale, vehicle, alcoholic, article) 
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● 13 - tax assessments (tax, property, cent, year, list) 
● 14 – budget (dollar, cent, five, fifty, authorized) 
● 15 - fund allocation (town, purpose, commissioner, fund, authorized) 
● 16 - declaration of subdivision (body, power, provision, governing, corporate) 
● 17 - public roads (commissioner, road, public, record, duty) 
● 18 - punishment for crimes (guilty, misdemeanor, dollar, provision, conviction) 
● 19 - establishing boundaries for waterways (law, repealed, conflict, clause, 
provision) 
● 20 - construction on/of public roads (road, highway, paragraph, commission, 
public) 
● 21 - sale of public/commercial property (property, municipality, area, corporation, 
interest) 
● 22 - public school funds (district, school, education, public, child) 
● 23 - town elections (election, vote, city, voter, candidate) 
● 24 - staff custodian salary (township, trustee, school, college, library) 
● 25 - medical practice (health, hospital, mean, permit, medical) 
● 26 - land improvements (land, owner, improvement, street, assessment) 
● 27 - terms of appointment for elected officials (member, year, term, office, elected) 




Figure 2. Histogram showing distribution of dominant topics in the corpus.  
As depicted in the Figure 2, topics 2 (amending a law) and 19 (establishing boundaries for 
waterways) are the dominant topics that are most prevalent in the corpus.  
5.2. RQ2. Difference in public and private laws 
To answer RQ2 (Public-Private Difference): “Is there a difference between the topics 
covered in public and private laws?”, a word cloud of the dominant topic’s keywords for 
each section was created using the WordCloud [50] library in Python. The word cloud was 
created using a term-frequency dictionary for each section. The keywords for all the 






















Figure 3. Percentage distribution of dominant topics across public and private laws. 
While topic 2 (amending a law) dominates the distribution of topics in both the sections, 
some topics are more prevalent in either one of the sections. Topics 3 (defining the limits 
of a street), 4 (salary), 8 (railroad operations), 10 (consolidating offices/officers), 11 (public 
notices), 16 (declaration of subdivision), 21 (sale of public/commercial property), 23 (town 
elections), and 27 (terms of appointment for elected officials) are more prevalent in the 
private laws than in the public laws by a large margin. Topics 2 (amending a law), 6 (court 
order), 7  (setting dates for trial), 9 (court procedures), 12 (selling alcoholic beverages), 17 
(public roads), 18 (punishment for crimes), 19 (establishing boundaries for waterways), 
and 20 (construction on/of public roads) are more prevalent in the public laws than in the 
private laws by a large margin. Topics 0 (dividing subdivisions), 1 (creating a commission), 
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funds), 24 (staff custodian salary), 25 (medical practice), and 26 (land improvements) do 
not vary much between the two sections. (See Appendix for topic labels and keyword 
distribution) 
 









5.3. RQ3. Topic change 
 
To address RQ3 (Topic Change): “Is there a change in topics in the data between 1860 
and 1969”, I plot the distribution of each topic to the laws in each decade.  
 
 
Figure 6. Contribution of each topic per decade.  
From the Figure 6, it can be observed that topic 2 (amending a law) has the highest 
distribution over the entire time period. It also gains more prominence in the later years of 
the time period for the analysis. Topic 19 (establishing boundaries for waterways) also sees 
a rise in prominence in the later years forming the second most prominent topic in the 
corpus. Topic 5 (paying a fee) was more prominent between the years 1890 – 1939 with its 
peak in 1910-1919. Topics 8 (railroad operations), 10 (consolidating offices/officers), 11 
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(public roads), 18 (punishment for crimes), 24 (staff custodian salary),and 26 (land 
improvements) tend to taper off towards the end of the century. 
5.4. RQ4. Are there topics that denote racist language (Jim Crow)? 
 
 
Figure 7. Contribution of each topic to the Jim Crow training set 
 
To address RQ4, the topic model was used to obtain the dominant topic for each of the 
laws that are in the training set. The laws are a subset of the corpus used to train the topic 
model. The training set was created for the parent project of “On the Books” to train a 
supervised model to predict more Jim Crow laws. The labels ‘yes’ and ‘no’ represent if a 
law is Jim Crow or not. The set was created by labelling randomly selected laws from the 
corpus by the domain experts William Sturkey and Kimber Thomas members of the “On 
























Pauli Murray’s states' laws on race and color [42]. As observed in the chart in Fig. 7, topics 
3 (defining the limits of a street), 4 (salary), 7 (setting dates for trial), 11 (public notices), 
14 (budget), 19 (establishing boundaries for waterways), and 20 (construction on/of public 
roads) are missing entirely from the ‘yes’ or the laws that are Jim Crow. An interesting 
observation was the contribution of topics 1 (creating a commission), 8 (railroad 
operations), 17 (public roads), 22 (public school funds), 24 (staff custodian salary), 25 
(medical practice), and 27 (terms of appointment for elected officials) to the ‘yes’ set. Topic 
24 (staff custodian salary) especially was interesting with the word ‘white’ denoting race 
contributing to the topic’s keywords (See Appendix for topic keywords). While we cannot 
say for certain if a topic is racially based, the topic labels do cohere with the topics in the 
North Carolina codes in Rev. Dr. Pauli Murray’s book [42]. These topics include 
“Railroads and Other Carries” which falls in topic 8 (railroad operations) of our model, 
“Medical Training for Negroes” which falls in topic 25 (medical practice) of our model, 
“Education”, “Education - Segregation”, “Public Schools” which all fall under topic 22 
(public school funds).    
5.5. Limitations and Threats to Validity 
In any text analytics or natural language processing project such as the study, the accuracy 
of the text determines the quality of results that can be achieved. The preliminary text data 
was obtained by applying OCR on images from the law volumes. There are various 
limitations to the study. First, the quality of the OCR may not be a hundred percent accurate 
due to OCR related errors such as segmentation errors e.g. ‘this is’ becomes ‘thisis’, 
hyphenation errors e.g. ratif - ying, misrecognition of characters e.g. 3 is recognized as 8, 
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punctuation errors e.g. commas misrecognized as periods or markings on the page 
recognized as punctuation, case sensitivity, changed word meanings e.g. when ‘bad’ is 
recognized as ‘dad’ [31]. While errors such as hyphenation were taken care of, most of the 
other errors had not been corrected, therefore, leaving badly recognized text in the corpus. 
This will have a significant reduction in the quality of the topic models as there may be 
words that are not legitimate English language words.   This will in turn affect how the text 
gets split because Regular Expressions were used to find patterns to split the text.  
The second limitation is the training of the models. Parameter tuning of the algorithm 
greatly affects how good the model is. For this study, I did not tune parameters such as the 
topic distribution, the prior of the topic distribution, and the prior of the topic word 
distribution. The only parameters that were tuned were the no_above, no_below and the 
number of topics to be found.  
The third limitation is the use of one single model to answer all the research questions. The 
study used a model trained on the entire corpus to answer RQ2 topics in private laws vs 
public laws and RQ3 change in topics every decade over the one hundred years. The model 
incorporates data from sections that were neither private nor public therefore the topic 
distribution for the private and public laws may not be fully representative and might 
include irrelevant topics for those specific sections. This could be mitigated by training two 
separate models for both the sections and have experts manually evaluate the topics. The 
same limitation applies to the research question for the change in topics over time. This 
could be mitigated by training ten models for each decade and have an expert evaluate the 




The exploratory study of one hundred years of North Carolina’s session laws revealed 
interesting insights into the themes and topics that permeate the corpus. Through this study 
I found that the laws can be grouped into 28 distinct topics. I also found that there was a 
variation in the topics between private and public laws and as well as over time (decade 
wise). Some topics were more prevalent in the early years while some topics were more 
prevalent in the later years. With the help of laws already known to be racially based, I 
identified topics that could denote race (Jim Crow) by using the model to predict the topics 
for these laws. Topic labels in Rev. Dr. Pauli Murray’s book [42] such as “Railroads and 
Other Carriers”, “Medical Training for Negroes”, “Education”, “Education - 
Segregation”, “Public Schools” etc. were similar to the topic numbers 8 (railroad 
operations), 25 (medical practice) and 22 (public school funds) respectively that were   
discovered through the model and labelled by the domain expert. I further discuss the future 
works and the impact of this study. 
6.1. Future Work 
The topic model that was trained for the exploratory study of the session laws is a baseline 
for this specific corpus. First direction is training better models by refining the dataset as 
well as by tuning the parameters.  
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Second, I propose using the model to get the laws that fall in the probable Jim Crow topics 
as found in the results and have them evaluated by domain experts to check if they are 
racially biased. This would add to the training set for the supervised learning. The topics 
could also be used as a feature for the supervised learning to help predict more Jim Crow 
laws. A method of unsupervised learning that was not explored for this project is clustering 
as discussed in the literature review. While topic modelling gives us words that may 
describe a document, clustering will group documents based on similarity. For the future 
work I propose grouping the laws using clustering while using the training set as a guide. 
By investigating where the training set laws end up in the final clusters, more laws selected 
from the clusters can be evaluated for Jim Crow. 
6.2. Impact 
The study of North Carolina’s session laws using unsupervised machine learning is an off 
shoot of the “On the Books” project and directly impacts the main project goal to bring 
social change and justice by expanding on Rev. Dr. Pauli Murray’s work researching and 
identifying racial codes of the Jim Crow era. The study is also a step towards organizing 
laws by topics not discovered before and therefore assisting legal researchers, lawyers, 
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Appendix 1. Data Processing 
Table A. List of stop words. 
'i',  'me',  'my',  'myself',  'we', 
 'our',  'ours',  'ourselves',  'you',  "you're", 
 "you've",  "you'll",  "you'd",  'your',  'yours', 
 'yourself',  'yourselves',  'he',  'him',  'his', 
 'himself',  'she',  "she's",  'her',  'hers', 
 'herself',  'it',  "it's",  'its',  'itself', 
 'they',  'them',  'their',  'theirs',  'themselves', 
 'what',  'which',  'who',  'whom',  'this', 
 'that',  "that'll",  'these',  'those',  'am', 
 'is',  'are',  'was',  'were',  'be', 
 'been',  'being',  'have',  'has',  'had', 
 'having',  'do',  'does',  'did',  'doing', 
 'a',  'an',  'the',  'and',  'but', 
 'if',  'or',  'because',  'as',  'until', 
 'while',  'of',  'at',  'by',  'for', 
 'with',  'about',  'against',  'between',  'into', 
 'through',  'during',  'before',  'after',  'above', 
 'below',  'to',  'from',  'up',  'down', 
 'in',  'out',  'on',  'off',  'over', 
 'under',  'again',  'further',  'then',  'once', 
 'here',  'there',  'when',  'where',  'why', 
 'how',  'all',  'any',  'both',  'each', 
 'few',  'more',  'most',  'other',  'some', 
 'such',  'no',  'nor',  'not',  'only', 
 'own',  'same',  'so',  'than',  'too', 
 'very',  's',  't',  'can',  'will', 
 'just',  'don',  "don't",  'should',  "should've", 
 'now',  'd',  'll',  'm',  'o', 
 're',  've',  'y',  'ain',  'aren', 
 "aren't",  'couldn',  "couldn't",  'didn',  "didn't", 
 'doesn',  "doesn't",  'hadn',  "hadn't",  'hasn', 
 "hasn't",  'haven',  "haven't",  'isn',  "isn't", 
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 'ma',  'mightn',  "mightn't",  'mustn',  "mustn't", 
 'needn',  "needn't",  'shan',  "shan't",  'shouldn', 
 "shouldn't",  'wasn',  "wasn't",  'weren',  "weren't", 
 'won',  "won't",  'wouldn',  "wouldn't",  'shall', 
 'act',  'said',  'county',  'law',  'day', 
 'hereby',  'may',  'one',  'board',  'time', 
 'general', 'commissioner',  'provided',  'ratified',  'hundred', 
 'three',  'upon',  'force',  'ratification',  'section', 
 'person',  'state',  'thereof',  'th',  'thousand', 
 'north',  'carolina',  'chapter'   
 
Appendix 2. Data Analysis 
Table B. List of topics and topic labels with their top-20 keywords and weights. 
Topic Topic Label by Expert Keywords Weight 
0 dividing subdivisions subsection  0.026 
effective  0.020 
certificate  0.016 
deed  0.013 
become  0.013 
statute  0.011 
made  0.010 
subdivision  0.010 
claim  0.009 
bank  0.008 
sale  0.008 
federal  0.007 
appears  0.006 
trust  0.006 
deposit  0.006 
prior  0.006 
action  0.006 
instrument  0.006 
pursuant  0.005 
provision  0.005 
1 creating a commission commission  0.027 
department  0.025 
local  0.016 
employee  0.014 
association  0.012 
insurance  0.012 
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agency  0.011 
member  0.011 
regulation  0.011 
provision  0.010 
administrative  0.010 
service  0.009 
fund  0.009 
state  0.009 
article  0.009 
officer  0.009 
rule  0.009 
institution  0.008 
government  0.008 
united  0.007 
2 amending a law read  0.068 
word  0.062 
assembly  0.057 
amended  0.057 
effect  0.056 
time  0.051 
full  0.049 
nine  0.032 
line  0.030 
law  0.028 
march  0.025 
striking  0.023 
following  0.023 
inserting  0.023 
lieu  0.022 
adding  0.018 
session  0.017 
statute  0.017 
follows  0.015 
five  0.015 
3 defining the limits of a street foot  0.074 
thence  0.072 
line  0.064 
degree  0.048 
minute  0.040 
east  0.038 
west  0.036 
south  0.033 
point  0.030 
street  0.029 
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center  0.028 
corner  0.017 
road  0.016 
stake  0.016 
direction  0.014 
limit  0.014 
along  0.013 
beginning  0.012 
iron  0.012 
corporate  0.009 
4 salaries city  0.080 
salary  0.028 
ordinance  0.028 
duty  0.025 
town  0.024 
service  0.020 
officer  0.020 
commissioner  0.019 
compensation  0.018 
sheriff  0.017 
receive  0.017 
power  0.014 
police  0.014 
authority  0.014 
deputy  0.013 
fee  0.013 
paid  0.013 
mayor  0.012 
office  0.009 
control  0.008 
5 Paying a fee bond  0.068 
fund  0.044 
amount  0.023 
treasurer  0.020 
interest  0.020 
commissioner  0.019 
primary  0.018 
paid  0.017 
payment  0.014 
year  0.013 
issued  0.013 
payable  0.011 
principal  0.010 
date  0.009 
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installment  0.009 
tax  0.009 
commission  0.009 
money  0.008 
account  0.008 
authorized  0.008 
6 Court order court  0.078 
criminal  0.026 
case  0.026 
defendant  0.022 
action  0.022 
justice  0.020 
jurisdiction  0.020 
peace  0.019 
judgment  0.018 
civil  0.018 
trial  0.015 
cost  0.015 
jury  0.014 
superior  0.013 
judge  0.011 
process  0.011 
attorney  0.009 
warrant  0.009 
order  0.009 
summons  0.008 
7 Setting dates for trial first  0.095 
monday  0.084 
week  0.034 
recorder  0.034 
continue  0.024 
case  0.022 
apply  0.022 
trial  0.021 
march  0.021 
september  0.018 
civil  0.017 
term  0.016 
april  0.016 
second  0.015 
january  0.015 
court  0.013 
appears  0.011 
county  0.011 
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district  0.010 
july  0.010 
8 Railroad operations company  0.027 
motor  0.026 
facility  0.021 
operation  0.017 
carrier  0.016 
corporation  0.016 
business  0.013 
railroad  0.012 
development  0.010 
line  0.010 
rate  0.010 
within  0.009 
regulation  0.009 
operated  0.009 
operating  0.009 
transportation  0.008 
power  0.008 
city  0.008 
franchise  0.007 
equipment  0.007 
9 Court procedures court  0.061 
clerk  0.051 
superior  0.036 
hearing  0.018 
appeal  0.018 
party  0.016 
proceeding  0.015 
judge  0.014 
action  0.012 
order  0.010 
case  0.010 
commission  0.009 
right  0.009 
within  0.009 
filed  0.008 
taken  0.008 
decision  0.008 
notice  0.007 
procedure  0.007 
made  0.007 
10 Consolidating offices/officers council  0.063 
director  0.043 
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meeting  0.028 
office  0.020 
secretary  0.018 
governor  0.016 
function  0.014 
member  0.013 
officer  0.010 
necessary  0.010 
consolidation  0.010 
consolidated  0.009 
president  0.008 
number  0.008 
executive  0.008 
elect  0.008 
majority  0.008 
affair  0.008 
employee  0.008 
duty  0.008 
11 Public notices notice  0.063 
day  0.028 
share  0.021 
published  0.020 
stock  0.020 
place  0.019 
corporation  0.018 
newspaper  0.017 
capital  0.014 
date  0.014 
publication  0.012 
least  0.012 
amount  0.011 
week  0.011 
employer  0.010 
within  0.010 
meeting  0.010 
address  0.010 
sale  0.009 
resolution  0.009 
12 Selling alcoholic beverages license  0.042 
sale  0.021 
vehicle  0.020 
alcoholic  0.018 
article  0.016 
store  0.014 
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firm  0.013 
beverage  0.012 
business  0.012 
dollar  0.012 
liquor  0.011 
issuance  0.011 
within  0.010 
licensed  0.008 
control  0.008 
corporation  0.008 
every  0.008 
applicant  0.007 
five  0.007 
le  0.007 
13 Tax assessments tax  0.057 
property  0.046 
cent  0.027 
year  0.023 
list  0.014 
collector  0.013 
levy  0.013 
levied  0.012 
assessment  0.011 
collected  0.011 
collection  0.011 
dollar  0.011 
taxpayer  0.010 
real  0.010 
taxation  0.010 
personal  0.010 
amount  0.009 
taxable  0.009 
paid  0.009 
revenue  0.009 
14 budget dollar  0.132 
cent  0.046 
five  0.042 
fifty  0.028 
authorized  0.025 
twenty  0.021 
year  0.020 
exceed  0.020 
bond  0.016 
amount  0.015 
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commissioner  0.014 
exceeding  0.012 
appropriation  0.012 
empowered  0.012 
annum  0.012 
purpose  0.011 
issue  0.010 
le  0.009 
payable  0.009 
bureau  0.009 
15 Fund allocation town  0.091 
purpose  0.030 
commissioner  0.029 
fund  0.026 
authorized  0.024 
city  0.023 
township  0.021 
special  0.021 
supplement  0.016 
system  0.016 
levy  0.013 
limit  0.012 
retirement  0.011 
within  0.010 
effective  0.010 
empowered  0.010 
public  0.010 
provision  0.009 
building  0.009 
tax  0.008 
16 Declaration of subdivision body  0.048 
power  0.035 
provision  0.031 
governing  0.022 
corporate  0.019 
charter  0.018 
name  0.017 
statute  0.015 
right  0.013 
granted  0.013 
act  0.012 
article  0.012 
exercise  0.011 
declared  0.010 
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subdivision  0.010 
invalid  0.009 
existing  0.009 
municipal  0.009 
city  0.009 
heretofore  0.008 
17 Public roads commissioner  0.029 
road  0.024 
public  0.023 
record  0.021 
duty  0.020 
supervisor  0.014 
book  0.014 
work  0.012 
township  0.010 
superintendent  0.010 
report  0.009 
necessary  0.008 
keep  0.008 
order  0.007 
office  0.007 
contract  0.007 
made  0.007 
applicant  0.007 
make  0.006 
highway  0.006 
18 Punishment for crimes guilty  0.042 
misdemeanor  0.038 
dollar  0.031 
provision  0.027 
conviction  0.027 
court  0.024 
fined  0.022 
discretion  0.021 
imprisoned  0.021 
day  0.020 
violating  0.017 
violation  0.015 
fine  0.015 
offense  0.014 
fifty  0.013 
person  0.013 
thirty  0.012 
imprisonment  0.012 
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le  0.012 
unlawful  0.010 
19 Establishing boundaries for 
waterways 
law  0.299 
repealed  0.143 
conflict  0.140 
clause  0.135 
provision  0.039 
creek  0.007 
herewith  0.006 
line  0.006 
margin  0.006 
part  0.006 
river  0.005 
continuing  0.004 
southwest  0.004 
extent  0.004 
southeast  0.004 
public  0.003 
block  0.003 
road  0.003 
beach  0.003 
boundary  0.003 
20 Construction on/of public roads road  0.122 
highway  0.099 
paragraph  0.036 
commission  0.034 
public  0.034 
authorized  0.019 
bridge  0.017 
traffic  0.014 
construction  0.013 
work  0.012 
operator  0.012 
necessary  0.010 
empowered  0.010 
county  0.008 
purpose  0.007 
authority  0.007 
good  0.007 
commissioner  0.007 
right  0.007 
construct  0.007 
21 Sale of public/commercial property property  0.042 
municipality  0.034 
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area  0.025 
corporation  0.021 
interest  0.017 
note  0.014 
purchase  0.014 
purpose  0.013 
real  0.013 
contract  0.011 
authority  0.011 
sale  0.010 
loan  0.009 
building  0.009 
power  0.009 
personal  0.008 
otherwise  0.008 
city  0.008 
money  0.008 
bond  0.008 
22 Public school funds district  0.130 
school  0.128 
education  0.076 
public  0.028 
child  0.026 
figure  0.025 
committee  0.018 
fund  0.016 
teacher  0.016 
superintendent  0.013 
territory  0.010 
instruction  0.009 
city  0.009 
boundary  0.008 
dollar  0.007 
parent  0.006 
board  0.006 
number  0.005 
within  0.005 
part  0.005 
23 Town elections election  0.100 
vote  0.031 
city  0.024 
voter  0.023 
candidate  0.022 
ballot  0.021 
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registration  0.020 
held  0.017 
qualified  0.016 
town  0.015 
commissioner  0.011 
name  0.011 
majority  0.010 
municipal  0.010 
registrar  0.010 
number  0.009 
precinct  0.009 
printed  0.008 
voting  0.008 
book  0.008 
24 Staff custodian salary township  0.095 
trustee  0.039 
school  0.020 
college  0.018 
library  0.018 
high  0.015 
creek  0.010 
hill  0.010 
church  0.010 
building  0.008 
park  0.008 
john  0.007 
chapel  0.007 
custodian  0.006 
white  0.006 
year  0.006 
wake  0.006 
forest  0.005 
page  0.005 
university  0.005 
25 Medical practice health  0.053 
hospital  0.052 
mean  0.031 
permit  0.020 
medical  0.020 
monument  0.018 
examination  0.015 
class  0.013 
animal  0.011 
defined  0.011 
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within  0.011 
public  0.010 
practice  0.010 
type  0.010 
wide  0.010 
physician  0.009 
disease  0.009 
article  0.009 
examiner  0.009 
vehicle  0.009 
26 Land improvements land  0.047 
owner  0.031 
improvement  0.030 
street  0.027 
assessment  0.024 
water  0.017 
cost  0.017 
damage  0.013 
property  0.012 
within  0.011 
public  0.010 
made  0.010 
council  0.009 
drainage  0.008 
notice  0.008 
commissioner  0.008 
city  0.008 
petition  0.008 
proposed  0.008 
necessary  0.007 
27 Terms of appointment for elected 
officials 
member  0.063 
year  0.055 
term  0.054 
office  0.039 
elected  0.033 
commissioner  0.026 
appointed  0.023 
first  0.019 
serve  0.019 
successor  0.017 
thereafter  0.014 
four  0.014 
election  0.014 
qualified  0.014 
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vacancy  0.014 
mayor  0.013 
meeting  0.012 
appointment  0.010 
chairman  0.010 





Table C. Number of public, private and session laws.  
Topic Public Private Session Total 
0 4314 1452 4949 10715 
1 3162 1416 3631 8209 
2 33440 11392 22847 67679 
3 987 2015 1194 4196 
4 4371 4913 3909 13193 
5 10588 4660 1783 17031 
6 4229 1078 1944 7251 
7 5563 893 1485 7941 
8 2193 2415 746 5354 
9 2800 558 1466 4824 
10 1642 2897 511 5050 
11 1734 2585 484 4803 
12 5571 1395 1747 8713 
13 7324 3263 1160 11747 
14 3556 1109 1520 6185 
15 2697 2077 2179 6953 
16 2447 4601 2399 9447 
17 6484 820 975 8279 
18 7379 2040 972 10391 
19 10931 2938 15733 29602 
20 3662 581 281 4524 
21 2285 4371 1515 8171 
22 2122 1430 662 4214 
23 4911 4985 3436 13332 
24 1568 854 558 2980 
25 837 456 234 1527 
26 3303 2416 1036 6755 
27 4691 4412 3159 12262 





Table D. Distribution of public, private, and session laws.  
Topic Public(%) Private(%) Session(%) 
0 2.98 1.96 6.00 
1 2.18 1.91 4.40 
2 23.10 15.39 27.69 
3 0.68 2.72 1.45 
4 3.02 6.64 4.74 
5 7.31 6.30 2.16 
6 2.92 1.46 2.36 
7 3.84 1.21 1.80 
8 1.51 3.26 0.90 
9 1.93 0.75 1.78 
10 1.13 3.91 0.62 
11 1.20 3.49 0.59 
12 3.85 1.88 2.12 
13 5.06 4.41 1.41 
14 2.46 1.50 1.84 
15 1.86 2.81 2.64 
16 1.69 6.22 2.91 
17 4.48 1.11 1.18 
18 5.10 2.76 1.18 
19 7.55 3.97 19.07 
20 2.53 0.78 0.34 
21 1.58 5.91 1.84 
22 1.47 1.93 0.80 
23 3.39 6.73 4.16 
24 1.08 1.15 0.68 
25 0.58 0.62 0.28 
26 2.28 3.26 1.26 
27 3.24 5.96 3.83 





Table E1. Number of laws per topic distributed by decade.  
Topic Total 1860-69 1870-79 1880-89 1890-99 1900-09 1910-19 
0 10715 276 453 391 971 904 778 
1 8209 121 344 265 567 562 781 
2 67679 530 2836 3673 5180 8780 8617 
3 4196 48 297 365 478 828 550 
4 13193 154 504 709 1219 2046 2240 
5 17031 230 651 905 1471 3225 4670 
6 7251 332 394 295 482 881 1380 
7 7941 266 776 283 645 712 1476 
8 5354 129 501 568 980 1232 587 
9 4824 210 319 228 369 557 636 
10 5050 270 788 698 1105 889 415 
11 4803 217 679 599 1034 974 390 
12 8713 107 411 471 836 1661 1151 
13 11747 242 866 991 1513 2134 2088 
14 6185 86 341 323 487 789 1157 
15 6953 121 265 317 501 1010 1287 
16 9447 403 1010 828 1322 1253 836 
17 8279 161 449 466 732 1877 2266 
18 10391 165 690 1015 1290 2517 2128 
19 29602 80 349 340 849 1831 2652 
20 4524 176 367 330 518 838 1352 
21 8171 228 616 662 1609 1688 764 
22 4214 41 94 227 426 1233 758 
23 13332 106 656 670 1203 2509 2780 
24 2980 63 302 320 445 528 400 
25 1527 27 99 181 201 306 244 
26 6755 90 348 485 670 1372 1742 
27 12262 139 607 725 1274 2026 2180 





Table E2. Number of laws per topic distributed by decade (continued). 
Topic 1920-29 1930-39 1940-49 1950-59 1960-69 
0 854 970 1555 2101 1462 
1 776 896 1241 1413 1243 
2 7381 6488 7691 9366 7137 
3 253 150 256 487 484 
4 1265 965 1326 1618 1147 
5 2865 1050 751 755 458 
6 632 785 746 932 392 
7 1554 659 470 673 427 
8 341 251 212 294 259 
9 503 467 543 646 346 
10 216 134 120 190 225 
11 249 153 138 215 155 
12 1149 1046 701 692 488 
13 1292 1359 520 507 235 
14 943 443 630 566 420 
15 778 389 713 907 665 
16 795 491 654 901 954 
17 970 322 343 407 286 
18 1060 479 384 411 252 
19 3450 3590 4715 6765 4981 
20 560 88 61 142 92 
21 517 477 522 584 504 
22 522 213 229 237 234 
23 1175 656 1040 1216 1321 
24 189 152 151 221 209 
25 136 84 75 96 78 
26 734 235 223 363 493 
27 1095 888 992 1090 1246 




Table F. Distribution of Yes and No in Jim Crow laws training set, indicating whether a 
law is a racist or not.  
 
Dominant topic No Yes No %  Yes % 
0 16 2 2.13% 2.15% 
1 12 6 1.60% 6.45% 
2 153 6 20.37% 6.45% 
3 15 0 2.00% 0.00% 
4 41 0 5.46% 0.00% 
5 56 4 7.46% 4.30% 
6 25 2 3.33% 2.15% 
7 26 0 3.46% 0.00% 
8 15 5 2.00% 5.38% 
9 12 1 1.60% 1.08% 
10 14 2 1.86% 2.15% 
11 12 0 1.60% 0.00% 
12 19 1 2.53% 1.08% 
13 37 3 4.93% 3.23% 
14 19 0 2.53% 0.00% 
15 21 1 2.80% 1.08% 
16 20 4 2.66% 4.30% 
17 31 10 4.13% 10.75% 
18 30 3 3.99% 3.23% 
19 31 0 4.13% 0.00% 
20 13 0 1.73% 0.00% 
21 22 1 2.93% 1.08% 
22 12 24 1.60% 25.81% 
23 30 3 3.99% 3.23% 
24 9 7 1.20% 7.53% 
25 3 1 0.40% 1.08% 
26 28 1 3.73% 1.08% 
27 29 6 3.86% 6.45% 
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Document: In text mining a document is a unit of textual data in a collection. A document 
in the scope of the proposed study is an individual law section i.e. Chapter. 1. Section. 1. 
Information Retrieval: Is the activity of obtaining information resources that are relevant 
to an information need from a collection of resources.  
Natural Language Processing (NLP): is a subfield of linguistics, computer science, 
information engineering and artificial intelligence concerned with the interactions between 
computers and human languages. 
Optical Character Recognition (OCR): is the electronic or mechanical conversion of 
images of typed, handwritten or printed text into machine-encoded text, whether from a 
scanned document, a photo of a document, a scene-photo or from subtitle text 
superimposed on an image. 
Overfitting: This is when a statistical model corresponds to the dataset too closely that it 
cannot fit additional data or predict unseen data points. 
Regular Expressions: A sequence of characters that define a search pattern usually used by 
string searching algorithms. 
Supervised learning: is a machine learning task of learning a function that maps an input 
to an output based on example input-output pairs that are labelled. 
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Text Mining: This is the discovery by computer of new, previously unknown information, 
by automatically extracting information from different written resources. 
Unsupervised learning: is a type of self-organized machine learning method that helps find 
previously unknown patterns in a dataset without labels. 
