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CHAPTER 1, INTRODUCTION 
Agricultural products are heterogeneous with respect to the 
quantities of certain value-related quality characteristics per unit 
of product. Because of the nature of the production process, even 
the best producers cannot eliminate the variation nor control it to 
the same degree that quality variation can be controlled in 
manufacturing industries. This quality heterogeneity of products 
causes uncertainty in trading and impairs market performance. The 
absence of some system of identifying and reporting quantities of 
value-related characteristics makes accurate value determination and 
meaningful price reporting difficult if not impossible. Grades for 
agricultural commodities are a means of classifying lots of the 
commodity so that the quality variation within a grade is less than 
the variation for the ungraded conmiodity. 
Official United States government grades for agricultural 
commodities were developed to provide a uniform standard language to 
be used in describing commodities for price reporting and market news 
services. At the time of the original development of official govern­
ment grades there was a need for a uniform language, with one inter­
pretation, to be used at all trade centers throughout the country. 
Grades perform a facilitating function in marketing. According 
to Kohls and Downey [32] and Thomsen [60] the effects and benefits 
resulting from the adoption and use of a uniform standard of quality 
grades include: 
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a. Price quotations are more meaningful. 
b. The sale of goods by sample or description is possible. 
c. Intermingling or pooling of products from various producers 
for shipment or sale is possible, thus aiding the concentra­
tion process of marketing. 
d. Grades may help maintain or enhance effective competition 
and influence market structure. 
e. Buyers can obtain the commodity with the qualities that 
they wish to purchase. 
f. Payment for products on the basis of grade encourages 
production in response to consumer demand. 
g. The exchange of market information is facilitated by the 
common language grades provide.^ 
Various purposes have been defined for grades. 
The purpose of grading is to establish a common language under­
stood and used by buyers and sellers as a basis of judging the 
quality of a product in relation to its sales prices [6, p. 157]. 
The principal objective of an ideal standard should be to aid 
the consumer in telling the producer what he considers 
desirable in a product for the particular use to be made of 
it [32, p. 287]. 
Presumably grading is done to maximize returns to sellers. It 
does this by dividing given products into "grades" on the 
basis of attributes which buyers of different classes con­
sider significant [17, p. 17]. 
The function of grades so far as the retailer is concerned, is 
to contribute to the solution of his basic profit-maximizing 
problem [69, p. 1405]. 
^See Martin [40] for a more complete discussion of quality and 
grading systems. 
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Short-run returns to growers can be increased by placing 
quality restrictions on an industry wide basis [45, p. 632]. 
The Department of Agriculture deliberately...building a 
merchandising symbol for those who find it difficult to 
build one for themselves, under the guise of a grading 
service [67, p. 1398]. 
The above quotations suggest that while there are different 
objectives for grading systems the common purpose is to provide 
information about product qualities. The various purposes differ in 
who is to use the information and how it is to be used, but they all 
imply that grading is to provide information to be used in some 
decision making process. In addition, the benefits and effects of 
grading are the result of grades providing information about the 
commodity's quality characteristics. 
Martin [40, p. 41] gives the following definitions relevant to a 
study of grades and grading. 
Grade is a condensation of information about K measured 
or categorized quality characteristics. Information about 
a set of L measured characteristics may be available 
separately from the grade. The set of K and the set of L 
characteristics may or may not be identical. A set of R, 
where R may be large, unmeasured characteristics also exists 
for the commodity where any characteristic may or may not 
be of actual or potential interest to a commodity buyer. 
Grade specifications are the quality criteria used to 
define the degree of homogeneity within grades. 
A grading scheme is a set of quality criteria defining 
a mutually exclusive and exhaustive set of grades for a 
commodity. 
Grading is the act of assigning a unit of commodity to 
a grade or of sorting heterogeneous commodity lots into 
grades. 
Quality characteristics commonly used as grade 
specifications include size, weight, shape, color, taste. 
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odor, length, diameter, strength, density, texture, 
uniformity, content of various elements such as bruising 
and insect infestation, age, degree of ripeness, 
viscosity, and tenderness. 
Quality testing is the physical, chemical, or visual 
determination of attributes and quantities of measurable 
characteristics possessed. 
Problems in Defining Grading Schemes 
Consideration of the preceding definitions identifies the 
following problems that have to be solved when establishing a grading 
scheme. 
First, the set of K quality characteristics, on which the grading 
scheme is to be based, must be selected. If the grades are to provide 
information that is useful to buyers, the selected characteristics 
should be of interest to buyers. If the commodity is purchased by 
consumers, the selected characteristics should be those that influence 
the utility consumers receive from consuming the commodity. Ladd and 
Suvannunt's [35] consumer goods characteristic model is a model that 
can be used in conjunction with empirical methods to identify the 
relevant characteristics and estimate their economic values. If the 
commodity is to be used as an input in a production process, the 
selected characteristics should be those that affect the marginal 
value product of the commodity in production. The same is true when 
the commodity is an input to a processing or merchandising activity. 
Ladd and Martin's [34] input goods characteristic model is a model 
that can be used to identify the relevant characteristics and estimate 
magnitudes of economic importance. 
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The second decision that has to be made when designing a grading 
scheme involves selection of measurement techniques for the selected 
characteristics. Objective methods of measurement are more desirable 
than subjective measurement techniques. If more than one objective 
measurement technique is available, one of the techniques must be 
chosen. More precise techniques of measurement may be more costly 
to use. The choice of technique should be based on an analysis of 
the benefits and costs associated with each technique. Some quality 
characteristics cannot be directly measured without destroying the 
product, e.g., flavor and tenderness of broiled beef steak or the 
carcass characteristics of a prize breeding bull. When the quality 
characteristic cannot be directly observed, surrogate characteristics 
must be used to predict the selected quality characteristic. Choice 
of surrogate characteristics also involves choice of measurement 
technique. 
Combination of measurements on more than one quality 
characteristic is a third problem in the design of a grading scheme. 
If more than one quality characteristic is measured, one must decide 
whether to have a grading scheme for each characteristic or one 
grading scheme for the commodity that simultaneously considers all of 
the characteristics. If there is to be one set of grades for the 
commodity, how should the measurements on the selected characteristics 
be combined and condensed into one set of measurements or indexes? If 
the grading scheme is based on a single quality characteristic, this 
problem of combining characteristics does not exist. 
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A fourth problem in the design of a grading scheme is the choice 
of the number of grade classes to be included in the scheme and the 
location of grade class boundaries. The number of grades and the 
location of class boundaries should be chosen so that enough of 
noirmal production of the commodity is graded into each class to make 
the class a meaningful market category [32, p. 271]. "An 'optimum' 
grade standard would divide the products into homogeneous groups so 
that all units in a given group would possess an identical market 
value to any given buyer" [15, p. 415]. The number of grade classes 
required for such an 'optimum' grade standard may be large, and 
practical considerations may call for a smaller number of classes. 
Zusman [75] has developed a theoretical model for determining the 
optimum number of grade classes and the location of grade boundaries 
based on individual quality valuation functions (IQVF's). 
Given the above identified problems associated with the design 
of grading schemes, it is desirable to have a theory and empirical 
method that can be used to evaluate a grading scheme in each of the 
four problem areas. Such a theory and empirical method would be 
useful in the revision of a grading scheme as well as in the grading 
scheme's original development. There is a need to revise a grading 
scheme for a commodity whenever changes occur in the commodity's 
qualities, the production technologies of processing industries, or 
consumers' tastes. 
Mehren states, "Grades are essential elements in the affluent 
economy; yet little seems to be known about their genesis or effects 
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or the criteria governing optimum specifications, grade combinations, 
o r  v a r i a t i o n s  o v e r  t i m e "  [ 4 2 ,  p .  1 3 8 3 ] .  
Shaffer suggests that an important area to be researched is 
"techniques to improve communication by better information systems in 
atomistic markets, including grades..." [52, p. 1445]. 
Martin [40] studied grades and grading with an analysis of com 
grades. All of the com characteristics used to define the grades 
can be objectively measured. Many agricultural commodities possess 
quality characteristics that can only be measured subjectively and/or 
predicted by surrogate characteristics. For example, carcass-beef 
quality grades are based on subjective evaluations. Carcass 
characteristics cannot be directly measured in the live animal, and 
eating qualities of beef steak, such as flavor, juiciness and tender--
ness, cannot be observed without destroying (consuming) the steak. 
The analysis of beef grades differs from an analysis of com 
grades in that current grades of beef are based on subjective 
evaluations of surrogate characteristics, whereas current corn grades 
are based on objective evaluations of quality characteristics. 
Official USDA grades for carcass beef have recently been changed. 
A great deal of controversy over the effects of the grade changes 
was associated with the proposal and adoption of the grade changes. 
The changes resulted from the consideration of various proposals 
for change in the grades. Changes in the beef cattle population, 
shifts in consumer desires, new research evidence, and the constant 
need for review of grading systems resulted in various groups 
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presenting proposals for changes in the beef grades to the U.S. 
Department of Agriculture beginning in the fall of 1972 [9, p. 122]. 
On September 10, 1974, the U.S. Department of Agriculture 
announced a set of proposed changes in the official beef grades for 
carcass beef. After evaluating the resulting comments, the USDA 
announced in early March 1975 that the new standards and procedures 
would go into effect on April 15. A great deal of controversy was 
associated with the proposed grade changes. On April 11, a court 
injunction blocking enactment of the proposed changes was obtained 
by a coalition of packers and consumer advocate groups. In November 
1975, the injunction was set aside in response to a USDA appeal. The 
new standards went into effect on February 23, 1976, after attempts 
to secure a second court injunction were denied. Those who opposed 
the grade changes obviously thought that the changes were detrimental 
to their best interests. The controversy has been attributed to a 
lack of information or more properly to a lack of understanding of 
the information that resulted in the grade changes [46]. 
Objectives 
The primary objective of this study is to develop a rigorous 
quantitative procedure for evaluating grades and grading. In 
particular, the objective is to develop a procedure that can be used 
to evaluate grading schemes on the basis of the amount of information 
provided by their application. 
A secondary objective is to apply the developed procedure to an 
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analysis of live slaughter cattle and beef carcass characteristics 
and official USDA beef grades. 
Procedures 
Information theory will be used as a model to provide 
quantitative measures of the amount of information provided by the 
use of a grading scheme. The model will be used to analyze; 
a. the choice of quality characteristics, 
b. the choice of surrogate characteristics, 
c. the choice of measurement technique, 
d. the choice of number of grade classes and location of 
grade class boundaries, and 
e. the condensation of measurements on more than one 
quality characteristic. 
After information theory has been discussed as a tool for 
analysis of grading schemes, it will be used to analyze quality and 
grade data on beef cattle on a live animal basis, carcass basis and 
retail or consumer basis. The analysis will not attempt to define 
an optimum set of grades for beef cattle, but rather evaluate the 
informativeness of beef grades, identify potential areas for 
improvement in beef grades, and demonstrate the use of information 
theory in the analysis of quality characteristics and grading 
schemes. 
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CHAPTER II. INFORMATION THEORY AND 
ANALYSIS OF GRADING SCHEMES 
One of the frequently cited purposes of grades and grading of 
agricultural commodities is to provide information. The information 
provided by grading is, among other things, purported to help the 
market set price, and help decision makers decide on storage and 
transportation policies. The concept that grades and grading produce 
information raises the question: Can the amount of information 
provided by grading be quantified? 
The thesis of this chapter is that the amount of information 
provided by grading can be quantified by the use of information 
theory. Information theory provides a measure of the amount of 
information in a message. Grading a commodity provides a message 
about the commodity's quality characteristics. 
The primary purposes of this chapter are to (1) present the basic 
concepts of information theory and (2) investigate the applicability 
of information theory as a measure of the information provided by 
grading and grading schemes. 
The second objective is accomplished in three phases. First, 
reasons are given that suggest why information theory may be useful 
as a measure of the information provided by grading. Second, the use 
of information theory to quantify the amount of information in grading 
schemes and quality information systems is illustrated with an 
application to some data on com grades and qualities. Finally, 
information theory is used to analyze: 
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a. the choice of number of grade classes and location of 
grade class boundaries, 
b. the choice of surrogate characteristics, 
c. the choice of measurement technique, 
d. the choice of quality characteristics, and 
e. the condensation of measurements on more than one 
quality characteristic. 
Information Theory and Entropy 
Information theory is based on the idea that more information is 
provided by a definite and reliable message that an unlikely event 
has occurred, than by a definite and reliable message that a highly 
likely event has indeed occurred. A message, B, stating that an 
event. A, occurred, is a definite and reliable message if the 
probability that the stated event occurred given receipt of the 
message is one, i.e., P(A|B) = 1. For instance, very little 
information is provided by the message that the sun rose this morning. 
However, a definite and reliable message that six inches of snow fell 
in Iowa on July 4th and the temperature is 20 degrees Fahrenheit on 
July 5th contains much more information. Alternatively, a definite 
and reliable message that the com has been killed by frost on 
July 4th is much more informative than a definite and reliable message 
that the corn is knee high on July 4. 
Turning to a more abstract discussion of the amount of information 
in a definite and reliable message, consider a set of possible events 
denoted by E with individual elements E^, ...E^,. ,.E^, where each E^ 
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represents a possible event and the are a mutually exclusive and 
exhaustive set. In other words, it is certain that one of the 
(i = 1, ..., n) and only one will occur. Let represent the 
probability that event E. will occur. Then 0 3 p^ < 1 for 
n 
i = 1, ..., n and Z p. = 1. 
i=l 1 
Theil [58, p. 6] presents five rather natural axioms concerning 
the nature of information, and the properties of a measure of the 
information content of a message stating that event E^ occurred. Let 
I(E^) represent the amount of information received from a message 
stating that event E^ has occurred. Let h( ) represent the function 
used to calculate I(E^), where the functional form of h( ) and the 
arguments of the function are not yet specified. Theil's five 
axioms are: 
axiom 1: information is to be dependent on the probability p^ 
only, where p^ is the probability that event E^ 
occurred 
axiom 2: h(p^) is a continuous function of p^, 0 < < 1 
axiom 3: h(0) = «> h(l) = 0 
This third axiom expresses infinite surprise when told that an event 
occurred which had zero probability, and zero surprise when told that 
something happened which had unit probability. 
axiom 4: h(p^) is a monotonically decreasing function 
h(p^) > hCpg) if 0 < p^ < pg < 1 
axiom 5: additivity in the case of independent events 
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h(PlP2) = + hCpg) if 0 < Pg - 1» 
and p^ and Pg are independent. 
Theil [58, p. 6] presents a proof that these five axioms lead to the 
conclusion that h(p^) is equal to the logarithm of the reciprocal of 
the probability p^. 
(1) h(p ) = log ^  = - log p . 
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Equation 1 is interpreted as follows; let be some event which 
occurs with probability p^. If we are told that event has occurred, 
then we say we have received h(p^) = log ^  units of information. 
The choice of base for the logarithm in equation 1 amounts to a 
choice of the unit used for information since log x = -=—-— log , x. 
a log b 
In information theory it is customary to use logarithms to the base 2, 
in which case the unit of information is called a bit (a contraction 
of binary unit). When natural logarithms are used the unit of 
information is called a nat (a contraction of natural unit),^ The 
relationship between a bit and a nat is 
1 bit = .693 nat 1 nat = 1.443 bit 
because 
log^2 . .693 - Y:&3 • 
After this point log will be used for logarithm to base 2 and In will 
be used for natural logarithm. 
^Sometimes the unit of information resulting from use of natural 
logs is called a nit. 
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The information definition, equation 1, is illustrated in 
Figure 1. Equation 1 implies that h(p) decreases monotonically from 
* to 0 when p increases from 0 to 1. If p^ = 1/2, then h(p^) = 1 bit. 
That is, one bit is the amount of information contained in a message 
stating which one of two possible equally likely events occurred or 
when a message states that an event with probability of occurrence 
=1/2 did occur. 
Information in bits Information in nats 
7 
6 
5 
h(p) = log — 
4 
3 
2 — 
1 
0 
.25 .5 1 0 
Probability p 
Figure 1. The information content h( ) defined in 
equation 1 
Some intuitive grasp of the meaning of a bit of information can 
be gained from the following example. Consider eight equally probable 
messages. Such a situation might represent an eight-class grading 
scheme with grade boundaries chosen so that each class is equally 
likely. Assume that a unit of commodity has been graded, and the 
grader does not announce the grade but says that he will reveal the 
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grade by answering only questions that can be answered with a yes or 
no. Suppose that the grades are numerical grades 1 through 8 and that 
the commodity is actually grade 4, What is the minimum number of 
questions required to identify the grade of the commodity? Three 
questions are required to identify the grade. These are; 
(a) Is it before 5? The answer is "yes." 
(b) Is it before 3? The answer is "no." 
(c) Is it before 4? The answer is "no." 
Thus, it is known that the commodity is grade 4. The first question 
could have been, is it after 4? The only requirement is that the 
questions be structured so that half of the remaining possibilities 
are eliminated by each answer. 
Since the probability of the unit of commodity being grade 4 is 
1/8, application of equation 1 yields 
h(1/8) = log 8 = 3 bits. 
If, instead of playing the game of twenty-questions, the grader had 
announced that the commodity was grade 4, three bits of information 
would have been obtained from the grade message. By playing the 
game of twenty questions, one bit of information was obtained from 
the answer to each question because each answer specified one of 
two possible equally likely events. Thus, the number of bits equals 
the minimum number of questions required. 
The occurrence of an event is the source of a message; and, 
the message is that event occurred. Prior to receipt of a definite 
and reliable message stating which event E^ has occurred, the size of 
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the information content of the message is not known. However, the 
average or expected information content of the message can be 
calculated as follows; If event E. occurs, the amount of information 
X 
obtained from the message is 
h(p^) = log ^  bits. 
The probability that this will happen is p^, so that the average 
amount of information obtained per message about the set of events 
E is 
n 
Z p.h(p.) bits. 
i=l ^ 1 
This quantity, the average amount of information per message, is called 
the entropy H(E) of the source. The entropy H(E) can be written 
n n ^ n 
(2) H(E) = Z p.h(p ) = Z p.log — = - E p.log p. bits. 
i=l ^ ^ i=l 1 Pi i=l ^ 1 
If E is a chance variable, its entropy is written H(E); thus, E is not 
an argument of a function but a label for a number to differentiate it 
from the entropy of another chance variable, e.g., chance variable A 
and H(A). 
H( ) cannot be negative since it is a weighted average of non-
negative values, log — , with nonnegative weights, p.. When p. is 
X X 
equal to zero, the product of p^ and log p^ is of the form 0 X (-") 
which is undefined. However, it is customary to define 
P^log p^ = 0 if p^ = 0. 
Expected information, H( ), is at a maximum when all n 
probabilities are equal to thus 
(3) 0 i H(E) < log n. 
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Expected information and uncertainty can be regarded as dual 
concepts. The magnitude of the entropy, H( ), of a distribution of 
messages can be interpreted either as the average amount of information 
per message provided by the source or as the average amount of 
uncertainty which an observer has before receipt of a message from 
this source [3, p. 15]. Uncertainty is described by the set of 
probabilities associated with the possible messages, and the magnitude 
of the entropy of those probabilities is a measure of the uncertainty 
as to which message will occur. A message provides information about 
an event only if there is uncertainty as to which event occurred prior 
to receipt of the message. A situation where the probability 
associated with one event is one, and the probabilities associated 
with all other events are zero, is interpreted as one of complete 
certainty as to which event will occur (i.e., of zero uncertainty). 
The entropy of such a set of probabilities is zero. 
The entropy of a set of events is at a maximum when all n^ events 
are equally probable, i.e., p^ = 1/n for all i, i = 1, ..., n. Such 
a situation is also intuitively appealing as a description of maximum 
uncertainty. Complete ignorance is represented in the Laplace model 
for decision making under uncertainty by assuming that each of the 
possible events (states of nature) is equally likely, i.e., a uniform 
distribution is used as the prior distribution over the states of 
nature. 
The receipt of a definite and reliable message removes all 
uncertainty as to which event occurred. It is reasonable that the 
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average amount of information obtained from a set of definite and 
reliable messages should be identical to the average amount of 
uncertainty that existed about the events prior to receipt of the 
message. Thus, when definite and reliable messages are received 
concerning the occurrence of events, the entropy of these messages 
is the average amount of information obtained from the messages. 
Figure 2 graphically presents the expected information for the 
special case when n = 2. In this special case of two possible out­
comes, p^ = p and Pg = 1 - p. A binary source has two possible 
outputs called binary digits or binits. Consider a binary information 
source where successive binits are statistically independent. A 
sequence of binits from such an information source with equiprobable 
O's and I's will provide 1 bit of information per binit. If the O's 
and I's are not equally probable, then the amount of information 
provided by a given binit will either be less than or greater than 
1 bit, depending on its probability, (cf. Figure 1). The average 
amount of information provided by a binit from such a binary source, 
however, will always be less than or equal to 1 bit per binit (cf. 
Figure 2). 
The entropy function H( ) is a common yardstick that can be 
used to measure any information source. The average value of a symbol 
from a source S is H(S) bits. The quantity H(S) is interpreted as 
the equivalent number of binary digits needed to represent one symbol 
from the source S [3, p. 85]. 
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Figure 2. The expected information H( ) for n = 2 
The information content of a message h( ) and the expected 
information content of a message H( ) are two basic concepts of 
information theory.^ They will be used to evaluate grading schemes 
and quality information systems. A grading scheme is defined by 
Martin as "a set of quality criteria defining a mutually exclusive 
Various extensions of these two concepts will be used in 
evaluating grades and grading, such as applications to bivariate and 
multivariate distributions, and prior and posterior distributions. 
The necessary development of these extensions of basic information 
theory will be presented as they are needed in the evaluation of 
grading schemes in this chapter. 
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and exhaustive set of grades for a commodity" [40, p. 41]. The term 
"quality information system" is used to refer to any method of 
reporting measurements on a set of quality characteristics contained 
in a unit of commodity. Quality information systems could, at one 
extreme, report actual measurements of quality characteristics. At 
the other extreme, an index of the quality characteristics could be 
reported. Such an index could correspond to numerical, letter or 
name grades currently used for various agricultural commodities. All 
levels of data aggregation between these two extremes are possible 
in quality information systems. 
Information Theory and the Evaluation of Grading Schemes 
The purpose of this section is to give an introductory answer to 
the question: Why use information theory to study grades and grading? 
First, since one of the purposes of grades is to provide infoinna-
tion, the very title of the subject "Information Theory" suggests 
that it might be useful in evaluating a system that is supposed to 
provide information. 
Second, if one wants to investigate grading schemes and the 
information they provide, it would be desirable to have a quantitative 
measure of the information provided. Information theory gives a 
rigorous quantitative measure of information content. The choice of 
the entropy function is based on Theil's five rather natural axioms 
about information and its characteristics. 
Third, these axioms have some intuitive appeal when thinking 
about grading schemes. In particular, Theil's second and third axioms 
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are consistent with the notion that increasing the number of grades 
in a grading scheme increases the amount of information provided by 
it [73, p. 467]. 
Fourth, since grading is the act of assigning a unit of commodity 
to a grade or of sorting heterogeneous lots into grades and the grades 
are a mutually exclusive and exhaustive set, the proportion of 
commodity classified into each grade has the same properties as a 
probability. The proportion of commodity in each grade can be 
thought of as a probability, and information theory is based on 
probabilities. Alternatively, one can think of information theory as 
a general partitioning theory because it can be used to provide 
measures for the way in which some set is divided into subsets [58, 
p. 19]. Grading is a partitioning; it divides a set (a commodity) 
into subsets (grades). 
An Application of Information Theory to Com Grading 
Ladd and Martin [34] suggest that the specified-order method of 
reporting be used to report the information obtained in com grading, 
instead of numerical grades. The specified-order method of reporting 
lists the numerical values of the five characteristics that numerical 
grades are based on, in a specified order. They present the following 
example that illustrates specified-order reporting. 
Suppose we have a carload of com in which (a) test weight 
per bushel is 55.0 pounds, (b) moisture content is 16.2%, (c) 
BCFM (broken com and foreign material) is 2.5%, (d) total 
damaged kemels are 4.1%, and (e) heat-damaged kernels are 0.1%. 
Suppose the specified order is the order listed in (a) through 
(e). Then this would be described as a carload of "55.0 - 16,2 
- 2.5 - 4.1 - 0.1 com" [34, p. 29]. 
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Their reason for suggesting that specified order reporting be 
used instead of numerical grades is that it comes closer to achieving 
sign-optimality^ than any system of numerical grades. 
To illustrate the application of information theory to the 
evaluation of quality information systems, equations 1 and 2 will be 
utilized to analyze some data on com quality from Martin. The 
analysis has a side benefit in that it provides an additional criteria, 
the information content, for evaluating the merits of specified-order 
reporting versus numerical grades for com. 
The expected information content of a message, H(E), is dependent 
only on the probabilities of the possible events p^, i = 1, ..., n. 
The probabilities, p^, are dependent upon class boundaries for the 
quality characteristics in the quality information system and the 
distribution of the commodity's quality characteristics. 
The data to be analyzed are on fall producer-delivered corn and 
are presented in Table 1. 
"Given a list of characteristics, let us say that a grading 
system is sign-optimal for a firm with respect to that list (a) if the 
list of grading characteristics having positive marginal implicit 
prices for the firm is the same as the list of characteristics that 
raise grade (e.g.. No. 3 to No. 1) when their yield per bushel rises; 
(b) if the list of grading characteristics having negative marginal 
implicit prices for the firm is exactly the same as the list of 
characteristics that lower grade (e.g.. No. 1 to No. 2) when their 
yields per bushel rise; and (c) if the list of characteristics having 
zero marginal implicit prices is the same as the list of character­
istics whose variations have no effect on grade" [34, p. 27]. 
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Table 1. Com characteristic distribution by grade. Fall producer-
delivered com (n = 263)® 
Numerical grade 
Characteristic 12 3 4 5 SG^ 
Grade 4 6 31 144 68 10 
Moisture 7 6 28 146 66 10 
Test weight 92 93 68 10 0 0 
Broken com and 
foreign materials 230 23 7 2 0 1 
Total damage 260 2 1 0 0 0 
^Source: Martin [40, p. 96]. 
^SG represents sample grade. 
Table 1 presents data from 263 samples of fall producer-delivered 
com. Each row in the table is the distribution by grade of the 263 
samples for the specified characteristic. The grade row is the 
distribution of the samples' final numerical grade designation. The 
last four rows are the distributions of the samples for measurements 
on the specified characteristic only. 
There is a logical inconsistency in the data involving the 
frequencies in the grade 5 column. According to the data in the table, 
68 samples were of U.S. numerical grade 5, 66 samples were of grade 5 
for moisture, and zero samples were of grade 5 for the other three 
characteristics. U.S. numerical grades are determined by the 
characteristic which falls into the lowest numerical range. Therefore, 
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according to the data on characteristics, only 66 of the samples 
should have been classified as grade 5 instead of 68. Alternatively, 
one or more of the characteristics' frequency should have been larger 
for grade 5 and smaller for some other grade or grades. Since it is 
not clear which frequencies are in error, the data were not changed 
to be logically consistent. 
Two assumptions are required to calculate the information content 
of specified-order reporting from the data in Table 1. The required 
assumptions involve (1) the location of measurement boundaries for 
reporting the quality characteristics measurements and (2) the nature 
of the joint distribution of the four quality characteristics. 
Assume that the method of specified-order reporting reports the 
numerical grade that the characteristic measurement satisfies, instead 
of the actual characteristic measurement. Call this method of 
reporting "the numerical grades method of specified-order reporting." 
For example, the order or reporting might be moisture, test weight, 
BCFM, and total damage. With this system a carload of corn with (a) 
test weight of 55.0 pounds, (b) moisture content of 16.2%, (c) BCFM 
of 2.5%, and (d) total damaged kernels of 4.1%, would be described as 
a carload of "2 - 3 - 2 - 2 com." This method of specif ied-order 
reporting is less precise and generally would be considered less 
informative than Ladd and Martin's method which would describe the 
corn as a carload of "55.0 - 16.2 - 2.5 - 4.1 com." However, the 
numerical grades method of specified-order reporting will be used 
here to avoid making an additional assumption about the distribution 
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of the measurements on each quality characteristic. Furthermore, the 
primary objective at this point is to illustrate the application of 
information theory to quality information systems. Thus, the rows 
in Table 1 can be interpreted as the frequencies with which each 
level of the quality characteristics would be reported using the 
numerical grades method of specified-order reporting. 
The distributions of the four quality characteristics are assumed 
to be stochastically independent. This assumption facilitates the 
application of equations 1 and 2 because of Theil's axiom 5 concerning 
independent events. Later in this chapter the assumption of 
independence will be dropped, and these data will be analyzed using 
continuous distribution techniques. Here, the purpose is to present 
a simple example. 
Given these two assumptions, the data in Table 1 can be converted 
to relative frequencies and equations 1 and 2 applied to analyze the 
amount of information in numerical grade reporting and numerical grade 
specified-order reporting. Relative frequencies are computed by 
dividing the elements in Table 1 by the total number of observations, 
n = 263. These relative frequencies are reported in Table 2, 
Assume that the evaluation of quality characteristics is accurate 
and reliable in the sense that once a unit of the commodity has been 
evaluated and assigned to grade i, the probability that it is actually 
grade i is one. In other words, the evaluation of quality character­
istics occurs without error. 
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Table 2, Com characteristic relative frequency distribution by grade 
Fall producer-delivered com (n = 263) 
Numerical grade 
Characteristic 1 2 3 4 5 SG 
Grade .0152 .0228 .1179 .5475 .2586 .0380 
Moisture .0266 .0228 .1065 .5551 .2510 .0380 
Test weight .3498 .3536 .2586 .0380 0 0 
BCFM .8745 .0875 .0266 .0076 0 .0038 
Total damage .9886 .0076 .0038 0 0 0 
Prior to evaluation of a sample's quality characteristic it is 
certain that the sample will be assigned one of the grade designations 
1 through 5 or sample grade, but it is not certain what the grade 
designation will be. Interpret the relative frequencies in Table 2 
as the probabilities that a sample will be evaluated in the alterna­
tive grade designations for a given characteristic. For example, if 
moisture is the quality characteristic being evaluated, ,0266 is the 
probability that the sample will be evaluated grade 1 on moisture. 
Let g^ be the probability that a sample of com will be grade G^. 
The information content of the grade message that a lot of corn is 
grade G^ is measured by equation 1. 
h(g^) = log 1/g^ bits 0 < g^ < 1. 
Prior to the receipt of the actual grade message, the expected 
information in the grade message is the entropy of the distribution 
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of probabilities for grade, equation 2 ,  
n 
H(G) = 2 g.(log 1/g.) bits. 
i=l 
Table 3 contains the computations for applying equations 1 and 2 
to the probability distribution for grade of com from Table 2. 
Table 3. Calculation of entropy of the grade distribution for fall 
producer-delivered com 
Grade Si log 1/g^ g^dog i/g^) 
1 .0152 6.0398 .0918 
2 .0228 5.4548 .1244 
3 .1179 3.0844 .3636 
4 .5475 ,8691 .4758 
5 .2586 1.9512 .5046 
SG .0380 4.7179 .1793 
Total 1.0000 1.7395 
The column labelled g^ consists of the probabilities that a sample 
of com will be of grade i, and is the grade row in Table 2. The 
column labelled log 1/g^ contains the information contents of the 
grade message that a lot of corn is grade i. These elements are the 
result of applying equation 1 to the probabilities, g^. Thus, the 
information content of a message that a lot of corn is grade 2 is 
approximately 5.45 bits. 
28 
The column labelled g^(log 1/g^) is obtained by multiplying the 
probability of a grade, g^, by the information content of a message 
stating that the corn is that grade, log 1/g^. The sum of the elements 
in this column is the expected information in numerical grading. Thus, 
numerical grading of corn samples from a com population with a 
quality distribution identical to these 263 samples has an expected 
information of approximately 1.74 bits. Stated another way, 1.74 bits 
is a quantitative measure of the expected information obtained from 
numerical grading of com. 
Applying equation 2 to the probability distributions for the 
characteristics in Table 2 yields the following values for the expected 
information from reporting the numerical grade of the individual 
characteristics : 
moisture H(M) = 1.76 bits 
test weight H(W) = 1.74 bits 
broken com and 
foreign material H(B) = .70 bits 
total damage H(D) = .10 bits 
Numerical grade reports on moisture provide 1.76 bits of informa­
tion about moisture content. The quantity of information provided by 
reports on moisture is slightly greater than the 1.74 bits of 
information obtained from numerical grade reports. 
Reports on moisture provide information on moisture only, while 
the numerical grade reports provide information on test weight, broken 
corn and foreign material, and total damage in addition to moisture. 
To illustrate the difference between the two methods of quality 
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reporting, consider the meaning of a message that the quality of a 
lot of com is numerical grade 2 and the meaning of a message that 
the moisture level of a lot of com is grade 2. The minimum standards 
for any numerical grade, except sample grade, include maximum allowable 
levels for moisture (M), broken com and foreign material (B), and 
total damage (D), and a minimum allowable level for test weight (W) . 
Let M., W., B. and D. with i = 1 and 2 represent the minimum standards 
1 1 1 1  
for grades 1 and 2; and M, W, B, and D represent the measured levels 
of the characteristics in a lot of com. A message that a lot of 
corn is grade 2 means 
A numerical grade message on moisture stating that moisture content is 
grade 2 tells us that M < M2 but it does not tell us that < M. The 
message that moisture is grade 2 says nothing about test weight, 
broken corn and foreign material, and total damage. The numerical 
grade message that the com is grade 2 tells us that all four 
characteristics meet the minimum standard for grade 2. 
The expected information in numerical grades specified-order 
reporting can be calculated by summing the expected information of 
the characteristics, because of Theil's axiom 5 and the assumption 
[(M < MG) A (W A WG) A (B ^ BG) A (D < D^)] 
[ (M M^) A (W > W^) A (B j B^) A (D D^) ]. 1 
The numerical grade message that corn is 
^The symbol A is read "and." The symbol - is read "not," 
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that the distributions of the quality characteristics are 
stochastically independent. Thus, the expected information from 
numerical grades specified-order reporting, denoted H(MWBD), is 
approximately 4.30 bits. 
A numerical grades specified-order report would be of the 
form M.—W.—B, —D, , 
X J k 1' 
where i = 1, 2, 3, 4 or SG 
j = 1, 2, 3, 4 or SG 
k = 1, 2, 3, 4 or SG 
1 = 1 ,  2, 3 ,  4  o r  S G  
For example, consider the numerical grades specified-order report: 
2—1—1—1; this report says that the moisture level is of the grade 
2 class and that the other three characteristics meet the minimum 
standards for grade 1. The numerical grades specified-order report 
"2—1—1—1" means 
[ (M^ < M < MG) A (W > W^) A (B A A (D < D^) ]. 
The difference between H(MWBD) and H(G) is a quantitative measure 
of the difference in the amount of information provided by the two 
methods of quality reporting. Thus, the numerical grades method of 
specified-order reporting provides approximately 2.56 bits more 
information than numerical grading. The expected information from 
numerical grades specified-order reporting, 4.30 bits, is more than 
double the expected information from numerical grade reporting, 1,74 
bits. 
The lower level of information provided by numerical grade 
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reporting is due to the fact that grade is determined by the grade of 
the lowest grading quality characteristic where one, 1, is the highest 
grade and sample grade, SG, is the lowest grade. This type of grading 
scheme means that the lower quality grade messages are less informative 
(contain more uncertainty) than the higher quality grade messages. 
This is illustrated in the Venn diagram of Figure 3 which illustrates 
a grading scheme consisting of four grades based on two quality 
characteristics. 
Grade on characteristic Grade on characteristic 1 
^ 1 2  3  4  
1 I II III IV 
2 II II III IV 
3 III III III IV 
4 IV IV IV IV 
Figure 3. A grading scheme 
Vertical and horizontal lines in Figure 3 correspond to borders 
between grades. The grading scheme consists of 16 cells, one for 
each of the possible combinations of the four levels of the two 
quality characteristics. With grade determined by the character­
istic with the lowest grade (highest number), there is one cell. 
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labelled I, that corresponds to grade 1; three cells, labelled II, 
that correspond to grade 2; 5 cells, labelled III, that correspond 
to grade 3; and 7 cells, labelled IV, that correspond to grade 4. 
With specified-order numerical grading each individual cell represents 
a specific quality report. 
Specified-order reporting of the quality characteristics' measure­
ments as suggested by Ladd and Martin would produce an even greater 
expected information because it would have more classes, each with 
smaller probabilities, for the individual characteristics. 
Information theory provides a measure of the information content 
of a definite and reliable grade message, h(g^). In addition the 
entropy function, H( ), can be used to quantify the expected informa­
tion that would result from the application of a quality reporting 
system. Furthermore, H( ) can be used to compare the informativeness 
of alternative quality information systems. Alternative quality 
information systems result from different solutions to the problems 
encountered in the design of the quality information system (grading 
scheme), i.e., choice of number of grade classes and location of 
class boundaries, choice of surrogate characteristics, choice of 
measurement technique, and choice of quality characteristics. 
A Criteria for Evaluation of Grading Schemes 
The concept of information is an integral part of various criteria 
that have been suggested for establishing and evaluating grading 
systems. Kohls and Downey [32] suggests that standards should be based 
on characteristics that users consider important. Hyslop [25] includes 
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completeness of quality information as a criteria for effective grades. 
Williams and Stout [73] criteria for grading systems include: (1) the 
grading should be based on economically important attributes and (2) the 
within - grade variation in the quality attributes should be minimized. 
A criterion consistent with the above criterion for evaluating 
grading systems Is to maximize the Information about the relevant 
quality characteristics provided by the quality Information system. 
Given that the relevant quality characteristic, Q, has been 
id e n t i f i e d ,  l e t  P ( Q )  b e  a  ve c t o r  o f  p r o b a b i l i t i e s  P ( q ^ ) ,  1 = 1 ,  r,  
representing the probabilities that a randomly selected unit of the 
commodity will contain the i^^ level of the quality characteristic 
about which information is desired. Assume that the subscripts have 
been assigned to levels of the quality characteristic per unit of 
commodity such that as the subscript increases in magnitude the 
quantity of the quality characteristic per unit of commodity increases. 
That is, if q^ represents the quantity of the quality characteristic 
in a unit of commodity, then < ^2 ^ "** < 9% < ••• < 9^ (r > 1 > 2). 
(Alternatively, the levels of the quality characteristic could be 
labelled in descending order.) Furthermore, assume that the quality-
characteristic-measurement-categories, q^, are in decision relevant 
units. The units of measurement are decision relevant If they are the 
units of measurement upon which users of the commodity base their use 
and price decisions. For example, if the users of Information on 
moisture percent In com, need measurements to the nearest 1/2 of a 
percent, then measurements to 1/2 of a percent are decision relevant. 
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Measurements rounded or truncated to a whole percent are not adequate 
for the purposes of the users, and measurements to a tenth of a 
percent provide no additional useful information. 
Given knowledge of the probability distribution, P(Q), of the 
quality characteristic Q, as defined above, the entropy of that distri­
bution, H(Q), is a measure of the amount of uncertainty that exists 
about the quantity of the characteristic in a unit of commodity prior 
to receipt of a message providing information about the quantity of 
the characteristic. In the absence of a quality information system, 
all that is known about the level of the characteristic is its 
probability distribution, P(Q); and H(Q) is the amount of uncertainty 
about the level of the characteristic. In the absence of a quality 
information system no message is provided about the level of the 
characteristic. If a quality information system exists, the 
characteristic is measured, and the actual measurements are reported, 
then H(Q) is the average amount of information provided by a message 
stating the level of the characteristic. Because the units of 
measurement were defined as decision relevant, H(Q) is the maximum 
amount of relevant information about the characteristic that any 
quality information system can provide. Therefore, H(Q) can be used 
as a bench mark for evaluating a reporting system for characteristic Q. 
The Effect of Aggregating Data and Choice 
of Grade Class Boundaries 
The characteristic on which information is desired may be directly 
observable and measurable, e.g., percent moisture in corn may be a 
characteristic about which users of com desire information; and 
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furthermore, percent moisture can be accurately measured. However, 
there may be some constraint upon the reporting of information such 
that some aggregation of the original measurements is required. 
Given that some aggregation of the data is required, the question 
remains: "How should the data be aggregated?" The answer requires 
determining the number of classes to report and the location of class 
boundaries. To analyze these questions it is useful to introduce the 
concept of an information channel.^ 
"An information channel is described by giving an input alphabet, 
A = {a^}, i = 1, 2, ..., r; an output alphabet B = {by}, j =1, 2, ..., 
s; and a set of conditional probabilities P(b^|a^) for all i and j. 
P(bj|a^) is just the probability that the output symbol b^ will be 
received if the input symbol a^ is sent" [3, p. 94-95]. 
The concept of an information channel is illustrated in Figure 4. 
Figure 4. An information channel 
The concept of an information channel and the information 
measures derived from it will be of use in evaluating other questions 
about quality information systems later in this chapter. 
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A way of describing an information channel is the matrix of 
conditional probabilities of its outputs, called a channel matrix, 
as shown in Figure 5. 
Outputs 
b„ 
Inputs a. 
P(bilai) 
PCbilag) 
P(b2 |a^) 
jag) 
PCbglai) 
PCbgla,) 
P(b^la^) PCbgla^) P(bsl*r) 
Figure 5. Description of an information channel 
Each row of the channel matrix corresponds to an input of the 
channel and each column to an output of the channel. The sum of the 
terms in any one row of the matrix must sum to 1, i.e., Z P(b.|a.) = 1 
j ^ "• 
for i = 1, 2,..., r. 
A quality information system can be thought of as an information 
channel. The quality information system takes measurements on a 
quality characteristic (input alphabet. A) and via some system of 
aggregation (P(bj|a^)) transforms those original measurements into a 
reported message, (output alphabet, B). If no aggregation occurs but 
the actual measurements are reported without error, then s = r and 
P(bjja^) = 1 when j = i and = 0 when j ^  i, i.e., the channel matrix 
is the identity matrix of rank r. One might think of the a^'s as 
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messages that are sent from the commodity, and that the quality 
information system interprets and reports as b^'s with probabilities 
P(bj|a.). 
Assume that we know the probabilities with which the input 
symbols occur, P(a^) and the conditional probabilities, P(b^|a^). The 
probabilities of the output symbols, P(bj), can be calculated by use 
of equation 4. 
r 
(4) P(b.) = Z P(a.)P(b. |a.). 
J i=l 1 J 1 
Given the P(a^) and P(b^|a^), there are two more sets of 
probabilities associated with an information channel that can be 
calculated. According to Bayes' theorem, the conditional probability 
of an input a^, given that an output b^ has been received, is 
P(b |a )P(a ) 
(5a) P(aJb.) 
i' 3' 3(b.) 
or using equation 4 
P(b.|a^)P(a.) 
(5b) P(a,. |b.) = 
1 ] r , 
2 P(b |a,)P(a ) 
i=l J ^ ^ 
The numerator of the right side of equation 5 is the probability 
of the joint event (a^, b^), 
(6a) P(a^, bj) = P(b^|a^)P(a^) 
or equivalently, 
(6b) P(a^, bj) = P(ai|bj)P(b.). 
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Prior to observing an output message, b^, the probability of a 
given input message, a^, is P(a^). Thus, the P(a^) can be thought of 
as prior probabilities of the input symbols — the probabilities of 
the a^ prior to reception of an output symbol. The P(a_|bj) can be 
thought of as posterior probabilities of the a^ — the probabilities 
after the reception of b^. The a priori entropy of A is 
(7) H(A) = Z P(a )log 
i=l ^ f^*i' 
and the a posteriori entropy of A, after b^ is received, is 
(8) H(A|b.) - P(>Jb.)logp(^^ • 
J 
H(A) is the amount of uncertainty about the input symbol that 
will be sent from a source with the a priori probabilities P(a^), 
i = 1, 2, ..., r. Given receipt of message b^, H(A|b^) is the amount 
of uncertainty about the symbol sent from the source A with ^  
posteriori probabilities P(a^|b^), i = 1, 2, r. H(A[b^) is the 
conditional entropy of the distribution of messages sent given that 
the message received is b^. Next take a weighted average of the s 
entropies, H(A|b^), with the probabilities, P(b^), of the conditions 
as weights: 
s 
(9) H(A|B) = Z P(b.)H(A|b.) 
j=l ^ ^ 
s r 1 
= Z P(b.) 
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H(A|B) is the average conditional entropy of the symbols sent, given 
the symbols received. H{A[B) is called the equivocation of A with 
respect to B, and it measures the average amount of uncertainty about 
the input message sent that remains after the output message is 
observed• 
In a quality information system, the measurements of the quantity 
of the quality characteristic per unit of commodity define the input 
alphabet A. The distribution of those measurements specifies the 
probability of occurrence of each input symbol, P(a^). The entropy of 
this distribution H(A), is a measure of the amount of uncertainty about 
the quantity of the characteristic per unit of commodity prior to 
measurement; it is also a measure of the amount of information provided 
by those measurements if they are reported. The quality information 
system reports a quality message b^ from an alphabet B. Given receipt 
of the quality report b^, the probabilities of the various levels of 
the quality characteristic are now the ^  posteriori probabilities 
P(a^|b^) i = 1, ..., r. H(A[b^) is the amount of uncertainty about 
the quantity of the quality characteristic after the quality report 
bj has been received. H(A|B) is the average amount of uncertainty 
about the quantity of the characteristic that will exist after the 
receipt of a quality report. 
H (A) is the amount of uncertainty about which input symbol will 
be sent prior to receipt of an output message. H(A|B) is the average 
amount of uncertainty as to which input symbol was sent given receipt 
of the output symbol produced by that input source. The difference 
40 
H(A) - H(A|B) can be thought of as the average amount of information 
about A provided by a single output symbol. This difference is called 
the mutual information of A and B. It is written 
In terms of a quality information system, the mutual information, 
I(A; B) is interpreted as the average amount of information the 
quality reports, B, provide about the quantity of the quality 
characteristic, A. 
The mutual information may be written several different ways: 
(10) I(A; B) = H(A) - H(A|B). 
(11) I(A: B) = H(A) - H(A|B) 
s 
Substituting E P(a., b.) = P(a.) for P(a.), 
j=l - 3 ^ ^ 
r s 
I(A; B) = E Z P(a b )log ^ 7^ 
i=l j=l ^ ] ^l*i^ 
Z Z P(a , b )log 
i=l 3=1 ^ ^ 
r s 
Z Z P(a., b )log 
i=l j=l ^ J 
r s 
I E P(a , b )log 
i=l j=l ^ 
r s P(b la^) 
PCbj) 
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The sign of the mutual information is always nonnegative, that 
is 
(12) I(A; B) > 0, 
with equality if, and only if, 
P(a^, bj) = P(a^)P(bj) for all i, j. 
Thus, the average amount of information received through a channel 
is nonnegative and information cannot be lost, on the average, by 
observing the output of the channel. The only condition under which 
the mutual information is zero occurs when the input and output symbols 
are stochastically independent. 
The mutual information is symmetric in the two random variables 
A and B. From inspection of the last two lines of equation 11, we 
see that equation 10 may be written as 
(13) I(A; B) = H(B) - H(B|A) 
where 
s 1 
H(B) = Z P(b )log 
3=1 J 
and 
H(BIA) = Z Z P(A b )log , I . • 
i=l j=l ^ I jl i^ 
H(B) is the entropy of B and is the average amount of uncertainty 
about which symbol will be received prior to the receipt of a message. 
H(B|A) is the equivocation of B with respect to A and is the average 
amount of uncertainty as to which output symbol will be received given 
knowledge of the input symbol sent. 
42 
A final entropy measure that can be computed from the above 
probabilities is the joint entropy which measures the uncertainty of 
the joint event (a^, b^). The probability of this event is P(a^, b^), 
so that the joint entropy is 
1 (14) H(A, B) = Z S P(a,, b )log ^ . • 
i=l j=l ^ J I i' j'' 
The relationships between H (A, B), H(A), H(B), H(A|B), H(B|A) and 
I (A; B) are 
(15a) H(A, B) = H(A) + H(B) - I(A; B) 
(15b) H (A, B) = H (A) + H(B|A) 
and 
(15c) H(A, B) = H(B) + H(A|B). 
A method of visualizing these various relationships is given in 
the diagram of Figure 6. 
H(A, B) 
Figure 6. Relationships among some channel quantities 
The entropy of A is represented by the circle on the left, and 
the entropy of B by the circle on the right. The intersection of the 
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two circles is the mutual information, so the remaining portions of 
H(A) and H(B) represent the equivocations. These areas can be 
interpreted as follows. A is an input alphabet representing measure­
ments of a quality characteristic and B is an output alphabet repre­
senting the final quality reports resulting from the use of a quality 
information system. H(A) is the uncertainty about the level of the 
quality characteristic in the absence of a quality information system. 
Given that the quantity of the quality characteristic is not reported, 
H(B) is the uncertainty that exists about the report that will be 
received, prior to receipt of the report. H(A|bj) is the amount of 
uncertainty that remains about the actual level of a characteristic 
after message b^ is received. Given receipt of a quality report, 
H(A|B) is the average amount of uncertainty that remains about the 
actual level of the quality characteristic. On the average, receipt 
of a quality report, B, provides I(A; B) units of information about 
the quality characteristic, A. Thus, on the average, receipt of a 
quality report, B, reduces the uncertainty about the quality 
characteristic, A by I(A; B) units from H(A) to H(A|B), i.e., 
I(A; B) = H(A) - H(A|B). The area H(B| A) is the average amount of 
uncertainty about the quality report that will be received given 
knowledge of the quantity of the quality characteristic. The total 
area H(A, B) represents the uncertainty about the joint event of the 
level of the quality characteristic and the final quality report. 
Now that the concept of an information channel and its related 
information quantities have been discussed, we can get back to the 
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question: How should data be aggregated? 
Consider the following situation. A commodity possesses a single 
quality characteristic, Q, about which the users of the commodity 
desire information. The quality characteristic, Q, can be objectively 
and accurately measured. Assume that the characteristic is measured 
in decision relevant units, i.e., the information provided by a greater 
degree of precision in measurement would not influence decisions 
affecting the commodity's use. Furthermore, assume that the distribu­
tion of the quality characteristic is known. The distribution of the 
quantity of the characteristic in a unit of commodity is given by a 
discrete distribution with a class for each unit of measurement. The 
distribution can be represented by a vector P(Q) = {P(q^), PCq^), ..., 
P(q^)} where P(q^) represents the probability that a unit of commodity 
chosen at random will possess the quantity of the quality character­
istic represented by the i^^ class. In addition, the classes are 
labelled such that the quantity of characteristic per unit of commodity 
either increases as the subscript increases or decreases as the sub­
script increases, i.e., the subscripts are not arbitrarily assigned. 
Returning to the notation used in the discussion of an information 
channel, the method of measuring the quality characteristic determines 
the input alphabet A. The distribution of the measurements of the 
quantity of the quality characteristic per unit of commodity specifies 
the probability distribution P(A) for the input messages. A procedure 
for aggregating the characteristic measurements. A, into messages to 
be reported, outputs B, defines the channel matrix of conditional 
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probabilities P(b^Ia^). The aggregation process divides the r input 
messages into s output messages, b^, b^, such that each input 
message belongs to exactly one output message b^, j =1, s. 
The development of an aggregation procedure requires the deter­
mination of s the number of output reports, and the matrix of 
conditional probabilities P(b^|a^). Given s, the number of classes to 
be reported, the aggregation procedure should be defined such that 
the information provided about the input (quality characteristic) is 
maximized. 
Because it is assumed that all of the information in A is useful, 
a logical objective in designing an aggregation procedure, that 
generates messages B, is to design the aggregation procedure so that 
it provides the maximum possible amount of information about A. Thus, 
the objective can be stated as one of maximizing the mutual information 
between A and B, I(A; B) or minimizing the uncertainty about A given 
B, i.e., minimize H(A|B).^ 
The input alphabet. A, is determined by the method used to measure 
the quantity of the quality characteristic per unit of commodity. The 
probability distribution of the input symbols, P(A), is determined by 
the distribution of the quantity of the quality characteristic per 
unit of commodity. The quantity of the quality characteristic per unit 
^An alternative criterion for grade evaluation is utility maximi­
zation. When the utility function is logarithmic in income and income 
is a function of the states of nature as defined by the input alphabet 
A, the value of information (expected gain in maximum obtainable 
utility due to the message) is I(A; B), See Arrow [5] for further 
details on this. 
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of commodity is beyond the control of the designer of a quality 
information system. The unit of measurement determines the input 
alphabet. Given the input alphabet, the instruments available to the 
designer of the quality information system are the number of symbols 
in the output alphabet, s, and the probabilities of the aggregation 
matrix, P(b.|a.). ] 1 
Recall equations 10 and 13: 
(10) I(A; B) = H(A) - H(A|B) 
and 
(13) I(A; B) = H(B) - H(B[A). 
These two equations can be used to determine the conditions necessary 
and sufficient for the outputs, B, to provide maximum information 
about the input, A. The determination of the necessary and sufficient 
conditions for the outputs, B, to provide maximum information about 
the input alphabet. A, utilizes the concept of a deterministic channel. 
The concept of a deterministic channel will be presented later when 
needed. For a given input alphabet, H(A) is fixed. Thus, the 
maximum value that I(A; B) can achieve is I(A; B) = H(A); and this 
occurs when H(A|B) = 0, which is the minimum value that H(A|B) can 
achieve. 
The process of aggregation takes an input symbol, a^, and reports 
one, and only one output symbol, b^, for that particular input. Thus, 
the channel matrix has one, and only one, nonzero element in each row. 
A channel described by a channel matrix with one, and only one, 
nonzero element per row is called a deterministic channel [3, p. 112]. 
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Since the elements in every row of a channel must sum to 1, and there 
is only one nonzero element in each row of a deterministic channel, 
the elements of a deterministic channel matrix are all either 0 or 1. 
Because the channel matrix describing an aggregation process has fewer 
columns than rows, i.e., s < r, some columns will contain more than 
one 1. In the aggregation process, the input symbol, a^, is sufficient 
to determine the output symbol, b^, with probability 1. Thus, the 
channel matrix representing the aggregation process is a deterministic 
channel. The equivocation of B given A, H(B|A), can be written as 
r s , 
(16) H(B|A) = Z P(a,) Z P(b.[a )log . • 
i=l 1 j=l : ^ 
For a deterministic channel, all of the terms in the inner summation of 
equation 16 are of the form 1 x log 1 or 0 x log ^  and thus, are equal 
to zero. Hence, for a deterministic channel, H(B[A) = 0. Substituting 
this result into equation 13, we have, for a deterministic channel 
(17) I(A; B) = H(B). 
In a deterministic channel, the average amount of information that 
knowledge of the output symbol provides about the input symbol sent, 
I(A; B), is equal to the average amount of information gained by 
receipt of an output symbol, H(B). Therefore, an aggregation process 
will maximize the information it provides about the input symbols by 
maximizing the entropy of the output symbols, H(B). For a given 
number of output symbols s, H(B) is at a maximum if, and only if, 
(18) P(b ) = ^  j = 1, s 
J S 
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and if the condition specified by equation 18 is met 
(19) H(B) = log s. 
Given that the s output symbols, b^, are produced by a deter­
ministic channel, equation 18 is the sufficient condition for the set 
of s output symbols to provide maximum information about the input 
symbols. The outputs from an aggregation procedure will provide the 
maximum possible amount of information about the inputs, if the 
probability of each and every one of the s outputs, b^, is equal to 
1/s. Thus, if a grading scheme based on one quality characteristic 
is to provide maximum information about that characteristic, class 
boundaries should be chosen so that equal proportions of the commodity 
are in each grade class. Given an aggregation procedure with s out­
puts b., j =1, ..., s, each with probability P(b.) = —, the 
2 J s 
necessary condition for an alternative aggregation procedure to 
provide more information about the inputs is that the alternative 
procedure have a greater number of output classes, i.e., the alter­
native must have s' classes where s"" > s. Given that an aggregation 
procedure has s' outputs b^^, j = 1, ..., s', the sufficient conditions 
for the outputs b^" to provide more information about the inputs than 
an alternative aggregation procedure with s classes are that 
P(b.') = -. for b.' j = 1, ..., s' 
3 s J 
and 
s' > s. 
Given that the number of output symbols is s, and that a set of 
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r input symbols, is to be condensed down to s < r, the maximum 
average amount of information that can be provided about the inputs 
after aggregation, is log s. Equation 19 can be satisfied only if 
it is possible to aggregate input symbols such that all resulting 
output symbols are equally likely. It may not be technically 
possible to satisfy equation 19. 
An additional upper bound for H(B) can be derived. Substituting 
equation 17 into equation 10 yields 
(20) H(B) = H(A) - H(A|B). 
Since H(A|B) is nonnegative, H(A) provides an alternative upper 
bound on H(B), 
(21) H(B) ^  H(A). 
The maximum average amount of information about the original 
measurements that can be provided after aggregation, H(B), is less 
than or equal to the average amount of information obtained from 
knowing the original measurements, H(A). The equality in equation 
21 holds if, and only if, H(A|B) = 0. H(A|B) is equal to zero if, 
and only if, the conditional probabilities of the input symbol 
given the output symbol, P(a^|b^), are either 0 or 1 for all i and 
j. However, this condition can not be met if any aggregation 
occurs, i.e., if the number of output symbols, s, is less than the 
number of input symbols, r. Therefore, if aggregation occurs the 
average amount of uncertainty about the input symbol given the 
output symbol, H(A|B), is positive 
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(22) H(A1B) > 0 
and thus the inequality in expression 21 must always hold 
(23) H(B) < H(A). 
Combining the results from expressions 19 and 23 yields the 
following conditions for the maximum amount of information that an 
aggregation system can provide: 
(24) if log s < H(A) then 
H(B) = log s 
and 
(25) if H(A) < log s then 
H(B) < H(A). 
For a given input alphabet A and its probabilities, P(a^)'s, 
there may be more than one method of combining input symbols that 
results in the entropy of the resulting output, H(B), achieving the 
maximum value of log s. A situation of this type is illustrated in 
Figure 7. Two channel matrices are presented in Figure 7, and 
each matrix condenses the eight input symbols, a^, into four output 
symbols. The probabilities of the output symbols are all equal to 
1/4 for both matrices and thus H(B) = H(B') = log 4=2 bits. The 
objective of maximizing H(B) is satisfied by both matrix 1 and 
matrix 2. In this case the entropy of the resulting output is 
unable to distinguish between the two aggregation procedures. How^ 
ever, matrix 1 is a logical aggregation whereas matrix 2 is not. 
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P(b^ ) P(b. n 
.25 .25 .25 .25 .25 .25 .25 .25 
P(a^) 
^2 "i' '2' "3' 
.10 
^1 
1 0 0 0 1 0 0 0 
.15 ®2 1 0 0 0 0 1 0 0 
.25 
^3 
0 1 0 0 0 0 1 0 
.15 0 0 1 0 1 0 0 0 
.10 
^5 
0 0 1 0 0 1 0 0 
.10 
^6 0 0 0 1 
0 0 0 1 
.10 
^7 
0 0 0 1 0 0 0 1 
.05 
^8 
0 0 0 1 0 0 0 1 
Matrix 1 Matrix 2 
Figure 7. Two alternative aggregations for a given input distribution 
In this thesis an aggregation matrix is defined as a "logical 
aggregation matrix" if, and only if, for any column containing more 
than one 1 the I's are in adjacent rows such that no two I's in the 
column are separated by a zero. Matrix 1 satisfies this condition 
while matrix 2 does not. Columns 1 and 2 of matrix 2 do not combine 
adjacent a^'s, i.e., the I's in columns 1 and 2 are separated by 
zeros. Grading is supposed to sort a commodity into lots that are 
more homogeneous than the ungraded commodity. It has been suggested 
that an optimum grading system would minimize the within grade 
variation in the quality characteristic [70, p. 487], The a^ are 
defined such that the quantity of the quality characteristic per 
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unit of commodity increases as the subscript i increases in 
magnitude. Therefore, a system of grades or quality information 
reports that minimize within grade variation would be defined by a 
logical aggregation matrix. Logical aggregation occurs when the 
output messages are defined by lower and upper boundaries on the 
input messages, and these boundaries do not overlap. If the 
quality characteristic is measured in discrete units it may not be 
possible to aggregate the original measurements into a set of s 
output classes all with probabilities 1/s. For example, it may be 
that one of the original measurements occurs with a probability of 
.25 and the desired aggregation contains 5 classes. Since ,25 is 
greater than .20, it is not possible to combine the original 
measurements into 5 classes each with a probability of .20. However, 
the quantities of most quality characteristics in agricultural 
commodities are continuous, and thus the distribution of original 
measurements can be condensed into a set of classes to be reported 
with all classes containing equal proportions of the commodity. 
Relative information content 
Given that a logical aggregation matrix has been developed, or 
is in existence, a logical way to evaluate it is to compare the 
amount of information it provides with the maximum amount of 
information that could be provided about the original measurements. 
The relative information content of a set of messages is defined as 
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(26) Relative information _ Actual information content 
content Maximum possible information 
content 
[74, p. 56]. 
This relative information content is a measure of relative 
efficiency. In general, the actual information content of the output 
messages is I(A; B). In a deterministic channel, I(A; B) = H(B). 
Two possible measures for maximum possible information content exist. 
H(A), the entropy of the original measurements, is one measure of 
the maximum possible information content. When relative information 
is defined as 
(27) Relative information = ^ > 
it measures the relative efficiency of the aggregation (quality 
reporting) procedure with respect to transmission of information 
about the quality characteristic's original measurements. 
A second measure of maximum possible information content is 
log s, where s is the number of output classes. In this case, the 
relative information is 
(28) Relative information = . 
log s 
Equation 28 measures the relative efficiency of the aggregation 
procedure with respect to location of class boundaries, given the 
number of output classes. 
Given the distribution of original measurements on the quality 
characteristic, equation 27 is useful for evaluating the efficiency 
of alternative aggregation procedures with differing numbers of 
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output classes. It can also be used to compare alternative 
aggregation procedures that report the same number of classes but 
have different class boundaries. Equation 28 is useful for comparison 
purposes when evaluating alternative aggregation procedures that 
have the same number of classes. 
Information loss due to aggregation 
The equivocation of the input messages given the output message, 
H(A|B), is a measure of the amount of information lost due to 
aggregation. H(A|B) is a measure of the average amount of uncertainty 
that exists about the original measurement of the quality character­
istic given a message of the reported quality class. Examination of 
equation 9 allows us to identify the sources of information lost due 
to aggregation. The first two lines of equation 9 are repeated below 
s 
H(A|B) = Z P(b.)H(A|b.) 
j=l ] ^ 
'  1 P(aJb.)log 5^ . 
From the first line of equation 9, H(A(b^) is the amount of uncertainty 
as to the level of the original quality measurement, a^, given the 
reported class, b^ . Each of the s terms H(Ajb^.) j = 1 
measures the amount of information lost in the process of aggregating 
to that specific class b^. The average amount of information lost 
for the entire aggregation procedure is the weighted average of the 
amounts of information lost through each reported class, H(A[b.), weighted 
by the probabilities of the respective classes being reported, P(bj). 
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Information lost due to aggregation is equivalent to uncertainty 
created by aggregation. 
The effect of aggregation on specific users of the commodity can 
also be determined. If a given user of the commodity requires units 
of the commodity possessing a^ units of the quality characteristic, 
then log ^ 7—.  is the amount of uncertainty created for that user 
r(.a^| Dj ; 
by aggregation when message b^ is received. Without aggregation of 
the original measurements, the commodity user can identify the desired 
units of commodity without error. The amount of information gained 
from learning that a unit of commodity possesses a^ units of the 
quality characteristic, is log • If the original measurements 
are not reported but instead are aggregated, then upon receipt of the 
message that the commodity is of class b^, the probability that the 
commodity possesses a^ units of the quality characteristic is P(a^]b^). 
The information gained from knowing that the commodity is of class b. 
P(a^|b ) ^ 
is log • However, if a^ had been reported, the information 
gained would have been log ^ • The loss of information from 
receiving b^ instead of is then 
1 P(a |b ) 
(29) log - log = log 
P(a.) P(a.) P(a.|bj) 
Log p(a jb.) ^ Iso Is a measure of the amount of additional information 
the user of the commodity needs to identify the units he desires when 
he knows that the commodity is of the reported class, b^, which 
includes units of the commodity of the desired description, a^. 
This same technique can be used to analyze alternative aggregation 
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procedures and their informativeness for various users of the 
commodity. The effects of changing aggregation boundaries and the 
number of reported classes can be analyzed with respect to the amount 
of information received by various users of the quality reports. 
Quality Reporting Based on a Surrogate Characteristic 
The quality characteristic about which users of a commodity 
desire information may not be directly observable at the time the 
information is desired, e.g., consumers of beef steak may desire 
information about the tenderness, flavor and juiciness of the steak 
prior to purchase, however, these characteristics cannot be directly 
observed until final consumption of the steak. In such a situation 
any quality information system must be based on measurements of a 
surrogate characteristic (or characteristics) which are either 
reported directly or aggregated into a grade message or some other 
form of quality report. 
Consider the situation where a single surrogate characteristic 
is to be measured and the actual measurements of the surrogate are 
to be reported. In this case the problem is to choose the best 
surrogate characteristic. The best surrogate characteristic is the 
one that provides the most information about the quality 
characteristic. 
The concept of an information channel can be used to analyze 
the problem of choosing a surrogate characteristic. The quality 
characteristic on which information is desired is interpreted as 
the input source. A, and the measurements of the surrogate 
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characteristic are the outputs, B, There are no a priori 
restrictions about the relative magnitudes of r, the number of input 
symbols, and s, the number of output symbols, i.e., r > s or r < s. 
The channel matrix of conditional probabilities P(b^|a^) is derived 
from an experiment where first the surrogate is measured and then 
the quality characteristic is measured. The marginal probability 
distributions on the quality characteristic, P(a^) i = 1, ..., r, 
and on the surrogate characteristic, P(bj) j = 1, ..., s, as well 
as the conditional probabilities, P(a^|b^) and P(bj|a^), and joint 
probabilities, P(a^, b^) are derived from the experiment results. 
The objective in choosing a surrogate characteristic for a 
quality information system is to provide desired information about 
a quality characteristic which can not be measured prior to quality 
reporting. A criterion for choosing one surrogate over another is 
to choose the surrogate that provides the maximum information about 
the quality characteristic. That is, choose the surrogate that 
maximizes I(A; B), the mutual information between the surrogate B 
and the quality characteristic A. This criterion is equivalent to 
choosing the surrogate that minimizes H(A.|B), the equivocation of 
the quality characteristic given the measurement on the surrogate, 
i.e., minimize the uncertainty about the quality characteristic 
given the surrogate measurement. 
An ideal surrogate is one that perfectly predicts the quality 
characteristic. That is, once the surrogate measurement is known, 
no uncertainty remains about the level of the quality characteristic. 
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i.e., H(A|B) = 0, It is of interest to examine the properties of 
the channel matrix for which knowledge of the outputs is sufficient 
to specify the inputs to the channel. 
If each column of the channel matrix contains one, and only one, 
nonzero element, the channel is called a noiseless channel [3, p. 111]. 
The channel matrix of a noiseless channel is illustrated in Figure 8, 
Outputs 
bi bg b^ b^ bg bg by 
*1 
'l/2 1/2 0 0 0 0 0 " 
Inputs ag 0 0 2/6 3/6 1/6 0 0 
®3 0 0 0 0 0 3/4 l/4_ 
Figure 8. A noiseless channel matrix, P(b.|a^) 
In a noiseless channel, when an output symbol is observed, the 
input symbol responsible for the observed output symbol is known 
with probability 1, i.e., the conditional probabilities P(a^|b.) are 
all either 0 or 1. In equation 9 the equivocation H(AjB) was 
written as 
s r 
H(A|B) = E P(b ) Z P(a |b )log | • 
j=l J i=l ^ J 
Since all of the terms in the inner summation are of the form 1 x log 
1 or 0 x log the inner summation is zero. Thus, for a noiseless 
channel 
(30) H(A|B) = 0. 
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A necessary condition, for a set of measurements on a surrogate 
characteristic to perfectly predict the quality characteristic, is 
that each measurement on the surrogate is associated with only one 
level of the quality characteristic. Any given level of the quality 
characteristic may be associated with more than one surrogate 
measurement, as illustrated in Figure 8. 
The choice of a surrogate is based on the objective of maximizing 
the mutual information between the surrogate and the quality character­
istic, I(A; B) . The mutual information between A and B was defined 
in equations 10 and 13 as 
(10) I(A; B) = H(A) - H(A|B) 
or 
(13) I(A; B) = H(B) - H(B|A). 
Since H(A) depends only upon the quality characteristic and not any 
surrogate, it can be considered a constant, and maximizing L(A; B) 
is equivalent to minimizing H(A|B). 
When evaluating alternative surrogate characteristics, they must 
be compared either on the basis of their mutual information with the 
quality characteristic I(A; B) or on the basis of the equivocation 
H(A|B). It is not possible to compare alternative surrogates on the 
basis of their entropies H(B), as was done with aggregation procedures, 
because there is no reason to expect the equivocation of the surrogate 
given the level of the quality characteristic, H(B|A), to be the same 
for all surrogates. The definition of I(A; B) , in equation 13 depends 
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upon H(B) and H(B|A), both of which one expects to vary from surrogate 
to surrogate. 
Aggregation of Surrogate Measurements 
Now, consider the case where the quality information system is 
based on measurements of a surrogate characteristic and these measure­
ments are aggregated into the final quality reports. This type of 
information system includes two information channels. The first channel 
describes the relationship between the quality characteristic and the 
surrogate characteristic, and the second channel describes the 
relationship between the measurements of the surrogate characteristic 
and the aggregated quality report. Let A represent the set of r 
input messages, a^, i = 1, r, sent from the quality character­
istic and B represent the set of s output messages, b^, j =1, ,,,, s, 
received from measurement of the surrogate characteristic. B is also 
the set of input messages sent to the aggregation channel. Let C 
represent the set of t quality reports (output messages), Cj^, 
k = 1, ..., t, received from the aggregation channel. An information 
system consisting of two channels where the output of the first channel 
provides the input for the second channel is called the cascade of 
two channels [3, p. 113]. The cascade of two channels is illustrated 
in Figure 9. 
Channel 1 in Figure 9 is the channel representing the relation­
ship between the quality characteristic and the surrogate character­
istic. It has the same properties when It is included in a cascade 
as when it is considered alone, as in the previous section. Channel 2 
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in Figure 9 is the channel representing the aggregation procedure. 
It has the same properties as an aggregation channel for direct 
measurements on the quality characteristic. 
Channel 1 
P(b |a^) 
Channel 2 
P(cjb.) 
Figure 9. The cascade of two channels 
The aggregation channel, channel 2, is a deterministic channel. 
When the second channel in a cascade is a deterministic channel, the 
cascade is called a reduced channel. A reduced channel is the 
channel that results from adding together two or more columns of an 
original channel. Abramson [3, p. 119] defines channel reduction as; 
Consider a channel with r inputs and s outputs 
described by a channel matrix P. 
P = 
^11 ^12 
P21 P 22 
Pli Pl,i+1 
P2i P2,i+1 
Is 
2s 
. Prl r2 Pri Pr,i+1 rs 
We define a new channel with r inputs and s-1 outputs 
by adding together any two columns of P. We call the 
channel matrix of the new channel P^. 
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Pll Pl2 Pli'*T'l,i+l ^Is 
P' = P21 P22 P2i'^ 2,i+1 • P2s 
.Prl Pr2 Pri''^ r,i+1 ^rs. 
The new channel P' is called an elementary 
reduction of P. We may repeat this process a number 
of times, forming an elementary reduction of P', etc. 
The end product of more than one elementary reduction 
will be called simply a reduction of the original P. 
The aggregation channel combines some b.'s to form a c, , i.e., 
J K 
the aggregation channel adds together some of the measurements of 
the surrogate, and thus some of the columns of the channel producing 
the measurements of the surrogate are added together. The result 
of the cascade of a channel producing measurements of a surrogate 
with an aggregation channel is a reduced channel. A reduced channel 
is illustrated in Figure 10. 
1 
1 
1 
1 
1 
A 1 .  Channel 1 B . Channel 2 1 c 
1 
1 
1 
1 
1 
J 
T 
— Reduced channel 
Figure 10. A reduced channel 
The dashed box in Figure 10 denotes a reduced channel because a 
reduced channel can be represented by one set of probabilities 
expressing the relationship between the input alphabet A and the 
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output alphabet C, i.e., the reduced channel can be represented by a 
s 
set of probabilities P(c, |a.) where P(c, [a ) = Z P(c, jb )P(b ja.). 
j =2 ^ J J ^ 
Given that the surrogate measurements, b^'s, are not reported 
but only the aggregated measurements, c^/s, are reported, the 
objective when defining the aggregation procedure, P(c, |b,)'s, is to 
K ] 
maximize I(A; C), the mutual information between the quality 
characteristic, A, and the reported messages, C. An equivalent 
objective is to minimize H(A|C), the uncertainty with respect to the 
quality characteristic given the reported message. Note, that the 
objective of the aggregation procedure is not to maximize I(B; C), 
the mutual information between the quality reports and the surrogate 
measurements, the inputs to the aggregation procedure. The purpose 
of the entire quality information system is to provide information 
about the quality characteristic. 
Given that the objective of aggregating surrogate measurements 
is to maximize I(A; C) or minimize H(A|C), it is of interest to 
examine the properties of I(A; C) and H(A|C) for a reduced channel. 
For cascaded channels, which includes reduced channels, the 
following relationships exist; 
(31) H(A|C) I H(A|B) 
and 
(32) I(A; C) < I(A; B). 
A reduction of a channel reduces the mutual information of the inputs 
and outputs, or at best leaves the mutual information unchanged. 
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Thus, the maximum amount of information that an aggregation of 
surrogate measurements can provide about a quality characteristic is 
the amount of information that would be provided if- the surrogate 
measurements were reported directly. Abramson [3, p. 115] proves that 
the necessary and sufficient condition for equality to hold in 
expressions 31 and 32 is 
(33) P(A_|BJ) = P(A^LCJ^) 
for all i, j, and k satisfying P(b., c.) 4 0. Thus, the necessary 
J 
and sufficient conditions for a pair of surrogate measurements, b^ 
and bg, to be combined to form a quality report, c^, without a loss 
of information are 
(34) P(a^|b^) = P(a^jc^) = P(a^|b2) for all i. 
This is equivalent to 
(35) P(a_|b^) = P^a^jbg) for all i. 
Two surrogate measurements, b^ and b^, may be combined without 
loss of information if, and only if, the conditional probabilities 
P(a^|b^) and P(a^[b2) are identical for all i. The conditional 
probabilities, P(a_|bj), depend upon the a priori probabilities of 
the input symbols, P(a^). Abramson uses Bayes' theorem to rewrite 
equation 35 in terms of the conditional probabilities of the channel 
matrix, P(bj|a^). The result is a condition that does not depend 
upon the a priori probabilities, P(a^), and still specifies when a 
channel can be reduced without loss of information. The condition is 
I 
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(36) P(b^|a_) = constant x PCbgla^) for all i. 
Equation 36 states that two columns of P(b^|a^) are linearly dependent. 
If a channel matrix satisfies equation 36, the two columns 
satisfying equation 36 may be combined and there will be no loss of 
information. That is, for any set of probabilities over the input 
alphabet, P(a), the mutual information of the original channel and 
the reduced channel will be identical. Abramson [3, p, 122] calls 
a reduced channel with this property a sufficient reduction. 
A channel satisfying equation 36 is illustrated in Figure 11, 
and a sufficient reduction of the original channel is illustrated in 
Figure 12. 
"i 
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2/20 5/20 8/20 4/20 
Figure 11. A hypothetical channel, P(b^|a^) 
A sufficient reduction of the channel illustrated in Figure 11 
can be achieved by two elementary reductions. One elementary 
reduction is accomplished by combining the first two columns of the 
channel, and the other elementary reduction is accomplished by 
combining the last two columns. 
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Figure 12. A sufficient reduction of the channel in 
Figure 11, P(Cj^la^) 
Equation 36 is particularly important for problems requiring 
aggregation of surrogate measurements because it specifies the 
necessary condition that allows aggregation without loss of 
information. Furthermore, whenever equation 36 is satisfied by a 
pair of columns in a channel matrix, there is no advantage to not 
aggregating the two columns. For the sake of simplicity, they 
should be combined because no information is lost by combining 
them. When equation 36 is satisfied by any two columns in a 
channel matrix, they can be combined without a loss of information, 
i.e., the condition specified by equation 36 is not limited to 
comparing and combining columns with adjacent subscripts. 
Aggregation of surrogate characteristic measurements may be 
required beyond the point of a sufficient reduction of the original 
channel matrix. This further aggregation will result in a loss of 
information, i.e., I(A; C) < I(A; B) and H(A|C) > H(A|B) if two 
columns not satisfying equation 36 are combined. When quality 
characteristics are directly measured and the characteristic 
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measurements are aggregated into quality reports the equivocation of 
the characteristic given the reports is interpreted as the loss of 
information due to aggregation. IVhen a surrogate is used, the amount 
of information about the quality characteristic available prior to 
aggregation is I(A; B) instead of H(A) and the amount of information 
provided by the final quality reports is I(A; C). Thus the loss in 
information due to aggregation of a surrogate is defined by 
equation 37 
(37) Loss of information 
from aggregating a 
surrogate = I(A; B) - I(A; C) 
= [H(A) - H(A|B] - [H(A) - H(A|C)] 
= H(A|C) - H(A|B) 
The first line of equation 37 calculates the loss of information by 
the reduction in information provided by going from surrogate 
measurements to quality reports. The last line of equation 37 
calculates the loss of information from the increase in uncertainty 
that results from going from surrogate measurements to quality 
reports. Given that a loss of information is a necessary result 
of aggregation, the aggregation procedure should be devised in a 
manner that minimizes the loss of information. Suppose C^, Cg, ...» 
are alternative aggregation rules. The one of these rules that 
minimizes loss of information from aggregating a surrogate is 
determined from H(A|C^) - H(A|B). 
Surrogate characteristics can be classified as noiseless or 
noisy. A noiseless surrogate is an ideal surrogate in the sense that 
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it perfectly predicts the desired characteristics. Recall that a 
noiseless channel has been defined as a channel matrix where each 
column contains one, and only one, nonzero element. The sufficient 
reduction of the channel matrix, representing the relationship 
between the quality characteristic and a noiseless surrogate 
characteristic, is an identity matrix of rank r, where r is the 
number of levels of the quality characteristic. This is illustrated 
by examining the example of a noiseless channel matrix that was 
presented in Figure 8. Four elementary reductions are required to 
reduce the channel in Figure 8 to its sufficient reduction. The 
condition specified by equation 36 is satisfied by three sets of 
columns. Columns one and two can be combined, as can columns three, 
four and five (two elementary reductions are used to combine three 
columns), and finally, columns six and seven can be combined. The 
result of these reductions is the identity matrix of rank 3, This 
result further illustrates why a noiseless surrogate might be called 
an ideal surrogate. The outputs of the sufficiently reduced matrix 
correspond to the inputs on a one-to-one basis, and the probability 
of an output being reported is identical to the probability of 
occurrence of its corresponding input. 
Once a noiseless channel has been reduced to its sufficient 
reduction, the effects of further aggregation are identical to the 
effects of aggregating direct measurements on the quality character­
istic, because of the one-to-one correspondence of the sufficiently 
reduced surrogate measurements and the levels of the quality 
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characteristic. Thus, for a noiseless surrogate, the reduced 
surrogate measures should be aggregated such that H(C), the entropy 
of the final quality reports, is maximized. Maximizing H(C) is 
equivalent to maximizing I(A; C), the mutual information between the 
quality reports and the desired characteristic. 
If a surrogate is not noiseless, it is noisy. A noisy channel 
is defined as a channel matrix which possesses at least one column 
which contains more than one nonzero element. Thus more than one 
level of the quality characteristic can result in some common 
measurement of the surrogate characteristic. Given that the channel 
matrix representing the surrogate characteristics is noisy, 
maximizing H(C), the entropy of the quality reports, is equivalent 
to maximizing I(B; C), the mutual information between the quality 
reports and the surrogate characteristic. Consider the channel 
matrix of a hypothetical surrogate characteristic presented in 
Figure 13. 
Assume that the probabilities of occurrence of the alternative 
levels of the quality characteristic A, are given by the following 
vector of probabilities, P(A), P(A) = [.10, .20, .40, ,20, .10]. Then 
the vector of output probabilities, P(B), associated with the channel 
matrix is P(B) = [.015, .10, .155, .09, .31, .215, .10, .015], where 
P(b ) = Z P(a )P(b. [a.). 
Î J ^ 
Assume that the measurements of the surrogate characteristics 
are to be aggregated into three output messages, c^ k = 1, 2, 3. The 
question to be answered is: how should the eight b^ be combined to 
form three c, ? 
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^2 H ^5 ^6 ^7 00
 
^1 ".15 .70 .15 0 0 0 0 0 
^2 0 .15 .70 .15 0 0 0 0 
^3 0 0 0 .15 .70 .15 0 0 
^4 0 0 0 0 .15 .70 .15 0 
*5 0 0 0 0 0 .15 .70 .15 
Figure 13. The channel matrix of a hypothetical 
surrogate characteristic 
The channel illustrated in Figure 13 is a noisy channel. Further­
more, no pair of columns satisfy the condition of equation 36, there­
fore, any combining of columns will result in a loss of information. 
The aggregation should be done such that I(A; C) is maximized. For a 
noisy surrogate, I(A; C) will not necessarily be maximized by 
maximizing H(C) as is the case when aggregating either a noiseless 
surrogate or direct measurements. This is illustrated by considering 
the two aggregation matrices presented in Figure 14. 
Both of the aggregation matrices presented in Figure 14, condense 
the eight surrogate measurements into three final outputs. Aggregation 
matrix I combines surrogate measurements b^, b^ and b^ to form c^; b^ 
and bg to form Cg; and bg, by and bg to form c^. Aggregation matrix II 
combines b^, b^, b^ and b^ to form Cj^';and b^, b^ and bg to form 
The column b^ is Cg'. 
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^1 
1 0 0 1 0 0 
^2 1 0 
0 
^2 1 
0 0 
^3 
1 0 0 
^3 
1 0 0 
0 1 0 1 0 0 
S 0 1 0 S 
0 1 0 
^6 0 0 1 ^6 
0 0 1 
0 0 1 0 0 1 
^8 
0 0 1 
^8 
0 0 1 
Aggregation matrix I: C Aggregation matrix II; C 
Figure 14. Two alternative aggregation matrices 
Given the channel matrix for the surrogate measurements of 
Figure 13 and the probability vector, P(A), for the quality character­
istic, entropies, equivocations and mutual informations for the 
various sets of messages can be calculated. Various information 
measures for the cascaded channels represented by Figures 13 and 14 
are presented in Table 4. 
The amount of uncertainty about the level of the quality 
characteristic without any quality infonnation system is H(A), 2.122 
bits. The measurements on the surrogate characteristic provide 1.395 
bits, I(A; B), of information about the quality characteristic so 
that the uncertainty about the quality characteristic given the 
surrogate measurements is .727 bits, H(A|B). The amount of 
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Table 4. Information measures for two cascaded channels 
Information 
measure 
Quantity 
(in bits) 
H (A) 
H(B) 
H(C) = KB; C) 
H(C') = ((B; C) 
H (A B) 
H (A C) 
H (A C) 
I(A; B) 
I(A; C) 
I(A; CO 
2.122 
2.577 
1.567 
1.583 
.727 
1.043 
1.134 
1.395 
1.079 
.988 
uncertainty about the quality characteristic when the surrogate 
measurements are aggregated by aggregation matrix I is 1.043 bits, 
H(A|C), and the aggregated reports provide 1.079 bits, I(A; C), of 
information about the quality characteristic. Even though the entropy 
of aggregation matrix II, H(C'), is greater than the entropy of 
aggregation matrix I, H(C), use of aggregation matrix II results in 
final quality reports that are less informative about the quality 
characteristic. When aggregation matrix II is used, the final 
quality reports provide .988 bits, I(A; C), of information about 
the quality characteristic, and the uncertainty about the quality 
characteristic is 1.134 bits, H(A|C'). Since the aggregation channels 
are deterministic channels, the entropies of the resulting outputs 
are equal to the mutual information between the surrogate measure­
ments and the final reports, i.e., H(C) = I(B; C) and H(C') = 
KB; C). 
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Equation 26 can be used to calculate various relative information 
contents for the cascaded channels represented by the surrogate of 
Figure 13 and the aggregation matrices of Figure 14, Relative 
information contents that can be used to evaluate the efficiency of 
the quality information channels represented by the cascaded channels 
are presented in Table 5. The relative efficiency of the surrogate 
characteristic is .66, I(A; B)/H(A). Given that the surrogate B is 
to be aggregated, the maximum amount of information that the final 
reports can provide about the characteristic A is I(A; B) instead of 
H(A). Given that surrogate B is aggregated, the relative efficiency 
of aggregation matrix I in providing information about characteristic 
A is .77, I(A; C)/I(A; B). Similarly, the relative efficiency of 
aggregation matrix II is .71, I(A; C')/I(A; B) . The relative 
efficiency of the entire system when aggregation matrix I is used is 
.51, I(A; C)/H(A), and when aggregation matrix II is used the system's 
relative efficiency is .47, I(A; C')/H(A). 
Table 5. Relative information contents 
Measure Relative efficiency 
I(A; B)/H(A) . 66 
I(A; C)/I(A; B) .77 
I(A; C')/I(A; B) .71 
I (A; C)/H(A) .51 
I (A; C')/H(A) .47 
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Up to this point the choice of a surrogate characteristic has 
been considered for the situation where the measurements on the 
surrogate characteristic are reported, and aggregation of the measure­
ments on a previously chosen surrogate characteristic has been 
considered. The situation requiring the joint choice of a surrogate 
characteristic and an aggregation procedure will now be considered. 
The simultaneous choice of a surrogate characteristic and an 
aggregation procedure is the same as the choice of a reduced channel. 
Recall that a reduced channel was illustrated in Figure 10. The 
choice of a reduced channel can be thought of as the choice of a 
quality information system when the quality information system 
consists of reporting aggregates of measurements on a surrogate 
characteristic. The best quality information system, in terms of 
information content, is the one that provides the maximum information 
about the quality characteristic. Thus, the criterion for choosing 
a reduced channel is to choose the reduced channel that maximizes 
I(A; C), the mutual information between the final quality reports, 
C, and the desired characteristic, A. 
The need to consider the total effect of the reduced channel is 
illustrated by the following situation. It is possible to conceive 
of the existence of a surrogate characteristic described by a noisy 
channel matrix, where various subsets of columns of the channel 
matrix satisfy the condition specified by equation 36 such that the 
number of columns, in the sufficient reduction of the noisy channel, 
is equal to the number of classes required to be reported after 
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aggregation. In this case no loss of information occurs when the 
noisy channel is aggregated to its sufficient reduction, A surrogate 
characteristic with a channel matrix possessing the above character­
istics and a mutual information, I(A; B), less than 1.395 bits and 
greater than 1.079 bits would provide more information about the 
quality characteristic than the final aggregates of the surrogate 
characteristic described by the channel matrix illustrated in 
Figure 13. 
When surrogate measurements are to be aggregated, the choice of 
surrogate and aggregation procedure should be based on the amount of 
information the final quality reports provide about the quality 
characteristic, i.e., maximize the mutual information between the 
quality reports and the quality characteristic, I(A; C). However, a 
preliminary evaluation of alternative surrogates can be made on the 
basis of the mutual information between the surrogate and the quality 
characteristic, I(A; B). The amount of information provided by the 
final quality reports, I(A; C), is going to be less than or equal to 
the amount of information provided by the surrogate, I(A; B), i.e., 
I(A; C) £ I(A; B), c.f. equation 32. I(A; B) will be at its maximum 
possible value for a noiseless surrogate, i.e., I(A; B) = H(A). For 
noisy surrogates, an evaluation based on I(A; B) should be preliminary 
because there may exist a surrogate that satisfies the condition of 
equation 36 so that some measurements can be aggregated without a 
loss of information. 
Furthermore, no consideration has been given to the costs of obtain­
ing the measurements on the alternative surrogate characteristics. 
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Errors in Measurement 
An additional problem that might be encountered in the develop­
ment of a quality information system is that the quality character­
istic can not be measured without error. This situation is similar 
to the situation where the quality information system is based on a 
surrogate characteristic. 
The measurement process produces the outputs, b^. When errors 
in measurement occur, measurement on a unit of commodity containing 
a^ units of the quality characteristic produces an observation 
bj = ay + e where e denotes the measurement error. If errors in 
measurement do not occur, of course, b^ = a^. Thus, a given measure­
ment bj can occur from measurement of more than one level of the 
quality characteristic, a^, and the column producing the output b^ 
contains more than one nonzero element. A channel with more than one 
nonzero element in any column is a noisy channel. If the channel 
matrix is not noisy, i.e., if it is noiseless, the reported measure­
ments give total information about the true values of the quality 
characteristic, and this contradicts the notion of errors in 
measurement. Thus, the similarity between errors in measurement and 
surrogate characteristics is limited to those situations where the 
surrogate characteristic is described by a noisy channel matrix. 
The results of the preceding discussion on noisy surrogate 
characteristics can be directly applied to characteristics measured 
with error. 
If the channel matrix representing the relationship between 
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'true values' of the quality characteristic and the measurements 
with error is to be quantified, the 'true values' must be observable 
at some time. Errors in measurement might occur because the 
quantity of the quality characteristic per unit of commodity is 
predicted prior to actual observation. In this case the errors in 
measurement are really errors in prediction. Another situation 
where errors in measurement exist and can be measured is when the 
true values can only be determined by an expensive measurement 
procedure and a less costly method of measurement is used. 
Quality Reporting of More Than One Characteristic 
It is likely that a commodity will possess more than one 
quality characteristic about which information is desired by the 
commodity's users. For example, corn contains at least four 
quality characteristics that users consider important (percent 
moisture, test weight per bushel, percent broken com and foreign 
materials, and percent total damage). 
The analysis of quality reporting systems based on one quality 
characteristic can be extended to handle multiple quality character­
istics. The concept of a channel matrix is no longer directly 
applicable because it is two dimensional and the input alphabet is 
assumed to be a mutually exclusive and exhaustive set. Let X, Y 
and Z represent measurements on three quality characteristics. Let 
P(X), P(Y) and P(Z) represent the probability distributions on the 
three quality characteristics. 
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The joint entropy of the three characteristics, H(X, Y, Z), is 
defined as 
(38) H(X, Y, Z) = ZZZ P(x y . z )log ^ ^ 
ijk ^ ^ f^=i' V 
where P(x,, y , z.) is the probability of the joint event x., y, and 
^ J K 1 3 
z^. The joint entropy, H(X, Y, Z) is a measure of the amount of 
information gained from a message that tells the quantities of the 
three quality characteristics in a unit of commodity. Alternatively, 
H(X, Y, Z) is a measure of the amount of uncertainty about the 
quality characteristics that exists in the absence of a quality 
information system. 
The joint probability, P(x., y., z,) can be written as 
1 j K 
(39) P(x^, yy z^) = P(%_)P(yj|x^)P(z^Jx_, y^) 
where : 
P(X_) is the marginal probability of x^, 
P(y^lx^) is the conditional probability of y^ given x^ and 
P(ZklXi, y^) is the conditional probability of z^ given the 
joint event (x^, y^). 
Substituting the right hand side of equation 39 for 
P(x., y. , z, ) in the term log r r of equation 38 yields 
1 J K r^x^, Dj, c^^ 
(40) H(X, Ï. Z) . zzr P(K.. y.. z,)lcg 
Equation 40 can be rewritten as 
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(41) H(X, Y, Z) = EEZ P(x^, , z^)log 
ijk 
+ ZZZ P(x , y , z,)log ^ 
Ijk i-'r P(y.|x,) 
+ ÎEJ PCX;, y,, 2%)!°% p(: |x , ) 
ijk " - k'^i' 
= H(X) + H(y|x) + H(Z|X, Y). 
Thus, the joint entropy of three characteristics, H(X, Y, Z) is equal 
to the sum of one entropy, H(X), and two average conditional entropies, 
H(Y|X) and H(z|x, Y). H(Y|X) is the average amount of uncertainty 
that exists about the second characteristic, Y, when the level of the 
first characteristic, X, is known. Similarly H(z|x, Y) is the 
average amount of uncertainty that exists about the third character­
istic, Z, when the levels of the first two characteristics are known. 
If the distributions of the three characteristics are 
stochastically independent, the conditional probability distributions 
of the characteristics are equal to the marginal probability distri­
butions, i.e., P(y.|x.) = P(y.) for all i and j and P(z, |y,, x.) = J 1 J K 3 1 
P(Zj^ly^) = P(z^|x^) = P(z^) for all i, j and k. Thus, when the 
characteristics are stochastically independent, equation 41 can be 
written as 
(42) H(X, Y, Z) = H(X) + H(Y) + H(Z). 
The joint entropy can be calculated for as many variables as 
desired. The extension of equations 41 and 42 for more than three 
variables is straight forward. 
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Given a set of quality characteristics about which information 
is desired, the joint entropy of those characteristics is a measure 
of the maximum amount of information that any quality reporting 
system can provide about those characteristics. The joint entropy 
of a set of characteristics assigns equal weights to all character­
istics. That is, a unit of information about characteristic X is 
equal to a unit of information about characteristic Y or any other 
characteristic. 
Assuming that a unit of information about a quality characteristic 
is of equal value for all characteristics, equations 41 and 42 can be 
used to analyze alternative quality information systems. If the 
quality characteristics are measured directly and the measurements are 
reported, then the objective of a quality reporting system should be 
to maximize the joint entropy of the reported characteristics. When 
there is a limit on the number of quality characteristics that can 
be reported, equations 41 and 42 give some insight into how to select 
the characteristics to be reported. If the characteristics are 
stochastically independent, characteristics should be ranked according 
to their entropies, where the characteristic with the largest entropy 
would be ranked first. When the distributions of the desired 
characteristics are not stochastically independent, the joint 
entropy of the selected characteristics will be maximized if the 
characteristics are chosen such that each item on the right-hand side 
of equation 40 is maximized in turn. An iterative procedure can be 
used. First, choose the characteristic with the greatest entropy. 
81 
i.e., choose X such that H(X) is maximized. Second, condition all 
of the remaining possible characteristics on the chosen characteristic, 
then choose the characteristic with the greatest equivocation i.e., 
choose Y such that H(Y|X) is maximized. Proceed to condition the 
set of remaining characteristics on the set of chosen characteristics 
and at each step add the characteristic with the greatest equivocation 
(average conditional entropy). 
Quality information systems based on multiple quality character­
istics are subject to the same types of constraints as quality 
information systems based on a single quality characteristic, i.e., 
aggregation of measurements, use of surrogate characteristics, errors 
in measurement and various combinations of these constraints. The 
objective of a quality information system should be to maximize the 
amount of information provided about the quality characteristics 
given the constraints. This objective is equivalent to maximizing 
the mutual information between the set of quality characteristics 
and the set of quality reports resulting from a quality information 
system designed subject to a set of constraints. 
Letting Q represent the set of quality characteristics and R 
represent the set of quality reports, the mutual information between 
the quality characteristics and the quality reports can be written as 
(43) I(Q; R) = H(Q) - H(Q(R). 
Equation 43 is in the same form as the two dimensional expressions 
used earlier in the discussion of quality information systems based 
on one quality characteristic and one constraint. It is possible to 
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convert a multiple quality characteristic problem into a univariate 
problem by defining the joint event x., y., z, as a new characteristic 
X . J  K .  
d. . This newly defined variable depends upon the original variables 
ijk 
and includes all of the interdependencies between the original 
variables. The conversion of a multivariate distribution to a 
univariate distribution makes it possible to apply the concept of a 
channel matrix to problems involving multiple quality characteristics. 
If the distributions of the quality characteristics are stochastically 
independent, each characteristic and the set of constraints can be 
analyzed by itself, as long as the quality information system devised 
in response to the constraints on one quality characteristic does not 
impose additional constraints on the quality information systems for 
some of the other quality characteristics. If the constraints on 
the quality information system for some characteristics are dependent 
upon the quality information system devised for some other character­
istic, it may be possible to ignore the interdependence by developing 
a multiple quality reporting system. For example, it may be that 
various classes of commodity's users desire information on distinctly 
different sets of quality characteristics. In this situation, it 
would be possible to develop a separate quality reporting system for 
each class of commodity users, and for practical purposes the inter­
dependencies in information content between the alternative quality 
reporting systems could be ignored. 
In conclusion, the analysis of quality information systems for 
commodities with multiple quality characteristics increases the 
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possibilities for interactions between the quality characteristics, 
measured characteristics and reported messages. The all important 
criterion for evaluating a quality information system is the amount 
of information that the final quality reports give about the quality 
characteristics. 
Up to this point, the discussion has included only discrete 
probability distributions. However, the same information concepts 
apply to continuous distributions. The density function of the 
continuous variable replaces the probabilities of the discrete 
variable. 
The entropy of the continuous distribution of a variable Y with 
density function f(y) is 
Erdman suggests that most agricultural products have a quality 
distribution that is approximately normal [17, p. 15]. Therefore, 
2 
consider the normal distribution with mean y and variance a 
Application to Continuous Distributions 
(44) H(Y) = / f (y)log dy 
f(y)log f(y) dy. 
y y 
(45) f(y) = —-— e 
— /n_ ^ a y 
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The natural logarithm of this density function is 
r- 1 (y -
(46) In f (y) = - In cr - y ^— • 
Substituting 46 into 44, the entropy of the variable Y is 
(47) H(Y) = In a ^ j f(y)dy + ^ ^  j (y - u )^ f(y)dy 
2a y 
. ,2 
= In a 4—^ 
y 2 , 2  
y 
= -^ In 2ir a 2 + i In e 
2 y 2 
1 2 
IT In 2ire a nats. 2 y 
The entropy (in nats) of a normal distribution with mean and 
2 
variance a is a linear function of the logarithm of the variance; 
1 12 
*2 In 2ire is the constant term of this linear function and In is 
the part that is linear to the logarithm of the variance. Because 
the entropy of a normally distributed continuous variable is a 
function of the variable's variance, the entropy of the variable is 
dependent upon the units in which the variable is measured. This is 
an important difference between continuous and discrete entropies. 
Furthermore, the entropy of a continuous distribution can be 
negative. The unit of measurement sets an arbitrary zero 
corresponding to a uniform distribution over a unit volume. A 
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distribution which is more confined than this has less entropy and 
its entropy will be negative [53, p. 58]. For a normally distributed 
continuous variable the zero entropy corresponds to a standard 
deviation of approximately .242 units (l//2T7e). This has some 
intuitive appeal when the unit of measurement is 'decision relevant' 
because approximately 96% of the population values will be in the 
interval y + .5 unit = y + 2.066 standard deviations, where y is the 
mean of the distribution. A change in the scale of measurement for 
a normally distributed variable that doubles the standard deviation 
increases the entropy by 1 bit, i.e., if X and Y are normally 
distributed with standard deviations a and a respectively such that 
X y 
0^ = 2o , then H(X) = H(Y) + 1 bit. 
If two continuous variables possess a joint probability 
distribution, their joint entropy, the mutual information between the 
two variables, and the equivocations of the two variables can be 
calculated. If X and Y are two continuous variables with a joint 
probability density f(x, y), the joint entropy of the two variables is 
ÇCO ^00 
(48) H(X, Y)= -j J f(x, y)log f(x, y) dxdy. 
The entropy of each of the two variables, x and y is defined by 
substituting the marginal density function, f (x) or f(y), of the 
respective variable in equation 44. 
The equivocation of X given Y is 
.CO 
(49) H(X[Y)= -J ] f(x, y)log f(x|y) dxdy 
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where f(x|y) is the conditional density function of X given Y. The 
equivocation of Y given X is defined by equation 49 when the x's and 
y's are interchanged. 
The mutual information between the two variables, I(X; Y), can 
be computed from the marginal entropies and equivocations or from 
the marginal entropies and the joint entropy because of its 
definition 
(50) I(X; Y) = H(X) - H(X|Y) 
= H(Y) - H(Y|X) 
= H(X) + H(Y) - H(X, Y). 
Alternatively, I(X; Y) is 
(51) I(X; Y) = I I f(x, y)log f d x d y .  
Equation 51 is equivalent to the last line of equation 50, 
Let X and Y have the bivariate normal distribution.^ That is 
(52) f(x, y) = ^ / e [ 
2-n CT^a^/l-p 2(l-p ) 
2 
a 
X 
- z p I l A  L I A  
y - u, 
" ] 
a y 
-00 < X < -00 < y < 00 where a , C T , u , y , p  are constants such 
y X X y 
that -l< p < l : 0 < a : 0 < c r ; - » < u  <  - œ  <  n  < o o .  
' y ' X X y 
•^A discussion of the properties of the bivariate normal distribu­
tion and the multivariate normal distribution can be found in 
Chapter 9 of Mood and Graybill [43]. 
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To calculate the joint entropy, H(X, Y), for the bivariate 
normal distribution write the natural logarithm of the density 
function as the sum of two parts : 
(53) In f(x, y) = - In 2t7 a a /l-p^ ^ « 
^ 2(l-p^) 
X - p 
X 
-  2 p  
X - y - \ 
"y 
^12 
'y I 
Thus, the joint entropy is the sum of 
r~2 R F" (54a) In 2Tr /l-p j j f(x, y) dxdy 
= In 2Tr a a /l-p'' 
X y 
and 
1 ? ? 9 9 
= *2 In (2n) a (l-p ) 
• 00 -CO 
(54b) ^ j j (x - y f(x, y) dxdy 
2(1—p ) -00 —<» 
- j j (x - v^)(y - U )f(x, y) dxdy 
X y —00 —00 
1 r°° r 2 
—2 •' J (y " fCx, y) dxdy] 
0 —OO —00 ^ 
y 
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2 
a 
2 
i r ii. 
2 2 
2(1 - p^) a o X y a y 
—^ [2 - 2p^] = 1 = In e 
2(1 - pn 
Combining the two parts of equation 54 yields 
(55) H(X, Y) = Y In (2Tre)^ ^(1 - P^). 
When X and Y have the bivariate normal density given in equation 
2 
52, the marginal density of X is normal with mean and variance . 
2 
The marginal density of Y is normal with mean and variance . 
Since the marginal densities of X and Y are normal, the result of 
equation 47 can be used to determine the marginal entropies. Thus, 
marginal entropy of Y, H(Y) and the joint entropy of X and Y, H(X, Y) , 
because rearranging terms in equation 15 yields 
(56) H(X) = "I In 27re oj-
and 
H(Y) = F IN 2TRE O 
The equivocation of X given Y, H(X(Y), can be computed from the 
(57) H(X|Y) = H(X, Y) - H(Y). 
Substituting equations 55 and 56 into 57 yields 
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(58) H(X|Y) = Y In (2me)^ - p^) - y In 2ire 
= Y In 2- ï ïe  a^^(l -  p^).  
Alternatively, H(X[Y) can be determined by evaluating equation 49. 
Given that X and Y have the bivariate normal density given in 
equation 52, the conditional density of X, given Y = y, is normal 
2 2 
with mean + (pcf^ /a^)  (y  - Uy) and variance (1 - p ). The 
conditional density of Y, given X = x, is normal with mean + 
2 2 (pa^/ff^)(x - and variance (1 - p ). Equation 49 can be 
evaluated in the same manner as equation 47 was evaluated for the 
marginal entropy and equation 48 was evaluated for the joint 
entropy. The result when equation 49 is evaluated is identical to 
that given in equation 58. The equivocation of Y given X is 
(59) H(Y|X) = I In 2Tre 0^(1 - p^) . 
The mutual information, I(X; Y), between two variables that have 
the bivariate normal density, can be evaluated by substituting the 
appropriate results from equations 55, 56, 58 and 59 into equation 50. 
Thus, 
(60) I(X; Y) = H(X) - H(X|Y) 
Y  In  2ir e  - y l n  2ire  o ^ ^ ( l  -  p~ )  
- Y In (1 - p^) 
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The same result is obtained for I(X; Y) by substituting into either 
one of the remaining two expressions for I(X; Y) given in equation 50. 
Now consider the multivariate normal distribution. Let (y^, 
y^, y^) be a p-dimensional random variable which is designated 
as elements of a vector Y by 
(61) f 
U\ 
Y 
Y is called a random p x 1 vector. The random vector Y is distributed 
as the p-variate normal if the joint density of y^, yg y^ is 
(62) f(Y) = f(y , y_, ..., y ) = e ^ ''^(Y-y)'V~^(Y - y) 
1 ^ P (2w)P/^ 
i = 1, 2, ..., p 
where 
(a) V is a positive definite symmetric matrix of variances 
and covariances v^ 
(b) y is a p x 1 vector of means y^. 
The following theorems and corollary from Mood and Graybill [43] 
will be of use in developing information measures for variables 
distributed as the multivariate normal. 
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Theorem 1. Let Y be distributed as the p-variate normal with 
density given by equation 62. Then the marginal density of y^ 
is normal with mean and variance v^^. 
Corollary 1. Let the p x 1 random vector Y be normal with 
density given by equation 62. Let Y^ be the first k components 
of Y, let be the first k components of y, and let V be 
partitioned as follows: 
/v. 
\ 
V = 11 
V 12 
r 21 22 7 
where is k x k. Then Y^ is distributed as the k-variate 
normal with density. 
V-
Theorem 2. Let the p x 1 vector Y be distributed as the 
p-variate normal with mean y and covariance matrix V, and 
let these be partitioned as follows 
Y = R = 
/ \ 
^1 
U„ 
V = 11 
V, 21 
V 12 
V, 2 2 ,  
where 
/h\ 
* 
\ ' 
Wi 
u. 
\"k/ 
V is k X k, and the sizes of the other matrices and vectors 
* * 
are determined. The conditional distribution of Y- , given Y„ , 
* ^ ^ 
is the k-variate normal with mean 
^22 ^  (^2 ~ ^2^ covariance matrix ^ il~^21' 
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Given a set of measurements on p characteristics represented by 
the p X 1 vector Y, where the vector Y is distributed as the p-variate 
normal with mean y and covariance matrix V, all information measures 
can be calculated from the covariance matrix V. The joint entropy 
of the p variables is 
(63) H(Y) = I" In (2ne)P|v| nats 
where |v| is the determinant of the covariance matrix V [53, p. 57], 
If the vector Y and the covariance matrix V are partitioned as in 
* 
Theorems 1 and 2 the mutual information between the vectors Y^ and 
Yg* is 
(64) I(Y *; Y *) = Y In I 
|v| 
wh e r e  | V |  ,  | [  and [ |  are t h e  d e t e r m i n a n t s  o f  t h e  c o v a r i a n c e  
matrices of Y, Y^ and Y^ respectively [3, p. 140], The equivocation 
of Y^ given Y^ is 
(65) H(Y^*iY2*) = Y In (2Tre)^ 
where j V,, „I is the determinant of the covariance matrix of the 
11*2' 
* * 
conditional distribution of Y^ given Y^ as defined in Theorem 2. 
If Y is a 2x1 vector distributed as the bivariate normal, equations 
63, 64 and 65 are equivalent to equations 55, 60 and 58 respectively. 
* 
In the special case where Y is partitioned such that Y^ contains 
* 
one variable (k=l) and Y^ contains p-1 variables, equation 64 is 
equivalent to 
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* * 1 1 (66) I( Y .  ;  Y ,  )  = y l n  ^  
^ ~ *1.23...p 
2 
where R, __ is the coefficient of multiple determination for a 
••p 
* * 1 
multiple linear regression that regresses Y^ on Y^ . Thus, 
maximizing the mutual information between the set of independent 
* * 
variables, Y^ , and the dependent variable, Y^ is equivalent to 
2 
maximizing R . In the development of a quality information system, 
such a situation might arise when selecting a set of surrogate 
characteristics to predict an individual quality characteristic. 
The mutual information between sets of variables, equation 64, 
is related to Anderson's likelihood ratio criterion for testing the 
null hypothesis that the two sets of variables are independent 
[4, p. 239]. For a large sample, 
V, 
I ^111 (67) 2m I(Y^; Y^) = m In 221 = _ m in 
IViil V22I 
2 is distributed as % with f degrees of freedom. General expressions 
for calculating m and f are 
3 3 3 
P - Pi - P? 
(68a) m = n - 3/2 = 2 2 2. 
3(p - p^ - Pg ) 
(68b) f = (p2 - p^ 2 _ 
where n is the number of observations in the sample, p is the rank 
of the matrix V, p^ is the rank of and p^ is the rank of Vgg. 
^See Anderson [4, p. 87] for a proof. 
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The application of the preceding theorems about the multivariate 
normal distribution and the results on a univariate normal distribution 
will be illustrated by reconsidering the amount of information 
provided by specified-order grading of com. Early in this chapter, 
the application of some information theory concepts was illustrated 
by application to some discrete data on fall producer-delivered com. 
The same source of data will be used now to illustrate the application 
of information theory to continuous data. 
The means, standard deviations, and variances of the com 
quality characteristics are presented in Table 6. 
Table 6. Means, standard deviations and variances for fall 
producer-delivered corn& 
Code 
letter 
Quality 
characteristic Mean 
Std. 
dev. Variance 
M Moisture, % 19.2 2.1 4.41 
W Test weight/bushel/lbs. 54.8 1-8 3.24 
B Broken com and foreign 
material, % 1.2 0.9 0.81 
D Damaged kernels 0.8 0.8 0.64 
^Source; [40, p. 91]. 
The covariance matrix for the four quality characteristics is 
presented in Table 8. It was derived from the standard deviations 
in Table 6 and the correlation matrix in Table 7. 
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Table 7. Correlation matrix^ 
Code 
letter M W B 
W -.61 
B —.04 —.08 
D -.11 -.21 -.16 
^Source: [40, Appendix, p. 119], 
Table 8. Covariance matrix for fall producer-delivered com 
Code 
letter M W B D 
M 4.41 -2.31 -.08 -.18 
W -2.31 3.24 -.13 -.34 
B -.08 -.13 .81 .12 
D -.18 -.34 .12 .64 
The variance terms (diagonal elements) of the covariance matrix 
came directly from Table 6. The covariance terms (off diagonal 
elements) were calculated as follows : 
(69) 0^. = Pi.p.c. 
where cr„ is the covariance of characteristics i and j, is the 
correlation coefficient for characteristics i and j, and and are 
the standard deviations of characteristics i and j respectively. 
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Selected measures of information for fall producer-delivered 
corn are presented in Table 9. 
Table 9. Selected measures of information for fall producer-delivered 
corn 
Information 
measure 
Quantity of information 
(in nats) (in bits) 
H(M) 2.16 3.12 
H(W) 2.01 2.90 
H(B) 1.31 1.89 
H(D) 1.20 1.73 
H(W|M) 1.77 2.55 
H(BIM, W) 1.30 1.88 
H(D|M, W, B) 1.10 1.59 
H(M, W, B, D) 6.33 9.13 
I(W; M) .23 .33 
I(D; M, W, B) .10 .14 
To calculate the information values in Table 9 ,  it was assumed 
that the four com quality characteristics are distributed as a 
4-variate normal distribution with covariance matrix V, given by 
Table 8. Information quantities are presented in both nats and bits. 
The information units were calculated in nats and then converted to 
bits by multiplying the number of nats by • The nat is 
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computationally more convenient to calculate and is the unit of 
information that resulted from the derivation of information measures 
for normal distributions. The bit has more intuitive appeal as a 
unit of information. Also, information units in bits permits 
comparison with the earlier results using discrete distributions. 
The following two rules were used to calculate the covariance 
matrices for various marginal distributions and conditional distri­
butions from the covariance matrix V. 
Rule 1. To find the covariance matrix of the marginal 
* 
distribution of = (y^, —, y^), cross out the last 
p-k rows and columns of V. The resulting matrix is the 
covariance matrix of the random variable (y^^ ..., y^). If 
other than the first k are involved, permute the elements 
in Y until the desired random variables are the first k, 
and proceed as above. 
Rule 2. To find the covariance matrix of the condi­
tional distribution of Y^*, given Yg*, compute ^ 2^2^22^21* 
Then the covariance matrix of the conditional distribution 
of Y^*, given Yg*, is the matrix ~ ~ ^ 12^22^21' 
The entropies of the individual quality characteristics, H(M), H(W) , 
H(B) and H(D), were calculated by using rule 1 to determine the 
variance and then calculating equation 47. 
The equivocation of test weight given moisture, H(W[M) was 
calculated by using rule 2 to determine the conditional variance of 
test weight, given moisture, and then calculating equation 65. The 
same procedure was used to calculate H(B|M, W) and H(D|M, W, B). 
The joint entropy of the four characteristics was calculated by 
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substituting the appropriate values into the following equation 
H(M, W, B, D) = H(M) + H(W|M) + W) + H(D|M, W, B) . 
The mutual information between test weight and moisture, I(W; M), 
was calculated by using equation 60 and the correlation coefficient 
between W and M from Table 7. 
The mutual information between damage and the joint distribution 
of the other three characteristics, I(D; M, W, B) was calculated by 
use of equation 64. 
The entropies of various methods of reporting corn quality 
characteristics are given in Table 10. All four entropies were 
calculated from data on 263 samples of fall producer-delivered com. 
The information contents (entropies) for U.S. numerical grades and 
numerical-grade specified-order reporting were calculated from the 
data in Table 2. The information content for the two methods of 
specified-order reporting were calculated using techniques for 
continuous data and based on the assumption that the com character­
istics are described by a 4-variate normal distribution with the 
covariance matrix V given in Table 8 when the measurements are in 
pounds and percent. The information contents in Table 10 are 
interpreted as the average amounts of information expected to be 
gained from the respective type of quality message that reports the 
quality of a lot of com, given that the com is a sample from a corn 
population described by the data and assumptions used in calculating 
the entropy. 
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Table 10. Information contents for some alternative methods of 
reporting corn quality^ 
Method 
of 
reporting 
Information content Required 
number 
of classes (in bits) (in nats) 
U.S. numerical grades 1.74^ 1.21^ 4 
Numerical-grade 
specified-order reporting 
Discrete 
NID assumed 
4.30^'C 
4.49*^' 
2.98^'^ 20 
Specified-order reporting 
using lbs. and percent 
4-var. N assumed 
NID assumed 
6.33^ 561 
Specified-order reporting 
using 1/10 lbs and 1/10 
percent 22.42^ 15.54^ 5,609,657 
^The entropies were calculated using different assumptions 
about the distribution of com quality characteristics. Each entropy 
was calculated using concepts and techniques at a particular point 
in the chapter to illustrate the application of those concepts and 
techniques. 
^Calculated from data in Table 2. 
^Characteristics assumed to be independently distributed. 
'^Calculated from data in Table 8. 
The amount of information expected from specified-order reporting 
of the corn quality characteristics is approximately 9.1 bits of 
information, when the units of reporting are rounded to pounds per 
bushel for test weight and to a whole percent for the other three 
characteristics. When the units of reporting are tenths-of-a-pound 
100 
and tenths-of'-a-percent, specified-order reporting provides 
approximately 22.4 bits of information, an increase of 13,3 bits due 
to the increase in the variances caused by changing the units of 
measurement. Numerical grades specified-order reporting provides 
approximately 4.3 bits of information, whereas, U.S. numerical grade 
reporting provides approximately 1.7 bits of information. 
The differences in the quantities of information are estimates 
of the amounts of information lost due to aggregating data from one 
method of reporting to another. Each aggregation procedure reported 
in Table 10 has the effect of eliminating over one-half of the 
information available prior to the aggregation. 
A grading scheme has been defined as a mutually exclusive and 
exhaustive set of grade classes. Given that a quality characteristic 
has a continuous distribution, the question arises: "how many grade 
classes are required to provide the amount of information provided 
by direct measurement?" Given the entropy of a continuous quality 
characteristic, denoted H(Q) nats, the antilogarithm of this 
entropy, e^^^\ can be interpreted as the minimum number of classes 
required in a grading scheme that provides approximately H(Q) nats 
of information about the quality characteristic. Recall that the 
entropy of a discrete distribution with s classes is at its maximum 
value when the discrete distribution is a uniform distribution, i,e., 
the entropy of a uniform discrete distribution S with s classes is 
H(S) = log s bits = In s nats. Since it is impossible for a discrete 
distribution with less than s classes to have an entropy of In s nats. 
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the antilogarithm of In s can be interpreted as the minimum number of 
classes in. a discrete distribution with an entropy of In s nats, 
i.e., s = e^^ Given the entropy of a distribution (continuous or 
discrete), the antilogarithm of that entropy can be interpreted as 
the number of classes in a uniform discrete distribution with the 
same entropy. Since a discrete distribution cannot have a fraction 
of a class, the antilogarithm rounded to the next largest integer 
is interpreted as the minimum number of classes in a discrete 
distribution with an identical entropy. 
For each of the four methods of reporting corn quality in 
Table 10, the column labelled 'required number of classes' contains 
the minimum number of classes in a discrete univariate reporting 
system with an identical entropy. U.S. numerical grade reporting 
with six possible grades that can be reported, provides approximately 
1.7 bits of information. A grading scheme with four classes could 
provide the same amount of information. For the given distribution 
of com quality characteristics, specified-order reporting of 
characteristic measurements of 1 pound and 1 percent provides 9.13 
bits of information. To provide 9.13 bits of information, a grading 
9.13 
scheme would need to have 561 equally likely classes, (2 ' = 561). 
For a grading system to provide the same information as specified-
order reporting with measurements of 1/10 pound and 1/10 percent, 
the required number of classes jumps to 5,609,657. 
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CHAPTER III. APPLICATION TO BEEF GRADES; 
DATA AND PROCEDURES 
The analysis is an application of the information theory measures 
and concepts from Chapter II to an evaluation of beef grading schemes 
and measures of various characteristics of beef cattle and beef 
carcasses. This chapter consists of descriptions of: (1) the 
grading schemes relevant to the data used in the analysis, (2) data 
requirements, (3) the data used, and (4) the analysis procedures. 
Description of Beef Grades 
Two sets of carcass beef grades and three sets of live animal 
grades are included in the analysis. The five sets of grades are: 
(1) carcass beef quality grades, (2) carcass beef yield grades, (3) 
slaughter cattle quality grades, (4) slaughter cattle yield grades, 
and (5) feeder cattle grades. 
Carcass beef quality grades 
The carcass beef quality grades [61] are based on separate 
evaluations of two factors: (1) the quality of the lean, and (2) the 
conformation of the carcass.^ The term "quality" refers to the 
Carcass beef quality grade standards were changed in 1976 and 
conformation was removed from the grade definition. The data that are 
used in this thesis are based on the 1965 grades. Therefore, this 
description relates to the grade standards in effect prior to the 
1976 change. The standards and definitions of feeder calf grades, 
slaughter steer quality grades, slaughter steer yield grades and 
carcass yield grades were not changed in 1976. The descriptions 
(presented in this chapter) of these four grading schemes are 
relevant to the current grade standards. 
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palatability - indicating characteristics of the lean. 
Quality of the lean is determined by considering the degree of 
marbling in the lean and the firmness of the lean in relation to the 
maturity of the animal producing the carcass. The maturity of the 
carcass is determined by evaluating the size, shape and ossification 
of the bones and cartilages, and the color and texture of the lean. 
In progressively more mature carcasses, the texture of the lean 
becomes progressively coarser and the color becomes progressively 
darker. Generally, increases in maturity are associated with decreases 
in tenderness and palatability. Marbling is generally considered to 
be positively associated with palatability. Marbling requirements for 
a given grade increase with maturity. 
The conformation requirements for the various grades are 
described in terms of (1) thickness of muscling, or (2) an overall 
degree of fullness and thickness of the carcass. A carcass may 
qualify for a grade if it meets either of these requirements. It is 
not required to meet both. 
"The final quality grade of a carcass is based on a composite 
evaluation of its conformation and quality" [61]. 
Carcass beef yield grades 
The U.S.D.A. yield grade standards [64] provide for five cut-
ability groupings (yield grades) that identify carcasses according to 
cutability due to differences in expected yields of closely-trimmed, 
boneless, retail cuts from the carcass. 
Variation in yield of retail cuts is primarily accounted for by 
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(1) the amount of fat that must be trimmed, and (2) the thickness and 
fullness of the muscling. Yield grade is based on an evaluation of 
four factors: (1) amount of external fat, (2) amount of kidney, 
pelvic, and heart fat, (3) area of ribeye muscle, and (4) carcass 
weight. The yield grade is calculated by the following equation: 
Y.G. = 2.50 + 2.50X, + 0.20X_ - 0.32X. + 0.0038X, 
1 3 4 
where Y.G. = yield grade 
X^ = inches of back fat thickness 
X^ = percent kidney, pelvic, and heart fat 
X^ = square inch of ribeye area 
X^ = pound of hot carcass weight. 
The result is expressed as a whole number (any fraction part is 
dropped). There are five yield grades, yield grade 1 through yield 
grade 5. 
Slaughter cattle quality grades 
Slaughter cattle quality grades are intended to predict the 
quality grades of carcasses produced from the live animals. 
"Slaughter cattle quality grades are based on a composite 
evaluation of conformation and factors related to the palatability 
of the lean, herein referred to as 'quality'.... Conformation refers 
to general body proportions of the animal and to the ratio of muscle 
to bone" [63]. Quality evaluation is based primarily on the amount 
and distribution of finish, firmness and fullness of muscling, and 
maturity. 
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Slaughter cattle yield grades 
Slaughter cattle yield grades are intended to predict the yield 
grades of carcasses produced from the live animals. The factors used 
to establish yield grades for slaughter cattle are identical to those 
used for carcass beef yield grades. These factors cannot be directly 
measured in the live animal. They can be estimated and the yield 
grade calculated by equation, but "... a more practical method of 
appraising slaughter cattle for yield grade is to use only two factors 
normally considered in evaluating live cattle muscling and fatness. 
In the latter approach, ... evaluation of the thickness and full­
ness of muscling in relation to skeletal size accounts for the effects 
of two of the factors - area of ribeye, and carcass weight. By the 
same token, an appraisal of the degree of external fatness largely 
accounts for the effects of thickness of fat over the ribeye and the 
percentage of kidney, pelvic, and heart fat" [63]. 
Feeder cattle grades 
Grades of feeder cattle are related to slaughter cattle quality 
grades in that the primary characteristics considered are the feeder 
animals' potential slaughter grade. The feeder grade is intended to 
predict the carcass conformation grade when the conformation and 
quality grades are equal. Conformation is a key to slaughter 
potential. According to the U.S.D.A. grade descriptions "... conforma­
tion or inherent muscular development is the most important single 
factor affecting the grade of a feeder animal ... conformation is 
determined by appraising the development of the muscular system in 
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relation to development of the skeletal system" [62]. 
Thriftiness is another factor that may affect feeder grade. 
"Thriftiness refers to the ability of a feeder animal to gain weight 
and fatten rapidly and efficiently" [62]. Shape-for-age and alert­
ness are indicators of thriftiness. Thriftiness influences the feeder 
grade only when the animal is less thrifty than normal. 
Data Requirements 
Application of the information theory measures presented in 
Chapter II requires data describing the joint probability distribution 
of the variables to be studied. If the variables are continuous and 
have a multivariate normal distribution, the variance covariance 
matrix for the variables is sufficient to calculate the information 
measures. An analysis of beef grades and beef qualities requires 
data on live animal characteristics, carcass characteristics and 
grades. 
Data 
The data to be analyzed consist of secondary data from three 
studies [14], [13], [7] of beef cattle characteristics conducted by 
the U.S. Meat Animal Research Center and Kansas State University.^ 
In the first study (hereafter called Study I), Grouse et al. [14] 
Not all of the data necessary for an application of the 
Information theory procedures are published in [13] and [14]. 
Dr. John D. Grouse of the U.S.D.A. Meat Animal Research Center at 
Clay Center Nebraska provided the data that are described in this 
chapter for Studies I and II. 
107 
studied feeder calf characteristics and subsequent growth and carcass 
characteristics. In the second study (hereafter called Study II), 
Grouse, Dikeman, and Allen [13] studied live-animal traits of slaughter 
steers, and carcass composition and quality characteristics. In the 
third study (hereafter called Study III) , Campion, Grouse, and 
Dikeman [7] studied the relationships between carcass characteristics 
and meat palatability. All three studies used steers produced by 
mating Hereford, Angus, Jersey, South Devon, Charlais, Limousin and 
Simmental bulls to Hereford and Angus cows. In each study the steers 
were slaughtered in three groups. The steers in studies I and II were 
slaughtered after 215, 243, and 271 days on feed. In study III the 
steers were slaughtered after approximately 212, 247, and 279 days on 
feed. Correlation and regression procedures were used to analyze the 
data in all three studies. The three sets of data will now be 
described. 
Study 2 
Study I [14] consists of data from 449 feeder calves and their 
carcasses on a total of forty variables : sixteen feeder calf 
characteristics, twenty-three carcass characteristics and one post-
weaning growth characteristic. Fourteen of the feeder calf 
characteristics were determined by visual observations. The feeder 
calf characteristics, a code for each variable, and the methods of 
scoring follow. 
U.S.D.A. feeder grades, F9, [62] were scored to a third of a 
grade on a 15-point scale with low utility = 1, low choice = 10, 
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average choice = 11, high choice = 12, and high prime = 15. In most 
cases the U.S.D.A. feeder grade is based on degree of muscling and 
is intended to predict the carcass conformation grade when the 
conformation and quality grades are equal. 
Disposition, Fl, was scored on a 3-point scale with gentle = 1, 
active = 2, and wild = 3. 
Hair coat, F8, was scored on a 3-point scale with long =1, 
medium =2, and short = 3. The remaining eleven characteristics, 
determined by visual observation, were scored on a 10-point scale. 
Condition, F2, was scored from extremely thin = 1 to extremely 
fat = 10 (with extremely fat > 0.4 inch, 1.0 cm, fat over the ribeye 
at the 12th rib). 
Overall muscling, F3, was scored in relation to skeletal size 
with extremely thick = 1 and extremely thin = 10. 
Length of rump, F4, was an evaluation of length from hooks 
to pins in relation to body length with extremely long = 1 and 
extremely short = 10. 
Size of bone, F5, was scored with extremely heavy = 1 and 
extremely fine = 10. 
Width between hind legs, F6, was scored with extremely wide = 1 
and extremely narrow = 10. 
Growth potential, F7, was scored with extremely good = 1 and 
extremely poor = 10. 
Muscling of round, FIO, was scored in relation to skeletal size 
with extremely thick = 1 and extremely thin = 10. 
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Length of body, Fll, was estimated length at maturity from 
first rib to aitch bone with extremely long bodied calves = 1 and 
extremely short bodied calves = 10. 
Depth of body, F12, was skeletal depth at the heart girth in 
relation to length with extremely deep = 1 and extremely 
shallow = 10. 
Height, F13, was estimated height at maturity with extremely 
tall = 1 and extremely short = 10. 
Trimness, F14, reflects the amount of loose skin on the throat, 
dewlap, brisket, belly, flank, and twist and was evaluated with 
extremely trim = 1 and extremely wasty = 10. 
Average daily gain from birth to weaning, F15, was measured 
in pounds per day. 
Weaning weight, F16, was objectively measured in pounds. 
The twenty-three carcass characteristics measured or observed 
include subjective evaluations of U.S.D.A. yield and quality grades 
and the factors affecting these two grades. Objective measures of 
quantities of retail trimmed cuts were made by cutting the right 
side of each carcass into retail cuts leaving no more than 0.8 cm 
fat cover. Dorsal and transverse spinous processes and rib bones 
were left in rib cuts. All other cuts were made entirely boneless. 
The carcass characteristics and methods of scoring follow. 
Retail product, actual, pounds, CFl, was the total pounds of 
retail cuts produced from cutting the right side of each carcass 
into retail cuts. 
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Fat trim, pounds, CF2, was total pounds of fat trim resulting 
from cutting the right side of the carcass into retail cuts. 
Bone, pounds, CF3, was the total pounds of bone resulting from 
cutting the right side of the carcass into retail cuts. 
Percentage actual cutability, CF4, is the total percentage of 
the weight of the right side of the carcass made up of the retail 
cuts from the round, loin, rib and chuck. 
Percentage actual retail product, CF5, is the total percentage 
of the weight of the right side of the carcass made up of the retail 
cuts from the entire side. 
Percentage fat trim, CF6, is the percentage of the weight of 
the side of the carcass that was fat trim. 
Percentage bone, CF7, is the percentage of the weight of the 
side that was bone. 
Percentage bone-in round, loin, rib, and chuck, CF8, is the 
percentage of the weight of the side made up by these four primal 
cuts. 
Percentage all roasts, CF9, is the percentage of the retail cuts 
that were roasts. 
Carcass conformation, CFIO, refers to an overall degree of 
thickness and fullness of the carcass and was scored to a third of 
a grade on a 15-point scale with low utility = 1, low choice = 10, 
average choice = 11, high choice =12, and high prime = 15, 
Muscling conformation, CFll, refers to thickness of the muscling 
and was scored on the same 15-point scale as carcass conformation. 
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Muscling score, CF12, was an evaluation of overall muscling in 
relation to skeletal size and was scored on a 10-point scale with 
extremely thick = 1 and extremely thin = 10. 
Marbling, CF13, refers to flecks of fat interspersed among 
muscle fibers of the lean. Marbling was scored to a third of a 
degree of marbling^ on a 27-point scale with small minus = 10, 
small average = 11 and small plus = 12. 
U.S.D.A. quality grade, CF14, is a composite evaluation of 
conformation and quality and was scored to a third of a grade on a 
15-point scale with low utility = 1, low choice = 10, average choice 
= 11, high choice = 12 and high prime = 15. 
Fat thickness, CF16, is an objective measurement of the fat 
thickness at the 12th rib measured to one-tenth of an inch. 
Adjusted fat thickness, CF17, is the fat thickness at the 12th 
rib adjusted for unusual fat deposition over the carcass. 
Ribeye area, CF18, is an objective measurement of the ribeye 
area at the 12th rib measured in square inches to one-tenth of a 
square inch. 
U.S.D.A. yield grades, CF19, were scored to one-tenth of a 
grade. 
U.S.D.A. quality grade definitions identify nine degrees of 
marbling. The marbling class names in order of increasing amounts of 
marbling are: practically devoid, traces, slight, small, modest, 
moderate, slightly abundant, moderately abundant, and abundant. A 
small degree of marbling is the minimum requirement for a choice 
quality grade carcass. 
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Slaughter weight, CF20, was the average of two weights obtained 
approximately 24 hours apart with the second weight 12 hours before 
slaughter. 
Percentage fat in lean trim, CF21, is an estimate of the 
percentage fat in the lean trim that results from cutting the side 
into retail cuts. 
Percentage adjusted cutability, CF22, is the percentage of the 
weight of the right side of the carcass made up of retail cuts from 
the round, loin, rib and chuck when the lean trim is adjusted to 
25 percent fat content. 
Percentage adjusted retail product, CF23, is the percentage of 
the weight of the right side of carcass made up of all retail cuts 
when the lean trim is adjusted to 25 percent fat content. 
The final variable in Study I is the growth variable, average 
daily feedlot gain, GFl, which is measured in pounds and is the 
average daily gain from weaning to slaughter. 
Means, standard deviations, and the code for the variables of 
Study I are presented in Table 11. 
Two correlation matrices for the above set of variables (Study I) 
are in the Appendix. Table A1 is the overall correlation matrix based on 
deviations from the unweighted means over all breeds of sire, 
breeds of dam and slaughter groups. Table A2 is the within 
correlation matrix calculated from residual deviations after removal 
of the effects of breeds of sire, breeds of dam and slaughter 
groups. 
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Table 11, Means and standard deviations for feeder calf character­
istics, carcass characteristics and growth characteristics. 
Study I ^  
Variable 
code Variable Mean 
S.D. 
overall" 
S.D. 
within 
Visual observations 
F1 Disposition 1.927 0.479 0.435 
F2 Condition 6.605 0.867 0.784 
F3 Overall muscling 3.538 1.117 0.801 
F4 Length of rump 5.070 0.548 0.500 
F5 Size of bone 5.111 1.096 0.703 
F6 Width between legs 5.744 1.406 1.184 
F7 Growth potential 4.742 1.333 1.038 
F8 Hair coat 2.400 0.405 0.382 
F9 Feeder grade 11.700 1.659 0.923 
FIO Muscling of round 3.426 1.250 0.763 
Fll Length of body 4.861 1.123 0.940 
F12 Depth of body 4.942 0.973 0.738 
F13 Height 5.100 1.195 1.045 
F14 Trimness 4.986 1.527 1.177 
F15 Ave. daily gain, lb. 
birth to weaning 1.870 0.268 0.252 
F16 Weaning weight, lb. 476.332 66.680 63.630 
^Source: Data provided by Dr. John D. Grouse, U.S.D.A. Meat 
Animal Research Center, Clay Center, Nebraska. 
= 449, Visual feeder calf characteristics are the mean of 
three appraisers. Subjective carcass measurements are a concensus 
of three appraisers. 
^Estimates are based on deviations from the unweighted means 
over all breeds of sire, breeds of dam and slaughter groups. 
^Estimates are based oh a pooled within breed of sire, breed 
of dam and slaughter group (42 subclasses) sum of squares and cross 
product matrix. 
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Table 11. Continued 
Variable S.D. S.D. 
code Variable Mean overall within 
Carcass data 
CFl Retail product, 
actual, lb. 
201.792 25.830 18.989 
CF2 Fat trim, lb. 70.129 16.881 13.278 
CF3 Bone, lb - 40.169 5.310 3.881 
CF4 Cutability, actual, % 52.002 3.017 2.070 
CF5 Retail product, 
actual, % 64.716 3.428 2.385 
CF6 Fat trim, % 22.371 4.229 2.895 
CF7 Bone, % 12.913 1.189 0.960 
CF8 Bone-in round, loin, 
rib and chuck, % 67.312 3.199 2.379 
CF9 All roast, % 34.758 2.142 1.412 
CFIO Carcass conformation 11.559 1.443 0.973 
CFll Muscling conformation 11.256 1.523 1.020 
CF12 Muscling score 3.895 1.225 0.871 
CF13 Marbling 13.147 3.711 3.303 
CF14 Quality grade, U.S.D.A. 10.323 1.230 1.117 
CF15 Carcass weight, lb. 647.285 78.145 64.155 
CF16 Fat thickness, in. 0.536 0.211 0.167 
CFl 7 Adjusted fat 
thickness, in. 0.525 0.180 0.137 
CF18 2 Ribeye area, in. 11.907 1.500 1.267 
CF19 Yield grade, U.S.D.A. 3.099 0.767 0.623 
CF20 Slaughter weight, lb. 1059.510 116.150 95.918 
CF21 Fat in lean trim, % 22.869 3.102 2.330 
CF22 Cutability, adjusted, % 52.416 3.765 2.515 
CF23 Retail product, 
adjusted, % 65.469 4.607 3.128 
•owth data 
GFl Ave. daily feedlot 
gain, lb. 2.437 0.295 0.253 
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Study II 
Study II consists of data from 452 slaughter steers on a total 
of 32 variables: fourteen slaughter steer characteristics that were 
determined by visual observation, final live weight, average daily 
feedlot gain and seventeen carcass characteristics. Sixteen of the 
carcass characteristics, final live weight and average daily feedlot 
gain were also included in Study I. These characteristics are 
identified by including their Study I codes after their Study II 
codes. 
The slaughter steer characteristics, a code for each variable, 
and the methods of scoring follow. 
U.S.D.A. steer quality grades, S9, were scored to a third of a 
grade on a 15-point scale with low choice = 10, average choice = 11 
and high choice = 12. 
Conformation scores, S8, were scored to a third of a grade on 
the same scale as quality grades. 
Steer yield grades, S5, were scored to one-tenth of a grade. 
Fat thickness, S2, was estimated at the 12th rib to one-tenth 
of an inch. 
Ribeye area, S3, was estimated at the 12th rib to one-tenth of 
a square inch. 
Percentage of kidney, pelvic and heart fat, S4, was estimated 
to one-tenth of a percent. 
The remaining eight slaughter steer characteristics determined 
by visual observation were scored on a 10-point scale with one and 
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ten representing the extremes. 
Muscling, SI, was scored in relation to skeletal size with 
extremely thick = 1 and extremely thin = 10. 
Length of rump, S6, was an evaluation of length of the hipbone 
from hooks to pins in relation to body length with extremely long = 1 
and extremely short = 10. 
Size of bone, S7, was scored with extremely heavy boned = 1 
and extremely fine boned = 10. 
Length of body, SIO, reflects length from the first rib to the 
aitch bone with extremely long = 1 and extremely short = 10. 
Depth of body, Sll, was the skeletal depth at the heart girth 
in relation to length with extremely deep = 1 and extremely 
shallow = 10. 
Height, 812, reflects height at the shoulder and was scored 
with extremely tall = 1 and extremely short = 10. 
Width, S13, is the width between the hind legs and was scored 
with extremely wide = 1 and extremely narrow = 10. 
Trimness, S14, was evaluated as the degree of fat deposition 
in the throat, dewlap, brisket, belly, flank and twist and was 
scored with extremely trim = 1 and extremely wasty = 10. 
The sixteen carcass characteristics measured or observed include 
fifteen characteristics that were also included in Study I. These 
fifteen characteristics and their codes for this study followed by 
their Study I codes in parentheses are: percentage cutability, CSl 
(CF4), percentage retail product, CS2 (CF5), percentage fat trim, 
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CS3 (CF6), percentage bone, CS4 (CF7), overall conformation, CS5 
(CFlO), muscling conformation, CS6 (CFll), marbling, CS7 (CF13), 
U.S.D.A. carcass quality grade, CS8 (CF14), hot carcass weight, 
CS9 (CF15), fat thickness, CSIO (CF16), adjusted fat thickness 
CSll (CF17), ribeye area, CS12 (CF18), carcass yield grade, CS14 
(CF19), percentage adjusted cutability, CS16 (CF22), and percentage 
adjusted retail product, CS17 (CF23). The definitions and methods 
of measurement for the preceding fifteen carcass characteristics 
are the same in Study II as they were in Study I. The final 
carcass characteristic is percentage kidney, pelvic and heart fat, 
CS13. Percentage kidney, pelvic and heart fat, CS13, is the 
percentage of carcass weight in kidney, pelvic and heart fat 
estimated to one-tenth of a percent. 
The final two characteristics measured are live slaughter 
weight, CS15 (CF20), and average daily gain weaning to slaughter, 
GSl (GFl). The definitions and methods of measurement for these 
two variables are the same as they were for Study I. 
Means, standard deviations, and a code for the variables of 
Study II are presented in Table 12. 
Two correlation matrices for the above set of variables 
(Study II) are in the Appendix. Table A3 is the overall correlation 
matrix based on deviations from the unweighted means over all breeds 
of sire, breeds of dam and slaughter groups. Table A4 is the within 
correlation matrix based on residual deviations after removal of the 
effects of breeds of sire, breeds of dam and slaughter groups. 
118 
Table 12. Means and standard deviations for slaughter steer 
characteristics, carcass characteristics and growth 
characteristics. Study 11^ 
Variable ^ S.D. ^ S.D. ^  
code Variable Mean overall within 
Visual observations 
51 Muscling score 3.298 1.187 0.628 
52 Fat thickness 0.478 0.127 0.086 
53 Ribeye area 11.758 1.186 0.672 
54 Kidney, pelvic and 
heart fat, % 3.508 0.490 0,285 
55 Yield grade 3.068 0.550 0.360 
56 Length of rump 5.115 0.560 0.455 
57 Size of bone 5.391 1.246 0.568 
SB Conformation 12.219 1,285 0.688 
S9 Steer grade 10.561 0.951 0.680 
510 Length of body 4.660 1,141 0.838 
511 Depth of body 4.617 0.948 0.687 
512 Height 4.719 1.209 0,900 
513 Width 3.694 0,807 0.510 
514 Trimness 4.619 1.539 1.085 
Carcass data 
CSl Cutability, actual, % 51.996 3.012 2.063 
^Source: Data provided by Dr. John D. Grouse, U.S.D.A. Meat 
Animal Research Center, Clay Center, Nebraska. 
= 452, Visual slaughter steer characteristics are the means 
of three appraisers. Subjective carcass measurements are a concensus 
of three appraisers. 
'^Estimates are based on deviations from the unweighted means 
over all breeds of sire, breeds of dam and slaughter groups. 
Estimates are based on a pooled within breed of sire, breed 
of dam and slaughter group (42 subclasses) sum of squares and cross 
product matrix. 
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Table 12. Continued 
Variable 
code Variable Mean 
S.D. 
overall 
S.D. 
within 
CS2 
CS3 
CS4 
CS5 
CS6 
CS7 
CS8 
CS9 
CSIO 
CSll 
CS12 
CS13 
CS14 
CS15 
CS16 
CS17 
Growth 
GSl 
Retail product, 
actual, % 64.709 
Fat trim, % 22.376 
Bone, % 12.915 
Carcass conformation 11.562 
Muscling conformation 11.259 
Marbling 
Quality grade, 
U.S.D.A. 
Carcass weight, lb. 
Fat thickness, in. 
Adjusted fat 
thickness, in. 
2 
Ribeye area, in. 
Kidney, pelvic and 
heart fat, % 
Yield grade, 
U.S.D.A. 
Slaughter weight, 
lb. 
Cutability, 
adjusted, % 
Retail product, 
adjusted, % 
data 
Average daily 
feedlot gain, lb. 
13.157 
10.323 
647.378 
0.536 
0.525 
11.895 
3.414 
3.102 
1059.633 
52.409 
65.461 
2.437 
3.422 
4.221 
1.187 
1.440 
1.521 
3.690 
1.227 
78.442 
0.210 
0.180 
1.506 
0.997 
0.767 
116.549 
3.758 
4.596 
0.295 
2.377 
2.890 
0.962 
0.972 
1.020 
3.278 
1.115 
64.062 
0.167 
0.137 
1.271 
0.720 
0.621 
95.753 
2.507 
3.119 
0.252 
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Study III 
Study III consists of data on seventeen variables from 496 steer 
carcasses. Four of the carcass characteristics were also included in 
Studies I and II. The characteristics observed in Study III, a code 
for each variable, and the methods of scoring the characteristics 
follow. 
Adjusted fat thickness, CI (CF17 and CSll) is the fat measurement 
in centimeters taken over the longissimus muscle at the 12th rib, 
then adjusted for unusual fat deposition over the carcass. 
Days on feed, C2, is the number of days from weaning to slaughter. 
Conformation, C3 (CFIO and CS5) is carcass conformation and refers 
to an overall degree of thickness and fullness of the carcass. 
Conformation was scored to one-third of a grade on a 15-point scale 
with low choice = 10, average choice = 11 and high choice = 12. 
The three variables: skeletal maturity, C4, lean maturity, C5, 
and final maturity, C6, were subjectively estimated to one-third of a 
maturity level with 1 = youngest maturity within A maturity and 3 = 
oldest maturity within A maturity. All carcasses were of A maturity. 
Marbling, C7 (CF13 and CS7) was scored on a 27-point scale with 
small minus = 10, small average = 11 and small plus = 12. 
Percentage longissimus fat, C8, was determined by ether 
extraction by the Soxhlet method on the longissimus muscle from the 
12th rib steak after storage at -29®C. 
Color of lean, C9, was scored on a seven-point descriptive scale 
with lower values indicating brighter longissimus muscles. 
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Firmness of lean, CIO, was scored on a seven-point descriptive 
scale with lower values indicating finer textured longissimus 
muscles. 
Quality grade, C12 (CF14 and CS8) , is U.S.D.A. quality grade 
scored to one^third of a grade on a 15-point scale with low 
choice = 10, average choice = 11 and high choice = 12. 
The 10th and 11th rib steaks were frozen, later thawed overnight 
at 2-4°C, cooked at 177°C in a preheated rotary oven to an internal 
temperature of 66°C then cooled at room temperature for 30 minutes 
prior to core removal and taste panel evaluation. 
Wamer-Bratzler shear test scores, C13, were taken on six 
1.27 cm core from the 11th rib steak. Measurements are kilograms 
per square centimeter. 
A nine-point hedonic scale was used by six taste panel members 
in evaluating tenderness, C14, flavor, C15, juiciness, C16, and over­
all acceptability, C17, of cores taken from the 10th rib steak. A 
score of one was extremely undesirable, five was acceptable and nine 
was extremely desirable. 
Means, standard deviations and a code for the variables for 
Study III are presented in Table 13. ' 
Two correlation matrices for the above set of variables (Study III) 
are in the Appendix. Table A5 is the overall correlation matrix based 
on variation over all sire breeds, but within breeds of dam and year. 
Table A6 is the within correlation matrix based on residual deviations 
after removal of the effects of breeds of sire, breeds of dam and year. 
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Table 13. Means and standard deviations for certain quantitative, 
qualitative, and organoleptic traits of carcass beef. 
Study Ilia 
Variable S.D. S.D. j 
code Variable Mean^ overall pooled 
CI Adj. fat thickness (cm) 1.25 0.46 0.38 
C2 Days on feed 243.0 28.2 29.2 
C3 Conformation 11.4 1.4 1.0 
C4 Skeletal maturity 1.4 0.5 0.5 
C5 Lean maturity 1.6 0.6 0.6 
C6 Final maturity 1.4 0.5 0.5 
C7 Marbling 11.4 3.4 3.2 
C8 % Longissimus fat 5.4 2.2 2.0 
C9 Color lean 2.2 0.8 0.8 
CIO Firmness of lean 1.9 0.7 0.7 
Cll Texture of lean 2.1 0.7 0.7 
C12 Quality grade 9.6 1.3 1.3 
CIS W-B shear (kg/cm^) 2.5 0.6 0.5 
C14 TP tenderness 7.3 0.8 0.8 
C15 TP flavor 7.5 0.4 0.4 
C16 TP juiciness 7.1 0.6 0.6 
C17 TP acceptability 7.3 0.6 0.6 
^Source; [7]. 
= 496, Quality grade factors and final quality grade were 
determined by a concensus of three appraisers. 
"^Estimates are based on variation over all sires but pooled 
within years and breed of dam. 
"^Estimates are based on a pooled within breed of sire, years and 
breed of dam, sum of squares and cross products matrix. 
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Analysis Procedures 
Two categories of analyses are conducted. One category of 
analyses is concerned with an evaluation of grades and the factors 
that determine the grades. These analyses are referred to as 'grade 
determining analyses.' 
The other category of analyses, called 'quality predictive 
analyses,' is concerned with predicting quality characteristics 
(including grades). 
The term 'dependent variables' is used to identify the variables 
that are to be explained in the grade determining analyses and the 
characteristics that are to be predicted in the quality predictive 
analyses. 
The term 'independent variables' is used to identify the 
variables that are intended to explain or determine the grades in the 
grade determining analyses and the variables that are used to predict 
the dependent variables (quality characteristics) in the quality 
predictive analyses. 
Table 14 identifies the analyses that are conducted by source 
of data, types of variables in the sets of dependent and independent 
variables, and analysis category. 
Calculation of Information Measures 
Three types of information measures are calculated; entropies, 
mutual information values and equivocations. 
Assuming that the variables have a multivariate normal 
distribution, the information measures can be calculated from the 
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Table 14. Identification of analyses by data source, dependent 
variables, independent variables and analysis category 
Analysis^ 
Dependent 
variable(s) 
Independent 
variable(s) 
Analysis 
category 
I.A.I. Feeder grade Live feeder 
characteristics 
Grade 
determining 
I.A.2. Carcass grades Carcass 
characteristics 
Grade 
determining 
I.A.I. Carcass grades 
and carcass 
characteristics 
Feeder grade and 
live feeder 
characteristics 
Quality 
predictive 
I.B.2. Live slaughter 
weight and 
growth rate 
Feeder grade and 
live feeder 
characteristics 
Quality 
predictive 
I.C.I. Retail product Feeder grade and 
live feeder 
characteristics 
Quality 
predictive 
I.e.2. Retail product Carcass grades 
and carcass 
characteristics 
Quality 
predictive 
II.A.1. Slaughter 
cattle grades 
Live slaughter 
animal 
characteristics 
Grade 
determining 
II.A.2. Carcass grades Carcass 
characteristics 
Grade 
determining 
II.B. Carcass grades 
and carcass 
characteristics 
Slaughter cattle 
grades and live 
slaughter animal 
characteristics 
Quality 
predictive 
II.C.l. Retail product Slaughter cattle 
grades and live 
slaughter animal 
characteristics 
Quality 
predictive 
U.C.2. Retail product Carcass grades and 
carcass characteristics 
Quality 
predictive 
III.A. Carcass quality 
grade 
Carcass 
characteristics 
Grade 
determining 
III.B. Taste panel 
evaluations 
Carcass grades and 
carcass characteristics 
Quality 
predictive 
^The Roman numeral for each analysis identifies the data source, 
where I = Study I, II = Study II and III = Study III. 
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variance-covariance matrix using the procedures of Chapter II. The 
variance-covarlance matrices are constructed from the correlation 
matrices in the Appendix and the standard deviations for the variables. 
Entropies are calculated for individual dependent variables and 
for sets of independent variables. These entropies are interpreted 
as measures of the amount of uncertainty that exists about the 
variables in the absence of a quality information system or prior 
to receipt of information about the specified variables. These 
entropies are also interpreted as measures of the potential amounts 
of information that a quality information system could provide about 
the selected characteristics. Entropies of individual variables are 
calculated by using equation 47, and joint entropies of sets of 
characteristics are calculated by using equation 63. 
The mutual information between two variables (one independent 
variable and one dependent variable) is calculated by using equation 
60, and the mutual information between sets of variables is calculated 
by using equation 64. These mutual information values are interpreted 
as measures of the average amounts of information that observations 
of the set of independent variables provide about the set of 
dependent variables. 
The equivocation of a set of dependent variables given observa­
tions on a set of independent variables is calculated by using 
equation 65. The equivocations are interpreted as the average amounts 
of uncertainty about the dependent variables that remain given know!" 
edge of the independent variables. 
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Four additional measures are calculated from the information 
measures. The relative efficiency of the set of independent variables 
for providing information about the set of dependent variables is 
calculated by use of equation 27. The mutual information between the 
set of independent variables and the set of dependent variables is 
interpreted as the amount of information provided by the independent 
variables, and the entropy of the set of dependent variables is 
interpreted as the maximum possible amount of information that could 
be provided about the dependent variables.^ 
Anderson's likelihood ratio criterion is calculated from mutual 
information values by use of equation 67, The degrees of freedom for 
each likelihood ratio are calculated by use of equation 68b. 
Antilogarithms of entropies of dependent variables are calculated 
and interpreted as the minimum number of grade classes required for 
a grading scheme to provide an amount of information equivalent to 
the reported measures of the dependent variables. 
Selection of Variables 
It is impractical to calculate all possible information measures 
for the three sets of data, e.g., the number of equivocations that 
k-1 
can be calculated for a set of k variables is 2 A priori 
Because continuous distribution techniques are used, it is 
possible for the mutual information to be greater than the entropy. 
Thus, it is possible to obtain relative efficiency values that are 
greater than 1. This does not affect the usefulness of relative 
efficiencies for ranking sets of X's according to the amounts of 
information that they provide. 
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considerations are used to select the sets of variables that are 
analyzed. 
The descriptions and definitions of the grades identify the 
characteristics that are intended to determine the grades as well as 
the characteristics that the grades are intended to predict. 
For the grade determining analyses, the dependent variables are 
grades. The sets of independent variables include; (1) those 
characteristics that are intended to determine the grades, (2) those 
characteristics that previous research has indicated are important 
predictors of the characteristics that the grades are intended to 
predict, and (3) the set of all observed characteristics. 
For the quality predictive analyses, dependent variables 
(quality characteristics) that are analyzed include; carcass quality 
grade, carcass yield grade, carcass weight, slaughter weight, average 
daily feedlot gain, cutability and retail product measures, and 
taste panel evaluations. These quality characteristics influence 
the revenue and costs of the various firms in the cattle and beef 
industry, and are thus related to the economic well being of those 
firms. The exact set of variables of interest to a cattle feeder 
depends upon how the feeder plans to market the cattle, e.g., live-
animal basis, carcass basis or retail product basis. Slaughter 
plant managers are interested in some of the same characteristics, 
the exact set depending upon how the cattle are purchased and the 
resulting beef sold. Retail firm managers are interested in the 
quality of retail product, palatability, and percent cutability. 
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In general, the sets of independent variables used in the quality 
predictive analyses include: (1) the set of variables that are grade 
determining, (2) grade at a prior point in the marketing channel, 
(3) the set of variables that previous research has identified as 
important predictors of the quality characteristics (dependent 
variables), and (4) the set of all observed predictive variables. 
The analyses are conducted using both the overall and within 
sets of data for each of the three data sources. 
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CHAPTER IV. APPLICATION TO BEEF GRADES: 
RESULTS AND DISCUSSION 
This chapter contains the results of the analyses described in 
Chapter III: Data and Procedures. The results are presented in two 
sections. The first section contains results of the grade determining 
analyses, and the second section contains results of the quality 
predictive analyses. 
Grade Determining Analyses 
Five grading schemes were analyzed: (1) feeder calf grades, 
(2) slaughter steer quality grades, (3) slaughter steer yield grades, 
(4) carcass quality grades and (5) carcass yield grades. The 
analyses were conducted twice: once using the 'overall' data sets 
and once using the 'within' data sets.^ 
In all of the grade determining analyses, the set of dependent 
variables consists of only one variable (a grade variable). When 
the set of dependent variables contains only one variable, regression 
The overall data sets consist of the overall standard deviations 
in Tables 11, 12, and 13 and the corresponding overall correlation 
matrices in Appendix Tables Al, A3, and A5. The within data sets 
consist of the within standard deviations in Tables 11, 12, and 13 
and the corresponding within correlation matrices in Appendix Tables 
A2, A4, and A6. Throughout the remainder of this study, the word 
'overall' is used to refer to analyses of overall data sets and the 
results of those analyses; and the word 'within' is used to refer to 
analyses of within data sets and the results from those analyses. In 
addition, the term 'within characteristics' is used to refer to those 
characteristics that the data were pooled within to calculate the 
within standard deviations and within correlation matrices. 
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analysis and information theory analysis are alternative techniques 
that can be used to quantify the relationship between the dependent 
variable and the set of independent variables. There is a direct 
relationship between regression analysis and information theory 
analysis. The mutual information between the set of independent 
variables and the dependent variable is directly related to the 
2 
coefficient of determination, R , of the regression of the dependent 
variable upon the set of independent variables (cf. equation 66). 
Also, the equivocation of the dependent variable given the set of 
independent variables is directly related to the standard error of 
estimate of dependent variable, S.E., of the regression of the* 
dependent variable upon the set of independent variables. For each 
2 
analysis, the R and S.E. for the corresponding regression (i.e., the 
regression of the dependent variables) are calculated from the 
appropriate information measures.^ These summary statistics from 
regression analysis are provided as aids for interpreting and 
1 2 
The R is calculated from the mutual information as follows: 
^ T 1 
22[I(Y|X) bits] 
where: 
I(Y|x) bits = the mutual information, between the 
dependent variable Y and the set of independent variables 
X, in bits (cf. equation 66). 
The standard error of estimate of dependent variable, S.E., is 
the standard error of the deviations from the regression of the 
dependent variable upon the set of independent variables. The 
standard error of estimate of dependent variable, S.E., is calculated 
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understanding the magnitudes of the information measures. In 
addition, they illustrate the relationship between information 
theory analysis and regression analysis. 
Analyses of overall data 
The results from the analyses using overall data are presented 
in Table 15. Each row in Table 15 contains the results of an 
individual analysis. Table 15 consists of eleven columns. Reading 
from left to right, the first column is a cross reference to 
Table 14 identifying the analysis category. The second column 
identifies by code, the dependent variable (grade) to be explained. 
The third column identifies, by codes, the set of independent 
variables used to explain the dependent variable. The fourth column 
is the entropy of the dependent variable. The fifth column is the 
mutual information between the dependent variable and the set of 
independent variables. The sixth column is the equivocation of the 
dependent variable given the independent variables. The 
from the equivocation as follows : 
>2[H(Y1X) bits] 
S.E. = I 
where : 
n-1 
n-k-1 2-ne 
1 
2 
n = the number of observations in the sample, 
k = the number of independent variables in the set X, and 
H(Y|X) bits = the equivocation of the dependent variable, 
Y, given the set of independent variables, X. 
All information measures are calculated from sample variance-
covariance matrices. The ratio (n-1)/(n-k-1) is used to get an 
unbiased estimate of the error term of the regression analysis. 
Table 15. Results of grade determining analyses using overall data sets 
Mutual Relative 
infor­ Equivo­ effi­
Dependent Independent Entropy mation cation ciency Likeli­
Analysis variable variables H(Y) I(Y|X) H(Y|X) I(Y|X) hood 9 
category Y X (bits) (bits) (bits) H(Y) ratio d. f. 8 .E. 
Feeder calf grade 
I.A.I. F9 F7,F10 2.777 1.834 .943 .661 1134.1 2 .921 .47 
I.A.I. F9 F7,F10, 
F12 2.777 1.848 .929 .666 1141.5 3 .923 .46 
I.A.I. F9 F1-F8, 
F10-F16 2.777 1.905 .872 . 686 1160.4 15 .929 .44 
Slaughter steer quality grade 
II.A.1. 89 82 1.975 .442 1.533 .224 276.0 1 .458 .70 
II.A.l. S9 S2,S11 1.975 .519 1.456 .263 323.2 2 .513 .66 
II.A.1. 89 82,88, 
814 1.975 .578 1.397 .292 359.1 3 .551 .64 
II.A.l. 89 82,88, 
811,814 1.975 .612 1.363 .310 380.1 4 .572 .62 
II.A.l. 89 81-84,86-
SB.SIO-
S14,CS15 1.975 . 664 1.311 .336 408.0 13 .601 .60 
Slaughter steer yield grade 
II.A.l. 85 81,82 1.184 1.647 -.463 1.391 1024.9 2 .898 .18 
II.A.l. 85 82,83,84, 
CS15 1.184 1.948 -.764 1.646 1209.0 4 .933 .14 
II.A.l. 85 81,82,53, 
84,CS15 1.184 1.973 -.790 1.667 1224.2 5 .935 .14 
II.A.l. 85 81-84,86-
88,810-
S14,CS15 1.184 2.068 -.884 1.747 1271.2 13 .943 .13 
Table 15. Continued 
Mutual 
Infor- Equivo-
Dependent Independent Entropy mation cation 
Analysis variable variables H(Y) I(Y|X) H(Y|X) 
category Y X (bits) (bits) (bits) 
Relative 
effi­
ciency Likeli-
I(Y|X) hood 
H(Y) ratio d.f. R S.E. 
Carcass quality grade 
II.A.2. CS8 CS7 2.342 .831 1.511 .355 518.5 1 .684 .69 
II.A.2. CS8 CS5,CS7 2.342 .920 1.422 .393 572.6 2 .721 .65 
III.A. C12 C7 2.426 .925 1.501 .381 633.5 1 .722 .69 
III.A. C12 C3,C7 2.426 1.008 1.418 .415 688.6 2 .753 .65 
III.A. C12 C1,C3,C4, 
C5,C6, 
C7,C9, 
CIO,Cil 2.426 1.146 1.280 .473 777.9 9 .796 .59 
rcass yield grade 
II.A.2. CS14 CS9,CS10, 
CS12, 
CS13 1.664 2.060 -.396 1.239 1279.7 4 .943 .19 
II.A.2. CS14 CS9,CS11, 
CS12, 
CS13 1.664 3.318 -1.654 1.995 2060.9 4 .990 .08 
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seventh column is the relative efficiency of the independent variables 
in explaining the dependent variable. The relative efficiency is the 
mutual information (column 5) divided by the entropy (column 4). The 
eighth column is the calculated likelihood ratio for testing inde­
pendence of sets of variates. The ninth column is the degrees of 
freedom, d.f., for the likelihood ratio test. The tenth column is 
2 
the R of the regression of the dependent variable upon the set of 
independent variables. The eleventh column is the standard error 
of estimate of dependent variable, S.E., of the regression of the 
dependent variable upon the set of independent variables. 
Feeder calf grade The entropy of feeder calf grade (F9) is 
2.777 bits. The description of feeder grades indicates that feeder 
grades are primarily determined by conformation and growth potential. 
The two independent variables, muscling of round (FIO) and growth 
potential (F7), provide 1.834 bits of information about feeder grade, 
and have a relative efficiency of .661 for explaining feeder grades. 
The regression of feeder calf grade on muscling of round and 
2 
growthiness has an R of .921 and a S.E. of .47 of one-third of a 
feeder calf grade. The addition of depth of body (F12) to the set 
of independent variables, increases their mutual information with 
feeder grade by .014 bit and their relative efficiency by .005. 
The mutual information of all fifteen observed independent variables 
(feeder calf characteristics) and feeder grade is 1.905 bits. Thus, 
no set of independent variables in data set I is capable of providing 
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a mutual information value equal to the entropy of feeder grade or a 
relative efficiency of 1. 
Slaughter steer quality grade The entropy of slaughter 
steer quality grade (S9) is 1.975 bits. Visual appraisal of fat 
thickness (S2) is the single most informative variable for explaining 
slaughter steer quality grade, and has a mutual information with 
slaughter steer quality grade of .442 bit and a relative efficiency 
of .224. The four variables fat thickness (52), conformation (S8), 
depth of body (Sll), and trimness (S14) have a mutual information 
with slaughter steer quality grade of .612 bits and a relative 
efficiency of .310. The set of thirteen observed slaughter steer 
characteristics (S1-S4, S6-S8, S10-S14, CS15) has a mutual information 
with slaughter steer quality grade of .664 bit and a relative 
efficiency of .336. Thus, no set of independent variables in data 
set II is capable of providing a mutual information value equal 
to the entropy of slaughter steer quality grade or a relative 
efficiency of 1. 
Slaughter steer yield grade The entropy of slaughter steer 
yield grade (S5) is 1.184 bits. The two independent variables 
muscling score (SI) and fat thickness (S2) have a mutual information 
with slaughter steer yield grade of 1,647 bits and a relative 
efficiency of 1.391. In a live animal appraisal, the four character­
istics that determine carcass yield grade, [fat thickness (S2), 
ribeye area (S3), kidney, pelvic and heart fat (S4), and slaughter 
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weight (CS15)], have a mutual information with slaughter steer 
yield grade of 1.948 bits and a relative efficiency of 1.646. The 
thirteen observed slaughter steer traits (S1-S4,S6-S8, S10-S14, 
CS15) have a mutual information of 2.068 bits and a relative 
efficiency of 1.747. 
Carcass quality grade The entropy of carcass quality 
grade (CS8) is 2.342 bits. The pair of independent variables carcass 
conformation (CS5) and marbling (CS7) provide .920 bit of information 
about carcass quality grade and have a relative efficiency of .393. 
Using data from Study III, the entropy of carcass quality grade 
(C12) is 2.426 bits, .184 bit larger than the entropy of carcass 
quality grade from Study II data. Using data from Study III, the 
set of nine independent variables (CI, C3, C4, C5, C6, C7, C9, CIO, 
Cll) provide 1.146 bits of information about carcass quality 
grade and have a relative efficiency of .473. The set of nine 
independent variables includes; marbling score, maturity measures, 
conformation measures, and measures of color, firmness and texture 
of lean. The results for carcass quality grade are similar to 
the results for slaughter steer quality grade and feeder grades, 
in that no set of independent variables has a mutual information 
with the dependent variable that is equal to the entropy of the 
dependent variable. 
Carcass yield grade Carcass yield grade (CS14) has an 
entropy of 1.664 bits. The four variables in the carcass yield 
grade definition: carcass weight (CS9), fat thickness (CSIO), 
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rxbeye area (CS12), and percent kidney, pelvic, and heart fat 
(CS13) have a mutual information with carcass yield grade of 2,060 
bits and a relative efficiency of 1.239. When adjusted fat thickness 
(CSll), is substituted for fat thickness (CSIO), the mutual 
information of the set of independent variables with carcass yield 
grade increases to 3.318 bits and the relative efficiency increases 
to 1.995. 
The likelihood ratio is asymptotically distributed as a 
chi-square distribution when the null-hypothesis is true, i.e., when 
it is true that the set of dependent variables is distributed 
independently of the set of independent variables. The likelihood 
ratio is significant for all analyses at the P < .005 level. Thus, 
the null-hypothesis that grade is independent of the set of 
independent variables is rejected for all analyses. 
From the discussion of aggregation of measurements, deterministic 
channels, and equation 17, we know that the mutual information between 
the set of variables that define a grade and the grade will equal the 
entropy of the grade if the grade definition process can be 
represented by a deterministic channel. When the mutual information 
between the set of independent variables and the dependent variable 
is equal to the entropy of the dependent variable, the relative 
efficiency of the set of independent variables is equal to one. 
The fact that it was not possible to find sets of independent 
variables that were capable of better explaining (in terms of relative 
efficiency) feeder calf grade, slaughter steer quality grade, and 
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carcass quality grade is due to one or more of the following reasons: 
1. Some of the characteristics that determine the grades 
were not included in the data sets. 
2. The model is inappropriate, i.e., the assumption that 
the variables have a multivariate normal distribution 
is in erior. 
3. The channel between the set of independent variables 
and grade is not a deterministic channel. This could 
be due to either an error term that enters the grade 
determination process or errors in measurement of 
the independent variables or grade. 
Transformations of the data could not be considered because the data 
were secondary data of standard deviations and correlation matrices, 
i.e., it was not possible to consider transformations of the variables. 
Analyses of within data 
The results of the grade determining analyses using the within 
sets of data are presented in Table 16. Table 16 is the same format as 
Table 15. 
The differences between the values of Table 16 and those of 
Table 15 are due to knowledge of the levels of those characteristics 
used to calculate the within standard deviations and correlation 
matrices but not used to calculate the overall standard deviations 
and correlations. For Studies I and II the within values were 
calculated from a sum of squares matrix pooled within breed of sire, 
breed of dam and slaughter group (length of time on feed). The 
Table 16. Results of grade determining analyses using within data sets 
: Mutual Relative 
infor­ Equivo­ effi­
Dependent Independent Entropy mation cation ciency Likeli­
Analysis variable variables H(Y) I(Y|X) H(Y|X) I(Y|X) hood 9 
category Y X (bits) (bits) (bits) H(Y) ratio d.f. S.E. 
Feeder calf grade 
I.A.I. F9 F7,F10 1.932 1.181 .751 .612 730.3 2 .806 .41 
I.A.I. F9 F7,F10,F12 1.932 1.188 .744 .615 733.4 3 .807 .41 
I.A.I. F9 F1-F8, 
F10-F16 1.932 1.248 .684 .646 760.1 15 .823 .40 
Slaughter steer quality grade 
II.A.l. 89 82 1.491 .338 1.153 .227 211.3 1 .416 .54 
II.A.1. 89 82,811 1.491 .423 1.068 .283 263.1 2 .443 .51 
II.A.l. 89 82,88,811 1.491 .527 .964 .353 327.5 3 .518 .47 
II.A.l. 89 82,88,811, 
814 1.491 .546 .945 .366 339.1 4 .531 .47 
II.A.l. 89" 81-84,86-
88,810-
814,0815 1.491 .601 .890 .403 369.3 13 .565 .46 
Slaughter steer yield grade 
II.A.l. 85 81,82 .573 1.471 -.898 2.566 915.7 2 .870 .13 
II.A.l. 85 82,83,84, 
CS15 .573 1.524 -.951 2.659 946.9 4 .879 .13 
II.A.l. 85 81,82,83, 
S4,CS15 .573 1.656 -1.083 2.889 1027.4 5 .899 .11 
II.A.l. 85 81-84,86-88, 
810-814, 
CS15 .573 1.682 -1.109 2.934 1034.249 13 .903 .11 
Table 16. Continued 
Mutual Relative 
infor­ Equivo­ effi­
Dependent Independent Entropy mation cation ciency Likeli­
Analysis variable variables H(Y) I(Y|X) H(Y|X) I(Y|X) hood 9 
category Y X (bits) (bits) (bits) H(Y) ratio d.f. S.E. 
Carcass quality grade 
II.A.2. CS8 CS7 2.204 .866 1.338 .393 540.3 1 .699 .61 
II.A.2 CS8 CS5,CS7 2.204 .878 1.325 .399 546.8 2 .704 .61 
III.A. C12 C7 2.426 1.020 1.405 .421 698.9 1 .757 .64 
III.A. C12 C3,C7 2.426 1.050 1.376 .433 717.4 2 .767 .63 
III.A. C12 C1,C3,C4, 
C5,C6,C7, 
C9,C10,C11 2.426 1.192 1.234 .491 808.8 9 .808 .57 
Carcass yield grade 
II.A.2. CS14 CS9,CS10, 
CS12,CS13 1.361 1.871 -.510 1.375 1162.1 4 .925 .17 
II.A.2. CS14 CS9,CS11, 
CS12,CS13 1.361 2.954 -1.593 2.171 1834.8 4 .983 .08 
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overall values were calculated over all animals. Thus, for Studies I 
and II the differences between the overall data and the within data 
are due to prior knowledge of breed of sire, breed of dam and time 
on feed. 
For Study III the overall values were calculated from a sum of 
squares matrix pooled over breed of dam and year. The within values 
were pooled over breed of sire, breed of dam and year. Thus, for 
Study III data, the differences are due to the additional prior knowl­
edge of breed of sire. 
With only one exception, the entropies in Table 16 are lower 
than the corresponding entropies in Table 15. For example, the 
entropy of feeder calf grade (F9) is 2.777 bits in Table 15 and 
1.932 bits in Table 16, a reduction of .845 bit. This .845 bit is 
interpreted as the average amount of information about feeder calf 
grade gained from knowledge of breed of sire, breed of dam and 
length of time on feed. Since the feeder calves were evaluated prior 
to assignment to slaughter groups, the information should be primarily 
due to knowledge of breed of sire and breed of dam. Alternatively, 
the reduction in entropy is interpreted as a reduction in the amount 
of uncertainty about feeder calf grade due to knowledge of breed of 
sire and breed of dam. 
For slaughter steer quality grade (S9), slaughter steer yield 
grade (S5), carcass quality grade (CS8), and carcass yield grade 
(CS14) the reductions in entropies are interpreted as the amount of 
information provided about the given grade by knowledge of breed of 
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sire, breed of dam, and length of time on feed. This can be shown 
as follows. Let Y be any dependent variable in the overall set of 
data. Table 15. Let D be a set of dummy variables that represent 
the classification scheme used to compute the within group sum of 
squares. Thus, for the data in Studies I and II, D contains dummy 
variables to represent breeds of sires, breeds of dams, and slaughter 
groups. Consider the regression of Y on variables in D. 
Define 
OSSy = overall sum of squares of Y 
ESSp = overall sum of squares of Y explained by the 
regression on variables in D 
RSS = residual sum of squares in Y, i.e., part of OSS 
y y 
not accounted for by variables in D. 
Then for the regression of Y on the variables in D, 
ESS_ RSS 
OR" = 2 1 _ :::% 
OSS OSS 
y y 
2 2 
where OR is the R for the regression. The within-group sum of 
squares, WSS^, equals the proportion of the overall variance in Y 
that is not accounted for by the dummy variables used to classify 
the observations, i.e., it equals RSS^. 
By manipulating the first equation in the footnote on page 130 
it can be shown that 
1 
I ( O y I d )  =  — =  -  y l o g -  ( 1 - O R ^ ) .  
2 logg 2 
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V 2 Substituting 1 - Qgg for OR in the above equation and rearranging 
y 
terms yields 
I(OYID) = J [log2 OSS - logg RSS]. 
Substitution from equation 56 shows that this is equivalent to 
I(OYID) = H(Y^) - H(Y^), 
where H(Y^) is the entropy of the dependent variable calculated from 
the overall sum of squares and H(Y^) is the entropy of the dependent 
variable calculated from the within sum of squares. 
2 
The relationship between mutual information and R (the first 
equation in the footnote on page 130) is derived under the assumption 
that X and Y are jointly normally distributed, but dummy variables 
are not normally distributed. 
2 
Table 17 shows the mutual information and R values between 
grades and the characteristics used to calculate the within sum of 
squares but not the overall sum of squares. It can be seen from 
Table 17 that breed of sire, breed of dam and slaughter group are 
more informative about live grades (feeder calf, slaughter steer 
quality and slaughter steer yield grades) than about carcass grades. 
Also, breed of sire, breed of dam and slaughter group were more 
informative about yield grades than quality grades. 
The entropy of carcass quality grade calculated from Study III 
data (C12) is the only entropy that did not decline when calculated 
from within data, i.e., the entropy of C12 is 2.426 bits in both 
Table 15 and Table 16. This means that given knowledge of breed of 
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2 
Table 17. Mutual information and R values for dependent variables 
in Tables 15 and 16 and breed of sire, breed of dam and 
slaughter group 
Dependent 
variable 
Dependent 
variable 
code (OY) 
Dummy 
variables 
(D) 
I(OYID) 
(bits OR^ 
Feeder calf grade F9 BS,BD,SG* .845 .6905 
Slaughter steer 
quality grade 
89 BS,BD,SG .484 .4887 
Slaughter steer 
yield grade 
S5 BS,BD,SG .611 .5716 
Carcass quality 
grade 
CS8 BS,BD,SG .138 .1742 
Carcass quality 
grade 
C12 BS 0 0 
Carcass yield 
grade 
CS14 BS,BD,SG .303 .3445 
^BS = breed of sire, BD = breed of dam, SG = slaughter group. 
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dam and year, the additional knowledge of breed of sire does not 
provide any additional information about carcass quality grade. 
Except for the analyses of carcass quality grade, the mutual 
information values in Table 16 are lower than the corresponding 
values in Table 15. These changes in mutual information values are 
interpreted as the effect of knowledge of the characteristics used 
to pool the within data on the informativeness of the sets of 
independent variables. For example, for feeder calf grade (F9) , 
the mutual information between feeder calf grade and the set of 
three independent variables: growth potential (F7), muscling of 
round (FIO), and depth of body (F12) is 1.188 bits in Table 16 - a 
reduction of .660 bit from Table 15. 
Carcass quality grade (CSS and C12) was the only dependent 
variable for which the mutual information values with sets of 
independent variables are greater in Table 16 than in Table 15, In 
this case, knowledge of the within characteristics increased the 
informativeness of the sets of independent variables. 
For all analyses, except the analyses of carcass yield grade 
with adjusted fat thickness (CS12) as an independent variable, the 
reduction in entropy is less than the reduction in mutual information, 
and thus the equivocations are lower in Table 16 than in Table 15. 
Knowledge of the within characteristics plus the set of independent 
variables reduces the amount of uncertainty remaining about the 
grade. 
Changes in relative information values depend upon the relative 
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magnitudes of the changes in entropies and mutual information values. 
If the percentage reduction in entropy is less (greater) than the 
percentage reduction in mutual information, the relative efficiency 
increases (decreases). Relative efficiencies decreased for all 
analyses of feeder calf grade and increased for all analyses of all 
other grades. While relative efficiencies increased for slaughter 
steer quality grade and carcass quality grade, they did not increase 
enough to equal 1, or even equal .5. 
2 
Likelihood ratios and R values changed in the same direction 
as mutual information values. All likelihood ratios remained 
significant at the P < .005 level. 
The standard errors of estimate of dependent variable, S.E., 
changed in the same direction as the equivocations. 
Quality Predictive Analyses 
Quality predictive analyses were conducted using carcass grades, 
retail product measures, taste panel evaluations of organoleptic 
traits, average daily gain, and carcass weight as alternative 
dependent variables. Quality characteristics were analyzed 
individually and in sets of more than one. The analyses were 
conducted twice: once using overall data sets and once using within 
data sets. 
Analyses of overall data 
Results of the analyses using overall data sets are presented in 
Table 18. 
Results are grouped within Table 18 by independent variables. 
Table 18. Results of quality predictive analyses 
Mutual 
infor-
Dependent Independent Entropy mation 
Analysis variable variables H(Y) I(Y|X) 
category Y X (bits) (bits) 
Carcass quality grade 
I.B.I. CF14 F9 2.346 .001 
I.B.I. CF14 F4,F9,F12 2.346 .058 
I.B.I. CF14 F7,F10,F12 2.346 .045 
I.B.I. CF14 F1-F8,F10-
F16 2.346 .110 
II.B. CSS S9 2.342 .097 
11.B. CS8 S2,S9 2.342 .106 
II.B. CS8 S2,S8,S11, 
S14 2.342 .086 
II.B. CSS S1-S4,S6, 
S7,S8, 
S10-S14, 
CS15 2.342 .114 
II.B. CSS S1-S4,S6-
S14,CS15 2.342 .130 
ccass yield grade 
I.B.I. CF19 F9 1.665 0.040 
I.B.I. CF19 F2,F4,F7, 
F10,F13, 
F14 1.665 0.255 
I.B.I. CF19 F1-F8,F10-
F16 1.665 .264 
II.B. CS14 S5 1.664 .516 
II.B, CS14 S1,S2 1.664 .496 
ing overall data sets 
Relative 
Equivo- effi-
cation ciency Likeli-
H(Y|X) I(Y|X) hood , 
(bits) H(Y) ratio d.£. R S.E. 
2.345 
2.288 
2.301 
.000 
.025 
.019 
.613 
35.783 
27.763 
1 
3 
3 
.001 
.007 
.060 
1.23 
1.19 
1.20 
2.236 
2.245 
2.236 
.047 
.041 
.045 
67.135 
60.274 
65.675 
15 
1 
2 
.142 
.125 
.136 
1.16 
1.15 
1.14 
2.256 .037 53.694 4 .113 1.16 
2.228 .049 70.208 13 .146 1.15 
2.212 .055 79.671 14 .165 1.14 
1.625 .024 24.740 1 .054 .75 
1.410 .153 156.925 7 .298 .65 
1.401 
1.148 
1.168 
.158 
.310 
.298 
160.551 
322.253 
308.763 
15 
1 
2 
.306 
.511 
.497 
.65 
.54 
.55 
Table 18. Continued 
Analysis 
category 
Dependent 
variable 
Y 
Independent 
variables 
X 
Entropy 
H(Y) 
(bits) 
Mutual 
infor­
mation 
I(Y|X) 
(bits) 
Equivo­
cation 
H(Y|X) 
(bits) 
Relative 
effi. 
ciency 
I(Ylx) 
H(Y) 
Likeli­
hood 
ratio d.f. R2 S.E. 
II.B. CS14 S1,S2,S3, 
S4,CS15 1.664 .531 1.132 .319 329.688 5 .521 .53 
II.B. CS14 S1-S4,S6-
S8,S10-
S14,CS15 1.664 .546 1.118 .328 335.760 13 .531 .53 
Percent actual cutability 
I.C.I. CF4 F9 3.640 .098 3.542 .027 60.599 1 .127 2.82 
I.C.I. CFA F2,F4,F7, 
F10,F13, 
F14,F15 3.640 .388 3.252 .107 238.543 7 .416 2.32 
I.C.I. CF4 F1-F8,F10-
F16 3.640 .411 3.229 .113 250.178 15 .434 2.31 
II.C.l. CSl S5 3.638 .760 2.878 .209 474.204 1 .651 1.78 
II.C.l. CSl S1,S2,S3, 
S4,CS15 3.638 .800 2.838 .220 495.959 5 .670 1.74 
II.C.l. CSl S1,S2,S4, 
S7,S14 3.638 .839 2.799 .231 520.679 5 .688 1.69 
II.C.l. CSl S1-S4,S6-
S7,S10-
S14,CS15 3.638 .855 2.783 .235 525.936 13 .695 1.69 
U.C.2. CSl CS14 3.638 .816 2.822 .224 509.193 1 .677 1.71 
U.C.2. CSl CS9,CS11, 
CS12,CS13 3.638 .970 2.668 .267 602.665 4 .740 1.54 
U.C.2. CSl CS6,CS9, 
CS11,CS12 » 
CS13 3.638 1.029 2.609 .283 636.602 5 .760 1.48 
Table 18. Continued 
Mutual Relative 
Infor­ Equivo­ effi­
Dependent Independent Entropy mation cation ciency Likeli­
Analysis variable variables H(Y) I(Y|X) H(Y|X) KYIX) hood o 
category Y X (bits) (bits) (bits) H(Y) ratio d. f. S.E. 
Percent adjusted cutability 
I.C.I. CF22 F9 3.960 .112 3.848 .028 69.340 1 .144 3.49 
I.C.I. CF22 F2,F4,F7, 
F10,F13, 
F14,F15 3.960 .421 3.539 .106 258.551 7 .442 2.84 
II.C.l. CS16 S5 3.957 .816 3.141 .206 509.193 1 .677 2.14 
II.C.l. CS16 S1,S2,S3, 
S4,CS15 3.957 .837 3.120 .211 518.993 5 ,686 2.12 
II.C.l. CS16 S1,S2,S4, 
S7,S14 3.957 .872 3.085 .220 540.680 5 .701 2.07 
U.C.2. CS16 CS14 3.957 .816 3.141 .206 509,193 1 .677 2.14 
U.C.2. CS16 CS9,CS11, 
CS12,CS13 3.957 .976 2.981 .247 606.288 4 .742 1.92 
U.C.2. CS16 CS6,CS9, 
CS11,CS12 » 
CS13 3.957 1.039 2.918 .263 644.575 5 ,763 1.84 
Percent actual retail product 
I.C.I. CF5 F9 3.824 .082 3.742 .021 50.898 1 .108 3.24 
I.C.I. CF5 F2,F4,F7, 
F10,F13, 
F14,F15 3.824 .344 3,480 .090 211.487 7 .379 2.72 
II.C.l, CS2 S5 3.822 .688 3.134 .180 429.287 1 .615 2,13 
II.C.l. CS2 S1,S2,S4, 
S7,S14 3.822 .825 2.997 .216 511.661 5 .681 1,94 
U.C.2. CS2 CS14 3.822 .862 2.960 .226 537.843 1 ,697 1.89 
Table 18, Continued 
Mutual Relative 
Infor­ Equivo­• effi­
Dependent Independent Entropy mation cation ciency Likeli­
Analysis variable variables H(Y) I(Y|X) H(Y|X) I(Y|X) hood 9 
category Y X (bits) (bits) (bits) H(Y) ratio d.f. R S.E. 
U.C.2. CS2 CS6,CS9,CS11 » 
CS12,CS13 3,822 1.099 2.723 .287 681,634 5 .782 1.61 
Percent adjusted retail product 
I.C.I. CF23 F9 4.251 .100 4.151 .023 61.698 1 .129 4.30 
I.C.I. CF23 F2,F4,F7, 
F10,F13, 
F14,F15 4.251 .392 3.859 .092 240,702 7 .419 3.54 
II.C.l. CS17 S5 4.248 . .767 3.481 .180 478.395 1 .654 2.71 
II.C.l. CS17 S1,S2,S4, 
S7,S14 4,248 .857 3.391 .202 531.490 5 .695 2.55 
U.C.2. CS17 CS14 4.248 .854 3.394 .201 532.910 1 .694 2.55 
U.C.2. CS17 CS6,CS9, 
CS11,CS12, 
CS13 4.248 1.080 3.168 .254 669.858 5 .776 2.19 
Taste panel tenderness 
III.B. C14 C12 1.725 .055 1.670 .032 37.405 1 .073 .77 
III.B. C14 C8,C13 1.725 .355 1.370 .206 242.663 2 .389 .63 
III.B. C14 C1,C3,C4, 
C5,C6,C7, 
C9,C10, 
Cll 1.725 .086 1.639 .050 58.540 9 .113 .76 
Taste panel flavor 
III.B. CIS C12 .725 .027 .698 .037 18.169 1 ,036 .39 
III.B. C15 C8,C13 .725 .038 .687 .052 25.693 2 .051 .39 
Table 18. Continued 
Mutual Relative 
infor- Equivo­ effi­
Dependent Independent Entropy mation cation ciency Likeli­
Analysis variable variables H(Y) I(Y|X) H(YlX) I(YlX) hood O 
category Y X (bits) (bits) (bits) H(Y) ratio d.f. R S.E. 
III.B. C15 C1,C3,C4, 
C5,C6,C7, 
C9,C10, 
Cll .725 .058 .667 .080 39.398 9 ,077 .39 
Taste panel juiciness 
III.B. . C16 C12 1.310 .055 1.255 .042 37.405 1 .073 .58 
III.B. C16 C8,C13 1.310 .090 1.220 .069 61,585 2 .117 ,57 
III.B. C16 C1,C3,C4, 
C5,C6,C7, 
C9,C10, 
Cll 1.310 .089 1.221 .068 60.217 9 .116 .57 
Taste panel acceptability 
III.B. C17 012 1.310 .063 1.247 .048 43.412 1 .084 .58 
III.B. C17 C8,C13 1.310 .219 1,091 .167 149.457 2 .262 .52 
III.B. C17 C1,C3,C4, 
C5,C6,C7, 
C9,C10, 
Cll 1.310 .083 1.227 .063 56.129 9 .108 .57 
Average daily feedlot gain 
I.B.2. GFl F9 .286 .054 .232 .188 33,3 1 .072 .28 
I.B.2. GFl F5,F7 .286 .200 .086 .699 123.4 2 .242 .26 
Carcass weight 
II.B. CS9 CS15 8.341 2.115 6.225 .254 1320,0 1 ,95 .18 
II.B. CS9 S1,CS15 8.341 2.154 6.187 .258 1340,8 2 .95 .18 
Table 18. Continued 
Mutual Relative 
infor­ Equivo­ effi­
Dependent Independent Entropy mation cation ciency Likeli­
Analysis variable variables H(Y) I(Y|X) H(Y|X) I(YlX) hood o 
category Y X (bits) (bits) (bits) H(Y) ratio d.f. R S.E. 
II.B. CS9 S5,S9, 
CS15 8.341 2.148 6.193 .258 1335.4 3 .95 .18 
II.B. CS9 S1-S14, 
CS15 8.341 2.362 5.978 .283 1449.1 15 .96 .16 
Percent actual cutability and percent actual retail product 
I.C.I. CF4, 
CF5 F9 5.573 .100 5.473 .018 61.9 2 a — —  
I.C.I. CF4, F2,F4,F7, 
CF5 F10,F13, 
F14,F15 5.573 .406 5.167 .073 249.0 14 — —  — —  
II.C.l. CSl, 
CS2 S5 5.549 .761 4.788 .137 473.6 2 — — —  
II.C.l. CSl, S1,S2,S4, 
CS2 S7,S14 5.549 .902 4.646 .163 559.1 10 — —  —  —  
U.C.2. CSl, 
CS2 CS14 5.549 .873 4.676 .157 543.3 2 — 
U.C.2. CSl, CS6,CS9, 
CS2 CS11,CS12 , 
CS13 5.549 1.162 4.387 .209 719.7 10 — 
— indicates that the cell of the table is not applicable for sets of dependent variables 
containing more than one variable. When the set of dependent variables consists of more than one 
variable, regression analysis is not applicable and thus, it is not meaningful to calculate R2 and 
S.E. values. 
Table 18. Continued 
Mutual Relative 
infor­ Equivo­ effi­
Dependent Independent Entropy mation cation ciency Likeli­
Analysis variable variables H(Y) I(Y|X) H(Y|X) I(Y|X) hood 9 
category Y X (bits) (bits) (bits) H(Y) ratio d.f. R S.E. 
Percent adjusted cutability and percent adjusted retail product 
I.C.I. CF22, 
CF23 F9 6.041 .114 5.927 .019 70.3 2 — — —  
I.C.I. CF22, F2,F4,F7, 
CF23 F10,F13, 
F14,F15 6.041 .429 5.611 .071 263.7 14 — —  — —  
ir .c.i .  CS16, 
CS17 S5 6.034 .818 5.216 .136 509.1 2 — 
II.C.l. CS16, S1,S2,S4, 
CS17 S7,S14 6.034 .915 5.119 .152 567.3 10 — 
U.C.2. CS16, 
CS17 CS14 6.034 .860 5.175 .142 535.0 2 — 
U.C.2. CS16, CS6,CS9, 
CS17 CS11,CS12 , 
CS13 6.034 1.222 4.912 .186 695.6 10 — —  — —  
Carcass quality grade and carcass yield grade 
I.B.I. CF14, 
CF19 F9 3.952 .041 3.911 .010 25.1 2 — — —  
I.B.I. CF14, F2,F4,F7, 
CF19 F9,FlO, 
F12,F13, 
F14 3.952 .273 3.679 .069 167.4 16 — 
II.B. CS8, 
CS14 S5,S9 3.947 .579 3.368 .147 360.1 4 — —  
Table 18. Continued 
Analysis 
category 
Mutual 
Infor- Equivo-
Dependent Independent Entropy mation cation 
variable variables H(Y) I(Y|X) H(Y|X) 
Y X (bits) (bits) (bits) 
Relative 
effi­
ciency Likeli-
I(Y|X) hood 
(bits) ratio d.f. R S.E. 
II.B. CS8, 
CS14 
S1,S2,S3, 
S4,S9, 
CS15 3.947 
Carcass grades and carcass weight 
II.B. 
II.B. 
CS8, S5, 
CS14, S9, 
CS9 CS15 
CS8, S1,S2, 
CS14, S3,S4, 
CS9 S9,CS15 
12.269 
12.269 
Joint organoleptic traits 
III.B. 
III.B. 
III.B. 
C14, 
C15, 
C16, 
C17 
C14, 
C15, 
C16, 
C17 
C14, 
C15, 
C16, 
C17 
C12 
C8,C13 
C1,C3-C7, 
C9-C11 
2.947 
2.947 
.593 3.354 
2.729 
2.844 
.427 
.196 
9.540 
9.425 
2.947 .074 2.873 
2.520 
2.751 
,150 366.9 12 
222 1693.2 9 
,232 1759.2 18 
,025 50.3 
,145 291.2 8 
,067 132.959 36 
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i.e., quality characteristics. Analyses are arranged within quality 
characteristics according to independent variables. The first 
analyses are those that occur earliest in the marketing channel, i.e., 
analyses at the feeder calf stage are presented first followed by 
analyses at the slaughter steer stage. At a given point in the market 
channel, the first analysis presented uses the grade determined at 
that stage as the independent variable. 
The difference in the mutual information values between the 
amount provided by a grade and the amount provided by the character­
istics that determine that grade, is a measure of the amount of 
information lost from aggregating the measurements of the grade 
determining characteristics into grades (see equation 37). 
Carcass quality grade Consider the dependent variable carcass 
quality grade (CF14). Feeder calf grade (F9) provides .001 bit of 
information about carcass quality grade. The set of three character­
istics that largely determine feeder grade (F7, FIO, F12) provide .045 
bit of information about carcass quality grade. The loss of information 
about carcass quality grade that occurs from condensing measurements 
on F7, FIO, and F12 into feeder calf grades is .044 bit, almost all of 
the information provided by the three characteristics. The fifteen 
observed feeder calf characteristics (F1-F8, F10-F16) provide .110 
bit of information about carcass quality grade. The difference 
between .110 bit and .001 bit is the loss of information from using 
feeder grade as a predictor instead of using the fifteen characteristics. 
This loss is due to the choice of characteristics used to determine 
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feeder calf grade and to the aggregation of measurements on those 
characteristics. 
Using stepwise regression procedures. Grouse et al. [14] found 
the set of three variables (F4, F9, F12) to be significant at the 5% 
level for predicting carcass quality grade. This set is not the 
same as the set that is grade determining (F7, FIO, F12), and 
includes feeder grade (F9) as an independent variable. This suggests 
that feeder calf grade has predictive ability, for carcass quality 
grade, that is not included in the other observed feeder calf 
characteristics. This predictive ability suggests that feeder calf 
grade is in part determined by characteristics not included in the 
data set and that those grade determining characteristics have 
predictive power for carcass quality grade. 
Slaughter steer quality grade (S9) is more useful than feeder 
grade as a predictor of carcass quality grades, providing ,097 bit 
of information about carcass quality grade (CS8). The set of two 
independent variables, S2 and S9, is the set that Grouse, Dikeman, 
and Allen [13] found to be significant at the 5% level in a regression 
predicting carcass quality grade. The fact that slaughter steer 
grade (S9) is included as an independent variable, indicates that 
slaughter steer grade has predictive ability for carcass quality 
grade that is not included in the other observed slaughter steer 
characteristics. This predictive ability suggests that slaughter 
steer quality grade is in part determined by characteristics not 
included in the data set and that those excluded characteristics have 
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predictive power for carcass quality grade. The set of four 
characteristics (S2, S8, Sll, S14) that provides most of the information 
about slaughter steer quality grade in the grade determining analysis 
(Table 15) are less useful for predicting carcass quality grade than 
is slaughter steer quality grade. Also, when slaughter steer quality 
grade (S9) is added to the set of thirteen observed slaughter steer 
characteristics (S1-S4, S6-S8, S10-S14, CS15) the mutual information 
of the set of independent variables with carcass quality grade 
increases by .016 bit from .114 bit to .130 bit. The difference 
between .130 bit and the .097 bit of information provided by 
slaughter steer quality grade is a measure of the amount of information 
about carcass quality grade that is contained in the set of independent 
variables, but is lost in the process of selecting characteristics 
and aggregating measurements on those characteristics into slaughter 
steer quality grades. This says nothing about the information that is 
lost from aggregating measurements on those characteristics that 
determine slaughter steer quality grade but are not included in the 
data set that is analyzed. 
Carcass yield grade Analyses of carcass yield grade (CF19) 
indicate that feeder calf characteristics provide more information 
about carcass yield grade than about carcass quality grade. Grouse 
et al. [14] found that the set of six feeder characteristics (F2, F4, 
F7, FIO, F13, F14) are significant at the 5% level for predicting 
carcass yield grade. Slaughter steer yield grade and slaughter steer 
characteristics are even more useful for predicting carcass yield 
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grade. Slaughter steer yield grade (S5) provides ,516 bit of 
information about carcass yield grade. The set of five slaughter 
steer characteristics (SI, S2, S3, 84, CS15) that are grade deter­
mining for slaughter steer yield grade provide ,531 bit of information 
about carcass yield grade. This set of characteristics is also the 
set of characteristics that Grouse, Dikeman, and Allen [13] found to 
be significant for predicting carcass yield grade. The loss of 
information, on carcass yield grade, from condensing measurements on 
these five characteristics into slaughter steer yield grades is 
.015 bit. 
Percentage actual cutability The predictability of percentage 
actual cutability is analyzed at three points in the marketing channel : 
feeder calf stage, slaughter steer stage, and carcass stage. The 
results of the analyses of percentage actual cutability at all three 
stages are similar to the results for carcass yield grade. At any 
given stage of the market channel there exists a set of characteristics 
that provide more information about the dependent characteristic than 
grade does. Also, at successive stages of the market channel, grade 
and the set of independent variables provide more information about 
the dependent characteristic than was provided at the previous stages. 
The set of characteristics that Grouse, Dikeman, and Allen [13] found 
to be significant for predicting percentage actual cutability (CSl) 
at the slaughter steer stage consists of the five characteristics; 
SI, S2, S4, S7 and S14. This set is different from the set that 
(1) determines slaughter steer yield grade and (2) predicts carcass 
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yield grade. Slaughter steer yield grade (S5) provides .760 bit of 
information about percentage actual cutability. The slaughter steer 
yield grade determining set (SI, S2, S3, S4, CS15) provides .800 bit 
of information, and the set (SI, S2, S4, S7, S14) provides .839 bit 
of information. Carcass yield grade (CS14) provides .816 bit of 
information about percentage actual cutability. Carcass yield grade 
provides more information about cutability than slaughter steer 
yield grade does but less than the sets of slaughter steer character­
istics. The set of variables that determines carcass yield grade 
(CS9, CSll, CS12, CS13) provides .970 bit of information about 
percentage actual cutability. The addition of muscling conformation 
(CS6) to this set increases the mutual information by .059 bit. 
Percentage adjusted cutability Results for percentage 
adjusted cutability (CF22 and CS16) are similar in relative magnitudes 
to the results for percentage actual cutability. The entropy of 
percentage adjusted cutability is higher than the entropy of 
percentage actual cutability. The mutual information values and 
equivocation values are also higher. 
Retail product measures The results for percentage actual 
retail product (CF5 and CS2) and percentage adjusted retail product 
(CF23 and CS17) are similar in relative magnitudes to the results 
for percentage actual cutability and percentage adjusted cutability. 
That is, the entropy of adjusted retail product is greater than the 
entropy of actual retail product. Yield grade determining 
characteristics are better than yield grades at predicting the retail 
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product measures. The ability to predict the retail product measures 
is best at the carcass stage and poorest at the feeder calf stage. 
The entropies for the retail product measures are greater than 
the entropies for the cutability measures, meaning that there is 
greater uncertainty about percentage retail product than percentage 
cutability. At the live animal stages, the mutual information values 
between the retail product measures and the independent variables 
were lower than the mutual information values between the cutability 
measures and the independent variables. But, at the carcass stage 
the sets of independent variables had a higher mutual information 
with the retail product measures than with the cutability measures. 
Thus, the sets of independent variables can predict part of the 
greater uncertainty that exists about the retail product measures 
compared to the cutability measures. 
Taste panel evaluations Taste panel evaluations of four 
organoleptic traits were analyzed. The four traits are; tenderness, 
flavor, juiciness, and acceptability. Three sets of independent 
variables were used in the predictive analyses: (1) carcass quality 
grade (C12), (2) two objective measurements on meat characteristics -
percentage longissimus fat (C8) and Wamer-Bratzler shear (C13) and 
(3) nine characteristics used to determine carcass quality grade 
(CI, C3-C7, C9-C11). The two objective measures (C8 and C13) were 
more informative than carcass quality grade (C12) for all organoleptic 
traits. They were also more informative than the set of character­
istics that determines carcass quality grade (CI, C3-C7, C9-C11) for 
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all traits except flavor. Tenderness (C14) and overall acceptability 
(C17) were the only two traits for which any set of predictors had a 
relative efficiency greater than .08. The set (C8 and C13) had a 
relative efficiency of .206 with tenderness and .167 with 
acceptability. 
Average daily feedlot gain Predictive analyses of average 
daily feedlot gain (GFl) were conducted at the feeder calf stage. 
The entropy of average daily feedlot gain is .286 bit. Feeder calf 
grade (F9) provides .054 bit of information about average daily 
feedlot gain. The two variables that Grouse et al. [14] found to be 
significant for predicting average daily gain, size of bone (F5) and 
growth potential (F7), provide .200 bit of information. Average 
daily feedlot gain was measured in pounds. If the unit of measurement 
had been tenths-of-a-pound, the entropy of GFl would be 3.322 bits 
larger and equal to 3.608 bits. The change in scale of measurement 
would not change the mutual information values, likelihood ratios, 
2 degrees of freedom values, or R values; but it does increase the 
equivocation by 3.322 bit and the standard error by a multiple of ten. 
Carcass weight Carcass weight (CS9), measured in pounds, has 
an entropy of 8.341 bits. Live slaughter weight (CS15) provides 
2.115 bits of information about carcass weight. The set of two 
variables - live slaughter weight (CS15) and muscling (Si) - provide 
2.154 bits of information about carcass weight. This is slightly 
more than the 2.148 bits of information provided by the set of three 
variables; slaughter steer yield grade (S5), slaughter steer 
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quality grade (S9), and live slaughter weight (CS15). 
Joint sets of quality characteristics Results of predictive 
analyses of five sets of more than one quality characteristic are 
presented. Sets of more than one quality characteristic (dependent 
variable) are of interest when a commodity contains more than one 
quality characteristic that is of interest to decision makers. 
The analysis of sets of dependent variables allows the 
simultaneous consideration of more than one quality characteristic. 
The joint entropy of the set of dependent variables is a measure of 
the total uncertainty about the set of dependent variables considered 
simultaneously in the absence of a quality information system (or 
prior to receipt of a message on product qualities). If the quality 
characteristics (dependent variables) are stochastically independent 
the joint entropy will equal the sum of the entropies of the individual 
characteristics. If the characteristics are not stochastically 
independent the joint entropy will be less than the sum of the 
individual entropies. 
Similarly, the mutual information value between a set of 
independent variables and a joint set of dependent variables can be 
compared with the mutual information between the set of independent 
variables and the individual dependent variables and with the sum of 
those mutual information values. Any difference between the mutual 
information with the joint set of dependent variables and the sum 
of mutual information values with the individual characteristics, is 
a measure of redundancy in information. That is, if the sum of the 
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mutual information values with individual characteristics is greater 
than the mutual information with the joint characteristics, the 
difference is a measure of the amount that the sum of individual mutual 
information values overestimates the informativeness of the set of 
independent variables. 
The equivocation of the joint set of dependent variables, given 
the set of independent variables, is a measure of the total amount 
of uncertainty about the set of dependent variables remaining given 
knowledge of the values of the independent variables. 
Percentage actual cutability and percentage actual retail product 
The joint entropy of percentage actual cutability (CF4) and percentage 
actual retail product (CF5) is 5.573 bits when calculated from Study I 
data. This 5.573 bits is 1.891 bits less than the sum of the 
entropies of the individual characteristics, i.e., the entropy of 
CF4 is 3.640 bits and the entropy of CF5 is 3.824 bits. The 1,891 
bits of information is the mutual information between percentage 
actual cutability and percentage actual retail product. The joint 
entropy of percentage actual cutability and percentage actual retail 
product calculated from Study II data (CSl and CS2) is 5.549 bits, 
which is 1.911 bits less than the sum of the individual entropies. 
Thus the joint entropy is equal to the entropy of percentage actual 
cutability plus approximately one-half the entropy of percentage 
retail product. 
Slaughter steer yield grade (S5) has a mutual information with 
CSl and CS2 of .761 bit which is only .001 bit larger than its mutual 
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information with CSl alone, and ,687 bit less than the sum of its 
mutual information values with CSl (.760 bit) and with CS2 (.688 bit). 
Carcass yield grade (CS14) has a mutual information with CSl and 
CS2 of .873 bit which is greater than its mutual information with 
either CSl (.816 bit) or CS2 (.862 bit) but ,805 bit less than the 
sum of the two mutual information values. Generally, for percentage 
actual cutability and percentage actual retail product, the mutual 
information values with the sets of independent variables are 
slightly larger than the mutual information values with only one of 
the two dependent variables and only slightly larger than one-half 
the sum of the two mutual information values with the individual 
dependent characteristics. 
Percentage adjusted cutability and percentage adjusted retail 
product Results for the joint set of percentage adjusted cut-
ability and percentage adjusted retail product are similar to those 
for percentage actual cutability and percentage actual retail 
product. The entropies, mutual information values, and equivocations 
are usually higher for the adjusted measures than for the actual 
measures. 
Carcass quality grade and carcass yield grade The j oint 
entropy of carcass quality grade and carcass yield grade is 3.952 
bits for Study I data (CF14, CF19) and 3.947 bits for Study II data 
(CS8, CS14). Both of these entropies are .059 bit less than the sum 
of the entropies of the individual characteristics. The mutual 
information of slaughter steer yield grade (35) and slaughter steer 
165 
quality grade (S9) with CS8 and CS14 is ,579 bit, .036 bit less than 
the sum of; (1) the mutual information of slaughter steer quality 
grade (S9) with carcass quality grade (CS8), .097 bit; and (2) the 
mutual information of slaughter steer yield grade (S5) with carcass 
yield grade (CS14), .516 bit. 
Carcass yield grade, carcass quality grade and carcass weight 
The joint entropy of the three characteristics; carcass yield grade 
(CS14), carcass quality grade (CS8), and carcass weight (CS9) is 
12.269 bits, which is .078 bit less than the sum of the entropies of 
the three individual characteristics. The mutual information of the 
three slaughter steer characteristics: slaughter steer yield grade 
(S5), slaughter steer quality grade (S9), and slaughter weight 
(CS15), with the three carcass characteristics (CS8, CS9, CS14) is 
2,729 bits which is ,001 bit larger than the sum of the three mutual 
information values of ; (1) slaughter steer yield grade (S5) with 
carcass yield grade (CS14), .516 bit; (2) slaughter steer quality 
grade (S9) with carcass quality grade (CS8), .097 bit; and (3) 
slaughter weight (CS15) with carcass weight (CS9), 2.115 bit. 
Four organoleptic traits The joint entropy of the four 
organoleptic traits; tenderness (C14), flavor (C15), juiciness (C16), 
and acceptability (C17) is 2.947 bits which is 2.123 bits less than 
the sum of the four individual entropies. The two objective measures 
(C8, C13) provide the most information about the joint set of 
organoleptic traits. The mutual information between (C8, C13) and 
(C14, C15, C16, C17) is .427 bit, which is .275 bit less than the 
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sum of the four mutual information values of (C8, C13) with each of 
the four individual organoleptic traits. 
Analyses of within data 
Results of quality predictive analyses of within data sets are 
presented in Table 19. The entropies, mutual information values, and 
equivocations in Table 19 are lower than the values for the comparable 
analyses in Table 18 for all analyses except the analyses of organo­
leptic traits. 
The difference in information measures between Table 19 values 
and Table 18 values are interpreted in the same manner as the 
differences between Tables 16 and 15. If the assumption for pooling 
variance-covariance matrices is met, i.e., all within group variance-
covariance matrices are equal to one another, then changes in 
entropies are changes in uncertainty resulting from knowledge of the 
factors used for calculating the within variances and covariances 
but not used for calculating the overall variances and covariances. 
All analyses for which entropies, mutual information values and 
equivocations are lower in Table 19 than in Table 18, were conducted 
on data from Study I or Study II. For both of these studies, data 
are pooled within breed of sire, breed of dam and length of time 
on feed. Thus, for these analyses the within results are applicable 
to situations where breed of sire, breed of dam and length of time 
on feed are known. The differences between the overall results and 
the within results are interpreted as the effect of knowledge of 
breed of sire, breed of dam and length of time on feed. 
Table 19. Results of quality predictive analyses using within data sets 
Mutual Relative 
infor­ Equivo­ effi­
Dependent Independent Entropy mation cation ciency Likeli­
Analysis variable variables H(Y) I(Y1X) H(Y|X) I(Y|X) hood 9 
category Y X (bits) (bits) (bits) H(Y) ratio d.f. S.E. 
Carcass quality grade 
I.B.I. CF14 F9 2.207 .001 2.206 .000 .458 1 .001 1.12 
I.B.I. CF14 F2 2.207 .009 2.198 .004 5.645 1 .012 1.11 
I.B.I. CF14 F7,F10,F16 2.207 .021 2.186 .010 12.961 3 .029 1.10 
I.B.I. CF14 F1-F8,F10-
F16 2.207 .041 2.166 .019 25.089 15 .055 1.10 
II.B. CS8 S9 2.204 0.040 2.164 .018 24.906 1 .054 1.09 
II.B. CS8 S2,S9 2.204 .053 2.151 .024 32.967 2 .070 1.08 
II.B. CS8 S2,S8,S11, 
S14 2.204 .048 2.155 .022 29.941 4 .064 1.08 
II.B. CS8 S1-S4,S6-
S8,S10-
S14,CS15 2.204 .058 2,145 .027 35.918 13 .077 1.09 
II.B. CS8 SI—S4,S6— 
S14,CS15 2.204 .068 2.135 .031 41,842 14 .090 1.08 
Carcass yield grade 
I.B.I. CF19 F9 1.365 .006 1.359 .004 3.718 1 .008 .62 
I.B.I. CF19 F2,F3,F13, 
F15 1.365 .108 1,257 .079 66,378 4 .139 ,58 
I.B.I. CF19 F1-F8,F10-
F16 1.365 .128 1,237 .094 78.179 15 .163 .58 
II.B. CS14 S5 1.361 .235 1.126 .172 146.464 1 ,278 .53 
II.B. CS14 S1,S2,S3, 
S4,CS15 1.361 .254 1,107 .186 157.269 5 .297 .52 
II.B. CS14 S1,S2,S12, 
S14 1.361 .271 1.089 .199 168,556 4 .313 .52 
Table 19. Continued 
Mutual Relative 
infor­ Equivo­ effi­
Dependent Independent Entropy mation cation ciency Likeli­
Analysis variable variables H(Y) I(Y|X) H(Y|X) I(Y|X) hood 0 
category Y X (bits) (bits) (bits) H(Y) ratio d. f. S.E. 
II.B. CS14 S1-S4,S6-
S8,S10-
S14,CS15 1.361 .285 1.076 .209 174.889 13 .326 .52 
Percent actual cutability 
I.C.I. CF4 F9 3.097 .005 3.091 .002 3.320 1 .007 2.06 
I.C.I. CF4 F2,F3,F15 3.097 .129 2.968 .042 79.422 3 .164 1.90 
I.C.I. CFA F1-F8,F10-
F16 S.097 .164 2.933 .053 99.663 15 .203 1.88 
II.C.l. CSl S5 3.092 .332 2.760 .107 206.886 1 .381 1.64 
II.C.l. CSl S1,S2,S3, 
S4,CS15 3.092 .391 2.701 .126 242.384 5 .418 1.58 
II.C.l. CSl S1,S2,S4, 
S14,CS15 3.092 .421 2.671 .136 261.222 5 .442 1.55 
II.C.l. CSl S1-S4,S6-
S8,S10-
S14,CS15 S.092 .426 2.666 .138 261.909 13 .446 1.56 
U.C.2. CSl CS14 3.092 .514 2.577 .166 320.939 1 .510 1.45 
U.C.2. CS2 CS9,CS11, 
CS12,CS13 3.092 .612 2.480 .198 379.908 4 .572 1.36 
U.C.2. CSl CS6,CS9, 
CS11,CS12, 
CS13 3,092 .627 2.465 .203 389.6 5 ,581 1.34 
Percent adjusted cutability 
I.C.I. CF22 F9 3.378 .003 3.375 .001 1.613 1 .000 2.51 
I.C.I. CF22 F2,F3,F15 3.378 .133 3.245 .039 81.976 3 .168 2.30 
Table 19. Continued 
Mutual Relative 
infor­ Equivo­ effi­
Dependent Independent Entropy mation cation ciency Likeli­
Analysis variable variables H(Y) I(Y|X) H(Y|X) I(Y|X) hood 9 
category Y X (bits) (bits) (bits) H(Y) ratio d.f. S.E. 
II.C.l. CS16 S5 3.373 .374 2.999 .111 233,342 1 .405 1.94 
II.C.l. CS16 S1,S2,S3, 
S4,CS15 3.373 .417 2.956 .131 258.770 5 .439 1.89 
II.C.l. CS16 S1,S2,S4, 
S14,CS15 3.373 .448 2.925 .133 277.986 5 .463 1.85 
U.C.2. CS16 CS14 3.373 .529 2.844 .157 330.259 1 .520 1.74 
U.C.2. CS16 CS9,CS11, 
CS12,CS13 3.373 .633 2.740 .188 393.043 4 .584 1.62 
II.G.2. CS16 CS6,CS9, 
CS11,CS12, 
CS13 3.373 .649 2,724 .193 402,839 5 .593 1.61 
Percent actual retail product 
II.C.l. CF5 F9 3,301 .008 3,293 .002 4.863 1 .011 2.37 
II.C.l. CF5 F2,F3,F15 3.301 .131 3.170 .040 80.801 3 .166 2.19 
II.C.l. CS2 S5 8.296 .317 2.980 .096 197.551 1 .356 1.91 
II.C.l. CS2 S1,S2,S4, 
S14,CS15 3.296 ,403 2.893 .122 249.55 5 .428 1.81 
U.C.2. CS2 CS14 3.296 .572 2.724 ,174 357.067 1 .547 1.60 
U.C.2. CS2 CS6,CS9, 
CS11,CS12, 
CS13 3.296 .697 2.599 .211 432.292 5 .619 1.47 
Percent adjusted retail product 
I.C.I. CF23 F9 3,692 ,003 3.689 ,001 1.778 1 .004 3.12 
I.C.I. CF23 F2,F3,F15 3.692 .128 3.565 .035 78,881 3 .163 2.87 
II.C.l. CS17 S5 3,688 .351 3.337 ,095 219.310 1 ,385 2.45 
Table 19. Continued 
Mutual 
Analysis 
category 
Dependent 
variable 
Y 
Independent 
variables 
X 
Entropy 
H(Y) 
(bits) 
infor­
mation 
I(Y|X) 
(bits) 
II.C.l. CS17 S1,S2,S4, 
S14,CS15 3.688 .417 
U.C.2. CS17 CS14 3.688 .554 
II.G.2. CS17 CS6,CS9, 
CS11,CS12, 
CS13 3.688 . 666 
Taste panel tenderness 
III.B. C14 C12 1.725 .033 
III.B. C14 C8,C13 1.725 .316 
III.B. C14 C1,C3-C7, 
C9-C11 1.725 .059 
Taste panel flavor 
III.B. C15 C12 .725 .029 
III.B. C15 C8,C13 .725 .040 
III.B. C15 C1,C3-C7, 
C9-C11 .725 .052 
Taste panel juiciness 
III.B. C16 C12 1.310 .055 
III.B. C16 C8,C13 1.310 .088 
III.B. C16 C1,C3-C7, 
C9-C11 1.310 .075 
Taste panel acceptability 
III.B. C17 C12 1.310 .047 
III.B. C17 C8,C13 1.310 .194 
Relative 
Equivo- effi-
cation ciency Llkeli-
H(Y1X) I(Y|X) hood 2 
(bits) H(Y) ratio d.f. R S.E. 
3.272 .113 258.432 5 .439 2.35 
3.135 .150 345.499 1 .536 2.13 
3.022 .181 413.267 5 .603 1.98 
1.693 .019 22.288 1 .045 .78 
1.409 .183 215.798 2 .355 .64 
1.666 .034 39.784 9 .079 .77 
.696 .041 20.173 1 .039 .39 
.685 .055 27.259 2 .054 .39 
.673 .072 35.598 9 .070 .39 
1.255 .042 37.405 1 .073 .58 
1.222 .067 60.359 2 .115 .57 
1.235 .057 50.809 9 .099 .57 
1.264 .036 31.893 1 .063 .58 
1.116 .148 132.822 2 .236 .53 
Table 19. Continued 
Mutual 
infer- Equivo 
Dependent Independent Entropy mation cation 
Analysis variable variables H(Y) I(Y|X) H(Y|X) 
category Y X (bits) (bits) (bits) 
III.B. CI7 C1,C3-C7, 
C9-C11 1.310 .056 1.254 
Average daily feedlot gain 
I.B.2. GFl F9 .062 .001 .061 
I.B.2. GFl F2,F3,F7, 
F13 .062 .074 -.012 
II.B. CS9 CS15 8.049 1.952 6.097 
II.B. CS9 S1,CS15 8.049 1.983 6.066 
II.B. CS9 S5,S9,CS15 8.049 1.972 6.077 
II.B. CS9 S1-S14,CS15 8.049 2.125 5.924 
Percent actual cutability and percent actual retail product 
I.C.I. CF4, 
CF5 F9 4.785 .009 4.776 
I.C.I. CF4, 
CF5 
F2,F4,F7, 
F10,F13, 
F14,F15 4.785 .152 4.633 
II.C.l. CSl, 
CS2 85 4.776 .337 4.439 
II.C.l. CSl, S1,S2,S4, 
CS2 S7,S14 4.776 .418 4.358 
U.C.2. CSl, 
CS2 CS14 4.776 .575 4.200 
U.C.2. CSl, 
CS2 
CS6,CS9, 
CS11,CS12, 
; 
CS13 4.776 .705 4.071 
Relative 
effi­
ciency Llkeli-
I(Y|X) hood 2 
H(Y) ratio d.f. R S.E. 
.043 37.977 9 ,075 .58 
.020 0.8 1 .002 .25 
1.191 45.4 4 .097 .24 
.242 1217.9 1 .933 .17 
.246 1234.3 2 .936 .16 
.245 1226.0 3 .935 .16 
.246 1303.6 15 .947 .15 
.002 5.5 2 
.032 93.6 4 
.071 209.7 2 
.088 259.0 10 
.120 358.1 2 
.148 436.6 10 
Table 19. Continued 
Mutual Relative 
infor­ Equivo­ effi­
Dependent Independent Entropy mation cation ciency Likeli­
Analysis variable variables H(Y) I(Y|X) H(Y|X) I(Y|X) hood 0 
category Y X (bits) (bits) (bits) H(Y) ratio d.f. R S.E. 
Percent adjusted cutability and percent adjusted retail product 
I.C.I. CF22, 
CF23 F9 5.301 .003 5.298 .001 1.8 2 —— 
I.C.I. GF22, F2,F4,F7, 
CF23 F10,F13, 
F14,F15 5.301 .150 5.151 .028 92,2 14 — — — — 
II.C.l. CS16, 
CS17 S5 5.308 .376 4.932 .071 234.3 2 — — —— 
II.C.l, CS16, S1,S2,S4, 
CS17 S7,S14 5.308 .446 4.862 .084 276.6 10 — —  
U.C.2. CS16, 
CS17 CS14 5.308 .562 4.746 .106 349.9 2 — — — 
U.C.2. CS16, CS6,CS9, 
CS17 CS11,CS12 , 
CS13 5.308 .685 4.623 .129 424.6 10 — —« — —• 
Carcass quality grade and carcass yield grade 
I.B.I. CF14, 
CF19 F9 3.554 .006 3.548 .002 3.9 2 —— 
I.B.I. CF14, F2,F4,F7, 
GF19 F10,F12, 
F13,F14 3.554 .121 3.433 .034 74.4 16 
IX,B. CS8, 
CS14 S5,S9 3.546 .273 3.274 .077 169.6 4 
II.B. CS8, S1,S2,S3, 
CS14 S4,S9, 
CS15 3.546 .299 3.247 .084 185.0 12 — —' 
Table 19. Continued 
Mutual Relative 
infor­ Equivo­ effi­
Dependent Independent Entropy mation cation ciency Likell-
Analysis variable variables H(Y) I(Y|X) H(Y|X) I(Y1X) hood 0 
category Y X (bits) (bits) (bits) H(Y) ratio d.f. R S.E. 
Carcass grades and carcass weight 
II.B. CS8, S5, 
II.B. 
CS14, S9, 
CS9 CS15 
CS8, S1,S2, 
CS14, S3,SA, 
CS9 CS15 
Joint organoleptic traits 
III.B. C14, 
015, 
C16, 
C17 C12 
III.B. C14, 
C15, 
016, 
017 08,013 
III.B. 014, 
015, 
016, 01,03-07, 
017 09-011 
11.508 
11.508 
2.979 
2.979 
2.979 
2.180 9.328 .189 1352.4 
2.240 9.268 .195 1386.5 
.063 2.916 .021 42.7 
.394 2.585 .132 268.2 
.173 2.806 .058 116.7 
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Table 20 shows the mutual information and R values between the 
predicted quality characteristics of Tables 18 and 19 and the 
characteristics used to calculate the within sum of squares but not 
the overall sum of squares. It can be seen from comparing Table 20 
with Table 18 that the set of three characteristics: breed of sire, 
breed of dam and length of time on feed (slaughter group), provide 
more information about carcass quality grade than feeder calf grade, 
slaughter steer grade, and any set of live animal characteristics 
at either the feeder calf or slaughter steer stage. Also, the three 
characteristics provided more information about carcass yield grade 
and average daily gain in the feedlot than any set of live 
characteristics at the feeder calf stage. 
The sets of variables that Grouse et al. [14] and Grouse, 
Dikeman and Allen [13] found to be significant for predicting the 
various quality characteristics using within data are not the same 
sets of variables that are significant using overall data except 
for predicting carcass quality grade (CS8) with slaughter steer 
characteristics (S2, S9). Grouse et al. [14] found condition (F2) 
to be the only feeder calf characteristic that was significant for 
predicting carcass quality grade (GF14) with within data. Using 
within data, the set of feeder calf characteristics that is 
significant for predicting carcass yield grade (GF19) consists of; 
condition (F2), overall muscling (F3), height (F13), and average 
daily gain birth-to-weaning (F15) [14]. The set of slaughter steer 
characteristics that are significant for predicting carcass yield 
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Table 20, Mutual information and R values for dependent variables 
in Tables 18 and 19 and breed of sire, breed of dam and 
slaughter group 
Dependent 
variable 
Dependent 
variable 
code (OY) 
Dummy 
variables 
(D) 
I(OY|D) 
(bits) OR^ 
Carcass quality grade CF14 BS,BD,SG^ .139 .1753 
Carcass quality grade CSS BS,BD,SG .138 .1742 
Carcass yield grade CF19 BS,BD,SG .300 .3402 
Carcass yield grade CS14 BS,BD,SG .303 .3445 
Percent actual 
cutability CF4 BS,BD,SG .543 .5293 
Percent actual 
cutability CSl BS,BD,SG .546 .5309 
Percent adjusted 
cutability CF22 BS,BD,SG .582 .5538 
Percent adjusted 
cutability CS16 BS,BD,SG .584 .5550 
Percent actual 
retail product CF5 BS,BD,SG .523 .5159 
Percent actual 
retail product CS2 BS,BD,SG .526 .5175 
Percent adjusted 
retail product CF23 BS,BD,SG .559 .5391 
Percent adjusted 
retail product CS17 BS,BD,SG .560 .5395 
Tenderness C14 BS 0 0 
Flavor C15 BS 0 0 
Juiciness C16 BS 0 0 
Acceptability C17 BS 0 0 
Ave. daily gain feedlot GFl BS,BD,SG .224 .2645 
Carcass weight CS9 BS,BD,SG .292 .3331 
^BS = breed of sire, BD = breed of dam, SG = slaughter group. 
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grade (CS14) consists of: muscling score (SI), fat thickness (S2), 
height (S12), and trimness (S14) [13]. The feeder calf character­
istics that are significant for predicting percentage actual 
cutability (CF4) are; condition (F2), overall muscling (F3) and 
average daily gain birth-to-weaning (F15) [14]. The slaughter steer 
characteristics that are significant for predicting percentage 
actual cutability (CSl) are: muscling score (SI), fat thickness (52), 
percentage kidney, pelvic and heart fat (S4), trimness (S14) , and 
live slaughter weight (CS15) [13]. 
Required Number of Grade Classes 
The antilogarithm of the entropy of a quality characteristic, 
rounded to the next largest integer, is interpreted as the minimum 
number of grade classes required in a grading scheme that will 
provide an amount of information about the quality characteristic 
equivalent to the amount contained in reported measures of the 
quality characteristic. 
The entropies (calculated from overall data), antilogarithms 
of the entropies and rounded antilogarithms for selected quality 
characteristics are presented in Table 21. 
For a grading scheme to provide an amount of information about 
percentage actual cutability (CSl) equivalent to 3.638 bits, the 
grading scheme would have to have a minimum of 13-classes. 
A grading scheme would have to have 47 grade classes to provide 
4.658 bits of information about percentage actual cutability and 
Table 21. Minimum number of grade classes for selected quality characteristics 
Quality 
characteristic Y 
Entropy 
H(Y) 
(bits) a H(Y) 
Number of 
grade classes 
Percentage actual cutability, CSl 3.638 
Percentage adjusted cutability, CS16 3.957 
Percentage actual retail product, CS2 3.822 
Percentage adjusted retail product, CS17 4.248 
Percentage actual cutability and 
percentage actual retail product; 
CSl, CS2 4.658 
Percentage adjusted cutability and 
percentage adjusted retail product; 
CS16, CS17 5.173 
Tenderness, C14 1.725 
Flavor, C15 .725 
Juiciness, C16 1.310 
Acceptability, C17 1.310 
Tenderness, flavor, juiciness, and 
acceptability, C14, CIS, C16, C17 2.947 
12.45 
15.53 
14.14 
18.99 
46.81 
65.54 
3.31 
1.65 
2.48 
2.48 
7.71 
13 
16 
15 
19 
47 
66 
4 
2 
3 
3 
8 
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percentage actual retail product, (CSl, CS2). 
A grading scheme would have to have four classes to provide 
1.725 bits of information about tenderness (C14), and three classes 
to provide 1.31 bits of information about acceptability (C17). 
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CHAPTER V. SUMMARY, CONCLUSIONS AND 
SUGGESTIONS FOR FURTHER RESEARCH 
Summary 
Agricultural commodities are heterogeneous with respect to the 
quantities of certain value-related quality characteristics per unit 
of commodity. The absence of some system of identifying and 
reporting quantities of value-related quality characteristics makes 
accurate value determination and meaningful price reporting difficult 
if not impossible. Grades for agricultural commodities are a means 
of classifying lots of the commodity so that the quality variation 
within a grade is less than the variation for the ungraded commodity. 
Grades are intended to provide information about quantities of 
product qualities. 
Four problem areas are involved in designing a grading scheme. 
First, the set of quality characteristics that the grading scheme is 
to be based on must be selected. Second, methods of measuring the 
selected quality characteristics must be chosen. The choice of 
measurement technique may involve two decisions: (1) choose the 
characteristic to be measured, i.e., measure the quality character­
istic directly or measure a surrogate characteristic, and (2) choose 
a measurement technique from the alternative objective and subjective 
methods of measuring the characteristic or its surrogate. Third, 
when the commodity contains more than one quality characteristic, 
one must decide whether to have a separate grading scheme for each 
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characteristic, or to have one scheme that simultaneously considers 
all characteristics. If all characteristics are to be considered 
simultaneously in a single grading scheme, a method of reporting 
must be decided upon. The method of reporting might be specified-
order reporting or it might require combining measurements on the 
characteristics into some form of index. The fourth problem involved 
in defining a grading scheme is to determine: (1) the number of 
grade classes to include in the grading scheme, and (2) the location 
of class boundaries for the selected number of grade classes. 
Given the problems associated with the design of grading schemes, 
it is desirable to have a theory and empirical method that can be 
used to evaluate grading schemes. 
Two objectives were stated for the thesis. The primary 
objective was to develop a rigorous, quantitative procedure for 
evaluating grades and grading. In particular, the objective was to 
develop a procedure that can be used to evaluate grading schemes on 
the basis of the amount of information they provide. The secondary 
objective was to apply the developed procedure to an analysis of 
live cattle characteristics, beef carcass characteristics, and 
USDA grades for cattle and carcass beef. 
The entropy function of information theory can be interpreted 
as a measure of the amount of information provided by a set of 
definite and reliable messages about quantities of quality character­
istics per unit of commodity. The entropy function also serves as a 
measure of the amount of uncertainty about the quantities of quality 
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characteristics per unit of commodity prior to receipt of a message 
about the quantities of the quality characteristics in a unit of 
the commodity. Because the entropy is the amount of uncertainty 
about the quantity of the characteristic prior to receipt of a 
message about the characteristic, the entropy can be (1) interpreted 
as the maximum amount of relevant information that any quality 
information system can provide about the characteristic and (2) used 
as a bench mark for evaluating a reporting system for the 
characteristic. 
The concept of an information channel is used to represent a 
grading scheme, with the quantities of the quality characteristics 
per unit of commodity interpreted as inputs to the information 
channel and grade messages as outputs of the channel. 
The mutual information between the grades and the quality 
characteristics is interpreted as the average amount of information 
that a set of grade messages provide about the quantities of the 
quality characteristics. 
The equivocation is interpreted as the amount of uncertainty 
remaining about the quantities of the quality characteristics given 
receipt of a grade message. When characteristics are directly 
measured without error, the equivocation is the average amount of 
information lost from aggregating the measurements into grades. 
A significant result of the information theory analysis of 
grading schemes is that in certain situations information theory 
provides a definite rule for locating grade class boundaries. Given 
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a grading scheme based on a single quality characteristic which is 
measured directly and without error, a grading scheme with n classes 
will maximize the amount of information provided about the quality 
characteristic when the grade class boundaries are chosen so that 
the proportion of the commodity in any given grade class is equal to 
1/n. Given that grade class boundaries are chosen so that an equal 
proportion of the commodity is in each grade class, then the only 
way that the informativeness of the grading scheme can be increased 
is to increase the number of grade classes in the grading scheme. 
The aggregation of measurements on a quality characteristic to 
form grade reports should be a logical aggregation. Logical 
aggregation occurs when the output messages are defined by lower and 
upper boundaries on the measurements of the quality characteristic, 
and these boundaries do not overlap. When a quality characteristic 
is measured in discrete units it may not be possible to aggregate 
the original measurements into a set of n output classes all with 
probabilities of 1/n. 
The concept of a cascaded channel is used to represent the 
grade definition process when the grading scheme is based on measure­
ments of surrogate characteristics. A necessary condition for a set 
of measurements on a surrogate characteristic to perfectly predict 
the quality characteristic is that each measurement on the surrogate 
is associated with only one level of the quality characteristic. 
Such a surrogate is called a noiseless surrogate. A surrogate that 
is not noiseless is called a noisy surrogate, 
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A significant result of the information theory analysis of 
surrogate characteristics is that in certain situations it is possible 
to aggregate measurement classes of a surrogate without a loss of 
information. In particular, condition 36 specifies that two surrogate 
measurement classes, and b^, may be combined without a loss of 
information if and only if P(b^|a^) = constant x for all i, 
where the a^ are the alternative levels of the quality characteristic. 
A measurement class b^ refers to a column of the channel matrix 
describing the information channel that has levels of the quality 
characteristic as inputs and measurement classes of the surrogate 
characteristic as outputs. Whenever condition 36 is satisfied by a 
pair of surrogate measurement classes, the two surrogate measurement 
classes should be combined because simplicity is gained and no 
information is lost by the aggregation. 
Information theory can be applied to discrete or continuous 
distributions of quality characteristics. 
Given that the variables in a quality information system have a 
multivariate normal distribution and the set of variables is 
partitioned such that there is one dependent variable, there is a 
direct relationship between the information theory measures and the 
2 
R and standard error of estimate, S.E., of regression analysis. The 
2 
mutual information is directly related to the R and the equivocation 
is directly related to the S.E. of regression analysis. For those 
situations involving one dependent variable, i.e., one quality 
characteristic to be predicted or a univariate set of grade messages 
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to be determined, information theory and regression analysis are 
alternative analysis procedures. However, with information theoiry 
it is possible to consider simultaneously more than one dependent 
variable, i.e., more than one quality characteristic to be predicted 
or multivariate grades. 
The mutual information between the set of dependent variables 
and the set of independent variables is directly related to Anderson's 
likelihood ratio criterion for testing the null hypothesis that the 
two sets of variables are independent. This relationship is more 
2 
general than the relationship between mutual information and the R 
of regression analysis because it applies in all cases, i.e., when 
the set of dependent variables contains one variable or more than one 
variable. 
Results from grade determining analysis of five sets of grades 
(feeder calf grades, slaughter steer quality grades, slaughter steer 
yield grades, carcass quality grades, and carcass yield grades) 
indicate that the data predict carcass yield grades and slaughter 
steer yield grades better than it predicts feeder calf grades, 
slaughter steer quality grades, and carcass quality grades. Using 
overall data, the sets of grade determining characteristics had 
relative efficiency values for determining the various grades of: 
1.995 for carcass yield grade, 1.667 for slaughter steer yield grade, 
.666 for feeder calf grade, .310 for slaughter steer quality grade, 
and .473 for carcass quality grade. The fact that the relative 
efficiencies for the quality grades and feeder calf grades are less 
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than 1 means that it was not possible to identify from the data all 
of the characteristics that determine those grades. Thus, these 
grades are in part determined by characteristics not included in the 
data sets. The results from the analyses of the overall data are 
primarily applicable to the general population of beef cattle in the 
United States and thus apply to problems of defining a grading scheme 
for the entire beef population. Grade determining analyses of within 
data resulted in lower entropies, equivocations and relative 
efficiencies for all analyses. This means that knowledge of breed of 
sire and breed of dam and length of time on feed: reduced the original 
uncertainty about the grade (i.e., lower entropy), reduced the final 
uncertainty about the grade (i.e., reduced the equivocation), and 
reduced the amount of information provided by the observed character­
istics . The percentage reduction in mutual information was greater 
than the percentage reduction in entropy; but, the absolute reduction 
in mutual information was less than the absolute reduction in entropy. 
Thus, at all stages of the market channel, knowledge of breed of sire, 
breed of dam and length of time on feed provide some information 
about gradés but not more information than provided by the grade 
determining characteristics. 
In the predictive analyses, knowledge of breed of sire, breed 
of dam and length of time on feed is more informative for predicting 
carcass quality grade than any set of characteristics at the feeder 
calf and/or slaughter steer stage. Also, knowledge of breed of sire, 
breed of dam and length of time on feed is more informative than any 
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set of feeder calf characteristics for predicting carcass yield 
grade and average daily gain in the feedlot. 
Aggregation of measurements on grade determining characteristics 
into grades resulted in a loss of information at all stages of the 
market channel. 
At the feeder calf stage, aggregation of grade determining 
characteristics into feeder calf grades reduced the mutual information 
with carcass quality grades from .045 bit to .001 bit, a loss of .044 
bit or 98 percent of the information in the grade determining 
characteristics. 
At the slaughter steer stage, aggregation of grade determining 
characteristics into slaughter steer quality grades reduced the mutual 
information with carcass quality grades from .130 bit to .097 bit, a 
loss of .033 bit or 25 percent of the information in the grade deter­
mining characteristics. Aggregation of grade determining character­
istics into slaughter steer yield grades reduced the mutual information 
with carcass yield grades from .531 bit to .516 bit, a loss of .015 
bit or 3 percent of the information in the grade determining 
characteristics ; the reduction in mutual information with percentage 
actual cutability was from .800 bits to .760 bit, a loss of .040 bit 
or 5 percent of the information. 
At the carcass stage, aggregation of grade determining character­
istics into carcass quality grades reduced the mutual information with 
taste panel acceptability from .083 bit to .063 bit, a loss of .020 
bit or 24 percent of the information in the grade determining 
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characteristics. Aggregation of grade determining characteristics 
into carcass yield grades reduced the mutual information with 
percentage actual cutability from .970 bit to .816 bit, a loss of 
.046 bit or 16 percent of the information in the grade determining 
characteristics. 
At progressively later stages of the market channel, the 
ability to predict any given quality characteristic is greater than 
at earlier stages of the market channel. The mutual information with 
carcass quality grade, increased from .001 bit for feeder calf 
grades to .097 bit for slaughter steer quality grade. The mutual 
Information with carcass yield grade increased from .040 bit for 
feeder calf grades to .516 bit for slaughter steer yield grades. The 
mutual information with percent actual cutability increased from .098 
bit for feeder calf grades to .760 bit for slaughter steer yield 
grade and to .816 bit for carcass yield grade. 
Slaughter steer yield grade had a relative efficiency of .310 
as a predictor of carcass yield grade and a relative efficiency of 
,209 as a predictor of percent actual cutability. Carcass yield 
grade had a relative efficiency of .224 as a predictor of percent 
actual cutability. Slaughter steer quality grade had a relative 
efficiency of .041 as a predictor of carcass quality grade. Feeder 
calf grades were unable to predict carcass quality grade (relative 
efficiency of .000). Carcass quality grade had a relative efficiency 
of .042 as a predictor of taste panel acceptability. Thus, the 
yield grades are more Informative than the quality grades. 
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The set of characteristics that are the best predictors of 
carcass quality grade at the feeder calf stage and at the slaughter 
steer stage are not the sets of characteristics that are grade 
determining for feeder calf grades or slaughter steer quality grades. 
Also, the set of slaughter steer characteristics that is the best 
predictor of percentage actual cutability is not the set of slaughter 
steer characteristics that determines yield grade. 
Conclusions 
Two categories of conclusions are made: one relates to the 
model and the other relates to beef grades.. 
Information theory appears to be a useful tool for evaluating 
quality information systems (grading schemes). Information theory 
provides quantitative measures of: (1) the amount of uncertainty 
about product qualities in the absence of a quality information 
system and (2) the amount of information about product qualities 
provided by reports from a quality information system. Consequently, 
it can be used to get quantitative estimates of the informat ivenes s 
of alternative grading schemes. Also, it can be used to measure the 
amount of information in specific grade messages. 
Changes in the beef grading system that occurred in 1975 
probably resulted in an improvement in the informative system for 
beef characteristics. In particular, the requirement that all 
carcasses that are quality graded must also be yield graded should 
have improved the information system, because carcass yield grades 
are more informative than quality grades; informativeness is measured 
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by either the mutual information between the grade and predicted 
quality characteristics or the grade's relative efficiency in providing 
information about the predicted quality characteristics. 
Results from predictive analyses of Chapter IV indicate that 
feeder calf grades were not useful as a predictor of carcass quality 
grade. Therefore, improved feeder calf grades need to be developed. 
It should be possible to develop a set of feeder calf grades 
that are more informative than the current grades; because, the sets 
of feeder calf characteristics that were the best predictors of 
carcass quality grade, carcass yield grade or rate of gain were not 
the sets of characteristics that were grade determining for current 
feeder calf grades. 
Results from predictive analyses also showed that carcass quality 
grade had very limited ability to predict organoleptic traits. Two 
objective measurements of carcass characteristics (percent longissimus 
fat and the Wamer-Bratzler shear test) were better predictors of 
taste panel acceptability than any set of subjectively evaluated 
characteristics. This demonstrates that it is difficult to develop 
an informative set of grades for a heterogeneous product by utilizing 
subjective evaluations of quality characteristics. 
Suggestions for Further Research 
The information theory model as applied in this thesis is 
concerned with measuring amounts of information provided by grades. 
It would be useful to expand the model to include; (1) the costs of 
the grading scheme, i.e,, the cost of providing information, and 
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(2) the value of the information received from the grading scheme. 
Further analyses of beef grades would also be useful. More 
complete specification of the grade determining characteristics for 
feeder calf grades, slaughter steer quality grades and carcass 
quality grades is needed. This would make possible a more uniform 
application of the grades; and thereby, increase the value of the 
grades to the pricing mechanism. Analyses of original data instead 
of secondary data would permit alternative specifications of the 
grade determination process. In addition, the quality grades that 
were analyzed here are the grades that were in effect prior to 
1975. Thus it would be useful to do an analysis of current quality 
grade standards. Such an analysis would determine the informativeness 
of current grades and allow a comparison with previous grades. The 
analysis could also evaluate the extent to which current grades can 
be represented by a deterministic channel. 
An analysis using data on specific breed of sire, breed of dam, 
and length of time on feed groups, instead of pooled over such 
groups, would give insight into the meaning of the results from the 
data pooled within breed of sire, breed of dam and time on feed, and 
would indicate the relation between grades and breeds and time on 
feed. 
A less aggregative analysis would permit the estimation of the 
amounts of information provided by specific grade classes in 
addition to the average amounts of information provided by the 
entire grading scheme. 
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A thorough evaluation of beef cattle grades, particularly quality 
grades, is needed. The evaluation should start by identifying the 
relevant objectives of the grades and then proceed to define a set 
of grades to achieve those objectives subject to cost and technical 
constraints. The evaluation should identify and quantitatively 
measure what the grades do and don't do. The evaluation would also 
evaluate the purpose and meaning of feeder calf grades, and consider 
the development of a set of feeder calf grades that could be used to 
predict yield grades. 
An evaluation of feeder calf grades should include an evaluation 
of the feeder calf grades that went into effect in the fall of 1979. 
The revised feeder calf grades are specified order grades that report 
a frame size classification and a muscling score. 
192 
BIBLIOGRAPHY 
Afebott, Lawrence. Quality and Competition. New York; Columbia 
University Press, 1955. 
Abraham, Herbert C. "USDA Quality Grades for Beef." In 
Proceedings 27th Annual Reciprocal Meat Conference of the 
American Meat Science Association. Chicago : National 
Livestock and Meat Board, 1974. 
Abrahamson, Norman. Information Theory and Coding. New York: 
McGraw-Hill Book Co., 1963. 
Anderson, T. W. An Introduction to Multivariate Statistical 
Analysis. New York: John Wiley & Sons, 1958. 
Arrow, Kenneth J. Essays in the Theory of Risk Bearing. Chicago: 
Markham Publishing Co., 1971. 
Baker, Merritt W. "Grades and Grading." In Marketing The Year­
book of Agriculture. Washington, D. C.: United States 
Department of Agriculture, 1954. 
Campion, D. R.; Crouse, J. D.; and Dikeman, M. E. "Predictive 
Value of USDA Beef Quality Grade Factors for Cooked Meat 
Palatability." Journal of Food Science 40 (November-
December 1975):1225-1228. 
Campion, Dennis R., and Harrison, Virden L. "The New Beef Carcass 
Quality Grade Standards: What the Changes Mean." Livestock 
and Meat Situation 208 (April 1976) :41-46. 
Carpenter, Zerle L. "Beef Quality Grade Standards—Need for 
Modification." In Proceedings 27th Annual Reciprocal Meat 
Conference of the American Meat Science Association. Chicago 
National Livestock and Meat Board, 1974. 
Clifton, E. S., and Shepherd, Geoffrey. Objective Grade 
Specifications for Slaughter Steer Carcasses. Iowa Agri­
cultural Experiment Station Research Bulletin 402, 
November 1953. 
Cook, Harold T. "Where Quality is Commonplace." In Contours of 
Change. The Yearbook of Agriculture, 1970. Washington, 
D. C.: United States Department of Agriculture, 1970. 
Cross, H. R. ; Carpenter, Z. L.; and Smith, G. C. "Equations for 
Estimating Boneless Retail Cut Yields from Beef Carcasses." 
Journal of Animal Science 37 (December 1973):1267-1272. 
193 
13. Grouse, John D.; Dikeman, Michael E.; and Allen, Dell M. 
"Prediction of Beef Carcass Composition and Quality by 
Live-Animal Traits." Journal of Animal Science 38 
(February 1974);264-270. 
14. Grouse, John D.; Dikeman, Michael E.; Allen, Dell M.; and 
Marphey, Charles E. "Prediction of Feeder Calf 
Performance and Subsequent Carcass Characteristics." 
Journal of Animal Science 38 (February 1974):256-263. 
15. Doll, John P.; Rhodes, V. James; and West, Jerry G. Economics 
of Agricultural Production, Markets, and Policy. Homewood, 
111.: Richard D. Irwin, 1968. 
16. Dowell, A. A., and Engelman, Gerald. "Research into Problems 
Involved in Marketing Slaughter Livestock by Carcass 
Weight and Grade." Journal of Farm Economics 31 
(February 1949):343-361. 
17. Erdman, H. E. "Problems in Establishing Grades for Farm Products." 
Journal of Farm Economics 32 (February 1950);15-29. 
18. Farris, P. L. "Uniform Grades and Standards, Product 
Differentiation and Product Development." Journal of Farm 
Economics 42 (February 1950); 854-863. 
19. Feinstein, Amiel. Foundations of Information Theory. New York; 
McGraw-Hill Book Co., 1958. 
20. Ferris, Eleanor. "Dual Grading for Beef." Agricultural 
Marketing 6 (July 1961):3. 
21. Fox, Karl A. Intermediate Economic Statistics. New York: John 
Wiley & Sons, 1968. 
22. Goldman, Stanford, Information Theory. New York: Prentice-Hall, 
1953. 
23. Hirshleifer, Jack. "Where Are We in the Theory of Information." 
American Economic Review 63 (May 1973);31-39. 
24. Hutchinson, T. Q. Consumers' Knowledge and Use of Government 
Grades for Selected Food Items. USDA Economic Research 
Service Marketing Research Report 877, 1970. 
25. Hyslop, John D. Price-Quality Relationships in Spring Wheat. 
Minnesota Agricultural Experiment Station Technical 
Bulletin 267, 1970. 
194 
26. Ikerd, J. E., and Cramer, C. L. "Price Signal Refraction in 
Pork Processing." American Journal of Agricultural 
Economics 50 (May 1968); 225-231. 
27. Jebe, E. H., and Clifton, E. S. "Estimating Yields and Grades 
of Slaughter Steers and Heifers." Journal of Farm 
Economics 38 (May 1956): 584-596. 
28. Johnston, J. Econometric Methods. New York: McGraw-Hill Book 
Co., 1963. 
29. Kemeny, John G.; Mirkil, H.; Snell, J. L.; and Thompson, G. L. 
Finite Mathematical Structures. Englewood Cliffs, N. J.: 
Prentice-Hall, 1959. 
30. Kiehl, E. R., and Rhodes, V. J. "Techniques in Consumer 
Preference Research." Journal of Farm Economics 38 (December 
1956):1335-1345. 
31. Kitchen, C. W. "Standardization and Inspection of Farm Products." 
In Farmers in a Changing World. The Yearbook of Agriculture 
1940. Washington, D, C.: United States Department of 
Agriculture, 1940. 
32. Kohls, Richard L., and Downey, W. David. Marketing of 
Agricultural Products. 4th ed. New York: Macmillan. 
33. Kullback, Solomon. Information Theory and Statistics. New York: 
John Wiley & Sons, 1959. 
34. Ladd, George W., and Martin, Marvin B. "Prices and Demand for 
Input Characteristics." American Journal of Agricultural 
Economics 58 (February 1976):21-30. 
35. Ladd, George W,, and Suvannunt, Veraphol. "A Model of Consumer 
Goods Characteristics." American Journal of Agricultural 
Economics 58 (August 1976);504-510. 
36. Leuthold, Raymond M. "On Combining Information Theory and 
Bayesian Analysis." Canadian Journal of Agricultural 
Economics 19 (November 1971):26-36. 
37. Lev, Baruch. "The Aggregation Problem in Financial Statements: 
An Informational Approach." Journal of Accounting 
Research 6 (Autumn 1968):247-261. 
38. Livingston, George. "Some Fundamental Problems in Marketing 
Farm Products." Journal of Farm Economics 2 (April 1920): 
83-86. 
195 
39. Marschak, Jacob, and Miyasawa, Koichi. "Economic Comparability of 
Information Systems." International Economic Review 9 
(June 1968):137-174. 
40. Martin, Marvin Bruce. "An Economic Analysis of Quality and 
Grading in Com Marketing." Unpublished Ph.D. thesis. 
Library, Iowa State University, Ames, Iowa, 1974. 
41. McCoy, John H. Livestock and Meat Marketing. Westport, Conn.; 
AVI Publishing Company, 1972. 
42. Mehren, George L. "The Function of Grades in an Affluent, 
Standardized-Quality Economy." Journal of Farm Economics 43 
(December 1961):1377-1383. 
43. Mood, Alexander M., and Graybill, Franklin A. Introduction to 
the Theory of Statistics. 2nd ed. New York; McGrawr-Hill 
Book Co., 1963. 
44. North Central Regional Livestock Marketing Research Committee. 
Pricing Accuracy of Slaughter Cattle, Veal Calves, and Lambs. 
North Central Regional Publication 53. Indiana Agricultural 
Experiment Station Bulletin 611, October 1954. 
45. Price, David W. "Discarding Low Quality Produce with an Elastic 
Demand." Journal of Farm Economics 49 (August 1967):622-632. 
46. Purcell, Wayne. "Communications Technology in Beef Marketing." 
In Long-run Adjustments in the Livestock and Meat Industry; 
Implications and Alternatives. Ohio Agricultural Research 
and Development Center, Research Bulletin 1037, March 1970. 
47. Purcell, Wayne D., and Nelson, Kenneth E. "Recent Changes in 
Beef Grades: Issues and Analysis of the Yield Grade 
Requirement." American Journal of Agricultural Economics 58 
(August 1976): 475-484. 
48. Quastler, Henry, ed. Information Theory in Biology. Urbana; 
University of Illinois Press, 1953. 
49. Rhodes, V. J. "How the Marking of Beef Grades Was Obtained." 
Journal of Farm Economics 42 (February 1960):133-151, 
50. Rhodes, V. J.; Kiehl, Elmer R.; and Brady, D. E. Visual 
Preference for Grades of Retail Beef Cuts. Missouri 
Agricultural Experiment Station Research Bulletin 538, 1955. 
196 
51. Rhodes, V. J.; Kiehl, E. R.; Wilson, N. B.; Brady, D. E,; and 
Birmingham, E. B. Consumer Preferences and Beef Grades. 
Missouri Agricultural Experiment Station Research 
Bulletin 612, 1956. 
52. Shaffer, James Duncan. "Changing Orientations of Marketing 
Research." American Journal of Agricultural Economics 50 
(December 1968):1437-1449. 
53. Shannon, Claude E., and Weaver, Warren. The Mathematical Theory 
of Communication. Urbana: University of Illinois Press, 
1949. 
54. Shepherd, Geoffrey S., and Futrell, Gene A. Marketing Farm 
Products. 5th ed. Ames: Iowa State University Press, 1969. 
55. Stout, Thomas T., and Thomas, Paul R. "Implementing Improved 
Pricing Accuracy for Cattle and Beef." In Long-run Adjust­
ments in the Livestock and Meat Industry: Implications and 
Alternatives. Ohio Agricultural Research and Development 
Center, Research Bulletin 1037, March 1970. 
56. Stout, Thomas T., and Hawkins, M. H, "Implications of Change in 
the Methods of Wholesaling Meat Products." American Journal 
of Agricultural Economics 50 (August 1968): 660-675. 
57. Suvannunt, Veraphol. "Measurement of Quantities and Prices of 
Product Qualities." Unpublished Ph.D. thesis. Library, 
Iowa State University, Ames, Iowa, 1973. 
58. Theil, Henri. Economics and Information Theory. Amsterdam: 
North-Holland Publishing Co., 1967. 
59. Theil, H. "The Information Approach to Demand Analysis." 
Econometrica 33 (January 1965):67-87. 
60. Thornsen, Frederick Lundy. Agricultural Marketing. New York: 
McGraw-Hill Book Co., 1951. 
61. USDA. Official United States Standards for Grades of Carcass 
Beef. USDA Consumer Marketing Service, Regulatory 
Announcements 99, 1965. 
62. USDA. Official United States Standards for Grades of Feeder 
Cattle. USDA Consumer Marketing Service, Regulatory 
Announcements 183, 1965. 
63. USDA. Official United States Standards for Grades of Slaughter 
Cattle. USDA Agricultural Marketing Service, Regulatory 
Announcements 112, 1966. 
197 
64. USDA. USDA Yield Grades for Beef. USDA Consumer Marketing 
Service, Marketing Bulletin 45, 1968. 
65. Waugh, Frederick V. Quality as a Determinant of Vegetable 
Prices. New York: Columbia University Press, 1929. 
66. Waugh, Frederick V. "Quality Factors Influencing Vegetable 
Prices." Journal of Farm Economics 10 (April 1928);185-196. 
67. Welbom, Roland. "Discussion: Economic Effects of Recent 
Changes in Lamb Standards." Journal of Farm Economics 43 
(December 1961):1396-1398. 
68. Williams, W. F. "Note on How the Marking of Beef Grades Was 
Obtained." Journal of Farm Economics 42 (November 1960); 
878-886. 
69. Williams, Willard F. "Discussion: A Merchandiser's View of the 
Function of Grades." Journal of Farm Economics 43 
(December 1961):1405-1407. 
70. Williams, Willard F. Economic Effects of IT. S. Grades for Beef. 
USDA Marketing Research Report No. 298, January 1959. 
71. Williams, Willard F. "Toward Improved Performance in 
Agricultural Marketing Research." Journal of Farm 
Economics 48, No. 3, Part 2 (August 1966):37-52. 
72. Williams, Willard F. "Why Grades and Grading." Agricultural 
Marketing 9 (July 1964):12-13. 
73. Williams, Willard F, and Stout, Thomas T. Economics of the Live­
stock-Meat Industry. New York: Macmillan Co., 1964. 
74. Young, John F. Information Theory. London: Butterworth & Co., 
1971. 
75. Zusman, Pinhas. "A Theoretical Basis for Determination of 
Grading and Sorting Schemes." Journal of Farm Economics 49 
(February 1967): 89-106. 
198 
ACKNO%EDGMENTS 
The author wishes to express his sincere appreciation to the 
many people who have contributed to this dissertation. He is 
especially indebted to Dr. George W. Ladd for his interest, valuable 
advice, constructive criticism, encouragement and patience. 
The author gratefully acknowledges the assistance of 
Dr. John D. Grouse, U.S.D.A. Meat Animal Research Center, for 
providing the data used in this study. 
Dr. W. D. Toussaint, Department of Economics and Business, 
North Carolina State University is gratefully acknowledged for his 
support and encouragement during the completion of this dissertation. 
The author's greatest debt is to his wife, Bonnie, and to his 
children, Kristin, Erik and Kirk for their support, encouragement, 
understanding and sacrifices which contributed greatly to the 
completion of this dissertation. 
199 
APPENDIX. CORRELATION MATRICES OF BEEF CATTLE 
CHARACTERISTICS AND CARCASS CHARACTERISTICS 
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Code for variables 
for the correlation 
matrices in Table Variable 
A1 and Table A2 Characteristic code 1 
1 Disposition F1 
2 Condition F2 
3 Overall muscling F3 
4 Length of rump F4 
5 Size of bone F5 
6 Width between legs F6 
7 Growth potential F7 
8 Hair coat F8 
9 Feeder grade F9 
10 Muscling of round FIO 
11 Length of body Fll 
12 Depth of body F12 
13 Height F13 
14 Trimness F14 
15 Average daily gain, 
birth to weaning F15 
16 Weaning weight F16 
17 Retail product. 
actual lb. CFl 
18 Fat trim, lb. CF2 
19 Bone, lb. CF3 
20 Cutability, actual, % CF4 
21 Retail product. 
actual, % CF5 
22 Fat trim, % CF6 
23 Bone, % CF7 
24 Bone-in round, loin. 
rib and chuck, % CF8 
25 All roast, % CF9 
26 Carcass conformation CFIO 
27 Muscling conformation CFll 
28 Muscling score CF12 
29 Marbling CF13 
30 Quality grade, TJSDA CF14 
31 Carcass weight, lb. CF15 
32 Fat thickness, inch CF16 
33 Adjusted fat thickness, inch CFl 7 
34 Ribeye area CF18 
35 Yield grade CF19 
36 Slaughter weight CF20 
37 Fat in lean trim, % CF21 
38 Cutability, adjusted, % CF22 
39 Retail product, adjusted, % CF23 
40 Average daily gain, feedlot GFl 
201 
Code for variables 
for the correlation 
matrices in Table Variable 
A3 and Table A4 Characteristic code 2 
1 Average daily gain, 
feedlot GSl 
2 Cutability, actual, % CSl 
3 Retail product, actual, % CS2 
4 Fat trim, % CS3 
5 •Bone, % CS4 
6 Carcass conformation CS5 
7 Muscling conformation CS6 
8 Marbling CS7 
9 Quality grade, USDA CS8 
10 Carcass weight CS9 
11 Fat thickness, inch CSIO 
12 Adjusted fat 
thickness, inch CSll 
13 Ribeye area CS12 
14 Kidney, pelvic and 
heart fat, % CS13 
15 Yield grade CS14 
16 Slaughter weight CS15 
17 Muscling score SI 
18 Fat thickness S2 
19 Ribeye area S3 
20 Kidney, pelvic and 
heart fat, % S4 
21 Yield grade S5 
22 Length of rump S6 
23 Size of bone S7 
24 Conformation SB 
25 Steer quality grade S9 
26 Length of body SIO 
27 Depth of body Sll 
28 Height S12 
29 Width S13 
30 Trimness S14 
31 Cutability, 
adjusted X CS16 
32 Retail product. 
adjusted X CS17 
202 
Code for variables 
for the correlation 
matrices in Table Variable 
A5 and Table A6 Characteristic code 3 
1 Adjusted fat thickness CI 
2 Days on feed C2 
3 Conformation C3 
4 Skeletal maturity C4 
5 Lean maturity C5 
6 Final maturity C6 
7 Marbling C7 
8 Longissimus fat, % C8 
9 Color lean C9 
10 Firmness of lean CIO 
11 Texture of lean Cll 
12 Quality grade C12 
13 Warner-Bratzler shear C13 
14 TP tenderness C14 
15 TP flavor C15 
16 TP juiciness C16 
17 TP acceptability C17 
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Table Al. Continued 
11  12  13  14  15  16  
11  1 .000  
12  -0 .753  1 .000  
13  0 .919  -0 .663  1 .000  
14  0 .797  -0 ,849  0 .757  1 .000  
15  -0 .412  0 .130  -0 .478  -0 .218  1 .000  
16  -0 .444  0 .069  -0 .523  -0 .196  0 .890  1 .000  
17  0 .037  0 .228  0 .076  -0 .104  0 .053  -0 .372  
18  -0 .562  0 .367  -0 .559  -0 .394  0 .658  0 .654  
19  0 .014  -0 .274  -0 .059  0 .242  0 .407  0 .436  
20  -0 .574  0 .414  -0 .592  -0 .460  0 .553  0 .562  
21  -0 .326  0 .498  -0 ,235  -0 .453  -0 .019  -0 .077  
22 -0 .297  0 .461  -0 .214  -0 .429  -0 .052  -0 .087  
23  0 .298  -0 .471  0 .225  0 .446  0 .091  0 .118  
24  -0 .204  0 .345  -0 .181  -0 .351  -0 .173  -0 .169  
25  -0 .296  0 .459  -0 .221  -0 .384  -0 .005  -0 .058  
26  -0 .348  0 .488  -0 .269  -0 .463  0 .011  -0 .035  
27  -0 .131  0 .270  -0 .037  -0 .131  0 .233  0 .158  
28  -0 .214  0 .355  -0 .127  -0 .250  0 .253  0 .182  
29  0 .233  -0 .344  0 .163  0 .277  -0 .253  -0 .174  
30  0 .212  -0 .314  0 .175  0 .216  -0 .049  0 .028  
31  0 .197  -0 .232  0 .161  0 .222  0 .053  0 .096  
32  -0 .447  0 .170  -0 .482  -0 .213  0 .704  0 .717  
33  0 .250  -0 .298  0 .208  0 .371  0 .044  0 .033  
34  0 .269  -0 .361  0 .220  0 .429  0 .080  0 .072  
35  -0 .364  0 .270  -0 .345  -0 .313  0 .451  0 .425  
36  0 .206  -0 .370  0 .127  0 .363  0 .079  0 .112  
37  -0 .460  0 .167  -0 .506  -0 .217  0 .693  0 .715  
38  0 .342  -0 .480  0 .276  0 .443  -0 .079  0 ,002  
39  -0 .348  0 .520  -0 .257  -0 .477  0 .0  -0 .065  
40  -0 .332  0 .502  -0 .250  -0 .469  -0 .018  -0 .068  
41  -0 .332  0 .211  -0 .350  -0 .191  0 .236  0 .234  
17  18 19  20 
1 .000  
0 .051  1 .000  
-0 .118  0 .287  1 .000  
0 .081  0 .834  0 .116  1 .000  
0 .276  0 .328  -0 .759  0 .322  
0 .215  0 .278  -0 .820  0 .264  
-0 .220  -0 .213  0 .866  -0 .330  
0 .163  -0 .044  -0 .716  0 .413  
0 .246  0 .280  -0 .644  0 .344  
0 .230  0 .290  -0 .771  0 .308  
0 .204  0 .502  -0 .019  0 .308  
0 .214  0 .541  -0 .183  0 .383  
-0 .235  -0 .555  0 .215  -0 .412  
-0 .234  -0 .161  0 .245  -0 .203  
-0 .166  -0 .064  0 .309  -0 .136  
-0 .048  0 .903  0 .642  0 .732  
-0 .093  -0 .132  0 .665  -0 .258  
-0 .114  0 .131  0 .742  -0 .270  
0 .065  0 .730  0 .075  0 .542  
-0 .196  -0 .194  0 .728  -0 .233  
-0 .050  0 .894  0 .612  0 .775  
-0 .319  -0 .373  0 .474  -0 .447  
0 .297  0 .351  -0 .736  0 .382  
0 .256  0 .320  -0 .776  0 .353  
0 .125  0 .630  0 .194  0 .611  
Table Al. Continued 
21  22  23  24  25  26  
21  1 .000  
22  0 .963  1 .000  
23  -0 .942  -0 .973  1 .000  
24  0 .573  0 .579  -0 .750  1 .  000  
25  0 .832  0 .795  -0 .806  0 .  575  1 .000  
26  0 .951  0 .944  -0 .932  0 .  594  0 .815  1 .000  
27  0 .390  0 .358  -0 .276  -0 .  052  0 .311  0 .362  
28  0 .551  0 .532  -0 .460  0 .  102  0 .451  0 .536  
29  -0 .587  -0 .562  0 .495  -0 .  142  -0 .482  -0 .560  
30 -0.350 -0.333 0.344 -0 .  ,261 -0 .287  -0.351 
31  -0 .346  -0 .332  0 .354  -0 .  302  -0 .263  -0 .343  
32  -0 .068  -0 .135  0 .193  -0 .  297  -0 .055  -0 .097  
33  -0 .675  -0 .709  0.746 -0.  606 -0 .590  -0 .701  
34  -0 .761  -0 .783  0 .822  -0.  , 667  -0 .657  -0 .778  
35  0 .399  0 .355  -0 .279  -0 .  .034  0 .325  0 .384  
36 -0 .822  -0 .835  0 .834  -0 ,  ,559  -0 .708  -0 .828  
37  -0 .064  -0 .125  0 .162  -0 ,  , 219  -0 .041  -0 .090  
38  -0 .708  -0 .670  0 .687  -0 .  , 513  -0 .602  -0 .702  
39  0 .980  0 .941  -0 .935  0 ,  , 612  0 .824  0 .936  
40  0 .947  0 .963  -0 .956  0 ,  , 626  0 .793  0 .929  
41  0 .130  0 .140  -0 .134  0 ,  , 071  0 .152  0 .156  
27  28 29  30  
1.000 
0 .922  
-0 .797  
-0 .190  
0 .031  
0 .355  
-0 .038  
-0 .054  
0 .478  
-0 .301  
0 .294  
-0 .344  
0 .406  
0 .381  
0 .270  
1.000 
-0 .885  
-0 .210 
-0 .013  
0 .323  
-0 .252  
- 0 . 2 8 6  
0 .560  
-0 .491  
0.280 
-0 .466  
0 .562  
0 .548  
0 .296  
1.000 
0.238 
0 .085  
-0 .321  
0.348 
0 .382  
-0 .598  
0 .555  
-0 .294  
0 .501  
-0 .598  
-0 .578  
-0 .272  
1.000 
0 .829  
-0.026 
0.210 
0 .217  
-0 .097  
0 .264  
-0.012 
0 .530  
-0 .418  
-0 .428  
-0 .279  
Table Al. Continued 
31  32  33  34  
31  1 .000  
32  0 .076  1 .000  
33  0 .276  0 .170  1 .000  
34  0 .311  0 .204  0 .928  1 .000  
35  -0 .034  0 .606  -0 .262  -0 .271  
36  0 .280  0 .157  0 .791  0 .858  
37  0 .062  0 .973  0 .123  0 .152  
38  0 .481  -0 .098  0 .517  0 .580  
39  -0 .401  -0 .041  -0 .677  -0 .761  
40  -0 .411  -0 .083  -0 .708  -0 .781  
41  -0 .023  0 .601  -0 .066  -0 .035  
35  36  ^  38 39  40  
N5 
o 
<y\ 
1 .000  
-0 .543  1 .000  
0 .571  1 .142  
-0 .411  0 .619  
0 .421  -0 .823  
0 .395  -0 .833  
0 .342  -0 .039  
1.000 
-0 .107  1 .000  
-0 .034  -0 .815  
-0 .071  -0 .822  
0 .664  -0 .176  
1 .000 
0 .975  1 .000  
0 .135  0 .146  
Table Al. Continued 
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N> 
O 
41  1 .000  
£o^UïUJWOJU>U)U>WWWN5NJrs>N3N?N3roN3roNîh-H-»H»MI-»MI-»»-*l-»l^ l-'0\OCO~UO>Lnf~WMPMO»:^00~s*0\Vlf~Wrcl-'0\000~ue\Vlf~WhJ)-'0\000"^G\Lnf*WrsJ)-' H ë-
I i I I I 
o O O o o o O O O O o o O O O O O O O O O O o O O O O o O O O o O o O O o O O 
M h-» h- h- o o o o O O O M o O o M H» o t-« M H» o H- O O O o ro O ro M LO L*) ro o o o O to N> Ln cyv JS (7\ 00 H» C\ ON so LO 00 ON ro o\ LO LO H» W ro ro x> Ln 00 LO ro ro W Ln Ln 00 o vO Ln h-» M H- Ln W o Ln •Nj M o> (O ro LO VI h- -D» •«J sO fO JS O Lfi Ln fo \o M VO LO ON JS LO Ln 
1 O 1 O 1 o o O o O o O O O O 1 o o o 1 O 1 O 1 o O 1 O 1 O O o O 1 O O o o o 1 O I O o O O 1 O 1 O 1 O O 1 O 
O Ni w M ro ro K» LO to LO M O M fO LO ro LO ro ro o -p- ro M LO o LO o ^ o O H* lO O JN W vO o VO œ ro o\ O W LO h-» LO M o ON O 00 ro 00 vO \o o ro to «O Ln ro ON VO VO Ln H» o LO ro H» O JS cy> W ro LU LO o> LO ro LO X> M 4N \o vO ro ON 00 w Ln M o Ln LO #-* ON VO JN Ln os O 
o 
1 O 1 o o 1 o O 1 O 1 O 1 o 1 O O O O 1 o 1 O 1 O o o l o o 1 o 1 1 O o 1 O O 1 O 1 o O o 1 O O O 1 o o O O O o 
o O o o M O lO o O to o M |NJ LO O o ro o o o o H- ro O ro LO O o O h- 00 h- h-» O ro ro o 4> N5 ro ro Ln CD Ln o O vO LO o LO ro 00 o o Ln LO VO h- Ln ro H- to vO N5 ro LO O O ON 00 Ln 09 4> 00 LO vO LO ro LO H- VO LO w 00 00 H-» ro vO H» 00 M H- 00 \D ON ON Os O 
1 O 1 O i o o 1 o O 1 O 1 O O 1 O o O o 1 O 1 O O ô O O 1 o 1 o 1 o o 1 1 O O 1 O 1 1 II O O O O O O O O O  O O M 
o O o o o O O o O o o M O o o M O O O M o o o O o O o O M M M M M O K» o LO O 
o \o 00 M U) ro LO M H-» 4N M M M ""sj O 00 M 00 O •o LO \o LO ON ON M Ln LO O VO ON O H» Ln vo NJ so ro \o ro Ln LO 00 vO vO VO LO LO LO LO ON Ln Ln M -> to VO O -j ON O LO ON 03 M O 
c CL 
•< 
c 
zr 
i 
en 
a 
c 
0) 
m U) 
t  I I I .  
o o o o o o o 
I I I l O O O O O O O O O O O O O O O O  O O O O O O O O O O O O O H »  
_ . _>n?H'0M0N?00000»-'0)-'>— »-*t-'t-'fviN)Or0fO»*-»OJ--Oh-'l-*H»tsîN5O \.0^>W\OLnO\0f\aLnf~N)LnOON)OLnO^N)r\)""UO»-'Vi"sjC0N)">jOLnG\~VA'"C\.>O WOVi\OO's0G^j>l -*W03h>)WhJ\0J>\0 \0OG^r\ ) -C~00rs )^00f^f~0 \~ .J0 \ '~J00MW'"sfO 
I I I  
o o o o o 
NJ h-• M o 
I  I  I  i  I  I  I  I I I  I I  I  I  
o o o o o o o o o o o o o o o o o o  o o o o o o o o o o o o  
ro ho \OC\G^OOUJ\0Ln\O00MLnWLn'~Jf\;^I\JOO\Cf^G0G^LnC\"^H-'\O0DO^00\ON)O 
^H-'Vif~'WOWC\W^\0\DC\LnLn\OOfC(.rOH''^N)W\OLnf—iwLno30>C^^>WLnO 
I  I  1  I  I  I  t  I  I  I I I  I I  1  I  O O O O O O O O O O O O O O O O O O O O O O O O O O O O O O O O O O h - »  
^j)_,)_,C)0\H*WH-'OG\OOOOOOMOI-'MMC\^G\wa\Lnf~»OOW"^N)WOO \ g^ l_ ,^w^Q\r \ jh -*G\WW00N)f*G\ '~JO\0Vl f^WH'H'W^\O\O00OC0LnLn\0~s jO 0\C^WUJO\C\O^N)COOOI-'G\00>UJLn-sJH-'^G\l—''-JViN)MC\W\D0WhJ"'sjN)0 
I l  I  I  I I  I I  I I  1 : 1  1 1  I  I  O O O O O O O O O O O O O O O O O O O O O O O O O O O O O O O O O M  
O O O O O O O O O O O O O O O O O I - ' O O ï i î ^ - w c j Ç ^ h - .  — .  i-àK'ir-»N.^inf.^£st_nLnUiV^U)OOLONi^U)LnOI—'H-«O.C^^i>U)0>0 O l — N 3 a ^ L n ' - « J ' » 4 0 0 N f - - 0 0 0  ^«•rOJ- '0DUlh-*N5ON5UlW- . 'w .  w.  .C~^\OVi l - '00"~JLn00G^0\OO"~J  
OH-'O ooi-»»—•uJMto)—«roroo 
I i I O O O O O O O ( t I I I I I I i o o o o o o o o o ô ô o ô ô o o  o ô o o ô ô o ô ô  
oooOLJOro) -*»-«^oof>owu30  G\ W - ' - ^ ' M o NJ -«J 
OOOWOroWM^OONJWLOOH-rol—'l-'ONJI-0£^M^J>ts50JtOU>000 C\ O\\OCO^ON)LO''~j^WG>"~Ut—'G\-sjOCOLnf\)k-'05\OViOOLnroOO-~JO J . ï f—>K. '»^ i i - i roo^-C«-OON5tOOOCO£^0>OLn->£^0^0^^0<-nX>'^ l—»l - '00>v00  
O O O O O O O O O O O O O O O O  o o o o o o o o  I I I I o o o o o o 
»OOOroON>MOWOOU>Wf>OOtN0l-'OOl-'N)0Jh-£»U>l-*h-'MN3O 
»hJI\)OG>r\)00M00hJf~f~O\0WWC>^hJLn^C\fs N) W O 00 \o \o w w o i c \ r v w " > u L n r v ^ M ' ^ c r * ^ v i M O i \ ) j s 0 0 \ 0 ' * ' J W t — ' O ^ w x O O  
803 
Table A2. Continued 
11  12  13  14  
11  1 .000  
12  -0 .655  1 .000  
13  0 .892  -0 .562  1 .000  
14  0 .706  -0 .838  0 ,664  1 .000  
15  -0 .379  -0 .040  -0 ,458  -0 .059  
16  -0 .482  -0 ,010  -0 ,555  -0 .106  
17  0 .289  -0 ,028  0 ,279  0 ,091  
18  -0 .505  0 ,086  -0 .533  -0 .178  
19  -0 .267  -0 ,134  -0 ,353  0 .050  
20  -0 .494  0 ,185  -0 ,543  -0 .279  
21  0 .043  0 .160  0 .135  -0 .100  
22  0 .045  0 .158  0 .132  -0 .110  
23  -0 .046  -0 .197  -0 .126  0 .150  
24  0 .028  0 .204  0 .052  -0 .180  
25  0 .019  0 ,169  0 .082  -0 .081  
26  -0 .007  0 ,168  0 .079  -0 .128  
27  0 .050  -0 .085  0 .144  0 .075  
28  0 .037  -0 .042  0 .118  0 ,033  
29  -0 ,026  0 .056  -0 .089  -0 .021  
30  0 .075  -0 .116  0 .067  0 .112  
31  0 ,058  -0 .092  0 .038  0 .108  
32  -0 ,477  0 .007  -0 .537  -0 ,115  
33  -0 ,021  -0 .089  -0 .072  0 .090  
34  -0 ,057  -0 ,136  -0 .112  0 ,119  
35  -0 ,177  -0 ,032  -0 ,185  -0 ,049  
36  -0 .141  -0 ,055  -0 ,212  0 ,041  
37  -0 .480  0 ,005  -0 .550  -0 .107  
38  0 .011  -0 ,141  -0 .028  0 .131  
39  0 ,027  0 .177  0 .116  -0 .131  
40  0 ,027  0 .183  0 .109  -0 .146  
41  -0 ,242  0 .015  -0 .276  -0 .054  
15  16  17  18  19  20  
1 .000  
0 ,892  1 ,000  
0 ,030  -0 ,454  
0 ,662  0 .732  
0 ,616  0 .643  
0 .527  0 .583  
•0 .309  -0 .297  
0 .326  -0 .306  
0 .382  0 .366  
•0 .342  -0 .343  
•0 .214  -0 .226  
•0 .257  -0 .251  
0 .102  0 .109  
0 .092  0 .102  
•0 .074  -0 .085  
0 .0  0 ,026  
0 .099  0 .093  
0 .741  0 .799  
0 .198  0 .186  
0 .295  0 ,267  
0 .369  0 .414  
0 .280  0 .266  
0 .726  0 .784  
0 .111  0 .130  
-0 ,293  -0 .284  
-0 ,294  -0 .284  
0 ,193  0 .174  
1.000 
-0 .264  1 .000  
-0 .223  0 .516  
-0 .171  0 .739  
0 .087  0 .0  
0 .073  0 .025  
-0 .107  0 .083  
0 .141  -0 .313  
0 .113  0 .005  
0 .083  0 .026  
-0 .065  0 .278  
-0 .046  0 .311  
0 .031  -0 .309  
-0 .067  -0 .040  
-0 .033  -0 .011  
-0 .278  0 .916  
-0 .070  0 .034  
-0 .062  0 .105  
-0 .182  0 .608  
-0 .060  0 .074  
-0 .265  0 .908  
-0 .111  -0 .013  
0 .099  -0 .002  
0 .094  0 .017  
0 .055  0 .651  
1.000 
0 .328  1 .000  
-0 .783  -0 .061  
-0 .812  -0 .070  
0 ,883  -0 ,043  
-0 .645  0 .303  
-0 .594  0 .048  
-0 .730  -0 ,013  
0 .065  0 .029  
-0 .070  0 .093  
0 .134  -0 .106  
0 .144  -0 ,091  
0 ,213  -0 .074  
0 .780  0 .688  
0 .553  -0 .047  
0 .696  -0 .010  
0 .147  0 .370  
0 .677  0 ,064  
0 .752  0 .733  
0 .420  -0 .148  
-0 .781  0 .024  
-0 .789  0 .033  
0 .501  0 .532  
Table  A2 .  Cont inued  
21  22  23  24  
21  1 .  000  
22  0 .  945  1 .000  
23  -0 .913  -0 .952  1 .000  
24  0 .  405  0 .387  -0 .651  1 .000  
25  0 .  742  0 .690  -0 .701  0 .401  
26  0 .  919  0 .882  -0 .860  0 .403  
27  0 .  164  0 .164  -0 .054  -0 .244  
28  0 .  319  0 .326  -0 .230  -0 .118  
29  -0 .  384  -0 .395  0 .306  0 .061  
30  -0 .  165  -0 .175  0 .196  -0 .157  
31  -0 .  225  -0 .234  0 .260  -0 .204  
32  -0 .  333  -0 .335  0 .426  -0 .453  
33  -0 .  571  -0 .601  0 .633  -0 .416  
34  -0 .  694  -0 .715  0 .760  -0 .515  
35  0 .  212  0 .227  -0 .127  -0 .181  
36  -0 .  715  -0 .740  0 .740  -0 .393  
37  -0 .  329  -0 .323  0 .391  -0 .378  
38  -0 .  461  -0 .459  0 .514  -0 .410  
39  0 .  958  0 .912  -0 .917  0 .500  
40  0 .  888  0 .930  -0 .930  0 .495  
41  -0 .  209  -0 .186  0 .232  -0 .238  
25  26  27  28  29  30  
N3 
>-> 
o 
1 .000  
0 .720  1 .000  
0 .063  0 .170  1 .  000  
0 .195  0 .332  0 ,  . 866  1 ,  , 000  
-0 .265  -0 .405  -0 .  ,689  -0 ,  ,813  1 .000  
-0 .110  -0 .191  0 .  039  0 .  , 025  0 .061  1 .000  
-0 .143  -0 .244  0 ,  105  0 ,  , 081  0 .003  0 .839  
-0 .251  -0 .287  0 ,  ,195  0 ,  , 167  -0 .136  0 .021  
-0 .451  -0 .578  -0 ,  ,027  -0 ,  . 223  0 .352  0 .135  
-0 .548  -0 .694  -0 ,  ,018  -0 .  , 243  0 .360  0 .138  
-0 .146  0 .275  0 .  .354  0 ,  449  -0 .466  0 .020  
-0 .554  -0 .733  -0 ,  ,178  -0 .368  0 .453  0 .103  
-0 .232  -0 .287  0 .  .139  0 .  , 126  -0 .117  0 .041  
-0 .369  -0 .512  -0 .  .043  -0 .  , 151  0 .230  0 .448  
0 .724  0 .898  0 .  . 160  0 ,  , 314  -0 .389  -0 .265  
0 .666  0 .852  0 ,  , 156  0 ,  , 315  -0 .392  -0 .304  
-0 .127  -0 .194  0 .095  0 .085  -0 .089  0 .053  
Table A2. Continued 
31  32  33  34  
31  1 .  000  
32  0 .  ,075  1 .000  
33  0 ,  177  0 .258  1 .000  
34  0 .  , 216  0 .369  0 .883  1 .000  
35  0 .  037  0 .506  -0 .208  -0 .175  
36  0 ,  . 158  0 .337  0 .732  0 .831  
37  0 .  , 070  0 .966  0 .226  0 .327  
38  0 ,  , 449  0 .151  0 .381  0 .447  
39  -0 .  314  -0 .332  -0 .593  -0 .713  
40  -0 ,  , 346  -0 .326  -0 .612  -0 .720  
41  0 .  , 022  0 .672  0 .164  0 .236  
35  36  37  38  39  40  
M 
H 
M 
1 .000  
-0 .506  1 ,  ,000  
0 .465  0 .  ,327  1 .000  
-0 .158  0 ,  , 411  0 .141  1 ,  , 000  
0 .219  -0 .  ,722  -0 .324  -0 .  ,657  1 .  , 000  
0 .234  -0 ,  ,732  -0 .313  -0 ,  . 710  0 ,  . 956  1 .000  
0 .294  0 ,  , 232  0 .744  0 ,  , 096  -0 ,  . 218  -0 .199  
Table Kl .  Continued 
41  
41  1 .000  
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Table  A3 ,  Cont inued  
21  22  23  24  
21  1 .000  
22  0 .209  1 .000  
23  0 .328  0 .253  1 .000  
24  -0 .397  -0 .078  -0 .544  1 .000  
25  0 .593  0 .160  0 .032  0 .093  
26  0 .553  0 .172  0 .352  -0 .281  
27  -0 .616  -0 .091  -0 .042  0 .217  
28  0 .476  0 .170  0 .340  -0 .242  
29  0 .182  0 .106  0 .617  -0 .708  
30  0 .817  0 .206  0 .203  -0 .268  
31  -0 .823  -0 .157  -0 .303  0 .400  
32  -0 .809  -0 .127  -0 .271  0 .373  
25  26  27  28  29  30  
M Ol 
1 .000  
0 .431  1 .000  
-0 .600  -0 .452  1 .000  
0 .314  0 .904  -0 .312  1 .000  
-0 .222  0 .200  0 .116  0 .216  1 .  . 000  
0 .668  0 .613  -0 .757  0 .527  0 .  , 025  1 .  , 000  
-0 .574  -0 .505  0 .606  -0 .417  -0 ,  , 179  -0 .  , 748  
-0 .573  -0 .479  0 .618  -0 .397  -0 ,  , 125  -0 ,  , 742  
Table A3. Continued 
31  32  
N3 
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31  1 .000  
32  0 .975  1 .000  
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Table A4. ContInued 
21  "n  23  24  
i 
21  1 .000  
22  0 .168  1 .000  
23  0 .058  0 .136  1 .000  
24  0 .002  
-0 .121  -0 .191  1 .000  
25  0 .490  0 .038  -0 .178  0 .452  
26  0 .161  0 .043  0 .047  0 .055  
27  -G.486  -0 .048  0 .190  -0 .247  
28  0 .052  0 .014  0 .049  0 .010  
29  -0 .048  0 .059  0 .319  -0 .540  
30  0 .665  0 .172  -0 .080  0 .201  
31  -0 .636  -0 .093  -0 .028  -0 .028  
32  -0 .621  -0 .060  -0 .020  -0 .043  
25  26  27  28  29  30  
M 
M 
VO 
1 .000  
0 .142  1 .000  
-0 .564  -0 .296  1 .  , 000  
0 .007  0 .848  -0 .  134  1 .000  
-0 .366  0 .002  0 ,  , 274  0 .049  1 ,  . 000  
0 .593  0 .344  -0 ,  ,692  0 .255  -0 ,  .192  1 .000  
-0 .440  -0 .106  0 ,  , 437  -0 .013  0 ,  , 046  -0 .552  
-0 .442  -0 .094  0 ,  -419  -0 .015  0 ,  , 063  -0 .538  
Table A4. Continued 
31 32 
N3 
W 
O 
31  
32  
1.000 
0 .955  1.000 
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Table  AS.  Cont inued  
11  12  13  14  15  16  17  
11  1 .000  
12  -0 .100  1 ,  , 000  
13  0 .130  -0 .  ,160  1 .000  
14  -0 .110  0 ,  , 270  -0 .610  1 .000  
15  -0 .020  0 ,  , 190  -0 .160  0 .390  1 ,  , 000  
16  0 .050  0 ,  , 270  -0 .190  0 .520  0 ,  . 520  
17  -0 .050  0 .  , 290  -0 .470  0 .860  0 ,  , 670  
Is> 
to 
N3 
1.000 
0 .700  1.000 
Table  A6 .  S tudy  I I I .  With in  sum o f  squares  
1  2  3  4  
1  1 .  ,000  
2  0 .  410  1 .000  
3  -0 .  ,010  -0 .070  1 .000  
4  0 .  , 290  0 .470  -0 .100  1 .000  
5  0 ,  , 140  0 .310  -0 .060  0 .490  
6  0 ,  , 270  0 .460  -0 .070  0 .900  
7  0 .  , 270  0 .220  -0 .010  0 .150  
8  0 .  , 410  0 .400  0 .0  0 .220  
9  -0 ,  ,010  0 .130  -0 .110  0 .200  
10  -0 ,  ,010  0 .020  0 .050  -0 .040  
11  0 ,  . 020  0 .010  0 .020  0 .080  
12  0 ,  , 280  0 .170  0 .090  0 .080  
13  0 ,  , 020  0 .040  -0 .050  0 .020  
14  0 ,  , 040  -0 .060  0 .0  -0 .080  
15  0 .  , 070  0 .0  0 .0  0 .080  
16  0 ,  , 120  -0 .010  -0 .060  0 .040  
17  0 ,  . 080  -0 .020  -0 .040  0 .0  
5  6  7  8  9  10  
1 .000  
0 .600  1 .000  
0 .020  0 .120  1 .000  
0 .050  0 .170  0 .780  1 .000  
0 .610  0 .340  -0 .080  -0 .130  1 ,  , 000  
0 .050  -0 .020  -0 .370  0 .320  0 ,  , 090  1 .  , 000  
0 .340  0 .120  0 .010  0 .010  0 ,  , 370  0 ,  , 170  
-0 .090  0 .020  0 .870  0 .720  -0 ,  ,240  -0 ,  .420  
0 ,150  0 .020  -0 .130  -0 .150  0 ,  , 100  -0 ,  , 020  
-0 .160  -0 .090  0 .220  0 .220  -0 ,  .110  -0 ,  , 090  
0 .020  0 .020  0 .180  0 .190  -0 ,  .130  -0 ,  , 030  
0 .0  0 .020  0 .290  0 .320  -0  .060  -0 ,  , 120  
-0 .080  -0 .040  0 .240  0 .270  -0  .120  -0  .100  
Table  A6 .  Cont inued  
11  12  13  U  15  16  17  
11  1 .000  
12  -0 .060  1 ,  , 000  
13  0 .100  -0 .  , 100  1 .000  
14  -0 .070  0 ,  , 210  -0 .580  1 .000  
15  -0 .010  0 .  , 200  -0 ,160  0 .390  1 .000  
16  0 .060  0 .  , 270  -0 .160  0 .510  0 .520  
17  -0 .010  0 .  , 250  -0 ,440  0 .850  0 .680  
to 
K> 
1.000 
0 .700  1.000 
