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Summary
This thesis studies the optical properties of random arrays of metal nano-
particles in multi-layered substrates such as a solar cell, as well as the electro-
optic consequences for those substrates.
This study differs from traditional models which assume independent spher-
ical particles in an homogeneous medium. Moreover, the effects beyond the
near-field range are studied because substrates thicker than 150µm are used.
The study in this thesis uses two main approaches:
 A theoretical approach based on simulations and analytical models. Start-
ing with the traditional methods (Mie), alternatives are considered for
considering the substrate effect, the shape of the nanoparticles as well as
the effect of the surrounding nanoparticles. For this, the use of Green
functions and the Sommerfeld identity are presented as interesting strat-
egies against traditional numerical model that are not suitable due to the
complexity of the system that leads to huge power, time and memory
consumptions. Nevertheless, the analytical approach has its limits and
difficulties, that are analysed in this thesis.
The results obtained in the thesis are compared with experimental data
and a critical analysis is performed to check the real suitability and the
scope of this strategy for simulating these kinds of systems.
 An experimental approach, in which special attention has been paid to the
self-aggregation method as a quick way of integrating the nanoparticles on
the final device. Some issues have been detected and studied related with
the degradation of the nanoparticles, and some strategies to minimise this
effect are presented.
Integrated samples have been prepared using different integration ap-
proaches. From the measurements and their analysis the influence of the
substrate and other factors on the nanoparticle behaviour is confirmed,
and the enhancement potential of the solar cell is studied.
This thesis has been carried out at Valencia Nanophotonics Technology
Center (NTC, in Spain) partly in the context of the LIMA european pro-
ject (FP7-ICT-2009.3.8) and has included a short term scientific mission at
the Laboratory of Photonics and Nanostructures (CNRS-LPN) at Marcoussis
(France).
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Resumen
En esta tesis se realiza un estudio de las propiedades ópticas de agrupaciones
aleatorias de nanopartículas metálicas cuando éstas se depositan en un sustrato
multicapa como una célula solar, así como las consecuencias electroópticas sobre
dicho sustrato.
Este estudio supone una diferencia importante con respecto a las hipótesis
de modelos tradicionales en los que se suponen partículas individuales, per-
fectamente esféricas y en medios homogéneos. Además, estudia los efectos más
allá del campo cercano al utilizar sustratos de más de 150µm de grosor.
El trabajo de esta tesis gira en torno a dos enfoques principales:
 Un enfoque más teórico basado en simulaciones y modelos analíticos.
Partiendo de los métodos tradicionales (Mie), se estudian métodos para
incluir el efecto del sustrato, de la forma de las partículas y el efecto de
las partículas cercanas. Para este fin, el uso de funciones de Green y de la
identidad matemática de Sommerfeld se presentan como alternativas de
gran interés frente al uso de modelos numéricos, inviables dada la com-
plejidad del sistema y los recursos de memoria y tiempo necesarios. Aún
así, los modelos analíticos presentan sus propias limitaciones y dificul-
tades que son analizadas en esta tesis.
Las soluciones obtenidas con estos modelos se han comparado con datos
experimentales y un análisis crítico se ha llevado a cabo para determinar
el alcance y la fiabilidad de estas estrategias de simulación.
 Un enfoque más experimental, en el que se ha hecho especial hincapié en la
autoagregación de capas finas como vía rápida para integrar las partículas
en el dispositivo final. También se han estudiado los problemas asociados
a la estabilidad de las nanopartículas con el tiempo y a cómo minimizar
la degradación.
Por otro lado, se han preparado varios dispositivos integrados siguiendo
distintas estrategias y de cuyas medidas y análisis se ha confirmado el
efecto del sustrato y otros factores sobre el comportamiento de las nano-
partículas, así como estudiado la potencial mejora de la eficiencia en
células solares.
Esta tesis se ha realizado en su mayoría en el Centro de Tecnología Nano-
fotónica de Valéncia (NTC, en España) enmarcada parcialmente en el proyecto
europeo LIMA (FP7-ICT-2009.3.8) y ha incluido una estancia investigadora
en el Laboratorio de Fotónica y Nanoestructuras (CNRS-LPN) en Marcoussis
(Francia).
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Resum
En aquesta tesi es realitza un estudi de les propietats òptiques d'agrupacions
aleatòries de nanopartícules metàliques quan aquestes es depositen sobre un
substrat multicapa com una cèl·lula solar, així com les consequències electroòpti-
ques resultants en el substrat.
Aquest estudi presenta una diferència important amb les hipòtesi de models
tradicionals en els quals es suposa una partícula tota sola, perfectament esfèrica
i en un medi homogeni. A més a més, s'estudiaran els efectes més enllà del
camp proper a l'utilitzar substrats de més de 150µm d'espessor.
El treball d'aquesta tesi es farà mitjançant dues estratègies principalment:
 Un enfocament més teòric emprant simulacions i models analítics. Comen-
çant amb models tradicionals (Mie), s'estudiaran estratègies per a in-
cloure l'efecte d'un substrat, de la forma de les partícules així com el de
la presència de partícules al voltant. Amb aquesta finalitat, les funcions
de Green i la identitat matemàtica de Sommerfeld es presenten com unes
eines de gran interés comparat amb l'ús de mètodes numèrics tradicionals,
els quals tenen uns requeriments excessius de memòria i temps de càlcul.
Amb tot, aquests models analítics també tenen les seues limitacions i
dificultats que són estudiades en la tesi.
Les solucions obteses amb aquests models s'han comparat amb dades
experimentals i s'ha fet un anàlisi crític per determinar l'abast de la
validesa i la fiabilitat d'aquestes estratègies de simulació.
 Un enfocament més experimental, en el qual s'ha posat l'accent en l'auto-
agregació de pel·lícules fines com a estratègia per a l'integració de les
partícules en el dispositiu final. També s'han estudiat els problemes as-
sociats a l'estabilitat de les partícules amb el temps així com vies per a
minimitzar aquesta degradació.
D'altra banda, s'han preparat diversos dispositius integrats mitjançant
diferents estratègies i a partir de les mesures de les quals s'ha confirmat
l'efecte del substrat i d'altres factors en el comportament de les nano-
partícules i s'ha estudiat la potencial millora de l'eficiència de la cèl·lula
solar.
Aquesta tesi s'ha dut a terme majoritàriament en el Centre de Tecnologia
Nanofotònica de Valéncia (NTC) parcialment enmarcada en el projecte europeu
LIMA (FP7-ICT-2009.3.8), i inclou la realització d'una estància al Laboratori
de Fotònica i Nanoestructures (CNRS-LPN) en Marcoussis (França).
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Chapter 1
Objectives and motivation
1.1 Sustainability and c-Si photovoltaics
In the last years of the 20th century, energy consumption has increased. As
shown in fig.1.1, the energy consumption has doubled in the last 30 years.
The ratio of biofuels and natural gas has not changed whereas the electricity
production and the use of clean energies has increased. This has allowed to
reduce oil and coal consumption. However, those still are the source of more
than half of the energy consumed in 2012.
This increase of energy consumption, together with the limited amount of
coal and oil that still predominate as energy source and together with the
environmental issues related with the greenhouse effect, have made many gov-
erments to develop roadmaps focused to reduce the negative effects of this
energetic model.
This started with the Brundtland report Our common future in 1987 [2]
defining the concept of sustainable development. From there, the principles
to achieve that sustainable development were summarised in 1992 with the
Rio Declaration on Environment and Development[3]. During the World Sum-
mit on Sustainable Development in Johannesburg in 2002, the Johannesburg
declaration [4] was adopted by many countries.
Several organisations were created in order to coordinate efforts towards
the objectives and principles of these declarations: The international Energy
Agency1 (from whose studies is taken fig.1.1), the american department of en-
ergy2, the european World Energy Technology and climate Policy Outlook3
with the Horizon 20204 are some examples for this. They all publish periodic-
ally reports with statistics and roadmap proposals.
In particular, Horizon 2020 is focused on research programmes that lead
to secure, clean and efficient energy (whose last version can be found in [5]).
From there, many research project have found their funding, including many
topics in the renewable energy field.
One of these topics is the photovoltaic research. In fact, this technology
has been highly developped in the last years with new technologies, but c-Si is
1www.iea.org
2www.energy.gov
3http://ec.europa.eu/research/energy
4http://horizon2020projects.com/
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Figure 1.1: Increase of energy consumption in the last 30 years and final share
of sources, according to the international Energy Agency[1].
still the main technology[6] and many efforts are done to make it more efficient.
There are two approaches for this:
 Increasing solar cell efficiency. From this point of view, some international
research projects have been carried out. One of these was the european
project LIMA (Improve Photovoltaic efficiency by applying novel effects
at the limits of light to matter interaction, FP7-ICT-2009.3.8). This
thesis has partially been done in the scope of this project.
 Reducing costs in order to make it more profitable and competitive.
Nowadays, about 51% of the cost of the solar cell is due to the wafer
itself. The varying price of silicon is difficult to predict and the final sav-
ing costs are not well defined, but reducing the amount of material will
reduce that cost for sure. That is why in the roadmaps this strategy is
planned, as shown in fig.1.2
Reducing the thickness can reduce price, but also the solar cell efficiency.
In fact, c-Si has a poor absorption of light when compared to other materials.
This makes it necessary to include light trapping strategies in the solar cell
device. Texturing does not seem a promising strategy for thinner cells because
it is expected to increase the breakage during its fabrication [6]. Moreover, it
has been demonstrated that texturing is not the best light trapping strategy
and that the use of plasmonic technologies is an interesting approach that can
improve the light trapping[7] beyond texturing.
For this reason, the research on nanotechnology seems a promising strategy
because it can act on both of the proposed ways of improving the c-Si tech-
2
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Figure 1.2: Expected thickness evolution in the as-cut c-Si wafers in the photo-
voltaic market[6].
nology: By enhancing the efficiency and by assuring a good light trapping for
thinner (cheaper) solar cells.
1.2 The LIMA project
The aim of the LIMA project was to integrate different nanotechnologies en-
hancing light-matter interation on a high efficiency c-Si based solar cell. For
that, an interdigitated back contact solar cell (IBC) was designed as a refer-
ence cell and two different strategies were integrated in order to improve the
efficiency:
 A silicon oxide layer with Si quantum dots embedded formed by anneal-
ing a silicon rich oxide (SRO) ayer. The aim of this layer is to improve
the overall efficiency of the solar cell by absorbing the low efficient ultra-
violet (UV) photons and re-emit lower energy photons which are more
efficiently converted to photocurrent by the solar cell in a technique called
down-shifting [8]. Therefore, the SRO layer has photoluminiscence (PL)
properties and acts as a down-shifting layer.
 A metal nanoparticle layer that increases the light trapping due its scat-
tering properties. This thesis has contributed to the study of this layer.
Initially, the LIMA project was supposed to focus only on the front side
of the solar cell because of the particular structure of those kind of cell:
3
It has the front surface completely free and independent of the rest of the
geometry, so it is suitable for easy integration of a nanoparticle layer5.
Figure 1.3: LIMA solar cell structure
Fig.1.3 summarises the integration strategy initially planned in LIMA. One
of the particularities of LIMA structure is that the nanoparticles are usually
applied in thin film technologies. In this case, however, the solar cell has
between 150 and 180 µm. This implies that the mechanisms that are involved
in the plasmonic effect have to be studied not only from the near field point of
view, but also from the far field. Fig.1.4 summarises those phenomena.
In fig.1.4, three main terms are introduced: The scattering, the absorption
and the plasmonic resonance condition. All these will be explained in detail
in this thesis. For the moment, let us say that the scattering is the desired
effect of the nanoparticle and that it is expected to be the main enhancement
mechanism at long distances. The absorption losses, however, are undesirable
but also unavoidable. They are related with the intrinsic resistivity of the
material so usually noble metals are used. In this thesis, Silver (Ag) will be the
choice because it is not as expensive as gold and it has a low resistivity. The
resonance condition is specially important in the short range but it is closely
related with the absorption losses as well as to other less known phenomena
such as the Fano resonances that may appear.
One of the particularities of this thesis is that it combines different areas of
knowledge: Energy, optics and communications. It is from the last area where
5As second reason, that was not finally developped in LIMA, was to study the
nanoparticle-quantum dot interaction.
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Figure 1.4: Main phenomena during plasmon generation in a nanoparticle
several of the analytical approaches are found. In fact, there is a huge interest
on plasmonics and nanophotonics as this kind of phenomena open the door to
new, smaller and more efficient devices such as antennas and sensors. But the
applicability of the models is broader than those. In fact, many of the antena
analysis strategies are valuable for our aim.
The main differences with traditional approaches is that in this thesis the
structure to simulate is a randomly distributed array of non-spherical nan-
oparticles in an heterogeneous surrounding medium with different materials
defining a multilayered structure that represent the solar cell. This implies
several things, summarised in fig.1.5.
 The random aspect suggests the need of a statistical approach that has
to be representative of the whole system.
 Different sizes of nanoparticles may lead to different independent beha-
viours.
 The random distribution also makes difficult the use of traditional numer-
ical approaches such as the periodicity condition. Therefore, the amount
of memory needed to solve many particles at the same time is impratically
large.
 The interaction of the nanoparticles should not be completely neglected.
For our purpose, the analytical models that use trending mathematical
approaches such as the Green Functions are particularly interesting because
5
Figure 1.5: Different phenomena involved in the simulation of a nanoparticle.
they allow solving complex equations with matrix methods. This thesis includes
a study of this method.
1.3 Thesis structure
In order to study how the nanoparticles can be applied and the consequences
that they will have on a solar cell, the following structure has been followed in
this thesis.
In chapter 2 the scientific fundamentals of photovoltaics are presented.
From the discrete energy levels that lead to the energy bands, the electric
properties of the materials are explained. This allows us to understand the
particularities of the P-N junctions that make them suitable for photovoltaic
devices. Moreover, some models and characteristic parameters are presented
to define and compare the efficiency of solar cells, as well as strategies to un-
derstand the frequency dependent behaviour in the absorption of light and in
the final collection probability.
In chapter 3, the concept of plasmon, surface plasmon polariton and loc-
alised surface plasmon are defined. Some simple equations and the dispersion
diagram allow a qualitative comprehension of the radiation properties of each
one. Then, more strategies are explained to study specifically the localised sur-
face plasmon in metal nanoparticles: The definition of equivalent cross sections
for quantifying its energy balance, the Mie approach for solving the light ex-
6
1.3. THESIS STRUCTURE
tinction in a sphere (both from the mathematical and from the physical point
of view) as well as simplifications and deviations from Mie's solution such as
the substrate effects or the Fano resonance.
In chapter 4, the frequency dependent scattering properties of metal nano-
particles is studied from well-known analytical models for the electrical proper-
ties such as the Drude model. Different regimes are found, including a resonant
one, and the relative phase shift between the exciting source of light and the
scattered field are shown in a simplified model.
Another study is presented showing how the Green functions are a powerful
tool to solve the scattered field by a nanoparticle taking into account the effect
of surrounding nanoparticles as well as a multilayered substrate. In particular,
the substrate effect is analysed using the Sommerfeld identity and the numerical
issues to solve the resulting expressions are explained.
A third study analyses the shape effect of the nanoparticles through a model
developped for truncated spheres on a substrate that opens the door to a matrix
polarisability that can be easily combined with the Green functions presented
before. The main numerical difficulties and the range of validity of the solution
is analysed.
Finally, the general trend on the extinction properties of spherical nano-
particles when modifying the size and the surrounding media is studied, as
well as the relative importance of the different extinction modes. This defines
a limit where the electric dipole is the main contribution.
Chapter 5 is focused on the fabrication techniques of nanoparticles. It is
focused on the two techniques that are used in this thesis: The e-beam litho-
graphy and the self-aggregation, dealing with its particularities and limitations.
Special attention has been paid to understand the self-aggregation method and
how the models that have already been developped shed light on how to modify
and control the resulting array of nanoparticles. Also, the image analysis lead-
ing to the statistics of random distributions and the strategies to summarise
the main results and trends is also presented, as well as some limits on the
fabrication techniques used in this thesis. Finally, a strategy to avoid the nan-
oparticles atmospheric degradation is presented without any need of a PECVD
reactor. This approach, based on a flowable oxide resist, will be used for other
purposes than a capping protective layer.
Chapter 6 summarises the integration of random arrays of nanoparticles on
solar cells during the LIMA project, from the preliminary samples on glass, the
first trials to estimate the effect on the final solar cell to the final integration.
Different strategies are used in the final integrated samples: On the front side of
the solar cell, embedded within an anti-reflection coating and finally on the back
side. An analysis of the results is done, from the theory and the mechanisms
that lead to those results as well as for the advantages and disadvantages for
each integration strategy. An experimental validation of the Green's function
7
is presented, together with the underlying assumptions, and the results are
discussed.
Finally, in chapter 7 an overall conclusion is presented and the new proposed
research lines are explained.
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Chapter 2
Scientific background of photo-
voltaics
2.1 Atomic energy levels and band theory
The electrons in an atom spin around its nucleus without a fixed trajectory.
However, electrons bound to atoms tend to occupy the space described by
wavefunctions which are solutions to the Schrödinger equation. Those areas
are known as atomic orbitals [1]. In Fig 2.1 it there are some examples of s
orbitals (allowing up to 2 electrons), p orbitals (allowing up to 6 electrons).
There exist other more complex orbitals, called d and f type, that can hold up
to 10 and 14 electrons respectively.
(a) 1s orbital (b) Three degenerate (same energy) 2p orbitals and its combination
Figure 2.1: Example of different atomic orbitals
An essential parameter to define an electronic state (and thus its orbital)
is its energy. Quantum mechanics stipulates that the energy of an electron is
limited to certain discrete states. As a consequence, when an electron changes
from an orbital of energy E1 to another orbital with energy E2 > E1, it must
absorb an exact amount of energy (energy quantum) of ∆E = E2 − E1 (or
release it if E1 > E2).
This energy conservation can be fulfilled e.g. by the absorption or emission
of a photon [2].
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Electromagnetic theory states that the energy of a photon (E, in Joules
J) is related with its wavelength (λ, in nm) through the Planck constant (h=
6.62 · 10−34J · s) and the light speed (c = 3 · 1017nm/s), as shown in Eq.2.1:
E =
h · c
λ
(2.1)
As a conclusion, in order to change the energy of an electron from E1 to
E2 > E1, this one absorbs a photon which wavelength corresponds to a energy
∆E = E2 − E1. Any other photon with another wavelength will not produce
any interaction.
When an electron occupies the state with lowest energy it is said to be in
the ground state. When it absorbs a photon and reaches a more energetic state
it is in an excited state. This process is reversible. Fig.2.2 shows schematically
this phenomena [3]
Figure 2.2: Light-matter interaction schema. In (a) the electron is in its ground
state. In (b) an incoming photon is absorbed and the electron is excited. In
(c) an excited electron returns to its fundamental state by releasing a quantum
of energy as a photon.
This concept is specially important for the outer electrons in the atom, also
called valence electrons and they interact and establish chemical bonds with
another atoms. As they are in the higher occupied energy levels in the atom,
they are the more exposed to the external perturbations.
The definition of the valence electron energy levels becomes much more
complicated when chemical bonds of any kind are established (covalent, ionic
or metallic). In fact, when a chemical bond is established between two atoms,
their valence electron's orbitals (from now molecular orbitals) are modified,
both in energy and shape. As a consequence, the energy of the valence electrons
in molecular orbitals are different from the energy they would have in atomic
orbitals[3]. This is shown in Fig.2.3
From what has been presented, it can be deduced that the higher the num-
ber of atoms that interact with chemical bonds is, the higher the number of
molecular orbitals involved will be. Thus, the number of possible and different
energy levels is increased even if the atoms correspond to the same element.
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Figure 2.3: Molecular orbital splitting schema. When two identical atomic or-
bitals interact, new different energy levels are obtained by splitting the original
orbitals.
Considering a bulk material, where uncountable atoms are bounded, un-
countable energy levels will be found under this approach. Moreover, the split-
ting phenomena makes different consecutive energy levels closer as the number
of atoms increase (see Fig.2.4). In fact, it can be considered that all the mo-
lecular orbitals form a continuous energy band. As they correspond to the
energies of the valence electrons, it is called valence energy band.
Figure 2.4: Energy band construction as a sum of uncountable splitted mo-
lecular orbitals. As the number of atoms is increased, the discrete energy levels
look closer to a continuous system.
As shown in Fig.2.5, Li is an atom with only one electron in its valence
energy level, type s. Each s orbital can allow up to two electrons with different
spin number [2]. Thus, when two atoms of Li form a chemical bond, there are
more molecular orbitals than electrons to occupy them. Electrons tend to fill
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the lower energy states (ground states)1. As conclusion, in a valence energy
band of a crystal lattice the energy levels will be differently occupied depending
on the type of atoms involved. The more occupied the atomic orbitals are, the
more occupied the valence band will be. In fig.2.5, as only half atomic orbitals
are occupied by electrons, only half molecular orbitals will be occupied in a
crystal lattice of Li.
Figure 2.5: Electron distribution in a complex molecular orbital. The electrons
tend to occupy the lower energy levels they can.
As explained previously, there exist different energy states corresponding to
higher energy atomic orbitals. A similar reasoning could be followed in order to
define an energy band formed by the addition of those higher energy orbitals,
usually called conduction band. Also, most of these energy states will be empty
as the excited atomic orbitals are usually unoccupied.
Once the discrete concept of the energy levels is approximated by continuous
bands of energy, a third energy band can be defined as the forbidden band of
energy: It corresponds to the band of energy levels between the valence band
and the conduction band. Therefore no electron can be found in this region. Of
course, this definition assumes that only one forbidden gap is possible, whereas
this reasoning can be generalised in real materials.
To sum up: the valence band is the energy band formed by the superpos-
ition of a high number of atomic orbitals that are split when interacting with
other atoms. It is possible to distinguish between the valence band (formed
by the valence orbitals) and the conduction band (formed by other orbitals
corresponding to excited states). The forbidden band, if any, is the energy
band between the valence and the conduction band. This is a first and simple
approach, because the splitting of the energy levels can lead to more complex
structures. In any case, this approach can explain the electrical properties of
materials.
1This is exact at 0K whereas at higher temperatures a statistical distribution can be
defined, as explained in section2.3
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2.2 Electrical properties of materials
In order to contribute to an electrical current, electrons have to change its
movement when a bias is applied. This can only occur when there are available
empty states that are also unbounded (the nucleus attraction is weak enough).
Different situations can lead to this and they can be understood from the energy
band approach. Fig.2.6 show these possibilities:
(a) Conductor (b) Semiconductor (c) Insulator
Figure 2.6: Different conduction behaviours of a materials explained from the
energy band theory. In (a) the energy band gap is missing so the electrons
will move easy when an electric field is applied to it, leading to a conductor.
In (c) there is an insulator because the electrons need a huge external drift
to overcome the forbidden band gap. In (b) there is an intermediate case,
where there actually is an energy band gap, but easy enough to overcome with
thermal drift or light photons.
In case of conducting materials, the energy gap that the electrons have to
overcome is very low, if any. This is typical in metals where the atomic valence
orbitals have few electrons (like the Li example in Fig.2.5). As a consequence,
the energy band is not completely filled and an electron can reach a higher
energy levels very easily as there is no real forbidden band to overcome.
In the case of insulators, the valence band is full and the gap in the forbidden
energy band is wide, so electrons need a high energy to reach the conduction
band.
In case of semiconductors, even if the valence band is full the gap in the
forbidden energy band is narrow enough so that some electrons can reach the
conduction band by thermal excitation or by doping processes.
The bands energy model allows not to focus on every single electron, but to
consider them as a group. At this point, to understand how electrons fill the
energy levels it is useful to define the Fermi level.
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2.3 Fermi level and intrinsic carrier concentra-
tion
The generic definition for the Fermi Energy or Fermi Level (Ef ) is the highest
energy level that is occupied by an electron at absolute zero temperature (0K
or −273.16◦C) [4]. In other words, it is the highest energy level that is reached
when all the electrons fulfill, from lower to higher energies, every possible energy
state in the valence band.
As the band energy approximation allows to consider not every electron
individually, a Fermi distribution can be defined as the probability for an energy
level to be occupied (eq.2.2) and depends on the temperature (T), the Fermi
level Ef and the Boltzmann constant kB :
Ff (E) =
1
1 + e
E−Ef
kB ·T
(2.2)
From Eq.2.2, at absolute zero the Fermi energy probability distribution
corresponds to a step function where its value is 1 up to the Fermi Energy
and then is 0. As temperature increases, there will be more electrons that will
be thermally excited. Thus the probability to find electrons at higher energies
than Fermi level increases whereas the probability of finding an electron at
lower energy levels than Fermi's is not necessarily 1. This is shown in Fig.2.7
(a) T=0K (b) T > 0K
Figure 2.7: Differences in the Fermi factor depending on the temperature.
This fact implies that, for temperatures higher than the absolute zero, a
semiconductor presents a concentration (cm−3) of excited electrons in its con-
duction band (ne) and the same number of holes in its valence band (nh). The
concentration of this charge carriers is usually called intrinsic carrier concen-
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tration (ni, in cm−3). The behaviour is ruled by the law of mass action [5], so
it can be expressed as eq.2.3:
nh · ne = n2i (2.3)
Where ni is the intrinsic carrier concentration (cm−3) [6]. In this case, as
nh = ne, it is deduced that: nh = ne = ni.
From here, another more general definition of the Fermi level is the energy
level for which its Fermi factor is 0.5, that is, the energy level that has a
probability of 0.5 to be occupied by an electron.
As shown previously, a conductive material has its valence band half-empty
and then it can allow excited electrons: The Fermi level will be within the
valence band.
Figure 2.8: Theoretical Fermi Level in a Semiconductor
Also, a semiconductor has its valence band fullfilled (Fermi Factor=1) and
its conduction band empty (Fermi Factor=0). Thus, from the theoretical point
of view, Fermi level has necesarily to be within the forbiden band2.
2.4 Different approaches to a P-N junction
Before defining a P-N junction it is necessary to define what is a P semicon-
ductor and a N semiconductor. In fact, eq.2.3 is not valid in case the material
is doped with another one.
Let us start with an intrinsic semiconductor such silicon (Si atoms have 4
valence electrons) to which some impurities (dopant) have been added. There
are several possibilities:
1. In case those impurities come from an element with more valence electrons
than the silicon such as phosphorous (P) with 5 valence electrons. This
kind of dopant is called a donor and increases the Fermi level: Each
dopant atom shares more electrons than expected if all the material was
made of Si. The excess of electrons given by the donor is usually calledNd,
and this kind of doped semiconductors is called N-type semiconductor.
2Notice that Ef is a thermodynamically deefined potential and not the energy of the
electron, so it can be defined there even if no electron can be in it
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2. In case those impurities come from an element with less valence electrons
than the silicon, such as Boron (B) with 3 valence electrons. This kind of
dopant is called an acceptor and decreases the Fermi level: Each dopant
atom share less electrons than expected if all the material was made of
Si. The lack of electrons is usually expressed as an excess of holes Na and
this kind of semiconductor is called P-type semiconductor.
Fig.2.9 represents how changes the Fermi Level (Ef ) depending on the kind
of dopant used.
Figure 2.9: Evolution of the Fermi Level when doping a semiconductor.
As defined before, in a N semiconductor there are Nd more electrons than
expected in the equilibrium (and so Na extra holes in the P semiconductor).
From eq.2.3 now it is possible to generalise for doped materials:
When the doping is made essentially with a donor, the instrinsic carrier
concentration ni remains unchanged as it depends only on the type of semi-
conductor and on the temperature [6]. However, the electron concentration ne
is increased by Nd. So the resulting concentration of holes nh in the bulk can
be obtained from Eq.2.4 as:
(ni +Nd) · nh = n2i Nd>>ni−−−−−→ nh =
n2i
Nd
(2.4)
And if the doping is mainly done with an acceptor, the electron concentra-
tion will be:
(ni +Na) · ne = n2i Na>>ni−−−−−→ ne =
n2i
Na
(2.5)
Eq.2.4 and 2.5 are of particular interest because they allow to calculate the
minority carrier concentration in doped semiconductors. This concept is very
important to understand a photovoltaic device, as explained in section 2.7.
Up to this point, P-type and N-type doped semiconductor have been ex-
plained in terms of the intrinsic semiconductors, the doping and the Fermi
levels. From here, a P-N junction can be obtained by combining a P-doped
material with a N-doped material or, from the thermodynamics point of view,
it is a structure that combines two materials with different Fermi Levels. This
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second approach is too general3 but very useful to understand the properties
of this kind of structure.
As a P-type semiconductor and a N-type semiconductor are combined in
the same structure, the electrons go from the N side to the P side due to the
difference in Ef until equilibrium is reached. This leads to a diffusion current
of electrons from the N zone to the P zone (or a hole current in the opposite
sense).
As the electrons diffuse from the N to the P zone, they leave behind atomic
nuclei with positive charge. Analogously, thinking on a hole diffusion, a net
negative charge will appear in the P zone. This induces another electric field
that will increase as more electrons diffuse to the P zone (or holes to the N
zone).
In equilibrium, there is no net current between the P and the N part of the
P-N junction, meaning that the diffusion and the drift current cancel. However,
a new region can be defined in a P-N junction as the depletion region, that is,
a region covering both the region where there is a net positive charge in the
N semiconductor and the region with negative charges in the P semiconductor
(Fig.2.10).
Figure 2.10: Schema of the depletion region in a P-N junction
In order to relate the energy band model with the P-N junction, it is im-
portant to understand why all the band diagrams have a band bending: As
seen before, doping modifies the Fermi Level (Fig.2.9) but this parameter is
indeed a thermodynamic property so, in thermodynamical equilibrium it has
to be the same for all the P-N junction [4]. Thus, the band diagram has to
be "forced" to keep the same Fermi Level without changing the energy gaps of
each side of the junction. The resulting diagram is shown here:
3In fact, the P-N junction is an example of combining to materials with different Fermi
Levels, but not the only: Batteries and cathodic protection in corrossion systems are other
examples. Therefore, in the scope of this thesis, only doped semiconductors will be con-
sidered.
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Figure 2.11: Construction of a PN junction energy band diagram
In Fig.2.11 it is showed that, as the energy bands are bended, there is a
energy difference between both sides of the depletion region. This energy can
be expressed as a potential difference ∆V . This ∆V makes an electron on the
valence band in the P zone to be pushed towards the valence band in the N
region. An analogous situation can be thought with the holes in the conduction
band. This situation is equivalent to the drift current explained above.
Another electronic current is produced from the N to the P side due to a
charge (or electron concentration) at both sides of the depletion region. This
current corresponds to the diffusion current presented above.
As before, in equilibrium both currents get cancelled so that there is no net
current though the P-N junction (Fig.2.12)
Figure 2.12: Spontaneous currents across the depletion region in a PN junction
represented on its band diagram. In red the saturation current related with the
difference in charge concentration. In blue, the diffusion current related with
the built-in potential at both sides of the depletion region.
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Until now, several phenomena have been exposed and explained related
with the P-N junctions: Why an internal electric field is produced and why in
equilibrium there is no net current. But there is still a missing piece of the
puzzle: What does anything of this has to do with a photovoltaic device?. To
answer to this, it is necessary to introduce what happens in a non-equilibrium
P-N junction like when it is biased (an external voltage is applied on it).
2.5 Bias of a PN junction
A P-N junction is biased when an external driving force is applied between the
P zone and the N zone. Depending on how is this external force applied, two
different bias can be found:
1. Direct bias (Fig.2.13). In this case the external driving force (a bias) is
opposite to the electric field at the depletion region. This has two con-
sequences: First, that minority carriers are injected within the depletion
region and an increase in the diffusion current is produced. This makes
the Fermi level to be artificially modified (to the Quasi-Fermi Levels) and
the resulting ∆V between both sides of the depletion region is reduced.
Second, as the drift current remains almost constant as it mainly depends
on the thermal generation [4] there is a net current flowing through the
P-N junction. In general terms, this current will be higher as the direct
bias increases.
Figure 2.13: Effect of direct bias on the energy band diagram and the P-N
junction representation
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2. Reverse bias (Fig.2.14). In this case the driving force is in the same
sense that the depletion region electric field, so the Fermi level is again
artificially modified leading to a bigger voltage difference ∆V at both
sides of the depletion region. Again, the drift current remains almost
constant at constant temperature. However, the diffusion current is now
reduced very slightly. So in this case the resulting net current flowing
through the P-N junction is almost independent on the external driving
force and quite small4.
Figure 2.14: Effect of reverse bias on the energy band diagram and the P-N
junction representation
In both Fig.2.13 and 2.14 a new term is presented: The Quasi Fermi Levels.
This new approach is done to describe the population of electrons separately
in the conduction band and valence band, when they are displaced from equi-
librium [7]. So this is useful when the P-N junction is biased.
If the Energy Fermi Levels are also expressed in terms of electric potential
energy, the change in ∆V between both sides of the depletion region when the
P-N junction is biased can be expressed as eq.2.6:
∆ (∆V ) = ∆VBIAS 6=0 −∆VBIAS=0 = VFermi − VQuasiFermi (2.6)
If a graph is made by drawing all the pairs of values Bias (V)- Current (A),
from negative bias values (reverse bias) to positive bias values (direct bias), a
very characteristic curve can be obtained, as presented in fig.2.15.
4This current values and its bias dependence are not neglected in photovoltaic devices as
they are used to fit analytical models of the devices as well to determine some fabrication
problems related with shunting and ohmic resistance (see section 6.1)
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Figure 2.15: Qualitative representation of the Bias-Dependent Current flowing
through a P-N junction
Let us define the dark current I as the sum of the drift (or saturation)
current I0 due to the electric field in the depletion region and the diffusion
current IDiffusion due to the charge concentration gradient between both sides
of the P-N junction when there are no photogenerated carriers. And let us
define the dark saturation current Is as the resulting current when there is
reverse bias (almost constant).
In Fig.2.15 there several remarked points that are of particular interest.
The point marked as "a" corresponds to null bias: No direct nor reverse bias is
applied. At that point, as there must be an equilibrium, the dark current is zero
as the drift and the diffusion current are cancelled: I = 0. When there is direct
bias, the dark current increases exponentially because the diffusion current
increases while the drift current remains constant. Similarly, for reverse bias I
remains constant as there is almost no diffusion current and the drift current
does not depend on the bias.
Another particular point in Fig.2.15 is the point marked as "b". This point
is called the breakdown point because the P-N junction losses its properties:
When the reverse bias is high enough, electrons can tunnel through a thin
depletion region from the valence band in the P side to the conduction band
in the N side[8] and there is a net current flow5.
As the dark saturation current IS is almost constant and mainly equivalent
to the drift current, let us consider hereunder that Is = I0.
Up to here, it has been shown that the behaviour of a P-N junction is
dependent on external driving forces. This external driving force can be an
electric bias directly applied on the P-N junction but a special case would be
that where the bias is created internally by photogenerated carriers. In fact,
when a P-N junction is defined with photoactive materials and this system
is illuminated, there is a photogeneration of carriers both in the N part and
5These new phenomena have not been explained here as they are not essential to under-
stand a photovoltaic device. Only when thinking of commercial photovoltaic devices and
systems, for security reasons, this phenomena should be studied.
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in the P part of the junction. The photogeneration disturbs the equilibrium
minority carrier concentration. This leads to an excess density of minority car-
riers managing to diffusing towards the depletion region where they are swept
across the junction, leading to a net current. In fact, even if the total carrier
concentration increases, the driving force arising from the carrier concentration
difference at both sides of the depletion region can be considered constant, as
represented in fig.2.16.
(a) No light (b) Illuminated
Figure 2.16: Qualitative representation of the invariant driving force for the dif-
fusion current when the PN junction is illuminated. In a) The only net charges
are generated thermically, whereas in b) some charges are photogenerated.
However, even if the diffusion current is almost kept constant, there is
an important consequence of illuminating: The minority carrier population is
increased6 and this creates an additional current corresponding to those carriers
being swept across the depeletion region. This current is mostly dependent on
the illumination and hardly on the applied bias, so the resulting characteristic
electric curve when a PN junction is iluminated is changed [9] from fig.2.15 to
fig.2.17
Finally, the reader should note that, as defined, the sense of the illumination
current (fig.2.17), make it a negative current by definition. However, when
measuring the characteristic I-V curve of a solar cell, it is very common to
6As introduced in eq.2.4 and 2.5, the minority carriers are the electrons in the P doped area
and the holes in the electron hole area. They are likely to recombine before they contribute
to the photocurrent and therefore they contribute to the overall efficiency of a solar cell.
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Figure 2.17: Effect of illumination on the characteristic I-V curve for a solar
cell
change the sign convention and define the photocurrent as possitive, leading to
representations like fig.2.18.
Figure 2.18: Photovolaic convention sign for illuminated I-V curves in solar
cells.
A PN junction acts as a diode, so they can be described by analytic diode
models. As shown in Fig.2.15, a P-N junction can act as a rectifier because
current can only flow easily in one sense, that is, under forward bias. For this
reason, in the dark, the current of an ideal solar cell can be modelled as a diode
[10, section 6.1.4]:
I(V ) = I0 ·
(
e
q
n·kB ·T ·V − 1
)
(2.7)
In Eq.2.7, q is the electron charge (1.6·10−19 C) and n is an ideality factor
that accounts for departures from the ideal diode model. It fits experimentally
the behaviour of a P-N junction. In this sense, the ideality factor has no
physical meaning in a strict sense. Moreover, it can be rearranged as follows:
I(V ) = I0 · e
q
n·kB ·T ·V − I0 = IDiffusion − I0 (2.8)
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From Eq.2.8 and Fig.2.18 the main properties presented as characteristic of
a P-N junction are fulfilled:
 The dark current I results from the addition of the diffusion current
IDiffusion and the drift current I0. Both currents opposed to each other
and the diffusion current is assumed to be possitive.
 When there is no bias (V = 0) the current is also zero, because the
diffusion current and the drift current cancelled to each other. Only the
photocurrent, if any, is present.
 If there is a reverse bias (V < 0) the dark current, even if it is small,
is considered negative. Moreover, as its main contribution is the drift
current, it can be approximated by I0.
There are mainly two differences between real diodes behaviour that are
not included in Eq.2.8. The first one is the breakdown voltage. The second is
that the ideality factor n is bias dependent. However, this is still a good model
to ideal diodes and a first approximation to real solar cells.
2.6 Light absorption on a solar cell
In previous sections, the electric behaviour of materials has been presented
as a consequence of the energy band distribution, and that distribution as
the combination of uncountable energy levels arising from the solution of the
Schrödinger equation (eq.2.9).[
− (
h
2pi )
2
2m
∇2 + V (~r)
]
φk(~r) = Ekφk(~r) (2.9)
However, the description that has been done is not complete. In fact, in
fig.2.3, 2.4, 2.5 and 2.7 only the energy axis was taken into account, whereas
the real Energy bands have two components. Therefore, a more accurate de-
scription of the Energy Bands should be presented in order to understand new
concepts. The strategy for this would be the following:
1. Any periodic lattice can be described using a single unit cell7 with specific
lattice parameters. As an example, fig.2.19a for a cubic face-centered
stucture is shown.
7Some materials show different structures depending on the temperature or even in meta-
stable conditions reached during the fabrication process. For simplicity let us obliviate this.
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2. A Fourier transform is applied to the spatial distribution defined by the
individual unit cell. Thus, instead of working in spatial coordinates and
a unit cell, the solution is going to be obtained in term of a reciprocal
lattice expressed in terms of reciprocal units. Those reciprocal space and
units are usually called, respectively, Brillouin zone and wavevector ~k
[11, ch. 5]. It can be prooved that all the states outside the first Brillouin
zone are equivalent to the inner ones. As an example, the corresponding
Brillouin zone for the cubic face-centered stucture is shown in fig.2.19b
3. The Bloch theorem [12] states that the solution for the Schrödinger equa-
tion for a periodic structure (like a cristal lattice of a semiconductor) can
be expressed in terms of the general form shown in eq.2.10.
φk(~r) = e
j~k·~rUn(~k, ~r) (2.10)
where ~k is the wavevector corresponding to the spatial coordinate ~r in
terms of the reciprocal space, the Un term is the Bloch function for the
nth band and it has the same spatial periodicity that the direct lattice.
Thus, any electric state can be studied for ~k values within the Brillouin
zone and for ~r values within the unit cell.
(a) Cubic face centered (FCC)unit
cell
(b) Brillouin zone for a FCC unit cell
Figure 2.19: Schemic (a) FCC lattice and (b)corresponding 1st Brillouin zone.
Notice that for any value of the wavevector ~k, different solution to the
Schrödinger equations are found by changing the n order in the expression
for U(~k, ~r). Thus, For each value of k, there are multiple solutions to the
Schrödinger equation labelled by the index n, which simply differentiate the
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possible energy bands. The definition that has been followed until now neg-
lected the influence of ~k, as each of the n energy levels depends on it. Thus, the
real energy bands for the electron are more complex than previously defined.
Fig.2.20 show schematically the relation between the simplificated and real
dispersion diagram
Figure 2.20: Schema of a real Energy-momentum band diagram and the sim-
plified band diagram concept as a projection of it on the Energy axis.
This new dimension in the diagram band implies that the transition between
different energy levels must fullfil not only and energy condition, but also a
momentum conservation. This means that even if a photon has enough energy
to overcome the band gap the transition may not occur if the momentum of
~k is not compensated (usually with a phonon8). From this point of view, two
different semiconductors can be defined:
 Direct semiconductors. In this case, the maximum of the valence band
has the same ~k value than the minimun of the conduction band. This
makes the transition much more efficient between energy bands.
 Indirect semiconductors. In this case, the maximum and the minimun
correspond to different ~k values. The transition is less likely.
There is a strong conclusion from this new definition of the energy gaps:
Photons with different energies will have different probabilities to photogener-
ate a carrier in a semiconductor, even if all of them are more energetic than
8A phonon is another quasi-particle that is related with the vibrational energy of a crystal
lattice.
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the bandgap. It is really difficult to estimate which are those probabilities from
an analytical point of view. Therefore, absorption is described by an empirical
parameter which can be measured: The absorption coefficient α. In brief, the
probability function P abs for a photon to being absorbed in a substrate i at a
depth z can be expressed as shown in eq.2.11:
P absi (z, λ) = 1− e−αi(λ)z (2.11)
The α parameter is closely related with a well-known optical parameter:
the imaginary part of the refractive index κ:
αi(λ) =
4pi
λ
κi(λ) (2.12)
In fig.2.21 the absorption coefficients for different materials is shown. It is
possible to see that the absorption coefficient decreases quite steeply for a given
wavelength. That wavelenghts are close to the gap energy, so the probability
of absorption tends to zero. Thus, fig.2.21 gives an idea of which is the range
where each material is photoactive and the wavelength range in which they
whould be better in relative terms: Si is worse than many other materials such
as the GaAs, CdTe and InP, because it is an indirect semiconductor, but it has
a larger absorption range as it energy gap is smaller. Notice that the silicon,
when amorphous, has better absorption properties: Even if it is the same
material, the band structure9 is much more similar to a direct semiconductor
when compared with the cristalline structure.
2.7 Collection probability and lifetime of photo-
generated carriers
When thinking on the power production of a solar cell, not only the absorption
or generation within the material has to be taken into account, but also how
many the photogenerated carriers are collected to contribute to the extracted
current.
Up to here, the illumination current has been defined to the current due
to the charges going across the PN junction. And there is always a part of
the photogenerated carriers that do not reach the junction because electrons
and holes have always a chance to recombine. The recombination mechanisms
are well-known and has already been explained in detail elsewhere [14]. Re-
combination cannot be completely avoided because, from the physical point of
view, it will always be present due to the Plank law of radiation[15] and to the
9Of course, an amorphous structure has not a real periodic lattice, but when finding the
energy band diagram it is found that behaviour.
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Figure 2.21: Absorption coefficient for different materials[13]
radiative recombination [16, 17] However, from the practical point of view, the
defect-related recombination processes are given by:
 Surface recombination. Any surface implies a discontinuity in the sub-
strate lattice and any discontinuity implies defects on it. Thus, even if
the surface of the material has been treated to reduce the deffects (pas-
sivation process), the recombination will always be higher at the surface
than at the bulk of the material. Thus, any photogenerated carrier close
to a surface will be more likely to recombine.
 Bulk recombination. The bulk material will always have defects in the
lattice that will induce the recombination of the photogenerated carriers.
For high quality bulk materials, such as the c-Si float zone this recombin-
ation will be very low, but for others like the pc-Si will be as important
as in a surface.
Analogously to the absorption probability, the collection probability is dif-
ficult to estimate anallytically from the different recombination equations and
the geometry. There are softwares that allow to estimate this collection prob-
ability functions such as Silvaco[18], PC1D[19, 20] including both the material
30
2.7. COLLECTION PROBABILITY AND LIFETIME OF
PHOTOGENERATED CARRIERS
and the geometrical dependency when they are too difficult to be solved ana-
lytically. However, for real and finite systems, the effect of the surface, the
presence of other elements such like the metallic contacts, local deffects, etc.
make the real collection probabilities much more difficult to calculate in an
accurate way with no experimental data.
There is an easy experimental approach related with the concept of the ef-
fective minority carrier lifetime [21], that is, the average time that a photogen-
erated carrier can exist before it recombines. In order to estimate the lifetime,
a very commonly used approach are those based on the photoconductance, as
explained in section 6.2.2.
The bigger the lifetime is, the further a photogenerated carrier can reach
before recombining. Therefore, the bigger the collection probability will be.
For simple geometries and some simplifications, it is possible to understand
the main mechanisms that rule the process: For an homogeneous semi-infinite
photoactive substrate it is possible to estimate the collection probability in
terms of the lifetime and mobility using diffusion-like equations10. For complex
systems, the best-accurate models need from both numerical software and from
experimental data.
The scope of this thesis is not focused on the optimisation of the recom-
bination processes, but it will be useful to estimate the collection probability
in an easy and experimental way from a different experimental approach: the
Quantum Efficiency (QE) measurements. Those measurements, explained in
detail in section 6.1, include both the absorption and collection effects, but
are a very important tool to understand the wavelength dependency on the
efficiency of a photovoltaic device.
10Lifetime is related to recombination and mobility to momentum relaxation. Diffusion
length depends on both.
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Chapter 3
Scientific background on plas-
monics and optics
3.1 The plasmonic effect and the dispersion dia-
grams
The plasmonic effect is studied by the nanophotonics area, that is, the science
that studies the confinement and control of light at the "nano" scale1. Thus,
the study of the plasmonic effect has been developed as the nanoscience and
nanotechnology have focused more attention in the last century.
The aim of the nanophotonics science is to study the interaction bewteen
electromagnetic radiation and matter, such as the electrons in a metal surface.
The term plasmon is used to refer at the oscillation of the plasma2 just like if
it was described by an oscillating particle. Thus, a plasmon is a quasi-particle
just as electrons are.
The plasmonic effect, however, goes beyond the simple presence of a plas-
mon. A plasmon, as any moving charge, will induce another electromagnetic
field. This new field can excite too the metal surface. In order to model the
interaction between an electromagnetic field and oscilating charges, another
pseudo-particle is defined: The polariton or plasmon polariton.
Figure 3.1: Surface plasmon polariton at a flat dielectric-metal interface.
1Usually, the term "nano" is applied when dealing with orders of magnitude below the
micron (10−6m (the U.S.A National Nanotechnology Initiative includes in "Nanotechnology"
from 1 to 100nm [1], but this is not a fundamental law)
2The concept of plasma is quite ambiguous. In the scope of this thesis, the plasma will
be considered like an electron cloud, similar to a gas. As it is formed by electrons, there is
no charge balance and therefore it can be easily excited by an external electromagentic field.
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As a consequence of this coupling plasmon-polariton, a self-maintained ex-
itation can be found,in which the photon induces a plasmon and the elec-
tromagnetic field induced by the plasmon keeps the plasma oscillation of the
plasmon. This is known as Surface Plasmon Polariton (SPP) and can be easily
understood in a dielectric-metal planar interface, where the electric field of an
incident photon ~Eph is represented as:
~Eph = ~E0e
i(~k·~r−ωt) (3.1)
The study of the SPP is done using a decomposition of the wavevector kkˆ in
normal kz zˆ and tangential kρρˆ components related to the interface between the
dielectric(subindex 1) and the metal(subindex 2) shown in fig.3.1. Of course,
those components have to fulfill:
k2 = k2ρ + k
2
z = k
2
x + k
2
y + k
2
z (3.2)
From the boundary conditions needed to solve the Maxwell equations in
a system such as that shown in fig.3.1 a system of three coupled equations is
found that relates the different components of the wavevectors, the permitivity
functions and the frequency [2, section 2.2]:
 From the wavevector decomposition in the air (medium 1), and applying
the definition of wavevector, it is found for the choice of axis shown in
fig.3.1:
k2x1 + k
2
z1 = 1
(ω
c
)2
(3.3)
 Analogously, for the metal (medium 2), it is found:
k2x2 + k
2
z2 = 2
(ω
c
)2
(3.4)
 Moreover, due to the continuity of the tangential component at the in-
terface kx1 = kx2, a new condition is added:
kz1
2
=
kz2
1
(3.5)
From eqs.3.3 to 3.5 the solution defining the SPP is:
kx =
ω
c
√
12
1 + 2
(3.6)
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Eq.3.6 is a key equation to understand the phenomena and the implications
of the SPP as it gives the dispersion relation of a surface plasmon3. It can
be demonstrated [2, p.27] that no SPP is supported for TE polarisation (see
section 3.5 for more details). Thus, the whole plasmon can be properly defined
with a tangential wavevector. For simplicity, the axis will be taken as in fig.3.1
in order to simplify the tangential component as kρ = kx.
In this thesis, however, the study is not going to be focused on continuous
flat metal-dielectric interfaces, but in discrete metal nanoparticles surrounded
mainly by dielectric materials. Thus, eq.3.6 is no valid anymore. In fact, now
the concept of Surface Plasmon Polariton is not longer valid as the plasmon is
not propagating along a surface but remains localised in a small space much
smaller than the wavelength. This lead to the concept of Localised Surface
Plasmon (LSP).
In a general way, the electrons in the conduction band of a metal can in-
teract with a photon and they will move accordingly to this external driving
electromagnetic field. This light-matter interaction leads to charges changing
its velocity and then, to scattered electric fields[3].
Figure 3.2: Plasmon representation as a plasma movement around the geomet-
rical center of a nanoparticle.
It is possible to assume that the metallic structure behave, at least locally,
like an electron cloud (usually called plasma) that oscillate collectively when an
external driving force is applied on them, such like an electromagnetic field or
a photon. Of course, there are also other forces, like the restoring forces arising
from the finiteness of the particles and the existence of the positive atomic
nucleus that create an elecrostatic force. The LSP is therefore the plasmon
related with this oscillating charges around a localised point, as shown in fig.3.2.
3The dispersion relation relates the wavelength of a wave and its velocity. This may seem
trivial, but in real media there is a frequency dependent dispersion that make each frequency
behave differently. In fact, when dispersion is taken into account, the wave velocity is defined
using two different velocities: The propagation velocity of the phase or phase velocity and
the group velocity, that is, the velocity at which its envolope (in short, its shape) propagates
in space.
Light propagating in vaccuum has a constant dispersion relation, so both phase and group
velocity are the same. However, complex systems like the SPP are not so easy.
37
It is difficult to find in the literature the dispersion diagram of a LSP4.
However, it can be represented by even simpler expressions than eq.3.6: As it
is considered "localised", a zero dimensional approach would be valid. From
this point of view, no angular dependence should be found and therefore the
tangential component would not have a significant influence on the dispersion
relation [4]. In fig.3.3 the comparison between the dispersion relation of a SPP
and a LSP is shown.
Figure 3.3: Dispersion diagram for a Surface Plasmon Polariton (SPP) and a
Localised Surface Plasmon (LSP).
In Fig.3.3 the LSP can be excited with any wavevector kx (thus for any
angle for given materials). Notice that the excitation of the LSP is done at a
given arbitrary frequency5. This implies another key difference between LSP
and SPP: LSP are not only excited independently on the incidence angle, but
also at different frequencies keeping this angular behaviour. SPP only occur at
some frequencies and incident angles.
Under certain conditions there is a particular behaviour, usually referred
as resonance, where the interaction between the external driving force and the
charges shown in fig.3.3 is maximised, leading to huge electromagnetic fields
near the interfaces. The study of these conditions is not always easy and usually
numerical models have to be used, but in some cases with a simple geometry
and under certain conditions some analytical models have been developed, most
of them referred in this thesis in section 3.3. In brief, the resonance frequency
depends on the size and the shape of the nanostructure where the plasmon
takes place, as well as its dielectric function and the dielectric function of
4This is probably because it is not the best strategy to deal with LSP: As it is localised,
the kx is not a good quantum number or it is not very useful to use a Fourier transformation
to it. However, this approach sheds light on the physical and practical aspects, as well as on
the differences, between SPP and LSP
5In fact, as shown in section 3.3.4, the excitation is done at mainly any frequency even if
the response may differ
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the surrounding media. Moreover, the resonance frequency is not unique, as
different resonances can take place in the same nanostructure.
Dispersion diagrams do not offer any information about how strong is the
light-matter interaction, so they are only valuable from the qualitative point of
view, whereas other strategies are needed for a quantitative approach.
The first exact solution for a Localised Surface Plasmon resonance was
given by Mie already in 1908 [5] and lead to a quantification of the resonances
in metallic spheres in homogeneous media. However, several years before Lord
Rayleigh gave an approximation to it [6] assuming a zero dimensional sphere.
Thus, the zero dimensional and angular-free dependency case is not exact in
many cases. For instance, in the case of a LSP in an inhomogeneous media
(as angular dependency would be present), but it is a good starting point to
understand them.
3.2 Radiation and non-radiation condition
In general, when a LSP is excited, the moving charges lead to two main phe-
nomena with the same origin but with different consequences: Scattering and
absorption. Absorption is related with the intrinsic resistivity of the metal that
lead to ohmic losses during the plasmon movement. In fact, the challenge in
plasmonics is how to overcome the Joule losses [7].
From the scattering point of view, and acccording to the Larmor formula
in classical electromagnetism[3, 8], a single charge that is affected by driving
force that induces in it an acceleration will produce electromagnetic radiation.
This, however, is usually is misunderstood as if the electrons in the LSP must
"radiate" light. The scattered electromagnetic field by a LSP can, lead to light
emission but this it is not assured. In fact, it is possible to find examples where
no radiation is emited [9]. To understand the condition on radiation or non-
radiation it is useful to check the work made by Hermann A. Haus which is
based on the Fourier components of the current produced by a moving point
charge [10].
In brief, Hauss studies a single particle whose charge density σ can be
defined as:
σ(~r, t) = q0δ(~r − ~r0(t)) (3.7)
where ~r0 is the time-dependent position vector for the charge q0, ~r is the
position vector of the studied spatial point and δ(x) is the delta function. From
this the current density ~J comes as:
~J(~r, t) = q0
d~r0(t)
dt
δ(~r − ~r0(t)) (3.8)
39
The spatial Fourier transform ~J of this current density (thus in terms of
the wavevector ~k) is obtained as:
~J(~k, t) =
∫∫∫
~J(~r, t)e−i~k·~rdxdydz = q0
d~r0(t)
dt
e−i~k·~r0 (3.9)
Thus, the complete time and spacial Fourier transform of the current density
is:
~J(~k, ω) =
∫
~J(~k, t)eiωtdt =
∫
q0
d~r0(t)
dt
e−i~k·~r0dt (3.10)
What Hauss demonstrates in his paper is that the electric field ~EFF radiated
at long distances from the source is:
~EFF = 2piq0~υδ(ω − ~k · ~υ) (3.11)
where ~υ is the linear velocity of the charge q0 defined as ~υ = d~r0dt . Thus, the
electric field will be zero unless:
ω = ~k · ~υ → |~k| = ω|~υ|cosθkυ (3.12)
with θkυ = ~̂k~υ
This is the why Hauss states that a distribution of accelerated charges will
radiate if and only if it has Fourier components synchronous with waves trav-
eling at the speed of light.
It is obvious that the linear velocity of a moving particle particle, even an
electron, is lower that the speed of light c, so the condition shown at eq.3.12 at
which the electric field far away of the source ~EFF 6= 0 can be expressed as:
|~k| > ω
c
(3.13)
From eq.3.13 it is quite easy to understand the dispersion diagram in terms
of which are the radiated and the non radiated modes. In fig.3.3 only the
general shape of a SPP and a LSP was presented. Now, once the radiation
conditions has been presented, it is useful to complete the dispersion diagram
with the limit shown in eq.3.13, leading to fig.3.4
Fig.3.4 shows that in the case of SPP no radiating ligth is obtained and
thus all the radiation emmited by the plasmon is confined in the plane of the
wavevector kx. The case of the LSP is different, as it can easily be coupled in
radiated light as it fulfills the Hauss condition shown in eq.3.13. Thus, LSPs
do not only scatter energy into electromagnetic energy (a general term), but
also into light.
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Figure 3.4: Dispersion diagram for a Surface Plasmon Polariton (SPP) and a
Localised Surface Plasmon (LSP), including the limit for light coupling.
3.3 Scattering of light by single nanoparticles
It is possible to calculate the amount of scattered light (Isca) or absorbed light
(Iabs) by defining an absorption cross-section σabs and a scattering cross-section
σsca as [11, section 3.4]:
Isca =
I0(ω)
A
· σsca (3.14)
Iabs =
I0(ω)
A
· σabs (3.15)
where I0(ω)A is the light intensity per area unit that excites the nanoparticle.
It is common to make a power balance by defining the transmitted light
Itrans = I0 − (Isca + Iabs). Fig.3.5 summarises this balance.
Figure 3.5: Visual definition of the scattering and the absorption as components
of the extinction
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In fig.3.5, the extinction is the total amount of light that interacts in any
way with the nanoparticle. The term extinction is used because, from the ex-
perimental point of view, optical measurements of direct transmission always
allow to determine the amount of light which is not transmitted, i.e., extinct,
due to the interaction with a nanostructure, similarly with the extinction stud-
ies defining the Beer-Lambert law[12]. Thus, the extinction includes both the
scattering and the absorption losses. Fig.3.5 summarises this concept. The
absorption is the amount of light that is lost during its interaction with the
nanoparticle. This means that it is not trasmitted nor reflected, even in differ-
ent directions.
Of course, the difference between the extinction and the absorption gives
the scattering: The amount of light that interacts with the nanoparticle and
is scattered as light towards any other direction other than the incident source
direction. In the following section some more comments are done to under-
stand the cross section approach to quantify absorption, scattering and thus
extinction.
3.3.1 Effective cross sections
The advantage of dealing with cross sections is that usually it is necessary not
only to quantify scattering and absorption but also to compare their relative
magnitudes. The cross section approach allows this quite easily.
A cross section σ is a magnitude, in terms of a surface, that expresses the
probability of interaction with a defined domain.When normalising those cross-
sections σ with the geometrical particle cross-section (for spheres,pir2) they
result in the scattering, absorption and extinction efficiencies (Qsca,Qabs and
Qext, respectively). It is remarkable that, from this approach, it is possible to
find values bigger than unity. This means than the scattering or the absorption
can take place not only in the nanostructure where the LSP is, but beyond it,
at its vicinity. This allows light to interact with matter even if the photon is
not directly incident on the nanostructure. Fig.3.6 summarises this effect for a
sphere.
In fig.3.6 the light matter interaction between photons and a nanosphere is
represented schematically. For effective cross sections higher than the physical
cross section of the nanoparticle, there are photons that interact, and thus are
deviated from its original trajectory, beyond the physical cross section of the
nanoparticle.
Looking at fig.3.5, there is an important remark with the cross sections:
The overall cross section value only makes a balance between the incident
and transmitted photons with and without interaction. This means that no
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Figure 3.6: Schema of the difference between the physical cross section of the
nanostructure and the effective cross section in terms of scattering.
information on how deviated is the scattered light when compared with the
incident is given by a this parameter6.
The main question that follows is: How can extinction and cross sections
be calculated? In fact, their calculation implies to solve the electromagnetic
Maxwell equations (see section 3.3.2). And this is not always easy to do without
numerical models and specific software. However, there are some special cases
that can be studied analytically and have been extensively used. Moreover,
when studying scattering and absorption cross sections, it is mandatory to
refer to Mie's work. In order to better understand it, a brief review of Maxwell
equations is needed.
3.3.2 Maxwell equations and Helmoltz approach
Light scattering is an electromagnetic phenomenon and thus it can be treated
using Maxwell's equations. Those equations can be expressed in differential
form as the Gauss's Law (eq.3.16 that relates charges with electric field), the
magnetic Gauss's Law (eq.3.17 that states that there can not be any magnetic
monopole), the Maxwell-Faraday equation (eq.3.18 that shows the induction
of an electric field from a magnetic field) and finally the Ampere circuital law
6However, is is possible to calculate the angular dependency on the scattered light in order
to define the angular dependent cross-section. These are complex expressions that will not
be considered until necessary.
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(eq.3.19 that shed light on the induction of magnetic fields from a combination
of currents and electric fields).
∇ · ~E = ρ

(3.16)
µ0∇ · ~H = 0 (3.17)
∇× ~E = −µ∂
~H
∂t
(3.18)
∇× ~H = ~J + ∂
~E
∂t
(3.19)
where: ~E is the electric field, ~H is the magnetic field, ~J is the current
density, ρ is the total charge density,  is the material electric permittivity and
µ is the magnetic material permeability.
From basic vector calculus, when there is a vector field ~v where ∇× ~v = 0,
then ~v is said to be irrotational. As the curl of the gradient of any scalar field
is always the zero vector, for ~v there exists an equivalent scalar field Φ so that
~v = −∇Φ and thus ∇×∇Φ = 0.
In a similar way, for a scalar field F that satisfies ∇ ·F = 0, there exists an
equivalent vector field ~A so that ∇ · (∇× ~A) = 0.
This implies that the Maxwell equations can be rearranged using the equi-
valent scalar field Φ and the equivalent vector field ~A. In order to do that, an
assumption is done to consider monochromatic and harmonic waves (eq.3.20).
This assumption leads to much simpler time derivatives in the Fourier domain
that will be used in the following development.
~E(~r, t) = E0e
(ωt−~k·~r+φ0) (3.20)
where E0 = | ~E(ω, t)|, φ0 is the initial phase and ~k is the wavevector, defined
for a medium i as:
~k = |~k|kˆ = kkˆ = ω
c
kˆ =
2pi
λ
√
ikˆ (3.21)
 From the magnetic Gauss law (eq.3.17), using the equivalent potential
approach, a vector potential ~A can be defined:
∇ · ~H = 0 −→ ~H = ∇× ~A (3.22)
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 From the Maxwell-Faraday equation (eq.3.18) and from the expression
just found for ~A (eq.3.22), it is deduced:
∇× ~E = −iµω ~H = −iµω(∇× ~A) (3.23)
Thus, it is possible to obtain the scalar potential φ by rewriting eq.3.23
as:
∇×
(
~E + iµω ~A
)
= 0→ −∇φ = ~E + iωµ ~A (3.24)
 From the Ampere circuital law (eq.3.19) and eq.3.23 the relation between
the current ~J , the electric field ~E and the vector potential ~A is found as7:
∇× (∇× ~A) = ∇(∇ · ~A)−∇2 ~A = ~J + iω ~E (3.25)
From where, expressing the electric field ~E in terms of the scalar potential
(eq.3.24), the following expression is found, relating both the scalar and
the vector potentials:
∇(∇ · ~A)−∇2 ~A = ~J − iω∇Φ + µω2 ~A (3.26)
Eq.3.27 can be rearranged by using eq.3.21 and recalling that 1c2 = µ,
leading to:
∇(∇ · ~A)−∇2 ~A− k2 ~A = ~J − iω∇Φ (3.27)
Many different vector ~A and scalar Φ potentials can be defined that fulfill
those equations. In order to fully define the system, the following relation
between ~A and Φ is chosen8:
∇ · ~A = −iωΦ→ ∇(∇ · ~A) = −iω∇Φ (3.28)
Finally, under all these assumptions, it is found:
∇2 ~A+ k2 ~A = − ~J (3.29)
Notice that eq.3.29 is a Helmoltz-like non-homogeneous linear second order
differential equation and this may be difficult so solve. The inhomogeneous
term correspond to the currents involved in the phenomena. These currents
are always present during the scattering of light by nanoparticles. Therefore,
the approach of the equivalent potentials is useful when studying scattering
systems.
7It is useful to recall that ∇× (∇× ~F ) = ∇(∇ · ~F )−∇2 ~F .
8This is usually known as the Lorenz Gauge.
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3.3.3 Mie scattering model
The Mie model is considered as an exact solution for metal spheres obtained
by solving Maxwell equations. However, more than a model or a solution by
itself, it is a strategy to find the solution. The full details and mathematical
development of the following strategy can be found in [11, ch.4] and it is too
complicated to be repeated here. Let us, however, make a quick overview to
understand the strategy.
In section 3.3.2, from Maxwell equations the wave equation (Helmoltz) is
found. For that, virtual scalar and vector potentials had been defined. In a
similar way, it is possible to define two vector functions ( ~M and ~N) and a scalar
function(ψ) that accomplish the following conditions:
Let us define a scalar function ψ and an arbitrary constant vector ~c, from
which the first vector function ~M is defined:
~M = O× (~cψ) (3.30)
The vector field ~M , as defined in eq.3.30 is perpendicular to the vector ~c.
Also, as the divergence of any curl is zero:
O · ~M = 0 (3.31)
The second vector function ~N is defined from the first one as:
~N =
O× ~M
k
(3.32)
which, analogously to ~M , fulfills:
O · ~N = 0 (3.33)
From this definition of ~M , the following identity can be obtained:
O2 ~M + k2 ~M = O× [~c (O2ψ + k2ψ)] (3.34)
Eq.3.34 implies that the as defined vector function ~M fulfills the wave equa-
tion if the scalar function ψ from which it has been defined also fulfills it.
O2ψ + k2ψ = 0 (3.35)
Under this assumption, the vector field ~N also fulfills the following condi-
tions:
O2 ~N + k2 ~N = 0 (3.36)
O× ~N = k ~M (3.37)
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Therefore, the vector fields M and N share the same properties that the
electric and magnetic fields, respectively:
 Both fulfill the wave equation (eq.3.34 with condition in eq.3.35 and
eq.3.36)
 Both are divergence free (eq.3.31 and eq.3.33)
 The curl of each field is proportional to the other (eq.3.32 and eq.3.37)
Thus, as ~N is defined from ~M and ~M is defined from ψ, the problem of
finding solutions to the field equations is equivalent to solving the scalar wave
equation shown in eq.3.35. This is simpler than solving the vector equation.
Moreover, expanding eq.3.35 in spherical coordinates, analytical solutions are
available. Most of the mathematical difficulty for using Mie's strategy is related
with how to find that analytical solution. In brief, after an ansatz9 it is found
that the solution is not unique.
In the case of a spherical geometry, and using spherical coordinates (r, φ, θ,
two groups of solutions are found that are linearly independent (expressed with
superscripts (i) and (ii) in eq.3.38 and eq.3.39). Moreover, so that the ansatz
fulfills the boundary conditions, there are two splitting indexes (called m and
n) for the solutions. The generating functions that lead to any possible solution
are:
ψ(i)mn(r, φ, θ) = cos(mφ)P
m
n (cos θ)zn(kr) (3.38)
ψ(ii)mn(r, φ, θ) = sin(mφ)P
m
n (cos θ)zn(kr) (3.39)
In eq.3.38 and eq.3.39, Pmn are associated Legendre Polynomials, k is the
wavevector and the zn(kr) term corresponds to a spherical Bessel function that
can be chosen regardless on the validity of the solution between:
 Spherical bessel function of first kind jn(x), from the Bessel function of
first kind Jn(x):
jn(x) =
√
pi
2x
Jn+ 12 (x) (3.40)
9An ansatz is a commonly used strategy of solving differential equations with partial
derivatives consisting on assuming a generic form of the solution where different terms are
being multiplied, each one depending on one of the variables (this is why it is usually called a
variable separation). From this generic form and using the boundary conditions an expression
for the solution is found. As this is an ad-hoc method, the solution must be verified at the
end of the process to check whether the initial hypothesis is consistent.
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 Spherical bessel function of second kind yn(x), from the Bessel function
of second kind Yn(x):
yn(x) =
√
pi
2x
Yn+ 12 (x) (3.41)
 Spherical bessel function of third kind or Hankel functions. In this case,
two possible functions can be defined as a combination of the two first
functions:
h1n(x) = jn(x) + iyn(x) (3.42)
h2n(x) = jn(x)− iyn(x) (3.43)
From the solutions shown in eq.3.38 and eq.3.39 it is possible to obtain
the vectorial solutions of the field using eq.3.31 and eq.3.32. As two groups
of scalar solutions are found, two groups of vector solutions appear: ~M (i)nm and
~N
(i)
nm versus ~M
(ii)
nm and ~N
(ii)
nm . With those, it is possible to obtain the internal
and external electric and magnetic fields in a sphere as a sum of terms10.
For the fields induced internally in the sphere by an external excitation ~E0,
the resulting expressions are:
~Ei = | ~E0|
∞∑
n=1
in
2n+ 1
n(n+ 1)
(
cn ~M
(ii)
n − idn ~N (i)n
)
(3.44)
~Hi =
−ksph
ωµsph
| ~E0|
∞∑
n=1
in
2n+ 1
n(n+ 1)
(
dn ~M
(i)
n + icn ~N
(ii)
n
)
(3.45)
where n is the summation index (whose meaning will be explained in sec-
tion 3.3.4), i is the imaginary unit, ω is the frequency, ksph and µsph are the
wavenumber and the magnetic permeability of the sphere and an,bn,cn and dn
are weighting coefficients applied to each vector solution.
Additional mathematical treatment that is not included in this text demon-
strates that only terms with m=1 are different to zero. Thus, the dependency
of the solutions on the subindex m will not be included anymore. Moreover,
eq.3.44 and eq.3.45 define the vector solution ~N (i)1n and ~M
(ii)
1n using the scalar
function solutions (eq.3.38 and eq.3.39) with the zn choice of the spherical
bessel function of first kind (eq.3.40).
10The solution is obtained as a linear combination of the vectors that define the generating
basis. As the dimension of this basis is infinite, the sum should include infinite terms.
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Analogously, the solution for the scattered electric and magnetic fields lead
to similar expressions for the fields induced externally in the sphere:
~Es = | ~E0|
∞∑
n=1
in
2n+ 1
n(n+ 1)
(
ian ~N
(i)
n − bn ~M (ii)n
)
(3.46)
~Hs =
k
ωµ
| ~E0|
∞∑
n=1
in
2n+ 1
n(n+ 1)
(
ibn ~N
(ii)
n + an ~M
(i)
n
)
(3.47)
However, in this case the vector solution ~N (i)1n and ~M
(ii)
1n are defined using
the spherical hankel function of first kind (eq.3.42).
It should be noticed that eq.3.44 to eq.3.47) are very similar. The vector
functions ~M and ~N are mathematical expressions that depend on the spatial
coordinates and the properties of the materials involved. Therefore, there are
only 4 parameters that are still not known: The coefficients an,bn,cn and dn.
These coefficients can be solved with additional boundary conditions as-
suming a plane wave excitation. In order to simplify their expressions, the
following terms have to be defined:
 The relative permitivity of the medium, m, between the sphere () and
the surrounding medium (m):
m =

m
= ′ + i′′ (3.48)
 The size parameter. This adimensional parameter relates the radius of
the sphere r with the wavelength λ through:
x˘ =
2pi˜mr
λ
(3.49)
 The Riccati-Bessel function of first kind Ψ, obtained from the spherical-
bessel function (eq.3.40) as:
Ψ(x) = xjn(x) (3.50)
 The Riccati-Bessel function of second kind ξ, obtained from the hankel
function of first kind (eq.3.42) as:
ξ(x) = xh(1)n (x) (3.51)
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With these terms, the expressions for the well-known Mie coefficients11 are:
an =
mΨn(mx˘)Ψ
′
n(x˘)−Ψn(x˘)Ψ′n(mx˘)
mΨn(mx˘)ξ′n(x˘)− ξn(x˘)Ψ′n(mx˘)
(3.52)
bn =
Ψn(mx˘)Ψ
′
n(x˘)−mΨn(x˘)Ψ′n(mx˘)
Ψn(mx˘)ξ′n(x˘)−mξn(x˘)Ψ′n(mx˘)
(3.53)
Finally, once the Mie coefficients are determined, the scattering and extinc-
tion cross sections are found as:
σscat =
2pi
k2
∞∑
n=1
(2n+ 1)(|an|2 + |bn|2) (3.54)
σext =
2pi
k2
∞∑
n=1
(2n+ 1)(Re(an + bn)) (3.55)
As previously defined, the absorption cross section correspond to the differ-
ence between the exctinction and scattering.
Probably, it is a good idea to make a short summary of the Mie strategy to
keep the key ideas:
1. It has been shown that there exist two vector functions ~M and ~N that
fulfill the wave and the Maxwell equations. Those vector functions are
defined from the same scalar function ψ, so it is possible to solve both
fields by solving the scalar function ψ.
2. It has been shown that the solution of the scalar function ψ can be done
analytically in some special geometries such as spheres using an ansatz in
spherical coordinates. This variable separation leads to a general solution
in the form of a sum two groups of linearly independent generating func-
tions that are based on ~M and ~N and that depend on two parameters
m and n (eq.3.38 and eq.3.39). The generic solution, whose development
is not presented in this thesis, is valid for any of the spherical bessel
functions (eq.3.40 to eq.3.43).
3. From the general solution of a sphere, explicit expressions for the scattered
and internal electric and magnetic fields (eq.3.44 to eq.3.47) are presen-
ted. The solution is obtained as a sum of particular solutions that are
combined linearly. At this step, several coefficients an, bn, cn and dn are
introduced. Those are usually called Mie coefficients.
11Only the an and bn coefficients are presented as the extinction and the absorption cross
sections depend on it. In the reference [11, p.100] it is possible to find the two others.
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4. In order to completely define the solution, the Mie coefficients have to be
solved. The boundary conditions used to solve them include a plane wave
excitation condition. Also, some adimensional parameters are defined, as
well as the Ricatti-Bessel functions, in order to have simpler expressions
for an and bn, as presented on eq.3.52 and 3.53.
5. Finally, expressions for the extinction and absorption cross sections that
mainly depend on the Mie coefficients an and bn are presented. As the
Mie coefficients have been fould for single spheres on an homogeneous
medium when excited with a plane wave, eq.3.52 and 3.53 are only valid
in this case.
A final comment should be done to remark that even if the expressions
shown in eq.3.52,eq.3.53,eq.3.52 and eq.3.52 are valid only for single spheres in
an homogeneous medium, the strategy can be used for other geometries such
as cilynders using different ansatz.
3.3.4 LSP resonances in a sphere
In section 3.3.3, the overall strategy to solve the scattering and extinction from
a sphere is summarised. In this section, some comments are done to better
understand the equations form the physical point of view. From eq.3.52 and
eq.3.53, two main conclusions can be obtained:
First, that the overall extinction is obtained as series using the different Mie
coefficients. This sum was explained as the combination of linearly independent
solutions but no more details were given.
In fact, each of the orders that are added up in the series include the con-
tribution of different (and independent) solutions ~M and the ~N . Independent
solutions correspond to different scattering modes that take place at the same
time and whose global influence is weighted by the Mie coefficients. Fig.3.7
shows the first 4 modes for both the ~M and the ~N contributions in eq.3.46
In fig.3.7, the field lines of the electric field scattered by a sphere are shown.
There are in fact two different scattering modes for each excitation order n.
Each order has two contributions or solutions, related to the ~M and the ~N
fields defined in section 3.3.3. There, the equivalence of those fields with the
electric ~E and the magnetic fields ~H was shown. The relationship can be easily
seen, as the ~M contribution to the scattering solutions correspond to different
TM excitation modes (with no radial ~H component) and the ~N components
correspond to TE excitation modes (with no radial ~E component). In short,
for n=1 there is an electric (TE contribution) and magnetic (TM contribution)
dipole radiating mode, for n=2 there are electric and magnetic quadrupoles
and so on. Again, the relative importance of each TE and TM contribution is
weigthed by the Mie coefficients.
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Figure 3.7: Electric field lines for the independent sphere solutions for the
scattering of a sphere. Different excitations terms (n = 1..4)[11, p.98].
In short, the different individual scattering modes are well known and any
scattering solution in a sphere can be expressed from a weighted sum of those
TE and TM modes.
Some readers may ask that after the summary and all the comments on
Mie strategy, no resonance is still named. But once the strategy of resolution
is understood, once the different contribution to the overall solutions are ex-
plained, and once the Mie Coefficients are quantified in eq.3.52 and eq.3.53,
the resonance is very easy to understand.
The extinction is proportional to the Mie coefficients, so the resonances will
appear when, at least one of the coefficients tends to infinity. This can happen
because the dielectric function of the materials are wavelength dependent. This
will lead to different resonances corresponding to the poles of each individual
mode. Thus, TE dipole resonance can be found, as well as TM dipole resonance,
TE quadrupole resonance, TM quadrupole resonance, etc.
From the definitions of the Mie coefficients in eq.3.52 and eq.3.53 it can be
seen that there are two special cases:
 When the numerator goes to zero. From the numerical point of view,
this happens when the m parameter approaches unity and would lead to
a zero scattering. From the physical point of view, this happens when
the surrounding media of the sphere has the same permittivity function
than the sphere. In this case, no plasmon is produced as no real interface
would be found. Therefore, no scattering should be produced.
 When the denominator goes to zero. In this case, the scattering would
tend to infinite. This would correspond to a resonance in the plasmon.
However, the infinite value is not achieved as the poles of the coefficients
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correspond to complex frequencies. However, maxima values can be found
in the coeffcients, and those wavelengths are considered as resonances.
The bessel functions are not periodic, but they present an oscillatory beha-
viour, as shown in fig.3.8. Thus, more than a single maximum could be found
for each excitation order. However, only the first one (at lower energies) will
be considered as resonance.
Figure 3.8: Spherical bessel function of first kind at different orders
A last comment about eq.3.54 and 3.55 is that even if the summation goes
from 1 to infinity, only the lower orders are usually excited and, in practice,
for small particles the dipole excitation is predominant. Also, for metallic
nanoparticles in the visible range usually the TM contribution is negligible for
small particles.
3.3.5 Quasi-static approximation
The quasi-static (or electrostatic) approximation (QSA) is a simplification to
avoid solving Maxwell equations under the assumption that the nanostructure
being excited is small enough to see a constant field everywhere in its domain.
Thus, the Laplace equation for electrostatics can correctly model the system.
This has several advantages from the numerical point of view as under these
assumptions the scattering and absorption cross section come as:
σsca =
k4
6pi20
|α|2 (3.56)
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and
σabs =
k
0
Im(α) (3.57)
where α is the electrostatic polarisability, that depends on the volume of the
nanoparticle V and the relative permittivity of eq.3.48 through the Clausius-
Mossotti relation [13] (ec.3.58):
α = 30V
˜rel − 1
˜rel + 2
(3.58)
This is the usual approach from the electrostatic point of view, and it is
usually valid for small nanoparticles. This approach usually considers that only
a dipole can be excited within the nanoparticle. However, another approach
to the quasi static approximation would be starting with Maxwell equations,
solving the scattering problem using the Mie approach and taking limits when
the size parameter x˘ in eq.3.49 tends to zero.
However, not only the dipole mode can be found under this assumption.
The spherical bessel functions can be expressed as series expansions [14]:
jn(z) = z
n
∞∑
k=0
(− 12z2)k
k! (2n+ 2k + 1)!!
(3.59)
yn(z) =− 1
zn+1
∞∑
k=0
(2n− 2k − 1)!! (− 12z2)k
k!
+
+
(−1
z
)n+1 ∞∑
k=n+1
(− 12z2)k
k! (2k − 2n− 1)!!
(3.60)
Notice that eq3.59 and 3.60 have a double factorial dependency. Thus,
even for small excitation orders n, where most of the scattering contribution
is supposed to be, the increasing summation terms k tend quickly to zero.
Moreover, if the product of the relative permittivity (eq.3.48) and the size
parameter (eq.3.49) is |m|x ≪ 1, the magnetic contribution (bn coefficients)
is much smaller than the electric contribution. Under this approximation, the
following Mie coefficients are found:
aQSA1 '
4x6
9
(
m2 − 1
m2 + 2
)
−
(
2x3
3
m2 − 1
m2 + 2
− 2x
5
5
(m2 − 2)(m2 − 1)
(m2 + 2)2
)
i (3.61)
bQSA1 ' −
x5
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(m2 − 1) (3.62)
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Notice that, as x  1 the x5 term in the magnetic dipole contribution is
much smaller than the x3 term in the electric dipole contribution. Thus, the
magnetic dipole is usually neglected.
For higher excitation orders n, there is a very small contribution both for
magnetic and electric excitation modes. It is possible however, conclude that
the resonance would be determined by:
m2 =
n+ 1
n
(3.63)
Eq.3.63 correspond to the pole condition in denominators of eq.3.52 in the
limit of very small particles, that is, with x˜ tending to zero. This means that
the resonances of the sphere, under the QSA and neglecting any magnetic
contribution, would be found at the frequencies that fulfill the conditions in
table3.1
Excitation order Resonance condition
n=1 m2 = 21 = 2
n=2 m2 = 32
n=3 m2 = 43
n=4 m2 = 54
Table 3.1: Resonance condition for different excitation orders under the quasi-
static approximation.
3.3.6 Retardation effects
One of the main consequences of the QSA is that the resonances depend only
on the materials and not on the size of the nanoparticles. This means that the
retardation effects are neglected [15, 16].
The retardation effects are related with the finitness of the light speed:
When the particle becomes big enough, the electrons movement is not homo-
genous as the photon's electric field is not constant across the nanoparticle.
Thus, different accelerations are experienced by different the electrons in the
nanoparticle. This has several consequences:
 Higher order excitation modes are created as the perfect dipole electronic
movement disapears. This does not mean that the dipole is no longer
present, but not necessarily the only remarkable mode.
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 As there are electrons that cannot follow perfectly the external driving
field movement, the scattered light has a lower frequency. This is com-
monly referred as a redshift effect as the scattered light is shifted to the
red or the infrared.
It is notable that in 2008 Myroshnychenko et al [17] proposed a corrected
QSA model using both eq.3.56 and 3.57 but changing the expression of the
polarisability from ec.3.58 to the following:
αMie = 30V
1
˜m
− 0.025(˜rel + 1)x˘2
1
˜m
˜rel+2
˜rel−1 − 0.25(0.1˜rel + 1)x˘2 − i
√
˜m
2
3 x˘
3
(3.64)
3.4 Deviations from Mie solution
Some time has been invested to understand Mie approach for solving the ex-
tinction of individual spheres in homogeneous media. This is an exact solution
to Maxwell equations in this case and many studies can be found in the liter-
ature based on this approach. In fact, it is a good starting point to understand
the general trends and the scattering behaviour of a nanoparticle.
However, in real structures with other conditions, the validity of Mie ap-
proach is not always reliable. In fact, just by the fact that the nanoparticles
are placed over a substrate, makes the medium non homogeneous. One of the
motivations of this thesis is to study how this can change Mie conclusions.
Moreover, the NPs are usually found in arrays. This introduces interactions
among nanoparticles. Which kind of interactions and how strong they are is
another point to take into account in order to study the conditions for which
Mie can still approximate a result.
Finally, real nanoparticles are not perfect spheres. Thus, Mie would not be
the exact solution that it is claimed to be from the theoretical point of view.
Using the Mie approach, however, it is possible to find analogous expressions
for spheroids in the QSA, as well as expressions for coated spheres.
3.4.1 Non-spherical particles
A special focus on the overall strategy rather than in the mathematical details
of the solution has been done to understand the Mie approach and the QSA.
There are different expressions found for other geometries as spheroids and
coated spheres that share the same approach. No more details will be given
for them as this is beyond the scope of this thesis, but they should be perfectly
understandable for any at this point.
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There are expressions found using the Mie strategy but with different as-
sumptions that lead to Mie coefficients for spheroids [18], cilynders [19], coated
particles [20].
For arbitrary shapes, usualy purely numerical approaches are used to solve
the Maxwell equations and obtain the extinction and scattering of a nano-
particle. Most comercial softwares such as COMSOLMultiphysics[21], Silvaco[22]
and CST[23] can solve the problem. There are other free codes developped ad
hoc for scattering problems, such as the Discrete Dipole Scattering (DDSCAT)
[24, 25] and the T-Matrix method[26].
3.4.2 Nanoparticle interaction
The solution obtained by using Mie approach and shown in this thesis corres-
pond to a single sphere. This is not the real case, where an array of particles
is studied. Thus, in order to understand which deviations could be expected
(as well to avoid misunderstandings), some comments will be done.
First, any reader should keep in mind that the plasmon definition has been
done in terms of a quasi-particle, that is, a particle that behaves like a wave
(or a wave that has properties of a particle). From this point of view, some of
the conclusions found for electrons are analogous for plasmons12.
In fact, as explained in section 2.1, the electrons can be modelled with a
wavefunction that defines atomic orbitals. Those orbitals may interact and
lead to molecular orbitals, producing a split in the energy levels. In order for
this to happen, the atomic electrons have to be close enough to interact.
In a similar way, the plasmon energy levels can be split [27]. This will occur
when two spheres are close enough so that the excitation is not only done by
an external plane wave, but also from the scattered field by the other sphere.
This can produce very different solutions from those predicted from Mie13. In
fact, these cases correspond to what are usually called "dark modes": Excita-
tion modes that cannot be obtained by an external plane wave, but only with
a near field excitation[28]. An example of the energy splitting can be found in
[29], where the dipolar resonance frequency is split into higher energy (shorter
wavelength) resonance where the electromagnetic power tends to concentrate
in between the nanoparticles and lower energy modes with different charges dis-
tributions (some of them that lead to a net scattering cancellation). Moreover,
the isotropy is also lost as different TE and TM light polarisation lead to differ-
ent results [30]. Of course, not only the dipole but the quadrupolar and higher
12No many details of this is presented here, as the mathematical demonstration goes beyond
the scope of this thesis. Nevertheless, in the references that are cited (as well as the references
therein) more details can be found.
13Remember that the an and the bn coefficients where solved assuming a plane wave
excitation.
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order resonances can also be split in energy, and even interact with the dipolar
modes [31].
In any case, as previously explained, the resonance is only a particular
condition for the solution where at least one of Mie Coefficients's pole is reached.
Therefore, there is a solution for the scattering of a sphere at any frequency
and any of them can be directly coupled into light. Thus, even if a LSP is
always coupled to radiated light, it is at the resonance that the intensity of the
electromagnetic fields is maximised, and therefore the hybridization is more
likely to occur at a fixed distance.
There are some examples in the litterature, such as Ekinci et al [32], where
periodic structures are used in order to study the interference between elements.
This comes in handy to introduce an easy-to-misunderstand phenomena when
dealing with LSP and the interaction between them. Another conclusion in
traditional electron wavefunction study, is related with the Bloch Modes [33]
that appear due to the periodicity of the wavefunction itself, leading to:
Ψe−(x) = Ψe−(x±X) (3.65)
whereX is a period. In fact, it is possible to applying an analogous approach
to the wavefunction of the SPP and include the effect of periodicity through
periodic patterns [2], leading to new solutions. Assuming that the individual
dispersion relation of the planar interface is similar to those for the pattern
surface, the solution would become something like what is schematised in 3.9
Figure 3.9: Periodicity effect on the solution of a SPP.
The periodicity is defined by a periodic pattern in the metal. Moreover, the
whole structure can be summarised in a single interval, as shown in fig.3.10
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Figure 3.10: Simplified dispersion diagram for a SPP in a periodic structure.
This way, the SPP can be coupled to light as several parts of the solution
fulfill eq.3.13 and are over the limit k = ωc
√
. The grating can even be done
with a dielectric [34] and by controlling its shape it is even possible to control
the propagation direction of the SPP [35]. This effect can even be achieved
with a metallic surface with a periodic roughness [36]. But in any case, this is
only valid when a continuous metallic surface is present, that is, when dealing
with SPP and not with LSP. Thus, to avoid any misunderstanding, studies like
[32], even in an array of NPs, cannot be related with this effect.
This difference has been remarked to be sure that it is properly understood
that, in this thesis, it is not suitable to use the gratings approach to study the
arrays of metallic nanoparticles not because there is not a clear periodicity but
because the plasmons are LSP and not SPP.
3.4.3 Substrate effects
As recently stated, the presence of a substrate (or a multilayered system) makes
the assumption of homogeneous media for the Mie solution invalid. Thus, the
substrate effect has to be somehow taken into account . There exist different
approaches for this. Some of them are more complex than the others.
Defining and average refractive index around the nanoparticle is the simplest
way to include the substrate effect[37]. This method assumes that the mainly
contribution of the substrate is going to be the displacement of the resonance
peak due to a different refractive index. Thus, by taking an intermediate re-
fractive index an easy and quick correction can be done.
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The effect of the substrate, however, goes beyond a different refractive in-
dex. In fact, the presence of a substrate implies that there will be reflections
and transmissions that make the exciting electromagnetic field different from a
single plane wave. Moreover, the scattered field by the nanoparticle will also be
partially reflected by the interface, leading to a much more complex excitation
system. In order to take into account all this, there is a strategy, usually known
as the image dipole approximation[38].
In brief, this approach assumes that there is another radiating source un-
derneath the real nanoparticle and whose magnitude depends on the first one.
When the distance between both tends to zero, the substrate effect can be
approximated. This is a much more complex system than the effective index
approach but it is also more exact.
There is an approach that combines these first two strategies. Some authors
propose to define an effective refractive index not only using the porperties
of the involved materials, but also the effect of the induced dipole[39]. This
approach is complex and does not yield much improvement to the modelling.
The substrate effect can lead to more complex consequences, as the particle
can be excited by its own scattered electric field (such as in the image dipole
approximation). This can lead to new scattering modes such as dark modes, in
this case excited not from other particle, but form its own reflected field [40].
3.4.4 Fano interference
The Fano interference is a physical phenomena that was first observed by Ugo
Fano when he studied the inelastic scattering of electrons and found a charac-
teristic asymmetric lineshape[41]. However, this interference is found in many
other phenomena that can be modelled using waves [42, 43]. As plasmons have
a wave-like behaviour, this phenomena can also appear.
Briefly, the Fano interference is produced between two resonant systems
with similar resonant frequencies. This interaction changes the theoretical
Lorentzian lineshape (eq.3.66) into an assymetrical form that can be modelled.
L(x) =
1
1 + x2
(3.66)
In the literature, it is usual to find the first resonating system as a "bright"
mode and the second one "dark" mode. As both systems have close resonant
frequencies they interfere between themselves. In fig.3.11, a plane wave excites
a nanoparticle and lead to a LSP. The scattered field is able to induce different
currents in the second nanoparticle that cannot be excited by the external plane
wave (a dark mode). The dark mode, also, can interact with the first particle
with the near field that it produces. The Fano interference is related with
those two particles that become coupled as their excitations are dependent.
The dark excitation mode has a phase shift when compared with the bright
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Figure 3.11: Schema of the Fano interference in the plasmon domain
mode, and has a similar resonant frequency. It is notable that for finding a
Fano resonance there is no need of two particles: A single particle can interact
with its own scattered field when a substrate is present due to the mirror effect
that the latter has [44], analogously with what is assumed in the image dipole
approximation.
From the analytical point of view, the Fano interference can be modelled
as the product of a Lorentzian lineshape (eq.3.66) and a second asymmetric
term. In order to define the second one, several parameters have to be defined
previously:
 The bright (ωbright) and dark (ωdark) resonances, that is, the frequencies
at which the intensity of each independent mode is maximised. It is usu-
ally expressed in terms of energy (eV). In order to find a Fano resonance,
usually a broad bright mode intercts with a narrow dark mode whose
resonances are close.
 The reduced energy κ. This adimensional parameter depends on the fre-
quency and is related to how close is the bright mode resonance.
κ(ω) ∝ ω2 − ω2bright (3.67)
 The asymmetric parameter q. This addimensional parameter depends on
how close are the bright and dark resonances.
q ∝ ω2dark − ω2bright (3.68)
61
The Fano correction is given by:
F (ω) =
(κ+ q)2
κ2 + 1
(3.69)
The resulting system when a Fano interference occurs is the product of the
Fano lineshape (eq.3.69) and a Lorentzian-like system (eq.3.66):
f(ω) = L(ω)
(κ(ω) + q)2
κ(ω)2 + 1
(3.70)
Let us, at this point, make a remark about the idea of a complex frequency
shown in fig.3.11. Usually, the expression for an attenuating field includes a
complex refractive index in order to express a distance r dependent loss that
appears as a negative exponential term e−ar. However, when dealing with a
complex frequency, the final effect would be a localised attenuation (that is,
not dependent on the distance), such an ohmic loss within a LSP. In this case,
there appears a negative exponential time attenuation e−γt.
Among the applications where the Fano interference can be found there is
one specially interesting for this thesis. In [43] it is possible to find an example
of a plasmonic Fano interference where there is a term related with the non-
conservative behaviour of the energy in a nanoparticle. In fact, there are two
mechanisms that lead to a energy loss within the nanoparticle: The first one
is related with the radiative losses (mainly the scattering) and the second one
are the intrinsic ohmic losses in the nanoparticles. This term is not usually
included in the traditional Fano model but is very interesting when applied to
the study of nanoparticles. Thus, eq.3.69 is modified as:
F (ω) =
(κ+ q)2 + b
κ2 + 1
(3.71)
where b is the non-conservative parameter that depends on the imaginary
part γ of the dark resonant frequency ωd in fig.3.11. An important consequence
of this is that the higher the b parameter is, the smoother will the Fano inter-
ference be, as shown in fig.3.12
In some cases it is possible to fit the Fano parameters from eq.3.70 in order
to shed light on how strong are the Fano interferences[41].
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Figure 3.12: Fano interference simulated for different values of the b parameter.
Simulation done for ωbright = 1.50eV, ωdark = 1.58eV and q = 0.5.
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3.5 Light polarisation
Any electromagnetic wave (EMW) is formed by an electric field ~E and a mag-
netic field ~H that propagate in a direction defined by its wavevector ~k. Both
fields ~E and ~H are perpendicular one to the other and in most cases14 also per-
pendicular to the propagation direccion defined by its wavevector ~k. So, most
of EMW are usually called "transverse" waves, as shown in fig.3.13, where it
has been suposed15 that kˆ = zˆ.
Figure 3.13: Schema of a transverse EM wave
Moreover, ~E components (and thus those of ~H) can oscillate in different
directions. This makes the system even more complex to study and for this
reason the concept of polarisation becomes important. A light is polarised
when the spatial evolution of the electric (or magnetic) field is known. In
most cases, the polarisation refers to the electric component. For transverse
waves, as the propagation is normal to ~E only two components have to be
determined. And the relationship between the phase of those lead to 4 main
different polarisations depending on the projection of the electric field on the
plane normal to the wavevector ~k:
14There are some special cases, however, where the propagation is not perpendicular to ~E
and ~H. These are called inhomogeneous waves and usually involved a lossy media with a
high imaginary part of the refractive index (such like metals).
15All along this thesis, the circumflex symbolˆmeans a unit vector.
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 Linear polarisation (fig.3.14a and b). In this case,the components of ~E
have no phase shift between them. Assuming that the propagation is on
the z direction (~k = zˆ, the expression would be:
~E(x, y, z, t)linear =
E0x cos (kz − ωt+ φ)E0y cos (kz − ωt+ φ)
0
 (3.72)
A special case will be when ~Ex = 0 or ~Ey = 0. (fig.3.14b)
 Elliptical polarisation (fig.3.14c). In this case, there is a phase differ-
ence between the two components of the electric field. Under the same
assumptions than for the linear polsarisation, the expression would be:
~E(x, y, z, t)Elliptic =
E0x cos (kz − ωt+ φx)E0y cos (kz − ωt+ φy)
0
 (3.73)
 Circular polarisation (fig.3.14d). This is a special case of the elliptical
polarisation, in which the difference of phases between the two compon-
ents of the electric field corresponds to pi/2. Thus, it could be expressed
as:
~E(x, y, z, t)Circular =
E0x cos (kz − ωt)E0y sin (kz − ωt)
0
 (3.74)
 Random polarisation: This is not really a polarisation because there is no
periodic behaviour on the spacial evolution of the electric (or magnetic)
fields, but it is common to refer as random "polarisation" the lack of
polarisation of a wave.
Light propagating in free space or in an isotropic medium (such as air, glass,
SiOx, SiNx and many others) can me modelled as a plane transverse wave. In
most materials, the polarisation of light is not changed and most simulations
can be done assuming that it is kept constant. Moreover, even if most sources of
light are formed as a sum of different polarisations, wavelengths, phases... any
study can be done with a weighted combination of individual solutions for har-
monic (sinusoidal dependent), single wavelength and determined polarisation
waves.
In order to do this, two main approaches are commonly used: The Jones
Vector [45, 46] for polarised sources and the The Mueller and Stokes Matrices
[47] for partially polarised sources. The details of these approaches are not
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(a) (b) (c) (d)
Figure 3.14: Different polarisation schema. (a) and (b) Linear polarisation (c)
Elliptical polarisation (d) Circular polarisation, as a particular case of (c).
useful for this thesis but can be found in the references. In brief, the key point in
the strategies is to choose several polarisation states from whose combinations
it is possible to construct any polarisation state16. This is why in most studies
there are mainly two polarisation states that are studied: The Transversal
Electric polarisation (TE) and the Transversal Magnetic polarisation (TM).
From them it would be possible to study more complex polarisations states. In
fig.3.15 there is a schema of those polarisations, as well as in eq.3.75 and 3.76
The TE polarisation is defined as the polarisation where the electric field is
normal to the plane defined by the direction of propagation and a imaginary
plane interface, at any particular non-zero incidence angle. It is also known as
s-polarisation. The TM polarisation is defined as the case where the electric
field is parallel to that plane and, obviously, the magnetic field is normal to it.
It is also known as p-polarisation.
Figure 3.15: Schema of a TE and TM polarisation states
EˆTE = HˆTM = kˆ × Aˆ (3.75)
16From the mathematical point of view, this means to find a basis for the vector space of
all possible polarisations. The choice of this basis has to fulfill the independence (normality)
of the vectors, but it is not unique. However, the choice of the TE and the TM mode has its
advantages. Moreover, notice that already in the Mie solution for the scattering in a sphere,
the TE and the TM modes were presented as independent contributions to the solution.
66
3.6. FRESNEL COEFFICIENTS
EˆTM = HˆTE = (kˆ × Aˆ)× kˆ (3.76)
Notice that, as the The TE and TM modes have been defined, they are
ortogonal polarisation states. This means that its inner product is zero and
therefore they are independent. Thus, they can indeed be used to construct
any polarised transversal wave.
However, as stated at the beginning, even if most waves can be considered as
transversal, there are some cases in which they cannot. And this usually hap-
pens when dealing with anisotropic media(birefringent crystals, for instance)
or, even if isotropic, with highly attenuating media[48, pp.51-52].
The main consequence of this is that ~E and ~H are no longer purely trans-
verse to the wavevector ~k and a tangential component appears. This means
that the Poynting vector is no longer collinear with the direction of propaga-
tion. Thus, the analytical treatment of this becomes much more difficult and
the plane wave approximation is not feasable. In fact, the use of bivectors[49,
ch.1] is necessary to properly represent and define this situation. This has ar-
leady been properly studied[50, 51] and the main implications and differences
from the transverse waves are known. In this thesis, all materials are chosen
to avoid these effects.
3.6 Fresnel coefficients
Most people are used to think on reflection and transmission in terms of the
well-known Snell law [52, eq.1.1-3]:
n1sin(θ1) = n2sin(θ2) (3.77)
Equation 3.77 relates the incident angle (θ1) and refracted angle (θ2) of
an incident wave from a medium with refractive index n1 to a medium with
refractive index n2. This allows us to obtain information about the reflexion
and propagation direction, but nothing about the energy balance and the phase
shifts. In order to obtain that information, the Fresnel coefficients should be
used and depend on the polarisation state chosen. For the TE and the TM,
the expressions are summarised in table 3.2:
Coefficient TE TM
Reflexion rTE = n1 cos θ1−n2 cos θ2n1 cos θ1+n2 cos θ2 rTM =
n2 cos θ1−n1 cos θ2
n1 cos θ2+n2 cos θ1
Transmission tTE = 2n1 cos θ1n1 cos θ1+n2 cos θ2 tTM =
2n1 cos θ1
n1 cos θ2+n2 cos θ1
Table 3.2: Fresnel coefficients in terms of angular dependency
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The expressions shown in table 3.2 allow to calculate the Fresnel coefficients
in terms of the angles of incidence and transmission as well as the materials
refractive indexes. Those expressions can also be combined with eq.3.77 in
order to remove the transmission angle dependency. Those are the best known
expressions for the Fresnel coefficients even if they are not always the best
ones: In the angular domain, it is difficult to properly understand some effects
such as the total internal reflection and the plasmon generation. Therefore,
the frequency domain is prefered for this thesis. Alternative expressions for
Fresnel coefficients can be obtained using the wavevector decomposition from
eq.4.59 and keeping the continuity condition for the tangential component kρ
across the interface [52, eq.2.4-2]. The resulting expressions are shown in table
3.3, where it has been supposed that the relative magnetic permeability µ in
all media is 1.
Coefficient TE TM
Reflexion rTE = kz1−kz2kz1+kz2 rTM =
2kz1−1kz2
2kz1+1kz2
Transmission tTE = 2kz1kz1−kz2 tTM =
22kz1
2kz1−1kz2
√
1
2
Table 3.3: Fresnel coefficients in terms of wavevector decomposition
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Chapter 4
Simulated properties of
Ag Nanoparticles
4.1 Frequency dependent scattering properties
of induced dipoles in metallic nanoparticles
In this section, one of the best-known analytical models for the dielectric func-
tion of a metal is presented, as well as its relation with some of the scattering
properties for induced scattering dipoles in nanoparticles.
Drudes model [1] is a well-known model developed in 1900 to explain the
electrical properties of a material. It is specially appropiate for metals. It has
been corrected in 1905 as the Drude-Lorentz model [2, 3] and later in 1933 as
the Drude Sommerfeld model [4].
Depending on the frequency of the exciting photons the behaviour will be
different:
1. At low frequencies (corresponding to infrared) the metal acts as a perfect
electric conductor (PEC). This condition implies that the electrons will
be able to move according to the external driving electromagnetic field
so the scattered field will cancel the internal induced electric field in the
metal. Under these conditions, no electric field penetrates in the volume
of the particle.
2. At intermediate/ high frequencies (visible light) the electrons show a
phase lag when compared with the external driving photon. This leads to
a field inside the metal up to a finite distance called the skin depth[5, table
3.1]. This non-perfect behaviour is important to understand some effects
and properties of the excitation of the particles, such as the retardation
effects introduced in section 3.3.6.
Drude proposed that a metal could be considered as an array of positive
charges surrounded by electrons1.
One of the limitations of Drudes model is that it neglects any interaction
between electrons but direct collisions between them, that is, it neglects the
1A neutral atom can be decomposed in a positive ion corresponding to an atom without
some electrons and those electrons that can move among the lattice as they are delocalised
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long-range interactions. Let τDrude be the average time between successive
collisions between electrons (also known as the relaxation constant) and σ the
electric conductance of the material, with σ0 being the direct current (DC)
value, that is, at frequency ω = 0 rad/s. Then the Drude model frequency
dependent conductivity is:
σ(ω) =
σ0
1 + iωτDrude
(4.1)
Eq.4.1 assumes that the electrons behave like an ideal gas. A more precise
model that includes the effect of interactions is the Fermi-Dirac distribution.
However, in 1957 Lev Landau [6] showed that a gas of interacting particles
(such as the electrons in a metal) can be described by an equivalent system
of quasiparticles with a negligible interaction. This makes the Drude model a
simple way to accurately model the behaviour of the movement of electrons in a
metal when an external field is applied to it as well as the frequency dependent
behaviour of the response.
Lorentz proposed that when an atom is exposed to an harmonic oscillating
electric field there is a spring-like behaviour describing the delocalized electrons
movement. As the electron mass m = 9.1 · 10−31kg is much lower than the
nucleus mass, it is possible to assume that the nucleus will not move at all
during the electron movement.
This approach lead to equations corresponding to harmonic oscillators in
which the time evolution of the displacement of the electrons attached to the
nucleus corresponds to a second-order linear differential equation.
In a first simple case, without any driving force and any damping factor (re-
lated with the ohmic losses of the electrons movement), applying the Hook Law
and Newton second law, the expression for a linear movement of the electrons
around its nucleus becomes:
F (~x) = −k~x =⇒ md
2~x
dt2
= −k~x (4.2)
Eq.4.2 is usually presented as follows, once defined the resonant frequency,
natural frequency or fundamental frequency as ω0 =
√
k
m
d2~x
dt2
= −ω20~x (4.3)
In a general case, considering both a driving force and a damping factor,
there is a more general equation:
m
d2~x
dt2
= ~FHook + ~FDamping + ~FDriving (4.4)
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The damping force is directly proportional to both the mass and to a damp-
ing factor γ. The force corresponding to the equivalent Hooks Law pseudo-
spring is k~x, where the Hooks proportionality factor k can be expressed in
terms of the natural oscillating frequency ω0. The resulting equation is:
~FDriving = m
d2~x
dt2
+mγ
d~x
dt
+mω20~x (4.5)
Here, the damping is assumed to be produced by internal collisions in the
solid (ohmic losses) but also by the resulting radiation from accelerating and
decelerating electrons (radiating losses).
In Eq.4.5 the driving force term is still undefined. In the field of interest in
this thesis, the driving force is produced by an external electromagnetic wave
such as a photon. This means that the driving force will have an harmonic-like
and frequency dependent shape:
~FDriving = −q ~Eph (4.6)
In Eq.4.6, q = 1.6 ·10−19C is the electron charge. The photon field ~Eph(ω, t)
is an harmonic wave and thus the driving electric field is:
~Eph(ω, t) = E0e
iωt (4.7)
where E0 is the maximum of the amplitude of the wave, or equivalently:
E0 = | ~E(ω, t)| (4.8)
Before going on, the concept of polarisation has to be defined. And there
are two possible ways to do it: Using the concept of susceptibility χ or using
the concept of dipole moment ~p.
 In the first case, the polarisation ~P is defined as the density of the dipole
moments ~pi that can be defined as the product of the charge and the dis-
placement vector d~x. The displacement d~x is measured from the nucleus
(whose position is taken as ~x = 0) as an average distance. This means
that the expression for the polarisability obtained by a dipole moment
density consisting on N dipoles can be expressed as:
~P = N~pi = Nqδ~x = Nq(0− ~x) = −Nq~x (4.9)
 In the second case, the polarisation is presented in terms of the electric
susceptibility χ. This parameter depends on the material and relates the
amount of polarization (in terms of the number of dipoles and/or the
charge displacement) with the external electric field:
~P = 0χ~Eph (4.10)
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From both definitions of polarisation, an expression for the position of the
electron ~x (from Eq.4.5) can be deduced:
~x(t) =
−~P
Nq
=
0χ
Nq
~Eph (4.11)
and then, the Eq.4.5 can be expressed as:
d2 ~P
dt2
+ γ
d~P
dt
+ ω20 ~P =
Nq2
m
~Eph (4.12)
It is possible to define the plasma frequency2 ωp as:
ωp =
√
Nq2
m0
(4.13)
Now, Eq.4.12 can be expressed in terms of three main parameters of the
metal: the damping factor γ, the square the resonant frequency ω0 and the
plasma frequency ωp :
d2 ~P
dt2
+ γ
d~P
dt
+ ω20 ~P = 0ω
2
p
~Eph (4.14)
Eq.4.14 is easily solved in frequency domain by assuming that the polarisa-
tion ~P has the same harmonic variation that the driving external electric field
Eph (eq.4.7). This leads to:
~P (ω) =
0ω
2
p
(ω20 − ω2) + iγω
Eph(ω) (4.15)
Eq.4.15 is important as it relates the polarisability (and thus the position,
as shown in Eq.4.11) with the external driving force. By comparing eq.4.15
with eq.4.10, the susceptibility χ is found as:
χ =
ω2p
(ω20 − ω2) + iγω
(4.16)
The complex relative permittivity r can be then expressed as r = 1 + χ
and thus:
r = 1 +
ω2p
(ω20 − ω2) + iγω
(4.17)
2This concept assumes that the charges moving around the nucleus can be well represented
by the center of mass of the electrons. When there is an oscillating spring-like movement
of the electrons, this mass center will also move accordingly. The plasma frequency is then
defined as the frequency at which this movement shows resonance effects.
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4.1. FREQUENCY DEPENDENT SCATTERING PROPERTIES OF
INDUCED DIPOLES IN METALLIC NANOPARTICLES
Eq.4.17 shows how the permittivity depends on the frequency of the external
electric field, as well as on the studied material through the plasma frequency
and the damping factor. This behaviour is mainly important for plasmonics and
typical of dispersive phenomena where the scattering is frequency dependent.
Real materials are easily modelled by eq.4.17. In fact, Johnson and Christy
[7] is a well-known reference to obtain r for noble metals. In their publications
they fit the corrected Drude-Lorentz model [2]. Therefore, they assume that the
natural frequency of resonance ω0 is much lower than the frequency ω and that
there is a limit ∞ 6= 1 when ω → ∞. This leads to the following expression
for the permittivity:
ε(ω) = ε∞ −
ω2p
ω2 − iγω (4.18)
(a) For Silver (Ag) (b) For gold (Au)
Figure 4.1: Comparison of Ag and Au experimental permittivity data with a
fit using Drude and Drude-Lorentz model.
Fig.4.1a and 4.1b show a comparison between experimental data and a
fitting done using the Drude-Lorentz model (eq.4.18). The general trend shows
a good agreement in both cases, so this models would be interesting due to its
simplicity. However, when the energy increases (or the wavelength decreases),
the model starts to deviate from the experimental data. This is mainly due to
the fact that the free electron movement that rules the Drude model starts not
to be so suitable when other phenomena, such as the interband transition of
the electrons appear. This deviation is much more important for some metals
like Au than for others like Ag. Notice that those two metals have analogous
electron configuration (they are in the same column in Mendeleiev's periodic
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table). However, Au has a higher electronic number and thus it has more
energetic levels that can lead to more electronic transitions.
The best approach when focusing on a material (such as Ag, that will be
mostly the only used in this work) is to use experimental data, for instance,
from Johnson and Christy. In fact, unless specified, this data will be used in this
thesis. However, Drude model is useful due to its simplicity and because it can
model correctly the trend of most metals with only a few parameters. For this
reason, this will be the choice to estimate analytically the scattering properties
of metal nanoparticles. For this, it is assumed that the main scattering is due
to a dipole-like mode. This allows to use the suceptibility expressions in eq.4.16
and rewrite it using the Euler formula using a module and a phase φχ as:
~P = 0χ(ω) ~E(ω) −→ ~P (ω) = 0|χ(ω)|eiφχ(ω) ~E(ω) (4.19)
To calculate the module and the phase, the relative susceptibility of the
material is decomposed into its real (eq.4.20) and its imaginary parts (4.21)
Re(χ) = Re
(
ω2p
(ω20 − ω2) + iγω
)
=
ω2p(ω
2
0 − ω2)
(ω20 − ω2)2 + ω2γ2
(4.20)
Im(χ) = Im
(
ω2p
(ω20 − ω2) + iγω
)
=
−ωγ
(ω20 − ω2)2 + ω2γ2
(4.21)
Leading to:
|χ(ω)| = √χχ∗ = ω
2
p
(ω20 − ω2)2 + γ2ω2
√
(ω20 − ω2)2 + γ2ω2 (4.22)
and
φχ(ω) = arg(Re(χ) + iIm(χ)) (4.23)
where the arg function depends on the relative signs of Re(χ) and Im(χ)
as[8, pp.29]:
arg(a+ ib) = arctan
b
a
+ sign(b)
pi
2
(1− sign(x)) (4.24)
where the sign function is defined as:
sign(x) =
 1 if x > 0−1 if x < 0
0 if x = 0
(4.25)
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INDUCED DIPOLES IN METALLIC NANOPARTICLES
Notice that the different expressions for the arg function are done in order
to find the principal value3 in the interval [−pi, pi]. However, as eq.4.21 is always
negative, the arg function definition will always be within [−pi, 0]. Notice too
that eq.4.24 is not defined when both Re(χ) and Im(χ) are 0. This will never
happen for real materials.
Once all the particularities of the expressions are shown, it is possible to
study the amplitude and the phase of the dielectric function. For this, three
different frequency regimes can be considered:
 Low frequency regime (for ω → 0). In this case the imaginary part is
Im(χ) → 0 and the real part is Re(χ) ≈ ω
2
p
ω20
> 0. Therefore |χ(ω)| ≈ ω
2
p
ω20
and the argument is φχ = arctan(Im(χ)/Re(χ)) → 0. This implies that
the amplitude of the displacement of charges is not near its maximum but
is in phase with the varying electric field (the phase shift is negligible).
 High frequency regime (for ω →∞). In this case both Im(χ) and Re(χ)
tend to zero and are always negative: The first one because of eq.4.21
and the second because (ω20 − ω2) < 0. It comes easily that |χ(ω)| → 0
whereas the argument of χ comes as arg(χ) = arctan(Im(χ)/Re(χ))−pi.
The direct substitution of Re(χ) and Im(χ) would lead to a 0/0 type
indetermination. In order to avoid this, the following expression has to
be used:
φχ(ω) = arctan
( |Im(χ)|
|Re(χ)|
)
− pi = arctan( ωγ
ω2 − ω20
)− pi (4.26)
leading to φχ = 0 − pi = −pi. Thus, in high frequency regime there is a
shift between the displacement and the external electric field of −pi.
 Near resonance regime (for ω → ω0). The imaginary term Im(χ)→ −ω
2
p
ω20γ
(always negative). The sign of the real term Re(χ)→ 0 is defined by the
sign of ω20 − ω2. Therefore, different expressions for φχ are found:
 If ω < ω0: This implies that the real part is Re(χ) > 0, leading to
an expression for the argument like φχ = arctan(
−ω2p
ω20γ
/0)→ −pi2 .
3In complex calculus, different solutions may arise from the fact that, in polar form, there
is a periodicity in the phase of a complex number:
z = a+ ib = AeiB = Aei(B+2npi)
Therefore, the principal value is defined as the solution whose n makes the result fit within
a defined range.
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 If ω > ω0: Now the real part is Re(χ) < 0 and the expression for
the argument becomes φχ = arctan(
−ω2p
ω20γ
/0)− pi = +pi2 − pi = pi2 .
For the module, in any case |χ(ω)| → ω
2
p
γω0
. Notice that the intensity near
the resonance ω0 is the biggest of all studied regimes (As γ << ω0, the
module at low frequency will be smaller than near ω0). In any case, this
second module will be attenuated by the damping factor γ and that it
will only tend to infinity when γ → 0.
In fig.4.1, the conclusions that have been obtained by the analytical study of
eq.4.16 are confirmed with an example for an arbitrary metal with γ = 9.23THz,
ωp = 668.4THz and ω0 = 500THz.
From fig.4.1, a resonance is found at a certain frequency, as expected from
Mie approach with the exact solution for a sphere (shown in section 3.3.4). The
position of this resonance would depend mainly on the material involved, but
not on the size or the surrounding media. Therefore, even if the study of the
permittivity function is a good approach to have a general behaviour, other
more precise models should be used for more complex comparatives.
The equivalent dipole induced in a nanoparticle is usually expressed in terms
of the external radiating source. In order to do that, the polarisability α is
defined, in brief, as the proportionallity factor between the induced dipole and
the incident wave ~Einc (eq.4.27)
~P = α~Einc (4.27)
Of course, the polarisability concept α is nothing but a rearrangement of
eq.4.15. Therefore, the study of the wavelength dependency of the induced
dipoles will correspond with the trend shown for the susceptibility χ. Therefore,
α is a complex value and and both the real and imaginary parts are meaningful.
For an harmonic time dependent dipole, after Fourier transform, it is found:
~P0 = (a+ bi) = Ae
φ0 →
 A = |
~P0| = (a+ bi)(a− bi) = a2 + b2
φ0 = arg(a+ ib)
(4.28)
Thus, there is a phase shift between the dipole radiated field and the ex-
ternal incoming dipole-inducing electric field analogous to what it is shown in
fig.4.1. The latter will be always considered as the reference phase (φ0 = 0).
~Eext + ~E(~P0) = ~E0e
iωt + ~E(~P0)e
iωt+φ0 (4.29)
The implications of this phase shift would lead to constructive or destructive
interferences between the incoming and the scattered light. This is only a simple
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(a) Real part (b) Module
(c) Imaginary part (d) Phase
Figure 4.2: Example of frequency dependent behaviour on the susceptibility
function of a metallic nanoparticle obtained assuming, γ = 9.23THz, ωp =
668.4THz and ω0 = 500THz (red line in graphs).
approach and it gives no information about the directivity or the real size of
the particle. However, it is a first proof that different materials not only have
different dielectric functions (and thus, different resonant frequencies), but also
different phase-shift related interactions with the incoming light.
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4.2 Green Functions
A Green function G(a, b) can be defined as the kernel K(a, t) (sometimes called
nucleus[9, p.376] of a general integral operator L defined like:
L{f(t)} =
∫
f(a)K(a, t)da (4.30)
This definition is incomplete but allows one to see the relationship with
other well-known integral transformations as the Fourier Transformation (eq.4.31)
and the Laplace Transformation (eq.4.32)
FF (a) = LF {f(t)} = 1√
2pi
∫ ∞
−∞
e−iatf(t)dt (4.31)
FL(a) = LL{f(t)} =
∫ ∞
0
e−atf(t)dt (4.32)
In the case of the Fourier Transform LF , the Kernel is KF (a, t) = 1√2pi e
−iat
and in the case of the Lapace Transform LL, the Kernel is KL(a, t) = e−at.
The Green's Function definition, thus, has to be completed. In order for
this to be done let us define a linear differential operator D acting on a space of
functions Σ defined over a subset x of a domain Ω. A non homogeneous linear
differential equation can be defined as:
D{g(x)} = f(x) (4.33)
with g(x) ∈ Σ and x ∈ Ω. The Green function G(a, b) is defined so that it
fulfils:
D{G(a, b)} = δ(a− b) (4.34)
This way, the solution g(x) to the ec.4.33 is given by:
g(x) = LG{f(x)} =
∫
f(s)G(x, s)ds (4.35)
because, independently of f(s) and as it has been defined:
D{g(x)} =
∫
f(s)D{G(x, s))}ds =
∫
f(s)δ(x− s)ds = f(x) (4.36)
This strategy is independent of the non homogeneous term f(x). In fact,
as it has defined D ◦ LG = LG ◦D −→ D−1 = LG.
Some important facts not to forget about the Green Function. First, that
not any differential linear operator D has a corresponding Green Function.
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Moreover, the Green function may not be unique and, in practise, boundary
conditions are needed to completely define them [10, Ch.1].
To sum up, the Green function is a good strategy to solve non-homogeneous
linear differential equations. It may not be easy to find a Green functions for
new problems, but there are several common equations and systems in which
their Green function has already been found[11]. Some of them can be found
in table 4.1, where r =
√
x2 + y2 + z2, ρ =
√
x2 + y2 and θ(t) is the Heaviside
step function.
Differential operator D Green's function G Application
∂
∂t + γ θ(t)e
−γt
( ∂∂t + γ)
2 θ(t)te−γt
( ∂
2
∂t2 + 2γ
∂
∂t ) + ω
2
0 θ(t)e
−γt sin(
√
ω20−γ2t)√
ω20−γ2
Harmonic oscillator
∂2
∂x2 +
∂2
∂y2
ln ρ
2pi
2D Laplacian
∂2
∂x2 +
∂2
∂y2 +
∂2
∂z2
−1
4pir 3D Laplacian
∇∇+ k2 eikr
4pir
Helmoltz equation
1
c2
∂2
∂t2 −∇∇ δ(t−
r
c )
4pir
Wave equation
∂
∂t − k∇∇ θ(t) 3
√
( 14pikt )
2e
−r2
4kt Mass diffusion
Table 4.1: Examples of Green's Functions for different common differential
operators.
In order to solve the inhomogeneous Helmoltz equation presented in section
3.3.2 it is possible to use the Green function strategy. This way, from eq.3.29
and from eq.4.35, the equivalent vector distribution ~A (from now called the
Hertz Vector) is:
~A(~r) =
∫∫∫
~J(~r′)G(~r, ~r′)dr′ (4.37)
where ~r are the field points where ~A (and thus ~E) is being evaluated and
~r′ are the source points of the electromagnetic field. As shown in table 4.1, the
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Green function for the Helmoltz equation is (including the frequency depend-
ency through k):
G(k,~r − ~r′) = e
ik|~r−~r′|
4pi|~r − ~r′| (4.38)
Notice that the electromagnetic field has been solved in eq.4.37 in terms of
the vector potential ~A. If the relation between ~A and ~E is used (eq.3.23), the
solution would correspond to the well-known Electric Field Integral Equation
(EFIE):
~E = iωµ
∫∫∫
W (k, ~r − ~r′) · ~J(~r′)dr′ (4.39)
where now W (~r, ~r′) is the dyadic homogeneous Green's Function[10], given
by:
W (k, ~r − ~r′) = 1
4pi
[
I+
∇2
k2
]
G(k, ~r − ~r′) (4.40)
where I is the identity matrix.
The EFIE describes how to obtain a radiated field from current sources.
This approach is commonly used in antenna design as the current is usually
(not always) a known design parameter. And it can also be used for modelling
the scattering of metallic nanoparticles. There are two main key points that
should be kept in mind about ec.4.40:
 It allows to solve the scattered electric field ~E(ω,~r) only once the cur-
rents involved in that scattering are known. In the case of metallic nan-
oparticles, the currents are going to be induced by an external (known)
incident electric field ~Ei(ω,~r). And as the starting data does not include
the currents it is necessary to define the boundary conditions on the in-
cident and scattered field, so that it is possible to write ec.4.40 in terms
of only Ei(ω,~r).
 By using this formulation boundary conditions can be easily defined at
the infinity. This is consistent with the Sommerfeld radiation condition4
The EFIE is the basis of many commercial softwares that solve scattering
problems numerically. However, it takes quite a long time to model structures
4The 3 dimensional non-homogeneous Helmoltz equation applied to g(x) is usually solved
assuming the Sommerfield radiation condition:
lim
|x|→∞
|x|( ∂
∂|x| − ik)g(x) = 0 (4.41)
This assumption forces the energy to be radiated from the sources towards the infinity.
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with many particles and usually it is supposed that all them are equal (it is an
homogeneous array). If many different and randomly distributed particles are
modelled, it is hard to find a solution.
4.2.1 Electric Field scattered by a dipole
In section 3.3.3 and 3.3.4 it has been shown that any scattered field can be
expressed as a sum of the fields scattered by different excitation modes (dipoles,
quadrupoles, etc.). However, let us assume that the electric dipole is the main
contribution whereas the rest of orders can be neglected. This will be verified
in section 4.4 and experimentally in section 6.4. Therefore, the study of the
electric dipole is of particular interest.
When the dipole magnitude is known, the radiated electric field can be
calculated[12, pp.69] as shown in eq.4.42
~Edipole =
eikr
4pi0m
[
k2
r
(nˆ× ~pi)× nˆ+ [3nˆ(nˆ · ~pi)− ~pi]
(
1
r3
− ik
r2
)]
(4.42)
This is the exact expression for the electric field radiated by any dipole,
valid at any wavelength and distance from the source. However, working with
it is difficult because the dipole term cannot be isolated. From this point of
view, the use of a Green function it has its advantages. In fact, eq.4.37 can be
solved easily when the current ~J(r′) is that from an infinitesimal dipole with a
time dependent behaviour such shown in eq.4.7:
~J(r′) =
∂ ~P
∂t
−→ ~J(r′) = iω ~P (4.43)
Inserting this current ~J into ec.4.37, it yields:
~A(k, ~r) =
∫∫∫
iω ~P (ω)δ(~r − ~r′)G(k, ~r − ~r′)dr′ −→ ~A(~r) = iω ~P (ω)G(k, ~r − ~r′)
(4.44)
Or directly on eq.4.39, leading to:
~E(k,~r) = ωµ~P (ω)W (k, ~r − ~r′) (4.45)
Eq.4.45 is usually used in spherical coordinates as it is easier to apply the
gradients. However, if several dipoles are modelled it is useful to have the
solution in cartesian coordinates as the individual solutions are much easier to
be added up into a global solution involving many dipoles. To do this, the
expression of W (~r, ~r′) in eq.4.40 has to be developed.
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W is a 3× 3 matrix
W (k, r) =
Wxx Wxy WxzWyx Wyy Wyz
Wzx Wzy Wzz
 (4.46)
whose elements can be expressed as follows [13]
Wuv =
eikR
4pi
· RuRv
R2
·
(
3
R3
− 3ik
R2
− k
2
R
)
+ δ(u, v) · e
ikR
R3
·
(
ik
R
− 1
)
(4.47)
where u, v are all possible combinations of {x, y, z}, and ~R and its compon-
ents are defined as follows:
~R = ~r − ~r′ =
rxry
rz
−
r′xr′y
r′z
 =
RxRy
Rz
 −→ R = √R2x +R2y +R2z (4.48)
and δ(u, v) is a delta function:
δ(u, v) =
{
1 if u = v
0 if u 6= v (4.49)
4.2.2 Arrays of nanoparticles
Using eq.4.45 it is possible to obtain the electric field scattered by a infinitesimal
dipole from its polarisation ~P . But this strategy allows one to study more than
one dipole (that is, more than a single particle) at the same time. Moreover,
it allows one to study the influence of every particle on the rest of the array,
because the calculated polarisation ~P will include that interaction. This is quite
interesting as in many scattering studies only the effect of a single particle is
shown and the interaction between them is often neglected.
Given an array of N nanoparticles and an external electric field acting on
them ~Eexti , it is possible to obtain the polarisation ~p of the m
th nanoparticle
from its polarisability αm and from the electric field induced from the dipoles
at the rest of the N−1 nanoparticles. The latter term also depends on the rest
of polarisabilities αi and through the Green function W (eq.4.46). In summary:
~pm = αE
ext
m +
∑
n 6=m
W (k,Rm −Rn) · pn] (4.50)
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This allows us to solve the problem without any interaction as the Green
function enables us to express it like a system of linear equations:
~pext1
~pext2
...
~pextN
 = [Id− W˘]−1 ·Mα ·

~E1
~E2
...
~EN
 (4.51)
where: Mα is 3N × 3N diagonal matrix with the different polarisabilities
of the nanoparticles and W˘ is a 3N × 3N matrix formed by the N matrices
corresponding to the Green Functions from eq.4.46:
W˘ =

W (k, ~r1 − ~r1) W (k, ~r1 − ~r2) · · · W (k, ~r1 − ~rN )
W (k, ~r2 − ~r1) W (k, ~r2 − ~r2) · · · W (k, ~r2 − ~rN )
...
...
. . .
...
W (k, ~rN − ~r1) W ( ~rN − ~r2) · · · W ( ~rN − ~rN )
 (4.52)
One of the limits of this model is that to give the best results the different
dipoles have to see to each other like infinitesimal dipoles. In that sense, most
authors have proposed a distance between centers of 3 times the radius of the
nanoparticle.
Eq.4.53 can be expressed in a simple form, making an analogy with eq.4.27
as: 
~pext1
~pext2
...
~pextN
 = αeff ·

~E1
~E2
...
~EN
 (4.53)
This way, for each particle, an effective polarisability αeff (m) can be defined.
Some papers study the eigenvalues of the matrix αeff (ec.4.53) for simple
geometries analytically. It has been demonstrated there the relationship between
those values and the scattering and absorption cross sections σsca and σabs [13].
Once the magnitude and phase of the induced dipoles on a nanoparticle is
known, it is possible to calculate the electric field due to it using again the
Green Function (eq.4.46)
There is another approach much easier and faster from the computational
point of view: The use of array factors (AF). This approach is used with an-
tenna arrays [14, ch.6] and can be generalised for random distributions. How-
ever, it is only useful when the interaction between the dipoles is only at the
far field and when the dipoles are already known (something easy if the first
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condition is accepted by calculating the polarisability.) . In brief, in spherical
coordinates, the Array Factor is defined:
AF =
N∑
i=1
~Pie
i~k·~rQ =

∑N
i=1 p
r
i e
i 2piλ kˆ·rˆi∑N
i=1 p
θ
i e
i 2piλ kˆ·rˆi∑N
i=1 p
φ
i e
i 2piλ kˆ·rˆi
 =
AFrAFθ
AFφ
 (4.54)
where Q is the point where the ~EQ is desired. Using the coordinate trans-
formation matrices it is possible to re-write this to:
AFxAFy
AFz
 =

∑N
i=1 p
x
i e
i2pi(
xi
λ sin θ cosφ+
yi
λ sin θ sinφ+
zi
λ cosφ)∑N
i=1 p
y
i e
i2pi(
xi
λ sin θ cosφ+
yi
λ sin θ sinφ+
zi
λ cosφ)∑N
i=1 p
z
i e
i2pi(
xi
λ sin θ cosφ+
yi
λ sin θ sinφ+
zi
λ cosφ)
 (4.55)
The array factor allows one, for far field, to express:
EQrad =
E
Q
rad{1,0,0} ·AFx
EQrad{0,1,0} ·AFy
EQrad{0,0,1} ·AFz
 (4.56)
The AF, even if simpler, is much more restrictive, so it will be avoided unless
the dipoles are very distant one from the others. Moreover, the expressions
showed do not include any substrate effect.
One of the key ideas that can be deduced from these strategies to modelling
arrays, is that not only the number of particles are important, but also the
relative position between them. Both strategies would be valid for periodic
arrays of NPs, but the difficult part is how to deal with random distributions.
From this point of view, two approaches are proposed:
a) Quasi-random arrays. In this case, a pseudo-random distribution can
be obtained by combining two vectors with values from a normalised
random distribution. A threshold T ∈ [0, 1] is defined to choose whether
in a vector position its value corresponds to a particle. In the case T =
0.5, there is a chance over two. The two vectors are combined so that
its product defines a [x, y] distribution. In order to make random radii,
a similar approach can be done. Eq.4.57 shows a code done in Excel and
fig.4.3 the resulting distribution
RAND(0, 1) ∗RANDBETWEEN(Rmin,Rmax) (4.57)
Another similar strategy is to define a periodic distribution and use the
random values to translate the centers in a random direction defined by
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(a) Quasi-random particle dis-
tribution using the Excel tem-
plate
(b) Resulting quasi-random
particle distribution from Excel
as read and used in Matlab
Figure 4.3: Resulting array from random number distributions
a random value between 0 and 2pi. This is more complex but leads to
even more realistic distributions.In both cases, a scale factor has to be
provided in order to transform the numerical position into a real distance.
Moreover, a final check on the resulting array must be done to verify that
all the nanoparticles are independent and there is no virtual intersection
among them.
b) Random arrays. From this point of view, the best fully randon distri-
bution is the real nanoparticle distribution. Thus, real SEM images are
analysed using the software ImageJ[15] in order to obtain more realistic
center positions and equivalent radius of the particles. More details on
the results of this image analysis will be shown in section 5.2.
In this case, the array may be considered as truly randomly distributed
as both the sizes and the distances are random. However, it still has the
disadvantage of considering all the particles as spheres, while they are
not.
4.2.3 Infuence of a substrate
Most of the analytical studies are done assuming that the nanoparticle is in
an homogeneous medium. And only a few deal with nanoparticles over a sub-
strate. The equations in this case become more complex as the reflection and
transmission effects have to be included. The strategy to solve this problem
is to use the Sommerfield identity (eq.4.58) to rewrite the exponential term in
the homogeneous media Helmoltz operator Green Function (eq.4.38). Notice
that the Sommerfeld identity leads to a variable separation in cylindrical co-
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ordinates and that the exponential term is decomposed as a sum (an integral)
of multiple solutions.
eikR0
R0
= i
∫ ∞
0
dkρ
kρ
kz
J0(kρρ)e
ikz|z−h| (4.58)
In eq.4.58, R0 =
√
ρ2 + (z − h)2. This implies that the source is placed
over the substrate at a distance of h: ~r0 = (0, 0, h). The wavevector ~k is
decomposed in to components (eq.4.59): One parallel to the substrate kρ and
another normal to the surface kz.
|~k| =
√
k2x + k
2
y + k
2
z =
√
k2ρ + k
2
z −→ ~k = kρρˆ+ kz zˆ (4.59)
The Sommerfeld identity is very useful to handle with the modifications
that the presence of a substrate makes on the original Green Function. In fact,
as the solution will depend on the boundary conditions that define the Hertz
Vector5 ~Π, it will depend on whether it is a vertical dipole or an horizontal
dipole (taking as reference the substrate plane). For an arbitrarily oriented
dipole the solution will be a linear combination of those. The details of the
resolution for a double interface can be found in Novotny [16, 17].
It is easy to visualise how the Sommerfeld identity helps to include the
effect of a substrate. In fig.4.4 it can be seen how the multiple transmission
and reflections are included by correcting the integrand with two terms:
 An expotential term eikid that corrects the phase due to the propagation
of the wave in the ith medium trough a distance d.
 A coefficient Ai(kρ) that can be expressed in terms of the Fresnel coeffi-
cients and that takes into account the different interfaces that are present.
Notice that multiple internal reflections are present in a real system and this
can be taken into account in the Ai(kρ) coefficients. When different upcoming
or downcoming waves are present (such as in the case of the medium 2 in fig.4.4),
the two solutions are added by the addition of two Sommerfeld integrals (or
integrands).
The Ai(kρ) coefficients deal with the reflected or transmitted waves, so
are the correction for the Sommerfeld integrals applies only for the reflected
and transmitted terms in each on the layers (what is commonly named as
"secondary fields"). This implies that, in order to include the field that is
directly radiated by the nanoparticle/dipole (the "primary field"), it is not
worth using the Sommerfeld identity with A(kρ) = 1 but rather using the
5In section 3.3.2 it has already been proved that the Maxwell equations can be solved
using a mathematical approach based on a vector potential, that later in the text has been
named as the Hertz Vector.
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Figure 4.4: Schematic of how the Sommerfeld identity is useful for including
the substrate effect of radiating sources in multilayered systems.
exponential term itself corresponding to the Green function in the homogeneous
medium.
Of course, the primary field has to be added only in the medium where
the source is located. Constructive or destructive interferences are found when
adding in that medium, the primary and the secondary fields.
An even more complex system is when the dipole is not over a substrate
and in a semi-infinite media (like air), but embedded into the intermediate
layer (such as embedded in the Anti Reflection Coating (ARC)). The strategy
is analogous to the previous point but the boundary conditions for the Hertz
Vector ~A will be different[18]. The general case can be found in[19].
In this thesis, the main structure of interest is related with a double inter-
face: The first one between the air and the Anti Reflection Coating (ARC) ma-
terial (usually silicon oxide or silicon nitride) and the second interface between
the ARC and the silicon itself. In some cases, a third interface can be defined
when a finite thickness of the silicon is considered.
The full details of how the boundary conditions are applied to find the
Green functions in every case are not in the scope of this thesis. However, it is
important to understand the mathematical and physical aspects of using the
Sommerfeld identity.
In fact, using the wavevector domain, it is easy to understand that the
integral in eq.4.58 can be split in two different integrals: The first one, from
0 to kρ = k that includes the radiative part of the solution and the second
one from kρ to infinite that includes the evanescent part of it. In fact, fig.4.6
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shows how this decomposition is related with the dispersion diagram presented
in sections 3.1 and 3.2, now generalising the radiation condition as a light cone.
In fact, for each frequency considered, a different cut of the light cone will
be used to define which kρ corresponds to a radiated wave (that is, whether
kρ < k). For the same reasons, the light cone can be cut by any plane including
its axis and a dispersion diagram would be found for kρ.
Figure 4.5: Relation between the dispersion diagram (a), the wavevector de-
composition to study the evanescent waves (b) and the light cone (c).
There is a fundamental aspect to be careful with: In order to assure the
right solution to eq.4.58, all the values of kz have to satisfy that Im{kz} > 0.
Thus, eq.4.60 has to be also fulfilled:
kz (kρ) =

√
k2 − k2ρ if Im
{√
k2 − k2ρ
}
≥ 0
i
√
k2ρ − k2 if Im
{√
k2 − k2ρ
}
< 0
(4.60)
The explanation for eq.4.60 comes from the fact that, when expanding f(z)
in the complex plane (that is, allowing z ∈ C), the square root has a double
sheet Riemann surface. An example, for kρ = 1, is shown in fig.4.6. Both
solutions have the same module, but different phase.
Therefore, it is mandatory to choose correctly the right solution at any
kρ. Indeed, different solutions lead to different physical interpretations. In the
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(a) Phase representation for the first
Riemann sheet
(b) Phase representation for the second
Riemann sheet
(c) Module representation for both Riemann
sheets
Figure 4.6: Representation of the complex double sheet Riemann surface for
f(z) =
√
z2 − 1
case of a source of power, a careful choice of phase in kz must be done in order
to avoid expressions corresponding to increasing power waves with increasing
distance from the source, that are physically meaningless in this context.
Aeikzz = Aei(a±bi)z = Aeiaz∓bz = Aeiaze∓bz (4.61)
Notice that i = ei
pi
2 , so for any complex value z = a + bi = AeiB when
multiplying by i a phase shift of pi2 is applied (see eq.4.62). Thus, eq.4.60 is an
analytical expression to choose correctly the right solution of kz.
AeiBi = AeiBei
pi
2 = Aei(B+
pi
2 ) (4.62)
This consideration are important because the improper integral in eq.4.58
(and its variants that include the substrate effect) are usually solved using a
contour integral in the complex plane. To do so, usually eq.4.58 is expressed
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not in terms of the bessel function Jn but the Hankel function Hin of the first
(i = 1) and second (i = 2) kind. Due to the symmetry of those, this leads to:
eikR0
R0
=
i
4
∫ +∞
−∞
dkρ
kρ
kz
(H10 (kρρ) +H
2
0 (kρρ))e
ikz|z−h| (4.63)
With this improper integral, now it is possible to define a complex contour
integral by extending the function to the complex plane (kρ ∈ C) as:
∮
C
f(kρ)dkρ = lim
R→∞
∫ +R
−R
f(kρ)dkρ + lim
R→∞
∮
Reip
f(kρ)dkρ (4.64)
By choosing a big enough R parameter (ideally R → ∞) and due to the
atenuation condition defined by the right choice of the phase in kz with eq.4.60,
it can be concluded that f(z) → 0 as R → ∞. This means that, by applying
Jordan's Lemma [21, Ch.9.3] the contribution of the semicircle to the contour
integral in eq.4.64 is negligible, leading to eq.4.65:
lim
R→∞
∮
Reip
f(kρ)dkρ = 0→ lim
R→∞
∫ +R
−R
f(kρ)dkρ =
∮
C
f(kρ)dkρ (4.65)
It could be asked what is the advantage of defining a real improper integral
(eq.4.63) in terms of a complex plane contour integral (eq.4.64). The main
advantage is that it allows one to apply the Residue theorem (eq.4.66). In fact,
a strategy to solve complicated improper integrals in the real axis is to expand
the integrand in the complex plane and then applying this theorem[21, see 8.3].
When combined with eq.4.65 it leads to one of the most important equations
in this thesis, eq.4.67: ∮
C
f(z)dz = 2pii
m∑
j=1
res(f, cj)) (4.66)
∫ +∞
−∞
dzf(z) =
∮
C
f(z)dz = 2pii
m∑
j=1
res(f, cj)) (4.67)
In order to be able to apply this strategy there must be at least a pole cj .
This has been verified for the complete expressions found in [16], related with
the poles of the reflexion and transmission coefficients in the complex plane.
In eq.4.63 it can be seen that there is at least one pole related with kz =
0. Thus, for non-absorbing materials (with purely real refractive index), the
integrand poles lay on the same integration path (the real axis). In this case,
it is possible to proove [22, ch.9.13] that, without loss of generality from what
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has already been exposed6, those poles can be treated by small contours in the
complex plane, as shown in fig.4.7. This leads to the extended residue theorem
(eq.4.68).
Figure 4.7: Generalised contour path for calculating an improper real integral
using the residue theorem when some of the poles are on the real axis.
∮
C
f(z)dz = 2pii
m∑
j=1
resC(f, cj) + pii
n∑
k=1
resR(f, ck)) (4.68)
In eq.4.68 different kind of poles are presented. The first group of cj poles
correspond to the poles that are taken into account in the traditional Residue
Theorem, that is, those lying inside the contour path except for those ck poles
lying on the real axis that correspond to the second group. In fig.4.7 the first
group is shown in purple whereas the second is showed in green.
There is a final remark that has to be done as sometimes branch cuts are
found in the complex plane. In this case, the contour path has to be deformed
in order to avoid it, as shown in fig.4.8
The effect of the branch cut changes the conclusions and the strategy that
has been showed. In this case, eq.4.65 is no longer valid as the extra contour
path needed to avoid the branch cut (let us call it Γ) is not necessarily negligible.
It might seem easy to cancel the effect of Γ as it defines and forward-back path
and this seems to be cancelled analytically when calculated. However, this
would only be true in holomorphic (thus, continuous) domains whereas the
branch cut is a discontinuity by definition. Thus, the Γ contribution to the
integral has to be calculated in order to correct eq.4.65.
6Notice that one of the conditions for all this to be true is that the contour has to fulfill
the same continuity conditions that the complex area that it encloses. Thus, the choice of
the upper or the lower semicircle in the poles located at the real axis must be done carefully
attending to this continuity.
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Figure 4.8: Generalised contour path for calculating an improper real integral
using the residue theorem when a branch cut in the Riemann sheet is present.
In eq.4.64, the p range would be generally p ∈ [0, pi] or p ∈ [pi, 2pi]. In
any case the contour should be followed counterclockwise to fullfil the Cauchy
integral theorem correctly and, in extension, the Residue theorem (eq.4.66)[21,
Ch.6,8]. Fig.4.8 shows a representation of eq.4.64:
There is a good strategy to find numerically the poles involved in a mul-
tilayered structure [23, 24]. At one hand, when an integration contour does not
include any pole, eq.4.66 must be zero, so any small contour plot around an
arbitrary complex z0 value must also tend to zero unless z0 is a pole. On the
other hand, from the numerical point of view, it is quite common to use the
approach of an effective refractive index, that makes the wavevector decompos-
ition numerically easier than eq.4.59 as it normalises the huge wavenumbers
values around unity. For a single interface, the expression for neff corresponds
to eq.4.69.
kz = neffk → kz =
√
1− k
2
ρ
k2
k → neff = kz
k
=
√
1− k
2
ρ
k2
(4.69)
As a proof of concept, fig.4.9 shows a contourplot with the local Cauchy
integrals
∮
C
neff (z)dz (eq.4.66). The simulated structure corresponds to a
100nm SiO2 antireflection coating on a c-Si infinite substrate. Notice that the
colorscale is not included in that figure as the values have not a physical mean-
ing and only a relative comparison between areas is intented: Red colours are
related with discontinuities whereas blue colors are holomorphic (continuous)
regions for the integrand.
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Figure 4.9: Determination of the poles in terms of neff for a Sommerfeld in-
tegral corresponding to a 100nm SiO2 ARC between two semi-infinite domains
of air (upper) and Si (lower), for λ = 800nm and TM polarisation.
In fig.4.10 the same structure is simulated, this time considering a finite Si
substrate of 1µm surrounded by air. In this case there are more poles because
there is a new internal reflectivity due to the Silicon-Air interface.
Figure 4.10: Determination of the poles in terms of neff for a Sommerfeld
integral corresponding to a 100nm SiO2 ARC between and a 1µm of Si between
two semi-infinite domains of air, for λ = 800nm and TM polarisation.
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When the Si layer thickness increases even more (see fig.4.11), the number of
poles become uncountable and the Sommerfeld-like integrals become extremely
difficult to evaluate analytically. In this case, a long distance approximation
can be done, such as presented in [25, Appendix D].
Figure 4.11: Determination of the poles in terms of neff for a Sommerfeld
integral corresponding to a 100nm SiO2 ARC between and a 180µm of Si
between two semi-infinite domains of air, for λ = 800nm and TM polarisation.
In order to avoid unnecessary numerical issues when considering a finite Si
layer, a Si substrate will be considered when the imaginary part of the refractive
index is high enough so that no energy will reach the second Si-Air interface.
In both cases, transmission through the silicon will be zero.
All these strategies for expanding into the complex plane the Sommerfeld
integral from eq.4.58 are done because the traditional real axis integration is
very difficult to solve. The main issues are related with the highly oscillating
behaviour of the integrands involved that make numerical integration specially
difficult. This implies that adaptative quadrature methods such as the Gauss-
Konrod [26] are the most suitable in this case, but usually the improper integ-
rals have to be divided into smaller subintervals anyway. This leads to a slow
convergent calculation that makes the Green's approach less interesting, even
if it is a very powerful tool for this thesis. Moreover, the solution algorithm
has to be coded and it becomes very difficult to do it efficiently.
An example for the developped code in this thesis using Novotny's equations
is shown in fig.4.12. It corresponds to an horizontal dipole at 1nm of the
substrate, consisting of 100nm of SiOx and c-Si. The dipole corresponds to a Ag
nanoparticle of r = 10nm excited at 400nm with an electric field Ex = 1V/m.
Only the secondary field (the reflected and transmitted components) are shown
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for better clarity and the primary radiated field by the dipole is not included.
The c-Si is considered as semiinfinite.
Figure 4.12: Example of simulated secondary field from Novotny's Green func-
tion dealing with a horizontal dipole induced in a r = 10nm Ag nanoparticle
on a 100nm SiO2 ARC on a semiinfinite c-Si substrate.
Some efforts have been done to find faster algorithms for the calculation of
Sommerfeld integrals. A complete review for those is shown in [27] and refer-
ences therein. In this thesis, in order to overcome the computational difficulties
of this method, the code developped previously by Dr. Jean-Paul Hugonin7
from the Insitute d'Optique CNRS-Université de Paris Sud has been used and
modified. The details of the Green Functions that are finally implemented can
be found in [28].
In short, Dr. Hugonin's code has already been tested and overcomes all the
computational (thus, numerical) issues that have been presented in this thesis.
Moreover, his code allows to define a periodised Green Function to simulate
infinite arrays of nanoparticles as a periodised random subarray of N particles.
7jean-paul.hugonin@u-psud.fr
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4.3 Polarisability of truncated nanoparticles
Most studies involving nanoparticles consider that the nanoparticles are spher-
ical because the models to determine its polarisability are simple and easy
to handle. This is a reasonable assumption for chemically synthetised spher-
oidal nanoparticles but it seems to be not so realistic in the case of interfacial
self-aggregated nanoparticles, where the wettability of the material on the sub-
strate usually leads to truncated spheroids. In this case a more appropriate
ideal model would be to assume the nanoparticles are truncated spheres.
Recently, J.Jung and T.G. Pedersen [29] developped a model that perfectly
fits on this approach and, moreover, includes the effect of the substrate. Even if
their model involves very complex mathematical tools and they do not present
an explicit expression, they show the methodology to follow as well as some
tips on the most suitable numerical methods to solve the model. Thus, their
paper summarises a general method to obtain a vertical and an horizontal
polarisability for a truncated sphere supported on a substrate.
4.3.1 Analysis on the model
The structure studied in [29] is summarised in fig.4.13: It assumes a sphere
that is partially embedded between two semi-infinite media whose dielectric
functions are 1 (upper medium) and 4 (lower medium). An angle θ is defined
in order to include the extent of the sphere that is embedded in the lower media.
Figure 4.13: Schema of the nanoparticle geometry studied by Jesper Jung.
A circle is defined as the intersection between the sphere and the interface
between the semi-infinite media. As a geometrical restriction of the model, its
radius is kept constant and equal to 1 (so, the sphere radius R changes with
θ). The model also allows to decompose the sphere into two materials: The
one corresponding to the truncated sphere in the upper medium (with dielec-
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tric function 1) and the other corresponding to the complementary truncated
sphere within the lower medium (with dielectric function 3).
In this thesis the complex approach described in [29] will not be repeated.
However, it has been analysed in order to include some additional comments
on the numerical stability of this model.
The key steps in Jung and Pedersen solution are related with a 4 dimensional
vector Fredholm's integral equation (FIE), as shown in eq.4.70.
f(x, θ) = A(x, θ, i)b(x, θ, i) +
∫ ∞
0
G(κ(x, y, θ), i)b(y, θ, i)dy (4.70)
The matrix kernel G(κ(x, y, θ), i) in eq.4.70 is constructed element by ele-
ment using two integral Kernels κ(x, y, θ)(eq.4.71 and eq.4.72). The choice of
each internal kernel will define which polarisability (vertical or horizontal) will
be calculated.
κV (x, y, θ) =
∫ ∞
0
P−1/2+ix(cosh z)P−1/2+iy(cosh z)
cosh z − cos θ sinh zdz (4.71)
κH(x, y, θ) = −
∫ ∞
0
P−1−1/2+ix(cosh z)P
1
−1/2+iy(cosh z)
cosh z − cos θ sinh zdz (4.72)
Each one of the integral Kernel is expressed in terms of the Legendre func-
tions and those are expressed in terms of the hypergeometric function[30, ch.15-
16] and the gamma function[30, ch.5]. In all cases, the integrands in the Ker-
nels are attenuated oscillating functions. Therefore, the improper integrals in
eq.4.71 and eq.4.72 can be aproximated by a truncated quadrature up to 20
(fig.4.14).
Notice that the Integral Kernels κ(x, y, θ) do not depend on the materials
involved in fig.4.13 and only on the geometry. It is when defining the matrix
kernel G(κ(x, y, θ), i) and the matrix A(x, θ, i) that the permittivities are
included. Thus, two important remarks should be done here: First that once
the integral kernels have been calculated, they are still valid for any combina-
tion of materials. This is a favourable point for this method and it is closely
related with the quasi-static approximation that is intrinsically done in this
approach. Second, that the frequency dependency is implicitly included in the
permittivities i (i = 1 . . . 4) of the materials involved.
Another important remark concerns the numerical particularities of the
matrices A(x, θ, i). As the solution proposed by Jung and Pedersen uses
toroidal coordinates, a variable transformation involving hyperbolic trigono-
metrical functions is done. This implies that the components of both matrices
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(a) P 1
2
+ix cosh(U) (b) P
1
1
2
+ix
cosh(U)
(c) P−11
2
+ix
cosh(U)
Figure 4.14: Attenuated oscillating behaviour for the integrands of the integral
Kernels.
A(x, θ, i) and G(κ(x, y, θ), i) include very big and very small values, and
therefore they are ill-conditioned. This scaling issue is fundamental, as small
differences in the elements of the matrix will lead to very different results. From
the numerical point of view this has to be controlled and taken into account.
The main consequence of this numerical issue is that the matrix A(x, θ, i)
becomes numerically singular when the x parameter is higher than about 9 or
10 (fig.4.15). This is an important issue as, in order to solve the b(x, θ, i)
vector from eq.4.70, that matrix has to be inverted.
In fact, in order to be able to solve eq.4.70, a Gauss-Laguerre quadrature
is proposed, as follows.
[fi] = [Gijωj +A(zi)δ(i, j)] [bi] (4.73)
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Figure 4.15: Rank of the A matrix depending on the matrix /kernel parameter.
The example corresponds to truncated Ag nanoparticles on a SiO2 substrate
in air. The wavelength is 600nm.
or, equivalently:[
A−1(zi)fi
]
=
[
A−1(zi)Gijωj + δ(i, j)
]
[bi] (4.74)
One of the basis of the Gauss-Laguerre quadrature is that the abscissas
chosen to evaluate the integrand are determined by the quadrature's order N8.
In table 4.2 the Gauss-Laguerre quadrature abscissas for different number of
summands is shown:
8Reader is reminded that the Gauss-Laguerre quadrature is:∫ ∞
0
e−xf(x) '
N∑
i=1
f(γi)ω(γi) (4.75)
Where γi correspond to the zeros of the N degree Laguerre polynomial L and ω(γi) are
the weighing factors for the quadrature and are obtained as:
ω(γi)
γi
(N + 1)2 (LN+1(γi))2
; (4.76)
It is easy to find tables with the weigthing factors of several quadratures, including the
Gauss-Laguerre, for different values of N. Attention must be paid to the fact that the integ-
rand does not include explicitly a negative exponential term, so this quadrature is usually
generalised as follows: ∫ ∞
0
f(x) =
∫ ∞
0
e−xf(x)ex =
∫ ∞
0
e−xg(x) (4.77)
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N=1 N=2 N=3 N=4 N=5 N=6
1 0.5858 0.4158 0.3225 0.2636 0.2228
- 3.4142 2.2943 1.7458 1.4134 1.1889
- - 6.2899 4.5366 3.5964 2.9927
- - - 9.3951 7.0858 5.7751
- - - - 12.6408 9.8375
- - - - - 15.9829
Table 4.2: Gauss-Laguerre quadrature abscissas for different degrees of the
Laguerre Polynomial
From the values in table 4.2 it is possible to see that in order to focus in
the [0-10] interval to avoid numerical issues, only N=4 should be considered.
The eigenpolarisabilities can be found by comparing the solution to the
Laplace problem with the FIE solution vector b(x, θ, i). During this compar-
ison, and a third quadrature has to be done, as shown in eq.4.78 and 4.79. A
new Gauss-Laguerre quadrature could be done using the same interpolation
abcissas that for the second quadrature. This procedure is more efficient in
comparison with Jung and Pedersen but the final result will have a higher
error.
αV = 8pi
√
2
∫ ∞
0
xb4(x, θ, i)dx (4.78)
αH = −pi
√
2
∫ ∞
0
(1 + 4x2)b2(x, θ, i)dx (4.79)
In eq.4.78 and eq.4.79, the subindex in the bi(x, θ, i) terms correspond to
the position in the b(x, θ, i) vector solution of eq.4.73. Notice that the index
changes between the vertical and the horizontal polarisabilities, as well as the
whole b(x, θ, i) as the integral kernel used also changes (eq.4.71 or 4.72).
In the paper, the normalised polarisability α′(ω) for different truncation
angles ω is shown. It is important to notice that this normalisation leads to
unitless variables. Thus, the non-normalised polarisabilities αa=1(ω) are in m3
units. The subscript a = 1 refers to the geometrical restriction shown in fig.4.13
that makes always the parameter a = 1. The explicit expression (not shown in
and then the quadrature is applied. It is also easy to find in tables the corrected weighting
factors including the positive exonential term. However, numerical problems may arise in
this generalisation of the Gauss-Laguerre quadrature.
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the paper) for having the real polarisability instead of the eigen-polarisability
is, therefore:
α′ =
αa=1[m
3]
Va=1[m3]
= αa=1
sinω
1 + cosω
(4.80)
In order to obtain the polarisability in
(
Cm2
V
)
the following transformation
has to be done:
α(ω, a) = αa=1(ω)a
34pi0 (4.81)
With this expression and following the mathematical model from[29], it is
possible to define values for the "horizontal" polarisability αH as well as the
"vertical" polarisability αV . It should be understood "horizontal" as parallel
to the substrate interface shown in fig.4.13, and "vertical" as normal to this
interface.
Bohren and Huffman [31, p.150] deal with the possibility of an arbitrarily
oriented dipole induced in a nanoparticle through a tensor polarisability. The
main condition to do this and keep valid all their well-known expressions is
that the polarisability components have to be defined along the main axes of
the sphere/spheroid. Thus, the polarisability relating the external exciting
electric field ~E with the resulting induced dipole in the nanoparticle ~P can
be generalised from a single scalar value α. Thus, the resulting dipole, taking
into account both the direction of the electric field as well as the shape of the
nanoparticle, is (eq.4.82):
~P = [α] ~E =
αH 0 00 αH 0
0 0 αV
ExEy
Ez
 (4.82)
Notice that this approach has a special interest because the method based in
Green Functions presented in section 4.2 can also be generalised from a scalar
(isotropic) polarisability, leading to a more realistic model.
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4.3.2 Results
As explained in section 4.3.1, there are several reasons related with the numer-
ical issues during the calculation of the directional polarisability of a truncated
sphere that make think that the results may not be accurate. In fig.4.16 the
results for a particle with r = 10nm are shown.
There are evident similarities between the behaviour of the curves shown
in fig.4.16 and those obtained from the electric properties of a metal (fig.4.1 in
section 4.1). This is a first consistency proof on the general trend obtained by
the model.
Fig.4.16 shows that as the truncation angle increases, an important redshift
is found for the resonance of the parallel polarizability, whereas a slight blue-
shift occurs for the vertical one. This is consistent with the flattened particles
behaviour, as when increasing the aspect ratio the longer axis supports lower
energy resonances and the short axis supports higher ones[32]. The smaller dif-
ference in the blueshifted resonances is mainly due to the differences between
the wavelength and the energy scales.
Moreover, both polarisabilities decrease with the truncation angle as the
particles become smaller in volume and there are less charges to be polarised.
However, the vertical polarizability decreases faster than the parallel as the
Feret diameter in the vertical axis always decreases with increasing truncation
angles and this is not true for the parallel direction. This dimensional compar-
ison in terms of the Feret Diameter[33, pp.37] also explains why the redshift is
even more important at truncation angles beyond 90degrees.
In brief, as shown in Fig.4.16, even if the Gauss-Laguerre quadrature is
limited to four terms (N=4), the resulting eigenpolarisabilities for a Ag nano-
particle on a silicon oxide substrate show a resonance that fits with the ex-
pected behaviour at increasing truncation angles. Moreover, the Mie the-
ory predicts a polarizability for spherical Ag nanoparticles in the range of
10−31 − 10−33Cm/V . However, the exact values may not be too accurate
as there are several quadratures involved and because their accuracy is limited
by the numerical issues that have been described.
In order to have an accurate solution that allows us to shed light on the real
consequences of the QSA assumptions, numerical simulations using CST have
been carried out. In order to make comparable results, a truncated sphere has
been simulated in an homogeneous media9 and a plane wave excitation is done
assuming an incidence angle of 90deg10. TE and TM polarisations are defined
under this angle of indicende. Fig.4.17 summarises this model. Under these
9Numerical softwares calculate the Radar Cross Section (RCS) and the Absroption Cross
Section (ACS) analogously to the cross sections defined in3.3.1. The presence of a substrate
makes the RCS no longer representative of the nanoparticle behaviour because it interferes
with the final values. This is why in this case an homogenous media has been modelled.
10The angle is defined relative to the surface normal where the NP would be lying on
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4.3. POLARISABILITY OF TRUNCATED NANOPARTICLES
(a) Re(αH) (b) Re(αV )
(c) Im(αH) (d) Im(αV )
(e) |αH | (f) |αV |
Figure 4.16: Analytical results for the horizontal αH and vertical αV polaris-
ability of truncated Ag spheres at different truncation angles supported by a
SiOx substrate in air.
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assumptions, it comes easily that the RCS will follow the vertical polarisability
αV for TM polarisation and the parallel polarisability αH for TE polarisation.
The numerical results are shown in fig.4.18.
(a) Vertical polarisability αH model (b) Parallel polarisability αV model
Figure 4.17: Simulated structure using numerical methods with CST to repres-
ent the effect of the parallel polarisability (αH) and the vertical polarisability
(αV )
In Fig.4.18 it is shown that the trends seen in Fig.4.16 are correct. However,
the numerical solution is redshifted when compared with the analytical one.
This points towards retardation effects that are completely neglected by the
electrostatic approximation. In addition, different excitation modes appear,
as seen in Fig.4.18 where several maxima for each curve can be found. Those
modes, probably quadrupoles, are not so clear in fig.4.16 and should be analysed
in further studies for better results. Therefore, even if Mie model predicts
that the main contribution for scattering for Ag NPs under 80nm at visible
frequencies is due to a dipole (see section 4.4 for more details), and even if the
QSA approximation is quite accurate for r = 10nm, the presence of a substrate
makes less accurate this asumption.
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4.3. POLARISABILITY OF TRUNCATED NANOPARTICLES
(a) TE polarisation (αH) in n=1 (b) TM polarisation (αV ) in n=1
(c) TE polarisation (αH) in n=1.5 (d) TM polarisation (αV ) in n=1.5
(e) TE polarisation (αH) in n=2 (f) TM polarisation (αV ) in n=2
Figure 4.18: Numerical results for Absorption Cross section of Ag truncated
spheres of r = 10nm at different truncation angles and surrounded by different
refractive index media.
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4.4 Mie generic calculations
In section 3.3.3 the expressions for the Mie scattering σscat and extinction σext
cross sections was presented as a infinite sum of terms (eqs.3.54 and 3.55).
Later, in section 3.3.4, the physical interpretation of each one of those terms
was explained as the contribution of different excitation orders: Dipole, quad-
rupole,etc. In section 4.1, the scattering properties were estimated analytically
under the assumption on a linear oscillator and from there an electric dipole
was defined. Finally, in section 4.2 the Green function has been solved for an
electric point dipole. However, no proof has been given on the hypothesis of
the accuracy of an electric dipole when modelling a nanoparticle.
In this section, some comments on this assumption will be done. Moreover,
the general trends expected for Ag nanoparticles are calculated from Mie ap-
proach. This implies that they will only be true for spherical, independent
and in homogeneous media particles. However, even if the values will not be
correct, the general trends will be considered as a guide to understand the real
case presented in this thesis.
4.4.1 Size and surrounding media effects on the dipole
limit
Let us start with the different excitation modes. As the Mie coefficients depend
on the relative size of the particle to the wavelength through the size parameter
x˘ (eq.3.49) as well as on the relative permittivity of the involved materials m
(eq.3.48), those will be the main parameters whose influence will be studied.
The frequency dependency is implicitly included within the m parameter.
From the size point of view, fig.4.19 shows the different individual and global
extinction cross sections of Ag spheres of different sizes surrounded by a SiOx
medium (whose refractive index is considered constant at n = 1.5)
As expected, the global extinction is the sum of the individual extinctions
for each mode. Moreover, as predicted from the Quasi-Static Approximation
(section 3.3.5) where usually only dipoles are considered, the first excitation
order that appears at small sizes corresponds to a dipole. As the particle size
increases, several conclusions are obtained:
 The different excitation modes become relevant with size in increasing
order: The n=3 term in eq.3.55 only becomes relevant once the n=2 has
appeared as well as the n=4 can be seen only at higher sizes than for the
n=3 mode. This is perfectly understandable from the retardation effect
point of view: For a given frequency, the secondary currents that arise
from the retardation effects will be more complex (therefore leading to
higher excitation modes) for bigger particles. Analogously, for a given
size, shorter wavelenghts are needed to find higher excitation modes.
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(a) r = 10nm (b) r = 50nm
(c) r = 100nm (d) r = 200nm
Figure 4.19: Different excitation orders in the global light extinction obtained
by Mie for Ag spheres in SiOx for different sizes and wavelengths. Only electric
contribution is taken into account.
 As introduced in section 3.3.6, there is a redshift in the resonance of each
of the modes when the size increases. This was understood from the fact
that the charge movement defined for each mode in fig.3.7 lead to higher
travelled distances at increasing particle sizes. Therefore, the resonance
is found at lower frequencies (longer wavelengths) as the coupling of the
incident and the extincted light is done more easily.
 There is also a broadening in frequency (or in wavelength) for each mode
with increasing sizes, together with a lower resonance intensity. This is
related with the local differences in the dielectric function when retarda-
tion effects occur[34, 35].
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 As conclusion of all these facts, as the particle becomes bigger, the relative
weight of each mode on the total scattering becomes homogeneous. This
implies that not a clear resonance but almost a constant cross section can
be found to the many different orders involved and its broadened shape.
Moreover, the maximum of the resulting global cross section is not so
different from the average lineshape and it becomes closer to the unity
(as expected for a continuous surface).
An easy way to study the behaviour of the different modes is the position
of the resonance. It is expected to find macroscopical particularities at those
points, such as maxima or minima in reflectivity or transmission values. A
more complete study would include the weight at half height for each resonant
mode, but in order to study the influence of the material of the surrounding
media, only the maxima will be used.
Fig.4.20 shows the maxima position of each individual order for different
sizes and refractive indexes. The studied range has been from 300 to 1900nm
(that is, from 3 to 19 nm/100 in the colorscale). The white areas mean that
the maxima are beyond this range. It is already known that the size effect
produces not only a redshift, but also an intensity reduction of the resonance
(the maxima). The second effect is not considered here and only the resonance
position is looked at.
It can be seen that the refractive index has a similar effect than increasing
the particle size: There is a redshift of the resonance. In fact, the size parameter
x˘ is also increased with the refractive index. Moreover, there is an important
combined effect of these two parameters: This can clearly be seen in fig.4.20a.
In fig.4.20 it can also be clearly seen that, independently of the origin of
the redshift (size or refractive index), there is a smaller redshift for the n + 1
mode when compared with the n mode. In fact, for the surrounding materials
that could be found in this thesis (antireflection coatings usually with n < 2),
only at big sizes (radii above 70nm) small differences are found than in the
resonant frequencies of orders n > 1. Analogously, for particles whose radii is
r < 50nm, there are small differences on the resonant positions for n > 1 with
an increasing refractive index.
This trend can be understood from fig.3.7. From the field lines, the travelled
distance by the charges defining those currents is highly reduced from n = 1
to n = 2. However, this relative distance reduction is less important as the
excitation order is increased from there. Therefore, the consequence on the
resonance position due to the retardation effects are relevant mainly for n=1.
Looking at fig.4.19 it can be seen that for big particles there is not a clear
general predominanting mode within the wavelength range of interest (400-
1100nm). For small particles, however, the dipole mode can be assumed the
predominating in that range. The limits where the dipole can be assumed the
main contribution is a key point in this thesis.
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(a) First order (n = 1) (b) Second order (n = 2)
(c) Third order (n = 3) (d) Fourth order (n = 4)
Figure 4.20: Extinction resonances (maxima values) for different excitation
orders for Ag spheres of different sizes and refractive index of the surrounding
media.
Fig.4.21, shows the ratio between the scattering of an electric dipole (that is,
if only the a1 term is considered in eq.3.54) and the whole scattering calculation
(considering all the an and bn terms n = 1..∞). Thus, values close to the
unity correspond to a dominant contribution of the electric dipole to the total
scattering whereas values close to zero are related to higher order excitation
contribution or magnetic contributions that make the electric dipole excitation
neglible.
As expected, and as a summary of the previous comments in this section,
as the radius of the nanoparticle is increased for a given wavelength, the con-
tribution of higher order excitations becomes more important. Also, as the
wavelength is increased, the size range where the scattering behaviour is dom-
inated by an electric dipole is broadened.
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(a) In air, n = 1 (b) In SiOx, aprox n = 1.5
(c) In SiN , aprox n = 2
Figure 4.21: Relative effect of the dipole mode on the overall normalised ex-
tinction cross section of a Ag sphere at different sizes and surrounding media.
For Ag spherical nanoparticles in an homogeneous media of refractive index
n = 1 the dipole largely predominates over the rest of the excitation modes
from 400 to 1000nm for radius under 80nm. Larger particles still behave like
dipoles for long wavelengths (700-1000nm) but not for short wavelengths (400-
600nm) as higher exctitation modes start to be relevant. The dipole becomes
negligeable for short wavelengths at sizes bigger than r = 200nm.
As the refractive index of the surrounding media is increased, the maximum
size at which the electric dipole is predominant is reduced. Therefore, if a
refractive index of n = 1.5 (such as the silicon oxide SiOx) is considered, for
sizes above r = 50nm are only clear dipoles from λ > 450nm. From 400 to
450, even if the dipole still predominates, the dipole-like approach will be less
accurate.
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For even higher refractive indexes such as n = 2 (more or less the SiN
antireflection coatings), the dipole is not assured under 450nm at any size.
However, due to the real system studied in this thesis, at the interface between
the air and the antireflection coating an intermediate refractive media can be
considered (just like explained in section 3.4.3.
To conclude with, for the 400-1000nm range, spherical silver nanoparticles
will be correctly modelled as electric dipoles for low refractive indexes (up to
approximately 1.5). Therefore, the analytical approaches developped in this
chapter will be consistent in the case of perfect spheres. Deviations from the
Mie hypothesis can change this conclusions when applied to the fabricated
arrays of nanoparticles, but still they will be used as a reference starting point.
4.4.2 Scattering efficiency
As explained in chapter 1, one of the aims of integrating nanoparticles on a
solar cell is to use their scattering properties to enhance the light trapping and
therefore the global efficiency. Usually, the main effect in thin substrates is
related with near field effects of the plasmon and coupled guided modes within
a guide (the absorbing photoactive substrate). This kind of enhancement has
already been reported [36] by using self-aggregated nanoparticles of different
materials. However, this approach for estimating the enhancement due to the
nanoparticles is not the best for thick (180 mum) solar cells as the substrate
thickness makes difficult to define clear propagation modes (see fig.4.11 where
each pole corresponds to a mode). In that case, the best approach is to max-
imise the scattering efficiency of the nanoparticles. However, as introduced in
fig.1.4 and detailed in section 3.3 the intrinsic losses are closely related with
the plasmonic phenomena and cannot be removed. For this reason, the albedo
is defined to quantify the relative importance between the scattering and the
losses. The albedo is defined from eqs.3.54 and 3.55 as:
Albedo =
σscat
σscat + σabs
=
∞∑
n=1
σ
(n)
scat
∞∑
n=1
σ
(n)
scat +
∞∑
n=1
σ
(n)
abs
6=
∞∑
n=1
σ
(n)
scat
σ
(n)
scat + σ
(n)
abs
(4.83)
Thus, the albedo ηscat is a simple parameter (ranging from 0 to 1) that
shows the scattering efficiency. Just to recall, sometimes the extinction term is
misunderstood. As it has already been explained in section 3.3.1, it corresponds
to the total amount of light that interacts with the nanoparticle so it includes
both the absorption losses and the scattering of light.
An intersting result is found from the albedo point of view when individual
excitation orders are considered: Even if the overall scattering seems to be
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always enhanced for bigger particles, the individual order albedo is maximised
for the dipole mode (fig.4.22)
Figure 4.22: Albedo or scattering efficiency for different excitation modes (in-
dividually and globally) for a spherical Ag nanoparticle of r=50nm in a sur-
rounding medium with refractive index n=1.5.
The most interesting at this point is that the individual albedos of the in-
dividual excitation modes show a behaviour different from the global resulting
albedo: In contrast with what happens with the absorption and the scatter-
ing where the global value corresponds with the addition of the values of the
different excitation modes independently, in the case of the albedo this is not
true, as shown in eq.4.83
In this case, even if the individual albedos seem to show that higher order
excitation will contribute to increase the global albedo, the actual result show
that the dipole has the higher scattering efficiency whereas higher excitation
modes are less efficient. Thus, as these more complex excitation modes become
important, the final and global scattering efficiency is reduced.
This lower scattering efficiency for the quadrupoles and higher excitation
modes excitation is explained due to the higher absorption losses for increasing
modes: In fig.4.23, even if the scattering for high excitation modes is almost
negligeable, the absorption losses are always bigger.
In global terms, the bigger the NP are the higher the albedo is. But at cer-
tain wavelengths, it is decreased when compared with the albedo of the dipole
(most efficient excitation order). This conclusion leads to the following ques-
tion: Is it always worth to look for bigger particles to increase the scattering?
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(a) σscat of different excitation modes calculated in n=1.5
(b) σabs of different excitation modes calculated in n=1.5
Figure 4.23: Normalised absorption and scattering cross sections for a spherical
Ag nanoparticle of r=50nm.
Or is it preferable to stay at the limit conditions to find a dipole (before other
modes become significant)? In [37] an analysis is done to study, among others,
the influence of the size and the excitation orders on the scattering efficiency
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and they state that The radiative efficiency decreases with increasing mode
order and that The absorption initially increases as the radius increases, but
then reaches a peak and decreases with increasing radius. The peak absorption
is due entirely to the dipolar mode. This fits well with the albedo definition
made in eq.4.4.2.
In any case, another conclusion of [37] is that there are other parameters
such as the surface coverage and the array distribution will also affect the
scattering efficiency and these effects cannot be included in eq.4.4.2. Those are
parameters difficult to control as explained in section 5.2.
Another key point that has also to be taken into account, is to know whether
the albedo decrease is found in a range whose wavelengths are particularly
important for the final application. In our case, this corresponds with the
espectral response of the solar cell that has been introduced in section 2.7 and
that will be detailed in section 6.1.
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Chapter 5
Metal nanoparticles fabrication
5.1 Fabrication techniques: A general overview
The development of nanotechnology is strongly related with the development of
fabrication techniques in the "nano" scale. There are plenty of fabrication tech-
niques involving chemical, physical, and even biological methods. Nevertheless,
all them can be summarized in two main strategies:
 Reaching the nano-scale starting from the atomic scale. This is usually
called the bottom-up strategy. Most chemical processes are bottom-up,
as they combine atoms to form small nanostructures, just like making a
building by using bricks.
 Reaching the nano-scale starting from a higher scale. This is usually
called the top-down strategy. For instance, lithography methods that
start with a continuous layer in order to define the nanostructure by
removing the excess of material, just like making a sculpture from a stone
brick.
5.1.1 Lift-off using e-beam
The electron-beam lithography (from now, e-beam lithography) is a high ac-
curacy top-down fabrication technique consisting in a lithography where the
photoresist is attacked (cured) by an electron beam.
Like in other lithographies, the photoresist can become locally easier or
harder to develop when it is cured. Thus, some specific areas will be protected
or unprotected by the resist once it has been chemically revealed and this allows
a patterning of the substrate.
The main advantage for the e-beam lithography is that allows to pattern
even nano-structures. This could not be reached with traditional lithograph-
ies using Ultra-Violet(UV) radiation because there is a physical limit: The
Rayleigh diffraction limit. This limit leads to a limit spot size d0 at which a
light source of wavelength λ can be focused with a lens of diameter D and a
focal length f :
d0 =
2fλ
D
(5.1)
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In a general way, 2fD is hardly 1 for optical lenses and very often beyond 500
for e-beam equipments. This means that if the resolution of the lithography
has to be in the "nano" range, no visible light (nor UV light) is suitable.
For a 250nm wavelength1 and assuming 2fD = 1, the minimum spot size that
could be achieved would be of d0 = 250nm, so in practice the accuracy would
be even worse. This accuracy is suitable for micro-fabrication, but not for
nanostructures.
In order to reach a 10nm precision structure, with the same assumptions
than before, the resist should be attacked by a much higher frequency. This is
where the electrons are useful. According to the what was proposed by Broglie
and latter confirmed by Davisson and Germer [1], the wavelength of an electron
can be expressed as:
λe− =
h
p
=
h√
2m0eU
(5.2)
where h is the Planck constant,m0 is the electron mass and eU is the electron
energy in eV.
As the electrons are usually accelerated at high voltages and reach velocit-
ies comparable with the light velocity c, eq.5.2 could be corrected with some
relativistic effects, leading to:
λe− =
h√
2m0eU
1√
1 + eU2m0c2
(5.3)
In fig5.1, some Broglie wavelengths are calculated for typical operation val-
ues of eU (in eV) using eq.5.2 and 5.3. It is shown that the relativistic correc-
tion is not so important until really high voltages are used (more typical for
electronic microscopy than for lithography).
In fig5.1 the resolution will be given by multiplying the broglie wavelength
by the 2f/D factor, as shown in eq.5.1. Several conclusion can be obtained
from that figure. First, that the energy of the electron has to be high enough to
increase the resolution. However, this is not always true because the behaviour
is not linear. Many e-beam lithography systems work at 20-30keV as this seems
to be the optimum energy.
It should be noted that the resolution obtained theoretically cannot be
achieved in practice.
 From the practical point of view, the lithography is done on a chemical
resist whose molecules are bigger than the theoretical resolution. There-
fore, in most cases the resolution will not be limited by the difraction
limit but for the resist molecule that is broken. In this sense, the choice
1This correspond to the Ultra-Violet C as classified by the ISO 21348: Definitios of Solar
Irradiance Spectral Categories.
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Figure 5.1: Theoretical Broglie wavelength for an electron at different energies
for 2f/D = 1.
of the resist has a huge impact. The use of PMMA is a good choice be-
cause it is a well-known polymer that can be polimerysed in only a few
molecules, leading to higher resolutions.
 The incident beam is not produced by a single electron. In fact, there is
a gaussian beam with some dispersion.
 The energy of the electron can affect the resist not only at the theoretical
incident point, but in an area that will depend on the energy of the
electrons, the sensitivity of the resist and to the applied radiation dose.
Therefore, different resolutions can be obtained from the same resist and
electron energy by changing the radiation dose, or with different resists
keeping the same electron energy and dose.
 There is a scattering of the electrons that will also reduce the resolution
of the theoretical electron beam. This scattering will be dependent on
the materials involved, the energy and the thickness of the resist.
 There is a chemical effect in the structure of the resist when the e-beam
incides on it. This effect may produce diffusion of compounds and there-
fore not only the incident area can be modified.
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 Once the resist is attacked, and related with the previous point, the
revealing process has its own limitations: The developper will remove
some of the molecules but this has not a perfect selectivity. Again, the
size of the resist molecules has its influence.
For this thesis, some preliminary samples for metal nanoparticles have been
made by e-beam lithography. In order to do that a PMMA resist is put by
spin coating on a glass substrate. Then, the e-beam lithography is made. The
PMMA is a positive resist2 Once the resist patterning is done, a metallic layer
is evaporated (see section 5.3), both filling the voids and on the resist. The final
step is a resist removal with a selective etching dilution that does not affect the
metal. This strategy, called lift-off, leaves only the metallic patterning on the
substrate . A summary of this can be found in fig.5.2
Figure 5.2: Lift-off process in order to fabricate regular arrays of metal nano-
particles.
In a general way, optimised structures can reach reasonable resolutions of
about 20-30nm. For large areas (such like in a solar cell) the e-beam is not
economically feasable both in price and in time.
E-beam lithography is valuable when regular or semirandom arrays are
wanted. But it takes a lot of time and the real resolution is not really good
for small particles. Further studies could be done to improve this process.
However, in the scope of this thesis, the main effort will be done on the self-
aggregation process.
5.1.2 Self-aggregation method
The self-aggregation technique includes two different approaches:
2A positive resist is a resist whose structure is weakened selectively in the areas where the
radiation exposure is done. Therefore it will be removed during the developping process only
where attacked. They are complementary to negative resists, that are chemically crosslinked
during radiation exposure and thus remain selectively after developping only where attacked.
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(a) Template (b) Experimental
Figure 5.3: Comparison between the design template and the resulting random
metal nanoparticle distribution using e-beam lithography.
 Growing nanoparticles in a liquid from micelle-stabilised precursors that
grow by mass diffusion. This is a bottom-up method.
 Obtaining nanoparticles as islands on a substrate from the thermal in-
duced self-aggregation of a continuous thin film. This could be assumed
to be a top-down method. It can also be called dewetting.
Both methods are commonly used and lots of studies have been done to
understand the thermodynamics and modelling the self-aggregation process.
The most relevant and suitable references for this thesis are those studies related
to epitaxial self-aggregation [2, 3, 4]. Let us make a brief summary of those
studies.
An epitaxial thin film is always stressed because there is a mismatch between
the substrate and the deposited film lattices. This stress can be related with a
higher free Gibbs energy so, once the film has been deposited, some structural
changes can occur towards a new thermodynamically lower energy state. In a
general way:
1. The difference in the mechanical properties (stiffness) of the substrate
and the deposited thin film induces a deformation of the theoretical flat
thin film into a waved form with a critical wavelength[5] (Fig.5.4). In
general, the critical wavelength will be longer for stiffer substrates and
shorter for softer substrates.
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2. The wetting interaction between the film and the substrate becomes more
significant as the thickness of the deposited film is reduced. Thus, for
nanometric thin films the wetting effect can be very important.
(a) λ = D
0
→∞ (b) λ = D
2
(c) λ = D
3
Figure 5.4: Wavelength approach to study the deformation of the film due to
stress at the interface.
Under certain conditions, in order to reduce the free Gibbs energy, the
structural changes lead not only to a deformation of the thin film towards a
wavy surface (fig.5.4) but also to an island-type structure. In the context of
this thesis, this leads to self-aggregated metal nanoparticles[6].
A common approach to model this phenomena is to assume that the self-
aggregation is controlled only by the elastic strain energy UE , the surface energy
density γ and the wetting energy or potential UW . Then, a chemical potential
µ(x, y, t) for the film surface with respect to a reference plane, can be defined
[7] as:
µ(x, y, t) = Ω (UE − γ · κ+ UW )
√
1 + hαhα (5.4)
where Ω is the atomic volume, κ is the surface curvature, hα is the gradient
of the surface morphology hα =
∂h(x,y,t)
∂α (with α = {x, y} and h(x, y, t) the
position dependent film thickness) and κ is the surface curvature3.
This position dependent chemical potential µ(x, y, t) can be related with
the mass diffusion JD that reorganises the atoms while looking for thermody-
namically more stable structures:
JD = M ·
Jx
Jy
 = M ·
∂µ(x,y,t)∂x
∂µ(x,y,t)
∂y
 (5.5)
where M is the mobility of the surface atoms.
3For all the presented parameters there are some interesting expressions in [7].
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From eq.5.5 and assuming mass conservation, (so the divergence of the
global mass flux has to be zero), an expression is found for the time evolution
of the local height h(x, y) in the film:
∂h(x, y)
∂t
= Ω2M
∑
i,j,k,l
∂2
∂i∂j
[
(UE − γ · κ+ UW )
√
1 + hkhl
]
(5.6)
where {i, j, k, l} = {x, y} and the gradients of the surface morphology hk,l are
defined as in eq.5.4. This local height evolution is what would define the wavy
surface in fig.5.4.
Different treatments can be done from eq.5.6 depending on the expressions
for the surface energy density γ and the wetting potential UW . For instance,
using a "transition-layer" model [8]:
γ(h) =
1
2
(γs + γt) +
1
pi
(γs + γt) arctan
(
h
b
)
(5.7)
the expression for the wetting potential becomes:
UW =
γt − γs√
1 + hαhα
b
pi(b2 + h2)
(5.8)
in both eq.5.7 and eq.5.8 the subscripts "s" and "t" refer to the substrate and
the thin-film materials respectively, b is a "shape" parameter4 and, once more,
hα are the gradients of the surface morphology.
A critical thickness hc can be defined with this model to distinguish in the
thickness range where the film is stable or not.
hc =
γt
σ20
Es
1− ν2s
3
√
b(γs − γt)σ20(1− ν2s )
piEsγ2t
(5.9)
This hc concept is a common approach to classify different growing regimes
in epitaxial growth. In fact, it is not always easy to separate both phenomena
as the self-aggregation can occur at the same time that the epitaxy, leading to
three possible epitaxial growing methods from vapour-phase:
 If the film material has lower surface energy than the substrate (γt <
γs)and it wets it (ec.5.8 leads to UW < 0). Then a positive critical
thickness hc > 0 can be defined5. Thus, two different growing methods
arise from here:
4This parameter is related with the "transition" shape in height from from γs to γt and
makes it sharper or smoother. Moreover, it is related with the value of the critical thickness
hc.
5This critical thickness hc is proportional to the cubic root of the difference of surface
energies: hc ∝ 3
√
γs − γf
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 The Frank-Van der Merwe growth mode [9] while the thickness h is
h < hc. In this case, the growth is flat and stable.
 The Stranski-Krastanov growth mode [10] from h > hc. In this case,
the growth becomes unstable so the new atoms added to the layer
quickly move to form clusters and the growth changes from a 2D
model to a 3D model.
 If the film material has lower surface energy than the substrate (γs < γt)
then the critical thickness definition hc lead to a negative value. This
implies that from the beginning of the growing process the atoms do not
form any continuous layer but grow directly on clusters until they become
so big that they coalesce onto a continuous layer. This growth process is
known as the Volmer-Weber mode[11].
Figure 5.5: Frank-Van der Merwe growth mode. As the thickness increases,
the Stranski-Krastanov growth mode is reached.
Figure 5.6: Volmer-Weber growth mode.
A key point in this thesis is that, unless the opposite is specified, the self-
aggregation is going to be understood only as a thermally induced process
that allows/accelerates the changes in the initial "as-deposited" structure of
metallic thin-films. Thus, the growing details of that thin-films are neglected.
This induced/accelerated process comes from the combination of two effects:
 As the expansion thermal coefficient α of the substrate and the film are
different, an additional stress will be produced, regardless if the substrate
has a similar crystalline lattice than the film or even if the substrate
amorphous. This thermal stress will be proportional to T = (αt−αs)∆T .
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 The mobility M of the diffusion equation (eq.5.5) is increased with tem-
perature, leading to a faster diffusion process.
When the metallic thin film is deposited on an amorphous material, there
is not a substrate lattice, so even if some minor stresses could be found locally
(on a textured substrate, for instance), the main stress contribution in eq.5.4
will be the thermal stress.
As shown here, the self-aggretation is a complex process where several para-
meters are involved. However, the most significant can be resumed as:
 The thin-film deposited material.
 The substrate material.
 The temperature during the self-aggregation.
 The time left for the diffusion that leads to the self-aggregation.
 The thickness of the initial thin film.
From this point of view, some metals like Ag are commonly used for self-
aggregation whereas other metals like Al are not suitable for this purpose (as
its wetting properties make difficult to obtain proper and well-defined nano-
particles).
5.2 Self-aggregated nanoparticles
As a first approach, 20 nm of Ag are deposited on a ITO-covered glass. The
ITO is useful in order to the later SEM characterisation in order to avoid the
surface charge phenomena during the measurement that lead to visual artifacts.
With a chosen thickness and substrate, different temperatures are studied. The
resulting particles are shown in fig.5.8.
Before starting with the analysis of the arrays, it is useful to make an ad-hoc
definition when referring at some of the nanoparticles. Thus, it is possible to
find:
 Coalesced particles. The coalesced particles (as seen in fig.5.7a) are
those which segregate incompletely compared to the average segregated
nanoparticle size. That is, they are particles that result from incomplete
segregation of a larger structure into separate smaller particles, or which
have aggregated into structures larger than the average.
 Isolated particles. The isolated particles (fig.5.7b) are those particles
arising from small areas whose material do not collapse with the bigger
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surrounding particles. This might be produced by surface inhomogeneit-
ies as those isolated particles are always much smaller than the general
trend. Moreover, sometimes it is not easy to distinguish between real
isolated particles and image artifacts during measurements
(a) Coalesced nanoparticle (b) Isolated nanoparticle
Figure 5.7: Example of the as-defined coalesced and isolated nanoparticles as
the two main limits in the independent nanoparticle formation.
In [12] a very interesting work has been done to study experimentally the
different behaviour of the resulting nanoparticle array from the thickness and
the temperature. A structural-phase diagram is shown where the four beha-
viours that have been found in this thesis are included, dealing with coalesced
particles, isolated particles, etc.
From the size and shape analysis of the images shown in fig. 5.8, it is
possible to obtain an average diameter and a circularity for each individual
particle found. The results of this are in fig.5.9 and fig.5.10. One of the first
conclusions that can be obtained from these data is that the size distribution
does not fit a gaussian distribution as there are many data outside the box-and-
whisker limits6. This is due mainly to the presence of isolated and coalesced
nanoparticles. As the nanoparticles do not fit properly a gaussian distribution,
the average size or circularity is not a real representative value for the array.
In these cases, the median is usually used as a better parameter to represent
the whole structure.
6In this thesis, the maximum length of the whiskers will always be defined as 1.5 times
the range between the first and third quartile, that is, 1.5 times the difference between the
data corresponding to the 75% and the 25% position in the ordered values
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(a) Original 300C (b) Binary 300C (c) Particle finding 300C
(d) Original 400C (e) Binary 400C (f) Particle finding 400C
(g) Original 500C (h) Binary 500C (i) Particle finding 500C
(j) Original 600C (k) Binary 600C (l) Particle finding 600C
Figure 5.8: Resulting nanoparticles from the self-aggregation of 20nm of Ag on
a ITO covered glass at different temperatures during 60min in inert gas. The
corresponding image treatment is also shown. All SEM images are 4000nm x
3000nm
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Figure 5.9: Size analysis the nanoparticle array resulting from 20nm of Ag
on a ITO covered glass at different temperatures during 60min in inert gas:
Equivalent diameter
Figure 5.10: Size analysis the nanoparticle array resulting from 20nm of Ag
on a ITO covered glass at different temperatures during 60min in inert gas:
Circularity
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Figure 5.11: Equivalent diameter for the resulting nanoparticles obtained under
different conditions of annealing time, Ag precursor thickness and annealing
temperature using a glass covered with ITO as substrate.
Figure 5.12: Circularity for the resulting nanoparticles obtained under different
conditions of annealing time, Ag precursor thickness and annealing temperature
using a glass covered with ITO as substrate.
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The main trend that can be obtained with these data is that in order to have
circular nanoparticles, the temperature has to be reached. The trend is quite
clear: As the temperature has been increased from 300C to 600C the median
value of the circularity is increased. However, the dispersion in shape does
not follow so clearly the same trend. In fact, as the temperature increases, the
kinetics processes (mainly the diffusion) are enhanced but the thermodinamical
features (such as the surface energy) are much more difficult to predict.
In Tan et al [13] is that they achieve an interesting array of Ag nanoparticles
that show good scattering properties (high scattering and low parasitic absorp-
tion losses) with big (100nm of radius) and disperse (coverage around 16%)
particles. This has been done at temperatures beyond 400C and evaporation
ratios under 1Å/s. The trend observed in this thesis also points towards the be-
nefits of using high temperatures combined with increasing thickness precursor
layers in order to have big round particles with a lower coverage. However, the
vacuum level has not been reached due to the limitations in the evaporator sys-
tem (see section 5.3) and the temperature had to be limited to 300C in the final
integrated devices in order to avoid a degradation of the substrate (the solar
cell). In this thesis, an approach for estimating the average distance between
Figure 5.13: Regular distributed NPs and unit cell for the calculation of the
average distance d separation between nanoparticles as well as the center to
center distance 2R+ d.
particles is done by an assumption of equally spaced particles (fig.5.13). From
this theoretical distribution, the separation between nanoparticles d can be cal-
culated (eq.5.10), as well as the center to center distance 2R+d, leading to the
following expressions:
F =
ANPs
Aglobal
=
3 · 1
6
ANP
1
2
bh
=
piR2
(2R+ d)2 sinφ
−→ d = R
(√
pi
F sinφ
− 2
)
(5.10)
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The results obtained with eq.5.10 are incongruent showing that this approach
is too far from reality. However, in [12] the dependence of the mean surface
coverage size on the film thickness is found to follow a clear trend, independently
on the temperature.
5.3 Limits of the evaporator
One of the main limitations in controlling properly the evaporation process is
related with the evaporation itself. In fig.5.14 it is shown a schema of the it
that will help to understand those limitations.
The evaporator that has been used is a high-vaccum e-beam metal evapor-
ator. This means that it works in a vacumm around 10−8bar, and that uses
an electron cannon to heat the metal that has to be evaporated. This implies
mainly two things:
 First, that the e-beam strategy makes the physical contact between the
metal deposit and the cooling system very important when controlling
the temperature of the metal. This temperature will be mainly defined
by the incident e-beam source (very easy to control) and the heat dissip-
ation by the cooling system (sometimes unstable when the metal source
is replaced). Differences in the heat input and dissipation ratios source
leads to different evaporation ratios for the same input power. From this
point of view, a joule effect evaporation system would be preferred, as
the thermal control is much better.
 Second, and related with the previous point, the evaporation ratio will
also be controlled by the vaccum in the chamber. Therefore, the vaccuum
achieved before starting with the e-beam heating has been fixed in 5·10−8
bar. This value has been chosen in terms of thermodinamical aspects
(for evaporating a metal a high vacuum value is needed) but also for a
practical one: From 10−7 bar the vacuum ratio starts to be very low, and
in order to reach 10−8 bar or less a lot of time is needed.
Moreover, there are some other aspects that should be remarked to under-
stand the limitations on the reproducibility of the samples that are not directly
related with the e-beam technology.
 Even if the whole surface of the evaporator is cooled, there is no control
on which is the temperature in the substrate when the evaporation takes
place. As explained previously in section 5.1.2, the temperature can be a
key parameter to control. This is an uncontrolled parameter that should
be studied in the future.
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 The evaporation ratio is measured using a crystal quartz. The crystal is
forced to vibrate and the resonance vibration frequency is shifted when
it has more material evaporated on it. Therefore, the evaporation ratio
measurement becomes each time less accurate, as the shift in the crystal
resonance is less accurate. From this point of view, there is a parameter
given by the evaporation called "crystal health". When crystal health
comes to 90% the measurements are less accurate and when it comes 80%,
the crystal must be changed. Attention has been paid to this because the
in some cases, the thickness evaporated are very thin and small errors
lead to quite different results.
 Related with the previous point, the evaporating process is also con-
trolled by a physical shutter that avoids the evaporated material to reach
the substrate until the metal substrate is heating. This avoids to have a
transient process because the shutter would not open until the temperat-
ure on the sample holder has been stabilised, as well as the evaporation
ratio. However, for small thicknesses to be evaporated, transient con-
ditions are difficult to reach because the typical evaporation ratios are
between 5 and 7Å/s.
For further improvements, a study on the best evaporation conditions for
high quality plasmonic films has been published very recently[14]. Among
other considerations, a much higher vaccum is recommended, so several changes
should be applied to the evaporator used in this thesis. A higher vacuum will
reduce the temperature during evaporation and therefore some of the issues
presented in this thesis will be minimised.
5.4 Degradation of Ag Nanoparticles
It has been verified during this thesis that the optical behaviour of Ag nan-
oparticles is not constant in time. This time-dependent behaviour is mainly
due to the interaction between the nanoparticles and the surrounding air and,
therefore, can be avoided with a protecting cap. This has already been reported
by some authors [15, 16], as well as the effectiveness of these protective caps
[17], obtained by Plasma Enhanced Chemical Vapor Deposition (PECVD) or
Atomic Layer Deposition (ALD). In this thesis, none of this methods are suit-
able in order to avoid further metallic contamination issues in the chamber.
Therefore, an alternative way to encapsulate and protect the NPs has to be
found.
An alternative to the PECVD SiOx deposition process is found in a flowable
silicon oxide resist that can be deposited by a spin-coating process. This resist
is called Hidrogen Silsesquioxane (HSQ) and it is dilluted in methyl isopropyl
ketone (MIBK). The chemical structure of both is shown in fig.5.15
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(a) Heating (b) Evaporating once stabilised
Figure 5.14: High vaccuum e-beam metal evaporator schema. In a) the e-beam
is heating the metal while the shutter is closed to avoid undesirable evaporation
on the sample. Once the system is ready, the shutter opens and the evaporated
metal goes to both the sample and the thickness sensor.
In fig.5.15a it is shown that the Silicon silsesquioxane has a RSiO1.5 com-
position. The monomer correspond to R=H and the resist corresponds to a
bonding with other monomers.
The HSQ is a resist commonly used for e-beam lithography. Thus, it is quite
expensive, so for industrial purposes would not be suitable (a PECVD reactor
dedicated for metal containing samples would be more suitable instead). In any
case, for this thesis is an interesting choice to avoid the metallic contamination
in the chambers of the PECVD reactor.
The HSQ is very sensitive to the temperature and to gelation. Therefore,
any glass operating tools such as pipers must be avoided when manipulating
the resist. Moreover, small quantities of the resist have to be taken when it is
still cool in order not to spoil the rest of the solution and then wait until room
temperature before the spin-coating process to control the viscosity.
141
(a) HSQ generic structure (b) MIBK generic structure
Figure 5.15: Chemical strucure of the resist and the solvent used for making
SiOx layers without a PECVD reactor.
As any resist, the spin coating conditions have to be studied in order to con-
trol the thickness and the homogeneity of the coatings. The main parameters
in the process are the viscosity and the spin velocity (in rpm). The second one
is easily controlled using the spin coater but for the first one is more difficult
to control. The main variable that controls the viscosity is the dillution degree
(D) with MIBK, defined:
D = a : b = a ml HSQ : b ml MIBK (5.11)
All the deposits are done in a cleanroom with a controlled atmosphere at
T=21.5C and relative humidity at 45%. With these conditions, the obtained
thickness is summarised in fig.5.16.
In general, the homogeneity is much better for high spin velocities, so this
will be taken into account when choosing different options for obtaining the
same thickness.
As any other spin-coated resist, there is always a heating process to remove
any solvent. For MIBK this can be done at about 150C.
In order to make the HSQ coverings even more similar to a real SiOx layer,
the structure can be oxydised and collapsed. This increases the density of the
structure and, therefore, the refractive index. Two possibilities are available:
Using an oxygen plasma or using an oven step at around 1000C. The first
is difficult to control and it is risky if there is an array of NPs beyond the
structure. The second one it is simply not feasable as such a high temperature
step will completely change the array of nanoparticles.
Thus, an intermediate solution has been used and a thermal step has been
done in the same conditions that during the nanoparticles formation. This
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Figure 5.16: Thickness of the HSQ layers obtained at different dilutions and
spin velocities.
will completely remove any remaining solvant and would help to collapse the
structure, without changing in practice the nanoparticle distribution.
In fig.5.17 some measurements are showed.
(a) Thickness evolution (b) Refractive index evolution
Figure 5.17: Thickness and refractive index evolution before and after the
baking step to remove any remaining solvent from the HSQ spin-coated resist.
It can be seen that as expected the average thickness decreases. This may
suggest a collapse of the structure, but also the refractive index is slightly
reduced. Therefore, the density seems to be constant or sligthly reduced. In
this sense, only the solvent loss is produced. In any case, even if the structure
does not completely collapse, the resulting refractive index of the layers is close
to the 1.47 of the SiOx obtained by PECVD.
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In fig.5.18 it is possible to see that the temperature during self-aggregation
does not affect the degradation process whereas when using an HSQ covering,
the undesirable time evolution on the optical response of the Ag NPs is highly
delayed (even if not completely removed). This evolution is seen as the intensity
and positon of the reflection and transmission maxima and minima.
(a) As deposited Ag (b) Annealed 1h at 200C
(c) Annealed 2h at 200C (d) Annealed 1h at 200C and 1h at 200C
after HSQ covering
Figure 5.18: Aging effect on the optical measurements for a 3nm precursor layer
sample in different fabrication steps, with and without a protective covering.
A more precise quantification of the time evolution in the peak/valley spec-
tra with time with and without an HSQ protective layer can be found in fig.5.19
where the peak properties (position and weight at half height) is quantified. It
can be seen that the use of HSQ keeps those values unchanged in time.
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(a) Reflectivity peak position (b) Transmission peak position
(c) Reflectivity peak width at half-height (d) Transmission valley width at half-height
Figure 5.19: Aging effect on the reflection and transmission peak/valley and
its half-height width for a 3nm precursor layer sample in different fabrication
steps, with and without a protective covering.
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Chapter 6
NP integration on solar cells
6.1 Solar Cell Characterisation
The setup shown in fig.6.1 is intented to obtain the electrical characteristic of
a solar cell, as introduced in section 2.5 and in fig.2.18. The setup uses a solar
simulator (a Xe lamp combined with a NIR source as a tungsten bulb) with an
emission spectra very similar to the standard AM1.5G spectrum. That source
illuminates the sample at the standard of 1 sun of irradiance (1000W/m2) and
a bias source forces the solar cell to move its voltage working point whereas
the resulting current is measured. The design of the simulator shown in fig.6.1
and the global setup is designed to fit the Standard Test Condicions (STC).
Figure 6.1: Current-Voltage measuring system setup diagram.
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From this measurements, different significant values can be obtained:
 The short circuit current Isc[mA] of the sample. This value corresponds
to the un-biased current (at V = 0[mV ]). Therefore, it is the maximum
possible current value that can be achieved in the solar cell. At this
point, however, the solar cell has no power output as the current would
correspond to a zero bias V. Notice that the short-circuit current is an
extensive value that depends on the surface. Thus, it is very common to
normalise it with the illuminated area in order to obtain the active area
short circuit current density Jsc[mA/cm2].
 The open circuit voltage Voc[mV ]. This working point corresponds to
a zero short circuit current density Jsc. Therefore, the output power
in this case is again zero. Its interest is that this point corresponds to
the maximum voltage that can be found between the two sides of the
depletion region in fig.2.12.
 An estimation of the shunt resistance. In section 2.5 the different currents
involving a solar cell from the P-N junction approach were shown. But
this approach was ideal as in the real world a part of the current does
not go through the depletion region but using alternative paths, such
as surface paths. This power losses can be modelled by using a shunt
resistance parallel to the diode model also shown in section 2.5. The
shunt resistance should be as big as possible in order to avoid secondary
currents. This new electric model is shown in fig.6.2a. An experimental
estimation of this shunt resistance correspond to the inverse of the slope
A/V = 1/R of the I − V curve at the Jsc point (that is, at zero bias).
 An estimation of the series resistance. Again, the equivalent diode model
for the electric behaviour of a solar cell shown in section 2.5 neglected
other effects in the real world. In this case, the intrinsic electric resistivity
of the materials can reduce the output power of the solar cell. In order to
model this, an equivalent series resistance can be included, as shown in
fig.6.2b. In this case, an experimental aproach corresponds to the inverse
of the slope A/V = 1/R of the I − V curve at the Voc (that is, near the
zero current point).
The characterisation of the I − V current, therefore, is an interesting (and
quick) way of comparing different solar cells from the final output power. It
allows to include in the modelling new parameters not previously considered in
the diode approximation (eq.2.7), leading to a complete structure as shown in
fig.6.2c, or to the intrinsic expression shown in eq.6.1. In this equation, as in
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(a) Including a shunt resist-
ance Rshunt
(b) Including a serie resist-
ance Rserie
(c) Including both a serie and
a shunt resistances
Figure 6.2: Corrected diode model for a solar cell.
section 2.5, the photocurrent sign convention will be changed in order to make
it positive as is usual in photovolaics convention.
I(V ) = IL − I0
[
e
q(V+IRs)
kBT − 1
]
− q V + IRs
Rshunt
(6.1)
Eq.6.1, as an implicit equation, it is difficult to solve, but it is a good model
for homojunction solar cells such those relevant to this study. This makes the
I − V curve a powerful method. However, in the study of a solar cell, the
I − V characterisation does not shed any light on the wavelength dependency
of the output power in the solar cell. In order to do this, as has already been
introduced in section 2.7, spectral response measurements have to be done.
The setup to do this characterisation is shown in fig.6.3.
This is a slightly more complex system: First, from a Xenon lamp white
light a single wavelength is chosen with a monochromator. The in-practice
monochromatic light is then modulated using a chopper1. Then, a beam splitter
50-50 is used in order to separate the exciting signal in two.
The first modulated monochromated light incide on a reference photodiode
whose spectral response EQEref is well known. This allows us to transform
the current response in the photodiode directly in electrons (and therefore in
incoming photons nph) by using the relation shown in eq.6.2
nph(λ)
s
=
Iref (λ)/q
EQEref (λ)
(6.2)
where Iref is the current collected in the reference photodiode and q is the
electron charge. The advantage of using the splitting system, is that it leads
to a quantitative characterisation of the exciting ligth, with an easy correction
for any fluctuation on the overall exciting source radiated power.
1The light modulation is extremely important not only because it allows to increase the
signal-to-noise ratio, but because it will allow to use a bias light during the measurements.
This bias light will correct the low shunt resistance issues that lead to uncorrect measurements
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Figure 6.3: External Quantum Efficiency measuring system setup diagram.
The second modulated monochromated light incides on the sample to char-
acterise. Analogously, a current I(λ) is measured and related with the incom-
ing photons nph(λ). This ratio between the incoming photons of a certain
wavelength and the output current is the spectral response of the solar cell
(eq.6.3). When measuring the spectral response at different wavelengths, a
characteristical curve is obtained and usually it is called the External Quantum
Efficiency (EQE).
EQE(λ) =
ne−(λ)/s
nph(λ)/s
=
I(λ)/q
nph(λ)
=
I(λ)
Irefλ
EQEref (λ) (6.3)
From the EQE it is possible to estimate the overall short circuit current
too. In order to do that, an weighted sum is done for each wavelength using as
weigthing factors the standard solar spectrum AMG1.5 in Wm−2s−1, as shown
in eq.6.4
JEQEsc = q
∫ λ2
λ1
λ
hc
EQE(λ)AMG1.5(λ)dλ (6.4)
Notice that the EQE sheds light on the current obtained from an incident
source of light. This already is a good reference to compare between solar
cells. However, sometimes the EQE measurement is normalised using reflectiv-
ity measurements, as shown in eq.6.5. This would lead to a comparison between
samples attending to the current obtained not for each incoming photon, but
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for each non-reflected photon. For 180µm thick solar cells, from wavelengths
between 300-1100nm this is almost equivalent to say for each absorbed photon2.
Therefore, the IQE and the spectral response are a good experimental estim-
ation of the collection probability of the absorbed photons, as introduced in
section 2.7.
IQE =
EQE
1−R (6.5)
The use of spectral response measurements (EQE and IQE) are powerful
tools for this thesis because, when compared, they shed light on the effect of
different front surface treatments on the same solar cell.
A final remark should be done related to the bias light that illuminates the
sample. Even if it is not necessary in most cases, in some others it allows to
reduce the shunt effect of a solar cell when it is important enough to lead to
fake results. In fact, when the solar cell has poor shunt resistances, a very small
variation in the bias can lead to important differences in the Jsc. To understand
this, it is useful to think on the approximation of the shunt resistance as the
slope near the Jsc point and to look to fig.6.4
Figure 6.4: Schematic of how short circuit current measuring error is increased
at low shunt resistance.
When the shunt resistance is too low, the slope of the I-V curve near zero
bias is big. This makes that a small error in the zero-bias position ±∆V leads
to big differences ±∆I in the current estimation. From the electronic and
hardware point of view, the bias light allows to control easier the zero bias
point it produces a background signal that enhances the noise-signal ratio.
2This is less exact for 950-1100nm as the absorption probability is reduced and the non-
reflected photons can be transmitted, but it is a good strategy
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6.2 First approaches
Before the preliminary solar cells were available to use as substrate, a first
approach has been done in order to estimate experimentally the behaviour of
Ag nanoparticles on a solar cell. In order to do that, the nanoparticles were
self-aggregated on glass. and two approaches are used:
 Measuring the Ag NPs directly on glass. This allows to measure not
only the reflectivity but also the transmission values. As the glass has
low absorption, also the parasitic losses on the NPs can be estimated.
However, the refractive index of the surrounding media will not be the
same as in the final device, and this results should be, at least, shifted,
as shown in fig.4.20.
 Comparing, through indirect measurements, the effect of Ag NPs on the
light absorption at the bulk of silicon substrates. Just to estimate or com-
pare different samples on Silicon not only from the reflectivity point of
view but also with an absorption trend. In order to do this, minority car-
rier lifetime measurements can be done as described in [1]. In brief, using
a high lifetime c-Si substrate and comparing the two limit photoexcita-
tion regimes it is possible to define an optical factor that is proportional
to the amount of light that has been absorbed into the substrate.
6.2.1 Optical measurements on glass
The first fabricated samples are intented to show the scattering properties of
an array of nanoparticles. Two samples made from 15nm and 25nm of Ag
precursor layer are annealed 1h at 300C. The resulting samples are studied
using a spectrophotomer and an integrating sphere and the total reflection,
the total transmission and the direct transmission are measured. From those,
the diffuse transmission is obtained as the difference between the total and the
direct transmission. The absorption is calculated as the complementary of total
reflection and total transmission up to 100%.
As the reference for reflection and transmission has been defined using a
bare glass substrate, the measured values do not need further corrections to take
into account the glass interference in the absorption, reflection or transmission.
Therefore, the results shown in fig.6.5 correspond to the nanoparticle array
effect.
In fig.6.5 different thicknesses of Ag precursor layer are studied using two
processing temperatures. At 180C the self-aggregation will not be produced
properly, at least at thicker precursor layers. At 300C, the self aggregation
should be produded in all studied thicknesses. From here is concluded that the
absorption within the nanoparticles is much increased when the nanoparticles
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(a) 6nm Ag precursor 1h at 300C (b) 6nm Ag precursor 2h at 180C
(c) 3nm Ag precursor 1h at 300C (d) 10nm Ag precursor 2h at 180C
(e) 25nm Ag precursor 1h at 300C (f) 15nm Ag precursor 2h at 180C
Figure 6.5: Optical behaviour of different Ag nanoparticle arrays on glass.
have not been defined and a quasi-continuous island-type dewetted structure
is obtained. The absorption losses are also narrower, more intense and blue-
shifted when particles are properly defined and smaller (as shown in section
4.4).This is consistent with the conclusions shown in [2] a similar approach has
been done on glass and the resonant wavelength is tuned using the shape of the
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particle and the dielectric constant of the embedding medium. In fact, related
to the latter, the real effect of the nanoparticle arrays when placed directly on
a SiN layer is expected to be shifted due to the higher effective refractive index
of the medium.
The smaller structures lead to a higher absorption and a lower scattering, as
predicted by Mie. This implies that the diffuse transmission and the reflectivity
will be smaller. However, bigger particles lead to more remarkable diffuse
transmissions and reflectivity increases.
There is a clear trend looking at fig.6.5: Reflectivity is largely increased
when the arrays of nanoparticles are included. At the one hand, this increase
in reflectivity will reduce the efficiency of a photovoltaic device as it reduces the
amount of light that reaches the photoactive region. At the other hand, even
if the diffuse transmission is not maximised, smaller particles seems a more
reasonable choice for applying on solar cells.
6.2.2 Optical measurements on silicon
When measuring the minority carrier lifetime of a wafer using contactless pho-
toconductance technigues[1], two limit illumination regimes are available:
 The Photoconductance Decay Method (PC). In this approach, a very
short illumination pulse is done, so the all photogenerated carriers N∆ph
are found at the beginning and therefore most of the data are measured
under a purely transient mode while the recombination is produced, so
the evolution is defined by:
dNph
dt
= −Nph
τeff
(6.6)
 The Quasi-Static Photoconductance Decay (QSPCD). In this case, the
decay of the illuminating source is much slower than the recombination
ratio of the photogenerated carriers Nph. This means that the photogen-
eration N∆ph can be considered constant during the recombination and
therefore the evolution is expressed as:
dNph
dt
= N∆ph − Nph
τeff
(6.7)
where the photogenerated carrier ratio N∆ph is defined in eq.6.8 from the
wafer thickness W , the electron charge q, the reference cell's short circuit
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current density Jrefsc at 1 sun (1000W/m
2), the light intensity evolution
LI(t) and a factor fopt.
N∆ph = LI(t)fopt
Jrefsc
qW
(6.8)
In traditional measurements, fopt values are tabulated depending on the
antireflection coating materials of the waver passivation. However, the optical
factor value is defined experimentally as the ratio of the photocurrent that
could be obtained in the ideal case where all the photogenerated carriers are
collected and contribute to the photocurrent, over the photocurrent that is
obtained in the reference diode. Thus, the optical factor is directly related
with the amount of light that is absorbed in the measured Si substrate and is
a meaningful parameter to study the effect of the scattering on the absorption
on silicon.
The optical factor fopt can easily be obtained by comparing the measure-
ments under the PCD regime (where the measurement is independent on the
initial generation) with the QSSPCD regime (where the optical factor will
change the fitting). As both measurements are done on the same wafer, both
measurements have to coincide. And the optical factor can be modified in each
measurement until this happens.
From this point of view, as the reference Si wafer is always the same, there
is a proof of consistency of the measurements: The minority carrier lifetime of
the reference wafer must be the same regardless of the glass sample (with or
without nanoparticles) placed on the top.
In order to make a general study of the optical factor that includes the de-
pendecy of the wavelength, some dichroic filters are used during measurements.
Its optical transmission properties are summarised in fig.6.6.
The schematic of the measured structure is shown in fig.6.7. In brief, the
glass suporting the array of nanoparticles is placed on the reference Si wafer.
A glycerol layer (with n = 1.5) is used as an index-matching layer: It removes
the air (n=1) between the glass(n=1.5) and the Si (n=3.4) and prevents from
the refractive index mismatch that increases the reflectivity
Notice that even if the nanoparticles are supported on a glass substrate and
not directly placed on the silicon wafer (or solar cell), in this thesis no benefits
from the near field consequences point of view would be expected, as the final
device has 180 µm. However, the scattering is measurable at long distances
and therefore the glass substrate would be a valid approximation (even more
by using an index matching liquid layer) to estimate the effect when those
arrays are placed on solar cells.
The optical factors resulting from these measurements are shown in table
6.1:
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Figure 6.6: Optical transmission of the dichroic filters used for studying the
wavelength dependency on the optical factor determination.
Figure 6.7: Structure used for estimating the relative scattering effect on the
light trapping in a solar cell using a reference Si wafer instead of a finished
solar cell.
Where the consistency proof of the measurements is shown as the indepen-
dency of the lifetime measurement in fig.6.8.
The main conclusion is that the nanoparticles do not enhance optically the
absorption of light within the underneath silicon wafer. Moreover, as expected,
the effect depends on the applied chromatic filter as the extinction properties
of the nanoparticles is wavelength dependent. In order to better understand
these results, the same strategy has also been done using a traditional solar cell
instead of a silicon wafer. However, in this case the reference system includes
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Ag precursor (nm) fopt fopt fopt fopt
Ag precursor (nm) No filter Blue Filter Green filter Red filter
0 1.2 0.9 0.95 0. 90
20 0.9 0.75 0.75 0.82
25 0.8 0.65 0.65 0.6
Table 6.1: Results for the fopt fitting.
Figure 6.8: Minority carrier lifetime results and consistency proof: The meas-
urement is the same regardless on the nanoparticle array and on the chromatic
filter used. Samples made on bare glass from 20 and 25nm of precursor Ag
layer annealed 1h at 300C using different dichroic filters.
electric contacts and this allows more accurate electrooptical measurements
such as the spectral response. In fig.6.9 the results are shown for the same
nanoparticle configuration that were used on a Si wafer. In fig.6.9, the P20 and
P25 legends mean a 20nm and a 25nm precursor layer, respectively.
The conclusion is that the glass reduces the absorption within the solar cell
(or the silicon wafer). As the glass is considered almost non absorbing, this is
mostly related for a higher reflectivity when the glass is included over the solar
cell. Moreover, the same behaviour for the chromatic filters shown in fig.6.6 is
clearly seen in fig.6.9a. For the rest of subfigures in fig.6.9, the trend is clear:
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(a) Effect of the substrate glass and chro-
matic filters on EQE measurements
(b) Measurements using blue filter and dif-
ferent Ag NPs distributions
(c) Measurements using green filter and dif-
ferent Ag NPs distributions
(d) Measurements using red filter and differ-
ent Ag NPs distributions
Figure 6.9: EQE measurements using different chromatic filters and different
plasmonic distributions on glass.
The thicker the precursor layer used to prepare the nanoparticles is, the less
performant is the resulting structure.
Because of the fact that the glass substrate used here does not include
any ITO or transparent conductive layer on the top, the SEM analysis was
unsuccesful. However, from section 5.2, the 20nm Ag precursor layer at 300C
was has already been done and with the differences that the substrate may
induce, there is a reference of the resulting size. Moreover, in the same section
has been concluded that the average size increases with the precursor layer
thickness and that the circularity is reduced at higher thicknesses for the same
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temperature. This means that the 25nm Ag precursor layer sample is expected
to have bigger particles and less circular.
Bigger particles are expected to have a higher scattering and lower intrinsic
absorption losses. This implies that the absorption within the nanoparticles
should be reduced and that there can be an increase in diffuse transmission,
diffuse reflectivity or both of them due to the scattering.
An interesting result is presented in fig.6.10, where the trends obtained for
the relative current variation using the photoconductance approach in minority
carrier lifetime measurements are quite similar to the trends obtained using real
electrooptic measurements on a solar cell.
Figure 6.10: Relative short circuit current enhancement due to different Ag
NP scatterers on a solar cell, estimated with an EQE measurement and with
a photoconductance method. The scatterer a is obtained from 20nm of Ag
precursor thickness and scatterer b from 25nm.
These results imply that the approach of fitting the optical factor fopt,
as a strategy for estimating the absorption changes due to the presence of
nanoparticles is not meaningless. The main advantage for this is that no solar
cell was needed for that.
However, these measurements ared not pretended for finding accurate re-
sults, because this approach has some limitations. First of all, the accuracy
of the absorption results is limited as they are not obtained in a direct way.
Moreover, there are some error sources that should not be forgotten:
 There is always a human error as the fitting of the optical factor value
depends mostly on a human desicion. Thus, the accuracy of the results
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is limited as the values may change slightly depending on that human
factor.
 The model that lead to the minority carrier lifetime measurement assumes
that the photogenerate carriers are distributed uniformely in the bulk
silicon. This is never fully accomplished as different wavelengths have
different absorption coefficients (see section 2.6), but it can be accepted
for not too energetic photons. Thus, the results using the blue dichroic
filter will be less accurate than the others.
 The photoconductivity measurements that are used to determine the life-
time of the substrate are based on the eddy currents that occur within
the substrate when this is illuminated. Thus, the presence of a metal-
lic particles, even if nanoparticles, may distort the measurements as its
conductivity is much higher than the substrate itself.
Thus, the results can only be taken as indicative. Anyway, as the overall
consequence seems to be a lower absorption in the solar cell, the trend is clear
and fits well with the rest of measurements and characterisation that will be
shown in this thesis.
6.3 Integration on solar cells
6.3.1 LIMA solar cell structure
One of the aims during the the european project LIMA was to develop an
IBC solar cell3. Therefore, different structures were fabricated in order to find
an optimal distribution. The whole details of the P-N junction pitches and
many other details this will not be discussed in this thesis as they are out of
its scope, but can be found elsewhere[3]. However, the details of the front
side4 are important to understand the properties of the nanoparticles. Fig.6.11
summarised those layouts.
As shown in fig.6.11, different front side structures are studied by the com-
bination of different layers:
 A passivating layer. In order to minimise surface recombination, a pas-
sivating layer is mandatory. Two possibilities are found:
 An antireflection coating made of SiN deposited by Plasma En-
chanced Chemical Vapour Deposition (PECVD). This corresponds
to the traditional commercial antireflection coating and is the basic
reference for the project.
3www.limaproject.eu
4The front side will be the side exposed to the incoming light.
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(a) Standard IBC solar cell (b) Standard IBC solar cell with NPs
(c) Quantum dots passivated solar cell (d) Lima solar cell with Quantum Dots and
NPs
Figure 6.11: Different layouts for the front face of the LIMA solar cells, with
reference structures.
 A SiOx layer. Usually, PECVD SiOx layers are not the best pas-
sivating choice. Thermal oxide is a better choice in this case, but it
needs a high temperature process.
 A Silicon Rich Oxide (SRO) layer[4]. This layer acts as an alternative
passivation for the SiN , because the high temperature process needed
to create the quantum dots improves the passivation properties of the
PECVD deposited interface and makes it closer to the thermal oxide.
 An additional SiOx layer. This is an optional layer and will only be used
in some cases (second LIMA run of solar cells, as shown in section 6.3.3).
 A layer made of Ag NPs. The complete LIMA structure includes an
additional layer with an array of metal nanoparticles. The aim is to find
the conditions that lead to an improvement in the light trapping at the
solar cell. In some cases, this array is going to be capped by an HSQ
layer.
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6.3.2 First results and measurements
The first results (fig.6.12) show that a local decrease in reflectivity for long
visible wavelengths can be obtained when an array of NPs is placed in the front
face of the solar cell. This contrasts with another local increase in reflectivity
at shorter wavelengths. Therefore, from the optical point of view, no clear
conclusion can be drawn.
Figure 6.12: First LIMA integrated device measurements, showing optical (Re-
flectivity) and electrooptical (EQE) values.
The wavelength dependency on the reflectivity change can be understood
from Mie theory. In fact, at short visible wavelengths individual resonances
(at least for the dipole mode) are expected. As explained in section 3.1, the
main difference between the Localised Surface Plasmons (LSP) and the Surface
Plasmon Polaritons (SPP) is that the LSP scatter light independently on the
exciting visible frequency. Therefore, even if the resonance condition is not
fullfiled, the scattering effect of the nanoparticles is present.
Moreover, the wavelength dependency on the scattering properties is not
only related with the intensity of the scattering (that is, to the proximity to a
resonance) as the trend changes from an increase to a decrease in reflectivity.
This can be explained mainly by several facts:
 As shown in section 4.1, the relative phase shift between the incident
and the scattered light is wavelength dependent. Therefore, in a complex
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layered system, even if it is not easy to predict the final effect, it is
perfectly reasonable to expect different responses at different excitation
wavelengths.
 As explained in sections 3.3.3 and 3.3.4, from the theoretical point of view,
the Mie solution assumes that many independent solutions contribute the
overall scattering solution. Each one corresponds to a different current
distribution (see fig.3.7) and each one has a different spatial distribution
of the scattered power.
 The main issue is that the power distribution in a complex system is
usually obtained by using numerical methods and most of the available
commercial software uses a far field approximation for this purpose. This
works fine for homogeneous media, but not for multilayered substrates.
 As remarked several times in this thesis, the presence of a substrate makes
the system anisotropic. Therefore, different responses can be found in
different directions.
In short, the different phase shift and the spatial distribution of the scattered
power and the multiple reflections that are expected in a multilayered system
lead to different effects on the reflection of the original reflectivity of the solar
cell, even going from an increase to a decrease in it.
In any case the final effect on the solar cell will not only be defined by the
reflectivity. That is why electrooptical characterisation has to be done. It is
by including these results that a different landscape is found.
The EQE results in fig.6.12are somehow in agreement with what has already
been published by Yang [5]. Yang found the same optical behaviour in reflectiv-
ity but he only reports an efficiency increase in terms of current. No spectral
response is, however, included in his publication. As shown in this thesis, the
spectral response is of great interest to fully understand the system.
In fact, the EQE it is seen that even if there is an enhancement in the spec-
tral response for long visible wavelengths, there is a very significative reduc-
tion in the efficiency at shorter wavelengths. When correcting the reflectivity
(eq.6.5)it is clearly seen that the enhancement is mainly due to the antire-
flection properties on the front surface due to the presence of the Ag NPs.
However, the loss at shorter wavelengths is not only related with an increase in
reflectivity, but mainly to a huge intrinsic loss in the nanoparticles. This loss
is found, at first sight, where the plasmonic resonance is expected to be.
The main conclusions at this point are summarised:
 The overall effect of the presence of the array of Ag NPs is a decrease in
the solar cell efficiency that is mainly related with a short circuit current
density (Jsc) loss.
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Figure 6.13: First LIMA integrated device measurements, showing the Internal
Quantum Efficiency (IQE) with and without nanoparticles.
 The scattering properties of the nanoparticles enhance the light trapping
by reducing the reflectivity while increasing the transmission within the
solar cell for long visible wavelengths. This is prooved by comparing EQE
and IQE measurements.
 The scattering due to the nanoparticles do not affect to the way the light
is effectively absorbed. As the solar cell is the same before and after the
integration of the NPs, its geometry remains constant and therefore the
absorption probability too (see section 2.6). This implies that, the IQE
will only be changed if the generation profile change (see section 2.7). In
fact, this would be the best strategy to improve the cell and to reduce its
thickness, but no evidence of this is found.
In order to improve these results, as the main limitation are the intrinsic
losses, different strategies are planned:
 Shifting the resonance towards higher energies (blue or Ultra Violet UV).
As the spectral response has to be weighted by the solar spectrum, the
intrinsic loss effect will be reduced by just shifting the resonance towards
a frequency where there is few incoming power from the sun. This will
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also shift the scattering resonance but, as seen in Fig.6.12, the main
enhancement in reflectivity is not seen near that resonance.
 Reducing the effect of the loss peak. Even if the intrinsic losses are
unavoidable as are directly related with the surface currents that lead to
the scattering itself, there is a possibility that should be studied. In fact,
as shown in section 3.4.4, the Fano resonance is a likely-to occur. In [6]
an analogous approach has been done for regular arrays of nanoparticles
with a spacer layer. The results shown there also point towards a coupling
effect dealing with Fano resonances.
However, from the optical point of view, the absorption enhancement
shown in [6] does not distinguish between the desired absorption in Sil-
icon and the parasitic absorption in the nanoparticles. This is a limiting
feature that has to be verified somehow. In this thesis, however, Quantum
Efficiency measurements are done to verify how much of the reduction in
reflectivity is effectively transmitted towards the Si substrate. In addi-
tion, this thesis deals with random distributions and this is an improve-
ment from [6] (even if a numerical simulation is therefore not feasible).
In order to shift the plasmonic resonance two possibilities are available,
taking Mie results in section 4.4 as a reference: Changing the particle size
and/or changing the surrounding media. The size is easy to change by reducing
the evaporated Ag precursor layer. Related with the surrounding media, it is
more difficult to change because of the fact that the nanoparticles have to be
integrated in a solar cell structure whose parameters are defined by the LIMA
research group.
Figure 6.14 summarises the main pros and cons of changing the nanoparticle
average size
In fact, by reducing the size of the nanoparticles the dipole will be the
only excitated mode and its resonance will be shifted towards higher energies
(smaller wavelengths). However, the overall intrinsic losses should be reduced
in higher particles, as the scattering efficiency (section 4.4.2) increases with
size. There are two opposite trends.
6.3.3 Integration within a Plasmonic Anti Reflection Coat-
ing (PARC)
In order to study the effect of the local environment as well as the effect of
substrate reflections on possible Fano interferences the spacing between the
Nanoparticles and the Silicon is modified by using different SiOx ARC thick-
nesses. Moreover, the NPs are going to be embedded within an additional
amount of SiOx. For this purpose, the HSQ approach developped in section
5.4 is followed, as well as the results from fig.5.16
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Figure 6.14: Nanoparticle size effect on a IBC solar cell when placed on the
front side.
As a design condition, the well-known optimal 100nm of SiOx ARC will
be kept constant. This means that the sum of the spacing between the silicon
substrate and the nanoparticles together with the thickness of the capping layer
will be kept constant to 100nm. Table 6.2 summarises the different configura-
tions studied, as well as fig.6.15
SiOx thickness (nm) HSQ thickness (nm)
10 90
35 65
70 30
100 0
Table 6.2: Different SiOx and HSQ studied thicknesses for embedded nano-
particles over a Si substrate
In order to study not only the effect of the relative position of the nan-
oparticles, but also the effect of the size, two quite different arrays of nano-
particles are studied, from two different precursor layers of 3nm and 10nm. In
both cases, a thermal self-aggregation is obtained at 300C during 1h.
168
6.3. INTEGRATION ON SOLAR CELLS
Figure 6.15: Embedding Nanoparticles strategy to modify the relative position
between the nanoparticles and the substrate while keeping a global 100nm
ARC.
From the image analysis, the equivalent diameter for the arrays obtained
under those fabrication conditions and assuming a normal distribution is of
D3nmeq = 14nm and D
10nm
eq = 55nm.
The use of HSQ was presented in section 5.4 as a way to prevent the NPs
degradation due to exposure to atmosphere. However, in this case there is
another motivation for including a capping layer: As shown in fig.6.12, there
is an optical loss related with the local increase in reflectivity. The use of a
capping layer will help to a better light trapping because of the refractive index
mismatch that produces a second interface of decreasing index. Therefore, the
backscattered light will be reduced in global terms. At the same time, as
any antireflection coating (ARC), the transmission of light through the silicon
substrate is enhanced with a smoother refractive index evolution.
In fig.6.16 some interesting facts should be remarked. From the optical point
of view, the reflectivity does change very significantly when the nanoparticles
are on the substrate, and again once the HSQ covering layer is applied. In order
to better compare the evolution, in fig.6.16 and 6.17 the reflectivity for the
optimum 100nm SiOx ARC is included, as well as the intermediate thicknesses
shown in table 6.2.
As expected, as the SiOx thickness of the inicial ARC (under the NPs)
increases, the reflectivity is reduced and the minimum is redshifted. This is
consistent too with the results that would be obtained with the Fresnel coef-
ficients both in shape and in value. Therefore, the measurements seem to be
consistent. Even if the oven step has still not been applied to the evaporated
Ag layer, there is an experimental evidence of a resonant-like behaviour similar
to what would be obtained expected after the self-aggregation process. This
confirms that the self-aggregation is produced before than expected. The main
two explanations for this will be:
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(a) 0nm SiOx, 100nm HSQ (b) 10nm SiOx, 90nm HSQ
(c) 30nm SiOx, 70nm HSQ (d) 50nm SiOx, 50nm HSQ
(e) 70nm SiOx, 30nm HSQ (f) 100nm SiOx, 0nm HSQ
Figure 6.16: Specular reflectivity at normal incidence for different plasmonic
antireflection coatings made from 3nm Ag annealed 1h at 200C (+1h 200C for
HSQ).
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 That there is a critical thickness (eq.5.9) for that structure that has been
reached, leading to a natural self-aggregation. This would be typical
on real epitaxial growth between two different crystal lattices, whereas
the PECVD deposited SiOx is rather amorphous. Nevertheless, there is
always a crystallinity degree that should be studied in future works to
check this hypothesis.
 That the substrate temperature is increased during the evaporation pro-
cess. In fact, as explained in section 5.3, there is not a real control on the
substrate temperature and it is likely that the evaporated material, once
condensed on the substrate, releases its energy leading to an increase of
temperature. This would have the same effect that the latter annealing
depending on the reached temperatures.
Even if the optical measurements point towards a self-aggregation during
evaporation, the latter thermal process modifies the resulting array of nano-
particles. In fact, the resonance peak is redshifted just like if the resulting
nanoparticles become bigger. Moreover, the peak is better defined in most
cases and this is consistent with the fact that higher temperatures lead to more
circular, bigger and independent particles, as shown in section 5.2.
From the SiOx thickness effect point of view, there is a very interesting
experimental result: When the nanoparticles are placed directly on Si, the
resonance peak corresponds to an increase in reflectivity. However, when the
nanoparticles become more distant to the Silicon the resonance is presented
as a valley in reflectivity. Moreover, this trend is even more pronounced as
the distance between the nanoparticles and the Silicon is increased. As the
nanoparticles have the same size and are obtained under the same conditions,
the resulting distribution will be analogous. Therefore, this effect has to be
related with optical interferences.
In [7] a study is done to relate different resulting electromagnetic field pro-
files at different relative positions from the substrate and how the presence of
nodes and antinodes can change the intensity of the extinction of light within
the nanoparticle. The studied case deals with a back reflector for a thin film
solar cell. However, this conclusions can be extrapolated to the case of a nan-
oparticle embedded within an Anti Reflection Coating.
Moreover, in [7] only the profile corresponding to the resulting reflections
of an incident plane wave on the solar cell, whereas the radiated field by the
nanoparticle is not included. Therefore, the experimental comparison with the
simulations is not trivial even if the position of the nodes and anti-nodes fits
quite well.
In this thesis, the Green Function approach takes into account the reflected
field by the different layers in the substrate structure (see fig.4.4), as well as
the radiated field by surrounding particles.
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In all cases, as expected, the addition of an HSQ capping layer reduces the
reflectivity. The reasons, as has already been explained, are related with the
matching between refractive indexes and to the reduction of the backscattered
light.
When studying fig.6.17 (bigger particles) some of the same trends that for
fig.6.16 are found, such as those related with the initial self-aggregation after
the evaporator. In this case, however, the differences between before and after
the oven step are more remarkable. This is related with the fact that thicker
Ag precursor layers are poorly self-aggregated at low temperatures, as shown in
section 5.2, and then the uncontrolled substrate temperature is not so critical.
Also, the changes in reflectivity at increasing distance to the Silicon are still
found. In this case the trend is not to clear bechause the reflectivity maxima
changes its intensity, but there is the same trend for the minimum reflectivity
as for the smaller nanoparticles.
However, in this case, the HSQ does not always enhance the reflectivity.
In fact, in this case the nanoparticles are big enough so that they are not
completely embedded in the ARC matrix when the SiOx thickness underneath
is beyond 50nm.
All these are the general trends found experimentally that point towards a
position dependent optical behaviour of the nanoparticles and to the experi-
mental proove that the interferences with the substrate is the main factor that
define that trend. However, this qualitive experiment will need further under-
standing for a quantitative conclusion. This will be done in section 6.4, when
comparing the semianalytical modelling with experimental results.
For now, the main interest is to define which are the best configuration as
ARC. Nevertheless, in fig.6.16 and 6.17 there are many curves and it is difficult
to compare which would be the best configuration from an ARC point of view.
In order to do that, and thinking on the final solar cell application, an effective
average reflectivity Rav can be defined for any wavelength range in the same
way that the EQE can estimate the Jsc: Weighting each wavelength with the
solar spectrum AMG1.5. This approach leads to the definition shown in eq.6.9
Rav =
∫ λN
λ0
R(λ)λAMG1.5(λ)dλ∫ λN
λ0
λAMG1.5(λ)dλ
(6.9)
Notice that with this definition of Rav, an easier comparison for the different
configurations of the ARC is possible. In fact, assuming an ideal solar cell with
a perfect spectral response (IQE(λ) = 1 for any λ), eq.6.10 is fulfilled:
Jsc = J
max
sc (1−Rav) (6.10)
172
6.3. INTEGRATION ON SOLAR CELLS
(a) 0nm SiOx, 100nm HSQ (b) 10nm SiOx, 90nm HSQ
(c) 30nm SiOx, 70nm HSQ (d) 50nm SiOx, 50nm HSQ
(e) 70nm SiOx, 30nm HSQ (f) 100nm SiOx, 0nm HSQ
Figure 6.17: Specular reflectivity at normal incidence for different plasmonic
antireflection coatings made from 10nm Ag annealed 1h at 300C (+1h 300C
for HSQ).
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with:
Jmaxsc =
q
hc
∫ λN
λ0
λAMG1.5(λ)dλ (6.11)
This approach defines a simple optical parameter that allows to compare
easily different ARC in terms of potential short circuit current densities Jsc
(just like what has been done in section 6.2.2 with the optical factor fopt).
From this point of view, the influence of the relative position of the Ag NPs
related to the Si substrate is found to be of particular interest, as shown in
fig.6.18.
Fig.6.18 shows how it is possible to reduce the reflectivity not only by
changing the nanoparticle array but also by changing the substrate structure.
For better comparison, the bare Si averaged reflectivity as well as the optimal
100nm SiOx reflectivity are found. Some of the configurations lead to better
antireflection properties than the reference.
Results shown in fig.6.18 agree with S.Pillai et al[8], where an improvement
is found when the nanoparticles are not placed direclty on the top of the si-
licon substrate, but with a small spacer. The main difference between [8] and
this results is that fig.6.18 does not take into account any electric aspect and
that the loss mechanisms found in section 6.3.2 cannot be seen with optical
measurements with an absorbing substrate as Silicon. Therefore, the antire-
flection properties may be related with higher absorptions, just like was found
in section 6.3.2.
The second run of LIMA solar cells has been prepared so that different
configurations for the front face are available, as explained in section 6.3.1.
Thus, different thicknesses of the SiOx layer on the top of the SRO layer
(see fig.6.11c) have been designed in order to have different relative positions
between the nanoparticles and the silicon substrate. Those configurations are
summarised in table 6.3.
SiOx thickness (nm) HSQ thickness (nm)
0 30
10 30
20 30
55 30
Table 6.3: Different SiOx and HSQ studied thicknesses for embedded nano-
particles in an integrated LIMA solar cell.
Again, the I-V measurements have shown that there is a reduction in short
circuit current density Jsc. To have an overall characterisation, spectral re-
sponse measurements are done, as shown in fig.6.19
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(a) NPs from 3nm Ag 1h 300C
(b) NPs from 10nm Ag 1h 300C
Figure 6.18: Evolution of the averaged reflectivity Rav for different configur-
ations of the Plasmonic ARC and the comparison with the bare Si and the
tradicional 100nm SiOx ARC.
There is a possibility that should be verified: Are the differences shown in
fig.6.19 related only with a different electric field intensity at that point? In
other words, as there is an ARC, multiple reflections lead to a electric field
profile in depth for different wavelengths with constructive and destructive
interferences. For that reason, the differences between relative positions may
be related not to a Fano interference itself, but to a different intensity on the
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(a) Internal Quantum Efficiency measure-
ment
(b) Reflectivity measurement
Figure 6.19: Differences in intrinsic losses at different relative position nano-
particle - Si substrate.
excitation. From this point of view, the phase difference in a few nanometers
will not be relevant enough to justify such changes in fig.6.19
Even with the reduction of the loss peak, the overall efficiency is still re-
duced. The main reason for that is that the lower loss peak configuration
corresponds to the worst antireflection coating.
6.3.4 Integration at the back
Once the limitations on the front face of the solar cell have been verified, an
alternative is considered: Trying the nanoparticles on the back side of the solar
cell.
In this case, most of the wavelengths will be absorbed in the silicon substrate
before reaching the back side and only the longer wavelengths will interact
with the nanoparticles and scattered. This way, the absorption losses found
at shorter wavelengths would be avoided and only the photons that do not
interact with the solar cell will be backscattered and absorbed. Therefore, from
the theoretical point of view the parasitic losses do not affect the efficiency of
the cell and only the scattering should be present.
In order to assure a good scattering efficiency, and now that the reflectivity
of the nanoparticles has to be maximised, bigger sizes seem to be the most
suitable. However, as they have to be integrated in IBC solar cells, there is
a limit in practice: The particles must not shunt the contacts and therefore
the initial continuous Ag layer has to be properly self-aggregated during the
thermal annealing.
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Fig.6.20 summarises the pros and cons of choosing big and small particles to
be integrated on the back side of the solar cells. In brief, smaller particles are
less likely to produce a shunting in the solar cell and allow the use of the dipole
approximation for the Green function. However, bigger particles the scattering
is bigger than the absorption and the absorption losses at short wavelengths
are avoided in Si substrates. A current increase has been estimated using the
Figure 6.20: Nanoparticle size effect on a IBC solar cell when placed on the
back side.
quantum efficiency of the cell and optical measurements of reflectivity and
transmission, as shown in eq.6.12
∆Jsc =
q
hc
∫ 1100
300
IQE(λ)∆A(λ)λAMG1.5(λ)dλ (6.12)
Where, as usual, q is the electron charge, h is the Planck constant, c is the
light speed, IQE(λ) is the internal quantum efficiency of the reference solar
cell, AMG1.5(λ) is the standar solar irradiance spectrum and ∆A(λ) is the
increase in the global percentage of absorbed photons due to the addition of
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the silver nanoparticles. The latter can be estimated using reflectivity (R) and
transmission (T) measurements from the integrated cell and the reference cell:
∆A(λ) = ANPs(λ)−Aref (λ) =
= [100−RNPs(λ)− TNPs(λ)]− [100−RRef (λ)− TRef (λ)] =
= RRef (λ)−RNPs(λ) + [TRef (λ)− TNPs(λ)]
(6.13)
Using eq.6.12 it is possible to estimate the improvement limit due to a back
reflector. To do that, different continuous Ag layers are evaporated on the back
side of solar cells and optical measurements are done.
Figure 6.21: Absorption increase estimation on a solar cell due to the increase
of the internal reflectivity related with a continuous Ag layer acting as back
reflector.
The results in fig.6.21 only proove conceptually that there is a possible
enhancement in non fully integrated LIMA solar cells that can be obtained
by increasing the short circuit current by improving the light trapping of the
visible long wavelengths from the back side of a solar cell. In fact, using eq.6.13
the the specular back reflector can produce a ∆Jsc = 0.44mA/cm2. This value
has to be understood as a optical limit, as no electric considerations are taken
into account. Moreover, a plasmonic back reflector is different from a continous
back reflector, so the final enhancement will be different.
In any case, this preliminary results are quite encouraging to deposit the
nanoparticles on the back. This has been done with the third run of solar cells
from LIMA project.
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All the EQE measurements that have been done show that the lossy peak
from previous trials at the front (fig.6.12) has been avoided, as expected, be-
cause those wavelengths are completely absorbed before reaching the nano-
particles. However, the overall efficiency has been reduced much more than
before.
When measuring the I-V curves, a huge shunting effect is found. This
shunting is in most cases even too important so that the bias light during the
EQE measurements can correct it.
The first thought is to relate this shunting with the metallic layer that
shunts the interdigitated contacts in the IBC structure. However, there are
several reasons to think that this may not be the main reason:
 During the optimization process itself of the strating solar cell, in order
to increase the shunt resistance in the IBC structure, the interdigitated
contacts are fabricated at two different levels. Therefore, it is even more
complicated to have a shunting path between contacts.
 It has been verified by SEM images that the self-aggregation is produced
correctly, that is, that Ag seems to have dewetted everywhere on the
surface, even in the transition walls between P and N contacts.
Figure 6.22: SEM image of a P-N junction in the back side of the IBC solar
cell, showing the two level structure that avoids shunting issues as well as in-
dependent self-aggregated nanoparticles that difficult any shunting metal path
from a continous precursor layer.
Moreover, whereas the shunting effect does not follow a clear trend for
increasing deposited thickness. In fact, up to 45 nm have been used as precursor
layer before complete shunting of the solar cell5 and the shunting has been
5For a given temperature and a given anneling time there is a maximum Ag precursor
thickness that can be self-aggregated correctly.
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better avoided on some samples with thicker precursor layers that for lower
ones. In every case, the annealing has been done for 1h at 300C.
To split the optical effect from the electronic effect, new optical measure-
ments are done with nanoparticles on silicon and on glass. In this case, not
only a self-aggregated back reflector is used (instead of the continuous layer
in fig.6.21). Another difference is that an angular dependency of the scattered
light is measured. In order to do this, the setup shown in fig.6.23 is used.
Briefly, a goniometer changes the angle of the measured scattered light while
a constant incident laser beam at normal incidence reaches the surface. At
90deg, no signal should be measured but the angular resolution makes some
signal to be integrated during the measurement.
Figure 6.23: Diffuse reflection and transmission measuring system setup dia-
gram.
From results shown in fig.6.24 it can be seen the different effect of an array
of NPs on the front and on the back side. The array has been done using 25nm
of Ag precursor layer that has been heated up 1h at 300C.
When using a glass substrate with negligeable absorption, the reflection and
transmission curves are mainly symmetric for any wavelength and regardless
of the relative positon of the nanoparticles (front or back side). The small dif-
ferences in the absolute values are due to the different reflectivities at different
wavelengths.
When a silicon substrate is used, at visible wavelengths there is an signi-
ficant difference between the front side configuration and the back side: When
placed at the back, the reflectivity is the same than for the reference bare silicon
substrate as most of photons are absorbed before reaching the nanoparticles.
It is remarcable that the laser is powerful enough to that a small part of the
photons are transmitted at direct transmission. When placed at the front,
however, the big particles arising from such a thick precursor layer lead to an
important light backscattering.
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At near infrared wavelengths, the silicon substrate is almost transparent as
in the case of the glass substrate. However, the difference between the front side
and the back side configuration is interesting: At the front side, the reflectivity
is increased, as in the case of visible wavelength. There is a symmetric beha-
viour for the transmission for all the non-absorbed photons. When the back
side configuration is used, the transmission is mainly the same but the symmet-
ric behaviour for the reflection leads to smaller values. This points towards an
increase in the absorption within the Si substrate, as an absoption loss would
be also seen by comparing with the front side configuration. Again, Pillai et
al [8] show that the nanoparticle behaviour of nanoparticles is optimised when
placed at the back side directly on the silicon surface.
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(a) Glass at 532nm (b) Silicon at 532nm
(c) Glass at 1065nm (d) Silicon at 1065nm
Figure 6.24: Angular power distribution for absorbing and non absorbing sub-
strates with nanoparticles, at different wavelengths. Front means that the
scatterer is between the exciting source and the substrate, whereas back means
that the substrate is in between.
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6.4 Simulation results and analysis of Green Func-
tion approach
To study the accuracy of the Green function based model, a random nano-
particle distribution is simulated on a 180µm c-Si substrate with a 100nm
SiO2 ARC. Two different cases are simulated: A first one assuming that the
nanoparticles are sphericals and a second one assuming that the nanoparticles
are truncated spheres whose truncation angle lays randomly between 30 and
90 degrees. The results are shown in fig.6.25
A first sight on fig. 6.25 shows a good agreement with the experimental
results found for the spectral response measurements (EQE) on solar cells as
there is an important loss peak an shorter wavelengths where the resonant
behaviour of the extinction is expected from Mie and that leads to a reduction
in the amount of light transmitted towards the silicon.
By comparing the truncated sphere simulation with the sphere simulation,
there are different conclusions: Looking at the transmission peak, the truncated
sphere simulation seems closer to the experimental values because the trans-
mission loss is not as intense as the simulated results for spherical particles.
However, looking at the reflexion maxima in the same frequency range, it is
the spherical particles that lead to a more accurate result.
As explained in section 4.2.2, the best way of having a realistic array of nano-
particles is by taking SEM images from real self-aggregated samples. Therefore,
the results shown in fig.6.25 are done using a real sample whose reflectivity has
been measured. This allows us not only to compare a general trend but also
specific measurements, as shown in fig. 6.26
When comparing the measured and the simulated reflectivities, the accuracy
of the model seems poor: Even if there is a good agreement in the general trend
the calculated values are not accurate. This means that one of the assumptions
that have been done in the model is not realistic and that some more studies
should be done for a better understanding of the differences between simulated
and measured data.
In Fig.6.27 it is possible to see that even if the particles are not perfectly
spherical from above, this approach seems reasonable. Indeed, making statistics
from different SEM images with a total of 1964 analysed NPs, it is found that
the average circularity (Fig.6.27c) is of 0.906 ± 0.001. Moreover, the average
size of the nanoparticles (Fig.6.27d) is of R = 9.8 ± 0.1nm, small enough to
be able to be considered as a dipole using Mie solution (see section 4.4.1) and
even under the quasi-static approximation (QSA). Notice that even from the
refractive index point of view in that section it has also been shown that when
using a SiOx antireflection coating the dipole should be the predominating
excited mode in the nanoparticle.
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(a) Sphere array of Rav = 10nm
(b) Truncated sphere array of Rav = 10nm
Figure 6.25: Optical values for Ag arrays of NPs calculated using Green func-
tions assuming that each nanoparticles behave like dipole. The substrate is a
180µm c-Si covered by 100nm of SiO2. (a) Corresponds to a spherical particle
polarisability and (b) corresponds to a truncated sphere polarisability calcu-
lated assuming a randomly distributed truncation angle between 30 and 90
degrees.
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Figure 6.26: Reflectivity comparison for Ag arrays of NPs at different cases:
calculated assuming spherical particles, calculated assuming truncated spheres,
calculated using the Fresnell coefficients assuming no nanoparticles, and exper-
imental measurement with real nanoparticles. The substrate is a 180µm c-Si
covered by 100nm of SiO2.
The Green Functions used for this simulations have already been tested
in and verified in [9]. Thus, there are different possible reasons for the dis-
crepancies between experimental and modelled results. Further experimental
validation and studies for the Green model is not easy as transmission meas-
urements are not feasible on a 180µm c-Si substrate in the visible range and
only reflection measurements can be done.
A simple way of having more information from the samples is to make
reflectivity measurements at different angles. Polarised light will be used for
those measurements. This will shed some more light on the optical behaviour
of the nanoparticles that can be useful to better define the assumptions for a
more accurate analytical model.
Several arrays of nanoparticles are prepared of different sizes and differ-
ent ARC thicknesses are used to study the effect of the distance between the
nanoparticles and the high index c-Si. The setup that has been used for the
measurements6 is schematised in fig.6.28
The measurement is done using a FTIR as the main signal treatment equip-
ment and a Si diode (able to measure from 400 to 1000 nm) is used as sensor.
An additional Xe-lamp has been included in order to have a higher power at
6The author thanks Dr.Stéphane Collin and the Laboratoire of Photonique et Nanostruc-
ture (CNRS-LPN) for allowing to use their setup.
185
(a) SEM image for simulated array (b) Treated SEM image for NP recognition
(c) Circularity of the NPs (d) Diameter distribution
Figure 6.27: Characterisation of the real array of nanoparticles whose data
have been used as input data in the Green function model simulation.
visible wavelengths, increasing the input power and reducing the noise-to-signal
ratio.
A complex mirror system defines the path followed by the light to reach
the sample. The alignment of the setup is done periodically using a HeNe laser
source. A diaphragm and a polariser are also included. The sample is placed in
a holder conected to three michrometers and two goniometers. With all those
the sample is correctly placed in the rotation axis so that the direct transmission
and the specular reflections are correctly aligned with the incoming light beam
too. At normal incidence, the light spot has 1.7mm.
During the measurements, a motion driver moves one of the goniometers
in order to change the sample orientation. This makes the beam's angle of
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Figure 6.28: Angular dependent optical testing bench setup diagram.
incidence to change in ∆θ. At the same time, another mirror setup moves
accordingly 2∆θ to send the reflected light towards the Si diode sensor. All the
process is controlled with ad-hoc software.
Some remarks have to be done on the results obtained with this setup.
 The measurements have been done from 3.5 to 65 degrees each 1.5degree
and using a wavelength resolution better than 1nm. They have already
been normalised so that they can be considered not only as qualitative
but also quantitative results. Notice too that at 5deg, close to the normal
incidence where there is no difference between TE and TM polarisation,
the measurements lead to the same values. This is a consistency proof
for the measurements.
 The results have been substracted from the reflectivity of the original
antireflection coating without any nanoparticle array on them. This is the
same strategy that is used in numerical calculations in order to quantify
the scattering of a nanostructure when a substrate is present7. This
implies that the following contourplots show the scattering properties of
the nanoparticle arrays.
 This strategy leads to both positive and negative values: The positive
mean an increase in the scattering and the negative ones mean a decrease
in the scattering. Because of the fact that the measurements corres-
pond to specular reflectivity, negative values can be related with higher
7Some comments have been done on the difficulty of making a direct calculations of the
Radar Cross Section (RCS) when there is a substrate in section 4.3.2.
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transmissions or with higher absorptions within the nanoparticles. In
principle, as shown in section 6.3, at long visible wavelengths the optical
properties of the nanoparticles lead to an increase in the transmission
towards the silicon. That has been verified experimentally in fig.6.12.
Thus, there are some evidences for assuming higher transmission values,
even if additional studies would be necessary to confirm this.
 When using a TE polarisation, as explained in section 3.5, the electric
field is kept constant at any angle of incident as it is always paralel to the
substrate whereas the magnetic field is angle dependent. The opposite is
found when using a TM polarisation.
In fig.6.29, fig.6.29 and fig.6.30 some interesting facts can be verified. First
of all, that the electric modes must be the main contributions to the scattering:
Looking at fig.3.15, when using a TE polarised the scattering properties of the
nanoparticle arrays are mainly the same, so almost no influence of the magnetic
field is present. This has been verified (case a) in the graphs) at different sizes
(whose size distribution is shown in fig.6.32).
A different behaviour is found when TM polarisation is used (case b)) as
there is a clear trend in the reflectivity change, where the reached minima
value is increased and blueshifted. This is consistent with the trends obtained
for truncated spheres in section 4.3.2. Again, the angle dependente behaviour
is the same for all studied sizes: At increasing incident angles, the vertical
polarisability becomes more important in relative terms than the horizontal
polarisability. Moreover, the polarisability values are in general smaller for
the vertical component. Thus, the bigger the incident angle is, the lower the
extinction effect of the nanoparticle will be. Moreover, the vertical polarisabil-
ity remains almost constant with truncation angles whereas the second one is
considerably redshifted with increasing truncation angles. Therefore, for any
fixed truncation angle, increasing incident angles will produce a blueshift as
the relative contribution of the vertical component will increase.
The main differences between the different sizes of the nanoparticles can be
summarised in two conclusions:
 First, as expected from Mie, there is a redshift of the resonances at in-
creasing sizes. Thus, the minima are redshifted from around 580nm for
the smaller sizes in fig.6.32, to 700nm for the bigger ones. The effect of
different truncation angles can also contribute to this redshift.
 The blueshift at increasing angles is also increased at bigger particles.
Again, this can be due to different truncation angles in the sample but
in any case the effect of the vertical component in bigger particles will be
more important as its absolute polarisabiliy value will be always bigger
than for smaller sizes.
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6.4. SIMULATION RESULTS AND ANALYSIS OF GREEN FUNCTION
APPROACH
When the ARC coating thickness is increased, a different optical behaviour
is found for the particles. The arrays of nanoparticles are mainly the same that
shown in fig.6.32 as they have been obtained in the same conditions. Therefore,
the difference must be related with the substrate reflection effect.
The Green function model has been used to estimate the same results than
fig.6.29 and fig.6.33. With the choice of the smaller particles, the dipole ap-
proach will be more realistic. The results are shown in fig.6.36
The simulation results do not fit the experimental results at all. But still
they are interesting: For 30nm of ARC, the TE polarisation is almost angle
independent, as it has been experimentally found. When the thickness of the
ARC increase, there appear an angle dependency. Moreover, even if the max-
ima and the minima that are found in fig.6.29 and fig.6.33 are not clearly seen,
the relative shift in intensity of the values follow the same trend.
This suggests that the difference between the simulated results and the ex-
perimental ones is not related with incorrect assumptions, but indeed because
there are some effects that are not included. In particular, the Fano resonances
has already been reported to appear in plasmonic systems and that both sur-
rounding particles[10, 11] or the substrate itself[12, 13] can induce those kind
of interference. The most representative of this phenomena, as explained in
section 3.4.4 is an analytical asymmetric correcting lineshape (eq.3.4.4) that
typically includes an asymmetric maxima and minima (fig.3.12).
Recent analytical studies dealing with spherical small particles have sugges-
ted the existence of a different Fano resonance: an asymmetric lineshape for the
intensity of light with a given polarization scattered along a given direction that
has been named directional Fano resonance[14]. In this thesis no directional
considerations have been included from the analytical point of view, but this
would be a very interesting continuation and development in a future work.
Therefore, the Fano resonance as the main difference between the simulated
and the measured results is a reasonable hypothesis that should be verified y
future studies. However, there are other facts and alternatives that should be
studied:
 As explained in section 3.4.4, the b parameter in eq.3.71 can modify
the intensity of the Fano resonance. That parameter increases with the
intrinsic ohmic losses and thus for small (and lossy) particles the Fano
inteference can be almost negligible.
 It has been reported that when metal (Ag) nanoparticles are placed near
high index subrates such as Si the resonances are splitted in two types:
At short wavelengths, the resonances localised at the top of the particle,
while at longer wavelengths they are localised at the Ag/substrate inter-
face[15]. This would fit with the experimental behaviour shown in fig.6.12
and should be studied carefully. In fact, using a SiO2 (dielectric) spacer,
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the authors attribute the unexpected resonances to Surface Plasmon Po-
laritons (SPP) and to geometrical resonances. This would imply that
the considerations showed in section 3.4.2 are valid and that SPP can be
considered in some cases within nanoparticles.
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6.4. SIMULATION RESULTS AND ANALYSIS OF GREEN FUNCTION
APPROACH
(a) TE ligth polarisation
(b) TM ligth polarisation
Figure 6.29: Contour map for the angular dependency on the specular reflectiv-
ity for an array of Ag nanoparticles from 3nm of precursor layer on a 30nm
SiOx ARC and Silicon. The measurement is done using TE (a) and TM (b)
polarisation. Different slices are done at constant angles and at different con-
stant wavelengths. The angular resolution of the contour is of 1.5 degrees x 1
nm 191
(a) TE ligth polarisation
(b) TM ligth polarisation
Figure 6.30: Contour map for the angular dependency on the specular reflectiv-
ity for an array of Ag nanoparticles from 5nm of precursor layer on a 30nm
SiOx ARC and Silicon. The measurement is done using TE (a) and TM (b)
polarisation. Different slices are done at constant angles and at different con-
stant wavelengths. The angular resolution of the contour is of 1.5 degrees x 1
nm 192
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(a) TE ligth polarisation
(b) TM ligth polarisation
Figure 6.31: Contour map for the angular dependency on the specular reflectiv-
ity for an array of Ag nanoparticles from 7nm of precursor layer on a 30nm
SiOx ARC and Silicon. The measurement is done using TE (a) and TM (b)
polarisation. Different slices are done at constant angles and at different con-
stant wavelengths. The angular resolution of the contour is of 1.5 degrees x 1
nm 193
Figure 6.32: Size distribution of the resulting array of NPs from different Ag
precursor thicknesses on a 65nm SiOx ARC on Si. The distributions are in
arbitrary units, so only the shape and not the absolute values can be compared.
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(a) TE ligth polarisation
(b) TM ligth polarisation
Figure 6.33: Contour map for the angular dependency on the specular reflectiv-
ity for an array of Ag nanoparticles from 3nm of precursor layer on a 100nm
SiOx ARC and Silicon. The measurement is done using TE (a) and TM (b)
polarisation. Different slices are done at constant angles and at different con-
stant wavelengths. The angular resolution of the contour is of 1.5 degrees x 1
nm 195
(a) TE ligth polarisation
(b) TM ligth polarisation
Figure 6.34: Contour map for the angular dependency on the specular reflectiv-
ity for an array of Ag nanoparticles from 5nm of precursor layer on a 100nm
SiOx ARC and Silicon. The measurement is done using TE (a) and TM (b)
polarisation. Different slices are done at constant angles and at different con-
stant wavelengths. The angular resolution of the contour is of 1.5 degrees x 1
nm 196
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(a) TE ligth polarisation
(b) TM ligth polarisation
Figure 6.35: Contour map for the angular dependency on the specular reflectiv-
ity for an array of Ag nanoparticles from 7nm of precursor layer on a 100nm
SiOx ARC and Silicon. The measurement is done using TE (a) and TM (b)
polarisation. Different slices are done at constant angles and at different con-
stant wavelengths. The angular resolution of the contour is of 1.5 degrees x 1
nm 197
(a) TE polarisation at 30nm ARC (b) TM polarisation at 30nm ARC
(c) TE polarisation at 100nm ARC (d) TM polarisation at 100nm ARC
Figure 6.36: Simulated difference on specular reflectivity at different incident
angles with the reference substrate with ARC.
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Chapter 7
General conclusions and future
work
From theory and fundamentals in chapters 2 and 3
A short review has been done to understand the behaviour of a homojunction
solar cell, as well as the different currents involved and how the absorption
properties and the colection probability in a c-Si solar cell are wavelength de-
pendent. This means that the enhancement due to the presence of nanoparticles
has to be tuned accordingly with the solar cell behaviour.
From the study of the dispersion diagram in a LSP, it has been shown how
a nanoparticle will interact with light at any visible wavelength and incident
angle. From that interaction, different simultaneous excitation orders are ex-
pected from Mie. Usually there is a predominating excitation order that will
be defined at each wavelenght, size, material and surrounding media.
The Mie approach is a very useful and well-known strategy to solve the
scattering and extincion of single spherical nanoparticles in homogeneous me-
dia. However, the validity of this solution is limited because none of the initial
assumptions is fulfilled in the scope of this thesis: Non-spherical particles in
arrays on a multilayered substrate. Nevertheless, the general trends are still
valid.
One of the deviations from Mie is the excitation with sources different from
a plane wave, such as those induced by surrounding nanoparticles. From there,
the Fano interferences are expected to appear, as well as from the substrate
effect. This phenomena, when applied to a non-conservative system such as
a scattering nanoparticle, has to be corrected from the generic form with a
parameter taking into account the radiative and intrinsic ohmic losses. The
intensity of the inteference can then be reduced. Several Fano-like results have
been found during this thesis and some references have been found in the
literature that support this idea. Further studies should be done in order to
verify whether they are Fano interferences as well as to fit the model parameters
for a quantitative study.
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From chapter 4 dealing with simulating properties
An analytical approach has been done from the susceptibility definition of a
nanoparticle that sheds light on the frequency dependent extinction properties
of a nanoparticle from a dipole-like approach. The module and the phase shift
trends for the scattered field are shown.
It has also been explained how the substrate can easily be taken into ac-
count using Green Functions. For a 3D Helmoltz equation (wave equation), the
Sommerfeld identity is a good strategy to include the multiple reflexion and
transmissions at interferences. However, there are two main difficulties related
with this approach:
 The oscillatory behaviour of the integrands make the resolution quite
slow. In order to avoid this, a complex integration path should be used.
Different approaches can be found here depending on whether the inte-
gration path encloses poles.
 The number of poles becomes unfeasable when a thick silicon substrate
(beyond 5µm) is considered. Depending on the wavelength this can be
solved by assuming a semiinfinite substrate when the absorption is high
and the internal reflection of that finite substrate is negligible.
A Matlab code has been developed following Novotny's results for a 3
layered system simulating a solar cell structure. However, for the final simu-
lations a similar code developed by Dr. Jean-Paul Hugonin1 from the Insitute
d'Optique CNRS-Université de Paris Sud has finally been modified. This code
overcomes most of coding an programming issues.
In section 4.3 the model proposed for Jesper Jung for truncated nano-
particles over a substrate has been analysed, showing several numerical issues
to take into account. The final results obtained for silver truncated nano-
particles have a good agreement with what is expected analytically for the
frequency dependent scattering properties of a metal (section 4.1). When com-
paring with numerical simulations, some limitations are found related with the
intrinsic assumption that is done for this model: The Quasi-Static Approxim-
ation (QSA) that neglects retardation effects and therefore the redshift related
with increasing sizes.
The truncated sphere approach is taken because the real shape of the
fabricated nanoparticles is closer and better results are expected from there.
Moreover, it is possible to define a tensor polarisability that is perfectly com-
patible with the use of the Green functions used for simulations.
1jean-paul.hugonin@u-psud.fr
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From chapter 5 on fabrication of nanoparticles
This chapter includes the experimental details of the nanoparticles fabricated.
It is mainly focused on the self-aggregation method because it simplifies the
fabrication process as it integrates the nanoparticles on the solar cell at the
same time that they are produced. A short review of the thermodynamical
details that lead to the self aggregation has been presented to shed light on
the main parameters that modify the resulting array of nanoparticles: On the
one hand, there is a thermodynamical driving force that modifies the system
geometry to reduce the stress and the surface energy in the system. On the
other hand, there is a kinetic driving force mainly related with the diffusion
of matter. The analytical expressions are complicated and need of several
materials properties not easy to obtain experimentally. However, this study
has defined which parameters can modify the resulting array and from there
some experimentals have been carried out.
From the fabrication point of view, the self-aggregation technique can be
controlled to obtain either bigger and separate particles from thick precursor
layers (15nm or more) or smaller and closer particles from thin precursor layers
(around 3nm). The circularity usually increases with temperatures and time
whereas the self-aggregation is not produced properly at very low temperatures,
leading to unstable and irregular shapes. In any case, statistical normality
tests show that, in most cases, the resulting array of nanoparticles cannot be
summarised accurately as a gaussian distribution with an average size, even if
in the literature average values are found.
The presence of collapsed and isolated particles are the main reason for
that. In fact, more exhaustive image analysis prooves that the distributions
that does not fit well with a single gaussian can in most cases be fitted pro-
perly with up to three gaussians: One corresponding for very small particles
(the isolated ones), another of intermediate size that usually includes most
of the data and another whose average size is around twice the average size
distribution (pointing towards colapsed particles). This general trend it is not
always accomplished as in some cases there are two real size distributions of
circular and independent particles.
The main conclusion from here, it that it is not possible to give an accurate
and general trend for the resulting array of nanoparticles and thus the sim-
ulations should be done using real data from the image analyisis from SEM
measurements.
Another experimental issue that has been presented in chapter Chapter 5
is related with the fact that the nanoparticles are spoiled when kept in air and
a protective capping layer has been developped to minimise this effect. The
particularity of this system is that a flowable oxide resist is used instead of a
PECVD process: This keeps the original array distribution almost invariant and
avoids the risk of metal contamination of the PECVD reactor chamber. This
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strategy has also been used to change the relative position of the nanoparticles
within the Si substrate.
Finally, several proposals for improving the fabrication process are included
for future works, mainly related with increasing the vaccum during the evap-
oration.
From chapter 6 for experimental and simulated results on integrated
solar cells
Prior to integration on solar cells, optical measurements have been done using
glass substrates, showing that there is a relevant scattering effect due to the
presence of nanoparticles. This is a good starting point that suggests a possible
enhancement in a solar cell. There is also an absorption loss that has to be
taken into account.
Apart from purely optical measurements, some efforts have been done to
estimate the electrooptical effect on a solar cell. In order to do that, two
approaches have been used:
 Using a c-Si wafer and a photoconductance based minority carrier lifetime
measurement system. By using two measurements regimes it is possible
to fit experimentally an optical factor fopt that is proportional to the
amount of light that has been absorbed within the wafer and should be
increased for better antireflection properties. The wavelength dependency
has been included using dichroic filters.
 Using spectral response measurements (EQE) on a commercial solar cell.
This has the advantage that the electrooptic response is directly measured
instead of estimated by indirect measurements.
These approaches are interesting even if the studied geometry does not cor-
respond to the finally integrated device: The near-field effects are not expected
to be the most relevant in thick (around 180µm) solar cells whereas the scat-
tering properties are still well estimated by using some glycerol that acts as an
index matching layer.
A first conclusion from this preliminary study is that the trends obtained
by both methods are quite similar and proves the validity of the first approach
based on the photoconductance. A second conclusion shows that the effect
of the nanoparticles when placed on a solar cell can lead to a decrease of the
efficiency rather than to an increase. This decrease is mainly due to the intrinsic
losses near an extinction resonance and is similar to the optical measurements
shown in section 6.2.1.
The first integrated samples have prooved that there is an enhancement
in reflectivity for a wide range of wavelengths. This enhancement seems to
be related to the nanoparticle array which scatters preferentially towards the
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silicon substrate. This reduction in reflectivity is translated to the electro-
optical response (EQE), proving that the reduction in reflectivity is not only
related with an increase in absorption but to a better light transmission to the
Si substrate. No differences in the absorption profile are found in the IQE.
Despite this enhancement, there is another undesirable effect found at shorter
wavelengths where an extinction resonance is expected from the Mie calcula-
tions: An absorption loss that reduces drastically the spectral response and
reduces the overall efficiency. This absorption loss was already seen on the
glass samples shown in fig.6.5.
As the addition of the NP is interesting at long wavelengths, three strategies
have been followed to reduce the undesirable effects at shorter wavelengths:
The first strategy is reducing the loss peak intensity. The intrinsic losses
are difficult to avoid and the main option would be to use another metal (such
as Al, which has recently been reported [141] as a better choice than Ag).
This would be very interesting for a future study. The second strategy is shift-
ing the resonance towards the UV. For this, the Mie approach points towards
smaller particles but this is not feasible as the scattering cross section will
be reduced excessively. Another possibility is to reduce the refractive index
of the surrounding media. For this, different relative positions between the
nanoparticles and the silicon substrate (with high refractive index) are stud-
ied. Nanoparticles have also been embedded within a 100nm SiOx ARC at
different positions. This has been done to minimise the back-scattered field
that increases the reflectivity as well as to change the relative position of the
nanoparticle and the high index Si substrate. From this second strategy, it
has been verified that there is a real dependence of the optical properties of
nanoparticles on their position relative to the high index substrate. Of special
interest is the change in the trend that is found from the reflectivity point of
view when the nanoparticles are separated from the substrate: When they are
close to the c-Si substrate and before using a capping layer, they are mainly
reflective, but as they are separated from the c-Si with a layer of SiOx the
reflectivity peak becomes a valley. This is related again with the substrate
effect and the light reflected from it that leads to new excitation modes or with
constructive/destructive interferences.
When the second strategy is applied to the LIMA samples, the position
dependent effect on the intrinsic losses is also seen in the IQE measurements.
However, no enhancement is produced because the lower absorption losses cor-
respond to the worst reflectivity values of the Antireflection Coating (ARC).
This points towards a reduction of the losses related with a reduction of the
electric field exciting the nanoparticle which however implies decreased light
scattering light scattering.
Finally, the third strategy is used for integrating the nanoparticles within
the IBC solar cells consisting in putting them at the back side. Some optical
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measurements have been performed and the maximum current enhancement
that was obtained with this strategy is established as ∆Jsc = 0.44mA/cm2.
The losses at shorter wavelengths observed when the nanoparticles are at the
front side are now avoided and the back scattering properties of the nano-
particles is the main phenomena. Diffuse reflectivity measurements were car-
ried out to test the suitability of the third strategy. There is evidence for the
absorption increase in thick silicon substrates (> 150µm): When nanoparticles
are placed on the front, the increase in reflectivity reduces the overall efficiency.
But when placed on the back, the internal reflectivity is increased leading to
better light trapping. The main advantage of the nanoparticles when compared
with a mirror is that the measurements show the angular power distribution
is much more homogeneous due to the scattering effect. However, due to the
IBC structure of the reference solar cell and despite efforts to avoid leakage
phenomena, the presence of NPs on the back side of the solar cell shunts the
solar cell.
To sum up the main conclusions related with the integration of nanoparticles
on solar cells, the following ideas are pointed out:
 When big nanoparticles (radius> 100nm) are placed at the front side, the
reflectivity is much increased, leading to a lower absorption. When smal-
ler particles are used (radius< 50nm) the absorption dominates over the
scattering but still some scattering is measured. There is experimental
proof showing better antireflection properties in a solar cell for a broad
range of visible frequencies. This optical enhancement produces an in-
crease in the spectral response (thus, to a real absorption enhancement).
However, that enhancement is eclipsed by the losses around the extinction
resonance.
 When the relative positon of the nanoparticles within an antireflection
coating is controlled, interesting behaviour is found from the optical point
of view, confirming the influence of the substrate and the surrounding
media beyond a simple refractive index correction in Mie approach. This
strategy also avoids degradation and reduces the increase of reflectivity
due to the nanoparticles (back-scattering).
 When the nanoparticles are placed on the back, big nanoparticles are
preferred because the front side reflectivity is not limiting anymore and
a high internal reflectivity is intended. Special attention must be paid to
the integration in IBC solar cells in order to avoid shunting issues.
The overall consequence is that Ag nanoparticles have not lead to any real
enhancement: Even if the optical properties of the nanoparticles lead to im-
proved scattering and light interaction within the solar cell, they are not suit-
able for improving the solar cell efficiency until an appropriate configuration of
material and structure is found that reduces the intrinsic losses.
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This reduction cannot be enhanced only by changing the relative position of
the nanoparticles within the cell because, even if very different behaviours have
been obtained, none of them has led to a global increase in current or efficiency.
The only realistic alternative was to place them at the back and from the optical
measurements an increase of 0.44mA/cm2 would be possible. Unfortunately,
the shunting issues related with the presence of metallic nanoparticles have
made any electrooptical characterisation unfeasible.
The influence and importance of the quality of the resulting array of nan-
oparticles in reducing losses and in controlling the resonance position is well
known: Irregular shapes, coalesced nanoparticles and strong particle to particle
interactions should be avoided for better transmission results. Therefore, al-
ternative approaches to particle fabrication rather than self-aggregation should
be used in future studies, such as chemical synthesis. In addition, bigger
particles lead to an interesting increase of the diffused transmission, but also
to an increase in the backscattered light and reflectivity losses.
The modelling approach followed in this thesis leads to good general trends
(fig.6.25 show the same absorption losses than the ones shown in fig.6.12).
However, a closer comparison has demonstrated that the agreement is not so
good (fig.6.26). Differences between simulated and experimental results may
put on doubt the suitability of the analytical model. An experimental study
of the model is difficult because of the fact that transmissions measurements
are not available in the visible range using silicon substrates. For this reason,
angular measurements with polarised light have been carried out. Different
nanoparticle sizes and SiOx spacer thicknesses are studied.
The results show that when the nanoparticles are close to the silicon sub-
strate (separated by only 30nm of SiOx), the main contribution on the scattered
fields is due to the electric component. This has been found for the different
studied arrays, whose average radii lay between 10 to 60nm. In this case, the
Mie approach predicts that behaviour and the size range points towards an
electric dipole scattering mode.
When the same arrays are placed further from the silicon substrate, the
behaviour completely changes: There is an angular dependence on both the
electric and the magnetic field and this is not expected from the electric dipole
approach. The differences are related with multiple reflections in the multi-
layered substrate as the nanoparticle arrays are equivalent to those for the
thinner spacer.
Even if the simulated results do not always fit properly with the experi-
mental ones, the deviation trend is the same for all samples. This suggests
that the model assumptions are not wrong but incomplete and some other
phenomena should be included in future studies. In particular, a Fano-like
resonance can explain the observed deviation and this is something not taken
into account in the model and that is proposed for future studies.
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In order to shed some light on the suitability of the model, it is useful to
compare it with other analytical models for simulating nanoparticles on a sub-
strate. One of the better-known is shown in Johansson [142] . In there, the
same Green Function for an homogenous space is used (the one for the Helmoltz
equation). However, their corrected expressions are far more complex than the
ones that have been used here: They use a multipole expansion for the equival-
ent radiating sources. This multipole expansion implicitly takes into account
the nanoparticle interaction and the substrate effect (similarly to what hap-
pens with the image dipole approximation approach cited in point 3.4.3). This
will probably lead to more exact solutions because it makes less assumptions.
However, the cost of this increase accuracy is a high complexity that makes the
physical understanding of the phenomena involved much more difficult. One of
the main advantages of this thesis is that, even if the accuracy of the results is
not as good as a purely numerical simulation, the chosen analytical expressions
have been analysed to obtain a better understanding of the phenomena. The
key point for the analytical simplification is related with the dipole assumption
done in eq.4.44 and that has allowed us to split the effect of the directional po-
larisability from the effect of the substrate influence from the radiating source
of light. This would not have been feasible with the expressions included in
Johansson [142]. The cost of the dipole simplification is, therefore, directly
related with the number of higher excitation modes (quadrupoles, etc.) that
are not taken into account. In order to minimise this and to give validity to
this hypothesis, the Mie approach has been followed in section 4.4 to have a
reference, even if not exact, of which are the conditions to be able to assume
a dipole-like behaviour. Another limitation during this thesis are the numer-
ical issues that have been found in Jesper Jung approach for calculating the
directional polarisability and that may lead to inaccurate results. A different
approach would be the one proposed by Mertz[143]. This latter is only valid for
non-absorbing surrounding media but for the solar cell application this can be
valid as usually SiO2 and SiN have a very low absorbance in the visible range.
This is proposed for future studies. To conclude with, the modelling approach
followed in this thesis has his advantages but does not include in its formula-
tion all the phenomena that can be involved. Higher order excitation modes
should be included as the electric dipole seems not to be enough. Moreover,
more accurate values for the anisotropic polarisability should be obtained. Fi-
nally, the experimental results point towards the importance of including Fano
resonances of the nanoparticles among themselves or with the substrate.
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