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Abstract. Software testing is a key component in software quality as-
surance; it typically involves generating test data that exercises all in-
structions and tested conditions in a program and, due to its complexity,
can consume as much as 50% of overall software development budget.
Some evolutionary computing techniques have been successfully applied
to automate the process of test data generation but no existing tech-
niques exploit variable interdependencies in the process of test data gen-
eration, even though several studies from the software testing litera-
ture suggest that the variables examined in the branching conditions of
real life programs are often interdependent on each other, for example,
if (x==y), etc.
We propose the Ariadne system which uses Grammatical Evolution (GE)
and a simple Attribute Grammar to exploit the variable interdependen-
cies in the process of test data generation. Our results show that Ariadne
dramatically improves both effectiveness and efficiency when compared
with existing techniques based upon well-established criteria, attaining
coverage (the standard software testing success metric for these sorts of
problems) of 100% on all benchmarks with far fewer program evaluations
(often between a third and a tenth of other systems).
Keywords: Automatic Test Case Generation · Code Coverage · Evolu-
tionary Testing · Grammatical Evolution · Variable Interdependencies.
1 Introduction
The primary goal of software testing is to uncover as many faults as possible.
In practice, a labor intensive testing is carried out in order to achieve a certain
level of confidence in a software system [1]. Studies have shown that manual
testing may consume as much as 50% of overall software development budget [2].
Researchers have been trying to automate software testing since as early as 1962,
when [3] proposed a random test data generator for COBOL, while more recently,
a variety of metaheuristic search techniques have successfully been applied to
automatically generate test data as surveyed by [4,5].
The use of metaheuristic techniques to automatically generate test data is
often referred as Search Based Software Testing (SBST). In SBST, in general,
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some metaheuristic technique is applied to search through the space of all possi-
ble inputs to a particular program to find a specific test set (set of inputs) that
can then be used to satisfy a particular test adequacy criterion such as branch
coverage.
Genetic Algorithms (GAs) [6] are the most commonly adopted search tech-
niques in SBST [7,5] having been used with some success [8], [9], while Memetic
Algorithms (MAs), which are typically hybrids of GAs and some sort of Local
Search Algorithms (LSAs), have also been shown to be useful in this case [10].
The most widely studied test adequacy criterion in literature is branch cov-
erage [5], which aims at maximizing the number of branches executed during a
test. An extended and more challenging form of branch coverage is Condition-
decision coverage (details presented in Section 2); this paper is concerned with
tackling this problem.
Variables in the branching conditions of real life programs are often interde-
pendent on each other; for example, a branching condition may have a check if
two variables have equal values. Further, there are many tests that appear in
many programs, such as checking if a variable has a value equal to zero, or less
than zero. This has been observed by several researchers; for example, a study
of 50 COBOL programs [11] revealed that 64% of the total predicates were
equality predicates and that 87% of them examined 2 or fewer variables. In [12],
120 production PL/I programs were analyzed and it was found that 98% of all
expressions contained fewer than two operators while 62% of all operators were
relational/comparison operators. To the best of our knowledge, to date no SBST
technique has exploited these properties in the process of test data generation.
In this paper, we introduce a GE [13,14] based test data generator. GE is a
grammar based genetic algorithm which enables the use of a simple grammar
to exploit simple relationships between input variables, including the sorts of
properties mentioned above. As condition-decision coverage involve efficiently
searching the space of paths in a program to make sure that the program has
been thoroughly explored, we call our system Ariadne, after the mythological
figure who helped Theseus find his way out of the Minotaur’s Labyrinth.
We apply Ariadne to the problem of condition-decision coverage, although
demonstrate that the technique can be deployed for other test adequacy criteria.
Our results suggest that Ariadne significantly improves both effectiveness and
efficiency when compared with well-known results from the literature [8], [9]
and [10], showing that across 11 popular benchmark programs, Ariadne achieved
100% coverage for all while reducing the search budget up to multiple times.
2 Background and Related Work
Software testing is a key component in software quality assurance and it can
be broadly categorized as structural/white-box testing and specification-based/
black-box testing. Structural testing inspects program structure while specification-
based testing examines functionality. Structural testing is labor intensive and,
as a result, costs more time and money compared to other software development
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activities [2]. Significant research has been conducted on ways to automate the
testing process to help reduce costs.
A test adequacy criterion is a certain property that a program must satisfy
to gain confidence about the absence of certain types of errors. For example,
branch coverage is a structure-based adequacy criterion which requires that ev-
ery branching condition must take each possible outcome at least once. If the
following piece of code is under test:
If ((x < y) and (x < z)) { some program statement(s)}
If (y < z) { some program statement(s)}
else { some program statement(s)}
to achieve 100% branch coverage (often referred as complete coverage), this pro-
gram must be executed with a test suite such that both if-conditions evaluate
to both TRUE and FALSE outcomes at least once each. To manually achieve
complete branch coverage in this case, a tester must generate a set of test inputs
(test data) that execute every branch of the program under test.
Condition coverage is a more refined criterion than branch coverage. It re-
quires that each single condition in the program must get both TRUE and
FALSE values at least once. In case of a compound branching condition, such as
in the first if-condition in the above example, all single conditions must individ-
ually get both TRUE and FALSE values. Another criterion, condition-decision
coverage, is essentially a combination of branch coverage and condition coverage
as it requires that all branching conditions as well as single conditions must get
both TRUE and FALSE values at least once.
2.1 Related Work
The automation of test data generation has been the subject of increasing re-
search interest [15] and it has been an area of investigation for many years [3,16,17].
One of the most straightforward methods of test data generation is to simply de-
ploy a random search mechanism and use it to repeatedly generate input values
until the required input is found. Sauder’s work [3] is one of the earliest random
test data generators reported in the literature, as he was the first to consider the
space of all possible inputs (of COBOL programs) as a search space. Random
test data generation can be inefficient as the test generation is not guided in any
way and, in general, becomes increasingly more inefficient as the search space
increases.
Another paradigm for test data generation presented in the literature is static
test data generation. This paradigm does not require executing the program un-
der test as a mathematical system is deployed to find the required input values.
One such technique is symbolic execution, in which program variables are as-
signed symbolic values and the resulting mathematical expression is solved to
generate test data [16], [18], [19], [20]. Major challenges associated with symbolic
execution include handling complexity of constraints, procedure calls, loops and
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pointers. Techniques such as domain reduction [21] and dynamic domain re-
duction [22] have been proposed to address some of the issues associated with
symbolic execution but dealing with loops and pointers still remains a problem.
Dynamic test data generation is based on the idea of actually executing the
program under test to observe its behavior. Data recorded during this obser-
vation is then used to direct the search of required test data. This idea was
first presented in [17] where numerical maximization techniques were employed
to generate floating point test data. This idea was later extended by various
researchers [23], [24], [25], and [26]. All these dynamic test data generation tech-
niques were based on LSAs and consequently had a risk of getting stuck in local
minima.
To overcome some inherent problems associated with local search, global
search techniques including simulated annealing [27], [28] and GAs [29], [30],
[31], [32], [8], [9] have been employed for test data generation. MAs have also
been successfully deployed for test data generation [33], [10], [34]. GA based test
data generation is detailed in the next section.
The conventional test data generation techniques target one coverage goal
at a time. For example, in case of branch coverage, the coverage of one branch
is targeted at one time. However, Whole Test Suite Generation [35], [34] and
Many-Objective Optimization [36] techniques target multiple coverage goals si-
multaneously.
GA Based Test Data Generation GA-based test data generation, like other
SBST techniques (often referred as evolutionary testing), considers the space of
all possible inputs of the program under test a search space. The individuals
in the GA population are generally vectors of input parameters which serve
as the test data (test cases) for the program under test. The code is usually
instrumented to monitor the execution of the program under test and the fitness
value is assigned according to the execution of the program. The test adequacy
criterion is implemented as fitness function which, in general, measures how far
or close an individual is from covering the current target. Different techniques
presented in the literature use different definitions of fitness functions but, in
general, fitness functions can be broadly categorized into branch distance based
and control flow based fitness functions.
The concept of branch distance was introduced by [23] and it simply describes
how close an individual is from satisfying the target predicate. For example in
Fig. 1, if the TRUE branch from node 2 is the target branch then the predicate
to be satisfied is if (i == j). The fitness function in this case of equality operator
will be absolute(i - j) and the fitness value of all the individuals reaching the
predicate can be measured accordingly. If the following individuals are evaluated
for the above mentioned branch: <1, 2, 5>, <0, 4, 29>, <5, 250, 251>, where in
each the three values are assigned to i, j and k respectively, then the respective
fitness values would be 1, 4 and 245 where lower is better. That is, their fitnesses
are computed using absolute(i - j) in each case, giving us |1 − 2|, |0 − 4| and
|5− 250|, respectively, so the individual <1, 2, 5> will get the best fitness being
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closet from satisfying the target predicate. A list of fitness functions for different
types of predicates is presented in [23].
Fig. 1: An example program on the left, its Control Flow Graph in the center,
and its Control Dependence Graph on the right.
GAs were first employed in SBST by [29] where a branch distance based
fitness function was used. The apparent weakness of branch distance based fitness
functions is that they don’t guide the search towards reaching the concerned
branching predicate and only effectively evaluate the individuals already reaching
the concerned predicate. All the individuals missing the concerned predicate get
a similar low fitness irrespective to the number of nodes they miss to reach it.
This problem was partially handled by [8] where those branches were targeted
first whose relevant predicates were already reached in some previous fitness
evaluations. This problem can be addressed by bringing control flow information
into consideration.
Control flow based fitness functions, on the other hand, solely rely on control
flow information to measure the fitness. The list of nodes traversed during the
execution of the program is compared with the list of critical/control-dependent
branching nodes. Control-dependent nodes are the ones which must be traversed
in order to reach the target. The individuals traversing more number of control
dependent nodes get a better fitness value. For example if the TRUE branch
from node 3, in the example presented as Fig 1, is the target branch then the list
of control dependent branches are {entryT, 2T, 3T}. If the following individuals
are evaluated for this branch; <6, 6, 4>, <241, 241, 12>, <5, 0, 1>, then the
first two individuals will get the equal higher fitness as both of them traverse 2
control dependent branches.
The work presented in [30] primarily used a branch distance based fitness
functions but it also utilized control flow information as the fitness function
considered the number of required loop iterations for loop testing. Later on [31],
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used the number of traversed control dependent predicates as a fitness measure
for statement and branch coverage. The problem associated with control flow
based approaches is that they only guide the search towards reaching the relevant
predicate and do not guide the search to satisfy the predicate.
To exploit the benefits associated with both branch distance based and con-
trol flow based techniques, [32] proposed using a combination of both techniques.
The work introduced the concept of approximation level to capture the control
flow information and used it in a combination with normalized branch distance
for the fitness evaluation of individuals. The approximation level simply tells
that how far an individual is from reaching the target branch as it is a count of
control-dependent branching nodes that are missed in the path executed by the
individual. The work presented in [9] utilized the control flow information in a
different way as it used the predicates of all control-dependent branching nodes
in a branch distance based fitness function.
It is worth noting that it is quite common in evolutionary testing that some
targets are covered accidentally while the GA is trying to cover some other tar-
gets. This phenomenon is called accidental (serendipitous) coverage and it signif-
icantly shortens the execution time as the GA does not need to be executed for
the already covered targets. The effectiveness of any evolutionary testing tech-
nique is measured according to the selected adequacy criterion e.g. percentage
of branches covered will be the effectiveness measure in case of branch coverage.
2.2 Grammatical Evolution
GE is a grammar-based GA that uses a grammar-based mapping process that
separates search space from solution space. The evolutionary processes are ap-
plied to the genotype (search space) while the generated phenotype (solution
domain) is generated by means of a problem specific grammar and is used for
the purpose of fitness evaluation.
A grammar is composed of four elements i.e. terminals, non-terminals, pro-
ductions rules and a start symbol. The terminals represent the constructs from
the solution domain and the non-terminals are associated with a set production
rule each. The production rules direct the mapping process for the expansion of
non-terminals into one or more terminals and non-terminals. The start symbol
is a selected non-terminal and the mapping process starts from applying an as-
sociated production rule for the start symbol. A sample grammar is shown in
Fig 2.
The genotype is a binary string where each 8 bit codon represents an integer
value. These integer values are consumed one at a time in the mapping process
for the selection of appropriate production rules. The production rules are se-
lected by the following formula:
Rule = (Codon Integer Value) MOD (number of total production rules for the
current non-terminal)
For example, if the non-terminal <op> is to be expanded by selecting a produc-
tion rule from the set of these four rules:
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And the next genotype integer to be consumed is 51, then 51 MOD 4 = 3.
So the # 3 (<op> ::= *) is selected. The use of the MOD operator ensures that
only relevant rules will be chosen. A complete example of genotype to phenotype
mapping is presented in Fig 2. While standard GE typically uses context free
grammars (CFGs), it is a simple matter to change to Attribute Grammars (AGs).
AGs are grammars in which some of the non-terminals have attributes that can
be used to pass contextual information around a derivation tree.
3 GE based test data generation-Ariadne
In this section, we propose a GE based evolutionary test data generator named
Ariadne that automatically detects and exploits variable dependencies using
a simple attribute grammar designed based on the observations discussed in
Section 1. We test Ariadne on a set of benchmark problems with condition-
decision coverage as the test adequacy criterion, but the technique can also be
used for other test adequacy criteria. Grammars allow GE to impose constraints
on its individuals; typically this involves available instructions or preventing
the use of certain sequences of instructions [37]. We use this power to impose
dependencies between the variables being generated.
3.1 Overview
Ariadne, like other evolutionary testing techniques, considers the space of all
possible inputs of the program under test as a search space. It deploys GE as
a search algorithm to automate the process of test data generation, using the
grammar presented below in Section 3.2, and produces a set of input variables for
the program under test. We use the same grammar for all numeric benchmark
problems.
To fulfil the adequacy criterion of condition-decision coverage, both TRUE
and FALSE outcomes of all the branching nodes and condition predicates are
considered as test objectives. Ariadne targets these objectives one by one and
for every selected target the GE is initialized and an attempt to achieve the
target, via the evolutionary process, is made. Ariadne also allows accidental/
serendipitous coverage as it records whenever a condition or decision outcome
is executed for the first time, regardless of whether or not it is the current
target. Once the objective at hand is achieved, the next objective is selected
from the pool of currently unachieved test objectives and it continues until all
the objectives are either achieved or had a failed try i.e. a run of GE. The
objectives which stay unachieved can be considered either infeasible or simply
unreachable by the applied technique. The success of any SBST technique can be
measured in terms of percentage of test objectives achieved by that technique.
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Recall from the Section 2.1 that in dynamic test data generation, the total
number of Fitness Evaluations (FE) is the same as total number of target pro-
gram executions (because the target program is executed once for every fitness
evaluation). This count FE was used as the efficiency measures by [8], [9] and [10]
and we also used the same metric measure to compare our results with the ones
presented in the literature.
3.2 Grammar
We use the following simple grammar to capture observed characteristics of
conditions commonly found in code. The start symbol of the grammar has only
one production rule and it produces a non-terminals for each input variable in
the target program.
< start >::=< var1 >< var2 >< var3 > · · · < varN > (1)
where N is the number of input variables. Each of these non-terminals is then
expanded using a set of production rules of the form:
< varM >::= 0|1| − 1| < rand > | < depvar1 > | < depvar2 >
| . . . | < depvarM−2 > | < depvarM−1 >
(2)
The first three rules give grammar the ability to generate input values that
can satisfy commonly used checks for zero, positive and negative integer values
represented by 0, 1 and -1 respectively. The next rule, i.e. <rand>, produces a
32 bit signed random number which is generated from a seed value taken from
the individual’s genome as shown in genotype to phenotype mapping example
in Fig 2. This ensures that not only each time the individual is evaluated it will
produce the same set of random numbers, but that an offspring that inherits
this seed will also generate the same set. These seeds are subject to mutation,
so the sets of random numbers available can change during evolution.
The remaining non-terminals essentially simple synthesized attributes in which
the value of the variable is calculated based on the value of a previously gen-
erated variable. Each variable M can use the value of any previously declared
variable and, when a production rule of this form is chosen, has its value calcu-
lated as follows:
< depvarX >:= varX |(varX + 1)|(varX − 1) (3)
where varX is the value of a previously generated input variable. This set of
production rules is responsible for exploiting variable dependencies as it gener-
ates values which are dependent on previously generated input variables. Recall
from Section 1, that it is very common for the conditions to have comparison
operators (dependencies) between two variables.
The dependencies are very simple; either the new variable has the same value
or is ±1 the value. Similarly, because of the way in which the start symbol pro-
duces a single non-terminal for each input variable in a fixed order, the flow of
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dependencies is always from left to right and there can be no circular depen-
dencies. These dependencies facilitate the generation of input data that is likely
to satisfy conditions with comparison operators between variables. A complete
example of a grammar-based genotype to phenotype mapping for a program
having three input variables is presented in Fig 2. Note that we use the same
grammar for all experiments in this paper; the only difference is the number of
input variables.
The grammar in Fig 2 doesn’t have explicit attributes, rather contextual
information is passed from left to right using grammar rules that can interrogate
the derived value of another variable as in rule 3.
Fig. 2: An example with the genotype on the top, grammar on the right and
the mapping sequence on the left. Note that the only required changes to the
grammar for different problems are the number of variables and the number of
dependency rules, but these are all of the same form.
3.3 Fitness Function
A fitness function, in general, measures how far or close an individual is from
achieving the current target. The fitness function deployed in Ariadne is similar
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to [31] and approximation level of [32] as it directs the search towards the current
objective based on control dependencies. The Control Dependence Graph (CDG)
of the program is used to identify the sequences of control dependent nodes for
all the test objectives. Fig 1 presents an example program and its CDG.
Control dependent nodes are the nodes that must be executed to reach the
current objective. For example, node 3 is control dependent for the execution of
node 4, as node 4 cannot be executed without executing node 3. It is also worth
noting that, for any given input the execution path of the program depends
on the results of branching conditions on intermediate nodes. For example, in
the program presented as Fig 1, the branching condition on node 3 must be
evaluated as TRUE in order to execute node 4 whereas it must be evaluated as
FALSE for the execution of node 5.
To evaluate the fitness of an individual, the target program is executed with
the set of input variables (phenotype) associated with this individual. The code
of target program is instrumented in order to monitor the execution of the pro-
gram and the count of executed control dependent nodes is used as a fitness
measure:
fitness (current objective, phenotype of current individual) = control distance
(current objective, phenotype of current individual)
If an individual covers more nodes on the path to current target then it is likely
that some part of it is good for satisfying the target. It is highly probable that by
recombining such individuals we can get a better individual that goes even closer
towards the target node. This way Ariadne reduces and eventually nullifies the
number of missing control dependent nodes towards the current objective.
On all the nodes, including the final node, both TRUE and FALSE outcomes
are quickly covered by the function of the grammar as explained in Section 3.2.
This is one of the reasons that Ariadne does not need branch distance in its
fitness function to guide the search and consequently gets the work done using
a simple fitness function.
4 Experimental Results and Discussion
An empirical study was performed using two different sets of functions. The
first set contains nine numeric functions which are similar1 to those presented
in [8], [9]. The second set contains two validity-check functions from a real-world
program bibclean-2.08 [38].
The validity check functions are taken from a study presented in [10]. That
study generalized and validated the Holland's schema theory [39] and the Royal
1 Where possible we used the same functions, but where the actual source code isn’t
available we have tried to reproduce the code as closely as possible and in order
to facilitate future comparisons we have made available the source code at http:
//bds.ul.ie/?page_id=390/.
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Road theory [40] using a set of condition coverage problems. The generalized the-
ory essentially predicts that GAs should perform well for problems that exhibit
Royal Road property. For example, a branch is said to exhibit Royal Road prop-
erty if the fitter individuals for the coverage of that branch contain some building
blocks which independently can participate towards improving the fitness value.
In this case it will be highly probable for crossover to generate fitter offspring
as compared to their parents. The validity check functions were selected for the
purpose of above mentioned study because some of their branches exhibit Royal
Road property.
For the purpose of this study, we used Ariadne to generate test data for the
selected functions and we compared our results with the results of GA based
techniques presented in [8], [9] and [10]. A brief description of the selected func-
tions is presented below in next section.
4.1 Test Functions
The function sets we use vary in complexity. The functions in the Set 1 represent
different types of test-data generation problems. These include Binary Search,
Bubble Sort, Days, Greatest Common Divisor (GCD), Insertion Sort, Median,
Quadratic Formula, Warshall's Algorithm and Triangle Classification.
Most of these are well known and self-explanatory, but the lesser known ones
are as follows. Days calculates the total number of days between two dates, War-
shall's Algorithm finds the shortest path in a weighted graph and Triangle Clas-
sification, which is one of the most widely studied functions in SBST [41], [26],
[31], [8], [9] etc., classifies a triangle based on the lengths of three sides of the
triangle.
Function Set 2 contains check ISBN and check ISSN functions from an open
source program bibclean-2.08 [38]. Both check ISBN and check ISSN take a
string of 30 characters as input and perform a sequential search to find valid
characters for an International Standard Book Number (ISBN) and an Inter-
national Standard Serial Number (ISSN) respectively. ISBN and ISSN are used
to uniquely identify publications while they comprise of 10 and 8 characters
respectively.
4.2 Experimental Setup
A small set of initial experiments were conducted to identify reasonable run
parameters. While we assumed a population of 50 would be reasonable for the
functions in Set 1, we quickly discovered that several of them were solved with
very small populations of just ten individuals. These include Binary Search,
Bubble Sort, GCD, Insertion Sort, Median, Quadratic Formula and Warshall's
Algorithm; complete coverage was achieved on all very quickly due to a combi-
nation of the constraints imposed by the grammar and the fact that multiple
targets were covered in different iterations of the loops in those functions.
For Triangle Classification and Days, both maximum number of generations
and population size were left at the standard GE setting of 50, while the more
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complex functions contained in Set 2 (check ISBN and check ISSN) were given
300 generations with a population size of 100. The probabilities of crossover
and mutation were set as 0.9 and 0.05 and were kept the same during all the
experiments while the methods of One Point Crossover & Flip Mutation were
employed. It is worth noting that Ariadne produces similar results even when
these genetic parameters are set high because the terminating criteria causes the
search to stop once the target at hand is achieved, so even if we had left the
population at 50 the runs would terminate early.
The automatically generated data via our system contain values including 0,
1, -1 and 32-bit signed integer values (random) in the range of -2,147,483,648 to
2,147,483,647. These generated values directly work as input values for most of
the selected functions as they take integer inputs. For the functions with more
complex inputs, specifically Days, check ISBN and check ISSN an extra mapping
step is needed as the input type for Days is date and check ISBN and check ISSN
take character strings as input. A mod based mapping function is used to convert
six integer values (generated as a result of genotype to phenotype mapping)
into two valid dates each consisting of a year, month and day. Similarly, for
check ISBN and check ISSN, a mod based mapping function is used to convert
thirty integer values into the ASCII codes which represent the characters of the
input string.
4.3 Detailed Analysis of Experiments
In order to illustrate both the effectiveness and the efficiency of Ariadne, the
results of our experiments are reported here. For all the nine functions from
the first set, thirty runs were performed separately for each function and their
mean performance is presented in Table 1. A comparison of our results with the
best results of [8] is also presented in Table 1. Since the source code of only the
Triangle Classification function was provided, we created our own versions of
the other functions based on the literature. It is worth noting that [8] reported
the highest performance among five runs in contrast to our mean performance
over of thirty runs. It can be seen that at least one of their best performers
was not able to achieve 100% coverage for each of Binary Search, Insertion Sort,
Quadratic Formula and Triangle Classification, while Ariadne was able to achieve
a 100% coverage in all thirty runs for all the functions.
The coverage for Binary Search, Bubble Sort, GCD, Insertion Sort, Median,
Quadratic Formula and Warshall's Algorithm was immediately achieved in our
experiments as either the structure of the function was simple or the condition
predicates were quickly satisfied by grammar. The function Days, on average,
took around 300 FE to achieve 100% coverage as the comparison conditions in
its nested structure were quickly satisfied by the function of grammar. We were
not able to compare these results as, among all nine functions, [8] reported the
number of fitness evaluations for Triangle Classification only.
For Triangle Classification, [8] reported the best coverage of 94.29% with the
search cost of about 8,000 FE as presented in Table 2. [9] reported a 100% cover-
age using the Program Dependence Graphs(PDG) based approach as discussed
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Binary Search 70% 100% 100% 3
Bubble Sort 100% 100% 100% 1
Days 100% 100% 100% 300
GCD 100% 100% 100% 6
Insertion Sort 92.9% 100% 100% 1
Median 100% 100% 100% 4
Quadratic Formula 75% 75% 100% 15
Warshall’s Algorithm 100% 100% 100% 1
Triangle Classification 94.29% 84.3% 100% 935
in Section 2.1. However, it can be clearly seen that [9] improved the coverage
with a huge cost in terms of FE. On the other hand, Ariadne achieved 100%
coverage on a multiple times smaller search cost. The reason Ariadne was so
effective and efficient for Triangle Classification is that it was able to quickly
generate input data of the form i=j=k which is extremely difficult for a GA to
generate otherwise.
Table 2: Results on Triangle Classification for condition-decision coverage
Method Coverage Avg. FE
GADGET [8] 94% 8000
TDGen [9] 100% 97300
Ariadne 100% 935
For both of the functions from the Function Set 2, i.e. check ISBN and check ISSN,
experiments are carried out on the same lines as that of [10] in order to have a
fair comparison with their best results. [10] reported the GA-based techniques
results for non-trivial branches only i.e. the branches which were not covered by
random testing in their experiments. We computed our results based on sixty
independent runs, for each of the non-trivial branches and compared them with
the best results of [10] as Table 3.
The results are reported based on two metrics i.e. Success Rate (SR) and
average number of FE where SR is defined as percentage of times that a partic-
ular branch was covered when targeted. Table 3 shows that Ariadne exhibited
a 100% SR for all the branches in comparison to 95% and 98% SRs reported
in [10] while the average number of FE was reduced up to an order of magnitude
in many cases, but by two thirds at least.
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The reason Ariadne performed even better for Royal Road functions as com-
pared to standard GAs is that it encourages the generation of variables similar to
the previously generated variables. So if the parents contain any valid characters
for check ISBN/check ISSN, it will be highly probable that the offspring will
not only retain these characters like standard GAs but also generate additional
similar valid characters by the function of the grammar. The results presented
in this section show that Ariadne outperforms other GA based SBST techniques
and improves the effectiveness as well as efficiency by a wide margin.
Table 3: A comparison of Ariadne with [10] on non-trivial branches of check ISBN
& check ISSN functions from bibclean-2.08.
Branch ID
Harman & McMinn [10] Ariadne
SR Avg. FE SR Avg. FE
B3-ISBN 95% 7986 100% 745
B4-ISBN 95% 7986 100% 747
B6-ISBN 95% 8001 100% 708
B7-ISBN 95% 9103 100% 3313
B3-ISSN 98% 5273 100% 655
B4-ISSN 98% 5273 100% 550
B6-ISSN 98% 5324 100% 542
B7-ISSN 98% 6380 100% 2662
5 Conclusion and Future Work
We have presented Ariadne, a GE-based tool to automate the process of test
data generation. The work proposes the use of a simple grammar to exploit
the variable interdependencies present in the branching conditions of real life
programs. We have conducted our experiments using two sets of functions rep-
resenting different types of test-data generation problems. Results of our ex-
periments show that Ariadne clearly outperforms existing techniques both in
terms of effectiveness and efficiency which are measured in terms of percent-
age (of condition-decision) coverage and number of fitness evaluations (function
executions) respectively.
This paper serves an introduction to GE based test data generation and we
believe that there is a lot of potential to further improve the technique. We are
actively working towards improving Ariadne in a number of ways including the
optimization of the grammar to make Ariadne even more efficient, as well as
the extension of the grammar to accommodate more constructs such as constant
values present in condition predicates.
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