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Abstract—The estimation of the volume occupied by an object
is an important task in the fields of granulometry, quality control,
and archaeology. An accurate and well know technique for the
volume measurement is based on the Archimedes’ principle.
However, in many applications it is not possible to use this
technique and faster contact-less techniques based on image
processing or laser scanning should be adopted.
In this work, we propose a low-cost approach for the volume
estimation of different kinds of objects by using a two-view
vision approach. The method first computes a reduced three-
dimensional model from a single couple of images, then extracts
a series of features from the obtained model. Lastly, the features
are processed using a computational intelligence approach, which
is able to learn the relation between the features and the
volume of the captured object, in order to estimate the volume
independently of its position and angle, and without computing
a full three-dimensional model.
Results show that the approach is feasible and can obtain an
accurate volume estimation. Compared to the direct computation
of the volume from the three-dimensional models, the approach
is more accurate and also less dependent to the position and
angle of the measured objects with respect to the cameras.
I. INTRODUCTION
The estimation of the volume occupied by an object can
be an important and non-trivial task in many applications.
In granulometry applications, for example, such estimation
can be useful to determine the volume of the particles to be
examined [1 – 4], while in industrial quality control scenarios
it is necessary to guarantee that the manufactured object
adheres to certain mass and volume requirements. In the food
industry, the information regarding volume and weight can
expose important defects [5, 6], or it is necessary in order to
determine the amount of food intake [7 – 9].
In archaeology, the volume estimation is used to determine
the information regarding the constituting material of an
object [10, 11], which is useful in order to correctly date the
manufact.
One of the most precise method to determine the volume
of an object consists in using the Archimedes’ Principle: by
immersing an object into the water and then measuring the
displacement in the fluid level, it is possible to obtain an
accurate estimation of the volume of the object. However,
the procedure is time consuming and scarcely automatable for
the purposes of today’s industries and applications. Moreover,
in many applications this technique cannot be applied for
different reasons: the fragility or porosity of the object (for
example, ancient vessels or food), its inaccessibility, or the
impossibility to move the object.
For these reasons, image processing methods for the volume
estimation based on the reconstruction of a three-dimensional
model have been studied in the literature. Methods such as
shape-from-silhouette [2, 10 – 13] or based on stereoscopic
vision [3, 4, 14 – 16] are among the most widespread.
Image processing techniques for volume estimation based on
stereology [1, 17] have also been proposed . Moreover, laser
scan techniques have been studied [18, 19], especially for
larger volumes.
However, it is not always possible to build a three-
dimensional model with arbitrary accuracy, especially when
dealing with low-cost hardware setups. Also, the position
and angle of the object directly influences the quality of the
reconstruction. For this reason, in this paper we propose an
approach based on image processing and computational intel-
ligence techniques. Our approach exploits the generalization
capability of neural networks, which are able to learn the
relation between features and volume, in order to reduce the
effects of orientations and illuminations of the acquired objects
on the reconstructed model, and also to avoid the need for
a complete three-dimensional model. It is then possible to
achieve a robust volume estimation with a simple setup based
on two cameras. The method, outlined in Fig. 1, starts from
the volume approximation obtained from the convex hull of
the three-dimensional model, extracts a set of features from
the model, and then processes them to obtain an estimation of
the volume of the object.
The paper is structured as follows: in Section II a short
review of the methods for three-dimensional reconstruction
and for volume estimation is presented, while in Section III
the proposed method is discussed. Section IV contains the
experimental results, and in Section V conclusions and future
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Fig. 1. Outline of the proposed method.
works are proposed.
II. PREVIOUS WORKS
The techniques for the volume estimation of objects typ-
ically rely on the reconstruction of the three-dimensional
corresponding model, because the correctness of the obtained
measurement is strictly related to the quality of the estimated
three-dimensional model. The majority of the techniques based
on machine vision systems can be divided in shape-from-
silhouette techniques, stereoscopic vision techniques, stereo-
logical approaches, feature-based methods, and single-view
techniques.
Most of the techniques for the three-dimensional volume
estimation are based on the shape-from-silhouette (SFS) recon-
struction. The method is well-established, easy to implement,
and relatively low-demanding in terms of computational com-
plexity [12]. SFS techniques use the intersection of projection
planes computed from multiple silhouettes, obtained by apply-
ing image segmentation algorithms. These three-dimensional
reconstruction techniques can reconstruct only the shape of the
object and not the details of the scene. Moreover, one of the
major drawbacks is represented by the difficulty to reconstruct
objects with concavities, since the concavities do not always
influence the segmentation process [13]. SFS techniques are
usually adopted when the objects that should be measured can
be moved and complex setups can be employed. Examples of
applications are the archaeological vessels [10, 11], or off-line
analyses of irregularly-shaped objects [2].
Many methods for volume reconstruction are based on
multiple-view techniques, which rely on the correspondences
between pairs of images in order to determine the three-
dimensional shape of the object. The images are gener-
ally captured at the same time and processed pairwise [14,
15]. Moreover, concave shapes can be represented as well.
Multiple-view techniques are used when it is not possible to
capture images of the object from every point of view, such as
the case in which the object to be measured is lying on a plane.
However, the most important problems of these techniques are
related to the presence of occlusions and to the difficulty of
searching correspondent points in different images. Examples
of multiple-view systems for the volume estimation can be
found in granulometry [3, 4], the food volume estimation [7],
and in medical applications [16].
Stereological approaches are used when a certain number
of bidimensional projections of the object on a plane are
known. One of the uses of stereological techniques is in the
determination of the three-dimensional information of particles
placed on a conveyor belt, regardless of the their orientation
[1].
Feature-based volume estimation methods are used when the
position and orientation of the captured object is not known
a-priori, while the information about the shape of the object
that should be measured is available. The method proposed in
[5] determines the volume of a pear placed on a conveyor
belt by knowing a-priori the general shape of a pear, and
extracting features related to shape, area and orientation of
the measured pear. The method described in [6] describes the
fruit as a composition of elementary elliptical frustums, and
computes its volume as the sum of the elementary volumes.
Single-view volume estimation techniques are often used
in the process of measuring the approximate volume of the
food. The method described in [8] uses a single image of the
food placed on a plate and considers the information about
the known plate size to estimate the volume of the measured
food. The method proposed in [9] uses an algorithm based on
the creation of a virtual environment, in order to determine
the volume of the food from a single image.
III. THE PROPOSED METHOD
The proposed approach is designed to work with a two-view
acquisition system, and it is able to capture a pair of images
of an object placed on a flat surface. The approach is based on
image processing and computational intelligence techniques.
The first step of the proposed volume estimation method
consists in a three-dimensional reconstruction of the object,
which uses a set of reference points extracted from the images,
and then searches for correspondences using a matching al-
gorithm. Then, a volume approximation is computed from the
obtained model, and the features that describe the object shape
are extracted. Lastly, computational intelligence techniques are
used to refine the initial approximation.
The method is designed to work with low-cost acquisition
setups and processing hardware, by using the computational
intelligence techniques in order to learn the relation between
the extracted features and the volume of the object. The
extracted features, in fact, are almost invariant to the density
of the three-dimensional model (as long as at least the main
points are reconstructed) and to the position, angle, and
illumination of the object. In this way, the method is capable
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Fig. 2. A single two-view acquisition of a cube-shaped object: (a) image
captured by the first camera; (b) image captured by the second camera.
of performing a volume estimation without computing a full
three-dimensional reconstruction of the measured object, and
also variations in the position and angle of the object can be
compensated.
The proposed approach can be divided in the following
steps:
1) camera calibration and acquisition;
2) extraction of the reference points;
3) point matching and triangulation;
4) volume approximation from the convex hull;
5) feature extraction.
A. Camera calibration and acquisition
The calibration of the cameras composing the acquisition
setup is performed off-line. The calibration object used in
the proposed method is a chessboard, captured using a two-
view acquisition and processed using a corner detector. The
intrinsic and extrinsic parameters of the stereoscopic system
are then computed using the algorithms described in [20, 21].
The homography transformation matrix is computed from the
extracted corner points using a DLT approach [14], while the
fundamental matrix is computed from the extracted corner
points using a RANSAC approach [22].
Each stereoscopic pair of images is then acquired by per-
forming a single synchronized two-view capture. An example
of the obtained results is shown in Fig. 2.
B. Extraction of the reference points
A small number of reference points is extracted from one of
the two images in order to be subsequently matched and tri-
angulated. The number of points is kept at a minimum (about
250), since for our purposes a full volumetric representation
is not necessary.
A set of significative reference points can be extracted
in two different ways. If the object surface is sufficiently
variegated, the Harris corner detector is used to extract a
sufficient number of points. In the case of more uniform
surfaces, which cause the Harris method to perform poorly, a
Canny edge detector is used to determine the reference points.
A downsampling method is then used to extract a reduced set
of points belonging to the edges.
In order to enhance the details, the first and the second
image are preprocessed using a Sobel operator [23]:
I 1A  IA   pIA 
 Sq ,
I 1B  IB   pIB 
 Sq , (1)
where S is the horizontal Sobel filter.
C. Point matching and triangulation
Several methods have been described in the literature for the
matching of corresponding points in images captured using
multiple view systems. In particular, the methods proposed
in [24 – 26] deal with the aspects of matching points under
different light conditions and with differences in the camera
poses. However, the proposed setup presents small differences
in the orientation of the cameras, and the illumination can be
considered as uniform in the two images composing a two-
view acquisition. In order to overcome these limitations, our
approach uses a matching method based on the normalized
cross-correlation.
In the search of the pairs of points with the highest corre-
lation value, the method uses the information related to the
homography and fundamental matrices computed during the
calibration step , similarly to the methods presented in [27,
28]. Given a point xA appertaining to the first image I 1A, the
preliminary match of the corresponding point in the image I 1B
is computed using the homography transformation, according
to:
X 1B  HXA , (2)
where H is the 33 homography matrix, XA is the point xA
expressed in homogeneous coordinates, and X 1B is the pre-
liminary matching point estimation expressed in homogeneous
coordinates:
X 1B 


X
Y
W

 . (3)
The point X 1B is then converted in Cartesian coordinates, using
the equation:
x
1
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

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Y
W



. (4)
The coordinates of the preliminary matching point are refined
by considering the points adjacent to x1B in the image I 1B .
The considered points must appertain to a rectangular region
centered in x1B . A point is considered only if:
dxpx
i
B , x
1
Bq   ∆x
dypx
i
B , x
1
Bq   ∆y , (5)
where xiB is the i-th adjacent point, dx and dy are the distances
along the x and y axes, ∆x and ∆y are two empirically
estimated values.
For each of these points xiB , the distance from the epipolar
line corresponding to xA is computed using the equation [14]:
diep 
pX iBq
TFXA
a
pl1q2   pl2q2
, (6)
where diep is the epipolar distance relative to the i-th adjacent
point, X iB is the i-th adjacent point expressed in homogeneous
coordinates, F is the fundamental matrix, and l1, l2 are the
first two components of the epipolar line l, computed as:
l  FXA . (7)
The epipolar distance must be inferior to an empirically
estimated threshold tep:
diep   tep . (8)
Another check for the consistency of the candidate match
points is performed by comparing the images obtained by
applying the Canny edge detector on IA and IB . The binary
values of the edge images at the positions xA and xiB must
be equal:
CApxAq  CBpx
i
Bq , (9)
where CA, CB are the images obtained by applying the Canny
edge detector on IA and IB .
If the distances dxpxiB, x1Bq, dypxiB , x1Bq of the point to the
candidate point x1B , and the epipolar distance diep are less than
a fixed threshold, and the corresponding edge values are equal,
the point xiB is included in the set of valid adjacent points:
xiB P VB if
$
'
'
&
'
'
%
diep   tep ,
dxpx
i
B , x
1
Bq   ∆x ,
dypx
i
B , x
1
Bq   ∆y ,
CApxAq  CBpx
i
Bq
, (10)
where VB is the set of valid points adjacent to x1B .
The cross-correlation of a l  l squared window centered
in xA and the l  l squared windows centered in each of
the valid adjacent points belonging to VB is then computed.
The matching point is defined as the point with the maximum
cross-correlation coefficient, computed using the formula:
r 
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m
°
npAmn  A¯qpBmn  B¯q
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2
q
,
1   m   l, 1   n   l , (11)
where A and B are the two windows of size l  l. The
cross-correlation coefficient is chosen as the maximum of the
coefficients computed on the Y,R,G,B channels separately.
To avoid high correlation values in presence of uniform sur-
faces, which would result in false matches, the local variance
of a correlation window must be greater than a fixed threshold:
σ2pAq ¡ ts , (12)
where σ2pAq is the local variance of the window A and ts is
the fixed threshold.
The outliers are then removed by considering the global
mean and standard deviation of the Euclidean distances be-
tween the points of the matched pairs. A pair of matched points
pi, composed by the points xA of the first image and xB of
the second image, is considered as valid only if:
D¯S  2σDS   dpxA, xBq   D¯S   2σDS , (13)
where dpxA, xBq is the Euclidean distance between the points
xA and xB , and D¯S and σDS are the mean and the standard
deviation of the Euclidean distances between the points of the
matched pairs.
The two-dimensional coordinates of the matched pairs of
points are refined with a rectification procedure that considers
the calibration data. The z coordinate for each matched pair
is then computed using a triangulation equation:
z 
fT
dpxA, xBq
, (14)
where f is the focal length of the two cameras, T is the
baseline distance between the two cameras, xA and xB are the
two matched points, and d represents the Euclidean distance.
The homography matrix H is then used to recover the three-
dimensional locations of the points belonging to the plane on
which the object is placed. The point cloud is obtained by
extracting a set of points on the image I 1A and computing the
corresponding points on the image I 1B , using the equation 2.
The points are then converted in Cartesian coordinates using
the equation 4, and triangulated using the equation 14.
Some examples of reconstructed point clouds are shown in
Fig. 3.
D. Volume approximation from the convex hull
A first volume approximation is computed from the convex
hull of the reconstructed model, then the information is inte-
grated with additional features in order to refine the estimation.
First, the three-dimensional Delaunay triangulation of the
convex hull of the three-dimensional point cloud is computed.
A three-dimensional Delaunay triangulation consists in the
computation of a set of tetrahedrons, in which the vertices
are the coordinates of the three-dimensional points Pi, with
the constraint that no point Pi is inside the circumsphere of
any tetrahedron.
The volume of the internal region delimited by the triangu-
lation is obtained by summing the volume of each tetrahedron:
VT 
NT¸
i1
Vi , (15)
where VT is the volume approximation of the object, NT is
the number of tetrahedrons and Vi is the volume of the i-th
tetrahedron, computed as:
Vi 
|pa dq  ppb dq  pc dqq|
6
, (16)
where a, b, c, d are the three-dimensional coordinates of the
i-th tetrahedron.
E. Feature extraction
The features are extracted from the computed point cloud,
and designed in order to create a fast computable description
set, which can be used by the computational intelligence
techniques to perform an accurate volume estimation. The
extracted features are based on the computation of the three-
dimensional bounding ellipsoid, a sphere fitting algorithm, and
a plane interpolation technique.
1) Three-dimensional bounding ellipsoid: The three-
dimensional bounding ellipsoid is computed by using a mini-
mization problem [29]:
min plog pdetAqq , (17)
(a) (b) (c)
(d) (e) (f)
Fig. 3. Examples of captured object and the relative reconstructed point clouds: (a),(d) a first parallelepiped-shaped object and its reconstructed point cloud;
(b),(e) a second parallelepiped-shaped object and its reconstructed point cloud; (c),(f) a cylinder-shaped object and its reconstructed point cloud.
where A is the 3 3 matrix of the ellipse equation, expressed
in the form:
px ceq
TApx ceq  1 , (18)
where ce is the vector containing the coordinates of the center
of the ellipse. The minimization problem is subject to the
following constraints:
pPi  ceq
TApPi  ceq ¤ 1 , (19)
where Pi is the i-th point in the point cloud.
The singular value decomposition of the matrix A is com-
puted:
rUQV s  svdpAq , (20)
then the radii r1, r2, r3 of the bounding ellipsoid are computed
using the following equations:
r1 
1
a
Q
p1,1q
; r2 
1
a
Q
p2,2q
; r3 
1
a
Q
p3,3q
. (21)
2) Sphere fitting: The comparison between the point cloud
and the relative fitted sphere can provide an estimation of the
level of irregularity of the surface.
A sphere is fitted to the three-dimensional point cloud by
using a least squares approach to solve the overdetermined
system of normal equations:
x2i   y
2
i   z
2
i   ax  by   cz   d  0 , (22)
where xi, yi, zi are the coordinates of the i-th point of the
point cloud. The radius rs of the sphere is computed as:
rs 
d
a2   b2   c2
4 d
, (23)
and the center cs is computed as:
cs 


a
2

b
2

c
2

. (24)
For each point Pi of the point cloud, the absolute difference
di between the distance of the point from the center cs and
the radius rs is computed:
di  |dpPi, csq  rs | . (25)
The minimum mind, maximum maxd, mean meand and
standard deviation stdd of the obtained difference values are
then computed.
3) Plane interpolation: In order to model the main incli-
nation of the three-dimensional point cloud, thus correcting
the volume estimation, a plane is fitted through the three-
dimensional point cloud, using a first order polynomial in-
terpolation. The resulting plane is in the form:
fpx, yq  p00   p10x  p01y . (26)
4) Feature set: For each reconstructed point cloud, com-
puted from a two-view capture of an object, 14 features are
extracted:
 F p1q: the volume approximation VT computed from the
convex hull of the point cloud;
 F p2  4q: the lengths of the three main radii r1, r2, r3
of the three-dimensional bounding ellipsoid;
 F p5q: the ratio of the length of the first radius to the
length of the second radius (r1{r2);
 F p6q: the ratio of the length of the first radius to the
length of the third radius (r1{r3);
 F p7q: the ratio of the length of the second radius to the
length of the third radius (r2{r3);
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Fig. 4. Visual representation of the proposed acquisition setup.
 F p8q: the minimum value mind of the differences be-
tween the radius of the sphere fitted to the data and the
distance of each point from the center of the sphere;
 F p9q: the maximum value maxd of the differences be-
tween the radius of the sphere fitted to the data and the
distance of each point from the center of the sphere;
 F p10q: the mean value meand of the differences between
the radius of the sphere fitted to the data and the distance
of each point from the center of the sphere;
 F p11q: the standard deviation value stdd of the differ-
ences between the radius of the sphere fitted to the data
and the distance of each point from the center of the
sphere;
 F p12 14q: the coefficients p00, p10, p01 of the interpo-
lating plane.
IV. EXPERIMENTAL RESULTS
The used acquisition setup is composed by two Sony XCD-
SX90CR CCD color cameras synchronized by using a trigger
mechanism. Both the cameras are angled of α  85 with
respect to the horizontal support, separated by a baseline of
∆D  80 mm (the measure is taken considering the centers of
the CCDs). The distance from the cameras to the flat surface
is ∆H  395 mm. A uniform illumination was used. A visual
representation of the setup is shown in Fig. 4.
The calibration image set is composed by 15 different pairs
of chessboard images. The calibration chessboard is composed
by 12  9 squares of 10.5  10.5 mm. Considering these
images, we estimated a reconstruction error of the chessboards
in the three-dimensional space equal to 0.019 mm. This error
is computed by triangulating the two-dimensional coordinates
of the chessboard corners in the two views and considering
the plane interpolating the three-dimensional corner positions.
The standard deviation of the Euclidean distance between the
triangulated corners and the interpolated plane is assumed as
the error measure, as described in [30].
In order to prove the validity of the proposed method, we
collected a dataset of 52 objects of various shape typologies
(Fig. 5). We manually classified the objects into four cate-
gories according to their shape: parallelepiped-shaped objects
(Fig. 5a-g), cylinder-shaped objects (Fig. 5h-m), sphere-shaped
objects (Fig. 5n-s), and mixed-shape objects (Fig. 5t-v). Each
object was captured 30 times in different positions and at
different angles, for a total of 1560 stereoscopic acquisitions.
A summary of the used dataset, with the volume range for
each category, is shown in Table I.
TABLE I
SUMMARY OF THE DATASET
Object Volume (mm3) No. of Acquisitions Total no. of
category Min Max objects each acquisitions
Parallelepiped-shaped 9, 818 575, 400 16 30 480
Cylinder-shaped 2, 640 487, 939 18 30 540
Sphere-shaped 16, 619 197, 350 13 30 390
Mixed-shaped 7, 921 278, 737 5 30 150
The volume of the parallelepiped-shaped objects was com-
puted by measuring and then multiplying the dimensions of
the three-edges. The volume of the cylinder-shaped objects,
the sphere-shaped objects and the mixed-shaped objects was
computed using the technique based on the Archimedes’
Principle.
For each pair of images relative to a two-view acquisition,
we reconstructed the three-dimensional point cloud and ex-
tracted the features using the described method. The features
are extracted from each of the 30 acquisitions of every object,
for a total of 1560 samples with 14 features each. We used
a neural approach to determine the volume estimation and
compared the results with the real volume of the considered
object, with the aim to correct and reduce the effect of rotations
and positions of the object. The generalization capability of
the neural networks can, in fact, drastically reduce the effects
of these problems.
The results depicted in the paper are computed using a N -
fold cross-validation technique [31] with N  10. The cross-
validation was performed on each object category separately,
using all the samples of each category. In this manner, we
tested the ability of the neural network to generalize a par-
ticular type of objects (for example, parallelepiped, cylinder,
sphere, or mixed) and then map the feature set of the particular
sample into the corresponding volume.
The proposed approach is based on a Feed Forward Neural
Network with one input layer, one hidden layer and one output
layer. The input layer is composed by 14 nodes, while we
tested different number of tan-sigmoidal nodes in the hidden
layer: 1, 3, 5, 10, 15, 20, 25. The output layer is composed by
one linear node. We used neural networks with a single hidden
layer since they can be considered as universal approximators.
The neural networks are trained with a Levenberg-Marquardt
back-propagation algorithm, using at most 150 epochs. For
each sample, the relative error e is computed as the absolute
value of the difference between the real and the estimated
volume:
e 
|vn  vr|
vr
, (27)
where vn is the output of the neural network and vr is the real
volume of the object.
We compared the results of the proposed method with the
results obtained by directly approximating the volume from
the convex hull of each point cloud, using the equation 15
and the equation 16. A summary of the results is depicted in
Table II, showing the error values for the different configura-
tions proposed.
Table II shows that the best configuration of the neural
networks achieved a volume estimation of the parallelepiped-
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Fig. 5. Examples of captured objects belonging to different shape typologies: (a-g) parallelepiped-shaped objects; (h-m) cylinder-shaped objects; (n-s)
sphere-shaped objects; (t-v) mixed-shaped objects.
TABLE II
RESULTS OF THE VOLUME ESTIMATION USING THE PROPOSED METHOD
Object Relative error e
Method category Mean Std
Parallelepiped-shaped 0.048 0.051
NN-1 Cylinder-shaped 0.023 0.022
Sphere-shaped 0.060 0.048
Mixed-shaped 0.150 0.059
Parallelepiped-shaped 0.023 0.032
NN-3 Cylinder-shaped 0.015 0.016
Sphere-shaped 0.029 0.035
Mixed-shaped 0.024 0.037
Parallelepiped-shaped 0.029 0.036
NN-5 Cylinder-shaped 0.010 0.010
Sphere-shaped 0.027 0.028
Mixed-shaped 0.018 0.034
Parallelepiped-shaped 0.019 0.022
NN-10 Cylinder-shaped 0.008 0.008
Sphere-shaped 0.025 0.027
Mixed-shaped 0.004 0.020
Parallelepiped-shaped 0.014 0.019
NN-15 Cylinder-shaped 0.006 0.010
Sphere-shaped 0.018 0.021
Mixed-shaped 0.013 0.028
Parallelepiped-shaped 0.019 0.032
NN-20 Cylinder-shaped 0.005 0.006
Sphere-shaped 0.020 0.027
Mixed-shaped 0.006 0.018
Parallelepiped-shaped 0.026 0.041
NN-25 Cylinder-shaped 0.009 0.010
Sphere-shaped 0.030 0.046
Mixed-shaped 0.014 0.017
Direct Parallelepiped-shaped 0.500 0.567
volume Cylinder-shaped 0.278 0.274
approximation Sphere-shaped 0.260 0.190
Mixed-shaped 0.193 0.161
shaped objects with a mean error equal to 1.4 %, and the
volume of the cylinder-shaped objects, the sphere-shaped
objects and the mixed-shaped objects with a mean error less
than 1 %. It is possible to observe that the error obtained
by directly approximating the volume from the convex hull
is much larger than the error obtained by using the neural
approach. This is due to the fact that the volume computed
directly from the three-dimensional reconstruction is strictly
related to the position and the angle of the measured object
with respect to the cameras. The proposed feature extraction
process and the used computational intelligence techniques can
achieve instead a more accurate and view-independent volume
estimation.
For each object category, we used the best configuration
of the neural networks and used it to compute the obtained
volume estimation error for every object. The obtained results
are depicted in Table III, showing that the proposed method
obtained a remarkable accuracy for all the considered objects.
The bigger estimation errors are related to objects with the
TABLE III
RESULTS OF THE VOLUME NEURAL ESTIMATION FOR EACH OBJECT
Object Object Real vol. Est. vol (mm3) (*)
category (mm3) Mean Std
Parallelepiped-shaped Cube 85, 184 82, 545 5, 623
Tape-line 69, 231 64, 305 28, 206
Box N.1 192, 183 192, 755 27, 286
Box N.2 24, 805 23, 487 15, 470
Box N.3 523, 380 517, 556 20, 029
Box N.4 134, 400 132, 826 6, 252
Box N.5 101, 430 102, 633 8, 451
Tape 49, 600 43, 665 9, 240
CD holder 173, 430 169, 174 19, 030
Book 1 575, 400 577, 402 9, 683
Book 2 234, 520 239, 784 28, 250
Memory case 42, 248 39, 395 7, 638
Coaster 43, 264 46, 947 13, 834
Watch case 153, 149 150, 557 11, 293
Keychain 9, 818 7, 601 9, 390
Walkman 267, 814 267, 916 18, 274
Cylinder-shaped Felt-tip pen N.1 30, 769 29, 995 3, 604
Felt-tip pen N.2 20, 835 19, 880 3, 782
Glue container 146, 150 145, 488 4, 769
Vase 101, 340 101, 166 3, 152
Glass 427, 055 426, 855 5, 854
Screwdriver 2, 640 3, 120 6, 558
Tin can 487, 939 486, 319 1, 487
Pen N.1 10, 562 9, 631 3, 638
Pen N.2 5, 281 6, 547 2, 508
Pen N.3 10, 562 11, 699 2, 951
Pen N.4 15, 843 15, 628 4, 768
Pen N.5 21, 124 19, 585 3, 698
Brush 2, 640 3, 669 2, 037
Battery 8, 305 8, 534 2, 882
Brown tape 298, 024 297, 308 5, 209
Small bottle 242, 926 242, 971 3, 663
Filler bottle N.1 212, 371 212, 741 5, 622
Filler bottle N.2 292, 011 292, 915 3, 219
Sphere-shaped Toy wheel 16, 619 17, 157 1, 816
Headphones holder N.1 84, 615 84, 564 5, 375
Headphones holder N.2 79, 215 79, 330 3, 720
Ping-pong ball (half) 16, 755 18, 186 6, 626
Round tape-line 159, 241 159, 386 13, 116
Paper tape 197, 350 193, 539 9804
Small tape 38, 813 38, 486 4, 173
Sandpaper brush 66, 366 63, 537 9, 743
Metal brush 86, 205 85, 657 4, 006
ADSL plug 68, 653 66, 091 9, 027
Top N.1 23, 524 22, 653 5, 003
Top N.2 21, 598 21, 995 3, 170
Yo-yo 76, 340 72, 676 9, 366
Mixed-shaped Ink dryer 278, 737 274, 811 21, 497
Lock N.1 7, 921 7, 928 12
Lock N.2 10, 562 10, 496 357
Cash holder 105, 620 105, 622 6
Sunglasses holder 156, 180 156, 296 679
(*) Processed 30 acquisitions of each object with different angles and positions.
most uniform surfaces, like the ink dryer, which are more
difficult to reconstruct.
V. CONCLUSION
In this paper we proposed a low-cost approach for the
volume estimation of objects based on a single two-view
acquisition. The method is designed in order to achieve an
accurate and view-independent volume estimation, without the
need to compute a full three-dimensional reconstruction of the
object, using complex setups or time-consuming algorithms.
The method uses image processing and computational intel-
ligence techniques, and it is based on a fast three-dimensional
reconstruction step and in a feature extraction process. The
extracted features, along with a first approximation of the
volume computed directly from the point cloud, are used by a
neural network in order to estimate the volume of the object.
Each neural network has been trained to correct the initial
convex hull estimation of the object for four general shape
types, in particular parallelepiped, cylinder, sphere and mixed-
shaped objects. Within the correct shape type, experiments
showed that the trained neural network is capable to effectively
correct the volume estimation for different objects. The neural
approach permitted then an accurate volume estimation of the
objects which is invariant to orientation, position, and illumi-
nation, and using a reduced three-dimensional reconstruction.
In order to test the validity of the proposed method, we
captured different objects and classified them in separate
categories according to their shape. Then, we performed the
tests on the extracted features using different configurations of
the neural networks. We performed the tests on each category
separately. We compared the results with the ones obtained by
computing the volume approximation directly from the three-
dimensional reconstruction. The results show that the proposed
method achieves a better accuracy in estimating the volume
of the objects with respect to the direct volume approximation
from the point cloud, proving that the method is feasible.
However, in the case of complex-shaped objects or major
occlusions, the proposed approach produce a less accurate
volume estimation since the extracted feature set is not suf-
ficient to describe the complexity of the surface, in order to
achieve a robust and accurate neural correction of the convex
hull method. Future works will focus on achieving an accurate
volume estimation with more complex objects.
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