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Abstract. We introduce an inversion algorithm for tomographic images of layered media. The
algorithm is based on a multiscattering series expansion of the Green function that, unlike the
Born series, converges unconditionally. Our inversion algorithm obtains images of the medium
that improves iteratively as we use more and more terms in the multiscattering series. We present
the derivation of the multiscattering series, formulate the inversion algorithm and demonstrate its
performance through numerical experiments.
1. Introduction
We consider the inverse problem of imaging the electrical conductivity of a layered medium
occupying the half-space  D f.x; y; z/jz 6D 0g. The data are the applied electric currents
and the measured electric voltages on the boundary surface S D f.x; y; z/jz D 0g. This work
is motivated by problems arising in geophysical prospecting, where, in many situations, it is
reasonable to approximate the Earth by a layered medium in the half-space. The upper half
space is assumed to be composed of dry air with negligible electrical conductivity.
The electric potential  satisfies
r  [.z/r.x; y; z/] D 0 in 
.0/
@
@z
.x; y; 0/ D j .x; y/ on S (1.1)
.x; y; z/! 0 as z!−1
;
@
@x
;
@
@y
and j ! 0 as x; y !1; (1.2)
where  is the electrical conductivity which depends only on depth and j is the given normal
current at the boundary. For problem (1.1) to be well posed, we must haveZ
S
j .x; y/ dx dy D 0: (1.3)
The conductivity  is a real, positive function and the current j is a function in the space
H−
1
2 .S/. We overspecify the problem by requiring that
.x; y; 0/ D v.x; y/ on S; (1.4)
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Figure 1. Discrete layered medium.
where v is the measured voltage. The inverse problem is to find .z/ for z < 0 from the
Neumann to Dirichlet map
0 : j ! v; where 0 : H− 12 .S/! H 12 .S/: (1.5)
In practice, j and v are not known over the whole boundary S but rather at discrete locations
confined in a bounded subdomainM  S. Thus, the imaging of .z/ is to be done with only
partial knowledge of the Neumann to Dirichlet map (1.5).
We assume a discrete layered medium as shown in figure 1. The case of a continuous .z/
can be viewed as the limit of the discrete case, where the width of the layers is infinitesimally
small. Under the assumption of a discontinuous electrical conductivity, suppose that we have
N + 1 layers of width di , where i D 1; : : : N + 1. The last layer is assumed infinite, so
dN+1 !1. In each layer, the conductivity is given by
.z/ D i D constant; for −Hi < z 6 −Hi−1; i D 1; : : : N + 1: (1.6)
The forward problem (1.1) for a layered medium with conductivity (1.6) can be solved explicitly
(see for example [21, 25, 26]) and the electric potential on the boundary S is
.x; y; 0/ D v.x; y/
D 1
2
Z 1
−1
Z 1
−1
J .k/
jkj1

1 + R.jkj;;d/e−2jkjd1
1− R.jkj;;d/e−2jkjd1

exp[−ik  .x; y/] dk; (1.7)
where J .k/ is the Fourier transform of the boundary current j , k is the Fourier frequency,
 D .1; : : : N+1/ and d D .d1; : : : dN+1/. The kernel R.jkj;;d/ is given by
R.jkj;;d/ D r1; (1.8)
where ri , i D 1; : : : N are calculated iteratively, starting from the bottom layer:
rN+1 D 0
rn D rn+1 +Dne
2jkjdn+1
e2jkjdn+1 +Dnrn+1
Dn D n − n+1
n + n+1
; for n D 1; : : : N:
(1.9)
Equation (1.7) clearly shows the nonlinearity of the inverse problem, where the kernel R and
the measured voltage v have a complicated dependence on the conductivity .z/.
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One approach to solving the inverse problem is layer stripping, based on a Ricatti equation
for r.z/:
r 0.z/ + 2jkjr.z/− 1
2
d ln .z/
dz
[1− r2.z/] D 0
r.z/! 0 as z!−1;
(1.10)
that can be obtained from the discrete equations (1.9) applied to a continuum by setting
r.−Hn/ D rn and taking the limit di ! 0, i D 1; : : : N as N ! 1. Another proof of
(1.10) follows from equation (1.1) after taking the Fourier transform with respect to x and y.
We have
@
@z
"
.z/
@ O
@z
.k; z/
#
− jkj2.z/ O.k; z/ D 0 for z < 0
@ O
@z
.k; 0/ D J .k/jkj1
O.k; z/! 0 as z!−1
(1.11)
and we define
r.z/ D
"
1− @
O.k; z/=@z
jkj O.k; z/
#"
1 +
@ O.k; z/=@z
jkj O.k; z/
#
: (1.12)
Since the solution of interest satisfies O.k; z/  ejkjz as z ! −1, r.z/ defined by (1.12)
satisfies the decay condition at infinity. Furthermore, r.z/ satisfies the Ricatti equation (1.10)
as one can easily check by direct substitution. Layer stripping has been explored in inverse
scattering problems for the Helmholtz equation [11, 30]. The idea of layer stripping based on a
different Ricatti equation than (1.10) has been used in electric impedance tomography in [29].
Furthermore, the method has been extended to imaging a rectangular resistor network in [14].
The main problem of these algorithms is the stability issue for the high-frequency modes.
In this paper, we propose another approach to solving the inverse problem (1.1)–(1.4).
We construct a multiscattering series expansion of the kernel R.jkj;;d/ in (1.7). The series
is in powers of the reflection coefficients Dn D n−n+1n+n+1 and, unlike the Born series, converges
for all contrasts. The series expansion of the kernel R is obtained through a calculation of
the Green function of (1.1) via path integration [16, 20, 28, 32]. In section 2 we explain the
derivation of the multiscattering series via path integration. In section 3 we introduce the
inversion algorithm. Numerical results are presented in section 4.
2. Derivation of the multiscattering series
2.1. Path-integral representation of the Green function
We begin the derivation of the path integral representation of the Green function by considering
the elliptic problem for the whole space
r  [.x/rG.x;x0/] D −.x− x0/; for x; x0 2 R3
G.x;x0/! 0 as jx− x0j ! 1: (2.1)
However, we explain later how to reduce the domain to the half-space , by introducing a
special extension of .x/ for z > 0. Suppose that we discretize (2.1) by reducing the space to
a cubic infinite lattice of spacing h. The discretization of equation (2.1) leads to an algebraic
system of equations:X
b23
Kabub D fa; (2.2)
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Figure 2. Interface I between two layers of different electrical conductivity.
where 3 is the set of indices of the nodes in the lattice, ub D G.xb;x0/ and fa D .xa − x0/.
The coefficients Kab satisfy
Kab D Kba 6 0 for a 6D bI a; b 2 3
Kaa > 0; for all a 2 3X
b23
Kab D 0; for all a 2 3:
(2.3)
As an example of discretization of (2.1) in a region with constant  , consider central
differences:
a
h2

6ua −
X
b2N .a/
ub

D fa; (2.4)
whereN .a/ D fb 2 3jjxb−xaj D hg is the set of neighbours of the node a and a D .xa/.
For a node a 2 3 that belongs to an interface I between two layers (see figure 2), the
discretization of (2.1) is
h i
h2

6ua −
X
b2NI .a/
ub − .1 +D/ua+ − T ua−

D fa; (2.5)
where
h i D 
+ + −
2
;
D D 
+ − −
 + + −
D reflection coefficient;
T D 2
−
 + + −
D 1−D D transmission coefficient
(2.6)
and NI.a/ D fb 2 3jjxb − xaj D h, and xb 2 Ig is the set of neighbours of node a, that
belong to the interface.
Based on the coefficients Kab we define a new set of coefficients
xa;xb D −
Kab
Kaa
> 0; for a 6D bI a; b 2 3X
b 6Da
xa;xb D 1;
(2.7)
which are given the interpretation of transition probability from node a to node b in the lattice.
Next, we solve the linear system (2.2) with Jacobi’s iterative method:
u.0/a D
fa
Kaa
u.n/a D
fa
Kaa
+
X
b 6Da
xa;xbu
.n−1/
b ; for n D 1; 2; : : :
(2.8)
A multiscattering series for impedance tomography in layered media 519
and take the limit h! 0, n!1 to get the Green function as
G.x;x0/ D lim
h!0
1X
nD0
gn.x;x
0/: (2.9)
In (2.9), gn.x;x0/ is the transition probability from point x0 to point x in n steps, given by
gn.x;x
0/ D h
2
6.x/
X
7
P.7 jn/; (2.10)
where
P.7 jn/ D
nY
iD1
xi−1;xi ; x0 D x0; xn D x (2.11)
is the probability of a path 7 that starts at x0 and ends at x after n steps. Thus, the Green
function has a path integral representation given by (2.9)–(2.11). Furthermore, problem (2.1)
has been reduced to a random walk in R3.
2.2. Isotropic, homogeneous media
In isotropic, homogeneous media, the transition probabilities  can be modelled by a Gaussian
[10]
xi−1;xi D .jxi − xi−1j/ D

3
2h2
3
2
exp

− 3
2h2
jxi − xi−1j2

: (2.12)
The problem of random flights has an elegant solution due to Markoff [10, 20]. However, here
we give a different calculation that clarifies future steps in the derivation of the multiscattering
series of the Green function.
Equations (2.10)–(2.12) give
gn.x;x
0/ D h
2
6

3
2h2
3n
2
Z
dx1 : : :
Z
dxn−1 exp

− 3
2h2
nX
jD1
jxj − xj−1j2

; (2.13)
where each integral is taken overR3, x0 D x0 and xn D x. We calculate the integrals in (2.13)
iteratively, starting with
R
dxn−1 and ending with
R
dx1. Since we consider the limit h! 0,
each integral in (2.13) is of Laplace type [4] and the main contribution comes from the straight
path
7? D fx0;x?1; : : :x?n−1;xg; where x?j D x0 +
j
n
.x− x0/; j D 0; 1; : : : n: (2.14)
The result is equivalent with Markoff’s solution
gn.x;x
0/ D h
2
6

3
2nh2
3
2
exp

− 3
2nh2
jx− x0j2

(2.15)
and the Green function follows from (2.9):
G.x;x0/ D lim
h!0
h2
6
1X
nD0

3
2nh2
 3
2
exp

− 3
2nh2
jx− x0j2

D 1
4 jx− x0j : (2.16)
Thus, we obtained the well known formula of the Green function of the Laplace equation in
R3.
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2.3. Medium with one plane interface of discontinuity of the conductivity
Suppose that we have a medium that has two infinite layers as shown in figure 2:
.x/ D .z/ D
(
 + for z > 
− for z <  .
(2.17)
We calculate the Green function corresponding to this medium with the path-integral method
described in sections 2.1 and 2.2. Let us define
+ D f.x; y; z/jz > g and − D f.x; y; z/jz < g
and suppose that x and x0 2 +. From the result (2.14) we deduce that there are two classical
paths that connectx0 andx inn steps. There is the direct path that has the probabilityg.d/n .x;x0/
given by (2.15), where  D  +. The second path reaches x after a reflection at the interface
and it has the probability
g.r/n .x;x
0/ D D h
2
6 +
.z + z0 − 2/
n

nX
pD0
Z 1
−1
Z 1
−1
d d

3
2ph2
3
2
e
− 3
2ph2
[.−x 0/2+.−y 0/2+.−z0/2]


3
2.n− p/h2
3
2
e
− 3
2.n−p/h2 [.x−/2+.y−/2+.z−/2]: (2.18)
The interpretation of formula (2.18) is as follows. The paths from x0 to the interface I are
straight, as given by (2.14). One such path reaches the interface at location .; ; / after
p steps. We must consider all possible paths so we integrate over  and . Next, from the
interface, the destination is reached along a straight path that connects .; ; / to x in n− p
steps. We consider all possible values of p and take the average as indicated by the sum in
(2.18) which is multiplied by the normal velocity .z+z0−2/
n
along all the paths. Finally, D is
the coefficient of reflection given in (2.6). Thus, the probability of the reflected path is (see
appendix A)
g.r/n .x;x
0/ D D h
2
6 +

3
2nh2
3
2
e
− 3
2nh2
[.x−x 0/2+.y−y 0/2+.2−z−z0/2]
: (2.19)
Furthermore, the path that has the largest contribution in the evaluation of g.r/n .x;x0/ satisfies
the Snell law of reflection that says that the angle of incidence equals the angle of reflection.
The calculation of the Green function is completed by using equation (2.9):
G.x;x0/ D 1
4 +jx− x0j +D
1
4 +
p
.x − x 0/2 + .y − y 0/2 + .2 − z− z0/2
;
for x and x0 2 +: (2.20)
Next, suppose that x0 2 + and x 2 −. All paths that connect x and x0 cross the
interface I, so we obtain
g.t/n .x;x
0/ D T h
2
6−
.z0 − z/
n
nX
pD0
Z 1
−1
Z 1
−1
d d

3
2ph2
3
2
e
− 3
2ph2 [.−x 0/2+.−y 0/2+.−z0/2]


3
2.n− p/h2
3
2
e
− 3
2.n−p/h2 [.x−/2+.y−/2+.−z/2]; (2.21)
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Figure 3. Path diagram for the construction of the term G0.x;x0/ in (2.25).
where T D 1−D is the coefficient of transmission. The interpretation of (2.21) is similar to
the interpretation of (2.18). The result of the calculations in (2.21) give the probability of the
transmitted path
g.t/n .x;x
0/ D T h
2
6−

3
2nh2
3
2
e
− 3
2nh2
[.x−x 0/2+.y−y 0/2+.z−z0/2]
; (2.22)
where the main contribution comes from the straight path that connects x to x0 through the
interface. The Green function is given by
G.x;x0/ D T 1
4−jx− x0j for x 2 
− and x0 2 +: (2.23)
2.4. Multiscattering series expansion of the Green function in a layered medium occupying
the half-space 
The Green function associated with problem (1.1) satisfies
r  [.z/rG.x;x0/] D −.x− x0/; for x;x0 2 
G.x;x0/! 0 as jx− x0j ! 1:
@G
@z
D 0 for z D 0 and @G
@z0
D 0 for z0 D 0:
(2.24)
Furthermore, G,  @G
@z
and  @G
@z0 are continuous at any interface between two layers. The
conductivity .z/ for z 6 0 is given by (1.6) and it is extended to  D 0 for z > 0. Thus, the
top surface acts as a perfect reflector with reflection coefficient D0 D 1−01+0 D 1. Suppose that
both x and x0 belong to the first layer of conductivity 1. We use the results of sections 2.1–2.3
and write that the Green function is given by the multiscattering series
G.x;x0/ D
1X
rD0
Gr.x;x
0/; (2.25)
where Gr denotes the term in the series that accounts for a total of r reflections at any of the
inner layers z D −Hj , j D 1; : : : ; N . We explain the construction of each term in the series
through path diagrams.
Take r D 0 and observe from the diagram in figure 3 that there are two classical paths
that connect x0 and x. The first path .71/ is direct and the other .72/ is reflected at the top
surface. Thus, according to the results in section 2.3 and the fact that the reflected path72 has
amplitude D0 D 1 we have
G0 D 1
41
p
.x − x 0/2 + .y − y 0/2 + .z− z0/2
+
1
41
p
.x − x 0/2 + .y − y 0/2 + .z + z0/2
:
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Figure 4. Path diagram for the construction of the term G1.x;x0/ in (2.25).
(2.26)
Next, take r D 1 or, equivalently, consider the contribution toG.x;x0/ of all paths that reflect
once in the interior of . We must consider the four possibilities shown in the diagrams in
figure 4. As we had before, the reflection at the top surface means multiplication by D0 D 1.
Furthermore, the amplitude of a path that reflects at the interface z D −Hj is given by the
product between the coefficient of reflectionDj D j−j+1j+j+1 and the coefficients of transmission
back and forth through the layers at z D −Hi , where 1 6 i 6 j − 1. Thus, the amplitude of
each path in the diagrams of figure 4 is Dj
Qj−1
iD1 .1−D2j /. The term in the series (2.25) that
corresponds to r D 1 is
G1 D
NX
jD1
Dj
j−1Y
iD1
.1−D2j /
"
1
41
p
.x − x 0/2 + .y − y 0/2 + .2Hj + z + z0/2
+
1
41
p
.x − x 0/2 + .y − y 0/2 + .2Hj + z− z0/2
+
1
41
p
.x − x 0/2 + .y − y 0/2 + .2Hj − z + z0/2
+
1
41
p
.x − x 0/2 + .y − y 0/2 + .2Hj − z− z0/2
#
: (2.27)
The termG2 in (2.25) accounts for the contribution of paths such as7 shown in figure 5. Note
that the other three possibilities due to the perfectly reflecting top surface must be included.
Finally, we show the diagrams in figure 6 which illustrate the paths that contribute to the term
G3 in (2.25). Again, the additional possibilities due to the perfectly reflecting top surface must
be included.
The construction can be done, in principle, for any r . For each path in the diagram,
we calculate its amplitude as the product of the coefficients of reflection and transmission
through the interfaces. Note that the amplitude of each path belongs to the interval [−1; 1].
Furthermore, each term in the expression of Gr.x;x0/ is proportional to the product of r
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Figure 5. Path diagram for the construction of the term G2.x;x0/ in (2.25).
Figure 6. Path diagram for the construction of the term G3.x;x0/ in (2.25).
coefficients of reflection Dj , where
Dj D j − j+1
j + j+1
2 [−1; 1]:
Thus, if the contrast is high, the reflection coefficients are close to 1 and the convergence
of the series is slow. However, for moderate contrast, we expect a fast convergence. Note
also that the contribution to the Green function of each path is inversely proportional to the
length of the path. Thus, the higher r is, the longer the paths and the smaller the terms in the
expression of Gr . This is of big importance in the convergence of the series as we show in
section 3.
2.5. Discussion
The multiscattering series expansion (2.25) of the Green function can also be obtained directly
from equation (1.7), whereZ 1
−1
Z 1
−1
G.x − x 0; y − y 0; z; z0/eik.x−x 0;y−y 0/ dx dy D 1jkj1

1 + R.jkj;;d/e−2jkjd1
1− R.jkj;;d/e−2jkjd1

(2.28)
and the kernelR is calculated iteratively as given by (1.8) and (1.9). One can expand the right-
hand side of equation (2.28) into a power series of coefficientsDj D j−j+1j+j+1 and obtain (2.25).
Our approach, based on path integration, gives a physical interpretation of the derivation of
(2.25). We show that the problem can be regarded as a random walk in an infinite lattice, where
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the transition probability from one node to another depends on the electrical conductivity of
the continuum. Furthermore, of all possible paths in such a random walk, we distinguish the
preferred or classical paths that give the largest contribution to the Green function. The classical
paths, like rays in geometrical optics, reflect at interfaces according to the Snell law of reflection
(see equation (2.19)). However, the transmitted paths remain straight and so they do not satisfy
Snell’s law of refraction. Furthermore, after each reflection and transmission through a layer,
the amplitude of the paths decreases as given by the reflection and transmission coefficients
defined in (2.6). Thus, (2.25) is very similar to the Bremmer series obtained by Bremmer
[7, 8] and by Keller and Keller [22] in studies of wave propagation in layered media. However,
there are some differences between the Bremmer series and (2.25). First, the reflection and
transmission coefficients do not depend on the angle of incidence and, as explained above,
the transmitted paths remain straight while passing through an interface between two layers
of different conductivity. The second difference is that each term in (2.25) is exponentially
decaying with the length of the path. There is no concept of time of arrival at the surface (as
for waves) and all the paths contribute simultaneously to the response at the boundary.
Finally, we mention that equations (2.9) and (2.10) hold for any function .x/ and so, the
path integration approach introduced in this section might be useful in deriving approximations
of the Green function in media that are more general than the layered ones. In future research,
we concentrate on extending the ideas in this section to such media. One example, encountered
in mine detection applications, is a medium with a few conducting or insulating inclusions in
a uniform background.
3. Inversion algorithm
3.1. Formulation of the nonlinear output least-squares problem
Given the Green function for problem (1.1) in a layered medium with conductivity given by
(1.6), the electric potential on the top surface S is
v.x; y/ D
Z
S
j .x 0; y 0/G.x 0; y 0; z0 D 0I x; y; z D 0/ dx 0 dy 0: (3.1)
The Green function is given by the multiscattering series (2.25). The calculation of v.x; y/ by
formula (3.1) requires evaluations of integrals like
I .x; y; / D
Z
S
j .x 0; y 0/
2
41
p
.x − x 0/2 + .y − y 0/2 +  2
dx 0 dy 0; (3.2)
that are computed as follows. The integral in (3.2) is given by
I .x; y; / D  .x; y; /; (3.3)
where  is the solution of the conductivity problem in a homogeneous medium with  D 1:
1 .x; y; z/ D 0 in 
1
@ 
@z
.x; y; 0/ D j .x; y/ on S
 ;
@ 
@x
and
@ 
@y
! 0 for x; y !1 or z!−1:
(3.4)
The calculations are simpler in the Fourier space, where
O .k; z/ D
8<:
J .k/
jkj1 e
jkjz for z 6 0 and k 6D 0
0 otherwise.
(3.5)
A multiscattering series for impedance tomography in layered media 525
Thus, the Fourier coefficients of the measured voltage on the top surface, for k 6D 0, are given
by (2.25) and (3.1) as
Ov.k/ D J .k/jkj1

1 + 2
NX
iD1
Di
i−1Y
jD1
.1−D2j /e−2jkjHi
+2
NX
iD1
Di
i−1Y
jD1
.1−D2j /
NX
kD1
Dk
k−1Y
lD1
.1−D2l /e−2jkj.Hi+Hk/ + O.D3/

; (3.6)
where by O.D3/ we mean the contribution of the termsGr , r > 3 in the multiscattering series
(2.25). The series expansion (3.6) of the voltage Ov.k/ is convergent because of the decaying
exponentials. Indeed, the higher the terms in the series, the longer the associated paths and the
smaller the exponentials. Furthermore, all the exponentials are multiplied by the amplitude
associated with each path and each amplitude has a magnitude of at most one. For moderate
contrasts, the reflection coefficients are small and we expect that it is sufficient to consider
only the first few terms in (3.6).
In our numerical experiments, the domainM  S of measurements is a square of length
L, over which we place electrodes on a uniform mesh withNE nodes on each side. The number
of frequencies that give independent equations such as (3.6) are M D 12 .NE2 + 1/.NE2 + 2/− 1:
Thus, our inversion algorithm attempts to find the reflection coefficients Di , i D 1; : : : N that
satisfy (3.6) in the least-squares sense, for the frequencies
k D

2
L
i;
2
L
j

; for i D 0; : : : ; NE
2
I j D i; : : : ; NE
2
and k 6D 0: (3.7)
In general, is is easy to get the conductivity on the surface, so we assume that we know 1.
The inversion algorithm proceeds to reconstruct the reflection coefficients step by step. The
first step takes into account only single reflections in the interior of  and terms in (3.6) of
orderD. Thus, the first step of our inversion algorithm implies solving the linear least-squares
problem
min
D
jjBD − bjj2; (3.8)
where
D D .D1; : : : ; DN/T 2 RN
Bij D 2 exp.−2jki jHj/; for i D 1; : : :M and j D 1; : : : N
bi D jki j1real
 Ov.ki /
J .ki /

− 1; for i D 1; : : :M:
(3.9)
We solve (3.9) with the singular value decomposition [17]. In general, B has singular
values that decay quickly to zero. To decide how many singular values to use in the least-
squares solution, we use that, in general, the measurements of the potential v are noisy. Let us
denote by Qv.k/ the noisy Forier coefficients, where
Qv.ki / D Ov.ki /.1 + "i/; i D 1; : : :M; j"i j 6 "; (3.10)
and " is the noise level. Then, the vector b in (3.8) is perturbed to
Qb D b +1b; where j1bi j  jki j1
 Qv.ki /J .ki /
 j"i j 6 j1 + Qbi j"; i D 1; : : :M:
(3.11)
Thus,
jjBD − Qbjj2 . jjBD − bjj2 + "jj1 + bjj2
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and we accept D as the least-squares solution of (3.9) if
jjBD − Qbjj2  "jj1 + bjj2:
The solution D is a first approximation of the reflection coefficients. Once we have D, we
find an approximation of the electrical conductivity as
i+1 D i

1−Di
1 +Di

; i D 1; : : : N: (3.12)
The next step of the inversion, takes in (3.6) terms of order up to D2. This leads to the
nonlinear least-squares problem
min
D
MX
iD1
r2i .D/; where
ri.D/ D bi − 2
NX
jD1
Dje
−2jki jHj − 2
NX
jD1
NX
kD1
DjDke
−2jki j.Hj+Hk/: (3.13)
We solve (3.13) with Newton’s method, where the initial guess is the solution of (3.9). Next,
we take in (3.6) terms of order D3 that account for at most three reflections inside . The
least-squares problem to solve is:
min
D
MX
iD1
r2i .D/; where
ri.D/ D bi − 2
NX
jD1
Dj

1−
j−1X
kD1
D2k

e−2jki jHj
−2
NX
jD1
NX
kD1
DjDke
−2jki j.Hj+Hk/ − 2
NX
jD1
NX
kD1
NX
pD1
DjDkDpe
−2jki j.Hj+Hk+Hp/
+2
NX
jD1
j−1X
kD1
NX
pDk+1
DjDkDpe
−2jki j.Hj−Hk+Hp/: (3.14)
This can be done for higher and higher terms in the series (3.6). For each step, we have a
nonlinear least-squares problem that we solve with Newton’s method, where the initial guess
is the solution of the previous step. If the vector D does not change much from one step
to another, we accept it as the solution of the inverse problem and calculate the conductivity
distribution from (3.12).
In summary, the inversion algorithm introduced in this section consists of a sequence of
least-squares problems. The first problem (3.8) is linear and all the others, like (3.13) and
(3.14), are nonlinear. In each least-squares problem, we consider an additional termGr in the
series expansion (2.25) of the Green function. As shown by (2.25) and (3.6), each termGr has
a strength proportional to the rth power of the reflection coefficientsDj . For a finite contrast in
 , jDj j < 1 for all j D 1; : : : N and so jGr j is expected to be smaller than jGr−1j. Furthermore,
Gr contains longer paths thanGr−1, and, due to the exponentially decaying factors in (3.6), is
less important thanGr−1 in the approximation of the Green function. Thus, for an intermediate
contrast, the solution of the least-squares problem that uses G.x;x0/  Pr−1iD0 Gi.x;x0/ is
expected to be a reasonable approximation of the conductivity function .x/ and so a good
initial guess for the next nonlinear least-squares problem that uses the additional termGr.x;x0/
in the approximation of the Green function. Having a good initial guess, each nonlinear least-
squares problem is solved easily, in just a few iterations.
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Figure 7. Medium with two layers of conductivity 1 and 2, respectively.
3.2. Comparison with the Born series
In this section we compare the multiscattering series (3.6) with the popular Born series that is
based on the linearization of the equations about a reference conductivity. For simplicity, we
make the comparison for a medium with two layers, as shown in figure 7:
.z/ D
(
1 for −H1 < z 6 0
2 D 1 + γ for z 6 −H1:
(3.15)
The exact expression of the Fourier coefficients of the voltage on the top surface is
Ov.k/ D J .k/jkj1

1 +D1e−2jkjH1
1−D1e−2jkjH1

; k 6D 0; (3.16)
where
D1 D − γ21 + γ and jD1je
−2jkjH1 < 1 for any γ and H1 > 0: (3.17)
Thus, we write the series expansion of .1−D1e−2jkjH1/−1 in (3.16) and obtain
Ov.k/ D J .k/jkj1 [1 + 2D1e
−2jkjH1 + 2D21e
−4jkjH1 + 2D31e
−6jkjH1 + O.D41/]; (3.18)
which is exactly the multiscattering series (3.6).
Next, we write the Born series for imaging the conductivity (3.15). In an iterative Born
method, the potential  is given by [13]
.n+1/.x/ D  .x/− γ
Z
γ
rx 0.n/.x0/  rx 0G0.x;x0/ dx0; x 2 ; n D 1; 2; : : :
.0/.x/ D  .x/
γ D support of γ , (3.19)
where is the solution of problem (3.4) in a homogeneous medium andG0 is the Green function
associated with it and given by (2.26). Integration by parts gives the first step approximation
of the electric potential as
.1/.x/ D  .x/− γ
Z 1
−1
Z 1
−1
G0.x
0; y 0;−H1Ix/@ 
@z0
.x 0:y 0;−H1/ dx 0 dy 0 (3.20)
and, after straightforward calculations, we have
.1/.x/ D  .x/− γ
1
F.x/; where F is the harmonic function
F.x; y; z/ D 1
2
Z 1
−1
Z 1
−1
J .k/
jkj1 e
jkj.z−H1/ cosh.jkjH1/e−ik.x;y/ dk:
(3.21)
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The calculations of .2/, .3/ and so on are similar to the above and the iterative Born
method gives the Fourier coefficient of the potential at the surface:
O.n/.k; z D 0/ D J .k/jkj1

1 +
nX
pD1
.−1/p

γ
1
p
e−pjkjH1 [cosh.jkjH1/]p

; n D 1; 2; : : : :
(3.22)
Thus, the Born series converges only if γ1
 e−jkjH1 cosh.jkjH1/ < 1;
or, equivalently, if the contrast is limited to γ1
 < 21 + e−jkjH1 ; (3.23)
whereas the multiscattering series (3.6) converges unconditionally. Furthermore, the first step
of our inversion algorithm
Ov.k/  J .k/jkj1

1− γ
21 + γ
e−2jkjH1

(3.24)
is clearly different from the first step of the Born algorithm.
3.3. Discretization, penetration and resolution
In inversion, both the values of the conductivity in the layers and the location of the layers
are unknown. To solve the inverse problem, we discretize the medium by defining a mesh
along the z direction, for z 6 0: The mesh can be uniform or nonuniform and between two
mesh points z D −Hj−1 and z D −Hj we assume that the electric conductivity is a constant
 D j . In this section we explain how to choose the discretization of the layered medium,
or, equivalently, how to define Hj , j D 1; : : : N .
The first question to address is the depth penetration of each Fourier mode. Let us consider
a medium with one layer that has the electrical conductivity
 D
(
1 for −H < z 6 0
2 for z 6 −H:
(3.25)
The Fourier coefficients of the exact solution at the boundary are
Ov.k/ D
8<:
J .k/
jkj1

1 +D1e−2jkjH
1−D1e−2jkjH

for k 6D 0
0 otherwise,
(3.26)
where
D1 D 1 − 2
1 + 2
2 [−1; 1]:
We compare the response of the medium with conductivity defined by (3.25) to the response
of a homogeneous medium of conductivity 1:
j Ov.k/− O .k; 0/j
j O .k; 0/j D
2jD1je−2jkjH
1−D1e−2jkjH 6
2e−2jkjH
1− e−2jkjH : (3.27)
The discontinuity at z D −H in the conductivity can be felt at the surface if the ratio in (3.27)
is larger than the noise level ". Otherwise, the Fourier mode with frequency k does not see
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Figure 8. Medium with one thin layer of conductivity 2 imbedded in a uniform material of
conductivity 1.
the layer. Based on this result, we define the depth of penetration of the Fourier mode with
frequency k as the depth H.k/ for which the upper bound in (3.27) is equal to the noise level
":
H.k/ D 1
2jkj ln

2
"

: (3.28)
The result (3.22) shows that the high frequency modes explore only the top layers and
attenuate quickly with depth. Furthermore, (3.22) gives insight into the question of optimal
currents [13, 19, 12, 15, 18]. From (3.6) it is clear that the residual w.kj / D Ov.kj /− O .kj ; 0/
is proportional to the input current J .kj /, where the index j D 1; : : :M denotes any of the
relevant frequencies. Thus,
W D 3J; Wi D w.ki /; Ji D J .ki /; i D 1; : : :M; (3.29)
where the matrix of responses 3 is diagonal:
3ii D 2
1
NX
jD1
e−2jki jHj
jki j Dj + O.D
2/; i D 1; : : :M: (3.30)
The reflection coefficients Dj are not known so 3 cannot be calculated a priori. However,
from (3.28) it is clear that to image the conductivity at depths larger thanH , the current j must
have nonzero Fourier coefficients with frequency
jkj 6 1
2H
ln

2
"

:
The next question that is relevant to the choice of the discretization of the medium is
the resolution. To study resolution, we consider the layered medium shown in figure 8 with
electrical conductivity:
 D
(
1 for −H < z 6 0 and z 6 −H −1
2 for −H −1 < z 6 −H:
(3.31)
The exact expression of the response voltage at the top surface is
Ov.k/ D J .k/jkj1
8<: 1 +De
−2jkjH
h
1−e−2jkj1
1−D2e−2jkj1
i
1−De−2jkjH
h
1−e−2jkj1
1−D2e−2jkj1
i
9=; ; where D D 1 − 21 + 2 2 [−1; 1]:
(3.32)
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We compare the response (3.32) of the medium with conductivity (3.31) to the response of a
homogeneous medium of conductivity 1:
j Ov.k/− O .k; 0/j
j O .k; 0/j D
2jDj
1−Df 6
2f
1− f ;
where f .jkj; H;1/ D

1− e−2jkj1
1−D2e−2jkj1

e−2jkjH < 1:
(3.33)
The layer can be resolved by the frequency k if the ratio in (3.33) is larger than the noise level
". We define the resolution limit of the Fourier modes with frequency k as the width 1 that
gives the upper bound in (3.33) equal to the noise level:
1.k/ D 1
2jkj ln

e−2jkjH
e−2jkjH − "2

; (3.34)
where H < H.k/ defined by (3.28). Thus, the high frequency modes give a better resolution
than the low frequency ones.
Our discretization in z of the domain  takes into consideration the noise level ", the
penetration depths (3.28) and the resolution widths (3.34). For example, suppose that we
defined the depths Hj for j D 1; : : : p < N . We choose the width of the next layer
dp+1 D Hp+1 −Hp as
dp+1 D max.dmin;1.kmax//; (3.35)
where kmax is the highest available frequency that penetrates to depths larger thanHp and dmin
is the minimum, user defined, width of the layers. Then, we calculate Hp+1 and repeat the
process until we reach the maximum depth given by (3.28) for the lowest available frequency.
This algorithm defines a nonuniform, adaptive discretization that is shown in the next section
to give better results than a uniform discretization that does not take into account the resolution
and depth of penetration issues.
4. Numerical results
In this section we present the numerical results obtained with the inversion algorithm described
in section 3. In all the experiments we used synthetic data generated by the formula (1.7) to
which we added noise. In [27], the authors discuss the issue of measurement accuracy in real
data gathering experiments. The level of noise expected in real data, given the present modern
equipment is approximately 1%. Thus, the noise considered in this section is in this range.
However, the number 1% is probably not always accurate and it may be site dependent. In the
next section, we test our algorithm for much noisier data. Indeed, in section 5 we consider
conductivity functions that are not perfectly layered. This leads to a voltage response on the
surface that is different (by as much as 50% at some points) from that of a perfectly layered
medium. The domainM  S of measurements is a square of lengthL D 20 and the electrodes
are aranged on a uniform mesh with NE D 16 grid points in each direction. Thus, we have
M D 44 frequencies used in the identification of the conductivity .z/:
k D
 
10
i;

10
j

; for i D 0; : : : ; 8I j D i; : : : ; 8 and k 6D 0: (4.1)
In the first experiment we image a medium with two layers and conductivity
.z/ D
(
1 for −0:75 < z 6 0
3 for z 6 −0:75: (4.2)
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Figure 9. Image of a medium with two layers. Data contain 1% multiplicative noise. The true
conductivity is shown with the dash-dotted line. The conductivity at the final step is shown by the
full line and for the intermediate steps we use the dotted lines.
The data contain 1% multiplicative noise so the maximum penetration is Hmax D 8:4325: In
figure 9 we show the image obtained after the first, second and third steps of the inversion
algorithm. After the third step, the image remains basically unchanged so the algorithm
converged. Thus, for a contrast of 200% it is sufficient to consider terms of order at most D3
(three inner reflections) in the multiscattering series (3.6). Furthermore, from one step of the
algorithm to the next, the initial guess for Newton’s method in the solution of the nonlinear
least-squares problems (3.13) and (3.14) is quite close to the solution. Thus, Newton’s method
converges in very few steps.
The second experiment tests the effect of the discretization of the medium. We reconstruct
the conductivity
.z/ D
(
1 for −0:5 < z 6 0
2 for z 6 −0:5, (4.3)
from noisy data, with 1% multiplicative noise. First, we use a uniform mesh in the vertical
direction, with spacing 1z D 0:12. The result is shown in figure 10 with the dotted curve.
Next, we reconstruct the conductivity with an adaptive mesh defined as in section 3.3, equation
(3.35), where the minimum spacing is dmin D 0:12. The result is shown in figure 10 with the
full line. Thus, the image given by the adaptive mesh is superior to the image obtained
with the uniform mesh. Near the surface, the uniform mesh spacing is in agreement with
the resolution limit defined by (3.34). However, deeper inside the medium, where the high
frequency modes cannot penetrate,1z is too small for the large frequencies to resolve and we
obtain the oscillations shown in figure 10.
In the third experiment we image a medium with three layers and conductivity
.z/ D
8><>:
1 for −0:5 < z 6 0
4 for −1:75 < z 6 −0:5
1 for z 6 −1:75,
(4.4)
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Figure 10. Image of a medium with two layers. Data contain 1% multiplicative noise. The true
conductivity is shown with the dash-dotted line. The conductivity constructed with a uniform mesh
is shown with the dotted curve. The conductivity constructed with the adaptive mesh is shown with
the full line.
Figure 11. Image of a medium with three layers. Data contain 1% multiplicative noise. The true
conductivity is shown with the dash-dotted line. The conductivity at the final step is shown by the
full line and for the intermediate steps we use the dotted lines.
where the data contain 1% multiplicative noise. The image is shown in figure 11 and the
algorithm converged after three steps. The images given after the first and second steps are
shown with the dotted lines. We observe that the algorithm correctly locates the inhomogeneity
even at the first step. However, the magnitude of is estimated correctly only after the third step.
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Figure 12. Residual given by the reconstructed conductivity.
Figure 13. Residual given by the homogeneous medium with conductivity  D 1.
Next, we use the image obtained to solve for the potential at the top surface and compare it with
the data v.x; y/. The residual .x; y; z D 0/− v.x; y/ normalized by max.x;y/2M jv.x; y/j is
at the noise level as shown in figure 12. For comparison, we show the initial residual calculated
with the potential  .x; y; z D 0/ for a uniform medium with conductivity  D 1 (figure 13).
In figures 14 and 15 we show the reconstruction of different conductivity distributions of
media with five layers. The noise level is 0:5:%. Finally, we show in figure 16 the reconstruction
of a multilayered, low contrast medium. The data contain 0:5% noise. The image is quite
accurate and the algorithm converges in two steps. In fact, one can see that after the first step
of the inversion algorithm, the image (dotted line in figure 16), is very close to the final answer.
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Figure 14. Image of a medium with five layers. Data contain 0.5% multiplicative noise. The true
conductivity is shown with the dash-dotted line. The image obtained is shown with the full line.
Figure 15. Image of a medium with five layers. Data contain 0.5% multiplicative noise. The true
conductivity is shown with the dash-dotted line. The image obtained is shown with the full line.
In summary, the numerical experiments presented in this section show that our inversion
algorithm is successful in recovering conductivities of layered media. We have tested the
algorithm in various situations of intermediate contrast and have shown that we can obtain
a good quality image in just a few iterations. The algorithm solves at each step a nonlinear
least-squares problem and it converges rapidly because we start with a good initial guess that
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Figure 16. Image of a medium with many layers. Data contain 0.5% multiplicative noise. The
true conductivity is shown with the dash-dotted line. The image is shown with the full line and the
conductivity after the first step with the dotted line.
is the solution of the previous iteration. Thus, the performance of our algorithm is similar to
that of any nonlinear output least-squares inversion algorithm that starts with a good initial
guess [33, 23, 24, 31]. However, it is difficult in general to obtain a good initial guess of the
conductivity function. Our algorithm addresses this question, by calculating a sequence of
initial guesses of  , one for each iteration, based on better and better approximations of the
Green function. Furthermore, our algorithm is expected to perform better than any inversion
algorithm that linearizes the problem, as in a Born approximation [13, 3, 2]. This is due to
the fact that, as shown in section 3.2, the Born series will converge only if the constrast in 
is low, typically less than 15%, whereas the series (2.25) is unconditionally convergent. Our
algorithm proved to be successful in reconstructing images with contrast as high as 500%.
However, as the contrast increases even higher than this, our algorithm will be slower or it
could fail. In such situations, we need more and more terms in the series (2.25) to get a good
enough approximation of the Green function and so the solution of the first step (3.8) could
be very far from the actual  . Thus, the following nonlinear least-squares problems might
not give any improvements to the image, due to the poor initial guesses given by the previous
iterations.
5. Imaging of almost layered media
In this section we address the question of sensitivity of our algorithm to the assumption that
the medium is perfectly layered. For this purpose, let us consider the conductivity function
.x/ D .z/ + γ .x/; x 2 ; (5.1)
where  is a small parameter, .z/ > 0 for any z 6 0 and γ .x/ vanishes on the top surface
S. The electric potential .x/ in a medium with electrical conductivity given by (5.1) has an
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asymptotic expansion [4]
.x/ D
1X
jD0
jj .x/ D 0.x/ +  .x/: (5.2)
The leading term 0 in (5.2) satisfies
r  [.z/r0.x/] D 0 in 
.0/
@0
@z
.x; y; 0/ D j .x; y/; for .x; y/ 2 S;
0.x/! 0 as jxj ! 1
(5.3)
which is identical to equation (1.1). Furthermore, the voltage  in (5.2) satisfies
r  [.z/r .x/] D −r  [γ .x/r0.x/ in 
@ 
@z
.x; y; 0/ D 0; for .x; y/ 2 S
 .x/! 0 as jxj ! 1:
(5.4)
Thus, for small perturbations of the conductivity about the perfectly layered .z/, we use our
algorithm to reconstruct .z/. The data are the current j and the voltage  D 0 +  on
the top surface. The voltage  , due to the perturbation γ in the electrical conductivity, is
noise in the imaging process of .z/. After .z/ is approximately found, we can improve the
image of  with a typical Born inversion algorithm [13, 3, 2]. This can be done by using, for
example, the integral equation formulation [13]
 .x/ D −
Z

dx0 γ .x0/
Z
@
dyrx 0G.x;x0/  rx 0G.y;x0/j .y/
.0/
; x 2 S (5.5)
that relates the perturbation  at the boundary to the unknown γ .x/ in the domain . The
Green functionG.x;x0/ corresponds to the layered medium with electrical conductivity .z/.
Born inversion has been the topic of many studies (see for example [13, 3, 2]). In this section
we address only the reconstruction of .z/.
For the purpose of comparison with the results shown in section 4, we take .z/ as shown
in figure 10:
.z/ D
(
1 for −0:5 6 z 6 0
2 for z 6 −0:5: (5.6)
The perturbation is given by γ .x; y; x/ D cos. 2px
L
/.1− eaz/, where L D 20 is the length of
the rectangular domain of measurements. We have tested our algorithm for various parameters
a, p and . In figure 17 we show the images obtained for a D 10, p D 2,  D 0:1 and
 D 0:25, respectively. For a small perturbation, like  D 0:1, our algorithm gives a very good
image of .z/. For large , the image deteriorates, as expected. We have also compared the
boundary voltage 0.x; y; 0/ of the perfectly layered medium .z/ to the voltage .x; y; 0/ of
the perturbed medium .x/. The maximum relative error maxx2S j  .x/0.x/ j is 34.5% for  D 0:1
and 59.2% for  D 0:25, respectively. We repeated the experiment of imaging the layered part
of the conductivity, for various perturbations and different models of .z/. All the experiments
show that, if the perturbation .x/−.z/ is small, our algorithm obtains a good quality image
of .z/. This is also expected to hold for media with layers that are not perfectly horizontal,
but have a small dip.
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Figure 17. Reconstruction of the layered part of the conductivity  given by (5.1). The true
conductivity  is shown with the dash-dotted line. The solid line shows the image for a perturbation
parameter  D 0:1 and the dotted line shows the image for  D 0:25.
6. Summary
We have introduced an inversion algorithm for tomographic imaging of one-dimensional media.
The algorithm is based on a multiscattering series expansion of the Green function of the
layered media. The multiscattering series has a probabilistic interpretation in terms of random
walks in the medium. Each term in the series is interpreted as the contribution of paths that
reflect multiple times at interfaces separating various layers in the medium. Furthermore, the
multiscattering series can be seen as an expansion of the Green function in powers of the
reflection coefficients Dj that are related to the conductivity of the layered medium through
Dj D j−j+1j+j+1 : The Born series, that is known to converge only for small contrasts, is shown
to be inferior to the multiscattering series that converges unconditionally. In inversion, we
estimate the reflection coefficientsDj of the layers iteratively, from the multiscattering series,
where at each step we consider terms with higher powers of the unknownDj . The estimation
of the reflection coefficients at each step is done by solving a nonlinear least-squares problem
via Newton’s method, where the initial guess is the solution obtained at the previous step. In
the first step, the problem is linear and we solve it with singular value decomposition.
The location of the layers of constant conductivity is unknown in inversion, but a
discretization in depth must be done for numerical computations. Thus, we introduce an
a priori, nonuniform discretization of the medium, that takes into account the noise level, the
limited resolution and depth of penetration associated with each frequency in the data. For
this discretization, we assume  to be constant between two mesh points.
The performance of the inversion algorithm is illustrated through numerical experiments.
The images identify correctly the location of the discontinuities in  even when the mesh
points of the a priori discretization in depth do not coincide with the location of the layers of
the true conductivity. The images also give a good estimate of the value of the conductivity in
the medium. Furthermore, the algorithm is shown to be stable and give good images even for
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noisy data.
Our numerical experiments consider media with contrasts ranging from low to
intermediate. We show that the algorithm can resolve correctly media with contrasts as high
as 300% in just three steps (i.e. the first three terms in the multiscattering series). Furthermore,
Newton’s iteration used to solve the nonlinear least-squares problem at each step of the
algorithm converges very fast due to the good initial guess provided by the solution of the
least-squares problem at the previous step. For low contrasts of about 15% we show that
the algorithm converges in one iteration. However, as the contrast increases, one has to use
more and more terms in the multiscattering series (multiple reflections at the interfaces in the
medium) and the calculations can become quite complicated. Furthermore, the first step of the
algorithm that takes into account only paths that reflect once at some interface, might give an
answer that is a poor guess for Newton’s method required to solve the nonlinear least-squares
problems at later steps. Thus, as expected, the problem becomes more difficult if the contrast
is very high but is easily solved for intermediate and low contrasts.
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Appendix. Calculation of the probability of the reflected paths in a medium with one
interface
We calculate the probability of the reflected path given by formula (2.18). The integrals in 
and  are straightforward and the result is
g.r/n .x;x
0/ D D h
2
6 +
.z + z0 − 2/
n

3
2nh2

e
− 3
2nh2 [.x−x 0/2+.y−y 0/2]

nX
pD0
s
3
2ph2
e
− 3
2ph2
.z0−/2
s
3
2.n− p/h2 e
− 3
2.n−p/h2 .z−/2 : (A.1)
We define
t D nh
p D ph
1 D p+1 − p D h
p D p
n
2 [0; 1]
(A.2)
and observe that because h! 0, the sum in (A.1) is a Riemann sum. Thus, we have
g.r/n .x;x
0/ D D
6 +
.z + z0 − 2/
n

3
2th

e−
3
2th [.x−x 0/2+.y−y 0/2]J .t; z; z0; /; (A.3)
where
J .t; z; z0; / D 3
2
Z t
0
1p
.t − /e
− 32h .z0−/2− 32.t−/h .z−/2 d: (A.4)
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In the limit h ! 0 we have that .z0−/2
h
and .z−/
2
h
are large and so the integral in (A.4) is of
Laplace type [4]. With the change of variables
 D t D a
2
a2 + 2
t; where  2 [0;1/ and a D
r
3
2th
.z0 − /: (A.5)
and from the Watson lemma [4] we obtain
J .t; z; z0; / D 3a

exp
 
−a2 − a2

z− 
z0 − 
2!Z 1
0
1
a2 + 2
exp
 
−2 −
a4. z−
z0− /
2
2
!
d
D 3
a.1 + z−
z0− /
(Z 1
0
[1 + O.h/] exp
 
−2 −
a4. z−
z0− /
2
2
!
d
)
: (A.6)
The integral on the right-hand side of equation (A.6) is found in [1, 5] and the result is
J .t; z; z0; / D th
.z + z0 − 2/
r
3
2th
exp

− 3
2th
.z + z0 − 2/2

[1 + O.h/]: (A.7)
The probability of the reflected path is obtained from (A.3) and (A.7):
g.r/n .x;x
0/ D D h
2
6 +

3
2nh2
3
2
exp

− 3
2nh2
[.x − x 0/2 + .y − y 0/2 + .2 − z− z0/2]

[1 + O.h/]: (A.8)
Finally, we calculate the contribution of the reflected path to the Green function
G.r/.x;x0/ D lim
h!0
1X
nD0
D
h2
6 +

3
2nh2
3
2
 exp

− 3
2nh2
[.x − x 0/2 + .y − y 0/2 + .2 − z− z0/2]

[1 + O.h/]
D D
6 +
Z 1
0

3
2s
3
2
exp

− 3
2s
[.x − x 0/2 + .y − y 0/2 + .2 − z− z0/2]

ds
D D
4 +
p
.x − x 0/2 + .y − y 0/2 + .2 − z− z0/2
: (A.9)
A similar calculation applies to the probability of the transmitted path given by (2.21).
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