In this paper, we present the convergence analysis of proportionate-type least mean square (Pt-LMS) algorithm that identifies the sparse system effectively and more suitable for real time VLSI applications. Both first and second order convergence analysis of Pt-LMS algorithm is studied. Optimum convergence behavior of Pt-LMS algorithm is studied from the second order convergence analysis provided in this paper. Simulation results were conducted to verify the analytical results.
I. INTRODUCTION
Usually, many real-life systems exhibit sparse representation i.e., their system impulse response is characterized by small number of non zero taps in the presence of large number of inactive taps. Sparse systems are encountered in many important practical applications such as network and acoustic echo cancelers [1] - [2] , HDTV channels [3] , wireless multipath channels [4] , underwater acoustic communications [5] . The conventional system identification algorithms such as LMS and NLMS are sparsity agnostic i.e., they are unaware of underlying sparsity of the system impulse response. Recent studies have shown that the a priori knowledge about the system sparsity, if utilized properly by the identification algorithm, can result in substantial improvement in its estimation performance. This resulted in a flurry of research activities in the last decade or so towards developing sparsity aware adaptive filter algorithms, notable amongst them being the Proportionate Normalized LMS (PNLMS) algorithm [6] and its variants [7] - [9] . Unlike the NLMS, the weighted Euclidean norm of the input vector presented in Proportionate-type NLMS (Pt-NLMS) can not be computed recursively due to the presence of gain matrix G(n), which varies at each time instance n.
Computation of this weighted Euclidean norm of the input vector requires requires 2N multiplications and N − 1 additions in each iteration that limits the throughput for real-time applications. In this paper, we present the performance analysis of Proportionate-type LMS (Pt-LMS) algorithm that is more suitable for real time VLSI applications.
II. PROPORTIONATE-TYPE LMS ALGORITHM
We consider the problem of identifying an unknown system (supposed to be sparse), modeled by the L tap coefficient vector w opt which takes a signal u(n) with variance σ 2 u as the input and produces the observable output
T is the input data vector at time n, and v(n) is the observation noise with zero mean and variance σ 2 v which is assumed to be white and independent of u(m) for all n, m. The Pt-LMS algorithm iteratively updates the filter coefficient vector
where µ is the step size, G(n) is a diagonal gain matrix that distributes the adaptation energy unevenly over the filter taps by modifying the step size of each tap, and e(n) = d(n) − u T (n)w(n) is the filter output error.
The gain matrix G(n) is evaluated as,
where,
with,
where ρ is a very small, positive constant which, together with γ min (n), ensures that γ l (n) and thus g l (n) do not turn out to be zero for the inactive taps and thus the corresponding updation does not stall. The parameter δ is again a small positive constant employed to avoid stalling of the weight updation at the start of the iterations when the tap weight iterates are initialized to zero. The function F[|w l (n)|] is chosen differently for different Pt-LMS algorithms, as described in the table below. From
(1), it is easily seen that µg l (n) provides the effective step size for the l-th tap which, through the function F[|w l (n)|], is monotonically related to |w l (n)|.
); ǫ is a positive constant 3 
III. PERFORMANCE ANALYSIS OF PROPORTIONATE-TYPE LEAST MEAN SQUARE ALGORITHM
In this section, we examine the convergence behavior of the proposed proportionate-type least mean square algorithm.
A. Mean Convergence Analysis of Pt-LMS Algorithm
By denoting w(n) = w opt − w(n), from (1) the recursion for the weight error vector of the Pt-LMS algorithm can be written as follows:
The equation (6) forms the basis for the performance analysis of the Pt-LMS algorithm. Using the statistical independence between w(n) and u(n) (i.e., "independence assumption"), and recalling that v(n) is zero-mean i. i. d random variable which is independent of u(n) and thus of w(n), one can write
When compared to w(n) as G(n) changes slowly with time (nearly convergence), we can assume G(n) is independent of u(n). Therefore, the above equation can be rewritten as,
where E[G(n) = G. From the above result, the convergence of Pt-LMS family is guaranteed only if and only if
Therefore, a sufficient condition for (9) to hold is
From matrix norm inequalities, finally the condition on µ is
For white regressor data for which R = σ 2 u I, from [10] we have T r(GR) = 1. Therefore, for white input signal case, a sufficient condition for (9) to hold is 0 < µ < 2.
B. Mean-Square Error Behavior Analysis
Using the statistical independence between w(n) and u(n) (i.e., "independence assumption"), and recalling that v(n) is of zero-mean and also independent of u(n) and thus of w(n), from (6), using energy conservation approach [11] , the mean square of the weight error vector w(n), weighted by any positive semi-definite matrix Σ that we are free to choose, satisfies 4 the following relation :
where
The relations presented in (12) and (13) are useful to derive the condition for mean square stability and expressions for MSE and MSD. To extract the matrix Σ from the expectation terms, a weighted variance relation is introduced by using L 2 × 1 column vectors:
where vec{·} denotes the vector operator. In addition, vec{·} is also used to recover the original matrix Σ from σ. One property of the vec{·} operator when working with the Kronecker product [12] is used in this work, namely,
where P ⊗ Q denotes the Kronecker product of two matrices.
Using (15) to (13) after vectorization, a linear relation between the corresponding vectors {σ, σ ′ } is formulated as follows:
where the coefficient matrix F is L 2 × L 2 and defined as
with γ R = vec{R}. Using these results the recursion presented in (12) can be rewritten as
The Pt-LMS algorithms are mean square stable if, and only if, the matrix F is stable. Iterating the above recursion starting from n = 0, we get
Therefore, by selecting Σ = I, we can relate E w(n + 1) 2 σ and E w(n) 2 σ as follows:
The weighted variance relation is useful to characterize the transient behavior of the Pt-LMS family. It is also useful to examine the steady-state MSD, which is given as follows:
By selecting Σ = I L , the steady-state MSD is given as
From [10] ,the convergence in the mean square sense of Pt-LMS family is guaranteed for any µ in the range
IV. SIMULATION STUDIES AND DISCUSSION
Here the Simulation results are presented for system identification example. First, the proposed algorithm has been simulated for identifying the system (w opt ) of length L = 512 having 64 active taps with the remaining coefficients being inactive as shown in Fig. 1 . We presented the performance analysis of Proportionate-type LMS (Pt-LMS) algorithm that is more suitable for real time VLSI applications. The convergence analysis of Pt-LMS algorithm is studied in mean and mean-square sense. 
