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HECKE-HOPF ALGEBRAS
ARKADY BERENSTEIN AND DAVID KAZHDAN
Abstract. Let W be a Coxeter group. The goal of the paper is to construct new Hopf algebras
that contain Hecke algebrasHq(W ) as (left) coideal subalgebras. Our Hecke-Hopf algebras
1
H(W )
have a number of applications. In particular they provide new solutions of quantum Yang-Baxter
equation and lead to a construction of a new family of endo-functors of the category of Hq(W )-
modules. Hecke-Hopf algebras for the symmetric group are related to Fomin-Kirillov algebras; for
an arbitrary Coxeter group W the “Demazure” part of H(W ) is being acted upon by generalized
braided derivatives which generate the corresponding (generalized) Nichols algebra.
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2 A. BERENSTEIN and D. KAZHDAN
1. Introduction and main results
It is well-known that Hecke algebras Hq(W ) of Coxeter groups W do not have interesting Hopf
algebra structures since the only available one emerges via a complicated isomorphism with the group
algebra of W and, moreover this would make Hq(W ) into yet another cocommutative Hopf algebra.
The goal of this paper is to show how to extend a Hecke algebra Hq(W ) to a (non-cocommutative)
Hopf algebra H(W ) that contains Hq(W ) as a left coideal subalgebra.
We start with the simplest case whenW is the symmetric group Sn generated by si, i = 1, . . . , n−1
subject to the usual Coxeter relations.
Definition 1.1. For n ≥ 2 denote by H(Sn) the Z-algebra generated by si and Di, i = 1, . . . , n− 1
subject to relations:
• s2i = 1, siDi +Disi = si − 1, D
2
i = Di, i = 1, . . . , n− 1.
• sjsi = sisj , Djsi = siDj , DjDi = DiDj if |i − j| > 1.
• sjsisj = sisjsi, Disjsi = sjsiDj , DjsiDj = siDjDi +DiDjsi + siDjsi if |i− j| = 1.
Remark 1.2. We will leave as an exercise to the reader to show that the braid relationsDiDi+1Di =
Di+1DiDi+1 and Yang-Baxter relations DisiDi+1siDi+1 = Di+1siDi+1siDi hold in H(Sn).
Theorem 1.3. For any n ≥ 2, H(Sn) is a Hopf algebra over Z with the coproduct ∆, the counit ε,
and antipode anti-automorphism S given respectively by (for i = 1, . . . , n− 1):
∆(si) = si ⊗ si, ∆(Di) = Di ⊗ 1 + si ⊗Di, ε(w) = 1, ε(Di) = 0, S(si) = si, S(Di) = −siDi .
We prove Theorem 1.3 along with its generalization, Theorem 1.25, in Section 7.7.
Remark 1.4. In fact, the Hopf agebrasH(Sn), n = 3, 4, 5 were studied in [1, Section 3.3] (equations
(14)-(18) with λ1 = λ2 = 0, λ3 =
1
4 ) in the context of classification of finite-dimensional pointed
Hopf algebras, with the presentation similar to that in Remark 1.27 below.
The algebra H(Sn) has some additional symmetries.
Theorem 1.5. (a) The assignments si 7→ −si, Di 7→ 1−Di define an automorphism of H(Sn).
(b) The assignments si 7→ −si, Di 7→ si +Di define an automorphism of H(Sn).
(c) The assignments si 7→ si, Di 7→ Di define an anti-automorphism of H(Sn).
We prove Theorem 1.5 along with its generalization, Theorem 1.37 in Section 7.6.
Define a family of elements Dij ∈ H(Sn), 1 ≤ i < j ≤ n by Di,i+1 = Di and wDijw−1 =
Dw(i),w(j) for any permutation w ∈ Sn such that w(i) < w(j) (it follows from Definition 1.1 that
the elements Dij are well-defined). Denote by D(Sn) the subalgebra of H(Sn) generated by all Dij .
Proposition 1.6. For all n ≥ 2, H(Sn) factors as H(Sn) = D(Sn) ·ZSn over Z, i.e., the multipli-
cation map defines an isomorphism of Z-modules D(Sn)⊗ ZSn−˜→H(Sn).
We prove Proposition 1.6 in Section 7.7. The algebra D(Sn) is can be viewed as a deformed
Fomin-Kirillov algebra because of the following result (see also Remark 5.26 for more details).
1In a recent preprint arXiv:1608.07509 the term Hopf-Hecke algebras was used in different context
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Proposition 1.7. For n ≥ 2 the algebra D(Sn) is generated by Dij, 1 ≤ i < j ≤ n subject to
relations:
• D2ij = Dij for all 1 ≤ i < j ≤ n.
• DijDkℓ = DkℓDij whenever {i, j} ∩ {k, ℓ} = ∅.
• DijDjk = DikDij +DjkDik −Dik, DjkDij = DijDik +DikDjk −Dik for 1 ≤ i < j < k ≤ n.
We prove Proposition 1.7 along with its generalization, Proposition 1.31, in Section 7.7.
Remark 1.8. In section 5 we construct a (Hopf) algebra of symmetries of D(Sn) and of its gen-
eralizations to arbitrary groups. These Hopf algebras can be viewed as generalizations of Nichols
algebras.
Recall that Hecke algebra Hq(Sn) is generated over Z[q, q
−1] by T1, . . . , Tn−1 subject to relations:
• Braid relations TiTjTi = TjTiTj if |i− j| = 1 and TiTj = TjTi if |i− j| > 1.
• Quadratic relations T 2i = (1− q)Ti + q.
Theorem 1.9. For any n ≥ 2 the assignment Ti 7→ si + (1 − q)Di, i = 1, . . . , n − 1 defines an
injective homomorphism of Z[q, q−1]-algebras ϕ : Hq(Sn) →֒ H(Sn)⊗ Z[q, q−1].
We prove Theorem 1.9 in Section 7.7.
Thus, it is natural to call H(Sn) the Hecke-Hopf algebra of Sn.
Theorem 1.9 implies that any H(Sn) ⊗ Z[q, q−1]-module is automatically an Hq(Sn)-module.
That is, the tensor category H(Sn) ⊗ Z[q, q
−1] −Mod of H(Sn) ⊗ Z[q, q
−1]-modules is equivalent
to a sub-category of the (non-tensor) category Hq(Sn)-Mod. We can strengthen this by noting that
the relations ∆(ϕ(Ti)) = si ⊗ ϕ(Ti) +Di ⊗ (1− q) for i = 1, . . . , n− 1 imply the following result.
Corollary 1.10. In the notation of Theorem 1.3, the image ϕ(Hq(Sn)) ∼= Hq(Sn) is a left coideal
subalgebra in H(Sn), in particular, the assignment Ti 7→ si ⊗ Ti +Di ⊗ (1− q), i = 1, . . . , n− 1, is
a (coassociative and counital) homomorphism of Z[q, q−1]-algebras:
(1.1) Hq(Sn)→ H(Sn)⊗Hq(Sn) .
In turn, the coaction (1.1) defines a large family of conservative endo-functors of the category
Hq(Sn)−Mod.
Corollary 1.11. For any H(Sn)-module M the assignments V 7→ FM (V ) :=M⊗V define a family
of endo-functors on Hq(Sn)−Mod so that FM⊗N = FM ◦ FN for all M,N ∈ H(Sn)−Mod.
Remark 1.12. If q = 1, then CSn is a Hopf subalgebra of H(Sn) ⊗ C. Of course, this gives a
“classical” analogue FM : CSn −Mod → CSn −Mod of the functors FM . However, we do not
expect that, under the equivalence of Hq(Sn) −Mod with CSn −Mod, for a generic q ∈ C, the
functors FM will identify with FM .
The following result shows the existence of a large number of finite-dimensional H(Sn)-modules.
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Proposition 1.13. For any n ≥ 2, the polynomial algebra Z[x1, . . . , xn] is an H(Sn)-module algebra
via the natural permutation action of Sn and
Di 7→
1
1− xix
−1
i+1
(1− si) ,
the i-th Demazure operator. In particular, any graded component Mk, k ∈ Z≥0 is an H(Sn)-
submodule of Z[x1, . . . , xn].
We prove Proposition 1.13 in Section 7.8.
As an application, for any quadratic solution of QYBE we construct infinitely many new quadratic
solutions of QYBE (Section 2).
Now we generalize the above constructions to arbitrary Coxeter groups W .
Recall that a Coxeter group W is generated by si, i ∈ I subject to relations (sisj)mij = 1, where
mij = mji ∈ Z≥0 are such that mij = 1 iff i = j.
Definition 1.14. For any Coxeter groupW = 〈si|i ∈ I〉 we define Hˆ(W ) as the Z-algebra generated
by si, Di, i ∈ I subject to relations:
(i) Rank 1 relations: s2i = 1, D
2
i = Di, siDi +Disi = si − 1 for i ∈ I.
(ii) Coxeter relations: (sisj)
mij = 1
(iii) The linear braid relations: Disjsi · · · sj′︸ ︷︷ ︸
mij
= sj · · · si′sj′Di′︸ ︷︷ ︸
mij
for all distinct i, j ∈ I withmij 6= 0,
where i′ =
i if mij is evenj if mij is odd and {i′, j′} = {i, j}.
Example 1.15. The linear braid relation forW = S3 is D1s2s1 = s2s1D2 and linear braid relations
for the dihedral group W of order 8 are D1s2s1s2 = s2s1s2D1 and D2s1s2s1 = s1s2s1D2.
Theorem 1.16. For any Coxeter group the algebra Hˆ(W ) is a Hopf algebra with the coproduct ∆,
the counit ε, and antipode anti-automorphism S given respectively by (for i ∈ I):
∆(si) = si ⊗ si, ∆(Di) = Di ⊗ 1 + si ⊗Di, ε(w) = 1, ε(Di) = 0, S(si) = si, S(Di) = −siDi .
We prove Theorem 1.16 along with its generalization to arbitrary groups, Theorem 3.2, in Section
7.1.
Define S := {wsiw−1 |w ∈ W, i ∈ I}. This is the set of all reflections in W . It is easy to see that
linear braid relations in Hˆ(W ) imply that for any s ∈ S there is a unique element Ds ∈ Hˆ(W ) such
that Dsi = Di for i ∈ I and Dsissi = siDssi for any i ∈ I, s ∈ S \ {si} (Lemma 7.18).
Let Dˆ(W ) be the subalgebra of Hˆ(W ) generated by allDs, s ∈ S andK(W ) :=
⋂
w∈W
wDˆ(W )w−1.
By definition, K(W ) is a subalgebra of Dˆ(W ) and wK(W )w−1 = K(W ) for all w ∈ W .
Theorem 1.17. For any Coxeter group W the ideal J(W ) generated by K(W ) ∩Ker ε is a Hopf
ideal, therefore, the quotient algebra H(W ) = Hˆ(W )/J(W )is a Hopf algebra.
We prove Theorem 1.17 in Section 7.3.
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Remark 1.18. In Section 3 we generalize Theorem 1.17 to arbitrary groups W (Theorem 3.5) and
in Section 4 we generalize it even further – to the case when W is replaced by an arbitrary Hopf
algebra H (Theorem 4.5).
We refer to H(W ) as the lower Hecke-Hopf algebra of W .
Definition 1.19. Given a Coxeter group W , a commutative unital ring k, and q = (qi) ∈ kI such
that qi = qj whenever mij is odd, a (generalized) Hecke algebra Hq(W ) is a k-algebra generated by
Ti, i ∈ I, subject to relations:
• quadratic relations: T 2i = (1− qi)Ti + qi for i ∈ I.
• braid relations: TiTj · · ·︸ ︷︷ ︸
mij
= TjTi · · ·︸ ︷︷ ︸
mij
for all distinct i, j ∈ I.
Main Theorem 1.20. For any commutative unital ring k the assignments
Ti 7→ si + (1− qi)Di,
i ∈ I, define an injective homomorphism of k-algebras ϕ
W
: Hq(W )→ H(W ) ⊗ k (whose image is
a left coideal subalgebra in H(W )⊗ k).
We prove Theorem 1.20 in Section 7.5.
The following is a corollary from the proof of Theorem 1.20 (in the case qi are integer powers of
q, it was proved in [14, Section 3.1]).
Corollary 1.21. For any commutative unital ring k the Hecke algebra Hq(W ) is a free k-module,
moreover, the elements Tw, w ∈ W form a k-basis in Hq(W ).
Now we will construct a “Hopf cover”H(W ) ofH(W ) with an easier to control using the following
important structural result.
Theorem 1.22. For any Coxeter group W , the algebra Dˆ(W ) is generated by all Ds, s ∈ S subject
to relations D2s = Ds, s ∈ S. Furthermore, Hˆ(W ) factors as Hˆ(W ) = Dˆ(W ) · ZW , i.e., the
multiplication map defines an isomorphism of Z-modules Dˆ(W )⊗ ZW −˜→Hˆ(W ).
We prove Theorem 1.22 in Section 7.2.
Remark 1.23. In Section 3 we extend this factorization result to arbitrary groups (Theorem 3.6)
and in Section 4 we generalize it even further (Lemma 4.15).
Using Theorem 1.22, we identify Dˆ(WJ ) with a subalgebra of Dˆ(W ) for any J ⊂ I by claiming
that Dˆ(WJ ) is generated by all Ds with s ∈ S ∩WJ .
For distinct i, j ∈ I denote by Kij(W ) the set of all elements in K(W{i,j}) ∩Ker ε ⊂ Dˆ(W i,j)
having degree at most mij , where we view the free algebra Dˆ(W ) as naturally filtered by degDs = 1
for s ∈ S (clearly, Kij(W ) = {0} if mij = 0).
Theorem 1.24. For any Coxeter group W the ideal J(W ) generated by by all Kij(W ), i, j ∈ I,
i 6= j, is a Hopf ideal, therefore, the quotient algebra H(W ) = Hˆ(W )/J(W ) is a Hopf algebra.
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We prove Theorem 1.24 in Section 7.3.
We call H(W ) the Hecke-Hopf algebra of W .
When W is simply-laced, i.e., mij ∈ {0, 2, 3} for all distinct i, j ∈ I, we find the presentation of
H(W ), thus generalizing that for Sn in Definition 1.1.
Theorem 1.25. Suppose that W is simply-laced. Then the Hecke-Hopf algebra H(W ) is generated
by si, Di, i ∈ I subject to relations:
• s2i = 1, siDi +Disi = si − 1, D
2
i = Di for i ∈ I.
• sjsi = sisj, Djsi = siDj, DjDi = DiDj if mij = 2.
• sjsisj = sisjsi, Disjsi = sjsiDj, DjsiDj = siDjDi +DiDjsi + siDjsi if mij = 3.
We prove Theorem 1.25 in Section 7.7.
Remark 1.26. In section 5 we show that by “homogenizing” the relations in Theorem 1.25, one
obtains a Hopf algebra H0(W ) (Definition 5.23) which acts on D(W ) via braided derivatives and
thus is closely related to the corresponding Nichols algebra.
Remark 1.27. It follows from Theorem 1.25 that the algebra H(W )⊗ 12Z for simply-laced W has
the following presentation in generators si and di = Di +
1
2 (si − 1):
• s2i = 1, sidi + disi = 0, d
2
i = 0 for i ∈ I.
• sjsi = sisj , djsi = sidj , djdi = didj if mij = 2.
• sjsisj = sisjsi, disjsi = sjsidj , djsidj = sidjdi + didjsi +
1
4 (si − sisjsi) if mij = 3.
Actually, both H(W ) and H(W ) can be factored in the sense of Theorem 1.22 as follows.
Theorem 1.28. H(W ) = D(W )·ZW , H(W ) = D(W )·ZW for all Coxeter groupsW , where D(W ),
D(W ) are respectively the images of Dˆ(W ) under the projections Hˆ(W )։ H(W ), Hˆ(W )։ H(W ).
We prove Theorem 1.28 in Section 7.3.
Remark 1.29. It is natural to ask whether D(W ) and D(W ) are free as Z-modules.
We extend Proposition 1.7 and provide an explicit description of D(W ) for an arbitrary simply-
laced Coxeter group W .
Definition 1.30. Given a Coxeter group W , we say that a pair (s, s′) of distinct reflections is
compatible if there are i, j ∈ I and w ∈ W such that s = wsiw−1, s′ = wsjw−1, ℓ(wsi) = ℓ(w) + 1,
ℓ(wsj) = ℓ(w) + 1.
For w,w′ ∈ W denote by mw,w′ ∈ Z≥0 the order of ww′ in W (if the order is infinite, we set
mw,w′ = 0).
Proposition 1.31. In the assumptions of Theorem 1.25, the algebra D(W ) is generated by Ds,
s ∈ S subject to relations:
• D2s = Ds for all s ∈ S.
• DsDs′ = Ds′Ds for all compatible pairs (s, s′) ∈ S × S with ms,s′ = 2.
• DsDs′ = Dss′sDs +Ds′Dss′s −Dss′s for all compatible pairs (s, s
′) ∈ S × S with ms,s′ = 3.
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We prove Proposition 1.31 in Section 7.7.
Remark 1.32. It would be interesting to find a more explicit characterization of compatible pairs
(s, s′) with a given ms,s′ . For instance, we expect that in a simply-laced W each pair (s, s
′) of
reflections with ms,s′ = 2, i.e., ss
′ = s′s, is compatible.
The following is a refinement of Theorem 1.20.
Theorem 1.33. In the notation of Theorem 1.20, the assignments Ti 7→ si+(1−qi)Di, i ∈ I, define
an injective homomorphism of algebras ϕW : Hq(W ) →֒ H(W ). Moreover, ϕW = (πW ⊗ 1) ◦ ϕW ,
where πW : H(W ) ։ H(W ) is the canonical surjective homomorphism of Hopf algebras (which is
identity on ZW and πW (D(W )) = D(W )).
We prove Theorem 1.33 in Section 7.5.
It follows from Theorem 1.25 that both πS2×S2 and πS3 are the identity maps and that both
definitions of H(Sn) agree. One can ask whether πSn is an isomorphism for n ≥ 4.
It follows from Theorem 1.33 that braid relations
(1.2) DiDj · · ·︸ ︷︷ ︸
mij
= DjDi · · ·︸ ︷︷ ︸
mij
hold in D(W ). In fact, there are other relations in D(W ).
Theorem 1.34. Given a Coxeter roup W , for any distinct i, j ∈ I with m := mij ≥ 2 and any
w ∈ W such that ℓ(wsi) = ℓ(w) + 1, ℓ(wsj) = ℓ(w) + 1} the following relations hold in D(W ) for all
divisors n of m, r ∈ [1, n] (where we abbreviated Dk := Dw·sisj · · ·︸ ︷︷ ︸
2k−1
·w−1 ∈ D(W ), k = 1, . . . ,m):
(a) Quadratic-linear relations (for 1 ≤ p < m2n ):∑
0≤a<b<m
n
:b−a=m
n
−p
Dr+anDr+bn =
∑
0≤a′<b′<m
n
:b′−a′=p
Dr+b′nDr+a′n −
∑
p≤c<m
n
−p
Dr+cn .
(b) Yang-Baxter type relations (for 0 ≤ t ≤ m
n
):
−→∏
t≤a≤m
n
−1
(1 −Dr+an)
−→∏
0≤b≤t−1
Dr+bn =
←−∏
0≤b≤t−1
Dr+bn
←−∏
t≤a≤m
n
−1
(1−Dr+an) .
We prove Theorem 1.34 in Section 7.4.
For crystallographic Coxeter groups W , i.e., such that mij ∈ {0, 2, 3, 4, 6} for all distinct i, j ∈ I,
we expect the following conjecture to hold.
Remark 1.35. After the first version of the present paper was posted to Arxiv, Dr. Weideng Cui
informed us that he found a presentation of D(W{i,j}) for mij ∈ {4, 6} in [7]. In the case mij = 4,
the algebraD(W ) is generated by Ds, s ∈ S subject to relations D2s = Ds, s ∈ S, the braid relations
(1.2), and the relations from Theorem 1.34. In the case mij = 6, there are more relations than those
prescribed by Theorem 1.34.
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Remark 1.36. In the non-crystallographic case, we expect even more relations in D(W{i,j}). That
is, if mij = 5, one can show that the following relation holds in D(W ):
(1.3) D1D2D3D4+(D1D2D4+D2D3D4−D2D4)(D5−1) = D5D4D3D1+D5D3D2D1−D5D3D1
where we abbreviated D1 := Dsi , D2 = Dsisjsi , D3 = Dsjsisjsisj = Dsisjsisjsi , D4 = Dsjsisj ,
D5 = Dsj (as in Theorem 1.34). We do not expect (1.3) to follow from the quadratic relations
(Theorem 1.34(a)).
Now we establish a number of symmetries of H(W ) and D(W ).
Theorem 1.37. For any Coxeter group W one has:
(a) H(W ) and H(W ) admit an anti-involution · such that si = si, Di = Di for i ∈ I.
(b) D(W ) and D(W ) admit the following symmetries.
(i) A W -action by automorphisms via si(Ds) =
1−Dsi if s = siDsissi if s = si for s ∈ S, i ∈ I.
(ii) An s-derivation ds (i.e., ds(xy) = ds(x)y + s(x)ds(y)) such that ds(Ds′) = δs,s′ , s, s
′ ∈ S.
(c) H(W ) admits an involution θ such that θ(si) = −si, θ(Di) = 1−Di for i ∈ I.
We prove Theorem 1.37 in Section 7.6.
Remark 1.38. Proposition 7.34 implies that for a finite Coxeter group W , the algebra H(W ) also
admits an involution θ as in Theorem 1.37(c). Based on a more general argument of Proposition
7.31(b), we can conjecture this for all Coxeter groups. In fact, the “innocently looking” Theorem
1.37(c) is highly nontrivial, in particular, applying θ in the form θ = S−2 (according to Proposition
7.31(a)) to the the braid relations (1.2) in D(W ) one can obtain a large number of relations in
degrees less than mij .
Using Theorem 1.33, we can extend Corollaries 1.10 and 1.11 to all Coxeter groups.
Corollary 1.39. Let W be a Coxeter group. Then:
(a) Hq(W ) is a left H(W )-comodule algebra via Ti 7→ si ⊗ Ti +Di ⊗ (1− qi) for i ∈ I.
(b) For any H(W )-module M the assignments V 7→ FM (V ) := M ⊗ V define a family of (con-
servative) endo-functors on Hq(W )−Mod so that FM⊗N = FM ◦FN for all M,N ∈ H(W )−Mod.
Furthermore, let us extend Proposition 1.13 to all W . Recall from [11] that an I × I-matrix
A = (aij) is a generalized Cartan matrix if aii = 2, aij ∈ Z≤0 for i 6= j and aij · aji = 0 implies
aij = aji = 0.
The following is a (conjectural) generalization of Proposition 1.13.
Conjecture 1.40. Let A = (aij), i, j ∈ I be a generalized Cartan matrix. Let W = WA be the
corresponding crystallographic Coxeter group, i.e., mij =

2 + aijaji if aijaji ≤ 2
6 if aijaji = 3
0 if aijaji > 3
for i, j ∈ I,
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i 6= j and let LI = Z[t
±1
i ], i ∈ I. Then the assignments
(1.4) si(tj) := t
−aij
i tj , Di(tj) := tj
1− t
−aij
i
1− ti
,
for i, j ∈ I turn LI into an H(W )-module algebra.
We verified the conjecture in the simply-laced case, i.e., when A is symmetric (Section 7.8). We
also verified that Hˆ(W ), indeed, acts on LI via (1.4) (Proposition 7.42) for any A. After the first
version of the present paper was posted to Arxiv, Dr. Weideng Cui informed us that he proved the
conjecture for mij ∈ {4, 6} in [7] using his presentation of H(W{i,j}) (see Remark 1.35), that is, for
all crystallographic Coxeter groups.
It would also be interesting to see if K(W ) annihilates LI as well, i.e., if the desired action of
H(W ) on LI factors through that of H(W ).
We conclude Introduction with the observation that all results of this section extend to what we
call extended Coxeter groups Wˆ . Namely, given a Coxeter group 〈si|i ∈ I〉, we let Wˆ be any group
generated by sˆi, i ∈ I such that
• sˆ2i is central for i ∈ I.
• braid relations: sˆisˆj · · ·︸ ︷︷ ︸
mij
= sˆj sˆi · · ·︸ ︷︷ ︸
mij
for all distinct i, j ∈ I.
• The assignments sˆi 7→ si, define a (surjective) group homomorphism Wˆ ։W .
Clearly, in any extended Coxeter group W one has a relation sˆ2i = sˆ
2
j whenever mij is odd. In
particular, Sˆn is a central extension of Sn with the cyclic center.
Then Definitions 1.1 and 1.14 carry over and give H(Sˆn) and Hˆ(Wˆ ) with the only modification:
the rank 1 relations siDi + Disi = si − 1 are replaced with sˆiDi + Disˆi = sˆi − sˆ2i because sˆi is
not necessarily an involution. Then Theorems 1.3, 1.5 and Proposition 1.6 hold for H(Sˆn) with
D(Sˆn) = D(Sn). So do Theorems 1.16, 1.17, 1.22, 1.24, 1.28, and 1.37 for Hˆ(Wˆ ) with Sˆ =
{wˆsˆiwˆ−1 | wˆ ∈ Wˆ , i ∈ I}, Dˆ(Wˆ ) = Dˆ(W ), K(Wˆ ) = K(W ), and K(Wˆ ) = K(W ). By the very
construction, the canonical homomorphism Wˆ ։ W defines surjective homomorphisms of Hopf
algebras Hˆ(Wˆ )։ Hˆ(W ), H(Wˆ )։ H(W ), and H(Wˆ )։ H(W ).
Finally, to establish analogues of Theorems 1.20 and 1.33 for a given extended Coxeter group Wˆ ,
in the notation of Definition 1.19, define a (generalized) Hecke algebra Hq(Wˆ ) of Wˆ , to be generated
over a commutative ring k by Ti, zi, i ∈ I subject to relations:
• The assignments zi 7→ sˆ2i define an injective homomorphism of algebras k[zi, i ∈ I] →֒ kWˆ ,
where k[zi, i ∈ I] denotes the subalgebra generated by zi, i ∈ I.
• quadratic relations: T 2i = (1− qi)Ti + qizi for i ∈ I.
• braid relations: TiTj · · ·︸ ︷︷ ︸
mij
= TjTi · · ·︸ ︷︷ ︸
mij
for all distinct i, j ∈ I.
Then Theorems 1.20, 1.33 and Corollary 1.21 hold verbatim for Hq(Wˆ ) and H(Wˆ ), H(Wˆ ).
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that some results of the forthcoming paper [3] can be of importance in this work. We express our
gratitude to Dr. Weideng Cui who helped correcting the proof of Lemma 7.41 and shared with us
results of his paper [7] on presentation of the Hecke-Hopf algebras H(W ) for dihedral groups of 8
and 12 elements respectively, which, in particular, settled Conjecture 1.40.
2. New solutions of QYBE
We retain the notation of Section 1. The following is immediate.
Lemma 2.1. Let n ≥ 3. Then for a k-module V and a k-linear map Ψ : V ⊗ V → V ⊗ V the
following are equivalent.
(i) the assignment
Ti 7→ Ψi = IdV ⊗ · · · IdV︸ ︷︷ ︸
i−1
⊗Ψ⊗ IdV ⊗ · · · ⊗ IdV︸ ︷︷ ︸
n−i−1
for i = 1, . . . , n− 1 defines a structure of an Hq(Sn)-module on V ⊗n;
(ii) Ψ satisfies the braid equation on V ⊗3 and the quadratic equation on V ⊗2:
(2.1) Ψ1Ψ2Ψ1 = Ψ2Ψ1Ψ2, Ψ
2 = (1− q)Ψ + q · IdV⊗V
(where Ψ1 := Ψ⊗ IdV , Ψ2 := IdV ⊗Ψ).
We refer to any Ψ satisfying (2.1) as a quadratic braiding on V .
In a similar fashion, we obtain the following immediate result for H(Sn)-modules.
Lemma 2.2. Let n ≥ 3. Then for any Z-module U and any pair of Z-linear maps s,D : U ⊗ U →
U ⊗ U the following are equivalent:
(a) the assignments:
si 7→ IdU ⊗ · · · IdU︸ ︷︷ ︸
i−1
⊗s⊗ IdU ⊗ · · · ⊗ IdU︸ ︷︷ ︸
n−i−1
, Di 7→ IdU ⊗ · · · IdU︸ ︷︷ ︸
i−1
⊗D ⊗ IdU ⊗ · · · ⊗ IdU︸ ︷︷ ︸
n−i−1
for i = 1, . . . , n− 1 define a structure of an H(Sn)-module on U
⊗n;
(b) the assignments
s1 7→ s⊗ IdU , s2 7→ IdU ⊗ s, D1 7→ D ⊗ IdU , D2 7→ IdU ⊗D
define a structure of an H(S3)-module on U
⊗3.
We refer to any pair of Z-linear maps s,D : U ⊗ U → U ⊗ U satisfying Lemma 2.2(b) as an
H(S3)-structure on U .
Furthermore, given an H(S3)-structure s,D : U ⊗U → U ⊗U on any Z-module U , any k-module
V and any k-linear map Ψ : V ⊗ V → V ⊗ V define a k-linear endomorphism ΨU of (U ⊗ V )⊗2 by:
(2.2) ΨU = τ
−1
23 ◦ (s⊗Ψ+ (1− q)D ⊗ IdV⊗V ) ◦ τ23 ,
where τ23 : (U ⊗ V )⊗ (U ⊗ V )→˜(U ⊗ U)⊗ (V ⊗ V ) is the permutation of two middle factors.
The following result was the starting point of the entire project.
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Theorem 2.3. Let s,D : U ⊗ U → U ⊗ U be any H(S3)-structure on a Z-module U and let
Ψ : V ⊗ V → V ⊗ V be a quadratic braiding on a Z-module V . Then
(a) The linear endomorphism ΨU of (U ⊗ V )⊗2 is also a quadratic braiding.
(b) The functor FU⊗n from Corollary 1.11 satisfies: FU⊗n(V
⊗n) ∼= (U ⊗ V )⊗n, where V ⊗n is
naturally an Hq(Sn)-module by Lemma 2.1 via the quadratic braiding Ψ and (U ⊗V )⊗n is naturally
an H(Sn)-module via the quadratic braiding ΨU .
Proof. Let Ψ : V ⊗V → V ⊗V be a quadratic braiding. By Lemma 2.1, the assignment Ti 7→ Ψi,
i = 1, . . . , n− 1 defines a k-algebra homomorphism Hq(Sn)→ Endk(V
⊗n).
Furthermore, let U b a Z-module with an H(S3)-structure s,D : U ⊗U → U ⊗U . Then, clearly,
U⊗n is an H(Sn)-module by Lemma 2.2. Tensoring these homomorphisms, we obtain an algebra
homomorphism H(Sn)⊗Hq(Sn)→ EndZ(U⊗n)⊗Endk(V ⊗n) ⊂ Endk(U⊗n⊗V ⊗n). Composing it
with the coaction (1.1) and naturally identifying U⊗n⊗V ⊗n with (U ⊗V )⊗n we obtain a k-algebra
homomorphism Hq(Sn) → Endk((U ⊗ V )⊗n) given by Ti 7→ (ΨU )i for i = 1, . . . , n − 1. In view of
Lemma 2.1, ΨU is a quadratic braiding. This proves (a). Part (b) also follows.
The theorem is proved. 
Remark 2.4. We found a particular case of Theorem 2.3 in [9, Formula (4.8)] and [10, Formula
(32)], but the general case seems to be unavailable in the literature.
The following following immediate corollary of Proposition 1.13 provides an example of anH(S3)-
structure.
Corollary 2.5. Let U = Z[x]. Then the permutation of factors s : U ⊗ U → U ⊗ U and the
Demazure operator D = 1
1−x1x
−1
2
(1 − s) on U ⊗ U = Z[x1, x2] comprise an H(S3)-structure on U .
3. Generalization to other groups
In this section we generalize the construction of Hecke-Hopf algebras to all groups. Indeed, let
W be a group and S be a conjugation-invariant subset of W \ {1}, and let R be an integral domain.
For any functions χ, σ : W × S → R let Hˆχ,σ(W ) be an R-algebra generated by W , as a group,
and by Ds, s ∈ S subject to relations:
(3.1) wDsw
−1 = χw,s ·Dwsw−1 + σw,s · (1− wsw
−1)
for all s ∈ S, w ∈ W ;
(3.2)
[
|s|
k
]
as
Ds(asDs + bs)(a
2
sDs + bs(1 + as)) · · · (a
k−1
s Ds + bs(1 + as + · · ·+ a
k−2
s )) = 0
for all s ∈ S of finite order |s| and k = 1, . . . , |s|, where we abbreviated as := χs,s, bs := σs,s and[
n
k
]
q
=
k∏
i=1
qn+1−i − 1
qi − 1
∈ Z≥0[q] is the q-binomial coefficient.
Remark 3.1. If as = χs,s is an |s|-th primitive root of unity in R
×, then the relations (3.2) simplify:
(3.3) Ds(asDs + bs)(a
2
sDs + bs(1 + as)) · · · (a
|s|−1
s Ds + bs(1 + as + · · ·+ a
|s|−2
s )) = 0 .
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Otherwise, if as is not an |s|-th root of unity and R is a field, then Ds = 0.
The following result generalizes Theorem 1.16.
Theorem 3.2. For any group W , a conjugation-invariant set S ⊂ W \ {1}, and any maps χ, σ :
W × S → R, Hˆχ,σ(W ) is a Hopf algebra with the coproduct ∆, the counit ε, and the antipode
anti-automorphism given respectively by (for w ∈ W , s ∈ S):
(3.4) ∆(w) = w⊗w,∆(Ds) = Ds⊗1+s⊗Ds, ε(w) = 1, ε(Ds) = 0, S(w) = w
−1, S(Ds) = −s
−1Ds .
We prove Theorem 3.2 in Section 7.1.
For any χ, σ :W ×S → R denote by Dˆχ,σ(W ) the R-algebra generated by all Ds, s ∈ S subject
to all relations (3.2). By definition, one has an algebra homomorphism Dˆχ,σ(W )→ Hˆχ,σ(W ). This
homomorphism is sometimes injective and implies a factorization of Hˆχ,σ(W ) and Hχ,σ(W ).
Theorem 3.3. In the notation of Theorem 3.2, suppose that:
• χ and σ satisfy
(3.5) χw1w2,s = χw2,s · χw1,w2sw−12
∈ R×, σw1w2,s = σw2,s + χw2,sσw1,w2sw−12
for all w1, w2 ∈ W , s ∈ S.
• For any s ∈ S of finite order and w ∈W : χ
|s|
w,s = 1 and there exists κw,s ∈ Z≥0 such that
(3.6) σw,s = σs,s(1 + χs,s + · · ·+ χ
κw,s−1
s,s ) .
Then Hˆχ,σ(W ) and factors as Hˆχ,σ(W ) = Dˆχ,σ(W ) · RW over R (i.e., the multiplication map
defines an isomorphism of R-modules Dˆχ,σ(W )⊗RW −˜→Hˆχ,σ(W )) and is a free R-module.
We prove Theorem 3.3 in Section 7.2.
Remark 3.4. Given χ and σ satisfying 3.5 this gives rise to:
• A W -action on V = ⊕s∈SR ·Ds via w(Ds) = σw,s + χw,sDwsw−1 for w ∈ W , s ∈ S (see also
Theorem 3.9(a) below).
• A function γ ∈ HomR(RW ⊗ V,RW ) given by γ(w ⊗ s) = σw,swsw−1 which is a Hochshield
2-cocycle, i.e., w1γ(w2 ⊗ v)w
−1
1 − γ(w1w2 ⊗ v) + γ(w1 ⊗ w2(v)) = 0 for all w1, w2 ∈ W , v ∈ V (see
also Proposition 4.11 with generalization to Hopf algebras).
In particular, for any function c : W → R, the map σc :W × S → R given by
σcw,s = σw,s + cs − χw,scwsw−1
also satisfies the second condition (3.5) and thus σc is cohomological to σ.
Denote by D˜χ,σ(W ) the subalgebra of Hˆχ,σ(W ) generated by all Ds, s ∈ S (by definition, this
is a homomorphic image of Dˆχ,σ(W ) in Hˆχ,σ(W )) and let
(3.7) Kχ,σ(W ) :=
⋂
w∈W
wD˜χ,σ(W )w
−1 .
Denote byHχ,σ(W ) the quotient algebra of Hˆχ,σ(W ) by the ideal generated byKχ,σ(W )∩Ker ε.
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Theorem 3.5. In the notation of Theorem 3.2, suppose that Hˆχ,σ(W ) is a free R-module (e.g., R
is a field). Then Hχ,σ(W ) is naturally a Hopf algebra.
We prove Theorem 3.5 in Section 7.3. We will refer to Hχ,σ(W ) as a Hopf envelope of (W,χ, σ)
(provided that Hˆχ,σ(W ) is a free R-module).
Furthermore, in the notation of Theorem 3.2 denote by Dχ,σ(W ) the quotient of D˜χ,σ(W ) by
the ideal generated by Kχ,σ(W ). By definition, one has an algebra homomorphism Dχ,σ(W ) →
Hχ,σ(W ). Similarly to Theorem 3.3, this homomorphism is sometimes injective and implies a
factorization of Hχ,σ(W ).
Theorem 3.6. In the assumptions of Theorem 3.2, suppose that
(3.8) χs,s is a primitive |s|-th root of unity ∀ s ∈ S of finite order |s| .
Then Hχ,σ(W ) is a Hopf algebra and it factors as Hχ,σ(W ) = Dχ,σ(W ) · RW .
We prove Theorem 3.6 in Section 7.3. In fact, the lower Hecke-Hopf algebraH(W ) from Theorem
1.17 equals Hχ,σ(W ) for a special choice of χ, σ (see Proposition 7.4) which automatically satisfy
(3.5), (3.6), and (3.8). For some groupsW , say, complex reflection ones, we may expect an analogue
of the Hecke-Hopf algebra H(W ) as well.
Remark 3.7. We believe that classification problem of quadruples (W,S, χ, σ) with any s ∈ S of
finite order satisfying (3.5), (3.6), and (3.8), is of interest.
Similarly to Theorem 1.37, we can establish some symmetries of Hχ,σ(W ) in general.
Theorem 3.8. In the notation of Theorem 3.2, suppose that · is an involution on R such that
χw,s = χw,s−1 , σw,s = σw,s−1 for all w ∈ W , s ∈ S. Then the assignments w = w
−1, Ds = Ds−1
for w ∈W , s ∈ S extends to a unique R-linear anti-involution of Hχ,σ(W ).
The following is a generalization of parts (a) and (b) of Theorem 1.37.
Theorem 3.9. In the assumptions of Theorem 3.3 suppose also that
(3.9) σwsw−1,wsw−1 = σs,s
for all w ∈W , s ∈ S of finite order. Then:
(a) Suppose that
(3.10) σw,s1σws1,s2 · · ·σws1···sk−1,sk = 0
for any w ∈ W , k ≥ 2, and any s1, . . . , sk ∈ S such that s1 · · · sk = 1. Then the algebra Dχ,σ(W )
admits the W -action by automorphisms via w(Ds) = σw,s + χw,sDwsw−1 for w ∈W , s ∈ S.
(b) Suppose that for a given s ∈ S one has
(3.11) σs−1,s1σs−1s1,s2 · · ·σs−1s1···sk−1,sk = 0
for any k ≥ 2 and any s1, . . . , sk ∈ S such that s1 · · · sk = s. Then Dχ,σ(W ) admits an s−1-
derivation ∂s (i.e., ∂s(xy) = ∂s(x)y + s
−1(x)∂s(y)) such that ∂s(Ds′) = δs,s′σs−1,s, s, s
′ ∈ S.
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We prove Theorem 3.9 in Section 7.6. In fact, the algebra Dˆχ,σ(W ) has these symmetries if (3.9)
holds (Proposition 7.27(c)), however, (3.10) is needed for Kχ,σ to be invariant the W -action and
(3.11) is needed for Kχ,σ(W ) to be in the kernel of each ∂s.
Remark 3.10. If R is a field, then the condition (3.10) implies that the transitive closure of the
relation ws ≺ w iff σw,s 6= 0 is a partial order on W , which we can think of as a “generalized Bruhat
order.” This is justified by Proposition 7.10(b) which implies that if W is a Coxeter group and S
is the set of all reflections in W , then (3.10) holds and the partial order coincides with the strong
Bruhat order on W . It is also easy to see that the condition (3.11) holds for each simple reflection
in any Coxeter group. So we can think of all s satisfying (3.11) as “generalized simple reflections.”
Conjecture 3.11. In the assumptions of Theorem 3.3 suppose that θ is an R-linear automorphism
of RW such that θ(w) ∈ R× · w for w ∈ W and θ(s) = χs,s · s for s ∈ S. Then θ uniquely extends
to an algebra automorphism of Hχ,σ(W ) such that θ(Ds) = σs,s + χs,sDs for s ∈ S.
If one replaces Hχ,σ(W ) with Hˆχ,σ(W ), the assertion of the the conjecture is true (Proposition
7.27(b)). However, unlike that in Theorem 1.37(c), the question whether θ preserves Kχ,σ(W ) is
still, open, which the conjecture, in fact, asserts.
The following is a natural consequence of the above results and constructions.
In the situation of Theorem 3.3 to a subset S0 ⊂ S and a function q : S0 → R (s 7→ qs) we
assign a subalgebra Hq(W,S) of Hχ,σ(W )⊗ k generated by all s+ (1− qs)Ds, s ∈ S0. By the very
construction, Hq(W,S) is a left coideal subalgebra in Hχ,σ(W ).
We say that Hq(W,S0) is a generalized Hecke algebra if it is a deformation of RW0, where W0
is the subgroup of W generated by S0, or, more precisely, the restriction of the R-linear projection
π : Hχ,σ(W )→ RW given by π(xw) = w for x ∈ Dχ,σ, w ∈ W to Hq(W,S0), is an isomorphism of
R-modules Hq(W,S0)→˜RW0.
Problem 3.12. Classify generalized Hecke algebras.
In section 6 we solve the problem for finite cyclic groups W via generalized Taft algebras.
It would be interesting to compare our constructions with the Broue-Malle-Rouquier Hecke alge-
bras ([6]) attached to complex reflection groups.
4. Generalization to Hopf algebras
In this section we will extend our constructions from algebras Hχ,σ(W ) to Hopf algebras H over
a commutative ring R containing a Hopf subalgebra H and a left coideal subalgebra D.
Recall that, given a coalgebra H over a commutative ring R, an R-submodule K is called left
(resp. right) coideal if ∆(K) ⊂ H⊗K (resp. ∆(K) ⊂ K⊗H).
The following properties of left (and right) coideals are, apparently, well-known.
Proposition 4.1. For any coalgebra H over R, one has:
(a) Sum of left coideals is also a coideal.
(b) If H is a free R-module, then the intersection of left coideals is also a coideal.
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Proof. Part (a) is immediate.
To prove (b), we need the following obvious (and, apparently, well-known) fact.
Lemma 4.2. Let A be a free module over a commutative ring R and let B be an R-module and Bi,
i ∈ I be a family of R-submodules in B. Then
⋂
i∈I
(A⊗Bi) = A⊗
(⋂
i∈I
Bi
)
.
Indeed, if Bi, i ∈ I is a family of left coideals in H, then
∆(
⋂
i∈I
Bi) ⊂
⋂
i∈I
∆(Bi) ⊂
⋂
i∈I
H⊗Bi = H⊗
(⋂
i∈I
Bi
)
.
by Lemma 4.2 taken with A = B = H. This proves (b).
The proposition is proved. 
Let H be a Hopf algebra over R and let H be an H-module algebra (we denote the action by
h⊗ x 7→ h(x)). For any R-subalgebra D of H define
(4.1) K(H,D) := {x ∈ D |H(x) ⊂ D} .
Lemma 4.3. K(H,D) is a subalgebra of H invariant under the H-action.
Proof. Indeed, for x, y ∈ K(H,D) we have h(xy) = h(1)(x) · h(2)(y) ∈ D for all h ∈ H . Hence
xy ∈ K(H,D) and the first assertion is proved.
Furthermore, given x ∈ K(H,D), h ∈ H we have h′(h(x)) = (h′h)(x) ∈ D for all h′ ∈ H ,
therefore, h(x) ∈ K(H,D) for all x ∈ K(H,D), h ∈ H . This proves the second assertion.
The lemma is proved. 
The following is immediate.
Lemma 4.4. Suppose that H is a Hopf algebra over R and also a subalgebra of an R-algebra H.
Then the assignments h ⊲x := h(1) · x · S(h(2)), h ∈ H, x ∈ H, turn H into an H-module algebra.
Replacing, if necessary, an H-module algebra H with the cross product H˜ = H⋊H , we see that
Lemma 4.4 is applicable to H˜.
In the following result, we will use the action from Lemma 4.4 for constructing new Hopf algebras.
Theorem 4.5. Let H be a Hopf algebra over R, H be a Hopf subalgebra of H, and D be a left
coideal subalgebra of H. Suppose that H is free as an R-module. Then the ideal J(H,D) of H
generated by K(H,D) ∩Ker ε is a Hopf ideal, hence H := H/J(H,D) is naturally a Hopf algebra.
Proof. Recall that, given a coalgebra H over R, an R-submodule K is called left (resp. right)
coideal if ∆(K) ⊂ H⊗K (resp. ∆(K) ⊂ K⊗H).
Proposition 4.6. In the assumptions of Theorem 4.5, K(H,D) is a left coideal subalgebra of H.
Proof. For an R-module A and an H-module H define the action of H on A⊗H by h ⊲(x⊗ y) =
x⊗ h(y) for x ∈ A, y ∈ H.
We need the following result.
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Lemma 4.7. Let H be a Hopf algebra over R and let H be a Hopf subalgebra. Then, with respect
to the adjoint action ⊲ from Lemma 4.4, one has:
h ⊲∆(x) = (S(h(1))⊗ 1) ·∆(h(2) ⊲ x) · (h(3) ⊗ 1)
for h ∈ H, x ∈ H, with Sweedler notation (∆⊗ 1) ◦∆(h) = (1⊗∆) ◦∆(h) = h(1) ⊗ h(2) ⊗ h(3).
Proof. Indeed,
(S(h(1) ⊗ 1) ·∆(h(2) ⊲ x) · (h(3) ⊗ 1) = (S(h(1) ⊗ 1) ·∆(h(2))∆(x)∆(S(h(3))) · (h(4) ⊗ 1)
= (1⊗ h(1)) ·∆(x) ·∆(S(h(2)) · (h(3) ⊗ 1) = (1⊗ h(1)) ·∆(x) · (1⊗ S(h(2)) = h ⊲∆(x)
because (S(h(1))⊗ 1) ·∆(h(2))⊗h(3)⊗h(4) = S(h(1)) ·h(2)⊗h(3)⊗h(4)⊗h(5) = 1⊗h(1)⊗h(2)⊗h(3)
and h(1) ⊗∆(S(h(2))) · (h(3) ⊗ 1) = h(1) ⊗ S(h(3)) · h(4) ⊗ S(h(2)) = h(1) ⊗ 1⊗ S(h(2)).
The lemma is proved. 
This proves that, in the assumptions of Theorem 4.5, we have H ⊲∆(x) ⊂ H⊗D for all x ∈ K.
To finish the proof of Proposition 4.6, we need the following result.
Lemma 4.8. For any free R-module A one has in the assumptions of (4.1):
(4.2) {z ∈ A⊗D |H ⊲z ⊂ A⊗D} = A⊗K(H,D) .
Proof. Indeed, let B be an R-basis of A. Write each z ∈ A⊗H as
z =
∑
b∈B
b⊗ xb
where all xb ∈ D and all but finitely many of them are 0. Then
h ⊲ z =
∑
b∈B
b⊗ h(xb) .
In particular, if h ⊲ z ∈ H ⊗ D for some h ∈ H , then h(xb) ∈ D for all b ∈ B. Therefore,
H ⊲ z ⊂ H⊗D implies that xb ∈ K(H,D) for b ∈ B.
This proves the inclusion of the left hand side of (4.2) into the right hand side. The opposite
inclusion is obvious.
The lemma is proved. 
Therefore, Proposition 4.6 is proved. 
We need the following general (probably, well-known) general result.
Proposition 4.9. Let H be a Hopf algebra over R and let K ⊂ H be a left or right coideal. Then
the ideal J generated by K+ := K ∩Ker ε is a Hopf ideal, i.e., ∆(J) ⊂ H⊗ J+ J⊗H, S(J) ⊂ J.
Proof. We will prove the assertion when K is a left coideal (for the right ones the proof is
identical). We need the following well-known fact.
Lemma 4.10. For any coalgebra H one has ∆(h)− h⊗ 1 ∈ H⊗Ker ε for all h ∈ H.
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Indeed, taking into account that ∆(K) ⊂ H⊗K+⊕H⊗ 1 for any left coideal K ⊂ H, where we
abbreviated K+ := K ∩Ker ε, Lemma 4.10 guarantees that
(4.3) ∆(h)− h⊗ 1 ∈ H⊗K+
for all h ∈ K+. Therefore, ∆(K+) ⊂ H⊗K+ +K+ ⊗ 1. In turn, this implies that:
∆(J) ⊂ (H⊗H) ·∆(K+) · (H⊗H) ⊂ (H(W )⊗H) · (H⊗K++K+⊗ 1) · (H⊗H) ⊂ H⊗J+J⊗H ,
i.e., J is a bi-ideal.
Furthermore, applyingm◦(S⊗1) to (4.3) and using the property of the antipodem◦(S⊗1)◦∆ = ε,
we obtain ε(h)− S(h) ∈ S(H) ·K+ for all h ∈ K+, therefore, S(K+) ⊂ H ·K+. Hence
S(J) = H · S(K+) ·H ⊂ H · (H ·K+) ·H = J .
The proposition is proved. 
Clearly, the assertion of Theorem 4.5 follows from Propositions 4.6 and 4.9.
Theorem 4.5 is proved. 
Let H be a Hopf algebra over R, V be an T (H)-module (i.e., an R-linear map H ⊗ V → V ), for
an R-bilinear map γ : H × V → H , let Hγ be an algebra generated by H (viewed as an algebra)
and by V subject to relations
(4.4) h(1) · v · S(h(2)) = h(v) + γ(h, v)
for all h ∈ H , v ∈ V . Using the property of the antipode in H , it is easy to see that relations (4.4)
are equivalent to:
hv = h(1)(v) · h(2) + β(h⊗ v)
for all h ∈ H , v ∈ V where β : H ⊗ V → H is given by β(h⊗ v) = γ(h(1), v)h(2). This implies that
Hγ = Aµ in the notation of (8.6) and of Corollary 8.7, where β is as above and ν : H ⊗V → V ⊗H
is given (for h ∈ H , v ∈ V ) by:
ν(h⊗ v) = h(1)(v)⊗ h(2) .
If γ = 0 and T (H)-action on V factors through an H-action, then Hγ = T (V ) ⋊ H , the cross
product. Using Corollary 8.7, we obtain a criterion for factorization of Hγ into T (V ) and H .
Proposition 4.11. The algebra Hγ factors as Hγ = T (V ) ·H (i.e., the multiplication map defines
an isomorphism of R-modules T (V )⊗H−˜→Hγ) as an R-module iff:
• V is an H-module, so that the T (H) action is determined by the H-action.
• γ satisfies for all h, h′ ∈ H, v ∈ V :
(4.5) γ(hh′, v) = γ(h, h′(v)) + h ⊲ γ(h′, v)
where ⊲ denotes the adjoint action of the Hopf algebra H on itself (as in Lemma 4.4).
Proof. Let us identify all three conditions of Corollary 8.7 with B = H and ν and γ as above.
Namely, taking into account that ν ◦ (mH ⊗ IdV )(h⊗ h′ ⊗ v) = ν(hh′ ⊗ v) = (hh′)(1)(v)⊗ (hh
′)(2),
(IdH ⊗mH) ◦ (ν ⊗ IdH) ◦ (IdH ⊗ ν)((h ⊗ h
′ ⊗ v)) = (hh′)(1)(v) ⊗ (hh
′)(2) ,
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the first condition of Corollary 8.7 reads
(4.6) (hh′)(1)(v)⊗ (hh
′)(2) = h(1)(h
′
(1)(v)) ⊗ h(2)h
′
(2)
for all h, h′ ∈ T (H), v ∈ V .
Furthermore, taking into account that β ◦ (mH ⊗ IdV )(h⊗ h′ ⊗ v) = β(hh′ ⊗ v),
mH ◦ (IdH ⊗ β)(h ⊗ h
′ ⊗ v) = hβ(h′ ⊗ h) ,
mH ◦ (β ⊗ IdH) ◦ (IdH ⊗ ν)(h ⊗ h
′ ⊗ v) =mH ◦ (β ⊗ IdH)(h⊗ h
′
(1)(v) ⊗ h
′
(2)) = β(h⊗ h
′
(1))h
′
(2) ,
the second condition of Corollary 8.7 reads
(4.7) β(hh′ ⊗ v) = hβ(h′ ⊗ v) + β(h⊗ h′(1)(v))h
′
(2)
for all h, h′ ∈ H , v ∈ V .
Finally, taking into account that ν(1⊗ v) = 1(v)⊗ 1, the third condition of Corollary 8.7 reads
(4.8) 1(v) = 1
for all v ∈ V .
Let us show that (4.6) is equivalent to
(4.9) (hh′)(v) = h(h′(v))
for h ∈ H , v ∈ V .
Indeed, multiplying both sides of (4.6) by S((hh′)(2)) = S(h
′
(2))S(h(2)) on the right we obtain
(4.9) after cancellations. Conversely, by acting with the first factor of ∆(hh′) = (hh′)(1)⊗ (hh
′)(2) =
h(1)h
′
(1) ⊗ h(2)h
′
(2) on v and using (4.9), we obtain (4.6). Thus, (4.9) and (4.8) assert that V is an
H-module (and vice versa).
Finally, let us show that (4.7) is equivalent to (4.5).
1. (4.7) => (4.5). Since β(h⊗ v) = γ(h(1), v)h(2), (4.7) becomes:
γ(h(1)h
′
(1), v)h(2)h
′
(2) = hγ(h
′
(1) ⊗ v)h
′
(2) + γ(h(1), h
′
(1)(v))h(2)h
′
(2) .
Multiplying both sides by S(h′(3)) we obtain after cancellations
γ(h(1)h
′, v)h(2) = hγ(h
′ ⊗ v) + γ(h(1), h
′(v))h(2) = h(1)γ(h
′ ⊗ v)ε(h(2)) + γ(h(1), h
′(v))h(2) .
Multiplying both sides by S(h′(3)) we obtain after cancellations γ(hh
′, v) = h(1)γ(h
′ ⊗ v)S(h(2)) +
γ(h, h′(v)) which coincides with (4.5).
2. (4.5) => (4.7). Since γ(h⊗ v) = β(h(1), v)S(h(2)), (4.5) becomes:
β(h(1)h
′
(1), v)S(h
′
(2))S(h(2)) = β(h(1), h
′(v))S(h(2)) + h ⊲(β(h
′
(1), v)S(h
′
(2))) .
Multiplying both sides by h(3) we obtain after cancellations
β(hh′(1), v)S(h
′
(2)) = β(h, h
′(v)) + hβ(h′(1), v)S(h
′
(2)) .
Multiplying both sides by h′(3) we obtain after cancellations β(hh
′, v) = β(h, h′(1)(v))h
′
(2)+hβ(h
′, v),
which coincides with (4.5).
The proposition is proved. 
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It is well-known that if γ = 0, then Hγ is a Hopf algebra. Now we provide sufficient conditions
on γ (one can show that they are also necessary) for Hγ to be a Hopf algebra.
Proposition 4.12. Let H be a Hopf algebra over R, V be a T (H)-module, and γ : H × V → H be
an R-bilinear map. Suppose that:
• V is is equipped with an H coaction δ : V → H ⊗ V (δ(v) = v(−1) ⊗ v(0) in a Sweedler-like
notation) such that for all v ∈ V , h ∈ H the Yetter-Drinfeld condition (see e.g., [2, Section 1.2])
holds:
(4.10) δ(h(v)) = h(1)v
(−1)S(h(3))⊗ h(2)(v
(0)) .
• ∆(γ(h, v)) = γ(h, v)⊗ 1 + h(1)v
(−1)S(h(3))⊗ γ(h(2), v
(0)) and ε(γ(h, v)) = 0 for v ∈ V , h ∈ H.
Then Hγ is a Hopf algebra with the coproduct, counit, and the antipode extending those in H and
determined by (for h ∈ H, v ∈ V ):
∆(v) = v ⊗ 1 + δ(v) = v ⊗ 1 + v(−1) ⊗ v(0), ε(v) = 0, S(v) = −S(v(−1))v(0)
Proof. We need the following general result.
Lemma 4.13. Let H be a Hopf algebra over R and let V be a left comodule over H (i.e., one has
a co-associative and co-unital linear map δ : V → H ⊗ V ). Then the free product of R-algebras
H := H ∗ T (V ) is a Hopf algebra over R with the coproduct, counit, and the antipode extending
those on H and determined by (for h ∈ H, v ∈ V ):
∆(v) = v ⊗ 1 + δ(v) = v ⊗ 1 + v(−1) ⊗ v(0), ε(v) = 0, S(v) = −S(v(−1))v(0) .
Proof. Indeed, each element x ∈ H can be written as sum of elements of the form:
x = h0v1h1 · · · vkhk ,
where h0, h1, . . . , hk ∈ H , v1, . . . , vk ∈ V , k ≥ 0 (with the convention x = h0 if k = 0). By setting
x 7→ ∆(x) = ∆(h0)(v1 ⊗ 1 + δ(v1))∆(h1) · · · (vk ⊗ 1 + δ(vk))∆(hk) ,
x 7→ ε(x) =
ε(h0) if k = 00 if k > 0 ,
x 7→ S(x) = S(hk)(−S(v
(−1)
k )v
(0)
k )S(h1) · · · (−S(v
(−1)
1 )v
(0)
1 )S(hk)
one has well-defined R-linear maps ∆ : H→ H⊗H, ε : H→ R, and S : H→ H, respectively.
Clearly, ∆ is a homomorphism of algebras. Therefore, it suffices to verify the remaining compat-
ibility conditions only on generators v ∈ V . Indeed:
(m ◦ (ε⊗ 1) ◦∆)(v) = (m ◦ (ε⊗ 1))(v ⊗ 1 + δ(v)) = (m ◦ (ε⊗ 1) ◦ δ)(v) = v ,
(m ◦ (1⊗ ε) ◦∆)(v) = (m ◦ (1⊗ ε))(v ⊗ 1 + δ(v)) = m(v ⊗ 1) = v ,
(m ◦ (S ⊗ 1) ◦∆)(v) = (m ◦ (S ⊗ 1)(v ⊗ 1 + v(−1) ⊗ v(0)) = S(v) + S(v(−1))v(0) = 0 = ε(v) ,
(m ◦ (1 ⊗ S) ◦∆)(v) = (m ◦ (1 ⊗ S)(v ⊗ 1 + v(−1) ⊗ v(0)) = v + v(−1)S(v(0))
= v − v(−2)S(v(−1))v(0) = v − ε(v(−1))v(0) = 0 = ε(v) .
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This finished the proof of the lemma. 
Furthermore, let Kγ be the R-submodule of H = H ∗ T (V ) generated by 1 and
δh,v := h(1) · v · S(h(2))− h(v)− γ(h, v)
for all h ∈ H , v ∈ V .
Lemma 4.14. In the assumptions of Proposition 4.12, ∆(Kγ) ⊂ H ⊗Kγ , in particular, Kγ is a
left coideal in H = H ∗ T (V )
Proof. Denote δh,v := hv − h(1)(v) · h(2) − γ(h, v) for h ∈ H , v ∈ V . First, prove that
(4.11) ∆(δh,v) = δh,v ⊗ 1 + h(1)v
(−1)S(h(3))⊗ δh(2),v(0)
for all h ∈ H , v ∈ V . Indeed,
∆(δh,v) = ∆(h(1)) ·∆(v) ·∆(S(h(1)))−∆(h(v)) −∆(γ(h, v))
= ∆(h(1)) · (v ⊗ 1 + δ(v)) ·∆(S(h(2)))− h(v)⊗ 1− δ(h(v))−∆(γ(h, v))
= (δh(1),v + γ(h, v))⊗ 1 + ∆(h(1)) · δ(v) ·∆(S(h(2)))− δ(h(v)) −∆(γ(h, v))
= δh(1),v ⊗ 1 + ∆(h(1)) · δ(v) ·∆(S(h(2)))− δ(h(v))− h(1)v
(−1)S(h(3))⊗ γ(h(2), v
(0))
= δh,v ⊗ 1 + h(1)v
(−1)S(h(3))⊗ δh(2),v(0) ,
where we used sequentially:
(1) The fact that ∆(h(1)) · (v ⊗ 1) ·∆(S(h(2))) = h(1) · v · S(h(4))⊗ h(2)S(h(3))
= h(1) · v · S(h(3))⊗ ε(h(2)) = h(1) · v · S(h(2))⊗ 1 = (δh,v + h(v) + γ(h, v))⊗ 1 .
(2) The second assumption of Proposition 4.12.
(3) The Yetter-Drinfeld condition (4.10) in the form ∆(h(1)) · δ(v) ·∆(S(h(2)))− δ(h(v))
= h(1)v
(−1)S(h(4))⊗ h(2) · v
(−1) · S(h(3))− h(1)v
(−1)S(h(3))⊗ h(2)(v
(0))
= h(1)v
(−1)S(h(3))⊗ (δh(2),v(0) + γ(h(2), v
(0)))
This proves (4.11).
The lemma is proved. 
Note that K+γ := Kγ ∩Ker ε is the R-submodule of H = H ∗ T (V ) generated by δh,v, h ∈ H ,
v ∈ V . In view of Proposition 4.9, this and Lemma 4.14 guarantee that the ideal Jγ generated by
δh,v, h ∈ H , v ∈ V , is a Hopf ideal in H. Therefore, H = H/Jγ is a Hopf algebra.
The proposition is proved. 
We conclude the section with some general facts which we will use frequently.
Lemma 4.15. Let H be an R-algebra, and H, D subalgebras of H such that H factors as H = D·H
over R (i.e., the multiplication map defines an isomorphism of R-modules D⊗H−˜→H). Let K ⊂ D
be an R-submodule such that H ·K ⊂ K ·H for all w ∈W . Then the ideal JK of H generated by K
factors as IK ·H, where IK is the ideal of D generated by K and the quotient algebra H = H/JK
factors as H = D ·H, where D = D/IK.
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Proof. Indeed, JK = D ·H ·K ·D ·H ⊂ D ·K · H ·D · H = D ·K ·D · H = IK · H (because
IK = D ·K ·D). The opposite inclusion is obvious, therefore, JK = IK ·H .
Finally, H = H/JK = (D ·H)/(IK ·H) = (D/IK) ·H = D ·H as an R-module.
The lemma is proved. 
In some cases, we can describe K(H,D) explicitly.
Lemma 4.16. Let W be a group. Suppose that H is an R-algebra which factors as H = D · RW
over R, where D is a subalgebra of H. Then, in the notation of Proposition 8.8, one has (where
the RW -action on H is given by conjugation): K(RW,D) =
⋂
w,w′∈W :w 6=w′
Ker ∂w,w′ . Furthermore,
∂w,w(x) = wxw
−1 for all x ∈ D.
Proof. Indeed, writing (8.7) in the form: wxw−1 =
∑
w,w′∈W ∂w,w′(x)w
′w−1 for w ∈ W , x ∈ D,
we see that wxw−1 ∈ D iff ∂w,w′(x) = 0 for all w′ 6= w, in which case wxw−1 = ∂w,w(x).
The lemma is proved. 
5. Generalized Nichols algebras and symmetries of Hecke-Hopf algebras
Let W be a monoid and let R ⊂W ×W be a preorder on W such that (h, 1) ∈ R iff h = 1. We
say that W is R-finite if Wg = {w ∈ W | (w, g) ∈ R} is finite.
Clearly, any finite monoid is locally finite with R = W × (W \ {1}) ∪ {(1, 1)}. Also any Coxeter
group W is R-finite with R being a Bruhat order on W .
Given anR-finite monoidW , define the algebraB(W,R) over Z to be generated by dg,h, g, h ∈W
subject to relations dg,w = 0 if (w, g) /∈ R, d1,1 = 1 and:
(5.1) dgh,w =
∑
w1,w2∈W :w1w2=w
dg,w1dh,w2
for all g, h ∈ W , w ∈ W .
Proposition 5.1. For any R-finite monoid W one has:
(a) the algebra B(W,R) is a bialgebra with the coproduct ∆ and the counit ε given respectively
by (for all g, h ∈W ):
(5.2) ∆(dg,h) =
∑
w∈W
dg,w ⊗ dw,h, ε(dg,h) = δg,h
(b) Suppose that ϕ is any anti-automorphism of W such that (ϕ × ϕ)(R) = R. Then the
assignments dg,h 7→ dϕ(g),ϕ(h), g, h ∈ W define an anti-automorphism ϕ
∗ of B(W,R) such that
(ϕ∗ ⊗ ϕ∗) ◦∆ = ∆ ◦ ϕ∗ and ε ◦ ϕ∗ = ε.
Proof. Prove (a). Let U(R) be the free Z-module with the free basis dg,h, (g, h) ∈ R. The
following is immediate.
Lemma 5.2. U(R) is a coalgebra with the coproduct and the counit given by (5.2).
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This implies that the tensor algebra T (U(R)) is naturally a bialgebra. Denote by Bˆ(W,R) the
quotient of T (U(R)) by the ideal J generated by d1,1 − 1. Since ∆(d1,1 − 1) = d1,1 ⊗ d1,1 − 1⊗ 1 =
(d11 − 1)⊗ d11 + 1⊗ (d1,1 − 1) and ε(d1,1 − 1) = 0, J is a bi-ideal hence Bˆ(W,R) is a bialgebra.
For each g, h ∈ W and w ∈W define elements δg,h;w ∈ Bˆ(W,R) by:
δg,h;w := dgh,w −
∑
w1,w2∈W :w1w2=w
dg,w1dh,w2 .
Denote by K = K(W,R) the Z-submodule
∑
g,h,w∈W
Z · δg,h;w of Bˆ(W,R).
Lemma 5.3. K(W,R) is a two-sided coideal in Bˆ(W,R) and ε(K(W,R)) = {0}.
Proof. Indeed, ∆(δg,h;w) =
∑
w′∈W
dgh,w′ ⊗ dw′,w −
∑
w1,w2,w
′
1,w
′
2∈W
dg,w′1dh,w′2 ⊗ dw′1,w1dw′2,w2
=
∑
w′∈W
δg,h;w′ ⊗ dw′,w +
∑
w′1,w
′
2∈W
dg,w′1dh,w′2 ⊗ dw′1w′2,w −
∑
w1,w2,w
′
1,w
′
2∈W
dg,w′1dh,w′2 ⊗ dw′1,w1dw′2,w2
=
∑
w′
δg,h;w′ ⊗ dw′,w +
∑
w′1,w
′
2∈W
dg,w′1dh,w′2 ⊗ δw′1,w′2;w .
where we used that dgh,w′ = δg,h;w′ +
∑
w′1,w
′
2∈W :w
′
1w
′
2=w
′
dg,w′1dh,w′2 .
This proves that ∆(K) ⊂ Bˆ(W,R) ⊗K+K⊗ Bˆ(W,R). It remains to show that ε(K) = 0. We
have ε(δg,h;w) = δgh,w −
∑
w1,w2∈W,w1w2=w
δg,w1δh,w2 = δgh,w − δgh,w = 0 for all g, h, w ∈ W .
The lemma is proved. 
Denote J := Bˆ(W,R) ·K · Bˆ(W,R). This is the ideal of Bˆ(W,R) generated by K(W,R). Let us
show that J is a bi-ideal in Bˆ(W,R). Clearly, ε(J) = 0 by Lemma 5.3. Lemma 5.3 implies that
∆(J) ⊂ (Bˆ(W,R) ⊗ Bˆ(W,R)) · (Bˆ(W,R)⊗K+K⊗ Bˆ(W,R)) · (Bˆ(W,R) ⊗ Bˆ(W,R))
⊂ Bˆ(W,R) ⊗K+K⊗ Bˆ(W,R) .
Finally, since B(W,R) = Bˆ(W,R)/J, this implies that B(W,R) is a bialgebra. This proves (a).
Prove (b) now. Clearly, the assignments dg,h 7→ dϕ(g),ϕ(h), g, h ∈W define an anti-automorphism
ϕ∗ of the coalgebra U(R) such that (ϕ∗⊗ϕ∗)◦∆ = ∆◦ϕ∗ and ε◦ϕ∗ = ε. Therefore, passing to the
tensor algebra T (U(R)) this gives an anti-automorphism ϕ˜∗ of T (U(R)) with the same properties.
Furthermore, ϕ˜∗(d11 − 1) = d11 − 1, thus, ϕ˜∗ preserves the above bi-ideal J generated by d11 − 1,
thus, gives a well-defined anti-automorphism of ϕˆ∗ of the quotient bialgebra Bˆ(W,R). In turn, we
have ϕˆ(δg,h;w) := dϕ(gh),ϕ(w) −
∑
w1,w2∈W :ϕ(w1w2)=ϕ(w)
dϕ(h),ϕ(w2)dϕ(g),ϕ(w1)
= dϕ(h)ϕ(g),ϕ(w) −
∑
w′1,w
′
2∈W :w
′
1w
′
2=ϕ(w)
dϕ(h),w′1dϕ(g),w′2 = δϕ(h),ϕ(g);ϕ(w)
for all g, h, w ∈ W . In particular ϕˆ∗(K(W,R) = K(W,R) hence the b-ideal J generated byK(W,R)
is ϕˆ∗-invariant hence one has a natural anti-automorphism ϕ∗ on the quotient bialgebra B(W,R) =
Bˆ(W,R)/J. This proves (b).
The proposition is proved. 
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The following is an immediate corollary of Propositions 5.1 and 8.8.
Corollary 5.4. Let W be a monoid and R be preorder on W an so that W is R-finite. Suppose
that H is an R-algebra which factors as H = D ·RW over R where D is a subalgebra. Suppose that
g ·D ⊂ D ·Wg for all g ∈W . Then D is a module algebra over B(W,R) ⊗R via dg,h 7→ ∂g,h.
Remark 5.5. The “universally acting” bialgebra B(W,R) is a particular case of the bialgebras
emerging in the forthcoming joint paper of Yury Bazlov with the first author [3].
For anyR-finite monoidW letB(W,R) be the quotient algebra ofB(W,R) by the ideal generated
by all dgh,gh − dg,gdh,h.
Proposition 5.6. In the assumptions of Proposition 5.1, suppose that R is a poset. Then B(W,R)
is naturally a bialgebra.
Proof. Prove (a). For g, h ∈ W let δg;h ∈ B(W,R) be given by δg,h := dgh,gh − dg,gdh,h and let
K(W,R) be the Z-submodule
∑
g,h∈W
Z · δg;h of B(W,R).
Lemma 5.7. K(W,R) is a two-sided coideal in Bˆ(W,R) and ε(K(W,R)) = {0}.
Proof. Since R is a partial order, then ∆(dg,g) = dg,g ⊗ dg,g for g ∈ W . Therefore,
∆(δg;h) = dgh,gh⊗dgh,gh−dg,gdh,h⊗dg,gdh,h = dgh,gh⊗ δg;h+ δg;h⊗dg,gdh,h, ε(δg;h) = 1− 1 ·1 = 0
for all g, h ∈ W . Finally, ε(δg;h) = 1− 1 · 1 = 0 for all g, h ∈W .
The lemma is proved. 
Denote J := Bˆ(W,R) ·K · Bˆ(W,R). Similarly to the proof of Proposition 5.1, one shows that
this is the bi-ideal of the bialgebra B(W,R).
Finally, since B(W,R) = B(W,R)/J, this implies that B(W,R) is a bialgebra.
The proposition is proved. 
Remark 5.8. IfW is a group, then one can ask whetherB(W,R) is a Hopf algebra. In that case, the
antipode is given by: S(dg,h) =
∑
(−1)k−1d−1w1,w1dw1,w2d
−1
w2,w2
· · · d−1wk−1,wk−1dwk−1,wkd
−1
wk,wk
, where
the summation is over all k ≥ 1 and distinct w1, . . . , wk ∈W such that w1 = g, wk = h.
This computation is based on the following well-known fact: for any lower triangular n×n matrix
A = (aij) over an associative unital ring A so that all diagonal entries are invertible in A one has:
A is invertible over A and one has for all 1 ≤ j ≤ i ≤ n:
(A−1)ij =
∑
i=i1>i2>···>ik=j,k≥1
(−1)k−1a−1i1,i1ai1,i2a
−1
i2,i2
· · ·a−1ik−1,ik−1aik−1,ika
−1
ik,ik
.
Furthermore, for g, h, w ∈ W define elements vwg,h ∈ B(W,R) by v
w
g,h := dw,wdg,hd
−1
h,hd
−1
w,w and
let B(W,R) be the subalgebra of B(W,R) generated by all vwg,h.
We refer to B(W,R) as the generalized Nichols algebra of (W,R) due to the following result.
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Theorem 5.9. Let W be a group and R be a partial order on W so that W is R-finite. Then:
(a) B(W,R) is an algebra over Z generated by vwg,h, g, h, w ∈ W , subject to relations v
w
g,h = 0 if
(h, g) /∈ R and (for w,w′, g, h ∈W ):
(5.3) vw
′
w,w = 1, v
w′
gh,w =
∑
w1,w2∈W :w1w2=w
vw
′
g,w1
vw
′w1
h,w2
(b) B(W,R) is a module algebra over ZW with respect to the action given by
(5.4) w(vw
′
g,h) = v
ww′
g,h
for all w,w′, g, h ∈W .
(c) The algebra B(W,R) is isomorphic to the cross product B(W,R)⋊ ZW .
(d) B(W,R) is a bialgebra in the (braided monoidal) category WWYD of Yetter-Drinfeld modules over
ZW (see e.g., [2, Section 1.2]) with:
• W -grading given by |vwg,h| = wg(wh)
−1 for all w, g, h ∈ W .
• The (braided) coproduct given by ∆(vwg,h) =
∑
w′∈W
vwg,w′ ⊗ v
w
w′,h for all g, h, w ∈ W .
• The (braided) counit given by ε(vwg,h) = δg,h for all g, h, w ∈W .
Proof. Let B′(W,R) be the algebra generated by all vwg,h, g, h, w ∈ W , subject to the relations
vwg,h = 0 if (h, g) /∈ R and (5.3). We need the following immediate fact.
Lemma 5.10. (5.4) defines a W -action on B′(W,R) by algebra automorphisms.
Therefore, B′(W,R) is a ZW -module algebra, which, in particular, proves (b).
Prove (a) and (c) now. Denote B′(W,R) := B′(W,R) ⋊ ZW .
Proposition 5.11. The assignments dg,h 7→ v1g,h ·h for g, h ∈ W define an isomorphism of algebras
fW : B(W,R)→˜B
′(W,R) such that fW (B(W,R)) = B′(W,R).
Proof. Since dg,h = d
−1
w,wv
w
g,hdh,hdw,w in B(W,R) for all g, h, w ∈ W , (g, h) ∈ R, substituting this
to (5.1) gives the relations
d−1w′,w′v
w′
gh,wdw,wdw′,w′ =
∑
w1,w2∈W :w1w2=w
d−1w′,w′v
w′
g,w1
dw1,w1dw′,w′d
−1
w′,w′v
w′
h,w2
dw2,w2dw′,w′
for all g, h, w,w′ ∈W , which implies all relations (5.3) in because
(5.5) dw1,w1v
w3
h,w2
d−1w1,w1 = v
w1w3
h,w2
in B(W,R) for any h,w1, w2, w3 ∈W (relations vw
′
w,w = 1 are obvious).
Furthermore, let VW := ⊕g,h∈W :(h,g)∈RZ · dg,h Clearly, one has a canonical surjective homomor-
phism T (VW ) ։ B(W,R), given by dg,h 7→ dg,h, whose kernel is the ideal of T (VW ) generated
by
(5.6) d1,1 − 1, dgh,gh − dg,gdh,h, dgh,w −
∑
w1,w2∈W :w1w2=w
dg,w1dh,w2
for g, h, w ∈W .
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Then the homomorphism of algebras fˆW : B(W,R)→˜B′(W,R) by fˆW (dg,h) = v1g,h ·h for g, h ∈W .
Clearly, the image of (5.6) under fˆW is
v11,1 − 1 = 0, v
1
gh,ghgh− v
1
g,ggv
1
h,hh = 0, v
1
gh,ww −
∑
w1,w2∈W :w1w2=w
v1g,w1w1v
1
h,w2
w2 = 0
because relatons (5.3) hold in B(W,R) and
(5.7) w1v
w3
h,w2
w−11 = v
w1w3
h,w2
in B′(W,R) for any h,w1, w2, w3 ∈W .
This proves that fW is a well-defined homomorphism of algebras B(W,R) → B
′(W,R). It is
clearly surjective due to (5.5). Injectivity of fW follows from that the defining relations (5.3) and
(5.7) of B′(W,R (together with vwg,h = 0 if (h, g) /∈ R) already hold in B(W,R) (since fW (dg,g) = g
the relations (5.5) match (5.7)).
The proposition is proved. 
This finishes the proof of (a) and (c).
Prove (d) now. We need the following result.
Lemma 5.12. In the assumptions of Theorem 5.9, one has:
(a) The Z-module YW := ⊕g,h,w∈W :(h,g)∈RZ · v
w
g,h (convention: v
w
g,h = 0 if (h, g) /∈ R) is a
Yetter-Drinfeld module over W with the W -action and W -grading as in Theorem 5.9(d).
(b) The maps ∆ : YW → YW ⊗ YW and ε : YW → Z given by Theorem 5.9(d) turn YW into a
coalgebra in the (braided monoidal) category WWYD of Yetter-Drinfeld modules over W .
Proof. Indeed, |w(vw
′
g,h)| = |v
ww′
g,h | = ww
′gh−1(ww′)−1 = w|vw
′
g,h|w
−1 for all g, h, w,w′ ∈ W . This
proves (a).
Prove (b). Clearly, both ∆ and ε commute with W -action. Also using the standard grading on
YW ⊗ YW via |x⊗ y| = |x| · |y| for homogeneous x, y ∈ YW , we obtain |vwg,h| = wg(wh)
−1 and
|vwg,w′ ⊗ v
w
w′,h| = |v
w
g,w′ | · |v
w
w′,h| = wg(ww
′)−1ww′(wh)−1 = wg(wh)−1 = |vwg,h|
for all g, h, w,w′ ∈ W , therefore, |∆(vwg,h)| = |v
w
g,h| for all g, h, w ∈ W . Similarly, ε(v
w
g,) = |δg,h| =
δg,h · 1 for g, h, w ∈ W . This proves that both ∆ and ε are morphisms in WWYD. Coassociativity of
∆ and the counit axiom follow. This proves (b).
The lemma is proved. 
Lemma 5.12(b) implies that ∆ viewed as a morphism from YW to the algebra T (YW ) ⊗ T (YW )
extends to a homomorphism ∆ : T (YW ) → T (YW ) ⊗ T (YW ) of algebras in the braided monoidal
category WWYD. Similarly, ε extends to a homomorphism of algebras T (YW )→ Z, the latter viewed
as the unit object in WWYD. Thus, T (YW ) is a bialgebra in the braided monoidal category
W
WYD.
For g, h, w,w′ ∈W define elements δw
′
w , δg,h;w′ ∈ T (YW ) by
δw
′
w = v
w′
w,w − 1, δg,h,w;w′ = v
w′
gh,w −
∑
w1,w2∈W :w1w2=w
vw
′
g,w1
vw
′w1
h,w2
and denote by K(W,R) the Z-submodule of T (YW ) generated by all δ
w′
w and δg,h;w′ .
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Clearly, these elements are homogeneous, more precisely, |δw
′
w | = 1, |δg,h,w;w′ | = w
′gh(w′w)−1
for all w,w′, g, h ∈ W . Moreover w′′(δw
′
w ) = δ
w′′w′
w , w
′′(δg,h,w;w′) = δg,h,w;w′′w′ for all w
′′ ∈ W , in
particular, K(W,R) is a Yetter-Drinfeld submodule of T (YW ).
The following is a braided version of Lemma 5.7.
Lemma 5.13. K(W,R) is a two-sided coideal in T (YW ) in WWYD and ε(K(W,R)) = {0}.
Proof. Indeed, ∆(δw
′
w ) = v
w′
w,w ⊗ v
w′
w,w − 1⊗ 1 = δ
w′
w ⊗ v
w′
w,w + 1⊗ δ
w′
w .
Furthermore, ∆(δg,h,w;w′) = ∆(v
w′
gh,w)−
∑
w1,w2∈W :w1w2=w
∆(vw
′
g,w1
)∆(vw
′w1
h,w2
)
=
∑
w′′∈W
vw
′
gh,w′′ ⊗ v
w′
w′′,w −
∑
w1,w2,w
′′
1 ,w
′′
2 ∈W :w1w2=w
(vw
′
g,w′′1
⊗ vw
′
w′′1 ,w1
)(vw
′w1
h,w′′2
⊗ vw
′w1
w′′2 ,w2
)
=
∑
w′′∈W
vw
′
gh,w′′ ⊗ v
w′
w′′,w −
∑
w1,w2,w
′′
1 ,w
′′
2 ∈W :w1w2=w
vw
′
g,w′′1
v
w′w′′1
h,w′′2
⊗ vw
′
w′′1 ,w1
vw
′w1
w′′2 ,w2
,
where we used the fact that (vw
′
g,w′′1
⊗ vw
′
w′′1 ,w1
)(vw
′w1
h,w′′2
⊗ vw
′w1
w′′2 ,w2
) = vw
′
g,w′′1
v
w′w′′1
h,w′′2
⊗ vw
′
w′′1 ,w1
vw
′w1
w′′2 ,w2
because
(x ⊗ y)(z ⊗ t) = x · (|y|(z)) ⊗ yt for any x, y, z, t ∈ T (YW ), where y is homogeneous of degree |y|,
and |vw
′
w′′1 ,w1
|(vw
′w1
h,w′′2
) = (w′w′′1 (w
′w1)
−1)(vw
′w1
h,w′′2
) = v
w′w′′1
h,w′′2
. Finally, taking into account that∑
w′′∈W
vw
′
gh,w′′ ⊗ v
w′
w′′,w =
∑
w′′
δw
′
g,h,w′′ ⊗ v
w′
w′′,w +
∑
w′′1 ,w
′′
2 ∈W
vw
′
g,w′′1
v
w′w′′1
h,w′′2
⊗ vw
′
w′′1 w
′′
2 ,w
,
we obtain ∆(δg,h,w;w′) =
∑
w′′∈W
δw
′
g,h,w′′ ⊗ v
w′
w′′,w +
∑
w′′1 ,w
′′
2 ∈W
vw
′
g,w′′1
v
w′w′′1
h,w′′2
⊗ δw′′1 w′′2 ,w;w′.
This proves that ∆(K(W,R)) ⊂ K(W,R)⊗T (YW ) +T (YW )⊗K(W,R). It remains to show that
ε(K(W,R)) = {0}.
Indeed, ε(δw
′
w ) = 1− 1 = 0, ε(δg,h,w;w′) = δgh,w −
∑
w1,w2∈W :w1w2=w
δg,w1δh,w2 = δgh,w − δgh,w = 0.
The lemma is proved. 
Similarly to the conclusion of the proof of Proposition 5.1, denote J′ := T (YW ) ·K(W,R) ·T (YW ).
This is the ideal of T (YW ) generated by K(W,R). Let us show that J
′ is a bi-ideal in Bˆ(W,R).
Clearly, ε(J′) = 0 by Lemma 5.13. Furthermore, Lemma 5.13 implies that
∆(J) ⊂ (T (YW )⊗ T (YW )) · (T (YW )⊗K(W,R) +K(W,R)⊗ T (YW )) · (T (YW )⊗ T (YW ))
⊂ T (YW )⊗K(W,R) +K(W,R)⊗ T (YW )
because (T (YW )⊗ T (YW )) · (T (YW )⊗ Y + Y ⊗ T (YW )) · (T (YW )⊗ T (YW ))
⊂ T (YW )Y T (YW )⊗ T (YW ) + T (YW )⊗ T (YW )Y T (YW )
for any Yetter-Drinfeld submodule Y of T (YW ).
Finally, since B(W,R) = T (YW )/J
′, this implies that B(W,R) is a bialgebra in WWYD. This
proves (d).
The theorem is proved. 
It turns out that for Coxeter groups these Hopf algebras are closely related to the graded versions
of Hecke-Hopf algebra.
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Definition 5.14. For any Coxeter group W let Hˆ0(W ) be the algebra generated by si, di, i ∈ I
subject to relations:
(i) Rank 1 relations: s2i = 1, d
2
i = di, sidi + disi = 0 for i ∈ I.
(ii) Coxeter relations: (sisj)
mij = 1 and linear braid relations: disjsi · · · sj′︸ ︷︷ ︸
mij
= sj · · · si′sj′di′︸ ︷︷ ︸
mij
for
all distinct i, j ∈ I with mij 6= 0, where i′ =
i if mij is evenj if mij is odd and {i′, j′} = {i, j}.
That is, Hˆ0(W ) is given by “homogenizing” Definition 1.14.
Similarly to Section 1, for any s ∈ S there is a unique element ds ∈ Hˆ0(W ) such that dsi = di for
i ∈ I and dsissi = siDssi for any i ∈ I, s ∈ S \ {si}. It is easy to see that wdsw
−1 = χw,sdwsw−1 ,
where χw,s is defined in (7.5) (cf. [17, Section 5]).
Denote by Dˆ0(W ) the subalgebra of Hˆ0(W ) generated by ds, s ∈ S.
The following is an immediate homogeneous analogue of Theorem 1.22.
Lemma 5.15. For any Coxeter group W , one has:
(a) the algebra Dˆ0(W ) is generated by all ds, s ∈ S subject to relations d2s = 0, s ∈ S.
(b) Hˆ0(W ) is naturally isomorphic to the cross product Dˆ0(W )⋊ ZW with respect to the action
of W on Dˆ0(W ) given by w(ds) = χw,sds for w ∈W , s ∈ S, χw,s is defined in (7.5).
(c) Dˆ0(W ) is graded by W via |ds| = s for s ∈ S and is a Hopf algebra in the category WWYD
with the braided coproduct, counit, and the antipode given respectively by (for s ∈ S):
∆(ds) = ds ⊗ 1 + 1⊗ ds, ε(ds) = 0, S(ds) = −ds .
Remark 5.16. In fact, Dˆ0(W ) is a pre-Nichols algebra of the braided vector space ⊕s∈SZ · ds in
terminology of [16].
We can “approximate” the braided bialgebra B(W,RW ), where RW be the strong Bruhat order
on W (see e.g., [4, Section 2]), by the pre-Nichols algebra Dˆ0(W ).
Theorem 5.17. Let W be a Coxeter group and RW be the strong Bruhat order on W . Then
(a) The assignments si 7→ dsi,si , di 7→ −dsi,1, i ∈ I define a surjective homomorphism of
bialgebras
(5.8) ϕˆW : Hˆ0(W )։ B(W,RW ) .
whose restriction to ZW is injective.
(b) In the notation of Theorem 5.9(d), the restriction of ϕˆW to Dˆ0(W ) is a surjective homomor-
phism of bialgebras in WWYD
(5.9) ϕˆ
W
: Dˆ0(W )։ B(W,RW ) .
whose restriction to Y W := ⊕s∈SZ · ds is injective.
Proof. Furthermore, we need the following result.
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Proposition 5.18. gx = g(x) · g +
∑
h∈W\{g}:(h,g)∈RW
∂g,h(x)h for all h ∈ W , x ∈ Dˆ(W ), in the
notation of Proposition 8.8, where (g, x) 7→ g(x) is the W -action on Dˆ(W ) given by Theorem
1.37(b)(i). In particular, Dˆ(W ) is a module algebra over B(W,R).
Proof. Let us prove the implication
(5.10) ∂g,h 6= 0 => (h, g) ∈ RW
for all g, h ∈ W .
We need the following result.
Lemma 5.19. Let W be a Coxeter group. Suppose that w,w′ ∈W such that (w′, w) ∈ RW and let
i ∈ I be such that ℓ(siw) + ℓ(w) + 1 and ℓ(siw′) + ℓ(w′) + 1. Then (siw′, siw) ∈ RW .
Proof. Indeed, it is well-known (see e.g., [4, Theorem 2.2.2]) that (w′, w) ∈ RW iff
(5.11) w = w1si1w2si2 · · ·wksikwk+1, w
′ = w1 · · ·wk+1
for some i1, . . . , ik ∈ I, and k ≥ 0 such that ℓ(w) = k+
k+1∑
r=1
ℓ(wr) and ℓ(w
′) =
k+1∑
r=1
ℓ(wr) = ℓ(w)− k.
Then, by the assumption of the lemma, the pair (siw
′, siw) satisfies (5.11) because ℓ(siw1) =
ℓ(w1) + 1, hence (siw
′, siw) ∈ RW .
The lemma is proved. 
Furthermore, we prove (5.10) by induction in ℓ(g). If ℓ(g) = 0, i.e., g = 1, then ∂1,h = δ1,h and
we have nothing to prove. Suppose that ℓ(g) ≥ 1, i.e., ℓ(sig) = ℓ(g)− 1 for some i ∈ I.
We need the following result.
Lemma 5.20. For each Coxeter group W one has the following symmetries of Dˆ(W ):
(a) Dˆ(W ) is a ZW -module algebra via w(Ds) =
Dwsw−1 if ℓ(ws) > ℓ(w)1−Dwsw−1 if ℓ(ws) < ℓ(w) for w ∈ W , s ∈ S.
(b) The Z-linear transformation di given by di(x) := si(x) · si − six for x ∈ Dˆ(W ) and i ∈ I, is an
si-derivation di of Dˆ(W ) determined by di(Ds) = δs,si .
Proof. Prove (a). Theorem 1.22 and the fact that (w(Ds))
2 = w(Ds) for w ∈ W , s ∈ S imply
that the assignment x 7→ w(x) for x ∈ Dˆ(W ) is an algebra automorphism for any w ∈ W . It
suffices to show that w1(w2(x)) = (w1w2)(x) for all x ∈ Dˆ(W ), w,w′ ∈ W . Since the involved
maps are automorphisms, it suffices to do so only on generators x = Ds, s ∈ S. Indeed, w(Ds) =
σw,s + χw,sDwsw−1 for w ∈ W , s ∈ S and χ, σ given by (7.5).
Then w1(w2(Ds)) = w1(σw2,s + χw2,sDw2sw−12
) = σw2,s + χw2,sw1(Dw2sw−12
)
= σw2,s + χw2,sχw1,w2sw−12
Dw1w2sw−12 w
−1
1
+ χw2,sσw1,w2sw−12
= σw1w2,s + χw1w2,sDw1w2sw−12 w
−1
1
for all w ∈W , s ∈ S, by (3.5). This proves (a).
Prove (b). Indeed,
di(xy) = si(xy)si − sixy = (si(x)si − six)y + si(x)(si(y)si − siy) = di(x)y + si(x)di(y)
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for all x, y ∈ Dˆ(W ), i ∈ I. Also, di(Ds) = si(Ds)si − siDs = δs,si for all s ∈ S, i ∈ I because
siDs =
Dsissisi if s 6= sisi − 1−Disi if s = si , si(Ds) =
Dsissi if s 6= si1−Di if s = si .
This proves (b).
The lemma is proved. 
Furthermore, if g = si for i ∈ I, then Lemma 5.20 guarantees that ∂si,h = 0 iff h /∈ {1, si} and
∂si,1 = di, ∂si,si is the action of si. Together with Proposition 8.8 these imply that
(5.12) ∂g,h(x) =
∑
h1,h2∈W :h1h2=h
∂si,h1(∂sig,h2(x)) = si(∂sig,sih(x)) + di(∂sig,h(x))
for all x ∈ Dˆ(W ), g, h ∈W , i ∈ I such that (sig, g) ∈ RW .
In particular, for a given i ∈ I, g, h ∈ W such that ℓ(sig) = ℓ(g) − 1, i.e., (sig, g) ∈ RW , the
equation (5.12) guarantees that ∂g,h 6= 0 implies that either ∂sig,h 6= 0 or ∂sig,sih 6= 0. Using the
inductive hypothesis, we obtain the implication:
(5.13) ∂g,h 6= 0 => either (sih, sig) ∈ RW or (h, sig) ∈ RW
Clearly, if (h, sig) ∈ RW in (5.13), then (5.10) holds by transitivity. If (sih, sig) ∈ RW in (5.13)
and ℓ(sih) = ℓ(h)− 1, i.e., (h, sih) ∈ RW , then, by transitivity, (h, g) ∈ RW .
It remains to consider the case when (sih, sig) ∈ RW , ℓ(sih) = ℓ(h) + 1. Indeed, using Lemma
5.19 in this case with w = sig, w
′ = sih, we see that (h, g) ∈ RW as well. The implication (5.10) is
proved.
Finally, let us prove the claim that ∂g,g(x) = g(x) for all g ∈ W , x ∈ Dˆ(W ). Once again, we
proceed by induction in ℓ(g). If ℓ(g) = 0, i.e., g = 1, then we have nothing to prove. Suppose
that ℓ(g) ≥ 1, i.e., ℓ(sig) = ℓ(g) − 1 for some i ∈ I. Taking into account that (g, sig) /∈ RW
hence ∂sig,g = 0 by (5.10), (5.12) implies that ∂g,g(x) = si(∂sig,sig(x)) for all x ∈ Dˆ(W ). Using
the inductive hypothesis in the form ∂sig,sig(x) = sig(x) for x ∈ Dˆ(W ), we obtain: ∂g,g(x) =
si(∂sig,sig(x)) = si(siw(x)) = w(x), which proves the claim.
This finishes the proof of the proposition. 
Prove (a) now. Indeed, (w, si) ∈ RW iff W ∈ {1, si}. Therefore, the defining relations (5.1) read
(5.14) dsig,h = dsi,1dg,h + dsi,sidg,sih, dgsi,h = dg,hdsi,1 + dg,hsidsi,si
for all i ∈ I, g, h ∈ W .
In particular, if g = si, h = si, we obtain:
(5.15) dsi,1dsi,si + dsi,sidsi,1 = 0
because d1,si = 0.
Taking g = h, such that sig = gsi′ and ℓ(sig) > ℓ(g) for some i, i
′ ∈ I, (5.14) implies that
dsi,1dg,g = dg,gdsi′ ,1. In particular, taking g = sjsi · · · sj′︸ ︷︷ ︸
mij−1
whenever mij ≥ 2 in the notation of
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Definition 5.14, we have sig = gsi′ and we obtain:
(5.16) dsi,1dsj ,sjdsi,si · · · dsj′ sj′︸ ︷︷ ︸
mij
= dsj ,sj · · · dsi′si′dsj′ sj′ dsi′ ,1︸ ︷︷ ︸
mij
The relations (5.15) and (5.16) guarantee that (5.8) defines a homomorphism ϕˆW of algebras.
The relations (5.14) guarantee that B(W,RW ) is generated by dsi,1 and dsi,si , i ∈ I hence the
homomorphism (5.8) is surjective.
Finally, taking into account that ∆(dsi,si) = dsi,si ⊗ dsi,si and ∆dsi,1 = dsi,1⊗ d1,1+ dsi,si ⊗ dsi,1
for i ∈ I and d1,1 = 1, we see that ϕˆW is a homomorphism of Hopf algebras.
Let us prove the second assertion of (a). First, show that dw,w 6= 1 in B(W,RW ) for each
w ∈ W \ {1}. By the construction, ϕˆW (w) = dw,w for all w ∈W .
We need the following fact.
Lemma 5.21. For each s ∈ S there is a unique nonzero element d′s ∈ B(W,RW ) such that d
′
s =
ϕˆW (ds) for s ∈ S and d′wsiw−1 = χw,sidw,wd
′
si
d−1w,w for any w ∈W , i ∈ I.
Proof. The uniqueness follows from the fact that ds is determined uniquely by same property and
ϕˆW is a homomorphism of algebras. The fact that d
′
s 6= 0 follows from that d
′
si
= −ds1,1 6= 0 for all
i ∈ I, which, in turn, follows from Corollary 5.4 and Proposition 5.18 since ∂si,1(Di) = −1 for i ∈ I.
The lemma is proved. 
Suppose that dw,w = 1 for some w. Lemma 5.21 implies that d
′
wsiw−1
= −dw,wd′sid
−1
w,w in
B(W,RW ) for i ∈ I such that ℓ(wsi) = ℓ(w)− 1 hence wsiw−1 = si and w = 1.
This proves that dw,w 6= 1 for each w ∈ W , w 6= 1 hence dw,w 6= dw′,w′ if w 6= w′.
Finally, since the Z-linear span of all dw,w is a sub-bialgebra ofB(W,R) and each dw,w is grouplike,
then the set {dw,w |w ∈ W} is Z-linearly independent. This proves the second assertion and finishes
the proof of (a).
Prove Theorem 5.17(b). The presentation (5.3) implies (by induction in length) that B(W,RW )
is generated by all vgsi,1, i.e., by all d
′
s, i.e., by ϕˆ(YW ). This implies that ϕˆ is surjective. Also ϕˆ
commutes with W -action and preserves W -grading, therefore, it is a homomorphism of algebras
in WWYD. In turn, this implies that ϕˆ ⊗ ϕˆ is a well-defined surjective homomorphism of algebras
Hˆ0(W )⊗ Hˆ0(W )։ B(W,RW )⊗ B(W,RW ). Note also that ∆(v
g
si,1
) = vgsi,1 ⊗ 1 + 1⊗ v
g
si,1
for all
g ∈ W , i ∈ I by (5.9), that is, ∆(d′s) = d
′
s⊗ 1+1⊗ d
′
s for any s ∈ S. This and the above imply that
∆ ◦ ϕˆ = (ϕˆ⊗ ϕˆ) ◦∆ .
It is also immediate that ε(ds′) = 0 for all s ∈ S hence ε ◦ ϕˆ = ε.
Finally, note that since d′s 6= 0 by Lemma 5.21 and |d
′
s| = s for all s ∈ S, the set {d
′
s | s ∈ S} is
Z-linearly independent. This finishes the proof of (b).
Theorem 5.17 is proved. 
Remark 5.22. Theorem 5.17(b) asserts that B(W,RW ) is essentailly a pre-Nichols algebra, how-
ever, we are not yet aware of existence of the braided antipode in B(W,RW ).
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Definition 5.23. Let W be a simply-laced Coxeter group. Denote by H0(W ) the Z-algebra gen-
erated by si, di, i = 1, . . . , n− 1 subject to relations:
• sidi + disi = 0, d2i = 0 for i ∈ I.
• sisj = sjsi djsi = sidj , djdi = didj for all i, j ∈ I with mij = 2.
• sjsisj = sisjsi, sjdisj = sidjsi, djsidj = sidjdi + didjsi for all i, j ∈ I with mij = 3.
That is, the simply-laced H0(W ) is obtained by “homogenizing” Theorem 1.25 and is naturally
a Hopf algebra. In particular, the canonical surjective algebra homomorphism Hˆ0(W )։ H0(W ) is
that of Hopf algebras.
The following is an immediate graded version of Proposition 1.31.
Lemma 5.24. For any simply-laced Coxeter group W one has:
(a) the algebra H0(W ) is isomorphic to the cross product D0(W ) ⋊ ZW , where D0(W ) is the Z-
algebra generated by ds, s ∈ S, subject to relations (in the notation of Proposition 1.31):
• d2s = 0 for all s ∈ S.
• dsds′ = ds′ds for all compatible pairs (s, s′) ∈ S × S with ms,s′ = 2.
• dsds′ = dss′sds + ds′dss′s for all compatible pairs (s, s′) ∈ S × S with ms,s′ = 3.
(b) D0(W ) is a (braided) Hopf algebra in the category
W
WYD so that the canonical surjective homo-
morphism Dˆ0(W )։ D0(W ) is that of braided Hopf algebras.
Remark 5.25. In view of Remark 5.16, for any simply-laced Coxeter group W the Hopf algebra
D0(W ) is a pre-Nichols algebra of the Yetter-Drinfeld module Y W = ⊕s∈SZ · ds over W so that the
canonical surjective homomorphism Dˆ0(W )։ D0(W ) is that of pre-Nichols algebras.
Remark 5.26. The algebra D0(Sn) equals the Fomin-Kirillov algebra En defined in [8].
Theorem 5.27. For any simply-laced Coxeter group W the homomorphism (5.9) factors through
the following surjective homomorphism of bialgebras in WWYD.
(5.17) D0(W )։ B(W,RW ) .
Proof. First, prove that (5.8) factors through the homomorphism of bialgebras
(5.18) H0(W )։ B(W,RW ) .
Clearly, for distinct i, j ∈ I we have by (5.14):
(5.19) dsisj ,1 = dsi,1dsj ,1, dsisj ,si = dsi,sidsj ,1, dsisj ,sj = dsi,1dsj ,sj
because dsj ,si = dsj ,si = dsj ,sisj = 0.
Let i, j ∈ I be such that mij = 2, i.e., sisj = sjsi. Then using (5.19) (also with i and j
interchanged where necessary), we obtain
(5.20) dsi,1dsj ,1 = dsj ,1dsi,1, dsi,sidsj ,1 = dsj ,1dsi,si
Now let mij = 3 and let sij := sisjsi = sjsisj .
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Indeed, let us compute dsij ,1 in two ways using (5.14) and (5.19) (also interchanging i and j
where necessary). We obtain:
dsij ,si = dsisjsi,si = dsi,1dsjsi,si + dsi,sidsjsi,1 = dsi,1dsj ,1dsi,si + dsi,sidsj ,1dsi,1
dsij ,si = dsjsisj ,si = dsj ,1dsisj ,si + dsj ,sjdsisj ,sjsi = dsj ,1dsisj ,si = dsj ,1dsj ,sjdsi,1
Therefore,
(5.21) dsj ,1dsj ,sjdsi,1 = dsi,1dsj ,1dsi,si + dsi,sidsj ,1dsi,1
Clearly, the relations (5.20) and (5.21) ensure that (5.18) is a well-defined homomorphism of algebras.
Clearly, it commutes with the coproduct, the counit and the antipode, so is a homomorphism of
Hopf algebras.
Then, copying the argument of the proof of Theorem 5.17(b), we conclude that (5.17) is surjective,
commutes with the W -action, preserves W -grading, braided coproduct and the braided counut.
The theorem is proved. 
Remark 5.28. In [17, Section 6] the authors conjectured that D0(Sn) is, in fact, a Nichols algebra.
In turn, this would imply that (5.17) is an isomorphism for W = Sn, n ≥ 2. So is natural to ask
whether (5.17) is an isomorphism for each simply-laced Coxeter group W .
We conclude the section with a (conjectural) generalization of (5.17) to all Coxeter groups as
follows. Define a filtration on Hˆ(W ) by assigning the filtered degree 1 to each Di and 0 to each si.
The following is an immediate consequence of Theorems 1.22 and 1.25.
Lemma 5.29. For any Coxeter group W one has:
(a) The assignments ds 7→ Ds, s ∈ S, define a natural isomorphism of graded algebras
gˆrW : gr Hˆ(W )→˜Hˆ0(W ) ,
where gr Dˆ(W ) is the associated graded of Dˆ(W ).
(b) If W is simply laced, then gˆrW factors through a homomorphism of Hopf algebras in
W
WYD
(5.22) D0(W )→ gr D(W )
Remark 5.30. For any Coxeter group W the composition of gˆrW with (5.8) is a surjective ho-
momorphism of bialgebras in WWYD: gr Dˆ(W ) ։ B(W,RW ). We expect that this homomorphism
always factors through the surjective homomorphism of bialgebras in WWYD: grD(W )։ B(W,RW ).
6. Hecke-Hopf algebras of cyclic groups and generalized Taft algebras
In this section we study a variant of the generalized Hecke-Hopf algebra for cyclic groups. In fact,
these Hopf algebras are bialgebras universally coacting (in the sense of [3]) on finite dimensional
principal ideal domains. It turns out that the actual (generalized) Hecke-Hopf algebra of a cyclic
group is the quotient of such a universal Hopf algebra and is isomorphic to the Taft algebras.
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Let R be a commutative unital ring and let f ∈ R[x]\{0}. Denote byHf the R-algebra generated
by s,D subject to relations sdeg f = 1 and the relations given by the functional equation
(6.1) f(ts+D) = f(t)
over k[t] (with the convention that if deg f = 0, then s is of infinite order).
In other words, if we write f = a0+ a1x+ · · ·+ anxn, a0, . . . , an ∈ R, an 6= 0, then Hf is subject
to relations
n∑
i=k
ai{s,D}i,k−i = ak
where {a,b}i,k−i = {b, a}k−i,i denotes the coefficient of ti in the expansion of the noncommutative
binomial (at+ b)k.
Clearly, Hcf+d = Hf for any d ∈ R and c ∈ R×.
Example 6.1.
• f(x) = x+ a0. Then Hf = R.
• f(x) = x2+a1x+a0. ThenHf is generated by s andD subject to relations s2 = 1, D2 = −a1D,
sD +Ds = a1(1− s). In particular, if a1 = −1, then Hf = H(S2) by Definition 1.1.
• f(t) = x3 + a2x2 + a1x+ a0. Then Hf is generated by s and D subject to relations
s3 = 1, D3 = −a2D
2−a1D, s
2D+sDs+Ds2 = a2(1−s
2), D2s+DsD+sD2+a2(sD+Ds) = a1(1−s) .
Proposition 6.2. For each f(x) ∈ R[x], Hf is a Hopf algebra over R with the co-product, the
counit, and the the antipode given respectively by
(6.2) ∆(D) = D ⊗ 1 + s⊗D, ∆(s) = s⊗ s, ε(D) = 0, ε(s) = 1, S(s) = s−1, S(D) = −s−1D .
Proof. Denote by H′ the free product (over R) of the cyclic group algebra R[s]/(sn − 1), where
n = deg f , and the polynomial algebra R[D]. By Lemma 4.13 taken with H = R[s]/(sn − 1),
V = RD and δ(D) = s⊗D, H′ is a Hopf algebra with coproduct ∆, counit ε, and antipode S given
by (6.2).
Let yk ∈ H′, k = 0, . . . , n be the coefficients in the expansion f(ts+D) =
n∑
k=0
ykt
k. In fact,
(6.3) yk =
n∑
i=k
ai{s,D}i,k−i
for k = 0, . . . , n = deg f , where
n∑
k=0
akt
k = f(t).
Denote by Kf the R-submodule of H
′ generated by 1 and y0, . . . , yn−1. Let H
′[t] = H′ ⊗R R[t],
which, clearly, is a Hopf algebra over R[t].
Lemma 6.3. The R-module Kf is a right coideal in H
′.
Proof. We have in H′[t]:
∆(f(st+D)) = f(ts⊗ s+D ⊗ 1 + s⊗D) = f(s⊗ (st+D) +D ⊗ 1) = f(s′t′ +D′)
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where s′ = s⊗ 1, t′ = 1 ⊗ (st+D), D′ = D ⊗ 1. Taking into account that the assignment s 7→ s′,
D 7→ D′ is an algebra homomorphism H′ → H′ ⊗ 1, we obtain
∆(f(st+D)) =
n∑
k=0
y′kt
′k =
n∑
k=0
yk ⊗ (st+D)
k ⊂ Kf ⊗H
′[t]
where y′k := yk ⊗ 1. This implies that δ(yk) ∈ Kf ⊗H
′ k = 0, . . . , n = deg f .
The lemma is proved. 
Finally, note that K+f = Kf ∩ Ker ε =
n∑
k=0
R · (yk − ak), i.e., K
+
f is an R-submodule of H
′
generated by all coefficients of f(ts+D)− f(t). In view of Proposition 4.9, this guarantees that the
ideal Jf generated by yk − ak, k = 0, . . . , n, is a Hopf ideal in H′. Hence the quotient Hf = H′/Jf
is a Hopf algebra.
Proposition 6.2 is proved. 
The following is an analogue of Theorems 1.20 and 1.33.
Proposition 6.4. For R-algebra k, c ∈ k and any f ∈ k[x] the assignment x 7→ cs +D defines a
homomorphism of algebras
(6.4) ϕc : k[x]/(f − f(c))→ Hf ⊗R k
whose image is a left coideal subalgebra in Hf .
Proof. Indeed, defining functional relations (6.1) imply that f(cs +D) − f(c) = 0. This proves
that ϕc is a homomorphism of algebras.
Since x := ϕc(x) = cs+D and ∆(x) = cs⊗ s+D⊗ 1 + s⊗D = D ⊗ 1 + s⊗ x. Thus, R · x is a
left coideal in Hf hence the subalgebra of Hf generated by x is a left coideal subalgebra in Hf .
Proposition 6.4 is proved. 
Remark 6.5. We expect that (6.4) is always injective.
For a, b ∈ R denote by Hf (a, b) the R-algebra generated by D, s subject to relations sn = 1, the
functional relations (6.1), and sDs−1 = aD + b(1− s).
Proposition 6.6. For any nonzero f ∈ R[x] and a, b ∈ R, the algebra Hf (a, b) is a Hopf algebra
with the coproduct ∆, counit ε, and the antipode S given respectively by:
∆(s) = s⊗ s, ∆(D) = D ⊗ 1 + s⊗D, ε(s) = 1, ε(D) = 0, S(s) = s−1, S(D) = −s−1D .
Proof. Let Ka,b be the R-submodule of Hf generated by 1 and sDs
−1 − aD + bs.
We need the following result.
Lemma 6.7. Ka,b is a left coideal in Hf .
Proof. Indeed, let δ := sDs−1− aD+ bs. Then ∆(δ) = (s⊗ s)∆(D)(s−1 ⊗ s−1)− a∆(D) + bs⊗ s
= sDs−1 ⊗ 1 + s⊗ sDs−1 − aD ⊗ 1− s⊗ aD + bs⊗ s = (δ − bs)⊗ 1 + s⊗ δ ∈ Hf ⊗Ka,b .
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The lemma is proved. 
Finally, note that K+a,b = Ka,b ∩Ker ε = R · δa,b, where δa,b = sDs
−1 − aD − b(1− s). In view
of Proposition 4.9, this guarantees that the ideal Jf generated by δa,b is a Hopf ideal in Hf . Hence
the quotient Hf (a, b) = Hf/Ja,b is a Hopf algebra.
The proposition is proved. 
We abbreviate Hn(a, b) := Hfa,bn (a, b) for a, b ∈ R, where
(6.5) fa,bn := x(x − b)(x− b(1 + a)) · · · (x− b(1 + a+ · · ·+ a
n−2))
Note that if a ∈ R \ {1} is a root of unity, i.e., 1 + a+ · · ·+ an−1 = 1, then
(6.6) fa,bn (ax+ b) = f
a,b
n (x)
because the set of roots of fa,bn is invariant under the linear change x 7→ ax+ b.
We call Hn(a, b) a generalized Taft algebra. This terminology is justified by the following result.
Proposition 6.8. Given a commutative unital ring R and a, b ∈ R, the Hopf algebra Hn(a, b) has
a presentation: sn = 1, sDs−1 = aD + ab(1− s), and
(6.7)
[
n
k
]
a
D(aD + b)(a2D + b(1 + a)) · · · (ak−1D + b(1 + a+ · · ·+ ak−2)) = 0
for k = 1, . . . , n, where
[
n
k
]
q
=
k∏
i=1
qn+1−i − 1
qi − 1
∈ Z≥0[q] is the q-binomial coefficient.
In particular, if a is a primitive n-th root of unity in R×, then Hn(a, b) has a presentation:
sn = 1, sDs−1 = aD+ b(1− s), D(aD+ b)(a2D+ b(1 + a)) · · · (an−1D+ b(1 + a+ · · ·+ an−2)) = 0
Proof. We need the following result.
Lemma 6.9. The algebra Hn(a, b) has a presentation s
n = 1, sDs−1 = aD + b(1 − s), and the
functional relations
(6.8) (t−D)(t− aD − b)(t− a2D − b(1 + a)) · · · (t− an−1D − b(1 + a+ · · ·+ an−2)) = fa,bn (t) .
Proof. Applying the antipode to the defining functional relations (6.1) we see that H
f
a,b
n
has a
presentation: sn = 1 and
(s−1t− s−1D − b(1 + a+ · · ·+ an−2)) · · · (s−1t− s−1D − b)(s−1t− s−1D) = fa,bn (t) .
Equivalently, factoring out s−1 to the left from each factor, we obtain sn = 1 and:
(6.9) (t− sn−1Ds1−n − b(1 + a+ · · ·+ an−2)s) · · · (t− sDs−1 − bs)(t−D) = fa,bn (t)
Passing to Hn(a, b), we obtain one more defining relation sDs
−1 = aD+b(1−s), which immediately
implies skDs−k = akD+ b(1 + a+ · · ·+ ak−1)(1− s) for k ∈ Z≥0. Taking this into account, we see
that the left hand side of (6.9) becomes the left hand side of (6.8). The lemma is proved. 
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We need the following combinatorial fact. For n ≥ 0 let fn(t, x; p, q) ∈ Z[t, x, p, q] be given by
fn(t, x, q) =
n−1∏
i=0
(
t+ qix+ p
qi − 1
q − 1
)
with the convention that f0(t, x; p, q) = 1.
The following is a generalization of the q-binomial formula.
Lemma 6.10. fn(t, x; p, q) =
n∑
k=0
[
n
k
]
q
fk(0, x; p, q)fn−k(t, 0; p, q) for n ≥ 0.
Applying Lemma 6.10 with q = a, p = −b, x = −D, we see that the left hand side of (6.8) equals
fn(t,−D;−b, a) and fn(t, 0;−b, a) = fa,bn (t) therefore (6.8) becomes:
n∑
k=1
[
n
k
]
a
fk(0,−D;−b, a)f
a,b
n−k(t) = 0
Finally, using Hn(a, b)-linear independence of f
a,b
k (t), k ≥ 0 in Hn(a, b)[t], we obtain (6.7).
The proposition is proved. 
By Proposition 6.8, for a being a primitive n-th root of unity in R, Hn(a, 0) is the Tuft algebra
with the presentation: sn = 1, ∂n = 0, s∂ = a∂s.
It turns out thatHn(a, b) is always a module algebra over the Tuft algebra, and the multiplication
in the former can be expressed in terms of the action.
Corollary 6.11. In the notation of Proposition 6.8, suppose that a is a primitive n-th root of unity
in R. Then
(a) The assignments s ⊲ s = as, ∂ ⊲ s = 0, s ⊲D = b + aD turn Hn(a, b) into an Hn(a
−1, 0)-
module algebra.
(b) sℓp(D)s−ℓ =
ℓ∑
k=0
(−1)k
[
k + ℓ
ℓ− 1
]
a
bk((sℓ∂k) ⊲ p(D)) · sk for any polynomial p ∈ R[x] and ℓ ≥ 0.
7. Proofs of main results
7.1. Almost free Hopf algebras and proof of Theorems 1.16 and 3.2. Given a group W , a
conjugation-invariant subset S ⊂ W \ {1}, and any maps χ, σ : W × S → R, let Hˆ′χ,σ(W ) be an
R-algebra generated by W and Ds, s ∈ S subject to relations (3.1) for all s ∈ S, w ∈W .
Proposition 7.1. For any maps χ, σ :W × S → R one has
(a) Hˆ′χ,σ(W ) is a Hopf algebra with the coproduct ∆, counit ε, and the antipode S given by (3.4).
(b) Hˆ′χ,σ(W ) factors as Hˆ
′
χ,σ(W ) = T (V ) · RW over R, where V = ⊕s∈SR · Ds, iff χ and σ
satisfy (3.5).
Proof. Prove (a). Clearly, Hˆ′χ,σ(W ) = Hγ in the notation of Proposition 4.12, where:
• H = RW , V = ⊕s∈SR ·Ds is a T (H)-module via
(7.1) w(Ds) = χw,sDs
for w ∈ W , s ∈ S and an H-comodule via δ(Ds) = s⊗Ds.
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• γ : RW × V → R is given by
(7.2) γ(w,Ds) = σw,s(1 − wsw
−1)
for w ∈ W , s ∈ S.
Then, clearly the Yetter-Drinfeld condition (4.10) holds because
δ(w(Ds)) = χw,sδ(Dwsw−1) = wsw
−1 ⊗ χw,sDwsw−1 = wsw
−1 ⊗ w(Ds)
for all w ∈W , s ∈ S.
The second condition of Proposition 4.12 also holds automatically because
∆(γ(w,Ds)) = σw,s(1⊗ 1− wsw
−1 ⊗ wsw−1) = γ(w,Ds)⊗ 1 + wsw
(−1) ⊗ γ(w,Ds)
and ε(γ(w,Ds)) = 0 for for all w ∈ W , s ∈ S.
Thus, Hˆ′χ,σ(W ) = Hγ is a Hopf algebra by Proposition 4.12. This proves (a).
Prove (b). It suffices to translate the conditions of Proposition 4.11. Indeed, taking into account
that the first condition of (3.5) implies χ1,s = 1 for all s ∈ S, we see that the first condition of (3.5)
is equivalent to that (7.1) is a RW -action on V = ⊕s∈SR ·Ds.
Finally, the condition (4.5) reads for this action and γ given by (7.2):
σw1w2,s(1− w1w2sw
−1
2 w
−1
1 ) = γ(w1w2, Ds) = γ(w1, w2(Ds)) + w1γ(w2, Ds)w
−1
1
= χw2,sσw1,w2sw−12
(1− w1w2sw
−1
2 w
−1
1 ) + σw2,s(1− w1w2sw
−1
2 w
−1
1 )
in RW for all w1, w2 ∈W , s ∈ S, which is, clearly, equivalent to the second condition of (3.5). This
proves (b).
Proposition 7.1 is proved. 
Furthermore, we say that a family f = (fs) ∈ (R[x] \ {0})S of polynomials of polynomials
fs ∈ R[x] \ {0} is adapted to S if deg fs = |s| for all s ∈ S (with the convention |s| = 0 if s is of
infinite order, hence, fs is a nonzero constant in that case).
For any maps χ, σ : W × S → R and any family f = (fs) ∈ (R[x] \ {0})S adapted to S let
Hˆχ,σ,f (W ) be an R-algebra generated by W and Ds, s ∈ S subject to relations (3.1) for all s ∈ S,
w ∈ W and the functional relations
(7.3) fs(ts+Ds) = fs(t)
(if s is of infinite order, i.e., |s| = 0, then the condition (7.3) is vacuous).
By definition, one has a surjective homomorphism of R-algebras πf : Hˆ
′
χ,σ(W )։ Hˆχ,σ,f (W ).
Proposition 7.2. For any family f adapted to S, Hˆχ,σ,f (W ) is naturally a Hopf algebra (i.e., πf
is a homomorphism of Hopf algebras).
Proof. Using notation from Section 6 and copying (6.3), define for each finite order element s ∈ S
the elements ys0, . . . , y
s
|s|−1 ∈ Hˆ
′
χ,σ(W ) by y
s
k =
|s|∑
i=k
asi {s,Ds}i,k−i, where
|s|∑
k=0
aks t
s = f(t).
Denote by Kfs the R-submodule of H
′
χ,σ(W ) generated by 1 and y
s
k, k = 0, . . . , |s| − 1. (with
the convention that Kfs = R if |s| = 0).
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Lemma 7.3. Kfs is a right coideal in Hˆ
′
χ,σ(W ) for each s ∈ S.
Proof. The proof is identical to that of Lemma 6.3. 
Therefore, Kf :=
∑
s∈S
Kfs is a right coideal in Hˆ
′
χ,σ(W ) by Proposition 4.1 (for right coideals)
and K+f := Kf ∩Ker ε is the R-submodule of H
′
χ,σ(W ) generated by y
s
k − a
s
k, k = 0, . . . , |s|, s ∈ S.
By definition, the kernel of πf is the ideal of H
′
χ,σ(W ) generated by K
+
f . In view of Proposition
4.9, this guarantees that the kernel of πf is a Hopf ideal in H
′
χ,σ(W ). Therefore, Hχ,σ,f (W ) =
Hˆ′χ,σ(W )/(Ker πf ) is a Hopf algebra and πf is a homomorphism of Hopf algebras.
The proposition is proved.

Proof of Theorem 3.2. Let us show that Hˆσ,χ(W ) = Hχ,σ,f (W ), where
(7.4) fs = f
as,bs
|s| = x(x − bs)(x − bs(1 + as)) · · · (x− bs(1 + as + · · ·+ a
|s|−2
s ))
in the notation (6.5), where we abbreviated as := χs,s and bs := σs,s (with the convention fs = 1 if
|s| = 0). Indeed, in view of Proposition 6.8, since each relevant χs,s is the primitive |s|-th root of
unity, the defining functional relation (7.3) for Hˆχ,σ,f (W ) coincides with the defining relation (3.2)
for Hσ,χ(W ). Thus, Hˆσ,χ(W ) = Hˆχ,σ,f (W ) is a Hopf algebra.
Theorem 3.2 is proved. 
Proof of Theorem 1.16. Similarly to Definition 1.14, for any Coxeter group W = 〈si|i ∈ I〉 let
Hˆ′(W ) the Z-algebra generated by si, Di, i ∈ I subject to relations:
(i) Rank 1 relations: s2i = 1, siDi +Disi = si − 1 for i ∈ I.
(ii) Coxeter relations: (sisj)
mij = 1 and linear braid relations: Disjsi · · · sj′︸ ︷︷ ︸
mij
= sj · · · si′sj′Di′︸ ︷︷ ︸
mij
for
all distinct i, j ∈ I, where i′ =
i if mij is evenj if mij is odd and {i′, j′} = {i, j}.
Proposition 7.4. Hˆ′(W ) = Hˆ′χ,σ(W ) for any Coxeter group W the notation of Proposition 7.1
with R = Z, where χ :W × S → {−1, 1} ⊂ Z and σ : W × S → {0, 1} ⊂ Z are given by:
(7.5) χw,s = (−1)
ℓ(w)+ 12 (ℓ(wsw
−1)−ℓ(s)), σw,s =
1− χw,s
2
for all w ∈ W , s ∈ S. In particular, Hˆ′(W ) is a Hopf algebra with the coproduct ∆, counit ε, and
the antipode S given by (3.4).
Proof. Clearly, Hˆ′(W ) is generated over Z by V = ⊕s∈SZDs and the group W .
We need the following result.
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Lemma 7.5. For any Coxeter group W the map (7.5) satisfies χsi,s =
−1 if s = si1 if s 6= si for s ∈ S,
i ∈ I. In particular,
(7.6) siDssi =
Dsissi if s 6= si−Dsi + 1− si if s = si = χsi,sDsi +
1− χsi,s
2
(1− sissi)
in Hˆ′(W ) for all s ∈ S, i ∈ I.
Proof. Clearly, χ defined by (7.5) satisfies the first assertion of the lemma because ℓ(si) = 1 and
ℓ(sissi)− ℓ(s) ∈ {−2, 2} for all i ∈ I, s ∈ S \ {si}, i.e., ℓ(si)+
1
2 (ℓ(sissi)− ℓ(s)) ∈ {0, 2} (of course,
χsi,si = −1). Then (7.6) follows.
The lemma is proved. 
Prove that (3.1) hold in Hˆ′(W ) by induction on ℓ(w). If w = 1, we have nothing to prove. If
ℓ(w) = 1, i.e., w = si for some i ∈ I, then the (7.6) which verifies (3.1).
Suppose that ℓ(w) ≥ 2, i.e., w = w1w2 for some w1, w2 ∈ W \ {1} with ℓ(w1) + ℓ(w2) = ℓ(w).
Then using the inductive hypothesis in the form: w2Dsw
−1
2 = χw2,sDs′ +
1−χw2,s
2 (1 − w2sw
−1
2 ),
where we abbreviated s′ = w2sw
−1
2 , we obtain, by conjugating both sides with w1:
wDsw
−1 = w1(w2Dsw
−1
2 )w
−1
1 = χw2,sw1Ds′w
−1
1 +
1− χw2,s
2
(1 − wsw−1)
= χw2,s(χw1,s′Dw1s′w−11
+
1− χw1,s′
2
(1− w1s
′w−11 )) +
1− χw2,s
2
(1 − wsw−1)
= χw,sDwsw−1
1− χw,s
2
(1− wsw−1)
by the inductive hypothesis with w′ and by the first condition of (3.5).
This finishes the inductive proof of (3.1). Thus, Hˆ′(W ) = Hˆ′χ,σ(W ) in the notation (3.1) with χ
and σ are as in (7.5). Therefore, Hˆ′(W ) is a Hopf algebra by Proposition 7.1(a).
The proposition is proved. 
Finally, note that for χ and σ given by (7.5) the relations (3.1) becomeD2s = Ds, s ∈ S. Moreover,
it follows from (7.6) that these relations considered in Hˆ(W ) follow from the relations D2i = Di,
i ∈ I. This proves the following
Lemma 7.6. Hˆ(W ) = Hˆχ,σ(W ) for any Coxeter group W and χ, σ given by (7.5).
Thus, Hˆ(W ) is a Hopf algebra by Theorem 3.2.
Theorem 1.16 is proved. 
7.2. Factorization of Hecke-Hopf algebras and proof of Theorems 1.22, 3.3. Prove Theo-
rem 3.3 first. Proposition 7.1(b) together with (3.5) guarantee that Hˆ′χ,σ(W ) factors as Hˆ
′
χ,σ(W ) =
T (V ) ·RW over R, where V = ⊕s∈SR ·Ds. To establish the factorization of Hˆχ,σ(W ) we need the
following result (which is a pre-condition in Lemma 4.15).
Proposition 7.7. In the notation of Lemma 7.3, w ·Ks · w
−1 = Kwsw−1 for all w ∈ W , s ∈ S.
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Proof. The following is an immediate consequence of (3.5).
Lemma 7.8. For any σ, χ :W × S → R satisfying (3.5) one has for all w ∈W , s ∈ S:
(a) χ1,s = 1, σ1,s = 0, χw−1,wsw−1 =
1
χw,s
, σw−1,wsw−1 = −
σw,s
χw,s
.
(b) χwsw−1,wsw−1 = χs,s, (χs,s − 1)σw,s = χw,sσwsw−1,wsw−1 − σs,s.
Furthermore, in the notation of Section 7.1, for s ∈ S of finite order |s| we abbreviate: as = χs,s,
bs = σs,s, fs := f
as,bs
|s| ∈ R[x] and denote δs(t) := fs(ts+Ds) ∈ Hˆ
′
χ,σ(W )[t].
We need the following result.
Lemma 7.9. In the assumptions of Theorem 3.3 one has (in the notation (7.4)):
(7.7) fwsw−1(x) = fs(χw,s · x+ σw,s)
for all w ∈W , s ∈ S of finite order. In particular, w · δs(t) · w−1 = δwsw−1
(
t−σw,s
χws
)
.
Proof. For a given w ∈W we abbreviate s′ := wsw−1 and n := |s| = |s′|. Then ans′ = 1 and (3.6)
reads: σw,s = bs
1−aks
1−as
, where k = κw,s. Also as′ = as and bs′ =
bs
χw,s
aks by Lemma 7.8. Combining,
we obtain σw,s = bs′χw,s
a−k
s′
−1
1−as′
. Then:
fs(χw,s · x+ σw,s) =
n∏
i=1
(
χw,s · x+ σw,s − bs
1− ais
1− as
)
=
n∏
i=1
(
x+
σw,s
χw,s
−
bs
χw,s
·
1− ais′
1− as′
)
=
n∏
i=1
(
x+ bs′
a−ks′ − 1
1− as′
− bs′
a−ks′ − a
i−k
s′
1− as′
)
=
n∏
i=1
(
x− bs′
1− ai−ks′
1− as′
)
=
n∏
i=1
(x− bs′
1− ais′
1− as′
) = fs′(x) .
This proves the first assertion of the lemma. Prove the second assertion now. Indeed, using (7.7)
the form fs(t) = fs′(p), where p =
t−σw,s
χws
, we obtain:
w · δs(t) · w
−1 = fs(w · (ts+Ds) · w
−1) = fs(ts
′ + χw,sDs′ + σw,s(1− s
′))
= fs((t−σw,s)s
′+χw,sDs+σw,s) = fs(χw,s(ps
′+Ds)+σw,s) = fs′(ps
′+Ds′)+σw,s) = δwsw−1(p) .
The lemma is proved. 
Since Ks is generated by the coefficients of δs(t), the second assertion of Lemma 7.9, finishes the
proof of Proposition 7.7. 
In particular, K =
∑
s∈S
Ks satisfies w ·K = K · w for al w ∈ W . This and the factorization of
H = Hˆ′χ,σ(W ) = T (V )·RW guarantee that Lemma 4.15 is applicable here, therefore,H = Hˆχ,σ(W )
factors as H = D · RW over R, where D = Dˆχ,σ(W ) = T (V )/〈K〉.
Theorem 3.3 is proved. 
Proof of Theorem 1.22. We need the following result.
Proposition 7.10. For any Coxeter group W , one has
(a) the χ and σ defined by (7.5) satisfy (3.5).
(b) the map χ given by (7.5) satisfies χw,s =
1 if ℓ(ws) > ℓ(w)−1 if ℓ(ws) < ℓ(w) for all s ∈ S, w ∈ W .
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Proof. Prove (a). The following immediate fact gives a “default” χ satisfying (3.5).
Lemma 7.11. Let W be a group and S be a conjugation-invariant subset of W , then for any ring
R, a group homomorphism ρ : W → R×, and map ϕ : S → R×, the map χ = χϕ,ρ : W × S → R×
given by χw,s = ρ(w) ·
ϕ(wsw−1)
ϕ(s) for w ∈ W , s ∈ S satisfies the first condition of (3.5).
We use Lemma 7.11 with R = Z, a homomorphism ρ : W → {−1, 1} = Z×, and a map ϕ : S →
{−1, 1} given respectively by: ρ(w) = (−1)ℓ(w), ϕ(s) = (−1)
1
2 (ℓ(s)−1) for w ∈ W , s ∈ S. Then,
clearly, χ defined by (7.5) equals χϕ,ρ in the notation of Lemma 7.11 and, thus, satisfies the first
condition (3.5).
Finally, 2σw2,s+2χw2,sσw1,w2sw−12
= 1−χw2,s+χw2,s · (1−χw1,w2sw−12
) = 1−χw1w2,s = 2σw1w2,s
by the first condition (3.5). This proves (a).
Prove (b) now. Note that χsi,s′ = 1 iff s
′ 6= si by Lemma 7.5. This, Proposition 7.10(a) and the
first equation (3.5) taken with w1 = si, w2 = siw imply that
(7.8) χw,s = (−1)
δ
si,wsw
−1χsiw,s
for all w ∈W , s ∈ S. Furthermore, we proceed by induction in ℓ(w) in the form
(7.9) If χw,s = −1, then ℓ(w) > ℓ(ws)
Indeed, if w = si for some i ∈ I, then χsi,s = −1 iff s = si and we have nothing to prove.
Suppose that χw,s = −1 for some w ∈ W with ℓ(w) ≥ 2 and some s ∈ S. Now choose i ∈ I
such that ℓ(siw) = ℓ(w) − 1. If si = wsw−1, i.e., siw = ws, then clearly, ℓ(w) > ℓ(ws) and we
have nothing to prove. If si 6= wsw−1, then (7.8) guarantees that χsiw,s = −1 and the inductive
hypothesis for (siw, s) asserts that ℓ(siw) > ℓ(siws). Taking into account that ℓ(siws) ≥ ℓ(ws)− 1,
we obtain ℓ(w) > ℓ(ws), which finishes the proof of (7.9). Finally, using (7.9) let us prove
(7.10) If χw,s = 1, then ℓ(ws) > ℓ(w)
Indeed, taking into account that χs,s = −1 for all s ∈ S by (7.5) and using Proposition 7.10(a)
again, the first equation (3.5) taken with w1 = ws, w2 = s implies χw,s = −χws,s for all w ∈ W ,
s ∈ S. Therefore, χw,s = 1 implies that χws,s = −1 hence ℓ(ws) > ℓ(wss) = ℓ(w) by (7.9). This
proves (7.10). Part (b) is proved.
The proposition is proved. 
Let us show that these χ and σ also satisfy (3.6). Indeed, |s| = 2 χs,s = −1, σs,s = 1, for all
s ∈ S and χ2w,s = 1 for all w ∈ W , therefore (3.6) holds automatically with κw,s taken to be the
exponent in (7.5), so that χw,s = (−1)
κw,s .
Therefore, Hˆ(W ) = Hˆχ,σ(W ) (by Lemma 7.6) and it factors over Z as Hˆ(W ) = Dˆ(W ) · ZW by
Theorem 3.3.
Theorem 1.22 is proved. 
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7.3. Left coideals and proof of Theorems 1.17, 1.24, 1.28, 3.5, and 3.6. Prove Theorem
3.5 first. Indeed, by definition (3.7),
(7.11) Kχ,σ(W ) = {x ∈ D˜χ,σ(w) |wxw
−1 ∈ D˜χ,σ(W ) ∀ w ∈W} = K(RW, D˜χ,σ(W ))
in the notation (4.1). Also, by definition, D˜χ,σ(W ) is a left coideal subalgebra in Hˆ(W ), i.e.,
∆(D˜χ,σ(W )) ⊂ Hˆ(W )⊗ D˜χ,σ(W ). These and R-freeness of Hˆχ,σ(W ) guarantee that all conditions
of Theorem 4.5 are satisfied, therefore H = Hχ,σ(W ) is naturally a Hopf algebra.
Theorem 3.5 is proved. 
Proof of Theorem 3.6. We need the following result.
Lemma 7.12. In the notation of Theorem 3.2, one has:
(a) the algebra Dˆχ,σ(W ) is the free product (over R) of algebras Ds, s ∈ S, where Ds is the
R-algebra generated by Ds subject to relations (3.2) (e.g., Ds = R[Ds] if s is of infinite order).
(b) If the condition (3.8) holds for all s ∈ S, then Dˆχ,σ(W ) is a free R-module.
Proof. Part (a) is immediate from the presentation (3.2) of Dˆχ,σ(W ).
Prove (b). If s is of finite order |s| and χs,s is a primitive |s|-th root of unity in R×, then,
according to Remark 3.1, Ds is generated by Ds subject to the only (monic) polynomial relation,
therefore, is a free R-module. Since free product of free R-modules is also a free R-module, this
finishes the proof of (b).
The lemma is proved. 
Lemma 7.13. In the assumptions of Theorem 3.6, one has:
(a) Hˆχ,σ(W ) is a free R-module.
(b) In the notation (7.11), one has
(7.12) Kχ,σ(W ) = {x ∈ Dˆχ,σ(w) |wxw
−1 ∈ Dˆχ,σ(W ) ∀ w ∈W} = K(RW, Dˆχ,σ(W ))
and Kχ,σ(W ) is a left coideal in Hˆχ,σ(W ).
Proof. In the assumptions of Theorem 3.6, one has a factorization Hˆχ,σ(W ) = Dˆχ,σ(W ) · RW
by Theorem 3.3, in particular, D˜χ,σ(W ) = Dˆχ,σ(W ). Taking into account that RW is also free
R-module and tensor product of free modules is free, we finish the proof of part (a).
Prove (b). (7.12) is immediate. The second assertion follows from (a) and Proposition 4.6.
The lemma is proved. 
Thus, all conditions of Theorem 4.5 are satisfied for the Hopf algebra Hˆχ,σ(W ), therefore H =
Hχ,σ(W ) is a Hopf algebra by Theorem 4.5. Finally, the factorization Hχ,σ(W ) = Dχ,σ(W ) · RW
follows from Proposition 4.9 and Theorem 3.3.
Theorem 3.6 is proved. 
Proof of Theorem 1.17. Taking into account that Hˆ(W ) = Hˆχ,σ(W ) by Lemma 7.6 for χ and σ
given by (7.5), we see that K(W ) = Kχ,σ(W ), therefore, H(W ) = Hχ,σ(W ) = H(W ), which is a
Hopf algebra by Theorem 3.6.
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Theorem 1.17 is proved. 
Proof of Theorem 1.24. Clearly, the algebra Hˆ(W ) is filtered by Z≥0 via degDs = 1, s ∈ S,
degw = 0. For each r ∈ Z≥0 denote by Hˆ(W )≤r the filtered component of degree r. In particular,
Hˆ(W )≤0 = RW . For each subset X ⊂ Hˆ(W ) we abbreviate X≤r := X ∩ Hˆ(W )≤r.
Proposition 7.14. For each r ≥ 0 and J ⊂ I the Z-module K(WJ )≤r is a left coideal in Hˆ(W ).
Proof. We need the following result.
Lemma 7.15. For each r ≥ 0 the Z-module Dˆ(W )≤r is a left coideal in Hˆ(W ).
Proof. We proceed by induction in r. Indeed, since Dˆ(W )≤0 = Z, Dˆ(W )≤1 = Z+
∑
s∈S
Z ·Ds, the
assertion is immediate for r = 0, 1. Suppose that r > 1. Clearly, D(W )≤r = D(W )≤r−1 · Dˆ(W )≤1.
Therefore, ∆(D(W )≤r) ⊂ (H(W ) ⊗D(W )≤r−1) · (H(W ) ⊗D(W )≤1) = H(W ) ⊗D(W )≤r by the
inductive hypothesis.
The lemma is proved. 
We need the following result.
Lemma 7.16. For any Coxeter group W and any subset J ⊂ I one has:
(a) the subalgebra of Hˆ(W ) generated by sj, Dj, j ∈ J is naturally isomorphic to Hˆ(WJ ).
(b) Under the identification from (a), Dˆ(WJ ) is a subalgebra Dˆ(W ) generated by Ds, s ∈ S∩WJ .
(c) K(WJ ) ⊂ Dˆ(WJ ) ⊂ Hˆ(W ) is a left coideal in Hˆ(W ).
Proof. Indeed, we have a natural homomorphism of algebras ϕJ : Hˆ(WJ ) → Hˆ(W ) determined
by ϕJ(sj) = sj , ϕJ (Dj) = Dj , j ∈ J . Clearly, the restriction of ϕJ to ZWJ is an injective
homomorphism ZWJ →֒ ZW . Also, ϕJ (Ds) = Ds for s ∈ SJ = S ∩WJ , which follows from (7.6)
and the fact that SJ is the set of all reflections inWJ . In view of Lemma 7.12(a) applied to Dˆ(W ) =
Dˆχ,σ(W ) with χ, σ given by (7.5), the restriction of ϕJ to Dˆ(WJ ) is an injective homomorphism
Dˆ(WJ ) →֒ Dˆ(W ). Therefore, by Theorem 1.22, which asserts factorizations Hˆ(W ) = Dˆ(W ) · ZW
and Hˆ(WJ ) = Dˆ(WJ ) ·ZWJ , the map ϕ : Dˆ(WJ ) ·ZWJ → Dˆ(W ) ·ZW is also injective as the tensor
product of injective Z-linear maps.
This proves (a) and (b).
Prove (c). By Lemma 7.6, Hˆ(W ) = Hˆχ,σ(W ) (for χ, σ defined by (7.5)). Therefore, taking into
account that Dˆ(W ) = Dˆχ,σ(W ), K(W ) = Kχ,σ(W ) is a left coideal in H(W ) by Lemma 7.13(c).
Replacing W with WJ and using (a), we finish proof of (c). 
Lemmas 7.15, 7.16(c), and Proposition 4.1 guarantee that K(WJ)≤r = Dˆ(W )≤r ∩K(WJ ) is a
left coideal in Hˆ(W ), which is a free Z-module by Lemmas 7.6 and 7.13.
The proposition is proved. 
Furthermore, by definition, Z + Kij(W ) = K(W{i,j})≤mij . This and Propositions 4.1(a), 7.14
imply thatK = Z+
∑
i,j∈I
Kij(W ) is a left coideal in Hˆ(W ). Proposition 4.9 guarantees that the ideal
J(W ) of Hˆ(W ) generated by K, is a Hopf ideal, hence H(W ) = Hˆ(W )/J(W ) is a Hopf algebra.
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Theorem 1.24 is proved. 
Proof of Theorem 1.28. H(W ) = Hχ,σ(W ) for χ, σ given by (7.5) by the argument from the
proof of Theorem 1.17. Therefore, the first assertion of Theorem 1.28 coincides with the second
assertion of Theorem 3.6.
Prove the second assertion of Theorem 1.28. We need the following result.
Proposition 7.17. For any subset J ⊂ I, under the natural inclusion Hˆ(WJ ) ⊂ Hˆ(W ) from
Lemma 7.16(a), one has K(WJ ) ⊂ K(W ).
Proof. We need the following immediate consequence of (3.1) and Proposition 7.10(b).
Lemma 7.18. The following relations hold in Hˆ′(W )
(7.13) wDsw
−1 =
Dwsw−1 if ℓ(ws) > ℓ(w)1−Dwsw−1 − wsw−1 if ℓ(ws) < ℓ(w)
for all w ∈W , s ∈ S.
Given J ⊂ I, denote W J := {w ∈W | ℓ(wsj) = ℓ(w) + 1 ∀ j ∈ J}. It is well-known (see e.g., [5])
that W has a unique factorization W = W J ·WJ , which we write element-wise as w = [w]J · [w]J
for any w ∈ W , where [w]J ∈W J and [w]J ∈WJ .
Lemma 7.19. For any Coxeter group W , and any subset J ⊂ I one has
(a) wDˆ(WJ )w
−1 ⊂ Dˆ(W ) for w ∈W J .
(b) wK(WJ )w
−1 = [w]JK(WJ)([w]
J )−1 ⊂ K(W ) for all w ∈ W .
Proof. It is easy to see that ℓ(w1w2) = ℓ(w1) + ℓ(w2) for any w1 ∈ W J , w2 ∈ WJ . This
and (7.13) imply that wDsw
−1 = Dwsw−1 in Dˆ(W ) for all w ∈ W
J , s ∈ SJ = S ∩ WJ . Hence
wDˆ(WJ )w
−1 ⊂ Dˆ(W ) for all w ∈W J . This proves (a).
Prove (b) now. We have, based on the proof of (a):
wK(WJ )w
−1 = [w]J [w]JKˆ(WJ )([w]J )
−1([w]J )−1 = [w]JK(WJ )([w]
J )−1 ⊂ Dˆ(W )
for all w ∈W because w1K(WJ )w
−1
1 = K(WJ ), w2K(WJ )w
−1
2 ⊂ Dˆ(WJ ) for all w1 ∈WJ , w2 ∈W
J .
In particular,K(WJ) ⊂ K(W ). Conjugating with w and using the fact that wK(W )w−1 = K(W )
for all w ∈W , we finish the proof of (b).
The lemma is proved. 
Therefore, the proposition is proved. 
Let K(W ) :=
∑
w∈W,i,j∈I:i6=j
wKij(W )w
−1. By definition, w ·K(W ) = K(W ) · w for all w ∈ W
and the ideal J(W ) from the proof of Theorem 1.24 is generated by K(W ). Also, K(W ) ⊂ Dˆ(W )
by Proposition 7.17.
Therefore H = Hˆ(W ), D = Dˆ(W ), and K = K(W ) ∩Ker ε satisfy the assumptions of Lemma
4.15, thus H = H(W ) factors as H(W ) = D · ZW over Z, where D = D(W ) = Dˆ(W )/〈K(W )〉.
Theorem 1.28 is proved. 
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7.4. Relations in D(W ) and proof of Theorem 1.34. For all distinct i, j ∈ I, w ∈W {i,j}, and
s ∈ S ∩W{i,j} we have wDsw
−1 = Dwsw−1 by (7.13). Therefore, it suffices to prove the assertion
only when w = 1 and W = W{i,j}. Define Q
(n,r,p)
ij and R
(n,r,t)
ij ∈ Dˆ(W{i,j}) for all divisors n of
m = mij , r ∈ [1, n], and 1 ≤ p <
m
2n , 0 ≤ t ≤
m
n
by:
Q
(n,r,p)
ij =
∑
0≤a<b<m
n
:b−a=m
n
−p
Dr+bnDr+an −
∑
0≤a′<b′<m
n
:b′−a′=p
Dr+a′nDr+b′n +
∑
p≤c<m
n
−p
Dr+cn ,
R
(n,r)
ij = DrDr+n · · ·Dr+m−n −Dr+m−n · · ·Dr+nDr .
R
(n,r,t)
ij :=
−→∏
t≤a≤m
n
−1
(1−Dr+an)
−→∏
0≤b≤t−1
Dr+bn −
←−∏
0≤b≤t−1
Dr+bn
←−∏
t≤a≤m
n
−1
(1−Dr+an) .
We need the following fact.
Proposition 7.20. For any Coxeter group W and i, j ∈ I with m := mij ≥ 2 one has for all
divisors n of m = mij and r ∈ [1, n]:
(a) siQ
(n,r,p)
ij si =
Q
(n,r−1,p)
ij if r > 1
Q
(n,n,p)
ji if r = 1
, sjQ
(n,r,p)
ij sj =
Q
(n,r+1,p)
ij if r < n
Q
(n,1,p)
ji if r = n
for 1 ≤ p < m2n .
(b) siR
(n,r,t)
ij si =

R
(n,r−1,t)
ij if r > 1
R
(n,n,t−1)
ji if r = 1, t ≥ 1
−R
(n,1,1)
ij if r = 1, t = 0
, siR
(n,r,t)
ij si =

R
(n,r+1,t)
ij if r < n
R
(n,1,t+1)
ji if r = n, t <
m
n
−R
(n,1,0)
ij if r = n, t =
m
n
for
1 ≤ t ≤ m
n
.
Proof. We need the following immediate consequence of (7.6).
Lemma 7.21. If m := mij ≥ 2, then one has in Dˆ(W{i,j}):
(7.14) siDksi =
1−D1 − si if k = 1Dm+2−k if 2 ≤ k ≤ m
for k = 1, . . . ,m, where Dk := D
i,j
k = Dsisj · · · si︸ ︷︷ ︸
2k−1
for k = 1, . . . ,m.
Taking into account that Djik = D
i,j
m+1−k, we will repeatedly use (7.14) in the form:
(7.15) siDksi =
1−Djim − si if k = 1Djik−1 if 2 ≤ k ≤ m , siDjiℓ si = Djim−ℓ
for k = 1, . . . ,m, ℓ = 1, . . . ,m− 1.
Prove (a). First, suppose that r > 1. Then, using (7.15), we have
siQ
(n,r,p)
ij si =
∑
0≤a<b<m
n
:b−a=m
n
−p
siDr+bnDr+ansi
−
∑
0≤a′<b′<m
n
:b′−a′=p
siDr+a′nDr+b′nsi +
∑
p≤c<m
n
−p
siDr+cnsi
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=
∑
0≤a<b<m
n
:b−a=m
n
−p
Djir−1+bnD
ji
r−1+an
−
∑
0≤a′<b′<m
n
:b′−a′=p
Djir−1+a′nD
ji
r−1+b′n +
∑
p≤c<m
n
−p
Djir−1+cn = Q
n,r−1,p
ji
Interchanging i and j, we also obtain sjQ
(n,r,p)
ij sj = Q
(n,r+1,p)
ji whenever r < n.
Finally, suppose that r = 1. Then, using (7.15) again, we have
siQ
(n,1,p)
ij si = siD1+m−pnD1si +
∑
0<a<b<m
n
:b−a=m
n
−p
siD1+bnD1+ansi
−siD1D1+pnsi −
∑
0<a′<b′<m
n
:b′−a′=p
siD1+a′nD1+b′nsi +
∑
p≤c<m
n
−p
siD1+cnsi
= Djim−pn(1−D
ji
m − si) +
∑
0<a<b<m
n
:b−a=m
n
−p
DjibnD
ji
an
−(1−Djim − si)D
ji
pn −
∑
0<a′<b′<m
n
:b′−a′=p
Djia′nD
ji
b′n +
∑
p≤c<m
n
−p
Djicn
= DjimD
ji
pn −D
ji
pn +D
ji
m−pn +
∑
0<a<b<m
n
:b−a=m
n
−p
DjibnD
ji
an
−Djim−pnD
ji
m −
∑
0<a′<b′<m
n
:b′−a′=p
Djia′nD
ji
b′n +
∑
p≤c<m
n
−p
Djicn
=
∑
0≤a−1<b−1<m
n
:b−a=m
n
−p
DjibnD
ji
an −
∑
0≤a′−1<b′−1<m
n
:b′−a′=p
Djia′nD
ji
b′n +
∑
p≤c−1<m
n
−p
Djicn = Q
(n,n,p)
ji
Interchanging i and j, we obtain sjQ
(n,n,p)
ij sj = Q
(n,1,p)
ji . This proves (a).
Prove (b) now. First, suppose that r > 1. Then, using (7.15), we have
siR
(n,r,t)
ij si =
−→∏
t≤a≤m
n
−1
(1−siDr+ansi)
−→∏
0≤b≤t−1
siDr+bnsi−
←−∏
0≤b≤t−1
siDr+bnsi
←−∏
t≤a≤m
n
−1
(1−siDr+ansi)
=
−→∏
0≤b≤t−1
Djir−1+bn
−→∏
t≤a≤m
n
−1
(1−Djir−1+an)−
←−∏
0≤b≤t−1
Djir−1+bn
←−∏
t≤a≤m
n
−1
(1−Djir−1+an) = R
(n,r−1,t)
ji .
Interchanging i and j, we also obtain sjR
(n,r,t)
ij sj = R
(n,r+1,t)
ji whenever r < n.
Now suppose that r = 1, t ≥ 1. Then, using (7.15) again, we have
siR
(n,1,t)
ij si =
−→∏
t≤a≤m
n
−1
(1−siD1+ansi)
−→∏
0≤b≤t−1
siD1+bnsi−
←−∏
0≤b≤t−1
siD1+bnsi
←−∏
t≤a≤m
n
−1
(1−siD1+ansi)
=
−→∏
t≤a≤m
n
−1
(1−Djian) · (1 −D
ji
m − si)
−→∏
1≤b≤t−1
Djibn −
←−∏
1≤b≤t−1
Djibn · (1−D
ji
m − si)
←−∏
t≤a≤m
n
−1
(1−Djian)
=
−→∏
t≤a≤m
n
−1
(1−Djian) · (1−D
ji
m)
−→∏
1≤b≤t−1
Djibn−
←−∏
1≤b≤t−1
Djibn · (1−D
ji
m)
←−∏
t≤a≤m
n
−1
(1−Djian) = R
(n,n,t−1)
ji
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because −
−→∏
t≤a≤m
n
−1
(1−Djian) · si
−→∏
1≤b≤t−1
Djibn +
←−∏
1≤b≤t−1
Djibn · si
←−∏
t≤a≤m
n
−1
(1 −Djian)
= −si
 −→∏
t≤a≤m
n
−1
(1−Djim−an)
−→∏
1≤b≤t−1
Djibn +
←−∏
1≤b≤t−1
Djim−bn
←−∏
t≤a≤m
n
−1
(1−Djian)
 = 0
which is immediate if t = 1 or t = m
n
and follows from the relations D2s = Ds if 1 < t <
m
n
(which
we use here in the form (1 −Djin )D
ji
n = D
ji
n (1 −D
ji
n ) = 0).
Interchanging i and j, we obtain sjR
(n,n,t)
ij sj = R
(n,1,t+1)
ji whenever 1 ≤ t <
m
n
.
Finally, suppose that r = 1, t = 0. Then, using (7.14), we have
siR
(n,1,0)
ij si =
−→∏
0≤a≤m
n
−1
(1− siD1+ansi)−
←−∏
t≤a≤m
n
−1
(1− siD1+ansi)
= (D1 + si) ·
−→∏
1≤a≤m
n
−1
(1−Dm+1−an)−
←−∏
1≤a≤m
n
−1
(1 −Dm+1−an) · (D1 + si)
= D1 ·
−→∏
1≤a≤m
n
−1
(1−Dm+1−an)−
←−∏
1≤a≤m
n
−1
(1 −Dm+1−an) ·D1
= D1 ·
←−∏
1≤a′≤m
n
−1
(1−D1+a′n)−
←−∏
1≤a′≤m
n
−1
(1−D1+a′n) ·D1 = −R
(n,1,1)
ij
because si (1−Dm+1−n) · · · (1−Dn+1)︸ ︷︷ ︸
m
n
−1
− (1−Dn+1) · · · (1−Dm+1−n)︸ ︷︷ ︸
m
n
−1
si = 0.
Interchanging i and j, we obtain sjR
(n,1,1)
ij sj = −R
(n,1,0)
ij whenever 1 ≤ t <
m
n
. This proves (b).
The proposition is proved. 
Finally, Proposition 7.20 implies that all Q
(n,r,p)
ij and R
(n,r,t)
ij belong to Kij(W ). This proves
Theorem 1.34. 
7.5. Braid relations and proof of Theorems 1.20 and 1.33. For commutative ring k, i, j ∈ I
with mij ≥ 2, ci, cj ∈ k such that ci = cj if mij is odd, define the element in Hˆ(W )⊗ k by:
∆
ci,cj
ij = wij(· · · (si − cisiDsi)(sj − cjsjDsj )︸ ︷︷ ︸
m
− · · · (sj − cjsjDsj )(si − cisiDsi)︸ ︷︷ ︸
m
)
where m := mij and wij = sisj · · ·︸ ︷︷ ︸
mij
= sjsi · · ·︸ ︷︷ ︸
mij
is the longest element in W{i,j}.
It is easy to see that
(7.16) S−1(wij∆
ci,cj
ij ) = · · · (si + ciDsi)(sj + cjDsj )︸ ︷︷ ︸
m
− · · · (sj + sjDsj )(si + ciDsi)︸ ︷︷ ︸
m
and
(7.17) ∆
ci,cj
ij = (1 − ci1D1) · · · (1 − cimDm)− (1− cimDm) · · · (1− ci1D1)
where Dk = D
i,j
k are as in Lemma 7.21.
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In particular, ∆
ci,cj
ij ∈ Dˆ(W )⊗ k for all i, j with mij ≥ 2 and ci, cj ∈ k.
Proposition 7.22. In the assumptions as above, each ∆
ci,cj
ij belongs to Kij(W )⊗ k.
Proof. We need the following result.
Lemma 7.23. For all i, j ∈ I with mij ≥ 2, ci, cj ∈ k× such that ci = cj if mij is odd, one has:
(7.18) si∆
ci,cj
ij si =
1
ci − 1
Di,ci∆
ci,cj
ij Di,ci , sj∆
ci,cj
ij sj =
1
cj − 1
Dj,cj∆
ci,cj
ij Dj,cj ,
where Di,ci = (1− ci)(1−Dsi) = (1− ci)(1− ciDsi)
−1.
Proof. Prove the first equation (7.18). Using relations (7.14) we obtain
si∆
ci,cj
ij si = si(1 − ci1D1) · · · (1 − cimDm)si − si(1− cimDm) · · · (1− ci1D1)si
= (1− ci(1−Dsi − si))(1− cimDm) · · · (1− ci2D2)− (1− ci2D2) · · · (1− cimDm)(1− ci(1−Dsi − si))
= Di,ci(1− cimDm) · · · (1− ci2D2)− (1− ci2D2) · · · (1− cimDm)Di,ci
because si(1 − cimDm) · · · (1− ci2D2) = (1− ci2D2) · · · (1− cimDm)si.
Taking into account that Di,ci = (1− ci) · (1− ciDsi)
−1, we obtain the first equation (7.18). The
second one also follows because ∆
cj ,ci
ji = −∆
ci,cj
ij .
The lemma is proved. 
Conjugating ∆
ci,cj
ij with w = · · · sjsi︸ ︷︷ ︸
ℓ
∈W{i,j}, ℓ ≤ m, and using (7.18) repeatedly, we obtain:
w∆
ci,cj
ij w
−1 =
(
ℓ∏
k=1
1
ciℓ − 1
)
· D˜ℓ · · · D˜1∆
ci,cj
ij D˜1 · · · D˜ℓ
where we abbreviate D˜k = si1 · · · sik−1Dik,cik sik−1 · · · si1 = 1 − cik(1 −Dk) for k = 1, . . . , ℓ in the
notation of (7.17), where ik =
i if k is oddj if k is even.
This implies that w∆
ci,cj
ij w
−1 ∈ D(W{i,j}) ⊗ k. Similarly, taking w = · · · sisj︸ ︷︷ ︸
ℓ
∈ W{i,j}, ℓ ≤ m,
one shows that w∆
ci,cj
ij w
−1 ∈ D(W{ij})≤m ⊗ k.
Thus, w∆
ci,cj
ij w
−1 ∈ D(W{i,j}) ⊗ k for any w ∈ W{i,j} for any k and any ci, cj ∈ k such that
ci = cj if mij is odd. Suppose that k is a free Z-module. This implies that
∆
ci,cj
ij ∈
⋂
w∈W
w ·
(
D(W{i,j})≤m ⊗ k
)
· w−1 ,
the intersection is in Hˆ(W{i,j})⊗ k.
Suppose that k is a free Z-module. Then, taking into account that⋂
w∈W
w · (D(W{i,j})≤m ⊗ k) · w
−1 =
( ⋂
w∈W
w ·D(W{ij})≤m · w
−1
)
⊗ k
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by Lemma 4.2 and
⋂
w∈W w · D(W{ij})≤m · w
−1 =
(⋂
w∈W w ·D(W{ij}) · w
−1
)
≤m
= Kij(W ), we
obtain ∆
ci,cj
ij ∈ Kij(W )⊗ k.
Finally, we can remove freeness condition for k over Z by first replacing k with a commutative
ring kˆ free over Z and then noting that any commutative ring k is a homomorphic image of some
kˆ. Then extending the structural homomorphism f : kˆ ։ k to f : Hˆ(W{i,j}) ⊗ kˆ ։ Hˆ(W{i,j})⊗ k
we see that an inclusion ∆
cˆi,cˆj
ij ∈ Kij(W ) ⊗ kˆ implies an inclusion ∆
ci,cj
ij ∈ Kij(W ) ⊗ k, where
ci = f(cˆi), cj = f(cˆj).
The proposition is proved. 
Proof of Theorems 1.20 and 1.33. Indeed, the braid relations between T ′i = si + ciDsi and
T ′j = sj + cjDsj (where ci = 1 − qi, cj = 1 − qj) in H(W ) ⊗ k follow from (7.16) and Proposition
7.22 because S−1(wij∆
ci,cj
ij ) ∈ Kij(W )⊗ k.
It remains to verify the quadratic relations for T ′i . Indeed, one has:
T ′i
2
= (si + (1− qi)Dsi)
2 = s2i + (1− qi)(siDsi +Dsisi) + (1− qi)
2D2si
= 1 + (1− qi)(si − 1) + (1− qi)
2Dsi = (1 − qi)T
′
i + qi .
This proves that there is a unique homomorphism of algebras ϕW : Hq(W ) → H(W ) ⊗ k such
that ϕW (Ti) = T
′
i for i ∈ I, as in Theorem 1.33.
Furthermore, Proposition 7.17 with J = {i, j} guarantees the inclusions Kij(W ) ⊂ K(W{i,j}) ⊂
K(W ) hence we have a surjective homomorphism of Hopf algebras πW : H(W ) ։ H(W ) as in
Theorem 1.20. Denote ϕ
W
:= (πW ⊗ 1) ◦ ϕW , which is a homomorphism Hq(W )→ H(W ) ⊗ k, as
in Theorem 1.20
Let us prove it injectivity of ϕ
W
(the injectivity of ϕW will follow verbatim).
Recall that for each w ∈ W there is a unique element Tw ∈ Hq(W ) such that Tw = Ti1 · · ·Tim
for any reduced decomposition w = si1 · · · sim in W . Clearly, the elements Tw generate Hq(W ) as
a k-module (in fact, they form a k-basis - see Corollary 1.21 below).
Thus, to prove injectivity of ϕ
W
, it suffices to show that the images ϕ
W
(Tw) are k-linearly
independent in H(W )⊗ k.
Proposition 7.24. For each w ∈ W one has: ϕ
W
(Tw) ∈ w +
∑
w′:w′≺w k · D(W ) · w
′, where ≺
denotes the strong Bruhat order on W .
Proof. For each w ∈W denote W≺w := {w′ ∈W : w′ ≺ w} and Ww := {w} ⊔W≺w.
We need the following fact.
Lemma 7.25. W≺w ·Di ∈ D(W ) ·W≺w for any w ∈W .
Proof. Since Ww˜ ⊂W≺w for any w˜ ≺ w, it suffices to show that
(7.19) w˜ ·Di ∈ D ·Ww˜
in H(W ) for all w˜ ∈ W , i ∈ I.
Indeed, by definition of generators Ds of D(W ), which are images of their counterparts in Dˆ(W ),
if ℓ(w˜si) = ℓ(w˜) + 1, then (7.13) implies that w˜ ·Di = Dw˜siw˜−1 · w˜ ∈ D(W ) ·Ww˜.
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Otherwise, i.e., if w˜ ∈W is such that ℓ(w˜si) = ℓ(w˜)− 1, then using (7.13) again, we obtain
w˜ ·Di = w˜si · (−Disi + si − 1) = −Dw˜siw˜−1 · w˜ + w˜ − w˜si ∈ D(W ) ·Ww˜
since w˜si ·Di = Dw˜siw˜−1 · w˜si.
The lemma is proved. 
The following finishes the proof of the proposition.
Lemma 7.26. For all w ∈ W one has ϕ
W
(Tw) ∈ w + k ·D(W ) ·W≺w.
Proof. We will prove the assertion by induction in length ℓ(w). Indeed, if w = 1, we have nothing
to prove. Suppose w 6= 1, then choose i ∈ I such that ℓ(wsi) = ℓ(w)− 1 (or, equivalently, wsi ≺ w).
Using the inductive hypothesis for wsi and that ϕW (Tw) = ϕW (Twsi)ϕW (Ti), we obtain:
ϕ
W
(Tw) = ϕW (Twsi)(si + (1− qi)Di) ∈ (wsi + k ·D(W ) ·W≺wsi)(si + (1− qi)Di) ⊂
⊂ w + (1− qi)wsiDi + k ·D(W ) ·W≺wsi · si + k ·D(W ) ·W≺wsi ·Di ⊂
⊂ w + (1− qi)D(w)wsi + k ·D(W ) ·W≺w + k ·D(W ) ·W≺wsi = k ·D(W ) ·W≺w
because Wwsi ∪ (W≺wsi · si) =W≺w for any w ∈W and i ∈ I such that ℓ(wsi) = ℓ(w)− 1.
The lemma is proved. 
Therefore, Proposition 7.24 is proved. 
Finally, Theorem 1.28 implies that elements w ∈ W are k-linearly independent in H(W ) ⊗ k.
This and Proposition 7.24 imply that the elements ϕ
W
(Tw), w ∈ W are also k-linearly independent
in H(W )⊗ k.
This proves that ϕ
W
is an injective homomorphism of algebras Hq(W ) →֒ H(W ). Injectivity of
ϕW is then immediate.
Theorems 1.20 and 1.33 are proved. 
7.6. Symmetries of H(W ) and proof of Theorems 1.37, 3.8, and 3.9. We need the following
Proposition 7.27. In the notation of Theorem 3.2 we have:
(a) Suppose that · is an involution on R such that χw,s = χw,s−1 , σw,s = σw,s−1 for all w ∈ W ,
s ∈ S. Then the assignments w = w−1, Ds = Ds−1 for w ∈W , s ∈ S extends to a unique R-linear
anti-involution of Hˆχ,σ(W ).
(b) Suppose that RW admits an R-linear automorphism θ such that θ(w) ∈ R× · w for w ∈ W and
θ(s) = χs,s · s for s ∈ S. Then θ uniquely extends to an R-linear automorphism of Hˆχ,σ(W ) such
that θ(Ds) = χs,sDs + σs,s for s ∈ S. Moreover, θ(Kχ,σ(W )) = Kχ,σ(W ).
(c) In the assumptions of Theorem 3.3, suppose that σwsw−1,wsw−1 = σs,s for all w ∈ W , s ∈ S of
finite order. Then Dˆχ,σ(W ) admits:
(i) A W -action by automorphisms via w(Ds) = σw,s + χw,sDwsw−1 for w ∈ W , s ∈ S.
(ii) An s-derivation ds (i.e., ds(xy) = ds(x)y + s(x)ds(y)) such that ds(Ds′) = δs,s′ , s, s
′ ∈ S.
These actions satisfy for all w ∈W , s ∈ S:
(7.20) dwsw−1 = χw,s · w ◦ ds ◦ w
−1
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Proof. Prove (a). It suffices to verify that both · preserves the defining relations of Hˆχ,σ(W ).
Indeed, w−1 ·Ds · w = wDs−1w
−1 = χw,s−1Dws−1w−1 + σw,s−1(1− ws
−1w−1)
= χw,sDwsw−1 + σw,s(1− ws
−1w−1) = χw,sDwsw−1 + σw,s(1− wsw−1) = wDsw−1
for all w ∈W , s ∈ S, i.e., (3.1) is ·-invariant. Clearly, applying · to (3.1) for Ds, we obtain (3.1) for
Ds−1 = Ds, because |s
−1| = |s|, which verifies that (3.2) is also -invariant. This proves (a).
Prove (b). First, show that θ is an endomorphism of Hˆχ,σ(W ), i.e., that θ preserves the defining
relations. Indeed, for w ∈ W one has w = τw · w, where τw ∈ R× such that τwτw−1 = 1. Therefore,
abbreviating s′ = wsw−1, we obtain θ(w)θ(Ds)θ(w
−1) = wθ(Ds)w
−1 = w(χs,sDs + σs,s)w
−1
= χs,s(χw,sDs′ + σw,s(1− s
′)) + σs,s = χs′,s′(χw,sDs′ + σw,s(1− s
′)) + σs′,s′
= χw,s(σs′,s′ + χs′,s′Ds′) + σw,s(1− χs′,s′s
′) = θ(χw,sDs′ + σw,s(1− s
′)) = θ(wDsw
−1)
for w ∈ W , s ∈ S by Lemma 7.8(b) and the assumption of part (b). Finally, let us verify that the
relations (3.3) are invariant under θ. Indeed, applying θ to the defining functional relation (7.3) for
fs defined by (7.4) and using (6.6), we obtain (abbreviating as = χs,s, as = σs,s):
θ(fs(ts+Ds)− f(t)) = fs(ts+ asDs + bs)− f(t) = fs(ts+Ds)− f(t) = 0
This proves that θ is an R-linear endomorphism of Hˆχ,σ(W ). It is easy to see that θ is invertible
and the inverse is given by θ−1(w) = θ−1w w for w ∈ W and θ
−1(Ds) = σs−1,s−1 + χs−1,s−1Ds for
s ∈ S. This proves the first assertion of part (b). Prove the second assertion. Indeed, we obtain
for all w ∈ W : θ(w · D˜χ,σ(W ) · w
−1) = θ(w) · θ(D˜χ,σ(W )) · θ(w
−1) ⊆ w · D˜χ,σ(W ) · w
−1 therefore,
θ(Kχ,σ(W )) ⊂ Kχ,σ(W ). Part (b) is proved.
Prove (c)(i). We need the following fact.
Lemma 7.28. For each χ, σ satisfying (3.5), V˜ = R⊕s∈S R ·Ds is a W -module via w(1) = 1 and
w(Ds) = σw,s + χw,sDwsw−1 for w ∈W , s ∈ S.
Proof. Indeed, w1(w2(Ds)) = w1(σw2,s + χw2,sDw2sw−12
) = σw2,s + χw2,sw1(Dw2sw−12
)
= σw2,s + χw2,sχw1,w2sw−12
Dw1w2sw−12 w
−1
1
+ χw2,sσw1,w2sw−12
= σw1w2,s + χw1w2,sDw1w2sw−12 w
−1
1
for all w ∈W , s ∈ S, by (3.5). Also 1(Ds) = Ds because χ1,s = 1, σ1,s = 0.
The lemma is proved. 
That is, the W -action lifts to T (V ), where V = ⊕s∈SR ·Ds by algebra automorphisms (because
any R-linear map V → T (V ) lifts to an endomorphism of the algebra T (V )). Thus, it remains to
show that the defining relations (3.3) are preserved under the action. Indeed, since as = χs,s is an
|s|-th primitive root of unity, i.e., 1 + as + · · · + a
|s|−k
s = −a−k(1 + as + · · ·ak−1s ) for 0 ≤ k ≤ |s|,
the relation (3.3) with s ∈ S of finite order |s| reads (in the notation (7.4)):
(7.21) fs(Ds) = 0 .
Then, applying w to the left hand side of the above relation, we obtain (in the notation (7.4)):
(7.22) fs(σw,s + χw,sDs′) = fs′(Ds)
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by Lemma 7.9, where we abbreviated s′ = wsw−1. Finally, taking into account that χs′,s′ = χs,s
by Lemma 7.8(b) and σs′,s′ = σs,s by the assumption of part (b), we obtain fs′(Ds) = fs(Ds) = 0.
Part (c)(i) is proved.
Prove (c)(ii). We start with the following obvious general result.
Lemma 7.29. For any R-module V and a linear map s : V → V ⊕ R, and a function f : V → R,
there is a unique R-linear map d = df,s : T (V )→ T (V ) such that
• d(r + v) = f(v) for r ∈ R, v ∈ V .
• d(xy) = d(x)y + s(x)d(y) for all x, y ∈ T (V ).
For V = ⊕s∈SZ · Ds, f = fs : V → Z given by fs(Ds′) = δs,s′ , We abbreviate ds := dfs,s. To
prove the assertion, it suffices to show that ds preserves the defining relations (7.21) of Dˆχ,σ(W ), i.e.,
the relations of the form fs(Ds) = 0 for all s ∈ S of finite order |s|. Indeed, if s 6= s′, then, clearly,
ds(fs′(Ds′)) = 0. Suppose that s = s
′. Then, in the notation (7.4) one has (similarly to the proof
of Lemma 7.9): ds(fs(Ds)) =
|s|∑
k=1
s
(
|s|∏
i=k+1
(
Ds − as
1−ais
1−as
))
· ds
(
Ds − bs
1−aks
1−as
)
·
k−1∏
j=1
(Ds − bs
1−ajs
1−as
)
=
|s|∑
k=1
 |s|∏
i=k+1
(
asDs + bs − bs
1− ais
1− as
) · as · k−1∏
j=1
(Ds − bs
1− ajs
1− as
)
=
|s|∑
k=1
 |s|∏
i=k+1
(
asDs − bs
as − ais
1− as
)·as ·k−1∏
j=1
(Ds−bs
1− ajs
1− as
) =
|s|∑
k=1
a|s|−k+1s ·
|s|−1∏
j=1
(Ds−bs
1− ajs
1− as
) = 0
because s(Ds) = asDs+ bs and as = χs,s is a primitive s-th root of unity in R
×. This proves (c)(ii).
We prove the last assertion of (c) by showing that both sides of (7.20) are wsw−1-derivations
which agree on generators of Dˆχ,σ(W ). Indeed, denote d
′
s = χw,sw ◦ ds ◦ w
−1 and, first, sub-
stitute x = Ds′ : d
′
s(Ds′) = χw,sw(ds(χw−1,s′Dw−1s′w + σw−1,s′)) = χw,sw(χw−1,s′δs,w−1s′w) =
χw,sχw−1,wsw−1δwsw−1,s′ = dwsw−1(Ds′) by (7.8). Furthermore,
d′s(xy) = χw,sw(ds(w
−1)(x) · w−1(y)) = χw,sw
(
ds(w
−1)(x)) · w−1(y) + s(w−1(x)) · ds(w
−1(y))
)
= χw,sw(ds(w
−1)(x))) · y + χw,s · (wsw
−1)(x) · w(ds(w
−1(y))) = d′s(x) · y + (wsw
−1)(x) · d′s(y)
for x, y ∈ Dˆχ,σ(W ). This proves that d′s = ds.
Proposition 7.27 is proved. 
Proof of Theorem 3.8. Using Proposition 7.27(a), we obtain for all w ∈W :
w · D˜χ,σ(W ) · w−1 = w−1 · D˜χ,σ(W ) · w ⊆ w · D˜χ,σ(W ) · w
−1 ,
therefore, Kχ,σ(W ) ⊂ Kχ,σ(W ).
Finally, we need the following fact.
Lemma 7.30. ε(x) = ε(x) for x ∈ Hˆχ,σ(W ).
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Proof. Since both · ◦ ε and ε ◦ · are R-antilinear ring homomorphisms Hˆχ,σ(W ) → R, it suffices
to prove the assertion only on generators of Hˆχ,σ(W ). Indeed, ε(Ds) = ε(Ds) = 0 for all s ∈ S and
ε(w) = ε(w−1) = 1 = ε(w) for w ∈W .
The lemma is proved. 
Therefore, the ideal Jχ,σ(W ) generated by Kχ,σ(W ) ∩Ker ε is · -invariant and · is well-defined
on the quotient Hχ,σ(W ) = Hˆχ,σ(W )/Kχ,σ(W ).
This proves Theorem 3.8. 
The following result correlates the automorphism θ with relations in Hχ,σ(W ).
Proposition 7.31. In the assumptions of Proposition 7.27(b) suppose that ε(θ(x)) = ε(x) for all
x ∈ Kχ,σ(W ). Then
(a) θ(x) = S−2(x) for all x ∈ Kχ,σ(W ).
(b) Suppose that Hˆχ,σ(W ) is a free R-module. Then Hχ,σ(W ) admits an R-linear automorphism
θ such that the structural homomorphism Hˆχ,σ ։ Hχ,σ is θ-equivariant.
Proof. Prove (a). We need the following result.
Lemma 7.32. In the assumptions of Proposition 7.27(b) one has
(7.23) ∆ ◦ θ = (S−2 ⊗ θ) ◦∆ = (θ ⊗ 1) ◦∆ .
Proof. Since both ∆ and θ are algebra homomorphisms, hence so are ∆ ◦ θ, (S−2 ⊗ θ) ◦∆, and
(θ ⊗ 1) ◦∆, it suffices to prove (7.23) only on generators of Hˆχ,σ(W ).
Indeed, for w ∈W one has θ(w) = τw · w for some τw ∈ R×, therefore
∆(θ(w)) = ∆(τw · w) = τw · w ⊗ w = θ(w) ⊗ w = S
−2(w) ⊗ θ(w) .
Furthermore, we obtain for s ∈ S (abbreviating as = χs,s, bs = σs,s):
∆(θ(Ds)) = ∆(bs + asDs) = bs · 1⊗ 1 + asDs ⊗ 1 + as · s⊗Ds = θ(Ds)⊗ 1 + θ(s) ⊗Ds
= S−2(Ds)⊗ 1 + S
−2(s)⊗ θ(Ds)
because θ(Ds) = bs + asDs, θ(s) = as · s and S2(Ds) = S(−s−1Ds) = s−1 · Ds · s, therefore,
S−2(Ds) = s ·Ds · s−1 = asDs + bs(1− s). This proves (7.23).
The lemma is proved. 
Finally, applying 1⊗ε to (7.23), we obtain θ(x) = S−2(x(1)) ·ε(θ(x(2)) for all x ∈ Kχ,σ(W ). Since
Kχ,σ(W ) is a left coideal by the argument from the proof of Theorem 3.5, then x(2) ∈ Kχ,σ(W ),
i.e., ε(θ(x(2)) = ε(x(2)) and θ(x) = S
−2(x(1)) · ε(x(2)) = S
−2(x(1)ε(x(2))) = S
−2(x). This proves (a).
Prove (b). The assumption of the proposition and the second assertion of Proposition 7.27(b)
imply thatKχ,σ(W )
+ = Kχ,σ(W )∩Ker ε is θ-invariant. Therefore, the ideal Jχ,σ(W ) generated by
Kχ,σ(W )
+ is also θ-invariant and θ is well-defined on the quotient Hχ,σ(W ) = Hˆχ,σ(W )/Kχ,σ(W ).
This proves (b).
The proposition is proved. 
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Proof of Theorem 1.37. Prove (a). Indeed, χ and σ defined by (7.5) satisfy the assump-
tions of Proposition 7.27(a) with the identity · on Z, therefore · is a well-defined involutive anti-
automorphism of Hˆ(W ) = Hˆχ,σ(W ) and it satisfies Ds = Ds for s ∈ S. Copying the argument
from the proof of Theorem 3.8, we see that K(W )+ = K(W )∩Ker ε is ·-invariant. Since all filtered
components Dˆ(W )≤d are also ·-invariant, replacing W with W{i,j} and taking d = mij , we see that
all Kij(W ) are ·-invariant. Therefore, the (Hopf) ideals J(w) and J(w) generated respectively by
K(W )+ and K =
∑
j 6=i
Kij(W ) are also ·-invariant. This proves Theorem 1.37(a).
Prove Theorem 1.37(b) now. We need the following result.
Proposition 7.33. For any Coxeter group W one has:
(a) For s ∈ S, Dˆ(W ) admits an s-derivation ds such that ds(Ds′) = δs,s′ , s, s′ ∈ S.
(b) ds(K(W )) = {0} for all s ∈ S and wxw
−1 = w(x) for all , w ∈W .
Proof. Part (a) directly follows from Proposition 7.27(c)(ii).
Prove (b). Since siK(W )si = K(W ), Theorem 1.22 and Lemma 5.20 imply that for each x ∈
K(W ) one has dsi(x) = 0 and sixsi = si(x). This, in particular, proves the first assertion of part
(b) for s = si and the second assertion – for w = si. Let us prove the second assertion for any
w. Indeed, if ℓ(w) ≤ 1, we have nothing to prove. Suppose that ℓ(w) ≥ 2, i.e., w = siw′ so that
ℓ(w′) = ℓ(w) − 1. Then, using inductive hypothesis in the form w′xw′−1 = w′(x) ∈ K(W ) for all
x ∈ K(W ), we obtain
wxw−1 = si · (w
′xw′−1) · si = si · (w
′xw′−1) · si = si · (w
′(x)) · si = si(w
′(x)) = (siw
′)(x) = w(x)
for all x ∈ K(W ), which proves the second assertion. Prove the first assertion now. Let s ∈ S,
choose w ∈ W and i ∈ I such that s = wsiw−1. The last assertion of Proposition 7.27 guarantees
that ds = χw,s · w ◦ dsi ◦ w
−1. Then
ds(K(W )) = χw,s · (w ◦ dsi ◦ w
−1)(K(W )) = χw,s · (w)(dsi (K(W ))) = {0} .
This finishes the proof of (b). The proposition is proved. 
Therefore, the (Hopf) ideal I(w) of Dˆ(W ) generated K(W ) is invariant both under the W -action
and under all ds. This proves that the quotient D(W ) = Dˆ(W )/I(w) has a natural W -action
and s-derivations ds. Similarly, let K(W ) ⊂ Dˆ(W ) be as in the proof of Theorem 1.28. By
definition, K(W ) ⊂ K(W ) is W -invariant and is annihilated by all ds, Therefore, the ideal I(W )
generated by K(W ) is also invariant both under the W -action and under all ds hence the quotient
D(W ) = Dˆ(W )/I(W ) has a natural W -action and s-derivations ds. This proves Theorem 1.37(b).
Prove Theorem 1.37(c) now. We need the following result.
Proposition 7.34. Suppose that W = 〈si | i ∈ I〉 is a finite Coxeter group. Then ε(θ(x)) = ε(x)
for all x ∈ K(W ).
Proof. We need the following result.
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Lemma 7.35. Suppose that W = 〈si | i ∈ I〉 is a finite Coxeter group. Then in the notation of
Lemma 5.20(a), one has
(7.24) θ(x) = τˆ(w0(x))
for x ∈ Dˆ(W ), where w0 is the longest element of W and τ is an automorphism of Hˆ(W ) determined
by τˆ(si) = sτ(i), τˆ (Di) = Dτ(i), where σ is a certain permutation of I.
Proof. Lemma 5.20(a) taken with s = si immediately implies that
(7.25) w(Di) =
Dwsiw−1 if ℓ(wsi) = ℓ(w) + 11−Dwsiw−1 if ℓ(wsi) = ℓ(w) − 1
for all i ∈ I, w ∈W .
Furthermore, clearly, w0siw
−1
0 = sτ(i) for all i ∈ I and some permutation τ of I (which satisfies
mτ(i),τ(j) = mij for all i, j ∈ I). It is also clear that the assignments si 7→ sτ(i), Di 7→ Dτ(i) define
an automorphism τˆ of Hˆ(W ). Since ℓ(w0si) = ℓ(w0)− 1, we have by (7.25):
w0(Di) = 1−Dw0siw−10
= 1−Dτ(i) .
Since the θ and another automorphism of Dˆ(W ) given by x 7→ τˆ (w0(x)) agree on generators Di,
i ∈ I, this proves (7.24). The lemma is proved. 
Furthermore, Lemma 7.35 and the immediate fact that ε ◦ τˆ = ε imply
ε(θ(x)) = ε(τˆ (w0(x))) = ε(w0(x))
for all x ∈ Dˆ(W ). If x ∈ K(W ), then w0(x) = w0·x·w
−1
0 by Proposition 7.33(b) and ε(w0(x)) = ε(x).
The proposition is proved. 
Finally, we need the following result.
Lemma 7.36. θ(Kij(W )) = Kij(W ) for any Coxeter group W and any distinct i, j ∈ I.
Proof. By definition, for any subset J of I, θ preserves the subalgebra Hˆ(WJ ) ⊂ Hˆ(W ), e.d.,
θ(Dˆ(WJ )) = Dˆ(WJ ). Also, by Proposition 7.27(b), θ(K(WJ )) = K(WJ ). Since θ preserves each
filtered component Dˆ(W )≤d, θ also preserves each filtered component K(WJ )≤d ⊂ K(W )≤d. Note
that if mij ≥ 2, then the subgroup W{i,j} of W is finite. These arguments and Proposition 7.34
guarantee that ε(θ(x)) = ε(x) for x ∈ K(W{i,j})≤d whenever mij ≥ 2, d ≥ 0. Taking d = mij (and
taking into account that Kij(W ) = {0} whenever mij = 0), we finish the proof.
The lemma is proved. 
Therefore, the Hopf ideal J(w) of Hˆ(W ) generated K =
∑
j 6=i
Kij(W ) is θ-invariant. Hence θ is a
well-defined automorphism of the quotient H(W ) = Hˆ(W )/J(w). This proves Theorem 1.37(c). 
Proof of Theorem 3.9. We need the following result.
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Proposition 7.37. In the assumptions of Proposition 7.27(c) and notation of Proposition 8.8:
(a) the condition (3.10) implies:
(i) σw,s1σws1,s2 · · ·σws1···sk−1,sk∂ws1···sk,w = 0 for any w ∈ W , s1, . . . , sk ∈ S, k ≥ 1.
(ii) w(x) = ∂w,w(x) for all w ∈ W , x ∈ Dˆχ,σ(W ).
(b) The condition (3.11) for a given s ∈ S implies that
(i) σs−1,s1σs−1s1,s2 · · ·σs−1s1···sk−1,sk∂s−1s1···sk,1 = δk,1δs,s1σs−1,s for all s1, . . . , sk ∈ S, k ≥ 1.
(ii) ∂s−1,1 = −σs−1,sds−1 in the notation of Proposition 7.27(c)(i).
Proof. Prove (a). Denote ∂ws1,...,sk = σw,s1σws1,s2 · · ·σws1···sk−1,sk∂ws1···sk,w for all w ∈ W ,
s1, . . . , sk ∈ S, k ≥ 0 (with k = 0 this is just ∂w,w).
Lemma 7.38. ∂ws1,...,sk(Dsk+1x) = ws1 · · · sk(Ds)∂
w
s1,...,sk
(x) − ∂ws1,...,sk+1(x) for each w ∈ W ,
s1, . . . , sk+1 ∈ S, k ≥ 0, x ∈ Dˆχ,σ(W ).
Proof. Clearly, ∂w,w′′(Ds) = δw,w′′w(Ds) − δw′′,wsσw,s for all w,w′′ ∈ W , s ∈ S. This and
Proposition 8.8 imply
(7.26) ∂w,w′(Dsx) = w(Ds)∂w,w′(x)− σw,s∂ws,w′(x)
for all w,w′ ∈W , s ∈ S, x ∈ Dˆχ,σ(W ). Furthermore, (7.26) implies that
∂ws1···sk,w(Dsk+1x) = ws1 · · · sk(Ds)∂w,ws1···sk(x)− σws1···sk,sk+1∂ws1···sk+1,w(x) .
The lemma is proved. 
Furthermore, we will show that ∂ws1,...,sk(y) = 0 for all s1, . . . , sk ∈ S, k ≥ 1 and ∂w,w(y) = w(y)
(i.e., when k = 0) by induction in the filtered degree of y ∈ Dˆχ,σ(W ) (the algebra is naturally
filtered by Z≥0 via degDs = 1 for s ∈ S).
Indeed, if y ∈ Dˆχ,σ(W )≤0 = R, then ∂w,w′(y) = δw,w′y, therefore,
∂ws1,...,sk(y) = σw,s1σws1,s2 · · ·σws1···sk−1,skδs1···sk,1y = 0
by the condition (3.10) and ∂w,w(y) = w(y) = y. If y ∈ Dˆχ,σ(W )≤r, r > 0, then y is an R-
linear combination of the elements of the form Dsx, where x ∈ Dˆχ,σ(W )≤r−1. By R-linearity it
suffices to prove the assertion only for y = Dsx. Then, using the inductive hypothesis in the form:
∂ws1,...,sk(x) = 0, ∂
w
s1,...,sk,s
(x) = 0, ∂w,w(x) = w(x) Lemma 7.38 guarantees that ∂
w
s1,...,sk
(y) = 0 and
same lemma taken with k = 0 implies that
∂w,w(Dsx) = w(Ds)∂w,w(x)− ∂
w
s (x) = w(Ds)∂w,w(x) = w(Ds)w(x) = w(y) .
This proves (a).
Prove (b) now. Denote ∂˜ss1,...,sk = σs−1,s1σs−1s1,s2 · · ·σs−1s1···sk−1,sk∂s−1s1···sk,1 for s, s1, . . . , sk ∈
S, k ≥ 0 (if k = 0, this is just ∂s,1).
Lemma 7.39. ∂˜ss1,...,sk(Dsk+1x) = s
−1s1 · · · sk(Ds)∂˜ss1,...,sk(x) − ∂˜
s
s1,...,sk+1
(x) for s, s1, . . . , sk+1 ∈
S, x ∈ Dˆχ,σ(W ).
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Proof. (7.26) implies that
∂s−1s1···sk,1(Dsk+1x) = s
−1s1 · · · sk(Ds)∂s−1s1···sk,1(x)− σs−1s1···sk,sk+1∂s−1s1···sk+1,1(x) .
The lemma is proved. 
Furthermore, similarly to the proof of part (a), we will show that ∂˜ss1,...,sk(y) = 0 for k ≥ 1 and
all s1, . . . , sk ∈ S and ∂s−1,1(y) = −σs−1,sds−1(y) (i.e., when k = 0) by induction in the filtered
degree of y ∈ Dˆχ,σ(W ). Indeed, if y ∈ Dˆχ,σ(W )≤0 = R, then ∂w,w′(y) = δw,w′y, therefore,
∂˜ss1,...,sk(y) = σs−1,s1σs−1s1,s2 · · ·σs−1s1···sk−1,skδs1···sk,sy = 0
by the condition (3.11) and ∂s−1,1(y) = ds(y) = 0.
If y ∈ Dˆχ,σ(W )≤r, r > 0, then y is an R-linear combination of the elements of the form Ds′x,
where x ∈ Dˆχ,σ(W )≤r−1. By R-linearity it suffices to prove the assertion only for y = Ds′x. Then,
using the inductive hypothesis in the form: ∂ws1,...,sk(x) = δk,1δs,s1σs−1,s · x, ∂
w
s1,...,sk,s′
(x) = 0,
∂s−1,1(x) = σs−1,sds−1(x) Lemma 7.39 guarantees that
∂˜ss1,...,sk(y) = δk,1δs,s1σs−1,ss
−1s1 · · · sk(Ds′)x = δk,1δs,s1σs−1,sDs′x = δk,1δs,s1σs−1,s · y
for all k ≥ 1 and same lemma taken with k = 0 implies that
∂s−1,1(y) = s
−1(Ds′)∂s−1,1(x) − ∂˜
s
s′(x) = −s
−1(Ds′)σs−1,sds−1(x)− δs,s′σs−1,sx = −σs−1,sds−1(y) .
This proves (b). The proposition is proved. 
Finally, Lemma 4.16 and Proposition 7.37(a) imply that wxw−1 = w(x), ∂s−1,1(x) = 0 for all
x ∈ Kχ,σ(W ), w ∈ W , s ∈ S. Therefore, the ideal I of Dˆχ,σ(W ) generated by Kχ,σ(W ) ∩Ker ε is
invariant under both W -action and the s−1-derivation ∂s := −∂s−1,1 = σs−1,sds. Hence Dχ,σ(W ) =
Dˆχ,σ(W )/I is also invariant under these symmetries.
Theorem 3.9 is proved. 
7.7. Simply-laced Hecke-Hopf algebras and proof of Theorems 1.3, 1.9, 1.25 and Propo-
sitions 1.6, 1.7, 1.31. We need the following result.
Proposition 7.40. For any Coxeter group W and i, j ∈ I one has:
(a) If mij = 2, then Kij(W ) = Z ·Kij, where Kij = DiDj −DjDi.
(b) If mij = 3, then
Kij(W ) = Z ·Kij + Z ·Kji + Z · (KijDi −DiKji) + Z · (KjiDi −DiKji) + Z · (DjKji −KijDj)
Proof. Indeed, by Proposition 7.33(b),
(7.27) Z+Kij(W ) ⊆ K
′
ij(W ) := {x ∈ Dˆ(W{i,j})≤mij} | ds(x) = 0 = ε(x), s ∈ S ∩W{i,j}} .
Prove (a) now. Clearly, if mij = 2, then each x ∈ Kij(W ) is of the form x = a+ bDiDj + cDjDi
for some a, b, c ∈ Z. Since si(Dj) = Dj , then, clearly, di(x) = bDj + cDj , dj(x) = bDi + cDi,
ε(x) = a. Thus, di(x) = dj(x) = ε(x) = 0 iff a = 0, b+ c = 0. This proves (a).
Prove (b) now. Fix i, j ∈ I with W = 2. Then, according to Theorem 1.22, Dˆ(W{i,j}) is an
algebra generated by D1 := Di, D2 := Dij , D3 := Dj subject to relations D
2
k = Dk for k = 1, 2, 3.
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Denote also d1 := di, d2 = sidjsi = sjdisj , d3 = dj so that dk(xy) = dk(x)y + sk(x)dk(y) for all
x, y ∈ Dˆ(W{i,j}), where s1 := si, s2 := sisjsi = sjsisj , s3 := sj .
In particular, Kij = D1D3 −D2D1 −D3D2 +D2, Kji = D3D1 −D1D2 −D2D3 +D2.
Lemma 7.41. In the assumptions of Proposition 7.40(b), one has:
(a) K′ij(W ) = K
′
ij(W )≤2 + Z · (KijD1 −D1Kji) + Z · (KjiD1 −D1Kji) + Z · (D3Kji −KijD3).
(b) K′ij(W )≤2 = Z+ Z ·Kij + Z ·Kji.
Proof. Since Dˆ(W{ij}) is the free product of three copies of Dˆ(W{i}), it is a free Z-module (this
also follows from by Lemmas 7.6 and 7.13). In particular, Dˆ(W{i,j})≤3 is a free Z-module with
a basis 1, D1, D2, D3, DaDb, DaDbD6−a−b, DaDbDa for all distinct a, b ∈ {1, 2, 3}, that is, each
x ∈ Dˆ(W{i,j})≤3 can be uniquely written as
(7.28) x = a0 +
3∑
ℓ=1
aℓDℓ +
∑
a,b∈{1,2,3},a 6=b
(fa,bDaDb + ga,bDaDbD6−a−b + ha,bDaDbDa) ,
where all ak, fa,b, ga,b, ha,b are integers.
Let us show first that dk(x) = 0 for some x in (7.28) and some k ∈ {1, 2, 3} implies that then
hk,b = 0 for b ∈ {1, 2, 3} \ {k}.
Indeed, dk(DaDb) = δk,aDb+δk,bsk(Da), dk(DaDbDc) = dk(DaDb)Dc+δk,cDaDb = δk,aDbDc+
δk,bsk(Da)Dc + δk,csk(DaDb). Therefore, dk(x) = ak +
∑
a 6=b
(fa,b(δk,aDb + δk,bsk(Da))
+
∑
a 6=b
ga,b(δk,aDbD6−k−b + δk,bsk(Da)D6−a−k + δk,6−a−bsk(DaDb))
+
∑
a 6=b
ha,b(δk,aDbDk + sk(DkDb) + δk,bsk(Da)Da)
Taking into account that
(7.29) sk(Da) =

1−Dk if a = k
D6−a−k if k ∈ {1, 3}, a 6= k
1−D6−a−k if k = 2, a 6= k
we see that dk(x) =
∑
b6=k
hk,b(DbDk +DkD6−k−b) + · · · , where · · · stand for the linear combination
of monomials not containing Dk. Thus, dk = 0 implies hk,b = 0 for b ∈ {1, 2, 3} \ {k}. In particular,
dk(x) = 0 for k = 1, 2, 3 implies that ha,b = 0 for all distinct a, b ∈ {1, 2, 3}.
Based on the above computations, using (7.29) again we obtain for k ∈ {1, 2, 3}:
dk(x) = ak +
∑
a 6=b
(fa,b(δk,aDb + δk,bsk(Da))
+
∑
a 6=b
ga,b(δk,aDbD6−k−b + δk,bsk(Da)D6−a−k + δk,6−a−bsk(DaDb))
= z +
∑
b6=k
gk,bDbD6−k−b +
∑
a 6=k
ga,ksk(Da)D6−a−k +
∑
a,b:6−a−b=k
ga,bsk(Da)sk(Db)
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= z′ +
∑
b6=k
gk,bDbD6−k−b +
∑
a 6=k
ga,k(1− δk,2)D6−a−kD6−a−k +
∑
a,b:6−a−b=k
ga,bD6−a−kD6−b−k
= z′′ +
∑
b6=k
gk,bDbD6−k−b +
∑
a,b:6−a−b=k
ga,bDbDa
for some z, z′, z′′ ∈ Dˆ(W{i,j})≤1. Thus, fixing k
′, k′′ such that {k, k′, k′′} = {1, 2, 3}, we obtain:
dk(x) = gk,k′Dk′Dk′′ + gk,k′′Dk′′Dk′ + gk′,k′′Dk′′Dk′ + gk′′,k′Dk′Dk′′ + z
′′ .
Since z′′ ∈ Dˆ(W{i,j})≤1, the equations dk(x) = 0 for k = 1, 2, 3 imply that gk,k′ + gk′′,k′ = 0 for
each permutation (k, k′, k′′) of {1, 2, 3}.
Thus, (7.28) with dk(x) = 0 for k = 1, 2, 3 becomes
(7.30) x = y + g1,2(D1D2D3 −D3D2D1) + g1,3(D1D3D2 −D2D3D1) + g2,1(D2D1D3 −D3D1D2)
for some y ∈ Dˆ(W{i,j})≤2. Note that: D1Kji = D1D3D1−D1D2D3,KijD1 = D1D3D1−D3D2D1,
D1Kij = D1D3 −D1D2D1 −D1D3D2 +D1D2, D3Kji = D3D1 −D3D1D2 −D3D2D3 +D3D2 ,
KjiD1 = D3D1 −D1D2D1 −D2D3D1 +D2D1, KijD3 = D1D3 −D2D1D3 −D3D2D3 +D2D3 ,
which, in particular, imply that D1D2D3 −D3D2D1 = KijD1 −D1Kji = −(KjiD3 −D3Kij ,
D1D3D2 −D2D3D1 = KjiD1 −D1Kji +D1D2 −D2D1 +D1D3 −D3D1 ,
D2D1D3 −D3D1D2 = D3Kji −KijD3 +D2D3 −D3D2 +D1D3 −D3D1 .
Thus, (7.30) becomes:
x ∈ Dˆ(W{i,j})≤2 + Z · (KijD1 −D1Kji) + Z · (KjiD1 −D1Kji) + Z · (D3Kji −KijD3)
Note that KijD1−D1Kji, KjiD1−D1Kji and D3Kji−KijD3 belong to K′ij(W ). This proves (a).
Prove (b). Repeating the argument from the proof of (a), we see that Dˆ(W{i,j})≤2 is a free
Z-module with a basis 1, D1, D2, D3, DaDb, for all distinct a, b ∈ {1, 2, 3}, that is, each x ∈
Dˆ(W{i,j})≤2 can be uniquely written as
(7.31) x = a0 +
3∑
ℓ=1
aℓDℓ +
∑
a,b∈{1,2,3},a 6=b
fa,bDaDb ,
where all ak, fa,b are integers.
Using the argument from the proof of (a) and (7.29) we obtain for k ∈ {1, 2, 3}:
dk(x) = ak +
∑
a 6=b
(fa,b(δk,aDb + δk,bsk(Da)) = ak +
∑
b6=k
fk,bDb +
∑
a 6=k
fa,ksk(Da)
Thus, fixing k′, k′′ such that {k, k′, k′′} = {1, 2, 3}, we obtain
dk(x) = ak +
fk,k′Dk′ + fk,k′′Dk′′ + fk′,kDk′′ + fk′′,kDk′ if k ∈ {1, 3}fk,k′Dk′ + fk,k′′Dk′′ + fk′,k(1−Dk′′ ) + fk′′,k(1−Dk′) if k = 2 .
Thus, dk(x) = 0 for k = 1, 2, 3 imply that a1 = a3 = 0, f12+ f31 = 0, f13+ f21 = 0, f12+ f31 = 0,
f31 + f23 = 0, f32 + f13 = 0, a2 + f12 + f32 = 0.
Therefore, x = a0 + f13Kij + f31Kji. This proves (b).
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The lemma is proved. 
To finish the proof of Proposition 7.40(b), it suffices to show that K′ij(W ) = Z + Kij(W ) for
mij = 3. We already have the inclusion Z +Kij(W ) ⊂ K′ij(W ) by (7.27). To show the opposite
inclusion note that Lemma 7.41 implies that K′ij(W ) is a Z-submodule of Dˆ(W{ij}) generated by
1, Kij , Kji, K˜ij = KijDi − DiKji = −(KjiDj − DjKij) = −K˜ji, K˜ ′ij = KjiDi − DiKji, and
K˜ ′ji = KijDj −DjKij .
Thus, to prove the inclusion K′ij(W ) ⊂ Z+Kij(W ) it suffices to show that
(7.32) {wKijw
−1, wK˜ijw
−1, wK˜ijw
−1} ⊂ Dˆ(W{ij})
for each w ∈ W{ij}.
Note that Q
(1,1,1)
ij = Kij , Q
(1,1,1)
ji = Kji in the notation of Proposition 7.20(a). Thus,
siKijsi = sjKijsj = Kji, siKjisi = sjKjisj = Kij
by Proposition 7.20(a), which implies that Kij ,Kji ∈ Kij(W ). Also
siK˜ijsi = Kji(1−si−Di)−(1−si−Di)Kij = Kji(1−Di)−(1−Di)Kij = Kji−Kij−K˜
′
ij ∈ Dˆ(W{ij})
because Kjisi − siKij = 0. In particular, siK˜ ′ijsi = Kij −Kji − K˜ij ∈ Dˆ(W{ij}).
Furthermore,
sjK˜ijsj = KjisjDisj − sjDisjKij = K˜
′′
ij ∈ Dˆ(W{ij}) ,
sjK˜
′
ijsj = KijsjDisj − sjDisjKji = K˜
′′
ji ∈ Dˆ(W{ij})
where we abbreviated K˜ ′′ij = KjiDij −DijKij . Finally,
siK˜
′′
ijsi = KijsiDijsi − siDijsiKji = KijDj −DjKji = K˜
′
ij ∈ Dˆ(W{ij})
sjK˜
′′
ijsj = KijsjDijsj − sjDijsjKji = KijDi −DiKji = K˜ij ∈ Dˆ(W{ij}) .
This proves the inclusions (7.32). Thus, K′ij(W ) = Z+Kij(W ). Together with Lemma 7.41 this
finishes the proof of Proposition 7.40(b).
Proposition 7.40 is proved. 
Proof of Theorem 1.25. In the assumptions of Theorem 1.25, suppose that mij = 3 and let
K ′ij ∈ Hˆ(W ) denote K
′
ij = −DjsiDj + siDjDi +DiDjsi + siDjsi. Clearly,
K ′ijsi = −DjDij +Dij(1 −Di − si) +DiDj + siDj = DiDj −DjDij +DiDij +Dij = Kij
in the notation of Proposition 7.40. We also abbreviate K ′ij := Kij = DiDj − DjDi whenever
mij = 2.
Thus, H(W ) is the quotient of Hˆ(W ) by the ideal generated by K ′ij for all distinct i, j ∈ I
Theorem 1.25 is proved. 
Therefore, Theorem 1.3 is proved. 
Proof of Proposition 1.6 and Theorem 1.9. Since Sn is simply-laced, H(Sn) is covered by
Theorem 1.25. Then Theorem 1.22 guarantees the factorization of H(Sn).
Also the first assertion of Theorem 1.33 for W = Sn, k = Z[q, q
−1] coincides with the assertion
of Theorem 1.9.
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Proposition 1.6 and Theorem 1.9 are proved. 
Proof of Proposition 1.31. In the proof of Proposition 7.17, we established that D(W ) =
Dˆ(W )/〈K(W )〉 for any Coxeter group W , where
(7.33) K(W ) =
∑
w∈W,i,j∈I:i6=j
wKij(W )w
−1 =
∑
i,j∈I:i6=j,w∈W{i,j}
wKij(W )w
−1
by Lemma 7.19, where W {i,j} = {w ∈W | ℓ(wsi) = ℓ(w) + 1, ℓ(wsj) = ℓ(w) + 1}.
Now suppose that W is simply-laced, i.e., mij ∈ {0, 2, 3}. Then, in view Proposition 7.40, the
equation (7.33) reads
(7.34) K(W ) =
∑
i,j∈I:i6=j,w∈W{i,j}
wKij(W )w
−1
For each compatible pair (s, s′) ∈ S × S define an element Ks,s′ ∈ Hˆ(W ) by
Ks,s′ :=

0 if ms,s′ = 0
DsDs′ −Ds′Ds if ms,s′ = 2
DsDs′ −Dss′sDs −Ds′Dss′s +Dss′s if ms,s′ = 3
in the notation of Proposition 1.31. Since wDiw
−1 = Dwsiw−1 whenever ℓ(wsi) = ℓ(w) + 1 by
(7.13), in each of these cases, one has, in the notation of Proposition 7.40, Ks,s′ = wKijw
−1 for
some distinct i, j ∈ I, w ∈ W {i,j}.
Therefore, for each simply-laced Coxeter group W , (7.34) reads:
K(W ) =
∑
i,j∈I:i6=j,w∈W{i,j}
wKs,s′(W ) ,
where the summation is over all compatible pairs (s, s′) ∈ S × S. The proposition is proved. 
Proof of Proposition 1.7. LetW = Sn and let s = (i, j), s
′ = (k, ℓ), 1 ≤ i < j ≤ n, 1 ≤ k < ℓ ≤ n
be distinct transpositions in Sn.
• Clearly, ms,s′ = 2, i.e., s′s = s′s iff {i, j} ∩ {k, ℓ} = ∅; then (s, s′) is compatible.
• Clearly, ms,s′ = 3 iff either i = k or j = ℓ or j = k or i = ℓ; then (s, s
′) is compatible precisely
in the last two cases.
Finally, this characterization of compatible pairs in Sn and Proposition 1.31 finish the proof. 
7.8. Action on Laurent polynomials and verification of Conjecture 1.40. Let QI be the
field of fractions of the Laurent polynomial ring LI = Z[ti, i ∈ I]. So QI is a purely transcendental
field generated by ti, i ∈ I. Since LI is a group ring of ZI = ⊕i∈IZαi, then the natural reflection
action of W on ZI (si(αj) = αj − aijαi) extends to a W -action on QI by automorphisms.
Proposition 7.42. For any Coxeter group W the assignments Di 7→
1
1−ti
(1 − si), si 7→ si, i ∈
I, define a homomorphism of algebras pˆW : Hˆ(W ) → QI ⋊ ZW . Under this homomorphism,
pˆW (Kij(W )) = {0} whenever mij ∈ {0, 2, 3}.
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Proof. It suffices to verify only relations involving Di’s. Indeed, let us abbreviate τi =
1
1−ti
and
Di := τi(1− si) ∈ QI ⋊ ZW . Taking into account that siτisi =
1
1−t−1i
= 1− τi, we obtain
D2i = τi(1−si)τi(1−si) = (τ
2
i −τisiτi)(1−si) = (τ
2
i −τi(1−τi)·si)(1−si) = (τ
2
i +τi(1−τi))(1−si) = Di
for i ∈ I. Furthermore, let us verify linear braid relations in Hˆ(W ), which we write in the form
wDiw
−1 = Di′ whenever wsiw
−1 = si′ and ℓ(wsi) = ℓ(w) + 1. Indeed, for such i, i
′ and w one has
wtiw
−1 = w(ti) = ti′ therefore, wDiw
−1 = wτi(1− si)w−1 = τi′(1− si′) = Di′ .
This proves the first assertion of the proposition.
Let us prove the second assertion.
Indeed, if mij = 0, then Kij(W ) = {0} and we have nothing to prove.
If mij = 2, then, according to Proposition 7.40(a), Kij(W ) = Z ·Kij , where Kij = DiDj−DjDi.
Clearly, in this case, sisj = sjsi, sitj = tjsi hence siτj = τjsi, therefore,
DiDj = τi(1 − si)τj(1− sj) = τj(1 − sj)τi(1− si) = DjDi ,
i.e., pˆW (Kij(W )) = 0.
Let now mij = 3. Then, according to Proposition 7.40(b), Kij(W ) = Z · Kij + Z · Kji, where
Kij = DiDj −DjDij −DijDi + Dij , and Dij = siDjsi = sjDisj . Thus, it suffices to show that
pˆW (Kij) = 0.
Indeed, pˆW (Kij) = DiDj −DjDij −DijDi +Dij , where Dij = τij(1 − sij), and τij = siτjsi =
sjτisj =
1
1−titj
, sij = sisjsi = sjτisj . Let us compute:
DiDj = τi(1− si)τj(1− sj) = τi(τj − τijsi)(1 − sj) = τiτj(1− sj)− τiτij(si − sisj) ,
DjDij = τj(1− sj)τij(1− sij) = τj(τij − τisj)(1 − sij) = τjτij(1− sij)− τiτj(sj − sisj) ,
DijDi = τij(1− sij)τi(1− si) = τij(τi − (1− τj)sij)(1− si) = τijτi(1− si)− τij(1− τj)(sij − sisj) .
Therefore, pˆW (Kij) = τi(τj − τijsi)(1 − sj) = τiτj(1− sj)− τiτij(si − sisj)− τjτij(1 − sij)
+τiτj(sj − sisj)− τijτi(1− si) + τij(1 − τj)(sij − sisj) + τij(1 − sij)
= kij − τiτjsj − τiτij(si − sisj) + τjτijsij + τiτj(sj − sisj) + τijτisi + τij(1− τj)(sij − sisj)− τijsij
= kij − kijsisj ,
where kij = τiτj − τjτij − τijτi + τij . Thus, pˆW (Kij) = 0 because kij = 0. This finishes the proof
of the second assertion of the proposition.
The proposition is proved. 
Verification of Conjecture 1.40 in the simply-laced case. The following is an immediate
corollary of Proposition 7.42.
Corollary 7.43. Suppose that W is a simply-laced Coxeter group, i.e., mij ∈ {0, 2, 3} for i, j ∈ I.
Then, in the notation of Proposition 7.42, the assignments Di 7→
1
1−ti
(1− si), si 7→ si, i ∈ I, define
a homomorphism of algebras pW : H(W )→ QI ⋊ ZW .
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Note that QI⋊ZW naturally acts on QI via (tw)(t′) = t ·w(t′) for t, t′ ∈ QI , w ∈W . Composing
this with pW gives an action of H(W ) on QI , under which LI is invariant and both QI and LI are
module algebras over Hˆ(W ).
For W simply-laced this, taken together with Corollary 7.43 defines a structure of a module
algebra over H(W ) on QI , so that LI is a module subalgebra. This verifies Conjecture 1.40 for all
simply-laced Coxeter groups W because the above action of H(W ) on LI coincides with the one
given by (1.4). 
Proof of Proposition 1.13. Let W = Sn, so that I = {1, . . . , n − 1} and LI = Z[t
±1
1 , . . . , t
±1
n−1].
Also denote Pn := Z[x1, . . . , xn] and let Qn be the field of fractions of Pn. We identify QI with
the subfield of Qn generated by ti =
xi
xi+1
, i = 1, . . . , n− 1. We have a natural Sn-action on Qn by
permutations so that its restriction to QI coincides with the natural Sn-action on QI . In particular,
this defines a natural action of QI ⋊ZSn on Qn via (tw)(x) = t ·w(x) for t ∈ QI , x ∈ Qn, w ∈ Sn.
For W = Sn this, taken together with Corollary 7.43 defines a structure of a module algebra over
H(Sn) on Qn, so that Pn is a module subalgebra. This proves Proposition 1.13 because the above
action coincides with the one given by (1.4). 
8. Appendix: deformed semidirect products
For readers’ convenience, in this section we state relevant results about deformations of cross
products, see also [18] and the forthcoming joint paper of Yury Bazlov with the first author [3].
Throughout this section, we fix a commutative ring R. Let A and B be associative unital R-
algebras and let Ψ : B ⊗A→ A⊗B be an R-linear map (all tensor products are over R).
Define a (potentially non-associative) multiplication on A⊗B
(a′ ⊗ b)(a⊗ b′) = a′Ψ(b⊗ a)b′
for all a, a′ ∈ A, b, b′ ∈ B and denote the resulting algebra by A⊗ΨB. Clearly, A⊗ 1 and 1⊗B are
(associative) subalgebras of A⊗Ψ B by (8.1).
The following is well-known (see e.g., [15, Theorem 7.2.3]).
Lemma 8.1. Let A and B be associative R-algebras and let Ψ : B⊗A→ A⊗B be a R-linear map.
Then the algebra A⊗Ψ B is an associative R-algebra with the unit 1⊗ 1 iff
(8.1) Ψ(1⊗ a) = a⊗ 1, Ψ(b⊗ 1) = 1⊗ b
for all a ∈ A, b ∈ B and the following diagrams are commutative:
(8.2)
B ⊗A⊗A
(1⊗Ψ)◦(Ψ⊗1)
−−−−−−−−−→ A⊗A⊗By1⊗mA mA⊗1y
B ⊗A
Ψ
−−−−→ A⊗B
,
B ⊗B ⊗A
(Ψ⊗1)◦(1⊗Ψ)
−−−−−−−−−→ A⊗B ⊗BymB⊗1 1⊗mBy
B ⊗A
Ψ
−−−−→ A⊗B
.
where mA (resp. mB) is the multiplication map A⊗A→ A (resp. B ⊗B → B).
64 A. BERENSTEIN and D. KAZHDAN
We will say that A⊗Ψ B is left associative (resp. right associative) if the first (resp. the second)
diagram (8.2) is commutative. According to Lemma 8.1, A⊗ΨB is an associative R-algebra iff it is
both left and right associative and (8.1) holds. In particular, taking B = RW , whereW is a monoid
acting on A by R-linear endomorphisms and Ψ : RW ⊗A→ A⊗RW given by Ψ(w⊗a) = w(a)⊗w,
w ∈ W , a ∈ A, we recover the following well-known result.
Corollary 8.2. (semidirect product) Let W be a monoid, A be an R-algebra with W -action by R-
linear endomorphisms. Then the space A⊗ RW is an associative R-algebra with the product given
by (a′ ⊗ w)(a⊗ w′) = a′ · w(a) ⊗ ww′ for all a, a′ ∈ A, w,w′ ∈ W .
For each R-module V denote by T (V ) its tensor algebra ⊕n≥0V ⊗n.
Proposition 8.3. In the assumptions of Lemma 8.1 suppose that A = T (V ) for some R-module V .
Then for any R-linear map µ : B⊗V → T (V )⊗B there exists a unique Ψµ : B⊗T (V )→ T (V )⊗B
such that T (V )⊗Ψµ B is left associative, the second condition (8.1) holds, and Ψ
µ|B⊗V = µ.
Proof. Define Ψµ :=
⊕
n≥0
Ψ(n), where Ψ(n) is an R-linear map B ⊗ V ⊗n → T (V )⊗B given by
• Ψ(0)(b⊗ 1) = 1⊗ b for all b ∈ B.
• Ψ(n) = µn ◦ · · · ◦ µ1 for n ≥ 1, where µi : T (V )⊗i−1 ⊗B ⊗ V ⊗n+1−i → T (V )⊗i ⊗B ⊗ V ⊗n−i is
given by µi = 1⊗ · · · ⊗ 1⊗ µ⊗ 1⊗ · · · ⊗ 1.
Taking into account that V ⊗m ⊗ V ⊗n = V ⊗m+n for m,n ≥ 0, we immediately obtain
Ψ(m+n) = (µm+n ◦ · · · ◦ µm+1) ◦ (µm ◦ · · · ◦ µ1) = (1⊗Ψ
(n)) ◦ (Ψ(m) ⊗ 1)
which implies that Ψµ = (mT (V )⊗1)◦(1⊗Ψ
µ)◦(Ψµ⊗1) i.e., the following diagram is commutative.
B ⊗ T (V )⊗ T (V )
(1⊗Ψµ)◦(Ψµ⊗1)
−−−−−−−−−−−→ T (V )⊗ T (V )⊗By1⊗mT (V ) mT (V )⊗1y
B ⊗ T (V )
Ψµ
−−−−→ T (V )⊗B
.
The above diagram is the first diagram (8.2) for A = T (V ), hence, T (V )⊗ΨµB is left associative.
Clearly, Ψµ is uniquely determined by the assumptions of the proposition.
The proposition is proved. 
Proposition 8.4. Let V be an R-module, B be an R-algebra, and µ : B ⊗ V → T (V ) ⊗ B be an
R-linear map. Then T (V )⊗Ψµ B is an associative R-algebra iff µ satisfies (for all x ∈ T (V )):
(8.3) µ(1⊗ x) = x⊗ 1
and the following diagram is commutative:
(8.4)
B ⊗B ⊗ V
(Ψµ⊗1)◦(1⊗µ)
−−−−−−−−−→ T (V )⊗B ⊗BymB⊗1 1⊗mBy
B ⊗ T (V )
Ψµ
−−−−→ T (V )⊗B
.
Proof. We need the following result.
Hecke-Hopf algebras 65
Lemma 8.5. In the assumptions of Proposition 8.4, commutativity of (8.4) implies that the fol-
lowing diagram is commutative for all n ≥ 0.
(8.5)
B ⊗B ⊗ V ⊗n
(Ψµ⊗1)◦(1⊗Ψµ)
−−−−−−−−−−−→ T (V )⊗B ⊗BymB⊗1 1⊗mBy
B ⊗ V ⊗n
Ψµ
−−−−→ T (V )⊗B
.
Proof. We proceed by induction in n. If n = 0, 1, the assertion is obvious. Suppose that n ≥ 2.
Tensoring the commutative diagram (8.5) for V ⊗n−1 with V from the right and then horizontally
composing with the commutative diagram (8.4) (which is tensored with T (V ) from the left), followed
by the multiplications T (V )⊗ T (V )→ T (V ) and B ⊗B → B, we obtain a commutative diagram:
B ⊗B ⊗ V ⊗n −−−−→ T (V )⊗B ⊗B ⊗ V −−−−→ T (V )⊗ T (V )⊗B ⊗B
mT (V )
−−−−→ T (V )⊗B ⊗BymB⊗1 1⊗mB⊗1y y1⊗1⊗mB y1⊗mB
B ⊗ V ⊗n −−−−→ T (V )⊗B ⊗ V −−−−→ T (V )⊗ T (V )⊗B
mT (V )
−−−−→ T (V )⊗B
.
Finally, left associativity of T (V )⊗ΨµB, i.e., commutativity of the first diagram (8.2) established in
Proposition 8.3 for A = T (V ) implies that the composition of top (resp. bottom) horizontal arrows
in the above diagram is (Ψµ ⊗ 1) ◦ (1 ⊗Ψµ) (resp. Ψµ). This finishes the proof of the lemma. 
Clearly, commutativity of (8.5) for all n ≥ 0 is equivalent to commutativity of the second diagram
(8.2) with A = T (V ), i.e., to the right associativity of T (V )⊗Ψµ B. Finally, since Ψµ|B⊗V = µ, the
condition (8.3) coincides with the first condition of (8.1) with A = T (V ), Ψ = Ψµ.
The proposition is proved. 
For each R-linear map µ : B ⊗ V → T (V ) ⊗ B consider the category Cµ whose objects are
associative R-algebras A generated by B and V such that:
• b · v =mA ◦ µ(v ⊗ b) for all b ∈ B, v ∈ V ;
• The assignment b 7→ 1 · b is a (not necessarily injective) algebra homomorphism ιA : B → A;
morphisms are surjective algebra homomorphisms f : A։ A′ such that ιA′ = f ◦ιA, ιA′,V = f ◦ιA,V ,
where ιA′′,V stands for the natural (not necessarily injective) R-linear map V → A′′.
Clearly, Cµ is a partially ordered set with a unique maximal element Aµ, i.e., for any A ∈ Cµ one
has a surjective algebra homomorphism Aµ ։ A. It is also clear that Aµ is the quotient of the free
product T (V ) ∗B by the ideal Iµ generated by all elements of the form
(8.6) b ∗ v − j(µ(b ⊗ v))
for all b ∈ B, v ∈ V , where j : V ⊗B →֒ T (V ) ∗B is a natural embedding given by j(v′⊗ b′) = v′ ∗ b′
for all b′ ∈ B, v′ ∈ V .
For any (associative or not) ring A denote by JA the left ideal generated by all elements of the
form ra,b,c = a(bc) − (ab)c, a, b, c ∈ A. The identity a · rb,c,d + ra,b,c · d = rab,c,d − ra,bc,d + ra,b,cd
for a, b, c, d ∈ R implies that JA is also a right ideal. Then denote A := A/JA. Clearly, A is
associative and is universal in the sense that for any surjective homomorphism A։ A′ where A′ is
an associative ring there is a surjective homomorphism A։ A′.
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Theorem 8.6. For any (unital associative) R-algebra B, an R-module V and an R-linear map
µ : B⊗V → T (V )⊗B one has T (V )⊗Ψµ B = Aµ. In particular, Aµ = T (V )⊗ΨµB iff T (V )⊗ΨµB
is associative, i.e., iff the diagram (8.4) is commutative and (8.3) holds.
Proof. Denote A′µ = T (V )⊗Ψµ B and by πµ the structural homomorphism T (V ) ⊗Ψµ B ։ A
′
µ.
Clearly, A′µ is an R-algebra and:
• A′µ is generated by V and B.
• b · v =mA′µ ◦ µ(v ⊗ b) for all b ∈ B, v ∈ V .
• The assignment b 7→ πµ(1 ⊗ b) is an algebra homomorphism B → A′µ.
Therefore, A′µ is an object of the category Cµ and thus one has a canonical surjective algebra
homomorphism π′µ : Aµ ։ A
′
µ. On the other hand, universality of A
′
µ implies that there is a
canonical surjective R-algebra algebra homomorphism A′µ ։ Aµ. Thus, π
′
µ is an isomorphism,
hence it is the identity, i.e., A′µ = Aµ.
The theorem is proved. 
In some cases conditions (8.3) and (8.4) can be simplified. The following is immediate consequence
of Proposition 8.4.
Corollary 8.7. Let V be an R-module, B be an R-algebra, and let µ : B ⊗ V → T (V ) ⊗ B be
given by µ = ν + β, where ν : B ⊗ V → V ⊗ B and β : B ⊗ V → B are R-linear maps. Then
Aµ = T (V )⊗B as an R-module iff the following conditions hold.
• ν ◦ (mB ⊗ IdV ) = (IdB ⊗mB) ◦ (ν ⊗ IdB) ◦ (IdB ⊗ ν) in HomR(B ⊗B ⊗ V, V ⊗ B).
• β ◦ (mB ⊗ IdV ) =mB ◦ (IdB ⊗ β) +mB ◦ (β ⊗ IdB) ◦ (IdB ⊗ ν) in HomR(B ⊗B ⊗ V,B).
• ν(1 ⊗ v) = v ⊗ 1 for all v ∈ V .
We conclude with the discussion of factorizable (in the sense of Lemma 8.1) algebras with B =
RW , the linearization of a monoid W , so that RW is naturally an algebra over R.
Proposition 8.8. Suppose that H is an R-algebra which factors as H = D · RW over R, where
W is a monoid and both RW and D are subalgebra of H (i.e., the multiplication map defines an
isomorphism of R-modules D ⊗ RW −˜→H). Then for each g, h ∈ W there exists an R-linear map
∂g,h : D→ D such that:
(8.7) gx =
∑
w∈W
∂g,w(x)w
for all g ∈W , x ∈ D.
Moreover, the family {∂g,h} satisfies: ∂g,h(xy) =
∑
w∈W
∂g,w(x)∂w,h(y) for all g, h ∈ W , x, y ∈ D
and ∂gh,w(x) =
∑
w1,w2∈W :w1w2=w
∂g,w1(∂h,w2(x)) for all g, h, w ∈W , x ∈ D.
Proof. Indeed, the existence and uniqueness of follows from the factorization of H, i.e., that H is
a free left D-module with the basis W . To prove the second assertion, note that
gxy =
∑
w∈W
∂g,w(x)wy =
∑
w∈W
∂g,w(x)
(∑
h∈W
∂w,h(y)h
)
=
∑
h∈W
(∑
w∈W
∂g,w(x)∂w,h(y)
)
h
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for g ∈ W , x, y ∈ D and
ghx =
∑
w2∈W
g∂h,w2(x)w2 =
∑
w2∈W
( ∑
w1∈W
∂g,w1(∂h,w2(x))w1
)
w2 =
∑
w1,w2∈W
∂g,w1(∂h,w2(x))w1w2
for g, h ∈W , x ∈ D. The proposition is proved. 
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