We assess the effect of ITC in a global growth model, -DEMETER-1CCS -with learning
INTRODUCTION
Until recently, most economic assessments of climate-change policies neglected effects on economic performance through policy-induced technological development. This omission was in some ways not surprising, given the substantial gap in the understanding of determinants for both the level and direction of technological change. Although analysis of technological change induced by prices changes in factors of demand has been made as early as the 1960s (e.g. Kennedy 1964 ), it was not until the 1990s that the topic attracted wide debate.
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In recent years, a stream of so-called endogenous-growth models have been developed, describing cumulative knowledge as a major determinant of long-term economic growth (Aghion and Howitt, 1992; Mankiw, 1995) . Environmental economics has applied insights from the macro-economic literature on aggregate growth to build theoretic models of innovation in relation to environmental policy (Gradus and Smulders, 1993; Smulders, 1995, 1996; Verdier, 1995; Beltratti, 1997; Smulders, 1999; Goulder and Mathai, 2000; Carraro et al, 2003; Smulders and de Nooij, 2003; Nakada, 2004) . Notably, there have been wide applications of these insights to economic models that assess the interplay between energy use, climate change, climate policy and technological change (Carraro and Galeotti, 1997; Goulder and Schneider, 1999; Nordhaus, 2002; Manne and Richels, 2002; van der Zwaan et al, 2002; van der Zwaan, 2003, 2004; Buonanno et al, 2003; Popp, 2004; Lise, 2005) .
Analysis of this kind commonly fi nds the inclusion of technical change decreases costs of emission reductions. How substantial these cost reductions are, compared to an analysis without induced technological change (ITC), remains a subject for debate (Fischer and Morgenstern, 2003; Goulder, 2004) . Some authors suggest that ITC substantially cuts costs (Manne and Richels, 2002, Gerlagh and or even renders a double dividend by having positive impact on both income and the environment (Carraro and Galeotti, 1997) . In contrast, the others are more pessimistic and claim that ITC has a relatively small impact relative to that of factor substitutions for a given technology (Goulder and Schneider, 1999; Nordhaus, 2002) . This paper contributes to the latter literature, assessing the effect of ITC in a global growth model with learning-by-doing, where energy savings, energy transition, and carbon capturing and sequestration (CCS) form the main options for emissions reductions. We specifi cally assess the required investments portfolio in fossil fuel, non-carbon energy sources and CCS to reach various stabilization targets, and its relation to enhanced learning.
The outlay of the paper is as follows. In Section 2, we present our model, DEMETER-1CCS. It is a growth model with learning-by-doing for fossil fuels and non-carbon energy, containing a decarbonisation option through CCS, and a simple climate module. The model is an extension of the DEMETER model used widely for climate change policy analysis (van der Zwaan et al, 2002; van der Zwaan, 2003, 2004; . This section presents the primary equations. Welfare and profi t functions and fi rst order conditions are given in the appendix. Section 3 briefl y elaborates on the calibration issues. In Section 4, we present and discuss calculations for a benchmark and various stabilization scenarios. Section 5 draws conclusions.
DEMETER-1CCS: MODEL STRUCTURE
The DEMETER model has featured in a number of publications (van der Zwaan et al, 2002; Gerlagh and van der Zwaan, 2003; . The model presented here extends the DE-METER-1 model with a description of carbon capturing and sequestration. The model has 30 distinct time periods of fi ve years, each denoted by t=1,…,30. The model distinguishes one representative consumer, three representative producers (also referred to as sectors) and a public agent that can set emission taxes to reduce carbon dioxide emissions. Producers of the fi nal good or consumption good, of energy based on fossil-fuel technology and of energy based on carbon-free technology are denoted by superscripts j=C,F,N, respectively. The fi nal good is produced by sector j=C, where output is denoted by Y C . The same good is used for consumption, investments I in all three sectors and for operation and maintenance M (as usually distinguished in energy models, cf. McDonald and Schrattenholzer, 2001 ) in both energy sectors j=F,N (1). We also distinguish a separate carbon capture and storage (CCS) activity for which investments and maintenance are required. We assume there is one representative consumer who maximizes welfare subject to a budget constraint (2), where W is total welfare, ρ is the pure time preference and C t / L t is consumption per capita. For the three sectors, we assume a representative producer who maximizes profi ts subject to production constraints (6)- (12) , and carbon-free energy, Y t N at price µ t N (3). For the non-carbon energy producers, profi ts are equal to the value of output minus investments and maintenance costs (4). For the fossil fuel energy producer, the cash fl ows equation (4) is adjusted to account for additional costs of investments and maintenance for CCS, and for the carbon tax levied on emissions (5).
To describe production, DEMETER-1CCS accounts for technology that is embodied in capital installed in previous periods. It therefore distinguishes between production that uses the vintages of previous periods, and production that uses the newest vintage for which the capital stock has been installed in the directly preceding period. The input and output variables, as well as prices, associated with the most recent vintages are denoted by tildes (~). For every vintage, the production of the fi nal good uses a capital-labor composite, Z One part of production employs the new vintage, the other part employs the old capital stock that carries over from the previous period. All fl ows, output, use of energy, labor, and the output of emissions are differentiated between old and new vintages. The input/output fl ow in period t is equal to the corresponding fl ow for the new vintage, plus the corresponding fl ow for the old capital stock of the previous period, times a depreciation factor (1-δ), 1 (9), (10), (11), and (12).
Both energy producers, the fossil fuel sector, j=F, and the non-fossil fuel sector, j=N, are treated almost symmetrically. The only difference is in the costs and the option for fossil-fuel energy producers to decarbonize through carbon capturing and storage. We fi rst describe the production process for the non-fossil fuel sector. Production of energy, Ỹ t j (j=F,N), requires investments I j t-1 (in the previous period) and maintenance costs, M t j , see (10), (13), (14), (15), and (16). Each new vintage with output Ỹ t j requires a certain effort, measured through the variable Q, which is proportional to investments (one period ahead) and maintenance costs (13), where the variable h t j is a measure of technology variable over 1. Though the vintage structure is an important extension with respect to many other global integrated assessment models, it is still limited in the sense that the model does not distinguish between capital with low depreciation rate (e.g. electricity plants) and capital with high depreciation rate (e.g. personal cars). All capital stocks have an expected lifetime of 1/δ (15 years), and an average capital age of slightly below 1/2δ, due to the higher share of young vintages in a growing economy. time, and a j and b j measure the constant investment and maintenance share in production costs.
We assume that knowledge is a public good that is non-rival and nonexclusive. Thus fi rms will not internalize the positive spill-over effects from their investments in their prices. Hence, the productivity parameter h t j is treated as exogenous by the fi rms, and the individual fi rms are confronted with constant returns to scale. Profi t maximization of (4) subject to (10), (13), (14), (15), and (16) gives zero profi ts. First order conditions are listed in the appendix.
Energy production based on fossil fuels can be confronted with a carbon tax levied on carbon dioxide emissions, and producers can choose to decarbonize energy through CCS. Carbon dioxide emissions, Em t , are proportional to the carbon content of fossil fuels, denoted by ε t F , but part of emissions, CCSR, is captured through a carbon capturing and storage activity (17). The variable CCSR can be understood as the carbon capturing and sequestration ratio. When convenient, we use the acronym CCS for the carbon capturing and storage activity, measured in metric tons of carbon, and CCSR for the ratio of emissions prevented through this activity. The tildes on top of the variable denote that emission intensities are vintage specifi c. Alternatively, we can interpret the CCSR variable in a broader perspective as a broad decarbonization measure, where ε t F is the carbon intensity of a benchmark fuel mix that is optimal without carbon tax, and CCSR includes all activities that reduce carbon dioxide emissions including fuel-switching options.
Similar to the production of energy described above, the carbon capturing and sequestration process is described through an effort variable Q t CCS , which is assumed a second order polynomial function of the share of carbon that is captured and sequestered:
Investments and maintenance costs are described through the same equations as for the production process: (14), (15), and (16). The quadratic costs curve implies that the amount of carbon that is captured and not emitted is linear in the carbon tax.
Technological Change
The DEMETER-1CCS model incorporates various insights from the bottom-up literature that stress the importance of internalizing learning-by-doing effects in climate change analyses. Energy production costs decrease as the experience increases through the installation of new energy vintages. In this version of DEMETER, the endogenous modeling of learning-by-doing is limited to the energy sectors; we have not included learning effects for overall productivity and energy effi ciency. Thus, A t 1 and A t 2 as employed in (6) are exogenously determined by a benchmark (business as usual) growth path.
For energy production and CCS, the variable h t j measures the state of technology. More specifi cally, it defi nes the costs of one unit of output Ỹ t F as compared to potential long-term costs. For example, h t j =2 means that one unit of energy output of sector j costs twice as much investments and maintenance as compared to the situation in the far future when learning effect reaches its maximum value.
To capture the process of gaining experience and a decreasing value of h t j , we introduce the variable X t that represents experience; it represents accumulated installed new capacity (vintage) at the beginning of period t. For energy production, the new capacity is equal to the output of the new vintage (19). For carbon capturing and sequestration, the new capacity is the amount of emissions prevented (20). Furthermore, we use a scaling function that returns the value for h t j as dependent on cumulative experience at the beginning of the period, X t j (21). Our scaling function satisfi es ∂h t j /∂X t j ≤0, that is, production costs decrease as experience increases, and we assume h t j =1 for X t j →∞ that is, production costs converge to a strictly positive fl oor price (minimum amount of input associated with maximum learning effect) given by the levels of a ∞ j and b ∞ j . Finally, we assume a constant learning rate for technologies at the beginning of the learning curve (that is, for small values of X), captured by the power d j . This means that, initially, production costs decrease by a factor 2 -dj =(1-lr), where lr is the so-called learning rate, for every doubling of installed capacity. Such decreases have been observed empirically for a large range of different technologies (IEA/ OECD, 2000) .
Climate Change
Emissions are included in the model through equations (12) and (17). The carbon cycle and climate change dynamics are included by linking emissions to atmospheric, upper ocean, and lower ocean CO 2 storage, and ocean and global average surface temperature, following the RICE model (Nordhaus and Boyer 2000) .
CALIBRATION AND DATA FOR NUMERICAL ANALYSIS
For all parameters but for CCS, an extensive discussion on calibration issues can be found in earlier papers on the DEMETER 1 model (van der Zwaan et al, 2002; Gerlagh and van der Zwaan, 2003; .
2 Here we confi ne ourselves to the parameters that affect CCS. CCS costs consist of three parts: capturing of carbon, that is the separation and compression, its transport, and its storage. For a fossil fuel fi red electricity plant, capturing carbon form the major share of total costs. For this process, only limited commercial experience is available and the range of costs quoted in the literature is large, dependent on specifi c capture technology and the power plant. However, the capture technology part in CCS systems is similar to more common technologies used for sulphur and nitrous oxides removal from fl ue gases. Worldwide, the costs of applying these technologies have decreased considerably over the past decades (Rubin et al, 2004a and 2004b) and learning rates for capital costs of 11% and 12% were found. As DEMETER does not differentiate between carbon capture and storage, we assume that CCS as one process will have approximately the same technological progress characteristics with a 10% learning rate.
3 Still, application of the learning rate requires an estimation of the initial level of cumulative experience and the initial costs per ton of carbon. To estimate initial cumulative experience, we consider existing carbon dioxide storage e.g. the Sleipner project (0.2-0.3 MtC/yr), the Weyburn project (1-2 MtC/yr) and West Texas (5-10 MtC/yr), and assume that experience has cumulated to about 20 MtC/ yr of CCS capacity installed.
Some applications of CCS can increase the output of oil fi elds, and this option leads to low-cost opportunities. Therefore, in the fi rst period, we assume that some CCS activities are employable at net costs of around 10 $/tC avoided. When CCS is employed at larger scale, it is assumed that costs increase to 150$/tC ITC in a Global Growth-Climate Model / 61 2. In Gerlagh and van der an extensive sensitivity analysis is carried out with respect to most parameters. It was found that the value for the substitution elasticicty between both capital-labour and energy services (0.4) was of minor importance to the results, while costs of stabilization targets were shown to be sensitive with respect to changes in the substitution elasticity between conventional and renewable energy sources (3.0). Also, the learning rate for non-carbon energy sources turned out a crucial parameter for many of the results. The real interest rate (5 per cent annually) has been shown to be important for the timing of emission reductions, but not for other features.
3. Two comments to note here. First, note the 10% learning rate for CCS in contrast to the assumed 20% learning rate for both fossil fuels and non-carbon energy production. We notice, however, that due to the very large initial stock of cumulated fossil fuel capacity, for fossil fuel energy production, the effective learning is very modest. Second, for CCS we assume a floor price of 10% of costs in the first period. That is, future costs of CCS can decrease by 90% compared to the costs in the first period, keeping all other things equal. In all simulations, cost never fall below 35% of first-period costs. In this sense, the floor price has no effect on results. See also for details explaining how the choice of floor price for non-carbon energy has very limited effect on results.
if CCS is applied to all fossil fuel electricity generation, about one third of total energy demand in primary energy equivalents. 4 For the intermediate range, we assume the amount of CCS applied is linear in the carbon tax. These values imply that the application of a full-cost CCS system typically adds some 2-5 cent/kWh to the costs of electricity. In our main analysis, we also assume CCS can be extended to the non-electricity sector at linearly increasing marginal costs per amount of carbon captured. We thus implicitly include hydrogen from fossil fuels as an option for transportation fuels, and a switch to electric-based heating as another option. In the appendix, we show results under the alternative assumption where CCS is physically and/or economically infeasible outside the electricity sector.
SIMULATION RESULTS
In this section, we report on the model results of emission stabilization scenarios and how they vary with and without endogenous technological change. The overall objective of this part is to analyze the impact of technological change on crucial economic variables like gross world product (GWP), consumption, and investment strategies, that is the composition of the portfolio of technologies subject to emission stabilization scenarios. Due to limited space, we cannot elaborate on a full sensitivity analysis or parameter study. We refer to and for a discussion on sensitivity of results with respect to various parameters, including the elasticity of substitution between the fossil fuel and non-carbon energy source and the learning rates.
We have run fi ve scenarios, one baseline or 'business as usual' (BAU) scenario in which climate change policy is assumed absent, and four stabilization scenarios in which atmospheric CO 2 concentrations are stabilized at 550, 500, 450, and 400 ppmv (Figure 1 ). Given the inertia of the energy system, e.g. due to past investments in capital for fossil fuel production and fossil fuel combustion, even a very stringent climate change policy does not cause emissions to drop to zero immediately. Even when emissions immediately fall (Figure 2 ), the inertia of the climate system makes it impossible not to overshoot the 400 ppmv target. Therefore, for the 400 ppmv scenario, we require the atmospheric stabilization target to be binding from 2100 onwards. Consequently, in the last decades of the 21st century, emissions fall short of the steady state level that is consistent with a stable 400 ppmv concentrations, and can increase somewhat from 2100 onwards.
From Figure 2 , we also notice that the timing of emission reductions is relatively independent of the endogeneity of technological change. ITC leads to a fall in future abatement costs because of decreasing costs for non-carbon energy sources and CCS options, and such would be consistent with a delay in abatement. On the other hand, the benefi cial learning spill-over effect from early abatement justi-fi es early action. The numerical results suggest that these two forces are about in balance. 5 It turns out that the vintages, structure of production is more important from the timing perspective. One has to wait for new vintages of capital that are either less energy intensive or based on carbon-poor energy sources, before emissions can drop. Consequently, emission reductions are somewhat delayed. Also, as we know from the literature, the discount rate employed will have a certain effect on timing. Goulder and Mathai (2000) , is that the modeling of R&D implies a delay in abatement in contrast to learning by doing. We need to understand, however, that this result depends on the assumption that the R&D knowledge stock is cumulated over time, only to be used in a distant future, whereas learning by doing is associated with immediate abatement. In a second-best model where R&D is only carried out when innovations pay off in the short term, it is unclear whether ITC will imply an advance or a delay of abatement.
The model recognizes three basic mechanisms for emissions reduction: energy savings, a transition towards renewables, and carbon capturing and sequestration of fossil fuels. The latter two options both contribute to a decarbonisation of the energy system. Figure 3 compares energy savings and decarbonization of energy in one chart. The fi gure shows that, for the fi rst decades (one marker per 20 years), both options are equally important. But over time, the curve bends to the left, signifying that energy decarbonisation becomes a more important mechanism. Figure 4 zooms in on the contribution of CCS on emission reductions; it portrays the annual amount of carbon captured and sequestered. After comparison of this fi gure with the emissions in Figure 2 , we see that CCS substantially contributes to the emission reduction effort. Figure 5 presents the costs of stabilization in terms of loss of Gross World Product (GWP) relative to the baseline scenario, while Figure 6 shows the costs in terms of loss of consumption. Comparing the two fi gures, an outstanding result is that consumption losses exceed GWP losses by about factor 2. The reason for this is that a stabilization policy substitutes investments for consumption (Figure 7) . Carbon capturing and sequestration requires substantial investments (Figure 9 ), which counts as part of production so that it does not lead to a decrease in output, but it goes at the cost of consumption. Investments in fossil fuel energy supply decrease under a stabilization policy (Figure 8 ), but this is more than offset by increased investments in non-carbon energy sources (Figure 10 ). Not only are non-carbon energy sources more expensive then fossil fuels, but they also require a larger share of investments compared to maintenance costs.
Another conclusion we can draw from Figure 5 and Figure 6 is that, fi rst, ITC reduces costs by about factor 2, but these benefi ts only materialize after some decades. 6 The fi rst twenty years, from 2000 to 2020, ITC has almost no effect on costs, but thereafter, the extra investments in CCS and non-carbon energy sources start to pay off, when they have contributed to an increase in knowledge, and consequently, to lower energy costs. By 2100, in all four stabilization scenarios, under ITC, GWP is almost unaffected or is even increased compared to the baseline. In the two most-stringent stabilization scenarios, investments in technological change clearly start to pay off as consumption losses decrease during the second half of the 21st century. 6. For an extensive comment on the level of the costs of stabilization compared to other models, see Gerlagh and van der Zwaan (2003, p.40) .
Figure 6. Loss of Consumption Compared to BAU
When we specifi cally look at the implications of ITC on the investment strategy, we fi nd limited effects only. Basically, investments in fossil fuels under ITC exceed the levels without ITC (Figure 8 ). The obvious reason is that ITC leads to an increase in costs of fossil fuels because of the foregone learning when the economy substitutes away from fossil fuels. On the other hand, because ITC reduces the costs of CCS and non-carbon energy sources, investments can slightly fall (Figure 9 and Figure 10 ). The changes brought about by ITC are, however, insubstantial compared to the signifi cance of the stabilization target, especially in earlier decades. On the aggregate level, emission reductions require an increase in investments, and ITC slightly softens this need (Figure 7 ). 
CONCLUSION
In this paper, we developed a global growth model with learning-by-doing for fossil fuel energy supply, non-fossil fuel energy supply, and CCS. The results obtained from assessment of the implications of ITC on output, consumption, and investments using this model suggest that ITC does not substantially affect climate stabilization strategy. Regardless of technology adjustments, it remains unchanged that, to bring about large reductions in carbon dioxide fi rst requires substantial energy savings, applying CCS to fossil fuels and a move away from fossil fuels towards alternative energy sources. The recognition of ITC, however, has drastic implications to the costs of climate stabilization policies. When acknowledging that technologies respond to the economic incentives induced by policy, long-term costs of emissions reductions come down substantially. Viewing climate stabilization as a pillar towards the goal of sustainable development in the long-run horizon, the cost of transition into a low-carbon economy need not be a lasting burden on global economic growth.
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APPENDIX 1. CONSTRAINTS ON CCS
In the main text, we extend the CCS option outside the 35% share of energy (in primary energy equivalents) typical for electricity. Here we present the results when we assume that CCS can be applied only to 35% of total fossil fuel energy production. In general, results hold constant under this assumption. The timing of emissions reductions and the investment strategy remains relatively independent of the endogeneity of technological change. ITC reduces costs by approximately a factor of two in the long term. The graphs specifi cally addressing the contribution of CCS to emission reductions, however, change substantially. Figure 11 shows a strong decrease in CCS activities for the more stringent atmospheric targets, compared to the scenarios where CCS is constrained to 35% of fossil fuel energy production (Figure 4) . Remarkably, the maximum fl ow of carbon captured and stored is lower under the more stringent targets compared to the less stringent scenarios. This result may seem counter-intuitive at fi rst glance. However, it can be reasoned as follows: the lower the atmospheric target, the lower the share of fossil fuels in the energy mix, and the earlier CCS reaches its maximum level of 35% of total fossil fuel energy supply. Due to the constraint, investments in CCS also drop, compared to the central scenarios (Figure 12 vs. Figure 9 ). 
First Order Conditions
Welfare optimization gives the Ramsey rule as a fi rst-order-condition for consumption, (22), where β t is the price deprecation factor from period t to t+1. Maximizing net profi ts (3), subject to the constraints (6)- (12) 
w t j = (1 -δ) β t w j t+1 
respectively, where the Lagrange variable of (16), τ t is the shadow price for Ẽ m t and the Lagrange variable for (12), which has the same value as the Lagrange variable for (17).
