Abstract. We study the smoothness and the singularities of the solution to Fredholm and Volterra integral equations of the second kind on a bounded interval. The kernel of the integral operator may have diagonal and boundary singularities, information about them is given through certain estimates. The weighted spaces of smooth functions with boundary singularities containing the solution of the integral equation are described. Examples show that the results cannot be improved.
1. Introduction, formulation of main results, comments 1.1. Introduction. It is well understood how a diagonal singularity of the kernel of an integral equation of the second kind generates boundary singularities of the solution (more precisely, of the derivatives of the solution). The case of one dimensional Fredholm integral equations has been analysed in [1] , [6] [7] [8] [9] [10] , [14] , [18] [19] [20] , [23, 24] , the case of Volterra integral equations in [2] [3] [4] [5] , [13] and the case of multidimensional integral equations in [11, 15, 17, 21, 22] . In the present paper, we examine a more complicated situation for the integral equation where K(x, y) is a C m -smooth kernel on ((a, b) × (a, b)) \diag which, in addition to a diagonal singularity (a singularity as y → x), may have different boundary singularities (singularities as y → a, y → b, x → a or x → b). Here −∞ < a < b < ∞, diag = diag(R 2 ) = {(x, y) ∈ R 2 : x = y}.
To formulate the results of the paper, we first characterise more precisely the possible diagonal and boundary singularities of the kernel and introduce the classes of weighted spaces of C m -smooth functions on (a, b) to which a solution of equation (1.1) occurs to belong. Without proofs, a formulation of main results of Sections 1.4, 1.6 and 1.7 of the present paper is given also in [16] . Moreover, [16] contains a formulation of some results about integral equations on a system of intervals not included into the present paper.
Classes of kernels.
We denote R = (−∞, ∞), R + = [0, ∞), Z = {. . . , −1, 0, 1, 2, . . .}, Z + = {0, 1, 2, . . .}. By c, c , c 1 etc. we denote generic constants that may have different values by different occurrances; we write c K if we want to point out that the constant may depend on the kernel K. Under the conditions ν < 1, λ < min{1, 1 − ν}, µ < min{1, 1 − ν}, a kernel K ∈ W m,ν;λ,µ is still at most weakly singular in the sense that 
for s, t ∈ R, define the following weight functions on (a, b):
, in the vicinities of a and b we have, respectively,
where 0 < c 1 < c 2 < ∞. Similar relations hold for w s,t (x). For s, t ∈ R, we introduce the following two Banach spaces:
We introduce also the following standard spaces of continuous functions: U C(a, b) is the closed subspace of BC(a, b) that consists of uniformly continuous functions on (a, b), equipped with the same supremum norm .
Clearly, a continuous function u on (a, b) has a continuous extension to [a, b] if and only if u is uniformly continuous on (a, b). This enables to identify the spaces U C(a, b) and C [a, b] . (a, b) ). Moreover, it follows by the Arzela Lemma that the imbeddings
are compact for m ≥ 1, s < 1, t < 1.
Main results.
For the sake of a comparison, we first formulate a known result (Theorem 1.1). Namely, the singularities of a solution to equation (1.1) are well understood in the case of kernels K ∈ W m,ν , the result reads as follows (see [22] [23] [24] ).
The main results of this paper concern equation (1.1) with kernels from the classes W m,ν;λ,µ and W m,ν;λ,µ .
Assume that equation (1.1) has a solution u ∈ C [a, b] . Then the following is true:
For ν ∈ Z, claim (i) occurs to be wrong. In the following theorem we strengthen the condition on the kernel.
, f ∈ C m,ν+λ,ν+µ (a, b) with the parameters satisfying (1.8), and let u ∈ C[a, b] be a solution of equation (1.1). Then u ∈ C m,ν+λ,ν+µ (a, b).
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A. Pedas and G. Vainikko Remark 1.5. We have not assumed the uniqueness of the solution u in Theorems 1.1-1.3. With f = 0, these theorems can be applied to characterise the singularities of eigenfunctions of the operator T K corresponding to nonzero eigenvalues. Recurrently, Theorem 1.1-1.3 are applicable also to generalised eigenfunctions. Thus we obtain, e.g., the following result from Theorem 1.
1.5. Proof ideas for the main results. For the proof of Theorems 1.2 and 1.3, we will use the technique of compact operators, see Lemmas 1.6-1.9 below. Note that for 0 ≤ ν < 1, Theorem 1.1 is a consequence of Theorems 1.2 (i) and 1.3 with λ = 0, µ = 0, so we obtain a new proof of Theorem 1.1 in this case.
Lemma 1.6. Let E and F be Banach spaces such that E ⊂ F densely and continuously, i.e., E is dense in F and u F ≤ c u E for every u ∈ E. Let T be a linear operator in F that maps E into E and, moreover, let T : E → E and T : F → F be compact. Assume that the equation u = T u + f with a given f ∈ E has a solution u ∈ F . Then u ∈ E.
This Lemma follows from the Fredholm theory for compact operators; see [24] for a detailed proof. The claim of the Lemma is clear in the case where the homogenous eqation u = T u has only the trivial solution u = 0. But we avoid this assumption in order to have a possibility to tackle the smoothness properties of eigenfunctions of the integral operator T K , see Remark 1.5.
For the proof of Theorems 1.2 and 1.3 we use Lemma 1.6 with F = C[a, b] and either E = C m,ν+λ,ν+µ (a, b) or E = C m,ν+λ,ν+µ (a, b). Due to (1.7), (1.8), the corresponding imbeddings E ⊂ F are continuous, even compact; these imbeddings are also dense since
with parameters ν, λ, µ that satisfy
and is compact between these spaces.
In the sequel, there will be many quotings to Lemma 1.7, not only in the proof of Theorems 1.2 and 1.3 but also in the proof of Lemmas 1.8 and 1.9.
) with parameters m, ν, λ, µ satisfying (1.8). Then the following is true:
Theorem 1.2 immediately follows from Lemmas 1.6-1.8, whereas Theorem 1.3 follows from Lemmas 1.6, 1.7 and 1.9. The proof of Lemma 1.7 is elementary and it is presented in Section 2. The proof of Lemmas 1.8 and 1.9 is a more serious task, we present it in the course of Sections 3-5. 
is suitable whereas in the case of arbitrary λ and µ, the weighted space
−µ + dy may be used; here λ + = max{λ, 0}, µ + = max{µ, 0}.
Application to Volterra equations. The Volterra integral equation
can be considered as the Fredholm integral equation (1.1) in which K(x, y) = 0 for a < x < y < b.
have sense for such kernels and Theorems 1.1-1.3 hold for equation (1.11) . These results can be specified if f (x) has no singularity at x = b and K(x, y) has no singularity at y = b, since then also the solution u(x) of (1.11) has no singularity at x = b. Denote = a,b = {(x, y) : a < y < x ≤ b} and introduce the following classes of kernels for equation (1.11) : W m,ν ( ) consists of m times continuously differentiable functions K on that satisfy there for all k, l, k + l ≤ m, the inequality (1.2); W m,ν;λ ( ) consists of m times continuously differentiable functions K on that satisfy there for all k, l, k + l ≤ m, the inequality 12) and lim y→x ∂ ∂x
We modify also the weighted spaces:
respectively. The specifications of Theorems 1.1-1.3 read as follows.
where m ≥ 1, ν < 1. Then equation (1.11) has a unique solution and it belongs to C m,ν (a, b].
) has a unique solution u and the following is true:
) has a unique solution and it belongs to C m,ν+λ (a, b]. Theorem 1.11 is known, see [5] where even a nonlinear problem has been considered. Theorems 1.12 and 1.13 are consequences of Theorems 1.2 and 1.3 and a prolongation argument. Namely, we first extend f from (a, b] to (a, b + δ], 0 < δ < b−a m , using the reflection formula (see, e.g., [12] ) 13) where d j are chosen so that the C m -smooth joining happens at x = b:
(1.14)
Using (1.13), (1.14) we also extend K from a,b to a,b+δ along the lines y −a = γ(x − a), 0 < γ < 1. The extension procedure preserves f in C m,ν (a, b + δ] and K in W m,ν;λ ( a,b+δ ) or in the corresponding -labelled classes. After that we apply Theorems 1.2 and 1.3 to the prolonged problem (1.11) for a < x < b + δ to be sure that no singularity of the solution at x = b appears.
1.7. Boundary singularities of the kernels with respect to x and y. The kernel classes W m,ν;λ,µ and W m,ν;λ,µ admit boundary singularities of K(x, y) with respect to y but not with respect to x. Here we demonstrate how to treat the integral equations with kernels that have boundary singularities with respect to both arguments. For the brevity we confine ourselves to the problem 
This is an equation of type (1.1) with the kernel K(x, y) = K(x, y)(y −a)
−µ 1 which has boundary singularities only with respect to y. Moreover, K ∈ W m,ν;λ,µ implies K ∈ W m,ν;λ+λ 1 ,µ+µ 1 , so we may apply Theorem 1.2 to
From (1.16), (1.18), (1.19) we can determine the boundary singularities of the solution u to equation (1.15) . Also Theorem 1.3 can be applied to equation (1.17) assuming that K ∈ W m,ν;λ+λ 1 ,µ+µ 1 ; for λ 1 ≤ 0, µ 1 ≤ 0, this inclusion is a consequence of the inclusion K ∈ W m,ν;λ,µ .
Similarly, the Volterra integral equation
can be reduced to equation of the type (1.11) with the kernel K(x, y) = K(x, y)(y − a) −λ 1 of the class W m,ν;λ+λ 1 ( ), and Theorems 1.12 and 1.13 can be applied.
Compactness of T
Here we prove Lemma 1.7. To this end, we first establish an estimate for the integrals of the type
Lemma 2.1. Let K satisfy the conditions of Lemma 1.7. Then for any
where in case ν = 0 the parameter ε ∈ (0, min{1 − λ, 1 − µ}) may be chosen arbitrarily and c ε = c ε,b−a = sup 0<r≤b−a r ε (1 + | log r|).
Proof. Introduce a cutting function σ ∈ C[a, b] with the properties
We prove (2.3); the second inequality, (2.4), follows by the symmetry argument. We treat the cases ν < 0, ν = 0 and 0 < ν < 1 separately.
In the case ν < 0 we have κ ν (|x − y|) ≡ 1, and for x ∈ [a, b],
and (2.3) follows.
In the case 0 < ν < 1 we have κ ν (|x − y|)= |x − y| −ν , and for x ∈ [a, b],
If λ ≤ 0 we can continue
where the constant c is independent of x. If λ > 0 we use the well known inequality st ≤
where the constant c is independent of x ∈ [a, b]. This completes the proof of (2.3) in the case 0 < ν < 1.
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and obtain (2.3) for ν = 0 from the case 0 < ν < 1.
Proof of Lemma 1.7. Having inequality (2.1), the proof of Lemma 1.7 is a simple task. First of all, (2.1) with
and introduce for n = 1, 2, . . . the kernels 
and is bounded between these spaces. (The difference with Lemma 1.7 is in the relaxed continuity condition.) Remark 2.3. Assume (1.9) with ν < 1, λ < 1, µ < 1 (but not necessarily ν + λ < 1, ν + µ < 1 as in (1.10)). Then for a < x < b, In the proof of Lemmas 1.8 and 1.9 we use simplified norms of C m,s,t (a, b) and C m,s,t (a, b) which are equivalent to the basic norms (1.5) and (1.6).
where x 0 is a fixed point of (a, b), e.g.,
The proof is straightforward and omitted. Introduce the seminorms BC(a, b) .
Proof. These claims are obvious consequences of Lemmas 3.2 and 3.3.
Differentiation of weakly singular integrals
First we recall a well known result about the closedness of the graph of the differentiation operator.
The following differentiation result is also known at least partly, see [22] [23] [24] . We equip it with an elementary proof based on Lemma 4.1. 
Integral Equations
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We took into account that
With the help of (4.1) we find that g(x, y)dy is continuously differentiable on (a, b) and (4.2) holds for it.
We are ready to derive a formula for the differentiation of T K u. Assume that K satifies the conditions of Lemma 1.8, i.e.,
and take an arbitrary function
Denote by k ≥ 0 be the greatest integer that is less than 1 − ν, i.e.,
where [1 − ν] is the integer part of 1 − ν. In particular, k = 0 in the most interestig cases where 0 ≤ ν < 1. We assume now that m > k (as we will see, the case m ≤ k is trivial). Due to condition (1.3) with l = 0, the kernel ∂ ∂x k K(x, y) is still weakly singular and we may compute
we take a cutting function τ ∈ C m [0, ∞) that satisfies (2.5). Fix an arbitrary point x ∈ (a, b) and denote r = The singularity at x = y is cut off in the first integral on r.h.s., and we may apply we obtain
Differentiating the product of functions by the Leibnitz rule, taking the result at point x = x but writing again x instead of x , we arrive at the formula
a < x < b , where
Let us summarise the result. Let us multiply both sides of (4.6) by the weight function w m+ν+λ−1,m+ν+µ−1 corresponding to
The result can be written in the form
is the differentiation operator and
3)
The proof of Lemmas 1.8 (i) and 1.9 can be reduced to the study of the mapping properties of T j and S j . In (5.1), w j+ν+λ−1,j+ν+µ−1 (y) = 1 for j = 0 and
Recall that the imbedding C m,ν+λ,ν+µ (a, b) ⊂ C[a, b] is compact. Taking into account also Lemmas 3.2 and 3.4 we observe that in order to prove the compactness of the operator T K in C m,ν+λ,ν+µ (a, b), it is sufficient to establish that
In the sequel we realise (5.4), (5.5) for ν / ∈ Z but for ν ∈ Z we slightly modify the program: while T 0 occurs to be unbounded in BC(a, b) for ν ∈ Z in general, we prove that under condition K ∈ W m,ν;λ,µ , neverteless,
To prove Lemma 1.8 (ii), we have to examine T K also in the space C m,ν+λ,ν+µ (a, b). To do this we multiply (4.6) by w m+ν+λ−1,m+ν+µ−1 obtaining the formulae quite similar to (5.1)-(5.3): everywhere the weight functions w j+ν+λ−1,j+ν+µ−1 are replaced by their counterparts w j+ν+λ−1,j+ν+µ−1 . We denote the corresponding integral operators by T j , S j , j = 0, . . . , m. We realise the program like (5.4), (5.5) for T j , S j , j = 0, . . . , m, this time without any exception.
Then the operators S j and S j , j = 1, . . . , m − k , are compact in the space BC(a, b) , i.e., (5.5) holds true (independently of whether ν ∈ Z or ν / ∈ Z). Further, the operator S 0 is bounded in BC(a, b) if ν / ∈ Z (and may be unbounded for ν ∈ Z) whereas the operator S 0 is bounded in BC(a, b) independently of ν.
If
Proof. Denote by H j the kernel of the integral operator
For j = 1, . . . , m − k we check that H j is weakly singular and obtain (5.5) on the basis of of Lemma 1.7. The order of derivatives of K involved in H j is m−j, and those have a continuous extension to ([a, b] × (a, b)) \diag for j ≥ 1, hence the same property has H j . Estimate (1.3) yields
To separate the boundary singularities, introduce the operators S 
In the sequel we confine us to the examining of H − j (x, y), j = 0, . . . , m − k . ¿From definition of k (see (4.5)) we observe that ν + k = 0 for ν ∈ Z and 0 < ν + k < 1 for ν / ∈ Z, thus κ ν+k (|x − y|) has at most a weak singularity on the diagonal,
⊂ (a, b). In this subinterval, the quantities ρ(x) and ρ(y) are of the same order, namely,
Hence similar relations hold for the weight functions: with some positive constants c 1 and c 2 ,
Depending on the signs of m + ν + λ − 1 and j + ν + λ − 1, we have 6 cases to specify h
or, once more exploiting (5.6), |H
For the singularity orders we have (cf. (1.9), (1.10)) y) is a weakly singular kernel satisfying the conditions of Lemma 1.7, and by Lemma 1.7, S − j is a compact operator in the space BC(a, b).
Similarly as in case 1 we find that
−ε choosing a small ε > 0 so that still λ + ε < 1, λ + ν + ε < 1. Then the conclusions are similar to case 1: S − j is compact in the space BC(a, b).
Now the singularity parameters satisfy
and on the bases of Lemma 1.7 , for j ≥ 1 the operator S 
Due to (5.6), 1 + | log(y − a)| 1 + | log(x − a)|, and
1 + log |x − y| dy < ∞.
−λ−m+k +j = (x − a) k −λ that is same as in case 1, and
is compact in BC(a, b).
This is somewhat stronger estimate than in case 3 due to 1 + | log(y − a)| in the denominator. The conclusions are same as in case 3: for j ≥ 1, the operators S − j are compact and S − 0 is bounded in BC(a, b); now even in case ν ∈ Z we do not need the condition K ∈ W m,ν;λ,µ when S − 0 is treated.
In the present case the singularity parameters satisfy strict inequalities
is by Lemma 1.7 compact for j ≥ 1 and S − 0 is bounded (for ν ∈ Z as well as for ν / ∈ Z) . We completed the proof of claims of Lemma 5.1 concerning the operators S j . Now consider the operators S j having the kernels
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To claim (i). Fix an ε > 0 such that λ + ε < 1 and introduce the Banach space C 
