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It is widely believed that the breakdown of the Stokes-Einstein (SE) relation between the transla-
tional diffusivity and the shear viscosity in supercooled liquids is due to the development of dynamic
heterogeneity i.e. the presence of both slow and fast moving particles in the system. In this study
we directly calculate the distribution of the diffusivity for a model system for different temperatures
in the supercooled regime. We find that with decreasing temperature, the distribution evolves from
Gaussian to bimodal indicating that on the time scale of the typical relaxation time, mobile (fluid
like) and less mobile (solid like) particles in the system can be unambiguously identified. We also
show that less mobile particles obey the Stokes-Einstein relation even in the supercooled regime and
it is the mobile particles which show strong violation of the Stokes-Einstein relation in agreement
with the previous studies on different model glass forming systems. Motivated by some of the recent
studies where an ideal glass transition is proposed by randomly pinning some fraction of particles,
we then studied the SE breakdown as a function of random pinning concentration in our model sys-
tem. We showed that degree of SE breakdown increases quite dramatically with increasing pinning
concentration, thereby providing a new way to unravel the puzzles of SE violation in supercooled
liquids in greater details.
PACS numbers: 61.43.Fs
I. INTRODUCTION
Dynamic heterogeneity (DH), which simply means
multiple time scale relaxation processes in the system, is
ubiquitous in all glass forming liquids and even in gran-
ular materials and gels. In many proposed theories of
glass transition it is assumed without any explicit proof
that there exists a broad distribution of relaxation times
to explain many anomalous behaviours observed in su-
percooled liquids, e.g. breakdown of the Stokes-Einstein
(SE) relation. In normal liquids, the shear viscosity is
related to the translational diffusivity of a probe particle
via the Stokes-Einstein relation [1–3] (discussed later).
It has been shown extensively [4–17] that when a liq-
uid is supercooled, the measured self diffusivity becomes
much larger than the value predicted by the SE relation.
The shear viscosity is often substituted by the relaxation
time which is roughly proportional to each other in the
relevant temperature range (See ref.[18] for an in-depth
discussion on this issue). Phenomenological arguments
[4, 6] considering supercooled liquids to consist of mobile
“fluid-like” and less mobile “solid-like” regions, can ex-
plain naturally the decoupling between the translational
diffusion and the relaxation time. The average diffusivity
is predominantly determined by the “fluid like” regions
whereas the average relaxation time is dominated by the
“solid-like” regions.
The existence of transient clusters of mobile and less
mobile particles has been directly shown in many differ-
ent studies [19–22]. In [11], distributions of displacements
of particles were calculated for different densities for hard
sphere fluid at different time intervals. It was shown that
at large densities close to the glass transition density in
this model, the distributions of displacements of parti-
cles show appearance of bimodality. A suitable cut off
was then chosen to define the slow and fast particles in
the system. They were also able to show that slow parti-
cles were largely obeying the SE relation over the whole
density range studied and it is the fast particles which
strongly violates the SE relation.
However, sometimes, e.g., in the phenomenological
theories of SE breakdown, it is more natural to describe
DH in terms of a distribution of diffusivity and relax-
ation times rather than displacements of particles. There
are indirect evidences which support the existence of
such a distribution - for example, the universal expo-
nential tail in the Van Hove functions seen for many su-
percooled liquids [23]. Consider an extreme case where
the system has regions with two diffusivity - one for
“solid like” (D1 ) and the other for “fluid like” regions
(D2). Hence a distribution of diffusivity can be written
as p(D, t) = Aδ(D −D1) +Bδ(D −D2) where A and B
are fixed by the normalization condition and the amount
of solid like and fluid like regions. Now if we calculate
the van Hove correlation function as
Gs(x, t) =
∫
dD p(D, t) g(x|D, t), (1)
where g(x|D, t) = 1√
4piDt
exp
(
− x24Dt
)
, then one may
show that the van Hove function will have a long tail
and depending on the distribution of the p(D, t), the tail
2of the distribution can be either exponential or Gaussian
[24]. In general the exponential tail has been reported
[23] which, as mentioned in [24], might be due to the
small range of data.
Now from the distribution of particle displacements
one can calculate the distribution of diffusivity just by
defining D ∼ ∆r2/τ , where ∆r2 is the square of the dis-
placements of particles over some time interval τ . How-
ever, we feel that the distribution of diffusivity calcu-
lated from the van Hove functions is more generic and
robust. To substantiate our argument, lets take a sys-
tem where diffusion process is anisotropic e.g. diffusion
along microtubule in biological context [24] or diffusion
of tagged particles in nematic liquids [25]. Now on top
of diffusion, if these molecules or tagged particles experi-
ence an internal drift force (e.g. self propulsion) and one
tries to calculate the diffusivity from the displacement,
then the estimation of the diffusivity will be completely
wrong. On the contrary, the method mentioned here will
be free from these problems as the distribution of par-
ticle displacements along the anisotropic axis will have
a non-zero mean value and one can easily decouple the
over all drift of the system from the diffusion process and
can still extract the distribution of the diffusivity with-
out much difficulty. Although for isotropic systems both
the methods will give the same results, the latter will be
preferable in more general cases.
The key assumption in the method described here is
that the long time dynamics of glass-forming liquids can
be described by a superposition of diffusive processes.
This is justified by the following argument: previous
studies have shown that single particle trajectories in
glass forming liquids can be described as short time vibra-
tions inside cages with infrequent long time jumps due to
cage breaking and formation of new cages. Thus, single-
particle motion at long times and on a course grained
length scale of a cage can be considered as diffusion
among cages. We emphasize that particle displacements
may be described by diffusive processes only for time in-
tervals of the order of the time taken for the slope of the
mean square displacement (MSD) to reach its asymptotic
value 1, i.e. at least of the order of α relaxation times τα
(see Sec.III). Thus the distribution P (D, t) is meaning-
ful only for times greater than or equal to α relaxation
times. We also note that the van Hove function is time
dependent - having long time tail on the time scale of
α relaxation times (when glass-forming liquids typically
show maximum dynamical heterogeneity), but gradually
becoming Gaussian in the limit of infinite time. Conse-
quently the distribution of diffusivity must also be time
dependent : P (D, t) approaches a δ function asymptoti-
cally.
Our main aim in this study is to calculate directly this
distribution of the diffusivity from the simulation data
and thus understand the nature of DH. From the previous
discussion, one may expect that in deeply supercooled
liquids the distribution of diffusivity will be bimodal in
general. Our results unambiguously show that the distri-
bution of diffusivity indeed becomes bimodal below some
temperature. However, the bimodal nature of the dis-
tribution does not prove that particles are clustered to-
gether to form “solid like” and “fluid-like” regions. Hence
bimodality alone is not enough to justify the picture of
supercooled liquids being a sparse mixture of “fluid like”
and “solid like” regions. To test the existence of such
clusters, we employ another kind of numerical experi-
ment, where we probe the effect of random pinning on
the system dynamics.
Recent studies [26–36] on dynamics of supercooled liq-
uids in the presence of quenched disorder have shaded
some interesting lights on the puzzles of glass transition
including possible existence of ideal glass transition with
increasing disorder strength [31]. In most of the cases
the quenched disorder is introduced by randomly freez-
ing (pinning) some fraction of the particles in the system
and it was found that relaxation time τα increases dras-
tically with increasing pinning concentration. The effect
is so dramatic that in some simulation studies and sub-
sequent mean-field and renormalization group analyses
it was suggested that one can reach ideal glass state by
simply increasing pinning fraction [26, 29, 31]. These
studies have opened up a new avenue for exploring and
understanding the puzzles of glass transition from a com-
pletely different perspective. One of the main findings of
our study along these directions is the dramatic effect of
random pinning on the SE break down. We show that
the degree of SE breakdown can be very efficiently tuned
by introducing random pinning in these model systems.
Finally we argue from these observed effects of random
pins that slow and fast particles indeed cluster to form
“solid like” and “fluid like” regions in the system over
the time scale of relaxation time, τα.
The paper is organised as follows : first we specify
the simulation details and define the relevant quanti-
ties. Then we briefly explain the method used to extract
the distribution of diffusivity and relaxation time. This
methodology is then applied to a model supercooled liq-
uid to understand the origin of dynamic heterogeneity
and Stokes-Einstein breakdown. In the end we used ran-
dom pinning geometry to further strengthen our conclu-
sions reached from the analysis of distribution of diffu-
sivity and relaxation time.
II. SIMULATION DETAILS
In the present study, we analyzed the Kob-Andersen
binary mixture [40] as a prototype glass-forming liq-
uid. We performed NVT MD simulations using peri-
odic boundary conditions at the constant number density
N/V = 1.2, where N = 1024 was the system size and V
was the volume of the system. The units of length, en-
ergy and time were same as in Ref. [40]. Integration time
steps were δt = 0.005 (in reduced units). At each state
point, different quantities were averaged over 20 different
initial conditions, each run being at least 100 α relaxation
3times (defined in Sec. III) long.
III. DEFINITIONS
a. van Hove function : The van Hove func-
tion in one dimension is defined as G(x, t) =〈
1
N
∑N
i=1
∑N
j=1 δ (x− xj(t) + xi(0))
〉
, where xj(t) is the
x coordinate of the position vector ~rj(t) of the jth par-
ticle at time t and < . > implies averaging over time
origins. In the present study, we compute the self part of
the van Hove function (taking all particles) defined as
Gs(x, t) =
〈
1
N
N∑
i=1
δ (x− xi(t) + xi(0))
〉
(2)
b. Diffusivity (D∞) : The mean squared dis-
placement (MSD) is computed from
〈
∆r2(t)
〉
=〈∑N
i=1 [~ri(t)− ~ri(0)]2
〉
(averaging over both the species).
We denote the diffusivity computed from the long time
limit of the MSD using the Einstein relation as D∞ :
lim
t→∞
〈
∆r2(t)
〉
= 6D∞t (3)
c. Diffusivities for “solid-like” (Ds) and “fluid-like”
(Dl) particles : In the present study we identify sub-
sets of particles as less mobile or “solid-like” or slow and
more mobile or “fluid-like” or fast particles based on a
distribution of diffusivity (see Sec I and IV for details).
At low temperatures the distribution is multimodal and
the peak positions are used for estimating “solid-like”
and “fluid-like” diffusivities. At a given temperature, a
“fluid-like” diffusivity Dl is estimated from the positions
of the peak at higher diffusivity. Similarly a “solid-like”
diffusivity Ds is estimated from the position of the peak
at lower diffusivity. At the lowest three temperatures,
where additional shoulders appear, the position of the
dominant peak at lower diffusivity is taken to estimate
Ds.
d. τm, τl : From the MSD, we compute two time
scales τm and τl defined as the times when MSD at a
given temperature respectively becomes 0.50 and 1.00 (in
units of squared particle diameter σ2AA).
〈
∆r2(τm)
〉
/σ2AA = 0.50〈
∆r2(τl)
〉
/σ2AA = 1.00 (4)
e. Relaxation time, τα : α relaxation times are com-
puted from the decay of the overlap function. The over-
lap function Q(t) is a normalized two point correlation
function defined as [17]
Q(t) =
〈
1
N
N∑
i=1
w(|~ri(t)− ~ri(0)|)
〉
(5)
with w(x) = 1.0 for x < 0.30 and zero otherwise. The
summation is over all particles except for system with
frozen particles, where the summation is only over the
mobile particles and N is the number of such particles.
The 〈· · · 〉 indicates the averaging over time origin and
different statistically independent simulation runs. Then
τα is defined as
Q(τα) = 1/e (6)
f. Relaxation times for “solid-like” (τs) and “fluid-
like” (τl) particles: To calculate the α relaxation time of
the “solid-like” or slow and “fluid-like” or fast particles,
a suitable cut off is defined from the distribution of the
diffusivity calculated at τm. We choose the minimum of
the distribution which appears at Dτm ∼ 0.060 as the
obvious cut off to define the slow and fast particles. A
particle is defined to be slow if its squared displacement
is less than or equal to ∆r2 = 6Dτm ∼ 0.360 in time
t = τm, otherwise we define it as a fast particle. Once
a set of slow and fast particles are defined for one time
origin, we calculate the overlap function for slow [Qs(t)]
and fast [Ql(t)] particles as
Qs(t) =
〈
1
Ns
Ns∑
i=1
w(|~ri(t)− ~ri(0)|)
〉
Ql(t) =
〈
1
Nl
Nl∑
i=1
w(|~ri(t)− ~ri(0)|)
〉
, (7)
whereNs is the number of slow particles andNl = N−Ns
is the number of fast particles. Notice that the number
of slow and fast particles changes with different time ori-
gins and we then average all these correlation functions
calculated at different time origins to get the average cor-
relation function. The relaxation time τs or τl is then
calculated as Qs(τs) = 1/e and Ql(τl) = 1/e.
g. Stokes Einstein (SE) relation : The Stokes Ein-
stein relation connects the translational diffusivity DB
of a probe Brownian particle inside a viscous liquid to
the shear viscosity η of the liquid : DB = c
kBT
η , where
c is a constant whose value depends on the particle de-
tails and the boundary conditions and T is temperature.
In the present study, as often done in the literature, the
diffusivity of the probe particle is replaced by the self
diffusivity (D∞) of the liquid and the shear viscosity is
replaced by the α relaxation time τα. Thus, we consider
the following relation as the Stokes Einstein relation :
D∞ = c
kBT
τα
(8)
h. SE violation parameters : In many glass-forming
liquids, the SE relation breaks down at low temperatures.
The breakdown is characterized by a SE violation param-
eter θ(T ) defined as :
4θ(T ) =
D∞τα
T
(9)
In addition, we compute SE violation parameters with
the “solid-like” and “liquid-like” diffusivities as :
θs(T ) =
Dsτs
T
θl(T ) =
Dlτl
T
. (10)
i. Fractional SE relation and the breakdown expo-
nent w : At low temperatures, where the SE relation
D∞ ∝ τ−1α breaks down, many glass-forming liquids obey
a fractional SE relation [13, 39] :
D∞ ∝ τ−1+ωα (11)
where ω is denoted as the SE breakdown exponent. If
ω = 0, the SE relation holds. In general, 0 ≤ ω ≤ 1.
IV. DISTRIBUTION OF DIFFUSIVITY
Lets start with briefly describing the method used to
extract the distribution of diffusivity directly from the
self van Hove correlation function Gs(x, τ) using the it-
erative algorithm suggested in [41] and recently used in
[24] for diffusion processes in biological systems. We as-
sume that particle displacements are caused by diffusion
processes and there is a distribution of local diffusivity
p(D, τ). Then we can expressGs(x, τ) in terms of p(D, τ)
using Eq.1. Now given the Gs(x, τ), we calculate the dis-
tribution p(D, τ) following [41] as
pn+1(D, τ) = pn(D, τ)
∫ ∞
−∞
Gs(x, τ)
Gns (x, τ)
g(x|D)dx, (12)
where pn(D, τ) is the estimate of p(D, τ) in the nth iter-
ation with p0(D) = (1/Davg) exp(−D/Davg) and
Gns (x, τ) =
∫ D0
0
pn(D, τ) g(x|D) dD. (13)
We chooseDτ as our variable because in the studied tem-
perature range D changes by several orders of magnitude
whereas Dτ changes relatively modestly. Hence
Pn+1(Dτ, τ) = Pn(Dτ, τ)
∫ ∞
−∞
Gs(x, τ)
Gns (x, τ)
g(x|D)dx,
(14)
where p(D, τ)dD = P (Dτ, τ)d(Dτ).
We tested this iterative scheme first on a toy
model to check its convergence. We started
with a toy distribution defined as P (x) ≡
A exp
[−(x− µ1)2/2σ21] + B exp [−(x− µ2)2/2σ22]
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FIG. 1: The solid line shows the results of the iterative scheme
used to calculate the distribution of diffusivity (see text for
details) along with the original distribution shown as sym-
bols. The agreement is really encouraging and inset shows
the corresponding comparison for the van Hove correlation
functions.
with the parameters A,B, µ1, µ2, σ1, σ2 chosen by hand.
Then we calculated the toy van Hove correlation function
Gs(x, τ) using Eq.1, and used this as input to recalculate
the probability distribution P (Dτ) using Eq. 14. In
Fig. 1, we have compared the calculated distribution
P (Dτ) with the exact distribution. The agreement is
really good with moderate number of iterations. In the
inset of Fig.1, we have compared the van Hove function
obtained from the converged distribution of diffusivity
with the exact one. Here also the agreement is near
perfect. Note that the iterative scheme does not depend
at all on the initial guess distribution as long as it is
non-negative and normalizable.
V. DISTRIBUTION OF RELAXATION TIME
According to the criterion mentioned in the definition
section, we first define slow and fast particles and then
calculate their respective overlap correlation functions
Qs(t) and Ql(t). The distribution functions are then cal-
culated from these overlap functions using the following
integral relation,
e−(t/τα)
β
=
∫ ∞
0
e−t/τP (τ)dτ. (15)
where β is the stretching parameter and also known as
KWW exponent in glass literature. Since the long time
part of the overlap function Q(t) can be very well de-
scribed by stretched exponential form, one can try to ex-
tract the underlying distribution of relaxation time P (τ)
by inverting the above equation. Analytical solution for
this method is not directly available but some work along
5this line in [42] provides some useful insights and high-
lights difficulties associated with this problem. Here we
have extracted this distribution within the Gaussian ap-
proximation by optimizing the following cost function
χ2 =
1
n
n∑
i=1
[
Qν(ti)−
∫ ∞
0
e−ti/τP (τ)dτ
]2
(16)
with respect to the parameters of the P (τ). ν denotes
slow (s) or fast (l) particles index. We choose the follow-
ing functional form for P (τ)
P (τ) =
1
τ
√
2πσ
e−
(log(τ)−log(τ0))
2
2σ2 (17)
such that
∫∞
0
P (τ)dτ = 1.0. This is partly motivated by
Ref.[42], where the formal expression of the distribution
is written in terms of logarithm of the variable. So within
Gaussian approximation, it becomes log-normal in τ .
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FIG. 2: Plot of the stretched exponential function q(t) (filled
circles) as a function of time and the line is the corresponding
output from the optimization of cost function in Eq.16. Inset:
the comparison of the distribution of τ (filled circle) with the
solution obtained from the optimization procedure (see text
for details). The convergence of this optimization is very quick
and does not depend on the initial parameter value.
To check the convergence of this method to the cor-
rect solution, we first tested it on a toy problem where
we have generated a stretched exponential function q(t)
by using Eq.15 with a set of chosen values of τ0 and σ
and then performed the optimization of the cost func-
tion in Eq.16. In Fig.2, we show the convergence of this
optimization procedure for the toy function. The conver-
gence is quick and does not depend on the initial guess
values of the parameters, τ0 and σ. In the result sec-
tion we then use this optimization procedure to extract
the distribution of relaxation time associated with the
slow and fast particles i.e. P (τs) and P (τl) (see Results
section for further details).
10−2 10−1 100 101 102 103 104
10−4
10−3
10−2
10−1
100
t
<
∆ 
r2
>
 
 
10−2 100 102 104
0
0.5
1
1.5
2
t
sl
op
e
 
 
T = 0.450
T = 0.470
T = 0.500
T = 0.520
T = 0.550
T = 0.600
T = 0.700
T = 0.800
T = 1.000
y = 1
0.4 0.6 0.8 110
0
101
102
103
104
T
τ
 
 
<Q(τ)> = 1/e
<∆ r2(τ)> = 0.50
<∆ r2(τl)> = 1.00
(c)
(a)
(b)
FIG. 3: (a) Mean Squared displacement (MSD) for differ-
ent temperature with the horizontal line indicating the time
where mean squared displacement reaches 1.00 in reduced
units for different temperatures. The corresponding time is
denoted as τl here. Correspondingly τm is defined as the time
where the MSD goes to 0.50 in reduced units. (b) Compari-
son of the α-relaxation time τα with τm and τl (see text for
definitions). (c) Time dependence of the slope d ln<∆r
2(t)>
d ln t
of
the MSD at different temperatures.
VI. RESULTS
After establishing the rapid convergence of the itera-
tive scheme we tried to calculate the distribution of diffu-
sivity for a model glass forming liquid, the Kob-Andersen
binary mixture [40]. We calculated the self van Hove
functions at different temperatures for the times τm and
τl when the mean square displacement (MSD) [see panel
(a) of Fig.3] becomes half and one respectively in reduced
units. In the panel (b) of Fig.3, we have shown the
temperature dependence of these different time scales.
It is important to mention that τl is roughly the time
where the logarithmic time derivative of MSD with time
d ln〈∆r2(t)〉
d ln t becomes very close to 1.0 [see panel (c) of
Fig.3]. This is the time when the underlying relaxation
process can be well approximated by diffusion. We have
repeated our calculation at two different time scales just
to make sure that the outcome is not an artifact of doing
the calculation at somewhat shorter time scale τm close
to α relaxation times τα. Although τm is of the order of
τα, the temperature dependence of τm is different from
that of the α-relaxation time τα.
At this point we would like to justify our choice of us-
ing τm (or τl ) for analysis. We wanted to compare a
quantity (self van Hove function) which is a function of
displacement across different temperatures and a natural
choice is to have the mean squared displacement for these
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FIG. 4: Calculated distribution of diffusivity at times τm
for different temperatures. Notice the appearance of the bi-
modality in the distribution just below the onset tempera-
ture T = 1.00. Clear bimodal distribution in the supercooled
regime confirms that there are two different types of parti-
cles in terms of their mobility up to time scales of typical
relaxation times. The appearance of more peaks in the distri-
bution at still further lower temperature is really interesting,
indicating possibility of extremely slow to moderately slow to
very fast particles in very deep supercooled state.
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FIG. 5: The van Hove correlation functions at times τm (solid
line) as obtained from the iterative scheme (see text for de-
tails) along with the simulation data (symbols). The curves
are shifted upward for clarity and to point out that the line
goes though the data points over the whole range of the data.
different temperatures to be same. We can also take a
fixed time (say structural relaxation time or some mul-
tiple of it) and then compare the function but our guess
is that the qualitative result will not change much. The
temperature where the distribution of diffusivity calcu-
lated from self van Hove function starts to show bimodal-
ity (discussed later) may change a bit depending on this
choice.
To extract the distribution functions of diffusivity one
needs to supply somewhat smoothly averaged data of the
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FIG. 6: Top: The distribution of diffusivity at times τl for dif-
ferent temperatures. Even at τl, the distribution is unimodal
at high temperatures and bimodal at low temperatures. Bot-
tom : Comparison of the van hove functions at times τl at
different temperatures, computed from the diffusivity distri-
bution (solid lines) and directly measured (symbols).
van Hove functions for the iterative scheme to converge
rapidly. We fitted the extreme tails of the calculated van
Hove functions using exponential functions as the tails
are in general noisy and difficult to average. We have
shown the distributions P (Dτm, τm) for different tem-
peratures in Fig.4 and the van Hove functions calculated
from these distributions along with the simulation data
in Fig.5. The agreement between the simulation data
and the calculated ones is indeed very good. Notice that
tails of these van Hove functions can not be completely
described by a single exponential function over the whole
range at least for the low temperature data (T ≤ 0.50).
Rather they are better fitted by two exponential func-
tions. Similar analysis at a later time τl shows no qual-
itative change in our results (Fig.6). Note that these
results do not change with different dynamics e.g. Brow-
nian dynamics, as MSD from molecular dynamics and
from Brwonian dynamics become identical at time scales
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FIG. 7: Top Panel: Overlap correlation function Qs(t) for the
slow particles for different temperatures (filled symbols) and
the lines are the corresponding best fit stretched exponential
function obtained by optimizing Eq.16 with the corresponding
best estimation of the distribution functions ( bottom panel).
of the order of τα.
Now looking at Fig.4, we can see that just below the
onset temperature (T = 1.00), the distribution starts to
become bimodal and two peaks clearly emerge at temper-
ature around T = 0.60. At further lower temperatures
the distributions seem to show existence of shoulders or
another peak but the peak at large diffusivity remains
intact with decreasing peak height. Thus we have clearly
demonstrated that there are two types of particles in the
supercooled liquid on the time scale of the order of τα.
Notice that the width of the distribution increases with
decreasing temperature which indicates increase of DH
leading to stronger SE breakdown [17].
We have calculated the distribution of the relaxation
times τl and τs using the optimization procedure de-
scribed in Sec.V from the respective overlap correlation
functions Ql(t) and Qs(t). We used data for Qs(t) or
Ql(t) in range 0 < Qs(t) < 0.85 and 0 < Ql(t) < 0.85
for the optimization as short time part of the overlap
function can not be represented by stretched exponential
form. In top panel of Fig.7 we have shown the overlap
correlation function for the slow particles for different
temperatures and the corresponding best fit stretched
exponential functions obtained by optimizing the cost
function in Eq.16 with respect to the parameters of the
distribution function P (τs). The optimized distributions
themselves are shown in bottom panel of Fig.7. One
can see that stretched exponential function obtained are
quite good fit to the Qs(t) data at higher temperature
and seems to become little bad at lower temperature but
overall it is quite good. It will be nice to be able to
extract this distribution without the Gaussian approxi-
mation and work along this line is in progress. At this
point we would like to point out that distribution of re-
laxation time calculated in [43] is essentially same as that
of the distribution of the diffusivity as it was calculated
by estimating the time taken by individual particles to
move a certain distance and this time is nothing but dif-
fusion time. In Fig.8, we showed the results of similar
analyses done for the fast particles.
After obtaining the distribution of diffusivity and re-
laxation times for the slow and fast particles respectively,
we now try to understand the SE breakdown for both
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FIG. 8: Top Panel: Overlap correlation function Ql(t) for the
fast particles for different temperatures (filled symbols) and
the lines are the corresponding best fit stretched exponential
function obtained by optimizing Eq.16 with the corresponding
best estimation of the distribution functions ( bottom panel).
8slow and fast particles separately. In top left panel of
Fig.9, we have shown the temperature dependence of
diffusivities associated with the solid like (Ds) and the
fluid like (Dl) particles (defined in Sec. III). The cor-
responding time scales τs and τl are shown in the right
panel of the same figure. In the bottom panel of Fig.9,
we calculated the Stokes-Einstein violation parameters
θs(T ) = Dsτs/T and θl(T ) = Dlτl/T for the two sets of
particles. One clearly sees that solid like particles obey
the Stokes-Einstein relation over the whole temperature
range, whereas the fluid like particles show strong SE vi-
olation leading to overall violation of the SE relation in
the liquid.
Note that in general one can think of the following
scenarios which can lead to the SE breakdown in super-
cooled liquids:
1. Both slow and fast particles violate the SE relation
simultaneously [13].
2. Slow particles obey the SE relation and fast parti-
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FIG. 9: Top left panel: The temperature dependence of the
diffusivity associated with the solid like (Ds) and fluid like
(Dl) particles. These values are calculated from the peak po-
sitions of the distributions in Fig.4. Top right panel: The tem-
perature dependence of the relaxation times of slow (τs) and
fast (τl) particles (see text for definitions). Bottom panel: The
Stokes-Einstein violation parameters θs(T ) = Dsτs/T (circle)
and θl(T ) = Dlτl/T (square) for the two types of particles.
One sees clearly that solid like particles obey Stokes-Einstein
relation to a reasonable accuracy over the whole tempera-
ture range and it is the fluid like particles which show strong
Stokes-Einstein violation.
cles lead to violation.
3. Both slow and fast particles obey SE relation sepa-
rately but the combined effect leads to SE violation
when one considers average relaxation time and the
bulk diffusion coefficient.
4. Slow particles violate but fast particles obey the SE
relation.
So in this work we are able to rule out some of these
possibilities and show that the SE break down is caused
by the fast moving particles only. It should also be noted
that we have defined slow and fast particles using some
cut off parameter and the distributions are calculated
based on this definition. Although the cut off parameter
chosen in this work is not completely adhoc, the results
might depend on the specific choice of this parameter.
We believe that results will be fairly insensitive to small
variation in the value of the cut off parameter and con-
clusion reached on the cause of the SE breakdown will be
same over that range. Thus a method to determine the
distribution of local relaxation times without invoking
any arbitrary cut off parameter will be very much desir-
able to remove all these ambiguities in understanding the
SE breakdown in supercooled liquids.
After identifying two types of particles in the system
on the time scale of α relaxation time, we now turn to the
question of whether the “solid-like” particles form clus-
ters. To answer this, we performed simulations with some
fraction ρimp of the particles randomly frozen in space
and time and studied the effect of this protocol on the dy-
namics of the system [26–30, 33]. If the “solid like” par-
ticles form clusters then if we randomly freeze some par-
ticles, there will always be instances where these frozen
particles are part of the “solid like” regions. In that case,
due to the frozen particles, the relaxation of these re-
gions will be hindered further and the relaxation time
of the whole system will increase dramatically with in-
creasing density of these frozen particles. However, these
frozen particles will have very little effect on diffusivity
which is mainly governed by the “fluid like” particles,
so the diffusivity will not change dramatically. In this
scenario, we expect to see an enhancement of the Stokes-
Einstein breakdown with increasing ρimp. On the con-
trary if “solid-like” particles do not form clusters, then
we expect that increasing ρimp will have little effect on
the relaxation dynamics of these regions i.e. no enhance-
ment of the SE breakdown with ρimp. In the left panel
of Fig.10, the temperature dependence of the SE vio-
lation parameter θ(T ) = D∞τα/T for different pinning
densities ρimp shows dramatic deviation of θ(T ) from
constancy with increasing ρimp. Equivalently, by rep-
resenting our data in D∞ vs. τα (log-log) plot in the
right panel of Fig.10, we see that in the low temperature
range the system obeys a fractional Stokes-Einstein re-
lation D ∝ τ−1+ωα , with ω ≥ 0, where the SE breakdown
exponent ω increases significantly with increasing ρimp.
In the past, many people have tried to tune the Stokes-
Einstein breakdown exponent to better understand the
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FIG. 10: Left Panel: Stokes-Einstein violation parameter θ(T ) has been shown as a function of temperature for different density
of the frozen particles ρimp. One can clearly see that the deviation from the Stokes-Einstein relation becomes stronger with
increasing density of the frozen particles. Right Panel: Diffusivity (D∞) plotted as a function of relaxation time (τα) for
different density of the frozen particles ρimp in log-log to show the power law relationship between these quantities expected
from the fractional Stokes-Einstein Relation D∞ ∝ τ
−1+ω
α , with ω ≥ 0. Notice that the exponent ω increase with increasing
pinning density ρimp indicating a stronger breakdown of the Stokes-Einstein Relation. The solid line has a slope equal to −1.0.
Inset: The SE breakdown exponent as a function of ρimp.
physics behind it, either by tuning interaction potentials
[44] or by changing spatial dimensions [45–47] as one ex-
pects mean field results of ω = 0 to be exact at very
large spatial dimension. Our results provides yet another
way of tuning the SE breakdown exponent ω which we
feel will have interesting implications on the possible ex-
istence of ideal glass transition with increasing pinning
concentration as predicted in [31].
VII. CONCLUSIONS
To conclude, (a) we have directly calculated the dis-
tributions of diffusivity for different temperatures for a
model glass former in the supercooled regime. This un-
ambiguously shows that the state of the system can be
well described by a mixture of “fluid like” and “solid like”
particles on the time scale of α relaxation time. This en-
abled us to extract the distributions of relaxation times
for slow and fast particles and helped us to discover that
only fast particles are responsible for the Stokes-Einstein
breakdown in bulk supercooled liquids; (b) we demon-
strate, using a procedure (random pinning) which does
not involve any arbitrary cut-off, that the “solid-like”
particles form clusters on the time scale of α relaxation
time; and (c) finally we show that random pinning can
drastically enhance the decoupling between the transla-
tional diffusion and the relaxation time, thereby provid-
ing a new and easy way to tune the SE breakdown expo-
nent.
The last result we believe is very significant in under-
standing the origin of the SE breakdown in supercooled
liquids. In [46], it is conjectured that local hopping, facil-
itation and dynamical heterogeneity together play signif-
icant roles in SE breakdown and the contribution of dy-
namic heterogeneity might become smaller with increas-
ing dimensionality but how other contributions changes
with dimensionality is not very clear. Now random pin-
ning might help us to resolve this issue. For example it
will be useful to understand whether the increase in the
SE breakdown exponent ω is related to the increase in
dynamic heterogeneity in the random pinning case also.
It will also be important to study the SE breakdown by
simultaneously changing both dimensionality and frac-
tion of randomly pinned particles to pin point the correct
reason behind the SE breakdown. Finally it will be in-
teresting to also extract the length scale associated with
the “solid like” and “fluid like” regions and compare that
with the dynamic heterogeneity length scale [21] and the
static length scales [26, 48–53].
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