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𝐶"𝑥$, 𝐾, 𝜎, 𝑟, 𝑇, 𝑟*+, -./0 =  𝑥$𝑒4(,*+,6-./)8𝑁(𝑑;) − 𝐾𝑒4,8 𝑁(𝑑=)  




































































































































































































































  Dw = min(D∗, Aw) Dw = D∗  +  min (0, Aw − D∗)  This is equal to the principal of the debt, D*, plus the value of a written put option with strike price D*. The payout on the equity and debt options at time T is shown below;  
Figure 2.4.1‐1: Equity and debt payout at time T



























𝑑; = ln"𝑆 𝐾 0 + "𝑟 − 𝛿 + 1 2 𝜎=0𝑇𝜎√𝑇  𝑑= = 𝑑; − 𝜎√𝑇  For further explanation on the model we refer to section 2.1.2.1. The variables have been given the following interpretation in our example: 
Table 2.4.1‐2: Variable interpretation   
Variable  Description  Equivalent in our example S  Current price of underlying asset  A0 – Asset values in year 0 K  Strike price  D* ‐ Debt principal σ  Volatility of underlying asset  St. dev. of asset values r  Risk‐free interest rate  ‐   T  Time to expiration  Number of years until debt matures δ  Dividend yield on underlying asset  N/A (Non‐dividend paying firm)  To illustrate this valuation approach, we use a numeric example throughout the rest of this chapter. The purpose of this is to give a theoretical explanation of how hedging might affect values for the firm, and more specifically the equity and debt holders separately. We give the variables above the following values: 
 
Table 2.4.1‐3: Variable values 










𝑑; = ln"𝐴 𝐷∗ 0 + "𝑟 + 1 2 𝜎=0𝑇𝜎√𝑇  𝑑= = 𝑑; − 𝜎√𝑇  Using the values above we calculate the following initial values of debt and equity: 
Table 2.4.1‐4: Option values 














































Equity value at time T
Bond value at time T
Equity value at time t=0













































Asset value at t=0 
Equity value at time t=0
Debt value at time t=0
Asset value
Volatilies: 
           10% 
           20% 
           30% 
           40% 


















Variable  Description  Value 𝑨  Asset value at t=0  100 𝒕  Tax Rate  0.28 𝝈𝒘/𝒐  Volatility of earnings without hedging  50% 𝝈𝒘  Volatility of earnings with hedging  25% 𝑾𝑨𝑪𝑪  Discount rate  10 % 𝑬𝑩𝑻  Expected earnings before tax  10  Let’s further assume that the hypothetical company is able to deliver positive earnings the year following a loss. This implies that to find the present value of losses one should discount the nominal value one year. This further implies that the tax rate on losses actually is: 
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reorganization. The expected bankruptcy costs can be expressed as the loss given default multiplied by the probability of default. Hence, our definition of financial distress costs is:   𝐹𝑖𝑛𝑎𝑛𝑐𝑖𝑎𝑙 𝑑𝑖𝑠𝑡𝑒𝑠𝑠 𝑐𝑜𝑠𝑡𝑠 = 𝑙𝑜𝑠𝑠 𝑔𝑖𝑣𝑒𝑛 𝑑𝑒 𝑓𝑎𝑢𝑙𝑡 ∗ 𝑝𝑟𝑜𝑏𝑎𝑏𝑖𝑙𝑖𝑡𝑦 𝑜𝑓 𝑑𝑒𝑓𝑎𝑢𝑙𝑡 𝐹𝐷𝐶 = 𝐿𝐺𝐷 ∗ 𝑃(𝐷)  Jakubík and Seidler (2008) define loss given default as the percentage of the debt principal lost from default. In their sample the average LGD over the period 2000 – 2008 is 30%. With our hypothetical firm’s debt value of 50 this implies an expected loss given default of 15. This LGD has been used throughout the rest of this section.  The Merton Default Model, introduced 1974, is a way to predict the probability of default. This model is closely related to the Black‐Scholes option pricing model. This model is still broadly in use and is the basis for credit risk analyses at the rating agency Moody’s. In Merton’s model the probability of default is calculated the following way:  





















































Since debt has tax advantages, one could argue that more debt should increase firm value. Hence, increased debt capacity could potentially increase firm value, ceteris paribus. Leland (1998) wrote that when the firm is solvent and profitable, debt coupon payments would shield income from taxes, producing a net cash flow benefit of interest rates times’ coupon payment20. Hence the cash flow from tax benefits is21: CF = t ∗ i ∗ D One can then estimate the value creation from increased debt capacity as a result of hedging by multiplying the tax rate by the increased interest payment. The increased cash flow is then: Increased CF = t ∗ i ∗ ∆D We have assumed a debt increase of 30 following the engagement in hedging activities. Further, the firm pays interest rate of 6% and a tax rate of 28%. This gives the following increased cash flow as a result of increased debt capacity: Increased CF = ∆CF = t ∗ i ∗ ∆D = 28% ∗ 6% ∗ 30 = 0.504 Valuing this at WACC 10% without growth (holding the same absolute debt level in perpetuity), gives an increased asset value of   ∆¼½¾¿¼¼ = $.À$Á;$% = 5.04. This is above 5% of the initial asset value and quite a substantial increase in firm value.  Even though increased debt creates positive value in terms of lower taxes it will also increase the bankruptcy costs. To assess this properly we hold volatility constant at “post‐hedging” level and increase D* to 80; 
    Table 2.4.2.5‐3: Increased distress costs following increased debt level 
Input        Output 



































































































































































































Table 4.1‐1: Final sample description                Number of observations per year    2005  2006  2007  2008  2009 Div  3  6  6  6  6 Cyclical Industries  8  8  8  8  8 Shipping  8  9  9  10  10 Oil Service  9  10  12  13  13 Fish Farming  4  6  8  9  9 E&P  5  8  9  10  10 Consumer Goods  7  7  7  7  7 
















Table 4.3‐1: Use of foreign currency derivatives among Norwegian companies (2009)30    Div  Cyclical Ind.  Shipping  Oil Service  Fish Farming  E&P  Consumer Goods  Total Number of companies  6  8  10  13  9  10  7  63                           Number of companies using:                         








































Variable  Interpretation Hedging  1 if the company uses any sort of currency hedging strategy, 0 if not. FC Debt  1 if the company uses FC debt, 0 if not. Swaps  1 if the company uses FC swaps, 0 if not. Options  1 if the company uses FC options, 0 if not. Futures  1 if the company uses FC futures, 0 if not.  The reason why we created all these dummy variables listed above, is to see whether one of these strategies could be more favourable than another. For a description of the derivatives, see chapter 2.1.  
Table 5.3.1‐2: Foreign revenue          






Table 5.3.1‐3: Foreign revenue          
Variable  Interpretation 2005  1 if the observation is from 2005, 0 if not. 2006  1 if the observation is from 2006, 0 if not. 2007  1 if the observation is from 2007, 0 if not. 2008  1 if the observation is from 2008, 0 if not. 2009  1 if the observation is from 2009, 0 if not.  We have included the year‐dummies to isolate the effect time have on firm value. The stock market rose strongly up until 2008, so we believe that Tobin's Q observations from 2006 and 2007 (and 2009) are higher than those from 2008.  
Table 5.3.1‐4: Industries          

































































Odds ratio  =   Probability of event1  −  Probability of event One can see that this can be rewritten so that we obtain the probability of an event to occur: 






Variables  Description yÚ   Odds ratio ln(y)  Natural logarithm of the odds ratio x;, x×  Independent variables β$, β×  Coefficients of the independent variables ε   Error variable  From this, we see that the estimated odds ratio of the regression can be calculated from ln(yÚ), so that 
yÚ  =   e>?(áâ) Hence, the estimated probability of the event when taking all independent variables into account can be written as 





















































































































SST =nåÕæ; (?̅?å − xç)= Where xç is the mean of all observations across samples. If large differences exist between the sample means, at least some of the means deviates considerably from the mean of all observations, producing a high value of SST. So the question is then how high this value must be in order to reject the null hypothesis. In order to address this one use the within‐treatments variation, the sum of squares for error (SSE); 
SSE =(xØ; − xè;)=/L-; +(xØ= − xè=)=
/M
-; + ⋯+(xØ× − xè×)=
/I
-;   
SSE =(xØå − xèå)=?éØ;×å;  where k is the number of samples and i is the number of observations within each sample. Hence, SSE is a measure of the total variation within all samples. Next we compute the mean squares in order to able to calculate the test statistics; 
MST = SSTk − 1 MSE = SSEn − k where n is the total sample size. Finally, we are able to compute the test statistic; 





7.3 Model: Analysis III The first and most obvious factor that affects the stock price of a single company is the market return. In the theoretical discussion in section 2.2.1.2 we have provided the CAPM equation. This can be regarded as a regression equation risk free rate is the constant and 𝛽- is the regression coefficient to the independent variable market return. As a particular company’s share performance is closely related to the market, and the market return is correlated to TWI, we have chosen to use only the error variable one gets from doing a regression on TWI with OSEBX return as the independent variable. Hence, we did the following regression: 𝑇𝑊𝐼𝑟𝑒𝑡𝑢𝑟𝑛 = 𝐶𝑜𝑛𝑠𝑡𝑎𝑛𝑡 +  𝑂𝑆𝐸𝐵𝑋𝑟𝑒𝑡𝑢𝑟𝑛 ∗ 𝛽; + 𝜖(𝑇𝑊𝐼) As ϵ(TWI) is the error variable in the regression equitation above it is completely uncorrelated to OSEBXreturn. Hence, ϵ(TWI) captures all variability in TWI that is not explained by the market. Even though this equation seeks to explain TWIreturn with OSEBXreturn we believe the relationship is more the other way around; changes in TWI affect the market return. However, the equation still serves well for our purpose; to calculate the TWI variability that is not correlated with the market return. 
Table 7.3‐1: Regression III "Does hedging reduce currency exposure?" 
Independent variables  Coeff  SE Coef  P‐value OSEBX return  ‐0.053201  0.00658  0.000           Constant  0.000006  0.00057  0.810            N  1455       R‐squared  0.043       P‐value of analysis of variance  0.000         Despite the low R‐squared we note that the P‐value of the coefficient is below the 5 percent alpha used throughout the thesis and thus statistically significant. Next we use the regression equation to calculate a series of error variables.  This series has the following characteristics: 
Table 7.3‐2: Descriptive statistics of 𝝐(TWI)          












  𝑅𝑒𝑡𝑢𝑟𝑛- = 𝐶𝑜𝑛𝑠𝑡𝑎𝑛𝑡 +  𝑀𝐴𝑅𝐾𝐸𝑇𝑟𝑒𝑡𝑢𝑟𝑛 ∗ 𝛽-; + 𝜖(𝑇𝑊𝐼) ∗ 𝛽-= + 𝜖(𝑅𝑒𝑡𝑢𝑟𝑛-) where i denotes the particular share. For our analysis the variable of interest in this equation is 𝛽-=. This is a measure of how sensitive a company is to fluctuations in exchange rates that do not affect the market as a whole. In order to test whether those who hedge are less sensitive we conducted one regression for each company covered in the thesis. The results are provided in the table in appendix 0.  Our analyses are based on daily returns. As prior research by Guay (1999), Wong (2000) and Allayannis and Ofek (2001) we first conducted the analysis using monthly returns. However, our belief is that the changes in foreign exchange rates with market influence materialize immediately, and hence daily returns should be used in order to adjust for these effects properly.  
 After calculating the betas we need to adjust these for leverage in order to make them comparable. Hence, to test for whether the sensitivities differ among hedgers and non‐hedgers we first calculate the asset betas using the following formula; 

























Level  N  Mean  StDev 0  10  0.3995  0.4676 1  33  0.1947  0.1487 2  16  0.1300  0.1344 3  5  0.1185  0.0660            R‐squared  0.1466       P‐value  0.022       Pooled StDev  0.222       














Level  N  Mean  StDev 0  10  0.3995  0.4676 1  29  0.2094  0.1509 3  4  0.0876  0.0765            R‐squared  0.1248       P‐value  0.0690       Pooled StDev  0.2561       


























































































1998  2001  2004  2007  2010 
USDb  %  USDb  %  USDb  %  USDb  %  USDb  % 




490  37        with reporting dealers  347  61  216  56  310  49  426  42  518  35        with other financial institutions  121  21  111  29  213  34  394  39  755  51        with non‐financial customers  99  18  58  15  108  17  184  18  217  15 
Outright forwards  128  8  130  11  209  11  362  11  475  12        with reporting dealers  49  38  52  40  73  35  96  27  113  24        with other financial institutions  34  27  41  31  80  38  159  44  254  54        with non‐financial customers  44  35  37  29  56  27  107  30  108  23 




765  44        with reporting dealers  511  70  419  64  573  60  796  46  837  47        with other financial institutions  124  17  177  27  293  31  682  40  758  43        with non‐financial customers  98  13  60  9  89  9  236  14  170  10 
Currency swaps  10  1  7  1  21  1  31  1  43  1        with reporting dealers  5  55  4  53  12  58  12  39  20  47        with other financial institutions  2  23  2  21  5  23  13  41  19  45        with non‐financial customers  2  22  2  25  3  14  6  20  4  8 
FX options and other 


















1998  2001  2004  2007  2010 
USDb  %  USDb  %  USDb  %  USDb  %  USDb  % Local  698  46  525  42  743  38  1 274  38  1 395  35 Cross‐border  828  54  713  58  1 185  61  2 051  62  2 586  65 
Outright forwards  128  100  130  100  209  100  362  100  475  100   Up to 7 days  65  51  51  39  92  44  154  43  219  46   Over 7 days and up to 1 year  57  45  76  58  111  53  200  55  245  52   Over 1 year  5  4  4  3  5  3  7  2  11  2 































Counterparty  1998  2001  2004  2007  2010 Reporting dealers  141 368  201 207  209 279  385 625  249 543 ‐ norwegian  13 021  19 242  6 376  3 103  4 914 ‐ foreign  128 347  181 965  202 903  382 522  244 629 Other financial institutions  6 933  14 087  22 713  107 648  97 667 ‐ norwegian 
 
9 880  15 089  43 202  29 032 ‐ foreign 
 
4 207  7 624  64 446  68 635 non‐financial customers  20 799  17 859  42 360  81 260  63 942 ‐ norwegian 
 
16 834  35 092  73 326  56 117 ‐ foreign     1 024  7 268  7 934  7 825 
Total  169 100  233 152  274 352  574 533  411 152 ‐ norwegian  37 033  45 956  56 558  119 631  90 063 ‐ foreign  132 067  187 196  217 794  454 902  321 089  
10.3.2 By currency Millions of US Dollars 
Currency  1998  2001  2004  2007  2010 NOK  102 025  149 231  202 772  353 115  248 995 USD  140 331  204 358  224 011  489 567  333 222 EUR (DEM before 1999)  58 292  77 880  76 198  145 295  109 462 Other  37 482  34 832  45 720  161 089  130 627 







































































































Industry/company     Reporting currency  2005  2006  2007  2008  2009 
Div 
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Consumer Goods 










































































































































































































































































































































































































































































































































10.9.1 T‐test for Mean Differences The t‐test for mean differences is a test of whether the means of two normally distributed populations differ. Several types of t‐tests exist, among these the 1 and 2 sample tests which have been used in this thesis. The 1‐sample t‐test tests whether the mean of a population is equal to a target value and the 2‐sample t‐test tests whether the difference between the means is equal to a target value.  The 1‐sample test has the following test statistic;   𝑡 = (?̅? − 𝜇)( 𝑠√𝑛)   Where ?̅? is the mean of the sample, n is the number of observations, s is the sample standard deviation and 𝜇 is the value tested against (i.e. whether the population mean differ from 𝜇). The 2‐sample has test the following test statistic   𝑡 = (?̅?; − ?̅?=) − 𝜇ù(𝑠;=𝑛; + 𝑠==𝑛=)   Where the subscripts 1 and 2 denotes the two samples. While the 1‐sample t statistic is distributed with v = n‐1 degrees of freedom the 2‐sample test has the following number of freedom degrees;  









10.9.2 Confidence intervals Confidence intervals are ranges of values, which a mean falls into with a certain probability, 1 minus the alpha level. The confidence interval can take on any probability and widens with decreasing probability. In this thesis we have chosen an alpha level of 5%. Consequently, all confidence intervals are calculated with the probability 95%.  The confidence interval of 𝜇 for a given population can be computed with the following formula;  𝜇 = ?̅? ± 𝑧ü= 𝜎√𝑛   where 𝛼 is the alpha level and 1 – 𝛼 is the confidence level.  ?̅? is the sample mean and 𝜎 is the standard deviation of the population. The interpretation of z can be described with the following formula;  
𝑃!−𝑧ü= < 𝑋è − 𝜇𝜎√𝑛 < 𝑧ü=" = 1 − 𝛼  Confidence intervals have been used in the interpretation of the ANOVA tests in section 7.4.        
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