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1. Introduction and preliminaries
Consider the following nonlinear fourth-order elliptic equations{
2u − u + V (x)u = f (x,u) in RN ,
u ∈ H2(RN), (1.1)
where f ∈ C(RN × R, R) and V ∈ C(RN , R).
There are many results for fourth-order elliptic equations, but their most are studied on a bounded domain Ω ⊂ RN .
For example, see [1–6,9–12,16–19]. In [2], An and Liu use the mountain pass theorem to get the existence results for the
following problem{
2u + cu = g(x,u) in Ω,
u = u = 0, on ∂Ω, (1.2)
where Ω ⊂ RN (N > 4) is a smooth bounded domain, c ∈ R . In [15], Wang, Zang and Zhao use linking approaches to obtain
at least three nontrivial solutions for (1.2). In [17], Yang and Zhang consider the existence of positive, negative and sign-
changing solutions for (1.2). In [19], Zhou and Wu consider the existence and multiplicity of sign-changing solutions for (1.2)
by means of sign-changing critical theorems. In [8], Chabrowski and Marcos do Ó studied the existence of two solutions for
the following fourth-order elliptic problems
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2u − λg(x)u = f (x)|u|p−2u in RN ,
u ∈ D2,2(RN)\{0}, (1.3)
where λ > 0, p = 2NN−4 . In the present paper, our purpose is to ﬁnd a sequence of high energy solutions for problem (1.1).
We need the following preliminaries. Let
H = H2(RN) := {u ∈ L2(RN): |∇u|,u ∈ L2(RN)}
with the inner product and the norm
〈u, v〉H =
∫
RN
(uv + ∇u · ∇v + uv)dx, ‖u‖H = 〈u,u〉
1
2
H .
By ‖ · ‖p we denote the Lp-norm. Set
E :=
{
u ∈ H:
∫
RN
(
(u)2 + |∇u|2 + V (x)u2)dx < +∞}.
Then E is a Hilbert space with the following inner product and the norm
〈u, v〉E =
∫
RN
(
uv + ∇u · ∇v + V (x)uv)dx, ‖u‖E = 〈u,u〉 12E .
By E∗ we denote the dual space of E . If N  4, set 2∗ = +∞; if N > 4, set 2∗ = 2NN−4 . Then the following embedding
E ↪→ Ls(RN), 2 s < 2∗,
is continuous. Consequently, for each s ∈ [2,2∗), there exists a constant ηs > 0 such that
‖u‖s  ηs‖u‖E , ∀u ∈ E.
Set F (x,u) = ∫ u0 f (x, t)dt , 2∗ = 2NN−2 .
In order to deduce our statements, we need the following assumptions:
(v) infx∈RN V (x) a > 0 and for each M > 0, meas{x ∈ RN : V (x) M} < +∞, where a is a constant and meas denote the
Lebesgue measure in RN .
( f1) | f (x,u)| c(1+ |u|p−1) for all (x,u) ∈ RN × R , where p ∈ (2,2∗).
( f2) limu→0 f (x,u)u = 0 uniformly for x ∈ RN .
( f3) There exists μ > 2 such that
μF (x,u) u f (x,u), ∀(x,u) ∈ RN × R.
( f4) c1 := infu∈R, |u|=1 F (x,u) > 0.
( f5) f (x,−u) = − f (x,u), ∀(x,u) ∈ RN × R .
( f6) There exists 2 < α < 2∗ such that lim inf|u|→+∞ F (x,u)|u|α > 0, uniformly in x ∈ RN .
( f7) There exist μ > 2 and r > 0 such that
μF (x,u) f (x,u)u
for all x ∈ RN and |u| r.
The following lemmas are our main tools.
Lemma 1.1. (See [13], Theorem 9.12.) Let E be an inﬁnite-dimensional Banach space and I ∈ C1(E, R) be even, satisfy (PS) condition
and I(0) = 0. If E = V ⊕ X, where V is ﬁnite-dimensional, and I satisﬁes
(I1) there are constants ρ,α > 0 such that I|∂Bρ∩X  α, and
(I2) for each ﬁnite-dimensional subspace E˜ ⊂ E, there is an r = r(˜E) > 0 such that I  0 on E˜\Br ,
then I possesses an unbounded sequence of critical values.
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(I3) there are constants ρ,α > 0 such that I|∂Bρ  α, and
(I4) there is an e ∈ E\Bρ such that I(e) 0,
then I possesses a critical value η α.
Remark. It was showed in [7] that from the Cerami condition a deformation lemma and an index theory can be obtained,
which are fundamental in order to get critical point theorems. As in [13], we can prove that Lemmas 1.1 and 1.2 still hold if
we take the Cerami condition instead of the (PS) condition.
2. Main results
We need the following lemmas. Motivated by Lemma 3.4 in [20], we can prove the following Lemma 2.1 in the same
way. Here we omit it.
Lemma 2.1. Under the assumption (v), the embedding E ↪→ Ls(RN ) is compact for any s ∈ [2,2∗).
For each u ∈ E , set
I(u) = 1
2
∫
RN
(|u|2 + |∇u|2 + V (x)u2)dx− ∫
RN
F (x,u)dx,
where F (x,u) = ∫ u0 f (x, t)dt . Then we have following lemma.
Lemma 2.2. If assumptions (v), ( f1) and ( f2) hold, then I ∈ C1(E, R) and〈
I ′(u), v
〉= ∫
RN
[
uv + ∇u · ∇v + V (x)uv]dx− ∫
RN
f (x,u)v dx (2.1)
for all u, v ∈ E. Moreover, Ψ ′ : E → E∗ is compact, where Ψ (u) = ∫RN F (x,u)dx.
Proof. To prove I ∈ C1(E, R) and (2.1), it is suﬃcient to show that Ψ ∈ C1(E, R) and〈
Ψ ′(u), v
〉= ∫
RN
f (x,u)v dx, ∀u, v ∈ E.
First, we prove the existence of the Gateaux derivative of Ψ .
For ε > 0, by ( f1) and ( f2), there is c(ε) > 0 such that∣∣ f (x, t)∣∣ ε|t| + c(ε)|t|p−1 (2.2)
and ∣∣F (x, t)∣∣ ε
2
|t|2 + 1
p
c(ε)|t|p (2.3)
for all (x, t) ∈ RN × R . For any u, v ∈ E and 0 < |t| < 1, by mean value theorem and (2.2), there exists 0 < θ < 1 such that
|F (x,u(x) + tv(x)) − F (x,u(x))|
|t| =
∣∣ f (x,u(x) + θtv(x))v(x)∣∣
 ε
∣∣u(x)∣∣∣∣v(x)∣∣+ ε∣∣v(x)∣∣2 + c(ε)(∣∣u(x) + θtv(x)∣∣)p−1∣∣v(x)∣∣
 ε
∣∣u(x)∣∣∣∣v(x)∣∣+ ε∣∣v(x)∣∣2 + 2p−1c(ε)(∣∣u(x)∣∣p−1∣∣v(x)∣∣+ ∣∣v(x)∣∣p).
The Hölder inequality implies that
g(x) := ε∣∣u(x)∣∣∣∣v(x)∣∣+ ε∣∣v(x)∣∣2 + 2p−1c(ε)(∣∣u(x)∣∣p−1∣∣v(x)∣∣+ ∣∣v(x)∣∣p) ∈ L1(RN).
Consequently, by the Lebesgue Theorem, one has〈
Ψ ′(u), v
〉= ∫
N
f (x,u)v dx.R
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Assume that un → u in E . By the continuity of the imbedding
E ↪→ Ls(RN) (2 s < 2∗) (2.4)
one has
un → u in Ls
(
RN
)
for any s ∈ [2,2∗). Note that∥∥Ψ ′(un) − Ψ ′(u)∥∥= sup
‖v‖1
∣∣∣∣∫
RN
[
f (x,un) − f (x,u)
]
v dx
∣∣∣∣ sup‖v‖1
∫
RN
∣∣ f (x,un) − f (x,u)∣∣|v|dx.
By the Hölder inequality, Theorem A.4 in [14] implies
sup
‖v‖1
∫
RN
∣∣ f (x,un) − f (x,u)∣∣|v|dx → 0
as n → ∞. Hence ‖Ψ ′(un) − Ψ ′(u)‖ → 0. This shows Ψ ′ : H → H∗ is continuous.
Now, we prove that Ψ ′ : E → E∗ is compact. Indeed, if {un} ⊂ E is bounded, then, passing to a subsequence, one has {un}
converges weakly to u in E and converges to u in Ls(RN ), where 2 s < 2∗ . Note that∥∥Ψ ′(un) − Ψ ′(u)∥∥= sup
‖v‖1
∣∣∣∣∫
RN
[
f (x,un) − f (x,u)
]
v dx
∣∣∣∣ sup‖v‖1
∫
RN
∣∣ f (x,un) − f (x,u)∣∣|v|dx.
Note that∣∣ f (x, t)∣∣ ε|t| + c(ε)|t|p−1 = ε|t| 22 + c(ε)|t| pp′ ,
where p′ = pp−1 . Theorem A.4 in [14] implies
sup
‖v‖1
∫
RN
∣∣ f (x,un) − f (x,u)∣∣|v|dx → 0
as n → ∞. Hence ‖Ψ ′(un) − Ψ ′(u)‖ → 0. This shows Ψ ′ : E → E∗ is compact. This completes the proof. 
It is well known that (1.1) is the Euler–Lagrange equation of the functional I : E → R . Hence u ∈ E is a weak solution of
(1.1) if and only if u is a critical point of I , i.e.〈
I ′(u), v
〉= ∫
RN
[
uv + ∇u · ∇v + V (x)uv]dx− ∫
RN
f (x,u)v dx = 0
for all v ∈ E .
Lemma 2.3. If un ⊂ E is a bounded sequence with I ′(un) → 0, then un ⊂ E has a convergent subsequence.
Proof. By Lemma 2.2, we know that there exist a subsequence {un j } of {un} and a point u ∈ E such that ‖Ψ ′(un j ) −
Ψ ′(u)‖E∗ → 0 as n j → ∞. Hence
‖un j − uni‖2E =
〈
I ′(un j ) − I ′(uni ),un j − uni
〉− 〈Ψ ′(un j ) − Ψ ′(uni ),un j − uni 〉

(∥∥I ′(un j )∥∥E∗ + ∥∥I ′(ui)∥∥E∗)‖un j − uni‖E + ∥∥Ψ ′(un j ) − Ψ ′(uni )∥∥E∗‖un j − uni‖E
→ 0, as i → ∞, j → ∞.
This shows {un j } is a Cauchy sequence in E . By the completeness of E , we know that {un j } possesses a convergent sequence
in E . 
The following theorems are our main results.
Theorem 2.1. Assume that conditions (v), ( f1), ( f2), ( f6) and ( f7) hold. Then the problem (1.1) has a nontrivial solution in E.
Further, if the condition ( f5) is added, then the system (1.1) has a sequence of solutions un in E with ‖un‖ → ∞ and I(un) → ∞.
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, there is a constant C(ε) > 0 such that∣∣ f (x,u)∣∣ ε|u| + C(ε)|u|p−1, ∀(x,u) ∈ RN × R,
and ∣∣F (x,u)∣∣ ε
2
|u|2 + 1
p
C(ε)|u|p, ∀(x,u) ∈ RN × R.
By ( f6), we know p > 2. Hence, for small ρ > 0,
I(u) 1
2
‖u‖2E −
ε
2
‖u‖22 −
1
p
C(ε)‖u‖pp  12‖u‖
2
E −
ε
2
(η2)
2‖u‖2E −
1
p
C(ε)(ηp)
p‖u‖pE 
1
4
(
1− ε(η2)2
)‖u‖2E
for all u ∈ Bρ , where Bρ = {u ∈ E: ‖u‖E < ρ}. Therefore,
I|∂Bρ 
1
4
(
1− (η2)2ε
)
ρ2 := δ > 0.
Since E ↪→ L2(RN ) and L2(RN ) is a separable Hilbert space, E has a countable orthogonal basis {e j}. Set Ek :=
span{e1, . . . , ek} and Zk := E⊥k . Then E = Ek ⊕ Zk , Ek is ﬁnite-dimensional and I|∂Bρ ∩ Zk  δ > 0. Moreover, for any ﬁnite-
dimensional subspace E˜ ⊂ E , there is a positive integral number m such that E˜ ⊂ Em . Since all norms are equivalent in a
ﬁnite-dimensional space, there is a constant β > 0 such that
‖u‖α  β‖u‖E , ∀u ∈ Em.
By ( f1), ( f2), ( f6), we know that there are positive constants M and C(M) such that
F (x,u) M|u|α − C(M)u2, ∀(x,u) ∈ RN × R.
Hence
I(u) 1
2
‖u‖2E − M‖u‖αα + C(M)‖u‖22 
1
2
‖u‖2E − Mβα‖u‖αE + C(M)(η2)2‖u‖2E
for all u ∈ Em . Consequently, there is a large r > 0 such that I < 0 on E˜\Br . Consequently, there is a point e ∈ E with
‖e‖E > ρ such that I(e) < 0.
Now, we prove that I satisﬁes the Palais–Smale condition. Indeed, if a sequence {un} ⊂ E is such that {I(un)} is bounded
and I ′(un) → 0, we need to prove {un} possesses a convergent subsequence. By Lemma 2.3, we know that it is suﬃcient to
prove {un} is bounded in E . If {un} is unbounded in E , we can assume ‖un‖E → +∞. Set vn = un‖un‖E . Then ‖vn‖E = 1 and‖vn‖s  ηs‖vn‖E = ηs for each s ∈ [2,2∗). Note that
〈I ′(un),un〉
‖un‖αE
= 1‖un‖α−2E
−
∫
RN
f (x,un)un
‖un‖αE
dx.
Since α > 2, we know that
lim
n→+∞
∫
RN
f (x,un)un
‖un‖αE
dx = 0.
Since E is a Hilbert space and ‖vn‖E = 1, passing a subsequence, there is a point v ∈ E such that {vn} converges weakly to v
in E , converges to v in Ls(RN ) and vn(x) → v(x) a.e. x ∈ RN , where 2 s < 2∗ . Set Ω = {x ∈ RN : v(x) = 0}. If meas(Ω) > 0,
then |un(x)| → +∞ for a.e. x ∈ Ω . By ( f1), ( f2), ( f6) and ( f7) there are positive constants c2 and c3 such that
f (x,u)u  c2|u|α − c3|u|2
for all (x,u) ∈ RN × R . Hence∫
RN
f (x,un)un
‖un‖αE
dx c2‖vn‖αα − c3
‖vn‖22
‖un‖α−2E
.
Consequently,
0 = lim
n→+∞
∫
N
f (x,un)un
‖un‖αE
dx c2‖v‖αα = c2
∫
|v|α dx > 0.
R Ω
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there is a constant c4 > 0 such that
1
μ
u f (x,u) − F (x,u)−c4|u|2
for all (x,u) ∈ RN × R . Consequently,
1
‖un‖2E
[
I(un) − 1
μ
〈
I ′(un),un
〉]= (1
2
− 1
μ
)
+
∫
RN
[
1
μ
un f (x,un) − F (x,un)
]
/‖un‖2E dx

(
1
2
− 1
μ
)
− c4‖vn‖22.
This implies 0 12 − 1μ , a contradiction. Therefore, {un} is bounded in E .
Finally, obviously, I(0) = 0. Hence I possesses a critical value η  δ by Lemma 1.2, i.e. the problem (1.1) has a nontrivial
solution in E . Moreover, obviously, I is bounded on each bounded subset of E and ( f5) implies I is even. Hence the second
conclusion follows from Lemma 1.1. 
Theorem 2.2. Assume that (v) and ( f1)–( f4) hold. Then problem (1.1) has a nontrivial solution in E.
Further, if the condition ( f5) is added, then problem (1.1) has a sequence of solutions {un} in E with ‖un‖E → ∞ and I(un) → +∞.
Proof. It is suﬃcient to prove ( f6). Indeed, by ( f3), there exists μ > 2 such that
μF (x,u) u f (x,u), ∀(x,u) ∈ RN × R.
For any (x, z) ∈ RN × R , set
h(t) := F (x, t−1z)tμ, ∀t ∈ [1,+∞).
Then
h′(t) = f (x, t−1z)(− z
t2
)
tμ + F (x, t−1z)μtμ−1 = tμ−1[μF (x, t−1z)− t−1zf (x, t−1z)] 0.
Hence whenever |z| 1, one has h(1) h(|z|), that is,
F (x, z) F
(
x,
z
|z|
)
|z|μ  c1|z|μ,
where c1 := infu∈R, |u|=1 F (x,u) > 0. Since μ > 2, there exists a constant 2 < α < 2∗ such that α < μ, and hence
lim|u|→∞
F (x,u)
|u|α = +∞, uniformly in x ∈ R
N .
Hence ( f6) holds. This completes the proof. 
Theorem 2.3. If we replace the condition ( f3) by the following condition:
( f ′3) There exists μ > 2 such that u → f (x,u)|u|μ−1 is increasing on (−∞,0) and (0,+∞);
then the conclusions of Theorems 2.1 and 2.2 remain true.
Proof. It is suﬃcient to prove that ( f ′3) implies ( f3). In fact, whenever u > 0,
F (x,u) =
1∫
0
f (x,ut)u dt =
1∫
0
f (x,ut)
(ut)μ−1
uμtμ−1 dt 
1∫
0
f (x,u)
uμ−1
uμtμ−1 dt = 1
μ
f (x,u)u.
Whenever u < 0,
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1∫
0
f (x,ut)u dt = −
1∫
0
f (x,ut)
(−ut)μ−1 (−u)
μtμ−1 dt = −
1∫
0
f (x,ut)
|ut|μ−1 |u|
μtμ−1 dt
−
1∫
0
f (x,u)
|u|μ−1 |u|
μtμ−1 dt = 1
μ
f (x,u)u.
It shows that ( f3) holds. This completes the proof. 
Remark 2.1. For ( f3) and ( f4) imply ( f6), ( f7), so Theorem 2.1 generalizes Theorem 2.2. For ( f ′3) implies ( f3), so Theorem 2.2
generalizes Theorem 2.3. There are functions, which satisfy all conditions of Theorem 2.1, but not satisfy Theorem 2.2. There
are also functions, which satisfy all conditions of Theorem 2.2, but not satisfy Theorem 2.3.
Example 1. Set
f (x,u) =
{ |u|q−2u |u| r;
rq−2u |u| < r,
where 2 < q < 2∗ , r > 0. Then f satisﬁes all conditions of Theorem 2.1, but not satisfy ( f3). So f not satisfy Theorem 2.2.
Example 2. Set
f (x,u) = |u|q−2u, 2 < q < 2∗.
Then f satisﬁes all the conditions in Theorems 2.1 and 2.2, but not satisfy ( f ′3). So not satisfy Theorem 2.3.
Remark 2.2. ( f3) is global (AR) condition, ( f7) is partial (AR) condition. We don’t know whether Theorem 2.2 is true if ( f7)
is used in place of ( f3).
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