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Abstract
In this paper, weakly homogeneous generalized functions in the special Colom-
beau algebras are determined up to equality in the sense of generalized distri-
butions. This yields characterizations that are formally similar to distribution
theory. Further, we give several characterizations of equality in the sense of
generalized distributions in these algebras.
1 Introduction
In [9], homogeneity in algebras of generalized functions on Rd and on Rd \{0} is
investigated. Such algebras have been developed by many authors [1, 4, 8, 10]
mainly inspired by the work of J.-F. Colombeau [2], and have proved valuable
as a tool for treating partial differential equations with singular data or coeffi-
cients (see [11] and the references therein). In [9], the attention is focused on
the special Colombeau algebra: the existence of embeddings of the space of dis-
tributions D′ with optimal consistency properties into this algebra [8, §1.1–1.2]
allows to compare homogeneity of generalized functions with the distributional
homogeneity.
A result of this investigation is that the class of generalized functions (called
strongly homogeneous) satisfying a homogeneous equation in the sense of the
usual equality in the algebra, is surprisingly restrictive: on the space Rd, the
only strongly homogeneous generalized functions are polynomials with general-
ized coefficients. Hence the embedded images of homogeneous distributions fail
in general to be strongly homogeneous. For that reason, generalized functions
(called weakly homogeneous) satisfying a homogeneous equation in the sense of
generalized distributions [2, §7.5], i.e., when acting on (smooth, compactly sup-
ported, non-generalized) test functions, were considered in [9] and were shown
to include the embedded images of homogeneous distributions.
The purpose of this paper is to characterize and study in detail the weakly
homogeneous generalized functions.
We now describe our main results. On R, the weakly homogeneous general-
ized functions of degree α ∈ R \ {−1,−2, . . . } are, up to equality in the sense of
generalized distributions, of the form c1ι(x
α
−)+ c2ι(x
α
+), where ι denotes an em-
bedding of D′ into the Colombeau algebra and c1, c2 are generalized constants,
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and those weakly homogeneous of degree α ∈ {−1,−2, . . . } are, up to equal-
ity in the sense of generalized distributions, of the form c1D
−α−1ι(δ) + c2ι(x
α)
(Theorem 5.8).
A weakly homogeneous generalized function f on Rd\{0} is, up to equality in the
sense of generalized distributions, of the form g(x/|x|) |x|α, where g ∈ G(Rd\{0})
is a radial mean of f (Theorem 6.4). Further, a generalized function is shown
to be weakly homogeneous if and only if it satisfies the corresponding Euler
differential equation in the sense of generalized distributions (Theorem 5.3).
Let us emphasize that weakly homogeneous generalized functions are not
assumed to be associated with a distribution [8, §1.2.6]; hence these results can-
not be obtained as a consequence of distribution theory (moreover, we will show
that certain properties of distributions usually used to characterize homogeneous
distributions do not hold in this more general setting (Examples 4.4, 5.5)). In-
stead, we develop other techniques using the uniform boundedness principle and
properties of the Fourier transform in sections 3 and 4. This allows us to ob-
tain characterizations for the equality in the sense of generalized distributions
(Theorem 3.5, Theorem 4.2). We also indicate that some of our results can be
obtained in more general sequence space algebras of generalized functions [3, 4].
2 Preliminaries
Definition. We call a sequence (an)n∈N of maps (0, 1] → R
+ an (asymptotic)
scale if
(∀c ∈ R+)(∃N ∈ N)(aN (ε) ≤ c, for small ε) (1)
(∀n ∈ N)(an+1(ε) ≤ an(ε), for small ε) (2)
(∀n,m ∈ N)(∃N ∈ N)(aN (ε) ≤ an(ε)am(ε), for small ε). (3)
This definition is a slight generalization of the definition of asymptotic scale
in [3] with the purpose to also allow an = 1/n as a scale. We also adopt the
notation a−n(ε) := 1/an(ε).
Definition. Let E be a topological vector space and (an)n∈N a scale. Following
[3], the set Ma(E) of an-moderate nets in E
(0,1] is defined as the set of those
(uε)ε ∈ E
(0,1] for which
(∀U neighb. of 0 in E)(∃N ∈ N)(uε ∈ a−N (ε)U, for small ε).
In particular, we call 1/n-moderateness also asymptotic boundedness (since it
is closely related to the notion of boundedness for subsets of a topological vector
space).
The set Na(E) of an-negligible (or: an-rapidly decreasing) nets in E
(0,1] is de-
fined as the set of those (uε)ε ∈ E
(0,1] for which
(∀U neighb. of 0 in E)(∀m ∈ N)(uε ∈ am(ε)U, for small ε).
In particular, 1/n-negligibility coincides with convergence to 0. Since the no-
tions of an-moderateness and an-negligibility remain unchanged when each an
is changed on an interval [εn, 1] (εn > 0) and when (an)n∈N is replaced by a sub-
sequence, we can always find an equivalent scale (bn)n∈N of maps (0, 1] → (0, 1]
such that for each m,n ∈ N, bn+m ≤ bnbm. This will be silently assumed when
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it is allowed to consider an equivalent scale. It is also sufficient to test moder-
ateness and negligibility for a base of neighbourhoods of 0 only. In particular, if
E is locally convex, with a family of seminorms (pi)i∈I describing its topology,
then
Ma(E) = {(uε)ε ∈ E
(0,1] : (∀i ∈ I)(∃N ∈ N)(pi(uε) ≤ a−N (ε), for small ε)}
Na(E) = {(uε)ε ∈ E
(0,1] : (∀i ∈ I)(∀m ∈ N)(pi(uε) ≤ am(ε), for small ε)}.
If (an) = (ε
n), we simply write M(E) for Ma(E), N (E) for Na(E) and GE :=
M(E)/N (E) is the Colombeau C˜-module based on E [7, §3]. The element
u ∈ GE with representative (uε)ε ∈ M(E) is sometimes denoted by [(uε)ε].
Further, G∞E :=M
∞(E)/N (E) ⊂ GE [7, Ex. 3.10], where
M∞(E) = {(uε)ε ∈ E
(0,1] : (∃N ∈ N)(∀i ∈ I)(pi(uε) ≤ ε
−N , for small ε)}.
Let Ω ⊆ Rd open. If we choose in particular E = C∞(Ω) with its usual locally
convex topology, then GE = G(Ω) is the special Colombeau algebra of generalized
functions on Ω [7, Ex. 3.6]. Usually, M(E) is then denoted by EM (Ω). The
subalgebra Gc(Ω) of compactly supported generalized functions is the set of
those u ∈ G(Ω) having a representative (uε)ε with (suppuε)ε ∈ K
(0,1], for some
K ⊂⊂ Ω. If we choose E = C, GE = C˜ is the ring of Colombeau generalized
constants. For f ∈ Gc(Ω),
∫
Ω f ∈ C˜, defined on representatives by (
∫
Ω fε)ε ∈
M(C), is well-defined. G∞(Ω) is defined as the algebra of those u ∈ G(Ω) having
a representative (uε)ε for which
(∀K ⊂⊂ Ω)(∃N ∈ N)(∀α ∈ Nd)(sup
x∈K
|∂αuε(x)| ≤ ε
−N , for small ε).
Similarly, G∞c (Ω) := G
∞(Ω) ∩ Gc(Ω). Denoting by D(Ω) the space of compactly
supported C∞-functions on Ω, f, g ∈ G(Ω) are called equal in the sense of gen-
eralized distributions if for each φ ∈ D(Ω),
∫
Ω fφ =
∫
Ω gφ.
If we choose E = Rd, GE = R˜
d is the set of d-dimensional generalized points.
For an open set Ω ⊆ Rd, the set Ω˜c of compactly supported generalized points
of Ω is the set of those x ∈ R˜d having a representative (xε)ε ∈ K
(0,1], for some
K ⊂⊂ Ω. In particular, for Ω = R+ = {x ∈ R : x > 0}, we denote Ω˜c by R˜
+
c .
For u ∈ G(Ω) and x ∈ Ω˜c, the point value u(x) ∈ C˜, defined on representatives
by (uε(xε))ε ∈ M(C), is well-defined [8, 1.2.45]. By a similar Taylor-argument,
for u ∈ Gc(R
d) and ξ ∈ R˜d, the Fourier transform û(ξ) =
∫
Rd
u(x)e−iξx dx ∈ C˜ is
well-defined. Moreover, u ∈ G(Ω) is completely determined by its point values
in compactly supported points [8, Thm. 1.2.46]. There exist embeddings ι of
the space of distributions D′(Ω) into G(Ω) that preserve the linear operations,
derivatives, the product of C∞(Ω)-functions and the pairing (i.e., for T ∈ D′(Ω)
and φ ∈ D(Ω),
∫
Ω ι(T )φ = 〈T, φ〉 in C˜). For further properies of G(Ω), we refer
to [8].
We refer to [13] for definitions related to topological vector spaces. In particular,
a barreled topological vector space is not assumed to be locally convex. We refer
to [6] for the definitions of the regularized distributions x−m, Pf (H(x)/xm), xα+,
xα− ∈ D
′(R) (for m ∈ N, m ≥ 1 and α ∈ R, α 6= −1,−2, . . . ). We will also
denote Sd−1 = {x ∈ Rd : |x| = 1}.
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3 Uniform boundedness and weak equalities
In a way similar to the use in [12] of the Baire theorem, we exploit the uniform
boundedness principle to show that an equality in the sense of generalized dis-
tributions automatically holds for test functions in the larger space G∞c (Ω). We
cast our results in a general framework for two reasons:
(1) In this way, it is clear that our results for Colombeau algebras also hold for
more general sequence space algebras [3, 4].
(2) Using the framework of Colombeau algebras based on a locally convex vector
space E [7], our results can be applied to other spaces than D(Ω) (e.g., this is
already needed for Proposition 5.7).
Lemma 3.1. Let E be a topological vector space. Let (εn)n∈N ∈ (0, 1]
N with
εn → 0 as n→∞.
1. If (uε)ε ∈ E
(0,1] is asymptotically bounded, then {uεn : n ∈ N} is a bounded
set in E.
2. Let (an)n∈N be a scale. If (uε)ε ∈ Ma(E) and (mn)n∈N ∈ N
N tends to
infinity, then {an(εmn)uεmn : n ∈ N} is a bounded set in E.
3. Let (an)n∈N be a scale. If (uε)ε ∈ Na(E) and M ∈ N, then {a−M (εn)uεn :
n ∈ N} is a bounded set in E.
Proof. (1) Let U be a balanced neighbourhood of 0 in E. As (uε)ε ∈ E
(0,1] is
asymptotically bounded and εn → 0, there exists M ∈ N and λ ∈ R
+ such that
{uεn : n ≥ M} ⊆ λU . Then there also exists λ
′ ∈ R+ such that the union of
{uεn : n ≥M} with the finite set {uεn : n < M} is contained in λ
′U .
(2) Let U be a balanced neighbourhood of 0 in E. Then there exist M ∈ N and
N ∈ N such that for each n ≥ M , uεmn ∈ a−N (εmn)U . Hence an(εmn)uεmn ∈
an(εmn)a−N (εmn)U ⊆ U , as soon as n ≥ max(M,N). As in part (1), this implies
that there exists λ ∈ R+ such that {an(εmn)uεmn : n ∈ N} ⊆ λU .
(3) By definition of Na(E), the net (a−M (ε)uε)ε is asymptotically bounded, ∀M .
The result follows by part 1.
Theorem 3.2. Let E be a barreled topological vector space. Let (an)n∈N be a
scale. Let (Tε)ε ∈ Ma(E
′) (for the topology of pointwise convergence), i.e.,
(∀u ∈ E)(∃N ∈ N)(|Tε(u)| ≤ a−N (ε), for small ε).
1. If (uε)ε ∈Ma(E), then also (Tε(uε))ε ∈ Ma(C).
2. Let (an) = (1/n) or let the topology of E have a countable base of neigh-
bourhoods of 0. If (uε)ε ∈ Na(E), then also (Tε(uε))ε ∈ Na(C).
3. Let E be locally convex with its topology generated by a sequence of semi-
norms (pk)k∈N. Then
(∃M ∈ N)(∃ε0 ∈ (0, 1])(∀ε ≤ ε0)(∀u ∈ E)
(
|Tε(u)| ≤ a−M (ε)max
k≤M
pk(u)
)
.
Proof. (1) Supposing that (Tε(uε))ε /∈ Ma(C), we find a decreasing sequence
(εn)n∈N tending to 0 such that |Tεn(uεn)| > a−n(εn), ∀n. As (Tε)ε ∈ Ma(E
′),
{an(ε2n)Tε2n : n ∈ N} is bounded in E
′ (with the topology of pointwise conver-
gence) by lemma 3.1(2). Hence the uniform boundedness principle [13, Thm. 33.1]
implies that {an(ε2n)Tε2n : n ∈ N} is equicontinuous, i.e.,
(∀r ∈ R+)(∃U neighb. of 0 in E)(∀n ∈ N)(∀u ∈ U)(|an(ε2n)Tε2n(u)| ≤ r).
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Choose r = 1 and choose a corresponding neighbourhood U . Since (uε)ε ∈
Ma(E), there exists N ∈ N such that aN (ε2n)uε2n ∈ U , for sufficiently large n.
But then |an(ε2n)Tε2n(aN (ε2n)uε2n)| ≤ 1, for sufficiently large n. Hence
|Tε2n(uε2n)| ≤ a−n(ε2n)a−N (ε2n) ≤ (a−n(ε2n))
2 ≤ a−2n(ε2n),
for sufficiently large n. This contradicts |Tεn(uεn)| > a−n(εn), ∀n.
(2) First case: (an) = (1/n). Supposing that Tε(uε) 6→ 0, we find λ ∈ R
+ and
a decreasing sequence (εn)n∈N tending to 0 such that |Tεn(uεn)| > λ, ∀n. By
lemma 3.1(1), {Tεn : n ∈ N} is bounded in E
′. As in part (1), it follows that
(∃U neighb. of 0 in E)(∀n ∈ N)(∀u ∈ U)(|Tεn(u)| ≤ λ)
and since uε → 0, uεn ∈ U for sufficiently large n. A contradiction follows.
Second case: let (Un)n∈N be a countable base of neighbourhoods of 0 in E with
Un+1 ⊆ Un, ∀n. As (uε)ε ∈ Na(E), we find for each m ∈ N some ηm ∈ (0, 1] such
that uε ∈ am(ε)Um, ∀ε ≤ ηm. Supposing that (Tε(uε))ε /∈ Na(C), we findM ∈ N
and a decreasing sequence (εn)n∈N tending to 0 such that |Tεn(uεn)| > aM (εn),
∀n. We may suppose that εn ≤ ηn, ∀n. Now let
vε =
{
a−M(εn)a−n(εn)uεn , ε ∈ {εn : n ∈ N}
0, otherwise.
Let U be a neighbourhood of 0 in E. Then there exists N ∈ N such that UN ⊆ U .
Hence, ∀n ≥ N , as εn ≤ ηn,
vεn = a−M (εn)a−n(εn)uεn ∈ a−M (εn)Un ⊆ a−M (εn)U.
Hence (vε)ε ∈ Ma(E). By part (1), (Tε(vε))ε ∈ Ma(C). Further, ∀n,
|Tεn(vεn)| = a−M (εn)a−n(εn) |Tεn(uεn)| > a−n(εn).
This contradicts (Tε(vε))ε ∈Ma(C).
(3) By contraposition, we find a decreasing sequence (εn)n∈N tending to 0 and
un ∈ E such that |Tεn(un)| > a−n(εn)maxk≤n pk(un), ∀n. By lemma 3.1(2),
{an(ε2n)Tε2n : n ∈ N} is bounded in E
′. Expressing the equicontinuity, we
obtain
(∃C ∈ R+)(∃N ∈ N)(∀u ∈ E)(∀n ∈ N)
(
an(ε2n) |Tε2n(u)| ≤ Cmax
k≤N
pk(u)
)
.
In particular, for sufficiently large n ∈ N,
a−n(ε2n)max
k≤N
pk(u2n) ≤ an(ε2n)a−2n(ε2n) max
k≤2n
pk(u2n)
< an(ε2n) |Tε2n(u2n)| ≤ Cmax
k≤N
pk(u2n),
hence a−n(ε2n) < C, for sufficiently large n, contradicting the fact that an is a
(w.l.o.g. decreasing in n) scale.
Theorem 3.3. Let E be a barreled topological vector space. Let (an)n∈N be a
scale. Let (∀m ∈ N)(∃n ∈ N)
(
lim
ε→0
an(ε)
am(ε)
= 0
)
or let every bounded set in E be
precompact. Let (Tε)ε ∈ Na(E
′) (for the topology of pointwise convergence). If
(uε)ε ∈ E
(0,1] is asymptotically bounded, then also (Tε(uε))ε ∈ Na(C).
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Proof. Supposing that (Tε(uε))ε /∈ Na(C), we find M ∈ N and a decreasing
sequence (εn)n∈N tending to 0 such that |Tεn(uεn)| > aM (εn), ∀n. If every
bounded set in E is precompact, choose M ′ = M ; otherwise, choose M ′ such
that limε→0
aM′ (ε)
aM (ε)
= 0. By lemma 3.1(3), {a−M ′(εn)Tεn : n ∈ N} is bounded in
E′ (for the topology of pointwise convergence). As in proposition 3.2, we find a
neighbourhood U of 0 in E such that
(∀n ∈ N)(∀u ∈ U)(|Tεn(u)| ≤ aM ′(εn)/2).
By lemma 3.1(1), {uεn : n ∈ N} is bounded.
First case: every bounded set in E is precompact. Then we find a finite subset
F ⊆ E such that
(∀n ∈ N)(∃v ∈ F )(uεn − v ∈ U),
hence also
(∀n ∈ N)(∃v ∈ F )(|Tεn(uεn − v)| ≤ aM (εn)/2).
Further, since (Tε)ε ∈ Na(E
′) (for the topology of pointwise convergence),
(∃ε0 ∈ (0, 1])(∀ε ≤ ε0)(∀v ∈ F )(|Tε(v)| ≤ aM (ε)/2).
Combining these identities,
(∃N ∈ N)(∀n ≥ N)(∃v ∈ F )(|Tεn(uεn)| ≤ |Tεn(uεn − v)|+ |Tεn(v)| ≤ aM (εn)).
This contradicts |Tεn(uεn)| > aM (εn), ∀n.
Second case: as {uεn : n ∈ N} is bounded, there exists λ ∈ R
+ such that
uεn ∈ λU , ∀n, hence also
|Tεn(uεn)| ≤ λaM ′(εn)/2 ≤ aM (εn),
for sufficiently large n, again contradicting |Tεn(uεn)| > aM (εn), ∀n.
Proposition 3.4. Let E be a strict inductive limit of Fre´chet spaces (En)n∈N.
1. For each n ∈ N, the identity map on representatives M(En) → M(E)
induces a canonical embedding GEn → GE.
2. Identifying GEn with its image under the embedding in part (1), GE =⋃
n∈N GEn .
3. For each n ∈ N, GEn ∩ G
∞
E = G
∞
En
(hence also G∞E =
⋃
n∈N G
∞
En
).
Proof. (1), (3) For each n ∈ N, E
(0,1]
n ∩ M(E) = M(En), E
(0,1]
n ∩ N (E) =
N (En) and E
(0,1]
n ∩M∞(E) = M∞(En) follow easily since a convex U ⊆ E is
a neighbourhood of 0 in E iff U ∩En is a neighbourhood of 0 in En, for each n
and because the topology on En is the relative topology induced by E.
(2) Let (uε)ε ∈ M(E). We show that there exists m ∈ N and ε0 ∈ (0, 1] such
that for each ε ≤ ε0, uε ∈ Em. For, supposing the contrary, we find a decreasing
sequence (εn)n∈N tending to 0 such that uεn /∈ En, for each n. As in the
proof of [13, Prop. 14.6], one can inductively construct convex neighbourhoods
Un of 0 in En such that Un+1 ∩ En = Un and ε
j
juεj /∈ Un, for each j < n.
Then U =
⋃
n∈N Un is a convex neighbourhood of 0 in E and for each n ∈ N,
uεn /∈ ε
−n
n U , contradicting (uε)ε ∈ M(E). So if u ∈ GE , we find m ∈ N and a
representative (uε)ε of u such that (uε)ε ∈ E
(0,1]
m ∩M(E) =M(Em).
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Theorem 3.5. Let Ω ⊆ Rd open. Let f ∈ G(Ω) and T ∈ D′(Ω). Let
∫
Ω fφ =
T (φ), ∀φ ∈ D(Ω). Then
∫
Ω fφ = T (φ), ∀φ ∈ G
∞
c (Ω).
Proof. By the hypotheses, the net (φ 7→
∫
Ω fεφ − T (φ))ε ∈ N (D
′(Ω)). Let
φ ∈ G∞c (Ω). By proposition 3.4(3), for a compact exhaustion (Kn)n∈N of Ω,
G∞c (Ω) =
⋃
n∈N G
∞
D(Kn)
= G∞D(Ω). Then there exists N ∈ N and a representative
(φε)ε of φ such that the net (ε
Nφε)ε is asymptotically bounded. As D(Ω) is
barreled [13, Prop. 34.4], the net (εN (
∫
Ω fεφε−T (φε)))ε ∈ N (D(Ω)) by theorem
3.3.
4 Characterization of equality in the sense
of generalized distributions by means of the
Fourier transform
Definition. A generalized point [(xε)ε] ∈ R˜
d is said to be of slow scale if for
each a ∈ R+, |xε| ≤ ε
−a, for small ε. We denote the set of slow scale points by
R˜dss.
Proposition 4.1. Let f ∈ G∞c (R
d). Then f = 0 iff f̂(ξ) = 0, ∀ξ ∈ R˜dss.
Proof. If f = 0, then clearly f̂(ξ) = 0, ∀ξ ∈ R˜d. Conversely, let f̂(ξ) = 0,
∀ξ ∈ R˜dss. Let (fε)ε be a representative of f with supp fε ⊆ K ⊂⊂ R
d, ∀ε. Since
f ∈ G∞c (R
d), there exists M ∈ N such that for each β ∈ Nd,
sup
ξ∈R
|ξ|β
∣∣f̂ε(ξ)∣∣ = sup
ξ∈R
∣∣∂̂βfε(ξ)∣∣ ≤ µ(K) sup
x∈K
∣∣∂βfε(x)∣∣ ≤ ε−M , for small ε.
We show that for each k ∈ N, there exists N ∈ N such that
sup
|ξ|≤ε−1/N
∣∣f̂ε(ξ)∣∣ ≤ εk, for small ε. (4)
Supposing the contrary, we would find k ∈ N, a decreasing sequence (εn)n∈N
tending to 0 and ξεn with |ξεn | ≤ ε
−1/n
n and
∣∣f̂εn(ξεn)∣∣ > εkn, ∀n. Defining ξε = 0
for ε /∈ {εn : n ∈ N}, the net (ξε)ε would represent some ξ ∈ R˜
d
ss; yet f̂(ξ) 6= 0,
contradicting the hypotheses.
Now let k ∈ N arbitrary. Choose N ∈ N as in equation (4). Then for each
[(xε)ε] ∈ R˜
d
c ,
(2π)d |fε(xε)| =
∣∣∣ ∫
Rd
f̂ε(ξ)e
iξxε dξ
∣∣∣ ≤ ∫
|ξ|≤ε−
1
N
∣∣f̂ε(ξ)∣∣ dξ + ∫
|ξ|≥ε−
1
N
∣∣f̂ε(ξ)∣∣ dξ
≤ Cεkε−
d
N + Cεk sup
ξ∈R
|ξ|Nk+d+1
∣∣f̂ε(ξ)∣∣ ≤ Cεk−M−d,
for small ε (for some C ∈ R+). Since k ∈ N and x ∈ R˜dc are arbitrary, f = 0.
Theorem 4.2. Let f ∈ Gc(R
d). The following are equivalent:
1.
∫
Rd
fφ = 0, ∀φ ∈ D(Rd)
2.
∫
Rd
fφ = 0, ∀φ ∈ G∞c (R
d)
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3. f̂(ξ) = 0, ∀ξ ∈ R˜dss.
Proof. (1)⇒ (2): by theorem 3.5.
(2) ⇒ (3): let ξ = [(ξε)ε] ∈ R˜
d
ss. For β ∈ N
d, supx∈Rd
∣∣∂βx e−iξεx∣∣ ≤ |ξε||β| ≤ ε−1,
for small ε. Hence x 7→ e−iξx ∈ G∞(Rd). As f ∈ Gc(R
d), there exists ψ ∈ D(Rd)
with fψ = f . Since ψe−iξx ∈ G∞c (R
d), the hypotheses imply that
f̂(ξ) =
∫
Rd
f(x)ψ(x)e−iξx dx = 0.
(3)⇒ (1): let φ ∈ D(Rd). Then f ⋆φ ∈ G∞c (R
d), since with K = supp f ⊂⊂ Rd,
sup
x∈Rd
∣∣∂β(fε ⋆ φ)(x)∣∣ ≤ µ(K) sup
K
|fε| sup
Rd
∣∣∂βφ∣∣,
where µ denotes the Lebesgue measure. Since for each ξ ∈ R˜d, f̂ ⋆ φ(ξ) =
f̂(ξ)φ̂(ξ), we obtain by proposition 4.1 that f ⋆φ = 0. In particular, (f ⋆φ)(0) =∫
Rd
f(y)φ(−y) dy = 0, ∀φ ∈ D(Rd).
Notice that proposition 4.1 and theorem 4.2 are consistent with the statement
in [12] that for Ω ⊆ Rd open and f ∈ G∞(Ω), f = 0 iff
∫
Ω fφ = 0, ∀φ ∈ D(Ω).
Corollary 4.3. Let f ∈ G(Rd). If∫
Rd
f(x)φ1(x1) · · · φd(xd) dx = 0, ∀φ1, . . . , φd ∈ D(R), (5)
then
∫
Rd
fφ = 0, ∀φ ∈ D(Rd).
Proof. Fix φ2,. . . , φd ∈ D(R) and let F (x1) =
∫
Rd−1
f(x)φ2(x2) · · ·φd(xd)dx2 . . . dxd.
Then F ∈ G(R) and by hypothesis,
∫
R
F (x1)φ(x1) dx1 = 0, ∀φ ∈ D(R). By the-
orem 3.5, the same holds for each φ ∈ G∞c (R). Inductively, equality (5) holds
for each φ1, . . . , φd ∈ G
∞
c (R).
Now fix φ ∈ D(Rd). Then there exist ψ1, . . . , ψd ∈ D(R) such that φ = ψφ, where
ψ(x) = ψ1(x1) · · ·ψd(xd) ∈ D(R
d). Let ξ ∈ R˜dss. Since xj 7→ e
−iξjxj ∈ G∞(R),
for j = 1, . . . , d, it follows that
f̂ψ(ξ) =
∫
Rd
f(x)(ψ1(x1)e
−iξ1x1) · · · (ψd(xd)e
−iξdxd) dx = 0.
As fψ ∈ Gc(R
d),
∫
Rd
fψφ =
∫
Rd
fφ = 0 by theorem 4.2.
The following example shows that there is no analogue in G(Rd) to the usual
distributional argument that, if A is a dense subset of D(Rd) and T ∈ D′(Rd)
satisfies 〈T, φ〉 = 0,∀φ ∈ A, then T = 0.
Example 4.4. Let A ⊆ D(Rd) be a countable, dense set. Then there exists
f ∈ G(Rd) such that
1.
∫
Rd
fφ = 0, ∀φ ∈ A
2. there exists φ0 ∈ D(R
d) such that
∫
Rd
fφ0 = 1.
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Proof. Let A = {φ1, φ2, . . . }. Since D(R
d) is of uncountable dimension (it con-
tains D([0, 1]d), which is of uncountable dimension as a Baire topological vector
space of infinite dimension), there exists φ0 ∈ D(R
d) \ spanA. Let m ∈ N. By
a linear algebra argument [5, Lemma V.3.10], there exists gm ∈ C
∞(Rd) such
that
∫
Rd
gmφ0 = 1,
∫
Rd
gmφj = 0, for j = 1, . . . ,m. Now choose a decreasing
sequence (εn)n∈N ∈ (0, 1]
N tending to 0 such that sup|x|≤n,|α|≤n |∂
αgn(x)| ≤ ε
−1
n ,
for each n ∈ N. Let fε = gn, for each ε ∈ (εn+1, εn], for each n ∈ N. Since
sup|x|≤n,|α|≤n |∂
αfε(x)| ≤ ε
−1, ∀ε ≤ εn, the net (fε)ε is moderate, hence repre-
sents f ∈ G(Rd) with
∫
Rd
fφ0 = 1 and
∫
Rd
fφn = 0, ∀n ≥ 1.
Proposition 4.5. Let f ∈ G(Rd \ {0}). If∫
Rd
f(x)u(|x|) v
(
x
|x|
)
dx = 0, ∀u ∈ D(R+),∀v ∈ D(Rd),
then
∫
Rd
fφ = 0, ∀φ ∈ D(Rd \ {0}).
Proof. Let (Uj , αj)j=1,...,m be a finite C
∞-atlas for the unit sphere Sd−1 = {x ∈
Rd : |x| = 1} and let (gj)j be a C
∞-partition of unity of Sd−1 subordinate to the
cover (Uj)j . By assumption, for u ∈ D(R
+), v ∈ D(Rd) and j ∈ {1, . . . ,m},∫
Rd
f(x)u(|x|) v
(
x
|x|
)
gj
(
x
|x|
)
dx = 0.
Denoting the Jacobian of the transformation α−1j by Jα−1j
and the local coordi-
nates by Θ = (θ1, . . . , θd−1), we obtain∫ ∞
0
∫
αj(Uj)
f(rα−1j (Θ))u(r)v(α
−1
j (Θ))gj(α
−1
j (Θ))r
d−1|Jα−1j
(Θ)| drdΘ = 0.
Let F (r,Θ) = f(rα−1j (Θ))gj(α
−1
j (Θ))u(r). Since suppF ⊂⊂ R
+ × αj(Uj), we
have for each φ ∈ D(R) and Φ ∈ D(Rd−1) that
∫
Rd
F (r,Θ)φ(r)Φ(Θ) drdΘ = 0.
By corollary 4.3, for each ψ ∈ D(Rd), also
∫
Rd
F (r,Θ)ψ(r,Θ) drdΘ = 0. Since
u ∈ D(R+) is arbitrary, this implies that for each φ ∈ D(Rd \ {0}),∫ ∞
0
∫
αj(Uj)
f(rα−1j (Θ))φ(rα
−1
j (Θ))gj(α
−1
j (Θ))r
d−1|Jα−1j
(Θ)| drdΘ = 0.
Hence ∫
Rd
fφ =
m∑
j=1
∫
Rd
f(x)φ(x)gj
(
x
|x|
)
dx = 0, ∀φ ∈ D(Rd \ {0}).
5 Weak homogeneity in G(R) and G(R \ {0})
Let Ω = Rd or Rd \ {0}.
Let f ∈ G(Ω) and α ∈ R. Following [9], f is called weakly homogeneous of
degree α iff ∫
Rd
f(λx)φ(x) dx =
∫
Rd
λαf(x)φ(x) dx (6)
for each λ ∈ R+ and each φ ∈ D(Ω). By theorem 3.5, this then also holds for
each λ ∈ R+ and each φ ∈ G∞c (Ω).
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Lemma 5.1. Let f ∈ G(Ω), α ∈ R and ψ ∈ G∞c (Ω). If equation (6) holds for
each λ ∈ R+ and each φ ∈ {x 7→ ψ(µx) : µ ∈ R˜+c } ⊂ G
∞
c (Ω), then the map F :
λ 7→
∫
Rd
f(λx)ψ(x) dx defines a (strongly) homogeneous generalized function of
degree α in G(R+).
Proof. Fix representatives (fε)ε of f and (ψε)ε of ψ. Consider for each ε ∈ (0, 1],
Fε ∈ C
∞(R+): Fε(λ) =
∫
Rd
fε(λx)ψε(x) dx. Since for eachK ⊂⊂ R
+ andm ∈ N,
sup
λ∈K
|DmFε(λ)| = sup
λ∈K
∣∣∣∣∣
∫
Rd
d∑
i1,...,im=1
∂i1 . . . ∂imfε(λx)xi1 . . . ximψε(x) dx
∣∣∣∣∣
≤
d∑
i1,...,im=1
sup
y∈K·supp(ψ)
|∂i1 . . . ∂imfε(y)| · sup
x∈supp(ψ)
|xi1 . . . ximψε(x)| ,
(Fε(λ))ε ∈ EM (R
+) (and the definition is independent of representatives). Hence
F ∈ G(R+), where F (λ) =
∫
Rd
f(λx)ψ(x) dx.
Further, for µ ∈ R+ and λ ∈ R˜+c ,
F (µλ) =
∫
Rd
f(µλx)ψ(x) dx =
1
λd
∫
Rd
f(µy)ψ
(y
λ
)
dy.
Since 1/λ ∈ R˜+c , the hypotheses imply that
F (µλ) =
µα
λd
∫
Rd
f(y)ψ
(y
λ
)
dy = µα
∫
Rd
f(λx)ψ(x) dx = µαF (λ).
Corollary 5.2. Let f ∈ G(Ω) be weakly homogeneous of degree α. Then f
satisfies equation (6) for each λ ∈ R˜+c and each φ ∈ G
∞
c (Ω).
Proof. Let φ ∈ G∞c (Ω). Let F (λ) =
∫
Rd
f(λx)φ(x) dx. As F ∈ G(R+) is strongly
homogeneous of degree α, by [9, Lemma 4.3], F (λ) = cλα, for some c ∈ C˜. Since
c = F (1), the point values at λ ∈ R˜+c yield the result.
Theorem 5.3. Let f ∈ G(Ω). Then f is weakly homogeneous of degree α iff
f satisfies the corresponding Euler equation in the sense of generalized distribu-
tions, i.e., ∫
Rd
d∑
i=1
xi∂if(x)φ(x) dx = α
∫
Rd
f(x)φ(x) dx,
for each φ ∈ G∞c (Ω).
Proof. ⇒: Let φ ∈ G∞c (Ω). Let F (λ) =
∫
Rd
f(λx)φ(x) dx ∈ G(R+). As F (λ) =
cλα, for some c ∈ C˜,
0 =
d
dλ
(F (λ)
λα
)
=
λF ′(λ)− αF (λ)
λα+1
as a generalized function in G(R+). Taking the point value at λ = 1, F ′(1) =
αF (1). The result follows by differentiation under the integral sign.
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⇐: Let φ ∈ G∞c (Ω). Let F ∈ G(R
+) be as before. Let G(λ) = F (λ)λα . Then
G′(λ) =
1
λα+1
∫
Rd
( d∑
i=1
∂if(λx)λxi − αf(λx)
)
φ(x) dx
=
1
λα+d+1
∫
Rd
( d∑
i=1
∂if(x)xi − αf(x)
)
φ
(x
λ
)
dx = 0
by the hypotheses, since x 7→ φ(x/λ) ∈ G∞c (Ω), for each λ ∈ R˜
+
c . Hence G is a
generalized constant [8, 1.2.35], i.e., G(λ) = G(1), ∀λ ∈ R˜+c .
Theorem 5.4. Let f ∈ G(R \ {0}) be weakly homogeneous of degree α. Then
there exist c1, c2 ∈ C˜ such that for each φ ∈ D(R \ {0}),∫
R
f(x)φ(x) dx = c1
∫
R−
|x|α φ(x) dx+ c2
∫
R+
|x|α φ(x) dx.
Proof. Let g(x) = f(x)|x|α . For φ ∈ D(R\{0}) and λ ∈ R
+, since φ(x)|x|α ∈ D(R\{0}),∫
R
g(λx)φ(x) dx =
∫
R
f(λx)
φ(x)
λα |x|α
dx =
∫
R
f(x)
φ(x)
|x|α
dx =
∫
R
g(x)φ(x) dx.
Since g ∈ G(R \ {0}), by theorem 5.3,∫
R
g′(x)xφ(x) dx = 0, ∀φ ∈ D(R \ {0}).
Since D(R \ {0}) = {xφ : φ ∈ D(R \ {0})} and by partial integration,∫
R
g(x)φ′(x) dx = 0, ∀φ ∈ D(R \ {0}).
Fix φ1 ∈ D(R \ {0}) with
∫
R−
φ1 = 1,
∫
R+
φ1 = 0 and φ2 ∈ D(R \ {0}) with∫
R−
φ2 = 0,
∫
R+
φ2 = 1. Let φ ∈ D(R \ {0}) arbitrary. Call ψ = φ− (
∫
R−
φ)φ1−
(
∫
R+
φ)φ2. Since
{
φ′ : φ ∈ D(R\{0})
}
=
{
φ ∈ D(R\{0}) :
∫
R−
φ =
∫
R+
φ = 0
}
,∫
R
g(x)ψ(x) dx = 0, hence with cj =
∫
R
g(x)φj(x) dx (j = 1, 2),∫
R
g(x)φ(x) dx = c1
∫
R−
φ(x) dx+ c2
∫
R+
φ(x) dx,
for any φ ∈ D(R \ {0}). The statement follows from the fact that D(R \ {0}) =
{ φ|x|α : φ ∈ D(R \ {0})}.
The following example shows that the extension of the previous result to the
case Ω = R is nontrivial.
Example 5.5 (Weak point support). There exists f ∈ G(R) such that
∫
R
fφ = 0,
∀φ ∈ D(R \ {0}), but yet
∫
R
fφ0 6= 0 for some φ0 ∈ D(R) with D
kφ0(0) = 0,
∀k ∈ N.
In particular, for φ ∈ D(R),
∫
R
fφ is not determined by Dkφ(0), k ∈ N, and in
particular, f is not weakly equal to a linear combination of derivatives of δ.
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Proof. Let α = [(ε)ε] ∈ R˜ and let f(x) = α
x|lnα|, for x ∈ R˜c, x ≥ α. Since
for each k ∈ N, supx≥0
∣∣Dk(εx|ln ε|)∣∣ = supx≥0 |ln ε|2k εx|ln ε| ≤ |ln ε|2k ≤ ε−1, for
small ε, f can be extended by means of a moderate cut-off to a function in G(R)
with f ≥ 0 and f|R− = 0. As f(x) = 0, for each x ∈ R˜
+
c ,
∫
R
fφ = 0, for each
φ ∈ D(R\{0}). Let φ0(x) = e
1
x(x−2) ∈ D([0, 2]). Let ρ = 1/ |lnα|. Since fφ0 ≥ 0
and α ≤ ρ ≤ 1, ∫
R
fφ0 ≥
∫ 2ρ
ρ
αx|lnα|e
1
x(x−2) dx ≥ α2e
1
ρ(ρ−2)ρ,
since αx|lnα| is decreasing and e
1
x(x−2) is increasing on [0, 1]. As e
1
ρ(ρ−2) ≥ e−
1
ρ =
α,
∫
R
fφ0 6= 0.
Lemma 5.6. Let m ∈ N, m ≥ 1. Let φ0 ∈ D(R) with φ0 = 1 on a neighbourhood
of 0.
1. There exist constants cj ∈ C such that for each φ ∈ D(R),∫
R
(
φ(x)−
m−1∑
j=0
Djφ(0)
j!
xjφ0(x)
) dx
xm
=
〈
x−m, φ
〉
+
m−1∑
j=0
cjD
jφ(0).
2. There exist constants cj ∈ C such that for each φ ∈ D(R),∫
R+
(
φ(x)−
m−1∑
j=0
Djφ(0)
j!
xjφ0(x)
) dx
xm
=
〈
Pf
(
H(x)
xm
)
, φ
〉
+
m−1∑
j=0
cjD
jφ(0).
Proof. (1) Follows easily using the fact that
〈
x−m, φ
〉
= lim
R→+∞
∫ R
−R
(
φ(x)−
m−1∑
j=0
Djφ(0)
j!
xj
) dx
xm
.
(The last equation holds, e.g., by induction using the formulaDx−m = −mx−m−1
[6, §2.4] and partial integration.)
(2) Follows easily using the fact that [6, §2.4]〈
Pf
(
H(x)
xm
)
, φ
〉
=
∫ ∞
1
φ(x)
xm
dx+
∫ 1
0
(
φ(x)−
m−1∑
j=0
Djφ(0)
j!
xj
) dx
xm
−
m−2∑
j=0
Djφ(0)
j!(m− j − 1)
.
Proposition 5.7. Let α = [(ε)ε] ∈ R˜. Let f ∈ G(R) with
∫
R
fφ = 0, ∀φ ∈ D(R)
with Djφ(0) = 0, ∀j ∈ N. Let K ⊂⊂ R and n ∈ N. Then
(∃m ∈ N)(∀φ ∈ D(K) with Djφ(0) = 0,∀j ≤ m)
(∣∣∣ ∫
R
fφ
∣∣∣ ≤ αn).
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Proof. Let K ⊂⊂ R and let R ∈ R such that |x| ≤ R/2, ∀x ∈ K. Let L = {x ∈
R : |x| ≤ R} ⊂⊂ R. Let n ∈ N. Let E = {φ ∈ D(L) : Djφ(0) = 0,∀j ∈ N}. E is
a Fre´chet space, as a closed subspace of the Fre´chet space D(L). In particular,
we can apply theorem 3.2(3) to the space E and the net (φ 7→ ε−n−1
∫
R
fεφ)ε ∈
E′(0,1], which is asymptotically bounded in E′ (with the topology of pointwise
convergence). Hence we find M ∈ N for which
(∃ε0 ∈ (0, 1])(∀ε ≤ ε0)(∀φ ∈ E)
(∣∣∣ ∫
R
fεφ
∣∣∣ ≤Mεn+1max
k≤M
sup
x∈R
∣∣∣Dkφ(x)∣∣∣ ).
Now let Ψ ∈ D(L) with Ψ(x) = 1, for |x| ≤ R/2. Let χR\[−ε,ε] be the character-
istic function of R \ [−ε, ε] and let ρε(x) = ε
−1ρ(x/ε), where ρ ∈ D([−1/2, 1/2])
with
∫
R
ρ = 1. Let ψε = Ψ · (χR\[−ε,ε] ⋆ ρε) ∈ E. Then the net (ψε)ε represents
ψ ∈ G(R) with ψ(x˜) = 0 for |x˜| ≤ α/2 and ψ(x˜) = 1 for 2α ≤ |x˜| ≤ R/2. Fur-
ther, sup
x∈eR
∣∣Djψ(x)∣∣ ≤ cjα−j, for some cj ∈ R. Since f ∈ G(R), there exists
N ∈ N such that sup|x|≤R |f(x)| ≤ α
−N . Now let φ ∈ D(K) with Djφ(0) = 0,
∀j ≤ m := n + 1 + max(M,N). Then by the Taylor expansion, there exists
C ∈ R such that
∣∣Djφ(x)∣∣ ≤ C |x|m−j , for each x ∈ R and j ≤ m. Further, also
φψε ∈ E, ∀ε, so ∣∣∣ ∫
R
fφψ
∣∣∣ ≤Mαn+1max
k≤M
sup
x∈eR
∣∣∣Dk(φψ)(x)∣∣∣ .
Now for k ≤M ,
sup
x∈eR
∣∣∣Dk(φ(1− ψ))(x)∣∣∣ ≤ 2k sup
|x|≤2α,j≤k
∣∣∣Djφ(x)Dk−j(1− ψ)(x)∣∣∣
≤ C ′max
j≤k
αm−jα−(k−j) ≤ C ′,
for some C ′ ∈ R. Further,∣∣∣∣∫
R
fφ(1− ψ)
∣∣∣∣ = ∣∣∣∣∫ 2α
−2α
fφ(1− ψ)
∣∣∣∣ ≤ α−Nαm ≤ αn+1.
Hence ∣∣∣∣∫
R
fφ
∣∣∣∣ ≤ αn+1 +Mαn+1maxk≤M supx∈R
∣∣∣Dkφ(x)∣∣∣+Mαn+1C ′ ≤ αn.
Theorem 5.8.
1. Let f ∈ G(R) be weakly homogeneous of degree −m, m = 1, 2, 3, . . . . Then
there exist c1, c2 ∈ C˜ such that for each φ ∈ D(R),∫
R
f(x)φ(x) dx = c1D
m−1φ(0) + c2
〈
x−m, φ
〉
.
2. Let f ∈ G(R) be weakly homogeneous of degree α ∈ R, α 6= −1,−2,−3, . . . .
Then there exist c1, c2 ∈ C˜ such that for each φ ∈ D(R),∫
R
f(x)φ(x) dx = c1
〈
xα−, φ
〉
+ c2
〈
xα+, φ
〉
,
where xα−, x
α
+ ∈ D
′(R) are as in [6, §2.4].
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Proof. (1) Let g(x) = xmf(x) ∈ G(R). As in theorem 5.4,∫
R
g′(x)xφ(x) dx = 0, ∀φ ∈ D(R).
Since {xφ(x) : φ ∈ D(R)} = {φ ∈ D(R) : φ(0) = 0} and by partial integration,∫
R
g(x)φ′(x) dx = 0, ∀φ ∈ D(R) with φ(0) = 0.
Since {φ′ : φ ∈ D(R) with φ(0) = 0} = {φ ∈ D(R) :
∫
R
φ =
∫
R+
φ = 0}, we find
as in theorem 5.4 c1, c2 ∈ C˜ for which∫
R
f(x)xmφ(x) dx = c1
∫
R
φ(x) dx + c2
∫
R+
φ(x) dx,∀φ ∈ D(R).
Let φ0 as in lemma 5.6. Since for any φ ∈ D(R), ψφ := φ−
∑m−1
j=0
Djφ(0)
j! x
jφ0 ∈
{xmφ(x) : φ ∈ D(R)} = {φ ∈ D(R) : Djφ(0) = 0, 0 ≤ j < m}, there exist aj ∈ C˜
such that for any φ ∈ D(R),∫
R
f(x)φ(x) dx =
m−1∑
j=0
ajD
jφ(0) + c1
∫
R
ψφ(x)
xm
dx+ c2
∫
R+
ψφ(x)
xm
dx.
Hence by lemma 5.6, there exist aj ∈ C˜ such that for any φ ∈ D(R),∫
R
f(x)φ(x) dx =
m−1∑
j=0
ajD
jφ(0) + c1
〈
x−m, φ
〉
+ c2
〈
Pf
(
H(x)
xm
)
, φ
〉
.
Expressing the homogeneity of order −m in this equation, we find that c2 = 0
and aj = 0 for j < m− 1, since [6, §2.6] x
−m is homogeneous of degree −m and
there exists c ∈ R \ {0} such that
λmPf
(
H(λx)
(λx)m
)
= Pf
(
H(x)
xm
)
+ c ln λDm−1δ, ∀λ ∈ R+.
(2) Case 1: α = m ∈ N. Notice that f(x)xm is not necessarily in G(R). Let
φ ∈ D(R) with Djφ(0) = 0 for 0 ≤ j ≤ m. Then φ(x)xm ∈ D(R),
φ′(x)
xm ∈ D(R) and
φ(x)
xm+1
∈ D(R), hence
0 =
∫
R
(
f(x)
φ(x)
xm
)′
dx =
∫
R
f ′(x)
φ(x)
xm
dx+
∫
R
f(x)
φ′(x)
xm
dx−m
∫
R
f(x)
φ(x)
xm+1
dx.
By theorem 5.3,
∫
R
xf ′(x) φ(x)
xm+1
dx = m
∫
R
f(x) φ(x)
xm+1
dx. Hence∫
R
f(x)
φ′(x)
xm
dx = 0, ∀φ ∈ D(R) with Djφ(0) = 0, 0 ≤ j ≤ m.
Since {φ′ : φ ∈ D(R) with Djφ(0) = 0, for 0 ≤ j ≤ m} = {φ ∈ D(R) :
∫
R
φ =∫
R+
φ = φ(0) = · · · = Dm−1φ(0) = 0} = {φ ∈ D(R) :
∫
R
φ =
∫
R+
φ = 0 and
φ(x)
xm ∈ D(R)},∫
R
f(x)φ(x) dx = 0, ∀φ ∈ D(R) with
∫
R
xmφ(x) dx =
∫
R+
xmφ(x) dx = 0.
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As before, we find c1, c2 ∈ C˜ for which∫
R
f(x)φ(x) dx = c1
∫
R
xmφ(x) dx+ c2
∫
R+
xmφ(x) dx, ∀φ ∈ D(R).
Case 2: α /∈ Z. If φ ∈ D(R) withDjφ(0), ∀j ∈ N, then φ(x)
|x|α
∈ D(R), φ
′(x)
|x|α
∈ D(R)
and φ(x)
|x|α+1
∈ D(R). As before, since (|x|−α)′ = −αx−1 |x|−α for x 6= 0,∫
R
f(x)
φ′(x)
|x|α
dx = 0, ∀φ ∈ D(R) with Djφ(0) = 0,∀j ∈ N.
Let ψ ∈ D(R) with Djψ(0) = 0,∀j ∈ N and
∫
R−
|x|α ψ =
∫
R+
|x|α ψ = 0. Then
φ(x) :=
∫ x
−∞ |t|
α ψ(t) dt ∈ D(R), Djφ(0) = 0,∀j ∈ N and ψ(x) = φ′(x)/ |x|α.
Hence
∫
R
fψ = 0, for such ψ.
As before, fixing φ1 ∈ D(R) with D
jφ1(0) = 0, ∀j ∈ N,
∫
R−
|x|α φ1 = 1,∫
R+
|x|α φ1 = 0 and φ2 ∈ D(R) with D
jφ2(0) = 0, ∀j ∈ N,
∫
R− |x|
α φ2 = 0,∫
R+
|x|α φ2 = 1, we find c1, c2 ∈ C˜ such that for each φ ∈ D(R) with D
jφ(0) =
0,∀j ∈ N,∫
R
fφ = c1
∫
R−
|x|α φ(x) dx+ c2
∫
R+
|x|α φ(x) dx = c1
〈
xα−, φ
〉
+ c2
〈
xα+, φ
〉
.
Let ι be an embedding of D′(R) into G(R) (which preserves the pairing). For
g = f − c1ι(x
α
−) − c2ι(x
α
+), we obtain
∫
R
gφ = 0, ∀φ ∈ D(R) with Djφ(0) =
0,∀j ∈ N. Further, since xα−, x
α
+ are homogeneous distributions of degree α [6,
§2.6], also g is weakly homogeneous of degree α [9, Prop. 4.21].
Now let m ∈ N and φ ∈ D(R) with Djφ(0) = 0, for each j 6= m. Let λ ∈ R+.
Then Dj(φ(x)− λmφ(x/λ))(0) = 0, ∀j ∈ N, so∫
R
g(x)φ(x) dx =
∫
R
g(x)λmφ
(x
λ
)
dx = λα+m+1
∫
R
g(x)φ(x) dx.
As α 6= −m− 1 and λ ∈ R+ arbitrary,
∫
R
gφ = 0.
Now let φ ∈ D(R) arbitrary. Let ψ ∈ D(R) with ψ(x) = 1, ∀x ∈ suppφ and ∀x
in a neighbourhood of 0. Then for each m ∈ N, φ(x) =
∑m
j=0
Djφ(0)
j! x
jψ(x) +
xmRm(x), whereRm ∈ D(R) with suppRm ⊆ suppψ. SinceD
k
(Djφ(0)
j! x
jψ
)
(0) =
0, ∀k 6= j, we have
∫
R
gφ =
∫
R
g(x)xmRm(x) dx. Let n ∈ N. By proposition 5.7,
there exists m ∈ N such that
∣∣∫
R
g(x)xmRm(x) dx
∣∣ ≤ αn. Hence ∫
R
gφ = 0.
6 Weak homogeneity in G(Rd \ {0})
We show an analogon of the formula f(x) = f
(
x
|x|
)
|x|α, which holds for (strongly)
homogeneous generalized functions of degree α on Rd \ {0} [9]. The following
example shows that (similar to distribution theory), we cannot maintain the
equation in unchanged form (even in the sense of generalized distributions).
Example 6.1. Let α ∈ R. There exists f ∈ G(Rd \ {0}) such that
∫
Rd
fφ = 0,
∀φ ∈ D(Rd \ {0}), but yet
∫
Rd
f
(
x
|x|
)
|x|α φ(x) dx 6= 0, for some φ ∈ D(Rd \ {0}).
15
Proof. Let ρ ∈ S (R) with ρ(0) 6= 0 and with
∫
R
tmρ(t) dt = 0, ∀m ∈ N, m ≥ 1
(for the existence of ρ, see e.g., [8, §1.2.2]). Let gε(t) = ε
−1
[
2ρ
(
2t−2
ε
)
− ρ
(
t−1
ε
)]
.
Then g = [(gε)ε] ∈ G(R). Let f(x) = g(|x|) ∈ G(R
d\{0}). For ψ ∈ D(R+×Sd−1),
sup
ω∈Sd−1
∣∣∣∣∫
R
gε(r)ψ(r, ω) dr
∣∣∣∣ = sup
ω∈Sd−1
∣∣∣∣∫
R
[2ρ(2r)− ρ(r)]ψ(1 + εr, ω) dr
∣∣∣∣ .
Since for any m ∈ N, ψ(1+εr, ω) = ψ(1, ω)+(εr)∂rψ(1, ω)+ · · ·+
(εr)m
m! ∂
m
r ψ(1+
εr′, ω), the moment conditions imply that
sup
ω∈Sd−1
∣∣∣∣∫
R
gε(r)ψ(r, ω) dr
∣∣∣∣ ≤ εmm! supω∈Sd−1,r∈R |∂mr ψ(r, ω)|
∫
R
rm(2 |ρ(2r)|+|ρ(r)|) dr.
Now let φ ∈ D(Rd \ {0}). With ψ(r, ω) := rd−1φ(rω), if r ≥ 0, and ψ(r, ω) = 0,
if r ≤ 0, we obtain ψ ∈ D(R+ × Sd−1). Hence∣∣∣∣∫
Rd
fεφ
∣∣∣∣ = ∣∣∣∣∫
Sd−1
dω
∫ ∞
0
rd−1gε(r)φ(rω) dr
∣∣∣∣
≤ vol(Sd−1) sup
ω∈Sd−1
∣∣∣∣∫
R
gε(r)ψ(r, ω) dr
∣∣∣∣ ≤ εm,
for small ε. As m ∈ N arbitrary,
∫
Rd
fφ = 0, ∀φ ∈ D(Rd \ {0}). Yet∫
Rd
f
(
x
|x|
)
|x|α φ(x) dx = g(1)
∫
Rd
|x|α φ(x) dx 6= 0
for some φ ∈ D(Rd \ {0}), since g(1) = [(ε−1)ε]ρ(0) 6= 0.
Hence
∫
Rd
f
(
x
|x|) |x|
α φ(x) dx is not stable when we add to f a function g
with
∫
Rd
gφ = 0, ∀φ ∈ D(Rd \ {0}). Instead of the values f(ω) (ω ∈ Sd−1), the
property that f(rω)rα is constant in r for a homogeneous function f of degree α,
suggests that for a fixed u0 ∈ D(R
+) with
∫
R
u0 = 1, g(ω) :=
∫
R+
f(rω)
rα u0(r) dr
might be a better candidate. As in lemma 5.1, one easily sees that g ∈ G(Rd \
{0}), if f ∈ G(Rd \ {0}). We first show that the choice of u0 is irrelevant.
Lemma 6.2. If f ∈ G(Rd \ {0}) is weakly homogeneous of degree α, then∫
Rd
f(x)
|x|α+d−1
u′(|x|)v
(
x
|x|
)
dx = 0, ∀u ∈ G∞c (R
+), ∀v ∈ G∞c (R
d).
Proof. Let u ∈ G∞c (R
+). By partial integration,∫
R+
f(rω)
rα
u′(r) dr =
∫
R+
(
α
f(rω)
rα+1
−
∇f(rω) · ω
rα
)
u(r) dr.
Hence by theorem 5.3, for u ∈ G∞c (R
+) and v ∈ G∞c (R
d),∫
Rd
f(x)
|x|α+d−1
u′(|x|)v
(
x
|x|
)
dx =
∫
Sd−1
v(ω)
( ∫
R+
f(rω)
rα
u′(r) dr
)
dω
=
∫
Rd
(
αf(x)−∇f(x) · x
) u(|x|)
|x|α+d
v
(
x
|x|
)
︸ ︷︷ ︸
∈G∞c (R
d\{0})
dx = 0.
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Proposition 6.3. Let f ∈ G(Rd \ {0}) be weakly homogeneous of degree α. Let
u1, u2 ∈ D(R
+) with
∫
R
u1 =
∫
R
u2 = 1. Let gj(ω) =
∫
R+
f(rω)
rα uj(r) dr, for
ω ∈ Sd−1 (j = 1, 2). Then∫
Rd
g1
(
x
|x|
)
|x|α φ(x) dx =
∫
Rd
g2
(
x
|x|
)
|x|α φ(x) dx, ∀φ ∈ D(Rd \ {0}).
Proof. For ψ ∈ G∞c (R
d),∫
Sd−1
(g2(ω)− g1(ω))ψ(ω) dω =
∫
Sd−1
∫
R+
f(rω)
rα
(u2(r)− u1(r))ψ(ω) dωdr
=
∫
Rd
f(x)
|x|α+d−1
(
u2(|x|)− u1(|x|)
)
ψ
(
x
|x|
)
dx = 0,
by lemma 6.2 and by the fact that {u′ : u ∈ D(R+)} = {u ∈ D(R+) :
∫
R
u = 0}.
Thus, for φ ∈ D(Rd \ {0}), there exists N ∈ N such that∫
Rd
(
g2
(
x
|x|
)
− g1
(
x
|x|
))
|x|α φ(x) dx
=
∫ N
1
N
(∫
Sd−1
(
g2(ω)− g1(ω))r
α+d−1φ(rω) dω
)
dr = 0,
since ψ(x) := rα+d−1φ(rx) ∈ G∞c (R
d), ∀r ∈ R˜+c .
Theorem 6.4. Let f ∈ G(Rd \ {0}) be weakly homogeneous of degree α. Let
u0 ∈ D(R
+) with
∫
R
u0 = 1. Let g(ω) =
∫
R+
f(rω)
rα u0(r) dr, for ω ∈ S
d−1. Then∫
Rd
f(x)φ(x) dx =
∫
Rd
g
(
x
|x|
)
|x|α φ(x) dx, ∀φ ∈ D(Rd \ {0}).
In particular, f is equal in the sense of generalized distributions to a (strongly)
homogeneous generalized function of degree α in G(Rd \ {0}).
Proof. Let u ∈ D(R+) and v ∈ D(Rd) and let φ(x) = u(|x|)v
(
x
|x|
)
. Then
∫
Rd
g
(
x
|x|
)
|x|α φ(x) dx =
∫
Sd−1
g(ω)v(ω) dω
∫
R+
u(r)rα+d−1 dr
=
∫
Rd
f(x)
|x|α+d−1
u0(|x|)v
(
x
|x|
)
dx
∫
R+
u(r)rα+d−1 dr,
where, by proposition 6.3, u0 ∈ D(R
+) with
∫
R
u0 = 1 arbitrary. Suppose now
that
∫
R
u(r)rα+d−1 dr 6= 0. Then we can choose
u0(r) =
( ∫
R
u(r)rα+d−1 dr
)−1
u(r)rα+d−1,
and
∫
Rd
g
(
x
|x|
)
|x|α φ(x) dx =
∫
Rd
fφ as required.
If
∫
R
u(r)rα+d−1 dr = 0, then w(r) = u(r)rα+d−1 ∈ {u′ : u ∈ D(R+)}, hence
by lemma 6.2,
∫
Rd
fφ = 0. So also in this case, equality holds. For arbitrary
φ ∈ D(Rd \ {0}), the result follows by proposition 4.5, since g
(
x
|x|
)
|x|α ∈ G(Rd \
{0}).
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We recall [8, 1.2.24] that
Eτ (R
d) =
{
(uε)ε ∈ C
∞(Rd)(0,1] : (∀β ∈ Nd)(∃N ∈ N)(
sup
x∈Rd
∣∣∂βuε(x)∣∣(1 + |x|)−N ≤ ε−N , for small ε)}.
The following corollary is somewhat similar to [9, Conj. 4.24].
Corollary 6.5. Let f ∈ G(Rd) such that f|Rd\{0} is weakly homogeneous of
degree α. Then f is equal in the sense of generalized distributions to some
h ∈ G(Rd) that admits a representative (hε)ε ∈ Eτ (R
d).
Proof. Let f = [(fε)ε] and let gε(x) =
∫
R+
fε(rx)
rα u0(r) dr, with u0 ∈ D(R
+),∫
R
u0 = 1. Let χ ∈ D(R
d) with χ(x) = 1, if |x| ≤ 1. Let hε(x) = fε(x)χ(x) +
gε
(
x
|x|
)
|x|α (1− χ(x)). It is easily checked that (hε)ε ∈ Eτ (R
d). By the previous
theorem, for each φ ∈ D(Rd),∫
Rd
hφ =
∫
Rd
fχφ+
∫
Rd
g
(
x
|x|
)
|x|α (1− χ(x))φ(x)︸ ︷︷ ︸
∈D(Rd\{0})
dx =
∫
Rd
fφ.
The following example shows that under the assumptions of the previous
corollary, f need not have a representative in Eτ (R
d).
Example 6.6. There exists f ∈ G(R) which is equal to 0 in the sense of gener-
alized distributions, which does not have a representative (fε)ε ∈ Eτ (R).
Proof. Let f ∈ G(R) with representative (fε(x))ε = (e
ix/εε−xex
2
)ε. Then for
each φ ∈ D(R), there exists N ∈ N such that suppφ ⊆ [−N,N ], hence
∣∣∣∣ ∫
R
fεφ
∣∣∣∣ =
∣∣∣∣∣
N∫
−N
e
i−ε ln ε
ε
xex
2
φ(x) dx
∣∣∣∣∣ = εm|i− ε ln ε|m
∣∣∣∣∣
N∫
−N
e
i−ε ln ε
ε
xDm(ex
2
φ(x)) dx
∣∣∣∣∣
≤ εmε−N sup
x∈R
∣∣∣Dm(ex2φ(x))∣∣∣ = O(εm−N ),
for each m ∈ N. Hence f = 0 in the sense of generalized distributions. Further,
for each N ∈ N and ε ∈ (0, 1],
sup
|x|≤N
|fε(x)| (1 + |x|)
−N ≥ |fε(N)| (1 +N)
−N ≥ ε−N
(
eN (1 +N)−1
)N
≥ ε−N .
Now let (gε)ε be an arbitrary representative of f . Then for each N ∈ N,
sup|x|≤N |gε(x)− fε(x)| ≤ 1 for small ε. Hence for each N ∈ N,
sup
x∈R
|gε(x)|
(1 + |x|)N
≥ sup
|x|≤N
|fε(x)|
(1 + |x|)N
− sup
|x|≤N
|gε(x)− fε(x)|
(1 + |x|)N
≥ ε−N − 1,
for small ε. Hence (gε)ε /∈ Eτ (R).
Remark. The following notion of homogeneous generalized function f = [(fε)ε] ∈
G(Rd) was pointed out to us by V. Shelkovich:
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Definition. For λ ∈ R+, let Hλ(f)(x) = [(fλε(λx))ε] ∈ G(R
d) (it is easy to
see that this definition does not depend on the representative). Then we call f
regularized homogeneous of degree α iff Hλ(f) = λ
αf in G(Rd), ∀λ ∈ R+.
This notion also achieves good consistency with distributional homogeneity,
if the embedding ι: D′(Rd) → G(Rd) is realized as ι(u) = [(u ⋆ ρε)ε] with
ρε(x) = ε
−dρ(x/ε), for some ρ ∈ S (Rd) with the usual moment conditions [8,
§1.2.2]. It is easy to see that then ι(u) is regularized homogeneous of degree
α iff u is a homogeneous distribution of degree α. Further, the product of two
regularized homogeneous generalized functions of degree α, resp. β, is regularized
homogeneous of degree α + β (a property that also holds for strongly, but not
for weakly homogeneous generalized functions). Therefore, it is an interesting
notion that deserves to be explored. Nevertheless, we believe that the weak
homogeneity described in [9] and in this paper has its value as an intrinsic
notion on G(Rd). For instance, constant generalized functions are not necessarily
regularized homogeneous of degree 0, and a generalized function f representing
a homogeneous distribution u in the sense that
∫
Rd
fφ = 〈u, φ〉, for each φ ∈
D(Rd), is not necessarily regularized homogeneous (consider u = δ and f =
[(ρε2)ε], where ρε is defined as before).
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