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ABSTRACT
Super-resolution microscopy techniques allow to overstep the
diffraction limit of conventional optics. Theses techniques are
very promising since they give access to the visualisation of finer
structures which is of fundamental importance in biology. In this
paper we deal with Multiple-Angle Total Internal Reflection Mi-
croscopy (MA-TIRFM) which allows to reconstruct 3D sub-cellular
structures of a single layer of ∼ 300 nm behind the glass coverslip
with a high axial resolution. The 3D volume reconstruction from
a set of 2D measurements is an ill-posed inverse problem and a
regularization is essential. Our aim in this work is to propose a new
reconstruction method for sparse structures robust to Poisson noise
and background fluorescence. The sparse property of the solution
can be seen as a regularization using the ‘ℓ0 norm’. In order to solve
this combinatorial problem, we propose a new algorithm based on
smoothed ‘ℓ0 norm’ allowing minimizing a non convex energy,
composed of the Kullback-Leibler divergence data term and the ℓ0
regularization term, in a Graduated Non Convexity framework.
Index Terms— Inverse problems, Image reconstruction, High-
resolution imaging, Evanescent wave microscopy
1. INTRODUCTION
Understanding tumor organisation and development is a major chal-
lenge in current biological researches. Super-resolution microscopy
techniques are widely used in this context since they allow the visu-
alisation of small sub-cellular structures near the cell membrane. In-
deed, these new and powerful tools allow to overstep the limitations
of conventional optics for which the axial resolution is restricted to
a few hundred of nanometers (e.g. ∼ 500 nm for confocal micro-
scope).
In this study we deal with Total Internal Reflection Fluorescence
Microscopy (TIRFM) [1] which gives access (in the better configu-
ration) to a single layer of ∼ 100 nm behind the glass coverslip
(5× better, in terms of axial resolution, than confocal microscopy)
and provides low background fluorescence and high signal-to-noise
ratio images. While single TIRFM acquisition is actually a unique
projection (2D image) of the observed volume and can not provide
3D information, Multiple-Angle TIRFM (MA-TIRFM) provides a
set of TIRFM acquisitions at different incident angles. Through the
development of dedicated algorithms, these acquisitions allow to re-
construct the 3D volume of the sample and overcome the axial reso-
lution of single TIRFM. Indeed the set of 2D images obtained from
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MA-TIRFM corresponds to different projections (with different inte-
gration depth) of the 3D volume on the (x, y) plane. In the following
we study the ill-posed inverse problem of finding axial positions of
the observed structures from this set of images. This is a reconstruc-
tion problem.
Some authors have proposed different methods to estimate the
3D sub-cellular volume from MA-TIRFM acquisitions. All of these
methods use a strong shape prior on the unknown structures. In [2, 3]
axial cell membrane position is estimated for each pixel of the (x, y)
plane using a simple one-dimensional geometry (top hat). Estimat-
ing position and diameter of isolated secretory granules have been
studied in [4, 5] where granules are modelled by spherical or cubic
volumes. A statistical framework for curvilinear structures recon-
struction (microtubules) is proposed in [6]. More recently, 3D par-
ticle estimation is achieved in a MAP-Bayesian framework [7] and
a Marked Point Process approach is used in [8] to deal with objects
features estimation.
In this paper, we propose a new model without strong shape con-
straints on the observed structures. We formulate the reconstruction
problem as a minimization of the sum of two terms ; a data fidelity
term defined from the likelihood function of the observations given
the solution, and, a regularization term. We focus particularly on
finding sparse solutions to the problem since we are interested in
reconstructing cell membranes and fine particles which are sparse
structures in the medium. Moreover, sparse property could also be
useful in the case where the solution is searched in a particular basis
(e.g. in a wavelet basis). Sparsity of the solution can be modelled us-
ing the ‘ℓ0 norm’1 as regularization term. Following recent work [9],
this difficult combinatorial optimization problem is tackled by using
the SL0 algorithm, based on smoothed ‘ℓ0 norm’ and using a Gradu-
ated Non Convexity (GNC) approach [10]. In [9], the SL0 algorithm
is developed for finding sparse solutions of underdetermined system
of linear equations. In the following we propose a new algorithm
based on this principle allowing the minimization of a non convex
energy defined by the sum of the Kullback-Leibler divergence data
term adapted to Poisson noise and the ℓ0 regularization term enforc-
ing sparsity of the solution.
The paper is organized as follows. Section 2 formalizes the
TIRF image formation. We begin Section 3 with the formulation
of the inverse problem as a minimization problem and we propose
to solve this problem by minimizing a sequence of functional where
the ’ℓ0 norm’ is approximated using smooth functions. We show
that we can define a sequence of functional which starts with a con-
vex one (on a large convex set) and introduce progressively the non
convexity of the ’ℓ0 norm’. Then we give a theoretical result on the
limit of the minimizers with respect to the ’ℓ0 norm’. Finally, some
1We write ‘ℓ0 norm’ because the absolute scalability is not satisfied.
numerical results are presented in Section 4.
2. IMAGE FORMATION AND PROBLEM STATEMENT
Total internal reflection of a light beam, at the interface between two
mediums of refractive indices ni (incident) and nt (transmitted), oc-
curs when the incident angle α of the light beam becomes greater
than a critical angle αc. This phenomenon produces an evanescent
wave capable of exciting fluorophores near the dielectric surface.
Theoretically [1], the axial profile of the evanescent field can be
modelled using a decreasing exponential depending on the incident
angle. In the following, we denote by:
- Od = {1, . . . , n} × {1, . . . ,m} × {1, . . . , p} ⊂ N3 the
image space (3D)
- M = {1, . . . , n} × {1, . . . ,m} × {1, . . . , L} ⊂ N3 the
measures space (2D + angle)
where n and m are the images’ size (in the (x, y) plane) indexed in
the following by i ∈ {1, . . . , n} × {1, . . . ,m}, p is the number of
voxels of the 3D unknown image in the axial direction (indexed by
j) and L the number of incident angles used (i.e number of acquired
2D images), indexed by l.
Let f : Od −→ R denote the 3D unknown fluorophore density
and s : M −→ R the set of recorded images. According to the
model given in [1] and considering shot noise and background fluo-
rescence degradations, TIRF image formation can be formulated as
follows: ∀(i, l) ∈M ,
s(i, l) = P (H(f + bg)(i, l)) (P)
where P denotes the Poisson distribution, which mimics the pho-
ton collection process, bg is a constant that models the background
fluorescence produced by parasites light sources in the medium (e.g.
autofluorescence, light reflection...) and H is the TIRF operator de-












Here, δz(j) is the j
th discretization step along the (Oz) axis, µi
is the ith pixel area (2D) and dl models the penetration depth of
the evanescent wave corresponding to the incident angle αl, l ∈
{1 · · ·L}.
Figure 1 contains an example of MA-TIRFM acquisitions from
a sample of cortactin. It is readily seen from these images that
when the penetration depth decreases (from left to right), some flu-
orophores are not excited anymore. These structures are the deeper
ones and so we can get 3D information from this set of images.
Fig. 1. Multiple-angle TIRFM (MA-TIRFM) acquisitions (2D im-
ages s(i, l), (i, l) ∈ M ) from a cortactin sample (protein involved
in cell adhesion). Left : deeper penetration depth (α ≃ αc). Right :
thinner penetration depth (α ≃ αmax).
3. SPARSE RECONSTRUCTION METHOD
3.1. Optimization Problem Formulation
Finding a solution of the ill-posed inverse problem (P) (i.e deter-
mine f in (P) from acquisition s) can be formulated as a minimiza-
tion problem. Assuming that observations s given the fluorophore
density f are pairwise independent (which can be justified by the
fact that for a given f , data depend only to the noise which is pair-
wise independent), then maximizing the likelihood function of the









−s(i, l) log [H(f + bg)(i, l)] + H(f + bg)(i, l) . (2)
Let’s give some properties of Jd which will be used, in the fol-
lowing, to prove theoretical results:
- It is easy to show that Jd is continuous and convex
- It has been proved in [11], in the case where H is a convolu-
tion operator, that:
∃a > 0, b ∈ R s.t ∀f ∈ ℓ2(Od), Jd(f) ≥ a‖f‖1 + b (3)
where ‖.‖1 is the ℓ
1 norm. TIRF operator (1) satisfies the
conditions used in [11] and then (3) holds which implies that
Jd is coercive.
Since we are interesting in finding a sparse solution of the prob-
lem, we will consider, in the following, the regularized problem:
f̂ = argmin
f∈ℓ2(Od)
G(f) := Jd(f) + λ‖f‖0 (P2)
where ‖f‖0 = #
{
(i, j) ∈ Od; f(i, j) 6= 0
}
and λ ∈ R+ is a weight
parameter.
3.2. SL0 Algorithm
Solving problem (P2) with a combinatorial search is NP-hard. How-
ever, it has been shown [9] that a smoothed ’ℓ0 norm’ can be used
for finding sparse solution of an undetermined system of linear equa-
tions. The main idea in [9] is to approximate the ’ℓ0 norm’ by a
suitable continuous function depending on a parameter σ > 0. For
example, they propose the following smooth approximation:













It is easy to show that Jσ tends to the ’ℓ
0 norm’ when σ tends
to zero and consequently the smaller the values of σ the better the
2Note that minimizing Jd in (2) is equivalent to minimize the well known
Kullback-Leibler divergence.
3In [9] they propose a general class of function for hσ . In this paper we
will only deal with the function hσ defined in (5).
approximation. On the other side the larger the value of σ, the
smoother the approximation. Following the idea in [9], we propose
to solve a series of optimization problems:
fσ = argmin
f∈ℓ2(Od)
Gσ(f) := Jd(f) + λJσ(f) (P
σ
2 )
for a decreasing sequence of σ. At each step (i.e for each σ of the se-
quence), problem (Pσ2 ) is tackled using a descent algorithm
4 initial-
ized with the solution obtained for the previous (larger) value of σ.
These iterates allow to introduce gradually the non-convexity of the
problem and escape from local minima (GNC approach [10]). Let
remark that our work differs from [9] in the sense that [9] focus on
the resolution of linear systems under ’ℓ0 norm’ sparsity condition.
We will show that a large enough value of σ ensures that prob-
lem (Pσ2 ) has no local minima. It can be easily shown that Jσ is
strictly convex on [−σ, σ]N . Then the following property states:
Property 1. There exists a large enough value of σ denoted σ0 such
that:
∀σ ≥ σ0 ∀(i, j) ∈ O
d, |fσ(i, j)| ≤ σ (6)
where fσ is a solution of (Pσ2 ).
Proof. Let f̃ be a solution of the problem (P1) (i.e a solution of
(Pσ2 ) with λ = 0). Such a solution exists since Jd is continuous,
convex and coercive. Because fσ is a solution of (Pσ2 ) and that ∀f ∈
ℓ2(Od), Jσ(f) ≤ N we have:
Jd(f
σ) + λJσ(f
σ) ≤ Jd(̃f) + λJσ (̃f) ≤ Jd(̃f) + λN . (7)
Using result (3) and the fact that ∀f ∈ ℓ2(Od), Jσ(f) ≥ 0 we have:
∃a > 0, b ∈ R such that,
a‖fσ‖1 + b ≤ Jd(f
σ) ≤ Jd(f
σ) + λJσ(f
σ) ≤ Jd(̃f) + λN . (8)
Consequently, ∀(i, j) ∈ Od, |fσ(i, j)| is bounded by a value inde-
pendent of σ and then by taking σ0 equal to this bound, equation (6)
is satisfied.
From Property 1, we ensure that by taking a large enough value
of σ1 to initialize the algorithm, the solution f
σ1 of the approximated
problem will be in the convex part of Jσ (i.e f
σ1 ∈ [−σ1, σ1]
N )
which ensures fσ1 to be unique since Jσ is strictly convex on
[−σ, σ]N . Finally the proposed algorithm is described in Algo 1.
Input: f̂0, σ = [σ1, · · · , σK ], λ
for k ← 1 to K do
σ ←− σk ;
fσ0 ←− f̂k−1 ;
Compute a finite number n̄ of iterates of a descent







Algorithm 1: Iterative algorithm for solving (P2)
The decrease of the sequence of σ is chosen such as σk =
cσk−1, k ≥ 2 where c is a coefficient between 0.5 and 1. The first
value, σ1 is chosen according to Property 1 in order, as explained
before, to ensure the uniqueness of the minimizer of (Pσ2 ). We stop
the algorithm when σ becomes smaller than the estimated bg (the bg
4For example the regularized Richardson-Lucy algorithm [12].
constant is estimated from an acquired image region, selected man-
ually, without biological structures). Note that for each σ in Algo-
rithm 1, only a finite number n̄ of a descent algorithm iterates are
performed which is sufficient. In practice it is not necessary to con-
verge to the minimiser of problem (Pσ2 ) for each σ. In this paper we
use the regularized Richardson-Lucy algorithm [12] to perform the
descent step. Finally, we initialize f̂0 by a uniform 3D image equal
to the estimated value of bg .
3.3. A Theoretical Result on the Limit of (Pσ2 )
The following theorem ensures that the global minimizers of (Pσ2 )
are also global minimizers of (P2) when σ tends to zero.
Theorem 1. Let S0 be the set of global solutions of problem (P2)





Sσ ⊆ S0 (9)
in the sense of Painleve-Kuratowski convergence [13].
Proof. It is easy to prove the existence of a solution of (P2) and
(Pσ2 ) which implies that S0 and Sσ are a non-empty sets. We define
by Eγ(Jd) := {f s.t Jd(f) ≤ γ} the γ sublevel set of Jd. Let
f̂ ∈ S0 and f
σ ∈ Sσ , then we have the following inequality:
∀σ, Gσ(f
σ) ≤ Gσ (̂f) ≤ G(̂f) . (10)
The first inequality comes from the fact that fσ is a minimizer of
(Pσ2 ) and the second inequality is true since ∀σ, ∀f ∈ ℓ
2(Od), Jσ(f) ≤
‖f‖0. From (10) we get:
∀σ, fσ ∈ Sσ ⊆ EG(̂f)(Gσ) . (11)
Now, we show that:
EG(̂f)(Gσ) −→
σ→0
EG(̂f)(G) = S0 (12)
which is equivalent (in the sense of Painleve-Kuratowski conver-
gence [13]) to satisfy the two following conditions:
∀f∈EG(̂f)(G), ∃σ0 > 0, ∀σ > 0, σ≤σ0 ⇒ f∈EG(̂f)(Gσ) , (13)
∀f /∈EG(̂f)(G), ∃σ0 > 0, ∀σ > 0, σ≤σ0 ⇒ f /∈EG(̂f)(Gσ) . (14)
Using the fact that ∀f ∈ ℓ2(Od), Jσ(f) ≤ ‖f‖0 =⇒ Gσ(f) ≤
G(f) it comes that ∀σ, EG(̂f)(G) ⊆ EG(̂f)(Gσ) from which (13) is
directly deduced.
In order to show condition (14), let f /∈ EG(̂f)(G) which is equiv-
alent to:
G(f) > G(̂f) . (15)
On which condition on σ do we have f /∈ EG(̂f)(Gσ) ?
f /∈ EG(̂f)(Gσ)⇔ Gσ(f) > G(̂f)
⇔ Jd(f) + λJσ(f) > G(̂f)
⇔ Jd(f) + λN − λ
∑
(i,j)∈Od












Let N0f be the number of zeros of f . If N
0
f = N , (16) is
equivalent to 0 < Jd(f) − G(̂f) = G(f) − G(̂f) which is sat-
isfied ∀σ since we have inequality (15). If N0f < N , we define



















Thus, ∀σ for which:








< Jd(f) + λN −G(̂f) (18)
is satisfied, (16) will be also satisfied thanks to (17). Let’s now work-
ing on inequality (18). We can rewrite (18) as follows:






< Jd(f) + λ(N −N
0
f )−G(̂f) . (19)
Using inequality (15) we have Jd(f)+λ(N −N
0
f ) = G(f) > G(̂f)
which implies that the right hand side of (19) is strictly positive.
Thus we can make the following development:
































. We can discern two cases:
• If A ≥ 1 then the right hand side of (20) is negative or zero
and so, (20) holds ∀σ.
• If A < 1 then the right hand side of (20) is strictly positive









Consequently, there exists a σ0 > 0 such that inequality (18)
holds ∀σ ≤ σ0 and, combined with (17), imply (16) which is equiv-
alent to f /∈ EG(̂f)(Gσ) and prove (14). Both conditions (13) and
(14) are then satisfied that is equivalent to (12) which, with (11) fin-
ish the proof.
4. NUMERICAL RESULTS
In this section we present some numerical results on synthetic data.
We use a simulated membrane (3D) shown on Figure 2. From this
synthetic sample, a numerical simulator of the microscope is used in
order to get the MA-TIRFM acquisitions (set of 2D images) accord-
ing to the model in (P). Two images of this set are also presented
on Figure 2. These acquisitions are performed using a critical an-
gle equal to α = 61◦ and 30 different incident angles from 62◦ to
80◦. The noise level bg (on the acquired images) is set to 10% of the
maximum intensity of the simulated sample.
Since we are interested in the estimation of the axial membrane
position, we quantify the robustness of the method using the position
errors along the axial direction as shown on Figure 3. For each pixel
in the (x, y) plane we compute the absolute error between the axial
membrane positions of the simulated sample and the reconstructed
one. This error is quantified using the colormap of the Figure 3 (dark
blue = 0 nm and dark red corresponds to an error > 50 nm).
Fig. 2. Left: Synthetic membrane. Right: Microscope acquisition
(numerical simulations) with the angles α = 62◦ and α = 65.1◦.
Fig. 3. Position errors of the reconstructed membrane with differ-
ent algorithms. Left: Richardson-Lucy (without regularization) [14].
Right: Algorithm 1 (λ = 0.001).
As we can see on Figure 3 right, we obtain a high accuracy re-
construction with the Algorithm 1 compared to the solution obtained
without regularization (Figure 3 left). Indeed the axial position er-
rors are between 5 and 15 nm for the membrane reconstructed using
the ℓ0 regularization whereas it varies from 30 to more than 50 nm
for the reconstruction without regularization. Following the theoret-
ical TIRFM model (P), it is easy to see that the exponential decay of
the evanescent field causes that the deeper the structures, the lower
the signal contribution on the acquired images (ill-posedness of the
problem) which explain the large errors obtained without regulariza-
tion (Figure 3 left). We have also tested to reconstruct the mem-
brane using Total Variation (TV) regularization. The reconstruction
obtained is similar, in term of axial position errors, to the one pre-
sented on the Figure 3 left (without regularization). Finally, using an
ℓ1 regularization, the axial position errors are of the same order of
magnitude than the errors showed on Figure 3 right (ℓ0 regulariza-
tion) for structures below 200 nm in the axial direction but increase
drastically above this limit while the errors with the ℓ0 regularization
remain between 5 and 15 nm until structures greater than 300 nm.
However, due to page limit comparisons with TV and ℓ1 regulariza-
tions are not presented here as well as results on the reconstruction
of fine particles.
5. CONCLUSION
In this paper we proposed a new model for the MA-TIRFM recon-
struction problem based on a ℓ0 regularization to enforce the spar-
sity of the solution. Following the idea proposed in [9] for finding
sparse solutions of underdetermined system of linear equations, we
propose to minimize a sequence of functional Gσ (Problem (P
σ
2 ))
which are smooth approximations of the objective function G (Prob-
lem (P2)) and for which, global minimizers when σ tends to zero are
also global minimizers of G (Theorem 1). Thus if for each σ of the
sequence, Algorithm 1 does not get trapped into a local minimizer of
Gσ , it will converge to a global solution of P2. Finally, simulations
results show the accuracy of this approach. Future work will focus
on the possibility to construct an optimal sequence σ which ensures
the convergence to a global solution of P2.
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