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a b s t r a c t
In this paper we investigate the minimality problem of DFAs by varying the set of final
states. In other words, we are interested on how the choice of the final states can affect
the minimality of the automata. The state-pair graph is a useful tool to investigate such
a problem. The choice of a set of final states for the automaton A defines a coloring of
the closed components of the state-pair graph and the minimality of A corresponds to a
property of these colored components. A particular attention is devoted to the analysis of
some extremal cases such as, for example, the automata that are minimal for any choice
of the subset of final states F from the state set Q of the automaton (uniformly minimal
automata), the automata that are minimal for any proper subset F of Q (almost uniformly
minimal automata) and the automata that are never minimal, under any assignment of
final states (never-minimal automata). More generally, we seek to characterize those
families of automata and show that some of them are related to well-known objects in a
different context (e.g. multiple-entry automata and Fischer covers of irreducible sofic shifts
in Symbolic Dynamics). Next, we study the complexity of the related decision problems
and show, in some cases, how to derive a polynomial algorithm. Finally, we pay particular
attention to the relationship between the problem to decide if an automaton is never-
minimal and the ‘‘syntactic monoid problem’’.
© 2012 Elsevier B.V. All rights reserved.
1. Introduction
It is well known that the minimization problem of deterministic finite automata (DFAs) is related to the indistinguisha-
bility notion of states (cf. [8]). Indeed, a well known technique to minimize a DFA, essentially, consists in finding pairs of
states that are equivalent (or indistinguishable), namely pairs of states (p, q) such that it is impossible to assert the differ-
ence between p and q only by starting in each of the two states and asking whether or not a given input string leads to a
final state. Since, in the testing state equivalence, the notion of initial state is irrelevant, some of the main techniques for
the minimization of automata, such as Moore’s algorithm [14] and Hopcroft’s algorithm [9], do not care what is the initial
state of the automaton, when applied to accessible automata (i.e. such that all states can be reached from the initial state).
Therefore a natural question that arises is, for accessible automata, on what does minimality depend? Obviously, it depends
on both the automata transitions and the set of final states. In this paper, our main focus is to investigate to what extent
minimality depends on the particular subset of final states.
In order to investigate the dependence of the minimality of the automatonA on the choice of final states, we introduce
the state-pair graph G(A). More precisely, we show that the choice of a set F of final states for the automaton A defines a
coloring γF of the closed components of G(A) and we prove that the minimality ofA corresponds, essentially, to a property
of these colored components. In this way, in order to check whether A is minimal with respect to various sets of final
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states, we need to compute the closed components of G(A) only once, and then analyze the various cases by considering
the colorings on them, corresponding to the various choices of final states.
We next consider some extremal cases. We introduce the family of uniformly minimal automata, i.e. (non-necessary
complete) automata which are minimal for any non-empty set of final states. We provide a characterization of such a family
of automata in terms of closed components the corresponding state-pair graphs, from which one derives a polynomial
algorithm to decide whether a given DFA is uniformly minimal. Another characterization shows interesting relations
between uniformly minimal automata, multi-entry automata (cf. [10]) and Symbolic Dynamics (cf. [13,3]). In the case the
automaton is complete, the notion of uniform minimality turns out to be trivial. Thus, we introduce the weaker notion of
almost uniformminimality andwe show that for each positive integer n there exists a (complete) almost uniformlyminimal
automaton with n states. Moreover, we characterize almost uniformly minimal automata and observe that it is possible to
decidewhether a given DFA is almost uniformlyminimal or not in polynomial time. Later we consider the opposite extremal
case, i.e. automata that are never-minimal, for any choice of the set of final states. Also in this case we prove that there exists
an infinite family of never-minimal automata. More precisely, we show that for each integer n ≥ 4 there exists a never-
minimal strongly connected DFA with n states.
As a concluding remark,we show some relations between the problem to decidewhether an automaton is never-minimal
and the “syntactic monoid problem”(cf. [7]).
A preliminary version of this paper appeared in Proceedings of the 14th edition of DLT, London, Ontario, Canada, August
2010 (cf. [16]).
2. Preliminaries
In this section we give some basic notations and terminology concerning finite automata and refer the reader to the
literature for more details (cf. [5,8]). A deterministic finite automaton, or DFA for short, A = (Q ,Σ, δ) is defined by
specifying a finite state set Q , a finite input alphabetΣ and a (partial) transition function δ : Q ×Σ → Q . The action of the
letters inΣ on the states inQ can be extended in a natural way toΣ∗, whereΣ∗ is the freemonoid over the alphabetΣ; this
extension is here denotedby δ∗. ADFA is completewhen its transition function is total. ADFAwith a partial transition function
can be transformed into a complete one by adding a single new state, the sink state usually denoted by s, and transitions from
all other states to that sink for all symbols for which they have no transitions. The sink itself is made complete by adding
loop transitions for all symbols. The DFA obtained in this way is called the completion ofA and is denoted by Aˆ = (Qˆ ,Σ, δˆ).
Obviously, if the automatonA is complete, then the completion Aˆ coincides withA. An automatonA = (Q ,Σ, δ) is said
strongly connected if for every ordered pair of states q, q′ ∈ Q there existsw ∈ Σ∗ such that δ∗(q, w) = q′. It is clear that an
automaton with a sink state is not strongly connected.
LetA = (Q ,Σ, δ) a DFA. If we designate a certain state i ∈ Q as initial state, and a non-empty subset F ⊆ Q as set of final
(or accepting) states, then we say that the automaton, that we now denote by A(i, F), recognizes a language. The language
recognized byA(i, F) is the set L(A(i, F)) = {w ∈ Σ∗ : δ∗(i, w) ∈ F}. The class of languages recognized by DFAs is known
as the class of regular languages.
Remark 1. Automata without initial and final states are often called semiautomata in the literature. If there is no confusion,
we call automata either these objects or “classical” automata and, from time to time, we indicate in brackets (as shown
before), when appropriate, the initial and final states.
Two automata that recognize the same language are called equivalent. Finally a DFA isminimal if it has theminimumnumber
of states among all its equivalent DFAs. For any finite deterministic automaton A(i, F) there is a unique (up to labeling of
the states) minimal automaton that recognizes the same language as the automaton A(i, F). As already mentioned in the
introduction, the minimal automaton equivalent to a given DFA, can be computed essentially by using the indistinguishable
equivalence I. More precisely, we say that two states p and q are indistinguishable if, for all input strings w, δ∗(p, w) ∈ F iff
δ∗(q, w) ∈ F . A state is accessible (resp. coaccessible) if there is a path from the initial state to this state (resp. from this state
to a final state). Finally, an automaton A(i, F) is said to be trim if all its states are both accessible and coaccessible. Hence,
a schematic description of the minimization algorithm consists of two steps: first, compute the trim part of the automaton
(i.e. eliminate states that are non-accessible or non-coaccessible), then merge states that are equivalent (cf. [8]).
3. The state-pair graph
In this section we introduce the state-pair graph of an automaton, that is a tool that turns out to be useful in our
investigations. More precisely, we show the relation between the closed components of this graph and the minimality of
the automaton.
Definition 1. Given a deterministic finite automatonA = (Q ,Σ, δ), the state-pair graph ofA is the graph G(A) = (VG, EG)
defined as follows:
i. the set VG of vertices consists of all unordered pairs of distinct states of Aˆ;
ii. EG = {((p, q), (p′, q′)) | δˆ(p, a) = p′, δˆ(q, a) = q′ and a ∈ Σ}.
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Fig. 1. A DFAA and the corresponding state-pair graph G(A).
Fig. 2. G(A)with the closed components marked: {(1, 4), (2, 3)}, {(1, 3)}, {(2, 4)}.
Fig. 1 illustrates a DFA and the corresponding state-pair graph.
As regards the complexity of the state-pair graph G(A), one can verify that: if Aˆ has n states, then
|VG| =

n
2

and
|EG| ≤ |Σ | · |VG|.
Tools like this already exist in the literature (cf. [2,1,11]). However, our tool, besides being used in a different topic, has
here some remarkable differences, especially in the definition of the set of vertices VG. Nowwe recall the standard definition
of closed component of a graph:
Definition 2. A closed component of a graph G is a subset S of the set of the vertices of G such that
– there exists a path from any element of S to any other element of S (i.e. S is a strongly connected component), and
– there is no outgoing edge from one element of S to a vertex of Gwhich is not in S.
Fig. 2 shows the state-pair graph G(A)with the closed components marked.
Let CC(A) be the of all closed components of the state-pair graphG(A). Given a set F ⊆ Q of final states for the automaton
A, we associate with F a map
γF : CC(A)→ {B,W }
from the subset of vertices CC(A) into the set of colors {B,W }, defined as follows: for any (p, q) ∈ CC(A),
γF (p, q) =

B if p ∈ F and q /∈ F , or vice versa;
W otherwise.
Thus, we have a non bijective mapping that assigns to every set F ⊆ Q of final states a coloring of closed components of
G(A). Fig. 3 illustrates two colorings, for the closed components of the state-pair graph of the automaton depicted in Fig. 1,
related to two different sets of final states. With these definitions, we have the following theorem.
Theorem 1. Let A = (Q ,Σ, δ), i ∈ Q and F ⊆ Q such that A(i, F) is a trim DFA. Then A(i, F) is minimal iff in any closed
component of G(A) there is at least a vertex v such that γF (v) = B.
Proof. If we call distinguishable a pair of states that are not equivalent with respect to the indistinguishability relation, we
have that a trim DFAA(i, F) is minimal iff every pair of its states is distinguishable. That is,A(i, F) is minimal if and only if
for every two states p and q there is at least one stringw such that one of δ∗(p, w) and δ∗(q, w) is final and the other is not. A
crucial property of the state-pair graph states that, there exists an input stringw such that δ∗(q, w) = q′ and δ∗(p, w) = p′
where q, q′, p, p′ ∈ Q and p′ ≠ q′, if and only if there is a path from (p, q) to (p′, q′) in G(A). Hence, the thesis follows from
the observation that there is a path from any vertex of G(A) to an element of CC(A). 
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Fig. 3. Two colorings of the closed components of G(A) relate to the sets F = {1, 2} and F ′ = {1}, respectively. Vertices that are mapped by γF to the
element B are drawn in black.
The remarkable thing about the use of the state-pair graph is that to check whether a DFAA is minimal for some initial
state i and various sets F of final states, we need to compute the closed components of G(A) only once. Then, for any F ⊆ Q ,
we have to check if A(i, F) is trim and consider the various colorings on the closed components of G(A) corresponding to
the sets of final states.
As an example, we observe that the automaton A depicted in Fig. 1 is strongly connected. Thus A(i, F) is trim for all
i ∈ {1, . . . , 4} and all F ⊆ {1, . . . , 4}. However, from Fig. 3, we see that A(i, F), for any i ∈ {1, . . . , 4}, is minimal if we
choose F = {1, 2} as set of final states, but it is not with respect to F ′ = {1}.
4. Uniformly minimal automata
In the previous section we have observed that, in general, an automaton can be minimal with respect to some set of final
states but not with respect to others. At this point, the following question arises: do there exist minimal automata whose
minimality is not affected by the choice of the final states?
Remark 2. It is easy to see that, given a DFAA = (Q ,Σ, δ), A(i, F) is trim for some i ∈ Q and for all F ⊆ Q if and only ifA
is strongly connected. Thus, the above question makes sense only if we consider strongly connected automata.
A strongly connected automatonA = (Q ,Σ, δ) is called uniformly minimal if, for all F ⊆ Q ,A(i, F) is minimal. Remark
that, ifA is complete and F = Q , thenA is minimal only if it corresponds to the trivial automaton with only one state. So a
nontrivial uniformly minimal automaton is not complete.
The following lemma provides a characterization of uniformly minimal automata in terms of closed components of the
corresponding state-pair graphs.
Lemma 1. A strongly connected (incomplete) automaton A is uniformly minimal if and only if G(A) has a unique closed
component which is
{(q, s) | q ∈ Q and s is the sink state}.
Proof. The state-pair graph of every incomplete strongly connected automaton A = (Q ,Σ, δ) contains, always, a closed
component of the form:
{(q, s) | q ∈ Q and s is the sink state}.
Now, it is straightforward to verify that A is uniformly minimal if and only if there are no other closed components in
G(A). 
Fig. 4 illustrates a uniformly minimal automaton and the closed component of the associated state-pair graph G(A).
Remark 3. As a consequence of the lemma, one obtains a polynomial algorithm to decide whether a given DFA is uniformly
minimal.
As already pointed out in the introduction, we show that uniformly minimal automata are related with well-known
objects introduced in different contexts. Thus, in order to show our next result, in the following subsections we briefly
provide some background on deterministic automata with multiple initial states and symbolic dynamics.
4.1. DFAs with multiple initial states
Let A = (Q ,Σ, δ) a deterministic finite automaton. If we designate two non-empty sets I, F ⊆ Q as set of initial and
final, respectively, states ofA, then the (non-deterministic) automatonA(I, F) is calledmultiple-entry DFA. If |I| ≤ k,A(I, F)
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Fig. 4. A uniformly minimal automaton and the closed component (marked) in the corresponding state-pair graph.
is called a k-entry DFA (cf. [10]). In other words,multiple-entry DFA differ from DFA in that they do not have a single initial
state. The language recognized by a multiple-entry DFA A(I, F) is the set of words w such that w corresponds to a path in
A from some state of I to some state of F . An important feature of this automaton model is that, in some cases, multiple-
entry DFAs allows for exponentially more concise representations of languages, with respect to the number of states in the
corresponding minimal DFAs (cf. [12]). However, for multiple-entry DFAs, the minimization problem is more complicated.
First, we have to distinguish between two different notions of minimality. More precisely, we say that a DFA with multiple
initial statesA(I, F) is:
– multiple-entryminimal if it has a minimum number of states among allmultiple-entry DFAs recognizing L(A(I, F));
– k-entryminimal if it has a minimum number of states among all l-entry DFA, with l ≤ k, recognizing L(A(I, F)).
Remark that a classical DFAA(i, F) is a 1-entry DFA. If A(i, F) is minimal as a DFA, trivially it is minimal as a 1-entry DFA,
but, in general, it is not minimal as a multiple-entry DFA. From results in [6] we have that, given a regular language L, the
minimal multiple-entry (resp. k-entry) DFA recognizing L is not, in general, unique. In addition, the related minimization
problems are computationally hard (cf. [10]).
Remark 4. Given an automaton A(i, F), the indistinguishable equivalence I is compatible with the transitions of the
automaton, i.e. for any a ∈ Σ , pIq implies δ(p, a)Iδ(q, a). We then say that I is a congruence of A. It is also known that
this equivalence is the coarsest congruence of A saturating F , that is such that F is union of classes of the congruence. So,
we deduce that the minimal DFA recognizing a language L has also a minimal number of final states. Really, this last point
is a big difference between the two notions of DFA minimality and multiple-entry minimality, since it not hard to find an
example of twomultiple-entry minimal automata, with a different number of final states, recognizing the same language.
4.2. Automata and sofic shift
In this subsection, we briefly summarize some basic definitions and results concerning symbolic dynamics. For more
details we refer to [3,13]. The set ΣZ of all bi-infinite sequences of symbols over a finite alphabet Σ , is called full shift. Let
F be any set (finite or infinite) of finite-length words over Σ , called set of forbidden words. For any such F , we denote by
XF the set of all the elements of ΣZ which do not contain (as a factor) any word in F . A shift space is a subset X ⊆ ΣZ
such that X = XF for some set of forbidden words F . Recall that a set of words is said to be recognizable if it is the set of
words accepted by some finite state automaton. A shift space is said to be sofic if it can be specified by a recognizable set F
of forbidden words. In particular, if F is finite then the shift space is of finite type.
Given a finite state automaton A = (Q ,Σ, δ), the set X of all bi-infinite sequences over Σ which label paths in the
automaton A is a sofic shift. We then say that the automaton A recognizes the sofic shift X . Conversely, any sofic shift
is recognized by some deterministic finite state automaton. A sofic shift is said irreducible if it is recognized by a strongly
connected automaton. In general, the minimal automaton (in terms of number of states) for an arbitrary sofic shift is not
unique. However, it is unique (up to the labeling of the states) in the case of an irreducible sofic shift X .
This minimal automaton (called Fischer automaton) can be obtained bymerging the indistinguishable states of a strongly
connected deterministic automaton recognizing X , where all states are supposed final. It is to note that, ifA = (Q ,Σ, δ) is
the Fischer automaton of a sofic shift XF , then A(Q ,Q ), called the Fischer cover of XF , recognizes the set of all factors of the
shift. With the following propositionwe describe how the notion of uniformminimality is related to those of multiple-entry
minimality and minimality for sofic shift.
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Fig. 5. A non almost uniformly minimal automaton which is minimal for all F with |F | = 3 and the closed components of the corresponding state-pair
graph.
Theorem 2. LetA = (Q ,Σ, δ) a strongly connected DFA. The following conditions are equivalent:
1. A(q, F) is minimal for some q ∈ Q and for all non-empty F ⊆ Q , i.e.A is uniformly minimal.
2. A(q, F) is minimal for all q ∈ Q and for all non-empty F ⊆ Q .
3. A(q,Q ) is minimal for some q ∈ Q .
4. A(q,Q ) is minimal for all q ∈ Q .
5. A(I, F) is |I|-entry minimal for all I ⊆ Q and for all non-empty F ⊆ Q .
6. A(I, F) is multiple-entry minimal for all I ⊆ Q and for all non-empty F ⊆ Q .
7. A(Q ,Q ) is the Fischer cover of some irreducible sofic shift.
8. A(Q ,Q ) is multiple-entry minimal.
Proof. The equivalence between (1) and (2), and the equivalence between (3) and (4), are trivial consequences of the
strongly connectedness ofA and of the indistinguishability notion of states. Thus, to prove the equivalence between the six
remaining statements of the theoremwe show that (1) implies (3), then (3) implies (7), then (7) implies (8), then (8) implies
(6), then (6) implies (5) and finally (5) implies (1).
The implications (1)⇒ (3), (6)⇒ (5) and (5)⇒ (1) are obvious.
The implication (3) ⇒ (7) is a consequence of the above mentioned results in Symbolic Dynamics. More precisely,
deterministic finite state automata recognize sofic shifts. In the case of a strongly connected automaton A, the (unique)
Fischer cover of the corresponding sofic shift can obtained from A by merging the indistinguishable states of A(Q ,Q ).
From this the thesis follows, since, in our case, in A(Q ,Q ) there are not indistinguishable states.
For the implication (7) ⇒ (8), we observe that every deterministic finite state automaton equivalent to A recognizes the
same sofic shift as the automatonA. Thus, the thesis follows from the minimality of the Fischer coverA(Q ,Q ).
Finally, for the implication (8)⇒ (6), assume by contradiction that there existsA′ = (Q ′,Σ, δ′) such that L(A′(I ′, F ′)) =
L(A(I, F))with |I ′| ≤ |I| and |Q ′| < |Q |. Without loss of generality we may assume that every state ofA′ is both accessible
(from some initial state q ∈ I ′) and coaccessible. Thus, if we denote by F(L) the set of factors of all words of the language L,
we have L(A′(Q ′,Q ′)) = F(L(A′(I ′, F ′))) = F(L(A(I, F))) = L(A(Q ,Q )), a contradiction. 
Remark 5. As a consequence of Theorem 2, uniformly minimal automata correspond to Fischer covers of irreducible sofic
shifts in Symbolic Dynamics. Thus, there are infinitely many uniformly minimal automata.
In conclusion of this section, we remark that the size of the input alphabet Σ of a (nontrivial) uniformly minimal
automaton is greater than or equal to 2. As a matter of fact, since a strongly connected DFA over a one-letter alphabet
Σ = {σ } is simply a cyclic automaton, there do not exist nontrivial uniformlyminimal automata over a one-letter alphabet.
5. Almost uniformly minimal automata
We have observed that the unique uniformly minimal complete automaton is the trivial automaton with only one state.
Therefore, we now introduce a notion which is weaker than uniform minimality. A strongly connected DFAA = (Q ,Σ, δ)
is almost uniformly minimal if, for all proper and non-empty subsets F ⊂ Q ,A(i, F) is minimal.
Remark 6. We notice that unlike the uniform minimality case, almost uniformly minimal automata do not correspond to
strongly connected DFAs which are minimal for all choices of the set of final states F with maximal cardinality. See Fig. 5 for
an example.
With the next result, we show an infinite family of complete almost uniformly minimal automata.
Theorem 3. For any integer n ≥ 2 there exists a (complete) almost uniformly minimal DFA with n states.
Proof. Let us consider the automatonMn = (Q ,Σ, δ), where Q = {1, 2, . . . , n}, n ≥ 2, Σ = {a, b} and the transition
function defined as follows. For input awe have
δ(i, a) =

i+ 1, if 1 ≤ i < n;
1, if i = n.
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Fig. 6. The automatonM5 .
As regards input b, if n is an even number
δ(i, b) =
 i, for i ∈ {1, n};i+ 1, if i = 2k for some positive integer k ≤ n2 − 1;i− 1, if i = 1+ 2k for some positive integer k ≤ n2 − 1;
else
δ(i, b) =

i, for i ∈ {1, n};
i, if i = 2k for some integer k ∈ [ n+14 , n+34 ];
i+ 1, if i = 2k for some positive integer k < n+14 ;
i− 1, if i = 1+ 2k for some positive integer k < n+14 ;
i+ 1, if i = n− 2k for some positive integer k ≤ n−34 ;
i− 1, if i = n+ 1− 2k for some positive integer k ≤ n−34 .
See Fig. 6 for the state graph ofM5. In order to prove thatMn satisfies the statement of the theorem, it if sufficient to show
that the state-pair graph G(Mn) is strongly connected. Indeed, if G(Mn) is strongly connected then it has only one closed
component C which contains all the vertices of G(Mn). It follows that, for every proper subset F ⊂ Q of final states, C has at
least one vertex v such that γF (v) = B. So, we proceed with the proof of the strongly connectedness of G(Mn). See Fig. 7 for
the state-pair graph ofM5.
First, consider the transitions on the automatonMn with input a. Since input a defines a cycle covering all the vertices in
the state graph of the automaton, it follows that all vertices of G(Mn) are covered (by considering only the transitions with
input a) by d disjoint cycles C1, C2, . . . , Cd, with n2 − 1 < d ≤ n2 , defined as follows: ∀i = 1, . . . , d,
Ci = {(h, k) | |h− k| ∈ {i, n− i}}.
Now, we are going to prove (by using input b) that any two consecutive cycles Ch, Ch+1 are in the same strongly connected
component of G(Mn).
Let us suppose that h is an odd number and consider the vertices (1, h + 1) and (1, h + 2) of Ch e Ch+1, respectively. From
h ≤ d− 1 and d ≤ n2 it follows 2 ≤ h+ 1 < n+12 . Thus, from the definition of the transition function onMn it follows (both
in the cases n even and odd):
δ(1, b) = 1,
δ(h+ 1, b) = h+ 2
and
δ(h+ 2, b) = h+ 1.
In other words the input b induces a loop on vertices (1, h+ 1) e (1, h+ 2).
If h is even, we may consider the vertices (1, n− h+ 1) and (1, n− h) of Ch and Ch+1, respectively. From 2 ≤ h+ 1 < n+12 it
follows n− h+ 1 > n+32 . Thus, from the definition of the transition function δ (both in the cases n even and odd), we have
δ(n− h+ 1, b) = n− h
and
δ(n− h, b) = n− h+ 1.
Therefore, we have a loop on vertices (1, n− h+ 1) and (1, n− h) and this concludes the proof of the theorem. 
Remark 7. In our family of almost uniformlyminimal automata the state-pair graphs are strongly connected. Note however
that, in general, the strong connectedness of the state-pair graph of a complete automaton is not a necessary condition for
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Fig. 7. The state-pair graph G(M5).
Fig. 8. An almost uniformly minimal automatonA (on the left) whose state-pair graph G(A) is not strongly connected. The two figures on the right show
the closed components of G(A).
the almost uniform minimality. An example is shown in Fig. 8. One can check that, in that case, the automaton is almost
uniformly minimal but its state-pair graph is not strongly connected.
The following result gives an effective method to verify whether or not an automatonA is almost uniformly minimal.
Theorem 4. LetA = (Q ,Σ, δ) be a strongly connected DFA which is not uniformly minimal.A is almost uniformly minimal if
and only if for any closed component S of G(A) and any pair of states q, q′ ∈ Q there exists a sequence q1, . . . , qt ∈ Qˆ , with
t ≥ 1, such that q = q1, qt = q′ and (qi, qi+1) ∈ S, for 1 ≤ i < t.
Proof. SupposeA is almost uniformly minimal. By Theorem 1 we have thatA(i, F), with i ∈ Q and F ⊂ Q , is minimal iff in
any closed component of G(A) there is at least an element v such that γF (v) = B. As consequence, we may observe that for
any closed component S of G(A) and any state q ∈ Q there exists an element q′ ∈ Qˆ such that (q, q′) ∈ S. Fixed an arbitrary
closed component S of G(A), we define the following equivalence relation on Q :
q RS q′ ⇐⇒
 ∃q1, . . . , qt ∈ Qˆ , t ≥ 1, such that
q = q1, qt = q′ and (qi, qi+1) ∈ S, ∀1 ≤ i < t

.
Thus, we have to show that there is only one equivalence class for RS . If (s, q) ∈ S (where s is the sink state), for some q ∈ Q ,
this property turns to be trivial. Otherwise, assume for contradiction that there are for RS two (disjoint) classes S1 and S2. If
we choose as set of final states the set F = S1, it follows that both the two states in all the pairs of S are in F or in Q \ F . This
is a contradiction.
Conversely, suppose that for any closed component S of G(A) and any pair of states q, q′ ∈ Q there is a sequence
q1, . . . , qt ∈ Qˆ , with t ≥ 1, such that q = q1, qt = q′ and (qi, qi+1) ∈ S, for all 1 ≤ i < t . If we choose two states
q, q′ ∈ Q such that q ∈ F and q′ ∈ Q \ F , we observe that at least one of the elements of S that “joins”qwith q′ is a pair with
only one final state. The conclusion follows. 
Remark 8. As consequence of Theorem 4, there is a polynomial algorithm for testing the almost uniform minimality of an
automaton.
Like in Section 4, we conclude the section by considering the case of a one-letter alphabet. In particular, in this case, we
give a characterization for almost uniformly minimal automata in terms of the number of states of the automata.
Theorem 5. LetA = (Q , {σ }, δ) be a cyclic DFA with |Q | = n. The automatonA is almost uniformly minimal if and only if n is
a prime number.
Proof. If n = hk for some natural numbers h and k, with regard to the set of final states we may consider the set
F = {q1, . . . , qh} such that
δ∗(qi, σ k) =

qi+1, if i ∈ {1, . . . , h− 1};
q1, if i = h.
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Fig. 9. The automatonN6 .
Thus, if we consider as initial state a state of F , it follows that A recognizes the set of all words over {σ } whose length is a
multiple of k. However, it is easy to see that this language can be recognized also by a DFA over {σ }with k states.
Now, suppose that n is a prime number and let F be a set of final states with cardinalitym < n. For any initial state, L(A) is
given by all words over {σ }whose length belongs to the union of exactlym equivalence classes modulo n. Since n is prime,
this resulting set of integer numbers cannot be equal to the union of classes modulo different integers. It follows that L(A)
cannot be recognized by a DFA with less than p states, hence the thesis. 
Further developments on almost uniformly minimal automata can be found in [18,17].
6. Never-minimal automata
In this section we consider the opposite extremal case. In particular we ask whether there exist accessible DFAs which
are not minimal for any choice of their final states. A positive answer to the question is given by next theorem. We call
never-minimal an accessible DFA which is not minimal for any choice of their final states.
Theorem 6. For any integer n ≥ 4 there exists a never-minimal strongly connected DFA with n states.
Proof. Let n ≥ 4. Consider the automatonNn = (Q ,Σ, δ)where Q = {1, 2, . . . , n},Σ = {a, b} and the transition function
is given by
δ(i, a) =

1, if i ≤ 3;
i− 1, if 4 ≤ i ≤ n;
δ(i, b) =
 4, if i ≤ 3;
i+ 1, if 3 < i ≤ n− 1;
2, if i = n.
The state graph ofN6 is depicted in Fig. 9.
In order to prove that Nn is never-minimal we first introduce a useful notation. For any a ∈ Σ , denote by δa the map
δa : Q → Q defined by δa(q) = δ(q, a), for all q ∈ Q . Moreover, we say that a DFA satisfies condition Ch if there is Qh ⊆ Q ,
with | Qh |= h, such that, for all a ∈ Σ , the restriction of δa to Qh is a constant or an identity function. Now, we prove the
following claim.
Claim. LetA = (Q ,Σ, δ) a DFA. IfA satisfies C3 then it is never-minimal.
Proof. Consider Q3 = {p, q, r} and let us suppose by contradiction that there exists a set F ⊆ Q of final states that makes
A a minimal DFA. We observe that from the vertices (p, q), (p, r) and (q, r) of G(A) there are no outgoing edges. Thus from
Theorem 1 it follows γF (p, q) = γF (p, r) = γF (q, r) = B. Without loss of generality, we may assume 1 ∈ F . If we look at
the pair (p, q), we have that q /∈ F . Analogously, since γF (q, r) = B, we have that r ∈ F . However the conditions p ∈ F and
r ∈ F contradict the hypothesis γF (p, r) = B. This proves our claim. 
Finally, to complete the proof of the theorem, we observe thatNn satisfies condition C3 (with Q3 = {1, 2, 3}). 
Remark 9. We have seen, from the proof of Theorem 6, that the automataNn satisfy condition C3. A natural and interesting
question is then whether condition C3 is also necessary. We raised this problem, for strongly connected DFAs, as an open
problem in [16] and pointed out that if the answer were affirmative, one could derive a polynomial-time algorithm for the
NEVER-MINIMAL problem, that is the problem of testing if a strongly connected DFA is never-minimal.
Here, with the example in Fig. 10 we show that C3 is not a necessary condition. After the submission of the present paper, a
negative answer about the existence of a polynomial-time for the NEVER-MINIMAL problem was given by Rodaro and Silva
in [15]. In [15], the authors shown that the co-NEVER-MINIMAL problem is NP-complete.
As usual, we conclude this section by considering the case of a one-letter alphabet.Wepreviously observed that a strongly
connected DFA over a one-letter alphabetΣ = {σ } is simply a cyclic automaton. Thus, the corresponding state-pair graph
consists of separated cyclic components. Moreover, it can be seen that for each q ∈ Q there is at least one vertex in any cyclic
component of G(A) that contains q. It follows that A is minimal for every choice of the set of final states F with |F | = 1.
Consequently, in the case of one-letter alphabet, there do not exist never-minimal automata.
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Fig. 10. A never-minimal automatonA that does not satisfy condition C3 and the closed components of G(A).
7. The syntactic monoid problem
As mentioned several times before in this paper, the minimal DFA equivalent to a given DFAA(i, F) can be computed by
using the indistinguishability equivalence of states I .
If we associate to every state q in the automaton A(i, F) the set of strings that reach q from the initial state, we may
translate the state equivalence I in an equivalence of strings. Formally, two strings x and y are indistinguishablewith respect
to L = L(A(i, F)) if, for all input strings z, xz ∈ L iff yz ∈ L. In the literature, this equivalence is also known as the Nerode
equivalence∼N . The Nerode equivalence is right invariant, namely u ∼N v implies (∀x) ux ∼N vx, but it not left invariant. So
it is not a congruence, the latter being defined as an equivalence which is both right and left invariant. In addition, Nerode
equivalence is linked to the syntactic congruence σL, that is the coarsest congruence onΣ∗ which saturates L (i.e. L is a union
of equivalence classes of σL), defined by:
xσLy ⇔ ∀u, v ∈ Σ∗ (uxv ∈ L ⇔ uyv ∈ L).
An important theorem (Myhill–Nerode) says that a language L is regular (i.e., recognized by a DFA) if and only if the number
of equivalence classes of σL is finite. Moreover, given a regular language L, the quotientΣ∗/σL is a (finite) monoid, called the
syntactic monoid of L.
It is also possible to associate to every automaton A = (Q ,Σ, δ), where the initial and final states are not specified,
a finite monoid, called the transformation monoid of A. The transformation monoid of A is the quotient monoid M(A) =
Σ∗/γA where γA is the congruence onΣ∗ defined by
xγAy ⇔ (∀q ∈ Q ) δ∗(q, x) = δ∗(q, y).
In addition, if we choose an initial state i and a set of final states F for the automatonA, also γA saturates L = L(A(i, F)). Thus
we have that σL is coarser than γA (namely xγAy implies xσLy) and the syntactic monoid of a regular language L coincides
with the transformationmonoid of theminimal DFA recognizing L. In other words, ifA(i, F) is theminimal DFA recognizing
L then γA = σL.
However, it is also possible to introduce the notion of syntacticity of monoids without referring to any language (cf. [7]).
More precisely, ifM is a finite monoid and P a subset ofM , there is a largest congruence σP saturating P defined by:
xσPy ⇔ ∀s, t ∈ M (sxt ∈ P ⇔ syt ∈ P).
The set P is called disjunctive if σP is the equality in M . A monoid M is syntactic if it has a disjunctive subset. In the case of
the syntactic monoid of a language L, a disjunctive set is {[w] |w ∈ L} ⊆ Σ∗/σL.
The syntactic monoid problem is to decide whether a finite monoid is syntactic. It is an open problem whether the
syntactic monoid problem is polynomial or not. More precisely, in [7], Pavel Goralcik and Václav Koubek give a polynomial-
time algorithm (O(|M|3)) solving the syntactic monoid problem for a large class of finite monoids and show that a slide
generalization of syntactic monoid problem makes it NP-complete. Thus, they conclude that, probably, there is no chance
to have a polynomial-time algorithm for the syntactic monoid problem.
There are natural reasons to suspect important connections between theproblem todecide if an automaton is never-minimal
and the syntactic monoid problem. Indeed, an interesting and immediate result is the following proposition.
Proposition 1. Let M be a monoid isomorphic to the transformation monoid of a DFA A. If M is non syntactic, i.e. M does not
contain disjunctive subsets, thenA is never-minimal.
However, contrary to what we might have expected, this proposition cannot be reversed.
We show this fact by an example illustrating a never-minimal automaton whose transformation monoid coincides with
the syntactic monoid of some language L.
In order to facilitate the computation of the transformation monoid of an automaton A = (Q ,Σ, δ), we observe that
each word w ∈ Σ∗ defines a transformation γw : Q → Q such that, ∀q ∈ Q , γw(q) = δ∗(q, w) and each equivalence
class of the congruence γA corresponds exactly to the set of words that perform the same transformation on Q . Thus, if
Q = {1, 2, . . . , n}, we may identify an element [w] ∈ Σ∗/γA with the transformation

1 2 · · · n
γw(1) γw(2) · · · γw(n)

,
here denoted for brevity by (γw(1) γw(2) . . . γw(n)).
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Fig. 11. A never-minimal automatonB and the Cayley Graph of the corresponding transformation monoidM(B).
Fig. 12. Theminimal DFA recognizing the language L(B(1, {5})), where the state 1 denotes themerge of 1 and 3, and the Cayley Graph of the corresponding
syntactic monoid.
Fig. 11 shows a never-minimal automaton B and the Cayley Graph of the corresponding transformation monoidM(B)
(where the edges are labeled by letters inΣ instead of in the set of generators {γa | a ∈ Σ}).
Now, it is not hard to see that the transformation monoid of the automaton B, in Fig. 11, coincides with the syntactic
monoid of the language L(B(1, {5})) (see Fig. 12), whose set of elements is {1, [a], [b], [aa], [ab], [ba], [aaa], [aba]}.
This in turn also suggests new investigations on measures of complexity for a language, based on the size of the
transformationmonoid of the automaton recognizing the language. More precisely, we know that there are twomeasures of
complexity for a regular language L. Namely the state complexity, defined as thenumber of states in theminimal deterministic
automaton recognizing L, and the syntactic complexity, defined as the cardinality of the syntactic monoid of L (cf.[4]).
However, from the examples in Figs. 11 and 12 we have that a reduction of the size of an automaton, by merging some
indistinguishable states, does not always lead to a reduction of the cardinality of the corresponding transformationmonoid.
The next lemma shows that, under suitable circumstances, a reduction of the automaton reflects a reduction of
the corresponding transformation monoid. In order to state this result, we need some new notation and definitions. A
synchronizing word w for a DFA A is a word in the input alphabet which sends any state of A to the same state q. In
this case, we say thatw focuses to q. A DFA is synchronizing if it admits a synchronizing word.
Lemma 2. Let A = (Q ,Σ, δ) be a strongly connected synchronizing DFA. If B is the automaton obtained by merging some
distinct and indistinguishable states ofA(i, F), for some i ∈ Q and F ⊆ Q , then card(M(B)) < card(M(A)).
Proof. We have to show that the partition created by γA is a refinement of the partition created by γB . Since the
synchronizing automaton A is strongly connected, for every state q ∈ Q there is a synchronizing word that focuses to
q. Thus, if Q = {1, . . . , n}, let w1, . . . , wn be n synchronizing words focusing to states 1, . . . , n, respectively. It is easy to
see that any synchronizing word forA is also a synchronizing word forB. It follows that the classes [w1], . . . , [wn] are all
distinct in the partition created by γA but not in the partition created by γB . Hence, the thesis holds. 
Using the above lemma we can easily establish a corollary which is a “weak inverse”of Proposition 1. In order to state the
next result, we need some notations. If A = (Q ,Σ, δ) is a DFA, for all i ∈ Q and F ⊆ Q denote S(i, F) = {[w] ∈ M(A) |
w ∈ L(A(i, F))}.
Corollary 1. LetA = (Q ,Σ, δ) be a strongly connected synchronizing DFA. IfA is never-minimal, then, for all i ∈ Q and F ⊆ Q ,
S(i, F) is not a disjunctive subsets of M(A).
Proof. Suppose by contradiction that S(i, F), for some i ∈ Q and F ⊆ Q , is a disjunctive subset ofM(A). Let L = L(A(i, F)).
We show thatM(A) is the syntactic monoid of L. Since the syntactic congruence σL is coarsen than γA, we have to show only
that xσLy implies xγAy, ∀x, y ∈ Σ∗. Let x, y ∈ Σ∗ such that [x] ≠ [y] inM(A). Since σS(i,F) is the equality inM(A), then there
exist [w], [z] ∈ M(A) such that [w][x][z] ∈ S(i, F) and [w][y][z] /∈ S(i, F), or vice versa. However, from [w][x][z] ∈ S(i, F)
and [w][y][z] /∈ S(i, F) it follows that [wxz] ∈ S(i, F) and [wyz] /∈ S(i, F), hence wxz ∈ L and wyz /∈ L which implies
that x and y are not congruent modulo σL. Now, the thesis follows by noting that by Lemma 2, for all i ∈ Q and F ⊆ Q , the
transformation monoid of S(i, F) is smaller thanM(A). 
We conclude that there is not a clear relationship between the problem to decide if an automaton is never-minimal and
the syntactic monoid problem. Thus, further investigations are needed in order to investigate what is the exact nature of
the relationship between the two problems or, in other words, in what cases there is a one-to-one correspondence between
never-minimal automata and non syntactic transformation monoids.
Some additional remarks on this relationship can be found in [17,15].
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