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Abstract—  Integrating renewable energy technologies based on 
solar PV (SPV) and wind energy in the energy system is 
challenging due to time dependence of the energy potential for 
these energy sources. Grid integrated hybrid energy systems 
combining SPV panels, wind turbines, battery bank and internal 
combustion generators (ICG) can be used in this regard 
specially for distributed generation. Energy-economic dispatch 
strategy plays a vital role in managing the energy flow of the 
system. However, it is difficult to design such energy system due 
to complexity of the energy flow because of the changes in 
electricity demand, solar and wind energy potential.  
This study evaluates the sensitivity of dispatch strategy on 
optimum system configuration considering Levelized Energy 
Cost (LEC) and Grid Integration Level (GI). Two existing 
dispatch strategies i.e. cycle charging (CC) and modified cycle 
charging (MCC) dispatch strategies are used for the analysis 
based on Pareto multi objective optimization of LEC and GI. 
Pareto-fronts obtained considering both approaches were 
subsequently compared for different grid curtailments. The 
results show that a notable difference in LEC and system 
configuration is observed for two different approaches with the 
increase of grid interactions. 
Index Terms-- Distributed Generation, energy-economic 
dispatch, renewable energy integration, multi-objective 
optimization. 
I. INTRODUCTION  
There is a worldwide growth in optimum design of 
energy systems and integration of renewable energy 
technologies, which makes the penetration level of solar PV 
(SPV) and wind energy notably high [1]. However, the 
stochastic nature of solar and wind energy sources makes it 
difficult to supply the demand continuously. Fluctuating 
potentials of the solar and wind energy necessitate 
amalgamating energy storage and dispatchable energy 
sources for maintaining the system reliability [2]–[4]. 
Combining dispatchable energy sources and energy storage 
helps to increase the utilization of renewable energy while 
minimizing energy losses due to grid curtailments, though 
energy systems with and/or without dispatchable energy 
sources and energy storage formulate complex energy flows 
[5]. The optimum design of such integrated energy systems 
has been studied  and different approaches are used to present 
the dispatch strategy in designing system configuration [6], 
[7].  
A number of recent studies have focused on developing 
optimization techniques to design distributed energy systems. 
When considering the grid integrated energy systems, 
different methods have been used to consider the influence of 
dispatch strategy into the energy system design. The basic 
method used in this regard is simulating the grid integrated 
energy systems with the use of a simple dispatch strategy and 
formulating objective functions. These objective functions are 
subsequently used to optimize the system configuration. 
Furthermore, this has been extended considering more 
detailed states of operation where finite state theory is used to 
consider the operating condition of the system [8]–[11]. Both 
direct search [12], [13] and heuristic methods [9], [11], [14] 
are used to optimize these systems. In addition, dynamic 
optimization is used to optimize the operating condition of 
the system which is subsequently applied for determining the 
system configuration [15], [16]. However, selected day hour 
method is used in most of these instances in order to bring the 
computational time into a reasonable period [16]. 
Considering all the aforementioned techniques, different 
operating methods have been used for determining the 
optimum system design. However, a comparison of these 
techniques is missing in the literature.  
 
This study performs the sensitivity analysis of the dispatch 
strategy used for optimizing the system configuration on the 
Levelized Energy Cost (LEC) and system configuration. Two 
different dispatch strategies are used to design grid integrated 
hybrid energy systems. The first method is based on simple 
cycle charging method (CC) and the second method is a 
modified cycle charging strategy where energy flow from 
energy storage is managed considering the real time price of 
the grid. A concise description about the computational 
model used to consider the energy flow and cash is presented 
in Section 3. Section 4 presents a detailed description about 
the two adopted dispatch strategies. Section 5 presents the 
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optimization algorithm used to optimize the systems 
considering LEC and Grid Interaction (GI) as objective 
functions. Finally, Section 6 presents a detailed discussion of 
results to evaluate the sensitivity of dispatch strategy on 
optimum system configuration for different grid integration 
level. 
 
II. OVERVIEW OF THE ENERGY SYSTEM  
The studied grid-integrated hybrid energy system 
consists of SPV panels and wind turbines which can be 
classified as non-dispatchable energy sources. An Internal 
Combustion Generator (ICG) is connected to the energy 
system which works as a dispatchable energy source while a 
battery bank is used as the energy storage. The 
energy/electricity grid is maintaining energy interactions with 
the utility grid of the Energy Service Provider (ESP) within 
curtailments. In addition, price of electricity is assumed to 
vary on hourly basis. An overview of the system is presented 
in Figure 1. 
 
 
Figure 1 overview of the energy flow of the energy system 
 
III. ENERGY-ECONOMIC MODEL 
An energy-economic model is used in this study to formulate 
the energy flow through each component on hourly basis. 
Lifecycle cost of the system is calculated considering all the 
cash flows that take place in different periods of time. Time 
series data for wind speed, solar irradiation, and ambient 
temperature are taken from meteorological records. Power 
generation of the non-dispatchable energy sources and 
operation of the dispatchable energy sources are determined 
using the dispatch strategy which is elaborated in detail in 
section 4.  
The energy balance of the system is maintained through 
power generated using SPV panels, wind turbines, ICG and 
interactions with the battery bank and the main utility grid. 
Power generation from non-dispatchable energy sources 
depends on the installation capacity of SPV panels and wind 
turbines as well as the energy potential of the considered 
location, which varies with respect to time.  
Hourly horizontal global solar irradiation data are taken in 
this study to determine the power generated from SPV panels. 
An isotropic model is used to calculate the solar irradiation 
on tiled surface. Durisch model is used to calculate the 
electricity generation of SPV panels [17]. Finally, net energy 
generation of SPV panels, PSPV(t), is calculated on hourly 
basis using Eq. 1. 
 
PSPV(t) = Gβ  ηpv  ASPV NSPV ηspv-inv                  (1) 
 
where ηspv-inv denotes the efficiency of the inverter, NSPV 
denotes the number of SPV panels which is optimized using 
the optimization algorithm, ASPV denotes collector area and 
Gβ denotes global horizontal solar irradiation on the tilted 
SPV panel. ηpv denotes the efficiency of SPV panel. 
 
Similarly, hourly wind speed at 10 m anemometer height is 
taken for the same location. Cubic spline interpolation 
technique [18] is used to model the wind turbine based on the 
power curve provided by the manufacturer. Finally, electric 
power from the wind turbines is calculated according to Eq. 
2.  
P୵(t) = Pෙ୵(t)	N୵η୵ି୧୬୴                         (2) 
 
where Nw denotes number of wind turbines which is 
optimized in the optimization algorithm and ηw-inv denotes 
inverter efficiency. Pෙ୵ is calculated based on wind speed of 
the respective hour and wind turbine power curve. Operating 
load factor of the ICG is determined by the dispatch strategy 
and used to determine the fuel consumption of the ICG. 
Finally the capacity of the ICG is optimized using the 
optimization algorithm. State of Charge (SOC) model is used 
to compute the charge level of the battery bank while Rain 
Flow Algorithm based on Downing’s Algorithm [19] is 
selected to compute the lifetime of the battery bank. . Load 
mismatch indicator introduced by Salom et al [20] to evaluate 
effectiveness of net-zero energy buildings is used in this 
study as the performance indicator for system autonomy 
defined as grid integration level according to Eq. 3. 
 
GIFG = ∑ ிܲீ(ݐ)	௧ୀ଼଻଺଴	௧ୀଵ /∑ ாܲ௅஽(ݐ)	௧ୀ଼଻଺଴	௧ୀଵ          (3) 
 
In these equations PELD(t) denotes the hourly ELD and ிܲீ(ݐ) 
denote energy units taken from the grid with in a time step. 
 A detailed description about the energy model used can be 
found in Ref.[11], [21], [22]. 
 
The cost model, used for this study, evaluates the initial 
capital cost for the system components, operation and 
maintenance cost (OM) of the system. Initial capital cost of 
the system considers both acquisition cost of the system 
components and installation costs. Cash flows related to 
operation and maintenance of system devices are considered 
in OM. Regular maintenance cost for wind turbines, SPV 
panels and ICG are considered along with replacement cost 
for ICG and battery bank. In addition, net cash flow of the 
system while interacting with the main utility grid is 
considered under OM. Real time Cost of Energy (COE) is 
used in this work for both selling and purchasing.  Finally, the 
Levelized Energy Cost (LEC) is calculated considering all the 
cash flows. LEC is taken as an objective function to be 
optimized. 
 
IV. DISPATCH STRATEGIES USED 
A number of dispatch strategies have been introduced in 
recent studies. These are combined later with optimization 
algorithm for simultaneous optimization of system design and 
dispatch strategy [12]. The modified cycle charging (MCC) 
strategy [8], [21], [23] and Cycle Charging (CC) strategy are 
the two methods compared in this study[6].  
 
CC strategy is amply used in micro-grid design tools, mainly 
due to its simplicity which minimize the dimensions of 
decision space for design optimization. CC operates in four 
main states as shown in Figure 2 depending on condition of 
ICG and the difference between renewable generation (RE) 
and the Electricity Load Demand (ELD). These four states 
are battery charging, battery discharging, injecting excess 
generated which cannot be stored in battery bank and 
working as a load point to the grid. When power generation 
using renewable energy is not sufficient enough to provide 
the demand ICG is operated at full load. Excess power 
generated is directed to the battery bank which is the first 
operating state. Whenever, battery bank is at its maximum 
state of charge excess power generated is directed to the grid. 
Power generated using both dispatchable and non-
dispatchable energy sources are not sufficient enough to cater 
the load mismatch (PA) system interacts with the battery 
bank. Whenever, battery bank cannot provide the mismatch 
main utility grid is considered. All these interactions take 
place considering grid curtailments for injecting (TGlim), as a 
load point (FGlim) and State of Charge (SOC) of the battery 
bank. 
Major weakness in CC is that it does not consider number of 
possible operating states. For example, it is possible to charge 
battery bank using grid electricity when COE in utility grid is 
quite cheap and discharge battery bank to sell electricity 
when it is quite expensive in utility grid. In addition, CC 
directly moves into battery bank whenever there is a 
mismatch in providing demand or excess generation where 
MCC consider the COE in main utility grid and decide 
whether to move into battery bank or grid.  MCC considers 
these options through an extended state space which increase 
the possible main operating states up to eight as shown in 
Figure 3. In addition, the rules for state transition need to be 
trained along with system optimization which extends the 
decision space for the optimization algorithm in this method. 
However, dispatch algorithm for MCC is not presented in this 
paper to make the discussion simple. For a detail description 
about the dispatch strategy authors recommend to go through 
Ref. [8], [21], [23]. 
V. OPTIMIZATION ALGORITHMS 
Reaching to the optimum configuration of the system is 
possible through using the optimization algorithm. The first 
part in the algorithm is deriving optimum capacity for wind 
turbines, SPV panels, battery bank and ICG considering the 
particular application. In addition, type of wind turbines and 
SPV panels need to be determined. LEC and GI are taken as 
objective functions to be minimized in this study. The 
mathematical model which was introduced in Section 3 is 
used to formulate the objective functions.  
 
 
 
Figure 2 Overview of Cycle Charging strategy 
  
 
Figure 3 Schematic presentation of Modified Cycle Charging strategy  
The two approaches in Section 4 are used as the dispatch 
strategy when simulating the system in the optimization 
algorithm. Time series simulation of the system makes 
objective space to be neither linear nor analytical, especially 
due to the non-linearity in the performance curves of the 
system devices. Therefore, a heuristic multi objective 
optimization method based on Steady ε-State Evolutionary 
Algorithm is used in this study to come up with Pareto fronts. 
An illustrated explanation about the optimization algorithm 
and declaration of the decision space variables can be found in 
Ref. [14].   
VI. RESULTS AND DISCUSSION  
Classical cost optimization cannot be used to evaluate the 
effectiveness of the dispatch strategy due to several reasons. 
Cost optimization results in one solution which is the main 
limitation.  Furthermore, there are limitations in representing 
the energy interactions through an objective function based 
on cost. Hence, multiple objectives considering techno-
economical aspects are required to evaluate effectiveness of 
the optimization algorithm. The LEC and GI are two 
parameters which can be used to evaluate the performance of 
the system considering both cash and energy flow. The Pareto 
fronts, obtained using multi objective optimization, are used 
in this study to evaluate the sensitivity of two dispatch 
strategies.  
 
Three Pareto fronts are obtained considering grid curtailments 
of 100%, 90%, and 80% (Case A, Case B and Case C) of 
peak demands for both methods. Pareto fronts obtained using 
both methods for each curtailment are presented in Figure 4. 
When analyzing all the Pareto fronts a notable reduction in 
LEC is observed for all the Pareto fronts with the introduction 
of strong interactions with main utility grid. However, 
gradient of the Pareto front gradually get reduce with the 
increase of grid interactions. When considering the sensitivity 
of dispatch strategy, both these strategies does not show a 
significant difference when reaching GI levels less than 2%. 
In such instances, system tends to behave as a standalone 
system where the both dispatch strategies tend to react in a 
similar way. Subsequently with the improvements in grid 
interactions, MCC shows a reduction in LEC when compared 
to CC. MCC is having an extended state space which helps 
the system to interact with the grid and energy storage 
effectively. However, grid interaction plays a major role on 
this regard.  
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Figure 4 LEC-GI Pareto front considering grid curtailments of 100%, 90% 
and 80% of peak demand 
 
Notable changes in LEC make it interesting to analyze the 
influence of dispatch strategy further. First, the influence of 
the dispatch strategy on system design is considered which is 
continued considering utilization of renewable energy 
subsequently. In order to assess the influence of dispatch 
strategy on system design, renewable energy capacity of the 
system for Pareto solutions is plotted for Case A in Figure 5. 
When analyzing the results it is clear that notable increase in 
renewable energy capacity is observed for MCC when GI is 
higher than 10% which corresponds to the LEC graph which 
shows a clear difference in LEC. When analyzing the 
utilization of renewable energy for both operating strategies, 
it is noted that waste of renewable energy due to storage 
limitation is quite less in MCC when compared to CC even 
with higher level of renewable energy integration. Main 
reason for this is energy systems which use MCC as the 
dispatch strategy interacts with utility grid more effectively 
when considering both energy flows coming to the energy 
system and going out.        
 
 
Figure 5 Variation of renewable energy capacity for Case A 
 
CONCLUSIONS 
This study highlights the importance of analyzing the 
sensitivity of dispatch strategy when designing grid integrated 
hybrid energy systems. Two different operation strategies 
were considered in this study using Pareto optimization. The 
results obtained from the Pareto analysis depict that MCC is 
helpful to reach lower LECs when compared to CC. 
Extension of state space helps to interact with the main utility 
grid more effectively which helps to integrate more 
renewable energy with higher utilization. More importantly, 
Energy system configuration obtained using two different 
approaches show significant changes, especially with the 
increase of grid integration level. Hence it is important to 
select proper dispatch strategy when designing grid integrated 
energy systems. 
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