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Abstract
In this paper we consider a Gould-type integral of real functions with
respect to a compact and convex valued non necessarily additive measure.
In particular we will introduce the concept of integrable multimeasure and,
thanks to this notion, we will establish an exact Radon-Nikody´m theorem rel-
ative to a fuzzy multisubmeasure which is new also in the finite dimensional
case. Some results concerning the Gould integral are also obtained.
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1 Introduction
Non additive measures are an important field of research in measure theory. Due to
its applications in economics, statistics, human decision making and medicine, the
field of non-additive measures and of fuzzy measures has been intensively studied
in the last years, while the theory of monotonicity is used in statistics, game theory,
probability and artificial intelligence. (See for example [13, 26, 32]). In [33] Pap
has recently studied multivalued integration, examining in particular the Gould in-
tegrability for multifunctions and multisubmeasures. The present research could
be connected to his paper as a continuation.
Concerning with the theory of integration, the existence of a Radon-Nikody´m
derivative is an important tool. In fact it provides conditions for the existence of a
certain integral representation of measures. The Radon-Nikody´m theorem is used,
for example, for converting actual probabilities into those of the risk neutral proba-
bilities. Moreover it was approached by many authors in several different settings,
(e.g. [22, 24, 25, 27, 29]). In particular, in [10] an outline of the previous results is
presented, together with quotations of the papers in this topic which have appeared
since the late 60’s. Similar problems were studied afterwards, e.g. in [30,35] as an
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extension of [21, 31], later in [4, 5], and also recently deeply examined in [11, 15]
both in the countably and the finitely additive case using different notions of inte-
grals. Here we will undertake a similar investigation and we will consider fuzzy
multisubmeasures defined on an algebra and taking convex compact values in an
arbitrary Banach space X .
In this paper essentially a Radon-Nikody´m theorem is established, in order to rep-
resent a set-valued additive measure as the Gould-type integral of a suitable real-
valued function with respect to a fixed fuzzy multisubmeasure. We point out that
this result is new also in the finite-dimensional case since additivity is requested
only for one of the set valued measures involved.
The paper is organized as follows: in Section 2 some basic notions and results
are given, while in section 3 some results and examples regarding Gould type
integrability relative to a non-necessarily additive measure m are obtained (see
also [7, 33]). The target space for m is the Banach lattice of all real-valued contin-
uous functions defined in a compact, Stonian space Ω (the space C(Ω)). This is
due to the fact that Banach lattices are often good models for applications, and also
for studying set-valued measures or functions. In effect, thanks to the Ra˚dstro¨m
embedding Theorem, many important hyperspaces can be embedded in C(Ω) (for
example the family of convex and compact subset of a Banach space X , while for
an exhaustive list of such hyperspaces see e.g. [28] and, for various applications
in Banach lattices, [1, 8, 36, 37]). In section 4 a Radon-Nikody´m type theorem
will be obtained (Theorem 4.20) using the set-valued integral defined in [33, 34].
According to this result, a multimeasure Γ can be expressed as a Gould type set-
valued integral of a function f with respect to a fuzzy multisubmeasure M, that
is: Γ(E) =
∫
E f dM, for every E ∈ A , under a suitable exhaustion condition and
the strong absolute continuity of Γ with respect to M. In this case, the construction
of the Radon-Nikody´m derivative makes use of the mentioned notion of exhaus-
tion, introduced by Maynard [31] in the scalar case and extended by other authors
to the vector valued case: [21, 30, 35]. As an application of the Theorem 4.20 an
integration by substitution theorem is obtained for fuzzy multimeasures.
2 Basic facts and definitions.
Unless stated otherwise, throughout this paper T is an abstract nonvoid set, P(T )
the family of all subsets of T , A an algebra of subsets of T and µ : A → [0,+∞)
an arbitrary set function, with µ( /0) = 0. A partition of T is a finite family of
nonvoid sets P = {Ai}
n
i=1 ⊂ A such that Ai ∩A j = /0, i 6= j, and
⋃n
i=1Ai = T. Let
P = {Ai}
n
i=1 and P
′ = {B j}
q
j=1 be two partitions of T . The partition P
′ is said to
be finer than P, denoted by P ≤ P′ (or, P′ ≥ P), if for every j ∈ {1, . . . ,q}, there
exists i j ∈ {1, . . . ,n} so that B j ⊆ Ai j . The common refinement of two partitions
P= {Ai}
n
i=1 and P
′ = {B j}
q
j=1 is the partition P∨P
′ = {Ai∩B j}i∈{1,...,n}, j∈{1,...,q}.
Obviously, P∨ P′ ≥ P and P∨P′ ≥ P′. The class of all partitions of T will be
denoted by P , and if A ∈A is fixed, PA denotes the class of all partitions of A.
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Given µ , we will consider µ ,µ∗ : P(T )→ [0,+∞], the variation, semivariation
of µ respectively and µ˜ :P(T )→ [0,+∞], given by µ˜(E) = inf{µ(A);E ⊆ A,A ∈
A }. For the properties of variation, semivariation and µ˜ see for example [14].
Let (X ,‖ · ‖) be a Banach space, BX its unit ball; the symbol m will be used for
vector valued set functions. For a vector measure m : A → X , its semivariation
m∗ : P(T ) → [0,+∞] is defined by: m∗(E) = sup{‖m(A)‖;A ∈ A ,A ⊆ E}. In
an analogous way we can define the variation m := ‖m‖. Thus, if A ∈ A , then
‖m(A)‖ ≤ m(A), which implies that m∗(E)≤ m(E), for every E ∈P(T ).
Let ck(X) be the family of all nonempty compact convex subsets of a real Banach
space (X ,‖ · ‖). By the symbol + the Minkowski addition will be indicated. Let h
be the Hausdorff metric on ck(X). It is well-known that (ck(X),h) is a complete
metric space (see for example [12, Theorem II-14]). Finally, for any bounded set
A, |A|h denotes the distance h(A,{0}), where 0 is the origin of X . With the symbol
M we denote a set function with values in ck(X). Now, several notions are recalled
for further use.
Definition 2.1 ( [21], [29, Definition 3.2]) Let µ : A → R+ be finitely additive.
2.1.a) A finite or countable family of pairwise disjoint sets (Ei)i∈I ⊂ A will be
called a µ- exhaustion of E ∈ A if µ(Ei) > 0 for every i ∈ I and for each
ε > 0, there is n0(ε) = n0 ∈ N such that µ(E\
n0⋃
i=1
Ei)< ε .
2.1.b) A set property P is said to be µ-exhaustive on E ∈ A if there exists a µ-
exhaustion (Ei)i of E , such that every Ei has P.
2.1.c) A set property P is called µ-null difference if whenever A,B ∈ A with
µ(A) > 0 and µ(B) > 0, from µ(A△B) = 0, it follows that either A and
B both have P or neither does.
2.1.d) A property (P) about the points of T holds µ˜-almost everywhere (denoted
µ˜-a.e.) if there exists A ∈P(T ) so that µ˜(A) = 0 and (P) holds on T\A.
For an arbitrary real function f : T → R, the symbol σm( f ,P) (or, if there is no
doubt, σ( f ,P), σm(P) or σ(P)) denotes the sum ∑
n
i=1 f (ti)m(Ai), for every parti-
tion of T , P= {Ai}
n
i=1 and every ti ∈ Ai, i ∈ {1, . . . ,n}. With the same meaning we
define σM( f ,P), for non negative f and ck(X)-valued M.
3 Gould integral.
We now introduce the definition of Gould integrability. The Gould integral was
defined in [19] for real functions with respect to a finitely additive vector measure
taking values in a Banach space. Different generalizations and topics were intro-
duced and studied in [7, 14, 16, 17, 33, 34].
Moreover, since we want to study and consider mainly the multivalued case, (i.e.
set functions taking values in some space of bounded convex sets) we focus our
attention on the Banach space (C(Ω),‖ · ‖∞). This is due to the fact that, thanks to
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the Ra˚dstro¨m Embedding Theorem, many important hyperspaces can be embedded
in C(Ω) (for a list of such hyperspaces see e.g. [28]). We remember moreover that
C(Ω) is also a Banach lattice in which the symbol | · | denotes the modulus. So,
rather than considering a general Banach space (X ,‖ ·‖), or a Banach lattice, from
now on we restrict ourselves to mappings m : A →C(Ω), with Ω compact, Haus-
dorff and we can give the notion of subadditivity for C(Ω)-valued set functions
in the usual way: m( /0) = 0 and m(A∪B)≤ m(A)+m(B) holds, when A,B ∈A ,
A∩B= /0
Definition 3.1 A real function f : T → R is said to be
3.1.a) (Gould) m-integrable on T if the net (σ(P))P∈(P,≤) is convergent inC(Ω),
where P is ordered by the relation ”≤ ”. If (σ(P))P∈(P,≤) is convergent,
then its limit is called the Gould integral of f on T with respect to m,
denoted by (G)
∫
T f dm (shortly
∫
T f dm).
3.1.b) m-integrable on B ∈ A if the restriction f |B of f to B is m-integrable on
(B,AB,mB).
Remark 3.2 Thus f is m-integrable on T if and only if there exists α ∈C(Ω) such
that for every ε > 0, there exists a partition Pε of T , so that for every other partition
of T , P = {Ai}
n
i=1, with P ≥ Pε and every choice of points ti ∈ Ai, i ∈ {1, . . . ,n},
one has ‖σ(P)−α‖∞ < ε . Moreover If f1, f2 are m-integrable and α is any real
constant, then α f1 ism-integrable, f1+ f2 ism-integrable, and the integral is linear.
Proposition 3.3 Let f : T → R be any Gould-integrable mapping with respect to
m. Then, if A is any fixed element of A , the mapping f1A is integrable too.
Proof. Denoting by ΠA the partitions of the set A, it is not difficult to prove that
the sums σ( f ,ΠA) satisfy a Cauchy principle inC(Ω); since this space is complete
with respect to its norm, the assertion follows.
Example 3.4 Some examples of Gould integrable functions with respect to m are
given here:
3.4.a) Let T be a finite set, A =P(T ), m :A →C(Ω) and f : T →R be arbitrary.
Then f is Gould m-integrable and
∫
T f dm = ∑
t∈T
f (t)m({t}).
3.4.b) Ifm :A →C(Ω) is finitely additive and f : T →R is simple, f =∑ i= 1nai ·
1Ai , then f is Gould m-integrable and
∫
T f dm= ∑
n
i=1 ai ·m(Ai).
Moreover the previous example 3.4.b) can be improved as follows.
Proposition 3.5 Let A be a σ -algebra, and m : A →C(Ω) be finitely additive,
and assume that (An)n∈N is a countable family of pairwise disjoint elements of
A , such that limnm(∪ j>nA j) = 0. Then, the function f : T → R defined as f =
∑n cn1An is Gould-integrable as soon as the sequence (cn)n is bounded in R; in this
case,
∫
T f dm = ∑n cnm(An).
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Proof. Under these assumptions, it is clear that the real-valued series ∑n |cn|m(An)
is convergent, hence the series ∑n cnm(An) is convergent in C(Ω). We will show
that f is integrable and its integral coincides with ∑n cnm(An). Define now S :=⋃
nAn, and fix ε > 0. Then there exists N ∈ N such that m(∪ j>NA j) < ε . There-
fore ∑ j>N |c j|m(A j) ≤ Kε where K is any bound for |cn|, n ∈ N. Now set F :=⋃
j≤N A j, and choose any partition P of T , finer than {F,S\F,T \S}. Setting P =
{(Bi, ti), i = 1..,k}, one then has σ( f ,P) := ∑
k
i=1 f (ti)m(Bi) = ∑i∈I1 f (ti)m(Bi)+
∑i∈I2 f (ti)m(Bi), where I1 = {i : Bi ⊂ F}, I2 = {i : Bi ⊂ S\F}.
Of course ∑i∈I1 f (ti)m(Bi)=∑
N
j=1 c jm(A j) and ‖∑i∈I2 f (ti)m(Bi)‖∞ ≤Km(∪ j>NA j))≤
Kε .
So, ‖σ( f ,P)−∑n cnm(An)‖∞ ≤ ‖∑i∈I2 c jm(A j)‖∞ +∑ j>N |c j|m(A j) ≤ 2Kε . This
concludes the proof.
For more general functions, proceeding as in the proof of [6, theorem 1.4] and
[9, Proposition 6], one can deduce the following proposition and the subsequent
corollary. In this situation the absolute value replaces the norm of C(Ω).
Proposition 3.6 Let f : T → R be any integrable function. Then there exists a se-
quence (Πn)n of partitions such that, for every n it is ∑E∈Πn Ob( f ,E) ≤
u
n
, where
Ob( f ,E)= supΠ′E ,Π′′E
{∣∣∣∑F ′′∈Π′′E f (t)m(F ′′)−∑F ′∈Π′E f (s)m(F ′)
∣∣∣ , ∀ t ∈ F ′′,s ∈ F ′} ,
and Π′E ,Π
′′
E run along all partitions of E.
Proof. First observe that, thanks to the Cauchy criterion, a sequence (Πn)n of
partitions exists, such that, for every integer n
∣∣∣∣∣ ∑
F ′∈Π′
f (s)m(F ′)− ∑
F ′′∈Π′′
f (t)m(F ′′)
∣∣∣∣∣≤ un (1)
(with obvious meaning of symbols) holds, for all partitions Π′, Π′′ finer than Πn.
Now, take any integer n and, for each element E of Πn, consider two arbitrary
partitions Π′E and Π
′′
E of E . Then, taking the union of the partitions Π
′
E as E varies,
and making the same operation with the partitions Π′′E , two partitions of T are
obtained, finer than Pn, for which (1) holds true. From (1), obviously it follows
∑
F ′∈Π′
f (s)m(F ′)− ∑
F ′′∈Π′′
f (t)m(F ′′)≤
u
n
. (2)
Now, let E1 be the first element of Πn. In the summation at left-hand side, fix all
the F ′s and the F ′′s that are not contained in E1. Taking the supremum when the
remaining F ′s and F ′′s vary in all possible ways, it follows
sup
Π′E1
σ( f ,Π′E1)− inf
Π′′E1
σ( f ,Π′′E1)+ ∑
F ′∈Π′,
F ′ 6⊂E1
f (s)m(F ′)− ∑
F ′′∈Π′′,
F ′′ 6⊂E1
f (t)m(F ′′)≤
u
n
,
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namely
Ob( f ,E1)+∑
F ′∈Π′,
F ′ 6⊂E1
f (s)m(F ′)− ∑
F ′′∈Π′′,
F ′′ 6⊂E1
f (t)m(F ′′)≤
u
n
.
In the same way , fixing all the F ′ and F ′′ that are not contained in the second
subset of Π, (say E2), and making the same operation, it follows
Ob( f ,E1)+Ob( f ,E2)+ ∑
F ′∈Π′,
F ′ 6⊂E1∪E2
f (s)m(F ′)− ∑
F ′′∈Π′′,
F ′′ 6⊂E1∪E2
f (t)m(F ′′)≤
u
n
Now, it is clear how to deduce the assertion.
Concerning the previous Proposition, we remark that, unless the space X is
finite-dimensional, a similar conclusion fails to hold if the absolute value is re-
placed by the norm: this is noteworthy if one considers its consequences, in partic-
ular the corollary 3.11.
The following result states an easy consequence of Proposition 3.6 and it can
be viewed as a Henstock Lemma result.
Corollary 3.7 Let g : T → R be any mapping, then g is Gould-integrable if and
only if there exists a sequence (Πn)n of partitions, such that, for every n and every
partition Π finer than Πn
3.7.1) ∑E∈Π |g(τE)m(E)−
∫
E gdm| ≤
u
n
, where τE is any point in the set E.
Proof. The ”if part” is a consequence of Proposition 3.6.
Now we want to focus our attention on a particular type of set valued mappings
m which will be useful in the last section, i.e. the Gould-integrable ones. A similar
notion was also given in [6, Definition 1.1], though for set functions taking values
more generally in a vector lattice. Notice that we will use the symbol 1 to denote
the real-valued function on T , defined by 1(t)≡ 1, while the symbol u denotes the
element of C(Ω) constantly equal to 1. We remember also that it is well-known
that the norm ‖ · ‖∞ coincides with the unit norm ‖ · ‖u.
Definition 3.8 Given a mapping m : A →C(Ω), such that m( /0) = 0, m is said to
be Gould-integrable if the mapping 1 : T → R is Gould integrable with respect to
m. We denote by υm(T ) :=
∫
T 1dm its integral.
By Proposition 3.3, if m is Gould integrable, then m is integrable in every mea-
surable set A⊂ T . Moreover, denoting by υm(A) the integral ofm in A, the mapping
A 7→ υm(A) is finitely additive, as will be proved in the Proposition 3.10. In other
words, m is Gould-integrable if and only if there exists υm : A →C(Ω) such that,
for every set A ∈A and for every ε > 0 a partition P ∈P can be found, such that
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‖∑I∈P′m(I∩A)−υm(A)‖∞ ≤ ε holds, as soon as P
′ is finer than P. When this is
the case, then υm is called the integral function of m.
Examples of non-additive set functions that are Gould integrable could be the
following:
Example 3.9 Let T = [0,1] endowed with the usual Borel σ -algebra Σ and Lebesgue
measure λ .
3.9.a) Letm(A)= λ 2(A) ·u for every A∈ Σ. Clearlym is not additive (it is superad-
ditive), but it has null integral: indeed, for any ε > 0 take any partition P of
[0,1] consisting of pairwise disjoint measurable sets Ai, each with measure
less than ε . Then ‖∑im(Ai)‖∞ = ∑i λ (Ai)
2 ≤∑iλ (Ai)ε = ε . Of course, the
same happens for every finer partition than P.
3.9.b) Let γ(A) = (λ (A)−λ 2(A)) ·u, then γ is non additive (it is subadditive) and
integrable too.
3.9.c) Let X be any finite-dimensional Banach space, whose unit ball is denoted by
BX . Let (Wt)t denote the standard scalar Brownian motion, t ∈ [0,T
⋆], and
set (Bt)t = (WtBX)t , t ∈ [0,T
⋆]. This clearly defines a set-valued process. If
U denotes the Ra˚dstro¨m embedding of the family of compact and convex
subsets of X into C(Ω), as we will recall in Theorem 4.6, then U(BX) =
u, where u is the element of C(Ω) constantly equal to 1. Therefore, t 7→
Wtu defines a C(Ω)-valued process. Now, let A be the algebra in [0,T
⋆]
generated by all (half-open) subintervals, and define m : A →C(Ω) in the
following way:
m(A)=


(Wb−Wa)
2 ·u A=]a,b]
∑i(Wbi −Wai)
2 ·u A is the finite union of (maximal) disjoint intervals
]ai,bi].
Then, for any partition P of [0,T ⋆], P := {I1, ..., Ik} into pairwise disjoint
elements of A , define S(P) = ∑kj=1m(I j) and observe that, thanks to well-
known properties of the Brownian Motion, this quantity tends to T ⋆ ·u in L2
when the maximum length of the partitions tends to 0. Therefore, at least
for this type of convergence, the measure m has integral T ⋆ ·u, and in every
interval [a,b] ⊂ [0,T ⋆] the integral is (b−a) ·u.
Proposition 3.10 If m is Gould integrable then its integral function υm, defined in
A as υm(A) =
∫
T 1A dm, is additive.
Proof. It follows immediately from the Remark 3.2.
So the Gould integrability of m allows to link m with υm which is an additive
set function and clearly, m is additive if and only if it is integrable and m = υm.
Moreover, for bounded functions, the following characterization can be given:
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Corollary 3.11 Assume that m is integrable. Then a bounded function f : T → R
is Gould-integrable with respect to m if and only if it is with respect to υm, and the
two integrals agree.
Proof. Assume that f is integrable with respect tom, and denote by K any majorant
for | f |. Now, fix arbitrarily ε > 0: correspondingly, there exists a partition P1 such
that∥∥∥∥∥∑
I∈P
f (tI)m(I)−
∫
T
f dm
∥∥∥∥∥
∞
≤ ε i.e.
∣∣∣∣∣∑
I∈P
f (tI)m(I)−
∫
T
f dm
∣∣∣∣∣≤ εu
holds, for every partition P, finer than P1. Let n be such that 1/n ≤ ε , by the
Corollary 3.7, for g = 1, there exists also a partition P2 such that ∑E∈Π |m(E)−
υm(E)| ≤ εu holds, for every partition Π finer than P2. So, if P is any partition
finer than P1∨P2, one gets∣∣∣∣∣∑
I
f (tI)υm(I)−
∫
T
f dm
∣∣∣∣∣≤
∣∣∣∣∣∑
I
[ f (tI)υm(I)− f (tI)m(I)]
∣∣∣∣∣+
∣∣∣∣∣∑
I
f (tI)m(I)−
∫
T
f dm
∣∣∣∣∣≤
≤∑
I
| f (tI)(υm(I)−m(I))|+ εu≤ K∑
I
|m(I)−υm(I)|+ εu≤ (1+K)εu.
So ‖∑I f (tI)υm(I)−
∫
T f dm‖∞ ≤ (1+K)ε . This clearly suffices to conclude that
f is integrable with respect to υm and the two integrals agree. A similar argument
can be used to prove also the reverse implication. Hence the proof is finished.
We remark that, for bounded functions, the Corollary 3.11 allows to deal the
non-additive case by means of the additive one, similarly as the Stone estension
Theorem which connects L1(m), when m is finitely additive, with L1(ν), where ν
is the countably additive transform of m.
We can observe that the results obtained in Propositions 3.3, 3.5 and 3.10 are
still valid in an arbitrary Banach space and not only in C(Ω) and we remember
also that notions of order-type integrals have also been investigated, for functions
taking their values in ordered vector spaces, and in Banach lattices: see for example
[2, 9, 17].
4 A Radon-Nikody´m type theorem
This section deals with a Radon-Nikody´m type theorem for multimeasures using
the notion of exhaustion, following a method of Maynard [21,30,31,35]. We recall
that the Hausdorff distance h is defined by h(A,B) =max{e(A,B),e(B,A)}, where
the excess e(A,B) is defined as e(A,B) := supa∈A d(a,B) := supa∈A infb∈B ‖a−b‖.
In particular
Remark 4.1 If A⊂ B, then e(A,B) = 0 and h(A,B) = e(B,A). Moreover, observe
that for any non-empty bounded set A ⊂ X , and any pair (t,b) of elements of X ,
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|d(t,A)−d(b,A)| ≤ ‖b−t‖. Indeed, let σ := ‖b−t‖ and fix arbitrarily ε > 0. Then
there exists a∈A such that d(t,A)≥ d(t,a)−ε ≥ d(b,a)−σ−ε ≥ d(b,A)−ε−σ .
By the arbitrariness of ε , it follows that d(t,A)− d(b,A) ≥ −σ , i.e. d(b,A)−
d(t,A)≤ σ . Exchanging the roles between t and b, one obtains d(t,A)−d(b,A)≤
σ and therefore |d(t,A)−d(b,A)| ≤ ‖b− t‖. Another useful fact is the following:
for every pair of bounded subsets A,B⊂ X , e(B,A) = e(cl(B),A). Of course, since
B⊂ cl(B), it is clear that e(B,A)≤ e(cl(B),A).
Viceversa, fix ε > 0: then j ∈ cl(B) exists, such that d( j,A) ≥ e(cl(B),A)− ε/2.
Now, let h ∈ B be such that ‖h− j‖ ≤ ε/2: then |d(h,A)−d( j,A)| ≤ ε/2, and so
e(B,A)≥ d(h,A)≥ d( j,A)− ε/2≥ e(cl(B),A)− ε . By the arbitrariness of ε , this
gives the reverse inequality and the proof is complete.
By [23, Proposition 1.19 Chapter 7] we have that
Proposition 4.2 Let (An)n be any increasing sequence of compact convex subsets
of X, and assume that a compact convex set K exists, such that An ⊂ K for all n.
Then limn h(An,J) = 0, where J := cl(
⋃
nAn).
For set valued functions we recall from the following concept:
Definition 4.3 A set function M : A → ck(X) is said to be a multisubmeasure if:
M( /0) = {0} and M(A∪B) ⊂ M(A)+M(B), for every A,B ∈ A , with A∩B = /0
(or, equivalently, M(A∪B)⊂M(A)+M(B), for every A,B ∈A ).
M is said to be a fuzzy multisubmeasure if moreover: M(A) ⊂ M(B), for every
A,B∈A ,with A⊂B (that is,M is monotone on A ). IfM(A∪B)⊂M(A)+M(B),
for every A,B ∈A , with A∩B= /0 then M is said to be a multimeasure that is, M
is finitely additive.
Examples of fuzzy multisubmeasures M are given in [17], moreover we can con-
sider also M(A) = [0,λ (A)− λ 2(A)] · u, where λ and u are as given in Example
3.9.
Definition 4.4 Let M : A → ck(X) be a multivalued set function, with M( /0) =
{0}. Consider the following set functions associated to M:
4.4.a) |M(·)|h defined by |M(A)|h = h(M(A),{0}) = sup{‖x‖ : x ∈M(A)} for ev-
ery A ∈A .
4.4.b) vM(·) defined by vM(A) = sup{
n
∑
i=1
|M(Ei)|h}, for every A ∈ A , where the
supremum is extended over all finite partitions {Ei}
n
i=1 of A. vM(·) is said to
be the variation of M. M is said to be of finite variation if vM(T )< ∞.
In the sequel, let M : A → ck(X) be a fuzzy multisubmeasure and f a non
negative real-valued function. Let σ(P) = σ f ,M(P) = ∑
n
i=1 f (ti)M(Ai), for every
partition P= {Ai}i=1,...,n of T and every ti ∈ Ai, i= 1, . . . ,n. Then
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Definition 4.5 f is said to be M-integrable (on T) if the net (σ(P))P∈(P,≤) is
convergent in (ck(X),h), where P is the set of all partitions of T and ” ≤ ” is the
order relation on P given in Definition 3.1.a). Its limit is called the integral of f
on T with respect to the fuzzy multisubmeasure M and is denoted by
∫
T f dM.
If B ∈A , then f is said to be M-integrable on B if the restriction f |B of f to B is
M-integrable on (B,AB,MB).
In other words, f is M-integrable in T if there exists an element J ∈ ck(X),
such that for every ε > 0 there exists a partition P ∈ P with the property that
h(σ(P′),J)≤ ε holds true, for every partition P′ finer than P.
As well highlighted in [28] the space ck(X) is a sub-near vector lattice of
cwk(X) (non empty, weakly compact and convex subsets of X ) with respect to the
operations of additions and multiplication by positive scalars and to order induced
by cwk(X); moreover if X is not finite dimensional, this hyperspace can be consid-
ered as a subset of S1 = cb f (X) (non empty, convex, closed, bounded subset of X )
and it can be embedded, using the structure of S1, provided that u = BX ,~0 = {0},
in such a way that the norm of the embedding space is a Riesz norm. So, using
Kakutani’s M-space representation theorem, the near vector lattice ck(X) with or-
der units, endowed with the Hausdorff metric can be represented in terms ofC(Ω)
spaces, as shown in:
Theorem 4.6 ( [28, Theorem 5.7]). Let X be any Banach space. Then there exist
a compact, stonian, Hausdorff space Ω and an isometry U : ck(X)→C(Ω) such
that
4.6.1) U(αA+βC) = αU(A)+βU(C) for all α ,β ∈ R+ and A,C ∈ ck(X).
4.6.2) h(A,C) = ‖U(A)−U(C)‖∞ for all A,C ∈ ck(X).
4.6.3) U(ck(X)) is norm-closed in C(Ω).
4.6.4) U(co(A∪C)) =max{U(A),U(C)}, for all A,C ∈ ck(X).
Observe now that the embedding theorem can be used in order to replace the mul-
tivalued integral above with a single-valued one, at least for positive integrands f .
This leads to the following
Definition 4.7 DefineUM : A →C(Ω) asUM(E) =U(M(E)) for all E ∈A . The
mapping UM will be called the embedded mapping of M. Moreover, thanks to
4.6.4), the embedded mappingUM is a fuzzy submeasure if M is a fuzzy multisub-
measure.
Thanks to the Theorem 4.6, it is clear that ‖UM(E)‖∞ = |M(E)|h for every
E ∈A , and soM is of bounded variation if and only ifUM is, as aC(Ω)-valued set
function.
Since we can consider also Gould-integrability with respect to UM (according
to Definition 3.1) for mappings f : T → R+0 , then the following result holds:
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Theorem 4.8 A function f is M integrable, with integral J, if and only if it is
Gould-integrable with respect to UM and its integral is j. Then the two integrals
satisfy: U(J) = j. Finally, in these cases, f1A is integrable for every A ∈A .
Proof. First, assume that f is Gould-integrable with respect toUM, and denote by
j its integral. This means that the filtering net (U(σM( f ,P))P is convergent to j.
Hence it is Cauchy in C(Ω). Then, also the net (σM( f ,P))P is Cauchy in ck(X):
by completeness of this space, (σM( f ,P))P has limit J in ck(X). By continuity of
U , it is then clear thatU(J) = j.
A similar argument can be used to prove the converse implication. So to conclude
the proof it only remains to deduce integrability of f in every subset A ∈ A , and
this is a consequence of integrability of f with respect toU(M): indeed, fixing any
subset A ∈ A and any positive ε in R, a partition P exists, finer than {A,T \A},
such that ‖σU(M)( f ,P
′)−σU(M)( f ,P
′′)‖∞ ≤ ε holds, for all partitions P
′ and P′′
finer than P. So, choosing two partitions of A, say Π′A and Π
′′
A, both finer than PA
(i.e. P restricted to A), and extending them to Ac with a unique partition finer than
PAc , then two partitions, P
′ and P′′, can be found, both finer than P, and coinci-
dent in the set Ac: these partitions satisfy ε > ‖σU(M)( f ,P
′)−σU(M)( f ,P
′′)‖∞ =
‖σU(M)( f ,Π
′
A)−σU(M)( f ,Π
′′
A)‖∞. By the completeness of C(Ω), this is enough to
deduce integrability of f1A.
Following Definition 3.8, a multisubmeasure M : A → ck(X), it is said to be
integrable if the function f (x) ≡ 1A is M integrable for every A ∈ A . Then the
notation
M0(A) :=
∫
T
1AdM :=
∫
A
1dM,
is used, for A ∈ A . This means that, for every element A ∈ A there exists an
element M0(A) ∈ ck(X) such that, for every ε > 0 a partition P ∈P can be found
with the property that h(∑I∈P′M(I∩A),M0(A)) ≤ ε holds, as soon as P
′ is a finer
partition than P.
The following theorem states a necessary and sufficient condition for the in-
tegrability of a ck(X)-valued fuzzy multisubmeasure of bounded variation. The
technique takes into account previous results and it is inspired by the notions of [2,
Definition 3.4] and [3, Definition 3.13]. This equivalence could be also useful in
order to study differential inclusions.
Theorem 4.9 Let M be a fuzzy multisubmeasure of bounded variation. If M is
ck(X)-valued, then M is integrable if and only if there exists a convex compact set
K such that σ(1,P) := σM(1,P) ⊂ K for all partitions P. When this is the case,
then ∫
T
M = cl
(⋃
{σ(1,P) : P ∈P(T )}
)
.
Proof. Sufficiency: first of all, thanks to bounded variation, all the sums σ(1,P) :=
∑I∈PM(I) are compact convex sets contained in K for all partitions P. Moreover,
thanks to subadditivity, the sums above are a filtering family in ck(X). In order to
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prove the existence of the integral, it is enough to show that the map P 7→ σ(1,P)
is Cauchy, since ck(X) is a complete space with respect to the Hausdorff distance.
Assume by contradiction that the Cauchy property does not hold: then there exists
a positive number ε such that, as soon as P is any partition of T , a couple (P′,P′′)
of finer partitions exists, satisfying h(σ(1,P′),σ(1,P′′))≥ ε . Since the refinement
order is filtering, there exists a sequence (Pn)n of partitions, increasing in the re-
finement order, and such that h(σ(1,Pn),σ(1,Pn+1)) ≥ ε for all n. Now, since
σ(1,Pn) is an increasing sequence of elements of ck(X), Proposition 4.2 applies,
and the limit limnσ(1,Pn) exists, with respect to the Hausdorff distance: but this
contradicts the fact that h(σ(1,Pn),σ(1,Pn+1)) ≥ ε for all n. So this part of the
theorem is proved.
Necessity: choose any partition P of T , P= {E1, ...,Ek}, and fix arbitrarily ε > 0.
By integrability, there exists a partition Pε such that, for every finer partition P
′ it
holds h(σ(1,P′),
∫
T M)≤ ε , from which σ(1,P
′)⊂
∫
T M+εBX . Therefore, choos-
ing P′ := Pε ∨P, and thanks to subadditivity of M, it follows σ(1,P)⊂ σ(1,P
′)⊂∫
T M+ εBX . By the arbitrariness of P, one gets
⋃
P∈P(T )
σ(1,P)⊂
∫
T
M+ εBX ,
where P ranges over all the possible partitions of T . By the arbitrariness of ε > 0
and compactness of
∫
T M, it is obvious that
⋃
P∈P(T ) σ(1,P) ⊂
∫
T M, and so the
necessity is proven. Observe that, since
∫
T M is closed, the inclusion
cl

 ⋃
P∈P(T )
σ(1,P)

 ⊂ ∫
T
M
follows from the last formula.
In order to finish the proof, it only remains to prove the reverse inclusion, assuming
thatM is Gould integrable. To this aim, fix ε > 0 and any partition P of T such that∫
T M ⊂ σ(1,P
′)+ εBX holds, for all partitions P
′ finer than P. Then
∫
T
M ⊂ cl

 ⋃
P∈P(T )
σ(1,P)

+ εBX .
Then, by the arbitrariness of ε , the desired conclusion follows.
Now, assuming that M is integrable, the additivity of its integral mapping M0 will
be proven together with the equivalence between the integrability of positive func-
tions f with respect toM and with respect toM0, at least when f is bounded. So, at
least for bounded positive mappings f , integrability with respect toM is equivalent
to integrability with respect to an additive multimeasure (with the same integral).
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Remark 4.10 Observe that, since the embedding theorem applies, M can be al-
ways identified with UM, so that M can be viewed as a single-valued mapping,
taking values in C(Ω) and so all the results concerning Gould integrability in Sec-
tion 3 can be applied to M.
H0) From now on the fuzzy multisubmeasure M : A → ck(X) will always be as-
sumed of bounded variation and satisfying the conditions in Theorem 4.9,
namely there exists a convex compact set K such that σ(1,P) ⊂ K for all
partitions P, so that M is integrable in ck(X).
First of all, observe that, in those conditions,
∫
T 1A dM exists, for every set A ∈A ,
essentially with the same proof of Theorem 4.9. Next,
Proposition 4.11 The function M0, defined inA as M0(A) =
∫
T 1A dM, is additive.
Proof. The result is a consequence of Proposition 3.10, and Theorem 4.8.
Now, notice that, under the above conditions, the C(Ω)-valued measureUM0 −
UM (which is non-negative, of course) has null integral. This almost immediately
implies the following result.
Theorem 4.12 Let f : T → R+0 any bounded mapping. Then f is M-integrable if
and only if it is M0-integrable, and the integrals coincide.
Proof. Assume that f is integrable with respect toM. Then it isUM-integrable, and
U (
∫
T f dM) =
∫
T f dUM. Now, it is sufficient to apply Corollary 3.11 to deduce that
f is integrable also with respect to UM0 with the same integral, so U (
∫
T f dM) =∫
T f dUM =
∫
T f dUM0 , which also shows that
∫
T f dUM0 is in the range ofU . Thanks
to Theorem 4.8 this is enough to conclude that f is integrable with respect to M0
and the two integrals agree. A reverse argument also shows the opposite implica-
tion, so the proof is complete.
Also integrability on measurable subsets can be deduced, in the usual manner.
Proposition 4.13 Let f : T → R+0 be any Gould-integrable mapping with respect
to M. Then, if A is any fixed element of A , the mapping f1A is integrable too.
Proof. It is analogous to Proposition 3.3.
Moreover
Proposition 4.14 M,M0 have the same variation measure.
Proof. Fix arbitrarily A ∈ A , and denote by P(A) the family of all finite par-
titions of A. Then, thanks to Theorem 4.9, M0(A) = cl(
⋃
{∑iM(Bi) : (Bi)i ∈
P(A)}). In particular, M(A) ⊂ M0(A), and, for any partition (Bi)i in P(A), one
has ∑i |M(Bi)|h≤∑i |M0(Bi)|h≤ vM0(A). This clearly implies that vM(A)≤ vM0(A).
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Conversely, fix any ε > 0 and A ∈ A . For every partition P ≡ (Bi)
N
i=1 ∈ P(A),
and every index i, since M is integrable, there exists a partition Pi ≡ (B
′
i, j) j ∈
P(Bi) such that |M0(Bi)|h ≤ |∑ jM(B
′
i, j)|h + ε/N ≤ ∑ j |M(B
′
i, j)|h + ε/N and so
∑i |M0(Bi)|h ≤∑i ∑ j |M(B
′
i, j)|h+ε ≤ vM(A)+ε . By the arbitrariness of P ∈P(A)
and of ε > 0, it follows vM0(A)≤ vM(A).
In the sequel, assume that A is a σ -algebra. Also let Γ : A → ck(X) be any
fixed fuzzy multimeasure. Following [21,30] for α > 0 and E ∈A , let AΓ(E,α) be
the α-approximate range defined by: AΓ(E,α)= {r∈ [0,+∞) : h(Γ(H),rM(H))≤
αvM(H),∀H ∈A ∩E}.
Remark 4.15 Observe that, by Theorem 4.6, using the embeddingU , it is possible
to formulate the α-approximate range in the following way:
AΓ(E,α) = {r ∈ [0,+∞) : ‖UΓ(H)− rUM(H)‖∞ ≤ αm(H),∀H ∈A ∩E} ,
where m :=UM. In fact h(Γ(H),rM(H)) = ‖UΓ(H)− rUM(H)‖∞ and
m(H) = sup∑
i
‖UM(Ei)‖∞ = sup∑
i
|M(Ei)|h = vM(H).
Theorem 4.16 ( [30, Lemma 3.3]) Let Γ ≪ vM (i.e. ∀ε > 0, ∃ δ (ε) = δ > 0 such
that for every E ∈A with vM(E)< δ , it follows vΓ(E)< ε). Then, for every α > 0,
the property ”AΓ(E,α) 6= /0” is vM-null difference.
Theorem 4.17 Let P be a vM-null difference property such that P is vM-exhaustive
on T . Then there exists a vM-exhaustion of T , (Bi)i, such that every Bi has P and
T =
⋃
i
Bi.
Proof. Since P is vM-exhaustive on T , there exists a vM-exhaustion of T , denoted
by (Ei)i∈I , such that every Ei has P. Thus
∀ε > 0,∃ n0(ε) = n0 ∈ N such that vM(T\
n0⋃
i=1
Ei)< ε . (3)
Let E0 = T\
⋃
i∈I
Ei. From the previous inequality it results vM(E0) = 0. Let (Bi)i∈I
be the family of sets defined by: B1 = E0∪E1 ∈ A ,Bi = Ei ∈A for i ≥ 2. Then
vM(B1) = vM(E1) > 0 since vM(E1) ≤ vM(B1) ≤ vM(E1)+ vM(E0) = vM(E1) and
vM(Bi) = vM(Ei) > 0, for every i ≥ 2. Obviously, T = ∪i∈IBi. It is ∪
n0
i=1Bi =
E0 ∪ (∪
n0
i=1Ei). Since vM(T\∪
n0
i=1 Bi) ≤ vM(T\∪
n0
i=1 Ei) < ε , then (Bi)i∈I is a vM-
exhaustion of T . Now, for every i≥ 2, Bi = Ei has P. So, it only remains to prove
that B1 has P. By the relations:
B1△E1 = (E0∪E1)△E1 = E0\E1 ⊂ E0 ⇒ 0≤ vM(B1△E1)≤ vM(E0) = 0,
it follows that vM(B1△E1) = 0. Since P is vM-null difference and E1 has P, one
concludes that B1 has P.
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Definition 4.18 A multimeasure Γ : A → ck(X) is said to be dominated by M if
there is a constant b> 0 such that |Γ(E)|h ≤ bvM(E), for every E ∈A .
Lemma 4.19 (see [29, Lemma 2.9] for semivariation). For every E ∈ A with
vM(E)> 0, there exists B ∈A ∩E, such that vM(B)< 2|M(B)|h.
Proof. By contradiction, there exists an element E ∈A , with vM(E)> 0 such that
vM(B) ≥ 2|M(B)|h for all measurable sets B ⊂ E , with vM(B) > 0. Fix ε > 0 ar-
bitrarily and pick a disjoint family B1, ...,Bk of measurable subsets of E , such that
vM(Bi) > 0 for all i and ∑i |M(Bi)|h + ε ≥ vM(E). Since vM is additive, from the
contradiction assumed we obtain vM(E) = ∑i vM(Bi) ≥ 2∑i |M(Bi)|h ≥ 2vM(E)−
2ε . Since ε is arbitrarily small it follows that vM(E)≤ 0, giving a contradiction.
We state now our main theorem, which is inspired by [29, Lemma 3.1]. We
point out, however, that our result is new even in the single-valued case, since
additivity is requested just from one of the measures involved.
Theorem 4.20 [Radon Nikody´m] Let M and Γ be ck(X)-valued fuzzy multisub-
measures, satisfying the condition H0. Suppose moreover that Γ is additive and
4.20.1) Γ is dominated by M;
4.20.2) for every ε > 0, the set property ”AΓ(E,ε) 6= /0” is vM-exhaustive on every
E ∈A .
Then there exists an M-integrable bounded function f : T →R+0 such that for every
E ∈A it is Γ(E) =
∫
E f dM.
Proof. Thanks to Theorems 4.8 and 4.12, it will be sufficient to prove that, for the
single-valued mappings UΓ and UM0 , there exists a bounded measurable Radon-
Nikody´m derivative f . Indeed, since Γ is dominated by M, the same property
holds with respect to M0, since vM = vM0 by Proposition 4.14. Of course, then the
single-valued additive mappingUΓ is dominated byUM0 .
Now, it will be proved that Γ and M0 satisfy the condition of exhaustivity of the
property “AΓ(E,ε) 6= /0”. To this aim, the notation AΓ,M(E,ε) will be used, in or-
der to stress the role of M in AΓ(E,ε). Then, assuming that the set AΓ,M(E,ε) is
nonempty, it also turns out that AΓ,M0(E,ε) is nonempty. Indeed, let σ > 0 and
r ∈ AΓ,M(E,ε) be fixed. Then, for every measurable H ⊂ E , there exists a finite
partition {H1, ...,Hl} of H , such that h(rM0(H),r∑
l
i=1M(Hi)) ≤ σ . Now, one has
h(Γ(H),rM0(H))≤ h(Γ(H),r∑
l
i=1M(Hi))+σ = h(∑
l
i=1 Γ(Hi),r∑
l
i=1M(Hi))+σ ≤
∑li=1 h(Γ(Hi),rM(Hi)) +σ ≤ ε ∑
l
i=1 vM(Hi) +σ = εvM(H)+σ = εvM0(H)+σ .
Since σ is arbitrary, this shows that r ∈ AΓ,M0(E,ε), and, in turn, this implies the
exhaustivity of the property “AΓ(E,ε) 6= /0”. also with respect to M0.
Of course, sinceU is an isometric embedding, the measuresU(Γ) andU(M0) also
enjoy the same properties of absolute continuity and exhaustivity. Once a bounded
measurable Radon-Nikody´m derivative f has been found, for UΓ with respect to
UM0 , then one has integrability of f with respect to M0 by the Theorem 4.8 and
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U (
∫
E f dM0) =
∫
E f dUM0 =UΓ(E), while
∫
E f dM0 =
∫
E f dM, holds true for every
measurable set E thanks to Theorem 4.12.
So, for all E ∈ A one has U (
∫
E f dM) = UΓ(E) and therefore
∫
E f dM = Γ(E).
So, the problem is to find a bounded measurable mapping f , derivative ofUΓ with
respect toUM. In order to prove this we can observe that UM satisfies the assump-
tion of [29, Lemma 3.1] and so an integrable function f in the sense of [29] can be
found. Finally [18, Theorem 2.16] guarantees the integrability in the present sense.
Observe that Theorem 4.20 extends theorems given in [29,30], moreover as an
application we can consider a Gould integrable multifunction (in the sense of [33,
Definition 16]) ϕ : T → ck(X) with respect to a probability µ ; let M be its Gould
integral: M : A → ck(X). Thanks to [33, Theorem 11] the set valued function M
is additive, and satisfies the condition H0. Observe moreover that, thanks to the
Ra˚dstro¨m’s embedding and [33, Definition 16], an analogous version of Corollary
3.7 holds when the measure involved is scalar and the integrand is C(Ω)-valued.
Then we have
Corollary 4.21 Let Γ be any ck(X)-valued fuzzy multimeasure, satisfying H0, 4.20.1)
and 4.20.2). Then there exists a scalar M-integrable bounded mapping f : T →R+
such that, for every A ∈A ,
Γ(A) =
∫
A
f (t)ϕ(t)dµ . (4)
Proof. Thanks to Theorem 4.20, there exists a bounded M-integrable mapping
f : T → R+, such that, for all A ∈ A ,
∫
A f (t)dM = Γ(A). By [33, Theorem 5] it
is enough to prove the assertion for A= T . Without loss of generality we also can
consider ϕ ,M,Γ as objects with values inC(Ω), as pointed out in Remark 4.10 and
in Theorem 4.6. In this new setting, we can use Corollary 3.7 (in both versions:
scalar functions and C(Ω)-valued measures and viceversa) and so, there exists a
sequence of partition (Pn)n in T such that, for every n ∈N and for every partition P
finer than Pn, one has: ∑J∈P |M(J)−ϕ(tJ)µ(J)| ≤
u
n
, ∑J∈P |Γ(J)− f (tJ)M(J)| ≤
u
n
for every choice of tJ ∈ J. Then, for every P finer than Pn,
|∑
J∈P
f (t j)ϕ(tJ)µ(J)−Γ(T )| ≤ ∑
J∈P
| f (t j)ϕ(tJ)µ(J)−Γ(J)| ≤
≤ ∑
J∈P
| f (t j)ϕ(tJ)µ(J)− f (t j)M(J)|+ ∑
J∈P
| f (tJ)M(J)−Γ(J)| ≤
≤ ∑
J∈P
| f (t j)| · |ϕ(tJ)µ(J)−M(J)|+
u
n
≤
u
n
(1+ sup | f |).
So (σ( fϕ ,P))P is convergent in C(Ω) to Γ(T ), and so fϕ is µ-integrable and
Γ(T ) =
∫
T f (t)ϕ(t)dµ .
The last result of Corollary 4.21 can be viewed as an integration by substitution for
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fuzzy multisubmeasures and (4) can be written as
∫
A
f dM =
∫
A
fϕdµ , ∀A ∈A .
Conclusions
We have studied the Gould-integrability of a scalar function f with respect to a
set-valued, non necessarily additive measure m. In particular we have focused
our attention on compact and convex-valued measures. In this case, thanks to the
well-known Ra˚dstro¨m’s embedding theorem, m can be considered as a measure
taking values in the Banach lattice C(Ω). In addition, the notion of integrability
has been introduced for m, with the purpose to avoid the requirement of additivity.
In fact, thanks to the Ra˚dstro¨m’s embedding, we are able to establish a Henstock-
type theorem for this kind of integral. This, in turn, implies that any integrable
measure m can be seen as an additive measure, plus a negligible one. Finally a
Radon-Nikody´m Theorem is obtained in this situation which is new also in the
finite dimensional case, since one of the involved set-valued measures is non addi-
tive. Moreover, a u-substitution result for fuzzy multimeasures is established.
References
[1] Angeloni, L., Cornet, B., Existence of Financial Equilibria in a Multiperiod Stochas-
tic Economy, Advances in Mathematical Economics, 8 (2006), 1–31.
[2] Boccuto, A., Candeloro, D., Sambucini, A.R., Henstock multivalued integrability
in Banach lattices with respect to pointwise non atomic measures, Atti Accad. Naz.
Lincei Rend. Lincei Mat. Appl., 26 (4), 2015, 363–383 Doi: 10.4171/RLM/710.
[3] Boccuto A., Minotti, A.M., Sambucini, A.R., Set-valued Kurzweil-Henstock integral
in Riesz space setting, PanAmerican Mathematical Journal, 23 (1) (2013), 57-74.
[4] Bongiorno, B., Di Piazza, L., Musiał, K., A characterization of the weak Radon-
Nikodm property by finitely additive interval functions, Bulletin of the Australian
Mathematical Society 80 (3) (2009), 476–485. Doi:10.1017/S0004972709000513.
[5] Bongiorno, B., Di Piazza, L., Musiał, K., Radon-Nikody´m derivatives of finitely addi-
tive interval measures taking values in a Banach space with basis, Acta Mathematica
Sinica 28 (2) (2011). Doi:10.1007/s10114-011-0614-6.
[6] Candeloro, D., Riemann-Stieltjes integration in Riesz Spaces, Rend. Mat. Roma (Ser.
VII), 16 (2) (1996), 563-585.
[7] Candeloro, D., Croitoru, A., Gavrilut¸, A. Sambucini, A.R., An Extension of the
Birkhoff Integrability for Multifunctions, Mediterranean Journal Math., 13 (5), 2551-
2575, (2016), Doi: 10.1007/s00009-015-0639-7.
[8] Candeloro, D., Di Piazza, L., Musiał, K., Sambucini, A.R., Relations among gauge
and Pettis integrals for multifunctions with weakly compact convex values, Annali di
Matematica (2017), Doi: 10.1007/s10231-017-0674-z.
18 Candeloro, Croitoru, Gavrilut¸, Sambucini
[9] Candeloro, D., Sambucini, A.R., Order-type Henstock and Mc Shane integrals
in Banach lattice setting, Proceedings of the Sisy 2014 - IEEE 12th International
Symposium on Intelligent Systems and Informatics, Subotica - Serbia, 55–59, Doi:
10.1109/SISY.2014.6923557.
[10] Candeloro, D., Volcˇicˇ, A. Radon-Nikody´m Theorems, in Handbook of Measure The-
ory (ed. E. Pap), pp. 249–294, Elsevier, 2002.
[11] Cascales, B., Kadets, V., and Rodriguez, J., Radon-Nikody´m theorems for multimea-
sures in non-separable spaces, Zh. Mat. Fiz. Anal. Geom., 9 (1) (2013), 7-24.
[12] Castaing, C., Valadier, M., Convex analysis and Measurable multifunctions, Lecture
Notes in Math. 580 Springer-Verlag (1977).
[13] Coletti, G., Petturiti, D., Finitely maxitive conditional possibilities, Bayesian-like
inference, disintegrability and conglomerability Fuzzy Sets and Systems 284 (2016),
31-55. Doi: 10.1016/j.fss.2015.09.025.
[14] Croitoru, A., Gavrilut¸, A., Comparison Between Birkhoff Integral and Gould Inte-
gral, Mediterr. J. Math. 12 (2) (2015), 329–347, Doi 10.1007/s00009-014-0410-5.
[15] Di Piazza, L., Porcello, G., Radon-Nikody´m Theorems for Finitely Additive Multi-
measures, Zeitschrift fr Analysis und ihre Anwendungen, 34 (4), (2015), 373–389.
[16] Gavrilut¸, A., The Gould type integral with respect to a multisubmeasure, Math. Slo-
vaca, 58 (2008), 43–62.
[17] Gavrilut¸, A. C., Iosif A. E., Croitoru, A., The Gould integral in Banach lattices,
Positivity 19 (2015), 65–82, Doi: 10.1007/s11117-014-0283-7.
[18] Gavrilut¸, A., Petcu, A., A Gould type integral with respect to a submeasure, An. S¸t.
Univ. Ias¸i, Tomul LIII, 2007, f. 2, 351-368.
[19] Gould, G.G., On integration of vector-valued measures, Proc. LondonMath. Soc. 15
(1965), 193–225.
[20] Grabisch, M., Fuzzy integral in multicriteria decision making, Fuzzy Sets and Sys-
tems, 69 (1995), 279-298.
[21] Hagood, J.W., A Radon-Nikody´m theorem and Lp completeness for finitely additive
vector measures. J. Math. Anal. Appl. 113, (1986), 266–279.
[22] Harding, J., Marinacci, M., Nguyen, N., Wang, T., Local Radon Nikody´m derivatives
of Set Functions, Int. J. of Uncertainty, Fuzziness and Knowledge-Based Systems 5,
(1997), 379-394.
[23] S.Hu - N. S. Papageorgiou, Handbook of Multivalued Analysis, Kluwer Academic
Publishers, Dordecht/Boston/London, 1998.
[24] Kaliaj, S.B., A variational McShane integral characterization of the Radon-Nikody´m
property, Mathematica Slovaca, 63 (3), (2013), 503–510.
[25] Kaliaj, S.B., The Radon-Nikodym Property and the Limit Average Range, (2015)
Mathematica Slovaca, 65 (6), (2015), 1309–1318.
[26] Klement, E. P., Li, J., Mesiar, R., Pap, E., Integrals based on monotone set functions
Fuzzy Sets and Systems 281, (2015), 88–102.
A multivalued version of the Radon-Nikody´m theorem... 19
[27] Labuschagne, C.C.A., Marraffa, V., Operator martingale decompositions and the
Radon-Nikody´m property in Banach spaces, J. Math. Anal. Appl. 363 (2010) 357-
365.
[28] Labuschagne, C.C.A., Pinchuck, A.L., van Alten, C.J., A vector lattice version of
Ra˚dstro¨m’s embedding theorem, Quaest. Math. 30 (3) (2007), 285–308.
[29] Martellotti, A., Sambucini, A.R., A Radon-Nikody´m theorem for a pair of Banach-
valued finitely additive measures, Rend. Ist. Mat. di Trieste, 20 (2) (1988), 331–343.
[30] Martellotti, A., Sambucini, A.R., A Radon-Nikody´m theorem for multimeasures, Atti.
Sem. Mat. Fis. Univ. Modena, XLII, (1994), 575–599.
[31] Maynard, H.B., A Radon-Nikody´m theorem for finitely additive bounded measures,
Pac. Math. 83, (1979), 401–413.
[32] Pap, E., Pseudo-additive measures and their applications. Handbook of measure the-
ory, Vol. I, II, 1403–1468, North-Holland, Amsterdam, (2002).
[33] Pap, E.,Multivalued Functions Integration: from Additive to Arbitrary Non-negative
Set Function in On Logical, Algebraic, and Probabilistic Aspects of Fuzzy Set The-
ory, Volume 336 of the series Studies in Fuzziness and Soft Computing (2016) 257-
274, Springer.
[34] Precupanu, A., Gavrilut¸, A., Croitoru, A., A fuzzy Gould type integral, Fuzzy Sets
and Systems 161 (5) (2010), 661–680.
[35] Sambucini, A.R., Un teorema di Radon-Nikody´m in spazi localmente convessi
rispetto all’integrazione per seminorme, Riv. di Matematica, Univ. Parma, 5 (4),
(1995), 49-60.
[36] Stoica, G., Vector valued quasi-martingales, Stud. Cerc. Mat. 42, (1990) 73–79.
[37] Stoica, G., The structure of stochastic processes in normed vector lattices, Stud. Cerc.
Mat. 46, (1994), 477–486.
D. Candeloro, DEPARTMENT OF MATHEMATICS AND COMPUTER SCIENCES, UNIVERSITY
OF PERUGIA, 1, VIA VANVITELLI – 06123, PERUGIA (ITALY)E-mail address: domenico.candeloro@unipg.it
https://orcid.org/0000-0003-0526-5334
A. Croitoru, FACULTY OF MATHEMATICS, AL. I. CUZA UNIVERSITY, 700506 IAS¸I, ROMA-
NIA E-mail address: croitoru@uaic.ro
A. Gavrilut¸, FACULTY OF MATHEMATICS, AL. I. CUZA UNIVERSITY, 700506 IAS¸I, ROMA-
NIA E-mail address: gavrilut@uaic.ro
A.R. Sambucini, DEPARTMENT OF MATHEMATICS AND COMPUTER SCIENCES, UNIVER-
SITY OF PERUGIA, 1, VIA VANVITELLI – 06123, PERUGIA (ITALY) E-mail address: anna.sambucini@unipg.it
https://orcid.org/0000-0003-0161-8729
