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Рассматриваются современные методы и пакеты программ генерации псев-
дослучайных чисел высокого качества, а также генерации параллельных по-
токов случайных чисел, для использования в расчетах Монте-Карло. Рассмот-
рено свойство равнораспределения вероятности для генераторов вида Multiple
Recursive Generators и параметры, при которых это свойство выполняется на
длине до логарифма размера сетки.
1. Введение
Генераторы случайных чисел являются обязательной составной частью программ-
ного обеспечения операционных систем. Большинство таких генераторов основано
на линейно-конгруэнтном методе. Генераторы случайных чисел также используются
в численном моделировании и в устройствах шифрования. Мы не касаемся в нестоя-
щей статье последнего случая. Для задач моделирования используются генераторы,
основанные на упоминавшемся линейно-конгруэнтном методе и на алгоритме сдви-
говых регистров, а также их модификации и комбинации.
Проблема заключается в том, что на каждом витке качественного развития вы-
числительных систем обнаруживаются дефекты последовательности псевдослучай-
ных чисел. Так, в 1967 году был выявлен (Coveyou and MacPherson, 1967) существен-
ный дефект линейно-конгруэнтного метода, его не следует использовать в прило-
жениях, имеющих дело со случайными векторами в n-мерном пространстве при
n > 1 из-за плохой геометрической решетчатой структуры генерируемых векторов,
которые все расположены на множестве параллельных гиперплоскостей. В 1992 го-
ду был выявлен дефект генератора типа сдвиговый регистр; его использование в
алгоритмах, где есть типичный размер геометрической структуры, а ее рост за-
вершается в результате сравнения со случайным числом, приводит к гигантским
систематическим ошибкам (Ferrenberg и др., 1992).
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При проведении расчетов методом Монте-Карло на суперкомпьютерных систе-
мах производительностью более сотни терафлоп ожидается, что в существующих
генераторах случайных чисел проявятся дефекты. Необходим поиск новых методов
генерации случайных чисел и реализация эффективных алгоритмов и методов для
использования более 1015 чисел в одном расчете.
Еще одна проблема возникает при проведении расчетов на параллельных вы-
числительных системах, включая гибридные суперкомпьютерные системы. В таких
расчетах необходим метод генерации некоррелированных параллельных потоков
случайных чисел, а также реализации таких методов в виде программного обес-
печения и библиотек генераторов. Эта задача до сих пор не решена.
В статье мы анализируем в деталях состояние исследований в области генерации
случайных чисел и параллельных потоков случайных чисел и анализируем возмож-
ные подходы к решению вышеуказанных проблем.
2. Требования к генераторам случайных чисел
Генераторы случайных чисел (RNG) и их реализации в библиотеках подпро-
грамм должны удовлетворять ряду существенных требований:
(1) Статистическая устойчивость. Значения на выходе идеального RNG долж-
ны быть равномерно распределены, а корреляции должны отсутствовать. Дру-
гими словами, все подпоследовательности фиксированной длины должны
иметь одну и ту же вероятность появления в последовательности, выдавае-
мой генератором. С практической точки зрения, последовательность псевдо-
случайных чисел должна пройти набор статистических тестов на равномерное
распределение и независимость.
(2) Непредсказуемость. В основном это свойство важно для криптографических
алгоритмов. Требование состоит в невозможности надежно предсказать значе-
ние an+1 по (a0, . . . , an) при помощи какого-либо полиномиального алгоритма.
Здесь an — значение на выходе генератора.
(3) Длинный период. Период генератора должен быть достаточно большим, чтобы
не быть исчерпанным за месяцы компьютерного времени. Численный экспе-
римент на суперкомпьютере может задействовать 109 случайных чисел в се-
кунду в течение многих часов (или месяцев в случае, например, вычислений
КХД), поэтому 1013 — 1016 случайных чисел могут вносить вклад в результат
вычислительного эксперимента. Для большинства генераторов использование
небольшой части периода T предпочтительнее с точки зрения статистических
свойств, чем использование периода целиком. Распространенным эмпириче-
ским правилом, хотя и недостаточно универсальным, является использование
не более
√
T чисел.
(4) Эффективность. Должна существовать эффективная реализация RNG с точ-
ки зрения скорости вычислений и использования оперативной памяти.
(5) Наличие теории. Свойства генератора, такие как длина периода, часто могут
быть найдены точно с помощью аналитических методов. Для RNG чрезвычай-
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но желательно понимать свойства генерируемой псевдослучайной последова-
тельности, а не рассчитывать только лишь на эмпирические тесты. По этой
причине хороший генератор должен быть основательно проанализирован тео-
ретически.
(6) Воспроизводимость. Часто полезно повторить ту же самую последователь-
ность псевдослучайных чисел, которая была использована в предыдущем за-
пуске приложения. Большинство генераторов псевдослучайных чисел выдает
воспроизводимые последовательности, в отличие от последовательностей, ге-
нерируемых физическими устройствами. Например, случайный бит можно по-
лучить, приготовив кубит 1√
2
(|0〉+|1〉) и спроектировав его на {|0〉, |1〉}, однако
последовательность таких случайных битов будет принципиально невоспроиз-
водима.
(7) Переносимость — это возможность генерировать одну и ту же последова-
тельность псевдослучайных чисел на разных программно-аппаратных плат-
формах.
(8) Пропуск кусков. Для любого большого r должна быть возможность быстрого
вычисления значения sn+r напрямую из предыдущего sn, без генерации про-
межуточных состояний. Здесь sn — состояние генератора. Это свойство особо
важно для генерации параллельных потоков случайных чисел (см. ниже).
(9) Правильная инициализация. Важно, чтобы короткие последовательности, вы-
даваемые RNG, не имели корреляций; это важная задача, которую необходимо
специально решить. Для ряда генераторов добиться этого непросто, особенно
если состояния генератора обладают большим объемом информации.
3. Cуществующие методы генерации случайных чисел
Как отмечалось во введении, наиболее широко используемые методы генерации
случайных чисел могут быть поделены на два основных класса: линейно-конгруэнт-
ный метод и метод сдвиговых регистров.
А) Линейно-конгруэнтный метод
Линейно-конгруэнтный метод (ЛКМ) был предложен Лемером (Lemer, 1951).
Последовательность псевдослучайных чисел (x0, x1, . . . , xn, . . . ) вычисляется после
задания начального значения x0 по формуле
xn+1 = (axn + c) (mod M).
Здесь a — множитель, c — приращение, M — модуль. Очевидно, максимально воз-
можный период такой последовательности не может превосходить модуляM . Спра-
ведливо следующее утверждение (Кнут, 2000).
Теорема. Длина периода линейной конгруэнтной последовательности равна M
тогда и только тогда, когда
• c и M взаимно просты
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• p|(a− 1) для любого простого p|M
• 4|(a− 1), если 4|M .
Линейно-конгруэнтный метод имеет два существенных недостатка. Первый, это
алгоритмическое ограничение на максимальный период, который не может пре-
восходить машинную длину целого числа (при этом последовательность длины
232 ≈ 4 · 109 исчерпывается на современных рабочих станциях в течение нескольких
секунд). Второй недостаток заключается в том, что ЛКМ не следует использовать
в приложениях, имеющих дело со случайными векторами в многомерном простран-
стве, поскольку соответствующие точки, получаемые из псевдослучайной последо-
вательности на выходе ЛКМ, будут лежать в пространстве меньшей размерности
(Кнут, 2000; Coveyou, MacPherson, 1968; Tezuka, 1995).
Б) Генераторы, основанные на сдвиговом регистре
Рассмотрим последовательность
xn = (a1xn−1 + · · ·+ akxn−k) (mod 2).
Характеристическим полиномом этой последовательности является P (z) = zk −
a1z
k−1 − · · · − ak. Это линейно-рекуррентное соотношение в поле Z2 , состоящем
из двух элементов, нуля и единицы. Такое рекуррентное соотношение называется
сдвиговым регистром и имеет период длины p = 2k − 1 тогда и только тогда, когда
P является примитивным полиномом (см. Golomb, 1967). Генератором на сдвиговом
регистре называется генератор с выходной последовательностью
un =
L∑
i=1
xns+i−12−i,
где размер шага s и длина слова L — целые положительные числа.
Отсюда видно, что генераторы, основанные на сдвиговом регистре (ГСР), быст-
рые и обладают гигантским периодом при условии правильного выбора примитив-
ных триномов, лежащих в основе таких генераторов. Поэтому они особенно хорошо
подходят для приложений, требующих большого количества случайных чисел. Од-
нако в генераторах этого класса были обнаружены корреляции, которые могут при-
вести к систематическим ошибкам в вычислениях Монте-Карло (Ferrenberg и др.,
1992; Vattulainen и др., 1994; Schmid, Wilding, 1995; Shchur, Bloete, 1997; Grassberger,
1993).
В) Современные модификации и обобщения
Современные модификации и обобщения методов ЛКМ и ГСР имеют намного
лучшие статистические свойства. В качестве примеров можно привести генератор
Mersenne Twister (Matsumoto, Tishimura, 1998), комбинированные ЛКМ-генераторы
(L’Ecuyer, 1999), комбинированные генераторы из сдвиговых регистров (L’Ecuyer,
1996; L’Ecuyer, 1999), а также генераторы, основанные на параллельной эволюции
ансамбля преобразований тора (Barash, Shchur, 2006; Barash, Shchur, 2011; Barash,
2011). Сравним основные изученные свойства этих генераторов. В генераторе Mer-
senne Twister (MT19937) наблюдается точное равнораспределение вероятности в
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размерности 623, период генератора порядка 106001. Для комбинированного ЛКМ-
генератора MRG32K3A точное равнораспределение не выполняется, но при помо-
щи изучения так называемых коэффициентов доброкачественности (figures of merit)
утверждается, что он ведет себя близко к равнораспределению в размерности 45,
его период порядка 1057. Для комбинированного генератора из четырех сдвиговых
регистров LFSR113 точное равнораспределение наблюдается в размерности поряд-
ка 30, его период порядка 1034. Статистические тесты выявляют дополнительные
корреляции в выходных последовательностях MT19937 и LFSR113, но найденные
корреляции связаны исключительно с тем, что выходные биты данных генераторов
имеют линейную структуру по построению, что не является серьезным недостат-
ком данных генераторов (L’Ecuyer, Simard, 2007). Для генераторов, основанных на
параллельной эволюции ансамбля преобразований тора, которые будут подробнее
рассмотрены в разделах 4 и 5, точное равнораспределение наблюдается в размерно-
сти порядка 30, в то же время, генератор ведет себя близко к равнораспределению
в размерности примерно 350, период типичного такого генератора GM55.4 поряд-
ка 1031.
4. Метод генерации случайных чисел, основанный на парал-
лельной эволюции ансамбля преобразований тора
В работах (Barash, Shchur, 2006; Barash, Shchur, 2011; Barash, 2011) предложено
конструировать генератор случайных чисел на основе параллельной эволюции ан-
самбля преобразований тора. Состояние генератора состоит из значений
x
(n−1)
i , x
(n−2)
i ∈ {0, 1, . . . , g − 1}, i = 0, 1, . . . , s − 1. Функция перехода генератора
определяется рекуррентным соотношением
x
(n)
i = kx
(n−1)
i − qx(n−2)i (mod g), i = 0, 1, . . . , s− 1. (1)
Значения x(n)i , i = 0, 1, . . . , s − 1 можно рассматривать как абсциссы s точек(
x
(n)
i , y
(n)
i
)T
, i = 0, 1, . . . , s − 1, лежащих на решетке g × g на двумерном торе.
Тогда каждое рекуррентное соотношение описывает динамику x-координаты точки
двумерного тора: (
x
(n)
i
y
(n)
i
)
=M
(
x
(n−1)
i
y
(n−1)
i
)
(mod g), (2)
где матрица M =
(
m1 m2
m3 m4
)
— матрица с целыми элементами, при этом k =
TrM , q = detM , где TrM и detM обозначают след матрицы M и определитель
матрицы M соответственно (Barash, Shchur, 2006; Grothe, 1987; Niederreiter, 1995).
Действительно, из (2) следует, что
kx
(n−1)
i − qx(n−2)i = (m1 +m4)x(n−1)i − (m1m4 −m2m3)x(n−2)i =
(
x
(n)
i −m2y(n−1)i
)
+
+m4x
(n−1)
i −m1m4x(n−2)i +m2m3x(n−2)i = x(n)i −m2
(
y
(n−1)
i −m3x(n−2)i
)
+
+m4
(
x
(n−1)
i −m1x(n−2)i
)
= x
(n)
i −m2m4y(n−2)i +m2m4y(n−2)i = x(n)i (mod g).
Итак, рекуррентное соотношение (1) тесно связано с так называемым матрич-
ным генератором псевдослучайных чисел, изученным в (Кнут, 2000; Grothe, 1987;
Niederreiter, 1995).
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Осталось определить выходную функцию генератора G: Ls → {0, 1, . . . , 2s − 1},
при помощи которой вычисляется каждый элемент последовательности {a(n)}, ко-
торая будет на выходе генератора. Пусть α(n)i обозначает 0 или 1 в зависимости от
того, x(n)i < g/2 или x
(n)
i ≥ g/2, т.е. α(n)i = b2x(n)i /gc. Тогда искомое число на выходе
генератора будет следующим: a(n) =
∑s−1
i=0 α
(n)
i · 2i. Другими словами, a(n) — это s-
битовое целое число, которое состоит из первых битов чисел x(n)0 , x
(n)
1 , . . . , x
(n)
s−1. Мы
видим, что построенный таким образом RNG содержит много скрытой информа-
ции. Например, для g = 2m, s(m − 1) битов вектора
(
x
(n)
i
y
(n)
i
)
являются скрытыми
переменными; это именно те биты, которые не участвуют в построении выходного
значения a(n). В более общем случае выходной функцией генератора является
a(n) =
s−1∑
i=0
⌊
2vx
(n)
i /g
⌋
· 2iv, (3)
где v бит берется из каждого рекуррентного соотношения. Для того чтобы можно
было генерировать 32-битные псевдослучайные числа, необходимо, чтобы выполня-
лось sv ≥ 32. Последовательность битов
{⌊
2vx
(n)
i /g
⌋}
, где i фиксировано и {x(n)i }
генерируется при помощи соотношения (2), будем называть потоком v-битовых бло-
ков, генерируемым матрицей M . Пары чисел x(0)i , x
(1)
i ∈ Zg для соотношения (1) и
x
(0)
i , y
(0)
i ∈ Zg для соотношения (2) представляют собой начальные пары чисел для
потоков из v-битовых блоков, генерируемых при помощи (1) и (2) соответственно.
Рассмотрим множество допустимых начальных пар чисел, содержащее все пары,
такие что хотя бы одно из двух чисел не делится на p. Выбор начальной пары слу-
чайным образом из равномерного распределения по множеству допустимых началь-
ных пар определяет меру вероятности для выходных последовательностей потока
из v-битовых блоков. Такие вероятности будут рассматриваться ниже в следующем
разделе.
Если g = p ·2t, где p — простое число, то параметры k и q выбираются так, чтобы
характеристический полином f(x) = x2 − kx + q был примитивен в поле Zp. При-
митивность характеристического полинома гарантирует максимальный возможный
период p2− 1 выходной последовательности для g = p. Легко видеть, что использо-
вание g = p · 2t вместо g = p не уменьшает значение периода.
Существует сравнительно простой алгоритм «пропуска кусков» для данного ге-
нератора, т.е. быстрого вычисления x(n) в (1), используя только значения x(0) и
x(1), для любого большого n. Действительно, если x(2n) = knx(n) − qnx(0) (mod g), то
x(4n) = (k2n − 2qn)x(2n) − q2nx(0) (mod g). Как было уже упомянуто в (Barash, Shchur,
2006), это помогает инициализировать генератор. Чтобы инициализировать все s ре-
куррентных соотношений, используются следующие начальные условия: x(0)i = x(iA),
x
(1)
i = x
(iA+1), i = 0, 1, . . . , s−1. Здесь A — величина порядка (p2−1)/s. Мы протести-
ровали реализации с различными значениями величины A и нашли во всех случаях,
что конкретный выбор A не был важен для статистических свойств. Хотя бы одно
из чисел x(0)i и x
(1)
i не должно делиться на p, чтобы избежать коротких циклов и,
в частности, цикла, состоящего из одних нулей. В результате такой инициализации
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все s начальных точек принадлежат одной и той же орбите тора периода p2 − 1, в
то время как минимальное расстояние A между начальными точками вдоль орбиты
выбрано очень большим.
В следующей таблице указаны параметры генераторов, основанных на автомор-
физме двумерного тора, предложенных в (Barash, Shchur, 2011; Barash, 2011). Па-
раметры подбирались таким образом, чтобы для генератора выполнялось свойство
равнораспределения вероятностей в размерности порядка логарифма величины g,
а также чтобы период генератора был максимально возможным (Barash, 2011).
Генератор K q g v Период
GM19 15 28 219 − 1 1 2.7 · 1011
GM31 11 14 231 − 1 1 4.6 · 1018
GM61 24 74 261 − 1 1 5.3 · 1036
GM29.1 4 2 229 − 3 1 2.8 · 1017
GM55.4 256 176 16(251 − 129) 4 ≥ 5.1 · 1030
GM58.1 8 48 229(229 − 3) 1 ≥ 2.8 · 1017
GM58.3 8 48 229(229 − 3) 3 ≥ 2.8 · 1017
GM58.4 8 48 229(229 − 3) 4 ≥ 2.8 · 1017
5. Геометрические и статистические свойства
В работе (Barash, Shchur, 2006) найдена связь между статистическими свойства-
ми, результатами теста на случайное блуждание и геометрическими свойствами
гиперболических автоморфизмов двумерного тора. Таким образом, рассматрива-
лись преобразования (2) для случая q = detM = 1. В частности, в (Barash, Shchur,
2006) показано, что вероятность, что 0000 — последовательность длины четыре из
старших битов, генерируемых таким преобразованием, зависит только от следа k
матрицы и равна P = P0k2/(k2−1) для четного k, где P0 = 1/16. Если же k нечетно,
то все такие последовательности из четырех битов равновероятны. В этом случае
вероятность того, что 00000 — последовательность длины пять из старших битов,
генерируемых таким преобразованием, равна P = P0(1 + 1/(3k2 − 6)) для нечетно-
го k, где P0 = 1/32. Условие P > P0 означает, что 5-мерное равнораспределение
вероятностей никогда не выполняется для q = 1, т.е. для консервативных гипербо-
лических автоморфизмов тора. Ниже будет рассмотрен более общий случай q 6= 1
(Barash, 2011).
Пусть Xi =
{
(x, y)T | i/2v ≤ x/g < (i + 1)/2v, 0 ≤ y/g < 1}, т.е. тор поделен
на 2v вертикальных полосок X0, X1, . . . , X2v−1. Пусть g делится на 2v . Рассмотрим
сдвиг S : (x, y)T → (x+g/2v, y)T (mod g) т.е. S(Xi) = X(i+1)(mod 2v). Сдвиг S является
суперпозицией двух поворотов: S = R1R2, где R1 — поворот на 180 градусов отно-
сительно точки (1/2v+1, 1/2)T , а R2 — поворот на 180 градусов относительно точки
(1/2v, 1/2)T .
Утверждение 1. Если
a) M =
(
m1 m2
m3 m4
)
— матрица с целыми элементами;
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b) m1, q = detM и g делятся на 2v;
c) образ сетки g×g при преобразованииM j инвариантен по отношению к сдвигу
S для j = 0, 1, . . . , n;
то все последовательности длины n в потоке v-битовых блоков, генерируемых при
помощи матрицы M, равновероятны.
Доказательство. В этом случае элемент m(n)1 матрицы
Mn =
(
m
(n)
1 m
(n)
2
m
(n)
3 m
(n)
4
)
(mod g) удовлетворяет рекуррентному соотношению m(n)1 =
km
(n−1)
1 − qm(n−2)1 (mod g). Следовательно, m(n)1 делится на 2v для любого целого
n ≥ 1. Посколькуm(n)1 делится на 2v, имеемMnS(x, y)T =Mn(x+g/2v (mod g), y)T =
Mn(x, y)T + (0,m
(n)
3 g/2
v)T . Следовательно, множество точек A таких, что A ∈ Xi
и Mn(A) ∈ Xj, переходит при сдвиге S в множество точек A таких, что A ∈
X(i+1)(mod 2v) и Mn(A) ∈ Xj.
Докажем теперь по индукции, что все последовательности длины n равноверо-
ятны. Очевидно, поскольку g делится на 2v, последовательности длины 1 равнове-
роятны: P (0) = P (1) = · · · = P (2v−1) = 1/2v. Предположим, что все последователь-
ности длины n− 1 равновероятны. Пусть αi = P
({ix1 . . . xn−1}), i = 0, 1, . . . , 2v − 1,
т.е. αi обозначают вероятности последовательностей длины n. Тогда αi = αi+1,
i = 0, 1, . . . , 2v − 2, потому что множество точек A сетки g × g таких, что A ∈ Xi,
M(A) ∈ Xx1 , . . . ,Mn−1(A) ∈ Xxn−1 переходит со сдвигом S в множество точек A
сетки g × g таких, что A ∈ X(i+1)mod 2v , M(A) ∈ Xx1 , . . . ,Mn−1(A) ∈ Xxn−1 . С дру-
гой стороны, величина
∑2v−1
i=0 αi есть вероятность последовательности x1, . . . , xn−1
длины n − 1 и равна 1/2v(n−1). Следовательно, αi = 1/2vn, i = 0, 1, . . . , 2v − 1, и все
последовательности длины n равновероятны. Утверждение 1 доказано.
Пример. Для M =
(
2 2
1 2
)
, M =
(
10 17
−4 −2
)
и M =
(
244 43
32 12
)
подпоследо-
вательности длины 1, 2, . . . , ` потока битов, генерируемого при помощи матрицы
M , равновероятны, где ` = 2t − 1, ` = (t − 1)/2 и ` = (t − 1)/2 соответственно.
Здесь g = p·2t, где p — нечетное простое число, а матрицы отвечают реализациям
GM29, GM58 и GM55 соответственно.
Действительно, докажем это утверждение, т.е. докажем, что образ сетки g×g при
преобразовании M j инвариантен относительно сдвига S для j = 0, 1, . . . , n и n ≤ `.
В частности, инвариантность имеет место, если имеются целые числа r, l < t такие,
что расстояние между целочисленными векторами (x+ g/2r+1, y+ g/2l+1)T и (x, y)T
после применения преобразования M j равно (g/2, 0)T по модулю g. Отсюда имеем(
m
(j)
1 /2
r +m
(j)
2 /2
l,m
(j)
3 /2
r +m
(j)
4 /2
l
)T ≡ (1, 0)T mod 2. Для матрицы M = ( 2 2
1 2
)
условие выполняется при r = j/2, l = j/2−1 для четных j и r = (j−1)/2, l = (j+1)/2
для нечетных j. Таким образом, ` = jmax + 1 = 2t− 1. Аналогично, для каждой из
матриц M =
(
10 17
−4 −2
)
и M =
(
244 43
32 12
)
условие выполнено при ` = (t− 1)/2.
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Утверждение 2. Рассмотрим матрицу M с целыми элементами и следующие
целые величины: g = p · 2t, q = detM = 2uw(mod g), k = TrM = 2mr(mod g), u ≥ 1,
t ≥ v, m ≥ 0. Здесь w, r — нечетные целые числа, а p — нечетное простое число.
Тогда
a) все 2vj последовательности длины j в потоке v-битовых блоков, генериру-
емом рекуррентным соотношением (1), равновероятны для j = 1, 2, . . . , `.
Здесь ` =
⌈
(t− v)/du/2e⌉ для u ≤ 2m и ` = d(t− v)/(u−m)e для u > 2m;
b) если k четно, то образ сетки g× g при преобразовании M2t является сеткой
p× p на торе;
c) если k нечетно, то образ сетки g × g при преобразовании M dt/ue не инвари-
антен по отношению к сдвигу S.
Доказательство.
a) Пусть X ′i =
{
x|ig/2v ≤ x < (i + 1)g/2v}, i = 0, 1, . . . , 2v − 1. Пусть k0 = 1,
k1 = k(mod g), ki+1 = kki − qki−1(mod g), i ∈ N. Рассмотрим выражения
ξ(h−i) = p · 2t−iu−vwh−iki(mod g), (4)
которые определяют целые величины ξ(h−i) для i = 0, 1, . . . , imax для некото-
рого imax. Легко убедиться, что следующие соотношения выполняются:
ξ(j) = kξ(j−1) − qξ(j−2)(mod g), j = h, h− 1, . . . , h− imax + 2. Кроме того, легко
проверить, что ξ(h+i) = 0(mod g), для i ∈ N, где ξ(h+i) определяется в этом
случае как kξ(h+i−1) − qξ(h+i−2)(mod g).
Легко показать по индукции следующее: если u ≤ 2m, то ki делится на 2min(fi,t),
где f = bu/2c; если u > 2m, то ki делится на 2min(mi,t). Следовательно, вы-
ражения (4) определяют целые значения ξ(h−i) для i = 0, 1, . . . , ` − 1, где
` =
⌈
(t− v)/du/2 e⌉ для u ≤ 2m и ` = ⌈(t− v)/(u−m)⌉ для u > 2m.
Докажем теперь, что каждая последовательность длины n ≤ l имеет одну и ту
же вероятность 1/2vn. Очевидно, поскольку g делится на 2v, последователь-
ности длины 1 равновероятны и P (i) = 1/2v для i = 0, 1, . . . , 2v − 1. Пусть
P (xh . . . xn−1) обозначает вероятность того, что последние n− h элементов по-
следовательности длины n есть xh, . . . , xn−1, где xi ∈ {0, 1, . . . , 2v − 1}, h < n,
i = h, . . . , n − 1. Тогда P (xh . . . xn−1) = |B|/g2, где B =
{
(x(0), x(1))T |x(h) ∈
X ′xh , . . . , x
(n−1) ∈ X ′xn−1
}
, x(i) определяется как kx(i−1)−qx(i−2)(mod g) для i ≥ 2
и |B| обозначает число элементов множества B.
Следовательно, если h ≤ ` − 1 то P (xhxh+1 . . . xn−1) = P (x′hxh+1 . . . xn−1), где
x′h = xh + w
h(mod g). Действительно,{(
x(0) + ξ(0), x(1) + ξ(1)
)T ∣∣x(h) ∈ X ′xh , x(h+1) ∈ X ′xh+1 , . . . , x(n−1) ∈ X ′xn−1} ={(
x(0), x(1)
)T ∣∣x(h) ∈ X ′x′h , x(h+1) ∈ X ′xh+1 , . . . , x(n−1) ∈ X ′xn−1}, где ξ(0) и ξ(1) опре-
делены при помощи (4) и являются целыми числами при h ≤ `. Поскольку wh
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является нечетным целым числом, получаем отсюда β0 = β1 = · · · = β2v−1, где
βi = P (ixh+1 . . . xn−1), i = 0, 1, . . . , 2v − 1.
В частности, для h = n − 1 и n ≤ ` имеем P (i) = 1/2v, i = 0, 1, . . . , 2v−1
и по индукции получаем для h ≤ ` − 1, что P (ixh+1 . . . xn−1) = 1/2v(n−h), i =
0, 1, . . . , 2v − 1. В частности, если n ≤ `, то P (ix1 . . . xn−1) = 1/2vn,
i = 0, 1, . . . , 2v − 1, и, следовательно, P (x0x1 . . . xn−1) = 1/2vn.
b) В этом случае x(n+2) = kx(n+1) − qx(n)(mod g), n = 0, 1, 2, . . . Следовательно,
если (x(0), y(0))T принадлежит сетке g × g, то x(2), y(2) — четные целые чис-
ла, x(4), y(4) делятся на 4 и т.д. x(2t) и y(2t) делятся на 2t и, следовательно,
(x(2t), y(2t))T принадлежит сетке p× p на торе.
c) Пусть L — образ сетки g × g при преобразовании Mn, где n = dt/ue. Тогда
(0, 0)T ∈ L, поскольку Mn(0, 0)T = (0, 0)T . Если L инвариантно по отношению
к сдвигу, то (g/2v, 0)T ∈ L. Следовательно, существует точка (x, y)T сетки
g × g такая, что Mn(x, y)T = (g/2v, 0)T (mod g). Поскольку m(n)1 делится на 2v,
имеем Mn(g/2v, 0)T =
(
0,m
(n)
3 g/2
v
)T
(mod g). Следовательно, 0 = k′ng/2v − qnx
(mod g), где k′n = TrMn является нечетным целым числом для n ≥ 1. Здесь
мы приходим к противоречию, поскольку qn = 0(mod 2t), k′ng/2v 6= 0(mod 2t).
Утверждение 2 доказано.
Хотя точное равнораспределение перестает работать, когда расстояния между
точками последовательности начинают превышать 2t, численные расчеты показы-
вают, что равнораспределение работает приближенно с высокой точностью для по-
следовательностей битов длины n, где n < 6.8 log p. Кроме того, можно взять n
точек с произвольными расстояниями между ними вдоль орбиты (не превышающи-
ми p2 − 1), где n < 6.8 log p, и все еще приблизительное равнораспределение будет
работать с высокой точностью. Если v = 1, то выходное значение a(n) в (3) состоит
из старших битов s последовательных точек вдоль орбиты матрицыMA, где A опре-
делено в разделе 4, поэтому, согласно численным результатам, выходное значение
имеет равномерное распределение с очень высокой точностью.
В большинстве случаев образ сетки g × g на торе при преобразовании M j, где
j ≥ 2t, является сеткой p× p, поэтому интересны для изучения отклонения от рав-
нораспределения для сетки p× p. Мы посчитали точные площади областей на торе,
которые соответствуют каждой из последовательностей для M =
(
1 1
1 3
)
. Вы-
числения были проведены на рабочей станции с использованием Class Library for
Numbers для точной арифметики произвольных рациональных чисел. Для каждой
из 2n последовательностей длины n ∈ N соответствующее множество точек единич-
ного двумерного тора состоит из заполненных многоугольников. Были найдены точ-
ные рациональные координаты всех вершин каждого многоугольника. Также было
вычислено точное число точек сетки p × p внутри каждого многоугольника. Как
выяснилось, общая площадь многоугольников, соответствующих каждой из 2n по-
следовательностей длины n, равняется 1/2n. Как показывают результаты расчетов,
такое равенство площадей, соответствующих разным последовательностям одной
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Рис. 1. Дисперсия числа точек сетки p× p, соответствующих последовательностям
длины n, в зависимости от n. Значения нормированы так, чтобы 〈An〉 = 1
и той же длины, выполняется для матриц с четным определителем и не выпол-
няется для матриц с нечетным определителем. Пусть An,0, An,1, . . . , An,2n−1 — числа
точек сетки p×p внутри множеств заполненных многоугольников, которые соответ-
ствуют последовательностям длины n. Тогда
∑2n−1
i=0 An,i = p
2. Следовательно, если
множество чисел An определить как An =
{
2nAn,0/p
2, 2nAn,1/p
2, . . . , 2nAn,2n−1/p2
}
,
то 〈An〉 = 1, где 〈An〉 — среднее значение чисел из An. Зависимость логарифма дис-
персии An от n показана на рисунке 1 для p = 229 − 3. Вычисления для меньших
значений p и больших значений n показывают, что зависимость log(σ2) от n прак-
тически линейна. Вычисления показывают, что отклонения от равнораспределения
пренебрежимо малы в том смысле, что σ(An) намного меньше, чем 〈An〉 = 1, если
n < 6.8 log p. В частности, для p = 229 − 3 отклонения малы при n < 130.
Также вычисления показывают, что дисперсия для нескольких точек орбиты
матрицыM на сетке p×p на торе существенно зависит от числа точек и от значения
p и очень слабо зависит (в пределах нескольких процентов) от расстояний между
точками вдоль орбиты.
6. Методы генерации параллельных потоков
случайных чисел
Основными используемыми методами генерации параллельных потоков случай-
ных чисел являются следующие (согласно классификации предложенной в (Bauke,
Mertens, 2007)):
А) Случайный выбор начальных величин
Все процессы используют один и тот же генератор случайных чисел, но с разны-
ми «случайными» начальными значениями. Надежда на то, что они будут генери-
ровать статистически независимые и непересекающиеся подпоследовательности, не
имеет теоретического обоснования. Применение такого «оптимистического» метода
следует избегать.
Б) Параметризация
Все процессы используют генератор одного и того же типа, но для каждого
процесса используется свой набор параметров. Например, используются линейно-
конгруэнтные генераторы, отличающиеся друг от друга приращением c; в качестве
приращения для разных процессов берутся различные простые числа (Percus, Kalus,
1989). В другом варианте используются разные множители a для разных потоков
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Рис. 2. Параллелизация расщеплением блока (иллюстрация из (Bauke, Mertens,
2007))
(Mascagni, 1998). Эти методы имеют слабое теоретическое обоснование и эмпири-
ческие тесты выявили серьезные корреляции между потоками (Matteis, Pagnutti,
1990). В то же время, использование различных параметров в генераторах типа
ГСР не выявило заметных корреляций между потоками (Bloete, Shchur, Talapov,
1999). Однако число возможных потоков в таком методе органичено наборами из-
вестных параметров (см. обзор методов поиска параметров для генераторов типа
ГСР в (Бараш, 2005)).
В) Расщепление блока
Пусть M — максимальное число вызовов генератора случайных чисел у одиноч-
ного процесса, p — число процессов. Тогда мы можем разделить выходную последо-
вательность генератора случайных чисел на последовательные блоки длиныM (см.
рис. 2). Для того, чтобы этот метод можно было применить, требуется следующее:
a) должна быть возможность до начала вычислений сделать оценку сверху для
величины M ;
б) у генератора случайных чисел должен быть эффективный алгоритм для «про-
пуска кусков»;
в) должно быть теоретическое обоснование того, что такое использование гене-
ратора не приведет к тому, что сыграют негативную роль возможные кор-
реляции между элементами выходной последовательности, находящимися в
обычной выходной последовательности на большом расстоянии между собой.
Для некоторых генераторов, например, для генератора, основанного на ансам-
бле преобразований тора, последствия метода расщепления блока в зависимости
от параметров генератора можно теоретически предсказать, поскольку пропуск M
чисел в выходной последовательности приводит к генератору того же типа.
Г) Чехарда
Метод параллелизации чехардой основан на том, что каждый из процессов, ис-
пользуя одно из значений генератора, каждый раз пропускает следующие p − 1
значений, где p — число процессов (см. рис. 3). Это достаточно универсальный и
надежный метод, не требующий заранее априори оценивать максимальное число
вызовов генератора случайных чисел у одиночного процесса. Конечно, у генерато-
ра случайных чисел должен быть эффективный алгоритм для «пропуска кусков».
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Рис. 3. Параллелизация чехардой (иллюстрация из (Bauke, Mertens, 2007))
7. Существующие пакеты программ
Ниже мы приводим сравнительный анализ существующих библиотек по генера-
ции случайных чисел и параллельных потоков случайных чисел.
А) GNU Scientific Library
Библиотека GNU Scientific Library включает в себя реализации следующих ге-
нераторов псевдослучайных чисел: borosh13, coveyou, cmrg, fishman18, fishman20,
fishman2x, gfsr4, knuthran, knuthran2, lecuyer21, minstd, mrg, mt19937, mt19937_1999,
mt19937_1998, r250, ran0, ran1, ran2, ran3, rand, rand48, random_bsd, random_glibc2,
random_libc5, random_libc5, random8_bsd, random8_glibc2, random8_libc5,
random32_bsd, random32_glibc2, random32_libc5, random64_bsd, random64_glibc2,
random64_libc5, random128_bsd, random128_glibc2, random128_libc5,
random256_bsd, random256_glibc2, random256_libc5, randu, ranf, ranlux, ranlux389,
ranlxd1, ranlxd2, ranlxs0, ranlxs1, ranlxs2, ranmar, slatec, taus, taus2, transputer, tt800,
uni, uni32, vax, waterman14, zuf.
Это старые генераторы случайных чисел в их классическом виде (линейно-кон-
груэнтные, сдвиговые регистры, lagged Fibonacci и т.д. в их классическом виде),
имеющие упомянутые выше недостатки. Такие генераторы нельзя применять для
вычислений методом Монте-Карло на современных суперкомпьютерных системах.
Из современных генераторов добавлен Mersenne Twister и некоторые его предше-
ственники. Генераторы реализованы для CPU стандартным образом на языке Си.
Ускорение при помощи технологии SIMD, как и генерация параллельных потоков
случайных чисел, в библиотеке не предусмотрены.
Б) Intel MKL Library
Библиотека Intel MKL Library включает в себя составную часть, которая назы-
вается Vector Statistical Library. В ней реализованы следующие генераторы псевдо-
случайных чисел: MCG31m1 (линейно-конгруэнтный генератор), R250 (сдвиговый
регистр), MRG32K3A (комбинированный MRG), MCG59 (линейно-конгруэнтный),
WH (комбинированный линейно-конгруэнтный, 273 разных параметра), MT19937
(Mersenne Twister), MT2203 (6024 генератора такого же типа как Mersenne Twister
с разными параметрами), SFMT19937 (генератор аналогичный Mersenne Twister,
параметры специально подобраны для ускорения при помощи технологии SIMD).
Библиотека содержит 6 генераторов и их разные версии. Все генераторы реали-
зованы для CPU, имеется увеличение эффективности в несколько раз по сравнению
с обычными реализациями, которое достигается при помощи технологии SIMD, т.е.
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при помощи SSE-команд и 128-битных XMM-регистров. Хотя библиотека содержит
наборы из реализаций с разными параметрами для двух генераторов (273 версии ге-
нератора WH и 6024 версии генератора MT2203), ее не следует использовать для ге-
нерации параллельных потоков псевдослучайных чисел, поскольку отсутствие кор-
реляций между разными потоками не исследовано и не гарантируется.
В) RNGSSELIB
В программный пакет включены известные современные и наиболее надежные
генераторы: MT19937, MRG32K3A, LFSR113, а также генераторы GM19, GM31 и
GM61, основанные на параллельной эволюции автоморфизмов тора. Библиотека со-
держит как обычные реализации, так и новые реализации, в которых использована
технология SIMD, т.е. команды SSE и регистры XMM для существенного ускорения
работы на современных процессорах. Для известных ранее генераторов эффектив-
ность работы новых реализаций превосходит эффективность реализаций других
авторов, в частности, превосходит эффективность реализаций из библиотеки Intel
Math Kernel Library.
В работе (Barash, Shchur, 2011) представлены детальное сравнение эффективно-
сти работы и детальные результаты статистических тестов для всех представлен-
ных в библиотеке генераторов. Генерация параллельных потоков случайных чисел
в библиотеке не предусмотрена.
Г) The Scalable Parallel Random Number Generators Library (SPRNG)
Библиотека SPRNG включает в себя реализации следующих генераторов псевдо-
случайных чисел: LCG48 (линейно-конгруэнтный), LFG (Lagged Fibonacci Genera-
tor), LCG64 (линейно-конгруэнтный), CMRG (комбинированный MRG-генератор),
MLFG (мультипликативный Lagged Fibonacci Generator), PMLCG (линейно-конгру-
энтный). Это старые генераторы случайных чисел, почти все из них в классическом
виде.
Библиотека была разработана в середине 1990-х годов, используемые алгоритмы
генерации требуют дополнительной проверки современными библиотеками стати-
стических тестов. Генераторы реализованы для CPU стандартным образом на Си.
Ускорение при помощи технологии SIMD не предусмотрено.
Хотя библиотека включает в себя подпрограммы для генерации параллельных
потоков случайных чисел, генераторы распараллелены методом параметризации,
без особой теории, поэтому отсутствие корреляций между разными потоками не
гарантировано.
Д) Tina’s Random number generator library (TRNG)
Библиотека TRNG включает в себя реализации следующих генераторов псевдо-
случайных чисел: lcg64, lcg64_shift, mrg_, mrg_s, yarn_, yarn_s, lagfib_xor,
lagfib_plus, mt19937, mt19937_64. Таким образом, это классические линейно-кон-
груэнтные генераторы, MRG-генераторы, Lagged Fibonacci-генераторы, а также
Mersenne Twister. Эти генераторы реализованы как для CPU, так и предложены
алгоритмы с ускорением вычислений при помощи GPU и технологии CUDA.
Для первых шести из перечисленных выше генераторов, реализованных в биб-
лиотеке TRNG, предложены методы параллелизации и генерации параллельных
потоков случайных чисел.
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8. Заключение
В работе мы привели анализ современных методов генерации случайных чисел
и библиотек программ. Анализ проведен с точки зрения применимости методов
генерации параллельных потоков случайных чисел или возможности их расширения
на этот случай. Можно сделать вывод, что одним из наиболее перспективных, не
имеющих принципиальных ограничений на число параллельных потоков является
предложенный ранее авторами метод генерации, основанный на преобразованиях
тора.
Для этого метода нами ранее развита теория, которая позволяет уверенно про-
гнозировать возможность создания генераторов и библиотек генераторов для ис-
пользования при моделировании на параллельных вычислительных системах и су-
перкомпьютерных системах гибридного типа. Работа в этом направлении уже ве-
дется.
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Generation of Random Numbers and Parallel Random Number
Streams for Monte Carlo Simulations
Barash L.Yu., Shchur L.N.
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Modern methods and libraries for high quality pseudorandom number generation
and for generation of parallel random number streams for Monte Carlo simulations are
considered. The probability equidistribution property and the parameters when the
property holds at dimensions up to logarithm of mesh size are considered for Multiple
Recursive Generators.
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