The key issue facing the machine learning based super-resolution (SR) method is how to describe the relationship between the low-resolution (LR) and high-resolution (HR) images. Sparse representation techniques have provided effective tools for this task. In classical coupled dictionary models, the most important issue is how to train two dictionaries to convert the HR and LR data samples to a unified feature subspace. To address this problem, this paper presents novel coupled dictionary training approach for SR. In the proposed model, reverse sparse representation constrains are employed to train coupled dictionaries to reduce the weaknesses of the SR problem. To avoid the alternative iteration and reduce the time complexity, the HR and LR dictionaries are trained in two steps. First, the HR dictionary is trained with the traditional single dictionary training algorithm. Next, according to the HR dictionary and the HR data set, the reverse sparse representations are prepared to generate the LR atoms. Finally, the LR dictionary is generated with reverse sparse representations and the LR data set. Experimental results demonstrate that our approach outperforms 7 related approaches.
Introduction
Super-resolution is a technology that magnifies low-resolution (LR) images into high-resolution (HR) image and simultaneously recovers the high frequency details [1] - [3] . Sparse representation is a popular tool for many real applications, especially in the image processing area [4] - [6] . In Superresolution (SR), sparse representation is used as a tool to describe the relationship between the HR and the LR images [7] , [8] .
In the sparse representation model, the most important task is to design the dictionary. There are two methods to accomplish this task: one is to use a pre-specified linear transformation [9] - [11] , and the other is to train a dictionary to fit a group of data samples [12] - [14] .
(1) The LR patches The sparse representation model assumes that a natural signal is composed of a small group of dictionary atoms [31] .
The traditional model considers the sparse representations of data samples, but does not consider the structure of the dictionary atoms. Therefore, we propose a coupled dictionary training model as follows: The model (2) adds two reverse representation constraint items and one sparse constraint item to the model (1) .
The motivation to add these constraints is stated below. The corresponding HR and LR dictionary atoms should represent the HR and LR version of the same image component. To make the representations sufficiently sparse, one atom only supports a small space area such that it better approximates the data groups. Therefore, a given atom can be considered as a cluster center for a given cluster group. The cluster center only better approximates a small number of data samples. When using the whole data set to form a dictionary, every atom can be well represented by a small number of data samples.
There are four variables in the above model: the LR dictionary is how to optimum these variables. 
Details of the Proposed Algorithm
The scheme of RSR is summarized in Algorithm 1.
Task:
Estimate the best possible coupled dictionaries x and 2 x . For the SR problem, it is an under-determined problem to calculate HR features according to LR features, but reversely it is an over-determined problem to calculate LR features according to HR features. Therefore, it is more reliable to calculate the LR information according to the HR information. The alternate optimization among many variables is avoided. Therefore, the computational complexity is also reduced. The traditional warp-blur model [33] supposes the LR image X is related to the HR image Y by  X SEY , where E describes such phenomena as the blur degradation by optical blur, motion blur, and sensor point spread function (PSF). S is the down sampling matrix. The observation noise is neglected.ˆˆˆŷ
Analysis of the Proposed Algorithm
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Experiments
In this section, we will first introduce the experimental settings, and compare our algorithm with 7 state-of-the-art algorithms. Next, we will discuss two influential factors for the proposed algorithm, i.e., the patch size and the dictionary size. We also discuss the effect of the post-processing procedures. Finally, we will show the time complexity of the proposed algorithm.
Experimental Setting
In our experiments, we magnify the input LR image both by the factors of 3 and 4. We collected 100,000 coupled patches as the external training database from the software package about the literature [25] . Fig. 3 shows several training images. The color training images are transformed into gray images. We only use the patches which contain the texture information and the smooth patches are discarded. Since the human visual system is more sensitive to the luminance component than the chrominance components [36] , we only reconstruct the luminance component with the proposed algorithm. The chrominance components are reconstructed by bicubic interpolation. To further enhance the quality of the SR results, the non-local means (NLM) regularization [37] is applied to the output of the abovementioned approach. Fig. 4 . Test images. From left to right and top to bottom, they are "Woman", "Lena", "Horse", "Child", "Face", "Koala", "Starfish", "Flower", "Castle", and "Lama". [25] , Anchored Neighborhood Regression (ANR) [42] and In Place Regression (IPR) [43] . To make a fair comparison, we use the same training set for all these methods. We compare the peak signal-to-noise ratio (PSNR), structural similarity (SSIM) [44] , and feature similarity (FSIM) [45] of the reconstructed HR images in Table 1 and Table 2 . PSNR, SSIM and FSIM are all quantitative evaluations of the images. When the peak intensity value of the image is determined to be 255, the PSNR is only related to the squared intensity differences of the reconstructed and the original HR images. Many references have demonstrated that it is not very well matched to perceived visual quality [44] . Therefore, the SSIM and the FSIM are proposed to solve the problem. SSIM evaluates the perceived change in structural information, and the FSIM evaluates the consistency of the features extracted by the Fourier waves. Table 1 and Table 2 show that the RSR method performs better than the other methods.
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Comparison with Other Methods
We use Fig. 5 -Fig. 12 to show the SR results for some of the test images with different methods. BI [38] generates overly smooth results. NE [39] loses certain details and also suffers from a high time cost for finding neighbors for each image patch. Glasner's method [40] provides sharp edges, but introduces noticeable visual artifacts. Yang's method [25] , ANR [42] and IPR [43] , cannot effectively reconstruct some details. In comparison, our algorithm is able to recover more textural details as well as sharper edges , and it introduces fewer artifacts than the other methods. To substantiate the above assessment, it is observed that the pistil of the flower recovered by other methods lacks details. In contrast, RSR recovers the pistil more precisely than other methods. RSR also recovers correct spot shapes on the horseshoe and the window shapes on the castle without undesired artifacts. The textures on the starfish are clearer than those that results from other methods. It is clear that the SR results of RSR are more competitive than the other methods.
Effects of the Patch Size and Overlap
Experimentally, we find that the SR results of RSR are highly correlated with the patch size. To obtain the optimal patch size, we trained 4 groups of dictionaries corresponding to different patch sizes: 33  , 55  , 77  and 99  . We apply them to the same test images for comparison. The results are evaluated in PSNR and SSIM. To avoid the influence of the post-processing procedure, these results
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Effects of Dictionary Size
The dictionary size greatly affects the results and the time costs of the proposed algorithm. Since the dimension of LR feature is 100 for the patch size 55  , the size of the over complete dictionary should be more than 100 for reliable learning. For a fair comparison, these results are all outputs without NLM. The sparseness constraints 1
T is set to be /4 n and 2 T is set to be / 30 N . Table 4 and 5 show the PSNR and SSIM values and the time costs of different dictionary sizes. We can see that the PSNR and SSIM values and time costs all increase with the increasing of dictionary size. When the dictionary size is larger than 256, the quality evaluations improve only slightly, however, the time costs increase greatly. Therefore, we select 256 in our experiments. After we determine the size of the dictionary, we determine the best sparseness. We tested /8 n , /4 n and /2 n to choose the best 1 T . We tested
Effectiveness of the Post-Processing Procedure
To further improve the quality of the output images, we employ several post-processing procedures. The non-local means (NLM) [37] regularization is based on the prior that the local image patches redundantly repeat themselves in different places in the same scale. The similar patches found from different locations are considered to be multiple observations of the target patch. The search radius greatly affects the result of the NLM. Table 6 shows the PSNR, SSIM and FSIM values of different searching radiuses. It is obvious that the post-processing procedure can suppress the artifacts and preserve the sharp edges. Fig. 15 compares the visual quality before and after the NLM enhancement. As shown, the NLM can effectively improve the quality of the output HR image. Since more reliable neighbors can be found in a larger area, the NLM obtains higher PSNR, SSIM and FSIM values with a larger search radius. However, a large search radius leads to high time costs. It is difficult to determine the best dictionary size and the sparseness at the same time. Therefore, we keep the sparseness when choosing the best dictionary size and subsequently keep the dictionary size when choosing the best sparseness. This method can only obtain the suboptimum parameters. 
Time Consumption of Dictionary Training
According to the literature [19] , the HR dictionary training procedure for the first step needs Table 7 , which demonstrates that the proposed dictionary training algorithm is more efficient than the joint learning algorithm. 
Conclusions
In this paper, we propose a coupled dictionary training method for a single image super-resolution. We train the HR dictionary first with traditional single dictionary training algorithm. Next, we generate the LR dictionary with a reverse dictionary training algorithm. Finally, an NLM based enhancement is applied to further improve the quality of the output HR image. The experimental results demonstrate that the proposed algorithm obtains a better reconstruction performance than 7 related works and has low time cost. However, there are still unrecovered details on the SR results. In our future research, we will attempt to find nonlinear relationships between the LR and HR features and try to recover more details by using nonlinear methods. The strategy of reverse sparse representation is a good choice to provide transformation tools for the machine learning communication known as "machine community" which focuses on describing two related situations (such as illumination change and contrast change).
