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Abstract 
For a given poset and positive integer K, four problems are considered. C‘ocering: Determine 
a minimum cardinality cover of the poset elements by chains (antichains). each of length (width) 
at most K. Optimization: Given also weights on the poset elements, find a chain (antichain) of 
maximum total weight among those of length (width) at most K. It is shown that the chain 
covering problem is NP-complete, while chain optimization is polynomial-time solvable. 
Several classes of facets are derived for the polytope generated by incidence vectors of 
antichains of width at most K. Certain of these facets are then used to develop a polyhedral 
combinatorial algorithm for the antichain optimization problem. Computational results arc 
given for the algorithm on randomly generated posets with up to 1005 elements and 4 < h- < 30. 
1. Introduction 
A classical result of Dilworth states that in any finite partially ordered set (poset) the 
minimum cardinality of a partition into chains is equal to the maximum width of an 
antichain. The “antiblocking dual” [4] of this result interchanges the role of chains 
and antichains: the minimum cardinality of a partition into antichains is equal to the 
maximum length of a chain. Here we consider four related, though more general. 
problems: 
Given a poset and a positive integer K, 
(1) determine a minimum cardinality partition into chains of length at most 
K (Minimum Partition into Limited-length Chains - MPLC); 
(2) determine a minimum cardinality partition into antichains of width at most 
K (Minimum Partition into Limited-width Antichains ~ MPLA). 
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Given also a positive integeral weighting of the poset elements, 
(3) find a chain of maximum total weight among those of length at most K (Max- 
imum Weight Limited-length Chain - MWLC); 
(4) find an antichain of maximum total weight among those of width at most 
K (Maximum Weight Limited-width Antichain ~ MWLA). 
The problem MPLA is also motivated by the problem of scheduling unit-execution 
time, precedence-related jobs on K identical machines, each capable of executing any 
of the jobs. A standard scheduling problem is to find an assignment of the jobs onto 
the machines so that all work is completed at the earliest possible time without 
violating the precedence requirements. Note that in any jkxsihle schedule (i.e., one 
respecting precedence), the jobs processed at any time instant form an antichain of 
cardinality at most K in the partial order stipulated by the precedence relations. On 
the other hand, for an arbitrary partition of the jobs into antichains, there may be no 
ordering of the antichains which respects the precedence stipulations; i.e., there may 
be no corresponding feasible schedule. Thus, the solution to MPLA provides a lower 
bound for the completion time of any scheduling. 
The remainder of this paper is organized as follows. We show in Section 2 that 
MPLC is NP-complete and give simple polynomial-time dynamic programming 
recursions which solve MWLC. The complexity status of MPLA and MWLA remains 
unresolved. In Section 3 we use an integer programming formulation for MWLA 
as the basis for a polyhedral combinatorial approach to this problem. For a given 
poset and width parameter K, we direct attention to the polytope whose extremal 
elements are incidence vectors of antichains of width at most K. We derive several 
classes of facets for such polytopes. Implementational details of a strong cutting 
plane algorithm for MWLA are given in Section 4. Computational results are 
provided for random problem instances with up to 1005 elements and 4 < K < 30. We 
will assume throughout that a poset with elements S and partial order relation < is 
specified by a digraph G = (S, E) whose vertices are the elements of the poset and 
whose (directed) edges reflect the order relation; i.e., (i,j) E E if and only if i <j. 
Moreover, we lose no generality by assuming that the elements S = (1,2, . . . , n} are 
indexed so that (i,j) E E * i < j. Often it will be convenient to delete edges implied 
by transitivity of <. Doing so yields the Husse diagram of the poset, which we will 
denote as H = (S, F). 
2. Computational complexity of MPLC and MWLC 
We first consider MPLC in the following decision form: Given a poset on S 
and positive integers p and K, determine whether S can be decomposed into p chains, 
each with at most K elements. We show that this decision problem is NP-complete 
through a polynomial-time reduction from the NP-complete problem “Exact Cover 
by 3-sets (X3C)“, defined as follows: Given a set S’ containing 3p’ elements, where p’ 
is a positive integer, and a collection C = (c,, c2, , c,,} of 3-element subsets of 
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S’, where q’ is a positive integer, determine whether S’ can be partitioned using only 
members of C. The reader is referred to [S] for background material on computa- 
tional complexity. 
Theorem 2.1. MPLC is NP-complete. 
Proof. Clearly MPLC E NP, as any partition of S into p chains, each of length at most 
K. can be easily validated in polynomial time. Let S’ with IS’1 = 3~’ and the collection 
c = ((.1,L.2....,(.y’) of 3-element subsets of S’ be an instance of X3C. We now define 
a poset, specified by a digraph G = (S, E). and integers p and K such that there exists 
an exact cover of S’ by the 3-sets from C if and only if there exists a partition of S into 
at most p chains, each of size no greater than K. To (‘i E C. say (‘i = (.xi. J‘~, Z, ), we 
associate a subgraph of 12 vertices and 11 edges in G; this subgraph is denoted (Si. E,) 
and its Hasse diagram is given in Fig. 1. We then define S = S,uSzw .” US’,, and 
E = E,uE,v .‘. uE,,, so that /SI = 3~’ -t 9q’ = 3(p’ + 3q’). Finally, we take S with 
K = 3 and p = (p’ + 39’) as an instance of MPLC. 
It is easily observed that if a feasible partition for the chain problem exists. then 
S must be decomposed into exactly p chains, each having 3 elements. Moreover. 
each of these chains can only consist of elements within a single configuration as 
in Fig. 1. 
These two conditions together imply that each subgraph corresponding to a (‘, 
must be partitioned into chains of size three in one of the two ways illustrated in 
Figs. 2 and 3. Note that only the vertices denoted by -xi. !‘i and zi can be shared 
between two different configurations, and any chain must be contained within a single 
configuration. 
i3 i9 
Fig. 1. The subgraph (S,. E,) for c, = [Y,. xr, 7, j 
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Fig. 2. One partition of Si into khains. 
covered by 3-chains of other configurations 
Fig. 3. A second partition of Si into 3-chains. 
Now, if there exists an exact cover for X3C, then a chain partition can be derived in 
the following manner. If Ci is a subset of S’ included in the exact cover, the chain 
partition for the configuration in G corresponding to ci will be (see Fig. 2) 
f’ * 
Irig $4, z7j2 I- it . \ fy i 2, is)9 (Yi: i5, k), (Zi, h3, i9); i2.l) 
otherwise, the partition will be (see Fig. 3) (i1, i2, i3 ), {i4, i,, i6), ji,, i8, ig}. Thus, S 
is partitioned into p = 4~’ + 3(q’ - p’) = p’ + 3q’ chains, each having exactly 3 
elements. 
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Coversely, suppose there is a partition of S into p 3-chains. Then Ci is included in the 
exact cover for S’ if its corresponding configuration decomposes as indicated in 
relation (2.1); otherwise, ci is not in the exact cover. 0 
MPLC is polynomial-time solvable if K < 2 or K > tr), where (u denotes the size of 
a longest chain in S. When K 3 o, Dilworth’s Theorem applies. and MPLC can be 
solved via a transformation to the max-flow problem (see [3]). for which efficient 
algorithms are known, When K = 1, the problem is trivial. For the case h- = 2, we 
recall that a matching in a graph is a set of edges with distinct endpoints. A matching 
M* is a mu.yimum matching provided IM*l 3 IA4 for every matching M in the graph. 
In a matching in the directed, acyclic graph representing the poset on S, the endpoints 
of each edge in the matching form a 2-chain; hence. each matching M gives rise to 
a partition P of S into IM I 2-chains and (I SI - 2lM I) l-chains. Note 
IPl = jMl + (ISI - 2lMl), so that (PI + IM = ISI. Siimilarly, in a partition P of S into 
chains of length no greater than 2, the ‘-chains in the partition induce a matching 
M of size equal to the number of 2-chains, and again IPi + IM 1 = ISI. Clearly, 
minimizing lPI is equivalent to maximizing IM I. Thus, one may solve MPLC when 
I< = 2 by solving the corresponding maximum matching problem. Polynomial-time 
algorithms for the maximum matching problem are well known (see e.g., [S]). 
From the proof of Theorem 2.1, it is clear that MPLC is NP-complete even for 
K fixed at the value 3. Thus, MPLC is strongly NP-corn~lcte. The well-known 
l~ellman-Ford shortest path algorithm (see [S]) can be adapted to solve MWLC in 
polynomial time. Consider the acyclic digraph G = (S, E) which represents the poset. 
We create a new graph G’ = (S’, E’) by adding an artificial (source) vertex ,jo and 
1.S = n artificial edges. Let S’ = Su [,jO ) and E’ = EVE,,, where E. = I (,jo, j): j E S I. 
For ,j E S and (i_,j) E E’, we define the kn~qth of (i.,j) as ~ Il’j, where I{‘~ denotes the 
(nonnegative) weight assigned to vertex,j in G. Note that G’ also contains no directed 
cycles. We can thus apply the BellmanFord algorithm to determine a shortest path 
fromj,, to,j. for each j E S, limiting the number of intermediate edges to 1~. The shortest 
among these paths determines a maximum weight chain of size no greater than I\.. 
A straightforward analysis shows that this algorithm for MWLC runs in O(1721~) time. 
Note that the above procedure works with the entire acyclic digraph corresponding 
to the poset. We now indicate an alternative algorithm, also with an O(r7’1;) worst- 
case time bound, but which is more efficient in that it requires only that the Hassc 
diagram of the poset be specified; recall we denote H = (S. I;) as the subgraph of 
G obtained by omitting those edges implied by transitivity. For j E S. we define 
Pj = (,jj u ii E S: (i, j) E E]. Finally, forj E S, denote Mij[Vll] as the maximum weight of 
a chain in G having at most m elements, each belonging to Pi. (Note that we do not 
stipulate that ,j itself be in the chain.) A maximum weight chain in P, with at most 
111 elements either containsj or does not. If it does contain,j, its weight is “j plus that of 
a chain of maximum weight having at most m - 1 elements in some Pi, for (i, j) E F: 
otherwise, its weight is equal to that of a maximum weight chain having at most 
m elements in some Pi, where again (i,,j) E F. This observation leads to the following 
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dynamic programming recursion for MWLC. (Recall our assumption that 
(i,j) E F * i < j.) For each vertex j, in order of increasing index, compute 
wj[ll = max{wj, ,~~~wi[ll}> 
I, E 
Wj[Wl] = maX{Wj + m~r{Wi[lrr - l]}, mHrlVi[ml}5 m = 2, . ,K. 
I, 1. t 
Upon termination, the optimum value for MWLC is maxj,S wj[K]. 
3. Antichain polytopes 
As shown in the previous section, the covering and weighted optimization problems 
for limited-length chains are NP-complete and polynomial-time solvable, respectively. 
With no cardinality limitation, the corresponding antichain problems are polynomial- 
time solvable. A minimum cover by antichains is determined simply by recursive 
removal of the set of minimal elements in the poset (see [4]). On the other hand, it is 
well known that an antichain of maximum weight can be determined via transforma- 
tion to a bipartite max-flow problem (see [l, 121). In this section we assume given 
a poset specified by an acyclic digraph G = (S, E) with antichain width limit K and 
weight Wj 3 0 associated with j E S = { 1,2,. , n}. When G is bipartite, MPLA can be 
solved in polynomial time [7] and when the complement of G is also the graph of 
a partial order, the recursion of Section 2 solves MWLA. But, in general, the 
computational complexity of MPLA and MWLA is not known. 
We now focus attention on MWLA, developing polyhedral theory to be used in the 
following section in a linear programming-based algorithm for this problem, i.e., 
a polyhedral combinatorial algorithm. We consider the following integer program- 
ming formulation for MWLA, where % denotes the family of maximal chains. 
max w’X 
S.t. ~~~ _“j ~ 1, C E ~, 
n 
j=l 
Xj=O,l,jES. 
We denote by P the convex hull of feasible solutions for this problem. It is clear that 
the extreme points of P are precisely the incidence vectors of antichains of size at most 
K in the poset. We thus refer to P as the antichuin polytope. P is full-dimensional and 
hence uniquely determined (up to positive scalar multiplication) by its facet inequali- 
ties (see [ 111). We now give an explicit description of several classes of facets for P. 
First note that each nonnegativity stipulation Xj 3 0 is satisfied at equality by the 
n affinely independent points given by the origin and the unit vectors ei for i #j, and 
hence Xi > 0 provides a (trivial) facet of the antichain polytope. 
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3.1. Chuin ,fbcets 
The simplest nontrivial facets result from maximal chains 
Theorem 3.1 (Fulkerson [4]). For K > 2 und C u mu.uirna/ chrrin, u,f&vt of’the rrntichuirl 
polytopc is gicen hi 
Proof. Since any chain and antichain have at most one common element, relation 
(3.1) is clearly cczlirl for P, i.e., all points of P satisfy (3.1). Given the maximal chain C. 
we note that for each i E C, the unit vector oi satisfies (3.1) at equality. Furthermore. 
since C is maximal, to each i E S\C, we can associate an elementj E C such that ii. j ) is 
an antichain and e’ + ,j ( EP) satisfies (3.1) at equality. The n affinely independent 
vectors so determined prove that (3.1) gives a facet of P. 0 
3.2. (K + I)-antichain fhcets 
Any antichain of size ti + 1 also induces a facet of P 
Theorem 3.2. Suppose the entire poset is an antichain, i.e. E = 0. Jf.1 < K < n -- 1. tlvrl 
LI ,fLcrr of the antichain polytope is given hi, 
i sj < ti. (3.2) 
,=l 
Proof. The validity of relation (3.2) is obvious, as K is the cardinality limit. Let A c S 
with IAl = K + 1. For j E A, let U! = 0 for i = j and for i E S\,A; set the remaining 
components of uj to 1. Forj E S\A, let u{ = 1 for i = ,j and for any K - 1 indices i E il: 
set the remaining components of ui to 0. It is easy to see that the vectors uj are linearly 
independent. Thus, juj:,j E S} consists of PI independent antichain incidence vectors, each 
satisfying (3.2) at equality, and hence (3.2) gives a facet of the antichain polytope. 0 
Our use of Theorem 3.2 is not restricted to the case in which the entire poset is an 
antichain. For antichain A G S with IAl = K + 1, replacement of S by A in (3.2) yields 
a valid inequality for P which can be “lifted” to a facet (see [lo]) through appropriate 
definition of coefficients for variables (~j: ,j E S\,A ‘, . In Fig. 4, for example, the (h- + I )- 
antichain facet on elements { 1,2, 3.4; lifts to give the indicated facet. We do not go 
into the details of the lifting procedure here. though in Section 4 below we discuss 
heuristic means for accomplishing this. 
3.3. Other,fhcets 
We now present several more complex classes of facets. Consider the Hasse diagram 
(all edges are assumed directed “downward”) of Fig. 5, in which ISI I = MZ, IS’, / = ~1 -~ I 
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Fig. 4. For K = 3, the (CC + lo-antichain facet xl + x2 f x3 + x4 < 3 “lifts” to give the facet 
x, + x2 + Xl + xq + 3x, Sz 3. 
m-1 
elements 
K-f-l-f73 
elements 
I _*-- 
7e 
\ 
RI1 
: 
J 
--m 
\ 
m ekments elements 
Fig. 5. Poset form for the facets of Theorem 3.3. 
and l&l = IS;/ = K + 1 -- nz, with m 2 2. The elements of S2uS;uSl, constitute an 
antichain, as do those in S1. Each element of S2 is related to a single element of S1, and 
similarly for those of S;, though the relative of S; in S1 is distinct from that of Sz. 
Finally, each element of S; is related to precisely two elements of St, and vice versa 
(except for the two “end” elements of S,), as indicated. 
Theorem 3.3. For the poset i~d~cuted in Fig. 5, ~~it~ p = K + 1 - m 2 2, the fol~~w~~~~ 
relation dejnes a facet of the antichain polytope: 
Proof. To show the validity of (3.3), one observes that if an antichain contains only 
elements from S1 US;, then there can be at most yiz elements in this antichain, and so 
its incidence vector clearly satisfies (3.3). If an antichain has elements from &uS’z, 
then at least one element of S1 cannot be included. Moreover, each element in S; is re- 
lated to exactly two elements in SI and vice versa (except for the two “ends” of S,). As 
a result, the “heaviest” (with respect o the coefficients in (3.3)) antichain containing at 
least one element of S,uS; is the one that contains na - 1 elements of S1uS; and 
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IC ~ (m ~ 1) = K + 1 - m elements of S2uSi. This antichain has weight PF$ and size K. 
Therefore (3.3) is valid. 
Since (3.3) is valid for the antichain polytope P, the vectors in P for which (3.3) holds 
at equality define a face of P, which is contained in a maximal proper face (I.e.. in 
a facet see [1 I]) of P. Suppose this facet is given by the elements of P which satisfy 
relation (3.4) at equality, 
(3.4) 
We show that (3.3) defines a facet of P by demonstrating that the coefhcients in (3.3) 
are the same (up to positive scaling) as those in (3.4). Note that each of the antichains 
S,, S’, us2 and S’, US; satisfies (3.3) at equality and has no more than h- elements. 
Thus, (3.4) is a nontrivial facet of P and we have aj 3 0 for all,j E S and h > 0; we may 
thus assume h = @. Let S1 = [l, 2, . , m), .S; = ( 1’, 2’, .(m - l)‘;, as shown in 
Fig. 6. For 1 < k < m ~ 1, we consider antichains 
Dk = (1,2. . ..) k,(k + l)‘....) (!?I - l)‘)u$, 
Dk , = il.2 ,..., k - l,k’,(k + l)‘,.... (m ~ 1)‘)~s;. 
Note that lDkl = lDk_rl = K. The incidence vectors of Dk and Dk_ I satisfy (3.3) at 
equality, as B(MZ ~ 1) + lb = mfi; consequnently, they satisfy (3.4) at equality. The 
difference of these two equalities arising from (3.4) yields LIP = ilk,. Repeated applica- 
tion of this argument shows that uk = uk, for k = 1, 2. ___ ,111 - 1. Similarly, from 
antichains 
Ek = (1’,2’,.... k’, k + 2,k + 3 ,..., nl)uS,, 
Ek 1 = (1’,2’,.... (k- l)‘, k + 1, k + 2 ,..., m)uSz, 
we obtain a,, = uk+ 1 for k = 1, 2, . ,m - 1. Hence, all variables corresponding to 
elements in S,uSr have identical coefficients in (3.4). Moreover. since S, satisfies (3.3) 
at equality and h = m/l, we must have 11~ = jI,,j E S, US;. 
Let i and k be distinct elements in S2uS; and let B G S2uS;, IBl = /I -- 1. i. 
k$B. Consider the antichains Ai = S;uBu{i) and Ak = S’, uBu (kJ. Note that 
1 2 m-l m 
Fig. 6. Labeling of the elements in S, and S’, 
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678945123 
0 0 0 00 0 1 1 1 
* 
Fig. 7. An example of the facet class of Theorem 3.3 for K = 4 and m = 3: J?=, 2xj + I&, Y, < 6. 
IAil = I& = (m - 1) + (p - 1) + 1 = K. Moreover, the incidence vectors of Ai and 
Ak satisfy (3.3), and hence (3.4), at equality. The difference of these two equalities yields 
ai = ak. Since i and k are selected arbitrarily from &US;, all variables corresponding 
to the elements in S2uS; must have identical coefficients in (3.4). Consideration of the 
antichain S’, us2 now shows that aj = l,.j E S,uS;. 
Hence, relations (3.3) and (3.4) are equivalent. 0 
Fig. 7 demonstrates the facet class of Theorem 3.3. The rows of the matrix in Fig. 
7 give linearly independent antichain vectors lying on the facet. We again point out, as 
was the case for facets of the form described in Theorem 3.2, that the antichain 
polytope for any poset containing the configuration of Fig. 5, will have facets which 
are liftings of (3.3). Thus, the applicability of Theorem 3.3 is not limited to posets of the 
form depicted in Fig. 5. This is also true for the facet class described in Theorem 3.4. 
We next consider the poset represented by the Hasse diagram of Fig. 8, with 
elements S = S1uSZuS3uS4, where IS11 = m, IS21 = mr + 2, IS31 = 1, IS,1 = fl, and 
parameters satisfying m 3 1, r 2 2, p 3 2, 4 3 1. Each of S1, S2 and S3uSq is an 
antichain. Each element of S1 is dominated by exactly r + 1 elements of SZ. In 
S2 element j* is independent of S1 and element i* dominates all elements in S1. Each 
remaining element of S2 dominates exactly one element of S1. S3 consists of only 
a single element which dominates (any) mr + 2 - q elements of SZ, includingj*, but 
not i*. Element j* of S2 is dominated by all elements of Sq. The elements of 
S4 dominate only j*. 
Theorem 3.4. Let S he the poset depicted in Fig. 8 und let cs = r/3, 
~=(K-~q)(~-I)+l.Zf(i)K=mY+1~m+~and(ii)l~K-q-1~~-1hold, 
then relation (3.5) determines a facet of the antichain polytope. 
C CXj + 1 fiXj + C /lXj + C Xj d Kfi. 
j"S, jsSI jts, .it% 
(3.5) 
Proof. We show the validity of (3.5) by considering first an antichain A of size no 
greater than K containing no elements of S1. If A E S,uS,, it is easy to see that the 
a elements 
I \ 
S4 q elements 
t 
i' 
Fig. 8. Post form for the facets of Theorem 3.4. 
maximum (coefficient) weight A can attain is K/), achieved by K elements of Sz, II 
/1 G S,uS,uS, and A contains the single element of S3, then the maximum weight 
is attained when A contains the q elements of Sz unrelated to S3 the element of S, 
and any additional (K - q - 1) elements of S4. The resulting weight is 
L~/I+/L+(ti~q-l)=ti/I 
For the case S,nA # 0, we show that the coefficient weight of A is no greatet 
than that of the antichain S2$i* i; since the weight of S2 ii*) is 
/I( IS2 1 ~ 1) = /J’(rw + 2 - 1) = BK, this will complete the validation of (3.5). Note 
S, nA # @ implies i*$ A. First, replace each element of Sr nA by its P relatives in Sz to 
obtain antichain A’; since cr = rp, A’ has the same coefficient weight as A. If 
~l’n(S3uS,) = 8. we are done, so suppose A’n(S,uS,) # @. If S, $ A’, we consider 
il* = (A“\S,)u (,j* 1 G Sz; since IS,n.4’1 6 /i and j* has coefficient [j in (3.5). we are 
done. Finally, if S3 G A’ we replace A’n(S,uS,) by the IS2 I - q elements of Sz related 
to S,uS, to obtain A*. The coefficient weight of A* is at least as large as that for .A’. 
since (IS?/ ~ y)fl = (ti + 1 - q)/l 3 p + (K -- q)(fl - 1) + 1 = IS41 + ~1. 
Thus, (3.5) is a valid inequality for the antichain polytope. To see that (3.5) defines 
a facet. let Fr denote the face of P determined by (3.5); as in the proof of Theorem 3.3. 
there exists a facet F2 represented by 
such that Fr I F2 = {x E P :x satisfies (3.6) at equality). Again we prove that F, = F2 
by showing that (3.5) and (3.6) are equivalent inequalities. One easily validates that 
each element of S is in an antichain of size at most K satisfying (3.5) at equality. Thus, 
(3.6) is a nontrivial facet with aj > 0,j E S, and h > 0; hence, we may assume h = r;/l. 
We first consider the coefficients of variables corresponding to elements of S2. For i, 
k E Sz and i # k, let Di = Sz\{i) and D, = S,\{k] Note that each of these antichains 
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has width mr + 1 = K (by condition (i)) and weight b(mr + 1) in (3.5). Evaluating (3.6) 
for Di and Dk shows that Ui = ak for all i, k E Sz. Moreover, since h = I$, evaluating 
the antichain Sz\{i*) in (3.6) shows that Uj = p for all ,j E S2. 
We now suppose 1~ 3 2 and show that the coefficients of xj, j E Sr , are identical in 
(3.6). For any jE Sr, define Hj = {i E S2: i only dominates ,j E S,} and note that 
lHjl = r. Consider the antichains Gi = (Sl\{i})u(j*}uHi and Gk = (S,\{k})u 
{ j*}uH,, where i # k, i, k E S, . Gi has width 172 + r < K (by condition (i)) and weight 
(m - l)o + /I + fir = ma + /3 (by condition (i)). Similarily, Gk has identical width and 
weight as Gi. Evaluation of Gi and Gk in (3.6) yields Ui = ak for all i, k E S1. 
Since aj* = /I, consideration of antichain Slu( j*} now yields Uj = rg for all j E S1. 
Next let A be the set of q elements of Sz independent of S3. For i, k E S4, i # k, select 
Bi.k L S, such that i, k$Bi,k and (Bi,kI = K - q - 2 3 0 (by condition (ii)). Note that 
Bi,k may be empty. Consider antichains Ci = {i}uBi,kuS,uA and Ck = {k}u 
Bi,kuS3uA. Each contains exactly K elements and has weight K - q - 1 + Jo + 
q/l = KP. Evaluating (3.6) for Ci and Ck and then taking the difference of the resulting 
two relations yields Ui = &. Hence for all i, k E S4, we have Ui = &. Moreover, 
antichain S1uS, has width m + /I 6 K (by condition (i)) and weight ma + b = KP in 
(3.5). Thus, S, us4 satisfies (3.4) at equality and, since aj = r/3, j E S1, we must have 
Uj= l,jES4. 
Finally, we determine the coefficient of the singleton in S3 by evaluation in (3.6) of 
an antichain Ci, as defined above. 17 
An example of a facet of this type is given in Fig. 9 along with an invertible 
(0, 1)-valued matrix whose rows are incidence vectors of antichains lying on this facet. 
Here C(5,6) denotes the incidence matrix of 5-element subsets of {l, 2, 3,4, 5,6}; 
element indexing was chosen so that invertibility of this matrix is evident. 
123456 
c (5.6) 
100000 
1 1 1 00 c 
7 6 9 10 11 
0 
1 1 
0 
0 1 
t- 
11110 
. . . . . . . . . . . . . . . . . . . . . . 
00 0 11 
0 011 0 1 
Fig. 9. An example of the facet class of Theorem 
~~~,4xj+~~~,2xj+3.~~, +x,!:,xj< 10. 
3.4 for li = 5 and m =r= [j=2: 
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Further discussion and additional more complicated facet classes for the antichain 
polytope are presented in [12]. 
4. A strong cutting plane algorithm for MWLA 
We now describe a linear programming-based algorithm for solving MWLA. We 
continue to denote by P the antichain polytope for the given poset defined on 
S = (1,2, , II). The algorithm described here makes explicit use of the maximal 
chain facets and the (K + 1)-antichain facets developed in the previous section. A basic 
component of the approach is the separation algorithm, i.e., given a point r*$P, we 
seek to identify a facet from one of these two classes which srparute.s .x* from P, i.e.. an 
inequality violated by .Y*. 
4. I. Sepurution algorithm .ftir muximul chain ,fircets 
Suppose x*# P. We interpret component XT as the weight associated with element 
j of the poset. The form of inequality (3.1) shows that if some maximal chain facet is 
violated by .K*, then there is a chain of weight greater than one in the poset. In 
particular, the weight of the heaviest chain must exceed one, so any algorithm for 
determining a maximum weight chain provides a separation algorithm for maximal 
chain facets. If a chain of maximum weight (with respect to x*) has weight less than 
one, then x* satisfies relation (3.1) for every chain and hence no maximal chain facet 
separates s* from P. Otherwise, if C is a maximal chain whose weight exceeds uniLy, 
then x* violates the facet given by relation (3.1). 
A chain of maximum weight can be determined in polynomial time using a simple 
dynamic programming algorithm (cf. Section 2). Recalling that the vertices of the 
Hasse diagram (S, F) are indexed so that (i. j) E F * i <,j, we consider the recursive 
relation C’j = max [ Ui + U’j: (i,,j) E F ), where Uj is the maximum weight of a chain in 
P. = (.j]u(i: i <j’ , , \cj is the weight of element j and U i = u’~ if,j has no predecessors. 
Abplying this recursion to the elements in order of increasing index yields a chain of 
maximum weight. Since the degree of each vertex is at most n. this algorithm will 
terminate in at most 0(n2) steps. 
4.2. Separation ulgorithm,fbr (K + 1)-antichain ,fucets 
No polynomial-time separation algorithm is known for (K + 1)-antichain facets. We 
indicate now a heuristic separation algorithm for this facet class. Let .Y*$ P: to 
improve computational efficiency, we remove each element for which XT = 0 from the 
poset. Thus for the present discussion, we assume XT > 0, 1 <,j d II. 
We attempt to discover an antichain of width K + 1, all of whose members are 
related to a single element of the poset, say ,j. This will insure that xj receives a large 
coefficient (in fact, of value ti) as a result of the lifting process (see below). One could. of 
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course, determine a largest antichain among the elements related to j using a max-flow 
computation [3]. We have instead implemented the following “greedy” heuristic, 
which proved to be more efficient computationally. The algorithm first sorts the 
vertices by decreasing degree into the list L, with the vertex of highest degree, sayj*, 
being the first element in L. Let R be the set of elements related to j*. If IRI < K + 1, 
thenQ* is deleted from L and the entire process repeats with the (new) first element of 
L. If /RI > K + 1 but is not an antichain, then the vertex of highest degree in R is 
deleted from R and the vertices of this smaller set are examined for independence. The 
size of R continues to decrease until either R is an antichain of size greater than K or 
R contains fewer than K + 1 elements. In the latter case, j* is deleted from L and the 
procedure repeats from the beginning. In the former case, the inequality is lifted (see 
discussion below) to the remaining vertices in order of decreasing degree. If x* violates 
the resulting inequality, this inequality is added to the current linear programming 
(LP) formulation and the new LP is reoptimized; otherwise, j* is deleted from L. This 
procedure continues until either L = @ or the degree of the first vertex in L is less than 
two. 
Generally, the lifting procedure for strengthening a supporting hyperplane to 
a facet is computationally prohibitive, itself requiring the solution of an integer 
programming problem. We approximate this by solving the associated linear pro- 
gramming relaxation. In [2] practical effectiveness of this approach is demonstrated 
in the contex of general O&l programming problems. Furthermore, only the con- 
straints of the current LP formulation (see below) are included in this relaxation and 
coefficients of variables Xj for which xj* = 0 are assumed to be zero. These approxima- 
tions result in an underestimate of certain coefficient values in the (K + 1)-antichain 
facets. Certainly this diminishes the effectiveness of the (K + 1)-antichain inequalities 
generated, but this approximation achieves an overall gain in computational 
efficiency. 
4.3. Computational implementation 
The implementation of the strong cutting plane algorithm is based on the code 
XMP and is written in FORTRAN. XMP is a simplex-based linear programming 
software package [9]. All problems were run on a SUN 3/60 equipped with a 68 881 
floating point processor and 8 Mb of memory. We primarily used dual simplex pivots, 
as this approach turns out to be more efficient for our problems. This is often the case 
for combinatorial problems which suffer from severe degeneracy. 
The implementation begins with a heuristic procedure for determining an initial 
solution; this heuristic is based on he fact that MWLA with no cardinality restriction 
can be solved in polynomial time using a max-flow algorithm. We assume q 2 2 is 
a given integer and let S’ be the poset generated by the q “heaviest” elements in S. We 
first find an antichain of maximum weight in S’, say A. If IAl > IC, then only the 
K heaviest elements of A are retained, so that IAl = K. On the other hand, when 
IAl < K, all of A is retained and we delete A and all elements related to members of 
H. Shurn. LE. Trotter Jr! Discrete Applied Mathemutics 6.5 llW6) 421-439 13.5 
A in S to obtain a smaller poset T. As before. we find the heaviest antichain (without 
cardinality restriction) in T, say A’. Now Au A’ is an antichain and we take (at most) 
K elements from AuA’ as a trial solution. When this procedure is applied, different 
values of y may, of course, result in different trial solutions. Our implementation 
considers seven values of 4 determined by rounding up the quantity ISl,/k, for 
I, =4,5...., 10; we then take as an initial solution the heaviest antichain among these 
candidates. For our test problems, this procedure was extremely effective. often 
producing an optimal solution for the MWLA problem under consideration. 
We begin the actual cutting plane procedure by including only the cardinality 
constraint of relation (3.2) and the bounds 0 < si < 1. j = 1. 2. . , II, in the LP 
formulation; suppose s* is the resulting optimal LP solution. We first attempt to find 
a maximal chain facet violated by .Y* using the algorithm described above. This is 
carried out regardless of whether x* is integer-valued or not. Note that even when .I* 
is integral. it may still not be the incidence vector of an antichain, since our initial LP 
formulation does not include all maximal chain constraints. If a separating maximal 
chain facet is found, it is appended to the current LP and the new LP is reoptimized. If 
no separating maximal chain facet can be found and .Y* is integral, then Y* satisfies all 
maximal chain constraints and hence must be an optimal solution to the original 
problem. If .x* has fractional components but no separating maximal chain facet is 
discovered, then we attempt to generate a separating (K + I)-antichain inequality 
using the heuristic separation algorithm described above. If we succeed in finding such 
an inequality. it is appended to the current LP and the new LP is reoptimized. 
Otherwise, no further (K + I)-antichain inequality can be generated and .Y* yields an 
(infeasible) upper bound for the original problem. In such cases our algorithm 
terminates with a fractional LP solution; the initial (heuristic) solution provides the 
best known solution for these instances. At this point. one could use the entire 
procedure described here as the core of an enumerative algorithm for MWLA. but vve 
have not programmed such an algorithm. Nevertheless, as WC discuss more fully 
below, our approach fails to produce an optimal solution for only about 3% of 2xX6 
M WLA problems considered. 
As the algorithm generates constraints 011 the,fiy. the LP formulation grows in size 
over time. In order to keep the formulation small, we eliminate all nonbinding 
constraints whenever the number of such constraints exceeds a certain limit. Our 
computational experience suggests that fixing this limit to 20 works reasonably well in 
practice. 
4.4. Data generation and computational results 
Our sample problems were produced by a program for random generation of 
Hasse diagrams of posets. For input this program requires the length of a longest 
chain and the maximum and minimum number of elements in a level. An element ,j is 
said to belong to level 1 if I is the length of a longest chain in the poset ending atj. The 
length of a longest chain in the poset is thus the number of levels in its graphical 
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representation. The actual number of vertices on each level is then randomly gener- 
ated within the specified limits. Edges between vertices belonging to successive levels 
are generated at random with Bernoulli trials; the probability that there exists an edge 
between a pair of vertices is 0.5. Then (nontransitive) edges between vertices in 
nonconsecutive levels are randomly generated in a similar manner. Finally, we 
generate positive integral weights uniformly distributed between 1 and 99 for the 
vertices; three sets of weights were generated for each Hasse diagram. These posets 
have sizes ranging from 100 to 1005 elements, with the number of edges in Hasse 
diagrams ranging from 503 to 21044. Altogether, 74 such posets were generated. We 
have run our algorithm on each poset for each set of weights with 13 different values of 
the cardinality limit ranging from K = 2 to K = 30. Here we consider a representative 
sample (see Table 1) of this data. 
Computational results for the posets described in Table 1 are given in Tables 225. 
Under the “heur. opt.” column, the (feasible) lower bounds resulting from the heuristic 
procedure described above are shown. In the following three columns, “1” stands for 
the maximal chain facets and “2” stands for the (K + 1)-antichain inequalities. Note 
that in the cutting plane algorithm (K + 1)-antichain inequalities are only generated 
Table 1 
Sizes of some randomly generated Hasse diagrams 
Problem no. No. of nodes No. of edges No. of levels 
i64a 208 1983 31 
i82a 300 2563 16 
ilOOa 416 9126 10 
i105a 513 8226 15 
il10a 605 4956 40 
i115a 715 17860 14 
i119a 792 11690 26 
i121a 891 14 598 29 
i123a 1005 10973 47 
Table 2 
Computational results for MWLA problems; K = 4 
Problem 
cut opt. No. of cuts CPU time 
No. heur. opt. (1 only/l,2) (1 onty/l,2) (1 onfy/l,2) 
i64a 363.0 
i82a 388.0 
ilOOa 383.0 
i105a 388.0 
illOa 387.0 
i115a 393.0 
i119a 391.0 
i121a 389.0 
i123a 387.0 
363.0/p 
388.0/- 
392.0/p 
388.0/p 
387.0/p 
393.0/p 
394.0/p 
391.0/p 
392.0/p 
37/p 24/- 
7/k 17/- 
21/- 38/- 
31/- 59/- 
56/k 102/p 
18/k 87/- 
20/- 102/- 
23/- 130/- 
59/- 211/p 
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Table 3 
Computational results for MWLA problems: K = 12 
Problem 
cut opt. No. of cuts CPU time 
No. heur. opt. (1 only:l.2) (I only.l.2) (I only: 1.2) Remark\ 
164a 621.0 
i82a 1037.0 
i IOOa 1062.0 
i 105:~ 1085.0 
illOa 1015.0 
il l5a 1143.0 
1119a 1087.0 
1121:i I I1 1.0 
112ia 1095.0 
62l.O.m 47’ 
1037.0. 30,‘- 
1079.5,1078.4 135.87 
1085.0& 51 
1026.0,- 43’ 
1143.0 42:- 
1087.0.- P2’- 
llll.o~- 77:- 
1095.0,‘- 117. 
73 
31. 
264.1564 I.’ 
110~ 
170- 
I25 
518 
291 
726 
Table 4 
Computational results for M WLA problems: K : 20 
Problem 
cut opt. No. of cuts CPU time 
No. heur. opt. (I only;l.2) f I only;1,2) ( I only: 1.2) Remarks 
i 64a 62 I .O 
1x2:1 1537.0 
1 IOOa 1597.0 
i 105a 1618.0 
il IOa 1451.0 
il l5;, 1819.0 
II IYa 1637.0 
112la 1714.0 
11’3n 1595.0 
62 1 .O;- 
1537.0’- 
1597.0. 
1633.8; 1632.6 
1451.0:- 
1819.0. 
1637.0& 
1714.0,~ 
1595.0:- 
44+ 
57 
119% 
137.144 
71’ 
75 
Ill. 
55 
105,, 
60 
56’ 
439, 
578’7508 1.2 
3X0 
I86 
II00 
449’ 
1418 
Table 5 
Computational results for M WLA problems; K = 30 
Problem 
Cut opt. No. of cuts CPlJ time 
No. heur. opt. (I onlyYl.2) (I only.l.2) ( I only: 1.2) Remarks 
164a 62 I .O 
i82a 1934.0 
i I OOa 2151.0 
i I0521 2152.0 
i I I Oa 1625.0 
il ISa 2540.0 
II 19a 2 136.0 
il2la 2284.0 
il23a 2000.0 
621.0’- 3w 46. 
1937.0:1935.4 83.107 13 I .6545 1.2.3 
215l.O’- 124’_ 439 
2 152.0 ‘- X6& 336, 
1625.0 ‘- I05 646, 
2540.0:- 59’ 194, 
2136.0:~~ 133% 1761, 
2284.O.p 127: 853. 
2000.0:- 131,’ 2682, 
when maximal chain facets fail to produce an integral optimal solution. For example, 
in row 4 of Table 4, poset i105a has a heuristic optimum of 1618. When the cutting 
plane algorithm is applied to the same problem using only maximal chain facets, we 
obtain an upper bound of 1633.8,137 cuts are generated and it takes 578 s to complete 
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the run. In this case, the resulting solution (value 1633.8) is not integral, so we attempt 
to generate violated (tc + lo-antichain inequalities. When both maximal chain facets 
and (K + l)-antichain inequalities are generated, the upper bound decreases to 1632.6, 
144 cuts remain in the final LP formulation and computation time increases to 7508 s. 
Under the “remark” column “1” indicates that using maximal chain facets alone 
results in a fractional upper bound solution, “2” indicates that both types of inequal- 
ities are generated and the cutting plane algorithm terminates because it can no longer 
generate violated inequalities, even though the final solution remains fractional, and 
“3” indicates that the computation has been terminated due to severe degeneracy. The 
value of the cardinality limit is indicated at the top of each table. 
The reader should note that the cutting plane algorithm requires much longer to 
terminate when (K + l)-antichain inequalities are generated, primarily because each 
time the coefficient of a variable is determined by lifting, a linear programming 
problem must be solved. In most examples, however, maximal chain facets suffice to 
yield integral optimal solutions. 
We have tested our procedure on 2886 randomly generated problems. A complete 
discussion of this computational testing is given in [12]; some typical instances are 
presented in Tables 4---5. Of these problems, 2637 (91.4%) are solved to optimality 
using only maximal chain facets. When both maximal chain facets and (K + l)- 
antichain inequalities are used, 158 (5.5%) additional problems are solved to 
optimality. Thus, the cutting plane algorithm solves 96.9% of the test problems to 
optimality. There are 60 (2.1%) problems for which the algorithm (generating both 
types of inequalities) terminates with a fractional solution and additionally 31 (1.1%) 
problems are abandoned due to degeneracy; i.e., only about 3% of the test problems 
cannot be solved to optimality using these routines. Furthermore, in some problem 
instances for which an integral solution is not produced by the cutting plane algo- 
rithm, the final LP value is actually within one unit of the corresponding (feasible) 
heuristic lower bound. For such problems, the heuristic has discovered, of course, an 
optimal solution. 
5. Concluding remarks 
We have restricted attention in the previous two sections to the polyhedral struc- 
ture of the antichain polytope (derivation of specific facet classes) and the exploitation 
of this structure in a linear programming-based algorithm for the problem MWLA. 
Analogously, one can consider the chain polytope for the problem MWLC, i.e., the 
polytope whose extremal elements are the incidence vectors of chains of limited 
length. Classes of facets for the chain polytope, analogous to those given here for the 
antichain polytope, are developed in detail in [ 127. These ~~~~~uZ facet descriptions for 
chain and antichain polytopes raise the interesting open problems of determining 
complete inequality descriptions. In other words, can one find an explicit characteriza- 
tion of the antiblocker [4] of the chains (antichains) of limited length (width)? The 
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polynomial-time algorithm for MWLC suggests that one may be able to determine 
such a characterization for the chain polytope, though the facets described in [I?] 
indicate that the description may be quite complicated. 
Also reported in [12] is computational experience for solving MWLC by a strong 
cutting plane algorithm. As with MWLA, this algorithm for MWLC is quite effective, 
solving 99%) of the test problems generated to integral optimality. Recall, however. 
that in Section 2 above we have given a dynamic programming recursion which solves 
MWLC in polynomial time. In [12] it is shown that this polynomial-timealgorithm is 
more efficient computationally than the linear programming-based approach: we note 
that this contrasts results of Griitschel and Holland [6] for the matching problem. 
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