Estimation and forecasting of dynamic state are fundamental to the design of autonomous systems such as intelligent robots. State-ofthe art algorithms, such as the particle lter, face computational limitations when needing to maintain beliefs over a hypothesis space that is made large by the dynamic nature of the environment. We propose an algorithm that utilises a hierarchy of such lters, exploiting a ltration arising from the geometry of the underlying hypothesis space. In addition to computational savings, such a method can accommodate the availability of evidence at varying degrees of coarseness.We show, using synthetic trajectory datasets, that our method achieves a better normalised error in prediction and better time to convergence to a true class when compared against baselines that do not similarly exploit geometric structure.
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However, in problems involving spatial activity, e.g., robot navigation, the underlying dynamics are best described in a hierarchical fashion, as movement is not just determined by local physical laws and noise characteristics, but also by longer-term goals and preferences. This has a few implications for predictive models: we require techniques that 1) accept evidence at varying scales -from very precise position measurements to coarser forms of knowledge, e.g. human feedback, and 2) make predictions at multiple scales to support decision making. These form the primary focus of this paper. Early models of largescale spatial navigation [5] considered ways in which multiple representations, ranging from coarse and intuitive topological notions of connectivity between landmarks to a more detailed metrical and control level de-scription of action selection, could be brought together in a coherent framework ? At the time of this study, the first author was with The University of Edinburgh. and implemented on robots. Other recent methods, e.g. [1, 3] , propose ways in which control vector fields could be abstracted so as to support reasoning about larger-scale tasks. While these works provide useful inspiration, the hierarchy in these methods is often statically defined by the designer, while in many appli-cations it is of interest to learn it directly from data, e.g. to enable continual adaptation over time. Also, these approaches are often silent on how best to integrate tightly with Bayesian belief estimates, such as within a particle filter. There is indeed prior work on the notion of hierarchy in state estimation with particle filters. For instance, Verma et al.
[11] define a variable resolution particle filter for operation in large state spaces, where chosen states are aggregated to reduce the complexity of the filter. Brandao et al.
[2] devise a subspace hierar-chical particle filter wherein state estimation can be run in parallel with factored parallel computation. Other ways to factoring computation exist, e.g. [6, 10] , and a hierarchy of feature encodings can be used [13] . However, to the best of our knowledge, no prior method allows tracking a process on multiple scales at once and accepts evidence with variable resolutions. In this paper, we learn a spatial hierarchy directly from input trajectories, using which we devise a novel construction of a bank of particle filters -one at each scale in a geometric filtration -which maintain consistent beliefs over the trajectories as a whole and, through that, over the state space. We present an agglomerative clustering scheme [7] using the Frećhet distance between trajec-tories [4] to compute a treestructured representation of trajectory classes that correspond to incrementally-coarser partitions of the underlying space. This is inspired by persistent homology on trajectories [8, 9] whose output is also such a hierarchical representation. We then define a linear dynamics model at each of the levels of the hierarchy based on the subset of trajectories they represent, and show how that can be used with a stream of observations to provide updates to the probability that the system is following the dynamics associated with each of the abstracted trajectory classes. This construction of the filter allows us to fluently incorporate readings of varying resolution if they were accompanied by an indication of the coarseness with which the observation is to be interpreted.
We show that our proposed method performs better than baselines both in terms of normalised error in prediction with respect to the ground truth, and in terms of the time taken for the belief to converge to the true trajectory of a class (where convergence is defined with respect to the resolution of the prediction being considered). We perform experiments with synthetic datasets which brings out the qualitative behaviour of the procedure in a visually intuitive manner. 2
Multiscale Hierarchy of Particle Filters The Multiscale Hierarchy of Particle Filters (MHPF) is a bank of consistent particle filters defined over abstractions of the state space induced by example trajectories. The lowest level of this hierarchy consists of the complete set of trajectories with cardinality equal to the size of the trajectory dataset, while each other abstract level has coarser descriptions of the trajectory shape defined by equivalence class of similar trajectories for increasing thresholds. With a particle filter defined at each level, this inclusion property of the representation allows evidence at various degrees of coarseness to be incorporated into the full bank of filters while maintaining consistency across all levels, see Fig. 2 . Construction To create a filtration of spatial abstractions from trajectories we consider agglomerative hierarchical clustering [12] by means of a trajectory distance measure. In this paper, we use the discrete Frećhet distance [4]: for two discretised d-dimensional trajectories τ1 : [0, m] → Rd and τ2 : [0, n] → Rd , the distance δF (τ1, τ2) = infα,β maxj≤m+n δE(τ1(α(j)), τ2(β(j))), where α and β are discrete, monotonic re-parametrisations α : [1 : m + n] → [0 : m], β : [1 : m + n] → [0 : n] which align the trajectories to each other point-wise, and δE(., .) is Euclidean distance. Thus, δF corresponds to the maximal point-wise distance between optimal reparameterisations of τ1 and τ2, which can be computed efficiently using dynamic programming in O(mn) time [4] . Let D be the distance matrix of the input trajectories, Di,j = Dj,i = δF (τi, τj). A single-linkage hierarchical agglomerative clustering of D results in a tree T of trajectory clusters in which the leaves are the single trajectories, while every other tree layer is created when the pair with the smallest distance from the previous layer combine together (Fig. 2) . If τi and τj are such a pair, we call the new cluster τij a parent to its constituents and write τij = ρ(τi) = ρ(τj). Let the birth index b be that minimum distance that indexes the creation of a layer (e.g., bij = Di,j for τij), and the death index d be the distance at which a cluster is subsumed to its parent (e.g., di https://www.see.asso.fr/en/node/22432/landing
