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“No matter what question we ask, so long as it is not against the laws 
of nature, a solution can be found.” 
--- Thomas A. Edison 
 
I 
Abstract 
Electrochemical impedance spectroscopy (EIS) is recognized as a powerful tool for characterizing the 
charge transfer reaction on heterogeneous interfaces, thus has been widely applied in various fields 
of research and in many applications, such as corrosion, development of various types of batteries 
and fuel cells. Due to the limitation of linearization inherent to the EIS technique the nonlinear 
information of an investigated system is automatically abandoned. This work focuses on extending 
the traditional linear EIS technique into the nonlinear domain, nonlinear EIS (NLEIS), and has 
demonstrated that the nonlinear information can be utilized for gaining a more comprehensive 
understanding of a system. 
 
In this work, the NLEIS technique is discussed from a basic theoretical point of view, including the 
fundamental definition of nonlinear “impedance” and experimental issues on which a consensus has 
yet to be reached within the community. A LabView programmed experimental setup was developed 
during the project to perform NLEIS measurements and preliminary data analysis, which appeared 
superior to commercial systems (higher frequency range) and systems developed at other institutes 
(lower noise level). A qualitative approach for data analysis in NLEIS is discussed and promoted in this 
work, which is more intuitive and suitable for fast first stage analysis compared to an in-depth 
quantitative modelling approach. 
 
To test the NLEIS methodology developed, a classic redox couple- ferri-ferrocyanide- was examined. 
Information on nonlinearity and symmetry of the system was directly investigated by measuring 
harmonic responses up to 5th order and it was demonstrated that in contrast to EIS a full set of 
kinetic parameters could be directly calculated from a single measurement. In addition, features 
generic to the methodology were discovered, which are independent of systems under investigation. 
 
Finally, the NLEIS technique was used in investigating the oxygen reduction reaction on strontium 
and iron doped lanthanum cobaltite (LSCF) cathode materials of intermediate-temperature solid 
oxide fuel cells (IT-SOFCs). The decrease of the level of nonlinearity and the increase of asymmetry 
indicates a potential mechanism change, with increased operating temperature. 
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1 
Chapter 1. Introduction 
In this chapter, the impedance spectroscopy technique is briefly described with emphasis on the 
significant role that it has played in characterizing solid oxide fuel cells. This chapter introduces the 
foundations on which nonlinear EIS, the focus of this thesis, are built. 
 
1. 1 Characterizing Heterogeneous Interfaces with In-situ 
Electrochemical Techniques 
Heterogeneous interfaces, in which two different types of materials form a contact, are of great 
interest for many industries.[1-3] It is essential to understand how charge carriers are transported 
through such interfaces and the related chemical/electrochemical reactions, in order to engineer 
systems for optimal performance. For instance, corrosion is an inevitable issue for the metal and 
construction industries and minimizing the rate of thermodynamically favoured reactions between 
metals and their environments is extremely important for cost, durability and safety reasons.[1, 4] In 
contrast, battery devices require fast yet controllable charge transfer rates between electrodes and 
electrolytes to generate high and constant power output. Charge transfer processes, interface 
capacitance, diffusion and chemical reactions can take place at interfaces. Depending on the 
complexity of the materials and reactions involved, these processes can be governed by many 
factors, such as composition, phases and microstructures of the materials, the temperature, 
atmosphere and humidity of operation in as well as the voltage or load applied. [1] 
 
To gain a comprehensive understanding of charge transfer processes in heterogeneous systems, a 
combination of ex-situ and in-situ tests is usually applied. However, in-situ techniques are usually 
preferred, as they are capable of providing direct information of a system under actual operating 
conditions and preserving the system in a non-destroyed status. As one of the most developed and 
adopted in-situ electrochemical techniques, electrochemical impedance spectroscopy (EIS) has 
received great attention due to its unique capability of separating different mechanisms based on 
2 
their characteristic frequencies.[2, 3] One thus can easily deconvolute a complicated heterogeneous 
charge transfer system into elementary mechanisms and investigate them individually. 
 
1.2 Electrochemical Impedance Spectroscopy 
1.2.1 A Brief History of Development of the Technique 
The concept of impedance was first introduced by Oliver Heaviside in the 1880s’.[2] His great 
contribution to the operational calculus, based on the Laplace transform, not only fertilized fast 
developments in electronic engineering but laid the foundations of EIS theory. According to his 
definition[2], one can obtain impedance by dividing voltage by current in Laplace space, as   
     
_
( )
( )
( )
E s
Z s
I s


                                                                
(1.1) 
where s=jω, the complex frequency connecting the Laplace domain to the Fourier domain. As an 
extension of the resistance concept, impedance describes the level of the hindrance that charge 
carriers encounter when travelling through a material, thus directly relates to the intrinsic properties 
of the material, such as conductivity, band structure and nonstoichiometry. Different from the 
resistance, the concept of impedance is a more general concept that takes into account the energy 
dispersion and storage processes, the relaxation times of which thus become critical. However, it is 
noticeable that this definition is strictly limited to the Linear System Theory (LST) region[1-3], as the 
voltage is required to be at the exact same frequency as the current.  
 
The Impedance Spectroscopy technique was constructed based on Heaviside's definition. Soon after 
him, Kennelly and Steinmetz[2, 3], both electronic engineers, extended the technique by introducing 
vector diagrams and complex representation. Warburg is another remarkable figure in the early 
foundation period of EIS, who first derived the impedance behaviour of diffusion processes near 
electrodes in 1899; a task accomplished even before the theoretical basis of electrode kinetics was 
established. Diffusion elements are now referred to as “Warburg Impedances”.[1, 2] The Kramers-
Kronig transform was introduced originally for optical electronics in the 1920s’, which reveals the 
basic connection between the real and imaginary parts of a complex value; it is an important 
criterion of judging whether the system is operated within the LST region, hence a key brick of the 
3 
foundation of the Impedance Spectroscopy technique.[1, 2] 
 
In the following half century, efforts focused on how to effectively collect impedance data from 
electrochemical systems and make better interpretations. After the complex impedance diagram 
first introduced into electronic engineering by Charter and Smith [2] in 1941, the Cole-Cole plot (for 
permittivity) or Nyquist plot (for impedance), a complex plane diagram with imaginary component 
plotted against real part, became the main 2-dimensional representation of impedance data.[2, 3, 5] 
On the experimental side, reactive bridges were applied as the core technique to measure electrode 
capacitance, despite their limitation for  high frequency measurements.[3] 
 
A technical breakthrough in Impedance measurements was achieved with the evolution of 
frequency response analysers (FRA) in the 1970s’.[1, 3, 6] Combined with well developed electronic 
potentiostats, impedance information at frequencies as low as 0.1 mHz could be precisely measured. 
The capability of exploring increasingly larger frequency ranges with improved accuracy with the EIS 
techniques has led to a new era of studies on the electrochemical interfaces that can widely be 
found in various industries. One of the major challenges is to clarify physical meaning of 
experimental data and accelerate the analysis procedure. On one hand, theoretical modelling has 
always been the most explicit procedure and provides explanations to experimental data directly 
down to mechanism level. Depending on assumptions made, models can be close to the real system. 
However, more sophisticated models are harder to build and require deeper knowledge of the 
particular system, thus are less generally applicable. On the other hand, Equivalent circuits (EC) have 
been used as analogies of real electrochemical systems and EC analysis is a more general 
methodology in practice. Its developments can be traced back to the 1930s.[2, 7] To effectively 
acquire kinetic parameters, Macdonald and Garber[8] introduced complex nonlinear least squares 
fitting (CNLS) in 1977, which provides accurate fittings of ECs to the complex impedance data with 
improved efficiency. Despite the fact that EC analysis provides quick solutions to collect quantitative 
information from impedance data, it offers limited insights into the true physical mechanisms. One, 
therefore, has to take extra care to choose a meaningful EC from hundreds of alternatives that can 
be fitted to experimental data equally well. A combination of both the above two approaches is thus 
usually considered essential to decipher the experimental data. 
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After more than a half century of development, Impedance Spectroscopy has become a well-
developed electrochemical method that is widely applied in the study of all kinds of electrochemical 
systems, such as corrosion reactions, fuel cells, solar cells and batteries.  
 
1.2.2 Basic Concepts 
1.2.2.1 Four Quantities 
Although in this work we mainly deal with electrochemical systems characterized by electronic and 
ionic conductivity in electrodes and electrolytes, the basic definitions of impedance is incomplete 
without mentioning the fundamental dielectric models. In its most general sense, IS stands for 
“Immittance Spectroscopy”[2, 6], containing four intercorrelated concepts: impedance Z, admittance 
Y, modulus M and dielectric permittivity ε. As complex functions of frequencies, the four variables 
can be expressed as 
 ( )    ( )      ( )    (1.2.a) 
 ( )    ( )      ( )     (1.2.b) 
 ( )    ( )      ( )      (1.2.c) 
 ( )    ( )      ( )    (1.2.d) 
where the prime and the double prime stand for the real and imaginary components, respectively, 
and j is the imaginary unit and is equal to √  . Admittance is the complex form of conductance and 
relates to impedance through Eq. 1.3.a. In contrast to the conductivity attributed to charge 
transportation described by Z and Y, another type of AC conductivity can be found in insulating 
materials that is attributed to dielectric polarization, which is described by the modulus M and its 
inverse, the permittivity ε. The relationships between the two pairs can be described as 
          (1.3.a) 
            (1.3.b) 
          (1.3.c) 
where                   
    
 
               (1.3.d) 
is the capacitance of the empty measuring cell of electrode area AC and separation length l, and    is 
the dielectric permittivity constant of vacuum,                 [1]. 
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The four quantities are associated with each other through the fact that they all essentially describe 
the AC conductivity, with emphasis on different aspects of the contributions to the property, such as 
electron transportation, lattice vibration and dipolar orientation. Thus it would be easier to 
represent the immittance data from a particular system using one particular quantity. For the 
simplicity of demonstration, dielectric permittivity is used in the following sections; however, 
impedance and admittance will be employed later to describe the solution cell and fuel cells, which 
are of major interest in the following chapters of this work. 
 
1.2.2.2 Relaxation time and Characteristic frequency 
As mentioned before, a distinctive advantage of using the EIS technique is that one can effectively 
separate different processes convoluted in one system based on their characteristic frequencies. 
Under external AC excitations, a reversible process will oscillate forward and backward with the 
applied bias. On the other hand, depending on the nature of the process, the rate at which the 
oscillation can happen is within a constant range. A dramatic displacement from the equilibrium 
state of the process can only be observed if the excitation frequency is close to its neutral rate 
constant, i.e., a resonance effect is triggered. In other cases the excitation frequency is either too 
large or too small, the process is relatively insignificant. As a characteristic feature of the process, 
the resonance frequency is named as the characteristic frequency of the process and its correlation 
in the time domain is the relaxation time of the process, which is determined by the kinetic 
parameters of the system and operating conditions.[3]  
 
To illustrate the above idea in a rigorous mathematical manner, the famous Debye model, proposed 
in 1929 to describe the simplest scenario of dielectric relaxation, is briefly recapped here. From the 
generality of Debye's model[2], it can be used as a good analogy to represent other relaxation 
processes, such as the Resistance-Capacitance (RC) circuit in electronics and grain boundary 
impedance in polycrystalline cathodes of Solid Oxide Fuel Cells (SOFC). In Debye’s model, a 
homogenous dielectric bulk material with a single time constant is considered. Without ionic 
conductance, currents pass merely through dipole movements, thus can be expressed as 
   
  
  
        (1.4) 
                         (1.5)  
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where D is the electric displacement or the charge density on the interface, E is the electric field and 
P is the polarization. When introducing an external field across an insulating material, the resulting 
polarization P has two components: (i) the instantaneous polarization, P , due to the electron 
displacement with respect to their nuclei, characterized by the high-frequency dielectric constant,  
     
  
   
               (1.6.a) 
(ii) the time-dependent polarization,   (𝑡), attributed to the orientation of dipoles in an external 
electric field and characterized by the stabilized dielectric constant,  
     
  
   
               (1.6.b) 
If it is assumed that the system is governed by first-order kinetics, then the total polarization is  
       
 (𝑡   )          (1.7) 
and obeys the following differential equation, 
 𝜏𝑑  (𝑡)      (𝑡)                                                    (1.8) 
where τ is the time constant, characterizing the standard time for the system to relax from the 
maximum displacement to  e   of its peak value during the particular process. By applying Laplace 
transform, both current and polarization can be expressed in the frequency domain, 
  ̅( )  
  
( +𝜔 )
 
𝜔   
 ( +𝜔 )
                                                       (1.9) 
 (̅ )     (     )
𝜔 
( +𝜔 )
            (1.10) 
where   𝜏
  and 𝑠     is the complex frequency variable. The admittance is calculated as,  
  
 ̅
 ̅
     𝑠  (     )  
𝜔  
( +𝜔 )
          (1.11) 
From Eq. 1.3, one can convert the admittance into permittivity,  
     
     
 +𝜔   
  
𝜔 (     )
 +𝜔   
     (1.12) 
 
Based on Debye’s model, one can expand to include multiple time constants that relate to different 
processes, which is usually the case for a practical system. As demonstrated in Fig.1.1 [9], when 
plotting the real and imaginary part of the permittivity separately against the frequency, one can 
clearly separate different mechanisms, such as electron rotation around the nucleus, lattice 
vibration, dipolar orientation and ionic transportation, based on their different characteristic 
frequencies.    
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Fig.1.1 Dielectric permittivity distribution with frequencies, cited from [9] 
 
1.2.2.3 Data Representation: Nyquist and Bode Plots 
The other way to represent Eq. 12 is plotting the imaginary component against the real one, which is 
named as a Nyquist or complex plot, as shown in Fig.1.2.a.[2] It is beneficial to straightforwardly 
display the relationship between the real and imaginary components, which are intercorrelated 
quantities.  There are also many symbolic features that are usually found in Nyquist plot that can be 
directly related to certain types of processes. For instance, a perfect semi-circle, as the one in Fig.1.2 
(a), can be observed when a charge transport process is parallel to a dielectric conductance process 
(i.e., a capacitor across the charge transfer interface). One can also easily obtain the precise value of 
the characteristic frequency by finding the top of the arc. On the other hand, it is important to be 
able to read out the frequency for each individual immittance value, a Bode plot is thus usually a 
useful supplement to the Nyquist plot, as shown in Fig.1.2 (b) and Fig.1.1. Although not presented in 
this section, two Bode plots containing the amplitude and the phase of immittance are more 
commonly used in spectroscopy analysis. 
 
Regarding the Debye model, the real part of permittivity decreases from a stable value at low 
frequency to a smaller value at high frequency, which correspond to the delayed rotation of dipoles 
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and the fast reorientation processes, respectively. The imaginary part shows a peak at characteristic 
frequency where ' ''  . The dielectric loss peak ''  has been widely used in solid state 
measurement for the characterization of relaxation processes[2].  
Instead of plotting two diagrams every time a more efficient solution is to plot data on a 3-
dimensional diagram, which has an extra frequency axis against the complex plane as introduced by 
Macdonald et al. in 1981, see Fig.1.3 (a) [5] Diard and Hecker [10] used the excitation amplitude as 
the 3rd axis and stacked the Nyquist diagrams under different amplitudes of excitations, to explore 
the nonlinearity of a system using impedance spectroscopy, see Fig.1.3.b.  
  
Fig.1.3 Debye model in 3D immittance plot (a) and changing amplitude EIS (b) 
 
Fig.1.2 Complex plane plot of permittivity (a) and complex permittivity plot with normalized 
frequency (b), modified from Fig2.1.3 & 2.1.4 of [1] 
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1.2.3 Experimental methodology 
1.2.3.1 A Common Experimental Setup 
In a typical potentiostatic EIS measurement, an AC sinusoidal signal, with small amplitude (typically 
around 5-50 mV, rms) is generated from a frequency response analyser (FRA) and added onto a DC 
potential bias maintained through a potentiostat. The combined AC and DC signal is then applied 
onto a target electrochemical system, which usually contains electrolyte and 2, 3 or 4 electrodes: a 
working electrode (WE), a counter electrode (CE) and one or two reference electrodes (RE). The AC 
responses from the cell are then measured by a potentiostat and analyzed by the FRA by multiplying 
a standard sine or cosine function at the same frequency as the excitation signal. This procedure is 
usually called lock-in amplification, which picks up the frequency of interest precisely while 
discarding all the other harmonics and noises. This function can dramatically increase the signal-to-
noise (S/N) ratio, thus improves the sensitivity of the experiment.  The response signal is also 
separated into real and imaginary components by multiplying by either sine or cosine wave function, 
respectively. The same procedure is repeated for other frequencies, when the FRA sweeps through 
the predetermined range (generally between 1 MHz ~ 1 mHz). The complex data are then plotted 
into the Nyquist and Bode diagrams in software for further analysis. A schematic diagram of the 
whole measurement procedure is shown in Fig.1.4. [11] 
 
 
Fig.1.4 EIS measurement setup (potentiostatic), cited from [6] 
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1.2.3.2 Types of EIS Measurements 
Impedance measurements are categorized by the types of excitation signals used: 
(i) Potentiostatic and galvanostatic. In potentiostatic measurements, voltage signals are 
applied as excitations and current signals are measured as responses. It is beneficial as a 
potentiostat can usually measure a much larger range of currents than that of voltage, 
due to the fact that the digital voltammeter in a potentiostat evaluates the current by 
measuring the corresponding voltage across a shunt resistor. By changing the shunt 
resistor value, one can use the range of the voltammeter to cover a larger range of 
currents.  However, galvanostatic mode can be very useful when measuring systems, in 
which the current is preferably under control, such as lithium-ion batteries. It is notable 
that, although both methods are generally called electrochemical impedance 
spectroscopy, from a practical experimental aspect, the galvanostatic method directly 
measures the impedance while the potentiostatic method effectively measures the 
adimittance; refer to Eq. 1.1 and Eq. 1.3.a. This difference can be neglected in linear 
measurements but is important for nonlinear measurements, which will be explicitly 
discussed in Chapter.2. 
(ii) Pure sine and multi-sine. Developments in high-speed digital computing and signal 
processing have made much faster EIS measurements possible. Instead of using a single 
sinusoidal signal as the excitation, one can stimulate the system with a combination of 
many frequencies and pick up the responses at corresponding frequencies 
simultaneously using lock-in amplifiers. Small amplitudes are required to prevent the 
introduction of measurable interferences between different frequencies. 
(iii) Static and instantaneous. Although it is one of the fundamental requirements that EIS 
measurements are operated on a static system, theories of instantaneous impedance 
have been developed to suit the need of investigating systems in transient status and 
ones that cannot be treated as quasi-stable. 
(iv) Small amplitude and changing amplitude. Excitations of small amplitude are strictly 
required for EIS measurements, as explicitly explained in the next section. In contrast, 
most practical systems are nonlinear in nature. EIS using excitations with a range of 
amplitude have thus been used to probe the nonlinear information of the system, which 
is named changing amplitude EIS (CAEIS) here and is reviewed in more detail in Chapter 
2. 
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1.2.3.3 What Makes A “Good” EIS Measurement? 
Despite being a widely adopted and flexible technique with applications on many systems, EIS is 
actually a technique with strict conditions. Based on Heaviside’s definition of impedance, the most 
important restriction for impedance measurements is that the target system should always be in the 
linear region. In other words, the system should satisfy the following four criteria of the Linear 
System Theory (LST) throughout measurement [12]:  
(i) Causality. There should be no responses that can be detected before the excitations are 
applied and responses should be related to the excitation signal only. 
(ii) Linearity. The response-excitation relationship should be governed by linear differential 
laws, where harmonic responses are eliminated. In other word, the impedance 
measured should be excitation amplitude independent. 
(iii) Stability and Reversibility. The system under investigation must be in a stable or at least 
quasi-stable status during EIS measurements. Furthermore, the system should be able to 
relax back to its initial state after the measurements. 
(iv) Finiteness. The impedance of the system must be finite for all the frequencies and 
singularity free. 
 
To verify whether a measurement fulfils LST conditions or not, Kramers-Kronig transform (KKT)[2] is 
a useful tool that has been commonly adopted. [20] Based on the fact that the imaginary and real 
components of experimental impedance data are inter-correlated, one can transform from one to 
the other using the following formulas:  
2 20
2 ''( ) ''( )
'( ) '( )
xZ x Z
Z Z dx
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 

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
                 (1.14)  
If a set of impedance data satisfies the Kramers-Kronig transform, the system, regardless what 
physical processes involved, is governed by LST [11], i.e., it obeys causality and is linear, stable and 
conductive. 
 
Practically, in order to check the strict requirements are met, the easiest approach is to probe a 
stabilized system with small amplitude excitations. Depending on the system, a commonly 
acceptable range of the excitation amplitude is from 5 to 50 mV (RMS) in potentiostatic 
measurements and tens of milliamps for galvanostatic experiments.[7, 10, 13] Since low excitation 
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signals lead to poor signal/noise ratios, it is necessary to balance these two opposite issues, which 
can be difficult sometimes without knowledge of the system. A more in depth discussion of this issue 
is presented at the end of this chapter. 
 
1.2.4 Equivalent Circuits and Parameter Fitting 
1.2.4.1 Equivalent Circuits 
The impedance behaviour of the dielectric sample in Debye's model, described above in section 
1.2.2.2, is closely comparable to the impedance behaviour of a simple circuit as described below. We 
define 
0S SC                             
(1.15.a) 
0C                                        
(1.15.b) 
The instantaneous polarization of electrons is represented by    and the parallel time dependent 
polarization process expressed as a combination of       and a resistor R, which relates to the 
slow orientation of the dipoles. From the RC circuit shown in Fig.1.5, the time constant can then be 
written as  
𝜏   (     )     (1.16) 
The impedance of the circuit in Fig.1.5 gives rise to a complex plane plot that has the exact same 
shape to that in Fig.1.2. It is thus an equivalent circuit (EC) to a dielectric sample. 
 
It is notable that the above connection between ECs and physicochemical processes are not 
exclusive to this particular dielectric system. In fact, they are genetically connected through the 
 
Fig.1.5 an equivalent circuit of Debye's model, modified from Fig 2.1.2 in [2] 
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fundamental laws governing relationships between the potential, current, charge and conductivity 
of either electronic and ionic conductors, i.e., ECs are idealized systems bearing all the characters of 
charge transportations. Furthermore, the elementary way of combining circuit elements in ECs is a 
perfect analogy for the combination of various types of charge transfer or dielectric process in a real 
physicochemical system. Therefore, equivalent circuit analysis (ECA) has been widely adopted as a 
fast data analysis tool in electrochemical impedance spectroscopy. 
 
A set of commonly used EC elements and their impedance are listed in Table.1.1. Their physical 
meanings and usage are briefly covered here: 1) Resistor: it relates to energy dissipation processes, 
for example, electrical field energy is transferred into the heat generated through collisions between 
charge carriers and lattice atoms. 2) Capacitor: it usually signifies electrochemical interfaces, where 
potential difference is built up across a few atom layers. 3) Inductor: it relates inductance effects, 
such as the growing of pores when etching Aluminium. However, Macdonald et al. [14] mentioned in 
1977 that the inductor in an EC can be substituted by a combination of resistances and capacitors 
(RC) with negative values. 4) Constant Phase Element (CPE): denotes kinetics that involves both 
energy storage and dissipation effects, such as, charge transfer at a porous electrode surface.[1-3] 5) 
Infinite Warburg impedance: usually is attributed to diffusion processes and becomes dominating at 
low frequencies with a semi-infinite boundary condition. 6) Finite Warburg (open circuit): describes 
diffusion processes with finite length boundary and is usually related to thin film systems with fixed 
amount electroactive materials, which cannot be replenished once consumed. 7) Finite Warburg 
(short circuit): describes finite length diffusion processes and is commonly applied when a rotating 
disk electrode is used. 8) Gerischer Element: exhibits extremely similar Nyquist behaviour to the 
finite Warburg impedance, but is derived for a system in which a chemical reaction step precedes 
and/or succeeds the electrochemical processes. [14, 15] 
 
EC 
elements 
Symbol Impedance Nyquist plot Bode plot 
Resistance 
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Table 1.1 Basic Equivalent Circuit elements 
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1.2.4.2 Theoretical Modelling 
The other commonly used approach of impedance data analysis is directly modelling the system 
based on the understandings of known mechanisms and comparing the predicted impedance 
behaviour with the in-situ measured data. Although constructing a suitable model for an unknown 
system can be challenging and time-consuming and usually a combination of ex-situ and in-situ 
methods are necessary to comprehensively characterize the system, this approach does offer direct 
insight into the major mechanisms of a particular system. In contrast to ECA, a supplementary tool 
for instantaneous analysis, theoretical modelling is always a preferable long-term solution. 
 
Commonly adopted theoretical models include electrochemical models, state-space models, 
differential impedance analysis and finite element models. In this work, we focus only on the 
electrochemistry models, which are more generally applicable for various types of system. The 
Debye model, mentioned in previous sections, the models used to simulate Ferricyanide and 
Ferrocyanide redox reaction and the Alder-Steele model for oxygen reduction on mixed ionic-
electronic conductor (MIEC) are all within this category. 
 
1.2.4.3 Experimental Data Fitting 
To quantitatively characterize a system, it is important to extract kinetic parameters from 
experimental data through fitting either to ECs or electrochemistry models.  Based on the famous 
Levenberg-Marquart algorithm (LMA) [16] for nonlinear least square fitting, Sheppard [17] and 
Macdonald [18] developed the complex nonlinear least square fitting (CNLS) by fitting the 
intercorrelated real and imaginary components of impedance data simultaneously. CNLS has 
become the core algorithm for most of the main-stream commercial impedance analysis software. 
Instant analysis of experimental data can thus be done easily with the built-in elementary EC 
functions combining with the powerful fitting algorithm. 
 
Although CNLS and ECs are convenient and powerful tools for impedance analysis, it is worth 
mentioning that they do not always provide useful insights into the actual mechanisms of a system.  
Confusion can easily arise when one has limited knowledge about the system investigated. For 
example, as can be seen in Table.1.1, finite Warburg impedance (short circuited) and Gerischer 
impedance predict almost exactly the same "half eye-drop" shaped impedance curve in Nyquist plot, 
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which can also be effectively simulated by a combination of a resistor and a constant phase element. 
This is due to the fact that EC is merely an analogy to physicochemical processes and can be very 
flexible with modularization and multiple parameters. All three circuits thus can be fitted equally 
well to a set of experimental data, but only one of them can be the most appropriate representation 
for the physicochemical processes in one system. It is, therefore, on the researchers’ own discretion 
to choose which model to use and determine how close the analogy is to the real system. [12, 19] 
 
1.2.5 Applications 
Owing to its capability to differentiate between closely related mechanisms in complex 
electrochemical system, EIS has been applied in various fields to characterize new materials and 
devices as well as investigate basic mechanisms. It has played an important role in many astonishing 
achievements in the past decades, which includes the revolution in high-temperature 
electrochemical sensors in environmental, industrial and energy efficiency control, inventions of 
various solar cells to provide alternative energy and the introduction of fuel cells to avoid the 
inherent inefficiency of traditional electricity generation set out in the Carnot cycle.[19] Moreover, 
the traditional concept of EIS has been extended to non-electrochemical systems, which also obey 
the conjugate relationship between perturbation and response variables in the linear regime. For 
example, mechanical impedance has been well established in mechanics and acoustics[2]; similar 
concepts are also introduced into electro hydro-dynamical systems and photo-electrochemical 
systems amongst others. [2, 20] 
 
1.3 A System of Particular Interest-Solid Oxide Fuel Cells 
As an energy conversion technique, fuel cells have been an intensively studied for decades, with 
impedance spectroscopy playing a significant role. This work focuses on gaining deeper 
understanding of the cathode mechanisms in solid oxide fuel cells (SOFC) using the newly developed 
nonlinear impedance technique. This section provides a brief review of the fundamental concepts of 
SOFCs. 
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1.3.1 Background 
The energy crisis associated with environmental and geopolitical issues has become the greatest 
challenge for human beings in the 21 century. The ever increasing demand for fossil fuels is driving 
up both the economic and environmental cost of energy usage. Therefore, exploring alternative 
energy resources/ generation techniques, which are efficient, potentially cheaper and more 
sustainable, is of great interest for both scientific research and industrial development and also 
driven by international policies. In contrast to the traditional centralized electricity generation and 
distribution, the new trend in energy supply is to move towards small-scale and distributed 
generation, in which wind turbines, photovoltaic, micro-turbines and fuel cells play an important 
role in meeting the local demand. Most of the alternative techniques enjoy the benefits of 
modularity and scalability to meet dramatically different load conditions.[21, 22] 
 
As a bridging technology to the promising "hydrogen economy", fuel cells provide solutions to take 
full advantages of traditional fossil fuels while generating less/no green house gases.[22] They 
benefit from fuel flexibility and high energy conversion efficiency, avoiding the limitation of the 
Carnot cycle of combustion. Depending on the development of water splitting and hydrogen storage 
technologies, fuel cells can potentially play a significant role in the self-sustainable and zero emission 
hydrogen economy. The basic principle of the fuel cell was discovered by Schonbein in 1838 and the 
first prototype was built by Grove in 1839. [23] After more than one and a half centuries' 
development, fuel cell technologies have grown into six major branches[23]: 1) alkaline fuel cells 
(AFC); 2) phosphoric acid fuel cells (PAFC); 3) molten carbonate fuel cells (MCFC); 4) polymer 
electrolyte membrane fuel cells (PEMFC); 5) solid oxide fuel cells (SOFC); 6) Direct methanol fuel 
cells (DMFC). This classification is principally according to the choice of electrolyte, which then 
determines the choices of electrode materials, operating conditions, ranges of power output and 
types of applications. For example, PEMFC, AFC and PAFC are generally operated in the low 
temperature range (50-250 oC), while MCFC and SOFC are in high temperature range (650-1000 
oC).[24] However, they all share some common characteristics, such as high efficiency, static and 
quiet operation and low/no emission during usage. 
 
This thesis focuses on the SOFCs, which enjoy the advantages of high power density, high overall 
efficiency and high fuel tolerance, compared to other types of fuel cells. Due to strong commercial 
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interest of leading companies in the field (GE, Westinghouse, etc.), solid oxide fuel cells (SOFCs) have 
been extensively investigated and designed in large scale stacks of multi-megawatts for integrating 
with gas turbine.[24] However, the relatively high cost of materials, complicated system designs and 
insufficient lifetime stability associated with the high operating temperature are the major 
constraints for wide adoption of SOFCs. [22, 25] In recent years, a major trend in SOFC research is to 
move towards small/medium scale applications, such as auxiliary power supply and combined 
heating and power generation systems. [21]  Research has been focused on bringing down the 
operating temperature from the high (850- 1000 OC) to the intermediate (500- 750 OC) range, 
without sacrificing the efficiency. It is thus essential to comprehensively understand the mechanisms 
of reactions and improve the lower temperature performance through materials engineering.  
 
1.3.2 Fundamental Concepts 
 
1.3.2.1 Principle of Work 
Distinguished from other types of fuel cells, SOFCs use ionic conductive solid oxides as the 
electrolyte. As shown in Fig.1.6, oxygen in the gas phase is reduced at the cathode into oxide ions 
(O2-) and transported across the electrolyte driven by electrochemical potential and oxidizes the 
hydrogen gas at the anode into water. Electrons flow through the external circuit from the anode to 
the cathode, during which the chemical energy is converted to electric energy and heat. To achieve 
an appreciable ionic conductivity, the solid oxide electrolytes are usually selectively doped to create 
sufficient oxygen vacancies in the lattice. In addition, it is usually necessary to operate at high 
enough temperature (800- 1000 oC) to compensate for the activation energy of the oxygen ion 
diffusion. An extensive review of electrolyte materials can be found in[23, 26]. High temperature 
operation allows the conversion process of hydrocarbons to hydrogen within fuel cells, which is 
called internal reforming obviating the need for external systems for fuel processing. The excessive 
heat generated from the reaction can also be utilized by coupling a gas turbine with the fuel cell 
stack, dramatically improving the system efficiency[21, 23]. 
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As shown in Fig.1.6, the chemical reaction in a SOFC is given as[23, 24]: 
   
 
 
            (1.17.a) 
which can be split into the anode and cathode respectively as follows, 
    
  ⇒          (1.17.b) 
 
 
     
 ⇒          (1.17.c) 
1.3.2.2 Intermediate Temperature SOFCs 
Due to the high operation temperatures required by ionic conductive electrolytes, it has been 
challenging to find robust yet cheap supplementary components (ceramic interconnectors and gas 
sealing) for SOFC stacks whilst maintaining the long-term operational efficiency of the system. [21, 
23, 24] Therefore, a major effort in SOFC research has been focused on lowering down the operation 
temperatures. Named as intermediate temperature SOFCs (IT-SOFCs), a range of promising yet 
immature SOFC systems are designed to be operated in a lower temperature range (400-700C), 
offering the following intriguing advantages[21, 27]: 1) better long-term stability in performance; 2) 
less restrictions on manifolding design, e.g. metallic separators and thinner heat insulators can be 
 
Fig.1.6 Operational diagram of solid oxide fuel cells (modified from [23]) 
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adopted; 3) faster start-up, which is essential for automobile related applications; 4) therefore, as s 
result of 1-3, lower overall cost. The emerging market of small scale (1 kW to several 10 kW) SOFC 
applications, such as combined heat and power (CHP) systems and auxiliary power supplier in 
automobiles, also tremendously stimulates the research in IT-SOFCs. As a relatively new area of 
SOFC research, identifying suitable materials with high performance at lower temperature and 
understanding fundamental rate limiting mechanism(s) are still the main challenges in IT-SOFCs 
research.  
 
According to Brandon, et al.[21], there are two major ways to lower the operating temperature of 
SOFCs, while still attaining reasonable performance compared to the more mature high temperature 
technologies. Firstly, decreasing the dimensional thickness of the electrolyte can effectively 
compensate the increase of area specific resistance (ASR,   c  ) with decreased temperature. More 
importantly, materials engineering is essential to improve the ionic conductivity of electrolyte 
materials at lower temperature and boost the performance of suitable electrodes. In order to realize 
the latter, comprehensive understandings on reaction mechanisms and charge transport kinetics on 
each component are required. 
 
1.3.2.3 Performance Optimization 
 Fig.1.7 shows a typical polarization curve of a SOFC under operation, with electrical voltage against 
current density. The major loss in the electromotive force (EMF) of a fuel cell can be attributed to 
three effects [23]: 1) Activation polarization (Ea), which is related to the initial potential required to 
overcome the energy barrier of any electrochemical reaction, i.e., to activate the electrochemical 
reaction. 2) Ohmic polarization (Eo), which is the voltage drop in the mid current region and is 
linearly proportional to the increase of the current density and is primarily due to the internal 
resistance of the electrolyte. 3) Concentration polarization (Ec), due to the fact that, at high current 
density, cell voltage drops dramatically, which is caused by the depletion of fuel and/or oxygen in 
porous electrodes and the domination of diffusion mechanisms. 4) Reaction polarization (Er), which 
is related to side chemical reactions associated with the oxide ion transportation and is usually very 
small. All of the above can be expressed as 
 ( )                     (1.18.a) 
          (1.18.b) 
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where R is the overall DC resistance across the whole fuel cell. 
 
As mentioned in the previous section, the electrolyte part of the ohmic polarization can be 
minimized by decreasing the thickness of the electrolyte for IT-SOFCs. The major challenges are 
therefore to understand the reaction kinetics and the transportation routes in the electrodes and to 
minimize the associated potential losses. With state of the art SOFCs adopting thin, anode-
supported electrolytes, the cathode impedance is the primary contribution to the overall 
polarization of an IT-SOFC. 
 
1.3.3 Cathode and Oxygen Reduction 
Although it is important to understand the oxidation reactions on the anode side of SOFCs, in this 
work will focus on investigating the oxygen reduction mechanisms on the cathode side. A brief 
introduction on cathode materials and related reactions are provided in this section.  
 
 
Fig.1.7 Characteristic polarization curve of a fuel cell (modified from [23]) 
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Ideal cathode materials usually have the following characteristics [23, 28, 29]:  
(i) High electrical conductivity and high electrocatalytic activity to facilitate the oxygen reduction 
reaction; 
(ii) High compatibility with the adjacent electrolyte materials of choice, which includes chemical 
stability in the intermediate temperature range, as well as mechanically matching by having as 
close as possible a thermal expansion coefficient (TEC) to that of the electrolyte; 
(iii) High stability in the operating environment, i.e., the materials are stable in structure when 
temperature varies within the low and mediate range and in air atmosphere (CO2 containing); 
(iv) High porosity to facilitate gas phase transportation of oxygen to the electrode/electrolyte 
interface. 
 
Due to the nature of the oxygen reductions, described by Eq.1.7.c, an ideal environment for this 
reaction to happen is where electronic conductivity is high enough to bring in sufficient electrons 
and ionic conductivity is high so that the produced oxide ions are quickly transported away into the 
electrolyte. To minimize the polarization across the cathode, two strategies have been followed in 
recent years to identify optimal materials/structures: 1) mixing electronic conductors with 
compatible electrolyte materials to produce a composite cathode; 2) screening materials possessing 
both electronic and ionic conductivities. 
 
1.3.3.1 Mixed Ionic-Electronic Conductor (MIEC) 
Composite and single phase materials possessing appreciable electronic-ionic conductivities can be 
called MIECs. Most state of the art MIEC materials belong to the perovskite-oxide family, known as 
ABO3-type mixed metal oxides, in which both A and B sites can be partially or fully substituted 
without significant distortion of the cubic structure.[27, 30] See Fig.1.8. For example, the A-site ion 
can be an alkali, rare earth, alkaline earth, or other large ion that can be accommodated in the 
dodecahedral framework, and B-site can be taken by a 3d, 4d, or 5d transitional metal ion occupying 
the octahedral site. As the charge neutrality has to be maintained at all times, the effective negative 
charge introduced by substituting lower valent cations in A sites has to be compensated by an 
increase in valence of the B-site cation and/or the formation of oxygen vacancies. The former is 
called electronic compensation, which contributes to the remarkable electronic conductivity found 
in perovskites with transition metals on B-site; while the latter is the ionic compensation, which 
contributes to the ionic conductivity. Intense attention has been devoted to lanthanum transition 
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metal oxides (LaMeO3, Me = (Cu, Cr, Mn, Co, Fe)) in recent years, due to their promising electric, 
electrocatalytic and magnetic properties.[31-34]  
 
As mentioned before, the choice of cathode materials is largely dependent on the electrolyte 
adopted in IT-SOFCs. Ceria based electrolyte (most commonly gadolinium doped, CGO) is generally 
regarded as the preferred electrolyte material for IT-SOFCs over the more established electrolyte-
yttria stabilized zirconia (YSZ), due to its higher ionic conductivity at lower temperature (down to 500 
oC). Having shown promising compatibility with ceria based electrolyte, LaCoO3 based perovskite is 
regarded as a competitive candidate for cathode application.[35]  An extensive review on this family 
of materials can be found in Chapter 4. Applying NLEIS for investigating the oxygen reduction 
reaction on strontium and cobalt doped lanthanum ferrite La0.6Sr0.4Co0.2Fe0.8O3-δ (LSCF6428) cathode 
material is of particular interest in this work.  
 
1.3.3.2 Material Properties 
To quickly characterize the performance of a MIEC the electrical conductivity can be directly 
measured experimentally. It is the sum of the transportation involving two different types of charge 
carriers: electrons (or holes) and oxygen ions (or oxygen vacancies). The concepts and mechanisms 
of electronic conductivity and ionic conductivity in MIEC cathode materials are briefly reviewed in 
this section. 
 
Fig.1.8 Lattice structure of an ideal perovskite ABO3  
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1.3.3.2.1 Ionic Conductivity 
For an ion to move through a crystal lattice, point defects are necessary so that thermally-activated 
hopping of the ion is possible. The hopping in one direction can be driven by a chemical potential 
gradient or electrical field or both (electrochemical potential). As the hopping mechanism requires a 
certain activation energy to overcome lattice energy barriers between point defect, it is a strongly 
temperature dependent. For perovskite materials the ionic conductivity can approach as high as 1 S 
cm-1 at high temperatures. [27] 
 
The two major paths that ions are transported in a crystal lattice are[23, 36]: 1) Vacancy diffusion. 
Oxygen ions hop directly between the Schottky point defects, i.e., ions move by making a series of 
position exchanges with adjacent vacancy sites. 2) Interstitial diffusion. Ions transport among the 
Frenkel defects, i.e., instead of travelling along the regular lattice site, the ions transport by hopping 
via the interstitial sites. This type of transportation can be further classified as either direct or 
indirect. For direct interstitial diffusion, small ions directly hop from one interstitial site to another 
interstitial site; while, in the indirect diffusion, a large ion from an interstitial site substitutes a 
neighbouring ion on a lattice site and the latter is forced into a new interstitial site. It is of note that 
oxygen ion transportation mainly occurs through vacancy diffusion but interstitial diffusion can also 
contribute to the overall ionic conductivity. 
 
Oxygen ion diffusion is governed by the Fick's 1st and 2nd Law (1D for simplification)[37]: 
    
  
  
      (1.19.a) 
  
  
  
  
  
  
   
   
    (1.19.b) 
where J is the flux of the ion, C is the concentration of the transporting specie and D is the diffusion 
coefficient. Eq.1.19.a describes a static state diffusion, while the Eq.1.19.b taken into account of the 
spreading of the inhomogeneity, i.e., the time-dependent effect.  On a micro scale, the diffusion 
coefficient D is usually represented by a simple random walk model and can be expressed as 
  
 
  
        (1.20) 
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where m is the dimension factor,   is the frequency of the hopping and r is the length of step 
(hopping distance). As intercorrelated quantities, the diffusion coefficient and the limiting molar 
ionic conductivity    are connected through the Nernst-Einstein equation, 
    
 
 
 
     
  
     (1.21) 
where              o    the Faradaic constant,           o       the ideal gas constant 
and T the temperature. The measured conductivity   is thus a function of the diffusion coefficient 
(lattice structure), the point defect concentration (nonstoichiometry  ) and the temperature. 
 
1.3.3.2.2 Electronic Conductivity 
As mentioned in previous sections, if a B site is occupied by transition metal ions (TM), they can 
perform a valence change in order to compensate the charge imbalance introduced by divalent 
doping at the trivalent-A site.[38] The created TM4+/TM3+ couples acts as hopping sites for 
electrons/holes. i.e., introduce n-type or p-type conductivity. Doping with transition metals of 
variable valence states is thus a way to improve electronic conductivity of a perovskite, providing 
that the phase stability can be maintained in the operating temperature range. In addition to the 
strong dependency on electron/hole concentration, the electronic conductivity (  ) is usually a 
function of temperature and electron/hole mobility. Its dependency on temperature can be metallic, 
or semi-conducting/insulating, which depends on the species and the amount of doping in A sites. A 
theoretical maximum is expected when the A sites are 50% doped by divalent species, which would 
results in a TM4+/TM3+ ratio of 1:1 (assuming only electronic compensation). However, in practice, 
ionic compensation is always happening simultaneously with electronic compensation. Therefore, 
the relative proportion of oxygen vacancies and oxidation of transition metal ions strongly depends 
on the temperature, pO2 and material species. 
 
1.3.3.3 Oxygen Reduction Mechanisms 
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The oxygen reduction reaction in Eq.1.17.c requires the presence of gas phase oxygen, electrons 
from the electrode phase and the transportation of oxide ions into the electrolyte phase. It thus 
preferably occurs at the triple-phase boundary (TPB) [37], as shown in Fig.1.9.a. In this case, the 
length of the TPB directly limits the rate of oxygen reduction reaction. In contrast, when a MIEC is 
used as the cathode material, the third requirement of electrolyte phase becomes less strict, as the 
reduced (or partially reduced) oxygen ion can be transported through the oxygen vacancies in the 
bulk of the cathode. The active region of the reaction increases dramatically, which then effectively 
decreases the polarization across the cathode. MIECs are thus of great interest as cathode materials 
in SOFC, especially in IT-SOFCs. 
Although they have been intensively studied in the past two decades, the oxygen reduction 
mechanisms on MIEC cathodes still have not been fully understood. In general, the oxygen reduction 
reaction on MIEC cathodes involves at least the following steps: 1) Adsorption of gas phase oxygen 
onto the cathode surface; 2) Dissociation into oxygen atoms by breaking of the covalent bond; 3) 
Reduction or partial reduction of O species; 4) Surface transportation or bulk diffusion to the 
electrode-electrolyte interface; 5) Oxide ion transport across the electrode-electrolyte interface. It is 
not yet clear which step is the rate limiting one in a particular MIEC material and in a certain 
temperature range. Two important quantities describing the incorporation of oxide ions into the 
cathode and the transportation of oxide ions in the bulk of the cathode materials are the oxygen 
surface exchange coefficient k (cm s-1) and the oxygen diffusion coefficient D (cm2 s-1), respectively. 
In addition, a strong correlation between k and D has been reported in [39], which suggests that 
both quantities can be improved by increasing the nonstoichiometry. According to the Adler-Lane-
 
Fig.1.9 Oxygen reduction on a) triple-phase boundary and  
b) mixed conductor surface (modified from [37]) 
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Steele (ALS) model for oxygen reduction on porous mixed-conducting electrode [40], it is the 
product that determines the area specific resistance, i.e., the surface exchange and the bulk 
diffusion processes co-limit the oxygen reduction process. The derived expression [40]for Zchem are 
shown below: 
            √
 
   𝜔     
     (1.22.a) 
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             (1.22.c) 
in which,    is the concentration of the oxygen vacancies,   the porosity,   the surface area, 𝜏 the 
solid phase tortuosity,    and    are constants of the order of unity that depend on the specific 
mechanism of the exchange reaction and       n (   )   n (  )⁄⁄  a thermodynamic factor. The 
Nyquist plot of the above expression can be found in Fig.1.10. 
Although there are a few methods that can be used to experimentally determine the value of k and 
D, including isotope exchange techniques, conductivity relaxation methods and impedance 
spectroscopy, the reported results can vary by orders of magnitude even for the same materials. 
Therefore, not only are the mechanisms and kinetics of the oxygen reduction still under exploration, 
experimental methodologies for more consistent measurements are required.  
 
1.3.4 In-situ Investigation of Electrochemical Performance Using EIS 
Owing to its unique advantage of being able to separate different processes convoluted in one 
system by their different characteristic frequencies, EIS is an ideal method to explore the complex 
oxygen reduction reaction on SOFC cathodes. The typical impedance behavior of a porous MIEC 
cathode is shown in Fig.1.10. At the high frequency end, the AC perturbation is too fast to allow any 
reaction to take place, thus only a pure resistance can be found due to the electrolyte. In the mid 
frequency range, usually one or two perfect semi-circles appear due to charge transfer across the 
grain boundaries of electrolyte and/or the electrode-electrolyte interface, depending on the 
materials. In the low frequency region, a “half-eye drop” shaped curve can usually be found due to 
the convoluted effect of multi-step oxygen reduction reaction as well as possible gas phase diffusion. 
By fitting an equivalent circuit to the impedance data, one can pull out important quantities directly, 
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such an ASR values and DC conductivity for both electrolyte and electrode. Since EIS measurements 
are carried out in situ, SOFC can be tested under various operating conditions (temperature, pO2 and 
loads). By checking the trend of the impedance curve changing with operating conditions, more 
information directly/indirectly related to the mechanisms can be extracted. Especially when 
combined with an appropriate model, one can also evaluate the oxygen surface exchange coefficient 
and the diffusion coefficient of the cathode from the change in shape of the curves.  
 
However, due to the extreme flexibility of equivalent circuit analysis, extra care has to be taken 
when choosing the EC. In depth discussions of this matter are carried out in both Chapter 3 and 
Chapter 4 when looking into specific systems. 
 
1.4 Intrinsic Limitations of EIS 
Despite the fact that EIS has been widely adopted in many areas, due to the considerable 
nonlinearity involved in most heterogeneous systems, such as SOFCs, it is worthwhile to take a step 
back and consider its intrinsic limitations as a linear technique. As mentioned before, to linearize a 
system, small excitation amplitude is required in EIS measurements.  The following discussions do 
not invoke a specific system and are generic for the methodology itself. 
 
 
Fig.1.10 Typical impedance of a porous MIEC cathode (modified from [37]) 
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1.4.1 Nonlinearity in Practical Systems 
Most practical systems are nonlinear in nature. In other word, it is more reasonable to say that most 
practical systems can only be treated as linear under certain conditions, i.e., linearity is relative while 
nonlinearity is absolute. As the most cited equation in dynamic electrochemistry [1], the Butler-
Volmer equation describes the simplest scenario of a charge transfer reaction: 
    [ 
  
   
    (   )
   
  ]     (1.23) 
where    is the exchange current at equilibrium,   the transfer coefficient, n the number of electron 
transferred in the reaction and   is the overpotential, the potential relative to the equilibrium 
potential under the standard conditions. Eq.1.23 is generally applicable to many systems involving 
charge transfer processes as it is derived from a general kinetic mechanism governing most of the 
chemical/electrochemical reactions-the Arrhenius rate equation: 
     
  
       (1.24) 
where  , the rate of the reaction, is a multiple of the collision frequency A and the possibility of 
reaction determined by the activation energy Ea and the temperature T. 
 
Due to the intrinsically nonlinear exponential function, any reactions built upon Eq.1.24 and Eq.1.23 
are nonlinear in nature. As mentioned before, in order to apply EIS measurements onto a nonlinear 
system, the amplitude has to be small enough that the governing equation can be reasonably 
linearized, i.e., the high order terms are small enough to be ignored in the Taylor expansion form of 
Eq.1.24: 
   [  
  
  
 
    
     
 
    
     
  ]    (1.25) 
 A quick estimation based on Eq.1.23 and Eq.1.24 can be performed to demonstrate the acceptable 
range of the excitation amplitude. Presuming a heterogeneous system involving a one electron 
transfer reaction is measured at room temperature in potentiostat mode,  in order to effectively 
eliminate the high order terms, 
  
  
 has to be smaller than 1. The allowed over potential   can thus be 
calculated to be smaller than 25 mV. This indicates that the amplitude decrease with the order and a 
stricter requirement can be that the amplitude of the second order term has to be smaller than 1% 
of the first order term for the system to be linear. If this is the case,    will have to be smaller than 
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0.5 mV. Depending on the system and the actual expression of the governing equation, the 
tolerance range of excitation can vary, but it is generally very small so that high accuracy digital 
instruments are required. 
 
1.4.2 Intrinsic Disadvantages of EIS 
Due to the strict requirement of linearization, the normal EIS technique generally suffers from the 
following intrinsic disadvantages:  
(i) Smaller excitation signals yield better linear approximation but results in poor signal-to-noise 
(S/N) ratio[2]. In other words, the quality of an EIS measurement is essentially determined by 
the balance between the quality of the measured signal and the quality of the EIS 
measurement itself. Unfortunately, it is generally hard to pre-determine the “sweet spot” 
before the measurements, especially for an unknown system. Moreover, as nonlinear 
characteristics can vary greatly from system to system, it is challenging for the 
experimentalists to distinguish the distortions in the data caused by bad signal-to-noise ratio 
 
Fig.1.11 Responses to small excitation E and even smaller 0.4 E (the left three diagrams are shown in 
time domain and the right are in frequency domain.) Modified from [40] 
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from those caused by nonlinearity of the system post-measurement. To better illustrate this 
dilemma, we assume E is a large excitation and 0.4E is small enough to compress the 
nonlinear terms. See Fig.1.11[41] below. By decreasing the amplitude from E to 0.4E, the 
linearity of the response signal has been improved, but harmonic terms are still measurable 
despite the fact that the measurement has approached closer to the noise floor of the 
instruments. 
 
(ii) Omitting nonlinear information may result in severe ambiguity, as impedance spectra for 
different processes can be very similar under linearization. For example, when applying EIS 
measurements to polymer electrolyte membrane fuel cells (PEMFC), it is impossible to 
distinguish the impedance spectra for flooding and CO-poisoning under certain operational 
conditions[42]. A similar problem is also reported in solid oxide fuel cell (SOFC) research as 
different theoretical models for oxygen reduction at the cathode-electrolyte interface predict 
exactly the same EIS behaviour after linearization, which makes it impossible to distinguish 
the determine mechanism from EIS measurements.[43] This is mainly due to the processes 
involved in the target system having similar time constants and therefore giving rise to 
features in the same frequency range in EIS. In this case, the nonlinear information omitted 
by normal EIS becomes crucial for detailed investigation. 
 
(iii) The masking effect of the linear processes can prevent one from getting precise information 
of the nonlinear processes of real interest in normal EIS. The current response in a 
potentiostatic measurement can be divided into two parts:  
 C FI I I      (1.25)  
IC , the charging current from the double layer capacitor at the electrode-electrolyte interface 
and IF is the Faradaic current, relating to the charge transfer kinetics. When the charging 
current overwhelms the Faradaic current, it is hard to extract enough information on the 
reaction mechanisms from EIS data. For example, this masking effect made it impossible to 
distinguish between thin film diffusion and agglomerate diffusion of oxygen at the cathode in 
PEMFC research[44].  
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1.5 Summary 
This chapter provides a brief review on the electrochemical impedance spectroscopy technique and 
solid oxide fuel cells, an area where EIS has been adopted as an important tool for in-situ 
characterization. The intrinsic limitations of EIS due to linearization are also discussed, which 
demonstrates the need to expand this powerful technique into the nonlinear domain for better 
application. The following chapter will, therefore, focus on a thorough discussion on the nonlinear 
EIS technique both in theory and experimentally. 
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Chapter 2. Nonlinear Electrochemical Impedance 
Spectroscopy (NLEIS) 
This chapter reviews the development of nonlinear electrochemistry techniques, including NLEIS and 
other related harmonic analysis methods. Focus is given to the basic concepts of NLEIS as well as the 
experimental setup both in hardware and software. Moreover, an in-depth discussion on how to 
effectively interpret the nonlinear data is also presented.  
 
2.1 A Nonlinear Extension of Traditional EIS 
As discussed at the end of Chapter 1, the pure linearity of the impedance concept strongly constrains 
the traditional electrochemical impedance spectroscopy technique (normal EIS) to the linear domain. 
The technique itself, however, has a much larger potential to collect more comprehensive 
information from an electrochemical system without necessarily requiring extra equipment and 
measuring time.  
 
2.1.1 Source of Nonlinearity 
As mentioned before, most practical electrochemical systems contain certain levels of nonlinearity. 
The simplest scenario of the charge transfer reaction described by the Butler-Volmer equation 
(Eq.1.23) gives rise to the current-overpotential (i- ) curve shown in Fig.2.1. In a normal EIS 
measurement, the excitation signals with small amplitude are used to probe the system, which make 
the curvature of the i-  curve effectively negligible, see the top-left quadrant of Fig.2.1. When a 
segment of the i-  curve is treated as a straight-line, the response signal from the system is pure 
sinusoidal and at the exact frequency of the excitation. In contrast, in a NLEIS measurement, an 
excitation with much larger amplitude is applied to the system, which is reflected through a segment 
of the i-  curve with considerable curvature in the response side; this results in harmonic signals at 
integer multiple frequencies on top of the fundamental response signal, see the bottom-right 
quadrant of Fig.2.1. Directly related to the curvature of the i-  curve, the harmonic signals contain 
the subtle nonlinear information which is discarded by normal EIS. 
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2.1.2 Harmonic Impedance--Proposing an Empirical Definition 
A valuable idea that can be drawn from the normal EIS experience is that, compared to the directly 
measurable voltages and currents, impedance is a quantity that is independent of experimental 
conditions but intrinsic to the systems. As impedance is a function of only the frequency, the 
amplitude of the voltage cancels with that of the current, as long as Eq.1.1 holds true. This allows 
users to deal with the information of the system exclusively. As mentioned before, the definition of 
impedance, described by Eq.1.1, is a purely linear concept. It becomes invalid when the response is 
not strictly at the same frequency of excitation, such as in NLEIS measurements. Despite the fact 
that NLEIS or related harmonic techniques have been adopted in many works, a consensus on how 
to extend the concept of impedance into the harmonic domain has not been reached yet. It is thus 
beneficial to discuss supplementary approaches to replace the linear impedance concept for 
nonlinear applications and to facilitate data analysis and the interpretation of results.  
 
To better compare EIS and NLEIS, Fig.2.1 is expanded into Fig.2.2.   
 
Fig.2.1 Current-overpotential characteristic curve for one electron transfer reversible reaction 
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For a linear system, the response (Fig.2.2 (2)) is a perfect sinusoidal wave at the excitation (Fig.2.2 
(1)) frequency with only modified amplitude and phase. In contrast, for a nonlinear system, the 
distorted response (Fig.2.2 (4)) can be treated as an overlap of harmonic signals (DC is zero order) 
onto the fundamental one. More interestingly, depending on the experimental configurations and 
equipments used, the responses may or may not have further feedback effects on the excitation side 
(Fig.2.2 (5)), which are usually negligible in amplitude but can be amplified by dominating linear 
components in the system. Further discussion on this matter is carried out in the experimental 
section 2.2, while here the focus is restricted on the theoretical aspect.  
 
Previous work can be classified into two techniques: 1) defining a harmonic impedance to facilitate 
data analysis; 2) directly looking into the harmonic response signals. Macfarlane et al. [1]in 1995 
proposed a straightforward definition for harmonic impedance, by introducing virtual harmonic 
excitations with the same amplitude to the actual fundamental excitation, the Heaviside format of 
 
Fig.2.2 Responses of linear system compared to that of nonlinear system (Blue sinusoidal waves 
are excitations and red ones stands for responses) (1) & (3) a single sinusoidal wave excitation; 
(2) a single sinusoidal wave response at the same frequency of 1; (4) a distorted sinusoidal wave 
response, which can be expanded into harmonic waves; (5) harmonic responses that are 
transformed back to excitation end through the nonlinear system 
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the normal impedance (Eq.1.1) was kept but at integer multiples of the fundamental frequency. 
Although this definition reduces the difficulty in equation solving, a drawback is that the definite 
virtual potential has no physical connections with the actual experiment and thus carries no physical 
meanings. The calculated harmonic impedance is thus equivalent to the harmonic current and still 
depends on the excitation amplitude. On the other hand, many works [2-5] have circumvented this 
problem and directly dealt with harmonic responses, the data directly collected from the 
experiments in either voltage or current form. Different levels of post-processing have been adopted, 
including various types of normalization, nondimensionalization and transformations between 
frequency/time domains, designed to isolate the multiple variables convoluted in complex systems, 
such as temperature, pO2 and excitation amplitudes. 
 
Based on previous work and in order to represent the harmonic responses in a more intuitive 
manner to facilitate understanding and analysis, a new empirical definition for the harmonic 
impedance is proposed here. A modified version of Heaviside’s impedance definition (Eq.1.1) is 
adopted, in which the amplitude of excitation has to be taken into consideration:  
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where    is the amplitude of the sinusoidal excitation at frequency   
 
  
,  n and l are the index 
number for the order of harmonic currents and voltages, respectively, i.e., the harmonic current and 
voltage are thus at frequency of    and   , respectively. It is notable that the potentiostatic mode 
has been assumed. As the impedance, this quantity still characterizes the inertia of a system 
(including both energy storage and energy dissipation processes) to external excitations. Eq.2.1.a can 
be expanded by l,  
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The first terms describes the system when either there are no harmonics on the excitation side 
(Fig.2.2 (5)) or they are negligibly small. It can be further expanded by harmonic index n of the 
current, 
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which is equivalent to the following format in admittance,  
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Based on Eq.2.1, the        are connected in series to each other while, the further expansions 
        are connected in parallel, as shown in Fig.2.3.  
 
 
It is worth noting that the          term is not exactly the linear impedance as shown in Eq.1.1, due 
to the fact that it is still a function of the excitation amplitude. To peel off this effect for all the 
harmonic impedance elements, Taylor expansion on the amplitude is applied:  
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where         is the index for the Taylor series. Therefore, the linear impedance in Eq.1.1 is 
equivalent to            . In this case, each element in the circuit matrix of Fig.2.3 can be expanded as 
 
Fig.2.4 Expansion for harmonic impedance element          
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shown in Fig.2.4. The number in the blue area denotes that each impedance          responds to 
the excitation in the way described by Eq.2.1.f, i.e., on a power to a certain order of the excitation 
amplitude. 
 
Each individual element           contains a unique piece of information about the system and can 
be treated separately under this definition. With the increase of the order (l, n or m), the 
information carried by the harmonic impedance element becomes more negligible in magnitude, as 
in any power series expansion. However, the significance of high order terms in analyzing the system 
is determined by the system and level of complexity of the theoretical models, i.e., the more 
mechanisms convoluted in a system, the more possible scenarios to describe the system, thus the 
subtle information offered by higher order harmonics becomes more valuable in distinguishing them.   
As an analogy, to fit a curve with a power series, the series is usually truncated at a certain order, 
which is determined by the level of precision required. NLEIS offers the capability to look into these 
high order harmonic elements separately with high precision, thus can provide much higher 
sensitivities that normal EIS technique, which focuses only on the            term. 
 
2.1.3 General Advantages 
As an extension to the normal EIS technique, NLEIS circumvents the restriction on excitation 
amplitude, thus does not suffer from the signal/noise ratio problem mentioned in Chapter 1. In 
addition, the harmonic signals that are measured precisely in NLEIS can be utilized to correct the 
nonlinear contributions to the fundamental term. Users therefore can get perfect normal impedance 
data without worrying about the noise level. M. Kiel et al. measured the fundamental signal under 
much larger excitations than normally used in EIS experiments and achieved normal impedance data 
with higher precision by deducting the harmonic contributions to the fundamental term.[6-10] 
 
Besides being able to improve the normal EIS measurements, NLEIS offers some more promising 
advantages that cannot be achieved by using only normal EIS:  
(i) It provides subtle yet valuable information about the nonlinearity of practical systems. As 
discussed in previous sections, the high order harmonic impedance elements become more 
useful for complex systems involving multiple steps of charge transfer/transportation and other 
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mechanisms.  NLEIS is especially useful when several hypotheses are available yet give 
impedance profiles very close to each other. It is common for many systems, such as fuel cells 
and corrosion systems, when linearized in normal EIS that all the candidate models yield 
indistinguishably similar first order terms. 
(ii) It offers direct insight into the symmetry of a system. There are two folds of meanings for the 
word "symmetry" here. (a) Geometric symmetry. It is determined by the homogeneity of 
electrolyte as well as the positioning and the characters of electrodes. This type of symmetry is 
thus critical for two-electrodes configuration. (b) Kinetic symmetry, i.e., the reversibility of a 
reaction. Systems perturbed by AC signals in NLEIS are biased to perform forward and backward 
reaction alternately. The rates of both reactions are determined by their energy barriers. For the 
simplest case of one electron transfer reaction described by the Butler-Volmer equation (see 
Eq.1.23), the ratio of changes in energy barriers of forward and backward reactions under bias is 
determined by the charge transfer coefficient, α. When α  0.5, the barrier height for the 
reaction is perfectly symmetrical. In any other cases, kinetic asymmetry appears. 
(iii) It can circumvent unfavorable effects, such as the masking effect of linear components and the 
time-dependency of unstable systems. (a) The masking effect of linear components. Although 
people are generally interested in faradaic processes and related reaction kinetics, almost all the 
charge transfer systems involve electrolyte resistance and double layer capacitance, which 
sometimes can be dominating, especially at high frequencies, thus masking the other processes 
that are of real interest. Since these processes are usually relatively linear, compared to the 
faradaic processes, they should not contribute to the harmonic signals in NLEIS measurements. 
The masking effect, therefore, can be directly eliminated. Another promising feature of NLEIS is 
that it is capable of eliminating the time-dependency of the response signals. (b) The time-
dependency. For unstable systems, which drift during measurement due to either irreversible 
micro-structure change or accumulation of products, the exchange current iO of the charge 
transfer reaction is no longer a constant and may increase or decrease during a measurement. In 
most cases, this is an unfavorable factor for normal EIS and DC voltametry techniques, as most 
measured kinetic parameters should be constants rather than being functions of time. In NLEIS, 
the time-dependent factor appears in every harmonic term as a prefix multiple, see Eq.2.1, which 
can then be eliminated by various types of normalization treatment. For example, J. Wilson and 
S.B. Adler normalized all the harmonic voltage responses by dividing them by the fundamental 
voltage, which cancelled the prefix factor that might drift during measurements due to the cation 
segregation on the cathode surfaces.  
 
The above advantages are just conceptually summarized here and will be discussed in-depth when 
characterizing actual systems in the following sections and chapters. 
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2.1.4 Related Harmonic Analysis Techniques 
This section reviews the existing harmonic techniques that have been developed and adopted in 
applications in the past few decades, which draw a background for the invention of the nonlinear EIS 
technique. Most of the electrochemical harmonic techniques belong to a category of the 
polarographic methods, which involves superimposing a designed perturbation signal (can be pulse, 
square wave, sinusoidal, multi-sine, current sampled, etc.) on to a ramping DC bias. In this section, 
focus is given to three of the most developed methods, changing amplitude EIS (CAEIS), harmonic 
analysis (HA) and nonlinear AC-Voltametry (NLACV), which are closely related to the nonlinear EIS 
technique. 
 
2.1.4.1 Changing Amplitude EIS (CAEIS) 
With the development of experimental equipment, more attention has been paid to the harmonic 
behaviour of electrochemical systems under relatively high perturbations to gain insight into 
nonlinear mechanisms. As a controllable experimental parameter in EIS, amplitude can be assigned 
to a large range of values, despite the fact that for a validated EIS measurement it should be as small 
as possible. Utilizing this experimental feature, CAEIS is carried out on a normal EIS setup but the 
excitation amplitude is varied from small to large, so that the nonlinearity of the system can be 
effectively probed. The multiple "impedance" curves (it is actually          instead of           ) are 
then plotted in a Nyquist plot for comparison. For a purely linear system, all the curves under 
 
Fig.2.5 An example of CAEIS on a corrosion system. [11] 
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different excitations are expected to be overlapped. In contrast, if the system is nonlinear, one 
expects the dispersion of the "impedance" curves to increase with the excitation amplitude. See 
Fig.2.5 [11]. Urquidi-Macdonald et al. [12]and Diard et al.[9] first reported that varying the 
perturbation amplitude can lead to significant distortion in impedance data, which was attributed to 
the nonlinearity of the system under investigation. Darowicki [13] then proposed that the true 
impedance spectrum can be obtained by extrapolation of spectra from a series of measurements 
with perturbation amplitudes tending to zero. Darowicki systematically analyzed the effect of 
excitation amplitude on impedance spectra [11, 14]and applied CAEIS to simultaneously evaluate the 
corrosion rate and Tafel coefficients [11]. Although named as nonlinear EIS technique, only the 
fundamental current responses were analyzed using a traditional impedance format, thus it should 
be categorized as a CAEIS measurement. Although CAEIS is a useful method for both determining a 
suitable amplitude in a normal EIS measurement and probing the nonlinearity of a system, it suffers 
from long measurement time and poor resolution for harmonic responses (masked by and 
convoluted with the much larger fundamental response). 
 
2.1.4.2 Harmonic Analysis (HA) 
HA has been widely adopted in corrosion studies, it involves applying a large sinusoidal wave 
excitation at a single predetermined frequency and measuring the responses at its integer multiple 
frequencies, i.e., the harmonic responses. This feature is also widely available in most up-to-date 
commercial software, such as the ones for Solartron Modulab, Newton 4th and IVIUM instruments. 
By fitting the Butler-Volmer equation to the fundamental and the 2nd and 3rd harmonic responses, 
both Bosch and Bogaerts [15]and Meszaros et al.[16] acquired the exchange current density and the 
Tafel coefficients (slopes of the Tafel curve) from a HA measurement at a single frequency on 
different corrosion systems. This is advantageous compared to the normal EIS in terms of 
measurement time and precision.  
 
With improvements in the experimental equipment, multi-sine techniques have also been made 
available in most off-shelf software to speed up the normal EIS measurement. Instead of using a 
single sine wave, excitations at a combination of frequencies are applied simultaneously. It is 
assumed that there is no interference between the chosen frequencies, i.e., no harmonic responses 
involved, which is true when the excitations are small. With larger amplitude, the multi-sine 
technique can also be used in harmonic analysis, providing the frequencies of the excitation signals 
44 
are carefully chosen. For example, Rosvall et al. [17]used a well-configured square wave function of 
large amplitude, which ideally could be treated as a combination of infinite odd harmonic sine waves, 
to probe a solution containing a redox couple and measured the nonlinear response from even 
harmonics that should not appear for a linear system. They predicted in theory and confirmed from 
experimental data that the even harmonics do not exist if the reaction is symmetric. The challenge 
with their method is the fact that it is impossible to produce perfect square wave functions by 
stacking odd sine waves and artificial effects are thus inevitable. Gheem et al. [18, 19] applied a 
broadband of random phase multi-sine waves as excitation for harmonic responses, which took the 
advantages of both sine and white noise excitations, i.e., controllability and a broad range of 
frequencies. They applied the designed method on both linear and nonlinear electrical circuits as 
well as corrosion processes of aluminium [15, 20] and demonstrated the potential of measuring the 
impedance, the level of the disturbing noise, the level of the non-linear distortions and the level of 
the non-stationary behaviour simultaneously in a single experiment. 
 
2.1.4.3 Nonlinear AC-Voltametry (NLAVC) 
 
Closely related to EIS is the ac voltametry (ACV) technique in which a sinusoidal potential wave is 
superimposed onto a slowly sweeping linear dc potential. The current amplitude and phase are then 
plotted against the DC potential bias. As a mature electrochemical technique, various types of 
excitations are available, such as single and periodic square wave and pulse functions with large 
amplitude and sinusoidal signals with small amplitude. Based on harmonic analysis and Cyclic 
Voltametry, HACV takes a further step superimposing a large sinusoidal wave onto a dc ramping 
voltage, which provides the advantage of covering the full potential range and providing the 
information of both oxidation and reduction processes separately. The large amplitude square wave 
and pulse functions had been extensively studied in the time domain, the trend in the past decades 
has been the investigation of the response in the frequency domain in harmonic format. Principally 
driven by A.M. Bond and co-workers, sinusoidal ACV with larger amplitude excitation has proven to 
be a powerful technique for analyzing nonlinear systems. Engbolm [21]  and Gavaghan [22] and Bond 
et al. [22-25] published their work in this field consecutively in the same journal in 2000, showing 
harmonic responses can be both theoretically derived and experimentally measured through Fourier 
Transform (FT). Zhang and Bond[26]  reported their theoretical work (2007) on nonlinear ACV 
applied to a reversible surface-confined electron transfer process coupled to a pseudo first-order 
electro-catalytic process. This work is also based on Fourier analysis of experimental data. According 
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to Bond’s work[27] in 2009, the background current, emerging mainly from double layer capacitance 
charging process, is not as linear as previously supposed[28], and care is required in evaluating and 
subtracting it from harmonic responses. 
 
In a typical ACV experiment, measurements are only carried out at one or a few frequency points. 
Collecting information throughout the whole frequency range (mHz to MHz) and across a voltage 
range is extremely time consuming and unrealistic. Hence, although the nonlinear ACV has already 
proved itself a powerful electrochemical analysis tool, there are still considerable needs for 
extending EIS into the nonlinear domain, i.e., the measurement of signals arising from nonlinearity 
of a single DC voltage but across the entire frequency range. 
 
2.1.5 Recent Developments of NLEIS 
As can be seen from Fig.2.6, scanning frequency is not a naturally built-in function in both the 
harmonic analysis and the HACV. Whereas the essential benefit of using EIS techniques is that it can 
potentially separate mechanisms involved in one system according to their different relaxation time, 
 
Fig.2.6 A diagram of existing nonlinear electrochemistry techniques 
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one thus can investigate them separately. For example, the Tafel analysis carried out in the harmonic 
analysis[16, 29] cannot involve the diffusion effect, thus is preferably not operated in the low 
frequency range, as the evaluation of the Tafel slope would no longer be precise in a diffusion 
controlled region. To better compare the differences among the various harmonic analysis 
techniques, we consider potentiostatic measurements as an example, see Fig.2.6. Since current is 
the response here, the two controllable experimental parameters are the frequency and the 
potential amplitude; although the latter one can be specified as the amplitude of dc, ac signal or a 
combination of both, here they are generalized into the amplitude of excitation, which essentially 
describes where on the current-overpotential curve the techniques is probing. The frequency of 
excitation is important because the shape of the current-overpotential curve changes with the 
allowed relaxation time of the system. Based on the two criteria, DC techniques, such as Cyclic 
Voltametry, sit on the amplitude axis (zero frequency) while the traditional EIS appears close to the 
frequency axis (small amplitude). Since most practical systems are nonlinear in nature, to get a 
comprehensive picture of the involved mechanisms, it is beneficial to expand the experimental 
capability to probe the high amplitude and high frequency range (light purple area with dashed lines) 
when possible. This is where the three nonlinear techniques mentioned above fit in. Although all of 
the three techniques are capable to cover the full purple square, each one has its own specialties 
and limitations, thus should be considered as a different technique in practice. 
 
As demonstrated by the existing literature, the nonlinear EIS technique has been proven to be useful 
and offers unique features. The following part of this section reviews the development of the 
nonlinear EIS technique in a chronological manner. 
 
In 1990, Macdonald et al. [12] first applied Kramers-Kronig transforms in characterizing the stability 
and linearity of systems for impedance spectroscopy. The awareness of nonlinearity had then driven 
until research using EIS with large amplitude perturbations, i.e., CAEIS as reviewed in the previous 
section. Efforts focused on evaluating the distortions introduced to the fundamental response in the 
normal impedance format. In 1995, Wong and MacFarlane [1] directly measured and analyzed 
harmonic responses over a wide range of frequencies. Oliveira et al.[30] adopted the same definition 
and proposed three experimental methods to measure harmonic impedance in power supply circuits. 
In contrast, both harmonic voltages and currents are actual experimental signals. By introducing a 
virtual harmonic voltage, they defined harmonic impedance in a similar format to Heaviside's normal 
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impedance definition. Popkirov and Schindler[31] investigated the nonlinear effects for time domain 
impedance spectroscopy, which involves applying a frequency rich function of large amplitude, such 
as square wave and white noise, and performing Fast Fourier Transform (FFT) on the response to get 
a frequency spectrum. Still adopting the normal impedance format, Diard et al.[10] investigated two-
step reaction kinetics using CAEIS. In addition, they for the first-time discussed the possibility of 
introducing nonlinear equivalent circuits to analyze impedance data under large excitations. 
Expanding the response into harmonics by using the Bessel function, instead of the commonly used 
Taylor series, Harrington[2] theoretically studied the surface reactions involving a single adsorbed 
species, such as quasi-reversible electro-sorption reaction and the hydrogen evolution reaction 
obeying a Langmuir isotherm. The Bessel function offers two advantages: 1) Avoiding the 
contributions of different terms to the harmonic, in a Taylor series expansion; 2) The assumption in 
Taylor expansion that perturbation is close to zero is no longer needed. 
 
In 2005, Wilson and Adler et al.[3, 4] proposed a comprehensive methodology for nonlinear EIS 
measurement and analysis. They performed it on a solution electrolyte cell[3] and more importantly 
later applied the technique to the investigation of oxygen reduction processes on cathode-
electrolyte interfaces of solid oxide fuel cells.[4] By comparing different models for oxygen surface 
exchange to the high harmonic data, they concluded that the surface composition of the 
La0.8Sr0.2CoO3−δ (LSC) electrode changes during operation, specifically, Sr cations tend to segregate at 
the electrode surface.  A thorough review of their NLEIS methodology has been recently published 
by Adler and McDonald [7]. Freire et al.[32] investigated harmonic distortions on an electrolyte cell 
by numerically solving the governing differential equations and fitting the experimental data. 
Hirschorn et al.[33] studied the harmonic distortion to the fundamental EIS data and Kiel et al. [28] 
proposed a mathematical approach to automatically correct the errors introduced by higher 
harmonic terms to the fundamental signal.  Santhanam et al. [34] recently systematically studied the 
effect of series solution resistance on potentiostatic NLEIS measurements and its effect on the 
sensitivity of Kramers-Kronig transformation in detecting the nonlinear violations in normal EIS data. 
 
Attracted by the higher resolution and extra nonlinear information that NLEIS can offer, researchers 
have started to apply it in characterizing a wide range of systems.  Lvovich and Smiechowski [35] 
applied NLEIS in evaluating industrial lubricants and understanding mechanisms of fluid performance 
and degradation. Barczynski and Rolling [36] used NLEIS to study electronic and ionic conductivity of 
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copper oxide glasses and suggested that the nonlinearity observed for changes of temperature and 
frequency can be attributed to the coupling effect of electronic and ionic conducting mechanisms. 
Kadyk et al.[5, 8] applied NLEIS to investigate the causes for failure of proton electrolyte membrane 
fuel cells (PEMFCs). By qualitatively comparing 2nd harmonic experimental data, they managed to 
distinguish between failures caused by CO poisoning or electrolyte flooding, which cannot otherwise 
be distinguished by normal EIS. Lai [6] performed theoretical simulation and experimental NLEIS 
measurements on diodes, which is a good symbolization for sluggish charge transfer reactions and 
can potentially be used for nonlinear equivalent circuit fitting. Bensmann et al. [37] applied NLEIS to 
investigate electrochemical methanol oxidation kinetics and discriminated four different possible 
models from the symmetrical second order harmonics, but found that the fundamental linear 
impedance does not contain sufficient information.  Ispas et al. [38] studied Ni-Fe electro-deposition 
process under magnetic field and found from 2nd harmonic responses that the kinetics of the 
adsorption process can be influenced by the additional mass-transport contribution brought about 
by the magnetically driven convection. Smiechowski et al. [39] characterized colloidal suspensions of 
clinically relevant micro-particle biomarkers derived from white blood cells with NLEIS, which 
permitted the resolution of several remaining ambiguities in interpretation of low-frequency linear 
EIS experimental results. 
  
2.2 Experimental Methodology 
As mentioned before, performing the NLEIS technique should not, in theory, introduce extra 
cost for equipment, as essentially only a potentiostat and a frequency response analyzer 
(FRA) are required. However, due to the fact that it is not yet a mature technique, most 
commercial software does not offer the opportunities to carry out harmonic analysis while 
sweeping through a large range of frequency. By configuring the software in a non-standard 
manner, NLEIS measurements can be performed on some instruments, such as the Modulab 
software by Solartron and the built-in function panel of the Newton 4th phase sensitive 
analyzer (PSA). However, since the software is not optimized for this type of measurements, 
the instrument hardware is not tuned to perform the best measurements under these 
conditions, the results thus are not always satisfactory. A National Instrument PXI system 
with a function generator and a digitizer can be used effectively as a FRA to gain a better 
controllability with written LabView software. 
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2.2.1 Commercial Systems 
To perform the NLEIS, the Solartron Modulab system and a Newton 4th phase sensitive analyzer 
were used. The advantages and drawbacks of each system are discussed below, which provides a 
guideline for choosing off-shelf systems for NLEIS measurement.   
 
2.2.1.1 Solartron Modulab System 
As a chassis system, the Solartron Modulab contains a high-resolution FRA slot, potentiostat slot and 
a 2A power booster slot. See Fig.7 (Left). Controlled by commercial software, the system offers great 
capability and precision for combination of various types of DC and AC measurements, including 
normal impedance spectroscopy and multi-sine measurement. To perform nonlinear EIS 
measurements, multi-sine measurements have to be iterated through a step-wised list. The set-up of 
harmonic measurements is listed, as shown in Fig.7 (Right):  
 
1) “Multi-sine” was chosen with the “end frequency” 5 times of the “start frequency”, which allowed 
Modulab to record harmonic currents up to the fifth order of the fundamental;  
2) The value of “Custom” box was set to 1, which set the perturbation to be a single sinusoidal 
functions at the “start frequency” assigned; 
3)  “Recording All” box was ticked, in order to record all the harmonics in step (1) simultaneously; 
 
Fig.2.7 Solartron Modulab testing system and software configuration for NLEIS measurement 
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4)  The above 3 steps were repeated through a list of frequencies distributed between 0.01 Hz and 3 
KHz. 
 
Although the impedance measurement bandwidth of Modulab potentiostat (via FRA) is up to 1 MHz, 
which allows normal EIS measurement to  be performed with good precision (accuracy of reading 
0.1%  0.05%) up to 1 MHz. When programming the instrument to perform  NLEIS measurements, 
significant noise appears on all the excitation harmonics except the fundamentals at frequencies 
above 3 KHz and can also be observed on the high order (> 1st) harmonic responses. As shown in 
Fig.2.8, large noise peaks appear at the same frequency (from 5 KHz and above) for both "dummy" 
cell on the left and a Ferri-Ferrocyanide redox cell. It is possibly attributed to the fact that the 
machine is programmed to automatically change the shunt resistor in order to adapt the large 
difference in amplitudes between the fundamental and the harmonic signals, a function which 
becomes mechanically harder with increased frequency. As a closely packaged commercial software, 
this function cannot be modified by users and the artefact thus cannot be avoided, which limits the 
range of NLEIS measurements that can be performed on the Modulab system. 
 
2.2.1.2 Newton 4th Phase Sensitive Analyzer and Solartron Potentiostat Setup 
 
 
Fig 2.8  Measured harmonic potentials in potentiostatic mode 
(A- the “dummy” cell; B-the Ferri/Ferrocyanide solution) 
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Newton 4th phase sensitive analyzer (PSA) PSM 1735 is a similar device to a frequency response 
analyzer and offers the capability to simultaneously measure harmonic responses across the whole 
frequency range (0.01Hz to 1 MHz). To perform NLEIS measurements, it was connected to a 
Solartron 1287 potentiostat. The generated sinusoidal perturbation was then adjusted by adding a 
DC perturbation through the manually controlled potentiostat and applied onto the cell. Depending 
on the amplitude, it was capable of measuring up to 7th order of harmonic with its high accuracy 
voltammeter of significantly large bandwidth (10 μHz to 35 MHz). However the drawback was the 
software was also designed for harmonic analysis, i.e., it could not sweep through a frequency range 
automatically. Therefore, the results of the measurements had to be manually recorded, which was 
not efficient. 
 
Fig.10 shows a batch of harmonic currents measured in NLEIS experiments using the Newton 4th 
device. Although it was possible to obtain well-resolved harmonic response curves from the N4L 
PSM 1735 system up to 10 KHz, the noise control on the perturbation side was not ideal. Significant 
harmonic signals were observed from the voltage side and even with appreciable shape, especially in 
the range over 10 Hz, which made the response currents unreliable. In addition, due to its closed 
commercial software package, modification on the machine control and data acquisition could not 
be performed by users; therefore, it was hard to improve for NLEIS purposes. 
 
Fig.2.9 Newton 4th phase sensitive analyzer PSM 1735 
52 
 
 
2.2.2 National Instrument PXI System and Solartron Potentiostat Setup 
To gain the full control of the hardware, a new system was assembled using a National Instrument 
PXI chassis system working effectively as a FRA and a Solartron potentiostat controlled by a GPIB 
card. 
 
2.2.2.1 Hardware Setup 
To perform NLEIS measurements, a Solartron 1287 potentiostat was connected through a GBIP port 
to a National Instrument PXI-1036 chassis system, which contained a PXI-8331 controller, a PXI-5402 
function generator (14 bits resolution, 100 MS/s updating speed and 32 kB on-board memory) and a 
PXI-5922 digitizer (24 bits resolution, 15 MS/s sampling rate, 0 Hz- 6 MHz frequency range and 105 
dB signal-to-noise-and-distortion ratio). The chassis box was then controlled by a PC through a 
chipped-in PCI card. A schematic of the setup is shown in Fig.2.11. The amplitude of excitations was 
set to 100 mV (RMS) or above during the NLEIS measurements to achieve a good resolution of the 
current responses up to the 5th-order harmonic. The frequency range was set to be from 0.05 Hz to 
10 KHz, the lower boundary of which was limited by the data handling capability of the LabView 
software, i.e., for lower frequencies, the LabView software buffer was not sufficiently large to store 
 
Fig.2.10 Harmonic voltages (left) and currents (right) measured on a Ferri-Ferrocyanide redox 
couple (potentiostatic mode, 100mV RMS) 
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all the data sent from the hardwire even when a down sampling algorithm was applied (for the 
precision we required, 100 sinusoidal cycles with 213 data points per cycle). 
 
2.2.2.2 Software 
The controlling software and data analysis software are modified from Adler's patented version to 
adapt for the different hardware setup, which yields a much lower noise level for harmonic 
measurements. The full version of the software is available on request, while this section briefly 
summarizes the major functionality in flowchart format. 
 
2.2.2.2.1 NLEIS_RUN 
NLEIS_RUN is LabView based software for running NLEIS experiments on the above hardware setup. 
It configures the potentiostat through the GPIB card, controls the function generator to send a 
required sine wave through the potentiostat with required DC bias and configures the digitizer to be 
triggered by the signals sent back from the cell. Both the time-domain voltage and current signals 
are recorded and saved as txt files onto the hard drive. A schematic flowchart of its functionality can 
be found in Fig.2.12. It is of note that the software offers the capability to run through a list of 
frequencies as well as a list of amplitudes, which provides extra freedom for the user to eliminate 
the impact of the excitation amplitude during data analysis. 
 
Fig.2.11 A schematic of the NLEIS experiment setup 
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2.2.2.2.2 NLEIS_VIEW 
NLEIS_VIEW is a LabView based software designed to analyze generated data sets from NLEIS_RUN. 
Its major functions include importing the time-domain data, down-sampling the low frequency data, 
multiplying it with a chosen window function to adopize the data, Fourier transforming the time-
domain data into frequency domain and fitting to the harmonic terms. The final outputs are the 
harmonic currents and voltages in frequency domain, which are plotted in the front panel as well as 
saved into txt files on the PC's hard drive. A schematic flowchart is shown in Fig.2.13. 
 
Fig.2.12 The schematic flowchart of the NLEIS_RUN 
 
Fig.2.13 The schematic flowchart of the NLEIS_VIEW 
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2.2.3 A Few Points of Note 
As described briefly above, the NLEIS experimental is almost as simple as that of EIS, while the only 
essential differences between the two is that EIS discards the harmonic components in the response, 
which are kept and analyzed in NLEIS. However, to improve the quality of experimental results, there 
are several important aspects which need extra consideration. 
 
2.2.3.1 The Choice of Shunt Resistors 
As in EIS, to maximize the usage of the fixed bandwidth of a digitizer, the measured signal should be 
multiplied by the appropriate shunt resistor value in NLEIS. In contrast, the choice of the shunt 
resistor value should not only be determined by the amplitude of fundamental current, but also the 
difference in amplitude between the fundamental and harmonic signals should be considered, to 
achieve desirable resolution. Although not introduced in the current version of software, it is 
possible to designate different shunt resistors for each order of harmonic signal or automatically 
adjust the shunt resistor value based on the amplitude of the harmonic signals, as performed in the 
Modulab. Although automated adjustment might yield uncontrollable noise peaks at high 
frequencies, this feature essentially can be beneficial for the measurement of much higher order 
harmonics and greatly improve the precision. Depending on the specific configuration of the 
different instruments, this potentially valuable feature might or might not be achievable. 
 
2.2.3.2 Nonlinear EIS or Nonlinear EAS? 
The triggered harmonic excitations (Fig.2.2 (5)) are treated as undesirable factors in most cases, as 
they over-complicate the analysis processes in an unnecessary manner. The component Fig.2.2 (5) 
should thus preferably be eliminated at the experimental stage. It then becomes necessary to 
distinguish between nonlinear EIS and nonlinear electrochemical admittance spectroscopy (NLEAS). 
In normal EIS, it is essentially the same to measure either impedance or admittance, as they can be 
straightforwardly transformed into each other. In nonlinear measurements, however, NLEIS means 
using current at a fundamental frequency to probe the system and record all the harmonic voltages, 
which are directly proportional to the concept of impedance due to Ohm's law; NLEAS means 
applying fundamental voltage and measuring harmonic currents, which essentially equivalent to the 
concept of admittance. Since only a single harmonic signal exists on the excitation side in Fig.2.2, the 
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measured responses (voltages or currents) in multiple harmonics are no longer exchangeable from 
one to the other.  
 
Another fact that demonstrates the difference between the two measurements in nature is the 
impact of the linear components in an investigated system. It is understood from harmonic analysis 
that the unfavourable harmonic excitation signals (Fig.2.2. (5)) are usually introduced by the linear 
components in the system, which normally are the uncompensated resistance in series and double 
layer capacitance in parallel to the charge transfer processes of interest. See Fig.2.14.  For the NLEAS 
case, a certain portion of the voltage is inevitably distributed on the linear component, which 
becomes unpredictable when the harmonic currents are significant in amplitude relative to the 
fundamental. The actual voltage added over the nonlinear component is thus not controllable. Even 
IR compensation that is normally used in EIS to correct uncompensated resistance might not work 
exactly as expected, depending on the actual feedback mechanism inside the potentiostat. Methods 
to minimize the impact of linear components are discussed in the following section. On the other 
hand, for the NLEIS measurements conducted in galvanostatic mode, the double layer capacitor in 
parallel introduces errors. The paradox is that when i is designed to be a pure sine wave current V 
should be a pure sine as well across a linear resistor in series with a linear capacitor, yet due to the 
existence of the nonlinear component, that is hardly ever the case. 
 
As both NLEIS and NLEAS suffer from a  similar problem with linear components, NLEAS is slightly 
more advantageous for a wider range of applications, due to the following facts: 
 
Fig.2.14 Equivalent Circuit diagram of a typical nonlinear system 
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1) Digital voltammeters that are commonly used in potentiostats can measure much larger ranges of 
currents by using a variety of shunt resistors than voltage. It is thus beneficial to control the voltage 
as excitation and measure currents as response, i.e. in potentiostatic mode; 
2) Series resistance is usually easier to minimize experimentally than the double layer capacitor. In 
liquid electrolyte systems, adding support electrolyte can dramatically eliminate the impact of the 
uncompensated resistor. In solid electrolyte systems, the electrolyte resistance can be effectively 
reduced by decreasing the thickness of electrolyte. 
 
Therefore, in this work, focus is given to the NLEAS method, but to maintain consistency, we still call 
the method NLEIS. 
 
2.2.3.3 IR Compensation for NLEIS in Potentiostatic Mode 
As mentioned before, to eliminate the effect of serial linear components in harmonic measurements, 
either minimizing the electrolyte resistance or IR compensation can be adopted. In the traditional 
harmonic analysis method, IR compensation is the most commonly used tool [15, 16, 29]. However, 
when expanding the measurement to the full frequency spectrum, it can be problematic and users 
thus have to be extra cautious about which approach to choose. From Fig.2.13, the nonlinear 
impedance is represented by    and the linear one   , the voltage applied across the nonlinear 
components of interest can thus be expressed as 
    
  
     
       (2.2) 
The IR compensation should work well for low and medium frequencies, but when operated at high 
frequencies, the AC currents tend to flow majorly through the capacitor. Since large voltages are 
used as excitation, IR compensation at high frequency might introduce compensation voltage to the 
system that is as large as or even larger than the designated excitation signal. It is potentially a 
threat to the controllability of the measurement as well as to the safety of the instruments. In this 
case, the other approach of controlling the value the series resistance itself is more reliable. The 
series resistance has to be maintained at a certain value that is small enough to avoid introducing 
harmonic feedbacks to the voltage side, yet large enough to limit the capacitance current from 
overflowing the instruments.  
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2.3 Analysis Approaches 
With the fast development of high resolution digitizers, the hardware for NLEIS measurements is no 
longer a challenge. In addition, with an increasing number of applications, it is just a matter of time 
before commercial systems can integrate NLEIS features into their software. The remaining 
challenge now is lack of a systematic way of utilizing the harmonic data, which is due to the fact that 
the data is usually much more complicated than normal EIS data and a consensus between NLEIS 
users has yet to be reached. This section reviews a well-developed quantitative method proposed by 
the S.B. Adler group and an analogy is drawn from normal EIS to emphasize the need for a general 
qualitative approach for fast preliminary data interpretation purposes. 
 
2.3.1 An Analogy of EIS 
As a mature electrochemistry technique, electrochemical impedance spectroscopy has proven itself 
a powerful technique that can be applied in many fields of study [40-44]. The comprehensive 
development of three key aspects has brought EIS to today's stage: 1) the experimental equipments 
and methodology; 2) fast data analysis using equivalent circuits; 3) theoretical modelling for gaining 
in-depth quantitative insights and kinetic parameters. To better understand a system, although the 
ultimate goal is to fit theoretical models to experimental data and obtain kinetic parameters to 
describe the system, it is not a straightforward approach in most of cases, as the system of interest is 
generally less well characterized and it thus can be difficult and unreliable to directly try to construct 
a comprehensive model. In addition, due to the fact that there usually are multiple processes 
 
Fig.2.15 Analogy between the EIS and NLEIS methodology 
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convoluted together within one electrochemistry system, there likely are many models available that 
can potentially describe the system within the range of tolerance. Rather than spending excessive 
effort to directly compare different models, equivalent circuit analysis (ECA) serves as a quick 
diagnostic tool to eliminate irrelevant models in the first place. Repeating EIS experiments under 
various conditions, it is possible to gain important preliminary understandings of the system by ECA 
and qualitatively analyze trends. This step facilitates the following modelling procedure and makes 
the whole EIS analysis more efficient, as shown in Fig.2.15.  
 
In contrast, most of the existing work focuses on directly analyzing the harmonic data by fitting to 
theoretical models; hence it takes a very long period to analyze a set of NLEIS data depending on the 
level of complexity of the systems. A more general approach of qualitative analysis of the trend of 
harmonic responses under various conditions and pattern recognition can be beneficial to make the 
NLEIS technique suitable for wider applications. 
 
2.3.2 Quantitative Modelling 
The quantitative models are usually constructed and simulated to obtain the harmonic responses as 
functions of kinetic parameters, which are then fitted to experimental data to calculate the numeric 
values for each parameter. Depending on the systems investigated, theoretical models can be 
constructed in many different ways. For solid oxide fuel cells, the commonly used approaches can be 
categorized into the following classes[45]:  
1) Electrochemical kinetic models (EKM), based on polarization processes, are the most widely adopted 
modeling approach and can be extended into nonlinear forms from normal impedance models. EKMs 
can provide useful information about the mass transport, reaction rates, and electrolyte resistance in 
a SOFC, guiding the optimization process in decreasing polarization losses and then improving 
performance. For example, S.B. Adler et al. derived a polarization impedance model for the 
composite cathode, in which the total cell impedance was expressed as a function of the tortuosity, 
porosity, interface area, oxygen self-diffusion coefficient, and oxygen exchange coefficient. The 
drawback of this approach is that it might involve many parameters convoluted together, which 
requires special mathematical treatment to evaluate their impact on the overall responses separately, 
such as undimensionalization and/or clustering. 
2) State-space models. These are developed as compromises between the EKMs and equivalent circuit 
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models in EIS. They consist of two key procedures, linearizing the physical differential equations and 
transforming differential equations from the time domain to the frequency domain. Without the 
linearization process, the method can be applied to fit to the NLEIS data. Depending on the 
hypothesis made to simplify the model, the complexity of the model can be controlled, which 
depends on the user's previous knowledge of the system; 
3) Noncharge-transfer models, which are similar to the electrochemical kinetic models but taken into 
account of the impact of non-charge transfer processes, such as gas phase diffusion. The typical 
example in SOFCs is the ALS (Adler–Lane–Steele) model, which as mentioned in Chapter 1 describes 
the oxygen reduction processes on mixed ionic-electronic conductor cathodes. 
4) Finite element models, which are microscopic modeling approaches that directly correlate the 
thermodynamic properties of a system to its simplified microstructure. From this approach, it is 
possible to gain direct insight into the regional changes during operation, which cannot otherwise be 
achieved by other modeling approaches. This provides great advantages for finite element models to 
be applied as a diagnostic tool to study regional degradation as well as its evolution with time. 
 
 
2.3.3 The Missing Block- Qualitative Approach 
An attempt to fill up the missing block of NLEIS analysis shown in Fig.2.15 is conducted through both 
trend analysis and nonlinear equivalent circuit analysis (NLECA) in this thesis. 
 
2.3.3.1 Trend Analysis and Pattern Recognition 
This approach involves analysing the trend and some system-independent features of NLEIS data to 
gain qualitative insights into correlations between harmonic signals and to preliminarily determine 
the possible processes. By calculating the ratio of the amplitude of the harmonic responses to the 
fundamental response, the level of nonlinearity of the system can be determined, which is usually a 
function of frequency and closely related to the dominating processes. For example, the diffusion 
dominated low frequency region is generally much more nonlinear than the double-layer capacitor 
dominated high frequency region. Moreover, the ratio between the amplitude of the odd and the 
even harmonics and its trend of changing with different operating conditions reveals the symmetry 
of a system, which can be geometric in two electrodes configuration and/or kinetic depending on 
the charge transfer reaction on the electrode surface. In addition, it has been observed that the 
positions of peaks/inflections on the frequency axis of harmonic signal curves are closely correlated 
61 
to those of the fundamental response. By comparing the similar patterns observed on harmonic 
curves to the fundamental signal, it is possible to correlate them to known processes based on 
previous understandings of the normal EIS data. 
 
A detailed discussion can be found in Chapter 3, where they were applied on to a specific solution 
electrolyte system-the Ferri-Ferrocyanide redox couple. 
 
2.3.3.2 Nonlinear Equivalent Circuit Analysis (NLECA) 
As discussed in Chapter 1, linear electronic circuit elements have been widely used in ECA for 
analyzing EIS data. For example, capacitors represent the electrode/electrolyte interfaces and 
resistors describe the energy barriers for charge transfer processes. The logic behind of using 
idealized circuit elements to represent actual electrochemical[40, 44, 46] and mechanical 
systems[47-49] is that they all involve energy dispersion and energy storage processes that modify 
the input perturbations into output signals carrying system specific information[46]. The validity of 
this analogy is fundamentally justified by the Kirchoff's Law and the Principle of Superposition[46]. 
However, limited by the strict requirement of linearization of EIS, all the equivalent circuit elements 
are linear, i.e., their responses do not dependent on excitation amplitudes. The nonlinearity of a 
system, as discussed in previous sections, is essentially the nonlinear relationship between the 
 
Fig.2.16 Voltametry curve for the diode circuit  
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excitation and the responses. Therefore, circuit elements with well-defined nonlinear behaviours can 
be adopted as good representatives for actual nonlinear systems. One of the examples is a diode, 
which is highly nonlinear around its transient voltage. Connecting two diodes of the same type in 
anti-parallel yields an i-V curve which is similar to a redox couple reaction. Fig.2.16 shows the i-V 
curves of a few different types of diodes. 
 
NLEIS measurements were then performed on the Bat42 Schottky diodes circuit and the results are 
shown in Fig.2.17. As can be seen between different plots, with the increase of the excitation 
amplitude, all the harmonic currents increase. This is due to the fact that when large amplitude 
excitations were used, the region of the i-v curve probed expanded from the plateau (close to zero 
current) around the origin to the transient region which is nonlinear.   
 
 
Fig.2.17  Harmonic response of Bat42 Schottky diodes in parallel  
(a) 50 mV RMS; (b) 100 mV RMS; (c) 2oo mV RMS; (d) 300 mV RMS 
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When one of the NI 4001 diode was paralleled with a Bat42 Schottky one, the shape of the i-V curve 
became less symmetric. See Fig.2.18 (a). More interestingly, this symmetry break down is clearly 
reflected in the harmonic responses, as shown in Fig.2.18 (b). The even harmonics increased 
significantly against the odd harmonics, compared to Fig.2.17 (d). By evaluating the relationship of 
the amplitude of the odd and even harmonics, one can directly measure the level of kinetic 
symmetry breakdown in the system. This feature will be further demonstrated in Chapter 3 on the 
Ferri-Ferrocyanide redox couple system as well as Chapter 4 on a solid oxide fuel cell. 
 
 
 
 
 
 
 
 
 
   
 
Fig.2.18 Symmetry breaks on circuits with different diodes in parallel  
(a) i-v curve; (b) harmonic currents (300 mV RMS) 
64 
2.4 Summary 
The development of NLEIS technique was reviewed in a chronological manner in comparison with 
other related harmonic analysis techniques. A theoretical definition for the harmonic impedance 
was proposed to systemize the harmonic feedbacks into an equivalent circuit format, which draws a 
background for and facilitates the following discussion on practical measurement methods. 
Experimental setup for NLEIS measurements including both hardware and software were then 
discussed with insights into some remaining challenges. Data analysis methods were then reviewed 
in comparison with the normal EIS technique. As a conclusion, the qualitative approach, despite of 
being less accurate than the quantitative one, can potentially generalize the NLEIS methodology for 
a wider range of applications and provide a way to quickly gain insights into a complicated system 
without much previous knowledge. It is thus worth exploring. 
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Chapter 3. A Classic Example: Ferricyanide-
Ferrocyanide Redox Couple, Investigated with 
NLEIS 
In this chapter, the nonlinear EIS methodology developed in Chapter 2 is applied on a well-
understood aqueous system-Ferricyanide-Ferrocyanide redox couple-for the first time, as a 
demonstration for its capability in distinguishing between different theoretical models where normal 
EIS cannot provide sufficient insights. In addition, starting from a well-understood system to further 
explore fundamental features of  
 
3.1 Background and Theory 
The hexacyanideferrate (II)/ (III) redox couple is a solution system that performs a typical outer-
sphere one electron transfer reaction. The mechanisms involved in this system and its impedance 
behaviour have been systematically studied [1-8] and are described in many electrochemical text 
books [9-12] as a classical example of a reversible reaction. Due to the fact that the reaction is 
simple and extremely stable, even when driven away from equilibrium by large perturbations, it is 
ideal as a proof-of-concept example on which to perform NLEIS measurements. 
 
3.1.1 Ferricyanide-Ferrocyanide Redox Couple 
Ferricyanide and Ferrocyanide are anions consisting of a Fe(III) and Fe(II) centre bound in octahedral 
geometry to six cyanide ligands and expressed as [Fe(CN)6]
3- and [Fe(CN)6]
4-, respectively.[9] As the 
bonds between the iron centre and the ligands are very strong, it is stable and much less toxic than 
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the cyanide itself. As a transition metal, iron is stable in both 2+ and 3+ valence. Therefore, the 
easiest reaction is for the iron to gain or lose one electron without breaking any Fe-C bonds. The 
outer-sphere redox reaction is reversible and can be expressed as 
         
     ⇔          
      (3.1) 
 
3.1.2 The Reversible Redox Reaction 
The current for the above reaction is governed by the Butler-Volmer equation, Eq.1.22, for the 
charge transfer process, and controlled by the diffusion which influences the concentration profile at 
the electrode surface. Combining the both effects, the reaction can be effectively described by the 
current-overpotential equation[9]:  
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    ]   (3.2.a) 
where ( )E t is the overpotential (equivalent to   in Eq.1.22),    the exchange current at equilibrium 
can be written as 
      
   
        
        (3.2.b) 
in which A is the surface area of the working electrode, k0 the standard rate constant,   
  and    
  are 
the bulk concentration of the ferricyanide and ferrocyanide anions respectively (O denotes for 
oxidant and R for reductant). The concentrations of the redox species is a function of position x 
(assuming 1D space), and changes with time as the current flows, thus denoted by        and 
        . When    , they represent the concentration at the working electrode surface. In an 
unstirred solution, the concentration profile can effectively be described by the semi-infinite 
Warburg diffusion model, derived from solving the Fick's 1st and 2nd law (Eq.1.19): 
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     (3.3.b) 
where DO and DR are the diffusion coefficients of Ferricyanide and Ferrocyanide anions respectively 
and u is the integration variable. 
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Fig.3.1 shows a schematic of the charge transfer reaction at the working electrode surface, which 
demonstrates the convolution of processes simultaneously involved in this system, including the 
charge transfer process, double-layer capacitance, concentration profile and electrolyte resistance. 
 
3.1.3 An Equivalent Circuit 
As can be seen in Fig.3.1, although it is a simple redox reaction, multiple processes are inevitably 
convoluted together when heterogeneous electrodes (WE-working electrode, RE-reference 
electrode) were introduced during electrochemical measurements. To better illustrate the different 
processes, an equivalent circuit is plotted against the schematic. RO stands for the ohmic resistance, 
which is the electrolyte resistance between the working electrode surface and reference electrode, 
and also called uncompensated resistance. Cdl is the double layer capacitor, corresponding to the 
charging and discharging of the electrode-electrolyte interface under AC perturbation. ZW is the 
Warburg Impedance described by Eq.3.3. Rct is the charge transfer resistance and directly related to 
the current-overpotential equation, Eq.3.2. It is worth mentioning that the double layer capacitor in 
a solution cell is composed of two planes of different charge carriers: in the metal electrode part, 
electrons or holes line up almost perfectly at the electrode surface; on the liquid electrolyte side, 
 
Fig.3.1 Diagram of a Ferri-Ferrocyanide redox couple cell with an equivalent circuit: red circles with 
a ‘3-‘ sign and orange ones with a ‘4-’ sign stands for [Fe(KN)6]
3- and [Fe(KN)6]
4- anions respectively, 
‘+’ black circles are K+ cations. 
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however, the mobile ions that counteract the surface charge of the solid phase line up in a region of 
considerable thickness in which the concentration profile decreases from the interface. Therefore, 
both the charge transfer resistance and the Warburg impedance, ZW due to the diffusion of the 
redox couple ions, are in parallel with the double layer capacitance. It is also notable that the length 
of interface has been exaggerated in Fig.3.1, i.e., in practice it is a much smaller region compared to 
the physical distance between the RE and WE. Therefore, the major part of the electrolyte resistance 
is in series with the circuit in parallel.   
 
For both EIS and nonlinear EIS measurements conducted in potentiostatic mode, a potential 
perturbation applied to the cell can be written as, 
                       (3.4) 
where EDC is the dc bias,    the ac excitation amplitude and      the excitation frequency. As 
impedance is a linear concept, the current-overpotential relationship has to be linearized before 
defining the charge transfer resistance Rct. Providing the excitation is small enough, by keeping the 
1st term of Taylor expansion, Eq.2 can linearized into 
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Setting the dc bias to zero for simplicity, the charge transfer resistance can be written as 
    
  
   
        (3.6) 
It is usually assumed that for solutions of high ionic strength the double layer capacitor can be effectively 
represented by an ideal capacitor, i.e., the Helmholtz model: 
       
    
 
       (3.7) 
where ε and ε0 are the relative permittivity of water and the vacuum permittivity respectively, A the 
electrode area and d the thickness of the Helmholtz layer (see Fig.3.1). This assumption means the 
diffuse layer in the electrolyte is negligibly small, so that the ions can be effectively treated as a 
single plane against the electrons/holes on the electrode surface. Moreover, the value of the 
capacitance is pre-determined by the cell setup and does not vary during the measurement. A 
further discussion on the validity of this assumption can be found in the NLEIS section, but it is 
reasonable to accept this assumption in EIS for simplicity. The Warburg impedance contributes to 
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the first two terms in Eq.3.5 and can be calculated by Laplace transform. In a static cell, a semi-
infinite boundary condition can be adopted and Eq.3.3 yields 
   
 
 
 
 
          (3.8.a) 
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 )               (3.8.b) 
and j is the imaginary element as previously mentioned.  RO, the uncompensated resistor, is usually 
treated as a constant for an electrolyte with appreciable conductivity. The combination of the above 
circuit elements usually results in a Nyquist plot containing a small semicircle at high frequencies 
with a 45 degree straight line tail at the low frequency end.  
 
 
3.1.4 Electrolyte Supported Cell 
As discussed in the previous chapter, it is essential to remove series linear components for harmonic 
measurements in potentiostatic mode. In solution electrolyte cell, this can be easily achieved by 
controlling the concentration of support electrolyte, here the concentration of potassium nitrate. 
However, completely removing the series resistance, i.e., making a well-supported solution cell, can 
be problematic for high frequency measurements. To balance the two contradictive trends, the 
concentration of the electrolyte has been carefully chosen to be 0.1 M, so that the value of the 
series resistance is within the range of 100 to 200 Ohm. It is small enough to be neglected through 
the low and medium frequency ranges compared to the diffusion impedance and the charge transfer 
resistance; while large enough to limit the surge of current through the double layer capacitor at 
high frequencies when significantly larger excitation amplitude is adopted in NLEIS. Throughout the 
whole frequency range, RO×Iharmonic is smaller than 1 mV (< 1% of the excitation voltage). 
 
 
3.2 Experimental 
Normal EIS measurements at a range of amplitudes and nonlinear EIS measurements were applied 
to a Ferri-Ferrocyanide solution/gold electrode interface through a three electrode configuration. 
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3.2.1 Cell Preparation 
Aristar grade chemicals were used to make the stock solutions: 0.25 M K3[Fe(CN)6] 50 ml, 0.25 M 
K4[Fe(CN)6] 50 ml and 1 M KNO3 200 ml. Solutions of various concentrations were prepared by 
diluting and mixing the stock solutions. Pure water (18 MOhm-cm) was used in the dilution process. 
As the concentrations of the redox couple are relatively small (ranging from 5 mM to 25 mM), the 
concentration of potassium nitrite was maintained at 0.1 M to control the value of the 
uncompensated resistance in a reasonable range, as discussed in the previous section. The cell was 
kept under laboratory temperature (20 OC) during experiments. 
 
A three-electrode configuration was adopted to conduct both normal and nonlinear EIS 
measurements. A planar gold working electrode with 2 mm diameter was polished using 1 um 
diamond paste and cleaned in an ultrasonic bath before each measurement. The polishing 
procedure is essential, as rough or porous surface structures can seriously distort the impedance 
results, thus invalidating the comparison between measurements. Furthermore, cleaning the 
working electrode surface can also remove any undesired insoluble intermediates adsorbed during 
previous measurements, such as Prussian blue. A platinum foil with 2 cm2 surface area and an 
Ag/AgCl (1M KCl) electrode (0.235 V vs. NHE) were used as the counter and the reference electrode 
respectively. To remove dissolved oxygen, argon was bubbled into the solution for 15 min before 
measurement, and the entire cell was placed inside a Faraday cage to shield against light and 
electromagnetic interference. 
 
3.2.2 Changing Amplitude EIS Measurements 
Normal impedance measurements were conducted using the Solartron Modulab system, operated in 
potentiostatic mode. Amplitudes of excitation were varied from 15mV to 1V in normal EIS 
measurements, and the shunt in the Modulab potentiostat was adjusted automatically to adapt to 
the different current levels. A frequency range of 0.1 Hz to 100 kHz was fixed for all the EIS 
measurements.  The DC bias was set to 0 V vs. the open circuit potential. 
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3.2.3 Nonlinear EIS Measurements 
Nonlinear EIS measurements were carried out using both the Solartron Modulab and the National 
Instrument setup. Due to the limitation of both kits, the frequency range was fixed between 0.1 Hz 
and 12 KHz. The amplitude was fixed at 100 mV (RMS) for all the NLEIS measurements, allowing 
good resolution of ac currents up to the 5th-order harmonic. 
 
3.3 EIS Results and Discussion 
In this section, the experimental results of EIS measurements on Ferri-Ferrocyanide solution cell are 
analyzed and the equivalent circuit, introduced previously, adopted to fit and extract kinetic 
parameters. 
 
3.3.1 Solution Cell with Various Concentrations 
Fig.3.2 shows the impedance data of Ferri-Ferrocyanide cell with different concentration ratios (only 
3 curves are plotted, more comprehensive data can be found in Table.3.3).  The high frequencies 
 
Fig.3.2 Experimental Nyquist (left) and Bode plots (top-right and bottom-right)  
(Black: Ferri-5mM/Ferro-5mM; Red: Ferri-5mM/Ferro-20mM; Blue: Ferri-25mM/Ferro-25mM) 
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semicircle is attributed to the parallel charge transfer process and the double layer capacitance. The 
starting point of the curve along the x-axis is determined by the value of uncompensated resistance. 
In the low frequency range, the charging process of the double layer capacitor is very slow and the 
diffusion becomes dominant, which is characterized by a perfect 45O straight-line (the real and the 
imaginary component of Eq.3.8 are equal to each other). In addition, between curves, the amplitude 
of the impedance decreases with increasing concentration. This is due to the overall conductivity of 
the solution improving with the increased number of charge carriers. 
 
3.3.2 Equivalent Circuit Fitting 
To gain quantitative insights into the EIS data, the equivalent circuit in Fig.3.1 was adopted for data 
fitting in ZView software (Scribner). It is notable that in Fig.3.3, the Warburg impedance has been 
substituted with a constant phase element CPE1 (impedance equation can be found in Table.1.1), 
which is equivalent to a semi-infinite Warburg element when the phase parameter (CPE1-P) is fixed 
to 0.5. The table below the equivalent circuit provides the fitting value for each component and the 
errors are all in acceptable range.  
The experimental data set and the fitting results are plotted together in Fig.3.4. Although, to be brief, 
only one set of fitting results are shown here, all the other fittings are to the same level of precision. 
A more obvious mismatch between the two curves can be found at the low frequency end. The 
experimental curve deviated from the fitting curve by titling slightly further towards the real axis, 
which means the phase parameter for CPE-1 is smaller than 0.5. This is usually attributed to the 
imperfections of the working electrode surface. As demonstrated in[9], the Warburg impedance 
 
Fig3.3 Equivalent Circuit and Fitting results (for the Ferri-5mM/Ferro-20mM data) 
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shows a 22.5O straight-line on a perfect porous working electrode. Practically measured infinite 
Warburg impedance usually has a slope between 45O and 22.5O, as the actual working electrode can 
never be ideal but in a status between perfect planar and perfect porous. 
 
3.3.3 Kinetic Parameters Calculation 
By repeating the fitting procedure for experimental data for cells of different concentrations, kinetic 
parameters can be calculated based on the theoretical models assigned for each circuit component 
in the previous section. 
 
3.3.3.1 Diffusion Coefficients 
Based on the fitting results, the lambda value from Eq.3.8.a can be calculated: 
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     (3.8.c) 
The values of   are listed against the concentration of both anions in Table.3.1 below. The diffusion 
coefficient for both Ferricyanide and Ferrocyanide ions can be acquired from linear fitting the 
lambda value against the inverse of the relevant concentrations, CO and CR respectively. As the 
procedure is exactly the same for both coefficients, only one is shown in Fig.3.5. The calculated 
 
Fig.3.4 Equivalent Circuit fitting to experiment data (Ferri-5mM/Ferro-20mM) 
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diffusion coefficients are listed in Table.3.1, which are in good agreement with the standard values 
reported in the CRC hand book [13]: Do=8.96×10-10 m2s-1; Dr=7.35×10-10 m2s-1. The differences in 
value can be attributed to the differences in cell operating condition, electrolyte and testing 
methodology adopted. 
Table3.1 Parameters of Warburg Impedance (σ, Do and Dr are calculated values)  
 (*errors are from equivalent circuit fitting; **The root mean square error of fitting line is 2.75 (<1% of  )) 
 
Fe(III)/mM Fe(II)/mM    /102Ω s-1/2 ±1%* Do/m2 s-1 ** Dr/m2 s-1 
5 5 5.75  
 
 
 
 
 
1.23×10
-9
 
 
 
 
 
 
 
1.83×10
-9 
5 10 4.51 
5 15 4.01 
5 20 3.82 
5 25 3.69
 
10 25 2.26
 
15 25 1.73 
20 25 1.51 
25 25 1.37 
 
Fig3.5 Linear fitting to calculate DR (RMS error=3.1, < 1% of  ) 
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3.3.3.2 Transfer Coefficient and Standard Rate Coefficient 
As can be seen in both Eq.1.22 and Eq.3.2, the transfer coefficient   characterizes the reversibility of 
the reaction and is a unit-less value between 0 and 1.  In the Ferri-Ferrocyanide case,   denotes the 
rate of the forward reaction while 1-   is for the back forward reaction of Eq.3.1. Typically   is close 
to 0.5 for a reversible reaction. However, in practice, it can vary. The standard rate coefficient k0 
characterizes the rate of the reaction at equilibrium, thus is system specific. 
 
Both the coefficients can be calculated based on the equivalent circuit fitting results. Combining 
Eq.3.6 and Eq.3.2.b, one have  
    
  
       
     
       (3.9) 
 The value of charge transfer resistance for different concentrations of solution can be obtained 
directly from fitting the results and are listed in Table.3.2.  Linear fitting Eq.3.9, see Fig.3.6, yields the 
value shown in Table3.2. 
CO / mM CR / mM Rct / Ω (err<2%)* k
0
 / m S
-1
 ** 𝛼 ** 
5 5 161.1  
 
 
 
 .3 ×      
 
 
 
 
0.61 
5 10 154.3 
5 15 116.2 
5 20 95.7 
5 25 92.9 
10 25 88.5 
15 25 83.2 
20 25 81.1 
25 25 79.1 
Table.3.2  Parameters of charge transfer resistance 
(*The errors come from the EC fitting; ** The RMS error of linear fitting line is 0.13 (<5% of ln(Rct))) 
 
The calculated standard rate constant is in good agreement with the reported value from S.A. 
Campell's work [3] (     . ×   
       ). However, the transfer coefficient deviates from the 
typical value 0.5 by an appreciable amount. A further discussion regarding this difference can be 
found in the following section of NLEIS results. This appreciable difference of the transfer coefficient 
value does have a great influence on the nonlinear behaviour of the system, while it is not very 
obvious from the EIS data, as demonstrated in next section. 
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3.3.4 Impedance Modelling and Further Discussion 
In order to examine the impact of the deviation of the kinetic coefficients from their standard values, 
simulation based on the equivalent circuit and the models mentioned above was performed in 
Matlab (Version R2009b). Combining Eq.3.6, Eq.3.7 and Eq.3.8 together according to the equivalent 
circuit setup, the real and imaginary part of the impedance of the cell can be written as, 
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       (3.10.b) 
Substituting the measured coefficients into the equation, the impedance curves similar to the 
experimental data are attained. Fig. 3.7 shows three simulated curves with concentration set to 
Ferri-5 mM/Ferro-5 mM, Ferri-5 mM/Ferro-20 mM and Ferri-25 mM/ Ferro-25mM. Both the shape 
and trend of the simulated curves are directly comparable to the experimental data in Fig.3.2. This 
indicates that the above models are a good representation of the system. 
 
 
Fig.3.6. Linear fitting to calculate k0 and a 
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Furthermore, by simulating the combination of the models, one can easily adjust the value of the 
coefficients and observe their impact on the shape of the curve. Fig.3.8 shows the comparison of the 
experimental data to the simulated ones based on different sets of parameters: theoretical set, ones 
from CRC handbook or theoretical estimation; empirical set, ones obtained from fitting to 
experimental data . The deviation between the two simulated curves is primarily due to the different 
diffusion coefficients, while the impact of changing the transfer coefficient is not as obvious.  
 
Fig.3.7. Computer Simulation curves (Blue—Ferricyanide 5mM/Ferrocyanide 5mM; Green—Ferricyanide 
5mM/Ferrocyanide 20mM; Red—Ferricyanide 25mM/Ferrocyanide 25mM) 
 
Fig.3.8 Comparison between theoretical and experimental curves: Blue dashed line-the pure theoretical 
curve (Do=8.96×10-10 m2/s; Dr=7.35×10-10 m2/s; α=0.5; K0= 1.0×10-4 m/s); Green line- the experimental 
curve; Blue line-the empirical curve (Do=1.225×10-9 m2/s; Dr=1.832×10-9 m2/s; α=0.604; K0= 1.3239×10-4 m/s) 
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3.3.5 Changing Amplitude EIS 
To explore the nonlinearity of the system, EIS with various amplitudes were performed on a cell 
containing Ferri-5 mM/ Ferro-5 mM solution and the results are shown in Fig.3.9. As can be seen in 
the Nyquist plot, the impedance curves under different excitations matches well when the 
amplitude is smaller than 35 mV and start to deviate when perturbed with excitations higher than 
100 mV. This is due to the fact that the nonlinearity of the system is appreciable when high 
amplitude excitations are applied. However, all the curves still bear the same shape. It is thus 
impossible to distinguish quantitatively the contribution of the harmonic terms to fundamentals 
from normal EIS data. Nonlinear EIS thus should be applied to gain further information of the 
nonlinearity of this redox system. 
 
In addition, it is notable that in the Nyquist plot the higher the frequency, the smaller the deviation 
that can be observed, this is confirmed in the Bode plot. This indicates the uncompensated 
resistance and the double layer capacitance, which dominate at high frequencies, are much more 
 
Fig.3.9 Changing amplitude EIS: Nyquist plot with Bode plots inserted; Equivalent circuit: Ro the 
uncompensated resistance, Rct the charge transfer resistance, ZW the Warburg impedance and Cdl 
the double layer capacitor 
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linear than the other elements of the circuit. At least, their nonlinearity cannot be observed in 
normal EIS experiments at the amplitudes employed. 
 
3.4 Nonlinear EIS Results and Discussion 
Based on the above understanding of Ferri-Ferrocyanide redox couple from the EIS data, the 
nonlinear EIS results are analyzed. Some interesting features have been indentified and the 
information from the harmonics was compared to theoretical simulations. 
 
Fig.3.10 shows the harmonic currents under a single sine wave perturbation. It is notable that, 
although adopting 100 mV for excitation amplitude yielded little distortion in EIS data compared to 
using 15 mV (Fig.3.9), significant harmonic currents are measured by NLEIS. This suggests that the 
system had already been driven away from the linear domain but normal EIS itself is not sensitive 
enough to detect this violation. Different features can be found in odd and even harmonics relating 
to the different responses of the mechanisms involved. 
 
 
Fig.3.10  Harmonic currents of NLEIS measurement on Ferri-5 mM/Ferro-5 mM cell  
(under 100 mV RMS excitation) 
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To better relate the features in the curves to mechanisms, a simulated fundamental current is 
plotted against the Bode (Amplitude) curve of the impedance that was observed in EIS simulation. As 
can be seen in Fig.3.11, for a potentiostatic measurement, the current should be equivalent to the 
admittance (according to Ohm's law), the inverse of the impedance, and shares the same feature as 
the impedance curve. According to the dominating mechanism, the curve is split into three 
regions: 1) A blue area at low frequency, in which semi-infinite diffusion (ZW) is the major 
contribution to the overall impedance; 2) A red area at intermediate frequency, in which 
charge transfer kinetics (Rct)and the capacitance at the working electrode surface (Cdl) 
dominate; 3) A yellow area at high frequency, where the uncompensated resistor (RO) is the 
main component over which the excitation potential is dropped and the double layer 
capacitor approaches that of a perfect Helmholtz layer, i.e., the overall impedance 
approaches a constant value. By colouring out different regions, one can have a better 
reference when analyzing the features of the harmonic curves.  
 
 
84 
3.4.1 Faradaic Process 
3.4.1.1 Theory 
When voltage perturbations with larger amplitudes are applied, the above impedance analysis 
becomes unreliable. To better understand the nonlinear behaviour of the ferri-ferrocyanide redox 
reaction, a NLEIS scenario has been explored, in which the linearization of Eq.3.2 is no longer applied. 
When the DC bias EDC is set to zero, Eq.3.2 can be Taylor expanded at equilibrium, where
*(0, )O OC t C , 
*(0, )R RC t C and 0E  , into the following form: 
* *
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where 
F
f
RT
  and n is the order of the Taylor series, which was then truncated at the 6th term 
( 6n  ) to provide reliable analysis to the 5th harmonic. Rearranging the Taylor series into a Fourier 
series and substituting CO and CR from Eq.3.3 yields,  
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Since a sinusoidal wave is an odd function, when 2k m , m is an integer, 0kA  ; while when 
2 1k m  , 0kB  , the non-zero coefficients are as follow: 
3 3 3 3 5 5 5 5
1
1 1
[ (1 ) ] [ (1 ) ]
8 192
A f E a a f E a a f E               (3.13.b) 
2 2 2 2 4 4 4 4 6 6 6 6
2
1 1 1
[ (1 ) ] [ (1 ) ] [ (1 ) ]
4 48 1536
B a a f E a a f E a a f E            
 
(3.13.c) 
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Due to the parallel relationship between the harmonic currents, each harmonic current can be 
solved independently by separating Eq.3.13 according to the value of k. Reported values for 
standard conditions [16] were used for numeric computing, as listed in Table 1. The Laplace 
transformed harmonic currents are then plotted in Fig.3.12: Fig.3.12(a) shows that only odd 
harmonics currents of the Faradic process appear when the transfer coefficient is set to 0.5; 
Fig.3.12(b) shows the influence of the capacitive currents [13]. It is noted that the uncompensated 
resistance RO is set to zero to simplify the calculation. In Fig.3.12(a), it is notable that the positions of 
the inflections on each curve shift to the left (lower frequency) when the order of harmonic 
increases. The order of harmonic h, and the frequency of the inflection point on the harmonic curve
hf , are clearly related and can be described by the following equation: 
h Charh f f        (3.14) 
where Charf is the characteristic frequency of a particular mechanism. It implies that the higher the 
harmonic order, the lower the frequency of the corresponding inflection, however, the characteristic 
frequency of a particular mechanism is maintained. 
 
 
 
Fig.3.12 Simulated harmonic current responses under 100 mV excitation: a) Faradic currents when a=0.5; b) 
overall currents including the capacitance currents (RO=0) 
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3.4.1.2 Odd Harmonics in Experimental Measurements 
 
The NLEIS measurements were firstly applied to a cell with 5 mM of both redox couples (K3[Fe(CN)6] 
and K4[Fe(CN)6]) in potentiostatic mode with an amplitude of 100 mV. Fig.3.13 shows the odd 
harmonic currents up to the 5th order. The amplitude of the current decreases with increasing 
harmonic order and the features of both the 3rd and 5th harmonics are similar to the fundamental 
current. There are two inflection points in the range of 5-50 Hz and 0.7-3.3 KHz that appear on all 
three curves. Compared to the theoretical prediction, Fig.3.12(a), a similar trend is found in Fig.3.13. 
By labelling out the values of the frequency of the inflection point, it is interesting to notice that the 
values were in good agreement with Eq.3.14. In this case, the two inflections are corresponding to 
two transient states from one dominating mechanism to another, see Fig.3.11. Fig.3.13 is shaded to 
correspond to Fig.3.11, but rhombuses are used instead of rectangles due to the shifting effect 
described before. A noticeable difference between the numerical simulated curves and the 
experimental curves is observed at high frequency. In Fig.3.6, the fundamental curve tends to level 
off in the yellow region and the harmonics tend to decrease, while in Fig.3.14(b) the former goes to 
infinity and the latter plateaus. This is due to the fact that the uncompensated resistor RO, which 
dominates in the yellow shaded region, was deliberately set to zero in the simulation. In practical 
situations, the major part of the alternating currents passes on through the double layer capacitor at 
high frequencies then across RO, a linear component, which limits the fundamental current (overall 
impedance approaches RO) and decreases the harmonic currents.  
 
The above relation between fundamental and odd harmonic response is independent of the system 
investigated. Hence, features (e.g. peaks, troughs, slopes and inflections) for odd harmonics can be 
straightforwardly related back to the fundamental. More importantly, due to differences in the level 
of nonlinearity between mechanisms, it is possible to mitigate the masking effect of linear 
mechanisms on the more interesting nonlinear ones. For example in the Ferri-Ferrocyanide case, the 
amplitude of the high frequency inflection related to the double layer capacitance and electrolyte 
resistance has decreased more dramatically with the increased order of harmonic, compared to that 
of the low frequency inflection, which is related to the charge transfer reaction and diffusion. 
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3.4.1.3 Even Harmonics in Experimental Measurements 
 
Theory predicts that when the transfer coefficient is equal to 0.5, there is no Faradaic contribution 
to the even harmonics. This is because B2 and B4 in Eq.3.14 became zero when the transfer 
coefficient is set to exactly 0.5, in a perfect kinetic symmetry case. Since the linear Helmholtz model 
has been adopted for double layer capacitance and RO is purely linear as well, there should be no 
even harmonics observed in NLEIS data. However, in practise, this is usually not the case. As shown 
in Fig.3.14, even harmonics have been measured in the NLEIS experiments and a low frequency 
inflection can be found on both 2nd and 4th harmonics, which is distinguishable from those 
contributed by capacitance in Fig.3.12 (b). To achieve a better simulation of the experimental data, 
the transfer coefficient was adjusted away from 0.5. As shown in Fig.3.15, when the reaction 
symmetry is broken, the even harmonics start to appear and reach a significant amplitude relative to 
the odd harmonics when 0.6a  . In this case, NLEIS provides a relatively precise way to directly 
determine the transfer coefficient and the reversibility of the reaction, which is not possible for 
normal EIS. 
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Although the 2nd and 4th harmonics display a similar shape to the odd harmonics, several 
distinguishable features are worthy of note. First of all, the amplitude of the 2nd harmonic is similar 
to that of the 3rd harmonic, as is the 4th compared to the 5th. Secondly, instead of following the trend 
of the odd harmonics with inflection points shifting to lower frequencies with increasing order, the 
inflections on the even harmonics shift to slightly higher frequencies relative to the fundamental, 
while between the 2nd and 4th harmonics, Eq. 9 is still satisfied. Moreover, relative to the odd 
harmonic currents, the even ones show slightly lower amplitudes in the low frequency range and 
become larger at high frequencies. It implies a change in the symmetry of mechanisms dominating 
the two ranges, i.e., diffusion in the blue shaded region is relatively more reversible process than the 
charge transfer process in the orange region.  
The word ‘symmetry’ for an electrochemical system usually has three meanings: 1) The kinetic 
symmetry or the reversibility of the charge transfer reaction. If a reaction is happening at 
equilibrium and transfer coefficient equals to 0.5, one would expect no even harmonics to be 
measured with NLEIS, as the forward and backward current components will effectively be cancelled 
out in the even harmonics. 2) The concentration profile. The way that the concentration of the 
reactants changes largely depends on DC bias and low frequency excitation. For example, the even 
harmonics can thus be used to determine the potential of zero charge, which is usually very tricky to 
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measure directly, if not impossible. 3) Geometric symmetry. The position of electrodes in the setup 
might also influence the behaviour of the even harmonics, for example, the misalignment of two 
identical electrodes for a symmetric solid oxide fuel cell pellet.  
 
3.4.1.4 Evaluating Charge Transfer Coefficient 
 
From the experimental even harmonic data, the transfer coefficient can be directly calculated 
through a simple procedure. It is notable that in Fig.3.12 (b), the simulated 2nd and 4th harmonic 
currents overlap at the low frequency region, where they both appear to be straight lines and are 
attributed to the nonlinearity of the Gouy-Chapman capacitance model. In contrast, in Fig.3.15, the 
2nd and 4th harmonic currents separate slightly in the same region, which is purely attributed to the 
deviation of the transfer coefficient from 0.5, i.e., the kinetic symmetry breakdown. To further 
evaluate the impact of the transfer coefficient on the amplitudes of even harmonics, its value has 
been varied in simulation and the even harmonic currents are shown in Fig.3.16. The fundamental 
current did not change much with the transfer coefficient, while the even harmonics showed 
  
Fig.3.15 Simulated harmonic Faradic current responses when 𝛼=0.6 
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noticeable differences for different   value. The ratio of the amplitude of the 2nd to the 4th 
harmonic current at the low frequency range is a function of  , which can be derived from Eq.3.13, 
  
    
    
 
  
                
 
 
 
     (3.15a) 
where the ratio can be directly obtained from experimental data. From the data set in Fig.3.13, 
   .3   .   for the straight line section at low frequencies (up to 5 Hz, limited by the position of 
the inflection on the 4th harmonic curve). Substituting the experimental value into Eq.10a 
yields    .    .  . It is notable that higher order terms, 6th order and above, of B2 and B4 have 
been neglected in Eq. 3.15a to simplify the calculation and the introduced error is less than 10%. 
High precision can be pursued by solving Eq.3.15b, the higher order format of Eq. 3.15a, 
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    (3.15b) 
Calculated using Mupad of Matlab R2009b, Eq. 3.15b yields    . 3   .  , which is in better 
agreement with the value obtained from EIS study at different concentrations on the same 
system    .  as adopted in Fig.3.15. 
 
 
Fig.3.16 Amplitude of harmonic components changing with the transfer coefficient 
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By fitting to the fundamental current or the impedance curve, the exchange coefficient, the solution 
resistance, the double-layer capacitance (simplified into Helmholtz model) and the diffusion 
coefficient (assuming the same for both cations) can be obtained. NLEIS offers the full capability of 
normal EIS in this sense. However, as mentioned before, to calculate the charge transfer coefficient, 
it usually requires multiple EIS measurements on cells of different concentrations. In contrast, NLEIS 
can provide this information through the harmonic responses obtained by a single measurement, 
thus simplifies the experimental process. 
 
 
3.4.2 Nonlinearity of Double Layer Capacitance 
This section focuses on the high frequency band (1 kHz to 10 kHz) dominated by Cdl. The 
unexpectedly high harmonic currents appearing in this range indicate the necessity of considering 
the nonlinearity of Cdl. In addition, the ratio of the harmonic currents to the fundamental decreases 
with increasing frequency; hence the fact that “no” distortion was found at high frequency in Fig.3.9 
can be explained by the masking effect of the large fundamental currents. Based on the above 
simulation results on Faradaic processes, the harmonic currents contributed from the double layer 
capacitance can be simply added onto the Faradaic currents.[14] 
 
3.4.2.1 Helmholtz Model 
As mentioned before, the simplest model for Cdl  is the Helmholtz model, which is a system specific 
constant  and should not change during the measurements[9]:  
       
    
 
       (3.16) 
Under excitation Eq.3.4, the capacitive current can be calculated as, 
  cosC HI E C t    (3.17) 
 
3.4.2.2 Gouy-Chapman Model 
The concentration gradient of electrolyte ions from the electrode surface to bulk solution was 
considered[9], which yields, 
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where CK is the concentration of cations, NA the Avogadro constant, k the Boltzmann constant and T 
the Kelvin temperature. Ψ is the potential of the charged electrode surface with respect to the bulk 
solution: 
  0 sinE E t    (3.19) 
where E0 is the potential difference between the electrode surface and the bulk solution under no 
perturbation.  
 
3.4.2.3 Stern Model 
As a combination of the above two models, the Stern model[9] better reflects the reality of 
electrode surfaces,  
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The capacitance current then becomes, 
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E0 is usually set to the theoretical potential of zero charge (PZC). Taylor expansion was then applied 
separately on CG-C and 1/ (CH+CG-C), to yield 
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where 2p e kT  and  
1/2
04 K Aep C N  . Eq.3.22 can be organized into harmonic terms and 
Laplace-transformed into the frequency domain. 
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Simulated results are shown in Fig.3.17, The contribution of capacitive charging at high frequency to 
the fundamental current is apparent with a clear deviation from the IF signal at frequencies greater 
than 1000 Hz. When the Helmholtz model of the double layer is applied there is no capacitive 
contribution to the higher harmonic currents. Using the Stern model there is a high frequency 
capacitive contribution to the current of the odd harmonics but zero effect on the even harmonics. 
This is due to the fact that Eq.3.19 has even symmetry at the PZC (E0=0), refer to the inset in Fig.3.18 
The linear decrease in the even harmonic signal at high frequency plotted in Fig.3 is clearly not in 
agreement with the experimental data, see Fig.3.10. 
 
Adjusting the value of E0 away from PZC breaks a symmetry in Eq.3.19 and the capacitance current 
can be rewritten into the following form, 
 
Fig.3.17 Simulated harmonic currents adopting Helmholtz model and Stern model (PZC).Inserted 
graph shows harmonic capacitance currents. 
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The new simulation results are shown in Fig.3.18, where E0 = 0.05 V, labelled as point B in the inset. 
The simulated harmonic currents show similar feature to the experimental data in Fig.3.10. In 
addition, the series connection of CH and CG-C (the equivalent circuit in Fig.3.18) determines the Cdl 
value is dominated by the smaller component, see Eq.3.20. As the value of CG-C (10
-2 F) is much larger 
than that of CH (10
-5 F), Cdl practically equals CH, and small deviations can only be found near the PZC. 
This results in the stable capacitance detected in EIS, which can be reasonably approximated as a 
constant. However, although the nonlinear CG-C has limited influence on the value of Cdl, the fact that 
capacitance currents inevitably pass through CG-C results in the emergence of significant harmonic 
current peaks in the high frequency band of NLEIS. It is worth mentioning that the decreasing of 
harmonic currents at frequencies over 10 kHz in Fig.3.10 was not reproduced in the simulations, as 
 
Fig.3.18 Simulated harmonic currents adopting Stern model (E0=0.05V). (a) Cdl vs. E0 with respective to 
PZC. (b) Equivalent circuit of Stern model 
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we deliberately assigned zero to R0 for simplicity. However, since R0 is linear, this treatment has no 
influence on our analysis of the nonlinearity of Cdl. 
 
 
3.4.3 Symmetry Breakdown under DC Bias 
 
The above harmonic curve pattern is reproducible when using different reference electrodes, 
providing the DC bias had been carefully measured and adjusted to the open circuit potential. In 
order to investigate the influence of the DC bias on the harmonic responses, NLEIS measurements 
were performed under ±0.05 V and ±0.1 V bias on a Ferri-Ferrocyanide cell of the same bulk 
concentration 5 mM. A gold foil was used for these measurements as a reference electrode. Since a 
gold working electrode has been used, this setup ensured the open circuit potential was set to zero. 
The results are shown and compared in Fig.3.19. The similar behaviour for all the harmonic currents 
can be found for conjugated bias values, e.g. +0.05 V in Fig. 3.19 (a) and -0.05 V in Fig.3.19 (b). 
However, this symmetry gradually breaks down when increasing the DC bias level, see Fig. 3.19 (c) 
and (d). Another note-worthy feature in the data is the amplitude of even harmonics, relative to 
these of odd ones, which gradually decrease with the rising of the DC bias level. To be more explicit, 
the 2nd and 4th harmonics were below both the odd harmonic curves at low frequency, but shifted 
up to above the 5th under 0.05 V bias and were eventually greater than the 3rd under 0.1 V applied 
potential. This phenomenon is attributed to the unbalanced concentration profile at the working 
electrode surface caused by the added DC biases, which breaks down the symmetry of diffusion and 
thus caused an increase of even harmonics while the odd harmonics were not influenced. Related to 
the current-overpotential characteristic curve shown in Fig.3.19, the system became obviously 
asymmetric when the AC excitation bar was shifted left or right along the potential axis caused by DC 
biasing.  
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3.4.4 Harmonic Behaviour of Cells with Various Concentration Ratios 
Similar to the EIS experiments on solution cells with different concentrations of Ferricyanide and 
Ferrocyanide, this set of experiments aims to explore the limitations of the above modelling 
procedure. As shown in Fig.3.20, each individual harmonic current is plotted separately with 
variation of Ferri-Ferrocyanide concentration ratio (Data were acquired using the Modulab system 
and maximum frequency is around 1 kHz). 
 
 
 
Fig.3.19 NLEIS using an Au pseudo-reference electrode on a Ferricyanide 5mM/Ferrocyanide 5mM 
solution cell under different DC bias: a) -0.05V; b) 0.05V; c) -0.1V; d) 0.1V. 
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 There are three points of note from the trends of the curves in Fig.3.20 :  
(i) All the harmonic currents generally increase with the concentration of either ferricyanide or 
ferrocyanide or both. This is more pronounced at low frequencies, which is consistent with the 
fact that the diffusion process dominates this frequency range (the first two terms in Eq.3.11). 
 
Fig.3.20  Harmonic Current responses of Ferri-Ferro solution with different concentration ratios: I-
5mM/O-5mM,I- 15mM/O-5mM, I-25mM/O-5mM, I-25mM/O-15mM, I-25mM/O-25mM; a-e are the  
1st to 5th harmonics, respectively and f is 2nd harmonics of solutions only with 1:1 concentration ratio 
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The diffusion process in general is more sensitive to concentration variations of the redox couple 
than the charge transfer process and the double layer capacitor. This change can be reflected in 
the model adopted previously. As the harmonic currents are inversely proportional to the factor 
𝛿  in Eq.3.13, after Laplace transform, it is proportional to the concentration. 
(ii) The position of the first peak on all the harmonic curves shifts to lower frequency with the 
increase of redox couple concentration, but the second peak is relatively stable with the 
changing concentrations. This can also be attributed to the same reason mentioned in (i), which 
is the low frequency end of the curve is much more sensitive to the concentration, as  it is 
dominated by the Warburg diffusion impedance. 
(iii) The 2nd harmonic curve interestingly shows a different shape when the concentration ratio of 
ferricyanide and ferrocyanide becomes 1:1, which was further confirmed with more data of 
solutions with concentrations of  Ferri-15 mM / Ferro-15 mM and Ferri-35 mM / Ferro-35 mM. 
Moreover, although not as obvious as the 2nd harmonic, the 4th harmonic data also 
demonstrates similar sensitivity to the concentration ratios. This abnormal effect of even 
harmonics cannot be explained by the above model. However, from our previous discussion 
about the even harmonics and their strong indication toward the symmetry break of the system, 
this interesting effect relates to both the symmetry of the diffusion process and Faradaic process. 
To be specific, concentration ratio of the redox couple equals to 1,  based on Eq.3.2.b, the 
exchange current density    is no longer a function of the transfer coefficient 𝛼, i.e., the impact 
of the symmetry breakdown due to the Faradaic process has been eliminated from the curve. 
Further investigation taking into account of the variation of the transfer coefficient 𝛼 value 
would be an interesting step to confirm this hypothesis. 
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3.5 Summary 
In this chapter, both EIS and NLEIS have been applied in investigating a well-understood redox 
couple system- the Ferri-Ferrocyanide. Some system independent features of NLEIS data have been 
discovered experimentally and further confirmed with theoretical simulation. For the Faradaic 
process of interest, it was found that the redox couple is not perfectly reversible as strong even 
harmonics are observed in NLEIS data. Moreover, the double layer capacitance that has commonly 
been assumed linear does contribute to the harmonic responses due to the diffusion layer in the 
solution side. The Stern model, rather than the Helmholtz model, thus should be considered when 
high precision is required in analysis. Some interesting harmonic data have also been acquired from 
cells under DC bias and with different concentrations. In addition to demonstrating the promising 
capability of NLEIS technique, this chapter also serves as a trial for the experimental and data 
analysis procedure of NLEIS described in Chapter 2 and provides a guideline for investigating more 
complex systems, especially SOFCs. 
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Chapter 4. Investigating Oxygen Reduction on 
SOFC Cathode Using NLEIS 
As mentioned in Chapter 1, the activation polarization across the cathode contributes a significant 
proportion of the overall potential loss in a solid oxide fuel cell (SOFC), especially for intermediate-
temperature applications. As a relatively new area of SOFC research, identifying the suitable 
materials, minimizing the cathodic overpotential and improving the reaction rate of oxygen 
reduction are thus currently the major focuses of IT-SOFC research. It is widely known that the 
oxygen reduction reaction occurring at the heterogeneous interface involves multiple processes, 
including gas-phase diffusion, adsorption, charge transfer and/or solid-phase diffusion; the rate of 
each process is co-determined by multiple external and internal factors, such as operating 
temperature, atmosphere, composition and microstructure. To improve the performance of the 
cathodes for IT-SOFCs, comprehensive understanding of the correlation between the performance 
and these controllable factors are essential, which has yet to be achieved for many cathode 
materials. In this chapter, the nonlinear electrochemical impedance spectroscopy (NLEIS) method 
developed was applied to an investigation of the oxygen reduction reactions at the cathode-
electrolyte interface in a developed solid oxide fuel cells (SOFCs). 
 
4.1 Materials Review 
 
Due to the fact that the operating temperature of SOFCs is primarily determined by the ionic 
conductivity of the chosen electrolyte, the classic electrolyte materials for high temperature 
applications, such as Yttria-stabilized zirconia (YSZ), are not suitable for intermediate temperature 
operation. Among the known oxygen ion conductors, -phase Bi2O3 (a fluorite type structure) and 
perovskite type lanthanum gallate (LaGaO3) based materials, especially the La1-xSrxGa1-yMgyO3- 
(LSGM) series, are found to have considerably better ionic conductivities at temperatures below 700 
OC. However, the former suffer from mechanical instability in intermediate temperature range; 
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whilst the latter is chemically active to Ni-based anode materials and suffers from gallium reduction 
and the formation of a secondary phase in a reductive environment[1]. Hence, Ceria based 
electrolytes (most commonly ceria-gadolinia solid solutions, such as Ce1-xGdxO2-δ (CGO)) are currently 
the preferred electrolyte materials for IT-SOFCs due to their higher ionic conductivity at lower 
temperature (down to 500oC) than the competing electrolyte materials[1]. It is thus the chosen 
electrolyte in this work. A brief review on CGO is presented below. 
 
4.1.1 Cerium Gadolinium Oxide electrolytes (CGO)-The Electrolyte 
 
CGO adopts the fluorite structure exhibiting high ionic conductivity, due in part, to its relative 
openness and associated tolerance for atomic disorder. However, under low oxygen partial 
pressures and high temperature, ceria reduction will introduce electronic charge carriers and oxygen 
vacancies to the system. The addition of aliovalent oxides, such as gadolinium oxide (Gd2O3), further 
increases the concentration of oxygen vacancies whilst also lowering the reducibility of the material, 
resulting in a material with substantial ionic conductivity. [2] 
 
Trejo et al. [3] firstly reported oxygen transportation data obtained on single-crystal CGO prepared 
using inductive melting in a cold crucible. Electrical measurements in different atmospheres showed 
that the material is a pure oxygen conductor below 600 OC. A transition in the activation energy of 
the surface exchange coefficient from low to high was seen on increasing the temperature to around 
650 OC. Lane and Kilner[4] measured oxygen diffusion and oxygen surface exchange behaviour of 
Ce0.9Gd0.1O1.95 (CGO10) using isotope exchange and SIMS, which yields the tracer diffusion coefficient 
and the oxygen surface exchange coefficient, both as functions of temperature and oxygen partial 
pressure. Steele [5]proposed CGO10 as the electrolyte of choice for an IT-SOFC operated at 500C, as 
the material showed an ionic lattice conductivity as high as 10-2 Scm-1 and also has a wider ionic 
domain than Ce0.8Gd0.2O1.95 (CGO20) at intermediate temperatures. Zhang et al. [6, 7] systematically 
investigated the ionic conductivity of CeO2-GdO3 materials, prepared by oxalate copercipitation, as a 
function of Gd/Ce ratio (between 0.05 and 0.4). They reported that the ratio has a limited influence 
on the lattice conductivity in the range from 0.05 to 0.2, while it causes a rapid decrease in the 
lattice conductivity when above 0.2. Jasper et al. [8] studied the grain boundary effect of 
nanocrystalline CGO combining TEM and impedance spectroscopy techniques and found that the 
brick layer model is the most applicable one to interpret the CGO data. Mangalaraja et al. [9] studied 
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electrical and thermal properties of CGO10 synthesized through a citrate combustion technique, 
which allowed them to achieve high density, small grain size and slightly increased conductivity. Kant 
et al. [10] investigated the influence of introduced strain on ionic conductivity of epitaxial CGO thin 
films, strain was found to significantly enhance the in-plane ionic conductivity. 
 
Extensive efforts have been focused on additives in CGO electrolyte materials, as reviewed in detail 
in a recent publication. [2] As one of the most widely investigated Cerium Gadolinium oxides, CGO10 
was chosen in this work as the electrolyte. 
 
4.1.2 Cobaltite Based Cathode Materials 
Most of the state of the art MIEC materials belong to the perovskite-oxide family, (ABO3-type) mixed 
metal oxides, in which both A and B sites can be partially or fully substituted leading to a wide range 
of oxygen stoichiometry and interesting transport properties.  Among them the Co-based materials 
have been intensively investigated due to their impressive electrochemical properties.  
 
4.1.2.1 Lanthanum Cobaltite  
 
Extensive research efforts have been focused on the LaCoO3 based materials that have 
demonstrated an excellent combination of high electronic conductivity with good ionic conductivity 
[11]. It is worth noting that doped LaCoO3 materials were first investigated as the cathode material 
for high temperature SOFCs, in which their high melting point and outstanding chemical stability in 
oxidizing environments at high temperature (700–1000 oC) [12],[13], in combination with the 
previously stated electrochemical properties were beneficial. Fast ion conduction is linked to the 
oxygen defects, and hence the oxygen non-stoichiometry of LaCoO3 was first studied in the  1990s by 
Seppaene et al.[14], using a coulometric titration technique, and by Mizusaki et al.[15], on single 
crystal samples at high temperature (> 900 oC) with focus on the defect structure as a function of 
oxygen partial pressure. Subsequently Petrov et al.[16] probed the oxygen non-stoichiometry of 
LaCoO3 using thermo-gravimetric analysis (TGA) and combined these measurements with 
quantitative modelling [12, 13, 17, 18] of the defect structure as a function of pO2 to provide a sound 
theroetical background to these experimental studies. 
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To explain the physics behind the promising electronic conductivity found in LaCoO3, two alternative 
views have been promoted: itinerant or localized electrons.[12, 19]  Goodenough et al. [19] and 
Thornton et al.[20] by systematically investigating the spin state of cobalt and phase transitions of 
the material in the temperature between 0 K to 1200 K concluded that the electronic conduction in 
LaCoO3 occurs through charge transfer via Co-O-Co bonds. LaCoO3 has a homogeneous metallic 
phase about 650 K, which contains high-spin cobalt alternating with intermediate spin cobalt ions in 
an ordered array.[19] The electronic conductivity is thus attributed to the transition from fluctuating, 
localized Co-3d configurations in the semi-conductive phase to itinerant σ states in the metallic 
phase. The alternative view resulted from the comparison of oxygen non-stoichiometry[13], 
conductivity and Seebeck coefficient[17] data obtained as a function of temperature and oxygen 
partial pressure with two defect models (electron/holes are itinerant or localized). From these data 
it was concluded that both models fit the experimental data equally well. However, further work[18] 
on the defect-induced expansion of LaCoO3-δ claimed that the chemical expansion model is 
consistent only with the localized nature of electron species, which ruled out the itinerant model 
and supported the existence of small polarons on the cobalt site.  
 
Whilst LaCoO3 has attractive electrochemical performance concerns with mechanical stability and 
reactivity with electrolytes has led to the investigation of substituted materials. These are discussed 
briefly below.   
 
4.1.2.2 A Site Substituted LaCoO3 
 
The introduction of an alkali earth metal to the La-Co-O system leads to the formation of solid 
solutions La-Me-Co-O (Me=Ca, Sr, Ba), in which partial substitution of La3+ by Me2+ leads to an 
increase of the mean oxidation state of cobalt ions and a significant increase in oxygen 
deficiency.[12] During the A-site substitution procedure in La1-xMexCoO3-δ, charge compensation is 
firstly achieved by an increase of valence of cobalt until x reaches about 0.3; for further increases of 
x, i.e. the Me content, oxygen non-stoichiometry increases to maintain the charge neutrality[21]. It is 
worth noting that the nature of the doped alkali earth metal does not influence the level of oxygen 
deficit, [22, 23] although the homogeneity range for Ca, Sr, and Ba are different due to their 
different polarization properties.  
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It is known that important properties of doped lanthanum cobaltite, such as oxide ionic and 
electrical conductivity in ambient atmosphere, are directly related to their defect structure.[13]  
Among the doped lanthanum cobaltites, Sr-doping has received most attention not only in this 
respect but also due to its excellent catalytic activity for oxygen reduction.[24-26] La1-xSrxCoO3-δ 
phases were  suggested as promising candidates for the  SOFC cathode as well as for use in oxygen 
separation membranes and membrane reactors for syngas production.[27] The oxygen non-
stoichiometry and the defect structure were firstly studied by Mizusaki et al.[15, 28], who suggested 
La1-xSrxCoO3-δ cannot be a wide band gap semiconductor, i.e., the electrons were not strongly 
localized on Co ions. Lankhorst et al.[29-31] further investigated the defect structure of La1-xSrxCoO3-δ 
(x=0.2, 0.4, 0.7) by high temperature oxygen coulometric titration and contrary to Mizusaki et al. 
they adopted the electron gas rigid band model to explain the experimental results, assuming that 
electrons created during vacancy formation are placed in broad electron bands.[30] Petrov et al. 
[32],and Kozhevnikov et al. [33-35], however, found that a better explanation for the experimental 
data can be achieved with Sehlin’s [35] small polaron conduction mechanism, which takes into 
account the temperature-dependent reactions of charge disproportionation of the cobalt ions and 
trapping of polaronic carriers on defects within the crystal structure, such as oxygen vacancies and 
dopants. Similar to the case of undoped lanthanum cobaltite, the debate over the transport 
mechanism has not yet been fully settled, despite extensive studies.  
 
In terms of ionic conductivity, van Doorn et al. and Berenov et al. [36, 37] measured the oxygen 
diffusion rate and surface exchange coefficient of La1-xSrxCoO3-δ (x=0.4, 0.7) by isotopic exchange 
using Secondary-Ion Mass Spectrometry (SIMS). It was found that the surface exchange is the rate 
limiting step for the permeation flux through LaCoO3-δ with high Sr doping. Meanwhile, Sitte et al. 
[38] obtained the ionic conductivity of La1-xSrxCoO3-δ (x=0.6) from galvanostatic polarization 
experiments as a function of oxygen non-stoichiometry and temperature. They observed that the 
ionic conductivity shows a maximum shifting towards large oxygen non-stoichiometry values with 
increased temperature, which indicated a decrease in oxygen mobility caused by the formation of a 
vacancy-ordered structure. 
 
Despite of all the promising properties reported above, strontium doped lanthanum cobaltite does 
suffer from several problems, including  reactivity with YSZ electrolytes, forming a blocking Sr2ZrO4 
phase[39], and high thermal expansion coefficient (TEC) (19.7×10-6K-1[40] leading to cell failure on 
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thermal cycling [21, 24, 41]. Therefore, to obtain a stable structure over the operating temperature 
range and maintain the high oxygen-deficiency, suitable B-site substitution is preferable[42]. 
 
4.1.2.3 B Site Substituted LaCoO3 
 
The substitution of a transition metal, such as Cr, Cu, Fe, Ni, for cobalt in LaCoO3 has been found to 
lead to an increase in oxygen non-stoichiometry and improve substantially the electrocatalytic 
activity of the cathodes in comparison with LaCoO3. [13, 43, 44] Petrov et al. [13] concluded that 
copper substitution into the cobalt sub-lattice leads to the appearance of negative charged defects 
on the Co site and formation of oxygen vacancies. Introducing chromium into the cobalt sub-lattice 
decreases the electrical conductivity and TEC but increases the sinterability and mechanical strength. 
Nickel substitution however presents a limited stable solid solution formation range (Ni ≥ 0.4,), but 
in contrast to chromium substitution, the electronic conductivity of the material increases with 
increasing nickel content. Hrovat et al. find an optimum composition for cathode performance when 
Ni = 0.6, finding the TEC of the ceramics in air to be 11.9×10-6 K-1[45] but expreressed some concern 
over reactivity with electrolytes.  
 
Whilst these materials show some promise, most interest in the B site substituted phases has been 
generated with the pseudobinary system of lanthanum cobaltite and lanthanum ferrite because of 
the reasonably high ionic conductivity in both perovskites.[46] For iron substituted lanthanum 
cobaltite (LaCo1-yFeyO3), a rhombohedrally distorted perovskite phase has been found in the 
concentration range between y=0 and y=0.45. Incorporation of iron into the cobalt sub-lattice leads 
to a decrease in electrical conductivity, oxygen non-stoichiometry and therefore the ionic 
conductivity. [47, 48] To overcome these issues quaternary systems with both A and B site 
substitution have been developed. 
 
Among the quaternary candidates for SOFC cathode materials, nickel [49, 50] and iron [40] doping of 
strontium doped lanthanum cobaltites have attracted most attention. Inoue et al. [49] probed 
La0.6Sr0.4Co1-yNiyO3 with a small amount of Ni doping (y=0-0.02) using AC impedance spectroscopy 
and reported better ionic conductivity than YSZ. Goodenough et al. [51] investigated the La1-xSrxCo1-
yNiyO3 (y≤0.4) system and reported minimum polarization resistance when x=y=0.2. Combining Sr A-
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site doping and Ni B-site doping while fixing the total doping concentration to 0.4, Hjalmarsson et al. 
[50] systematically studied (La1−xSrx)0.99Co0.6+xNi0.4−xO3-δ (x=0-0.4) composites and the relation 
between electrochemical behaviour and structure. When x=0.4, the electrodes showed a very low 
polarisation resistance (about 0.01 Ωcm2 at 750 OC) and activation energy of 1.1 eV. Despite 
promising properties, overall these materials were found to be unsatisfactory.   
 
4.1.2.4 Strontium and Iron Doped Lanthanum Cobaltite 
 
Tai et al. systematically studied the crystal structure, thermal expansion, oxygen stoichiometry, 
thermoelectricity and electrical conductivity of La1-xSrxCo1-yFeyO3-δ (LSCF) [40, 52, 53] with low Sr and 
Co contents. They found Co ions on the B site have a smaller binding energy for oxygen than Fe: 
increasing Fe content thus decreases the degree of oxygen deficiency particularly at lower 
temperatures. These ceramics, however, are beneficial in presenting a reduced thermal expansion 
coefficient (e.g., x=0.3, y=0.8, TEC=14.6×10-6 K-1 [52]), which fulfils the requirement of 
thermomechanical compatibility with CGO electrolytes. [40, 52, 54] In order to balance the ionic 
conductivity and thermomechanical stability of LSCF, Tai et al. [40, 52], Stevenson et al. [55] and 
Petric et al. [56] compared the electrochemical performance and thermomechanical stability among 
a full range of compositions (0≤x≤0.4, 0≤y≤1). The optimized compositional region for transport 
properties was reported to be between 0.2≤x≤0.4 and y≤0.5. However, a compromise has to be 
made by choosing a composition outside of this optimized region when taking thermomechanical 
properties into account. LSCF6428 (La0.6Sr0.4Co0.2Fe0.8O3-δ) exhibits the most balanced performance in 
this respect [40, 52, 53, 55, 56] with high electronic conductivity (340 Scm-1 at 550 oC[52]), high ionic 
conductivity (0.1 Scm-1 at 800 oC[57]) and a low TEC value (15.3×10-6 K-1 [52]). To further boost ionic 
conductivity, especially for decreased operating temperatures, Kilner et al .[58] and Wang et al. [59, 
60] mixed Ce0.8Gd0.2O1.9 into LSCF to form composite cathodes, which then effectively decreases the 
area specific resistance (ASR) and further reduces the TEC value to closer to that of CGO. 
 
Due to the promising properties reviewed above and the fact that LSCF6482 has been relatively well 
studied, in this work it is the cathode material of choice. 
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4.2 Experimental 
 
The aim of this section is to provide a detailed description of the materials and the methods used to 
prepare the SOFC samples as well as the techniques/tools that were utilized in characterizing the 
samples and their electrochemical performance.  
 
4.2.1 Sample Preparation 
Symmetric sample pellets with cathode materials screen-printed and sintered on both sides of dense 
electrolyte were primarily used in this work. The following sections list the detailed procedure and 
the tools/instrumentations involved. 
 
4.2.1.1 Dense CGO10 Pellets Preparation 
Gadolinia Doped Ceria (10% Gd) Premium Powder was purchased from Fuel Cell Materials. Dense 
pellets of CGO10 were made directly from the commercial powder without any pre-treatment. 4 g to 
10 g powder was weighted to form pellets of different thickness (2.00 mm to 4.32 mm) in a 20 mm 
diameter stainless steel die. The powder was first pressed using uniaxial pressing under a force of 10 
tons for 1 minute, followed by isostatic pressing at 300 MPa. The pellets were placed on loose 
CGO10 powder on top of a alumina plate in the furnace. The temperature of the oven was set to 
increase from room temperature at a rate of 5 degree per minute to 1400 OC and held for 5 hours in 
static air, then cooled down naturally back to room temperature. The surfaces of the pellets were 
then polished using P150        sand paper to remove any obvious defects. 
 
4.2.1.2 Cathode Ink Preparation 
Lanthanum Strontium Cobalt Iron Oxide Premium Powder (particle size           ) and VEH Ink 
Vehicle supplied by Fuel Cell Materials were used to make the cathode ink paste for screen printing. 
Due to the fact that the commercial powder was observed to have a large distribution in particle size, 
pre-treatments, including ball mill and/or triple roll milling were introduced after the powder was 
blended with the ink vehicle at different ratios. The powder was mixed with the ink vehicle with 
mortar and pestle and ball milled with aluminium balls of a range of sizes (10 to 100 mm diameter) 
in a plastic bottle on a rolling motor. The powder was also ball milled in a Retsch PM100 miller with 
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aluminium balls for 2 hours at a speed of 300 rpm (named advanced ball milling). Triple roll milling 
was performed in an EXAKT "E" series triple roll miller following the procedure: 1) Gap distance 
      for 5 mins; 2) Gap distance       for 5 mins; 3) Gap distance       for 5 mins; 4) Gap 
distance      for 5 mins. The ink samples made with different pre-treatments and with different 
weight ratios (powder/ink vehicle) are listed below:  
Sample Index Weight ratio 
(Powder/ink vehicle) 
Normal ball mill Advanced ball mill Triple roll mill 
LSCF_B1 1:1 Yes No No 
LSCF_B2 3:2 Yes No No 
LSCF_B3 2:1 Yes No No 
LSCF_B4 2:1 No Yes No 
LSCF_B5 2:1 No Yes Yes 
Table 4.1 Cathode ink made with different mixing ratios and pre-treatments 
 
It is notable that the ink samples B1 to B3 were for comparison of the mixing ratio. For such studies, 
triple roll milling cannot be used, the fact that it requires exposure of the ink to air for at least 20 
mins, during which time the volatile ink vehicle evaporates and the ratio of components changes. 
 
4.2.1.3 Symmetric Cell Preparation 
The above cathode inks were then screen printed onto both sides of the electrolyte pellets to form 
symmetric cells. Meshes with 10 mm diameter circles were used for printing and laser alignment 
was adopted to make sure the cathode circle was printed onto the middle of the pellet. The printed 
pattern was dried in an oven at 100 OC for about 15 mins before the pellet was flipped over and the 
same pattern was printed on the other side. After both sides are dried, the pellet was placed on top 
of an alumina O ring and sintered at different temperatures (900 OC, 1000 OC and 1100 OC using a 
heating rate of 5 degree per min) for 2 hours. It is notable that the O-ring was used to make sure the 
lower face of the cathode did not touch anything during the sintering, i.e., to make sure it is identical 
to the upper face. 
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4.2.1.4 Asymmetric Cell Preparation 
To investigate the influence of physical asymmetry on the harmonic responses, two identical 
cathodes were prepared but using the laser guiding tool were deliberately misaligned during screen 
printing to form asymmetric cells. Two types of mismatched cells were made; the centres of cathode 
cycles mismatched by 5 mm or 10 mm with a measurable error < 0.5 mm. The sintering procedure 
was the same as that employed for symmetric cells. 
 
4.2.2 Sample Characterization 
Different samples made from the same batch of materials under the same conditions were used for 
in-situ electrochemical investigation and microstructure characterization. This section summarizes 
the micro-structural characterization techniques and the results. 
 
4.2.2.1 Scanning Electron Microscopy for Surface Imaging 
In a Scanning Electron Microscope (SEM) an electron beam is focussed on a sample surface and 
interacts with the surface to produce secondary electrons and backscattered electrons, which allows 
for visual examination of the topography of a surface or near surface structure. A SEM can operate 
in secondary electron imaging (SEI) mode or in backscattered electron imaging (BEI) mode. In SEI 
electrons can only be observed from the near-surface region of a conducting surface. Insulating 
samples are, therefore, often coated with a thin layer of gold or chromium to enhance surface 
conductivity, thus allow them to be visible in an SEM. Electrons are produced from an electron gun, 
usually of the tungsten filament type and are accelerated to energies between 2 and 50 keV. The 
beam travels through a series of condenser lenses prior to being incident on the specimen surface. A 
detector (scintillator) detects the low energy secondary electrons from each point on the sample 
surface, which then emits light and this data is used to produce an image of the sample surface. In 
BEI high energy electrons (>50 keV) are produced as a result of elastic collisions with the sample 
atoms. This mode of operation allows for detection of different phases as the visible intensity 
(contrast) of the image is dependent on the atomic number of the elements present.[61] 
 
A LEO Gemini 1525 FEG-SEM (Field Emission Gun Scanning Electron Microscope) was used in this 
work. Cell pellets were smashed in a mortar into small pieces from which ones that showed limited 
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damage to the surface were picked and stuck onto an SEM sample holder using double-sided carbon 
stickers. Due to the fact that the cathode materials show limited conductivity at room temperature, 
Cr sputtering was applied before imaging. The Cr sputtering machine was operated at 75 mA, which 
allows the metal films to grow at a rate of 15-20 nm/min, for 1 to 1.5 mins to achieve the desired 
thickness. The SEM was operated in the SEI mode and the gun power was set to 5 keV to achieve 
good resolution. Images of the samples were obtained from a top-down view, for evaluating the 
porosity and morphology, and tilted sectional view, to observe the interface between the electrolyte 
and the electrode. The sectional view SEM image, see Fig.4.1, showed that the thickness of the 
cathode obtained by screen printing was ca.     . It can also be seen from Fig.4.1 that the majority 
of the pores were open from the cathode surface down through to the cathode-electrolyte interface. 
In addition, the CGO10 electrolyte appear to have good density (>95% confirmed by Archimedes 
method). 
 
4.2.2.2 Surface Images of Sampled Made from Different Types of Ink 
Sample pellets made from the different types of the cathode ink prepared in Section 4.2.1.2 were 
compared using SEM. The results are shown in Fig.4.2. Large particles of a size over      can be 
easily found in Fig.4.2 (a)-(c), as the ink LSCF_B1-3 was only pre-treated by normal ball milling. In 
contrast, using advance ball milling and triple roll milling, the large LSCF particles are broken down 
and the homogeneity improved, see Fig4.2. (d) and (e). Comparing Fig.4.2 (a)-(c), it is found that the 
weight ratio of the LSCF powder to the ink vehicle has negligible influence on the morphology of the 
cathode, i.e., the ink vehicle can suspend the powder equally well in mixtures of different ratios. 
Therefore, LSCF_B5 ink was chosen to make the samples for electrochemical characterization. 
 
Fig.4.1 Sectional View of sample LSCF_B4 sintered at 1000 OC 
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4.2.2.3 Surface Images of Samples Sintered at Different Temperatures 
To investigate the influence of the sintering temperature on the cathode morphology, samples made 
of the LSCF_B5 ink were sintered at 900 OC, 1000 OC or 1100 OC for 2 hours. The SEM results are 
shown in Fig.4.3. In contrast to Fig.4.2.(e), Fig.4.3.(a) & (b) demonstrate a growth in particle size, 
    
   
 
Fig.4.2 Surface morphology of cathodes made from ink (a) LSCF_B1; (b) LSCF_B2; (c) LSCF_B3; (d) 
LSCF_B4; (e) LSCF_B5 (sintered at 900 OC). 
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which is due to the agglomeration of small particles into bigger ones when sintered at higher 
temperature. 
 
4.2.2.2 An Estimation of Porosity 
To quantify the influence of the increased sintering temperature on the cathode morphology, an 
estimation of porosity based on SEM images was carried out. Open source software ImageJ was used 
to process the SEM images. The SEM images were converted into binary format following the listed 
steps in Fig.4.4. The binary images were used to calculate the porosity, in which it was assumed the 
white area is the pores while the black area is the cathode material. The threshold was determined 
to be where most of the open pores were coloured in white. To minimize the analysis error, a small 
magnification value (around 14.5 K at a working distance 6.5 mm) was chosen to take 10 images at 
different locations for a single sample. Porosity was calculated from averaging the results of the 10 
images. The error was estimated below 10%. The porosity for samples sintered at different 
temperatures is shown in Fig.4.5. With the increase of the sintering temperature, the cathode 
became denser and the pores become smaller, as can be observed from SEM images. 
 
It is of note that this evaluation method can only provide a rough estimation for the actual porosity 
of the samples. Due to the fact that pores do not appear to have uniform dimension through the 
cathode layer and there are even closed pores, the surface porosity is usually different from the bulk 
porosity. Better evaluation could be achieved by FIB-SEM and 3D tomography techniques which are 
beyond the scope of this study.  
   
Fig.4.3 Surface morphology of cathodes made from LSCF_B5 ink sintered at (a) 1000 OC or (b) 1100 OC 
for 2 hours 
114 
 
 
 
Fig.4.5 Cathode porosity change with the sintering temperature (LSCF_B5 ink) 
    
   
Fig.4.4 SEM image binarization: 1) Import the Tiff image into the ImageJ software; 2) Inverse 
the grey scale; 3) Set the threshold for binarization; 4) transfer the image in binary format 
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4.2.3 In-situ Electrochemical Performance Studies 
Sample pellets were placed into a NorECs Probostat testing rig, see Fig.4.6, and heated to the pre-set 
operating temperature in a vertical furnace (at a rate of 10 degree /minute). Impedance 
spectroscopy and NLEIS tests were performed using the National Instrument setup developed in 
Chapter 2. To investigate electrochemical performance of the cells in different atmospheres, two 
mass flow controllers were used to regulate nitrogen and oxygen gas mixing prior to the Probostat 
chamber. An oxygen sensor was connected to the gas outlet end of the Probstat chamber to 
precisely measure the oxygen content of the atmosphere in the rig. A schematic of the setup is 
shown in Fig.4.7. It is of note that despite the fact that it is impossible to directly place the oxygen 
sensor next to the cell the oxygen concentration measurements were still satisfactorily precise. This 
is attributed to the design of the Probostat, as can be seen in the expanded diagram in Fig.4.6, which 
places the outer and inner gas inlet tubes adjacent to the top and bottom surfaces of the pellets, 
respectively, and the gas outlets at the bottom of the Probostat chamber. When the mixing ratio of 
the two gases is adjusted, the atmosphere at the top of the Probostat chamber, where the sample is 
placed, changes first and the new gas mixture gradually fills up the chamber by pushing the old gas 
to the bottom outlets. When the reading of the external oxygen sensor becomes stable, it can be 
assumed that the atmosphere inside the Probostat chamber is uniform. 
 
Fig.4.6 Schematic of the Probostat testing rig (modified from NorECs brochure) 
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4.3 EIS Results and Discussion 
 
Electrochemical performance of the LSCF/CGO symmetric cell was measured by normal impedance 
spectroscopy using the Modulab system described in Chapter 2, the results are discussed in this 
section. 
 
4.3.1 EIS Results and Equivalent Circuit Fitting 
4.3.1.1 Comparison of Cells Made from Different Types of Ink 
Normal EIS measurements of the symmetric cells were performed using a two electrodes setup, 
shown in Fig.4.7. The results for the cathodes LSCF_B3, LSCF_B4 and LSCF_B5 are compared in 
Fig.4.8, different operating temperatures were employed, (a) 400 OC, (b) 600 OC, (c) 800 OC. It is of 
note that the series resistance has been removed from all the curves for easier comparison. Despite 
having different amplitudes, the impedances of all three cells possess similar half 'eye-drop' shapes 
in the complex plane, which is attributed to the cathode polarization[62, 63], as mentioned in 
Chapter 1 and 2. A small semi-circle can also be observed in Fig.4.7(a) at high frequencies, which is 
believed to be attributed to the charge transfer across the cathode-electrolyte interfaces[64, 65]. 
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With increasing operating temperature, all the impedances become smaller, due to the increased 
ionic conductivity of the cathode materials. The interface impedance and cathode impedance 
effectively merge into a single semi-circle in Fig.4.8 (b) and (C). It is of note that, for all the different 
operating temperatures, the LSCF_B5 ink showed the smallest impedance for electrode polarization. 
This can be attributed to the fact that LSCF_B5 ink is more homogeneous in particle size due to the 
advanced ball mill and the triple roll mill pre-treatments, which effectively increases the surface area 
where the oxygen reduction reaction occurs. In addition, the low frequency semi-circles appear on 
LSCF_B4 and LSCF_B5 curves at 800 OC is attributed to the gas phase diffusion.  
 
 
Fig.4.8 Nyquist plot of the normal EIS results (5 mV) of the samples made from the cathode ink 
LSCF_B3 (black), LSCF_B4 (red) and LSCF_B5 (blue), operated at (a) 400 OC, (b) 600 OC, (c) 800 OC. 
118 
4.3.1.2 Equivalent Circuit Analysis 
To quantify the change of impedance between different samples and under various operating 
conditions, an equivalent circuit shown in Fig.4.9 was adopted to fit to the experimental EIS data.  
  
 
Fig.4.9 The equivalent circuit and an example of EIS data fitting 
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The equivalent circuit in Fig.4.9 is designed based on ALS model described in Chapter 1 for porous 
oxygen electrode. In addition, since the gas phase diffusion processes that might involve in the 
experimental data were not included in the ALS model[66], an extra R-CPE circuit component is 
added after the Gerischer element, as proposed by N. Grunbaum et al. [64] to describe gas-phase 
diffusion controlled porous LSCF electrode. The serial resistance Relectrolyte denotes the electrolyte 
resistance; the resistance Rint and the constant phase element CPEint represents for the impedance 
across the electrode-electrolyte interface; the Gerischer element GE is introduced to represent the 
impedance related to oxygen reduction processes (majorly the intercorrelated surface exchange and 
bulk diffusion); another R1 and CPE1 circuit is for the gas-phase diffusion. Despite the fact that the 
half 'eye-drop' shaped semi-circle can be effectively described by the Gerischer element in most 
conditions, the R1-CPE1 component is necessary for fitting the experimental data obtained under 
conditions of high operating temperature and low oxygen partial pressure, where the gas phase 
diffusion dominates the low frequency end. A more detailed discussion can be found in Section 4.3.3. 
 
4.3.2 Temperature Mapping and Activation Energy 
Based on equivalent circuit fitting results, the impedance of the electrodes can be precisely 
separated from that of the electrolyte. The area specific resistance (ASR) of the cathode can thus be 
calculated from the following equation, 
                              (4.1) 
where RGE and Acathode are the real component of the Gerischer impedance in the equivalent circuit 
shown in Fig.4.9 and the surface area of the cathode, which (10 mm diameter) is 0.8 cm2, 
respectively. The conductivity of the electrolyte can be obtained from, 
  
 
                    
      (4.2) 
where l is the thickness of the pellet. It is of note here that the effective surface area is presumed to 
be the same as that of the cathode, although the surface area of the pellet is larger than that of the 
cathode. 
 
EIS measurements were performed at temperatures between 400 OC and 800 OC at 50 OC intervals. 
The electrolyte conductivity is plotted as a function of reciprocal temperature in the Arrhenius plot 
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in Fig.4.10. The black dots are from the data sheet of the materials manufacturer, which was 
obtained from 4 point DC conductivity measurements on a bar sample. In comparison to the 
standard data, the experimental data obtained using EIS from the symmetric cells showed smaller 
conductivity and different values for activation energy. The difference in conductivity is primarily 
due to the porosity of the electrodes for EIS measurements, i.e., the effective contact area at the 
electrolyte-electrode interface is much smaller than         . This can also explain the differences 
between the cells sintered at 900 OC and 1100 OC, as the former has higher porosity, see Fig.4.5. The 
difference in activation energy is also attributed to the influence of the porous electrodes used in EIS 
measurements. The appreciably higher activation energy below 500 OC on both EIS measured data is 
correlated to the decrease in conductivity of the electrodes, see Fig.4.11. To be specific, when 
operated at below 500 OC, the ionic conductivity of LSCF is much smaller than its electronic 
conductivity, which limits oxygen redox reaction to TPB region. This further reduces the effective 
area of the contact surface between the electrolyte and electrodes, thus causes the deviation in 
activation energy. 
 
The area specific resistances of the cells with electrodes sintered at 900 OC and 1100 OC are also a 
function of temperature, as shown in Fig.4.11. Due to the better connectivity between particles 
formed at higher sintering temperature, the one sintered at 1100 OC showed slightly smaller 
 
Fig.4.10 Arrhenius plot of the electrolyte conductivity 
121 
resistance; while both curves have activation energy at ca. 0.9 eV at high temperature, which is in 
good agreement with the literature.[40, 52] It is interesting to note that a much smaller activation 
energy is observed at low temperatures (< 500 OC), which is believed to relate to the drastic 
decrease in ionic conductivity of the electrodes at such temperatures. Furthermore, in the low 
temperature range, the fitting error for the 900 OC sample is noticeably larger than that of the 1100 
OC sample. This is due to the fact that, for the 900 OC samples at low temperatures, it requires lower 
frequencies (0.001 Hz) to acquire the full half 'eye drop' shaped circle, the long integration time for 
which introduces appreciable noise on the Modulab system. 
 
4.3.3 Conductivity Change in Atmospheres of Different pO2  
Oxygen partial pressure was changed between 100% and 0.001% using the setup described in Fig.4.7. 
The calculated conductivity of the electrolyte from the impedance data is shown in Fig.4.12; while 
the area specific resistance of the electrodes is shown in Fig.4.13. Within the relatively small range of 
variation, the changing pO2 has limited influence on the conductivity of electrolyte, i.e., the curves in 
both plots in Fig.4.12 are horizontal, as expected for good electrolyte. In contrast, it has noticeable 
impact on the resistance of the cathodes. The 800 OC curve in Fig.4.13 (a) and all three curves in 
Fig.4.13 (b) can be clearly segmented into two parts; the segments at lower pO2 values have slopes 
 
Fig.4.11 Arrhenius plot of the area specific resistance of the electrode 
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with higher absolute value. The difference between the slopes of the segments is attributed to 
oxygen depletion in the gas phase at low partial pressure, which then limits the number of oxygen 
molecules appearing at active region of the cathodes, thus limits the rate of the reaction. Due to 
relatively higher porosity, the sample sintered at 900 OC only started to display the impact of low pO2 
at 800 OC, when the active area on the cathode has been enlarged beyond the TPB. For the samples 
sintered at 1100 OC, the effects of oxygen depletion can be seen even at low operating temperature 
and increases with increasing temperature, that is due to the fact that its low porosity given rise to 
increased impedance for the oxygen diffusion in the gas phase. 
 
 
Fig.4.12 Electrolyte conductivity vs. pO2 (a) LSCF_B5 sintered at 900 
OC (b) LSCF_B5 sintered at 1100 OC 
 
Fig.4.13 Area specific resistance of the electrodes vs. pO2 (a) LSCF_B5 sintered at 900 
OC (b) LSCF_B5 
sintered at 1100 OC 
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4.3.4 Changing Excitation Amplitude in EIS and Nonlinearity of the System 
Changing amplitude EIS measurements were applied to investigate the linearity of the response of 
the symmetrical cells made from LSCF_B5 ink sintered at 900 OC. A single cell was measured at a 
single temperature using excitations of different amplitudes, ranging from 25 mV to 300 mV (RMS 
value) and the same measurements were repeated at different temperatures. A set of results 
obtained at 400 OC is shown in Fig.4.14. Significant deviations can be found among the impedance 
curves obtained under different excitations, which is due to the fact that, when excited by voltages 
above 50 mV, the system is effectively driven into the nonlinear domain. It is of note that the 
difference between the 25 mV and 50 mV curves is almost negligible and so are all the curves in the 
high frequency range, see the inset of Fig.4.14. This indicates that the high frequency semi-circle 
relating to the interface charge transfer is relatively linear compared to the low frequency one which 
is attributed to the oxygen reduction reaction. 
 
 
Fig.4.15 compares the temperature relationship of the deviations between measured conductivity 
under different excitations. It can be seen from Fig.4.15 (a) that the conductivity of the electrolyte 
barely changes with the excitation amplitude, which holds true throughout the whole temperature 
 
Fig.4.14 Changing amplitude EIS results of LSCF_B5 (900 OC) sample operated at 400 OC 
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range. In contrast, in Fig.4.15 (b), the area specific resistance of the electrodes appears to be more 
sensitive to the excitation amplitude, as deduced from Fig.4.14, and the change is sensitive to the 
operating temperature. The trend in Fig.4.15 (b) indicates that the excitation amplitude dependency 
of the electrodes decreases with increasing temperature.  
 
 
However, care should be taken before reaching the conclusion that the nonlinearity of the 
electrodes decreases with temperature, as the more linear electrolyte resistance is in series with the 
electrode impedance and the distribution of the excitation voltage between the electrolyte and the 
electrodes differs with temperatures. As discussed in Chapter 2, the voltage drop across the 
nonlinear component in Fig.2.13 can be expressed by the following equation, 
    
     
          
       (4.3) 
where VNL stands for the voltage drop across the nonlinear component, V is the excitation voltage, 
      and      the module; of the nonlinear and the linear components, respectively. The deviation 
between curves at different temperatures,      , which directly relates to the level of nonlinearity 
of the system,  is quantified as, 
     
             
          
      (4.4) 
where        is the maximum value for each curve in Fig.4.15 (b),      |is the minimum and 
           is the averaged value. It should adopt exactly the same trend to the voltage ratio 
 
Fig.4.15 Deviation between impedances measured under different excitations (a) the conductivity of 
the electrolyte; (b) the area specific resistance of the electrodes 
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(
     
          
), if the observation that the deviation decreases with the temperature is fully attributed to 
the decrease in     with temperature. However, as shown in Fig.4.16, the deviation changes faster 
than the voltage ratio with temperature, which indicates that the decrease in the level of 
nonlinearity of the electrodes is the major factor for the change. In contrast, the electrolyte is 
relatively linear as expected. 
 
 
To further confirm the above observation, the voltage distribution ratio is plotted for different 
excitation voltages in Fig.4.17. It is of note that, at low operating temperatures, the voltage 
distribution ratio is more sensitive to the excitation amplitude compared to that at high operating 
temperatures. As a function of the excitation, the voltage distribution ratio itself is more nonlinear at 
lower temperatures, which is in consistence with the previous analysis. 
 
 
 
Fig.4.16 Voltage ratio and nonlinear deviation 
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4.4 NLEIS Results and Discussion 
 
To further investigate the observed nonlinearity and its variations with the operating temperature, 
NLEIS measurements were performed on LSCF_B5 (sintered at 900 OC and 1100 OC) samples. 300 mV 
excitation was used in all NLEIS measurements. The results are reported and discussed in this section. 
 
4.4.1 The System-Independent Peak Shifting Effect 
The harmonic current responses of a LSCF_B5 sample (sintered at 900 OC) measured at 400 OC is 
shown in Fig.4.18 (a). A similar relationship between the harmonic curves that has been observed on 
the Ferri-Ferrocyanide redox couple, see Fig.3.12 and Fig.3.13, can also be seen in the data obtained 
from the fuel cell. It confirms our previous argument that the peak shifting effect is system-
independent yet generic to the NLEIS technique. To better illustrate the relationship between the 
inflections on the harmonic curves in Fig.4.18 (a), the same set of data is then rescaled between 1 to 
100 to ease comparison of the frequency of the peaks, as shown in Fig.4.18 (b). Despite the fact that 
the normalization removes the amplitude information from the data, it allows the inflections in 
Fig.4.18 (a) to be represented at peaks in Fig.4.18 (b), the frequency of which can thus be better 
 
Fig.4.17 Voltage distribution ratio under different excitation voltages 
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measured. It is of note that the frequency values marked on the peaks of each harmonic are in good 
agreements with the formula, Eq.3.14, proposed in Chapter 3. Based on this observation, one can 
easily allocate the features on harmonic curves to the correlated ones on the fundamental one, thus 
achieve an instant insight into the processes dominating each harmonic responses. 
 
4.4.2 NLEIS Results at Different Operating Temperatures 
Fig.4.19 shows the harmonic currents measured at different operating temperatures. With increase 
of temperature all the currents increase under the same excitation, which is due to the decrease of 
the system impedance. It is of note that the difference in amplitude between the fundamental and 
higher order harmonic currents increases with the operating temperature, which confirms the 
observation, seen in changing amplitude EIS that the system becomes more linear at higher 
temperature, primarily due to the decrease in nonlinearity of the electrodes. 
 
In addition, another important observation that can be made from Fig.4.19 is that the 2nd (the red 
curve) and 4th (the pink curve) harmonic currents increase more with the temperature relative to 
the odd harmonics (the blue and green curves). This suggests that the system becomes less 
symmetric at higher operating temperatures, based on the discussion in Chapter 2 and Chapter 3. 
 
 
 
Fig.4.18 Amplitudes of (a) the harmonic responses and (b) the normalized harmonic responses of 
LSCF_B5 sample (sintered at 900 OC) operated at 400 OC 
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4.4.3 Using 2nd Harmonic Responses to Calibrate Geometric Asymmetry 
Since the same cathode ink was processed through the same procedure to form the two identical 
electrodes (on macro-scale) of the pellet cell, the cell is assumed to be symmetric under an AC bias. 
However, the fact that significant 2nd and 4th harmonic signals were observed in the experimental data 
indicates that there is a considerable level of asymmetry in the system. To test potential sources of the 
asymmetry, this section focuses on the geometric layout of the two electrodes 
 
 
 
Fig.4.19 Amplitude of harmonic currents obtained at different operating temperatures  
(a) 400 OC; (b) 600 OC; (c) 800 OC 
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.Asymmetric cells prepared in section 4.2.1.4 are shown in Fig.4.20, in which the left cell is the symmetric 
cell (SC), the middle one the medium-misalignment cell (MMC) and the right one the large-misalignment 
cell (LMC). To perform NLEIS measurements, Pt current collectors in Probostat were carefully placed to 
match the shift in position of the electrodes. The measured 2nd and 3rd harmonic currents were 
normalized by dividing by the fundamental current, as shown in Fig.4.21. The normalized 2nd harmonic 
currents of the three cells showed an opposite trend to the normalized 3rd harmonic currents. For the 
2nd harmonic, the current increases with increasing of the misalignment, i.e., with an increase in the 
geometric asymmetry; for the 3rd harmonic, the misalignment between the electrodes slightly decreases 
the current amplitude. It is of note that the changes in the amplitude of the 2nd harmonic current is 
relatively small, compared to its absolute amplitude above the noise level, especially at the low 
frequencies (data at high frequencies are less reliable due to the increased involvement of the noise). The 
fact that even the perfectly aligned cell still shows strong 2nd and 4th harmonics implies that there is at 
least one other asymmetric factor in this system which needs to be considered, such as the kinetic 
asymmetry of the oxygen redox reactions on the two identical electrodes. 
 
 
Fig.4.20 Asymmetric samples (a) picture from one side; (b) cartoon of the intersectional view 
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4.4.4 Kinetic Asymmetry-A Proposed Explanation  
In NLEIS measurements, the symmetric cell was operated under AC bias with considerably large 
amplitude (852 mV p-p, or 300 mV RMS). During a single period of the sinusoidal wave, the 
electrode connected to the positive potential is anodically biased, which allows the oxygen ions in 
the LSCF lattice to leave from the bulk and be oxidized into oxygen gas; on the other side, the 
electrode is cathodically biased and oxygen molecules from the adjacent gas phase are incorporated 
into the electrode lattice. Eq. 1.17c in Chapter 1 can be rewritten into the following format to 
describe the above reactions: 
Oxygen evolution at the anode:          
 
 
     
              (4.5.a) 
Oxygen reduction at the cathode:            
                                                       (4.5.b) 
Two scenarios were compared below to provide a close look to the source of the kinetic asymmetry, 
which is essentially the imbalance between the rates of the cathodic and anodic reaction. 
 
4.4.4.1 Scenario 1 - An Equal Rate of Oxygen Redox Reactions 
 
Fig.4.21 Normalized (a) 2nd and (b) 3rd harmonic current for symmetric and misaligned cells 
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In Scenario 1, it is assumed that the rates of the oxygen redox reaction are the same and uniform 
through the whole period. As shown in Fig.4.22, (a) at the initial state, the two electrodes are 
identical; (b) the left one is anodically biased and the right one is cathodically biased; (c) the two 
electrodes generate the maximum | [  
  ] ; (d) the left electrode is cathodically biased and the right 
one is anodically biased; (e) the two electrodes recover to their original status. 
In this case, the AC bias would not introduce any imbalance between the two electrodes throughout 
the whole NLEIS measurements, thus no kinetic asymmetry should be observed. 
 
4.4.4.2 Scenario 2 - Concentration Dependent Rates of Oxygen Redox Reactions 
 
A more practical assumption than that in Scenario 1 is that the rates of both reduction and evolution 
reactions obey an Arrhenius law and they are the power function of the concentrations of the 
reactant divided by the products. Under the same AC bias, the rate at a certain moment is 
dependent on the previous status of the cathode. The modified procedure is shown in Fig.4.23: 
starting from the same initial status, the steps (a) (b) (c) are the same as in Scenario 1; when the bias 
is reversed in step (d), both the reduction and the oxidation rates are larger than that at step (a);  at 
step (e), therefore, the two electrodes do not recover back to their identical initial status but the left 
 
Fig.4.22 A step-wised schematic of the electrode status through a single period for scenario 1. The 
colour indicates the concentration of the oxygen vacancies in the electrodes. 
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one is relatively more cathodically biased and the right one is more anodically biased. This imbalance 
will be enlarged after a few periods, which causes the fact that the oxygen evolution and the oxygen 
reduction reactions do not happen at the same rate, i.e., kinetic asymmetry is introduced. 
 
The oxygen redox rates are also experimentally shown to be related to the surface chemistry of the 
electrodes [67-70], i.e., the change in cations ratio under the alternative bias in NLEIS can be another 
cause for the unbalance between the two rates. To be specific, due to the fact that the cation 
diffusion within the lattice is a relatively sluggish process, the cation segregation on one electrode is 
unlikely the same after one circle of bias to its initial status, nor to the other electrode. The 
accumulation of this irreversible change on the two electrodes may further contribute to the kinetic 
asymmetry. Furthermore, regardless of the specific driving mechanism, the diffusion of the 
segregating cation (here is Sr2+) to the energetically preferred interface is kinetically more feasible at 
higher temperatures where the cation mobility is significant.[71] This fact is in good agreements with 
the previous observation that the even harmonic currents increases relative to the odd harmonic 
ones, i.e., the asymmetry of the system increases, with operating temperature (Fig.4.19). 
 
Fig.4.23 A step-wised schematic of the electrode status through a single period for scenario 2. The colour 
indicates the concentration of the oxygen vacancies in the electrodes. 
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4.4.5 NLEIS Results in Atmospheres of Different pO2 
To further verify the above explanation, NLEIS measurements were performed on samples of the 
same batch operated in different pO2 atmospheres, this influences the nonstoichiometry of the LSCF 
cathode and allows the samples to be measured at different initial statuses (step (a) in Fig.4.23). 
 
Fig.4.24 shows the nonstoichiometry data for LSCF6428 with changing pO2 and temperature as 
reported in literature [40, 52, 72]. The red arrows in Fig.4.24 (a) indicate the range of 
nonstoichiometry change under large AC perturbation. In NLEIS, the two electrodes are essentially 
being driven along the nonstoichiometry curves forwards and backwards in each period. Under the 
same excitation amplitude, the change is considerably smaller at low temperatures than that at high 
temperatures. In addition, as shown in Fig.4.24 (b), the nonstoichiometry curve around 400 OC is 
much more linear than at 600 OC and 800 OC. Therefore, the rates of the oxygen reduction and 
evolution reactions are close to each other and the behavior of the symmetric cell is closer to the 
Scenario 1, i.e., less kinetically asymmetric. In contrast, due to the increase in the reaction rates for 
both reactions, the same AC perturbation probes a larger region of the more curved 
nonstoichiometry curve. The rates of the forward and the backward reactions become considerably 
different due to the imbalanced accumulation effects in oxygen vacancies in the two electrodes 
described in the Scenario 2. 
 
Fig.4.24 Nonstoichiometry of LSCF6428 vs. (a) pO2 [34][65] and (b) temperature (modified from [51]) 
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Fig.4.25 and Fig.4.26 show the NLEIS results measured at 400 OC and 800 OC, respectively. Changing 
the pO2 values from 1 % to 100 % has limited effects on the fundamental currents at 400 
OC, see 
Fig.4.25 (a), this can be attributed to the relative flatness of the nonstoichiometry curve in Fig.4.24 
(a). However, it is of note that the second harmonic current in Fig.4.25 (b) is much more sensitive to 
the slight increase in curvature from 100 % to 1 % pO2, which it increased, indicating a increase in 
kinetic asymmetry in the system. Similar to the trend observed in Fig.4.21, the 3rd harmonic in 
Fig.4.25(c) decreases slightly when the 2nd harmonic increases. This can be explained by energy 
conservation, i.e., the same amount of overall energy is redistributed onto different harmonics. 
In contrast, the more obvious change in the fundamental harmonic current in Fig.4.26 (a) is due to 
the increased curvature of the nonstoichiometry isotherm at 800 OC in Fig.4.24 (a). It is interesting to 
note that the 2nd harmonic in Fig.4.26 (b) increases when pO2 is 10 %, but decreases to a similar 
level at pO2 1 % and 100 %. This is believed to relate to the shape of the nonstoichiometry isotherm 
at 800 OC, in which an inflection can be observed at 10 % pO2. As mentioned before, the rates of the 
 
Fig.4.25 The (a)1st, (b)2nd and (c)3rd harmonic currents measured at 400 OC in different pO2 
atmosphere 
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two reactions are more likely to be the same on a flat nonstoichiometry isotherm, i.e., more 
symmetric, thus smaller second even harmonic currents. The 3rd harmonic current in Fig.4.26 (c) has 
started to approach with the noise level at 800 OC, due to the fact that the system becomes more 
linear at high operating temperatures. 
 
It is of note here that, by using large amplitude excitations, in NLEIS measurements, one effectively 
oscillates the local oxygen partial pressure at the surfaces of both electrodes from low frequency to 
appreciably high frequency. This is beneficial for nonstoichiometry measurements and transient 
status/instability research, and extremely hard to achieve by other in-situ experimental techniques.  
 
 
 
Fig.4.26 The (a)1st, (b)2nd and (c)3rd harmonic currents measured at 800 OC in different pO2 
atmosphere 
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4.5 Summary 
 
In this chapter, a relatively well understood IT-SOFC system, strontium and iron doped lanthanum 
cobaltite electrode on gadolinium doped ceria electrolyte, was investigated using both the normal 
EIS and the newly developed NLEIS techniques. The microstructure of the symmetric cell made by 
screen-printing was characterized by SEM. The electrochemical measurements were performed at 
different operating temperatures and in atmospheres of different pO2 concentrations. It is observed 
that the nonlinearity of the system decreases with the operating temperature, while the asymmetry 
increases. Geometric factors contributing to the asymmetry was carefully examined and ruled out by 
precisely aligning the two electrodes. The remaining significant kinetic asymmetry was explained 
using a step-wise model and attributed to the imbalanced rates of oxygen reduction and evolution 
reactions due to unequal nonstoichiometry changes under large biases. The model was validated by 
NLEIS data in different atmospheres. In contrast to the more quantitative approach used in Chapter 3, 
this chapter focuses on qualitatively analyzing the NLEIS data, which is proven to be fast and useful 
for offering primary understandings on the nonlinear behavior of the half cell system.  
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Chapter 5. Conclusions and Outlook 
This chapter concludes the work in this thesis and summarizes the findings and the remaining 
challenges. In addition, an outlook section provides a guide to how this work may be further 
extended and other applications for which the technique could yield deeper insights. 
 
5.1 Conclusions 
Electrochemical impedance spectroscopy (EIS) is widely regarded as a powerful in-situ 
characterization tool in various scientific fields of research across a range of applications. However, it 
is intrinsically limited by the requirement of linearization; EIS does not capture the nonlinear 
information of practical heterogeneous systems. Various attempts have been made in the past 
decades to probe the nonlinear information of these systems to gain more comprehensive 
understandings of the charge transfer reactions and related mechanisms involved. The aim of this 
work was to systematically extend the powerful EIS technique into the nonlinear domain, i.e., to 
develop nonlinear EIS (NLEIS), and apply it to characterize a practical system, the cathode-electrolyte 
interface of a symmetric cell and the oxygen reduction reactions involved. 
 
The basic concepts of nonlinear impedance were discussed and a new definition was proposed, 
which combined the previous understanding of impedance and harmonic concepts and provides a 
foundation for further discussion on experimental methods and analytical approaches. Two 
advanced commercial systems were used first to perform NLEIS measurements. Due to their 
limitations in flexibility of software modification, a National Instrument chassis system was 
assembled and controlled by a self-developed software (based on the NLEIS software developed by 
Wilson [1]) for instrument control and data handling. For NLEIS data analysis, both the quantitative 
and qualitative approaches were discussed and compared; the development of qualitative approach 
which allows faster insight into the data through trend analysis and possible nonlinear equivalent 
circuit analysis was the focus of the work. A preliminary attempt was made to introduce a nonlinear 
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equivalent circuit composed of two anti-parallel diodes, which demonstrated a quantifiable 
relationship between the even harmonic responses and the asymmetry in the I-V curve, the kinetic 
asymmetry, i.e., higher even harmonics in relevant to the odd ones indicate that there are resources 
of asymmetry involved in the system. 
 
A solution cell containing ferri-ferrocyanide redox couple was tested using NLEIS technique as a trial 
for the developed methodology. A system-independent feature of NLEIS data, the peak shifts of odd 
and even harmonic currents plotted against frequency, was reported and confirmed later by the 
results obtained from the SOFC system. By looking into the even harmonic currents, the charge 
transfer coefficient can be directly calculated to evaluate the reversibility of the reaction. A value of 
0.6 was obtained from calculation, based on measurement of a single system, i.e., a single solution 
with redox species of certain concentration was required. In addition, by comparing the simulated 
results to the experimental data, the double layer capacitance was found to be less linear than 
normally assumed. The more comprehensive Stern model has to be considered when the excitation 
amplitude is large enough to generate a considerable change in the double layer profile. The even 
harmonic responses also provided a way to evaluate the potential of zero charge (PZC), which was 
found to be around 0.05 V from the experimental data and in good agreement with literature. PZC is 
generally hard to be measured directly using other techniques. 
 
NLEIS measurements were then performed to characterize the oxygen reduction reaction at the 
cathode-electrolyte interface in half fuel cells. Strontium and iron doped lanthanum cobaltite 
(LSCF6428) was screen printed on both sides of dense gadolinia doped ceria (CGO) electrolyte pellets 
as electrode to form symmetric cells. EIS and normal equivalent circuit fitting based on modified ALS 
model was used to evaluate the electrochemical performance of the samples at a range of oxygen 
partial pressure and temperatures. The activation energy for electrolyte conductivity was found to be 
around 0.55 eV at intermediate temperatures (500- 800 OC) and 0.71 eV at low temperature 
(400-500 OC) which were in good agreements with literature [2, 3]. The difference of the measured 
electrolyte conductivity between samples sintered at different temperatures was attributed to the 
change in the lateral resistance of the electrodes due to the density change under different sintering 
temperature, which in turn influences the effective surface area of the electrolyte/electrode 
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interface. The activation energy for the electrode ASR was found to be 0.9 eV at intermediate 
temperatures and around 0.5 eV at low temperatures. The change in activation energy was 
attributed to expansion of the reaction active region from the triple-phase boundary to the mixed 
conductor bulk. Changing amplitude EIS results showed a trend of decrease in nonlinearity of the 
electrodes with the operating temperature; in contrast, NLEIS results demonstrated that the 
asymmetry of the system increases with temperature, which was principally due to the kinetic 
factors rather than geometric misalignments. Two models were evaluated to explain the observation 
of the increase in the even harmonic currents with temperature. The NLEIS data obtained in different 
atmospheres indicated that the variation in the concentration of the oxygen vacancies in the two 
electrodes are different and the imbalance in rates of oxygen reduction and evolution reactions give 
rise to the even harmonic responses. 
 
The developed NLEIS technique unveiled subtle extra information unavailable from normal EIS or 
only available through measurement over an extended range of conditions. However, EIS does serve 
as an important analogy for systematically developing the NLEIS methodology. For example, the 
currently missed qualitative analysis approach can be very beneficial to gain fast insight into a 
complicated system before involving any quantitative modeling approaches. The qualitative 
analytical approach, although less accurate than direct modeling and parameter fitting, is especially 
beneficial for simplifying the complicated NLEIS technique, so it can be adopted for a wider range of 
applications. It is noted that experimentally NLEIS introduces no extra cost in terms both of 
equipment or experiment time compared to EIS. 
 
5.2 Outlook 
Based on this work, there are a few areas are worth to be explored further for the future work. Due 
to the fact that NLEIS is a complicated and relatively immature technique, developing a fast and 
easily approachable route for the user community is critical to allow wider range of adoption. The 
proposed qualitative approach, in contrast to the existing quantitative method used by other groups, 
is more empirical and straightforward. Further work should be focused on formalizing the qualitative 
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analyzing procedure by refining the pattern recognition and the nonlinear equivalent circuits fitting. 
Other detailed suggestions relating to applying the NLEIS technique to characterize other 
electrochemical systems as well as acquiring more quantitative understandings from experimental 
data are listed below: 
 
1) It is beneficial to quantify the relationship between the asymmetry on an I-V curve and the 
amplitude ratio of the even harmonic responses over the odd ones. As have been observed at 
the end of Chapter 2, the amplitude of even harmonic responses increase, relative to that of the 
odd ones, proportionally to extensions to which the origin symmetry of the I-V curve breaks. If 
the latter can be quantifiably defined, the relationship can be directly measured for any 
electrochemistry system, which will allow direct prediction of the kinetic asymmetry based on 
experimental even and odd harmonic data and vice versa.  
 
2) It is worth to explore other controllable nonlinear equivalent circuits and formalize a weighted 
fitting algorithm for simultaneous multiple harmonic curves fitting. As demonstrated in Chapter 
2, the anti-parallel diodes serve as a circuit element with controllable nonlinear properties 
(majorly through controlling the I-V curve). Combination of fundamental nonlinear circuit 
elements with linear ones can potentially be used to expand the current linear equivalent circuit 
analysis technique to mimic practical nonlinear systems. It is thus worth to systematically explore 
other nonlinear circuit elements and various combinations. In addition, based on the complex 
nonlinear least square fitting algorithm, it is possible to simultaneous fit multiple harmonic 
curves, which makes direct fittings of nonlinear equivalent circuits (NLEC) to raw experimental 
data plausible. Combined with pattern recognition, NLEC can significantly simplify the data 
analyzing procedure of NLEIS, which will make the powerful new technique more approachable 
to a wider range of community. 
 
3) It is recommended to characterize other aqueous redox systems with NLEIS technique. Enjoying 
the advantages of simpler three electrode measurement, compared to solid state systems, and 
flexibility introduced with the support electrolyte, aqueous systems are of great interest for 
NLEIS study. With different types of working electrodes, such as rotation disk electrode and 
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micro electrode, one can easily modify the diffusion profile of the redox system. In addition, with 
a micro reference electrode and appropriate support electrolyte, the cell can be design to take 
precise control of the uncompensable resistance, which has shown to be a challenging problem 
for potentiostatic NLEIS measurements in Chapter 2. Furthermore, NLEIS can be advantageous to 
apply on characterizing electrochemical systems with relatively sluggish redox reaction or 
time-depending properties, which cannot be effectively characterized by EIS or traditional 
harmonic analysis techniques. 
 
4) The NLEIS data obtained from the LSCF symmetric cells should be quantitatively analyzed. Due to 
the time constraint, this work has only focused on preliminary qualitative analysis of the NLEIS 
data. However, there is more information can be extracted from the acquired NLEIS data. With 
some further complementary experiments, such as sweeping the exaction amplitude at each 
individual frequency, the experimental data set can be non-dimensionalized to isolate variables. 
More importantly, theoretical modeling should be performed by constructing thermodynamic 
and kinetic models through finite elementary analysis approach, which can then be fitted to the 
non-dimensionalized experimental data to extract kinetic parameters. Good examples of 
applying this quantitative analysis procedure are the work on porous La1− xSrxCoO3− δ with NLEIS 
by Lu et al. [4] and Wilson et al.[5]. 
 
5) It is of great interest to exam other types of geometric asymmetry in two electrode setup and 
look into the influence of a reference electrode in three electrode setup. As discussed in Chapter 
4, the geometric asymmetry was evaluated on half cells with two misaligned identical electrodes 
and the misalignment showed limited impact on the relative amplitude of the even harmonics to 
the fundamental one. This might be due to the fact that misaligning two identical electrodes 
would not significantly break the geometric asymmetry. As illustrated in Fig.5.1, (a) shows the 
perfectly aligned symmetric cell, which has a mirror symmetry about the plane indicated by the 
yellow line; (b) is the misaligned the symmetry cell, in which although the mirror symmetry is no 
longer validated, the axial symmetry exits about the axis indicated by the yellow dot. When 
assuming that the electrolyte is absolutely homogeneous and behaves as a pure resistor at 
experimental temperatures, misaligning two identical electrodes should not generate higher 
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even harmonics, as it is only the value of the electrolyte resistance in the middle has been 
changed. It would such be interesting to experiment breaking the geometric symmetry by 
making the two electrode non-identical. As shown in Fig.5.1 (c) the electrode thickness and (d) 
the surface area of the two electrodes can be modified to be non-identical. The even harmonics 
are, therefore, expected to be higher on the cells of type (c) and type (d). 
 
 
6) Making the NLEIS technique applicable onto charactering other heterogeneous systems is the 
major goal of this work. Due to the fact that most practical heterogeneous systems involve 
charge transfer processes that are nonlinear in nature, it is of great interest to apply the 
developed NLEIS methodology to investigating other systems. For example, the electrochemical 
behaviors of lithium ion batteries at charging and discharging status are highly nonlinear and the 
reversibility, i.e., the kinetic symmetry, can be directly investigated by looking at the even 
harmonics. More examples for potential applications include various types of solar cells, which 
are inherently nonlinear and electrochemical deposition. 
 
 
Fig.5.1 Different types of asymmetry (a) mirror symmetric with two identical electrodes; (b) axial 
symmetric cell with two identical electrodes; (c) asymmetric cell with two electrodes of different 
thickness; (d) asymmetric cell with two electrodes of different surface area 
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