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R&urn& Nous donnons ici premierement une construction en ligne d’un k,nsducteur s(r) qui 
reconnah tous les facteurs d’un langage fini L et place chacun d’eux comme facteur d’un des 
mots de L. g(t) peut gtre deux fois plus petit que l’automate partiel introduit par A. Blumer, 
J. Blumer, D. Haussler, R. McConnell et A. Ehrenfeucht [6,8] et qui reconnai”t les m$mes mots. 
Par contre la construction de gF( L) est en Q( ]lLj] l (IA] + min( ]I,], lgmax))) ob IL1 et IAl sont les 
cardinaux respectifs de L et de son alphabet A, II Lll est la somme des longueurs des mots de L 
et ?gmax est la longueur maximum des mots de L et non en 0( ll~]]) comme le leur. 
Nous construisons ensuite un second transducteur s’(L) qui admet les mi?mes etats que 3(L) 
et qui, pour tout facteur u de L et pour toute lettre a de A tels que ua ne soit pas facteur de L, 
determine et place le plus grand facteur droit de ua qui soit facteur de L. Ce transducteur g&Gralise 
celui que nous avons introduit en [2O] pour un mot unique et sa construction est en O(lltl] l IAl). 
A l‘aide des transducteurs (;F( L) et B’(L) nous obtenons un algorithme qui determine toutes les 
occurrences de facteurs de L dans un texte lineairement par rapport a la longueur du texte et 
independamment de i’alphabet du texte. 
Cet algorithme peut &re utilise par un informaticien pour retrouver et modifier toute une famille 
d’identificateurs dans un programme. Un linguiste peut aussi determiner tous les mots d’une 
mcme famille ou relatifs a un miZme concept en tliminant Cventuelkment les mots paronymes. 
Abstract. First we give here an on-line construction of a transducer g(L) which recognizes all 
the factors of a finite language L and positions each factor as a factor of a word from L. g(L) 
can be twice smaller than the partial automaton introduced by A. Blumer, J. Blumer, D. Haussler, 
R. McConnel and A. Ehrenfeucht [6,8] which recognizes the same words. Though, the complexity 
of the construction of s(L) is in O( II LID . (IAl + min( I L), Igmax))) where 1 Lj and IAl are respectively 
the cardinality of L and of its alphabet A, II Lll is the sum of the lengths of the words from L and 
lgmax is the maximal length of these words and not in 0( 11 Lll). 
Then we build a second transducer B’(L) which has the same states as R(L) and which finds, 
for each factor u of L and each letter a of A such that ua is not a factor of L. the largest right 
factor of ua which is a factor of L. %‘I( L) generalizes the transducer we have introduced in [20] 
for a unique word. The determination of sl( L) is in O\Ij Lll l IA]). 
By using the transducers R(L) and g’(L), we obtain an algorithm which finds all the occurrences 
of the factors of L in a text in time linear in the length of the text and independently of the 
cardinality of the alphabet of this text. 
This algorithm can be used in computing ta find and modify a family of identifiers in a program. 
Linguists can also determine all the words of a same family or related to a same concept-paronym 
words may be eliminated. 
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Introduction 
Le problbme de la recherche dun mot dans un texte appeld “string matching” 
en anglais est resolu en temps lin$aire relativement & la longueur du texte par les 
algorithmes de Knuth, Morris et Pratt [ 163 (voir aussi [ 181) ou de Boyer et Moore 
[9] (voir aussi [l, 2, 17, 221). 
A. Blumer, J. Blumer, A. Ehrenfeucht, D. Haussler et R. McConnell ont donnC 
en [4] un algorithme qui determine l’automate partiel minimal des facteurs droits 
d’un mot x puis en [S, 61 un algorithme qui determine l’automate partiel minimal 
g(x) des facteurs de x en temps 1inCaire par rapport B la longueur 1x1 du mot x 
(voir aussi [7,11]). 
M. Crochemore [ 121 (voir aussi [ 13,141) a donne independamment un algorithme 
qui determine aussi g(x) et en outre une fonction de sortie qui determine la position 
de la premiere occurrence de chaque facteur de x dans le mot x: g(x) est alors un 
transducteur (voir [3,15]). 
En 1201 nous avons construit un second transducteur s’(x) qui, pour chaque 
facteur u de x et pour chaque lettre a de l’alphabet A de x tels que ua ne soit pas 
facteur de L, determine le plus grand facteur droit v de ua qui est aussi un facteur 
de x et la position de la premiere occurrence de v dans x. Nous obtenons ainsi un 
algorithme qui determine les occurrences des facteurs de x dans un texte en temps 
lineaire par rapport a la longueur du texte. 
Les algorithmes precedents peuvent $tre utilises pour le mot x1$x2$. . . $x, assoc% 
aulangage L={xI,xz,..., x,} mais le transducteur ainsi obtenu est presque t= 1 LI 
fois plus grand que l’automate partiel minimal de L$ = {x*$~, x2$2) . . . , x,%,} (avec 
$ 1,**-9 $, deux B deux distincts) utilise par A. Blumer, J. Blumer, D. Haussler, 
R. McConnell et A. Ehrenfeucht en [6] (voir aussi [8]). 
Cet article prkente une gerkalisation aux langages finis de 110s rkultats pour 
un mot unique [20]. En outre l’automate construit est toujours plus petit que 
celui de [6] et peut ctre utilise pour rbpondre 5 toutes les questions qu’ils 
resolvent. 
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1. Gin&alit& SW les automates qui reconnaissent les facteurs de & 
1.1. DBfinition. Soient A* le mono’ide libre d’alphabet A et 1 son element neutre. 
Vx E A*, soit 1x1 la longueur du mot x. 
(i) WxEA*, un mot M de A”’ est appelk un facteur (respectivement un facteur 
gauche, unfacteur &it) de x s’il existe ol, 9 E A* tels que x = ~~r.40~ (respectivement 
x = UU2, x = 21,u). Soit F(x) (respectivement Fg(x), Fd(x)) l’ensemble des facteurs 
(respectivement facteurs gauches, facteurs droits) de x. Si Lc A*, tout mot u de 
F(L) = UXEL F(x)) (respectivement Fg( L) = UxeL Fg(x), Fd(L) = IJXGL Fd(x)) est 
appeli un fucteur (respectivement facteur gauche, fizcteur droit) de L. Un mot x de 
L est Bit redondunt si F(L\{x}) = F(L). 
(ii) Vu E Fg(x) (respectivement Vo E Fd(x)), il existe un unique mot ZI (respective- 
ment u) de A* tel que us) = x et ce mot est not6 21 = u-‘x (respectivement u = XII-‘). 
Si K E A* et u E A*, u-‘K = {u E A* ; tit, E K} est l’ensemble des contextes droits de 
u pour K. Pd(K) = {(u, U) E A* x A* ; u-‘M = u-‘K} est la congruence syntaxique d 
droite du fangage K; c’est la plus grande congruence a droite de A* qui suture L 
(Wx E L, la classe de x modulo Pd( L) est contenue dans L). 
1.2. Difinition. (i) On dit qu’un automate B = (S, T) reconnaft une famiZle k = 
(Ki)ie t de lungages de A*, s’il existe un &at so E S et une famille ( x)i, 1 de parties 
de S tels que, Vi E I, w E Li ij ~(so, w) E T+ 
(ii) Pd( k) = nie 1 Pd( Ki) est la plus grande congruence adroite de A” qui sature 
simultanement tous les langages Ki (i E I) et l’automate B(k) = (A*/Pd(k), 7) 06 
r verifie, Vu, u E A*, T( u, u) = ii& u et UD etant les classes respectives de u et de urn 
modulo Pd(k) est appele l’automate minimal de k = (Ki)iet. %JZ(g) reconnait la 
famille de langages k et si, Vi E I, !?li est l’automate minimal du langage Ki et so,i 
son 6tat initial, alors B(k) est isomorphe au sous-automate de l’automate produit 
de (%i>i,, engendrk par l’ktat initial (So,i)icl. Voir [21 J. 
(iii) Soit L=(xI,..., x,) une suite finie de mots de A* dont aucun mot n’est 
redondant et telle que Ix,1 3 Ix21 > - - - a jx,J. Vi E (1, . . . , t}, soit -%i le facteur gauche 
de xi obtenu en supprimant la dernibre lettre de Xi et soit Li = Fd(Xi)\F(x, , . . . , Xi-l, 
Ji$,**s, ~~)etsoit,V~~A*,[u]ilacrassede~moduloPd(Li)et[~]=ni~,,...,,[U]i 
la classe de u modulo Pd( 2) avec L” = ( L1, L2, . . . , L,). Soit a( 2) l’automate minimal 
de i. Comme t” depend de l’ordre des mots de L, il en est de msme de l’automate 
m(i) comme le montre l’exemple qui suit. 
Exemple. Soient les mots x = abbabc et y = babubc. 
(i) Si L= (x, y), L, = Fd(x), L2 = (bababc, ababc} et l’automate partiel g:(L) 
obtenu en supprimant dans 9X( L”) l’ktat qui reconnait A*\E( L) est donne par la 
Fig. 1. 
(ii) Si L’= (y, x), L1 = Fd(y), L2 = {abbubc, bbabc} et l’automate partiel B( L’) 
obtenu en supprimant dans %R( 2) I’Ctat qui reconnait A*\F( L’) est donnC par la 
Fig. 2. 
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Fig. 1. 
Fig. 2. 
roposition. (i) L’automate 2X(i) reconnaft le langage F(L). 
(ii) L’automate minimal %R(&) de k=(K,,...,K,) oti, ViE{J,...,t}, Ki= 
F(xi)\F(x, 9 l 9 l 9 
j=(F(x ) 
xi-l) est un automate quotient de l’automate minimal %X(j) de 
1 , . . . , F(x,)) et 2X(i) est un automate quotient de 2.R(&. 
(iii) Si $1, $2, . . . , !§, sont des lettres deux ri deux distinctes et qui n’appartiennent 
pas ci A et si L$={x~$~, x2& , . . . ,x&), [‘automate minimal E(6) de 6 = 
(Wx,), ’ l - 3 Fd(x,)) est un automate quotient de l’automate minimal ER(L,) du 
langage LS et comporte un unique &at en moins et XR(J”) est un automate quotient de 
!$I(&. 
ve. (i): Vu E F(L), il existe un mot v de longueur maximum tel que uv E Fd( L). 
Alors, si LO={&,.. .&+, gt}, uv ti F( LO) et il existe un indice unique i E { 1, . . . , t} 
tel que uv E Fd(Xi)\F(x,, . . . , xi-l, Ki, . . . ,$t)=Li et, ~U’E[U]t[U]i, UtVD Li et, 
par suite, U’E F(L) ce qui prouve que [u] c_ F(L) et que 2X(i) reconnaft F(L). 
: (1) WE{l,. . . , t}, i\Li c F(Lo), Li = i\F(~i,. . , ,2,) et, VaE A, Lia C 
(L) qui est une classe modulo Pd( kf ). Li St done aussi une classe modu1; 
) sature done les langages L, , . . . , L, et, par suite, Pd( 
B(i) est un autorrlate quotient de 2X( &. 
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D(L) peut etre strictement plus petit que a(k) comme on peut le voir sur 
l’exemple qui suit. Si L = (abbcabc, abbabc, ababcb), !!R( 2 ) est le complete (automate 
obtenu par l’adjonction d’un &at puits) de l’automate partiel de la Fig. 4 (en la 
Section 3) et comporte 22 &ats alors que l’automate w(L) est le compl& de celui 
de la Fig. 5 et comporte 18 &ats. 
(ii): (2) Si J” = (F(x,), . . . , F(x,)), Pd(J) sature les langagas F(x,), . . . , F(q) et, 
par suite, aussi & = F(xi)\F( x1, . . . , Xi-l), Vi E { 1, . . . , t}. 11 en results qde Pcl(& z 
Pd(k) et que B(z) est un automate quotient de %R(J”). 
9R( g) peut &re strictement plus petit que a(J) comme on peut le voir sur 
l’exemple suivant. Si x = abbabc et y = bababc et si L = (x, y) et L’ = ( y, x), 2 = if 
I? = 2, alors que ; = ..? (5 l’ordre pres) et E(j) a un &at de plus que 9X(k) et 
?zn(g’) provenant de l’intersection de la classe Li = Fd(x) msdulo Pd( 2) avec la 
classe Li = Fd( y) modulo Pd( 2). 
(iii): (1) Vu E F(L), soient [ 24]s, [ u]P et, Vi E { 1, . . . , t}, [u] i les classes respectives 
de u modulo Pd( Ls), Pd( rS) et Pd( Fd(x,)). Vu E [u&, Vi E { 1, . . . , t} tel que u E F(Xi), 
VW E A* tel que uw E Fd(Xi), UW$i E Ls, W$i E u-‘L~= v-‘L~ d’ou VW& E Ls et VW E 
Fd(x,) ce qui implique que v E F(Xi) et que u-‘Fd(x,) c v-lFd(Xi) d’ou u-‘Fd(xi) = 
v-‘Fd(x,) par raison de sym&rie. En outre, si u ti F(Xi), alors v e F(Xi) et u-‘Fd( Xi) = 
v-lFd(Xi) = 0. 11 en resulte que [ ~1% C_ [u]:, Vi E { 1, . . . , t} et, par suite, que [ ~1%” 
ni=, [u]: = [ u]e. L’automate minimal m( L,) du langage LS admet done m(D) 
comme automate quotient. 
Soit %72’( 5) l’automate obtenu B partir de n(d) en ajoutant un &tat supplementaire 
zetuneViE(l,..., t}, la transition T’([Xi]fi, $i) = z et, Va E A, la transition r’(z, a) = 
z. 06 z. est l’etat qui reconnaft les mots de A*\F( L). Alors Y&(d) reconnait le 
langage LS et est, d’apres ce qui pr&de, isomorphe 5 l’automate minimal m&) 
du langage LS. Cet automate %@( LS) est utilise par [6]. 
(iii): (2) Vi E { 1, . . . , t}, l’automate minimal de Fd(x,) reconnatt aussi le langage 
F(Xi) en prenant comme etats terminaux tous les itats sauf celui qui reconnait les 
mats de A*\F( L). L’automate minimal %R( 6) reconna?t done la famille de langages 
Y=(F(nt), . . . , F( x,)) et admet dons Y!!%(j) comme automate quotient. 
D’aprbs Crochemore [121, si L est reduit a un unique mot x = ab” avec a + b, 
alors 98( Fd( x)) comporte 2n + 2 etats, alors que m( F(x)) n’en compofie We 
n+2. q 
1.4. Proposition. Si u E f (L)\{ 1) est le plus long mot de sa classe [u] modulo Pd( L”) 
et si suf(u) est le plus long mot de Fd( u)\[u], alors [u] = Fd(u)\Fd(suf( u)). 
reuve. (i) Soit p. la relation d’equivalence sur A* dorat les classes ont L,, . . . . L, 
et A*\UiE 1,. .  , I Li et, ViEN, soit pi+] l’ensemble des couples (u, v) E pi tels q 
Wa E A, (ua, va) E pie p = niEN pi est alors la plus petite congruence & droite de 
telle que p c po, c’est-a-dire qui sature LI , . . . , L, et, par suite, p = Pd( L”). Comme 
p est d’index fini, il existe un entier nature1 r eel 
PO=>1 2 l 9 l 2 pr_l 3 pr = pr+l = 9 - l et Pd( 2) = pr. 
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(ii) VK c F(L), soit k’(K) =max(!yl;(%E K)(3&{1,. . . , t})ky~ Li}. Montrons 
par r&urrence sur i que toute classe [u] modulo pi telle que k’( [u]) G i est aussi une 
classe module Pd( l) et est de la forme Fd( u)\Fd(suf( u)), lwsque u est le plus long 
mot de [u]. Si, VjE(l,..., t}, suf(+) est le mot le plus long de Fd(xi) r. 
F(x 19***9 +1,5, . c . , $), Li = Fd($\Fd(suf$)). En outre k’( Lj) = 0 et, VLZ E A, 
Lja s A*\ F( L) qui est une classe modulo Pd( L) ce qui prouve que Lj est aussi une 
classe modulo Pd(i) et que la propriCt6 est v&if%e pour i = 0. 
Supposons la proprW v&il%e pour i et soit [ u] une classe modulo pi+] telle que 
&‘([u])s i+l. Alors, VaEA tel que uaE F(L), [u]ar[ua] oil [ua] est une classe 
modulo pi vCrifiant k’([ ua]) s i et, par suite, aussi une classe modulo Pd(i) d’apres 
l’hypothese de skurrence. En outre, Wa E A tel que UQ ti F(L), Vu E [u], va E F(L) 
et, par suite, [u]a E A*\F( L). 11 en r6sulte que [u] est aussi une classe modulo 
Pd(e>. Comme (u, suf(u))tip i+l , il existe un plus grand indice j E (0, . . . , i} tel que 
(u, suf( U)) E pj et il existe a E A tel que (ua, suf( u)a) e pj. Si ua E F(L), alors la 
classe [ ua] modulo pi est aussi une classe modulo Pd(z) et, Vu E Fd(suf( u)), 
va E [ ua] d’apres l’hypothbse de rbu=rence. Si ua E F(L), suf( u)a E F(L) et, Vu E 
Fd(suf( u)), va E F(L) d’ou ve [u]. Dans les deux cas on trouve done [u] = 
Fd( u)\Fd(suf( u)), lorsque u est le plus long mot de [u] et la proposition s’en dCduit 
par rkurrence. t3 
1.5. Dhfinition. (i) Vi E (1, . . . , t} et Vu E F(Xi), soit prefi( u) le plus petit facteur 
gauche de Xi qui admet u comme facteur droit. Vu c F(L), soit i le plus petit entier 
de (1,. . . 3 t} td que u E F(Xi) et soit pref( u) = prefi( a). 
le plus grand mot de [u], Vu’ E [u], u’ E Fd( u) d’apres la Proposition 1.4 
et, comme [u] c [ U]i, le plus grand mot v tel que u’v E Li est aussi le plus grand 
mot v tel que uz? E Li et, par suite, 
pref( u’) = prefi( U’) = prefi( U) = pref( u). 
I1 existe done une application pref de S = {[u] ; u E F(L)} dans N telle que, W u E F(L), 
pref(iul) = breWI. 
Par exemple, si L = (abbabc, bababc) comme dans l’exemple apres la Definition 
1.2, pref( abc) = pref,(abc) = abbabc et pref([ ah]) = 6. (voir la Fig. 1). 
(ii) L’application partielle r : S x A* + 3’ definie en ([u], v) E S x A* si, et seule- 
ment si, uv E F(L) et telle que, dans ce cas, T([ u], v) = [uv] est appelk fonction de 
transition de progression. L’application partielle (9 de S x A’ dans Z definie en 
([u], v) si, et seulement si, uv E F(L) et telle que, dans ce cas, 
diul, d = prefliuvl) - pref(cu3) - 1 VI 
est appelee fonction de sortie. Elle est definie par sa restriction a S x A. g(L) = (S, ~,qb) 
est alors un transducteur appele le transducteur deprogression dans L. Ce transducteur 
gerkalise le transducteur introduit par Crochemore [12] pour un mot. 
Par exemple, si L = (abbabc, bababc), comme dans l’exemple aprbs la Dkfinition 
1.2, 
~(3, c) = pref(7) -pref(4) - 1 = 3 
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et 
Dans nos exemples, la valeur de Q( s, a) ne sera donnee que si elle est non nulle. 
Comme g(L) depend de l’ordre des mats de L, on supposera dor&ravant que le 
langage L est don& sous ia forme d’une suite de mots ix,,. . . , xt). En outre, on 
supposera auszi que lx11 3 IXzl 3 l l l 3 IxJ car cette hypoth&e permet d’Climiner 
facilement les mots redondants. 
Si u E F(L) et s E S sont tels que r([ 11, u) = s, on dit que le mot u est reconnu par 
Mat s. Le Zangage {u E A* ; r([l], u) = s}, c’est-a-dire la classe [u] de u modulo 
Pd( L) est aussi dit reconnu par Mat s. Si u est le plus grand mot reconnu par un 
etat s, alors on dit que u repr&ente Mat s. Par abus de langage, la classe [u] de u 
modulo Pd(i) est identifiee a 1’Ctat s qui la reconnaft. 
1.6. Dhfinition. (i) Vu E F(L)\(l), soit suf( u) = suf=(u) ?e plus grand mot de 
Fd(u)\[u]. Si L = (abbabc, bababc) comme apres la DGfinition 1.2, suf( bababc) = 
babe et suf( babe) = 1. D’apr& la Proposition 1.4, si u est le mot le plus long de [u], 
alors [u] = Fd( u)\Fd(suf( u)) et, par suite, Vv E [u], suf( v) = suf( u). 11 existe done 
une application suf de S\{[ l]} dans S, appelie le lien w&e de F(L), telle que, 
Vu E F(L)\{ l}, suf([ u]) = [suf( u)]. En ktroduisant un &at fictif 0 tel que, Va E A, 
~(0, a) = [ 11, on peut poser suf([l]) = 0. 
(ii) Comme le langage F(L) est fini et que tous les etats de S sont terminaux, 
le graphe de l’automate partiel (S, T) est sans circuits et, W’s E S, le maximum des 
longueurs des chemins d’extremite terminale s est un entier nature1 rg(s) appele le 
rang de s. Si u est le plus long mot de [u], alors rg( [ u]) = I ul. 
(iii) Vu E F(L), soit part(u) le plus petit entier nature1 i de (1, . . . , t} tel que 
u E FiXi) et, si u est le plus grand mot de [u], soit part([ u]) = part(u). La classe 
[u] peut contenir des mots v tels que part(v) <parti u) comme, par zxemple, 
lorsque L = (abbcabc, abbabc, ababcb) (voir Fig. 5 en la Section 3), [ababcl = 
(ababc, babe, abc} est tel que part([ababc]) = 3 alors que partiabc) = 1. 
(iv) Les tftats [xl], [x2], . . . , [q] n’ont pas de succePseurs dans le graphe de g(L) 
alors que tous les autres etats en ont: ils sont dits ultimes. 
2. La taille du transducteur B(L) 
2.1. Lemme. Pour tout langage jini L sans mots redondants, le nombre ? d’t%ats de 
chacun des automates B(L), 82(k) et %R(.f) vkrifie 
lllaX{)x,(; iE (1,. . . , t}}+\LIC es211LII -31L(+2 
avec II Lll = zxEL 1x1 et ces bornes ont optimales. 
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e. (i) Lorsque L = {x,}, E = S = (F(x,)) et LI= (L,) avec L1 = F(x,)\F(X,). 
r&s la Proposition 1.3, !!IR( Z) reconna?t le langage F(L) = F( x,) et est un quotient 
de %?( 2). Cozrme n( fi) est l’automa;: minimal de F(X,), les automates !?R( e) et 
%I( k) = Z(j) sont isomorphes. En outre, en enlevant Mat qui reconnait les mots 
de A*\F(x,) de l’automate m(j) on trouve l’automate partiel minimal de F(X,) et 
e G 21x1 I- 1 d’apres [121 (voir aussi [ d’oG es 2/ILll-314 +2. 
(ii) Supposons que, pour l’entier our toute suite L = (X1 9 . . . 9 XA de t mats, 
sij=(F(X,),..., F(Xt)), le nombre e ‘&ats de ,?I@) v&ifie e < 211 Lll - 31 LI -1.2 et 
soient X,+ 1E A*\F(L), L’= Lu{x,+, J”) = (F(x,), . . .v FM, F(x,+& 
D’apres la Proposition 1.3 appliquee au cas oti L est reduit 5 un unique mot (voir 
aussi [12,5,6]), V’ie (1,. . . , (Xi), la classe [ulxi de u modulo Pd( F(xi)) 
est de la forme Fd(u)\Fd( v st le plus grand mot de [ulxi et que v est 
le plus grand mot Fd(u)\[u],. Comme 
Pd(J”‘) = n Pd(F(Xi)) = (j) n Pd( F(x,+,)), Vu E F(L) 
iEl,...,t+l 
(respectivement u E F( L’)), la classe [u], (respzctivement [ u]~) de u modulo Pd(J) 
jrespectivement Pd(J”‘)) est aussi de cette forme et [t& = [ ulJ n [u],,,, . 
Par suite, Vu E Fg( L’), si k (respectivement k’,k”) est le nombre de classes modulo 
Pd(J) (respectivement Pd(J”), Pd( F(x,+,))) contenues dans Fd( u)\{ I}, alors k’s 
k + k”. II en resulte que le nombre e’ d’etats de 92(& vkifie 
L’inegalite e G 211 Lll - 3) L) + 2 en resulte par rkwrence sur t = I LI. 
(iii) Si ul,. . . , ut, b,, . . . , b,, cl,. . . , c, sont des lettres &e A deux a deux distinctes 
etsi,ViE{l,...,t},Xj= aibfici avec kj > 0 et si L = {xl, . D . , ~~1, iil2( 2) est isomorphe 
a%R(J) car,ViE(l,..., t}, Li = Fd(xi)\{l} et e = 211 Lll - 31 LI +2 ce qui prouve que 
la borne sup@rieure peut 6tre atteinte pour %.@), %@(r?> et!?!@(L”). 
(iv) Lorsque L ne contient aucun mot redondant, alws max{lXi] ; i E { 1, . . . , t}} + 
I LJ s e. La borne inferieure est atteinte dans le cas suiwnt: al, u2, . . . , ut &ant des 
lettres de A deux & deux distinctes, si xi = a:iai avee ki > 0, V’i E { 1, . . . , t} et si 
L={xl,. . . ,x,}, ViE(1,. . . , t}, alors Lj = Fd(xi)\{ I} et, par suite, %R( 2) = m( 2) et 
%R(.f) cant isomorphes et e=max{(x,!;iE{l,..., t}}+!Li. Li 
.2. e. Si L={xI,. . . ,x,} et si, 
. . . . . &), le nombre d’ktats e(L) et 
g(L) sont tels que 
(1,. . l , t}, Li z Fd(Xi)\F(Xl, . . l 3 Xi-13 Zi, 
mbre de tramitions a(L) du transdticteur 
llLll~a(L)~e(L)+ i ILil-;Ll-l. 
i=l 
i U={(s, t)ESXS;(ZIaE 
mate partiel (S, 7) et du tsanschctew 
(s, a) = t), (S, U) est le graphe de l’auto- 
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Si V est l’ensemble des arcs (s, t) de U tels que rg( t) = rg( s) + 1, (§, V) est une 
arborescence car, si u est le mot le plus long reconnu par 1’6tat s, 1 aI= rg( s) et, si 
Q est la lettre de A telle que T(S, a) = t, alors ua est le plus grand mot reconnu par 
l’&at t d’aprh la Proposition 1.4. I1 en rhulte que 1 VI = e(L) - 1. 
(ii) W( s, t) E U\ V, soient u le mot le plus long reconnu par s, a la lettre de A 
telle que T(S, a) = t, i = part(t) et v = [pref( ua)]-‘Xi. Alors uav E Fd(Xi), 
uav&F(x,,... , Xi-l) puisque part(t) = i, UQV e F(&) d’aprh la definition de 
prefi( ua) et uav e F(&+, , . . . , .f,) puisque part(t) = i et 
11 en rhulte que uav E Li et UrZV #Xi puisque Iuavl C rg( [uav]) = I&l* 
On d&hit ainsi une application de U\ V dans Uicl,. . . , t (Li\{Xi}) et cette applica- 
tion est injective car, si (s’, t’) est un arc de U\ V distinct de (s, t) et si u’a’v’ est 
le mot associ6 B (s’, t’), alors s Z s’ implique u # u’ et s = s’ et t # t’ implique a # a’ 
d’oii uav # u’a’v’ dans tous les cas. I1 en rkulte que card( U\ V) =G CI=, I Li) - IL1 et, 
d’aprh (i), que 
a(L)cE(L)--I+C:-_* ILil-ILl* 
(iii) Lorsque L est le langage du (iii) de la demonstration du Lemme 2.1, la borne 
suphieure 
e(L)-l+Ci=, lLil-ILl=3llLll-4/LJ 
est atteinte. 
(iv) LWSgalit6 II Lll S a(L) se prouve facilement par rkurrence sur II Lll. 
En outre, la borne infhieure est atteinte dans le cas oti les mots x1, . . . ) x, de L 
sont de la forme Xi = a fi avec ki > 0 et des lettres a,, . . . , a, deux B deux distinctes. 0 
2.3. ThCor&me. Pour tout langagejini L sans mots redondants, lenombre (L) d’ktats 
et a(L) de transitions du transducteur s(L) vkijient 
et 
max(lXi) ; i E { 1, . . . , t}ji-ILI~e(L)~2l(LII-3lLI+I 
En outre les bornes donkes sont optimales. 
reuve. Comme g(L) se d6duit de ZR( 2) par la suppression de l’itat qui reconnait 
les mots de A*\F( L), e(L) = e - 1 et la premihe inigalit6 dhoule du Lemme 2.1. 
Enoutre,ViE{l,..., t}, Li c Fd(Xi)\(l} d’oti ILil s lxil et C:=, l&l s IILlld’oti llLll< 
a(L) 6 3 11 Lll - 4) LI d’aprh le Lemme 2.2. 
Les exemples don& dans les preuves des Lemmes 2.1 et 2.2 moktrent que les 
bornes donnies peuvent 6tre atteintes. Cl 
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3. Les th&&mes fondamentaux 
J.-C. Spehner 
3.1. DiSnition. Soit L = {x, , . . . , x,} avec des mots 
x, hentuellement redondant pour L. 
XlY*,Xr-1 non redondants et 
(i) Pour toute lettre c1 de 14, ia suite (20, ~1, l l l , z,) de facteurs droits de x, telle 
que zo=x, et, VrE{l, = l l , S}, 2, = suf( z,__,) et 2~ fZ F(L) et suf( z&z E F(L) lorsque 
z, # 1 est appelke la suite su#ixe de x, relative 6 la lettre a (dans g(L)). 
(ii) Soient xi =x,a et L’={x* ,... ,x,+ xi} tels que L’ soit sans mots redondants. 
ViE{l,...,t-1}, 
et 
L: = Fd(xi)\F(x, 3. . l 3 xi-1 3 $3 l . l 3 2:) = Li\Fd(xt) 
L: = Fd(x:)\F( 2) = 
( 
fi [zJ n Fd(x,) 
> 
CL. 
r=O 
En outre, soient 2 = (L l,. . . , L,) avec L, = 8 lorsque xt est redondant pour L, 
i’=(L’,,... ,Li),&‘=(L, ,..., L + 1, L:) et, Vu E A*, [u] (respectivement [u]‘, [u]‘) 
la classe de u modulo Pd( 2) (respectivement Pd( L”‘), Pd( 2”)). 
3.2. Thkeme. Si (zo, zl, . . . , z,) est la suite su@xe de x, relative ri la lettre a et si 
u E F(L), alors [u] # [u]’ si, et seulement si, 3v E [u] n Fg(zo, . . . , z,) tel que Iv1 < 
rg([u]) et, dans ce cm, v est unique, [u]‘=[u]\Fd(v) et [v]‘=[u]nFd(v). 
reuve. (i)SiL,=~,Pd(Z”)=Pd(~)nPd(L~)~Pd(~).SiL,#~,Vu~L,etVv~[u]“, 
comme tr-‘Li=U-‘Li=@ Vie{1 ,..., t-l}, nous avons v&!!(x~,...,x,-,). En 
outre, comme v-IL: = u-‘L: = {a}, 
VE L$.i’ = 6 [zJ n Fd(x,) et vti F(2,). 
r=O 
Or, VrE{l,..., s}, [z& F(x, ,... , x,_~, 2,) et, par suite, v E [ zo] = [x,] = L, d’oti 
[u]’ G Lt. Pd( k’) sature douc les langages L l,. . . , L, et, par suite, Pd(& z Pd(i). 
(ii) S’il existe r E (0, . . . , s} et v E [u] n Fg( z,) tels que 1 VI < rg( [ u]), il existe aussi 
c E A tel que cv E [u] et, si w = v-‘z,, 
cz’. = cvw E [v]w z [VW] = [z,]. 
Si r=O, z, =x, et cvw e Fd(x,) et sinon, comme z, est le plus grand mot de 
Fd(z,-J\,[z,-J, CZ, !Z Fd(z,_,) d’oti encore cz, @ Fd(x,) puisque 
zrel E Fd(z,J c l l l c Fd(zOj = Fd(x,) 
d’aprh la Proposition 1.4. 11 en rhulte que vwu E Fd(xi)\F( L) = L: et que 
cvwa E Fd(x:) d’o6 CVWQ g L:, cv E! [v]” et [u]“# [u]. 
(iii) Uciproquement, si [u] Z [u]‘, comme [u]” c [u] d’aprk (i), 3v f [u] et 
3~ E A tels clue CD E [u] et (v, cv) e Pd( 2). Alors (v, cv) ti Pd( L:) et 3 w E A* tel que 
vwa E L: et cvwati Li. Ceci implique que cvw ti Fd(x,) et, comme L: = 
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(u~=o [q] n Fd(x,))a, 3r~ (0,. l . , s} tel que 
vwE[zJnFd(x,) et cvw&[zJnFd(x,). 
Si r > 0, 3 b E A tel que bvw E Fd(x,) et b # c puisque cvw e Fd(x,) et, comme 
cvwE[v]Wc[vW]=[z~,, uw=z,. 
Si r = 0, gC, E A tel que bvw E Fd(x,) car sinon, comme pr&demment, b # c et 
bvw g [VW] ce qui implique VW e [ zOj contrairement a l’hypothbse. 11 en resulte que 
VW =z()=xp 
Dans tous les cas, v E [u] n Fg(z,) et 1 VI C lcvl s rg([ u]). 
(iv) Soient VE[U] et CEA tels que CVE[U] et (u,cv)tiPd(L:) et soit v’c[u]n 
Fd( v). Comme v’ E Fd( v), v-‘L: c v’-’ L:. VW EA* tel que v’wa E L:, v’w E Fd(x,) 
et VW E [v] w c [VW] c F(L) d’apres la Proposition 1.3 et v’w E Fd(x,) d’apres la 
Proposition 1.4. Comme v’wa E L:, v’wa E F(L) d’ou vwa E F(L) et, par suite, 
vwa E Li et II’-’ L: s v-‘L:. 11 en r&ulte que (v, v’) E Pd( L:) d’ou (v, v’) E Pd( 2) et, 
par suite, [u] n Fd( v) c [VI”. 
D’apres (i), [v]“c [v] = [u] et, d’apres (ii), 3 w E A* tel que vwa E L: et cvwa & L: 
et, par suite, VU’ E [ u]\Fd( v), u’wa ti L: d’ou U’ E [VI”. 11 en resulte que [v]’ = [u] n 
Fd( v). 
(v) D’apres (iv), il existe au plus un mot v E [u] et une lettre c E A tels que cv E [u] 
et (v, cv) E Pd(L:) et, dans ce cas, Vu’ E [u]\Fd(v), cv E Fd(u’) d’ou u’-‘L: C, 
(cv)-‘L:=g= u-IL;, (u, u’) E Pd( L:), (u, u’) E Pd( L”) et, par suite, [u]’ = 
Cul\Wd. q 
Exemple. Si x1 = abbcabc, x2 = abbabc et x3 = ababc et si L = {x1, x2, x3}, l’automate 
8(L) est repr6sente par le graphe de la Fig. 3. Dans ce cas, L1 = {abbcabc, bbcabc, 
bcabc, cabc, abc}, L2 = (abbabc, bbabc, babe) et L3 =(ababc) et la suite suffixe de 
x3 relative B la lettre b est ( zo, zl, z2, z3) avec z. = x3, z1 = babe, z2 = abc et z3 = bc. 
Fig, 3. 
Si xi- - x3b = ababcb, L$ = (ababcb, babcb, abcb, bcb, cb} et l’automate partiel 
n*(c) obtenu en supnrimant dans %R( a *\F(L’) est represent6 par la 
Fig. 4. 
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Fig. 4. 
Les hats 10 = [abba], 11= [abbab], 12 = [abbabc], 9 = [abbcabc] et 5 = [abbe] de 
la Fig. 3 sont respectivement dkcomposb en les &ats 10 = [ abba]’ = (abba, bba} et 
17=[ba]‘={ba}, ll=[abbab]‘={abbab, bbab} et 18=[bab]“={bab}, 12= 
[abbabc]” = (abbabc, bbabc) et 19 = [babe]” = (babe), 9 = [abbcabc]” = {abbcabc, 
bbcabc, bcabc, cabc) et 20 = [abc]“= (abc}, 5 = [abbe]“= (abbe, bbc} et 2l= [bc]“= 
{bc, c} de la Fig. 4. 
3.3. Minitiorr. La suite (zO, zl, . . . , z,) de facteurs droits de X, telle que z. = x, et 
ViE(l,...,r),Zi= suf( zi-1) dans g(L) et zi E UiL: Lj et suf( z,) e Ufz: Lj est appelee 
la suite su#ixe ultime de x,. 
Pour toute lettre a de A, ( zo, . . . , z,) est une sous-suite de la suite suffixe ( zo, . . . , z,) 
de x, relative 9 a. 11 existe alors des entiers k, > kz > l l l > k, de { 1, . . . , t - 1) tels 
que,ViE{l,..., r}, zi soit le plus grand mot de Lzi = Lki A Fd(x,) et [ zi]’ = L& car, 
VUELii, UBILki={l}, U_‘L:={a} et, VjE{I,..., t-l}\\(t), U-‘Lj=fl et, VU’E 
Lii, u’-‘L: = 0. 
ihrkme. Si (zo, zl, . . . , z,) est la suite sufixe ultime de x, et si u E F(L), alors 
[u]‘# [u]” si, et seulement si, 31 E [u]‘n Fg(z,, . . . , z,) tel que 11.11 c rg([u]‘) et, duns 
ce cas, il existe un facteur droit w de x, et deux entiers k G I duns { 1, . . . , ~4) tels que, 
lorsque u est le plus grand mot de [u]‘, 
[U]‘=[U]“V (b [ZiW-‘1”) l 
is k 
)=Pd(L,)n* l l n Pd( L,_,) n Pd( L:) sature les langages 
et, par suite, aussi L:a-’ = Ul_, [Zi]” avec [ZO]“= &, [ZJ”= 
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G,, * - * , [z,]’ = LL,. Alors, Pd( j?) sature aussi les gages Ly = Li n Lia-’ et L: = 
Lj\L:viE(l,..., t - 1). II en rbulte que Fd(k) 
(ii) S’il existe 2, E [u]’ n Fg(z, , . . . ) Z,)telquelu~<rg([u]‘),3cEAtelque~?,~[u]’, 
3&i!,..., t} et 3w E Fd(x,) tels que VW = w est le plus grand rnGi de Lzi 
et cvw & Lki d*oa (cu, u) E Pd( Lki) et (cu, v) e qsli prouve que [u ]’ Z [ 241”. 
(iii) Si [u]’ contient des mots t, et cu avec c et tels que ( CU, O) E! Pd( L”), iP 
cxiste iE(l,..., f - 1) tel que (cu, u) E Pd( ) E Pd( Li). Comme Pd( Li) (7 
Pd( L:?) sature Li = ES u L:, Pd( LI) n Pd( L:!) E et, par sG:e, (CU, u)& Pd(L:!). 
1% existe done w E A* tel que cuw E L!: E Li et YW & Ly. Commt: cuwa E L: et que 
(CD, u> E Pd( L:), uwa E L:. 11 existe done j < i tel e uw soit le plus grand mot de 
L: et, par suite, uw E (z,, . . . , z,}. 
(iv) Si [u]’ # [u]” et si u est le reprbentant [II]‘, comme [u]” c_ [u]’ d’aprh 
(i), u est aussi le representant de [u]” et [u I’\[ I’ # 0. Si v est l( plus grand mot 
de [ u]‘\[ u]“, 3c E A tel que cv soit le plus petit mot de [u]” et alors (CO, ZJ) E Pd( 2) 
et (COG io) e Pd(i”). I1 en rbulte que o E [u]‘n Fg(z;, . . . , z,) d’aprk (iii) avec lul< 
lcvl< rg[[u I’). 
(v) Si [u]’ # [u]“, il existe, d’aprks (iv), un petit entier k (respectivement 
plus grand entier 1) de (1,. . . , r} et w E Fd(x,) ectivement w’ E Fd(x,)) tel que 
zkw-’ 62 [u]’ (respectivement ztw’-’ E [u I’). me zkw-‘wa = zka E L: et 
(zkw-‘, z,w’-‘) E Pd( L:), z,w’-‘wa E L: et, par ‘=w. A.lors, ViE{S . . . . I}, 
ziw-’ E Fd( zkau-‘)\Fd( qw-‘) c [u]’ d’aprh la oposition 1.4 d’oii [u]” v 
(&, iziw-‘1”) E [u]’ d’aprb (i). Cette kclusion ne peut hre stricte d’aprh (iii) 
&hi [u]‘= [U]“” (Ui=, [zjw-‘I”). cl 
Exemple. Lorsque L’ = (x, , x2, xi) avec x1 = irbbcabc, x2 = abbabc et xi = ababcb 
comme dans l’exemple prkbdent, l’automate partiel g( L’) est rep&sent6 par la Fig. 
5. Alors L: = {abc} et Lg = (babe) et la suite suffixe ultime de x3 est (z,,, zl, ZJ avec 
zo= x3, L, = babe et z2 = abc. Les &tats 13, 14 et 15 de la Fig. 5 sent respectivement 
la rdunion des classes 13 = [ aba]” = (abc} et 17 = [ ba]” = { ba), 14 = [abab]” = { abab} 
et lS=[bab]“={bab} et 15 = [ababc]“= {ababc}, 19= [babc]“={babc} et 20= 
[abc]” = {abc} de la Fig. 4. 
Fig. 5. 
354 J.-C. Spehner 
4. Les pro&dures de base 
.l. D6finition. Vu E F(L)\{ l}, soit avs( u) = Jpref(suf( u))l - Isuf( u)l et, en outre, soit 
avs( 1) = 0. Si suf(u) # 1 et si i = part([suf( u)]), avs( u) est le nombre de lettres du 
mot xj de L sit&es avant la premi5re occurrence de suf(u) comme facteur de Xi. 
Vu E [u], avs( v) = avs( u) puisque euf( v) = suf( u). I1 existe done une application 
avs de S dans f+J telle que, Vu E F(L), 
avs([ u]) = avs( u) = pref(suf([ u])) - Isuf( u)l. 
La fonction avs a &C introduite en [20] oii elle Ctait notde isuf. 
4.2. Lemme. Pour tout (s, a) E S x A tel que 7( s, a) # 0 et r(suf( s), a) # r(s, a), 
avs(T(s, a)) =avs(s)+~(suf(s), a). 
reuve. Si u est le plus petit mot reconnu par s, il existe c E A tel que u = c suf( u). 
Les mots ua = c suf( u)a et suf( u)a sont respectivement reconnus par les &ats T( s, a) 
et r(suf(s), a). Comme, par hypothbse, r(suf(s), a) # r(s, a), ua est le plus petit 
mot reconnu par T(S, a) et suf( ua) = suf( u)a d’o21 suf( r(s, a)) = r(suf(s), a). Comme 
avs( s) = pref(suf( s)) - Isuf( u)l et que avs( 7( s, a)) = pref(suf( T( s, a))) - Isuf( u) . al, 
avs(T(s, a)) = avs(s) + Q(suf(s), a). Cl 
4.3, DSnition. (i) Pour tout &at s de g(L), soit 
A(s)={t;suf(t)=suf(s) & avs(t)=avs(s)} 
= suf’(suf(s)) n avs-‘(avs(s)). 
(ii) Soit T={tt,..., tk} une section transversale des classes A ( t) contenues dans 
suf *( s) telle que 
avs( 2,) < avs( t2) C l l 9 < avs( tk). 
Les classes A( tJ, . . . , A (t,J forment alors une partition de suf-‘(s). 
(iii) Soit lis la permutation de T telle que, Vi E { 1, . . . , k - l}, lis( ti) = ti+l et 
lis( tk) = tl et soit alis la permutation inverse de lis. Vi E { 1, . . . , k} on prolonge 
l’application lis a A ( ti)\{ ti} en posant, Vt E A ( ti)\{ ti}, lis( t) = - ti. 
Soit S une application de S dans S u (0) telle que, Vit E S, la restriction de S a 
A(t) et A(t) u (0) soit injective et chatne les Mments de A(t). 
(iv) L’ensemble suf-‘(s) muni de la restriction de lis B { tl, . _ . , ?k_l} et de S est 
alors un arbre binaire note ‘B(s). 
(v) La wine t, de B(s) est encore appelee la racine de suf -‘( s). 
Soit rat l’application de S dans S u (0) telle que, V/s E S tel que suf-‘(s) # 0, 
rac( s) soit la racine de suf -‘( s) et, Vs E S tel que suf -‘( s) = 0, rac( s) = 0. (Voir Fig. 6.) 
TUE. Sa fonction est de onner tous les paramstres qui situent 
un gtat u dans I’arbre B(suf( u)): ul = lis( u), ud = S(u); si ul> 0, alors ual = alis (u) 
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A( t,) = it2,ty 
A( t,) = $1 
Af t4) = {t,,t’,,t”,~ 
Fig. 6. 
et sinon, uad 1’Ctat de A (s) tel que 6(uad) - u et ur qui est Cgal B suf( u) lorsque u 
est la racine de @(suf( u)) et h 0 sinon. 
Procedure SITUE (u : integer); 
begin ul := lis( u); ud := S(u); 
if ul>O 
then ual := alis( u) 
else begin uad:= -ul; while S(uad) < > u do uad := Shad) end; 
if rac( suf( u)) = u then ur := suf( u) else ur := 0; 
end. 
4.5. La prochdure PEACE. Sa fonction est de placer un &at u dans un arbre B(s) 
a une place pr6d6terminCe par les paran&res ul, ual, ud, uad et ur. 
Procedure PLACE( U, ul, ual, ud, uad, ur : integer); 
begin 6(u) := ud; if ur > 0 then rac(ur) := u; 
if ul>O 
:= ud; while s > 0 do begin lis( s) := -u ; s := S(s) en 
lis( u) := u; alis( u) := u e 
:= u; lis(u):= u 
in S(uad) := u; lis( u) := ul e 
B cette place. 
NSERE. Sa fonction est d’abord 
f(u)) en fonction de la valeur 
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rocedure INSERE( 24 : integer); 
in su := suf( 24); h := avs( 24); ur := rac(su); s :== ur; 
rac(su) := u; lis( u) := u; alis( u) := u; S(u) := 0 end 
else 
if h < avs(ur) 
then 
begin 
rac(su) := u:sI:= aIis(ur); lis( s 1) := u; lis( 24) := ur; 
alis := u; alis( u) := sl; 6(u) := 0; 
end 
else 
gin 
if h > = avs(alis(ur)) 
then s := alis 
else while avs(s) < h do s := lis(s) 
=h 
im S(u):= S(s); S(s):= u; k(u):= -s end 
else 
begin 
so:= alis( lis(s0) := u; lis(u) := s; 
alis := u; alis( u) := SO; 6( 24 j := 0; 
end; 
.7. La procedure ENL~VE. Elle permet BWiminer un 6tat don& par ses param&res. 
mcedure ENLEVE(U~, ual, ud, uad, ur: integer) 
ud > 0 then rac(ur) := ud 
se rac(ur) := ul; 
lis(ud) := ud; alis := ud e 
lis(ua1) := ud; lis(ud) := ul; alis(u1) := ud; alis := ual e 
ul; alis(u1) := ual e 
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ure ECHANGE. Elk permute les positions dans les arbres binaires de 
deux etats don&. La variable cplet exprime que le transfer% est partiel lorsque 
cplet = 0 et complet lorsque cplet = 1 (voir DCfinition 6.4). 
rocedure ECHANGE( U, v : integer); 
begin SITUE( u); vl := ul; val := ual; vd := ud; vad := uad; 
vr := ur; SITUE( v); 
if cplet =0 
then PLACE( V, vl, val, vd, vad, vr) 
else ENLEVE(V~, val, vd, vad, vr); 
PLACE( U, ul, ual, ud, uad, ur); 
end. 
4.9. Remarque. Les procedures precedentes constituent avec les proc6dures PAR- 
TAGE et DECPARTAGE une couche de base qui peut %re remplacee par une autre 
sans toucher aux autres procedures. Dans une premiere version chaque classe 
suf -l(x) &ait representee par une liste doublement chaM5e. 
5. La duplication d’un &at 
5.1. DCfinition. (i) Pour tout &at s tel que avs( s) > pref(suf( s)) - rg(suf( s)), le lien 
sufixe Je s est dit s&ant. Comme avs([ u]) = pref(suf([ u])) - ]suf( u)l si u represente 
s, cette condition est equivalente B la condition isuf( u)l < rg(suf( s)) qui exprime 
que suf(u) n’est pas le plus grand mot reconnu par [suf(u)]. 
(ii) Vu E F(L)\{ 1) tel que Isuf( u)i C rg([suf( u)]), 1’Ctat [v] qui reconnait le plus 
grand facteur gauche v de suf( u) tel que I VI = rg([ v]) est appelt! le point d%Zatement 
de Mat s = [u]. Vu E F(L)\(l) tel que Isuf(u)l = rg([suf(u)]) et pour u = 1, on dit 
que 1’6tat s= [u] n’admet pas de point d’klatement. 
5.2. Lemme. Si s est un &at de g(L) qui admet un point d Yclatement, tous les 
descendants de s dans g(L) admettent lemgme point d’klatement que s et, pour tout 
mot w tel que r(s, w) # 0, suf( 7(s, w)) = ?-(suf(s), w). 
reuve. (i) Soit s un &at de g(L) qui admet un point. d’eclatement r et soit u le 
plus petit mot reconnu par s. Va E A tel que t =T(s,a)#fl,3b,cEA,b#c,telsque 
u = 6 suf( u) et c suf( u) E [suf( u)] d’apres la Proposition 1.4. Alors ua est reconnu 
par t = T(S, a) d’ou ua E F(L) et, comme suf( u) E Fd( u), suf( u)a E Fd( ua)\F( L) et 
c suf(u)a E [suf(u)]a !z [suf(u)a]. Comme lual = Ic suf(u)al, c suf(u)a % [ua] ce qui 
implique suf( u)a E! [ ua] et, par suite, suf( ua) = suf( u)a. suf( ua) admet done le mcme 
plus grand facteur gauche de v tel que Iv1 = t 
d’eclatement Y = [v] que s. En outre, suf( ua) = suf( u)a implique suf( T(s, a)) = 
7(suf( s), a). 
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(ii) 11 rt%ulte de (i) par r&.urence sur 1 WI que, si T( s, w) f 0, alors T(S, w) admet 
le mime point d’eclatement que s et suf( r( s, w)) = r(suf( s), w). cl 
5.3. La proc&hm POINTDECEAT. (i) Afin de pouvoir modifier facilement le point 
d’gclatement d’un &at lors de la construction de g(L), l’application partielle de S 
dans S qui associe, a chaque 6tat s de S, son point d’klatement lorsqu’il existe est 
dkomposbe en le produit de deux applications pt et eclat telles que si s est un &at 
dont aucun pkdkesseur n’admet de point d’klatement et si T est l’ensemble des 
descendants de s dans g(L) qui admettent un point d’Cclatement r,alors eclat-‘( T) 
est r6duit a un 616ment unique e ce qui permet de changer r en un nouveau point 
d’klatement r’ en rempla$ant pt( e) = r par pt( e) = r’ et de supprimer le point 
d’eclatement de s en posant eclat(s) = 0. 
(ii) La procedure POINTDECLAT(S, t, c) 06 s, t E S et c E A vbrifient T(S, c) = t, 
affecte le point d’&latement de s B t s’il existe, teste si suf(s) n’est pas le point 
d’&latement de t et, dans ce cas, l’affecte 6 t et sinon, pose eclatj t) = 0. 
Procedure POINTDECLAT( S, t : integer; c : char); 
begin 
if eclat( s) > 0 
then eclat( t) := eclat( s) 
else 
begin sl := suf(s); 
if rg(r(s1, c)) > rg(s1) + 1 
then begin e:= e + 1; eclat( t) := e; pt<t”) :== sl md 
else eclat( t) := 0; 
end; 
end. 
5.4. D6fiaition. (i) Vs E S et V’a E A, la suite (s o, 1,. . . , sk) d’&ats de S tc!le que s 
s,=s, ViE{l,..., k}, Si=SUf(Si-1) et T(*Vi, U)=T(S, a) et T(SlAf(Sk),U)# T(S,U) eSt 
appelCe la suite suflxe de s relative ci la lettre a. suf(sk) est appelC la borne de la 
suite sufixe (so, . . . , sk). Lorsque sk = 1, c’est 1’Ctat fictif 0. Cette dgfinition s’applique 
au cas particulier oti T( s, a) = 0, c’est-a-dire lorsque T n’est pas difini en (s, a). 
Par exemple, si L = {abbcabc, abbabc, ababc} comme dans l’exemple aprGs le 
Theor*me 3.2 (Fig. 3), la suite sufIixe de s = 15 relative B b est (15,12,9,5) et 1 est 
sa borne. 
(ii) V’s E S, soit dde(s) le demi-degri extkieur de s dans le graphe de g(L), 
c’estkdire le cardinal de l’ensemble {a E A; T(S, a) # 0). 
(iii) Vs E S\{[ 2 3). il existe un predkcesseur t du sommet s dont le rang est le plus 
petit et ce pr6dCcesseur est unique d’apres la Proposition 1.4. Ce p&d&esseur t est 
appel6 le dernier pr6dGcesseur de s et est note dpredjs). 
(r,b)~SxAtelque~(~,b)#(6,ilexister~~~telquesuf(r~)=ret~(r~,b)= 
r(r, b) si, et seulement si, rg(r( r, 6)) > rg( r) + 1 car, si u est le mot qui represente 
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r, ub represente T( r, 6) si, et seulement si, rg( r( r, 6)) = rg( r) + 1. En outre, si r, exist; 
et si u. est le mot le plus court reconnu par ro, uob est reconnu par r( r, 6) et 3~ E 
tel que uob = cub. Comme la lettre c est unique d’apres la Proposition 1.4, l’etat rc 
l’est aussi. Soit # l’application partielle de S x A dans S definie en (r, 6) si, et 
seulement si, rg( r( r, 6)) > rg( r) + 1 et telle que, dans ce cas, r. = #(r, 6) vCrifie 
suf( ro) = r et 7( ro, 6) = T(r, 6). 
5.5. DCfinition. Si (r, 6) E S x A est tel que d = qm( r, 6) # B et rg( r( r, 6)) > rg( r) + 1 et 
si u et ZI sont les mots qui representent respectivement d et r, alors vb E [ v]b c [ vb] = 
[u] et 1 vb( = rg( r) + 1~ rg( d) = lul et l%clatement de d en deux etats qui reconnaissent 
respectivement les ensembles de mots [u]\Fd( vb) et [u] n Fd( vb) est appele la 
duplication de d selon (r, 6). 
L’e’tat d’ qui reconnaft les mots de [u] n Fd( vb) est appele le dupliquk de d selon 
(r, 6). On garde la notation d pour l’etat qui reconnaft les mots de [u]\Fd(vb) 
apres la duplication. 
La duplication de d selon (r, 6) transforme un automate partiel en’un autre qui 
reconnaTt les m2mes mots. 
Dans le schema de la Fig. 7, les classes [u] sont representees par des rectangles 
et on suppose que les mots de la classe sont places les uns en-dessous des autres 
par longueurs decroissantes. 
avant duplication aprQs duplication 
Fig. 7. 
5.6. La proc6dure UPLIQUE. (i) Pour realizer la dupllica,tion de d selon ( r, 6) il faut: 
- remplacer T( s, 6) = d par r( s, 6) = d’ pour tout etat s de la suite suffixe de r relative 
B 6; 
- transmettre A d’ les transitions de d et les valeurs associkes de v; ;
- transmetcre 9 Q? I,: s attributs pref(d), suf(d), avs(d), dpred(d), dde(d) et eelat( 
- remplacer d par d’ dans l’arbre binaire !B(suf( d)); 
- poser rg(d’) = rg(r) + 1; 
- redefinir suf(d) = d’, avs(d) = pref(d’) -rg(r) - 1, et eclat(d) = 0 et dpred(d) = 
4% 6); 
- modifier + en consequence; 
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- partager suf-‘(d) entre d et d’ en appelant la procedure PARTAGE don&e en 
Definition 5.8. 
(ii) La procedure qui suit realise ces fonctions en prenant comme paramkres r 
et l’indice m de la lettre b dans le mot courant X, de L et en c&ant un nouvel Gtat 
q pour d’. Un tableau let[ 1, . . . , carda] contient les lettres de l’alphabet A. 
Procedure DUPLIQUE( r, n?, : interger); 
begin &=x(m); d := ~(r, b); q:= q+l; ~(r, b):= q; pref(q):=pref(d) 
rg(q):=rg(r)+l; avs(q):=avs(d); part(q):=part(d); dde(q):=dde(d); 
eclat( q) := eclat( d); dpred( q) := dpred( d); dpred( 8) := #(r, b); #(r, b) := 0; 
avs( d) := pref( q)-rg( q); SITuE( d ); PLAcE(q, ul, ual, ud, uad, ur); PARTAGE; 
suf( q) := suf( d); suf( d) := q; 
for k:= 1 to carda do 
begin c := let(k); s := r( d, c); 
if s>O 
then 
begin T(q, c) := s; o(q, c) := (p(d, c); $(q, c) := d; 
if #(suf(q), c) = d then #(suf(q), c) := q; 
if dpred(s) = d then dpred(s) := q; 
end 
egin r( q, c) := 0; +( q, c) := 0 end; 
end; 
s := suf( r); while r( s, b) = d do begin r(s, 6) := q; s := suf( s) end; 
end. 
5.7. mme. Si T est l’ensemble des etats qui admettent r comme point d’eclatement 
avant la duplication de d selon ( r, b) et si d’ est le duplique’ de d selon ( r, b), alors 
apt-es la duplication : 
(i) suf-‘(d) estpartag~suf-‘(d’)={s~suf-‘(d);avs(s)~pref(d)-rg(r)-l} et 
suf-‘(d)/suf-‘(d’); 
(ii) les &tats de T n suf-‘(d) n’admettent plus de point d’klatement; 
(iii) lepoint d’eclatement de tous les etats de T\suf-‘(d) est change’ en d’. 
(iv) aucun autre point d ‘eclatement n’est cr& ou modi@. 
reuve. (i): Si u et v sont les mots qui representent respectivement d et r, d’ 
reconnazt les mots Je [u] n Fd( vb). Vs E suf -‘( d ), si w represente s, alors s E 
suf -I( d’) si, et seuleme*:t si, suf( w) E [u] n Fd( vb), c’est-a-dire si, et seulement si, 
avs(s)=pref(d)-Isuf(w)lapref(d)-rg(r)-1. 
(ii): Vs E T n suf -‘( d), si w represente s, le mot v qui reprksente r etait avant la 
duplication le plus grand facteur gauche de suf( w) tel que 1 VI = rg( [ v]) d’ou suf( w) = 
vb. La duplication de d transforme done le lien suffixe secant de s en un lien suffixe 
non secant et, par suite, s n’admet plus de point d’eclatement aprbs la duplication. 
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(iii): Vs E T\suf -‘( d), si w repr&ente s9 ZJ &ait le plus grand facteur gauche de 
suf( w) tel que 1 VI = rg([ u]) avant la duplication de d et, si c est la lettre de A telle 
que vbc soit facteur gauche de suf(w), comme lvbl = rg(d’) et que T(d), c) = T(d, c) 
implique rg( r( d I, c)) 3 rg{ d ) -I- 1 , 1 vbcl = rg( d ‘) + 1~ rg( r( d ‘, c)) apr& la duplication. 
d’ est alors le point d%clatement de s. 
(iv): Si le lien suffixe n’est pas modif%, le point d%clatement ne Vest pas non 
plus. Pour tout lien suffixe modifie et distinct de ceux de (iii) et (iv), le lien suffixe 
Ctait &ant avant la duplication et le reste ap&s et le point d’eclatemen 
inchange. Cl 
5.8. La procedure PARTAGE. La prokdure PARTAGE a pour foncfion de realiser le 
partage de suf -‘( d) entre d e:i d’ = q selon le Lemme 5.7. La partie (i) consiste a 
couper de l’arbre binaire %3 ( d ) une partie qui deviendra, apres insertion de d, l’arbre 
binaire ‘B( d’). 
Procedure PARTAGE; 
begin h := avs( d); rd := rac( d); 
if rd>Q 
then 
begin u:= rd; ul:= alis( u2:= ul; 
if avs(ul)>= h 
then 
repeat u := ul; s := u; repeat suf(s) := q; s := S(s) until s = 0; u 1 := alis( u) 
until (avs(ul1 c h) or (u = rd); 
if u <> rd then begin alis := u 1; lis( u 1) := rd end; 
if avs(u)= h 
then 
begin rac( q) := ar; lis(d) := -u; S(d):= S(u); S(u):= d; 
pt( eclat( u)) := q; 
s := u; repeat eclat(s) := 0; s := S(s) until s = 0; 
if u = rd then rat(d) := 0 else begin alis( u) := 242; lis( u2) := u end; 
end 
else 
begin rat(q):= d; S(d):=O; alis(u d; alis(d u2; 
lis(u2) := d; lis(d) := u; eclat(d) := 0; 
end; 
end; 
egin rat(q) := d; lis(d) := d; alis := d; 6(d) := 0; eclat(d) := 0 e 
Si (r,bl...bk)ESx * est tel que rg(r(r, 6,)) > tg( r) -I- 
~(r, bl?. a., bk) f 8, la duplication de d, = T( r, b,) selon (r, b,) suivie par la duplica- 
tion de dz = r( r, blb2) selon (d ‘1, b2) 03 d: est le duplique de d selon 
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0-i w, l l l 9 jusqu’& la duplication de dk = r(r, b, . . . bk) selon (&_,, bk) 06 d;_, est 
le dupliqu6 de d k-l selon (&_,, bk+) est appelee la cha?ne de duplications selon 
( b , . . . bk). Le chemin (di,dG ,..., 
&, d2,. . . , dk) selon (r, b,, . . . , bk). 
di) est appele le chemin duplique’ de 
Dans les exemples apr&s le Theorkme 3.2, le chemin (17,18,19) de la Fig. 4 est 
le chemin duplique de (10, 1 1,12) selon ( 
6. Le transfert de mots d’un &at i un at&e 
6.1. Dhfinitioa. Soient L = (x1, . . . , xt} avec X, eventuellement redondant, a E A, 
xi} sans mots redondants. Deux &tats ul:imes distincts d et 
d’ sont dits quasiGquiualents si chacun d’eux reconnatt un mot de la suite suffixe 
ultime (zO, zl, . . . , z,) de x,. Deux itats non ultimes distincts d et d’ sont dits 
quasi-equivalents s’il existe a E A tel que les 6tats r(d, a) et r(d’, a) soient quasi- 
equivalents et, Vb E A\$), T(d, b) = T( d’, b). 
6.2, Lemme. Les mots les plus courts u et u’ reconnus respectivement par les etats 
distincts d et d’ dans g(L) sont reconnus par un mgme &at dans s( L’) si, et seulement 
si, les etats d et d’ sont quasi-equivalents. 
reuve. (i) En reprenant les notations des Definitions 3.1 et 3.3, VU e F(L), [u]’ # 
[u]’ si, et seulement si, 3wz [u]‘n Fg(z,, . . . ) zr) tel que Iul< rg([ u]‘) et, alors 
3wEFd(x,) et %,k{l,..., r} avec k G I tels que, si u est le plus grand mot de 
bl’, bl’ = bl’u <u:=, [: ziw-‘1’) d’aprbs le Thi5orkme 3.4. En outre, [ZiW-‘1’ = 
[ Ziw -‘] n Fd( ziw-’ j d’apr& le TMoreme 3.2. 
(ii) Si les mots les plus courts u et u’ reconnus respectivement par les 6tats d et 
d’ dans s(L) sont reconnus par un m6me Ctat dans g( L’), il existe done j, j’ E 
11 *.*.v r} et w ‘z Fd(x,) tels que uw E Lj n Fd(x,) et u’w E LiSn Fd(x,). Si w = a1 . . . ap 
avecal,..., arEAViE{ ,..., p},soitdi=r(d,al...ai)etd:=r(d’,al...ai).Les 
6tats dP = [ Zj] et d; = [ Zj’ sont alors ultimes et quasiCquivalents. ] 
Si iE{l,... , p - 1) est tel que les itats d i+l et d :+, soient quasidquivalents, 
Vb E A\{ai+l} tel que r(di, b) # 8, ual . . . sib E F(L) et, comme [u]’ = [u’]’ implique 
1 ua I... sib]’ = [u’a, . . . sib]’ et que, d’aprbs les ThCor5mes 3.2 et 3.4, [ ua, . . . sib] = 
1 ua I... sib]“= [ual . . . sib]’ et [u’a, . . . sib] = [u’a, . . . sib]“= [u’a, . . . sib]‘, 
r( d I, b) = r(di, b) et les 6tats di et d i sont aussi quasi-equivalents. 
Par recurrence descendante il en resulte que d et d’ sont quasi-equivalents. 
(iii) Si les &ats d et d’ de B(L) sont quasi-equivalents, ou bien d et d’ sont 
ultimes et reconnaissent chacun un mot de (z,, . . . , z,) ou bien il existe des lettres 
a,,..., a,, de A telles que, i E (1, . . . , p}, les 6tats r( d9 a, . . . ai) et T( d’, a1 II . . ai) 
soient quasidquivalents et u’en outre les 6tats r(d, a, . . . ar) et ~(d’, al . . . aP) 
soient ultimes d’apres la 
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Si u et u’ sont respectivement les mots les plus courts reconnus par d et d’, u et 
u’ sont reconnus par le mcme &at [xJ’ dans le premier cas. Dans le second cas, 
ua 1 . . . aP et u'a, . . . aP sont aussi recosnus par l’etat [x,]’ et, d’aprb la minimalit 
de l’automate ZR(L”‘), il en rkulte par rkurrence descendante que u et u‘ sont aussi 
reconnus par un m$me &at dans B(C). Cl 
6.3. La procikiure TESTEFUSION. La procddure TESTEFUSION est appel$e pour un 
etat t et un indice m d’une lettre de X, tels que les etats T( t, x(m)) et suf( T( t, x(m))) 
soient quasi-$quivalents etsa fonction est de tester si les etats t et suf( t) sont aussi 
quasiGquivalents. 
Procedure TESTEFUSIOM( t, m : integer); 
begin d := suf( t ) ; 
if dde(d) = 1 
&em fus:= 1 
else 
if dde( d) = dde( t) 
then 
begin fus := 1; k := 0; 
while (fus := 1) and (k < carda) do 
begin k:= k+ I; e := let(k); 
if (I(d, c)<>~(t, c)) and (cox(m)) then fus:=O; 
end; 
end 
else fus := 0; 
end. 
6.4. DSnition. Soit t un &at de g(L) quasi-equivalent 5 d = suf(t) et soit (r, b) E 
S x A, tel que d = r( r, b) et avs( t) = pref( d) - rg( r) - 1. La transformation qui ret&e 
B l%tat d tous les mots w tels que 1 WI s rg( r) + 1 pour les affecter g l’&at t est alors 
appelCe le transfert de mots de d ci t selon (r, b). Lorsque rg( r) + 1 < rg( d), le transfert 
est dit partiel et, lorsque rg( r) + 1 = rg(d), le transfert est dit complet. 
L’automate ainsi transform6 reconnaft les m$mes mots que l’automate de dipart. 
Un transfert partiel de d 5 t selon (r9 6) peut Ctre dkomposb en la duplication de 
d seBon ;r, b) suivie de la fusion de l’&at dupliquC de d avec 1’Ctat . (Voir la Fig. 
8.) 
RANSFERE. (i) Les fonctions de la procedure TRANSFERE sent 
pro&es de celles de la procidure UPLIQUE sauf pour les points suivants: 
- aucun etat n’est c&b; 
- d = 7( r0, 6) est d&G B l’aide de r0 et non de r; 
- le transfert explicite d’un mot u implique V 25 E * tel que T( d, U) # 7( t9 e) 
le transfert implicite du mot uv v) B 7(t, v); 
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avant transfert 
aprh transfert 
Fig. 8. 
- lorsque T( r, b) # d, le transfert se limite a un tel transfert implicite qui dkoule 
d’un tr;dnsfert qui pr&de alors que, si T( r, b) = d, tous les mots w reconnus par 
d et tels que 1 WI 3 rg( r) + 1 sont transf&+s explicitement de d ii t; 
- lorsque T( r, b) = d, pour tout &at s de la suite suffixe de r relative a b, tp( s, b) 
subit un decalage de dec = pref( t) - pref( d); 
- le transfert implique l’khange des liens suffixes entre d et t et cet echange est 
realis dans les arbres 23(d ) et @( t ) par la procedure ECHANGE qui traite aussi 
le cas particulier du transfert complet; 
- lorsque le transfert est complet, c’est-a-dire lorsque cplet = 1, l'&at d est supprime; 
- le transfert d’kats de suf -‘( d) ii suf -‘( t) est realis par la procgdure DECPARTAGE 
qui a une fonction analogue a celle de la procedure PART~GE. 
(ii) Les parametres de la procedure TRANSFERE sont les &ats r0, rl et r et l’indice 
113 de la lettre b = xt( m) et sont tels que d = ~(r0, b) et t = r(r1, b) avec r qui pointe 
sur le mot le plus long qui sera transfere xplicitement de d ii t lorsque T( r, b) = d 
et r = r0 pour un transfert initial (voir Difinition 6.10). 
Procedure TRANSFERE( r, r0, r 1, m : integer); 
begin b := x(m); d := ~(r0, b); t := ~(rl, b); 
if (cplet = 1) and (+( r0, b) > 0) 
egin cplet := 0; dpred(d) := #( r0, b); $( ~$6) := 0 end 
) := suf( d); h := avs( t); avs( t) := avs( d); avs( 6) := h; 
in suf( d) := t; if r = r0 then dpred(d) := JI( r, b) end; 
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begin c := kt( k); s := ~(4 c); 
if (s)O) sad (cox(m+l)) 
if $(suf( t), c) = d then #(suf( t). C) := c 
if dpred( s) = d then dpred(s) := t; 
end; 
end; 
s := s; while T(S, 6) = d do 
begin r(s, 6) := t; ~(s, b) := (p(s, b) + dec; dpred( t) := s; s := suf(s) emr 
r2:= r(s, 6); 
end. 
6.6. Lemme. Lors d’un transfert do mats de d 6 t selon (r, b): 
(i) Mat t herite de i’eventuel point d Vclatement de d et, lorsque le transfert est 
partjel, d herite de celui de t; 
(ii) lorsque le transfert est complet un nouveau point d’eclatement est affect6 6 
l’ensemble T des descendants des &tats s # t de suf-‘(d) dont le lien su#ixe n’ktait 
pas &ant; 
(iii) aucun autre point d’&la,tenent n’est cr& ou modi@ 
Preuve. (i): Si u, u’ et v sont les mots qui reprisentent respectivement les etats d, 
t et r; si, avant le transfer& d admettait un point d’hlatement rd, alors Isuf(u)l c 
rg([suf( u)]) zt comme la valeur de suf( u) est transferbe & suf( u’), t admettra, aprh 
le transfert, rd csmme point d%elatement. 
Si le transfert est partiel, comme, avant le transfert, suf( u’) = vb wet 1 vbl < i&d), 
t admettait r corn-e point d’klatement et, aprh le transfert &u mot vb B t, 
I vbl c I u’i = rg( t) et suf( u) = vb. r sera done le point d’klatement de d. 
(ii): Si le transfert est complet et si, avant Be transfert, 7” = A(t)\{ t} # $9, IO,-, E TO, 
si uQ reprhente to, alors, suf( uO) = u = vb et, aprh le transfer& u a &C transfh? B 
t et I ul < I u’J : to qui n’avait pas de boint d’hlatement avant en admettra done un 
aprh. D’aprh le Lemme 5.2, il en est de m$me de tous les descendants de to. 
(iii): Aucun autre lien suffixe non &cant n’est cr&5 et tous les autres liens suffixes 
secants le restent. Aucun autre point d’klatement n’est done cr& ou modifik Cl 
6.7. La prockiure DECPARTAGE. (i) La fonction principale de cette procedure st 
de soustraire B suf -l(d) des hats pour les adjoindre B suf -‘( t) selon le Lemme 6.6 
et elle le rbalise en enlevant g B(d) un sous-arbre t en le greff ant sur B(t). Elle 
rbalise simultaniment un decalage de dec = pref( t) - pref(d) sur avs( s) pour tout 
&at s qui passe de suf-‘(d) & suf-*( t) et realise la criation de nouveaux points 
d’hlatement ou leur redefinition selon le Lemme 6.6. 
(ii) La procedure DECPARTAGE est interne & la procidure TRANSFERE. La valeur 
de e0 est fournie par la procedure 
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Procedure DECPARTAGE; 
begin rd:= rac( d); u := rd; v 1 := alis( rd); rt := rac( t ); t0 := Iz + dec; 
repeat u := alis( u); s := u; 
repeat suf( s) := t; avs(s):= avs(s)+dec; s:= S(s) until s =O; 
until avs( u) = h ; 
if u=rd 
then 
begin rat(d) := 0; if cplet = 1 the5 
begin s := u; repeat eclat( s) := e0; s := 6(s) until s = 0 end; 
eud 
else begin ul := alis( u); alis( rd) := u 1; lis( u 1) := rd end; 
if rt>O then 
begin V2 := alis( lis( v2) := u; alis( u) := v2; 
lis(vl):= rt; alis(r vl 
end 
else begin rac( I) := u; alis( u) := vl; lis( VI) := u end; 
end. 
6.8. DGfinition. Si les &ats fo et suf(f0) sont quasi-equivalents, oit (fo, fi , . . . , fk) 
la suite d%tats telle que, Vi E (0, . . . , k - l}, A+* = dpred(&) et les &ats J et suf(lr;-) 
sont quasi-equivalents alors que fk et suf(&) ne sont pas quasi-equivalents. L&at 
fk est alors appele le 
6.9. Lemme. Si v est 
si re = [v] alors 
point de fusion de fo. 
le plus grand facteur gauche de suf(x,) tel que 1 VI = rg([v]) et 
pr&(u) + prefbf(fo)) = n - 1 + avs&) -I- rg(re). 
Preuve. Si u est le mot qui reprksente j& le point d’klatement re de f0 reconna?t 
le plus grand facteur gauche v de suf( u) tel que 1 VI = rg( [ v]) = rg(re) d’aprk la 
Definition 5.1. Si pref,( v) = a, . . . ane-l, v-‘suf( u) = Q,, . . . an_l d’ou n -ne = 
Isuf(u>l - I4 et, comme ]suf( u)l = pref(suf(f0)) - avs(fo), ne = 
n - pref( suf( fO)) + avs(fO) + rg( re). Cl 
aiine de duplicatio s transferts et la procaure DUPLIFEIE. (i) Soient 
xt =a I... a,_1 et xi = x,a, avec a,, . . . , a, E A et les &ats ultimes & = [xt] de g(L) 
et f = [x:3’ de g( L’). La procedure DUPLIFERE est appelke Zorsque suf(_&) est un 
Ctat ultime de g(L), c’est-a-dire lorsque f0 et suf(f,) sont quasi-equivalents et sa 
premibre fonction est de dbterminer le point de fusion rf de f0 et l’indice nf B l’aide 
de la procedure TESTEFUSION ainsi que le point d’iclatement re de f0 et l’indice 
ne = pref, (v) + 1 selon le Lemme 6.9. 
(ii) La fonction principale de cette procedure est de rialiser une chafne de 
duplications-transferts. Lorsque ne < nf, elle &alise d’abord une chabre de duplica- 
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tions elon (re, a,, . . l a&, guis une chabe de transfer%. Lorsque nf 6 ne elle se 
limite a une cha”ine de transfer& et lorsque! nf < ne elle commence par ne -nf 
transferts complets. Dans tous les cas, suf(rf) est le nouveau point d’6clatement de 
f 00 
Procedure DUPLIFERE; 
begin rf:=fO, nf:= n; fus := 1; 
while fus = 1 do begia rf’:= dpred(rf): nf:= nf- 1; TESTEFUSION($ nf) end; 
e0 := eclat(fo); re := pt( e0); ne := n - pref(suf(f0)) + avs(f0) + rg(re); 
if nf < ne then begin pt( e0) := suf(rf); cplet := 1 e else cplet := 0; 
while ne < nf do begin DUPLIQUE(re, ne); re := q; ne := ne -I- 1 end; 
r := suf(rf); A:= rf; ro:= r; 
while nf < n do 
begin TRANSFERE( r, r0, rl, nf); r:= r2; rO:= d; rl := t; nf:= nf+ 1 end; 
end. 
Exemple. Si x1 = abbcabca, x2 = abbabca, x3 = abbabcb, x4 = ababca et L = 
{x, , x2, x3, x4}, le graphe de g(L) est donn& par la Fig. 9. Si xi = x46 et si L’ = 
{xl, x2, x3, xi}, le graphe de g( L’) est don& par la Fig. 10. 
18 19 20 21 
Fig. 9. 
La procedure DUPLIFERE est appelee pour YO = 21 car t % ~=slrf(21) est un 
ultime. Ar’ors re = 6 et rf = 20 et ne = 3 < nf = 6 et elle realit;e done la ~~~~~c~t~~~~ 
( 11,12,13) en (23,24,25) selon (6, a9c) puis le transfert du mot babilrr de 1’6tat 14 
B 1’Ctat 21. 
La procedure DUBLIFERE est alors appelCe une seconde fois car aliors uf(i!?) 2 10 
est encore un &at ultime (voir procedure PROLONGE en Definition 7.3) 
et rf = 24 et nf = 4 < ne = 5 et elle rialise done le trans 
l’gtat 25 puis le transfer% du mot abca de l’&at 10 B Mat 21 L) 
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Fig. 10. 
7. La construction en ligae du transducteur de progression s(L) 
7. s duplications frontales. Soit L = {x,, . . . , xJ avec 1x1\ 2 l l l 2 Ix,-J > Ix,\ et 
x, redondant pour L et soit a E A tel que xi = x,a ne soit pas redondant pour 
L’={x,, . . . . xt_*,x:}. 
Dans le cas 06 Ix,1 < rg([x,]), l’&at [xJ doit &re duplique car xi E F( L’) alors 
que, pwlr tout mot 2 de [x,] tel que Ix,1 K I ul, ua E F( L’). D’apres le Th6orsme 3.2, 
six,= ‘,. .a,_,aveca, ,..., a,_1 E A, si n0 est le plus grand entier de (1,. . . , n - 1) 
tel qUC n0 = rg([a, . . . a,(J) et si, Vi E {no, . . . , n - I}, Vi = a1 . . . ai, [Vi]‘= [Vi] n 
Fd(Vi), alors l’ktat [vno+, ] doit 2tre dupliqui5 selon ([v&J, anO+*), Mat [ v~~+~] doit 
Gtre dupliqu6 selon ([ vnO+J’, a,,o+2 ) et ainsi de suite jusqu’8 l’&at [ VJ qui doit 
Gtre dupliqui selon ([ v~_~]‘, a,_,). Les duplications ainsi dCfinies ont dites frontales 
et la succession de ces duplications est appelee la cha %e de duplications frontales 
selon (ch01, anO+) . . .a,-,). 
Par exemple, si x = abbabc et y = bababc et si L = {x, y} comme dans l’exemple 
aprb la Definition 1.2 (Fig. 1) Pe facteur gauche baba de y provoque la chatne de 
duplications frontales selon (6, ab) formee de la duplication de 5 selon (6, a) suivie 
de la duplication de 7 selon (9, b). 
7. e. La procedure ULTIME est appelee lorsque 
le transducteur en memoire est g(L) et que f0 est 1’Ctat ultime qui reconnait le 
dernier mot x, de L et lorsque ce transducteur se dCduit de B(L) par la chasne de 
duplications frontales elon ([ vno], a,0+r . . . a& avec les notations de la Dbfinition 
7.1 et f0 = [ vn-J. Sa fon on est de cr&r un nouvel itat ultime f qui reconna?t lc 
mot xi et le langage L: = d(x:)\F(L) 8 partir de ce transducteur. 
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Lorsque T(suf(fO), a) # 0, la creation de f de la transition ~(f0, a) = f implique 
que suf(j’) = T(suf(fO), a) et que le langage reconnu par f est L: = Fd(x:)\F(L) = 
[~~]‘a et le transducteur ainsi construit est isomorphe B s(L’). Le cas 06 
r(suf(fO), a) = 0 est 6tudi6 en Definition 7.3. 
Procedure ULTIME; 
begin q := q + 1; ~(f0, a) = q; dde(fO) := dde(f0) + 1; dde( q) := 0; rac( q) := 0; 
for k := 1 to carda do begin T(q, let(k)) := 0; zc((q, let(k)) := 0 e 
rg(q):=n; pref(q):=n; part(q):=nbm; &fO,a):=n-pref(fO)-1; f:=q; 
if 7(suf(fO), a) > 0 
then 
begin suf( f) := r(suf( fO), a); dpred( f) := f0; 
aVS(f) := aVS( f0) + q(SUf( fO), a); INSERE( f); 
if lis(f) > 0 
then Pot NTDEcwr( f0, J; a) else eclat( f) := eclat( -lis(f)); 
eud 
else PROLONGE; 
fO:=f; 
end. 
7.3. La prolongement ultime. Dans le cas oii T(suf(fC), a) = 0, la suite suffixe 
( 20, . . . , zs) de x, relative 5 la lettre a n’est pas reduite a z, = x,, et Li = Fd(x:)\F( L) = 
u;=o (IhI n Wx,)) .a comme en Definition 3.1. ([zo), . . . , [q]) est alors la suite 
suffixe de f0 = [ zo] relative g a. 
D’apres les ThCoremes 3.2 et 3.4, si ( .zo, . . . , zr) est la suite suffixe ultime de x,, 
c’est-&dire si, Vi E (0, . . . , r}, [ zi] est un etat ultime de g(L) et, lorsque s > r, l’etat 
[ z,,,l n’est pas ultime, alors W i E { 1, . . . , r}, une chake de duplications-transferts 
se termine par le transfert de tous les mots de [ zi] n Fd(x,) de 1’Ctat [ Zi] & l%tat f0 
et, en posant T( f0, a) =f; f reconnatt ous les mots de ([Zi] n Fd(x,)).a. 
En outre, Vi~{r+l,..., s} tel que [ Zi-11 possbde un point d’eclatement, une 
chake de duplications issue de ce point se termine par la duplication de [Zi] en 
deux &ats dont le second [Zi]’ reconnait le langage [zi] n Fd(x,) et, en posant 
T([Zi]‘, a) =A f reconnait encore tous les mots de ([ Zi] n Fd@,)) . Q. 
Enfin, ViE{r+l,..., s} tel que [Zi-l] ne possbde pas de point d’klatement, zi 
est le plus grand mot de [Zi] et, en posant r([ Zi]v a) =f, f reconnaft aussi les mats 
de ([ ZJ n Fd(x,)).a. 
L’ensemble de ces transformations est appele le prolongement dime de f0 relatif 
ii la Zettre a et la fordon de la procedure PROLONGE est de realiser ce prolongement 
ultime. 11 resulte des ThCoremes 3.2 et 3.4 que le transducteur ainsi construit est 
bien g(C) (a un isomorphisme pres). 
o DUPLIFERE; s:= f0; 
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begin r := pt(eclat(s)); 
if r>O then 
in m:= n -pref(suf(s))+avs(s)+rg(r); 
while m<n do begin DuPLIQuE(r,m); r:=q; m:=m+l e 
end; 
#(suf(s), a):= s; s := suf(s); ~(s, a) :=f, dde(s) := dde(s) + 1; 
(s, a) := pref(f) - pref(s) - 1; 
en 
avs( f) := avw, ?r p t. &uf( s), a); suf(f) := T(suf(s), a); dpred(f) := s; INSERE(~); 
if b(f) > 0 then POINTDECLAT(S,~, a) else eclat(f) := eclat(-lis(f)); 
end. 
le. Si x, = abbcabc, x2 = abbabc et x3 = ababc, L = (x,, x2, x3}, xi = x3b et 
L’ = {x, , x2, xi} comme dans les ThCorkmes 3.2 et 3.4 (voia Figs. 3 et 5) la procedure 
PROLONGE est appel$e pour f0 = 15 et la lettre b. 
Comme suf(f0) = 12 et dde( 12) = 0, la procQdure DUPLIFERE engendre le transfert 
du mot ba de l’&at 10 5 1’6tat 13 lors du premier appel et alors suf(f0) = 9 avec 
dde(9) = 0 et le deuxi$me appel de la procedure DUPLIFERE provoque le transfert 
du mot abc de Mat 9 B Ntat 15 et alors suf(f0) = 5 avec dde(5) = 1 et le point 
d’klatement de f0 = 15 est alors 6. La duplication de Mat 5 selon (6, c) conduit 
alors a la creation de 1’Ctat 17 et la transition c&e 7( 17, b) = 16 termine les calculs. 
7.4. La construction en ligne de g(L). La procedure TRANSPROGRESSE realise la 
construction en ligne du transducteur de progression d’un langage fini en Climinant 
les mots redondants lorsque les mots sont rang& selon leurs longueurs dkroissantes 
au sens large: Ix,1 a x21 2 l l l 2 1x,1. 
Lorsque xi = x,a est substituC 5 x,, les cas suivants peuvent se produire. 
(i) Le mot xi est redondant pour L’, c’est-a-dire reconnu par g(L) et ceci est 
test6 par fprog = 0. Dans ce cas, B(L) reste inchangB et Nlimination des mots 
redondants en dCcoule. En outre, si xi = a, . . . a, avec a,, . . . , a, = a E A, le plus 
grand entier n0 tel que n0 = rg([a, . . . a,,]) et l’etat SO = [a, . . . a,,,] sont d&ermin& 
afin de preparer les Cventuelles duplications frontales B realiser dans le cas suivant. 
(ii) Le mot x, est redondant pour L mais xi ne l’est pas pour L’ et ce cas 
correspond a fprog = 1. Dans ce cas ou bien n0 = n - 1 et JO reconnatt le mot x, ou 
bien n0 C n - 1 et la chatne de duplkations frontales selon (f0, a,o+l . . . a,_,) est 
&alisCe et, apres avoir redefini f0 comme 1’Ctat qui reconnaft le mot x,, un nouvel 
&at ultime est cri% et le prolongement ultime associC est rt5alisC. 
(iii) Le mot x, n’est pas redondant pour L et alors xi = x,a ne l’est pas non plus 
pour L’ et ce cas correspond done B fprog> 1. Dans ce cas, on est ramene au cas 
prkbdent mais sans les duplications frontales. 
‘aprk les ThCorGmes 3.2 et 3.4 et les justifications associCs aux differentes 
procidures, la procedure TRANSPROGRESSE calcule bien le transducteur de pro- 
gression d’un langage fini quelconque. 
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ure TRANSPROGRESSE; 
in readln(nbmot); alpha := [ 1; carda := 0; q := 1; e := 0; 
rg( 0) := -1; pref(0) := -1; suf(0) := 0; dde(0) := 0; rg( 1) := 0; pref( 1) := 0; 
suf(l):=O; avs(l):=O; part(l):= 1; rac(l):=O; 
for nbm:= 1 to nbmot do 
begin f:= 1; fO:= 1; no:= 0; fprog := 0; readln(lgx); 
for n := 1 to lgx do 
begin LIRE; r(fO, a) := 0 then fprog := fprog+ 1; 
if fprog = 0 then 
begin 
if (nO=n-1) and (rg(r(f,a))=rg(f)+l) 
then begin nO:= n; fO:= ~(f, a) end; 
f:=df,d; 
end 
else 
begin if fprog = 1 then while n0 C n - 1 do 
begin nO:= no-t- 1; DUPLIQIJE(f0, no); fO:= q end; 
ULTIME; 
end; 
end; 
end; 
end. 
La procedure LIRE est inteme a la procCdure TRANSPROGRESSE et sa fonction 
essentielle st de lire une lettre d’un mot de L mais elle realise aussi l’initialisation 
de r et met les lettres de A dans un ensemble alpha et dans un tableau let. 
Procedure LIRE; 
begin read(a); x(n) := a; 
if not (a in alpha) then 
begin ~(0, a) = 1; ~(0, a) =O; dde(O):= dde(O)+ 1; 
for s := 1 to carda do T( s, a) := 0; 
alpha := alpha + [a]; carda := carda+ 1; let(carda) := a; 
end; 
end. 
8. La complexit de la construction 
mme. Si p( L, L’) est le nombre de transitions c&es ou redkjhies 10~s de la 
ation de g(L) en B( L’) et si S,( L, L’) et S,( L, L’) sont respectivement Ze 
nombre de duplications et le nombre de transferts r6alish lors de cette transformation 
a!ors 
p(L, L’)+l+JAJ)S,(L, L’)+S,(L, L’)+lL:(-(L,I+l. 
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reuve. (i) Lorsque d’ est le dupliqu6 d’un &at d, Vc E A tel que ~(d, c) Z 8, la 
transition T( d, c) est aussi dupliquee n T( d’, c) = T( d, c) et, Vc E A tel que r( d, c) = 0, 
r( d’, c) est initialis 5 Q). 11 existe S,( L, L’) l IAl transitions ainsi definies ou 
initiak&es. 
(ii) Lorsque d’ est le dupliqu6 d’un &at d selon (r, b) ou lorsqu’il y a transfert 
de tous les mots y reconnus par d et tels que lyl s rg( r) + 1 & un &at d ‘, la transition 
T( r, b) = d est redCfinie n T( r, b) = d’ et il existe &(L, L’) + S1( L, E) transitions de 
ce type. 
(iii) Si (zO,. . . , z,) est la suite suffixe de X, relative B la lettre a dans g(L) et si 
u est le representant d’un &at d qui est dupliquC selon (r, b) ou qui perd dans un 
transfert ous les mots y tels que 1~~1 G rg(r) + 1, il existe i E (0,. . . , s} et 2) E [u] n 
Fg( Zi) tel que I ul< rg( d) et alors, si w = U-‘Z,, ([u] n Fd( v)).wa G L: d’aprh la 
di5monstration du Th6orGme 3.2. De plus, si i = 0, un tel mot v n’existe que si le 
mot X, est redondant, c’est-k-dire si L, = 0. 
Four tout 6tat s # F de la suite suffixe de r relative B la lettre b, la transition 
T(S, 6) = d est red6finie en T( s, b) = d’. Si tis est le mot qui rephente Mat s, le mot 
u,bw est reconnu par 1’6tat [Zi] de g(L) et u,bwa e L: d’aprh la Dkfinition 3.1. En 
outre, u,bwa E! L,a puisque L, = 4) lorsque i = 0. En outre, W i E { 1, . . . , s}, une transi- 
tion est cr&e de 1’Ctat [,I vers l%tat ultime f = [xi]’ de B( L’) par la procedure 
PROLONGE etcette transition est associCe au mot zia de L:\L,a. 
Comme tous les mots de L:\L,a ainsi obtenus sont deux B deux distincts, le 
nombre de ces transitions redCfinies et de ces transitions cr%es est major6 par 
I Li\ L,al + I= 1 L:) - I L,l + 1 en comptant la transition c&e +O, a) =J 
(iv) Le cumul des rhultats de (i), (ii) et (iii) donne alors 
p(L, L’)r(l+A)G,(L, L’)+S,(L, L’)+IL#-lL,l+l. Cl 
8.2. Lemme. Le nombre de duplications et de transferts rkali&s lors de la construction 
de g(L) est major6 par 411 Lll -7) LI. 
reuve. Soient vl le nombre d’etats ultimes cr&s, v2 le nombre de duplications, r13 
le nombre de transferts partiels et ~7~ le nombre de transferts complets qui sont 
intervenus lors de la construction de g(L). 
(i) Le nombre d’hats de B(L) est alors ql + q2- v4+ 1 et r)l + 772- 774a 
I LI + lgmax - 13 IL1 d’aprh le ‘I’hCorGme 2.3. Le nombre total de duplications et de 
transferts vCrifie done 
rl=r/2+~3+~4~~1+292+r/3_ILI* 
(ii) Comme 8(L) se deduit de l’automate 92(L) en supprimant l’&at qui reconaft 
A*\W) et que fm(L”) est un quotient de l’automate ?lR(J”), oti J” = (F(&, . . . , F(q)) 
u E F(L), les classes [ulJ et [u] de u modulo Pd(J”) et 
ors du transfert de mots d’un &at d B un &at d’ selon (r, b), si u, u’ et v 
sent les reprhentants respectifs de d, d’ et r, tous les mots de [u] n Fd( vb) sont 
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transfMs de d B d ‘. I1 existe alors i E { 1, . . . , t - 1) tel que v6 E F(xi) et u’e F(xi) 
et, comme Pd(J”) = Uie 1,. . , r Pd(F(xi)), [ u’]J + [ vb],, alors que [u’] = [ vb]. 
Si plusieurs classes de mots sont successivement transfMs au m6me Ctat d’, les 
indices i associCs ont deux B deux distincts d’apres la dbmonstration du ‘Mor5me 
3.4 et les classes modulo Pd(J”) le sont done aussi. 
(iv) I1 rbulte de (ii) et (iii) que %X(J) contient au moins ql + q2 + q3 + 1 6tats 
distincts d’ou ql + q2 + r13 s 211 L/- 31LI + 1 d’apres le Lemme 2.1. 11 en rkulte, 
d’ap&s (i), que 7 e 41lLll- 7 ILI. q 
8.3. Lemme. s &ant un &at de g(L), si le lien su#ixe de s est s&ant alors IA(s)1 c IAl 
et sinon, IA(s)1 s IAI. 
Preuve. (i) Si u1 et u2 sont les mots les plus courts reconnus respectivement par les 
6tats tl et t2 de A(s), 
Isuf( u,)l = pref( suf( s)) - avs( tl) = pref(suf(s)) - avs( t2) = Isuf( u2)l 
et, comme suf( tJ = suf( t2), suf( u,) = suf( u,) d’apres la Proposition 1.4 et 3a,, a2 E A 
tels que, en posant u = suf( u,), u1 = alu et u2 = a2u. En outre, t, # t2 implique a1 # a2 
et, par suite, IA( s IAI. 
(ii) Lorsque le lien suffixe de s est secant, u n’est pas le mot le plus long reconnu 
par suf(s) et il existe a E A tel que le mot au soit aussi reconnu par suf(s). Comme 
suf(s)e A(s), a, z a et a2 # a et, par suite, IA(s)1 < IAl clans ce cas. •? 
8.4. DCfinition. (i) Une suite ( sl, . . . , k s ) d’etats de g(L) est un chemin de g(L) 
si, et seulement si, il existe des lettres a2, . . . , ak telles que, Vi E (1, . . . , k - l}, 
r(si, ai+l) = Si+l . Lorsque le demier &at sk est l’etat ultime qui reconnajit le mot x 
de L, le chemin (s ], . . . , sk) est dit ultime et associ6  x. 
(ii) Un chemin (sl, . . . , sk) est dit &cant si, Vi E { 1, . . . , k}, le lien suffixe de Si 
est secant. 
8.5. Lemme. Tout &at s dont le lien sufixe est s&ant appartient ci un chemin s&ant 
associe’ &un mot de L et, pour chaque mot x de L, il existe au plus un chemin secant 
maximal associe’ cix. 
Preuve. (i) Si le iien suffixe de s est secant, s et tous ses descendants dans s(L) 
admettent un m2me point d’eclatement d’apres le Lemme 5.2. Si u est le representant 
de s et si w=al...ak ou a,,..., ak E A est un mot de longueur maximale tel que 
uw E F(L), [uw] est un &at ultime et il existe xc L tel que [uw] = [xl. Si, Vi E 
(1 , . . . , k}, si=[ual . . . ai], alors (s, s,, . . . , Sk) est un chemin secant ultime associe 
B x. 
Soient s1 et s2 deux etats dont les liens su xes sent secants et tels 
tel que r( s, , a) = r(s2, a). Si 24, et u2 so les mots les plus c0ui-t 
respectivement par s, et s2, 3a,, a2E A tels que u1 = aIsuf( u,) et u2 = a2suf(u2h 
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Pap&s (i), s, et s2 admettent chacun un point d’klatement e
~(suf(s,), a) = suf( 7(s, s a)) = suf( &, 4)) = r(suf(s,), a). 
t reconnait alors les mots u,u et u2u alors que su41) reconnagt ks mots suf(u,)a 
et suf(u2)a 11 en rkulte que Iural = lu2ui ce qui implique u, = u2 d’ap* la Roposi- 
tion 1.4 et s, = s2. 
Tout &at dont le lien suffixe st &cant admet done au plus un pr&cesseur qui 
a la m2nhe propriCtG etceci implique que, pour chaque mot III de & il existe au plus 
un chemin s&cant maximal associi B x 0 
R(L) confient uu plus llLll-2lLl liens su*es hunts. 
ut tout mot x de L, il existe au plus un chemin 
&ant maximal asso& B x Comme, We b E A, le lien sufRxe de [u6] est non s&ant, 
la longueur de ce chemin est majode par 1x1-2. I1 en &Me que R(L) contient au 
plus llLll-2ltl liens suffixes &cants. 0 
IJbur tout &tat d de 3(L), suf”(d) contient au plus ItI liens s@xes 
D’aprGs le Lemme 8.5, il existe, pour tout mot x de f, au plus un chemin 
nt maximal (s, , . . . , q) asso& B x. Si u2,..., ok sont les lettres de A 
que, Vitz(l,..., k - 0, ~(si, ai+,) = s&+1 s &MS 7WM, a+11 = suf(sd+l) d’ap 
me 5.2 et (suf(s,), . . . , suf(s&)) est aussi uu chemin 3(U* 
F(L) reconnu par a(L) est fini, 3 n’a pas de circuits. Les 
itats suf( s,) , . . . ,suf(s&) sont done deux B deux distincts et suf’,(d) contient au 
plus un &at de (s, , . . . , s&). suf”(d) contient done au plus ItI liens suffixes 
s&ants. 0 
ien suffixe st s&ant est essentielle dans le Lemme 
mot x = a6,~6~. . . d&u avec des lettres a, 6, , . . . ,6# 
1, [ a6,ab2a], . . . , [ ab, . I . ab,a]}. 
ction de R(L), ttn lien s thPm au pluJr 
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i, = part(d,), alors 
Ipref&)l = lu2l< l&l 6 Pref&Jl)* 
(ii) Si un mot v es transfer6 d’un &at d, B u 
d, =suf(d*) et 3w E tel que les &tats fi = ?(d, , 
avec i, = part( f,) C i2 = part( f2) et suf(jQ =fi et le 
a de A qui cr6e la transition de fi vets le nouve 
et x4 de L sont alors tels que x~, = prefi,( 0) w et X4 = prefb(v) wu et IX,] G ]x~,] impliqu~ 
IP~fd@)l c IP~fi,(o)l* 
(iii) Supposons que, lors de la prise en compte d’une lettre a d’un mot 
un &at d, soit dupliquC en un &at d2 avec i2> i, = part(d,) et que les mots 
qui reprbentent respectivement d, et d2 v&ifient Ipref,Juz)l > Ipref&). D’ap 
(i), une telle duplication ’est pas fiontale. I1 existe alors un facteur 
w = (prefJ u,))-‘x,, et w2 E A* tels que xs, = pref,.& u2)wlaw2 et lxbl G 
Iwll+lw2l+l~ E n outre, la premihe Iettre 6 de wi’w est distincte de a Si sl = 
~(d,, w,), alors T(s~, a) if $ et T(s,, 6) f 8 et aucun mot de L ne peut provoquet B
lui seul un transfert de mots de d2 vers un autre &at. Pour qu’un tel transfert puisse 
exister, il faut que L contienne l mot x g = prefJ u2) w avec i3 > i, et suf([xl,]) 
1~~1 G Ix,,1 implique alors Ipref,(u2)l = (pref&4,)l. Un mot xc = tc&wc 02i c 42 
est le plus grand mot de Fd(u,) n Fd(u:u,) tel que I > I u21 et is > ia provoque alors 
le transfest complet de d2 vers un &at d, rep&e par u4 et IX41 e Ix,,,l implique 
IPMJu4)1< lP=fi,(u,)l* 
(iv) u &ant un facteur donn6 de L, soit d, , d2, . . . , da la suite des &tats uf([ u]) 
lors de la construction de R(L) et soit i, = part(d,) et uI le reptisentant de dl. Si, 
V&(1,..., k - 1). dr+, est un dupliqut de dr, alors k 
Si, V&(1,..., k-l), il y a transfert de mots de d, 
Igmax. 
D’aprki (iii), il peut exister au plus Ipref,,( u,)l - 1 tra rts complets concernant 
d I,. . . , dk et, comme chaque duplication re de mots reconn 
deux parties non vides et strictement plus 
et le nombre de 
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(iii) D’aprh le Lemme 8.6, g(L) admet au plus 11 Lll - 21LI liens suffixes secants 
et chacun d’eux peut Qtre redCfini au plus 2(lgmax - 1) fois d’apres le Lemme 8.8. 
Le nombre total de liens suffixes secants redCfinis est done aussi major6 par 
(11 Lll- 214) .2(lgmax- l), alors que celui des liens suffixes non secants le reste par 
4llLll l IAl d’aprss (ii). 
(iv) La complexit de la determination de B(L) depend aussi du nombre IlLI de 
lettres des mots de L et du nombre d’&ats ultimes cr&s qui est majori! par 
211 Lll - 3lLI + 1 d’apres le Th6oreme 2.3. 11 r&ulte alors de (i), (ii) et (iii) que cette 
complexite st en 0( II Lll l (IAl + min( IL!, lgmax))). 
(v) Si on suppose que tocites les lettres de A sont equiprobables, la modification 
des liens suffixes induite par une lettre de A est independante n moyenne de cette 
lettre et, comme suf reste continuellement une application, la taille moyenne des 
ensembles uf-‘(d) est de 1 pour un langage L donn$. En supposant les langages 
equiprobables le nombre moyen de liens suffixes redefinis est done en 6( ll.I,ll). En 
tenant compte de la modification des points d’klatement et des initialisations pour 
r et p, la determination de g(L) est done en 6( II Lll l IAl). 0 
8.10. Remarque. L’exemple qui suit montre que le nombre de liens suffixes redkfinis 
n’est pas en 0( 11 Lll l I AI). 
Exemple. (i) Soit A = {a, b, cl,. . . , ck}, x1 = d(d?.~)~+ avec s > 0, r 2 1 et m 3 0 
et, Wic{l,..., 4) 03 lCqCr+S-1 et VjE{l,...,k} soit X(i-l)&+j+:= 
a r+s-‘--i~ai-lb(ar-‘b)m. Si k, = (x,, . . . , ++l), dl = [a’+“-‘b] = jar+S-lb, ar+s-2b, 
. . . . b} et, Vi~fl,..., rm} si Wi est le facteur gauche de (ar-*b)m de longueur 
i, d,+i = [a’+s-‘bWi] = ,([a’+“-’ 61, Wi) sont des &tats de g( L,) et G( L,) admet (qk + 
l)( m + 1) - 1 liens suffixes secants. 
(ii) Si, Vi E { 1, . . . ,p}, oii lspar+s-l-q, yi=ar+s-l-ib(ar-‘b)mai et si L2= 
{Y I,**=, yP} et L = LI u L2, l’adjonction de chacun des mots Yi cr6e une duplication 
frontale et tous les liens suffixes secants ont redbfinis lors de cette duplication. 
Le nombre total de liens suffixes secants redefinis est alors p[(qk”)( rm + I) - l] 
alors que IAl l IILll=(k+2)(rm+r+s)(qk+l+p). 
itialisation de L 
itio . (i) V(s, v) E S x A* tel que 7 ne soit pas defini en (s, v), tous les 
mots reconnus par s admettent le m6me plus grand facteur droit w tel que WV E F(L). 
11 existe done une application T‘ de S x A* dans S definie en (s, a) E S X A si, et 
seulement si, r n’est pas d6finie en (s, a) et telle que, Vu E F(L) tel que ua E F(L), 
T’([ u], a) = [ wa] 06 wa est le plus grand mot de Fd( tsa) n F(L). (S, 7’) est alors un 
artiel et r’ est done ar sa restriction h S 
ste aussi une applic deSxAdansNdefi 
et seulement si, T’ l’est et telle que, si u represente l’etat s et si va est le plus grand 
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mot de Fd( ua) n F(L), Q’(s, a) = pref(r’( s, a)) - 1 val, c’est-k-dire telle que Q’(S, a) 
soit 6gal au nombre de lettres situees avant la premihe occurrence de va comme 
facteur du mot Xi de L tel que i = part([ tra]). 
(iii) g’(L) = (S, r’, 9’) est alors un transducteur appel6 le transducteur der&nitali- 
sation de L; 7’ et Q’ sont respectivement la fonction de transition et la fonctipn dc 
sortie de de g’(L). 
Exemple. 
co 7me L’ 
la Fig. 11. 
Lorsque L = {x, , x2, x3} avec x1 = abbcabc, x2 = abbabc et x3 = a&a&b 
sur la Fig. 5, le transducteur de reinitialisation g’(L) est :epr&entC par 
10 
Fig. 11. 
9.2. Lemme. Si r n’est pas d&hi en (s, a) E S x A et si ( sO, . . . , sk) est 1~ suite su.xe 
de s relative ci la lettre a dans g(L), alors 
T’(s, a) = r(suf[sJ, a) et cp’(s, a) = avs(sk)+ cp(suf<sk), a .
Preuve. Si, Wi E (0, . . . , k}, Ui est le mot qui reprisente Si, alors U&J fZ F(L) puisque 
T(Si, a) = 0 et suf( uk) est done le plus grand facteur droit v de u. tel que va E F(L). 
11 en rhulte que, Vi E (1,. . . , k}, T’(Si, a) = T(S, Q) et Q’(Sig (2) = Q’(S, a), qUe 
r’(s, a) = r(suf(&), a) et que Q’(s, a) = avs( sk) + cp(suf(&), a) d’aprks la dbfinition 
de avs et d’aprks le Lemme 4.2. Cl 
9.3. Les proskdures RANSREINITIALISE. (i) Comme 7’ est difini en 
(s, a) E S x A si, et seulement si, T ne l’est pas, il est possible d’utiliser un m6me 
tableau pour 7 et T’ en distinguant T et 7’ par leur signe: si T-’ est dkfini en (s, a), 
alors a-(s, a) = -r’(s, a). 
(ii) La prockdure st rhursive et est appelie pour so E S et c E 
Q) (T( so, c) = 0 dans la procidure). Si (so, . . . , sk) est la suite su 
la lettre c, la r6cursNivit6 setermine par l’appel de la proc&!ure 
T(sk, c) = 0 et sinon, pour un couple (si, c) avec i E (1,. . . , k - I} pour lequel T’(Si, C) 
a deja Ct6 calculk 
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Procedure REINITALISE( SO : integer; c : char); 
SI := suf(s0); tl := T(S1, c); 
if tl=O 
hen REINITIALISE(S~, c)
else 
begin if tl>O 
then begin u := -tl; v:= avs(sO)+&l, c) end 
else begin u:= tl; v:= cp(s1, c) end; 
end; 
T(S0, c) := u; p(s0, c) := v; 
end. 
(iii) La proc6dure TFWNSREINITIALISE est la procedure d’appel de la procedure 
REINITIALISE. 
Procedure TRANSREINITIALISE; 
begin for r:=l to q do 
for k:= 1 to carda do 
begin c := let(k); if r( r, c) = 0 then REINITIALISE( r, c) end; 
end. 
. TiGori+me. Le transducteur de rtfinitialisation g’(L) est d&ermir;kpmt la prockdure 
TRANSREINITIALISE etson calcul est en 0( 11 Lll l JAI). 
Preuve. (i) D’apr5s le Lemme 9.2, le calcul de T’ et de Q’ est correct pour le premier 
couple (sl, a,) E S x A pour lequel ils sont calcul6s et, en supposant les calculs 
corrects pour les k premiers couples (s, am), il l’est aussi pour le (k + 1)ibme. 11 en 
r&ulte, par r&urrence, que g’(L) est correctement calculC. 
(ii) Pour chaque couple (s, a) de S x A tel que 7( s, a) = 0, la procbdure RE- 
INITIALISE est appelie une unique fois et, comme cette procddure est en 0( l)?p la 
d&termination de 8’(L) est un O(lS x AI). D’apr5s le Th6orGme 2.3, elle est done 
aussi 0( 11 Lll l IAl). Cl 
10. La reconnaissance des facteurs de L daus un texte 
10.1. La ACTEURCOMMUN. Un mot texte suivi du symbole de ter- 
minaison $ est lu lettre par lettre et la procCdure FACTEURCOMMUN donnee ci- 
dessous determine successivement toutes les occurrences de facteurs de L qui sont 
maximaux dans le mot texte B l’aide des transdu, aeurs g(L) et g’(L). Pour chaque 
occurrence d’un tel facteur u, la procedure EDITE cst appelie pour imprimer u et 
sa longueur 1241 = pref(s) - i - 1. 
re FACTEURCOMMUN; 
s := 1; i := 1; read(c); 
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begin 
if c in alpha 
then 
begin t := r(s, c); 
if t>O 
then begin i:= i+4p(s, c); s:= t end 
else begin EDITE; i := (p(s, c) + 1; s := -t end; 
end 
else begin if s > 1 then EDITE; i := 1; s := 1 end; 
read(c); 
end; 
if s > 1 then EDITE; 
end. 
10.2. Th6orikme. L’algorithme ci-dessus d&ermine toutes les occurrences de facteurs 
de L dans le texte en temps linkaire relativement ci la longueur du texte et indGpendam- 
ment de la taille de l’alphabet du texte. 
Preuve. (i) Soient u le facteur de L trouv6, s 1’Ctat de g(L) qui le reconnatt et c 
la lettre qui suit l’occurrence de u dans le mot texte. On suppose soit que u est un 
facteur gauche de texte soit que la lettre Q de A qui pr&de cette occurrence de u 
dans texte est telle que au E! F(L). 
Si UC E F(L), alors T( s, c) > 0 et, en substituant T( s, c) 5 s, la longueur du facteur 
commun progresse de 1. Si i etait l’indice de la premiere lettre de u, i + p( s, c) est 
alors l’indice de la premibre lettre de UC. 
Si UC e F(L), u est une occurrence de facteur de L maximale dans le mot texte. 
Alors t = T’(s, c) = -r( s, c) reconnazt le plus grand mot v de F(L) n Fd( uc) d’apres 
9.1 et i = #(s, c) + 1 est l’indice de la premiere lettre de v dans le mot xi avec 
j = part(t) d’aprcs la IXfinition 9.1. 
(ii) Comme le traitement d”une lettre du texte est en O(l), l’algorithme st bien 
lineaire en fonction de la longueur du texte. Seules les lettres de l’alphabet du 
langage L provoquent une transition dans g(L) ou dans s’(L) mais la rkinitialisation 
dans le cas 06 une lettre c du texte n’appartient pas a cet alphabet est triviale: 
l’algorithme est independant de l’alphabet du texte. Cl 
Remarque. 10.3. Si m est la somme des longueurs des factew trouvk, 1’Cdition de 
ces facteurs est evidemment en O(m). 
En outre, si p est le nombre de facteurs trouvis et si q = lgtexte-p ou lgtexte est 
la longueur du texte, pour tout facteur maximal u trouve 1~41 c min( q, lgmax) car, 
pour chaque lettre c du texte, QU bien UC E F(L) et u n’est pas maximal ou bien 
24 est remplace par v E Fd(uc) tel que Iv1 s lul. 11 en rkulte que m s 
lgtexte l min(lgmax, ilgtexte). 
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Exemple. Si L = {x,, x2, xj) avec x1 = abbcabc, ~2 = ubbabc et x3 = ababcb, le trans- 
ducteur de progression g(L) est don& par la Fig. 5 aprks le ThCorkme 3.4 et le 
transducteur de r&. itialisation g’(L) est don& par la Fig. 11 apres la Definition 9.1. 
La lecture du te:&ie = babcbabbcabbab suivi de $ provoque alors successivement: 
- la progrehaion ~(1, b) = 6, ~(6, Q j = 13, r( 13, b) = 14, T( 14, c) = i5, T( 15, b) = 16 
stoppbe par ~(16, a) = -13 et i= l+p(l, b)+(p(6, a)+(p(13, b)+(p(l4, c)+ 
tp (15, b) = 2 diterminent le facteur u1 = babcb de x3; 
- la r&nitialisation avec 13 = T’( 16, a) et i = tp’( 16, a) + 1 = 2; 
- la progression ~(13, b) = 14 stoppee par 7( 14, b) = -4 et i = 2 + cp( 13, b) = 2 deter- 
mincnt le facteur u2 = bab de x3 ;
- la reinitialisation avec 4 = 7’( 14, b) et i = cp’( 14, b) + 1 = 1; 
- la progression r(4, c) = 5, ~(5, a) = 7, ~(7, b) = 8 stoppee par ~(8, b) = -4 et i = 
1-t ~(4, c) + ~(5, a) + ~(7, b) = 1 diterminent le facteur u3 = abbcab de x1 ; 
- la reinitialisation avec 4 = r’(8, b) et i = ~'(8,b) + 1 = 1; 
- la progression ~(4, a) = 10, T( 10, b) = 11 stoppee par $ et i = 
1+ ~(4, a) + q ( 10, b) = 1 determinent le facteur u4 = abbab de x2. Voir Fig. 12. 
b ca b b'ab 
I 
$ 
Fig. 12. 
e. Si un linguiste veut utiliser ce programme pour determiner toutes les 
occurrences dc mots d’une m2me famille ou relatifs a un mk!me concept en eliminant 
en outre les mots paronymes, il suffit d’introduire un tableau booleen qui Climine 
5 l’edition tous les &ats relatifs a ces mots. 
onclusion. Dans la Proposition 1.3, nous avons cornpar plusieurs automates qui 
reconnaissent les facteurs d’un langage fini L et nous avons choisi le plus petit 
d’entre eux pour developper les algorithmes. Les algorithmes relatifs aux autres 
sont plus simples car iE n’y a plus de transferts et, pour fi = (Fd(x,), . . . , Fd(x,)), 
il n’y a plus de liens sufixes secants. La construction en ligne de ces automates est 
ui montre leur in&t. En outre, pour chacun la construction 
de l’automate de Gnitialisation reste la m2me et l’algorithme de reconnaissance 
ans un texte reste aussi le mcme. 
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