This paper is motivated by two applications, namely i) generalizations of cuckoo hashing, a computationally simple approach to assigning keys to objects, and ii) load balancing in content distribution networks, where one is interested in determining the impact of content replication on performance. These two problems admit a common abstraction: in both scenarios, performance is characterized by the maximum weight of a generalization of a matching in a bipartite graph, featuring node and edge capacities.
Introduction
A vector x = (x e ) e∈E ∈ N E is called an allocation of G if ∀e ∈ E, 0 ≤ x e ≤ c e and ∀v ∈ V,
where ∂v is the set of edges adjacent to v in G. We also write u ∼ v when uv ∈ E.
For an allocation x of G, we define the size |x| of x as |x| := e∈E x e , and we denote by M (G) the maximum size of an allocation of G. Our aim is to characterize the behaviour of M (G)/|V | for large graphs G in the form of a law of large numbers as |V | goes to infinity.
We focus mainly on sequences of graphs (G n ) n∈N which converge locally weakly towards Galton-Watson trees G. In short (we will explain more in detail later), what this convergence means is that, if we let R n be a vertex chosen uniformly at random in G n , what R n sees within any finite graph distance k looks more and more like the k-hop neighborhood of the root of a Galton-Watson tree as n → ∞. Such a tree is characterized by a joint law Φ ∼ (D, W, {C i } D i=1 ) for respectively the degree, vertex-constraint and adjacent edge-constraints (counted with multiplicity) of the vertices of G. We always assume that the graphs are locally finite, i.e. D < ∞ a.s.
To sample a Galton-Watson tree G, we first draw a sample from Φ for the root. Then we construct at each dangling edge the missing vertex and its other adjacent edges (therefore maybe creating new dangling edges), until no dangling edge remains. Independently for each dangling edge and conditionally on its capacity c 0 , we draw a sample ( D, W , { C i } D i=1 |c 0 ) ∼ Φ(·|c 0 ) for the number of other adjacent edges (not counting the dangling edge), the capacity of the vertex, and the other adjacent edge-constraints. Specifically, the distribution Φ is given by 
The construction then alternates between Φ A and Φ B for vertices at even and odd distances from the root. We define [z] y x = max {x, min{y, z}}. Our main result allows to compute the limit M(Φ A , Φ B ) of M (G n )/|A n | when (G n ) n∈N converges locally weakly towards a bipartite Galton-Watson tree G = (A ∪ B, E) defined by Φ A and Φ B : 
where for all i, (X i (c), Y i (c)) c∈N is an independent copy of (X(c) 
Remark 1. A similar result holds when the graphs are not bipartite; the limiting tree is then simply a Galton-Watson tree described by a joint distribution Φ.
We set Φ A = Φ B = Φ, and the formula in Theorem 1 then computes lim n→∞ 2M (Gn) |Vn| = M(Φ, Φ).
Applications
We now apply Theorem 1 to performance analysis of generalized cuckoo hashing and distributed content-delivery networks.
Cuckoo hashing and hypergraph orientability
Cuckoo hashing is a simple approach for assigning keys (hashes) to items. Given an initial collection of n keys, each item is proposed upon arrival two keys chosen at random and must select one of them. Depending on the number m of items and the random choices offered to each item, it may or may not be possible to find such an assignement of items to keys. In the basic scenario, it turns out that such an assignement will be possible with probability tending to 1 as m, n → ∞ for all m = ⌊τ n⌋ with τ < 1 2 . The basic problem can be extended in the following meaningful ways:
• each item can choose among h ≥ 2 random keys [9, 12, 13] ;
• each key can hold a maximum of k items [10, 6, 11] ;
• each item must be replicated at least l times [14, 18] ;
• each (item,key) pair can be used a maximum of r times (not covered previously) the basic setup corresponding to (h, k, l, r) = (2, 1, 1, 1). We let τ * h,k,l,r be the associated threshold, i.e. if m = ⌊τ n⌋ with τ < τ * h,k,l,r then an assignement of items to keys satisfying the conditions above will exist with probability tending to 1 as m, n → ∞; on the contrary, if τ > τ * h,k,l,r , then the probability that such an assignement exists will tend to 0 as m, n → ∞. An alternative description of the present setup consists in the following hypergraph orientation problem. For h ∈ N * , a h-uniform hypergraph is a hypergraph whose hyperedges all have size h. We assign marks in {0, . . . , r} to each of the endpoints of a hyperedge. For l < h in N * , a hyperedge is said to be (l, r)-oriented if the sum of the marks at its endpoints is equal to l. The in-degree of a vertex of the hypergraph is the sum of the marks assigned to it in all its adjacent hyperedges. For a positive integer k, a (k, l, r)-orientation of a h-uniform hypergraph is an assignement of marks to all endpoints of all hyperedges such that every hyperedge is (l, r)-oriented and every vertex has in-degree at most k; if such a (k, l, r)-orientation exists, we say that the hypergraph is (k, l, r)-orientable. We now consider the probability space H n,m,h of the set of all h-uniform hypergraphs with n vertices and m hyperedges, and we denote by H n,m,h a random sample from H n,m,h . In this context, we can interpret Theorem 1 as follows:
Theorem 2 (Threshold for (k, l, r)-orientability of h-uniform hypergraphs). Let h, k, l, r be positive integers such that k, l ≥ r, (h − 1)r ≥ l and k + (h − 2)r − l > 0 (i.e. at least one of the inequalities among k ≥ r and (h − 1)r ≥ l is strict). We define Φ A and Φ B τ by (h, l, {r}) ∼ Φ A and (Poi(τ h), k, {r}) ∼ Φ B τ , and
This result extends those from [18] , where the value of the threshold τ * h,k,l,1 was computed.
Distributed content delivery network
Consider a content delivery network (CDN) in which service can be given either from a powerful but costly data center, or from a large number of small, inexpensive servers. Content requests are then served if possible by the small servers and otherwise redirected to the datacenter. One is then interested in determining the fraction of load that can be absorbed by the small servers. A natural asymptotic to consider is that of large number m of small servers with fixed storage and service capacity and large collection n of content items. The precise model we consider follows the statistical assumptions from [17] . It is described by a bipartite graph G = (A ∪ B, E), where A is the set of servers and B the set of contents, |A| ∼ |B|τ . An edge in E between a server s in A and a content c in B indicates that server s stores a copy of content c and is thus able to serve requests for it.
An assignement of servers to requests corresponds exactly to an allocation of G provided the vertex-constraint at server s is its upload capacity, the vertex-constraint at content c is its number of requests ω c , and the edge-constraint is ∞. Thus, M (G) is the maximum number of requests absorbed by the small servers. Assuming Φ A is the distribution of storage and upload capacity of the servers and Φ B the distribution of number of replicas and requests of the contents, then M(Φ A , Φ B ) computed from Theorem 1 is the asymptotic maximum load absorbed by the servers (in number of requests per server). This represents a generalization of the results in [17] which handled only servers with unit service capacity, while our result applies to any capacity distribution with finite mean.
Furthermore, the addition of edge capacities also allows us to model more complex cases. Suppose that all contents may have unequal sizes, say the size of a randomly chosen content is a random variable L, and that each content is fragmented into segments of constant unit size. The storage and upload capacity of the servers is then measured in terms of size rather than number of contents, and the servers now choose which content and also which segment they store.
Assume further that when a server chooses to cache a segment from content c, instead of storing the raw segment it instead stores a random linear combination of all the l c segments corresponding to content c. Then, when a user requests content c it needs only download a coded segment from any l c servers storing segments from c, as any l c coded segments are sufficient to recover the content c. An assignement of servers to requests still corresponds to an allocation of G, with the vertex-constraints at servers unchanged, the vertex-constraints at content c equal to ω c l c and the edge-constraints linked to a content c equal to ω c . Indeed a given encoded segment can be used only once per request of the corresponding content. Then, letting Φ A and Φ B be the appropriate joint laws, M(Φ A , Φ B ) is the asymptotic maximum absorbed load (in number of fragments per server).
One could then follow the same path as in [17] and determine the replication ratios of contents based on a priori knowledge about their number of requests so as to maximize the load asymptotically absorbed by the server pool; this is beyond the cope of the present paper.
Main Proof Elements
We start with a high level description of this section. The proof strategy uses a detour, by introducing a finite parameter λ > 0 playing the role of an inverse temperature. For a given finite graph G, a Gibbs distribution µ λ G is defined on edge occupancy parameters x (Section 4.1) such that an average under µ λ G approaches the quantity of interest M (G)/|V | as λ tends to infinity. Instead of considering directly the limit of this parameter over a series of converging graphs G n , we take an indirect route, changing the order of limits over λ and n.
We thus first determine for fixed λ the asymptotics in n of averages under µ λ Gn . This is where BP comes into play. We characterize the behaviour of BP associated with µ λ G on finite G (Section 4.2), establishing its convergence to a unique fixed point thanks to structural properties of monotonicity for the upshifted likelihood ratio order, and of log-concavity of messages (Sections 4.3 and 4.4). This allows to show that limits over n of averages under µ λ Gn are characterized by fixed point relationsà la BP. Taking limits over λ → ∞, one derives from these fixed points the RDEs appearing in the statement of Theorem 1. It then remains to justify interchange of limits in λ and n. These last three steps are handled similarly to [18] (see appendix).
Before we proceed we introduce some necessary notation. Letters or symbols in bold such as x denote collections of objects (x i ) i∈I for some set I. For a subset S of I, x S is the sub-collection (x i ) i∈S and |x S | := i∈S x i is the L 1 -norm of x S . Inequalities between collections of items should be understood componentwise, thus x ≤ c means x i ≤ c i for all i ∈ I. For distributions m i , we let m S (x) := i∈S m i (x i ). When summing such terms as in x∈N S :|x|≤b, x≤c m S (x), we shall omit the constraint x ∈ N S . Similarly, we let * S m = * i∈S m i .
Gibbs measure
Let G = (V, E) be a finite graph, with collections of vertex-and edge-constraints b = (b v ) v∈V and c = (c e ) e∈E ). The Gibbs measure at temperature parameter λ ∈ R + on the set of all vectors in N E is then defined, for x ∈ N E , as
where Z G (λ) is a normalization factor. When λ → ∞, µ λ G tends to the uniform probability measure on the set of all allocations of G of maximum size. Thus, lim λ→∞ µ G (|X|) = M (G), where µ λ G (|X|) is the expected size of a random allocation X drawn according to µ λ G . Hence, we can compute M (G)/|V | as follows:
where R is a root-vertex chosen uniformly at random among all vertices in V , and the first expectation is with respect to the choice of R.
Associated BP message passing
We introduce the set − → E of directed edges of G comprising two directed edges − → uv and − → vu for each undirected edge uv ∈ E. We also define − → ∂v as the set of edges directed towards vertex v ∈ V , ← − ∂v as the set of edges directed outwards from v, and ∂ − → e := ( − → wv) w∈∂v\u if − → e is the directed edge − →
vu. An allocation puts an integer weight on each edge of the graph. Accordingly the messages to be sent along each edge are distributions over the integers. We let P be the set of all probability distributions on integers with bounded support, i.e.
and P the set of distributions in P whose support is an interval containing 0. A message on directed edge − → e with capacity c e is a distribution in P with support in {0, . . . , c e }. The message to send on edge − → e outgoing from vertex v is computed from the messages incoming to v on the other edges via
where we introduced the operator R (λ) − → e : P ∂ − → e → P. For notational convenience, we write
We also introduce R− → e for R 
.
We also define an operator D v : P − → ∂v → R + meant to approximate the average occupancy at a vertex v under µ λ G from the messages incoming to v:
Finally we denote by R (λ)
G the operator that performs the action of all the R
(the same type of notation will be used for other operators). It is well known that belief propagation converges and is exact on finite trees [21] :
E , and it satisfies for every vertex v:
However, to be able to take the limit as the temperature parameter λ goes to infinity as well as to deal with cases when G is not a tree anymore, we need to study further the operators R− → e and D v , which we term the local operators.
Structural properties of local operators
In this section, we focus on the one-hop neighborhood of a vertex v of a graph G, i.e. on vertex v and its set ∂v of adjacent edges. We thus only consider the directed edges in − → ∂v ∪ ← − ∂v. We let b v be the vertex-constraint at v and c = (c e ) e∈∂v be the collection of the edge-constraints on the edges in ∂v.
Among the many stochastic orders studied for comparing distributions (see e.g. [23] ), the one adapted to the structure of operators R− → e and D v is the so-called upshifted likelihood-ratio stochastic order (abbreviated lr ↑). For two distributions m and m ′ in P, we say that m is smaller than m ′ (for the lr ↑ stochastic order) and we write
In particular, if m and m ′ have the same interval as support, we have m
, for all i for which the denominators are non-zero. We shall also need the following definition. A distribution (p j ) j≥0 is log-concave if its support is an interval and p i p i+2 ≤ p 2 i+1 , for all i ∈ N. This property has strong ties with the lr ↑-order. In particular one can note that p is log-concave if and only if p ≤ lr↑ p. We let P lc ⊂ P be the set of all log-concave distributions over integers with finite support, and P lc = P ∩ P lc :
, p is log-concave, and ∃k ∈ N such that p(i) = 0, ∀i > k .
The key result of this Section is then the following:
Proposition 2 (Monotonicity of the local operators for the lr ↑-order). The operator R λ − → e is non-increasing; furthermore, if the inputs of R λ − → e are log-concave, then the output is also log-concave. The operator D λ v is non-decreasing, and strictly increasing if all its inputs are log-concave with 0 in their support.
The proof will rely on the following lemma from [27] establishing stablity of lr ↑-order w.r.t. convolution:
We shall also need the following notions:
• the reweighting of a vector m by a vector p is defined by m p(
y∈N m(y)p(y) for x ∈ N, for p and m with non-disjoint supports and |p| < ∞ or |m| < ∞. If p or m is in P, then m p ∈ P. Note that R
• the shifted reversal of a vector p is defined by
It is straightforward to check that Lemma 2. Reweighting preserves the lr ↑-order; shifted reversal reverses the lr ↑-order.
Note that by the previous lemma it suffices to prove the results of Proposition 2 for R− → e and they will then extend to R
. For space reasons, we prove here only the part of the statement concerning R− → e , and only for inputs in P. The rest of the proof is deferred to the appendix.
Proof. Let − → e be an edge outgoing from vertex v, and m 1
Lemma 2 then says
and as
To pave the way for the analysis of the limit λ → ∞, we distinguish between two collections of messages m− → ∂v and n− → ∂v in P − → ∂v and introduce additional operators. For an edge − → e outgoing from v we define the operator Q
. As reweighting preserves the lr ↑-order, the operator Q
is non-increasing. It also verifies the following useful monotonicity property with respect to λ, proven in the appendix:
[n] is nondecreasing.
As λ → ∞, limiting messages may not have 0 in their support. We thus define α− → e as the infimum of the support of m− → e ∈ P, i.e. α− → e = min{x ∈ N : m− → e (x) > 0}, and β− → e as the supremum of the support of n− → e ∈ P, i.e. β− → e = max{x ∈ N : n− → e (x) > 0}. When there may be confusion, we will write α(m− → e ) and β(m− → e ) for the infimum and the supremum of the support of m− → e . We also extend the definition of the local operators given previously so that they allow inputs with arbitrary supports in N: for an edge − → e outgoing from vertex v, we define R− → e : P ∂ − → e → P,
Note that the support of R− → e [m] is {0, . . . , S− → e (α)} and that of Q− → e [n] is {S− → e (β), . . . , c e }. The following result is established in the appendix:
Proposition 4 (Continuity for log-concave inputs and limiting operators). The operators R− → e and D v given by equations (3), (4) are continuous for the
It follows naturally that Q− → e is non-increasing. Moreover, we can extend the results of Proposition 2 to the extended operators, i.e. R− → e is still non-increasing and D v non-decreasing.
Convergence of BP on finite graphs
The main result of this section is the following Proof. For all − → e ∈ − → E initialize the message on − → e at m 0 − → e = δ 0 ∈ P lc . As R
(λ)
G is non-increasing and δ 0 is a smallest element for the lr ↑ order, it can readily be shown that the following inequalities hold for all t ≥ 0:
In other words the two series (m 2t ) t≥0 and (m 2t+1 ) t≥0 are adjacent and hence converge to 
The result will then follow if we can show that m + = m − . We establish this by exploiting the fact that D v is strictly increasing for inputs in P lc . As m − ≤ lr↑ m + and D v is non-decreasing for the lr ↑-order for all v ∈ V , it follows
Then, summing over all vertices of G, we get
As D v is strictly increasing for these inputs,
We finish this Section by stating results on the limiting behaviour of the fixed point of BP on a fixed finite graph G as λ → ∞. First, adapting the argument of Chertkov [7] which dealt only with unitary capacities, we can show Proposition 6 (Correctness for finite bipartite graphs). In finite bipartite graphs, In the non-bipartite case, the fixed-point m (λ) at finite λ admits a limit m (∞) , and the value
, where F v is defined in the propositions below (whose proof is in the appendix). This sum is computed from the infimum α (∞) of the support of m (∞) . Furthermore, α (∞) can also be obtained from a fixed-point equation, of which it is the solution that gives the lowest value of v F v .
Proposition 7 (Limit of λ → ∞). m (λ) is non-decreasing in λ for the lr ↑-order, and m
Proposition 8 (BP estimate in finite graphs). In a finite graph G, we have
where 
Infinite unimodular graphs
This section extends the results obtained so far for finite graphs to infinite graphs. As in [26, 18] , we use for this the framework of [1] . We still denote by G = (V, E) a possibly infinite graph with vertex set V and undirected edge set E (and directed edge set − → E ). We always assume that the degrees are finite, i.e. the graph is locally finite. A network is a graph G together with a complete separable metric space Ξ called the mark space, and maps from V and − → E to Ξ. Images in Ξ are called marks. A rooted network (G, r) is a network with a distinguished vertex r of V called the root. A rooted isomorphism of rooted networks is an isomorphism of the underlying networks that takes the root of one to the root of the other. We do not distinguish between a rooted network and its isomorphism class denoted by [G, r] . Indeed, it is shown in [1] how to define a canonical representative of a rooted isomorphism class.
Let G * denote the set of rooted isomorphism classes of rooted connected locally finite networks. Define a metric on G * by letting the distance between [G 1 , r 1 ] and [G 2 , r 2 ] be 1/(1 + δ) where δ is the supremum of those d ≥ 0 such that there is some rooted isomorphism of the balls of graph-distance radius ⌊d⌋ around the roots of G i such that each pair of corresponding marks has distance less than 1/d. G * is separable and complete in this metric [1] .
Similarly to the space G * , we define the space G * * of isomorphism classes of locally finite connected networks with an ordered pair of distinguished vertices and the natural topology thereon. Definition 1. Let ρ be a probability measure on G * . We call ρ unimodular if it obeys the Mass-Transport Principle (MTP): for Borel f :
Let U denote the set of unimodular Borel probability measures on G * . For ρ ∈ U , we write b(ρ) for the expectation of the capacity constraint of the root with respect to ρ. Our first result (proved in the appendix) is that the BP updates admit a unique fixed-point at finite temperature parameter λ:
admits a unique solution α (λ) for any λ ∈ R + for ρ-almost every marked graph G.
The proof differs from that in the finite graph case in that we cannot sum D v over all the vertices v ∈ V anymore. Instead, we use the MTP for f (G, r, v) = x∈N xm
The rest of the reasoning goes as in the finite graph case and the proofs can be found in the appendix (using the MTP again, instead of summing over all directed edges): Proposition 7 is still valid and the following proposition is analogous to Proposition 8:
Proposition 10 (BP estimate in unimodular random graphs). Let ρ ∈ U with b(ρ) < ∞,
where
From finite graphs to unimodular trees
Once Proposition 10 holds, the end of the proof for sequences of (sparse) random graphs is quite systematic and follows the same steps as in [5] , [26] and [18] . We first need to show that we can invert the limits in n and λ (see Proposition 6 in [18] ):
Proposition 11 (Asymptotic correctness for large, sparse random graphs). Let G n = (V n , E n ) n be a sequence of finite marked graphs with random weak limit ρ concentrated on unimodular trees, with b(ρ) < ∞. Then,
The second step uses the Markovian nature of the limiting Galton-Watson tree to simplify the infinite recursions α = S G • S G (α) into recursive distributional equations as described in Theorem 1. Finally, the fact that the sequence of graphs considered in the introduction converges locally weakly to unimodular Galton-Watson trees follows from standard results in the random graphs literature (see [15] for random hypergraphs or [8] for graphs with fixed degree sequence). and furthermore, as 
as the only term differing between the two sides is the one for which we have strict inequality. This implies θ 1 v (x) x≤bv < lr↑ θ 2 v (x) x≤bv , as we already obtained the loose inequality. For these vectors, Lemma 2 tells us that reweighting by δ [0,bv ] preserves the strict lr ↑-ordering, thus we have
Proposition (Monotonicity in λ; Proposition 3). For n ∂ − → e ∈ P ∂ − → e , the mapping λ → Q
[n] is non-decreasing.
Proof. Let − → e be an edge outgoing from v, and n ∂ − → e ∈ P ∂ − → e . First-of-all, the support of the vectors considered is independent of λ ∈ R + . We will use the expression of R e from equation (2) . It is easy to check that
[n] is non-decreasing in λ (as R is the only operator used which reverses the lr ↑-order instead of preserving it, and it is applied twice to λ N ).
Proposition (Continuity for log-concave inputs and limiting operators; Proposition 4). The operators R− → e and D v given by equations (3, 4) are continuous (for the L 1 -norm) for log-concave inputs with 0 in their support. Also, Q− → e defined in equation (5) 
[n] for any n ∂ − → e ∈ P ∂ − → e .
Proof. Consider a sequence (m
, which thus belongs to P − → ∂v lc . Let − → e be an edge outgoing from v: A similar reasoning applies to D v : 
We now turn to the operator Q− → e . Let n ∂ − → e ∈ P ∂ − → e , we have
Suppose that |β ∂ − → e | ≥ b v −c e , then the denominator of the expression above is equivalent as λ → ∞ to λ bv bv −ce≤|y|≤bv n ∂ − → e (y) > 0 and the numerator to 1(x ≤ c e )λ bv |y|=bv−xe n ∂ − → e (y) + o(λ bv ). Hence,
Suppose now that |β ∂ − → e | < b v − c e . The denominator is equivalent to
and the numerator to
Thus, lim
[n](x) = δ ce (x). 
Finite graphs
Proof. First-of-all, it is clear that m k ∈ P lc for all k ∈ N, and for all − → e , m k − → e ≥ lr↑ δ 0 . In particular, m 1 ≥ lr↑ m 0 , and thus m 2 ≤ lr↑ m 1 as R (λ)
G is non-increasing; iterating R (λ)
G we get also m 3 ≥ lr↑ m 2 . Thus,
Now, it is easy to see that applying R We do not include a proof of the following proposition, as it is not part of the development towards the main theorems, and is only mentionned here as a related result having interesting algorithmic consequences.
Proposition (Correctness for finite bipartite graphs; Proposition 6). In finite bipartite graphs,
Proposition (Limit of λ → ∞ (Proposition 7)). m (λ) is non-decreasing in λ, and m
Proof. We first show that λ → m (λ) and λ → λ −N m (λ) are respectively non-decreasing and non-increasing, where λ −N (x) = λ −x for x ∈ N. We proceed by induction: m 0 − → e = δ 0 for all − → e ∈ − → E , hence λ → m 0 and λ → λ −N m 0 are constant functions. Suppose now that λ → m k and λ → λ −N m k are respectively non-decreasing and non-increasing, for some k ∈ N. λ −N m k+1 = R G [m k ]. As λ → m k is non-increasing and R G is non-increasing, it follows λ → λ −N m k+1 is non-increasing. Similarly, let λ ′ ≥ λ and call m ′ the messages associated with λ ′ . We have m k+1 = Q (λ)
Taking the limit k → ∞, we obtain that λ → m (λ) and λ → λ −N m (λ) are respectively non-decreasing and non-increasing. This allows us to define
Let m ∈ P − → E be another solution of the two-step equation given by (7). We have m− → e ≥ lr↑ δ 0 , 
The case of infinite unimodular graphs being more general, the proof of the following result is included only in this context (see Proposition 10).
Proposition (BP estimate in finite graphs; Proposition 8). In a finite graph G, we have
Infinite unimodular graphs
Proposition (Proposition 9). Let ρ ∈ U with b(ρ) < ∞. Then, the fixed point equation
Proof. The proof differs from that in the finite graph case in that we cannot sum D v over all the vertices of v anymore. Instead, we use the MTP for f (G, r, v) =
Because b(ρ) < ∞, these expectations are finite, and as D v is strictly increasing for all v ∈ V it yields that m
, ρ-almost surely. By Lemma 2.3 [1] , this result extends to the edges incoming to ρ-almost every vertex in G, hence m − = m + = m (λ) ρ-a.s.
Proof. Both sides are equal to 0 unless |β− → ∂v | > b v . We have
where the last line follows from the fact
| > b v , the inequality being strict whenever β− → e > 0, and it is then easy to check that ← − e ∈ ← − ∂v
, as also α(m ′ − → vr ) = α(m− → vr ). Hence, we have
where the last equality follows from by the Mass-Transport Principle.
according to Lemma 4. We thus obtained that
The proof for the case m ′ ≤ lr↑ m is identical.
Proposition (BP estimate in unimodular random graphs; Proposition 10). Let ρ ∈ U with b(ρ) < ∞, we have
Proof. For any v ∈ V , as D v is continuous for inputs in P lc , such as m (λ) , hence we have
] and the first equality follows by monotone convergence. Lemma 5 shows
, as m (∞) satisfies equation (7) . Consider now α ∈ N − → E such that α = S G • S G (α) and the measure ρ with marks α is unimodular. We define m 
where we used Lemma 5 for m and for m (∞) and Proposition 7 together with the fact D r is non-decreasing to get the inequality. For any k ∈ N we have
, thus applying Lemma 5 we obtain that
which completes the proof.
From finite graphs to infinite unimodular trees
The following proposition is not proved here. The interested reader can refer to [5] , [26] and [18] , where similar results appear.
Proposition (Asymptotic correctness for large, sparse random graphs; Proposition 11). Let G n = (V n , E n ) n be a sequence of finite marked graphs with random weak limit ρ concentrated on unimodular trees, with b(ρ) < ∞. Then,
Galton-Watson trees
The main theorem follows quite straightforwardly from Propositions 10 and 11. The missing steps are standard and can be found in [18] ; they resemble much the computation done in the proof of Proposition 10. 
where for all i, (X i (c), Y i (c)) c∈N is an independent copy of (X(c), Y (c)) c∈N , and the infimum is taken over distributions for (X(c), Y (c)) c∈N satisfying the RDE
Proof. Propositions 10 and 11 together give that
We introduce the probability measures ρ A and ρ B on U by conditioning on the root being in A or B:
, and similarly for ρ B .
For λ ∈ R + , applying the MTP to ρ ∈ U with f A (G, r, v) = x∈N xm
we obtain
We then follow exactly the steps in the proof of Proposition 10 for ρ A instead of ρ. This gives
As G is an unimodular tree, for any vertex v ∈ V , all the components of α− → ∂v can be chosen independently (as they are independent in α
, which achieves the infimum). Then, for − → e incoming to v, α− → e is determined only from the subtree stemming from the tail of − → e ; furthermore it satisfies α− → e = S− → e • S ∂ − → e [α]. However, the distribution of the subtree at the tail of an − → e ′ which is an input to S ∂ − → e is the same as that of the subtree at the tail of − → e , by the two-step branching property of the bipartite Galton-Watson tree G. This implies that, for − → e incoming to a root r ∈ A, α− → e is solution of the two-step RDE given in the statement of the theorem.
As detailed in Lemma 6 of [3] , there is actually a one-to-one mapping between the solutions of α = S G • S G [α] on a Galton-Watson tree G and the solutions of the RDE considered here. This completes the proof.
Cuckoo hashing
Theorem (Threshold for (k, l, r)-orientability of h-uniform hypergraphs; Theorem 2). Let h, k, l, r be positive integers such that k, l ≥ r, (h − 1)r ≥ l and k + (h − 2)r − l > 0 (i.e. at least one of the inequalities among k ≥ r and (h − 1)r ≥ l is strict). We define Φ A and Φ B τ by (h, l, {r}) ∼ Φ A and (Poi(τ h), k, {r}) ∼ Φ B τ , and
Proof. For any h-uniform hypergraph H n on n vertices, we let G n = (A n ∪ B n , E n ) be the associated bipartite graph, where B n contains the vertices of H n and A n the hyperedges of H n . Let |B n | = n, and |A n | = m = ⌊τ n⌋ for some τ . First-of-all, it is clear by coupling that τ → M(Φ A , Φ B τ ) as defined in Theorem 1, is a non-decreasing function. Let then τ > τ * h,k,l,r . Then, by Theorem 1, we have
which immediately implies that G n is a.a.s. not (k, l, r)-orientable. Let now τ < τ * h,k,l,r . According to Theorem 1 again, we have lim n→∞ M (Gn) |An| = l but there may still exist o(n) hyperedges which are not (l, r)-oriented. We will then rely on specific properties of H n,m,h to show that a.a.s. all hyperedges are (l, r)-oriented. We follow here a similar path as in [14, 18] . It is easier to work with a different model of hypergraphs, that we call H n,p,h , and that is essentially equivalent to the H n,⌊τ n⌋,h model [15] : each possible h-hyperedge is included independently with probability p, with p = τ h/ n−1 h−1 . We letτ be such that τ <τ < τ * h,k,l,r , and consider the bipartite graphG n = (Ã n ∪ B n ,Ẽ n ) obtained from H n,p,h withp =τ h/ n−1 h−1 . Consider a maximum allocationx ∈ NẼ n ofG n . We say that a vertex of w ∈Ã n (resp. a vertex w ∈ B n ) is covered if e∈∂wx e = l (resp. e∈∂wx e = k); we also say that an edge e ∈Ẽ n is saturated ifx e = c.
Let v be a vertex inÃ n that is not covered. We define K(v) as the minimum subgraph of G n such that:
• all the unsaturated edges adjacent to a vertex inÃ n ∩ K(v) belong to K(v) (and thus their endpoints in B n also belongs to K(v));
• all the edges e for whichx e > 0 and that are adjacent to a vertex in B n ∩ K(v) belong to K(v) (and so do their endpoints inÃ n ).
The subgraph K(v) defined in this way is in fact constitued of v and all the paths starting from v and alternating between unsaturated edges and edges e withx e > 0 (we call such a path an alternating path). It is then easy to see that all the vertices in B n ∩ K(v) must be covered, otherwise we could obtain a strictly larger allocation by applying the following change: take the path (e 1 , . . . , e 2t+1 ) between v and an unsaturated vertex in B n ∩ K(v); add 1 to eachx e i for i odd, and remove 1 from eachx e i for i even; all these changes are possible due to the way the edges in K(v) have been chosen, and the resulting allocation has size larger by 1 than |x|.
We will now show that the subgraph K(v) is dense, in the sense that the average induced degree of its vertices is strictly larger than 2. We first show that all the vertices in K(v) have degree at least 2. We have (h − 1)r ≥ l and v is not covered, hence v has at least two adjacent edges inG n which are not saturated, thus the degree of v in K(v), written deg K(v) v, is at least 2. Let w be a vertex in B n ∩ K(v). By definition, there is an edge e ∈ ∂w ∩ K(v) through which w is reached from v in an alternating path, andx e < r. Then, because e∈∂wx e = k and k ≥ r there must be another edge e ′ adjacent to w such thatx e ′ > 0; such an edge belongs to K(v) and thus w is at least of degree 2 in K(v). Let now w be a vertex inÃ n ∩ K(v), w = v. By definition, there must exist an edge e ∈ ∂w ∩ K(v) such thatx e > 0. Because (h − 1)r ≥ l and x e > 0 there must be another edge e ′ adjacent to w such thatx e ′ < r; e ′ belongs to K(v) and thus deg K(v) w ≥ 2.
Consider a path (e 1 = (v 1 v 2 ) , . . . , e t = (v t v t+1 )) in K(v) such that v 1 ∈Ã n ∩ K(v) and any two consecutive edges in the path are distinct. We will show that at least one vertex out of 2r consecutive vertices along this path must have degree at least 3 in K(v), by showing that x e 2(i+1)+1 <x e 2i+1 provided v 2(i+1) and v 2(i+1)+1 have degree 2 in K(v) for all i. v 2(i+1) ∈ B n ∩ K(v) must be covered, so if deg K(v) v 2(i+1) = 2 we must havex e 2(i+1) = k −x e 2i+1 . Then, if deg K(v) v 2(i+1)+1 = 2, all the edges adjacent to v 2(i+1)+1 except e 2(i+1) and e 2(i+1)+1 must be saturated, thus we must also have (h − 2)r +x e 2(i+1) +x e 2(i+1)+1 ≤ l. This immediately yield x e 2(i+1)+1 + {k + (h − 2)r − l} ≤x e 2i+1 , and thusx e 2(i+1)+1 <x e 2i+1 as claimed. Butx e 2i+1 < r and sox e 2i+2r+1 ≤ −1 if the hypothesis that all the vertices encountered meanwhile have degree 2 in K(v) is correct, which is thus not possible. Note that we did not need to assume that the path considered was vertex-disjoint, hence it is not possible that K(v) is reduced to a single cycle.
We will now count vertices and edges of K(v) in a way that clearly shows that the number of edges in K(v) is at least γ times its number of vertices, with γ > 1. We can always see K(v) as a collection P of edge-disjoint paths, with all vertices interior to a path of degree 2 in K(v) and the extremal vertices of a path having degree at least 3 in K(v). To form K(v) we would simply need to merge the extremal vertices of some of these paths. We have shown before that each path in P has at most 2r vertices. Let p = (e 1 = (v 1 v 2 ) , . . . , e t = (v t v t+1 )) be a path in P , we let θ E (p) = t be the number of edges in p and θ V (p) = e i ∈p
be a partial count of the vertices in p (all the interior vertices are counted as 1 but the extremal vertices are only partially counted in θ V (p), as they belong to many different paths). We have θ V (p) = t − 1 + Now, it is classical that any subgraph of a sparse random graph likeG n with a number of edges equal to at least γ > 1 times its number of vertices must contain at least a fraction ǫ > 0 of the vertices ofG n , with probability tending to 1 as n → ∞ (see [15, 14] ). Therefore, K(v) contains at least a fraction ǫ ′ > 0 of the vertices inÃ n .
There exists a natural coupling between H n,p,h and H n,p,h : we can obtain H n,p,h from H n,p,h by removing independently each hyperedge with probabilityp − p > 0. This is equivalent to removing independently with probabilityp−p each vertex inÃ n . We let gap n = l|Ã n |−M (G n ) = o(n). For any uncovered vertex v inÃ n we can construct a subgraph K(v) as above. If we remove a vertex w inÃ n ∩ K(v) for such a v, then either this vertex w is itself uncovered, and then gap n is decreased by at least 1, or w is covered and then it must belong to an alternating path starting from v and we can construct a new allocation with size equal to that ofx and in which w is uncovered and there is one more unit of weight on one of the edges adjacent to v, hence removing w will also reduce gap n by 1. We proceed as follows: we attach independently to each hyperedge a of H n,p,h a uniform [0, 1] random variable U a . To obtain H n,p,h we remove all hyperedges a such that U a ≤p − p. This can be done sequentlially by removing at each step the hyperedge corresponding to the lowest remaining U a . Then, at each step, assuming there are still uncovered vertices v inÃ n we can consider the union K of the subgraphs K(v), which has size at least ǫ ′ τ n. Hence, with positive probability the hyperedge removed will decrease the value of gap n . By Chernoff's bound, the number of hyperedges removed is at least τ np −p 2 with high probability as n → ∞, therefore gap n will reach 0 with high probability as n → ∞ before we remove all the hyperedges that should be removed. Hence, H n,p,h (and thus H n,⌊τ m⌋,h ) is (k, l, r)-orientable a.a.s.
