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I. INTRODUCTION 
Understanding the theoretical underpinnings of academic disciplines, like economics and finance, 
requires knowledge of mathemat ics  that students often find difficult to master. Solutions that 
have a geometric or real world interpretation are helpful in closing the gap between a student's 
ability to apply an equation versus understanding its derivation. 
In this paper, the second-order conditions for maximizat ion of a function of two variables, 
subject to a linear constraint, are derived using an alternative methodology.  The  motivation is 
to provide a more  intuitive approach to the "utility maximizat ion problem", but, in particular, 
derivation of the second-order conditions. The  utility maximizat ion problem, which  is described 
below, is typically solved by the use of Lagrange multipliers and forms an integral part of most, 
if not all, advanced microeconomies papers. 
All students in advanced microeconomics are shown the technique of Lagrange multipliers for 
deriving necessary and sufficient conditions for max imiz ing  the utility function, U = f(x,y), 
subject  to the budget  constraint ,  _~f -- Pxx + Pyy. For simplicity,  assume a two-product  world, 
P roduct  A and Product  B, with the quant i ty  consumed of each product ,  represented by the 
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variables x and y with 15 x and Py, their respective unit prices. The  initial endowment ,  f/, is 
spent on the two products. The  utility function U -- f(x, y) is unique to each individual, as is 
the initial endowment /~/ .  
The  critical points for maximiz ing  the utility function U -- f(x, y), subject to budget  constraint 
~/I = g(x, y), are found by employing the method of Lagrange multipliers. Consider the function 
y (x, y, ~) = f (x, y) + A [g (x, y) - M] ,  
where x, y, and Jk are treated as variables. However,  )~ (the Lagrange multiplier) is actually a 
constant and not a variable. A necessary condition for maximizat ion of V(x, y, )~) requires that 
OV OV OV 
Ox 0; Oy = 0; 0h =0.  
This system of equations constitutes the first-order conditions, and most  students find this 
result easy to understand. Solving this system of equations yields the critical points, which cor- 
respond to a max imum,  min imum,  or saddle-point. However,  many students find the second-order 
conditions difficult to conceptualize, as their derivation does not follow directly f rom V(x, y, )~). 
This assertion is proven in Section 5. 
In what  follows, an alternative technique to Lagrange multipliers is used to derive both the 
first- and second-order conditions for maximizat ion of the utility function, 
U = f (x, y) ,  subject to budget constraint, iV /= g (x, y) .  
2. TRANSLAT ION INTO A FUNCTION OF ONE VARIABLE  
Given the budget constraint _~r = g(x, y), let x = h(t) and y = k(t) be a parametr ic  represen- 
tat ion of the constraint. Thus, ~/= g[h(t), k(t)]. As t is allowed to vary, the budget constraint 
is traced out in the plane. Applying the same transformat ion to the uti l i ty function U = f (x ,  y), 
we have U(t) = f[h(t), k(t)], where the point (h(t), k(t)) lies on the constraint.  Notice that  the 
util ity function U = f (x,  y) is now expressed as a single-valued function of t, specifically, 
U(t) = f [h ( t ) ,k ( t ) ] .  
3. DERIVAT ION OF F IRST-ORDER CONDIT IONS 
Applying the necessary conditions for maximizat ion of a single-value function yields 
dt - ~xx -~ + ~-~ =0.  (1) 
For simplicity, let °O-~x = fx; ~y°f : fy; -~dx ~- x; dYdt : Y. 
Making the appropr iate substitutions, equation (1) is restated as 
dU (t) 
dt -- f j c  + fy~) = O. 
However, since ~r  is a constant, 
d~ 
dt - gx2 + "gy9 = O. 
Let V f  = (fx, fy) and Vg = (g~, gy) represent he gradient vectors of f and g, respectively. 
Let T = (5, 9) represent he tangent vector to hT/= g(x, y). 
In vector notation, f~2 + fy~ --= 0 can be written as V f  • T = 0, and gxJ: + gyY = 0 can be 
writ ten as Vg - T = 0, where the operat ion • refers to the dot product.  However, • f  • T = 0 
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implies that V f  and 2P are perpendicular. Likewise, Vg • 2r = 0 implies that Vg and 2P are 
perpendicular. Therefore, the two vectors V f  and Vg are perpendicular to the same vector 2P. 
If two vectors are perpendicular to the same vector in two dimensions, then, one vector is 
a scalar multiple of the other. In other words, V f  and Vg are parallel to each other. There- 
fore, V f  + ,kVg = 0, for some appropriate constant ~, which is the familiar Lagrange multiplier, 
where 0 is the zero-vector (0, 0). Thus, the necessary conditions for the above constrained maxi- 
mization problem can be stated as follows: 
" f~ + ;~gx = O, 
• fy+Agy=-O, 
• M = 9(~,y ) .  
PROOF. A well-known result is that 
vf  + xvg  = 0 = fix, 5 )  + x (g~, g~) = (f~ + x~,  f~ + at , )  = o. 
Therefore, f~ +Ag~ = 0 and fy +)~gy = 0. Obviously, the critical point must lie on constraint M = 
g(x,y). 
It is readily verifiable that applying the calculus to function V(x, y, ;~) yields identical necessary 
conditions for a maximum. However, as the next two sections demonstrate, this is not the case 
for the second-order conditions. 
4. DERIVAT ION OF  SECOND-ORDER CONDIT IONS 
d2U(t) 
For a true maximum of a single-valued function, it is required that ~ < 0. Note that, 
-~  d2/~/ since/V/is fixed as a function of t, = 0 and d--~ = 0. 
Hence, 
dK/ 




dr2 - g~x + gv~) + (:~2 gx~ + 2x~/gxY ~- Y2 gYy) = O. 
Vg.  (~i + ijj) + (22gzz + 25c!)g~y +/)2gyy) = 0, where i = (1, 0) and j = (0, 1), (2) 
and 
-2 d2U (t) = V f  . (~i + ~j) + (ic2f~x + 25cggxy + y gvy) < 0. (3) 
dt2 
We know that V f  + AVg = 0. Multiply both sides of equation (2) by ~, so 
.2 0 = Avg. (~i + 9j) + (~2~gx~ + 2~9~g~ + ~y g~y). (4) 
Adding equation (3) and equation (4) yields 
(V f + AVg) . (&i + ijj) + 5c 2 (f~x + Agxx) ÷ 25@ (f~y + Ag~y) + 92 (fyy + Agyy) < O. 
Note that (V f  + AVg) = 0. This result can be e£pressed as a quadratic form, which must be 
negative definite for a true maximum, subject to condition (2, y) = k(-gy,gx),  where k is a 
constant. Furthermore, note that F = f + Ag. Therefore, 
1400 E. D. MABERLY AND R. M. PIERCE 
Since g[h(t), k(t)] _~/, we know that d~/ = --3Y = g~5 + gyy = 0. The observation that 
(5, y) .  (g~, g~) = 0, 
implies that the two vectors are perpendicular. Therefore, (5, 9) is parallel to 
(-g~,g~) and (5,~) = k(-g~,g~), 
where k is some constant. 
Making this substitution into equation (5) yields: 
--gy 
~2 F e 2 
which implies that 
(Fxxg  - + Fy g ) < 0. (6) 
The second-order conditions are represented by equation (6). Frequently, equation (6) is expressed 
in determinant form as 
Fxy -g  
Fy~ Fyy -gy <0. 
-gx  -gy  0 
This expression is known as the bordered Hessian determinant, named after its inventor, German 
mathematician Ludwig Otto Hesse (1811-1874). 
5. DERIVAT ION OF  SECOND-ORDER 
CONDIT IONS FROM V(x ,y ,A)  
The sufficiency condition derived from V(x, y, A) is that the relevant quadratic form must be 
negative definite. 
Fxy 9 <0,  
gx gy 0 "7 
(7) 
where F = f + Ag. Expanding equation (7), we obtain: 
The first expression is a quadratic form, but note that the second expression is linear in (g~, gy). 
Since 7 can take on any value independent of ~ and/~, we can find a suitable 7 that makes the 
expression on the left-hand side of equation (7) > 0. This implies that we have a saddle-point 
and not a maximum. 
Applying the calculus to function V(x, y, A), yields identical necessary conditions for a max- 
imum, but the sufficiency condition derived from V(x, y, A) implies that the critical point is 
a saddle-point and not a true maximum. It is here where the equivalent relationship be- 
tween maxV(x,  y, ),) and max f(x,  y), subject to constraint M - -g(x,  y), breaks down. 
Postscripts 
A classic in the mathematical treatment of advanced microeconomics is Microeconomic Theory: 
A Mathematical Approach by Henderson and Quandt [1], which has seen numerous editions since 
the first, in 1958. In particular, in the second edition, Henderson and Quandt [1, p. 404] state that 
maximizing V(x, y, A) is equivalent to maximizing U -- f(x, y), subject o budget constraint AT/= 
g(x, y). In subsequent editions, the authors omit this assertion, which is obviously incorrect. More 
recent reatment of the subject is found in Dixit [2], Varian [3], and Jehle and Reny [4], but in 
no case is rigorous derivation of the second-order conditions presented. 
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