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V - BRAÇO SEM CORPO BRANDINDO UM GLÁDIO 
 
Entre a árvore e o vê-la  
Onde está o sonho?  
Que arco da ponte mais vela  
Deus?... E eu fico tristonho  
Por não saber se a curva da ponte  
É a curva do horizonte...  
 
Entre o que vive e a vida  
Pra que lado corre o rio?  
Árvore de folhas vestida —  
Entre isso e Árvore há fio?  
Pombas voando — o pombal  
Está-lhes sempre à direita, ou é real?  
 
Deus é um grande Intervalo,  
Mas entre quê e quê?...  
Entre o que digo e o que calo  
Existo? Quem é que me vê?  
Erro-me... E o pombal elevado  
Está em torno na pomba, ou de lado?  
 























The present thesis entitled Co-transcriptional quality control of mRNA 
biogenesis: impact for human genetic diseases contains results of research 
work developed at Instituto de Medicina Molecular, Faculdade de Medicina de 
Lisboa, under the supervision of Professora Doutora Maria Carmo-Fonseca and 
Professora Doutora Noélia Custódio. This dissertation is divided in four 
chapters preceded by a Portuguese and an English resumes and keywords, and 
a list of abbreviations. Technical details, references and published articles are 
at the end of the thesis.  
The first chapter corresponds to the general introduction of this dissertation, 
where I detailed the pathways involved in mRNA biogenesis, namely DNA 
transcription and pre-mRNA processing. I also described RNA quality control 
mechanisms that operate to degrade defective transcripts due to errors in pre-
mRNA processing. Finally, I presented a brief overview of the technical 
methodologies to study mRNA biogenesis. 
The objectives of this work were summarized in the second chapter. 
The original data that resulted in this dissertation are presented in the third 
chapter that is divided in four main subchapters. In the first subchapter I 
explored the processes involved in mRNA quality control both in the nucleus 
and in the cytoplasm of patient-derived cells. In the second subchapter of 
results I reviewed and analysed the impact of deep-intronic mutations on 
human disease. In the third sub-chapter, I showed how different 
methodologies to isolate nascent transcripts may affect measurement of 
efficiency of splicing. Finally, using a single-molecule analysis methodology, I 
measured the time of release of transcripts from the site of transcription. 
In the last chapter, a general discussion, focused on the implications of these 
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A expressão da informação codificante contida nas cadeias de DNA, implica a 
biogénese de moléculas de RNA mensageiro precursor (pré-mRNA) por um 
processo designado por transcrição, o processamento das referidas moléculas 
de pré-mRNA em moléculas de RNA mensageiro (mRNA), e culmina na síntese 
de proteínas por um processo designado por tradução. A 
compartimentalização celular dos eucariotas leva a que estes fenómenos 
ocorram em locais específicos na célula: a transcrição e o processamento 
ocorrem no núcleo, ao passo que a tradução ocorre no citoplasma, o que 
implica e transporte núcleo-citoplasmático das moléculas de mRNA. 
Transcrição e processamento envolvem a actividade específica de diferentes 
maquinarias celulares que comunicam entre si de forma a coordenar a 
biogénese das moléculas de mRNA. 
A transcrição de genes que codificam proteínas é levada a cabo pela RNA 
Polimerase II (RNAPII) e consiste num processo sequencial que inclui iniciação, 
elongação e terminação das cadeias de RNA nascente. Durante a transcrição, o 
pré-mRNA sofre três tipos de processamento: capping, que consiste na 
modificação química da extremidade 5'; splicing, que compreende a redução 
do comprimento das cadeia de RNA nascente através da clivagem de 
sequências intercalares (intrões) e junção das sequências codificantes (exões); 
cleavage, poliadenilação e release, colectivamente designados por 3' end 
processing, que consiste na clivagem do RNA nascente, adição de uma cauda 
de Adeninas [poli(A)] na extremidade 3' e libertação da cadeia de DNA molde. 
Após a ocorrência do release, as moléculas de mRNA difundem no 
nucleoplasma até encontrarem um poro nuclear e são exportados para o 
citoplasma.  
Ao contrário do mecanismo de capping, as reacções de splicing e 3' end 
processing dependem do reconhecimento de sequências conservadas 
presentes no pré-mRNA por parte de complexos proteicos especializados. No 
mecanismo de splicing, essas sequências estão localizadas nas fronteiras entre 
os exões e intrões e são designadas por splice sites, já no caso do 3' end 
processing, essas sequências estão localizadas na região 3' do transcrito. 
Mutações nessas sequências ou nos genes que codificam os componentes dos 
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complexos que catalisam as reacções de processamento podem comprometer 
a eficiência das referidas reacções, resultando na produção de moléculas de 
mRNA defeituosas. Se traduzidos, os transcritos mutantes poderiam dar 
origem a proteínas com efeito potencialmente deletério para a célula. No 
entanto, isso raramente ocorre porque as células eucariótas desenvolveram 
mecanismos de controlo da qualidade de moléculas de mRNA, prevenindo que 
moléculas defeituosas sejam traduzidas. Mutações que afectam o splicing 
resultam geralmente na introdução de codões de terminação da tradução 
prematuros (premature termination codons - PTCs) no mRNA. Moléculas de 
mRNA que contêm PTCs são reconhecidas e degradadas por uma via 
citoplasmática dependente de tradução, designada por nonsense mediated 
decay (NMD). No núcleo de células de mamífero foram também identificadas 
vias de degradação nucleoplasmática de RNAs mutantes, e ainda outros 
mecanismos de controlo de qualidade que previnem a libertação de transcritos 
com erros no processamento do respectivo DNA molde e outros que 
bloqueiam a exportação de transcritos mutantes. 
Estima-se que 30% de todas as doenças genéticas humanas sejam causadas 
por mutações que perturbam o mecanismo de splicing, no entanto, à excepção 
da via de degradação por NMD, pouco se sabe sobre mecanismos de controlo 
de qualidade de mutantes de splicing no contexto de doença genética.  
As vantagens do controlo de qualidade do mRNA começaram a ser apreciadas 
na β-talassemia, pois foi constatado que, na maioria dos casos, apenas os 
sujeitos homozigóticos sofriam de anemia grave. Por outro lado, os 
heterozigóticos tendiam a ser fenotipicamente saudáveis porque a via NMD 
previne a produção de formas truncadas de β-globina. No entanto, algumas 
mutações conferem um fenótipo dominante quando a via de NMD é 
contornada, indicando o seu papel crítico na neutralização de potenciais 
mutações com ganho de função. Curiosamente, foi também num modelo 
celular de β-talassemia que foi descrito, pela primeira vez, um mecanismo de 
controlo de qualidade que opera no núcleo promovendo a retenção de 
transcritos de β-globina com defeitos no processamento junto ao local de 
transcrição.  
Com base nesta observação, coloquei a hipótese de que um ponto de 
verificação da qualidade do mRNA opera no núcleo, antes do NMD, para 
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reduzir a acumulação de transcritos mutados e assim impedir a produção de 
proteínas deletérias causadora de doença. De acordo com essa hipótese, 
transcritos com erros no processamento gerados por mutações em splice sites 
não são libertados da cromatina, podendo subsequentemente retroalimentar 
negativamente a transcrição e reduzir assim a síntese de moléculas de mRNA 
mutadas.  
Como modelo de estudo, usei linhas celulares linfoblastóides derivadas de 
pacientes (hemi ou homozigóticos) com doenças genéticas causadas por 
mutações em splice sites canónicos e mutações na região codificante que 
introduzem um PTC. A introdução de PTC é frequente nos transcritos com 
mutações em splice sites como consequência da alteração do padrão de 
splicing por exon skipping, intron retention ou activação de um splice site 
críptico próximo. 
As doenças genéticas estudadas foram: síndrome de Barth, surdez 
autossómica recessiva 49 e Xeroderma pigmentosum. No total, analisei por 
RT-qPCR a quantidade de RNA citoplasmático, nucleoplasmático e associado à 
cromatina de oito linhas celulares derivadas de pacientes e de uma derivada de 
um dador saudável. Para cinco das seis linhas com mutações em splice sites 
observei uma quantidade de RNA significativamente reduzida na fracção 
nucleoplasmática, resultado que sugere que transcritos mutantes são 
degradados no núcleo de células derivadas e pacientes com doenças genéticas. 
Adicionalmente, em três das linhas linfoblastóides encontrei níveis reduzidos 
de RNAs mutantes associados à cromatina. Com o objectivo de determinar se a 
redução na quantidade de RNA nascente se correlacionava com um decréscimo 
da actividade transcricional, optimizei um ensaio para medir a actividade 
transcricional com base no fornecimento de um análogo de uridina, 4-
thiouridine (4sU), às células em cultura. Este nucleótido modificado é 
incorporado nas moléculas de RNA nascente durante breves minutos, o que 
permite purificar esta subpopulação de transcritos, medindo assim actividade 
transcricional dos genes de interesse. Após quantificação por RT-qPCR, 
observei que a menor abundância de RNA associado à cromatina se 
correlacionava com a redução da actividade transcricional em duas das linhas 
analisadas. Ao bloquear a via de NMD com fármacos comprovei ainda que a 
redução dos níveis celulares de transcritos sintetizados a partir de genes com 
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mutações em splice sites é um mecanismo independente do NMD. Concluí 
assim que um mecanismo de controlo de qualidade do mRNA está activo no 
núcleo e leva à redução da transcrição de genes com mutações localizadas em 
splice sites canónicos.  
As variantes que causam doença genética por alterarem o padrão de splicing 
estão maioritariamente localizadas em splice sites canónicos, no entanto a 
sequenciação das regiões intrónicas dos genes revelou que as mutações 
localizadas a mais de 100 bp de um exão, denominadas de deep-intronic 
podem ser também a causa de doenças genéticas humanas. Com o objectivo 
de avaliar o impacto das mutações deep-intronic na biogénese de moléculas 
de mRNA, fiz uma revisão da literatura onde são apresentados dados de RT-
qPCR de mRNA extraído de células linfoblastóides e dados de sequenciação 
completa do genoma de pacientes com mutações deep-intronic.  
Verifiquei que as variantes deep-intronic patogénicas são a causa de mais de 
75 doenças monogénicas, bem como de síndromes hereditárias de cancro. 
Enquanto que as mutações em splice sites canónicos levam ao não 
reconhecimento daquele sinal, mutações localizadas no interior de intrões 
podem levar à criação e posterior reconhecimento de novos splice sites 
intrónicos, denominados de não-canónicos, em aproximadamente 70% dos 
casos. A criação, por mutação, de um splice site não-canónico, leva à activação 
de um splice site adjacente e à subsequentemente inclusão de uma sequência 
intrónica no mRNA designada por pseudo-exão. A mutação de elementos 
intrónicos que são reconhecidos por proteínas reguladoras de splicing também 
pode levar à inclusão de pseudo-exões no mRNA. Além disso, mutações deep-
intronic podem afectar motivos reguladores da transcrição e genes de RNA não 
codificantes. 
Uma vez que erros no mecanismo de splicing são a causa de uma elevada 
proporção de doenças genéticas, a medição da eficiência de splicing deve ser 
feita com grande precisão de forma a ter uma correcta compreensão dos 
mecanismos moleculares que podem estar afectados no contexto de doença.  
Uma variedade de abordagens tem sido usada para purificar moléculas de RNA 
recém-transcritas e determinar a eficiência de splicing. Estudos prévios 
sugerem que a maior parte dos transcritos sofre splicing enquanto a RNAPII 
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transcreve o respectivo gene. Assim, a purificação de transcritos recém-
sintetizados pode aumentar em muito a precisão da determinação da eficiência 
de splicing. 
A marcação metabólica de RNA utilizando 4sU tem sido utilizada para purificar 
moléculas recém-transcritas e determinar a sua cinética de processamento. 
Esta abordagem baseia-se no tratamento com um reagente thio-reactivo para 
biotinilar o RNA marcado, que é então purificado por afinidade com 
estreptavidina. No entanto, a reacção de 4sU com o reagente comumente 
utilizado, designado por biotina-HPDP, é pouco eficiente, o que pode levar a 
que RNAs mais longos sejam purificadas em detrimento de RNAs mais curtos 
com menos número de moléculas de 4sU incorporadas. Com base neste 
resultado coloquei a hipótese de que a cinética de remoção de intrões longos é 
selectivamente subestimada em estudos em que o reagente biotina-HPDP é 
utilizado. Com o objectivo de testar esta hipótese, utilizei uma estratégia de 
biotinilação mais eficiente que usa o reagente thio-reactivo MTS. Mostrei que o 
RNA nascente purificado com biotina-HPDP contém uma proporção 
significativamente maior de intrões longos não processados em comparação 
com RNAs purificados com biotina-MTS, argumentando favoravelmente em 
relação à hipótese colocada. Estes resultados indicam ainda que a marcação 
com 4sU não interfere com a eficiência de splicing e que intrões humanos que 
variam em tamanho entre 240 e 13000 nucleótidos são spliced com uma 
eficiência idêntica. 
A disrupção do 3' end processing está também associada a um conjunto de 
doenças humanas. Contudo, comparado com o splicing, esta etapa da 
biogénese do mRNA tem sido menos estudada. Com o objectivo de 
compreender com maior detalhe este mecanismo de processamento, decidi 
estudar a cinética de libertação da cromatina de moléculas de RNA de β-
globina e IgM utilizando microscopia confocal. Tirando partido de dois 
métodos de marcação de moléculas de RNA que consistem na inserção de 
locais de ligação de proteínas fágicas (MS2 ou PP7) a montante do local de 
poliadenilação, foi possível realizar um estudo em células vivas e avaliar o 
comportamento de moléculas individuais de RNA. Mostrei que a libertação do 
local de transcrição dos RNAs nascentes ocorre em cerca de 15-30 segundos, 
tempo necessário para clivar e libertar o RNA nascente totalmente transcrito do 
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local de transcrição. Como controlo, determinei que a diminuição dos níveis 
celulares do factor de clivagem de pré-mRNA CPSF3 se reflecte no aumento do 
tempo de permanência no local de transcrição de ambos os transcritos. 
Utilizando um método de marcação de RNA diferente (λN22) em que os locais 
de ligação da proteína fágica foram inseridos a jusante do local de 
poliadenilação do mini-gene IgM, medi também que o tempo de terminação da 
transcrição varia entre 20 e 80 segundos.  
Este estudo permitiu determinar pela primeira vez a cinética de release de 
transcritos-repórter e terminação da transcrição, para moléculas individuais e 
em células vivas. Esses resultados têm importantes implicações para uma 
compreensão mecanicista da biogénese do mRNA. 
No seu todo, os dados originais que resultaram nesta dissertação detalharam 
os processos envolvidos na síntese e decaimento das moléculas de RNA nos 
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Protein coding genes are transcribed in the nucleus by RNA polymerase II 
(RNAPII) forming a precursor messenger RNA (pre-mRNA) that undergoes 
extensive processing including 5' capping, splicing, 3' end cleavage and 
polyadenylation to form a mature mRNA. Pre-mRNA processing takes place co-
transcriptionally, potentiated by the carboxyl-terminal domain (CTD) of the 
largest subunit of RNAPII, in a way that transcription and processing 
machineries communicate with each other to coordinate mRNA biogenesis. 
After being released from the chromatin template, mRNAs diffuse through the 
nucleoplasm until they encounter a nuclear pore to be translocated to the 
cytoplasm where they are translated into proteins, the final outcome of gene 
expression. 
Mutations that alter the coding sequence or affect splicing often result in the 
introduction of premature termination codons (PTCs). If translated, the 
resulting mRNAs would give rise to truncated proteins with potential 
deleterious effect for the cell. However, this rarely occurs because eukaryotic 
cells are able to recognize and degrade mRNAs containing PTCs by a 
cytoplasmic pathway referred to as nonsense-mediated mRNA decay (NMD). 
NMD was the first reported example of a quality control mechanism of gene 
expression. The advantages of mRNA quality control started to be appreciated 
in the case of beta-thalassemia, as it was found that in most cases only 
homozygotes suffered from severe anemia. Heterozygotes tend to be 
phenotypically healthy because NMD prevents production of truncated forms of 
beta-globin. In addition, thalassemia-like beta-globin mutations resulting in 
mRNA processing defects induce a nuclear RNA surveillance mechanism that 
lead to the retention of RNAs near the transcription site.  To study the quality 
control mechanisms that operate during mRNA biogenesis it is essential to 
fully understand the process of gene expression in health and disease. One 
pertinent question that was addressed in my PhD work was how general the 
co-transcriptional mRNA quality control mechanism is and what is its impact in 
human genetic diseases. 
To address this question, I used as model system lymphoblastoid cell lines 
from patients with genetic diseases caused by splicing mutations and 
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mutations in the coding region that introduce a PTC. Quantification of nascent 
transcripts revealed that a subset of genes containing splicing mutations have 
reduced transcriptional activity. Inhibition of NMD did not alter the levels of 
chromatin-associated transcripts, suggesting that a transcription-coupled 
surveillance mechanism operates independently from NMD to reduce cellular 
levels of abnormal RNAs in the context of human genetic diseases. 
Disease-causing mutations that disrupt splicing are mostly localized in splice 
sites, however next-generation sequencing has revealed that mutations 
localized deep within introns (more than 100 base pairs away from exon-
intron junctions) can be the cause of human genetic diseases. Aiming to 
highlight the importance of studying variation in deep intronic sequences, I 
reviewed evidence from mRNA analysis and entire genomic sequencing 
indicating that deep-intronic pathogenic mutations are the cause of over 75 
monogenic disorders as well as hereditary cancer syndromes. Interestingly, 
deep-intronic mutations most commonly create/activate non-canonical splice 
sites in the pre-mRNA molecule that subsequently lead to pseudo-exon 
inclusion in the mature mRNA.  
Since disruption of splicing causes approximately 30% of human genetic 
diseases, measurement of splicing efficiency is essential to understanding 
gene regulation in wild-type and splicing-mutated genes. A variety of 
approaches have been used to purify nascent transcripts and determine the 
efficiency of splicing. Specifically, purification of newly transcribed molecules 
using 4sU-tagging has been widely used. Classically, this approach relies on 
treatment with a thio-reactive reagent HPDP to biotinylate the tagged RNA, 
which is then affinity-purified with streptavidin. Taking advantage of an 
efficient biotinylation strategy that uses MTS reagent, I showed that nascent 
RNA purified with biotin-HPDP contains a significantly higher proportion of 
unspliced long introns compared to RNAs purified with MTS-biotin. This 
argues that the splicing kinetics of long introns may be selectively under-
estimated in studies using biotin-HPDP, which may lead to mis-calculation of 
processing efficiency in different biological contexts. 
Disruption of 3' end processing can also be the cause of many human 
disorders. However, compared to splicing, this step of mRNA biogenesis has 
been less studied. To further study 3' end processing and transcription 
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termination, I used a live-cell and single-molecule approach, in which time of 
release of two different reporter transcripts from the transcription site (TS) was 
measured. By using two different RNA labelling methods, MS2 and PP7, I 
showed that β-globin and IgM transcripts are released within 15-25 seconds 
after transcription of the 3' end of the gene. Furthermore, I showed that 
downregulating the cleavage factor CPSF3 by RNAi increases time of 
permanence at TS of both transcripts. Using a different RNA labelling method 
inserted past the poly(A) site (λN22), I determined that the time of 
transcription termination ranges between 20-80 seconds, with an average of 
30 seconds. These results have important implications for a mechanistic 
understanding of mRNA biogenesis, particularly at 3' end. 
Altogether, the original data that resulted in this dissertation detailed the 
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1.1. The human genome and transcriptome 
 
The human genome encodes approximately 58,000 genes that precisely 
regulate all cellular functions (Consortium 2012). Among those, protein-
coding genes constitute the more representative class of human genes, 
accounting for 19,000 and spanning around 30% of the human genome 
(Consortium 2012). On average, such class of genes are composed of 8-10 
exons interrupted by much larger non-coding sequences called introns. In fact, 
exons are the only sequences that will be converted in an amino-acid 
sequence and correspond to approximately 2% of the human genome.  
In addition to protein-coding genes, the human genome also encodes different 
classes of non-coding genes, these include long non-coding genes that are 
genes with a structure similar to protein-coding genes but do not code for 
proteins, micro RNA (miRNA) genes and short interfering (siRNA) genes that 
are involved in gene silencing, ribosomal RNA (rRNA) genes and transfer RNA 
(tRNA) genes  that are directly involved in the production of proteins, small 
nucleolar RNA (snoRNA) genes that drive chemical modification in snRNA, rRNA 
and tRNA, and small nuclear RNA (snRNA) genes that are involved in protein-
coding RNA molecules. 
Through a process called transcription, the genes encoded in the human 
genome give rise to RNA molecules. Protein-coding genes and some non-
coding genes are transcribed by RNA polymerase II (RNAPII). The remaining 
genes are transcribed by RNA polymerase I (RNAPI) and RNA polymerase III 
(RNAPIII). RNAPI produces rRNA precursor for the mature 25/28S, 18S and 5.8S 
rRNAs, whereas RNAPIII synthesizes small structured RNAs like tRNA, 
spliceosomal U6 small nuclear RNA (snRNA), ribosomal 5S rRNA and 7 SL RNA 
(Griesenbeck, Tschochner et al. 2017). Thus, in mammalian cells all RNA 
polymerases are involved in the production of non-coding RNAs. 
Transcriptomic analysis of different types of cells reveals that 90% of the total 
cellular RNA consists of rRNA and tRNA, while the RNA that codes for protein 
only represents 1-3% of the total cellular RNA content (Palazzo and Lee 2015). 
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The set of RNA molecules produced in a certain cell or organism constitute the 
transcriptome. The composition of the transcriptome actively and dramatically 
changes, depending on the state of development, environmental and disease 
conditions or drug treatments 
DNA and RNA molecules share many features but there are many others that 
are specific of each group of molecules. Both are composed of nitrogenous 
bases covalently bound to a sugar-phosphate backbone but the sugar in RNA 
is ribose and in DNA is deoxyribose. RNA and DNA share three of the four 
bases that compose nucleic acids (adenine, cytosine and guanine), the fourth 
base thymine and uracil are specifically added to DNA and RNA molecules, 
respectively. Double-stranded genomic DNA molecules are arranged in a 
polymeric complex called chromatin. The fundamental unit of chromatin is the 
nucleosome, which repeats every 160 to 240 bp across the genome. Each 
nucleosome contains a nucleosome core, composed of an octameric complex 
of the core histone proteins, which forms a spool to wrap 145 to 147 bp of 
DNA [reviewed in (Richmond and Davey 2003, McGinty and Tan 2015)]. 
Although RNAs are usually single-stranded molecules that can associate with a 
wide range of RNA-binding proteins, they can also form double-stranded 
structures with other molecules or within the same molecule which gives rise 
to secondary structures within the RNA molecule. The secondary structures are 
of high importance to the cellular roles different classes of RNAs play in the 
cell. Additionally, RNA molecules, are susceptible to different and multiple 
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1.2. Biogenesis of messenger RNA 
 
To produce a protein, a protein-coding gene has to be transcribed into an RNA 
molecule that is subsequently translated into a protein. In prokaryotes, these 
processes are spatially and temporally coupled. In eukaryotes, however, the 
presence of a nuclear envelope physically separates transcription that occurs in 
the nucleus from translation that takes place in the cytoplasm. Additionally, 
eukaryotic RNA molecules undergo several processing steps from their 
synthesis until they are ready for translation, making the translatable 
molecules dramatically different from the products of transcription: they are 
much shorter and chemically modified at 5' and 3' ends. Thus, biogenesis of a 
mature transcript, called messenger RNA (mRNA), comprises synthesis and 
processing of a precursor mRNAs (pre-mRNA). The resultant mature mRNA has 
a tripartite structure consisting of a 5' untranslated region (5' UTR), a coding 
region made up of triplet codons that each encode an amino acid and a 3' 
untranslated region (3' UTR). 
Synthesis and processing of pre-mRNA molecules are performed by distinct 
and specialized cellular machineries that interact in time and space in a tightly 
regulated way.  
As previously mentioned, transcription of a protein-coding gene is performed 
by the 12-subunit protein complex RNAPII and includes initiation, elongation 
and termination of transcription. A protein-coding gene is transcribed from 
the transcription start site (TSS) that marks the 5' end of the first exon until the 
polyadenylation (polyA or pA) site that marks the 3' end of the last exon. After 
reaching the 3' end of the gene, RNAPII can leave the DNA template or bind 
again to the promoter region to restart transcription (gene-looping model). In 
parallel, processing reactions are simultaneously carried out by a variety of 
processing factors that act on the nascent transcripts as RNAPII proceeds 
through the gene body and include 5' end processing, splicing and 3' end 
processing (Figure 1). 
The kinetic coupling between these mechanisms is carried out by the C-
terminal domain (CTD) of the largest core subunit of RNAPII. In humans, the 
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CTD of RNAPII is an unstructured and evolutionary conserved domain that 
comprises 52 tandem repeats of the consensus heptapeptide YSPTSPS. As 
RNAPII reads the DNA template, the CTD is subject to extensive 
phosphorylation at different amino acid residues, resulting in a 
phosphorylation code that contributes to regulation of RNAPII function as well 
as the recruitment of regulatory and processing factors at the right place and 
time (Harlen 2016). 
 
Figure 1 - Schematic view of coupling between RNAPII transcription and pre-mRNA 
processing.  
A representative gene structure is shown in the inner circumference in which exons are 
represented by black boxes and intron by lines. The steps of the transcription cycle, 
from initiation to termination, are shown in the middle circumference. The dashed blue 
arrow indicates termination of transcription and dissociation of RNAPII. The dashed 
black arrow represents the recycling of RNAPII, reinitiating transcription on the same 
DNA (gene looping). Mechanisms involved in pre-mRNA processing are shown in the 
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outer circumference. TSS – transcription start site, TES – transcription end site, ss – 
splice site, pA – polyadenylation site 
 
Initiation of transcription, early elongation and 5' end processing  
Expression of protein-coding genes is controlled by RNAPII, however the 
polymerase does not initiate promoter-specific transcription on its own. 
Rather, RNAPII initiation is regulated by a protein macromolecular complex 
known as the pre-initiation complex (PIC), which is required for the opening of 
the duplex DNA and identification of the start site for transcription and 
consists of RNAPII itself, six General Transcription Factors (GTFs) and the 
Mediator (Bernecky, Herzog et al. 2016, Cramer 2016, He, Yan et al. 2016, 
Nogales, Louder et al. 2017).  
Each of the six GTFs (TFIIA, TFIIB, TFIID, TFIIE, TFIIF, TFIIH) have varied 
functional and structural roles. For example, TFIID is the first GTF recruited to 
the promoter region and contains the TATA-binding protein (TBP) that 
recognizes the initiator element. TFIIH also plays important roles in initiation of 
transcription by RNAPII: it triggers melting of the DNA molecule and adds a 
phosphate group to the serine 5 residue of the RNAPII-CTD, which is read as a 
signal to start polymerization of pre-mRNA [reviewed in (Han and He 2016)].  
The Mediator is composed of 26 subunits in humans, although subunits can be 
lost or added depending on its biological function [reviewed in (Allen and 
Taatjes 2015)]. Mediator functions as a bridge between RNAPII and GTFs, since 
it communicates regulatory signals from DNA-bound GTFs directly to the CTD 
of RNAPII. Additionally to regulation of transcription initiation, Mediator has 
the ability to control pausing, elongation and recycling of RNAPII and also 
chromatin architecture organization [reviewed in (Poss, Ebmeier et al. 2013)]. 
Although Mediator exists in all eukaryotes, a variety of Mediator functions 
seem to be specific to metazoans, which is indicative of more diverse 
regulatory requirements (Sainsbury, Niesser et al. 2013, Allen and Taatjes 
2015).  
During transcription initiation, a promoter checkpoint mechanism that relies 
on the binding of TFIIB can trigger RNAPII to terminate prematurely (Liu, 
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Bushnell et al. 2011, Nechaev and Adelman 2011). When the nascent transcript 
is more than 10 nucleotides, TFIIB is ejected and RNAPII is stably engaged in 
transcription. At this point, RNAPII undergoes promoter escape by losing 
contact with the GTFs and enters elongation. Transcription elongation is 
composed of two distinct stages: early and productive elongation. Early 
elongation is defined as the transition between clearance of RNAPII from the 
promoter-bound GTFs and pausing of RNAPII after it transcribes around 25–50 
nt. This pausing is facilitated by the DRB sensitivity-inducing factor (DSIF) and 
negative elongation factor (NELF) protein complexes and by the first 
nucleosome. While RNAPII is paused in the promoter region, two important 
reactions can take place at protein and RNA levels: phosphorylation of the 
pausing factors DSIF and NELF and of the CTD at Ser5 residue, and 5' end 
processing of the pre-mRNA. These reactions promote escape of RNAPII into 
productive elongation and are mediated by the heterodimer complex P-TEFb 
that can be recruited to paused polymerase by other protein complexes, such 
as an activator bound to a specific sequence in the DNA, BRD4 that recognizes 
and binds to acetylated histone tails and, as previously mentioned, by the 
Mediator (Kwak and Lis 2013, Jonkers, Kwak et al. 2014). 
Processing of the 5' end of the pre-mRNA molecule is the first step in the 
biochemical processing of nascent pre-mRNAs, occurs as soon as RNAPII 
transcribes 20-100 nucleotides, coincides with promoter-proximal pause and 
involves the mRNA-capping enzyme that cleaves the 5' triphosphate of the first 
nucleotide of pre-mRNA and adds a guanosine monophosphate that is 
subsequently methylated by the guanine-7-methyltransferase (Mullen and 
Price 2017). The chemically modified 5' end of the pre-mRNA is than 
recognized and bound to the capping binding complex (CBC), composed 
CBP80 and CBP20 proteins, that can also interact with P-TEFb [reviewed in 
(Bentley 2014)].  
A balance between NELF, DSIF and chromatin structure as well as factors that 
promote release of paused RNAPII by recruiting P-TEFb may determine the 
level of pausing and productively elongating RNAPII. The term “pausing” results 
from the interpretation of data from RNAPII immunoprecipitation associated 
with the chromatin and labelling of nascent RNA assays that reveal a 
promoter-proximal enrichment of RNAPII (Danko, Hah et al. 2013). However, 
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variation in RNAPII density depends on multiple parameters: elongation rate 
(bases added per unit of time), initiation frequency (number of start events per 
unit of time that result in productive elongation), and processivity (fraction of 
polymerases remaining on the template after each catalytic event) 
(Ehrensberger, Kelly et al. 2013). Single-molecule footprinting studies, 
suggested a model where absence of elongation is due to a continuous wave of 
initiation characterized by premature termination and rapid turnover of RNAPII 
instead of stalling of a pool of RNAPII. Consequently, transition to elongation 
would not be regulated by the release of a pool of engaged/paused RNAPII, but 
it would be mediated by the redirection of moving RNAPII molecules (Krebs, 
Imanci et al. 2017). 
 
Elongation of transcription and splicing  
After RNAPII is released from the promoter-proximal pause site, it starts 
productive elongation. Transcription elongation is highly variable as it is 
influenced by many physical and chemical environments along the gene body. 
The presence of nucleosomes, certain histone marks and G-rich DNA 
sequences can influence the rate and processivity of RNAPII during productive 
elongation (Venkatesh and Workman 2015). Histone chaperones and 
nucleosome remodelers play an important role in facilitating RNAPII movement 
through the gene body. Interestingly, RNAPII rate can be also negatively 
influenced by the presence of exons that show increased nucleosome-
occupancy levels with respect to introns (Tilgner, Nikolaou et al. 2009).  
The RNA that is tethered to DNA by an elongating RNAPII frequently undergoes 
splicing, a process that is responsible for shortening of a precursor mRNA 
molecule by removing the non-coding pieces of the precursor transcript 
(introns) and binding together the coding regions (exons) (Gilbert 1978).  
The discovery that genes are arranged in pieces established an additional step 
in the pathway of production of a protein (Chow, Gelinas et al. 1977). To form 
a contiguous coding sequence that can be translated into a protein, introns 
have to be precisely removed from the pre-mRNA.  
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Excision of introns is catalyzed by a highly sophisticated ribonucleoprotein 
machinery called the spliceosome (Papasaikas and Valcarcel 2016). Intron-
exon boundaries are delimited by short consensus sequences at the 5' (donor) 
and 3' (acceptor) splice sites (ss) that mediate recognition by the spliceosome; 
in addition, spliceosomal components interact with a catalytic adenosine (the 
branch point) and a polypyrimidine tract (PyT) located between the branch 
point adenosine and the 3' ss (Figure 2). 
 
Figure 2 - Human consensus splice site sequences.  
The most conserved nucleotide sequence is indicated for canonical 5' (donor) and 3' 
(acceptor) splice sites (ss), the branch point (a*) and polypyrimidine tract (PyT). The 
donor site (5' ss) is defined by the three terminal nucleotides of each exon and the first 
seven bases of the downstream intron. The acceptor site (3' ss) consists of the first two 
bases of the exon and the last 26 bases of the upstream intron, including the PyT. The 
coordinate ranges for the donor and acceptor site positions are [-3, +6] and [-25, +2], 
with a zero coordinate at the first intronic base of each splice site (Caminsky, Mucaki 
et al. 2014). 
 
The spliceosome is formed by five small RNAs (the U1, U2, U4, U5, and U6 
snRNAs) and more than 200 proteins (Wahl, Will et al. 2009). A subset of these 
proteins associates with the snRNAs forming functional particles called the U1, 
U2, U4, U5, and U6 snRNPs. Each snRNP consists of a snRNA molecule 
associated with a common set of Sm proteins and a variable number of 
additional specific proteins. Within the spliceosome, the consensus splicing 
sequences in the pre-mRNA are forced into 3-dimensional arrangements that 
enable the activation of an RNA catalytic center and trigger the splicing 
reaction (Hang, Wan et al. 2015). 
Spliceosome assembly starts with the recognition of the 5' ss by the U1 snRNP 
(Seraphin and Rosbash 1989). Subsequently, the U2 snRNP associates with the 
branch point region. However, this interaction requires prior binding of 
splicing factor 1 (SF1) to the branch point sequence (Berglund, Chua et al. 
1997, Liu, Luyten et al. 2001) and recruitment of U2 auxiliary factor U2AF to 
the 3' ss (Zamore, Patton et al. 1992). U2AF is a heterodimer composed of a 65 
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kDa subunit (U2AF65) that contacts the polypyrimidine tract and a 35 kDa 
subunit (U2AF35) that recognizes the AG at the intron 3' end (Merendino, Guth 
et al. 1999, Wu, Romfo et al. 1999, Zorio and Blumenthal 1999). The U4/U6.U5 
tri-snRNP particle is then recruited, forming the pre-catalytic spliceosome (Will 
and Luhrmann 2011). After the release of U1 and U4, the adenosine residue at 
the branch point undergoes a nucleophilic attack on the 5' ss, resulting in the 
formation of a 2',5'-phosphodiester bond. This is followed by the second 
trans-esterification reaction, which consists in the 5' ss-mediated attack on 
the 3' ss, giving rise to the spliced product and releasing the intron lariat (Will 
and Luhrmann 2011) (Figure 3).  
The vast majority of introns are processed by the U1, U2, U4, U5, and U6 
snRNP complex, also known as the major spliceosome. Yet, a minority of 
introns are spliced by a distinct type of snRNP complex called the minor 
spliceosome (Patel and Steitz 2003). Overall, the major and minor 
spliceosomes share many common features and the mechanism of splicing is 
nearly identical. However, the minor spliceosome is composed of four distinct 
snRNAs termed U11, U12, U4atac, and U6atac that have a counterpart in U1, 
U2, U4 and U6, respectively (Hall and Padgett 1996, Tarn and Steitz 1996, Tarn 
and Steitz 1996, Will, Schneider et al. 1999).  
Most of the interactions between pre-mRNA and spliceosomal snRNAs are 
weak and prone to be modulated by multiple mechanisms that involve the 
binding of splicing regulatory proteins to the pre-mRNA, the formation of 
secondary structures in the pre-mRNA, the rate of RNAPII transcriptional 
elongation, and epigenetic modification of the template chromatin [reviewed in 
(Naftelberg, Schor et al. 2015)]. Depending on the combinatorial effect of 
factors that either enhance or repress the recognition of consensus sequences 
by the spliceosome, different splice sites will be selected in the pre-mRNA 
[reviewed in (Black 2003)]. The recent combination of large-scale 
characterization of alternative splicing and genome-wide identification of in 
vivo binding sites of splicing regulators unraveled the global principles guiding 
splicing regulation by specific RNA-binding proteins (Barash, Calarco et al. 
2010, Witten and Ule 2011). Typically, splicing regulatory elements are 
classified as exonic or intronic splicing enhancers or silencers depending on 
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their location and ability to stimulate or inhibit splicing (Barash, Calarco et al. 
2010, Witten and Ule 2011). 
 
Figure 3 - Cis‐acting RNA elements and trans‐acting snRNPs involved in splicing.  
RNA splicing is catalysed by an assembly of five snRNPs (coloured circles) and auxiliary 
factors, which together constitute the spliceosome. The spliceosome recognizes the 
splicing signals on the pre-mRNA molecule through base-pairing and catalyses the 
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two splicing reaction steps. After splicing, the EJC binds to the mRNA molecule. BP – 
branch point, ss – splice site, PyT – polypyrimidine tract, EJC – exon junction complex. 
 
Splicing can be functionally coupled to transcription. The first evidence that 
introns can be removed while transcripts are still attached to the chromatin 
and before 3' end processing takes place was shown for a Drosophila 
melanogaster gene using “Miller spread” electron microscopy (Beyer and 
Osheim 1988). Electron micrograph images showed that the spliceosome 
formed shortly after synthesis of the 3ˈ ss and that splicing of pre-mRNA often 
occurred on the nascent transcript. The idea that splicing occurs mainly co-
transcriptionally is now a general consensus in the field (Brugiolo, Herzel et al. 
2013, Bentley 2014). Recent genome-wide studies showed that co-
transcriptional splicing frequencies are similar among different species 
(Brugiolo, Herzel et al. 2013). Studies performed in S. cerevisiae (Carrillo 
Oesterreich, Preibisch et al. 2010), Drosophila (Khodor, Rodriguez et al. 2011) 
and human cell lines and tissues (Ameur, Zaghlool et al. 2011, Girard, Will et 
al. 2012, Tilgner, Knowles et al. 2012, Windhager, Bonfert et al. 2012), using 
different sources of nascent transcripts (chromatin-associated and thio-
labelled transcripts), showed that the frequency of co-transcriptional splicing 
ranges between 75-85%. Interestingly, the frequency of co-transcriptional 
splicing in mouse cells seems to be lower (Bhatt, Pandya-Jones et al. 2012, 
Khodor, Menet et al. 2012).  
As in capping, the structural coupling between splicing and transcription is 
mediated through the RNAPII CTD domain (Custodio and Carmo-Fonseca 
2016). Several evidences support the implication of the CTD in splicing 
kinetics. Transcription of a protein-coding gene by RNAPI or RNAPIII, that do 
not contain a CTD domain, impairs pre-mRNA splicing and 3ˈ end processing 
(Smale and Tjian 1985, Sisodia, Sollner-Webb et al. 1987). Additionally, it was 
shown that a recombinant RNAPII with a truncated CTD domain was not able to 
recruit the splicing machinery and this was a direct cause of the observed 
reduction in splicing efficiency (McCracken, Fong et al. 1997, Misteli and 
Spector 1999). Some of the splicing factors shown to bind to the CTD domain 
of RNAPII are PSF (polypyrimidine tract binding protein-associated splicing 
factor), p54nrb/NonO (Emili, Shales et al. 2002) and U2AF65 (David, Boyne et 
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al. 2011). Another protein complex that is not directly implicated in splicing 
reaction itself but regulates the choice of the spliceosome for alternative exons 
is DBIRD (DBC1-ZNF326). DBIRD complex modulates transcription elongation 
rate and acts at the interface between nascent RNA molecules and the largest 
subunit of RNAPII, integrating transcript elongation with the regulation of 
alternative splicing (Close, East et al. 2012).  
The elongation rate of RNAPII is an important property of the transcriptional 
machinery that can influence alternative splicing decisions by determining the 
duration a weak splice site endures in the pre-mRNA before a strong splice site 
is transcribed. More precisely, mutations in RNAPII that slow down 
transcription elongation rate facilitate assembly of the spliceosome at weak 
splice sites of alternative exons, increasing the exon inclusion/exon skipping 
ratio (de la Mata, Alonso et al. 2003, Nogues, Kadener et al. 2003, Luco, Allo et 
al. 2011, Fong, Kim et al. 2014). Additionally, RNAPII density is increased 
around splice sites, suggesting that RNAPII pauses for splicing to occur or that 
spliceosome assembly slows down RNAPII (Alexander, Innocente et al. 2010, 
Mayer, di Iulio et al. 2015, Mayer, Landry et al. 2017). The observation of 
splicing intermediates tethered to elongating RNAPII specifically 
phosphorylated in the Ser5 residue of the CTD, pointed that splicing occurs in 
association with RNAPII containing the CTD phosphorylated predominantly on 
Ser5 (Nojima, Gomes et al. 2015). This implies a new layer of complexity in the 
CTD code, in which the CTD phosphorylation pattern changes as RNAPII 
transcribes an intron-exon boundary. Consistent with this specific 
phosphorylation pattern associated with the splicing reaction, it was shown 
that spliceosome components are bound to the CTD when it is phosphorylated 
on Ser5 downstream of acceptor splice sites (Harlen, Trotta et al. 2016). 
Since splicing can occur while pre-mRNA is still bound to the DNA template 
through RNAPII, it is reasonable to think that DNA structure may influence 
alternative splicing. Accordingly, it was demonstrated that binding of the 
transcriptional repressor CTCF to a specific intragenic unmethylated C-rich 
DNA sequence induces the inclusion of alternative exons in the mRNA 
molecules (Shukla, Kavak et al. 2011). As previously mentioned, exons have 
increased nucleosome occupancy compared with their flanking introns. More 
recently, it was proposed that histone modifications and other chromatin 
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features that activate transcription can be co-opted to participate in the 
regulation of the splicing of exons that are in physical proximity to promoter 
regions (Curado, Iannone et al. 2015). Other works suggested that splicing can 
affect chromatin organization (Keren-Shaul, Lev-Maor et al. 2013) and 
promote modification of histones (de Almeida, Grosso et al. 2011). In the first 
case, it was shown that strengthening of the 5' splice site or strengthening the 
base pairing of U1 snRNA with an internal exon abrogated the skipping of the 
internal exons and also affected chromatin organization though nucleosome 
remodeling (Keren-Shaul, Lev-Maor et al. 2013). In the second work, genome-
wide analysis indicated that splicing is mechanistically coupled to recruitment 
of the methyltransferase HYPB/Setd2 to elongating RNAPII (de Almeida, Grosso 
et al. 2011). Overall, these studies show that there is a bi-directional interplay 
between the epigenetics mechanisms and RNA splicing. 
 
Termination of transcription and 3' end processing  
To produce a translatable RNA molecule and avoid read-through transcription, 
RNAPII and nascent transcripts must be released from the DNA at the 5' end of 
the template strand of a protein-coding gene, a process known as 
transcription termination. Release of RNA is intrinsically coupled to 3' end 
processing, which includes cleavage and polyadenylation of the nascent 
transcript. Both processes rely on conserved sequences and on the action of 
specific proteins (Figure 4). 
Signals that stimulate 3' end processing (and transcription termination) are 
composed of a central conserved sequence motif AAUAAA (or less frequently 
AUUAAA) polyadenylation (pA) site, flanking auxiliary elements: a U- or GU-
rich downsteam sequence element (DSE) and a U-rich upstream sequence 
element (USE) (Proudfoot and Brownlee 1976, Proudfoot 2011). Recognition of 
these regulatory sequences at the 3' end of transcripts is carried out by the 
cleavage and polyadenylation (CPA) complex that contains four major 
subcomplexes, including cleavage and polyadenylation specificity factor (CPSF), 
cleavage stimulation factor (CstF), cleavage factor I and II (CF Im and CF IIm) 
(Millevoi and Vagner 2010, Sun, Zhang et al. 2017). The site of cleavage in 
most pre-mRNAs lies between the pA site and the DSE, at a CA dinucleotide 
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and is catalyzed by CPSF subunit CPSF3 (Mandel, Kaneko et al. 2006, Shi and 
Manley 2015).  
Pre-mRNA cleavage gives rise to two RNA molecules: an upstream pre-mRNA 
molecule that is stabilized by a non-templated poly(A) tail addition, the final 
step in mRNA biogenesis; a downstream non-coding RNA byproduct that is 
destabilized due to degradation by the 5'-3' exonuclease XRN2 (West, Gromak 
et al. 2004). Polyadenylation of the upstream molecule consists in the addition 
of a 50-100 nucleotides poly(A) tail (Chang, Lim et al. 2014) and it is 
performed by poly(A) polymerase (PAP) and a nuclear poly(A) binding protein 
(PABPN). 3' end processing protects RNA from degradation by 3'-5' 
exonucleases, stimulates export from the nucleus and translation in the 
cytoplasm. 
 
Figure 4 - Cis‐acting RNA elements and trans‐acting proteins involved in 3' end 
processing. 
A) Cleavage and polyadenylation of pre-mRNA molecules requires four elements 
localized at 3' end of pre-mRNA molecules, an USE, DSE, pA signal and the 
dinucleotide CA marking the cleavage site (blue arrow). B) Those sequences are 
specifically recognized by four multisubunit complexes (coloured circles): CPSF, CstF, 
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CFI and CFII as well as PAP that is responsible for the addition of a poly(a) tail to 
cleaved RNAs. USE – upstream element, DSE – downstream element, pA – 
polyadenylation signal, CPSF – cleavage and polyadenylation specificity factor, CstF – 
cleavage stimulation factor, CFIm and CFIIm cleavage factor I and II, PAP – 
polyadenylation polymerase, PABPN – nuclear poly(A) binding protein 
 
 
Moreover, 3' end processing is coupled to transcription termination, the last 
stage of the transcription cycle that ends with the release of RNAPII from the 
DNA template that is then free to restart transcription on the same or on a 
different promoter. This coupling relies on specific RNA sequences and 
modulation of the RNAPII CTD phosphorylation pattern.  
Further downstream of pA signals, additional elements contribute to enhance 
cleavage and transcription termination processes. It has been described two 
categories of terminator sequences. One of such categories enhances RNAPII 
pausing as it transcribes the G-rich sequences element (Gromak, West et al. 
2006). The other class of terminator elements may occur 1-2 kb downstream 
the pA site and mediate cotranscriptional cleavage (CoTC) of transcripts prior 
pA site cleavage. CoTC AT-rich terminator element is a common feature of 
around 80 human genes (Nojima, Dienstbier et al. 2013), including β-globin 
where it was first identified (Dye and Proudfoot 2001).   
As in the other pre-mRNA processing mechanisms, the CTD phosphorylation 
pattern together with RNAPII pausing play a critical role in coordinating 3' end 
processing and transcription termination. Particularly, phosphorylation of the 
serine 2 residue is enriched at the end of genes and allows interaction of 
RNAPII with CPA factors (Heidemann, Hintermair et al. 2013). Compared with 
transcription initiation and elongation, kinetics of transcription termination is 
less understood. Currently, two models are used to explain how termination is 
triggered after transcription of the pA site or cleavage of the nascent RNA 
(Gromak, West et al. 2006, Proudfoot 2016). The first model (allosteric model), 
suggests that RNAPII undergoes a conformational change induced by the 
binding of the CPA factors that results in pausing followed by release of the 
transcriptional machinery (Zhang, Rigo et al. 2015). The second model 
(torpedo model) is based on the kinetic competition concept in which the 
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degradation rate of the cleaved transcript competes with the elongation rate of 
RNAPII. Specifically, after cleavage of the nascent transcript by the CPA 
complex, the nuclear 5'-3' exonuclease XRN2 is recruited to the 3' end of 
genes and starts degrading the cleaved downstream transcript until it reaches 
elongating RNAPII, which triggers its release from the DNA template (West, 
Gromak et al. 2004, Proudfoot 2016). 
Deep-sequencing analysis has revealed that around 70% of protein-coding 
eukaryotic genes produce multiple mRNA isoforms with distinct 3' ends 
through the process of alternative polyadenylation (APA). The selective usage 
of alternative poly(A) sites leads to transcript isoforms with different coding 
potentials and/or variable 3' UTR. Shorter or longer 3' UTR sequences define 
which cytoplasmic pathways mRNAs are targeted to, influencing RNA stability, 
localization and efficiency of translation. Cellular levels of specific cleavage 
and polyadenylation factors, kinetics of transcription, competition between 
CPA factors and other RNA-binding or CPA and splicing factors are known 
conditions to affect APA [reviewed in (Gruber, Martin et al. 2014, Tian and 
Manley 2017)]. Eukaryotic cells perform reciprocal regulation of splicing and 3' 
end processing (Kaida 2016). The splicing factors U2AF65 and U2 were found 
to stimulate 3' end processing as CPSF contributes to prompt splicing of the 
last exon. Additionally, U1 snRNP was also found to play a role in protecting 
the integrity of the transcriptome by blocking the recognition of premature 
cleavage and polyadenylation signals that are widely spread throughout 
mammalian introns (Kaida, Berg et al. 2010). 
Functional coupling and inter-dependence between different cellular processes 
allows the development of quality control mechanisms of gene expression as a 
way to maintain the integrity of the human transcriptome and proteome. RNA 
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1.3. Functions of introns and their role 
in messenger RNA biogenesis 
 
For many years the physiological importance of a genomic sequence was 
primarily associated with its capacity to code for proteins and therefore 
intronic sequences were initially assumed to be largely non-functional. 
However, several lines of recent evidence argue for intron functionality, as 
discussed in detail in the following sections.  
 
Intron conservation 
Because introns are removed from nascent transcripts during pre-mRNA 
processing, intronic sequences in genes have been considered as “junk DNA”. 
However, there is a remarkable conservation of many intron positions along 
with highly conserved sequence elements, implying that at least some intronic 
features are subject to evolutionary constraints (Mattick and Gagen 2001, Hare 
and Palumbi 2003, Rogozin, Wolf et al. 2003). Conserved elements in introns 
include the consensus splice-site sequences, the binding sites for regulatory 
proteins, the sequences of non-coding RNA genes, as well as additional 
regions (Kelly, Georgomanolis et al. 2015).  
Several studies revealed that first introns (i.e., introns at the 5' end of genes) 
are typically the longest and most conserved (Park, Hannenhalli et al. 2014). 
Conservation of the first intron is probably related to the presence of 
regulatory elements (Gaffney and Keightley 2004) and a specific pattern of 
chromatin organization (Bieberstein, Carrillo Oesterreich et al. 2012). 
Additionally, the position of introns that contain RNA genes was also found to 
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Introns as enhancers of transcription 
Introns were first shown to increase transcriptional efficiency in transgenic 
mice (Brinster, Allen et al. 1988). Subsequent studies showed that intron-
containing genes presented higher levels of transcription when compared to 
intronless genes in yeast (Juneau, Miranda et al. 2006), Drosophila (McKenzie 
and Brennan 1996) and mammalian cells (Brinster, Allen et al. 1988, Shabalina, 
Ogurtsov et al. 2010). Transcription of mammalian genes relies on a complex 
communication between promoters and enhancers that are often located a 
large distance apart in the genome, and recent studies suggest that some 
promoters work in combination with regulatory sequences located within 
introns (Figure 5) (Stadhouders, van den Heuvel et al. 2012). For example, 
expression of the type II collagen α1 (Col2a1) gene is dependent on SOX9, a 
master transcription factor that binds to regulatory regions located in Col2a1 
introns 1 and 6 (Yasuda, Oh et al. 2017). Likewise, expression of the vascular 
endothelial growth factor receptor Flk1 gene requires a regulatory region 
located in intron 10 (Becker, Sacilotto et al. 2016). Another example is an 
enhancer for the Sonic Hedgehog SHH gene, which is located 1 Mbp upstream, 
within an intron of the unrelated LMBR1 gene (Sagai, Hosoya et al. 2005). The 
promoter-proximal 5' splice site was further shown to stimulate transcription 
independently from splicing, presumably through the binding of U1 snRNP and 
its interaction with transcription initiation factors (Kwek, Murphy et al. 2002, 
Damgaard, Kahns et al. 2008).  
 
Intron-encoded RNA genes 
After splicing, introns initially excised in lariat form are first debranched 
(Ruskin and Green 1985) and then in most cases rapidly degraded (Sharp, 
Konarksa et al. 1987). Yet, not all introns are fully degraded but rather give 
rise to functional non-coding RNA by-products (Figure 5) (Mattick 2001, Hube 
and Francastel 2015). These include most small nucleolar RNAs (snoRNAs), 
which are produced from processed introns derived from genes encoding 
various ribosomal proteins, ribosome-associated proteins, nucleolar and other 
proteins (Maxwell and Fournier 1995). Remarkably, some genes have no 
protein-coding capacity and their primary function may be to generate 
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snoRNAs from their introns (Tycowski, Shu et al. 1996, Bortolin and Kiss 1998). 
In addition to snoRNAs, a class of unconventional micro RNAs (miRNAs) is also 
produced from introns. In this case, pre-miRNA-like hairpins are generated by 
the spliceosome followed by lariat-debranching and exosome mediated 
trimming (Flynt, Greimann et al. 2010). These atypical miRNA precursors are 
called mirtrons due to their location in introns from protein coding and non-
coding genes (Berezikov, Chung et al. 2007, Okamura, Hagen et al. 2007, 
Valen, Preker et al. 2011).  
 
Alternative splicing and intron retention 
Alternative splicing increases transcriptome and proteome diversity by 
generating multiple mRNA isoforms from a single gene. A pre-mRNA molecule 
can be alternatively spliced through exon skipping, alternative splice site 
selection, and intron retention [reviewed in (Black 2003, Chen and Manley 
2009)]. For many years, intron retention in mature mRNAs was considered a 
consequence of mis-splicing, as intron-containing mRNAs are often targeted 
for degradation by the exosome in the nucleus or nonsense-mediated decay in 
the cytoplasm (Jaillon, Bouhouche et al. 2008, Roy and Irimia 2008, Gudipati, 
Xu et al. 2012). However, recent transcriptomic analysis revealed that many 
introns are actively retained in polyadenylated transcripts and contribute to 
downregulate gene expression (Yap, Lim et al. 2012, Wong, Ritchie et al. 
2013). Yet, transcripts with retained introns are not necessarily short-lived. For 
example, in the mouse brain, mRNAs containing certain introns are stably 
accumulated in the nucleus, but in response to a stimulus, these molecules are 
spliced and acutely transported to the cytoplasm (Mauger, Lemoine et al. 2016, 
Naro, Jolly et al. 2017). Similarly, nuclear accumulation of stable transcripts 
containing retained introns was detected at specific stages during 
spermatogenesis (Naro, Jolly et al. 2017). The term “detained” introns has been 
proposed to describe this class of introns that are transiently retained in 
nuclear transcripts but can still be spliced (Boutz, Bhutkar et al. 2015). 
Retained introns can additionally affect gene expression by other mechanisms. 
Namely, the first intron of the ZEB2 pre-mRNA contains an internal ribosome 
entry site, so that retention of this intron allows more efficient translation 
(Beltran, Puig et al. 2008), and retention of the third intron in the rat Ceacam6-
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L pre-mRNA generates a novel protein isoform in male germ cells (Kurio, 
Murayama et al. 2008).  
 
Non-canonical splicing 
Recent developments in transcriptome sequencing and analysis have revealed a 
remarkable prevalence of unconventional or non-canonical splicing 
mechanisms ranging from recognition of atypical splice sites to changes in the 
usual order of splicing [reviewed in (Sibley, Blazquez et al. 2016)].  
Many sequences similar to the consensus motifs of canonical splice sites are 
present throughout introns. These sequences are known as cryptic, non-
canonical or pseudo splice sites (Figure 5). What determines preference for a 
bona fide versus a pseudo splice site is still unclear, particularly after the 
finding that actual splice site sequences can be extremely diverse (Roca, 
Sachidanandam et al. 2003, Roca, Krainer et al. 2013). Indeed, over 9000 
sequence variants have been found in the -3 to +6 region of human 5' splice 
sites (Roca, Akerman et al. 2012), challenging the dogma that spliceosome 
recognition relies primarily on consensus sequences at exon-intron 
boundaries. Moreover, cryptic splice sites are often used when a natural splice 
site is mutated, further arguing that splice site recognition is not intrinsically 
defined by any given sequence (Roca, Sachidanandam et al. 2003, Roca, 
Krainer et al. 2013). Most likely, bona fide splice site selection results from the 
combinatorial effect of proteins such as SR and hnRNP proteins that bind to the 
pre-mRNA and either stabilize spliceosome interactions or inhibit the 
recruitment of spliceosomal components (Liu, Zhang et al. 1998, Dreyfuss, Kim 
et al. 2002). 
Intronic sequences that are flanked by non-canonical splice sites and are 
normally not observed in spliced mRNAs are referred to as pseudo-exons or 
cryptic exons. Compared to genuine exons, pseudo-exons tend to have less 
splicing enhancer and more splicing silencer motifs (Sironi, Menozzi et al. 
2004, Wang, Rolish et al. 2004, Zhang and Chasin 2004, Corvelo and Eyras 
2008). Pseudo-exons often derive from transposable elements, in particular 
from antisense Alu sequences [reviewed in (Keren, Lev-Maor et al. 2010)]. 
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A non-canonical mechanism of intron removal referred to as recursive splicing 
was first detected in long Drosophila pre-mRNAs (Hatton, Subramaniam et al. 
1998, Burnette, Miyamoto-Sato et al. 2005). Recently, recursive splicing was 
also observed in long introns of mammalian brain-specific transcripts (Sibley, 
Emmett et al. 2015).  These introns contain a cryptic site termed a recursive 
splice site or a “zero-length exon” consisting in a combination of 3′ and 5' 
splice sites that allow an intron to be spliced in multiple consecutive steps 
(Duff, Olson et al. 2015, Sibley, Emmett et al. 2015). In this process, the 3' 
splice site is used to splice the upstream part of the intron, which reconstitutes 
a 5' splice site that is then used to splice the downstream part. Evidence for 
multi-step recursive splicing of dystrophin pre-mRNAs in human skeletal 
muscle cells has also been reported (Gazzoli, Pulyakhina et al. 2016).  
In some cases, the pre-mRNA splicing reaction does not follow its canonical 
order but rather occurs in a reversed orientation that links a downstream 5' 
(donor) site to an upstream 3' (acceptor) site to produce a circular RNA (for 
recent reviews see (Chen 2016, Salzman 2016). To date, thousands of circular 
noncoding RNAs generated by “backsplicing” of transcripts from protein-
coding genes have been reported. Circularization, which results, for example, 
from covalently joining the two ends of a single exon, can be favoured by the 
presence of inverted repeats, such as Alu elements, in the flanking introns 
(Jeck, Sorrentino et al. 2013, Liang and Wilusz 2014, Wilusz 2015, Dong, Ma et 
al. 2016). Intronic circular RNAs have further been detected resulting from 
intron lariats that are resistant to de-branching due to C-rich motifs 
surrounding the branch point (Zhang, Zhang et al. 2013).  Although many 
circular RNA species appear to result from splicing errors, some may function 
as modulators of gene expression [reviewed in (Chen 2016, Salzman 2016)].  
 
Figure 5 – Functional elements located deep within introns. 
Introns contain different classes of functional elements such as cryptic splice sites, 
ncRNA genes and binding sites for transcription, splicing and translation regulatory 
elements. 
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1.4. Quality control of messenger RNA 
biogenesis 
 
The expression level of a certain RNA is determined by the rate of synthesis 
and rate of degradation. In humans, there are three RNAPs responsible for 
polymerizing RNA, while degradation of such molecules is carried out by more 
than sixty nucleases (Stoecklin and Muhlemann 2013). 
Nucleases are important determinants of the steady state levels of RNAs in a 
cell and constitute an important way of gene expression regulation. One of 
such group of enzymes is enrolled in processing steps described in the 
previous subchapter: splicing; 3' end processing and transcription termination. 
Additionally, ribonucleases can be involved in gene expression regulation, host 
defense and RNA quality control (QC) [reviewed in (Ghosh and Jacobson 2010)]. 
They can operate as endoribonucleases, which cleave RNA polymers internally, 
and as exoribonucleases, which remove nucleotides one at a time from either 
the 3' or the 5' end of the RNA molecule.  
Quality control mechanisms play an important cellular role avoiding the 
accumulation of misprocessed, nonfunctional mRNAs. Acting in both the 
nucleus and the cytoplasm, multiple quality control pathways monitor 
degradation, arrest and/or downregulation of production of potentially harmful 
molecules (Houseley and Tollervey 2009, Ghosh and Jacobson 2010, Schmid 
and Jensen 2010, Muhlemann and Jensen 2012, Porrua and Libri 2013). 
 
Nuclear quality control in human cells 
Nuclear QC mechanisms have been mainly described in yeast, however there 
are important works describing RNA surveillance mechanisms in human cells. 
The multisubunit RNA exosome complex is the major ribonuclease of 
eukaryotic cells that participates in the quality control of mRNAs [reviewed in 
(Kilchert, Wittmann et al. 2016)]. The human exosome is composed of nine 
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subunits arranged in a two-layered ring wide enough to accommodate single-
stranded RNA molecules. Its ribonucleolytic subnunits RRP44 and RRP6 confer 
endonuclease (RRP44) and 3'-5' exonuclease (RRP44 and RRP6) activities that 
are essential to degrade defective RNA molecules, releasing nucleoside 5'-
monophosphates. All components of the human exosome are distributed 
throughout the nucleolus, nucleoplasm and cytoplasm (Kilchert, Wittmann et 
al. 2016).  
Correctly processed mRNAs display secondary structures and exist in the cell 
in association with different proteins in ribonucleoprotein (RNP) complexes. 
These features act as protection to the action of the nuclear exosome. Errors 
during pre-mRNA processing, often lead to alterations in the secondary 
structures and in the formation of RNPs, which lead defective RNAs more 
susceptible to be degraded by the exosome [reviewed in (Belair, Sim et al. 
2017, Bjork and Wieslander 2017)]. 
The exosome acts as an effector, as it is rarely involved in the decision process 
that commits a molecule for degradation. Instead, it relies on auxiliary factors 
that direct the exosome to its substrates, guaranteeing target specificity and 
the consequent removal of the intended molecules (Zinder and Lima 2017). 
In the nucleus, the helicase co-factor hMTR4/SKIV2L2 facilitates substrate 
recognition through RNA-binding protein adaptors. Human MTR4 has been 
identified as part of three nuclear complexes: human Trf4p/5p-Air1p/2p-
Mtr4p polyadenylation (hTRAMP), nuclear exosome targeting (NEXT) and 
poly(A) tail exosome targeting (PAXT) (Zinder and Lima 2017) (Figure 6).  
Human TRAMP complex is localized in the nucleolus and is involved in 
oligoadenylation of nucleolar rRNAs to facilitate their decay. RNA length and 
polyadenylation status are biochemical parameters discriminating whether a 
nucleoplasmic exosome substrate is likely to be targeted by the NEXT or the 
PAXT pathways. NEXT is composed of hMTR4, the Zn-finger protein ZCCHC8, 
and the RNA-binding factor RBM7 and primarily targets early and unprocessed 
transcripts (Lubas, Andersen et al. 2015). An iCLIP genome-wide analysis 
showed that RBM7 targets preferentially pre-mRNA relative to mRNA and 
accumulates at intron 3' ends with a clear enrichment for the cap-proximal 
1000 nucleotides (Lubas, Andersen et al. 2015). Moreover, binding of RBM7 
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does not always result in pre-mRNA degradation by the human exosome, 
suggesting a kinetic coupling between processing and degradation.  
 
Figure 6 – RNA quality control mechanisms in mammalian cells. 
Aberrant RNA molecules can be destabilized both in the nucleus and cytoplasm of 
human cells. Different quality control (QC) mechanisms operate to prevent the 
accumulation of defective RNAs either by targeting them for co- or post-
transcriptional nuclear degradation, blocking their export to the cytoplasm, or avoiding 
their translation through NMD cytoplasmic degradation. QC – quality control, NMD – 
nonsense mediated decay. 
 
PAXT comprises the ZFC3H1 Zn-knuckle protein as a central link between 
hMTR4 and the nuclear poly(A)-binding protein PABPN1. PAXT promotes 
degradation of longer and more extensively polyadenylated substrates 
compared with NEXT substrates (Meola, Domanski et al. 2016).  
Different evidences support the idea that the exosome can play a role in co-
transcriptional quality control: both NEXT and PAXT interact with the cap-
binding complex containing ARS2 via an adaptor protein, ZC3H18, physically 
tethering the exosome to nascent capped transcripts to promote degradation 
following termination (Winczura, Schmid et al. 2018);  nuclear exosome can 
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interact with human spliceosome components, suggesting a physically link 
between RNA decay and pre-mRNA splicing to ensure generation of properly 
spliced RNA and decay of aberrant transcripts (Nag and Steitz 2012).    
Processing defects can indeed trigger defective transcripts for degradation by 
the exosome. One such example is the arrest of splicing defective β-globin 
transcripts in the vicinity of the gene locus in an exosome-dependent manner 
(Custodio, Carmo-Fonseca et al. 1999, de Almeida, Garcia-Sacristan et al. 
2010). Retention of splicing defective transcripts at the transcription site 
showed that errors in splicing render RNAPII incompetent for transcription 
termination, while normally processed transcripts are rapidly released to 
nucleoplasm and exported to the cytoplasm (Martins, Rino et al. 2011).  
Moreover, an intronless β-globin reporter that is inefficiently exported to the 
cytoplasm, as well as viral nuclear noncoding RNA and some endogenous 
lncRNAs are targeted for degradation by the exosome in a PABPN1-dependent 
manner (Bresson and Conrad 2013). Interestingly, this pathway targets 
intronless β-globin but does not degrade spliced β-globin reporter. In addition 
to PABPN1, targeting of intronless RNAs to PAXT requires poly(A) polymerase-
dependent extension of the poly(A) tail (Meola, Domanski et al. 2016), 
suggesting that extension of the poly(A) tail provides the exosome a binding 
site, which is in accordance with the observation that binding of the exosome 
relies on the accessibility of around 30 nucleotides of “naked” RNA (Bresson 
and Conrad 2013). 
Termination of transcription can be used as a QC mechanism as a way to avoid 
the production of defective RNAs and this process is tightly connected to 
exosome activity. Premature transcription termination can be induced in 
response to transcription errors, such as DNA damage or mis-synthesis of RNA 
molecules. It is essential in controlling pervasive transcription as well as 
supressing bidirectionality of promoters (Proudfoot 2016). Pervasive 
transcription gives rise to a class of non-coding, short and divergently 
originated from canonical promoters transcripts. These transcripts, named 
PROMPTs, present low steady state levels since they are rapidly triggered to 
degradation by the human exosome (Core, Waterfall et al. 2008). Directionality 
of promoters is driven by the differential presence of pAs and 5' ss. Regions 
upstream of human bidirectional promoters are markedly enriched in pAs, 
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while regions downstream of promoters are enriched in 5' ss. Promoter-
proximal 5' ss were shown to prevent the usage of pAs, avoiding premature 
termination of transcription (Kaida, Berg et al. 2010, Almada, Wu et al. 2013). 
The mechanistic reason that PROMPTs are unstable is related to the pAs that 
are present more frequently in the non-functional transcripts. Those 3' end 
signals are recognized by CPSF and CF factors inducing promoter proximal 
termination. Additionally, it was shown that the interaction of CBC with ARS2 
can contribute to PROMPTs termination by recruiting cleavage factors and the 
NEXT complex (Iasillo, Schmid et al. 2017).  
In addition to the nuclear exosome, the DXO and XRN families of 5'-3' 
exoribonucleases are critical for ensuring the fidelity of cellular RNA turnover 
in eukaryotes. With its decapping and 5'-to-3' exoribonuclease activities, DXO 
plays a central role in a pre-mRNA 5' end capping quality control mechanism 
that targets pre-mRNAs that fail to acquire the correct cap structure. 
Incompletely capped pre-mRNAs are inefficiently spliced and cleaved, 
suggesting a link between proper 5' end capping and subsequent pre-mRNA 
processing (Jiao, Chang et al. 2013). 
Highly conserved across species, the XRN family is typically represented by one 
cytoplasmic enzyme (XRN1) and one or more nuclear enzymes (XRN2 and 
XRN3) (Nagarajan, Jones et al. 2013). In the nucleus, XRN2 recognizes single-
stranded RNA with a 5' terminal monophosphate and degrades it to 
mononucleotides. It plays a central role in RNA decay, gene silencing, rRNA 
and snoRNA maturation, transcription termination, R-loop resolution, DNA 
damage signalling and repair (Miki and Grosshans 2013, Eberle and Visa 2014, 
Fong, Brannan et al. 2015, Kilchert, Wittmann et al. 2016, Morales, Richard et 
al. 2016). Additionally, it was suggested that decapping of PROMPTs and 
torpedo termination are also mechanisms involved in transcription termination 
and destabilization of PROMPTs (Lubas, Andersen et al. 2015). XRN2 has also 
been involved in the co-transcriptional degradation of reporter β‐globin 
transcripts with splicing and 3' end processing defects (Davidson, Kerr et al. 
2012). Similarly, some nascent endogenous pre‐mRNA transcripts were shown 
to be stabilised upon XRN2 depletion following use of the splicing inhibitor, 
Spliceostatin A (SSA) (Davidson, Kerr et al. 2012).  
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Despite that, defective RNA molecules may be released from the chromatin and 
escape co-transcriptional degradation by the nuclear exosome or XRN2. 
Indeed, several studies reported that global splicing inhibition, either by 
depleting spliceosome components or upon SSA treatment, causes 
accumulation of processing defective mRNAs in the nucleus within nuclear 
speckles (Wegener and Muller-McNicoll 2017).  One possible mechanism that 
may promote nuclear retention of unspliced transcripts is the presence of a 5'  
ss motif in the mature RNA molecules (Lee, Akef et al. 2015).  
Coupling between alternative splicing and nuclear export has been increasingly 
recognized as an import mechanism of regulation of gene expression in the 
mammalian nervous system (Yap and Makeyev 2013). One of such examples is 
the alternative exon definition of the minor spliceosome component U11/U12-
65K. Alternative splicing of the 65K pre-mRNA generates a productive short-3' 
UTR splicing isoform or a non-productive long-3' UTR splicing isoform. For the 
short isoform, optimal terminal exon definition ensures efficient nuclear 
export, while for the long isoform, aberrant 3' end processing together with 
binding of U11/U12 snRNP to a ultraconserved sequence promote retention of 
the transcript (Verbeeren, Verma et al. 2017).  
Interestingly, it was recently shown that a small fraction of the pre-mRNA 
molecules can escape nuclear retention and degradation and be exported to 
the cytoplasm following drug treatment with SSA, meamycin or pladienolide B 
(Carvalho, Martins et al. 2017). These compounds target the SF3b subunit of 
the spliceosomal U2 snRNP and have been used as anti-cancer drugs. Once in 
the cytoplasm, those transcripts are degraded by the most characterized RNA 
quality control mechanism in eukaryotic cells, nonsense mediated decay 
(NMD).  
 
Cytoplasmic quality control in human cells 
NMD is a cytoplasmic mRNA quality control that operates in all eukaryotes and 
is responsible for degrading transcripts harboring premature termination 
codons (PTC) (Kurosaki and Maquat 2016) (Figure 6). PTC-containing 
transcripts may arise from heritable nonsense and frameshift mutations in the 
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germline or they can be generated by routine errors in transcription and 
splicing. Frameshift mutations are an important source of PTCs, by disrupting 
or creating non-canonical splice sites or affecting exonic/intronic splicing 
regulators, since retention of introns in the mature mRNA can either introduce 
an intron-encoded PTC or induce a frameshift leading to the formation of an 
exon-derived PTC. Transcription error rate by RNAPII is assumed to be 
approximately 10−5. Based on that it was proposed that 0.05%-0.5% of 
transcripts of any given gene are expected to contain PTCs due to mis-
transcription (Cusack, Arndt et al. 2011). NMD mitigates the negative effects of 
PTC-containing transcripts originated from transient transcriptional errors.  
Furthermore, NMD alters the expression of around 10% of different types of 
cellular mRNAs in response to environmental changes, the so-called 
endogenous NMD substrates (Ottens and Gehring 2016, Nickless, Bailis et al. 
2017). Endogenous transcripts can have NMD-eliciting features at various 
positions, including upstream open reading frames in the 5' UTR, introns in the 
3' UTR, long 3' UTR and selenocysteine codons (Mendell, Sharifi et al. 2004). 
NMD must accurately distinguish a PTC from a normal stop codon on an mRNA 
and recruit enzymes to degrade the defective transcript. After pre-mRNA 
splicing an exon-junction complex (EJC) is deposited 20-24 nucleotides 
upstream of an exon-exon junction. EJCs upstream of and within mRNA coding 
regions are removed by ribosomes during the first round of translation in the 
cytoplasm (Le Hir, Sauliere et al. 2016). However, because PTCs shorten the 
length of the coding region, any downstream EJCs that normally reside within 
the coding region would fail to be removed from what becomes the 3' UTR 
(Ottens and Gehring 2016). An alternative mechanism that triggers RNAs 
without splicing downstream from the PTC to NMD was described. This 3' UTR 
EJC-independent NMD reflects the importance of the distance between a 
termination codon and the mRNA poly(A) tail, since it is activated by a long 
mRNA 3' UTR (Metze, Herzog et al. 2013). However, predicting whether an 
mRNA is an NMD target cannot be made based on its 3' UTR length alone, 
since it contains stabilizing elements (Toma, Rebbapragada et al. 2015).  
Degradation of NMD substrates is initiated by the central NMD factor, the RNA 
helicase UPF1 (Kurosaki and Maquat 2016). Translation modulates binding of 
human UPF1 to cellular RNAs, however UPF1 was shown to promiscuously bind 
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to RNAs independently of translation. Subsequent phosphorylation of UPF1 
induces conformational changes that increase UPF1 affinity for mRNA. 
Depending on the transcript-specific architecture, phosphorylated UPF1 can 
either recruit the endonuclease SMG6 or the deadenylation-promoting SMG5/7 
complex: NMD substrates with PTCs undergo constitutive SMG6-dependent 
endocleavage, while turnover of NMD substrates containing uORFs and long 3' 
UTRs involves both SMG6- and SMG7-dependent endo- and exonucleolytic 
decay, respectively (Ottens, Boehm et al. 2017). The resulting endocleaved, 
decaped or deadenylated pieces or mRNA are subsequently degraded by the 
exosome or 5'-3' exonuclease XRN1(Muhlemann and Lykke-Andersen 2010). 
Although NMD is a highly efficient post-transcriptional quality control 
mechanism that detects and destroys aberrant mRNAs containing PTCs 
[reviewed in (Popp and Maquat 2013)], additional cytoplasmic mRNA decay 
pathways ensure cell homeostasis. In particular, the presence of 3' end 
elements has been associated to regulate the levels of particular RNAs that, if 
accumulated, may induce toxicity for the cell. Mammalian RNAs that resulted 
from aberrant processing and contain stable secondary structures are targeted 
for TUTase‐DIS3L2 surveillance (TDS) pathway. This cytoplasmic quality control 
involves uridylation of various cellular RNA species at the 3' end by TUT4/7 as 
a mark for degradation by the exosome-independent 3'-5' DIS3L2 
exoribonuclease (Ustianenko, Pasulka et al. 2016).  Interestingly, nuclear 
surveillance involves oligoadenylation tagging as a mark for degradation, 
whereas cytoplasmic utilizes oligouridylation. Prematurely terminated mRNA 
transcripts that escape nuclear degradation, as well as non-coding transcripts, 
such as rRNA, snRNA, tRNA, lncRNA are targeted by TDS in the cytoplasm. 
Uridylation has also been implicated in degradation of histone mRNAs upon 
completion of DNA replication.  
Moreover, there are various pathways of cytoplasmic mRNA decay that are 
conditionally used to regulate gene expression, namely Staufen 1 (STAU1)-
mediated mRNA decay (SMD), ARE- and GRE- mediated decay and micro 
(mi)RNA-mediated mRNA decay, Staufen (STAU)-mediated mRNA decay targets 
particular newly synthesized mRNAs that contain a STAU binding site (SBS) 
within their 3' UTR. Both STAU1 and STAU2 interact directly with the NMD 
factor UPF1, enhancing its helicase activity to promote effective SMD (Park and 
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Maquat 2013). Recently it was found that primate-specific Alu short 
interspersed elements (SINEs) can promote (SMD) when present in mRNA 3' 
UTRs (Lucas, Lavi et al. 2018).    
A common cis element that confers instability to an mRNA is the AU-rich 
element (ARE). It was identified in the 3' UTR of 5–8% of human mRNAs, 
encoding for proteins of diverse functions involved in immune response and 
inflammation, cell cycle and carcinogenesis (Labno, Tomecki et al. 2016). 
Several ARE-binding proteins (ABPs) regulate mRNA stability and translation 
through their interaction with AREs. Less frequent, is the family of GU-rich 
elements (GREs), found in the 3' UTR of many human mRNAs that are involved 
in processes like cell growth, migration and apoptosis, conferring transcript 
instability (Borbolis and Syntichaki 2015, Labno, Tomecki et al. 2016). Another 
type of cytoplasmic decay mechanism involves the recognition of 
specific cis elements on the target mRNA by non-coding miRNAs and regulates 
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1.5. Defects in messenger RNA biogenesis 
and human disease 
 
Inappropriate biogenesis of mRNAs can have a tremendous impact on human 
health. Shortly after the discovery of splicing it was found that patients with β-
thalassemia failed to produce β-globin (HBB) protein due to a point mutation in 
a splice site that disrupted the normal processing of HBB pre-mRNA 
(Busslinger, Moschonas et al. 1981, Spritz, Jagadeeswaran et al. 1981). Since 
then, alterations in pre-mRNA splicing were increasingly recognized as 
responsible for monogenic disorders (Krawczak, Thomas et al. 2007, Padgett 
2012, Singh and Cooper 2012, Pedrotti and Cooper 2014, Sterne-Weiler and 
Sanford 2014, Chabot and Shkreta 2016, Scotti and Swanson 2016), as well as 
for complex human traits (Heinzen, Ge et al. 2008, Yu, Maroney et al. 2008). 
Currently estimates indicate that approximately 30% of all disease-causing 
mutations are assumed to disrupt splicing. Most are placed in exon-intron 
boundaries, splicing regulatory motifs and in core and auxiliary constituents of 
the spliceosome. However, the recent introduction of whole-genome 
sequencing approaches in clinically oriented screening studies has resulted in 
the identification of an increasing number of pathogenic variants located deep 
within introns (i.e., more than 100 base pairs away from exon-intron 
boundaries) that affects pre-mRNA splicing profiles [reviewed in (Scotti and 
Swanson 2016, Vaz-Drago, Custodio et al. 2017)].  
 
Disease-causing mutations localized in exon-intron boundaries 
Approximately 15% of disease-causing mutations in the Human Gene Mutation 
Database (Stenson, Mort et al. 2014) alter the consensus splice site sequences. 
The phenotypic outcome of these mutations can be summarized in three 
distinct categories: 1) Constitutive exon skipping or intron retention; 2) altered 
inclusion/exclusion ratio of alternative exons; and 3) activation of cryptic 
splice sites, resulting in inclusion/exclusion of sequences in a spliced mRNA 
(Figure 7A, B, C). Most often the final result is loss of gene function due to 
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either synthesis of a nonfunctional protein or disruption of the reading frame 
that introduces a PTC and targets the mRNA for degradation by NMD (Singh 
and Cooper 2012). By degrading these aberrant transcripts, NMD acts in 
preventing the production of truncated proteins and accumulation of misfolded 
protein that otherwise would have a potential dominant-negative effect on the 
cell [reviewed in (Miller and Pearce 2014)]. Besides splicing mutations, PTC-
containing transcripts likely appear due to nonsense and frameshift mutations. 
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Figure 7 - Mis-processing of a single gene can result in human disease. 
Different effects of aberrant splicing and polyadenylation on the usage of pre-mRNA 
sequences due to cis-acting mutations are represented. A) Healthy splicing pattern. B) 
Inactivation of a canonical splice site by mutation may lead to intron retention or exon 
skipping. C) If a cryptic splice site is activated as consequence of a mutation in a 
canonical splice site, intronic sequences may be included or exonic sequences 
excluded. D) Deep-intronic mutations usually create a non-canonical splice site with 
subsequent activation of a pre-existing splice site which leads to the inclusion of a 
pseudoexon in the final mRNA molecule. E) Mutations that inactivate pA signals can 
also lead to the activation of alternative pA sites and transcription termination defects. 
Red lines denote possible positioning of cis-acting mutations and red dotted lines 
depicted activation of cryptic pre-mRNA signals. Left panels illustrate pre-mRNA 
molecules while right panel illustrate the effects of healthy/aberrant splicing on mRNA 
molecules. 
 
NMD is intimately linked to human health and disease, since it modulates the 
manifestation and clinical severity of one-third of genetic disorders (Miller and 
Pearce 2014). NMD can modulate the manifestation of genetic disease by 
altering the pattern of inheritance for a specific allele. Differential recognition 
and degradation of mutated transcripts can occur due to the location of the 
PTC (Nagy and Maquat 1998). PTC-containing transcripts are normally 
recognized based on the position of the translation termination codon relative 
to the last exon–exon junction [reviewed in (Kervestin and Jacobson 2012)]. If 
the PTC is located more than 50 nucleotides upstream of an exon-exon 
junction region, NMD will degrade the transcript, avoiding the production of a 
potentially toxic truncated peptide. This means that a heterozygous carrier of 
the mutated gene can still rely on the wild type allele for proper function, 
leading to an autosomal recessive pattern of inheritance, this is the case of β-
thalassemia and Retinitis pigmentosa (Figure 8). If the PTC is located less than 
50 nucleotides upstream of the last exon-exon junction or within the last 
exon, NMD is not triggered, allowing the truncated peptide product to 
accumulate in the cell, which can lead to an autosomal dominant pattern of 
inheritance, this can happen in some cases of β-thalassemia and spinal 
muscular atrophy (Figure 8). This means that the position-dependent 
recognition of the PTC within the gene can cause distinct clinical severity of a 
certain genetic disease or distinct traits of manifestation due to the variable 
involvement of NMD (Kurosaki and Maquat 2016). 
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Although NMD is a highly efficient cytoplasmic quality control mechanism that 
detects and destroys aberrant mRNAs containing PTCs (Popp and Maquat 
2013), additional nuclear surveillance pathways ensure transcriptome fidelity in 
the context of human disease. Disease-causing mutations in splice sites can 
trigger retention of transcripts in the cell nucleus, preventing their export to 
the cytoplasm (Wegener and Muller-McNicoll 2017). 
 
Figure 8 - Position-dependent effects of nonsense mutations of NMD correlate with 
inheritance pattern and clinical severity. 
Differential recognition and degradation of mutated transcripts can occur due to the 
location of the PTC either upstream of the NMD boundary (NMD-competent) or 
downstream of the NMD boundary (NMD-incompetent). In mammals, the EJC serves as 
the downstream marker to determine the competence of a certain PTC-containing 
transcript to be targeted by NMD. Generally, disease-causing mutations that introduce 
a PTC 50–55 nt upstream of the 3' terminal exon junction elicit strong NMD responses 
and are the cause of autosomal recessive condition. On the other hand, disease-
causing mutations that introduce a PTC downstream of the NMD boundary does not 
elicit NMD response and are the cause of a variety of autosomal dominant conditions. 
Adapted from (Holbrook, Neu-Yilik et al. 2004, Miller and Pearce 2014). 
 
Osteogenesis imperfecta (OI) is a group of genetic disorders caused by 
mutations in the COL1A1 gene, including splice-site mutations. One of such 
mutations affects splicing of intron 26, leading to intron retention. Analysis of 
OI type 1 patient-derived cells revealed that transcripts with retained intron 26 
are prevented from nuclear export, which leads to decreased collagen 
expression (Johnson, Primorac et al. 2000).  
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Regulated intron retention also modulates mRNA export from the nucleus. One 
such example is provided by apolipoprotein E (ApoE), a stress response protein 
that has been described as the main susceptibility gene for Alzheimer’s and 
other neuro-degenerative diseases. In degenerating neurons, ApoE mRNA 
retains intron 3 under normal conditions, which arrests the mRNA export from 
the nucleus to the cytoplasm and limits the ApoE protein production output 
(Xu, Walker et al. 2008). However, induced neuronal injury (excitotoxic stress) 
stimulates splicing of the partially unspliced transcript, thus allowing 
accumulation of translation-competent APOE mRNA in the cytoplasm. In 
contrast, in response to excitotoxic stress, APOE-I3 expression increased in 
neurons with normal morphology (Xu, Walker et al. 2008). 
Similar to APOE mRNA, intron 3 of CYR61 transcript is retained in normal cells 
and skipped in various cancer types leading to high expression of CYR61, 
which is tightly linked to tumour progression (Hirschfeld, zur Hausen et al. 
2009). 
 
Disease-causing mutations localized deep within introns 
Genome Wide Association Studies have identified many single nucleotide 
variants located deep within introns with significant association to diseases 
(Xiong, Alipanahi et al. 2015, Hsiao, Bahn et al. 2016). These findings are 
fostering a new era of research focused on understanding how variation in 
deep intronic sequence affects pre-mRNA splicing and contributes to disease 
phenotypes. Current estimates indicate that 1-5% of disease-causing splicing 
mutations are placed deep within introns (Vaz-Drago, Custodio et al. 2017). 
The phenotypic outcome of these mutations varies according to the sequence 
and function of the affected intronic region: 1) inclusion of a deep-intronic 
(pseudo-exon) or intronic piece in the mRNA; 2) disruption of a non-coding 
RNA; 3) deregulation of transcription of the mutant gene (Vaz-Drago, Custodio 
et al. 2017). 
Pseudo-exon inclusion is now considered a more frequent cause of disease 
than previously thought (Dhir and Buratti 2010, Romano, Buratti et al. 2013). 
This aberrant process can be triggered by intronic mutations that activate non-
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canonical splice sites (Figure 7A, D). The appearance of a pseudo-exon 
generally disrupts the reading frame introducing a PTC that targets the mutant 
mRNA for degradation by NMD (Popp and Maquat 2013).  
Pseudo-exon inclusion was first reported in β-Thalassemia patients (Dobkin, 
Pergolizzi et al. 1983, Treisman, Orkin et al. 1983). A T>G mutation located 
705 bp downstream of the HBB middle exon created a new donor splice site 
and activated an acceptor splice site present within the second intron (Dobkin, 
Pergolizzi et al. 1983). Several additional deep intronic mutations leading to 
pseudo-exon inclusion have since been identified in patients affected by 
multiple disorders (Vaz-Drago, Custodio et al. 2017). 
The longer a gene the more likely it is to be affected by pathogenic mutations 
(Lopez-Bigas, Audit et al. 2005). It is therefore not surprising that numerous 
deep intronic mutations have been described in particularly long genes such as 
those associated with neurofibromatosis (Cunha, Oliveira et al. 2016) and 
Duchenne muscular dystrophy (Beroud, Carrie et al. 2004, Gurvich, Tuohy et al. 
2008, Trabelsi, Beugnet et al. 2014, Gonorazky, Liang et al. 2016). 
Remarkably, deep-intronic mutations that promote inclusion of a pseudo-exon 
have been described in several hereditary tumor syndromes (Vaz-Drago, 
Custodio et al. 2017). A splicing enhancer created de novo within an intronic 
region may be sufficient to promote recognition by the spliceosome leading to 
pseudo-exon inclusion. 
Most deep intronic mutations have no effect on canonical splice sites. Yet, 
some mutations that create a new splice site interfere with recognition of 
natural splice sites, resulting in the inclusion of intronic sequences in the 
mRNA that introduce a PTC, triggering the mutant mRNA for degradation by 
NMD. 
Besides creating new exon-intron boundaries, deep-intronic mutations can 
also inactivate intron-encoded RNA genes. Indeed, point mutations in the 
RNU4ATAC gene were identified in patients affected by the developmental 
disorder Taybi-Linder syndrome (TALS) or Microcephalic ostedysplastic 
primordial dwarfism type 1 (MOPD1) and Roifman syndrome (Edery, Marcaillou 
et al. 2011, He, Liyanarachchi et al. 2011, Merico, Roifman et al. 2015). 
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Consistent with loss-of-function of the mutant snRNA, higher levels of 
unspliced U12-type introns were detected in patient-derived fibroblasts. 
Moreover, multiple cases of genetic diseases caused by deep intronic 
mutations that disrupt transcription regulatory motifs have been identified, 
resulting in the alteration of the transcription of the mutant gene. For example, 
the first intron of the MPZ gene contains binding sites for transcription factors 
SOX10 and EGR2, which are implicated in the regulation of MPZ expression 
(Antonellis, Dennis et al. 2010). The MPZ protein is required for proper 
myelination and several coding and splice site mutations in the MPZ gene have 
been described as cause of Charcot-Marie-Tooth disease type 1B, a 
demyelinating peripheral neuropathy. 
 
Disease-causing mutations at 3' end of transcripts 
As in splicing, the use of alternative polyadenylation sites contributes to the 
complexity of the transcriptome and thereby affects important cellular 
functions in physiological as well as pathophysiological conditions. 
Interestingly, the spliceosomal component U1A has been identified as a key 
player in the regulation of 3' end processing of the SMN pre-mRNA. SMN 
protein is involved in small nuclear ribonucleoprotein (snRNP) biogenesis and 
its insufficient expression causes spinal muscular atrophy (SMA). Binding of 
U1A to the SMN 3'-UTR specifically inhibits cleavage of the pre-mRNA, causing 
a decrease in polyadenylation and a corresponding decrease in SMN protein 
expression (Workman, Veith et al. 2014). 
As in SMA, disruption of 3' end processing represent a common feature of 
other neurological, oncological, immunological and haematological disorders 
(Curinha, Oliveira Braz et al. 2014).  
Disease-associated 3' end aberrant polyadenylation profiles can be caused by 
mutations that disrupt or introduce new pA signals and deregulation of 
expression of cleavage or polyadenylation factors (Figure 7A, E). These 
mutations lead to shortening/lengthening of 3' UTR due to differential usage 
of upstream/downstream (proximal/distal) pA sites, or read-through 
(transcription interference) due to the complete unrecognition of the poly(A) 
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signal site, leading the RNAPII to continue transcribing uninterrupted into the 
intergenic region and downstream  gene (Danckwardt, Hentze et al. 2008).  
Early work on mutations in pA signals was performed in human β-globin and 
α2-globin genes isolated from patients with β- and α-thalassemias (Higgs, 
Goodbourn et al. 1983, Orkin, Cheng et al. 1985). The β-globin pA mutation 
causes the activation of a distal pA site, which lead to lengthening of 3' UTR 
and decrease in β-globin mRNA expression. In the case of α2-globin, it was 
found that pA mutations affect RNAPII transcription termination and 
expression of the downstream gene α1-globin. Misregulation of both 3' end 
processing and transcription termination has also been associated with other 
human diseases. Indeed, cancer cells present transcriptional read-through 
profiles generated by the inactivation of pre-mRNA cleavage and transcription 
termination. Pervasive transcription most often leads to transcription 
interference of the neighbouring gene or read-through fusion transcripts that 
result from cis-splicing of one pre-mRNA molecule synthesized from two 
adjacent genes in the same coding orientation (Kumar-Sinha, Kalyana-
Sundaram et al. 2012, Varley, Gertz et al. 2014, Grosso, Leite et al. 2015, He, 
Yuan et al. 2018). On the other hand, widespread increase in the usage of 
proximal pA signals of onco-related mRNAs has also been observed in various 
cancer types. Shortening of the 3' UTR increases stability and translation of 
mutant mRNA, mostly by repressing miRNA-mediated degradation and RNPs 
regulation (Sandberg, Neilson et al. 2008). Yet, the extent to which the global 
reported alterations at the 3' end represent the cause or the consequence of 
upstream deregulated processes remains to be clarified. 
Another example of defeated transcription termination regulated at the 
chromatin level was observed in cells undergoing senescence.  Transcriptome 
profiling of non-proliferating cells led to the identification of a new family of 
antisense RNAs, named START RNAs, that were produced during cellular 
senescence by transcriptional read-through at convergent protein-coding 
genes (Muniz, Deb et al. 2017).  
Furthermore, infection of human cells by influenza or herpes simplex virus 
causes widespread misregulation of 3' end processing and transcription 
termination (Noah, Twu et al. 2003, Rutkowski, Erhard et al. 2015).  
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Interestingly, a new class of read-through transcripts, produced upon osmotic 
and oxidative stress or heat shock, was recently found in mammalian cells and 
termed downstream of gene-containing transcripts (DoGs)  (Vilborg, Sabath et 
al. 2017). 
The 3' end processing machinery includes more than 50 proteins (Shi, Di 
Giammartino et al. 2009) and deregulation of expression of such proteins has 
been associated to human disease (Curinha, Oliveira Braz et al. 2014). One 
such example is the autosomal dominant oculopharyngeal muscular dystrophy 
that is caused by (GCG)8-13 expansions in the coding region of the PABPN1 
gene. This expansion results in an increase of self-association and misfolding 
of the PABPN1 protein in skeletal muscle (Banerjee, Apponi et al. 2013). It has 
been shown that mutated PABPN1 sequesters polyadenylated mRNAs in nuclear 
inclusion bodies (Calado, Tome et al. 2000) and that its downregulation leads 
to an increase in the recognition of proximal pA sites (Jenal, Elkon et al. 2012).  
Correct pre-mRNA processing is crucial for the export of mRNAs to the 
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1.5. Measuring mRNA biogenesis in health 
and disease 
 
To understand the cell and molecular biology of genetic diseases it is essential 
to study the mechanisms that actively participate in mRNA biogenesis, such as 
transcription and pre-mRNA processing. Measurement of the reaction rates of 
transcription, splicing and 3' end processing can reveal defects in gene 
expression and highlight the quality control checkpoints that may be active in 
disease. 
Since transcription occurs in a specific location in the cell and processing 
mechanisms are mostly co-transcriptional, the selection of the cellular models 
and assays to study mRNA biogenesis in health and disease is critical to 
accomplish a physiologically relevant result. Together with induced pluripotent 
stem cells (iPSCs) derived from patients, patient-derived lymphoblastoid cell 
lines (LCLs) are recognized as relevant disease models to study gene regulation 
(Soldner and Jaenisch 2012, Kumar, Curran et al. 2016). However, compared to 
LCLs, well-stablished cell lines as human embryonic kidney 293 (HEK 293) 
cells are easier to culture and transfect, allowing further dissection of the 
molecular mechanisms and players that are disrupted in disease. Moreover, 
well-stablished cell lines also provide a pure population of cells, which is 
valuable since it provides a consistent sample and reproducible results. 
Numerous approaches can be used to determine the precise kinetics and 
timing of mRNA biogenesis. This diverse range of methodologies can be 
divided in two main types: biochemical-based and microscopy-based (Figure 
9). Both methodologies have certain advantages over the other and are used 
for different purposes, for example, biochemical assays allow the purification 
of specific RNA populations, while confocal microscopy allow single-cell and 
single-molecule analysis of mRNA biogenesis. The integration of information 
coming from both methodologies provides a more complete insight into how, 
when and where different mRNA biogenesis processes contribute to regulation 
of gene expression in health and disease. 
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Cellular Models 
In the 1960s, it was found that peripheral mature B lymphocytes infected with 
Epstein-Barr virus (EBV) acquired the ability to grow continuously in culture 
(Miller 1982, Sie, Loong et al. 2009). Since then, EBV-transformed B cells have 
been extensively used in biomedical research studies. Lymphocytes are mature 
cells derived from differentiation of immature lymphoblast cells. Infection by 
the EBV induces transformation of the mature and fully differentiated cells into 
lymphoblastoid cells. 
EBV is one of eight human herpesviruses and it is carried by over 90% of the 
world's adult population (Scott 2017). Its double-stranded DNA genome can 
either be circular or linear, depending if it is in the latent or lytic stage of the 
life cycle, respectively. The establishment of a lymphoblastoid cell line involves 
the isolation of peripheral blood lymphocytes that includes B, T and Natural 
Killer cells, infection with EBV followed by transformation of mature B cells, 
expansion and cryopreservation of the established lymphoblastoid cell line 
(LCL) (Tosato and Cohen 2007). Upon transformation, the circular viral genome 
is maintained as an extrachromosomal element with a chromatin structure that 
resembles the host chromatin. Lymphoblastoid cells serve as the EBV latency 
compartment where silencing of viral gene expression allows maintenance of 
the viral genome, avoidance of immune surveillance, and life-long carriage. 
EBV encodes a number of viral factors that interact with chromatin and 
chromatin remodelers of the lymphoblastoid cells (Scott 2017). One of the best 
known viral factors is EBNA2 that interacts with sequence specific DNA binding 
protein to regulate EBV latency gene expression in B cells and to modify 
cellular gene expression which results in stimulation of G0 to G1 cell cycle 
progression resulting in B-cell “immortalization” (Zhou, Schmidt et al. 2015). 
Interestingly, infected B cells can support the lytic stage of the virus life cycle, 
but they more frequently host nonproductive infections through expression of 
a limited number of latent EBV genes (latency III genes) that drive proliferation 
of B cells as an alternative mechanism of expanding the infected cell pool 
(Williams, Quinn et al. 2015). 
Once established, LCLs are commonly considered as “immortal” cells, however 
they exist in two distinct cellular stages: preimmortal and postimmortal (Sie, 
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Loong et al. 2009, Hussain and Mulherkar 2012). Preimmortal LCLs have 
diploid karyotypes and normal telomerase activity. After 160 to 180 population 
doublings in cell culture, most preimmortal LCL start dying due to shortening 
of telomeres. The EBV-transformed cells that survive develop different 
tumorigenic proprieties, namely strong telomerase activity, aneuploidy, and 
deregulation of gene expression (Sugimoto, Tahara et al. 2004, Jha, Pei et al. 
2016). In the preimmortal stage, LCLs can be used to perform a variety of 
genetic and functional studies, overcoming the need of resample individuals. 
There are a number of cell repositories that provide essential source of 
lymphoblastoid, primarily fibroblasts cell lines and, more recently, iPSC lines. 
This constitutes a source of patient’s DNA, RNA and protein, which can then be 
used to study the molecular pathways disrupted in diseased cells (Consortium 
2012).  
The Human embryonic kidney 293 (HEK 293) cell line was derived in 1973 by 
transformation of primary embryonic kidney cell culture with sheared DNA of 
adenovirus type 5 (Graham, Smiley et al. 1977) and has been the most 
frequently used after HeLa in cell biological studies. However, its origin, 
phenotype and karyotype are still a concern (Hughes, Marshall et al. 2007). 
HEK 293 cells are considered kidney epithelial cells, however HEK 293 cells do 
not demonstrate tissue-specific gene signature, expressing fibroblastic, 
endothelial and epithelial markers. HEK 293 cells are considered female 
referring to the presence of several X chromosomes and lack of Y 
chromosome. Moreover, HEK 293 cells have an aberrant karyotype with a 
chromosome number ranging between 62 and 76, depending on the cell banks 
or laboratories (Stepanenko and Dmitrenko 2015).   
Despite that, HEK 293 cells have been widely used since they are easy to grow 
in culture and to transfect with commercially available kits. Thus, HEK 293 is 
an excellent cell line to use in transfection experiments or to produce 
recombinant DNA or gene products and an ideal cell line for therapeutic 
protein and virus production by the biotechnology industry [reviewed in 
(Bussow 2015)].  
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Biochemical-based analysis 
Changes in the total amount of a certain mRNA are closely coordinated with 
transcriptional, processing and decay rates and together these events have 
profound effects on gene expression during development and disease 
[reviewed in (Bentley 2014, Custodio and Carmo-Fonseca 2016, Zinder and 
Lima 2017)].  Thus, analysis of total RNA levels does not match changes in 
transcription rates, but are inherently dependent on the RNA half-life of the 
respective transcript. To study early processes in gene expression it is crucial 
to analyse nascent transcripts. This has been achieved by isolating chromatin-
associated RNA (Wuarin and Schibler 1994, Bhatt, Pandya-Jones et al. 2012) or 
immunoprecipitation of chromatin-associated RNAPII-bound transcripts 
(Mayer, di Iulio et al. 2015, Nojima, Gomes et al. 2015). Additional 
methodologies to investigate newly synthesized RNA molecules involve 
metabolic labelling of nascent transcripts (Fuchs, Voichek et al. 2015) and 
include global nuclear run on sequencing (GRO-seq) (Core, Waterfall et al. 
2008), precision nuclear run on sequencing (PRO-seq) (Kwak, Fuda et al. 
2013), 4sUDRB-seq (Fuchs, Voichek et al. 2014) and transient transcriptome 
sequencing (TT-seq) (Schwalb, Michel et al. 2016). 
Metabolic labelling combined with chemical modification and fractionation of 
labelled RNAs has allowed the isolation of nascent transcripts and the 
subsequent calculation of the rate of production of a certain pre-mRNA. In this 
technique, newly-transcribed RNAs are labelled in vivo by incorporation of 
thio-substituted uridines, which are subsequently biotinylated in vitro and 
purified on streptavidin-coated magnetic beads (Cleary, Meiering et al. 2005, 
Dolken, Ruzsics et al. 2008). Upon addition to the culture medium, the 
naturally occurring nucleoside analog 4-thiouridine (4sU) is rapidly taken up 
by mammalian cells, integrated into the cell’s ribonucleotide pool via the 
salvage pathway (Lane and Fan 2015) and incorporated into the growing RNA 
chain in place of endogenous uridine (Melvin, Milne et al. 1978).  
Newly transcribed RNA depicts the transcriptional activity of every gene during 
the timeframe of 4sU exposure. 4sU-tagging in the timescale of minutes thus 
provides information about transcription rate for a certain gene. Combination 
of reversible inhibition of transcription elongation and 4sU-tagging found that 
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most genes are transcribed at about 3.5 kb/min, with elongation rates varying 
between 2 kb/min and 6 kb/min (Fuchs, Voichek et al. 2015).  
Contrasting with a plethora of studies that either measure global mRNA levels 
or focus on transcription, technical challenges have limited our understanding 
of RNA processing dynamics. A diverse range of methods has been used to 
measure the kinetics of human precursor messenger RNA (pre-mRNA) splicing. 
The kinetic coupling between transcription and splicing, impose a time 
constraint on splicing to take place. Metabolic RNA labelling approaches have 
been applied in human (Windhager, Bonfert et al. 2012), mouse (Rabani, 
Raychowdhury et al. 2014) and yeast (Barrass, Reid et al. 2015) cells to study 
the kinetics of pre-mRNA splicing genome-wide. The resulting estimates of 
the time necessary to excise human introns show a broad variation between 30 
seconds (Huranova, Ivani et al. 2010, Martin, Rino et al. 2013) and 2-5 minutes 
(Schmidt, Basyuk et al. 2011, Windhager, Bonfert et al. 2012, Coulon, Ferguson 
et al. 2014). These discrepant results may be related to the kinetic information 
that different methods provide. 
In conclusion, this approach allows for the direct analysis of the dynamics of 
RNA synthesis and processing in mammalian cultured cells.  
 
Microscopy-based analysis 
Much of knowledge about the fundamentals of mRNA biogenesis come from 
ensemble in vitro biochemical approaches. However, using conventional 
biochemical techniques only average behaviour of cells and molecules can be 
measured. On the other hand, imaging allows in vivo and single-cell 
measurements along with the ability to measure the behaviour of individual 
molecules in time and space and the distribution of signal around the mean 
(Larson, Singer et al. 2009, Coulon, Chow et al. 2013). 
In vivo single-molecule RNA imaging approaches have been extensively used 
to study processes involved in mRNA biogenesis and localization (Brody, 
Neufeld et al. 2011, Schmidt, Basyuk et al. 2011, Martin, Rino et al. 2013, 
Yoon, Wu et al. 2016, Haimovich, Ecker et al. 2017). Studies utilizing live cell 
imaging for the analysis of transcription and splicing kinetics rely primarily on 
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reporter genes in human cells. The approach is based on the fusion of the 
bacteriophage MS2/PP7/λN coat protein to a fluorescent protein and a reporter 
mRNA containing multiple RNA stem-loops that are recognized by the MS2 
coat protein. Binding of MS2-GFP fused protein to the RNA stem-loops allows 
directly visualization of single RNAs made from single genes by confocal 
microscopy. Depending on the localization of the stem-loops within the 
transcript body, it is possible to measure transcription, pre-mRNA processing 
kinetics and coupling between those processes. For example, three studies 
used stably integrated β-globin reporter genes with MS2 or PP7 stem loops 
inserted into intronic or exonic sequences to track pre-mRNA. One of such 
studies was performed in HEK 293 cells and used stably integrated β-globin 
reporter gene with MS2 or PP7 stem loops inserted into intronic sequences and 
reported that intron removal takes around 20 seconds after transcription 
(Martin, Rino, et al 2013). Other live-cell studies analysed an ensemble 
population of β-globin pre-mRNAs (Coulon, Ferguson et al. 2014) or 
adenovirus derived reporter pre-mRNAs (Schmidt, Basyuk et al. 2011) and 
concluded that splicing takes about 5 minutes for completion. Notably, the 
single-molecule approach revealed that transcripts exhibit stochastic 
processing, with some transcripts being spliced co-transcriptionally and others 
spliced post-transcriptionally. These discrepant results may be related to the 
fact that when multiple nascent RNAs are simultaneously detected a modelling 
approach must be applied to infer kinetic information, whereas direct analysis 
of individual pre-mRNA molecules provides a dynamic level of information that 
is not possible to obtain in ensemble measurements. 
Some of these processes have been examined in great depth, while others have 
not. For example, there are only a few studies of transcription termination in 
eukaryotes and none of them used single-molecule tracking of pre-mRNA 
(Boireau, Maiuri et al. 2007, Coulon, Ferguson et al. 2014) . 
A quantitative understanding of regulation of transcription and processing in 
subpopulations of cells or single cells would shed light on identifying cis-
regulatory motifs or trans-acting factors that may be important for disease 
progression and development. 
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For my PhD training, I proposed to explore the impact of the deregulation of 
mRNA biogenesis in the context of human genetic disease. My work focused 
on four main hypotheses: 
Hypothesis I: A checkpoint for mRNA quality operates co-transcriptionally, 
before NMD, reducing the production of potentially deleterious proteins 
encoded by genes altered by disease-causing splice-site mutations.  
To address this hypothesis, mRNA kinetics in terms of its production rate, 
release and transport to the cytoplasm was analysed in cell lines derived from 
patients with genetic diseases caused by mutations that affect splicing. 
 
Hypothesis II: DNA variants located throughout intronic regions are an 
important cause of human genetic diseases. 
To pursue this idea I reviewed evidence from mRNA analysis and genomic 
sequencing indicating that pathogenic mutations can occur deep within the 
introns.  
 
Hypothesis III: Different biochemical methodologies may introduce bias that 
lead to the overrepresentation of a long transcripts, which in turn may interfere 
with the calculation of splicing efficiencies. 
To test this hypothesis, I compared splicing efficiencies of different protein-
coding nascent RNAs purified using three different biochemical methods. 
 
Hypothesis IV: The kinetics of the 3' end processing of pre-mRNA molecules is 
highly regulated and can be measured by live-cell microscopy with single-
molecule resolution. 
To test this hypothesis, I measured time of residence of single pre-mRNA 
molecules at transcription sites of two different transgenes with MS2 or PP7 
binding sites in the respective last exon.   
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3.1. Transcription-coupled RNA surveillance 
in human genetic diseases caused by splice 
site mutations 
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3.1.1. Overview 
The work described in this chapter addresses the significance of a co-
transcriptional RNA quality control mechanism in the context of human genetic 
diseases caused by mutations in canonical splice sites. 
Current estimates indicate that approximately one third of all disease-causing 
mutations are expected to disrupt splicing. Abnormal splicing often leads to 
disruption of the reading frame with introduction of a premature termination 
codon that targets the mRNA for degradation in the cytoplasm by nonsense 
mediated decay (NMD). In addition to NMD, there are surveillance mechanisms 
that act in the nucleus, while transcripts are still associated with the chromatin 
template. However, those nuclear quality control mechanisms have been 
mainly described in yeast. Here we used patient-derived lymphoblastoid cell 
lines as disease models to address how biogenesis of mRNAs is affected by 
mutations located within canonical splice sites. Most of the mutations that 
disrupt canonical splice sites lead to exon-skipping or to the activation of a 
nearby cryptic splice site, leading to the introduction of a premature 
termination codon. As consequence, these mutant mRNAs are triggered to 
mRNA degradation in the cytoplasm. However, for some mutant transcripts, 
RNA levels associated with chromatin were found down-regulated. 
Quantification of nascent transcripts further revealed that a subset of genes 
containing splicing mutations have reduced transcriptional activity. Following 
treatment with the translation inhibitor cycloheximide the cytoplasmic levels of 
mutant RNAs increased, while the levels of chromatin-associated transcripts 
remained unaltered. These results suggest that transcription-coupled 
surveillance mechanisms operate independently from NMD to reduce cellular 
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3.1.2. Transcripts with splicing mutations are less abundant in the 
nucleoplasm of patient-derived cells  
Co-transcriptional RNA quality control mechanisms play a role in reducing the 
levels of RNA molecules with defects in processing. As most of these studies 
have been conducted using yeast genes and human reporter genes as models, 
we asked whether co-transcriptional RNA quality control plays a physiological 
role in the context of human genetic diseases. To address this issue, we used 
patient-derived lymphoblastoid cell lines to analyse the life cycle of RNAs 
produced from genes that contain naturally-occurring disease-causing splicing 
mutations. To obtain quantitative information on RNA levels, we used a 
biochemical fractionation approach that allows dynamic changes in 
transcription or nuclear RNA degradation to be distinguished from changes in 
cytoplasmic steady-state mRNA levels (Figure 1A). We optimized for 
lymphoblastoid cells a fractionation technique that was initially described by 
Wuarin and Schibler (Wuarin and Schibler 1994) and subsequently modified in 
the Proudfoot and Black laboratories (Dye, Gromak et al. 2006, Pandya-Jones 
and Black 2009). The protocol takes advantage of the fact that once RNA 
polymerase II (RNAPII) initiates transcription it forms a tight complex with the 
DNA template that resists treatment with urea and mild detergent. The 
extraction procedure does not dissociate histones from DNA and therefore the 
chromatin remains highly compacted and can be sedimented with associated 
nascent transcripts by low-speed centrifugation. Transcripts detected in the 
nucleoplasmic supernatant fraction are assumed to have been released from 
the DNA template. The efficiency of the fractionation protocol was assessed by 
western blotting (Figure 1B) and RT-PCR (Figure 1C). For the western blotting 
assay antibodies against lamin A/C, β-actin, U2B'' and histone H3 proteins 
were used (Figure 1B). Actin was found predominantly in the cytoplasmic 
fraction, whereas U2 snRNP specific protein B'' (U2B''), lamin A/C and histone 
H3 were detected exclusively in nuclear fractions. The nucleoplasmic fraction 
should contain nuclear proteins that either do not associate with chromatin or 
are loosely attached to chromatin. The U2B’’ is mostly detected in the 
nucleoplasmic fraction as previously reported for other components of the 
spliceosome (Pandya-Jones and Black 2009). Lamin and histone H3 are well 
known chromatin-associated proteins and, accordingly, they are 
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predominantly detected in the chromatin fraction. To characterize the RNA 
species present in each fraction, RT-PCR analysis was carried out with primers 
for total, unspliced and spliced Glyceraldehyde 3-phosphate dehydrogenase 
(GAPDH) mRNA, as well as primers for Xist RNA (Figure 1C). The results clearly 
show that unspliced GAPDH pre-mRNA is restricted to the nucleus and 
localizes predominantly in the chromatin fraction. Spliced mRNA is also 
detected in the chromatin fraction, consistent with the view that most splicing 
occurs co-transcriptionally (Bentley 2014), but is most abundant in the 
cytoplasm. The distribution of total GAPDH RNA is similar to that of spliced 
mRNA, as expected considering that mature transcripts are transported and 
accumulate in the cytoplasm. A completely different distribution pattern is 
observed for Xist RNA, which is restricted to the nucleus and predominantly 
localized in the chromatin fraction consistent with its well established physical 
interaction with the X-chromosome (Engreitz, Pandya-Jones et al. 2013). 
 
Figure 1. Sub-cellular fractionation. 
A) Illustration of the sub-cellular fractionation procedure. After cell lysis, nuclei are 
separated from the cytoplasmic (cyt) fraction by centrifugation. Nuclei are then treated 
with urea and nonionic detergent. Upon centrifugation, the chromatin-associated 
fraction (chr) sediments separating from the soluble nucleoplasmic fraction (nuc). B) 
Western Blotting analysis. Lymphoblastoid cells (GM16113) were fractionated and 
analysed by Western Blotting (WB) for detection of Lamin A/C, β-actin, U2B” and 
Histone H3 (total). Equal amounts of total protein from each fraction were loaded per 
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lane. C) RT-PCR analysis. RNA was isolated from lymphoblastoid cells (GM04490), 
reverse transcribed with random primers and PCR amplified using primers for total, 
spliced and unspliced GAPDH RNA and total Xist RNA. Equal amounts of cDNA from 
total and fractionated samples were loaded per lane.  
 
Having validated the fractionation methodology, we next determined RNA 
levels in cell lines derived from a healthy donor and from patients affected by 
three distinct monogenic recessive disorders associated with splicing 
mutations:  Barth syndrome (OMIM 302060), Deafness, autosomal recessive 49 
(OMIM 610153) and Xeroderma Pigmentosum (OMIM 278720).  
Barth syndrome is an X-linked recessive syndrome caused by mutations in 
the TAZ gene (MIM: 300394), which codes for an acyltransferase required for 
remodeling of cardiolipin in the inner mitochondrial membrane. TAZ loss of 
function results in an inborn error of lipid metabolism (Bione, D'Adamo et al. 
1996, Gonzalez 2005, Kirwin, Manolakos et al. 2014). We analysed two 
patient-derived cell lines, each containing a point mutation that affects 
splicing of the TAZ gene. The splicing mutations (SM) localize in intron 1, at 
the 5' and 3' splice sites (Table 1 and Figure 2A). It was previously shown that 
the 5' splice site mutation activates two cryptic donor splice sites either 
upstream or downstream of the point mutation, and the 3' splice site mutation 
can either activate a cryptic acceptor splice site within exon 2 or lead to exon 2 
skipping (Johnston, Kelley et al. 1997). Most 5'SM transcripts expressed in 
lymphoblastoid cells correspond to the longer splice product, which does not 
disrupt the open reading frame. The less abundant shorter splice product has 
the open reading frame disrupted (Johnston, Kelley et al. 1997) The two splice 
products resulting from the 3' splice site mutation are expressed at similar 
levels and only one has the open reading frame disrupted (Johnston, Kelley et 
al. 1997) For comparison, we analysed a cell line with a point mutation in exon 
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Exon 1 cryptic, PTC 




Kelley et al. 
1997) 
IVS1-2A>G (3'SM) 
Exon 2 cryptic, PTC 

















Ahmed et al. 
2006) 












Ahmed et al. 
2006) 
Arg500Ter (PTC) PTC 
GM04490 
XP25BE 







Intron 11 retained, 
PTC 
Exon 12 cryptic, PTC 
Exon 12 skipped, PTC 
Table 1. Cell lines used in this study. 
 
RNA levels were measured by quantitative real-time PCR (RT-qPCR) using the 
primers indicated in Figure 2A Figure 2B depicts the level of mutant transcripts 
in total cellular RNA as fold change relative to values detected using the same 
primer sets in cells from a healthy donor. The abundance of each PCR product 
was normalized to the level of GAPDH RNA detected in the same RT-qPCR run. 
The results show that the three mutant transcripts analysed are significantly 
less abundant than wild-type TAZ RNA (Figure 2B), in agreement with the loss 
of function phenotype observed in patients. Next we determined the levels of 
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mutant transcripts in the cytoplasm, nucleoplasm and chromatin, using equal 
amounts of RNA from each fraction. The cytoplasmic levels of the three mutant 
TAZ RNAs are significantly reduced relative to the wild-type (Figure 2C). 
However, distinct scenarios are observed in nuclear fractions (Figure 2D, E). 
Mutant transcripts that contain a PTC but have normal splicing do not 
significantly differ from wild-type, suggesting that these RNAs are exclusively 
degraded in the cytoplasm (Figure 2D and E, PTC). In contrast, transcripts with 
the 5' splice site mutation are significantly less abundant than wild-type 
transcripts in both nucleoplasm and chromatin fractions (Figure 2D and E, 
5'SM). The level of transcripts with the 3' splice site mutation is similar to wild-
type in the nucleoplasm (Figure 2D, 3'SM), but higher in the chromatin (Figure 
2E, 3'SM). This heterogeneity of results prompted us to analyse additional 
mutant transcripts associated with unrelated diseases. 
 
 
Figure 2. Sub-cellular distribution of wild-type and mutant TAZ transcripts.  
A) Illustration of the TAZ gene structure (total length: 10185 bp). Exons are 
represented by numbered boxes and introns by lines; doubled intersected lines denote 
introns with more than 1000 bp. Gene region from exon 5 to exon 10 is represented 
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by a dashed line. Positioning of mutations (5'SM, 3'SM, PTC) and primers used for PCR 
amplification (paired arrows) are indicated. B) Total cellular RNA was extracted from 
the indicated cell lines, reverse transcribed with random primers and analysed by RT-
qPCR using primers for exon 4. The amount of PCR product obtained from each cell 
line was normalized to the level of GAPDH RNA detected in the same line. C) RNA was 
extracted from sub-cellular fractions isolated from each cell line and analysed by RT-
qPCR using primer sets for exon 4 and exon 11. The amount of PCR product obtained 
from each fraction was normalized to the level of GAPDH RNA detected in the same 
fraction. In all graphs shown, data are expressed as fold change relative to the levels of 
wild-type (WT) transcripts. The histograms depict mean and standard deviation of 
three independent experiments. The asterisk denotes statistically significant 
differences (Student’s t-test, *p<0.05, **p<0.01).  
 
Deafness, autosomal recessive 49 is a congenital profound sensorineural 
hearing loss of all frequencies, caused by dysfunction of a tricellulin protein 
coded by the MARVELD2 gene (MIM: 610572). Tricellulin is a tight-junction 
protein that contributes to the structure and function of tricellular contacts of 
neighboring cells. Loss of function of this protein may selectively affect the 
cellular permeability to ions or small molecules, resulting in a toxic 
microenvironment for cochlear hair cells and subsequently ear loss (Riazuddin, 
Ahmed et al. 2006, Nayak, Lee et al. 2013).  We analysed cell lines derived 
from three patients, each homozygous for a distinct splice site mutation in 
the MARVELD2 gene (Table 1 and Figure. 3A). The splice site mutations localize 
in intron 3 at the 3' splice site, and in intron 4 at the 5' splice site. The 5' splice 
site mutations activate cryptic donor sites in intron 4, and the 3' splice site 
mutation activates a cryptic acceptor site within exon 4; all the mutations lead 
to the production of mRNAs containing PTCs due to shifts in the open reading 
frame (Riazuddin, Ahmed et al. 2006). For comparison, we analysed a cell line 
homozygous a point mutation in exon 5 that introduces a PTC without 
affecting splicing (Riazuddin, Ahmed et al. 2006). 
RNA levels were measured by RT-qPCR using the primers indicated in Figure 
3A. Similarly to the results obtained with TAZ transcripts, the total cellular 
levels of the four mutant MARVELD2 RNAs are significantly reduced compared 
to wild-type (Figure 3B). Analysis of RNA levels in sub-cellular fractions reveals 
that mutant transcripts are significantly less abundant in the cytoplasm (Figure 
3C), in agreement with the finding that they all contain PTCs. In nuclear 
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fractions the levels of mutant transcripts that contain a PTC but have normal 
splicing are similar to wild-type (Figure 3D and E, PTC), indicating that these 
RNAs are exclusively degraded in the cytoplasm. However, all transcripts with 
splicing mutations are significantly less abundant in the nucleoplasm (Figure 
3D). In the chromatin fraction, significantly reduced levels are only detected for 
the 3' splice site mutant only (Figure 3E, 3'SM). 
 
Figure 3. Sub-cellular distribution of wild-type and mutant MARVELD2 transcripts. 
A) Illustration of the MARVELD2 gene structure (total length: 27762 bp). Exons are 
represented by numbered boxes and introns by lines; doubled intersected lines denote 
introns with more than 1000 bp. Intron 6 is represented by a dashed line. Positioning 
of mutations (3'SM, 5'SM_1, 5'SM_2, PTC) and primers used for PCR amplification 
(paired arrows) are indicated.  B) Total cellular RNA was extracted from the indicated 
cell lines, reverse transcribed with random primers and analysed by RT-qPCR using 
primers for exon 2. The amount of PCR product obtained from each cell line was 
normalized to the level of GAPDH RNA detected in the same line. C) RNA was extracted 
from sub-cellular fractions isolated from each cell line and analysed by RT-qPCR using 
primer sets for exon 2 and exon 4. The amount of PCR product obtained from each 
fraction was normalized to the level of GAPDH RNA detected in the same fraction. In all 
graphs shown, data are expressed as fold change relative to the levels of wild-type 
(WT) transcripts. The histograms depict mean and standard deviation of three 
independent experiments. The asterisk denotes statistically significant differences 
(Student’s t-test, *p<0.05, **p<0.01).  
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As a third model we analysed cells from a patient with Xeroderma 
pigmentosum, an autossomic recessive condition characterized by increased 
sensitivity to ultraviolet irradiation and increased risk of skin cancer. It is 
caused by mutations in the XPC gene (MIM: 613208), which encodes a protein 
required for DNA repair (Khan, Oh et al. 2006, Khan, Oh et al. 2009). The cell 
line analysed is homozygous for two distinct mutations at the 3' splice site of 
intron 11 (Table 1 and Figure 4A). These mutations lead to skipping of exon 
12, retention of intron 11 and activation of a 3’ cryptic splice site in exon 12, 
resulting in introduction of PTCs (Khan, Oh et al. 2006). Quantitative real-time 
RT-PCR using the primers indicated in Figure 4A reveals a significant reduction 
in the total cellular levels of mutant XPC RNA compared to wild-type (Figure 
4B). Analysis of sub-cellular fractions further shows that mutant transcripts are 
significantly less abundant in the cytoplasm, nucleoplasm and chromatin 
(Figure 4C, D, E).  
 
Figure 4. Sub-cellular distribution of wild-type and mutant XPC transcripts. 
A) Illustration of the XPC gene structure (total length: 33525 bp). Exons are 
represented by numbered boxes and introns by lines; doubled intersected lines denote 
introns with more than 1000 bp. Gene region from exon 5 to exon 9 is represented by 
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a dashed line. Positioning of the mutation (3'SM) and primers used for PCR 
amplification (paired arrows) are indicated.  B) Total cellular RNA was extracted from 
the indicated cell lines, reverse transcribed with random primers and analysed by RT-
qPCR using primers for exon 1. The amount of PCR product obtained from each cell 
line was normalized to the level of GAPDH RNA detected in the same line. C) RNA was 
extracted from sub-cellular fractions isolated from each cell line and analysed by RT-
qPCR amplified using primer sets for exon 1 and exon 10. The amount of PCR product 
obtained from each fraction was normalized to the level of GAPDH RNA detected in the 
same fraction. In all graphs shown, data are expressed as fold change relative to the 
levels of wild-type (WT) transcripts. The histograms depict mean and standard 
deviation of three independent experiments. The asterisk denotes statistically 
significant differences (Student’s t-test, **p<0.01).  
 
Altogether these results show that splicing mutations are consistently 
associated with reduced mRNA levels in the cytoplasm and, for a subset of 
mutations, down-regulation of expression is also detected in the nucleus. In 
contrast, mRNAs resulting from point mutations that introduce a PTC but do 
not interfere with splicing appear exclusively down-regulated in the cytoplasm. 
 
3.1.3. A subset of genes carrying splicing mutations are less efficiently 
transcribed  
 To determine whether lower steady-state RNA levels in the nucleus result 
from reduced transcription of genes containing splicing mutations, we 
measured newly transcribed RNA levels by metabolic labelling with the natural 
uridine derivative 4-thiouridine (4sU). This approach provides direct access to 
newly synthesized transcripts with minimal toxic effects (Windhager, Bonfert et 
al. 2012), although it may induce a nucleolar stress response (Burger, Muhl et 
al. 2013). Nascent RNA was labelled by adding 4sU to the cell culture medium 
for 10 minutes followed by isolation of total cellular RNA. Newly transcribed 
RNA species containing thiol-groups were then biotinylated, purified using 
streptavidin-coated beads, and analysed by RT-qPCR (Figure 5A). As RNAPII 
transcribes with elongation rates ranging between 0.5 and 4 kb/min (Jonkers, 
Kwak et al. 2014), synthesis of new TAZ RNAs may take from 2.5 to 20 
minutes, whereas MARVELD2 and XPC RNAs may require between 7 or 8 
minutes to approximately 1 hour. Thus, we expect that after incubation with 
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4sU for 10 minutes, most labelled RNAs are in the process of being 
synthesized and therefore should be confined to the chromatin fraction. The 
results shown in Figure 5B are in very good agreement with this prediction. To 
assess the extent to which transcription of the TAZ, MARVELD2 and XPC genes 
differs between lymphoblastoid cell lines derived from normal individuals, we 
analysed a recently reported microarray dataset (Duan, Shi et al. 2013). The 
results show that the transcription rate of these genes is similar across cells 
from three distinct individuals (Figure 5C). Next, we compared the levels of 
nascent transcripts produced by wild-type and mutant genes using primers to 
amplify both exonic and intronic regions of TAZ (Figure 5D), MARVELD2 (Figure 
5E) and XPC (Figure 5F) transcripts. A significant down-regulation of nascent 
transcripts is observed for the TAZ 5' splice site (Figure 5D, 5'SM) and 
MARVELD2 3' splice site (Figure 5E, 3'SM) mutants, strongly suggesting that 
these genes are less efficiently transcribed. No evidence for reduced 
transcriptional activity of the XPC 3' splice site mutant gene is observed, 
arguing that the lower steady state RNA levels detected in the chromatin 
fraction likely reflect rapid nuclear degradation of these transcripts.  
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Figure 5. Analysis of nascent RNA by metabolic labelling. 
A) Illustration of the metabolic labelling procedure. Cells in culture are incubated with 
4-thiouridine (4sU). Total cellular RNA is extracted and thiol-containing molecules are 
biotinylated. Biotinylated RNA is then purified using streptavidin coated magnetic 
beads. B) Sub-cellular localization of 4sU-tagged RNA. Cells from a healthy donor (WT) 
were incubated with 4sU for 10 minutes and fractionated (Cyt: cytoplasm; Nuc: 
nucleoplasm; Chr: chromatin). RNA tagged with 4sU was purified from each fraction 
and analysed by RT-qPCR as described in figures 2, 3 and 4. AU (arbitrary units). C) 
Inter-individual differences of 4sU-tagged RNA. Nascent RNAs were isolated from 
lymphoblastoid cell lines derived from three unrelated healthy individuals (GM7029, 
GM10835 and GM12813) after incubation with 4sU for 2 hours (analysis of GSE34204 
dataset, (Duan, Shi et al. 2013)). The amount of labelled TAZ, MARVELD2 and XPC RNA 
was normalized to the level of labelled GAPDH RNA detected in the same cell line. The 
histogram depicts mean and standard deviation of three biological replicates 
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(independent cell cultures). AU (arbitrary units). D-F) Quantification of nascent 
transcripts produced by wild-type and mutant genes. Cells were incubated with 4sU 
for 10 minutes. Total 4sU-tagged RNA was purified and analysed by RT-qPCR using 
primers that recognize exonic (top) or intronic (bottom) regions. The amount of PCR 
product in each cell type was normalized to the level of GAPDH RNA detected in the 
same cell type. Data are expressed as fold change relative to the levels of wild-type 
(WT) transcripts. The histograms depict mean and standard deviation of three 
independent experiments. The asterisk denotes statistically significant differences 
(Student’s t-test, *p<0.05). 
 
3.1.4. NMD does not contribute to the observed down-regulation of mutant 
RNAs in the nucleus of patient-derived cell lines  
To determine the contribution of NMD to the observed down-regulation of 
mutant RNAs in each sub-cellular fraction, cells were treated with 
cycloheximide (CHX), a drug that inhibits translation and hence indirectly 
blocks NMD (Schneider-Poetsch, Ju et al. 2010). After 3 hours of treatment, 
cells were fractionated and changes in RNA levels analysed by RT-qPCR. RNA 
levels in each treated fraction (CHX+) are expressed as fold change relative to 
the levels in the corresponding non-treated fraction (CHX-; Figure 6, 7 and 8, 
A). Alternatively, mutant RNA levels in each treated fraction (CHX+) are 
expressed as fold change relative to the levels of wild-type transcripts in the 
corresponding fraction from treated cells (Figure 6, 7 and 8, B). Analysis of TAZ 
(Figure 6), MARVELD2 (Figure 7) and XPC (Figure 8) mutant and wild-type 
transcripts shows that treatment with CHX consistently results in an increase in 
RNA levels in the cytoplasm. This increase is most obvious for mutant 
transcripts, as expected since their degradation by NMD is most probably 
impaired by CHX. An exception is the MARVELD2 PTC mutant, which gives rise 
to RNAs that are not affected by CHX, suggesting that they escape NMD. 
Accordingly, this particular mutant has been described to encode a truncated 
tricellulin protein (Riazuddin, Ahmed et al. 2006). The finding that CHX induces 
accumulation of wild-type transcripts is also in agreement with previous 
reports (Rajavel and Neufeld 2001) (Lareau, Inada et al. 2007).  
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Figure 6. Effect of cycloheximide on TAZ transcripts.  
Cells were either non-treated (CHX-) or treated with cycloheximide for 3 hours (CHX+). 
The levels of WT and mutant transcripts in each sub-cellular fraction were analysed by 
RT-qPCR using the indicated primer sets. The amount of PCR product was always 
normalized to the level of GAPDH RNA. Data are expressed as fold change relative to 
the levels of non-treated cells (A) or as fold change relative to the levels of wild-type 
transcripts in treated cells (B). The histograms depict mean and standard deviation of 
three independent experiments. The asterisk denotes statistically significant 
differences (Student’s t-test, *p<0.05, **p<0.01). 
    70 
 
 
Figure 7. Effect of cycloheximide on MARVELD2 transcripts.  
Cells were either non-treated (CHX-) or treated with cycloheximide for 3 hours (CHX+). 
The levels of WT and mutant transcripts in each sub-cellular fraction were analysed by 
RT-qPCR using the indicated primer sets. The amount of PCR product was always 
normalized to the level of GAPDH RNA. Data are expressed as fold change relative to 
the levels of non-treated cells (A) or as fold change relative to the levels of wild-type 
transcripts in treated cells (B). The histograms depict mean and standard deviation of 
three independent experiments. The asterisk denotes statistically significant 
differences (Student’s t-test, *p<0.05, **p<0.01). 
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Figure 8. Effect of cycloheximide on XPC transcripts.  
Cells were either non-treated (CHX-) or treated with cycloheximide for 3 hours (CHX+). 
The levels of WT and mutant transcripts in each sub-cellular fraction were analysed by 
RT-qPCR using the indicated primer sets. The amount of PCR product was always 
normalized to the level of GAPDH RNA. Data are expressed as fold change relative to 
the levels of non-treated cells (A) or as fold change relative to the levels of wild-type 
transcripts in treated cells (B). The histograms depict mean and standard deviation of 
three independent experiments. The asterisk denotes statistically significant 
differences (Student’s t-test, *p<0.05, **p<0.01). 
 
An accumulation of both wild-type and mutant RNAs is further detected in the 
nucleoplasm of CHX treated cells. This observation argues that the lower 
steady state levels of mutant transcripts observed in association with the 
nucleoplasm without a corresponding decrease in the chromatin fraction could 
be due to contamination of the nucleoplasmic fraction by mRNAs that have 
already been exported from the nucleus but remain associated with the 
cytoplasmic side of the nuclear envelope, as previously proposed (Popp and 
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Maquat 2013). In contrast, CHX does not significantly alter the levels of wild-
type and mutant RNAs associated with the chromatin fraction. However, the 
levels of TAZ 5'SM, MARVELD2 3'SM and XPC 3'SM RNAs persist reduced 
compared to wild-type in the chromatin fraction of CHX treated cells (Figure 6, 
7 and 8, B). Noteworthy, TAZ 5'SM and MARVELD2 3'SM RNAs, which are less 
efficiently transcribed (Figure 5D, E), respond less to CHX treatment than other 
mutant forms of the same gene. The mild effect of CHX on cytoplasmic levels 
of TAZ 5'SM transcripts is in agreement with the finding that the majority of 
these RNAs are devoid of PTCs and therefore should not be degraded by NMD. 
Taken together, these observations suggest that some splicing mutations 
result in RNAs that are primarily degraded by NMD in the cytoplasm, while 
others can be targeted by transcription-coupled quality control mechanisms 
that operate independently from NMD. 
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3.2. Deep-intronic mutations and human 
disease 
 
Part of the data presented in this section is published in the Human Genetics 
peer-reviewed journal. The article in the publication format can be found in the 
Appendix of this thesis. 
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3.2.1. Overview 
Having focused before on mutations that cause disease by disrupting canonical 
splice sites, here we describe the impact of mutations that create non-
canonical splice sites deep within introns.  
Although next-generation sequencing has revolutionized clinical diagnostic 
testing, sequence information restricted to exons and exon-intron boundaries 
fails to identify the genetic cause of the disease for a substantial proportion of 
patients. Current estimates indicate that only 1-5% of all disease-causing 
mutations are expected to fall more than 100 base pairs away from exon-
intron junctions. Yet, non-coding intronic regions account for 95% of total 
protein-coding gene length and are increasingly being described as important 
players in gene expression regulation. In this context we decided to reviewed 
evidence from mRNA analysis and entire genomic sequencing indicating that 
pathogenic mutations can occur deep within the introns of over 75 disease-
associated genes. DNA variants located deep within introns most commonly 
lead to pseudo-exon inclusion due to creation of non-canonical splice sites 
followed by the activation of a pre-existing non-canonical splice sites or 
changes in splicing regulatory elements. Additionally, deep intronic mutations 
can disrupt transcription regulatory motifs and non-coding RNA genes. This 
chapter aims to highlight the importance of studying variation in deep intronic 
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3.2.2. Human introns are 20 times longer than exons  
Introns represent approximately 25% of the human genome and are part of 
95,5% of all human genes (Louhichi, Fourati et al. 2011). Size distribution of 
human exons and introns showed that almost 50% of introns are bigger than 
2000 bp, as opposed to exons that are significantly shorter, ranging between 
100-200 bp (Figure 9). 
 
Figure 9. Size distribution of human exons and introns. 
Analysis was performed using 58529 annoted protein coding transcripts (GRCh38). A 
total of 541182 exons and 490055 introns were size-distributed in 100 bp intervals. 
 
 
3.2.3. Deep intronic mutations most often lead to the creation of novel, non-
canonical donor splice sites 
Because introns are removed from nascent transcripts during pre-mRNA 
processing, intronic sequences in genes have been considered as “junk DNA”. 
However, the description of many disease-associated genetic variants located 
within introns often far away from the splice-junctions (Xiong, Alipanahi et al. 
2015, Hsiao, Bahn et al. 2016) constitute an evidence for intron functionality. 
To date, mutations in deep intronic regions have been documented in multiple 
diseases. We reviewed 117 studies published between 1983 and 2016 
describing 185 intronic mutations located at least 100 bp from the nearest 
canonical splice site, across 77 different disease genes (Figure 10).  
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Figure 10. Distribution of deep-intronic mutations across introns. 
The location of all deep-intronic mutations reported since 1983 and reviewed in this 
study are represented relative to canonical 5' and 3'splice sites (5' ss, 3' ss). 
 
The most common consequence of this type of mutation involves the creation 
of a non-canonical donor splice site and subsequent activation of a pre-
existing acceptor non-canonical splice site (Figure 11 and Figure 12A). Less 
frequently a deep-intronic mutation creates a novel acceptor splice site and 
activates a downstream non-canonical donor splice site (Figure 11 and Figure 
12B). This combined creation and activation of non-canonical splice sites 
triggers the inclusion of a pseudo-exon in the mutant mRNA. Disease-
associated pseudo- or cryptic exons range in size from 30 to 344 base pairs 
(Figure 13). The appearance of a pseudo-exon generally disrupts the reading 
frame introducing a premature termination codon that targets the mutant 
mRNA for degradation by nonsense mediated decay (NMD) (Popp and Maquat 
2013).  
Most deep intronic mutations have no effect on canonical splice sites. Yet, 
some mutations that create a new splice site interfere with recognition of 
natural splice sites. Weakening of canonical splice sites is frequently observed 
when deep intronic mutations are less than 150 bp away from the natural 
exon-intron junctions.  
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Figure 12. Pseudo-exon inclusion triggered by mutations that create non-canonical 
splice sites. 
A) Illustration of a mutation that creates a novel donor (5' ss) splice site and activates a 
pre-existing acceptor (3' ss). B) Illustration of a mutation that creates a novel acceptor 
(3' ss) splice site and activates a pre-existing donor (5' ss). 
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Figure 13. Size distribution of pseudo-exons. 
Pseudoexons referred to in Tables 1, 2 and 3 were size-distributed in 40 bp intervals. 
For comparison, the size distribution of authentic middle exons (excluding first and 
last exons) is indicated. Size and frequency of authentic human exons (h19) were 
calculated using BED files downloaded from the UCSC Table Browser. 
 
Inactivation of ncRNA genes is the second most representative class and 
account for 12% of all the reviewed deep-intronic mutations (Figure 11). 
Among those, point mutations in the RNU4ATAC gene account for the majority 
of the cases. The RNU4ATAC gene, which codes for the minor spliceosomal 
U4atac snRNA, is located within intron 2 of the protein-coding CLASP1 gene, 
682 to 556 bp upstream of exon 3 (Edery, Marcaillou et al. 2011). Consistent 
with loss-of-function of the mutant snRNA, higher levels of unspliced U12-
type introns were detected in patient-derived fibroblasts. 
Alternatively, 10% of disease-causing deep intronic mutations alter the binding 
of RNA- or DNA-binding proteins (Figure 11). In the first case, these type of 
mutation can either create or disrupt splicing enhancer or silencer elements, 
respectively, priming the inclusion of a pseudo-exon in the mutant mRNA. 
Less frequently, deep intronic mutations can deregulate transcription of the 
mutant gene by disrupting transcription regulatory motifs, most often placed 
within first introns. 
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3.3.1. Overview 
An important step toward understanding gene regulation in health and disease 
is the elucidation of the kinetics of splicing, since disruption of splicing is one 
of the major causes of monogenic disorders. 
A variety of approaches have been used to determine efficiency of splicing. 
Evidence from many studies suggested that most splicing occur co-
transcriptionally, thus purification of newly synthesized transcripts can greatly 
increases the accuracy of the determination of splicing efficiency. Recent 
studies used RNA metabolic labelling with short pulses of 4-thiouridine (4sU) 
or 4-thiouracil (4tU) to isolate newly transcribed molecules and determine 
kinetics of pre-mRNA splicing. This approach relies on treatment with a thio-
reactive reagent to biotinylate the tagged RNA, which is then affinity-purified 
with streptavidin. A limitation of this method is that the reaction of 4sU with 
the commonly used biotin-HPDP is inefficient, which may lead to an over-
representation of longer RNA molecules in the purified fraction. In this chapter, 
we show that the 4sU labelling does not interfere with splicing efficiency. 
However, nascent RNA purified with biotin-HPDP contains a significantly higher 
proportion of unspliced long introns compared to RNAs purified with the more 
efficient biotinylation strategy that uses methanethiosulfonate (MTS) reagent. 
Thus, the splicing kinetics of long introns may be selectively under-estimated 
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3.3.2. 4sU incorporation does not interfere with splicing efficiency 
Previous studies have shown that incorporation of 4sU into RNA causes 
minimal interference to cell growth and gene expression (Melvin, Milne et al. 
1978, Cleary, Meiering et al. 2005, Kenzelmann, Maertens et al. 2007, Dolken, 
Ruzsics et al. 2008, Friedel and Dolken 2009, Amorim, Cotobal et al. 2010). 
Yet, incubation with 4sU for 48 hours at concentrations ranging between 50 
μM and 500 μM may affect cell viability (Tani and Akimitsu 2012) and 
incubation with 100 μM 4sU for 6 hours causes nucleolar stress and inhibits 
rRNA synthesis (Burger, Muhl et al. 2013). Whether incorporation of 4sU into 
nascent transcripts interferes with RNA processing remains unclear. To 
investigate a potential effect of 4sU-tagging on human pre-mRNA splicing, 
HEK 293 cells were grown in the presence of 500 μM 4sU for 2 and 60 
minutes; splicing efficiency of selected transcripts was then measured in the 
chromatin and nucleoplasm fractions. It is well established that chromatin-
associated RNA is enriched in nascent transcripts still attached to the RNAPII, 
whereas RNA from the nucleoplasm represents predominantly transcripts that 
have already been released from the DNA template and are in transit to the 
cytoplasm (Wuarin and Schibler 1994, Dye, Gromak et al. 2006, Pandya-Jones 
and Black 2009). To assess our fractionation procedure, chromatin-associated 
and nucleoplasmic-released transcripts were reverse transcribed with random 
primers and PCR amplified using primers for spliced and unspliced GAPDH RNA 
and U6 RNA (Figure 14A). To detect GAPDH mRNA, a forward primer was 
designed to bind exon 3 and a reverse primer was designed to bind exon 5, 
ensuring that only the spliced isoform was amplified. To specifically amplify 
GAPDH pre-mRNA a forward and a reverse primer were designed to bind intron 
2. After completing the RT-PCR, equal amounts of amplicon from each of the 
fractionated samples were separated in a 1% agarose gel.  As expected, GAPDH 
mRNA is detected in both chromatin and nucleoplasm fractions whereas pre-
mRNA is detected mainly in the chromatin fraction (Figure 14A). The U6 
spliceosomal snRNA is predominantly detected in the chromatin fraction 
(Figure 14A), as previously reported (Tilgner, Knowles et al. 2012). 
For splicing efficiency analysis, we selected genes, based on three criteria: level 
of expression, intron length and intron class. First, genes that were highly 
expressed in HEK 293 cells were selected based on publicly available RNA-seq 
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data. Second, we analysed both long (13-89 kbp) and short (240 bp) introns. 
Third, we analysed a U12-dependent intron in the CTNNBL1 gene that was 
previously shown to be slowly spliced (Singh and Padgett 2009). Unspliced 
transcripts were detected using PCR primers flanking exon-intron junctions, 
whereas spliced transcripts were detected with primers located in either 
neighboring exons or spanning the junction of three exons, depending on the 
length of the introns. To evaluate the linearity of each primer pair, we 
performed a 10-fold or 5-fold dilution series of template cDNA (Figure 14B). 
Threshold cycles obtained in the RT-qPCR reactions were plotted against each 
of the cDNA dilutions and the slope of the trendline was determined by linear 
regression. Primer efficiency was then calculated using the equation E = (10(-
1/slope)-1) x 100, where E is the efficiency. All primers presented efficiencies 
ranged from 90% to 110%. The difference between efficiencies of U6 primers 
(internal control) and each one of the spliced and unspliced isoforms of 
GAPDH, HPRT1, COL4A6 and CTNNBL1, as well as the difference between 
efficiencies of spliced and unspliced transcripts are never higher than 10%, as 
recommended (Schmittgen and Livak 2008). Specificity of the primers was 
confirmed by melting curve analysis. For all pairs studied we could observe a 
single sharp peak, suggesting that a specific product was amplified during the 
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Figure 14. Efficiency of cellular fractionation and RT-qPCR reactions. 
A) Efficiency of the fractionation protocol was evaluated by performing RT-PCR 
analysis. RNA was isolated from HEK 293 cells, reverse transcribed with random 
primers and PCR amplified using primers for spliced and unspliced GAPDH RNA and 
total U6 RNA. Equal amounts of cDNA from total and fractionated samples were loaded 
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per lane. DNA size markers in base pairs (bp) are indicated on the left. Expected 
fragment sizes (bp) are indicated in parentheses base pairs. B) Linearity and specificity 
of primers were evaluated by RT-qPCR. Illustration of all the studied genes is 
represented in association with each plot. Exons are represented by numbered boxes 
and introns by line. Primers used for PCR amplification (paired arrows) of unspliced 
and spliced isoforms are also shown. 
 
To determine whether the incorporation of 4sU into nascent transcripts affects 
pre-mRNA splicing, equal amounts of RNA were taken from the chromatin and 
nucleoplasm fractions, then reverse transcribed with random primers and PCR 
amplified using specific primer pairs for spliced and unspliced transcripts, as 
indicated in Figure 14B. The abundance of PCR product was normalized to the 
level of U6 snRNA detected in each fraction and in the same RT-qPCR run. 
The isolation of chromatin-associated transcripts comprehends the use of 
detergent, salt and urea, to assure that only nascent, RNA-bound transcripts 
are released from the intact chromatin pellet after DNase treatment. The 
purification of these RNA isolates is readily completed by phenol/chloroform 
extraction, which allows us to perform an unbiased and accurate measurement 
of steady-state RNA splicing ratios. Any changes in splicing efficiency due to 
4sU incorporation would be reflected in an increase (or decrease) of the 
proportion of spliced transcripts relatively to the total number of isoforms, 
here presented as a measure of intron removal levels (Figure 15). The 
proportion of spliced products in each fraction was calculated as the ratio 
between the amount of spliced product and total amount of spliced and 
unspliced transcripts (Figure 15). 
The results show that the vast majority (>95%) of COL4A6, HPRT1 and GAPDH 
transcripts in the chromatin fraction are spliced, indicating that the analysed 
introns are efficiently excised from pre-mRNAs shortly after transcription 
(Figure 15A, B, C). In contrast, only 20% of transcripts containing the U12-
dependent CTNNBL1 intron are spliced in the chromatin, suggesting rather 
inefficient splicing; even in the nucleoplasm the intron is still detected in ~30% 
of transcripts (Figure 15D). Most important, we observe similar proportion of 
spliced transcripts in both chromatin and nucleoplasm fractions of cells that 
were either non-treated (Figure 15A-D, -4sU) or incubated with 4sU for 2 and 
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60 minutes. This reveals that under the conditions used in this study 4sU 
tagging does not interfere with pre-mRNA splicing efficiency. 
 
 
Figure 15. 4sU incorporation does not interfere with splicing.  
Cells were either grown in the absence of 4sU (-) or incubated with 4sU for 2 and 60 
minutes and RNA was extracted from chromatin and nucleoplasm fractions. For the 
indicated genes, the amount of spliced (SP) product detected by RT-qPCR and 
normalized to U6 RNA is shown as proportion relative to the total amount of spliced 
(SP) and unspliced (US) transcripts. Histograms depict mean and standard deviation of 
three independent experiments. 
 
3.3.3. HPDP-biotin purification results in biased enrichment of long unspliced 
transcripts 
To date, all metabolic RNA labelling studies addressing the kinetics of pre-
mRNA splicing have used N-[6-(Biotinamido)hexyl]-3′-(2′-pyridyldithio)-
propionamide (biotin-HPDP) to conjugate thiol groups incorporated in RNAs to 
biotin. However, the reaction and corresponding enrichment of 4sU-RNA with 
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HPDP are inefficient (Duffy, Rutenberg-Schoenberg et al. 2015). This results in 
a bias enrichment toward longer RNAs (Miller, Robinson et al. 2009, Miller, 
Schwalb et al. 2011) because smaller RNAs contain fewer uridine residues and 
therefore have lower probability of successful labelling. Such length bias may 
impact on splicing rate estimates, which are based on relative levels of 
transcripts of different sizes (splice and unspliced). Here, we investigated how 
length bias influences splicing dynamics estimates in human cells. We 
compared the proportion of transcripts containing spliced and unspliced 
introns of different length in 4sU-RNAs purified with biotin-HPDP and a more 
efficient biotinylation strategy that uses methanethiosulfonate (MTS) reagents 
(Duffy, Rutenberg-Schoenberg et al. 2015).  
To determine whether MTS and HPDP chemistries influence splicing analysis, 
cells were first incubated with 4sU for 2 and 60 minutes and labelled 
transcripts were then separated from the pre-existing RNA using either HPDP-
biotin (Dolken, Ruzsics et al. 2008) or MTS-biotin (Duffy, Rutenberg-
Schoenberg et al. 2015). After the 2-minute pulse, significantly higher amount 
of RNA was recovered with the MTS-biotin purification approach compared to 
HPDP-biotin (Figure 16). In contrast, after the 60-minute pulse similar amount 
of RNA was obtained with both methods (Figure 16), suggesting that the lower 
efficiency of HPDP-biotin is compensated by the longer incubation pulse.  
 
Figure 16. Comparation of RNA yields obtained with HPDP- and MTS-biotin.  
Total yield of RNA recovered using HPDP- and MTS-biotin after incubation with 4sU for 
the indicated time. The graph depicts mean and standard deviation of three 
independent experiments. The asterisk denotes statistically significant differences 
(Student’s t-test *p<0.05). 
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Next, we compared the proportion of splicing of 4sU-labeled transcripts 
purified with either HPDP-biotin or MTS-biotin. After the 2-minute pulse, 
purification of 4sU-labeled RNAs with both methods resulted in similar splicing 
proportions for the 240bp intron of GAPDH and the 13,020bp HPRT1 intron 
(Figure 17A). However, significantly higher splicing values were estimated with 
MTS-biotin for the longer COL4A6 and CTNNBL1 introns (Figure 17A). After the 
60-minute pulse, significantly higher splicing values were estimated with MTS-
biotin for all introns analysed, although the difference is more striking for the 
longer COL4A6 and CTNNBL1 introns (Figure 17B). Thus, splicing efficiency is 
consistently under-estimated by HPDP-biotin. 
Assuming that the purification of chromatin-associated transcripts does not 
introduce any length bias, we reasoned that by comparing the proportion of 
spliced transcripts between the chromatin-associated RNA fraction and both 
4sU-labelled RNAs purification methods we could evaluate the dimension of 
the bias towards unspliced isoforms. Thus, we compared the proportion of 
splicing estimated in chromatin-associated transcripts and 4sU-labelled RNAs. 
After a 2-minute pulse the very long (89,373bp) COL4A6 intron appears more 
efficiently spliced in the chromatin fraction (Figure 17A), suggesting that 
during such a short incubation with 4sU there is a bias enrichment of labelled 
RNAs toward unspliced molecules irrespective of using HPDP-biotin or MTS-
biotin. Such bias is no longer observed after a pulse of 60 minutes, but only if 
labelled RNAs are purified with MTS-biotin (Figure 17B). A different scenario is 
observed for the U12-dependent CTNNBL1 intron; in this case the proportion 
of spliced products is much lower in the chromatin fraction than in labelled 
RNAs purified with MTS-biotin, particularly after incubation with 4sU for 60 
minutes (Figure 17B). This is most likely because during the 60-minute pulse 
many nascent transcripts are released from the chromatin and accumulate as 
spliced mRNAs in the cytoplasm. 
Therefore, our work provides a valuable experimental test that shows that 
some methods of purification of nascent transcripts are susceptible to bias and 
highlights the importance of selecting the appropriate biochemical method 
accordingly with the type of analysis preformed. 
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Figure 17. Biased enrichment of long unspliced transcripts purified with HPDP-biotin.  
4sU-labelled RNA was purified with either HPDP- or MTS-biotin after pulses of A) 2 
and B) 60 minutes. For comparison, chromatin-associated RNA was analysed from cells 
that were not incubated with 4sU. For the indicated genes, the amount of spliced (SP) 
product detected by RT-qPCR and normalized to U6 RNA is shown as proportion 
relative to the total amount of spliced (SP) and unspliced (US) transcripts. Histograms 
depict mean of three or four independent experiments. The asterisk denotes 
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3.4.1. Overview 
As in splicing, deregulation 3' end processing can be the cause of many human 
disorders. Thus, studying the kinetics of pre-mRNA cleavage and transcription 
termination is essential to understand the molecular mechanisms that may be 
disrupted in the context of human disease. 
Compared to capping, splicing, transcription initiation and elongation, the last 
steps of mRNA biogenesis have been less studied. Here, we directly examined 
with single-molecule sensitivity the timing of pre-mRNA 
cleavage/polyadenylation and termination in the nucleus of living human cells. 
Using reporter transcripts labelled with MS2 or PP7 stem loops inserted 
upstream of the poly(A) site, we show that it takes 15-30 seconds to cleave 
and release the fully transcribed nascent RNA from the site of transcription. As 
expected, escape of the newly synthesized mRNA from the site of transcription 
is significantly delayed upon knocking down the essential cleavage and 
polyadenylation factor CPSF3. Analysis of reporter transcripts with λN stem 
loops inserted downstream of the poly(A) site reveals that these RNAs are also 
released from the site of transcription within 30 seconds after synthesis. Taken 
together, these results indicate that key steps in mRNA biogenesis including 
cleavage and polyadenylation can occur in just a few seconds, which is much 
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3.4.2. β-globin pre-mRNA molecules with stem loops inserted in exon 3 are 
efficiently spliced and cleaved 
Synthesis of mRNA in mammalian cells comprises several processes including 
transcription initiation and elongation, splicing, cleavage, polyadenylation, 
release and termination of the nascent transcript. Kinetics of transcription 
initiation and elongation as well as the timing of pre-mRNA splicing have been 
previously estimated (Martin, Rino et al. 2013). However, 3' end processing and 
transcription termination kinetics have been less studied. To determine, with 
single molecule resolution the time of release of RNA molecules in living cells, 
we inserted binding sites for the coat protein of bacteriophage MS2 in the 
terminal region of the β-globin gene (HBB), either in the second (β-M2) or in 
the last exon (β-M3). 
The HBB transcript is composed of three exons and two constitutively spliced 
introns, and the molecular mechanisms that lead to cleavage and 3' end 
processing have been extensively studied using biochemical methods (West, 
Proudfoot et al. 2008). 
A single copy of β-M2, β-M3 or a control transgene without stem-loop 
sequences (β-WTΔ) was stably integrated into the genome of Flp-In T-Rex-
293 cells, through site-specific DNA recombination, under inducible CMV 
promoter control (Tet-On Expression System) (Figure 18A). To perform live-
cell visualization of transcripts, the above described cell lines were transiently 
transfected with a plasmid encoding a fusion protein comprising a GFP linked 
in-frame to the carboxyl terminus of MS2 coat protein (MS2-GFP). A nuclear 
localization signal was inserted in the MS2-GFP construct to favor binding of 
this fusion protein to the nascent RNA molecules. 
The MS2 recognizing sequence is composed by a 4 nt loop and a 7 bp stem 
that harbors a single adenine bulge, forming a 19 nt hairpin structure. Each 
hairpin is coated by two MS2-GFP proteins which form a dimer before binding. 
Because the fluorescence emitted by one MS2-GFP dimer is not sufficient to be 
detected within living cells using our imaging system, 24 stem-loops 
sequences were inserted in the mentioned gene regions (Urbanek, Galka-
Marciniak et al. 2014). 
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To determine whether the insertion of MS2 binding sites in the β-globin 
coding regions interfered with RNA processing, we carried out RT-PCR and RT-
qPCR for splicing pattern and cleavage analysis. Total and chromatin-
associated RNA were isolated from cells transfected and induced in the same 
conditions used for live cell microscopy. Splicing pattern and amount of 
uncleaved transcripts of β-M2 and β-M3 were compared with a cell line 
containing an untagged version of the β-globin gene (β-WTΔ), using the 
primer pairs indicated (Figure 18B, Table M3). The results indicated that the 
efficiency of splicing and cleavage are not affected when the MS2 loop 
sequences are inserted in the last exon of the β-globin gene (β-M3). However, 
when this 1176bp MS2 sequence is inserted in the middle of the gene body 
(exon 2), we detected an increase in the amount of unspliced products, for 
both first and second introns. We also detected an increase in uncleaved 
transcripts in this cell line, when compared to the β-WTΔ and β-M3. Thus, 
comparing with an untagged version of the HBB transcript, the β-M3 transcript 
does not present any splicing and cleavage defects and can be used in the 
determination of the time of cleavage of the HBB transcript. 
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Figure 18. Biochemical analysis of splicing and cleavage efficiencies for the HBB pre-
mRNA molecules.  
A) Schematic illustration of the structure of three HBB transgenes used in this study. 
Tetracycline-inducible expression is under the control of a human CMV promoter. 
Binding sites for MS2 were inserted into either the second or third exon. B) RT-PCR of 
HBB RNA unspliced (US) and spliced (S) and RT-qPCR analysis of HBB RNA uncleaved 
(UC). Total and chromatin-associated RNA was extracted and reverse amplified using 
random primers. RT-PCR and RT-qPCR primers to detect different HBB isoforms are 
represented as coloured arrows. The asterisk denotes statistically significant 
differences (Student’s t-test *p<0.05).  
 
3.4.3. The time of release of β-globin transcripts from the transcription site 
ranges between 15 and 25 seconds. 
Cells were imaged using a spinning-disk confocal microscope after the 
expression of the single-copy reporter gene β-M3 with doxycycline for 4 
hours. Images were recorded every 5 seconds, for a variable number of 
timepoints (frames), but no longer than 80 timepoints (~6 minutes) per cell. 
Each timepoint analysed consists of the highest-intensity z-plane at 0,27 μm 
thickness of a total of 8 imaged z-planes. RNAs were imaged as diffraction-
limited particles that were than analysed using the STaQTool program (Rino, de 
Jesus et al. 2016) (Figure 19). Before analyzing the fluorescence variation at the 
transcription site (TS), a calibration step was performed in which a fluorescence 
intensity (TFI) range and a width (W) range were determined for single 
fluorescent transcripts. Since mRNA molecules diffuse individually throughout 
the nucleus (Fusco, Accornero et al. 2003, Shav-Tal, Darzacq et al. 2004), 
nucleoplasmic-released mRNAs correspond to a unique population and the 
range of TFI and W values were calculated using the image analysis program 
STaQTool (Rino, de Jesus et al. 2016) (Figure 19). Following this calibration 
step, TFI values can be translated into the average number of RNA molecules 
present at the site of transcription. After the identification of the transcription 
site, we performed single spot tracking on nascent RNAs and determined the 
TFI of single RNA molecules for each time point of acquisition. Cycles of 
fluorescence increase and loss corresponding to the permanence of the 
fluorescently labelled exon 3 of β-M3 transcript were then manually identified. 
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Figure 19. Identification of the transcription site and nucleoplasmic released RNA 
molecules.  
A spinning-disk confocal microscope was used to obtain lime-lapse and z-stack 
images of cells expressing β-M3 transcripts tagged with MS2-GFP in the third exon. z 
stacks of optical sections were obtained every 5 seconds (sec). Maximum-intensity 
projection images of fluorescence at the transcription site were generated for each 
time point and pseudocolored. The software identifies diffraction-limited spots in the 
cell nucleus at each time point and performs Gaussian fitting on the TFI and W 
distributions and outputs their mean values as well as upper and lower values for the 
68% (1 standard deviation) and 95% (2 standard deviations) range. Additionally, it plots 
the TFI at the transcription site over time for the construct analysed. Adapted from 
(Rino, de Jesus et al. 2016). 
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As the RNAPII transcribes the last exon of the HBB reporter gene containing the 
24 repeated hairpin sequence, fluorescently coated MS2 proteins bind as 
homodimers to the newly synthesized RNA hairpin structures. The cumulative 
binding of MS2-tagged proteins to the newly synthesized RNA molecule over 
time leads to an increase in fluorescence until the RNA stem-loops are fully 
synthesized and a maximum fluorescence intensity is reached. It is then 
expected that RNAPII proceeds through the remaining exonic sequence (80 bp 
coding and 134 bp 3' UTR sequences) and downstream 3' sequence. During 
this time, MS2-GFP-tagged nascent transcript remains attached to RNAPII at 
the transcription site and fluorescence intensity is maintained, until cleavage 
and release of the nascent transcript, corresponding to a decrease in 
fluorescence intensity (Figure 20 A and B). 
 
Figure 20. Detection of fluorescent cycles corresponding to synthesis of a single pre-
mRNA molecule.  
A) Diagram of expected single nascent transcript fluorescence intensity trajectory over 
time. B) The interaction of MS2 proteins fused to GFP with the exonic stem loops allows 
the transcribed pre-mRNAs to be visualized over time and cycles of synthesis-
permanence-release to be identified. 
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With this system we were not able to determine exactly when cleavage, 3' end 
processing and release of the nascent transcript occur within the fluorescence 
cycles observed: it may occur during maintenance and/or decrease of 
fluorescence signal. Thus, to avoid the introducing an analysis bias we 
considered time of cleavage/release as the time of the fluorescence cycle 
duration, which includes the time of synthesis, permanence and release of the 
nascent transcript.    
We manually identified 64 synthesis-permanence-release cycles (events) based 
on fluorescence fluctuations and independently of RNAPII occupancy. Among 
those 64 events, 22 synthesis-permanence-release cycles were immediately 
preceded by background levels of fluorescence, indicating we were measuring 
single-molecule events (Figure 21A).  
Furthermore, we hypothesized that if the observed fluorescence cycle duration 
results from efficient RNA transcription and processing, knocking down the 3' 
end processing endonuclease CPSF3 will lead to an increase in cycle duration. 
CPSF73 was shown to be the endonuclease that cleaves the nascent RNA at the 
CA dinucleotide (Mandel, Kaneko et al. 2006, Shi and Manley 2015). Thus, we 
performed time-lapse and multiplane imaging of nascent transcripts in single 
cells upon disruption of 3' end processing mechanism and evaluated the effect 
of this interference based on cycle duration. We manually identified 54 
synthesis-permanence-release events, 29 of those correspond to single RNA 
molecules visualized at a time. Upon CPSF3 KD, the time of a cleavage of β-
globin transcript at the TS increases to 20-40 secs (Figure 21B and C).  
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Figure 21. Identification of fluorescent cycles corresponding to synthesis, permanence 
and release of a single HBB pre-mRNA molecule.  
A and B) Average TFI fluctuation of single-molecule events at TS over time in A) control 
cells and B) CPSF3 depleted. Each plot (Control and siCPSF3) is accompanied by a 
representative example of a synthesis-permanence-release event. C) Left panel: box 
plot representing the distribution of the duration of cycles of synthesis-permanence-
release in Control and CPSF3 depleted cells. The asterisk denotes statistically 
significant differences (Kruskal–Wallis, *p<0.05, **p<0.01). Right panel: Western blot 
showing knockdown efficiencies of siRNA treatments for CPSF73. 
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3.4.4. IgM pre-mRNA molecules with stem loops inserted in the last exon are 
efficiently spliced, cleaved and terminated 
Having determined the time of release of single HBB transcripts, we were next 
interested in determining whether the time of cleavage obtained for the β-M3 
was specific of this construct or whether it represents a more general feature 
of other genes. We then focused our analysis on the mouse immunoglobulin μ 
reporter gene, here referred as IgM minigene.  
In this case, we took advantage of the PP7 system, previously introduced by 
Larson et al, that is based on a similar principle as the MS2 system (Larson, 
Zenklusen et al. 2011). We inserted in the last exon of the IgM minigene a 
sequence with 24 stem-loop sequences containing a 6 nt loop and an 8 bp 
stem loop, that has a high-affinity interaction with a phage protein.  
Furthermore, we were interested in determining how cleavage/release is 
interconnected with splicing and termination of transcription. For that, MS2 
binding sites were inserted in the intron and λN22 binding sites were inserted 
after the poly(A) and cleavage site of the IgM minigene (Figure 22A). The λN22 
system is the second most frequently used RNA imaging system after the MS2 
system and is based on the recognition of a 15 nt hairpin constituted by a 5 nt 
loop and 5 bp stem recognized by the N phage protein. A single copy of this 
triple-labelled transcript was stably integrated into the genome of Flp-In T-
Rex-293 cells, through site-specific DNA recombination, under inducible CMV 
promoter control and Tet-On Expression System, generating the IgM-MPB cell 
line (Figure 22A).  
To determine whether the insertion of MS2, PP7 and λN22 binding sites in the 
IgM minigene interfered with RNA processing, we carried out RT-qPCR for 
analysis of splicing, cleavage and termination efficiencies. As a control and for 
comparison, we generated a cell line expressing an IgM reporter gene that 
does not contain stem-loop sequences at the poly(A) and past poly(A) regions, 
herein called IgM-MS2 (Figure 22A). We purified RNA from the chromatin, 
nucleoplasm and cytoplasm fractions and performed RT-qPCR to detect spliced 
and unspliced isoforms (Table M3). The ratio unspliced/spliced (US/SP) 
isoforms decreased from the chromatin to the nucleoplasm fraction, being 
almost zero in the cytoplasm, which indicates that this transcript is spliced 
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efficiently in the nucleus (Figure 22B). Simultaneously, a cyan fluorescent 
protein (CFP) coding sequence fused to a peroxisomal targeting sequence (PTS) 
was inserted in-frame in the second exon of the IgM minigene, allowing us to 
confirm that this engineered transcript was correctly spliced and exported to 
the cytoplasm. Consistent with the RT-qPCR result, cyan fluorescence was 
detected in the cytoplasmic peroxisomes (Figure 22B). Additionally, RNA 
purified from the chromatin fraction was reverse transcribed and used as 
template to determine the amount of uncleaved (UC) and unterminated (UT) 
IgM transcripts. UC and UT RT-qPCR values were normalized to the CPF-PTS 
coding region. The results show that the amounts of UC and UT transcripts in 
the IgM-MPB cell line are lower compared to the values obtained in the IgM-
MS2 cell line that does not contain stem-loops in the 3' region of the gene. 
This shows that the efficiencies of cleavage of the IgM transcript and 
termination of transcription are not perturbed by the insertion of PP7 and 
λN22 binding sites. 
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Figure 22. Biochemical and image analysis of splicing and cleavage efficiencies for the 
IgM pre-mRNA molecules.  
A) Schematic illustration of the structure of two IgM transgenes used in this study. 
Tetracycline-inducible expression is under the control of a human CMV promoter. 
Binding sites for MS2 were inserted into the intron, binding sites for PP7 were inserted 
in the second exon and binding sites for λN22 were inserted in the past-polyA region 
of the IgM minigene. B) Analysis of splicing efficiency of IgM-MPB by RT-qPCR in which 
ratio of unspliced/spliced (US/SP) was calculated, and by the visualization of the 
protein product by confocal microscopy. C) RT-qPCR analysis of IgM-MPB RNA 
uncleaved (UC) and unterminated (UT) isoforms normalized to the expression level of 
exon 2. Chromatin-associated RNA was extracted from and reverse amplified using 
random primers. RT-PCR and RT-qPCR primers to detect different IgM isoforms are 
represented as black arrows. * represents recombination site. 
 
3.4.5. β-globin and IgM transcripts take similar time to be released from the 
transcription site 
In accordance with the torpedo model of termination, cleavage may regulate 
the timing of release and polyadenylation of nascent transcripts but may also 
influence transcription termination (Proudfoot 2016). 
β-globin was identified as having a co-transcriptionally cleaved (CoTC) type of 
termination element (Dye and Proudfoot 2001), while transcription of the IgM 
reporter gene terminates via a mechanism that is independent of a CoTC 
element. In CoTC-type of termination, cleavage first occurs at an A/T-rich 
element 1-2kb downstream of the poly(A) site, allowing XRN2 entry and 
degradation of the downstream RNA molecule.  
Single-molecule kinetics analysis of these two types of cleavage has never 
been performed before, thus, the analysis of β-globin and IgM might therefore 
allow investigation of the similarities and differences in the timing of CoTC-
dependent and CoTC-independent release/transcription termination. 
To do that, we performed single molecule analysis and compared the time of 
diffusion of β-M3 RNAs away from the transcription site with the time of 
diffusion of IgM-MPB RNAs. After PP7-GFP plasmid transient transfection and 
reporter gene expression induction, we carried out time-lapse and multiplane 
imaging using a spinning-disk confocal microscope. We performed single spot 
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tracking on nascent RNAs after identification of the transcription site. Using 
the STaQTool program we determined the fluorescence intensity of single RNA 
molecules for each timepoint of acquisition. Based on that, we manually 
identified 64 synthesis-permanence-release cycles (events) based on 
fluorescence fluctuations. Finally, we graphically plotted the distribution of 
cycle duration. Among those, 29 synthesis-permanence-release cycles were 
immediately preceded by background levels of fluorescence (Figure 23). 
Interestingly, time of release of the IgM transcript from the TS is 15-25 secs, 
similarly to what has been previously described for the HBB construct. From 
this, we conclude that different transcripts take the same time to be released 
from the transcription site independently of the presence of the downstream 
cleavage element CoTC. 
 
Figure 23. Distribution of time of release for HBB and IgM transcripts.  
Box plot displaying the distribution of the duration of cycles of synthesis-permanence-
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3.4.6. Different processing steps have different kinetics 
Time-based studies utilizing live-cell imaging have been previously used for 
the analysis of transcription elongation and splicing kinetics (Schmidt, Basyuk 
et al. 2011, Martin, Rino et al. 2013, Coulon, Ferguson et al. 2014, Tantale, 
Mueller et al. 2016). However, comparatively to other processes of the 
transcription cycle, transcription termination has been the most understudied 
(Darzacq, Shav-Tal et al. 2007, Palangat and Larson 2016). To overcome this 
gap, we decided to directly measure the time of termination of transcription of 
the previously used IgM reporter by live-cell microscopy. To make the IgM RNA 
visible at the past poly(A) region, we inserted BoxB stem-loops that are bound 
by λN fluorescent proteins once the RNAPII transcribes the downstream region 
of the cleavage site. Complementarily, we decided to determine the time of 
splicing of IgM pre-mRNA by inserting MS2 binding sites in the intronic region 
of the transcript. After MS2-GFP plasmid transfection, we measured 
fluctuations in MS2 fluorescence intensity at the transcription site which 
allowed estimation of intron lifetime as a measure of time of splicing. With this 
approach, we were able to measure kinetics splicing and termination for the 
same reporter. 
By looking at the λN-GFP fluorescence signals at the transcription site, we were 
able to determine that transcription took around 20 to 80 seconds to terminate 
after the ribonucleotide synthesis of the past poly(A) region (Figure 24). 
Consistently with what has been previously described for β-globin and IgM 
transgenes (Martin, Rino et al. 2013), we determined that time of splicing, 
assessed as a measure of intron lifetime, ranges between 20 and 50 seconds. 
For comparison, the time distribution of release previously determined is also 
indicated (Figure 24). 
In summary, our results showed that different transcripts are processed with 
similar kinetics, but different processing mechanisms occur in a specific time 
window. 
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Figure 24. Distribution of time of release, splicing and termination of IgM transcripts.  
Box plot displaying the distribution of the duration of cycles of synthesis-permanence-
release of different regions throughout the pre-mRNA of IgM-MPB (exon, intron and 
past-poly(A) region). The asterisk denotes statistically significant differences (Kruskal–
Wallis, *p<0.05, **p<0.01)  
3.4.7. CPSF73 KD specifically delays time of release 
Molecular interactions between mRNA processing reactions and transcription 
have been extensively described [reviewed in (Proudfoot, Furger et al. 2002, 
Bentley 2014)]. Specifically, connections between 3' end processing and 
splicing have been demonstrated. Most of those conclusions were based on 
studies where mutations in poly(A) signals were shown to reduce the efficiency 
of splicing of the upstream intron (Rigo and Martinson 2008). However, 
protein-protein interactions between cleavage, polyadenylation and splicing 
factors were also demonstrated to play a role in exon definition of the last 
exon (Kyburz, Friedlein et al. 2006). Signals that regulate 3' end processing 
were also shown to play a role in transcription termination, since efficient 
termination requires a functional poly(A)signal. Additionally, it was shown that 
depletion of CPSF73 substantially reduced RNAPII pausing over the cleavage 
site, reflecting transcriptional termination defects (Nojima, Gomes et al. 2015). 
To establish the impact of 3' end processing on the kinetics of release, splicing 
and transcription termination by live-cell microscopy, we depleted CPSF73 by 
RNAi and measured fluorescence cycles at the transcription site of IgM 
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minigene. We start by measuring synthesis-permanence-release fluorescence 
cycles of the 3' region of the transcript and found that IgM-MPB transcripts 
take longer to leave the chromatin template upon downregulation of CPSF73, 
which is in accordance with what we had observed for the β-M3 transcript 
(Figures 21A and 25). In contrast, we found that CPSF73 depleted cells showed 
no splicing or termination defects, as intron and past poly(A) transcript 
lifetimes were not significantly changed when compared with control cells 
expressing normal levels of the cleavage and polyadenylation factor (Figure 
25). Thus, our data showed that CPSF73 knock-down specifically delays time 
of release of IgM MPB transcripts, which argues against the coupling model 
proposed for this transcript. 
 
Figure 25. Distribution of time of release, splicing and termination of IgM transcripts 
upon CPSF73 KD.  
Box plot displaying the distribution of the time of release, splicing and transcription 
termination in control and CPSF73 KD cells. The asterisk denotes statistically 
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Deregulation of pre-mRNA processing is one of the main causes of genetic 
disease in human individuals. The main goal of this work was to elucidate the 
impact that defects in pre-mRNA splicing and cleavage have on mRNA 
biogenesis, stability and kinetics. The systems we used in these studies 
consisted of patient-derived cell lines (both wild-type and several splicing 
mutants) and engineered HEK 293 cell lines with inducible expression of a 
variety of versions of two reporter genes. The main discoveries of this work 
were that splice site mutations trigger chromatin-associated RNA surveillance 
responses that contribute to down-regulate the expression of abnormal 
mRNAs (Chapter 3.1), that deep-intronic mutations most often create donor 
splice sites that lead to the inclusion of pseudo-exon in the mRNA (Chapter 
3.2), and that release of reporter transcripts from the transcription site occurs 
within seconds and with specific kinetics that is distinct from splicing and 
transcription termination (Chapter 3.4). We analysed six cell lines derived from 
patients carrying splice-site mutations and in three of them we found reduced 
mutant RNA levels associated with chromatin. In two of these lines, lower 
abundance of mutant chromatin-associated RNA correlated with reduced 
transcriptional activity. Additionally, we analysed published data from patients 
carrying deep-intronic splicing mutations and showed that pseudo-exon 
inclusion is the main consequence for mRNA biogenesis caused by the creation 
and activation of deep-intronic splice sites. Moreover, we highlight the 
importance of selecting the appropriate nascent RNA purification protocol in 
order to obtain the most accurate calculation of co-transcriptional splicing 
efficiency (Chapter 3.3). Regarding the study of 3' end kinetics, we found that 
release of a fully transcribed single mRNA molecule from the site of 
transcription is accomplished in 15-25 seconds and it is specifically regulated 
by the activity of a cleavage and polyadenylation factor with known relevance 
in the context of human disease. 
 
 
A co-transcriptional quality control operates in patient-derived cell lines 
A link between splicing mutations and transcription has been previously 
described (Kwek, Murphy et al. 2002, Damgaard, Kahns et al. 2008). In the 
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study by Damgaard et al, mutations in the promoter-proximal 5' splice site 
were shown to severely decrease transcription by a mechanism that involved 
U1 snRNA recognition and assembly of the preinitiation complex (Damgaard, 
Kahns et al. 2008). Here we observe a similar scenario for the TAZ 5' splice site 
mutant (SM). However, we also detected decreased transcription of the 
MARVELD2 3'SM gene, which contains a 3' splice site mutation in the third 
intron. This observation raises the possibility that additional mechanisms are 
involved in coupling transcription to splicing efficiency. Indeed, inefficient 
splicing can cause stalling of spliceosomes on the transcripts, leading to 
recruitment of the RNAi machinery, heterochromatin formation and 
transcriptional silencing (Bayne, Portoso et al. 2008, Dumesic, Natarajan et al. 
2013). Down-regulating the transcription of mutant genes appears 
‘economical’, as it saves energy in producing and discarding aberrant RNAs. 
Yet, many transcripts produced from genes with splicing mutations escape this 
type of control.  
Although transcription from the TAZ 3'SM and XPC 3'SM genes is similar to 
wild-type, RNA levels associated with chromatin differ significantly. The 
steady-state level of chromatin-associated TAZ 3'SM transcripts is higher than 
wild-type, whereas XPC 3'SM transcripts are reduced compared to wild-type. 
The results obtained with TAZ 3'SM transcripts is reminiscent of our previous 
observations with β-globin splicing mutants (Custodio, Carmo-Fonseca et al. 
1999, de Almeida, Garcia-Sacristan et al. 2010), suggesting that abnormally 
processed RNAs persist associated with the chromatin template and 
consequently accumulate in this fraction. In contrast, the results obtained with 
XPC 3'SM suggest that these transcripts undergo a fast co-transcriptional 
decay most likely mediated by the exosome and/or XRN2 (Davidson, Kerr et al. 
2012).  
A main conclusion from this study is that disease-causing splicing mutations 
can have a variety of effects on mRNA biogenesis. For all disease-associated 
genes analysed, a single splice site mutation leads to expression of multiple 
mRNA isoforms. Some of these isoforms may contain a PTC due to a frame 
shift caused by activation of a cryptic splice site or exon skipping, others may 
be recognized as abnormally spliced due to intron retention, while others may 
not be recognized as faulty (namely, if the reading frame is not disrupted). 
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Thus, depending on the isoform expressed, the mutant RNAs may be 
differentially recognized by distinct surveillance mechanisms. We also found 
that TAZ, MARVELD2 and XPC genes are expressed at low levels in 
immortalized lymphoblastoid cells. Since the proteins encoded by these genes 
have tissue-specific functions, it remains to be established whether the 
patterns of mRNA biogenesis observed in lymphoblastoid cells are 
physiologically representative. Another limitation of working with immortalized 
lymphoblastoid cell lines is that these cells were resistant to RNA interference 
manipulations aimed at identifying the nucleases responsible for mutant RNA 
degradation in the nucleus. For future studies, iPSCs derived from patients are 
likely to represent improved disease models. Differentiation of iPSCs into the 
specific cell types that require expression of the mutant genes for their normal 
function will provide a valuable system to address how cytoplasmic and nuclear 
quality control mechanisms operate to reduce expression of abnormal RNAs 
caused by splicing mutations.  
 
 
Deep-intronic variations: a source of disease causing-mutations 
Despite major advances in clinical genetic analysis introduced by the 
application of next-generation sequencing strategies, approximately half of 
the patients remain without a precise genetic diagnosis, which represents a 
significant limitation for clinical care. Here we highlight that DNA intronic 
variants located throughout introns can be the cause of human disease and 
should be investigated when first line approaches such as next-generation 
sequencing-based gene panels, whole-exome sequencing, microarray and 
multiplex ligation-dependent probe amplification-based deletion/duplication 
analysis fail to identify a causative mutation.  
In order to find novel deep intronic mutations and determine their 
pathogenicity it is crucial to combine sequencing of intronic regions with 
studies addressing the mRNA molecules produced in affected tissue from 
patients. This can be done by conventional RT-PCR analysis and sequencing of 
cDNA products, or by direct RNA-seq analysis. Examination of the patient's 
transcriptome has the advantage of rapidly detecting the presence of abnormal 
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splicing isoforms (Gonorazky, Liang et al. 2016). Reduced levels of mutant 
transcripts are normally indicative of a disease-causing mutation that either 
disrupts normal splicing and targets abnormal mRNAs for degradation or 
inactivates a transcriptional regulatory motif. However, in some cases the 
mutation interferes with regulatory motifs or non-coding RNAs that control the 
expression of other genes. RNA-seq is clearly the best approach for quickly 
identifying these situations.     
It is now clear that introns harbor a multiplicity of functional or potentially 
functional elements and that variants located deeply within introns can lead to 
human disease through a variety of molecular mechanisms: creation and 
activation of non-canonical splice sites (ss), activation of splicing enhancer 
motifs, abolishment of splicing silencer motifs and transcription enhancer 
elements and disruption of non-coding RNA gene sequences. 
Deep intronic mutations that contribute the most to genetic disease tend to 
affect splicing-related mechanisms and, lead to the inclusion of pseudo-exon 
in the mRNA. Less frequently, these types of mutations cause retention of 
intronic sequences through weakening of canonical ss. To our knowledge, 
exclusion of authentic exonic sequences is an extremely rare consequence of 
deep intronic mutations and was only reported once for a mutation in the last 
intron of the GBE1 gene (Akman, Kakhlon et al. 2015). 
Pseudo-exon inclusion in the mRNA molecule most often result from the 
creation of a new donor ss by mutation followed by the activation of a pre-
existing upstream non-canonical acceptor ss. Interestingly, the majority of 
pathogenic mutations responsible for the generation of new boundaries in 
authentic exons (activation cryptic ss) are located within canonical donor ss 
rather than acceptor ss (Vorechovsky 2006, Buratti, Chivers et al. 2007, Buratti, 
Chivers et al. 2011). Moreover, it has been proposed that the correct 
recognition of a donor ss drives correct recognition of an upstream acceptor ss 
(Chen, Huo et al. 2000, Krawczak, Thomas et al. 2007) and both contribute to 
exon definition [reviewed in (De Conti, Baralle et al. 2013, Hollander, 
Naftelberg et al. 2016)]. Thus, upon activation, pseudo-exons seem to rely on 
the same mechanisms that allow authentic exons to be included in the mRNA. 
Remarkably, compared to authentic exons, pseudo-exons tend to be smaller in 
size. Interestingly, it was suggested that alternatively spliced exons have 
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weaker splicing signals and shorter exon length (Zheng, Kwon et al. 2005). 
Recognition of exons is regulated by the presence of recognizable ss but also 
cis-acting splicing regulatory elements. The reduced presence or complete 
absence of those elements may favor the inclusion of pseudo-exons with lower 
nucleotide content (Grellscheid and Smith 2006).  
In addition to cis-acting elements the secondary structure of the pre-mRNA is 
increasingly recognized as a general modifier of splicing. In accordance with 
that, perturbation of the RNA structure has also been proposed as a 
consequence of deep intronic mutations.  A point mutation located within 
intron 5 of the CLASP1 gene was described as pinpointing a modification of the 
secondary structure of the U4ATAC snRNA gene, which would further 
compromise its interaction with other spliceosomal components, leading to 
general splicing defects of U12-dependent introns (Edery, Marcaillou et al. 
2011). Structural intronic features were also proposed as key regulators in 
pathological ATM and CFTR pseudoexon inclusion events (Buratti, Dhir et al. 
2007). 
Furthermore, binding sites of regulatory proteins are other regions that are 
often disrupted upon deep intronic mutations. Most of them cause inclusion of 
pseudo-exon in the mRNA and decrease in mutant gene transcription due to 
changes in molecule affinity of RNA and DNA binding proteins, respectively. It 
remains to clarify if alterations in DNA methylation, histone marks, nucleosome 
positioning and the kinetics of transcription are associated with this type of 
mutation. If so, screening of chromatin marks would give a good indication of 
the pathogenic consequence of a deep intronic variant and how it may trigger 
QC mechanisms, similarly to splice-site mutations.  
 
 
Purification of nascent transcripts may have an impact on the calculation of 
splicing efficiency 
In mammalian cells, the majority of introns are removed co-transcriptionally, 
while pre-mRNA is attached to the chromatin by RNAPII (Han, Xiong et al. 
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2011, Schmidt, Basyuk et al. 2011, Brugiolo, Herzel et al. 2013). This implies 
not only a mechanistic coupling between the spliceosomal proteins and RNAPII, 
but also a temporal coupling, since co-transcriptional splicing depends on the 
rate of elongation and termination of the transcriptional machinery (Fong, Kim 
et al. 2014, Naftelberg, Schor et al. 2015, Aslanzadeh, Huang et al. 2018). 
Therefore, the isolation of nascent transcripts facilitates the analysis of co-
transcriptional splicing efficiency, by enriching the sample in this sub-
population that constitutes 5-10% of total cellular RNAs. 
Nascent transcripts can be purified from the chromatin fraction or by a short-
time of metabolic labelling with a uridine analogue. The tight interaction 
between RNAPII and the DNA template combined with the sedimentation 
properties of chromatin have been widely used to isolate nascent RNAs to 
study different splicing properties, including its coupling to transcription 
(Pandya-Jones and Black 2009, Bhatt, Pandya-Jones et al. 2012, Herzel and 
Neugebauer 2015). Although the metabolic labelling of nascent transcripts 
with 4sU is a powerful method to assess the kinetics of RNA metabolism, the 
quantification of splicing using this method has been described only once 
(Windhager, Bonfert et al. 2012). 4sU is readily taken by the cells and rapidly 
incorporated into nascent transcripts. An intrinsic property of this population 
of transcripts is that it is heterogeneous, ranging from a few to thousands 
nucleotides in length, reflecting the size of the gene, the position of the 
transcribing RNAPII and the kinetics of intron removal. 
It has been reported that the use of HPDP-biotin to purify 4sU-tagged 
transcripts may be inefficient, as it leads to a bias towards the purification of 
longer transcripts that have incorporated more 4sU molecules. (Duffy, 
Rutenberg-Schoenberg et al. 2015). We, therefore, hypothesized that the 
calculation of splicing efficiencies in a population of nascent transcripts 
captured using this method could be underestimated due a preference for 
longer, unspliced transcripts during the biotinylation reaction. 
RT-qPCR has been widely used to measure splicing efficiency (Vandenbroucke, 
Vandesompele et al. 2001, Ivings, Towns et al. 2008, Singh and Padgett 2009, 
Carrillo Oesterreich, Preibisch et al. 2010, Aitken, Alexander et al. 2011). Here 
we used the same approach to measure co- and post- transcriptional splicing 
efficiencies of four introns. We chose introns that differ in size (from 240 to 
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13000 nt) and kinetics of removal from the pre-mRNA (U2-/U12-dependent) 
and that were transcribed from highly expressed protein-coding genes in HEK 
293 cells. Changes in splicing efficiencies, reflected in changes in the 
proportion of spliced transcripts, were assessed when cells were exposed to 
different times of 4sU incubation, and different nascent RNA purification 
methods (chromatin, HPDP-biotin and MTS-biotin) were applied. 
It has been reported that when 4sU is used at concentrations ranging between 
50 µM and 500 µM, for 48 hours, it can cause harmful effects on cell viability 
(Tani and Akimitsu 2012) and when used at final concentrations of 100 µM for 
6 hours it can cause nucleolar stress and inhibit rRNA synthesis (Burger, Muhl 
et al. 2013). In our study, we performed ultra-short (2 minutes) and short (60 
minutes) 4sU-tagging, and although we could not exclude that 4sU might 
induce some harmful effects in cells, we concluded that its incorporation into 
nascent transcripts does not affect splicing of the analysed introns. 
Next, we compared the proportions of spliced transcripts in a population of 
4sU-tagged transcripts purified either with HPDP- or MTS-biotin. The spliced 
ratios of all the introns analysed were significantly increased in the population 
of transcripts purified with HPDP-biotin relative to the population of MTS-
biotin purified transcripts. Thus, the utilization of MTS-biotin substantially 
reduces the length bias associated with the purification of 4sU-tagged 
unspliced transcripts. 
Taking together, our results show similar splicing proportions of nascent 
transcripts that were either unlabelled or tagged with 4sU, suggesting that this 
metabolic labelling procedure does not significantly interfere with the splicing 
reaction. Moreover, our data reveal that recovery of 4sU-tagged transcripts 
with HPDP-biotin is prone to bias towards the purification of longer unspliced 
pre-mRNAs that have incorporated more 4sU molecules, and thiol-mediated 
purification of nascent RNAs using MTS-biotin clearly reduces this bias. 
Altogether our results underscore the risk for bias in splicing kinetics analysis 
based on 4sU metabolic labelling, which may lead to underestimation of 
splicing efficiencies in populations of nascent transcripts with long introns. 
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Release of nascent transcripts from the transcription site is kinetically 
regulated  
Live-cell and single-molecule studies have given a valuable insight that points 
towards precise kinetic regulation of transcription and pre-mRNA processing. 
Many questions about the molecular processes that take place at 3' end of 
genes remain to be clarified. By using different RNA labelling methods, we 
show that release of nascent transcripts obeys to a precise timing that ranges 
from 15 to 25 seconds and that regulation of transcription termination seems 
be more kinetically permissive ranging between 20 and 80 seconds. 
Previous live-cell imaging estimates suggested that the lifetime of a fully 
transcribed human β-globin RNA at the transcription site was around 116 
seconds (Coulon, Ferguson et al. 2014). In a report from the same research 
group, it was estimated that transcription of an inducible exogenous chimeric 
ecdysone receptor gene took around 450 seconds to terminate (Palangat and 
Larson 2016). 
The different analysis and the choice of the cell lines may contribute to the 
discrepancy among live-cell imaging studies in estimates of time of release 
and transcription termination. In our study we used HEK 293 cell and directly 
identified synthesis-permanence-release cycles of fluorescence that were 
immediately preceded by background levels of fluorescence as the behavior of 
single transcripts at the transcription site. In the other studies, U2OS cells were 
imaged and an auto-correlation function was applied to the fluorescence 
fluctuations of a bulk of RNA molecules being simultaneously transcribed. 
Indeed, mammalian gene transcription appears to be dominated by bursting 
with periods of high transcriptional activity followed by periods of inactivity. 
(Dar, Razooky et al. 2012). In contrast to human promoters, viral promoters 
integrated in mammalian cells show constitutive expression (Yunger, Rosenfeld 
et al. 2010). This may be a problem when performing single-molecule kinetics 
analysis. To overcome this, we used low levels of doxycycline to induce both 
β-globin and IgM minigene expression, therefore increasing the number of 
cells synthesizing a single reporter transcript during image acquisition. 
Nevertheless, we cannot exclude that the widely used insertion of stem-loops 
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and the binding of coat proteins to the newly synthesized RNA molecules may 
perturb kinetics of processing and transcription termination.  
Transcription termination is directly coupled to pre-mRNA processing. So far, 
two models have been suggested to explain how the recognition of a 
functional poly(A) signal triggers termination of transcription. One such model 
implies that co-transcriptional cleavage of the nascent transcript induces 
transcription termination by allowing the access of XRN2. XRN2 is a 5ˈ-3ˈ 
exonuclease that operates in degrading the further RNA produced by the still 
transcribing RNAPII and eventually triggers release of RNAPII from the DNA 
template (Fong, Brannan et al. 2015, Proudfoot 2016). This has been proven to 
be the case of β-globin transcription termination which is assisted by a 
termination sequence element located 800 bp downstream of the poly(A) site 
(CoTC). Cleavage at the cleavage site and polyadenylation of the nascent 
transcript is believed to occur later in the nucleoplasm (Nojima, Dienstbier et 
al. 2013). We measured the duration of fluorescence cycles for the 3' end 
region of a β-M3 transcripts and obtained values ranging from 15 to 25 
seconds. Based on estimated elongation rate of 2-4 kb/min (Singh and Padgett 
2009, Larson, Zenklusen et al. 2011, Martin, Rino et al. 2013), RNAPII is 
expected to take 15-30 seconds to transcribe around 1000 nucleotides from 
the MS2 stem-loop until the CoTC region. Thus, our data is consistent with 
release of pre-mRNA β-M3 transcripts occurring at the CoTC. Moreover, it is 
known that CoTC termination relies on the presence of an upstream poly(A) 
site, suggesting that the conformational change induced by the assembly of 
the cleavage and polyadenylation factors is required for CoTC-dependent 
transcription termination (West, Proudfoot et al. 2008), which is in accordance 
with our observation that CPSF73 knockdown induces a delay in the release of 
β-globin transcripts. 
When analysing a different construct that does not contain a CoTC element nor 
a G/C-rich element downstream the poly(A) site (IgM-MPB), we found that it 
takes a similar time to be released from the transcription site. Thus, the 
presence of a CoTC element does not seem to influence the kinetics of release 
of an exogenous reporter genes. Knocking down the cleavage factor CPSF73 by 
RNAi further supports that termination of IgM minigene depends on a 
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functional poly(A) signal but does not require cleavage at the poly(A) site, as 
previously shown for a different gene model (Zhang, Rigo et al. 2015). 
The time required to release a transcript from the DNA template at the 3' end 
therefore becomes a central parameter in our understanding of RNA 
processing, with implications for both constitutive and alternative 




In summary, our data supports the view that multiple layers of surveillance 
occur both in the nucleus and in the cytoplasm to minimize potentially toxic 
effects caused by faulty mRNAs. Although it is not yet possible to predict which 
splicing mutations will target RNAs for co-transcriptional surveillance or which 
deep intronic variant will be pathogenic, we expect this work will contribute to 
open new research venues addressing the impact of splice-sites and deep 
intronic mutations on mRNA biogenesis in the context of human genetic 
diseases. Although mRNA analysis is critical for establishing pathogenicity of 
splice-site, deep intronic and 3' end mutations, biopsy material from affected 
patient tissues is not always available. This may represent a significant 
limitation, namely for the study of neurogenetic disorders. Notably, the genes 
with the longest introns tend to be most highly expressed in the brain (Sibley, 
Emmett et al. 2015), and non-canonical splicing mechanisms appear enriched 
these long introns (Roy and Irimia 2008, Pickrell, Pai et al. 2010). Thus, it will 
be particularly interesting to explore the contribution of deep intronic 
mutations to human brain disorders and a number of recent possibilities 
obviate the requirement for brain biopsy. These include using neurons 
differentiated in vitro from either induced pluripotent stem cells (Bellin, 
Marchetto et al. 2012) or through direct reprogramming (Tsunemoto, Eade et 
al. 2015). Ultimately, understanding how disease-causing splicing mutations 
affect mRNA biogenesis may help in the rational design of more effective 
therapies for these disorders. 
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Cell lines and cell culture  
Lymphoblastoid B cell lines 
Lymphoblastoid cell lines immortalized by Epstein–Barr virus infection were 
obtained from the NIGMS Human Genetic Cell Repository collections of the 
Coriell Institute for Medical Research, USA. Barth syndrome cell lines are 
GM22129; GM22165; and GM22150. Deafness, autosomal recessive 49 cell 
lines are GM20190; GM20193; GM20172; GM20189 and Xeroderma 
Pigmentosum cell line is GM04490. The healthy donor cell line is GM16113. 
The cell lines are described in detail in Table 1. Cells were cultured in RPMI 
1640 medium supplemented with 18% heat-inactivated serum, 2 mM non-
essential amino acid solution and 2 mM L-Glutamin at 37°C in 5% CO2. All cell 
culture reagents were from Gibco, UK.  
HEK 293 cell line 
HEK 293 cell line was purchased from Invitrogen Life Technologies and grown 
as mono- layer in Dulbecco’s modified Eagle medium – DMEM (Gibco, UK) 
supplemented with 10% fetal bovine serum at 37°C in 5% CO2.  
Plasmids  
The HBB genomic clone containing a deletion of 593 bp in intron 2 between 
Rsa I and Ssp I sites was previously described (Antoniou et al 1998). 
pcDNA5/FRT/TO-RWT4 was constructed by inserting a NcoI–Acc65I (blunted) 
fragment containing the human HBB gene (from ATG to 1800 bp past the 
poly(A) site) into the KpnI (blunted) site of pcDNA5/FRT/TO (Invitrogen). The 
pcDNA5/FRT/TO-EF10 and pcDNA5/FRT/TO-#2MC clones were constructed as 
the pcDNA5/FRT/TO-RWT4 clone. Additionally, the MS2 fragment was excised 
by BglII and BamHI digestion, blunted and inserted into either the EcoRI site of 
HBB exon 3, or the Bam HI site of HBB exon 2. The sequence corresponding to 
6 MS2 stem-loops was excised from Pcβwtβ2-6MS2 ( Lykke-Andersen et al., 
2000) by PCR using the BglII5MS2For and BamHI5MS2Rev pair of primers, 
followed by BglII and BamHI digestion and insertion into the BglII and BamHI 
digested pCMV5 vector, generating pCMV5-6MS2. An array of 24 stem-loops 
was constructed by successive insertions of BglII - BamHI pCMV5-6MS2 
fragments into the BglII site of pCMV5-6MS2.  
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The IgM and IgM-PY minigenes were amplified from pμM (IgM M1-M2) and 
pPy-AdML-IgM derived constructs described in (Guth et al., 1999 and Guth et 
al., 2001) using specific primers IgM-Fw and IgM-Rev or IgM-PY-Rev 
respectively, to introduce Acc65I and BamHI sites and delete a stop codon in 
exon M2. After Acc65I and BamHI digest the resulting fragments were ligated 
into the same sites in pECFP-PTS1 generating the vectors pIgM-CFP-PTS1 and 
pIgM-PY-CFP-PTS. Intron extensions were generated by PCR amplification of 
fragments from the first intron of mouse RNA Pol II gene using genomic DNA 
from a murine erythroleukemia (MEL) cell line. The 24 MS2 repeat sequence 
was ligated into the blunted intronic BbvCI site in pIgM-CFP-PTS1, pIgM-PY-
CFP-PTS1, pIgM-600-PY-CFP-PTS1 and into the intronic SwaI site in pIgM-
1.7k-PY-CFP-PTS1 respectively. From the pECFP-N1 vector backbone, the final 
constructs were cut out with HindIII and HpaI and ligated into HindIII and 
Eco32I sites in pcDNA5/FRT/TO. 
The sequence corresponding to 5 λN binding sites (BoxB) was excised from 
pβglobin.5BoxB (Gehring et al., 2003) by PCR using the BglII5BoxFor and 
BamHI5BoxRev pair of primers, followed by BglII and BamHI digestion and 
insertion into the BglII and BamHI sites of pCMV5, generating pCMV5-5BoxB. 
An array of 25 binding sites was then constructed by successive insertions.  
Stable Cell Line Construction 
Isogenic, inducible stable cell lines were generated through Flp recombinase-
mediated integration by cotransfecting the Flp-InTM T-RExTM-293 
(Invitrogen) host cell line harboring a single Flp recombination target site with 
a plasmid expressing the Flp recombinase (pOG44, Invitrogen) and 
pcDNA5/FRT/TO-RWT4, pcDNA5/FRT/TO-EF10, pcDNA5/FRT/TO-#2MC or 
pcDNA5/FRT/TO-IgM constructs at a 9:1 ratio using FuGENE 6 Transfection 
Reagent (Roche). After transfection, the Flp-In T-REx-293 cells were 
maintained under selective pressure in the presence of 200 μg/ml hygromycin 
B (Roche) and 15 μg/ml blasticidin (Invitrogen).  
Transient transfections  
The Flp-InTM T-RExTM-293 β-WTΔ, β-M2, β-M3, IgM-1.7k-PY-MS2 and IgM-
1.7k-PY-MPB cell lines were grown as monolayer in Dulbecco’s modified Eagle 
medium (DMEM) supplemented with 10% fetal bovine serum and 2 mM L-
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Glutamin (all cell culture reagents were from Invitrogen). Cells were grown to 
approximately 70% confluency and transfected 24 hours before imaging with 
plasmids encoding MS2-GFP, PP7-GFP or λN-GFP fluorescent fusion proteins. 
Plasmid DNA was transfected using Lipofectamine™ 2000 (Invitrogen) 
according to the manufacturer’s protocol. Plasmid expressing the MS2 coat 
protein fused to GFP was a gift of E. Bertrand (Boireau et al., 2007 and Fusco et 
al., 2003) and the λN-GFP and PP7-GFP plasmid was a gift of J. Ellenberg 
(Daigle and Ellenberg, 2007). Expression of HBB and IgM transgenes was 
induced with 0.1 µg/ml doxycycline for 2 hours. 
RNA interference  
Levels of CPSF73 were reduced by SMART pool siRNA (Thermo Scientific). As 
unspecific siRNA control a sequence targeting the firefly luciferase gene (GL2) 
was used (Elbashir et al 2001). 
Cells were plated in the day before transfection such that they were 40% 
confluent. The siRNA duplexes were transfected at a final concentration of 20 
nM using Lipofectamine RNAiMAX reagent (Life Technologies) according to the 
manufacturer’s protocol and cells were incubated for 72 hours.  
Drug treatment 
Lymphoblastoid cell lines were treated with 50 µg/ml cycloheximide (C7698, 
Sigma, USA) for 3h at 37°C. 
Total RNA isolation and sub-cellular fractionation 
Nuclear and cytoplasmic RNA fractions were isolated as described (37). Briefly, 
cells were incubated in RSB buffer (10 mM Tris, pH 7.4, 10 mM NaCl, 3 
mMMgCl2) for swelling, centrifuged and resuspended in RSBG40 buffer (10 
mMTris, pH 7.4, 10 mM NaCl, 3 mM MgCl2, 10% glycerol, 0.2% Nonidet P-40 
(lymphoblastoid cells) or 0.5% Nonidet P-40 (HEK 293 cells), 0.5 
mM dithiothreitol and 40 U/ml RNase) for lyses of the cell membrane. The 
fractionation of the nuclei into chromatin-associated and nucleoplasmic RNA 
was adapted from (13–15). The nuclear pellet was gently resuspended in a 
prechilled glycerol buffer (20 mM Tris pH 7.9, 75 mM NaCl, 0.5 mM EDTA, 
0.85 mM DTT, 0.125 mM PMSF and 50% glycerol) and an equal volume of cold 
nuclei lysis buffer (10 mM HEPES pH7.6, 300 mM NaCl, 0.2 mM EDTA, 1 
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mM DTT, 7.5 mM MgCl2, 1 M Urea and 1% NP-40) was added. The tube was 
gently vortexed for 2 × 2 s and incubated for 10 min on ice. Chromatin was 
pelleted and incubated in 10 mM Tris pH 7.5, 500 mM NaCl, 10 
mM MgCl2, 100 U/µl DNase I, 100 U/µl RNase OUT. RNA was extracted from 
each fraction and from the whole cell using PureZOL RNA isolation reagent 
(Bio-Rad, USA) and treated with RNase-free DNaseI (Roche). 
4sU labelling of nascent transcript 
4-thiouridine (4sU, Sigma) was added to the cells and made up to a final 
concentration of 500 µM. Lymphoblastoid B cells were incubated with 4sU for 
10 minutes and HEK 293 cells for 2 or 60 minutes, total RNA was immediately 
extracted using PureZOL RNA isolation reagent (Bio-Rad, USA). 
Purification of 4sU-labelled RNA 
4sU-labelled RNA extracted from lymphoblastoid B cells was purified using 
HPDP-biotin as described in Friedel and Dolken (Friedel and Dolken 2009). 
Regarding HEK 293 cells, 4sU-labelled RNA was purified using HPDP-biotin or 
MTS-biotin, following protocols adapted from Friedel and Dolken (Friedel and 
Dolken 2009) and from Duffy et al. (Duffy, Rutenberg-Schoenberg et al. 2015). 
Shortly, the thiol-labelled RNA was biotinylated using EZ-Link HPDP-biotin 
(Pierce, USA) or MTS-biotin (Biotium, USA) and separated from untagged 
species using µMACS streptavidin coated magnetic beads and columns 
(Miltenyi, Germany). Biotinylation reactions were carried out in a total volume 
of 1 ml (HPDP-biotin) or 250 μl (MTS-biotin) and incubated at room 
temperature for 90 minutes. All reaction contained 100 μg total RNA, 10 mM 
HEPES (pH7.5), 1 mM EDTA, and 10 mg MTS-biotin or 200 mg HPDP-biotin 
both dissolved in DMF. Two rounds of purification of biotinylated RNA were 
performed (phenol:chloroform and chloroform:isoamylalcohol). Biotinylated 
RNA was then precipitated by adding 5M NaCl and isopropanol. Labelled RNA 
was separated from the pre-existing RNA using 200 μl μMACS streptavidin 
beads and μColumns. 4sU-labelled RNA was eluted from the columns with 100 
mM DTT and precipitated by adding ethanol.  
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RT-PCR 
DNAse-treated RNA was used as template for cDNA synthesis using random 
primers from the Transcriptor High Fidelity cDNA Synthesis Kit (Roche) 
according to the manufacturer's instructions. cDNA products were amplified by 
NZYLong DNA polymerase (NZYTech, Portugal) and were separated by agarose 
gel electrophoresis, detected by GelRed (Biotium, Inc., USA), and imaged on the 
Chemido XRS+ (Bio-Rad, USA).  Analysis of PCR product abundance was carried 
out on signal intensities from each band of non-saturated gel images using 
ImageJ software. Gene-specific primers are presented in Table M1 for 
Lymphoblastoid B cells. Additionally, gene-specific primers are presented in 
Table M2 and M3 for HEK 293 cells. 
Quantitative real-time PCR 
DNAse-treated RNA was used as template for cDNA synthesis using random 
primers from the Transcriptor High Fidelity cDNA Synthesis Kit (Roche) 
according to the manufacturer's instructions. PCR reactions were performed in 
the ViiA™ 7 Real-Time PCR System (Applied Biosystems, USA), using iTaq 
Universal SYBR Green Supermix (Bio-Rad, USA). Gene-specific primers are 
presented in Table M1 for Lymphoblastoid B cells and in Table M2 for HEK2093 
cells. Each sample was run in duplicate. The 2−ΔCt method (Schmittgen and 
Livak 2008) was used to measure the relative changes in transcript levels. 
Immunoblotting 
Proteins were isolated from chromatin, nucleoplasmic and cytoplasmic fraction 
of lymphoblastoid cells as previously described (de Almeida, Garcia-Sacristan 
et al. 2010). Equal amounts of protein extracts were resolved by SDS-
polyacrylamide gel electrophoresis and transferred to a nitrocellulose 
membrane that was subsequently incubated with the following primary 
antibodies: anti-lamin A/C (H-110, Santa Cruz Biotechnology, Inc); anti β-actin 
(Sigma); anti-U2B″ (clone 4G3, PROGEN Biotechnik GmbH); and anti-histone 
H3 (Abcam). 
Whole-cell lysates of HEK 293 cells were prepared and incubated with CPSF73 
(Bethyl laboratories) and tubulin (Sigma) primary antibodies followed by 
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incubation with the appropriate secondary antibodies (BioRad) and by detection 
using enhanced luminescence (Amersham). 
Microarray data analysis 
Data deposited in GEO database with the reference GSE34204 (Duan, Shi et al. 
2013), was used for analysis. Microarrays were processed by using the 
AltAnalyze software version 2.0.8 (Emig, Salomonis et al. 2010). Briefly, raw 
CEL data files from the deposited microarrays were normalized by the RMA 
algorithm. Probesets with detection above background (DABG) p-values above 
0.5 or non-logarithmic expression below 1.0 were removed from the analysis. 
Gene expression levels were determined using only constitutive probesets, 
using the gene annotation present in AltAnalyze derived from Ensembl (Flicek, 
Aken et al. 2008) and USCS (Meyer, Zweig et al. 2013) databases.  
Spinning-Disk Confocal Live-Cell Imaging 
Cells were plated on 25 mm diameter glass coverslips coated with 0.01% Poly-
L-Lysine. Before imaging, the medium was changed to α-MEM without phenol 
red (Invitrogen) supplemented with 20 mM HEPES, pH 7.4 and 10% FBS. Each 
coverslip was mounted into a perfusion chamber and placed in a heated 
sample holder (20/20 Technology, Inc.; Wilmington, NC) mounted on the stage 
of a Marianas™ imaging system (Intelligent Imaging Innovations, Denver, CO) 
based on an Axio Observer inverted microscope (Carl Zeiss, Inc.; Thornwood, 
NY) equipped with a spinning-disk confocal head (Yokogawa Electric, Tokyo, 
Japan). The microscope stage and objective lenses were maintained inside an 
environmental chamber (Okolab) set at 37°C with 100% humidity. The axial 
position of the sample was controlled with a piezo-driven stage (Applied 
Scientific Instrumentation, Eugene, OR). Samples were illuminated using 70 % 
mW solid state lasers (λ = 488 nm for GFP, Coherent, Inc.; Santa Clara, CA) 
coupled to an acoustic-optical tunable filter (AOTF), with Gain 1, Speed 1 and 
Intensification 300. Images were acquired using 100x (Plan-Apo, 1.4 NA) oil 
immersion objectives (Carl Zeiss, Inc.) under control of Slidebook 6.0 software 
(Intelligent Imaging Innovations, Denver, CO). Digital images (16-bit) were 
obtained using a cooled CCD camera (QuantEM, 512SC, Photometrics, Tucson, 
AZ) with acquisition time of 30 ms (for transcription sites in the cell nucleus), 
average timelapse interval of 5s, z-stacks of 8 steps with 0.27 µm size each. 
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Image Analysis 
Image analysis was performed as described in (Rino, de Jesus et al. 2017). 
Briefly, the following steps were performed in the analysis of each single 
transcription site in a time lapse sequence. (1) The XY position of the 
transcription site in all time frame of the sequence was determined as a local 
of maximum intensity projection image. (2) The total fluorescence intensity of 
the transcription site was calculated for each time point by performing a 2D 
Gaussian fit at the Z plane corresponding to the highest intensity value. To 
determine the average TFI for a single transcript, we used the same software to 
analyse images of RNA molecules diffusing in the nucleoplasm of cells 
acquired with an exposure time of 30 ms. Nucleoplasmic-released mRNA 
molecules are no longer immobilized at the transcription site but diffuse 
throughout the nucleoplasm, we performed quantification in single optical 
planes. We used MATLAB to plot histograms of TFI and perform Gaussian 
fitting on the observed distributions to determine the TFI values which are 
within one standard deviation (68%) and two standard deviations (95%) away 
from the mean. Since the EMCCD camera output is linearly dependent on the 
exposure time, the average TFI corresponding to a single intron for a different 
exposure time can be obtained by multiplying the TFI at 30 ms by the ratio 
T/30, where T is the new exposure time in ms. The number of fluorescent 
introns at a given transcription site is then estimated by dividing the TFI of the 




















Gene Primer Name Sequence 
 RT-qPCR primers  
GAPDH GAPDH For GAAGGTGGAGGTCGGAGTC 
GAPDH Rev GAAGATGGTGATGGGATTTC 
TAZ TAZ ex.4 For AGACATCTGCTTCACCAAGGAGCTA 
TAZ ex.4 Rev TCGGCACACAGGCACACACT 
TAZ ex. 11 For TGCGGAAAGCCCTGACGGA 
TAZ ex. 11 Rev GGCTGGAGGTGGTTGTGGAGC 
TAZ int.10 For GCCTCCACCCTCTCCATCCCG 
TAZ int.10 Rev TGCACCCCTCGGGAAGCTTGG 
MARVELD2 MARVELD2 ex.2 For CTCCAGCAAGACCAAACCAC 
MARVELD2  ex.2 Rev CAGCCTCTTTCCGGGAACTA 
MARVELD2 ex.4 For GGTGACAGACAAAGAGACTCAG 
MARVELD2  ex.4 Rev ACATAGTCGGGCATCACGAT 
MARVELD2 int.3 For AGGTGATCTGGCTTCTGTCC 
MARVELD2 int.3 Rev TGGATTAGGTGTGGAGGCTG 
XPC XPC ex. 1 For GGCCGGCGTTCTAGCGCAT 
XPC  ex. 1 Rev CACGCCGGGCCTTGCTCTTG 
XPC ex. 10 For GGCTAAACACATGGACCAGC 
XPC ex. 10 Rev GTAGACCGCTTCTCCACGAC 
XPC ex.11_int.11 AGGCTTGGAGAAGTACCCTACAAG 
XPC ex.11_int.11 TGAATCCTGCTCAAGCCGGGAAA 
  RT-PCR primers  
GAPDH GAPDH ex.3 For TCACCAGGGCTGCTTTTAAC 
GAPDH ex.3 Rev CATGTAGTTGAGGTCAATGAAGG 
GAPDH ex.5 Rev TGAAGACGCCAGTGGAC  
GAPDH int.2 For GGGAAGGAAATGAATGGGCAG 
GAPDH int.2 Rev GGACCTCCATAAACCCACTT  
XIST Xist For GTCAGGAGAAAGAAGTGGAGGG 
Xist Rev ACAGAGGAATGGAGGGAGGTT 
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COL4A6 int.3_ex.4 For US AATTGCACTCCTTCTGTCCAC 
int.3_ex.4 Rev US ACCCCTTTCTCCTTTCAATCC 
ex.3_ex.4 For SP GGAGCTGTCAGTGTTTTCCTG 
ex.3_ex.4 Rev SP TTTCAATCCCGATAAACCAGTAG 
HPRT1 ex.1_int.1 For US CTTCCTCCTCCTGAGCAGTC 
ex.1_int.1 Rev US CGAACCCGGGAAACTGG 
ex.1 For SP GCGAACCTCTCGGCTTTC 
int.1_ex.2 Rev SP ACCCTTTCCAAATCCTCAGC 
CTNNBL1 ex.1_int.1 For US GTGAGTGCAGGGAAGTGGAG 
ex.1_int.1 Rev US GGTGAGATGAAAGGGCTCTG 
ex.1 For SP CCGCACTTTACGGCAGTG 
int1_ex.2 Rev SP TCATTTCTTCTTCCCGATAGC 
GAPDH ex.1-int.1 For US CTCCTGTTCGACAGTCAGC 
ex.1-int.1 Rev US TTCAGGCCGTCCCTAGC 
ex.2-ex.4 For SP GAAGGTGGAGGTCGGAGTC 
ex.2-ex.4 Rev SP GAAGATGGTGATGGGATTTC 
U6 For T GCTTCGGCAGCACATATACTA 
Rev T AAATATGGAACGCTTCACGA 
Table M2 
Table M3 
Gene Primer Name Sequence 
 RT-qPCR primers  
HBB Ex.1 For ACGTGGATGAAGTTGGTGGT 
Ex. 2 Rev CACCTTTGCCACACTGAGTG 
Int. 1 For TCTTGGGTTTCTGATAGGCAC 
Ex. 2 For CTGCTGGTGGTCTACCCTTG 
Ex. 3 Rev CAACGTGCTGGTCTGTGTG 
Int. 2 For AGTTCATGTCATAGGAAGGGGAGAAG 
IgM mini 
gene 
Ex. 1 For GAATTCTGCAGTCGACGGTAC 
Int. 1 For AGAGGTGTTTGAGGACACAGG 
Ex. 2 For CGTCTATATCACCGCCGACA 
Ex. 2 Rev TGGGTGCTCAGGTAGTGGTT 
UC For AGCCTCGACTGTGCCTTCTA 
UC Rev CCCAGAATAGAATGACACCTACTCA 
UT For CTGGGGCTCTAGGGGGTAT 
UT Rev TTTAGAGCTTGACGGGGAAA 
 RT-PCR primers  
HBB Ex.1 For TACCATGGTGCACCTGACTC 
Ex. 1 Rev AGTTGGTGGTGAGGCCCT 
Ex. 3 For AAGCTCGCTTTCTTGCTGTC 
Ex. 3 Rev GCCTTGAGCATCTGGATTCTGCC 
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Abstract
Current estimates indicate that approximately one-third of all disease-causing mutations are expected to disrupt splicing.
Abnormal splicing often leads to disruption of the reading framewith introduction of a premature termination codon (PTC) that
targets the mRNA for degradation in the cytoplasm by nonsense mediated decay (NMD). In addition to NMD there are RNA
surveillance mechanisms that act in the nucleus while transcripts are still associated with the chromatin template. However,
the significance of nuclear RNA quality control in the context of human genetic diseases is unknown. Here we used patient-
derived lymphoblastoid cell lines as diseasemodels to address howbiogenesis ofmRNAs is affectedby splice sitemutations.We
observed that most of the mutations analyzed introduce PTCs and trigger mRNA degradation in the cytoplasm. However,
for some mutant transcripts, RNA levels associated with chromatin were found down-regulated. Quantification of nascent
transcripts further revealed that a subset of genes containing splicing mutations (SM) have reduced transcriptional activity.
Following treatment with the translation inhibitor cycloheximide the cytoplasmic levels of mutant RNAs increased, while the
levels of chromatin-associated transcripts remained unaltered. These results suggest that transcription-coupled surveillance
mechanisms operate independently from NMD to reduce cellular levels of abnormal RNAs caused by SM.
Introduction
Recent studies indicate that an unexpected high fraction of
human diseases are caused by mutations that disrupt splicing.
Approximately 15% of disease-causing mutations in the Human
Gene Mutation Database (1) alter the consensus splice site
sequences and another 22% are predicted to affect splicing
enhancer or inhibitorymotifs (2). Thus, altogether approximately
one-third of all disease-causing mutations are assumed to affect
splicing. The phenotypic outcome of these mutations can be
summarized in three distinct categories: (1) Constitutive exon
skipping or intron retention; (2) altered inclusion/ exclusion
ratio of alternative exons; and (3) activation of cryptic splice
sites, resulting in inclusion/ exclusion of sequences in a spliced
mRNA. Most often the final result is gene loss of function due
to either synthesis of a non-functional protein or disruption of
the reading frame that introduces a premature termination
codon (PTC) and targets the mRNA for degradation by nonsense
mediated decay (NMD) (3).
Although NMD is a highly efficient post-transcriptional qual-
ity control mechanism that detects and destroys aberrant
mRNAs containing PTCs (4), additional surveillance pathways
ensure transcriptome fidelity. In particular, there is growing evi-
dence indicating that cells can co-transcriptionally initiate the
removal of abnormally processed pre-mRNAs as well as down-
regulate transcription when pre-mRNA processing repeatedly
fails (5). To date, several studies have characterized co-transcrip-
tional RNA surveillance pathways in yeast andmammalian cells.
In yeast, mutations in the splicing machinery did not result in
steady-state accumulation of unspliced pre-mRNA unless the
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exosome was rendered defective (6). These early experiments
suggested that aberrantly processed transcripts are recognized
and targeted for degradation by the exosome in the nucleus. A
potential player in this process is the poly(A) binding protein
Nab2p/Pab2p, which binds to the poly(A) tails of unspliced pre-
mRNAs and recruits the exosome for degradation (7,8). Studies
in yeast further argue for a presumably distinct nuclear quality
control mechanism that slows down or prevents release of
aberrantly processed RNAs from the transcription site. Retention
of transcripts at the transcription site occurs in cells with muta-
tions in components of the 3′-end processing machinery and in
factors required for mRNA export (reviewed in 9). Retention at
the transcription site was also observed in mammalian cells for
mutant β-globin pre-mRNAs that failed to be efficiently spliced
or 3′-end processed (10), and accumulation of mutant β-globin
transcripts in association with chromatin was found to be exo-
some-dependent (11). Co-transcriptional destruction of aber-
rantly processed RNAs by the exonuclease Xrn2 has also been
recently reported in human cells (12).
Whether co-transcriptional RNA quality control plays a
physiological role in the context of human genetic diseases is un-
known. To start addressing this issue, we used patient-derived
lymphoblastoid cell lines to analyze the life cycle of RNAs pro-
duced fromgenes that contain disease-causing splicingmutations
(SM). Fora subset of themutant genes,we found lower steady-state
levels of RNAs associated with chromatin and reduced transcrip-
tional activity. Treatment of cells with cycloheximide did not
alter the levels of chromatin-associated mutant RNAs, suggesting
a quality control mechanism independent from NMD.
Results
Epstein–Barr virus-immortalized lymphoblastoid cell lines were
used as a model to study the impact of disease-causing SM on
the biogenesis of mRNA. To obtain quantitative information on
RNA levels, we used a biochemical fractionation approach that
allows dynamic changes in transcription or nuclear RNA degrad-
ation to be distinguished from changes in cytoplasmic steady-
state mRNA levels (Fig. 1A). We optimized for lymphoblastoid
cells a fractionation technique that was initially described by
Wuarin and Schibler (13) and subsequently modified in the
Proudfoot and Black laboratories (14,15). The protocol takes ad-
vantage of the fact that once RNA polymerase II (RNAPII) initiates
transcription it forms a tight complex with the DNA template
that resists treatment with urea and mild detergent. The extrac-
tion procedure does not dissociate histones fromDNA and there-
fore the chromatin remains highly compacted and can be
sedimented with associated nascent transcripts by low-speed
centrifugation. Transcripts detected in the nucleoplasmic super-
natant fraction are assumed to have been released from the DNA
template. The efficiency of the fractionation protocol was as-
sessed by western blotting (Fig. 1B) and RT-PCR (Fig. 1C). For the
western blotting (WB) assay antibodies against lamin A/C,
β-actin, U2B″ and histone H3 proteins were used (Fig. 1B). Actin
was found predominantly in the cytoplasmic fraction, whereas
U2 snRNP specific protein B″ (U2B″), lamin A/C and histone H3
were detected exclusively in nuclear fractions. The nucleoplas-
mic fraction should contain nuclear proteins that either do not
associate with chromatin or are loosely attached to chromatin.
Figure 1. Sub-cellular fractionation. (A) Illustration of the sub-cellular fractionation procedure. After cell lysis, nuclei are separated from the cytoplasmic (cyt) fraction by
centrifugation. Nuclei are then treated with urea and non-ionic detergent. Upon centrifugation, the chromatin-associated fraction (chr) sediments separating from the
soluble nucleoplasmic fraction (nuc). (B)WB analysis. Lymphoblastoid cells (GM16113)were fractionated and analyzed byWB for detection of LaminA/C, β-actin, U2B″ and
Histone H3 (total). Equal amounts of total protein from each fraction were loaded per lane. (C) RT-PCR analysis. RNAwas isolated from lymphoblastoid cells (GM04490),
reverse transcribedwith randomprimers and PCR amplified using primers for total, spliced and unspliced GAPDH RNA and total Xist RNA. Equal amounts of PCR product
from total and fractionated samples were loaded per lane.
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The U2B″ ismostly detected in the nucleoplasmic fraction as pre-
viously reported for other components of the spliceosome (14).
Lamin andhistoneH3 arewell-known chromatin-associated pro-
teins and, accordingly, they are predominantly detected in the
chromatin fraction. To characterize the RNA species present in
each fraction, RT-PCR analysis was carried out with primers for
total, unspliced and spliced Glyceraldehyde 3-phosphate de-
hydrogenase (GAPDH) mRNA, as well as primers for Xist RNA
(Fig. 1C). The results clearly show that unspliced GAPDH pre-
mRNA is restricted to the nucleus and localizes predominantly
in the chromatin fraction. Spliced mRNA is also detected in the
chromatin fraction, consistent with the view that most splicing
occurs co-transcriptionally (16), but ismost abundant in the cyto-
plasm. The distribution of total GAPDH RNA is similar to that of
spliced mRNA, as expected considering that mature transcripts
are transported and accumulate in the cytoplasm. A completely
different distribution pattern is observed for Xist RNA, which is
restricted to the nucleus and predominantly localized in the
chromatin fraction consistent with its well-established physical
interaction with the X-chromosome (17).
Having validated the fractionation methodology, we next de-
termined RNA levels in cell lines derived from a healthy donor
and from patients affected by three distinct monogenic recessive
disorders associated with SM: Barth syndrome (OMIM 302060),
Deafness, autosomal recessive 49 (OMIM 610153) and Xeroderma
Pigmentosum (OMIM 278720).
Barth syndrome is a X-linked recessive syndrome caused
by mutations in the TAZ gene (MIM: 300394), which codes for
an acyltransferase required for remodeling of cardiolipin in
the inner mitochondrial membrane. TAZ loss of function re-
sults in an inborn error of lipid metabolism (18–20). We ana-
lyzed two patient-derived cell lines, each containing a point
mutation that affects splicing of the TAZ gene. The SM localize
in intron 1, at the 5′ and 3′ splice sites (Table 1 and Fig. 2A). It
was previously shown that the 5′ splice site mutation acti-
vates two cryptic donor splice sites either upstream or down-
stream of the point mutation, and the 3′ splice site mutation
can either activate a cryptic acceptor splice site within exon
2 or lead to exon 2 skipping (21). Most 5′SM transcripts ex-
pressed in lymphoblastoid cells correspond to the longer
splice product, which does not disrupt the open reading
frame. The less abundant shorter splice product has the
open reading frame disrupted (21). The two splice products re-
sulting from the 3′ splice site mutation are expressed at simi-
lar levels and only one has the open reading frame disrupted
(21). For comparison, we analyzed a cell line with a point
mutation in exon 2 that introduces a PTC without affecting
splicing frame (19).
RNA levels were measured by quantitative real-time RT-PCR
(qRT-PCR) using the primers indicated in Figure 2A. Figure 2B de-
picts the level of mutant transcripts in total cellular RNA as fold
change relative to values detected using the same primer sets in
cells from a healthy donor. The abundance of each PCR product
was normalized to the level of GAPDH RNA detected in the
same qRT-PCR run. The results show that the threemutant tran-
scripts analyzed are significantly less abundant than wild-type
(WT) TAZ RNA (Fig. 2B), in agreement with the loss of function
phenotype observed in patients. Next we determined the levels
of mutant transcripts in the cytoplasm, nucleoplasm and chro-
matin, using equal amounts of RNA from each fraction. The cyto-
plasmic levels of the three mutant TAZ RNAs are significantly
reduced relative to the WT (Fig. 2C). However, distinct scenarios
are observed in nuclear fractions (Fig. 2D and E). Mutant tran-
scripts that contain a PTC but have normal splicing do not signifi-
cantly differ fromWT, suggesting that these RNAs are exclusively
degraded in the cytoplasm (Fig. 2D and E, PTC). In contrast, tran-
scriptswith the 5′ splice sitemutation are significantly less abun-
dant than WT transcripts in both nucleoplasm and chromatin
fractions (Fig. 2D and E, 5′SM). The level of transcripts with the
3′ splice site mutation is similar to WT in the nucleoplasm
(Fig. 2D, 3′SM), but higher in the chromatin (Fig. 2E, 3′SM). This
heterogeneity of results prompted us to analyze additional
mutant transcripts associated with unrelated diseases.
Deafness, autosomal recessive 49 is a congenital profound
sensorineural hearing loss of all frequencies, caused by dysfunc-
tion of a tricellulin protein coded by the MARVELD2 gene (MIM:
610572). Tricellulin is a tight-junction protein that contributes
to the structure and function of tricellular contacts of neighbor-
ing cells. Loss of function of this protein may selectively affect
the cellular permeability to ions or small molecules, resulting
in a toxic microenvironment for cochlear hair cells and subse-
quently ear loss (22,24). We analyzed cell lines derived from
three patients, each homozygous for a distinct splice site muta-
tion in the MARVELD2 gene (Table 1 and Fig. 3A). The splice site
mutations localize in intron 3 at the 3′ splice site, and in intron
4 at the 5′ splice site. The 5′ splice site mutations activate cryptic
donor sites in intron 4, and the 3′ splice site mutation activates a
cryptic acceptor site within exon 4; all the mutations lead to the
production of mRNAs containing PTCs due to shifts in the open
reading frame (22). For comparison,we analyzed a cell line homo-
zygous a point mutation in exon 5 that introduces a PTC without
affecting splicing (22).
Table 1. Cell lines used in this study
Cell line Reference Affected gene Mutation Transcript
GM16113 – WT WT
GM22129 Patient 2 (21) TAZ, Xq28 IVS1+5G>A (5′SM) Exon 1 cryptic, PTC
Intron 1 cryptic
GM22165 Patient 4 (21) IVS1–2A>G (3′SM) Exon 2 cryptic, PTC
Exon 2 skipped
GM22150 Patient 2 (19) Trp79Ter (PTC) PTC
GM20190 PKDF399 (22) MARVELD2, 5q13.2 IVS3-1G>A (3′SM) Exon 4 cryptic, PTC
GM20193 PKDF068 (22) IVS4+2T>C (5′SM_1) Intron 4 cryptics, PTC
GM20172 PKDF443 (22) IVS4+2delTGAG (5′SM_2) Intron 4 cryptics, PTC
GM20189 PKDF340 (22) Arg500Ter (PTC) PTC
GM04490 XP25BE (23) XPC, 3p25.1 IVS11-1_IVS11-2 delAG
IVS11-6_IVS11-7 InsCC (3′SM)
Intron 11 retained, PTC
Exon 12 cryptic, PTC
Exon 12 skipped, PTC
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RNA levels were measured by qRT-PCR using the primers
indicated in Figure 3A. Similarly to the results obtained with TAZ
transcripts, the total cellular levels of the fourmutantMARVELD2
RNAs are significantly reduced comparedwithWT (Fig. 3B). Ana-
lysis of RNA levels in sub-cellular fractions reveals that mutant
transcripts are significantly less abundant in the cytoplasm
(Fig. 3C), in agreement with the finding that they all contain
PTCs. In nuclear fractions the levels of mutant transcripts that
contain a PTC but have normal splicing are similar to WT
(Fig. 3D and E, PTC), indicating that these RNAs are exclusively
degraded in the cytoplasm. However, all transcripts with SM
are significantly less abundant in the nucleoplasm (Fig. 3D). In
the chromatin fraction, significantly reduced levels are only
detected for the 3′ splice site mutant (Fig. 3E, 3′SM).
As a third model we analyzed cells from a patient with Xero-
derma pigmentosum, an autossomic recessive condition charac-
terized by increased sensitivity to ultraviolet irradiation and
increased risk of skin cancer. It is caused by mutations in the
XPC gene (MIM: 613208), which encodes a protein required for
DNA repair (23,25). The cell line analyzed is homozygous for
two distinct mutations at the 3′ splice site of intron 11 (Table 1
and Fig. 4A). These mutations lead to skipping of exon 12, reten-
tion of intron 11 and activation of a 3′ cryptic splice site in exon
12, resulting in introduction of PTCs (23). Quantitative real-time
RT-PCR using the primers indicated in Figure 4A reveals a signifi-
cant reduction in the total cellular levels of mutant XPC RNA
compared with WT (Fig. 4B). Analysis of sub-cellular fractions
further shows thatmutant transcripts are significantly less abun-
dant in the cytoplasm, nucleoplasm and chromatin (Fig. 4C, D
and E).
Altogether these results show that SM are consistently asso-
ciatedwith reducedmRNA levels in the cytoplasm and, for a sub-
set of mutations, down-regulation of expression is also detected
in the nucleus. In contrast, mRNAs resulting from point
mutations that introduce a PTC but do not interfere with splicing
appear exclusively down-regulated in the cytoplasm. To deter-
minewhether lower steady-state RNA levels in the nucleus result
from reduced transcription of genes containing SM,wemeasured
newly transcribed RNA levels bymetabolic labeling with the nat-
ural uridine derivative 4-thiouridine (4sU). This approach
Figure 2. Sub-cellular distribution ofWTandmutant TAZ transcripts. (A) Illustration of the TAZ gene structure (total length: 10185 bp). Exons are represented by numbered
boxes and introns by lines; doubled intersected lines denote introns with more than 1000 bp. Gene region between exon 4 and exon 11 is represented by a dashed line.
Positioning ofmutations (5′SM, 3′SM, PTC) andprimers used for PCRamplification (paired arrows) are indicated. (B) Total cellular RNAwas extracted from the indicated cell
lines, reverse transcribed with random primers and analyzed by qRT-PCR using primers for exon 4. The amount of PCR product obtained from each cell line was
normalized to the level of GAPDH RNA detected in the same line. (C–E) RNA was extracted from sub-cellular fractions isolated from each cell line and analyzed by
qRT-PCR using primer sets for exon 4 and exon 11. The amount of PCR product obtained from each fraction was normalized to the level of GAPDH RNA detected in
the same fraction. In all graphs shown, data are expressed as fold change relative to the levels of WT transcripts. The histograms depict mean and standard deviation
of three independent experiments. The asterisk denotes statistically significant differences (Student’s t-test, *P < 0.05, **P < 0.01).
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provides direct access to newly synthesized transcriptswithmin-
imal toxic effects (26), although it may induce a nucleolar stress
response (27). Nascent RNAwas labeled by adding 4sU to the cell
culture medium for 10 min followed by isolation of total cellular
RNA. Newly transcribed RNA species containing thiol-groups
were then biotinylated, purified using streptavidin-coated
beads and analyzed by qRT-PCR (Fig. 5A). As RNAPII transcribes
with elongation rates ranging between 0.5 and 4 kb/min (29), syn-
thesis of new TAZ RNAs may take from 2.5 to 20 min, whereas
MARVELD2 and XPC RNAs may require between 7 or 8 min to
approximately 1 h. Thus, we expect that after incubation with
4sU for 10 min, most labeled RNAs are in the process of being
synthesized and therefore should be confined to the chromatin
fraction. The results shown in Figure 5B are in very good agree-
ment with this prediction. To assess the extent to which tran-
scription of the TAZ, MARVELD2 and XPC genes differs between
lymphoblastoid cell lines derived from normal individuals, we
analyzed a recently reported microarray dataset (28). The results
show that the transcription rate of these genes is similar across
cells from three distinct individuals (Fig. 5C). Next, we compared
the levels of nascent transcripts produced by WT and mutant
genes using primers to amplify both exonic and intronic regions
of TAZ (Fig. 5D),MARVELD2 (Fig. 5E) andXPC (Fig. 5F) transcripts. A
significant down-regulation of nascent transcripts is observed for
the TAZ 5′ splice site (Fig. 5D, 5′SM) and MARVELD2 3′ splice site
(Fig. 5E, 3′SM) mutants, strongly suggesting that these genes are
less efficiently transcribed. No evidence for reduced transcrip-
tional activity of the XPC 3′ splice site mutant gene is observed,
arguing that the lower steady-state RNA levels detected in the
chromatin fraction likely reflect rapid nuclear degradation of
these transcripts.
To determine the contribution of NMD to the observed down-
regulation of mutant RNAs in each sub-cellular fraction, cells
were treated with cycloheximide (CHX), a drug that inhibits
translation and hence indirectly blocks NMD (30). After 3 h of
treatment, cells were fractionated and changes in RNA levels
analyzed by qRT-PCR. RNA levels in each treated fraction
(CHX+) are expressed as fold change relative to the levels in the
corresponding non-treated fraction (CHX-; Figs 6–8A). Alterna-
tively, mutant RNA levels in each treated fraction (CHX+) are ex-
pressed as fold change relative to the levels of WT transcripts in
the corresponding fraction from treated cells (Figs 6–8B). Analysis
Figure 3. Sub-cellular distribution ofWTandmutantMARVELD2 transcripts. (A) Illustration of theMARVELD2 gene structure (total length: 27762 bp). Exons are represented
by numbered boxes and introns by lines; doubled intersected lines denote introns with more than 1000 bp. Intron 6 and part of exon 7 are represented by a dashed line.
Positioning of mutations (3′SM, 5′SM_1, 5′SM_2, PTC) and primers used for PCR amplification (paired arrows) are indicated. (B) Total cellular RNAwas extracted from the
indicated cell lines, reverse transcribed with random primers and analyzed by qRT-PCR using primers for exon 2. The amount of PCR product obtained from each cell line
was normalized to the level of GAPDH RNA detected in the same line. (C–E) RNA was extracted from sub-cellular fractions isolated from each cell line and analyzed by
qRT-PCR using primer sets for exon 2 and exon 4. The amount of PCR product obtained from each fractionwas normalized to the level of GAPDHRNAdetected in the same
fraction. In all graphs shown, data are expressed as fold change relative to the levels of WT transcripts. The histograms depict mean and standard deviation of three
independent experiments. The asterisk denotes statistically significant differences (Student’s t-test, *P < 0.05, **P < 0.01).
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of TAZ (Fig. 6),MARVELD2 (Fig. 7) and XPC (Fig. 8) mutant andWT
transcripts shows that treatment with CHX consistently results
in an increase in RNA levels in the cytoplasm. This increase is
most obvious formutant transcripts, as expected since their deg-
radation byNMD ismost probably impaired byCHX. An exception
is the MARVELD2 PTC mutant, which gives rise to RNAs that are
not affected by CHX, suggesting that they escape NMD. Accord-
ingly, this particularmutant has been described to encode a trun-
cated tricellulin protein (22). The finding that CHX induces
accumulation of WT transcripts is also in agreement with previ-
ous reports (31,32).
An accumulation of both WT and mutant RNAs is further de-
tected in the nucleoplasm of CHX treated cells. This observation
argues that the lower steady-state levels of mutant transcripts
observed in association with the nucleoplasm without a corre-
sponding decrease in the chromatin fraction could be due to con-
tamination of the nucleoplasmic fraction by mRNAs that have
already been exported from the nucleus but remain associated
with the cytoplasmic side of the nuclear envelope, as previously
proposed (4). In contrast, CHX does not significantly alter the
levels of WT and mutant RNAs associated with the chromatin
fraction. However, the levels of TAZ 5′SM, MARVELD2 3′SM and
XPC 3′SM RNAs persist reduced compared with WT in the chro-
matin fraction of CHX treated cells (Figs 6–8B). Noteworthy, TAZ
5′SM and MARVELD2 3′SM RNAs, which are less efficiently tran-
scribed (Fig. 5D and E), respond less to CHX treatment than
other mutant forms of the same gene. The mild effect of CHX
on cytoplasmic levels of TAZ 5′SM transcripts is in agreement
with the finding that the majority of these RNAs are devoid of
PTCs and therefore should not be degraded by NMD. Taken to-
gether, these observations suggest that some SM result in RNAs
that are primarily degraded by NMD in the cytoplasm, while
others can be targeted by transcription-coupled quality control
mechanisms that operate independently from NMD.
Discussion
The results reported in this study suggest that splice site muta-
tions in human cells trigger chromatin-associated RNA sur-
veillance responses that contribute to down-regulate the
Figure 4. Sub-cellular distribution ofWTandmutantXPC transcripts. (A) Illustration of theXPC gene structure (total length: 33525 bp). Exons are represented by numbered
boxes and introns by lines; doubled intersected lines denote introns with more than 1000 bp. Gene region between exon 4 and exon 10 is represented by a dashed line.
Positioning of themutation (3′SM) and primers used for PCR amplification (paired arrows) are indicated. (B) Total cellular RNAwas extracted from the indicated cell lines,
reverse transcribed with random primers and analyzed by qRT-PCR using primers for exon 1. The amount of PCR product obtained from each cell line was normalized to
the level of GAPDH RNA detected in the same line. (C–E) RNAwas extracted from sub-cellular fractions isolated from each cell line and analyzed by qRT-PCR amplified
using primer sets for exon 1 and exon 10. The amount of PCRproduct obtained fromeach fractionwas normalized to the level of GAPDHRNAdetected in the same fraction.
In all graphs shown, data are expressed as fold change relative to the levels of WT transcripts. The histograms depict mean and standard deviation of three independent
experiments. The asterisk denotes statistically significant differences (Student’s t-test, **P < 0.01).
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expression of abnormal mRNAs independently of NMD. We ana-
lyzed six cell lines derived from patients carrying SM and in three
of them we found reduced mutant RNA levels associated with
chromatin. In two of these lines, lower abundance of mutant
chromatin-associated RNA correlated with reduced transcrip-
tional activity.
Figure 5. Analysis of nascent RNA by metabolic labeling. (A) Illustration of themetabolic labeling procedure. Cells in culture are incubated with 4-thiouridine (4sU). Total
cellular RNA is extracted and thiol-containing molecules are biotinylated. Biotinylated RNA is then purified using streptavidin-coated magnetic beads. (B) Sub-cellular
localization of 4sU-tagged RNA. Cells from a healthy donor (WT) were incubated with 4sU for 10 min and fractionated (Cyt: cytoplasm; Nuc: nucleoplasm; Chr:
chromatin). RNA tagged with 4sU was purified from each fraction and analyzed by qRT-PCR as described in figures 2, 3 and 4. AU (arbitrary units). (C) Inter-individual
differences of 4sU-tagged RNA. Nascent RNAs were isolated from lymphoblastoid cell lines derived from three unrelated healthy individuals (GM7029, GM10835 and
GM12813) after incubation with 4sU for 2 h (analysis of GSE34204 dataset, (28)). The amount of labeled TAZ, MARVELD2 and XPC RNA was normalized to the level of
labeled GAPDH RNA detected in the same cell line. The histogram depicts mean and standard deviation of three biological replicates (independent cell cultures). AU
(arbitrary units). (D–F) Quantification of nascent transcripts produced by WT and mutant genes. Cells were incubated with 4sU for 10 min. Total 4sU-tagged RNA was
purified and analyzed by qRT-PCR using primers that recognize exonic (top) or intronic (bottom) regions. The amount of PCR product in each cell type was normalized
to the level of GAPDH RNA detected in the same cell type. Data are expressed as fold change relative to the levels of WT transcripts. The histograms depict mean and
standard deviation of three independent experiments. The asterisk denotes statistically significant differences (Student’s t-test, *P < 0.05).
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A link between SM and transcription was previously de-
scribed (33,34). In the study by Damgaard et al., mutations in
the promoter-proximal 5′ splice site were shown to severely de-
crease transcription by a mechanism that involved U1 snRNA
recognition and assembly of the preinitiation complex (33).
Here we observe a similar scenario for the TAZ 5′ splice site mu-
tant. However, we also detected decreased transcription of the
MARVELD2 3′SM gene, which contains a 3′ splice site mutation
in the third intron. This observation raises the possibility that
additional mechanisms are involved in coupling transcription
to splicing efficiency. Indeed, inefficient splicing can cause stal-
ling of spliceosomes on the transcripts, leading to recruitment
of the RNAi machinery, heterochromatin formation and tran-
scriptional silencing (35,36). Down-regulating the transcription
of mutant genes appears ‘economical’, as it saves energy in pro-
ducing and discarding aberrant RNAs. Yet, many transcripts pro-
duced from genes with SM escape this type of control.
Although transcription from the TAZ 3′SM and XPC 3′SM
genes is similar to WT, RNA levels associated with chromatin
differ significantly. The steady-state level of chromatin-asso-
ciated TAZ 3′SM transcripts is higher than WT, whereas XPC 3′
SM transcripts are reduced compared with WT. The results ob-
tained with TAZ 3′SM transcripts are reminiscent of our previous
observations with β-globin splicing mutants (10,11), suggesting
that abnormally processed RNAs persist associated with the
chromatin template and consequently accumulate in this frac-
tion. In contrast, the results obtained with XPC 3′SM suggest
that these transcripts undergo a fast co-transcriptional decay
most likely mediated by the exosome and/or Xrn2 (12).
Amain conclusion from this study is that disease-causing SM
can have a variety of effects onmRNA biogenesis. For all disease-
associated genes analyzed, a single splice site mutation leads to
expression of multiple mRNA isoforms. Some of these isoforms
may contain a PTC due to a frame shift caused by activation of
a cryptic splice site or exon skipping, others may be recognized
as abnormally spliced due to intron retention, while others may
not be recognized as faulty (namely, if the reading frame is not
disrupted). Thus, depending on the isoform expressed, the
Figure 6. Effect of cycloheximide on TAZ transcripts. Cells were either non-treated (CHX-) or treated with cycloheximide for 3 h (CHX+). The levels of WT and mutant
transcripts in each sub-cellular fraction were analysed by qRT-PCR using the indicated primer sets. The amount of PCR product was always normalized to the level of
GAPDH RNA. Data are expressed as fold change relative to the levels of non-treated cells (A) or as fold change relative to the levels of WT transcripts in treated cells
(B). The histograms depict mean and standard deviation of three independent experiments. The asterisk denotes statistically significant differences (Student’s t-test,
*P < 0.05, **P < 0.01).
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mutant RNAs may be differentially recognized by distinct sur-
veillance mechanisms. We also found that TAZ, MARVELD2
and XPC genes are expressed at low levels in immortalized lym-
phoblastoid cells. Since the proteins encoded by these genes
have tissue-specific functions, it remains to be established
whether the patterns of mRNA biogenesis observed in lympho-
blastoid cells are physiologically representative. Another limi-
tation of working with immortalized lymphoblastoid cell lines
is that these cells were resistant to RNA interference manipula-
tions aimed at identifying the nucleases responsible formutant
RNA degradation in the nucleus. For future studies, induced
pluripotent stem cells (iPSCs) derived from patients are likely
to represent improved disease models. Differentiation of iPSCs
into the specific cell types that require expression of themutant
genes for their normal function will provide a valuable system
to address how cytoplasmic and nuclear quality control
mechanisms operate to reduce expression of abnormal RNAs
caused by SM.
In summary, our data supports the view that multiple layers
of surveillance occur both in the nucleus and in the cytoplasm
to minimize potentially toxic effects caused by faulty mRNAs.
Although it is not yet possible to predict which SM will target
RNAs for co-transcriptional surveillance, we expect this work
will contribute to open new research venues addressing the im-
pact of transcription-coupled non-NMDquality control pathways
in the context of human genetic diseases. Ultimately, under-
standing how disease-causing SM are recognized by cellular
quality control mechanisms may help in the rational design of
more effective therapies for these disorders.
Materials and Methods
Cells and drug treatment
Lymphoblastoid cell lines immortalized by Epstein–Barr virus
infection were obtained from the NIGMS Human Genetic Cell
Figure 7. Effect of cycloheximide onMARVELD2 transcripts. Cellswere either non-treated (CHX-) or treatedwith cycloheximide for 3 h (CHX+). The levels ofWTandmutant
transcripts in each sub-cellular fraction were analysed by qRT-PCR using the indicated primer sets. The amount of PCR product was always normalized to the level of
GAPDH RNA. Data are expressed as fold change relative to the levels of non-treated cells (A) or as fold change relative to the levels of WT transcripts in treated cells
(B). The histograms depict mean and standard deviation of three independent experiments. The asterisk denotes statistically significant differences (Student’s t-test,
*P < 0.05, **P < 0.01).
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Repository collections of the Coriell Institute for Medical Re-
search, USA. Barth syndrome cell lines are GM22129; GM22165;
and GM22150. Deafness, autosomal recessive 49 cell lines are
GM20190; GM20193; GM20172; GM20189 and Xeroderma Pig-
mentosum cell line is GM04490. The healthy donor cell line is
GM16113. The cell lines are described in detail in Table 1. Cells
were cultured in RPMI 1640 medium supplemented with 18%
heat-inactivated serum, 2 m non-essential amino acid solution
and 2 m L-Glutamin at 37°C in 5% CO2. All cell culture reagents
were from Gibco, UK. Cells were treated with 50 µg/ml cyclohex-
imide (C7698, Sigma, USA) for 3 h at 37°C.
Total RNA isolation and sub-cellular fractionation
Nuclear and cytoplasmic RNA fractions were isolated as de-
scribed (37). Briefly, cells were incubated in RSB buffer (10 m
Tris, pH 7.4, 10 m NaCl, 3 m MgCl2) for swelling, centrifuged
and resuspended in RSBG40 buffer (10 m Tris, pH 7.4, 10 m
NaCl, 3 m MgCl2, 10% glycerol, 0.2% Nonidet P-40, 0.5 m
dithiothreitol and 40 U/ml RNase) for lyses of the cell membrane.
The fractionation of the nuclei into chromatin-associated and
nucleoplasmic RNAwas adapted from (13–15). The nuclear pellet
was gently resuspended in a prechilled glycerol buffer (20 m
Figure 8. Effect of cycloheximide on XPC transcripts. Cells were either non-treated (CHX-) or treated with cycloheximide for 3 h (CHX+). The levels of WT and mutant
transcripts in each sub-cellular fraction were analysed by qRT-PCR using the indicated primer sets. The amount of PCR product was always normalized to the level of
GAPDH RNA. Data are expressed as fold change relative to the levels of non-treated cells (A) or as fold change relative to the levels of WT transcripts in treated cells
(B). The histograms depict mean and standard deviation of three independent experiments. The asterisk denotes statistically significant differences (Student’s t-test,
*P < 0.05, **P < 0.01).
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Tris pH 7.9, 75 m NaCl, 0.5 m EDTA, 0.85 m DTT, 0.125 m
PMSF and 50% glycerol) and an equal volume of cold nuclei
lysis buffer (10 m HEPES pH7.6, 300 m NaCl, 0.2 m EDTA,
1 m DTT, 7.5 m MgCl2, 1 M Urea and 1% NP-40) was added.
The tube was gently vortexed for 2 × 2 s and incubated for
10 min on ice. Chromatin was pelleted and incubated in 10 m
Tris pH 7.5, 500 m NaCl, 10 m MgCl2, 100 U/µl DNase I,
100 U/µl RNase OUT. RNA was extracted from each fraction and
from the whole cell using PureZOL RNA isolation reagent
(Bio-Rad, USA).
Immunoblotting
Immunoblotting of proteins extracted from each sub-cellular
fraction was previously described (11). The following primary
antibodies were used: anti-lamin A/C (H-110, Santa Cruz Biotech-
nology, Inc); anti β-actin (Sigma); anti-U2B″ (clone 4G3, PROGEN
Biotechnik GmbH); and anti-histone H3 (Abcam).
4sU Labeling
Nascent RNA was labeled with 4-thiouridine (Sigma, USA) as
described (38). Total RNA was extracted using PureZOL (Bio-
Rad, USA). Thiol-labeled RNA was biotinylated using EZ-Link
Biotin-HPDP (Pierce, USA) and separated from untagged species
using µMACS streptavidin-coated magnetic beads and columns
(Miltenyi, Germany).
Quantitative real-time PCR
RNA was used as template for cDNA synthesis using random
primers from the High Fidelity Kit (Roche) according to the
manufacturer’s instructions. PCR reactions were performed in
the ViiA™ 7 Real-Time PCR System (Applied Biosystems, USA),
using iTaq Universal SYBR Green Supermix (Bio-Rad, USA).
Gene-specific primers are presented in Table 2. Each sample
was run in duplicate. The 2−ΔCt method (39) was used to measure
the relative changes in transcript levels.
Microarray data analysis
Data deposited in GEO databasewith the reference GSE34204 (28),
were used for analysis. Microarrays were processed by using the
AltAnalyze software version 2.0.8 (40). Briefly, raw CEL data files
from the deposited microarrays were normalized by the RMA
algorithm. Probesets with detection above background (DABG)
p-values above 0.5 or non-logarithmic expression below 1.0
were removed from the analysis. Gene expression levels were
determined using only constitutive probesets, using the gene an-
notation present in AltAnalyze derived from Ensembl (41) and
USCS (42) databases.
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of new genes through exon shuffling (Berk 2016; Long 
et al. 2003), and the ability to alternatively select different 
combinations of exons has been critical for generating gene 
expression diversity in more complex organisms (Keren 
et al. 2010).
During transcription, the entire sequence information 
of a gene is copied into a precursor messenger mRNA 
(pre-mRNA), which includes exons and introns. To form 
a contiguous coding sequence that can be translated into a 
protein, introns have to be precisely removed from the pre-
mRNA by a process called RNA splicing (Gilbert 1978). 
Genes producing long non-coding RNAs (lncRNAs) also 
typically contain an intron–exon structure and are often 
spliced (Schlackow et al. 2017).
Efficient and precise excision of introns is catalyzed 
by a highly sophisticated ribonucleoprotein machinery 
called the spliceosome (Papasaikas and Valcarcel 2016). 
Intron–exon boundaries are delimited by short consensus 
sequences at the 5′ (donor) and 3′ (acceptor) splice sites 
(ss) that mediate recognition by the spliceosome; in addi-
tion, spliceosomal components interact with a catalytic 
adenosine (the branch point) and a polypyrimidine tract 
(PyT) located between the branch point adenosine and the 
3′ss (Fig. 1).
The spliceosome is formed by five small RNAs (the U1, 
U2, U4, U5, and U6 snRNAs) and more than 200 proteins 
(Wahl et al. 2009). A subset of these proteins associate with 
the snRNAs forming functional particles called the U1, U2, 
U4, U5, and U6 snRNPs. Each snRNP consists of a snRNA 
molecule associated with a common set of Sm proteins and 
a variable number of additional specific proteins. Within 
the spliceosome, the consensus splicing sequences in the 
pre-mRNA are forced into 3-dimensional arrangements 
that enable the activation of an RNA catalytic center and 
trigger the splicing reaction (Hang et al. 2015).
Abstract Next-generation sequencing has revolutionized 
clinical diagnostic testing. Yet, for a substantial proportion 
of patients, sequence information restricted to exons and 
exon–intron boundaries fails to identify the genetic cause 
of the disease. Here we review evidence from mRNA anal-
ysis and entire genomic sequencing indicating that patho-
genic mutations can occur deep within the introns of over 
75 disease-associated genes. Deleterious DNA variants 
located more than 100 base pairs away from exon–intron 
junctions most commonly lead to pseudo-exon inclusion 
due to activation of non-canonical splice sites or changes 
in splicing regulatory elements. Additionally, deep intronic 
mutations can disrupt transcription regulatory motifs and 
non-coding RNA genes. This review aims to highlight the 
importance of studying variation in deep intronic sequence 
as a cause of monogenic disorders as well as hereditary 
cancer syndromes.
Introduction
An average human protein-coding gene is composed of 
8–10 short coding pieces termed exons interrupted by 
approximately 20 times longer non-coding sequences or 
introns. Introns are a hallmark of eukaryotic evolution and 
a substantial intron gain has accompanied the origin of 
metazoa (Irimia and Roy 2014). The intron–exon structure 
of eukaryotic genes has played a major role in the creation 
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Spliceosome assembly starts with the recognition of the 
5′ss by the U1 snRNP (Seraphin and Rosbash 1989). Sub-
sequently, the U2 snRNP associates with the branch point 
region. However, this interaction requires prior binding of 
splicing factor 1 (SF1) to the branch point sequence (Ber-
glund et al. 1997; Liu et al. 2001) and recruitment of U2 
auxiliary factor U2AF to the 3′ss (Zamore et al. 1992). 
U2AF is an heterodimer composed of a 65 kDa subunit that 
contacts the polypyrimidine tract and a 35 kDa subunit that 
recognizes the AG at the intron 3′ end (Merendino et al. 
1999; Wu et al. 1999; Zorio and Blumenthal 1999). The 
U4/U6.U5 tri-snRNP particle is then recruited, forming 
the pre-catalytic spliceosome (Will and Luhrmann 2011). 
After the release of U1 and U4, the adenosine residue at the 
branch point undergoes a nucleophilic attack on the 5′ss, 
resulting in the formation of a 2′,5′-phosphodiester bond. 
This is followed by the second trans-esterification reaction, 
which consists in the 5′ss-mediated attack on the 3′ss, giv-
ing rise to the spliced product and releasing the intron lariat 
(Will and Luhrmann 2011).
The vast majority of introns are processed by the U1, 
U2, U4, U5, and U6 snRNP complex, also known as the 
major spliceosome. Yet, a minority of introns are spliced by 
a distinct type of snRNP complex called the minor spliceo-
some (Patel and Steitz 2003). Overall, the major and minor 
spliceosomes share many common features and the mech-
anism of splicing is nearly identical. However, the minor 
spliceosome is composed of four distinct snRNAs termed 
as U11, U12, U4atac, and U6atac that have a counterpart in 
U1, U2, U4 and U6, respectively (Hall and Padgett 1996; 
Tarn and Steitz 1996a, b; Will et al. 1999).
Most of the interactions between pre-mRNA and spli-
ceosomal snRNAs are weak and prone to be modulated 
by multiple mechanisms that involve the binding of splic-
ing regulatory proteins to the pre-mRNA, the formation of 
secondary structures in the pre-mRNA, the rate of Pol II 
transcriptional elongation, and epigenetic modification of 
the template chromatin [for a recent review see (Naftelberg 
et al. 2015)]. Depending on the combinatorial effect of fac-
tors that either enhance or repress the recognition of con-
sensus sequences by the spliceosome, different splice sites 
will be selected in the pre-mRNA (Black 2003). The recent 
combination of large-scale characterization of alternative 
splicing and genome-wide identification of in vivo binding 
sites of splicing regulators unraveled the global principles 
guiding splicing regulation by specific RNA-binding pro-
teins (Barash et al. 2010; Witten and Ule 2011). Typically, 
splicing regulatory elements are classified as exonic or 
intronic splicing enhancers or silencers depending on their 
location and ability to stimulate or inhibit splicing (Wang 
and Burge 2008).
Alterations in pre-mRNA splicing are increasingly rec-
ognized as responsible for monogenic disorders (Chabot 
and Shkreta 2016; Krawczak et al. 2007; Padgett 2012; 
Pedrotti and Cooper 2014; Scotti and Swanson 2016; 
Singh and Cooper 2012; Sterne-Weiler and Sanford 2014), 
as well as for complex human traits (Heinzen et al. 2008; 
Yu et al. 2008). Shortly after the discovery of splicing it 
was found that patients with β-thalassemia failed to pro-
duce β-globin (HBB) protein due to a point mutation in an 
intron that disrupted the normal processing of HBB pre-
mRNA (Busslinger et al. 1981; Spritz et al. 1981). Current 
estimates indicate that between 15 and 50% of all mono-
genic disease-causing mutations affect pre-mRNA splic-
ing (Wang and Cooper 2007) with a large fraction corre-
sponding to point mutations in splice junctions (Krawczak 
et al. 2007; Stenson et al. 2012). In addition, mutations in 
the binding sites for splicing regulatory proteins or muta-
tions in the genes encoding these proteins are known to 
contribute to aberrant splicing and disease phenotypes 
(Caminsky et al. 2014), with up to 25% of known missense 
and nonsense disease-causing mutations predicted to alter 
exonic splicing enhancers or silencers (Cartegni et al. 2002; 
Sterne-Weiler et al. 2011). Likewise, mutations affecting 
intronic splicing enhancers or silencers have the potential 
to result in mis-regulated splicing.
The recent introduction of whole-genome sequenc-
ing approaches in clinically oriented screening studies 
has resulted in the identification of an increasing number 
of pathogenic variants located deep within introns (i.e., 
more than 100 base pairs away from exon–intron bounda-
ries). Additionally, Genome Wide Association Studies 
Fig. 1  Human consensus splice site sequences. The most con-
served nucleotide sequence is indicated for canonical 5′ (donor) and 
3′ (acceptor) splice sites (ss), the branch point (a*) and polypyrimi-
dine tract (PyT). The donor site (5′ss) is defined by the three terminal 
nucleotides of each exon and the first seven bases of the downstream 
intron. The acceptor site (3′ss) consists of the first two bases of the 
exon and the last 26 bases of the upstream intron, including the PyT. 
The coordinate ranges for the donor and acceptor site positions are 
[−3, +6] and [−25, +2], with a zero coordinate at the first intronic 
base of each splice site (Caminsky et al. 2014)
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have identified many single nucleotide variants located 
deep within introns with significant association to diseases 
(Hsiao et al. 2016; Xiong et al. 2015). These findings are 
fostering a new era of research focused on understanding 
how variation in deep intronic sequence affects pre-mRNA 
splicing and contributes to disease phenotypes.
Uncovering deep intronic secrets
For many years the physiological importance of a genomic 
sequence was primarily associated with its capacity to code 
for proteins and, therefore, intronic sequences were ini-
tially assumed to be largely non-functional. However, sev-
eral lines of recent evidence argue for intron functionality, 
as discussed in detail in the following sections.
Intron conservation
Because introns are removed from nascent transcripts dur-
ing pre-mRNA processing, intronic sequences in genes 
have been considered as “junk DNA”. However, there is 
a remarkable conservation of many intron positions along 
with highly conserved sequence elements, implying that 
at least some intronic features are subject to evolutionary 
constraints (Hare and Palumbi 2003; Mattick and Gagen 
2001; Rogozin et al. 2003). Conserved elements in introns 
include the consensus splice site sequences, the binding 
sites for regulatory proteins, the sequences of non-coding 
RNA genes, as well as additional regions (Kelly et al. 
2015).
Several studies revealed that first introns (i.e., introns at 
the 5′ end of genes) are typically the longest and most con-
served (Park et al. 2014). Conservation of the first intron 
is probably related to the presence of regulatory elements 
(Gaffney and Keightley 2004) and a specific pattern of 
chromatin organization (Bieberstein et al. 2012). Addition-
ally, the position of introns that contain RNA genes was 
also found to be highly conserved (Chorev and Carmel 
2013).
Introns as enhancers of transcription
Introns were first shown to increase transcriptional effi-
ciency in transgenic mice (Brinster et al. 1988). Subsequent 
studies showed that intron-containing genes presented 
higher levels of transcription when compared to intronless 
genes in yeast (Juneau et al. 2006), Drosophila (McKenzie 
and Brennan 1996) and mammalian cells (Brinster et al. 
1988; Shabalina et al. 2010). Transcription of mammalian 
genes relies on a complex communication between promot-
ers and enhancers that are often located a large distance 
apart in the genome, and recent studies suggest that some 
promoters work in combination with regulatory sequences 
located within introns (Stadhouders et al. 2012). For exam-
ple, expression of the type II collagen α1 (Col2a1) gene 
is dependent on SOX9, a master transcription factor that 
binds to regulatory regions located in Col2a1 introns 1 and 
6 (Yasuda et al. 2017). Likewise, expression of the vascu-
lar endothelial growth factor receptor Flk1 gene requires a 
regulatory region located in intron 10 (Becker et al. 2016). 
Another example, is an enhancer for the Sonic Hedgehog 
SHH gene, which is located 1 Mbp upstream, within an 
intron of the unrelated LMBR1 gene (Sagai et al. 2005). 
The promoter-proximal 5′ splice site was further shown to 
stimulate transcription independently from splicing, pre-
sumably through the binding of U1 snRNP and its inter-
action with transcription initiation factors (Damgaard et al. 
2008; Kwek et al. 2002).
Intron‑encoded RNA genes
After splicing, introns initially excised in lariat form are 
first debranched (Ruskin and Green 1985) and then in most 
cases rapidly degraded (Sharp et al. 1987). Yet, not all 
introns are fully degraded, but rather give rise to functional 
non-coding RNA by-products (Hube and Francastel 2015; 
Mattick 2001). These include most small nucleolar RNAs 
(snoRNAs), which are produced from processed introns 
derived from genes encoding various ribosomal proteins, 
ribosome-associated proteins, nucleolar and other proteins 
(Maxwell and Fournier 1995). Remarkably, some genes 
have no protein-coding capacity and their primary function 
may be to generate snoRNAs from their introns (Bortolin 
and Kiss 1998; Tycowski et al. 1996). In addition to snoR-
NAs, a class of unconventional micro RNAs (miRNAs) is 
also produced from introns. In this case, pre-miRNA-like 
hairpins are generated by the spliceosome followed by 
lariat-debranching and exosome mediated trimming (Flynt 
et al. 2010). These atypical miRNA precursors are called 
mirtrons due to their location in introns from protein cod-
ing and non-coding genes (Berezikov et al. 2007; Okamura 
et al. 2007; Valen et al. 2011).
Alternative splicing and intron retention
Alternative splicing increases transcriptome and proteome 
diversity by generating multiple mRNA isoforms from a 
single gene. A pre-mRNA molecule can be alternatively 
spliced through exon skipping, alternative splice site selec-
tion, and intron retention (Black 2003; Chen and Manley 
2009). For many years, intron retention in mature mRNAs 
was considered a consequence of mis-splicing, as intron-
containing mRNAs are often targeted for degradation by 
the exosome in the nucleus or nonsense-mediated decay 
in the cytoplasm (Gudipati et al. 2012; Jaillon et al. 2008; 
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Roy and Irimia 2008). However, recent transcriptomic 
analysis revealed that many introns are actively retained in 
polyadenylated transcripts and contribute to downregulate 
gene expression (Wong et al. 2013; Yap et al. 2012). Yet, 
transcripts with retained introns are not necessarily short-
lived. For example, in the mouse brain, mRNAs containing 
certain introns are stably accumulated in the nucleus, but 
in response to a stimulus, these molecules are spliced and 
acutely transported to the cytoplasm (Mauger et al. 2016; 
Naro et al. 2017). Similarly, nuclear accumulation of sta-
ble transcripts containing retained introns was detected at 
specific stages during spermatogenesis (Naro et al. 2017). 
The term “detained” introns has been proposed to describe 
this class of introns that are transiently retained in nuclear 
transcripts, but can still be spliced (Boutz et al. 2015). 
Retained introns can additionally affect gene expression 
by other mechanisms. Namely, the first intron of the ZEB2 
pre-mRNA contains an internal ribosome entry site, so 
that retention of this intron allows more efficient transla-
tion (Beltran et al. 2008), and retention of the third intron 
in the rat Ceacam6-L pre-mRNA generates a novel protein 
isoform in male germ cells (Kurio et al. 2008).
Non‑canonical splicing
Recent developments in transcriptome sequencing and 
analysis have revealed a remarkable prevalence of uncon-
ventional or non-canonical splicing mechanisms ranging 
from recognition of atypical splice sites to changes in the 
usual order of splicing [for a recent review see (Sibley et al. 
2016)].
Many sequences similar to the consensus motifs of 
canonical splice sites are present throughout introns. These 
sequences are known as cryptic, non-canonical or pseudo 
splice sites. What determines preference for a bona fide 
versus a pseudo splice site is still unclear, particularly 
after the finding that actual splice site sequences can be 
extremely diverse (Roca et al. 2003, 2013). Indeed, over 
9000 sequence variants have been found in the −3 to +6 
region of human 5′ splice sites (Roca et al. 2012), chal-
lenging the dogma that spliceosome recognition relies pri-
marily on consensus sequences at exon–intron boundaries. 
Moreover, cryptic splice sites are often used when a natural 
splice site is mutated, further arguing that splice site rec-
ognition is not intrinsically defined by any given sequence 
(Roca et al. 2003, 2013). Most likely, bona fide splice site 
selection results from the combinatorial effect of proteins 
such as SR and hnRNP proteins that bind to the pre-mRNA 
and either stabilize spliceosome interactions or inhibit the 
recruitment of spliceosomal components (Dreyfuss et al. 
2002; Liu et al. 1998).
Intronic sequences that are flanked by non-canonical 
splice sites and are normally not observed in spliced 
mRNAs are referred to as pseudo-exons or cryptic exons. 
Compared to genuine exons, pseudo-exons tend to have 
less splicing enhancer and more splicing silencer motifs 
(Corvelo and Eyras 2008; Sironi et al. 2004; Wang et al. 
2004; Zhang and Chasin 2004). Pseudo-exons often 
derive from transposable elements, in particular from 
antisense Alu sequences (Keren et al. 2010).
A non-canonical mechanism of intron removal referred 
to as recursive splicing was first detected in long Dros-
ophila pre-mRNAs (Burnette et al. 2005; Hatton et al. 
1998). Recently, recursive splicing was also observed 
in long introns of mammalian brain-specific transcripts 
(Sibley et al. 2015). These introns contain a cryptic site 
termed a recursive splice site or a ‘zero-length exon’ 
consisting in a combination of 3′ and 5′ splice sites that 
allow an intron to be spliced in multiple consecutive 
steps (Duff et al. 2015; Sibley et al. 2015). In this pro-
cess, the 3′ splice site is used to splice the upstream part 
of the intron, which reconstitutes a 5′ splice site that is 
then used to splice the downstream part. Evidence for 
multi-step recursive splicing of dystrophin pre-mRNAs in 
human skeletal muscle cells has also been reported (Gaz-
zoli et al. 2016).
In some cases, the pre-mRNA splicing reaction does not 
follow its canonical order, but rather occurs in a reversed 
orientation that links a downstream 5′ (donor) site to an 
upstream 3′ (acceptor) site to produce a circular RNA [for 
recent reviews see (Chen 2016; Salzman 2016)]. To date, 
thousands of circular non-coding RNAs generated by 
“backsplicing” of transcripts from protein-coding genes 
have been reported. Circularization, which results, for 
example, from covalently joining the two ends of a single 
exon, can be favored by the presence of inverted repeats, 
such as Alu elements, in the flanking introns (Dong et al. 
2016; Jeck et al. 2013; Liang and Wilusz 2014; Wilusz 
2015). Intronic circular RNAs have further been detected 
resulting from intron lariats that are resistant to de-branch-
ing due to C-rich motifs surrounding the branch point 
(Zhang et al. 2013). Although many circular RNA species 
appear to result from splicing errors, some may function 
as modulators of gene expression (Chen 2016; Salzman 
2016).
Deep intronic mutations as cause of human disease
To date, mutations in deep intronic regions have been docu-
mented in multiple diseases. In the following sections we 
review reported mutations and discuss the mechanism by 
which they alter gene expression. We reviewed 117 studies 
published between 1983 and 2016 describing 185 intronic 
mutations located at least 100 bp from the nearest canoni-
cal splice site, across 77 different disease genes.
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Inclusion of pseudo‑exons
Pseudo-exon inclusion is now considered a more frequent 
cause of disease than previously thought (Dhir and Buratti 
2010; Romano et al. 2013). This aberrant process can be 
triggered by intronic mutations that activate non-canoni-
cal splice sites. The more common mechanism involves a 
mutation that creates a novel donor splice site and activates 
a pre-existing non-canonical acceptor splice site (Fig. 2a). 
Less frequently the mutation creates a novel acceptor splice 
site (Fig. 2b). Alternatively, inclusion of a pseudo-exon 
results from mutations that either create or disrupt splic-
ing enhancer or silencer elements, respectively (Fig. 3a, b). 
Disease-associated pseudo- or cryptic exons range in size 
from 30 to 344 base pairs (Fig. 4) and about half of them 
are derived from transposable elements, particularly Alu 
elements (Vorechovsky 2010). The appearance of a pseudo-
exon generally disrupts the reading frame introducing a 
premature termination codon that targets the mutant mRNA 
for degradation by nonsense-mediated decay (NMD) (Popp 
and Maquat 2013).
Pseudo-exon inclusion was first reported in 
β-Thalassemia patients (Dobkin et al. 1983; Treisman 
et al. 1983). A T>G mutation located 705 bp downstream 
of the HBB middle exon created a new donor splice site 
and activated an acceptor splice site present within the sec-
ond intron (Dobkin et al. 1983). Several additional deep 
intronic mutations leading to pseudo-exon inclusion have 
since been identified in patients affected by multiple disor-
ders (Tables 1, 2, 3).
The longer a gene the more likely it is to be affected 
by pathogenic mutations (Lopez-Bigas et al. 2005). It is, 
therefore, not surprising that numerous deep intronic muta-
tions have been described in particularly long genes such 
as those associated with neurofibromatosis (Cunha et al. 
2016) and Duchenne muscular dystrophy (Beroud et al. 
2004; Gonorazky et al. 2016; Gurvich et al. 2008; Trabelsi 
et al. 2014). Remarkably, deep intronic mutations that pro-
mote inclusion of a pseudo-exon have been described in 
several hereditary tumor syndromes (Tables 1, 2, 3). These 
include neurofibromatosis types 1 and 2 (Castellanos et al. 
2013; Svaasand et al. 2015), melanoma (Harland et al. 
2001), ataxia-telangiectasia (Coutinho et al. 2005), retino-
blastoma (Dehainault et al. 2007), Lynch syndrome (Clend-
enning et al. 2011), breast cancer (Anczukow et al. 2012), 
and familial adenomatous polyposis (Spier et al. 2012). In 
the majority of these cases the mutant mRNA species are 
degraded by NMD.
Although point mutations are most frequent, small 
intronic deletions have also been reported to trigger 
pseudo-exon inclusion. For example, a 18 bp deletion 
within the intron 37 of the DMD gene was found associated 
with insertion of a 77 nt pseudo-exon in the mRNA (Bovo-
lenta et al. 2008).
A splicing enhancer created de novo within an intronic 
region may be sufficient to promote recognition by the spli-
ceosome leading to pseudo-exon inclusion (Fig. 3a). For 
example, an intronic mutation was identified in a Becker 
muscular dystrophy patient that created two splicing 
enhancer sites in intron 26 of the dystrophin gene resulting 
Fig. 2  Pseudo-exon inclusion 
triggered by mutations that 
activate non-canonical splice 
sites. a Representative example 
of a mutation that creates a 
novel donor splice site (ss) and 
activates an upstream accep-
tor splice site; this leads to 
inclusion of a 95 nucleotide 
(nt) intronic sequence (pseudo-
exon) in the BRCA2 mRNA 
(Anczukow et al. 2012); b 
representative example of a 
mutation that creates a novel 
acceptor splice site and activates 
a downstream donor site; this 
leads to inclusion of a 124 nt 
intronic sequence (pseudo-
exon) in the FERMT1 mRNA 
(Chmel et al. 2015)
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in the insertion of a new cryptic exon in the mRNA (Tra-
belsi et al. 2014). A deep intronic mutation was also iden-
tified in a patient with X-linked form of Alport syndrome 
that created a new enhancer sequence triggering the inclu-
sion of a cryptic exon (King et al. 2002).
Alternatively, inclusion of cryptic exons can be induced 
by mutations that inactivate repressive sequences or 
secondary structures (Buratti et al. 2007; Greer et al. 2015; 
Highsmith et al. 1994) (Fig. 3b). For example, a prevalent 
deep intronic mutation (c.639+919G>A) in the lysosomal 
α-galactosidase A (GLA) gene responsible for Fabry dis-
ease disrupts an hnRNP A1 and hnRNP A2/B1-binding 
splicing silencer motif. This allows binding of U1 snRNP to 
an overlapping cryptic 5′ss resulting in pseudo-exon inclu-
sion (Palhais et al. 2016). Moreover, disruption of intronic 
U1 snRNP binding sites was found to trigger pseudo-exon 
inclusion in patients with ataxia-telangiectasia (Pagani 
et al. 2002) and Laron syndrome (Akker et al. 2007). Possi-
bly, splicing-independent binding of U1 snRNP to intronic 
regions suppresses both pseudo-exon inclusion and prema-
ture cleavage and polyadenylation from cryptic polyade-
nylation signals located in introns (Kaida et al. 2010). In 
some cases, the deep intronic mutation leads to the appear-
ance of more than one aberrantly spliced mRNA isoforms. 
For example, two 46, XY sisters with complete andro-
gen insensitivity syndrome had a deep intronic mutation 
upstream of exon 7 in the androgen receptor (AR) gene. 
The mutation (c.2450-118A>G) created a de novo 5′ss and 
activated a novel 3′ss 84 bp upstream, leading to pseudo-
exon inclusion in approximately half of the mRNAs. 
Another half of the cryptically spliced mRNAs showed 
inclusion of the entire 202 nt intronic fragment downstream 
of the novel 3′ss, most likely through creation of a novel 
exonic splicing enhancer motif specific for the binding of 
Fig. 3  Pseudo-exon inclusion 
triggered by mutations that alter 
splicing regulatory elements. 
a Representative example of a 
mutation that creates a novel 
binding site for SRSF1, thus 
activating a splicing enhancer 
element; this leads to inclu-
sion of a 147 nt pseudo-exon 
in the COL4A5 mRNA (King 
et al. 2002); b representative 
example of a mutation that 
disrupts a binding site for 
hnRNPA1/A2, thus inactivat-
ing a splicing silencer element; 
this leads to inclusion of a 57 nt 
pseudo-exon in the GLA mRNA 
(Palhais et al. 2016)
Fig. 4  Size distribution of pseudo-exons. Pseudo-exons referred 
to in Tables 1, 2 and 3 were size-distributed in 40 bp intervals. For 
comparison, the size distribution of authentic exons is indicated. Size 
and frequency of authentic human exons (h19) were calculated using 
BED files downloaded from the UCSC Table Browser
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SRSF1, a member of the SR protein family. As this motif 
and 5′ss overlap, SRSF1 and U1 snRNP probably compete 
with each other for binding to the pre-mRNA, thus result-
ing in either skipping or inclusion of the cryptic 5′ss (Kan-
sakoski et al. 2016).
Competition with natural splice sites
Most deep intronic mutations have no effect on canonical 
splice sites. Yet, some mutations that create a new splice site 
interfere with recognition of natural splice sites (Fig. 5), as 
Table 2  Human diseases caused by deep intronic mutations that create a new acceptor splice site leading to inclusion of a pseudo-exon
Disease (OMIM) Gene Deep intronic variant Reference Additional reports
Monogenic diseases
 Alport Syndrome (301050) COL4A3 Knebelmann et al. (1995)
COL4A5 IVS29+2733A>G King et al. (2002)
 Choroideremia (303100) CHM 314+10127T>A van den Hurk et al. (2003)
 Ornithine transcarbamylase defi-
ciency (311250)
OTC c.540+265G>A Ogino et al. (2007)
 Myopathy with lactic acidosis, 
hereditary (255125)
ISCU IVS5+382G>C Kollberg et al. (2009) Olsson et al. (2008), Mochel et al. 
(2008)
 Duchenne muscular dystrophy 
(310200)
DMD c.5326-215T>G Gonorazky et al. (2016) Yagi et al. (2003), Gurvich et al. (2008), 
Beroud et al. (2004), Deburgrave et al. 
(2007), Bovolenta et al. (2008)
 Becker muscular dystrophy (30376) DMD c.93+5590T>A Takeshima et al. (2010) Tuffery-Giraud et al. (2003)
 Werner syndrome (277700) WRN c.3234-160A>G Friedrich et al. (2010) Masala et al. (2007)
 Lesch–Nyhan syndrome (300322) HPRT g.36221T>A
c.5998+941G>A
Corrigan et al. (2011)
 Limb-girdle muscular dystrophy type 
2A (253600)
CAPN3 c.1782+1072G>C Blazquez et al. (2013)




Bonifert et al. (2016)
Bonifert et al. (2014)
 Kindler syndrome (173650) FERMT1 c.1139+740G>A Chmel et al. (2015)
 Pompe disease (232300) GAA c.2190-345A>G Bergsma et al. (2016)
Table 3  Human diseases caused by deep intronic mutations that interfere with splicing regulatory elements leading to inclusion of a pseudo-
exon
Disease (OMIM) Gene Deep intronic variant References Additional reports
ESE creation
 Monogenic diseases
  Alport Syndrome (301050) COL4A5 IVS6+1873G>A King et al. (2002)
  Propionicacidemia (606054) PCCA IVS14-1416A>G Rincon et al. (2007)
  Afibrinogenemia (202400) FGB c.115-600A>G Davis et al. (2009)
  Homocystinuria, type cbIE 
(236270)
MTRR c.903+469T>C Homolova et al. (2010)
  Becker muscular dystrophy 
(300376)
DMD c.3603+2053G>C Trabelsi et al. (2014)
  Complete androgen insensitiv-
ity syndrome (300068)
AR c.2450-118A>G Kansakoski et al. (2016)
ESS disruption
 Monogenic diseases
  Cystic Fibrosis (219700) CFTR c.1002–1110_1113delTAAG Faa et al. (2009) Nathan et al. (2012), Costa et al. 
(2011), Straniero et al. (2016)
  Fabry disease (301500) GLA c.639+919G>A Palhais et al. (2016) Ishii et al. (2002), Ferri et al. (2016)
 Hereditary tumor syndrome
  Ataxia-telangiectasia (208900) ATM IVS20-579_IVS20-576delGTAA Pagani et al. (2002)
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reported in the CDKN2A, TAZ, PRPF31, COL2A1, ATP7A, 
GBE1, TCIRG1 and GAA genes (Table 4). For exam-
ple, a mutation deep in intron 2 of CDKN2A gene (IVS2-
105A>G) created a false GT splice donor site 105 bases 5′ 
of exon 3 resulting in aberrant splicing of the mRNA (Har-
land et al. 2001). Weakening of canonical splice sites is 
frequently observed when deep intronic mutations are less 
than 150 bp away from the natural exon–intron junctions.
Disruption of transcription regulatory motifs
Multiple cases of genetic diseases caused by deep intronic 
mutations that disrupt transcription regulatory motifs have 
been identified. For example, the first intron of the MPZ 
gene contains binding sites for transcription factors SOX10 
and EGR2, which are implicated in the regulation of MPZ 
expression (Antonellis et al. 2010). The MPZ protein is 
required for proper myelination and several coding and 
splice site mutations in the MPZ gene have been described 
as cause of Charcot-Marie-Tooth disease type 1B, a demy-
elinating peripheral neuropathy. A patient affected by this 
disease had a deep intronic rare variant (c.126-1086T>A) 
that altered a highly conserved nucleotide in the SOX10-
binding site and decreased its enhancer activity (Antonellis 
et al. 2010).
A transcription enhancer element that binds the tran-
scription regulators CTCF and CEBPB has been identified 
within the first intron of the FOXF1 gene. A 800 bp dele-
tion affecting this region was shown to abolish the binding 
of CTCF and CEBPB, and to inhibit FOXF1 expression 
(Szafranski et al. 2013).
A deletion spanning up to 2094 bp within intron 1A of 
the COL6A2 gene was identified in a Bethlem myopathy 
patient (Bovolenta et al. 2010). This intronic deletion was 
found to occur in compound heterozygosity (trans) with 
a small deletion in exon 28. RNA studies showed mono-
allelic transcription of the COL6A2 gene, suggesting tran-
scriptional impairment of the intronic mutated allele (Bov-
olenta et al. 2010).
Preaxial polydactyly, one of the most frequent congeni-
tal hand malformations in humans, is associated with point 
mutations in a highly conserved 800 bp region located 
deeply within intron 5 of the LMBR1 gene (Albuisson et al. 
2011; Furniss et al. 2008; Gurnett et al. 2007; Lettice et al. 
2003). This region, located approximately 8 kb downstream 
of exon 5, is called ZRS (ZPA regulatory sequence) and has 
been shown to be essential for proper limb development 
(Lettice et al. 2003). Like in humans, ZRS point mutations 
in mice cause supernumerary preaxial digits. ZRS is a tran-
scription regulatory element that controls expression of the 
Fig. 5  Competition with natu-
ral splice sites. Representative 
example of a mutation that cre-
ates a new donor splice site (ss); 
this leads to inclusion of an 
extra 106 nt sequence at the 
end of exon 3 of the TAZ gene 
(Sakamoto et al. 2001)
Table 4  Human diseases caused by deep intronic mutations that compete with natural splice sites leading to cryptic splicing
Disease (OMIM) Gene Deep Intronic Variant References
Monogenic diseases
 Barth syndrome (302060) TAZ IVS3+110G>A Sakamoto et al. (2001)
 Retinitis pigmentosa 11 (600138) PRPF31 c.1374+654C>G Rio Frio et al. (2009)
 Stickler syndrome, type I (108300) COL2A1 c.1527+104T>G Richards et al. (2012)
 Menkes disease (309400) ATP7A c.2406+1117A>G Yasmeen et al. (2014)
 Adult polyglucosan body disease (232500) GBE1 IVS15+5289_5297deinsTGTTTTTTACATGACAGGT Akman et al. (2015)
 Autosomal recessive osteopetrosis (259700) TCIRG1 c.1887+146G>A
c.1887+142T>A
Palagano et al. (2015)
 Pompe disease (232300) GAA c.2190-345A>G Bergsma et al. (2016)
Hereditary tumor syndromes
 Melanoma, cutaneous malignant, 2 (155601) CDKN2A IVS2-105A>G Harland et al. (2001)
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Shh gene located at a distance of 1 Mb from Lmbr1 intron 5 
(Albuisson et al. 2011).
Inactivation of non‑coding RNA genes
Genetic variants have been reported to cause disease 
through inactivation of intron-encoded RNA genes. Point 
mutations in the RNU4ATAC gene were identified in 
patients affected by the developmental disorder Taybi-
Linder Syndrome (TALS) or Microcephalic osteodysplastic 
primordial dwarfism type 1 (MOPD1) (Edery et al. 2011; 
He et al. 2011). The RNU4ATAC gene, which codes for 
the minor spliceosomal U4atac snRNA, is located within 
intron 2 of the protein-coding CLASP1 gene, 682–556 bp 
upstream of exon 3 (Edery et al. 2011). Like other snR-
NAs, the U4atac has a complex three-dimensional structure 
including 2 stem-loops, two stems, and a Sm-protein bind-
ing region. Most TALS/MOPD1 mutations cluster in the 5′ 
stem–loop and are predicted to disrupt the snRNA second-
ary structure (He et al. 2011). Consistent with loss-of-func-
tion of the mutant snRNA, higher levels of unspliced U12-
type introns were detected in patient-derived fibroblasts. 
An additional mutation (g.124G>A) located in the U4atac 
Sm protein binding site was further shown to reduce sig-
nificantly the expression of U4atac, and four other muta-
tions (g.30G>A, g.50G>A, g. 50G>C, g.51G>A) located in 
the 5′ stem-loop decreased the binding of U4atac snRNP 
proteins NHP2L1 and PRPF31 (Jafarifar et al. 2014). 
A more recent study reported additional mutations in the 
RNU4ATAC gene as the cause of a distinct developmental 
disorder, Roifman syndrome (Merico et al. 2015).
Most individuals with Prader–Willi syndrome, a neu-
rodevelopmental disorder, have abnormal expression of 
genes located on their paternal chromosome 15. The same 
type of genetic defect confers Angelman syndrome when 
inherited from the mother. The imprinted domain on human 
chromosome 15 harbors the SNRPN locus, which produces 
long transcripts with multiple introns that contain snoRNA 
genes (Runte et al. 2001), and there is evidence indicating 
that loss of expression of these C/D box snoRNAs con-
tributes to the disease phenotype (Gallagher et al. 2002; 
Sahoo et al. 2008). Several additional studies suggest a role 
for snoRNAs in cancer (Williams and Farzaneh 2012). In 
particular, the SNORD50A and SNORD50B RNAs, which 
are encoded by genes located within introns 4 and 5 of 
the long intergenic non-protein coding SNHG5 gene, are 
recurrently loss in many types of cancer (Siprashvili et al. 
2016). Additionally, a homozygous SNORD50A 2-bp dele-
tion which leads to a decrease in SNORD50A transcript 
levels has been identified in prostate and breast cancer 
patients (Dong et al. 2008, 2009). The SNORD50A and 
SNORD50B RNAs bind directly to K-Ras and their loss 
triggers hyperactivation of Ras-ERK1/ERK2 signaling thus 
contributing to oncogenesis (Siprashvili et al. 2016).
Genomic rearrangements
Chromosome rearrangements resulting in gene fusions 
are often detected in cancer cells (Mertens et al. 2015). 
In most fusions, recombination occurs within introns and 
gives rise to the expression of chimeric proteins. How-
ever, chimeric mRNAs identical to those transcribed from 
fusion genes have been detected in low abundance in 
healthy tissues (Janz et al. 2003). Such chimeric mRNAs 
could be produced by trans-splicing, a process that joins 
exons from two distinct precursor transcripts (Konarska 
et al. 1985; Solnick 1985). Although there is still limited 
evidence for RNA trans-splicing in mammalian cells, it 
has been proposed that trans-splicing can occur between 
pre-mRNAs for JAZF1 and JJAZ1 in normal cells (Li 
et al. 2008). Another putative trans-spliced mRNA is the 
fusion transcript SLC45A3-ELK4 in which SLC45A3 exon 
1 is fused to ELK4 exon 2 leading to the expression of 
a novel protein that was found expressed in normal and 
benign cancer prostate cells (Rickman et al. 2009). RNA 
trans-splicing has also been experimentally manipulated 
as a tool to correct endogenous mutant pre-mRNAs for 
human gene therapy (Berger et al. 2016; Puttaraju et al. 
1999).
Rearrangements involving deep intronic regions have 
been described, although rarely, in association with 
monogenic diseases. A major genomic rearrangement 
was detected in a boy affected with Duchenne muscular 
dystrophy that consisted in a 90 kb insertion of non-cod-
ing chromosome 4 into intron 43 of the dystrophin gene 
(Baskin et al. 2011). Analysis of mRNA from a muscle 
biopsy revealed the presence of a cryptic exon originat-
ing from chromosome 4 inserted between DMD exons 
43 and 44 (Baskin et al. 2011). Three complex genomic 
rearrangements involving the DMD gene also leading to 
variable inclusion of pseudo-exons in the mRNA were fur-
ther described in Duchenne muscular dystrophy patients 
(Khelifi et al. 2011; Madden et al. 2009). Additionally, a 
sequence rearrangement 2.4 kb downstream from exon 11 
of the DMD gene was found to be the cause of X-Linked 
Dilated Cardiomyopathy (Ferlini et al. 1998). This rear-
rangement involving the intron 11 of the DMD gene leads 
to the activation of a cryptic splice site and inclusion of an 
Alu-like sequence in the mature RNA, triggering this tran-
script for degradation (Ferlini et al. 1998).
An interchromosomal rearrangement affecting a gene 
involved in severe intellectual disability (IQSEC2) has also 
been identified. In this case, a duplication event occurred 
on chromosome 4, which was then inserted into chromo-
some X. More precisely, the last six exons of the TENM3 
1104 Hum Genet (2017) 136:1093–1111
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gene were inserted in inverted orientation into intron 2 of 
the IQSEC2 gene resulting in an in-frame fusion mRNA 
that escaped NMD (Gilissen et al. 2014).
Conclusion
Despite major advances in clinical genetic analysis intro-
duced by the application of next-generation sequencing 
strategies, approximately half of the patients remain with-
out a precise genetic diagnosis, which represents a signifi-
cant limitation for clinical care. In this review we highlight 
that DNA intronic variants located throughout introns 
(Fig. 6) can be the cause of human disease and should 
be investigated when first line approaches such as next-
generation sequencing-based gene panels, whole-exome 
sequencing, microarray and multiplex ligation-dependent 
probe amplification-based deletion/duplication analysis fail 
to identify a causative mutation.
To find novel deep intronic mutations and determine 
their pathogenicity it is crucial to combine sequencing of 
intronic regions with studies addressing the mRNA mole-
cules produced in affected tissue from patients. This can be 
done by conventional RT-PCR analysis and sequencing of 
cDNA products, or by direct RNA-seq analysis. Examina-
tion of the patient’s transcriptome has the advantage of rap-
idly detecting the presence of abnormal splicing isoforms 
(Gonorazky et al. 2016). Reduced levels of mutant tran-
scripts are normally indicative of a disease-causing muta-
tion that either disrupts normal splicing and targets abnor-
mal mRNAs for degradation or inactivates a transcriptional 
regulatory motif. However, in some cases the mutation 
interferes with regulatory motifs or non-coding RNAs that 
control the expression of other genes. RNA-seq is clearly 
the best approach for quickly identifying these situations.
Although mRNA analysis is critical for establishing 
pathogenicity of deep intronic mutations, biopsy mate-
rial from affected patient tissues is not always available. 
This may represent a significant limitation, namely for the 
study of neurogenetic disorders. Notably, the genes with 
the longest introns tend to be most highly expressed in 
the brain (Sibley et al. 2015), and non-canonical splicing 
mechanisms appear enriched these long introns (Pickrell 
et al. 2010; Roy and Irimia 2008). Thus, it will be par-
ticularly interesting to explore the contribution of deep 
intronic mutations to human brain disorders and a number 
of recent possibilities obviate the requirement for brain 
biopsy. These include using neurons differentiated in vitro 
from either induced pluripotent stem cells (Bellin et al. 
2012) or through direct reprogramming (Tsunemoto et al. 
2015).
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