Word search is a classical puzzle to search for all given words on a given assignment of letters to a rectangular grid (matrix). This problem is clearly in P. The inverse of this problem is more difficult, which asks to assign letters in a given alphabet to a matrix of given size so that every word in a given wordset can be found horizontally, vertically, or diagonally. This problem is in NP; it admits a trivial polynomial-size certificate. We prove its NP-hardness. It turns out to be so even under the following restrictions: 1) the alphabet size is 2 (binary) and 2) all the words to be found are of length at most 2. These results are optimal in the sense that decreasing these bounds 2 to 1 makes the problem be trivially in P.
Introduction
Recently many generalized puzzles and games have been found to be difficult. We list some results on them below: (Hearn and Demaine wrote a book [4] having a list on these results and see it for the detailes.) The generalized version of Sudoku, Peg solitaire, Akari (Light up), Heyawake, Hitori, Kakkuro (Cross sum), Masyu (Pearl puzzle), Nonogram (Painted by numbers), Nurikabe, Slitherlink (Fences), and Tentai show (Spiral galaxies) are NP-complete. Othello (Reversi), Hex, Sliding-block puzzle, Rush hour, and Rollingblock maze are PSPACE-complete. Chess, Shogi (Japanese chess) and Go are EXPTIME-complete.
Word search is a puzzle, which is played in worldwide, and it is the research topic of this paper. Given an assignment of letters onto the w × h grid, that is, a matrix A = {a i,j } of which each a i,j is a letter, and a set of n words w 1 , . . . , w n , the objective is to find all the given words in the matrix hidden inside the matrix. The words may be placed horizontally, vertically, or diagonally, and they may be overlapped each other [3] . For example, see Figure 1 .
Creating instances of word search is an interesting meta-puzzle. Generally speaking, for a given word set, making a smaller matrix is more difficult. That is, Words to be found: ISORA, Beijing, Guilin, Kunming, Yichang, Tibet, Xinjiang, Lijiang, Zhangjiajie, Chengdu, Dunhuang, Huangshan, Luoyang Figure 1 : An instance of word search. Find all the names of the 12 cities in which ISORA has been held so far including this time, i.e., Beijing, Guilin, Kunming, Yichang, Tibet, Xinjiang, Lijiang, Zhangjiajie, Chengdu, Dunhuang, Huangshan, and Luoyang. You can also find the word ISORA in it. This instance was generated by PUZZLEMAKER [6] .
given a set of n words w 1 , . . . , w n , we want to make a matrix A as small as possible. We can find many puzzle makers on the Internet that include functions of making instances of word search. However, we have not found any theoretical research on the complexity of this problem.
Solving word search is clearly easy, i.e., it is in P, since finding a word of length in a w × h matrix A can be dome in O( wh). In contrast, such an "inverse word search" does not seem as easy as solving word search. In this paper we show that it is difficult (NPhard). As such, we can say "solving word search is easy but making instances of it is difficult!" Moreover, we show the NP-hardness in two boundary cases: 1) the alphabet size is 2 (binary) (Proposition 1) and 2) all the words to be found are of length at most 2 (Theorem 3). These results are optimal in the sense that decreasing the constant 2 to 1 makes the problem be trivially in P.
Methods
We formalize the puzzle as follows. Let Σ be an alphabet. For two constants w, h, an assignment of letters in Σ to a rectangular grid of size w × h is a matrix A = {a i,j ∈ Σ | 0 ≤ i < w, 0 ≤ j < h}. We say that a word w = b 0 b 1 · · · b n−1 with b 0 , b 1 , . . . , b n−1 ∈ Σ occurs in an assignment A = {a i,j } if there exist a coordinate (x, y) and a vector (v x , v y ) of maximum norm 1 such that b k = a x+kvx,y+kvy for all 0 ≤ k < n. If the vector (v x , v y ) is (1, 0) or (−1, 0), then the occurrence is horizontal; if the vector is (0, 1) or (0, −1), then the occurrence is vertical; otherwise, i.e., the vector is (1, 1), (−1, 1), (−1, −1), or (1, −1), the occurrence is diagonal.
The inverse word search problem is defined as follows.
Definition 1 (InverseWordSearch).
Given A finite set W of words over Σ and two integers w, h Find an assignment of letters in Σ to the grid of size w×h on which all the words in W occur.
In Section 3, we consider sub-problems of InverseWordSearch by restricting parameters of it like the alphabet size and the length of words in a given word set, and show the NP-hardness of these sub-problems. In order to prove the hardness, we use the 3-partition problem as a source of reduction (for the NP-hardness of 3-partition, see [1, 2] ), which asks to partition a given set S of 3m positive integers n 1 , n 2 , . . . , n 3m into m triples S 1 , S 2 , . . . , S m such that all of them have the same sum. (Note that 3-partition is strongly NPhard, that is, even when the integers are represented in unary, it remains NP-hard.)
Results
Before showing our results on NP-hardness, we briefly discuss restrictions under which InverseWordSearch immediately turns out to be in P.
Firstly, if both the alphabet size and the length of words are bounded from above by constants c and , respectively, then the size of a wordset is at most c + c
We can align all the words in the set in the trivial manner in the constant-size rectangular grid of width being this upperbound and height . Hence, in this case, the problem can be solved in a constant time.
Secondly, if the alphabet is unary, including only one letter, say a, then all the words in a given wordset is of form a i . That is, it suffices to find the occurrence of the longest word a , but this is equivalent to checking if max{w, h} ≥ . This check can be done in a constant time. In the same manner, if all words in the wordset are of length 1, then this problem can be solved in a constant time by just checking if the number of words in the wordset is less than or equal to wh.
These restrictions motivate us to examine InverseWordSearch by restricting one of the parameters (alphabet size, word length) by some constant at least 2. In fact, once one of them is bounded by 2, the problem turns out to be NP-hard. We will prove both of these results below. Proposition 1. InverseWordSearch is NP-hard even over a binary alphabet.
Proof. As already announced, the proof is a reduction of the 3-partition problem. Let S = {n 1 , n 2 , . . . , n 3m } be an instance of 3-partition with 3m k=1 n k = mB for some B, that is, if S can be partitioned into S 1 , S 2 , . . . , S m as required, then the sum of the numbers in any one of them is B. For the sake of reduction, we impose the two following restrictions on S under which 3-partition remains NP-hard:
1. The integers in S are all distinct [5] . 2. Every integer in S is strictly between B/2 and B/4.
In addition, we can assume min{n 1 , n 2 , . . . , n 3m } ≥ m; otherwise, we just multiply all the numbers and the target B by some constant large enough. Let Σ = {a, $}. For all 1 ≤ k ≤ 3m, we convert the number n k in S into the word w k = $a n k $ for 1 ≤ k ≤ 3m; thus, we obtain the set W of the 3m words w 1 , . . . , w 3m . Now we consider the instance of InverseWordSearch with the wordset W and the rectangular grid of width B + 4 and height m. Due to the first assumption on S, the wordset W includes 3m distinct words.
Assume an assignment of letters from Σ to the grid on which all words in W can be found. Observe two important facts. One is that the assumption |w k | > m for any k prevents w k from being found vertically or diagonally. The other is that due to the endmarker $, two words cannot overlap with each other with the overlap longer than 1. This means that a letter a in the grid can be a part of at most one word so that at least Bm cells in the grid must be assigned with a. With the assumption that B/4 < n k < B/2 for all 1 ≤ k ≤ 3m, this also means that exactly 3 words should be found per row. Thus, every row contains at least 4 $'s, but in fact, it must contain exactly 4 $'s because the grid has (B + 4)m cells and we already know that Bm of them are a. Now we can see both the leftmost and rightmost cells of every row be assigned with $ because otherwise a at such an end cannot be a part of any word in W and hence at least Bm + 1 a's would be on the grid. Consequently, every row is of the form $a i $a j $a k $ for some i, j, k and all the words $a i $, $a j $, $a k $ belong to W . That is, the assignment represents one way to partition S into S 1 , S 2 , . . . , S m . Proposition 2. InverseWordSearch is NP-hard even if the length of all words in the given wordset is restricted to be at most 3.
Proof. Unlike in the proof of Proposition 1, we encode the number n k as w k = a k,1 a k,2 · · · a k,n k , the concatenation of n k distinct letters a k,1 , a k,2 , . . . , a k,n k without delimiting it by $'s.
As such, the 3m numbers n 1 , . . . , n 3m are encoded using 3m k=1 n k = mB letters.
The encoding w k admits the n k −2 subwords (factors) of length 3, that is, a k,1 a k,2 a k,3 , a k,2 a k,3 a k,4 , . . . , a k,n k −2 a k,n k −1 a k,n k . In this way, we consider all the subwords of length 3 of these 3m encodings, and denote by W the set of these subwords.
Consider the instance of InverseWordSearch for this wordset W and rectangular grid of width B and height m. The number of cells on this grid is mB, and this is also the number of letters occurring in a word in W . An assignment of letters on the grid so that all words in W can be found, if any, hence assigns no letter more than once. Thus, the occurrences of two words must overlap maximally in the sense that all common letters are overlapped. For instance, the occurrences of the n k −2 words
which is w k . This allows us to work on another instance of the problem to arrange the 3m encodings w 1 , . . . , w 3m on the given grid. Due to the assumption n k > m for any k, the encoding w k cannot be found vertically or diagonally. Since letters are disjoint, the occurrences of w i and w j for i = j cannot be overlapped with each other. Finally, one row must afford the occurrences of exactly three encodings. Consequently, the existence of such assignment is equivalent to that the given instance of 3-partition has a solution.
We can modify the proof to strengthen Proposition 2 to prove that decreasing the length restriction further down to 2 keeps InverseWordSearch NP-hard. Theorem 3. InverseWordSearch is NP-hard even if the length of all words in the given wordset is restricted to be at most 2.
Proof. We employ the encoding of the 3m numbers used in the proof of Proposition 2. In order to convert them into the wordset W , one could simply consider the subwords of length 2 of these 3m encodings, that is, from w k = a k,1 a k,2 · · · a k,n k , the n k −1 words a k,1 a k,2 , a k,2 a k,3 , . . . , a k,n k −2 a k,n k −1 , a k,n k −1 a k,n k are obtained. However, this does not work for the decrease of margin length from 2 to 1 allows them to occur in a non-straight manner even under the maximal overlapping requirement as:
In order to avoid this problem, we rather not only the encoding w k but also its marked copyŵ k =â k,1âk,2 · · ·â k,n k .
We then let the wordset W include not only their subwords of length 2 but also the following aligning words a k,1âk,1 , a k,1âk,2 , a k,2âk,1 , a k,2âk,2 , a k,2âk,3 , a k,3âk,2 , . . .. Consider, for instance, the subwords a k,1 a k,2 ,â k,1âk,2 and the four aligning words a k,1âk,1 , a k,1âk,2 , a k,2âk,1 , a k,2âk,2 . Since their occurrences on the grid must be overlapped maximally, there are only two following ways for them to occur (mod exchange of rows/columns):
In this way, these subwords of w k as well as the aligning words must occur on the grid as:
Note that the whole rectangle may be reversed horizontally/vertically and each of its columns may be flipped. Now it should be clear that if there is an assignment of letters on the grid of width B and height 2m on which all of the subwords as well as aligning words occur, then the subwords and aligning words for an encoding w k must occur in a rectangle of width n k and height 2 as seen above. These 3m rectangles cannot overlap due to the alphabet disjointness.
Needless to say, the upperbound 2 on the word length is the smallest achievable.
We strengthen Proposition 2 by putting a restriction on the size of the given grid instead of tightening the bound on the word length.
Theorem 4. InverseWordSearch is NP-hard even if the length of all words in the given wordset is restricted to be at most 3 and the width or height of the grid is restricted to be at most 2.
Proof. The same encoding of n k is employed as in the proof of Proposition 2. By W we denote the wordset consisting of not only the length-3 subwords of the 3m encodings but also the following words, which we call frame words, over the disjoint alphabet {# k, | 1 ≤ k ≤ m, 1 ≤ ≤ B} ∪ {# j , # j | 1 ≤ j ≤ m − 1}: 
