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RÉSUMÉ
L’industrie des systèmes embarqués est en plein essor. Ces systèmes embarqués
deviennent de plus en plus complexes du fait que le coût de fabrication de processeur
plus puissant ne fait que diminuer chaque année et donne au concepteur de plus grandes
possibilités. Malheureusement, il existe toujours un très grand écart entre la conception,
la simulation et l’implémentation.
L’industrie recherche sans cesse des outils et environnements de développement plus
performants et efficaces pour la conception de tels systèmes. Des erreurs de conception
peuvent s’avérer très graves lorsqu’un tel système est utilisé dans des applications
critiques comme dans les environnements hospitaliers, spatiaux ou nucléaires.
Ce mémoire aborde le sujet de codesign, plus particulièrement la partie logicielle de
tels systèmes et propose une plateforme pour le raffinement de logiciel pour les
systèmes embarqués.
Cette solution permet au concepteur d’avoir une meilleure approche. De plus, elle lui
permet une exploration des différents services offerts par un système d’exploitation et
lui permet une exploration des différents systèmes d’exploitation sans nécessairement
faire un port pour une architecture particulière et sans connaître les différents API
attribués à ce système d’exploitation.
Mots clés: Simulation, Cosimulation, OS, Système d’exploitation, Système embarqué,
iC/OS-II, cadre d’applications .NET, eSYS.net, C#
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SUMMARY
The industry of embedded systems is soaring. These embedded systems become
increasingly more complex every day, solely due to the fact that manufacturing costs of
more powerful processors decreases every year, thus giving the creators of such systems
more possibilities. Unfortunately, a very large gap between the design, simulation and
the implementation stili exists.
The industry continuously searches for more powerful and effective tools
and environments for the design of such systems. Design errors have proven
to be criticat and potential dangerous, particularly in hospitals, outer space and nuclear
environments.
This thesis addresses the issues of co-designing, particularly the software part of such
systems and proposes a platform for refinement of software in embedded systems.
This proposed solution makes it possible for the creators to have a better overall
approach. This solution allows them to explore the various services offered by an
operating system. This also enables them to explore the various operating systems
without necessarily making a port for a particular architecture and without knowing the
different API from this operating system.
Keywords: Simulation, Cosimulation, OS, Operation System, Embedded System,
iC/OS-II, .NET Framework, eSYS.net, C#
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INTRODUCTION
L’emprise de l’informatique dans notre quotidien est un phénomène
incontournable. En regardant autour de nous, nous réalisons que nous sommes
entourés de dispositifs utilisant la puissance du calcul. Ces objets ont tous quelques
choses en commun; ils ont tous des microcontrôleurs.
Ces microcontrôleurs peuvent se retrouver dans de simples objets comme un four à
micro-ondes, des dispositifs comme un téléphone portable, mais aussi dans des objets
plus spécialisés comme le Mars Pathfinder ou un stimulateur cardiaque. Ces
microcontrôleurs ne se retrouvent pas simplement sur des systèmes traditionnels,
mais sur des systèmes embarqués qui sont une combinaison de logiciels et matériels.
Ces systèmes embarqués deviennent de plus en plus complexes du fait que le coût
de fabrication de processeurs plus puissants ne fait que diminuer chaque année et
donne au concepteur de plus nombreuses possibilités. Avec tous ces systèmes prenant
une plus grande part du marché, l’industrie recherche des outils permettant de
développer de tels systèmes. La Figure 1 montre le pourcentage du temps consacré à
chaque étape de développement et la courbe démontre le coût associé pour réparer
une erreur à chaque étape [6].
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Fïgure 1: Coût associé au flot de développement
Les concepteurs de systèmes embarqués sont restreints à des contraintes
importantes. La quantité limitée de mémoire, de puissance de calcul et de puissance
d’énergie ne fait que rendre la tâche plus ardue. La création de systèmes embarqués
demande des connaissances non seulement en informatique, mais aussi en génie
électrique. Tous ces différents aspects font qu’il est difficile de trouver des outils
efficaces. Les outils d’aujourd’hui laissent toujours passer des failles et des erreurs.
Quelques exemples sont bien connus dans le domaine:
Le 4 juin 1996, le lancement du vaisseau spatial européen Ariane fut un échec.
Quarante secondes après son décollage, le vaisseau change de trajectoire et par
ce fait explose dans les airs. Une enquête a été ensuite ouverte pour trouver
quelle était la cause du problème. Après un certain temps, l’enquête a révélé
qu’une défaillance dans les caractéristiques et le design du logiciel dans le
système de référence de l’inertie en était la cause [17].
Un exemple un peu plus récent et plus connu est celui du Mars Pathfinder de la
NASA. La NASA avait proclamé leur petit robot exempt de défaut. Quelques
jours après avoir atterri sur la planète rouge, le robot se mit à faire sans cesse
des démarrages complets. À chaque démarrage, des données récoltées étaient
perdues. Il s’avérait encore une fois que le problème provenait du logiciel se
trouvant dans le Mars Pathfinder. Plus spécifiquement, le problème se trouvait
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au niveau du système d’exploitation temps réel utilisé où une inversion de
propriété figeait l’application [17].
1.1 Problématique
Ces exemples nous montrent qu’il est important de développer des outils qui nous
permettraient d’éviter, de détecter et de prévoir des erreurs comme celles que nous
venons de voir. Le facteur humain joue un très grand rôle dans la conception, c’est
pourquoi il est important que ces outils apportent une sorte de méthodologie et une
meilleure approche pour guider les concepteurs dans les différentes étapes de la
réalisation de leurs projets.
Les systèmes embarqués con-une cité ci-dessus sont fortement liés au matériel, par
ce fait beaucoup d’outils actuels utilisent les langages de description de matériel ou
de niveau système (SLDL). Les concepteurs essayent d’utiliser ces langages, dits
«idéaux» pour la conception de matériel à différents niveaux abstractions, mais le fait
est qu’il reste toujours une faiblesse pour la modélisation logicielle. Un bon exemple
est donné par SystemC [38], un SLDL bien connu manquant dans des dispositifs pour
la modélisation de logiciels. Dans SystemC les fils d’exécution logiciel et matériel
sont ordonnancés de la même manière. L’ordonnanceur de SystemC est approprié au
matériel, mais n’a pas le concept de préemption qui s’avère critique pour la
simulation d’applications multi-tâches complexes. Même dans la version sortante de
SystemC, il n’arrive toujours pas à contrôler les fils d’exécution (suspendre, résumer,
tuer
...,
à créer dynamiquement des tâches, à modéliser un ordonnanceur, à créer
dynamiquement des primitives (mutex, sémaphore...) et à supporter la préemption
[11].
D’autres outils existent, mais ils se spécialisent dans un système d’exploitation
seulement (OS). Un exemple très connu est celui de WindRiver [40] qui s’appelle
Tornado et qui sert seulement pour le développement d’applications utilisant leur
système d’exploitation temps réel appelé VxWork. Nous avons très vite remarqué
que le concepteur ne veut pas nécessairement choisir un système d’exploitation au
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début de la conception. Une raison simple est le fait qu’une panoplie de systèmes
d’exploitation lui est offerte et il ne sait pas nécessairement lequel répond
parfaitement à ses besoins.
Avec l’exploration d’OS (par exemple Nucleus [36], eCOS [30], iC/OS [32]), iI a
été noté qu’afin d’employer un certain OS, trois étapes doivent être franchises:
• un environnement pour simuler sur la machine hôte doit être trouvé
• on doit apprendre chaque bibliothèque (API) différente de chacun des OS pour
développer une application avec celui-ci
• en dernier lieu, il est nécessaire de trouver ou créer un port pour l’OS pour
l’architecture de la cible.
Ces trois étapes s’avèrent difficiles, coûteuses et longues à franchir. Le manque de
simulateurs ayant une base commune à tous les OSs, rend la tâche très difficile au
concepteur pour tester son application. Le fait de ne pas être familier avec les APIs
utilisées par le système d’exploitation permet l’intrduction d’erreurd lors de la
conception. Et la tâche qui s’avère encore la plus difficile est de créer un port pour
l’architecture souhaitée. Pour créer un port, le développeur doit connaître et maîtriser
l’architecture matérielle exécutant l’OS et connaître le fonctionnement interne de
l’OS. La tâche se montre encore plus difficile lorsque l’OS est un système fermé.
Parfois il faut payer des montants exorbitants pour avoir accès aux informations
nécessaires pour porter un OS. Tout ceci entrafne un besoin de modèle de haut
niveau pour les OS dans le marché. Il est difficile de trouver une représentation de
haut niveau d’un système d’exploitation. Ce niveau d’abstraction nous permettrait
d’explorer certains services de systèmes d’exploitations dont nous avons besoin dans
notre application ou design. De même, nous pourrions explorer différents systèmes
d’exploitation sans nécessairement avoir besoin d’apprendre comment programmer
avec ses bibliothèques. Ensuite, il nous serait possible de tester le comportement de
notre application sur ce système d’exploitation. Cette abstraction permettrait surtout
d’éviter d’investir du temps et de l’argent pour l’exploration d’OS.
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1.2 Objectifs
Plusieurs des caractéristiques (simulateur, modèle de haut-niveau et méthodologie)
présentées ci-dessus que nous considérons importantes manquent dans les outils
existants. Ces caractéristiques répondent à un besoin général de l’industrie qui
demande des outils efficaces pour le développement de systèmes embarqués.
Dans le cadre d’un projet du laboratoire d’analyse et de synthèse des systèmes
ordinés (LASSO), un langage de description de matériel a été développé. Ce langage
s’appelle eSYS.net[14]. Ce dernier est idéal pour décrire le matériel, mais comporte
des lacunes pour la description du logiciel.
Dans ce contexte, cette maîtrise a pour objectif d’explorer les différents modèles de
simulation logiciels et matériels et de définir différents niveaux d’abstraction pour
essayer de répondre au besoin de l’industrie. Comme un langage de description de
matériel a été développé par le groupe de recherche, notre attention portera plus
spécialement sur le côté logiciel ainsi que son interaction avec le matériel. Nous
définirons et implanterons différents niveaux d’abstractions de modèles de
simulation. Par la suite nous ferons une étude de cas avec jiC/OS.
1.3 Contributions
Nous définirons ensuite une plateforme pour le raffinement, intégrant des niveaux
d’abstraction élevés de systèmes d’exploitation et basés sur un environnement
standard (cadre d’applications .NET). La plateforme pour le raffinement permet
l’exploration d’une application embarquée, l’exploration de différents services d’OS et
l’exploration en détail d’un 0$ choisi. La plateforme permet par profilage d’avoir une
estimation des ressources pour le prochain niveau. Tous ces dispositifs sont dans un
environnement multilangage qui permet l’utilisation de mécanismes
d’interopérabilité pouvant être employés lors de la cosimulation. Ainsi, nous allons
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définir un modèle de simulation logicielle/matérielle et le mettre à l’épreuve avec une
application qui comporte des caractéristiques d’un système embarqué typique.
De plus, comme eSYS.net a été développé avec le cadre d’applications .NET, notre
projet sera intégré dans ce même environnement. Comme nour verrons plus tard,
cette infrastructure nous apporte beaucoup de bénéfices.
1.4 Plan du document
Le chapitre 2 introduit les concepts de base et l’environnement de travail. Une
introduction sur les systèmes embarqués, sur eSYS.net et sur l’environnement .NET
permettra au lecteur d’avoir une meilleure compréhension de ce document.
Le chapitre 3 présente l’état de l’art du domaine. Plusieurs articles ont été publiés
sur le sujet et quelques-uns seront introduits brièvement. Certains proposent
différentes méthodes de modélisation, d’autres présentent la problématique et
certains font un survol sur les différentes techniques de codesign. Une brève
discussion sur les différents articles suivra.
Le chapitre 4 décrira l’approche utilisée dans ce projet. Les choix de cette
méthodologie y seront détaillés. Les différentes étapes de conception seront décrites
avec plus de détails ainsi que les différents niveaux d’abstraction.
Le chapitre 5 décrit les différentes classes et fonctions dans la bibliothèque créée
potir la simulation d’un système d’exploitation. Les avantages et inconvénients
d’utiliser C# ou tout autre langage de haut niveau seront discutés dans ce chapitre.
Le chapitre 6 montre une application illustrative utilisant notre plateforme pour son
développement. Ce chapitre montre un exemple permettant de comprendre la
méthodologie derrière la plateforme pour le raffinement.
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Le chapitre 7 expose nos différentes expérimentations et résultats obtenus. Ce
chapitre montrera également les différentes forces et faiblesses de ce modèle.
Le chapitre 8 relate des travaux futurs. Les objectifs atteints seront énumérés et une
courte discussion sur l’ensemble du projet conclura ce document.
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CONCEPTS DE BASE/ENVIRONNEMENT DE
TRAVAIL
Avant de rentrer dans le vif du sujet, une bonne introduction aux concepts de base
serait utile pour le lecteur de ce document. Nous commençons donc par présenter les
différentes techniques de validation de logiciels et de systèmes d’exploitation.
2.1 Modèle de simulation pour logiciel embarqué
Tout d’abord, nous introduirons les différentes approches pour la validation de
systèmes embarqués. Nous retrouvons dans ces approches des techniques de
simulation ainsi que des modèles de systèmes d’exploitation. Deux grandes
catégories distinctes s’y retrouvent:
1. la validation de systèmes par la technique des simulateurs du processeur (ISS)
2. la validation de systèmes par la technique de la simulation native.
Les simulateurs de processeurs sont largement utilisés, car ils permettent de
simuler le système avec une très grande précision. Cette précision vient du fait que le
simulateur émule la fonctionnalité du processeur cible. La modélisation du
processeur se fait au niveau du jeu d’instructions. En général, les ISS sont composés
d’une structure de données représentant l’état du processeur. Cette structure se situe
dans la mémoire de la machine hôte. Ensuite, le ISS s’occupe de faire les étapes de
chargement, décodage, d’aiguillage et d’exécution de chaque instruction qui lui est
envoyée. Chaque instruction est donc interprétée par le ISS d’où vient le nom de ISS
interprétatif. Cette technique s’avère très mauvaise au point de vue de la
performance, du fait que le simulateur doit interpréter chaque instruction. Les ISS
d’aujourd’hui peuvent, exécuter entre 10 000 et 100 000 instructions par seconde [42]
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qui, pour une application de grosseur moyenne, n’est pas suffisant. Les performances
de ISS ont été un peu plus accélérées avec l’introduction des ISS compilés sur la
machine hôte[43]. Au lieu d’interpréter les instructions, le I$S prend les instructions
et les associe avec les instructions de la machine. Les performances sont nettement
améliorées, mais ce type d’ISS n’est pas portable et utilise beaucoup de mémoire, ce
qui fait que cette technique n’est pas souvent utilisée. Dans les detix techniques citées
ci-dessus, les ISS interprétatifs sont toujours les plus répandus, car ils procurent au
concepteur une validation plus précise [43).
La simulation native, qui est moins utilisée que la technique ci-dessus, simule le
logiciel sans tenir compte de l’architecture de notre processeur cible. Comme le
logiciel est indépendant du processeur, il peut être écrit dans un langage de plus haut
niveau. Cette technique demande parfois un modèle de simulation pour un système
d’exploitation dans le cas où l’application est composée de plusieurs tâches et d’un
système d’exploitation.
La technique par simulation native permet une validation rapide du logiciel, mais le
compromis se fait au niveau de la précision. Cette technique est plus performante,
mais comme elle ne tient pas compte de l’architecture, ceci demande plus de travail
au développeur pour extraire les informations sur les temps d’exécution du logiciel à
simuler.
Tel que mentionné dans les paragraphes précédents, les modèles de simulation de
systèmes d’exploitation sont utilisés pour la simulation de logiciels embarqués
complexes. Cette approche est de plus en plus utilisée, car elle permet une validation
plus rapide du logiciel embarqué. Les différentes caractéristiques des principaux
types de modèles seront décrites ci-dessous.
Dans le modèle du système d’exploitation abstrait, comme son nom l’indique, le
système d’exploitation peut être abstrait et fournit un environnement de simulation
qui s’occupe entre autres de l’ordonnancement des tâches. L’application sera
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représentée en plusieurs tâches parallèles et les primitives de communication entre
celles-ci seront données par les bibliothèques offertes par le langage.
Dans le modèle du système d’exploitation virtuel, le modèle simule le
comportement du système d’exploitation final. L’objectif de ce modèle est de faire
une simulation rapide de la fonctionnalité du système d’exploitation final et de
l’application qui s’exécutera dessus. Ce modèle consiste à une abstraction du système
d’exploitation à un plus haut niveau où simplement la fonctionnalité et le
comportement sont respectés.
Finalement, dans le modèle de la réalisation finale du système d’exploitation,
l’exécution est faite directement sur l’architecture finale. Ceci permet de faire des
tests précis ainsi que de faire les derniers ajustements pour le bon fonctionnement de
l’application.
Notre recherche se situe dans la catégorie de la validation par la technique de la
simulation native. Pour la simulation native du système d’exploitation, notre
recherche utilise un modèle du système d’exploitation abstrait et un modèle du
système d’exploitation virtuel.
2.2 Systèmes embarqués
Un système embarqué est un système composé d’éléments informatiques matériels
et logiciels qui sont dédiés à une tâche spécifique. Le fait que ces systèmes doivent
répondre à un besoin précis, le concepteur de systèmes embarqués doit souvent faire
face à beaucoup de contraintes. Les systèmes doivent parfois traiter beaucoup de flots
de données dans un court laps de temps. Le système demande parfois, des temps de
réponse rapides, surtout dans une situation où le système doit traiter des informations
en temps réel. Le système doit être stable et fiable sans avoir besoin d’intervention
extérieure. Les composantes logicielles sont souvent limitées par la quantité de
puissance de calcul et de l’espace mémoire. De leur côté, les composantes matérielles
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sont souvent limitées par la consommation électrique restreinte. De plus, le
concepteur est souvent contraint par le coût du projet.
2.3 Environnement .NET et langage C# [10]
Le cadre d’applications .NET est une plateforme de développement offrant des
classes prédéfinies et un moteur d’exécution qui facilitent le développement
d’applications. C# est un langage de programmation de haut niveau de Microsoft
propre à l’utilisation du cadre d’applications .NET.
Les caractéristiques de la plateforme .NET et du langage C# sont l’objet de
publications, d’analyses et de modifications par un organisme international de
standard appelé European Computer Manufacturers Association (ECMA). Ceci
permet à de tiers partis de développer des outils autour de ce langage et plateforme.
La plate-forme de développement .NET a été présentée en 2000 par Microsoft. Les
langages de programmation officiels pour le développement sont C#, VB.NET et
Managed C++. D’autres langages peuvent interagir avec le cadre d’applications en
autant qu’ils respectent le Common Language Specification (CLS). Tous les concepts
de .NET sont offerts dans le Frarnework Class Library (fCL). Tous les langages
respectant le CLS sont compilés vers un langage intermédiaire (Common
Intermediate Language) permettant d’interagir avec les bibliothèques .NET. Comme
.NET est un langage interprété avec un compilateur Just in Time (lIT), la machine
virtuelle est portable.
Le cadre d’applications .NET offre un environnement:
• distribué de programmation orientée objet où le code peut être sauvegardé
localement, mais être exécuté soit localement, soit à distance.
• qui aide au déploiement de logiciels et qui gère les conflits de version.
• qui s’assure de la sécurité d’exécution de code y compris du code venant d’un
tiers parti.
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• d’exécution qui élimine les problèmes entourant les performances
d’environnement interprétés ou programmés en scripts.
• riche de types d’applications comme les applications Windows et les
applications Web.
• qui gère toutes les communications normalisées par l’industrie pour assurer le
bon fonctionnement et l’intégration d’applications basées sur le cadre
d’applications .NET avec n’importe quel autre code.
Le cadre d’applications .NET est composé de deux éléments: un environnement
d’exécution appelé le Common Language Runtime (CLR) et une bibliothèque de
classes appelée le Framework Class Library (FCL). Le FCL est construit sur le CLR
et offre tous les services dont une application moderne aurait besoin.
Le CLR gère l’exécution du code, la gestion de la mémoire, des fils d’exécution et
l’environnement distribué. Il assure une stricte sécurité des types pour garantir un
code sécurisé et robuste. Tout cela mène au concept que le code qui s’exécute sur le
CLR est un code géré. Un code géré peut profiter de tous les bienfaits du cadre
d’applications .NET.
Le FCL s’occupe d’offrir une collection de classes orientées objet, de types
réutilisables. Il nous fournit toutes les bibliothèques nécessaires pour développer des
applications en ligne de commande, des interfaces graphiques incluant des
applications qui exploitent ASP, XML et l’Internet.
Les deux concepts qui vont être les plus utilisés sont les techniques
d’interopérabilité et la gestion de fils d’exécution. Ces deux concepts sont expliqués
plus en détail dans ce qui suit.
Toute application contient au moins un fil d’exécution. Dans le cadre
d’applications .NET, on retrouve la distinction entre les fils d’exécution physiques et
logiques. Les fils d’exécution physiques sont les fils d’exécution du système
d’exploitation. Le cadre d’applications .NET introduit le concept de fils d’exécution
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logique. Le fil d’exécution peut avoir cinq différentes propriétés d’exécution:
«Highest», «AboveNormah>, «Nonnal», «BelowNormal», «Lowest» et peut se
trouver dans les états suivants : «Unstarted», «RunninglBackground»,
«S uspendRequest», «Suspended», «WaitSleepJoin», «AbortRequested», «Aborted»
et «Stopped». Ces différents états sont présentés dans la Figure 2
L’ordonnancement des fils d’exécution dans l’environnement .NET est fait
automatiquement. L’algorithme d’ordonnancement ressemble à un tourniquet. Des
bibliothèques de synchronisation sont fournies au développeur comme les mutex et
les monitors.
Un nouveau concept que le cadre d’applications .NET introduit est du code géré et
non géré. Du code géré est du code qui voit son exécution être gérée par le CLR. À
n’importe quel moment de l’exécution, le moteur d’exécution peut être arrêté pour
récupérer des informations sur l’adresse de l’instruction courante du CPU et obtenir
des informations sur l’état du moteur d’exécution, des registres et de la mémoire. Du
code non géré est simplement du code binaire, exécuté sur la machine hôte et qui
n’est pas gérée par le CLR.
Figure 2: Diagramme d’état des fils d’exécution dans .NET
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L’idéal serait que tous les programmes soient écrits en code géré, mais ce n’est pas
le cas. Pour interagir avec du code non géré, le cadre d’applications .NET offre une
multitude de techniques d’interopérabilité. On y retrouve: les fonctions statiques, la
mémoire partagée, les sockets, le COM, le lIT et les Plnvoke. Dans le cadre de cette
recherche, le Plnvoke a été choisi comme technique d’interopérabilité et sera la seule
technique dont nous discuterons dans ce document [211. Le choix de cette technique
est justifié dans le chapitre 4 sur la platefonne pour le raffinement.
Le Plnvoke qui découle de l’anglais Plateform Invocation Services, permet à C#
d’accéder les fonctions, structures dans un DLL écrit en code non géré. Par exemple,
la fonction MessageBox (voir sa signature dans le Code 2) peut être appelée en
ajoutant dans le code géré les parties illustrées dans le Code 3.
01 int MessageBox(HWND hWnd, LPCTSTR lpText, LPCSTR lptaption, UINT uType);
Code 1: Fonction MessageBoxO
01 [Dttlnport(”user32.d11”)]
02 static extern int Message3ox(int liWnd, string text, string caption, int
type)
03 [Dttlnport)”user32.dll”)]
04 static extern int MessageBoxfint hwnd, string teXt, string caption, int
type);
Code 2: Exemple d’enregistrement d’une fonction
Le Pkwoke s’occupe de trouver et de récupérer le DLL et associe la déclaration
avec la bonne fonction. Le CLR s’occupe de convertir les paramètres et la valeur de
retour de la fonction entre les types .NET et les types non gérés.
Le Plnvoke s’occupe également de faire des appels de fonctions entre du code géré
au code non géré, mais permet aussi d’appeler une fonction gérée par un code non
géré. Ce concept s’appelle un CallBack. Nous avons mentionné précedemment que
le CLR s’occupait de convertir les paramètres. Pour un délégué, son équivalent en
code non géré est un pointeur de fonction. Donc, pour faire appeler une fonction
gérée dans du code non géré, il suffit de passer à un Pinvoke un délégué comme
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paramètre. Il faut toutefois s’assurer que la signature du délégué et du paramètre est
la même. Le Code 3 présente ce concept.
01 delegate bool CellBack(int hWnd, int iParam);
02 [DLLlnportt”user32.dll”)]
03 static extern int EnumWindows(CallBack hWnd, int lParaxn);
04 static bool PrintWindow(int hWnd, int lParain) {...)
05 static void Main() t
06 CallBack e = new CallBack(PrintWindow);
07 EnuWindows(e,0)
08
Code 3: Exemple de Plnvoke et Ca]]Back
2.4 eSYS.net
La bibliothèque intitulée eSYS.net a vu le jour au dernier quart de 2003 dans le
Laboratoire d’Analyse et de Synthèse des Systèmes Ordinés de l’Université de
Montréal. eSYS.net est un outil de développement de matériel qui permet entre autres
la modélisation de description de matériels, mais aussi la modélisation d’algorithmes
logiciels et de modélisation de systèmes et réseaux sur puce.
eSYS.net, acronyme pour Embedded System .NET, est une bibliothèque pour le
cadre d’applications .NET de Microsoft. La bibliothèque eSYS.net ajoute au cadre
d’applications de .NET les concepts fondamentaux comme les signaux, modules et
ports. Un noyau de simulation est disponible pour simuler et exécuter les designs
conçus, avec eSYS.net. eSYS.net a été développé en respectant les standards de
Microsoft.
Le code source eSYS.net est disponible. Le maintien du code est géré par
www.eSYS-net.org et quiconque peut l’enrichir. Développé par James Lapalme dans
le cadre d’un projet de maîtrise [14], il est le fruit d’une collaboration entre
professeurs et étudiants de l’Université de Montréal et de l’École Polytechniques de
Montréal.
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L’apparition de eSYS.Net a été motivée par le fait que les outils actuels pour le
développement de matériel comportent certaines lacunes. Les langages comme
VHDL et Verilog, pionniers dans le domaine, restent d’actualité, mais ne permettent
plus d’explorer pleinement un modèle et de modéliser un système logiciel. De plus,
les outils de synthèse, d’analyse et de simulation ne sont pas disponibles facilement
et sont souvent très coûteux. Développé en 1999, SystemC présente de nombreux
avantages sur ces prédécesseurs, mais ce système a aussi ses limites. Son
développement progresse lentement, car toutes les modifications doivent être revues
et acceptées par un comité. Comme SystemC, une librairie pour la conception
système, est basé sur le langage C++ et que ce langage est très vaste, il est parfois
difficile de prévoir le comportement du simulateur. Par ailleurs, il est difficile de
spécifier précisément certains concepts de description de matériel. Mais le principal
inconvénient de SystemC, c’est de ne pas avoir un mécanisme d’introspection
permettant de concevoir des outils efficaces de synthèse et des CAD. L’arrivée de
SystemVerilog montre bien qu’il existe une forte demande pour de nouvelles
solutions. SystemVerilog répond à plusieurs besoins, mais il demeure un
environnement d’accès difficile et coûteux [27].
Figure 3: Environnement de développement de eSYS.net [14J
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Il est facile de programmer avec eSYS.net, ce qui s’explique par le cadre
d’applications .NET qui comporte plusieurs syntaxes de programmation. La Figure 3
présente l’environnement de développement de eSYS.net. Il est possible de
développer son modèle en C++, J#, C# et VB.NET. À noter que tout autre langage
qui respecte le standard ECMA [29] et l’infrastructure .NET peut être utilisé.
eSYS.net est une programmation orientée objet dont la structure ressemble beaucoup
à SystemC. Les programmeurs en SystemC n’auront aucune difficulté à développer
en eSYS.net. La méthodologie adoptée par eSYS.net est la même que SystemC.
Jusqu’à ce jour et tel qu’illustré dans la Figure 4, le développeur fait la description
d’un design en C et ensuite le convertit manuellement dans un langage HDL, une
conversion souvent difficile et coûteuse, susceptible de générer plusieurs erreurs
d’implémentation dans le design. Avec une méthodologie comme celle présentée par
la Figure 5, le développeur programme dans un seul environnement qui lui est
souvent familier et il peut librement raffiner son design et le décomposer aisément en
plusieurs composantes distinctes [2]. À l’intérieur d’un même environnement, il est
alors possible de programmer sur différents niveaux. La puissance d’une telle
méthodologie permet de développer des designs complexes en très peu de code, de
les simuler facilement et d’appliquer les mêmes banc d’essai pour les divers niveaux
en un minimum de temps [14].
Concept du desi en C/C++ Convertir le desi en FL
VérWication H TestBench VérWication H TestBench
Synthèse
Figure 4: Méthodologie de développement utilisée jusqu’à ce jour
Pour le développement rapide, eSYS.net permet de programmer dans un niveau
d’abstraction très élévé. eSYS.net est composé d’un groupe de classes abstraites
englobant la plupart des concepts au niveau matériel [15]. Il offre les concepts de
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modules, processus, port, interface, signaux, événement, horloges, simulateur ainsi
que certains concepts plus avancés tels que les canaux.
Un design consiste en des modules interconnectés par des canaux de
communication par l’intermédiaire d’interfaces. Un module est l’entité de base pour
un design. II possède un certain nombre d’entrées et de sorties et on y retrouve un ou
plusieurs processus qui donnent la fonctionnalité du module. Un module peut être
représenté comme une boîte de traitement dépendant de ses entrées et sorties.
La structure d’un module en eSYS.net est présentée ci-dessous. Cette structure
modulaire comprend : la déclaration des ports et des interfaces (lignes 3-4), la
déclaration de variables locales (lignes 6), un constructeur de modules (ligne 8) et de
divers processus (ligne 1). Toutes les déclarations de modules doivent dériver de la
classe BaseModule de eSYS.net. Cette classe permet l’enregistrement automatique du
module auprès du simulateur. L’enregistrement auprès du simulateur se fait
automatiqtiement dès qu’un module, un canal, un événement ou une interface est
instancié dans le design. La définition d’un module dans eSYS.net ressemble à ceci:
Figure 5: Méthodologie de eSYS.net
01 public class Producer: BaseModule
02 {
03 public dock dock;
04 public write_if output;
05
06 private bool m_verbose;
07
08 public Producer(string name_,bool verbose) :base(name_)verboseverbose;)
09
10 [Process()] [EventList(posedge, ‘dock’)]
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11 public void mainU{)
12
Code 4: Exemple de Module dans eSYS.net
Les différents modules communiquent par l’entremise des interfaces ou «ports». Le
concept de port en eSYS.net est différent de celui de SystemC. Dans eSYS.net, les
ports ne sont pas des objets, mais des interfaces définies dans des modules spécialisés
appelés «canaux ». Certaines interfaces sont déjà prédéfinies par eSYS.net.
(Exemples: inhzt, otttlnt inoutlnt, inBooÏ, etc.) On peut observer dans le Code 5 une
déclaration d’un port de sortie (ligne 4). Une autre façon de communiquer entre
modules se fait par l’entremise de signaux. Un signal représente un fil qui
interconnecte un ensemble de composantes. Un signal transporte des données, mais
ne se détermine pas la direction du transfert comme les ports. Les signaux ne sont pas
déclarés avec un attribut in, out, inout. La direction du transfert dépend des
associations aux ports respectifs.
01 public IntSignal signal_in;
Code 5: Exemple de signal dans eSYS.net
Différents signaux sont prédéfinis dans eSYS.net. Chaque type de donnée standard
comme les entiers, les booléens, les entiers longs et plusieurs autres sont à la
disposition du programmeur. L’usager peut définir ses propres signaux, mais il doit
dériver de la classe BaseSignal qui permet de conserver la valeur ancienne, actuelle
et future du signal. La valeur mise dans un signal ne sera pas disponible avant le
prochain delta cycle. Un concept intéressant de eSYS.net est la visibilité des signaux;
si un signal est déclaré avec le mot clé «public», ce signal peut être vu par tous les
modules, mais si le mot clé «private» est utilisé, la visibilité du signal sera restreinte
au module où il a été déclaré. À noter qu’en C#, «private» est le mot clé par défaut si
rien n’a été mis à la déclaration.
Contrairement à SystemC les signaux ne sont pas des canaux. La structure d’un
canal ressemble beaucoup à celle d’un module. En fait, les canaux doivent dériver de
la classe BaseChannel qui, elle-même, dérive de BaseModule. Base6’hannel permet
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la mise à jour à la fin du cycle. Un canal est un objet qui possède des concepts de
communication et de synchronisation. Un canal doit implémenter une ou plusieurs
interfaces. La définition d’un canal dans eSYS.net ressemble à ceci:
01 public clans Fifo: BaseChannel,writeif,read_if
02
03 public dock dock;
04
05 public Fifo(string naine ,bool verbose):basetnaiue_)fm_verbose=verbose;)
06
07 public void write(char c){...]
08 public char read() f._)
09 public void reset() t...)
10 public int num_availablet){...]
11
12 private bool m_verbose false;
13 private enum e fmax = 10];
14 private char[] data = new char[(int)e.max];
15 private lnt num_elements,first;
16 private Event write_event = new Event();
17 private Event read_event = new Eventt);
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Code 6: Exemple de canal dans eSYS.net
Les développeurs de eSY$.net n’ont pas jugé nécessaire de définir des canaux
primitifs comme dans SystemC. Si le futur impose l’ajout de canaux primitifs ou
d’autres concepts, il suffira d’enrichir eSYS.net de nouvelles classes. Ceci est un des
grands avantages d’un tel outil, car on ne fait qu’enrichir la bibliothèque pour
changer la sémantique de la simulation. Il est difficile de faire la même chose avec
des HDLs.
Dans l’exemple du Code 6, deux événements ont été déclarés (ligne 16-17). Les
événements permettent d’actiomer les différents processus se retrouvant dans les
modules. Un processus peut soit attendre un certain événement en utilisant la
fonction Waitø, soit réveiller un autre événement en utilisant la fonction NotfyØ.
eSYS.net définit deux types de processus. Le premier genre, les «PMethod», équivaut
au «se method» de SystemC et le corps du processus est exécuté au complet. Ce type
de processus ne conserve pas le contexte d’exécution. Le deuxième type équivaut aux
«sc_thread» et aux «sccthreads». Le corps du processus est contrôlé par les
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fonctions WaitO et NotfrØ appliquées sur les événements. Voici comment est
déclaré tin processus dans eSYS.net:
01 [Process (H [Eventtist f “posedge, dock”)]
02 public void main)){...)
Code 7: Exemple de processus dans eSYS.net
Le type du processus est indiqué avant la déclaration du processus ainsi que la liste
de sensibilité. Cette syntaxe particulière vient du cadre d’applications .NET. Cette
syntaxe s’appelle les attributs. Un processus peut être sensible à «posedge» et donc
sensible à un front montant, à «negedge», à «sensitive» et à «transaction». Ces deux
derniers sont identiques, mais pour l’événement «transaction», le processus est
toujours réveillé même si la valeur n’a pas changé au dernier delta cycle.
Maintenant que le design est fait, il est utile de vérifier la fonctionnalité du modèle.
Un banc d’essai est facilement implanté comme montré dans le Code 8:
01 public class top: SystemModel
02
03 public Clock clk;
04 public Fifo tifo_inst;
05 public Producer prod_inst;
06 public Consumer cons_inst;
07
08 public top(ISystemManager manager) :base (manager)
09 f
10 clk = new Clock(”Clock”,lO);
11
12 fifo_inst = new Fifo(”Fifo”)
13 prod_inst = new Producer(”Producer”)
14 cons_inst = new Consumer(’Consuiner’)
15
16 prod_inst.output = fifo_inst
17 cons_inst.input = fifo_inst;
18
19 fifo_inst.clock = clk;
20 prod_inst.clock = clk;
21 cons_inst.clock = c1k
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Code 8: Exemple de banc d’essai dans eSYS.net
Dans un banc d’essai, on inclut la déclaration des modules (lignes 3-4),
l’initialisation des modules (lignes 10-14) et l’association des interfaces de chaque
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module (lignes 16-22). Le banc d’essai doit dériver de SystemModet pour indiquer au
simulateur que cette classe est le banc d’essai. Pour démarrer la simulation du
modèle, il reste à écrire une classe qui lancera la simulation. Cette classe est définie
comme suit:
01 public class Sirnulator_Main
02 t
03 static public void Maïn()
04 t
05 Simula.tor situ = new Sirnulator()
06 top fifo_tb = new top(sim);
07 situ. sysm = fifo_tb;
08 sim.Run(lO);
09 )
10
Code 9: Exemple de Main dans eSYS.net
Dans cette classe se retrouvent la création du simulateur (ligne 5), l’instanciation
du banc d’essai (ligne 6), l’association du banc d’essai avec le simulateur (ligne 7) et
le lancement de la simulation (ligne 8). Cette classe est l’équivalent de la classe
«se_main» de SystemC.
L’ordonnanceur de eSYS.net ressemble beaucoup aux autres ordonnanceurs
utilisés dans le monde du matériel. C’est un ordoirnanceur basé sur les événements.
Quelques ajouts ont été amenés par les développeurs de eSYS.net; différents points
d’ancrage sont disponibles sur la simulation et des méthodes définies par l’usagé
peuvent être exécutées avant l’exécution d’un processus. La structure de eSYS.net est
présentée dans la Figure 6.
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Les différents points d’ancrage et méthodes pré/post processus sont représentés par
des attributs. Voici la liste d’attributs que l’on retrouve dans eSYS.net. La Figure 7
présente chaque attribut avec une brève description et indique les concepts auxquels
ils s’appliquent.
Cycle mil
Delta mit
Pré-exécution
Posa-exécution
Pour Updrtu
Delta EcU
Laxi Delta
Cycle Erré
Eau End
Figure 6: Structure de eSYS.net
23
.AtttibLitc Description Applied to con—
ce p
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Sini I n t Ç Naine o f Si nu lation mit Class Mcthod
Metliod:i j
Si inInd Naine cf S iniula Lion end Cluss Mcthcd
N1e1hodi
Cvclelnit Nanic ol Cycle mit ialization Class Method
Method)
‘,rcIeEnd (Naine ci Cycle uncl Cluss Mcthod
Method:i
-)
Deltalnit Delta cycle initializa Lion Class Methcd
DeItaEnd Delta enci Cluss Method
FinalDelta LasI deltn Class Method
Reset Siinulator reset Class Methoci
Figure 7: Attributs avec leur rôle dans eSYS.net 114]
eSYS.net est présentement en cours de développement. Des bibliothèques de
synthèse seront apportées au langage et un moteur d’assertion est prévu.
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ÉTAT DE L’ART
Dans le chapitre précédent, nous avons présenté différentes techniques pour la
validation des systèmes embarqués. On retrouve dans les travaux existants
l’utilisation de la technique de validation native et la technique de validation à base
d’un simulateur du processeur (ISS). Plus particulièrement, ces travaux utilisent le
système d’exploitation abstrait et le système d’exploitation virtuel pour la validation
native. Pour la validation à base d’un ISS, la plupart des travaux utilisent la
réalisation finale du système d’exploitation.
En utilisant un système d’exploitation abstrait dans la simulation native, le système
d’exploitation abstrait est fourni par des environnements de simulation (ex.
SystemC). Ces modèles permettent, tel qu’indiqué auparavant, une validation rapide
accompagnée d’une grande perte de précision [19].
L’industrie propose deux approches pour la technique par simulation native en
utilisant un système d’exploitation virtuel. L’approche de CarbonKernel [41] et
SoCOS permet la modélisation de systèmes d’exploitation, mais le code du système
virtuel ne sera pas le même que le code du système d’exploitation final. Ceci entraîne
que le concepteur doit ensuite faire valider son code final pour s’assurer des résultats
de son application embarquée. L’autre approche est celle proposée par WindRiver
Systems [40]. Cette compagnie fournit VxSim un simulateur de leur système
d’exploitation. Le problème avec cette approche est qu’elle ne nous permet pas de
tester du matériel ajouté à notre design, et par le fait même, ne nous permet pas
d’évaluer les performances de communication entre le logiciel et le matériel.
o
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Pour la technique de validation à base d’un simulateur du processeur (ISS) avec la
réalisation finale du système d’exploitation, le ISS affecte grandement les
performances de simulation et le temps de conception [19].
Comme nous venons de voir, la technique de validation par simulation native ne
tient pas vraiment compte de la notion de temps et une solution est proposée dans
[23] pour améliorer la précision. Cette solution permet d’utiliser la simulation native
du système d’exploitation avec la réalisation finale du système, tout en y rajoutant
des informations temporelles. Cependant, les auteurs de l’article considèrent toujours
que leur modèle n’est pas assez précis. Également, ce modèle reste fortement relié à
SystemC. Cette recherche a été ensuite poussée par [1]. Ce dernier présente un
modèle de cosimulation qui permet de faire une simulation logicielle rapide et précise
en combinant une simulation native avec une cosimulation matérielle et logicielle
temporisée. Cette méthode permet la simulation avec notion de temps des
interruptions du processeur pendant l’exécution native d’une partie logicielle. De
plus, ce modèle permet d’avoir plusieurs niveaux de granularité dans la notion de
temps pour faire le compromis entre la performance et la précision d’une simulation.
Ce modèle reste à être mis à l’épreuve sur des exemples concrets pour démontrer son
efficacité.
Dans [12], un cosimulateur rapide et flexible pour système embarqué est présenté.
Le cosimulateur supporte tous les services offerts par le standard japonais ITRON
pour les systèmes à temps réel. Le logiciel est simulé d’une façon native et le
matériel est simulé à l’aide d’un simulateur HDL. Leurs travaux futurs se concentrent
sur l’amélioration de la notion de temps et la précision de leur modèle. La Figure 8
présente le modèle.
o
26
L’outil Tornado dans l’environnement VxSim comme vu plutôt n’offre pas la
possibilité de faire de la cosimulation. Dans (4], on démontre une solution pour un
environnement de cosimulation avec le simulateur VxSim. Il utilise un outil appelé
Seamless. La combinaison de Seamless avec VxSim, Modelsim et un modèle de PCI
Transactor semble être un bon outil, mais la partie logicielle est limitée. Le
concepteur doit utiliser VxWork comme système d’exploitation. La Figure 9 présente
le modèle.
C
Figure 8: Vue générale du cosimulateur RTOS-centric 1121
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Depuis son arrivée, uC/OS-II ne cesse d’être utilisé comme outil d’apprentissage et
de recherche. Dans [20], un simulateur pour uC/OS-II sur la plateforme Win32 a été
réalisé. Ce simulateur de RTOS est composé de deux parties: la première partie
(WCOS) s’occupe d’exécuter le RTOS avec une application embarquée tout en
respectant les caractéristiques d’uC/OS-II et de ses API; la seconde partie (WSIIVI)
s’occupe d’offrir des fonctions pour exécuter et contrôler la simulation et simule le
comportement de la plateforme matérielle. La Figure 10 présente le modèle de
simulation.
Figure 9: Environnement du cosimulateur avec VxSim [4]
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Figure 10: Structure du simulateur WSIM [20]
La partie TestBench utilise l’API de WSIIvI pour générer le rythme de simulation,
aviser la partie logicielle d’une interruption matérielle et s’occuper de simuler le
comportement du matériel hôte. Elle permet de contrôler la simulation, de changer le
contenu de la mémoire, des entrées et des sorties du système et de visualiser les
temps de réponse et les différentes statistiques du RTOS. La seconde partie est
l’application même avec l’APT de WCOS qui englobe le noyau d’uC/OS-II. Ce
simulateur WSIIVI/WCOS permet de faire du temps réel avec un pas d’exécution
d’une milliseconde. Il permet d’utiliser les outils de débogage de Windows et le code
de l’application reste presque la même de la simulation à la cible. Le fait que le
cosimulateur comporte trois composantes le rend moins flexible et malléable.
Dans [5], une plateforme pour le raffinement du logiciel et matériel est présentée.
Cette plateforme permet le partitionnement de matériel et logiciel en se basant sur les
résultats de la simulation du modèle. SystemC est utilisé pour la modélisation des
parties matérielles et logicielles. La plateforme comporte un système d’exploitation à
temps réel et d’un ISS. Leur travail peut être perçu comme étant similaire à cette
recherche, mais leurs niveaux d’abstraction sont plus bas. Nous considérons leur
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recherche complémentaire à la nôtre, mais la flexibilité et l’introspection offertes par
l’environnement .NET sont absentes.
Dans [15], l’auteur fait part d’une des difficultés pour la simulation de systèmes
d’exploitation
- porter un système d’exploitation sur une autre architecture. L’auteur
nous explique qu’afin de pouvoir porter un RTOS, le processeur doit posséder
quelques conditions minimales. Pour uC/OS-II, le processeur doit avoir un
compilateur pour le langage C qui supporte du code réentrant. Le processeur doit
supporter des interruptions et pouvoir lancer des interruptions à intervalles régulières.
Des fonctions C reliées au processeur doivent exister pour activer et désactiver le
mécanisme d’interruption. Le processeur doit supporter une pile matérielle qui peut
contenir un bon nombre de données. Le processeur doit posséder, dans son jeu
d’instructions, des mécanismes de chargement et de stockage du pointeur de la pile et
des registres dans la mémoire ou dans la pile. Toutes ces informations ne sont pas
nécessairement évidentes à trouver. De plus, faire un port d’un RTOS demande une
bonne compréhension de l’architecture et de bien connaître son jeu d’instructions.
Pour développer des outils de simulation, il existe différentes plateformes
intéressantes dans le domaine de la recherche, dont ProActive [37] qui est une
librairie Java offrant un environnement pour la programmation parallèle et distribuée.
ProActive offre beaucoup de caractéristiques intéressantes, mais toutes ses
caractéristiques se retrouvent dans le cadre d’applications .NET. Certaines
caractéristiques proviennent de bibliothèques externes de .NET, mais la plupart sont
des parties intégrales de .NET. Ce standard offre un net avantage au cadre
d’applications .NET sur la plateforme ProActive.
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Caracteristiques de ProActive 1 Bibliotheque NET
- a.ÀiaLj
Asynchronous calis: Typed Messages (Request and
System.Remoting + System.Messaging MSMQ Yes
Reply)
Automatic future-based synchronizations: wait-by
SCOOPLI Yes
necessity
Migration, Mobile Agents System.Remoting + System.Web Yes
Remote creation ofremote objects System.Remoting Yes
Reuse: polymorphism between standard objects and
System.Remoting Yes
remote objects
Group Communications with dynamic group
System.Remoting + System.Web Yes
management
Libraries for sophisticated synclironizations,
System.Threading Yes
collaborative applications
Transparent, dynamic code loading (up and down) System.Reflection + System.CodeDom Yes
XML Deployment Descriptors System.XML Yes
Security Framework System.Security Yes
Tableau 1: ProActive vs .NET 1371 [22] [35]
Le Tableau 1 montre les principales caractéristiques de ProActive et leur
équivalent dans le cadre d’applications .NET. En plus de posséder les caractéristiques
de ProActive, le cadre d’applications .NET offre beaucoup plus comme un
environnement standard ECMA et ISO [29].
Les recherches mentionnées ci-dessus possèdent des caractéristiques intéressantes
et utiles, dont plusieurs peuvent être facilement intégrées dans notre environnement
flexible. L’originalité de notre travail est que notre approche n’est pas limitée à un
type d’OS et tient compte d’un haut niveau abstraction pour les composantes
logicielles. Elle offre des possibilités d’explorer aussi bien que d’évaluer l’exécution
à différents niveaux d’abstraction.
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PLATEFORME POUR RAFFINEMENT
Ce chapitre décrit notre plateforme pour le raffinement qui guidera le concepteur
dans les étapes de réalisation d’un système embarqué et l’aidera à éviter des erreurs
de conception.
Si l’on prête attention aux différents concepts offerts par les systèmes
d’exploitation (sémaphore, mutex, monitor, évènement, fils d’exécution,
...), on
remarque que plusieurs d’entre eux se retrouvent plus souvent dans les langages de
programmation de haut niveau comme Java ou C#. Ces langages viennent souvent
avec des environnements qui leur permettent d’avoir beaucoup d’autres
fonctionnalités. Avant de présenter notre plateforme pour le raffinement, notre choix
de l’environnement est exposé et celui-ci sera présenté, car il est à l’origine de notre
plateforme.
4.1 Environnement
Cette recherche se base beaucoup sur l’environnement offert au concepteur pour le
développement d’un système embarqué. Un environnement idéal pour le concepteur
doit permettre de: décrire facilement les composantes logicielles, programmer
aisément dans un environnement qui aide à éviter les erreurs de conception, faire de
l’introspection pour faciliter le débogage, le profilage et l’analyse de système,
annoter le code pour faciliter la modélisation, compiler vers un langage intermédiaire
standardisé pour avoir une bonne fondation pour le développement d’outils, avoir un
environnement multi plateformes et multi langages pour de la flexibilité et portabilité
et gérer facilement et automatiquement la mémoire pour faciliter et accélérer la
conception de systèmes.
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4.2 Cadre d’applications .NET
Il a été constaté que le cadre d’applications .NET respecte toutes les
caractéristiques mentionnées plus tôt et en offre d’avantages. On retrouve dans le
cadre d’applications .NET les éléments suivants: un langage de haut niveau pour la
programmation propre et simple, la réflectivité pour l’introspection, les métadonnées
pour l’annotation, un langage intermédiaire commun (CIL) pour une norme de base
pour des outils, une infrastructure de langage commun (CLI) pour des
environnements multiplateforme et multilangage et un ramasse-miettes pour la
gestion de la mémoire. Les dispositifs comme le ramasse-miettes, la réflectivité, les
métadonnées et le CLI définissent le concept du code géré présenté par .NET.
Dans [14], un nouveau SLDL a été défini et les avantages du cadre d’applications
.NET dans ce contexte ont été prouvés. Notre recherche prend l’origine de ce projet
et y rajoute la simulation et le raffinement de composantes logicielles.
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; :.
Composantes logicielles Raffinement
Niveau Composantes nécessaire pour
d’abstraction Spécification Environnement matérielles avancer dans laAbstTactions
des modèles d’exécution méthodologie
OS,
Description de . Cadre Description de Partitionnement
Exploration de Architecture
haut niveau (c.- . . d’applications haut niveau (c-à- logiciel
l’application materielle
à-d., C#, J#) NET d., 01, J#) matériel
executant le
logiciel
OS Final, Modèle Sélection de
Cadre l’osGroupe de
. . comportemental
Exploration de tâches
d’applications
(càd coniposantes
NET + API matériellessystème communiquant eSYS.net)
d’exploitation à l’aide d’API « bis»
pour la
communiquant à description
simulation de
générique l’aide de l’APJ
l’OS exploré comportemental
.NET
e
Codes OS Modèle
propre à comportemental
Groupe de l’architecture (c.-à-d.Exploration Cadre
tâches matérielle eSYS.netdétaillée de d’applications Port Windows
communiquant SystemC VHDL)
système NET + de l’OS
à l’aide d’API communiquant àd’exploitation Windows OS
propre à un OS
. l’aide de l’AP]
« bis »
U’ interopérabilité
NET
Tableau 2: Résumé des différents niveaux
4.3 Niveaux d’abstraction
La plateforme présentée se compose de plusieurs niveaux d’abstraction. Ces
niveaux d’abstraction permettent au développeur d’adopter une meilleure approche
pour la conception de systèmes embarqués. Une conception progressive pas à pas
permet au développeur de se concentrer sur différentes facettes du design, de détecter
des bogues et des problèmes au début du flot de conception du système final.
Présentement, notre plateforme pour le raffinement comporte trois niveaux distincts
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qui se nomment: exploration de l’application, exploration de systèmes d’exploitation
et exploration détaillée de système d’exploitation spécifique. Les différents niveaux
sont résumés dans le Tableau 2 et seront présentés dans les prochaines sections.
.NET Environment
.NET .NET .NET .NET
Threadl Thread2 Thread3 Thread4
[ .NET Threa] [_.NET Timers_J [ .NET event7] [.NET Exception]
L .NET Muter] [.NET Monit7] L .NET ipc ] L
Figure 11: Exploration de l’applicatïon
4.3.1 Exploration de 1 application (Niveau 1)
Au premier niveau, le système embarqué est décrit dans une langue de haut niveau
(c.-à-d., C #, J #) comme représenté sur la Figure 11. À ce niveau, le matériel et le
logiciel n’ont pas été définis et seule la fonctionnalité de conception est vérifiée. Les
fils d’exécution .NET sont employés pour décrire le modèle à ce niveau. Le
mécanisme d’ordonnancement est lancé en lançant chacun des fils d’exécution un par
un. L’ordonnancement des différents fils d’exécution est pris en charge par .NET et
les contraintes de temps sont ajoutées en employant les bibliothèques de .NET.
Puisqu’il n’y a aucune distinction de matériel et de logiciel, il n’y a aucun mécanisme
de communication nécessaire.
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À ce niveau, le système d’exploitation est complètement abstrait. Le développeur
qui veut simuler son application se sert des classes offertes par le cadre d’application
.NET. Pour la simulation dc différentes tâches OS, la classe .NET Threads peut être
utilisée. Des mécanismes de synchronisation comme les Mutex et les Monitors sont
offerts par .NET ainsi que des temporisateurs, des événements, des structures de
données et des mécanismes de communication. Un langage de haut niveau comme
C# et un environnement comme .NET offrent la plupart des composantes se trouvant
dans un système d’exploitation. Tout ceci permet au développeur de tester
rapidement la fonctionnalité de son application.
Au niveau 1, par un processus itératif et en employant des outils de profilage, le
concepteur peut créer différents fils d’exécution simulant le comportement de son
système embarqué et peut identifier des erreurs de fonctionnalité, les sections
critiques, des insuffisances d’exécution et des ressources qui ont besoin de
synchronisation pour avoir une meilleure idée du partitionnement de l’application.
Tout ceci lui permettra de se faire une meilleure idée sur les composantes qui doivent
être matérielles et celles qui doivent rester logicielles. Bien sûr, à ce niveau, il n’est
pas possible d’obtenir une précision au niveau du temps.
Tout ceci est possible grâce au mécanisme de réflexibilité offert par
l’environnement .NET. Ce mécanisme permet à des outils d’explorer et même
modifier les structures de haut niveau pendant l’exécution d’un code. Ce mécanisme
se trouve souvent dans les langages de haut niveau comme C# et Java.
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Figure 12: Exploration de système d’exploitation
4.3.2 Exploration de système d’exploitation (Niveau 2)
Au deuxième niveau, le système embarqué est décrit par un langage introspectable.
À ce niveau, l’OS n’est pas encore déterminé et l’architecture du processeur exécutant
le logiciel est complètement abstraite. Comme représenté sur la Figure 12, le modèle
logiciel présente des APIs génériques (OS indépendant) qui encapsulent quelques
API de .NET (c.-à-d., gestion de fils d’exécution). Le concept de tâche est introduit à
ce niveau, où des tâches et des modules sont employés pour décrire le modèle. Le
mécanisme d’ordonnancement et les contraintes de temps sont activés dans notre
plateforme en appelant les fonctions appropriées dans l’API générique employé pour
représenter l’OS ou les services. Ainsi, le concepteur peut configurer la plateforme
pour un OS donné et l’APT appelé dans le modèle logiciel respectera la fonctionnalité
de cet OS. Par différentes configurations, le concepteur peut comparer le
comportement de son application sous différents OS. Pour l’exploration d’OS, notre
plateforme doit fournir des bibliothèques de simulation consistante de modèles
fonctionnels pour chacun des OS différents. Nous avons appelé notre bibliothèque
initiale SharpOS puisqu’elle est écrite entièrement en C#. Ici, eSYS.net sera employé
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pour simuler la composante matérielle puisque ce SLDL réside dans l’environnement
de .NET. Le matériel et le logiciel communiquent en employant l’API .NET.
Par conséquent, nous employons un modèle natif de haut niveau pour la partie
logicielle. Ce modèle facilite la tâche au développeur en l’aidant à explorer et à
valider différents services d’OS aussi bien que d’explorer différents OS sans l’effort
d’apprendre comment fonctionnent les API des OS. Puisque l’architecture de la cible
est encore complètement abstraite, les développeurs n’ont pas besoin de trouver un
port de l’OS, car ils peuvent simuler leur comportement. En étant si riche avec des
dispositifs comme le ramasse-miettes, l’environnement de .NET est connu pour être
non déterministe au point de vue d’exécution (bien que certains considèrent ceci un
problème) [181. Les tests dans un environnement non détenniniste peuvent aider les
développeurs en trouvant des erreurs de fonctionnalité dues à l’intercalage de
processus. Tout ceci permet au développeur de s’orienter vers un système
d’exploitation qui répond à ses besoins. Ce niveau ne lui permet pas de faire des
simulations avec un système d’exploitation optimisé pour son application, mais lui
permet plutôt d’explorer facilement plusieurs OS. Chaque système d’exploitation
reste générique dans le sens qu’il ne comporte aucune optimisation. La précision de
temps est un peu améliorée, mais il n’est toujours pas possible d’obtenir des
précisions de temps au niveau temps réel. À notre connaissance, il n’est pas possible
de trouver un simulateur permettant de simuler une application avec différents OS.
À ce niveau, le mécanisme .NET de réflexibilité est toujours présent puisque les
différents API pour ce niveau sont développés en C#. Ce mécanisme, à l’aide du
mécanisme d’annotation offert par .NET, permet de faire une exploration
approfondie du système d’exploitation choisie pour la simulation. Les interblocages,
les inversions de priorité, les changements de contexte et d’autres mécanismes d’OS
peuvent être observés lors de la simulation grâce à un environnement tel que celui de
.NET.
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Figure 13: Exploration détaillée de système d’exploitation spécifique
4.3.3 Exploration détaillée de système d’exploitation spécifique (Niveau
3)
Au troisième niveau, le système embarqué est décrit en utilisant différents
languages. Comme représenté à la Figure 13, le port de l’OS choisi pour Win32
(encapsule souvent les appels système Win32, c.-à-d. les fils d’exécution Win32)
peut être employé pour examiner l’application avec différentes optimisations. De
même, des tâches et les modules sont encore employés pour décrire le modèle. Le
mécanisme d’ordonnancement et les contraintes de temps sont activés en appelant les
fonctions appropriées dans l’API de l’OS choisi. Pour la composante matérielle,
eSYS.net peut être sélectionné, où l’environnement est assez flexible pour examiner
la composante matérielle avec un SLDL/HDL comme SysternC ou VHDL. Pour la
cosimulation du matériel et logiciel, ces deux éléments communiquent en employant
les techniques d’interopérabilité de .NET [21]. Comme du code non géré, qui est du
code qui n’est pas contrôlé par l’environnement de .NET, est employé pour l’aspect du
Task 1
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logiciel et du code contrôlé est utilisé pour le matériel, les techniques
d’internpérabilité offertes par Penvironnement de .NET doivent être employées. Étant
donné Penviroimement .NET, la technologie COM peut être employée, et on peut
interagir avec des outils comme ModelSim.
À ce niveau, le développeur simule son application avec les optimisations de l’OS
sélectionné. La simulation au niveau 3 procure des informations sur les ressources
matérielles comme l’espace mémoire pouvant guider le développeur sur le choix de
la cible qu’il doit utiliser pour la réalisation de son projet. Les précisions de temps au
niveau temps réel se feront sur la cible. Certains simulateurs intègrent certains ports
réel d’OS, mais il est rare de trouver un environnement de simulation comme celui-ci
où il est facile d’intégrer différents ports d’OS existants.
En encapsulant les mécanismes d’interopérabilité d’une couche de haut niveau
écrite en .NET, des estimations de temps peuvent être obtenues pour la
communication entre le matériel et le logiciel grâce encore au mécanisme de
réflexibilité.
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SHARPOS
Dans ce chapitre est présenté la bibliothèque qui a été développée pour rendre
possible la simulation au niveau 2. (Exploration de système d’exploitation). Cette
bibliothèque permet d’avoir une représentation à haut niveau d’un système
d’exploitation. Un chapitre entier est consacré à ce niveau, car les niveaux inférieurs
et supérieurs utilisent des composantes développées par de tierces parties.
Présenté dans le chapitre précédent, le cadre d’applications de .NET nous offre les
outils nécessaires pour faire le développement de bibliothèques pour la simulation de
systèmes d’exploitation. Le cadre d’applications .NET nous propose différents
langages de programmation. Pour ce projet nous avons choisi C#, car il est le langage
officiel de Microsoft pour la plateforme et il est le langage qui a été utilisé pour le
développement de eSYS.net. L’utilisation du même langage facilite l’intégration avec
ce dernier.
On retrouve dans le cadre d’applications .NET le principe de fil d’exécution qui
peut être utilisé pour représenter les différentes tâches d’un système d’exploitation.
Comme les fils d’exécution de .NET sont associés directement sur les fils
d’exécution de Windows, nous ne pouvons pas contrôler l’ordonnancement de ceux-
ci. La seule manière qu’un usager puisse contrôler les fils d’exécution est avec l’aide
des priorités. Le cadre d’applications .NET n’offre que 5 priorités, qui rendent la
tâche difficile pour simuler le comportement d’un système d’exploitation comme
1iC/OS. Dès le début du développement, il est clair que nous ne pouvions pas réaliser
un système d’exploitation à temps réel dur avec l’aide du cadre d’applications .NET.
Il est impossible de savoir quand le ramasse-miettes sera lancé et combien de temps il
prendra pour s’exécuter. Comme dit plutôt, ceci rend l’environnement .NET non
déterministe. Les fonctions sur les fils d’exécution manquent de précision et le
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nombre de priorités est insuffisant. Ce sujet est plus longuement discuté dans [1$].
Malgré cela, le cadre d’application .NET reste un très bon environement pour le
développement. Il nous procure les avantages suivants: un langage de haut niveau,
tin mécanisme de réflexibilité, un mécanisme d’annotation, un langage intermédiaire
commun et une infrastructure de langage commun.
La bibliothèque développée tel que mentionnée précédemment est basée sur
tC/OS. On y retrouve les concepts généraux con-mie l’ordonnancement, la structure
de tâche, les sémaphores, les boîtes aux lettres et les événements. Avant de présenter
l’API de SharpOS, les sections suivantes présentent brièvement les systèmes
d’exploitations à temps réel et iC/OS.
5.1 Système d’exploitation à temps réel
Il existe plusieurs genres de systèmes d’exploitation, mais l’un d’entre eux nous est
plus particulièrement important: le système d’exploitation temps réel (RTOS).
Les RTOS sont utilisés quand les différentes applications demandent que la notion
de temps soit suivie d’une façon rigide, soit pour contrôler des machines, des
instruments scientifiques et des systèmes industriels. Un concept important dans les
RTOS est la gestion des ressources. La gestion doit être très précise et la notion de
temps doit être déterministe et prévisible. Dans un système d’exploitation régulier, on
ne retrouve en général pas de limites de temps, tandis que dans les RTOS les
contraintes temporelles sont cruciales.
On peut distinguer deux catégories de contraintes dans les systèmes temps réel:
• contraintes durs: dépasser une limite de temps peut engendrer des résultats
erronés et être catastrophique pour le système. Chaque tâche est garantie d’être
exécutée à temps. (ex. réacteur nucléaire)
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• contraintes douces: dépasser une limite de temps engendre une diminution de
précision du système, mais le système est toujours considéré un succès même
avec quelques violations de contrainte de temps. (ex. traitement d’images)
5.1.1 iC/OS
Un exemple de RTOS très connu est tC/OS, qui a été développé par Jean J.
Labrosse. jiC/O$ est un RTOS fiable et robuste qui a été certifié par la Federation
Aviation Administration (FAA) pour son utilisation dans des systèmes de l’avionique
[13].
Lorsque jiC/O$ s’initialise, les applications du concepteur sont représentées
comme plusieurs tâches qui sont créées lors de l’initialisation. Pour chaque tâche, le
concepteur doit spécifier le pointeur sur le code de la tâche, un autre sur les données
des tâches, l’adresse du début de la pile et degré de propriété. Ensuite, la tâche la plus
prioritaire est prête à être exécutée.
Le noyau .iC/OS supporte jusqu’à 64 priorités (56 précisément, car certaines sont
réservées). Comme deux tâches ne peuvent pas avoir la même priorité, l’utilisateur ne
peut avoir que 64 tâches. Plus exactement, le concepteur peut créer 56 tâches, car
certaines priorités sont réservées comme la priorité 63 pour la tâche «idle» et la
priorité 62 pour la tâche de statistiques qui calcule le pourcentage d’utilisation du
CPU. pC/OS offre un mécanisme de prévention d’inversion de propriété et la latence
des interruptions et le temps requis pour le changement de contexte respecte les
contraintes d’un système à temps réel dur. L’ordonnanceur de .iC/OS est préemptif,
une caractéristique importante pour un RTOS [15].
Les tâches qui sont prêtes à être exécutées et qui sont en attente sont mises dans
une table, classées en fonction de leur priorité. L’ordonnanceur s’occupe d’exécuter
la prochaine tâche la plus prioritaire selon un algorithme d’ordonnancement.
Voici les caractéristiques les plus importantes de 1iC/OS:
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• création et gestion de tâches
• création et gestion de moyens de synchronisation
• fonction d’attente de tâches
• changement de propriété des tâches
• effacement des tâches
• suspension et continuation de tâches
• création et gestion de moyens de communication
Pour illustrer un peu le fonctionnement de l’API d’un système d’exploitation
comme jiC/OS un exemple sur les tâches est présenté. La création d’une tâche se fait
par la fonction suivante:
01 OSTaskCreate(AppTaskl, tvoid *)t), (void *)&AppTasklStkt255],10);
Code 10: Création de tâche dans pCIOS
Le premier paramètre est le nom de la fonction de la tâche, le second est l’adresse
des données, le troisième indique l’adresse du haut de la pile de la tâche et le dernier
paramètre indique le degré de priorité de la tâche.
Le corps d’une tâche contient:
• une initialisation de la tâche
• une initialisation des variables
• une boucle infinie contenant la fonctionnalité de la tâche
• une instruction OSTimeDtyØ qui permet de donner la main à d’autres tâches
Voici les autres fonctions principales de iiC/OS:
• initialisation: OSInitO, O$StartØ
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• gestion des tâches: OSTaskCreateû, OSTaskDelØ, OSTaskDeÏReqO,
OSTaskchangePrioØ, OSTask$uspendO, OSTaskResu,neO, OSScheclockØ,
O$SchedUnlockØ
• gestion des sémaphores: OSSemCreateø, OSSemAcceptø, OSSemPostO,
OSSeniPelidO, OSSemIn itO
• gestion des boîtes aux lettres: OSMboxCreateØ, OSMboxAcceptØ,
OSMboxPostO, OSMboxPendØ
• gestion des files d’attente: OSQCreateO, OSQAcceptØ, OSQPostØ, OSQPendO
• gestion d’interruption: O$IntEnterø, OSIntExitØ
C/OS s’occupe principalement de la gestion de tâches, mais il assure aussi la
gestion des interruptions, du temps, de la communication et de la mémoire. Pour plus
d’informations sur tC/OS, se référez à [15].
5.2 SharpOS API
La bibliothèque est divisée en plusieurs classes qui sont présentées dans les
sections suivantes:
5.2.1 Les tâches: Tasks.cs
Cette classe contient tout ce qui est nécessaire pour créer, modifier, détruire et
contrôler les tâches. Chaque tâche jiC/OS est associée avec un fil d’exécution de
.NET. Dans la structure d’une tâche on retrouve, en autre, sa priorité !IC/OS, son
nom, un délégué sur la fonction de la tâche et d’autres variables et fonctions utilisées
pour le système interne du système d’exploitation. Lors de la création d’une tâche, le
fil d’exécution de .NET associé à celle-ci est mis dans un état inactif «UnStarted».
Ceci permet à l’ordmmanceur de .NET d’ignorer ce fil d’exécution. Lorsque
l’ordonnanceur de IIC/OS sélectionne cette tâche comme étant la plus prioritaire, le
fil d’exécution .NET associé est mis dans l’état actif «Running». Si cette tâche attend
C après un événement, il le met dans l’état d’attente «Suspended». Chaque fil
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d’exécution .NET est initialisé à la propriété la plus basse «Lowest» lors de la
création des tâches. Ceci permet qu’une tâche ne puisse jamais prendre la main sur
l’ordonnanceur de tC/OS. Des fonctions raiseFriorityØ et lowerPriotityO permettent
de changer la priorité de la tâche au niveau du fil d’exécution .NET pour empêcher
l’ordoimanceur de reprendre la main lorsqu’une tâche rentre dans une section
critique. La dernière fonction qui vaut la peine d’être citée est la méthode StartO.
Cette méthode est composée d’un «case» qui permet selon l’état du fil d’exécution de
la tâche de mettre actif «Running» le fil d’exécution.
5.2.2 Les événements: OSfvent.cs
Cette classe sert de base pour tous les types d’événements (sémaphore, mailbox,
mutex) se trouvant dans jiC/OS et définit les différentes caractéristiques d’un
événement. Comme dans liC/OS, on y retrouve une variable OSEventType qui sert à
déterminer le type d’événement; un compteur OSEventCnt qui sert pour le cas d’un
événement de type sémaphore, la variable de propriété de propriété d’héritage (PIF)
utilisée dans le cas d’un mutex, une variable OSEventlisg utilisée pour l’usage de
boîte aux lettres. La fonction EventTaskRdyø permet de retourner la tâche la plus
prioritaire des tâches qui sont en attente d’un événement. Les tâches en attente sont
déterminées par la variable OSEventGip et d’un tableau OSEventTbl. Ces deux
variables sont mises à jour par la fonction EventTaskWaitû.
5.2.3 Les sémaphores: Semaphore.cs
Cette classe permet de gérer l’accès de ressources partagées. Elle contient un objet
OSfvent et trois méthodes. Les méthodes SendPostØ et SendPendØ permettent à un
utilisateur de relâcher et d’obtenir une sémaphore pour une certaines ressources.
Dans le cas où une tâche ne peut pas obtenir une sémaphore, la tâche est mise en
attente. Si l’utilisatetir ne veut pas que la tâche soit bloquée lors de l’obtention d’une
sémaphore, la méthode SernAccept essaie d’obtenir une sémaphore, mais ne se
bloque pas. La variable OSEventCnt de OSEvent est utilisée tandis que la variable
OSEventMsg reste à nulle.
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5.2.4 Les boîtes aux lettres: Mai]box.cs
Cette classe permet aux tâches de s’envoyer des messages entre elles. Comme la
classe sémaphore, elle contient un objet OSfvent() et trois méthodes. Les méthodes
MboxPostO et MboxPendO permettent à un utilisateur d’écrire et de lire un message.
Dans le cas où une tâche ne peut pas écrire un message dans la boîte aux lettres, la
tâche est mise en attente. Si l’utilisateur ne veut pas que la tâche soit bloquée lors de
l’écriture, la méthode MboxAcceptO essaie d’écrire, mais ne se bloque pas. La
variable OSfventCnt de OSEvent reste à nulle, tandis que la variable OSEventMsg est
utilisée.
5.2.5 L’ordonnanceur: Scheduler.cs
Cette classe regroupe tout ce qui se rapporte à l’ordonnanceur. Elle contient les
fonctions qui s’occupent de l’ordonnancement des tâches. La fonction la plus
importante est la fonction Startø. Cette fonction détermine la tâche la plus prioritaire
à être exécutée et la met active. Pour pouvoir contrôler les différentes tâches, cette
fonction utilise quelques tactiques. Tout d’abord, comme dit plutôt, l’ordonnanceur
tient la priorité la plus forte, donc aucune tâche ne peut l’interrompre. Lorsqu’une
tâche a été choisie pour être exécutée, l’ordonnanceur augmente la priorité de la tâche
choisie à «Normal», ce qui la rend plus prioritaire que toutes autres tâches qui sont à
«Lower». Dépendamment de l’état de cette tâche, l’ordonnanceur de .iC/OS va soit la
démarrer, soit la réveiller ou soit la résumer pour qu’elle puisse s’exécuter. Ensuite,
l’ordoimanceur, qui est un fil d’exécution .NET, donne la main à la tâche la plus
prioritaire en faisant un WaitO. Tout le long de l’exécution d’une application, on
retrouve seulement deux fils d’exécution actifs et ordonnancés par le cadre
d’applications .NET: le fil d’exécution rattaché à l’ordonnanceur et le fil d’exécution
rattaché à la tâche la plus prioritaire. Ceci nous permet de garder le contrôle sur
l’exécution de fils d’exécution ordonnancé par le cadre d’applications .NET. Comme
l’ordonnanceur de iC/OS est plus prioritaire que la tâche, après un certain délai de
temps, notre ordomianceur reprend la main et vérifie si la tâche courante est toujours
Ç’ la plus prioritaire.
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5.2.6 Le noyau: Core.cs
Cette classe représente le noyau du système d’exploitation. Toutes les structures
représentant l’état du système se retrouvent dans cette classe. Lors de l’initialisation
du système, cette classe est responsable de la création du fils d’exécution rattachés à
l’ordonnanceur de Micro/O$ et le fait ensuite démarrer. On retrouve toutes les
fonctions comme la création de tâches et la gestion d’événements. Toutes ces
fonctions font ensuite appel à leur classe respective. Les méthodes reliées à la notion
de temps: TimeDly et TinieDÏyResumeØ se retrouvent également dans cette classe.
Ces fonctions permettent de faire dormir une tâche pendant un certain laps de temps.
Comme la plupart des fonctions influencent l’état du système, elles doivent être
appelées à partir de la classe représentant le noyau.
Dans la Figure 14 suivante est présenté le diagramme de classe de la bibliothèque
développée pour ce projet.
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Figure 14: Diagramme des classes du modèle de simulation
5.2.7 État de SharpOS
SharpOS a été développé pour démontrer qu’il était possible de créer une
bibliothèque qui permet de simuler le comportement d’un système d’exploitation. De
manière générale, les diverses fonctionnalités de cC/OS y sont présentes. Certaines
caractéristiques comme les mutex et la gestion d’interruptions propre à jiC/OS n’ont
pas encore été développées dans la bibliothèque. D’autres caractéristiques comme la
gestion de la mémoire et la destruction de tâches, de sémaphores, et de boîte aux
lettres n’ont pas été développées, car le cadre d’applications .NET offre un
mécanisme pour la gestion de l’espace mémoire.
C
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APPLICATION ILLUSTRATIVE: RÉGULATEUR DE
VITESSE
Pour une meilleure compréhension de notre plateforme, nous avons créé une
application qui est un modèle simplifié d’un régulateur de vitesse.
Desired Speed
lu I
Controller Off •
Cont,oOn j Contr& Off
++]
___
C
Figure 15: Capture d’écran de l’application
Le modèle du régulateur de vitesse permet à un usager de mettre en marche et
d’arrêter le moteur d’une voiture ou activer et désactiver le régulateur de vitesse en
poussant des boutons. Quand le moteur est démarré, une boucle calcule sans cesse la
vitesse de la voiture. La vitesse de la voiture peut être modifiée par l’accélération qui
/
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peut être augmentée ou diminuée par des boutons. La vitesse peut également être
modifiée par l’inclination de la route qui est également commandée par des boutons.
La vitesse peut être réglée en activant la commande de croisière. Quand cette
dernière est activée, une boucle calcule toujours l’accélération exigée pour maintenir
la vitesse désirée. La vitesse peut être augmentée et diminuée par des boutons. Dès
que le régulateur de vitesse est désactivé, l’accélération du régulateur de vitesse est
mise à zéro et la voiture commence à ralentir. De même, lorsque le bouton de frein
est appuyé, le régulateur de vitesse est désactivé et la voiture commence à ralentir,
mais puisque l’événement de freiner est important, elle élimine tout autre événement
qui a été envoyé.
Comme montrée par la description de sa fonctionnalité, cette application effectue
une commande complexe selon les divers calculs qui peuvent être exécutés dans le
matériel ou par plusieurs tâches logicielles sous un OS.
01 public speed;
02 public acc;
03
04 Thread T1 = new Thread(CalculateSpeed);
05 T1.Start();
06
07 CalculateSpeed()
08
09 while(1)
10 Thread.Sleep(10)
11
12
13
14 /1 Update Speed
15
16 speed = _speed;
17
-
18
19
20 /1 Increment Acceleration
21 {
22 acc÷+;
23
24
Code 11: Exemple partie logicielle au niveau 1
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6.1 Niveau 1: Exploration de l’application
Au niveau I, l’application est modélisée en J#. La création dynamique de fils
d’exécution et des dispositifs, comme arrêter des fils d’exécution, sont employés.
Pour chaque niveau, une interface de GUI est employée pour permettre à un
utilisateur d’interagir avec l’application. Puisqu’il n’y a aucune architecture à ce
niveau, chaque résultat obtenu à partir des calculs est assigné directement aux
variables publiques qui sont protégées par des mécanismes de synchronisation. Le
Code 11 montre à quoi ressemble le code de l’application au niveau 1.
01 private speed;
02 private acc;
03
04 SharpOS.Task Ti = CreateTask(”T1”, CalculateSpeed ,11);
05
06 OS_Core.Start();
07
08 CalculateSpeed()
09
10 whilefl)
11 OS_Core.TimeDly(T1,10)
12
13 )
14
15 1/ Software Update Speed
16 t
17 hw.mem[”speed”] = _speed;
18
19 )
20
21 /1 Hardware Increment Acceleration
22
23 hw.mem[acc] = acc++;
24 sw.Acceleration()
25
26 ]
Code 12: Exemple partie logicielle au niveau 2
6.2 Niveau 2: Exploration de système d’exploitation
Au niveau 2, tous les aspects qui sont reliés au calcul de la vitesse et de(J l’accélération sont modélisés en logiciel et le reste qui est relié à l’interaction de
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l’utilisateur, tel que l’augmentation d’accélération, le contrôle de la vitesse, et le
freinage, a été modélisé en matériel. La partie logicielle appelle des fonctions
définies dans l’API de SharpOS. Pour l’instant, tel que mentionné dans le chapitre
précédent, nous avons programmé une bibliothèque initiale pour simuler le
comportement d’un OS. L’interface entre le matériel et le logiciel est simple puisque
ces deux parties partagent le même environnement et plusieurs variables. Pour créer
une tâche, la fonction générique OSTaskCreateQ est appelée où un nom, une fonction
et un numéro de priorité doivent être indiqués comme argument à la fonction (voir
ligne 4 du Code 12). En appelant la fonction OSCore.StartØ, l’ordonnanceur de
SharpOS est démarré (voir ligne 6 du Code 12). Des contraintes de temps sont
représentées par des fonctions comme OSCore. TiineDlyO (voir ligne 11 du Code 12).
À ce niveau, puisqu’un partitionnement matériel et logiciel est introduit, nous
avons décidé de modéliser un HAL pour la communication entre le matériel et le
logiciel. La couche HAL contient des fonctions permettant de communiquer soit avec
le matériel ou le logiciel. Pour la cosimulation avec le matériel, nous employons une
mémoire. La mémoire est écrite dans l’environnement de .NET et emploie une
structure synchronisée où .NET s’occupe de la synchronisation des accès à la
structure; elle peut être perçue comme une mémoire partagée entre le matériel et le
logiciel (voir Figure 16). Typiquement le matériel écrit dans la mémoire et envoie
une interruption au logiciel pour la lui faire lire. À ce niveau, le matériel et le logiciel
partagent des fonctions qu’ils peuvent appeler directement, car ils se trouvent dans le
même environnement.
Figure 16: Structure de l’application
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Comme mentionné précédemment, le matériel est modélisé avec eSYS.net. Chaque
bouton de l’application est relié à un module eSYS.net. Notre matériel est modélisé
comme un clavier où chaque bouton est considéré comme un événement. Un tampon
(voir figure 16) est utilisé pour accumuler les événements envoyés par l’usager.
Chaque module est sensible à un événement particulier. À chaque coup d’horloge,
l’ordonnanceur de eSY$.net traite un signal et réveille le module approprié.
01 private speed;
02 private acc;
03
04 OSTaskCreate tCalculateSpeed, )void *) 22, &CalculateSpeedStk[TASK_STK_SIZE],
11);
05
06 OSStart t)
07
08 CalculateSpeed()
09 {
10 whule)1)
11 OSTimeDly(10)
12
13
14 /1 Software Update Speed
15
16 hw.mem[”speed”) = _speed;
17 Register CallBack
18
19 }
20
21 // Hardware Increment Acceleration
22 {
23 hw.mem[”acc”] = acc++;
24 OpenEventA((int) )0x000FQQ00LOxQQ1OO0O0LI0x3) ,0,irqName)
25 SetEvent)liandie);
26
27 }
Code 13: Exemple partie logicielle au niveau 3
6.3 Niveau 3: Exploration détaillée de système d’exploitation
spécifique
Au niveau 3, nous avons utilisé, pour la modélisation de la partie logicielle, le port
de iC/OS pour W1N32 [25] qui est intégré dans l’environnement de notre plateforme
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(Pour plus de détails sur ce port référez-vous à [25]). Le code logiciel n’a pas
beaucoup changé sauf qu’il est maintenant programmé avec le langage C et appelle
les fonctions définies par l’APT de iC/OS. La fonction OSTaskCreateO de jiC/OS est
appelée maintenant pour créer une tâche. La signature de fonction inclut non
seulement une fonction, un numéro de priorité, mais également un pointeur sur les
arguments de la fonction et un pointeur sur la pile de la tâche (voir ligne 4 dans Code
13). L’ordonnanceur de tC/OS est lancé pour toutes les tâches avec la fonction
OSStartØ (voir ligne 6 dans Code 13) et les contraintes de temps sont ajoutées en
appelant les fonctions spécifiques à jiC/OS comme OSTirneDlyØ (voir ligne 11 dans
Code 13). Dans un fichier de configuration de tC/OS, il est maintenant possible
d’optimiser le système d’exploitation pour choisir les services qui vont être employés
ou bien pour déterminer ce qui ne sera pas nécessaire.
Un changement doit être fait dans l’interface entre le matériel et le logiciel. Pour la
simplicité de nos expériences, nous avons choisi de garder eSYS.net pour la
description du matériel. Cependant, puisque eSYS.net est employé, «Plnvoke» et les
«CallBack» ont été choisis, car ce sont des techniques rapides et directes
d’interopérabilité entre du code géré (eSYS.net) et du code non géré Q.tCIOS). À ce
niveau, grâce au port de jiC/OS, le concept d’interruption est introduit et peut être
utilisé par le matériel pour communiqué avec le logiciel.
Notre modèle matériel est toujours modélisé avec eSYS.net, il n’y a donc aucune
différence entre le niveau 2 et niveau 3 pour la description du matériel.
01 private speed;
02 private acc;
03
04 OSTaskCreat(CalculateSpeed, (void *) 22, &CalculateSpeedStk[TASK_STK_SIZE],
11);
05
06 OSStartO;
07
08 Calculatespeed()
09 {
10 wh±le(1)
11 OSTimeDly(10);
12
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13 }
14
15 7/ Software Update Speed
16
17 write_to_lcd
18
19
20
21 7/ Hardware Increment Acceleration
22
23 if (type == c)
24 {
25 switch (edge_capture)
26 C
27 case 0x1:
28 acc÷+;
29 break;
30
31
32
33 )
34 )
Code 14: Exemple partie logicielle au prototypage
6.4 Prototypage
Après avoir passé à travers notre plateforme pour le raffinement, nous avons jugé
bon de tester la fonctionnalité de notre application stir une plateforme de prototypage.
Pour cet exercice, nous avons choisi le kit de développement NIOS. Cette plateforme,
offerte par Altera [26], offre les outils nécessaires pour le développement dTun
système embarqué complet. Ce dernier vient avec un port de jiC/OS pour NIOS.
1iC/OS a été complètement porté par Altera sur l’architecture NIOS sans faire de
compromis et en suivant les procédures standards [44].
Nios est le processeur logiciel d’Altera utilisé sur leur plateforme de
développement. Ce processeur nous est intéressant, car c’est celui que nous utilisons
pour le prototypage de ce projet de recherche. Altera nous offre tous les outils pour
faire le développement de systèmes embarqués.
o
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Dans la figure 17, l’environnement pour la conception d’un logiciel embarqué
avec les outils d’Altera est présenté.
Figure 17: Structure de l’outil Nios II IDE [26J
Le Nios II DE est une application logicielle graphique pour le processeur logiciel
Nios. Il nous permet d’éditer, compiler et déboguer les applications développées avec
cet environnement. Le Nios DE comprend une chaîne d’outil GCC, une couche
d’abstraction de matériel (HAL), des bibliothèques de systèmes temps réel, une pile
TCP/IP et un simulateur d’ensemble d’instructions.
Cet environnement nous permet de développer une application embarquée, nous
fournit les bibliothèques comme celle de tC/OS et nous permet de faire interagir
notre système avec du matériel en VHDL. Ensuite, il nous suffit de le compiler et de
le télécharger sur le fPGA à travers la mémoire flash pour tester notre application.
Le code de la partie logicielle du niveau 3 a été copié aux outils appropriés
d’Altera qui compilent le code pour l’architecture NIOS. Le code reste presque
identique au niveau 3 (voir Code 13) excepté pour l’interaction entre le matériel et le
logiciel où des bibliothèques offertes par Altera ont été employées. Le concept reste
fondamentalement le même, avec le logiciel qui capture une interruption du matériel.
Également plutôt que d’écrire les résultats au GUI, le logiciel envoie les résultats
directement à l’écran d’affichage à cristaux liquides sur la plateforme FPGA. Les
entrées et sorties offertes sur la plateforme sont employées pour la description
matérielle du système.
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5$
EXPÉRIMENTATION
Des résultats expérimentaux sont obtenus en utilisant un banc d’essai composé d’un
ensemble d’événements (c.-à-d., EngineOn, EngineOff, Accelerate, Decelerate...)
envoyés à l’application décrite dans le chapitre 4. La simulation du modèle entier a
été faite sur un ordinateur portable ayant comme CPU un Pentium M (1.8GHz) et
roulant sous Windows XP.
7.1 Résultats sur temps d’exécution et Taille
Niveau I Niveau 2 Niveau 3
Tempsd’exécutiontotal 20.78s 12.94s 15.85s
Temps d’exécution de la
fonction CalculateSpeed 0.002s 0.003s N/A
Taille 48KB 160KB 192KB
Tableau 3: Temps d’exécution et taille
Certains résultats du Tableau 1 ont été obtenus avec la commande tirne de
l’environnement Cygwin. Les résultats du Tableau 1 représentent la taille de chaque
exécutable, le temps d’exécution total et le temps d’exécution d’une fonction
spécifique appelée CalcuÏateSpeedØ, qui est la fonction la plus représentative dans la
partie du logiciel.
7.1.1 Temps d’exécution total
Les résultats obtenus sur le temps d’exécution total nous démontrent que le niveau
1 est le plus lent. Selon l’implémentation, ces résultats peuvent varier, mais dans la
59
plupart des cas, le temps d’exécution totale du niveau sera plus lent puisque le
concepteur devra employer de nombreux fils d’exécution pour modéliser le système.
La grande différence dans le temps exécution entre les niveaux 2 et 3 se trouve dans
le mécanisme de communication entre le matériel et le logiciel. Au niveau 2, des
appels de fonctions simples sont employés pour communiquer au lieu des longues
techniques d’interopérabilité au niveau 3.
7.1.2 Temps d’exécution de la fonction CalculateSpeed
Les résultats obtenus sur le temps d’exécution de la fonction de CalculatespeedO
montrent non seulement son temps exécution, mais également que ces tests de
performance ne peuvent pas être obtenus au niveau 3 (indiqué par N/A dans Tableau
3 et Tableau 4). Ceci est dû au fait qu’on ne peut pas faire de l’introspection en C
comme dans C#. Ceci ne pose aucun problème puisqu’au niveau 2 toutes les erreurs
de fonctiormalité ou d’exécution sont détectées et quelques corrections et
optimisations peuvent être faites. Les résultats pour le niveau 1 sont meilleurs que
ceux du niveau 2 puisqu’il n’y a aucune communication entre le matériel et le logiciel.
7.1.3 Taille totale
Comme prévu, le niveau 1 est le plus petit en taille. Dans le niveau I le modèle est
simple et n’inclut pas d’architecture. Le modèle est seulement compilé avec les APIs
.NET nécessaires. On peut être étonné de voir que la taille du niveau 2 est plus petite
que le niveau 3. Ce résultat est expliqué par le fait que la bibliothèque SharpOS est
seulement un sous-ensemble des possibilités de .iC/OS.
o
60
102 040 04w S’eàVe
¶14385 t2a
102
F*ws 8.36e, ICc16810c ri P,,vsç, JDcst3 2258 Fend, J
01fcv4I5 1026:96021 —
Prooedv.e t1’ !o621 18fr 18ooo 10n 1048’
Coi] Coi’02unt’ u w w
:4fl25
3v4000.Cao TmvOlv(T,4k
—, Si thVsojti 23.8: 23.4 50F 0,0426,02524 (07
33v93V V, (41253417 2 7) 144 14 1365 00 26 O 102
Ç1v411 44304 C,161644004T3354103&1)() 11.6k 11.8 C 11.0. 1(6 11,8,
3v0025141(..vm,t(i 10,1F 10.1 1171’ 0,0251 O0.D024
12504.C:ovwco’,1r34-10C c34de.3)
— 6.25’ 6.25El4l9706 O ]O.63F
ss4r34Crn’:vC’ootr1043.et53413(6d m_Vpa34) 5238 500 138. 0.0302 00349100703
‘96 005 3.6:5134]) 3.38 14.2’ 1] 14.2’ 142: 14.2
E0v00VVVFtV,V.Br:C00h422v58 8838131r02e84t:) 1,94 1.03. 2275E3: 0.835 C 8X5. 1.01.
CSe16tVmJ3.e.F.1oV4Vs4,00o0vio164’V,,’os0 613we.st) 0 721 0.702 3. 0.243 0 0.725
C02VciÇ,v.sC2553T87402l 0.726.0016 t 691603160016
‘925005(40.513V)) 0 572 0.073. 1’ 0072 0.672. 8 672
‘30510es SnwC1VRes16e)TaS, T) O 402] 0.4(0, 505, 0.835 0 8X5 0.202
33404) CV, Re’TnVol7 t 0304 0258 1302 0 3 O 0 III
132600161rV4.C1510C09tr300).&450k)G:9604544, 510,01 V, r,t144 011V) 0,2621 0,382’ 2397, 0.31 0.351.0.0333,
0:. (45 1Cr o’rVrO96I.VVVD,’tvnoe)rbv8s s_doto-ss) “.F’’” 0,3840.164]1360.0202]0 3510.0431
)1,v3000csrrVl.Crle3.C2500)3J1.p04nVoonOsssVVC4VlVb)ocr Vo’VSVr, P4SSE16StOO4V 0) ) 0.125f 0.421’ 141’ 0.œ25-0,7 03648’
0S0556V.SirsivVcr.Exsout02eftvCyoOC) - 0.134] - 1,59 141971 0.351 O. 1.01
:o25Vcs.cr02os4rs02rI.o,4VtcV,V88neotcr,4socOVtrocsb26t 983e,. PlnVtEV02tOrlr e) 0.126] 0.126 141, 0.8334 035710,0257
35041t.5r,,1319r.SoV3000J4Ve,’): .
—
‘ ‘]
‘ 0.104 0.840] 1. 0043. 0440’ 0.940
((V Cons 00 .eCost 9691 53 eVlorooew t() 0258802564 1 09602 0 03802
3965’jcnV04CroesVCo4VrV)0e2C,oc50)) .
‘ 00254’ 01884. 1 0.0564]0.0254’0.0384’
CC25tr04.û,.VeC6,V:300) CVV,lC’UIVConVI.dVVWSW) . -— ‘ ‘ ‘ 003. 0.125 5 0.125. 0.126. 0.125
E5006V,E.iVtca.07VV3O,VS.rsltrVT.’V40OVV83V)) C 135’ 0 140 4358, 0. O 3513 0.0231
055249t.S040JvVVr.RuV).’çw34Tr3) -
— . 0.3047 8.07 1. 9.37 9.0? 907
f 1 )lVftVev44516,88Vv96h.165002V4 E(425125.V42.eV.eeVt)
_______________
0.025.4 03819 2419131 0.8350.835 0.354
e7415,1:494V,0141r1966596’OVVZ, (013):
_____ __
_________
. 0,0X5] 0.350 20400’ 0.88808033 ‘3.1245.
0(001(159 CV VCV,V1V4l50C503800VlF)
__ ___ _ ________ ___
r 0.0387] 00387’ 1 l.035700257,0.0357’
‘302019633 CIV CVtVd3.33896415059)
_ _
1 0.0382] 0.0332’ 5 0.0302 0.083,0.02521
EV3.5%V.00tV511.03VaVrrvt96ChneiJccron EnsrlrOrV,.04r_C,f,0flt)) 003401.12. 227603, 0.!:1.01’
(S,’76C00354F41r3.VVC5’,Fhs.34’16VrV,Oet_irem)r,Vre34r) 03312 196227003’. OO35CO35 101
I 034 3V Vr3rV 0(01.0,4 44v 6 1 00381 0)0263 L7204 01133308X100231
(5,455) Ev0VVV,T,V,3.V)1 O 0380, 0.101’ 26448, 00402011333 0.352’
f5e1’341.I,Vrrd.SlOdlVSe10VrV3st8Xe QVV.,fIOSIVVV3058))
‘ 0.02881 03806’ 312313 0.0333 02588 0.353
05416V (014041 V3PVX0VVVVVV6.RVMVVraIor.,ctV,)OaloP35el,04110’ r) 0.0193: 00193 58096 0.’0 25133 02562:
ESVOSt,VVIV.00ref:C4eChesoeS’1VVVV, V$dal0rejovtsl:, 0V4vIV..VV,.413r10)
—
,‘_ 00162, 00162L ,0,0C4
4,5eV50V.00lVreV.Svrvl3VSeVeVS]V,V3,1036C038 O3dltF5371lnst:) 00162] U,356 11266% 0. 025880.1034
OSSOSV.VV:VCOV.04oeÇVnrlV,eoChv:V,,40501V, gvt_ClX13) . —
, 00158f 03155, 241913] 0.’0.’0,353
050V’%t.001VVV1.CVlspr4veIVveoto,.GetErooVVretwt) .
, 0.0143] 0356, 3596 0.835 0. 0.2
ISVV’%t.VV:VVVV.SVn43V(VTer40o4IorOOVO(i40 49VXVo.St31VÈiee)
— 0.0125] 00191] 02392] 0.,0.tU25’ 0.353f
Figure 1$: Capture d’écran de l’outil ANTS
7.2 Résultats de profilage
Tableau 4: Résultats de profilage
C,\DoOUfleeertn 4841 Oettinln\Ll,4.eo 041o641\Deektop\5e414r444e\L2\Cre4eoCowt,d,eee
Trp levs) 8,45(1130 Sloweot 164 florotlon, 140,00 959
Niveau 1 Niveau 2 Niveau 3
‘r
‘
—
——
GUI 54.70s 5.00s 1.09s
SW I 16.57s 39.20s N/A
HW
- 14.75s 9.22s
OS
- 89.32s NIA
SDSL
- 15.35s 14.7s
.NET 44.48s O O
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Les résultats dans le Tableau 4 ont été obtenus en utilisant le logiciel ANTS [38]
qui est un outil de profilage puissant pour les applications de .NET. Si les résultats
des Tableau 3 et du Tableau 4 sont comparés, on peut noter que le temps d’exécution
est augmenté approximativement d’un facteur de dix. Ceci est dû au fait que ANTS
ajoute quelques en-têtes à l’application pour pouvoir faire le profilage. Le profileur
ANTS est capable d’extraire toute l’information dans une application, au sujet des
100 fonctions les plus lentes (voir Figure 18). Ces fonctions ont été prises et
regroupées dans différentes catégories représentant leur fonctionnalité. Les catégories
sont: GUI, représentant des fonctions liées à l’interface graphique de l’utilisateur;
SW, représentant des fonctions liées au côté logiciel de l’application embarquée; HW,
concernant l’aspect de matériel de l’application incluse; OS, pour les fonctions
internes du logiciel d’exploitation; SDSL pour les fonctions internes du SDSL et du
.NET pour les fonctions internes du cadre d’applications .NET.
En utilisant le Tableau 4, un diagramme a été crée pour comparer les composantes
à différents niveaux. Pour le niveau 1 sur la Figure 19, on peut voir que le temps de
simulation est partagé entre le GUI, le SW et le .NET. Au niveau 1, le système
embarqué est décrit complètement et seulement en logiciel. C’est pour cette raison
que les composantes de SW et de GUI prennent la majeur partie du temps de
simulation. De plus, puisque la bibliothèque de .NET est fréquemment employée, des
résultats d’exécution de quelques fonctions internes de cette bibliothèque peuvent être
observés.
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Figure 19: Graphique des résultats de profilage
Dans le niveau 2, quelques nouvelles composantes apparaissent et produisent de
l’information utile qui ne peut pas être observée à d’autres niveaux. Ce niveau permet
de chercher l’information sur les fonctions internes du logiciel d’exploitation utilisé
dans le système embarqué. Ceci signifie que les développeurs de systèmes embarqués
peuvent choisir d’établir leur propre OS et obtenir de l’information sur le temps
d’exécution. Avec l’outil de profilage, il n’est pas possible de déterminer le temps
d’exécution de Micro/OS au niveau 3. Les résultats du niveau 2 donnent une bonne
estimation sur le pire cas d’exécution de l’OS puisqu’au niveau 3 le système
d’exploitation est optimisé pour l’application. L’information d’exécution sur la
fonction interne du SDSL peut être obtenue à chaque niveau puisque eSYS.net est
employé et est basé sur .NET.
Comme mentionné précédemment, on ne peut pas déterminer de résultats
d’exécution pour les composantes de 5W et d’os au troisième niveau. Ceci est dû au
fait qu’au niveau 3 le SW et l’OS sont écrits en C qui ne peut pas être introspectable.
Il manque, entre autre, dans le profilage les résultats d’exécution du mécanisme
d’interopérabilité employé pour communiquer le logiciel et le matériel. À partir de
l’évaluation d’exécution du niveau 2, il est possible d’avoir une bonne idée sur ce
qu’il faut prévoir au niveau 3.
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Cette expérimentation nous a non seulement donné des résultats d’exécution, mais
nous a aussi démontré la puissance d’employer le cadre d’applications .NET comme
structure de base de la plateforme pour le raffinement. Du fait même, beaucoup
d’autres outils existants peuvent être utilisés pour aider à corriger et analyser le
système.
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CONCLUSIONS ET PERSPECTIVES
8.1 Conclusions
Dans ce mémoire, différentes plateformes ont été brièvement présentées avec une
introduction à quelques approches pour la simulation de systèmes embarqués.
Plusieurs restreignent l’exploration du développeur et d’autres apportent des
techniques intéressantes pour la conception d’un système embarqué.
Cette recherche a porté une attention plus particulière sur la simulation de
composantes logicielles avec un système d’exploitation d’un système embarqué. Il a
été noté que, pour simuler, le développeur devait trouver un environnement pour la
simulation native, apprendre les différents APIs de chaque système d’exploitation et
trouver ou créer un port pour le système d’exploitation sur l’architecture de la cible
sélectionnée.
Actuellement, l’abstraction d’OS représente une des principales caractéristiques
manquantes dans les outils de développement et, si présente, satisferait un besoin
grandissant dans l’industrie. Ce dispositif permettrait à des concepteurs de décrire et
valider leur application avec plusieurs OS à différents niveaux d’abstraction et, par
conséquence, explorer plusieurs services d’OS requis dans l’application. De la même
manière, on peut explorer les divers OS sans devoir nécessairement apprendre
comment programmer avec certains APIs.
Cette recherche a proposé une plateforme pour aider au raffinement des systèmes
embarqués dans un environnement standard comme le cadre d’applications .NET.
Plusieurs bibliothèques sont ajoutées et intégrées pour offrir aux développeurs la
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possibilité de simuler la partie matérielle et la partie logicielle de leurs systèmes
embarqués. Cet article se concentre sur l’aspect logiciel où la fonctionnalité est
examinée avec des bibliothèques qui simulent le comportement d’un système
d’exploitation ou quelques services spécifiques de système d’exploitation.
Cette plateforme a présenté trois niveaux d’abstraction. Ces niveaux permettent
d’explorer l’application, l’exploration de différents services et systèmes
d’exploitation et l’exploration détaillée d’un système d’exploitation sélectionné. La
plateforme permet le profilage de l’évaluation de ressources pour les prochains
niveaux. Tous ces dispositifs sont dans un environnement multilangage qui offre des
mécanismes d’interopérabilité qui peuvent être employés pour la cosimulation.
Travailler avec le cadre d’applications .NET nous offre un environnement standard
qui est portatif à d’autres plateformes autres que Windows. La combinaison de l’LDE
éclipse [28] et du projet mono [34J nous permettrait de travailler sur d’autres
plateformes telles que Linux, mais aussi d’interagir avec des ISS et des pluggins déjà
intégrés dans cet IDE. L’introspection est un excellent dispositif pour le
développement d’outils supplémentaires pour notre plateforme. Des outils existants,
comme le profileur ANTS peuvent déjà être utilisés pour analyser cet environnement
et avec l’annonce par Microsoft du produit Indigo, d’autres possibilités s’ouvrent à
nous.
8.2 Perspectives
Il serait intéressant de compléter le modèle de la bibliothèque SharpOS et
d’enrichir la plateforme avec d’autres systèmes d’exploitation ou par des
bibliothèques standard de services de systèmes d’exploitation comme ITRON [31].
Avec l’aide du mécanisme d’annotation du cadre d’applications, un dispositif pour
ajouter des contraintes de temps peut être ajouté. Ce mécanisme permettrait
d’améliorer la conception du temps dans notre plateforme, un sujet qui n’a pas été
abordé dans cette recherche. Ensuite, une attention pourrait être portée sur les
mécanismes d’interopérabilité pour une cosimulation précise avec des modèles
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matériels décrits soit avec VHDL, soit avec des SDSL ou même avec des outils
comme ModelSim.
La création d’une spécification unique pour le premier niveau d’abstraction
permettrait un partitionnement semi-automatique et faciliterait la génération
automatique de HAL et l’automation du raffinement à chaque niveau. Des recherches
prometteuses permettent d’envisager que le code intermédiaire soit porté et compilé
vers d’autres architectures et processeurs. De même, avec la sortie du cadre
d’applications .NET pour systèmes embarqués, on peut envisager dans le futur la
notion de temps réel dans notre plateforme pour le raffinement.
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ANNEXES A
Partie du code de chaque niveau
Niveau Ï
01 package CruiseControl;
02
03 public class Interface
04
05
06 final static int ACTIVE = 1;
07
08 final Static int INACTIVE = 0;
09
10 final static int CRUISING = 2;
0 1112 int state = INACTIVE;
13
14 double desiredSpeed = 0;
15
16 double acc = 0;
17
18 double brake = 0;
19
20 double alpha = 0;
21
22 CarModel activeSpeed = nuil;
23
24 CruiseControl activeCruise nuli;
25 int sync =0;
26
27 public CruiseControlForm forrn;
28 public System.Threading.Thread Tl;
29 public System.Threading.Thread T2;
30 public System.Threading.Thread T3;
31 public SysteinThreading.Thread Ll;
32 public System.Threading.Thread L2;
33 public System.Threading.Thread L3;
34 public System.Collections.Queue queue =
System.Collections.Queue.Synchronized(new System.Collections.Queue() )
35
36 public System.Threading.Thread TB;
V37
38 public InterfaceOf)
39
40 public Interface(CruiseControlFonn m_fonn)
41
42 this.form = m_form;
43
44
45 public void initialize()
46 f
47 activeSpeed = new CarModel(this);
48 activeCruise = new CruiseControl(this);
49 Tl = new Systen.Threading.Thread(new
Systen.Threading Threadstart f activespeed.runf)
50 T2 = new System.Threading.Thread(new
Systen.Threading .Threadstart (activeCruïse.runfl;
51 TB = new System.Threading.Thread(new
System.Threading.ThreadStart (this. testbenchH;
52
53
54 Tl
. set_Priority(System.Threading.ThreadPriority.AboveNornal(;
55 T2
. set_Priority(Systen.Threading.ThreadPriority.AboveNorinal(;
56 T1.Start;
57 T2.Start;
58
59 TB.set_Priocity(Systen.Threading.Threadpriority.Lowest);
60 Systen.Threading.Thread.Sleep(l00)
61 TB.Start;
62
63
64
65
66
67 public void engineOn((
68
69 if (this.state == INACTIVE)
70 f
71 this.state = ACTIVE;
72 activespeed.engineOn()
73 fonn.CarPanel.engineOnQ;
74
75 )
76
77
78
79
80 public void engineoff()
81
82
83 activeSpeed.engineOff;
84 activeCruise.engineOff));
85
86 this.state = INACTIVE;
87 this.acc = 0;
88 this.desiredSpeed = 0;
vi
89 setAcceleratiion)0)
90 forin.engineofft);
91
92 }
93 public void controlOn))
94 t
95 synclironized)this)
96
97 if fthis.state == ACTIVE)
98 f
99 this.fonn.ControlPanel.controlOn))
100 this.state = CRUISING;
101 desiredSpeed = getSpeed)).doubleValuet);
102 activeCruise.controlon(desiredSpeed, this.acc)
103
104
105
106
107 }
108
109 public void controloff()
110
111 synchronized)this)
112 f
113 if (this.state == CRUISING)
114 f
115 this.stote = ACTIVE;
116 acc = 0;
117 setAccelerationf 0)
118 activeCruise.controloff))
119
120
121
122 1
123
124 public void deactiveControl()
125
126 synchronized(this)
127 f
128 if (this.state == CRUISING)
129
130 this.state = ACTIVE;
131 acc = 0;
132 activeSpeed.brake;
133 form.ControlPaneloff));
134
135
136
137 }
138
139 public void threaded_accelerate()
140 f
141 T3 = new System.Threading.Thread)new
System.Threading.TlireadStart )this .accelerate));
142 T3 set_Priority(System.Threading.TlireadPriority.Lowest);
vii
143 T3.Start;
144 this.queue.Enqueue)T3)
145 L2 = Li;
146 Li = T3;
147
i48
149 public void accelerate))
150 t
151 if )L2 nuil)
152 t
153 L2.Join;
154
155 synchronized)this)
156
157 try
158
159 Thread.sleep)1000)
160 this.fonn.MessageTextBox.AppendText)”accelerate” +
System. Envi ronment
. get_NewLine ()
161 if )this.state == ACTIVE)
162 t
163 if )this.acc < 50)
164 t
165 this.acc += 1;
166 activeSpeed.setAcceleration(this.acc);
167 forrn.setAcceieration(Chis.acc)
168
169 )
170
171
172 catch)InterruptedException e) LI
173 L3= )System.Threading.Thread)this.queue.Dequeue));
174
175
176
177 public void threaded_deceierete))
178 t
179 T3 = new System.Threading.Threed)new
System.Threeding.ThreadStart (this.deceiereteH;
180 T3 . set_Priority)System.Threading.ThreadPriority.Lowest);
181 T3.Start));
182 Chis.queue.Enqueue)T3);
183 L2 = Li;
184 Li = T3;
185
186
187 public void deceierate))
188 t
189 if )L2 != nuil)
190 t
191 L2.Join));
192
193 synchronized)tbis)
194
195 try
viii
196 t
197
198 Thread.sleep)0)
199 this. form.MessageTextBcx.AppendText ( “decelerate” +
System. Enviromnent . get_NewLine O)
200 if )this.state == ACTIVE)
201
202 if )this.acc > 0)
203
204 this.acc
—= 1;
205 activeSpeed.setAcceleration)this.acc)
206 fonn.setAcceleration)this.acc)
207
208
209
210 )
211 catch)InterruptedException e) t)
212 if)this.queue.get_Count)) 0)
213
214 L3= )Systen.Threeding.Thread)this.queue.Dequeue));
215
216
217
218 }
219
220 public void threaded_accelereteCruise))
221
222 T3 = new Systen.Threeding.Thread)new
System.Threading.Threadstert )this . accelerateCruisefl;
223 T3 . set_Priority)System.Threeding.ThreadPriority.Lowest);
224 T3.StartO;
225 this.Œieue.Enqueue)T3)
226 L2 = Li;
227 Li = T3;
228 }
229
230 public void eccelerateCruise))
231 t
232 if )L2 nuli)
233 t
234 L2.Join));
235 )
236 synchronized)this)
237 t
238
239 try
240 t
241 Threed.sleep)0)
242 this.forn.MessegeTextBox.AppendText)”ecceierateCruise” +
Systen. Environment . get_Newtine)) )
243 if )this.state == CRUISING)
244 t
245 desiredSpeed += 1;
Q 246 activeCruise.setflesiredSpeed)desiredSpeed)247 fonn. setflesiredSpeed)desiredSpeed)
ix
248
249 }
250
251
252 catch(InterruptedExceptjon e) t]
253 L3= (System.Threading.Thread)this.queue.Dequeue();
254
255
256
257 public void threaded_decelerateCruise()
258 t
259 T3 = new System.Threading.Thread(new
System.Threading.ThreadStart (this .decelerateCruise));
260 T3 set_Priority(SystemTlireading.ThreadPriority. Lowest);
261 T3.Start;
262 this.queue.Enqueue(T3);
263 L2 = Ll;
264 Li = T3;
265 1
266
267 public void decelerateCruise()
268 t
269 if (L2 null)
270 {
271 L2.Join();
272
273 synchronized(this)
274
275 try
276
277
278 Thread.sleep(0)
279 this. form.MessageText3ox.AppendText t decelerateCruise +
System. Environment
. get_NewLine t));
280 if (this.state == CRUISING)
281 t
282 desiredSpeed
-= 1;
283 activeCruise. setDesiredSpeed(desiredspeed)
284 form.setDesiredSpeed(desiredSpeed);
285
286 }
287
288
289 catch)InterruptedException e) t)
290 L3= (System.Threading.Thread)this.queue.Dequeue;
291
292
293 }
294
295 public void threaded_incAplha()
296
297 T3 = new System.Threading.Thread(new
System.Threading.Threadstart tthis
. incAlphaH;
298 T3
.
set_Priority(system.Threading.Threadpriorjty.Normal);
299 T3.Start;
X300
301
302 public void incAlpha()
303
304 synchronizedtthis)
305
306 try
307
308
309 Thread.sleep(0);
310 this.form.NessageTextBox.AppendText(’incAlpha +
Systern. Environnient
. get_NewLine t))
311 if f fthis.state == ACTIVE) I )this.state == CRUISING) f
312
313 if (alpha < 0.6)
314 alpha += 0.09;
315 else
316 alpha = 0.6;
317 setAlpha)alpha)
318
319
320 catch)InterruptedException e) f]
321
322
323
324 public void threadeddecAlpliaf)
325
326 T3 = new System.Threading.Thread)new
System.Threading.ThreadStartfthis.decAlpha));
327 T3 . set_Priority)System.Threading.ThreadPriority.Norrnal);
328 T3.Startf);
329
330
331 public void decAlphaf)
332
333 syrichronizedfthis)
334
335 try
336
337
338 Thread.sleep)0);
339 this. form.MessageTextBox.AppendText f decAlpha +
System. Envi ronment
. get_Newtine (t t
340 if t (this.state == ACTIVE) H f this.state == CRUISING)
341 f
342 if falpha > -0.6)
343 alpha
—= 0.09;
344 else
345 alpha = —0.6;
346 setAlphafalpha)
347
348
349 sync =0;
350 System.Threading.Nonitor.Pulsefthisf
351 System.Threading.Monitor.Exitfthisf;
xi
352
353 catcli)InterruptedException e) {)
354 1
355 )
356
357 public void threaded_brake))
358
359 T3 = new System.Threading.Thread)new
System.Threading.TlireadStart )this .brake));
360 T3.set_Priority(Systeu.ThreadingTliread?riorisy.Highest)
361 T3.Start));
362
363 1
364
365 public void brke))
366
367 this. form.MessageTextBox.AppendText ) ‘brake +
System.Environment.qet_NewLine)) );
368 if ) )this.state == ACTIVE) I (this.state == CRUISING)
369
370 activeCruise.controlOff t);
371 while )this.queue.get_Count() 0)
372 C
373 L3=(System.Threading.Thread) this.queue.Dequeue));
374 L3.Abort;
375 )
376 activeSpeed.brake()
377 form.breke));
378 acc = 0;
379 this.state = ACTIVE;
380 ]
381
382
383 public void setSpeed)double speed)
384 fonn.setSpeed(speed)
385
386
387 public void setDistance)double distance)
388 fonn.setflistance (distance);
389 1
390
391 public void setDesiredSpeed)double m_speed)
392 syrichronized)this)
393 t
394 form.setDesiredSpeed(m_speed);
395 1
396 1
397
398 public Double getSpeed))
399 t
400 return activeSpeed.getSpeed)(
401 )
402
403 public void setAcceleration)double m_acc)t
404
xii
405 l:his.acc = m_acc;
406 aciveSpeed.setAcce1eration(m_acc)
407 formsetAcceleratjon)macc)
408
409
410
411 public Double getAcceleration))
412 return new Double(this.acc);
413
414
415 public void setAlplia(double m_alpha)
416 if t (this.state == ACTIVE) )this.state == CRUISING) )
417 activeSpeed.setAlpha (m_alpha);
418 form.setAlpha (m_alpha);
419
420
421
422
423
424 package CruiseControl;
425
426 public class CruiseControlj
427
428
429 final Static inC ACTIVE = 1;
430 final static int INACTIVE = 0;
431 int state = INACTIVE;
432 double desiredspeed = 0;
433 double acc 0;
434 private Interface father;
435
436 public CruiseControl)) j
437
438
439
440 public CruiseControl(Interface m_father) t
441 father = m_father;
442 }
443
444 public void controlOn)double m_desiredSpeed, double m_acc) j
445
446 if )this.state == INACTIVE)
447 t
448 desiredSpeed = m_desiredspeed;
449 this.acc = m_acc;
450 father.setDesiredSpeed(desiredSpeed)
451 this.state = ACTIVE;
452
453
454
455
456 public void controlOff(( j
457
458 if )state == ACTIVE)
459
xlii
460 state = INACTIVE;
461 desiredSpeed = 0;
462 father.setDesiredSpeed)0)
463 father.brake))
464
465
466
467
468 public void engineOff() t
469 syncironized)this)
470
471 staSe = INACTIVE;
472 desiredspeed = 0;
473 acc 0;
474 father.setDesiredSpeedt0);
475
476 )
477
478 public double getDesiredSpeed()
479
480 return desiredSpeed;
481
482
483
484 public void setDesiredSpeed)double m_speed)
485
486 if )this.state == ACTIVE)
487 this.desiredSpeed = m_speed;
488
489
490
491 public void acceleratet) t
492
493 if )this.state == ACTIVE)
494
495 this.desiredspeed += 1;
496 father.setDesiredSpeed)this.desiredSpeed)
497 )
498
499
500 )
501
502 public void decelerate))
503
504 if fthis.state == ACTIVE)
505 t
506 this.desiredSpeed
-= 1;
507 father.setDesiredSpeed(this.desiredSpeed)
508
509
510 1
511
512 public void calculateAcceleration))
513 synchronized)this)
514 t
xiv
515 double currentSpeed;
516 currentSpeed = father.getspeed() .doubleValuet)
517 double delta = Math.abs(currentSpeed - desiredSpeed);
518 if tthis.state == ACTIVE)
519
520 if (delta < 0.4)
521
522 else if (currentSpeed < desiredSpeed)
523 t
524 if (delta < 2)
525 this.acc += 0.5;
526 else if (delta < 8)
527 this.acc += 1;
528 eisa
529 this.acc += 2.5;
530 father.setAcceleration(this.acc)
531
532 eisa
533
534 if (delta < 2)
535 this.acc
—= 0.5;
536 aise if (delta < 8)
537 this.acc
-= 1;
538 eisa
539 this.acc -= 1.8;
540 if (this.acc < 0)
541
542 father.setAcceleration(0(
543 this.acc = 0;
544 this.state = INACTIVE;
545 father.deactiveControl)(;
546 )
547 aise
548 father.setAcceleration(this.acc)
549
550
551 }
552 )
553
554 public void setAcceleration(doubie rn_acc) t
555
556 if (this.stace == ACTIVE)
557 fatlier.setAcceleration(macc(
558 )
559
560 public void run((
561 whiie (true( t
562 try
563
564 Thread.sleep(5(;
565 7/ serve Reauests before calculating Acceieration
566 if (this.state == ACTIVE)
567 this.calculateAcceleration()
568 )
569 catch (InterruptedException e({
xv
570
571
572
573
574
575 package CruiseControl;
576
577 public class CarModel
578
579
580 final static int ACTIVE = 1;
581 final static int INACTIVE 0;
582 final static double deltaT = 1;
583 final static double g = 9.8;
584 final static int In = 1000;
585 public int state = INACTIVE;
586 double acc = 0;
587 double speed 0;
588 double distance = 0;
589 private static double coeff 0.31;
590 private double alpha = 0;
591 private Interface father;
592
593 public CarModel() t)
594
595 public CarModeltlnterface m_father) f
596 father = m_father;
597
598
599 public void engineOnt)
600
601 if (state == INACTIVE)
602
603 state = ACTIVE;
604
605
606
607
608 public void engineOfft)
609 f
610 synchronizedtthis)
611
612 //state = INACTIVE;
613 //father.setSpeed)0)
614 //speed = 0;
615 acc 0;
616 )
617
618
619
620
621 public void setSpeed(double m_speed) f
622 synchronized(this)
623
624 this.speed = u_speed;
xvi
625
626
627 }
628
629 public Double getSpeed()
630 synchronized(this)
631
632 return new Double)this.speedt;
633 )
634
635
636 public void calculateSpeed(double m_newAcc) t
637 synchronized(this)
638
639 if (this.state == ACTIVE)
640 t
641 if t (m_newAcc <= 50) && (m_newAcc >= 0))
642 t
643 speed = speed + m_newAcc * deltaT - coeff * speed * deltaT
Matli.sin(alplia) * 4 * g * deltaT;
644 if tthis.speed < 0.005)
645 this.speed = 0;
646
647
648 distance += speed * deltaT / 3600;
649 father.setSpeed)speed);
650 father.setDistance)distance)
651
652
653 }
654
655
656
657 public void incAcceleration)double m_acct t
658 synchronized)this)
659
660 if (this.state == ACTIVE)
661
662 if ) ) )this.acc < 50) && )m_acc > 0)) ) )this.acc > 0) && (m_acc < 0))
663 this.acc += m_acc;
664
665
666
667
668 public void setAcceleration)double m_acc)
669 synchronized)this)
670 t
671 this.acc = m_acc;
672 )
673 )
674
675 public void brake() t
676
677 acc = 0;
678 if )speed > 0.01)
xvii
679 t
680 }
681 else
682 t
683 speed = 0;
684 }
685
686
687
688
689 public void setAlpha(double m_alpha) t
690
691 alpha = m_alpha;
692
693
694
695 public void run{
696 while (true)
697 t
698 try
699 t
700 Thread.sleep (10);
701 if )this.state == ACTIVE)
702 t
703 this.calculateSpeed)acc)
704 }
705
706
707
708 catch )InterruptedException e) L)
709
710
711
Niveau 2 Logiciel
01 using System;
02 using SharpOS;
03 using System.Security.Permissions;
04
05 nemespace CruiseControl
06
07
08 public class CruiseControlSW
09 t
10
11 public static int SUSPEND_RESUNE =1;
12 public static int CRUISING = 2;
13 public static int ACTIVE = 1;
14 public static int INACTIVE = 0;
15 public static int FINISH = 3;
16
17 public SharpOS.Core OS_Core new SharpOS.Core();
xviii
18 public SliarpOS.Task Tl;
19 public SharpOS.Task T2;
20
21 static double coeff = 0.31;
22 static double deltaT = 1;
23 static double g = 9.8;
24
25 double acc = 0;
26 double speed = 0;
27 double distance = 0;
28 double desiredSpeed = 0;
29 double alpha = 0;
30 static int state = INACTIVE;
31
32 public CruiseControlSW()
33 t
34
35
36
37 public void Acceleration))
38
39 acc = CruiseControlHAL.Load(acceleration’)
40 )
41
42 public void DesiredSpeed))
43 t
44 desiredSpeed = CruiseControlHAL.Load)desiredspeed”);
45 }
46
47 public void Alpha))
48 t
49 alpha = CruiseControlHAL.Loadt’alpha”);
50 )
51
52 public void EngineOn))
53 t
54 state = tint) CruiseControlHAL.Load)state”);
55 }
56
57 public void Engineof f))
58 t
59 acc = 0;
60 desiredSpeed = 0;
61 state = tint) CruiseControlHAL.Load)state)
62
63
64 public void ControlOn))
65 t
66 desiredSpeed = CruiseControlHAL.Load)desiredSpeed);
67 acc = CruiseControlHAL.Load)acceleration)
68 state = tint) CruiseContro1HAL.Load)state);
69 ]
70
71 public void ControlOff))
72 t
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73 desiredSpeed = CruiseControlHAt.Load(”desiredSpeed”);
74 state = (int) CruiseControlHAt.Load)”state”)
75 }
76
77 public void Brake()
78 t
79 acc = 0;
80 if )speed > 0.01)
81 t
82
83 else
84 t
85 speed = 0;
86 )
87
88
89 public void Run))
90 t
91
92 Systen.Console.Write)#*%## SharpDS Vl.0 Port 1 for W1N32.NET *####\n°)
93 OS_Core.Init)) y
94 Tl=ÛS_Core.CreateTask) ‘Tl” ,new
Syscen.Threading.ThreadStart )CarModelRun) ,ll);
95 T2=OS_Coro.CreateTask)”T2”,new
Systen.Threadinp.ThreadStart )CruisoControlRun) 22);
96 System.Console.write)*****Start Software *****\nu’)
97 OS_Core.StartQ;
98
99
100
101 private void celculateSpeed)double
_acc)
102 t
103 if)state == ACTIVE state == CRUISING speed > 0)
104 t
105 if H_acc <= 50) && )_acc >= 0))
106 t
107
108 speed = speed + _acc * deltaT
- coeff * speed * deltaT
-
System.Math.Sin)alpha) * 4 * g * deltaT;
109
110 if )speed < 0.005)
111 t
112 speed = 0;
113
114 distance += speed * deltaT / 3600;
115 lock)this)
116 t
117
118 CruiseControlHAt.Speed)speed, “sw);
119 System.Console.Writetine)speed)
120 CruiseControlHAt.Distance)distance, “sw”)
121 )
122
123
124
xx
125 1
126
127 public void CarModelRun()
128 t
129 while (state FINISH)
130
131 OS_Core.TimeDly(Tl,10)
132 if (state == ACTIVE state == CRUISING I speed > 0)
133 {
134 System.Console.WriteLine(fl***** Calculate Speed *****);
135 calculateSpeed(acc)
136
137
138
139 1
140
141
142 private void calculateAccelerat:ion()
143
144 double currentSpeed;
145 currentSpeed = speed;
146 double delta = Systeru.Matli.Abs(currentSpeed tint)desiredSpeed);
147
148 if (state == CRUISING)
149 f
150 if (delta < 0.4)
151 f
152 System.Console.WriteLine(acc)
153 1
154 else if(currentSpeed < desiredSpeed)
155
156 if (delta < 2)
157 acc + 0.5;
158 else if (delta < 8)
159 acc += 1;
160 else
161 acc + 2.5;
162 CruiseControlHAL.Acceleration(acc, “sw”)
163 System.Console.Writeline)acc);
164
165 else
166 f
167 if (delta < 2)
168
169 acc
—= 0.5;
170
171 else if (delta < 8)
172
173 acc
—= 1;
174
175 else
176 f
177 acc
—= 1.8;
178
179 if (acc < 0)
xxi
180 t
181 acc = O;
182 CruiseControlHAL.Acceleration)acc, “sw”)
183 System.Console.WriteLine(acc)
184 state = ACTIVE;
185 CruiseControlHAt.ControlOff(sw”)
186
187 else
188 t
189 CruiseControlHAL.Acceleration(acc, “sw)
190 Systern.Console.Writetine(acc)
191
192
193 )
194
195
196 public void CruiseControlRun()
197 t
198 while(state FINISH)
199 t
200 OS_Core.TimeDly(T2,5);
201
202 if(state == CRUISINO)
203 t
204 System.Console.WriteLine)fl***** Calculate Acceleration *****);
205 calculateAcceleration()
206 )
207 1
208
209
210 1
211 1
Niveau 3 Logciel
01 #include includes.h
02
03 #define TASR_STK_SIZE 1024 1/ Stack size, in bytes
04
05 #define SUSPENDRESUNE II Task 1 and 2 use suspend and resuiue for scheduling
06 /1 )if flot defined: use time delays)
07
08 #define CRUISING 2
09 #define ACTIVE 1
10 #define INACTIVE O
11
12 static double coeff = 0.31;
13 static double deltaT = 1;
14 static double g = 9.8;
15 static inc n = 1000;
16
17 double acc = 0;
18 double speed = 0;
xxii
19 double distance = 0;
20 double desiredSpeed = 0;
21 double alpha = 0;
22 double templ;
23 double temp2;
24 double temp3;
25
26 static int state = INACTIVE;
27
28 OS_STK StartStk[TASK_STIÇSIZE); Il Task stacks
29 OSSTK CarModelRunStk[TASK_STK_SIZE];
30 OS_STK CruiseControlRunstk[TASK_STK_SIZE]
31
32
33 void Start(void *pdata); II The 3 tanks
34 void CarModelRun(void *pdata).
35 void CruiseControlRun(void *pdata);
36
37 void AccelerationlSR(void);
38 void DesiredSpeedlSR(void)
39 void AlphaISR(void);
40 void EngineOnlSR(void)
41 void EngineOfflSRtvoid);
42 void ConcrolOnlSR)void);
43 void ControlOfflSR(void)
44 void BrakeISR(void);
45
46 extern “C” _declspec( dllexport ) void stdcall main_apptvoid)
47 t
48 /1 Display a banner.
49 printf(”##### uCOS-Il V%4.2f Port v%4.2f for W1N32 #####\n”,
((FP32)OSVersion())/100, )(FP32)OSPortVersionO)/lOO);
50
51 // Initialize uCOS-lI.
52 OSinit));
53
54 /7 Create the first task
55 OSTaskCreate(Start, tvoid *) 11, &StartStk[TASKSTK_SIZE], 11);
56
57 //Register Interrupt
58 PC_IntVectSet Cl, AccelerationlSR);
59 PClntVectSet)2, DesiredSpeedlSR);
60 ?C_IntVectSet(3, AlphaISR);
61 PC_IntVectSet(4, EngineonlSR);
62 PClntVectSet(5, EngineOfflSR)
63 PClntVectSet)6, ControlOnlSR)
64 PC_IntVectSet)7, ControlOtflSR)
65 PC_IntVectSet(8, BrakeISR);
66
67 /1 Start multitasking.
68 OSStartO;
69
70 /* NEyER EXECUTED /
71 printf (“maint): Ne should neyer execute this line\n”)
72
xxiii
73
74
75 void Start(void *pdata)
76 t
77 printf(”%4u: Start Software *****\o, OSTime);
78
79 4 if OS_TASK_STAT_EN > O
80 OSStatlnit)) ; //Initialize the statistics teck
81 #endif
82
83 OSTaskCreate)CarModelRun, )void *) 22, &CarModelRunStk[TASK_STK_SIZE], 22);
84 OSTaskCreate)CruiseControlRun, )void *) 33,
&CruisecontrolRun5tk[TASK STK SISE], 33);
85 while )l)
86 f
87 #ifdef SUSPEND_RESUME
88 DSTaskSuspend)OS_PRIO_SELF);
89 #else
90 OSTimeDly)10);
91 #eodif
92
93
94
95 typedef bool )CALLBACK *CALLBACKFUNCTION) )double sp);
96 CALLSACKFUNCTION speed_function;
97 CALLBACKFUNCTION accelerationfunction;
98 CALLBACRFUNCTION desiredSpeed_function;
99 CALLBACKFUNCTION distance_function;
100 CALLBACKFUNCTIQN deactiveteControl_function;
101 CALLBACKFUNCTIQN brakefunction;
102 typedef double )CALLBACK *CALLBACKflJIJCTION1) )char *str);
103 CALLBACKFUI4CTIQN1 loed_function;
104
105 // Hardware Callsack
106
107 extern “C” __declspec) dilexport ) void _stdcall set_speed)CALLBACKFUNCTION pf,
double sp)
108
109 speed_functioo = pf;
110
111 extern “C” __declspec) dllexport ) void stdcall
set_acceleratioo)CALLBACKFUNCTIQN pf, double sp)
112 f
113 acceleration_function = pf;
114 1
115 extern “C” __declspec) dllexport ) void stdcall set_distance)CALLBACKFUNCTION
pf, double sp)
116 t
117 distance_function = pf;
118
119 extern ‘C” declspec) dllexport ) void __stdcall
set_desiredSpeed)CALLBACKFUqCTION pf, double sp)
120 t
121 desiredSpeed_function = pf;
122
xxiv
123 extern “C” declspec( dllexport ) void _stdcall
sedeactivateControl tCALLBACKFUNCTION pi, double sp)
124
125 deactivateControl_function = pf;
126
127 extern “C” _declspec( dllexport ) void stdcall set_braketCALLBACKFUNCTION pi,
double sp)
128
129 brake_function = pf;
130 }
131 extern “C” declspect dllexport ) void stdcall set_1oadfCALLBACKFUNCTION1 pf,
char *sp)
132
133 load_function = pf;
134
135
136 7/ Interrupt function
137
138 void AccelerationlsRtvoid)
139 f
140 OSIntEnter;
141 acc = (*loadfunction) (“acceleration”)
142 OSIntExit;
143
144 void DesiredspeedlSR(void)
145 t
146 OSIntEnter;
147 desiredSpeed = (*load_function) (‘desiredSpeed”(;
148 OSlntExit((;
149
150 void AlpliaISR(void)
151
152 OSlntEnter();
153 alpha = (*loed_function) t “alpha t;
154 OSintExit t)
155
156 void EngineOnlSR(void)
157
158 OSintEntert);
159 state = t*load_functiont (“state”)
160 OSintExit t)
161
162 void EngineOfflSR(void(
163
164 OSlntEnter((;
165 acc = 0;
166 desiredSpeed = 0;
167 state = (*load_functiont t “state’ t
168 OSintExit t)
169
170 void ControlOnISR(void)
171
172 OSlntEntertt;
173 desiredSpeed
= t *load function) (“desiredSpeed” t
174 acc = t *load functiont t “acceleration” t
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175 state = )“load_function) C ‘state”)
176 OSintExit));
177 }
178 void ControlOfflSR)void)
179
180 QSlntlnter();
181 desiredSpeed = 0;
182 state — t*loadfunction) (“state”)
183 OSIntExit;
184
185 void BrakeISR()
186
187 OSlntEnter();
188 acc = 0;
189 if (speed > 0.01)
190
191
192 else
193
194 speed = 0;
195
196 OSintExit));
197
198
199 void calculateSpeed(double
_acc)
200
201 if(state == ACTIVE state == CRUISING I speed > 0)
202 {
203 if ))acc <= 50) && )_acc >= 0))
204 t
205 speed = speed + _acc * deltaT - coeff * speed * deltaT - sin)alpha) * 4 *
g * deltaT;
206
207 if (speed < 0.005)
208 t
209 speed = 0;
210
211
212 distance += speed * deltaT / 3600;
213 bool res = )*speed_function) )speed)
214 printf)”%f\n’,speed);
215 bool resl = )*distancefunction) )distance)
216
217
218
219
220 void CaryodelRun)void *pdata)
221
222
223 whule (1)
224
225 #ifdef SUSPEND RESUNE
226 OSTaskSuspend)OS_PRIO_SELF);
227 #else
228 OSTimeDly(1)
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229 #endif
230 if (state == ACTIVE state == CRUISING speed > 0)
231
232 printf(”%4u: Calculate Speed *****\“, OSTime);
233 calculateSpeed(acc);
234
235 }
236
237
238 void calculateAcceleratjon()
239
240 double currentSpeod;
241 currentSpeed = speed;
242 double delta = abs(currentSpeed
- (int)desiredSpeed);
243
244 if (state == CRUISING)
245 t
246 if (delta < 0.4)
247
248 printf(1%f\nT,acc);
249
250 else if(currentSpood < desiredSpeed)
251
252 if (delta < 2)
253 acc += 0.5;
254 else if (delta < 8)
255 acc += 1;
256 else
257 acc -t- 2.5;
258 bool ras = (*acceleration_function) (acc(
259 printf)’%f\n’,acc);
260
261 else
262 t
263 if (delta < 2)
264 t
265 acc
—= 0.5;
266 1
267 eisa if (delta < 8)
268 t
269 acc —= 1;
270 1
271 else
272 t
273 acc —= 1.8;
274 1
275 if )acc < 0)
276 t
277 acc = 0;
278 bool ras = (‘acceleration_function) (acc)
279 printf(”%f\n”,acc);
280 state = ACTIVE;
281 bool resl = (*deactivateControlfunction) (1);
282 1
283 aise
xxvii
284 (
285 bool res = (*acceleration_function) (acc)
286 printf(%f\n,acc);
287
288
289
290
291
292
293 void CruiseControlRun(vojd *pdata)
294
295
296 while(1)
297 t
298 #ifdef SUSPEND RESUME
299 OSTaskResume(11)
300 OSTaskResume(22);
301 #endif
302
303 OSTimeDly(1);
304 if fkbhit(.))
305 exittO);
306
307 iftstate == CRUISING)
308 t
309 printf ( %4u; ““ Calculate Acceleration *****\n, OSTime)
310 ca1cu1ateAcce1eration;
311
312
313 ]
314 1
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ANNEXES B
Le code source de SharpOS
Classe Task
01 using System;
02 using Systein. Security.Permissions;
03
04 namespace SharpOS
05 t
06 III <summary>
07 III Structure of SliarpOS Task
08 III </sununary>
09 public class Task
10
11 private string naIne;
12 private byte priority;
13 private byte OSX;
14 private byte OSY;
15 private byte OSBitX;
16 private byte OSBitY;
17 private string msg;
18 private int delay;
19 private System.Threading.Thread task_thread;
20 private int pid;
21 private int bit; II initialiser e O et = a 1 si c<est le semaphore qui e agit
sur son thread
22 private System.Byte[] OSMapTbl= tOxOl, 0x02, 0x04, 0x08, 0x10, 0x20, 0x40,
0x80];
23 public Tasktstring thread_name, SystemThreading.ThreadStart ts, byte prio,
int pid, int bit)
24 t
25 this .name=thread_narne;
26 this. task tliread = new System.Threading.Thread)ts);
27 this . task_thread.Naine=thread_name;
28 this.priority=prio;
29 this.pid=pid;
30 this.bit 0;
31 OSY = System.Convert.To3yte)System.Convert.ToString) this.priority » 3));
32 OSBitY = OSMapTbl[OSY];
33 OSX = SystenLConvert.ToByte)System.Convert.ToString)prio & 0x07));
34 OSBitX = OSMapTbl[OSX];
xxix
35 this.msg null;
36 this.delay =0;
37 //this.option=0;
38
39 public void starS))
40 t
41 lock)this)
42
43 switch)this. taskthread.ThreadState)
44 t
45 case(System.Threading.ThreadState.Unstarted):
46 this.task_tliread.Start()
47 //this.option=2;
48 break;
49 case tSystem.Threading.ThreadState. Suspended)
50 if fthis.bit == 0)
51
52 this.task_thread.Resume()
53
54 break;
55 case tSystein.Threading.TlireadState.WaitSleepJoin)
56 if fthis.bit == 0)
57 t
58 this.task_thread.Interrupt()
59
60 break;
61 casefSystem.Threading.ThreadState .Aborted):
62 break;
63 case (Systern.Threading.ThreadState. Stopped)
64 break;
65
66
67 }
68 public void raisepriority()
69 t
70 this. task_thread. Priority = System.Threading.ThreadPriority.AboveNonnal;
71 )
72 public void lowerPriorityf)
73 t
74 this. task_thread. Priority = System.Threading.ThreadPriority. Lowest;
75
76 public string get_name()
77 t
78 return naine;
79 1
80 public int getpid))
81 t
82 return pid;
83
84 public byte getprio()
85 t
86 return priority;
87 }
88 public void setprio(byte val)
89 t
xxx
90 priority = val;
91
92 public Syatam.Threadinp.Thraadstata STATUS
93 t
94 get
95 t
96 retura thia task_thraad.ThraadState;
97 )
98
99 public SystemThraading.Thraad gat_thraad()
100 t
101 ratura this.taskthraad;
102 }
103 public int gat_bit))
104 t
105 ratura thia.bit;
106
107 public void sat_bit(iat i)
108 t
109 tbis.bit=i;
110
111 public byte gatOSX()
112 t
113 ratura OSX;
114
115 public void satOSX(byta X)
116 t
117 OSXX;
118
119 public byte gatOSY))
120 t
121 ratura PSY;
122 )
123 public void satOSY)byte Y)
124 t
125 PSY = Y;
126 }
127 public byte patoSBitX))
128 t
129 ratura OSBitX;
130 1
131 public void satOSBitX)byta bitX)
132 t
133 DSBitX = bitX;
134 )
135 public byte gatoSBitY))
136 t
137 ratura OSBitY;
138 1
139 public void satOSBitY)byta bitY)
140 t
141 OSBitY = bitY;
142 J
O 143 public void satmsg)striag massage)144 t
xxxi
145 this.msg = message;
146
147 public string getmsg()
148
149 return this.msg;
150 )
151 public void setDelay(int dly)
152 t
153 this.delay= dly;
154
155 public int getDelay()
156
157 return this.delay;
158
159
160
Classe Event
01 using System;
02 nalnespace SharpOS
03
04 /7/ <sunlmary>
05 /7/ Surmnary description for OSEvent.
06 /7/ </summary>
07 public class OSEvent
08 t
09 public string OSEventType;
10 public int OSEventcnt;
11 public string OSEventMsg;
12 public byte OSEventGrp;
13 public byte[] OSEventTbl;
14 private System.Byte[] OSMapTbl= tOxOl, 0x02, 0x04, 0x08, 0x10, 0x20, 0x40,
0x80);
15 private System.Byte[] OSUnMapTbl= t
16 0, 0, 1, 0,2, 0,1,0,3, 0,1, 0,2, 0, 1, 0,
17 4, 0, 1, 0, 2, 0,1,0,3, 0,1, 0,2, 0, 1, 0,
18 5, 0, 1, 0, 2, 0,1, 0,3, 0,1, 0,2, 0, 1, 0,
19 4, 0, 1, 0,2, 0,1,0,3, 0,1, 0, 2, 0, 1, 0,
20 6, Q, 1, 0, 2, 0,1, 0,3, 0,1,0,2, 0,1, 0,
21 4, 0, 1, 0, 2, 0, 1, 0, 3, 0, 1, 0, 2, 0, 1, 0,
22 5,0,1,0,2,0,1,0,3,0,1,0,2,0,1,0,
23 4,0,1,0,2,0,1,0,3,0,1,0,2,0,1,0,
24 7,0,1,0,2,0,1,0,3,0,1,0,2,0,1,0,
25 4,0,1,0,2,0,1,0,3,0,1,0,2,0,1,0,
26 5, 0,1, 0,2,0, 1,0,3,0,1, 0,2,0, 1,0,
27 4, 0,1, 0,2,0,1,0,3,0,1, 0,2, 0, 1, 0,
28 6, 0, 1, 0,2,0, 1,0,3, 0,1, 0,2, 0, 1, 0,
29 4, 0, 1,0,2,0, 1,0,3, 0,1, 0,2, 0, 1, 0,
30 5, 0, 1, 0,2, 0, 1,0,3, 0,1, 0,2, 0, 1, 0,
31 4, 0, 1, 0,2, 0, 1,0,3, 0,1, 0,2, 0, 1, 0
32
33 public OSEvent (string Type, int Cnt, string msg)
34 t
xxxii
35 this.QSEventType = Type;
36 this.OSEventCnt = Cnt;
37 this.OsEventMsg msg;
38 this.OSEventcrp = 0x00;
39 this.09EventTbl = new byte[8];
40 for tint i0; j < 8; i++)
41
42 this.OSEventTbl[i]=OxOO;
43
44
45 public byte EventTaskRdy)
46
47 byte X, Y , prio;
48 byte OSX;
49 byte OSY;
50 byte OSBitX;
51 byte OSBitY;
52 //trouver la priorite de la tache la plus prioritaire en attente de
1 <evenement
53 Y = OSUnMapTbl[OsEventGrp];
54 X = OSUnMapTbl[QSEventTbl[YJ];
55 prio = System.Convert.ToByte(System.Convert.ToString))Y «3) + X));
56 //Retirer cette tache de la liste d<Attente de ce semaphore
57 OSY = System.Convert.ToByte)Systern.Convert.Tostring) prio » 3H;
58 OSBitY = OSMapTbl [OSY];
59 OSX = System.Convert.To3yte)System.Convert.ToString)prio & 0x07));
60 OSBitX = OSMapTbl[OSXJ;
61 OSEventTbl [OSY] =
62 System.Convert.ToByte )System.Convert.ToString)OSEventTbl [OSYI & -OSBitX
63 if)OSEventTbl[OSY} == 0x00)
64 t
65 OSEventGrp =
66 System.Convert .ToByte )System.Convert .ToString )OSEventGrp & -OS3itYH;
67 }
68 return prio;
69
70 public void EventTaskWait(byte X, byte 3itX, byte Y, byte BitY)
71 t
72 this.OSEventprp =
73 System.Convert .ToByte)System.Convert .ToString)this OSEventGrp BitYH;
74 this.OSEventTbl[yJ =
75 System.Convert.ToByte)System.Convert.Tostring)this.OSEventTbl[Y] BitX)
76
77 public int getCnt))
78 t
79 returo this.OSlventCnt;
80
81 public void settnt)int count)
82 t
83 this.OSEventcnt =count;
84
85 public byte getEventGrp))
86 t
87 return this.OSEventGrp;
xxxiii
88 7
89 public string getMsg))
90 t
91 return this.DSEventMsg;
92 7
93 public void setMsg(string msg)
94 t
95 this.OsEventMsg = msg;
96 7
97 7
98 7
Classe Semaphore
01 using System;
02 using System.Security.Permissions;
03 nemespace SharpoS
04
05 /7/ <sunnery>
06 7/! Summary description for Semephore.
07 /7! </suiwnery>
08 public cless Semephore
09
10 public int tempon;
11 public SherpOS.OSEvent SemEvent;
12 public Semephore)int n)
13
14 if)n == 0)
15 t
16 System.Console.Write(”\n erreur \n’)
17
18 this.SemEvent = nec OSEvent)”SEM”, n, null);
19 tampon = n;
20 3
21 public bool SemPend(SherpoS.Tesk T)
22 t
23 while)true)
24 t
25 lock)this)
26 t
27 if)this.SemEvent.getCnt)) > 0)
28 t
29 this.SemEvent.setcnt)this.SemEvent.getCnt))- 1);
30 return true;
31 3
32 !!dens ce ces bloquer le tache en mettent 1 dans
33 OSEventTbl [prio_teche)
34
this.SemEvent.EventTeskWeït)T.getDSX)),T.getOSsitX)),T.getDSY)),T.getoS3itY)));
35 return felse;
36 3
37
38 3
xxxiv
39 public byte SemPost()
40 t
41 byte prio;
42 lock(this)
43 t
44 if(this.SemEvent.getcnt() < tampon)
45 t
46 this.SemEvent.setcnt)this.SemEvent.getcntO÷l)
47 prio = thie SemEvent .EventTeskRdy;
48 return prio;
49 )
50 else
51 t
52 return 64;
53
54 )
55
56 public int SernAccept))
57 t
58 int cnt = this.SemEvent.getCntO;
59 if(cnt > 0)
60 t
61 this.SemEvent.setCnt(thie.SemEvent.getCntU- 1)
62
63 return cnt;
64 }
65
66
Classe Mailbox
01 using System;
02 namespace SharpDS
03 t
04 /1/ <summary>
05 /7/ Sunenary description for Mailbox.
06 III </sumrnary>
07 public clase Mailbox
08 t
09 private SherpoS.DSEvent MboxEvent;
10 public Meilbox(string meg)
11 t
12 MbcxEvent = new OSsvent)MBox, 0,msg);
13
14 public byte MBoxPosttstring meg)
15 t
16 byte prie;
17 lock)thie)
18 t
19 if)tbieMboxEvent.getMeg)) !=null)
20 t
21 return 70;
22 }
xxxv
23 else
24
25 if(this.MboxEvent.getEventGrp() != 0x00) hune tache est en
26 attente du mbox
27
28 pria = this .MboxEvent .EventTeskRdy));
29 return pria;
30
31 this.MboxEvent.setMsg)msg)
32 return 80; //code 80 aucune tache en attente
33 J
34 J
35 J
36 public string MBoxPend(SharpOS.Tesk T)
37 t
38 string msgl, msp2;
39 while)true)
40 t
41 lnck)this)
42 t
43 msgl = thisMboxEvent.getMsgO;
44 msg2= T.getmsgQ;
45 if)msgl!=null)
46 t
47 this.Mboxtvent.setMsg)null)
48 return msgl;
49 J
50 else
51 t
52 if)msg2!=null)
53 t
54 T.setmsg)null)
55 return msg2;
56 J
57 J
58
this.MboxEvent.EventTaskweit)T.petDSX)) ,T.getosBitx)) ,T.getOSY)) ,T.petOSBitYO)
59 return “0’;
60 J
61
62 J
63 public string MBoxAccept))
64 t
65 string msg;
66 msp =this .MboxEvent .petMspQ;
67 this.MboxEvent.secMsp)null)
68 return msg;
69 J
70 J
71 J
Classe Scheduler
xxxvi
01 using System;
02 nemespece SherpOS
03 t
04 /7/ <surnrnary>
05 /7/ Structure of the SherpoS Sceduler
06 1/! </sunsery>
07 public cless Scheduler
08 t
09 privete SherpOS.Core OSCore;
10 privete SherpOS.Tesk OSRunningTesk
11 privete byte OSHighPrio;
12 public Scheduler(SherpoS.Core OSCore)
13 t
14 this.OSCore = OSCore;
15 this .OSRunningTesk = this .OSCore.get_OSArrey() [63 J;
16 this.OSHighPrio = 63;
17 J
18 //System.Collections.ArreyList OSArrey
19 /*public void mit) SherpOS.Tesk[] OSArrey byte[J OSRdyTbl, byte DSRdyGrp)
20 t
21 this.OSArrey = OSArrey;
22 this OSRdyTbl=OSRdyTbl;
23 this OSRdyGrp=OSRdyGrp;
24 J*/
25 public void Stert()
26 t
27 byte Y, tempon;
28 while (true)
29 t
30 if (OSRunningTesk null)
31 t
32 TeskDly;
33 if (QSRunningTesk.getbit() == O &&
34 OSRunningTesk.get_threed)) .ThreedStete ==
System. Threeding
. ThreedStete WeitSleepJoin)
35 t
36 OSRunningTesk.lowerPriorityO;
37 J
38 else
39 t
40 OSRunningTesk.set_bit)l);
41 OSRunningTesk.lowerPriority));
42 OSRunningTesk.get_threed() .Suspend;
43 J
44 J
45 //verifier s<il y e une teche en deley, si oui, decrementer son deley
46 Y = OSCore.getOSUnMepTbl C) [OSCnre.get_OSRdyGrp() J;
47 tampon = OSCore.get_OSRdyTbl[YJ;
48 OSHighPrio = System.Convert .ToByte(System.Convert .ToString) (Y
49 «3) + OSCore.get_OSUnMepTbl[temponJ));
50 OSRunningTesk = GetTeskPrio)DSHighPrin);
51 if )OSRunningTesk != null)
52 t
xxxvii
53 if(OSRunningTask.get_bit() == 1
54 t
55 OSRunningTask.set_bit(0);
56 }
57 OSRunningTask.raisePriority();
58 OSRunningTask. start t);
59 System.Threading.Thread.Sleep (10);
60
61 else /7 si aucune tache n<est dans OsArray, resulner la tache idle
62 t
63 OSCore.ResumeId1e;
64
65
66
67 public SharpOS.Task GetTaskPrio)byte md)
68
69 SharpOS.Task OSHighPrioTask;
70 OSHighPrioTask = (SharpoS.Task) this .OSCore.get OSArray() [md];
71 return OSHighPrioTask;
72 }
73 public void TaskDly()
74
75 SharpOS.Task tsk;
76 for)int i =0; i<63; i++)
77 t
78 tsk = )SharpOS.Task) this .OSCore .get_OSArray)) (i];
79 if)tsk !=null)
80
81 itttsk.getpelay() >0)
82
83 tsk.setDelay)tsk.getDelay()
-4);
84 if)tsk.getDelay))==0)
85
86 this.06Core.TimeDlyResuine(tsk);
87
88 }
89
90
91 }
92 public SharpOS.Task OSRunTask
93 t
94 pet
95 t
96 return OSRunningTask;
97
98
99 )
100
Classe Core
01 using System;
02 namespace SharpOS
xxxviii
03 t
04 III <surnrnary>
05 /7/ Main Structure et SharpOS
06 /7/ </summary>
07 public class Core
08 t
09 private Scheduler sched;
10 private System.Byte[] OSMapTbl= tOxOl, 0x02, 0x04, 0x08, 0x10, 0x20, 0x40,
0x80);
11 private System.Byte[] OSUnMapTbl= t
12 0,0,1,0,2,0,1,0,3,0,1,0,2,0,1,0,
13 4, 0, 1, 0,2,0, 1,0,3,0,1, 0,2,0, 1, 0,
14 5, 0, 1, 0,2,0, 1,0,3,0,1, 0,2, 0, 1, 0,
15 4, 0, 1, 0,2,0, 1,0,3, 0,1, 0,2,0, 1,0,
16 6, 0, 1, 0, 2, 0, 1, 0, 3, 0, 1, 0, 2, 0, 1, 0,
17 4, 0, 1, 0,2, 0, 1,0,3, 0,1, 0,2, 0, 1, 0,
18 5, 0, 1, 0, 2, 0, 1,0,3, 0,1, 0,2, 0, 1, 0,
19 4, 0, 1, 0, 2, 0,1,0,3, 0,1, 0,2, 0, 1, 0,
20 7, 0, 1, 0, 2, 0,1, 0,3, 0, 1, 0,2, 0, 1, 0,
21 4, 0, 1, 0, 2, 0,1, 0,3, 0, 1, 0,2, 0,1, 0,
22 5, 0,1, 0, 2, 0,1, 0,3, 0, 1,0,2, 0, 1, 0,
23 4, 0,1, 0,2, 0,1, 0,3,0,1,0,2, 0,1, 0,
24 6,0,1,0,2,0,1,0,3,0,1,0,2,0,1,0,
25 4,0,1,0,2,0,1,0,3,0,1,0,2,0,1,0,
26 5, 0, 1,0,2,0, 1,0,3,0,1, 0,2,0,1,0,
27 4, 0, 1, 0, 2, 0, 1, 0, 3, 0, 1, 0, 2, 0, 1, 0
28
29 private SharpOS.Task[] OSArray = new SharpOS.Task{64];
30 private byte OSRdyGrp
31 private byte] OSRdyTbl = new byte[8];
32 private System.Threading.Thread SchedThread;
33 private int pid;
34 public Core()
35 t
36 this.OSRdyGrp=OxOO;
37 for(int j = 0; i < 8 ; i++)
38 t
39 this.OSRdyTbl[i]=OxOO;
40 }
41 sched = new Scheduler(this);
42 )
43 public void Init()
44 t
45 CreateTask( “ICLE”, new System.Threading.ThreadStart tjdle) ,63);
46 )
47 public vojd Start()
48 t
49 //sched. InittoSArray, OSRdyTbl, OSRdyGrp);
50 System.Console.WriteLine(’Starting Simulation’);
51 System.Threading.Thread.Sleep(5);
52 this.ScliedThread = new System.Threading.Thread)new
53 System.Threading.ThreadStart (sched. StartH;
54 this.SchedThread.Naine = “Scheduler”;
55 thjs - SchedThread. Priority = System.ThreadingThreadPriority.Highest;
56 SchedThread.Start;
xxxix
57
58 public SharpOS.Task CreateTask(string thread_naine,
System.Threading .ThreadStart ts,
59 byte pria)
60
61 SharpOS.Task T = new SharpOS.Task(thread_name, ts, pria, getoid)L0);
62 OSRdyGrp = System.Convert .ToByte (System.Convert .ToString(OSRdyGrp
63 T.getOSBitYf)));
64 OSRdyTbl[TgetOSY))] =
65 System.Canvert.ToByte)System.Convert.ToString(OSRdy’rbl[T.getOSY))]
T.getOSBitX)H)
66 OSArray[pria] = T;
67 return T;
68
69 public vaid Suspend)SharpOS.Task T)
70
71 this SchedThread.Priarity=System.Threading.ThreadPriority. Lowest;
72 int pria = T.getpria));
73 //enlever la tache de OSRdyTbl et mise e jour de OSRdyGrp
74 OSRdyTbl [T. getOSY)) ] =
75 System.Canvert .ToByte )System.Canvert .ToString)OSRdyTbl [T.getOSYt)1 &
-)T.getOSBitX)))))
76 if(OSRdyTbl[T.getOSY))] == 0x00)
77
78 OSRdyGro = System.Canvert .ToByte )System.Convert .ToString)
79 OSRdyGro & -(T.getOSBitY())));
80 }
81 T.setbit(l);
82 //Suspendre san thread
83 OSArray [pria] .get_thread)) Suspend();
84 this. SchedThread. Priarity=System.Threading.ThreadPriority.Highest;
85 )
86 public baal Resume)SharpOS.Task Tl, SharpOS.Task T2)
87
88 byte prio = T2.getpria));
89 //Vérifier que la tache est suspendue
90 if)OSArray[prio] null) //verifier que cette tache existe
91 (
92 if(T2.get_thread)) .ThreadState ==
93 System.Threading.ThreadState Suspended)
94 {
95 //Ajauter la tache a la liste des taches pretes e s<ex/cuter
96 OSRdyGrp
97 System.Convert .ToByte(System.Canvert .ToString( OSRdyGrp
T2.getoSBitY))))
98 OSRdy’rbl[T2.getOSY))] =
99 System.Canvert.TaByte)System.Convert.ToString)OSRdyTbl[T2.getOSY))]
T2.getOSBitX))))
100 OSArray[pria] .sec...bit(0)
101 Tl.get_thread)) .Susoend));
102 retum true;
103
104 return false;
105
106 return false;
xl
107 )
108 public void Resuineldle()
109 f
110 this SchedThread.Priority=System.Threading.Threadpriority. Lowest;
111 if )OSArray[63] .get_thread() .ThreadState ==
112 System.Threading.ThreadState. Suspended)
113 f
114 OSRdyGrp = 0x80;
115 OSRdyTbl[0x7] =0x80;
116 OSArray[63] .set_bit)0)
117 )
118 this SchedThread. Priority=System.Threading.Threadpriority.Higliest;
119
120 public void Sempost)SharpOS.Semaphore s, SharpOS.Task T)
121
122 this SchedThread. Priority=System.Tlireading.Threadpriority.Lowest;
123 byte prio;
124 prio = s.SemFost;
125 if)prio == 64)
126 f
127 System.Console.Writetine)’ce semaphore ne peut etre poster’);
128
129 else
130
131 //Ajouter la tache a la liste des taches pretes a s<ex/cuter
132 if)OSArray[prio] null)
133 f
134 OSRdyGrp =
135 System.Convert .ToByte )System.Convert .ToString) OSRdyGrp
OSArrayfprio] .getOSBitY))H;
136 OSRdyTbl[OSArray[prio] .getOSYOJ =
137
System.Convert .To3yte)System.Convert .ToString)OSRdyTbl [OSArray[prio] .getOSYO]
138 OsArray[prio] .getOSBitX() ))
139 if)OSArray[prio].get_bit)) == 1)
140 f
141 OSArray[prio] .setbit(0)
142 }
143
144 }
145 T.get_thread)) .Suspend()
146 this SchedThread. Priority=System.Threading.Threadpriority.Highest;
147 //this.SchedThread.Resuine));
148
149 public void SemPend)SharpOS.Semaphore s , SharpOS.Task T)
150 f
151 this SchedThread. Priority = System.Threading.ThreadPriority.Lowest;
152 //int prio = T.getprio));
153 if)s.Sempend)T)==false) II tache en attente du semaphore
154 f
155 //enlever la tache de OSRdyTbl et mise e jour de OSRdyGrp
156 OSRdyTbl[T.getOSY))]=
157 System.Convert.ToByte)System.Convert.ToString)OSRdyTbl[T.getOSY))] &
-)TgetOSBitX)))
xli
158 if(OSRdyTbl[T.getOSY()] == 0x00)
160 OSRdyGrp =
161 SystemConvert .Tollyte (System.Convert .ToStringt OSRdyGrp &
-)T.getOSBitY() H)
162
163 T.set_bit(1);
164 T.get_thread() .Suspend()
165
166 this. SchedThread. Priority=System.Threading.ThreadPriority.Highest;
167
168 public void MboxPost(SharpOS.Mailbox inb,SharpOS.Task T, string msg)
169
170 this
. SchedThread. Priority=System.Threading.ThreadPriority.Lowest;
171 byte prio;
172 prio = mb.MBoxPost)msg);
173 if tprio == 70)
174
175 System.Console.WriteLine(’Erreur;Mailbox occupe);
176
177 else
178
179 if)prio =80) //tache en attente du messge
180 t
181 if(OSArray[prio] null)
182 t
183 //Ajouter la tache a la liste des taches pretes a
O 184 s<ex/cuter185 OSRdyGrp =
186 System.Convert .ToByte (System.Convert .ToStringt OSRdyGrp
OsArray[prio] .getOSBitY()));
187 OSRdyTbl[OSArray[prio].getOSY()] =
188
System.Convert.ToByte (System.Convert.ToString(OSRdyTbl [OSArray[prio] .getOSY]
189 OSArray[prio] .getOSBitX() )
190 OSArray[prio] .setmsg(msg)
191 if(OSArray[prio].get_bit() == 1)
192 t
193 OSArray[prio] .set_bit)0)
194
195
196
197 )
198 T.get_threadt) .Suspend();
199 this . SchedThread. Priority=System.Threading.ThreadPriority.Highest;
200 }
201 public string MboxPend)SharpoS.Mailbox mb,SharpOS.Task T, int timeout) //voir
pout
202 lr timeout
203
204 this
. SchedThread. Priority = System.Threading.Threadpriority. Lowest;
205 string msg=irib.MBoxpend(T)
206 iftmsg==’O’) // tache en attente d<un message
207 t
xlii
208 //enlever la tache de OSRdyTbl et mise a jour de OSRdyGrp
209 OSRdyTbl[T.getOSYU]=
210 System.Convert.ToByte)System.Convert.ToString)DSRdyO’bl[TgetOSYO] &
—)T.getOSBitX)))))
211 iftOSRdyTbl[T.getOSYt)] == 0x00)
212 t
213 OSRdyGrp =
214 System.Convert.ToByte)System.Convert.ToString) OSRdyGrp &
-)T.getOSBitY)))))
215
216 T.set_bit)l);
217 T.getthread)) .Suspend))
218
219 this SchedThread. Priority=System.Threading.ThreadPriority.Highest;
220 return msg;
221
222 public void Timeoly)SharpOS.Task T, int timeout)
223
224 this SchedThread.Priority=SystemThreading.ThreadPriority. Lowest;
225 byte pria T.getprio));
226 if(timeout > 0)
227 t
228 //enlever la tache de OSRdyTbl et mise a jour de OSRdyGrp
229 OSRdyTbl[T.getOSY))]=
230 SystemConvert.ToByte(System.Convert.ToStringtOSRdy6bl[T.getOSY()] &
-)T.getOSBitX))
231 it(OSRdyTbl[T.getOSYt)] == 0x00)
232 t
233 OSRdyGrp =
234 System.Canvert .ToByte )System.Canvert.ToString t OSRdyGrp &
—)T.getoSBitY)))))
235 )
236 T.setDelay)timeout);
237 //Faire endormir le thread correspondant
238 T.set_bit)l);
239 T.get_thread() .Suspend()
240
241 this SchedThread.Priority=System.Threading.ThreadPriority.Highest;
242
243 public void TimeDlyResuine(SharpOS.Task T)
244 t
245 //ajouter la tache a la liste des taches pretes
246 this SchedTliread. Priority=System.Threading.ThreadPriarity.Lawest;
247 OSRdyGrp = System.Convert .ToByte)System.Convert .ToStringt OSRdyGrp
248 T.gecoSBitY))));
249 OSRdyTbl[T.getOSY))] =
250 System.Convert.ToByte(System.Convert.TaString(OSRdy’rbl[T.getOSY))] I
T.gecOs3itX)) )
251 OSArray[T.getprio))].set_bit)0);
252 this SchedThread. Priority=System.Threading.ThreadPriority.Highest;
253
254 public int getpid))
255
256 pid++.r
257 return pid-17
xliii
258 )
259 public void idie))
260 t
261 for);;)
262 t
263 int j =0;
264 while (j < 20)
265
266 System.Console.Write(’i”)
267
268 )
269 j = 0;
270 Suspend(OsArrey[63])
271
272
273 public System.Byte[] get_OSUnMapTbl))
274 t
275 return this.OSUnMapTbl;
276 )
277 public System.ByteL( get_OSMapTbl))
278 t
279 return this.OSMapTbl;
280
281 public SharpoS.Task[] getOSArray()
282 t
283 return this.OSArray;
284 }
285 public System.Byte getOSRdyGrp()
286 t
287 return this.OSRdyGrp;
288
289 public void set_OSRdyGrp( byte Grp)
290 t
291 this.OSRdyGrp = Grp;
292
293 public System.Byte[] get_OSRdTbl))
294 t
295 return this.OSRdyTbl;
296
297 public void set_OSRdyTbl)int j, byte Tbl)
298 t
299 thisOSRdyTbl[i]=Tbl;
300 }
301
302
o
