Introduction
A Subtraction-Division game is a two player combinatorial game with three parameters: a set S, a set D, and a number n. The game starts at n, and is a race to say the number 1. Each player, on their turn, can either move the total to n − s for some s ∈ S or to ⌈ n d ⌉, for some d ∈ D. This was first introduced as a puzzle in the MSRI Gazette [5] , for the special case where S = {1} and D = {2}. The case when S = {1, 2, . . . t − 1} and D = {t} has been studied by Aviezri Fraenkel in [1] and [2] , as well as Alan Guo in [3] , under the name t-Mark. We will focus on the cases where |S| = |D| = 1, and investigate which sets of parameters permit a winning strategy for the first player.
In general, we will let S = {a} and D = {b}, and think of these as being fixed while n varies. We are then interested in classes of values (a, b), for which we can characterize what n will be wins or losses. To do this, we will consider the Sprague-Grundy value of the game. The Sprague-Grundy function, which we will denote SG a,b (n), or just SG(n) if the values of a and b are clear from context, is 0 if the position is a first player loss, and non-zero if it is a first player win.
SG a,b (n) is defined recursively, based on the moves available to the first player. To make this formal, we consider a digraph where each node is a state in the game (a particular value of n, for this game), and directed edges indicate the moves available from each state. We start by setting the winning state: SG a,b (1) = 0, since if the total starts at 1 and first player must move, there is no possible way for first player to get to 1 at the end of his turn. For all other states, we define the Sprague Grundy value to be the minimum excluded value (mex) of the Sprague Grundy values of its out-neighbors. That is, for higher values of n, SG a,b (n) = mex{SG a,b (n − a), SG a,b (⌈ n b ⌉)}. A more general discussion of Sprague Grundy values is available here, and here. This also includes a proof of the claim that a non-zero value corresponds to a win, and a zero corresponds to a loss. We will develop only the properties of Sprague Grundy values that we will use.
Our game has the property that any state has out-degree at most |S| + |D|, and for most of the games we consider |S| + |D| = 2. From this it follows that SG a,b (n) is bounded, for all a, b. Furthermore, we see that no two adjacent states can have the same SG value.
2 Characterization of the Game Sequences Theorem 1. If a = 1 and b even, there is a complete characterization for when SG a,b (n) is zero.
Suppose that the largest divisor of a that is relatively prime to b is 1, and b is even. Then we have the following more general result:
Theorem 2. If a and b as above, there is a complete characterization of when SG a,b (n) is zero.
We will prove Theorem 1 by building up the following structural Lemmas:
If n in even, the game {1, 2d, n} has a first player winning strategy. If n ≡ 2d + 1, 2d + 3, . . . 4d − 1 mod 4d, then the game {1, 2d, n} has no first player winning strategy.
Proof. We will first show that if n is even, SG 1,2d (n) has a first player winning strategy, by induction on n.
Base Case: n = 2 is clearly a winning game for the first player: he simply subtracts 1 from the total, and wins.
Assuming that SG 1,2d (2k − 2d) is non-zero, we first consider the game for any even n. For all of these games, one option is to move the total to k. If must be that either {1, 2d, k} is a losing position (in which case, it follows trivially that all these games are wins), or that {1, 2d, k} is also a winning position. If so, the game {1, 2d, 2dk − 2d + 1} mist be a losing position for first player, as the only options are to move to n = 2dk − 2d and n = k, both of which are winning positions, and so first player must hand second player a winning position. But if n = 2dk − 2d + 1 is a losing position, then n = 2dk − 2d + 2 must be a win, n = 2dk − 2d + 3 must be a loss, and it will alternate until we reach n = 2dk. If SG(k) = 0, it's easy to see that all of SG(2kd) through SG(2kd − 2k + 1) will be zero.
If SG(k) non-zero, then we will get alternation of the SG values between zero and non-zero.
Given that {1, 2d, 2k} is always a win, it's easy to see that if n = 4dk + 2d + 1, 4dk + 2d + 3, . . . 4dk + 4d − 1, first player's only moves in the game {1, 2d, n} are to an even total and so to winning positions. This guarantees that second player will be handed a winning position, making this a losing game for first player.
Lemma 2.
If n ≡ 1, 3, 5, . . . 2d − 1 mod 4d, the base 2d representation of n indicates whether or not the game {1, 2d, n} is a first player win or loss. Consider the block of even digits immediately preceding the final (least significant) odd digit of n. If that block is even then n is a loss, and if it is odd then n is a win.
Proof. First we notice that, given Lemma 1 above, subtracting 1 from the total will always hand second player a winning position. First player's only hope for a win is to divide by 2d, and move the total from n = 4dk + 1 to n = ⌈ 4dk+1 2d ⌉ = 2k + 1. If n = 2k + 1 is a loss, then n = 4dk + 1 will be a win, and vice versa. In fact, we will keep going with this process until we get to a point where we have a number that is equivalent to 2d + 1, 2d + 3, . . . 4d − 1 mod 4d, and we are guaranteed that this is a loss (by Lemma 1). The condition that each step has the opposite value as the step before it guarantees that our sequence of wins or losses will alternate along this path. Therefore, since we end in a loss, if we have taken an even number of steps to get to this point we have a loss, but if we have taken an odd number of steps we will have a win.
The SG values along the spine will alternate between zero and non-zero, starting with non-zero at the bottom.
The number of steps needed can be quickly computed from the base 2d representation of n. Since n ≡ 1, 3, . . . 2d − 1 mod 4d, the last (least significant) digit will be odd, and the next to last digit will be even. There is a block of even digits immediately preceding the final odd digit, with length at least one. Every time we divide by 2d and round up, we cut off the last digit, and add one to the (new) least significant digit. This has the net effect of shortening the length of this block of even digits by exactly one. Eventually, we reach a smaller number whose base-2d representation ends in two odd numbers. This number must be equivalent to one of 2d + 1, 2d + 3, . . . or 4d − 1 mod 4d, and so we know by Lemma 1 that this is a losing position for first player. The length of the block is exactly how many times we must divide by 2d to reach a number that is guaranteed to be a loss, and so the parity of that length tells us whether or not n is a win.
These two lemmas together prove Theorem 1 by giving a complete characterization.
When we start to look at subtracting numbers other than 1, we see a new type of pattern arise.
Stuttering
Theorem 3. Let a ′ be the largest divisor of a that is relatively prime to b. Then the SG sequence for a and b will experience stuttering of length s = a a ′ We will prove this by first showing the persistence of stuttering, once it occurs, and then by showing that stuttering occurring once is inevitable. It is as if we are looking at a proof by induction out of order, with the inductive step first. The reason for this presentation is that, unlike a standard proof by induction, the proof of the 'base case' of the inevitability of stuttering is much more involved than the inductive step. 
⌉, that is, these terms all depend on the same value via division. Moreover, because g divides a, the set of terms with indices kg −a, kg −a−1, . . . kg −a−g +1 is also a block of length g.
Suppose we have stuttering occur in a block, that is for some m, SG(mg) = SG(mg − 1) = · · · = SG(mg − g + 1). Consider the subsequent block, SG(mg + a), SG(mg + a − 1), . . . SG(mg + a − g + 1). Each term is the mex of a set of size 2. One element in the set is always identical across all terms, because they all depend on the same value under division. In this case, the value that they depend on via subtraction is identical as well, by assumption. Therefore it follows that SG(mg + a) = SG(mg + a − 1) = · · · = SG(mg + a − g + 1), and by induction this will occur for every block of the form SG(mg + ka), SG(mg + ka − 1), . . . SG(mg + ka − g + 1).
Note that the term 'subsequent' refers to the dependence under subtraction, and does not imply adjacent. In fact, we may have a >> g, in which case each sequence of subsequent blocks will be quite sparse. To get stuttering, we would need stuttering to appear in some block for each of the residue classes modulo a g . In the following Lemma, we show that stuttering will occur in any sequence of subsequent blocks.
Lemma 4. Stuttering of length
Proof. We will create a digraph that models subsequent blocks of length of g. Each vertex in this digraph will be a triple of SG values: (x, y, z). x and y are two sample values in the block, that we hope will eventually be equal, whereas z is the SG value that the next block depends on, via division.
For example, when a = 4 and b = 2, one triple could represent
The subsequent block, (23, 24), will depend on (19, 20) via subtraction, and on 12 via division. So just from looking at one triple, we have all the information we need to tell us the SG values in the next block. We will add edges as follows:
Any sequence of blocks will correspond to a walk on this digraph. Fortunately, the digraph only has 27 vertices an 81 directed edges, so it is small enough to analyze by hand.
Here is a schematic of the interesting portions of the digraph. I have omitted vertices where x = y, because we know that once stuttering begins it will persist. Our primary concern, therefore, is how the graph behaves on the vertices where x = y, which reduces the number of vertices to 18. I have also depicted the following six vertices as sinks (and drawn them in gray): (1, 2, 1), (1, 2, 2), (2, 1, 1), (2, 1, 2), (0, 2, 0), and (2, 0, 0). For each of these, all three out edges point to vertices where x = y. For the first four x = y = 0, and for the last two x = y = 1. This further reduces the number of directed edges to consider, from 54 to 36.
(2, 0, 1) (0, 2, 1)
Digraph representing subsequent blocks.
We should be worried, since there are directed cycles where the first two terms are not zero, and an infinite walk around one of these cycles would correspond to an infinite sequence of blocks where stuttering does not appear. This cannot happen in practice, however.
Observe that above the dotted line all the vertices (other than the sinks) have z = 0, and below the dotted line all the vertices (other than the sinks) have z = 0. There are no arrows that go up from below the dotted line, so any directed cycle must stay either above or below the line. Therefore, an infinite walk without stuttering will have an infinite stretch with z = 0, or an infinite stretch with z = 0.
We will show in the following lemma that z must vary between zero and nonzero values. This guarantees that wherever we begin, we will eventually pass to a sink or to a vertex below the dotted line. Moreover, once we are below the dotted line we must eventually move to a sink. Thus, stuttering is inevitable. Proof. When we consider the values of z, we see that this sequence depends on itself via subtraction: z i − a = z j , for some other value j. In fact, j = i − d. Therefore, it's impossible to have an infinite stretch of zeros.
In theory, we could have an infinite stretch of non-zero values, but the only way this would be possible is if the value that z i depended on under division was zero for all i. That series will also depend on itself via subtraction, however, and so this less sparse sequence cannot be all zero. Therefore, the z i cannot be all zero or all non-zero.
We have only shown that stuttering of length g = gcd(a, b) will occur. To prove Theorem 3, we must show that we will get longer blocks. Armed with Lemmas 3 and 4, we can now prove Theorem 3:
Proof. Consider what happens in SG a,b (n), after stuttering has occurred. Far enough out in the sequence, the values in each block will be the same. It's natural, then, to think of the sequence not in terms of individual elements but in terms of the value of each block.
The number of blocks 'between' two subsequent blocks, that is how many blocks are skipped when we look from one block to the block it depends on via subtraction, has gone down by a factor of g. The block that one block depends on under division, however, hasn't changed. Therefore, far enough out in the sequence, the blocks have the same underlying digraph as the game { Since the elements are blocks, now, this would correspond to stuttering of length g · gcd( a g , b) in the whole sequence. This process continues for as long as the amount we subtract by continues to have common factors with b. This will end once we reach a ′ , the largest divisor of a that is relatively prime to b. We will have stuttering of length a a ′ , and far out in the sequence, the underlying digraph that determines the values of the blocks will be the same as the digraph of the game {a ′ , b, n}.
The Misére Game and Changed Initial Values
The results from section 2.2 tell us that if all the prime factors of a also appear as prime factors of 2d (i.e. a ′ = 1), then the game {a, b, n} will eventually behave like the game {1, 2d, n}. But it's not immediately clear how the characterization of the games {1, 2d, n} can be applied to the game {a, 2d, n}. It turns out that we will need a more involved understanding of the structure of the simpler game, much of the details of which are postponed until Section 3. However in this section we will discuss how the two games are related, what results from above can be extended directly to these sequences, and how the upcoming results can be used to complete the characterization.
Since we are studying a sequence that has eventual stuttering of length a, we will start by breaking the full sequence up into subsequences based on the residue classes mod a. That is, one sequence will be the terms with indices a, 2a, 3a, etc., another will be the terms with indices 1, a + 1, 2a + 1, 3a + 1, etc., and so on. Stuttering tells us that these sequences are equal for (subsequence) indices greater than N, so it doesn't matter which residue class we consider. For the rest of this section, we will look at only one (unspecified) residue class, and will take the view that our sequence of interest is made by taking N − 1 fixed, arbitrary values, and then for all subsequent terms taking the recursive definition for the game {1, 2d, n}:
We would like to prove an analog of Lemma 1 for this subsequence, that is, that even terms have a first player win and terms with indices in the range n ≡ 2d + 1, 2d + 3, . . . 4d − 1 mod 4d have no first player winning strategy. Of course, we have no control over the first N − 1 terms, as they may be set arbitrarily (and in particularly, can perhaps be set in such a way that will influence subsequent terms), so the best we can hope for is that these results will hold for all indices above some threshold.
Lemma 6. In a sequence of the game {1, 2d, n}, where the first N − 1 terms have been set arbitrarily, there is a first player winning strategy for the even index terms starting at 2dN. There is no first player winning strategy for terms with indices n ≡ 2d + 1, 2d + 3, . . . 4d − 1 mod 4d, for all n ≥ 4d 2 N − 2d + 1.
Proof. As in the proof of Lemma 1, we have an inductive argument for a winning strategy for even index terms. This essentially says that if n = 2d + 2k, then as long as n = 2d has a winning strategy, n = 2d + 2k will also have a winning strategy. What we need to show is that the base case appears, no later than the term with index 2dN. Suppose, then, that all even index terms from N to 2dN − 2 have no winning strategy. The value at the term 2dN is determined by the mex over a set that includes the value at the term with index N, which is zero. Since the mex of a set that includes zero cannot be zero, the value at 2dN must be non-zero, corresponding to a winning strategy. For the second part of the lemma, we depend on the first part. We know that for indices in that range, both elements in the mex will have even index. Once we are at a point where we are guaranteed that the indices are large enough, so that even index terms will be non-zero, we will have the mex over a set without zero, which must be zero. Since we will depend on numbers through both subtraction and division, this will not be guaranteed to occur until at least the index 4d
Already, we see what type of characterization we may expect. If we have a term in the sequence given by {a, 2d, n} and we wish to determine if there is a winning strategy or not, we must first check to see that its index is large enough. If so, we may use our rules from Lemma 6. If not, we will need to compute it directly, or look it up in a finite, pre-computed table.
We will now prove Theorem 2, by finishing the characterization for the remaining indices: n ≡ 1, 3, . . . 2d − 1 mod 4d:
Lemma 7. If n ≡ 1, 3, 5, . . . 2d − 1 mod 4d, the base 2d representation of n indicates whether or not the game {1, 2d, n} is a first player win or loss.
Proof. Consider the block of even digits immediately preceding the final (least significant) odd digit of n. In the analogous Lemma 2, we said that if that block is even then n is a loss, and if it is odd then n is a win. This was based on the idea that if we remove that block, we will have a smaller value of n, whose base 2d representation ended with 2 odd digits. We were guaranteed that this had no winning strategy. If the block we removed had even length, we would have the same situation, and if it was odd we would have a winning strategy (by handing the opponent the smaller value with no winning strategy).
Again, the inductive structure of our argument remains, and only the base case has changed. We may still argue that if we remove the block of even numbers from the base 2d representation of n we will get a smaller value n ′ , and that the two states have the same relationship as before: if the block of even digits had an even length, they will have the same state (either both wins or both losses), whereas if the block removed had an odd length they will have the opposite state (if the smaller is a win the larger is a loss, and vice versa).
What is different now is that, while we have a characterization for what happens when the base 2d representation ends in two odd digits, it's no longer the case that this is always a loss. To discover whether or not a particular n is a win or loss we first remove the final block of even digits to obtain the smaller value n ′ . By applying Lemma 6, we see that if n ′ is large enough this will be a loss, but we may have to look up whether this is a win or not in a finite lookup table. Either way, based on the (known) value at n ′ and the length of the block of even digits, we can easily compute the value at any n.
As a remark, note that we cannot say that there is any threshold after which we can easily characterize the values of the indices where n ≡ 1, 3, . . . 2d − 1 mod 4d. Consider the misere version of the simple game {1, 2, n}. In this game, n = 3 is a win, not a loss, but all other values when n ≡ 3 mod 4 are losses. However, this single change causes an infinite number of other values with n ≡ 1 mod 4 to change from wins to losses, or vice versa. All numbers that are one more than a power of 2, or equivalently, with binary representation 1, 0 . . . 0 k , 1 will depend on 3, and so be affected.
Lemmas 6 and 7 together give us a complete characterization of the games {a, 2d, n}, when a ′ = 1, proving Theorem 2.
Regularity of the Game Sequences
A sequence a n is k-regular if all residue classes modulo large powers of k are formed by combining residue classes modulo smaller powers of k. More formally, we are interested in completely defining the sequence with recurrences of the following form:
where m ≥ m i , 0 ≤ r ≤ k m − 1, and 0 ≤ r i ≤ k m i − 1, and the c i can be any constants. Note that we do not require the smaller powers of k to be equal to each other.
This property defines a large class of reasonably well-behaved and well understood sequences. A more in depth treatment can be found in [4] .
We are particularly interested in the following related result: If a sequence is k-regular, and takes on only a finite number of values, it is k-automatic. This means that there is a discrete finite automaton that, when given the digits of n in base k, will return the value of a n . This has big implications for computability of these sequences. We will show that the Sprague-Grundy sequence of any game {1, 2d, n} is 2d-regular, by building up the family of recurrences that defines it. From this, we get that the sequence is also 2d-automatic.
Proof of Regularity
Theorem 4. The SG sequence of the game {1, 2d, n} is 2d-regular.
Proof. Let n = R + 2dc 1 + 4d 2 c 2 + 8d 3 c 3 + 16d 4 c 4 + . . ., for the moment with as many extra terms as we need. All the coefficients c i are integers in [0, 2d). This is equivalent to looking at the digits in the base-2d representation of n, but we will write it as a polynomial so that if necessary we can borrow between terms. Note that because we have alternation, we only need to consider R = 0 and R = 1.
We're looking for equivalences of the form SG(n) = SG(r), for r < n. Of course, there are only 3 SG values so there are many equations we could write of this form. But we would like to find large classes of these equivalences, where by only looking at the first few terms in the polynomial of n (that is, the least significant digits in base 2d) we can write down a formula for r in terms of n. These classes of equalities will lead us to recurrences of the form SG((2d)
In particular, we're interested in times when to write r we have to delete digits from n, as this will give us equalities between different powers of 2d.
To find these equivalences, we will use Lemma 1 and the following basic facts about mex:
• mex(0, 1) = 2, and mex(0, 2) = 1.
• (Corollary to above): mex(0, mex(0, 1)) = 1, and mex(0, mex(0, 2)) = 2. Since we haven't used any terms above c 4 , this tells us that the subsequence SG 1,2 (16n) equals the subsequence SG 1,2 (4n), term for term. It also tells us that if we add any other conditions on c 4 or coefficients of higher terms, we will still have equality. So, for example, it follows that SG 1,2 (32n) = SG 1,2 (8n), SG 1,2 (32n + 16) = SG 1,2 (8n + 4), etc.
To this end, we will use a result for n modulo 4d that we proved before: If n ≡ 2d + 1, 2d + 3, . . . , 4d − 1 mod 4d, or equivalently if R = 1 and c 1 odd, then SG(n) = 0. Based on this, we will break up our discussion of n into the following 4 cases: R = 0 and c 1 even, R = 1 and c 1 even, R = 0 and c 1 odd, and R = 0 and c 1 odd.
R=1
Case 1: R = 1 and c 1 odd
In this case SG(n) = 0, by Lemma (above).
Case 2: R = 1, c 1 even The final rule used to reduce the remaining side is always Rule 1, 3 or 5.1. These have the feature that the resulting reduced value is always even. When the resulting value is even, finding another value that depends on 0 and the reduced value is not difficult. If r is the reduced value, then SG(2d · (r)) = mex(0, r). The only thing to check is that even if we multiply by 2d we still have a reduction.
If the net effect of the reduction is a change in order of at least two for the LHS, or at least one for the RHS, then even if we multiply by 2d the result will be a value of a smaller order which we know must be a reduction. So the only times to be concerned are when we reduce the LHS with Rule 1 or Rule 3, which only involve a shift of one order.
When we do the reduction of LHS = SG(1 + 2d( The harder cases to handle are when c 2 . . . c 6 all even. We don't get one of the two terms in the mex going to zero. Instead, each reduction we make will reduce the order by 2, and will either be an equality (Rule 4), or an opposite (Rule 5). We will hope to find a reduction of LHS and a reduction of RHS so that their orders are within one, and they are either both equal or both opposite. This will cover almost all the cases. Here is a schematic for when we can do this: To do really argue this, we need to show that when they are reduced at least by one we can find a reduction. Proof. The way the reductions go, we will have one of the sides be SG(1 + 2dc i + 4d 2 c i+1 + . . .), and the other side will be SG(1 + 2dc i+1 + 4d 2 c i+2 + . . .). But since at least one of the sides has been reduced, we know that i ≥ 2. We also know that in the cases we're considering, c i ∈ {c 2 , . . . c 5 }, and therefore is even. Consider the value SG(2d(c i + 1) + 4d 2 c i+1 + . . .). By definition, this equals mex (SG(1 + 2dc i + 4d 2 c i+1 + . . .), SG(1 + 2dc i+1 + 4d 2 c i+2 + . . .)), and so must equal the original. However, because i ≥ 2, this is of a lower order. Even though we have raised one of the coefficients, the lower order ensures that it's still a reduction. Proof. The reductions will be of the form SG * (1 + 2dc i + 4d 2 c i+1 + . . .), and SG * (1 + 2dc i+1 + 4d 2 c i+2 + . . .). We know that since the original is never zero, the LHS and the RHS are never both non-zero. Moreover, the larger of the two depends on the smaller, so they can never both be zero. Thus, it follows that their support is exactly complimentary.
Consider mex (SG * (1 + 2dc i + 4d 2 c i+1 + . . .), SG * (1 + 2dc i+1 + 4d 2 c i+2 + . . .)), and how this relates to SG(2d(c i + 1) + 4d 2 c i+1 + . . .), which is the mex of the same two terms but without the * in each. One of the two terms in the mex will always be zero, the other will be opposite what we would get if we had equality instead of opposite. So our result will always be opposite what we would have expected, while it may be a proper reduction of the augmented RHS, it could potentially be greater than the original divided by 2d. But in fact there is only one reduction with shift zero, and it takes SG(2d(c 2 + 1) + 4d 2 c 3 + . . .) to SG(2dc 2 + 4d 2 c 3 + . . .). So even when we multiply again by 2d, we will be missing the c 1 term, which we know is non-zero in this case.
