In this article, the recently developed RotaSVM is used for accurate prediction of binding peptides to Human Leukocyte Antigens class II (HLA class II) proteins. The HLA II -peptide complexes are generated in the antigen presenting cells (APC) and transported to the cell membrane to elicit an immune response via T-cell activation. 
INTRODUCTION

Major
Histocompatibility Complex (MHC) molecules play a key role in the activation of the adaptive immune response. They bind and expose an antigen (immunogenic peptide) to T-cell receptors (TCR) triggering an immune response against the infected cell or foreign agent. Human MHC proteins, also known as Human Leukocyte Antigens (HLA), make multiple contacts with the side-chains of binding peptides, defining the binding motif and determine the specificity of binding. There are two classes of HLA molecules: class I and class II. The binding domain of the class I molecules is composed of a single heavy chain, constituting a closed binding groove that accepts only peptides with fixed length of 9 amino acids (AAs). In contrast, class II molecules are composed of two variable chains, with an open binding groove that allows peptides of different length (between 11 and 22 AAs) to bind using different binding frames (Stern and Wiley, 1994) . This variability, along with the high degree of polymorphism in HLA class II molecules constitute a challenge for T cell epitope discovery. Even though many of the alleles could be functionally highly related, the binding pockets are alike among different alleles. Generally, it is very difficult to identify such similarities, since subtle differences in binding pocket amino acids (AAs) can lead to dramatic changes in the binding specificity (Nielsen et al., 2007; Saha et al., 2013) .
During the last decade, the high level of accuracy in prediction of T cell epitopes makes prediction algorithms a natural and integral part of most major large-scale epitope discovery projects (Sette and Peters, 2007; Lauemoller et al., 2000; Moutaftsi et al., 2006) . The single most selective event defining T cell epitopes is the binding of peptide fragments to the HLA complexes (Yewdell and Bennink, 1999; Haque and Blum, 2005) . Most HLA class II binding prediction methods have been trained and evaluated on very limited data sets covering only a single or a few different HLA class II alleles (Karpenko et al., 2005; Murugan and Dai, 2005; Chang et al., 2006; Salomon and Flower, 2006; Bui et al., 2005; Nielsen et al., 2004; Wan et al., 2006; Brusic et al., 1998) . To the best of our knowledge, methods like Propred (Singh and Raghava, 2001 ) and TEPITOPE (Sturniolo et al., 1999) , are experimentally derived virtual matrix-based prediction methods that cover different HLA-DR alleles. NetMHCII (Sturniolo et al., 1999) and ARB (Bui et al., 2005) are weighted matrix data-driven methods that use peptide/MHC binding data of 14 HLA-DR alleles as well as some mouse MHC class II alleles. Very limited work has been done on deriving HLA class II-peptide binding prediction algorithms with broad allelic coverage. Although the development of such methods based on binding information or physiochemical properties of AAs, would represent a significant help in the study of human immune system.
In this article, the above fact motivated us to use recently developed RotaSVM (Bhowmick et al., 2013) for accurate prediction of peptide binding to class II HLA proteins such as DP, DQ and DR. RotaSVM is an ensemble classifier that combines a rotational feature selection scheme with Support Vector Machines (SVMs), in order to produce a predefinite number of SVMs outputs. For each SVM, the training data are generated from the bootstrap samples by splitting the feature set randomly into ξ number of subsets. Subsequently, principal component analysis (PCA) is used for each subset to create new feature sets and all the principal components are retained to preserve the variability information about the training data. Thereafter, such features are used to train a SVM. During the testing phase of RotaSVM, the sample data are the input to the rotation specific SVM. Subsequently, it is classified by computing average posterior probability. The classification is performed on the binding dataset of 27 HLA class II proteins. The performance of the RotaSVM is demonstrated by comparison with the individual Support Vector Machine(SVM) (Vapnik, 1995) , Random Forest (RF) (Breiman, 2001) , Naive Bayes (NB) (George and Langley, 1995) and K-Nearest Neighbor (K-NN) (Cover and Hart, 1967) classifiers in terms of average accuracy, precision or Positive Predictive value (PPV), (Ramana and Gupta, 2010) , recall, F-measure, Matthews correlation coeffcient (MCC) (Ramana and Gupta, 2010) , and area under the ROC curve (AUC) values of the random subsample dataset. Goodness of the RotaSVM is judged by computing gain values along with the statistical significance test, called Friedman test (Friedman, 1937; Friedman, 1940) .
MATERIALS AND METHODS
Dataset
An enhanced Greenbaum dataset consisting of 27 HLA class II proteins binding 636 peptides obtained from Phleumpratense (Greenbaum et al., 2011 ) is used in this present work. The dataset consists of IC50 HLA II-peptide binding affinity values. The raw dataset is transformed into binary binding matrices which contain 1 and 0 for binding and nonbinding events, respectively. In this regard, for the enhanced Greenbaum dataset, a compatible criterion is adopted, where for considering a peptide as a binder to the HLA class II proteins the maximum IC50 values are chosen around 1000 nM by setting the threshold value for HLA class II at 1000 nM. This stringent IC50 threshold value is adopted in order to decrease the background noise of the data (Greenbaum et al., 2011) .
Before going to predict the HLA class II binding peptides, the homogenization of the peptide length is a mandatory step for RotaSVM predictor and therefore in the chosen dataset, homogenized length of 15 AAs for all the peptides is considered. In that homogenized dataset the bordering AAs that exceed 15 AAs peptides are removed. The dissection is selected after an accurate comparative analysis of the less conserved residues within longer peptides . Thereafter, 40 high-quality AA indices (HQI 40) (Saha et al., 2011a; Plewczynski et al., 2012) are used to encode each peptide, where AA index represents various physicochemical and biochemical properties of AAs in terms of numerical values. Therefore, each peptide is expressed by 15 AAs × 40 HQI = 600 features.
For this experiment, Percentage of Positive Activity (PPA) is computed from binary binding affinity matrix to define the total number of binding events among peptides and each HLA-II DP, DQ and DR protein. To prepare data for this process, initially the highest number of positive activity is computed among all instances and then for each instance the positive activity is computed with respect to this highest PPA. This process is carried out individually for HLA-II DP, DQ and DR proteins. Thereafter, a threshold label is set and if the PPA of any instance is greater than this threshold value, then the activity value is considered as 1, otherwise it is equal to 0. Each of these activity values is working as an indicator of the peptide binding event. If the activity value is 1, then it is binding to the respective HLA, otherwise not. Since the activity value to an instance is defined with respect to the threshold value, hence a lower threshold gives a higher number of binding peptides. Different incremental threshold values are applied and the statistics are given in Table 1 . Since, it is observed that the number of positive and negative binders, play a crucial role for supervised classifiers, hence for RotaSVM, the threshold level at 15%, 30% and 30% are considered to have balanced numbers of positive and negative binders for HLA-II DP, DQ and DR, respectively. The data generation and the experimental procedure are shown through block diagram in Figure 1 . 
RotaSVM for HLA Class II Protein-Peptide Binding Prediction
RotaSVM is a newly developed ensemble classifier, where a set of SVMs is used as base classifier. To construct the new feature set for each SVM, bootstrap samples are extracted from the original training set. Then the feature set is randomly split and linearly transformed to construct new subsets. In addition to this, final feature set is constructed with all the transformed features for each SVM in the ensemble, where the diversity of the RotaSVM is guaranteed by this transformation. Thereafter, the average of posterior probability gives the classification results. Here, as the SVMs are used, the basic idea of SVM is to find a hyperplane which separates the d-dimensional data perfectly into two classes, however, since classification data are often not linearly separable, SVM introduced the notion of a "kernel" which embeds the data into a higher-dimensional feature space where the data are linearly separable. Consider a training set £ = {(x i , y i )} N i=1 consisting of N independent instances, Y be the corresponding label and ̥ be the feature set where each (x i , y i ) is described by an input attribute vector x i = (x i1 , x i2 , . . . , x id ) ∈ R d and a class label y i . Let X be a N × d data matrix composed with the values of d input attribute and ω be the set of class labels {ω 1 , ω 2 , . . . , ω c }, from which Y takes values. Assume that the feature set is split randomly into ξ subsets with approximate size and ⊤ is the ensemble size in the RotaSVM. Here, ξ and ⊤ should be specified in advance.
During the training of each SVM, the feature set ̥ is randomly split into ξ number of disjoint subsets. Subsequently, a submatrix X t,s , where t is the timestamp of the SVM classifier runs and s is the subset number, is created with the attributes in F t,s . From this submatrix X t,s , a bootstrap subset of objects is drawn with the size of 75% of the dataset to form a new training set, which is denoted by X ′ t,s . Thereafter, PCA technique is applied to each subset to obtain a matrix M t,s where all principal components are retained in order to preserve the variability information in the data. Thus, ξ axis rotations take place to form the new attributes for each SVM classifier. Subsequently, the matrix M t,s is arranged into a block diagonal matrix B t . To construct the training set for classifier SVM t the columns of B t is rearranged according to the original feature sequence, and assuming that the rearranged rotation matrix is denoted by B r t . The training set for classifier SVM t is [XB In the testing phase, given a test sample κ, let SVM t,i (κB r t ) be the posterior probability produced by the classifier SVM t on the hypothesis that κ belongs to class ω i . Then the confidence for a class is calculated by the average posterior probability of combined SVMs as follows:
Thereafter, κ is assigned to the class with the largest confidence.
The RotaSVM is applied to predict the HLA class II-peptide binding, separately for DP, DQ and DR. Random sub-sampling validation is used for this experiment to prepare the training and testing data. According to the used method, the dataset is randomly split into training and testing (validation) data. For each of the selected threshold values of DP, DQ and DR, the dataset is randomly split three times. This is done to eliminate the possible bias during the training procedure in any given train/test dataset combination use space. Afterward, the train and test datasets are normalized, where each input data is normalized to the range [0,1]. Thereafter, for each such split, RotaSVM learns the normalized training data and predictive accuracy is assessed using three randomly chosen normalized test data. The results are then averaged over different such splits. Here, two thirds of the dataset is used for training the classifier and rest of the dataset is used for testing. Among 636 peptides, which are responsible for binding to HLA-DP, -DQ and -DR proteins, are separately identified by RotaSVM.
RESULTS AND DISCUSSIONS
Performance Metrics
The performance evaluation of the RotaSVM for HLA class II protein-peptide interaction prediction is here reported. Different measures are used as performance metric for the RotaSVM. These measures can be derived from the following four scalar quantities; TP (true positives: number of correctly predicted peptides that bind HLA class II proteins), TN (true negatives: number of correctly predicted peptide as nonbinders of HLA class II proteins), FP (false positives: number of incorrectly predicted peptides that bind HLA class II proteins), FN (false negatives: number of non-correctly predicted peptides as non-binders of HLA class II proteins). The above four measures including the accuracy, precision or PPV, recall or sensitivity, F-measure, MCC, and area under the ROC curve (AUC) values are calculated as follows. 
MCC = (T P×T N)−(FN×FP) √ (T P+FN)×(T N+FP)×(T P+FP)×(T N+FN)
The effectiveness of the RotaSVM results is also justified in terms of gain values. The gain achieved by RotaSVM over other used classifiers is measured. The calculated gain is expressed in percentage:
where PA signifies the Prediction Accuracy, and RC refers to the Reference Classifier. In this experiment, the values of ξ and ⊤ for RotaSVM are set to be 3 and 10, respectively as well as the parameters of SVM such as kernel function and the soft margin (cost parameter) are set to be 0.5 and 2.0, respectively. Note that, RBF (Radial Basis Function) kernel is used here for SVM. The K value for the K-NN classifier is chosen as 13 for the satisfactory operation of the classifier. However, to reduce the computational time, we adopted the number of iteration of the RotaSVM to be as 20. The RotaSVM is implemented in Matlab version 2012b.
Perfomance Analysis of RotaSVM
The overall performance of RotaSVM is computed using three different test sets as described in previous section. Here, 636 peptides are binded to HLA-DP, -DQ and -DR, separately. For HLA-DP the average obtained values of accuracy, precision, recall, F-measure, MCC and AUC are 89. 03%, 91.12, 97.09, 94.01, 0.74 and 0.82 respectively, as reported in Table 2. Among three different HLA class II proteins these are the best results produced by RotaSVM in comparison with SVM, RF, NB and K-NN classifiers. RotaSVM provides highest values of accuracy, F-measure and MCC on HLA-DP. In addition, RotaSVM shows equal best values of recall or sensitivity, 99.49, along with the SVM classifier on HLA-DQ. However, it is observed that lower threshold values generate overfitting by producing similar precision and recall values. Hence, 15%, 30% and 30% threshold levels are chosen for DP, DQ and DR respectively, to have balanced number of positive and negative binding peptides.
ROC curves (Swets, 1988) are plotted here as one of the robust approaches for classifier evaluation. The ROC curves show the trade-off between average true positive rate (sensitivity) and false positive rate (1-specificity) over their entire range of possible values. Furthermore, the performances of each classifier are also measured by AUC, which reflects the ability of the classifiers to discriminate binders from nonbinders. We have plotted the ROC curves for all classifiers based on HLA class II protein-peptide binding prediction in Figure 3 . RotaSVM has produced best values of AUC for DP, DQ and DR, 0.82, 0.81 and 0.88, respectively in comparison with other methods. These results further reinforced the efficacy of the RotaSVM.
The gain values of RotaSVM over other classifiers are reported in Table 3 . Based on obtained accuracy the gains are computed for three different types of HLA class II proteins-peptides binding prediction. The results suggest a positive gain of RotaSVM over all other used classifiers. It demonstrates the effectiveness of RotaSVM in finding HLA class II proteinpeptide binding interaction. 
Statistical Analysis
Statistical significance of RotaSVM results with respect to other classifiers is analysed by using the Friedman test (Friedman, 1937; Friedman, 1940) For future scope of research, this RotaSVM can be applied to facilitate the laboratory experimental work, when there is the need of HLA specific proteinpeptide binding prediction. In addition to this, feature selection and classification play a crucial role in Microarray data analysis (Saha et al., 2011b; Saha et al., 2012; Saha et al., 2011d) , pixel classification of satellite images (Saha et al., 2011c; and other fields of engineering and science Saha et al., 2010; Sur et al., 2009; Saha and Mukhopadhyay, 2008) . In such cases, application of RotaSVM would be interesting to study. Currently, the authors are working in this direction.
