Let k, n, m ∈ Z + integers such that k ≤ n ≤ m, let G n,k ∈ F n q m be a Delsarte-Gabidulin code ([7], [9] ).
+ 1, where d is its minimum distance. Nonetheless, in all other examples belonging to above mentioned class, we detect infinite families that cannot be list decoded efficiently at any radius greater than or equal to
+ 2, where d is its minimum distance.
Finally, relying on the properties of a set of subspace trinomials recently presented in [22] , we are able to prove that any rank metric code of F n q m of order q kn with n dividing m, such that 4n − 3 is a square in Z and containing G n,2 , is not efficiently list decodable at some values of the radius τ .
Introduction
Let q be a prime power. The set F m×n q of all m × n matrices over F q , is an F q -vector space. The rank-metric distance on When C is a subspace of F m×n q , we say that C is an F q -linear code and its dimension dim Fq (C) is defined to be the dimension of C as a subspace over F q . It is well-known that |C| ≤ q max{m,n}(min{m,n}−d(C)+1) .
When the equality holds, we call C a maximum rank distance (MRD for short) code. For MRD codes with minimum distance less than min{m, n}, there are a few known constructions. The first and most famous family is due to Delsarte [7] and Gabidulin [9] who found it independently. This family is later generalized by Kshevetskiy and Gabidulin in [16] , and we often call them generalized Gabidulin codes. More recently in [32] , the author exhibited two infinite families of linear MRD codes which are not equivalent to generalized Gabidulin codes. We call them twisted Gabidulin codes and generalized twisted Gabidulin codes. In [20] it was shown that the latter family contains both generalized Gabidulin codes and twisted Gabidulin codes as proper subsets, and in [25] this family was further generalized. Finally in [33] the authors presented a new family of MRD codes in the case when m is even. Further families of MRD codes are known for some particular values of the parameters [3, 5, 6] .
Consider the set of q-polynomials with coefficients in F q m ; i.e., the set of polynomials defined as follows:
Any polynomial f in L m,q [x] gives rise to an F q -linear map x ∈ F q m → f (x) ∈ F q m . If c l = 0 we will refer to l as to the q-degree of f . where + is the addition of maps, • is the composition of maps and · is the scalar multiplication by elements of F q , is isomorphic to the algebra of m × m matrices over F q , and hence to End Fq (F q m ); i.e., the set of endomorphisms on F q m seen as an F q -algebra. In the following we will denote this algebra by the symbolL m,q [x] and we will always silently identify the elements ofL m,q [x] with the endomorphisms of F q m they represent. Consequently, we will speak also of kernel and rank of a polynomial meaning by this the kernel and rank of the corresponding endomorphism. Clearly, the kernel of f ∈ L m,q [x] coincides with the set of the roots of f over F q m and as usual dim
Let σ be a generator of the Galois group Gal(F q m : F q ). A σ-linearized polynomial over F q m , is a polynomial of type f (x) = c 0 x + c 1 x σ +· · ·+c ℓ x σ ℓ with c j ∈ F q m . If c ℓ = 0, we say that ℓ is the σ-degree of the polynomial and we will denote it by deg σ f . It is clear that a σ-linearized polynomial can always be seen as an element of L m,q [x] .
From now on suppose n ≤ m. All above mentioned examples produce MRD codes that can be presented in terms of so called puncturing operation applied to a subset of L m,q [x] .
Precisely, let f 1 and f 2 be two additive functions of F q m and let
with
is a generalized Gabidulin code (commonly indicated with the symbol G m,k,σ ).
More in detail, the table here below reports the examples of the so far known MRD codes ofL m,q [x] that can be represented as in (2) . [33] where N q n /q (η) = η 1+q+...+q n−1 , N q n /p (η) = η 1+p+...+p nℓ−1 (q = p ℓ ) and is the set of square elements in F q m .
All of the examples above, with the exception of Delsarte-Gabidulin and generalized Gabidulin codes, contain a sub-code which is equivalent to a generalized Gabidulin code of codimension one, i.e. they have Gabidulin index k − 1, (see [10] ).
There are other equivalent ways of representing a rank metric code of F m×n q . For our purpose, we will see such codes also as subsets of F n q m . For a vector v = (v 1 , . . . , v n ) ∈ F n q m , we define its rank weight as follows rk(v) = dim Fq v 1 , . . . , v n Fq .
The rank distance between two vectors u, v ∈ F n q m is defined as d(u, v) = rk(u − v). A rank metric code of F n q m is a subset of F n q m equipped with the aforementioned metric. The same bound (1) holds and hence we can define again an MRD code C as the code whose parameters attain the equality in (1), i.e. |C| = q mk and for each u, v ∈ C with u = v we have that rk(u − v) ≥ n − k + 1. Of course we may always jump from the model of linearized polynomials to F m q m . More in general we have the following Lemma 1.1. Let C be an MRD code ofL m,q with |C| = q mk and d(C) = m − k + 1. Let n be a positive integer greater than or equal to k and the S = {α 1 , . . . , α n } be an n-set in F q m (i.e. n distinct F q -linearly independent elements) and denote by the symbol U S the F q -subspace of F q m , seen as m-dimensional vector space over F q , generated by the elements of S. Then the rank metric code
is an MRD code of F n q m with |C| = q mk and d(C) = n − k + 1.
for each f, g ∈ C with f = g, and hence |C| = |C|. Also, denoting by U S = α 1 , . . . , α n F q m , it follows that
Since it is easy to see that the rank of any vector in C equals the rank of the restrictions of the linear maps of C to U S , we immediately get d(C) ≥ n − k + 1. Hence the assertion.
As a consequence of this lemma, we have that
gives rise to an MRD code of F n q m with minimum distance d = n−k+1. When σ and k are clear, we denote [7] and [9] , and are known as Delsarte-Gabidulin codes. We will denote them in the following by the symbol G n,k .
For each element ω ∈ F n q m and τ ∈ Z + , we define
Elias in [8] and Wozencraft in [39] introduced, in the Hamming metric, the problem of list decoding a given code. Such a problem may be stated in the following very general fashion. Let C be any code of lenght n in the metric space F m q n , and let τ be a positive number (a radius). Given a received word, output the list of all codewords of the code within distance τ from it. A list decoding algorithm returns the list of all codewords with distance at most τ from any given word.
We say that C ⊆ F n q m is efficiently list decodable at the radius τ , if there exists a polynomial-time (in the length of the code, i.e. n) list decoding algorithm. Of course, if there exists a word ω ∈ F m q n \ C for which B τ (ω) ∩ C has exponential size in n, such an algorithm cannot exist since writing down the list already has exponential complexity. When such an algorithm does not exist we say that C is not efficiently list decodable at the radius τ . See [12] for further details on the list decodability issue.
It is well known that many of the codes in (3) can be efficiently decoded whenever up to
rank errors occur, where d is its minimum distance. Several decoding algorithms exist for Gabidulin codes as shown by Gabidulin in [9] , by Richter and Plass in [30] and by Loidreau in [19] . These methods were speeded up by Afanassiev, Bossert, Sidorenko and Wachter-Zeh in [36, 37, 38] and more recently by Puchinger and Wachter-Zeh in [26] , see also [34] . First Randrianarisoa and Rosenthal in [28] and then, completing missing cases, Randrianarisoa in [27] proposed a decoding algorithm for generalized twisted Gabidulin codes, see also [17] for the additive case.
However, in general it is not clear whether these codes, as well as others in Class (3), can be efficiently list decoded from a larger number of errors.
In [35] , by adapting to the rank metric setting techniques appeared in [1, 15] , the author proven that Delsarte-Gabidulin codes G n,k ⊂ F n q m with minimum distance d cannot be efficiently list decoded at any radius τ such that
where 0 ≤ ǫ < 1.
More precisely, as a corollary of [35, Theorem 1] , an exponential lower bound for the size of G n,k ∩ B τ (ω) was proven, for suitable elements ω in F n q m , providing (4) holds true. In [29] the authors improved this result under specific restrictions for the involved parameters. As a consequence, infinite families of Delsarte-Gabidulin codes are explicitly exhibited, which are not efficiently list decodable for each τ exceeding the unique decoding radius by one. In other words codes in these latter families, cannot be list decoded efficiently at all.
In this article we prove a similar limit in list decoding behavior for all others examples in the Class described in (3).
Precisely, elaborating on the techniques used in [35] and in [29] , we generalize to these latter examples, results contained in [35] and [29] . As a consequence of this, providing that n divides m, infinite families of generalized Gabidulin codes that cannot be efficiently list decoded at all, are detected. Also, we exhibit infinite families of codes in H n (f 1 , f 2 ), that cannot be list decoded efficiently at τ = d−1 2 + 2. Finally, relying on the properties of a set of subspace q-trinomials recently presented in [22] , we are able to prove that any rank metric code of F n q m of order q kn with n dividing m containing G n,2 (which implies that its Gabidulin index is at least two), and such that 4n − 3 is a square in Z, is not efficiently list decodable for any radius greater than or equal to
Preliminary results
Let S be an n-subset of F q m , and let U S as defined in Lemma 1.1 of the previous section.
In order to investigate maximum rank metric codes in F n q m where n < m in terms of polynomials, we will need the following results concerning with q-polynomials over F q m .
Lemma 2.1. Let n, m be in Z + satisfying that n m, and let q be a prime power. Let S be a subset consisting of n arbitrary F q -linearly independent elements α 1 , . . . , α n ∈ F q m . Define
Proof. The map given by
is clearly surjective and F q -linear. By noting that ϕ(f ) is the zero vector if and only if f (x) = 0 for every x ∈ U S , we see that ker(ϕ) = {f ∈ L m,q [x] : f ≡ 0 mod θ S }. This concludes the proof.
For the subset S made up of n arbitrary F q -linearly independent elements in F q m , we define
In particular, as already observed, when U S = F q m , by Lemma 2.1 we have
. Assume that for any distinct f and g ∈ C, the number of solutions of f = g in U S is strictly smaller than q n . Then π S is injective on C.
Proof. It follows directly from the assumption |{x ∈ F q m : f (x) = 0}| < q n = |U S | and the fact that f ≡ 0 mod θ S if and only if f (u) = 0 for every u ∈ U S .
By Lemma 2.2 and the fact that G n,k,σ is an MRD code, the following result can readily be verified. Corollary 2.3. Let S be an n-subset of F q -linearly independent elements in F q m . Let σ be a generator of Gal(F q m : F q ). Then the set
is a transversal, namely a system of distinct representatives, for the
is a σ-polynomial with σ-degree less or equal to n − 1, then
and if f (x) and g(x) are two σ-polynomials in Tran then
is of size q nk and each nonzero polynomial in C has at most q k−1 roots over U S , for instance C = H m,k,σ (f 1 , f 2 ), then the assumption on C in Lemma 2.2 is satisfied.
By Lemmas 2.1 and 2.2, it follows that codes described in (3) can be equivalently written as
(6) In particular, when n = m, it becomes
3 Bounds on list decodability of MRD codes in
Let σ be a generator of Gal(F q m : F q ). In what follows the concept of σ-subspace polynomial will be of some importance. A σ-subspace polynomial with respect to F q m , is a monic linearized polynomial, say s(x), satisfying the property that, if r = deg σ s, there exists an rdimensional subspace U of F q m , seen as a vector space over F q , such that
where u 1 , . . . , u r is an F q -basis of U . Clearly, s(x) = a 0 x+a 1 x σ +· · ·+a r−1 x σ r−1 +x σ r for some a 0 , a 1 , ..., a r−1 ∈ F q m . Also, we have that each subspace of F q m corresponds to a unique σ-subspace polynomial.
the set of all σ-subspace polynomials in L m,q [x] associated with r-dimensional subspaces of F m q . Clearly, we have
Let S be an n-subset of F q -linearly independent elements in F q m and suppose that r < n. As a consequence of Corollary 2.3 and since r < n, it is also plain that |π S (P r,σ )| = m r q . Arguing as in [29, Theorem 1], we may now show the existence of a large set of σ-subspace polynomials in L m,q [x] agreeing on their top-most σ-coefficients, whose kernels are contained in a fixed ndimensional subspace. More precisely, Lemma 3.1. Let g, r, n and m ∈ Z + be positive integers such that g ≤ r < n ≤ m. Let S be an n-subset of F q m and let denote bỹ P r,σ the subset of P r,σ whose polynomials have kernel contained in U S . There exists a subset F ⊂P r,σ of σ-subspace polynomials whose elements have σ-degree r, and agree on the last g σ-coefficients, such that |F| ≥ n rm(g−1) .
Proof. Clearly, |P r,σ | = n r q . We can partitionP r,σ into q m(g−1) subsets according to their last g σ-coefficients. Then, by applying the pigeonhole principle, there exists F ⊆P r,σ as in the assertion.
In particular, when n | m, we can take as U S the subfield F q n of F q m . In this case we can explicitly exhibit a set of σ-subspace polynomials agreeing on their top-most σ-coefficients with exponential size in the value n. Toward this aim we briefest the following Lemma 3.2. Let t, n and m ∈ Z + be positive integers such that t | n and n | m. Consider the σ-polynomial
with β ∈ F * q n . The number of roots of f over F q m is q n−t .
Proof. Since f (x) has coefficients in F q n , we may look to the F q -linear transformation F : F q n → F q n defined by F (x) = f (x). Clearly, F is also F q t -linear (because of the σ-powers that appear in the expression of f ), dim F q t Im F ≥ 1 and ker F corresponds to the roots of f over
and hence Im F = F q t . It follows that the number of roots of f over F q n is equal to q n−t , since dim F q t Im F = 1. Moreover, since the σ-degree of f is n − t, by [11, Theorem 5 ] the number of roots of f over F q m is at most q n−t . Then, since F q n ⊆ F q m , the assertion follows.
The following construction extends [29, Construction 2] .
Proposition 3.3. Let t, n and m ∈ Z + be positive integers such that t | n and n | m. The set
is a set of σ-subspace polynomials whose elements have σ-degree n − t, agree on their last t σ-coefficients and
Proof. Since for each non zero β ∈ F q n , the polynomial f β may be viewed as a linearized polynomial of the form discussed in previous Lemma 3.2 (up to multiplying by a suitable power of β), we have that dim Fq ker f β = n−t and because of the definition of f β it is also monic. The second part follows by applying Corollary 2.3, and from the fact that f α = f β for some α, β ∈ F * q n if and only if (α/β) σ t −1 = 1.
Remark 3.4. If P ∈ mathcalL m,q [x] and S = {α 1 , . . . , α n } is an n-subset of F q m then, denoting by c P = (P (α 1 ), . . . , P (α n )) we have that
viewing P as an F q -linear application from U S = α 1 , . . . , α n Fq to F q m . If ker P ⊆ U S , it follows that rk(c P ) = n − dim Fq ker P.
We can now state a slightly more general version of [35, Theorem 1], which in fact may be applied to generalized Gabidulin codes.
Theorem 3.5. Let k, n and m ∈ Z + such that k ≤ n ≤ m. Let G n,k,σ be a generalized Gabidulin code with minimum distance d = n − k + 1. Let τ be an integer such that
Then, there exists a word c ∈ F n q m \ G n,k,σ such that
Proof. Since τ < d, we also have that k − 1 < n − τ . By Lemma 3.1, there exists a subset F inP n−τ,σ of σ-subspace polynomials associated with (n − τ )-dimensional subspaces of U S , agreeing on the last n − τ − k + 1 σ-coefficients such that
c R − c P = c R−P = 0, but clearly this can not be the case because of Corollary 2.3.
and so R − P ∈ G m,k,σ and c R−P ∈ G n,k,σ . Also, for each P ∈ F, by Remark 3.4, since ker P ⊆ U S it follows rk(c R − c R−P ) = rk(c P ) = = n − dim Fq ker P = n − (n − τ ) = τ.
Therefore, for each P ∈ F we have that
Finally, we have to prove that different choices of P ∈ F produce different codewords c R−P of G n,k,σ . Indeed, suppose that P, P ′ ∈ F with P = P ′ and c R−P = c R−P ′ , then it follows that c P ′ −P = 0, but since P − P ′ ∈ Tran, this can not be the case because of Corollary 2.3. This completely proves the assertion.
Of course, we are interested in the smallest values of τ for which the expression for these lower bounds grows exponentially in the integer n. For the generalized Gabidulin code G n,k,σ we have that
where 0 ≤ ǫ < 1. Hence, has already computed in [35, Section III] , if
where 0 ≤ ǫ < 1; then the code G n,k,σ cannot be list decoded efficiently, since we find a word c for which G n,k,σ ∩ B τ (c) has exponential size in n.
By using Lemma 3.1, we can now extend the previous result to other MRD codes in (3). Precisely we have Theorem 3.6. Let k, n and m ∈ Z + such that k ≤ n ≤ m. Let C = H n,k,σ (f 1 , f 2 ) be an MRD code as in (3) with minimum distance d = n − k + 1 and C / ∈ {G n,k , G n,k,σ }. Let τ be an integer such that
be the set of σ-subspace polynomials of σ-degree n − τ associated with (n − τ )-dimensional subspaces of F q m contained in U S . By Lemma 3.1, there exists a subset F ofP n−τ,σ whose elements agree on the last n − k − τ + 1 = d − τ σ-coefficients, with cardinality at least
Precisely,
where A is a subset of 
Define F ′ := F • x σ and note that the σ-polynomials of F ′ are not σ-subspace polynomials, although they still have q n−τ roots. Clearly they are of type
Arguing as in the proof of the previous theorem, we get that c R cannot be obtained as an evaluation of a polynomial in H m,k,σ (f 1 , f 2 ). Moreover, for any P ∈ F ′ we have that c R−P ∈ H n,k,σ (f 1 , f 2 ). Indeed,
and the coefficient of σ-degree 0 is zero, hence R − P ∈ H m,k,σ (f 1 , f 2 ). Now, we show that c R−P ∈ B τ (c R ) for each P ∈ F ′ .
In fact, by Remark 3.4, since ker P ⊆ U S we have that rk(c R − c R−P ) = rk(c P ) = n − dim Fq ker P = n − (n − τ ) = τ.
Therefore, we have shown that in B τ (c R ) it is contained a subset of codeword of H n (f 1 , f 2 ) of size at least
since, as we have seen in the proof of the previous Theorem, different choices of P ∈ F ′ yield to different codewords of C.
It is straightforward to show that in this case a code C of type H n,k,σ (f 1 , f 2 ) with C / ∈ {G n,k , G n,k,σ } cannot be list decoded efficiently at the radius τ if
More MRD codes not list decodable efficiently at all
Arguing as in Section IV of [29] , and exploiting results of the previous section, we exhibit here infinite families of generalized Gabidulin codes with minimum distance d, that cannot be list decoded efficiently at all. More precisely, for any radius greater than or equal to
we prove the existence of a word c for which G n,k,σ ∩ B τ (c) has exponential size in n. Also, we show infinite families of the other types of MRD codes in (3) which are not efficiently list decodable for any radius larger than or equal to 
Infinite families of Generalized Gabidulin codes not list decodable efficiently at all
Theorem 4.1. Let k, τ, n and m ∈ Z + positive integers such that k ≤ n, τ | n and n | m. Let G n,k,σ be a generalized Gabidulin code obtained as the evaluation of G m,k,σ over an F q -basis of F q n ⊆ Fq m .
Proof. By Proposition 3.3, there exists a set T ⊂ L m,q [x] of σ-subspace polynomials whose elements have σ-degree n − τ , agreeing on the last τ σ-coefficients and
As in the proof of Theorem 3.5, we can choose a polynomial R ∈ T and prove that for each P ∈ T we have that
Hence the assertion.
Consequently, we have the following result.
Corollary 4.2. Let τ, n, m ∈ Z + such that τ | n and n | m. Then any generalized Gabidulin code G n,k,σ with minimum distance d = 2τ , cannot be list decoded efficiently at all.
Proof. The unique decoding radius of any code G n,k,σ indicated in the statement, is d − 1 2 .
Also, we have proved in Theorem 4.1 that we may find at least (q n − 1)/(q τ −1) ∼ q n/2 codewords in a ball of radius
+1, centered in a suitable word. Hence the list size of such a word is exponential in n. It follows that these codes cannot be list decoded efficiently at all.
Infinite families of codes in
H n (f 1 , f 2 ) al- most
not list decodable efficiently at all
We now prove similar results for other examples of MRD codes in (3). Theorem 4.3. Let k, τ, n and m ∈ Z + such that k ≤ n, τ + 1 | n and n | m. Let C = H n,k,σ (f 1 , f 2 ) be an MRD code defined as in (3) with minimum distance d = n − k + 1 and C / ∈ {G n,k , G n,k,σ }, obtained as the evaluation of H m,k,σ (f 1 , f 2 ) over an F q -basis of F q n .
Then, there exists a word c ∈ F n q m \ C such that
Proof. By Proposition 3.3,
is a set of σ-subspace polynomials whose elements have σ-degree n − τ − 1, agreeing on the last τ + 1 σ-coefficients and
Then we consider
which is a set of σ-polynomials of degree n − τ , agreeing on the last τ + 1 σ-coefficients and
Note that the polynomials in T ′ have still q n−τ −1 roots. Let R be a polynomial in T ′ . Note that c R / ∈ C = H n,k,σ (f 1 , f 2 ), since rk(c P ) = τ < d. For any P ∈ T ′ we have that c R−P ∈ C. Indeed,
and the coefficient of σ-degree 0 is zero, hence R − P ∈ H m,k,σ (f 1 , f 2 ) and c R−P ∈ H n,k,σ (f 1 , f 2 ). Now, we show that c R−P ∈ B τ +1 (c R ) for each P ∈ F ′ . In fact, by Remark 3.4, since ker P ⊆ F q n we have that
Therefore, arguing as in Theorem 3.5, we have shown that B τ +1 (c R ) contains a subset of codewords of H n (f 1 , f 2 ) of size at least q n −1
Corollary 4.4. Let τ, n, m ∈ Z + such that τ | n and n | m. Let C = H n,k,σ (f 1 , f 2 ) be an MRD code defined as in (3) such that C / ∈ {G n,k , G n,k,σ }, and assume in addition that d = 2τ . Then C cannot be list decoded efficiently at any radius greater than or equal to
Proof. The unique decoding radius of any code described in the statement clearly is
We have just proved in Theorem 4.3 that we may find at least (q n − 1)/(q τ +1 −1) ∼ q n/2 codewords in a ball of radius τ +1; hence, this code cannot be list decoded efficiently for any radius τ ≥
5 List decodability of rank-metric codes of F m q n containing G 2,n
As a consequence of results proven in [14] and [2] , MRD codes are dense in the set of all rank metric codes; although, very few families of such codes are currently known up to equivalence (for details on the equivalence relation defined for rank metric codes, we refer the reader to [24] and [32] ). In order to distinguish rank-metric codes, in [10] , the authors introduced an invariant called the Gabidulin index of a rank metric code C; precisely, it is the maximum dimension of a subcode G ⊆ C of C equivalent to a generalized Gabidulin code.
The fact that almost all MRD codes known so far contain a generalized Gabidulin code of large dimension, together with aforementioned density results motivate the study of the list decodability of rank-metric codes having Gabidulin index greater or equal than two. In order to do to this we first recall the following result very recently obtained by McGuire and Mueller in [22] relying on the results in [4] and [23] . 
• t − 1 is a power of the characteristic of F q n , then f has q t roots in F q n .
Therefore, we can derive the following construction.
Corollary 5.2. Let t and n ∈ Z + be positive integers such that n = (t − 1)t + 1 and t − 1 is a power of the characteristic of F q n . The set
is a set of q n −1 q−1 subspace polynomials whose elements have q-degree t. In particular, if n | m, then Tri can be also seen as a set of
subspace polynomials of L m,q [x] whose elements have q-degree t over F q m .
Proof. By the previous result it follows that the polynomials in Tri are subspace polynomials and the cardinality of Tri exactly coincides with the number of elements of F q m with norm (−1) t−1 . The second part follows from the fact that F q n ⊆ F q m and by [11, Theorem 5] .
By using the previous techniques we are able to prove the following. Theorem 5.3. Let n, m ∈ Z + be positive integers such that n | m. Let C be a rank-metric code of L m,q [x] and let C be the associated evaluation code over an F q -basis of F q n , with minimum distance d. Let τ ∈ Z + such that:
2. n − τ − 1 is a power of the characteristic of F q n ; 3. n = (n − τ )(n − τ − 1) + 1.
Proof. First note that since C ⊇ G n,2 then C ⊇ G m,2 . By Corollary 5.2, the set
is a set of q n −1 q−1 subspace polynomials over F q m with q-degree n − τ . Let R ∈ Tri. Since deg q R = n − τ and ker R ⊆ F q n , by Remark 3.4 we have that rk(c R ) = τ < d and hence c R / ∈ C.
and so R − P ∈ G m,2 ⊆ C and c R−P ∈ C. Also, for each P ∈ Tri, by Remark 3.4, since ker P ⊆ F q n it follows
Therefore, for each P ∈ Tri we have that
Finally, we have to prove that different choices of P ∈ Tri produces different codewords c R−P of C. Indeed, suppose that P, P ′ ∈ Tri with P = P ′ and c R−P = c R−P ′ , then it follows that c P ′ −P = 0, but since P − P ′ ∈ Tran, this can not be the case because of Corollary 2.3. This completely proves the assertion.
Remark 5.4. Once we fix the integer n, providing 4n − 3 is a square in Z + , we may always find an integer τ such that
Remark 5.5. We observe that if C = G n,k with k ≥ 2 and with constraints on the involved parameters as prescribed in Theorem 5.3, then there exists a word c ∈ F n q m \ C such that
which improves the list size provided in [29, Theorem 3] , for any value of τ greater than or equal to
Hence, as a corollary of Theorem 5.3 and by applying Remark 5.4, we have the following result.
Corollary 5.6. Let n, m ∈ Z + such that
• 4n − 3 is a square in Z and τ = 2n − 1 − √ 4n − 3 2 ;
• n − τ − 1 is a power of the characteristic of F q n .
Let C be an rank-metric code of L m,q [x] containing G m,2 and let C be the associated evaluation code over a basis of F q n with minimum distance d. Then the code C is not τ -list decodable efficiently. In particular, it is not t-list decodable efficiently for each t ≥ τ .
We conclude the section by showing an example.
Example 5.7. Suppose that n = 7 and q is even. By Remark 5.4 we have that τ = 4. Let C be an MRD code of L m,q , with m = 7 · ℓ and |C| = q 3m and so C is an MRD code of F 7 q m with minimum distance d = 5. By the previous corollary, such an MRD code is not 4-list decodable efficiently.
Conclusions and final remarks
Applying the puncturing operation to a Delsarte-Gabidulin code G n,k , under some strict constraints on involved parameters, in [29] , the authors succeeded in showing the existence of a Delsarte-Gabidulin code G n−1,k not list decodable efficiently at any value beyond the unique decoding radius. As a consequence of Theorems 3.5 and 3.6 of Section 3, same approach as that used in Lemma 7 and subsequent Corollary 3 of [29] , leads to similar achievements for generalized Gabidulin codes and for the other examples in Class (3). This strengthens the belief that divisibility condition between n and m may be actually ruled out.
Nonetheless, Theorems 3.5 and 3.6 have a counterpart for subspace codes naturally associated with the MRD codes in the Class (2) by means of the so called lifting procedure. Precisely, providing the radius is large enough, the list associated to certain subspaces of the vector space V (m + n, q) turns out to be exponential, which makes these subspace codes not efficiently list decodable, as well. Also, values of the parameters can be introduced in order to get examples that can not be list decoded efficiently at all.
The behavior of the codes in (3) from the list decodability point of view does not rule out the possibility to find out subcodes of relevant codes, for which efficient algorithms for list decoding exists, whenever a reasonable amount of rank error beyond the unique decoding radius occur. For instance in [13] , under the hypothesis that n | m, the authors provide a subcode of a Delsarte-Gabidulin code G n,k that in fact can be list decoded efficiently up to s(n−k) s+1 errors, where s is any integer such that 1 ≤ s ≤ m.
We point out that techniques developed in Section IV of [13] , specifically Lemmas 14 and 15 and 16, which are key tools towards the determination of relevant subcodes and related list decoding algorithm, may be adapted to codes in (3), still providing divisibility condition.
Finally, one interesting problem to be addressed for future research is studying in which circumstances, if there are, it is possible to generalize results of [22] to σ-polynomials. In fact, this will yield to a generalization of Theorem 5.3 and Corollary 5.6 to any rank-metric code of Gabidulin index two.
