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Resumen
Los sistemas con retardos temporales aparecen frecuentemente en aplica-
ciones prácticas de ingenieŕıa de control. Éstos deben ser considerados tanto
en el análisis como en el diseño de controladores. De no ser tenidos en cuenta,
la respuesta del sistema en bucle cerrado puede llegar a degradarse hasta la
inestabilidad, especialmente si el sistema a controlar es inestable.
Básicamente los esquemas de control utilizados para estabilizar sistemas
con retardos puede clasificarse en dos grupos: reutilización de los esquemas
clásicos de control y diseño de esquemas de control espećıficos para sistemas
con retardos. Este último se conoce en la literatura como Compensadores de
Tiempo Muerto (DTC), y se puede mencionar al respecto el Predictor de
Smith (SP) y sus modificaciones, y por otro lado la técnica de Asignación
Finita del Espectro (FSA). La principal caracteŕıstica es que, en ausencia
de incertidumbres, el retardo es eliminado de la ecuación caracteŕıstica del
sistema en bucle cerrado.
En este trabajo se aportarán nuevas contribuciones en el análisis y diseño
de controladores para procesos discretos con retardos variables en la entrada
y la salida. Concretamente, la idea es aplicar un esquema de control basado en
la realimentación de la predicción futura del estado (implementación discreta
del esquema de control FSA), denominado predictor, a partir del modelo
discreto del proceso, y comparar las prestaciones obtenidas con respecto a
otros esquemas de control propuestos en la literatura. El buen funcionamiento
del controlador basado en predictor ha sido constatado previamente sobre
sistemas con retardos fijos, pero no hay estudios concluyentes con retardos
variables. Aspectos tales como el análisis de la estabilidad robusta frente a
incertidumbres en el modelo y en el retardo, y la śıntesis de la ley de control,
serán objeto de estudio. Finalmente, con el objetivo de verificar los resultados




Els sistemes amb retards temporals apareixen freqüentement en aplica-
cions pràctiques d’enginyeria de control. Estos han de ser considerats tant
en l’anàlisi com en el disseny de controladors. De no ser tinguts en compte,
la resposta del sistema en bucle tancat pot arrivar a degradar-se fins a la
inestabilitat, especialment si el sistema a controlar és inestable.
Bàsicament els esquemes de control utilitzats per a estabilitzar sistemes
amb retards poden classificar-se en dos grups: reutilització dels esquemes
clàssics de control i disseny d’esquemes de control espećıfics per a sistemes
amb retards temporals. Aquest darrere és conegut a la literatura com a Com-
pensadors de Temps Mort (DTC), i es pot distinguir al respecte el Predic-
tor de Smith (SP) i les seues modificacions, i per altra banda, la tècnica
d’Assignació Finita de l’Espectre (FSA). La principal caracteŕıstica és que,
en absència d’incerteses, el retard és eliminat de l’equació caracteŕıstica del
sistema en bucle tancat.
En este treball s’aportaran noves contribucions en l’anàlisi i disseny de
controladors per a processos discrets amb retards variables en l’entrada i
l’eixida. Concretament, la idea és aplicar un esquema de control basat en
la realimentació de la predicció futura de l’estat (implementació discreta del
esquema de control FSA), denominat predictor, a partir del model discret
del procés, i comparar els prestacions obtingudes respecte a altres esquemes
de control proposats en la literatura. El bon funcionament del controlador
basat en predictor ha sigut constatat prèviament sobre sistemes amb retards
fixos, però no hi ha estudis concloents amb retards variables. Aspectes com
ara l’anàlisi de l’estabilitat robusta enfront d’incerteses en el model i en el
retard, i la śıntesi de la llei de control, seran objecte d’estudi. Finalment,
amb l’objectiu de verificar els resultats obtingudes, s’ha implementat la llei
de control sobre una plataforma de temps reial.

Abstract
Time-delay systems appear frequently in control engineering applications.
Their presence should be considered both in analysis and synthesis of con-
trollers. If they are not taken into account, the closed-loop system response
may degrade until instability, particularly if the system to be controlled is
unstable.
Basically the control schemes that are used to stabilize time-delay systems
can be classified into two groups: classical control approaches and control
schemes specifically designed for time delay systems. This last approach is
known in the literature as Dead-Time Compensators (DTC). With respect to
that, it’s worth mentioning the Smith Predictor (SP) and their modifications,
and on the other hand the Finite Spectrum Assignment (FSA) technique. The
main feature is that delay is eliminated from the characteristic equation of
the closed-loop system.
In this work new contributions for analysis and synthesis of controllers
for discrete-time systems with input and output time-varying delays will be
provided. Concretely, the goal consists of applying a control scheme based
on the feedback of the future prediction of state (discrete implementation of
FSA control scheme), known as predictor, by using the discrete-time process
model, and comparing the achieved performance with respect to another
control schemes proposed in literature. The good behavior of the predictor-
based control scheme has been previously reported for time-constant delay
systems. However, no contributions have been found for the time-varying case.
Issues such as robust stability analysis against model and delay uncertainty,
and the synthesis of the predictor-based control law will be discussed. Finally,
with the aim to verify the achieved results, the predictor-based control law
has been implemented in a real-time platform.
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Los sistemas de control con retardos temporales aparecen frecuentemente
en aplicaciones prácticas: o bien de forma intŕınseca al propio proceso o bien
de forma inducida por la propia plataforma (tiempos de cómputo, retardos de
comunicación en el intercambio de datos entre dispositivos, etc). Los retardos
pueden afectar a la entrada, la salida o el estado interno del proceso.
En lineas generales, las prestaciones de los sistemas de control presentan
una notoria sensibilidad a los retardos. De hecho, desde la perspectiva del
control clásico, la presencia de retardos contribuye a reducir el márgen de
fase fase y por ende, el márgen de ganancia, pudiendo llegar a inestabilizar
su respuesta en bucle cerrado si estos no son considerados en la fase de diseño.
El estudio de los sistemas de control con retardos temporales representa ac-
tualmente una proĺıfica ĺınea de investigación en la que se pueden encontrar
numerosas contribuciones en la literatura moderna de ingenieŕıa de control.
Realmente, la investigación de los sistemas con retardos temporales comienza
en los albores del siglo XVIII con los trabajos de Bernoulli, Euler, Lambert
o Condorcet, dentro de un marco puramente teórico, donde por primera vez
se consideran las ecuaciones diferenciales con retardos. Posteriormente, los
trabajos [121, 22, 5, 50] presentan un estudio sistemático de este tipo de
ecuaciones que constituyen, como se verá posteriormente, la base del estudio
de la dinámica de los sistemas con retardos temporales.
Los retardos en un sistema de control pueden aparecer por diversos mo-
tivos. Cabe citar al respecto:
Retardos inherentes al proceso f́ısico: Algunos sistemas f́ısicos presentan re-
tardos como propiedad intŕınseca al mismo. Cabe citar, por ejemplo, procesos
en los que tiene lugar operaciones de transporte de fluidos, por ejemplo, a
través de tubeŕıas de larga distancia. En general, cualquier proceso en los
que los retardos de transporte siempre están asociados con el medio contro-
lado que se desplaza de una ubicación f́ısica a otra dentro del propio proceso
(transporte de masas) [82]. Un ejemplo t́ıpico cotidiano es el calentador de
agua, en el que la temperatura no evoluciona hasta pasado un cierto tiempo.
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Aproximación de modelos de orden elevado: En ocasiones puede resultar con-
veniente modelar un proceso de orden elevado a partir de un modelo de orden
reducido en serie con un retardo puro (aproximación de Padé) con el objetivo
de simplificar la tarea de identificación, análisis y el diseño de controladores
[52]. Por ejemplo, un horno o un calentador de agua, donde la evolución de
la temperatura resulta mucho más sencilla de modelar a partir de un proceso
con retardo que a partir de una función de transferencia racional de orden
elevado.
Sistemas de control basados en red: La proliferación y el avance tecnológico
de las redes de comunicaciones en las últimas décadas ha motivado colat-
eralmente el estudio de los denominados Sistemas de Control Basados en red
(SCBR) (o de sus siglas en inglés, NCS ) [91] desde la perspectiva de la in-
genieŕıa de control, donde los retardos desempeñan un papel fundamental.
Los SCBR se caracterizan esencialmente por su arquitectura distribuida: es
decir, el controlador se encuentra ubicado en un emplazamiento f́ısico distinto
al proceso a controlar y el intercambio de datos se produce a través de un
medio de comunicación. Por ejemplo: buses de campo (DeviceNet, Control-
Net, Profibus) [117, 77, 2, 75], redes de propósito general (Ethernet, TCP/IP)
[77] o redes inalámbricas (802.11b, redes estándar inalámbricas Bluetooth)
[103]. También cabe incluir al respecto aplicaciones de Teleoperación [46]. Por
tanto, la aparición de retardos en el lazo de control es inevitable. Además,
los retardos normalmente son de naturaleza variable y aleatoria, ya que éstos
dependen por ejemplo de posibles congestiones puntuales en nodos interme-
dios, del propio protocolo de arbitraje de acceso al medio, etc. Además, con la
finalidad de economizar costes en infraestructura y mantenimiento el medio
de comunicación generalmente es compartido por varias aplicaciones, lo que
contribuye a la aleatoriedad y variabilidad del retardo inducido [91].
Por tanto, la presente tesis plantea el objetivo de contribuir al análisis y
diseño de controladores sobre sistemas lineales discretos con retardos tem-
porales. La idea principal sinergiza con otros trabajos dentro de esta ĺınea
cuya finalidad es plantear este problema mediante condiciones resolubles a un
coste razonable. La principal novedad a destacar dentro de esta tesis consiste
en la unión de dos ĺıneas de trabajo:
Obtención de resultados de análisis y diseño de controladores sobre sistemas
discretos con retardos variables que mejoren en la medida de lo posible la
relación entre conservadurismo/coste computacional. Un sistema discreto
con retardo variable siempre se puede modelar como un sistema equiva-
lente conmutado libre de retardos [62], lo que permite abordar el problema
de análisis y diseño con técnicas convencionales, ya que el sistema es de di-
mensión finita. No obstante, el gran inconveniente que presenta este tipo de
sistemas es que la complejidad del análisis es proporcional al valor del re-
tardo. Por tanto, para retardos elevados las técnicas convencionales no son
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aplicables. La ĺınea de investigación en este campo se centra en la obten-
ción de resultados de análisis y diseño cuya complejidad sea independiente
del valor del retardo, al mismo tiempo que se minimice el conservadurismo
adicional inherente al sesgo en el número de variables de decisión.
Diseño de estrategias de control concebidas para eliminar el efecto del
retardo sobre la dinámica del sistema en bucle cerrado. Concretamente, la
técnica de Asignación de Espectro Finito (FSA) [83] ha sido probada sobre
sistemas discretos (tanto estables como inestables) con retardos, mediante
un esquema de control basado en la predicción futura del estado (análogo
al FSA continuo), obtenido a partir del modelo discreto del proceso. Este
esquema de control se denomina predictor [81, 38].
La idea, por tanto, es utilizar el esquema de control basado en predictor
para mejorar las prestaciones de la respuesta de los sistemas discretos con
retardos variables, tanto en estabilidad como en robustez frente a incertidum-
bres de modelado. Loa resultados obtenidos se pueden resumir en:
Aportación de condiciones suficientes de análisis de estabilidad basadas
en desigualdades matriciales lineales (LMI) [10] que permite demostrar
la mejora en prestaciones introducida por el uso del esquema de control
basado en predictor con respecto a la realimentación estática del estado
sobre sistemas lineales discretos con retardos variables. Las prestaciones
que se pretende mejorar se definen respecto a la amplitud de márgen de
variación del retardo y en tolerancia frente a incertidumbres en el modelo
del proceso.
Obtención de un criterio de diseño basado en LMI que mejora las presta-
ciones en bucle cerrado con un esquema de control basado en predictor con
respecto a la realimentación estática del estado.
Verificación de las mejoras introducidas por el esquema de control, tanto
por simulación como experimentalmente.
La redacción de la tesis se ha estructurado del siguiente modo:
Revisión del Estado del Arte: (caṕıtulos 1-3): En estos caṕıtulos se definen
los sistemas con retardos temporales, aśı como las estrategias de modelado,
criterios de estabilidad y las principales estrategias de control diseñadas para
este tipo de sistemas. En detalle: En el caṕıtulo 1 se introduce formalmente
el concepto de retardo y se revisan las técnicas de modelado de los sistemas
dinámicos con retardos temporales a partir de ecuaciones diferenciales fun-
cionales [51]. Asimismo se ilustra algunas aplicaciones prácticas de ingenieŕıa
de control que justifican el uso de modelos de sistemas discretos con retar-
dos temporales, analizando las diferentes estrategias de obtención de tales
modelos a partir de los sistemas cont́ınuos.
En el caṕıtulo 2 se revisan criterios de análisis de la estabilidad y robustez
aplicados sobre los sistemas lineales con retardos temporales. Dada su rele-
vancia, este caṕıtulo se centra en una revisión de las principales bases de los
criterios de estabilidad derivados del análisis en el dominio temporal [44, 90].
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En el caṕıtulo 3 se realiza una revisión de las principales estrategias de
control utilizadas para el control de los sistemas lineales con retardos tempo-
rales en la entrada o salida.
Contribuciones: (caṕıtulos 4-7): En estos caṕıtulos se reflejan las contribu-
ciones aportadas en la tesis, y son una transcripción literal del contenido de
las publicaciones. El caṕıtulo 4 ha sido publicado en formato art́ıculo la re-
vista International Journal of System Sciencie. En este caṕıtulo se discute y
compara las prestaciones en términos de robustez frente a incertidumbres de
modelado del esquema de control basado en predictor respecto el control por
realimentación estática del estado en sistemas lineales discretos con retardos
variables en la entrada.
El contenido del caṕıtulo 5 ha sido en parte publicado en formato congreso
en IFAC 2010, Praga y en formato revista en Control Engineering Practice.
En ambos trabajos se estudia el impacto en la estabilidad del uso del esque-
ma de control basado en predictor en lugar del control estático en sistemas
discretos lineales con retardos variables en la salida. Se analiza tanto la esta-
bilidad respecto el rango de variación del retardo como la robustez respecto
las incertidumbres del modelado. Los resultados experimentales y los resul-
tados de simulación de la plataforma experimental publicados en esta última
revista se refleja dentro del caṕıtulo 7.
Finalmente, en el caṕıtulo 6 se establece un método de diseño del con-
trolador basado en predictor para sistemas lineales discretos con retardos
variables en la entrada. La estrategia de diseño presentada se deriva a partir
de un resultado de análisis de estabilidad, adaptado a diseño mediante la
aplicación de algoritmos iterativos basados en desigualdades matriciales lin-
eales. Este último caṕıtulo ha sido objeto de publicación en formato Techical
Note en la revista Automática.
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4.3.1. Realimentación estática del estado . . . . . . . . . . . . . . . . . . 67
4.3.2. Controlador basado en predictor . . . . . . . . . . . . . . . . . . . 67
4.3.3. Sensibilidad a incertidumbres en el predictor . . . . . . . . . 68
4.4. Formulación del Problema . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 68
4.5. Resultados Principales . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 69
4.5.1. Modelo en bucle cerrado . . . . . . . . . . . . . . . . . . . . . . . . . . 69
4.5.2. Análisis de Robustez . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 70
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Este caṕıtulo define el concepto de retardo temporal y los modelos adop-
tados t́ıpicamente en la literatura para los sistemas con retardos. Ya que las
contribuciones se han desarrollado para sistemas discretos, se hace especial
hincapié en la revisión de las técnicas de modelado de los sistemas discretos
con retardos a partir de los sistemas cont́ınuos, tanto para retardos constantes
como variables.
1.2. Introducción
Dentro de este caṕıtulo, en una primera parte, se introduce los modelos
matemáticos que caracterizan el comportamiento dinámico de los sistemas
con retardos temporales: ecuaciones diferenciales funcionales (FDEs) y aprox-
imaciones sobre funciones de transferencia (a través del operador e−τs), y en
una segunda parte, se revisa las diferentes técnicas de discretización aplicadas
sobre sistemas con retardos temporales, y los modelos discretos que se derivan
[62, 21]. Respecto a la caracterización de los sistemas con retardos en tiem-
po cont́ınuo, también se puede encontrar modelos basados en reducciones a
través de transformaciones y aproximaciones algebraicas, y en menor medi-
da, representaciones polinomiales sobre anillos [89, 68, 101]. En los siguientes
tutoriales [106, 105] se puede consultar en detalle una clasificación de todos
estos métodos.
1.3. Definición de sistema continuo con retardo
temporal
En esta sección se establece una definición formal y su clasificación en
base a la naturaleza y oŕıgen del retardo. Bien conocido es que la respuesta de
un sistema dinámico se puede caracterizar mediante ecuaciones diferenciales
ordinarias (EDO):
4 1 Modelado
ẋ(t) = f(t, x(t)) (1.1)
donde x(t) ∈ Rn representa las variables de estado del proceso. Por tanto,
mediante el modelo del proceso la evolución futura de las variables de estado
a partir de cierto instante t0 se puede determinar a partir del valor actual del
estado x(t0).
No obstante, el comportamiento de ciertos sistemas dinámicos no pueden
ser modelados a partir de EDO. Concretamente, existen ciertos sistemas en
los que la evolución futura de las variables de estado no sólamente depende
del valor actual del estado x(t0) sino de los valores pasados dentro de una
cierta ventana temporal x(θ), t0−τ ≤ θ ≤ t0, τ > 0. Este tipo de sistemas son
conocidos en la literatura como sistemas hereditarios o sistemas con retardos
temporales.
1.3.1. Ecuaciones Diferenciales Funcionales
Definición: Las ecuaciones diferenciales funcionales (EDF) se diferencian
básicamente de las ecuaciones diferenciales ordinarias en que al menos uno
de los argumentos de la ecuación no depende directamente del tiempo t, sino
a través de una cierta función g(t) de modo que:
ẋ(t) = f(t, x(g(t))) (1.2)
El comportamiento de los sistemas con retardos temporales se pueden de-
scribir a partir de EDF [51]. Es fácil ver, por tanto, que siempre que el retardo
sea constante la función g(t) es lineal en t con pendiente 1. Por ejemplo, para
un cierto retardo sistema con retardo τ la dinámica viene gobernada por:
ẋ(t) = f(t, x(t− τ)) (1.3)
donde la condición inicial del estado x(t) en cualquier instante de tiempo
arbitrario se define a partir de la evolución histórica del estado en la ventana
temporal t− τ ≤ t < t como:
x(t+ θ) = ϕ(θ) (1.4)
−τ ≤ θ ≤ 0
condición a partir de la cual se puede obtener uńıvocamente la evolu-
ción futura del estado desde el instante t, siempre que la parte derecha de
la ecuación (1.4) sea cont́ınua en todos sus argumentos, y Lipschitz, de for-
ma análoga a las EDO con las condiciones iniciales definidas en un instante
puntual.
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Clasificación EDF de sistemas con retardos: En términos generales, la
ecuación diferencial funcional de un sistema con retardos temporales puede
escribirse como:
x(m)(t) = f(t, x(m1)(t− τ1(t)), x(m2)(t), · · · , x(mk)(t− τk(t))) (1.5)
Dependiendo de si el argumento con mayor grado en la derivada contiene
o no retardos cabe distinguir los siguientes casos:
Ecuaciones diferenciales funcionales retardadas (EDFR): Cuando el térmi-
no de mayor grado en la derivada (m) se sitúa en el término libre de retardo
(m > max(m1,m2, · · · ,mk)):
ẋ(t) = f(x(t− τ(t))) (1.6)
Por ejemplo, el siguiente sistema lineal con un único retardo en el estado:
ẋ(t) = Ax(t) +Bx(t− τ(t)) (1.7)
Ecuaciones diferenciales funcionales neutrales (EDFN): Cuando el término
de mayor grado en la derivada se sitúa en el término con retardo de modo
que (m = max(m1,m2, · · · ,mk)):
ẋ(t− τ1(t)) = f(x(t− τ2(t))) (1.8)
Existencia, unicidad y resolución de EDF: Análogamente al caso de las
ecuaciones diferenciales ordinarias, resulta fundamental probar la existencia
de una solución que, además, sea uńıvoca. En [43] (Teorema 1.2) se prueba que
en términos generales las ecuaciones diferenciales funcionales tienen solución
única. Para el caso particular de las ecuación diferencial retardadas (EDFR),
con retardo constante, en [5] se propone un método denominado paso-a-paso.
El siguiente ejemplo ilustra este método:
ẋ(t) = −x(t− τ) (1.9)
x(t+ θ) = K ∈ R
−τ ≤ θ ≤ 0
Tal y como se ha visto, en este tipo de ecuaciones la solución de x(t) es
única a partir de la condición inicial definida en la ventana histórica [t− τ, t].
De ello, sobre el ejemplo se desprende que el valor de x(t) entre 0 ≤ t ≤ τ
es x(t) = K − Kt, solución que satisface la ecuación en este intervalo. En
general, el procedimiento se repite en cada uno de los intervalos definidos de









2 τ ≤ t ≤ 2τ
· · ·
1.3.2. Clasificación de Sistemas con Retardos
Segun el argumento de mayor grado en su derivada:
Sistemas Retardados [105]: Cuando la dinámica del sistema se puede mod-
elar a partir de una EDFR.
Sistemas Neutrales [72]: Cuando la dinámica del sistema se puede modelar
a partir de una EDFN. Este tipo de sistemas no será objeto de estudio en
la presente tesis.
Segun el numero de retardos:
Sistemas con retardo unico: Sistemas en los que sólamente aparece un único
retardo diferente:
ẋ(t) = f(t, x(t), x(t− τ(t))) (1.10)
Sistema con múltiples retardos: Sistemas en los que aparece más de un
retardo:
ẋ(t) = f(t, x(t), x(t− τ1(t)), · · · , x(t− τm(t))) (1.11)
En el caso particular de que todos los retardos τi(t), 1 ≤ i ≤ m sean
múltiplos enteros de un cierto retardo base τ , se denomina commensurate
delays:
ẋ(t) = f(t, x(t), x(t− d1(t)τ), · · · , x(t− dm(t)τ)) (1.12)
di(t) ∈ N+, 1 ≤ i ≤ m
Segun el tipo de retardo:
Retardo puntual: Cuando el retardo afecta al estado en valores puntuales
de tiempo. Cualquiera de los casos expuestos anteriormente son retardos
puntuales.
Retardo distribuido: Este tipo de retardo no tiene un valor puntual sino
que su valor se encuentra repartido dentro de una ventana temporal:




di ∈ N+, 1 ≤ i ≤ m
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Nótese que un retardo distribuido puede modelarse como la suma de infini-
tos retardos puntuales cuyo valores están distribuidos equiespaciadamente
dentro del intervalo [−τ, 0]:
ẋ(t) = f(t, limN→∞
N∑
i=0
g(x(t− τ + iτ
N
)) (1.14)
Algunas aplicaciones prácticas donde aparece este tipo de retardos se puede
encontrar en el campo de la biomedicina [14].
Segun la ubicación del retardo: Definiendo el siguiente modelo de proceso
cuya representación en variables de estado es:
ẋ(t) = f(t, x(t− τx1), · · · , x(t− τxmx ), (1.15)
u(t− τu1) , · · · , u(t− τumu ))
y(t) = g(t, x(t− τy1 , · · · , x(t− τymy ))
según la ubicación del retardo se tiene:
Retardos en la entrada (τui , 1 ≤ i ≤ mu): Tiene lugar cuando existe un
retardo entre el instante de generación de la acción de control y el instante
en que ésta se aplica a la planta. Ejemplos t́ıpicos se dan en sistemas en
los que existe transporte de materia o enerǵıa o en sistemas de control
distribuidos donde el controlador y el actuador se encuentran f́ısicamente
separados.
Retardos en la salida (τyi , 1 ≤ i ≤ my): Tiene lugar cuando existe un
retardo entre el instante en que el sensor mide la salida y el instante de
cálculo de la acción de control. Ejemplos t́ıpicos se dan en sistemas en
los que existe transporte de materia o enerǵıa o en sistemas de control
distribuidos donde el sensor y el controlador se encuentran f́ısicamente
separados.
Retardos en el estado: Afecta al estado interno del proceso y corresponde
dentro del modelo con τxi , 1 ≤ i ≤ mx. Por ejemplo, los sistemas f́ısicos
en los que existen lazos cerrados internos en los que hay recirculación de
materia/enerǵıa con el correspondiente retardo interno de propagación.
1.3.3. Técnicas de Modelado
En base a la información acerca del retardo se puede construir modelos
equivalentes o aproximados que faciliten su estudio. A grandes rasgos, la
información puede ser de naturaleza estad́ıstica: distribución de probabilidad
de de retardo o modelo Markoviano de probabilidades de transición de retardo
[8, 18], o de naturaleza determinista: se dispone de un modelo del proceso y
del retardo.
8 1 Modelado
En base a la clasificación anterior, se puede diferenciar dos tendencias
(determinista y estocástica) aplicadas sobre sistemas con retardos temporales
(En [7] se plantean ambos enfoques). Mientras que la primera garantiza ex-
haustivamente la estabilidad y los posibles criterios de desempeño (robustez,
rechazo a perturbaciones, etc) exigidos en las especificaciones definidas sobre
el comportamiento del sistema, el segundo, a menudo a cambio de reducir
cierto conservadurismo, define los criterios de desempeño en base a la me-
dia o esperanza. (En otras palabras, el cumplimiento de los mismos está casi
garantizado).
Modelo determinista versus estocástico:
Modelo Determinista: En esta sección se ilustra los diferentes modelos del
retardo en función de la información disponible del mismo:
Caso retardo constante:
• Retardo completamente desconocido: En este caso, la única forma de
asegurar la estabilidad es mediante la aplicación de criterios de estabil-
idad independientes del retardo (ver caṕıtulo 2), a menudo demasiado
conservadores [43].
• Retardo acotado: A diferencia del caso anterior, aunque el retardo exacto
es desconocido, se sabe a priori que el retardo está acotado y además se
conoce la cota mı́nima y máxima. El análisis de la estabilidad en este caso
resulta menos conservador debido a la inclusión de información adicional
sobre el retardo. Es posible, por tanto, aplicar criterios de estabilidad
dependientes del retardo [43]. (ver caṕıtulo 2).
• Retardo conocido: Es el caso más favorable ya que a partir del modelo del
proceso, mediante el diseño adecuado del esquema de control, es posible
eliminar éste de la ecuación caracteŕıstica [114, 94]. Otra posibilidad,
para retardos pequeños, consiste en obtener un modelo aproximado LTI
sin retardo a partir de la aproximación de Padé.
Caso retardo variable:
• Retardo completamente desconocido: Análogamente al caso de retardo
constante, no se dispone de información acerca del rango de variación ni
del patrón de variación temporal, que se asume completamente aleatorio.
Análogamente al caso de retardo constante, existen criterios de estabili-
dad independientes del retardo, que se detallan en el caṕıtulo 2.
• Retardo acotado: En este caso el valor del retardo es desconocido y vaŕıa
aleatoriamente dentro de un intervalo finito, del que sólamente se conoce
las cotas mı́nima y máxima (τm y τM , respectivamente. El retardo, por
tanto, satisface τm ≤ τ(t) ≤ τM . La gran mayoŕıa de los resultados de
análisis de sistemas con retardos variables tienen en cuenta este modelo
de retardo [9, 143].
• Retardo conocido: En este caso se dispone de un modelo dinámico en
ecuaciones de estado de la evolución del retardo o donde se puede mod-
elar el retardo a partir del estado del proceso [120].
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Modelo Estocástico:
Distribución probabiĺıstica del retardo: por ejemplo, la función densidad
de probabilidad del retardo que puede ser sobre el retardo continuo o por
intervalos [29].
Modelo de transición de Markov [8]: Este modelo incluye la probabilidad de
transición del valor del retardo en un determinado instante y el siguiente.
Se define tanto sobre sistemas continuos como discretos. En el primer caso,
el modelo resultante es un conjunto finito de posibles realizaciones con
probabilidad de transición en tiempo cont́ınuo mientras que en el caso
discreto el modelo se puede asociar a un sistema discreto conmutado donde
las probabilidades de transición se definen según el modelo de Markov [123].
Modelos en Representación Interna: variables de estado: En el do-
minio temporal, la evolución del estado del proceso se representa mediante
las EDF ya definidas anteriormente. Por ejemplo, el siguiente sistema lineal
con múltiples retados puntuales constantes:











Modelos en Representación Externa: entrada/salida: Según la ubi-
cación del retardo, cabe distinguir:
Retardos en la entrada/salida: Consideremos el sistema LTI cont́ınuo en rep-
resentación interna con único retardo en la entrada y único retardo en la
salida:
ẋ(t) = Ax(t) +Bu(t− τu) (1.17)
y(t) = Cx(t− τy)
La función de transferencia entrada/salida en representación externa, ex-
presada en el Dominio de Laplace, es:
G(s) = C(sIn −A)−1Be−(τu+τy)s = Gnom(s)e−τs (1.18)
donde Gnom(s) es la fdt del sistema libre de retardo y τ = τu + τy. En








Ci(sIn −A)−1Bje−(τui+τyj )s (1.19)
Nótese que el retardo en la entrada y salida no afecta a la dinámica del
sistema, ya que la ecuación caracteŕıstica es idéntica a la del sistema libre de
retardo.
Retardo en el estado: Consideremos el siguiente sistema cont́ınuo LTI con
único retardo en el estado, expresado en representación interna:
ẋ(t) = Ax(t) +Adx(t− τx) +Bu(t) (1.20)
y(t) = Cx(t)
La función de transferencia entrada/salida en representación externa, ex-
presada en el Dominio de Laplace, es:
G(s) = C(sIn −A−Ade−τxs)−1B (1.21)
En general, para el sistema descrito en (1.16) sin retardos en la entra-
da/salida ( τui = 0, τyi = 0) la fdt es:





Nótese que a diferencia de los sistemas convencionales, la ecuación car-
acteŕıstica es transcendente. Por tanto, el número de ráıces es infinito. Por
tanto, las ecuaciones diferenciales con retardos temporales se diferencian de
las EDO por su naturaleza infinito-dimensional.
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Modelo en bucle cerrado:
Control por realimentación estática de estado/salida: Con el modelo lineal
con múltiples retardos de actuación, de medida y/o en los estados represen-
tado por 1.16, y ley de control u(t) = Ky(t) el modelo en bucle cerrado
resultante es:









τi,j = τui + τyj
Nótese que el modelo en bucle cerrado no depende de los valores de retardo
de entrada y salida de forma individual (τui , τyj respectivamente), sino de la
suma de ambos τi,j . Sin pérdida de generalidad, si se considera un retardo
de cálculo en la acción de control τc, se sigue manteniendo esta propiedad
donde τi,j = τui + τyj + τc. De hecho, en el análisis y diseño de sistemas de
control con retardos en la entrada/salida con controladores estáticos siempre
se tiene en cuenta la suma de estas tres contribuciones.
Control dinámico: Por simplicidad, supóngase el sistema con único retardo
en la entrada y en la salida:
ẋ(t) = Ax(t) +Bu(t− τu) (1.24)
y(t) = Cx(t− τy)
y un controlador dinámico genérico de la forma:
ż(t) = Acz(t) +Bcy(t) (1.25)
u(t) = Ccz(t) +Dcy(t)
Siempre que τu sea constante, las ecuaciones dinámicas del controlador
anterior se pueden expresar también como:
ż(t− τu) = Acz(t− τu) +Bcy(t− τu) (1.26)
u(t) = Ccz(t) +Dcy(t)
Teniendo en cuenta lo anterior, el sistema en bucle cerrado resultante es:
ϕ̇(t) = Āϕ(t) + Āτϕ(t− τ) (1.27)


















Nótese que si el retardo en la entrada τu es constante, la expresión en
bucle cerrado de un sistema con retardo en la entrada/salida con un regulador
dinámico no depende de los retardos individuales de entrada y salida τu, τy,
sino de la suma de ambos.
1.4. Sistemas discretos con retardos
En implementaciones prácticas de control el sensor y el controlador ejecu-
tan sus tareas en instantes puntuales de tiempo, ya que se implementan con
dispositivos digitales. De este modo la actualización de la acción de control y
la medida de la salida del proceso se realiza en ciertos instantes puntuales tak
y , tsk , k = 1, 2, · · · respectivamente. Bajo este escenario, se define el periodo
de muestreo como la diferencia entre dos instantes de tiempo consecutivos.
Por ejemplo, el periodo de muestreo del sensor es Tsk = tsk − tsk−1 . Por sim-
plicidad, los periodos de muestreo se asumen constantes Tsk = Ts,Tak = Ta.
Normalmente, en la gran mayoŕıa de aplicaciones prácticas se asume que
la señal de acción de control se mantiene constante durante cada periodo
(retenedor de órden cero en la entrada), aunque de forma genérica puede
entenderse que no necesariamente es aśı. Por ejemplo, se podŕıa implementar
un bloque Generalised Sample-Data Hold Function en la entrada en lugar de
un retenedor de orden cero, con el fin de mejorar las prestaciones del control
mediante el diseño adecuado de la función de interpolación [109].
En lo que sigue se describe las técnicas de modelado de sistemas cont́ınuos
con retardos en el dominio del tiempo discreto, tanto para retardos constantes
como variables.
En el primer caso (retardo constante), es posible obtener un modelo dis-
creto exacto en tanto en cuanto se garantiza que el valor en el instante de
muestreo siempre coincidirá con el valor de la respuesta del sistema cont́ınuo.
No obstante, esta afirmación sólamente es válida cuando el retardo afecta a
la entrada, salida o ambos. Cuando el retardo afecta al estado, sin embar-
go, esto no se cumple [19]. En lo que sigue se revisará el procedimiento de
discretización con retenedor de orden cero en la entrada.
En el caso de retardo variable, en cambio, el modelo ya no es exacto, y por
tanto es necesario recurrir a técnicas de sobreaproximación [21] que permiten
obtener un modelo discreto con incertidumbres para este tipo de sistemas. La
técnica de sobreaproximación diseñada debe tender a reducir al máximo el
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grado de conservadurismo añadido. En [58] se presenta un estudio comparati-
vo de varias técnicas de sobreaproximación, en términos de conservadurismo
versus complejidad del modelo resultante.
1.4.1. Técnicas de discretización (retardo constante)
En esta sección se revisa en primer lugar la técnica de discretización para
sistemas con retardo constante, para el caso de retardo en la entrada y la
salida, bajo las dos hipótesis: retardos múltiplos del periodo de muestreo T
(commensurate delays) y retardos no múltiplos del periodo de muestreo T
(ucommensurate delays) [43]. En una segunda parte se revisa el procedimiento
de discretización para sistemas con retardo en el estado, donde se ilustra la
imposibilidad de obtener un modelo discreto exacto [19].
Retardo E/S múltiplo entero del periodo de muestreo: Considérese
el sistema descrito en la Ecuación (1.16) sin retardo en el estado (τxi =
0,∀i ∈ 1 · · · px) donde el controlador es discreto. Por simplicidad se asume
que todos los periodos son equivalentes (sensor, controlador y actuador), y
están sincronizados.
Dado que los retardos son múltiplos enteros de T , éstos se pueden escribir
como:
τui = duiT, 1 ≤ i ≤ pu (1.29)
τyi = dyiT, 1 ≤ i ≤ py
dui , dyi ∈ Z+
Aplicando la técnica de discretización estándar con retenedor de orden
cero a la entrada del proceso el modelo discreto es:





eAsdsBiu(k − dui) (1.30)
y(k) = Cx(k − dyi)
Retardo E/S no múltiplo entero del periodo de muestreo: En este
caso, sin pérdida de generalidad el retardo se puede descomponer del siguiente
modo:
τui = duiT + ϵui (1.31)
τyi = dyiT + ϵyi
dui , dyi ∈ Z+
0 ≤ ϵui , ϵyi < T
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Análogamente al caso anterior, el modelo equivalente discreto a periodo
T es:



















Teniendo en cuenta que en el modelo definido la referencia de tiempo
discreto se define a partir de los instantes de muestreo del sensor, el retardo
a la salida es percibido como el retardo real más un periodo de muestreo si
éste no es múltiplo entero de T .
Retardo en el estado: En sistemas con retardo en el estado, a diferencia de
los casos anteriormente vistos donde el retardo afecta sólamente a la entrada
o la salida, no es posible obtener un modelo discreto equivalente exacto.
Veamos el siguiente ejemplo para ilustrar este hecho. Dado el sistema con
retardo en el estado τx:
ẋ(t) = Ax(t) +Aqx(t− τx) +Bu(t) (1.33)
el modelo discretizado con retenedor de orden cero en la entrada es:







ekT+T−s)A1x(s−τxds necesita ser aproximado para
poder obtener el modelo discreto. En [19] se obtiene un modelo discreto aprox-
imado para los casos τx < T y τx > T asumiendo que la evolución del estado
x(t) es constante a trozos.
1.4.2. Técnicas de sobreaproximación (retardo variable)
El objetivo de las técnicas de modelado basado en la sobreaproximación
de los sistemas con retardos variables consiste básicamente en establecer los
pasos a seguir para la obtención de un modelo discreto con incertidumbres
[81, 98] que facilite el estudio (análisis y diseño de controladores) en el do-
minio temporal. La idea grosso modo consiste en encapsular el efecto de las
variaciones temporales de retardo dentro de las matrices de incertidumbre del
modelo. Sin embargo, dichas técnicas no están exentas de un cierto grado de
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conservadurismo, que se define en el concepto de error de sobreaproximación
(discrepancia entre el modelo real y sobreaproximado) [21]. La idea, por tan-
to, consiste en diseñar la estrategia de modelado de forma que mejore en la
medida de lo posible la relación de compromiso entre precisión (menor error
de sobreaproximación) y complejidad del modelo sobreaproximado [58].
Por ejemplo, un sistema continuo LTI con un solo retardo variable en la
entrada:
ẋ(t) = Ax(t) +Bu(t− τ(t)) (1.34)
Retardo menor que un periodo de muestreo T : el modelo discretizado
a periodo T con retenedor de orden cero en la entrada, tal que τ(t) ≤ τM < T
puede obtenerse de forma exacta como [40]














x(k) u(k − 1)
)T
donde el término ∆(τk) contiene el efecto de las variaciones de retardo.
Mediante las técnicas de sobreaproximación, es posible generar un modelo
discreto aumentado incierto a partir del sistema anterior cuya forma es:
ϕ(k + 1) = Akϕ(k) +Bku(k) (1.36)
donde las matrices Ak, Bk contienen las incertidumbres generadas por el
término∆(τk), y su valor depende de la técnica de sobreaproximación elegida.
El modelo de las incertidumbres definido sobre las matrices Ak, Bk puede ser
normada, politópica o mixto (ver Apéndice 10), dependiendo también de la
técnica de sobreaproximación elegida.
Retardo mayor que un periodo de muestreo T : En el caso de que el
retardo del sistema (1.34) sea mayor que un periodo de muestreo T , siguiendo
pasos análogos al caso anterior, y siempre que se garantice que los datos llegan
ordenados, el sistema puede obtenerse como [21]:
ϕ(k + 1) = Akϕ(k) +Bku(k) (1.37)
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donde el estado aumentado se define como:
ϕ(k) =
(







Las matrices Ak, Bk contienen las incertidumbres generadas por el retardo
variable, análogamente al caso anterior, y su valor depende de la técnica de
sobreaproximación elegida.
En los desarrollos anteriores se ha supuesto un periodo de muestreo T con-
stante. En [20] se ampĺıa los resultados anteriores para periodos de muestreo
variables Tk.
Técnicas de sobreaproximación: En resumen, alguna de las técnicas de
sobreaproximación, recogidas en el trabajo [58], son:
Aproximación basada en la Forma Real de Jordan [JN] : Esta técnica utiliza
la factorización basada en la Forma Real de Jordan sobre la matriz del
sistema A para obtener una aproximación politópica de las incertidumbres
con un cierto número de vértices N , cuyo valor depende de la multiplicidad
geométrica y algebraica de los valores propios de A.
Aproximación basada en el Teorema de Cayley-Hamilton [CH] : Este méto-
do, muy similar al anterior, y que también hace uso de la Forma Real de
Jordan, utiliza el Teorema de Cayley-Hamilton: cualquier potencia de A
de orden ν o superior a ν se puede expresar como combinación lineal de
las ν primeras potencias de A: I,A, · · · , Aν−1. El resultado es también una
aproximación politópica de las incertidumbres con un cierto número de
vértices N , cuyo valor depende de la multiplicidad geométrica y algebraica
de los valores propios de A.
Aproximación basada en Series de Taylor [TS] : Esta técnica utiliza la de-
scomposición en Series de Taylor de la matriz eAt para generar un modelo
politópico de p + 1 vértices con incertidumbres normadas, donde p es el
grado de aproximación del polinomio.
Aproximación de mallado con incertidumbres normadas [GND] Este méto-
do [108, 115] está basado en la partición en N subintervalos equiespaciados
del parámetro del sistema variable con el tiempo, en este caso el retardo. El
resultado es un modelo con incertidumbres mixtas (normadas y politópi-
cas).
Los trabajos [58, 40] discuten comparativamente las técnicas de so-
breaproximación anteriores. Tanto en GND como en TS, la complejidad del
modelo sobreaproximado es independiente del orden del sistema. Además,
se puede reducir el error de sobreaproximación mediante ajuste de un cierto
parámetro (en TS, con el grado del polinomio p y en GND con el número de
puntos de mallado N . Sin embargo, en GND, si el número de puntos del mal-
lado N → ∞, entonces el error de sobreaproximación tiende a 0. En cambio,
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si el grado de polinomio p en TS aumenta, el error de sobreaproximación no
tiende necesariamente a desaparecer.
1.4.3. Aplicaciones de control prácticas
En la Figura 1.4.3 se ilustra el esquema t́ıpico de un sistema de control
con retardos, donde los dispositivos del bucle de control (sensor, controlador
y actuador) son digitales.
Figura 1.1. Bucle de control con retardos temporales con controlador digital y
retenedor de orden cero a periodo T
En relación a este tipo de sistemas, especial atención merece los denom-
inados Sistemas de Control Basados en Red (SCBR). Este tipo de sistemas
constituye el ejemplo de aplicación más t́ıpico de los sistemas con retardos
temporales [91, 61] (ver Figura 1.4.3). De hecho, la proliferación y el avance
tecnológico en materia de redes de datos, aśı como la tecnoloǵıa digital, ha
motivado colateralmente el estudio de este tipo de sistemas. Por este motivo
se dedica una sección para describirlos. Los sistemas de control basados en
red (SCBR o de sus siglas en inglés: NCS de Network Control Systems) se de-
finen como sistemas de control donde los diferentes elementos que lo integran
(sensor, actuador y controlador) se encuentran distribuidos espacialmente, de
modo que el intercambio de información se realiza a través de un medio de
comunicación, generalmente compartido.
A continuación se describe los aspectos fundamentales que suelen tratarse
en el estudio de este tipo de sistemas:
Problemática de los SCBR:
Limitación en el ancho de banda: La limitación en el ancho de banda del
canal impone una restricción sobre la máxima cantidad de información que
se puede transmitir por unidad de tiempo. En [125, 126, 13] se analiza la
influencia de este fenómeno en la estabilidad de sistemas lineales, y en [78]
se extiende los resultados anteriores a sistemas no lineales.
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Figura 1.2. Esquema de un sistema de control basado en red
Ruido de cuantificación: En general, cuando los controladores son digitales,
hay que tener en cuenta el problema de la aritmética finita. La disponibilidad
de un número finito de bits para codificar el valor de las muestras da lugar
a errores de redondeo [35]. Por tanto, el análisis de este fenómeno obliga a
considerar dentro del modelo una no-linealidad no invertible conocida como
ruido de cuantificación [24, 125, 126, 15, 92].
Sin embargo, en [27] se trata el problema del ruido de cuantifiación con-
juntamente con el retardo. En este trabajo se incluye además el efecto de la
saturación en la acción de control, fenómeno vinculado también a la capaci-
dad finita de los paquetes de datos [30].
Retardos inducidos: Una de los rasgos más destacados de los SCBR es la
presencia de retardos temporales, principalmente imputables al medio de co-
municación de datos, y en menor medida al coste de conversión A/D, D/A,
cálculo de la acción de control, etc. En los medios de comunicación compar-
tidos es inevitable la aparición de retardos, debido por ejemplo, a la necesidad
de cubrir grandes distancias, o a posibles congestiones puntuales en nodos in-
termedios, dependiendo de la carga de tráfico en la red, etc.
Pérdida de datos: Otro de los aspectos principales a considerar en el modelo
de SCBR es la posibilidad de pérdida de datos [100] debido a posibles fallos
en la transmisión.
Muestreo no uniforme: En la práctica, en los sistemas discretos el periodo
de muestreo está sujeto a posibles variaciones temporales debido al efecto
del jitter derivado de los retardos inducidos por los tiempos de cómputo
o los retardos de propagación en red, etc [79], o por la propia poĺıtica de
planificación de los dispositivos guiados por eventos [57]. De forma análoga al
modelado del retardo variable, usualmente se modela el periodo de muestreo
variable y aleatorio pero acotado tal que Tsm ≤ Ts ≤ TsM , donde los valores
Tsm , Tsm se asumen conocidos.
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De todos los problemas anteriormente vistos, los que se tratan con mayor
frecuencia son el efecto de los retardos y la pérdida de datos.
1.5. Sistemas discretos aumentados
En esta sección se revisan técnicas de obtención de sistemas discretos
aumentados libre de retardo a partir de los sistemas discretos con retardos.
Gracias a esta posibilidad se puede simplificar en gran medida el estudio
de los sistemas con retardos discretos. Sin embargo, si el retardo es muy
grande, pueden existir complicaciones dada la complejidad del modelo. En
los siguientes caṕıtulos (caṕıtulo 2) se discute este fenómeno en el contexto
del análisis de la estabilidad para este tipo de sistemas.
1.5.1. Retardo constante
Dado un sistema lineal discreto con retardos constantes, es posible obtener
un modelo aumentado equivalente libre de retardos. Considérese el sistema
1.30. Es fácil ver que se puede expresar como:
x̄(k + 1) = Āx̄(k) + B̄u(k) (1.39)
y(k) = C̄x̄(k)




x(k) u(k − 1) u(k − 2) · · · u(k − d̄)
)T
(1.40)
las matrices del sistema aumentado son:
Ā =

A M1 M2 · · · Md̄−1 Md̄
0 0 0 · · · 0 0
0 I 0 · · · 0 0
· · · · · · · · · · · · · · · · · ·













eAsdsBi sij = i
0 sij ̸= i
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las matrices del sistema aumentado son:
Ā =

A 0 · · · 0 M1 M2 · · · Md̄−1 Md̄
I 0 · · · 0 0 0 0 0 0
· · · · · · · · · · · · · · · · · · · · · · · · · · ·
0 0 · · · I 0 0 0 0 0
0 0 · · · 0 0 0 · · · 0 0
0 0 · · · 0 I 0 · · · 0 0
· · · · · · · · · · · · · · · · · · · · · · · · · · ·














eAsdsBi sij = i
0 sij ̸= i
1.5.2. Retardo variable
Si el retardo es variable, el modelo aumentado equivalente también es un
sistema libre de retardos de dimensión finita, pero a diferencia del retardo
constante, el sistema es LTV [62]: la matriz Ā(k) es variable y admite tantas
realizaciones como posibles retardos. Por ejemplo, considérese el siguiente
sistema discreto con retardo variable en el estado dk
x(k + 1) = Ax(k) +Adx(k − dk) +Bu(k) (1.44)
dm ≤ dk ≤ dM
considerando el estado aumentado
(
x(k) x(k − 1) · · · x(k − dM )
)
, el sis-
tema anterior puede expresarse como:
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A 0 · · · M2(k) · · · Mδ̄−1(k) Mδ̄(k)
I 0 · · · 0 · · · 0 0
0 I · · · 0 · · · 0 0
· · · · · · · · · · · · · · · · · ·








Ad sij = dk
0 sij ̸= dk
δ = dM − dm
1.6. Conclusiones
En este caṕıtulo se han revisado algunas de las estrategias de modelado
de sistemas con retardos temporales. Este tipo de sistemas son de dimen-
sión infinita, lo que implica a menudo una mayor complejidad en su estudio.
Puesto que en la práctica, la mayor parte de controladores y dispositivos son
digitales, resulta interesante disponer del modelo equivalente discreto. La
principal ventaja de éstos es que es posible aplicar técnicas convencionales
ya que mediante la definición del estado aumentado, es posible obtener un
sistema libre de retardos. Cuando el retardo es variable, también es posible
obtener un modelo discreto aumentado con incertidumbres, libre de retar-
dos, mediante técnicas de sobreaproximación, lo que resulta de gran utilidad
en el análisis y diseño de controladores discretos, tal y como se verá en los
siguientes caṕıtulos.

2 Análisis de la estabilidad y robustez
2.1. Resumen
Este caṕıtulo revisa las principales técnicas de análisis de estabilidad de
sistemas cont́ınuos y discretos con retardos. Se ilustra la problemática deriva-
da del tratamiento de retardo en ambos casos, aśı como las soluciones adop-
tadas en la literatura y los problemas abiertos que actualmente sigue siendo
motivo de ĺınea de trabajo.
2.2. Introducción
La presencia de retardos temporales en los sistemas de control tiene un
impacto en la respuesta del sistema, provocando en ĺıneas generales una pérdi-
da de prestaciones en el comportamiento, que ocasionalmente puede producir
inestabilidad [71]. También puede suceder justo lo contrario: la presencia de
retardos puede estabilizar un sistema inestable en ausencia de retardos [44].
En cualquier caso, el análisis de estabilidad en este tipo de sistemas resulta
notoriamente más complejo que en los sistemas convencionales, principal-
mente debido a su naturaleza infinito-dimensional. En el caso de retardos
variables y aleatorios, el análisis por ubicación de polos deja de tener sentido,
siendo por tanto necesario recurrir a otras técnicas basadas en el Teorema de
la Pequeña Ganancia o en el método de Lyapunov. La propia complejidad
que se deriva de su estudio, junto con el interés práctico, han motivado una
amplia ĺınea de investigación con numerosas contribuciones que se abordan
tanto en el dominio frecuencial como en el temporal. Al igual que sucede
en la Teoŕıa clásica de Control, en el análisis de los sistemas con retardos
temporales también se puede distinguir la clásica dicotomı́a entre el enfoque
estocástico y determinista [91, 7].
De hecho, ya por los finales de los años 50’s, surgieron las primeras con-
tribuciones para el análisis de la estabilidad de los sistemas con retardos de
la mano de los dos grandes precursores en esta ĺınea:
N. Krasovskii: Análisis de la estabilidad de sistemas con retardos mediante
el manejo de funcionales de Lyapunov [73].
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B. Razumikhin: Redefinición de las clásicas funciones de Lyapunov aplica-
bles a sistemas con retardos [104].
Los dos resultados anteriores establecen los fundamentos del análisis de la
estabilidad en el dominio del tiempo. Las contribuciones ulteriores se centran
básicamente en el diseño de la función o funcional candidata que mejoren
en la medida de lo posible la relación de compromiso entre complejidad y
conservadurismo.
2.2.1. Concepto de estabilidad
Se dice que un proceso es estable cuando dadas ciertas condiciones iniciales
todos los estados del proceso alcanzan el punto de equilibrio en régimen
permanente.
El concepto de estabilidad referido al comportamiento de un proceso
puede clasificarse dependiendo de las siguientes caracteŕısticas. A saber:
Estabilidad simple: Se dice simplemente que un proceso es estable si, para
cualquier valor arbitrario de tiempo continuo t0 ∈ R+ o tiempo discreto
k0 ∈ N+ y para cierto escalar ϵ > 0 existe cierto valor δ = δ(t0|k0, ϵ) tal que,
para sistemas continuos verifica:
||x(t0)|| ≤ δ → ||x(t)|| < ϵ, para todo t ≥ t0
y para sistemas discretos verifica.
||x(k0)|| ≤ δ → ||x(k)|| < ϵ, para todo k ≥ k0
Esto implica que el estado permanece próximo al punto de equilibrio
dentro de una bola de cierto radio arbitrario ϵ, aunque no necesariamente
alcance el valor exacto en t→ ∞.
Estabilidad Asintótica: Se dice que un proceso es asintóticamente estable,
si además de verificar la condición anterior, verifica para sistemas continuos:
limt→∞x(t) = 0
y para sistemas discretos:
limk→∞x(k) = 0
A diferencia de la simple estabilidad, el punto de equilibrio en régimen
permanente siempre es alcanzado.
Estabilidad Exponencial: Además, se afirma que un proceso es exponen-
cialmente y asintóticamente estable si además de satisfacer las condiciones
anteriores, para ciertos valores escalares λ,K > 0, donde λ,K ∈ R se cumple
para sistemas cont́ınuos:
||x(t)|| ≤ K||x(t0)||e−λt,∀t > 0
y análogamente, para sistemas discretos (para un cierto λd > 0, donde
λd ∈ R):
||x(k)|| ≤ Kλkd||x(0)||, ,∀k ∈ N+ > 0
El concepto de estabilidad exponencial incluye adicionalmente el aspecto
de la velocidad de convergencia o decaimiento geométrico en el parámetro λ
(cont́ınuo) o λd (discreto).
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Estabilidad Global: Si la condición de estabilidad es independiente del
valor de la condición incial del estado del proceso x(t0), se dice que el proceso
es globalmente estable. En el caso de los sistemas LTI, estabilidad asintótica
implica estabilidad global y exponencial.
2.2.2. Criterios de Estabilidad: Clasificación
Dentro del paradigma del análisis de la estabilidad de los sistemas con
retardos, se puede encontrar diversas estrategias que pueden ser agrupadas
atendiendo a los siguientes criterios:
Dominio de análisis: tiempo/frecuencia:
Dominio frecuencial: los métodos derivados del análisis en frecuencia para
sistemas con retardos surgen como extensión de los métodos clásicos: de-
terminación de los autovalores del sistema, tales como la generalización del
método de Hurtwitz o el criterio de Nyquist y el Teorema de la Pequeña
Ganancia. La propiedad más importante que permite generar resultados en
esta ĺınea deriva de la propiedad de continuidad del término exponencial
e−sτ , gracias a la cual se puede afirmar que si el sistema libre de retardo es
estable, existe un τ suficientemente pequeño por debajo del cual el sistema
sigue siendo estable. Los métodos basados en el análisis en el dominio de
Laplace, válido para retardos constantes, propone básicamente determinar
la estabilidad a partir de la obtención de los puntos de corte del lugar de
las ráıces de la ecuación caracteŕıstica con el eje imaginario, dando lugar
a condiciones necesarias y suficientes de estabilidad relativamente sencil-
las de evaluar sobre sistemas de orden reducido o con pocos retardos. La
aplicación del Teorema de la Pequeña Ganancia, en cambio, implica en
ĺıneas generales mayor complejidad y puede introducir conservadurismo,
pero gana en versatilidad con respecto el primero ya que permite tratar
el caso de múltiples retardos no múltiplos enteros de un cierto valor y es
aplicable también sobre sistemas con retardos variables [76].
Dominio temporal: Los métodos de análisis en el dominio del tiempo para
sistemas con retardos se contruyen a partir de los resultados de Razumikhin
[104] o Lyapunov-Krasovskii [73]. Ambos resultados se pueden entender co-
mo una ampliación de la Teoŕıa de estabilidad de Lyapunov sobre sistemas
convencionales. La idea subyacente es, por tanto, análoga: encontrar una
cierta función (Razumikhin) o funcional (Krasovskii) candidato adecuado
que permita probar la estabilidad o la verificación de algún criterio de de-
sempeño. La ventaja principal respecto al análisis en frecuencia estriba en
que la inclusión de incertidumbres en el modelo y retardos variables resulta
más intuitivo y sencillo de abordar en el dominio del tiempo.
En el caso de los sistemas discretos con retardos, es posible recurrir a la
técnica convencional de Lyapunov a partir de la función cuadrática genérica
aplicada sobre el modelo aumentado equivalente de dimensión finita [62]
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o a partir del modelo discreto con incertidumbres obtenido a partir de
alguna técnica de sobreaproximación revisada en el caṕıtulo anterior. Sin
embargo, la complejidad del análisis es proporcional al valor del retardo
máximo. Partiendo de esta premisa, surge la necesidad de diseñar funciones
de Lyapunov candidatas cuya estructura permita que la complejidad de los
test de estabilidad derivados sean independientes del retardo.
Estabilidad dependiente/independiente del retardo: En la literatura
se puede encontrar criterios de análisis de estabilidad sobre sistemas con
retardos acuñados con el término en inglés delay-independent versus delay-
dependent. Los primeros garantizan la estabilidad para cualquier valor de
retardo, mientras que los segundos incluyen información del retardo dentro de
las propias condiciones de estabilidad. Comparativamente, los criterios delay-
dependent son, en ĺıneas generales, menos conservadores que los primeros,
especialmente si los retardos son pequeños [7, 43, 132].
Los criterios de análisis de estabilidad en sistemas con retardos variables
pueden incluir, además, información de la derivada del retardo τ̇(t). Es fre-
cuente encontrar criterios en los que el valor máximo de la derivada está aco-
tado por debajo de 1 ( ˙τ(t) ≤ µ < 1) [43]. Sin embargo, existen resultados
análogos que eliminan esta restricción [132].
Análogamente al caso cont́ınuo, en la literatura de sistemas discretos
también es posible encontrar criterios de estabilidad independientes y de-
pendientes del retardo [43]. En particular, en sistemas discretos con retardos
variables acotados dk tal que dm ≤ dk ≤ dM , donde las cotas dm, dM son
conocidas, se puede encontrar los siguientes casos:
Criterios de estabilidad que sólamente dependen del intervalo del retardo
(denominados delay-range dependent).
Criterios de análisis de estabilidad que dependen tanto del intervalo como
del retardo.
Cabe citar que hasta la fecha no se han encontrado en la literatura con-
tribuciones en el análisis de estabilidad de sistemas discretos con retardos
que tengan en cuenta el valor del máximo incremento de retardo entre dos
instantes de muestreo consecutivos: (|dk+1 − dk| ≤ ∆d) donde ∆d es el valor
que representa dicho incremento de retardo máximo y lógicamente verifica
0 < ∆d ≤ dM − dm.
Retardos múltiplos/no múltiplos enteros de un valor: En sistemas
que presentan múltiples retardos, existen condiciones de análisis de estabili-
dad desarrolladas bajo la hipótesis de la existencia de un denominador común
en los retardos (el término en la literatura es Commensurate delays). En este
caso se simplifica notoriamente el estudio de la estabilidad, obteniendo condi-
ciones necesarias y suficientes [43], y su aplicación se ajusta a algunas im-
plementaciones reales. Por contra, cuando no existe un denominador común
en los diferentes retardos que afectan el sistema (Ucommensurate delays), el
análisis de la estabilidad adquiere mayor complejidad [43, 7].
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Análisis con enfoque estocástico/determinista: Tal y como se ha visto
en el caṕıtulo anterior, existen dos enfoques (estocástico versus determinista)
dentro del análisis de los sistemas de control. A modo de recordatorio, el
concepto de estabilidad en sentido estocástico, para un sistema discreto, se
define como sigue [142]:
Se dice que un sistema es estocásticamente estable en el contexto de la
media cuadrática si existe una constante α > 0 y un valor 0 ≤ γ ≤ 1 tal que:
E(||x(k)||2) ≤ αγkE(||x(0)||2) (2.1)
donde E(x) es la media o esperanza matemática. Asimismo, otros crite-
rios de desempeño t́ıpicamente adoptados tales como el nivel de rechazo a
perturbaciones H2,H∞, o el decaimiento geométrico, se redefinen del mismo
modo en base a la media.
La presente tesis se engloba dentro del enfoque determinista: garantizar
la estabilidad dentro de los márgenes de incertidumbre sobre el retardo y el
modelo del proceso definidos.
2.3. Análisis de estabilidad en el dominio frecuencial
En esta sección se expone con más detalle algunas de las técnicas de-
sarrolladas en el dominio frecuencial. Éstas surgen como resultado de una
adaptación de las técnicas clásicas de análisis en frecuencia (región de esta-
bilidad y Teorema de la Pequeña Ganancia) para sistemas con retardos.
2.3.1. Criterios basados en la determinación de la región de
estabilidad
En sistemas convencionales LTI, la estabilidad se puede fácilmente analizar
a partir de la ubicación en el plano complejo de los polos del sistema [86, 113].
Considérese, por ejemplo, el sistema lineal retardado autónomo con múlti-
ples retardos puntuales constantes:




La ecuación caracteŕıstica asociada al sistema F : C → C se obtiene como:




−sτi) = 0 (2.3)
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Nótese que el número de ráıces es infinito debido al carácter transcen-
dente de la ecuación caracteŕıstica. Sin embargo, la estabilidad puede ser
determinada en base al siguiente criterio:
El sistema (2.2) es globalmente y asintóticamente estable si y solo si todas
las ráıces de la ecuación caracteŕıstica están en el semiplano izquierdo. Es
decir, si verifica que:
λ ∈ C : R(λ) ≥ 0,F(λ) = 0 (2.4)
La ecuación caracteŕıstica F(s) se puede definir como un cuasipolinomio
real en la variable s, lo que le confiere la propiedad de continuidad del
término exponencial respecto los retardos τi, tal y como se ha puntualiza-
do anteriormente. Por tanto, si el sistema libre de retardos es estable (matriz
Ac +
∑p
i=1Aci estable), entonces existe valores de retardo lo suficientemente
pequeños que conservan la estabilidad para el sistema (2.2) [7]. Otro modo de
interpretar esta propiedad es observar que las infinitas ráıces de la ecuación
caracteŕıstica del sistema con retardo convergen a las finitas ráıces del sistema
libre de retardo equivalente conforme τi converge a 0 i = 1, · · · , p.
Por tanto, el objetivo de los criterios de análisis de estabilidad en frecuen-
cia estriban en el modo de determinar la existencia de puntos de corte de
las ráıces de la ecuación caracteŕıstica con el eje imaginario, y en calcularlos
resolviendo la ecuación F(jw) = 0. Cabe destacar las dos aproximaciones
siguientes ya mencionadas en la introducción:
Retardos múltiplos enteros de un número: Las técnicas englobadas
en este apartado son aplicables para sistemas con único retardo τ (Single-
delay case) o sistemas con múltiples retardos (Multiple-delay case) tal que
τi = diτ donde di ∈ N+. En cualquiera de los dos casos, la ecuación carac-
teŕıstica se puede expresar como un polinomio 2D o bivariable F(s) = p(s, z)
donde z = esτ . Otra propiedad útil consiste en la simetŕıa conjugada del
polinomio bivariable, lo que restringe la búsqueda de soluciones de corte con
el eje imaginario a soluciones positivas. Algunas técnicas, tales como el Test
de estabilidad 2D o Test por barrido en frecuencia, permiten resolver el prob-
lema. Estas técnicas sólamente difieren entre ellas en la estrategia utilizada
para obtener soluciones de p(jw, ejw), que derivan en condiciones necesarias
y suficientes de estabilidad. Una descripción detallada de las técnicas citadas
puede encontrarse en [43].
2.3.2. Criterios basados en el Teorema de la Pequeña Ganancia
A partir de un esquema de interconexión en lazo cerrado formado por
dos bloques M y ∆, donde M es el modelo del sistema y ∆ es el modelo de
incertidumbres, el Teorema de la Pequeña Ganancia garantiza la estabilidad
en base al siguiente Teorema [43]:
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Teorema 2.3.1 El bucle M − ∆ (ver Figura 2.3.2) es estable si ||M ||∞ <
1,∀∆/||∆||∞ ≤ 1. Si la matriz de incertidumbres ∆ no es estructurada, en-
tonces la condición anterior es necesaria y suficiente.
Demostración: Ver [43]
M
Figura 2.1. Modelo del sistema-incertidumbres M −∆ en lazo cerrado
Para aplicar este resultado a los sistemas con retardos, la idea es consider-
ar los retardos como incertidumbres. Veamos algunos ejemplos de aplicación:
Sistema con único retardo Dado el sistema LTI con único retardo τ :
ẋ(t) = A0x(t) +A1x(t− τ) (2.5)
Se puede comprobar fácilmente que se puede modelar con el bucleM−∆,
donde se abstrae por un lado el modelo M(s) = (sI − A0)−1A1 y por otro
lado el operador retardo, que se encuentra embebido dentro del término de
las incertidumbres ∆(s) = e−τs. Teniendo en cuenta que ∀τ ≥ 0, ||∆||∞ ≤ 1,
se puede afirmar que el sistema es estable si ||(sI −A0)−1A1||∞ = 1. Nótese
que esta condición de estabilidad es independiente del retardo. La condición
anterior es suficiente, ya que en la aplicación del Teorema de la Pequeña
Ganancia el operador∆(s) que caracteriza el bloque retardo se sobreaproxima
con una matriz de incertidumbres no estructurada.
Este mismo resultado es aplicable para retardo variable τ(t) acotado su-
periormente siempre que τ̇(t) ≤ 1,∀t, [43] ya que bajo estas condiciones se
sigue verificando ||∆(s)||∞ ≤ 1.
Sistema con múltiples retardos: El resultado anterior se puede aplicar a
un sistema con múltiples retardos puntuales:




redefiniendo la matriz del sistema en lazo cerrado M(s) como:
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M(s) =

I 0 · · · 0
0 I · · · 0
· · · · · · · · · · · ·
0 0 · · · I
 (sI −A0)−1 (A1 · · · Am) (2.7)
donde la matriz de incertidumbres ∆(s) es una matriz diagonal por blo-
ques ∆ = diag(∆1, · · · ,∆m), donde a su vez ∆i, 1 ≤ i ≤ m representa cada
retardo individual. Análogamente, el sistema es estable independientemente
del retardo si ||M ||∞ < 1. Nótese que la aplicación del Teorema de la Pequeña
Ganancia puede resultar demasiado conservador ya que no se aprovecha la
estructura diagonal del término de incertidumbres ∆(s). Sin embargo, apli-
cando el Teorema de la Pequeña Ganancia µ [43], basado en el cálculo del
valor singular estructurado, es posible derivar una condición necesaria y su-
ficiente de estabilidad.
La ventaja respecto al análisis de la región de estabilidad es que se
puede aplicar sobre sistemas con múltiples retardos que no sean necesari-
amente múltiplos enteros de un valor (ucommensurate delays). No obstante,
el coste computacional vinculado al cálculo del valor singular estructurado
µ∆(M) presenta un coste computacional que crece exponencialmente respec-
to el tamaño del problema. En general, los algoritmos se clasifican en base
a su complejidad en algoritmos de coste polinomial (eficientes) y coste ex-
ponencial. Estos últimos se denominan NP-Hard [70], y se consideran com-
putacionalmente intratables. En [12] se discute la complejidad NP-Hard del
Teorema de la Pequeña Ganancia µ.
Otros resultados que analizan la estabilidad sobre sistemas con retardos
variables, bajo el Teorema de la Pequeña Ganancia, aproximación también
conocida en la literatura como Input-output approach, se puede encontrar
en [76]. Este trabajo aplica esta aproximación sobre sistemas discretos con
retardos variables.
2.4. Análisis de estabilidad en el dominio temporal
En la sección anterior se ha revisado las técnicas de análisis de estabilidad
en el dominio de la frecuencia. Sin embargo, el análisis en el dominio tempo-
ral resulta más intuitivo a la hora de estudiar sistemas con incertidumbres
y retardos variables. Básicamente los resultados propuestos dentro de este
ámbito para sistemas cont́ınuos con retardos temporales se derivan de los
conocidos Teoremas de Razumikhin y Lyapunov-Krasovskii, que tal y como
se ha reseñado anteriormente, constituyen la base de los resultados de análi-
sis de estabilidad para sistemas con retardos temporales en el dominio del
tiempo.
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2.4.1. Análisis de la estabilidad LMI en sistemas cont́ınuos
En este apartado se analiza en detalle las estrategias de análisis de es-
tabilidad en el dominio temporal para sistemas cont́ınuos. Los resultados
basados en los Teoremas de Razumikhin [104] o Lyapunov-Krasovskii [73]
buscan obtener condiciones suficientes de estabilidad fácilmente computables
a partir de la búsqueda de una solución factible a un problema LMI [43],
generado a partir de un cierto funcional (Krasovskii) o función (Razumikhin)
candidato. No existe ningún método anaĺıtico para resolver LMI. En cam-
bio, existe software comercial [33] que implementan algoritmos numéricos
eficientes (con coste computacional polinomial), tales como el algoritmo de
la elipsoide o punto interior [10], desarrollados dentro del paradigma de la
Teoŕıa de Optimización Convexa [6, 99].
Estabilidad Independiente del retardo: El siguiente resultado asegura
la estabilidad independientemente del valor de los retardos para un sistema
con múltiples retardos puntuales constantes:
Teorema 2.4.1 [43]
El sistema con múltiples retardos puntuales constantes (2.2) es global-






1 P · · · ATp P
(∗) −Q1 · · · 0
· · · · · · · · · · · ·
(∗) (∗) · · · −Qp
 < 0 (2.8)
Demostración: Considérese el funcional de Lyapunov-Krasovskii can-
didato:






donde P,Qi > 0 con i ∈ [1, 2, · · · , p] son ciertas matrices definidas positi-
vas.
El término derivativo, haciendo uso de la fórmula de Newton-Leibniz
(Ecuacion 2.14), es:
V̇ (t) = ẋT (t)Px(t) + xT (t)Pẋ(t) +
p∑
i=1
[xT (t)Qix(t)− xT (t− τi)Qix(t− τi)]
(2.10)
Sustituyendo ẋ(t) a partir del modelo del proceso (2.2) y agrupando con-
venientemente los términos se obtiene:
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xT (t)ATi Px(t− τi)−
p∑
i=1
xT (t− τi)Qix(t− τi)
Definiendo un nuevo estado ϕ(t) =
(
x(t) x(t− τ1) · · · x(t− τp)
)
el térmi-
no derivativo se puede expresar matricialmente como:








1 P · · · ATp P
(∗) −Q1 · · · 0
· · · · · · · · · · · ·
(∗) (∗) · · · −Qp
 (2.13)
La convergencia del estado al punto de equilibrio a lo largo de todas las
posibles trayectorias de estado y por tanto la estabilidad se garantiza siempre
que se verifique V̇ (t) < 0. Esta condición se cumple si y solo si Θ < 0.
Por tratarse de un sistema LTI, la estabilidad implica estabilidad global y
asintótica.
Estabilidad Dependiente del retardo: La condición de estabilidad in-
dependiente del retardo resulta a menudo demasiado conservadora, especial-
mente si el valor de retardo que inestabiliza el sistema es pequeño. Existen
dos modos de generar condiciones que tengan en cuenta el valor del retardo:
aplicando un cambio de variable (transformación del modelo), o directamente
a partir del funcional de Lyapunov-Krasovskii candidato.
Estabilidad basada en transformación de modelo: El cambio de variable in-
spirado en la fórmula de Newton-Leibniz:




Aplicado sobre el sistema (2.2) permite obtener el siguiente modelo trans-
formado del proceso:









Sin embargo, este cambio de variable puede añadir conservadurismo de-
bido a la dinámica adicional introducida sobre el modelo transformado [43].
El siguiente teorema representa una condición suficiente de estabilidad para
sistemas con múltiples retardos, obtenida a partir del modelo transformado
de la Ecuación (2.15).
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Teorema 2.4.2 [7]












τ1PA1A0 · · · τ1PA1Am · · · τmPAmA0 · · · τmPAmAm
)
Q̄ = diag(τ1Q0, · · · , τ1Qm, · · · , τmQ0, · · · , τmQm)
Demostración: Ver Teorema 3.6 en [7].
Nótese que si r = 1 (retardo único), si el sistema libre de retardo es
estable, en [7] se plantea la obtención del máximo τ tal que el sistema siga
siendo estable mediante la resolución de un problema GEVP (ver Apéndice
8.2.2)
Estabilidad basada en la forma discretizada de Lyapunov: La definición del
funcional de Lyapunov cuadrático parameter-dependent genérico de la forma:









xT (t+ z)R(z, v)x(t+ v)dzdv +
∫ 0
−τ
xT (t+ s)S(s)x(t+ s)ds
permite obtener el resultado de análisis de estabilidad menos conservador
posible, dentro de los posibles funcionales candidatos cuadráticos, a partir
de la condición V (x(t)) > 0 y V̇ (x(t)) < 0 [51]. Sin embargo, la obtención
de V (x(t)) implica resolver complejas ecuaciones diferenciales en derivadas
parciales con condiciones de contorno. En [53, 7, 44] se propone un método
que permite transformar el problema anterior en un problema LMI a partir de
la denominada forma discretizada de Lyapunov. Ésta se obtiene asumiendo
que las matrices parametizadas Q(.), R(.), S(.) son constantes a trozos dentro
de cada intervalo generado mediante una partición homogénea en p trozos
del intervalo [−τ, 0]. La caracteŕıstica más destacada de este método es que
el resultado converge a la condición originalmente formulada conforme el
número de particiones es más elevado (p→ ∞). Por tanto, se puede graduar
el compromiso entre complejidad y conservadurismo mediante la adecuada
elección de p. La idea de particionar el intervalo de retardo en intervalos más
pequeños ha sido también explorado en el contexto de sistemas discretos con
retardos constantes y variables en [85].
Estabilidad sobre sistemas con retardos variables: En el caso de sis-
temas cont́ınuos con retardos variables, también es posible derivar condiciones
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de estabilidad LMI independientes del retardo, a partir del Teorema de Razu-
mikhin [104]. No obstante, en la mayoŕıa de aplicaciones, el retardo τ(t) se
asume que acotado de modo que verifica τm ≤ τ(t) ≤ τM , siendo τm, τM las
cotas mı́nima y máxima, respectivamente, que son conocidas a priori. A par-
tir de las cotas del retardo, se derivan condiciones de análisis y diseño menos
conservadoras, que además, incluyen información de la derivada del retardo
τ̇(t) ≤ µ < 1. Por ejemplo, mediante funcionales de Lyapunov-Krasovskii se
obtienen condiciones de análisis LMI [127, 130]. No obstante, algunas veces
se introducen variables de decisión que no contribuyen a reducir el conser-
vadurismo de los resultados de análisis. En [143] se propone condiciones de
análisis que con un menor número de variables de decisión alcanzan el mis-
mo grado de conservadurismo que otros resultados similares anteriores. Este
hecho se demuestra mediante el Teorema de Eliminación (ver Teorema 8.3.5,
Apéndice 8).
Técnicas Free-Weighting: Las técnicas denominadas Free-Weighting se ex-
plota para reducir el conservadurismo de las condiciones suficientes de esta-
bilidad basadas en LMI, tanto en sistemas cont́ınuos [55] como en sistemas
discretos [135]. En cambio, se añaden nuevas variables de decisión dentro del
problema. Cabe destacar que no siempre dichas técnicas implican una reduc-
ción del conservadurismo, tal y como se ha visto anteriormente. En [143], se
demuestra mediante el Teorema de Eliminación sobre otros resultados sim-
ilares ([130], y referencias similares) que existen variables de decisión que
no aportan ninguna mejora, contribuyendo en todo caso negativamente de-
bido al aumento de los errores numéricos por exceso de variables y al coste
computacional. En sistemas discretos, un resultado equivalente se presenta
en [47], donde se ilustra la equivalencia respecto otros resultados análogos en
términos de conservadurismo pero con mayor número de variables de decision
([135], y referencias similares).
La idea subyacente a las técnicas Free-Weighting consiste en aprovechar
la relación entre los estados del vector ampliado definido en el funcional can-
didato para introducir nuevas variables de decisión (conocidas como slack
variables) que en principio contribuyan a reducir el conservadurismo del test
de estabilidad. En la utilización de esta técnica para sistemas cont́ınuos inter-
viene de nuevo la conocida fórmula de Newton-Leibniz (Ecuación (2.14)). Por
ejemplo, se puede afirmar que para una matriz arbitraria M de dimensiones




ẋ(s)ds) = 0 (2.17)
Por tanto, la condición de negatividad de la derivada V̇ (t) < 0 se puede
reformular sin conservadurismo adicional como V̇ (t)+2x̄(t)M(x(t)−x(t−τ)−∫ t
t−τ ẋ(s)ds). De este modo, se incorpora nuevas variables de decisión en la
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matrizM . Precisamente, en la correcta y adecuada elección del funcional can-
didato, conjuntamente con el adecuado diseño de las técnicas Free-Weighting,
se concentra el esfuerzo de esta ĺınea de trabajo: mejorar la relación de com-
promiso entre número de variables y conservadurismo en el desarrollo de
condiciones de análisis de estabilidad sobre sistemas con retardos.
2.4.2. Análisis de la estabilidad LMI en sistemas discretos
A diferencia de los sistemas con retardos cont́ınuos, los sistemas discretos
son siempre de dimensión finita. En el caṕıtulo 1 se ha revisado cómo obtener
modelos discretos equivalentes o sobreaproximados libres de retardo a partir
de un sistema cont́ınuo con retardos constantes y variables.
El estudio de los sistemas con retardos temporales discretos resulta mucho
más simple, en tanto en cuanto éstos son de dimensión finita, y por tanto,
pueden ser abordados con técnicas convencionales. Sin embargo, cuando el
retardo es elevado, los modelos equivalentes resultan demasiado complejos, y
por tanto las técnicas convencionales no son aplicables y surge la necesidad
de buscar métodos alternativos, los cuales son objeto de discusión en este
apartado.
Estabilidad independiente del retardo: Análogamente al caso cont́ınuo,
es posible derivar una condición de estabilidad independiente del retardo para
sistemas discretos. Considérese el siguiente sistema discreto con múltiples
retardos:
x(k + 1) = Ax(k) +
p∑
i=1
Aix(k − di) (2.18)
Teorema 2.4.3 El sistema (2.2) es estable si existen matrices P,Q1, · · · ,
Qp > 0 tal que: 
−P +
∑p
i=1Qi 0 · · · 0 ATP
(∗) −Q1 · · · 0 AT1 P
· · · · · · · · · · · · · · ·
(∗) (∗) · · · −Qp ATp P
(∗) (∗) · · · (∗) −P
 < 0 (2.19)
Demostración:
Considérese el siguiente funcional de Lyapunov-Krasovskii discreto:
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El término ∆V (k) se obtiene como:







xT (k − di)Qix(k − di)
Definiendo el estado ampliado ϕ(k) =
(
x(k) x(k − d1) · · · x(k − d̄)
)
,
donde d̄ = maxpi=1di, el término ∆V (k) se puede expresar matricialmente
como:







TPA1 · · · ATPAp
(∗) AT1 PA1 −Q1 · · · 0
· · · · · · · · · · · ·
(∗) (∗) · · · ATp PAp −Qp
 (2.23)
Aplicando el complemento de Schur sobre Θ se completa la demostración.
Estabilidad dependiente del retardo: En esta sección se analiza la esta-
bilidad para sistemas discreto con retardos variables. Considérese el siguiente
sistema LTI con un solo retardo variable en el estado:
x(k + 1) = Ax(k) +Adx(k − dk) (2.24)
dm ≤ dk ≤ dM dk ∈ N+
Teorema 2.4.4 Para sistemas discretos con retardo constante (dm = dM ),
el sistema es globalmente asintóticamente estable si y solo si existe una matriz
P > 0 de dimensiones apropiadas tal que la función candidata V (k) satisfaga
∆V (k) = V (k + 1) − V (k) < 0, lo que equivale a encontrar una solución






donde Ā es la matriz del sistema discreto aumentado, definida en la
Ecuación (1.41).
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Demostración:
Considérese la siguiente función de Lyapunov discreta cuadrática genérica
de la forma:
V (k) = x̄(k)T P̄ x̄(k) (2.26)
donde x̄(t) =
(
x(k) x(k − 1) · · · x(k − dM )
)
es el estado aumentado for-
mado por el estado actual y todos los estados pasados hasta la cota máxima
de retardo variable dM . El teorema se demuestra aplicando el complemento
de Schur sobre la desigualdad:
∆V (k) = ĀT P̄ Ā− P̄ < 0
Para retardos variables, la condición de estabilidad es sólo suficiente. No
obstante, la condición menos conservadora y a su vez con un mayor número
de variables de decisión se obtiene teniendo en cuenta todas las p = dM −
dm + 1 realizaciones posibles del sistema para cada posible valor de retardo
dk, y considerando una función candidata parameter-dependent. El siguiente
teorema recoje este resultado:
Teorema 2.4.5 El sistema con retardos variables es globalmente asintótica-
mente estable si para cada valor entero i, j ∈ [1, 2, · · · , dM − dm] existen ma-
trices P̄i, P̄j > 0 de dimensiones apropiadas tal que se verifique las siguientes






donde Ā(j) es la matriz del sistema discreto aumentado, definida en la
Ecuación (1.46).
Demostración:
La demostración se puede obtener a partir de la condición de estabilidad
sobre la función de Lyapunov ∆V (k) = V (k + 1) − V (k) < 0 para cada
realización posible del sistema en Ā(i) = A(di+dm−1), que se corresponden




i=1 λi = 1
.
Si se define una función candidata donde P̄i = P̄ ,∀i = 1, · · · , p, se re-
duce considerablemente el número de variables de decisión aunque a costa de
incrementar el conservadurismo:
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Teorema 2.4.6 El sistema con retardos variables es globalmente asintótica-
mente estable si existe para cada valor entero i ∈ [1, 2, · · · , p] ciertas una
matriz P̄ > 0 de dimensiones apropiadas tal que exista una solución factible







La demostración es análoga al Teorema 2.4.5
Condiciones de estabilidad basadas en funcionales de Lyapunov-
Krasovskii: A la luz de los resultados anteriores, se puede apreciar clara-
mente la dependencia entre la complejidad del modelo y por tanto de la LMI’s
de análisis con respecto al valor del retardo, lo cual es inadmisible cuando
éstos son elevados debido a la limitación de recursos computacionales y a los
errores de precisión numéricas acumulados [143].
De hecho, la mayor parte de contribuciones que existen en la literatura de
sistemas con retardos discretos tienen como objetivo encontrar condiciones
de estabilidad LMI cuyo tamaño en número de variables de decisión sea inde-
pendiente del valor del retardo. La idea es que tales condiciones sean lo menos
conservadoras posibles, lo cual se explota desde el diseño adecuado del fun-
cional candidato y las técnicas Free-weighting. Los resultados en este campo
guardan un cierto paralelismo con sus equivalentes cont́ınuos. A continuación
se revisan algunas de las contribuciones más destacadas en este ámbito para
sistemas discretos con retardos variables:
Criterio de estabilidad propuesto por [36]:
Teorema 2.4.7 [36]
El sistema (2.24) es globalmente asintóticamente estable si es posible en-
contrar matrices P > 0, Q > 0, Z > 0, X > 0, Y tal que satisfaga la siguiente
LMI: 
−P 0 PA PAd
(∗) −dMZ dMZ(A− I) dMZAd
(∗) (∗) Γ −Y
(∗) (∗) (∗) −Q
 < 0 (2.29)
donde Γ = −P + dMX + Y + Y T + (dM − dm + 1)Q.
Demostración:
Se propone el siguiente funcional de Lyapunov-Krasovskii candidato:
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ν(k) = x(k + 1)− x(k)
Para más detalles se puede consultar la bibliograf́ıa [36].
Cabe destacar las siguientes observaciones:
(i) Los términos ∆V2(k) y ∆V3(k) se definen de modo que se introduce
dentro de la LMI dependencia respecto a la diferencia entre el máximo y















Se puede observar que el término
∑k−dm
j=k−dM+1 x
T (j)Qx(j) se cancela, elim-
inando por tanto la dependencia de los estados retardados intermedios den-
tro de la LMI e introduciendo dependencia expĺıcita del rango de retardo




T (j)Qx(j) hasta dM términos es un paso conservador
que se puede observar prácticamente en todos los resultados basados en
Laypunov-Krasovskii para sistemas discretos.
(ii) La equivalencia expresada en (2.14) aplicada sobre sistemas cont́ınuos
también puede aplicarse sobre sistemas discretos con retardos variables
mediante la siguiente ecuación:
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x(k − dk) = x(k)−
dk−1∑
i=0
(x(k − i)− x(k − i− 1)) (2.32)
que aplicada sobre el sistema (2.24) da lugar al siguiente sistema transfor-
mado:




ν(k) = x(k + 1)− x(k)
Nótese el paralelismo con respecto a la obtención del modelo transformado
sobre sistemas cont́ınuos con retardos. El término ∆V1(k) se construye del
siguiente modo:
∆V1(k) = x

















TPAdν(j)] se hace uso
del cross product lemma (ver Lema 8.3.1, Apéndice 8) teniendo en cuenta





[−2xT (k)(A+Ad)TPAdν(j)] ≤ dMxT (k)Xx(k)+







de modo que el término ∆V1(k) queda acotado como:
∆V1(k) ≤ xT (k)[ATPA+ dM (A− I)TZ(A− I) +X + Y + Y T ]x(k) +
+2xT (k)[ATPAd + dM (A− I)TZAd]x(k − dk) +
+xT (k − dk)[ATd PAd + dMATd ZAd]x(k − dk)
Cabe destacar que la acotación del término ∆V1(k) a partir del uso del
cross-product lemma es una conocida fuente de conservadurismo. En [34,
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135, 47] se elude la necesidad de recurrir a esta acotación haciendo uso del
modelo del sistema original en lugar del sistema transformado a partir del
cambio de variable definido en (2.32).
Criterio de estabilidad propuesto por [9]: En este trabajo se propone una
técnica de análisis y diseño de controladores estáticos para sistemas con re-
tardos variables que, a diferencia de los resultados presentados anteriormente,
no se añade conservadurismo adicional por la acotación superior del térmi-
no ∆V (k) a partir de la aplicación del cross-product lemma. Sin embargo, a
diferencia de [36], este resultado sólo presenta dependencia del valor del rango
de variación de retardo (dM − dm) (acuñado con el término delay-range de-
pendent). Esto implica que el resultado no depende del valor de dm, de modo
que al igual que la condición delay-independent, para retardos dm pequeños
este resultado puede resultar demasiado restrictivo.
Por otro lado, nótese que los siguientes resultados son equivalentes:
(i) Teorema 3.1 [9] El sistema (2.24) es globalmente asintóticamente es-
table si existen matrices P,Q > 0 y P2, P3 tal que verifique R < Q y la
desigualdad matricial:
V11 −ATP3 − PT2 −PT2 ATd(∗) P + P3 + PT3 −P3ATd
(∗) (∗) −R
 < 0 (2.34)
V11 = −P +R+ (dM − dm + 1)Q+ATP2 + PT2 A
(ii) El sistema 2.24 es globalmente asintóticamente estable si existen ma-
trices definidas positivas P,Q que satisfagan las siguientes LMIs:

−P + (dM − dm + 1)Q 0 0 ATP
(∗) −Q 0 ATd P
(∗) (∗) Q−R 0
(∗) (∗) (∗) −P
 < 0 (2.35)
La desigualdad matricial en Teorema 3.1 [9] puede expresarse como:
Φ + MXN +NTXTMT < 0 (2.36)
Φ =

−P + (dM − dm + 1)Q 0 0 0
(∗) −Q 0 0
(∗) (∗) −R 0








I 0 0 0
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Aplicando el Teorema de eliminación sobre la variable X se puede de-
mostrar la equivalencia de las LMI (i), (ii), donde los subespacios nulos de










0 0 I 0
0 0 0 I
)
(2.38)
Nótese además que (ii) es obtenible a partir de un funcional de Lyapunov-
Krasovskii candidata de la forma:













que equivale a [36] pero sin el término V4(k). Precisamente, este término
es el que añade a la LMI dependencia del retardo dm en [36], lo que significa
que aporta menos información y por tanto se incorpora cierto grado de con-
servadurismo. En cambio, a diferencia de éste, no se acota el término V1(k)
con el cross-product lemma, evitando en consecuencia este paso conservador
1.
Criterio de estabilidad propuesto por [34]: Este resultado aglutina las venta-
jas de los dos anteriores. Por un lado, evita el uso del cross-product lemma,
y por otro lado incorpora respecto a [9] el valor del retardo dm dentro de la
LMI:
Teorema 2.4.8 [34]
El sistema (2.24) es globalmente asintóticamente estable si es posible en-
contrar matrices P > 0, Q > 0, QM > 0, Z1 > 0, Z2 > 0,M,N, S tal que
satisfagan las LMI’s:
1 Con el fin de homogeneizar la notación y facilitar la interpretación de los resul-
tados, se ha considerado conveniente reescribir el Teorema 3.1 [9] reformulando
las siguientes variables de decisión: Q = R,P = P1 y R = Q
2.4 Análisis de estabilidad en el dominio temporal 43
(
Γ1 + Γ2 + Γ
T










TPA− P + (∆d + 1)Q+QM
Γ2 =
(



















∆d = dM − dm
Demostración:
El detalle de la demostración se puede consultar en [34] a partir del criterio
∆V (k) < 0 sobre el funcional de Lyapunov-Krasovskii:























ν(k) = x(k + 1)− x(k)
Cabe destacar las siguientes observaciones:
Respecto al resultado anterior, se incluye el estado retardado x(k − dM )
dentro del estado ampliado a través del término V4(k). De este modo, el
estado ampliado es:
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Φ(k) =
(
x(k) x(k − dk) x(k − dM )
)
(2.43)
dentro del desarrollo del término ∆V1(k) se considera el modelo original
(2.24) en lugar del modelo transformado (2.4.2) en x(k + 1). Por tanto, se
elude la necesidad de aplicar la desigualdad procedente del cross product
lemma, y por consiguiente se elimina una fuente considerable de conser-
vadurismo en la formulación de este resultado.
Las variablesM,N,S se introducen en la LMI sumando las siguientes rela-
ciones free-weighting al término ∆V (k):
∆V (k) + 2ΦT (k)M [x(k)− x(k − dk)− (2.44)
−
∑k−1
i=k−dk ν(i)] + 2Φ
T (k)S[x(k − dk)− x(k − dM )−
∑k−dk−1
i=k−dM ν(i)] +
+2ΦT (k)S[x(k)− x(k − dM )−
∑k−1
i=k−dM ν(i)] < 0
Por otro lado, el término −
∑k−1
i=k−dM ν
T (j)Z1ν(j) procedente de ∆V5(k),
en lugar de incrementarlo hasta −
∑k−1
i=k−dk ν




T (j)Z1ν(j) y −
∑k−dk+1
i=k−dM ν
T (j)Z1ν(j). Nótese que
la elección particular de la técnica free-weighting tiene la finalidad en este
caso de eliminar los términos que contienen estados retardados intermedios.
Criterio de estabilidad propuesto por [135]: Una mejora respecto al resulta-
do anterior es sugerida en [135], donde se presenta el siguiente teorema de
estabilidad:
Teorema 2.4.9 [135]
El sistema (2.24) es globalmente asintóticamente estable para cualquier
valor de retardo dm ≤ dk ≤ dM si existen las matrices P,Q,QM , Qm, R, S >
0 y L1, L2,M1,M2, N1, N2 que satisfacen la siguiente condición LMI:















(∗) (∗) −QM 0 0 0 0
(∗) (∗) (∗) −Qm 0 0 0
(∗) (∗) (∗) (∗) −R− S 0 0
(∗) (∗) (∗) (∗) (∗) −R 0




TPA− P + (1 +∆d)Q+QM +Qm +∆d(A− I)TR(A− I) +
+dM (A− I)TS(A− I) +N1 +NT1
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Γ12 = A
TPAd +∆d(A− I)TRAd + dM (A− I)TSAd +










2 −M2 −MT2 −N2 −NT2
Demostración: Ver [135]
En resumen, las mejoras que introduce este resultado son:
Se introduce en el vector de estados ampliado el estado con retardo dm, de




x(k) x(k − dk) x(k − dM ) x(k − dm)
)
(2.46)
Con el nuevo estado introducido, se aporta información adicional en la LMI
que contribuye a reducir el grado de conservadurismo. Tales modificaciones
se pueden apreciar en los siguientes aspectos:
• Se añade el nuevo término en el funcional de Lyapunov-Krasovskii∑k−dm
j=k−1 x
T (j)Qmx(j) que relaciona el estado actual con el nuevo estado
x(k − dm).







Por tanto, el funcional candidato propuesto es:


























ν(k) = x(k + 1)− x(k)
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Además, se agregan al término diferencial∆V (k) resultante las identidades:












que introducen las nuevas variables free-weighting L1, L2,M1,M2, N1, N2.
con estas modificaciones, el número de variables de decisión es 9n2 + 3n,
donde n es la dimensión de la matriz A, frente a las (23n2 + 5n)/2 vari-
ables involucradas en el teorema anterior [34]. Mediante algunos ejemplos
numéricos se ilustra la reducción de conservadurismo respecto resultados
análogos anteriores.
Criterio de estabilidad propuesto por [47]: Finalmente, en [47] se presenta un
nuevo resultado que mejora la relación de compromiso entre número de vari-
ables de decisión y conservadurismo. En este trabajo se compara con resul-
tados anteriores similares [135] demostrando la mejora introducida anaĺıtica-
mente y con ejemplos numéricos.
Teorema 2.4.10 [47] El sistema 2.24 es globalmente asintóticamente estable































Γ11 Γ12 Z1 0
(∗) Γ22 S1 − ST2 −T1 + TT2
(∗) (∗) Γ33 0
(∗) (∗) (∗) −QM − T2 − TT2

Γ11 = A
TPA− P + (1 +∆d)Q+QM +Qm + (A− I)TZ(A− I)− Z1
Γ12 = A






Γ33 = −Qm − Z1 + S2 + ST2
Z = d2mZ1 +∆dZ2
Demostración: Ver [47]
En resumen, las novedades a destacar son:
Reducción en el tamaño: 9n2 + 3n en el Teorema 3 [135] frente a 7n2 + 3n
variables de decisión en el Teorema 1 [47].
A diferencia de otros resultados análogos, y teniendo en cuenta que dm ≤
dk ≤ dM , se explota la parametrización afin en la variable dk mediante la
construcción de la siguiente aproximación politópica:
Γ + (dk − dm)SZ−12 ST + (dM − dk)TZ
−1
2 T
T < 0 (2.51)









2.5. Análisis de Prestaciones y Criterios de Desempeño
En ocasiones, además de garantizar la estabilidad de un sistema, se de-
sea imponer especificaciones de calidad sobre su respuesta, o bien en base al
comportamiento dinámico (tiempo de establecimiento/carácter oscilatorio),
en base a la capacidad de rechazar las perturbaciones externas (ruido de
proceso / ruido de medida) o en base a consideraciones de robustez frente
a incertidumbres en el modelo del proceso / retardo. Por ejemplo, un sis-
tema estable que se inestabiliza con una mı́nima variación en alguno de sus
parámetros, o cuyo tiempo de establecimiento es demasiado prolongado, des-
de el punto de vista práctico podŕıa no es operativo.
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2.5.1. En base a la dinámica de la respuesta
En un sistema LTI convencional, la ubicación de los polos en el plano
complejo, además de la estabilidad revela toda la información necesaria para
conocer la dinámica de la respuesta del sistema (velocidad de convergencia,
carácter oscilatorio). En un sistema LTI con retardos, dado que el número de
polos es infinito en el caso de retardo constante, resulta más complejo evaluar
la dinámica bajo este criterio. En el caso de retardos variables y aleatorios ni
tan siquiera es aplicable, ya que no se puede recurrir al modelo en el dominio
de Laplace.
Sin embargo, existen resultados que extienden los resultados de estabil-
idad basados en LMI para obtener más información acerca de la dinámica
del sistema. Por ejemplo, el criterio de estabilidad-D [59, 60] extiende las
LMIs derivadas del análisis de estabilidad de Lyapunov, de modo que per-
mite definir áreas espećıficas dentro del plano complejo tal que la verificación
de las LMIs garantizan, además de la estabilidad, que los parámetros dinámi-
cos de la respuesta del sistema estarán dentro de unos ĺımites fijados a priori.
Una variante t́ıpica de este criterio, aplicada sobre sistemas discretos, es el
llamado criterio de estabilidad-D(α, r)), donde la región del plano complejo
se especifica en un disco de radio r centrado en el punto α+ j0. Nótese que el
mero criterio de estabilidad es un caso particular del anterior haciendo r = 1
y α = 0.
Otro ejemplo se puede encontrar en [84]. En este trabajo se aplica el cri-
terio de estabilidad-D(α, r)) sobre un sistema discreto con múltiples retardos
e incertidumbres politópicas. Nótese que haciendo α = 0 sólamente se garan-
tiza una mı́nima velocidad de convergencia en la respuesta a partir de un
máximo coeficiente de decaimiento geométrico r ≤ 1 ([108]).
2.5.2. En base a rechazo a perturbaciones externas
En los análisis de sistemas con retardos, es frecuente encontrar resultados
que extienden el estudio de la estabilidad con la evaluación de la capacidad del
sistema controlado de rechazar las perturbaciones externas (ruido de proceso
y ruido de medida). Los criterios de desempeño basados en la norma H2/H∞
de la función de transferencia entre las perturbaciones externas del proceso
y la salida se aplican también sobre los sistemas con retardos. En [136] se
explora el diseño de filtros óptimos H2 y en [66] bajo la norma H∞ sobre
sistemas cont́ınuos con retardos variables e incertidumbres de modelado.
2.5.3. En base a la robustez frente a incertidumbres
En la práctica nunca se dispone de un modelo exacto del proceso a con-
trolar. El análisis de la estabilidad robusta puede entenderse como una ex-
tensión del mero estudio de la estabilidad considerando un modelo incierto.
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Normalmente, las incertidumbres sobre el modelo se consideran variables con
el tiempo y acotadas.
Para este tipo de incertidumbres, el análisis en el dominio del tiempo
resulta muy eficaz, gracias a la facilidad de integración del modelo de las
incertidumbres t́ıpicamente adoptado (normadas, politópicas o ambos) con
la herramienta de análisis basado en LMIs.
En el contexto de sistemas con retardos temporales se puede consultar
una amplia bibliograf́ıa. Por ejemplo, en [55, 28] se analiza la estabilidad
sobre sistems inciertos con ambos modelos de incertidumbres. En esta última
referencia, se extiende el resultado de análisis a diseño de una ley de control
por realimentación estática del estado. En el contexto de sistemas discretos,
también en [34] se aborda el estudio de la estabilidad sobre un modelo de
incertidumbres normadas y en [67] con incertidumbres politópicas.
2.6. Conclusiones
En este caṕıtulo se han revisado algunas de las contribuciones más signi-
ficativas en el análisis de la estabilidad de los sistemas con retardos tempo-
rales. Concretamente, se ha hecho especial hincapié en el análisis basado en
el dominio del tiempo sobre sistemas discretos con retardos mediante LMI’s
generadas a partir de funcionales de Lyapunov-Krasovskii. La principal moti-
vación de esta ĺınea de trabajo, aplicada para sistemas con retardos variables,
radica en el diseño del funcional candidato adecuado para reducir el conser-
vadurismo en las condiciones LMI de análisis y el número de variables de
decisión del problema.

3 Śıntesis de controladores
3.1. Resumen
Este caṕıtulo revisa las principales técnicas de diseño de controladores
para sistemas con retardos temporales, bajo las dos aproximaciones princi-
pales: esquemas de control convencionales y esquemas de control diseñados
para compensar el efecto del retardo.
3.2. Introduccion
A la hora de diseñar un controlador sobre un sistema con retardos tem-
porales, es necesario tener en cuenta el efecto de éstos en la respuesta del
sistema en bucle cerrado [93, 95, 65], ya que pueden degradar su respuesta
hasta inestabilizarlos.
Básicamente, en la literatura es posible diferenciar dos tendencias en el
diseño de estrategias de control para sistemas con retardos:
Reutilización de los esquemas de control clásicos: Mediante esquemas de
control tales como realimentación estática del estado [9] o la salida [36] ,
control PID [96], o control en modo deslizante [102], entre otros. La idea es
obtener la técnica adecuada que permita calcular los parámetros del con-
trolador que estabilice el sistema, incluyendo en ésta el efecto del retardo.
Esquemas de control con compensación del retardo o de tiempo muerto (de
sus siglas en inglés, Dead-time compensators, DTC) [94]. A diferencia del
esquema de control clásico, se proponen arquitecturas de control cuyo ob-
jetivo es eliminar el retardo de la ecuación caracteŕıstica en bucle cerrado.
Cabe citar dentro de esta categoŕıa dos contribuciones, sobre las cuales es
posible encontrar bibliograf́ıa: el conocido Predictor de Smith (SP) [114], y
la técnica de Asignación Finita del espectro (de sus siglas en inglés, Finite
Spectrum Assignment, FSA) [83].
Asimismo, los resultados de diseño suelen enfocarse a simplemente esta-
bilización o control óptimo:
Simple estabilización: se trata de encontrar los parámetros del controlador
que estabilice el sistema en bucle cerrado para un cierto retardo. En este
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caso, la idea es obtener el máximo retardo por debajo del cual el sistema
en lazo cerrado permanece estable [143].
Control óptimo: A partir de una función de coste que englobe uno o varios
criterios de desempeño, se plantea el objetivo de diseñar un controlador que
además de estabilizar el sistema, minimice la función de coste definida. En
la literatura de diseño de controladores con retardo, es frecuente el diseño
óptimo frente a rechazo a perturbaciones externas H2/H∞ [66] y tolerancia
frente a incertidumbres de modelado.
A continuación se revisan algunas de las contribuciones en el diseño de
controladores sobre sistemas con retardos:
3.3. Esquemas de control clásicos
El argumento principal que motiva esta ĺınea de trabajo estriba en la
posibilidad de reutilizar los esquemas clásicos de control sobre sistemas con
retardos. Es bien conocido el hecho de que en la industria, dado su bajo coste
y sencillez, la mayor parte de controladores son estáticos o PID [96].
Por tanto, la idea es diseñar los parámetros del controlador teniendo en
cuenta el retardo dentro del bucle de control. La problemática inherente al
diseño es análoga al análisis: reducir en la medida de lo posible el conser-
vadurismo de las condiciones de diseño obtenidas, muchas de ellas derivadas
directamente de análisis mediante cambios de variable [9].
En lo que sigue se revisan algunas de las contribuciones más destacadas,
clasificadas según el esquema de control utilizado:
3.3.1. Realimentación estática del estado
Por tratarse del esquema de control más simple, es el tiene una mayor
aceptación en la literatura. Algunos resultados de análisis de estabilidad en
el dominio del tiempo basados en LMI, son fácilmente adaptables a diseño,
simplemente con algunas transformaciones algebraicas y sencillos cambios de
variable [9]. La idea es calcular la ganancia del controlador estáticoK a partir
de las variables de decisión del problema planteado. Para ilustrar este hecho,
veamos el siguiente ejemplo sobre la condición de análisis de la estabilidad
independiente del retardo sobre un sistema con múltiples retardos constantes
(ver Teorema 2.4.1, Caṕıtulo 2).
Considérese el siguiente sistema:
ẋ(t) = Acx(t) +
p∑
i=1
Acix(t− τi) +Bcu(t) (3.1)
y una ley de control por realimentación estática del estado u(t) = Kx(t).
El siguiente resultado permite diseñar la K que estabilice el sistema anterior
en bucle cerrado:
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Teorema 3.3.1 [43]
El sistema con múltiples retardos puntuales constantes (2.2) es global-
mente y asintóticamente estable si existen matrices R,S1, · · · , Sp > 0 y una







1 · · · RATp
(∗) −S1 · · · 0
· · · · · · · · · · · ·
(∗) (∗) · · · −Sp
 < 0 (3.2)
donde la ganancia del controlador es K =WR−1.
Demostración: Se puede demostrar fácilmente pre y post multiplican-
do ambos lados de la LMI del Teorema 3.3.1 por la matriz:

P−1 0 · · · 0
0 P−1 · · · 0
· · · · · · · · · · · ·
0 0 · · · P−1

y redefiniendo las siguientes variables: Si = P
−1QiP
−1 y R = P−1.
En el caso de sistemas discretos con retardos variables, en algún caso es
posible derivar condiciones de diseño siguiendo el mismo razonamiento [9].
Esto, en principio, es posible siempre que exista una matriz tal que al pre y
post multiplicarla por las LMI de análisis permita obtener un problema LMI
donde el parámetro del controlador pueda obtenerse a partir de las variables
de decisión. Sin embargo, en la mayor parte de ocasiones, esto no es posible,
y por tanto, el problema de diseño no es convexo [135], salvo que se realice
algún paso conservador (eliminando convenientemente alguna de las variables
de decisión).
Los problemas no convexos basados en desigualdades matriciales no lin-
eales (NMI) (las BMI Bilinear Matrix Inequality o desigualdades matriciales
bilineales [119, 69] son un caso particular) presentan un coste computacional
exponencial. Este tipo de algoritmos se les conoce como problemas NP-Hard
[116, 1] y son considerados como intratables.
En la literatura existen contribuciones que tratan de ofrecer métodos de
resolución numérica de este tipo de problemas. Cabe citar al respecto:
ILMI Iterative Linear Matrix Inequality [16]: a partir de un valor inicial
establecido heuŕısticamente para alguna de las variables de decisión (las
mı́nimas necesarias para que el problema sea LMI), iterar sustituyendo de
forma alternada en cada iteración hasta una cierta condición de parada o
no factibilidad. Este método es quizá el más simple pero existe una fuerte
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dependencia del valor inicial y por ende, no garantiza la obtención de una
solución óptima (o ni siquiera factible, aunque exista).
Algoritmo CCL [26]: Este algoritmo, también de carácter iterativo, es el que
goza de mayor popularidad en la literatura, ya que bajo ciertas condiciones
poco restrictivas, la obtención de una solución óptima tras un número finito
de iteraciones está garantizado. En el apéndice 9.0.6 se puede consultar más
detalles al respecto.
Otras: Por ejemplo, el algoritmo Branch and Bound [69] u otros algoritmos
heuŕısticos se plantean y discuten en [31, 138].
3.3.2. Control PID
El esquema de control PID (o alguna de sus variantes: P, PI, PD) es
el que mayor impacto tiene en la industria, dada su sencillez en la imple-
mentación y bajo coste. Resulta, por tanto, interesante disponer de técnicas
de diseño que permitan, de forma análoga a los sistemas convencionales, sin-
tonizar las ganancias para estabilizar sistemas con retardos temporales. En el
libro [112], aśı como en [96, 63, 11] se puede encontrar contribuciones de apli-
cación y diseño de controladores PID sobre sistemas con retardos temporales
y concretamente para el caso de retardos variables en [124].
Otra aplicación de control PID sobre sistemas con retardos, con adaptación
dinámica de los parámetros del regulador en función del retardo medido se
puede encontrar en [110, 23].
3.3.3. Control en modo deslizante
La técnica de control en modo deslizante tradicional [102] consiste en la
aplicación de una señal de control discont́ınua conmutada, que bajo cier-
tas condiciones consigue llevar el estado del sistema a una superficie σ(x(t))
denominada superficie de deslizamiento, que se diseña en base a las especi-
ficaciones dinámicas de la respuesta deseada. Cabe destacar los siguientes
requerimientos: (i) la ley de control deberá hacer que el estado del sistema
converja a la superficie de deslizamiento y (ii) el estado deberá mantenerse
dentro de la superficie ante perturbaciones externas y converger al punto de
equilibrio. A tales efectos, deberá cumplirse, entre otras cosas, que el grado
relativo del sistema (que puede definirse como el número de veces que hay
que derivar la función σ(x(t)) que describe la superficie de deslizamiento para
que la señal de control aparezca expĺıcitamente) sea uno. Una vez el estado
del sistema se encuentra dentro de la superficie de deslizamiento, en sistemas
LTI, garantiza la convergencia al punto de equilibrio.
Esta técnica de control representa una alternativa eficiente para la esta-
bilización robusta frente a incertidumbres en el modelo, comportamiento no
lineal y perturbaciones externas, pero uno de sus principales inconvenientes
es el efecto chattering, debido a la conmutación a alta frecuencia de la ac-
ción de control, lo cual puede limitar su aplicabilidad sobre ciertos sistemas
3.4 Esquemas de control por Compensación de Tiempo Muerto (DTC) 55
f́ısicos. El estudio de esta ley de control aplicada sobre sistemas con retardos
temporales se discute en el trabajo [107]. Al igual que sucede con otras leyes
de control convencionales, si no se tiene en cuenta el retardo en el diseño, el
sistema puede volverse inestable o en este caso agravar el efecto chattering.
En el trabajo [42] se proponen estrategias de diseño basadas en LMI de
leyes de control en modo deslizante aplicada sobre sistemas con retardos en
el estado fijos (tanto para un solo retardo como para múltiples retardos)
y retardos variables. Para todos los casos, el procedimiento se divide en dos
partes: en primer lugar, diseño de la superficie de deslizamiento σ(x(t)) tal que
el estado del sistema en bucle cerrado sea capaz de alcanzarla en tiempo finito,
mediante funciones de Lyapunov. En segundo lugar, diseño de la ley de control
de modo que una vez el estado haya alcanzado la superficie de deslizamiento
(σ(x(t)) = 0), el sistema converja al punto de equilibrio deseado. En este
caso, se utiliza funcionales de Lyapunov en cuyo diseño se tiene en cuenta el
estado retardado.
Otra contribución similar [128] aplica el control en modo deslizante sobre
sistemas inciertos con retardo constante y desconocido.
3.4. Esquemas de control por Compensación de
Tiempo Muerto (DTC)
Los esquemas de control por compensación de tiempo muerto (DTC) Dead
time compensator presentan un objetivo: compensar el efecto del retardo
dentro del bucle de control. La idea subyacente a estos métodos consiste en
utilizar de un modo impĺıcito o expĺıcito una predicción del estado a partir
del modelo y de la información histórica del estado para eliminar el retardo
de la ecuación caracteŕıstica. En los monográficos [93, 94] y en [37, 95, 65] se
puede consultar numerosas aplicaciones prácticas de las técnicas de control
DTC.
Los esquemas de control basados en DTC se pueden basar en los dos
siguientes resultados: Predictor de Smith (SP) [114] y Asignación de Espectro
Finito (FSA) [83]. La caracteŕıstica más destacada de ambas aproximaciones,
es que en ausencia de errores de modelado y retardo constante y conocido
(condiciones ideales), la respuesta en bucle cerrado es equivalente al sistema
libre de retardo. No obstante, ya que la predicción del estado se realiza a partir
del modelo, cabe esperar en principio una fuerte dependencia del modelo del
sistema, lo que sugiere en principio una elevada sensibilidad a errores de
modelado, especialmente cuando el retardo a compensar es elevado. En [37]
se estudia el rechazo a perturbaciones de un esquema DTC aplicado sobre
procesos estables y con integrador. Del mismo modo cabe esperar que, ante
errores de modelado en el retardo o retardos variables, el comportamiento
del sistema controlado mediante alguna estrategia basada en DTC se degrade
rápidamente, pudiendo llegar a inestabilizarse.
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Figura 3.1. Predictor de Smith
3.4.1. Predictor de Smith
El Predictor de Smith fue inicialmente propuesto por [114] y representa
una de las ideas precursoras en la literatura del control basado en DTC.
Asumiendo un retardo constante en la entrada o salida del sistema τ (ver




1 +K(s)G(s) +K(s)G(s)e−Ls −K(s)Gr(s)e−Lrs
(3.3)
donde G(s), L representan el modelo del proceso y el modelo del retardo,
respectivamente, sobre el proceso y retardo reales Gr(s), Lr, y K(s) es la
función de transferencia del controlador.
No obstante, cabe citar las siguientes limitaciones del SP:
(i) No es aplicable a procesos inestables, incluso en ausencia de errores de
modelado en proceso y retardo (G(s) = Gr(s), L = Lr).
(ii) Sólamente es aplicable, en principio, cuando el retardo es constante.
(iii) No es aplicable a sistemas con retardos en el estado.
(iv) Es muy sensible a errores de modelado.
(v) Elevada sensibilidad a perturbaciones externas. En concreto, presenta
problemas de rechazo a perturbaciones en procesos con acción integral.
3.4.2. Asignación finita del espectro (FSA)
La técnica de Asignación finita del espectro con terminoloǵıa en inglés
Finite Spectrum Assignment, (FSA) [83] tiene como objeto superar alguna
de las limitaciones inherentes al Predictor de Smith, como la inestabilidad
interna cuando se aplica sobre procesos inestables. De hecho, la técnica FSA,
a diferencia del SP [114], no se propaga los polos inestables del proceso a la
función de transferencia en bucle cerrado.
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La técnica de control FSA se basa en la transformación del vector de
estados del proceso propuesta por [74, 3] que permite eliminar los retardos
de la ecuación caracteŕıstica del sistema, de modo que los polos del sistema
en bucle cerrado se pueden asignar libremente en base a las especificaciones
requeridas mediante cualquier técnica de diseño clásica [32].
Por ejemplo, considérese el siguiente sistema cont́ınuo con retardo con-
stante τ en la entrada:
ẋ(t) = Ax(t) +Bu(t− τ) (3.4)
Por otro lado, la ley de control FSA se define como sigue:
u(t) = Kz(t) (3.5)




donde z(t) es una transformación lineal de las variables x(t), u(α), α ∈
[t− τh, t] [3].
Lema 3.4.1 [88]
Si el retardo considerado en la ley de control FSA coincide con el retardo
real (τh = τ), y en ausencia de incertidumbres en el modelo, la ecuación en
bucle cerrado del sistema 3.4-3.5 es:
ż(t) = Az(t) + (e−τtB)u(t) (3.6)
y por tanto, el retardo desaparece de la ecuación caracteŕıstica.
Se deduce, por tanto, que el valor de K puede ser calculado utilizando
cualquier técnica de diseño clásica sobre la expresión en lazo cerrado (3.6)
libre de retardo. La estabilidad del sistema transformado en lazo cerrado im-
plica la estabilidad del sistema original y viceversa. Sin embargo, uno de los
mayores inconvenientes de esta técnica es la necesidad del conocimiento ex-
acto del modelo, lo cual es con frecuencia imposible en aplicaciones prácticas
de ingenieŕıa [88]. En caso de existir discrepancia entre el modelo original y
aproximado, el sistema en bucle cerrado no elimina los retardos de la ecuación
caracteŕıstica. En este último trabajo, y en [134], se estudia la aplicación de
la ley de control FSA sobre sistemas con incertidumbres.
La técnica de control FSA se puede entender como una ley de control
dinámica donde se realimenta información del histórico del estado entre los
instantes t − τh y t para obtener una predicción del mismo, donde a su vez
τh es el retardo que se asume como cierto.
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Implementación de la ley control FSA cont́ınua en sistemas digi-
tales: Una de las caracteŕısticas de la ley de control FSA cont́ınua es que
es de dimensión infinita, debido a la presencia del término integral del retar-
do distribuido en la ley de control (Ecuación (3.5). Dicho en otras palabras,
seŕıa necesario almacenar en un buffer los infinitos valores de estado com-
prendidos entre los instantes t y t− τh para poder evaluar el término integral
correspondiente al retardo distribuido de la ley de control FSA. En [83] sug-
iere una aproximación para el cómputo del retardo distribuido a partir de la
implementación numérica de la integral como un sumatorio de términos con
retardos puntuales múltiplos enteros de un determinado valor, cuyo resultado











Donde el término izquierdo de la expresión anterior es el retardo distribui-
do de la ley de control (3.5), aproximada a partir de un sumatorio finito de
p términos, correspondientes a la partición uniforme del intervalo de inte-
gración [−τh, 0]. Los coeficientes νq dependen de la regla de aproximación
numérica elegida (rectangular, trapezoidal, Simpson, etc) [87].
Sin embargo, en el monográfico [105] se discute la dificultad de la im-
plementación numérica del término integral de la ley de control FSA y en
particular el problema de la no convergencia respecto al número de puntos
en la interpolación p→ ∞. Esta cuestión se plantea como problema abierto.
Sin embargo, en [139] se presentan una metodoloǵıa de aproximación de la
integral de predicción en el dominio z y posteriormente, en [140] se desarrol-
la una técnica análoga a la anterior en el dominio s) resolviendo ambas los
problemas de inestabilidad numérica de la implementación discreta del retar-
do distribuido de la ley de control FSA reportados anteriormente. De hecho,
se demuestra que la norma infinito del error de aproximación converge a 0
cuando p→ ∞. No obstante:
Estos últimos trabajos únicamente aportan resultados de simulación que
respladan las conclusiones obtenidas sobre un proceso escalar de primer
orden.
En ningún momento se tiene en consideración la naturaleza discreta de
una ley de control implementada en un sistema digital, teniendo en cuenta
que la mayoŕıa de las aplicaciones prácticas de ingenieŕıa de control se
implementan por computador [4]. En este caso, la medida del proceso debe
ser considerada como una señal discreta, muestreada al periodo del sensor.
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3.5. Adaptación FSA a sistemas discretos. Control
basado en predictor
En el apartado anterior se ha revisado la problemática de la imple-
mentación digital de la ley de control FSA. Una solución alternativa a este
problema se plantea en [81], siguiendo las ideas expuestas en [41]. La idea
propuesta en este trabajo consiste en computar la predicción del estado a par-
tir del modelo discreto del proceso a controlar, de modo que la ley de control
resultante sea de dimensión finita. Considérese el proceso (3.4) discretizado
a periodo T . Es fácil ver que, asumiendo en principio que τ = dT, d ∈ Z+, el
modelo discreto equivalente con retenedor de orden cero en la entrada (ZOH)
es:







Por otro lado, considérese la definición de la nueva variable z(k) [81, 38]
generada a partir de las matrices Ad, Bd del sistema discreto (3.8):




donde h ∈ Z+ es el valor del retardo discreto asumido como cierto (ideal-
mente h = d). En este caso, se puede intepretar z(k) como la predicción
discreta del estado h periodos de muestreo hacia delante.
Por tanto, la ley de control:
u(k) = Kz(k) (3.10)
se puede considerar como el equivalente discreto de la ley de control FSA
cont́ınuo. Esta ley de control también es conocida como ley de control basada
en predictor [38]
3.5.1. Modelo en bucle cerrado
Lema 3.5.1 [81]
Si el retardo considerado en la ley de control basada en predictor coincide
con el retardo real (h = d), y este último es constante, en ausencia de in-
certidumbres en el modelo la ecuación en bucle cerrado del sistema 3.8-3.10
es:
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z(k + 1) = (Ad +BdK)z(k) (3.11)
El resultado anterior se extiende al caso en que h ̸= d, donde es posible
obtener una expresión en bucle cerrado que depende sólamente del valor del
estado actual z(k) y los estados pasados z(k − d), z(k − h):
Lema 3.5.2 [38]
En ausencia de incertidumbres en el modelo, y suponiendo un retardo d
constante la ecuación en bucle cerrado del sistema 3.8-3.10 es:
z(k + 1) = (Ad +BdK)z(k) +BdKA
h
dz(k − d)−BdKAhdz(k − h)(3.12)
Nótese que si d = h, se obtiene la expresión en bucle cerrado libre de
retardo (ver Ecuación (3.11)).
Análisis robustez: Hasta ahora se ha supuesto que el retardo τ es constante
y múltiplo entero del periodo T . En este apartado se discute el comportamien-
to del sistema frente a pequeñas variaciones en el retardo y en el periodo de
muestreo. Teniendo en cuenta que tk es el k-ésimo instante de muestreo, se
tiene que:
Tk = tk+1 − tk + ζk (3.13)
donde ζk representa una pequeña variación en el periodo de muestreo, que
puede ser indistintamente positiva o negativa, tal que |ζk| ≪ T
Por otro lado, el retardo se redefine de modo que permite una pequeña
variación temporal:
τ(tk) = dTk + ε(t) (3.14)
donde |ε(t)| ≤ ε̄≪ T .
En [81] se discute el comportamiento del sistema en bucle cerrado frente
a estas incertidumbres variables. Aunque se demuestra que existe un cierto
ĺımite por debajo del cual, para d = h y una K que estabilice el sistema, éste
sigue siendo estable, no se aporta ningún resultado que permita cuantificar
este ĺımite. Hasta el conocimiento del autor, no existe ninguna contribución
al respecto.
Diseño de K: En virtud del Lema 3.5.1, es posible diseñar el valor de K
utilizando cualquier técnica de śıntesis convencional, siempre que el retardo
sea constante y conocido. Sin embargo, no se ha encontrado ningún resultado
que permita diseñar K para sistemas discretos con retardos variables.
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3.6. Conclusiones
En este caṕıtulo se ha revisado algunas de las estrategias de diseño de con-
troladores sobre sistemas con retardos temporales. En particular, el esquema
de control FSA discreto (control basado en predictor) permite compensar el
retardo cuando éste es constante y conocido (incluso cuando el proceso a
controlar es inestable), a la vez que resuelve el problema de implementación
digital. Sin embargo, hasta el conocimiento del autor, no existen contribu-
ciones que profundicen por un lado en el estudio del análisis de la estabilidad
robusta para este tipo de controladores sobre sistemas discretos con retardos
variables, y por otro lado en el diseño de la ganancia del controlador basado
en predictor para este tipo de sistemas. La motivación de la presente tesis,
por tanto, es contribuir en esta ĺınea, adaptando alguno de los resultados
propuestos en la literatura para análisis y diseño con controladores estáticos





4 Análisis de estabilidad y robustez de
controladores basados en Predictor sobre
sistemas LTI con retardos variables en la
entrada
4.1. Resumen/Motivación
Este caṕıtulo se corresponde con el contenido del art́ıculo publicado en la
revista International Journal of System Science (año 2011)
El objetivo de este caṕıtulo es analizar mediante LMI (análisis en el do-
minio temporal) la robustez frente a incertidumbres de modelado del contro-
lador discreto basado en predictor sobre sistemas con retardos variables en
la entrada. Se compara la tolerancia a errores en el modelo de este esque-
ma de control con respecto a otras estrategias de diseño (sub)óptimos para
controladores basados en realimentación estática del estado. Finalmente, se
proponen ejemplos numéricos sobre un proceso inestable con la finalidad de
ilustrar la mejora introducida en la robustez del sistema en lazo cerrado.
4.2. Introducción
Tal y como se ha visto en anteriores caṕıtulos, la presencia de retardos
aparece con frecuencia en los sistemas de control, tales como ciertos procesos
qúımicos, biológicos, aplicaciones en aeronáutica, etc. En la mayoŕıa de oca-
siones, tales retardos son variables, especialmente en los sistemas de control
basados en red [91]. Básicamente, el análisis y diseño de sistemas lineales con
retardos se ha investigado bajo dos tendencias:
Esquemas de control convencionales: realimentación estática del estado
[98, 118, 25, 133, 45], y realimentación estática de la salida/controladores
dinámicos[36, 80].
Esquemas de compensación de tiempo muerto (DTC), cuyo objetivo es
eliminar el retardo de la ecuación caracteŕıstica en bucle cerrado incorpo-
rando de algún modo la predicción futura del estado en base al modelo del
proceso. Cabe distinguir al respecto dos soluciones bien conocidas en la
literatura: El Predictor de Smith y sus modificaciones [114, 97, 93] (para
retardos constantes) y la técnica de Asignación de Espectro Finito (FSA),
[83, 122, 134, 141]. En [49, 93] se puede encontrar numerosas aplicaciones
experimentales del esquema de control basado en las técnicas DTC.
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En este caṕıtulo se compara la robustez frente a incertidumbres en el
modelo del esquema de control basado en predictor con respecto al contro-
lador por realimentación estática del estado. Análogamente al FSA cont́ınuo,
la caracteŕıstica más destacada de este tipo de control es que en condiciones
ideales (ausencia de errores de modelado y retardo constante y conocido),
la respuesta del sistema en bucle cerrado coincide con la respuesta del sis-
tema libre de retardo. Sin embargo, una de las cŕıticas más señaladas sobre
los esquemas de control DTC, y en particular, el predictor, es la elevada
sensibilidad a errores de modelado en el proceso y en el retardo. Este he-
cho puede entenderse intuitivamente teniendo en cuenta que el cálculo de la
predicción del estado se realiza iterativamente a partir de las ecuaciones del
modelo del proceso, y por tanto, el posible error de aproximación tiende a
acumularse. Por tanto, la motivación de este trabajo reside en el interés de
evaluar la relación de compromiso entre el beneficio introducido debido a la
compensación del retardo del esquema de control basado en el predictor y
la pérdida de prestaciones en términos de robustez explicada anteriormente,
para sistemas con retardos variables en la entrada. Dado que la mayor parte
de aplicaciones de control se implementan sobre sistemas digitales, el estudio
se centra en sistemas discretos.
4.3. Aspectos preliminares
Consideremos el siguiente sistema lineal discreto con retardos variables
en la entrada:
xk+1 = Axk +Buk−dk , k = 0, 1, . . . (4.1)
ul = ϕu(l), −dM ≤ l < 0
donde ϕu(l) es una función que representa las condiciones iniciales de las
acciones de control pasadas u−dM , . . . , u−1 y A ∈ ℜm×m, B ∈ ℜm×n son las
matrices del modelo de planta nominal.
Esta clase de modelos describen t́ıpicamente el comportamiento de ciertos
procesos f́ısicos en los que existe transporte de masas o de enerǵıa a través de
tubeŕıas, tales como reactores industriales o válvulas. El retardo, por tanto,
dependeŕıa en cierta medida de la distancia a cubrir y de la velocidad de
transferencia del fluido. Esta última podŕıa variar aleatoriamente, por lo que
el retardo inducido también.
Por tanto, en la formulación del problema el retardo se asume variable
con el tiempo dk > 0 en modo aleatorio y no medible, tal que dm ≤ dk ≤ dM .
Las cotas mı́nima y máxima (dm y dM , respectivamente) son conocidas.
Con el fin de simplificar los desarrollos posteriores se asume que ϕu(l) =
0. Los valores iniciales de las acciones de control están disponibles en el
controlador y por tanto pueden establecerse arbitrariamente en fase de diseño.
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Además, ya que el sistema en bucle cerrado es un sistema LTI, las condiciones
iniciales no influyen en la estabilidad.
4.3.1. Realimentación estática del estado
Con la ley de control por realimentación estática del estado
uk = Kxk (4.2)
donde K ∈ ℜn×m es la matriz de ganancia del controlador, la realización en
bucle cerrado es
xk+1 = Axk +BKxk−dk (4.3)
Obsérvese que la expresión en bucle cerrado se convierte en un sistema
con retardo en el estado. En la literatura existe una amplia contribución
en el análisis y diseño de controladores de este tipo, dada su sencillez en la
implementación. Concretamente, los sistemas discretos con retardos se han
analizado mediante LMI a partir de los criterios derivados del Teorema de
Lyapunov generados a partir de funcionales de Lyapunov-Krasovskii en [34,
135].
No obstante, el principal problema de este tipo de controlador es el grado
de conservadurismo introducido por los siguientes motivos:
El controlador estático definido en (4.2) sólo considera información parcial
del estado. Cabe pensar que si se incorpora más información en la ley
de control (estados anteriores a x(k)), se puede mejorar la calidad de la
respuesta.
Los funcionales de Lyapunov-Krasovskii no representan con total general-
idad la clase de funciones de Lyapunov requeridas [64]. Recordemos que
los funcionales de Lyapunov-Krasovskii son una versión simplificada de la
forma cuadrática genérica generada a partir del modelo aumentado con
el vector de estados actuales y pasados, que a cambio de independizar el
tamaño de la LMI del valor del retardo, introduce un grado de conser-
vadurismo.
4.3.2. Controlador basado en predictor
Como alternativa al controlador anterior, considérese la siguiente ley de
control:
uk = Kx̄k+h (4.4)
donde x̄k+h es la predicción futura del estado h periodos de muestreo
hacia delante. El parámetro h es un parámetro de diseño y debe ser un valor
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entero positivo, en principio lo más cercano posible al valor real del retardo.
[41, 81]. Nótese que para el caso particular de retardo constante d, si h = d,
se elimina el retardo de la ecuación caracteŕıstica en bucle cerrado [38].
En concreto, se tiene a partir del modelo discreto del sistema, que xk+1 =
Axk + Buk−h. Por tanto, xk+2 = A
2xk + ABuk−h + Buk−h+1 y para xk+3
procediendo de forma análoga se puede obtener expresiones similares. Por
tanto, la predicción del estado x̄ en la ley de control de la Ecuación (4.4)






Obsérves que las acciones de control son anteriores al instante de cómputo
de la nueva acción de control: uk−h, . . . , uk−1, por tanto, esta fórmula es una
expresión causal
Para el caso de retardo constante dk = d, la expresión en bucle cerrado
del sistema es [38]:
xk+1 = (A+BK)xk +BKA
h (xk−d − xk−h) (4.6)
donde, si d = h, se elimina el retardo de la ecuación caracteŕıstica, tal y como
se puede deducir por la propia estructura de la ley de control.
4.3.3. Sensibilidad a incertidumbres en el predictor
Como se ha discutido en caṕıtulos anteriores la presencia de incertidum-
bres en el modelo puede afectar negativamente al comportamiento del sis-
tema hasta hacerlo inestable. Particularmente, en el caso del control basado
en predictor, es razonable suponer además que las incertidumbres de mode-
lado tienen un impacto mayor dado que éstos se acumulan en el cálculo de
la predicción del estado. Por tanto, cabe esperar que la degradación en la
respuesta debido a los errores de modelado en el sistema sea mayor conforme
el retardo considerado en el predictor h sea más grande.
Por tanto, en este caṕıtulo se plantea un doble objetivo: en primer lugar
extender las ideas de los trabajos anteriormente citados para analizar la esta-
bilidad robusta del controlador basado en predictor ante retardos variables,
y en segundo lugar, mostrar que en ciertos casos el uso del predictor mejorar
la robustez con respecto al esquema de control basado en la realimentación
estática.
4.4. Formulación del Problema
Considérese el sistema LTI de la Ecuación (4.1) con incertidumbres nor-
madas:
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xk+1 = (A+∆Ak)xk + (B +∆Bk)uk−dk (4.7)
ul = ϕu(l), −dM ≤ l < 0
Las incertidumbres del sistema ∆Ak ,∆Bk verifican por tanto:
[∆Ak ,∆Bk ] = ᾱG∆k[Ha,Hb] (4.8)
∆k
T∆k ≤ I
donde G,Ha,Hb son matrices conocidas de dimensiones apropiadas.
El objetivo de las siguientes secciones es desarrollar un conjunto de LMI
que permitan cuantificar y comparar la relación de compromiso entre ro-
bustez frente a incertidumbres en el modelo y frente a incertidumbres en el
retardo, para ambos esquemas de control: realimentación estática del esta-
do y predictor. En este contexto, ᾱ es el parámetro que define el tamaño
de las incertidumbres y por tanto el que se utilizará de baremo a efectos
comparativos entre ambos esquemas.
4.5. Resultados Principales
4.5.1. Modelo en bucle cerrado
Uno de los primeros pasos a seguir consiste en obtener un modelo en bucle
cerrado con la ley de control basado en predictor. Puesto que el análisis se
realiza en el dominio del tiempo el modelo en bucle cerrado se obtiene en rep-
resentación interna del estado. Además, el modelo incluye las incertidumbres
normadas anteriormente definidas.
Lema 4.5.1 Si la matriz A es invertible1, la realización del modelo en bucle
cerrado (4.7) con la ley de control (4.4) se puede expresar como:









Bh = −Ah(I +∆AkA−1)BK
Bi = −Ah(∆AkA−h+i−1)BK i = 1, . . . , h− 1
donde el nuevo estado definido zk es la predicción del estado h periodos
de muestreo hacia delante: xk+h, i.e., zk = x̄k+h.
1 Nótese que la discretización de un sistema cont́ınuo con cierta matriz Ac, la
matriz del sistema discreto a periodo T equivalente A = eAcT es siempre regular.
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Demostración:












Sustituyendo xk+1 a partir del modelo del sistema (4.1) se obtiene:
zk+1 = A





A partir de (4.10) el estado xk se puede obtener en función del nuevo






Sustituyendo el estado xk en la ecuación (4.12) y realizando las opera-
ciones algebraicas pertinentes se obtiene:
zk+1 = (A+A
h∆AkA
−h)zk +Buk − (4.14)






Finalmente, teniendo en cuenta la ley de control uk = Kzk se completa la
prueba.
4.5.2. Análisis de Robustez
Una vez en disposición del modelo en bucle cerrado en representación
de espacio de estados, se establece un conjunto de restricciones LMI cuya
verificación garantiza la estabilidad del sistema en bucle cerrado con la ley de
control basada en predictor. La estabilidad se garantiza para cualquier posible
patrón aleatorio de variación del retardo o de as incertidumbres normadas en
el modelo, siempre que estén dentro de las cotas definidas.
Con el fin de simplificar la notación, se introduce el término δ = dM −
dm + 1. También, di = dm + i− 1 para todo i ∈ {1, . . . , δ}.
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Teorema 4.5.1 El sistema en bucle cerrado descrito en (4.9) es asintótica-
mente estable para un cierto valor de K y h si existe δ matrices P̄i y δ
2
escalares ϵij > 0 para todo i,∈ {1, . . . , δ} y j ∈ {1, . . . , δ} tal que se cumplan
las siguientes desigualdades:
P̄i > 0 ∀i ∈ {1, . . . , δ} (4.15)
y, para todo i, j ∈ {1, . . . , δ} × {1, . . . , δ}P̄i + ϵijH̄(di)T H̄(di) (∗) (∗)P̄jĀ(di) −P̄j (∗)
0 ḠT P̄j −ρϵijI




A+BK Γ1(di) Γ2(di) · · · · · · ΓdM (di)
I 0 0 · · · · · · 0
0 I 0 · · · · · · 0
· · · · · · · · · · · · · · ·
0 0 0 · · · I 0

siendo
Γl(di) = γ(di, l)A
hBK − γ(h, l)AhBK (4.17)
para todo 1 ≤ l ≤ dM y
Ḡ =
(







−HaA−hBK + γ(di, 1)HbK
−HaA−h+1BK + γ(di, 2)HbK
· · ·







donde la función escalar γ(x, y) se define aqúı como:
γ(x, y) = 1, if x = y
γ(x, y) = 0, if x ̸= y
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Además, es posible obtener una cota superior para las incertidumbres nor-
madas ᾱ definidas en (4.8) resolviendo el siguiente problema convexo de op-
timización sobre la siguiente función objetivo en la variable ρ:
minimizar ρ sujeto a las LMI (4.15), (4.16)
En caso de encontrar una solución factible, el resultado anterior permite
probar la estabilidad dentro de la región de incertidumbre definido por el





Considérese el siguiente funcional parameter-dependent cuadrático con-










Las matrices P p,rdk se definen de modo que el funcional de Lyapunov can-
didato (4.20) sea siempre positivo definido, Vk > 0. A saber:









i · · · P
1,dM
i
· · · · · · · · · · · ·
P dM ,0i P
dM ,1




para cada valor de i ∈ {1, δ}. Sn pérdida de generalidad se considera que





De este modo, (4.20) puede expresarse como
V (k, dk) = Φ
T
k P̄dkΦk (4.21)
donde Φk es el vector de estados aumentado Φk = [xk, · · · , xk−dM ].
Tras realizar las operaciones algebraicas oportunas el modelo den bucle
cerrado de la ecuación (4.9) con Φk se puede expresar como
Φk+1 = [Ā(dk) + Ḡ∆kH̄(dk)]Φk (4.22)
donde Ā(dk), Ḡ y H̄(dk) se definen en(4.17), (4.18) y (4.19), respectivamente.
Teniendo en cuenta que el funcional de Laypunov candidato debe verificar
la conocida condición V (dk+1, k + 1)− V (dk, k) < 0 y obteniendo el comple-
mento de Schur es relativamente sencillo obtener las condiciones LMI para
cada valor di = dk y dj = dk+1:(
−P̄i (∗)
P̄j [Ā(di) + ᾱḠ∆kH̄(di)] −P̄j
)
< 0 (4.23)
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esta última expresión puede reescribirse como:
























Aplicando el lema 8.3.3, se demuestra que la desigualdad (4.24) se cumple
para todo valor dk que satisfaga además ∆
T
k∆k ≤ I si y solo si existen un
escalar ϵij > 0 tal que:





u (dj) + ϵijH̄
T
u (di)H̄u(di) < 0 (4.28)
Sustituyendo (4.25), (4.26) y (4.27) en(4.28) se obtiene las siguientes
LMI’s: (
−P̄i + ϵijH̄T (di)H̄(di) (∗)





Aplicando nuevamente el complemento de Schur, la desigualdad anterior
se puede poner como:P̄i + (ϵij)H̄T (di)H̄(di) (∗) (∗)P̄jĀ(di) −P̄j (∗)
0 ḠT P̄j −(ϵij)ᾱ−2I
 < 0 (4.30)
Nótese que haciendo ϵij = ϵ el teorema anterior 6.4.1 se puede formular
como problema LMI sin más que realizar el cambio de variable P ′ = P/ϵ.
Por otro lado, la complejidad del problema de análisis planteado es pro-
porcional al valor del retardo. Este problema se puede solventar proponiendo
un funcional de Lyapunov candidato de menor generalidad con una forma es-
pećıfica (Lyapunov-Krasovskii) tal que elimine la dependencia de los estados
retardados intermedios, y cuya forma genérica puede expresarse en función










donde q es el parámetro de ajuste de compromiso entre conservadurismo y
complejidad computacional, que convierte la matriz (4.21) de una matriz
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completa (q = dM ) en una matriz diagonal por bandas (q = 0). De hecho, en
sentido amplio, gran parte de los funcionales discretos Lyapunov-Krasovskii
propuestos en la literatura para generar condiciones LMI para sistemas dis-
cretos con retardos elevados pueden considerarse como un caso particular del
funcional genérico expuesto anteriormente.
El siguiente resultado, obtenido a partir de pequeñas modificaciones sobre
[34, lema 2] se utiliza para comparar en los ejemplos numéricos:
Lema 4.5.2 El sistema en bucle cerrado (4.3) es globalmente asintótica-
mente estable si existen matrices P,Q,R,Z1 > 0, un escalar ρ > 0 y ciertas
matrices M,N,S,W de dimensiones adecuadas que satisfacen el siguiente
problema de optimización convexa:
minimizar ρ sujeto a:

−P 0 ϕ4 0
√
dMG 0
(∗) −P ϕ3 0 G 0
(∗) (∗) ϕ1 + Ψ2 + ΨT2 Ψ4 0 ϕ2
(∗) (∗) (∗) Ψ5 0 0
(∗) (∗) (∗) (∗) −ρI 0
(∗) (∗) (∗) (∗) (∗) −I
 < 0 (4.31)
Ψ2 =
(












Ψ5 = diag(−Z1,−Z1,−P + Z1)
ϕ1 =

















Además, la ganancia del controlador estático robusto subóptimo se obtiene
a partir de las variables de decisión del problema como K = WP−1. Este
controlador garantiza la estabilidad robusta del modelo incierto cuyas matri-
ces ∆Ak y ∆Bk satisfacen el modelo de incertidumbres normadas (Ecuación
(4.8)) con ᾱ =
√
1/ρ. Por esta razón interesa minimizar el parámetro ρ.
Demostración: Este resultado se prueba fácilmente mediante el cambio
de variable P = Z1 + Z2 sobr el Teorema 2 [34], y posteriormente aplicando
una transformación congruente pre y post multiplicando a ambos lados de la
4.6 Ejemplo numérico 75
desigualdad matricial por la matriz diag(P−1, P−1, P−1, P−1, P−1, P−1, P−1
, P−1, I, I). Nótese que la matriz P en (4.31)–(4.32) representa la inversa de
la matriz P definida en [34].
Existen resultados más recientes en la literatura (por ejemplo, [135]) que
mejoran [34] en análisis de estabilidad. También en [47], teniendo en cuen-
ta incertidumbres en el modelo. Sin embargo, [135] resuelve el problema de
diseño no convexo como BMI mediante CCL [26] y el segundo [47] no mejora
con respecto [34] cuando se adapta el problema de análisis de estabilidad
para poder abordar el diseño como LMI, de forma análoga a como se procede
en la obtención del Lema 4.5.2. En este caṕıtulo, se considera únicamente
resultados basados en LMI.
4.6. Ejemplo numérico
Considérese el siguiente sistema lineal inestable:
xk+1 = (A+∆Ak)xk + (B +∆Bk)uk−dk (4.32)






















,Hb = 1 (4.34)
En este ejemplo se procede a comparar la tolerancia respecto a las in-
certidumbres de modelado bajo las dos siguientes estrategias de diseño de
controladores robustos subóptimos:
Realimentación estática del estado: La ganancia K que se diseña mediante
4.5.2, teniendo en cuenta las cotas de retardo: dm y dM .
Controlador dinámico basado en predictor escogiendo el valor de h = dm.
La ganancia del controladorK se diseña aplicando el mismo resultado 4.5.2
pero sustituyendo los valores dm y dM con los nuevos valores d
′
m = 0 y
d′M = dM − dm, respectivamente.
En la Figura 4.1 se compara la tolerancia respecto a incertidumbres de
modelado obtenido en ambos casos con el parámetro ᾱ. En la leyenda, la
ĺınea que representa el valor de ᾱ obtenido con el diseño propuesto se etiqueta
como pred mientras que la ĺınea que representa ᾱ obtenida con realimentación
estática del estado se etiqueta como no pred, respectivamente.
La cota mı́mina de retardo dm se representa en el eje de abcisas en ca-
da caso. La ĺınea de color cyan representa el tamaño de las incertidumbres
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toleradas para el caso de retardo constante dm = dM . Las otras dos ĺıneas
representan el caso con retardo variable: (a) la ĺınea roja representa el caso
con rango de variación dM = dm + 1, y (b) la ĺınea azul representa el caso
dM = dm+3. En el caso de ausencia de valor ᾱ, significa que no se ha podido
probar la estabilidad para este retardo.
4.6.1. Resultados de Simulación
La estrategia de análisis y diseño propuestas son condiciones suficientes,
de modo que es muy probable que exista un cierto grado de conservadurismo
en los resultados obtenidos. Por tanto, con la finalidad de corroborar la am-
pliación del márgen de robustez sobre el ejemplo propuesto se presenta los
siguientes resultados de simulación:
La simulación se ha realizado considerando retardo variable en la entra-
da tal que 4 ≤ dk ≤ 5 (dm = 4 y dM = 5, respectivamente) y un valor
de incertidumbre en el modelo constante según las ecuaciones (4.8) toman-
do ∆k = −0,5 La comparación de las respuestas temporales del estado del
proceso se representan en las Figuras 4.2 y 4.3 para los estados x1 y x2,
respectivamente. La leyenda es:
Sin predictor (trazo a puntos). El controlador por realimentación de estado
ha sido diseñado para maximizar ᾱ mediante el lema 4.5.2 con dm = 4,
dM = 5 obteniendo la ganancia de controlador K = [−0,0419, 0,0147] y un
márgen de tolerancia a errores de modelado ᾱ = 0,442.
Con predictor (trazo cont́ınuo). La ganancia K ha sido diseñado con el
criterio propuesto tomando el valor de h coincidente con el retardo mı́nimo
dm (h = 4) obteniendo la ganancia de controlador K = [−0,1504,−0,0448]
y un márgen de tolerancia a errores de modelado ᾱ = 0,952.
La Figura 4.1 demuestra, por tanto, que el esquema de control basado en
predictor diseñado con la metodoloǵıa propuesta puede mejorar la respuesta
ante presencia de errores en el modelado y retardos variables en la entrada
con respecto al esquema de control basado en realimentación estática del
estado, incrementando además el intervalo de retardo tolerado.
4.7. Conclusiones
En este caṕıtulo se ha analizado la robustez de sistemas discretos con
retardos variables en la entrada obtenida a partir de controladores basados
en predictor comparando con respecto al controlador estático. Para reducir
en la medida de lo posible el grado de conservadurismo inherente a las condi-
ciones de análisis de estabilidad basados en LMI, se ha propuesto una función
de Lyapunov cuadrática genérica construida a partir del modelo del sistema
aumentado equivalente sin retardo. Para retardos elevados se puede utilizar
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Figura 4.1. Márgen de robustez ᾱ obtenida mediante el controlador basado en
predictor versus controlador estático diseñado mediante 4.5.2.














Figura 4.2. Comparación de la respuesta del estado x1 obtenida con el controlador
predictor versus realimentación estática del estado mediante lema 4.5.2.
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Figura 4.3. Comparación de la respuesta del estado x2 obtenida con el controlador
predictor versus realimentación estática del estado mediante lema 4.5.2.
funcionales de Lyapunov-Krasovskii, aunque a costa de mayor conservaduris-
mo en los resultados obtenidos.
Se ha ilustrado mediante un ejemplo numérico que es posible mejorar la
robustez frente a incertidumbres de modelado gracias al uso del esquema de
control basado en predictor en presencia de retardos variables frente al diseño
de un control subóptimo basado en realimentación estática del estado com-
parando con otros resultados en la literatura aplicados en sistemas discretos
con retardos variables.
5 Análisis de estabilidad y robustez de
controladores basados en Predictor sobre
sistemas LTI con retardos variables en la salida
5.1. Resumen/Motivación
Este caṕıtulo se corresponde en parte con el contenido del art́ıculo pub-
licado en el congreso IFAC 2010 (Praga), y en parte con el contenido de la
revista Control Engineering Practice,(año 2011). En este último trabajo se
extiende y se mejora los resultados respecto al primero. Los resultados exper-
imentales publicados en esta revista, aśı como los resultados obtenidos por
simulación de la plataforma experimental, se han desglosado en el caṕıtulo 7
El objetivo de este caṕıtulo es analizar la estabilidad y la robustez frente
a incertidumbres de modelado del controlador discreto basado en predictor
sobre sistemas con retardos variables en la salida. En primer lugar, se de-
muestra que simplemente el uso del predictor permite aumentar el intervalo
de retardo variable dentro del cual el sistema permanece estable con respecto
al controlador estático, para un mismo valor de la ganancia del controlador.
En segundo lugar se demuestra, análogamente al caṕıtulo anterior para retar-
dos variables en la entrada, este esquema de control puede mejorar la robustez
frente a incertidumbres en el modelo.
5.2. Introducción
El diseño de cualquier sistema de control el comportamiento del proceso
impone algunas limitaciones en las prestaciones obtenidas [111]. En particu-
lar, es el caso de los sistemas con retardos temporales [93, 95, 65]. El Predictor
de Smith (SP) [114] y la Técncia de Asignación Finita de Espectro (FSA)
[83] pueden considerarse como los métodos de control para procesos lineales
con retardos en la entrada o en la salida [105]. Un análisis detallado de estos
métodos y sus modificaciones revelan que todos ellos utilizan, de un modo
impĺıcito o expĺıcito, la predicción del estado, con el fin de contrarrestar el
efecto del retardo y por ende obtener la respuesta deseada. La caracteŕıstica
más destacada del controlador basado en predictor es que, en ausencia de
incertidumbres en el modelo y para retardo constante y conocido, el compor-
tamiento en bucle cerrado es similar al sistema equivalente libre de retardo
[134], [94], [48].
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El Predictor de Smith (SP), si el proceso es inestable, el sistema en lazo
cerrado será internamente estable [97]. La técnica de Asignación Finita de
Espectro (FSA) permite soslayar esta limitación. En [97] se sugiere cómo
implementar la ley de control usando la conocida forma integral (presencia
de un retardo distribuido dentro de la acción de control FSA). Sin embargo,
la implementación de la ley de control FSA en sistemas digitales puede llevar
el sistema a la inestabilidad [87].
Hoy en d́ıa, prácticamente la totalidad de las aplicaciones de control se
implementan por computador [4]. Por tanto, resulta muy interesante analizar
el efecto del retardo en sistemas discretos. Por otro lado, es bien conocido el
hecho de que los sistemas discretos con retardos se pueden modelar a partir de
sistemas discretos sin retardos definiendo el vector de estados aumentado. Sin
embargo, en muchos casos, tales retardos son demasiado grandes y variables
[134, 98], de modo que el sistema aumentado es demasiado complejo para ser
abordado. Por tanto, esta técnica puede resultar no válida para su estudio
[34]. Estas consideraciones motivan el estudio de los sistemas discretos con
retardos variables [139, 9]. En la literatura, diferentes estrategias de análisis
se han propuesto con el controlador por realimentación estática del estado
[25, 47, 85, 45] o controladores dinámicos [80, 56].
En [81] se verifica que el controlador basado en predictor, generado a par-
tir del modelo discreto del proceso, consigue estabilizar el sistema cont́ınuo
equivalente para retardos variables. No obstante, la prueba de estabilidad
robusta sólamente es válida para retardos variables cuyo valor no excede de
un periodo de muestreo, en principio. Posteriormente, en [38], el resultado
anterior se extiende para retardos mayores que un periodo de muestreo, pero
cuya variación no excede del valor del periodo. Más recientemente, en [39],
se ampĺıa los resultados anteriores para retardos variables sin restricción re-
specto al periodo. Sin embargo, las condiciones LMI de análisis desarrolladas
siguen siendo demasiado conservadoras.
Por tanto, el objetivo de este caṕıtulo es analizar la estabilidad y la ro-
bustez de un controlador basado en predictor, aportando un resultado de
análisis de estabilidad y robustez menos conservador que [39]. La idea es
aplicar dicho resultado sobre un proceso inestable con retardos variables en
la salida, de modo que sólamente se conoce a priori las cotas mı́nima y máxima
del retardo. Hasta el conocimiento del autor, no existen resultados similares
en la literatura para controladores basados en predictor.
5.3. Aspectos preliminares
Consideremos el sistema cont́ınuo en representación de espacio de estados:
ẋ(t) = Acx(t) +Bcu(t) (5.1a)
x(t) = 0, t ≤ 0
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Figura 5.1. Bucle de control con retardo en la medida
Tal y como se muestra en la Figura 5.1, el estado interno de la planta
x(t) es completamente medible, pero existe un retardo variable, desconocido
y aleatorio en el canal de medida τ(t) (entre el sensor y el controlador), de
modo que:
x̃(t) = x(t− τ(t)) (5.2)
Consideremos el siguiente sistema lineal discreto:
xk+1 = Axk +Buk (5.3)
xk = 0, k ≤ 0
donde A ∈ ℜm×m, B ∈ ℜm×n son las matrices del modelo de planta
nominal.
Supongamos una ley de control estática:
uk = −Kxk (5.4)
donde K ∈ ℜm×n es la ganancia del controlador, la cual se asume que ha
sido previamente diseñada para estabilizar el sistema 5.3. Es decir, A−BK
es una matriz Hurwitz.
Sin embargo, si se tiene en cuenta la presencia de un retardo variable
dk en el canal de salida (entre el sensor y el controlador), la ley de control
anterior incluyendo el retardo se puede expresar como:
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uk = −Kx̃k = −Kxk−dk (5.5)
Debido a la presencia del retardo, la estabilidad del sistema en bucle cer-
rado (5.3)-(5.5) no se puede garantizar, a menos que se haga uso de resultados
de análisis de estabilidad y robustez para sistemas con retardos variables ex-
istentes en la literatura. Tales resultados, a partir de una cierta ganancia de
controlador estático K, permiten calcular el intervalo de retardo {dm, dM}
dentro del cual el sistema siga siendo estable para esa K.
Considérese la ley de control con predictor de la Ecuación (4.4) donde








donde xk−dk es la medida del estado realizada en el controlador. El retardo
de salida dk es variable y aleatorio tal que (dm ≤ dk ≤ dM ).
5.3.1. Modelo en bucle cerrado
De forma análoga a la sección 4.5.1, se obtiene la ecuación de la dinámica
del sistema en bucle cerrado para retardo en la salida con el esquema de
control basado en predictor.
Lema 5.3.1 El sistema en bucle cerrado obtenido a partir de las Ecuaciones
(5.3), (4.4) y (5.6) puede expresarse a partir del siguiente modelo:
xk+1 = (A−BK)xk −BKAhxk−dk +BKAhxk−h (5.7)
Demostración: Teniendo en cuenta las Ecuaciones (4.4) y (5.3), y
considerando la Ecuación (5.6) se obtiene:
xk+1 = Axk −BKAhxk−dk −BKΣh,k (5.8)
donde Σh,k se define en (5.6).
Por otro lado, aplicando recursivamente la Ecuación del modelo del sis-
tema (5.3) durante h iteraciones, se obtiene:
xk = A
hxk−h +Σh,k (5.9)
Se puede observar que el término Σh,k se puede eliminar a partir de (5.9)
y (5.8), obteniéndose en consecuencia (5.7) y completando aśı la prueba.
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5.4. Análisis de estabilidad
Esta sección presenta dos condiciones suficientes que permiten probar la
estabilidad del sistema en bucle cerrado con predictor ((5.7)).
Con el fin de simplificar la notación, se define A0 = (A − BK) y A1 =
BKAh. De este modo, la Ecuación en bucle cerrado (5.7) se reescribe como:
xk+1 = A0xk +A1xk−h −A1xk−dk (5.10)
Teorema 5.4.1 El sistema (5.10) es globalmente estable si existen ciertas
matrices P , Q1, Q2, Z1 and Z2 > 0, y X1, X2, Y1, Y2 que satisfacen las
siguientes LMI:
Γ −Y1 −Y2 AT0 P dM (A0 − I)TZ1 h(A0 − I)TZ2
∗ −Q1 0 AT1 P dMAT1 Z1 hAT1 Z2
∗ ∗ −Q2 −AT1 P −dMAT1 Z1 −hAT1 Z2
∗ ∗ ∗ −P 0 0
∗ ∗ ∗ ∗ −dMZ1 0
∗ ∗ ∗ ∗ ∗ −hZ2
 < 0










Si se verifican las LMI anteriores el sistema (5.10) es asintóticamente estable
para cualquier retardo dk que satisfaga dm ≤ dk ≤ dM .
Demostración: Denótese
νj = xj − xj−1
Los estados retardados pueden expresarse respectivamente como:








De este modo, la expresión del sistema en bucle cerrado de la Ecuación (5.10)
puede expresarse del siguiente modo:







Siguiendo un procedimiento análogo a [38]-[34], se propone la siguiente
función candidata de Lyapunov-Krasovskii:
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Nótese la inclusión de los términos adicionales V2 y V4, los cuales aportan
información en la función candidata del parámetro h y del retardo variable
dk. De este modo, el sistema (5.10) o (5.7) será asintóticamente estable si:
∆V (k) = ∆V1(k) +∆V2(k) +∆V3(k) +∆V4(k) < 0
Tras realizar las oportunas manipulaciones algebraicas se obtiene:
∆V = ∆V1 +∆V2 +∆V3 +∆V4 ≤ λT (k)Ωλ(k) (5.14)
donde
Ω =





0 PA0 + Γ + dM (A0 − I)TZ1(A0 − I) + h(A0 − I)TZ2(A0 − I)
Ψ12 = −Y1 − dM (A0 − I)TZ1A1 −AT0 PA1
Ψ13 = −Y2 + h(A0 − I)TZ2A1 +AT0 PA1
Ψ22 = A
T
1 PA1 −Q1dMAT1 Z1A1 + hAT1 Z2A1
Ψ23 = −AT1 PA1 − dMAT1 Z1A1 − hAT1 Z2A1




x(k) x(k − dk) x(k − h)
)
Nuevamente, tras las manipulaciones algebraicas oportunas y aplicando
el Complemento de Schur [10], se obtienen las LMI’s del Teorema 5.4.1.
El siguiente teorema, obtenido a partir de [47], evita la aplicación del
Cross-product lemma, y por tanto es menos conservador:
Teorema 5.4.2 El sistema (5.10) es globalmente estable si existen ciertas
matrices P,Z1, Z2 > 0; Q,Qm, QM , Qh, ZM ≥ 0 y S1, S2, T1, T2 que satis-
facen las siguientes LMI:



















0 TT1 0 T
T
2 0 0 0
)T
.
La matriz simétrica Γ se define como:
Γ =

Γ1 0 Γ2 0 Γ3 Γ4 Γ5
(∗) Γ6 Γ7 Γ8 0 Γ9 Γ10
(∗) (∗) Γ11 0 Z1 0 0
(∗) (∗) (∗) Γ12 0 0 0
(∗) (∗) (∗) (∗) Γ13 Γ14 Γ15
(∗) (∗) (∗) (∗) (∗) −P 0




Γ1 = −P + (δ + 1)Q+QM +Qm +Qh − Z2
Γ2 =
{
0 h ≤ dm
Z2 h > dm
Γ3 =
{
Z2 h ≤ dm




Γ5 = (A0 − I)TZ
Γ6 = −Q+ T1 + TT1 − S1 − ST1
Γ7 = S1 − ST2
Γ8 = −T1 + TT2
Γ9 = −AT1 P
Γ10 = −AT1 Z
Γ11 = −Qm + S2 + ST2 − Z1 +
{
0 h ≤ dm
−Z2 h > dm
Γ12 = −QM − T2 − TT2
Γ13 = −Qh − Z1 +
{
−Z2 h ≤ dm







Z = ρ21Z2 + (dm − h)2Z1 + δZM
ρ1 = min(dm, h)
Nótese que δ = dM − dm es un parámetro de análisis.
Demostración: A partir de un razonamiento análogo a [47] y [39], se
propone el siguiente funcional de Lyapunov-Krasovskii candidato:
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ν(k) = x(k + 1)− x(k)
ρ1 = min(dm, h)
ρ2 = max(dm, h)
El sistema 5.10 es estable si se verifica ∆V (k) = V (k + 1)− V (k) < 0:
∆V1(k) = x
T
k+1Pxk+1 − xTk Pxk
= [A0xk +A1xk−h −A1xk−dk ]TP [A0xk +A1xk−h −A1xk−dk ]− xTk Pxk
∆V2(k) = x
T









































Z = ρ21Z2 + (dm − h)2Z1 + δZM
δ = dM − dm
Aplicando la desigualdad de Tchebyschev (Lema 1 en [47]) se obtiene:























y por tanto el término ∆V5(k) se puede acotar del siguiente modo:
∆V5(k) ≤ νTk Zνk − [xk − xk−ρ1 ]TZ2[xk − xk−ρ1 ]−























mensiones apropiadas, se establecen las siguientes relaciones free-weighting :
0 = 2λTk S̃[xk−dm − xk−dk −
∑k−dm−1
i=k−dk νi] ≤








0 = 2λTk T̃ [xk−dk − xk−dM −
∑k−dk−1
i=k−dM νi] ≤








Teniendo en cuenta las relaciones free-weighting anteriores el término
∆V (k) se puede expresar como:






νTi ZMνi < 0 (5.18)
donde el estado aumentado se define como:
λTk =
(
xk xk−dk xk−dm xk−dM xk−h
)
y la matriz Ω es:
Ω =

Ω1 Ω2 Ω3 0 Ω4
(∗) Ω5 S1 − ST2 −T1 + TT2 Ω6
(∗) (∗) Ω7 0 Z1
(∗) (∗) (∗) Ω8 0
(∗) (∗) (∗) (∗) Ω9

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Ω1 = A
T
0 PA0+(A0− I)TZ(A0− I)−P +(δ+1)Q+QM +Qm+Qh−Z2
Ω2 = −AT0 PA1 − (A0 − I)TZA1
Ω3 =
{
0 h ≤ dm
Z1 h > dm
Ω4 = A
T
0 PA1 + (A0 − I)TZA1 +
{
Z2 h ≤ dm






Ω6 = −AT1 PA1 −AT1 ZA1
Ω7 = −Qm − Z1 +
{
0 h ≤ dm






1 ZA1 −Qh − Z1 +
{
−Z2 h ≤ dm
0 h > dm
Aplicando el complemento de Schur en P y Z, y realizando las manipu-
laciones algebraicas oportunas se obtiene la siguiente desigualdad matricial
que depende linealmente de dk:
Γ + (dk − dm)SZ−1M S
T + (dM − dk)TZ−1M T
T < 0
Teniendo en cuenta que la expresión anterior está parametrizada en dk en
modo af́ın, y que dk ∈ [dm, dm + 1, · · · , dM ], se prueba la equivalencia de la
desigualdad anterior con respecto a las LMI’s [47]:
Γ + δSZ−1M S
T < 0
Γ + δTZ−1M T
T < 0
Donde δ = dM − dm. Finalmente, aplicando nuevamente el complemento
de Schur sobre ZM en ambas desigualdades se completa la demostración.
La aplicación de los teoremas anteriores permiten ilustrar la ventaja del
uso del predictor respecto la tolerancia al intervalo de retardo dentro del
cual el sistema en lazo cerrado permanece estable. Los siguientes ejemplos
numéricos establecen resultados comparativos a tal efecto:
5.4.1. Análisis de Robustez
Análisis de Robustez cualitativo Este apartado prueba la existencia de
un área de incertidumbre no nula dentro de la cual, si el sistema en bucle
cerrado es estable, también lo será dentro de dicha área.
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Concretamente, se pretende analizar cualitativamente la robustez del sis-
tema en lazo cerrado frente a pequeñas variaciones en el periodo de muestreo.
Se define tk como el k-ésimo instante de muestreo de modo que:
Tk = tk+1 − tk + ζk
donde ζk representa una pequeña variación del instante de muestreo respecto
el periodo de reloj del sensor. La fluctuación ζk puede ser tanto positiva como
negativa pero siempre acotada en módulo:
|ζk| ≤ ζ̄ ≪ T
Siguiendo un procedimiento similar a [81], se expresa el sistema en bucle
cerrado (5.7) como:
xk+1 = (A−BK)xk −BKAhxk−h +BKAhxk−d + Γ
′
γk
siendo la acción de control:







son matrices cuyos elementos se encuentran acotados por ζ̄




convergen ambos a cero si la cota superior
de la incertidumbre ζ̄ converge a cero), y el vector de estados aumentado γk
contiene el estado actual y pasados, y las acciones de control pasadas:
γk = [xk, · · · , xk−h, · · · , xk−d, uk−d−1 · · · , uk−2d−1 ]
Con notación obvia, el sistema en lazo cerrado puede reescribirse como:
γk+1 = Āγk + Γ̃ γk (5.19)
Nótese a partir de (5.19) que si d = h los valores propios de la matriz Ā
coinciden con los n valores propios de (A − BK) más ((d + 1)(n +m) − n)
valores propios en el origen (nulos), debido a los retardos introducidos. De
este modo, se puede concluir que para cualquier matriz Q > 0, existe otra
matriz P > 0 que cumpla la siguiente ecuación de Lyapunov:
ĀTPĀ− P = −Q.
Incluso si se consideran incertidumbres de modelado, si Ac, Bc, y ζk son lo
suficientemente pequeños tal que se verifique la desigualdad:
−Q+ ∥2Γ̃TPĀ+ Γ̃TPΓ̃∥ < −ηQ
para cierto escalar η > 0, el sistema en bucle cerrado (5.19) permanece estable
dentro de la región de incertidumbre en torno al modelo nominal.
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Análisis de robustez cuantitativo En la sección anterior, se ha probado
que si el sistema ideal en bucle cerrado (en ausencia de incertidumbres en el
modelo, periodo de muestreo y retardo) es estable, existe un área de incer-
tidumbre dentro de la cual el sistema conserva la estabilidad. Sin embargo, la
prueba anterior no provee información acerca de la magnitud de dicha área de
incertidumbre. En otras palabras, no permite cuantificar la tolerancia frente
a las incertidumbres y por ende, evaluar si el sistema en bucle cerrado es
robusto en la práctica.
En esta sección, se plantea un método de análisis cuantitativo de la ro-
bustez del sistema en lazo cerrado, considerando la posibilidad de existencia
de incertidumbre en todos los parámetros del sistema.
Mediante un método de sobreaproximación (véase, por ejemplo [81, 20]),
se incluyen dentro del modelo discreto del sistema (añadiendo cierto grado de
conservadurismo), las incertidumbres en el periodo de muestreo, o variaciones
en el retardo menores que un periodo de muestreo. Finalmente, el modelo
discreto resultante, el cual puede incluir también las incertidumbres en el
modelo, se puede expresar como:
xk+1 = Axk +Buk +∆fk (5.20)

















donde G,HA,HB ,HB1 son ciertas matrices constantes de dimensiones
apropiadas, y ∆k es una matriz con entradas Lebesgue variables con el tiem-
po, tal que verifica ∆Tk∆k ≤ I, y el valor escalar γ > 0 determina el tamaño
del elipsoide de la región de incertidumbres.
A continuación se define un modelo en bucle cerrado formado por el sis-
tema (5.20) aumentado, y la ley de control definida en (4.4) con el predictor
(5.6). El sistema autónomo resultante, incluyendo los estados y las acciones
de control presente y pasadas, es:
x̄k+1 = Ācl(di)x̄k (5.22)
donde el vector de estados aumentado se define como:
x̄k =
(
xTk · · · xTk−d̄ u
T
k−1 · · · uTk−h
)T
(5.23)
d̄ = max(dM , h)
y la matriz de transición de estado Ācl(di), para cierto valor de retardo
instantáneo dk = di, es:
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A+BK0(di) BK1(di) · · · · · · BKd̄(di)
I 0 · · · · · · 0
0 I · · · · · · 0
· · · · · · · · · · · · · · ·




−BKB · · · −BKAh−1B
0 · · · 0
· · · · · · · · ·




K0(di) K1(di) · · · Kd̄(di)
0 0 · · · 0
· · · · · · · · · · · ·




−KB · · · −KAh−2B −KAh−1B
I · · · · · · 0
0 · · · · · · 0
· · · · · · · · · · · ·




















−KAh j = di
0 j ̸= di
Teorema 5.4.3 El sistema en bucle cerrado formado por (5.20) y el esquema
de control basado en predictor (4.4)-(5.6) es robustamente estable si existe
una matriz L̄ > 0 tal que las siguientes condiciones LMI se satisfagan para
todo di = dm, dm + 1, · · · , dM :−L̄+ H̄(di)T H̄(di) Ā(di)T L̄ 0(∗) −L̄ L̄Ḡ
(∗) (∗) −γ−2I
 < 0 (5.24)
Además, se puede obtener la máxima tolerancia a incertidumbres re-
solviendo el siguiente problema de optimización convexa: minimizar γ−2 su-
jeto a la LMI anterior.
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Demostración: Se propone el siguiente funcional de Lyapunov candida-
to V (k) = x̄Tk P̄ x̄k, P̄ > 0 donde el estado aumentado se define en la Ecuación
(5.22). La estabilidad en lazo cerrado se prueba a partir de la verificación de
las condiciones LMI para cada di = dm, dm + 1, · · · , dM .
−P̄ + Ācl(di)T P̄ Ācl(di) < 0 (5.25)





que puede expresarse del siguiente modo, teniendo en cuenta la descom-
posición de la matriz del sistema en base a la definición de las incertidumbres

























La desigualdad anterior se cumple para cierto escalar ϵ > 0, [129], apli-






















Aplicando nuevamente el complemento de Schur se obtiene:
−P̄ + ϵ−1H̄(di)T H̄(di) Ā(di)T P̄ 0(∗) −P̄ P̄ Ḡ
(∗) (∗) −γ−2ϵ−1I
 < 0 (5.29)
Pre y post multiplicando la desigualdad anterior por una matriz diagnal
por bloques de dimensiones apropiadas
√
ϵ ·diag(I, I, I) se obtiene:
−ϵP̄ + H̄(di)T H̄(di) ϵĀ(di)T P̄ 0(∗) −ϵP̄ ϵP̄ Ḡ
(∗) (∗) −γ−2I
 < 0 (5.30)
Finalmente, definiendo la matriz L̄ = ϵP̄ se obtiene la expresión LMI del
Teorema 5.4.3. Con esto la prueba queda completada.
5.5 Ejemplos numéricos 93
5.5. Ejemplos numéricos
5.5.1. Ejemplo 1
















es el vector de estados, supuesto accesible en su total-
idad (C = I). La ley de control estática propuesta, incluyendo el efecto del







En este ejemplo se asume, por ejemplo, un retardo mı́nimo dm = 3. La
idea es encontrar el máximo valor de retardo dM por debajo del cual pueda
probarse la estabilidad en bucle cerrado. En este caso, aplicando el Teorema
1 de [34], la estabilidad puede probarse para dM ≤ 7. Sin embargo, intro-
duciendo el esquema de control basado en predictor con h = 3, mediante la
aplicación del Teorema 5.4.1 la estabilidad del sistema en bucle cerrado se
prueba para dM ≤ 31.
A continuación, se muestran resultados de simulación en el que el retardo
de salida verifica 3 ≤ dk ≤ 31 (dm = 3, dM = 31).
Figura 5.2. Comparación de la respuesta nominal con la respuesta del sistema con
retardo para el estado x1
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Figura 5.3. Comparación de la respuesta nominal con la respuesta del sistema con
retardo para el estado x2
En las Figuras 5.2 y 5.3 se representa la dinámica de la respuesta de los
estados del proceso en lazo cerrado. Los valores iniciales del estado son re-
spectivamente x1(0) = 1 y x2(0) = 2. Se puede apreciar cómo la respuesta del
sistema con el controlador basado en predictor se asemeja más a la respuesta
nominal que la obtenida a partir del controlador estático.
5.5.2. Ejemplo 2 (Péndulo Invertido)
Considérese el siguiente sistema autónomo:
xk+1 = Axk +Adxk−dk (5.31)
La estabilidad del sistema respecto al intervalo de retardo dk ∈ {dm, dM}
ha sido ampliamente estudiado en la literatura (véase por ejemplo las refer-
encias [34, 47, 85]).
El sistema anterior es equivalente al sistema (5.3) en bucle cerrado con la
ley de control estática (5.5) con retardo en la medida, simplemente definiendo:
Ad = −BK (5.32)
Considérese el ejemplo académico del péndulo invertido (ver Ejemplo 3
en [34]). Con el fin de mostrar la influencia del retardo discreto (expresado
en múltiplos enteros del periodo de muestreo T ), se propone un periodo
T = 10ms en lugar de T = 30ms, tal y como se propone en los trabajos
citados anteriormente.
5.5 Ejemplos numéricos 95
El modelo discreto del péndulo invertido con T = 10ms con retenedor de













Los polos del sistema en bucle abierto son {1,0425, 0,9593}. En [34] se
propone una ley de control estática que estabiliza el sistema en bucle cerrado
cuya ganancia es:
K = −[102,9100 80,7916] (5.33)
de modo que los polos del sistema en bucle cerrado (A− BK) se establecen
en {0,9994, 0,8588}.
Se asume la presencia de un retardo variable dk en el canal de medida
(ver Figure 5.1). Al respecto se consideran las dos opciones siguientes:
1. Ley de control basada en la realimentación estática de la medida del
estado retardado (5.5), uk = −Kxk−dk .
2. Ley de control basada en la realimentación estática de la predicción del es-
tado h muestras hacia delante mediante la Ecuación (5.6): uk = −Kx̄k+h.
En ambos casos, en ausencia de retardo (dk = 0), la dinámica del sistema
se caracteriza por los polos originales en bucle cerrado. Sin embargo, para
un cierto dm, se pretende obtener la cota máxima de dM tal que el sistema
en bucle cerrado para ambos controladores permanezca estable. La idea, por
tanto, es maximizar el intervalo de retardo dentro del cual pueda probarse la
estabilidad del sistema bajo control. En el Cuadro 5.1 se comparan resultados
obtenidos con la ley de control estática según Teorema 1 de [47], Teorema 1
y 3 en [34], Teorema 1 en [85]1, y con la ley de control basada en predictor,
a partir del Teorema propuesto 5.4.2.
Cuadro 5.1. Obtención del máximo valor de dM para dm
ley de control dm
1 4 7 10
SSF Th.1 [47] 8 8 8 no factible
SSF Th.1 [34] 8 8 8 no factible
SSF Th.3 [34] 8 8 9 no factible
SSF Th.1 [85] 8 8 9 10
predictor Th.5.4.2 (h = dm) 8 10 13 15
predictor Th.5.4.2 (h = (dm + dM )/2) 5 8 10 13
predictor Th.5.4.2 (h = dM ) 4 7 9 12
En los resultados anteriores se ha establecido el parámetro del predictor
h = dm. Tal y como se puede ver en el cuadro anterior, el uso del predictor
1 Donde se ha utilizado la partición menos conservadora.
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permite alargar el intervalo de retardo, o incluso estabilizarlo. Por ejemplo,
para un dm = 10, con los resultados propuestos en la literatura explorada,
no es posible probar la estabilidad para retardo variable. En cambio, el uso
de la ley de control basada en predictor permite probar la estabilidad con
retardo variable hasta dM = 15.
5.6. Conclusiones
En este caṕıtulo se ha analizado la estabilidad y la robustez de sistemas
discretos con retardos variables en la salida obtenida a partir de controladores
basados en predictor comparando con respecto al controlador estático.
Se ha tomado el intervalo de retardo variable δ = dM−dm como parámetro
de análisis, de modo que para un cierto controlador, se ha demostrado que el
uso del predictor dentro del esquema de control incrementa el valor máximo
de δ dentro del cual el sistema en bucle cerrado es estable. La elección del
parámetro h se ha tomado dentro del intervalo h ∈ {dM , dm}, aunque el
establecimiento de un criterio formal de diseño sobre este parámetro es objeto
de estudio y no se ha abordado dentro de la presente tesis.
6 Diseño de controladores basados en
Predictor sobre sistemas LTI con retardos
variables en la entrada
6.1. Resumen/Motivación
Este caṕıtulo se corresponde con el contenido del art́ıculo publicado en la
Automatica (año 2011)
En este caṕıtulo se presenta un método de diseño de controladores basados
en predictor para estabilizar sistemas discretos con retardos variables en la
entrada. El método de diseño propuesto, basado en el algoritmo CCL [26], se
deriva a partir de un resultado de análisis de estabilidad mediante LMI para
este tipo de sistemas. Finalmente, se ilustra mediante ejemplos numéricos que
el uso del predictor en el bucle de control incrementa el intervalo de retardo
respecto al diseño.
6.2. Introducción
En el campo del diseño de controladores para sistemas discretos con re-
tardos es posible encontrar diferentes resultados en la literatura: a partir de
controladores por realimentación estática del estado [45] como controladores
basados en predictor (adaptación del FSA [83] a sistemas discretos). Los con-
troladores basados en predictor son un caso particular de sistemas dinámicos;
otras propuestas similares se pueden consultar en [54]. En la literatura, la es-
tabilidad para este tipo de sistemas se puede probar tanto a partir de LMI’s
derivadas de funcionales de Lyapunov-Krasovskii [45, 137] como de la apli-
cación del Teorema de la Pequeña Ganancia [76].
Respecto al estudio de la estabilidad de sistemas discretos con retar-
dos variables mediante controladores basados en predictor sólamente se
han encontrado resultados de análisis [81, 39], pero no de diseño. Hasta el
conocimiento del autor, la śıntesis con este tipo de controladores solamente se
ha llevado a cabo para el caso de retardo constante y conocido, donde una vez
compensado el retardo, el diseño se ha realizado sobre el sistema equivalente
libre de retardo.
El objetivo de este caṕıtulo, por tanto, es a grandes rasgos demostrar
que es posible adaptar alguno de los resultados propuestos en la literatura
para análisis de estabilidad sobre controladores basados en la realimentación
estática del estado para estabilizar sistemas con retardos variables mediante
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controladores basados en predictor. En particular, en este trabajo, el resul-
tado de análisis [47] ha sido utilizado para desarrollar el método de śınte-
sis propuesto. No obstante, siguiendo un razonamiento análogo, es posible
generar condiciones de diseño a partir de resultados similares de análisis de
la estabilidad propuestos en la literatura.
Debido a la naturaleza no convexa del problema de śıntesis del contro-
lador, algoritmo CCL [26] (ver apéndice 8) para diseñar el controlador basado
en predictor, para sistemas con retardos variables en la entrada.
Finalmente, mediante un ejemplo numérico, se demuestra que un contro-
lador basado en predictor puede incrementar el intervalo de retardo dentro del
cual el sistema permanece estable, respecto al diseño mediante CCL deriva-
do del mismo resultado de análisis de estabilidad con controlador estático, a
partir del cual se desarrolla el método de diseño propuesto.
6.3. Formulación del problema
Considérese el siguiente sistema discreto LTI con retardos variable en la
entrada:
xk+1 = Axk +Buk−dk (6.1)
x0 = ψ, uκ = ϕu(κ), −dM ≤ κ < 0
donde ψ representa la condición inicial del estado y ϕu(κ) representa las
condiciones iniciales de la entrada correspondiente a la acción de control
uk. Los parámetros A ∈ ℜn×n, B ∈ ℜn×m son las matrices del modelo de
proceso.
Por otro lado se asume que el retardo en la entrada dk > 0 no es medible
y que vaŕıa aleatoriamente dentro de un intervalo acotado dm ≤ dk ≤ dM .
En cambio, los valores del ĺımite inferior y superior del intervalo (dm y dM ,
respectivamente), son conocidos.
Control por realimentación estática del estado: Con la ley de control por
realimentación estática del estado uk = Kxk, las ecuaciones en bucle cerrado
son:
xk+1 = Axk +BKxk−dk (6.2)
El análisis de estabilidad y diseño para este tipo de sistemas ha sido ex-
plorado en el contexto de funcionales de Lyapunov-Krasovskii discretos [135].
Sin embargo, existe un conservadurismo inherente a este tipo de controladores
debido a: (a) x no puede considerarse como el vector de estados ya que es
necesario información histórica del estado para poder computar la predicción
futura del mismo y (b) los funcionales de Lyapunov-Krasovskii no represen-
tan con total generalidad toda la clase de funciones de Lyapunov existentes
y posiblemente requeridas [64].
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Control basado en predictor: Alternativamente, considérese la siguiente ley
de control, basada en predictor:
uk = Kx̄k+h (6.3)






y h es un parámetro definido por el usuario [41, 81].
6.4. Resultados principales
El siguiente lema propone una transformación del modelo original del sis-
tema en bucle cerrado que elimina la dependencia de los estados intermedios
(acciones de control pasadas), y que será de gran utilidad para la obtención
del resultado de diseño deseado:
Lema 6.4.1 Las ecuaciones en bucle cerrado del modelo (6.1) con la ley de
control (6.3) se puede expresar como:
zk+1 = (A+BK)zk +A
hBKzk−dk −AhBKzk−h (6.5)
donde zk es la predicción del estado ”h”periodos de muestreo hacia delante:
xk+h, i.e., zk = x̄k+h.
Demostración: Se define la variable de estado zk = x̄k+h a partir de






Sustituyendo xk+1 a partir de las ecuaciones del sistema (6.1), y añadiendo
y substrayendo los términos correspondientes a los ı́ndices j = 0 y j = h en
el lado derecho del sumatorio, se obtiene:
zk+1 = A





que puede expresarse como:
zk+1 = Azk +Buk −AhBuk−h +AhBuk−dk (6.7)
Finalmente, teniendo en cuenta que la ley de control (6.3) puede expresarse
como uk = Kzk, la prueba se completa.
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Nótese que en el caso de retardo constante y conocido, con dk = d = h,
se elimina el retardo de la ecuación caracteŕıstica.
El siguiente teorema proporciona una condición suficiente de análisis de
estabilidad aplicable sobre la expresión en bucle cerrado obtenida anterior-
mente (Ecuación (6.5))
Teorema 6.4.1 El sistema (6.5) es globalmente estable si existen matrices
P , L, Q, Qm, QM , Qh, Z, Z2, Z1, M > 0 y matrices S1, S2, T1, T2,K que


















0 TT1 0 T
T
2 0 0 0
)T
τ = dM − dm
Γ =

Γ1 0 Γ2 0 Γ3 Γ4 Γ5
(∗) Γ6 Γ7 Γ8 0 Γ9 Γ10
(∗) (∗) Γ11 0 Z1 0 0
(∗) (∗) (∗) Γ12 0 0 0
(∗) (∗) (∗) (∗) Γ13 −Γ9 −Γ10
(∗) (∗) (∗) (∗) (∗) −L 0
(∗) (∗) (∗) (∗) (∗) (∗) −M

Γ1 = −P + (τ + 1)Q+QM +Qm +Qh − Z2
Γ2 =
{
0 h ≤ dm
Z2 h > dm
, Γ3 =
{
Z2 h ≤ dm
0 h > dm
Γ4 = A
T
1 , Γ5 = (A1 − I)T ,
Γ6 = −Q+ T1 + TT1 − S1 − ST1
Γ7 = S1 − ST2 , Γ8 = −T1 + TT2 , Γ9 = BT1
Γ10 = B
T
1 , Γ12 = −QM − T2 − TT2
Γ11 = −Qm + S2 + ST2 − Z1 +
{
0 h ≤ dm
−Z2 h > dm
Γ13 = −Qh − Z1 +
{
−Z2 h ≤ dm
0 h > dm
A1 = A+BK, B1 = A
hBK




PL = I, ZM = I (6.9)
Demostración:
Aplicando un razonaminento análogo a [39, 47], se define la siguiente
funcion de Lyapunov-Krasovskii candidata:
V (k) = V1(k) + V2(k) + V3(k) + V4(k) + V5(k) (6.10)
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V1(k) = z







































donde ν(k) = z(k + 1)− z(k) y ρ .= máx(dm, h).
Entonces, el sistema en bucle cerrado (6.5) será asintóticamente estable
si la diferencia de retorno ∆V (k) = V (k + 1)− V (k) es negativa
En primer lugar se define el siguiente estado aumentado:
µT (k) =
(
z(k) z(k − dk) z(k − dm) z(k − dM ) z(k − h)
)T
y la matriz Θ =
(
A1 B1 0 0 −B1
)
, de modo que el sistema en bucle
cerrado (6.5) puede expresarse como zk+1 = Θµk. Utilizando la función de
Lyapunov-Krasovskii definida en (6.10), los incrementos de V1 a V5 pueden
expresarse respectivamente del siguiente modo:
∆V1(k) = µ
T (k)ΘTPΘµ(k)− zT (k)Pz(k)
∆V2(k) +∆V4(k) ≤
(1 + τ)[z(k)]TQ[z(k)]− zT (k − dk)Qz(k − dk)
∆V3(k) = z
T (k)(Qm +QM +Qh)z(k)− zT (k − dm)Qmz(k − dm)−
−zT (k − dM )QMz(k − dM )− zT (k − h)Qhz(k − h)
∆V5(k) = ν(k)
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Aplicando la desigualdad de Tchebyschev (Lema 1 [47]) y asumiendo que∑b






















∆V5(k) ≤ ν(k)TZν(k)− [z(k)− z(k − γ)]TZ2[z(k)− z(k − γ)]−





















de dimensiones apropiadas. Por otro lado se puede establecer las siguientes
relaciones free-weighting :
0 = 2µT (k)S0[z(k − dm)− z(k − dk)−
∑k−dm−1
i=k−dk ν(i)] ≤
≤ 2µT (k)S0[z(k − dm)− z(k − dk)] +




0 = 2µT (k)T0[z(k − dk)− z(k − dM )−
∑k−dk−1
i=k−dM ν(i)] ≤
≤ 2µT (k)T0[z(k − dk)− z(k − dM )] +




Nótese que si dk = dm o dk = dM ambas desigualdades se reducen a la
tautoloǵıa 0 ≤ 0.
Teniendo en cuenta las equivalencias anteriores, la diferencia de retorno
∆V (k) puede expresarse como:
∆V (k) ≤ µT (k)Ωµ(k) + (dk − dm)µT (k)S0Z−1M STµ(k) + (6.11)
+(dM − dk)µT (k)T0Z−1M TTµ(k) ≤ 0
Ω =

Ω1 Ω2 Ω3 0 Ω4
(∗) Ω5 S1 − ST2 −T1 + TT2 Ω6
(∗) (∗) Ω7 0 Z1
(∗) (∗) (∗) Ω8 0




1 PA1+(A1− I)TZ(A1− I)−P +(τ +1)Q+QM +Qm+Qh−Z2
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Ω2 = A
T
1 PB1 + (A1 − I)TZB1
Ω3 =
{
0 h ≤ dm
Z2 h > dm
, Ω8 = −QM − T2 − TT2
Ω4 = −AT1 PB1 − (A1 − I)TZB1 +
{
Z2 h ≤ dm





1 ZB1 −Q− S1 − ST1 + T1 + TT1
Ω6 = −BT1 PB1 −BT1 ZB1
Ω7 = −Qm − Z1 + S2 + ST2 +
{
0 h ≤ dm





1 ZB1 −Qh − Z1 +
{
−Z2 h ≤ dm
0 h > dm




Ω1 0 Ω3 0 Ω4
(∗) Ω5 S1 − ST2 −T1 + TT2 0
(∗) (∗) Ω7 0 Z1
(∗) (∗) (∗) Ω8 0








A1 − I B1 0 0 −B1
)
donde
Ω1 = −P + (τ + 1)Q+QM +Qm +Qh − Z2
Ω3 =
{
0 h ≤ dm
Z2 h > dm
, Ω8 = −QM − T2 − TT2
Ω4 =
{
Z2 h ≤ dm
0 h > dm
Ω5 = −Q− S1 − ST1 + T1 + TT1
Ω7 = −Qm − Z1 + S2 + ST2 +
{
0 h ≤ dm
−Z2 h > dm
Ω9 = −Qh − Z1 +
{
−Z2 h ≤ dm
0 h > dm
Aplicando dos veces el Complemento de Schur en la matriz Γ definida en
el Teorema 1, se obtiene:
Γ + (dk − dm)SZ−1M S
T + (dM − dk)TZ−1M T
T < 0 (6.12)
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Se puede observar que la expresión anterior está parametrizada de modo
af́ın respecto dk por tanto es suficiente con probar la desigualdad en los
vértices dk = dm y dk = dM [47]. Por tanto, basta con probar las LMI Γ +
(dM −dm)SZ−1M ST < 0 y Γ +(dM −dm)TZ
−1
M T
T < 0. Finalmente, aplicando
una vez más el Complemento de Schur sobre cada una de las desigualdades
anteriores, se obtiene el resultado deseado en (6.8).
Nótese que el teorema anterior no es convexo debido a las restricciones
PL = I, ZM = I. El problema de análisis de estabilidad, en cambio, puede
ser formulado mediante LMI tal y como se prueba en el siguiente corolario:
Corolario 6.4.1 Fijando el valor de K, El análisis de la estabilidad sobre el
esquema de control basado en predictor puede ser formulado como un prob-
lema LMI pre y post multiplicando las desigualdades matriciales (6.8) por
la matriz diag(I, P, Z, I) de modo que L y M en Γ se transforman en sus
respectivas inversas P y Z.
El siguiente corolario prueba la existencia de una solución factible para el
caso particular de retardo constante d = dm = dM con h = d. Este resultado
es de gran utilidad, tal y como se verá posteriormente:
Corolario 6.4.2 Para cierto valor de K tal que A + BK sea Hurwitz, si
dm = dM = h, siempre existirá una solución factible al Teorema 6.4.1 con-
siderando los valores Q = ϵ1I,Qm = ϵ1I,QM = ϵ1I,Qh = ϵ1I, Z = ϵ1I,M =
ϵ−11 I, Z1 = ϵ2I, Z2 = ϵ2I, S1 = 0, S2 = 0, T1 = 0, T2 = 0 para ciertos escalares
positivos suficientemente pequeños ϵ1, ϵ2.
Corolario 6.4.3 Se obtiene el Teorema 1 en [47] tomando h = 0 en el Coro-
lario 6.4.1.
Demostración: Tomando h = 0 se obtiene la siguiente equivalencia:
Z = d2mZ1+τZM . De este modo, la restricción Z2 > 0 desaparece y en conse-
cuencia Z2 puede adquirir un valor arbitrario. Por otro lado, multiplicando Γ
definido en el Teorema 6.4.1 por la matriz diag(I, P, Z) se obtiene una nueva
matriz Ψ que puede expresarse como:





Γ1 + Z2 0 0 0 0 Γ4P Γ5Z
(∗) Γ6 Γ7 Γ8 0 Γ9P Γ10Z
(∗) (∗) Γ11 0 Z1 0 0
(∗) (∗) (∗) Γ12 0 0 0
(∗) (∗) (∗) (∗) Γ13 + Z2 −Γ9P −Γ10Z
(∗) (∗) (∗) (∗) (∗) −P 0
(∗) (∗) (∗) (∗) (∗) (∗) −Z

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UT =
(




−1 0 0 0 1 0 0
)
Teniendo en cuenta que tanto U como V comparten el mismo subespacio
nulo Nu, Nv (es decir, N
T
u U = 0 y N
T
v V = 0)
Nu = Nv =

1 0 0 0 1 0 0
0 1 0 0 0 0 0
0 0 1 0 0 0 0
0 0 0 1 0 0 0
0 0 0 0 0 1 0
0 0 0 0 0 0 1

aplicando el Teorema de Eliminación (ver Teorema 8.3.5, Apéndice 8) se
prueba la equivalencia con respecto al Teorema 1 en [47] cuando h = 0.
El Corolario 6.4.3 demuestra con total generalidad que el resultado prop-
uesto nunca reducirá el intervalo de retardo respecto al Teorema 1 [47]. Por
tanto bastaŕıa con demostrar, al menos en un ejemplo numérico, que para un
cierto valor h > 0 se puede incrementar el margen de retardo dentro del cual
el sistema en bucle cerrado es estable.
6.4.1. Diseño del controlador basado en predictor
El Teorema 6.4.1 se puede utilizar para estabilizar el sistema (6.5). De
este modo, fijando el valor del retardo mı́nimo dm, se trata de diseñar el
controlador que estabilice el sistema para el máximo valor de dM posible.
Para conseguir este objetivo se propone el siguiente algoritmo basado en
CCL [26, 135]
Paso 1: Obtener un valor de K que estabilice el bucle cerrado sin re-
tardo A + BK. Establecer dM = dm = h y obtener una solución
factible (P0, L0, Z0,M0, · · · ) 1 establecer, por tanto, los valores iniciales
(P0, L0, Z0,M0, · · · ) obtenidos a partir del 6.4.1 para el valor deK obtenido
anteriormente. Fijar q = 0 y el contador de iteraciones nt = 1
Paso 2: Se resuelve el siguiente problema LMI: Minimizar la función lineal
tr(PqL + PLq + ZqM + ZMq) sujeto a las rstricciones (6.8) del Teorema
6.4.1. Establecer Pq+1 = P,Lq+1 = L,Zq+1 = Z,Mq+1 =M .
1 Nótese que los parámetros del algoritmo CCL puede inicializarse a partir de
cualquier solución factible del problema (6.8) eliminando las restricciones no con-
vexas (6.9). Sin embargo, para dM = dm, el Corolario 6.4.2 asegura la existencia
de una solución factible, de modo que se sugiere como mejor inicialización.
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Paso 3: Si existe una solución factible aplicando el Corolario 6.4.1 sobre
la variable K obtenida en el paso anterior, establecer los nuevos valores
para los contadores q = q + 1, nt = 1 y volver al paso 2 tras incrementar
el valor de dM por una pequeña cantidad. En caso contrario, si este valor
de K no permite obtener una solución factible, si el contador nt es mayor
que un cierto número máximo de iteraciones, entonces salir del proceso
iterativo. Si tal contador no excede este umbral, entonces establecer los
nuevos valores para los contadores q = q + 1, nt = nt + 1 y volver al paso
2 (sin incrementar dM ).
Con el objetivo de comparar el algoritmo CCL propuesto con el diseño
del controlador estático, se presenta el siguiente corolario:
Corolario 6.4.4 Para diseñar el valor de K del controlador estático, el
Teorema 1 de análisis de estabilidad propuesto en [47] puede utilizarse para
diseñar K mediante CCL aplicando el complemento de Schur y las manip-
ulaciones algebraicas oportunas. La inicialización puede establecerse a partir
de cualquier solución factible de (6.8).
6.5. Ejemplo numérico
Considérese el siguiente ejemplo académico: un sistema de segundo orden
inestable en bucle abierto, correspondiente al péndulo invertido, propuesto













donde se asume que el estado del proceso xk = [x1k , x2k ]
T es accesible
en su totalidad y que el retardo vaŕıa aleatoriamente de modo que satisface
dm ≤ dk ≤ dM .
En el Cuadro 6.1 se muestra el valor máximo de la cota superior del re-
tardo dM para un cierto dm, que permite encontrar una solución factible
aplicando el algoritmo CCL sobre ambos esquemas de control. La mejora
introducida por el algoritmo propuesto en la sección 6.4.1 se refleja con clar-
idad sobre este ejemplo. Concretamente, fijando un valor de retardo mı́nimo
dm = 60, hasta donde el autor conozca, no es posible estabilizar el sistema.
En cambio, con el esquema de control basado en predictor, es posible encon-
trar un valor de K que estabilice el sistema hasta un valor máximo de retardo




y h = 60).
Los resultados anteriores se han obtenido fijando un número máximo de
iteraciones CCL de nt < 30.
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Cuadro 6.1. Cálculo de dM para cierto dm. SSF: Realimentación estática del
estado, PBC: Controlador basado en predictor (h = dm)
dm 10 20 30 40 50 60
SSF dM 23 23 - - - -
PBC dM 25 31 36 44 52 61
6.6. Conclusiones
En este caṕıtulo se ha propuesto un método de diseño basado en LMIs
de la ganancia del controlador basado en predictor para sistemas discretos
con retardos variables en la entrada. Dicho método surge como ampliación de
las técnicas de diseño de controladores estáticos para este tipo de sistemas,
de modo que éstos pueden verse como un caso particular del controlador
basado en predictor tomando el parámetro h = 0, de modo que la técnica
de diseño propuesta nunca será más conservadora que el diseño del control
estático. Para resolver el problema de diseño de la ganancia del controlador
sin necesidad de incrementar el conservadurismo transformando el problema
de diseño en LMI (a partir de la eliminación selectiva de algunas variables
de decisión, por ejemplo), se ha utilizado el algoritmo CCL. Finalmente, se
ha ilustrado mediante un ejemplo numérico que el método de diseño sobre
controladores basados en predictor propuestos puede mejorar el rango de
variación de retardo dM − dm respecto el controlador estático.

7 Aplicación experimental: control de posición
angular de un helicóptero quad-rotor
7.1. Resumen/Motivación
Este caṕıtulo contiene los resultados experimentales y los resultados
obtenidos por simulación sobre el modelo del proceso de la plataforma ex-
perimental. Se han desglosado en un caṕıtulo independiente del contenido del
art́ıculo publicado en Control Engineering Practice (año 2011).
La dinámica del control de la posición y la velocidad de un helicóptero se
caracteriza por la sensibilidad a perturbaciones y por su comportamiento no
lineal. Estas caracteŕısticas incrementan el grado de exigencia en el diseño del
sistema de control dado que pequeñas variaciones en el periodo de muestreo
o incertidumbres en el modelo pueden tener un impacto considerable en la
respuesta, pudiendo incluso inestabilizarlo. Este hecho se agrava en presencia
de retardos, y más si éstos son variables. Tales caracteŕısticas justifican la
elección de esta plataforma para el desarrollo experimental y validación de
los esquemas de control propuestos. Asimismo, el análisis de las variaciones
en el comportamiento del proceso implementado dentro de una plataforma
de tiempo real pondrán de relieve la robustez del sistema en bucle cerrado.
Por tanto, en este caṕıtulo se muestran resultados experimentales cuyo
objetivo es validar las conclusiones extráıdas en el marco teórico y por ende
probar la robustez frente a incertidumbres variables en el retardo de medida
conjuntamente con otras fuentes de incertidumbre inherentes a posibles er-
rores en el modelado y fluctuaciones en el periodo de muestreo. Previamente
se describe la plataforma de control utilizada aśı como el modelo dinámico
del proceso.
7.2. Descripción de la Plataforma
La plataforma está compuesta de una unidad de control, desarrollada
sobre el sistema operativo de tiempo real RT-Linux, y un prototipo de cuatro
rotores con tres grados de libertad angulares (yaw, pitch y raw), equipado con
una unidad de medida integrada inalámbrica (Integrated Measurement Unit
(IMU)). Dicha unidad permite realizar medidas de la posición y la velocidad
angular en los tres ángulos (ver Figura 7.1).
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Asumiendo que los ángulos pitch y raw son cero, el par en el eje roll puede
ser controlado por dos motores, de modo que el proceso se puede describir
mediante el siguiente modelo lineal [17]:
ϕ̈ = Kϕ(Vr − Vl)
donde Vr, Vl representan la tensión eléctrica aplicada sobre los motores
izquierdo y derecho, respectivamente, y Kϕ = 0,1050 es una constante que
equivale al momento de inercia del chasis, y ϕ̈ denota la aceleración angular
en roll.
Def́ınase el siguiente vector de estado del sistema x = [ϕ ϕ̇]T . Por tanto, la
dinámica del ángulo en roll puede describirse mediante la siguiente ecuación:
ẋ(t) = Acx(t) +Bcu(t)

















Nótese que este modelo ya ha sido utilizado en el Ejemplo 7.3.1. El periodo
de muestreo en todos los experimentos se establece en T = 10 ms.
La ley de control utilizada en los experimentos es la misma que se propone







Para los siguientes experimentos, se utilizara un tren de pulsos cuadrados
como señal de referencia de la posición angular en roll, con 5◦ de magnitud
7.3. Resultados de simulación
7.3.1. Análisis de la robustez frente a incertidumbre en el
retardo
Consideremos el siguiente modelo de planta inestable, correspondiente a
un doble integrador. Este modelo de planta se corresponde con una versión
1 Nótese que el objetivo de este caṕıtulo no es validar las prestaciones de la ley de
control, la cual se asume que ya ha sido diseñada previamente, sino verificar que
en presencia de retardos variables y aleatorios, en una plataforma de tiempo real,
la implementación del controlador basado en predictor mejora tales prestaciones
respecto el caso del controlador estático sobre un proceso inestable
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Figura 7.1. Sistema de cuatro rotores con la unidad de medida inalámbrica in-
tegrada (IMU).
Figura 7.2. Representación esquemática del helicóptero.
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simplificada del modelo de la plataforma utilizada en los experimentos de-












Donde el periodo de muestreo se establece en T = 10ms. La siguiente
ley de control estática uk = −[109,9907 50,0020]xk estabiliza la planta,
asignando los polos del sistema libre de retardos en {0,9735± 0,0212i}.
En el Cuadro 7.1 se comparan resultados obtenidos con la ley de control
estática según Teorema 1 de [47], Teorema 1 y 3 en [34], Teorema 1 en [85]2,
y con la ley de control basada en predictor, a partir del Teorema propuesto
5.4.2
Cuadro 7.1. Obtención del máximo valor de dM para dm
ley de control dm
5 10 20 30
SSF Th.1 [47] 19 19 no factible no factible
SSF Th.1 [34] 19 19 no factible no factible
SSF Th.3 [34] 19 19 no factible no factible
SSF Th.1 [85] 19 19 20 no factible
predictor Th.5.4.2 (h = dm) 21 25 32 41
predictor Th.5.4.2 (h = (dm + dM )/2) 16 19 29 37
predictor Th.5.4.2 (h = dM ) 12 16 25 35
A la vista de los resultados presentados en el Cuadro 7.1, se puede observar
la mejora en la robustez frente al intervalo de variación del retardo en la
medida gracias al predictor. En particular, cuando el retardo mı́nimo es dm =
30 , para la ley de control propuesta, no es posible probar la estabilidad ni
tan siquiera para retardo constante (dM = dm). En cambio, con el predictor
con h = 30 es posible probar la estabilidad hasta el valor de retardo máximo
dM = 41.
El Teorema 5.4.2 provee de unos márgenes de retardo que son conser-
vadores con respecto al márgen de retardo dentro del cual la estabilidad del
sistema en bucle cerrado con el controlador basado en predictor está garanti-
zada. En la siguiente simulación (ver Figura 7.3), fijando dm = 30 y h = dm
(el valor de h que permite obtener un máximo valor de retardo dM garan-
tizando la estabilidad, para este caso), se establece por ejemplo un valor
de retardo máximo dM = 60. Se puede esperar que en este caso el sistema
sigue siendo estable tras la realización de múltiples simulaciones utilizando
diferentes patrones de retardo aleatorio. Nótese, sin embargo, que con la apli-
cación del Teorema 5.4.2 la estabilidad sólamente se prueba hasta dM = 41
2 Donde se ha utilizado la partición menos conservadora.
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(ver Cuadro 7.1). Fijando dM = 66, tras un menor número de simulaciones
que en el caso anterior (dM = 60), se ha encontrado un patrón de retardo
variable (ver Figura 7.5) en el que el sistema se hace inestable (ver Figura
7.4).
7.3.2. Análisis de la robustez frente a incertidumbre en el
modelo
Consideremos el proceso del ejemplo anterior con incertidumbres nor-
madas, tal y como se describe en el parámetro ∆ de la Ecuación (5.20),







,HB = 1,HB1 = 0.
La idea consiste en fijar el intervalo de variación de retardo δ = dM −
dm, y para este valor δ encontrar la cota máxima de γ debajo del cual se
garantice que el sistema en bucle cerrado permanece estable. En el Cuadro
7.2 se muestra el valor máximo de γ obtenido a partir del Teorema 5.4.3 para
ciertos valores de retardo tomando h = dm.
Nótese, sin embargo, que tomando otro valor de h, por ejemplo, h = dM ,
se obtiene un valor máximo de γ superior al caso anterior. Comparando los
resultados del cuadro anterior con el Cuadro 7.3 se puede confirmar esta
mejora, que también se prueba por simulación. En cualquier caso, la búsqueda
del valor óptimo en h queda fuera de la presente tesis y se propone como
posible ĺınea de investigación futura.
A continuación se muestran algunos resultados obtenidos por simulación.
Se asume una condición inicial en el estado del proceso xk = [1 1]
T para
Figura 7.3. Resultados de simulación con el controlador basado en predictor para
dm = 30, h = dm y dM = 60.
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k ≤ 0. El retardo dk vaŕıa aleatoriamente entre dm = 18 y dM = 23 tal y como
se representa en la Figura 7.7. Por otro lado, las incertidumbres variables del
modelo verifican la Ecuación (5.20) (parámetro ∆) de las incertidumbres
normadas con los valores de G,HA,HB y HB1 definidos anteriormente, y























Figura 7.4. Resultados de simulación con el controlador basado en predictor para
dm = 30, dM = 66 con h = dm.










Figura 7.5. Evolución del retardo utilizado en la simulación de la Figura 7.4.
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Cuadro 7.2. Cota máxima de tolerancia a incertidumbres de modelado γ̄ para
ciertos valores de retardo (h = dm)
dm 3 6 9 12 15 18
γ̄(δ = 2) 1.0440 1.0148 0.9867 0.9591 0.9291 0.8882
γ̄(δ = 3) 1.0080 0.9751 0.9409 0.9062 0.8473 0.8296
γ̄(δ = 4) 0.9712 0.9308 0.8904 0.8446 0.7802 0.7336
γ̄(δ = 5) 0.9290 0.8797 0.8297 0.7729 0.7031 0.6428
Cuadro 7.3. Cota máxima de tolerancia a incertidumbres de modelado γ̄ para
ciertos valores de retardo (h = dM )
dm 3 6 9 12 15 18
γ̄(δ = 2) 1.0905 1.0702 1.0493 1.0302 1.0046 0.9837
γ̄(δ = 3) 1.0826 1.0616 1.0385 1.0036 0.9632 0.9436
γ̄(δ = 4) 1.0743 1.0505 1.0065 0.9807 0.9406 0.9267
γ̄(δ = 5) 1.0615 1.0321 1.0009 0.9655 0.8774 0.8359
se fija el valor de γ = 0,8359. La matriz de variación ∆k oscila en modo
aleatorio entre -1 y 1. Por otro lado, el predictor se configura con un valor de
h = dM = 23. De este modo, la respuesta del sistema se muestra en la Figura
7.6. Se puede apreciar claramente que el sistema es asintóticamente estable.
7.4. Resultados Experimentales
Primer experimento: Caso nominal:
El primer experimento se lleva a cabo aplicando el controlador por real-
imentación estática del estado propuesto en (7.1) sin retardos adicionales 3.
En la Figura 7.8 ilustra el comportamiento dinámico del sistema ante una
señal cuadrada de referencia, que será utilizada en los demás experimentos.
Segundo experimento: controlador estático con retardos:
El segundo experimento se lleva a cabo añadiendo retardos variables y
aleatorios adicionales en el canal de medida. El esquema de control es el
mismo que en el experimento anterior, de modo que se realimenta el estado
medido retardado xk−dk , donde el retardo discreto (número entero de perio-
dos de muestreo T ) es dk = dm + δk y a su vez dm es el retardo mı́nimo, y
δk es un valor variable y aleatorio:
3 En los siguientes experimentos, se introduce deliberadamente un retardo variable
adicional en el canal de medida para ilustrar los resultados deseados, no obstante,
la propia plataforma y la IMU ya introducen de por śı un cierto retardo
116 7 Aplicación experimental


















Figura 7.6. Respuesta del sistema con predictor (h = dM ), retardo de medida
variable 18 ≤ dk ≤ 23 y γ = 0,8359.
Este experimento se ha llevado a cabo con un retardo variable y aleatorio
con un intervalo de variación de 2 periodos de muestreo (dM − dm = 2).
La respuesta del sistema ante la presencia de este retardo en la medida se
muestra en la Figura 7.9. Para t < 8 s, donde el retardo es nulo (dk = 0), la
respuesta coincide con la Figura 7.8 . Posteriormente, se incrementa el retardo
de 3 ≤ dk ≤ 5 en el instante t = 8, observándose que el sistema permanece
estable. Finalmente, se incrementa de nuevo el retardo a 5 ≤ dk ≤ 7 en
el instante t ≥ 18s. Nótese que este último valor de retardo inestabiliza el
sistema.
La mejora introducida por el uso del esquema de control basado en pre-
dictor, aśı como la robustez, en presencia de retardos elevados, se ilustra en
el siguiente experimento.
Tercer experimento: controlador basado en predictor con retardos:
En el tercer experimento, se sustituye el controlador estático del experi-
mento anterior por el esquema de control basado en predictor, manteniendo
las mismas ganancias del controlador (Ecuación (7.1)). En este experimento
se establece el parámetro del predictor h = 8.
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Figura 7.7. Evolución del retardo utilizado en la simulación de la Figura 7.6
De forma análoga al experimento anterior, se introduce un retardo vari-
able en el canal de medida, cuyo valor inicial propuesto (dk ∈ {5, 7}) coincide
con el valor de retardo que inestabiliza el sistema con el controlador estático.
La respuesta del sistema se muestra en la Figura 7.10.
Para probar la robustez del sistema con el controlador basado en predictor,
se incrementa el retardo adicional del siguiente modo (Figura 7.11) En el
instante t = 25s, el valor mı́nimo de retardo se establece en (dk ∈ {7, 9}). Se
puede ver que con este nuevo retardo el comportamiento del sistema sigue
siendo estable, y con una dinámica similar a la respuesta del sistema en el
caso nominal (Experimento 1). Sin embargo, cuando el retardo se incrementa
a (dk ∈ {9, 11}), en el instante t = 43s, se puede apareciar cómo el transitorio
de la respuesta se degrada ligeramente (ver último escalon en la Figura 7.10).
Este último resultado pone de relieve las buenas prestaciones que ofrece
el control basado en predictor, incluso en presencia de retardos variables y
aleatorios e incertidumbres de modelado.
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Figura 7.8. Respuesta del sistema en bucle cerrado sin retardos adicionales (caso
nominal) con una señal onda cuadrada de referencia de posición angular en roll.
Figura 7.9. Respuesta del sistema en bucle cerrado con retardos adicionales y con
ley de control estática
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Figura 7.10. Respuesta del sistema en bucle cerrado con retardos adicionales y
con ley de control basada en predictor
M
Figura 7.11. Retardos adicionales variables y aleatorios inducidos en el canal






8 Desigualdades Matriciales: Revisión
8.1. Definición LMI
Las desigualdades matriciales lineales (LMI) se pueden definir como re-















donde Fij son ciertas matrices de valor previamente establecido y xi son
las variables de decisión, que pueden ser escalares o matriciales. El tipo de
desigualdad puede definirse también en sentido estricto o con signo opuesto
(≤, >, ≥). Una de las caracteŕısticas más destacables de las LMI es la con-
vexidad del conjunto formado por las soluciones factibles, lo cual se enuncia
del siguiente modo:
Si x1, x2 satisfacen (8.1), entonces ∀0 ≤ λ ≤ 1, λ ∈ R+ tal que x =
λx1 + (1− λ)x2 también satisface (8.1)
Las LMI’s no se pueden resolver anaĺıticamente. En cambio, gracias a la
propiedad de convexidad es posible resolver LMI mediante algoritmos com-
putacionalmente eficientes o de coste polinomial. Existe software comercial
que implementan tales algoritmos. Por ejemplo, MATLAB implementa una
libreŕıa exclusiva para resolver problemas derivados de LMI (factibilidad y
optimización), aśı como otros métodos para resolución GEVP, etc. Otro cono-
cido software es el YALMIP, el cual posee un interfaz mucho más intuitivo y
amigable, aunque su versatilidad es más reducida
Nótese que en la expresón general de las LMI nunca aparecen las vari-
ables de decisión multiplicadas entre śı. Si existen productos de variables de
decisión, el problema es conocido como NMI (Nonlinear Matrix Inequality),
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perdiendo la propiedad de convexidad. Por tanto, su resolución es mucho más
compleja y a menudo no eficiente.
8.2. Problemas LMI
Básicamente cabe destacar los siguientes tipos de problemas LMI:
8.2.1. Problema de Factibilidad
En ocasiones, es suficiente con saber que la LMI planteada tiene al menos
una solución que las satisfaga. Este problema recibe el nombre de factibilidad,
y es ampliamente utilizado en análisis de estabilidad. También surge este
planteamiento ante un problema de diseño de un controlador del cual sólo se
pretende que estabilice el sistema o que verifique algún criterio de desempeño
previamente establecido (un cierto decaimiento geométrico o una cierto nivel
de rechazo a perturbaciones H2/H∞).
8.2.2. Problema de Optimización
A diferencia del problema de factibilidad, no sólo se pretende encontrar
una solución a las LMI, sino que además dicha solución optimice una cierta
función objetivo dentro del conjunto de soluciones factibles. Obviamente, el
problema de optimización es impĺıcitamente siempre un problema de factibil-
idad. El planteamiento es como sigue:
minc(x1, x2, · · · , xp) s.t
ecuaciones(8.1)
donde c(x1, x2, · · · , xp) es una función af́ın respecto a las variables de
decisión xi, denominada ’función objetivo’.
Este problema surge ante la necesidad del análisis de un cierto criterio
de desempeño (por ejemplo, evaluar la robustez de cierto controlador), o en
control óptimo (por ejemplo, diseñar la ganancia de un cierto controlador que
minimice el rechazo a perturbaciones).
Problema Generalizado de Valor Propio (GEVP) La expresión general
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donde A(x), B(x), C(x) son matrices simétricas parametrizadas de forma
af́ın en las variables de decisión x.
Definiendo, para ciertas matrices X,Y > 0, la función λmax(X,Y ) como
el máximo valor propio generalizado del lápiz λY − X, el problema GEVP
genérico puede reformularse como:
minλmax(A(x), B(x)) s.t
B(x) > 0, C(x) > 0
El problema generalizado de valor propio no es estrictamente un proble-
ma LMI, ya que aparece producto de variables de decisión, y por tanto, no
goza de la propiedad de convexidad. En cambio, GEVP posee una propiedad
denominada cuasicovexidad, cuyo enunciado es como sigue:
Si x1, x2 son soluciones factibles, para un cierto escalar 0 ≤ θ ≤ 1 se
cumple:
λmax(A(θx1 + (1− θ)x2), B(θx1 + (1− θ)x2)) ≤
max(λmax(A(x1), B(x1)), λmax(A(x2), B(x2)))
Un ejemplo de GEVP es el cálculo del mı́nimo valor del coeficiente de
decaimiento geométrico α dentro de la LMI de estabilidad para sistemas
lineales discretos, enunciado como sigue:
min(α) s.t





Gracias a esta propiedad, el problema GEVP puede resolverse por bisec-
ción a partir de un cierto número de LMI’s.
8.3. Propiedades de las Desigualdades Matriciales
Lineales
En esta sección se presentan algunas de las propiedades más destacadas
de las desigualdades matriciales de gran utilidad en la transformación de
restricciones no convexas a LMI’s:
8.3.1. Complemento de Schur
Las siguientes afirmaciones son equivalentes:
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(i) Existe ciertas matrices P,R > 0 tal que QTR−1Q− P < 0.






Este procedimiento, por tanto, permite transformar un problema de res-
olución de matriciales no lineal de la forma (i) en LMI.
8.3.2. S-Procedure
Las siguientes afirmaciones son equivalentes:
(i) Existe ciertas matrices P,Q > 0 tal que ∀z ̸= 0 la verificación de
zTPz > 0 implica zTQz > 0.
(ii) Existe un cierto escalar ϵ ≥ 0 tal que P − ϵQ > 0.
8.3.3. Bounded-real lemma
Derivado del S-Procedure, se plantea el clásico ejemplo de análisis de
estabilidad de un sistema con restricción adicional de garantizar una cota
máxima de rechazo a perturbaciones γ definida a partir de la ganancia RMS
de la función de transferencia salida-perturbaciones. Dado el sistema lineal:
ẋ = Ax+Hw
y = Cx
donde x,w son el estado y las perturbaciones, respectivamente, se desea
probar la estabilidad y además que yT y ≤ γ2xTx. Por tanto si z = [xw]T , si
existe P > 0 tal que satisfaga:
(




entonces la forma cuadrática V (z) = zTPz, además de probar la estabil-
idad del sistema garantiza que la ganancia RMS es menor que γ.
8.3.4. Cross-Product Lemma
Dadas ciertas matrices X,Y , de dimensiones apropiadas, y cierta matriz
simétrica Z, se verifica, para toda matriz no estructurada ∆ que verifique
∆T∆ ≤ I, la siguiente desigualdad:
Lema 8.3.1
Z +X∆Y + Y T∆TXT < 0
si y solo si existe un escalar ϵ > 0 tal que:
Z + ϵXXT + ϵ−1Y TY < 0
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8.3.5. Eliminación de variables de decisión LMI
Lema 8.3.1. [10] Dada la matriz Φ simétrica y matrices P, Q, X, si se
verifica la LMI:
Φ+ PTXTQ+QTXP < 0
entonces se verifica también:
NTP ΦNP < 0
NTQΦNQ < 0
siendo NP y NQ bases cualesquiera de los subespacios P y Q, respec-
tivamente. En el sentido rećıproco también se cumple, de modo que ambas
condiciones son equivalentes.
A la luz del resultado anterior, la variable de decisión X puede ser elimi-
nada de la LMI ya que no influye en el conjunto posible de soluciones factibles
del mismo.

9 Desigualdades Matriciales no lineales:
Revisión
Un caso particular de las desigualdades matriciales no lineales (NMI)
son las desigualdades matriciales bilineales (BMI), que se corresponden con












xiyjHi0 < 0 (9.1)
9.0.6. Algoritmos CCL
Por otro lado, dentro de los métodos ILMI cabe destacar el algoritmo
CCL Cone Complementary Linearization [26]. Este algoritmo es aplicable
sobre cualquier problema BMI que se pueda formular mediante la aplicación
de pasos no conservadores como un conjunto de desigualdades matriciales lin-
eales y de restricciones del tipo XiXj = I, donde Xi, Xj son ciertas variables
de decisión matriciales y la matriz I es la identidad. Afortunadamente, gran
parte de los problemas de diseño de controladores se puede formular de este
modo.
Para poder aplicar el algoritmo CCL las restricciones XiXj = I se expre-






y se plantea el problema de optimización min(
∑N
p=1 tr(XiXj)) sujeto a
las LMIs originales más las LMIs anteriores. El parámetro N corresponde
con el número de restricciones XiXj = I.
Se puede observar que el nuevo problema formulado sigue siendo no con-
vexo, dado que la función a optimizar no es lineal. Por tanto, requiere, al
igual que cualquier problema LMI, establecer un valor inicial para alguna de
las variables de decisión. El algoritmo CCL se puede resumir en los siguientes
pasos:
Paso 1 : Inicializar Xi = Xi0 , ∀i ∈ 1 · · ·N , donde Xi0 es un cierto valor
arbitrario, y verificar que existe una solución factible Xj1 , · · · .
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Paso 2 : Con la solución obtenida en el paso anterior, fijar la otra variable
Xj = Xj1 ∀i ∈ 1 · · ·N y resolver el problema de optimización. Nótese que
al fijar una de las variables de decisión la función a optimizar es lineal.
Paso 3 : Repetir el paso anterior alternando la variable de decisión a fi-
jar. En cada iteración comprobar si el conjunto de soluciones satisface
las desigualdades matriciales del problema BMI original, tomando o bien
Xi = X
−1
j o Xj = X
−1
i . En caso afirmativo, se obtiene la solución al prob-
lema BMI planteado y se finaliza el proceso iterativo. En caso negativo,
seguir iterando. Si se excede un cierto número de iteraciones prefijadas de
antemano, interrumpir el proceso iterativo sin la solución buscada.
10 Modelo de sistemas inciertos
En general, las incertidumbres definidas sobre sistemas, expresados en
variables de estado, se pueden representar del siguiente modo:
10.1. Incertidumbres normadas
Se asume que las incertidumbres del sistema están siempre acotadas den-
tro de un elispoide definido por ∆A(t), ∆B(t). Por ejemplo, el sistema:
ẋ(t) = (A+∆A(t))x(t) + (B +∆B(t))u(t) (10.1)









donde G,HA,HB son ciertas matrices constantes de dimensiones apropi-
adas, de cuyos valores depende la forma del elipsoide, y ∆(t) es una matriz
variable de valores arbitrarios que satisface ∆T (t)∆(t) ≤ 1. Cuando ∆(t)
es completamente arbitraria, se dice que las incertidumbres son no estruc-
turadas. En caso contrario, las incertidumbres se denominan estructuradas.
10.2. Incertidumbres politópicas
En este modelo las incertidumbres están acotadas dentro de un politopo
convexo formado por N vértices. Por ejemplo, el sistema:
ẋ(t) = A(t)x(t) +B(t)u(t) (10.3)
donde las matrices del sistema pertenecen a la envolvente convexa definida
por los vértices [Ai, Bi], 1 ≤ i ≤ N :
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[A(t)B(t)] ∈ Co([A1, B1], · · · , [AN , BN ]) (10.4)








10.3. Incertidumbres mixtas (normadas y politópicas)
Los modelos de incertidumbres anteriores pueden definirse conjuntamente,






















Gonzalez, A., Sala, A., Garcia, P., Albertos, P., 2011. Robustness analysis
of discrete predictor-based controllers for input-delay systems. Internation-
al Journal of Systems Science (DOI:10.1080/00207721.2011.600469).
Gonzalez, A., Garcia, P., Albertos, P., 2011. Robustness of a discrete-time
predictor-based controller for time-varying measurement delay . Control
Engineering Practice (DOI:10.1016/j.conengprac.2011.09.001).
Gonzalez, A., Sala, A. Albertos, P., 2011. Predictor-based stabilization of
discrete time-varying input-delay systems.
Automatica (DOI:10.1016/j.automatica.2011.10.005).
Publicaciones en Congreso
Garcia, P., Gonzalez, A., Castillo, P., Lozano, R., Albertos, P. Robustness
of a discrete-time predictor-based controller for time-varying measurement
delay. International Federation of Automatic Control, Praga 2010
(http://tds2010.fs.cvut.cz).
A. Gonzalez, A. Sala, P. Albertos. Time invariant control of MIMO systems
under random transient failures. 15th IEEE Mediterranean Electrotechnical
Conference, Malta 2010
(http://ieeexplore.ieee.org/xpl/freeabs all.jsp?arnumber=5475934).
A. Gonzalez, A. Cuenca, V. Casanova, J. Salt Técnicas de modelado y
compensación en un sistema de control basado en red Convención Inter-
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