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Adaptive dynamics is a mathematical framework for analysis of evolution. It assumes small phenoty-
pic mutations and considers invasion possibility of a rare mutant. Generally invasion of a sufficient-
ly similar mutant leads to substitution of the former resident. Consecutive invasion-substitution
processes can lead to a singular strategy where directional evolution vanishes and evolution may
stop or result in evolutionary branching.
First I introduce some fundamental elements of adaptive dynamics. Then I construct a mathematical
model for studying evolution. The model is created from the basis of the Hamilton-May model
(1977). Last I analyse the model using tools I introduced previously.
The analysis predicts evolution to a unique singular strategy in a monomorphic resident population.
This singularity can be evolutionarily stable or branching depending on survival probabilities during
different phases of dispersal. After branching the resident population becomes dimorphic. There
seems to be always an evolutionarily stable dimorphic singularity. At the singularity one resident
specializes fully to the well-connected sites while the other resides both types of sites.
Connectivity difference of sites can lead to evolutionary branching in a monomorphic population
and maintain a stable dimorphic population.
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Chapter 1
Introduction
In this thesis I briefly explain the basis of adaptive dynamics and then analyse evolution
of dispersal strategies in a certain mathematical model using adaptive dynamics. I study
evolution of two-dimensional dispersal strategy. With a dispersal strategy I mean propor-
tion of offspring, seeds, juveniles etc. sent to disperse instead of keeping them at the natal
location. One-dimensionality of a strategy means that the strategy consists of a single
scalar valued trait whereas a two-dimensional strategy contains two separate traits. The
two-dimensional strategy I consider consists of the probability of leaving the natal site d
and the probability of doing long-range (global) dispersal instead of short-range (local)
dispersal. The model I analyse I created together with Eva Kisdi from the basis of the
model of Hamilton and May [1].
1.1 Evolution
Evolution is transition or change in heritable traits of a population over time. To have
evolution we need heritable traits, variation in those traits in the population and difference
in how successfully those traits are transmitted to next generation. These make possible
to have change in the genetic compositions of successive generations.
A heritable trait can be understood in many ways. A minimum instance could be
a point mutation in a non-functional area of a chromosome. It’s a trait that can be
found only by genetic analysis of individuals and that doesn’t affect anything. An oppo-
site example is the albinism which can be clearly seen on the first sight and which can
dramatically change entire life of an individual.
Variation in traits can be genotypic and phenotypic. A genotype means the genetic
composition of an individual whereas a phenotype means the composition of observable
traits. It is possible to share the same phenotypic trait while the genotypes are different.
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A typical example is a Mendelian gene with two alleles (different versions of that gene):
a dominant allele B and a recessive allele b. The dominant allele is always expressed
whereas as the recessive one is expressed only if individual is a homozygote (got the
same allele from both parents). Possible genotypes are BB, Bb and bb. BB and Bb
result in a B-phenotype and bb results in a b-phenotype. Thus genetic variation in traits
could exist although entire population shared the same phenotype. We are interested
mainly in phenotypic traits and thus we consider only "phenotypic mutations" after this
introduction.
Genetic variation is created by mutations, recombinations and gene flow. A mutation is
a permanent change in the nucleotide sequence of a chromosome. A mutation can occur in
a single nucleotide resulting in a deletion, an insertion or SNP ("snip", a single nucleotide
polymorphism). It can be also wider change like a translocation (change of the location),
a duplication, an insertion or a deletion of a part of the sequence. Recombination occurs
in sexual reproduction as genetic combinations of parents are not inherited identically to
the offspring. Consider two genes both with two alleles, say B, b, C and c. If an individual
has got Bc from one parent and bC from the other, it can still in general produce germ
cells of all types (original types Bc and bC and recombinant types BC and bc). Moreover
if parents are both type Bb then on average one fourth of the offspring is BB, the other
fourth is bb and one half is Bb. Gene flow means a transmission of genes from a population
to an other. The genetic composition of a population changes if there are immigrants or
emigrants as they add or remove their genes from the gene pool of the population.
Difference in the transmission of the traits to next generation can result from re-
combinations, chance or the natural selection. In the previous example two Bb-parents
(phenotype B) got offspring both with phenotype B (75%) and with phenotype b (25%)
due to recombination. Chance has great effect in small populations. The genetic composi-
tion of a population changes dramatically if the only individual with a rare allele happens
to die before reproduction due to some accident. That allele is not present any more in
the next generation. Natural selection is of our main interest. It means that beneficial
traits are selected for as they increase breeding success (fitness) of individuals and thus
are more present in the next generation. Harmful traits decrease fitness and thus they
will gradually decrease in frequency as they result in less offspring in the next generation.
1.2 Dispersal
Dispersal is a very significant life history characteristic of many if not most species. It’s
defined by Ronce as a movement of individuals that is able to result in gene flow [2].
Dispersal consists of leaving, moving and settling down. In this thesis I consider mostly
leaving. Traits studied are the proportion of individuals leaving the natal site and the pro-
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portion of globally dispersing individuals to all dispersing individuals. Globally dispersing
individuals go for a long-range dispersal instead of short-range (local) dispersal.
Dispersing individuals can benefit from dispersal as they may find new or less oc-
cupied habitats and avoid kin-competition and inbreeding. Thus dispersal can increase
the breeding success of an individual and broaden the genetic variation of the receiving
population. Dispersal has indeed some costs, typically higher probability of dying during
the dispersal, which selects against dispersal. Reasons for this include e.g. higher energy
consumption, higher probability of getting caught by a predator and probability of not
finding a living site. If the expected extra mortality is less than the expected increase in
the breeding success, dispersal could be selected for. Many examples of species dispersing
in the real life prove that this is often the case.
Evolution of dispersal is studied in many mathematical models. Modelling dispersal
requires some spatial structure of the model. There are few examples of spatially realistic
[3] and spatially explicit e.g. lattice models [4]. Majority of models assume uniform
dispersal for mathematical simplicity, though.
1.3 Adaptive dynamics
Adaptive dynamics is a mathematical framework for evolutionary analysis. It is started in
1990’s by Stefan Geritz, Eva Kisdi, Hans (J. A. J.) Metz, Géza Meszéna and some other
scientists (cf. e.g. [5], [6]). Other modelling approaches to evolution are e.g. population
genetics, quantitative genetics and evolutionary game theory. Population genetics and
quantitative genetics consider entire spectrum of the standing genetic variation, quantita-
tive genetics with special emphasis on quantitative traits (traits that are "sum" of many
genes: weight, length, skin color etc.). Combining the entire genetic complexity to the
entire ecological complexity seems to be too much for understanding and thus we have to
pay genetic reality for getting into ecological reality [7]. Compared to population genetics
adaptive dynamics is very simplified in genetics but allows more complexity and realism
in ecology.
Adaptive dynamics is suitable for studying evolution of traits that have capacity for
small phenotypic mutations. It uses a phenotypic approach which means that it ignores
actual genetic mutations but considers only expressed mutations and observable changes
of the phenotype. That is called a phenotypic mutation. Adaptive dynamics extends
analysis of the phenotypic mutations and idea of the frequency-dependent selection from
the evolutionary game theory to broader range of models. Traits can be scalar, vector or
function valued. For scalar valued traits there is a good general theory and the classifica-
tion of different outcomes [6]. Analogous results of general conditions for convergence [8]
and branching [9] in vector valued traits are published.
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Basic idea of adaptive dynamics is evolutionary optimization: mutant with higher
fitness (determined by traits and the environment) can invade the population and pos-
sibly replace the former resident. It’s assumed that mutations occur very rarely such
that the resident population is on its population dynamical attractor (equilibrium) when
a mutant arises. In detail I assume clonal asexual reproduction, small phenotypic mu-
tations, time-scale separation of population dynamics and evolutionary dynamics and
infinite population such that mutants are initially very rare. In chapter 2 I introduce
some fundamental definitions and results of adaptive dynamics. Some of them are just
for reader to get the idea of adaptive dynamics whereas some of those are used in chapter
4 to analysis of our model.
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Chapter 2
Definitions and tools
The environment consists of abiotic and biotic factors. Populations and the environment
are on feedback relation to each other, thus resident population belongs to biotic factors
that define the environment. I assume constant environment beyond the effect of resi-
dent population, thus the resident population x fully determines the environment and I
denote such environment Ex. Fitness of a population/phenotype x is the average expo-
nential growth rate 〈r(x,Ex)〉 of the population in its environment [5]. Density of the
resident population x doesn’t change at the population dynamical equilibrium and thus
〈r(x,Ex)〉 = 0. Due to time-scale separation of population dynamics and evolutionary
dynamics mutants always emerge in the resident population at its population dynamical
attractor. This attractor is often an equilibrium.
Here I introduce basic instruments of adaptive dynamics by considering first evolution
of a single trait in a monomorphic population. Later I generalize these results and defi-
nitions for dimorphic populations and two-dimensional traits. Adaptive dynamics papers
can be found from [10] which provides a comprehensive collection of papers containing
background, important results and practical applications of adaptive dynamics.
2.1 Monomorphic evolution of a single trait
I consider evolution of a scalar valued trait in a monomorphic population.
Definition 2.1. Fitness of a rare mutant y, usually referred as invasion fitness,
sx(y) = 〈r(y, Ex)〉
is a long-term exponential growth rate of the mutant population in the environment Ex
fully determined by resident population x. I assume that sx(y) is continuous and at least
twice differentiable.
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If invasion fitness is negative the mutant can’t invade and if it’s positive the probability
of invasion is positive. Invasion of a certain mutant is not sure as a small population of
mutants with positive invasion fitness might anyway die out due to demographic stochas-
ticity. Generally invasion will eventually happen as there will be new mutants emerging
and finally one of them invades successfully. When sx(y) > 0 and sy(x) < 0 mutant will
eventually replace the former resident. It has been proven that for large class of models
away from singularity an invasion of sufficiently similar mutant implies substitution [11].
If both sx(y) > 0 and sy(x) > 0 the mutant y can invade but can’t drive the resident x
extinct and this results in the protected coexistence. I don’t consider the borderline case
sx(y) = 0 further but note that sx(x) = 〈r(x,Ex)〉 = 0.
Definition 2.2. Possible direction of evolution is defined by selection gradient
G(x) = ∂ysx(x) =
[
∂sx(y)
∂y
]
y=x
.
Close to the resident x the selection gradient G(x) determines whether mutant with
higher or lower trait value can invade. For small positive or negative phenotypic mutation
δ invasion fitness of a mutant x+ δ is sx(x+ δ) ≈ sx(x) +G(x)δ which is positive if and
only if sign(δ) = sign(G(x)).
Definition 2.3. Evolutionary singular strategy x∗ is a strategy such that
G(x∗) = 0
thus selection vanishes up to a first order approximation at x∗.
If y is sufficiently close to x, say y = x + δ for small δ, and G(x) 6= 0 then sx(y) =
sx(x + δ) > 0 ⇒ sx(x + 2δ) > 0 ⇒ sx+δ(x + 2δ) = sy(y + δ) > 0 ⇒ sy(y − δ) =
sy(x) < 0. Thus away from singular strategy protected coexistence of similar strategies
is not possible and population will experience consecutive mutation-invasion-substitution
events. Selection gradient determines direction of evolution and under basic assumptions
evolution continues to this direction as long as trait value doesn’t encounter its boundary
nor singularity. Singular strategy is called convergent stable or attracting if selection
gradient is positive below it and negative above. Otherwise singularity is repelling and
selection drives population away from it. Near a singularity, directional evolution no longer
dominates and protected coevolution becomes possible. The second derivative of the
invasion fitness with respect to the mutant strategy at the singularity defines evolutionary
stability of singularity. An attracting singular strategy x∗ is called an evolutionarily stable
strategy (ESS) if ∂yysx∗(x∗) < 0 and a branching point (BP) if ∂yysx∗(x∗) > 0 [6]. Negative
second derivative at an ESS implies that the singular strategy is a fitness maximum and
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(a) Evolution leads to the singular strategy
x∗ in the intersection of two lines. In this
case ∂yysx∗(x∗) < 0, thus invasion fitness is
negative both above and below x∗, no mu-
tant can invade and x∗ is evolutionarily sta-
ble
(b) Here ∂yysx∗(x∗) > 0, thus invasion fit-
ness is positive both above and below x∗,
singular strategy is invadable and evolution
leads to branching.
Figure 2.1: Pairwise invasibility plot (PIP) is a graphical tool for analysing monomorphic
adaptive dynamics. Mutant y can invade resident x if point (x, y) lies on the grey "+"-
region of the PIP. Arrows show how invasions and substitutions lead to evolution of the
trait. Singular strategy x∗ is either ESS (2.1a) or BP (2.1b).
thus locally uninvadable. In the opposite case the singularity is a fitness minimum and
thus mutants on both sides can invade which leads to evolutionary branching (corollary
2.5). Figures 2.1 and 2.3 summarises these results graphically in the form of pairwise
invasibility plot (PIP) and fitness landscapes near a singularity.
PIP is a two-dimensional contour plot of invasion fitness as function of resident x and
mutant y. Figure 2.2 shows three example of that. On "+"-area of PIP invasion fitness
of a mutant y is positive and it can therefore invade. Plot of invasion fitness as univariate
function for given resident is called fitness landscape. For given resident any mutant of
positive invasion fitness is able to invade but assuming small phenotypic mutations makes
only small neighbourhood of resident a target of interest. That is intuitive explanation
for using selection gradient.
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Figure 2.2: Vertical cross-section of PIP is called fitness landscape. Note that sx(x) = 0
always. Thus changing resident changes the roots of the invasion fitness.
2.2 Dimorphic evolution of a single trait
In this section I consider what happens after a monomorphic population evolves close
to a monomorphic singular strategy. Notation is pretty similar to previous e.g. invasion
fitness is denoted as sx1,x2(y).
Theorem 2.4. Close to a monomorphic singularity x∗ invasion fitness of a rare mutant
in dimorphic population of residents x1 and x2 is
sx1,x2(y) =
1
2
∂yysx∗(x
∗)(y − x1)(y − x2)
Proof. Proof of this theorem due to Geritz et al 1998 [6] is rewritten in appendix A.
The fitness landscape of a dimorphic population close to a monomorphic singularity
is thus locally a parabola which has its roots on residents x1 and x2 and which opens up
or down depending on the second derivative of the fitness function of the monomorphic
population.
Corollary 2.5. In a dimorphic resident population close to the monomorphic singularity
x∗ mutants between residents can invade if the singularity is evolutionarily stable (ESS)
and thus stabilizing selection drives the population to x∗. If the monomorphic singularity is
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Figure 2.3: Fitness function in different situations. Subfigures a) and b) displays fitness
function far away from monomorphic singularity x∗ where selection gradient (linear ap-
proximation) dominates. In a) mutant x2 can invade resident x1 and becomes resident
itself in b). Note that fitness of resident is always zero. If monomorphic singularity is BP
as in c) mutants on both sides of singularity can invade. Fitness function of dimorphic
population x3, x4 d) shows that population experiences disruptive selection. In opposite
case in e) and f) selection is balancing and monomorphic singularity is ESS.
a branching point (BP) mutants further away from singularity can invade and population
faces disruptive selection. Existence of two residents together with disruptive selection
leads to the evolutionary branching and development of distinct residents.
Long lasting dimorphism initially close to an attracting monomorphic singularity is
thus possible only if the singularity is BP. Close to an ESS stabilizing selection drives both
resident to become similar and dimorphic population eventually becomes monomorphic.
This result is intuitively understandable and explained in figure 2.3.
From BP the population will eventually develop clearly dimorphic. That means popu-
lations are visibly different and local approximation of evolutionary dynamics is no more
valid. Time-scale separation ensures that the dimorphic population will first attain its
population dynamical equilibrium and mutations occur only then. I furthermore assume
that only one of the two resident populations will give rise to a mutant at a time. Thus
each mutant experiences constant environment defined by residents. Resident populations
therefore affect the evolution of each other only via environment. I would say residents
evolve independently in shared environment.
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Figure 2.4: The leftmost normal PIP shows on grey the area where mutant y on vertical
axis can invade resident x on horizontal axis if initially rare. The mirror-PIP at the middle
shows on grey the area where mutant y on horizontal axis can invade resident x on vertical
axis. The rightmost is mutual invasibility plot (MIP). Darker grey "++"-area shows the
area mutual invasibility and consists of overlapping "+"-areas of PIP and mirror-PIP. On
"+-"- and "-+"-areas one resident can invade and exclude the other. White "–"-area is
called the area of mutual exclusion.
If both residents can invade monomorphic population of each other i.e. sx1(x2) > 0
and sx2(x1) > 0 they can also recover if became rare in dimorphic population. We al-
ready called that the protected coexistence and other expression for that is the mutual
invasibility. Area of mutual invasibility can be found graphically in a mutual invasibility
plot (MIP, figure 2.4) which contains a PIP and its mirror image along the main diago-
nal. Overlapping "+"-areas of the PIP and the mirror-PIP indicate the area of mutual
invasibility.
Definition 2.6. Selection gradient of resident i in dimorphic population of residents x1
and x2
Gi(x1, x2) = ∂ysx1,x2(xi) =
[
∂sx1,x2(y)
∂y
]
y=xi
, i = 1, 2
determines possible direction of evolution of trait xi.
If G2(x1, x2) > 0 then mutant y close to resident x2 can invade if and only if y > x2 etc.
Resident population evolves to the direction its selection gradient defines. It is possible
that dimorphic population evolves across the boundary of mutual invasibility. Then one
resident could go extinct and population becomes monomorphic again. It is also possible
that the dimorphic population faces an unprotected coexistence where there is a stable
interior equilibrium but at least one resident can’t be invaded.
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Figure 2.5: MIP, selection isoclines and arrows indicating gradients. In point 1 x1 is
close to upper boundary and x2 around middle values, selection gradient for resident 1
G1(x1, x2) < 0 and thus corresponding arrow points left, G2(x1, x2) > 0 as arrow points
up. Corresponding fitness landscapes are shown on right. Mentioned features (values of
x1 and x2 and derivative of the invasion fitness at them) can also be read from fitness
landscape. Dimorphic singularity is at the intersection of isoclines (point 3), as there
directional selection vanishes for both resident. Singularity can be evolutionarily stable
or unstable for each resident. In this case it is stable for x1 and unstable for x2.
If the dimorphic population stays on "++"-area both residents can keep evolving along
their direction until encountering an isocline of the selection gradient where directional
selection for that resident vanishes i.e. Gi(x1, x2) = 0, i = 1, 2. For graphical analysis
of dimorphic evolution we can use MIP with isoclines and arrows indicating direction of
evolution. Graphical analysis is similar to phase-plane analysis of two-dimensional ODE’s.
In dimorphic population fitness landscape is no more a cross-section of two-dimensional
plot as in monomorphic but each point of MIP connects to one fitness landscape as in
figure 2.5.
Definition 2.7. Dimorphic singularity is a strategy pair (x1, x2) such that
G1(x1, x2) = G2(x1, x2) = 0.
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In dimorphic singularity directional selection is zero, thus linear approximation no
longer dominates and second order approximation is the dominant term. Fitness land-
scape is thus locally parabola shaped. Our time-scale separation of evolutionary and
population dynamics let us consider each resident separately. Thus same argument as
in monomorphic case proves that dimorphic singularity will be evolutionary stable for a
resident i if ∂yysx∗1,x∗2(x
∗
i ) < 0. A dimorphic singularity is a branching point of trait xi if
∂yysx∗1,x∗2(x
∗
i ) > 0 and the singularity is trait-wise attracting, which is called isoclinic sta-
bility. A singular point is trait-wise attracting with respect to trait xi if ∂xiGi(x∗1, x∗2) < 0
i.e. if selection gradient is negative above the singularity and positive below. Strong
convergence stability implies isoclinic stability (cf. section 2.5).
If singularity is branching point for one resident that resident will eventually undergo
evolutionary branching and our population becomes trimorphic. If singularity is branching
point for both residents then there could be different outcomes. In sufficiently symmetric
cases both residents can branch. If either resident is faster (e.g. due to higher popula-
tion density or mutational rate) then that one will branch and the other probably not.
Branching of the first resident likely changes the fitness landscape of the other such that
it won’t be on a branching point any more. After branching population will be trimor-
phic (or more) and next branching could occur after the trimorphic population reaches
its singularity.
2.3 Adaptive dynamics of two-dimensional strategy
Evolution of a two-dimensional strategy in a monomorphic population is pretty similar
to evolution of scalar trait in dimorphic population. The main difference is that while in
dimorphic population mutations occur independently among residents, in two-dimensional
trait one mutation can affect both trait values and thus traits don’t evolve independently.
Keep in mind that adaptive dynamics studies evolution by small phenotypic mutations but
besides phenotypic mutations (changes) there is always genotypic mutation. One single
mutation in DNA can affect many phenotypic traits, that is called pleiotropy. There could
also be trade-offs between traits, for example breeding effort affects maximum lifetime
or seed size affects maximum number of seeds produced. These phenomena result in
correlation between traits and thus evolution of a two-dimensional trait is not as simple
as evolution of a scalar trait in a dimorphic population.
I use similar notation as in a dimorphic case. Population is defined by its two-
dimensional strategy x = (x1, x2) where x1 is first evolving trait and x2 is the other
trait. Invasion fitness of a mutant y = (y1, y2) is denoted by sx(y) and selection gradient
for trait x1 is G1(x) = ∂y1sx(x).
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Theorem 2.8. Let x1 and x2 be two evolving traits of a monomorphic population. A bit
different mutant (y1, y2) can invade resident population (x1, x2) if
(y1 − x1, y2 − x2)(G1(x1, x2), G2(x1, x2))T > 0.
Proof. First order Taylor expansion of invasion fitness close to y = x gives
sx(y) = sx(x)︸ ︷︷ ︸
=0
+G1(x)(y1 − x1) +G2(x)(y2 − x2) .
Thus fitness is positive if (y1−x1, y2−x2)(G1(x1, x2), G2(x1, x2))T > 0 and mutant invades.
Previous result means that evolution of two-dimensional strategy in monomorphic
population allows for wider variation than evolution of one-dimensional strategy in di-
morphic population. Evolutionary path can go anywhere while angle of it and gradient
is less than 90◦. It is possible that mutant with less beneficial trait one can invade if
trait two is so much better that it compensates fitness loss due to trait one. For example,
breeding on early ages can be favoured even though it shortens expected lifetime. Figure
2.6 summarizes this result.
Also branching in multidimensional strategies is generally much more complicated
than in scalar traits. For convergence and evolutionary stability of a two-dimensional
singularity see the section 2.5.
2.4 Canonical equation of adaptive dynamics
Evolution of a trait is greatly stochastic process. Size of mutational step is random as
well as what mutation occurs first. These things can greatly affect the trait substitution
sequence (TSS). TSS is simply a sequence of traits such that a single trait in TSS can
always be invaded and replaced by the next trait in sequence. In monomorphic evolution
of a single scalar trait these things affect only speed of evolution, direction is always same.
In dimorphic population or in the evolution of two-dimensional strategy relative speeds
of evolution in different directions can change even overall result of evolution. Figure
2.6 shows how much possible evolutionary paths can differ from each other under similar
selection. If there are multiple evolutionary attractors in trait space, varying evolutionary
speed of different directions can change to what attractor evolution ends up.
Canonical equation is deterministic tool for approximating evolutionary paths. Canon-
ical equation was first defined by Dieckmann and Law in 1996 as a first order approx-
imation of master equation that describes a stochastic trait substitution sequence [12].
Canonical equation gives deterministic path of TSS, which is likely a good approximation
of the mean path of realizations of the evolutionary process.
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Figure 2.6: Possible evolutionary paths of evolution under different selection. On the
left evolution of two independent traits e.g. traits of residents in dimorphic population.
On the right evolution of a strategy of two traits. Thick arrows: selection gradients for
both traits separately. Thin arrow: combined selection gradient. Dashed lines: boundary
of possible directions of evolution. In dimorphic case both traits evolve independently
and thus the evolutionary path goes always up and right. In two-dimensional strategy
each trait can evolve to less beneficial direction (down or left) if overall change is towards
higher fitness (not crossing the dashed line).
Definition 2.9. Canonical equation of monomorphic evolution of a single trait describes
deterministic path of the evolution and is defined as
(2.10)
dx
dt
=
1
2
µ(x)N(x)σ2(x)G(x)
where µ(x) is the probability of mutation per birth given by resident x, N(x) is equilibrium
density (number) of x, σ2(x) is mutational variance and G(x) is selection gradient.
Evolutionary speed thus depends on the size of the evolving population, the probability
of mutations, size of mutational change and selection gradient. Note that strong selection
itself is not enough to ensure fast evolution.
One-dimensional canonical equation is pretty straightforwardly generalizable to di-
morphic evolution of a single trait. Notable changes are that equilibrium density of one
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resident as well as other factors depend on the other resident. For evolution of two-
dimensional strategy we have to take into account pleiotropic effects of mutations. That
means that mutation in one trait possibly affects also value of the other trait. The
following definition gives general formula for possibly polymorphic populations and or
multidimensional traits in unstructured populations and continuous time.
Definition 2.11. Consider k-recidents x1, ..., xk with possibly multidimensional strategies
xi = [xi1, ..., ximi ]
T where mi is the number of evolving traits of resident i. The canonical
equation gives deterministic path of traits x = [x11, ..., x1m1 , ..., xkmk ]T and is defined as
dx
dt
=
1
2
µ(x)N(x)V(x)G(x) = C(x)G(x)
where µ(x) is a k×k diagonal matrix with elements [µ(x11), ..., µ(x1m1), ..., µ(xkmk)] giving
per birth mutation probabilities µ(xlj) for the jth trait of the lth resident, N(x) is a
k×k diagonal matrix with diagonal elements [N1(x), ..., N1(x)︸ ︷︷ ︸
m1 times
, ..., Nk(x), ..., Nk(x)︸ ︷︷ ︸
mktimes
] giving
equilibrium densities of residents,V(x) is a block diagonal covariance matrix of mutational
steps where block Vi(xi) is an mi ×mi variance-covariance matrix of mutational steps of
the traits of ith resident and G(x) is the selection gradient vector. All factors of G(x) can
be combined to a single matrix C(x).
Evolution of trait xij depends not only mutations affecting directly to it but also
mutations in trait xil weighted by covariance σ2i,jl(xi) = [Vi(xi)]jl. The trait vector x could
consists of scalar traits of residents of a k-morphic population, traits of a k-dimensional
strategy or anything in between.
In polymorphic population there are no correlation between mutational steps of traits
of different residents. When considering evolution of an m-dimensional strategy in an k-
morphic resident population the covariance matrix would be an mk ×mk block diagonal
matrix of k m × m blocks. Evolution of a single scalar trait (mi = 1 ∀ i = 1, ..., k) in
a polymorphic population x1, ..., xk ∈ R results in a covariance matrix that is simply a
diagonal matrix of variances of each trait. In this case the canonical equation simplifies
to
dxi
dt
=
1
2
µ(xi)Ni(x)σ
2
i (xi)Gi(x)
where subindices implies respective elements of the matrices (vectors) defined above and
arguments indicate dependence of each element. Mutation rate and variance depend only
the trait xi itself, where as equilibrium density and selection gradient depend on every
resident.
Note that if a trait is on its attracting boundary it won’t evolve any further and thus
its correlational effect to evolution of other traits should be excluded.
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2.4.1 Canonical equation of structured populations
In structured populations (as in our model) the canonical equation is not as simple as
above. The big difference between structured and unstructured populations is the exis-
tence of multiple birth states. Birth-state of a mutant can affect mutant’s ability to invade
and different residents are likely distributed differently over those birth states. Idea of
canonical equation is still the same. We use results of Durinx et al. [13].
Derivation of canonical equation starts from the equation
(2.12)
dx
dt
= µ(x)b(x)N(x)
∫
sx(y)>0
(y − x)ϕ(y − x, x)P (y, x)d(y − x)
where µ and N are as before, b(x) is birth rate of the resident x and under the integral
(y−x) is an evolutionary change, ϕ(y−x, x) is the probability of a mutation of (y−x) from
x (i.e. to y) and P (y, x) is a probability of an invasion of a mutant y. In an unstructured
population a first order Taylor approximation gives P (y, x) = (y − x)G(x)/b(x) which
assuming symmetric ϕ simplifies (2.12) to (2.10) [12]. Close to the point considered the
invasion fitness sx(y) will be positive for a half of the trait space. Assuming symmetric
ϕ we can multiply with one half and integrate over full space (not only sx(y) > 0) which
results in the variance factor.
In a structured population the probability of an invasion of y (|y − x| small) with a
single mutant born is P (y, x) = 2log(R0)/η2 [13] where R0(y, x) is the dominant eigenvalue
of next generation matrix A(y, x) of a mutant y in the resident population x. Moreover
η2(y, x) =
∑
l ulVar(
∑
m vmξml), where ul(y, x) and vm(y, x) are the lth and mth elements
of corresponding right and left eigenvectors of A(y, x) normalized such that
∑
l ul = 1
and
∑
l ulvl = 1. Finally ξml(y, x) is a random number of offspring born to state m by
a single adult born in state l. In structured populations logR0(y, x) = Tf (x)sx(y) where
Tf (x) is the average age of the resident at giving birth and additionally b(x) = 1/Ts(x)
where Ts(x) is the expected lifespan of the resident individuals [13]. These applied to
(2.12) with first order approximation results in
dx
dt
= µ(x)b(x)N(x)
σ2(x)
η2(x, x)
∂ logR0
∂y
(x, x) = µ(x)
Tf (x)
Ts(x)
N(x)
σ2(x)
η2(x, x)
G(x, x) .
where σ2(x) is the variance of mutational step size as in the equation (2.10).
In our model we consider an annual plant reproducing once at the end of season. Thus
Tf (x) = Ts(x) = 1 and this simplification gives us
(2.13)
dx
dt
= µ(x)N(x)
σ2(x)
η2(x, x)
G(x)
I assume that µ and σ2 are constant.
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2.5 Convergence and evolutionary stability
In one-dimensional case singularity is convergence stable if selection gradient below is
positive and above is negative (cf. [6] for example). In multidimensional and/or polymor-
phic evolution there are three types of convergence stability: absolute, strong and weak.
An absolutely convergence stable point is a local attractor for any evolutionary trajectory,
even for a Darwinian demon [14]. Darwinian demon is an imaginary creature that can
choose exactly what mutations occur when and thus can force evolution to the worst path
with respect to stability of the point considered. A strongly convergence stable point is an
asymptotically stable equilibrium of canonical equation 2.11 for any matrix C [8]. Finally
we define a weakly convergence stable point as an asymptotically stable equilibrium of
canonical equation for some C.
Absolute convergence stability means that there is no evolutionary path that could
escape the equilibrium. This concept is so demanding though, that it’s likely to be
useless in most cases. Strong convergence stability implies that evolution will very likely
lead to the equilibrium. Deterministic gradual change described by canonical equation
will always converge even though there could be "demonic" cases that escape. Weak
convergence stability means that at least for some mutational rates and covariances the
point is convergence stable. There could still be matrices C that led to gradual evolution
away from the point.
Strong convergence stability is usually the most practical one as it gives pretty strong
result but is still quite common. In practice strong convergence stability can be checked
from the Jacobian of the selection gradient [J]ij = ∂xjGi(x). For a symmetric positive
definite variance-covariance matrix C a singular point is strongly convergence stable if the
selection Jacobian evaluated at that point is negative definite [15] (i.e. its symmetric part
(J + JT )/2 is negative definite). Positive definiteness of C holds unless the distribution
is degenerate. Strong convergence stability implies isoclinic stability (cf. section 2.2
page 14) as if a singularity is not isoclinically stable there are covariance matrices that
lead to gradual evolution to the direction of isoclinic instability and thus away from the
singularity.
Considering dimorphic evolution of a scalar trait letW = (J+JT )/2 be the symmetric
part of the selection Jacobian. As a symmetric matrix W is negative definite if its
eigenvalues are negative. W is a 2 × 2 matrix and thus its eigenvalues are negative if
and only if trW < 0 and detW > 0. Thus these conditions imply strong convergence
stability. A strongly convergent dimorphic singularity is evolutionarily stable with respect
to the scalar trait of resident i if ∂yysx∗1,x∗2(x
∗
i ) < 0 and branching if ∂yysx∗1,x∗2(x
∗
i ) > 0.
For monomorphic population and multidimensional strategy Geritz et al. (2016)
showed that the selection Jacobian being negative definite is equivalent to C11 − C00
being positive definite, where C00 = ∂2sx(y)/2∂y2 and C11 = ∂2sx(y)/2∂x2 [9].
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A singularity of a multidimensional trait space is evolutionary stable if the selection
Hessian (2C00) is negative definite. Negative definiteness of the Hessian together with zero
selection gradient imply that the singular strategy is locally fitness maximum and thus
no nearby mutant can invade. In general it could be possible that there is a convergence
stable singularity which is invadable and thus not ESS but diverging types evolve soon
out of the coexistence cone and population becomes monomorphic and again converges to
the singularity. Luckily enough in two-dimensional strategies strong convergence stability
and invadability implies branching [9].
2.6 Boundary singularity
A boundary singularity is a point such that for all traits with non-zero selection gradient
it’s true that the trait is on its boundary and the selection gradient points towards the
boundary i.e. xi = xi,min ⇒ Gi(x) < 0 and xi = xi,max ⇒ Gi(x) > 0. Thus it is not a
singularity according to common definition as all gradients are not zero but it shares main
characteristics of singularity: if a population is exactly at that point, directional evolution
won’t lead away from it. Natural example is a trait x which considers some probability:
x ∈ [0, 1]. If selection gradient Gx > 0 always, evolution leads to x = 1 and ends there.
Considering convergence and evolutionary stability of a boundary singularity we can
assume that the trait on the attracting boundary is constant regardless of possible correla-
tions. Selection gradient for the trait on its boundary is always strictly positive (negative)
where as for other traits scaling close to the singularity makes selection gradient infinites-
imal. A boundary singularity is always evolutionarily stable with respect to the trait
which is on its boundary. Branching can’t occur as mutants inside can’t invade due to
the selection towards the boundary and mutants outside can’t invade as they are not pos-
sible. The selection gradient pointing towards boundary thus implies both convergence
and evolutionarily stability.
It’s still possible to lose convergence stability or have branching in some other trait
at the boundary singularity. Convergence and evolutionary stability conditions has to
be checked for n − k-dimensional trait space, where n is number of all traits and k is
number of traits on the boundary. For example in two-dimensional trait space let x =
(x1, x2) ∈ [0, 1]2, let (0, x∗2) be a boundary singularity i.e. G1(0, x∗2) < 0 and G2(0, x∗2) =
0. Analogously to the monomorphic scalar case the singularity (0, x∗2) is attracting if
∂x2G2(x) < 0 and evolutionarily stable if second derivative of the invasion fitness with
respect to x2-mutant is negative.
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2.7 Environmental dimensionality
Environment is not always as complex as it first seems to be. For example an environment
of many different factors (resources, sources of mortality etc.) could be very simple
if there is a simple linear relationship between those factors and hence they could be
considered as a one environmental factor. It could be also that there are truly independent
environmental factors but they affect population dynamics of considered species only as
together.
Definition 2.14. Essential dimension of the environment for an arbitrary resident pop-
ulation x = [x1, ..., xn] where xi ∈ X in an environment Ex ∈ E is the minimum number
k for which there exists smooth functions
φ : E→ Rk and Ψ : X× Rk → R
such that
sign(sx(y)) = sign(Ψ(y, φ(Ex))).
That is minimum number of real numbers calculated from the environment that are
needed together with mutant strategy for defining mutant’s invasion ability in an arbitrary
resident population. Dimensionality of the environment is important as there could be in
general at most k coexisting residents in a k-dimensional environment. Reason for this is
that when solving population densities of n residents there are n equations sx(xi) = 0, i =
1, ..., n, and k-variables [φ(Ex)]j, j = 1, ..., k, to be solved and in general it can’t be solved
if n ≥ k. [16]
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Chapter 3
Model construction
Mathematical models are often either very simplified and thus possible to analyse ana-
lytically but unrealistic or more realistic but much harder to analyse. Our model lacks
possibility of analytic analysis but it is still pretty easy to understand and see what affects
where, especially with help of previous models that are even more simple and that are
limiting cases of our present model.
3.1 Background
Our model is a generalization of some previous models and those models are limiting cases
of our model, namely the models of Hamilton and May[1], Kisdi [17] and Karisto and Kisdi
[18]. These models assume annual passively dispersing species in an environment of sites
that carry exactly one adult each. Number of sites is assumed to be infinite (infinite
population size: initially rare mutants) and also the number of juveniles produced by
adult individual is infinite (deterministic within site dynamics). Reproduction is clonal
and juveniles are either dispersed or left on the natal site. Dispersal is thought to take
place in so called dispersal pool where dispersing seeds become well mixed and then
dispersed randomly over all sites. Adults die every year and after dispersal juveniles
compete for sites according to a fair lottery such that probability of type z seed to win is
proportion of z-seeds. Realistic example could be an annual plant with dispersing seeds.
Thus I use the word seed for juveniles from here on.
These models differ in the connectivity of individual sites and therefore in the survival
probability of dispersers. Kin competition within site selects for dispersal whereas cost
of dispersal (mortality) and immigration select against dispersal. If dispersal increases
probability of winning a site (elsewhere) more than it decreases probability of winning the
natal site, then dispersal is beneficial. How these different selective forces are balanced
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depends on details of the model considered and is impossible to solve verbally.
3.1.1 Hamilton and May (1977)
Figure 3.1: Structure of the HM-
model. Fraction d of seeds is dis-
persed and fraction s of those sur-
vives back to living sites.
The model of Hamilton and May [1] (HM-model)
was a fundamental step in research of evolution of
dispersal. They showed that in a simple environ-
ment of separate sites and a single dispersal pool
there is a globally attracting evolutionarily stable
singularity d∗HM(s) = 1/(2 − s), where s is survival
probability during dispersal. Thus high survival in-
dicates more dispersal but half of the seeds would be
dispersed even though all dispersers would die. This
somehow unintuitive result arises from the fact that
lower survival probability means less immigrants to
an individual site and hence sending offspring away
is not as harmful as would be when more immigrants
came to compete for the site.
3.2 Our model
We consider annual passively dispersing species in an environment of separate sites. Sites
are either solitary (fraction p) or grouped as a one large patch (1 − p). Each adult
individual produces B seeds that either stay on the natal site of go for dispersal. We let
B and the number of sites go to infinity such that population dynamics is deterministic.
On the large patch there is almost the structure of HM-model: seeds can stay on the
natal site (1 − d) or join a (local) dispersal pool (d) from what they can disperse over
the patch. Survival probability in local dispersal pool is parameter s. Difference from
HM-model is that certain fraction q of surviving seeds from local dispersal pool gets to a
global dispersal pool. The global dispersal pool provides a dispersal route to all sites of
the environment, not only to those on the patch.
Global dispersal is more dangerous than local dispersal. The probability of surviving
in the global pool is γ i.e. extra mortality of the global dispersers compared to the locally
dispersed individuals is 1− γ. On solitary sites local dispersal is more dangerous than on
the patch as there are no other sites nearby to reach with local dispersal. Fraction b of
locally dispersed seeds manages to get back to the natal sites though. Sites on the patch
are connected to other sites better than the solitary sites because dispersal is on average
more dangerous from and into solitary sites than those on the patch. Thus I refer sites
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Figure 3.2: Structure of our model. Living sites (small circles) clustered into a large patch
(on the left, fraction 1−p) can exchange dispersers via both a local and a global dispersal
pool. Solitary sites (on the right, fraction p) are accessible only via the global dispersal
pool. Proportion of dispersers: d, survival probability in local dispersal: s, proportion of
global dispersers from surviving dispersers q, probability of survival in global dispersal:
γ. Solitary sites lack local dispersal, hence seeds will die if they don’t get to global pool
or happen to survive back to the natal site (probability b).
on the patch as well-connected sites. I assume 0 < p < 1 and 0 < s, γ, b ≤ 1 such that
the model is irreducible meaning that we always have both types of sites and connection
between them.
In arbitrary resident population of k residents I denote with (di, qi) the two-dimensional
dispersal strategy of the ith resident. di is fraction of seeds of the ith resident that leave
the natal site and join the local dispersal pool and qi is fraction of those seeds that go to
global dispersal. Fraction of all sites that are solitary and occupied by resident i is denoted
by n1i whereas proportion of sites of resident i on the patch is n2i. Thus
∑k
i=0 n1i = p
and
∑k
i=0 n2i = 1− p.
For defining the mutant population dynamics I first define some auxiliary variables.
Let
(3.1a) Ig = sγ
k∑
i=0
diqi(n1i + n2i)
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such that IgB is number of seeds immigrating to a site from global dispersal. Let further
(3.1b) Il = s
k∑
i=0
di(1− qi) n2i
1− p
such that IlB is number of seeds a site on the patch gets from the local dispersal pool.
Then
(3.1c) Ps =
k∑
i=0
n1i
1− di + dis(1− qi)b+ Ig
is the probability of winning a solitary site if surviving the global dispersal. And finally
(3.1d) Pp =
k∑
i=0
n2i
1− di + Il + Ig
is the probability of winning a well-connected site after global dispersal. Note that Pp/(1−
p) is the probability of winning a site if landing to the patch.
Population dynamics of a rare mutant is given by m(t+ 1) = Amm(t) where m(t) =
[m1(t),m2(t)]
T is mutants population vector at year t. m1 and m2 are proportions of sites
that are occupied by a mutant and are either solitary or on the patch, respectively. Am is
a projection matrix of that mutant and is defined elementwise: [Am]ij is expected number
of type i sites won by offspring of an individual on type j site.
[Am]11 =
1− dm + dms(1− qm)b
1− dm + dms(1− qm)b+ Ig + dmqmsγPs(3.2a)
[Am]12 = dmqmsγPs(3.2b)
[Am]21 = dmqmsγPp(3.2c)
[Am]22 =
1− dm
1− dm + Il + Ig + dms(
1− qm
1− p + qmγ)Pp(3.2d)
Auxiliary variables Ig, Il, Ps and Pp are so called environmental feedback variables.
Environment of our model is essentially four dimensional and thus at most four different
residents can coexist [16].
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Chapter 4
Evolutionary analysis of the model
As this model is a structured population model and Am is the next-generation matrix of
population the invasion fitness is the dominant eigenvalue λm of Am. In this case I have
to compare invasion fitness to 1, not to 0, as invasion fitness is now expected life-time
reproduction number of a mutant individual. Thus λm > 1 implies possibility of invasion
while with λm < 1 probability of invasion is zero. I simplify calculations by using fitness
proxy F = tr(Am)−det(Am) instead of the actual fitness λm. For positive 2× 2 matrices
this fitness proxy has been proven to have the following property [19]:
tr(Am) ≤ 2⇒
(
F T 1⇔ λm T 1
)
tr(Am) > 2⇒ (λm > 1, irrespectively of F ) .
For mutants sufficiently similar to a resident the condition tr(Am) ≤ 2 always holds
and thus fitness proxy F can be used alone to determine evolution [19]. As selection
gradients I use gradients derived from the fitness proxy: gd(d, q) = [∂dmF ](dm,qm)=(d,q) and
gq(d, q) = [∂qmF ](dm,qm)=(d,q). Selection gradients derived from the fitness proxy are sign
equivalent to the real selection gradients although they may vary in relative magnitude.
4.1 Monomorphic resident populations
In monomorphic resident population (d, q) the auxiliary variables from (3.1) simplify to
Ig = sγdq, Il = sd(1−q), Ps = p/(1−d+ds(1−q)b+Ig) and Pp = (1−p)/(1−d+Il+Ig)
and the projection matrix Am itself is
(4.1a) [Am]11 =
1− dm + dms(1− qm)b
1− dm + dms(1− qm)b+ sγdq +
dmqmsγp
1− d+ ds(1− q)b+ sγdq
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(4.1b) [Am]12 =
dmqmsγp
1− d+ ds(1− q)b+ sγdq
(4.1c) [Am]21 =
dmqmsγ(1− p)
1− d+ sd(1− q) + sγdq
(4.1d) [Am]22 =
1− dm
1− dm + sd(1− q) + sγdq +
dms(1− qm + qmγ(1− p))
1− d+ sd(1− q) + sγdq
4.1.1 Limiting case b = 0
Figure 4.1: PIP of the evolution of
q with d = 0.5, s = 0.8, γ = 0.2,
p = 0.7. Evolution leads to q = 0.
Considering evolution of q alone (dm = d) when
b = 0 I found roots of the invasion fitness being
qm = q (as always) and qm = q(1 − γ)/p. The last
root is linear and intersects the main diagonal at q =
0. Therefore there is a singularity q∗ = 0. Fitness
is negative between the roots and thus the model
predicts evolution to q∗ = 0 when p < 1 − γ and
to the boundary singularity q∗ = 1 when p > 1− γ
(figure 4.1). When 1 − γ = p there is no selection
for q and actually any point is a branching point
(no directional selection, positive fitness below and
above the diagonal).
Value of d doesn’t affect the eventual outcome
of the evolution of q. Thus for any choice of d, q
evolves to zero or one. On the other hand we have
proved that for any q there is a globally attracting
singularity with respect to d [18].
Coevolution of d and q is hence very simple. If there are no constraints for the evolution
of the two-dimensional dispersal strategy (d, q) evolution ends into the ESS of the HM-
model: either to (d∗HM(sγ), 0) = (1/(2− sγ), 1) when the global dispersal is favoured and
all sites become effectively solitary or to (d∗HM(s), 0) = (1/(2 − s), 0) when the global
dispersal is not favoured and dispersal occurs only locally on the patch.
This result is pretty intuitive as 1 − γ is mortality during the global dispersal and p
is proportion of the solitary sites. Verbally: if mortality is greater than amount of sites
accessed, global dispersal is on average harmful and q evolves to 0. If there is benefit got
through the global dispersal then it will be fully harvested and thus q evolves to 1.
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(a) If p < 1 − γ, evolution
leads likely to d∗HM (s).
(b) When p > 1 − γ and
d˜(1) < dcrit, evolution leads
likely to d∗HM (sγ).
(c) p > 1−γ and dcrit < d˜(1),
evolution leads likely to inte-
rior singularity (d∗, q∗).
Figure 4.2: Three different cases of monomorphic evolution according to reasoning in the
section 4.1.2. Arrows indicate whether boundaries are repelling or attracting or selection
gradients in the interior. Solid line: d˜(q) which is partly d-isocline and possibly partly
boundary d = 1. Dashed line: q-isocline as I have seen it.
4.1.2 Monomorphic singularity
I couldn’t solve singularities explicitly. Proving or excluding even existence of singularities
is too difficult. Some conclusions can still be drawn. If there is no singularity with 0 <
q < 1 then there are two possible singularities (d∗, q∗) = (d∗HM(s), 0) = (1/(2− s), 0) and
(d∗, q∗) = (d∗HM(sγ), 1) = (1/(2−sγ), 1) as above. Those are attracting and evolutionarily
stable with respect to d.
The boundary d = 0 of the parameter space is repelling always as gd(0, q) = 0 and
∂dgd(0, q) = qs
2γ((1 − q)(1 − p) + qγ) > 0 which proves that close to the boundary the
selection gradient for d is positive.
If p < 1 − γ ⇔ p + γ − 1 < 0 the boundary q = 0 is attracting as gq(d, 0) = 0 and
∂qgq(d, 0) = (d
2s2γ(p+ γ − 1))/((ds− d+ 1)(bds− d+ 1)) < 0. In that case on the upper
boundary gq(d, 1) = d2s2γ((p + γ − 1)(1 − d(1 − sγ)) − pbsγd)/(dsγ − d + 1)3 < 0 and
thus the upper boundary is repelling. This suggests that evolution leads to the singularity
(d∗, q∗) = (1/(2 − s), 0) as in the limiting case b = 0 when p < 1 − γ (cf. section 4.1.1).
This is also consistent with the numerical analysis explained below.
If p > 1− γ ⇔ p+ γ − 1 > 0 the boundary q = 0 is repelling and the other boundary
could be partly attracting. Now gq(d, 1) = d2s2γ((p+γ−1)(1−d(1−sγ))−pbsγd)/(dsγ−
d+ 1)3 > 0⇔ T (d) := (p+ γ− 1)(1− d(1− sγ))− pbsγd > 0. The last expression T (d) is
a monotonically decreasing linear function of d. T (0) = (p+ γ − 1) > 0 and T (dcrit) = 0,
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where dcrit = (p+ γ − 1)/((1− sγ)(p+ γ − 1) + pbsγ). Thus gq(d, 1) < 0⇔ T (d) < 0⇔
d > dcrit. The boundary q = 1 is hence attracting for d < dcrit and repelling for d > dcrit.
Let d˜(q) be a singularity with respect to d for given q. I assume that d˜(q) : [0, 1]→]0, 1]
is a unique and attracting singularity with respect to d as a continuous function of q. These
assumptions seem to be reasonable as all numerical examples I have seen fulfil them,
although I can’t prove analytically that it is true. Now d˜(q) can be either an ordinary
singularity (part of gd-isocline) with 0 < d˜(q) ≤ 1 if gd(d˜(q), q) = 0 or a boundary
singularity with d˜(q) = 1 if gd(d, q) > 0∀d ∈]0, 1]. As seen before d˜(0) = 1/(2 − s) and
d˜(1) = 1/(2− sγ). Thus d˜(q) connects points (d˜(0), 0) and (d˜(1), 1) and consists at least
partly of the d-isocline inside the trait space and possibly partly of boundary q = 1. Keep
in mind that both of those points (d˜(0), 0) and (d˜(1), 1) are singularities with respect to
d. As the boundary q = 0 is repelling gq(d˜(0), 0) > 0. If additionally dcrit < d˜(1) then
gq(d˜(1), 1) < 0 as the point belongs to the repelling part of the boundary q = 1. Thus
there is a singularity (d∗, g∗) with 0 < g∗ < 1 as gq(d˜(q), q) is a continuous function of q
and gq(d˜(0), 0) > 0 > gq(d˜(1), 1). This point I shall call an interior singularity.
If there is no interior singularity there exists a boundary singularity. If p > 1− γ but
dcrit > 1/(2 − sγ) there exist an interior singularity. If p > 1 − γ but dcrit > 1/(2 − sγ)
an interior singularity not necessarily exists. Additionally the point (d, q) = (1/(2 −
sγ), 1) belongs to the part of boundary which is attracting in q and thus that point is
a boundary singularity. If p < 1 − γ the boundary singularity is (1/(2 − s), 0). Both
boundary singularities are ESS when exist as they are on q-boundary and attracting and
evolutionarily stable in d.
It is sufficient for the existence of an interior singularity that p > 1 − γ and dcrit <
1/(2− sγ). This is equivalent to
(4.2) 1◦) p > 1− γ and 2◦) s > scrit = p+ γ − 1
pbγ
.
The second condition requires that scrit < 1 to be able to choose s > scrit which in turn
implies b > bcrit = (p+ γ − 1)/pγ.
When p < 1−γ selection on the well-connected sites overruns the effect of the solitary
sites and q → 0. In the opposite case when p > 1 − γ evolution is driven by solitary
sites and q tends generally to higher values, even to 1. If s and b are sufficiently high,
though, there is such balance that q doesn’t evolve all the way to 1. Selective pressure
for q is towards one on solitary sites. Well-connected sites could prefer lower q. If s is
too low, then the well-connected sites don’t get enough benefit from the local dispersal
and selective pressure on them doesn’t prevent evolution to q = 1. Thus the population
gradually loses the local dispersal. Reason of the condition for b is that low b makes the
local "dispersal" on solitary sites so dangerous that the selective pressure on the solitary
sites drives q → 1. If b is high enough, then the selective pressure for q → 1 on the solitary
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sites is weaker than with lower b and there are values of s such that the well-connected
sites can balance the selection and q∗ < 1.
I did numerical analysis of the model with Matlab. I used Matlab’s numerical solver
(vpasolve) for finding the possible interior singularity (d∗, q∗ ∈ [10−9, 1 − 10−9]) on each
combination of s, γ, p, b = 0.04, 0.09, ..., 0.99. From those 160 000 combinations I didn’t
find any interior equilibrium that doesn’t fulfil the conditions (4.2) and on the other hand
each of 8808 parameter combinations fulfilling (4.2) results in an interior equilibrium.
Then I studied the parameter space defined in conditions (4.2) more carefully. I
took every combination of γ, p = 0.04, 0.09, ..., 0.99 such that p > 1 − γ. For every
combination I took ten values of b such that b = bcrit, bcrit + (1− bcrit)/9..., 1 and for those
s = scrit, scrit+(1−scrit)/9..., 1. With every combination of those I tried to find (vpasolve)
an other singularity (d∗2, q∗2) such that d∗2 ∈ [10−9, 1] and either q∗2 ∈ [10−9, q∗ − 0.0001] or
q∗2 ∈ [q∗ + 0.0001, 1]. I didn’t find an other singularity in any case. Thus I propose that
the monomorphic singularity is always unique.
I determined convergence stability of the interior singularities (d∗, q∗) by the method
of Leimar [15] as formulated by Geritz et al. [9]: a singularity is strongly convergence
stable if C11 − C00 is positive definite, where
(4.3) C11 =
1
2
[
∂2F
∂d2
∂2F
∂q∂d
∂2F
∂d∂q
∂2F
∂q2
]
dm,d=d∗
gm,g=g∗
and C00 =
1
2
[
∂2F
∂d2m
∂2F
∂qm∂dm
∂2F
∂dm∂qm
∂2F
∂q2m
]
dm,d=d∗
gm,g=g∗
.
All interior singularities found are strongly convergence stable.
According to my numerical analysis if p < 1 − γ there is no interior equilibrium and
evolution leads always to (1/(2−s), 0). This is consistent with analysis of the limiting case
b = 0. Hence the patch containing sufficiently high fraction of all sites implies evolution
to q = 0 i.e. no dispersal from or into solitary sites. At that point our model reduces
to HM-model on the patch and no dispersal on solitary sites. If p > 1 − γ it is possible
to have an interior equilibrium or on the other boundary (1/(2 − sγ), 1). If q evolves
to one there are no well-connected and solitary sites but all sites are equally connected.
Two examples of the evolution of d and q are in the figure 4.3. What I called an interior
equilibrium could in general be of form (1, q∗) but these were found if and only if s, b = 1.
With d, s, b = 1 our model reduces to the model of Kisdi (2016) [17] (cf. section 4.3.1).
4.1.3 Evolutionary stability
Boundary singularities (1/(2 − s), 0) and (1/(2 − sγ), 1) are ESS if exist. Boundary
singularities (1, q∗) can be ESS or BP depending on parameters (cf. section 4.3.1).
An interior singularity is evolutionary stable if the selection Hessian (2C00 in (4.3))
is negative definite while if strongly convergence stable singularity of a two-dimensional
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(a) Interior singularity (d∗, q∗) ≈ (0.69, 0.30).
s = 0.69, γ = 0.24, p = 0.79 and b = 0.59.
p > 1− γ and s > scrit
(b) Boundary singularity (d∗, q∗) = (1/(2 −
sγ), 1). s = 0.69, γ = 0.34, p = 0.79 and
b = 0.59. p > 1− γ but s < scrit
Figure 4.3: Two examples of the evolution of d and q in a monomorphic population. Solid
line: d-isocline, dashed line: g-isocline, arrows: selection gradients, black dot: singularity.
strategy is not ESS then it is a branching point [9]. Among 8808 parameter combinations
resulting in an interior singularity there are 8039 that result in a branching point and rest
give ESS (cf. figure 4.4).
Interior singularities are found with sufficiently high γ, p, s and b. Same verbal
conditions hold also for having an ESS instead of branching, although having ESS requires
typically even higher values of those. I suppose that branching will result two residents
such that one specialises to the patch (only local dispersal, q = 0) and the other resides
the solitary sites with high q. High q is beneficial on the solitary sites as it decreases
amount of mortality due to unsuccessful local dispersal on the solitary sites.
Having both p and γ sufficiently high implies that selection on the solitary sites rule
the entire model and thus there is not enough opposite selection pressure on the patch to
result in branching from (1/(2− sγ), 1). High values of parameters s and b in turn imply
that the evolution leads to an interior singularity with q∗  1 where branching is not
possible. If s and b are only bit higher than scrit and bcrit the singularity (d∗, g∗) is pretty
close to (1/(2− sγ), 1). In such intermediate case there is possibility of branching as the
model is not strongly on either extreme (q = 1 or q  1). Figure 4.4 shows a part of the
parameter space with p > 1− γ to give some idea of how parameters affect existence and
properties of singularity.
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Figure 4.4: Singularity properties when p > 1 − γ. Missing panels belong to p < 1 − γ
where evolution leads to (1/(2 − s), 0). Black area: interior singularity ESS; gray area:
interior singularity branching; white: singularity at (1/(2 − sγ), 1). Small panels: (s, b)-
plots in 0 ≤ s, b ≤ 1. Columns: different values of γ with interval 0.05. Rows: different
values of p, interval 0.05.
4.2 Dimorphic resident populations
After branching residents will eventually evolve to two distinct subpopulations. In dimor-
phic resident population the auxiliary variables from equation (3.1) are:
Ig = sγ
(
d1q1(n11 + n21) + d2q2(n12 + n22)
)
Il =
s
1− p
(
d1(1− q1)n21 + d2(1− q2)n22
)
Ps =
n11
1− d1 + d1s(1− q1)b+ Ig +
n12
1− d2 + d2s(1− q2)b+ Ig
Pp =
n21
1− d1 + Il + Ig +
n22
1− d2 + Il + Ig
and Am correspondingly as defined in (3.2). For solving population dynamical equilibria,
boundary singularities and properties of singularities I use again the fitness proxy F =
tr(Am)−det(Am) and selection gradients gdi and gqi , i = 1, 2 derived from it. For studying
the long term outcome of dimorphic evolution and finding interior singularities I use the
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Figure 4.5: Solutions of canonical equation for dimorphic population with different initial
points. Close to the monomorphic singularity (∗) selection is stabilizing in d and disruptive
in q. Similar lines belong to the same solution. Arrows indicate the direction of movement
in time. γ, p = 0.54, b = 0.84, s = 0.94. σ2dd = σ2qq = 1 and σ2dq = σ2qd = 0.
canonical equation of structured populations described briefly in section 2.4.1.
4.2.1 Details of the canonical equation
For calculating ingredients of the canonical equation (2.13) note that the next generation
matrix is Am(dm, qm, d1, q1, d2, q2) and R0 is the leading eigenvalue of that i.e. mutant’s
invasion fitness. I use the real selection gradients Gdi and Gqi derived from R0 as not only
the sign but also the relative magnitude of the selection gradient matters. I used simpli-
fication explained in the appendix B such that Gdi = gdi/(2− tr(Am(di, qi, d1, q1, d2, q2)).
η2i (x, x) shall be calculated from Am(di, qi, d1, q1, d2, q2). For calculating η21 (likewise
η22) let A1 = Am(d1, q1, d1, q1, d2, q2) be the projection matrix of the resident one. Now
A1 =
[
α1 + β1 β1
β2 α2 + β3
]
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where
α1 =
1− d1 + d1s(1− q1)b
1− d1 + d1s(1− q1)b+ Ig , α2 =
1− d1
1− d1 + Il + Ig ,
β1 = d1q1sγPs , β2 = d1q1sγPp and β3 = d1s
(
1− q1
1− p + q1γ
)
Pp
such that α1 and α2 are probabilities of winning the natal site on a solitary site and
on the patch, respectively. β1 is expected number of solitary sites won by seeds of an
adult on a solitary site, β2 is same for an adult individual on the patch and finally β3
is expected number of well-connected sites won by seeds of an adult on the patch. Now
a random number of offspring to solitary sites by a single adult on a solitary site is
ξ11 = ζ(α1) + ρ(β1), to solitary sites from the patch ξ12 = ρ(β1), to the patch from a
solitary site ξ21 = ρ(β2) and to the patch from a well-connected site ξ22 = ζ(α2) + ρ(β3),
where
ζ(αi) =
{
1 with probability αi
0 with probability 1− αi
and ρ(βi) is a Poisson distributed random variable with parameter βi. Let u = [u1, u2]T
and v = [v1, v2] be the right and left eigenvectors of A1 corresponding to the leading
eigenvalue. Now
η21 = u1Var(v1ξ11 + v2ξ21) + u2Var(v1ξ12 + v2ξ22)
= u1
(
v21Var(ξ11) + v
2
2Var(ξ21)
)
+ u2
(
v21Var(ξ12) + v
2
2Var(ξ22)
)
= u1
(
v21(α1 − α21 + β1) + v22β2
)
+ u2
(
v21β1 + v
2
2(α2 − α22 + β3)
)
.
4.2.2 Results
When a monomorphic singularity is a branching point, disruptive selection occurs roughly
in direction of q according to solutions of the canonical equation (five examples in the
figure 4.5) as supposed. Thus the resident that specialises to the patch evolves towards
q = 0 and the other towards q = 1. I wasn’t able to prove that this is always the case,
but all parameter combinations and covariance matrices I used gave same initial results.
Due to some numerical instability of solutions of the canonical equation I wasn’t able
to do systematic analysis of different covariance matrices to all parameter combinations.
However σ2dd = σ2qq = 1 and σ2dq = σ2qd = 0.1 works for most cases as well as σ2dd = σ2qq = 1
and σ2dq = σ2qd = 0. For every case at least one of those worked well. Also σ2dd = σ2qq = 1
and σ2dq = σ2qd = 0.5 gave the same initial and eventual result at least in one case as seen
in figure 4.6a. Figure 4.6 shows an example of two solutions of the canonical equation
with same parameters but different covariance matrices.
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(a) Coevolution of d and q. Monomorphic evolution
(thin lines and arrows) leads to a BP at the intersec-
tion of thin lines according to the thin arrows. Dimor-
phic evolution (thick lines) leads from the monomor-
phic singularity to a dimorphic boundary singularity.
Correlation between mutations makes gray solution
(r = 0.5) initially turn compared to black (r = 0).
(b) Population densities as a func-
tion of time corresponding to solutions
of canonical equation in figure 4.6a.
Solid line: n11, dashed line: n21. n11
goes zero very fast as the resident one
evolves rapidly to (d1, 0). Note that
n12 = p− n11 and n22 = 1− p− n21.
Figure 4.6: Two solutions of the canonical equation for dimorphic population. Thick black
line: canonical equation with variances σ2dd = 1, σ2qq = 3 and correlation r = 0. Thick
gray line: canonical equation with σ2dd = σ2qq = 1 and r = 0.5. Parameters γ, p = 0.54,
b = 0.84, s = 0.94.
Figure 4.7: All dimorphic boundary singular-
ities (d∗1, 0), (d∗2, 1) in d1, d2-plot. Each star
represents one singularity. Only locally dis-
persing resident (d∗1, 0) has always higher d.
I studied dimorphic evolution with
all possible parameter combinations in
s, γ, p, b = 0.04, 0.14, ..., 0.94 fulfilling
conditions (4.2). Among those 322 possi-
ble combinations there are 290 such that
the monomorphic singularity is a branch-
ing point. For 284 of those branching cases
there exists a dimorphic boundary singu-
larity (d∗1, 0), (d∗2, 1) (shown in figure 4.7).
I found these boundary singularities with
numerical solver (vpasolve) such that I re-
stricted analysis to the boundary where
(q1, q2) = (0, 1) and (d1, d2) ∈ [0, 1]2. Af-
ter finding a candidate singularity on that
boundary I checked whether the boundary
is attracting on that point i.e. gq1 < 0 and
gq2 > 0.
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As both qs are assumed to stay constantly on the boundaries they are, the trait space
is essentially two-dimensional: (d1, d2) ∈ [0, 1]. I studied convergence and evolutionary
stability of those boundary singularities as in a dimorphic scalar trait case (section 2.5).
When a boundary singularity (d∗1, 0), (d∗2, 1) exists it is a strongly convergent ESS.
According to these results and solutions of the canonical equation the dimorphic evo-
lution seems to lead and end to those boundary singularities whenever one exists. At the
boundary singularity there is locally dispersing resident that stays on the patch while the
other is the only one on the solitary sites. The globally dispersing resident is still present
on the patch due to the immigration from the solitary sites. Both d∗1 and d∗2 seem to be
greater than 0.5 always, as is case with monomorphic singularity of the Hamilton-May
model [1] and our previous model [18].
Only six cases were exceptional without such boundary singularities (shown in the
table 4.1 and as stars in the figure 4.8). For each of those there still exists a singularity
with q∗1 = 0 but q∗2 < 1. As q∗1 = 0 and gq1(d∗1, q∗1, d∗2, q∗2) < 0 that singularity is attracting
and evolutionarily stable with respect to q1. Convergence and evolutionary stability shall
hence be determined in the three dimensional trait space (d1, d2, q2) ∈ [0, 1]3. I determined
convergence stability of the singularities (d∗1, q∗1, d∗2, q∗2) by the result of Leimar [15] (cf.
section 2.5): a singularity is strongly convergence stable if selection Jacobian J is negative
definite, where
J =

∂gd1
∂d1
∂gd1
∂d2
∂gd1
∂q2
∂gd2
∂d1
∂gd2
∂d2
∂gd2
∂q2
∂gq1
∂d1
∂gq1
∂d2
∂gq1
∂q2

(d1,d2)=(d∗1,d
∗
2)
(q1,q2=(q∗1 ,q
∗
2)
.
All six singularities are strongly convergence stable.
Evolutionary stability shall be determined for the two residents separately. For resident
one at the singularity (d∗1, 0), gq1(d∗1, q∗1, d∗2, q∗2) < 0 and ∂dmdmF (d∗1, q∗1, d∗1, q∗1, d∗2, q∗2) < 0
and hence the singularity is ESS for the resident one. For the resident two the trait space
γ p b s d∗1 q1 d
∗
2 q
∗
2
0.64 0.44 0.94 0.94 0.897 0 0.753 0.899
0.74 0.34 0.94 0.94 0.914 0 0.842 0.823
0.74 0.44 0.94 0.94 0.899 0 0.796 0.919
0.84 0.24 0.84 0.94 0.907 0 0.826 0.952
0.84 0.24 0.94 0.84 0.835 0 0.760 0.999
0.84 0.24 0.94 0.94 0.926 0 0.889 0.812
Table 4.1: Dimorphic singularities of the six cases where evolution doesn’t lead to the
boundary (q1, q2) = (0, 1).
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Figure 4.8: Dimorphic boundary singularities (d∗1, 0), (d∗2, 1) with different parameters.
Gray dot: parameter combination resulting in an ESS on the boundary (q1, q2) = (0, 1),
black star: singularity not on that boundary but as in the table 4.1. Both plots contain
all 290 cases of 4-dimensional parameter space in three-dimensional axes, thus a single
location can contain multiple cases (e.g. a star and a dot on top of each other in the left
plot). γ = 0.14, 0.24, ..., 0.84, p = 0.24, 0.34, ..., 0.94.
is purely two-dimensional and hence evolutionarily stability is determined as described in
the section 2.5. A singularity is evolutionarily stable if H is negative definite, where
H =
[
∂2F
∂d2m
∂2F
∂qm∂dm
∂2F
∂dm∂qm
∂2F
∂q2m
]
dm,d2=d∗2
qm,q2=q∗2
d1=d∗1
q1=q∗1
.
Each of those six singularities are ESS.
All of these six occur with relatively high γ, s and b and low p. Those parameters
imply that well-connected sites are common and selection against local dispersal on the
solitary sites is weak. These facts result in a situation where it’s still beneficial for the
locally dispersing resident to stay purely on the patch but globally dispersing resident
benefits from competing for well-connected sites. Decreasing q below one enables local
dispersal and its benefits but could harm due to mortality in local dispersal of solitary
sites. High b and s makes this mortality small and thus it’s possible to decrease q.
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4.3 Discussion
4.3.1 Comparison to prior models
Hamilton and May (1977)
Results of the famous HM-model come along with analysis of our model all the way. HM-
ESS is the monomorphic boundary singularity for both (d∗, 0) and (d∗, 1) although with
different survival parameters. Also their result d∗HM ≥ 0.5 seems to hold for our model.
Monomorphic singularity with respect to d for given q as well as d∗1 and d∗2 of dimorphic
boundary singularity (figure 4.7) seem to be always greater than one half.
Kisdi (2016)
Kisdi’s model is returned from our model when studying evolution of q with d, s, b = 1
(cf. figure 3.2). Kisdi studied effect of size of the living site [17]. In the context of our
present model I would interpret it as a connectivity difference of sites of a single adult
individual. She assumed that a patch contains single living site or then sites for a large
population. She found a monomorphic singularity q∗ = (p− (1− γ))/(p− (1− γ)2) which
could be either ESS or BP. She found also unprotected coexistence of dimorphic residents
and thus it should exist also in our present model although I didn’t looked for it.
Karisto and Kisdi (2016)
The model of our previous paper [18] had the same structure as our present model (figure
3.2) but we studied only evolution of dispersal probability d in contrast to this work where
we study coevolution of d and q. We also had b = 0 always such that local dispersal from
a solitary site was always fatal if didn’t get to global dispersal (cf. figure 3.2). Considering
evolution of d with qm = q and b = 0 returns results of our previous model. For every
choice of q there exists a unique singularity d∗ ∈]0.5, 1]. [18]
4.3.2 Conclusion
I have studied evolution of dispersal in a constant environment with two contrasting
levels of connectivity. This work combines few previous models ([1], [17], [18]) to one
more general model. Those models are said to study effect of contrasting connectivity
as well as different patch size. They are in fact different perspectives to same subject.
Our model enables analysis of the evolution of dispersal in wide variation of different
environments. Results of the general model as well as previous results of limiting cases
are pretty similar. There exists monomorphic singularity that can be either ESS or BP.
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If population undergoes branching one resident would concentrate on the large patch
whereas the other resides also the solitary sites. Connectivity difference between sites can
result in an evolutionary branching and maintain stable dimorphic population.
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Appendix A
Proof of the theorem 2.4: Close to a monomorphic singularity x∗ invasion fitness of a
rare mutant in dimorphic population of residents x1 and x2 is
sx1,x2(y) =
1
2
∂yysx∗(x
∗)(y − x1)(y − x2)
Proof. The second order Taylor expansion of sx1,x2(y) at the monomorphic singularity x∗
is
(4.4)
sx1,x2(y) =sx∗,x∗(x
∗) +D1(x1 − x∗) +D2(x2 − x∗) +Dy(y − x∗)+
1
2
D11(x1 − x∗)2 + 1
2
D22(x2 − x∗)2 + 1
2
Dyy(y − x∗)2+
D12(x1 − x∗)(x2 − x∗) +D1y(x1 − x∗)(y − x∗) +D2y(x2 − x∗)(y − x∗)
whereD1, D2 and Dy are derivatives with respect to x1, x2 and y andD11, D12, D1y etc. are
similarly second derivatives of sx1,x2(y) at x1 = x2 = y = x∗. sx∗,x∗(x∗) = 0 by definition
of resident. Numbering of residents is arbitrary: sx1,x2(y) = sx2,x1(y) and applying this to
(4.4) gives
(4.5)
sx1,x2(y) =(−D1 −D2 −Dy)x∗ + (
1
2
D11 +
1
2
D22 +
1
2
Dyy +D12 +D1y +D2y)x
∗2+
(D1 −D11x∗ −D12x∗ −D1yx∗)x1+
(D2 −D22x∗ −D12x∗ −D2yx∗)x2+
(Dy −Dyyx∗ −D2yx∗ −D1yx∗)y+
1
2
D11x
2
1 +
1
2
D22x
2
2 +
1
2
Dyyy
2+
D12x1x2 +D1yx1y +D2yx2y
=(−D1 −D2 −Dy)x∗ + (1
2
D11 +
1
2
D22 +
1
2
Dyy +D12 +D1y +D2y)x
∗2+
(D1 −D11x∗ −D12x∗ −D1yx∗)x2+
(D2 −D22x∗ −D12x∗ −D2yx∗)x1+
(Dy −Dyyx∗ −D2yx∗ −D1yx∗)y+
1
2
D11x
2
2 +
1
2
D22x
2
1 +
1
2
Dyyy
2+
D12x1x2 +D1yx2y +D2yx1y = sx2,x1(y)
From equality of coefficients of second order terms of (4.5) we get D11 = D22 and from
mixed terms D1y = D2y. First order terms give D1 − D11x∗ − D12x∗ − D1yx∗ = D2 −
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D22x
∗−D12x∗−D2yx∗ from which we derive with previous results that D1 = D2. Finally
we apply these altogether with selective neutrality of resident 1 sx1,x2(x1) = 0 to (4.5)
which results in
(4.6)
sx1,x2(x1) =(−2D1 −Dy)x∗ + (D11 +
1
2
Dyy +D12 + 2D1y)x
∗2+
(D1 −D11x∗ −D12x∗ −D1yx∗ +Dy −Dyyx∗ − 2D1yx∗)x1+
(D1 −D11x∗ −D12x∗ −D1yx∗)x2+
(
1
2
D11 +
1
2
Dyy +D1y)x
2
1 +
1
2
D11x
2
2+
(D12 +D1y)x1x2 = 0.
This gives us system of equations
(4.7)

(−2D1 −Dy)x∗ + (D11 + 1
2
Dyy +D12 + 2D1y)x
∗2 = 0
D1 −D11x∗ −D12x∗ −D1yx∗ +Dy −Dyyx∗ − 2D1yx∗ = 0
D1 −D11x∗ −D12x∗ −D1yx∗ = 0
1
2
D11 +
1
2
Dyy +D1y = 0⇒ 1
2
Dyy +D1y = 0
1
2
D11 = 0⇔ D11 = 0
D12 +D1y = 0.
Applying last three equations of (4.7) to first three the system simplifies to
(−2D1 −Dy)x∗ = 0
D1 +Dy = 0
D1 = 0
Now I have showed that D1 = D2 = Dy = 0, D11 = D22 = 0 and D1y = D2y = −D12 =
−Dyy/2 which simplifies invasion fitness in (4.4) to
(4.8) sx1,x2(y) =
1
2
Dyy(y − x1)(y − x2)
Finally, if both residents are identical, I shall consider them as a monomorphic resident
population and thus sx∗,x∗(y) = sx∗(y). Second order Taylor expansion of both sides at
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y = x∗ gives
1
2
Dyy(y − x∗)(y − x∗) = sx∗(x∗) + g(x∗)(y − x∗) + 1
2
∂yysx∗(x
∗)(y − x∗)2
=
1
2
∂yysx∗(x
∗)(y − x∗)2
⇔ Dyy = ∂yysx∗(x∗)
which together with (4.8) proves the theorem.
Appendix B
In the section 4 I used fitness proxy F = tr(Am) − det(Am) and selection gradients
gd(d, q) = [∂dmF ](dm,qm)=(d,q) and gq(d, q) = [∂qmF ](dm,qm)=(d,q) derived from F . For calcu-
lation of real selection gradients that should be used for canonical equation I used the
following simplification by Eva Kisdi:
Let λ be the dominant eigenvalue of 2× 2 projection matrix of a rare mutant (dm, qm)
in a resident population (d, q).
λ =
tr +
√
tr2−4 det
2
where tr and det are trace and determinant of the projection matrix, respectively. The
matrix elements depend on (d, q) and (dm, qm) and thus λ is function of them. For the
resident itself the dominant eigenvalue is one and thus
[√
tr2−4 det
]
dm=d
qm=q
= [2− tr]dm=d
qm=q
.
The selection gradient for trait d is then
∂λ
∂dm
∣∣∣∣
dm=d
qm=q
=
1
2
[
∂ tr
∂dm
+
1
2
√
tr2−4 det
(
2 tr
∂ tr
∂dm
− 4∂ det
∂dm
)]
dm=d
qm=q
=
1
2
[
∂ tr
∂dm
+
1
2− tr
(
tr
∂ tr
∂dm
− 2∂ det
∂dm
)]
dm=d
qm=q
=
1
2
[
1
2− tr
(
(2− tr) ∂ tr
∂dm
+ tr
∂ tr
∂dm
− 2∂ det
∂dm
)]
dm=d
qm=q
=
[
1
2− tr
(
∂ tr
∂dm
− ∂ det
∂dm
)]
y=x
=
[
1
2− tr
]
dm=d
qm=q
gd(d, q)
and similarly for trait q.
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