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Abstract
Optimization is a fundamental tool in modern science. Numerous important tasks in biology,
economy, physics and computer science can be cast as optimization problems. Consider the
example of machine learning: recent advances have shown that even the most sophisticated
tasks involving decision making, can be reduced to solving certain optimization problems. These
advances however, bring several new challenges to the ﬁeld of algorithm design. The ﬁrst of
them is related to the ever-growing size of instances, these optimization problems need to be
solved for. In practice, this forces the algorithms for these problems to run in time linear or
nearly linear in their input size. The second challenge is related to the emergence of new, harder
and harder problems which need to be dealt with. These problems in most cases are considered
computationally intractable because of complexity barriers such as NP completeness, or because
of non-convexity. Therefore, eﬃciently computable relaxations for these problems are typically
desired.
The material of this thesis is divided into two parts. In the ﬁrst part we attempt to address
the ﬁrst challenge. The recent tremendous progress in developing fast algorithm for such funda-
mental problems as maximum ﬂow or linear programming, demonstrate the power of continuous
techniques and tools such as electrical ﬂows, fast Laplacian solvers and interior point methods. In
this thesis we study new algorithms of this type based on continuous dynamical systems inspired
by the study of a slime mold Physarum polycephalum. We perform a rigorous mathematical
analysis of these dynamical systems and extract from them new, fast algorithms for problems
such as minimum cost ﬂow, linear programming and basis pursuit.
In the second part of the thesis we develop new tools to approach the second challenge. To-
wards this, we study a very general form of discrete optimization problems and its extension
to sampling and counting, capturing a host of important problems such as counting matchings
in graphs, computing permanents of matrices or sampling from constrained determinantal point
processes. We present a very general framework, based on polynomials, for dealing with these
problems computationally. It is based, roughly, on encoding the problem structure in a multi-
variate polynomial and then recovering the solution by means of certain continuous relaxations.
This leads to several questions on how to reason about such relaxations and how to compute
them. We resolve them by relating certain analytic properties of the arising polynomials, such as
the location of their roots or convexity, to the combinatorial structure of the underlying problem.
We believe that the ideas and mathematical techniques developed in this thesis are only a
beginning and they will inspire more work on the use of dynamical systems and polynomials in
the design of fast algorithms.
Keywords: Discrete Problems, Dynamical Systems, Polynomials, Counting, Sampling, Opti-
mization, Continuous Relaxations, Physarum Polycephalum, Linear Programming, Convex Op-
timization, Real Stable Polynomials, Anti-Concentration, Determinantal Point Processes, Max-
imum Entropy Distributions
vii

Re´sume´
L’optimisation est un outil fondamental dans la science moderne. De nombreuses taˆches en biolo-
gie, e´conomie, physique et informatique peuvent s’exprimer comme des proble`mes d’optimisation.
Conside´rons l’exemple de l’apprentissage automatique : les progre`s re´cents ont montre´ que meˆme
les taˆches les plus complexes impliquant une prise de de´cision peuvent se re´duire a` re´soudre
des proble`mes d’optimisation. Ces progre`s, ne´anmoins, ame`nent plusieurs nouveaux de´ﬁs dans
le domaine de la conception d’algorithmes. Le premier est lie´ a` la taille croissante des instances
pour lesquelles ces proble`mes d’optimisation ont besoin d’eˆtre re´solus. En pratique, cela force les
algorithmes pour ces proble`mes de s’exe´cuter en temps line´aire en la taille de l’entre´e, ou presque.
Le second de´ﬁ est lie´ a` l’e´mergence de nouveaux proble`mes, de plus en plus diﬃciles, qui ont
besoin d’eˆtre traite´s. Ces proble`mes sont, dans la plupart des cas, conside´re´s comme impossibles
a` re´soudre calculatoirement, a` cause de barrie`res de complexite´ comme la NP-comple´tude, ou
bien a` cause de la non-convexite´. En conse´quence, ils ne peuvent souvent pas avoir de solutions
algorithmiques exactes.
Cette the`se est divise´e en deux parties. Dans la premie`re partie, on tente de s’attaquer au pre-
mier de´ﬁ. Re´cemment, les formidables progre`s dans le de´veloppement d’algorithmes rapides pour
des proble`mes aussi fondamentaux que le ﬂot maximal ou la programmation line´aire de´montrent
la puissance des techniques continues et des outils comme les ﬂots e´lectriques, la re´solution rapide
du laplacien, ou les me´thodes de points inte´rieurs. Dans cette the`se, nous e´tudions de nouveaux
algorithmes de ce type, base´s sur les syste`mes dynamiques continus, inspire´s par l’e´tude du
champignon Physarum polycephalum. Nous faisons une analyse mathe´matique rigoureuse de
ces syste`mes dynamiques, et en extrayons de nouveaux algorithmes rapides pour des proble`mes
comme le ﬂot de couˆt minimal, la programmation line´aire ou la poursuite de base.
Dans la deuxie`me partie de cette the`se, nous de´veloppons de nouveaux outils pour se rap-
procher du deuxie`me de´ﬁ. Pour ce faire, nous e´tudions une forme tre`s ge´ne´rale de proble`me
d’optimisation discre`te, et ses extensions a` l’e´chantillonage et au de´nombrement, ce qui s’applique
a` une classe de proble`mes importants comme le comptage de couplages dans les graphes, le calcul
de permanents de matrices, ou l’e´chantillonage a` partir de processus ponctuels de´terminantaux
contraints. Nous pre´sentons un cadre tre`s ge´ne´ral, base´ sur les polynoˆmes, pour traiter ces
proble`mes calculatoirement. Il est base´ en gros sur l’encodage de la structure du proble`me dans
un polynoˆme a` plusieurs variables, et sur le fait que les solutions peuvent alors se retrouver
par certaines relaxations continues. Cela ame`ne plusieurs questions sur comment raisonner sur
de telles relaxations, et comment les calculer. Nous les re´solvons en reliant certaines proprie´te´s
analytiques des polynoˆmes qui apparaissent, comme le lieu de leurs racines ou leur convexite´, a`
la structure combinatoire du proble`me sous-jacent.
Nous croyons que les ide´es et les techniques mathe´matiques de´veloppe´es dans cette the`se
sont juste un commencement, et inspireront encore des travaux sur l’utilisation des syste`mes
dynamiques et des polynoˆmes dans la conception d’algorithmes rapides.
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Chapter 1
Introduction
Optimization is a fundamental tool in modern science. Numerous tasks in biology, economy,
physics and computer science can be cast as optimization problems. Consider the example of
machine learning: recent advances have shown that even the most sophisticated tasks involving
decision making, can be reduced to solving certain optimization problems. These developments
however present new challenges for algorithm design. The ﬁrst of them concerns the explosion of
the size of data used by today machine learning systems. Data is being produced at an incredibly
fast rate, forcing the algorithms to process it in time essentially proportional to its size, i.e., nearly
linear. Secondly, with the emergence of deep learning and other related techniques, the problems
which arise in such settings become much more sophisticated, thus no longer convex, and often
even NP-hard. Still, algorithms are desired to solve these intractable problems very eﬃciently
and with good precision. Several ways of dealing with these types of intractability are currently
studied. Among them, there are attempts to go beyond worst case in the analysis of algorithms by
studying special classes of instances, random instances or randomly perturbed instances [ST09].
Another idea is to design eﬃcient relaxations of these problems, i.e., simpler problems which can
be solved rapidly, yet approximating the original ones with good accuracy. Several approaches
of this kind are presented in this thesis.
Optimization, as a research ﬁeld, can be divided, roughly, into two ”schools”: combinatorial
optimization and continuous optimization. The former is typically concerned with discrete objects
such as graphs, matchings, spanning trees or 0-1 sequences and the latter deals with spaces,
such as the hypercube [0, 1]m and studies vectors, matrices and functions deﬁned on continuous
domains. Numerous important results have been obtained in both these subﬁelds.
In combinatorial optimization, very early on, polynomial time algorithms for several funda-
mental graph problems have been designed, including the shortest path problem [Dij59], the
minimum spanning tree problem [Kru56], the maximum ﬂow problem [Ful56] and the max-
imum matching problem in the case of bipartite graphs and ﬁnally for non-bipartite graphs
as well [Edm65]. Another important achievement of this ﬁeld is the introduction of matroids
(see [Oxl06]) which generalize “independence” in combinatorial structures and in particular al-
low to capture spanning trees or linearly independent sets of vectors. The problem of matroid
intersection has been shown to be eﬃciently solvable [Edm01] which then had several important
implications. Numerous approximation algorithms have been also developed for variousNP-hard
problems, such as set-cover problem or max-cut, see also [Vaz13] for more examples.
On the continuous side, among the most important developments are general tools for min-
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imizing convex functions, which include the gradient descent algorithm, its accelerated vari-
ant [Nes13], Newton’s method, the multiplicative weight update method [AHK12] and many
others, see [Bub14] for a survey. One of the most important general optimization primitives –
linear programming has been shown to be polynomial time solvable using continuous techniques
by [Kha80]. Soon after his work, several other polynomial time algorithms have been developed
for this problem using the interior point method [Kar84, Ren88] and very recently the fastest
known algorithm for linear programming has been obtained by [LS14].
On the interface of these two worlds, recently, enormous progress has been achieved in the
design of fast algorithms for the maximum ﬂow problem. This was due to a breaktrough result of
Spielman and Teng [ST04] who proved that linear systems involving matrices called graph Lapla-
cians can be solved very eﬃciently, in time nearly linear in the number of edges in the graph. This
result allowed to ﬁnally overcome the running time barrier of, roughly, O(mn2/3) (where n is the
number of vertices and m is the number of edges in the graph) for the maximum ﬂow problem,
which stood essentially for more than 35 years [ET75, GR98]. More speciﬁcally, for the ap-
proximate variant of undirected maximum ﬂow, through a sequence of improvements [CKM+11,
LRS13] ﬁnally a nearly linear algorithm has been developed [She13, KLOS14, Pen16]. For the
directed variant, an improvement with running time of O˜(m10/7) was established by [Mad13] and
O˜(mn1/2) by [LS14], both of them relied on the interior point method for linear programming.
For these improvements to be possible it was crucial to abandon the classical discrete ap-
proach to this discrete problem and attack it using continuous methods. On the other hand, fast
convergence of continuous algorithms applied to this problem was a consequence of the under-
lying combinatorial structure. Thus really a synthesis of these two diﬀerent sets of techniques
resulted in such a signiﬁcant improvement on this problem.
In contrast to the max ﬂow which is polynomial time solvable, let us now consider several
combinatorial NP-complete problems for which, historically, applying continuous ideas brought
signiﬁcant progress. This was the case for the max-cut problem on graphs, for which in [GW95]
a novel semideﬁnite programming relaxation has been developed which provides the best known
approximation guarantee for this problem.
Another important example, for which a synthesis between continuous and discrete techniques
not only improved the running time, but also made the problem tractable at all, is the sparsest-
cut problem for undirected graphs. A simple algorithm based on eigenvalue computation and
Cheeger’s inequality [AM84] gives a non-trivial approximation guarantee, which otherwise would
be hard to achieve using just combinatorial techniques. Currently the best known polynomial time
approximation algorithm for this problem is based on a continuous relaxation as a semideﬁnite
program and yields O(
√
logn)-approximation [ARV04].
Finally, let us mention the subdeterminant maximization problem: given a PSD matrix L ∈
R
m×m we ask for a set S ⊆ [m] of size n which maximizes det(LS,S), where LS,S is a square
submatrix of L with rows and columns coming from the set S. It has been shown [Nik15] by means
of a convex relaxations that there is an en-approximation algorithm for solving this problem. This
has been also recently extended to partition matroids in [NS16].
To discuss further examples, we leave for a moment the realm of optimization problems
and consider the problem of sampling. In sampling problems, instead of ﬁnding the maximum-
weight solution (as in optimization) one is interested in sampling a solution with probability
proportional to its weight. This can be seen as a robust variant of optimization, which for
many important cases is actually harder and more general than the corresponding optimization
problem. Consider the example of perfect matchings in a bipartite graph. Finding the maxi-
mum weight matching is a polynomial-time solvable problem, whereas sampling a matching or
3equivalently counting [JVV86] (computing the sum of all weights) is already #P-hard [Val79].
For this problem, discrete methods based on Markov Chains have been shown to perform very
well [JSV04], yet this approach is quite specialized and does not extend to small modiﬁcations
of the problem. Another approach for counting perfect matchings, or equivalently for computing
permanents of non-negative matrices, based on a continuous relaxation has been proposed by
Gurvits [Gur06]. Gurvits proves that his relaxation to this problem yields a bounded approxi-
mation ratio because of a certain underlying polynomial having ”good” analytic properties, i.e.,
being real stable. Real stable polynomials have recently found numerous other applications in
mathematics [BB09, MSS15] and computer science [MSS13, AOG15, NS16]. However, the re-
sult [Gur06] remained the only use of these polynomial techniques to counting and sampling.
This brings us to the question of how general the method of Gurvits really is, or in other words
Are there more general polynomial-based continuous relaxations to counting problems?
Going back to our discussion on optimization problems, let us now consider an immense
source of algorithms for solving them – the nature. Recent results on computational aspects
of natural phenomena clearly show how well designed natural algorithms really are, examples
include the work of [Cha12] on bird-ﬂocking, results relating sex and a robust algorithm in
computer science [CLPV14] and the analysis of eﬃciency of evolution in [Val09, Vis15], to name a
few. In fact, by inspecting the above it seems that nature is indeed addressing the most important
challenges of optimization: it provides fast algorithms and overcomes intractability. However,
since the algorithms implemented by nature run in continuous time on ”analog computers” it is
not clear whether they can be claimed eﬃcient also in the classical sense.
In this thesis we study examples of such algorithms inspired by the growth process of a
slime mold Physarum polycephalum. In a striking experiment, [NYT00] showed that this single-
celled organism, could solve the shortest path problem on a maze. This sparked interest in
its computational abilities. Roughly speaking, when the organism is distributed throughout a
maze with “food” only at the entry and the exit points of the maze, it quickly reaches an
equilibrium where it occupies only the shortest path in the maze connecting the two endpoints.
Subsequently, the inner workings of Physarum were mathematically modeled as continuous time
dynamical systems and natural discretizations of these dynamics were proposed as algorithms to
solve several problems: the shortest path problem, a certain variant of minimum cost ﬂow and
linear programming (see [TKN07, BMV12, IJNT11, JZ12]). This brings us to our second set of
questions
Are the algorithms based on Physarum dynamics provably correct?
Could they be eﬃcient?
In this thesis, we answer both these questions aﬃrmatively. We prove convergence for all
variants of the Physarum dynamics, both in the continuous case as well as for the discretization.
Moreover, we provide bounds on the number of steps required to get close to an optimal solution.
As a consequence we conclude that the variant of the dynamics for solving ﬂow problems yields
a polynomial time algorithm; a similar conclusion holds for linear programming, whenever the
constraint matrix is totally unimodular.
Apart from that we prove that the Physarum dynamics for linear programming has a natural
interpretation from the viewpoint of optimization. It can be seen as an istance of interior point
method based on the so called entropy barrier. This draws a connection to other interior point
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methods studied in the linear programming literature, yet makes the Physarum-based algorithm
unique, as such a barrier function does not seem to have been studied before.
In the second part of the thesis we provide a general polynomial-based framework for sampling
and counting problems, thus answering the former question asked in this section. To this end we
show how one can use multivariate polynomials to encode a given structure in discrete counting
problems so that the solution can be then recovered as a sum of its certain coeﬃcients. Then,
depending on the setting, such coeﬃcients can be recovered either exactly, in polynomial time –
using polynomial interpolation, or using continuous relaxations.
The relaxations we introduce for recovering coeﬃcients generalize the work of [Gur06] and
[NS16]. We prove bounds on their approximation guarantees under the condition of real stability
of the underlying polynomial and a certain combinatorial structure of the counting problem
at hand. To prove computability of these relaxations, we study a general family of entropy-
maximization problems and show bounds on the bit complexity of close to optimal solutions.
Such bounds then allow us to run the ellipsoid algorithm to solve these relaxations.
The techniques used in both parts of the thesis mainly draw from convex optimization,
polyhedral combinatorics, analysis and linear algebra. An important aspect of our results is the
synthesis of discrete and continuous techniques, which in particular materializes itself in the
study of analytic properties of polynomials encoding certain combinatorial structures and in the
design of continuous relaxations for discrete counting problems.
We believe that the results of this thesis, both from the ﬁrst and the second its part will
inspire future work on new approaches to fast algorithms for combinatorial optimization problems
and eﬃcient methods for approximately solving intractable counting problems. In fact, it is of
no doubt that there are dozens of other, incredibly eﬃcient dynamical systems developed by
nature, waiting to be discovered and turned into fast algorithms. Similarly, our polynomial-based
framework for solving counting problems is constructed using one particular way of encoding
combinatorial structure in a polynomial. Certainly there are reasons to believe that by using
other encodings, using more variables, or switching to non-commutative or matrix-variables one
can arrive at diﬀerent – better behaved polynomials and thus obtain stronger relaxations. We
leave these as open questions, hopefully to be resolved soon.
Chapter 2
Dynamical Systems for
Combinatorial Optimization
Problems
In this chapter we give a brief introduction to dynamical systems which are the main objects of
study in Chapters 4 and 5 of this thesis. We discuss the main problems and questions related
to the analysis of dynamical systems. Subsequently we introduce the Physarum dynamics – a
nature-inspired dynamical system studied in this thesis and outline the contributions of Chapters
4 and 5.
2.1 Introduction to Dynamical Systems
The theory of dynamical systems is a large, standalone branch of mathematics, with dozens of
books written on this topic (see e.g. [Per01]), hence we will not be able to even touch upon every
aspect of it. Instead, in this exposition we focus on delivering as much intuition as possible, while
sometimes resorting to certain simpliﬁcation and being not entirely formal.
Dynamical systems in mathemathics are typically divided into two classes: continuous and
discrete. Both of them consist of a domain X and a “rule” according to which a point moves in
the domain. The diﬀerence is though that in a discrete dynamical system the time at which the
point moves is discrete t = 0, 1, 2, . . . , while in the continuous dynamical system it is continuous,
i.e., t ∈ [0,∞). More formally
Continuous Dynamical System
A continuous dynamical system consists of a domain Ω ⊆ Rn and a function G :
Ω→ Rn. For any point s ∈ Ω we deﬁne a solution (a trajectory) originating at s to be a
curve x : [0,∞)→ Ω such that
x(0) = s and
d
dt
x(t) = G(x(t)) for t ∈ (0,∞).
5
6 Dynamical Systems for Combinatorial Optimization Problems
For brevity, the diﬀerential equation in the deﬁnition above is often written as x˙ = G(x). The
deﬁnition essentially says that a solution to a dynamical system is any curve x : [0,∞)→ X which
is tangent to G(x(t)) at x(t) for every t ∈ (0,∞), thus G(x) gives a direction to be followed at any
given point x ∈ X. Continuous dynamical systems are ubiquitous in physics, mathematics and
biology. They are used to describe physical laws, such as the Newtonian dynamics, and appear
when modeling various processes in nature, such as the atmospheric convection.
Existence of Solutions. In the study of continuous dynamical systems, the ﬁrst question one
normally asks is whether a solution to such a system exists (for a given initial point s ∈ Ω). This
often turns out to be a nontrivial question which depends on the properties of the function G
and on the structure of the domain. In fact, existence (and uniqueness) of solutions is one of the
main topics of study in the ﬁeld of diﬀerential equations. Intuitively, the reason why a solution
may not exist globally is that the solution curve might try to “escape” the domain Ω and thus
it might be well deﬁned only on a ﬁnite interval [0, T ) for some T > 0. Thus, proving that a
dynamical system has global solutions is then equivalent, roughly, to showing that the solution
curves never come “too close” to the boundary in ﬁnite time (even though they might attain it
at inﬁnity).
Long-term behavior of trajectories. Given that global solutions to a dynamical system of
interest exist one often asks about their asymptotic behavior. This question is relevant especially
when studying systems modelling certain processes (in engineering, chemistry, drug design, etc.)
for which one would like to know if or when do they stabilize, and if so what are the states
towards which they converge. In the table below we summarize what may happen.
Possible Long-Term Behaviors of Continuous Dynamical Systems
(1) Convergence to a ﬁxed point;
(2) Cyclic behavior;
(3) Chaotic behavior.
For a formal discussions of these, we refer to [Per01]. Here, instead, we just give some intuitions.
Behaviors (1) and (2) are considered tame, where either the trajectories have limits at t→∞ or
they are “trapped” in inﬁnite loops such as x(t) = (sin(t), cos(t)) (the solution traverses a cycle
indeﬁnitely). The chaotic behavior occurs when, roughly, small perturbations of the initial point
lead to signiﬁcantly diﬀerent solutions (sometimes called the “butterﬂy eﬀect”) and thus the
trajectories are “chaotic”. While one might think that the chaotic behavior might only happen
for obscure, specially crafted systems, this is not the case. In fact, even the 3-dimensional model
of atmospheric convection developed by Lorenz in 1963 turned out to admit chaotic behavior,
and thus gave evidence that weather prediction is a hard, if not impossible, task.
Types of convergence for optimization. In the ﬁeld of Theoretical Computer Science, one is
often interested in dynamical systems for solving optimization problems. In the standard setting,
one considers an objective (cost function) C : Ω → R and the goal is to ﬁnd its minimum
value, we denote it by C := minx∈Ω C(x). One would like to construct and analyze dynamical
systems, whose trajectories converge to optimal solutions. Since the set of optimal solutions, i.e.,
{x ∈ Ω : C(x) = C} might be quite large, there are two qualitatively diﬀerent ways to deﬁne
such a convergence.
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Possible Types of Convergence for Optimization Problems
Let C : Ω → R be a cost function with C := minx∈Ω C(x) and let x : [0,∞) → Ω be a
trajectory, then we say that
(1) x converges in value (to an opt. solution), if limt→∞ C(x(t)) = C,
(2) x converges pointwise (to an opt. solution), if limt→∞ x(t) = x and C(x) = C.
Note that pointwise convergence is a strictly stronger notion than convergence in value and that
convergence in value does not even guarantee convergence of the dynamical system, as all kinds
of oscillatory behaviors may happen. For an example we refer to Figure 2.1 where a trajectory,
which converges in value, yet oscillates around the set of optimal values, is shown.
Figure 2.1: A trajectory x(t) = ( 1t , sin t) shows convergence in value for the cost function
C(x1, x2) = x1, yet the trajectory admits oscillatory behavior and does not converge pointwise.
Discrete dynamical systems. Before we discuss further questions involving dynamical systems
let us introduce the class of discrete dynamical systems, which in computer science show up much
more frequently than their continous counterpart.
Discrete Dynamical System
A discrete dynamical system consists of a domain Ω and a function F : Ω→ Ω. For
any point s ∈ Ω we deﬁne a solution (a trajectory) originating at s to be the inﬁnite
sequence of points {x(k)}k∈N with x(0) = s and x(k+1) = F (x(k)) for every k ∈ N.
Such dynamical systems can, in particular, model all kinds of computation, for example the
state of a Turing machine, the memory of a computer when a particular program is run, or on
a higher level, the current iterate in iterative improvement algorithms such as gradient descent
or interior point method. All the issues and questions discussed for continuous systems apply to
discrete systems as well. The issue of existence of solutions seems obvious here, but in fact the
diﬃculty typically lies in proving that the range of the transition function F is contained in Ω
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(which we assume in the deﬁnition). Similarly, the same long-term behaviors of solutions (as in
the continuous case) show up in the discrete case and the issue of convergence in value versus
pointwise convergence is also present.
Discretization of dynamical systems. Given a continuous dynamical system one is often
interested in discretizing it, for instance to simulate its behavior on a computer, or in order to
turn it into a discrete algorithm. The simplest way to do it is perhaps via the Euler discretization.
Euler Discretization of a Continuous Dynamical System
Consider a dynamical system given by x˙ = G(x) on some domain Ω ⊆ Rn. Then, given
a step size h ∈ (0, 1), its Euler discretization is a discrete dynamical system (Ω, F ),
where
F (x) = x+ h ·G(x).
This is perfectly compatible with the intuition that a continuous dynamical system at x is simply
moving “just a little bit” along G(x). Note that formally the above deﬁnition is not quite correct,
as F (x) might land outside of Ω – this is a manifestation of the existence issue for discrete systems
– sometimes in order to achieve existence one has to take h very small, and in some cases it might
not be possible at all. The Euler discretization is only one of many other possible discretization
methods, it uses just the ﬁrst term in the Taylor expansion of G(x) to approximate it. In fact,
one can also deﬁne higher order discretizations of continous dynamical systems. However, this
raises the computational cost of performing one step, requires access to derivates of G and does
not always provide an improvement over the ﬁrst order method.
It is important to note that when applying the Euler discretization there is barely any guar-
antee that the resulting discrete system will be close to the original one. One can prove that if
we consider the kth iterate of the Euler discretization x(k) and the state x(k · h) of the origi-
nal system, then roughly ‖x(k) − x(k · h)‖  h · eLhk, where L is the Lipschitz constant of the
function G. Note that, in particular, this bound quickly deteriorates to inﬁnity as we increase k.
Thus analyzing a discretization of a dynamical system is in general a nontrivial task, even if the
underlying continuous system is well understood.
Rate of convergence. In computer science, in contrast to the mathematical perspective on
dynamical systems, a qualitative convergence result is usually not enough and one is interested
in non-asymptotic convergence bounds. In other words, suppose we study a dynamical systems
aimed to optimize a given cost function C(x) over x ∈ Ω, then the question of interest becomes:
how quickly does the trajectory x(k) reach a close neighborhood of the optimal solution? More
formally, for convergence in value one asks for a bound on k for which C(x(k))  C + ε or
C(x(k))  C(1 + ε) in the case when C is positive. For pointwise convergence, the question
becomes: After how many steps k, ‖x(k) − x‖ < ε holds? This question is crucial from the
algorithmic perspective, as it says how much time does an algorithm take to solve a particular
problem. We are interested in a bound on the number of steps k needed to reach an ε-approximate
solution as a function of ε. Methods such as gradient descent typically achieve a dependency of
the form O(ε−1) or O(ε−2) while generally the best we can hope for is a logarithmic dependency
on ε, i.e., O(log ε−1).
Optimization Viewpoint. Finally we discuss a question which is important especially from the
viewpoint of Theoretical Computer Science and Optimization. Suppose we are given a dynamical
system (either continuous or discrete) which we know optimizes a cost function C : Ω → R. To
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prove convergence the most common techniques are potential functions (Lyapunov functions) or
arguments based on contraction. These, while they often allow one to show existence of a unique
limit, do not provide much insight about the limit and convergence process itself. What is much
more useful is an interpretation of the dynamics in terms of optimization. In other words, we
would like to know what is the optimization primitive which stands behind the convergence of the
dynamics. Recall that the basic setting in optimization is that we are given a domain Ω ⊆ Rn and
we would like to minimize a function C : Ω→ R over this domain, i.e., ﬁnd minx∈X C(x). Several
diﬀerent general methods have been developed for this problem in the area of optimization. The
most basic of them being perhaps the gradient descent method which starts at an arbitrary point
x(0) ∈ X and makes small step along the opposite direction of the gradient at any given time
step, i.e., the (k + 1)th iterate of x(k+1), given the kth one, is deﬁned as follows
x(k+1) = x(k) − h · ∇C(x(k)),
where h > 0 is a (typically very small) step size. Among other well known methods are the
Newton method, mirror descent and several variants of non-Euclidean gradient descent. Being
able to put a given natural dynamical system in one of these frameworks leads to its much
deeper understanding, and using the well-established tools of optimization yields alternative
ways to analyze its convergence and possibly its convergence rate. Further, when none of the
well known general optimization schemes captures the studied dynamical system, the situation
is even more interesting as it might give rise to new optimization primitives!
Questions regarding dynamical systems. Concluding our discussion, here are the most
important question about a dynamical system one can ask from the viewpoint of optimization.
Questions Regarding Dynamical Systems for Optimization
(1) Are there global solutions to this dynamical system?
(2) Do they converge? Pointwise, in value? What is the convergence rate?
(3) Can the dynamical system be explained from the optimization viewpoint?
Physarum inspired dynamical systems. In this thesis we discuss dynamical systems inspired
by the study of a slime mold Physarum polycephalum. This single celled organism has been the
source of much excitement among biologists and computer scientists due to its ability to solve
complex optimization problems. This started with an experiment [NYT00] that showed the slime
mold could solve the shortest path problem on a maze. Roughly speaking, the slime mold is a
collection of tubes which it uses to transport food across its body and it is in this process that
it shows the ability to compute. Soon after, the time evolution of Physarum was captured by
mathematical biologists [TKN07] giving rise to a dynamical system to model its behavior. This
dynamical system was aimed to solve the shortest path problem (see Figure 2.2) on undirected
graphs. Notably, [IJNT11] introduced a slightly diﬀerent variant of the dynamics, which turns
out to be applicable to the same problem but for directed graphs. This gave rise to two lines of
work on Physarum dynamics: undirected and directed. Both variants of the dynamics were then
signiﬁcantly generalized to other “undirected” and “directed” problems.
In fact, already the basic variant of the dynamics presented by [IJNT11] has been designed
for a more general problem, called the transshipment problem (see Figure 2.2 for a deﬁnition). In
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a subsequent paper [JZ12] a signiﬁcant generalization of the above was proposed, which applies
to linear programming.
In a diﬀerent line of work, [BMV12] considered the undirected transshipment problem (based
on the idea of [IJNT11]) and ﬁnally in our work [SV17c] we introduced an undirected Physarum
dynamics generalizing both the shortest path problem and the transhipment problem; it solves
the so called weighted basis pursuit problem (see Figure 2.2).
The box in Figure 2.3 succinctly summarizes all the diﬀerent variants of the Physarum dy-
namics considered in these works. Note that the original variant of the dynamics – for the shortest
path problem – has a very intuitive explanation in the language of electrical networks. One thinks
of x as a vector of edge conductances which evolves in time. The vector q determines an electrical
ﬂow on the graph G, where the resistance of each edge e ∈ E is set to ce/xe and we pump in one
unit of current at s and take it out from t. Equivalently, q is determined as the unit ﬂow from s
to t with minimum energy, i.e.,
q := argmin
f :s−t ﬂow
∑
e∈E
cef
2
e
xe
.
Qualitatively, according to (2.2) the resistance of an edge increases if the magnitude of the
current is high, and reduces otherwise. In fact, this interpretation has been very important both
conceptually and mathematically in proving properties of this dynamics.
Note that the Physarum dynamics is originally deﬁned in continuous time. However for the
purpose of its algorithmic applications, the Euler disretization of the dynamics has been also
extensively studied.
The table in Figure 2.4 summarizes the contributions in the study of all variants of the
Physarum dynamics. We remark that while the question of existence of solutions is highly non-
trivial for the directed dynamics, it can be established quite easily for the undirected variants and
hence it is not considered in Figure 2.4. The second question – convergence – is interesting and
non-trivial for all variants of the dynamics. A more detailed discussion on types of convergence
and convergence rates is provided in the two subsequent sections. Finally, the third question
on optimization viewpoint was open for both the directed and undirected variants of the
dynamics even in the simplest of cases. In this thesis we provide such interpretations of both
these dynamics from the viewpoint of optimization, mores details are provided in Sections 2.2
and 2.3 below.
2.2 Directed Physarum Dynamics
The goal of Chapter 4 of this thesis is to resolve all 3 questions: existence, convergence and
optimization viewpoint for the directed Physarum dynamics in its most general form: for linear
programming. We start by considering the question of existence and convergence for the con-
tinuous case. For clarity, here we state an informal version of our result, see Theorem 4.2 for a
formal exposition.
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Deﬁnitions of Computational Problems
The Undirected (Directed) Shortest Path Problem:
Given an undirected (directed) graph G = (V,E) with positive edge lengths c ∈
R
E
>0 and two vertices s, t ∈ V , ﬁnd the shortest (directed) path between s and t
in G.
The Undirected (Directed) Transshipment Problem:
Given an undirected (directed) graph G = (V,E) with positive edge lengths c ∈
R
E
>0 and a vector of demands b ∈ RV such that
∑
v∈V bv = 0, ﬁnd a ﬂow vector
f ∈ RE (f ∈ RE0) that routes the demands as speciﬁed by b (i.e. Bf = b, where
B is the signed incidence matrix of G) and minimizes
∑
e∈E ce|fe| (minimizes∑
e∈E cefe).
Linear Programming:
Given a matrix A ∈ Rn×m, a vector b ∈ Rn and a cost vector c ∈ Rm, ﬁnd
min cx s.t. Ax = b, x 
 0. (2.1)
Weighted Basis Pursuit:
Given a matrix A ∈ Rn×m, a vector b ∈ Rn and a cost vector c ∈ Rm0, ﬁnd
min
m∑
i=1
ci|xi| s.t. Ax = b.
Figure 2.2: Computational problems solved by the Physarum dynamics.
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The Physarum Dynamics
Let A ∈ Rn×m, b ∈ Rn and c ∈ Rm. The Physarum dynamics is deﬁned as a
dynamical system over the domain Ω = Rm>0 by the system of diﬀerential equations
x˙ = |q| − x (undirected) (2.2)
x˙ = q − x (directed),
where q ∈ Rm is a vector calculated as a function of the current point x = x(t)
according to the following rule
q =WA(AWA)−1b,
and |q| is its entrywise absolute value. In the above W ∈ Rm×m is a diagonal
matrix with Wi,i := xici .
Special cases:
(1) The transshipment problem. The matrix A is equal to B ∈ RV×E – the signed
incidence matrix of the graph G, i.e., for every edge e = vw the column correspond-
ing to e in B is ev − ew.
(2) The shortest path problem. As above, and additionally, the vector b is equal to
χs,t = es − et ∈ RV .
Figure 2.3: The deﬁnition of Physarum dynamics for various problems. Above, ev denotes the
vth standard basis vector in the linear space RV .
Existence Convergence
Directed Dynamics Directed Dynamics Undirected Dynamics
Continuous Discrete Continuous Discrete Continuous Discrete
Shortest Path [BBD+13] [BBD+13] [IJNT11] [BBD+13] [BMV12] [BBD+13]
Transshipment [SV16b] [SV16a] [IJNT11] [SV16a] [BMV12] [SV16a]
LP [SV16b] [SV16b] [SV16b] [SV16b] [SV17c] [SV17c]
Figure 2.4: Summary of results on existence and convergence for all variants of the Physarum
dynamics. LP stands for Linear programming (directed) and Basis Pursuit (undirected). The
results marked in blue are contributions of this thesis.
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Theorem 2.1 (Existence and Convergence – Informal)
Let (A, b, c) be an instance of linear programming, as in (2.1), and s ∈ Rn>0 be any initial
condition.
(1) There exists a unique solution x : [0,∞)→ Rm>0 to the dynamics originating at s.
(2) The trajectory x : [0,∞) → Rn>0 converges to an optimal solution x∞ ∈ Rn of the
underlying linear program. Moreover, the convergence rate is exponential, i.e.,
‖x(t)− x∞‖  e−αt
for some α > 0 which depends on the input and s only.
Thus we obtain pointwise convergence with an exponential convergence rate. We also show an
analogue of Theorem 2.1 for the case of discrete Physarum dynamics (Theorem 4.3) – we show
that it converges in value whenever the step size h is small enough, we also provide speciﬁc
bounds on the step size and the convergence rate – the number of steps requires to reach an
ε-approximation of the optimal value is proportional to ε−3.
For the special case of the transshipment problem, we sharpen this result and provide an
algorithm whose convergence rate is proportional to log 1ε and hence leads to a polynomial time
algorithm for solving this problem (see Theorem 4.4).
The second theorem we would like to state here, provides an optimization viewpoint on the di-
rected Physarum dynamics. We present an informal version of our theorem here, see Theorem 4.5
for a formal treatment.
Theorem 2.2 (Optimization Viewpoint – Informal)
The directed Physarum dynamics for linear programming is a continuous time gradient de-
scent for the objective function cx run with respect to a Riemmanian manifold structure on
the positive orthant Rn>0 induced by the Hessian of the entropy function H(x) =
∑
i xi lnxi.
What the above says, intuitively, is that if we skew the geometry of the positive orthant Rn>0 using
the entropy function H(x), then the curve which the gradient descent algorithm would follow to
minimize the linear objective cx, coincides with the Physarum dynamics. Note that this change
of geometry stretches the space close to its boundary so that the trajectories are naturally slowing
down and thus never hit the boundary. More formally, let Ω = {x ∈ Rm : Ax = b, x > 0} be
the strictly feasible region of the considered linear program. We deﬁne the local norm at a point
x ∈ Ω to be
‖u‖x =
(
m∑
i=1
u2i
xi
)1/2
=
√
u∇2H(x)u.
This deﬁnes a Hessian (Riemannian) manifold structure on Ω. We then consider the gradient
direction, deﬁned as the direction which provides the most signiﬁcant drop of the objective when
followed from point x, i.e.,
min
u∈TxΩ,‖u‖x=1
〈c, u〉 ,
where TxΩ = {u ∈ Rm : Au = 0} is the tangent space at x. This can be reduced to ﬁnding a
minimizer of a quadratic function (using duality) or solved directly using Lagrange multipliers
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to yield that the optimal direction is u

‖u‖x , where
u = XA(AXA)−1AXc−Xc.
A dynamical system deﬁned by such a vector ﬁeld turns out to coincide (up to a rescaling) with
the Physarum dynamics, when restricted to the feasible region, which provides an interpretation
of Physarum as a gradient ﬂow on a Riemannian manifold.
We complement this result by yet another interpretation of the Physarum dynamics from
the viewpoint of optimization. We show that the trajectories of Physarum are in fact paths of
optimizers to a parametrized family of convex programs, whose objective is a linear cost function
regularized by an entropy barrier function; see Theorem 4.7 for a formal statement. Thus, roughly,
if x : [0,∞) → Rm>0 is a trajectory, then x(t) is a solution to a convex program of the following
form
min. cx+
1
t
m∑
i=1
xi lnxi
s.t. Ax = b, x 
 0.
Note that the contribution of the entropy term
∑m
i=1 xi lnxi vanishes as t → ∞. This draws
an interesting connection between Physarum and Interior Point Methods for linear program-
ming [Wri97], however the latter typically use self-concordant barrier functions for regularization
and the entropy barrier does not fall into this class. It is an interesting problem whether the
entropy barrier can be used to design fast algorithms for linear programming, as the standard
lower bounds do not apply to it.
2.3 Undirected Physarum Dynamics
In Chapter 5 we study the undirected variant of the Physarum dynamics and more speciﬁcally,
its most general form: the dynamics for the basis pursuit problem. For, clarity we focus on
the unweighted variant of the problem. The existence of solutions for both the discrete and
continuous dynamics can be easily established (see Fact 5.1), hence we focus on convergence and
an optimization viewpoint. Below we state the convergence result for the undirected Physarum
dynamics which answers the convergence question for this model. Note that the below theorem
talks about the discrete dynamics, but in fact we can deduce convergence of the continuous-time
Physarum dynamics by just taking the step size h→ 0 (see Lemma 5.4). We refer to Theorem 5.2
for a formal statement.
Theorem 2.3 (Convergence – Informal)
Let (A, b) be any instance to the basis pursuit problem and let x be any optimal solution. Let
x(0), x(1), . . . be a sequence of points obtained by running the discrete undirected Physarum
dynamics on this input for step size h = Θ
(
ε
mD
)
. Then, after k = O
(
mD·ln(m‖x‖1)
ε3
)
steps,
the following holds:
‖x‖1  ‖x(k)‖1  (1 + ε)‖x‖1.
In the above statement D represents the maximum subdeterminant of the matrix A. In the
case when A is totally unimodular, D equals 1, hence, in particular, for ﬂow problems this
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algorithm runs in polynomial time. This implies convergence in value for all the known variants
of the undirected dynamics. It is an open question to decide whether this dynamics (even for the
shortest path case) converges pointwise. The proof of Theorem 2.3 is based on tracking a potential
function of the form Φ(k) := log‖x(k)‖1+E(x, x(k)), where E is an entropy-like distance function
(similar to KL-divergence). We prove that Φ(k) drops in every step by a certain amount which
then allows us to deduce convergence. Interestingly, the form of Φ(k) bears resemblance to the
free energy function studied in physics, suggesting that the general Physarum dynamics might
have an intepretation in terms of a physical system.
To provide an optimization viewpoint on the undirected Physarum dynamics, we deﬁne the
IRLS (Iteratively Reweighted Least Squares) algorithm. It can be seen as a discrete dynamical
system aimed to solve the basis pursuit problem by solving a sequence of weighted 2 minimization
problems. Formally, given a starting point y(0) with Ay(0) = b, the IRLS algorithm update is as
follows
y(k+1) = argmin
{
m∑
i=1
x2i
|y(k)i |
: x ∈ Rm, Ax = b
}
.
Even though no complete theoretical analysis is known for the IRLS algorithm (in fact this
algorithm might fail for certain specially crafted instances), empirical evidence shows that it
converges very quickly to an optimal solution of the basis pursuit problem. Our next result
is the following connection between the IRLS algorithm and Physarum dynamics. We refer to
Theorem 5.1 for a formal statement.
Theorem 2.4 (Optimization Viewpoint – Informal)
The Euler discretization of the undirected Physarum dynamics with step size h = 1 is
equivalent to the IRLS algorithm.
Thus, essentially, the above states that the undirected Physarum dynamics is a damped version
of the IRLS algorithm. Interestingly, while convergence of the IRLS algorithm is still an open
problem, our convergence result in Theorem 2.3 implies that a slightly less aggressive variant of
it (with smaller steps size) provably converges to an optimal solution.

Chapter 3
Polynomial-Based Algorithms for
Discrete Optimization and Sampling
Problems
In this chapter we start by giving a brief introduction to discrete optimization and sampling
problems. Next, we outline the polynomial-based approach to these problems which is developed
in Chapters 6, 7, 8, 9, 10 of this thesis. Finally we discuss contributions of these chapters in more
detail.
3.1 Introduction to Polynomial-Based Methods for Counting
and Sampling
We study optimization problems over discrete structures. The most common examples of such,
which we often refer to in this chapter, are ﬁnding a maximum weight spanning tree in an
undirected graph or ﬁnding a maximum weight perfect matching in a graph. Both these as well
as numerous other problems in combinatorial optimization can be stated in the following general
framework. Below, the family of all subsets of a set X we denote by 2X .
Discrete Optimization Problem
Given a universe [m] = {1, 2, . . . ,m}, a function μ : 2[m] → R0 assigning non-negative
values to subsets of the universe and a family B ⊆ 2[m] of subsets of the universe, the
Optimization Problem is to compute
max
S∈B
μ(S).
Such a function μ we often call a measure over subsets of [m]. For example, if G = (V,E) is a
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weighted undirected graph with m edges and weights w ∈ Rm, then by deﬁning a measure
μw(S) :=
∏
i∈S
ewi for every S ∈ 2[m], (3.1)
and choosing B ⊆ 2[m] to be the set of all spanning trees in G or the set of all perfect matchings
in G, we recover the maximum weight spanning tree or the maximum weight perfect matching
problem respectively. Note that in the example we deﬁned the measure of a set S ⊆ [m] to
be as in (3.1) and not as
∑
i∈S wi to ensure nonnegativity of μ(S), which will be important
later on. Importantly in these examples, even though both B and μ are exponential-size objects,
they are still provided succinctly as input – as a graph and a set of edges. The form in which
input is provided is an important issue for this kind of problems, as we aim for algorithms with
polynomial running time with respect to m. Later on, we will introduce a much more general
way of succinctly representing measures μ and families B.
Sampling. In many practical applications instead of ﬁnding one – best solution, we are rather
interested in the ability to ﬁnd multiple good solutions; one way to achieve it, is to sample
a solution with probability proportional to its measure. Note that such a sampling procedure
can be used as a robust alternative for optimization, especially when the measure μ is noisy
or has some built-in bias. Primitives based on sampling are often preferred over optimization in
data summarization where one is interested in ﬁnding a small yet informative subset of a dataset.
Before we discuss some examples, let us ﬁrst provide a formal deﬁnition of sampling. At the same
time we also introduce counting – a task inherently related to sampling, as discussed below.
Discrete Sampling and Counting Problems
Given a universe [m] = {1, 2, . . . ,m}, a function μ : 2[m] → R0 assigning nonnegative
values to subsets of the universe and a family B ⊆ 2[m] of subsets of the universe, we
deﬁne
(1) Sampling Problem: output a set S ∈ B according to the distribution μB, where
μB(S) =
⎧⎨⎩
μ(S)∑
T∈B μ(T )
for S ∈ B,
0 for S /∈ B
,
(2) Counting Problem: compute the sum∑
S∈B
μ(S).
Thus, the counting problem is simply to compute the normalizing factor for the distribution μB.
It has been shown that for many instances (satisfying a certain self-reducibility property), being
able to solve the counting problem eﬃciently implies an eﬃcient sampling method, conversely –
fast sampling schemes can be often used for approximate counting [JVV86]. For this reason, to
derive fast sampling algorithms it is enough to do the same for counting, which is often a simpler
(at least conceptually) problem to study.
To illustrate the sampling and counting problems consider again the case where [m] is the set
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of edges in a graph G and the measure is μw as deﬁned in (3.1). Then, if B is the set of all spanning
trees in G the sampling problem is to sample a spanning tree T with probability proportional to
μw(T ) and the counting problem is to compute
∑
T∈B e
w(T ), where w(T ) :=
∑
i∈S wi. Note that
for w ≡ 0 this corresponds to uniform sampling and counting all spanning trees respectively.
Note also that by slightly modifying the weight function to w˜(α) = α ·w for some large positive
number α ∈ R>0, the sampling problem corresponding to μw˜(α) becomes essentially equivalent
to optimization, as the probability distribution μw˜(α)B is concentrated on sets with large weights
and tends to a uniform distribution over maximum-weight subsets as α → ∞. This observation
shows that sampling is actually more general than optimization in many important regimes.
Approaches for sampling and counting. There has been a lot of research on sampling and
counting for various classes of discrete problems. One of the well known approaches is the Markov
Chain Monte Carlo (MCMC) method. It is based on constructing a Markov chain whose sta-
tionary distributions corresponds to μB and then running a long enough random walk on such a
chain to sample from this distribution. This approach, although very succesful for several impor-
tant problems, such as sampling perfect matchings and computing permanents [Sin93, JSV04],
requires a lot of structure on the family B and the measure μ. Other approaches for sampling and
counting include analytic combinatorics [FS09], methods based on belief propagation [YFW05]
or on the idea of correlation decay [Wei06, BG06, BGK+07, SST14]. All these methods provide
strong results when specialized to certain settings, however their applicability is rather limited
and no general framework can be derived for these methods.
In this thesis we propose and give several examples of applying a much more versatile method-
ology based on polynomials. It leads to a very general framework, able to capture a variety of
important problems; and reduces eﬃcient counting to proving certain analytic properties of fam-
ilies of polynomials.
Encoding structure in a polynomial. Consider again the example of counting for spanning
trees on weighted graphs. We are given a measure μ(S) = ew(S) for S ⊆ [m] and B ⊆ [m] is the
family of spanning trees in a graph. We can encode the information about the measure μ in a
polynomial as follows.
Encoding Measures as Polynomials
Given a measure μ : 2[m] → R0, its generating polynomial gμ ∈ R[x1, x2, . . . , xm] is
deﬁned as
gμ(x1, x2, . . . , xm) :=
∑
S⊆[m]
μ(S)xS ,
where xS :=
∏
i∈S xi for any set S ⊆ [m].
Note in particular that gμ contains the full information about μ, i.e., this representation is lossless.
A question arises: but what do we gain by using such a representation? It turns out that for many
important examples this polynomial interpretation is eﬃciently computable and moreover
allows to extract important statistics of the measure μ, such as marginal probabilities. For
instance, for the measure deﬁned above, the polynomial, even though being a sum of exponentially
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many terms, can be succintly written as
gμ(x) =
m∏
i=1
(1 + ewixi).
Then, in particular, the value gμ(0, 1, 1, . . . , 1) gives the total weight of all subsets of edges not
containing edge labeled 1.
Example – spanning trees. Let us now go back to the example of spanning trees – we are
given a polynomial gμ and would like to recover the sum of all its coeﬃcients corresponding
to monomials (sets) S ∈ B. To the rescue comes Kirchhoﬀ’s matrix tree theorem. To state it,
for every edge i ∈ {1, 2, . . . ,m} that connects vertices v, w ∈ V = {1, 2, . . . , n} deﬁne a vector
bi := ev−ew, where ev, ew ∈ Rn are the standard basis vectors. Then the following formula holds
det
⎛⎝∑
i∈[m]
xie
wibib

i
⎞⎠ =∑
S∈B
μ(S)xS .
In other words, the determinant above captures exactly the polynomial being the restriction of
gμ to sets in B! (For brevity, let us denote this polynomial by p(x).) Now, given access to p(x) we
can solve the counting problem by simply evaluating p(1, 1, . . . , 1). This boils down to computing
one determinant and thus can be executed eﬃciently, in O(n3) time. Moreover, p(0,1,...,1)p(1,1,...,1) is the
probability that the edge labeled 1 does not belong to a random spanning tree (with respect to
μB). This observation can be used to design a polynomial time sampling algorithm for μB using
the so called self-reducibility property of spanning trees, see [JVV86]; it says, roughly, that by
including or not including the edge 1 in a spanning tree and conditioning on this event we obtain
a sampling subproblem of the same form (on a reduced graph).
Example – permanent. As a second example consider the counting problem for perfect match-
ings in weighted, bipartite graphs. This problem is well known to be equivalent to computing
permanents of non-negative matrices, which we focus on now. Given a matrix A ∈ Rn×n0 we
would like to compute
Per(A) :=
∑
σ∈Sn
n∏
i=1
Ai,σ(i),
where Sn is the set of all permutations of {1, 2, . . . , n}. We will use the same strategy as in the
spanning tree example – ﬁrst encode the measure μ using a polynomial. This time the universe
for the counting problem is the set of n2 cells in the matrix, i.e., U := [n] × [n] and thus the
polynomials we consider, have variables {xi,j}i,j∈[n]. The family B we consider, is the family of
all subsets S ⊆ U of cardinality n such that no two cells in S share the same row or column.
The measure of a set S is deﬁned μ(S) :=
∏
(i,j)∈S Ai,j . Thus we have captured the problem of
computing permanents as a counting problem in our general framework.
Let us now try to design a polynomial which encodes the measure μ as in the previous
example. To this end consider
p(x) :=
n∏
i=1
n∑
j=1
xi,jAi,j . (3.2)
The above does not quite encode the measure μ over all subsets of U , but still, p(x) is of the
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form
p(x) =
∑
S∈Br
μ(S)xS ,
where Br ⊇ B is the set of all subsets of U of size n so that no two cells from S share a common
row. Let us deﬁne an analogous family Bc ⊆ 2U for columns instead of rows. Now we observe
that computing the permanent boils down simply to recovering the sum of all coeﬃcients of sets
in Bc in p(x), as B = Bc ∩ Br. Thus we end up asking the same question as in the example for
spanning trees:
Question
Given a polynomial p that is easy to evaluate and a certain family of its monomials
B, how to recover the sum of coeﬃcients in p corresponding to monomials in B?
This question turns out to be rather tricky to answer as the permanent problem is already #P -
complete and hence unlikely to have polynomial time algorithms [Val79]. Thus the right question
to ask is: can we approximate this sum of coeﬃcients eﬃciently? We show that this task can be
very generally captured by a continuous relaxation.
For the case of permanents, such a relaxation was provided by Gurvits [Gur06], who studied
the following optimization problem:
Cap(q) = inf
y>0
q(y)∏n
i=1 yi
, where q(y1, y2, . . . , yn) :=
n∏
i=1
n∑
j=1
yjAi,j . (3.3)
Note the similarity between the polynomial p(x) (deﬁned in (3.2)) and q(y) above – yet they are
not the same, as q has n variables and p has n2 of them. Gurvits proved that Cap(q) satisﬁes
e−nCap(q)  Per(A)  Cap(q), (3.4)
and hence Cap(q) is a deterministic en-approximation to the permanent. Moreover, one can show
that Cap(q) can be reformulated as a convex program and computed eﬃciently. The question
which arises is: how general this machinery really is, can it be applied to more general polynomials
or families B?
Relaxations for counting problems. The general outline of our framework for solving count-
ing problems is so far as follows: encode part of the problem structure in a polynomial and
then reformulate it as recovering a sum of certain coeﬃcients. The latter is dealt with using
relaxations, which brings us to the following list of questions
Relaxations for Counting Problems
(1) How to arrive at such a relaxation?
(2) How to reason about the approximation factor?
(3) How to eﬃciently compute such relaxations?
Question (1) above is very general and thus does not have a universal answer; at a later point
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we will outline one possible strategy for that. Now, we focus on question (2) from the above list
and speciﬁcally discuss it for the above relaxation (3.3) for the permanent.
Approximation ratios and real stability.We consider the capacity Cap(q) of the polynomial
q(y) =
∏n
i=1
∑n
j=1 yjAi,j as deﬁned in (3.3). Note that the permanent Per(A) appears as a
coeﬃcient of the monomial y[n] :=
∏n
j=i yi in q. Thus a general question one might ask is: given
any polynomial r ∈ R[y1, y2, . . . , yn], how well does Cap(r) approximate r[n] – the coeﬃcient
of the monomial y[n] in r? Clearly, for this question to make sense, we need to assume that
the coeﬃcients of r are non-negative, and perhaps, to make it more similar to the permanent,
that all the monomials in r are of the same degree. Still, by inspecting simple examples, such
as r(y1, y2) = y21 + y
2
2 , one can observe that Cap(r) is an inﬁnitely bad approximation to this
coeﬃcient, as r[2] = 0 and Cap(r) > 0.
It turns out that the polynomial q has additional analytic properties which allow to prove
such a bound! In fact it can be proved to be real stable – and this turns out to guarantee a good
approximation ratio for such a relaxation. Real stability is a geometric condition on the location
of zeros of a polynomial, which generalizes real-rootedness.
Real Stable Polynomial
A polynomial r ∈ C[x1, . . . , xn] is called real stable if all its coeﬃcients are real numbers
and the following condition holds
∀z∈Cn ((zi) > 0 for all i = 1, 2, . . . , n) ⇒ r(z) = 0.
Real stable polynomials have recently found numerous applications in mathematics [BB09,
MSS15] and computer science [Gur06, MSS13, AOG15, NS16] (see also surveys [Wag11, Pem11,
Vis13]). From a combinatorial viewpoint, they can be seen as a special class of log-concave func-
tions on matroid-like structures [Bra¨07, Wag11], yet a precise combinatorial characterization is
not known up to date. The strength of real stable polynomials stems in part from their numerous
closure properties:
Closure Properties of Real Stable Polynomials
Let p, r ∈ R[x1, x2, . . . , xn] be real stable polynomials, then
(1) p · r is real stable,
(2) ∂∂x1 p(x) is real stable,
(3) p(a, x2, x3, . . . , xn) is real stable for any a ∈ R.
In particular, using property (1) above one can conclude that the polynomial q is indeed real
stable as every factor in the product deﬁning it is easily seen to be real stable. Now, to prove
the non-trivial direction of Gurvits inequality (3.4), i.e., that e−nCap(q)  q[n] (the other follows
directly from the deﬁnition of capacity), we will use properties (2) and (3). To this end we ﬁrst
note that
q[n] =
∂
∂x1
∂
∂x2
. . .
∂
∂xn
q(x).
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And thus by using induction and properties (2) and (3), the problem of proving the inequality
e−nCap(q)  q[n] reduces to a univariate inequality for real-rooted polynomials! In fact, since in
every step of this inductive argument we roughly loose a factor e, the total approximation is en.
Interestingly, this bound is actually tight for permanents, hence none of the steps of the above
proof has incured a signiﬁcant loss!
Thus, consequently, additional analytic properties of polynomials, such as real stability, can
allow us to prove approximation bounds for certain continuous relaxations, while simultaneously
not restricting generality by too much.
Entropy interpretation and new relaxations.We go back to the question on how to design
continuous relaxations for counting problems. For this, consider again the permanent example
and the polynomial p(x) =
∑
S∈Br μ(S)x
S . Recall that the goal was to recover the sum of
coeﬃcients of all monomials in the set Bc. One can prove that the following expression is equal
to Cap(q) and thus approximates Per(A) up to a factor of en
sup
θ∈P (Bc)
inf
x>0
p(x)
xθ
, (3.5)
where xθ :=
∏
i,j x
θi,j
i,j and P (Bc) is the convex hull of the set Bc, i.e., formally P (Bc) = conv{1S :
S ∈ Bc} ⊆ [0, 1]U (here 1S is the indicator vector of a set S ⊆ U in the n2-dimensional space
RU ).
We present an interpretation of (3.5) which gives a systematic way to arrive at such a re-
laxation. The inner optimization problem turns out to have a dual form being a variant of an
entropy-maximization problem. More formally, recall that the polynomial p(x) represents the
restriction of the measure μ to Br. Consider any θ ∈ P (Bc), the inner optimization problem (or
more precisely its logarithm) infx>0
p(x)
xθ
has then the following dual form
max
∑
S∈Br
qS log
μ(S)
qS
,
s.t.
∑
S∈Br
qS · 1S = θ,∑
S∈Br
qα = 1,
q 
 0.
(3.6)
In the above, we look for a probability distribution over Br such that the marginal probabilities
are speciﬁed by θ and the objective is to maximize the relative entropy with respect to the measure
induced by the polynomial p. The outer optimization problem is to maximize the entropy over
all possible marginal vectors θ which belong to the convex hull of Bc. The rationale behind
maximization over θ ∈ P (Bc) is that we are interested in coeﬃcients of the polynomial for
monomials in Bc only and hence only the restriction of the distribution given by p to the Bc
matters – in the continuous domain we translate it to optimizing over its convex hull. This idea
can be signiﬁcantly extended as we discuss in the next section.
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3.2 Estimation Algorithms for Counting and Optimization
In this section we outline the results of Chapters 6 and 9 of the thesis. Suppose we are given a
multiaﬃne polynomial p with non-negative coeﬃcients (representing a certain measure μ), i.e.,
of the form p(x) =
∑
S⊆[m] pSx
S with pS 
 0 for all S ⊆ [m]. The key problem mentioned in the
previous section was to recover the sum of coeﬃcients over all sets in B or, in other words, to
compute
∑
S∈B pS . Inspired by the entropy interpretation in (3.6) we deﬁne the following notion
of B-capacity of the polynomial p
CapB(p) := sup
θ∈P (B)
inf
x>0
p(x)∏m
i=1 x
θi
i
. (3.7)
Recall that P (B) is deﬁned as the convex hull of indicator vectors of sets in B, i.e, P (B) :=
conv{1S : S ∈ B}. Even though, in general, (as in the case of Gurvits’ capacity (3.3)) the above
quantity can be an arbitrarily bad approximation to the value of the counting problem, we prove
that it works well when p is real stable and B comes from a matroid. For background on matroids
we refer the reader to Section 6.1.2. Here it is enough to know that matroids are an axiomatic
formalization of the notion of independence and generalize spanning trees in graphs and linear
independence of vectors. For a formal statement of the following theorem we refer to Theorem 6.1.
Theorem 3.1 (Integrality Gap – Informal)
Suppose that p ∈ R[x1, . . . , xm] is a real stable polynomial and B is a family of bases of a
matroid. Then CapB(p) approximates the value of
∑
S∈B pS up to a factor of e
O(m).
In Chapter 6, inspired by the notion of B-capacity, we also deﬁne an analogous relaxation for
the related optimization problem, i.e., computing maxS∈B pS . It is deﬁned in a similar way as
CapB(p) :
optB(p) := sup
z∈P (B)
sup
θ∈P (B)
inf
x>0
p(x1z1, x2z2, . . . , xmzm)∏m
i=1 x
θi
i
(3.8)
and, as we prove in Theorem 6.1, optB(p) achieves similar approximation guarantees for estimat-
ing maxS∈B pS .
A question which arises naturally is whether CapB(p) and optB(p) can be eﬃciently computed
given appropriate access to p and B. This follows from our results on computability of max-
entropy distributions in Chapter 7, whose content is outlined in the subsequent section.
The results obtained in Chapter 9 are of the same ﬂavor as these above yet apply to a
slightly diﬀerent setting. There we study the model of factor graphs and are interested in the
corresponding counting problem – of computing partition functions. We prove that a well known
heuristic – the Bethe approximation [Bet35, SWW07] for approximating the partition function
can be stated as a polynomial relaxation similar to (3.7) and (3.8). Using techniques based on
real stable polynomials we are able to arrive at a bound in this setting, see Theorem 9.2.
3.3 Computability of Maximum Entropy Distributions
Consider a ﬁnite subset F ⊆ Zm of the integer lattice. Given a vector θ, the following max-
entropy convex program solves for a probability distribution over F that has maximum entropy
with expectation θ. In the language of information theory, this is the task of ﬁnding the I-
projection of the uniform distribution over F onto the set of all distributions with expectation
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θ.
max
∑
α∈F
qα log
1
qα
,
s.t.
∑
α∈F
qα · α = θ,∑
α∈F
qα = 1,
q 
 0.
(3.9)
Max-entropy distributions arise and have found numerous applications in information theory [Jay57a,
Jay82], machine learning [PPL97, Nig99], economics [AFHS97, Vin06], physics [MS06] and statis-
tics [Soo00, SW87]. In Theoretical Computer Science, max-entropy distributions over spanning
trees in a graph have been used to derive approximation algorithms for the TSP [AGM+10,
OSS11] and max-min fair allocation problem [AS10].
Note that the interesting regime is when the family F has size exponential in the dimension
m, in which case the program (3.9) cannot be even stored in polynomial space. In this chapter
we consider the question of when can one solve such programs in polynomial time and obtain a
succinct (polynomial space) representation of the maximum entropy distribution q. Our main
theorem follows. (For a formal statement we refer to Theorem 7.2.)
Theorem 3.2 (Computability of Maximum Entropy Distributions – Informal)
Suppose that F ⊆ Zm has polymially bounded diameter and conv(F) has polynomial unary
facet complexity. There is an algorithm that given a counting oracle for F and and ε > 0
outputs a succinct (of size polynomial in m and log 1ε ) description of a distribution q such
that ‖q − q‖1 < ε in time polynomial in m and log 1ε .
A few remarks are in order. A counting oracle is a primitive for solving a certain counting problem
on F . The unary facet complexity of an integral polytope P is, roughly, the smallest integer M
such that P can be described by linear inequalities with integer entries of magnitude at most
M . Most interesting families F such as matroids or perfect matchings in graphs, satisfy the low
unary facet complexity assumption.
Interestingly, by intepreting several recent results in the language of maximum entropy dis-
tributions we can obtain various corollaries of Theorem 3.2, including the eﬃcient computability
of the relaxations CapB(p) and optB(p) from Chapter 6.
Corollary 3.1 (Computability of Polynomial Relaxations – Informal)
There is a polynomial time algorithm which given evaluation oracle access to real stable
polynomial p and a separation oracle for P (B), outputs a (1+ε) multiplicative approximation
to CapB(p) and optB(p) in time polynomial in m and log
1
ε .
3.4 Approximation Algorithms for Subdeterminant Maximiza-
tion Problems
In Chapter 8 of the thesis we study an important special case of the discrete optimization
problem which arises when the measure μ is determinantal. More precisely, given a PSD matrix
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L ∈ Rm×m, we consider the measure
μ(S) = det(LS,S)
over subsets S ⊆ [m], where LS,S is a submatrix of L corresponding to rows and columns in the
set S. Such measures are also known as Determinantal Point Processes (DPPs) [Lyo02, HKPV05]
and have been successfully applied to a number of problems, such as document summarization,
sensor placement and recommendation systems [LB11, KSG08, ZKL+10, ZCL03, YJ08].
The optimization result presented in Chapter 6 when applied to DPPs, implies that given a
matrix L ∈ Rm×m and a family of subsets B ⊆ 2[m] being the set of bases of a matroid, one can
estimate the value of
max
S∈B
det(LS,S)
in polynomial time up to a factor of eO(m). However, unfortunately the above yields only a
numerical estimate of the value of the optimal solution, but does not output a set which attains
this value. Morever, there seem to be signiﬁcant obstacles when trying to obtain such a set, as
standard rounding techniques lead to #P -hard counting problems.
In Chapter 8 we present a completely diﬀerent approach for tackling these kind of problems,
which does not rely on real stability or any geometric properties of the considered polynomi-
als. The main idea is to ﬁrst reformulate the discrete optimization problem as an equivalent
continuous optimization problem of the form
max
x∈[0,1]m
|f(x)|
with f being a multiaﬃne polynomial (this optimization problem is then highly non-convex).
Afterwards, the maximum value of f over the hypercube is approximated simply by a value
at a uniformly random point in the hypercube. Finally, using the fact that f is a multiaﬃne
polynomial, we can eﬃciently, and without any loss, round the random point to a vertex with
a value at least as large. To show that such a procedure yields a good approximation guarantee
with high probability, we prove a general anti-concentration inequality for the type of functions
we obtain from maximizing subdeterminants. Using this technique we arrive at approximation
algorithms for subdeterminant maximization over B for partition and regular matroids. For
simplicity the bound for partition matroids stated below is only for the case when the size of
every part is a constant. (We refer to Theorems 8.2 and 8.3 for a formal statement.)
Theorem 3.3 (Subdeterminant Maximization under Matroid Constraints – Informal)
There is a polynomial time randomized algorithm such that given a PSD matrix L ∈ Rm×m
and a family of bases B ⊆ 2[m] of a partition or regular matroid with high probability, outputs
a set T ∈ B such that
det(LT,T ) 
 e−O(m) ·max
S∈B
det(LS,S).
The approximation guarantees obtained by the above theorem match the ones obtained in Chap-
ter 6 up to a constant in the exponent.
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3.5 Exact Sampling and Counting for DPPs
In Chapter 10 we revisit our ﬁrst example: of spanning trees, for which the sampling and counting
problem could be solved exactly in polynomial time. We prove that this is also the case in a much
more general setting. Consider any non-negative measure μ : 2[m] → R0. Given a cost vector
c ∈ Zm and a budget C ∈ Z we deﬁne the family of subsets which satisfy a budget constraint
with respect to c
B :=
(
S ⊆ [m] :
∑
i∈S
ci  C
)
. (3.10)
Constraints of this type are quite common in various machine learning applications. Moreover,
by combining several such constraints one can obtain quite non-trivial families of sets. The goal
is to sample from the probability distribution μB as deﬁned in Section 3.1. We work under the
assumption that an oracle access to the generating polynomial of μ, gμ(x) :=
∑
S⊆[m] μ(S)x
S is
given. This setting clearly captures the important example of (budget) constrained DPPs as the
generating polynomial
p(x) =
∑
S⊆[m]
xS det(LS,S)
is eﬃciently computable. Indeed, p(x) =
∏m
i=1 xi · det(X−1 + L), where X is a diagonal matrix
with Xi,i = xi.
We prove that for budget constraints as above, the sampling problem can be solved in poly-
nomial time whenever the cost vector is given in unary as input, more precisely
Theorem 3.4 (Sampling under Budget Constraints – Informal)
There is an algorithm which given oracle access to gμ, a cost vector c ∈ Zm and a budget
C ∈ Z, outputs a sample from the probability distribution μB (with B as in (3.10)) in time
polynomial with respect to m and ‖c‖1.
For a formal statement of the above theorem we refer to Theorem 10.1. The above also extends
to DPP sampling under partition constraints, where the family B is of the form B = {S ⊆ [m] :
|S ∩ Pj | = bj for all j = 1, 2, . . . p}, where [m] = P1 ∪ P2 ∪ . . . ∪ Pp is a partition of [m] and
b1, b2, . . . , bp ∈ N. More precisely, it follows that sampling under partition constraints is possible
in mO(p) time, where p is the number of parts in the partition. Conversely, we also prove that if
the number of parts is large, it is unlikely that there is a polynomial time sampling algorithm,
as the corresponding counting problem is hard.
Theorem 3.5 (Hardness)
The problem of counting for DPPs under partition constraints is #P -hard.
Moreover we show that the above counting problem is in fact equivalent to computing so called
mixed discriminants of tuples of PSD matrices, which is conjectured to not have an eﬃcient
approximation scheme [Gur05]. This provides a characterization of hardness for exact counting
for partition constrained DPPs.

Chapter 4
The Directed Physarum Dynamics
In this chapter we study the directed Physarum dynamics in its most general form – for linear
programming as introduced in Chapter 2. We prove that this dynamical systems always has global
solutions which converge to an optimal solution of the underlying linear program exponentially
fast. Similarly we prove convergence for its discretization. Finally we provide an optimization
viewpoint for directed Physarum dynamics as a gradient ﬂow on a Riemannian manifold as well
as a viewpoint in which Physarum is a barrier method based on the entropy barrier.
4.1 Preliminaries and Statement of Results
4.1.1 Preliminaries
The Physarum Dynamics for Linear Programming. Consider a linear program in the
standard form
min cx s.t. Ax = b, x 
 0, (4.1)
where A ∈ Zm×n, c ∈ Zn>0 and b ∈ Zm and which has a feasible solution. To make the exposition
clear we assume that A is full-rank, in other words: rank(A) = m. We now recall the Physarum
dynamics for linear programming.
Consider any vector x ∈ Rn with x > 0 and let W be the diagonal matrix with entries
xi/ci. Let L
def= AWA and p ∈ Rn be the solution to Lp = b. Let q def= WAp. The Physarum
dynamics for the linear program given by (A, b, c) then is
x˙ = q − x. (4.2)
This can be also rewritten as
x˙ =W (AL−1b− c).
The dynamical system has an initial condition of the form x(0) = s for some s > 0. Note that it
is not required that s is feasible, i.e., As = b. Often, the exposition and proofs are simpler when
s is also feasible. We often refer to the general case as Physarum dynamics with infeasible start
and this special case as with feasible start.
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The Physarum Dynamics for the Directed Transshipment Problem. In the directed
transshipment problem, we are given a directed graph G = (V,E), a demand vector b ∈ ZV and
a cost vector c ∈ ZE>0. Assume that
∑
v bv = 0 and let B ∈ RV×E be any signed incidence matrix
of G. The goal is to ﬁnd a ﬂow vector f ∈ RE , f 
 0 which satisﬁes the demand (Bf = b) and
minimizes the cost of the ﬂow:
∑
e∈E cefe. To obtain the Physarum dynamics for this case one
can simply state the problem as
min cf s.t. Bf = b, f 
 0
and use the dynamics (4.2).
4.1.2 Statement of Results
The ﬁrst problem we have at hand is whether the system (4.2) has a solution such that x(t) > 0
for all t > 0. Unfortunately there are no general theorems in dynamical systems to establish this
and proving existence can be diﬃcult. Indeed, this existence problem turns out to be non-trivial
for Physarum dynamics and is our ﬁrst result.
Theorem 4.1 (Existence of Solution)
For any initial condition s ∈ Rn>0, the Physarum dynamics x˙ = q − x has a unique solution
x : [0,∞)→ Rn>0 with x(0) = s.
First we note that existence of a feasible solution is important: One can prove that whenever
the problem (4.1) is infeasible, the solutions to (4.2) exist only for ﬁnite time intervals. Further,
the problem of existence is diﬃcult not because the dynamics is in continuous time; the problem
remains non-trivial even if we consider a discretization. Now that we know that the solution
exists, our next set of results establish that no matter where one starts the Physarum dynamics
from, one converges to an optimal solution of the linear program.
Theorem 4.2 (Convergence to an Optimal Solution)
For any initial condition s ∈ Rn>0, consider the solution x : [0,∞) → Rn>0 to the Physarum
dynamics with x(0) = s. Denote by x an optimal solution of the considered linear program.
Then:
1. |cx(t)− cx| = O(e−αt) for some positive α, which only depends upon A, b, c and s,
2. the limit x∞ = limt→∞ x(t) exists, is a feasible point and cx∞ = cx.
A few remarks are in order: (1) The theorem also gives an upper bound on the time to convergence
and (2) it proves that limits of trajectories of the Physarum exist even when the optimal solution
is not unique. Given the amount of technical eﬀort required in proving this, one may wonder
again if this has something to do with continuous time. The answer is (again) no: Starting with
Karmarkar himself [Kar90], it has been observed that the good convergence properties of his
algorithm for linear programming [Kar84] arise from the good geometric properties of the set of
continuous trajectories which underlie his method [BL89].
Our next results concern the computational abilities of a discretization of the Physarum
dynamics. We prove one general result which applies to all linear programs in the considered
form and a result specialized to the special case for a variant of the minimum cost ﬂow problem,
for which the obtained bound is much tighter. We start by stating the former.
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Theorem 4.3 (Convergence Time of Discrete Physarum Dynamics; see Theorem 4.12)
Consider the discretization of the Physarum dynamics, i.e., x(k + 1) = (1− h)x(k) + hq(k).
Suppose we initialize the Physarum algorithm with x(0) = s, i.e., As = b andM−1  si M
for every i = 1, . . . , n and some M 
 1. Assume additionally that cs M · opt. Choose any
ε > 0 and1 let h = 16 · ε ·C−2s · D−2. Then after k
def= O
(
lnM
ε2h2
)
steps x(k) is a feasible solution
with: opt  cx(k)  (1 + ε) · opt.
Thus, when the maximum cost is polynomial and the maximum sub-determinant of A is poly-
nomially bounded, the discretization of Physarum dynamics is eﬃcient.
We proceed with another result on discretization which is specialized to the directed trans-
shipment problem. As discussed before, this is clearly a special case of linear programming and
thus Theorem 4.3 applies, however we aim here for an algorithm with better running time, in
particular where the dependence on ε is logarithmic instead of polynomial as in Theorem 4.3.
In fact the result below implies that such an algorithm indeed exists, but one has to precondi-
tion the instance ﬁrst to guarantee a provably good behavior of the Physarum dynamics. This
preconditioning boils down to adding a number edges to the graph and specifying a convenient
initial solution – it is introduced formally in Section 4.3.6. The theorem below talks about con-
vergence of the Physarum dynamics for preconditioned instances only, even though the bounds
are expressed with respect to the parameters (number of vertices, number of edges, cost vector,
demands) of the preconditioned instance, they still hold for the instance we start with, as the
number of vertices is the same in both.
Theorem 4.4 (Convergence Time of Discrete Physarum Dynamics for Min-Cost Flow)
Consider the discretization of Physarum dynamics x(k + 1) = (1 − h)x(k) + hq(k) for
the directed transshipment problem. Let (G, b, c) be any preconditioned instance with n
vertices and m edges. If the step size is h = O (1/n5C2bP ) then for any ε > 0 after k =
O (nCbP ln(mbP/ε)/h) iterations we have ‖x(k)− f‖∞ < ε for an optimal solution f.
Finally, we come to the conceptual question which has resisted an answer even for the short-
est path Physarum dynamics: While each equation in (4.2) gives us a local update rule, can
the Physarum dynamics be obtained from an optimization viewpoint? We answer this question
aﬃrmatively. For preliminaries on Riemannian manifolds see Section 4.3.1.
Theorem 4.5 (Optimization Viewpoint of Physarum Dynamics; see Theorem 4.6)
In case of feasible start one can interpret Physarum as a gradient ﬂow on a Riemannian
manifold. In other words it is of the form x˙ = ∇f(x), where f(x) = cx is the objective, but
the gradient is computed with respect to a certain Riemannian metric on the feasible region.
In the infeasible case, Physarum dynamics combines two forces; minimizing the objective and
aiming for feasibility. Both can be interpreted similarly as descent directions on a manifold.
We remark that the above mentioned Riemannian metric is induced by the Hessian of the general-
ized entropy function
∑
i cixi lnxici and provides a physical meaning to the dynamics. Moreover,
using convex programming duality, we can show that the trajectories of Physarum with a fea-
sible start are in fact paths of optimizers to a parametrized family of convex programs, which
objective is a linear cost function regularized by an entropy barrier function; see Theorem 4.7 for
a formal statement. Finally, note that the entropy barrier, unlike the log-barrier function is not a
self-concordant barrier function; yet the trajectories converge as e−αt as Theorem 4.2 indicates.
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4.2 Technical Overview
We start by presenting an overview of our result which presents Physarum dynamics from an
optimization viewpoint (Theorem 4.5). We assume 4.1 and 4.2 for the moment. Denote
P (x) def= q − x =W (A(AWA)−1b− c),
so that the Physarum dynamics becomes x˙ = P (x). Knowing that (4.2) is in fact solving an opti-
mization problem, one would expect that it implements some gradient-descent-type of procedure.
This would mean that P (x) = ∇Φ(x) for some function Φ(x). However, by a simple calculation,
it turns out that P (x) is not a gradient of any function. Similarly, P (x) does not represent New-
ton’s method nor steepest descent in any standard norm. To understand Physarum, we need to
move from the Euclidean world to Riemannian manifolds.
We consider the manifold Ω = Rn>0, to every point x ∈ Ω we assign a positive deﬁnite matrix
H(x) def= Diag (c1/x1, . . . , cn/xn) ,
which deﬁnes an inner product 〈u, v〉x = uH(x)v on the tangent space at x (which is just Rn in
this case), Ω becomes then a Riemannian manifold. We are mainly interested in the submanifold
Ωf = {x ∈ Ω : Ax = b}, which we assume to be nonempty for our discussion. It inherits the
Riemannian structure from Ω. Note that the Nash Embedding Theorem guarantees that such
a manifold always has an isometric embedding in an Euclidean space (possibly in much higher
dimension). In our case, the embedding can be given by an explicit formula:
F (x) = 2(
√
c1x1, . . . ,
√
cnxn).
This gives as a geometric realization of the curvature imposed on Ωf .
Let us now see that P (x), when restricted to Ωf , is just the gradient of the objective f(x) =
cx when viewed in the local geometry. To show this, we need to argue that it satisﬁes
f(x+ h)− f(x)− 〈h, P (x)〉x = o(‖h‖x)
over h from the tangent space at x, i.e., from Tx(Ωf ) = {h : Ah = 0}. We calculate:
f(x+ h)− f(x)− 〈h, P (x)〉x = ch− hH(x)P (x)
= ch− h(AL−1b− c)
= (Ah)L−1b = 0.
If x lies outside of the feasible region a similar interpretation of P (x) is possible. However in
this case P (x) decomposes into two parts: Pf (x) which is the feasibility direction and Po(x)
which aims for optimality. Both can be motivated as descent directions with respect to the above
deﬁned Riemannian structure on Ω.
The next result gives another interpretation of the Physarum dynamics in the feasible re-
gion. Namely, let us deﬁne x(μ) for μ > 0 to be the minimizer of cx + μ−1f(x) over x ∈
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{x : Ax = b, x 
 0}, where f is the following entropy-like function
f(x) def=
n∑
i=1
cixi ln(cixi).
It turns out that using elementary convex programming techniques such as duality and KKT
conditions, we can prove that x(μ) satisﬁes the Physarum dynamics. This is also related to the
fact that ∇2f(x) = H(x), which at the same time demonstrates that (Ω, 〈·, ·〉x) is a Hessian
manifold; see Section 4.3.2.
We now give an overview of the proofs of the set of results that establish existence, convergence
and complexity bounds on the Physarum dynamics (Theorems 4.1, 4.2, 4.3). We begin with
Theorem 4.1. It asserts that global solutions x : [0,∞) → Ω of the Physarum dynamics indeed
exist. This theorem is nontrivial because by standard existence-uniqueness theorems we can only
obtain solutions deﬁned on some tiny intervals around 0. To extend those solutions further we
need to show that they cannot leave the domain Ω in ﬁnite time. More precisely, if x : [0, T )→ Ω
is a solution, we need to show that the limit point x(T ) = limt→T x(t) exists and belongs to Ω.
The main concern is that potentially x(T ) may end up on the boundary of Ω, i.e., have a zero
at some coordinate. Of course, we expect some entries of x(t) to vanish with t → ∞, what we
need to show is that this happens in a controlled manner.
Let us take a look at the dynamics:
x˙i = qi − xi = xi
ci
(ai p− ci),
where ai is the i-th column of A. If we could show that ai p is uniformly bounded then this
would imply that x˙i 
 −αxi for some constant α, and, by the Gronwall lemma (see, e.g., [Per01])
xi(t) 
 e−αtxi(0) > 0. Indeed Lemma 4.1, which shows that |ai p| is uniformly bounded over all
x > 0 such that Ax = b, rescues us. At ﬁrst glance Lemma 4.1 may seem a bit technical, but in
a sense it captures exactly the property of the Riemannian space, which is responsible for the
well behavior of trajectories. This gives a proof of existence in the special case when the initial
point x(0) satisﬁes Ax(0) = b. (Assuming Ax(0) = b one can show that Ax(t) = b for every t,
since x˙ is tangent to this aﬃne subspace.)2 Unfortunately, the case of infeasible start turns out
to be harder. An analogue of Lemma 4.1 does not hold if we let x vary over Ω.
We proceed by analyzing a certain barrier function
∑n
i=1 ciyi lnxi, with y being any feasible
solution to (4.1). By analyzing its derivative, we are able to prove that on every ﬁnite interval
[0, T ) this function is uniformly lower-bounded, which essentially means that on every ﬁnite
interval there exists some δ > 0 such that δ · y  xi(t). This implies further that xi(t) is lower-
bounded by a positive constant, on every ﬁnite interval, but only for i ∈ supp(y). Of course we
may repeat this argument multiple times with diﬀerent y’s. This, however, is not enough: it is
a common case for linear programs that there is an index i ∈ {1, 2, . . . , n} such that for every
feasible solution y, yi = 0. Therefore we need to use a diﬀerent argument for the remaining
indices.
To complete the argument we combine Lemma 4.1 with the above mentioned fact that on
every ﬁnite interval, xi(t) 
 δy for some δ > 0 and some feasible solution y. Applying Lemma 4.1
to y, we can essentially extract a uniform upper bound on |ai p(t)| over a ﬁxed ﬁnite interval.
This, again by the Gronwall lemma, allows us to conclude positivity. In the process of the proof
2For the case of feasible start, one can also give another proof of existence via Theorem 4.7.
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we need to argue that ‖q(t)‖ and ‖x(t)‖ remain bounded uniformly over all t. For this, Lemma 4.1
is again a starting point.
After establishing existence we study the limiting behavior of the solutions to (4.2). Our
results are summarized in Theorem 4.2. The ﬁrst result claims that∣∣cx(t)− cx∣∣  R · e−νt,
where R, ν > 0 are constants depending only on A, b, c, x(0) (we provide explicit bounds in
Theorem 4.10). Furthermore, one can show that z(t) = x(t) − e−tx(0) satisﬁes Az(t) = b. In
other words, x(t) approaches feasibility with t→∞.
To prove exponential convergence to the optimal value we start by showing that for every t
there is some y(t), feasible for (4.1), which is exponentially close to x(t). Towards this, we cannot
directly use z(t), because it may happen that zi(t) < 0 for some i. Instead, we use a well known
fact that if a point x violates constraints deﬁning a polytope up to an additive error ε then its
distance to this polytope is at most N · ε, where N depends only on the description size of the
polytope (though exponentially).
To proceed, we need to exploit the structure of the feasible region P = {x : Ax = b, x 
 0}.
We write P as a Minkowski sum H +C, where H is a polytope and C is a polyhedral cone. We
extract vertices V from H and spanning vectors R from C. We study the decomposition of y(t)
into
y(t) =
∑
v∈V
λv(t)v +
∑
r∈R
μr(t)r,
with λ(t), μ(t) 
 0 and∑v∈V λv(t) = 1. By studying potential functions of the kind∑ni=1 civi lnxi(t)
for a ﬁxed vertex v ∈ V it can be shown that if v is non-optimal then λv(t) → 0 exponentially
fast. Similarly, for every r ∈ R we have μr(t)→ 0. This is then used to deduce the result.
Let us now discuss the second result related to the asymptotic behavior of solutions to (4.2).
It says that if x : [0,∞)→ Ω is such a solution then x(t) has a limit x∞ with t→∞. Furthermore
x∞ is an optimal solution to (4.1). The second part of this result follows easily once the ﬁrst
is established. If the set of optimal solutions to (4.1) has only one element x, then it is easier
to show that x(t) → x, this basically follows from the fact that cx(t) tends to the optimal
value and x(t) approaches the feasible region. However, if the optimal solution is not unique,
then convergence of x(t) is far from clear; x(t) could oscillate around the optimal set without
converging to a single point. A proof that this does not happen, gives us evidence that Physarum
dynamics behaves nicely.
To prove convergence to a limit it is enough to show that∫ ∞
0
‖x˙(t)‖dt <∞.
For this, it suﬃces to show ‖x˙(t)‖ = O(e−εt) for some ε > 0. We will now focus on this task.
Recall that x˙i = xici
(
ai p− ci
)
. Using similar tools as in the proof of existence, one can show
that |ai p(t)| is uniformly bounded over all t ∈ [0,∞). Hence, if for some i ∈ {1, 2, . . . , n} we
have xi(t) = O(e−εt), then it follows easily that |x˙i(t)| = O(e−εt). Denote the set of all such i’s
by N and its complement by J . We can then prove that J is the union of supports of all optimal
solutions to (4.1). This in turn implies that the subvector xJ(t) behaves in a sense more stably.
We show in particular, that for some optimal solution f , such that supp(f) = J and some ε > 0,
we have εf  x(t) uniformly over t ∈ [0,∞). Furthermore the key Lemma 4.16 establishes some
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form of continuity of ai p(t) for i ∈ J . It implies that |ai p(t) − ci| = O(e−εt), which concludes
the proof.
The next theorem we discuss is Theorem 4.3. It shows that a discretization of the Physarum
dynamics is possible, provided that the step length is small enough. The crucial parameter which
controls the step length is ‖Ap‖∞; if one is able to upper bound it over all possible x by some
number Pmax then the step length of roughly P−2max guarantees convergence. In the discretization
we choose the starting point x(0) to be feasible, by which x(k) will remain feasible for every k.
Therefore, by Corollary 4.1 one can take Pmax = D · Cs. Let us discuss it brieﬂy. One can show
that cx(k) is decreasing with k. However, we cannot guarantee a large drop of this value at
every step. Instead we introduce another potential function
B(k) def=
n∑
i=1
cix

i lnxi(k)
(where x is any optimal solution to (4.1)) and show that at every step when cx(k)−cx(k+1)
is small, B(k) grows by a considerable amount. Moreover, one can show that B(k) is uniformly
upper-bounded. By combining cx(k) and B(k) into a single potential function φ(k) we can
easily track the progress of our algorithm.
We now proceed with the discussion of 4.4. As in the continuous dynamics and in the proof of
Theorem 4.3 we have to prove that the dynamics is indeed well deﬁned, i.e., that all the iterates
are strictly positive. Here, the notion of x-capacitated ﬂows comes to our rescue: a ﬂow is said
to be x-capacitated if Bf = b and 0  f  x. One would perhaps hope that when we choose an
x(0) such that there is an x(0)-capacitated ﬂow then it follows that there is an x(k)-capacitated
ﬂow for all k. This property unfortunately does not hold and presents itself as a signiﬁcant
hurdle. By mimicking the proof for the continuous dynamics it is still possible to prove (though
the argument is quite involved) that for every initial point x(0), there is some h > 0 for which
the discretization gives a well deﬁned sequence of positive vectors x(k), which converges to the
optimal solution. However, they key problem is that the step length h needs to be very small, in
order to get such a result. In other words, the resulting algorithm is not eﬃcient. The reason for
this is the chaotic behavior of the process in the initial steps. It is not clear how one could provide
an initial point which makes the process “smooth” enough. This is where preconditioning comes
in: for the preconditioned instance, one can show that if x(j)s are positive for j = 0, 1, . . . , k,
then there is an x(k)-capacitated ﬂow. Such a ﬂow, in turn, allows us to prove by a variant of
the sweep-cut argument that the maximum potential diﬀerence corresponding to q(k) remains
bounded. This in turn allows us to prove that x(k + 1) is positive and we can continue. The
potential bounding step requires h to be roughly at most 1/nC˜ where C˜ is the largest cost in the
preconditioned instance.
What about the number of iterations required to converge? The key is to start by noting that
xe(k) = xe(0)(1− h)k + (1− (1− h)k)q¯e
where q¯(k) is a certain geometric time average of the ﬂows q(j)s, giving more importance to the
newer ﬂows than the older ones. Thus, as k increases, x(k) ≈ q¯(k). Thus x(k), for a large enough
k, is nearly a ﬂow and, similarly, q¯(k) is a ﬂow but can have a small negative component. The
results of [IJNT11, BBD+13] then allow us to round this ﬂow to an optimal ﬂow, provided for
every non-optimal ﬂow g among the vertices of the ﬂow polytope, there is an edge e supported
in g for which xe(k) is tiny after a small number of iterations. This, via standard arguments,
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allows us to complete the proof of the theorem.
To establish this property for any non-optimal vertex ﬂow g, we consider the barrier function
Bg(k) =
∑
e gece lnxe(k). With a bit of eﬀort, it can be shown that Bg(k) → −∞. In fact, one
can show that Bg(k)  −hk + C˜bP . On the other hand, if xe(k) > ε for all edges e with ge > 0,
then we get a lower bound of C˜bP ε. Thus, for k ≈ C˜bP/h this cannot happen and there must be
an edge e, where ge > 0 but xe(k) < ε. This completes an overview of the proof; details appear
in Section 4.3.6.
4.3 Proofs
4.3.1 Physarum as Steepest Descent on a Manifold
In this section we interpret the Physarum dynamics as steepest descent on a certain manifold.
We begin with a section containing basic background on Riemannian manifolds. Afterwards, we
equip the positive orthant with a Riemannian structure suitable for our problem. In particular
we formalize Theorem 4.5 in Theorem 4.6 and prove it. The entropy barrier interpretation is
given in section 4.3.2
Riemannian Manifolds.
All manifolds we deal with can be seen as open subsets of Euclidean spaces, possibly embedded
in Euclidean spaces of higher dimension. Some examples of those are Rn, Rn>0, open polyhedra
{x ∈ Rn : Ax = b, x > 0} or a sphere {x ∈ Rn : ‖x‖2 = 1}. If M is such a manifold,
then at every point x ∈ M one can deﬁne a tangent space TxM in a natural way. A tangent
space is equipped with a natural linear structure. For example, the tangent space to any point
x ∈ M = {x : Ax = b} is TxM = {x : Ax = 0}. Given a manifold M , we can endow it with a
Riemannian structure by assigning to every point x a scalar product 〈·, ·〉x on TxM in such a way
that 〈·, ·〉x varies smoothly with x’. When considering a function F : M → R on a Riemannian
manifold, the gradient of F is deﬁned with respect to the local inner product. Hence, in particular,
one can deﬁne gradient-descent algorithms based on a chosen Riemannian structure of the space,
those are typically very diﬀerent to algorithms based on the standard Euclidean geometry.
The Riemannian Structure and its Origin
We focus on two domains:
Ω = Rn>0 and Ω
f = {x ∈ Ω : Ax = b} .
Note that Ω and Ωf are manifolds of dimension n and m respectively. We consider a Riemannian
structure 〈·, ·〉x on Ω (which automatically induces a Riemannian structure on the submanifold
Ωf ⊆ Ω) given as a family of positive deﬁnite matrices H(x) = CX−1 for x ∈ Ω. This gives rise
to the following inner product on the tangent space at x:
〈u, v〉x def= uH(x)v.
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We present two interpretations of where does this structure come from. The ﬁrst one is related
to the following entropy-like function h : Ω→ R given by
h(x) =
n∑
i=1
cixi ln(cixi)−
n∑
i=1
cixi.
Note that
∇h(x) = C ln(Cx) and ∇2h(x) = CX−1,
hence H(x) = ∇2h(x) is an example of a so called Hessian Metric.
The second interpretation is based on the analysis of the following map: F : Ω→ Ω given by
F (x) = 2
√
Cx.
We will now explain that F can be seen as an isometry between our Riemannian manifold
(Ω, 〈·, ·〉x) and Ω with the standard inner product 〈·, ·〉 at every point. Recall that the Jacobian
of F 3, J(x) = (CX−1)1/2 acts as a linear map J(x) : Tx(Ω)→ Tx(Ω), i.e.:
J(x)(u) = J(x)u =
(
CX−1
)1/2
u.
Take any x ∈ Ω and u, v from the tangent space at x, i.e. Tx(Ω) ∼= Rn. We have
〈J(x)(u), J(x)(v)〉 =
〈
(CX−1)1/2u, (CX−1)1/2v
〉
= uCX−1v = uH(x)v = 〈u, v〉x .
Thus the inner product 〈·, ·〉x can be seen as a pull-back of the standard inner product via the
map F . This also means that F is an isometry: it preserves angles and distances. Let us call
the space obtained by the transformation x → F (x) the y-space4. The point x from the x-space
is represented by y = 2
√
Cx in the y-space. The inverse mapping is x = 14C
−1y2. The strictly
feasible set Ωf = {x ∈ Rn : Ax = b, x > 0} corresponds to
M =
{
y ∈ Rn : 1
4
AC−1y2 = b, y > 0
}
in the y-space.
Two Forces
We intend to show that the direction P (x) = W (AL−1b− c) of the Physarum dynamics (4.2)
at the point x decomposes naturally into two directions
Pf (x)
def= WA
(
AWA
)−1
(b−Ax) ,
Po(x)
def= W
(
A
(
AWA
)−1
Ax− c
)
3Jacobian is the multidimensional analogue of a derivative. In the standard coordinate system it can be
expressed as a matrix of partial derivatives.
4Of course formally F (Ω) = Ω, hence the x-space and y-space coincide as sets, the diﬀerence however lies in
the geometry.
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with Pf (x) interpreted as the feasibility direction and Po(x) as the optimization direction. As
one can easily see P (x) = Pf (x) + Po(x). We will interpret both directions by studying the
optimization problem arising after transforming the linear program (4.1) into the y-space via the
map F .
Feasibility. Fix any x¯ ∈ Ω and consider its image y¯ in the y-space. Recall that the strictly
feasible region of (4.1) in the y-space is
M =
{
y > 0 :
1
4
AC−1y2 = b
}
.
Let us assume y¯ /∈M . In which direction do we need to move, to hitM as soon as possible? This
does not seem to be a simple problem, because it is non-convex. However, let us try to guess a
y which satisﬁes
‖y¯ − y‖ = min {‖y¯ − y‖ : y ∈M}
and set h = y− y¯. Since the above minimization is done with respect to the Euclidean distance,
we expect the vector h to be orthogonal to the “surface” M at y, equivalently to the tangent
space TyM i.e. to every vector u which is tangent to the space M at the point y ∈ M . It is
easy to see that
TyM =
{
u ∈ Rn : 1
2
AC−1Y u = 0
}
.
Since h is just the orthogonal projection of y− y¯ onto TyM , we can obtain it by the well-known
formula5:
h = Y C−1A
(
A(Y C−1)2A
)−1
AC−1Y  (y − y¯)
= Y C−1A
(
A(Y C−1)2A
)−1
(AC−1(y)2 −AC−1Y y¯)
= Y C−1A
(
A(Y C−1)2A
)−1
(4b−AC−1Y y¯).
We do not know what y is, but drawing from the expectation that y¯ is close to feasibility, we
can approximate y ≈ y¯, hence obtaining
h ≈ Y¯ C−1A
(
A
(
Y¯ C−1
)2
A
)−1 (
4b−AC−1y¯2) .
Let us pull back h to the x-space6 by substituting y¯ = 2
√
Cx¯ and multiplying h by the inverse-
Jacobian J−1(x¯) = Diag
(
x¯1
c1
, . . . , x¯ncn
)1/2
=W 1/2. We get
2WA
(
AWA
)−1
(b−Ax¯) = 2Pf (x¯),
which is the feasibility direction up to the a scaling factor 2.
Optimality. As in the previous discussion ﬁx x¯ ∈ Ω. We will interpret the optimization direction
at x¯. We know that x¯ may not satisfy Ax¯ = b, but we still can write Ax¯ = bx¯, where bx¯ =
b− (b−Ax¯) which we should imagine to be “close” to b. Our goal is to ﬁnd the minimum value
5The orthogonal projection onto the row space of a matrix B is given by B(BB)−1B.
6More accurately: from the space Ty¯(Ω) to the space Tx¯(Ω).
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of cx over the set {x : x 
 0, Ax = b}. Let us consider a related linear program:
min. cx (4.3)
s.t. Ax = bx¯
x 
 0,
which is just minimization of cx over an aﬃne subspace parallel to Ax = b which contains the
point x¯. Let us rewrite (4.3) in the y-space.
min.
1
4
1y2 (4.4)
s.t.
1
4
AC−1y2 = bx¯
x 
 0,
where 1 denotes the all-one vector. Let y¯ = F (x¯) and denote
M x¯
def=
{
y : y > 0,
1
4
AC−1y2 = bx¯
}
.
Note that y¯ ∈ M x¯. Let us then compute the steepest descent direction at y¯ with respect to the
problem (4.4). We just need to compute the negative gradient of the objective at y¯ and project
it onto the tangent space Ty¯(M x¯). We have
∇y
(
1
4
1y2
)
=
1
2
y.
Hence we need to project the vector − 12 y¯ onto the space:
Ty¯(M x¯) =
{
u ∈ Rn : 1
2
AC−1Y¯ u = 0
}
.
As a result we obtain
u =
(
I − Y¯ C−1A (A(Y¯ C−1)2A)−1AC−1Y¯ )(−1
2
y¯
)
=
1
2
(
Y¯ C−1A
(
A(Y¯ C−1)2A
)−1
AC−1y¯2 − y¯
)
.
To get a corresponding direction in the x-space, we compute
J−1(x¯)(u) =
1
2
W 1/2
(
Y¯ C−1A
(
A
(
Y¯ C−1
)2
A
)−1
AC−1y¯2 − y¯
)
=
1
2
W 1/2
(
1
2
W 1/2A
(
AWA
)−1
AC−14Cx¯− 2
√
Cx¯
)
=W
(
A
(
AWA
)−1
Ax¯− c
)
= Po(x¯).
Which is the optimization direction at x¯. Note that in case when x is feasible, the feasibility
direction Pf (x) is zero, hence the following theorem holds.
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Theorem 4.6
Consider the manifold Ωf = {x : Ax = b, x > 0} endowed with the Riemannian metric
〈u, v〉x = uCX−1v at every x ∈ Ωf . Then, the Physarum direction
P (x) =W
(
A
(
AWA
)−1
b− c
)
is the gradient of the objective function cx with respect to the Riemannian manifold(
Ωf , 〈·, ·〉x
)
.
Proof.
One can use the above derivation of the optimization direction to deduce this result. If x is
feasible then
Po(x) =W
(
A
(
AWA
)−1
Ax− c
)
=W
(
A
(
AWA
)−1
b− c
)
= P (x).
4.3.2 Physarum as an Entropy Barrier Method
In this section we show that every Physarum trajectory starting from a strictly feasible point can
be seen as a path of optimizers to a certain family of convex programs. Let us ﬁx any starting
point s > 0 satisfying As = b and consider for every μ 
 0 the following convex program
min. μcx+
n∑
i=1
xici ln(xici)−
n∑
i=1
xici(1 + ln(sici)) (4.5)
s.t. Ax = b
x 
 0.
Note that one can rewrite the objective function equivalently as
cx+
1
μ
fs(x).
Which is just our original linear objective, regularized by an entropy-like strongly convex function
fs(x) def=
n∑
i=1
xici ln(xici)−
n∑
i=1
xici(1 + ln(sici)).
Observe that ∇2fs(x) = CX−1 is the Riemannian metric we are studying above. It should be
intuitively clear that as μ → ∞, the solution to (4.5) will tend to the optimal solution of the
linear program (4.1).
Theorem 4.7
Take any starting point s > 0 with As = b. Suppose that x(μ) is the unique optimal solution
to (4.5). Then x(μ) for μ ∈ [0,∞) is the solution to the Physarum dynamical system with
the initial condition x(0) = s.
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The idea of the proof is to write down KKT conditions for the convex program (4.5) and take
advantage of strong duality. By implicit diﬀerentiation we conclude that x(μ) follows the same
dynamics as Physarum, furthermore x(0) = s, hence they have to coincide.
Proof.
To improve readability, we will assume that c = 1, i.e. ci = 1 for all i = 1, . . . , n. To obtain the
general version one can go back and forth with the substitution x → C−1z.
Fix any s > 0 such that As = b. Let us denote fs(x) =
∑
i xi lnxi −
∑
i xi(1 + ln si). First
one needs to show that in fact for every μ 
 0 there exists a minimizer of μ1x + fs(x) in the
set {x : Ax = b, x > 0}, in other words that x(μ) > 0. This can be seen as follows: pick any point
x¯ on the boundary, i.e. having x¯i = 0 for some i. Consider the following scalar function
h(p) = μ1(x¯+ p(s− x¯)) + fs(x¯+ p(s− x¯))
for p ∈ [0, 1]; h(p) is continuous on [0, 1] and diﬀerentiable in the interval (0, 1). We have
d
dp
h(p) = μ1(s− x¯) + (s− x¯)(ln(x¯+ p(s− x¯))− ln s).
This implies that h′(p) → −∞ as p → 0, by looking at a coordinate i where x¯i = 0. Hence
h(ε) < h(0) for ε > 0 small enough, implying (together with convexity) that the optimal value
of μ1x+ fs(x) over {x : Ax = b, x 
 0} is attained at some point x(μ) > 0.
Fix μ 
 0, introduce dual variables y ∈ Rm for the equality constraints and consider the
Lagrangian:
L(x, y) = μ1x+
∑
i
xi lnxi −
∑
i
xi(1 + ln si)− y(Ax− b).
We always keep in mind that x > 0. Fix y ∈ Rm and let us compute the derivative of L(x, y):
∇xL(x, y) = μ1 + (lnx− ln s)−Ay.
the derivative is 0 at a point x given by
lnxi = ai y − μ+ ln si
xi = si · exp(ai y − μ)
Then the dual objective g(y) is given by substituting the above x (at which L(x, y) is minimized)
in L(x, y). After some cancellations we get
g(y) = yb−
∑
i
xi = yb−
∑
i
si · exp(ai y − μ)
Hence the dual program is:
min yb−
∑
i
si · exp(ai y − μ)
s.t. y ∈ Rm.
Note that strong duality holds since Slater condition is satisﬁed for the primal (the witness being
s). This means that the unique maximizer of g(y) will also yield the optimal solution for the
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primal. Let
y(μ) def= argmax{yb−
∑
i
si · exp(ai y − μ) : y ∈ Rm},
xi(μ)
def= si · exp(ai y(μ)− μ).
Then (x(μ), y(μ)) is the optimal primal-dual pair.
We will show that x(μ) is a solution to the dynamical system
d
dμ
x(μ) = P (x(μ)) = X
(
A
(
AXA
)−1
AX1− 1
)
,
which represents Physarum when c = 1. Let us start by examining the initial condition. If μ = 0
then one can easily check that the optimal pair is (x(0), y(0)) = (s, 0), as claimed. Let us now
compute the derivative of x(μ) w.r.t. μ, note that the implicit function theorem guarantees that
(x(μ), y(μ)) is a continuously diﬀerentiable function of μ. In the following calculations we write
shortly x, y for x(μ) and y(μ). We have
x˙i = si · exp(ai y − μ) · (ai y˙ − 1) = xi(ai y˙ − 1).
In other words x˙ = X(Ay˙ − 1). Let us now take the equality Ax = b and diﬀerentiate w.r.t. μ:
Ax˙ = 0
AX(Ay˙ − 1) = 0.
In consequence, y˙ satisﬁes (AXA)y˙ = AX1. Since rank(A) = m, one can show that AXA is
invertible, hence y˙ is uniquely determined by y˙ = (AXA)−1AX1. Consequently
x˙ = X
(
Ay˙ − 1) = X (A (AXA)−1AX1− 1) = P (x).
4.3.3 Existence of Solution
In this section we would like to argue that no matter what the initial condition x(0) > 0 is,
the Physarum dynamics has a global solution x : [0,∞) → Rn>0. Let us start by explaining
what is the signiﬁcance of the assumption x(t) > 0. The Physarum dynamics is deﬁned as a
dynamical system x˙ = P (x), where P (x) = W (A(AWA)−1b − c). For x > 0 one can show
that (AWA)−1b exists, (since the kernels of AWA and A coincide) hence P (x) is well deﬁned
and continuous over Ω = Rn>0. Can we extend it out of Ω? This leads to troubles, because in
general AWA might be singular when w contains some zeros or negative entries. For example
if w = 0 then clearly AWA = 0, hence there is no hope to extend the vector ﬁeld to x = 0.
In general, there is no simple way to extend (continuously) this vector ﬁeld from Ω = Rn>0 to a
larger set.
We start by a section with a general discussion of the existence problem and prove a simple,
yet very useful existence theorem which makes apparent what one has to argue to conclude
existence.
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Dynamical Systems and Global Existence
We work in the n-dimensional Euclidean space Rn, an open subset Ω ⊆ Rn is chosen for the
domain of the dynamical system. The equations are of the form
x˙i(t) = Fi(x1(t), x2(t), . . . , xn(t)) for i = 1, 2, . . . , n,
where x1, x2, . . . , xn are functions of single variable t regarded as unknowns and F1, F2, . . . , Fn :
Ω→ R are given. The above system is often denoted shortly as
x˙ = F (x),
where F : Ω→ Rn is just F = (F1, F2, . . . , Fn). Typically we impose some initial condition of the
form x(0) = s with s ∈ Ω. A solution to such a system is a function x : I → Ω, where I is some
non-degenerate interval containing 0, x(0) = s and x˙(t) = F (x(t)) for every t in the interior of I.
We are interested in the question: when does a dynamical system have global solutions? In our
case it is not diﬃcult to obtain a solution on some small interval (−ε, ε). However, for applications
we need existence on [0,+∞) (we call it global existence), which is harder to establish. Intuitively,
it may happen that at some ﬁnite time step T , the solution x will “escape” from the domain Ω.
More formally, even if the solution x exists in the interval [0, T ), the limit limt→T− x(t) may be
outside of Ω or the limit may not even exist. Escaping from Ω is not only a formal problem of
deﬁning Ω, it is actually a serious issue, because in our case, the function F is not well deﬁned
outside of Ω.
In this section we provide a suﬃcient condition for a dynamical system to have global solu-
tions. Later on we prove that in fact the Physarum dynamical system satisﬁes this condition.
We ﬁrst state an important general theorem which gives suﬃcient conditions for existence on
some interval around 0. A proof can be found in any textbook on dynamical systems, e.g. [Per01].
Theorem 4.8
Let Ω ⊆ Rn be an open set, s ∈ Ω and F : Ω → Rn be a function of class C1. Consider the
dynamical system x˙ = F (x) with initial condition x(0) = s. There exists a unique solution
x : (−ε, ε)→ Ω to the system, for some ε > 0.
We conclude this subsection by proving a theorem that a certain simple condition implies exis-
tence on the whole half-line.
Theorem 4.9
Let Ω ⊆ Rn be an open set, s ∈ Ω and F : Ω → Rn be a function of class C1. Consider the
dynamical system x˙ = F (x) with initial condition x(0) = s. Suppose it satisﬁes the following
conditions for every solution x : [0, T )→ Ω with T ∈ (0,∞):
• the limit limt→T− x(t) exists,
• if x(T ) = limt→T− x(t) then x(T ) ∈ Ω.
Then the there exists a global solution x : [0,∞)→ Ω.
Proof.
Let T0 be the maximal T such that a solution x : [0, T ) → Ω exists (we allow T0 = ∞). One
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should argue why does such a T0 exists. This is a consequence of uniqueness: whenever there are
two solutions x : [0, T1)→ Ω and y : [0, T2)→ Ω with T1  T2, then they agree on [0, T1).
From Theorem 4.8 we know that T0 > 0. We want to show that T0 = ∞. For the sake of
contradiction assume that T0 is a ﬁnite number. Denote by x(T0) the limit limt→T−0 x(t). By
assumption x(T0) ∈ Ω, thus we can use Theorem 4.8 to extend the solution from [0, T0) to
[0, T0 + ε) for some ε > 0. This gives us a contradiction with the deﬁnition of T0.
An example of a system which does not satisfy the assumption of Theorem 4.9.
Example 4.1
Consider a one-dimensional system x˙ = 11−x with x(0) = 0. The natural choice for the domain
is Ω = R \ {1} (only on this set the function x → 11−x makes sense). Let T = 12 , then there
is a solution x : [0, T )→ Ω given by x(t) = 1−√1− 2t. However
lim
t→T−
x(t) = 1.
But 1 /∈ Ω, hence this system does not satisfy the condition from Theorem 4.9. Note also that
actually there is no solution to this system on the whole half-line [0,∞).
Basic Results
This section introduces some preparatory results which are essential for studying the existence
of solution and then asymptotic properties of the Physarum dynamics. Recall that we are always
assuming that the feasible region {x : Ax = b, x 
 0} is nonempty.
Remark 4.1
In the proofs we will repeatedly use the fact that polyhedra of the kind {x : Ax = b, x 
 0}
always have at least one vertex. Let x¯ be such a vertex. Denote Z = {j ∈ [n] : x¯j = 0} and
N = [n] \ Z. Then x¯N (i.e. the subvector of x¯ consisting of entries xj for j ∈ N) can be
determined as a unique solution to the linear system ANxN = b, where AN is a submatrix of
A consisting of columns aj for j ∈ N , see e.g. [Kar91].
Our quantitative bounds regarding convergence and related aspects of Physarum often involve
the following two quantities:
• Cs =
∑n
i=1 ci,
• D = max{|det(A′)| : A′ square submatrix of A}.
Below we present a key lemma, which then allows us to get a solid grasp on the behavior of
the vector ﬁeld P (x) deﬁning Physarum dynamics.
Lemma 4.1
Let w ∈ Rn>0, W = Diag (w), L = AWA. There exists a constant α > 0 depending only on
A such that for every i ∈ [n],
‖AL−1ai‖∞  α
wi
.
Quantitatively, one can take α = D = max{|det(A′)| : A′ is a square submatrix of A}.
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Proof.
Fix i and denote by p the solution to the system Lp = ai. We can assume that paj 
 0 for
every j ∈ [m] by replacing the row aj by −aj if necessary. One can easily see that such a change
does not alter the problem, because L remains the same.
Let us ﬁrst show that ai L
−1ai  1wi . Note that
wiaia

i 
m∑
j=1
wjaja

j = L,
where  is the PSD order. This means that wiuaiai u  uLu, for every u ∈ Rn. Let us pick
u = L−1ai. We get
wiu
aiai u  uLu
wia

i L
−1aiai L
−1ai  ai L−1LL−1ai
wi(ai L
−1ai)2  ai L−1ai
ai L
−1ai  1
wi
.
It remains to argue that for some α and for every k ∈ [n],
ak p  αai p.
Fix k ∈ [n], assume k = i. If ak p = 0, then we are done, assume ak p > 0. From Lp = ai we get
m∑
j=1
wjaj(aj p) = ai.
Hence the set Sk
def= {s ∈ Rm0 : As = ai ∧ sk > 0} is nonempty (WAp belongs to it). Take
s ∈ Sk with sk maximum possible (it can be seen that sk is bounded over all s ∈ Sk). Then∑m
j=1 sjaj = ai, hence
∑m
j=1 sja

j p = a

i p. Since sja

j p 
 0 for all j, we can deduce that
ska

k p  ai p and hence ak p  a

i p
sk
= αkai p. It is enough to choose α = maxk αk.
For the quantitative bound one needs to note that α is chosen according to the following
values: εk = max{sk : As = ai, s 
 0}. In fact α = maxk 1εk . Because linear programs attain
optimal values in vertices, one can argue that s – the optimal solution to max{sk : As = ai, s 

0} (for some ﬁxed k) can be chosen to be a vertex of the polyhedron {s : As = ai, s 
 0}. By
the Cramer’s rule, every positive entry of s is lower-bounded by D−1.
Let us now see what happens when w = C−1x comes from a feasible vector.
Corollary 4.1
Suppose that x > 0 and Ax = b, we have
‖Ap‖∞  D · Cs.
Proof.
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Let w = C−1x, using Lemma 4.1 we get
‖Ap‖∞ = ‖AL−1b‖∞ = ‖
n∑
i=1
AL−1(aixi)‖∞

n∑
i=1
xi‖AL−1ai‖∞

n∑
i=1
xi
D
wi
= D · Cs.
It turns out that if we could prove a result such as above for all x ∈ Ω, not only for feasible
x, it would imply the existence of solution. Unfortunately, this ceases to be true without this
restriction. Intuitively, our strategy is to prove that ‖Ap‖ is bounded over every trajectory
{x(t) : 0  t  T}, this then allows us to reason that no trajectory will leave Ω. The next lemma
shows a uniform bound but with ‖Ap‖ replaced by ‖WAp‖.
Lemma 4.2
Suppose y is feasible: Ay = b and y 
 0. Then for every x ∈ Rn>0 it holds that ‖q‖∞  α‖y‖1.
As in Lemma 4.1 we can take α = D.
Proof.
Recall that q =WAL−1b, hence qi = wiai L
−1b. We express b as b = Ay =
∑n
j=1 yjaj .
|qi| =
∣∣∣∣∣∣wiai L−1
⎛⎝ n∑
j=1
yjaj
⎞⎠∣∣∣∣∣∣ =
∣∣∣∣∣∣
n∑
j=1
yjwia

i L
−1aj
∣∣∣∣∣∣

n∑
j=1
wiyj
∣∣ai L−1aj∣∣ = n∑
j=1
wiyj
∣∣aj L−1ai∣∣
Lemma 4.1
n∑
j=1
wiyj
α
wi
= α‖y‖1
Hence ‖q‖∞  α‖y‖1.
The following corollary gives a concrete bound we can deduce from the above lemma.
Corollary 4.2
For every x ∈ Rn>0 it holds that ‖q‖∞  D2 · n · ‖b‖1.
Proof.
We use Lemma 4.2. Let us pick y as any vertex of the feasible region {x : Ax = b, x 
 0}. We
know that the non-zero portion yN of y can be determined as a solution to the linear system
ANyN = b. Hence, by Cramer’s rule every non-zero entry of y can be obtained as follows:
yi =
m∑
j=1
bj
αj
α0
.
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for some α0, α1, . . . , αm being determinants of square submatrices of A. Since A has integer
entries, |α0| 
 1 and |α1|, . . . , |αm|  D, thus |yi|  ‖b‖1D and ‖y‖1  n‖b‖1D.
The Proof of Existence
We are now ready to prove Theorem 4.1. As previously, we will use Ω to denote Rn>0. From now
on we assume that the initial condition x(0) = s ∈ Ω is ﬁxed. In the light of Theorem 4.9, to
prove 4.1 it suﬃces to show the following two lemmas.
Lemma 4.3
Suppose x : [0, T )→ Ω is a solution to (4.2) for some T ∈ R>0 then limt→T− x(t) exists.
Lemma 4.4
Suppose x : [0, T ) → Ω is a solution to (4.2) for some T ∈ R>0. If x(T ) def= limt→T− x(t)
exists then x(T ) ∈ Ω, i.e. x(T ) is strictly positive.
Let us start by proving that every trajectory stays in a bounded region.
Lemma 4.5
Suppose x : [0, T )→ Ω is a solution to (4.2), then for every i ∈ [n] and t ∈ [0, T ):
xi(t)  max (xi(0), β) ,
where β = D2 · n · ‖b‖1.
Proof.
Fix i ∈ [n], by Corollary 4.2 we have
x˙i = qi − xi  β − xi.
Applying Gronwall lemma to y(t) = xi(t)− β yields
xi(t)  (1− e−t)β + e−txi(0)  max (xi(0), β) .
We are now ready to prove Lemma 4.3.
Proof of Lemma 4.3:
Suppose x : [0, T ) → Ω is a solution to (4.2). Fix i ∈ [n], we show that xi(t) has a limit with
t→ T−. We know that xi is diﬀerentiable in the interval [0, T ) and |x˙i| is bounded, since
|x˙i(t)| = |qi(t)− xi(t)|  |qi(t)|+ |xi(t)|  β +max(xi(0), β)
by Lemma 4.2 and Corollary 4.5. Hence xi(t) is a Lipschitz function in the interval [0, T ). This
implies that limt→T− xi(t) exists.
Now we are left with the task of proving that no coordinate of x will approach 0 as t→ T−.
This task simpliﬁes signiﬁcantly (as implied by the next lemma) if we assume that there is a
strictly feasible solution to (4.1), i.e. y ∈ Rn such that Ay = b and y > 0. Nevertheless, we do
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not want to make any such assumptions to make our proof valid in full generality. We proceed
by showing that positivity holds for every i ∈ supp(y) for any feasible y, here supp(y) is the
support of the vector y, i.e. the set {j ∈ [n] : yj > 0}.
Lemma 4.6
Suppose x : [0, T ) → Ω is a solution to (4.2) and y is any feasible solution to (4.1). If
x(T ) = limt→T− x(t) then xi(T ) > 0 for every i ∈ supp(y).
Proof.
Fix any feasible solution y to (4.1). To justify the claim, we use the following “barrier function”
B(t) def=
n∑
j=1
yjcj lnxj(t).
B(t) is clearly well deﬁned on [0, T ). Suppose for the sake of contradiction that inft∈[0,T ) xi(t) = 0
for some i ∈ supp(y). We know by Corollary 4.5 that xj(t) are uniformly upper-bounded over
t ∈ [0, T ). Hence we know that yjcj lnxj(t)  M for all j ∈ [n], t ∈ [0, T ) and some constant
M ∈ R. It follows that inft∈[0,T ) B(t) = −∞. This implies that the derivative B˙(t) is unbounded
from below for t ∈ [0, T ).
However, let us compute this derivative:
B˙(t) =
n∑
j=1
yjcj
x˙j(t)
xj(t)
=
n∑
j=1
yjcj
qj(t)
xj(t)
−
n∑
j=1
yjcj =
n∑
j=1
yjcj
qj(t)
xj(t)
− cy.
We analyze the term
∑n
j=1 yjcj
qj(t)
xj(t)
.
n∑
j=1
yjcj
qj(t)
xj(t)
=
n∑
j=1
yjcj
wja

j p(t)
xj(t)
=
n∑
j=1
yja

j p(t) = (Ay)
p(t) = bp(t).
Note that bp = bL−1b 
 0, hence the above sum is nonnegative. In consequence,
B˙(t) 
 −cy = const,
which is a contradiction since this quantity was claimed to be unbounded from below.
We now have all necessary tools to prove Lemma 4.4.
Proof of Lemma 4.4:
Let x : [0, T ) → Ω be a solution to (4.2). Fix y to be any feasible solution to (4.1). Lemma 4.6
implies that there exists ε > 0 such that ε · y  x(t) for every t ∈ [0, T ). Indeed, for i such that
yi > 0 we have inft∈[0,T ) xi(t) > 0, so εi · yi  xi(t) for some εi > 0 and all t ∈ [0, T ), then take
ε = min{εi : i ∈ supp(y)}.
Fix any t ∈ [0, T ) and consider w ∈ Rn deﬁned as wi = xi(t)ci . Let us bound the norm of
AL−1b:
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‖AL−1b‖∞ = ‖AL−1
⎛⎝ n∑
j=1
yjaj
⎞⎠‖∞

n∑
j=1
yj‖AL−1aj‖∞
Lemma 4.1
n∑
j=1
yj
α
wj

n∑
j=1
xj(t)
ε
α
wj
=
α
ε
n∑
j=1
cj .
Let us denote M = αε
∑n
j=1 cj . Pick now any i ∈ [n], we have
x˙i = qi − xi = xi
ci
pi − xi 
 xi
(
−M
ci
− 1
)
.
Hence, from the Gronwall Lemma we obtain
xi(t) 
 xi(0)et
(
−Mci −1
)
.
In particular, xi(t) is lower bounded by a positive constant over the whole interval [0, T ). The
lemma follows.
We can now conclude Theorem 4.1.
Proof of Theorem 4.1:
We use Theorem 4.9. One needs to observe that the function P (x) = q − x is in fact of class
C1. Even more is true: P (x) is a rational function in the region Ω, this can be seen using the
Cramer’s rule. The remaining assumptions are satisﬁed by Lemmas 4.3 and 4.4.
4.3.4 Asymptotic Behavior of Physarum Trajectories
In the previous section we have established the existence of solutions to the Physarum dynamics.
We know that for every starting point s > 0, there is a solution x : [0,∞)→ Rn>0 to the Physarum
dynamics with x(0) = s. We would like to study the behavior of x(t) when t→∞. Let us ﬁx the
starting point x(0) and pick Mx > 0 such that
M−1x  xi(0) Mx for every i ∈ [n].
Furthermore, pick x to be any optimal basic solution (i.e. x is a vertex of the feasible region)
to (4.1). Our ﬁrst result will be that cx(t) approaches cx – the optimal value of the linear
program (4.1). Before we proceed with the proof, let us establish some useful properties of the
feasible region.
The Feasible Region
Let us consider P = {x : Ax = b, x 
 0} – the feasible region of (4.1). Note that P does not
contain a line, so it can be expressed as the Minkowski sum P = H +K, where H is the convex
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hull of vertices of P and K is a polyhedral cone
K = {r ∈ Rn : Ar = 0, r 
 0} .
Let us denote by V the set of vertices of P , so H = conv(V ). Further deﬁne R to be the set of
vertices of the polytope {
r : Ar = 0,
n∑
i=1
ri = 1, r 
 0
}
.
Then K is the conic hull of R:
K =
{∑
r∈R
μrr : μr 
 0
}
.
Let us ﬁrst establish the following bounds
Lemma 4.7
Let V and R be as deﬁned above.
1. Let v ∈ V and i ∈ [n] be such that vi = 0, then D−1  |vi|  D · ‖b‖1.
2. Let r ∈ R and i ∈ [n] be such that ri = 0, then D−1  |ri|  D.
Proof.
This follows immediately from the Cramer’s rule and the characterization of vertices of polyhedra
(see Remark 4.1).
Let x ∈ P , since P = H +K, x can be expressed as
x =
∑
v∈V
λvv +
∑
r∈R
μrr
with λv, μr 
 0 for v ∈ V, r ∈ R and
∑
v∈V λv = 1. Note that the sets V and R might be very
large (of size exponential in n). However, by Caratheodory’s theorem we may pick the vectors of
coeﬃcients λ, μ so that |supp(λ)|  n+ 1 and |supp(μ)|  n+ 1.
The last preliminary fact we would like to state is the following proposition on sensitivity
analysis of linear programs. It is very useful to estimate the distance from a polyhedron to a
point which satisﬁes its constraints with some additive error.
Proposition 4.1 (Sensitivity analysis)
Suppose that B ∈ ZM×N , g ∈ RN and b′, b′′ ∈ RM are such that both linear programs:
min{gx : Bx  b′} and min{gx : Bx  b′′} have ﬁnite optimal values, then∣∣min{gx : Bx  b′} −min{gx : Bx  b′′}∣∣  NDB‖g‖1 · ‖b′ − b′′‖∞.
Where DB = max{|det(B′)| : B′ a square submatrix of B}.
A proof of the above can be found in any standard textbook on linear programming, see
e.g. [Sch86].
4.3 Proofs 51
Convergence to the Optimal Value
In this section we establish the following theorem.
Theorem 4.10
Suppose that x : [0,∞) → Ω is any solution to the Physarum dynamics. Then, for some
R, ν > 0 depending only on A, b, c, x(0), we have∣∣cx(t)− cx∣∣  R · e−νt.
Quantitatively, one can take ν = D−3 and R = exp(8D2 · Cs · ‖b‖1) · (n+Mx)2.
Let us begin by splitting the set V into two subsets VO = {v ∈ V : cv = cx} and VN = V \VO.
Then VO is basically the set of optimal vertices. The following bound will be very useful in the
proof of Theorem 4.10.
Lemma 4.8
Let v ∈ VN , then cv − cx 
 D−2.
Proof.
Since v is a vertex of P , by Cramer’s rule it can be expressed as v = ( z1d ,
z2
d , . . . ,
zn
d )
. Where
d, z1, z2, . . . , zn ∈ Z and 1  d  D. Hence cv is a number of the form zd for some integer z.
Similarly cx = z
′
d′ with z
′, d′ ∈ Z and 1  d′  D. We get
cv − cx = d
′z − z′d
dd′

 1D2 .
The next lemma says that x(t) becomes exponentially close to the feasible region P as t→∞.
Lemma 4.9
For every t 
 0 there exists y(t) ∈ P such that
‖x(t)− y(t)‖∞ < e−t · 3n2 · D ·Mx.
Proof.
Start with the Physarum dynamics x˙ = q−x and multiply both sides by et. We get ddt (x(t)et) =
etq(t). Take integrals of both sides to obtain
x(t) = x(0)e−t + (1− e−t)
∫ t
0
q(s)
es−t
1− e−t ds.
Observe that z(t) = (1 − e−t) ∫ t0 q(s) es−t1−e−t ds is a convex combination of q(s) (which satisfy
Aq(s) = b for every s), hence we conclude that z(t) = x(t) − x(0)e−t satisﬁes Az(t) = b. Note
also that z(t) 
 x(0)e−t, so z(t) approaches P with t→∞. We would like to estimate the distance
from z(t) to the closest point in P . As a tool for that we would like to use Proposition 4.1. We
will use variables y ∈ Rn and a new variable d ∈ R. Let us write down two linear programs:
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min. d
s.t. Ay = b
‖y − z(t)‖∞  d
y 
 0
min. d
s.t. Ay = b
‖y − z(t)‖∞  d
y 
 −x(0)e−t.
The minimum value of the ﬁrst linear program is equal to dist∞(z(t), P ): the minimum ∞–
distance from z(t) to some point y ∈ P . The second one has optimal value 0, which is demon-
strated by taking y = z(t). To apply Proposition 4.1 we need too transform the constraints into
inequality form, but this is done in a standard manner. We obtain
dist∞(z(t), P )  (n+ 1) · (2n) · D · ‖x(0)e−t‖∞.
In the above, (2n) · D is the bound on DB , where B is the matrix obtained after transforming
the constraints into the inequality form. By taking y(t) which attains this minimum distance, we
obtain the desired point in P :
‖x(t)− y(t)‖∞  ‖x(t)− z(t)‖∞ + ‖z(t)− y(t)‖∞
 ‖x(0)e−t‖∞ + (n+ 1) · (2n) · D · ‖x(0)e−t‖∞
 3n2 · D · ‖x(0)e−t‖∞.
By the discussion at the beginning of the section we know that for every t, y(t) (from the above
lemma) can be decomposed as
y(t) =
∑
v∈V
λv(t)v +
∑
r∈R
μr(t)r
for some λv(t), μr(t) 
 0 such that
∑
v∈V λv(t) = 1. Of course this decomposition is not unique.
We choose it arbitrarily, but as noted previously it can be done in such a way that most of the
coeﬃcients are zero, i.e., |supp(λ(t))|  n+ 1 and |supp(μ(t))|  n+ 1. Our strategy is to show
that μr(t)→ 0 for all r ∈ R and λv(t)→ 0 for all v ∈ VN . This will imply that y(t) (hence also
x(t)) tends to the optimal region. Towards this let us prove:
Lemma 4.10
The following bounds hold with some Q, ν > 0 depending only on A, b, c, x(0):
1. For every r ∈ R, min{xi(t) : i ∈ supp(r)}  Q · exp(−νt).
2. For every v ∈ VN , min{xi(t) : i ∈ supp(v)}  Q · exp(−νt).
Quantitatively, one can take ν = D−3 and Q = exp (4D2Cs · ‖b‖1) · (n+Mx).
Proof.
Let us start with the second part. Pick any v ∈ VN and x ∈ VO, consider the following potential
function
f(t) def=
n∑
i=1
civi lnxi(t)−
n∑
i=1
cix

i lnxi(t)
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and take its derivative
d
dt
f(t) =
n∑
i=1
civi
x˙i(t)
xi(t)
−
n∑
i=1
cix

i
x˙i(t)
xi(t)
=
n∑
i=1
civi
(
ai p(t)
ci
− 1
)
−
n∑
i=1
cix

i
(
ai p(t)
ci
− 1
)
=
n∑
i=1
(vi − xi ) ai p(t) +
(
cx − cv) .
Observe that, since Av = Ax = b, we have
n∑
i=1
(vi − xi ) ai p(t) = (v − x)Ap(t) = (b − b)p(t) = 0.
Hence, the derivate takes a particularly simple form
d
dt
f(t) = cx − cv.
By Lemma 4.8 we know that ddtf(t)  −ε for ε = D−2. This implies the following bound on f(t):
f(t)  f(0)− ε · t.
Hence
n∑
i=1
civi lnxi(t)  f(0) +
n∑
i=1
cix

i lnxi(t)− ε · t.
Using Corollary 4.5 and Lemma 4.7 we obtain
n∑
i=1
cix

i lnxi(t) 
n∑
i=1
ciD · ‖b‖1 ln(max(D2n‖b‖1,Mx))  CsD · ‖b‖1 · ln(D2n‖b‖1 +Mx).
Denote by M the expression on the right-hand side. Similarly we can bound f(0)  2M and
obtain
n∑
i=1
civi lnxi(t)  3M − εt.
Suppose without loss of generality that x1(t) = min{xi(t) : i ∈ supp(v)}, then
lnx1(t) ·
∑
i∈supp(v)
civi 
n∑
i=1
civi lnxi(t)  3M − εt.
It remains to bound
∑
i∈supp(v) civi 
 D−1 to get
min{xi(t) : i ∈ supp(v)}  exp(3MD) · exp(−D−3t).
Part (1) follows via an analogous reasoning, using the potential function
∑n
i=1 ciri lnxi(t).
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We are now ready to present a complete proof of Theorem 4.10
Proof of Theorem 4.10:
Let us ﬁrst pick r ∈ R, we show that μr(t)→ 0 exponentially fast. We have for every i ∈ supp(r),
μr(t)ri  yi(t)  xi(t) +Me−t
with M as in Lemma 4.9. Hence, by Lemma 4.10, there exists i ∈ supp(r) such that
μr(t)ri  Qe−νt +Me−t.
Using the bound ri 
 D−1 from Lemma 4.7 we obtain
μr(t)  DQe−νt +DMe−t  2DQe−νt.
By a similar argument, we get for every v ∈ VN ,
λv(t)  2DQe−νt.
Having this, let us consider the diﬀerence cy(t)− cx. We know that
c
(∑
v∈VO
λv(t)v
)
=
∑
v∈VO
λv(t)cv = (cx)
∑
v∈VO
λv(t).
Hence, we arrive at
cy(t)− cx  c
(∑
v∈VN
λv(t)v +
∑
r∈R
μr(t)r
)
.
Recall that λ(t) and μ(t) were chosen in such a way that all but at most n + 1 of their entries
are zero, therefore
‖
∑
v∈VN
λv(t)v‖∞ 
∑
v∈VN
λv(t)‖v‖∞  (n+ 1) · 2DQe−νt · D · ‖b‖1.
A similar bound holds for
∑
r∈R μr(t)r. Altogether, we obtain the following bound
cy(t)− cx  4(n+ 1)CsD2‖b‖1Qe−νt.
To conclude, let us relate cy(t) to cx(t). By Lemma 4.9 we have∣∣cy(t)− cx(t)∣∣  Cs ·Me−t.
This ﬁnally yields the claimed bound:∣∣cx(t)− cx∣∣  4(n+ 1)CsD2‖b‖1Qe−νt + Cs ·Me−t  Q2e−νt.
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Convergence to a Limit
From the previous section we know that for every solution x : [0,∞)→ Ω, ∣∣cx(t)− cx∣∣→ 0
exponentially fast with t→∞. One can use this fact to prove that whenever (4.1) has a unique
solution, then x(t) has a limit x∞ and x∞ is this unique optimal solution to (4.1). However, if
we do not assume uniqueness, the fact that x(t) has a limit is no more obvious. We are aiming
to prove it in the current subsection. Let us now formally state the theorem.
Theorem 4.11
Suppose x : [0,∞) → Ω is a solution to the Physarum dynamics (4.2). Then there exists a
limit x∞ = limt→∞ x(t). Furthermore x∞ is an optimal solution to the linear program (4.1).
In this subsection the norm symbol ‖·‖ should be understood as the inﬁnity norm ‖·‖∞. Unlike in
the previous proofs we will not keep track of constants and hide them under the big O notation.
By a constant we mean any quantity which solely depends on A, b, c, n,m and the ﬁxed starting
point x(0) under consideration.
Let us start by giving a simple lemma which provides a suﬃcient condition for existence of a
limit.
Lemma 4.11
Suppose x : [0,∞)→ Ω is a diﬀerentiable function. If the integral∫ ∞
0
‖x˙(t)‖dt
is ﬁnite, then there exists a limit x∞ = limt→∞ x(t).
Proof.
Observe that x(t) = x(0) +
∫ t
0 x˙(s)ds. By going with t→∞, we obtain
lim
t→∞x(t) = x(0) +
∫ ∞
0
x˙(s)ds.
Since the integral on the right-hand side exists (because it is absolutely convergent by the as-
sumption), we conclude existence of the limit.
In our case x˙ = q − x. Our proof strategy is to show that ‖q(t) − x(t)‖ = O(e−εt) for some
constant ε > 0, then the assumption of Lemma 4.11 is satisﬁed.
The following lemma is a consequence of Theorem 4.10:
Lemma 4.12
For every t 
 0 there exists x(t) – an optimal solution to (4.1) such that ‖x(t)− x(t)‖ =
O(e−εt) for some ε > 0.
Note that the above lemma does not imply that x(t) has a limit. It could potentially happen
that x(t) oscillates over the optimal region without approaching a single point. To prove it, we
need to understand the behavior of Physarum with respect to the structure of the optimal set.
From the general theory of linear programming (see e.g. [Wri97]) we know that [n] can be
decomposed into [n] = J ∪ N with J ∩ N = ∅ such that every optimal solution to (4.1) is
supported on J and every feasible solution supported on J is optimal. We will denote by xJ
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the part of a vector x corresponding to indices j ∈ J , similarly xN . Let us now establish two
important lemmas, which can be proved using techniques developed so far.
Lemma 4.13
If N is the above deﬁne set of indices then ‖xN (t)‖ = O(e−εt) for some ε > 0.
Proof.
Follows directly from 4.12. For every t, xN (t) = 0, because x
(t) is optimal, hence we get the
claim.
Lemma 4.14
There exists a constant ε > 0 such that xj(t) > ε for every j ∈ J and t ∈ [0,∞).
Proof.
Recall that the set of optimal vertices is denoted by VO. Note that for every j ∈ J , there is
a vertex v ∈ VO such that vj = Ω(1). Hence, it is enough to show that for every v ∈ VO, the
function
fv(t) =
n∑
i=1
civi lnxi(t)
is bounded from below by a universal constant (this is true because of the fact that ‖x(t)‖ is
uniformly bounded, by Corollary 4.5). Note that, by a calculation analogous to that performed
in the proof of 4.10, we obtain
d
dt
(fv(t)− fu(t)) = 0
for every v, u ∈ VO, which implies that all fv diﬀer only by a constant. Hence either all of them
are lower-bounded by a universal constant or none of them.
By Lemma 4.12 we know that for every t, x(t) is exponentially close to some x(t) ∈ conv(VO).
This implies in particular that for big enough t and for some universal constant δ > 0 there always
exists a v(t) ∈ VO such that δ · v(t)  x(t). Hence
fv(t)(t) 

n∑
i=1
civi(t) ln(δ · vi(t)) = Ω(1).
Note that the set VO is ﬁnite, hence we get the bound maxv∈VO fv(t) = Ω(1), which ﬁnishes the
proof.
Lemma 4.15
Suppose p(t) is the vector L−1b, computed with respect to x(t). Then ‖Ap(t)‖ is uniformly
bounded over t ∈ [0,∞).
Proof.
By a reasoning as in the proof of Lemma 4.14 we get that for some v ∈ V and a universal
constant δ > 0 we have δ · v  x(t) for every t ∈ [0,∞). Hence we get
‖Ap(t)‖ = ‖AL−1b‖ = ‖AL−1
(
n∑
i=1
aivi
)
‖ 
n∑
i=1
vi‖AL−1ai‖.
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By Lemma 4.1, we have that ‖AL−1ai‖  αcixi , for some universal constant α. Hence, we get
n∑
i=1
vi‖AL−1ai‖ 
n∑
i=1
vi
αci
xi

n∑
i=1
(δ−1xi)
αci
xi
= αδ−1
n∑
i=1
ci = O(1).
The lemma follows.
We now present the main technical lemma required to prove existence of a limit. Intuitively, it
shows that the subvector of Ap corresponding to J behaves continuously assuming x is close to
the optimal set.
Lemma 4.16
Suppose ε > 0 is small enough and M,d > 0. Pick any x > 0 such that ‖xN‖ < ε and
‖xJ − yJ‖ < ε for some optimal solution y such that yj > d for all j ∈ J . Assume ‖x‖ 
M and ‖Ap‖  M . There exists a constant M ′ depending only on A, b, c, d, n such that
‖q − x‖ < M ′ · ε.
Proof.
We will denote the columns ofA corresponding to J byAJ , similarly forAN . We have (AWA)p =
b, which can be rewritten as
AJWJA

J p+ANWNA

Np = b.
whereWJ = Diag (wJ) andWN = Diag (wN ). Since ‖ANp‖ = O(1) and ‖ANWN‖ = ‖ANC−1XN‖ =
O(ε) we have ‖ANWNANp‖ = O(ε). Moreover, we can write xJ = yJ + τJ , where ‖τJ‖ < ε.
This gives a decomposition of WJ into WJ = Diag
(
C−1J yJ
)
and W˜J = Diag
(
C−1J τJ
)
such that
‖AJW˜JAJ p‖ = O(ε). Consequently,
‖AJWJAJ p− b‖  ‖AJWJAJ p− b‖+ ‖W˜JAJ p‖ = O(ε).
Pick p¯: any optimal solution to the dual of the linear program (4.1). From complementary slack-
ness we have Y (Ap¯− c) = 0. In particular AJ p¯ = cJ . We obtain:
AJWJA

J p¯ = AJWJcJ = AJDiag
(
C−1J yJ
)
cJ = AJyJ = b.
Hence
‖AJWJAJ (p− p¯)‖ = ‖AJWJAJ p−AJWJAJ p¯‖ = ‖AJWJAJ p− b‖ = O(ε).
We want to show that ‖AJ (p− p¯)‖ = O(ε).
Denote K = AJWJAJ , it is a symmetric PSD matrix. Moreover, the kernels of A

J and K
coincide, since yJ > 0. Pick a vector v ∈ Rm so that AJ (p − p¯) = AJ v and v is orthogonal to
the kernel of AJ . (In other words v is the orthogonal projection of p − p¯ onto the orthogonal
complement of the kernel of AJ .) Using the fact that
yi
ci
> dci 
 d′ for i ∈ J and some absolute
positive constant d′, we obtain
d′AJAJ =
∑
j∈J
d′ajaj 
∑
j∈J
yj
cj
aja

j = AJWJA

J = K
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where  denotes the PSD ordering. This implies in particular that d′λ+  λ+K , where λ+, λ+K
are the smallest positive eigenvalues of AJAJ and K respectively. Since v is orthogonal to the
kernel of K and K is PSD we have
‖Kv‖2 
 λ+K‖v‖2 
 d′λ+‖v‖2.
Observe that λ+ depends solely on A, b, c, hence
‖v‖  ‖v‖2  1
d′λ+
‖Kv‖2 = 1
d′λ+
‖K(p− p¯)‖2 = O(ε).
In consequence, ‖AJ (p − p¯)‖ = ‖AJ v‖ = O(ε) and hence ‖WJAJ (p − p¯)‖ = O(ε), because
‖y‖ = O(1) (the set of optimal solutions is bounded). Finally,
‖WJAJ p−WJAJ p¯‖  ‖WJAJ p−WJAJ p‖+ ‖WJAJ p−WJAJ p¯‖ = O(ε) +O(ε) = O(ε).
But WJAJ p = qJ and WJA

J p¯ = yJ , which means
‖qJ − xJ‖  ‖qJ − yJ‖+ ‖yJ − xJ‖ = O(ε) +O(ε) = O(ε).
To conclude, note that
‖qN − xN‖  ‖xN‖+ ‖qN‖ = ‖xN‖+ ‖WNANp‖ = O(ε)
and hence trivially:
‖q − x‖ = max(‖qN − xN‖, ‖qJ − xJ‖) = O(ε).
Let us now conclude Theorem 4.11 from Lemma 4.16.
Proof of Theorem 4.11:
By Lemma 4.11, it remains to show that ‖q(t)−x(t)‖ = O(e−δt) for some δ > 0. By Corollary 4.5
and Lemma 4.15 we obtain a uniform bound M on both ‖x(t)‖ and ‖Ap(t)‖ over t ∈ [0,∞).
From Lemma 4.14 we obtain some d > 0 such that xj(t) > 2d for j ∈ J and t ∈ [0,∞).
Let us now pick a large t. We take x = x(t) and y = x(t) from Lemma 4.12. We know that
xj > 2d for j ∈ J , y is exponentially close to x, hence yj > d for j ∈ J . Moreover, we can pick
ε = O(e−δt) such that ‖xN‖ < ε (by Lemma 4.13) and ‖y − x‖ < ε. Hence the assumptions of
Lemma 4.16 are satisﬁed and we may conclude that ‖q(t)−x(t)‖ < M ′ε = O(e−δt). The theorem
follows.
4.3.5 Discretization for Linear Programming
In this section we study the eﬃciency of the natural discretization of the Physarum dynamics.
It is deﬁned with respect to the step length 0 < h < 1 and a starting point x(0) > 0. In this
section we will always assume that the starting point was chosen from the feasible region, i.e.
Ax(0) = b. The discrete dynamics is as follows:
x(k + 1) = (1− h)x(k) + hq(k) (4.6)
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with the usual meaning of q(k). For the above dynamics to be well deﬁned we need to make sure
that x(k) stays positive for all k 
 0. Note that
xi(k + 1) = xi(k)
(
1− h
(
ai p(k)
ci
− 1
))
,
hence we need to make sure that
(
ai p(k)
ci
− 1
)
< 1h . Corollary 4.1 tells us that
Pmax
def= max
{∣∣∣∣ai pci − 1
∣∣∣∣ : Ax = b, x 
 0}  CsD + 1.
This means that it is enough to set h < P−1max (and we do so in the following theorem).
Theorem 4.12
Let 0 < ε < 1/2, h  P−2max · ε/6. Suppose we initialize the Physarum algorithm (4.6) with
x(0), s.t. Ax(0) = b and M−1x  xi(0)  Mx for every i ∈ [n] and some Mx 
 1. Assume
additionally that cx(0) M · opt. Then after k def= O ( lnMε2h2 + lnMxεh ) steps x(k) is a feasible
solution with opt  cx(k)  (1 + ε)opt.
To prove Theorem 4.12 we analyze the following potential function
φ(k) def= 4 lnV(k)− εh
opt
B(k).
The intuitive meaning of φ is as follows: we know that V(k) is non-increasing with k, so lnV(k)
is non-increasing as well, however we may not guarantee a big drop of V(k) in every step, this is
why we have the second term; B(k) gets bigger at such steps. The crucial lemma we would like
to show asserts that φ drops signiﬁcantly at every step
Lemma 4.17 (Potential drop)
For every k with V(k) > (1 + ε)opt we have Δφ(k)  −h2ε26 .
Before proving the lemma we ﬁrst conclude Theorem 4.12 from it.
Proof of Theorem 4.12 assuming Lemma 4.17:
We will ﬁrst estimate the value of φ(0). Observe that
ln(V(0)) = ln(cx(0))  ln(M · opt).
The value B(0) can be bounded as follows
n∑
i=1
xi ci lnxi(0) 
 xi ci lnM−1x = opt · lnM−1x .
Hence, we obtain
φ(0)  4 ln(M · opt) + εh lnMx.
Let us now ﬁx k and provide a lower bound on the value of φ(k). We know that V(k) 
 opt for
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every k, for B we have
B(k) =
n∑
i=1
xi ci lnxi(k)  ln(Mx)
n∑
i=1
xi ci = opt · ln(Mx),
and thus
φ(k) 
 4 ln(opt)− εh ln(Mx).
Putting together the above estimates on φ(0), φ(k) and Lemma 4.17, we obtain that
k
h2ε2
6
 φ(0)− φ(k)  4 lnM + εh(ln(Mx) + ln(Mx)).
Simplifying,
k = O
(
lnM
ε2h2
+
lnMx
εh
)
.
We split the Lemma 4.17 into two cases and deal with them separately. They are expressed
in the following facts. We use below E(k) to denote q(k)W−1q(k).
Fact 4.1
If E(k)V(k) < (1− ε/3) then Δφ(k)  −h
2ε2
6 .
Fact 4.2
If E(k) > (1 + ε/3)opt then Δφ(k)  −h2ε26 .
Before we proceed with the proof of facts, let us state three simple inequalities which we are
going to use:
ln(1 + α)  α for every α ∈ R (4.7)
ln(1 + α) 
 α− α2 for every α ∈
[
−1
2
,
1
2
]
(4.8)
ln(1− α) 
 −2α for every α ∈
[
0,
1
2
]
(4.9)
All can be proved by simple calculus. Another useful fact is the following identity.
Fact 4.3
Let x ∈ Rn>0 and p = (AWA)−1b be given. Suppose y ∈ Rn satisﬁes Ay = b, then
n∑
i=1
yia

i p = q
W−1q,
where q =WAp.
Proof of Fact 4.1:
We will show that lnV drops and B may increase only a little. Let us ﬁrst look at lnV(k + 1)−
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lnV(k). We have
V(k + 1) =
n∑
i=1
cx(k + 1) = (1− h)cx(k) + h
n∑
i=1
x(k)ai p(k) = (1− h)V(k) + hE(k).
The last inequality follows from 4.3. Further,
V(k + 1)
V(k) =
(
1 + h
( E(k)
V(k) − 1
))
<
(
1 + h
((
1− ε
3
)
− 1
))
= 1− hε
3
.
We obtain
lnV(k + 1)− lnV(k) = ln V(k + 1)V(k)
(4.7)
 −hε
3
.
Consider now B(k + 1)− B(k):
B(k + 1)− B(k) =
n∑
i=1
xi ci ln
xi(k + 1)
xi(k)
=
n∑
i=1
xi ci ln
(
1 + h
(
ai p(k)
ci
− 1
))


n∑
i=1
xi ci ln (1− hPmax)
(4.9)

 −2h(n2C + 1)
n∑
i=1
xece
= −2hPmax · opt

 −opt.
The last inequality follows from the deﬁnition of h. Putting these two pieces together yields
φ(k + 1)− φ(k)  −4hε
3
+ hε = −hε
3
 −h
2ε2
6
.
Proof of Fact 4.2:
We know that V(k) is non-increasing with k, it remains to show that B will increase by a
considerable amount. As in the proof of Fact 4.1 we obtain
B(k + 1)− B(k) =
n∑
i=1
xi ci ln
(
1 + h
(
ai p(k)
ci
− 1
))
.
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By the choice of h, ∣∣∣∣h(qe(k)− xe(k)xe(k)
)∣∣∣∣ = |h| ∣∣∣∣ai p(k)ce − 1
∣∣∣∣  h · Pmax  12 .
Hence, we can apply the inequality 4.8, by which we get
B(k + 1)− B(k)
(4.8)


n∑
i=1
xi cih
(
ai p(k)
ci
− 1
)
−
n∑
i=1
xi cih
2
(
ai p(k)
ci
− 1
)2

 h
n∑
i=1
xi a

i p(k)− h · opt−
n∑
i=1
xi ci (hPmax)
2
Fact4.3= hE(k)− h · opt− h2optP 2max

 hE(k)− h · opt− 1
6
hεopt

 h · opt
(
1 +
ε
3
)
− h · opt− 1
6
hεopt

 −1
6
h · ε · opt.
This implies the following drop of φ:
φ(k + 1)− φ(k)  − hε
opt
(B(k + 1)− B(k))  −h
2ε2
6
.
Proof of Lemma 4.17:
If ε is small enough and V(k) > (1 + ε)opt then obviously either E(k)V(k) < (1 − ε/3) or E(k) >
(1 + ε/3)opt and we use Fact 4.1 or Fact 4.2 respectively. This concludes our proof.
4.3.6 Discretization for the Directed Transshipment Problem
This section provide a proof of Theorem 4.4. We start with some background on combinatorial
and electrical ﬂows – these objects are crucial to the understanding of the Physarum dynamics
for this case and hence also are essential in the analysis. In the subsequent section we explain
our preconditioning scheme and proceed with the convergence proof afterwards. Note that in
this section the dimension of the Physarum dynamical system is denoted by m (the number
of edges) and the number of linear equation is n (the number of vertices) – opposite as in our
treatment of the linear programming case. This change of notation is to preserve consistency
with the standard use of n and m in graph theory.
Combinatorial Flows, Electrical ﬂows and their Properties
For a directed graph G and a demand vector b ∈ ZV with∑v∈V bv = 0, we consider ﬂows f ∈ RE
satisfying Bf = b, where B is the incidence matrix of G. A ﬂow f is called nonnegative if f 
 0.
If f does not contain a directed cycle in its support, then f is called a noncircular ﬂow. Basic
ﬂows are deﬁned by vertices of the polytope {f : Bf = b, f 
 0}.
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The mincut-maxﬂow theorem in this setting says that in a graph (V,E) with edge capacities
x ∈ RE0, there exists a nonnegative ﬂow f respecting the capacities: 0  f  x if and only if for
every partition of V into S and S¯, we have
∑
e∈E(S¯,S) xe 
 bS , where bS =
∑
v∈S bv.
In this chapter we are particularly interested in electrical ﬂows. These are ﬂows deﬁned with
respect to a conductance vector w ∈ RE>0. Denote W = Diag (w1, w2, . . . , wm). A ﬂow q is
called an electrical ﬂow if it is the unique ﬂow minimizing the quadratic form E(q) = qW−1q.
Equivalently, let p ∈ RV be the potential vector obtained as a solution to the following Laplacian
system: Lp = b (where L = BWB is the Laplacian matrix). Then q is the ﬂow induced by p,
i.e., quv = wuv(pu − pv). The following are some folklore facts about electrical ﬂow, basic and
noncircular ﬂows, see [IJNT11, Vis12].
Fact 4.4
Suppose q is the electrical ﬂow in the graph G = (V,E) for vertex demands b ∈ ZV and
conductances w ∈ RE>0. Let p ∈ RV be the corresponding potential vector.
1. If bP
def=
∑
v:bv>0 bv is the total demand, then |qe|  bP for every edge e ∈ E.
2. The energy of the ﬂow E(q) def= ∑e∈E q2e/we is equal to bp.
Fact 4.5
Suppose g is a basic ﬂow in the directed graph G = (V,E) for vertex demands b ∈ ZV . Then
g ∈ ZE0 and ge  bP , where bP def=
∑
v:bv>0 bv is the total demand.
Fact 4.6
Suppose g is a noncircular ﬂow in the directed graph G = (V,E) for vertex demands b ∈ RV .
Then g can be expressed as a convex combination of at most |E| basic ﬂows.
Preconditioning the Instance
Recall that an instance of the directed transshipment problem is simply a graph G0 = (V,E0)
together with a positive cost vector c0 ∈ ZE>0 and a demand vector b ∈ ZV . We assume without
loss of generality that this instance is feasible, i.e., that there exists a vector f ∈ RE0 such that
Bf = b, where B is the incidence matrix of G. We construct a new instance (G, b, c) and an
initial point x(0) ∈ ZE>0 in the following way. Let G = (V,E) for E = E0 ∪E′ where E′ consists
of new edges for every pair of vertices u, v with bu < 0 and bv > 0, i.e.,
E′ = {(u, v) : bu < 0 ∧ bv > 0}
(note that E may be a multiset). The costs of old edges remain the same, while for a new edge
e′ ∈ E′ we set ce′ = nC, where C is the maximum cost over e ∈ E0. For the initial vector we
assign xe(0) = 1 for all e ∈ E0 and for e′ = (u, v) ∈ E′ we set xe′ = 2m · |bu| · bv. Note that by
adding E′ to G0 we do not introduce any solution with lower cost than the optimal solution in
G0. As before, let C = maxe∈E0 ce and bP be the total demand.
We now study properties of the preconditioned instance. Denote
C˜ := max
e∈E
ce = nC.
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In what follows, for an edge e = (u, v) we denote the potential drop pu − pv by Δep. We start
by proving that the sequence x(k) is well deﬁned for all k ∈ N. Even this basic property is
not straightforward to obtain. In the next lemma we prove a key property of the preconditioned
instance: existence of x-capacitated ﬂows. It implies a bound on the maximum potential diﬀerence
and positivity of the conductance vector.
Lemma 4.18 (Properties of the preconditioned instance)
Let (G, b, c) be the preconditioned instance and x(0) be the corresponding initial vector.
Suppose that h < 1/nC˜+1 Then, for every k ∈ N, x(k) satisﬁes:
1. Positivity: xe(k) > 0 for every e ∈ E,
2. Bounded potentials: maxu,v∈V |pu(k)− pv(k)|  nC˜,
3. x-capacitated ﬂows: there is a vector f ∈ RE with 0  f  x(k) such that Bf = b.
Proof.
We prove this lemma by joint induction on the listed properties. Towards this end, we start
by proving some useful implications between the properties. First we prove that whenever both
properties (1) and (3) hold for some k, then the property (2) holds as well.
(1)k, (3)k ⇒ (2)k: Let f be such a ﬂow, respecting the capacities x and satisfying demands
b. By the mincut-maxﬂow theorem this means that whenever we have a partition of V into two
sets S, S¯, such that bS =
∑
v∈S bv > 0 then
∑
e∈E(S¯,S) xe 
 bS . Sort all of the potentials in
nondecreasing order and pick two neighbouring ones pu, pv. In other words, take u, v, such that
pu  pv and for all w ∈ V either pw  pu or pw 
 pv. We show that pv − pu  C˜.
Assume the contrary, pv − pu > C˜. Recall that C˜ is the maximum cost ce over all e ∈ E. We
deﬁne a partition of V into two sets
S = {w ∈ V : pw  pu} and S¯ = {w ∈ V : pw > pu}.
Let 1S be the indicator vector of the set S. We know that Bq = b, multiplying both sides by 1S
yields 1SBq = 1

S b = bS . Thus,
bS =
∑
e∈E(S¯,S)
qe −
∑
e∈E(S,S¯)
qe.
Note that since electrical ﬂow goes always from bigger potential to lower potential, for e ∈ E(S¯, S)
we have qe > 0 and for e ∈ E(S, S¯) we have qe < 0. Moreover, there is at least one edge between
S, S¯, since the graph is connected, hence bS > 0. We have
bS 

∑
e∈E(S¯,S)
qe =
∑
e∈E(S¯,S)
xeΔep/ce >
∑
e∈E(S¯,S)
xeC˜/ce 

∑
e∈E(S¯,S)
xe 
 bS .
The last inequality follows from mincut-maxﬂow. We have reached a contradiction, hence pv −
pu  C˜. Consequently,
max
u,v∈V
|pu − pv|  nC˜.
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Note that we have implicitly used (1)k to reason about potentials (if we do not have (1)k the
electrical ﬂow could not be well deﬁned). The next step is to argue that property (2) for step k
implies (1) for step k + 1.
(1)k, (2)k ⇒ (1)k+1: Pick any edge e ∈ E. We have
xe(k + 1) = (1− h)xe(k) + hqe(k) = (1− h)xe(k) + hxeΔep/ce 
 xe(k)(1− h(1 + nC˜)) > 0.
The last implication we would like to argue about is the following: whenever x(0), . . . , x(k) are
well deﬁned (i.e., (1) holds), then (3) is true for step k.
(1)0, (1)1, . . . , (1)k ⇒ (3)k: To argue that a certain ﬂow exists, we show lower bounds on cut
capacities. Pick any partition of V into S, S¯ with bS > 0. We need to show that∑
e∈E(S¯,S)
xe(k) 
 bS .
We make use of the quantity
xS(j)
def=
∑
e∈E(S¯,S)
xe(j)−
∑
e∈E(S,S¯)
xe(j).
Clearly, ∑
e∈E(S¯,S)
xe(k) 
 xS(k),
so it is enough for us to show xS(k) 
 bS . It turns out that for xS(j) we can obtain a nice
formula, let us ﬁrst compute
xS(j + 1) =
∑
e∈E(S¯,S)
xe(j + 1)−
∑
e∈E(S,S¯)
xe(j + 1)
= (1− h)xS(j) + h(
∑
e∈E(S¯,S)
qe(j)−
∑
e∈E(S,S¯)
qe(j))
= (1− h)xS(j) + h1SBq
= (1− h)xS(j) + hbS .
This yields a recursive formula for xS(j). We can solve it and obtain
xS(j) = (1− h)jxS(0) + (1− (1− h)j)bS .
Thus xS(j) is a convex combination of xS(0) and bS . Thus, showing that xS(j) 
 bS is in fact
equivalent to showing xS(0) 
 bS . We count separately the contribution of edges from E0 and
E′ to xS(0). The ﬁrst part is simple:∑
e∈E0(S¯,S)
xe(0)−
∑
e∈E0(S,S¯)
xe(0) 
 −m.
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From now on we focus on the new edges E′. Let
S− = {v ∈ S : bv < 0} and S+ = {v ∈ S : bv > 0},
similarly we deﬁne S¯− and S¯+. Note that bS+ = −bS¯− and bS− = −bS¯+ , also clearly bS =
bS+ + bS− . From the deﬁnition of x(0), one can see that∑
e∈E′(S¯,S) xe(0) = 2m · |bS¯− | · bS+ and
∑
e∈E′(S,S¯) xe(0) = 2m · |bS− | · bS¯+ .
Hence, the contribution of edges from E′ to xS(0) is
2m(|bS¯− | · bS+ − |bS− | · bS¯+) = 2m(b2S+ − b2S−) = 2m(bS+ + bS−)(bS+ − bS−) 
 2mbS .
Hence xS(0) 
 2mbS −m 
 bS (we used bS 
 1), which concludes the proof.
After showing the three implications above, the lemma follows by joint induction. In the base
case it is enough to observe that (1)0 holds. Then (3)0 follows immediately, which in turn yields
(2)0. The three conditions allow us to conclude (1)1 and so on.
By Lemma 4.18 we know that the sequence {x(k)}k∈N is well deﬁned and we can reason about
its properties. From now on we always assume that we work with the preconditioned instance
and h is small enough, so that the conclusion of Lemma 4.18 holds.
Proof of Convergence
In this subsection we present a proof of convergence of the discretization for the directed trans-
shipment problem. Recall that we work with the preconditioned instance. Let us ﬁrst state some
preliminary properties.
Lemma 4.19 (Bounds for conductances)
For every k 
 0 the following hold:
1. xe(k) = xe(0)(1− h)k + h
∑k−1
j=0 (1− h)k−jqe(j),
2. xe(k) = xe(0)
∏k−1
j=0 (1 + h (Δep(j)/ce − 1)) ,
3. xe(k)  2mb2P .
Proof.
Formulas (1) and (2) can be proved by induction. We proceed with (3).
In the proof we will use a property of electrical ﬂows 4.4 (1), which implies that qe(k)  bP . We
have
xe(k + 1) = (1− h)xe(k) + hqe(k)  (1− h)xe(k) + hbP .
By induction, it follows that
xe(k)  (1− h)kxe(0) + (1− (1− h)k)bP  2mb2P .
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Since it is not convenient to work with x(k) (we would prefer x(k) to be a ﬂow), we prove that
for big enough k there is always a nonnegative ﬂow f(k) which is close to x(k). Then we argue
that for big k the resulting ﬂow f(k) is close to the optimal solution, hence x(k) is close as well.
Lemma 4.20 (Rounding almost nonnegative ﬂows, [IJNT11])
Let h be an arbitrary ﬂow. Let F ⊆ E be a set of edges, satisfying w def= ∑e∈F |he| < 1
and he 
 0 for all e ∈ E \ F. Then there exists a nonnegative ﬂow f , such that supp(f) ⊆
(supp(h) \ F ) and ‖f − h‖∞  w.
We omit the proof. Now, we prove that for large k, x(k) is an almost nonnegative ﬂow.
Lemma 4.21 (Conductance vector is close to a noncircular ﬂow)
For every ε with 0 < ε < 1 and for every k > 10 ln(nmbP /ε)/h there exists a noncircular ﬂow
f 
 0 such that ‖x(k)− f‖∞ < ε.
Proof.
Denote
q¯(k) = h
k−1∑
j=0
(1− h)k−jq(j),
p¯(k) =
k−1∑
j=0
p(j),
X0 = max
e∈E
xe(0).
We will ﬁnd a noncircular, nonnegative ﬂow f which satisﬁes ‖f − q¯(k)‖∞ < ε/2, our choice
of k implies ‖x(k) − q¯(k)‖∞ < ε/2 (as we will show) and the result follows. First note that by
Lemma 4.19 (1):
‖x(k)− q¯(k)‖∞ = max
e∈E
xe(0)(1− h)k  X0(1− h)k.
For this to become smaller than ε/2, it suﬃces to take k > 3 ln(X0/ε)h . By taking k >
10 ln(X0nm/ε)
h
we can take it down to at most ε4(m2+n) .
Now assume that k > 10 ln(nmX0/ε)h and consider the set of edges
F = {e ∈ E : q¯(e)  0} ∪ {e ∈ E : Δep¯(k)  0}.
We intend to apply Lemma 4.20 for h equal to q¯(k), for this we need to bound the quantity∑
e∈F |q¯e(k)|. If e satisﬁes q¯(e)  0 then by Lemma 4.19 part (1) we have
|q¯e(k)|  xe(0)(1− h)k < ε4(m+ n2) <
ε
m+ n2
.
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Similarly, if Δep¯(k)  0, then, by Lemma 4.19 (2),
xe(k) = xe(0)
k−1∏
j=0
(
1 + h
(
Δep(j)
ce
− 1
))
 xe(0) exp
⎛⎝h k−1∑
j=0
(
Δep(j)
ce
− 1
)⎞⎠
= xe(0) exp
(
−hk + h
ce
Δep¯(k)
)
 xe(0) exp(−hk)
<
ε
2(m+ n2)
.
We also know that for such big k, |xe(k)− q¯e(k)| < ε2(m+n2) holds, so
|qe(k)| < ε2(m+ n2) +
ε
4(m+ n2)
 ε
m+ n2
.
By the above calculation we obtain∑
e∈F
|q¯e(k)| < |F | ε2(m+ n2) 
ε
2
.
Thus we can apply Lemma 4.20 and obtain a ﬂow f . Note that the obtained ﬂow satisﬁes:
• f 
 0,
• f is noncircular. Let γ 
 0 be a directed cycle, i.e, Bγ = 0 then ∑e∈E Δep¯(k)γe =
p¯(k)Bγ = 0, therefore there must be some edge e ∈ E with γe > 0 and Δep¯(k)  0, hence
e ∈ F , which implies fe = 0,
• ‖f − q¯(k)‖∞ < ε2 , as Lemma 4.20 guarantees.
From now on for simplicity we assume that there exists a unique optimal solution f to the
underlying instance. For every step k, let f(k) be the nonnegative, noncircular ﬂow which is
guaranteed to exist by Lemma 4.21. Our goal is to show that for k large enough, ‖f(k)−f‖∞ is
small, this in turn would imply that x(k) is close to f. We proceed with two technical lemmas.
Lemma 4.22 (Noncircular ﬂow is close to optimal ﬂow)
Let 0 < ε < 1. Let f be a nonnegative, noncircular ﬂow. Suppose that for every basic
ﬂow g = f there exists an edge e ∈ E with ge > 0, such that fe < ε/2bP (m+n2). Then
‖f − f‖∞ < ε.
Proof.
Since f is noncircular, by Fact 4.6, it can be written as a convex combination of basic ﬂows
f =
M∑
i=1
αifi,
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where M  |E|  n2 +m. We assume that fi are pairwise distinct in this decomposition and
f1 = f. Take g to be any of fi for some i 
 2. From the hypothesis there is e ∈ E such that
ge > 0 and fe < ε2bP (m+n2) . Recall that g is a basic ﬂow, hence by Fact 4.5 it satisﬁes 1  ge  bP .
Moreover,
αi  αige = αifie 
M∑
i=1
αifie = fe <
ε
2bP (m+ n2)
.
This implies that
∑M
i=2 αi <
ε
2bP
, hence α1 > 1− ε2bP . Moreover
‖
M∑
i=2
αifi‖∞  ε2bP (m+ n2)
M∑
i=2
‖fi‖∞  MbP · ε2bP (m+ n2) 
ε
2
.
To ﬁnish the proof it remains to argue that ‖α1f1 − f‖∞ < ε2 . Indeed,
‖α1f1 − f‖∞ = ‖α1f − f‖∞ = |1− α1|‖f‖∞ < ε2bP bP =
ε
2
.
Lemma 4.23 (Ruling out nonoptimal basic ﬂows)
Let ε ∈ (0, 1) and g be any nonoptimal basic ﬂow. Suppose h < 1/2nbP (nC˜+C˜)2. For every
k > 12C˜bP/h ln (mbP/ε) there is an edge e ∈ E such that ge > 0 and xe(k) < ε.
Proof.
Fix ε and g as in the statement. We consider the following parametrized barrier function
Bg(k) def=
∑
e∈E
gece lnxe(k).
The idea is to show that Bg(k) gets very small for k large enough. To this end consider
Bg(k + 1)− Bg(k) =
∑
e∈E
gece ln
xe(k + 1)
xe(k)
=
∑
e∈E
gece ln
(
1 + h
(
Δep(k)
ce
− 1
))
 h
∑
e∈E
gece
Δep(k)
ce
− hcg.
Observe that∑
e∈E
gece
Δep(k)
ce
=
∑
e∈E
geΔep(k) = gBp(k) = (Bg)p(k) = bp(k).
Moreover, by the property 4.4 (2), we know that bp(k) = E(k). Hence
Bg(k + 1)− Bg(k)  hE(k)− hcg.
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Let us now look how Bf(k) def=
∑
e∈E f

e ce lnxe(k) changes. We will use the inequality ln(1+α) 

α− α2 valid for |α|  12 ,
Bf(k + 1)− Bf(k) =
∑
e∈E
fe ce ln
(
1 + h
(
Δep(k)
ce
− 1
))

 h
∑
e∈E
fe ce
(
Δep(k)
ce
− 1
)
− h2
∑
e∈E
fe ce
(
Δep(k)
ce
− 1
)2
.
We need to bound the second term:∑
e∈E
fe ce
(
Δep(k)
ce
− 1
)2
=
∑
e∈E
fe |Δep(k)− ce|
∣∣∣∣Δep(k)ce − 1
∣∣∣∣
 (nC˜ + C˜)2
∑
e∈E
fe
 (nC˜ + C˜)2nbP .
Now we can continue our estimate of ΔBf(k):
Bf(k + 1)− Bf(k) 
 hE(k)− hcf − h2
∑
e∈E
fe ce
(
nC˜ + 1
)2

 hE(k)− hcf − h2(nC˜ + C˜)2nbP

 hE(k)− hcf − h
2
.
By combining our bounds on ΔBg(k) and ΔBf(k) we obtain
ΔBg(k)  −hcg + hcf + h2 + ΔBf(k)  −h(c
g − cf) + h
2
+ ΔBf(k).
Since both f and g are integral solutions cg 
 cf + 1, this implies in particular that:
ΔBg(k)  −h2 (c
g − cf) + ΔBf(k).
By expanding, we obtain
Bg(k)  −hk2 (c
g−cf)+Bf(k)−Bf(0)+Bg(0) = −hk2 (c
g−cf)+Bf(k)+Bg(0). (4.10)
Before we proceed, let us ﬁrst bound Bf(k)+Bg(0), Lemma 4.19 (3) tells us that xe(j)  2mb2P
for every j, hence
Bg(0) =
∑
e∈E
gece lnxe(0)  ln
(
2mb2P
)∑
e∈E
gece = cg · ln
(
2mb2P
)
.
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A similar bound applies to Bf(k):
Bf(k)  cf · ln
(
2mb2P
)
.
Combining them,
Bf(k) + Bg(0)  (cg + cf) ln
(
2mb2P
)
. (4.11)
Suppose now that xe(k) 
 ε for all e with ge > 0. We will show that k has to be small. We have:
Bg(k) =
∑
e∈E
gece lnxe(k) 

∑
e∈E
gece ln ε 
 C˜bP ln ε. (4.12)
Combining (4.10), (4.11) and (4.12) we have:
C˜bP ln ε  −hk2 (c
g − cf) + (cg + cf) ln (2mb2P ) .
Hence,
k
2
 C˜bP ln 1/ε
h(cg − cf) +
(cg + cf) ln
(
2mb2P
)
h(cg − cf) .
Since cg − cf 
 1, the ﬁrst term is bounded by h−1C˜bP ln 1/ε. The second term is bounded
by h−1(2cf + 1) ln
(
2mb2P
)
. Note that cf  C˜bP since in the optimal solution the cost per
one unit of ﬂow is at most C˜. Altogether this gives a bound
k  12C˜bP
h
ln
(
mbP
ε
)
.
Proof of Theorem 4.4:
We prove the theorem in the special case when there is only one optimal solution f. The general
case requires some minor adjustments in the statements of lemmas.
Fix any ε ∈ (0, 1). Let δ = ε4bP (m+n2) . We choose h to be
h :=
1
4nbP (nC˜)2
<
1
2nbP (nC˜ + C˜)2
(to make sure the hypothesis of Lemma 4.23 is satisﬁed). Fix
k >
12C˜bP
h
ln
(
mbP
δ
)
=
12C˜bP
h
ln
(
4b2P (m+ n
2)m · ε−1)
and use Lemma 4.23 (with δ in place of ε). We are guaranteed that for every basic nonoptimal
ﬂow g, there is an edge e ∈ E such that ge > 0 and xe(k) < δ.
Because k is big enough, we can use Lemma 4.21 (again with δ in place of ε) to obtain a
noncircular ﬂow f 
 0 with ‖f − x(k)‖∞ < δ. Hence, for every basic nonoptimal ﬂow g, there
is an edge e ∈ E such that ge > 0 and fe < 2δ = ε2bP (m+n2) . By Lemma 4.22, ‖f − f‖∞ < ε2 ,
hence
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‖x(k)− f‖∞  ‖f − f‖∞ + ‖f − x(k)‖∞  ε2 + δ < ε.
4.4 Conclusion
4.4.1 Future Work
Several questions on the directed Physarum dynamics remain open. The most interesting and per-
haps the most challenging at the same time is whether a discretization of the directed Physarum
dynamics can be made into a polynomial time algorithm for linear programming. For this one
perhaps needs to resort to higher order discretization methods, as the ﬁrst order (Euler methods)
seems to inherently suﬀer a linear (not logarithmic) dependency on the cost vector.
The entropy barrier following from the optimization viewpoint of the dynamics seems to be
an interesting object. It does not satisfy the usual self-concordance axioms, yet seem to perform
well and perhaps can inspire a polynomial time linear programming algorithm.
4.4.2 Notes
The content of this chapter is based on results obtained in [SV16b] and [SV16a]. There are
rigorous results for existence, convergence and eﬃciency for the shortest path problem [BBD+13].
The LP Physarum dynamics was introduced by [JZ12]. There is a large body of literature in the
mathematical programming community which studies the geometric properties of continuous
trajectories of interior point methods such as projective and aﬃne scaling; see [Kar90, BL89,
NT02]. A dynamical system, which is perhaps the closest to Physarum dynamics in the literature,
has been studied in [Fay91]. It matches the Physarum dynamics up to a certain rescaling, yet is
deﬁned only over the feasible region of the linear program, while Physarum is deﬁned everywhere.
Physarum dynamics also bears similarity to primal aﬃne scaling methods, see, e.g., [LV90].
However, for aﬃne scaling methods, the convergence rate can be provably bad: 1/t, see, e.g.,
[MS89].
Chapter 5
The Undirected Physarum Dynamics
In this chapter we study the undirected Physarum dynamics. We introduce the most general
form of this dynamical system: for the basis pursuit problem and prove that its discretization
converges to optimal solutions in value, whenever the step size is small enough. Subsequently we
develop an understanding of this dynamics from the viewpoint of optimization. We prove that
it is essentially a small-step variant of the IRLS algorithm, whose convergence is still an open
problem.
5.1 Preliminaries and Statement of Results
5.1.1 Preliminaries
Basis Pursuit. Recall that in the basis pursuit problem one is given a matrix A ∈ Rn×m and a
vector b ∈ Rn, typically with n much smaller than m. The goal is to compute a solution x ∈ Rm
to the linear system Ax = b that has the smallest possible 1 norm. In other words, we are
interested in the following optimization problem
min
x∈Rm
m∑
i=1
|xi| s.t. Ax = b. (5.1)
We assume that the matrix A has rank n, i.e., all of its rows are linearly independent. Every
linear system can be eﬃciently brought into this form by removing certain equations. In the
remaining part of this chapter we refer to x as an arbitrary (but ﬁxed) solution to (5.1). Each
pair (A, b), composed of a matrix A satisfying the above rank assumption and a vector b such
that the linear system Ax = b has a solution, is an instance of the basis pursuit problem.
Weighted 2-minimization An important component of the IRLS algorithm and the Physarum
dynamics is the followingweighted 2-minimization problem. For a matrix A ∈ Rn×m, a vector
b ∈ Rn and weights w ∈ Rm>0, the weighted 2-minimization problem is as follows:
min
x∈Rm
m∑
i=1
w−1i x
2
i s.t. Ax = b. (5.2)
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We denote by q(w) the optimal solution to the above optimization problem. See Fact 5.2 for a
proof that q(w) exists and is unique.
Physarum dynamics. We now recall the undirected Physarum dynamics for the basis pursuit
problem. For the purpose of clarity in notation we slightly deviate from the notation in Chapter
2, where the solutions to the Physarum dynamics are denoted by x. Here we use σ for solutions,
and we reserve x for a use as a free variable. Similarly for the vector q, we use q as a function
in this chapter and hence in the below deﬁnition it is replaced by ϕ. The Physarum dynamics
for the basis pursuit problem is deﬁned by the following system of diﬀerential equations, with
σ(t) ∈ Rm0
d
dt
σ(t) = |ϕ(t)| − σ(t), (5.3)
where ϕ(t) := Σ(t)A(AΣ(t)A)−1b and Σ(t) denotes a diagonal matrix with σ(t) on the diag-
onal. Additionally, an initial condition σ(0) ∈ Rm>0 is speciﬁed. In Section 5.2.2 it is proved that
for every such initial condition, (5.3) has a unique global solution σ : [0,∞)→ Rm>0.
The IRLS algorithm for solving the basis pursuit problem, is initialized with z(0) – any solution
to the linear system Ax = b. Subsequently, given z(k), the algorithm computes z(k+1) as follows:
z(k+1) := argmin
x∈Rm
x2i∣∣∣z(k)i ∣∣∣ s.t. Ax = b.
In other words, z(k+1) = q
(∣∣z(k)∣∣). This gives rise to a sequence of vectors z(0), z(1), . . .. We
denote the output sequence
(
z(k)
)
k∈N by
IRLS
[
A, b, z(0)
]
.
Meta-Algorithm. To formalize the connection between the continuous Physarum dynamics
and the IRLS algorithm we introduce the following Meta-Algorithm. For a given step size
h ∈ (0, 1], it is initialized with a candidate solution y(0) ∈ Rm that satisﬁes Ay(0) = b and a
vector of weights w(0) ∈ Rm>0, and proceeds according to the update rule:
(y(k+1), w(k+1)) := (1− h)(y(k), w(k)) + h(q(k), |q(k)|),
where q(k) = q(w(k)). We denote the sequence
(
(y(k), w(k))
)
k∈N by
MA
[
A, b, h, y(0), w(0)
]
.
Note that
(
w(k)
)
k∈N depends only on h and w
(0) and not on y(0). Therefore, we also use
MA
[
A, b, h, w(0)
]
to denote the resulting sequence of weights
(
w(k)
)
k∈N.
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Remark 5.1
Note that when one sets h = 1 in the Meta-Algorithm, it might happen that the weight vector
w(k) ends up having a zero coordinate, i.e., w(k)i = 0 for some i ∈ {1, 2, . . . ,m} and k ∈ N. In
such a case, the corresponding weight in the 2-minimization problem should be treated as
+∞ and, hence, forces q(k)i = 0. In other words, in the presence of zeros in w(k), we set every
zero-coordinate to 0 in q(k) and solve a weighted 2-minimization problem over the remaining
coordinates. In fact, this is how the algorithm is formally deﬁned.
5.1.2 Statement of Results
Our ﬁrst result asserts that both the IRLS and the Physarum dynamics can be seen as special
cases of the Meta-Algorithm; this establishes an equivalence between them.
Theorem 5.1 (Equivalence)
Let (A, b) be any instance of the basis pursuit problem.
1. Let y(0) be any solution to the linear system Ax = b and let(
y(k), w(k)
)
k∈N
:= MA
[
A, b, 1, y(0),
∣∣∣y(0)∣∣∣] .
Then IRLS
[
A, b, y(0)
]
=
(
y(k)
)
k∈N .
2. Let σ : [0,∞) → Rm>0 be a solution to the Physarum dynamics (5.3) starting at σ(0).
Then, for any t > 0 we have
lim
h→0+
w
(k(h))
h = σ(t),
where k(h) :=  th and (w(k)h )k∈N := MA [A, b, h, σ(0)] for any h ∈ (0, 1). In words, for
any ﬁxed t, if the Meta-Algorithm and the Physarum dynamics are initiated at the
same initial point σ(0) then, as h→ 0, the value of the Physarum dynamics after time
t is the same as that of the Meta-Algorithm after a suitable number of steps.
Our second theorem gives a quantitative convergence bound for the Meta-Algorithm. For the
sake of clarity of presentation, it is assumed that the input matrix A and the input vector b have
integer entries.
Theorem 5.2 (Convergence and Complexity)
Let (A, b) be any integral instance to the basis pursuit problem. Suppose that y(0) and w(0)
are chosen so as to satisfy Ay(0) = b and w(0) 
 ∣∣y(0)∣∣. Furthermore, assume w(0)i 
 1 for every
i ∈ {1, 2, . . . ,m} and ‖w(0)‖1  M‖x‖1 for some M ∈ R. Let ε ∈ (0, 1/2) and h  ε20mD .
Then for k = O
(
lnM+ln‖x‖1
hε2
)
we have ‖y(k)‖1  (1 + ε)‖x‖1, where
(
(y(k), w(k))
)
k∈N :=
MA
[
A, b, h, y(0), w(0)
]
.
In the above statement
D := max {|det(A′)| : A′ is a square submatrix of A} . (5.4)
A few remarks are in order. The assumptions on the starting point (y(0), w(0)) that we make in
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the statement are not crucial. However, they allow us to state the bounds in a simple form and
make the proof much cleaner. Note that by taking any feasible solution y(0) (i.e., Ay(0) = b) and
deﬁning w(0)i := max(1,
∣∣y(0)∣∣) for i = 1, 2, . . . ,m we obtain an initial solution which trivially
satisﬁes the condition of the theorem. For instance, one can obtain y(0) by solving the least
squares problem over the subspace Ax = b, i.e., minimize ‖x‖2 instead of ‖x‖1 as in basis
pursuit. Since the norms ‖·‖1 and ‖·‖2 diﬀer only by at most a
√
m multiplicative factor, one
can take M = O(
√
m) in the statement of Theorem 5.2.
The choice of the step size h in Theorem 5.2 follows directly from our analysis and is not
likely to be optimal. Experiments suggest that the claimed iteration bound should hold even
when h is a small constant (that does not depend on the input).
Our last result concerns an important special case of the basis pursuit problem: the undirected
transshipment problem. In the undirected transshipment problem, we are given an undirected
graph G = (V,E), a demand vector b ∈ ZV and a cost vector c ∈ ZE>0. Assume that
∑
v bv = 0
and let B ∈ RV×E be any signed incidence matrix of G. The goal is to ﬁnd a ﬂow vector f ∈ RE
which satisﬁes the demand (Bf = b) and minimizes the cost of the unsigned ﬂow:
∑
e∈E ce|fe|.
Note that in the basis pursuit problem the cost vector is always the all-one vector, however
one can easily derive the corresponding meta-algorithm (and Physarum dynamics and IRLS) for
the non-uniform case. The only diﬀerence in the meta-algorithm is that the q(k) vector is now
computed as q(k) := q
(
w
(k)
1
c1
, . . . ,
w(k)m
cm
)
= q(C−1w(k)).
In the below theorem we show that an even better bound holds on the number of iterations
than it would follow from Theorem 5.2. For an instance (G, b, c), where G is an n-node undirected
graph, we denote by bP = ‖b‖1 the total demand and cmax = maxe∈E ce is the maximum cost.
Let also f ∈ RE be any optimal solution to this instance.
Theorem 5.3 (Iteration Bound for the Undirected Transshipment Problem)
Let (G, b, c) be an instance of the undirected transshipment problem. Choose the initial
solution to be w(0)e = bP for every e ∈ E. Then for every ε > 0, by picking the step
size h := ε/10ncmax after k = O (ncmax ln(nCbP )/ε3) iterations of the meta-algorithm we have∑
e∈E ce |fe |  cw(k)  (1 + ε)
∑
e∈E ce |fe |.
By comparing the above to Theorem 5.2 for the case when c ≡ 1, one can see that up to
logarithmic factors, the number of iterations is linear in n, as opposed to linear in m, which is a
signiﬁcant speed-up for dense graphs. This improvement is obtained by taking advantage of the
fact that the weighted 2-minimization problem underlying the Physarum dynamics coincides
with the notion of electrical ﬂows. Then, using properties of electrical ﬂows we manage to obtain
better bounds on the so-called potential diﬀerences on edges and as eﬀect arrive at an improved
iteration bound. Also importantly the Spielman-Teng solver [ST04] allows us to execute each
iteration in O˜(m) time giving yet another instance of the “Laplacian paradigm” [Spi12, Ten10,
Vis12].
5.2 Proofs
5.2.1 Structural Results
In this section some structural results regarding the weighted 2−minimization and the behavior
of the Meta Algorithm are presented. The ﬁrst fact establishes a certain useful geometric condi-
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tion that is maintained by the Meta-Algorithm throughout all steps of its execution, whenever
it is initialized to satisfy it.
Fact 5.1 (Positivity and boundedness)
Suppose
(
(y(k), w(k))
)
k∈N := MA
[
A, b, h, y(0), w(0)
]
is a sequence produced by the Meta-
Algorithm for some h ∈ (0, 1). If w(0) > 0 and ∣∣y(0)∣∣  w(0) then w(k) > 0 and ∣∣y(k)∣∣  w(k)
for every k ∈ N.
Proof.
The proof proceeds by induction. When k = 0, the claim is valid by the assumption on y(0) and
w(0). For k 
 0, we have
w
(k+1)
i = (1− h)w(k)i + h
∣∣∣q(k)i ∣∣∣ > 0
because h ∈ (0, 1). Similarly ∣∣∣y(k+1)i ∣∣∣ = ∣∣∣(1− h)y(k)i + hq(k)i ∣∣∣
 (1− h)
∣∣∣y(k)i ∣∣∣+ h ∣∣∣q(k)i ∣∣∣
 (1− h)w(k)i + h
∣∣∣q(k)i ∣∣∣
= w(k+1)i .
The next fact summarizes some simple but useful properties of the weighted 2-minimization
problem.
Fact 5.2 (Unique solution and its norm)
Let A ∈ Rn×m be a matrix of rank n, b ∈ Rn and w ∈ Rm>0. Then, there exists a unique
solution q = q(w) ∈ Rm to the weighted 2-minimization problem (5.2) and it is given by
q =WA(AWA)−1b.
Moreover, its weighted 2-norm satisﬁes
m∑
i=1
q2i
wi
= bL−1b,
where L := AWA ∈ Rn×n is invertible.
Proof.
To prove the ﬁrst claim, consider the strictly convex function f : Rm → R given by f(x) :=∑m
i=1
x2i
wi
. The optimality conditions for the convex program min{f(x) : Ax = b} are then given
by {
AWAλ = b
x =WAλ
,
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where λ ∈ Rn are Lagrangian multipliers for the linear constraints Ax = b. We claim that
L = AWA is a full rank matrix. Indeed, suppose that u ∈ Rn is such that Lu = 0, then
0 = uLu = uAWA = ‖W 1/2Au‖2,
hence u = 0, since A, and consequently W 1/2A, have rank n. For this reason L is invertible and
the optimizer is explicitly given by the expression WA(AWA)−1b.
The proof of the second claim starts with the formula q =WAL−1b established in the ﬁrst
claim. Thus,
∑m
i=1
q2i
wi
= qW−1q and, hence:
qW−1q = bL−1AWW−1WAL−1b
= bL−1(AWA)L−1b
= bL−1b.
The following lemma plays an important role in the proof of Theorem 5.2. The fact that the
upper bound is a constant (α) ends up being one of the main reasons why one can prove the
convergence of the Meta-Algorithm for a ﬁxed h (which, in turn, depends on α). Below, the
columns of A ∈ Rn×m are denoted by a1, a2, . . . , am ∈ Rn.
Lemma 5.1 (Uniform upper bound)
Let A ∈ Rn×m be a matrix of rank n and w ∈ Rm>0 be a weight vector. Then
∀i, j ∈ {1, 2, . . . ,m} wi · |ai L−1aj |  α
where L := AWA and α ∈ R is a constant that depends only on A.
The above follows directly from Lemma 4.1. The following its corollary is used multiple times in
our proofs.
Corollary 5.1
Let A ∈ Rn×m be a matrix of rank n, let w ∈ Rm>0 be a weight vector, and let q = q(w) be
the corresponding weighted 2-minimizer. Let y ∈ Rm be any solution to Ay = b such that
|yi|
wi
 K for every i = 1, 2, . . . ,m. Then
∀i ∈ {1, 2, . . . ,m} |qi|
wi
 K · α ·m,
where α ∈ R is a constant that depends only on A.
Proof.
Let L = AWA (note that both L and L−1 are symmetric matrices), then q = WAL−1b and
hence |qi|
wi
=
∣∣ai L−1b∣∣ .
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Since Ay = b, we obtain
|qi|
wi
=
∣∣ai L−1Ay∣∣

m∑
j=1
∣∣yj · ai L−1aj∣∣
=
m∑
j=1
|yj | ·
∣∣aj L−1ai∣∣
Lemma 5.1
m∑
j=1
|yj | · α
w
(k)
i
 K · α ·m.
Remark 5.2
It can be shown that if A is a matrix with integer entries then α (as in Lemma 5.1 and
Corollary 5.1) can be chosen to be
D := max {|det(A′)| : A′ is a square submatrix of A} ;
see Lemma 4.1 in Chapter 4. We use this value in some of our bounds.
5.2.2 Equivalence of Physarum Dynamics and IRLS
In this section we present a proof of Theorem 5.1. The proof has two parts that are established
in the two subsequent subsections. While the ﬁrst is rather trivial, the second takes some eﬀort
as it requires establishing several technical facts about the Physarum dynamics.
IRLS as the Meta-Algorithm for h = 1
Proof of Theorem 5.1, Part 1:
When h = 1, the Meta-Algorithm proceeds as follows:(
y(k+1), w(k+1)
)
=
(
q(k),
∣∣∣q(k)∣∣∣) ,
where q(k) = q(w(k)). Therefore, at each step, w(k) =
∣∣y(k)∣∣. In particular, the dynamics is guided
only by the y variables and is given by y(k+1) = q(|y(k)|). This is exactly the same update rule
as IRLS whose iterations correspond to z(k+1) = q(|z(k)|).
Physarum Dynamics as the limiting case (h→ 0) of the Meta-Algorithm
Fix an instance of the basis pursuit problem: A ∈ Rn×m and b ∈ Rn. Note that by Fact 5.1, the
vector ϕ(t) deﬁned in (5.3) can be equivalently characterized as q(σ(t)). Let G(σ) = |q(σ)| − σ
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so that the Physarum dynamics can then be written compactly as
d
dt
σ(t) = G(σ(t)). (5.5)
In this section, we use the 2-norm to measure lengths of vectors and, hence, ‖σ‖ should be
understood as
√∑m
i=1 σ
2
i . We now state some technical lemmas whose proofs have been deferred
to Section 5.2.2.
Lemma 5.2 (Properties of Physarum trajectories)
Let T ∈ R>0 and σ : [0, T )→ Rm>0 be any solution to the Physarum dynamics (5.5).
1. For every t ∈ [0, T ) and for all i ∈ {1, 2, . . . ,m}, σi(t) 
 σi(0)e−t.
2. The solution stays in a bounded region, i.e., supt∈[0,T )‖σ(t)‖ <∞.
3. The limit limt→T− σ(t) exists and is a point in Rm>0.
The next lemma implies the existence of a global solution of Physarum trajectories for all valid
starting points.
Lemma 5.3 (Existence of global solution)
For every initial condition σ(0) ∈ Rm>0 there exists a global solution σ : [0,+∞) → Rm>0 to
the Physarum dynamics (5.5).
The ﬁnal lemma, whose proof relies on the previous lemmas, implies the proof of the second part
of Theorem 5.1 trivially.
Lemma 5.4 (Error analysis)
Let σ : [0, T ] → Rm>0 be a solution to (5.5) for T ∈ R0 and let
(
w(k)
)
k∈N be the sequence
of weights produced by the Meta-Algorithm when initialized at w(0) = σ(0) with some step
size h ∈ (0, 1). Then, there exists a constant K > 0 such that for every small enough h > 0
and k := Th  it holds that
‖w(k) − σ(T )‖  Kh.
Proof.
Fix any solution σ : [0, T ]→ Rm>0 and let
ε := min
{
σi(0)e−T
2
: i = 1, 2, . . . ,m
}
.
Take K to be the closed ε-neighborhood of {σ(t) : t ∈ [0, T ]}, i.e., the set of all points of distance
at most ε from any point on the solution curve. Note that by Lemma 5.2, K is a compact subset
of Rm>0. Let L1, L2 > 0 be constants such that
‖G(x)−G(y)‖  L1‖x− y‖ for all x, y ∈ K,
‖σ(t)− σ(s)‖  L2 |t− s| for all t, s ∈ [0, T ].
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Such an L1 exists because G is locally Lipschitz. To see why L2 exists one can use the fact that
G is bounded on K (as a continuous function on a compact domain) together with the formula
σ(t)− σ(s) =
∫ t
s
G(σ(τ))dτ.
We claim that for every h ∈ (0, 1) and k ∈ N such that h · k  T and hL2eL1T  ε,
‖w(k) − σ(hk)‖  hL2eL1T .
The above claim is enough to conclude the proof. Towards its proof, ﬁrst deﬁne
dh() := ‖w(
) − σ(h)‖
for any h ∈ (0, 1) and  ∈ N. Recall that
w(
+1) = w(
) + hG(w(
)).
Assuming that w(
+1) ∈ K, we obtain
dh(+ 1) = ‖σ((+ 1)h)− w(
+1)‖
= ‖σ(h)− w(
) + σ((+ 1)h)− σ(h)− hG(w(
))‖
 dh() + ‖σ((+ 1)h)− σ(h)− hG(w(
))‖.
Next, we analyze the error term:
‖σ((+ 1)h)− σ(h)− hG(w(
))‖ = ‖
∫ (
+1)h

h
G(σ(τ))dτ − hG(w(
))‖
= ‖
∫ (
+1)h

h
[
G(σ(τ))−G(w(
))
]
dτ‖

∫ (
+1)h

h
‖G(σ(τ))−G(w(
))‖dτ

∫ (
+1)h

h
L1‖σ(τ)− w(
)‖dτ.
To bound the distance ‖σ(τ)− w(
)‖ for any τ ∈ [h, (+ 1)h], note that
‖σ(τ)− w(
)‖  ‖σ(τ)− σ(h)‖+ ‖σ(h)− w(
)‖  hL2 + dh().
Altogether, we obtain the following recursive bound on dh(+ 1)
dh(+ 1)  dh() + hL1(hL2 + dh()) = dh()(1 + hL1) + h2L1L2.
By expanding the above expression, one can show that
dh()  h2L1L2

−1∑
i=0
(1 + hL1)
i  hL2(1 + hL1)
  hL2eh
L1 .
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In particular, whenever h ·  T , we obtain that dh()  hL2etL1 . Note that the above derivation
is correct under the assumption that all the points w(0), w(1), . . . , w(
) belong to K, however this
is implied by the assumption that h is small: hL2eL1T  ε.
Technical lemmas and their proofs
Lemma 5.5 (Local Lipschitzness)
The function G : Rm>0 → Rm is locally Lipschitz, i.e., for every compact subset K of Rm>0,
the restriction GK is Lipschitz.
Proof.
Fix any compact subset K ⊆ Rm>0. Since G(σ) = |q(σ)|−σ and the identity function is Lipschitz,
it is enough to prove that σ → |q(σ)| is Lipschitz on K. It follows from Fact 5.2 that
q(σ) = ΣA(AΣA)−1b
and, hence, Cramer’s rule implies that qi(σ) is a rational function of the form
Qi(σ)
det(AΣA) where
Qi(σ) is a polynomial. Since det(AΣA) is positive for σ ∈ Rm>0, qi(σ) is a continuously diﬀer-
entiable function on Rm>0. Further, since K is a compact set, the magnitude of the derivative of
q is upper bounded by a ﬁnite quantity, i.e.,
sup
σ∈K
‖∇qi(σ)‖  C for all i = 1, 2, . . . ,m
for some C ∈ R. Now, for any x, y ∈ K and any i ∈ {1, 2, . . . ,m}:
qi(x)− qi(y) =
∫ 1
0
〈∇qi(y + t(x− y)), x− y〉 dt
and, thus, using the Cauchy-Schwarz inequality it follows that
|qi(x)− qi(y)|  ‖x− y‖ · sup
σ∈[x,y]
‖∇qi(σ)‖  C‖x− y‖.
Thus, the Lipschitz constant of q on K is at most
√
m · C.
Proof of Lemma 5.2:
The ﬁrst claim follows directly from Gronwall’s inequality (see Section 2.3 in [Per01]) since
d
dt
σi(t) = |qi(σ(t))| − σi(t) 
 −σi(t).
For the second claim, it is enough to show that there exists a constant C1 > 0 such that
|qi(σ(t))|
σi(t)
 C1 (5.6)
for all t ∈ [0, T ] and i = 1, 2, . . . ,m. Indeed, Gronwall’s inequality then implies that σi(t) 
σi(0)eC1t, for all t ∈ [0, T ]. Towards the proof of (5.6), let y ∈ Rm be any ﬁxed solution to
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Ay = b. From the ﬁrst claim of Lemma 5.2, for every t ∈ [0, T ] and i = 1, 2, . . . ,m we obtain
|yi|
σi(t)
 |yi|σi(0)−1et  |yi|σi(0)−1eT .
Hence, by Corollary 5.1, |qi(σ(t))|σi(t) is upper bounded by a quantity C1 that depends on T, σ(0), A, b
only; proving the second claim.
The last claim follows from the previous two and the continuity G. Indeed, one can deduce
that the solution curve {σ(t) : t ∈ [0, T ]} is contained in a compact set K ⊆ Rm>0. Denote
C2 := max {‖G(σ)‖ : σ ∈ K}. For any s, t ∈ [0, T ]
‖σ(t)− σ(s)‖ = ‖
∫ t
s
G(σ(τ))dτ‖  C2 |s− t| .
The above readily implies that limt→T− σ(t) exists. Since K is a compact set, the limit σ(T )
belongs to K and thus σ(T ) ∈ Rm>0.
Proof of Lemma 5.3:
By Lemma 5.5, the function G(σ) is locally Lipschitz and, hence, there is a maximal interval
of existence [0, T ) of a solution σ(t) to (5.5) where 0 < T  +∞ (see Theorem 1, Section 2.4
in [Per01]). Suppose that x : [0, T ) → Rm is a solution with T ∈ R>0. We show that it can
be extended to a strictly larger interval [0, T + ε) for some ε > 0. Let σ(T ) := limt→T− σ(t);
the limit exists and σ(T ) ∈ Rm>0 by Lemma 5.2. Since G(σ) is locally Lipschitz, one can apply
the Fundamental Existence-Uniqueness theorem (see Section 2.2 in [Per01]) to obtain a solution
τ : (T − ε, T + ε)→ Rm>0 with τ(T ) = σ(T ) for some ε > 0. Because of uniqueness, τ and σ agree
on (T − ε, T ] and, hence, can be combined to yield a solution on a larger interval: [0, T + ε). This
concludes the proof of the lemma.
5.2.3 Convergence and Complexity of the Meta-Algorithm
In this section we present a proof of Theorem 5.2. In the rest of this section, we assume that
the starting vectors (y(0), w(0)) satisfy the condition stated in Theorem 5.2. It then follows from
Fact 5.1 that w(k) > 0 and
∣∣y(k)∣∣  w(k) for every k ∈ N. Our goal is to prove that y(k) approaches
an optimal solution to the problem (5.1). Since Ay(k) = b for every k, the proof reduces to showing
that ‖y(k)‖1 → ‖x‖1. Towards this goal, we ﬁrst introduce the potential functions that are used
in Section 5.2.3. Subsequently, we show how these potential functions can be used to explain
how the vector y(k) moves towards optimality. The analysis has two cases: one when the energy
is signiﬁcantly smaller than the cost (see Section 5.2.3), and one where the energy is higher than
the optimal value (see Section 5.2.3).
Potential functions
Cost.We call ‖w(k)‖1 the cost of the current solution. It follows from Fact 5.1 that
∣∣y(k)∣∣  w(k).
Hence, proving that ‖w(k)‖1 → ‖x‖1 implies the same for y(k). We show, in particular, that the
cost decreases with k. To reason about the rate at which it decreases two additional potential
functions are required.
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Energy. The energy of the current solution is deﬁned to be
E(k) :=
m∑
i=1
(
q
(k)
i
)2
w
(k)
i
.
It corresponds to the optimal value of the 2-minimization problem that is solved at step k.
Entropy. The relative entropy of the current solution with respect to the optimal one, or the
generalized Kullback-Leibler divergence between x and w(k), is denoted by
I(k) := DKL
(
x, w(k)
)
=
m∑
i=1
xi ln
xi
w
(k)
i
−
m∑
i=1
xi +
m∑
i=1
w
(k)
i .
While the proof idea and its intuitive meaning is best understood in terms of I(k), it is more
convenient to use a simpliﬁed variant of I(k). Dropping the constant terms and the ‖w(k)‖1 term,
we arrive at the potential
B(k) :=
m∑
i=1
xi lnw
(k)
i
which we call the barrier, as it resembles the logarithmic barrier function used in interior point
methods; see [Wri97].
Case 1: Cost is far from energy
Lemma 5.6
For every k ∈ N it holds that ‖w(k+1)‖1  ‖w(k)‖1. Furthermore, if for some ε ∈
(
0, 12
)
,
‖w(k)‖ > (1 + ε3)E(k), then ‖w(k+1)‖  (1− hε8 ) ‖w(k)‖.
Proof.
Start by noting that
‖w(k)‖1 − ‖w(k+1)‖1 = h
m∑
i=1
(
w
(k)
i −
∣∣∣q(k)i ∣∣∣)
= h
(
‖w(k)‖1 − ‖q(k)‖1
)
.
Furthermore,
‖q(k)‖1 =
m∑
i=1
∣∣∣q(k)i ∣∣∣ = m∑
i=1
√
w
(k)
i
|q(k)i |√
w
(k)
i
.
Thus, by applying the Cauchy-Schwarz inequality, we obtain
m∑
i=1
√
w
(k)
i
|q(k)i |√
w
(k)
i
 ‖w(k)‖1/21 · E(k)1/2.
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Consequently, the following holds:
h
(
‖w(k)‖1 − ‖q(k)‖1
)

 h‖w(k)‖1/21
(
‖w(k)‖1/21 − E(k)1/2
)
.
Since q(k) minimizes the weighted 2-norm over the subspace Ax = b, it follows that:
E(k) =
m∑
i=1
(
q
(k)
i
)2
w
(k)
i

m∑
i=1
(
y
(k)
i
)2
w
(k)
i

m∑
i=1
(
w
(k)
i
)2
w
(k)
i
= ‖w(k)‖1.
This establishes the ﬁrst part of the lemma. Assume now that ‖w(k)‖ > (1 + ε3)E(k). As a
consequence,
‖w(k)‖1 − ‖w(k+1)‖1 
 h‖w(k)‖1/21
(
‖w(k)‖1/21 − E(k)1/2
)

 h
(
1−
(
1 +
ε
3
)−1/2)
‖w(k)‖1.
To complete the proof of the lemma, it remains to note that 1− (1 + ε3)−1/2 
 ε8 .
Case 2: Energy is far from the optimal value
To track the convergence process for steps when the cost is close to energy we use the barrier
potential B(k). The following lemma characterizes its behavior.
Lemma 5.7
Suppose that h  ε20·m·D , then for every k it holds that
B(k + 1) 
 B(k) + h
((
1− ε
10
)
E(k)−
(
1 +
ε
10
)
‖x‖1
)
.
Here D is as deﬁned in Equation (5.4).
The proof uses the following simple inequality
∀x ∈ [−1/2, 1/2] x− x2  ln(1 + x)  x. (5.7)
Proof.
Consider the change in the barrier potential:
B(k + 1)− B(k) =
m∑
i=1
xi ln
w
(k+1)
i
w
(k)
i
=
m∑
i=1
xi ln
⎛⎝1 + h
⎛⎝
∣∣∣q(k)i ∣∣∣
w
(k)
i
− 1
⎞⎠⎞⎠ .
We apply the left hand side of (5.7) to every summand. This is possible by the assumption that
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x 
 0. For simplicity let zi :=
(∣∣q(k)
i
∣∣
w
(k)
i
− 1
)
. Thus, we obtain that
B(k + 1)− B(k) 

m∑
i=1
xi (hzi − h2z2i )
= h
m∑
i=1
xi zi − h2
m∑
i=1
xi z
2
i .
(5.8)
The linear and the quadratic terms are analyzed separately. For the linear term, note that
h
m∑
i=1
xi zi = h
m∑
i=1
xi
⎛⎝
∣∣∣q(k)i ∣∣∣
w
(k)
i
⎞⎠− h‖x‖1.
Henceforth, for brevity, denote the sum
∑m
i=1 x

i
(∣∣q(k)
i
∣∣
w
(k)
i
)
by E˜(k). Then the above linear term
becomes h · E˜(k)− h · ‖x‖1. To analyze the quadratic term in (5.8), we apply Corollary 5.1 to
obtain:
m∑
i=1
h2xi z
2
i  h2 · |mD + 1| ·
m∑
i=1
xi |zi|
 h · ε
10
·
m∑
i=1
xi
⎛⎝
∣∣∣q(k)i ∣∣∣
w
(k)
i
+ 1
⎞⎠
= h · ε
10
E˜(k) + h · ε
10
‖x‖1.
Combining the linear and quadratic order bounds, we obtain:
B(k + 1)− B(k) 
 h
(
1− ε
10
)
E˜(k)− h
(
1 +
ε
10
)
‖x‖1.
To complete the proof, it suﬃces to show that E˜(k) 
 E(k). Towards this, note that
m∑
i=1
xi
⎛⎝
∣∣∣q(k)i ∣∣∣
w
(k)
i
⎞⎠ 
 m∑
i=1
xi
q
(k)
i
w
(k)
i
= (x)
(
W (k)
)−1
q(k) = (x)
(
W (k)
)−1
W (k)AL−1b
= (x)AL−1b = bL−1b
where L := AW (k)A. The above, together with Fact 5.2, gives
E˜(k) 
 bL−1b = E(k),
which concludes the proof of the lemma.
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Proof of Theorem 5.2
We would like to upper bound the number of steps until the ﬁrst time when ‖w(k)‖1  (1 +
ε)‖x‖1. From Lemma 5.6, the 1-norm of w(k) is non-increasing with k and whenever ‖w(k)‖1 >(
1 + ε3
)
E(k) (i.e., Case 1 occurs), ‖w(k)‖1 decreases by a multiplicative factor of (1− hε8 ). This
means that there can be at most
ln
(
M
1+ε
)
ln(1− hε)−1 = O
(
lnM
hε
)
such steps. Consider a step for which ‖w(k)‖1 
(
1 + ε3
)
E(k). We obtain:
(1 + ε)‖x‖1  ‖w(k)‖1 
(
1 +
ε
3
)
E(k).
This implies in particular that
E(k) 

(
1 +
ε
2
)
‖x‖1,
i.e., Case 2 occurs. We apply Lemma 5.7 to conclude that in this case
B(k + 1) 
 B(k) + hε
5
‖x‖1.
We now analyze how B(k) changes. Start by observing that B(0) 
 0 (since w(0)i 
 1 for every
i ∈ {1, 2, . . . ,m}) and B(k) is upper bounded by ‖x‖1 · (lnM + ln‖x‖1) (this holds because
‖w(k)‖1  ‖w(0)‖1  M‖x‖1). At every step k for which ‖w(k)‖1 >
(
1 + ε3
)
E(k), B(k) drops
by at most
h
(
1 +
ε
10
)
‖x‖1  2h‖x‖1
by Lemma 5.7. Note that by the reasoning above there are at most O
(
lnM
hε
)
such steps. On the
other hand, if ‖w(k)‖1 
(
1 + ε3
)
E(k) then B(k) increases by at least hε5 ‖x‖1. This means that
the total decrease of B(k) is at most
O
(
lnM
ε
‖x‖1
)
.
Therefore, the number of steps in which ‖w(k)‖1 
(
1 + ε3
)
E(k) is at most
O
(
lnM
ε ‖x‖1 + ‖x‖1 · (lnM + ln‖x‖1)
hε
5 ‖x‖1
)
which is bounded by O
(
lnM+ln‖x‖1
hε2
)
. This completes the proof of Theorem 5.2.
5.2.4 Iteration Bound for Undirected Transshipment Problem
The main component of our improved iteration bound for the transshipment problem is the
following strenghtening of Corollary 5.1 for the case where the matrix A is an incidence matrix
of a graph.
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Lemma 5.8
Let B ∈ RV×E be an indcidence matrix of an undirected graph G = (V,E), b ∈ Zm be
a demand vector and c ∈ ZE>0 a cost vector. Let w ∈ RE>0 be any weight vector, and let
q = q(C−1w) be the corresponding weighted 2-minimizer. Let y ∈ RE be any solution to
By = b such that |ye|we  K for every e ∈ E. Then
∀e ∈ E |qe|
we
 K · cmax · n,
where cmax := maxe∈E ce.
Proof.
By adapting the electrical network interpretation (see [Vis12]) of the weighted 2-minimization
problem, observe that the vector p ∈ RV deﬁned as
p := (BC−1WB)−1b
deﬁnes node potentials for the electrical ﬂow on the graph G, where the resistance of an edge e
is cewe for all e ∈ E. This vector is not unique but any two such vector diﬀer by a multiple of the
all-one vector, hence in particular the potential diﬀerences on edges: pu − pv for uv ∈ E are well
deﬁned.
The quantity of our interest is |qe|we for an edge e = uv ∈ E which is exactly
|qe|
we
= |pu − pv| .
Thus it is enough to prove that for any pair of vertices u, v ∈ V (not necessarily connected by
an edge) we have
|pu − pv|  cmax ·K · n.
For this, sort all the potentials in nondecreasing order and pick two neighbouring ones pu, pv. In
other words, take u, v, such that pu  pv and for all w ∈ V either pw  pu or pw 
 pv. We show
that pv − pu  K · cmax.
Assume the contrary: pv − pu > K · cmax. Recall that cmax is the maximum cost ce over all
e ∈ E. We deﬁne a partition of V into two sets S, S¯:
S = {w ∈ V : pw  pu}, S¯ = {w ∈ V : pw 
 pv}.
Let ES ⊆ E be the set of edges going between S and S¯. Since the graph is connected we know
that ES = ∅. Since the potentials in S¯ are higher than those in S, it is clear that q sends some
non-zero ﬂow from S¯ to S, in other words bS =
∑
v∈S bv > 0. Moreover, no ﬂow is going back
from S to S¯ (as it would violate the potentials) hence∑
e∈ES
|qe| = bS .
On the other hand:
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∑
e=u1v1∈ES
|qe| =
∑
e∈ES
∣∣∣∣ (pu1 − pv1)wece
∣∣∣∣ > K ∑
e∈ES
∣∣∣∣cmaxwece
∣∣∣∣ ,
since for every u1 ∈ S and every v1 ∈ S¯ we have |pu1 − pv1 | > K · cmax. Note now that by
our assumption there exists a solution y ∈ RE , i.e., Ay = b such that for every e ∈ E we have
|ye|  Kwe. Thus further we obtain:
bS > K
∑
e∈ES
∣∣∣∣cmaxwece
∣∣∣∣ 
 ∑
e∈ES
|ye| 
 bS ,
since y being a valid ﬂow implies that y sends at least bS units of ﬂow between S and S¯. This
contradiction concludes the proof.
We are now ready to sketch the proof of Theorem 5.3.
Proof of Theorem 5.3:
The argumetn follows closely the argument for Theorem 5.2 presented in Section 5.2.3. In particu-
lar the same set of potential functions and the same two cases are considered in the convergence
analysis. Below we highlight where do these two arguments diﬀer, and hence where does the
improvement come from.
Note ﬁrst that by initializing the algorithm with w(0) ≡ bP we make sure that there is a
feasible solution y(0) such that
∣∣y(0)∣∣  w(0) coordinatewise – for example, simply the minimum
cost solution. Thus it follows from Fact 5.1 that this is the case for all iterates.
The only signiﬁcant change in the argument occurs in Case 2: when Energy is far from the
optimal value. The quantity of interest there is
∑
e∈E
ln
⎛⎝1 + h
⎛⎝
∣∣∣q(k)e ∣∣∣
w
(k)
e
− 1
⎞⎠⎞⎠
and in particular a bound on |q
(k)
e |
w
(k)
e
is required in order to use the approximation ln(1 + x) ≈ x.
Given the bound from Lemma 5.8 one can pick h ≈ 1n·cmax for this to hold. Indeed from what our
above observation it follows that the constant K in Lemma 5.8 can be taken to be 1. Finally, in
a later stage of this argument (for Case 2) one has to argue that
h ·
⎛⎝
∣∣∣q(k)e ∣∣∣
w
(k)
e
− 1
⎞⎠  ε
10
.
This follows by choosing h = Θ
(
ε
n·cmax
)
.
5.2.5 Example of Non-Convergence of IRLS
In this section, we present an example instance of the basis pursuit problem for which IRLS fails
to converge to the optimal solution.
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Theorem 5.4
There exists an instance (A, b) of the basis pursuit problem (5.1) and a strictly positive
point y(0) ∈ Rm>0 (with Ay(0) = b) such that if IRLS is initialized at y(0) (and {y(k)}k∈N is
the sequence produced by IRLS) then ‖y(k)‖1 does not converge to the optimal value.
The proof is based on the simple observation that if IRLS reaches a point y(k) with y(k)i = 0 for
some k ∈ N, i ∈ {1, 2, . . . ,m} then y(l)i = 0 for all l > k.
Consider an undirected graph G = (V,E) with V = {u0, u1, ..., u6, u7}, E = {e1, e2, . . . , e9},
and also let s = u0, t = u7. G is depicted in Figure 5.1.
1
4
1
4
3
4
3
4
3
4
3
4
3
4
3
4
1
2u1
u2 u3
u4
u5
u6
s
t
e1
e2
e3
e4 e5
e6
e7
e8
e9
Figure 5.1: The graph G together with a feasible solution y(0) ∈ RV .
We deﬁne A ∈ R8×9 to be the signed incidence matrix of G with edges directed according to
increasing indices and let b := (−1, 0, 0, 0, 0, 0, 0, 1). Then the following problem
min ‖x‖1 s.t. Ax = b
is equivalent to the shortest s − t path problem in G. The linear system Ax = b is stated
explicitly in Figure 5.2. The unique optimal solution is the path s − u4 − u3 − t, i.e., y =
(1, 0, 0, 0, 0, 0, 0, 1,−1) (note that we work with undirected graphs here). In particular, the edge
(u3, u4) is in the support of the optimal vector (it corresponds to the last coordinate of y).
Consider an initial solution y(0) given below
y(0) = (3/4, 3/4, 3/4, 1/4, 3/4, 3/4, 3/4, 1/4, 1/2) .
Claim 5.1
IRLS initialized at y(0) produces in one step a point y(1) with y(1)9 = 0.
The above claim implies that IRLS initialized at y(0) (which has full support) does not converge
to the optimal solution, which has 1 in the last coordinate. Thus to prove Theorem 5.4 it suﬃces
to show Claim 5.1.
Proof of Claim 5.1:
IRLS chooses the next point y(1) ∈ R9 according to the rule:
y(1) = argmin
y∈R9
9∑
i=1
x2i
yi
s.t. Ax = b
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x1 + +x4 = 1
−x1 + x2 = 0
− x2 + x3 = 0
−x3 + x8 + x9 = 0
− x4 + x5 − x9 = 0
− x5 + x6 = 0
− x6 + x7 = 0
− x7 − x8 = −1
Figure 5.2: The linear system that encodes the shortest path problem in Figure 5.1
which is the same as the unit electrical s− t ﬂow in G corresponding to edge resistances 1ye . (This
is due to the fact that electrical ﬂows minimize energy, see [Vis12].) In such an electrical ﬂow the
potentials of u4 and u3 are equal (the paths s− u4 and s− u1 − u2 − u3 have equal resistances),
hence the ﬂow through (u3, u4) is zero.
5.3 Conclusion
5.3.1 Future Work
In this chapter we have established convergence of a damped version of the IRLS algorithm. It
is then natural to ask whether the standard version of this algorithm converges and what is its
rate of convergence. The example presented in section 5.2.5 shows that it does not converge to
optimal solutions for all instances. The following two variants of the convergence question give a
way to bypass this negative example:
(1) Does the IRLS algorithm converge from almost every starting point? Formally: is the set
of “bad” starting points of measure zero?
(2) Does a stochastic variant of IRLS converge? By a stochastic version we mean one which
perturbs the point in every iteration by a small amount of Gaussian noise.
Another interesting question is whether the convergence result for the Physarum dynamics
can be strenghtened to point-wise convergence. The current result gives only convergence in
value, yet the analogous result for the directed dynamics, see Chapter 4, Theorem 4.2 proves
pointwise convergence.
5.3.2 Notes
The content of this chapter is based on results obtained in [SV16a, SV17c]. The barrier potential
– B(k) (as in the proof of Theorem 5.2) appeared ﬁrst in the work of [MO07, MO08] for a special
of the shortest path problem in undirected graphs. In the context of the Physarum dynamics,
the energy potential was ﬁrst studied in [BMV12].

Chapter 6
Estimation Algorithms for Counting
and Optimization
In this chapter we study counting and optimization problems for measures represented by poly-
nomials, as introduced in Chapter 3. In such a problem, a polynomial p ∈ R[x1, x2, . . . , xm] is
given along with a family B ⊆ 2[m] and the goal is to ﬁnd pB :=
∑
S∈B pS (the sum of coeﬃcients
of p corresponding to sets in B) or maxS∈B pS (the maximum coeﬃcients over B). We introduce
CapB(p): the notion of B-capacity of a polynomial p and prove that it provides a decent approx-
imation to the above counting problem whenever, roughly, the polynomial p is real stable and
the family B is a family of bases of a matroid. Further, we extend this idea to the optimization
problem and thus obtain estimation algorithms for both the counting and optimization problem
in a fairly general setting.
6.1 Preliminaries and Statement of Results
6.1.1 Statement of Results
We start by formally deﬁning the notion of B-capacity of a polynomial.
Deﬁnition 6.1 (B−capacity)
For a polynomial g ∈ R+[x1, . . . , xm] and any family of sets B ⊆ 2[m] we deﬁne the B−capacity
of g to be
CapB(g)
def= sup
θ∈P (B)
inf
z>0
g(z)∏m
i=1 z
θi
i
. (6.1)
When B = {{1, 2, . . . ,m}} (i.e., when B contains just a single element) one recovers Gurvits’
capacity function [Gur06] from (6.1). In Section 6.3.7 we show that, when g is real stable, CapB(g)
can be computed using a convex program. The running time of this algorithm depends upon the
maximum number of bits required to represent any coeﬃcient of g. When the coeﬃcients of
g correspond to a probability distribution on the set of all monomials CapB(g) has a natural
interpretation – it can be viewed as the optimal value of a certain entropy maximizing program;
see Section 6.3.1. Importantly, an (equivalent) dual characterization of B−capacity allows us to
prove that CapB(g) is an upper bound on gB, see Section 6.3.1.
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Counting Our counting algorithm outputs CapB(g) as an estimate for gB :=
∑
S∈B gS . The
next deﬁnition captures how good an approximation CapB(g) is to gB.
Deﬁnition 6.2 (Approximation Ratios)
For a family B ⊆ ([m]n ) we deﬁne:
M(B) def= sup
{
CapB(p)
pB
: p ∈ H+(m,n) and pB > 0
}
,
Mlin(B) def= sup
{
CapB(p)
pB
: p ∈ H+1 (m,n) and pB > 0
}
,
where H+(m,n) is the set of all m-variate, n-homogeneous real stable polynomials with
non-negative coeﬃcients and H+1 (m,n) is H
+(m,n) restricted to multi-linear polynomials.
It follows that Mlin(B)  M(B). The reason for the second deﬁnition is because in some ap-
plications, the polynomial g may be multi-linear and one can expect better bounds under such
an assumption. Thus, along with the computability of CapB(g), the above deﬁnitions imply the
following result trivially.
Theorem 6.1 (Counting)
Let B ⊆ ([m]n ) be any family of sets and let g ∈ R+[x1, . . . , xm] be any real stable, n−homogeneous
polynomial. Given access to a separation oracle for P (B) and an evaluation oracle for g, there
is a polynomial time algorithm which computes CapB(g) and, further,
1
M(B)CapB(g) 
∑
S∈B
gS  CapB(g).
Additionally, when g is multi-linear, M(B) can be replaced by Mlin(B) in the bound above.
It remains to bound the approximation ratiosM(B) andMlin(B). We ﬁrst study the ﬁniteness of
these quantities. We give a suﬃcient condition for M(B) to be ﬁnite that relies on the interplay
between matroids and supports of strongly Rayleigh distributions. A distribution μ over subsets
of [m] is called strongly Rayleigh if its generating polynomial pμ(z) =
∑
S⊆[m] μ(S)z
S is real
stable.
Theorem 6.2 (Finiteness of M(B))
Let B ⊆ ([m]n ) be a family of bases of a matroid and let B be the family of bases of the dual
matroid. If there exists a strongly Rayleigh distribution supported on B, then M(B) <∞.
Interestingly, when one gives up either real stability of g or the assumption that B comes from a
matroid, then M(B) can be inﬁnite; we provide examples in Section 6.3.4. For precise deﬁnitions
of matroids, their duals, partition matroids, linear matroids and the unbalance un(M) of a
matroidM, we refer the reader to Section 6.1.2.
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Theorem 6.3 (Quantitative Bounds)
Let B ⊆ ([m]n ) be a family of bases of a matroidM.
1. Strongly Rayleigh. If there is a strongly Rayleigh distribution {pS}S∈B (with pS > 0
for every S ∈ B) and P def= maxS,T∈B pSpT , then
• M(B)  P · mmm! ,
• Mlin(B)  P · 2m.
2. Linear Matroids. IfM is R−linear, then
• M(B)  un(M) · mmm! ,
• Mlin(B)  un(M) · 2m.
3. Partition Matroids. IfM is a partition matroid induced by a partition P1∪· · ·∪Pp =
[m] and integers b1, . . . , bp then
• M(B)  mmm! ·
∏p
j=1
(|Pj |−bj)!
(|Pj |−bj)|Pj |−bj
 en+p
(
m
p
)p/2
,
• Mlin(B)  nnn!
∏p
j=1
bj !
b
bj
j
.
Combining Theorem 6.1 and Theorem 6.3 one can obtain new and old algorithms that estimate
gB for a large class of matroids. For instance, regular matroids, being strongly Rayleigh and linear,
satisfy both parts (1) and (2) of the theorem above with P = 1 and un(M) = 1 respectively,
resulting in an em−approximation algorithm.
In Section 6.3.5 we provide an example where M(B) can be as large as e
√
m for partition
matroids.
Optimization Our main result on computing maxS∈B gS is the following
Theorem 6.4 (Optimization)
Let B ⊆ ([m]n ) be any family of sets and let g ∈ R+[x1, . . . , xm] be any real stable, n−homogeneous
polynomial. Given access to a separation oracle for P (B) = conv{1S : S ∈ B} and an evalua-
tion oracle for g, there is an algorithm which estimates the value of
max
S∈B
gS
up to a factor of M(B) · en. The running time of the algorithm is polynomial in m and
the maximum number of bits required to represent any coeﬃcient of g. In the case when
g ∈ R+1 [x1, . . . , xm], M(B) can be replaced by Mlin(B) in the bound above.
The following corollary concerns maximizing sub-determinants subject to matroid constraints.
Corollary 6.1 (Sub-determinant Maximization)
Let L ∈ Rm×m be a PSD matrix and B ⊆ ([m]n ) be a family of sets. Given access to a
separation oracle for P (B) there is a polynomial time algorithm which estimates the value of
maxS∈B det(LS,S) up to a factor of Mlin(B) · en.
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6.1.2 Preliminaries
In this section we give the necessary background on matroids. We state the deﬁnitions and
examples of matroids, which are most relevant to our results. For a comprehensive treatment of
matroid theory we refer the reader to [Oxl06].
A matroid is a pair (U,M) such that U is a ﬁnite set and M ⊆ 2U satisﬁes the following
three axioms: (1) ∅ ∈ M, (2) if S ∈M and S′ ⊆ S then S′ ∈M, (3) if A,B ∈M and |A| > |B|,
then there exists an element a ∈ A \ B such that B ∪ {a} ∈ M. The collection B ⊆ M of all
inclusion-wise maximal elements ofM is called the set of bases of the matroid. It is known that
all the sets in B have the same cardinality, which is called the rank of the matroid.
Given a matroidM⊆ 2U with a set of bases B we deﬁne another collection of sets B ⊆ 2U
to be
B def= {U \ S : S ∈ B}.
Then B can be shown to be a collection of bases of another matroidM, called the dual ofM.
Linear and Strongly Rayleigh Matroids. We say that a matroidM ⊆ 2[m] is R−linear if
there exists a matrix V ∈ Rm×n (with rows v1, v2, . . . , vm ∈ Rn) such that for every set S ⊆ [m]
we have S ∈ M if and only if the collection of vectors {vj : j ∈ S} is linearly independent over
R. Such a matrix V we call an R−representation of the matroidM. If B is a set of bases ofM
and V ∈ Rm×n is a representation, we deﬁne the unbalance of V to be
un(V ) def= max
{
det(V S VS)
det(V T VT )
: S, T ∈ B
}
,
where VS is an |S| × n sub-matrix of V corresponding to rows from S. For an R−linear matroid
M with set of bases B we deﬁne un(M) (or equivalently un(B)) to be the minimum un(V ) over
all R−representations V of this matroid.
MatroidsM which have a totally unimodular R-representation are called regular, in such a
case un(M) = 1. An example of such is the so called graphic matroid, whose universe U is the
set of all edges of an undirected graph G and the family of bases corresponds to all subsets of
edges which are spanning trees of G.
A matroid M with a set of bases B is called strongly Rayleigh if the polynomial g(z) =∑
S∈B z
S is real stable. Regular matroids are examples of strongly Rayleigh matroids.
Partition and Uniform matroids. AmatroidM is said to be a partition matroid if there exists
a partition P = {U1, U2, . . . , Ut} of the ground set U and a sequence of non-negative integers
b = (b1, b2, . . . , bt) such that every basis S of M satisﬁes |S ∩ Ui| = bi for all i = 1, 2, . . . , t. A
uniform matroid is a partition matroid in which t = 1 and U1 = U .
6.2 Technical Overview
We ﬁrst describe the key steps of the proof of Theorem 6.2. The ﬁrst step connects B−capacity
to the standard notion of capacity (see Lemma 6.1)
Cap(g · h) 
 CapB(g) · CapB(h), (6.2)
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where CapB(h) denotes, what we call, the lower B−capacity of h – it is deﬁned as
CapB(h)
def= inf
θ∈P (B)
inf
z>0
h(z)∏m
i=1 z
θi
i
.
Note that in the deﬁnition of lower capacity, as compared to (6.1), the supremum is replaced by
inﬁmum.
Since inequality (6.2) holds for every polynomial h, one can upper-bound the B−capacity by
providing an appropriate h. The choice of h should ideally allow us to relate Cap(g · h) to gB,
as our primary goal is to upper bound the ratio CapB(g)gB . To this end we present a notion of aB−selection (see Deﬁnition 6.4), which essentially describes suﬃcient conditions on h for this
to succeed. Roughly, h being a B−selection means that the coeﬃcient of ∏mi=1 xi in g ·h is equal
to gB. Further, if h is a real stable B−selection, one can apply Gurvits’ inequality [Gur06] along
with inequality (6.2) to obtain
gB 
 m!
mm
CapB(h) · CapB(g). (6.3)
Thus, the task of proving a lower-bound on gB reduces to that of coming up with a “good”
B−selection h – an h whose lower capacity CapB(h) is as large as possible. Sections 6.3.2,
6.3.2, 6.3.2 deal with this problem and propose several choices depending on B.
A canonical choice for such a B−selection is
h(z) def=
∑
S∈B
zS .
In Lemma 6.4 we prove that for such an h, CapB(h) 
 1, which when combined with (6.3),
gives us a lower bound on gB in terms of CapB(g) whenever h is real stable. Consequently, the
fact that such an h is real stable when B is a regular matroid gives us an em−approximation for
the case of regular matroids.
To extend the above reasoning when the canonical choice of h is not real stable, we deﬁne
approximate B−selections and prove that a variant of inequality (6.3) holds whenever the sup-
port of h coincides with B and h is real stable. For instance, if B is a linear matroid, then
there exists a real stable polynomial of the form g(z) = det(
∑m
i=1 ziviv

i ) (for some vectors
v1, v2, . . . , vm ∈ Rr) whose support is exactly B. This leads to a ﬁnite bound on Mlin(B) and
M(B). In general, by analyzing speciﬁc classes of matroids and coming up with B−selections
for them we obtain several bounds that are listed in the theorem below.
Towards the proof of Theorem 6.4 the ﬁrst step is to introduce a convex relaxation for the
optimization problem maxS∈B gS . Perhaps the most natural choice for such a relaxation is
sup
x∈P (B)
g(x1, . . . , xm).
While this works for the uniform matroid case (B = ([m]n )), for other families B, it might have
an unbounded integrality gap. Instead, consider the polynomial
r(z) def= g(x1z1, . . . , xmzm)
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parametrized by x > 0. It is easy to see that
rB =
∑
S∈B
xSgS .
To avoid the inﬂuence of terms outside of B one can try to maximize rB over x ∈ P (B). The issue
is that rB is not necessarily eﬃciently computable. However, we know that CapB(r) provides a
good approximation to rB. Hence, we arrive at the following relaxation for maxS∈B gS
sup
x∈P (B)
CapB(g(x1z1, . . . , xmzm)).
Finally, we show that computing the above quantity reduces to a concave-convex saddle point
problem which can be solved using the entropy maximization framework provided in Chapter 7.
6.3 Proofs
6.3.1 B-Capacity
This section is devoted to the study of B−capacity. We ﬁrst provide an intuitive entropy interpre-
tation of CapB(p) and subsequently proceed to the proofs of several inequalities, as outlined in
the Section 6.2 and the dual characterization of B−capacity. We start by introducing the related
notion of lower B-capacity.
Deﬁnition 6.3 (Lower B−Capacity)
Consider an m-variate polynomial g ∈ R+[z1, . . . , zm] and let B ⊆ 2[m] be any family of sets.
The lower B−capacity of g is:
CapB(g) = infθ∈P (B)
inf
z>0
g(z)∏m
i=1 z
θi
i
.
An Entropy Interpretation of B−Capacity
In this section it is convenient to think of p ∈ R+[z1, . . . , zm] as a probability distribution
over monomials zα, more precisely, the probability of a monomial zα is simply pαp(1) . (Note that
p(1) =
∑
α pα. ) We show that computing B−capacity of a polynomial p can be equivalently seen
as ﬁnding a distribution q minimizing the KL-divergence between p and q subject to marginal
constraints (see [SV14]). In this section we use
Λn
def= {α ∈ Nm : |α| = n}
to denote the set of all monomials of degree n.
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Proposition 6.1 (Entropy Interpretation)
Given a real stable, n−homogeneous polynomial p ∈ R+[z1, . . . , zm] and B ⊆
([m]
n
)
, the
capacity CapB(p) is equal to the exponential of the optimum value of the following convex
optimization problem
sup
q,θ
−KL(q, p),
s.t.
∑
α∈Λn
qα = 1,∑
α∈Λn
qα · α = θ,
θ ∈ P (B),
q 
 0.
(6.4)
where q is a vector indexed by all possible multi-indices α ∈ Nm with |α| = n and KL(q, p) def=∑
α∈Nm qα log
qα
pα
.
Recall that p can seen as a probability distribution over monomials, or in other words over
multisubsets of [m] of cardinality n, which we represent by Λn. If q is a distribution over Λn,
then θ =
∑
α∈Λn qα · α is the marginal vector of q in which case θi (for i ∈ [m]) represents the
expected number of copies of i in a sample α drawn according to q.
The optimization problem (6.4) asks to ﬁnd a distribution q over Λn which is the closest (in
relative entropy) to the given distribution p under the constraint that its marginal lies in P (B).
This is also known as the I-projection in information theory.
Assume now for brevity that p is normalized, i.e., p(1) = 1. In case when its marginal vector θ
already lies in P (B), we know that (since KL(q, p) 
 0) the optimal solution to (6.4) is q = p and
hence CapB(p) = 1. In view of our results (see Theorem 6.2), this implies a quite surprising fact.
If p and B satisfy the assumptions of Theorem 6.2 then we can lower-bound pB =
∑
S∈B pS by an
absolute positive number (not depending on p). If p was an arbitrary polynomial (not real stable
as in Theorem 6.2) then we could easily make its marginal lie in P (B) (and thus CapB(p) = 1)
while keeping pS = 0 for all S ∈ B.
Proof of Proposition 6.1:
The proof relies on convex duality. Fix any probability distribution p on Λn and a marginal
vector θ ∈ P (B). We derive the dual of the following convex program
max
q
−KL(q, p),
s.t.
∑
α∈Λn
qα = 1,∑
α∈Λn
qα · α = θ,
q 
 0.
(6.5)
We make a simplifying assumption that there exists q > 0 such that θ =
∑
α∈Λn qαα. This
implies that the Slater’s condition is satisﬁed for (6.5), which makes the analysis much simpler.
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Introduce Lagrangian multipliers z ∈ R and λ ∈ Rm and consider the Lagrangian function:
L(q, λ, z) = −KL(q, p)− λ
(∑
α∈Λn
qα · α− θ
)
− z ·
(∑
α∈Λn
qα − 1
)
.
We are going to derive a formula for g(λ, z) = maxq L(q, λ, z). To this end, we derive optimality
conditions with respect to q.
∂
∂qα
L = − log qα − 1 + log pα − λα− z = 0.
Note that the above implies that q > 0 and this is why we do not need to introduce dual variables
for non-negativity constraints. Using the above conditions we obtain
g(λ, z) =
∑
α∈Λn
pαe
−λα−z−1 + λθ + z.
Hence the dual can be written as
min
λ∈Rm,z∈R
∑
α∈Λn
pαe
−λα−z−1 + λθ + z.
We eliminate the z variable from the above by minimizing the objective with respect to z. Thus
we obtain
min
λ∈Rm
log
(∑
α∈Λn
pαe
−λα
)
+ λθ. (6.6)
Because of our assumption, Slater’s condition is satisﬁed and hence strong duality holds, thus we
obtain equality between the optimal value of (6.5) and (6.6). To obtain the desired form, replace
−λi ∈ R by log zi for z > 0. This gives
min
z>0
log
(∑
α∈Λn
pαz
α
)
−
m∑
i=1
θi ln zi.
and after taking the exponential we recover the familiar
min
z>0
p(z)∏m
i=1 z
θi
i
. (6.7)
After dropping the assumption that θ can be obtained as
∑
α qαα with q > 0, the equality we
established above still holds, but the minimum value might not be attained (only in the limit).
We skip the proof in the general case.
It is now enough to observe that taking the maximum over θ ∈ P (B) of (6.7) gives CapB(p),
hence indeed we obtain equality between CapB(p) and the exponential of the optimal value
of (6.5).
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An Inequality on B−Capacity
For the setting when g is m−homogeneous and B = {{1, 2, . . . ,m}} one recovers from CapB(g)
the capacity deﬁned in [Gur06]. The main goal of this section is to provide an extension of
Gurvits’ result which asserts that
Cap(g)  m
m
m!
g[m]
(where g[m] is the coeﬃcient of z[m] in g) under the assumption that g is m−homogeneous, real
stable and has non-negative coeﬃcients.
One of the crucial ingredients of our extension of [Gur06] is the following inequality which
ties together the classical capacity and the ones we introduced here.
Lemma 6.1
Let g, h ∈ R+[z1, . . . , zm] be m−variate polynomials, B ⊆
([m]
n
)
be any family of n−subsets
of [m], and B = {[m] \ S : S ∈ B} be its dual. Then
Cap(g · h) 
 CapB(g) · CapB(h).
Proof.
We have, for every θ ∈ [0, 1]m that
Cap(g · h) = inf
z>0
g(z) · h(z)∏m
i=1 zi

 inf
z>0
g(z)∏m
i=1 z
θi
i
· inf
z>0
h(z)∏m
i=1 z
1−θi
i
. (6.8)
Note now that whenever θ ∈ P (B) then (1 − θ) ∈ P (B). To prove it, let θ = ∑S∈B αS1S for
some {αS}S∈B with α 
 0 and
∑
S αS = 1. Then
(1− θ) =
∑
S∈B
αS(1− 1S) =
∑
S∈B
αS1S¯ =
∑
S∈B
αS¯1S ∈ P (B).
By minimizing the second factor in the right hand side of (6.8) over θ ∈ P (B) we obtain the
following
Cap(g · h) 
 inf
z>0
g(z)∏m
i=1 z
θi
i
· inf
τ∈P (B)
inf
z>0
h(z)∏m
i=1 z
τi
i
for every ﬁxed θ ∈ P (B). By maximizing the right hand side of the above with respect to θ, we
ﬁnally arrive at
Cap(g · h) 
 CapB(g) · CapB(h).
Since we are interested in proving an upper bound on the B−capacity we will apply the Lemma 6.1
in the following way
CapB(g) 
Cap(g · h)
CapB(h)
.
Thus the task of upper bounding the capacity boils down to ﬁnding an appropriate polynomial
h, which allows us to relate Cap(g · h) in the right hand side to the sum of coeﬃcients gB. There
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is some freedom in the choice of h, hence one can set the second goal to make the lower capacity
CapB as large as possible.
Below we provide a deﬁnition which makes precise which properties of h are relevant.
Deﬁnition 6.4 (B−Selection)
Assume h ∈ R+[z1, . . . , zm] is an m−variate, n−homogeneous polynomial and let B ⊆
([m]
n
)
.
We call h a B-selection if it satisﬁes the following two conditions
1. For S ∈ ([m]n ), hS > 0 only if S ∈ B,
2. hS = 1 for every S ∈ B.
We say that h is a c−approximate B-selection if it satisﬁes (1) and (2) is replaced by hS ∈ [1, c]
for every S ∈ B (here c 
 1 is any number).
Note that h is not assumed to be square-free, and hence importantly there is quite a lot of
ﬂexibility in the choice of a B-selection. We are now ready to state and prove the main technical
result of this section, which relates CapB(p) to pB. The precision of this approximation depends
on the quality of a B-selection (its lower capacity) one can provide.
Lemma 6.2
Let g ∈ R+[z1, . . . , zm] be a real stable n−homogeneous polynomial and B ⊆
([m]
n
)
be any
family of sets. For every real stable B-selection h ∈ R+[z1, . . . , zm] we have
CapB(g) · CapB(h) ·
m!
mm
 gB  CapB(g).
Moreover, if g, h ∈ R+1 [z1, . . . , zm], then the term m!mm in the bound above can be replaced by
2−m.
Proof.
Consider the polynomial g(z) · h(z) which is real stable as a product of real stable polynomials.
Note that from our assumptions it is homogeneous of degree m. We apply Gurvits’ inequal-
ity [Gur06] to g · h. Let s ∈ R be the coeﬃcient of ∏mi=1 zi in g · h, then
Cap(g · h)  m
m
m!
s.
Since h is a B−selection, it follows that
s =
∑
S∈B
gS = gB,
because the only pairs of monomials from g and h, which contribute to s, are of the form xS and
x[m]\S . By combining this with Lemma 6.1, we obtain
CapB(g) · CapB(h)  Cap(g · h)  gB
m!
mm
.
To obtain the improved bound under the assumption that g, h ∈ R+1 [z1, . . . , zm] we observe
that in the reasoning above, the degree of every variable in the polynomial g · h is at most 2.
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Hence we can apply a stronger form of Gurvits’ inequality [Gur06], where m
m
m! is replaced by
m∏
i=1
(
di
di − 1
)di−1
 2m,
where di is the degree of zi in g · h.
This provides us the left hand side of the inequality. The right hand side follows easily from
the dual characterization of B−capacity provided in Lemma 6.3.
Remark 6.1
The above lemma, still holds (with the same proof) when we assume h to be only a c-
approximate B-selection. The only required modiﬁcation is to divide the left hand side of
the lower bound inequality by c.
Dual Characterization of B−Capacity
The way CapB(g) is deﬁned makes it well suited for proving lower bounds on gB. In the following
lemma we provide an equivalent, dual characterization, which gives a straightforward upper
bound and is often preferred from the computational viewpoint.
Lemma 6.3 (Equivalent deﬁnition of B−capacity)
Let g ∈ R+[z1, . . . , zm] be an n−homogeneous polynomial and B ⊆
([m]
n
)
be any family of
sets. Then
CapB(g) = inf{g(z) : z > 0, zS 
 1 for all S ∈ B}.
Proof.
We depart from the following convex program
inf
y∈Rm
log g(ey),
s.t.
∑
i∈S
yi 
 0, S ∈ B. (6.9)
By g(ey) in the above we mean g(ey1 , . . . , eym). The objective is simply
y → log
(∑
α
gαe
〈α,y〉
)
.
Such a function (for non-negative gα) is well known to be convex (which follows from Ho¨lder’s
inequality).
Note that Slater’s condition for (6.9) is satisﬁed, hence strong duality holds. In order to derive
the dual of the convex program (6.9) introduce multipliers μS 
 0 for every S ∈ B and consider
the Lagrangian
L(y, μ) def= log g(ey)−
∑
S∈B
μS
∑
i∈S
yi.
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By taking the derivative with respect to yi and equating to zero, we obtain the following opti-
mality condition
eyi ·
∂
∂zi
g(z)|z=ey
g(ey)
=
∑
Si
μS .
By summing up all these conditions for i = 1, 2, . . . ,m we obtain n on the left hand side (because
g is homogeneous) and n·∑S∈B μS on the right. Hence, at optimality∑S∈B μS = 1. From strong
duality, we obtain
max
μ0,∑
S∈B μS=1
min
y∈Rn
(
log g(ey)−
∑
S∈B
μS
∑
i∈S
yi
)
= min∑
i∈S yi0
∀S∈B
log g(ey).
It remains to observe that ∑
S∈B
μS
∑
i∈S
yi =
m∑
i=1
yi
∑
Si
μS ,
hence what really matters are the marginals θi =
∑
Si μS and not the probability distribution
μ itself. For this reason one can rewrite the above equality as
max
θ∈P (B)
min
y∈Rn
(
log g(ey)−
m∑
i=1
yiθi
)
= min∑
i∈S yi0
∀S∈B
log g(ey).
The lemma follows by replacing ey by z and taking exponentials on both sides.
Remark 6.2
Our deﬁnition of B−capacity also makes sense when B ⊆ Nm. It can be stated analogously
to the dual formulation for B ⊆ 2[m] by enforcing zα 
 1 for α ∈ B.
6.3.2 Counting
This section discusses applications of B−capacity to the counting problem. We start by showing
that B−capacity can be eﬃciently computed and subsequently provide bounds on the approxi-
mation ratio it yields for several classes of matroids.
The Choice of B-Selection
As demonstrated in Section 6.3.1 the task of proving that CapB(g) well approximates gB boils
down to coming up with a real stable polynomial h which is a B−selection and its lower capacity
with respect to B is as large as possible. We will provide one generic way of coming up with
such polynomials and proving lower bounds on their lower capacity. It captures the case when
B is a strongly Rayleigh matroid. In the next subsection we extend it to capture more general
settings.
Recall that for a given family B ⊆ ([m]n ) (which should be thought as the dual of what we
normally call B) we are interested in an n−homogeneous real stable polynomial h, which is a
B−selection and has a large lower B-capacity. There exists one natural choice for h, the generating
6.3 Proofs 105
polynomial of B
h(z) =
∑
S∈B
zS
It satisﬁes the conditions for a B−selection in an obvious way, thus the remaining questions are:
• Is h(z) real stable?
• What is the lower B−capacity of h?
The ﬁrst question leads us directly to the notion of Rayleigh and strongly Rayleigh matroids
introduced in [CW06]. As shown in [Bra¨07] the class of matroidsM such that h(z) is real stable
(for B being the set of bases ofM) is precisely equal to the class of matroids enjoying the strongly
Rayleigh property. In the next subsection we discuss possible ways to weaken this requirement
of B being strongly Rayleigh by manipulating the coeﬃcients of h(z).
Now we address the second question from the above list.
Lemma 6.4
For every non-empty family B ⊆ ([m]n ), the polynomial f(z) =∑S∈B βSzS , with βS 
 1 for
every S ∈ B, satisﬁes
CapB(f) 
 1.
Proof.
We need to prove that for every choice of θ ∈ P (B) we have
inf
z>0
f(z)∏m
i=1 z
θi
i

 1.
Let us then ﬁx θ ∈ P (B) and any z > 0. Since θ ∈ P (B) we can write it as θ =∑S∈B αS1S for
some non-negative α ∈ [0, 1]B with ∑S αS = 1. From Jensen’s inequality we obtain
log
(∑
S∈B
αSz
S
)


∑
S∈B
αS log
(
zS
)
=
∑
S
αS
∑
i∈S
log zi
=
m∑
i=1
∑
Si
αS log zi
=
m∑
i=1
θi log zi.
By taking exponentials and using the estimate f(z) 
∑S∈B αSzS we obtain the lemma.
One can also observe that the above lemma is actually tight and indeed CapB(f) is equal to
min{βS : S ∈ B}. For any S ∈ B, by taking θ = 1S and x→ 1S one obtains that CapB(f)  βS .
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B−Selections for Linear Matroids
Consider the case when B ⊆ ([m]n ) is the set of bases of a linear matroidM (over R). This means
that there is a matrix V ∈ Rm×d having rows v1, v2, . . . , vm such that
S ∈M ⇔ the collection {vi}i∈S is linearly independent.
This can be also restated as
S ∈M ⇔ det(V S VS) > 0,
where VS is the matrix V restricted to rows with indices in S. Such a matrix V we call a linear
representation ofM. Note that the polynomial
h(z) =
∑
S∈([m]n )
det(V S VS)z
S
has as its support exactly B. We have the following well known, but important fact.
Fact 6.1
For any matrix V ∈ Rm×d the polynomial h(z) =∑
S∈([m]n ) det(V

S VS)z
S is n−homogeneous
and real stable.
Proof.
We present the proof in the special case when d = n. Consider the polynomial
r(z) = det
(
m∑
i=1
ziviv

i
)
= det
(
V ZV
)
,
where Z = Diag (z1, . . . , zm). As a determinantal polynomial, r(z) is real stable (see e.g. [Vis13]).
It remains to observe that from the Cauchy Binet formula
r(z) =
∑
S∈([m]n )
zS det(V S VS).
This fact allows us to use h(z), after a suitable rescaling, as an approximate B−selection. This
rescaling can be controlled by the unbalance of a linear matroid which essentially measures the
maximum distortion det(V

S VS)
det(V 
T
VT )
over S, T ∈ B (see deﬁnition in Section 6.1.2). We obtain
Lemma 6.5
Let B ⊆ ([m]n ) be a set of bases of an R−linear matroid. There exists a real stable c−approximate
B−selection h with c  un(B) (the unbalance of B) and CapB(h) 
 1.
Proof.
Take V to be the most balanced representation of B, i.e. un(V ) = un(B). We can scale the vectors
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of V in such a way that
1  det(VSV S )  un(V ) for all S ∈ B.
From the Fact 6.1 the polynomial
h(z) =
∑
S∈([m]n )
det(VSV S )z
S
is real stable, and clearly it is an un(V )−approximate B−selection.
Also, more generally, we can state the following lemma on nonuniform generating polynomials.
Lemma 6.6
Let B ⊆ ([m]n ) be a set of bases of a matroid. Suppose that μ is a strongly Rayleigh distribution
with supp(μ) = B and P = maxS,T∈B μ(S)μ(T ) . Then there exists a real stable P−approximate
B−selection h with CapB(h) 
 1.
Proof.
Take h(z) to be
1
minS∈B μ(S)
∑
T∈B
zTμ(T ).
We have that 1  hS  P for every S ∈ B. Since h ∈ R+1 [z1, . . . , zm] and supp(h) = B, h is a
P−approximate B−selection. Also, h(z) is real stable, because ∑T∈B zTμ(T ) is.
B−Selections for Partition Matroids
The generic choice of an B−selection h(z) to be∑S∈B zS is indeed natural and intuitively “right”,
however it seems to be suboptimal. Two important cases, where we can provably surpass this
sub-optimality, are uniform matroids and partitions matroids.
Lemma 6.7
Let B ⊆ ([m]n ) be a set of bases of a partition matroid, i.e. B is of the form
B = {S : |S ∩ Pj | = bj for j = 1, 2, . . . , p},
where P1, P2, . . . , Pp is a partition of [m] into p disjoint sets and
∑p
j=1 bj = n. Then there
exists a real stable B−selection h(z) with
CapB(h) 

p∏
j=1
b
bj
j
bj !
.
Proof.
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Consider the following choice of h
h(z) =
p∏
j=1
(∑
i∈Pj zi
)bj
bj !
.
It is not hard to see that h(z) is a B-selection. Indeed, all the coeﬃcients of monomials zS for
S ∈ B are 1 and these are the only square-free monomials which appear with a nonzero coeﬃcient.
It suﬃces to show a lower bound on CapB. To this end ﬁx any θ ∈ P (B), any z > 0 and
consider
h(z)∏m
i=1 z
θi
i
=
p∏
j=1
(∑
i∈Pj zi
)bj
bj !
∏
i∈Pj z
θi
i
. (6.10)
At this point one can observe that all the terms in the product can be analyzed separately, this
is because P (B) is actually a cartesian product of p sets. More precisely
P (B) = {θ ∈ [0, 1]m :
∑
i∈Pj
θi = bj for all j = 1, 2, . . . , p}.
Let us consider one particular term in the product in (6.10). Without loss of generality take
j = 1, and assume that P1 = {1, 2, . . . , d} and rename b1 to simply b. Our goal now reduces to
lower-bounding
(
∑d
i=1 zi)
b
b!
∏d
i=1 z
θi
i
,
where θ ∈ [0, 1]d satisﬁes ∑di=1 θi = b. From Jensen’s inequality for log we obtain
b · log
(
d∑
i=1
zi
)
= b · log
(
d∑
i=1
θi
b
· bzi
θi
)


d∑
i=1
θi log
bzi
θi
.
Further,
d∑
i=1
θi log
bzi
θi
=
d∑
i=1
θi log
b
θi
+
d∑
i=1
θi log zi.
Finally note that
{
θi
b
}
i∈[d] is a probability distribution over d items with probabilities bounded
from above by 1/b, this implies that its negative entropy is at least
−
d∑
i=1
θi
b
log
θi
b

 log b.
Concluding, we obtain
b · log
(
d∑
i=1
zi
)


d∑
i=1
θi log zi + b log b.
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After taking exponentials and dividing by b! we get
(
∑d
i=1 zi)
b
b!
∏d
i=1 z
θi
i

 b
b
b!
.
Proofs of Theorems 6.2 and 6.3
Proof of Theorem 6.2:
Since there is a strongly Rayleigh distribution supported on B, applying Lemma 6.6 we can
conclude existence of a real stable P−approximate B−selection for some (possibly large) P > 0,
such that CapB(h) 
 1. Now, the approximate version of Lemma 6.2 (see Remark 6.1) concludes
the proof.
Proof of Theorem 6.3:
For points 1. and 2. we reason as in the proof of Theorem 6.2, we construct suitable B selections
using Lemmas 6.6 and 6.5 respectively and then apply the approximate variant of Lemma 6.2.
Note that the above mentioned B−selections are multi-linear, hence we can apply the sharper
2−m bound in Lemma 6.2 in the case when g is multi-linear as well.
For point 3. we derive the bound it in Section 6.3.6. To obtain a bound on M(B), note that
B is a partition matroid {U(Pj , |Pj | − bj)}j∈[p]. We set h(z) to be the B−selection constructed
in Lemma 6.7 and apply Lemma 6.2, this yields a bound
M(B)  m
m
m!
·
p∏
j=1
(|Pj | − bj)!
(|Pj | − bj)|Pj |−bj
.
It remains to argue that
mm
m!
·
p∏
j=1
(|Pj | − bj)!
(|Pj | − bj)|Pj |−bj
 en
(
2πm
p
)p/2
.
After applying the bound k!
kk
 √ke−k+1 and using ∑pj=1(|Pj | − bj) = m− n we obtain
mm
m!
·
p∏
j=1
(|Pj | − bj)!
(|Pj | − bj)|Pj |−bj
 eme−m+n+p
p∏
j=1
√
|Pj | − bj .
Finally, by the AM-GM inequality
p∏
j=1
√
|Pj | − bj 
(
m− n
p
)p/2

(
m
p
)p/2
.
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6.3.3 Optimization
In this section we discuss the problem of ﬁnding
max
S∈B
gS (6.11)
for a given n−homogeneous polynomial g ∈ R+[x1, . . . , xm] and a set family B ⊆
([m]
n
)
.
One naive way to approach problem (6.11) would be to apply Theorem 6.3 directly. Since
CapB(g) approximates gB up to a factor of M(B) we could just output CapB(g) as an approxi-
mation to (6.11) and obtain a guarantee of
M(B) · |B| M(B) ·mn =M(B) · en logm.
We believe that the bounds in Theorem 6.3 can be strengthened, so that M(B) (or Mlin(B))
depend on n only (as for the case of uniform matroids), which makes the en logm ineﬃcient. In
the next subsection we propose a method which achieves an approximation guarantee of at most
M(B) · en and can be better, depending on a particular B.
Convex Relaxation
We consider the following relaxation to problem (6.11)
sup
x∈P (B)
inf
y>0
∀S∈B yS1
g(x1y1, . . . , xmym). (6.12)
Lemma 6.8
Let B ⊆ ([m]n ) be a family of bases of a matroid. For every real stable, n−homogeneous
polynomial g ∈ R+[z1, . . . , zm]. The optimal value OPT of the relaxation (6.12) satisﬁes
OPT
M(B) ·A(B)  maxS∈B gS  OPT,
whereA(B) def= max{∑S∈B xS : x ∈ P (B)}  en. Moreover, in the case when g ∈ R+1 [z1, . . . , zm],
M(B) can be replaced by Mlin(B) in the bound above.
Proof.
Let p(x, y) denote the polynomial g(x1y1, . . . , xmym). One can easily see that if x = 1S for some
S ∈ B then p(x, y) 
 yS · gS , this implies that
max
S∈B
gS  OPT.
To prove the lower-bound, ﬁx the optimal solution x¯ to the relaxation (6.12) and consider the
real stable polynomial g(z) = p(x¯, z). It follows that OPT = CapB(g), hence
OPT M(B) · gB.
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We also have
gB =
∑
S∈B
x¯SgS 
(∑
S∈B
x¯S
)
·max
S∈B
gS  A(B) ·OPT.
What remains to prove is that A(B)  en. This turns out to be a quite simple consequence of
the constraints x 
 0 and ∑ni=1 xi = n. Indeed, the largest possible value of the sum ∑S∈B x¯S
is attained when x¯i = nm for all i ∈ [m].
Lemma 6.9
The relaxation (6.12) is eﬃciently computable. Given access to an evaluation oracle for g and
a separation oracle for P (B) one can obtain a (1+ ε)−approximation to the optimal solution
of (6.12) in time polynomial in m, log 1ε and L, where L is an upper bound on the description
size of coeﬃcients of g.1
The Proof of Lemma 6.9 appears in Section 6.3.7. The results of this section allow us to deduce
Theorem 6.4.
Proof of Theorem 6.4.
Given an optimization problem (6.11) we apply the relaxation (6.12) to it. Lemma 6.9 guarantees
that it can be solved in polynomial time. Now by applying Lemma 6.8 we obtain the claimed
approximation guarantee.
Application to Maximizing Sub-determinants
In this section we discuss the problem of maximizing sub-determinants under constraints. Let
L ∈ Rm×m be a symmetric PSD matrix and let B ⊆ ([m]n ) be any family of sets. We consider the
problem
max
S∈B
det(LS,S), (6.13)
where LS,S denotes the sub-matrix of L obtained by restricting it to rows and columns from S.
Typically in this setting it is useful to consider the Cholesky decomposition L = V V  for some
matrix V ∈ Rm×d. This allows us to write the generating polynomial
g(z) =
∑
S∈([m]n )
zS det(LS,S) =
∑
S∈([m]n )
zS det(V S VS) = det(V
ZV ),
where Z = Diag (z1, . . . , zm). We can then apply the result of Theorem 6.4 to obtain Corollary 6.1.
Proof of Corollary 6.1:
We consider
g(z) =
∑
S∈([m]n )
zS det(LS,S)
as above. As observed in Fact 6.1 g(z) is n−homogeneous and real stable. Moreover g(z) is ef-
ﬁciently computable, since it just boils down to computing a determinant of a d × d matrix.
Through the optimization problem (6.11) g(z) encodes exactly (6.13), hence we can apply The-
orem 6.4.
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6.3.4 Counterexamples
We provide examples showing that CapB(g) might not give a good approximation to gB if either
B is not a family of bases of a matroid or g is not real stable.
Example 1. We consider the case when m = 4 and n = 2. Consider a polynomial g(z) = (z1 +
z2)(z3+z4) which is real stable as a product of real stable polynomials. We pick a family B which
is not a set of bases of a matroid, namely B = {{1, 2}, {3, 4}}. Using the dual characterization
of CapB we have
CapB(g) = inf
z>0
z1z21,z3z41
g(z).
Hence we obtain that CapB(g) = 4, while clearly gB = 0.
Example 2. Consider now a similar example with the roles of g and B “reversed”. Let B =
{{1, 3}, {1, 4}, {2, 3}, {2, 4}} be a family of bases of a partition matroid and g(z) = z1z2 + z3z4.
Again, we have
CapB(g) 
 2,
while gB = 0. In this example the polynomial g(z) is not real stable. Indeed, if ω = e
2πi
8 then
(ω, ω, ω3, ω3) is a root of g with positive imaginary part.
6.3.5 A Lower bound on M(B)
We prove a lower bound on M(B), which can be seen as another interpretation of the fact that
the quality of approximating the permanent of a non-negative matrix A by the capacity of its
product polynomial pA can be en in the worst case.
Fact 6.2
There exists a family B ⊆ ([m]n ) of bases of a partition matroid for which M(B) 
 e√m.
Proof.
Consider a universe U = [n] × [n] of cardinality m = n2. Bases of the considered matroid have
exactly one element in every part {i} × [n] for i = 1, 2, . . . , n. Formally
B = {{(1, f(1)), (2, f(2)), . . . , (n, f(n))} : f ∈ [n][n]}.
Of course |B| = nn. Consider now a polynomial g(z) =
(∑
i,j zi,j
)n
, clearly g(z) is real stable
and it can be proved that CapB(g) 
 n2n. Indeed, from the AM-GM inequality
g(z) =
⎛⎝∑
i,j
zi,j
⎞⎠n 
 (n2)n∏
i,j
zi,j .
Under the condition that zS 
 1 for every S ∈ B the above implies that g(z) 
 n2n.
It is also easy to calculate that gB = |B| · n! = nn · n!, hence we obtain M(B) 
 CapB(g)gB =
n2n
nn·n! ≈ en = e
√
m.
6.3.6 A Bound for Partition Matroids
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Lemma 6.10
LetM be a partition matroid {U(Pj , bj)}j∈[p] then Mlin(B)  n
n
n!
∏p
j=1
bj !
b
bj
j
.
Proof.
Let n =
∑p
j=1 bj be the rank of the partition matroid. Consider an n−homogeneous polynomial
g ∈ R+1 [z1, . . . , zm]. We perform the following symmetrization procedure. For every part Pj we
introduce bj new variables uj,1, uj,2, . . . , uj,bj and deﬁne sj =
∑bj
i=1 uj,i. For notational conve-
nience, let us deﬁne a function σ : [m] → [p] which given an element e ∈ [m], outputs an index
σ(e) such that e ∈ Pσ(e). We consider
f(u) = g(sσ(1), sσ(2), . . . , sσ(m)).
Note that now f(u) is n−variate, n−homogeneous and real stable. Moreover, we can relate gB
to the coeﬃcient (call it c) of
∏
i,j ui,j in f(u) as follows,
c = pB ·
p∏
j=1
bj !.
By Gurvits’ inequality for n−variate n−homogeneous polynomials we have
Cap(f)  n
n
n!
c.
We will use the following simple upper bound on CapB(g),
CapB(g) = inf
z>0
∀S∈B zS1
g(z)  inf
z>0
∀S∈B zS=1
g(z).
Note that importantly
inf
z>0
zS=1,S∈B
g(z) =
1∏p
j=1 b
bj
j
· inf
u>0∏
i,j
ui,j=1
f(u)
=
1∏p
j=1 b
bj
j
· Cap(f).
this equality follows because the constraints zS = 1 for every S ∈ B, imply that the value of zi
is constant inside every partition Pj . Hence there exists a one-to-one mapping between feasible
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z and feasible u. As a consequence we obtain
CapB(g) 
1∏p
j=1 b
bj
j
· Cap(f)
 1∏p
j=1 b
bj
j
nn
n!
· c
= pB · n
n
n!
·
p∏
j=1
bj !
b
bj
j
.
6.3.7 Eﬃcient Computability
To state our complexity bounds we ﬁrst introduce the complexity measure of a polynomial
p ∈ R+[z1, . . . , zm] given by a separation oracle. Let d ∈ N be the degree of p and supp(p) be
the support of p, i.e., the set of all α ∈ Nm such that pα > 0. The complexity measure of p we
denote by Lp and deﬁne as
Lp
def= m+ d+ max
α∈supp(p)
| log pα|.
In other words, the complexity is determined by the number of variables, the degree and (roughly)
the maximum number of bits required to represent any of the coeﬃcients. Note importantly that
the actual amount of space required to store such a polynomial explicitly might be exponentially
higher.
Computability of the Relaxation for the Counting Problem
The goal of this subsection is to provide a proof of the following
Theorem 6.5
If p ∈ R+[z1, . . . , zm] is an m−variate, real stable polynomial given by an evaluation oracle
and B ⊆ 2[m] is a family of sets given by a separation oracle for P (B), then CapB(p) can be
computed up to a multiplicative factor of (1 + ε) in time polynomial in log 1ε and Lp.
The above is established using the entropy interpretation of CapB(p) and the result in Chap-
ter 7. For this one has to provide an eﬃcient separation oracle for the polytope Newt(p) def=
conv(supp(p)) – the Newton polytope of p. This is the subject of the following lemma.
Lemma 6.11
Let p ∈ R+[z1, z2, . . . , zm] be a real stable polynomial given by an evaluation oracle. There
exists a separation oracle for Newt(p) which runs in polynomial time with respect to the
input size and Lp.
Proof.
The proof relies on the fact that in the case when p is real stable, supp(p) has special combinatorial
properties. In fact, if p is homogenous and multi-aﬃne then its support is a set of bases of a
matroid; in the general case supp(p) is a jump system (see [Bra¨07]), which can be seen as a
generalization of matroids to arbitrary subsets of Nm.
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Denote F def= supp(p), from the connection between jump systems and bisubmodular polyhe-
dra established in [BC95], one obtains the following characterization of conv(F) = Newt(p):
conv(F) = {x ∈ Rm : ∀s ∈ {−1, 0, 1}m ∃α ∈ F 〈x, s〉  〈α, s〉}.
Thus to construct a polynomial time separation oracle one has to give a polynomial time algo-
rithm to solve the problem: given x ∈ Rm0 ﬁnd α ∈ F and s ∈ {−1, 0, 1}m which attains the
minimum value of
v = min
s∈{−1,0,1}m
max
α∈F
(〈α, s〉 − 〈x, s〉) .
Given s, if v 
 0 then x ∈ conv(F) and otherwise s provides a separating hyperplane. It
suﬃces then to compute v. The inner maximization problem can be solved in polynomial time
by Fact 6.3 below. For the outer problem one has to ﬁnd
min
s∈{−1,0,1}m
(f(s)− 〈x, s〉) , (6.14)
where f(s) = maxα∈F 〈α, s〉. Since f(s) (and hence also f(s) − 〈x, s〉) is a bisubmodular func-
tion (see [BC95]), (6.14) is an instance of bisubmodular minimization which can be solved in
polynomial time using a polynomial number of calls to an evaluation oracle (see [Qi88, FI05])
for g(s) = f(s) − 〈x, s〉. As proved in Fact 6.3, one can query g in polynomial time, given only
an evaluation oracle for p.
Fact 6.3
Let p ∈ R+[z1, z2, . . . , zm] be a polynomial, the problem of computing
max
α∈supp(p)
〈α, s〉 ,
given an evaluation oracle access to p and s ∈ {−1, 0, 1}m, can be solved in polynomial time
with respect to Lp.
Proof.
Fix a polynomial p as in the statement and s ∈ {−1, 0, 1}m. Denote
pmin = min
α∈supp(p)
pα,
pmax = max
α∈supp(p)
pα,
ptot =
∑
α∈supp(p)
pα.
Note that pmin 
 e−Lp and pmax  eLp . Consider now a point x(t) ∈ Rm (with t ∈ R) such that
xi(t) = esit for all i = 1, 2, . . . ,m.
Let Γ be the set of α ∈ supp(p) which attain the maximum value v of 〈α, s〉. We have∑
α∈Γ
pαe
tv 
∑
α∈Γ
pαe
t〈s,α〉  p(x(t)) 
∑
α∈Γ
pαe
tv +
∑
α∈supp(p)\Γ
pαe
t(v−1).
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Consequently ∑
α∈Γ
pαe
tv  p(x(t)) 
∑
α∈Γ
pαe
tv
(
1 +
ptot
etpmin
)
.
By taking logs on both sides
tv + log
(∑
α∈Γ
pα
)
 log p(x(t))  tv + log
(∑
α∈Γ
pα
)
+ log
(
1 +
ptot
etpmin
)
.
Our algorithm is then to take a large enough integer tˆ ∈ N and compute
v ≈ log p(x(tˆ+ 1))− log p(x(tˆ)),
more precisely, we round log p(x(tˆ+ 1))− log p(x(tˆ)) to the nearest integer. It remains to argue
how large tˆ do we need to take in order to make log
(
1 + ptot
etˆpmin
)
negligible. For this, observe
that
ptot
pmin
 (d+ 1)m pmax
pmin
 (d+ 1)me2Lp .
Hence, it is enough to take tˆ = poly(Lp) to make
ptot
etˆpmin
< 12 and hence log
(
1 + ptot
etˆpmin
)
< 12 .
Note importantly that the point x(tˆ) we are querying p at has polynomial description size, hence
also the output of the oracle will be so.
Proof of Theorem 6.5:
To apply Theorem 7.6 we need an evaluation oracle for p, a separation oracle for the Newton
polytope of p and a separation oracle for P (B). Out of these three, only the separation ora-
cle for Newt(p) does not directly follow from assumptions. However, we can construct it using
Lemma 6.11.
Computability of the Relaxation for the Optimization Problem
Proof of Lemma 6.9:
The proof is analogous to that of computability of B−capacity of a polynomial and follows from
Theorem 7.6. Here we highlight the main diﬀerences and additional details which do not show
up when proving Theorem 6.5.
The starting point is the following form of the relaxation (6.12)
CapB(g) = sup
x∈P (B)
sup
θ∈P (B)
inf
z>0
g(x1z1, . . . , xmzm)∏m
i=1 z
θi
i
.
Let us consider the logarithm of the above and plug in eyi for zi. We obtain
log CapB(g) = sup
x∈P (B)
sup
θ∈P (B)
inf
y∈Rm
log g(x1ey1 , . . . , xmeym)− 〈θ, y〉 .
Denote the objective of the above by
hg(x, θ, y)
def= log g(x1ey1 , . . . , xmeym)− 〈θ, y〉 .
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This allows us to take advantage of the entropy interpretation and the results of Chapter 7.
More speciﬁcally, as long as the above function is jointly concave in x and θ, the conclusion of
Theorem 7.6 applies and gives polynomial running time for this relaxation.
First note that joint concavity follows from just concavity in x and θ as these sets of variables
do not interfere with each other in hg. Concavity in θ is rather easy to see, since hg is an aﬃne
function of θ. Concavity in x is rather surprising as it does not hold for an arbitrary polynomial
g, it follows from real stability of g, see Fact 7.3.
6.4 Conclusion
6.4.1 Future Work
An immediate open question which remains, is whether the approximation guarantees for our
relaxations for counting and optimization are tight. This seems rather unlikely, as there is some
evidence (inspired by inspecting special cases) that the approximation ratios should rather de-
pend exponentially on n (the rank of the matroid) and not on m.
One can also ask whether the assumption of real stability in our theorems is necessary. Here,
one can give several nontrivial examples in which the polynomial is not real stable and still the
B-capacity gives a good approximation. Hence, real stability is certainly not essential here, yet
formulating a more general condition under which our bounds hold is a challanging problem.
6.4.2 Notes
Strongly Rayleigh distributions have been extensively studied (see, e.g., [COSW04, Bra¨07, BBL09])
because of their negative dependence properties. It is known that most interesting matroids sat-
isfy the condition stated in Theorem 6.2 for the integrality gap of B-capacity to be ﬁnite. A
non-example has been discovered by [BBL09]: the 7-element Fano matroid.
A relaxation similar to B-capacity was used in [NS16] in the context of sub-determinant
maximization and in [AOSS17] for the Nash Social Welfare problem. In fact, the relaxation
in [NS16] is an upper bound for ours. Both of them behave similarly in the case when B is a
partition family. However, for other matroids, such as spanning tree matroids, the relaxation
of [NS16] has an unbounded integrality gap, whereas CapB is ﬁnite. Lemma 6.7 for the case of
uniform matroids follows implicitly from the results of [AOSS17].

Chapter 7
On the Bit Complexity of Entropy
Maximization
In this chapter we consider the entropy-maximization problem, as introduced in Chapter 3.
We prove that such distributions, even though having exponential-size supports, often can be
computed eﬃciently. The connection between max-entropy distributions and the B-capacity stud-
ied in Chapter 6 allows us, in particular, to deduce polynomial time algorithms for computing
CapB(p) under mild conditions on p. By intepreting other problems in the language of entropy
maximizations more corollaries follow.
7.1 Preliminaries and Statement of Results
7.1.1 Preliminaries
In this section we introduce the problems we study and state our main results. For the purpose
of clarity, we provide simpliﬁed and slightly informal variants of our theorems here and refer the
reader to Sections 7.3.1 and 7.3.2 for a detailed and formal exposition.
The Max-Entropy Program. Consider a ﬁnite subset F ⊆ Zm of the integer lattice1. Given
a vector θ, the following max-entropy convex program solves for a probability distribution over
F that has maximum entropy with expectation θ:
max
∑
α∈F
qα log
1
qα
,
s.t.
∑
α∈F
qα · α = θ,∑
α∈F
qα = 1,
q 
 0.
(7.1)
While an explicit solution q to this problem would require at least Ω(|F|) (possibly expo-
nential) space, by analyzing the dual program to (7.1) one can prove that there exists a vector
1For brevity, in this section we assume that F has a diameter polynomial in m, see Section 7.3.1 for details.
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γ ∈ Rm>0 that satisﬁes qα ∝
∏m
i=1 γi
αi (see [SV14, WJ08]). However, there is no guarantee that
the number of bits required to store γ is small (poly(m)) and in fact can be inﬁnite.
From the work of [SV14], it follows that the eﬃcient computability of such representations
essentially relies on the two following conditions:
1. a polynomial bound on the bit complexity of γ and
2. the existence of an eﬃcient counting oracle for F .
To explain the latter we consider the function gF (x) :=
∑
α∈F x
α where xα :=
∏m
i=1 x
αi
i . A
counting oracle for F is then an algorithm which, given a positive x > 0, outputs gF (x). Note in
particular, that when we plug in the all-ones vector we obtain gF ( ) = |F|. In fact, [SV14] show
that existence of eﬃcient counting oracles is also necessary for max-entropy computations, as
being able to ﬁnd the optimal value of the max-entropy program eﬃciently for a given family F
implies (roughly) an eﬃcient method for evaluating gF (x). Thus, when computing max-entropy
distributions one can assume without loss of generality that an oracle for answering queries
x → gF (x) is available.
Consequently, the problem of computing eﬃcient representations of max-entropy distributions
boils down to proving upper bounds on the bit complexity of optimal dual solutions, and is the
main focus of this chapter. The main result of [SV14] states that whenever the point θ lies in
P := conv(F) and also a ball of radius η > 0 centered at θ is contained in P , then the bit
complexity of γ is bounded by O(log |F|/η). In particular, this bound deteriorates as η → 0 and it
can be shown that the bit complexity of γ goes to inﬁnity as η → 0.
However, in applications an arbitrarily good approximate solution to the max-entropy pro-
gram suﬃces and, in the light of the discussion above, one may ask if we can compute a distri-
bution that is ε-close to the max-entropy distribution in time that is proportional to log 1/ε.
7.1.2 Statement of Results
Computability of Max-Entropy Distributions Our main result answers the above question
aﬃrmatively under mild conditions on the polytope corresponding to F . In particular, we assume
that this polytope has a low unary facet complexity, as formalized below
Deﬁnition 7.1 (Informal; see Deﬁnition 7.2)
Let P ⊆ Rm be a convex polytope with integer vertices. The unary facet complexity of
P , denoted by fc(P ), is the smallest number M ∈ N, such that P can be described by linear
inequalities with coeﬃcients in the set {−M, . . . , 0, . . . ,M}.
This class is very general and includes most polytopes of interest. Consequently, as our ﬁrst
result, we close the problem of computability of max-entropy distributions for polytopes with
polynomial unary facet complexity for all points θ ∈ conv(F), which was left open in the work
of [SV14].
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Theorem 7.1 (Simpliﬁed; see Theorem 7.5)
Let F be any ﬁnite subset of Zm and assume that the unary facet complexity of P := conv(F)
is polynomial in m. Then, there exists an algorithm such that given an evaluation oracle for
gF , a θ ∈ P and an ε > 0, computes a vector y ∈ Rm with ‖y‖  poly (m, log 1/ε) such that
‖qy − q‖1 < ε,
where q is the optimal solution to (7.1) and qy is a distribution over F deﬁned as qyα :=
e〈α,y〉∑
β∈F e
〈β,y〉 for some α ∈ F . The running time of this algorithm is polynomial in m and
log 1/ε.
Note that above, a vector γ given by γi = eyi for all i ∈ [m], approximately satisﬁes qα ∝ γα.
Thus, such a γ has a polynomial bit complexity as the norm of y is polynomially bounded. This
result allows us to sample from a distribution that is ε-close in total variation distance to the
optimal distribution, hence, adding at most an ε-error to any further use of such samples.
Bit Complexity of Entropy Maximization The proof of Theorem 7.1 is based on a structural
result on the bit complexity of close-to-optimal dual solutions and comprises the technical core
of the chapter. Before we state it, let us introduce the dual problem to (7.1). For θ ∈ conv(F)
and any y ∈ Rm deﬁne h(θ, y) := log (∑α∈F e〈α−θ,y〉). The dual problem is parametrized by θ
and is to minimize h(θ, y) over all y ∈ Rm, i.e.,
g(θ) := inf
y∈Rm
h(θ, y) := inf
y∈Rm
log
(∑
α∈F
e〈α−θ,y〉
)
. (7.2)
Theorem 7.2 (Main Structural Result - Simpliﬁed; see Theorem 7.4)
There exists a bound R = R
(
m, log 1ε
) ∈ R>0, polynomial in m and log 1ε such that for every
set F ⊆ Zm with unary facet complexity of conv(F) polynomially bounded2, for every ε > 0
we have
∀θ∈conv(F) ∃y∈B(0,R) h(θ, y)  g(θ) + ε,
where h and g are deﬁned as in (7.2).
Here B(0, R) denotes the unit 2-ball of radius R around the origin. Note that the bound we
provide is uniform over the whole polytope P , meaning that the radius R does not depend on θ
– this is crucial for the subsequent applications.
Below we present a result complementing Theorem 7.2 that asserts that the conclusion of
Theorem 7.2 does not always hold and that some assumptions on F are necessary. More precisely,
for certain sets F , the length of y which yields a solution ε−close to the optimal one cannot
depend logarithmically on log 1ε as in Theorem 7.2.
Theorem 7.3 (Lower Bound)
For every bound R = R
(
m, log 1ε
) ∈ R>0, polynomial in m and log 1ε there exists an m ∈ N,
an ε > 0 and a set F ⊆ Zm with ‖α‖  O(m3/2) for every α ∈ F such that
∃θ∈conv(F) ∀y∈B(0,R) h(θ, y) > g(θ) + ε.
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The above result relies on existence of “ﬂat” 0 − 1 polytopes by Alon and Vu [AV97], i.e., full-
dimensional polytopes whose vertices are in {0, 1}m and which ﬁt between two e−θ(m logm)-close
hyperplanes. It is an intriguing question whether a similar lower bound as in Theorem 7.3 holds
also for families F ⊆ {0, 1}m.
Applications and Connections Max-entropy distributions appear in various guises in many
distinct ﬁelds of mathematics, physics and computer science. As a consequence, we are able to
present a host of disparate looking results from a uniﬁed point of view and sometimes obtain
new corollaries. Below we only provide a list and defer their discussion to Section 7.3.4.
• Bounds for the matrix scaling problem. For the doubly-stochastic (and more general)
matrix scaling problem we prove polynomial bit complexity bounds on the scaling factors
using Theorem 7.2.
• Computability of recent continuous relaxations for counting and optimization
problems. The convex relaxations for counting and optimization problems involving
polynomials studied in Chapter 6 can be solved in polynomial time whenever the supports
of the underlying polynomials have small unary facet complexity.
• Computability of worst-case Brascamp-Lieb constants. We consider the question
of computability of Brascamp-Lieb constants, and show that in the rank-1 regime one can
compute worst-case constants (over the Brascamp-Lieb polytope) in polynomial time.
7.2 Technical Overview
Since Theorem 7.2 is the technical core of the chapter we start by discussing its proof and then
show how Theorem 7.1 can be derived from it.
Theorem 7.2 – previous work and possible approaches. In the context of Theorem 7.2,
the result of [SV14] can be restated as follows: whenever a ball of radius η > 0 centered at θ is
contained in P := conv(F) the optimal solution y of (7.2) exists and its length ‖y‖ is bounded
by O
(
m logm
η
)
. The proof is simple: the term O(m logm) above is really a bound on log |F|, and
the 1η term comes from the fact that after scaling by log |F|, the optimal solution y of the dual
program belongs to the polar of the radius-η ball around θ. (The polar of radius-η ball is itself
a ball of radius 1/η.)
While it is not clear whether the dependency on η is optimal, one can see that ‖y‖ → ∞
when θ tends to the boundary of P and y might not even exist when θ is on the boundary. For
this reason, Theorem 7.2 cannot be derived from the results of [SV14]. Moreover, any approach
to bound the norm of the optimal solution would be unsuccessful; this is why we focus on
approximately optimal solutions.
One could consider the following two approaches to prove Theorem 7.2 that try to take
advantage of the above mentioned bound: centering and projection. Both are based on slightly
moving θ to a new point θ′ so that the result by [SV14] is applicable to θ′ and then reasoning
that the small shift does not aﬀect the optimal dual solution. Centering is based on moving the
point more towards the interior, for example, by taking the centroid of the polytope P (which is
far from the boundary) and taking a small step from θ towards θ′. One can then prove that θ′ is
well in the interior of the polytope, and hence a suitable bound for it follows. The second idea is
based on projections: start with any point θ, if θ is already (inverse-polynomially) far from the
boundary of P , then the result of [SV14] implies a suitable bound. Otherwise, project the point
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θ onto the closest facet of P and continue recursively. By doing this, either the resulting new
point θ′ will end up in a vertex of P , or on a lower-dimensional face of P , where it is far from
the boundary.
In both approaches, proving the result for the new point θ′ is easy, given [SV14]; what remains
is to bound the error introduced when moving from θ to θ′. Proving such a bound on the error
turns out to be a non-trivial task. In the case of centering one has to pick an appropriate direction
along which the point θ is moved. Similarly, the ﬁrst challenge in the projection approach is to
even deﬁne a suitable “projection operator” on a facet which would behave as expected and do
not cause the point θ to land outside of the polytope P (as Euclidean projections might do).
An issue which concerns both approaches is to deal with the behavior of the function g close
to the boundary, where it can be shown to be non-Lipschitz3 and hence very susceptible to
local perturbations. More precisely: moving from θ to θ′ guarantees that the gradient ∇yh(θ, y)
at y = y′ – the dual optimal solution at θ′ – is small, however it is a challenge to derive a
guarantee on the gap g(θ)−h(θ, y′) as the function y → h(θ, y) is not strongly convex4. In fact,
even a weaker claim that g(θ) ≈ g(θ′) does not follow from [SV14], since the convexity argument
(as in Lemma 7.5 in the full version of [SV14]) only allows one to prove that g(θ′) 
 g(θ)−O(ε),
where ε denotes the distance between θ and its “centering” θ′, but not in the opposite direction,
as required.
Our proof of Theorem 7.2 is based on a purely geometric reasoning and bypasses the above
obstacles by working entirely in the dual space (working in which we believe is necessary). This
allows us to appropriately capture the geometry of sub-level sets of h(θ, y) and as a consequence,
understand eﬀects of seemingly large perturbations in y which lead to only small changes in the
function value. When tracked in the primal domain, the proof resembles the “centering” idea,
however the implicit direction to move θ along is not easy to come up with (or analyze) just from
the primal perspective.
Theorem 7.2 – proof overview. At a high level, in the proof we consider the optimal dual
solution y and ﬁrst identify a vertex α such that y belongs to Cα – the normal cone at α.
Subsequently, a projection operation of y with respect to the cone Cα is used to ﬁnd a vector
y◦ – a witness for a short and close to optimal solution of the dual problem. The proof can
be decomposed naturally into the following three steps, which we subsequently explain in more
detail.
A Identify a “good” basis for the dual space with respect to θ.
B Truncate the optimal dual solution with respect to the basis in (a).
C Establish a bound on the length of the truncated solution.
In what follows, we assume for simplicity that the polytope conv(F) is full-dimensional. Given any
θ ∈ P and a point y ∈ Rm which satisﬁes h(θ, y)  g(θ)+ ε/2 (i.e., is close to optimal5) we aim
to ﬁnd a point y◦ whose length is polynomial in m and log 1/ε such that h(θ, y◦)  h(θ, y)+ ε/2.
Step (a). We ﬁrst identify a subset I0 ⊆ I such that {ai : i ∈ I0} is a basis of Rm and y is
expressed as a nonnegative linear combination in this basis, i.e., y =
∑
i∈I0 βiai with β 
 0. The
3In the simple case when F := {0, 1}, the function g : [0, 1]→ R is of the form g(θ) = −θ log θ−(1−θ) log(1−θ).
One can see that on every interval (ε, 1− ε) for ε > 0 the function g is Lipschitz, but it is not Lipschitz on (0, 1).
4One can again consider the case of F := {0, 1} – the function h(0, y) is then of the form h(0, y) = log (1 + ey).
Note that h(0, y) is a convex function of y, but d
2
dy2
h(0, y)→ 0 whenever y → ±∞, hence the function is essentially
“ﬂat” at inﬁnity, and not strongly convex.
5Note that there might not exist a point y such that g(θ) = h(θ, y) when θ is on the boundary of P ; that is
why we allow a slack of ε/2.
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basis I0 is chosen as a basis of tight constraints at a point α ∈ F , i.e., α satisﬁes 〈ai, α〉 = bi for
i ∈ I0. This follows by selecting an α that maximizes 〈α, y〉 over all α ∈ F and invoking Farkas’
lemma and Caratheodory’s theorem. This part of the reasoning does not make any assumptions
on the polytope and only relies on the convexity of P .
Step (b). Subsequently we prove that the point y◦ =
∑
i∈I0 min(Δ, βi)ai satisﬁes the claim
stated above, for a suitable choice of Δ, polynomial in the considered parameters. The bound
h(θ, y◦)  h(θ, y) + ε/2 is proved by replacing βi by min(Δ, βi) one by one and showing that
the value h(θ, ·) does not increase by more than ε/2m. This relies on a careful analysis of the
eﬀect such a perturbation has on the function and crucially uses the fact that the coeﬃcients
βi for i ∈ I0 are nonnegative. Most importantly, we rely on the fact that the coeﬃcients of the
inequalities deﬁning P are integral; and hence for any point α ∈ F which does not lie on a facet
〈ai, x〉 = bi for some i ∈ I0 we have 〈α − α, ai〉 
 1.
Step (c). To bound the length of y◦ note ﬁrst that all the vectors {ai}i∈I0 are short, i.e.,
‖ai‖2  ‖ai‖∞ ·m  fc(P )·m = poly(m), because we assume that the unary facet complexity of P
is polynomially bounded. Further, from the triangle inequality, we obtain ‖y◦‖  m·Δ·poly(m) =
poly(m, log 1ε ). Thus, we conclude the proof of Theorem 7.2.
Theorem 7.1 – proof overview. Given θ ∈ P and y ∈ Rm we ﬁrst relate the closeness of
qy to the max-entropy distribution q with the suboptimality gap h(θ, y) − g(θ). For this, even
though we would like to bound the 1 distance between qy and q, the right distance function
to consider turns out to be the KL-divergence KL(p, q) := −∑α∈F pα log gαpα . This is the case
as one can show that h(θ, y) − g(θ) is equal to KL(q, qy). Further, using Pinsker’s inequality
(‖q − p‖1 
√
2 ·KL(p, q)) we can recover a bound on the 1 distance.
Consequently, to ﬁnd a y ∈ Rm whose induced distribution qy is close to the max-entropy
distribution q it is enough to ensure that the dual suboptimality gap h(θ, y) − g(θ) is small.
Hence, the problem boils down to ﬁnding an approximate solution y to the dual problem at θ.
This can be accomplished using the ellipsoid algorithm; the crucial part of the implementation
is to provide a bounding box, i.e., a bound on the norm of the solution we are looking for – such
a bound follows from Theorem 7.2.
Theorem 7.3 – proof overview. The proof of Theorem 7.3 is based on existence of so called ﬂat
0-1 polytopes. These are polytopes of the form conv{α0, . . . , αm} with α0, . . . , αm ∈ {0, 1}m such
that the distance from α0 = 0 to the aﬃne subspace H generated by α1, . . . , αm is exponentially
small. Existence of such conﬁgurations was proved in [AV97]. Given such a polytope we consider
the lattice generated on H by the points α1, . . . , αm and construct a new polytope by taking a
certain ﬁnite subset of such lattice points and the point 0. The vertices of the new polytope are
still integral and have relatively small entries (polynomial in m). Moreover, the projection of 0
onto H lies within the opposite facet. The family F is deﬁned to be all the vertices of the newly
constructed polytope, θ is chosen to be 0 and we pick ε ≈ e−m.
To prove that for every short y ∈ Rm the gap between h(θ, y)−g(θ) is signiﬁcant we consider
the gradient ∇yh(θ, y). Intuitively, if the gradient is large (in magnitude) at a point y, then y
cannot be an approximately optimal solution, hence it is enough to show that every short vector
y admits a suitably long gradient. For this one can show that the gradient at y is given by θ− θy
where θy is the expectation of a distribution deﬁned by y.
In order to make θy ε-close to θ = 0 one has to ensure that 〈0, y〉 − 〈α, y〉  Ω(1) for all
α ∈ F \ {0}. However, by introducing an auxiliary optimization problem (see Fact 7.1) we show
that this can happen only when ‖y‖ is roughly, inverse-proportional to the distance from 0 to
conv (F \ {0}). Since the distance is exponentially small, we arrive at a lower-bound on ‖y‖.
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7.3 Proofs
7.3.1 Proof of the Bit Complexity Upper Bound
We start by reintroducing several notions and restating the structural result, as in Section 7.1.2
only simpliﬁed or informal deﬁnitions and theorem statements were given. Consider a ﬁnite
subset F ⊆ Zm of the integer lattice and a positive function p : F → R>0. We will use pα to
denote the value of the function at a point α ∈ F , thus treating p as an |F|−dimensional vector
with coordinates indexed by F . For any θ ∈ Rm and y ∈ Rm we deﬁne the following generalized
max-entropy program
max
∑
α∈F
qα log
pα
qα
,
s.t.
∑
α∈F
qα · α = θ,∑
α∈F
qα = 1,
q 
 0.
(7.3)
In the case when p is normalized so that
∑
α∈F pα = 1, (7.3) describes the distribution closest
to p (in KL-distance), whose expectation is equal to θ. In the case when p ≡ 1 (corresponds
to the uniform distribution) the above program asks simply for a max-entropy distribution with
expectation θ, as in Section 7.1.2. Let us also extend the deﬁnition of the dual program, as
introduced in Section 7.1.2 to capture general functions p not only p ≡ 1.
g(θ) := inf
y∈Rm
h(θ, y) := inf
y∈Rm
log
(∑
α∈F
pαe
〈α−θ,y〉
)
. (7.4)
The following notion of facet complexity of a polytope plays an important role in our main result.
Deﬁnition 7.2
Let P ⊆ Rm be a convex polytope with integer vertices. Let M ∈ N be the smallest integer
such that P has a description of the form
P = {x ∈ Rm : 〈ai, x〉  bi, for i ∈ I} ∩H (7.5)
where I is a ﬁnite index set, ai ∈ Zm, ‖ai‖∞  M and bi ∈ R for i ∈ I, and H is a linear
subspace of Rm. Then we call M the unary facet complexity of P and denote fc(P ) =M .
Observe that in a description of a polytope P as in the deﬁnition above we could have also
included H in the ﬁrst term of (7.5), by adding 〈c, x〉  d and 〈c, x〉 
 d, for every equation
〈c, x〉 = d deﬁningH. However, the unary facet complexity deﬁned as above might be signiﬁcantly
lower than one measured with respect to all (including equality) constraints and, as it turns out,
this is the right measure to study the bit complexity of close to optimal solutions of (7.3).
To state our main result also a notion of bit complexity of a function p : F → R>0 is required.
We denote it by Lp and deﬁne as
Lp := max
α∈F
| log pα|.
Note that Lp is ﬁnite, because we assume that pα > 0 for every α ∈ F . It represents, roughly,
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the maximum6 number of bits required to store the binary representation of any pα (for α ∈ F).
The last deﬁnition we need to state our structural result is the diameter of the set F (or
equivalently P ), it is simply diam(F) := max{‖α1 − α2‖ : α1, α2 ∈ F}. 7
Theorem 7.4 (Main Structural Result)
Let F be any ﬁnite subset of Zm and let d ∈ R0 be its diameter, let M be the unary facet
complexity of conv(F). Then, for every function p : F → R>0 and for every ε > 0 there exists
a number R > 0 which is polynomial in m, log d,M,Lp and log 1ε such that
∀θ∈P ∃y∈B(0,R) h(θ, y)  g(θ) + ε,
where h and g are deﬁned as in (7.2).
We start by a preliminary lemma which is then used in the proof of Theorem 7.4.
Lemma 7.1
Let P ⊆ Rm be a polytope P := {x ∈ Rm : 〈ai, x〉  bi for i ∈ I} ∩H, where I is a ﬁnite
index set, H ⊆ Rm is a linear subspace of Rm and ai ∈ H, bi ∈ R for i ∈ I. Let y ∈ H be
any vector, then there exists a vertex v ∈ P and a subset of the constraints I0 ⊆ I of size
|I0|  dim(H), such that 〈ai, v〉 = bi for i ∈ I0 and there exist non-negative numbers {βi}i∈I0
satisfying ∑
i∈I0
βiai = v.
Proof.
We start by picking v ∈ P which maximizes 〈x, y〉 over x ∈ P . Note that since P is a polytope
(and is compact) such a maximum exists and, moreover without loss of generality we might
assume that v is a vertex of P . Given such a v ∈ P determine all inequalities which are tight at
v, i.e.,
I = {i ∈ I : 〈ai, v〉 = bi}.
Note that |I| might be arbitrarily large, not even polynomially bounded. We claim that there
exist {βi}i∈I with βi 
 0 for all i ∈ I, such that
y =
∑
i∈I
βiai.
Suppose it is not the case. Then from the Farkas lemma, there exists a vector z ∈ Rm such that:
∀i∈I 〈z, ai〉  0 and 〈z, y〉 > 0.
Note also that we may assume that z ∈ H, by projecting z orthogonally onto H if necessary.
Further, the above is true also for δ · z (in place of z) for an arbitrarily small δ > 0. In other
words we can take z of arbitrarily small norm. Hence we obtain that the cone
C = {u ∈ H : ∀i∈I 〈u, ai〉  0}
6Importantly, the complexity measure Lp is the maximum – not the total – number of bits required to store
any of the coeﬃcients. The latter is always at least |F|, hence typically exponential in m.
7In this chapter we use ‖x‖ to denote the Euclidean 2 norm of x. This choice of a norm is by any means
essential, as we tend to ignore factors polynomial in the dimension m.
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contains arbitrarily short vectors z with 〈z, y〉 > 0. Note that since I is the collection of all
inequalities tight at v, it follows that every point in H, which is suﬃciently close to v and
satisﬁes the inequalities in I belongs itself to P . In other words there exists a δ > 0 (might be
exponentially small) such that
(v + C) ∩B(v, δ) ⊆ P,
where v + C = {v + u : u ∈ C} and B(v, δ) = {x ∈ Rm : ‖x − v‖  δ}. Combining this
with our previous observation regarding the cone C it follows that there exists z ∈ H such that
μ := v + z ∈ P and 〈z, y〉 > 0 and hence
〈μ, y〉 > 〈v, y〉 .
This contradicts our choice of v ∈ P .
〈α, y〉 > 〈v, y〉 .
Knowing that y belongs to the cone generated by {ai}i∈I we can apply Caratheodory’s theorem
to reduce the number of nonzero coeﬃcients in the resulting conic combination. Indeed there
exist a set I0 ⊆ I, such that |I0|  dim(H) and non-negative {βi}i∈I0 (possibly diﬀerent βis
than obtained above) such that
y =
∑
i∈I0
βia
′
i.
Proof of Theorem 7.4:
Before we proceed with the argument let us ﬁrst observe that one can assume without loss of
generality that 0 ∈ F . This follows from the “shift invariance” of our problem. Indeed if we
consider F and F ′ = F + γ = {α+ γ : α ∈ F}, then the corresponding functions h ad h′ satisfy
h(θ, y) = h′(θ + γ, y)
for every y ∈ Rm. Hence, by shifting F by γ = −α for some α ∈ F we obtain an equivalent
instance of our problem with 0 ∈ F . It follows in particular, that the aﬃne subspace H on which
P is full-dimensional is now a linear subspace of Rm.
Fix θ ∈ P and let y be such that
h(θ, y)  g(θ) + ε
2
.
Note that we may assume that y ∈ H, by projecting it orthogonally onto H (which does not
alter the value). Further, note that by denoting by a′i ∈ H (for i ∈ I) the orthogonal projection
of ai onto H, the polyotope P can be equivalently written as
P = {x ∈ H : 〈a′i, x〉  bi}.
By applying Lemma 7.1 for y and P we obtain a vertex α ∈ F and a subset of constraints I0
of size at most dim(H)  m, tight at α such that
y =
∑
i∈I0
βia
′
i,
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for some non-negative scalars {βi}i∈I0 . We prove that by modifying the coeﬃcients in the above
conic combination we can obtain a point
y′ =
∑
i∈I0
β′ia
′
i
(with β′i 
 0 for i ∈ I0) such that the norm of y′ is small (polynomial in Lp,m, log d,M and
log 1ε ) and
h(θ, y′)  h(θ, y) + ε
2
 g(θ) + ε.
Showing that will complete the argument. Let Δ > 0 be a certain number (to be speciﬁed later),
polynomial in Lp and log 1ε . We deﬁne β
′
i := min(Δ, βi) and prove that the point y
′ =
∑
i∈I0 β
′
ia
′
i
satisﬁes the above claim.
To this end, we prove that by changing one coordinate i0, from βi0 > Δ to Δ we cause
only a slight increase in the value of h(θ, y). In other words, by taking y as before and y′ =
y − (βi0 −Δ)ai we want to show that
log
(∑
α∈F
pαe
〈α,y′〉−〈θ,y′〉
)
 log
(∑
α∈F
pαe
〈α,y〉−〈θ,y〉
)
+
ε
2m
Towards this, deﬁne
F0 = {α ∈ F : 〈α, ai0〉 = bi0}.
Below we analyze separately the eﬀect of changing y to y′ on the terms pαeα,y for α ∈ F0 and
for α ∈ F \ F0.
Case 1: F \ F0. Consider any α ∈ F \ F0. We have
〈α, y′〉 − 〈α, y′〉 =
∑
i∈I0
β′i 〈α− α, a′i〉
=
∑
i∈I0
β′i 〈α− α, ai〉
 Δ 〈α− α, ai0〉
 −Δ.
In the above we used the fact that a′i is the projection of ai onto H, 〈α− α, ai〉  0 for every
i ∈ I0 and that 〈α− α, ai0〉 is a negative integer. This implies in particular that
pαe
〈α,y′〉−〈θ,y′〉
pαe〈α
,y′〉−〈θ,y′〉 
pα
pα
e−Δ
and hence:∑
α∈F
pαe
〈α,y′〉−〈θ,y′〉 =
∑
α∈F0
pαe
〈α,y′〉−〈θ,y′〉 +
∑
α∈F\F0
pαe
〈α,y′〉−〈θ,y′〉

(∑
α∈F0
pαe
〈α,y′〉−〈θ,y′〉
)(
1 + |F \ F0|
maxα∈F\F0 pα
pα
e−Δ
)
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Note that for any α ∈ F we have e−Lp  pα  eLp , further |F \F0|  |F|  exp(poly(log d,m)),
hence we can pick Δ := poly(Lp,m, log d, log 1ε ) to guarantee
|F \ F0|
maxα∈F\F0 pα
pα
e−Δ  ε
2m
.
For such a choice of Δ we have:
h(θ, y′)  log
(∑
α∈F0
pαe
〈α,y′〉−〈θ,y′〉
)
+ log
(
1 +
ε
2m
)
 log
(∑
α∈F0
pαe
〈α,y′〉−〈θ,y′〉
)
+
ε
2m
.
Case 2: F0. Consider now α ∈ F0, we have
〈α, y′〉 − 〈θ, y′〉 = 〈α, y〉 − 〈θ, y〉 − (βi −Δ) 〈α− θ, ai〉  〈α, y〉 − 〈θ, y〉
as 〈θ, ai〉  〈α, ai〉 = bi (because θ ∈ P ). Consequently, we obtain
h(θ, y′)  log
(∑
α∈F0
pαe
〈α,y′〉−〈θ,y′〉
)
+
ε
2m

(∑
α∈F0
pαe
〈α,y〉−〈θ,y〉
)
+
ε
2m
 h(θ, y) + ε
2m
.
It remains to argue that after performing the above procedure, the norm of y′ is small. For this
observe
‖y′‖ = ‖
m∑
i∈I0
β′ia
′
i‖ 
∑
i∈I0
β′i‖a′i‖  m ·Δ · (
√
m ·M) = poly
(
m, log
1
ε
)
.
In the above we used the fact that since a′i is a projection of ai onto H (for any i ∈ I0) we have
‖a′i‖  ‖ai‖ 
√
m ·M.
Below we present a useful corollary of Theorem 7.4 which is often convenient in applications.
Corollary 7.1
Under the assumptions of Theorem 7.4, for every function p : F → R>0, for every ε > 0
there exists a number R > 0 which is polynomial in m, log d,M,Lp and log 1ε such that
∀θ∈P ∃y∈B(0,R) ‖
∑
α∈F pαe
〈α,y〉 · α∑
α∈F pαe〈α,y〉
− θ‖ < ε.
Proof of Corollary 7.1:
It is enough to establish it for θ ∈ int(P ) (relative interior is meant here, i.e. interior of P when
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restricted to H). To this end consider y to be
y = argmin
y∈Rm
h(θ, y) = g(θ).
It is not hard to prove that such a y exists, i.e., the minimum is attained, for θ in the relative
interior of P . Consider now the gradient of h with θ ﬁxed:
∇yh(θ, y) =
∑
α∈F pαe
〈α,y〉 · α∑
α∈F pαe〈α,y〉
− θ. (7.6)
To conclude the Corollary from Theorem 7.4 one has to prove that if the value at a point is close
to optimal, then the gradient is short. Towards this we show that y → h(θ, y) is L−smooth (for
some polynomially bounded L), i.e.
‖∇yh(θ, y1)−∇yh(θ, y2)‖  L‖y1 − y2‖.
This can be deduced from the fact that the Hessian matrix of h, ∇2yh(θ, y) has polynomially
bounded entries (and the bound does not depend neither on y nor on θ). Indeed, under the
notation that α′ = α− θ for α ∈ F we obtain
(∇2yh(θ, y))i,j =
∑
α∈F pαe
〈α,y〉α′iα
′
j∑
α∈F pαe〈α,y〉
−
(∑
α∈F pαe
〈α,y〉α′i
) (∑
α∈F pαe
〈α,y〉α′j
)(∑
α∈F pαe〈α,y〉
)2 ,
hence it follows ∣∣∣(∇2yh(θ, y))i,j∣∣∣  2maxα∈F‖α− θ‖2  2d2.
Hence the function y → h(θ, y) is L := 2d2−smooth. Now, it is well known that for a convex,
L−smooth function, we have (see e.g. [Nes14]):
h
(
θ, y +
1
2L
v
)
 h(θ, y)− 1
4L
‖v‖2,
where v = ∇yh(θ, y). Hence, if y is as in Theorem 7.4 then we obtain ‖∇yh(θ, y)‖2  4Lε and
consequently
‖∇yh(θ, y)‖  4dε1/2.
The corollary follows by combining the above obtained bound with (7.6).
7.3.2 Proof of the Computability of Max-Entropy Distributions
Below we restate Theorem 7.1 in its fully general form. For deﬁnitions of the unary facet com-
plexity, the complexity measure Lp of p and the diameter of F we refer to Section 7.3.1
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Theorem 7.5
Let F be any ﬁnite subset of Zm and let d ∈ R0 be its diameter, let M be the unary
facet complexity of conv(F). Then, there exists an algorithm such that given a probability
distribution p on F (via an evaluation oracle for gp), θ ∈ P and an ε > 0, computes a vector
y ∈ Rm with ‖y‖  poly (m,M, log d, Lp, log 1ε) such that
‖qy − q‖1 < ε,
where q is the optimal solution to (7.3) and qy is a distribution over F deﬁned as qyα =
pαe
〈α,y〉∑
B∈F pβe
〈β,y〉 , for α ∈ F . The running time of the algorithm is polynomial inm,M, d, Lp, log 1ε .
In the above gp is a generalized counting function – the function gF introduced in Section 7.1.2 is
a special case when p is the uniform distribution over F . An oracle for gp is then simply deﬁned
as a procedure that given an x > 0 outputs
gp(x) :=
∑
α∈F
pαx
α, where xα :=
m∏
i=1
xαii .
.
Proof.
For convenience without loss of generality we might assume that F ⊆ Nm and in fact even
F ⊆ [0, 2d]m ∩ Nm where d is the diameter of F . This is because one can always shift the set F
(together with θ) and this operation does not aﬀect the problem nor its parameters. To obtain
a vector y, as required, we solve the dual program up to a desired precision (below we explain
why is this enough). Recall that the dual program to (7.3) is given by
inf h(θ, y) = log
(∑
α∈F
pαe
〈α−θ,y〉
)
,
s.t. y ∈ Rm.
By a direct calculation one can show that for every feasible solution q of the primal problem (7.3)
KL(q, qy) = h(θ, y)−
∑
α∈F
qα log
pα
qα
,
where KL(·, ·) denotes the KL-divergence. In particular for q := q
h(θ, y)− g(θ) = KL(q, qy).
This means that in order to obtain a distribution qy being ε−close in the KL-distance to the
max-entropy distribution q it is enough to ﬁnd an ε−optimal solution to the dual program.
Moreover, from Pinsker’s inequality we have
‖q − q‖1 
√
2 ·KL(q, q)
hence it suﬃces to ﬁnd a solution y to the dual program which is δ := Θ(ε2)-optimal, to guarantee
that ‖q − qy‖1 < ε.
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To ﬁnd a δ-optimal solution to the dual problem we apply the ellipsoid method. First of all
we note that h(θ, y) is a convex function of y (this follows from Ho¨lder’s inequality), which is the
ﬁrst requirement for the ellipsoid method to be applicable. It follows from Theorem 7.5 that in
order to ﬁnd a δ-optimal solution to infy∈Rm h(θ, y) it is suﬃcient to solve
min
y∈B(0,R)
h(θ, y),
where R is a certain bound, polynomial inm,M, log d, Lp and log 1δ . Now, following the treatment
of the ellipsoid method in [BTN12] (Theorem 8.2.1) it remains to address the following issues.
1. Construct a ﬁrst order oracle for y → h(θ, y), i.e. an eﬃcient way to evaluate values h(θ, y)
and gradients ∇yh(θ, y) of this function.
2. A bound on the gap between the maximum and minimum value of h(θ, ·) in B(0, R). More
precisely, deﬁning D := maxy∈B(0,R) h(θ, y)−miny∈B(0,R) h(θ, y) we would like logD to be
polynomially bounded.
3. Provide an outer ball – containing the domain of the considered optimization problem and
an inner ball – contained in the domain. The radii of them should be of polynomial bit
complexity.
4. Provide a separation oracle for the domain B(0, R).
Point (1) We ﬁrst note that h can be equivalently written as
h(θ, y) = log
(∑
α∈F
pαe
〈α,y〉
)
− 〈θ, y〉 .
Thus h(θ, y) = log gp(ey)− 〈θ, y〉, where ey = (ey1 , ey2 , . . . , eym) and consequently h(θ, y) can be
evaluated using just the evaluation oracle for gp. For the case of gradients observe ﬁrst that
∇yh(θ, y) = 1
gp(ey)
∑
α∈F
αpαe
〈α,y〉 − θ.
Since computing gp(ey) is easy, it remains to deal with
∑
α∈F αpαe
〈α,y〉. For this note that the
ith coordinate of the above is∑
α∈F
αipαe
〈α,y〉 =
d
dt
gp(ey1 , . . . , eyi−1 , eyi + t, eyi+1 , . . . , eym).
The right hand side above is a univariate polynomial h(t) of degree at most 2d (since F ⊆ [0, 2d]).
To compute its derivative it is enough to learn all its coeﬃcients (in fact it is enough to learn the
coeﬃcient of t in h(t)). Towards this, note that the evaluation oracle for gp implies an evaluation
oracle for t → h(t), and hence we can simply evaluate h at 2d+1 diﬀerent points and recover its
coeﬃcients using polynomial interpolation. The running time of such a procedure is polynomial
in d – as required.
Note also that, importantly, to implement the ﬁrst order oracle for h(θ, ·) the oracle gp is
queried only on inputs of polynomial bit complexity, as for every y ∈ B(0, R) the vector ey has
polynomial bit complexity (since R = poly
(
m, log 1δ
)
). Thus the running time of these procedures
is polynomial in m, log 1δ and d.
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Point (2) Note that from the Cauchy-Schwarz inequality, for every y ∈ B(0, R)
〈y, α− θ〉  ‖y‖‖α− θ‖  R · d,
hence, we have
max
y∈B(0,R)
h(θ, y)  log (eLp |F| · eR·d)  Lp ·R · d · log |F|.
Similarly, for the minimum
min
y∈B(0,R)
h(θ, y) 
 −Lp ·R · d · log |F|.
Clearly the logarithm of the gap:
log
(
max
y∈B(0,R)
h(θ, y)− min
y∈B(0,R)
h(θ, y)
)
 log(2Lp ·R · d · log |F|)
is polynomially bounded (even without taking the logarithm it is still true), as |F|  (2d)m.
Point (3) The outer ball is the domain itself: B(0, R); R is polynomially bounded (note that in
fact we only need that logR is polynomially bounded). For the inner ellipsoid we can just take
B(0, 1).
Point (4) This is clear - given a vector y0 ∈ Rm, if ‖y‖  R we just report y0 to be in the domain
and if ‖y0‖ = R′ > R then {y ∈ Rm : 〈y, y0〉 = R+R′2 } is the required separating hyperplane.
7.3.3 Proof of the Bit Complexity Lower Bound
We start by proving a technical fact which will be useful in establishing the large bit complexity
example.
Fact 7.1
Let v1, v2, . . . , vN ⊆ Rm be a set of vectors and denote δ := dist(0, conv(v1, v2, . . . , vN )).
Assume that δ > 0 and consider the optimal value of the following optimization problem:
τ = min {‖y‖ : y ∈ Rm, 〈y, vi〉  −1 for all i = 1, 2, . . . , N} ,
then τ 
 1δ .
Proof.
We formulate the problem as a convex, quadratic program with linear constraints:
min ‖y‖2,
s.t. 〈y, α〉  −1 for all α ∈ F ′. (7.7)
To derive a lower bound on the optimal value of (7.7) we consider the dual program:
max
N∑
i=1
λi − 14‖
N∑
i=1
λivi‖2,
s.t. λi 
 0 for all i = 1, 2, . . . , N.
(7.8)
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From weak duality we know that the optimal value of (7.8) is a lower bound to (7.7) thus we just
need to provide a feasible solution to the dual program. To this end let v be the shortest vector
in the convex hull of v1, v2, . . . , vN , i.e., v ∈ conv(v1, v2, . . . , vN ) and ‖v‖ = δ. v can be written
as
v =
N∑
i=1
μivi
for some μ 
 0 with ∑Ni=1 μi = 1. Consider now λ := 2δ2μ ∈ RN0. The dual objective value for λ
is
N∑
i=1
λi − 14‖
N∑
i=1
λivi‖2 = 2
δ2
− 1
4
· 4
δ4
‖
N∑
i=1
μivi‖2 = 1
δ2
.
This provides us with a lower bound of 1δ2 on the optimal value of (7.7) and thus a lower bound
of 1δ on the optimization problem as in the statement of the Fact.
Remark 7.1
It is not hard to prove that in Fact 7.1 the value 1τ is not only a lower bound but is actually
equal to the optimal value of the considered optimization problem. This can be established
by plugging in an appriopiate scaling of the shortest vector in conv(v1, v2, . . . , vN ) for y.
Proof Theorem 7.3:
Our construction of F is based on existence of “ﬂat” 0-1 polytopes, as established by [AV97].
There exist m + 1 aﬃnely independent points α0, α1, α2, . . . , αm ∈ {0, 1}m such that if we let
H = α1 + span{α2 − α1, . . . , αm − α1} (the (m− 1)−dimensional aﬃne subspace containing all
points α1, . . . , αm) then
dist(α0, H) = e−Ω(m logm).
Without loss of generality we assume that α0 = 0. Let y ∈ H be the projection of α0 = 0 onto
H, i.e., a point such that
〈y, αi − y〉 = 0 for every i = 1, 2, . . . ,m.
Consider the lattice
L = α1 +
m∑
i=2
(αi − α1) · Z,
with the origin at α1, with basis {(αi−α1)}2im. Since the hyperplane H is covered by disjoint
copies of the fundamental parallelepiped
F :=
{
m∑
i=2
βi(αi − α1) : β2, . . . , βm ∈ [0, 1)
}
,
there is an integer translation of F which contains the point y. More formally, there exists an
integer vector γ ∈ Zm such that
y ∈ γ + F ⊆ H.
Note now that by denoting F ′ = γ + F we obtain
diam(F ′) = diam(F )  m3/2,
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since every vertex of F has integer coordinates in the range [0,m]. Let α ∈ Zm be now any of
the 2m vertices of F ′. Since y belongs to F ′ we have
‖α‖  ‖y‖+ diam(F ′)  O(1) +m3/2.
Let F ′ be a subset of Zm consisting of all the vertices of F ′ and let F := F ′ ∪ {0}. Further,
deﬁne θ := 0. We prove that the conclusion of the Lemma holds under such a choice of F and θ.
Towards this we ﬁrst note that aﬃne hull of F ′ is equal to H, as F ′ ⊆ H and its vertices
clearly span H. Moreover the point y, which is the projection of 0 onto H belongs to the convex
hull of F ′. Let δ > 0 be the distance between 0 and H and let a ∈ Rm (with ‖a‖ = 1) be the
normal vector of H, in other words
H = {x ∈ Rm : ax = δ}.
Note that the gradient of h(θ, y) with respect to y is given by:
∇yh(θ, y) =
∑
α∈F α · e〈y,α〉∑
α∈F e〈y,α〉
.
Since h is L−smooth for some L = poly(m) (see the proof of Corollary 7.1), we know that points
with a large-magnitude gradient cannot be close to optimal. Quantitatevely, we have
|g(θ)− h(θ, y)| 
 ‖∇yh(θ, y)‖
2
L
.
Thus to prove that |g(θ)− h(θ, y)| 
 ε (for some ε > 0) it is enough to prove that ‖∇yh(θ, y)‖ 
√
εL. We pick ε to be δ
2
e4·L , then ε = e
−O(m logm). Moreover, the condition |g(θ)− h(θ, y)| < ε
implies that ‖∇yh(θ, y)‖ < δe2 . We prove that the latter is possible only when ‖y‖ 
 eΩ(m logm).
Indeed, assume that ‖∇yh(θ, y)‖ < δe2 . By the Cauchy-Schwarz inequality we have
〈a,∇yh(θ, y)〉  ‖∇yh(θ, y)‖ · ‖a‖ = ‖∇yh(θ, y)‖
and moreover
〈a,∇yh(θ, y)〉 =
0 +
∑
α∈F ′ 〈a, α〉 e〈y,α〉∑
α∈F e〈y,α〉
= δ ·
∑
α∈F ′ e
〈y,α〉
1 +
∑
α∈F ′ e〈y,α〉
.
It follows that ∑
α∈F ′ e
〈y,α〉
1 +
∑
α∈F ′ e〈y,α〉
<
1
e2
,
and consequently
∑
α∈F ′ e
〈y,α〉 < 1e , which implies in particular that
∀α∈F ′ 〈y, α〉  −1. (7.9)
The question we would like to answer is: what is the shortest y ∈ Rm which satisﬁes condi-
tion (7.9)? This will give us a lower bound on ‖y‖ satisfying |g(θ)− h(θ, y)| < ε. To answer
this question, we apply Fact 7.1 and conclude that every such y has length at least 1δ . As
δ = e−Ω(m logm) we conclude that the optimal solution y to (7.7) satisﬁes ‖y‖ = eΩ(m logm)
and the Lemma follows by contraposition.
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7.3.4 Proofs of Applications
Preliminaries on Real Stability
In this section state two important facts on real stable polynomials which appear in some appli-
cations of our results. For a survey on real stable polynomials we refer the reader to [Wag11].
Fact 7.2 ([BC95, Bra¨07])
Let p ∈ R[x1, . . . , xm] be a real stable polynomial with non-negative coeﬃcients. Then, there
exists a “rank function” r : {−1, 0, 1}m → Z is, such that the convex hull of F ⊆ Nm – the
support of p can be described as:
conv(F) = {x ∈ Rm : ∀c∈{−1,0,1}m 〈x, c〉  r(c)}.
Proof.
The proof is a simple consequence of two results. It was proved in [Bra¨07] that the support of
a real stable polynomial is a jump system. Such sets were studied previously in [BC95], where a
polyhedral characterization, as in the conclusion, was shown.
Fact 7.3 ([Gu¨l97])
Let p ∈ R[x1, . . . , xm] be a real stable polynomial with non-negative coeﬃcients. Then the
function x → log p(x) is concave over x ∈ Rm>0.
Bounds for the Matrix Scaling Problem
Consider the (r, c)−matrix scaling problem, where one is given a nonnegative square matrix
A ∈ Rn×n and two vectors r, c ∈ Nn (with ‖r‖1 = ‖c‖1) and the goal is to ﬁnd a scaling: two
positive vectors x, y ∈ Rn>0 such that for B deﬁned as B := XAY (with X = Diag (x) and
Y = Diag (y)) it holds that B  = r and B  = c where   ∈ Rn is the all-one vector. In other
words, we want the row-sums of the matrix B to be equal to r and column sums to be equal to
c.
One can prove that if such a scaling exists even asymptotically (i.e., a sequence of scalings
exists such that they satisfy the scaling condition in the limit), then it can be recovered from the
optimal solution to the following convex program
inf
z∈Rn
n∑
i=1
ri log
⎛⎝ n∑
j=1
Ai,je
zj
⎞⎠− 〈c, z〉 ; (7.10)
see [Gur06, KLRS08]. Indeed, the scaling is recovered as xi := ri ·
(∑n
l=1Ai,le
zl
)−1
for i =
1, 2, . . . n and yj := ez

j for i = 1, 2, . . . , n, where z stands for the optimal (or approximately
optimal) solution to (7.10). The question which arises naturally is: does the optimal (or approx-
imately optimal) scaling (x, y) have polynomial bit complexity? Or in other words: can we prove
that the vector z has polynomially bounded entries: ‖z‖∞ = poly(n,LA)? Here LA denotes the
bit complexity of the matrix A, i.e., LA := maxi,j∈[n] | logAi,j |. We derive the following Corollary
of Theorem 7.4.
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Corollary 7.2
Let A ∈ Rn×n be a nonnegative matrix which is asymptotically (r, c)−scalable with ‖r‖1 =
‖c‖1 = h. Then for every ε > 0 there exists a scaling (x, y) such that:∣∣∣∣∣
n∑
k=1
xiykAi,k − ri
∣∣∣∣∣ < ε for all i ∈ [n],∣∣∣∣∣
n∑
l=1
xlyjAl,j − cj
∣∣∣∣∣ < ε for all j ∈ [n],
and the bit complexities of all entries of x and y, i.e., maxi∈[n] | log xi| and maxi∈[n] | log yi|
are bounded by poly
(
n,LA, h, log 1ε
)
.
Proof.
Our strategy is to derive the result from Corollary 7.1. We ﬁrst rewrite the objective (7.10) so
that it matches the form as in Theorem 7.4.
n∑
i=1
ri log
⎛⎝ n∑
j=1
Ai,je
zj
⎞⎠− 〈c, z〉 = log
⎛⎝ n∏
i=1
⎛⎝ n∑
j=1
Ai,je
zj
⎞⎠ri⎞⎠− 〈c, z〉
= log
(∑
α∈F
pαe
〈α−c,z〉
)
= h(c, z)
For some set F ⊆ Nm and some family of positive numbers {pα}α∈F .
The next step is to obtain bounds on the various quantities m, d,M,Lp which appear in
Corollary (7.1). Clearly we choose m := n. Next observe that ‖α‖∞  h for α ∈ F , hence d  h
and that |log pα|  poly(h, LA) for all α ∈ F , hence Lp = poly(h, LA).
Let us now prove that the polytope conv(F) can be described by inequalities with small
integer coeﬃcients. To this end note that p can be naturally treated as a polynomial (pα is the
coeﬃcient of xα :=
∏
i∈[n] x
αi
i ).
p(x) =
∑
α∈F
pαx
α =
n∏
i=1
⎛⎝ n∑
j=1
Ai,jxj
⎞⎠ri ,
and the support of p is equal to F . Since p is a product of linear polynomials with nonnegative
coeﬃcients, it is a real stable polynomial (see preliminaries at the beginning of this section for
some background). As shown in the preliminaries (Fact 7.2), the Newton polytope of a real stable
polynomial can be described by inequalities of the form
〈a, x〉  b
where a ∈ {−1, 0, 1}n. Hence we can take M = O(1) in the statement of Corollary 7.1.
We now apply Corollary 7.1 to obtain a point z and use it to deﬁne a scaling by the following
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formulas
xi = ri ·
(
n∑
l=1
Ai,le
zl
)−1
and yj = ez

j , for i, j = 1, 2, . . . , n.
Note that such a pair (x, y) has bit complexity which is polynomial in n,LA, h, log 1ε , hence it
remains to reason about the precision of the resulting scaling.
By a direct calculation one obtains that∣∣∣∣∣
n∑
k=1
xiykAi,k − ri
∣∣∣∣∣ = 0 for all i ∈ [n],
hence it remains to prove a bound on the precision of the scaling with respect to columns. For
this, note that
(∇zh(c, z))j =
n∑
l=1
xlyjAl,j − cj .
Since Corollary 7.1 implies that
‖∇zh(c, z)‖2 < ε
the bound on the scaling precision follows.
Computability of Recent Continuous Relaxations for Counting and Optimiza-
tion Problems
We are interested in solving the following optimization problem studied in Chapter 6.
CapB(p) := sup
θ∈P (B)
inf
x>0
p(x)∏m
i=1 x
θi
i
,
where p ∈ R[x1, x2, . . . , xm] is a polynomial with non-nagative coeﬃcients and B ⊆ {0, 1}m is a
certain family of sets (points in the binary cube). We prove the following
Theorem 7.6
Let p ∈ R[x1, x2, . . . , xm] be a polynomial with nonnegative coeﬃcients with support F ⊆ Nm
and let B ⊆ Nm. Asumme that the unary facet complexity of conv(F) is M and denote
d = max(diam(F),diam(B)). There is an algorithm which given an evaluation oracle for p,
a separation oracle for conv(F), a separation oracle for conv(B) and an ε > 0 computes a
number X such that 1− ε < XCapB(p) < 1 + ε in time poly(m,Lp, log d,M, log
1
ε ).
Note that in the above theorem we require separation oracle access to the corresponding
Newton polytope: this is actually not necessary in various cases, in particular when p is real
stable, in which case such a separation oracle can be constructed given access to an evaluation
oracle to p only (see Chapter 6).
Proof.
Denote by P ⊆ Rm the convex hull of F – the support of p. We observe that CapB(p) can we
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rewritten equivalently as
log CapB(p) = sup
θ∈P (B)
inf
y∈Rm
log
(∑
α∈F
pαe
〈α−θ,y〉
)
= sup
θ∈P (B)
inf
y∈Rm
h(θ, y),
where F ⊆ Nm denotes the support of p. Thus we obtain a form of log CapB(p) in terms of a
function h as in (7.4). Let us denote
g(θ) = inf
y∈Rm
log
(∑
α∈F
pαe
〈α−θ,y〉
)
.
Hence the goal is to solve supθ∈P (B) g(θ). In fact, since g(θ) = −∞ whenever θ /∈ P , we can
rewrite it equivalently as
sup
θ∈P (B)∩P
g(θ).
Importantly, since we are only interested in an additive ε-approximation of the above quantity
we can apply Theorem 7.4 to replace g by the following Lipscthiz proxy:
g˜(θ) := inf
y∈B(0,R)
h(θ, y)
for an appropriate number R – polynomial in the input size and log 1ε (as in Theorem 7.4).
We now apply the ellipsoid method to ﬁnd an additive ε-approximation to
sup
θ∈P (B)∩P
g˜(θ).
Firstly, observe that the function g˜ is concave – as a pointwise inﬁmum of aﬃne functions. Now,
following the treatment of the ellipsoid method in [BTN12] (Theorem 8.2.1) we have to address
the following requirements to obtain polynomial running time
(1) Construct a ﬁrst order oracle for θ → g˜(θ), i.e. an eﬃcient way to evaluate values g˜(θ) and
(sub)gradients of this function for θ ∈ P (B) ∩ P .
(2) A bound on the gap between the maximum and minimum value of g˜(θ) in P (B)∩P . More
precisely, deﬁning D := maxθ∈P (B)∩P g˜(θ) − minθ∈P (B)∩P g˜(θ) we would like logD to be
polynomially bounded.
(3) Provide an outer ball – containing the domain of the considered optimization problem and
an inner ball – contained in the domain. The radii of them should be of polynomial bit
complexity.
(4) Provide a separation oracle for the domain P (B) ∩ P .
Point (1). To obtain an evaluation oracle for g˜ note that Theorem 7.5 gives an algorithm to
compute g˜ up to δ additive error in time polynomial in log 1δ . This provides an approximate
(weak) evaluation oracle, which is still enough to run the ellipsoid method (using shallow cuts,
see [GLS88]).
Let us now discuss the oracle for the gradient of g˜. It is a standard fact in convex programming
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that for any θ ∈ P it holds that the point
y := argmin
y∈B(0,R)
h(θ, y)
is a subgradient of g˜ at θ. Using Theorem 7.5 we can eﬃciently compute a vector y which is a
δ-approximation to y in the sense that h(θ, y)−h(θ, y)  δ. We use this algorithm to implement
an approximate subgradient oracle for g˜, i.e., for a given θ we output the vector y as above, using
the algorithm in Theorem 7.5.
It remains to justify why is such an approximate gradient enough to run the ellipsoid method.
Note that if θ ∈ P and y ∈ B(0, R) is such that h(θ, y)  g˜(θ) + δ then for any θ′ ∈ P we have
g(θ′)  h(θ′, y) = h(θ, y) + 〈θ′ − θ, y〉  g(θ) + δ + 〈θ′ − θ, y〉 ,
where the equality above holds because h is an aﬃne function of θ. Hence, by applying such a
y as a gradient oracle, we obtain a separation hyperplane which never cuts out a point θ′ ∈ P
of value g(θ′) > g(θ) + δ. This, along with the fact that y can be found in time polynomial
in log 1δ , allows us to apply the shallow cut ellipsoid method. We also refer the reader to the
full version of [SV14] and the proof of Theorem 2.11 therein where a detailed discussion of an
ellipsoid algorithm for a related problem is provided.
Point (2). As in the proof of Theorem 7.5 we observe that for every y ∈ B(0, R)
−Lp ·R ·m · d log d  log
(∑
α∈F
pαe
〈α−θ,y〉
)
 Lp ·R ·m · d log d,
and hence the gap (and hence clearly its logarithm as well) is polynomially bounded.
Point (3). An outer ball is easy to obtain since P (B) ⊆ [0, 1]m. For the inner ball, suppose ﬁrst
that P (B) ∩ P is full-dimensional. Then, since the vertices of both these polytopes have small
integer entries, one can show using standard techniques that a ball of radius Ω(e−poly(m)) can
be ﬁt inside this polytope. In the non-full-dimensional case one has to work in a linear subspace
H ⊆ Rm on which P (B)∩P is full-dimensional; H can be found given separation oracles of P (B)
and P using standard subspace identiﬁcation techniques.
Point (4). This is clear as we are given separation oracles for both P (B) and P .
Computability of worst-case Brascamp-Lieb constants
Given a sequence of matrices Bj ∈ Rnj×n for j ∈ [m] and a vector p ∈ Rm0 consider the following
Brascamp Lieb inequality:∫
Rn
m∏
j=1
fj(Bjx)pjdx  C
m∏
j=1
(∫
R
nj
fj(xj)dxj
)pj
,
for any sequence of integrable functions fj : Rnj → R0. These capture in particular the Ho¨lder
inequality and Loomis-Whitney inequalities as special cases [BL02, Lie90]. The best constant
C for which the above holds universally is called the Brascamp-Lieb constant and can be com-
puted [Lie90] as BL(B, p)−2 (B stands here for the collection of all matrices B1, B2, . . . , Bm)
where
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BL(B, p) = inf
⎧⎨⎩det
(∑m
j=1 pjB

j XjBj
)
∏m
j=1 det(Xj)
pj
: Xj ∈ Rnj×nj , Xj ! 0, j = 1, 2, . . . ,m
⎫⎬⎭ .
The constant BL(B, p) is non-zero whenever p belongs to the so called Brascamp-Lieb polytope,
which can be described as follows
PB =
⎧⎨⎩p ∈ Rm0 :
m∑
j=1
pj dim(BjU) 
 dim(U), for every lin. subspace U ⊆ Rn
⎫⎬⎭ .
Ee ask a question of computability of the worst possible Brascamp-Lieb constant over the whole
Brascamp-Lieb polytope, i.e. what supp∈PB BL(B, p) is. This quantity can be used in particular as
a universal constant (for any p ∈ PB) for the so called reverse Brascamp-Lieb inequality [Bar98].
We prove that it can be computed eﬃciently when all the matrices B1, B2, . . . , Bm are of rank 1.
Theorem 7.7
Consider a sequence of matrices B1, B2, . . . , Bm ∈ R1×n. The worst-case Brascamp-Lieb
constant supp∈PB BL(B, p) can be computed up to precision ε > 0 in time polynomial in the
description size of B1, B2, . . . , Bm, m and log 1ε .
Proof.
Let us denote by vj ∈ Rn the only row of the matrix Bj and by V ∈ Rm×n the matrix collecting
all the vj ’s as rows. Then the the Brascamp-Lieb constant (for the rank-1 case) can be computed
as
BL(B, p) = inf
x>0
det
(∑m
j=1 pjxjvjv

j
)
∏m
j=1 x
pj
j
.
Note that the numerator is simply a polynomial r(x) =
∑
S⊆[m],|S|=n p
SxS det(VSV S ), where
VS is the submatrix of V corresponding to the index set S ⊆ [m] and xS :=
∏
i∈S xi.
Then, the problem of computing the (logarithm of the) worst-case constant can be reformu-
lated as
sup
p∈PB
inf
y∈Rm
log
(∑
α∈F
rα(p)e〈α−p,y〉
)
,
where F ⊆ {0, 1}m is the support of r and rα(p) is the coeﬃcient of α in r, as a function of
p ∈ PB . Thus, the inner optimization problem is the dual of a certain max-entropy program.
Moreover, the function
p → log
(∑
α∈F
rα(p)e〈α−p,y〉
)
= log
⎛⎝ ∑
S⊆[m],|S|=n
pSxS det(VSV S )
⎞⎠
is concave over Rm>0, as the polynomial p →
∑
S⊆[m],|S|=n p
SxS det(VSV S ) (treating x > 0 as a
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vector of positive constants) is real stable, see Fact 7.3. From this point on, the argument follows
along the same lines as the proof of Theorem 7.6.
7.4 Conclusion
7.4.1 Future Work
As shown in Theorem 7.3, some assumptions on the family F are necessary for polynomial bit-
complexity bounds of near-optimal solutions. However, it is very likely that Theorem 7.4 still
holds under weaker assumptions. Notably, our lower-bound technique does not yield examples
of F in the hypercube {0, 1}m, but requires larger entries. One can then ask a question whether
the conclusion of Theorem 7.4 holds for all sets F ⊆ {0, 1}.
7.4.2 Notes
The content of this chapter is based on the work [SV17a]. The max-entropy principle has
been introduced in [Jay57a, Jay57b]. Max-entropy distributions arise and have found numer-
ous applications in information theory [Jay57a, Jay82], machine learning [PPL97, Nig99], eco-
nomics [AFHS97, Vin06], physics [MS06] and statistics [Soo00, SW87]. In Theoretical Computer
Science, max-entropy distributions over spanning trees in a graph have been used to derive ap-
proximation algorithms for the TSP [AGM+10, OSS11] and max-min fair allocation problem
[AS10].
A variant of Theorem 7.2 which applies to families F ⊆ Nm that are spanning trees of
undirected graphs was obtained in [AGM+10] and, for matroids (and more generally – jump
systems) in [AO17]. The notion of unary facet complexity, we use in this chapter, is similar to
that binary facet complexity deﬁned in [GLS88].
Fast algorithms for the matrix scaling problem have been recently derived in [ALOW17,
CMTV17]. For applications of matrix scaling we refer to [ALOW17, CMTV17], where recently
fast algorithms for matrix scaling were recently derived.
Recently [GGOW17] gave a method for calculating the Brascamp-Lieb constant in polynomial
time when the vector p is given in unary.
In optimizaton, the dual of the max-entropy program can be viewed as an instance of ge-
ometric programming. Geometric programs have been widely studied and appear in a number
of applications; see the survey by Boyd et al. [BKVH07]. The crucial diﬀerence is that in the
standard description of a Geometric Program the posynomial (the objective) is given explicitly
while in our setting, the number of monomials is exponential.
Chapter 8
Subdeterminant Maximization via
Nonconvex Relaxations and
Anti-Concentration
In this chapter we study the problem of maximizing subdeterminants under constraints, i.e.,
maxS∈B det(LS,S) for a PSD matrix L ∈ Rm×m and a family of subsets B ⊆ 2[m]. We provide
approximation algorithms for the cases of B being a family of bases of either a partition matroid
or a regular matroid. To this end we introduce certain non-convex relaxations for these problems
and solve them by simple random sampling. We recover a bound on the approximation guarantee
by proving an anti-concentration inequality.
8.1 Preliminaries and Statement of Results
Anti-concentration inequality. We start by describing the common component to both our al-
gorithmic results – an anti-concentration inequality. We consider multi-variate functions in which
each variable is uniformly and independently distributed over a probability simplex. Roughly, our
anti-concentration inequality says that if the restriction of such a function along each variable
has a certain anti-concentration property then the function is anti-concentrated over the en-
tire domain. Formally, the anti-concentration result applies whenever the multi-variate function
satisﬁes the following property.
Deﬁnition 8.1 (Anti-concentrated functions)
For γ 
 1, a nonnegative measurable1 function f : Δd → R is called γ-anti-concentrated
if for every c ∈ (0, 1)
Pr [f(x) 
 c ·OPT] 
 1− γdc,
where x is drawn from the uniform distribution over Δd and OPT := maxz∈Δd f(z) is the
maximum value f takes on Δd.2
Similarly, for any r 
 1 and any p1, p2, . . . , pr 
 0, a nonnegative function f :
∏r
i=1Δpi →
R is said to be γ-anti-concentrated if for every coordinate i ∈ {1, 2, . . . , r}, and for every choice
of aj ∈ Δpj for j = i, the function x → f(a1, . . . , ai−1, x, ai+1, . . . , ar) is γ-anti-concentrated.
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Perhaps one of the simplest examples of an anti-concentrated function is the univariate map t →
|at+b| over the domain [0, 1]. It is not hard to see that it satisﬁes the condition of Deﬁnition 8.1 for
γ = 2 (see Lemma 8.2). It also follows that for every multi-aﬃne polynomial p ∈ R[x1, x2, . . . , xr]
the function x → |p(x)| is 2-anti-concentrated. Another class of functions that satisfy such an
anti-concentration property arise by considering norms and volumes in Euclidean spaces; for
instance, functions of the form t → ‖ut+ (1− t)v‖2 for vectors u, v.
Theorem 8.1 (Anti-concentration inequality)
Let γ 
 1 be a constant. Let r 
 γ and p1, . . . , pr be positive integers. For every γ-anti-
concentrated function f :
∏r
i=1Δpi → R, if x is sampled from the uniform distribution on∏r
i=1Δpi , then
Pr
[
f(x) 
 (γe2)−r ·
r∏
i=1
1
pi
·OPT
]

 1
2
,
where OPT := max{f(z) : z ∈∏ri=1Δpi} is the maximum value f takes on its domain.
Consequently, the value of a γ-anti-concentrated function at a random point in its domain gives
an estimate of its maximum value. In the simplest non-trivial case, it applies to multi-aﬃne
functions over the hypercube [0, 1]r and says that the value of the function at a random point
is at least c−r times its optimal value, with signiﬁcant probability (where c > 1 is an absolute
constant). It is also easy to see that the bound in Theorem 8.1 is tight: For p(x) =
∏r
i=1 xi,
one can show that the probability that |p(x)| 
 (3/4)r over a random choice of x ∈ [0, 1]r is
exponentially small.
As an important special case of Theorem 8.1, consider the setting in which pi = 2 for i =
1, 2, . . . , r (i.e., the domain is the hypercube [0, 1]r) and f(x) := |p(x)| where p ∈ R[x1, . . . , xr]
is a multi-aﬃne polynomial. Using the fact noted earlier that such an f is 2-anti-concentrated,
we conclude from Theorem 8.1 that for some absolute constant c > 1 and a uniformly random
choice of x ∈ [0, 1]r,
Pr
[
|p(x)| 
 c−r · max
z∈[0,1]r
|p(z)|
]

 1/2.
This gives us a way to estimate the maximum of |p(x)| over [0, 1]r by just evaluating it on
a certain number of random points and outputting the largest one. However, this observation
does not directly give us much insight about the problem we typically would like to solve; that
of maximizing |p(b)| over binary vectors b ∈ {0, 1}r. Towards this, note that for a multi-aﬃne
polynomial p,
max
z∈{0,1}r
|p(z)| = max
z∈[0,1]r
|p(z)|.
Moreover, the above has a simple algorithmic proof that follows from the convexity of x → |p(x)|
restricted to coordinate-aligned lines. This allows us to use the above algorithm to ﬁnd a point
b ∈ {0, 1}r whose value is at most cr times worse than optimal given only an evaluation oracle
for p. In particular, no assumptions are made on the analytic properties of p, such as concavity
or real stability. In fact, in most interesting cases, such functions are highly nonconvex, hence
standard convex optimization tools do not apply.
Partition matroids. As a ﬁrst application of Theorem 8.1, we provide an approximation algo-
rithm for the problem of subdeterminant maximization under partition constraints. Let P :=
{M1,M2, . . . ,Mt} be a partition of [m] := {1, 2, . . . ,m} into non-empty, pairwise disjoint sub-
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sets and let b = (b1, b2, . . . , bt) be a sequence of positive integers. Then the set B := {S ⊆ [m] :
|S∩Mi| = bi for all i = 1, 2, . . . , t} is called a partition family induced by P and b. We ﬁrst show
that the problem of ﬁnding the determinant-maximizing set under partition constraints can be
reformulated as
max
x∈Δ
det
(
W (x)W (x)
)1/2
where Δ is a certain product of simplices, and W (x) is a matrix whose i-th column is a convex
combination of certain vectors derived from L = V V and the variables in x. Subsequently,
we show that such functions are 2-anti-concentrated, which allows us to apply Theorem 8.1 to
obtain the following result.
Theorem 8.2 (Subdeterminant maximization under partition constraints)
There exists a polynomial time randomized algorithm such that given a PSD matrix L ∈
R
m×m, a partition P = {M1,M2, . . . ,Mt} of [m] and a sequence of numbers b = (b1, b2, . . . , bt) ∈
N
t with
∑t
i=1 bi = r, outputs a set S in the induced partition family B such that with high
probability
det(LS,S) 
 OPT · (2e)−2r ·
t∏
i=1
(
1
pi
)bi
,
where OPT := maxS∈B det(LS,S) and pi := |Mi| for i = 1, 2, . . . , t.
Regular matroids. Our second result for the constrained subdeterminant maximization problem
is for the case of regular matroids (i.e., when the constraint family B arises as a set of bases of
a regular matroid; see Section 8.3). To apply Theorem 8.1 we consider the polynomial
h(x) = det(V XB),
where X is a diagonal matrix with Xi,i := xi, B ∈ Rd×m is the linear representation of B and
V ∈ Rd×m is such that V V = L. We observe that |h(x)| is 2-anti-concentrated and has a
number of desirable properties, which allows us to prove
Theorem 8.3 (Subdeterminant maximization under regular matroid constraints)
There exists a polynomial time randomized algorithm such that given a PSD matrix L ∈
R
m×m of rank d, and a totally unimodular matrix B that is a representation of a rank-d
regular matroid with bases B ⊆ 2[m], outputs a set S ∈ B such that with high probability
det(LS,S) 
 max(2−O(m), 2−O(d logm)) ·OPT,
where OPT := maxS∈B det(LS,S).
8.2 Technical overview
We start by describing the approach of Nikolov and Singh [NS16] for the case of partition ma-
troids. Consider the following simple variant of the constrained subdeterminant maximization
problem for partition matroids: Given vectors v1, . . . , vr, u1, . . . , ur ∈ Rr the goal is to pick a
vector wi ∈ {vi, ui} for each i so as to maximize |det(W )|, where W ∈ Rr×r is a matrix that
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has the wis as its columns. Denote by OPT the maximum value of the determinant in the above
problem.
They start by reformulating the problem as polynomial maximization problem as follows.
First, deﬁne matrices Ai(xi) := xivivi + (1 − xi)uiui for i = 1, 2, . . . , r. Then, consider the
polynomial p(x, y) := det (
∑r
i=1 yiAi(xi)) and let g(x) be the polynomial that appears as the
coeﬃcient of
∏r
i=1 yi in p(x, y).
3 Multi-linearity of g can be used to reduce the task of ﬁnding
OPT to that of ﬁnding maxx∈[0,1]r g(x). Then, the diﬃculty that arises is that g(x) is hard to
evaluate. To bypass this, a general idea by Gurvits [Gur06] allows them to approximate g(x) by
infy>0
p(x,y)∏r
i=1
yi
, giving rise to the following optimization problem involving two sets of variables
max
x∈[0,1]r
inf
y>0
p(x, y)∏r
i=1 yi
. (8.1)
Real stability of p(x, y) for any ﬁxed x implies that this program can be eﬃciently solved using
convex programming. Their main result is that the value of this program is within a factor of er
of OPT. The key component in the proof of this bound is the above-mentioned result by Gurvits
that, in this context where p(x, y) is real-stable with respect to y, implies that, for all x ∈ [0, 1]r
g(x)  inf
y>0
p(x, y)∏r
i=1 yi
 er · g(x). (8.2)
While this immediately implies that one can obtain a number that is within an er factor of
OPT, when trying to obtain an integral solution x ∈ {0, 1}r from the fractional optimal solution
x ∈ [0, 1]r to (8.1), the intractability of g(x) becomes a bottleneck.4 Nikolov and Singh present
a rounding algorithm which, unfortunately, can require an exponential number of trials to ﬁnd
an er-approximate solution.
Overview of the proof of Theorem 8.2. Our approach is based on a diﬀerent formulation
of the problem as polynomial maximization, which has the advantage over g(x) that it is easy to
evaluate and does not rely on real-stability. For every i = 1, 2, . . . , r and t ∈ [0, 1] deﬁne a vector
wi(t) := (1 − t)vi + tui. Furthermore, for x ∈ [0, 1]r, let W (x) ∈ Rr be a matrix with columns
w1(x1), w2(x2), . . . , wr(xr). The polynomial that we consider is
det(W (x))
which is easy to evaluate for any x. As before, the multi-linearity of det(W (x)) implies the
following:
max
x∈[0,1]r
| det(W (x))| = max
x∈{0,1}r
|det(W (x))| = OPT. (8.3)
Indeed, if we let f(x) := | det(W (x)|, then the multi-linearity of det(W (x)) implies that whenever
we ﬁx all but one of the arguments of f , i.e., s(t) := f(t, y2, y3, . . . , yr) for some y2, y3, . . . , yr ∈
[0, 1], then s attains its maximum at either 0 or 1. This means, in particular, that given any
point x ∈ [0, 1]r, one can eﬃciently ﬁnd a point x˜ ∈ {0, 1}r such that f(x˜) 
 f(x).
However, the nonconvexity of this formulation is a serious obstacle to solving the optimization
problem in Equation (8.3). This is where a key insight comes in: f shows a remarkable anti-
concentration property which, in turn, allows us to get an estimate of OPT by evaluating f at a
3g(x) is also called the mixed-discriminant of the matrices Ai(xi).
4One can use Equation (8.2) r times to give an approximation algorithm with factor er
2
; we omit the details.
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random point. Formally, the anti-concentration inequality (Theorem 8.1) applies to f and allows
us to deduce that
Pr [f(x) 
 c−r ·OPT] 
 12
for some constant c > 1. This also results in a simple approximation algorithm to maximize
f : Sample a point x ∈ [0, 1]r uniformly at random, round x to a vertex x˜ ∈ {0, 1}r such that
f(x˜) 
 f(x) as above, and output x˜ as a solution.
We should mention that at this point we could also attempt to invoke the following anti-
concentration result (here translated to our setting) proved by Carbery and Wright.
Theorem 8.4 (Theorem 2 in [CW01])
Let p ∈ R[x1, x2, . . . , xr] be a polynomial of degree r. If a point x is sampled uniformly at
random from the hypercube [0, 1]r, then for every β ∈ (0, 1)
Pr [|p(x)|  βr ·OPT]  C · β · r,
where C > 0 is an absolute constant.
When applied to our setting, observe that det(W (x)) is indeed a degree-r polynomial in r vari-
ables. We have to pick β so as to make C · β · r < 1, i.e., for β = O(1/Cr), we obtain
Pr
[
f(x) 
 r−O(r) ·OPT] 
 12 .
This implies that the algorithm described above achieves an approximation ratio of (roughly) rr.
Our Theorem 8.1 is a certain strengthening of Theorem 8.4 which asserts that under the same
assumptions
Pr
[|p(x)| 
 c−r ·OPT] 
 1
2
,
for some absolute constant c > 1. In fact, Theorem 8.1 is a generalization of the above for a
larger class of functions (not only polynomials) and for more general domains – this is useful in
the case of general partition matroids.
We now show how to extend our algorithm to a general instance of the constrained subde-
terminant maximization problem under partition constraints and sketch a proof of Theorem 8.2.
Recall that in this problem we are given a PSD matrix L ∈ Rm×m of rank d and a partition family
B induced by a partition of [m] into disjoint sets M1,M2, . . . ,Mt and numbers b1, b2, . . . , bt ∈ N
with
∑t
i=1 bi = r. The goal is to ﬁnd a subset S ∈ B(M) such that det(LS,S) is maximized. If we
consider a decomposition of L into L = V V for V ∈ Rd×m then the objective can be rewritten
as det(LS,S) = det(V S VS). For simplicity, we assume that b1 = b2 = · · · = bt = 1, which can be
achieved by a simple reduction. To deﬁne the relaxation for the general case, for every part Mi
for i = 1, 2, . . . , t, introduce a vector xi ∈ Δpi where pi := |Mi| and deﬁne a vector wi(xi) to be
wi(xi) :=
pi∑
j=1
xijv
i
j
where vi1, v
i
2, . . . , v
i
pi are the columns of V corresponding to indices in Mi. We denote by x the
vector (x1, x2, . . . , xr) and byW (x) ∈ Rd×r the matrix with columns w1(x1), w2(x2), . . . , wr(xr).
Finally we let
f(x1, x2, . . . , xr) := det(W (x)W (x))1/2.
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Note that f(x) is no longer a multi-linear polynomial, but as we show in Lemma 8.2 it is 2-anti-
concentrated. Having established this property, Theorem 8.2 follows. Indeed, as in the illustrative
example in the beginning, we can prove that given any fractional point x, we can eﬃciently ﬁnd
its integral rounding (i.e., round every component xi to a vertex of the corresponding simplex
Δpi , for i = 1, 2, . . . , t) which then provides us with a suitable approximate solution.
Overview of the proof of Theorem 8.3. In the setting of Theorem 8.3 we are given a PSD
matrix L ∈ Rm×m of rank d and a family of bases B ⊆ 2[m] of a regular matroid of rank d.
The goal is to ﬁnd a set that attains OPT := maxS∈B det(LS,S). The approach of [SV17d] to
obtain an estimate on OPT was inspired by that of [NS16] for the partition matroid case and is
as follows:5 Given the matrix L = V V , ﬁrst, deﬁne the following polynomial
g(x) :=
∑
S∈B x
S det(V S VS).
This polynomial again turns out to be hard to evaluate. As before, an optimization problem
involving two sets of variables, x and y is set up. The purpose of y variables is to give estimates
of values of g(x) and the x variables are constrained to be in the matroid base polytope corre-
sponding to B. On the one hand, real stability along with the fact that B is a matroid allows
them to compute the optimal solution to this bivariate problem, on the other hand, with some
additional eﬀort, they are able to push Gurvits’ result to obtain roughly an em estimate of OPT.
However, the main bottleneck is that an iterative rounding approach for ﬁnding an approximate
integral point does not seem possible as the matroid polytope corresponding to B may not have
a product structure as in the partition matroid case.
We present a new formulation to capture OPT that does not suﬀer from the intractability
of the objective function and allows for rounding via a relaxation that maximizes a certain
function h over the hypercube [0, 1]m. Start by noting that the objective becomes det(LS,S) =
det(V S VS) = det(VS)
2, which we can simply think of as maximizing |det(VS)| over S ∈ B. Let
B ∈ Zm×d be the linear representation of the matroid B; i.e., for every set S ⊆ [m] of size d, if
S ∈ B then |det(BS)| = 1, and det(BS) = 0 otherwise. Next, consider h : [0, 1]m → R given by
h(x) := det(V XB),
where X ∈ Rm×m is a diagonal matrix with Xi,i := xi for all i = 1, 2, . . . ,m. It is not hard to
see that h(x) is a polynomial in x and (using the Cauchy-Binet formula) can be written as
h(x) =
∑
S⊆[m],|S|=d
xS det(VS) det(BS),
where xS denotes
∏
i∈S xi. Such a function was studied before in the context of matroid inter-
section problems [Lov89, Har09, GT17]. Importantly, the restriction of h(x) to indicator vectors
of sets of size d is particularly easy to understand. Indeed, let 1S be the indicator vector of some
set S ⊆ [m] with |S| = d. We have
h(1S) = det(VS) det(BS) =
{
±det(VS) if S ∈ B,
0 if S /∈ B.
5The approach of [AO17] is also similar.
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Hence, we are interested in the largest magnitude coeﬃcient of a multi-linear polynomial h(x).
The maximum of |h(x)| over [0, 1]m is an upper bound for this quantity. The algorithm then
simply selects a point x ∈ [0, 1]m at random, which by Theorem 8.1 can be related to the
maximum value of |h(x)|, and then performs a rounding.
First, given x ∈ [0, 1]m it constructs a binary vector x˜ ∈ {0, 1}m such that |h(x˜)| 
 |h(x)|; this
is possible because the function |h(x)| is convex along any coordinate direction. The vector x˜ is
then treated as a set S0 ⊆ [m], but its cardinality is typically larger than d. We then run another
procedure which repeatedly removes elements from S0 while not loosing too much in terms of the
objective. It is based on using h(1S0) as a certain proxy for the sum
∑
S⊆S0 | det(VS) det(BS)|.
This allows us to ﬁnally arrive at a set S ⊆ S0 of cardinality d, such that |h(1S)| 

(
m
d
)−1 |h(1S0)|.
The set S is then the ﬁnal output.
By applying Theorem 8.1 one can conclude that h(1S0) is within a factor of c
m of the maximal
value of |h(x)|, which results in a 2O(m)-approximation guarantee for the algorithm. Alternatively,
by utilizing the fact that h is a polynomial of degree d, one can apply the result by Carbery-
Wright (see Theorem 8.4) to obtain a bound of roughly mO(d), which is better whenever m is
large compared to d.
Overview of the proof of Theorem 8.1. For the sake of clarity, we present only the hypercube
case of the anti-concentration inequality, which corresponds to taking p1 = p2 = · · · = pr = 2
in the statement of Theorem 8.1. Recall the setting: We are given a function f : [0, 1]r → R0
that satisﬁes a one-dimensional anti-concentration inequality. I.e., for every function of the form
g(t) := f(x1, x2, . . . , xi−1, t, xi+1, . . . , xr) where xj ∈ [0, 1] for j = i are ﬁxed and t ∈ [0, 1], it
holds that
Pr
[
g(t) < c · max
t∈[0,1]
g(t)
]
 2c, (8.4)
where the probability is over a random choice of t ∈ [0, 1]. The goal is to prove a similar statement
for f(x), i.e., Pr [f(x) < α ·OPT] is small, where OPT is the maximum value f takes on the
hypercube and α is a parameter which we want to be as large as possible.
As an initial approach, one can deﬁne (for some c > 0) events of the form
Ai :=
{
x ∈ [0, 1]r : f(x1, x2, . . . , xi, xi+1, . . . , xr) 
 c · f(x1, x2, . . . , xi−1, xi , . . . , xr)
}
,
where x := argmaxx f(x). Note crucially that the events A1, A2, . . . , Ar are not independent.
However, we can still write
Pr [f(x) 
 cr ·OPT] 
 Pr [A1 ∩A2 ∩A3 · · · ∩Ar]
= Pr[A1] ·Pr[A2|A1] ·Pr[A3|A1, A2] · · ·Pr[Ar|A1, A2, . . . , Ar−1].
From assumption (8.4) we know that
Pr[Ai|A1, A2, . . . , Ai−1] 
 1− 2c
for all i = 1, 2, . . . , r and hence
Pr [f(x) 
 cr ·OPT] 
 (1− 2c)r.
To get a probability that is not exponentially small, one has to take c of size roughly O(1/r), in
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which case we recover the result by Carbery and Wright [CW01] in our setting. To go beyond
this, a tighter analysis is required. For this we consider the random variables
Zi :=
f(x1, x2, . . . , xi, xi+1, . . . , x

r)
f(x1, x2, . . . , xi−1, xi , . . . , xr)
for i = 1, 2, . . . , r. Note that
∏r
i=1 Zi =
f(x)
OPT hence the goal reduces to proving that
Pr
[
r∏
i=1
Zi 
 c−r
]

 1
2
.
with a decent probability. To obtain such a bound, we ﬁrst translate the product to a sum and
deﬁne Xi := − logZi which then reduces our task to proving
Pr
[
r∑
i=1
Xi  O(r)
]

 1
2
. (8.5)
the anti-concentration assumption on f translates to the following convenient bound on the CDF
of Xi
Pr[Xi 
 t|X1, X2, . . . , Xi−1]  min(1, 2e−t) ∀t∈R.
Hewever, as previously, the fact that Xi’s are not independet presents itself as a signiﬁcant
issue. To overcame it, we prove (in Lemma 8.1) that for the purpose fo proving the bound (8.5),
the variables Xi can be replaced by independent copies Yi of a random variable with CDF
t → min(1, 2e−t). The analysis of the tail bound for independent variables follows then from
standard tools, such as Chebyshev’s inequality.
8.3 Proofs
Preliminaries
Simplices and Measures The d-dimensional Lebesgue measure (volume) on Rd is denoted by
λd. When the dimension is clear from the context, we use λ to denote the volume. Throughout
this chapter, the probability distributions we consider, are typically uniform over an appropriate
domain.
The standard (d−1)-simplex, denoted by Δd is deﬁned as the convex hull of e1, e2, . . . , ed ∈ Rd.
Notice that Δd is a (d−1)-dimensional polytope which is embedded in Rd, and it inherits a (d−1)-
dimensional Lebesgue measure from the hyperplane it lies on. We use μd to denote the induced
measure λd on the simplex Δd, normalized so that μd(Δd) = 1. We often deal with Cartesian
products of simplices, which we denote by Δ =
∏r
i=1Δpi , for some sequence p1, p2, . . . , pr ∈ N.
For a point x ∈ Δ, by xi we denote i-th component of x belonging to Δpi and xij for j ∈ [pi]
are the components of xi within Δpi . By V (Δ), we denote the set of points of Δ with integer
coordinates. We call V (Δ) the set of vertices of Δ.
Multi-linear functions. A function f : Rm → R is called multi-linear if f is a polynomial
function where the degree of each variable is at most 1. Suppose that x1, . . . , xm are m variables.
We denote the monomial
∏
i∈S xi by x
S for every S ⊆ [m]. Every multi-linear function can be
written in the form f(x) =
∑
S⊆[m] fSx
S where fS ’s are real numbers, called the coeﬃcients of
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f . A function f : Rm → R is called aﬃne when f is a polynomial whose total degree is at most
one. A function f : Rp1 × · · · ×Rpr → R is called block-multi-linear if for every index i ∈ [r] and
for every choice of yj ∈ Rpj , j ∈ [r] \ {i} the function f(y1, . . . , xi, . . . , yr) is an aﬃne function
over Rpi .
8.3.1 Anti-Concentration Inequality
Lemma 8.1
Let Y1, Y2, . . . , Yr be real random variables with CDFs f1, f2, . . . , fr : R→ [0, 1] respectively,
i.e., fi(x) := Pr[Yi  x] for i ∈ [r] and x ∈ R. Suppose X1, X2, . . . , Xr are real random
variables such that
Pr[Xi  x|X1, X2, . . . , Xi−1] 
 fi(x) for every i = 1, 2, . . . , r and x ∈ R
then for every function G : Rr → R0 which is monotone with respect to every coordinate it
holds
E [G(X1, X2, . . . , Xr)]  E [G(Y1, Y2, . . . , Yr)] .
Proof.
We will prove the claim by induction on r. Consider the case of r = 1 ﬁrst. Let g1 be the CDF
of X1, we have
E [G(X1)] =
∫
G(x1)dg1(x1).
where the above is a Riemann-Stieltjes integral with respect to g1. Since G is monotone and
g1 
 f1, it is an elementary fact on R-S integrals that∫
G(x1)dg1(x1)  G(x1)df1(x1) = E [G(Y1)]
and hence the claim for r = 1.
Suppose now that the claim holds for (r − 1) ∈ N, we will prove it for r. Denote
H(X1, X2, . . . , Xr−1) := E [G(X1, . . . , Xr)|X1, . . . , Xr−1]
K(Y1, Y2, . . . , Yr−1) := E [G(Y1, . . . , Yr)|Y1, . . . , Yr−1]
(the conditional expectations). From the assumption and the r = 1 case we have that for every
tuple (x1, . . . , xr−1) ∈ Rr−1 we have
H(x1, . . . , xr−1)  K(x1, . . . , xr−1).
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Further:
E [G(X1, . . . , Xr)] = E [H(X1, X2, . . . , Xr−1)]
 E [H(Y1, Y2, . . . , Yr−1)]
 E [K(Y1, Y2, . . . , Yr−1)]
= E [G(Y1, . . . , Yr)]
where the transition from the ﬁrst to the second line follows from the induction hypothesis.
Proof of Theorem 8.1:
Let us ﬁx any optimal point x := (x1, . . . , x

r) and consider random variables
Zi := pi
f(x1, x2, . . . , xi, xi+1, . . . , x

r)
f(x1, x2, . . . , xi−1, xi , . . . , xr)
under a uniformly random choice of x ∈∏ri=1Δpi . It is not hard to see that
f(x1, . . . , xr)
OPT
·
r∏
i=1
pi =
r∏
i=1
Zi.
Thus our goal is to prove that
Pr
[
r∏
i=1
Zi  (γe2)−r
]
 1
r
.
From the deﬁnition of anti-concentration, for every i ∈ [r] and every c ∈ (0, 1) we have
Pr[Zi  c|Z1, . . . , Zi−1]  γc. (8.6)
As usually it is more convenient to analyze sums rather than products, hence let us deﬁne
Xi := − logZi.
We would like to prove a tail bound on the probability Pr [
∑r
i=1Xi 
 Ω(r)]. From (8.6) we
obtain that for every x ∈ R0 we have
Pr[Xi 
 x]  γe−x.
Let us now deﬁne Y1, . . . , Yr ∈ R0 to be independent random variables such that for every
i ∈ [r] and x ∈ R0
Pr[Yi 
 x] = min
(
1, γe−x
)
. (8.7)
We claim that Lemma 8.1 implies that for every x ∈ R0 it holds that
Pr
[
r∑
i=1
Xi 
 x
]
 Pr
[
r∑
i=1
Yi 
 x
]
.
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Indeed, to arrive at such a conclusion one can consider the function
G(t1, . . . , tr) :=
[
r∑
i=1
ti 
 x
]
where [φ] is the Iverson bracket, i.e., it is 1 when φ holds and 0 otherwise. The function G is
clearly monotone and
E [G(X1, X2, . . . , Xr)] = Pr
[
r∑
i=1
Xi 
 x
]
.
It is now enough to derive a tail bound on Pr [
∑r
i=1 Yi 
 x] for independent variables Y1, . . . , Yr
distributed as in (8.7). To this end we simply apply the Chebyshev’s inequality. Let us now
compute the expectation and variance of a variable Y with distribution as the Yi’s.
Let us denote g(x) := γe−x. We have
E [Y ] =
∫ ∞
log γ
y(−g′(y))dy = 1 + log(γ).
Similarly
E
[
(E [Y ]− Y )2] = ∫ ∞
log γ
(y − 1− log(γ))2(−g′(y))dy = 1.
Now from Chebyshev’s inequality we obtain that for any M > 0
Pr
[∑
i=1
Yi 
 E
[∑
i=1
Yi
]
+M
]
 Var [
∑
i=1 Yi]
M2
,
and hence
Pr
[∑
i=1
Yi 
 r(1 + log γ) +M
]
 r
M2
.
Thus by taking M := r we obtain
Pr
[∑
i=1
Yi 
 r(2 + log γ)
]
 1
r
.
Finally, translating this bound to Xi’s and then to Zi’s we conclude
Pr
[
r∏
i=1
Zi 
(
γe2
)−r]  1
r
,
which concludes the proof.
8.3.2 Partition Matroids
Lemma on Anti-concentration
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Lemma 8.2
Let w1, w2, . . . , wp ∈ Rd be any vectors. Then the function f : Δp → R deﬁned as f(x) =
‖∑pj=1 xjwj‖ is 2-anticoncentrated.
Proof.
We begin by establishing the fact for p = 2. To this end deﬁne g(x) := |x1‖w1‖ − x2‖w2‖|, we
claim that
∀x∈Δ2 g(x)  f(x).
The above claim follows simply from triangle inequality. Indeed
‖x1w1‖ = ‖x1w1 + x2w2 − x2w2‖  ‖x1w1 + x2w2‖+ ‖x2w2‖
and hence
‖x1w1‖ − ‖x2w2‖  ‖x1w1 + x2w2‖.
By symmetry ‖x2w2‖− ‖x1w1‖  ‖x1w1+x2w2‖ follows as well. Given the claim and observing
that maxx∈Δ2 f(x) = maxx∈Δ2 g(x), it is enough to prove 2-anti-concentration of g, since then
an anologous result for f follows. This is in fact the subject of Fact 8.1, hence the p = 2 case
follows.
The case of p 
 3 is proved diﬀerently, by taking advantage of the p = 2 case. The challange to
prove it comes from the fact that generating a random point from a high-dimensional simplex Δp
is not equivalent to simply generating its coordinates independently and uniformly at random
and then normalizing the obtained point so that it sums up to one. There are several known
methods for sampling a random point from Δp, however no “practical” method seems to be well
suited for this proof and below we simply use the basic deﬁnition to deal with it.
Consider any isometric embedding P of Δp in Rp−1 where it is a full-dimensional polytope.
Then consider the uniform distribution over any box contaning P . Conditioned on the sample
landing in P , the corresponding distribution is – by deﬁnition – uniform on P and thus (via the
embedding) uniform on Δp.
Denote the vertices of Δp in the embedding to be v1, v2, . . . , vp ∈ Rp−1. Let also g˜ : P → R
be the corresponding function g on P , i.e.,
∀x∈Δp g˜
⎛⎝ p∑
j=1
xjvj
⎞⎠ = g(x).
Assume without loss of generality that ‖w1‖ is the largest among ‖w1‖, ‖w2‖, . . . , ‖wp‖ and that
v1 = 0. Now, consider any point v ∈ P on the facet opposite to v1, i.e. v =
∑p
j=2 yjvj where
(y2, y3, . . . , yp) ∈ Δp−1. For z ∈ [0, 1] consider
h(z) = g˜(zv1 + (1− z)v) = ‖zw1 + (1− z)
p∑
j=2
yjwj‖.
From the p = 2 case h is 1-anti-concentrated and moreover maxz∈[0,1] h(z) = maxx∈Δp f(z) =
‖w1‖. Thus for every ray [v1, v] (v ∈ conv{v2, . . . , vp}) we have an anti-concentrated function
on it, whose maximum coincides with the maximum of f , and the simplex P is a disjoint union
of such rays. Seemingly, this already implies anti-concentration of f , however note that the
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distribution on the ray [v1, v] induced from the uniform distribution over P is not uniform and
hence the result does not follow yet.
More formally, let us denote the distribution on [0, 1] which is induced from the uniform
distribution on P when restricted to [v1, v] ≡ [0, 1] by μv we would like to prove:
Prz∼μv [h(z) < c · ‖w1‖]  2pc
but what we know is only that when z is uniformly distributed over [0, 1]:
Prz∼[0,1][h(z) < c · ‖w1‖]  2c.
Thus it remains to understand μv. The density of μv can be derived from the hyperspherical
coordinate system and its Jacobian. In fact it follows that for any ﬁxed ray [0, v] the density μv
on [0, 1] at a point z is proportional to zp−2. Thus the task of proving anti-concentration ﬁnally
reduces to the following inequality. Given a set A ⊆ [0, 1] of Lebesgue measure at most 2c, show
that ∫
A
zp−2
p− 1dz  2pc.
Because of monotonicity this is equivalent to proving (note that we may assume that 2c < 1
here) ∫ 1
1−2c
zp−2
p− 1dz  2pc,
which further reduces to
1− (1− 2c)p−1  2pc
the above holds by Bernoulli’s inequality.
Fact 8.1
Let a1, a2 ∈ R be any numbers. Consider the function f : Δ2 → R given by f(x) =
|a1x1 + a2x2|. Then f is 1-anti-concentrated.
Proof.
Let us translate the question to a 1−dimensional problem ﬁrst. Let a = max(|a1|, |a2|) =
maxx∈Δ2 f(x) and deﬁne g : [0, 1] → R by g(t) = |(1− t)a1 + ta2|. We would like to prove
that when t is sampled uniformly at random from [0, 1] then for every c ∈ (0, 1) we have
Pr[g(t) < c · a]  2c.
Assume without loss of generality that g(0) = a 
 g(1) and that g is not a constant function.
There are two cases: either g has a single root in [0, 1] or it has no roots. We analyze the former,
as the latter the also follows.
Let t0 ∈ (0, 1] be the root of g(t). It is not hard to see that t0 
 12 , as g(t− t0) is a symmetric
function. Now, the function g on [0, t0] is linear and hence
Prt∈[0,t0][g(t) < c · a]  c,
and consequently
Pr [(g(t) < c · a) ∧ t ∈ [0, t0]]  c · t0.
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By symmetry and the fact that g(1)  g(0) we have
Pr [(g(t) < c · a) ∧ t ∈ [t0, 1]]  Pr [(g(t) < c · a) ∧ t ∈ [0, t0]] ,
and hence
Pr [g(t) < c · a]  2 · c · t0  2 · c.
Proof of Theorem 8.2
Proof of Theorem 8.2:
We start by observing that it suﬃces to prove the Theorem for the case when b1 = b2 = · · · = bt =
1. Indeed, when bi’s are not all equal to 1, we can perform a simple reduction to the all-ones case.
Namely, we construct a new instance of the problem, where every part Mi is repeated bi times.
After doing so, we obtain a new instance with r partsM ′1,M
′
2, . . . ,M
′
r and b
′
1 = b
′
2 = . . . = b
′
r = 1.
Every feasible solution to the original instance corresponds to a feasible solution to the new in-
stance (with the same value). Conversely, every feasible solution with non-zero value corresponds
to a feasible solution in the original instance.
Finally, the bound on the approximation ratio follows easily by translating the bound in the
simple case b1 = b2 = . . . = br = 1 to the instance after reduction.
From now on we assume that b1 = b2 = · · · = bt = 1; in this case t = r. Let
L = V V
be the Cholesky decomposition of the PSD matrix L with V ∈ Rd×m. One can easily see that
LS,S = V S VS , for all S ⊆ [m].
For every part Mi (i = 1, 2, . . . , t) consider the pi-simplex ΔMi indexed by the elements in Mi,
i.e.
ΔMi =
⎧⎨⎩y ∈ [0, 1]Mi : ∑
j∈Mi
yj = 1
⎫⎬⎭ .
Further, consider Δ :=
∏t
i=1ΔMi and a function f : Δ→ R deﬁned as follows
f(x) := det
[
V (x)V (x)
]1/2
where V (x) ∈ Rd×t matrix, whose ith column is Vi(x) :=
∑
j∈Mi xjvj . Note that when x ∈ Δ is
a 0 − 1 vector, i.e., x = 1S for some set S ∈ B then f(x)2 = det(V S VS). Thus, there exists a
natural bijection between the elements of B (bases of the partition matroid) and the vertices of
Δ =
∏t
i=1Δpi . Therefore, the optimization problem can be stated as the problem of maximizing
f over the vertices of Δ. That is
max {f(x) : x ∈ Δ ∩ {0, 1}m}.
We prove that maximizing f over integer points in Δ is the same as maximizing it over the whole
polytope Δ. This, composed with an algorithm to round a fractional point to a vertex and an
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anti-concentration result on f will allow us to conclude Theorem 8.2. We start with the former.
Let us ﬁx all but the ﬁrst block-coordinates of x ∈ Δ, i.e. x = (y, x′), where y ∈ ΔM1 and
x′ ∈ ∏ti=2ΔMi is ﬁxed. Further, denote by V ′(x) the submatrix of V (x) composed of columns
V2(x), . . . , Vt(x). By the formula on the determinant of a block matrix, we have
det
[
V (x)V (x)
]
= det
[
V ′(x)V ′(x)
] · (V1(x) ·Π · V1(x))
where Π ∈ R(t−1)×(t−1) is a certain projection matrix. Thus in particular, there exist vectors
{wj}s∈M1 such that
f(x) = ‖
∑
j∈M1
yjwj‖ · det
[
V ′(x)V ′(x)
]1/2
. (8.8)
Note that the above, as a function of y ∈ ΔM1 is maximized at some vertex y ∈ ΔM1 ∩{0, 1}M1 .
And thus (by induction), the whole function f(x) is maximized at an integer vector. This obser-
vation also implies a simple rounding algorithm: given any fractional point x ∈ Δ, go coordinate
by coordinate i = 1, 2, . . . , t and round it to a vertex which provides the largest value of f , this
requires to evaluate f at pi points only.
Thus so far we have proved that an (approximation) algorithm for ﬁnding a fractional maxi-
mizer of f over Δ can be turned into an algorithm maximizing det(V S VS) over S ∈ B with the
same guarantee and polynomial overhead in the running time.
We prove that f is 2-anticoncentrated which implies that a value of f at a random point
gives, with high probability, a decent estimate of the optimal value. In fact, 2-anticoncentration,
together with Theorem 8.1 and the observation above implies Theorem 8.2 immediately.
To prove anticoncentration, we need to analyze how does f behave when all but one of its
coordinates are ﬁxed. Without loss of generality ﬁx all but the ﬁrst coordinate. Note that by (8.8)
our goal becomes to prove that the function ΔM1 " y → ‖
∑
j∈M1 yjwj‖ is 2-anticoncentrated.
However this exactly what we prove in Lemma 8.2.
8.3.3 Regular Matroids
We start by reducing the subdeterminant maximization problem under a regular matroid con-
straint to a polynomial optimization problem as follows. Let B1, B2, . . . , Bm ∈ Rd be the columns
of B. Since B is a representation of the matroidM, a set S ⊆M is a basis ofM if and only the set
of the vectors {Bi : i ∈ S} is linearly independent. Let L = V V be a Cholesky decomposition
of the PSD matrix L, for V ∈ Rd×m.
Let us now consider any set S ∈ ([m]d ) and deﬁne IS := Diag (() 1S). For any S ∈ ([m]d ) we
have
det
(
V ISB
) = det(∑
i∈S
ViB

i
)
= det (VS) det
(
BS
)
.
Since B is a totally unimodular matrix, |det(BS)| = 1 if S ∈ B(M) and 0 otherwise. Thus for
all S ∈ ([m]d ) ∣∣det (V ISB)∣∣ =
{
| det(VS)| if S ∈ B,
0 otherwise.
Since for all S ∈ ([m]d ), det(LS,S) = det(V S VS) = det(VS)2, maximizing det(LS,S) over S ∈ B
is equivalent to maximizing |f(x)| for f(x) := det(V XB) over all the 0-1 vectors x ∈ {0, 1}m
subject to
∑m
i=1 xi = d. We give an approximation algorithm for this problem which proceeds in
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two phases.
Phase 1: Finding a Fractional Solution.
In the ﬁrst phase, we drop the
∑m
i=1 xi = d condition and relax the 0−1 condition to x ∈ [0, 1]m.
Our optimization problem then becomes
max
x
|f(x)|,
s.t. x ∈ [0, 1]m.
(8.9)
Our algorithm to ﬁnd an approximate solution to (8.9) is as follows. We sample a polynomial
number of points x from [0, 1]m uniformly and independently at random. Then, we output the
point with the largest value of |f(x)|. We analyze the performance of this algorithm in two
diﬀerent regimes.
Large d. It follows from the Cauchy-Binet formula that
f(x) =
∑
S∈B
xS det(VS) det(BS). (8.10)
Moreover, f(x) is multi-aﬃne and easy to compute (because it is just a determinant of an m×m
matrix). We show that |f | is 2-anti-concentrated. To this end, we show that for every i ∈ [m]
and every choice of yj ∈ [0, 1], j ∈ [m] \ {i}, the univariate function
τ → |f (y1, . . . , yi−1, τ, yi+1, . . . , ym) |
is 2-anti-concentrated. Such a function is of the form τ → |aτ + b| for some a, b ∈ R. 2-anti-
concentration of such functions follows easily from Lemma 8.2. Indeed, by setting d = 1 and
p = 2 in Lemma 8.2 we obtain the 2-anti-concentration of (τ1, τ2) → |τ1a1+ τ2a2|, which implies
our claim.
Theorem 8.1 implies now that if we sample a uniform point x from [0, 1]m then
Pr
[|f(x)| > 2−m(2e2)−m ·OPT] 
 1/2.
Where OPT := maxx∈[0,1]m |f(x)| is clearly an upper bound on maxS∈B | det(VS)|. We can am-
plify the probability of success by repeating the experiment several times and hence, with high
probability obtain a point xˆ such that
|f(xˆ)| > (2e)−2m ·OPT.
Small d. From (8.10) it is clear that the function f is a polynomial of degree d in m variables.
According to Theorem 2 in [CW01], if we sample x uniformly from the unit hypercube [0, 1]m,
then
Pr
[|f(x)|  βd ·OPT]  C · β ·m,
for any β > 0 and some absolute constant C > 0. By picking β = 12C·m , we conclude that with
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constant probability we obtain a vector xˆ such that
|f(xˆ)| >
(
1
2mC
)d
·OPT.
Phase 2: Rounding the Fractional Solution.
We ﬁrst round xˆ obtained in the previous phase to a 0 − 1 vector, and then ﬁnally to a set
Sˆ ∈ ([m]d ). Since f is multi-aﬃne, the restriction of f to the ﬁrst coordinate is a 1-dimensional
aﬃne function. Therefore, either
|f(0, xˆ2, . . . , xˆd)| 
 |f(xˆ)| or |f(1, xˆ2, . . . , xˆd)| 
 |f(xˆ)|.
Hence, we can round the ﬁrst coordinate without decreasing the value of |f(xˆ)|, using one call
to the evaluation oracle. We proceed to the next coordinates and round them one at a time. Let
y ∈ {0, 1}m be the outcome of the above rounding algorithm.
Let S0 ⊆ [m] such that 1S0 = y. It is likely that |S0| > d, hence we will need to remove several
elements from S0 to obtain a set of cardinality d. Deﬁne a function g : 2[m] → R to be
g(S) := f(1S) = det(VSBS ).
Note in particular that g can be computed eﬃciently. Furthermore, by the Cauchy-Binet formula,
we have
g(S) =
∑
T∈([m]d )
g(T ) =
∑
T∈([m]d )
det(VT ) det(BT ) (8.11)
for every subset S ∈ 2[m]. We have |f(y)| = |f(1S0)| = |g(S0)|. Further, (8.11) implies that∑
i∈S0
g(S0 \ {i}) = (|S0| − d)
∑
T∈(S0d )
g(T ) = (|S0| − d)g(S0).
Consequently, there exists an i ∈ S0 such that:
|g(S0 \ {i})| 
 |S0| − d|S0| |g(S0)|.
In our algorithm we ﬁnd such an i and consider S1 := S0 \{i}. This step of removing one element
is repeated until we arrive at a set Sˆ ⊆ [m] of cardinality d. In this process we can guarantee
that
|g(Sˆ)| 
 |g(S0)| ·
|S0|−d∏
j=1
j
j + d

 |g(S0)|(m
d
) .
Finally, since |g(Sˆ)| = | det(VSˆ)|, we conclude:
|det(VSˆ)| 

|f(y)|(
m
d
) > 1(m
d
) max ((2e)−2m, (2dC)−d) ·OPT
hence | det(VSˆ)| > max
(
2−O(m), 2−O(d logm)
) ·OPT, and Theorem 8.3 follows.
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8.4 Conclusion
8.4.1 Future Work
The anti-concentration inequality in Theorem 8.1 applies to simplices and cartesian products of
simplices. It is an interesting question to extend it beyond this setting – it might lead to better
approximation guarantee for the case of regular matroids.
Another open question we would like to state here is the one about derandomization of the
algorithms in Theorems 8.3 and 8.2. In a slightly more abstract form this task can be stated
as a search for an eO(n)-approximation algorithm for the following problem. Given a multiaﬃne
polynomial f ∈ R[x1, x2, . . . , xn] ﬁnd maxx∈[0,1]n |f(x)|. Our anti-concentration theorem implies
that a random point gives a suitable approximation with high probability, can we ﬁnd such a
point deterministically?
8.4.2 Notes
The content of this chapter is based on results obtained in [ESV17]. Approximation algorithms
for the constrained subdeterminant maximization problem are rather rare; Khachiyan [Kha95]
proposed the ﬁrst polynomial time approximation algorithm for the problem when B = ([m]r )
which achieved an approximation factor of rO(r). This result was improved by Nikolov [Nik15]
who presented an approximation algorithm which achieved a factor of er. On the other hand, it
was shown [DSEFM15, C¸M09] that there exists a constant c > 1 such that approximating the
B = ([m]r ) case with approximation ratio better than cr remains NP-hard.
Among estimation algorithms, recently, Nikolov and Singh [NS16] generalized Nikolov’s result
to the setting when the family B corresponds to the bases of a partition matroid. They presented
an elegant convex program that allowed them to eﬃciently estimate the value of the maximum
determinant set from B to within a factor of er where r is the size of the largest set in the
partition matroid B. One of the main ingredients in their proof is an inequality due to Gurvits
[Gur06] concerning real stable polynomials.
A very general anti-concentration result for polynomial functions over convex domains was
obtained by Carbery and Wright [CW01]. The result by Carbery and Wright and, more generally,
the anti-concentration phenomena has found several applications in theoretical computer science,
especially for Gaussian measures; see for instance [O’D14, DDS16, CTV06, RV13]. Finally, our
use of rounding using multi-linearity resembles a similar phenomena in algorithms to optimize
concave or sub-modular functions; see for instance a survey by Vondra´k [Von10].
Chapter 9
Bethe Approximation via the Lens of
Polynomials
In this chapter we consider counting problems speciﬁed by factor graphs. We propose a new
approach for establishing bounds on the counting problem (partition functions) for graphical
models based on polynomial techniques. To this end we express the Bethe approximation as a
polynomial optimization problem and subsequently establish that when the underlying polyno-
mials are real stable (as it is the case for several interesting graphical models), then the Bethe
approximation gives a lower bound to the partition function.
9.1 Preliminaries and Statement of Results
9.1.1 Preliminaries
Normal Factor Graphs.We work with probability distributions represented by Normal Factor
Graphs (NFGs). In an NFG G = (F,E, {ga}a∈F ), there is a set of factors (or nodes) F and a
set of variables (or edges) E. Every edge e ∈ E connects exactly two factors. The set of edges
incident to a factor a ∈ F is denoted by ∂a ⊆ E. The last component of G is a collection of
local functions {ga}a∈F . Every such function ga takes as input a binary string of length |∂a|
and outputs a non-negative number, in other words ga : {0, 1}∂a → R0. For a given vector
σ ∈ {0, 1}E and any set of edges S ⊆ E we denote by σS the sub-vector of σ of length |S|
indexed by edges in S. Edges are to be thought of as variables that can take one of two possible
values: 0 or 1. Then the set of all possible conﬁgurations of G is {0, 1}E . Consider the probability
distribution p on {0, 1}E by setting
pσ :=
∏
a∈F ga(σ∂a)
Z(G)
for σ ∈ {0, 1}E ,
Z(G) :=
∑
σ∈{0,1}E
∏
a∈F
ga(σ∂a).
(9.1)
It is always assumed that Z(G) = 0, in which case p is a well deﬁned probability distribution
over conﬁgurations. The focus here is on the problem of estimating Z(G) for a given normal
factor graph G.
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Note that in a related model of factor graphs, variables are represented by variable nodes,
whereas in the model considered here they are represented by edges. However, a simple reduction
shows that these two models are equivalent [FJV11]. We choose to work with normal factor graphs
to allow a cleaner statement of results.
Bethe Approximation is a popular heuristic called for computing Z(G). It is based on com-
puting a quantity ZB(G) – called the Bethe partition function of G – as a solution to a continuous
optimization problem deﬁned with respect to G. To derive the Bethe approximation, one begins
with the following convex program
sup
q
∑
σ
qσ log
g(σ)
qσ
s.t.
∑
σ∈{0,1}E
qσ = 1,
q 
 0.
(9.2)
where g(σ) =
∏
a∈F ga(σ∂a). It is not hard to prove that the above program has an optimal
solution q = p (with p as in (9.1)), and the optimal value is logZ(G). Thus the problem
of computing the partition function is reduced to solving the program (9.2). This reduction,
however, does not seem to make the problem any easier, as the number of variables in (9.2)
is exponential. Thus, various heuristics have been proposed on how to reduce the number of
variables in (9.2) so as to make this approach of estimating logZ(G) feasible.
The Bethe approximation has variables βe ∈ [0, 1] for e ∈ E, which are the marginals of
the distribution {qσ}σ∈{0,1}E , more formally we think of βe as Pr[Xe = 1] where X ∈ {0, 1}E is
distributed according to q. Similarly one introduces variables representing marginals over factors,
i.e. for a ∈ F we have a vector αa which is a probability distribution over local conﬁgurations
{0, 1}∂a, and its interpretation is that αa(c) = Pr[Xa = c]. To simplify the program (9.2) the
following assumption is made about the form of the distribution {qσ}σ∈{0,1}E
∀σ∈{0,1}E qσ =
∏
a∈F αa(σ∂a)∏
e∈E β
σe
e (1− βe)1−σe . (9.3)
The intuition behind such a form of qσ is that one might (for simplicity) assume independence
between factors and calculate the probability of a global conﬁguration as a product of probabil-
ities over local conﬁgurations of factors. The term in the denominator can be thought of as a
correction term, as every edge is “taken twice into account” in the numerator. Another way of
motivating (9.3) is to observe that when the graph G is a tree, then the probability function can
be written in this form and, wishfully, one may expect that for other graphs it might serve as a
good estimate. Assuming such a special form of q, the program (9.2) reduces to
sup
α,β
∑
a∈F
∑
c∈{0,1}∂a
αa(c) log
ga(c)
αa(c)
−
∑
e∈E
H(βe)
s.t. (α, β) ∈ Γ(G)
(9.4)
where H is the binary entropy function (i.e., H(x) = −x log x− (1− x) log(1− x) for x ∈ [0, 1])
and Γ(G) is the set of all marginal vectors which satisfy local agreement constraints (it is thus
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called the pseudo-marginal polytope). This means that βe and αa are as above and they satisfy:∑
c∈{0,1}∂a
αa(c) · c = βa for every a ∈ F.
The optimal value of (9.4) is called the Bethe partition function and its exponential is denoted by
ZB(G). One expects that ZB(G) is a decent approximation to Z(G), which has been conﬁrmed
empirically for various examples of factor graphs.
However, in general, ZB(G) can be an arbitrarily bad approximation to Z(G), as for instance
it might be positive for some cases where Z(G) = 0. From a theoretical viewpoint, not much is
known about the behavior of Bethe approximation. The main source of diﬃculty in understanding
this relaxation is its non-convexity, which in particular manifests itself in multiple local optima.
In this chapter we derive some suﬃcient conditions under which the Bethe partition function
lower-bounds the true partition function.
9.1.2 Statement of Results
Polynomial Form of Bethe Approximation. The main conceptual result of this chapter is a
new approach to prove inequalities between the Bethe partition function and the true partition
function. We start by presenting an alternative view on the Bethe approximation – through
the lens of polynomials. Towards this, let us ﬁrst deﬁne the polynomial representation of local
functions. For any a ∈ F we deﬁne a multivariate polynomial ha over a set of |∂a| variables
xa := {xa,e}e∈∂a as follows
ha(xa) :=
∑
σ∈{0,1}∂a
ha,σx
σ
a ,
where xσa is a monomial deﬁned as x
σ
a :=
∏
e∈∂a x
σe
a,e and the coeﬃcient ha,σ is given by ha,σ :=
ga(σ). We prove the following, alternative characterization of the Bethe partition function as a
polynomial optimization problem. In the statement below we use the convenient notation that
for two vectors x, σ ∈ Rk, xσ :=∏ki=1 xσii .
Theorem 9.1 (Bethe Approximation via Polynomials)
Let G be a normal factor graph with a set of factors F and a set of variables E. For every
factor a ∈ F let ha be the corresponding |∂a|-variate polynomial. Then the Bethe partition
function can be written as
ZB(G) = max
β∈[0,1]E
[∏
e∈E
ββee (1− βe)1−βe inf
x>0
∏
a∈F
ha(xa)
xβaa
]
In the above statements x stands for a vector which collects all variables xa,e for a ∈ F and
e ∈ ∂a. The proof of Theorem 9.1 appears in Section 9.2.1. It is established by adapting a dual
view on the max-entropy program which deﬁnes the Bethe partition function.
Lower Bound on the Partition Function. We prove that assuming a certain geometric
condition on the factor graph G, the Bethe approximation provides a lower bound on the true
partition function. This condition captures permanents as a special case. Below we state a sim-
pliﬁed variant of the main technical result in terms of local polynomials ha. For a more general
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statement, which is expressed in the language of probability, as well as a proof of the below
theorem, we refer to Section 9.2.2.
Theorem 9.2 (Lower Bound via Real Stability)
Let G be a bipartite normal factor graph with a set of factors F and a set of variables E.
Assume that all the polynomials ha corresponding to local functions ga (for a ∈ F ) are real
stable. Then it holds that ZB(G)  Z(G).
A few comments are in order. In the statement above we assume that the NFG G is bipartite. This
might seem to be restrictive, but as it turns out, every NFG can be converted into an equivalent
bipartite form, with at most a double growth in size, hence no real restriction is put on G with
this assumption. The key condition we require is real stability of the underlying polynomials.
We remark that coeﬃcients of multi-aﬃne real stable polynomials are known to be given by
log-submodular set functions (see [Wag11]), which corresponds to the following assumption on
local functions ga for a ∈ F
∀σ,τ∈{0,1}∂a ga(σ) · ga(τ) 
 ga(σ ∨ τ) · ga(σ ∧ τ).
This demonstrates that Theorem 9.2 addresses the opposite case when compared to the result
of [Ruo12], where an analogous result for log-supermodular functions is proved. These two as-
sumptions turn out to imply signiﬁcantly diﬀerent properties of the underlying factor graphs.
One interesting aspect that is worth mentioning here is that, under log-supermodularity,
feasible fractional conﬁgurations are easy to round to integral conﬁgurations. More precisely,
given a point (α, β) ∈ Γ(G) whose objective value in the Bethe approximation is ﬁnite (larger
than −∞), one can obtain (by just rounding up all entries of β) a conﬁguration σ ∈ {0, 1}E
such that g(σ) > 0. Such a procedure might fail in ﬁnding a feasible conﬁguration when G is log-
submodular (i.e., the resulting σ has g(σ) = 0). In fact, ﬁnding a feasible conﬁguration in such
models (even assuming real stability of local polynomials) might be a nontrivial task, even NP-
complete if no assumptions on the local functions are made. It turns out in particular, that for
the case of permanents, the Bethe approximation is implicitly solving a nontrivial combinatorial
optimization problem of detecting if a bipartite graph has a perfect matching.
Remark 9.1 (Upper Bound)
Using the characterization from Theorem 9.1 one can prove that Z(G)  2m ·ZB(G). Indeed,
by plugging in β := σ ∈ {0, 1}E the term ∏e∈E ββee (1− βe)1−βe is equal to 1 and we obtain
ZB(G) 

∑
τσ
g(τ) 
 g(σ)
(here by τ  σ we mean an entry-wise inequality). Hence, altogether, under the assumptions of
Theorem 9.2 the Bethe partition function provides a 2m−approximation to the true partition
function.
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9.2 Proofs
9.2.1 Bethe Approximation via Polynomials
In this section we derive an equivalent form of the Bethe partition function – stated in terms of
a polynomial optimization problem.
Local Functions as Polynomials.
Consider a NFG G = (F,E, {ga}a∈F ). In this chapter we view the local functions ga (for a ∈ F )
as polynomials. More formally, given a function ga : {0, 1}∂a → R0, we deﬁne the corresponding
polynomial representation of ga as an |∂a|-variate polynomial ha(xa) over variables {xa,e}e∈∂a
given by the formula
ha(xa) =
∑
σ∈{0,1}∂a
ha,σx
σ
a ,
where xσa denotes
∏
e∈S x
σe
a,e and ha,σ = ga(σ) is the value of the function ga at σ. Note that even
if two factors a, b ∈ F share an edge e ∈ E, the variables of ha and hb are still pairwise diﬀerent.
Bethe Approximation as Polynomial Optimization.
Let G = (F,E, {ga}a∈F ) be a NFG. Denote by H(β) the negative entropy of β ∈ [0, 1]E , i.e.,
H(β) := −
(∑
e∈E
βe log βe + (1− βe) log(1− βe)
)
.
We use KL(p, q) to denote the KL-divergence between two nonnegative vectors p, q ∈ Rk0 (typ-
ically probability distributions),
KL(p, q) :=
k∑
i=1
pi log
pi
qi
.
The Bethe approximation problem can be then rewritten as
logZB(G) = max
(α,β)∈Γ(G)
−
∑
a∈F
KL(αa, ga)−H(β),
where Γ(G) is the pseudo-marginal polytope, as introduced in Section 9.1.1. We deﬁne the fol-
lowing entropy maximization problem.
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Deﬁnition 9.1
Let f : {0, 1}k → R0 be any function with C(f) = {σ ∈ {0, 1}k : f(σ) > 0} and β ∈ [0, 1]k
be any vector. We deﬁne Emax(f, β) to be the optimal value of the following optimization
problem over vectors α ∈ RC(f)
max
α
−KL(α, f)
s.t.
∑
c∈C(f)
α(c) · c = β,
∑
σ∈C(f)
ασ = 1
α 
 0.
(9.5)
In case when no α satisﬁes the above constraints, we set Emax(f, β) = −∞.
Lemma 9.1
For every normal factor graph G, the Bethe approximation can be stated equivalently as
logZB(G) = max
β∈[0,1]E
∑
a∈F
Emax(ga, βa)−H(β).
Proof.
The objective of the Bethe approximation −∑a∈F KL(αa, ga) − H(β) has separated α and β
variables, however they are implicitly coupled because of the (α, β) ∈ Γ constraint. For a ﬁxed β
and a factor a ∈ F the constraint on αa following from (α, β) ∈ Γ is∑
c∈Ca,ce=1
αa(c) = βe for every e ∈ E.
This can be equivalently written in the vector form as∑
c∈Ca
αa(c) · c = βa.
Note that maximizing −KL(αa, ga) under this constraint gives us exactly Emax(ga, βa).
The lemma below explains how does the entropy maximization problem underlying Emax relate
to polynomial optimization.
Lemma 9.2
Let f : {0, 1}k → R0 and β ∈ [0, 1]k be any vector. Deﬁne a k-variate, multi-linear polyno-
mial h ∈ R[x1, . . . , xk] to be h(x) =
∑
σ∈{0,1}k hσx
σ with hσ := f(σ). We have
Emax(f, β) = inf
x∈Rk,x>0
log h(x)−
k∑
i=1
βi log xi.
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Proof.
A proof follows by applying strong duality to the max-entropy program (9.5).
Theorem 9.1 is now a simple consequence of the above established results.
Proof of Theorem 9.1:
From Lemma 9.1 we have
logZB(G) = max
β∈[0,1]E
∑
a∈F
Emax(ga, βa)−H(β).
Next, by Lemma 9.2 this can be rewritten as
logZB(G) = max
β∈[0,1]E
∑
a∈F
inf
xa>0
(
log ha(xa)−
∑
e∈∂a
βe log xa,e
)
−H(β).
By taking exponentials on both sides
ZB(G) = max
β∈[0,1]E
∏
e∈E
ββee (1− βe)1−βe
∏
a∈F
inf
xa>0
ha(xa)∏
e∈∂a x
βa
a
.
9.2.2 Proof of the Lower Bound
To prove Theorem 9.2 we ﬁrst formulate a more general condition which we call IPC, and prove
that under IPC, the inequality ZB(G)  Z(G) holds. Afterwards we conclude the proof by
showing that the assumption of Theorem 9.2 implies that IPC is satisﬁed.
The IPC.
To state IPC we need to introduce some notation related to the bipartite structure of the factor
graph G = (F,E). Let the set of factors F be partitioned into two sets L and R such that
no edges go between factors within L or within R, only between these two sets. Next, for any
σ ∈ {0, 1}E we deﬁne
lσ =
∏
a∈L
ga(σ∂a) and rσ =
∏
a∈R
ga(σ∂a).
Furthermore we deﬁne the normalized variants of l and r to be pLσ =
lσ∑
σ′ lσ′
, pRσ =
rσ∑
σ′ rσ′
.
We refer to pL, pR as to the distributions induced by L (the “left” side of the bipartition) and
induced by R (the “right” side of the bipartition) respectively.
We are now ready to state a condition on the pair of distributions (pL, pR) which will turn
out suﬃcient for the inequality ZB(G)  Z(G) to hold.
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Deﬁnition 9.2 (Iterated Positive Correlation)
Let q, r be probability distributions over {0, 1}m and let X,Y ∈ {0, 1}m be distributed
according to q and r respectively. Deﬁne the event EQk to be Xj = Yj for all j = 1, 2, . . . , k.
For any two sequences of positive reals s ∈ Rm>0 and t ∈ Rm>0 and for any pair A,B ∈ {0, 1}
deﬁne
Ek(A,B) = E
⎡⎣ m∏
j=k+1
s
Xj
j t
Yj
j ·  Xk=A ·  Yk=B
∣∣∣∣EQk−1
⎤⎦
Where the expectation is over X and Y , assuming X,Y are independent. We say that the
pair of distributions (q, r) satisﬁes the Iterated Positive Correlation (IPC) property if
Ek(0, 1) · Ek(1, 0)  Ek(0, 0) · Ek(1, 1)
for every k ∈ [m] and for every s, t ∈ Rm>0.
Note that in the deﬁnition above we implicitly assume that Pr[EQm] = 0, as otherwise some
conditional expectations above might not be well deﬁned. For the setting which we have in mind,
this corresponds to the assumption that Z(G) = 0.
To gain some intuition about the IPC property it is instructive to examine the special case
when s1 = . . . = sm = t1 = . . . = tm = 1. Under the notation pk(A,B) := Pr[Xk = A ∧ Yk =
B|EQk−1] we obtain
pk(0, 1) · pk(1, 0)  pk(0, 0) · pk(1, 1),
which can be seen as a form of iterated (as k = 1, 2, . . . ,m) positive correlation between subse-
quent Xk’s and Yk’s. In other words, it quantiﬁes, in a certain sense the fact that conditioned on
Xi = Yi for i = 1, 2, . . . , k− 1, it is more likely to see Xk = Yk rather than Xk = Yk. We are now
ready to state the main technical lemma of this chapter, which asserts that if a NFG G satisﬁes
IPC then ZB(G)  Z(G).
Lemma 9.3
Let G be a bipartite normal factor graph with a set of factors F , a set of variables E and
bipartition F = L ∪ R. Let pL and pR be the distributions over {0, 1}E induced by the left
side and the right side of the bipartition of G respectively. If the pair (pL, pR) satisﬁes the
IPC property then
ZB(G)  Z(G).
A proof of Lemma 9.3 appears in Section 9.2.2. To conclude Theorem 9.2 from the above it
suﬃces to argue that the real stability assumption on local polynomials implies IPC. This is the
subject of the next lemma
Lemma 9.4 (Real Stability implies IPC )
Let G be a bipartite normal factor graph with a set of factors F and a set of variables E.
Assume that all the polynomials ha corresponding to local functions ga (for a ∈ F ) are real
stable. Let pL and pR be the distributions over {0, 1}E induced by the left side and the right
side of the bipartition of G respectively. Then the pair (pL, pR) satisﬁes the IPC property.
The proof of Lemma 9.4 appears in Section 9.2.2. We are now ready to deduce Theorem 9.2.
Proof of Theorem 9.2:
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Lemma 9.3 asserts that the inequality ZB(G)  Z(G) holds under IPC. Further, by Lemma 9.4
the assumption of Theorem 9.2 (saying that local polynomials are real stable) implies that IPC
holds. Thus the Theorem 9.2 follows.
Remark 9.2
We note that the IPC condition is signiﬁcantly more general than the real stability assumption
in 9.2 and there are examples of factor graphs which do not satisfy real stability, but IPC
holds for them. The downside of IPC might be however that there does not seem to be a
simple way to verify it, especially since it is a global condition on the factor graph. On the
other hand, the real stability assumption is only local and can be checked easily whenever
the degrees of all factors are reasonably small.
Proof of the Lower Bound under IPC.
In this section, the following linear operator on the set of polynomials is used.
Deﬁnition 9.3
Let h(z0, z, y0, y) be a real polynomial with z0, y0 being single variables and y, z being tuples
of variables. Deﬁne
Φz0,y0(h) := (1 + ∂z0∂y0)h |z0=y0=0 .
In other words, Φz0,y0 ﬁrst applies the diﬀerential operator (1 + ∂z0∂y0) to h and then sets
z0 = y0 = 0; the result is a polynomial in the variables (y, z).
The lemma below explains how the IPC property is related to polynomials.
Lemma 9.5
Let q, r be distributions over {0, 1}m. Deﬁne the polynomials q(z) := ∑σ∈{0,1}m qσzσ and
r(y) :=
∑
τ∈{0,1}m rτy
τ . Further, for every k = 0, 1, . . . ,m let
fk(zk+1, . . . , zm, yk+1, . . . , ym) := Φzk,yk · · ·Φz2,y2Φz1,y1 [q(z) · r(y)]
For any number k = 1, 2, . . . ,m + 1 and for any two sequences a, b ∈ Rm−k0 of non-negative
numbers, the polynomial fk−1(zk, ak+1, . . . , am, yk, bk+1, . . . , bm) is of the form
h(zk, yk) = h00 + h10zk + h01yk + h11zkyk,
where (up to scaling) hcd = Ek(c, d) for every c, d ∈ {0, 1} (as in Deﬁnition 9.2 with a = s
and b = t).
Proof.
We start by providing explicit formulas for the coeﬃcients of fk−1. Note ﬁrst that all the operators
Φzi,yi are linear. Hence it is enough to consider only one monomial
∏m
i=1 z
σi
i
∏m
i=1 y
τi
i , for σ, τ ∈
{0, 1}m.
Φzk−1,yk−1 · · ·Φz2,y2Φz1,y1
(
m∏
i=1
zσii
m∏
i=1
yτii
)
=
{∏m
i=k+1 z
σi
i
∏m
i=k+1 y
τi
i if σ1 = τ1, . . . σk = τk,
0 otherwise.
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For this reason, the coeﬃcient of
∏m
i=k z
σi
i
∏m
i=k y
τi
i in fk−1 is equal to∑
u∈{0,1}k−1
q
uσ˜
· r
uτ˜
.
where σ˜ = (σk, σk+1, . . . , σm) and τ˜ = (τk, τk+1, . . . , τm). In the language of probability this
coeﬃcient is equal to the probability that
Xi = Yi, for i = 1, 2, . . . , k − 1,
Xi = σi, for i = k, k + 1, . . . ,m,
Yi = τi, for i = k, k + 1, . . . ,m.
when X and Y are distributed according to q and r respectively. Thus, when we consider
hk(zk, yk) = fk−1(zk, a, yk, b) for some a, b ∈ Rm−k0 , the corresponding coeﬃcients hcd are given
by sums of the form ∑
u∈{0,1}k−1
∑
σ˜∈{0,1}m−k
∑
τ˜∈{0,1}m−k
q
ucσ˜
· r
udw˜
· aσ˜ · bτ˜ .
Again, probabilistically this corresponds to
E
⎡⎣ m∏
j=k+1
a
Xj
j b
Yj
j ·  Xk=c ·  Yk=d ·  EQk−1
⎤⎦ ,
and the lemma follows.
Lemma 9.6 ([AO17])
Suppose h(x, y) = h00+h10x+h01y+h11xy is a bivariate multi-linear polynomial such that
hij 
 0 for all i, j ∈ {0, 1} and h10 · h01  h00 · h11, then for every β ∈ R0
inf
x,y>0
h(x, y)
xαyα
αα(1− α)1−α  h00 + h11.
Proof.
Fix any α 
 0. It is not hard to prove that for α > 1, the left hand side of the inequality is
actually 0, hence we can focus on α ∈ [0, 1]. Note also that we can assume that h10 ·h10 = h00 ·h11
since if h10 · h10 < h00 · h11, we can keep increasing h10 until the inequality becomes an equality,
this way we might only increase the value of
inf
x,y>0
h(x, y)
xαyα
but h00 + h11 stays the same. From h10 · h10 = h00 · h11 it then follows that that
h(x) = (a0 + a1x)(b0 + b1x)
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for some a0, a1, b0, b1 
 0. Now using Lemma 9.2 we obtain
inf
x>0
a0 + a1x
xα
= exp(KL(a, α˜)),
inf
y>0
b0 + b1y
yα
= exp(KL(b, α˜)).
Where a = (a0, a1), b = (b0, b1) and α˜ = (α, 1− α). Therefore
inf
x,y>0
h(x, y)
xαyα
αα(1− α)1−α = exp(KL(ab, α˜)).
Where ab = (a0b0, a1b1). What then remains to prove is that
KL(ab, α˜)  log(a0b0 + a1b1).
However, this follows from the fact that the KL-divergence between two probability distributions
p, q ∈ Δ2 is nonnegative, when applied to: (p1, p2) = (α, 1−α) and (q1, q2) =
(
a0b0
a0b0+a1b1
, a1b1a0b0+a1b1
)
.
Lemma 9.7
Let q, r be distributions over {0, 1}m satisfying the IPC property. Then
sup
β∈[0,1]m
[
ββ(1− β)1−β inf
y,z>0
q(z)
zβ
· r(y)
yβ
]

∑
σ
qσrσ.
Proof.
We proceed by induction. Observe ﬁrst that
∑
σ∈{0,1}m qσrσ can be obtained from q(z) · r(y) by
applying a sequence of diﬀerential operators. More precisely, let us deﬁne
g0(z1, . . . , zm, y1, . . . , ym) := q(z1, . . . , zm)r(y1, . . . , ym),
gk(zk+1, . . . , zm, yk+1, . . . , ym) := Φzk,yk (gk−1(zk, . . . , zm, yk, . . . , ym)) .
Note that gm is a constant polynomial given by
gm =
∑
σ∈{0,1}m
qσrσ. (9.6)
Let us ﬁx β ∈ [0, 1]m, we prove that for every k = 0, 1, . . . ,m
m∏
j=k+1
β
βj
j (1− βj)1−βj inf
z˜,y˜>0
gk(z˜, y˜)∏m
j=k+1 z
βj
j y
βj
j

∑
σ∈{0,1}m
qσrσ (9.7)
Where y˜ = (yk+1, . . . , ym) and z˜ = (zk+1, . . . , zm) Note that for k = 0 we obtain the lemma. We
proceed by induction starting from the base case k = m and go backwards with k = m−1, . . . , 1, 0.
The base case follows directly (with equality) from (9.6). Suppose now that k ∈ {1, . . . ,m}
and (9.7) has been proved for all k′ with k′ 
 k, we prove it for k − 1.
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Let us ﬁx ε > 0 and values ak+1, . . . , am, bk+1, bm > 0 such that
m∏
j=k+1
β
βj
j (1− βj)1−βj
gk(a, b)∏m
j=k+1 a
βj
j b
βj
j
 ε+
∑
σ∈{0,1}m
qσrσ.
It remains to show that
inf
zk,yk>0
gk−1(zk, a, yk, b)
zβkk y
βk
k
 gk(a, b). (9.8)
Towards this, write gk−1(zk, a, yk, b) as a polynomial in zk, yk
gk−1(zk, a, yk, b) = g00k−1(a, b) + g
10
k−1(a, b)zk + g
10
k−1(a, b)yk + g
11
k−1(a, b)zkyk,
and note that (9.8) follows from Lemma 9.6 if only we can justify its assumption, that is
g10k−1(a, b) · g01k−1(a, b)  g00k−1(a, b) · g11k−1(a, b).
The above follows from the IPC property because from Lemma 9.5 we have
Ek−1(a, b; c, d) ∝ gcdk−1(a, b)
for every c, d ∈ {0, 1}.
Proof of Lemma 9.3:
From Theorem 9.1 the Bethe approximation can be stated in the form of a polynomial optimiza-
tion problem
ZB(G) = max
β
[∏
e∈E
ββee (1− βe)1−βe inf
u>0
∏
a∈F
ha(xa)
xβaa
]
.
Let L ∪ R = F be the bipartition of the set of factor nodes, i.e., there is no edge e ∈ E within
L or R. In other words, every edge e has one endpoint aLe ∈ L and one endpoint aRe ∈ R, or in
other words e = {aLe , aRe }.
Let us split the product
∏
a∈F
ha(xa)
xβaa
into two parts
∏
a∈F
ha(xa)
xβaa
=
∏
a∈L
ha(xa)
xβaa
·
∏
a∈R
ha(xa)
xβaa
, (9.9)
corresponding to the bipartition. Let us now rename the variables in the above. For an edge
e ∈ E and a = aLe we rename the variable xa,e to ze. Similarly, if a = aRe we rename xa,e to ye.
Because the factor graph G is bipartite, the product (9.9) can be then rewritten as
∏
a∈L
ha(za)
zβaa
·
∏
a∈R
ha(ya)
yβaa
.
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In the above za = {ze}e∈∂a, similarly for ya. Let us now deﬁne two polynomials q, r as follows
q(z) =
∏
a∈L
qa(za),
r(y) =
∏
a∈R
qa(ya).
The expression (9.9) can be then further simpliﬁed to
q(z)
zβ
· r(y)
yβ
.
Consequently, we arrive at the following form of the Bethe partition function
ZB(G) = max
β∈[0,1]m
[
ββ(1− β)1−β inf
y,z>0
q(z)
zβ
· r(y)
yβ
]
.
Since by the assumption, the corresponding distributions (q, r) satisfy the IPC property, Lemma 9.7
implies that
max
β
[
ββ(1− β)1−β inf
y,z>0
q(z)
zβ
· r(y)
yβ
]

∑
σ∈{0,1}E
qσrσ.
It remains to observe that
∑
σ∈{0,1}E qσrσ = Z(G). To prove it, let us ﬁrst interpret what the
coeﬃcients qσ, rσ mean in terms of the underlying factor graph. It is not hard to see that
qσ =
∏
a∈L
ga(σ∂a), rσ =
∏
a∈R
ga(σ∂a).
Hence ∑
σ∈{0,1}E
qσrσ = Z(G),
which concludes the proof.
Proof of Lemma 9.4.
Proof.
Consider the polynomials q(z) and p(y) as constructed in the proof of Lemma 9.3. When written
in the form
q(z) =
∑
σ∈{0,1}m
qσz
σ, r(y) =
∑
σ∈{0,1}m
rσy
σ,
the coeﬃcients satisfy, for every σ ∈ {0, 1}m
qσ =
∏
a∈L
ga(σ), and rσ =
∏
a∈R
ga(σ).
In other words qσ ∝ pLσ and rσ ∝ pRσ .
Note that f(z, y) := q(z) ·p(−y) is a real stable polynomial, since q(z) and p(y) are real stable
as products of real stable polynomials (see [Vis13]).
As observed by [AO17], if for a multi-aﬃne, real polynomial h(z, y) (for z = (z1, . . . , zm)
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and y = (y1, . . . , ym)), h(z,−y) is real stable then h˜(z˜,−y˜) is real stable as well, where y˜ =
(y2, . . . , ym), z˜ = (z2, . . . , zm) and h˜(z˜, y˜) = Φz1,y1(h).
Deﬁne a sequence of polynomials f0, f1, . . . , fm by setting: f0 = f(z, y) and for k = 1, 2, . . . ,m
fk(zk+1, . . . , zm, yk+1, . . . , ym) := Φzk,yk(fk−1),
By the above stated observation, fk(z,−y) is real stable, for every k = 1, 2, . . . ,m.
We will deduce the IPC property from real stability of f0, f1, . . . , fm. Indeed, by Lemma 9.5
we know that for every k ∈ {1, 2, . . . ,m}, a, b ∈ Rm−k0 and c, d ∈ {0, 1}, Ek(a, b; c, d) can be
expressed as the appropriate coeﬃcient of the polynomial
hk−1(zk, yk) = fk−1(zk, a, yk, b) = h00 + h10zk + h01yk + h11zkyk.
Since fk(z,−y) is real stable, it follows, that hk−1(zk,−yk) is real stable. Indeed, this is a con-
sequence of the fact that plugging in real constants into a real stable polynomial preserves real
stability (see [Vis13]). Using a characterization of multilinear real stable polynomials by [Bra¨07],
the real stability of hk−1 is equivalent to:
h10 · h01  h00 · h11,
hence the IPC property holds.
9.3 Conclusion
9.3.1 Future Work
The real stability condition which we assume to prove the bound in Theorem 9.2 also improves
computational properties of the Bethe approximation. Indeed, the fact that the function x →
log p(x) is concave, for a real stable polynomial p ∈ R0[x1, . . . , xm], can be used to show eﬃcient
computability of certain relaxations, similar to the Bethe partition function in the polynomial
form (see [AO17]). This might eventually lead to designing relaxations which match or even
outperform Bethe approximation, while having provably correct and eﬃcient algorithms.
We remark that even though our result seems to require real stability (with respect to the
upper-half complex plane) of the underlying polynomials to deduce the desired bound, we believe
that other forms of stability, such as stability with respect to a disc, or other analytic assumptions
on the polynomials might yield other nontrivial bounds.
9.3.2 Notes
The content of this chapter is based on [SV17b]. The notion of free energy that appears as the
objective in the Bethe partition function was formulated in [Bet35] in the physics literature.
See also [Mor13] and references therein for more historical notes on Bethe approximation. The
correspondence between Bethe approximation and the belief propagation algorithm was explicitly
derived in [YFW05]. This combined with the work [Pea89] on the belief propagation method
implies that Bethe approximation gives exact values of the partition function on tree factor
graphs. It is also known that Bethe partition function gives precise estimates in the asymptotic
sense on locally tree-like graphs [DM10].
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In the work [CC06], the loop series expansion of the Bethe partition function was introduced,
which is a tool to study the relation between the Bethe partition function and the true partition
function. In [CC06] the loop expansion was used to prove that Bethe approximation gives a good
estimate on the number of independent sets on graphs with small maximum degree and large
girth.
The problem of computing permanents of nonnegative matrices has been also intensively
studied in the context of Bethe approximation [WC10, Von13b, Gur11, GS14]. Recall that the
permanent of a matrix A ∈ Rn×n is deﬁned to be
Per(A) :=
∑
σ∈Sn
n∏
i=1
Ai,σ(i)
and the problem of computing it is a canonical example of a #P-hard problem [Val79], hence
no polynomial time exact algorithm is expected to exist. This problem can be formulated in a
natural way as evaluating a certain partition function Z(G) [WC10, Von13b] and hence one can
investigate the question on how well the Bethe partition function does approximate permanents.
It has been observed [Von13b] that unlike in the general case, for permanents the pro-
gram (9.4) is convex. This allows one to analyze the optimality via KKT conditions and to
conclude that ZB(G)  Z(G) using a permanental inequality due to [Sch98]. The success of
this approach crucially relies on the existence of a convex form of the Bethe approximation, this
seems to be an exception rather than a rule among various factor graphs.
The Bethe approximation was also studied in the context of the Ising model [SWW07], and
shown to lower-bound the true partition function for the ferromagnetic case under certain tech-
nical assumption. This result was extended by [Ruo12] to the class of all log-supermodular (also
called attractive) factor graphs. A factor graph is called log-supermodular if every local function
is log-supermodular, i.e., for every a ∈ F we have
∀σ,τ∈{0,1}∂a ga(σ) · ga(τ)  ga(σ ∨ τ) · ga(σ ∧ τ),
where ∨ and ∧ denote entry-wise OR and entry-wise AND respectively. The proof is based on the
following combinatorial characterization of the Bethe approximation, due to [Von13b, Von13a].
It says that
ZB(G) = lim sup
k→∞
k
√
EH∈G(k)Z(H),
where G(k) is the set of k-covers of the factor graph G, and the expectation is over a uniformly
random choice of H in G(k) (for details we refer to [Von13a]). It follows that in order to prove
that ZB(G)  Z(G) for a given factor graph G, it is enough to prove that for every k ∈ N
Z(H)  Z(G)k, for every k-cover H of G.
In the context of attractive models, several conjectures regarding similar lower bounds were
stated in [Wat11], out of which only one (for independent sets on bipartite graphs) has been so
far resolved (by the above result of [Ruo12]).

Chapter 10
Exact Sampling and Counting under
Budget Constraints
In this section we consider budget constrained sampling and counting problems over determi-
nantal measures, and more generally – measures represented by eﬃciently computable polyno-
mials. We prove that for budget constraints speciﬁed in unary, or more generally for “succinct”
constraints these problems can be solved exactly, in polynomial time. Conversely, when the
constraints are not succinct, we prove that this problem can capture a #P -hard problem of
computing mixed discriminants.
10.1 Preliminaries and Statement of Results
10.1.1 Preliminaries
We consider the problem of sampling from constrained DPPs (Determinantal Point Processes)
in which one is given a kernel matrix L ∈ Rm×m and a family of subsets C ⊆ 2[m] and the goal
is to sample a set S, from a probability distribution deﬁned as P(S) ∝ det(LS,S) for S ∈ C, and
P(S) = 0 otherwise, in other words
P(S) =
det(LS,S)∑
T∈C det(LT,T )
.
The starting point of our work is the observation that if we let μ be the measure on subsets
of [m] corresponding to the kernel matrix L (i.e., μ(S) def= det(LS,S)), then given L, there is an
eﬃcient algorithm to evaluate the polynomial
gμ(x)
def=
∑
S⊆[m]
μ(S)xS
where xS denotes
∏
i∈S xi for any setting of its variables. Indeed, consider the Cholesky decom-
position of the kernel L = V V . Then, the polynomial x → det(V XV + I) (where X denotes
the diagonal matrix with x on the diagonal) is equal to gμ(x) (see Fact 10.1) and hence can be
eﬃciently evaluated using Gaussian elimination for any input x. We say that such a μ has an
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eﬃcient evaluation oracle and, as it turns out, this is the only property we need from DPPs and
our results generalize to any measure μ for which we have such an evaluation oracle. Before we
explain our results, we formally introduce the sampling problem in this general framework.
Deﬁnition 10.1 (Sampling)
Let μ : 2[m] → R0 be a function assigning non-negative real values to subsets of [m] and let
C ⊆ 2[m] be any family of subsets of [m]. We denote the (sampling) problem of selecting a set
S ∈ C with probability pS = μ(S)∑
T∈C μ(T )
by Sample[μ, C].
Building up on the equivalence between sampling and counting [JVV86], we show that if one
is given oracle access to the generating polynomial gμ and if μ is a nonnegative measure, the
problem Sample[μ, C] is essentially equivalent to the following counting problem; see Theorem
10.5 in Section 10.2.6.
Deﬁnition 10.2 (Counting)
Let μ : 2[m] → R0 be a function assigning non-negative real values to subsets of [m] and let
C ⊆ 2[m] be any family of subsets of [m]. We denote the (counting) problem of computing the
sum
∑
S∈C μ(S) by Count[μ, C].
In particular, a polynomial time algorithm for Count[μ, C] can be translated into a polyno-
mial time algorithm for Sample[μ, C]. Interestingly, this relation holds no matter what C is; in
particular, no speciﬁc assumptions on how the access to C is provided are required.
Towards developing counting algorithms in our framework, we focus on a class of families
C ⊆ 2[m], which we call Budget Constrained Families, where a cost vector c ∈ Zm and a budget
value C ∈ Z are given, and the family consists of all sets S ⊆ [m] of total cost c(S) def= ∑i∈S ci
at most C. We call the counting and sampling problems for this special case BCount[μ, c, C]
and BSample[μ, c, C] respectively.
10.1.2 Statement of Results
Our key result is that the BCount problem (and hence also BSample) is eﬃciently solvable
whenever the costs are not too large in magnitude.
Theorem 10.1 (Counting under Budget Constraints)
There is an algorithm, which given a function μ : 2[m] → R (via oracle access to gμ), a cost
vector c ∈ Zm and a cost value C ∈ Z solves the BCount[μ, c, C] problem in polynomial
time with respect to m and ‖c‖1.
The proof of Theorem 10.1 (see Section 10.2.1) beneﬁts from an interplay between probability
measures and polynomials. It reduces the counting problem to computing the coeﬃcients of a
certain univariate polynomial which, in turn, can be evaluated eﬃciently given access to the
generating polynomial for μ. We can then employ interpolation in order to recover the required
coeﬃcients.
It is not hard to see that Theorem 10.1 also implies the same result for families with a single
equality constraint (c(S) = C) or for any constraint of the form c(S) ∈ K, where K ⊆ Z is given
as input together with c ∈ Zm and C ∈ Z. Furthermore, our framework can be easily extended
to the case of multiple (constant number of) such constraints.
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As mentioned earlier, what makes DPPs attractive is that their generating polynomial, arising
from a determinant, is eﬃciently computable. Using this fact, Theorem 10.1 and the equivalence
between sampling and counting, we can deduce the following result.
Corollary 10.1
There is an algorithm, which given a PSD matrix L ∈ Rm×m, a cost vector c ∈ Zm and a
cost value C ∈ Z samples a set S of cost c(S)  C with probability proportional to det(LS,S).
The running time of the algorithm is polynomial with respect to m and ‖c‖1.
From the above one can derive eﬃcient sampling algorithms for several classes of constraint fam-
ilies C which have succinct descriptions. Indeed, we establish counting and sampling algorithms
for a general class of linear families of the form
C = {S ⊆ [m] : c1(S) ∈ K1, c2(S) ∈ K2, . . . , cp(S) ∈ Kp} (10.1)
where c1, c2, . . . , cp ∈ Zm and K1, . . . ,Kp ⊆ Z. We prove the following
Corollary 10.2
There is an algorithm, which given a PSD matrix L ∈ Rm×m and a description of a linear
family C as in (10.1), samples a set S ∈ C with probability proportional to det(LS,S). The
running time of the algorithm is polynomial in m and
∏p
j=1 (‖cj‖1 + 1).
One particular class of families for which the above yields polynomial time sampling algorithms
are partition families (families of bases of partition matroids) over constantly many parts (see
Corollary 10.4). An important open problem that remains is to come up with even faster algo-
rithms.
Another application of Theorem 10.1, which we present in Section 10.2.4, is to combinatorial
sampling and counting problems. More precisely, we note that the indicator measure of bases of
regular matroids has an eﬃciently computable generating polynomial; hence, we can solve their
corresponding budgeted versions of counting and sampling problems.
One may ask if the dependence on ‖c‖1 in Theorem 10.1 can be improved. We prove that the
answer to this question is no in a very strong sense. To state our hardness result, we introduce
ECount – a natural variant of the BCount problem – in which the sum is over subsets of cost
equal to a given value C instead of at most C (such a problem is no harder than BCount). We
provide an approximation preserving reduction showing that ECount[μ, c, C] is at least as hard
as computing mixed discriminants of tuples of positive semideﬁnite (PSD) matrices when c and
C are given in binary, and can be exponentially large in magnitude. Recall that for a tuple of
m × m PSD matrices A1, . . . , Am, their mixed discriminant is the coeﬃcient of the monomial∏m
i=1 xi in the polynomial det(
∑m
i=1 xiAi).
Theorem 10.2 (Hardness of Counting under Budget Constraints)
BCount[μ, c, C] is#P−hard. Moreover, when μ is a determinantal function,ECount[μ, c, C]
is at least as hard to approximate as mixed discriminants of tuples of PSD matrices.
To prove this result we show an equivalence between the counting problem corresponding to
partition-constrained DPPs (with a large, super-constant number of parts) and computing mixed
discriminants. Unlike permanents [JSV04], no eﬃcient approximation scheme is known for es-
timating mixed discriminants and there is some evidence [Gur05] that there may be none. To
further understand to what extent gμ is the cause of computational hardness, in Section 10.2.5
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(see Theorem 10.4) we provide another hardness result; it considers a μ that is a 0/1 indi-
cator function for spanning trees in a graph (with eﬃciently computable gμ). We prove that
ECount[μ, c, C] is at least as hard to approximate as the number of perfect matchings in gen-
eral (non-bipartite) graphs, which is another problem for which existence of an FPRAS is open.
10.2 Proofs
10.2.1 Counting with Budget Constraints
Proof of Theorem 10.1:
Let us ﬁrst consider the case in which the cost vector c is nonnegative, i.e., c ∈ Nm. We introduce
a new variable z and consider the polynomial
h(z) def= gμ(zc1 , zc2 , . . . , zcm).
Since gμ(x1, . . . , xm) =
∑
S⊆[m] μ(S)
∏
i∈S xi, we have
h(z) =
∑
S⊆[m]
μ(S)
∏
i∈S
zci =
∑
S⊆[m]
μ(S)zc(S) =
∑
0d‖c‖1
zd
∑
S: c(S)=d
μ(S).
Hence, the coeﬃcient of zd in h(z) is equal to the sum of μ(S) over all sets S such that c(S) = d.
In particular, the output is the sum of coeﬃcients over d  C.
It remains to show how to compute the coeﬃcients of h. Note that we do not have direct
access to gμ. However, we can evaluate gμ(x) at any input x ∈ Rm, which in turn allows us to
compute h(z) for any input z ∈ R. Since h(z) is a polynomial of degree at most ‖c‖1, in order to
recover the coeﬃcients of h, it suﬃces to evaluate it at ‖c‖1+1 inputs and perform interpolation.
When using FFT, the total running time becomes:
(‖c‖1 + 1) · Tμ + O˜(‖c‖1),
where Tμ is the running time of the evaluation oracle for gμ.
In order to deal with the case in which c has negative entries, consider a modiﬁed version of
h:
h(z) def= z‖c‖1gμ(zc1 , zc2 , . . . , zcm).
Clearly, h(z) is a polynomial of degree at most 2 · ‖c‖1 whose coeﬃcients encode the desired
output.
Remark 10.1
Note that the bit complexity of the output of the proposed algorithm is polynomial in the
input size since it is a result of solving a linear system with all the coeﬃcients being polyno-
mially bounded.
We also state a simple consequence of the above proof that is often convenient to work with.
Corollary 10.3
There is an algorithm that, given a vector c ∈ Zm, a value C ∈ Z and oracle access to gμ
computes the sum
∑
S: c(S)=C μ(S) in time polynomial with respect to m and ‖c‖1.
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In the above, note the equality c(S) = C instead of c(S)  C as in BCount.
10.2.2 Counting for Constrained DPPs
In this section we show how our general result in Theorem 10.1 implies algorithms for sampling
from Determinantal Point Processes.
A Determinantal Point Process (DPP) is a probability distribution μ over subsets of [m]
deﬁned with respect to a symmetric positive semideﬁnite matrix L ∈ Rm×m by μ(S) ∝ det(LS,S);
i.e.,
μ(S) def=
det(LS,S)∑
T⊆[m] det(LT,T )
.
We will often use a diﬀerent matrix to represent the measure μ; let V ∈ Rm×n be a matrix, such
that L = V V  (the Cholesky decomposition of L). Then, det(LS,S) = det(VSV S ).
An important open problem related to DPPs is the sampling problem under additional combi-
natorial constraints imposed on the ground set [m]. We prove that these problems are polynomial
time solvable for succinct budget constraints, as in Theorem 10.1. We start by establishing the
fact that generating polynomials for determinantal distributions are eﬃciently computable.
Fact 10.1
Let L ∈ Rm×m be a PSD matrix with L = V V  for some V ∈ Rm×n. If μ : 2[m] → R0
is deﬁned as μ(S) def= det(LS,S) then det(V XV + I) =
∑
S⊆[m] x
Sμ(S), where X is the
diagonal matrix of indeterminates X = Diag (x1, . . . , xm) and I is the n× n identity matrix.
Proof.
We start by applying the Sylvester’s determinant identity
det(V XV + I) = det
((√
XV
)(√
XV
)
+ I
)
.
It is well known that for a symmetric matrix A ∈ Rm×n the coeﬃcient of tk in the polynomial
det(A+ tI) is equal to
∑
|S|=n−k det(AS,S). Applying this result to A =
(√
XV
)(√
XV
)
, we
get
det(AS,S) = xS det(VSV S ) = x
S det(LS,S),
which concludes the proof by simply taking t = 1.
Now we are ready to deduce Corollary 10.1.
Proof of Corollary 10.1:
A polynomial time counting algorithm follows directly from Theorem 10.1 and Fact 10.1. To de-
duce sampling we apply the result on equivalence between sampling and counting Theorem 10.5.
In fact when applied to an exact counting algorithm we obtain an exact sampling procedure.
We move to the general result on sampling for linear families – Corollary 10.2. One can deduce
it directly from Theorem 10.1, but this leads to a signiﬁcantly suboptimal algorithm. Instead we
take a diﬀerent path and reprove Theorem 10.1 in a slightly higher generality.
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Proof of Corollary 10.2:
We will show how to solve the counting problem – sampling will then follow from Theorem 10.5.
Also, for simplicity we assume that all the entries in the cost vectors are nonnegative, this can
be extended to the general setting as in the proof of Theorem 10.1.
Let g be the generating polynomial of the determinantal function μ(S) = det(LS,S), which
is eﬃciently computable by Fact 10.1. For notational clarity we will use superscripts to index
constraints. For every constraint “c(j)(S) ∈ Ki” (j = 1, 2, . . . , p) introduce a new formal variable
yj . For every index i ∈ [m] deﬁne the monomial:
si =
∏p
j=1 y
c
(j)
i
j .
The above encodes the cost of element i with respect to all cost vectors c(j) for j = 1, 2, . . . , p.
Consider the polynomial h(y1, . . . , yp) = g(s1, s2, . . . , sm). It is not hard to see that the coeﬃcient
of a given monomial
∏p
j=1 y
dj
j in h is simply the sum of μ(S) over all sets S satisfying c
(1)(S) =
d1, c
(2)(S) = d2, . . . , c(p)(S) = dp. Hence the solution to our counting problem is simply the sum
of certain coeﬃcients of h. It remains to show how to recover all the coeﬃcients eﬃciently.
Note that we can eﬃciently evaluate the polynomial h at every input (y1, . . . , yp) ∈ Rp. One
can then apply interpolation to recover all coeﬃcients of h. The running time is polynomial in
the total number of monomials in h (this is the number of variables of a linear system which can
be used to ﬁnd the coeﬃcients), which can be bounded from above by
∏p
j=1
(‖c(j)‖1 + 1) .
We derive now one interesting application of Corollary 10.2 – sampling from partition constrained
DPPs. Let us ﬁrst deﬁne partition families formally.
Deﬁnition 10.3
Let [m] = P1 ∪ P2 ∪ · · · ∪ Pp be a partition of [m] into disjoint, nonempty sets and let
b1, b2, . . . , bp be integers such that 0  bi  |Pi|. A family of sets of the form
C = {S ⊆ [m] : |S ∩ Pj | = bj , for every j = 1, 2, . . . , p}
is called a partition family.
We prove the following consequence of Corollary 10.2, which asserts that polynomial time count-
ing and sampling is possible for DPPs under partition constraints for constant p.
Corollary 10.4
Given a DPP deﬁned by L ∈ Rm×m and a partition family C with a constant number of
parts, there exists a polynomial time sampling algorithm for the distribution
μC(S)
def=
det(LS,S)∑
T∈C det(LT,T )
for S ∈ C.
Proof.
In light of Corollary 10.2 it suﬃces to show that every partition family has a succinct repre-
sentation as a linear family. We show that it is indeed the case. Consider a partition family C
induced by the partition P1 ∪P2 ∪ . . .∪Pp = [m] and numbers b1, b2, . . . , bp. Deﬁne the following
cost vectors: cj = 1Pj , for j = 1, 2, . . . , p, i.e., the indicator vectors of the sets P1, P2, . . . , Pp.
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Moreover deﬁne Kj to be {bj} for every j = 1, 2, . . . , p. It is then easy to see that “cj(S) ∈ Kj”
is implementing the constraint |Pj ∩ S| = bj . In other words the family C is equal to the linear
family deﬁned by cost vectors c1, c2, . . . , cp and sets K1,K2, . . . ,Kp. It remains to observe that
‖cj‖1 = |Pj |  m and hence
∏p
j=1 (‖cj‖+ 1) = O(mp). Since p = O(1) the algorithm from
Corollary 10.2 runs in polynomial time.
10.2.3 Hardness Result
In this section we study hardness of BCount[μ, c, C]. Theorem 10.1 implies that BCount
is polynomial time solvable whenever we measure the complexity with respect to the unary
encoding length of the cost vector c. Here we prove that if c is given in binary, the problem
becomes #P−hard. Moreover, existence of an eﬃcient approximation scheme for a closely related
problem (instead of counting all objects of cost at most C, count objects of cost exactly C) would
imply existence of such schemes for counting perfect matchings in non-bipartite graphs (see
Section 10.2.5) and for computing mixed discriminants. In both cases, these are notorious open
questions and the latter is believed to be unlikely.
Mixed Discriminants
We relate the BCount problem to the well studied problem of computing mixed discriminants
of PSD matrices and prove Theorem 10.2. Recall the deﬁnition:
Deﬁnition 10.4
Let A1, A2, . . . , Am ∈ Rd×d be symmetric matrices of dimension d. The mixed discriminant
of a tuple (A1, A2, . . . , Ad) is deﬁned as
D(A1, A2, . . . , Ad)
def=
∂d
∂z1 . . . ∂zd
det(z1A1 + z2A2 + · · ·+ zdAd).
Computing mixed discriminants of PSD matrices is known to be #P-hard, since they can encode
the permanent. However, as opposed to the permanent, there is no FPRAS known for computing
mixed discriminants, and the best polynomial time approximation algorithms by [Bar97, GS02]
have an exponentially large approximation ratio.
The main technical component in our proof of Theorem 10.2 is the following lemma.
Lemma 10.1
There is a polynomial time reduction, which given a tuple (A1, . . . , An) of PSD n×n matrices
outputs a PSD matrix L ∈ Rm×m, a cost vector c ∈ Zm and a cost value C ∈ Z such that
n! ·D(A1, A2, . . . , An) =
∑
S⊆[m], c(S)=C
μ(S),
where μ(S) = det(LS,S), for S ⊆ [m]. Moreover, ‖c‖1  2O(n logn).
Before proving Lemma 10.1 let us ﬁrst state several important properties of mixed discriminants,
which we will rely on; for proofs of these facts we refer the reader to [Bap89].
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Fact 10.2 (Properties of Mixed Discriminants)
Let A,B,A1, A2, . . . , An be symmetric n× n matrices.
1. D is symmetric, i.e.,
D(A1, A2, . . . , An) = D(Aσ(1), Aσ(2), . . . , Aσ(n)), for any permutation σ ∈ Sn.
2. D is linear with respect to every coordinate, i.e.,
D(αA+ βB,A2, . . . , An) = αD(A,A2, . . . , An) + βD(B,A2, . . . , An).
3. If A =
∑n
i=1 viv

i ∈ Rn×n then we have: det(A) = n! D(v1v1 , . . . , vnvn ).
Proof of Lemma 10.1:
Consider a tuple (A1, A2, . . . , An) of PSD matrices. The ﬁrst step is to decompose them into
rank-one summands:
Ai =
r∑
j=1
vi,jv

i,j ,
where vi,j ∈ Rn for 1  i, j  n (some vi,j ’s can be zero if rank(Ai) < n). This step can be
performed using the Cholesky decomposition.
Let M = {(i, j) : 1  i, j  n} and for every i = 1, 2, . . . , n deﬁne Pi = {i} × [n]. We take
m = |M | = n2 and deﬁne a family C of n−subsets of M to be
C = {S ⊆ [m] : |S ∩ Pi| = 1 for every i = 1, 2, . . . , n}.
Let V denote an m × n matrix with rows indexed by M , for which the eth row is ve as above
(e ∈M , i.e., e = (i, j) for some i, j ∈ [n]). We also set L = V V , hence L is an m×m symmetric,
PSD matrix. Finally, let μ(S) = det(LS,S). Note that for sets S of cardinality n we have
μ(S) = det(LS,S) = det(VSV S ) = det(V

S VS) = det
(∑
e∈S
vev

e
)
.
In the calculation below we rely on properties of mixed discriminants listed in Fact 10.2 and on
the fact that |S| = n for S ∈ C.
D(A1, A2, . . . , An) = D
⎛⎝ n∑
j=1
v1,jv

1,j ,
n∑
j=1
v2,jv

2,j , . . . ,
n∑
j=1
vn,jv

n,j
⎞⎠
=
∑
1j1,j2,...,jnn
D(v1,j1v

1,j1 , v2,j2v

2,j2 , . . . , vn,jnv

n,jn)
=
∑
e1∈P1,e2∈P2,...,en∈Pn
D(ve1v

e1 , ve2v

e2 , . . . , venv

en)
=
∑
{e1,e2,...,en}∈C
1
n!
det(ve1v

e1 + ve2v

e2 + . . .+ venv

en) =
1
n!
∑
S∈C
μ(S).
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It remains to show that the partition family C can be represented as C = {S ⊆M : c(S) = C}
for some cost vector c ∈ ZM and C ∈ Z, such that ‖c‖1 = 2O(n logn). Indeed, by a reasoning as
in Corollary 10.4 we can represent C as a linear family with n constraints of the form c(i)(S) = 1
for i = 1, 2, . . . , n and c(i) ∈ {0, 1}n×n. It is not hard to see that these can be combined into one
constraint c(S) = C with ‖c‖1 = (n2)n+O(1) = 2O(n log n). Now, it remains to observe that all the
steps of the reduction are eﬃcient (since the cost vector is represented in binary here).
Proof of Theorem 10.2:
In light of Lemma 10.1, the problem of computing
∑
S⊆[m],c(S)=C μ(S) for determinantal func-
tions μ is at least as hard as computing mixed discriminants. The BCount problem is very
similar, with the only diﬀerence that it is computing the sum over all sets of cost c(S) at
most C. However, clearly by solving the BCount problem for C and C − 1 one can compute∑
S⊆[m],c(S)=C μ(S) by just subtracting the obtained results.
10.2.4 Budget-Constrained Sampling and Counting for Regular Matroids
Consider the following problem: given an undirected graph G with weights c ∈ Rm on its edges,
sample a uniformly random spanning tree of cost at most C in G. This generalizes the problem
of sampling uniformly random spanning trees [Pem04] and sampling a random spanning tree of
minimum cost [Epp95]. Below we study the generalized version of this problem by considering
regular matroids, indeed spanning trees arise as bases of the graphic matroid, which is known
to be regular. We prove that the counting and sampling problem in this setting can be solved
eﬃciently whenever c is polynomially bounded.
Theorem 10.3 (Counting and Sampling Bases of Matroids)
LetM be a regular matroid on a ground set [m] with a set of bases B. There exists a counting
algorithm which, given a cost vector c ∈ Zm and a value C ∈ Z, outputs the cardinality of
the set {S ∈ B : c(S)  C} and a sampling algorithm which, given a cost vector c ∈ Zm and
a value C ∈ Z, outputs a random element in the set {S ∈ B : c(S)  C}. The running time
of both algorithms is polynomial in m and ‖c‖1.
Proof of Theorem 10.3:
LetM⊆ 2[m] be a regular matroid and B ⊆ 2[m] be its set of bases. We prove that the generating
polynomial
∑
S∈B x
S is eﬃciently computable. We use the characterization of regular matroids
as those which can be linearly represented by a totally unimodular matrix. In other words, there
exists a totally unimodular matrix A ∈ Zm×d such that if we denote by Ae ∈ Zd the eth row of
A it holds that:
S ∈M ⇔ {Ae : e ∈ S} is linearly independent. (10.2)
Let r  d be the rank of the matroid M, i.e., the cardinality of any set in B. We claim that
without loss of generality one can assume that d = r. Indeed, we prove that there is a submatrix
A′ ∈ Zm×r of A, such that (10.2) still holds with A replaced by A′. To this end suppose that
d > r. It is easy to see that the rank of A is r, otherwise, by (10.2) there would be a set S of
cardinality at least r+1 with S ∈M. Hence there is a column in A which is a linear combination
of the remaining columns, we can freely remove this column from A, while (10.2) will be still
true. By doing so, we ﬁnally obtain a matrix A′ with exactly r rows, which satisﬁes (10.2).
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By the fact that A has r columns we have:
S ∈ B ⇔ AS is nonsingular,
where by AS we mean the |S| × r submatrix of A corresponding to rows from S. In particular,
for a set S ⊆ [m] of cardinality r we have:
S ∈ B ⇔ det(AS) = 0 ⇔ det(ASAS) = 1,
where the last equivalence follows from A being totally unimodular. Let us now consider the
polynomial
g(x1, x2, . . . , xm) = det
(
m∑
e=1
xeAeA

e
)
.
By the Cauchy-Binet theorem we obtain:
g(x1, x2, . . . , xm) =
∑
|S|=r
det
(∑
e∈S
xeAeA

e
)
= xS det(ASAS).
In other words, g is equal to gμ – the generating polynomial of the function μ : 2[m] → R given
by
μ(S) =
{
1 if S ∈ B
0 otherwise.
Therefore, since gμ is eﬃciently computable, by Theorem 10.1 the BCount[μ, c, C] is eﬃciently
solvable. This fact, together with Theorem 10.5 imply that sampling also can be made eﬃcient.
10.2.5 Hardness for Spanning Trees
We show that BCount is at least as hard as counting perfect matchings in a non-bipartite
graph. The proof relies on a combinatorial reduction from counting perfect matchings in a graph
to counting budget constrained spanning trees.
Theorem 10.4
There is a polynomial time reduction which given a graph G = (V,E) with n vertices and
m edges outputs a graph G′ with n vertices and O(m+ n2) edges, a cost vector c ∈ Nm with
‖c‖1  2O(m logm) and a value C ∈ N, such that:
PM(G) = α · STC(G′)
where PM(G) denotes the number of perfect matchings in G, STC(G′) denotes the number
of spanning trees of total cost C in G′ and α = n
2
2 (2n)
−n/2.
Proof.
Let G = (V,E) be an undirected graph, let n = |V | and m = |E|. We construct a new graph G′
and a cost vector c, such that counting perfect matchings in G is equivalent to counting spanning
trees of speciﬁed cost C in G′ .
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The graph G′ = (V,E′) is obtained by adding a complete graph to G, i.e.,
(
n
2
)
edges, one
between every pair of vertices. We call the set of new edges F , hence E′ = E ∪ F . Note that E′
is a multiset. To all edges e ∈ F we assign cost ce = 0, while for the original edges the costs are
positive and deﬁned below.
Let b = m′ + 1, where m′ = |E′| is the number of edges in G′. We deﬁne the cost of an edge
e = ij ∈ E to be:
ce = bi + bj .
Note that from the choice of b and c it follows that given a cost c(S) of some set S ⊆ E, we can
exactly compute how many times a given vertex appears as an endpoint of an edge in S. Indeed,
if we have:
c(S) =
n∑
i=1
δib
i
such that 0  δi  b − 1 (the b−ary representation of c(S)), then the degree of vertex i in S is
δi. This follows from the fact that b is chosen to avoid carry overs when computing c(S) in the
b−ary numerical system. Therefore, it is now a natural choice to deﬁne C def= ∑ni=1 bi. We claim
that every perfect matching in G corresponds to exactly α = n
2
2 (2n)
−n/2 diﬀerent spanning trees
of cost C in G′.
To prove this claim, ﬁx any spanning tree S of cost c(S) = C. Note ﬁrst that we have
c(S ∩ E) = c(S) because all of the edges e /∈ E have cost 0. Moreover, the set M def= S ∩ E is a
perfect matching in G, because c(M) = C implies that the degree of every vertex in M is one.
It remains to show that every perfect matching M in G corresponds to exactly α spanning trees
of cost C in G.
Fix any perfect matching M0 in G. We need to calculate how many ways are there to add
n
2−1 edges from E′ to obtain a spanning tree of G′. By contracting the matchingM0 to n2 vertices
and considering edges in E′ only, we obtain a complete graph on n2 vertices with 4 parallel edges
going between every pair of vertices. The answer is the number of spanning trees of the obtained
graph. Cayley’s formula easily implies that this number is 4
n
2−1
(
n
2
)n
2−2 which equals α−1.
10.2.6 Equivalence Between Counting and Sampling
In this section we state and prove a theorem that implies that the Count[μ, C] and Sample[μ, C]
problems are essentially equivalent. We prove that, for a given type of constraints C, a polynomial
time algorithm for counting can be transformed into a polynomial time algorithm for sampling
and vice versa. This section follows the convention that μ : 2[m] → R0 is any function that
assigns nonnegative values to subsets of [m] and C ⊆ 2[m] is any family of subsets of [m].
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Theorem 10.5 (Equivalence Between Approx. Counting and Approx. Sampling)
Consider any function μ : 2[m] → R0 and a family C of subsets of [m]. Let μC : C → [0, 1]
be a distribution over S ∈ C such that μC(S) ∝ μ(S). We assume evaluation oracle access to
the generating polynomial gμ of μ, and deﬁne the following two problems:
• Approximate C-sampling: given a precision parameter ε > 0, provide a sample S
from a distribution ρ : C → [0, 1] such that ‖μC − ρ‖1 < ε.
• Approximate C-counting: given a precision parameter ε > 0, output a numberX ∈ R
such that X(1 + ε)−1 ∑S∈C μ(S)  X(1 + ε).
The time complexities of the above problems diﬀer by at most a multiplicative factor of
poly(m, ε−1).
Remark 10.2
The above theorem establishes equivalence between approximate variants of Count[μ, C]
and Sample[μ, C]. This is convenient for applications, because the exact counting variants of
these problems are often #P−hard. Still, for some of them, eﬃcient approximation schemes
are likely to exist. Further, we mention that the implication from exact counting to exact
sampling holds, hence the sampling algorithms that we obtain in this chapter are exact.
Theorem 10.5 follows from a self-reducibility property [JVV86] of the counting problem. Before
we present the proof of Theorem 10.5, we introduce some terminology and state assumptions
for the remaining part of this section. The function μ : 2[m] → R0 is given as an evaluation
oracle for gμ(x) =
∑
S⊆[m] μ(S)x
S . In particular, we measure complexity with respect to the
number of calls to such an oracle. An algorithm which, for a ﬁxed family C ⊆ 2[m] and every
function μ, given access to gμ computes
∑
S∈C μ(S) is called a C-counting oracle. Similarly, we
deﬁne a C-sampling oracle to be an algorithm which, given access to gμ, provides samples from
the distribution
μC(S)
def=
μ(S)∑
T∈C μ(T )
for S ∈ C.
Counting Implies Sampling
We now show how counting implies sampling. It proceeds by inductively conditioning on certain
elements not being in the sample. For this idea to work one has to implement conditioning
using the C−sampling oracle and access to the generating polynomial only. Below we state the
implication from counting to sampling in the exact variant. The approximate variant also holds,
with an analogous proof.
Lemma 10.2 (Counting Implies Sampling)
Let C denote a family of subsets of [m]. Suppose access to a C-counting oracle is given. Then,
there exists a C-sampling oracle which, for any function μ : 2[m] → R0, makes poly(m) calls
to the counting oracle and to gμ and outputs a sample from the distribution μC .
Proof.
Let S be the random variable corresponding to the sample our algorithm outputs; our goal is to
have S ∼ μC . The sampling algorithm proceeds as follows: It sequentially considers each element
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e ∈ [m] and tries to decide (at random) whether to include e ∈ S or not. To do so, it ﬁrst
computes the probability P(e ∈ S) conditioned on all decisions thus far. It then ﬂips a biased
coin with this probability, and includes e in S according to its outcome. More formally, the
sampling algorithm can be described as follows:
1. Input: V ∈ Rm×r, a number k  r.
2. Initialize: Y = ∅, N = ∅.
3. For e = 1, 2, . . . ,m :
(a) Compute the probability p = P(e ∈ S : Y ⊆ S, N ∩ S = ∅) under the distribution
S ∼ μC .
(b) Toss a biased coin with success probability p. In case of success add e to the set Y ,
otherwise add e to N .
4. Output: S = Y.
It is clear that the above algorithm correctly samples from μC . It remains to show that P(e ∈ S :
Y ⊆ S,N ∩ S = ∅) can be computed eﬃciently. This follows from Lemma 10.3 below.
Lemma 10.3
Let Y and N be disjoint subsets of [m] and consider any e ∈ [m]. Suppose S is distributed
according to μC . If we are given access to a C-counting oracle and to gμ, then P(e ∈ S : Y ⊆
S, N ∩ S = ∅) can be computed in poly(m) time.
Proof.
Assume e ∈ [m] \ (Y ∪N); otherwise the probability is clearly 0 or 1. Let Y ′ = Y ∪ {e}, then
P(e ∈ S : Y ⊆ S, N ∩ S = ∅) =
∑
S∈C,Y ′⊆S,N∩S=∅ μ(S)∑
S∈C,Y⊆S,N∩S=∅ μ(S)
.
We now show how to compute such sums: Introduce a new variable y, and for every e ∈ [m]
deﬁne:
we
def=
⎧⎪⎨⎪⎩
yxe for e ∈ Y,
0 for e ∈ N,
xe otherwise.
We interpret the expression gμ(w1, w2, . . . , wm) as a generating polynomial for a certain function
μ′(y) : 2[m] → R; i.e.,
gμ′(x)
def= gμ(w1, w2, . . . , wm) =
∑
S∩N=∅
y|S∩Y |xSμ(S).
Deﬁne a polynomial
h(y) def=
∑
S∈C,S∩N=∅
y|S∩Y |μ(S).
It follows that h(y) is a polynomial of degree at most |Y |. In fact, the sum we are interested in is
simply the coeﬃcient of y|Y | in h(y). The last thing to note is that we can compute h(y) exactly
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by evaluating it for |Y | + 1 diﬀerent values of y and then performing interpolation. Hence, we
just need to query the C-counting oracle (|Y |+ 1) times giving it μ′ as input (for various choices
of y).1
Sampling Implies Counting
We show the implication from sampling to counting in Theorem 10.5. Similarly as for the opposite
direction we assume for simplicity that the sampling algorithm is exact, i.e., we prove the following
lemma. The approximate variant holds with an analogous proof.
Lemma 10.4 (Sampling Implies Counting)
Let C denote a family of subsets of [m]. Suppose we have access to a C-sampling oracle.
Then, there exists a C-counting oracle which for any input function μ : 2[m] → R (given as
an evaluation oracle for gμ) and for any precision parameter ε > 0 makes poly(m, 1/ε) calls
to the sampling oracle, and approximates the sum:∑
S∈C
μ(S)
within a multiplicative factor of (1 + ε). The algorithm has failure probability exponentially
small in m.
Let us ﬁrst state the algorithm which we use to solve the counting problem. Later in a sequence
of lemmas we explain how to implement it in polynomial time and reason about its correctness.
In the description, S denotes a random variable distributed according to μC .
1. Initialize U def= [m], X def= 1.
2. Repeat
(a) Estimate the probability P(S = U : S ⊆ U), if it is larger than (1− 1m ), terminate the
loop.
(b) Find an element e ∈ U so that P(e /∈ S : S ⊆ U) 
 1m2 .
(c) Approximate pe
def= P(e /∈ S : S ⊆ U) up to a multiplicative factor εm .
(d) Update X def= X · ρe, where ρe is the estimate for pe.
(e) Remove e from U , i.e., set U def= U \ {e}.
3. Return X · μ(U).
Lemma 10.5
Given U ⊆ [m] and e ∈ U , assuming access to a C-sampling oracle, we can approximate the
quantity
pe = P(e /∈ S : S ⊆ U)
where S is distributed according to μC , up to an additive error δ > 0 in time
poly(m)
δ2 . The
probability of failure can be made 1mc for any c > 0.
1The provided argument does not generalize directly to the case when the counting oracle is only approximate
(because of the interpolation step). However, as we need to compute the top coeﬃcient of a polynomial h(y) only,
we can alternatively do it by evaluating h(y) and dividing by yd (for d = deg(h)) at a very large input y ∈ R.
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Proof.
We sample a set S ∈ C from the distribution P(S) ∝ μ(S) conditioned on S ⊆ U . This can be
done using the sampling oracle, however instead of sampling with respect to μ one has to sample
with respect to a modiﬁed function μ′ which is deﬁned as μ′(S) = μ(S) for S ⊆ U and μ′(S) = 0
otherwise. Note that the generating polynomial for μ′ can be easily obtained from gμ by just
plugging in zeros at positions outside of U . Given a sample S from μ′ we deﬁne
X =
{
1 if e /∈ S,
0 otherwise.
Repeat the above independently N times, to obtain X1, X2, . . . , XN and ﬁnally compute the
estimator:
Z =
X1 +X2 + · · ·+XN
N
.
By Chebyshev’s inequality, we have:
P(|Z − pe| 
 δ)  1
Nδ2
Thus, by taking N = poly(m)δ2 samples, with probability 
 1− 1poly(m) we can obtain an additive
error of at most δ.
Lemma 10.6
If U ⊆ [m] is such that P(S = U : S ⊆ U)  (1− 1m ) then there exists an element e ∈ U such
that P(e /∈ S : S ⊆ U) 
 1m2 , where S is distributed according to μC .
Proof.
Let T be the random variable S conditioned on S ⊆ U . Denote qe = P(e ∈ S : S ⊆ U), we obtain∑
e∈U
qe = E(|T|) 
(
1− 1
m
)
|U |+ 1
m
(|U | − 1) = |U | − 1
m
.
The inequality in the above expression follows from the fact that the worst case upper bound
would be achieved when the probability of |T| = |U | is exactly 1 − 1m and with the remaining
probability, |T| = |U | − 1. Hence ∑e∈U (1− qe) 
 1m , which implies that (1− qe) 
 1m2 for some
e ∈ U .
We are now ready to prove Lemma 10.4.
Proof.
(of Lemma 10.4) We have to show that the algorithm given above can be implemented in poly-
nomial time and it gives a correct answer.
Step 2(a) can be easily implemented by taking poly(m) samples conditioned on S ⊆ U (as in
the proof of Lemma 10.5). This gives us an approximation of qU = P(S = U : S ⊆ U) up to an
additive error of at most m−2 with high probability. If the estimate is less than (1 − 12m ) then
with high probability qU  (1− 1m ) otherwise, with high probability we have
μ(U) 
∑
S∈C,S⊆U
μ(S) 
(
1 +
4
m
)
μ(U) (10.3)
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and the algorithm terminates.
When performing step 2(b) we have a high probability guarantee for the assumption of
Lemma 10.6 to be satisﬁed. Hence, we can assume that (by using Lemma 10.6 and Lemma 10.5)
we can ﬁnd an element e ∈ U with pe = P(e /∈ S : S ⊆ U) 
 12m2 . Again using Lemma 10.5 we
can perform step 2(c) and obtain a multiplicative (1 + εm )-approximation ρe to pe.
Denote the set U at which the algorithm terminated by U ′ and the elements chosen at various
stages of the algorithm by e1, e2, ..., el with l = m− |U ′|. The output of the algorithm is:
X
def= ρe1ρe2 · · · · · pelμ(U ′).
While the exact value of the sum is
Z
def= pe1pe2 · · · · · pel ·
∑
S∈C,S⊆U ′
μ(S).
Recall that for every i = 1, 2, . . . , l with high probability it holds that:(
1 +
ε
m
)−1
 pei
ρei

(
1 +
ε
m
)
.
This, together with (10.3) implies that with high probability:(
1 +
ε
m
)−l
 X
Z

(
1 +
ε
m
)l
·
(
1 +
4
m
)
,
which ﬁnally gives (1 + 2ε)−1  XZ  (1 + 2ε) with high probability, as claimed. Note that the
algorithm requires poly(m, 1ε ) samples from the oracle in total.
10.3 Conclusion
10.3.1 Future Work
The hardness result obtained in this chapter implies that the problem of computing mixed dis-
criminants has nontrivial practical applications. However, unlike permanents [JSV04], no eﬃcient
approximation scheme is known for estimating mixed discriminants. It is an interesting open
question whether the result of [JSV04] can be extended to this case. There are certain obsta-
cles to achieve that, as standard ways of constructing Markov Chains for this counting problem
yield non-ergodic chains. Therefore some new ideas, perhaps based on quantum techniques, are
required to make progress on this problem.
10.3.2 Notes
The content of this chapter is based on the work [CDK+17]. Sampling from DPPs has been
successfully applied to a number of problems, such as document summarization, sensor placement
and recommendation systems [LB11, KSG08, ZKL+10, ZCL03, YJ08]. An open question of
eﬃcient sampling and counting algorithms for DPPs with additional combinatorial constraints
on the support of the distribution was asked by Kulesza and Taskar in their survey [KT12]. For
the problem of sampling from k-DPPs (i.e., when the only allowed sets are of cardinality k)
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there are exact polynomial time algorithms known (see [HKPV05, DR10, KT12]). There is also
recent work on faster approximate MCMC algorithms for sampling from various unconstrained
discrete point processes (see [RK15, AOGR16] and the references therein), and algorithms that
are eﬃcient for constrained DPPs under certain restrictions on the kernel and constraints (see
[LJS16] and the references therein). To the best of our knowledge, the result of this chapter is
the ﬁrst eﬃcient sampling algorithm that works for all kernels and for any constraint set with
small description complexity. On the practical side, diverse subset selection and DPPs arise in
a variety of contexts such as structured prediction [PJB14], recommender systems [GPK16] and
active learning [WIB15], where the study of DPPs with additional constraints is of importance.
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