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ABSTRACT 
 
The hygroscopic and optical characteristics of organic carbon aerosols impact the radiative 
energy balance of the atmosphere, and therefore Earth’s climate.  This thesis discusses the 
development of a method to fractionate organic carbon according to climate-relevant 
properties. Ion-exchange High Performance Liquid Chromatography (IE-HPLC) is developed as a 
single analytical method to provide information on both water affinity (via column affinity) and 
wavelength-dependent optical absorption of the water-soluble organic carbon (WSOC) 
component of the aerosol.  This method is applied to organic aerosol generated by burning and 
pyrolyzing biomass. The IE-HPLC method can fractionate WSOC, generated from a range of 
combustion conditions, into several distinct groups using gradients of two solvents in the liquid 
phase. The retention times of these compounds lies within the range of organic 
standards.  Furthermore, the immersion of WSOC into salty or acidic aqueous environments 
increased the absorbance of the fractionated peaks by an order of magnitude. This increase did 
not scale with the amount of WSOC extracted from the samples. A correlation between 
chromatographic retention time and spectral absorption was found: WSOC fractions that exhibit 
stronger column affinity and hence water affinity were also found to absorb more intensely at 
longer wavelengths, up to about 400 nm. 
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CHAPTER 1: THE IMPORTANCE OF STUDYING CARBONACEOUS 
AEROSOL 
In 2013, the Intergovernmental Panel on Climate Change released its Fifth Assessment Report, 
which states the global mean surface temperature of planet Earth will likely warm anywhere 
from 1.0 to 3.7 degrees Celsius by the end of the 21st century (IPCC AR5 WG1).  Since the latter 
part of the 20th century, scientists have been trying to understand this warming trend, its 
possible consequences, and most importantly, the role that human activities can play in both.  
Among the airborne contaminants that may affect global climate and are introduced by 
anthropogenic means into the atmosphere are “carbonaceous aerosols”—carbon-containing 
droplets of solid and/or liquid suspended in the atmosphere (Groblicki et al. 1981, Novakov et 
al. 1997b, Penner et al. 1998).  These aerosol particles influence the Earth’s climate by altering 
the flux of solar and terrestrial radiation between Earth’s surface and outer space through the 
processes of absorption and scattering (Ramanathan et al. 2001, Haywood et al. 2000, Charlson 
et al. 2001, Sipin et al. 2003).  Though such particles remain in the atmosphere for only a few 
weeks, they can vary in size, composition, ability to grow, and in their optical interaction with 
sunlight; hence the manner in which they can affect the atmosphere’s balance of incoming and 
outgoing radiation is quite complex and is yet to be fully understood.  These carbon-bearing 
aerosols have a variety of sources and need to be studied for their critical yet unclear influence 
on important atmospheric processes of human, regional, and global scale.   
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1.1  Global, Regional, and Health Effects of Aerosols 
1.1.1  Health Effects 
On the scale of interaction with the human body, aerosols sourced from anthropogenic activities 
are perceived to exacerbate various respiratory and cardiopulmonary conditions (Ostro et al. 
1996, Pope et al. 1999, Burnett et al. 2000, Kwon et al. 2002, Ruellan et al. 2001) and can have 
fatal results as evidenced by the 1952 London fog catastrophe.  Though most of the actual 
aerosol mass gets filtered out by the nasopharynx and tracheo-bronchial regions of the human 
respiratory system, particles smaller than 2.5 microns are small enough to filter down into the 
deepest recesses of the lungs, the alveoli.  The entering of aerosols through different pathways 
into the human body can have serious health detriments, including asthma, chronic bronchitis, 
decreased lung function, heart attack, changes in heart rhythms, and premature death1 
(Davidson et al. 2005).   
Studies such as Pope et al. 2000 and Grahame et al. 2004 have pointed out key aerosol 
contributors to these unhealthful effects: incomplete combustion of biomass and fossil fuels, 
high-temperature generation of particles from industries (e.g. smelting), sulfate and nitrate 
atmospheric chemistry, and fine soil particles.  Other studies note that other aerosol properties 
such as particle number, mass, surface area, and individual (carcinogenic) chemical components 
are also thought to impact human health through the abovementioned physiological pathways 
(Harrison et al. 2000, Davidson et al. 2005).  In recognition of the serious effects that aerosols 
can have on the human body, the United States Environmental Protection Agency has set an 
ongoing National Ambient Air Quality Standard for PM2.5 at 35 μg/m
3 (24-hour average) and an 
annual average of 12 and 15 μg/m3, respectively for primary and secondary PM2.5 
2. 
                                                          
1
 http://www.combustioninstitute.org/documents/WEBKennedyfinalversion.pdf.   
2
 As of December 14, 2012. See Section 1.2.2. for definitions of “primary” and “secondary” aerosol. 
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1.1.2  Regional Effects 
The regional effects of carbonaceous aerosols, which can occur on the spatial scale of tens to 
thousands of kilometers, have also been studied for their influences on hydrological and 
ecological cycles, air quality and visibility (Ramanathan et al. 2001, Menon et al. 2002, Sipin et 
al. 2003, Claeys et al. 2004).  The type and distribution of carbonaceous aerosol can be highly 
variable due to the strong dependence on sources that are specific to a geographic region.  One 
particularly clear example of regional effects is in the southern and southeastern regions of Asia, 
where the burning of fossil fuel and biomass has increased the regional aerosol loading by six-
fold since the 1930s, affecting air quality over 10 million square kilometers (Ramanathan et al. 
2005).  The potential seriousness of these emissions warranted a full-scale international 
scientific investigation of the 1995 to 2001 regional dry seasons (typically November to May) 
dubbed INDOEX (Indian Ocean Experiment), which aimed to make an integrated analysis of 
measurements from ships, aircraft, balloons, satellite and surface stations, along with computer 
models to study the key radiative forcing agents of this region.  
Results from the INDOEX experiment shed light on the effects that the regional aerosol layer can 
have when pollution from the Indian subcontinent mixes with unpolluted air from the Southern 
Indian Ocean (Mayol-Bracero et al. 2002).  From chemical characterization, it is estimated as 
much as 75% (+/-10%) of the aerosol loading and optical depth is contributed from 
anthropogenic sources in the region (Reiner et al. 2001, Chung et al. 2004).  One of the most 
important effects of this regional haze is “surface cooling” as solar radiation is absorbed and/or 
scattered away before it has a chance to reach the Earth’s surface; it was shown that the 
presence of a haze effect could increase the January-to-April seasonal average of solar heating 
in the lowest 3km of the atmosphere by as much as 100% while solar radiation decreased by 
10% at the immediate surface (Ramanathan et al. 2001, Ramanathan et al. 2005). 
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These reductions in surface solar radiation decrease the gradients of temperature and humidity 
between the surface and the boundary layer, which result in decreased surface evaporation, 
and consequent decreases in regional precipitation (Chung et al. 2004, Ramanathan et al. 2005, 
Lohmann et al. 2006). A simulation over the Northern Indian Ocean by Ramanathan et al. 2005 
predicted that 70% of the reduction of solar radiation over the Northern Indian Ocean was 
responsible for a 10% reduction in evaporation between the months of January and April.  This 
magnitude of reduction is not particular to the Indo-Asian region, as it has also been pointed out 
that regional haze has also reduced solar irradiance over the US by 8% (Ball et al. 1982, 
Chameides et al. 1999).  Whereas greenhouse gases affect radiative forcing more generally 
through the tropospheric volume, the sensitivity of the hydrological cycle to aerosols is greater 
due to forcing effects primarily at the earth/atmosphere interface, which dictate the surface 
radiation budget (Liepert et al. 2004, Boer et al. 1993, Allen et al. 2002).  Decreased surface 
temperatures not only decrease surface evaporation, but also consequently disrupt regional 
precipitation patterns (Satheesh and Ramanathan et al. 2000, Chung et al. 2004); simulations 
which include regional haze predict a debilitation of monsoon circulation and rainfall during the 
summer months by ~5% (Ramanthan et al. 2005). 
Further studies show serious implications of the increased aerosol burden as studied by INDOEX.  
Among these concerns is the decrease in rainfall to the Indo-Asian region, which is vitally 
connected to regional food production as well as the availability and quality of fresh water in the 
region (Chameides et al. 1999, Ramanathan et al. 2005).  This is particular important in countries 
with growing populations such as India where drought conditions3 can weaken agricultural 
output (Findlay et al. 1994).  Simulations by Chameides et al. 1999 predict that regional haze 
                                                          
3
 Droughts are defined here by decreases in summer rainfall by more than 10 percent (Ramanathan et al. 
2005). 
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over China has decreased solar irradiance in some of its most fertile areas, reducing optimal 
crop output by 5%-30% among 70% of all its crops, and this includes suggestions of a possible 
one-to-one relationship between percentage decrease of solar irradiance and percentage 
decrease of wheat and rice yields.  Additionally, water-absorbing aerosol particles can indirectly 
debilitate precipitation by attracting water from immediate surroundings.  Moreover, these 
cloud particles can nucleate to a size not large enough to rainout yet are sizable enough to alter 
radiative transfer more strongly than larger particles (Charlson et al. 2001, Chameides et al. 
1999, Power et al. 2003).  As shown above the implications of carbonaceous aerosols are many, 
and furthermore these regional effects of aerosols (e.g. vertical redistribution of solar radiation) 
can extend to other areas of the world which similarly experience increases in aerosol burdens: 
East Asia, South America, Europe, and sub-Saharan Africa (Ramanathan et al. 2001).  As a result, 
more researchers are finding cause to investigate the interaction of water and light with 
aerosols.    
1.1.3  Global Effects 
From a global perspective, the carbon-containing aerosols derived from fossil fuels, agricultural 
burning, and biofuel use can “directly” and “indirectly” alter the reflection and absorption of 
incoming solar radiation in the atmosphere, changing the fundamental radiative balance which 
drives our global climate (see Figure 1.1 below). 
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Figure 1.1: Optical interactions of sunlight and aerosols of different sources 
 
Though carbonaceous particles vary in concentration over both space and time, they exist on a 
global scale, and aerosol effects experienced regionally extend to the global scale as well. As 
mentioned previously, a carbonaceous particle in the atmosphere can absorb or scatter light 
incident upon it, changing the flux reaching the Earth’s surface on regional as well as global 
scales (Ramanathan et al. 2001, Boucher et al. 2001).  This is particularly true of “fine” particles 
(<2.5 microns in diameter) which have a stronger interaction with visible and ultraviolet 
wavelengths of light due to their similar magnitude of length, and are perceived to have a 
stronger influence on the global radiative budget than large particles (Kanakidou et al. 2005).  
Conversely, fine particles have smaller radiative cross-sections with respect to longer 
wavelengths typical of thermal emissions from the planet (Penner et al. 1998); hence the 
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interaction of aerosols with solar radiation is more of a concern than Earth outgoing thermal 
radiation.  As a result, researchers are placing growing emphasis on the interaction of ultraviolet 
and visible light with aerosols.   
This “direct” interaction of aerosol and radiation is known as the “direct effect” (Jacobson et al. 
2000, Sipin et al. 2003).  Alongside this direct effect, aerosols of a strongly-absorbing nature can 
heat clouds, causing a reduction in cloud cover and liquid water path (Lohmann et al. 2001).  
Because the direct absorption of solar radiation (which depends on the composition of the 
absorbing species in an aerosol particle) can indirectly affect cloud microphsyics, this cloud 
burnoff pattern is known as a “semi-direct” effect (Hansen et al. 1997). 
Airborne carbonaceous materials can also indirectly affect the global radiation budget.  As 
mentioned previously, carbonaceous particles can interact with atmospheric moisture, changing 
the microphysical and radiative properties of cloud particle as they nucleate in the process of 
cloud condensation.  The “first indirect effect” describes the changes of Earth’s net radiative flux 
as an indirect result of shifts in the concentration and activation of particles to absorb moisture 
and act as cloud condensation nuclei (CCN) (Twomey, 1959).  As higher cloud particle counts can 
result in increased scattering (a “cooling effect”), this scattering interaction can be prolonged 
particularly when these particles exist in the accumulation mode (0.1 to 1um), a size range 
which can better resist atmospheric fallout (Ramanathan et al. 2001, Zou et al. 1999).  This 
means that fine-size carbonaceous aerosol can redistribute atmospheric liquid content into 
particle sizes that are less likely to produce rainfall, thus impacting hydrological patterns 
(Albrecht et al. 1989, Penner et al. 2004). This is known as the “second indirect effect”.  
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Although it is important to understand the potential role that direct, semi-direct, and indirect 
effects have from a radiative standpoint, their individual global forcing trends have still contain a 
measure of uncertainty (Satheesh and Ramanathan et al. 2000, Charlson et al. 2001), as 
evidenced by the error bars as the global mean radiative forcing of aerosols in the 2013 IPCC 
report seen in Figure 1.2. 
 
Figure 1.2: Radiative forcing estimates in 2011 relative to 1750. Sourced from Fig. SPM.5 of the Working 
Group I Summary for Policymakers, IPCC Fifth Assessment Report 
 
Of particular note is the uncertainty associated with global mean forcing of aerosol negative 
(cooling) indirect effect, which rivals that of greenhouse gases. The concept of radiative forcing 
is actually a way to measure the relative magnitude of different climate-relevant species as they 
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pertain to global temperature by their effect on the net change in irradiance, F .  In General 
Circulation Models (GCM), the magnitude of radiative forcing (Wm-2) is linked to the change of 
global annual mean surface temperature T through a climate sensitivity parameter   
FT  *  
where   has units of K W-1 m2 (Chung and Seinfeld, 2005).  The sum of radiative forcing 
(relative to 1750 A.D.) of aerosols and their precursors, which include mineral dust, sulfate, 
ammonia, organic and black carbon, is estimated to be -0.9 ± 1.0 W/m2 (IPCC 2013).  This is not 
negligible compared to the forcing of approximately 3.00 ± 0.78 W/m2 attributed to all 
greenhouse gases together or even of its most well-known constituent CO2 at ~1.68 ± 0.35 
W/m2 (IPCC 2013).  It is unclear how this aerosol forcing influences or interacts with greenhouse 
gas forcing, or if one neatly counteracts the other.  What is known is that carbonaceous aerosols 
can depress surface heating, which may offset global warming (Charlson et al. 1992), and some 
models estimated that they may hide as much as 50% of warming at the global surface that 
would have been caused by greenhouse gases (Ramanathan 2005).  Schultz et al. 2006 estimates 
that the local impact of aerosol can be substantial, as high as 5 W/m2 in Southeast Asia.  Because 
uncertainties of such influential local carbonaceous aerosol emissions can add up to larger 
uncertainties in  global models, the need for better global inventories of carbonaceous sources 
(particularly of the anthropogenic portion) is very necessary (see Bond et al. 2004 for deeper 
exploration). 
Though the direct, semi-direct, and indirect effects are not fully understood globally, we begin 
our analysis of carbonaceous aerosols with the assumption that the absorptive and 
microphysical properties that help govern these effects extend (in part) from the carbonaceous 
composition and quantities present in the aerosol.  The fact that regional aerosol forcing can 
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impact local regions as Southeast Asia as significantly as +5 W/m2 annually (Schulz et al. 2006) 
highlights that importance of collecting accurate inventories of regional aerosol emissions, 
concentration, and effects for analysis on the global scale. 
 In this chapter, we review 1) the climate-relevant classifications of carbonaceous aerosols; 2) 
the instruments that have traditionally been used to study them, and 3) methods that can 
improve upon analytical tools to date.   
1.2  Carbonaceous Aerosols: Background & Definitions 
Carbonaceous constituents affect important climate-relevant physical and chemical properties 
in atmospheric aerosols; size, shape, complex refractive index, hygroscopicity, mixing state, and 
ability to act as cloud condensation nuclei; in turn, these properties govern radiative forcing 
effects on climate (Seinfeld and Pandis, 1998, Reinhart et al. 2006).  Methods of subdividing 
carbon-containing entities in aerosol have traditionally depended on the type of instrument 
doing the analysis.  From the standpoint of instruments that measure absorption and/or 
scattering properties, atmospheric carbon has been divided into two optical subdivisions: 
“black” and “organic”. This division is also used in first-order chemical speciation.  
1.2.1  Defining Black Carbon and Organic Carbon 
For the purpose of defining the optical role of suspended carbon, we define black carbon (BC), 
as the sooty product of combustion that is absorbing across visible light wavelengths and that 
has significant absorption per unit mass, greater than 5 m2g-1 at a wavelength of 550nm.  It is 
generally thought to be hydrophobic (Andrews and Larson, 1993; Hämeri et al. 1998; Hansson et 
al. 1998, Krivácsy et al. 2001) and insoluble in not just water but in such organic solvents as 
methanol and acetone as well (Bond et al. 2013).  BC is commonly associated with the carbon 
structures having sp2 hybridized bonds (Bond et al. 2005), is refractory with a vaporization 
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temperature near 4000K, and takes the macroscopic form of small carbon spherule aggregates 
(Bond et al. 2013).  A reference standard (a wavelength-dependent absorption cross-section per 
unit mass) for black carbon is often determined for an experiment, with specific absorption 
coefficients ranging from 7 to12 m2/g for 550-nm incident radiation (Horvath et al. 1993; Adams 
et al.1989; Japar et al.1986).  Much of this black carbon is found in aerosols emitted from open 
burning, biofuel and fossil fuel combustion; Bond et al. 2004 estimates BC to be emitted from 
combustion at 8.0 Tg per year4 globally, of which open burning, biofuel and fossil fuel 
combustion contribute 42%, 20%, and 38%, respectively.  Because BC is a primary light absorber, 
people have attempted to quantify its radiative forcing, with the best estimate of total BC 
climate forcing being +1.1 W m-2 (90% uncertainty range of +0.17 to 2.1 W m−2) (Bond et al. 
2013).  This is second only to carbon dioxide as a (warming) climate forcing agent of the present-
day atmosphere. 
The other category of carbonaceous aerosols, known as organic carbon or OC, has been a 
traditional term used to label all other carbon-containing compounds that are not black carbon.  
This definition admittedly is imprecise, and refers to a host of compounds which may or may not 
have similar optical properties.  A method of organizing such an open-ended category continues 
to elude researchers; but however OC is defined, it is generally accepted to be a product of 
incomplete combustion and is co-emitted with black carbon.  Estimations of its net forcing are 
negative (net cooling) and range from −0.01 to −0.06 W/m2, as estimated by Schulz et al. 2006.  
Bond et al. 2004 estimates a global annual emission5 of primary OC at 33.4 Tg/yr.  OC scatters 
light while BC absorbs it, yet the combined effect of the two—which depends on their relative 
                                                          
4
 With an uncertainty range of 4.3–22 Tg/yr 
5
 With an uncertainty range of 17–77 Tg/yr 
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proportions and state of mixing6—remains uncertain (Jacobson 2000). 
Although organic carbon is routinely associated with light scattering, some components of 
organic carbon are now known to absorb light, especially at ultraviolet and visible wavelengths.  
Kirchstetter et al. 2004 measured OC absorption of ultraviolet and visible light regions in the 
electromagnetic spectrum.   When organic compounds found in biomass burning emission such 
as humic-like substances (i.e. HULIS7) are subjected to conditions found within continental 
airmasses (e.g. similar concentrations, temperature, oxidizing environment), they absorb in the 
solar visible wavelength (Gelencser et al. 2003).  Though it is difficult to rigidly categorize 
atmospheric carbon constituents into groups while its fundamental physical and chemical 
properties are not yet defined, OC may be described specifically in terms of its climate specific 
properties: more and less light-absorbing carbon vs. more and less water soluble carbon.  The 
matrix relating these properties is seen below in Figure 1.3. 
                                                          
6
 Seinfeld et al. 2004 suggest that certain internally-mixed scenarios (where multiple component are 
mixed in a single particle) can affect a net climate forcing greater than 1 W m
− 2
 as compared to externally 
mixed scenarios (where the mixture is between particle not within them.) 
7
 A ubiquitous component of biomass burning and continental fine aerosol (Gelencser et al. 2003)  
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Figure 1.3: Matrix describing organic carbon with differing climate-relevant properties 
It is important that each of these groups be confirmed by some measurable parameter. Once 
these parameters are coupled with the emission characteristics of each group, they can be used 
in a global climate models (GCM) to predict their concentrations and radiative impacts. 
1.2.2  Formation of Carbonaceous Aerosols 
1.2.2.1  Primary Formation of Carbonaceous Aerosols 
The terms “primary” and “secondary” are used to distinguish how black and organic carbon 
enter the particle phase.  “Primary” refers to carbon that is directly emitted in particle form, and 
comes from such processes as biomass burning (wildfires, land management, deforestation), 
biofuel burning (domestic cooking and heating), fossil fuel combustion (transportation and 
industrial energy consumption), wax emissions (e.g. isoprene) from plant leaves (Kanakidou et 
al. 2005).  “Secondary” formation of carbonaceous aerosols refers to the processing of original 
carbon-containing starting material into the particle phase; the scope of this study, however, is 
limited only to primary formation.  Both black and organic carbon are co-emitted as primary 
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particles. Using 1996 fuel-use data, Bond et al. 2004 estimated yearly primary emissions for 
black and organic carbon worldwide (see Table 1.1 below). 
Table 1.1: Global annual emission for primary BC and OC (Bond et al. 2004) 
  BC  
(Tg C/yr) 
Percentage of annual BC 
globally 
OC  
(Tg C/yr) 
Percentage of annual 
OC globally 
Open Burning 3.3 42 25 79 
Fossil Fuel Burning 3 38 2.4 7 
Biofuel burning 1.6 20 6.5 19 
 
It is important to note that “open burning” or uncontained combustion of carbon-containing 
materials is responsible for the highest emissions among both carbon groups; this forms the 
basis of the experiment described here, where different modes were used to generate 
carbonaceous aerosol from biomass burning. 
 Pyrolyzed Wood Emissions 
Knowing the type of compounds emitted from wood combustion can help design climate-
relevant categories from the products of pyrolysis.  Studies analyzing the combustion of pine, 
oak, and eucalyptus have shown that for every kilogram of wood burned, less than 20 grams 
becomes fine particles (See Table 1.2). 
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Table 1.2: Average Emission Rate of Fine Particle (grams per kg wood burned) 
  Pine Oak Eucalyptus 
Schauer et al. 2001 9.5 +/-1.0 5.1 +/-0.5 8.5 +/- 0.8 
Hildemann et al. 
1991 
13.0 +/- 4.0 5.28 +/-
0.55 
Not 
published  
McDonald et al. 
2000 
2.9-9.0  Not 
published 
4.2-8.0 
 
Of the fine particle mass, a significant fraction is organic carbon—roughly half.  Elemental 
carbon is also present at an order of magnitude lower; while ionic species of sodium, 
ammonium, sulfate, nitrate, and chloride are two orders of magnitude below that of organic 
carbon (see Table 1.3).  The exception is the emission product of eucalyptus, which has chloride 
content ten times that of oak.  Other elements determined via X-ray fluorescence also are less 
than 1% by weight. 
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Table 1.3: Chemical Composition of 3 woods (Schauer et al. 2001) 
 Pine Oak Eucalyptus 
 Average Error Average Error Average Error 
Organic Carbon (g 
kg-1 wood burned) 
56.0  2.8 59.1  3.0 43.7  2.2 
Elemental Carbon 
(g kg-1 wood 
burned) 
1.4   0.1 3.2  0.2 2.6  0.2 
Ionic Species (Wt 
% of fine particle 
mass) 
 
Chloride 0.29   0.04 0.20  0.01 1.70 0.05 
Nitrate 0.19 0.01 0.44 0.01 0.45 0.01 
Sulfate 0.12 0.01 0.41 0.01 0.24 0.01 
Ammonium 0.09 0.01 0.10 0.01 0.45 0.01 
Sodium 0.09 0.01 0.10 0.01 0.18 0.01 
Elements (Wt % of 
fine particle mass) 
 
Silicon 0.008 0.001 0.016 0.005 0.011 0.002 
Phosphorus 0.004 0.001 0.07 0.002 0.012 0.002 
Sulfur 0.059 0.002 0.148 0.004 0.056 0.003 
Chlorine 0.181 0.003 0.127 0.006 1.290 0.008 
Potassium 0.277 0.003 0.647 0.007 0.809 0.005 
 
Within the products of wood combustion, many species have been measured: alkanes, alkenes, 
as well as highly polar organic compounds such as carboxylic/alkanoic acids, carbonyls, aromatic 
and polycyclic hydrocarbons, phenols, and sugar anhydrides.  Product of cellulose pyrolysis such 
 
 
17 
as levoglucosan, galactosan, and mannosan were found as well (Schauer et al. 2001, Nolte et al. 
2001, Fine et al. 2004, Gorin et al. 2006).   
Schauer et al. 2001 measured emission rates of organic compounds from the residential 
fireplace combustion of pine, oak, and eucalyptus.  All three phases8 (volatile, semi-volatile, and 
particle phase) of organic carbon are emitted from burning these 3 wood types, although the 
semivolatile component was allowed into a residence time-chamber to separate into either the 
gas or particle phase component.  While the gas phase component was sent to a gas-
chromatograph coupled to a mass spectrometer, the particle phase was collected on filters and 
analyzed for concentrations of various products such as alkanes, alkenes, carbonyls, aromatic 
and polycyclic aromatic hydrocarbons etc. 
 
The particle phase emissions are dominated by species with a more extensive, more oxygenated 
carbon backbone structure (greater than nine carbon atoms).  Many of these structures remain 
unnamed or unrecognized.  Schauer calls these the unresolved complex mixture (UCM), and are 
thought to be “highly branched” and “cyclic”.  A fundamental goal of this experiment is to 
explore these characteristic molecular structures for possible climate-relevant properties. 
Levoglucosan, a.k.a. 1,6-anhydro-β-D-glucose, is a prevalent chemical species among the three 
wood products: 1375mg/ kg pine burned, 706mg/kg oak burned, 1940mg/kg eucalyptus burned. 
Of the particle-phase compounds, levoglucosan (pictured below in Figure 1.4) is a major 
constituent (ranging 18-30%) in all three woods, and has been considered a tracer of biomass 
combustion by some scientists (Simoneit et al. 1999, Ward 2006). In this experiment, the use of 
                                                          
8
 The particle phase is the phase of matter (organic carbon in this case) in its solid or liquid state, while 
volatile phase refers to organic carbon in its vapor phase.  The term semi-volatile is given to the 
compounds which can partition into the either phase, depending such factors as the surrounding 
temperature and pressure and its molecular weight. 
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levoglucosan is explored as a standard against which the climatic properties of pyrolysis 
products are measured.   Other such sugar derivatives were found on concentrations one or 2 
orders lower in magnitude. 
 
Figure 1.4: Levoglucosan (C6H10O5, MW= 162.14) 
In addition, all three woods possessed lesser amounts of substituted homologues of phenols, 
guaiacols, and syringols as well as other sugar and organic compounds.  Particles from pine (a 
softwood) had a notable reservoir of resin acids, while both oak and eucalyptus had significant 
quantities of substituted syringols.  See Table 1.4 for details. 
 
Table 1.4: Resolved Particle Phase Compounds (mg/kg wood burned) 
  Pine Oak Eucalyptus 
Levoglucosan 1375 706 1940 
Substituted Guaiacols 516 53 
112 
Substituted Phenols 131 261 
Resin Acids 309 
not 
shown 
not shown 
Other Sugars 403 75 77 
Other Organic 
Compunds 
267 173 134 
Substituted Syringols 
not 
shown 
352 448 
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It is important to note that many particle phase species known are highly cyclic and oxygenated, 
which reflect derivatization of cellulose sugar, a product of combustion.  It also reflects that 
larger molecules with significant polar attraction are less likely to offgas into the gas phase 
category.  Figures of guaiacol, phenol, syringols and other particle phase species are found in 
Figure 1.5.   
 
 
Figure 1.5:  Chemical Structures of some particle phase species 
 
Guaiacol is a pyrolytic product of lignin known to darken when exposed to light and air; this may 
contribute to the absorption power of organic carbon in the climate.  Schauer quantifies 
(apparently for the first time) the molecules propylsyringol and butyrylsyringingol as two 
molecules from the syringol group found “exclusively in the particulate phase and can be used 
to help trace hardwood smoke particles in the atmosphere.”  Other species found an order of 
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magnitude higher than their gas phase counterpart are veratric acid and 
benzo[ghi]fluoroanthene. 
1.3  Water-Soluble Organic Carbon  
As mentioned earlier, the fine particle component of carbonaceous aerosols is relevant to 
climate forcing because it interacts strongly with sunlight at similar wavelengths. Of the fine dry 
particle mass, the organic carbon portion can have quite a broad range, from 10-70% (Saxena 
and Hildemann et al. 1996). Given the magnitude of aerosols’ direct and indirect effects 
compared to greenhouse gases (see Figure 1.2), researchers have assessed the ability of fine 
carbonaceous particles to 1) form cloud condensation nuclei 2) participate in hygroscopic and 
surface tension effects (Seinfeld et al. 2004, Charlson et al. 2001, Huebert et al. 2003).     
Why are both these abilities so important with respect to climate forcing?  Hygroscopicity, or 
the tendency of a molecule to be solvated by water molecules, is integrally connected to OC’s 
ability to attract water and consequently to serve as nuclei for cloud condensation (Saxena and 
Hildemann, 1996).  A commonly-used parameter to describe the hygroscopicity of aerosol is its 
growth factor (GF): the diameter ratio of a humidified particle to its dry counterpart as a 
response to a reference change of relative humidity, say from 10 to 90% humidity (Kanakidou et 
al. 2005).  It has been shown that biomass combustion products like levoglucosan and 
galactosan can retain moisture at low RH9, and can maintain the size regimes that make 
atmospheric deposition difficult, as longer lifetimes of these products may further exacerbate 
any possible radiative effects (Chan et al. 2005).  We can consider polar components of organic 
carbon (e.g. oxygenated aromatic structures) which act favorably in polar-polar interactions with 
                                                          
9
 Levoglucosan, mannosan, and galactosan particles did not crystallize nor did they deliquesce. They 
existed as highly concentrated liquid droplets at low RH, suggesting that biomass burning aerosols retain 
water at low RH. 
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water molecules as water soluble organic carbon, or WSOC. 
This ability of a particle to grow as it is exposed to a humid environment is a function of both its 
size and composition.  In addition, the water-soluble component within the aerosol phase WSOC 
can depress an aerosol’s surface tension—the energetic barrier borne out of the need for 
intermolecular forces at the surface to minimize surface area—thus influencing cloud droplet 
formation and consequently concentration (Charlson et al. 2001, Shulman et al. 1996, Facchini 
et al. 1999, Weber et al. 2006, Facchini et al. 2000, Mircea et al. 2001, Kanakidou et al. 2005).  
The lowering of surface tension is possible because surface-active organic carbon can interrupt 
the strong hydrogen-bonding that occurs between water molecules at the interface (Facchini et 
al. 1999).  This is especially important for small but highly optically-active droplets that have a 
high degree of curvature; such aerosols tend to need very high supersaturations to overcome 
the high vapor pressure that is caused by a shorter droplet radius (Facchini et al. 1999).   
All of this is codified mathematically by a modified version of Köhler theory (Mircea et al. 2002), 
which is used to characterize the growth of aerosols as function of various physical and chemical 
factors—including size, chemical composition, droplet surface tension—as it interacts in 
equilibrium10 with an environment of supersaturated water vapor (Mircea et al. 2002).  The 
Köhler equation saturation ratio is Seq :  
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10
 The equilibrium is one of the chemical potential in the aqueous water with the vapor phase across the 
liquid gas interface 
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s = surface tension of droplet solution 
wM = molecular mass of water 
w = density of water 
s = density of droplet solution 
r = radius of droplet 
Nr = radius of insoluble aerosol nuclei  
im =soluble mass of inorganic/organic component 
iv =number of dissociated ions of inorganic/organic component 
iM =molecular mass of inorganic/organic component 
s = osmotic coefficient of aqueous solution (=1 if solution is dilute) 
R= universal gas constant 
T= temperature 
From the equation above, the water-soluble organic carbon component directly influences the 
equilibrium supersaturation ratio by increasing the amount of soluble mass of the organic 
component.  There is a critical value of Seq above which the vapor pressure favors or “activates” 
growth (Kanakidou et al. 2005).   
In addition, however, Facchini et al. 1999 found that the surface tension of fog water of WSOC 
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can have a secondary influence on Seq vis surface tension s : 
)14.6281ln(**0187.08.72 cTs   
where T is temperature and c is concentration of soluble carbon in mol per liter.  By vacuum-
evaporating “mature” fog water droplets back to their nascent radii of 0.05 to 0.3 microns, 
Facchini et al. 1999 observed that WSOC concentrations increased from 10-7-10-5M to 10-4-10-
2M.  This is notable because many atmospheric compounds that are treated as “insoluble” can 
have solubilities in the range of 10-4-10-2M (Facchini et al. 1999).  In cases where cloud droplet 
distributions are dominated by smaller (submicron) sizes, the decrease in surface tension by 
WSOC may be a key skewing factor (Facchini et al. 1999).  Although no exact equation relates 
supersaturation “S” and cloud droplet population “N”, the approximation N Sk (where k=0.5) 
has been used historically (Twomey 1977) for very small perturbations to aerosol systems, as 
employed by Mircea et al. 2002.  In this modeled comparison of surface tension and cloud 
droplet population, a 30% decrease in surface tension results in 20% in N, which can increase 
top-of-atmosphere albedo by 1%, which manifests a global mean forcing of -1 Wm-2 (Mircea et 
al. 2002, Schwartz et al. 1996, Charlson et al. 1992). Kiss et al. 2005 used a tensiometer method 
which estimated that HULIS of a 1g/liter concentration decreases surface tension by 25-42%, 
with aquatic-type HULIS contributing 7-23% less to surface tension than terrestrial-type.  Using 
the modified Kohler equation along with parameterized aerosol distributions11 and WSOC 
composition ranges12, Mircea et al. 2002 calculated that WSOC’s presence could increase the 
cloud condensation nuclei count of marine, rural, and urban aerosols by 13%, 97%, and 110%, 
respectively.  Although future studies on the relationship between CCN and WSOC are needed, 
it is clear that the availability of cloud condensation nuclei is one of the most critical aspects 
                                                          
11
 from Jaenicke et al. 1993 
12
 from Facchini et al. 1999b , Zappoli et al. 1999, Decesari et al. 2000, and Putaud et al. 2000 
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controlling solar reflectivity and consequently, global atmosphere temperature (Charlson et al. 
2001). 
1.3.1  Previous Quantification of WSOC 
The effects of WSOC on CCN formation and growth have led to quantification of WSOC in 
aerosol masses.  WSOC can occupy wide percentage within organic carbon (11% to 95%) or total 
carbon (5% to 83%) (see Table 1.5). Interestingly, urban sites seem to have the lowest 
percentages of WSOC within total carbon (TC), such as the Hong Kong sites of Tsuen Wan (14-
26%) and Mong Kok (5-11%). Similar percentages were measured at a Parisian roadside (7-19%), 
and at Po Valley, Italy, where the lower bound percentage (10%) includes industrial sources in 
addition to agricultural sources.  The fog droplets such as those measured at Po Valley were 
chosen because they could act as “natural separators” of aerosol particles with a greater affinity 
for water from the more hydrophobic aerosol component, and may provide a good sample set 
for future analysis of WSOC.  In general, past work indicates that emissions from cities and 
vehicles may not be producing a large percentage of the organic carbon candidates responsible 
for the WSOC affects.  This is in accord with several researchers, who suggest that WSOC 
production is heavily linked with the combustion of plant matter (Narukawa et al. 1999, Ruellan 
et al. 1999, Mayol-Bracero et al. 2002, Graham et al. 2002, Novakov et al. 1996).  
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Table 1.5: Previous Studies of WSOC (partially sourced from Mader et al. 2004) 
Although the burning of plant matter may be a prominent contributor to WSOC, the mode in 
which it is combusted (i.e. aerobic vs. anaerobic) may prove to be a key difference.  Ninety 
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percent of plant debris used in biomass burning is made of cellulose, lignin and hemicellulose, 
which combusts via a labyrinth of complex physical and chemical processes that include 
pyrolysis, water elimination, depolymerization, oxidation, fragmentation, volatilization and 
charring (Shafizadeh 1984, Petterson 1984, Graham et al. 2002).  Aerobic combustion produces 
hydrocarbon-like entities which are quickly volatilized where they undergo oxidation with 
oxygen; products of anaerobic combustion that are less completely oxidized as charred material 
and oxygen undergo slower gas-solid phase interaction and have lower volatilities which make 
them more likely to be found in the particulate phase (Graham et al. 2002). 
Furthermore, researchers like Narukawa et al. 1999 suggest that smoldering—which favors 
production of polar, more oxygenated species—may produce eight times more WSOC than 
flaming combustion.  This may at least partially explain why only 5-32% of the total carbon from 
the Indonesian forest fires of 1997 was WSOC; perhaps the process most prominent at the 
sampled at the ground level was that of flaming aerobic conditions (Narukawa et al. 1999).  
There is also evidence that such low values of WSOC are subject to change as organic carbon is 
lofted into the oxidizing troposphere.  In particular, sampling of the savannah and forest fires 
over Chad and the Central African Republic in 1996 show the potential importance of aging and 
secondary process of organic carbon emitted into the air: in this case, a two- to three-fold 
increase of WSOC/OC was found as a series of measurements were taken from ground level up 
to the Harmattan layer (~3km).  Sempere et al. 1994 found WSOC content around Tokyo to be 
seven times higher than the winter, indicating that photochemical-type conversions from gas-to-
particle phase may be occurring.  Kawamura et al. 2005 found within summer samples that 
diacid/TC ratio even had a diurnal pattern, with increases observed into the Tokyo afternoon.  
Rural aerosols have been known to have a seasonal dependence as well, which has been 
attributed to some seasonal source of a humic-like substance (a subgroup of WSOC) helping to 
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decrease surface tension the most in the summer (by 25-42%) followed by autumn and spring 
(35%) followed by winter (25-29%)(Kiss et al. 2005).  Therefore, the amount of WSOC produced 
from plant matter combustion may not be easily predicted prior to combustion on the basis of 
biomass fuel weight alone; levels WSOC relative to TC and OC can depend in part on the 
environment present during and well after the combustion process, and the effect of these 
environments can depend on the physical and chemical properties of WSOC itself. 
1.3.2  Previous Characterization of WSOC 
Early attempts to characterize WSOC, OC, and TC had involved thermal analysis, after using an 
appropriate solvent (e.g. water) to extract the water-soluble fraction from the collection sample 
(Cadle et al. 1982, Mueller et al. 1982).  The water-soluble extract was typically dried, analyzed 
via an EC/OC analyzer, and compared to the total carbon (TC) value of the original collection 
sample; Yang et al. 2003 has shown that the “evaporation-to-dryness step” has an insignificant 
loss of WSOC.  The most common instruments for measuring water extracts of OC are the Total 
Organic Carbon (TOC) analyzer and the aerosol carbon analyzer (ACA), though the most recent 
experiments use the TOC due to its shorter sample preparation time and lower detection limit--
2.6 μg/sample versus the 4.8 μg/sample LOD of the ACA (Yang et al. 2003).  To determine TC and 
OC, both EC/OC and/or elemental CHN analyzer are still commonly used (see Table 1.5). 
1.3.2.1  Detection Methods 
The detection techniques used to characterize WSOC have focused on elucidating    
predominant functional groups.  These techniques confirmed the presence of low-weight 
carbon compounds, with multiple oxygenated functionalities attached, as has also been 
observed with Gas Chromatography-Mass Spectrometer (GC-MS) analysis (Saxena et al. 1996).  
Using NMR, Decesari et al. (2001) were able to distinguish different functionalities based on the 
characteristic nuclear magnetic properties and spin-spin coupling of nearby protons.  Four main 
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types of protons were found 
1) “H-C” or alkylic protons 
2) “H-C-C=” or protons attached to aliphatic carbons connected to unsaturated carbon 
atoms 
3) “Ar-H” or aromatic protons 
4) “H-C-O” or protons attached to aliphatic carbons connected to oxygen atoms 
Confirmation of oxygenated carbon-backbone molecule has also been confirmed by Krivacsy et 
al. 2001, whose use of infrared spectroscopy (IR) found functional bands of OH (3600-2400cm-1) 
and C=O  (1800-1650 cm-1), which are characteristic of carboxylic groups.  In addition, ultraviolet 
fluorescence at 410nm was used to unveil the presence of. polyconjugated aromatic systems.  
The presence of unsaturated, polyconjugated and/or oxygenated functional groups was also 
found by Kiss et al. 2002, via a similar means of UV, fluorescence, and Fourier-transform infrared 
(FTIR) studies.  Furthermore, Kiss et al. 2002 quantified the preponderance of oxygen’s presence 
via an elemental CHNO analyzer with, with a C:H:N:O ratio of 24:34:1:14.  This was strongly 
indicative of carboxy functionalities, along with the presence of polyconjugated and unsaturated 
groups due to the low hydrogen to carbon ratio.  Although spectroscopic techniques provide 
information on the presence of certain functional group, they are often coupled to separation 
techniques which allow “pre-categorization” WSOC mixtures in order to elicit more information.  
1.3.2.2  Separation Methods 
In addition to detecting functional groups within WSOC, researchers have sought to understand 
its chemistry by classifying it into subsets of different chemical properties.  The most prevalent 
analytical method of the aqueous-phase WSOC has been liquid chromatography, in particular 
High Performance Liquid Chromatography (HPLC).  WSOC, the analyte of interest, is typically 
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flowed through a HPLC column which possesses affinity properties specific to WSOC; as a result, 
the portions of the WSOC with the strongest attraction to the column are retarded most, thus 
producing a separation.  
It is important to note that these separations happen in a way that organizes complex WSOC 
mixture into categories of similar affinity (see Table 1.6). 
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Table 1.6: Separating WSOC (partially sourced from Mader et al. 2004) 
Because WSOC compounds have oxygenated functional groups (e.g. aldehydes, ketones, 
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carboxylic acids) that polarize internal electron density and enhance polar-polar interactions 
with water, much of the affinity separation occurs along hydrophilic and polar/nonpolar-based 
interactions.  Both Ruellan et al. 1999 and Krivacsy et al. 2001 used C-18 columns for Reverse-
Phase HPLC (RP-HPLC), which separates WSOC based on hydrophobic, non-polar interaction. 
Using RP-HPLC, Ruellan managed to isolate less-polar less-soluble polyaromatic hydrocarbons 
from more-soluble more-polar low-weight di-acids, while Krivacsy separated hydrophilic, less 
polyconjugated compounds from highly polyconjugated aromatic acids of a wide hydrophobicity 
range.  Facchini et al. 1999 used RP-HPLC to isolate low-weight aldehydes.  It is interesting to 
note that although each method emphasized a different functionality as expressed by the 
detection technique, using separations was key to identifying the more hydrophobic (i.e. less-
oxygenated, more aromatic) species from the more oxygenated, hydrophilic compounds.   
One of the most promising separation methods is Ion-Exchange High Performance Liquid 
Chromatography (IE-HPLC).  The stationary phase of an ion-exchange column possesses charged 
sites (either consistently positive or consistently negative) that attract sample components 
WSOC with charge opposite to its own.  An eluent compound with the same charge type 
(negative for example) as the sample component (also negative) is then introduced with 
increasing concentration into the mobile phase, which subsequently displaces the adhered 
sample components (WSOC)  of interest from the column.  The sample components that have 
the strongest bond or the most multiple bonds with the ion-exchange column are displaced, or 
“exchanged” last.  The logic of using IE-HPLC to categorize WSOC is compelling: molecules which 
have strong dipole and/or ionic character tend to form energetically favorable attractions with 
similar polar molecules like water.  Hence, aqueous extractions of WSOC can be sent into IEC 
without derivatization and other sample preparations required of GC-MS.  In addition, IE-HPLC 
has an active chromatographic ability across a wider range of water solubilities than RP-HPLC for 
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the relevant range of molecular weights associated with WSOC (see Figure 1.6). 
 
Figure 1.6: Applications of HPLC (Bidingmeyer, 1992) 
 
Decesari et al. 2000 capitalized on the overlap between WSOC and IE-HPLC analyte properties, 
introducing a gradient concentration of eluent to resolve 77% of WSOC extract from Po Valley, 
Italy into three groups, whose functional groups were confirmed with proton-NMR detection:. 
(1) neutral/basic compounds or class “NB” 
(2) mono/dicarboxylic acids “MDA” 
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(3) polyacidic compounds “PA” which have been linked to macromolecule- 
     approximating substances like humic acid, also known as HULIS (Gelencser et 
     al. 2000, Kiss et al. 2003) 
This relatively simple 3-group categorization of a major portion of WSOC instigated similar 
measurement by Fuzzi et al. 2002 on Po Valley and by Mayol-Bracero et al. 2002 in Rondonia, 
Brazil, where they found that these 3 groups comprised major portions of WSOC at 85% and 
70%, respectively.  Mayol-Bracero et al. 2002 further estimates category ‘NB’ to be 20% of 
WSOC, while MDA and PA together constitute 50% of WSOC.  In addition, Decesari et al. 2001 
used this method to detect seasonal patterns of WSOC; the acidic water-soluble compounds 
showed their highest concentrations during the winter rather than the summer.  Some of this 
may be attributed to the increased combustion of fuel for heat during the winter cold and may 
not be as much driven by photochemistry as observed in Tokyo. Different and useful pieces of 
information can be obtained by liquid and gas chromatography, and the two in tandem may 
provide more seasonal details about atmospheric WSOC.   
Molecular weight measurements confirmed that samples of WSOC are so far within the 
appropriate range of IE-HPLC analysis, below 104 atomic mass units.  Because WSOC is a mixture 
of many different species, generalizations about WSOC molecular weight are difficult.  Size-
exclusion chromatography13 (SEC), which has traditionally been used to separate 
macromolecules like proteins, has been the tool of choice to separate WSOC based on 
size/hydrodynamic volume (Facchini et al. 1999).  Through size-exclusion chromatography 
coupled to ultraviolet spectrophotometer analysis (SEC-UV), Zappoli et al. 1999 determined an 
                                                          
13
 when applied to aqueous extract such as WSOC, SEC is also known as gel-filtration chromatography. 
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upper limit to European fog samples at 3000 Daltons.  Samburova et al. 2005 used SEC-UV along 
with laser desorption-ionization mass spectrometry to estimate macromolecules of up to 700 Da 
in urban samples from Zurich, Switzerland, while Krivacsy et al. 2001 also used SEC-UV and 
measured upper bound of 500 Da in the industrial and agricultural region of Po Valley, Italy.   
Other measurements have also suggested upper limits to the molecular weights of WSOC.  Kiss 
et al. 2003 detected molecular weights of up to 500 Dalton on fine rural Hungarian aerosol using 
ultrafiltration membrane14.  In their study, parallel analysis by RP-HPLC-MS yielded average 
molecular weights between 200-300 Dalton, while further sampling via vapor pressure 
osmometry yielded weights of 215-345 Dalton.  In 2006, Kalberer et al.  suggested that 
photooxidation of aromatic compounds may produce secondary products of up to 1000 
Daltons15, perhaps through polymerization of carbonyl groups via acid-catalyzed acetal 
formation or aldol condensation.  While all the WSOC molecular weight values determine their 
applicability for IE-HPLC analysis, molecular size/weight itself is a useful parameter.  In fact, 
Saxena et al. 1996 emphasizes that the degree of solubility accorded to OC depends partly upon 
its molecular size, along with its structure, length of carbon backbone and position of functional 
groups. Figure 1.7 below shows that size and solubility do indeed have a correlation; further 
studies are need to better quantify this relationship. 
                                                          
14
 These membranes are typically of pore sizes ranging from 1nm to 100nm and are used to remove high 
weight molecular substances.  Low weight organic molecules and ions are typically not removed. 
(http://www.appliedmembranes.com/about_ultrafiltration.htm) 
15
 A Dalton is defined to be 1/12
th
  the mass of a ground state 
12
C atom when it is not bound and at rest. 
1Da=1 unified atomic mass unit. Source:  Bureau Internationale des Poid et Mesures. 
(http://www1.bipm.org/en/si/si_brochure/chapter4/table7.html) 
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Figure 1.7: Solubities of Various Compounds. (Environmental Organic Chemistry, 2nd Ed.  R. 
Schwarzenbach, P. Gschwend, and D. Imboden, Wiley-Interscience, 2002) 
 
In addition, it is quite common for aqueous extracts to be characterized by their ionic character, 
as often they provide useful, converging clues as to the history and aging process of aerosols 
and their water soluble components.  Certain ions have been detected by researchers through 
the use of ion chromatography (IC), which separate ions from their matrix.  Salts such as sodium, 
potassium, calcium, chlorine, nitrate, ammonium are separated out, along with some conjugate 
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salts of organic acids such as formate, acetate, and oxalate (Facchini et al. 1999, Ruellan et al. 
1999).  In an aqueous environment, a salt may contribute to the reactivity of other species such 
as dissolved ions, and to a smaller degree, neutral solutes (Benjamin 2002).  One basic measure 
of the ionic effect that a salt can have on the reactivity of WSOC is its ionic strength µ, defined 
as:   

ionsall
ii zc
2
2
1
  
 where ci is the molar concentration of the ions of interest and zi is the charge associated with 
the ion.  Another contributor to the ionic strength of ambient aqueous environments are acids 
(e.g. the nitrate ion dissociating from nitric acid); since the pH of natural rain can extend below 5 
(Seinfeld and Pandis 1998), this contribution of ambient acid species may not be negligible.  
Table 1.7 lists the solubility properties of some salts found in ambient aqueous environments.  
Table 1.7: Solubility Properties of Common Ambient Salt species 
 
Salt Species Solubility 
mol of 
solute/liter 
of water 
Enthalpy of 
Solution at 
298K 
(KJ/mol) 
(NH4)2SO4 5.7824 6.32 
KCl 4.7816 15.34 
NaCl 6.1716 1.88 
Furthermore, the combination of ion concentrations can vary with location, as seen below in 
Table 1.8,  where measurements of ion concentrations from various locations are shown: Puy de 
Dôme, France (Marinoni et al. 2004), Galacia, Spain (Pena et al. 2002),  the United States 
(Jacobs, 1999), and other remote areas (Seinfeld and Pandis 1998).   
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Table 1.8: Ion Concentrations measured around the world (all units are mol/liter) 
Location Cl- Na+ NH4+ SO42- K+ 
Puy de Dome (France) 0.00005946 0.0000286 1.47E-06 0.0000425 0.000004501 
Galacia (Spain) 0.000133 0.000141 0.000058 0.000052 0.000017 
Rural New York State 0.000004 0.000005 0.0000083 0.0000225 0.0000004 
Southwest Minnesota 0.000004 0.000014 0.000038 0.000046 0.000002 
Amsterdam Island 0.000406 0.000334 0.0000051 0.0000115 0.0000072 
Poker Flat (Alaska) 0.0000048 0.0000021 0.000002 0.0000102 0.0000012 
Katherine (Australia) 0.0000206 0.0000113 0.0000028 0.0000069 0.0000012 
San Carlos (Venezuela) 0.0000043 0.0000027 0.0000023 0.000003 0.0000011 
St. Georges (Bermuda) 0.000264 0.000221 0.0000048 0.0000216 0.0000065 
 
 Measurements by Mader et al. 2004 of the organic ion fraction of WSOC determined that 
although the total mass of sulfate and nitrate surpassed the organic ion portion by a factor of 9 
to 17, the organic ion fraction was still 6.9 to 19% of WSOC.  Of the organic ion concentrations, 
oxalate proved the most prevalent.  Tracers of biomass burning such as potassium and oxalate 
often confirm the presence of a particular source, such as savannah fires in Central Africa 
(Ruellan et al. 1999); this is done to the extent that even such ratios as lactate:oxalate are seen 
as possible signatures of unknown sources.  Likewise, the detection of sulfate is seen as 
indicative of secondary processing of SO2 released by fires.  These ions not only indicate 
processes that has OC has undergone, but their presence (especially such the alkali metals as 
sodium and potassium) increase the solubility of weak acid organic molecules in water (Saxena 
et al. 1996, Ruellan et al.1999). 
Other techniques like capillary electrophoresis (CE) help elucidate the ionic and electrophoretic 
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migration nature of WSOC.  In 2001, Krivacsy et al. used CE to test WSOC at different pH values: 
as WSOC assumed their deprotonated forms, their mass/charge ratios and electrophoretic 
mobilities changed as well.  This can be detected, and he determined from the 
electrophoregrams that WSOC has pH ranges of 4.28–10.53, though most of it was in range 4.28 
and 5.90, which is similar to that of carboxylic acids.   On the other hand, solid phase extraction 
(SPE) is a technique used to separate purely organic content of WSOC apart from the inorganic 
ions.  Though SPE can be used to remove inorganic ions (up to 99%) from WSOC, such methods 
beg caution, as the very ionic, low-weight hydrophilic components of WSOC can behave like 
inorganic ions and be removed prior to adequate analysis (Varga et al. 2001, Kiss et al. 2002).   
1.4  Contribution of this work 
The detection and separation methods used to investigate WSOC have been able to uncover 
important general properties of WSOC: 
1) WSOC can contain various aliphatic, unconjugated, and aromatic carbon backbone 
structures.  These structures are a product of combustion as well as secondary 
processing/aging for atmospheric oxidation.  Although it is difficult to identify the 
thousands of individual components in WSOC, these mixtures affect the Earth’s 
radiative balance and require climate-relevant categorizations.  
2) WSOC possesses functional groups, particularly oxygenated functionalities, which are 
important for solubilization in an atmospheric “solvent” like water. A climate-relevant 
parameter to quantify WSOC influence on aerosol particle growth and cloud 
condensation nuclei count is still needed.   
3) WSOC structures may not extend to infinite molecular weights and sizes, as 
measurements taken so far yield values under 10,000 Da. 
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4) WSOC is an appreciable fraction of OC, and can absorb in spectral regions of incoming 
UV and visible light.  Furthermore, over two-thirds of this WSOC fraction may be 
composed of three relatively simple groups—neutral/basic, mono/dicarboxylic, and 
polyacidic species; of critical importance is the need to determine the climate-relevant 
absorption patterns of these subgroups. 
However, despite what is known about WSOC, there is still a need to understand the climate-
relevant properties of WSOC, specifically in quantities that can be used for parameterizations in 
models that predict climate forcing.  
The goal of this work is to quantify simultaneously two properties that affect regional and global 
radiation budgets but which are not clearly understood or quantified: 1) the ability of WSOC to 
affect the hygroscopic growth and CCN population of aerosols 2) the climate-relevant 
absorption characteristics of WSOC and its subgroups. 
In this work, a single analytical method will be developed that provides climate-relevant 
information on both water affinity and absorption.  To accomplish this goal, an Ion-Exchange 
High Performance Liquid Chromatograph coupled to a 200-800nm range photodiode array 
detector (IE-HPLC-PDAD) is used.  Ion-exchange chromatography offers the widest coverage 
over the ranges of water solubility and molecular weight relevant to WSOC (see Figure 1.7 above 
and Figure 1.8 below).  Although fractionation followed by detection is a common approach, our 
work differs because we want to identify how much OC appear in different groups—not 
necessarily ascribing it to individual compounds. If the wavelength-dependent absorption by 
carbon in a given fraction is known, such a value can be used directly in climate models. 
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Figure 1.8: Pathways to HPLC analysis (Bidlingmeyer, 1992) 
 
To evaluate the utility of this method for measuring climate-relevant properties of WSOC, we 
investigate five key questions: 
1. At what resolution can our IEC method separate WSOC fractions? 
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2. Is there a correlation between retention time and spectral absorption of these WSOC 
fractions?  
3. Do the retention times and absorption patterns change with the type of solvent used? 
4. How do the WSOC/OC and WSOC/TC ratios compare to previous work? 
5. Do WSOC fractions absorb across a wide spectrum of the UV-vis spectrum, as measured 
by Kirchstetter et al. 2004? 
In the next chapter, the chemical and physical principles governing the IE-HPLC_PDAD method 
are discussed. 
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CHAPTER 2: PRINCIPLES BEHIND THE ANALYTICAL TOOLS 
Analyzing carbonaceous aerosols requires sensitive and selective forms of measurement.  WSOC 
can influence the optical properties, hygroscopic nature, and CCN ability of carbonaceous 
aerosols, yet challenges remain in defining it in terms of tractable, climate-relevant parameters.  
Toward this end chromatographic separation and UV-vis detection are used to learn about the 
water affinity and spectral absorption of WSOC. This approach does not emphasize speciating 
WSOC into its individual components, but rather into groups that are of interest to atmospheric 
chemists.  IEC column affinity acts as a proxy for water affinity, while photodiode array 
detection records UV-vis absorption within each fraction.  The working principles behind ion-
exchange chromatography and photodiode array detection allow us to understand the 
relationship of these measurements to more climate-relevant parameters. 
2.1:  High Performance Liquid Chromatography 
2.1.1  HPLC: Investigating the Water Affinity of Aerosols 
Chromatographic techniques are often used to separate complex mixtures into components by 
exploiting differences in affinity, such as polarity.  This process generally begins with loading an 
analyte mixture onto a column or defined passageway.  The passage contains a stationary 
material (typically silica gel or ionic resin) which lines the column interior.  This is called the 
“stationary” or static phase and has affinity properties that more strongly attract certain 
components within the analyte mixture.  The analyte is introduced and carried through the 
column via a mobile carrier liquid, known as the “mobile” phase, and attaches itself to the 
stationary phase.  A chemical species of increasing concentration is then introduced into the 
mobile phase which is carried through the column.  This chemical species can displace the 
analyte component where it is attached to stationary phase; the analyte components with 
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weaker attractions to the column are carried away, and thus are separated from the more 
retarded components.  This principle makes chromatography ideal for component isolation, 
purification, and separation.  In the experiment described here, an ion-exchange column is used 
to effect separation by means of electrostatic interaction.  To a first approximation, affinity 
between this column and the analyte molecules is a proxy for water affinity.  This is illustrated in 
Figure 2.1 where polar-polar interactions of water (related to solvent strength)—which dissolve 
OC—are the same polar electrostatic interactions which enable an ion-exchange column to 
perform effectively. 
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Figure 2.1: Relationship between chromatograph column effectiveness and solvent strength
16
  
 
The total fluid coming into the column is called “eluent”, the total fluid exiting the column is 
called “eluate”, and the process of moving liquid through the column is termed “elution”.  The 
components of WSOC analyte that are large and multiply-charged attach more strongly at the 
stationary phase bonding sites while the smaller, less-charged ions are less likely to stay 
                                                          
16
 Bidlingmeyer, 1992. 
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attached and pass through the column more quickly.  The amount of time that the sample is 
retarded with respect to the unretarded carrier liquid is called the “retention” time.  Although 
ion-exchange chromatography (IEC) can provide good resolution (ie. the measurement of 
separation between detection “peaks” from each other) of the mono/di-carboxylic and 
polyacidic species in WSOC, compounds that are neutral or basic do not easily assume the 
anionic forms that adhere readily to the ion-exchange surface.  This fraction elutes from the IEC 
column quickly and cannot be resolved except through other hydrophobic or cationic 
chromatographies.  Molecules resolvable by IEC are those that can be fractionated according to 
the polarity of the analyte molecule, which is heavily influenced by available functional groups.  
Figure 2.2 shows a polarity spectrum of various functional groups.   
 
Figure 2.2: Ranking functional group by polarity (Bidlingmeyer, 1992) 
 
 
2.1.1.1  Important Chromatographic Parameters: Retention Time, 
Partition Coefficient, and Capacity Factor 
Retention Time (tr
’) 
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Given that different fractions elute from the column at different times, the analyte retention 
time (tr
’) can be calculated after marking the points of significant concentration (i.e. maximum 
absorbance peaks): 
tr
’
  = tr   -  tm 
where tr = the absolute analyte retention time 
           tm = the unretained solute retention time 
           tr
’ = analyte retention time relative to the unretained solute  
The retention time measures the amount of additional time needed for the analyte to pass 
through the column as compared to the unretained mobile phase.  This additional time indicates 
the extent to which the analyte is retarded as it passes through the column relative to the 
unretained mobile phase, and is therefore useful for quantifying the interaction between the 
analyte and the stationary phase of the column.   
   Partition Coefficient (K) 
The equilibrium concentrations of the analyte between the mobile phase (aqueous and of 
increasing ionic strength) and the stationary phase (diethyl aminoethyl cellulose i.e. DEAE) can 
be represented as a partition coefficient, which is defined as the ratio of WSOC in the stationary 
vs the mobile phase:  
 
This parameter is another useful way to quantify the analyte-column interaction; the analyte 
that is more strongly retarded by the column will have a higher concentration in the stationary 
phase.  In essence, the retention time tr
’ and the partition coefficient K each describe in their 
own way the retention strength exerted by the column stationary phase; while the retention 
time describes the retention strength from the perspective of retardation time, the partition 
mobileWSOC
WSOCstationary
C
C
K 
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coefficient describes it from the standpoint of the stationary phase being able to retain the 
analyte as a concentration, as compared to the mobile phase.  In fact, tr
’ and K are related 
mathematically (see next section) as variables that describe the capacity factor, k’.  It is the 
capacity factor which, from a thermodynamic viewpoint, is the fundamental variable used here 
to quantify the water affinity of WSOC.  
 
Capacity Factor (k’) 
The time spent by the analyte in the stationary phase is proportional to the amount of analyte in 
the stationary phase (Harris 5th ed, 1999): 
 
Each side of this equation can be rewritten: 
 
 
where  (e.g. ml of DEAE resin gel according to manufacturing specifications) 
and  (ml of column volume minus the stationary phase volume) are the relative 
volumes of the stationary and mobile phases, respectively.     
 
For any given elution peak, the capacity factor k’ is defined as  
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The more a given analyte is retarded in the column, the greater the capacity factor associated 
with that analyte.  In this study, the capacity factor k’ is the fundamental parameter used to 
gauge the column interaction with the analyte (i.e. retention strength); it is used to measure the 
column affinity of WSOC components and standards in this experiment. By comparing the 
capacity factors of analytes against standard compounds, the relative preference of an analyte 
for the water mobile phase vs. DEAE can be quantified.  This leads to the key question: How 
does k’ relate to the thermodynamics that occurs at the particle-water interface? 
If the analysis is run slowly enough so that the stationary phase is in near equilibrium with the 
mobile phase, then the Gibbs free energy change for the chromatographic process is 
 
I  compare the free energy changes of WSOC fractions relative to a standard using the following 
(without needing to determine the mobile phase volume and stationary phase volumes): 
: 
 
This approach allows us to compare the thermodynamic free energy of sample and standard 
using just the capacity factors.  These values are meaningful strictly in comparison with the 
specific standard compound used.  
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2.1.2  Choosing Between Ion-Exchange Chromatography (IEC) Vs. C-18 Reverse-Phase 
Chromatography (RPC) 
Both ion-exchange columns and C-18 reverse-phase columns can be used within a HPLC setup to 
separate mixtures based on their electrostatic properties.  The question naturally follows, which 
of the two columns should be used and for what reason?   The answer lies in the different 
mechanisms by which RPC and IEC columns operate.  Figure 2.3 below diagrams the ranges of 
sample molecular weights and polarities where particular types of chromatography are most 
effective. 
 
 
Figure 2.3: Applications of HPLC (Bidingmeyer, 1992) 
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Reverse-Phase Chromatography (RPC) 
Reverse-phase chromatograph columns separate mixtures into individual components by 
exploiting differences in the component polarities.  The active surface of  the column stationary 
phase is coated with a saturated 18-C hydrocarbon and is designed to be nonpolar, and 
preferentially attract the least polar components of the analyte mixture.  The initial components 
of the mobile phase are generally polar (e.g. water or methanol) and, based on electrostatic 
laws of attraction, wash the more polar components downstream and out of the column.  As an 
increasing percentage of nonpolar component (like hexane or benzene) is introduced into the 
mobile phase, the mobile phase exerted a greater affinity on less polar substituents bonded to 
the stationary phase, eventually winning the tug-of-war match with the stationary phase for the 
substituents of interest.  Hence, the least polar substituents elute last from a C-18 column as the 
mobile phase becomes increasingly nonpolar. 
For this purpose, however, reverse-phase chromatography has limitations not to be ignored.  
Figure 2.3 above shows that IE-HPLC has an active chromatographic ability across a wider range 
of water solubilities than RP-HPLC for the relevant range of molecular weights associated with 
WSOC17. As a result, IEC was chosen to separate WSOC mixtures which could contain a range of 
compounds with a range of water solubilities.   
Ion-Exchange Chromatography (IEC) 
                                                          
17
 A discussion of the expected molecular sizes of OC is found in section 3 of Chapter 1 entitled 
“Previous Characterization of WSOC”. 
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The advantages of ion-exchange chromatography for this purpose lie in its separation 
mechanism.  The stationary phase of an ion-exchange column possesses charged sites (either 
positive or negative) that attract sample components with opposite charge.  A compound of the 
same charge as the sample is then introduced into the mobile phase, which displaces the sample 
components of interest from the column.  The sample components that have the strongest bond 
or the most bonds with the ion-exchange column is displaced, or exchanged, last.  
2.1.3  Comparison of Water Affinity and Column Affinity 
The size and structure of a molecule can affect its solubility in water, as shown in Figure 1.7.  A 
good example is the presence of polar functional groups such as oxygen and chlorine, which 
favor polar-polar interactions with water and affect the analyte’s solubility.  The 
thermodynamics of WSOC interacting with the stationary and mobile phases have relevance for 
the key factors affecting water affinity and solubility in water within the natural environment.  
The interaction of a droplet, particle-phase OC, and air involve three key thermodynamic 
aspects with respect to the dissolution of particle-phase WSOC within an aqueous cloud droplet: 
a. In order for solid-phase particles to release WSOC into an aqueous 
environment, there is an associated energy of “melting” which depends on the 
equilibrium constant of the compound between phases at a certain 
temperature Ks,l.  This is the energy needed to bring WSOC out of the solid 
phase into the liquid phase so it has the possibility of dissolving in the liquid:    
 
 
b. WSOC in the aqueous phase has an energy of “mixing” required for proper 
distribution in its water environment.  This is facilitated by the tendency of 
WSOC to be become more disordered or entropic by means of its distribution 
lsifus KRTG ,ln
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(i.e. dispersion within the water) and by the attraction of WSOC molecules to its 
water environment.  Since the attraction between a WSOC molecule and its 
surrounding molecules changes as it is introduced into its H2O “solvent cavity” 
(i.e. a spatial cage of H2O solvent molecules which surround the WSOC 
molecule, and which the WSOC molecule inhabits), there is an excess energy 
present such that the total solution maintains Gibbs energy balance (R. 
Schwarzenbach, 2002): 
 Gsolution  Gmix  
Gsolution = Gmixing  +  Gexcess 
  so 
Gsolution = Hsolution - TSsolution 
   =Hmixing +Hexcess  -  T(Smixing  +  Sexcess) 
In this case Hexcess is the excess enthalpy associated with intermolecular 
attraction forces and with the creation of the solvent cavity (i.e. solvation); 
Sexcess is the excess entropy associated with the creation of cavity size, mixing 
and solvent readjustment. 
c. The droplet aqueous-atmosphere interface also has associated free energy, 
where the surface is a spherical droplet shell (Clark, 1996): 
 
where 
S = entropy associated with the surface area  
T= temperature 
= chemical potential of a molecule at the surface (i.e. interface) 
dAdndTSdG
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n= number of a molecule i at the surface  
= surface tension  
A= surface area associated with the surface tension 
Hence, the hygroscopic properties of a cloud droplet are influenced by WSOC’s water affinity, 
which affects the energy balance of WSOC exiting its original matrix and mingling with 
molecules in the aqueous volume or surface.  This energy interaction is made favorable through 
the increased entropy and polar-polar attraction of WSOC and water.  The affinity of WSOC for 
water may be well represented similarly through its affinity for polar adsorption sites of an ion-
exchange column. These two systems have similar factors governing electrostatic interactions 
with WSOC as shown below in Table 2.1. 
 
 
 
 
 
 
 
 
 
 

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Table 2.1: Variables Affecting WSOC water solubility and retention 
Variable Water Affinity/Solubility 
in Water18 
 
Retention of Ion-
Exchange Column19 
Fixed or 
Variable in 
Experiment 
Temperature As temperature increases: 
solubility for solids increases; 
for liquid and gases solubility 
can rise or fall.   
Increased temperatures 
increase the exchange rate 
of solute between mobile 
and stationary phase and 
lowers mobile phase 
viscosity 
Fixed at 25˚C 
Salinity As salinity increases, the 
solubility of neutral organic 
compounds decreases20.  
As the salinity increases, so 
does the ionic/solvent 
strength, and the ionic 
adsorption of solute 
decreases 
Variable 
through elution 
concentration 
gradient 
pH pH affects solubility of 
acid/base solutes—the 
ionized form of solute is more 
soluble.  
pH controls the degree of 
ionization of ionic sites on 
column and of solute, more 
ionization means strong 
electrostatic interaction 
means stronger retention  
Fixed/ buffered 
at pH 8 
Co-solvent Water-miscible organic 
solvents like methanol can 
change water’s solvation 
forces, and increase 
miscibility of more 
hydrophobic compound. 
Increases of organic solvent 
generally reduce solute 
retention, effect is more 
pronounced for solvents 
which are not as polar.  
Methanol fixed 
at 10% of 
gradient 
solution. 
The table above shows that the properties of water affinity and column affinity have similar 
relationships. An increase in temperature corresponds to an increase in the overall average 
molecular kinetic energy; the amount of WSOC detaching from the solid phase and entering the 
liquid phase increases.  Similarly, the rate of exchange—or frequency of the 
attachment/detachment cycle to adsorption sites—on an ion-exchange column increases.   
The salinity of the aqueous environment also affects the partitioning of WSOC both in bulk 
water and on an ion-exchange column. In water, the H2O molecules that are already locked in an 
energetically-favorable engagement with highly polar salt ions are less likely to rearrange and 
                                                          
18
 Schwarzenbach, 2002. 
19
 Ahuja, 1989. 
20
 Xie et al. 1997. 
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form solvent cages with less polar entities like WSOC.  Analogously, this principle extends to the 
ion-exchange environment, where adsorption sites that are locked into electrostatic interactions 
with highly polar salt ions are less likely to be forcibly replaced with less polar entities within the 
WSOC analyte; the bond between the salt ion and adsorption site is stronger and therefore 
more energetically favored.  The corollary is also true: a less polar WSOC constituent is less 
favored to hold its adsorption site position from exchange against more polar ion-exchange salt 
ions; at the same, the property of weaker polarity means it is less able to solvate in water.  In 
fact, the strength of the polar-polar attraction at adsorption sites for a given solute can be 
graded by its resistance to a range of ions of ion-exchange ability.  Ahuja et al. 1989 ranks the 
retention ability of a given solute against a spectrum of anion-exchangers, with lower retentive 
properties experienced against sulfate versus chlorine, for example: 
 < I- < < < < SCN- < Cl- < HCOO- < CH3COO
- < OH- < F- 
    
To summarize, the properties of water affinity and ion-exchangeability are two sides of the 
same coin in the way they respond to WSOC polarity:  the more polar a species of WSOC is, the 
more it is favored energetically to have a stronger affinity for water (i.e. stronger salvation) as 
well as more able to resist exchange at an adsorption site by an ion-exchange salt.  The 
relationship between these two properties is fundamental to this project because one property 
(resistance to ion-exchange) is used as a proxy for the other (water affinity). 
The pH and presence of organic co-solvents also alter WSOC’s polar-polar interactions with 
water and with an ion-exchange column.  WSOC that is capable of acid-base chemistry can 
assume ionized forms (either deprotonated or “super-protonated”) that have greater polar 
interaction strength with water and ion-exchange sites.  In addition, the presence of organic 
compounds can increase the solubility of less hydrophilic WSOC compounds in water by 
2
4SO

3NO
2
4CrO
Br
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providing less polar candidates for the “solvent cage”; this is expressed by the modified Kohler 
equation in Chapter 1. Likewise, the addition of miscible co-solvents like methanol introduce 
interactions that are less polar in quality, allowing the less-polar WSOC to stay in the aqueous 
mobile phase, and more polar entities are more likely to adsorb out of the mobile phase and 
unto absorption sites.  Thus organic modifiers assist in the column selectivity of WSOC mixtures. 
 
Although the effects of temperature, salinity, pH and organic co-solvents on WSOC’s aqueous 
environment show how its affinity for water and for an ion-exchange column are similar, I vary 
only the parameter of salinity as used in the IEC in order to quantify this affinity.  I use WSOC 
retention times and retention factors to measure WSOC affinity properties relative to a suite of 
standard compounds.  In the next section, I discuss how the electromagnetic properties of 
water-soluble organic carbon are related to its absorptive properties.  
 
2.2  Spectroscopic Absorption 
Absorption is the removal of energy from electromagnetic radiation by matter21.  Molecules 
absorb and emit different types of radiation in the electromagnetic spectrum (e.g. visible light, 
ultraviolet and infrared radiation); spectroscopic techniques capitalize on this property.  
Emission and absorption spectra can be recognizable and particular to specific molecule types; 
spectroscopic techniques take advantage of this fact by exposing analytes to a well-known 
radiation source and detector scheme in order to obtain emission and absorption spectra.  
While ultraviolet absorption (below 400nm) is generally attributed to transitions of electrons 
between energy states, near-IR (above 700nm) and visible absorption cause vibrational and 
coupled vibronic transitions, respectively.  A primary experimental goal of this work is to test 
                                                          
21www.irnia.eas.gatech.edu/lectures/Lec26.html 
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WSOC constituents for ultraviolet and visible absorption--thus indicating the presence of 
chromophores, which are atoms or groups of atoms within a molecule that are responsible for 
and contribute to UV-Vis absorption.  For WSOC, examples of such chromophores are extended 
conjugated22 systems of carbon as well as function groups containing oxygen, nitrogen, and 
sulfur. 
Figure 2.4 shows that a specific quantum of energy is needed to transition between electronic 
states, so that successful excitation occurs when the orbital spacing resulting from the host 
atom’s connectivity and relative nuclear motion matches the energy of the available photons. 
 
Figure 2.4:  Process of Absorption
23
 
 
In Figure 2.5, each state or energy level represents an energetic status of either a bonding, non-
bonding, or anti-bonding orbital, and different types of transition can occur between them. 
                                                          
22i.e. systems of overlapping, connected p-orbitals in which electrons are delocalized in order to 
increase the stability of the molecule 
23 http://www.chemsoc.org/pdf/LearnNet/rsc/UV_txt.pdf 
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Figure 2.5: Absorption amongst different energy levels
24
 
 
 
2.2.1  Absorption Properties of WSOC Species  
UV-visible wavelength absorption in WSOC is determined by the energetic spacing between 
molecular orbitals which result from the coupled electronic-vibrational interactions within the 
molecule. Both   and   transitions have energetic spacing (~ranging from 40 to 
70 kcal/mol) comparable with visible-light absorption.  Photon energies of 40-70 kcal/mol and 
70-300 kcal/mol generally correspond to IR and UV absorption, respectively.  Figure 2.6 
illustrates the relative peaks of absorption strength (i.e. molar absorptivity) for both transitions. 
                                                          
24 http://www2.chemistry.msu.edu/faculty/reusch/VirtTxtJml/Spectrpy/UV-Vis/spectrum.htm 
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Figure 2.6: Wavelengths associated with certain absorption transitions
25 
 
The peak of shorter wavelength is associated with the , while the longer-wavelength 
peak corresponds to .  This is partially due to the energetic situations of n and -
electrons: lone-pair, nonbonding electrons (belonging to functional groups like oxygen), which 
are quite localized, are attached more loosely to a single atom;  electrons, which are 
energetically more embedded in the molecular orbital system, are held more tightly to its 
molecular structure.  Hence, less energy (i.e. a longer-wavelength photon) is needed to excite a 
nonbonding electron than is needed to excite a electron to the same energy state.  
Additionally, it should be noted that ‘lone-pair’ electrons are often concentrated in a different 
and smaller region of space than pi-electrons (Streitwieser, 1992), likely resulting in a less orbital 
overlap and lower probability of absorption.  This is reflected by the molar absorptivity of 
 transitions, which are often three orders of magnitude smaller than for .  
Double bonds in close proximity (i.e. one bond distance) can result in delocalizing the electrons 
over the bonds, lowering the gaps between electronic transitions. The molecular orbitals of 
                                                          
25
 http://www2.chemistry.msu.edu/faculty/reusch/VirtTxtJml/Spectrpy/UV-Vis/spectrum.htm 
* 
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conjugated systems can extend over many atoms. As the number of pi orbitals increases, the 
energy gaps between and  orbitals decreases, as evidenced by Figure 2.7 
 
 
Figure 2.7:  Energy level spacing of different conjugated systems
26
 
 
DeKock and Gray, 1989 state that polyenes having ten or more conjugated double bonds can 
absorb visible light, which explains why organic pigments like carotene have color. 
This lowering of the energy needed to overcome the  gap is also evidenced by the red-
shifting27 of more conjugated species and increasing ‘peaking’ at redder wavelengths (Figure 
2.8).   
                                                          
26
 http://www.800mainstreet.com/elsp/Elsp.html 
27
 As the relative energy difference between two energy levels decreases, the energy of the photon 
needed to bridge the energy gap for absorption to occur dcreases.As a result, the wavelength of the lower 
energy photon is lengthened, in the direction of the infrared.  Hence, the term « red-shift » or 
« bathochromic shift » is used.  In the converse scenario where the energy gap increases and a higher-
energy, shorter-wavelength photon is required, the term « blue_shift » or « hypsochromic shift » applies. 
 *
* 
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Figure 2.8:  Absorption along a homologous series
28 
 
 
.   
Also, Streitweiser, 1992 notes that the more  nodes (or hence possible nodes) an electron has 
in a wave function, the less energy it takes to add another node.  Hence, in larger molecules, 
electrons are more easily conjugated and the absorption wavelengths are shifted to the red.  
From Figure 2-8, it is shown that napthalene (the 2-ring molecule) and anthracene (the 3 ring 
molecule) are colorless because they absorb below 400nm, while the absorption spectra of 
tetracene (4-ring molecule) is shifted into the 500nm regime and thus appears orange29.In 
addition to carbon-containing molecules with conjugated electron systems, hetero atoms such 
as oxygen and chlorine with lone pairs (i.e. non-bonding electron pairs in the valence shell) also 
function as chromophores.  Below is Table 2.2, which details how such chromophores shift the 
wavelength of maximum absorption (λmax ) toward the direction of the infrared.   
                                                          
28
 http://www2.chemistry.msu.edu/faculty/reusch/VirtTxtJml/Spectrpy/UV-Vis/spectrum.htm 
29
 Meaning that it appreciably absorbs blue and green wavelengths, leaving other redder colors to reach 
the detector. 

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Table 2.2: The Magnitude of Red Shift for λmax for a given chromophore
30
 
Substituent Influence  
R- (Alkyl Group)    +5 nm 
RO- (Alkoxy Group)   +6 nm 
X- (Cl- or Br-)    +10 nm 
RS- (Sulfide Group)   +30 nm 
R2N- (Amino Group)   +60 nm 
C=C (Double Bond)   +30 nm 
C6H5 (Phenyl Group) +60 nm 
In this experiment, the HPLC photodiode array detector was used to measure the UV-vis 
absorption of WSOC, from which the presence of chromophores was indicated.  The Beer-
Lambert Law shows the linear relationship of absorbance and concentration for dilute solutions:  
 
where A( ) is the wavelength-dependent absorbance31 in absorption units (A.U.),  = the 
molar absorptivity,  = the absorption path length, = the absorptive concentration of the 
analyte.  For both the HPLC and the stand alone spectrophotometer, the path length is 1cm. The 
wavelength region between 190-800nm was probed.  
2.2.2  Solvent and pH Effects on Light Absorption of WSOC  
Solvent Effects 
The interactions between molecules and polar solvents can affect absorption spectra of organic 
species.  An increase in solvent polarity can lower the energy necessary for electrons to move to 
non-bonding orbitals, since the attractive polarization forces within polar solvents tend to keep 
lone-pair electrons away from their host atoms(Köhler and Rechthaler 1993, McConnell 1952, 
Jaffé and Orchin 1965).  This stabilization of the n orbital means more energy is needed for 
                                                          
30
http://www2.chemistry.msu.edu/faculty/reusch/VirtTxtJml/Spectrpy/UV-Vis/uvspec.htm#uv3 
31
 Absorbance equals –log(I/ I0), where I0 and I are the intensities of the incident light, respectively, before 
and after passing through absorption path length. 
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transition, resulting in a “blue” or “hypsochromic” shift.  Conversely, increasing solvent 
polarity can also raise the energy necessary for electrons to occupy the -bonding orbital, 
orbitals further from the solvent’s ‘attractive forces’.  Hence, a higher energy state for the -
orbitals results in a lower energy transition for transition.  This is known as “red” or 
“bathochromic” shifting. 
Effect of pH on WSOC Absorption 
 
In a basic environment, carboxylic acids such as phenolthalein red (Figure 2.9) are stripped of a 
hydrogen atom.  The resulting molecule is an anion with an extra electron.  To lower its energy 
and stabilize itself, the extra electron can move from the nonbonding orbital to a lower energy 
 orbital to increase its conjugation.  Hence the conjugation of the organic molecule increases, 
and the molecule may absorb at longer wavelengths. 
 
 
Figure 2.9: Phenolthalein 
 
2.2.3  Light absorption of WSOC: A Summary  
In summary, certain properties of WSOC allow the absorption of UV-visible light.  Given that 
WSOC include molecular species that are carbon-containing with conjugated electron systems, 
the energy necessary to bridge the energy gap between the  n, π, and π* delocalized orbitals is 
located in the UV-vis spectral region; the absorption wavelength of the transition is 
shorter than the  transition because the energy gap between  transition is 
*n


* 

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larger than that of the    transition. This fact is illustrated by absorption spectra of 
WSOC-like molecules.  Furthermore, the added presence of such chromophore substituents as 
phenyl groups, carbon-carbon double bonds, and chlorine halides can further shift absorption 
peaks deeper into the UV-vis spectral region.  Additionally, the presence of polar solvents 
themselves which surround WSOC molecules can influence absorption properties; polar solvents 
can shift -associated absorption toward the ultraviolet while -associated 
absorption can be shifted toward the infrared.  In basic solutions, WSOC may absorb at longer 
wavelengths. 
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CHAPTER 3: EXPERIMENTAL METHOD 
The experiment was executed in four steps: 1) generation of combustion aerosol and 
subsequent filter sampling; 2) extraction of the water-soluble fraction from filter; 3) analysis of 
extracts and standards on HPLC-PDA; and 4)analysis of extract on OC/EC analyzer.  This 
document discusses quality assurance procedures in addition to the experimental method. 
3.1  Generation & Sampling of Wood Smoke 
Oak was chosen as the wood for combustion because it had the highest average emission rate of 
organic carbon, in grams per kg of wood burned, of the three woods characterized by Schauer et 
al. 2001, and hence would yield the most OC per kg of wood burned for experimental analysis.  
Additionally, oak was a cost-effective, readily-available wood of more uniform grain compared 
to pine and eucalyptus.  Fig. 3.1 below is an illustration of the laboratory chamber (i.e. the 
combustion site of analysis), where oak chips were placed in a resistively-heated chamber.  The 
chamber temperature was monitored with a Texas Instrument thermocouple.  During each 
sampling period, 1in.x ¾ in. x ¼ in. tabs of knot-free oak were added to the chamber every 60 
sec for 30 minutes.   
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Figure 3.1 Schematic of Sampling Setup 
 
Milne and Evans et al. 1998 suggest that the composition of OC is affected by combustion 
temperature and amount of available oxygen; I controlled both these parameters using the 
combustion chamber.  Sampling was done at two temperatures, 450oC and 850 oC and each 
temperature was sampled separately under anaerobic (closed chimney) and aerobic conditions 
(open chimney).  The closed chimney represented an anaerobic environment lacking in oxygen, 
while the open chimney mimics the oxygen-rich environment associated with aerobic.  Hence 
four combustion conditions were sampled: oxygen-poor at 450 oC, oxygen-rich at 450 oC, 
oxygen-poor at 850 oC and oxygen-rich at 850 oC.   
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Figure 3.1 above shows a schematic of sampling system.  Before sampling, all quartz filters were 
baked dry at 550 degrees Celsius and sealed against contamination; the filters were then 
unsealed when ready for use.  Prior to wood combustion, the air in the sampling system was 
tested for background contamination by sampling the background air onto a clean quartz filter, 
which acted as a dynamic baseline value against which the combustion sample was compared.  
Inlet airflow was diluted 10:1 with dry, compressed air.  The combustion airstream subsequently 
passed through two impactors at 30 liters per minute, screening out particles larger than 1µm, 
and then was drawn through parallel quartz and Nuclepore® filters at 1 liter per minute. 
3.2  Aqueous Extraction of Quartz filters 
3.2.1  Choosing Aqueous Solvents for WSOC Extraction 
In the atmosphere, sources of water (e.g. clouds, rain, fog) contain species other than pure 
water.  Concentrations of ocean salts, hydrogen ions, ammonium, vegetative particles, etc. may 
be mixed into cloud droplets, for example, prior to contact with the combustion products of 
wood.  Since these species can introduce their own interactions with organic carbon and H2O, 
the forces acting to break OC molecules from their primary matrix are affected—thus affecting 
the solubility of OC as well.  Hence, the choice of “atmospherically-relevant” aqueous solution 
for dissolving the oak combustion product can affect the total amount and type of organic 
carbon dissolved from the sample filter.  In the case of a pure water solute, its solvating ability is 
directly related to the strength of its Van der Waals interaction with the organic carbon.  If the 
interaction is strong enough, the attractive forces holding the organic carbon molecule to its 
neighbors are overcome.   
Therefore, the experimental method focuses on the effects that both water and other aqueous 
solutes (which approximate certain atmospheric conditions) have on the solubility--and hence 
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hygroscopicity--of organic carbon. To determine the concentration and relative quantities of 
water-soluble organic carbon (WSOC) that can be recovered under typical aqueous conditions, 
three types of aqueous solvents are used: pure water, an acidic solution, and solutions bearing 
common atmospheric salts.  In order to determine the actual percentage of OC recovered as 
water soluble organic carbon (WSOC), an elemental carbon/organic carbon (EC/OC) analyzer—
which uses a thermal-optical method to measure that amount of organic and elemental carbon 
from a sample filter—is used to analyze the carbon content on an unextracted filter sample and 
compared with a filter loaded with a post-extraction aliquot of WSOC (see section 3.5 for 
calculation). 
3.2.1.1  Choosing Acidic Aqueous Solvent for WSOC Extraction 
In order to find an upper-bound to the effect acidicity could have on WSOC, 0.003M solution 
from 1N hydrochloric acid (HCl) solution was used as for aqueous extraction.  A Corning 340 pH 
meter measured a pH value of 2.55±0.01.  
3.2.1.2  Choosing A Salt-Bearing Aqueous Solvent for WSOC Extraction 
To determine the potency that salts might have in dissolving primary OC, salt species that are 
commonly found in atmospheric aqueous environments were chosen: sodium chloride (NaCl), 
ammonium sulfate ((NH4)2SO4), and potassium chloride (KCl).  A comparison of the percentage 
of WSOC extracted against the 3 three chosen test salts was done.  Although KCl and NaCl 
technically have the same ionic strength, the potassium and sodium cations have different ionic 
radii (1.33Å and 0.98Å, respectively) whose size may affect accessibility to molecules in solution.   
The choice of salt concentration was bounded by 3 considerations: 
1) be below their respective solubility limits (i.e. the maximum amount of salt that 
can dissolved inside a given volume of water at 298K) listed in Table 1.7.  It is 
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important to remember that the solubility limit is dependent on the type of 
solute, the type of solvent, and temperature of the solute/solvent solution.  
2) be two orders of magnitude below the maximum concentrations used in the 
HPLC cross-gradients solutions (0.4M for NaCl and for 0.4M NaClO4). 
3) be high enough as to fully investigate the extreme effects that these salt  could 
have in Earth’s actual atmosphere, given a reasonably high concentration.  
Extreme values are considered as approximately an order or magnitude larger 
than observed in the atmosphere (~10-4 M, see Table 1.8). 
These upper and lower boundaries constrained the salt concentrations of this experiment to a 
fairly defined region: between 10-3 M  and 10-4 M.  Hence, 4*10-3 M  is chosen as the uniform 
concentration for all salts involved in the experiment.   The ionic strengths of the (NH4)2SO4, KCl 
and NaCl salts at 4*10-3 M concentration are 0.012M, 0.004 and 0.004, respectively.    
3.2.2  Extraction Using Water 
A square centimeter punch from sample was submerged in 20ml of Millipore deionized water, 
was sonicated for 60 minutes, left for 12 hours at room temperature, and then sonicated again 
for 60 minutes at 25°C.  The sample was then vacuum-filtered through a 0.22um Whatman 
disposable filter to remove water-insoluble particles.  The filtered solution was then degassed 
for five minutes at 25°C. 
3.2.3  Extraction Using Acidic Solutions 
A square centimeter punch from the submerged in 20ml of acidic solution, was sonicated for 60 
minutes, left for 12 hours at room temperature, and then sonicated again for 60 minutes at 
25°C.  The sample was then vacuum filtered through 0.22um Whatman disposable filter to 
remove water-insoluble particles.  The filtered solution was then degassed for five minutes at 
25°C.   
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3.2.4  Extraction Using Salt-Bearing Solutions 
A square centimeter punch from the submerged in 20ml of a salt-bearing solution, was 
sonicated for 60 minutes, left for 12 hours at room temperature, and then sonicated again for 
60 minutes at 25°C.  The sample was then vacuum filtered through 0.22um Whatman disposable 
filter to remove water-insoluble particles.  The filtered solution was then degassed for five 
minutes at 25°C.   
3.2.5  Extraction Blank and Standards 
Analysis of every sample extract was compared to the baseline measurements with three 'blank' 
types. A dynamic blank is an extraction from the control filter situated parallel to the quartz 
filter during active sampling.  This measurement gauges the purity of the system airflow when 
not directly engaged in sampling and monitors system integrity against outside contamination as 
well.  The dynamic blank filter had a sampling period of 30 minutes, identical to the actual 
sampling period of oak combustion. 
A water extraction blank is an extraction performed on a pure baked filter--no contact with the 
sampling system or combustion chamber whatsoever.  A square centimeter punch of the 
primary blank filter was submerged in 20ml of Millipore deionized water, sonicated for 60 
minutes, left for 12 hours at room temperature, and then sonicated again for 60 minutes at 
25ºC.  The sample was then vacuum-filtered through a 0.22µm Whatman disposable filter to 
remove water-insoluble particles.  The filtered solution was then degassed for five minutes at 
25ºC. 
The dynamic and water extraction blank are compared for residues from system infrastructure 
or supposedly 'clean air'.  A set of solvent blank is also used to determine the purity of 
extraction solvents without any filter submersion.  A purity table of all solvents is found in 
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Chapter 6: Appendices.    
Pure substances were used as standards, to provide a “yard stick” against which the 
chromatographic and absorption properties of mixtures from a combustion sample can be 
measured.  Levoglucosan, phenol, pthalic, oxalic, and humic acids were extracted each as filter 
standards and tested on the HPLC-PDA.. To produce a “standard aliquot”, a 100µl volume of a 
given standard concentration was pipetted onto a square centimeter punch of clean, dry quartz 
filter, dried and extracted in the exact manner of a combustion sample (using with 20ml of 
Millipore water) so that the standard that can be compared against real WSOC.  In addition, 
parallel concentrations of standards without filter extraction were made, as a baseline reference 
to the influence of filter extraction process.   
Each of the above-mentioned standards had five points of concentration from which a 
calibration curve was produced. For the HPLC, the five concentrations of each standard was run 
to ensure reproducibility of retention time; the relationship between the absorption area and 
concentration of the standard was studied to extrapolate some concentrations of similar peaks 
from resolved sample mixtures.  For the UV/Vis spectrophotometer, the range of each standard 
concentration (absorption vs concentration at 254nm) was used to test the linearity of the 
calibration curves and explore their relationship to sample mixtures. 
Lastly, there are a couple of issues to note when choosing samples, standards and their 
concentrations: 
1) Internal spikes of the acidic standards was not performed on the sample,  
    because their acidity may react with the sample and thus may affect the 
    samples’s absorption and hygroscopicity.  In other words, the internal spike 
 
 
72 
    is not benign!  
2) The concentration of samples and standards to be analyzed must be high enough to 
yield a maximum detectable intensity along the 200 to 800 nm range yet low 
enough to be analyzed on EC/OC analyzer, with a filter yield below ~400µg of 
carbon per square centimeter. 
To sum up, a given sampling event had eight square centimeter punches associated with its 
analysis (also see Figure 3.2 below): 
 an extraction blank punch (Millipore water saved from undergoing the 
filtration) 
 a dynamic blank punch (Millipore water put through filtration process) 
 a sample punch which went directly to the EC/OC analyzer for OC 
measurement.  There was no filtration involved so the EC/OC measured 
total OC both soluble and insoluble  
 a sample punch which was extracted with pure water 
 a sample punch which was extracted with acidic HCl solution pH=2.55 
 a sample punch which was extracted with solution with 4mM NaCl. 
 a sample punch which was extracted with solution with 4mM KCl. 
 a sample punch which was extracted with solution with 4mM NH4SO4.  
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Figure 3.2:  Items needed from each Sampling event 
 
In addition, the standards chosen were compared alongside these measurements. 
3.3  Choosing Standards 
As shown earlier in section 1.2, the molecular products of primary oak combustion can have 
many configurations, and include species classified as “unresolved complex mixture”.  Since it is 
difficult to entirely characterize the molecular structures of all possible products of oak 
combustion, it was necessary to find compounds of known properties to which they can be 
compared—i.e. standards.  Ideally, these standards should reflect some of the properties 
associated with oak combustion products—carbon-containing, oxygenated, sometimes cyclic 
and/or acidic.  In addition the standards species should fall along the range of ion-exchange 
column interactions and absorption profiles seen within sample mixtures.  It was important that 
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the standards be well-chosen enough to serve as benchmarks, with properties similar to the 
actual sample; a pool of candidates is shown in Table 3.1.  
Table 3.1:  Possible Standards (the highlighted compounds are aromatic) 
Compound Compound Image 
Polarity 
Status Reasons for Choosing 
benzene 
 
nonpolar 
 Seen in tarry emission and 
fireplace  wood combustion 
(see Evans and Milne 1987 and 
Schauer 2001) 
 Can represent neutral WSOC 
group noted by Decessari et al. 
2001 
 want to see aromatic 
absorption in Neutral 
compounds peak 
 readily available 
toluene 
 
nonpolar 
 Seen in tarry emission and 
fireplace wood combustion 
 ,want to see aromatic 
absorption in Neutral 
compounds peak 
 readiily available 
phenol 
 
Slightly polar 
 Seen in tarry emissions and 
fireplace wood combustion 
 want to see affect of 
oxygenation on aromatic 
absorption 
 more acidic/electron-accepting 
than  than aliphatic alcohol, 
may have crisper interaction 
with ion-exchange column,  
Levoglucosan              
 
Slightly polar 
 Tracer of wood combustion 
 want to see affect of actively 
bridging oxygen and alcohol 
groups on absorption.  
Hopefully elutes out with 
Neutral compounds peak. 
  A prevalent known compound 
found in oak  
methanol 
 
Polar 
 Seen in tarry emission 
 interested to see how a simple 
alchohol absorbs compared to 
sample mixture 
 Readily available and soluble in 
aqueous mobile phase 
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acetic acid                      
 
polar 
 Similarly to monodicarboxylic 
WSOC group noted by 
Decessari et al. 2001. 
 Hope to use as standard with 
monocarboxylic group, seen in 
tarry emissions and wood 
combustion 
formic acid                
 
polar 
 Similarly to monodicarboxylic 
WSOC group noted by 
Decessari et al. 2001 
 Hope to use as standard with 
monocarboxylic group, seen in 
tarry emissions and wood 
combustion 
pthalic 
 
polar 
 Hope to use as standard with 
dicarboxylic group 
 want to see effect of 
aromaticity in dicarboxylic 
group 
 seen in tarry emissions 
adipic 
 
polar 
 Hope to use as standard in 
dicarboxylic group 
 want to compare with aromatic 
phthalic acid 
Succinic 
 
polar 
 Hope to use as standard in 
dicarboxylic group 
 want to compare column 
interaction and absorption with 
longer chain adipic and 
aromatic phthalic acid 
humic acid (this 
molecule is an 
example)   
 
Polar and 
nonpolar, 
may have a 
range of 
polarities, 
depending 
on the 
number  
active polar 
functional 
groups 
 Structuallly, close represent 
large, cyclic, oxygenated high 
molecular weight species with 
acidic functional groups 
 Interested in absorption 
spectra and how diffuse 
retention peak is  
Table 3.1:  Possible Standards (continued) 
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The above candidates are recognizable by categories of functional group and polarity, arranged 
below in Table 3.2.  In fact, the standards are categorizable into following groups: 1) 
Neutral/basic compounds (NB) 2) Mono/di carboxylic acids (MDA) and 3) Polyacidic acids (PA).  
Each of these functional groups has a different electrostatic relationship with respect to an 
anion-exchange column, and it is expected that the functional group with more electronegative 
(polar) functional groups, such as humic acid, would have the strongest interaction and be the 
last separation eluated from the column.  Within the 3 aforementioned subgroups (NB, MDA, 
PA), however, exist a range of molecules, with different polarities, acidities, and level of 
aromaticity (see Table 3.2).  
Table 3.2: Classifying the candidates: (the highlighted compounds in all capital letters are aromatic) 
Continuum of Polarity Neutral/basic Mono-acidic Di-Acidic Polyacidic 
non-polar (water-insoluble)  TOLUENE    
 BENZENE    
 PHENOL    
 levoglucosan    
 methanol    
  acetic acid   
  formic acid   
   PTHALIC  
   Adipic   
   succinic HUMIC ACID 
Polar (water-soluble)     
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In the “mixing-and-matching” of these properties across the 3 groups, phenol, phtalic acid, and 
humic acid were chosen as standards because these molecules species have aromatic/cyclic 
character AND oxygenated functional groups, both of which properties increase the likelihood of 
absorption in the >500nm part of the visible spectrum.  
3.4  HPLC Instrument Setup 
3.4.1  HPLC Instrument & Operation Conditions 
The Shimadzu Prominence® High Performance Liquid Chromatograph used in this experiment is 
actually a series of instruments working together to provide data.  The LC-20AT controller was 
the central enabler of the instrument, sending operational signals to different parts of the 
instrument.  The LC Solutions® program, which gave direction to the controller, set and 
controlled the operational parameters of the instrument, such as column oven temperature, 
solvent throughput rate, gradient selection, and storing chromatographic and absorption 
information.  In this experiment, a slightly basic mobile phase (tris-buffered at pH 8) was used to 
remove acidic protons from sample mono/di-carboxylic acids and polyacids, creating anionic 
forms of these two groups that were separated by the ion-exchange column.  The LC-20AT 
controller controlled the delivery of gradient concentrations of chloride (Cl-) and perchlorate 
(ClO4
-)ions which were used to displace anionized MDA and PA from ion-exchange column.  
Compounds which are neutral or basic (NB) do not easily assume anionic forms that adhere to 
the ion-exchange surface and pass through the column faster than MDA and PA.  The chloride 
gradient is less potent and gives a more delicate separation than the perchlorate gradient, thus 
fine-tuning the ability of the column to distinguish molecules of similar affinity. 
The HPLC was equipped with a 4-bottle solvent system, lined with PTFE caps to seal against 
moisture, dust, and other ambient contaminants.  The four bottle system was made of four 
solvents: 
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1) a pure mobile phase made of 0.02M Tris-hydroxylmethyl-aminomethane  
    buffer, 10% methanol in water.   
  2) the “weak” eluating phase of 0.4M NaCl, 0.02M Tris-hydroxylmethyl- 
                aminomethane buffer, 10% methanol in water. 
3) the “strong” eluating phase of 0.4M NaClO4, 0.02M Tris-hydroxylmethyl-  
    aminomethane buffer, 10% methanol in water. 
4) a QC eluent, strictly designated for testing the column quality, was made of  
    35mmol/liter NaCl and 20mmol/l of Tris HCl (buffered at pH=8.0).  A 20 µl  
    sample of 0.1g/liter cytidine-5’-monophosphate was injected through the solvent 
    stream and the number of theoretical plates of the column, a measure  
    of the crispness of column peaks, was calculated. This QC solvent was used strictly for 
    QC analysis, and not mixed with any of the other 3 bottle solutions at any point during 
    the operation of the HPLC column.     
The solvents were introduced through an LC-20AT Degasser which screened out bubbles and 
gas.  The solvent streams were then mixed for gradient analysis via a 4-way pump (with a 2.5 ml 
mixing volume though this is adjustable) and were then passed through the LC-20AT 
Autosampler, where samples were injected.  The solvent stream was then passed through to the 
LC-20AT column oven, where the guard and chromatographic column (25cm length x 1.4mm ID, 
complete with 2.5µm packing) were set to 25ºC, as everything else is in this experiment.  The LC-
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20AT Photodiode array Detector recorded the 190-800nm absorption spectrum of the column 
species at 4.1667 times a second over chromatographic time period of 65 minutes. 
3.4.2  Developing a Gradient Method  
The Shimadzu Prominence HPLC system used in this experiment allows the advantage of using 
two separate elution phases: 0.4M NaCl for “delicate” separations and 0.4M NaClO4 for 
resolving sample mixtures.  
Initially, test trials were implemented to determine whether using only the “strong knob” eluent 
(NaClO4) in a very gradual manner or using only the weak knob eluent in an aggressive manner 
could sufficiently resolve WSOC.  The results are shown below in Figures 3.3, 3.4, and 3.5.  
 
Figure 3.3: Gradient Method: Slow increase of potent 0.4M NaClO4 to 3% [cross-grad2 (3% clo4)]   
(cross-gradient protocol ramped linearly to 65 min until NaClO4 phase was 3% of mobile phase flow 
volume) 
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Figure 3.4: Slow gradient increase of potent 0.4M NaClO4 to 40% [cross-grad2 (40% clo4)] 
(cross-gradient protocol ramped linearly to 65 min until NaClO4 phase was 40% of mobile phase flow 
volume) 
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Figure 3.5: Method: Aggressive gradient using less potent 0.4M NaCl solution [cross-grad2 (0% 
clo4)(30%cl)]  
(cross-gradient protocol ramped linearly to 65 min until NaCl phase was 30% of mobile phase flow 
volume) 
  
All three figures show a three-dimensional representation of the absorption, retention time, and 
wavelength.  All three of these methods separated the WSOC into two distinct peaks, but given 
the possible mixture of organic compounds in WSOC, more resolution is desired. Decesari et al. 
2000 were able to obtain three peaks via ion-exchange chromatography using one elution 
gradient.  Furthermore, Figure 3.4 shows the potential for the second elution peak at 25 min to 
be better resolved. 
The next set of experiments used the strong knob eluent with a moderate ramp to set a baseline 
ionic strength. Above this value, the weak knob eluent could be used to gently separate OC with 
similar threshold  column affinities. Figures 3.6 and 3.7 below show a refined separation of the 
“two-peak” results seen earlier, especially when increasing the target percent of perchlorate 
and decreasing the target percentage of chloride elution phase.   
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Figure 3.6: Two Solution Gradient Method: cross-grad2 (3% clo4)(30%cl) 
(cross-gradient protocol ramped linearly to 65 min until NaCl phase was 30% of mobile phase volume.  
NaClO4 phase was maintained at a baseline 3% of mobile phase flow volume) 
  
 
 
Figure 3.7: Two Solution Gradient Method: cross-grad2 (20% clo4)(25%cl) 
 (cross-gradient protocol ramped linearly to 65 min until NaCl phase was 25% of mobile phase volume.  
NaClO4 phase was maintained at a baseline 20% of mobile phase flow volume) 
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From this point, finding the right combination is a matter of adjusting the target percentages of 
the two eluates to produce good chromatographic separation of WSOC.   Ultimately, the target 
percentages used to resolve WSOC with the best results are: 10% perchloride solution and 10% 
chloride solution. The results are shown in Figure 3.8 below. 
 
Figure 3.8: The Optimal method WINNING Method: cg10%cl10%clo4.lcm  
(cross-gradient protocol ramped linearly min 5-25 until NaCl phase was 10% of mobile phase volume 
and maintained while the NaClO4 phase was linearly ramped from min 25-65 until 10% of mobile phase 
flow volume) 
 
This figure shows four prominent peaks spread out over the course of the chromatogram.  This 
indicates a separation of WSOC components into classifiable categories of column interaction.  
In the next section, this interaction will be quantified with respect to phenol, phthalic and humic 
acid standards. 
3.4.3  Cross-Gradient Method on Ion-Exchange Column 
A cross-gradient method was designed to enhance resolution and separation.  The 
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chromatographic column operated at 1 ml/min, at a column oven temperature of 25 °C.  Only 
the mobile-phase (0.02M Tris-hydroxylmethyl-aminomethane buffer, 10% methanol in water) 
was run from minute 0 to 5 to ensure any mobile residue was flushed away from the column. 
Subsequently, the sodium chloride eluate (0.4M NaCl, 0.02M Tris-hydroxylmethyl-
aminomethane buffer, 10% methanol) was linearly ramped from 0% to 10% of total flow 
between minute 5 and minute 25. Being the weaker of the two displacement anions, chlorine 
was introduced first and gradually eluted neutral and weakly anionic extract fractions.  The 
sodium perchlorate eluate (0.4M NaClO4, 0.02M Tris-hydroxylmethyl-aminomethane buffer, 
10% methanol in water) was then run linearly from 0% to 10% of total flow from minute 25 to 
minute 65, to retrieve the stronger-bonding organic carbon.  Following this, the sodium 
perchlorate eluate was ramped up to 70% of total flow to remove any residual organic 
molecules, and then ramped down to 0% of total flow to minute 80.  At this point, the mobile 
phase was allowed to gain a 100% of total flow, and was run until minute 90 in order to 
equilibrate the column for analysis of the next sample.  
Aside from the eluting anions, chloride and perchlorate, other items in the solvent phases had 
specific roles in the experiment.  Tris-hydroxylmethyl-aminomethane was added to maintain a 
steady pH of 8, as needed for proper column performance.  Ten percent methanol in water, an 
organic modifier, was added to minimize the “non-specific” (e.g. hydrophobic) interaction 
between organic molecule and the adsorbent surface, thus making the binding electrostatic 
polar interactions more efficient (Gerstner et al. 1995)32.  
There were other details to keep in mind with regard to the HPLC: 
                                                          
32
 Gerstner et al. 1995 stated that “with these non-specific interactions minimized, the oligonucleotide [an 
organic macromolecule], binding primarily in an electrostatic mode, can be efficiently and completely 
displaced.”  The paper also suggested that increases of methanol (e.g. doubling the percentage of methanol 
used) or changing the organic modifier used in the buffer (e.g. ethanol, acetonitrile) did not seem to make 
much difference in term of separation quality. 
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 To ensure the IEC column is operating at manufacturer's specifications, the column was 
tested before the first analysis and after every 50 injections.  This job order was built 
into the HPLC autosampling sequence: a quality control sample vial of 0.1g/liter 
cytidine-5’-monophosphate was injected and run through the column using a mobile 
phase made of 35mmol/liter NaCl and 20mmol/l of Tris HCl (buffered at pH=8.0), per 
manufacturer’s suggestion.     
 Calibration curves of standards were determined at 254nm.    
  
Figure 3.9: Example of HPLC data gathered from a sample 
 
3.5  OC/EC Analysis 
OC/EC measurements were performed on each filter before and after extraction, in order to 
quantify the amount of WSOC recovered (OC after extraction) versus total carbon (carbon 
before extraction).  The “quartz-bond v-1 file” temperature protocol (see Appendix A.1) was 
used on the Sunset Laboratory OC/EC analyzer to desorb the organic carbon (μg C/cm2) from the 
 
 
86 
blanks, standards, and combustion sample filters.  Since the WSOC concentration was measured 
along with organic carbon and total carbon loading, the percentage of extract WSOC can be 
calculated with respect to OC and TC33:  
100% 


OC
WSOCOC
OCtoWSOC  and 100% 


TC
WSOCTC
TCtoWSOC  
3.6  Stand-Alone UV Spectrophotometer: Analysis of Standards 
 The standard concentrations were also checked for their relationship between concentration 
and absorbance (254nm) using the Molecule Devices 384 Spectramax 96-well 
spectrophotometer.  Each of the above-mentioned standards had five points of concentration 
from which a calibration curve was produced.  The range of each standard concentration 
(absorption vs concentration at 254nm) was used to test the linearity of the calibration curves 
and explore their relationship to sample mixtures. 
3.7  Accuracy and Precision of Instruments 
Each measurement has an accuracy (i.e. proximity to true value) as well as precision 
(reproducibility of a given value).  The Sunset Laboratory OC/EC Analyzer used in this 
experiment delivers best results34 when measuring carbon loadings between 5 and 400 µg/cm2, 
and has a lower detection limit is 0.2 µg/cm2 for OC and EC.  In this scenario, the analyzer 
measures OC and EC to an accuracy of 5-10% and precision of 4-6% RSD (relative standard 
deviation).  The relative standard deviation applies to total carbon as well as OC/EC analysis.  
The Shimadzu Prominence HPLC has an accuracy and precision associated with both its 
autosampler and photodiode array detector.  The HPLC autosampler can sample an analytical 
volume to an accuracy within 1% and precision within 0.3% RSD.  The HPLC photodiode array 
                                                          
33
 Where Total Carbon (TC) equal Organic Carbon (OC) plus Elemental Carbon (EC) 
34
 http://www.sunlab.com/ 
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detector, which has a path length of 10mm and cell volume capacity 12µl, is accurate in its 
wavelength measurement to within 1nm and is precise to within 0.1nm.  Furthermore, it is has 
baseline noise of 0.5*10-5 AU and has photometric linear response to 2.5 AU.   
3.7.1  Blank Measurements 
Blank measurements were taken as baseline values for measurements taken by the HPLC and 
OC/EC analyzer, to correct out background signal from sample signal. 
3.7.1.1  OC/EC Analyzer 
For OC/EC analysis, four levels of blank measurement were taken.  Each blank built upon the 
level of contamination in the blank preceding it.    First are instrument blanks, which determine 
the amount of OC or EC present as systematic error within the analytical cavity of the OC/EC 
analyzer prior to inserting filter sample.  This is the basest of baselines: it indicates if residual 
sources of carbon outside the experimental setup are offsetting the OC or EC measured.  We see 
on average 0.12 µg OC/cm2 and no EC can be attributed to the contamination from the 
instrument itself.  The second blank is a filter blank, which analyzes the contribution of non-
sample carbon from filters used in the experiment.  Although the filters were pre-baked and 
sealed in storage prior to use, these are analyzed for possible contamination as well.  On 
average, the filter blank showed 0.33 µg/cm2 of OC (more OC than the instrument blank value) 
and no EC present on the filters.  The third blank is an extraction solvent blank to test the purity 
of the water used in aqueous environments to perform extractions from the filters which will be 
analyzed on the OC/EC analyzer and HPLC-PDAD.  The water aliquoted on the filter prior to the 
extraction process yielded on average 0.54 µg/cm2 of OC and no EC, while post-extract water 
yielded on average 0.75 µg/cm2 of OC.  As expected, the amount of OC found increased as we 
factor in each layer of our blank analysis. 
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 The fourth and last blank is a dynamic blank, which tests the amount of carbon on the quartz 
filter as a result from contamination of the inlet sampling system without the presence of 
smoke. Prior to extraction the dynamic blank averaged 1.0 µg/cm2 of OC, while post extraction 
averaged 16.6 µg/cm2 of OC.  The dynamic blank has the highest baseline amount of OC, which 
as mentioned earlier is to be expected.  It is important to note that the amount EC measured is 
below the level of detection (0.2 µg/cm2) of the analyzer.  A summary of all the blanks is 
provided in Table 3.3 below. 
Table 3.3: OC/EC Results of Background Blanks 
Filter ID Sample 
OC 
(µg/cm
2
) 
OC error 
(µg/cm
2
) 
EC 
(µg/cm
2
) 
EC error 
(µg/cm
2
) 
N/A Instrument blank 1 0.11 0.21 0 0.2 
N/A Instrument blank 2 0.04 0.2 0 0.2 
N/A Instrument blank 3 0.21 0.21 0 0.2 
Q12F-1008 Filter Blank 1 0.56 0.23 0 0.2 
Q12F-1009 Filter Blank 2 0.09 0.2 0 0.2 
Q12F-1007 Extraction Solvent Blank (Pre-extract) 0.54 0.23 0 0.2 
Q12F-1007 Extraction Solvent Blank (Post-extract) 0.75 0.24 0 0.2 
Q12B-1006 Dynamic Blank 1 (Pre-extract) 1.18 0.26 0 0.2 
Q12B-1006 Dynamic Blank 1 (Post-extract) 18.8 8.8 0 8 
Q12B-1007 Dynamic Blank 2 (Pre-extract) 0.82 0.24 0 0.2 
Q12B-1007 Dynamic Blank 2 (Post-extract) 14.4 8.8 0 8 
 
3.8  Method Summary 
Chips of oak were selected because it was a cost-effective, readily-available wood of more 
uniform grain compared to pine and eucalyptus, and had the highest average emission rate of 
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organic carbon of the three woods.  The oak chips were burned inside a combustion chamber 
located inside a laboratory fume hood.  The chips were burned under two different 
temperatures and under aerobic vs. anaerobic conditions, a total of four different combustion 
environments. The smoke was captured simultaneously onto quartz and Nuclepore® filters.  
Subsequently, four types of aqueous solutions that mimic various conditions of atmospheric 
water (e.g. cloud droplets) were then used to dissolve the water-soluble component from 
sample filters.  The water insoluble component was filtered out, leaving the water-soluble 
fraction available for further analysis.  The post-extraction methodology is illustrated in Figure 
3.10 below. 
With the aid of a Shimadzu Prominence® high performance liquid chromatograph (HPLC), the 
extract was fractionated across a Toso-Haas® Anion-Exchange DEAE-TSK gel column (25cm 
length x 1.4mm ID, complete with 2.5µm packing) using two orthogonal cross-gradient solutions 
of chloride and perchlorate.  Downstream of the ion-exchange column, a Shimadzu SPD-M20A 
photodiode array detector (PDA) measured ultraviolet/visible absorption from 190 to 800 nm 
over the time span of each analysis.   
Pure compounds were also introduced directly into both to HPLC and 96-well 
spectrophotometric analysis, and served as benchmark standards of known chemical identity 
which could be compared against the water affinity and UV-vis absorption properties of WSOC 
from oak combustion.  Filter-extracted standard compounds of known concentration and 
identity were also used as a baseline to understand the retention time and UV-vis absorption 
characteristic in our WSOC samples.  Direct analysis of pure compound (i.e. without filter spike) 
introduced directly into the HPLC and the 96-well spectrophotometer was designed to isolate 
any effects from using a filter for extraction. Though beyond the scope of this experiment, part 
 
 
90 
of the experiment will entail comparing the absorption of the HPLC-fractionated components 
against the total absorption of unfractionated extract as measured by a Molecule Devices 384 
Spectramax Plus® 96-well spectrophotometer.  In addition, 
OC/EC analysis is also done, via a Sunset Laboratory OC/EC Analyzer. The organic carbon (OC) 
loading for each filter was analyzed before and after solvent extraction to determine percentage 
of OC recovered as water soluble organic carbon (WSOC). Finding complete mass closure, 
however, between the HPLC WSOC fractions and unfractionated OC directly from smoke-
generated sample is beyond the scope of this experiment and was not looked at.  Also beyond 
the purview of this experiment is investigating the mass absorption cross-section, which 
requires knowing the absorption spectrum of WSOC (UV-vis spectrophotometer) along with its 
mass content (OC/EC analysis).  The sampled filters will also undergo parallel organic 
carbon/elemental carbon analysis.  Figure 3.10 summarizes the methodology of the experiment. 
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Figure 3.10:  Methodology of Experiment 
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CHAPTER 4: RESULTS FROM THE EXPERIMENT 
4.1  Quality Control Measures 
4.1.1.1  HPLC-IEC 
The chromatographic quality of the ion-exchange column is assessed here. A QC standard 
(0.103±0.001 g/l cytidine-5’monophosphate) was eluted isocratically with a solution of 35 mmol 
NaCl, and 20mmol Tris-HCl in 1 liter of water. Quality control results from 3 consecutive 
chromatography runs on the IEC column are shown in Figure 4.1 and Table 4.1.   
.   
Figure 4.1: QC Test of Ion-Exchange Column 
The IEC column had an average retention peak time is 10.325min (σ=0.056), and average 
separation ability N= 2176.3 (σ =262.0) theoretical plates35 (see Table 4.1). A well-functioning 
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IEC column should deliver a QC peak that is sharp and symmetric; the average asymmetry factor 
w0.1, which compares the symmetrical quality of the forward and back-widths from the 10% 
peak height, is w0.1 =1.476 (σ =0.005).  Both these values meet quality control specifications 
(N≥1300 plates and w0.1 =0.8 to 1.6) of the manufacturer. 
Table 4.1: OC/EC Results of Background Blanks 
Sample 
Label 
Retention 
Peak 
Time 
(min) 
Width at 
half-
height 
Backward 
Width 
(min) 
Forward 
Width 
Theoretical 
Plates (N) 
Asymetry 
Factor 
(w0.1) 
QC-1 10.26667 0.53867 0.43734 0.64533 2012.4421 1.47558 
QC-2 10.33067 0.53867 0.44267 0.656 2037.6105 1.481917 
QC-3 10.37867 0.4907 0.448 0.66 2478.341 1.473214 
 
Given that the IEC column operates above quality control specifications, an instrument blank 
test was then performed using the HPLC cross-gradient method.  Figure 4.2 shows the 
absorption at 254nm over for 5 trials. 
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Figure 4.2: Instrument Blank Test of Ion-Exchange Column (Absorption at λ=254nm) 
 
All 5 water samples exhibit identical features, which include a broad mound between 10 min 
and 20min, and a sharp peak at the ~59th minute.  These features may be the result of small 
impurities in the water sample, or products of the cross-gradient i.e. chloride and perchlorate 
ions.  Most important, however, is that the signal is repeatable (see Table 4.1), and can thus be 
subtracted as background signal. The average retention time for the sharp peak over the 5 
instrument blanks is 58.865 min, with a relative standard deviation (RSD) of less than 1%.  The 
average absorbance of this peak is 0.2587 with a RSD=2.6%. 
 
    
-0.005
0.045
0.095
0.145
0.195
0.245
0.295
0 10 20 30 40 50 60 70
A
b
so
rp
ti
o
n
 U
n
it
s 
(A
U
) 
*1
0
 -5
 
Retention Time (min) 
HPLC-IEC Blanks: Pure Water 
PureWater1 PureWater2 PureWater3
PureWater4 PureWater5
 
 
95 
Table 4.2: Results of Pure Water Blanks 
 
(Peak) Absorbance 
Units * 10 -5 
Retention 
Time (min) 
PureWater1 0.2716 58.917 
PureWater2 0.2586 58.832 
PureWater3 0.2563 58.843 
PureWater4 0.2539 58.821 
PureWater5 0.2531 58.912 
Average Value 0.2587 58.865 
Standard Dev 0.0067 0.041 
Relative Std 
Dev 2.6048 0.070 
On a similar note, the water extraction blanks (i.e. blanks from pure water that have gone 
through the extraction process) have identical features to the chromatograms of pure water 
seen in Figure 4.2, with a broad mound between 10-20 min, and a sharp peak with an average 
retention time of 58.886 min (RSD less than 1%) as seen in Table 4.2. A chromatogram averaging 
the 5 pure water trials is overlaid to highlight the repeatability of these two sets of blanks, as 
seen in Figure 4.3. 
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Figure 4.3: Water Extraction Blank Test of Ion-Exchange Column (Absorption at 254nm) 
Table 4.3: Results of HPLC Water Extraction Blanks 
 
Absorbance 
Units * 10 -5 
Retention 
Time 
(min) 
Water Extraction Solvent Blank-1 0.1409 58.773 
Water Extraction Solvent Blank-2 0.1475 58.837 
Water Extraction Solvent Blank-3 0.1709 58.949 
Water Extraction Solvent Blank-4 0.1732 58.939 
Water Extraction Solvent Blank-5 0.2261 58.859 
Water Extraction Solvent Blank-6 0.1901 58.960 
Average Value 0.1748 58.886 
Standard Dev 0.0282 0.068 
Relative Std Dev 16.1532 0.116 
-0.05
0
0.05
0.1
0.15
0.2
0.25
0.3
0 10 20 30 40 50 60 70
A
b
so
rp
ti
o
n
 U
n
it
s 
(A
U
) 
*1
0
 -5
 
 
Retention Time (min) 
HPLC-IEC: Water Extraction Blanks 
Average of PureWaters Water Extraction Solvent Blank-1
Water Extraction Solvent Blank-2 Water Extraction Solvent Blank-3
Water Extraction Solvent Blank-4 Water Extraction Solvent Blank 5
Water Extraction Solvent Blank-6
 
 
97 
The filter and dynamic blanks have the same chromatographic structure (mound at 10-20 min, 
sharp peak at ~59 min), as pure water and water extraction blanks, but also have a couple of 
additional features (see Figure 4.4).  The dynamic blanks have a small peak at ~24 min which 
indicates the presence of some type of absorbing compound—possibly some OC from within 
from the sampling system.  This is is entirely plausible given that the dynamic blanks registered 
the presence of more OC in the OC/EC analysis.  Figure 4.5 offers a closer look at the dynamic 
blank retention times. The pair of pre-extract dynamic blanks were analyzed 5 days apart, and 
the retention time of the small peaks seem to have shifted by ~0.6min (from ~24.3 to ~24.9min 
); the post-extract dynamic blanks shifted by 1.2 min (from ~23.55 to ~24.7min ).  Interestingly, 
this shift indicates the possibility that OC can change chemically or physically in a manner that 
evolves its solubility properties on the timescale of days.  Filter blank 1 and filter blank 2 also 
show a peak in this region at 24.7 min, indicating a small, possible systematic source of OC on 
those particular filters which is detected by both the OC/EC analyzer and HPLC.  Both filter 
blanks also have a double peak at 13.7 and 14.1 min; suprisingly the dynamic blank has a lower 
abosrbance in this region compare to the filter blank, so it is quite plausible the contamination 
was localized to those particular filters.   
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Figure 4.4: Filter & Dynamic Blanks Chromatogram (Absorption taken at 254nm) 
 
Figure 4.5: Filter & Dynamic Blanks Chromatogram (Fig 4.4 zoomed in) (Absorption taken at 254nm) 
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The solvents were also injected into the HPLC at their extractant concentrations (0.004 M NaCl, 
0.003M HCl, 0.004M (NH4)2SO4 .004 M KCl, as they are part of the overall background signal.  
Figure 4.6 illustrates that these solvent blanks also exhibit the same chromatography as the pure 
water and water extraction solvent, and are reproducible and dependable enough to  subtract 
as part of the overall background signal.  
 
Figure 4.6: HPLC Solvent Blanks 
4.2  Choosing and Calibrating Standards 
Standard compounds used for the experiment must have clear, defined peaks and have 
concentration scale linearly with absorption.  While not needing to necessarily overlap exactly 
with WSOC peaks, the standards should provide a clear “yardstick” for evaluating WSOC. Figures 
4.7 through 4.11 below illustrate the absorbance intensity vs. retention time for all three 
standards, at 254 nm.  Associated standard concentrations are found in Tables 4.4 to 4.8. 
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Figure 4.7: Phenol Standards on HPLC 
Table 4.4: Phenol Standards on HPLC 
 Phenol Conc (M) 
Absorbance 
Units 
Phenol Standard 1 0.0040 1.8378 
Phenol Standard 2 0.0016 0.7567 
Phenol Standard 3 0.0006 0.2592 
Phenol Standard 4 0.0003 0.0620 
Phenol Standard 5 0.0001 -0.0100 
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Figure 4.8: Pthalic Acid Calibration Curve 
 
Table 4.5: Pthalic Acid Standards on HPLC 
 
Pthalic Acid 
Conc (M) 
Absorbance 
Units 
Pthalic Standard 1 2.0062 2.0878 
Pthalic Standard 2 0.8025 0.8507 
Pthalic Standard 3 0.3210 0.3082 
Pthalic Standard 4 0.1284 0.0520 
Pthalic Standard 5 0.0514 -0.0193 
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Figure 4.9: Oxalic Acid Standards on HPLC 
Table 4.6: Oxalic Acid Standards on HPLC 
 
Oxalic Acid 
Conc (M) 
Absorbance 
Units 
Oxalic Standard 1 0.0666 2.7640 
Oxalic Standard 2 0.0267 1.3465 
Oxalic Standard 3 0.0107 0.5847 
Oxalic Standard 4 0.0043 0.2481 
Oxalic Standard 5 0.0017 0.0990 
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Figure 4.10: Levoglucosan Calibration Curve 
 
Table 4.7: Levoglucosan Calibration Curve 
 
Levoglucosan 
Conc (M) 
Absorbance 
Units 
Levoglucosan Standard 1 0.0267 -0.0512 
Levoglucosan Standard 2 0.0107 -0.0591 
Levoglucosan Standard 3 0.0043 -0.0658 
Levoglucosan Standard 4 0.0017 -0.0669 
Levoglucosan Standard 5 0.0007 -0.0670 
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Figure 4.11: Humic Acid Calibration Curve 
 
Table 4.8: Humic Acid Calibration Curve 
 
Humic Acid Conc 
(g in 20ml water) 
Absorbance 
Units 
Humic Acid 1 0.0020 0.3581 
Humic Acid 2 0.0008 0.0997 
Humic Acid 3 0.0003 -0.0016 
Humic Acid 4 0.0001 -0.0421 
Humic Acid 5 0.0000 -0.0605 
 
Three of the five standard compounds have peaks with defined retention times that also scale 
with concentration—phenol, pthalic acid, and humic acid.  The oxalic acid peak seems to scale 
with concentration, but does not show a defined peak or retention time.  Conversely, 
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levoglucosan has a defined peak/retention time but, by comparing Standard 2 and Standard 5 
for example, does not appear to scale with concentration.  
The actual peak retention times for phenol, pthalic acid and humic acid are 18.405, 46.805 and 
58.789 minutes, respectively, and span a duration of 40.384 minutes, as seen in Fig. 4.12   
 Figure 4.12: Chromatogram of the 3 Chosen Standards 
Each peak covers a unique region of retention time.  Given that the ion-exchange column 
categorizes compounds according to their electrostatic interactions, it make sense that the 
order of the retention peaks progresses from the least anionic (i.e. phenol) to the most anionic 
(i.e. humic acid, a deprotonated polyacid).  We can quantify the column interaction for each 
peak by calculating the capacity factor k’:  
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where tr equals the retention time and tm equal the unretained solute retention time. 
In this case the ‘wiggle’ in absorbance with the retention time tm =2.715 min is the detection of 
the unretained solute; the calculation of capacity factors can be done for phenol, phthalic and 
humic acid (listed below in Table 4.9). 
Table 4.9: Capacity Factors for Standards 
Standard 
Compound 
Retention 
Time 
Capacity 
Factor 
phenol 18.405 5.780 
pthalic acid 46.805 16.242 
humic acid 58.789 20.656 
Compared to phenol, phthalic acid has 2.8 times the interaction ability with the ion-exchange 
column while humic acid has ~3.57 times more than phenol.  Humic acid has 27% more 
interaction than pthalic. 
The standard concentrations were also checked for their relationship between concentration 
and absorbance (254nm) using the Molecule Devices 384 Spectramax 96-well 
spectrophotometer, which has a photometric accuracy of 0.006 AU ± 1.0%, and a photometric 
precision of 0.003 AU ± 1.0% which applies to a photometric range of 0-2.0 AU. See Figures 4.13 
to Figures 4.17 below. 
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Figure 4.13: Oxalic Acid Calibration Curve 
 
 
Figure 4.14: Levoglucosan Calibration Curve 
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Figure 4.15: Phenol Calibration Curve 
 
 
Figure 4.16: Pthalic Acid Calibration Curve 
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Figure 4.17: Humic Acid Calibration Curve 
 
These calibration curves above indicate that these standards have absorbances that are fairly 
linear in concentration: all R2 values are 0.97 or higher.  Although levoglucosan has an R2 value 
of 1, it has an unexplained negative absorbance, rendering it undesirable as a standard at this 
time.  Phenol, pthalic acid, and humic acid appear promising as standards, and likely to replicate 
some of the constituencies and absorption features of WSOC.  In addition, their concentration-
to-absorbance relationship is linear.  Hence, phenol, pthalic acid, and humic acid are chosen as 
the standards to represent, neutral/basic compounds (NB), mono/di-acidic compounds (MDA), 
and polyacidic (PA) compounds, respectively. 
4.3Total Carbon Characterization  
4.3.1  Images of Combustion Product 
In the initial moments after dropping the oak tabs into combustion chamber, a whitish vapor 
was produced and was followed by dark smoke.  The combustion products on the quartz filters 
were imaged using scanning electron microscopy (SEM).  Figures 4.18 and 4.19 are images of 
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combustion products exposed to anaerobic and aerobic conditions at ~450-500º Celsius.  The 
anaerobic conditions generate gummy, aggregated particles, while aerobic conditions beget 
products which are more clearly formed yet still aggregated.  Both images show products that 
seem to be less than 1µm in size, confirming the efficacy of the 10µm and 1µm impactors used. 
 
Figure 4.18: SEM Image of Filter Exposed to Anaerobic Combustion 
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Figure 4.19: SEM Image of Filter Exposed to Aerobic Combustion 
 
4.3.2 Sample Filters: OC/EC Analysis 
None of the sample punches exceeded the loading threshold (400µg/cm2) of the OC/EC 
analyzer, a limitation that is set for optimal accuracy and precision readings. Certain features of 
filter collection were plainly visible: the higher temperature 850ºC collection filters had a black 
color, compared to that of 450ºC which had a more brown color. This blackish color comes from 
elemental carbon found in both aerobic and anaerobic combustion at 850ºC, pre-extraction (see 
Table 4.10).  The next section focuses on analyzing the recoverable fractions of WSOC from the 
organic carbon and total carbon of these samples. 
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Table 4.10: OC/EC Analyzer Results 
Filter ID Sample 
OC 
(µg/cm
2
) 
OC error 
(µg/cm
2
) 
EC 
(µg/cm
2
) 
EC error 
(µg/cm
2
) 
Q12F-1007 
Water Extraction Solvent Blank 
(Pre-extract) 0.54 0.23 0 0.2 
Q12F-1007 
Water Extraction Solvent Blank 
(Post-extract) 0.75 0.24 0 0.2 
Q12B-1006 Dynamic Blank 1 (Pre-extract) 1.18 0.26 0 0.2 
Q12B-1006 Dynamic Blank 1 (Post-extract) 18.8 8.8 0 8 
Q12B-1007 Dynamic Blank 2 (Pre-extract) 0.82 0.24 0 0.2 
Q12B-1007 Dynamic Blank 2 (Post-extract) 14.4 8.8 0 8 
Q12B-1009 450 anaerobic (Pre-extract) 169.64 8.68 4.52 0.43 
Q12B-1009 450 anaerobic (Post-extract) 176 16.8 0 8 
Q12B-1010 850 anaerobic (Pre-extract) 210.52 10.73 144.97 7.45 
Q12B-1010 850 anaerobic (Post-extract) 148.8 15.6 0 8 
Q12F-1005 850 aerobic (Pre-extract) 193.14 9.86 53.75 2.89 
Q12F-1005 850 aerobic (Post-extract) 59.2 10.8 0 8 
Q12F-1006 450 aerobic (Pre-extract) 69.45 3.67 2.29 0.31 
Q12F-1006 450 aerobic (Post-extract) 57.2 10.8 0 8 
 
4.3.3  Extraction by acidic and salt solvents  
The filter samples were subjected to extraction by five aqueous environments, as seen below in 
Table 4.11.  In evaluating the extraction recovery of WSOC from the samples measured, we use 
OC/EC to analyze the carbon content of the residual filters. We assume that none of the carbon 
recovered in the water-soluble form is elemental carbon, and therefore that all the carbon 
quantified post-extraction is organic.  This is confirmed by the OC/EC measurement of post-
recovery solutions, in which all recovery quantities of elemental carbon yielded 0 ± 0.2µg C/cm-
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3. In Table 4.11, the three rightmost columns describe the average WSOC/TC (with 
accompanying standard deviation and relative standard deviation) of each of the combustion 
conditions over the range of the five aqueous environments used for extraction.  
Table 4.11: Ratio of Water-soluble organic carbon versus Total Carbon 
WSOC/TC 
Water 
Extract 
HCl 
Extract 
NaCl 
Extract 
(NH4)2SO4 
Extract 
KCl 
Extract 
Average 
per 
combustio
n condition 
Std Dev per 
combustion 
condtion 
Relative Std 
Dev per 
combustion 
condtion 
450 
Anaerobic 
1.011 0.547 0.691 0.611 0.583 0.689 0.188 27.260 
850 
Anaerobic 
0.419 0.201 0.206 0.217 0.203 0.250 0.094 37.752 
850 Aerobic 0.240 0.274 0.426 0.241 0.274 0.291 0.077 26.580 
450 Aerobic 0.797 0.814 1.188 0.998 1.015 0.962 0.161 16.755 
Average per 
extraction 
type 
0.617 0.460 0.628 0.517 0.519    
Std Dev per 
extraction 
type 
0.351 0.278 0.423 0.368 0.370    
Relative Std 
Dev per 
extraction 
type 
56.888 60.452 67.342 71.179 71.300    
 
The average recovery (i.e. WSOC/TC) for all extraction and burning conditions is 0.55 ± 0.33; this 
range is wide enough to overlap with values found in previous experiments for a whole host of 
sampling environments: 0.42-0.70 for biomass burning (Mayol–Bracero et al. 2002), 0.49-0.55 
for rural (Yu et al. 2004), 0.1-0.69 for industrial and agricultural (Facchini et al. 1999), and 0.28-
0.55 for urban (Sempere and Kawamura, 1994). 
Table 4.11 shows a wide range of recoveries—from ~20% (i.e. 0.203) to a virtual 100% recovery.  
The two highest individual recoveries came from the same combustion regime, oxygen-rich 
aerobic conditions at 450º Celsius. In particular, extraction using NaCl produced the highest 
yield of 118.5 % ± 17.2% while 101% ± 16.2 was recovered in an aqueous environment of KCl. 
Although both recoveries are higher than the theoretical yield, the maximum theoretical 
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recovery (100%) is contained within the uncertainty errors for KCl.  As for NaCl, one possible 
reason why NaCl yields slightly above the theoretical yield despite a 17.2% uncertainty may have 
to do with slight contamination with the chamber, as seen with dynamic blanks (post-
extraction).  Nonetheless, it seems that the salt environment may be stabilizing the 
polar/ionized functional groups on OC molecules, creating stable “solvent cages” in which OC 
can remain solubilized.    
The two lowest individual recoveries from Table 4.11 belong to a specific burning genre as well, 
anaerobic conditions at 850º Celsius.  This suggests that the organic carbon created at 850º 
Celsius is less polar and thus has less polar-polar interaction with ion-laden environments.  This 
is not surprising given that higher temperature combustion products are often less oxygenated, 
with larger aromatic carbon clusters due to polymerization (Evans and Milne, 1987).  Products of 
lower temperature combustion, however, are more oxygenated, smaller, and may have a higher 
charge concentration due to compactness. 
NaCl (20.6%) and KCl (20.3%) produced low values of WSOC/TC in the 850°C anaerobic 
environment; interestingly enough, these two salts have the opposite effect on products from 
aerobic conditions at 450º Celsius. Because polar entities attract other polar entities while 
“nonpolar likes nonpolar”, the salty environment which serves to stabilize polar OC may also 
serve to keep nonpolar OC locked together, particularly if more of the higher temperature 
product is less polar.  Hence this decrease in WSOC/TC may occur for energetically-favored 
reasons.  It should be noted, as well, that the 0.003N HCl and 0.004M (NH4)2SO4 solutions also 
extract relatively little WSOC for 850ºC anaerobic combustion. 
As a general rule, samples combusted at a temperature of 450º Celsius have higher extraction of 
WSOC than at 850º Celsius.  In Table 4.11, the column (3rd from the right) labeled ‘average per 
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combustion condition’ gives insight into the extraction averages for each burning condition 
regardless of extraction environment.   At least 39% more WSOC is extracted from 450ºC 
burning condition than from 850ºC.  More specifically, 450ºC anaerobic and aerobic combustion 
yield 68.9 % and 96% WSOC/TC, respectively, compared to yields from 850 smoulder and 
aerobic at 25.0 % and 29.1%.  This makes sense based on the previous argument about the 
generally more polar nature of OC generated at 450ºC.   
One surprising discovery is that aerobic conditions seem to yield higher WSOC/TC than 
anaerobic conditions for a given combustion temperature. Narukawa et al. 1999 previously 
suggested that smoldering (anaerobic) combustion may produce eight times as much WSOC 
than aerobic.  This contradiction suggests that less is known about how differences in 
combustion produce WSOC.  Nevertheless, Table 4.11 shows two consistent trends:  
1) under aerobic conditions, the pure water environment extracted less WSOC than the other 
four non-pure aqueous counterparts. 
2) under anaerobic conditions, pure water environment extracts more WSOC than the other 
environments. 
An important development to highlight is that the addition of salts or acidic elements increases 
extraction of OC from aerobic conditions while decreasing extraction from anaerobic 
combustion.  If this is true then similar salts/acids which make up an atmospheric aqueous 
environment may affect WSOC content and by extension the absorption properties of aerosols.  
Of all the “non-pure” aqueous environments, the NaCl extract (on average) has the highest 
extraction ability regardless of burning conditions.  Furthermore, NaCl has the highest individual 
collection ability among all the burning conditions except 850º Celsius, and the highest 
extraction ability on average irrespective of burning condition (~62%).  In general, the (NH4)2SO4 
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and KCl extract seems to have a middle-of-the road effect on extraction, while theHCl extract 
had the least.  One possibility for this is that the aqueous protons in the acidic solution cannot 
form as energetically favorable a “solvent cage” as the other salts. 
In addition to the averages, the relative standard deviation of the averages associated with 
burning conditions and extraction environment offers important insight.  In particular, the range 
of relative standard deviation of different burning regimes (~16-37%) irrespective of 
environment is in a totally different regime compared to the range of WSOC/TC caused by 
extraction environment (~56-71%).  Though KCl and (NH4)2SO4  have moderate WSOC/TC 
extraction they actually vary the most (greater than 70% RSD); this does, however, mainly 
depend on the contrast of WSOC/TC values at the two different temperatures. The pH extract 
has the least variability; as mentioned before this may be a side effect of protons lacking the 
“leverage” to stabilize OC in its solvated form. 
As mentioned in the preceding paragraph, the variability between combustion conditions is 
much smaller than between different aqueous environments.  A notable result from comparing 
averages and relative standard deviations is that in that the most extractive burning condition 
(450ºC aerobic) has the least variation as its extractive environment is changed (16.75% RSD)!  
This is useful to remember, particularly as one when attempting to model the contribution of 
burning condition and aqueous environment to OC absorption.  Another useful metric for 
understanding the solubility and absorption of OC is to also compare WSOC (post extraction) to 
OC of original sample before extraction.  The results are in Table 4.12 below.   
There are many similarities as well differences in the WSOC/OC ratio when compared alongside 
WSOC/TC ratio.  In Figure 4.13 below, we see the highest individual values of WSOC/OC belong 
(once again) to the temperature of 450ºC aerobic conditions.  Furthermore, the WSOC/OC 
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extraction was greatest in the salt environments of NaCl and KCl.  NaCl is once again at the high 
range of the uncertainty.  As with the WSOC/TC table, the averages per combustion condition 
(irrespective of extraction) for 450ºC (0.706 and 0.994) are higher than that of 850º Celsius 
(0.422 and 0.37), though by a narrower margin because of the higher WSOC/OC ratio for 850ºC 
than in WSOC/TC. Also on a similar note, we see that as a group, the relative standard deviation 
between combustion conditions is smaller than between extraction environments.  In another 
similarity, the anaerobic condition has higher WSOC/OC values in water than in non-pure 
aqueous solutions, while the aerobic conditions yield lower WSOC/OC values in water than in 
non-pure aqueous solutions.  
Table 4.12: WSOC/OC 
WSOC/OC 
Water 
Extract 
HCl 
Extract 
NaCl 
Extract 
(NH4)2SO4 
Extract 
KCl 
Extract 
Average 
per 
combustio
n condition 
Std Dev per 
combustion 
condtion 
Relative Std 
Dev per 
combustion 
condtion 
450 
Anaerobic 
1.037 0.561 0.710 0.627 0.599 0.707 0.193 27.241 
850 
Anaerobic 
0.707 0.348 0.348 0.367 0.342 0.422 0.159 37.731 
850 Aerobic 0.307 0.350 0.545 0.309 0.350 0.372 0.099 26.560 
450 Aerobic 0.824 0.841 1.227 1.031 1.048 0.994 0.167 16.747 
Average per 
extraction 
type 
0.719 0.525 0.707 0.583 0.585    
Std Dev per 
extraction 
type 
0.307 0.233 0.377 0.329 0.331    
Relative Std 
Dev per 
extraction 
type 
42.716 44.424 53.258 56.396 56.633    
 
Given that there are similarities between WSOC/TC and WSOC/OC, a number of differences 
exist as well.  Of the burning conditions, the lowest WSOC/OC value on average belonged to the 
850ºC aerobic conditions, instead of 850ºC anaerobic as seen before.  Furthermore, the lowest 
WSOC/OC values belong to 850 aerobic condition when combined with either water and 
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ammonium extract; this is exactly the opposite of WSOC/TC where low values were produced in 
tandem with NaCl, KCl and pH extracts.  In addition, the highest extraction of WSOC/OC per 
environment occurred in pure water (0.71), with a smaller relative standard deviation (42.7%) 
than the other extracts; in the case of WSOC/TC, NaCl was the most extractive environment but 
did not have the lowest RSD. 
 To conclude, different combinations of both burning conditions and salt/acid presence in 
aqueous environment can vary the extraction of WSOC with respect to TC from 20-100%, and 
can yield WSOC/OC values from 30% to100%. 
4.4  HPLC Results 
4.4.1  Retention Times of Sample Extracts 
Figures 4.20 to 4.24 show the chromatograms of the combustion samples extracted in five 
aqueous environments, overlaid with chromatograms of the three chosen standards.  
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Figure 4.20: HPLC Samples Extracted by Water (Absorption at λ=254nm) 
 
Figure 4.21: HPLC Samples Extracted by NaCl (Absorption at λ=254nm) 
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Figure 4.22: HPLC Samples Extracted by HCl (Absorption at λ=254nm) 
 
Figure 4.23: HPLC Samples Extracted by (NH4)2SO4 (Absorption at λ=254nm) 
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Figure 4.24: HPLC Samples Extracted by KCl (Absorption at λ=254nm) 
As illustrated by Figures 4.20 to 4.24, the sample mixtures in the IEC column separated into 4 
groupings, regardless of the aqueous environment. This suggests that combustion products can 
be organized into just a few categories according to their column interaction/hygroscopic 
properties.  We categorize them here by the sections of retention time they occupy.  Group 1 is 
a group that elutes between minute 0 and 10 with retention time peaking at tr ~3.4 min. This 
peak essentially has little column interaction, and elutes only less than a minute slower than the 
mobile phase itself.  Group 2 elutes between 10 and 20 min, peaking at a retention time of 
about 14.1 min, around 4.3 min earlier than phenol, the NB standard.  Group 3 peaks at about 
25 minutes with a similar peak absorbance height as Group 2, but about 7 min later than phenol.  
Although Group 3 lies between 20-40min, most of its absorbance intensity is found between 20 
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and 30 minutes, with peak intensity at about 25min.  Group 4 occupies between 56-65 minutes, 
with a sharp tall peak at about 59 min. Tables 4.13 through 4.16 shows the details of the HPLC 
results, organized by grouping.  Table 4.17 below summarizes the retention time and capacity 
factors of the average peak from each grouping.    
Table 4.13: HPLC data from Group 1 
Combustion Condition Extract Solvent Group 
Retention Time 
(min) 
Approximate Peak Intensity 
(Absorbance Units*10 -5 ) 
Category of Nearest 
Standard Peaks 
450 Anaerobic (NH4)2SO4 1 3.499 0.048 NB (phenol) 
850 Anaerobic (NH4)2SO4 1 3.408 0.128 NB (phenol) 
850 Aerobic (NH4)2SO4 1 3.413 0.101 NB (phenol) 
450 Aerobic (NH4)2SO4 1 3.413 0.086 NB (phenol) 
450 Anaerobic HCl 1 3.408 0.215 NB (phenol) 
850 Anaerobic HCl 1 3.403 0.093 NB (phenol) 
850 Aerobic HCl 1 3.403 0.078 NB (phenol) 
450 Aerobic HCl 1 3.408 0.072 NB (phenol) 
450 Anaerobic KCl 1 3.413 0.213 NB (phenol) 
850 Anaerobic KCl 1 3.413 0.133 NB (phenol) 
850 Aerobic KCl 1 3.413 0.089 NB (phenol) 
450 Aerobic KCl 1 3.413 0.083 NB (phenol) 
450 Anaerobic NaCl 1 3.419 0.235 NB (phenol) 
850 Anaerobic NaCl 1 3.408 0.115 NB (phenol) 
850 Aerobic NaCl 1 3.419 0.109 NB (phenol) 
450 Aerobic NaCl 1 3.408 0.066 NB (phenol) 
450 Anaerobic Water 1 3.296 0.013 NB (phenol) 
850 Anaerobic Water 1 3.291 0.007 NB (phenol) 
850 Aerobic Water 1 3.291 0.006 NB (phenol) 
450 Aerobic Water 1 3.291 0.006 NB (phenol) 
    Average 3.391 0.095   
    
Standard 
Deviation 
0.055 0.067   
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Table 4.14: HPLC data from Group 2 
Combustion Condition Extract Solvent Group 
Retention Time 
(min) 
Approximate Peak Intensity 
(Absorbance Units*10 -5 ) 
Category of Nearest 
Standard Peaks 
450 Anaerobic (NH4)2SO4 2 14.192 0.023 NB (phenol) 
850 Anaerobic (NH4)2SO4 2 13.488 0.053 NB (phenol) 
850 Aerobic (NH4)2SO4 2 14.981 0.059 NB (phenol) 
450 Aerobic (NH4)2SO4 2 15.008 0.066 NB (phenol) 
450 Anaerobic HCl 2 14.160 0.140 NB (phenol) 
850 Anaerobic HCl 2 14.944 0.044 NB (phenol) 
850 Aerobic HCl 2 14.176 0.030 NB (phenol) 
450 Aerobic HCl 2 14.224 0.025 NB (phenol) 
450 Anaerobic KCl 2 14.235 0.130 NB (phenol) 
850 Anaerobic KCl 2 13.803 0.041 NB (phenol) 
850 Aerobic KCl 2 14.128 0.029 NB (phenol) 
450 Aerobic KCl 2 15.845 0.022 NB (phenol) 
450 Anaerobic NaCl 2 14.203 0.154 NB (phenol) 
850 Anaerobic NaCl 2 13.851 0.023 NB (phenol) 
850 Aerobic NaCl 2 13.701 0.056 NB (phenol) 
450 Aerobic NaCl 2 14.208 0.019 NB (phenol) 
450 Anaerobic Water 2 14.043 0.013 NB (phenol) 
850 Anaerobic Water 2 13.621 0.005 NB (phenol) 
850 Aerobic Water 2 13.984 0.008 NB (phenol) 
450 Aerobic Water 2 13.525 0.007 NB (phenol) 
    Average 14.216 0.047   
    
Standard 
Deviation 
0.582 0.044   
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Table 4.15: HPLC data from Group 3 
Combustion 
Condition 
Extract Solvent Group 
Retention 
Time (min) 
Approximate Peak Intensity 
(Absorbance Units*10 -5 ) 
Category of Nearest Standard Peaks 
450 Anaerobic (NH4)2SO4 3 24.773 0.039 NB/MDA (phenol/pthalic acid) 
850 Anaerobic (NH4)2SO4 3 27.104 0.113 NB/MDA (phenol/pthalic acid) 
850 Aerobic (NH4)2SO4 3 27.061 0.104 NB/MDA (phenol/pthalic acid) 
450 Aerobic (NH4)2SO4 3 25.040 0.090 NB/MDA (phenol/pthalic acid) 
450 Anaerobic HCl 3 25.483 0.151 NB/MDA (phenol/pthalic acid) 
850 Anaerobic HCl 3 25.483 0.091 NB/MDA (phenol/pthalic acid) 
850 Aerobic HCl 3 25.483 0.080 NB/MDA (phenol/pthalic acid) 
450 Aerobic HCl 3 25.483 0.105 NB/MDA (phenol/pthalic acid) 
450 Anaerobic KCl 3 25.093 0.125 NB/MDA (phenol/pthalic acid) 
850 Anaerobic KCl 3 25.125 0.115 NB/MDA (phenol/pthalic acid) 
850 Aerobic KCl 3 24.944 0.120 NB/MDA (phenol/pthalic acid) 
450 Aerobic KCl 3 25.045 0.173 NB/MDA (phenol/pthalic acid) 
450 Anaerobic NaCl 3 25.467 0.089 NB/MDA (phenol/pthalic acid) 
850 Anaerobic NaCl 3 25.525 0.097 NB/MDA (phenol/pthalic acid) 
850 Aerobic NaCl 3 25.483 0.136 NB/MDA (phenol/pthalic acid) 
450 Aerobic NaCl 3 25.424 0.113 NB/MDA (phenol/pthalic acid) 
450 Anaerobic Water 3 23.707 0.012 NB/MDA (phenol/pthalic acid) 
850 Anaerobic Water 3 23.573 0.008 NB/MDA (phenol/pthalic acid) 
850 Aerobic Water 3 23.579 0.010 NB/MDA (phenol/pthalic acid) 
450 Aerobic Water 3 23.589 0.011 NB/MDA (phenol/pthalic acid) 
    Average 25.123 0.089   
    
Standard 
Deviation 
0.974 0.049   
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Table 4.16: HPLC data from Group 4 
Combustion Condition Extract Solvent Group 
Retention 
Time (min) 
Approximate Peak Intensity 
(Absorbance Units*10 -5 ) 
Category of Nearest 
Standard Peaks 
450 Anaerobic (NH4)2SO4 4 58.917 0.333 PA (humic acid) 
850 Anaerobic (NH4)2SO4 4 58.875 0.115 PA (humic acid) 
850 Aerobic (NH4)2SO4 4 58.896 0.222 PA (humic acid) 
450 Aerobic (NH4)2SO4 4 58.912 0.353 PA (humic acid) 
450 Anaerobic HCl 4 58.907 0.982 PA (humic acid) 
850 Anaerobic HCl 4 58.885 0.495 PA (humic acid) 
850 Aerobic HCl 4 58.928 0.122 PA (humic acid) 
450 Aerobic HCl 4 58.997 0.319 PA (humic acid) 
450 Anaerobic KCl 4 58.949 1.706 PA (humic acid) 
850 Anaerobic KCl 4 58.917 0.439 PA (humic acid) 
850 Aerobic KCl 4 58.923 0.364 PA (humic acid) 
450 Aerobic KCl 4 58.917 0.453 PA (humic acid) 
450 Anaerobic NaCl 4 58.955 1.759 PA (humic acid) 
850 Anaerobic NaCl 4 58.944 0.192 PA (humic acid) 
850 Aerobic NaCl 4 58.939 0.539 PA (humic acid) 
450 Aerobic NaCl 4 58.896 0.348 PA (humic acid) 
450 Anaerobic Water 4 58.875 0.147 PA (humic acid) 
850 Anaerobic Water 4 58.880 0.095 PA (humic acid) 
850 Aerobic Water 4 58.848 0.100 PA (humic acid) 
450 Aerobic Water 4 58.843 0.096 PA (humic acid) 
    Average 58.910 0.459   
    
Standard 
Deviation 
0.037 0.484   
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Table 4.17: Capacity Factors for Standards And Peak Groups36                                    
Standard Compound 
Retention 
Time (min) Capacity Factor 
Phenol 18.405 5.780 
pthalic acid 46.805 16.242 
humic acid 58.789 20.656 
Group 1 Average (±1σ)  3.391(±0.055) 0.249(±0.004) 
Group 2 Average (±1σ) 14.216(±0.582) 4.236(±0.173) 
Group 3 Average (±1σ) 25.123(±0.974) 8.253(±0.319) 
Group 4 Average (±1σ) 58.910(±0.037) 20.698(±.013) 
Table 4.17 above shows that the four groupings have a range of column interactions/water 
affinity characteristics, which span over the range of the standards.  The Group 1 peak has a low 
capacity factor and probably contains compounds which are more nonpolar/water-soluble by 
nature since they have interaction little with the column.  Group 2 has 74% of the column/water 
affinity of phenol, while Group 3 has 143% more column/water affinity than the NB standard 
phenol and ~51% that of the MDA standard pthalic acid.  Group 4 has about identical 
column/water affinity as the PA standard humic acid.  Group 1 and 4 have a narrower range of 
peak retention times/capacity factors, (RSD 1.6% and 0.06% respectively), while Group 2 and 
Group 3 can vary more in their peak retention times (RSD 4.1% and 3.9% respectively) due to 
the effects from using a given combustion condition and/or aqueous environment 
While Figures 4.25 to 4.28 above group chromatography results by aqueous enviornment, the 
Figures below are grouped by combustion condition.  This allows one important aspect to be 
                                                          
36
 Values for each group are averaged over all combustion conditions and aqueous environments. 
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evident: adding NaCl, HCl, (NH4)2SO4, or KCl to the aqueous environment increase the magnitude 
of the peak absorbances’ by an order of magnitude.  The common aspect in all of these aqueous 
environments is a higher ionic strength than that of water. Table 4.12 shows that the water 
extraction yielded on average the most WSOC/OC all of five aqueous enviroments, so it is 
interesting is that the absorption intensity of WSOC extracted in a water enviroment is lowest of 
all the aqueous environments.  Why is the absorption intensity of WSOC enhanced in the 
presence of higer ionic strength enviroments?  Is chemical/physical nature of WSOC being 
altered? Further studies past the scope of this experiment are needed to answer these question.    
 
Figure 4.25: HPLC results from 450°C Anaerobic Combustion (Absorption at λ=254nm) 
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Figure 4.26: HPLC results from 850°C Anaerobic Combustion (Absorption at λ=254nm) 
 
 
Figure 4.27: HPLC results from 850°C Aerobic Combustion (Absorption at λ=254nm) 
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Figure 4.28: HPLC results from 450°C Aerobic Combustion (Absorption at λ=254nm) 
 
4.4.2  Absorption Features of the Sample Extracts 
Figures 4.29 to 4.32 below show the 190-800nm absorption spectra of each sample, 
separated by the four groupings postulated in 4.4.1 (See Table 4.13).   
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Figure 4.29: Spectral Absorbance of 450°C Anaerobic Combustion Samples (190-800nm)  
 
Figure 4.30: Spectral Absorbance of 850°C Anaerobic Combustion Samples (190-800nm) 
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Figure 4.31: Spectral Absorbance of 850°C Aerobic Combustion Samples (190-800nm) 
 
 
Figure 4.32: Spectral Absorbance of 450°C Aerobic Combustion Samples (190-800nm) 
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In general the absorption spectra from the figures have similar features: very little 
absorption at wavelengths of 400nm or higher, and a steep increase in absorption 
peaking at about 211nm.  Another important characteristic is the relationship between 
retention time and absorption intensity as a function of wavelength.  All four 
combustion conditions have their highest intensity over the period integrated from 
minutes 20-40, followed by minutes 56-65, minutes 40-56, minutes 10-20min, and lastly 
minutes 0-10.  This is summarized in Table 4.14.  It is interesting that between Groups 1, 
2, and 3, there is a consistent trend in absorption, found in all four combustion 
scenarios: the later a group elutes, the more intensity is absorbed at longer 
wavelengths.  In particular, Group 3 has 289% more integrated absorption intensity 
from 220-400nm than Group 2, and 427% more than Group 1.  This wavelength-
dependent absorption relationship to retention time indicates that the water/column 
affinity of OC is linked to its wavelength-dependent absorption, at least up to 
wavelengths up to 400nm.  Furthermore, the presence of NaCl, HCl, (NH4)2SO4, or KCl 
can increase the absorption of the WSOC eluted through the column by up to 17% (see 
Table 4.18).  The exception to this is one particular case: (NH4)2SO4 reduces the total 
absorption intensity of WSOC from anaerobic combustion at 450° by 42%. 
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Table 4.18: % of Area under absorption spectrum with respect to total 0-65min in water 
 
450°C 
Anaerobic 
850°C 
Anaerobic 
850°C 
Aerobic 
450°C 
Aerobic 
Group 1 (sum 0-10 min) 5.43 1.91 2.14 2.02 
Group2 (sum 10-20 min) 14.69 17.93 18.82 18.56 
Group 3 (sum 20-40 min) 37.06 38.07 37.92 39.02 
sum 40-56 min (no peaks) 18.48 19.31 18.89 18.26 
Group 4 (sum 56-65 min) 24.33 22.78 22.23 22.15 
Total 0-65 min (in water) 100.00 100.00 100.00 100.00 
Total 0-65 min (in NaCl) 113.36 114.31 116.82 117.13 
Total 0-65 min (in HCl) 103.13 116.54 93.57 110.21 
Total 0-65 min (in 
(NH4)2SO4) 58.03 106.52 103.45 97.19 
Total 0-65 min (in KCl) 105.17 109.64 101.58 117.82 
 
4.5  Experiment Summary 
The goal of this experiment was to set up and evaluate how useful the HPLC_IEC method was in 
measuring climate-relevant properties of WSOC.  To this end, we investigate five key questions: 
1. At what resolution can this IEC method separate WSOC fractions? 
The HPLC_IEC instrument can resolve sample mixtures across a range of combustion and 
aqueous environment conditions into four distinct peaks with little overlap.   
2. Is there a correlation between retention time and spectral absorption of these WSOC 
fractions? 
In fractionating the WSOC sample mixtures into four distinct groups which span the 
retention times of the standards used in this experiment, a correlation between 
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retention time and spectral absorption was found: WSOC species that exhibit stronger 
column/water affinity were also found to absorb more intensely at longer wavelengths, 
up to ~400 nm.    
3. Do the retention times and absorption patterns change with the type of solvent used? 
Yes. In particular, the introduction of salty/acidic aqueous environments altered the 
chromatographic structure of the WSOC fraction which elutes between the 
netural/basic standard (phenol) and the mono/di-acid standard (pthalic acid).  The use 
of salty/acidic aqueous environments increases the absorbance of the peaks by an order 
of magnitude.  This does not scale with the amount of ratio of WSOC:OC or WSOC:TC 
extracted from our combustion samples.  
4. How do the WSOC/OC and WSOC/TC ratios compare to previous work? 
The range of WSOC/OC and WSOC/TC ratios is wide enough to overlap with values 
found in previous experiments for the suite of sampling environments used in this 
experiment.   
5. Do WSOC fractions absorb across a wide spectrum of the UV-vis spectrum, as measured 
by Kirchstetter et al. 2004? 
Not quite.  In this experiment, a correlation between water/column affinity and 
wavelength-dependent absorption was found, but was confined to wavelengths shorter 
than 400nm.  
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APPENDIX 
A.1  OC/EC Temperature protocol (“quartz-bond v-1 file”)   
Table A.1: Quartz-bond v-1 file temperature protocol  
Step # 
Step length 
 (seconds) 
Temperature  
(Celsius) Atmosphere 
1 120 340 He 
2 120 500 He 
3 120 615 He 
4 180 870 He 
5 45 (cool) He 
6 45 550 2% O2 in He 
7 45 625 2% O2 in He 
8 45 700 2% O2 in He 
9 45 775 2% O2 in He 
10 45 850 2% O2 in He 
11 120 890 2% O2 in He 
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A.2  Sample Key 
Table A.2: Key to Sample Names Used in Manuscript 
Sample Name Used in Manuscript HPLC Sample Name 
QC-1 
071706blanks_qc column check 
15min_071706-03_QC_3_3 
QC-2 
071706blanks_qc column check 
15min_071706-04_QC_4_4 
QC-3 
071706blanks_qc column check 
15min_071706-05_QC_5_5 
PureWater1 
071706blanks_cg10%cl10%clo4_water-blank-
02_HPLC-Blank_7_7 
PureWater2 
071706blanks_cg10%cl10%clo4_water-blank-
03_HPLC-Blank_8_8 
PureWater3 
071706blanks_cg10%cl10%clo4_water-blank-
04_HPLC-Blank_9_9 
PureWater4 
071706blanks_cg10%cl10%clo4_water-blank-
05_HPLC-Blank_10_10 
PureWater5 
071706blanks_cg10%cl10%clo4_water-blank-
06_HPLC-Blank_11_11 
450 Anaerobic in Water-1 
072106sample in 
water_cg10%cl10%clo4_060719-Q12B-1009-
1_IEC-1-OK_3_3 
850 Anaerobic in Water-1 
072106sample in 
water_cg10%cl10%clo4_060719-Q12B-1010-
1_IEC-1-OK_4_4 
850 Aerobic in Water-1 
072106sample in 
water_cg10%cl10%clo4_060719-Q12F-1005-
1_IEC-1-OK_5_5 
450 Aerobic in Water-1 
072106sample in 
water_cg10%cl10%clo4_060719-Q12F-1006-
1_IEC-1-OK_6_6 
Post-Extract Dynamic Blank-1-1 
072106sample in 
water_cg10%cl10%clo4_060719-Q12B-1006-
1_IEC-1-Dynblank_7_7 
Post-Extract Dynamic Blank-2-1 
072106sample in 
water_cg10%cl10%clo4_060719-Q12B-1007-
1_IEC-1-Dynblank_8_8 
Pre-Extract Dynamic Blank-1-1 
072506sstaticdyn 
blank_cg10%cl10%clo4_060719-Q12B-1006-
1_IEC-1-Dynblank_2_2 
Pre-Extract Dynamic Blank-2-1 
072506sstaticdyn 
blank_cg10%cl10%clo4_060719-Q12B-1007-
1_IEC-1-Dynblank_3_3 
Filter Blank-1 072506sstaticdyn 
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blank_cg10%cl10%clo4_filter-blank_HPLC-
Blank_4_4 
Filter Blank-2 
072506sstaticdyn 
blank_cg10%cl10%clo4_filter-blank_HPLC-
Blank_5_5 
Pre-Extract Dynamic Blank-1-2 
072606sstaticdyn 
blank_cg10%cl10%clo4_060719-Q12B-1006-
1_IEC-1-Dynblank_2_2 
Pre-Extract Dynamic Blank2-2 
072606sstaticdyn 
blank_cg10%cl10%clo4_060719-Q12B-1007-
1_IEC-1-Dynblank_3_3 
450 Anaerobic extracted from Water-2 
072606sample from 
water_cg10%cl10%clo4_060719-Q12B-1009-
2_IEC-1-OK_2_2 
850 Anaerobic extracted from Water-2 
072606sample from 
water_cg10%cl10%clo4_060719-Q12B-1010-
2_IEC-1-OK_3_3 
850 Aerobic extracted from Water-2 
072606sample from 
water_cg10%cl10%clo4_060719-Q12F-1005-
2_IEC-1-OK_4_4 
450 Aerobic extracted from Water-2 
072606sample from 
water_cg10%cl10%clo4_060719-Q12F-1006-
2_IEC-1-OK_5_5 
Post-Extract Dynamic Blank-1-2 
072606sample from 
water_cg10%cl10%clo4_060719-Q12B-1006-
1_IEC-1-Dynblank_6_6 
Post-Extract Dynamic Blank-2-2 
072606sample from 
water_cg10%cl10%clo4_060719-Q12B-1007-
1_IEC-1-Dynblank_7_7 
Water Extraction Solvent Blank-1 
072606sample from 
water_cg10%cl10%clo4_water-blank-
06_HPLC-Blank_8_8 
pH=2.55 Solvent Blank 
073106pureextractants_cg10%cl10%clo4_pH 
solvent blank_IEC-2-solvblank_2_2 
NaCl Solvent Blank 
073106pureextractants_cg10%cl10%clo4_NaC
l solvent blank_IEC-3-solvblank_3_3 
NH4SO4 Solvent Blank 
073106pureextractants_cg10%cl10%clo4_(NH
4)2SO4 solvent blank_IEC-4-solvblank_4_4 
KCl Solvent Blank 
073106pureextractants_cg10%cl10%clo4_KCl 
solvent blank_IEC-5-solvblank_5_5 
Water Extraction Solvent Blank-2 
073106pureextractants_cg10%cl10%clo4_wat
er-blank-06_HPLC-Blank_6_6 
450 Anaerobic extracted from 0.004M NaCl-1 
073106NaCl and 
pH_cg10%cl10%clo4_060719-Q12B-1009-
4_IEC-3-OK_2_2 
850 Anaerobic extracted from 0.004M NaCl-1 
073106NaCl and 
pH_cg10%cl10%clo4_060719-Q12B-1010-
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4_IEC-3-OK_3_3 
850 Aerobic extracted from 0.004M NaCl-1 
073106NaCl and 
pH_cg10%cl10%clo4_060719-Q12F-1005-
4_IEC-3-OK_4_4 
450 Aerobic extracted from 0.004M NaCl-1 
073106NaCl and 
pH_cg10%cl10%clo4_060719-Q12F-1006-
4_IEC-3-OK_5_5 
450 Anaerobic extracted from HCl (pH=2.55)  
073106NaCl and 
pH_cg10%cl10%clo4_060719-Q12B-1009-
3_IEC-2-OK_6_6 
850 Anaerobic extracted from HCl (pH=2.55)  
073106NaCl and 
pH_cg10%cl10%clo4_060719-Q12B-1010-
3_IEC-2-OK_7_7 
850 Aerobic extracted from HCl (pH=2.55)  
073106NaCl and 
pH_cg10%cl10%clo4_060719-Q12F-1005-
3_IEC-2-OK_8_8 
450 Aerobic extracted from HCl (pH=2.55)  
073106NaCl and 
pH_cg10%cl10%clo4_060719-Q12F-1006-
3_IEC-2-OK_9_9 
Water Extraction Solvent Blank-3 
073106NaCl and pH_cg10%cl10%clo4_water-
blank-06_HPLC-Blank_10_10 
450 Anaerobic extracted from 0.004M 
(NH4)2SO4-1 
080106 (NH4)2SO4 and 
KCl_cg10%cl10%clo4_060719-Q12B-1009-
5_IEC-4-OK_2_2 
850 Anaerobic extracted from 0.004M 
(NH4)2SO4-1 
080106 (NH4)2SO4 and 
KCl_cg10%cl10%clo4_060719-Q12B-1010-
5_IEC-4-OK_3_3 
850 Aerobic extracted from 0.004M 
(NH4)2SO4-1 
080106 (NH4)2SO4 and 
KCl_cg10%cl10%clo4_060719-Q12F-1005-
5_IEC-4-OK_4_4 
450 Aerobic extracted from 0.004M 
(NH4)2SO4-1 
080106 (NH4)2SO4 and 
KCl_cg10%cl10%clo4_060719-Q12F-1006-
5_IEC-4-OK_5_5 
450 Anaerobic extracted from 0.004M KCl-1 
080106 (NH4)2SO4 and 
KCl_cg10%cl10%clo4_060719-Q12B-1009-
4_IEC-5-OK_6_6 
850 Anaerobic extracted from 0.004M KCl-1 
080106 (NH4)2SO4 and 
KCl_cg10%cl10%clo4_060719-Q12B-1010-
4_IEC-5-OK_7_7 
850 Aerobic extracted from 0.004M KCl-1 
080106 (NH4)2SO4 and 
KCl_cg10%cl10%clo4_060719-Q12F-1005-
4_IEC-5-OK_8_8 
450 Aerobic extracted from 0.004M KCl-1 
080106 (NH4)2SO4 and 
KCl_cg10%cl10%clo4_060719-Q12F-1006-
4_IEC-5-OK_9_9 
Water Extraction Solvent Blank-4 
080106 (NH4)2SO4 and 
KCl_cg10%cl10%clo4_water-blank-06_HPLC-
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Blank_10_10 
Dynamic Blank Extracted from Water 
080306dynblank2_cg10%cl10%clo4_pH 
dynblank2_IEC-2-dynblank2_2_2 
Dynamic Blank Extracted from  0.004M NaCl-1 
080306dynblank2_cg10%cl10%clo4_NaCl 
dynblank2_IEC-3-dynblank2_3_3 
Dynamic Blank Extracted from  0.004M 
(NH4)2SO4-1 
080306dynblank2_cg10%cl10%clo4_(NH4)2SO
4 dynblank2_IEC-4-dynblank2_4_4 
Dynamic Blank Extracted from  0.004M KCl 
080306dynblank2_cg10%cl10%clo4_KCl 
dynblank2_IEC-5-dynblank2_5_5 
Oxalic standard 1 (0.03g oxalic in 5ml) 
080606 ox phenol stds2 
_cg10%cl10%clo4_oxalic std dilution 1_IEC-1-
ox std 1_2_2 
Oxalic Standard 2 
080606 ox phenol stds2 
_cg10%cl10%clo4_oxalic std dilution 2_IEC-1-
ox std 2_3_3 
Oxalic Standard 3   
080606 ox phenol stds2 
_cg10%cl10%clo4_oxalic std dilution 3_IEC-1-
ox std 3_4_4 
Oxalic Standard 4   
080606 ox phenol stds2 
_cg10%cl10%clo4_oxalic std dilution 4_IEC-1-
ox std 4_5_5 
Oxalic Standard 5   
080606 ox phenol stds2 
_cg10%cl10%clo4_oxalic std dilution 5_IEC-1-
ox std 5_6_6 
Phenol Standard 1 
080606 ox phenol stds2 
_cg10%cl10%clo4_phenol std dilution 1_IEC-1-
phnl std 1_7_7 
Phenol Standard 2 
080606 ox phenol stds2 
_cg10%cl10%clo4_phenol std dilution 2_IEC-1-
phnl std 2_8_8 
Phenol Standard 3 
080606 ox phenol stds2 
_cg10%cl10%clo4_phenol std dilution 3_IEC-1-
phnl std 3_9_9 
Phenol Standard 4 
080606 ox phenol stds2 
_cg10%cl10%clo4_phenol std dilution 4_IEC-1-
phnl std 4_10_10 
Phenol Standard 5 
080606 ox phenol stds2 
_cg10%cl10%clo4_phenol std dilution 5_IEC-1-
phnl std 5_11_11 
Water Extraction Solvent Blank-5 
080606 ox phenol stds2 
_cg10%cl10%clo4_water-blank-06_HPLC-
Blank_12_12 
Pthalic Standard 1 
080706 phtalic levo stds 
_cg10%cl10%clo4_pthalic std dilution 2_IEC-1-
pthalic std 2_2_2 
Pthalic Standard 2 
080706 phtalic levo stds 
_cg10%cl10%clo4_pthalic std dilution 3_IEC-1-
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pthalic std 3_3_3 
Pthalic Standard 3 
080706 phtalic levo stds 
_cg10%cl10%clo4_pthalic std dilution 4_IEC-1-
pthalic std 4_4_4 
Pthalic Standard 4 
080706 phtalic levo stds 
_cg10%cl10%clo4_pthalic std dilution 5_IEC-1-
pthalic std 5_5_5 
Pthalic Standard 5 
080706 phtalic levo stds 
_cg10%cl10%clo4_pthalic std dilution 6_IEC-1-
pthalic std 6_6_6 
Levo Standard 1 
080706 phtalic levo stds 
_cg10%cl10%clo4_levo std dilution 2_IEC-1-
levo std 2_7_7 
Levo Standard 2 
080706 phtalic levo stds 
_cg10%cl10%clo4_levo std dilution 3_IEC-1-
levo std 3_8_8 
Levo Standard 3 
080706 phtalic levo stds 
_cg10%cl10%clo4_levo std dilution 4_IEC-1-
levo std 4_9_9 
Levo Standard 4 
080706 phtalic levo stds 
_cg10%cl10%clo4_levo std dilution 5_IEC-1-
levo std 5_10_10 
Levo Standard 5 
080706 phtalic levo stds 
_cg10%cl10%clo4_levo std dilution 6_IEC-1-
levo std 6_11_11 
Water Extraction Solvent Blank-6 
080706 phtalic levo stds 
_cg10%cl10%clo4_water-blank-06_HPLC-
Blank_12_12 
Humic Acid 1 
080806 orig fresh humic stds 
_cg10%cl10%clo4_orig humic std dilution 
4_IEC-1-original humic std 4_2_2 
Humic Acid 2 
080806 orig fresh humic stds 
_cg10%cl10%clo4_orig humic std dilution 
5_IEC-1-original humic std 5_3_3 
Humic Acid 3 
080806 orig fresh humic stds 
_cg10%cl10%clo4_orig humic std dilution 
6_IEC-1-original humic std 6_4_4 
Humic Acid 4 
080806 orig fresh humic stds 
_cg10%cl10%clo4_orig humic std dilution 
7_IEC-1-original humic std 7_5_5 
Humic Acid 5 
080806 orig fresh humic stds 
_cg10%cl10%clo4_orig humic std dilution 
8_IEC-1-original humic std 8_6_6 
 
 
 
165 
A.3 Material acquisitions 
All materials must be pristine as possible: the truest way to assure no contamination is to order 
all new materials and perform ‘superblanks’, but glassware will be reused and the following step 
are taken to minimize contamination 
A.3.1  Glassware Cleaning 
1. Make 4L of a 1N solution of HCl and add to tub labeled ACID WASH TUB. 
2. To adequately wash glassware (1000ml /100ml volumetric flask for mixing gradient 
solution, 1000ml flask for solvent filtering), completely submerged glassware under acid 
solution for 8 hours min. 
3. After 8 hours, rinse with milli-Q water and let to air dry on clean chemwipes. 
4. Once dry, store in allotted place, away from suspended ambient debris. 
5. Reminder: DO NOT USE REGULAR LAB DETERGENT –residue may affect HPLC column) 
6. HPLC water Reagent bottle should be emptied and washed and water changed every 
two week to avoid buildup of algae/microorganisms. 
A.3.2    Raw Materials 
The ingredients needed to make the gradient solution and use for the solvent extraction, 
standards should be as pure as possible. 
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Table A.3: Standards Used (most HPLC stuff is 99% or greater) use at least two per group 
Standard Used Purity 
succinic acid  99.5% 
phenol  99.5% 
phthalic acid 99.5% 
adipic acid 99.5% 
humic acid  N/A  
Levoglucosan 99.0% 
Acetonitrile 99.9% 
Water (nanopure) 
ppb 
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Table A.4: Ingredients used in gradient solution 
Gradient Material  Purity Grade? 
sodium perchlorate 
monohydrate 
99.0% HPLC 
Methanol 99.9% HPLC 
Acetonitrile 99.9% HPLC 
Tris buffer N/A  
Water Ppb Nanopure 
A.4  Making Gradient Solutions 
1. Use fresh weigh paper/ weigh boats for each measurement. 
2. Check to ensure the mass balance is leveled (i.e the leveling bubble is in the center). 
3. Obtain the following: 
a. 1M Tris-hydroxymethyl-aminomethane buffer (pKa=8.3) keeps sample in anionic 
form (pH=8.0) 
b. 1M NaClO4 –source of displacing ClO4 ion 
c. Methanol-organic modifier alters affinity of organic ions to the stationary phase, 
alter degree of complexation of process, changes the degree of ionization of 
weak acidic and basic ions 
d. Milli-Q ultrapure water 
4. To make low concentration non-eluting mobile phase:  in 1000ml volumetric flask, add: 
a. 2.809107g NaClO4*H2O (target: 0.02M) 
b. 2.42270g Tris buffer (target:0.02M) 
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c. 100ml methanol 
d. Fill with water up to the 1000ml mark  
e. Stir for 3hours and vaccum-filter 
5. To make high concentration eluting phase:  in 1000ml volumetric flask, add: 
a. 56.18214gNaClO4*H2O (target: 0.4M) 
b. 2.42270g Tris buffer(target: 0.02M) 
c. 100ml methanol 
d. Fill with water up to the 1000ml mark  
e. Stir for 3 hours and vaccuum-filter 
6. Use Nylon hydrophilic Membrane filters with vacuum system for “filtration of aqueous 
or organic solutions.  Specifically used in clarifying aqueous or organic solutions prior to 
HPLC analysis.  Can be used with all common HPLC solvents”. 
A.5  Solvent Extraction 
1. Rinse punch square and tweezers with acetone 
2. 1cm2 square punch of nucleopore filter sample is submerged in 20 ml of Milli-Q 
water for 12 hours, then sonicated at room temperature at 25º Celsius for 
120min. Vials-Type 1, Class A borosilicate glass t protect against changes in pH 
and maintain purity of contents.  20ml-capacity PTFE-lined Storage caps provide 
consistent pH for duration of sample storage for this experiment the sample will 
be kept at 25º Celsius throughout the procedure. 
3. Sample is then syringe-filtered by hand through a Sterile Whatman Disposable 
Filter (0.22micron) pore size—“removes virtually 100% of particulates larger 
than pore size. Compatible with aqueous and organic suspensions and a wide 
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range of organic solvents”.  (Handles volumes up to 100ml, do not go over.)  
Syringe filters are to be used once and then disposed of afterwards to minimize 
contamination.  We use National Scientific Disposable plastic syringes 
(polyethylene barrels and polypropylene plungers)--important not to avoid oily 
contaminants such as rubber. For filtering sampling disposable syringes will be 
used to avoid cross contamination of small 20ml samples. 
4. Filter extract is then degassed for 60min. 
5. Repeat extraction process with a fresh square from the same filter, this time 
using methanol, acetone, toluene, and hexane on separate filter punches. 
6. Remember: we wish to analyze extract in the most sensitive concentration 
range of PDAD (200 to 800 AU).  Dilution may be necessary after a few test 
spectroscopic analyses. 
A.6  HPLC Procedure 
1. Theory 
a. anionic sample sticks to the stationary positive-charged diethyl aminoethyl 
(DEAE) surface 
i. a growing concentration gradient of ClO4 (the ‘ultimate’ negatively-
charged ion) will replace anionic sample molecules 
ii. selectivity of ClO4 displacement depends on several important factors of 
the analyte molecule: charge, size, and polarizability of solute ions.  As 
the charge density of sample increases so do the affinity for stationary.  
Highly charged with smaller solvated ion radius results in higher 
retention due to higher coulombic interaction. 
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iii. background mobile phase chosen to be unresponsive to UV-visible light 
2. HPLC-Startup procedure 
i. In this order turn on: degasser/pumps, autosampler, column oven, UV-
vis detector, system controller.  Give system parts (e.g. oven) 10 min to 
warmup 
ii. Enable LC Solutions computer program 
iii. Look at laminated daily, weekly, month maintenance chart. 
iv. Care of Pump one of the most important maintenance tips: 
1. Fingercheck for leak around degasser: check for operating 
pressure below 2500psi (though this depends on column). 
v. Wash behind plunger seals with 20ml of water, 20ml methanol, 20ml 
water to dislodge buffer salt precipitate.  This extends the life of the 
plunger seals (see LC-20AT manual section 8 for details).  Fastest 
plunger malfunction: Hadi says 2months. 
vi. If necessary (see air bubbles in line) turn pump knob counterclockwise 
to connect system to a manually prime component, i.e. a needle. 
vii. Purge pump, autsampler for 30sec.  Purge for additional 2 min if 
changing solvent, after long absence of use or with presence of air 
bubbles 
viii. Fingercheck degasser for leaks 
b. System Parameters 
i. Set column oven temperature (25°C) 
ii. Set PDA (usually use both lamps) 
iii. column Activation/Equilibration 
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1. using degassed and filtered solvent (water) to run HPLC in 
“lowflow” (0.1 ml/min).  Replace column “bypass” bridge with 
ion-exchange column (Toso-Haas anion exchange DEAE-TSK gel 
column, 25cm length x 1.4mm ID, complete with 2.5um 
packing) and carefully tap valve to dislodge any bubbles and/or 
“stubborn” debris.  These bubbles are considered dead volume 
and tend to act as mixing spaces which receive components 
coming from upstream, and may introduce unintended 
chemistry. Run water through column for 30 min for water to 
reach “true” equilibration with column packing.  After 
backpressure has stabilized, increase flow rate to “operational 
speed” of 1.0 ml/min.  Run until pressure fluctuations stabilize.  
It may be necessary to troubleshoot isolated sections of system 
flowlength to determine problematic areas of plumbing. Record 
column backpressure. 
2. inject water.  Record flow rate of mobile phase, detector 
wavelength, chromatogram chart speed.  Study chromatogram 
carefully: this reading is the ground “reference-level” or 
absolute baseline measurement to which gradient elution will 
be compared (should be steady)! Keep chromatogram 
printouts. 
3. autoinject column standards into flowstream.  Observe and 
record standard’s elution time, flow rate (1.0 ml/min), mobile 
phase information (as designated by column standard 
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calibration usage) (HETP?).  Keep chromatogram as well.  
Correlate peak area to concentration. 
4. determining Ramped Chromatographic Baseline (a result of 
including mobile phase gradient in reference level) 
c. Running a trial elution gradient 
i. 0-0.2min: pure water (‘absolute’ baseline measurement) 
ii. 0.2 to 2min: 0.02M TRIS buffer, 10% methanol, 0.2M NaClO4  
iii. 2 to 20 min: linear ramp of NaClO4 to ionic strength of 0.4M, while 
maintaining 0.02M TRIS buffer and 10% methanol. 
iv. observe and record chromatographic structural details, flow rate (0.7 
ml/min), mobile phase information (0.02M TRIS buffer, 10% methanol, 
‘points’ along 0.2M-0.4M NaClO4,), and elution time.  Keep 
chromatogram as well. 
v. run elution gradient repeatedly to verify consistency—correcting 
changes to gradient procedure now will help with troubleshooting later. 
Determine relationship of ramp baseline to NaClO4 concentrations, is 
HPLC working okay? 
d. Standard and real samples 
i. Running a batch of samples 
1. before running samples, I have found the following using for 
eliminating certain problems: 
a. run two water rinses: clears out plumbing  
b. two column test: two ensure column is operating at 
proper efficiency 
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c. two water rinses: to clear out any column test sample 
d. one “blank” run, where a very tiny amount of water is 
injected and evaluated over then IEC gradient.  Good for 
checking column equilibration with the liquid phases 
e. standards run first to avoid contamination, ideally three 
of each standard should be run at the beginning of the 
day (not shown below). 
f. One water rinse in between each set of standards 
g. When changing to a sample extracted with a different 
solvent, run a blank of the solvent immediately before 
it, to condition the injection tip and to have a reference 
gradient to compare new sample. 
h. After running all samples, run two water rinses 
i. After two water rinses, run two column standards. 
j. After two column standards, run two water rinses again. 
k. After two water rinses, run shutdown procedure, which 
shift flow throughput down from 1.0 ml/min to 0.6 to 
0.3 to 0ml/min. 
ii. sample standards preparation—initially standard to be analyzed will be 
a controlled mixture of 4+ standards: phenol, levoglucosan (N), formic, 
acetic, succinic, adipic, phthalic acid (MDA), humic acid (PA).  Later 
samples will include filter collections from smoldering combustion. 
Afterwards, peak area can be correlated to sample standard 
concentration. 
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iii. isolated sample standard prep—create a solution of 10-2M levoglucosan 
(“N”) (run MINEQL to determine any undesired speciation).  Inject 20ul 
into HPLC.  Most likely it will be necessary to dilute solution to a 
concentration to which UV detector is sensitive. Continue to dilute until 
6 concentrations are produced that fit within the linear response of the 
UV detector.  With the use of software integrator program, the peak 
areas of 6 concentrations will be translated into a calibration line (Peak 
Area vs. Sample Concentration). Calibration Lines will then be 
determined for diluted versions of standards used.  From 
chromatogram, determine capacity factor k’, partition coefficient . 
iv. mixed Standard Prep 
1. Run “pair combinations”. Determine HETP. 
2. Run sample mixture containing all 4 standard components (N, 
MDA, PA).  Determine HETP.  
e. Data Management/Collection 
i. calculate retention times 
ii. k’ capacity factors 
iii. partition coefficients 
iv. compare peak areas of standard (isolated and mixed) to filter samples 
and translate peak area into WSOC concentration (HPLC integrator 
program) 
v. reading chromatogram 
1. Adjust UV detector attenuation if necessary.  Does HPLC 
computer ability allow compilation of absorption vs. wavelength 
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(averaged over each resolved peak)? 
f. Further Direction 
i. Since HPLC technique is non-destructive, what else can be done to 
characterize sample? 
A.7  Checklist: 15 Step Analysis 
1. Check Sampling Setup 
2. Generate Smoke (2 Temp /2 Combustion Conditions) 
3. Extract Primary and Dynamic Blanks 
4. Make Standard Calibration Concentration and Blank for Water 
5. Spot Calibration Concentrations on Filter for EC/OC  
6. Make Solvents 
a. Mobile phase 
b. NaCl gradient 
c. NaClO4 gradient 
7. Load Blanks on HPLC 
8. Load Calibration Standards on HPLC 
9. Load Sample on HPLC 
10. Run Water Extraction Blank, Dynamic Blank on UV/Vis 
11. Run Unfractionated Sample on UV/Vis 
12. Run fractionated collects on UV/Vis 
13. Run Water Extraction and Dynamic Blanks on EC/OC 
14. Run Spotted Standard Calibration on EC/OC 
15. Run Sample on EC/OC 
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A.8  HPLC Operator Log 
Table A.5: HPLC Operator Log 
 
 
 
