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Abstract 
 
  
Estimation of Quality Factors for Face Recognition 
 
by 
 
Akintunde A. Akinbola 
Masters of Science in Electrical Engineering 
 
West Virginia University 
 
Natalia A. Schmid, D.SC., Chair 
 
 
 
Over the past few years, verification and identification of humans using biometric has 
gained attention of researchers and of the public in general. Face recognition systems are 
used by the public and the government and are applied in different facets of life including 
security, identification of criminals and identification of terrorists. Because of the 
importance of these applications, it is of great necessity that face recognition systems be as 
accurate as possible. Some research has shown that image quality degrades the 
performance of face recognition systems. Most previous research has focused on designing 
algorithms for face recognition that deal or compensate a single effect such as blur, lighting 
conditions, pose, and emotions. In this thesis we identify a number of factors influencing 
recognition performance and conduct an extensive study of the effects of image quality 
factors on recognition performance and discuss methods to estimate this quality factors.  
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Chapter 1 Introduction 1
Chapter 1  
Introduction  
1.1  Biometric Technology 
Biometrics is a field of computer vision that has gained recognition and become an 
important area of research over the years. Theoretically, Biometrics is the automatic 
recognition of a person using distinguishing traits [7]. In practice Biometrics involve 
comparing a newly captured image to a set of preprocessed images with similar features in 
an already existing database. Biometric technology is used in different various applications. 
Biometrics can operate in two modes; verification and identification [7].  Verification is a 
one-to-one match of images while identification is a one-to-many match.  
Every human being has features different from others. Among this features are the 
features of the face, iris, fingerprint and hand. Along with the distinct characteristic of these 
features, these features remain unchanged for a long period of time. These characteristics are 
the basis for feature recognition of human beings.  
This thesis focuses on recognition using facial features (Face Recognition).  
The need for a more accurate and efficient recognition system increases everyday 
with rising security demand [30]. Majority of the traditional and common verification and 
identification methods are not as dependable and reliable as they used to be when initially 
introduced. Pin number and Passwords for example can be stolen or guessed. With Biometric 
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technology, it is much more difficult to steal an identity. With Biometric technology, you do 
not have to remember passwords, pin numbers; or carry access cards 
 
Applications of Biometrics  
Including, but not limited to the following: 
? Security 
? Criminal Identification 
? Terrorist Identification 
? Member verification 
? Fraud Reduction and detection 
 
 
1.2  Face Recognition 
Research in face recognition has grown over the years, mainly because of the 
increasing need for a more reliable and dependable security system. Facial recognition deals 
with recognizing the human face by recording the spatial geometry of distinguishing features 
of the face [7]. It employs distinct features of the face. Facial recognition is used for 
verification and identification related applications. Verification involves a one-to-one match 
and identification, a one-to-many match. An advantage of facial recognition over the other 
recognition technologies is that it does not require the subject’s cooperation or awareness 
which makes it highly suitable for security related applications such as criminal or terrorist 
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identification. Facial recognition is applied in different facets of life, including the 
identification of missing children. Face recognition involves four main steps (see fig 1.1): 
 
I. Capturing and localizing a face image (Face detection) 
II. Face Alignment 
III. Extracting the features of the face, and  
IV. Matching (Comparing this features with another template or a pre existing database 
depending on the task at hand and making a decision).  
 
 
 
 
 
Capture and 
Localize 
Face Image 
Align and 
normalize 
image 
Extract
Features
 Match 
Face 
Database
Score/Decision 
Figure 1.1:  Traditional Face recognition System 
 
Capturing is the actual acquisition of the image using a static camera or a video system, 
while localization is performed to segment the face from the background. Face alignment is a 
process of normalizing the face to create symmetry (especially in orientation and distance). 
Upon localization and alignment, the features of the resulting face image are extracted to be 
used for matching. The final step, matching, involves comparing the extracted features of 
face images with features extracted from face images stored in the database for verification 
or identification purposes. 
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1.3  Face Quality Evaluation 
The concept of matching relies on the difference between user templates. The degree 
of variation dictates the decision.  Matching scores are computed based on these variations 
and compared to a threshold value for decision making. The rationale is based on the fact 
that under controlled environment intra user distance-based matching scores (genuine scores) 
are generally lesser in value than inter user distance-based matching scores (imposter score) 
because of higher inter user variation (variation in the features of two human faces). For Face 
recognition we want a high inter user variation and a minute intra user variation.  A matching 
error will result in a situation where the intra user variation is higher than the inter user 
variation (that is the imposter score is lower than the genuine score). Intra user variation is 
caused by changes in a user’s physiological characteristics, acquisition environment or a 
combination of both. 
Two images of the same user acquired at different times may appear different due to 
changes in the physiological characteristics of the user - the user could wear his/her hair 
differently, smile in one capture and frown in the other. Image appearance could also vary 
depending on the acquisition environment - two images taken under different environmental 
conditions will appear different. The capture device or user could also cause image 
variations. Variations due to changes in physiological characteristics are mostly visible to the 
human eye, while variations due to changes in acquisition environment may or may not be 
visible to the human eye depending on the degree of variations. These variations could 
seriously degrade the performance of the matching process.  
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The factors that cause these intra class variations are defined as the quality factors of 
an image. Prior research has shown that indeed the performance of face recognition 
algorithms is affected by one or more of these quality factors [30], but to our knowledge 
there has been no extensive study on the assessment of these quality factors for face 
recognition.  
Prior research shows that the following listed factors affect the performance of face 
recognition [23] [32]. 
 
• The relative motion between the target (face) and the camera (motion blur),  
• Poor camera focus (Defocus blur)  
• Lighting/illumination  
• Occlusion 
• Image resolution  
• Cropping, and  
• Expression, and 
• Pose 
 
These factors could seriously degrade recognition performance and hence it is 
necessary to detect and compensate for them. Facial recognition is applied in situations that 
are very critical; hence it is of great necessity that recognition (matching) be as accurate as 
possible. In lieu of this captured images need to be assessed for quality to determine if it is 
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good enough (quality wise) to be used for recognition or fairly poor that it can be 
compensated for or corrected or very poor that it should not be used for recognition. 
As of the moment, there is no algorithms invariant to every single one of these 
factors. Some algorithms are invariant to some factors but not all.  It is important to evaluate 
the degree of effect of each of this quality factors on recognition to decide if correction is 
feasible or not. 
We also may define local quality (quality of facial skin texture) and global (overall 
image quality) quality factors. 
 
 
1.4  Contribution of the Thesis 
This thesis, using two Face database performs an extensive study on the assessment of 
these image quality factors and also discusses algorithms that can be used in detect and 
estimate some of these factors – Lighting, Motion blur and Defocus Blur. 
 
1.5  Organization of the Thesis 
 In Chapter 2, we list and characterize the quality factors affecting face recognition, 
describe the synthetic simulation of these quality factors and carry out performance study. 
Results of the performance study are discussed in Chapter 3, while Chapter 4 focuses on 
detecting and estimating quality factors. Conclusion and Future work are provided in chapter 
6 and 7, respectively.
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Chapter 2 
Effect of Quality Factors on 
Recognition Performance 
 
 
 This section discusses the effects that the image quality factors listed in Section 1.3 
produce on the performance of face recognition systems. We describe the steps taken to 
reach our conclusion. Of all the databases available to us, the Yale face database was the 
most suitable for our study. The database contained single light source face images for 39 
users cropped and aligned, each with varying pose and illumination conditions.  The database 
was sufficient to carry out performance study on lighting and expression image quality 
factors under real life conditions. Other factors, - motion blur, defocus blur, occlusion, pixel 
count, and cropping were synthetically simulated. We also studied the effect of these quality 
factors on face recognition using the WVU database.  
 Each quality factor was studied separately using two common face recognition algorithms 
- Eigenface and Eigenphase [3] [24] [25]. The results are discussed in Chapter 3.  
The effect of each image quality factor was studied in a similar manner. For each user 
in the Yale and WVU database, we select visually good images and store them as a separate 
database to be used for training. For each quality factor -motion blur, defocus blur, occlusion, 
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lighting, pixel count, and cropping, except for expression, we selected from each user 
another visually good image, synthetically degraded it at different degrees and stored them as 
separate databases to be used for testing . Section 2.2 to 2.7 describes how these quality 
factors were simulated. For lighting, we conducted the effect of brightness using 
synthetically degraded images of the WVU database and the effect of external lighting using 
the real degraded images of the Yale database. For expressions, we used the real images in 
the Yale database. As previously mentioned, the non-degraded visually good images were 
used for training and the degraded set of images used for testing. Templates created from the 
training set are compared with those of the test images using the Euclidean distance metric. 
Two graphs were generated for each quality factor studied; one for Eigenface and the other 
for Eigenphase. Each graph shows the error bar plot of the genuine score and the error bar 
plot of the imposter score of matching. Genuine scores are the scores generated from 
comparing intra user face images (images of the same user) and imposter scores are scores 
generated from comparing inter user images (images of different users).  The Euclidean 
distance is plotted as a function of the strength of the quality factor being studied. The plot 
shows the effect on performance as the degree of degradation of the quality factor increases. 
The standard deviation of the error bar plot depicts the overlap of the genuine score and 
imposter score. The more the overlap, the worse the performance. 
 
2.1  Eigenface & Eigenphase 
Some of the common algorithms used for face recognition are the Eigenface [3] [24] 
[25], Eigenphase [24], feature analysis [34] [35] and neural network [33] [35] .This thesis 
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focuses on the Eigenface and Eigenphase algorithms. Eigenfaces were first introduced by 
Sirovich and Kirby (1987) [14] and are simply a set of eigenvectors derived from the 
estimated covariance matrix of the human face. Eigenface is defined on wikipedia [4] as a set 
of eigenvectors derived from the covariance matrix of the probability distribution of the 
high-dimensional vector space of possible faces of human beings used to classify faces based 
on general facial patterns (features). The algorithm works by constructing a smaller feature 
image (Eigenfaces) from the features extracted from a set of trained face images using the 
principal components analysis (PCA) [13].   
A template (weights of each eigenface for reconstruction the face) is created for each 
image in the training set from a combination of these eigenfaces and used in matching for 
identification and verification.  
Prior to extracting the face features, the images are resampled to have same resolution 
and are converted to column vectors.  
 
Steps to calculate Eigenface  
Following [3], 
Step 1:  Each face image is converted into a vector Γn of length N (image width image 
height). The faces constituting the training set 
×
Γ  are prepared for processing 
 
Step 2:  The average vector is calculated Ψ
   n
M
n
∑
=
Γ=
1M
1ψ                            (2-1) 
Step 3:  The difference between each face and the average is computed            
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ψ−Γ=Φ ii                            (2-2) 
Step 4:  The empirical covariance matrix C is calculated using the differenceΦ  
∑
−
ΦΦ=
M
n
nn
T
M
C
1
1                            (2-3) 
Step 5:  The eigenvectors (eigenfaces) ui and corresponding eigenvalues iλ  of the covariance 
matrix are calculated and the eigenvectors normalized. 
Step 6:  Eigenvectors with high eigenvalues are selected from the M eigenvectors 
(eigenfaces) ui based on the principal component analysis which is to find the vectors that 
best represent the distribution of the face images in the training set. Generally the features of 
the face are better described by the eigenvectors with higher eigenvalues. 
 
The testing phase involves computing the weights of an image to be matched by projecting it 
onto the space of the eigenfaces extracted from the training set and comparing with images in 
the database.   
]........21[
 weightsof vector form and
.....1             ),(
M
T
new
new
T
kk
ω
Mku
′=Ω
=Ψ−Γ=
ωω
ω
                    (2-4) 
with 'M < M , and  
kω being weights of query image, 
and,  being the corresponding vector of the weights. newΩ
The Euclidean distance between the weights of the query image and each image in the 
database is computed as d( ii ΩΩ , ) which provides a measure of similarity between the 
corresponding images i and j.  
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The Eigenphase algorithm [24] is somewhat similar to the Eigenface algorithm 
discussed above. The main difference being the domain in which the principal component 
analysis (PCA) is performed. For the Eigenface algorithm, PCA is performed in the space 
domain and for the Eigenphase algorithm, PCA is performed in the frequency domain.  
The Eigenphase algorithm does not make use of the magnitude spectrum; PCA is 
performed in the frequency domain on only the phase spectrum [39] of the face images.  
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
Figure 2.1:  A set of Eigenfaces 
 
 
 
 
Euclidean Distance 
The Euclidean distance measures the similarity between two images. If the computed 
distance is below a pre defined threshold value, the two faces compared is concluded as a 
match; on the other hand if the computed distance surpass the threshold value the images are 
not a match. 
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Given two n dimensional vectors  and x y  such that  
]321 ,,.........,,[ nxxxxx = , and  
]321 ...,,.........,,[ nyyyyy = . 
The Euclidean distance is computed as  
 
 ∑
=
−=
n
i
ii yxyxd
1
2)(),(      .                                                   (2-5) 
 
Eigenvectors and Eigenvalues  
An eigenvector of a matrix is a vector such that, if multiplied with the matrix, the result is 
always an integer multiple of that vector. This integer value is the corresponding eigenvalue 
of the eigenvector. This relationship can be described by the equation e × u = λ × u, where u 
is an eigenvector of the matrix e and λ is the corresponding eigenvalue.  
Eigenvectors possess the following properties [3]: 
• They can be determined only for square matrices  
• There are n eigenvectors (and corresponding eigenvalues) in an n × n matrix.  
• All eigenvectors are orthogonal, i.e. at right angle with each other.  
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2.2  Defocus Blur 
 Defocus blur [4] is a type of noise in an image and is generally caused by camera focusing 
error. The degree of defocus increases as the distance between an object and the focal point 
increases. Practically defocus blur can be caused by zooming in and out. Figure 2.2 shows 
two images of different blur strengths. Synthetic defocus blur can be simulated by filtering 
the image with an averaging filter. 
    
 
 
 
 
Figure 2.2: Defocused images at varying strengths; left (10), right (15). 
 
2.2.1  Averaging Filter 
 An averaging filter is a low pass filter. In general, low pass filters are used to reduce 
the effect of noise in an image, but they can also be used to blur an image. The degree of blur 
increases as the filter size increases. 
 The average filter works by computing the average of the gray-level values within a filter 
window surrounding each pixel. The pixel values in the filter window is summed up and 
divided by the number of pixels in the window. Each pixel value is replaced by the 
corresponding average. Figure 2.3 demonstrates the operation of the averaging filters. 
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AVERAGING 
FILTER 
Blur strength 10 
Blur strength 15  
Blurred Images
Figure 2.3:   Averaging Filter 
 
2.3  Motion Blur 
 Motion blur [19] [27] [29] is type of image distortion caused by a relative motion between 
a camera and the object (target) during exposure time. In some applications, motion blur is 
desired; used for visual effects and other purposes. In facial recognition, motion blur is an 
undesired effect. It degrades the quality of the image by changing the features of the image 
which in turn degrades the performance of face recognition algorithms.  Motion blur is 
characterized by two parameters - the direction of the blur and the strength of the blur. In 
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terms of these variables, linear motion blur is defined as the shift of the pixels in an image by 
“x” pixels at a “theta” degree angle, were x is the strength and theta, the direction.  Motion 
blur is modeled as: 
),(),(),( yxhyxfyxI ×= ,                   (2-6) 
where is the original non blurred image,  the point spread function causing the 
blur and is the blurred image. Majority of the existing methods used to estimate 
motion blur assumes that the point spread function is known, which is not always the case. 
The method used in this thesis makes no a prior assumptions. Motion blur is synthetically 
simulated by convolving the original image with a linear filter. Figure 2.4 displays 
synthetically motion blurred images  
),( yxf ),( yxh
),( yxI
 
 
         a                 b                   c 
Figure 2.4:  Motion blurred images at varying strengths and direction. (a) strength 15 @ 00 angle, 
(b) strength15 @ ~300 angle, (c) strength 25 @ ~450 angle
 
 
 
 
Fig 2.5:  Fourier transform of filter used to simulate synthetic motion blur at varying strengths and 
orientation, left to right (~300, ~600, ~00) 
Chapter 2 Effect of Quality Factors on Recognition Performance 16
 
 
 
 
LINEAR FILTER 
Blur strength 25 at 45 
degree angle 
Blur strength 15 at 30 
degree angle 
Blurred Images
 
 
 
 
 
 
 
Figure 2.6: Linear Filter 
 
Figure 2.5 shows the fourier transform of the filter used to simulate synthetic motion, while 
Figure 2.6 demonstrates the operation of this filter. 
 
2.4  Lighting  
External lighting is often used when capturing face images. This external lighting can 
cause images to be degraded depending on the exposure. 
A captured image would be lit evenly or unevenly depending on the lighting 
environment (condition) during exposure. The brightness and contrast of an image would 
vary with respect to this lighting condition. An overexposed or underexposed face images 
resulting from inappropriate light exposure, results in an uneven brightness and poor image 
contrast. While the human eye may be able to accurately recognize images captured under 
different lighting conditions, most existing facial recognition systems are not capable of 
accurately matching or recognizing these images [35]. Uneven lighting may also be 
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attributed to the effects of the spectral characteristics of the sensor used [15] as well as the 
users knowledge and operation of the capturing device. The Yale database provides images 
of different lighting conditions used in this thesis to conduct our performance study (see 
figure 2.7, the top row). For the WVU database, we simulated brightness by increasing the 
amplitude of the image pixels. This is done by simply multiplying the image matrix by a 
numerical value. Multiplying the image matrix by a number greater than 1 will increase the 
brightness and multiplying by a number less than one will darken the image (see examples in 
figure 2.7, the bottom row). 
 
   
 
 
  
 
 
 
Figure 2.7: Lighting at varying conditions; top row (contrast), bottom row (brightness) 
 
To further study the effect of Lighting on recognition we enhanced the degraded images by 
performing histogram equalization and conducted the performance test again. Results will be 
presented in chapter 3. 
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2.5  Occlusion 
 Facial occlusion could be described as an obstruction of any of the features of the face. A 
common facial occlusion occurs when the individual hair covers a significant portion of the 
face. Occlusion reduces the amount of information available which reduces the amount of 
useful features that can be extracted and ultimately degrade recognition performance. We 
simulated occlusion by masking out portions of the face (see examples of modified images in 
figure 2.8).  
  
  
 
 
 
 
Figure 2.8:  Synthetically occluded images 
 
 
2.6  Cropping  
 Cropping is simulated by deleting the outside rows and columns of the image matrix. 
Increasing the number of rows and columns deleted, increases the level of cropping . 
Excessive cropping reduces the amount of information (features) that can be extracted from 
the face for recognition. Research has shown that the more the features contained in the face 
and available for recognition, the better the performance (figure 2.9 shows examples of 
cropped images). 
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Figure 2.9: Cropped images 
 
2.7  Pixel Count 
Pixel count is the resolution of the image attributed to the resolution of the capturing 
device. Variation in pixel count may be attributed to the relative distance between the subject 
and the camera or device used in capturing the face image. We synthetically simulate pixel 
count by averaging windows of pixels and replacing that window with the resulting average 
(figure 2.10 displays face images of different resolutions). 
    
 
 
Figure 2.10:   Face Images at different resolution (a) image size , (b) image 
size
168192×
8496× , (c) image size 4248×  
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2.8  Facial Expression 
Facial Expression is also a factor researched to affect performance. The Yale database 
provides images of a user with varying facial expressions including but not limited to 
smiling, sad and happy. We did not have to simulate expression. 
 
 
 
 
 
 
Figure 2.11:  Different Facial Expressions. From left to Right (Normal, Smiling, Surprised 
and Winking) 
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Chapter 3 
Synthetic Studies 
All experiments follow the model depicted in Figure 3.1 below. A template is 
generated for each user from the combination of the eigenfaces [3] [24] [25] extracted from 
the training set. The test images are projected onto the space of the extracted eigenfaces to 
compute the weights which are compared to those of the images in the database to generate 
the performance score. 
 
 
T R A IN IN G  T E M P L A T E S  
 
D A T A B A S E  O F  
I M A G E S  
D E G R A D E  
I M A G E S  
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- 5 0 5 1 0 1 5 2 0 2 5
5 0 0
1 0 0 0
1 5 0 0
2 0 0 0
2 5 0 0
3 0 0 0
3 5 0 0
4 0 0 0
E i g e n fa c e  f o r D e f oc u s  b lu r
B l u r s t r e n gth
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Figure 3.1:  Model for Recognition Performance study
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3.1  Yale Database  
Effects of Defocus blur, motion blur, lighting, cropping, pixel count, occlusion, and 
expression on recognition performance were studied using the Yale database. A total of 39 
images from the Yale database were trained using the eigenface [3] [24] [25] and eigenphase 
[24] algorithm (one visually good image from each user), while 5 (or 6) levels of degradation 
was simulated for each quality factor and used for testing.  We generate and plot the 
euclidean distance for the imposter and genuine score. The results are shown in Figure 3.2 
through Figure 3.8. The blue lines represent the genuine score, while the red lines represent 
the imposter scores. 
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Figure 3.2: Matching score for defocus blur. Eigenphase (left), Eigenface (right) 
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Motion Blur 
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Figure 3.3:  Matching score for motion blur. Eigenphase (left), Eigenface (right) 
 
Lighting 
Before Histogram Equalization 
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After Histogram Equalization 
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Figure 3.5: Matching score for Lighting. Eigenphase and Eigenface for lighting before 
histogram equalization (Top right and left respectively); Eigenface and Eigenphase for 
lighting after histogram equalization (Bottom right and left 
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Figure 3.5: Matching score for cropping. Eigenphase (left), Eigenface (right) 
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Pixel Count 
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Figure 3.6: Matching score for Pixel Count. Eigenphase (left), Eigenface (right) 
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Figure 3.7: Top (matching score for Occlusion) , Bottom (matching score for smaller 
Occlusion). Eigenphase (left), Eigenface (right). 
 
 
Expression 
The horizontal axis in Figure 3.8 is represented as follows: 
1 = Center Light 
2 = Glasses 
3 = Happy 
4 = Left Light 
5 = No glasses 
6 = Normal 
7 = Right Light 
8 = Sad 
9 = Sleepy 
10 = Surprised 
11 = Wink 
 
1,2,4,5 and 7 are not expression images, but rather are used for comparison.  
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Figure 3.8: Matching score for Expression. Eigenphase (left), Eigenface (right) 
 
 
 
3.2  WVU Database Results 
Defocus blur, motion blur, lighting, pixel count, and occlusion were also studied using 
the WVU database. Similar to the Yale database, we trained a total of 30 images from the 
WVU database using the eigenface and eigenphase algorithm (one visually good image from 
each user), and simulated 5 (or 6) levels of degradation for each quality factor for testing.  
We generate and plot the euclidean distance for the imposter and genuine score. The results 
are shown in Figure 3.9 through Figure 3.13. The blue lines represent the genuine score, 
while the red lines represent the imposter scores.  
Chapter 3 Synthetic Studies 28
 
Defocus Blur 
0 5 10 15 20 25
0
500
1000
1500
2000
2500
3000
3500
4000
4500
Eigenface for Defocused Blur (WVU database)
0 5 10 15 20 25
0
200
400
600
800
1000
1200
1400
Blur strength
E
uc
lid
ea
n 
di
st
an
ce
E igenphase for defocus blur
 
Figure 3.9: Matching score for defocus blur. Eigenface (left),  Eigenphase (right) 
 
Motion Blur 
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Figure 3.10: Matching score for Motion blur. Eigenface (left), Eigenphase (right) 
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Figure 3.11: Matching score for Lighting. Eigenface (left), Eigenphase (right) 
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Figure 3.12:  Matching score for Pixel Count. Eigenface (left), Eigenphase (right) 
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Occlusion 
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Figure 3.13:  Matching score for Occlusion. Eigenface (left), Eigenphase (right) 
 
 
 
Among all the face image quality factors studied, external lighting tends to affect facial 
recognition performance the most. It degrades the recognition performance of both the 
eigenface and eigenphase algorithms. As the variation among images increases and exposure 
(especially contrast) worsens, the separation between the genuine score and imposter score 
condenses (they approach each other). This separation increases the probability of matching 
error.  Even though histogram equalization may not entirely restore the image, when applied, 
it separates the imposter score from the genuine score (se Figure 3.4) consequently 
improving performance. 
Defocus blur and Motion blur seem to have a comparable effect on both algorithms 
studied. Both quality factors degrade the performance of the eigenphase algorithm. Similar to 
lighting, as the strength of blur increases, the separation between the imposter score and 
genuine score reduces (see Figure 3.2 and 3.3). For smaller blur strengths, the rate of 
degradation with a small increase in strength causes a sharp degradation in performance 
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compared to that of a large blur strength; rate of degradation tends die down slowly for large 
blur strengths.  The effects of defocus blur and motion blur on the eigenface recognition 
algorithm is minimal (see Fig 3.2 and 3.3). The degradation may be apparent at a high level 
blurs. Occlusion (see Figure 3.7) also tends to be a huge factor of recognition performance. 
The effect may not be as apparent at low occlusion levels (bottom row of Figure 3.7) but is 
quite degrading at high occlusion levels. Recognition performance on the other hand is 
robust to cropping and pixel count at small levels of degradation (see Figure 3.5 and 3.6 
respectively). Unlike the other image quality factors, for expression we generate a bar plot. 
The blue bar represents the genuine score and the red bar represents the imposter score. To 
interpret the genuine and imposter scores, we plotted the scores for lighting variation and 
occlusion from glasses. These scores, along with that of a normal (non-degraded) image are 
used for comparison. We used the scores for lighting variation as the upper threshold and the 
score for the normal images as the lower threshold – From previous study of lighting 
variation, we know it greatly degrades performance recognition and hence expect a small 
difference between the average genuine score and average imposter score. For normal 
images we expect a much greater difference between the genuine and imposter score. If the 
difference between the genuine score and imposter score for a particular expression is closer 
to that of lighting variation we conclude that the variation in this expression degrades 
performance and on the other hand if the difference in scores is closer to that of the normal 
images, we conclude that the effect on recognition performance is minute.
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Chapter 4 
Quality Factor Estimation 
4.1  Motion Blur 
Motion blur [19] [27] [29] as defined earlier is as result of the relative motion 
between the camera and the subject and is characterized by the direction of blur and strength 
of blur. Motion blur is modeled linearly as: 
),(),(),( yxhyxfyxI ∗= ,                  (4-1) 
where  is the original non blurred image,  the point spread function 
(PSF) causing the blur and  is the blurred image resulting from convolving and h . 
),( yxf ),( yxh
),( yxI f
As stated earlier most methods used to estimate motion blur assumes that the point 
spread function is known. In this thesis motion blur is estimated without any prior knowledge 
or assumption of the point spread function. Some of the other methods that have been 
proposed to estimate motion blur are  
1. Use of the methods of moments which involves restoring the blurred image and 
comparing the moments of the resulting image to that of the original blurred 
image or searching for the best match of the image moments with the moments of 
images in a pre existing database [9]. 
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2. Measuring the separation between zeros present in the PSF in the spectral domain 
[10]. 
3. Use of maximum likelihood specifically for blurs with a symmetric PSF [36] [37]. 
 
The shortcomings of these methods are that assumptions are made that may not 
necessarily be valid in practice. PSF does not necessarily have zeros in the spectral domain 
and the shape or magnitude of the PSF is generally not known. Some of these methods also 
rely on an existing database of blurred images for training and classification to estimate the 
blur strength. The method discussed in this thesis estimates the blur direction and strength 
from a single blurred image and does not assume that the PSF or its shape is known. Neither 
does it rely on the presence of zeros in the image PSF in the spectral domain. The blur 
estimation method discussed in this thesis is broken down into two stages – 
 
Stage 1:  Estimation of the direction of the blur smear and  
Stage 2:  Estimation of the strength of the blur. 
   
The estimation of the direction of blur makes use of the properties of the Fourier 
transform. The next section gives a brief description of the Fourier Transform. 
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Fourier Transform and its properties 
Fourier transform (FT) transforms a function from the spatial domain to the frequency 
domain. Inverse Fourier transform does just the opposite; it transforms a function from the 
frequency domain to the spatial domain. Fourier transform could either be continuous or 
discrete. This thesis makes use of the discrete Fourier transform.  Equation 4-2 gives the 
mathematical representation of the 2d continuous Fourier transform [38]. 
 
      ][),(),()},({ )(2
'
dxdyeyxfyxfyxfF yyxxj∫ ∫∞
∞−
∞
∞−
′+′−=′′= π (4-2) 
  
  The square of the magnitude of the Fourier transform is referred to as the power spectrum. 
The features of the Fourier transform are amplified by taking the logarithm of the Fourier 
transform of the image which pronounces little details in the image and makes it more 
visible. 
 A very important property of the Fourier transform used in this thesis is the convolution 
theorem. This theorem states that, the Fourier transform of a convolution of two functions is 
equal to the product of the Fourier transform of the two functions. In lieu of this, convolution 
in the spatial domain can be computed by simply multiplying the Fourier transforms in the 
frequency domain [38]. 
 
4.1.1  Estimation of the direction of blur 
 In order to estimate the direction of the motion smear, the directional properties of the 
Frequency spectrum of the blurred image are examined and analyzed. These properties are 
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examined by applying a bank of direction filters to the image in the Fourier domain. The 
direction in which the response is minimum is the corresponding blur direction. The 
directional filters could be modeled as a simple 1st order filters or 2nd order filter. These 
filters could also be modeled as masks of varying sizes and orientation (generally between 0 
degrees and 360 degrees with a 1 degree increment).  Figure 4.1 shows a general block-
diagram for estimation of the motion blur direction. 
 
 
 
 
 
 
 
 
Figure 4.1:   Blur estimation model 
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Procedure: 
Given the blurred face image, we compute the two-dimensional Fourier transform of 
the image. The computation was done using the simple Matlab function “fft2”.   As 
described earlier an image degraded by motion blur can be described linearly by  
),(*),(),( yxhyxfyxI = , 
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 where the function I represents the blurred image, function f represents the original image 
before blur and function h represents the PSF that causes the blur. 
 
Based on the convolution theorem, the Fourier transform is computed as follows: 
)),(()),(()),(( yxhFyxfFyxIF ×= , 
where F(.) represents the Fourier transform. 
For the purpose of visualization we shift the resulting Fourier transform such that the zero 
frequency components are moved to the center of the resulting array. We further enhanced 
the image features by taking the logarithm of the shifted Fourier transform which has the 
property of magnifying minute differences while still keeping the zeros of the spectra [11]. 
The results of these operations are displayed in Fig 4.2. The directional filters are then 
applied in all orientations and the response computed. As previously stated, the orientation 
which produces the minimum response is the estimated direction of blur. Figure 4.3 displays 
two fourier transformed images and their corresponding response to a directional filter. 
 
a) Image FT         b) Shifted FT                            c) Log of shifted FT 
Figure 4.2:  Fourier transform. 
 
Chapter 4 Quality Factor Estimation 37
 
0 10 20 30 40 50 60 70 80 90 100
5
5.5
6
6.5
7
7.5
8
8.5
9
9.5
x  10 4
ang le
R
es
po
ns
e
 
 
 
 
a) 
 
0 10 2 0 30 4 0 5 0 60 70 8 0 90 100
5.5
6
6.5
7
7.5
8
8.5
9
x  104
Angle
R
es
po
n
se
 
 
 
 
                b) 
Figure 4.3: Image fft and corresponding filter response. (a) Blur angle 600, (b) blur angle 300 
 
 
4.1.1  Estimation of Blur strength 
Motion blur is analogous to stretching an elastic band. What happens when an image is 
blurred is that every point in the image is stretched and becomes a spread. In digital images 
these points are the pixel values. A spread of x corresponds to each pixel stretched over x 
pixels in the direction of the blur. This spread is evident from merely looking at a blurred 
image. The length of this spread resulting from motion blur corresponds to the strength of the 
blur. In lieu of this, blur strength can be estimated by simply estimating the length of the 
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point spread caused by the blur. The length of this spread is estimated by computing the 
variance of the spread.  
First we take the derivative of the blurred image in the direction of the blur in order to 
amplify the information contained in the image. Upon taking the derivative, we rotate the 
image in the direction of the estimated blur and compute the row covariance in the direction 
of the spread. This is why it was necessary that we compute the direction of blur first. The 
resulting covariance value is the blur strength.  
 Mathematically this procedure can be described as follows: 
⎥⎦
⎤⎢⎣
⎡⎥⎦
⎤⎢⎣
⎡
−=⎥⎦
⎤⎢⎣
⎡
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u
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1. Preprocess image to enhance hidden details ( Take the gradient) 
2. Rotate the image by the estimated angle θ  
3. Compute the covariance in the horizontal direction 
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Image 
),( vufh ′′=∇  
Figure 4.4: Block diagram for motion blur estimation 
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4.2  Defocus Blur 
 There are a few methods already in existence to estimate defocused images. Majority of 
these methods can be applied to the face image with success.   
 One method is estimating the blur strength by measuring the amount of high frequency 
contents in the degraded image. The Daugman’s filter [1] can be used to extract the high 
frequency content of the blurred image. We convolve the degraded image with the filter and 
compute the response (power). This power is normalized by the total power in the defocused 
image with 0 corresponding to an extremely poorly focused image and 1 corresponding to a 
perfectly focused image.  
 We propose another method to estimate defocus blur. This method is not been ascertained 
to be accurate for all types of blur and is still under scrutiny. The proposed method is similar 
to that of the motion blur discussed above. We proposed to estimate the strength of the blur 
by computing the covariance among the pixels of the blurred image. In this method as 
opposed to the motion blur method, the direction of blur is not a factor of defocus blur. With 
motion blur the derivative of the blurred image was computed in the direction of the blur. For 
defocus blur, we compute the horizontal derivative of the blurred images to magnify the blur 
and details not pronounced in the blurred image. The covariance of the image pixel values is 
computed and interpreted as an estimate of the blur strength. This method was tested on 
images synthetically degraded using the averaging filter. The size of the filter corresponds to 
the blur strength. We scaled the strength to better interpret the blur.  A normalized value of 0 
represents a very poorly defocused image and a value of 1 represents a perfectly focused 
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image. Experimental results of the proposed method on synthetically degraded images are 
shown in Section 4.3.3. 
 
4.3  Lighting 
  We estimate lighting by computing and comparing the entropy of the histogram of the 
face image. The terms histogram and entropy are described in sections 4.2.1 and 4.2.2 
respectively. We describe how brightness can be estimated, how the direction of light can be 
estimated and how to estimate the degree of degradation. The next section briefly 
characterizes the properties of an image histogram 
 
 
4.3.1 Histogram 
A histogram gives information on the lighting of an image. It visually tells you if an 
image was properly exposed to light or not. Each pixel in a gray scale image has a 
brightness/darkness level called the gray level with discrete intensity values ranging from 0 
to 255; 0 being the darkest and 255 being the lightest (white). The histogram displays these 
brightness levels [12]. The amplitude (value) of each level in the histogram is computed by 
counting Pixels with same grayscale (intensity) values. This count represents the value for 
that level in the histogram. The darker values represent shadows and the extreme lighter 
values represent highlights. An image histogram skewed to the right implies that the image 
has more dark pixels. The greater the skewness, the darker the image is, which in turn 
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degrades face recognition. Image histogram skewed to the left depicts an image with a higher 
amount of bright pixels. 
An image histogram also gives information on the contrast of an image. The thinner the 
histogram, the lower the contrast. Wider histograms typically have a better contrast. An 
image with a bad contrast will have its histogram compressed to one side.  
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Figure 4.5: (Left) Histogram of an image with poor brightness, (Right) Histogram of an 
image with poor contrast 
 
4.3.2 Entropy 
Entropy measures the amount of information contained in an image [38]. In other 
words it measures the uncertainty of the intensity value distribution intensity. The entropy of 
an image is computed as follows: 
∑ =−= Nkp kpkpIE 0 )(ˆlog)(ˆ)(  
where  is the histogram (normalized) estimate of the image intensity density  )(ˆ kp
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4.3.3  Direction of External Light 
A face image can be subject to lighting from different directions. The lighting can be 
frontal, side or from the top, or from the back of an imaged individual. When a face image is 
illuminated by light, the illuminated part of the face would be relatively light compared to the 
other side of the face. The other parts would be relatively dark. If a light source illuminates a 
face from the right, the left side of the face will be darker compared to the right side of the 
face. The result of one side of a face image being darker or lighter than the other side is an 
uneven distribution of the pixel values which is apparent in the histogram distribution.  The 
histogram of an image with even light distribution would be evenly distributed. On the other 
hand a face image with uneven pixel distribution would be unevenly distributed. The amount 
of dark or light pixels will depend on how close the light is. This property makes its easy to 
estimate the direction of a light source on a face image.  
As discussed in section 4.2.1, the plot of the histogram of a face image depicts the 
distribution of pixels intensities. In lieu of this, the direction of a light is estimated by 
comparing the histogram (pixel distribution) of segments of the face. 
 The first step is to divide the face image into segments. We divide the image into four 
equal parts (segments) and compute the histogram of each part.  The matlab function 
“imhist” was used to compute and plot the histogram.  From visual inspection of the 
histograms, one can easily estimate the direction of light; the histograms would be skewed at 
different degrees.  
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 For quantitative estimation, we compute the skewness /entropy of each divided part of the 
face and compare values. The pair with the largest and highly significant difference tells us 
the direction of the illumination. 
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Figure 4.6: (Bottom) An image exposed to external light from the left of the subject 
 
4.3.4  Degree of degradation 
Brightness 
Images with poor brightness generally contain less information. Because of the strong 
correlation between amount of information present in the image and performance, a face 
image with poor brightness would degrade recognition performance. As discussed in section 
4.2.2, the entropy of an image measures the amount of information contained in the image. In 
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lieu of this, the degree of brightness of a face image can be estimated by simply computing 
the entropy of the image. We compute the histogram first, from which we compute the image 
entropy.  
 
Uneven distribution due to External Lighting (Contrast) 
The degree of degradation resulting from the uneven distribution of information 
(intensity values) is estimated using the entropy feature of the histogram. The rationale 
behind this technique being that for an evenly distributed image, the mean intensity value is 
about the center of the image histogram, and hence the amount of information contained in 
the pixel values less than the mean intensity value would be approximately equal to the 
amount of information contained in the pixel values greater than the mean intensity value.  
We compute the mean intensity of the image and compute the entropy (see Section 4.32) of 
the intensity values lesser than the mean intensity and the intensity values greater than the 
mean intensity. The ratio of this entropy values give us an insight on the lighting distribution 
of the image.  
Another technique to estimate the distribution of external light would be computing the 
relative entropy 
We divide the face image segments (see Figure 4.7) and compute a normalized 
histogram of each segment. For each segment, we compute the ratio of the entropy of the 
intensity values less than 0.5 and the intensity values greater than 0.5. We compute this ratio 
for all segments and compare values. An evenly distributed image would have similar values. 
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For unevenly distributed images, the values would vary significantly depending on the 
degree of unevenness. 
The higher this value the greater the degree of degradation. 
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Figure 4.7:   Histogram of four equally divided segments of a face image 
 
 
4.3.5  Experimental Result 
We tested the estimation techniques described in chapter 4 on synthetically degraded 
images and real life images (when available). Table 4.1 depicts the results for motion blur. It 
depicts the true direction, true strength and also the estimated direction and strength. Based 
on our results the technique seems to be fairly accurate. The more accurate the estimated 
direction of blur, the more accurate the estimated blur strength. The difference in the true 
blur orientation and the estimated blur orientation ranges between 0 and 8 degrees while the 
difference in the true blur strength and the estimated blur strength ranges between 0 and 3 
pixels. 
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Figure 4.8 and Table 4.2 depicts the experimental results for defocus blur. Figure 4.8 
shows the experimental results from using the first estimation method – Convolving the 
degraded image with Daugman’s filter and measuring the frequency content. One 
corresponds to perfect focus and zero corresponds to a very poorly focused image. Table 4.2 
shows the experimental results from using the second proposed estimation technique – 
Computing the row covariance. This method was tested on images synthetically degraded 
using averaging filter. The strengths correspond to the size of the filter. 
 
 
 
Type of 
Blur 
True 
Direction 
(deg) 
True 
Strength 
(pixels) 
Estimated 
Direction 
(deg) 
Estimated 
Strength 
(pixels) 
Synthetic 0 7 0 6 
Synthetic 0 10 0 9 
Synthetic 0 15 0 14 
Synthetic 15 7 11 7 
Synthetic 15 10 11 9 
Synthetic 15 15 10 14 
Synthetic 30 7 23 7 
Synthetic 30 10 24 9 
Synthetic 30 15 24 14 
Synthetic 45 7 38 7 
Synthetic 45 10 39 10 
Synthetic 45 15 39 15 
Synthetic 60 7 59 7 
Synthetic 60 10 58 10 
Synthetic 60 15 57 14 
Synthetic 90 7 90 6 
Synthetic 90 10 90 9 
Synthetic 90 15 90 14 
Real N/A N/A 150 11 
Real N/A N/A 20 2 
Table 4.1:  Motion blur experimental result 
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Filter size = 6X6
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Filter size = 8X8
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Focus =0.96
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Focus =0.89
Filter size = 6X6
Focus =0.75
Filter size = 8X8
Focus =0.52
Filter size = 10X10
Focus =0.38
Filter size = 10X10
Focus =0.46
 
 
 
 
 
 
 
 
Figure 4.8: Defocus blur experimental result using method 1 
 
Type of Blur True Kernel size
Estimated 
Strength 
Synthetic 2 3 
Synthetic 10 10 
Synthetic 15 15 
Synthetic 20 19 
Synthetic 25 24 
Synthetic 40 39 
 
Table 4.2:  Defocus blur experimental result using method 2 
 
 
 The experimental results for lighting are depicted below (Figure 4.9). The further away the 
mean intensity of the image is to 0.5 the greater the computed ratio and the greater this ratio, 
the worse the image contrast.  Figure 4.10 show the ROC curves for lighting for both the 
eigenface and eigenphase algorithm. FRR stands for false reject rate while FAR stands for 
false accept rate. 
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Figure 4.9:  Experimental results for lighting variation (contrast) 
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Figure 4.10:  ROC curves for lighting variation (contrast), left (Eigenphase), right 
(Eigenface) 
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Chapter 5 
Conclusions 
 Image quality degrades the performance of face recognition algorithms. In this thesis we 
listed and discussed quality factors that degrade a face image and ultimately recognition 
performance. The effects of these image quality factors on the eigenface and eigenphase 
algorithm were studied using the Genuine and Imposter Euclidean distance Scores.  
Of all quality factors studied, Lighting tends to degrade recognition performance the 
most, followed by occlusion.  Motion blur and defocus blur were also studied to also degrade 
recognition performance with a higher effect on the eigenphase face recognition method. 
Pixel Count and cropping on the other hand do not seem to affect the recognition algorithms 
discussed in this thesis. 
 
We also proposed and discussed algorithms to estimate three of the image quality 
factors including motion blur, defocus blur and lighting. 
 Lighting (Brightness and Contrast) was estimated using the entropy feature. Motion blur 
and defocus blur on the other hand were estimated by computing the covariance of the image 
pixels.
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Chapter 6 
Future Work 
1. In this thesis we studied the effect of image quality factors on face recognition 
using only the Eigenface and Eignenphase algorithms. The effect of this quality 
factors may vary for different face recognition algorithms. In future work, we 
propose a study that includes a number of state-of-the-art face recognition methods. 
2. In this work, estimation was discussed for 3 of the image quality factors. In future 
work, we propose to design estimation techniques to evaluate other image quality 
factors not estimated in this thesis. 
3. The effects of Pose and age were not discussed in this thesis. We propose to study 
the effects of these factors and algorithms to estimate them. 
4. Further study could be conducted to propose recognition algorithms invariant to the 
factors discussed in this thesis 
5. In this work, we assumed that the face image is degraded by one quality factor at a 
time. In practice a combination of this factors degrade image quality 
simultaneously. In future work we propose a joint study and estimation of image 
quality factors. 
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