A model for use in simulating the response of reinforced concrete interior beam-column joints is developed and evaluated using an extensive experimental data set. This model builds on previous work by Lowes and Altoontash in 2003, modifying the previously proposed model to improve prediction of response and extend the range of applicability. First, a new element formulation is proposed to improve simulation of joint response mechanisms. Second, a new method for simulating the shear stress-strain response of the joint core is developed. This method assumes joint shear is transferred through a confined concrete strut and simulates strength loss due to load history and joint damage following yielding of beam longitudinal steel. Third, modifications are made to enable better simulation of anchorage zone response. Comparison of simulated and observed response histories indicates that the new model represents well stiffness and strength response parameters for joints with a wide range of design parameters.
Introduction
Data from experimental testing indicate that reinforced concrete building beam-column joints with detailing typical of modern construction exhibit stiffness and strength loss under simulated earthquake loading and that stiffness and strength loss may be severe for joints with detailing typical of older construction ͑Noguchi and Kashawazaki 1992; Oka and Shiohara 1992; Park and Ruitong 1988; Otani et al. 1984; Durrani and Wight 1982͒. Additionally, evaluation of building damage resulting from recent earthquakes indicates that joint failure may result in structural failure ͑EERI 1994͒. Given the potential impact of joint nonlinearity on system response, a number of researchers have proposed joint models for use in simulating structural response to earthquake loading ͑Shin and LaFave 2004; Altoontash and Deierlein 2003; Lowes and Altoontash 2003; Youssef and Ghobarah 2001; Elmorsi et al. 2000; Fleury et al. 2000͒ . However, few of these models have been validated using an extensive data set and none of these models is appropriate for use in simulating the response of joints with a wide range of design parameters.
The research presented here uses experimental data to further development of the model proposed by Lowes and Altoontash ͑2003͒. The experimental data set, the new model, and a comparison of observed and simulated response for joint subassemblages are presented.
Experimental Data Set
An experimental data set including 57 building subassemblage tests from 12 investigations conducted around the world during the last 40 years was assembled ͑Table 1͒. The data set includes two-dimensional interior building joint sub-assemblages without slabs, beam eccentricity, or out-of-plane beams for which response is determined by beam flexural yielding and/or joint failure. The data set includes joints with a wide range of design parameters, but does not include joints with plain round ͑smooth͒ reinforcing steel bars. The data set includes only subassemblages subjected to quasistatic cyclic loading in the laboratory. Design parameters that could be expected to determine response are listed in Table 1 
where h c ϭheight of the column, b j ϭmaximum out-of-plane dimension of the beam or column; T bL and C bR ϭtension and compression resultants at the beam-joint interface on the left and right of the joint at the maximum column load, respectively; V c ϭmaximum column shear load; M L and M R ϭmoments at the beam-joint interface on the left and right side of the joint at the maximum column load, respectively; jh b ϭdistance between the tension and compression resultants in the beam at the beam-joint interface; and h b ϭheight of the beam. • Observed joint shear strength defined using the proposed model
, and V c are as defined for Eq. ͑1͒. In the currently proposed joint model, shear stress is computed using the entire joint volume so that horizontal and vertical shear stresses are equal and joint force and deformation calculations are consistent in the element formulation.
• Column axial load ratio
where Pϭcolumn axial load; A g ϭgross cross-sectional area of the column; and f c is as defined previously.
• Bond index, , equal to the average beam-bar bond stress in the joint assuming the reinforcing bar yields, in tension and compression, on opposite sides of the joint normalized by the square root of the concrete compressive strength
where f y ϭactual yield strength of the beam reinforcement ͑nominal values were used where data were not provided͒; d b ϭbeam bar diameter; and h c and f c are as defined previously.
• Joint horizontal transverse reinforcement ratio
where A st =area of single layer of joint transverse reinforcement passing through a plane normal to the beam axis; s j =, spacing of joint transverse reinforcement layers; and b j is as defined previously.
• The ratio of total joint transverse steel capacity to joint shear force demand
where A st_T ϭtotal area of joint transverse reinforcement passing through a plane normal to the beam axis, f yt ϭactual yield strength of joint transverse reinforcement ͑nominal values were used where data were not provided͒; and max , h c , and b j are as defined previously.
Simulation of Laboratory Tests
The joint element formulation and calibration procedures were evaluated through comparison of simulated and observed response. Numerical simulation of the laboratory tests listed in Table 1 was accomplished using the OpenSees analysis platform ͑McKenna et al. 2005͒. OpenSees is an object-oriented, opensource framework for finite element analysis that is currently under development by researchers at the Pacific Earthquake Engineering Research Center. OpenSees was chosen for use because of the relative ease with which the new joint element formulation and material models could be introduced into the framework and because it includes nonlinear beam-column element formulations and global solution algorithms, thereby eliminating the need to develop these for the current study. Fig. 1 shows an idealization of the numerical model. Lateral loading was applied using displacement control at the top of the column. A constant column axial load was applied using load control. The boundary conditions are representative of those employed in the laboratory.
The nonlinear response of beams and columns was simulated using the OpenSees beamWithHinges element formulation, which is documented in Mazzoni et al. ͑2005͒ . This element formulation assumes a linear moment distribution and employs a numerical integration scheme that includes two quadrature points within the user-defined plastic hinges at the element ends and a single Joint shear stress-strain data were used for specimens marked with an asterisk. Fig. 1 . Numerical model of a typical building joint subassemblage tested in the laboratory quadrature point at midspan. At the interface with the joint, the plastic-hinge length was defined equal to half the height of the member section ͑Corley 1966͒. At the supports, since no inelastic action was expected, the plastic-hinge length was defined equal to zero. At midspan, the element was assumed to be elastic with an effective moment of inertia defined per ACI 318-02 Sec. 9.5.2.3 ͑ACI 2002a͒.
A fiber discretization was used to simulate flexural response within the plastic-hinges. Concrete material response was simulated using the OpenSees Concrete01 material model. The modified Kent-Park model ͑Park et al. 1982͒ with a degraded linear unloading/reloading stiffness ͑Karsan and Jirsa 1969͒ was used to define compression response, and zero tensile strength was assumed. The OpenSees Steel02 material model was used to simulate the steel response; this model employs a bilinear envelope and a curvilinear unload-reload response.
C + + source code for the joint element formulation ͑beamColumnJoint2d͒ and the material models ͑Pinching4 and Bar-Slip͒ presented in this manuscript are currently available on the OpenSees website ͑http://opensees.berkeley.edu͒. Additionally, all of models are included in the executable version of the OpenSees code and documented in the OpenSees user manual ͑Mazzoni et al. 2005͒.
The Lowes-Altoontash Joint Model
Lowes and Altoontash ͑2003͒ present a four-node, 12 degrees-offreedom element for use in modeling the response of reinforced concrete beam-column joints in two-dimensional structural analyses. The joint element is a super-element comprising a shear-panel component that simulates strength and stiffness loss due to failure of the joint core, eight bar-slip springs that simulate stiffness and strength loss due to anchorage-zone damage, and four interface-shear springs that simulate reduced capacity for shear transfer at the joint perimeter due to crack opening. Fig. 2 shows the model, including revisions accomplished as part of this study.
A general one-dimensional load-deformation response model is used to predict the behavior of the components that make up the joint element ͑Lowes and Altoontash 2003͒. This onedimensional model is defined by a multilinear response envelope, a trilinear unload-reload path, and three damage rules that control the evolution of the response path. The unload-reload path is defined by three parameters: ͑1͒ rDisp, the ratio of the deformation at which reloading occurs to the maximum ͑minimum͒ historic deformation, ͑2͒ rForce, the ratio of the load at which reloading occurs to the maximum ͑minimum͒ historic load, and ͑3͒ uForce, the ratio of the load developed upon unloading, from a negative ͑positive͒ load, to the maximum ͑minimum͒ of the load envelope. Three damage rules simulate deterioration in the unloading stiffness ͑unloading stiffness degradation͒, deterioration in the strength developed in the vicinity of the maximum and minimum deformation demands ͑reloading stiffness degradation͒, and deterioration in the strength achieved at previously unachieved deformation demands ͑strength degradation͒. Each of the three damage rules employs a damage index, ␦, defined as follows:
where
and ␣ϭparameters defined to fit experimental data; ␦ lim ϭmaximum possible value of the damage index; d max and d min ϭmaximum and minimum historic deformation demands; D max and D min ϭpositive and negative deformations at which strength loss initiates; ϭratio of accumulated hysteretic energy to the energy dissipated in achieving D max under monotonic loading; and subscript i refers to the current load step. The stiffness and strength degradation are defined as follows:
where kϭunloading stiffness; ␦ k ϭunloading stiffness damage index; f max ϭmaximum strength of the response envelope; ␦ f ϭstrength damage index; d max ϭmaximum historic deformation demand and target for reloading; ␦ d ϭdisplacement ͑reloading stiffness͒ damage index; and subscripts i and 0 refer, respectively, to load step i and the initial load step.
Procedures are required to calibrate the general loaddeformation response model for each of the element components. For joints with moderate to high volumes of transverse reinforcement, Lowes and Altoontash ͑2003͒ recommend using the modified compression field theory ͑MCFT͒ ͑Vecchio and Collins 1986͒ to define the response of the shear panel and provide parameters for use in simulating cyclic response. Bond-slip spring response is defined assuming a constant, or piecewise constant, bond-stress distribution within the joint. Bond strength values are provided for different bond-zone conditions, and parameters are provided to enable simulation of response under cyclic loading. Interfaceshear springs are considered elastic due to lack of experimental data for use in calibrating these components.
Evaluation of the Lowes-Altoontash Model
A study by Mitra and Lowes ͑2004͒ suggested ways to modify the joint model proposed by Lowes and Altoontash ͑2003͒ to improve prediction of response for joints with a wide range of design parameters. These recommendations resulted in three major modifications to the originally proposed model that were accomplished as part of the current study: tension and compression. The above-mentioned model development work is discussed in detail in the following section.
Development of the New Joint Model

The New Joint Element Formulation
To improve simulation of anchorage-zone response, the joint element formulation proposed by Lowes and Altoontash ͑2003͒ was modified to shift the location of the bar-slip springs from the perimeter of the joint element to the centroid of the beam and column flexural tension and compression zones. Fig. 2 shows an idealization of the revised joint element. Fig. 3 shows component deformations, ⌬ i , external nodal displacements, u i , and internal nodal displacements, v i . Note that external nodes are shared by the joint element and the surrounding beam-column elements, whereas internal nodes are unique to the joint element. Bar-slip spring and shear-panel deformations follow standard sign conventions; for the interface-shear springs, a positive shear deformation is associated with a positive external and zero internal displacement. Component deformations are defined as follows: 
where h, w, ĥ , and ŵ are as defined in Fig. 3 . The inclusion of the bar-slip spring separation distance, ĥ and ŵ , in Eq. ͑9͒ enables improved representation of bar-slip response. Fig. 4 shows component forces, f i , external nodal resultants, F i , and internal nodal resultants, ⌽ i . The component forces are related to the component deformations by the one-dimensional load-deformation response relationships. External nodal resultants and internal nodal resultants are computed from component forces by imposing equilibrium at the external and internal degrees of freedom:
As the internal element nodes are unique to the joint element, an admissible element state is achieved when the internal nodal resultants are zero. This requirement may be used to solve for the four internal nodal displacements, v i , given the external nodal displacements, u i , which are imposed as part of global solution algorithm.
To evaluate the new joint element formulation, the tests listed in Table 1 were simulated using the previously discussed modeling techniques ͑Simulation of Laboratory Tests͒ and an elastic joint element. Comparison of the stresses in the beam and column reinforcing bars, as computed from the bar-slip springs in the joint element and as computed from the fiber-section analysis of the beam and column cross sections, indicated that the new joint element formulation results in accurate representation of reinforcing bar stresses and thus enables improved simulation of bar-slip response within the joint.
The New Joint Shear Response Model
The shear-panel component of the joint element is intended to simulate strength and stiffness loss associated with damage to the joint core under severe demands. For the current study, a new approach for calibrating the shear panel was developed. This new model employs the assumptions that joint shear is transferred via a concrete compression strut ͑Paulay et al. 1978͒, and that joint transverse reinforcement acts to increase the strength and deformation capacity of this strut. This new model enables simulation of response for joints with a wide range of transverse reinforcement ratios.
The new shear-panel calibration method was evaluated by comparing simulated and observed shear strength for the test specimens listed in Table 1. Table 2 provides simulated and observed shear-strength data. Shear strength is predicted using the new model, the model proposed previously by Lowes and Altoontash ͑2003͒, and a variation of the model proposed by Lowes and Altoontash in which concrete strength loss due to cyclic action is ignored. Table 2 provides also the observed failure mechanism. Three failure mechanisms were considered: Joint failure prior to beam yielding ͑JF͒, beam flexural yielding followed by joint failure ͑BYJF͒, beam yielding with no joint failure ͑BY͒. Joint failure occurred if the maximum load developed during the first cycle to a displacement demand exceeding the historic maximum displacement demand was less that 80% of the maximum strength. Beam yielding occurred if subassemblage strength was greater than that required to yield beam longitudinal reinforcement.
The following sections present an evaluation of the shearresponse model proposed by Lowes and Altoontash ͑2003͒ and the development of the new model. Table 2 lists shear strength computed using the recommendations of Lowes and Altoontash ͑2003͒ with, MCFT_cyc , and without, MCFT_mono , the strength reduction factor used to account for cyclic loading. Fig. 5 shows the ratio of predicted, MCFT_mono , to observed, max , joint shear strength versus transverse steel ratio. In evaluating these data, it is important to note that a perfect model would result in a ratio of simulated to observed strength of 1.0 for all joints that exhibit JF and some joints that exhibit BYJF and a ratio greater than 1.0 for some joints that exhibit BYJF and all joints that exhibit BY. This is because observed shear strength is limited by beam flexural strength for all joints that exhibit BY and some that exhibit BYJF. The data in Table 2 indicate that the MCFT-based model with the reduction factor to account for cyclic loading ͑ MCFT_cyc ͒ under predicts the observed strength for joints that exhibit JF and BYJF. The data in Table 2 also suggest that the MCFT-based model without the cyclic load strength reduction factor ͑ MCFT_mono ͒ predicts well the observed strength for joints that exhibit JF or BYJF. However, the data in Fig. 5 show that for joints that exhibit JF and BYJF, the ratio of simulated to observed shear strength is a function of the transverse reinforce- 
Evaluation of the MCFT for Calibration of the Joint Shear-Panel Component
Development of the Diagonal Compression-Strut Model for Calibration of the Joint Shear-Panel Component
Calibration of the Envelope of the Shear Stress-Strain Response History. Assuming that joint shear load is transferred via a concrete compression strut, it is possible to predict shear response from the compressive stress-strain response of confined concrete. Fig. 6 shows an idealization of the strut model that employs the following assumptions:
• The orientation and in-plane width of the strut are assumed to be constant and defined by the depth of the column and beam flexural compression zones, at a load level corresponding to the beams developing nominal flexural strength on opposite sides of the joint.
• Strut depth is defined as the maximum of the out-of-plane depth of the beam and column.
• The confined concrete model presented by Mander et al.
͑1988͒ defines the stress-strain response of the strut.
• Column longitudinal and joint horizontal reinforcing steel act to confine the joint core concrete; only the component of the confining force acting perpendicular to the orientation of the compression strut is considered.
• Concrete compressive strength is reduced to account for cracking parallel to the axis of the strut and as well as cyclic loading.
• The joint carries shear only through the compression strut. By equating the horizontal ͑or vertical͒ load carried by the strut with that carried by a joint panel with uniform shear stress, panel shear stress may be related to strut stress as follows:
where strut ϭshear stress in the shear-panel component; f c_strut ϭstrut stress; w strut ϭin-plane width of the strut; ␣ strut ϭangle of inclination of the strut with the horizontal; and w and hϭthe in-plane width and height of the joint, respectively ͑Fig. 6͒. The results of previous research indicate that concrete compressive strength is reduced due to tensile loading in the orthogonal direction and subsequent tensile cracking parallel to the direction of compressive loading ͑e.g., Vecchio and Collins 1986; Belarbi and Hsu 1995͒ and due to cyclic loading ͑Stevens et al. 1991a͒. Fig. 7 shows the ratio of observed to predicted concrete strut stress for the 13 joint sub-assemblage tests that ͑1͒ exhibited joint shear failure prior to or following beam yielding and ͑2͒ have shear strain data reported in the literature. For each specimen, data are included for between three and six points on the shear stress-strain history. In Fig. 7 , f c_observed is computed
where observed is computed using Eq. ͑2͒ with actual, instead of maximum, moments and shears, and w, h, ␣ strut , and w strut are as defined previously; f c_Mander ϭconcrete compressive stress computed per Mander et al. ͑1988͒; t ϭprincipal tensile strain computed from the laboratory shear strain data assuming the joint deforms only in shear, and ⑀ cc ϭstrain at the compressive strength per Mander et al. ͑1988͒. Fig. 7 shows four models for predicting the reduction in compression strength resulting from load history. The first model ͑la-beled Vecchio 1986 in the figure͒ is the original model proposed by Vecchio and Collins ͑1986͒. The second model ͑labelled Stevens 1991͒ is the Vecchio and Collins ͑1986͒ model as modified by Stevens et al. ͑1991b͒ to account for cyclic load history. The third and fourth models are proposed here to provide a better fit to the data for joints with transverse reinforcement ͑ j Ͼ 0͒ and without transverse reinforcement ͑ j =0͒. For joints with transverse reinforcement, the new strength-reduction model is defined where f c_strut ϭstrut strength including strength reduction to account for tensile stress in the orthogonal direction and cyclic loading, and f c_Mander , t and ⑀ cc are as defined previously. Model parameters are defined to provide a best fit to the experimental data assuming the strength reduction factor is 1.0 for zero transverse strain and decreases quadratically to a limit value. Evaluation of the data and strength-reduction models shown in Fig. 5 shows that models developed previously by Vecchio and Collins ͑1986͒ and Stevens et al. ͑1991b͒ do not provide a good fit to the joint response data. This is attributed to the fact that the previous models were developed for use in simulating the response of concrete in large, uniformly reinforced, uniformly loaded panels, which is not representative of concrete in beamcolumn joints. Evaluation of the two new models shows that joints without transverse reinforcement exhibit less strength loss than do joints with transverse reinforcement. This is attributed to the fact that in joints without transverse reinforcement, out-ofplane bending of column longitudinal reinforcement provides some confinement of joint core concrete. This mechanism is not included in computing concrete compressive stress-strain response.
Evaluation of the data in Table 2 indicates that for joints that exhibit shear failure ͑JF or BYJF͒, the proposed model predicts the observed strength more accurately and with a smaller coefficient of variation than is achieved using the MCFT-based model. Additionally, the data in Fig. 8 show that the ratio of observed to predicted strength does not exhibit the same level of dependence on transverse steel ratio that the MCFT-based model does. Similar results were observed when dependence on was considered. The data in Table 2 and Fig. 8 indicate that the strut-based model is appropriate for use with joints with a wide range of transverse reinforcement ratios.
Simulation of Stiffness Cyclic Response.
Calibration of the shear-panel response model requires specification of the parameters defining the unload-reload path and stiffness and strength loss under cyclic loading. Using the tri-linear unload-reload path proposed by Lowes and Altoontash ͑2003͒, assuming symmetry with respect to load direction, and using experimental shear stress-strain data ͑Table 1͒, the following average values for the path parameters were determined: rDisp = 0.09, rForce = 0.21, and uForce = 0.0.
Evaluation of the available experimental data indicated that stiffness loss is determined primarily by maximum deformation demand. Minimizing the error between simulated and observed unloading-reloading stiffness values resulted in the following damage rules:
where ␦ i k , ␦ i d , and d max,i are as previously defined. The envelope to the proposed joint-panel response model simulates strength loss due to crushing of the concrete strut as well as opening of cracks parallel to the strut. However, experimental data suggest that yielding of beam reinforcing steel causes damage to anchorage-zone concrete that reduces joint shear capacity. This mechanism of strength loss is simulated using the hysteretic damage rules included in the material model. Strength loss is assumed to initiate once beam yielding occurs and maximum strength loss is defined to be a function of the joint shear capacity-demand ratio, , with the result that
with d yield ϭdeformation demand associated with beams reaching yield and all other variables are as previously defined.
The New Bar-Slip Response Model
The bar-slip springs included in the joint element are intended to simulate stiffness and strength loss associated with deterioration of beam-and column-bar anchorage in the joint. Lowes and Altoontash ͑2003͒ proposed a calibration model for the bar-slip springs based on an assumed bond-stress distribution with the joint and empirically derived bond strength values, a slip limit of 3.0 mm beyond which springs exhibited a softening-type response, and cyclic-response parameters. Evaluation of this model using a relatively large data set ͑Mitra and Lowes 2004͒ suggested that the model could be modified to improve accuracy and ensure numerical stability for the global system. The first issue considered in developing the new bar-slip model was initiation of strength loss in the bar-slip springs. A review of experimental data by Mitra and Lowes ͑2004͒ indicated the 3.0 mm slip limit proposed by Lowes and Altoontash ͑2003͒ was too conservative. To determine new criterion for initiation of strength loss, simulated bar-slip data for the joint subassemblages listed in Table 1 that exhibited BY or BYJF were considered. These tests were simulated using the modeling approach discussed previously and the new joint element formulation with an elastic shear-panel component, elastic interface-shear components and bar-slip components calibrated per Lowes and Altoontash ͑2003͒ with the exception that strength loss was not simulated. Fig. 9 shows the simulated maximum slip in the beam bar-slip components. These data show no clear distinction between joints that exhibit BYJF and BY. Similar results were found when the ratio of the maximum slip to the slip associated with an anchorage length equal to the joint width was considered and when bond strength values were varied. Thus, it was concluded that, for the given approach to modeling bar slip, a slip-based criterion cannot be used to initiate strength deterioration of the bar-slip components.
The second issue considered in developing the new model was numerical stability of the global solution algorithm. It was found that if multiple bar-slip springs exhibited a negative tangent stiffness, the joint element and global system developed multiple negative eigenvalues. As a result, solution of the global system could not be achieved using traditional nonlinear solution algorithms.
To address these first two issues, the new calibration model developed as part of this study employs the recommendations of Lowes and Altoontash ͑2003͒ but ͑1͒ delays initiation of bar-slip strength loss until reinforcing steel reaches ultimate strength and ͑2͒ simulates strength loss using a hysteretic damage rule rather than an envelope that exhibits softening. This strength-loss model is defined
where d ult,comp and d ult,ten refer to the deformation demand associated with longitudinal steel reaching ultimate strength in compression and tension; D min and D max define deformations associated with reinforcing steel reaching minimum and maximum strain capacity; and ␦ lim f is defined such that minimum strength is equal to the residual bond strength associated with development of a frictional mechanism.
The third issue considered in developing the new model was unload-reload response under cyclic loading. Lowes and Altoontash ͑2003͒ proposed unload-reload response parameters ͑rDisp, rForce, and uForce͒ for bar-slip springs on the basis of bond-test data. These parameters resulted in a friction-type response, characterized by low strength and stiffness, for most of the unload-reload cycle. Unload-reload response was observed to be approximately symmetric for tension and compression and model parameters were defined to be equal. However, because bar-slip spring strength and stiffness was increased in compression to account for the contribution of concrete, the use of equal unload-reload response parameters resulted in overly rapid stiffness and strength gain for reloading from tension to compression. For joint subassemblages, this translated to an over-prediction of reloading strength and reduced "pinching" of joint loaddeformation response curves. In the new model, rForce is uniquely defined for tension, rForce t , and compression, rForce c :
where rForce t is 0.25 as defined by Lowes and Altoontash ͑2003͒ and F ult ϭultimate strength. This results in a friction-type response being simulated for reloading in tension and compression as well as accurate simulation of sub-assemblage pinching.
This new version of the material model is implemented in the OpenSees platform as Bar-Slip Material.
Application of the Proposed Calibration Procedures
The previous sections present a series of calibration procedures that must be employed to simulate joint response. Following is the recommended process for creating a model of a particular joint with specific material and geometric properties: 1. Complete a moment-curvature analysis of the beams and columns that frame into the joint. Here it is assumed that beams carry zero axial load while columns carry axial load associated with gravity loading. 2. From the moment-curvature analysis, determine ͑1͒ the moment associated with first yield of beam reinforcing steel, ͑2͒ the distance between tension and compression resultants at nominal flexural strength ͑defined per ACI 318 2002͒, and ͑3͒ the neutral axis depth at nominal flexural strength. 3. Define joint element formulation parameters using joint geometry and distance between beam and column tension and compression resultants. 4. Using neutral axis depths for beams and columns, determine the width, w strut , and angle, ␣ strut , of the concrete compression strut as shown in Fig. 6 . 5. Determine concrete compression strut response. This requires use of ͑1͒ the concrete model by Mander et al. ͑1988͒
with concrete confinement determined by reinforcement geometry and strut angle, ␣ strut , ͑2͒ the concrete strength reduction models proposed here ͓Eq. ͑13͔͒, and ͑3͒ cyclic response parameters defined here ͓Eqs. ͑14͒ and ͑15͒ and in Lowes and Altoontash ͑2003͔͒. 6. Determine bar-slip spring response using the basic model proposed by Lowes and Altoontash ͑2003͒ with strength reduction defined using Eqs. ͑16͒ and ͑17͒. 7. Interface-slip springs are defined to be stiff and elastic.
Comparison of Simulated and Observed Response
The tests listed in Table 1 were simulated using the new joint model, including the new joint element formulation and shearpanel and bar-slip spring calibration methods, following the calibration process outlined in the previous section. Tables 3 and 4 lists observed and simulated response quantities. Figs. 10 and 11 show load-displacement histories for the two laboratory subassemblages that were considered to be the best-and worst-case examples of simulating observed response. Observations that can be drawn from the data in Tables 3 and 4 include • Failure mechanisms. On average, the model simulates the correct inelastic failure mechanism, with 82% accuracy for specimen exhibiting JF, 89% accuracy for BYJF specimen and 94% accuracy for BY specimen.
• Initial and unloading stiffness. The proposed model represents well the observed initial stiffness and the unloading stiffness at maximum load. For these measures, the average ratio of simulated to observed stiffness are, respectively, 1.06 and 1.03 with coefficients of variation of 13% and 15%. The initial stiffness is a measure of stiffness of the adjacent beam-column elements when the joint responds elastically during initial load cycles. Unloading stiffness is a measure of stiffness deterioration exhibited by the shear-panel and/or the bar-slip component when the global system reaches maximum load.
• Postyield tangent stiffness. The proposed model predicts well the post-yield stiffness, with an average ratio of simulated to observed stiffness, for specimens that exhibit beam yielding prior to joint failure, of 1.0, with a coefficient of variation of 22%. For this analysis, "yield" is defined by first yield of beam reinforcing steel, and stiffnesses are not considered for joints that exhibit softening prior to yield. The postyield stiffness is the result of several influencing factors including the degrading postpeak response of the shear panel, the hardening response of the bar-slip components, and the flexural stiffness of beams and columns. Given the complexity of the response, a coefficient of variation of 22% is considered relatively low.
• Maximum strength. The model represents well the observed maximum strength of the subassemblage, with the average ratio of simulated to observed response equal to 1.03. The coefficient of variation of 17% on this average value also is considered to be relatively low given the wide variation in design parameters included in the data set.
• Drift at maximum strength. The model simulates the drift at maximum strength with less accuracy than strength. For all of the specimens, the average ratio of simulated to observed drift is 1.12 with a coefficient of variation of 27%. One of the reasons for the higher level of variability in this response measure is that drift values are limited to the peaks of the drift history imposed in the laboratory; the difference between the peak drift imposed in two sequential cycles may be large.
• Strength loss at final drift level. On average, the model predicts well the observed strength during the final load cycle, with an average ratio of simulated to observed strength of 1.04 and a coefficient of variation of 20%. These results validate the proposed shear-panel calibration model, including the proposed strength reduction model for joints that exhibit yielding of beam longitudinal reinforcing steel prior to joint failure.
• Pinching ratio is defined, using data from the cycle corresponding to maximum load, as the ratio of the strength at zero drift to the maximum strength. On average, the model closely predicts the observed pinching ratio with a mean of 1.04 and a coefficient of variation of 12%.
Summary and Conclusions
A model for use in simulating the response of reinforced concrete beam column joints was developed and evaluated using an extensive experimental data set. The model builds on a previously proposed model ͑Lowes and Altoontash 2003͒, and includes ͑1͒ a revised element formulation that provides accurate prediction of joint load mechanisms, ͑2͒ a new, more accurate, model for simulating joint shear response that is appropriate for use with a wide range of joint designs and simulates strength loss due to anchorage zone damage within the joint, and ͑3͒ an improved method for simulating anchorage response of beam and column reinforcing steel that does not impede nonlinear solution algorithms and is not overly conservative in predicting failure. The model was implemented in the OpenSees analysis framework and is available for use by others ͑http://opensees.berkeley.edu͒. The model was evaluated by comparing simulated and observed response for 57 interior joint sub-assemblages tested in the laboratory. Joints had widely varying design characteristics and exhibited different failure modes: joint failure prior to beam yielding ͑JF͒, beam yielding prior to joint failure ͑BYJF͒ and beam yielding without joint failure ͑BY͒. Results indicate that the observed failure mode was simulated correctly for 89% of the specimens. Results indicate also that the model represents well observed cyclic response characteristics including initial stiffness, unloading stiffness at maximum strength, maximum strength, strength loss at the final laboratory drift demand level, and pinching ratio. The model is least accurate and precise in predicting drift at maximum load.
The results of this study support several additional conclusions about modeling of the seismic response of interior building joints. First, a compression-strut model may be used to simulate the load-deformation response of the joint core; however, experimental data indicate that response is significantly different for joints with and without transverse reinforcement. Second, accurate simulation of joint stiffness requires consideration of both nonlinear joint core response as well as bond-slip response of frame member longitudinal reinforcement anchored in the joint. In particular, subassemblage stiffness during unloading and reloading and the pinching of the subassemblage load-deformation response history are determined by simulation of bar-slip response. Third, strength loss in joints that exhibit beam yielding cannot be predicted accurately by considering bond-slip response and employing a slip-based failure criterion. Fourth, accurate simulation of strength loss in joints that exhibit beam-yielding may be achieved by accounting for the impact of anchorage-zone damage on joint core strength. 
