Abstract. Many finite-state reversible Markov chains can be naturally decomposed into "projection" and "restriction" chains. In this paper we provide bounds on the total variation mixing times of the original chain in terms of the mixing properties of these related chains. This paper is in the tradition of existing bounds on Poincaré and log-Sobolev constants of Markov chains in terms of similar decompositions [JSTV04, MR02, MR06, MY09]. Our proofs are simple, relying largely on recent results relating hitting and mixing times of reversible Markov chains [PS13, Oli12]. We describe situations in which our results give substantially better bounds than those obtained by applying existing decomposition results and provide examples for illustration.
Introduction
In this paper, we study the rate of convergence to stationarity of an irreducible, aperiodic and reversible Markov chain with kernel K on a finite state space Ω by decomposing Ω into subsets {Ω i } n i=1 . Our main results bound the total variation mixing time of K in terms of the mixing times of the traces (or restrictions) K i of K on each subset Ω i ⊂ Ω, combined with some information on the mixing of K between the subsets. This latter mixing time is studied through the construction of a projected kernel K on {1, 2, . . . , n}. Although the details of our constructions differ, this general approach is not new: it has been the subject of a number of papers [MR00, JSTV04, MR02, MR06, MY09] and has been successfully applied to many problems (see, e.g., [DLP10, KO15] ).
Our results, like those in [MR00, JSTV04, MR02, MR06, MY09] , are useful in the common situation that a complicated Markov chain is hard to study directly, but is composed of smaller pieces that are easier to study in isolation or have already been studied. Our main goal is to provide bounds for the mixing time that are easy to apply in a wide range of applications. Our main results are based on the remarkable results of [PS13, Oli12] , where the authors derived an upper bound on the mixing times of reversible Markov chains in terms of their hitting times.
Our bounds are generally not comparable to earlier decomposition bounds, so we give a high level review of those results and explain some ways in which ours can be much better. Let ϕ i , ϕ rel i be the mixing and relaxation times of K i , let ϕ, ϕ rel be the mixing and relaxation times of K, and let ϕ, ϕ rel be the mixing and relaxation times of K. The main innovation of [JSTV04] allows this bound to be improved if K satisfies certain regularity conditions. One of the consequences of Theorem 1 of [JSTV04] is that, under certain regularity conditions, the upper bound (1.1) can sometimes be replaced with the much smaller bound
Unfortunately, many Markov chains of interest that in fact satisfy (1.2) for a natural decomposition do not satisfy the regularity conditions given as sufficient conditions in [JSTV04] (see, e.g., the interacting particle systems we study in [PS16] ). Some of the main consequences of the results in this paper are new sufficient conditions under which a bound similar to (1.1) can be replaced by a stronger bound similar to (1.2), and which can be used to obtain stronger bounds on the mixing times of interacting particle systems and other Markov chains. Although we give this overview in terms of relaxation times, all of our main result bounds the mixing time of K in terms of the mixing times of K i and the occupation times of the original Markov chain on the sets Ω i , rather than the associated relaxation times.
Our new sufficient conditions can hold when those in [JSTV04] do not, and the new cases that we cover include some important examples. A simple illustrative example is the symmetric random walk on 2m-vertex "Pince-nez" graph studied in Section 4.1 of [JSTV04] . The 2m-vertex Pince-nez graph consists of two copies of the Z m connected by a single edge. The graph is pictured in Figure 1 with m = 8. Consider a random walk on the 2m-vertex Pince-nez graph which moves to a neighboring vertex with probability c = O(1). It is natural to partition this graph into two copies of Z m . Using this partition, the authors in [JSTV04] showed that the relaxation time of the random walk is O(m 3 ), which implies a bound of O(m 3 log(m)) on its mixing time. To our knowledge, no earlier works on decomposition bounds will give a bound better than O(m 3 ) on the mixing time for this example. Our bounds can be used to show (see Section 5.1) that its mixing time (and thus its relaxation time) is O(m 2 ), which is indeed the correct order. Of course, this "Pince-nez" example is simple, and its mixing time can be derived using direct arguments such as coupling. We emphasize this example because it has two traits that are typical of chains and partitions for which our approach can improve on previous results: there are only a small number of 'important' parts of the partition (i.e., n is small compared to ϕ mix i and ϕ mix ), and the exit probabilities K(x, Ω 2 ) from one part of the partition to another are very far from uniform in the initial point x ∈ Ω 1 . There are many interesting examples of Markov chains having these traits. The motivation behind this paper was the study of interacting particle systems. Using the main results of this paper, we were able to resolve a conjecture of David Aldous on the mixing time of a 'constrained' Ising process on the lattice [PS16] , up to a logarithmic factor. The kinetically constrained Ising process (KCIP) is described carefully in Example 5.1, and Example 5.2 describes a toy version of the KCIP that illustrates the key difference between our bound and that in [JSTV04] . We expect our bounds to be helpful in the study of other interacting particle systems with a varying number of particles. To explore this, in Section 5.2.1 we construct a large class of interacting particle systems, show that the bounds in [JSTV04] cannot generally be tight, and explain why our bounds can be.
Our main application in Section 4.2 gives another situation in which our bound is roughly of the form (1.2) while the bounds in [JSTV04] are roughly of the form (1.1). For both the KCIP and the family of examples in Section 4.2, our bounds allow us to recover the correct mixing time up to a factor that is logarithmic in the problem size, while the bounds from [JSTV04] are off by a factor that is polynomial in the problem size and can be close to the square of the correct mixing time.
Our results can improve upon earlier bounds in other interesting situations, and can be worse than earlier bounds in others. See Section 1.4 for a brief overview, and Inequality (2.18) for a bound that is most visually similar to earlier decomposition bounds.
1.1. Paper Overview. After giving initial notation in Sections 1.2, 1.3 below, we give a 'user's guide' to the paper in Section 1. 4 . One of the main attractions of decomposition bounds such as those in [JSTV04] is their ease of use: you can 'plug in' estimates of certain familiar quantities related to the kernels K i and K, such as their relaxation times, to obtain estimates for the kernel K. Our bounds are often similarly easy to use. However, the bounds in the different sections of our paper are written in terms of different quantities, and several of our intermediate bounds are written in terms of quantities that may not be familiar to the reader. Thus, it may not be immediately obvious which bounds are most relevant for a given problem. Our 'user's guide' is designed to resolve this difficulty, allowing the reader to quickly obtain bounds that are written entirely in terms of familiar quantities, such as a mixing time or Lyapunov function. For several situations, the user's guide describes why our bounds may improve upon earlier bounds, refers to the most relevant and simplest bounds in our paper, and also refers to a prototypical worked example.
In Section 2, we give our main lemmas and apply them to obtain an initial result that is visually similar to earlier decomposition bounds. In Section 3 we introduce the notion of the well-covering time as well as a comparison theory for well-covering times; these are used to obtain decomposition bounds that are easier to compute than those in Section 2. In Section 4 we give much stronger decomposition bounds under certain regularity conditions and apply them. Finally, Section 5 contains two applications. Auxiliary results and derivations are deferred to an Appendix. = 0. For a sequence of positive random variables {X m } m≥0 and a sequence of positive integers or random variables {Y m } m≥0 , we say that X m = O(Y m ) (or X m = O(Y m ) with high probability) if for all ǫ > 0 there exists a constant C = C(ǫ) < ∞ so that lim sup m→∞ P[X m > CY m ] ≤ ǫ. In both cases, we sometimes write "f is at least on the order of g" to meant g = O(f ). We say that a random variable X stochastically dominates a random variable
for all s ∈ R. The letters C, C 1 etc. will denote generic constants whose value may change from one occurence to the next but are independent of the problem size or n, the number of partitions.
For a monotonely increasing (but not necessarily injective) function f : N → N,
For two distributions µ, ν on a finite state space Ω, the L 1 , or total variation, distance between µ and ν is given by
The mixing profile of a Markov chain {X t } t∈N on Ω with stationary measure π is defined as
for all 0 < ǫ < 1. As usual, the mixing time is defined by τ mix = τ (0.25). The dependence of a Markov chain {X t } t∈N on the initial conditions X 0 = x is denoted by a subscript, e.g.,
1.3. Projections and Restrictions of Markov Kernels. Let {X t } t∈N be an irreducible, reversible and 1 2 -lazy Markov chain with kernel K and stationary distribution π on Ω. Our goal is to bound the mixing time of {X t } t∈N in terms of the mixing times of various restricted and projected chains. Fix n ∈ N and let Ω = ⊔ n i=1 Ω i be a partition of Ω into n disjoint parts. Define the projection function P on Ω by
(1.3)
For 1 ≤ i ≤ n, set η i (0) = −1. Then, for s ∈ N, recursively define the sequence of hitting and occupation times
Both η, κ depend on the initial condition X 0 . We also define the associated restricted processes {X
This is also called the trace of {X t } t∈N on Ω i . Since {X t } t∈N is recurrent, we have for all t ∈ N that η i (t) < ∞ almost surely, and so X (i) t is almost surely well-defined for all t ∈ N. The trace {X (i) t } t∈N is a Markov chain on Ω i , and we denote by K i the associated transition kernel on Ω i . The kernel K i inherits irreducibility, reversibility and 1 2 -laziness from K 1 and its stationary distribution is given by
for all A ⊂ Ω i . Let ϕ i be the mixing time of K i and set
(1.6)
We next define the projected kernel K. The state space of the projected chain is the set [n] and its transition kernel is defined by
Throughout the paper, we are often interested in hitting times of various sets. We recall that, if {X t } t≥0 is a Markov chain with state space Ω and A ⊂ Ω, the hitting time τ A ≡ min{t ≥ 0 :
for all k, t ∈ N. In particular, this implies
(1.9)
See inequality (5.12) in Appendix A for a short proof of (1.9). We use this fact throughout the paper, sometimes referring to the 'subgeometric tails' of the hitting time distribution.
1.4. User's Guide. We give an overview of our results, with the aim of directing a reader to the most relevant bounds. Briefly, Lemma 2.2 gives the strongest bounds in this paper, while Inequality (3.10) gives mixing time bounds that are easiest to compute in terms of standard estimates. We now describe several common situations in which our bounds can improve on those in the literature:
• Situation: n is small while max 1≤i≤n
is large.
-Improvement: Improves the mixing bound from a large function of ϕ, ϕ i (e.g. roughly O(ϕ max 1≤i≤n ϕ i )) to a smaller function (e.g. roughly O(max(ϕ, max 1≤i≤n ϕ i ))), at the cost of a poor dependance on the number of parts n of the partition. -Relevant Results: Lemma 2.6 gives this improvement in the simplest situations; Lemma 2.1 gives this improvement for more difficult examples. Results in Section 4.1 may be necessary if one has useful bounds only on max a≤i≤b ϕ i for some (a, b) = (1, n). -Worked Examples: Example 5.1 is the simplest example illustrating this improvement. Example 5.2 obtains a similar improvement in a more complicated situation, using the bounds in Section 4.1. -Requires: Bounds on the mixing times ϕ i , the expected escape times for Ω i , and lower bounds on the elements K.
• Situation: As above, but n is large and K exhibits the following approximate metastability: there exists some 1 ≤ k ≤ n so that the mixing time ϕ i of K i is small compared to the escape times min x∈Ω i E[min{t :
-Improvement: As above. -Requires: Bounds on the mixing times ϕ i , the expected escape times for Ω i , and a contraction or mixing condition for a projected chain similar to K.
• Situation: A bound on the mixing time is needed, but min x π(x) is very small.
-Improvement: Recall that the mixing time ϕ and relaxation time ϕ rel of a Markov chain satisfy
both inequalities are sharp. Thus, bounding the mixing time of a Markov chain directly can give an improvement of a factor of − log(min x π(x)) over a bound that passes through the relaxation time. This factor can be arbitrarily large, and is particularly important for limiting arguments. -Relevant Results: All results in this paper can deliver this type of improvement. If the very small value of min x π(x) is the main obstacle to using an existing decomposition bound, we recommend beginning with Section 3, and in particular the relatively weak but simple Inequality (3.10). We note that many bounds in Section 3 are stated in terms of a somewhat complicated quantity we call the well-covering number. As discussed in the introduction to that section, a collection of comparison inequalities allow these bounds to be used without the explicit computation of new well-covering numbers. -Worked Examples: Inequality (3.10); can be applied to other examples (e.g. Section 5.1). -Requires: Inequality (3.10) requires estimates of the mixing times ϕ i for some values of i as well as entry-wise lower bounds on K.
Main Result: General Mixing Bounds for Decomposable Markov Chains
Let {X t } t∈N be an irreducible, and fix some I ⊂ {1, 2, . . . , n} that satisfies
Then the mixing time τ mix of {X t } t∈N satisfies
Proof. Fix a set A ⊂ Ω with π(A) ≥ α. We will denote A i = A ∩ Ω i for all 1 ≤ i ≤ n. We claim that there exists j ∈ I so that
To see this, assume that inequality (2.4) is not satisfied for any i ∈ I. Then we would have
contradicting the assumption that π(A) ≥ α. Thus, inequality (2.4) is satisfied. Let j ∈ I be an index satisfying π j (A j ) ≥ γ. For any T ∈ N and 0 < t < T , we have
This gives
where the last inequality follows from Equation (2.2). Thus, for T ≥ T ,
Since this holds for all z ∈ Ω and all A with π(A) > α, by Equation (1.8) we have
By Equation (2.2),
completing the proof.
Our next result weakens the requirement in Lemma 2.1 that max z∈Ω P z [κ i (T ) < t] must be small for all i ∈ I to the requirement that only max z∈Ω P z [∩ i∈I {κ i (T ) < t}] needs to be small, at the cost of requiring the bound be uniform over all I ⊂ [n] with π(∪ i∈I Ω i ) sufficiently large. Define
(2.5)
In the proof of the following lemma, we bound the distribution of the number of steps in an excursion from a given set A by the distribution of the hitting time to A from the worst possible starting point in Ω:
and let T ′ be as in (2.5). Then the mixing time τ mix of {X t } t∈N satisfies
Proof. The proof is similar to that of Lemma 2.1. Fix a set A ⊂ Ω with π(A) ≥ α. Define the set
We claim that
yielding a contradiction. The final inequality of (2.7) follows from the fact that p+
. Thus (2) holds.
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The goal is to bound τ A by {τ
where the penultimate inequality follows from inequality (1.9) and the last inequality follows from inequality (2.2). Since
Since this holds for all A with π(A) > α, we have by equation (1.8)
The following example shows that Lemma 2.2 can be much stronger than Lemma 2.1: -lazy simple random walk on G m . By Theorem 3.2 of [HLW06] , the mixing time of Q m is O(log(m)). Fix a sequence ǫ = ǫ m < min(
setting K m (x, y) = 0 for all y = x not of the form listed above, and finally setting
. Let π denote the stationary measure of K m and τ mix denote its mixing time.
For each m ∈ N, we consider the partition Ω = ⊔ u∈Gm Ω u of Ω = H m into the m sets Ω u = {(1, u), (2, u)}. We will show that Lemma 2.1 cannot obtain any bound on the mixing time stronger than τ mix = O(m), while Lemma 2.2 can be used to obtain the correct bound of
, this is a substantial difference. By symmetry, π(
. Then the set I used in the statement of Lemma 2.1 must be of size at least m 6
. Since the restriction of K m to Ω u has only two points, the mixing time ϕ u can be computed explicitly; it is Θ(1). Lemma 2.1 9 requires that for some t < T (see Equation (2.3)), both
holds for all i ∈ I, the pigeonhole principle implies that we must have T ≥ C|I| t ≥ C ′ mt for some universal constants C, C ′ > 0. Thus, applying Lemma 2.1 cannot yield a better upper bound than τ mix = O(T ) where m = O(T ).
We briefly sketch an argument showing that is possible to obtain a much better upper bound via Lemma 2.2. Again, set α = . Let {X t } t∈N be a walk evolving on Ω according to K m , define Ω lower = {(1, u) : u ∈ G m }. Let {Y t } t∈N be the trace of {X t } t∈N on Ω lower . Identifying elements of Ω lower with points of G m by the map (1, u) → u, it can be verified that {Y t } t∈N is a Markov chain with transition kernel Q m . Since the mixing time of Q m is O(log(m)), Equation (2.2) implies that the expected hitting time for
is O(log(m)), uniformly in the starting vertex Y 0 . Let
As noted earlier, the mixing time of Q m is O(log(m)). Thus by (2.2), there exists some constant 0 < C < ∞ that does not depend on Y 0 = y, m or the particular set I so that
(2.8)
Next, let
Setη(0) = −1, inductively defineη(s + 1) = min{t >η(s) : X t ∈ Ω lower }, and setκ(s) = max{u :η(u) ≤ s}. We then have
Next, {η(s + 1) −η(s)} s∈N is an i.i.d. sequence with mean O(ǫ −1 ). Thus, there exists a constant C 1 > 0 so that
for all A 1 > 0. Combining inequalities (2.8), (2.9) and (2.10) gives
Using again the observation thatη(s + 1) −η(s) is a sequence of i.i.d. random variables, each a sum of geometric random variables and with mean that is O(ǫ −1 ), we have for all
(2.12) for some 0 < C, C ′ , C ′′ < ∞ that do not depend on ǫ or m. Recall that κ i (·) denotes on the occupation time of X t on Ω i . Since ϕ max = Θ(1), combining inequalities (2.12) and (2.11), we infer that there exists a constant C 2 such that
ϕ max log(m)⌉ and T = C 2 log(m)ǫ −1 with C 2 sufficiently large, we obtain
From Equation (2.5) and Lemma 2.2, it follows that τ mix = O(log(m)ǫ −1 ), which indeed is the correct mixing time. For ǫ −1 ≪ m, this is much better than any bound obtainable by applying Lemma 2.1.
Remark 2.4. The partition used in Example 2.3 was . However, our main point behind Example 2.3 is not about choosing partitions, but to illustrate that for a given partition, Lemmas 2.1 and 2.2 can give completely different answers.
Fix 0 < α < 1 2 and define
(2.14)
We give a corollary to Lemma 2.2. Fix i ∈ [n] and X 0 = x ∈ Ω i . Define the escape time
Following the notation of Lemma 2.2 and Equation (2.14), we have
and let κ I (s), η I (s) be defined as in Equation (1.4) with Ω i replaced by ∪ i∈I Ω i . Let {Z i } i∈N be a sequence of i.i.d. geometric variables with P[Z 1 > 1] = e −1 and let
We make two observations. The random variable eϕ max Z j stochastically dominates the return times (η I (j) − η I (j − 1)) conditional on X η I (j−1) . The random variable Z ′ j is stochastically dominated by the random variable 1 E(j) conditional on X η I (j) , where
Thus E denotes the event that the j'th visit to ∪ i∈I Ω i to be of length at least ǫϕ max . These two observations give, for any 0 ≤ t ≤ T ∈ N and S ≥ 1,
where the last inequality follows from Equation (1.9) and Equation (2.16). Fix 0 < C 1 < ∞ and set t = C 1 ϕ max n log(n). For any such choice of C 1 , there exists a 0 < C 2 < ∞ so that for S > C 2 C 1 ǫ −1 δ −1 n log(n),
and for any such choice of 0 < C 1 , C 2 < ∞, there exists a 0 < C 3 < ∞ so that for
Combining these two bounds with inequality (2.17) gives, for these choices of t, T ,
The result now follows from Lemma 2.2.
Remark 2.5. Taking ǫ −1 = ϕ max and δ = 1 in Corollary 1 gives
which is visually similar to the main decomposition bounds in [JSTV04] and other papers cited in the Introduction.
The following bound on ϕ hit gives an easy way to use Corollary 1 when n is small: Lemma 2.6. Follow the notation of Corollary 1. Assume also
for some ǫ, δ > 0. For c > 0, let G c be the directed graph with vertices V c = Ω and edges
Let D be the diameter of G c . Then
and let A = ∪ i∈I Ω i . Equation (2.19) and the definition of G c immediately give
By Equation (1.8), this implies
Since this holds for all sets
, this completes the proof.
Lemmas 2.1 and 2.2 allow us to bound the mixing time τ mix of {X t } t∈N in terms of the mixing times {ϕ i } n i=1 of the traces of {X t } t∈N as well as the occupation times {κ i } n i=1 . The assumption that we have good bounds on ϕ i is similar to the assumption of a good bound on the relaxation times of restricted chains in [JSTV04] , and it often holds. However, the occupation times are much more difficult to understand than the relaxation times of the projected chain used in [JSTV04] . The remainder of this paper is devoted to building tools for bounding these occupation times.
Mixing Bounds Via Well-Covering Times
The mixing bounds obtained in this section are based on the following observations:
(1) If the occupation measure κ i (T ) is large relative to ϕ i for some set Ω i , with high probability it will also be large for 'neighboring' states Ω j with K(i, j) large. (2) If the high-probability event described above holds for all pairs i, j, then every set Ω i with large stationary measure will also have large occupation measure. We begin our development by defining a quantity that we call the well-covering time that allows us to make this observation more precise.
Readers interested in quickly obtaining reasonable bounds may skip this definition on a first reading of the paper: the comparison theory for well-covering times developed in Section 3.4, combined with the bound on the well-covering time of a simple example computed in Section 3.2, allows users to estimate well-covering times without computing any directly. Thus, the main result of this section (Theorem 2) can be used in simple examples without using this definition. For more complicated examples, we still suggest estimating the wellcovering times directly only for simple examples as in Section 3.2, then using the comparison bounds to relate these to the Markov chain of interest.
3.1. Well-Covering Times. Fix n ∈ N and let Q be a reversible, irreducible, aperiodic transition kernel on [n] with stationary measure µ. Fix constants 0 < B, T, t 1 , . . . , t n < ∞ and define the set S B,T to be the pairs
and the inequalities:
The terms κ and N in (3.1) represent rescaled counts of the empirical occupation measures and transition counts for a Markov chain with transition kernel K and projected kernel K = Q. For fixed constant B, the set S B,T represents all plausible joint values of κ, N over a run of the Markov chain for T steps. For example, while it is possible to have κ concentrated on one part Ω 1 of the partition of a Markov chain for a time T ≫ ϕ 1 j =1 K(1, j), this event 13 is extremely unlikely and so for fixed B, the pair κ = (1, 0, . . .), N ≡ 0 will not be in S B,T for T large. S B,T is of interest for T large. In the limit T = ∞, the set of Equations (3.1) yield
Summing (3.2) with respect to the index i and using (3.3) gives
Thus the probability vector κ satisfies κ = κQ. Since Q is irreducible and aperiodic, it follows that κ = µ when T = ∞.
Definition 3.1 (Well-Covering Time). The well-covering time τ wc = τ wc (t 1 , . . . , t n , B) associated with the kernel Q and the associated set S B,T satisfying (3.1) is defined as
This definition might seem slightly unwieldy at first glance. We give more intuition on this quantity in the following sections.
3.2. Well-Covering Times for the simple Random Walk on a Graph. We compute the well-covering time of a simple random walk on a graph. The calculations in this section can be combined with the comparison results in Section 3.4 to obtain crude but useful bounds on the well-covering numbers of a much broader collection of Markov chains.
Let G = (V, E) be a tree with |V | = n vertices, maximum degree less than ∆ and diameter D. Let Q be the transition kernel on state space [n] given by
This is a kernel associated with simple random walk on G, and its stationary distribution is µ(i) = 1 n for all i ∈ V .
Lemma 3.2. Let τ wc be the well-covering time associated with the kernel Q. For any φ > 0,
) and let (κ, N) ∈ S B,T . By the pigeonhole principle, there exist a vertex i such that κ(i) ≥ 1 n . For u, v ∈ G, denote by |u − v| the graph distance on G, that is, the length of the shortest path in G from u to v. By induction on the quantity |i − j|, j ∈ V , we will show that
It is clear that inequality (3.5) holds for |i − j| = 0. To prove the inequality for all j, fix 0 < s ≤ D and assume that inequality (3.5) holds for all j such that |i − j| < s; we will 14 prove that it holds for j such that |i − j| = s. Fix j so that |i − j| = s and also fix ℓ ∈ G that satisfies |i − ℓ| = s − 1 and |ℓ − j| = 1; by the definition of the graph distance, at least one such vertex exists. By inequality (3.1),
Combining these two inequalities,
By the induction hypothesis (3.5),
proving inequality (3.5) for the case |i − j| = s and thus completing the induction argument. Since T ≥ 4nφ, inequality (3.5) implies 
Define the number of such transitions before time T by
, and set γ = min( 
We need the following two lemmas.
Lemma 3.3. Fix notation as in Theorem 2. Then for all X 0 = x ∈ Ω, t ∈ N and all 0 < c < ∞,
(3.7)
and
Proof of Lemma 3.3. We first prove inequality (3.7). Define the function f i,j :
We note
. By Corollary 2.11 of [Pau15] , for all x ∈ Ω, t ∈ N and c > 0 we have
(3.9)
Next, denote by K i the transition kernel associated with the Markov chain {X
We may write
where the kernels K i,j (x, ·) are defined by . By Azuma's martingale inequality,
Combining this with inequality (3.9) and using the fact that ϕ max ≥ 1, we have shown inequality (3.7):
Inequality (3.8) follows immediately by applying inequality (3.7) to the time-reversal of the chain {X t } t∈N and the proof is finished.
Lemma 3.4 (Local-to-Global Spreading). Fix notation as in Theorem 2. Then for any B > 0 and T > τ wc (Bϕ 1 , . . . , Bϕ n , 8ϕ max log(
Proof. Fix T ∈ N, X 0 = x ∈ Ω and ǫ > 0. For 1 ≤ i = j ≤ n, denote by A i,j the event that
and denote by B i,j the event that
By Lemma 3.3,
. By construction, we also have
We have shown that, with at least 1 − ǫ 2 probability, the pair (κ,Ñ ) belongs to the set S B ′ ,T associated with the kernelK and constant B ′ = 8ϕ max log(
). Thus, by the definition of the well-covering time, for T > τ wc (Bϕ 1 , . . . , Bϕ n , 8ϕ max log(
. This immediately yields that
Since x ∈ Ω was arbitrary, the proof is finished.
We finally give
Proof of Theorem 2. By Lemma 3.4, for T > τ wc (8c
Thus, by Lemma 2.1,
and the proof is finished.
Combining inequality (3.4) with Theorem 2, we see that if a Markov chain {X t } t∈N has Q as its projected chain, and the mixing times of all restricted chains are less than ϕ max , the mixing time of
Comparison inequalities for well-covering times. Like the spectral gap, the covering time can be difficult to bound for generic Markov chains. One of the main tools for obtaining quantitative bounds on the spectral gap of a Markov chain is the use of comparison theorems to relate complicated chains of interest to simpler chains that can be analyzed directly (see e.g., [DSC93, DGJM06] ). In this section, we give some basic comparison results for the well-covering time, for the same purpose. The following 'scaling' bounds are immediate:
• For any α > 1, and any t 1 , . . . , t n , B, τ wc (αt 1 , . . . , αt n , B) ≤ ατ wc (t 1 , . . . , t n , B).
(3.11)
• For any α > 1, B > 0 and T ∈ N,
and so for any t 1 , . . . , t n , τ wc (t 1 , . . . , t n , αB) ≤ α 2 τ wc (t 1 , . . . , t n , B).
(3.12)
The next result shows that the well-covering time of a complicated kernel can be bounded in terms of the well-covering time of simpler kernels:
Lemma 3.5. Let Q, Q ′ be two reversible kernels on [n] with the same stationary measure µ, and let τ wc , τ ′ wc be their well-covering times. Assume that Q(i, j) ≥ Q ′ (i, j) for all j = i. Then for any sequence t 1 , . . . , t n , B, τ wc (t 1 , . . . , t n , B) ≤ 9τ ′ wc (t 1 , . . . , t n , B).
(3.13)
Proof. We begin by showing that, under the same assumptions,
(3.14)
Let S B,T and S ′ B,T denote the pairs (κ, N) that satisfy inequalities (3.1) for the kernels Q, Q ′ respectively. To prove inequality (3.14), it is enough to find, for any pair (κ, N) ∈ S B,T that satisfies min i
We now give such a construction. Set
for all 1 ≤ i = j ≤ n, and finally set
. Thus, it just remains to check that (κ ′ , N ′ ) ∈ S ′ B,T by confirming that they satisfy both parts of inequality (3.1). To check the first part of line 1 of inequality (3.1),
To check the second part of line 1 of inequality (3.1), note that by reversibility and then the first part of inequality (3.1),
Thus,
We conclude that
The second part of inequality (3.1) is immediate. This completes the proof of inequality (3.14); the result now follows from inequality (3.12).
In the other direction, making a chain lazier cannot greatly impact the well-covering time. This requires an intermediate lemma; we give an abbreviated proof, as the details may be checked exactly as in the proof of Lemma 3.14:
Lemma 3.6 (Well-Behaved Covering Set). Define
Proof. Since R B,T ⊂ S B,T , it is clear that the right-hand side is at least as large as the left-hand side. To prove the reverse inequality, we define a map F = (F 1 , F 2 ) from (κ, N) ∈ S B,T to R B,T by setting F 1 (κ) = κ, F 2 (N)(i, j) = min(N(i, j), Q(i, j)) for i = j and then
. This map sends elements of S B,T to R B,T . Also, if min i
. This completes the proof.
The following result goes in the 'opposite direction' from Lemma 3.5:
Lemma 3.7 (Laziness and Well-Covering Times). Let Q be a 1 2
-lazy reversible kernel with stationary measure µ, let Id be the identity kernel, let 0 < α < 1, and let Q ′ = αQ+(1−α)Id. Let τ wc , τ ′ wc be the well-covering times of Q, Q ′ . Then for any sequence t 1 , . . . , t n , B,
Proof. Let S B,T and S ′ B,T denote the pairs (κ, N) that satisfy inequalities (3.1) for the kernels Q, Q ′ respectively and let R B,T and R ′ B,T be as in Equation (3.15). We then define a bijection
for all i = j, and
This map is injective, and its image is contained in R αB,T . To check that it is in fact bijective, we define a map
2 ) from R αB,T to R B,T by setting
for all i = j, and N(i, i) = 1 − j =i N(i, j) for all 1 ≤ i ≤ n. It can be verified that F −1 is an injection and that F • F −1 is the identity. Since F 1 (κ) = κ, this implies that
By Lemma 3.6, this implies τ ′ wc (t 1 , . . . , t n , αB) ≤ τ wc (t 1 , . . . , t n , B). Combining this with inequality (3.12) completes the proof.
As mentioned before, Lemmas 3.5 and 3.7 are meant to be simple analogues of the welldeveloped comparison theory for Markov chains [DGJM06] . The bounds in this note can already be combined with Lemma 3.2 to obtain at least some bound on the well-covering time of any irreducible 1 2 -lazy Markov chain, though this bound is often very conservative. For example, if the Markov chain exhibits drift towards a small number of states (e.g., the KCIP chain in Example 5.1), the associated well-covering time can be much closer to the mixing time of the kernel Q than would be suggested by comparison with Lemma 3.2. This same strong dependency of our bounds on the stationary distribution of the underlying Markov chain occurs for the usual comparison theory as well.
Stronger Mixing Bounds with Additional Regularity
We discuss additional assumptions that can give stronger bounds on the mixing time, with an emphasis on bounds that are effective before the occupation measures of 'most' parts of the partition are large. These bounds are most useful when n is large. 4.1. Drift Bound. One of the main difficulties in using the bounds in [MR00, JSTV04, MR02, MR06, MY09], as well as our bounds in Section 3, is their sensitivity to poor mixing on sets that have small measure under π. The simplest way to circumvent this difficulty is through a 'drift condition. ' Neither drift conditions nor attempting to ignore sets of small measure when bounding mixing times are new ideas; we discuss them here because they are popular and useful in the context of this paper, not novel. Drift conditions were famously used in [Ros95] and many subsequent papers to derive general mixing bounds for chains. A central part of the probabilistic bound on the mixing time given in [BSZ11] involves showing that certain sets of small measure can (eventually) be ignored, and [KO15] explicitly discusses this issue in the context of path-coupling arguments (see [BD97] ). The literature on ignoring sets of small measure when proving Poincaré and log-Sobolev inequalities seems smaller (however, see [Sch02] for one example).
Fix constants 0 < a ≤ 1, 0 ≤ b < ∞, and k ∈ N and let V : Ω → R + be a function that satisfies the drift condition
and has max x∈Ω V (x) = V max < ∞. Inequality (4.1) is a special case of the popular drift condition used in [Ros95] , and the function V is often called a Lyapunov function. Define the sets
We have: 
Proof. The proof is given in Appendix B.
Regularity and Contractivity Assumptions.
One of the main contributions of [JSTV04] was the use of regularity assumptions to strengthen their bounds. In this section, we consider one useful and strong assumption that has been satisfied in practice (see e.g., Lemma 4.5 of [DLP10]) 3 . Our assumptions in this section are closely related to the notion of metastability; see e.g. the very recent [Zha15] for bounds on the spectral gap and log-Sobolev constants of metastable chains that are useful in similar situations.
Define a less lazy version of K by setting 
Recall the escape time τ i,esc from (2.15).
Say that the kernel K satisfies a contraction condition with coefficients 0 < β < α ≤ 1 if
The parameter β α < 1 plays a role in Theorem 4 similar to the role of the regularity parameter γ in Theorem 1 of [JSTV04] . The purpose of the Definitions (4.3) and (4.4) is to allow us to couple a suitable sped-up copy of the function {P(X t )} t≥0 to a Markov chain {Z t } t≥0 evolving according to K LL so that d(P(X t ), Z t ) is often small; this is made precise in inequality (4.7).
We obtain the following bound for Markov chains satisfying (4.4): and that it also satisfies
for some 0 < a 1 , a 2 , δ 1 , δ 2 . Then the mixing time τ mix of K satisfies
where ϕ is the mixing time of the kernel
. Remarks 4.2. We point out that this result is easier to apply than it might appear at first glance:
• Since a 1 , a 2 are arbitrary (and can depend on n), an inequality of the form (4.5) will be satisfied for any ergodic Markov chain on a finite state space.
• The popular Total Variation distance is in fact a Wasserstein distance. Thus, Inequality (4.4) will also be satisfied by all sufficiently large powers K k of any ergodic Markov chain K on a finite state space. See Example 4.3 for a general approach to proving such inequalities for more natural metrics and with k = 1.
Proof. We begin by constructing a coupling of the Markov chain {X t } t≥0 , with state space Ω, to a Markov chain evolving according to K LL on state space [n] .
Fix X 0 = x, let τ (0) exit = 0, and define inductively τ
). Let {η t } t≥0 be a sequence of i.i.d. geometric random variables with mean 2, let λ (s) = min{j ≥ 0 :
We note that {Y t } t≥0 is not a Markov chain. Denote by {Z t } t∈N a Markov chain on [n] evolving according to the kernel K LL and started according to the distribution π[i] ≡ π(Ω i ). By the assumption made in Equation (4.4), it is possible to couple {Y t } t∈N , {Z t } t∈N so that
Under this coupling, for any t ∈ N,
and let τ I = min{t > 0 : Y t ∈ I}. Then for any starting points Y 0 = y, Z 0 = z and any T ≥ max(
), we have by inequality (4.8)
Since this holds uniformly over initial points
Let τ I = min{t > 0 : X t ∈ ∪ i∈I Ω i }. Combining inequalities (4.5) and (4.9), we have for
where the second-last line follows from standard concentration inequalities for i.i.d. sums of geometric random variables. For C ∈ N, let τ I,cov (C) = min{t > 0 :
be the first time that X t has entered ∪ i∈I Ω i at least C times. By inequalities (4.10) and (1.8), we have
By inequalities (4.5) and (1.9),
Combining inequalities (4.11) and (4.12) with Markov's inequality and setting C = log(16) log(1−
log(n)C, we have that
Since this applies for all
), the result now follows from Lemma 2.2. Example 4.3. The constants α, β associated with inequality (4.4) are generally very poor for any partition of Ω. However, in some situations, a trace of the Markov chain onto a set with large stationary measure will satisfy inequality (4.4) with much larger constants. We give a prototypical example for which this small trick is useful, beginning with a discussion of why the trick is needed. We leave the proof of all of the claims made in this example to Appendix C.
Fix integers ℓ, m ≥ 2, let Ω = Z m 2ℓ = {0, 1, 2, . . . , 2ℓ − 1} m be the m-dimensional torus with side length 2ℓ, and let Q be the proposal distribution
where addition is taken in the group Z m 2ℓ . Define the function H on Ω by
Next, fix C > 1, let
be a distribution, let K be the kernel of a Metropolis-Hasting Markov chain with proposal kernel Q and target distribution π, and for z ⊂ [m] (we allow z = ∅ as well) define
Hamming distance on subsets of [m] . We are interested in the mixing of the above Markov chain when k, ℓ and C > 6 are held constant and m goes to infinity.
We give an informal argument that inequality (4.4) cannot be satisfied with useful constants. Let {X t } t≥0 , {Y t } t≥0 be two copies of the Markov chain started at points points
, and if
∈ Ω ∅ , they must be in different partitions. Thus, inequality (4.4) cannot be satisfied for any β ≪ 1 12
. By standard arguments concerning the contraction of simple random walk on the hypercube (see Example 8 of [Oll10] ), inequality (4.4) cannot be satisfied for any α ≫ 1 m . These constants do not satisfy the conditions of Theorem 4. In this example (and many others), the constants can be substantially improved by taking a trace of this chain. For 0 ≤ k ≤ ℓ − 1 and a subset z ⊂ [m], define
z . LetK be the transition kernel of the trace of K on Ω (k) . We show that any fixed ℓ, k ≥ 2, inequality (4.4) is satisfied for the kernelK with constants
for C > 6 as m goes to infinity (see Equation (5.20) in Appendix C). Here C is the constant appearing in Equation (4.13). We also prove π(Ω (k) ) = 1 − o(1) for C > 6 as m goes to infinity (see Equation (5.24)). As shown below, these constants are good enough to be useful.
We now show how Theorem 4 can be applied to our example as m goes to infinity for fixed ℓ ≥ 3, 1 ≤ k < ℓ − 1, and for 6 < C < ∞. We show that for m sufficiently large this example satisfies the conditions of Theorem 4 with constants
(4.14)
From Theorem 4, we conclude
This is a reasonable estimate. Indeed, by considering the escape time from any part of the partition, it can be verified that m E[τ ∅,esc |X 0 = (0, 0, . . . , 0)] = O(τ mix ). Thus, our estimate is off by at most a factor of log(m). By inequality (5.32), m C−2 = O(E[τ ∅,esc |X 0 = (0, 0, . . . , 0)]), and so this factor of log(m) is small relative to the mixing time.
Applications
In this section, we apply our results to two Markov chains, illustrating some situations under which our bounds work well.
5.1. Pince-Nez Graph. We carefully study the symmetric random walk on 2m-vertex "pince-nez" graph mentioned in the Introduction. Fix m ∈ N and define Ω 1 = [m], Ω 2 = {m+ 1, m+ 2, . . . , 2m} and Ω = Ω 1 ∪Ω 2 . This was also the partition considered in [JSTV04] . We will show that its mixing time (and thus its relaxation time) is O(m 2 ). For x = y and x, y ∈ Ω 1 or x, y ∈ Ω 2 , we set K(x, y) = 1 6
if |x − y| = 1 or {x, y} ∈ {{1, m}, {m + 1, 2m}}. We also set K(1, m + 1) = K(m + 1, 1) = 1 6
. For all other x = y, we set K(x, y) = 0. To complete the definition of the kernel, set K(x, x) = 1 − y∈Ω K(x, y).
We claim that τ mix = O(m 2 ). We will prove this using Lemma 2.1. By Example 10.20 of [LPW09] ,
, and so inequalities (5.2) and (
. By the symmetry of the problem,
Applying this bound and Markov's inequality, we conclude that for all C 1 > 0, there exists C 2 > 0 so that
By the symmetry of the problem,
for the same C 1 , C 2 . The conclusion that τ mix = O(m 2 ) follows immediately from applying Lemma 2.1 with bounds (5.1), (5.4), (5.5) .
This bound on the mixing time immediately implies that the relaxation time of the walk is O(m 2 ) as well. It is straightforward to check (e.g., by the central limit theorem) that the mixing time τ mix of the walk satisfies m 2 = O(τ mix ). From the symmetry of the problem and the fact that the relaxation time of simple random walk on the cycle is Θ(m 2 ), the relaxation time of this walk is also at least on the order of m 2 . This example is, of course, simple enough to be analyzed directly. We include it to illustrate the fact that we can obtain qualitatively better bounds than previous decomposition bounds. G \{(0, 0, . . . , 0)} that has a transition kernel defined by the following algorithm for constructing X t+1 from X t :
(1) Choose a vertex v ∈ V and a number λ ∈ [0, 1] uniformly at random. (2) If there exists u ∈ V such that u ∈ N(V ) and
It is natural to try to analyze this Markov chain by partitioning Ω according to the number of non-adjacent particles, fixing n and defining for 1 ≤ k ≤ n
as well as the 'remainder'
Here n is taken to be O(1). This is because, in the regime p = We now give a toy version of this process and explain why the methods in this note improve upon existing bounds. Our toy process has a laziness parameter d ≥ 1 and a size parameter m ∈ N; for fixed d, we consider the asymptotics of the mixing time as m goes to infinity. For each m ∈ N, the state space of the model is Ω = {(i, j) : i ∈ [m], j ∈ {1, 2, 3}} and we consider the partition Ω i = {(i, 1), (i, 2), (i, 3)}, 1 ≤ i ≤ m, of Ω. The transition kernel K is given by:
where the first and third expressions assume that i < m and i > 1 respectively. For all other (i 1 , j 1 ) = (i 2 , j 2 ), K((i 1 , j 1 ), (i 2 , j 2 )) = 0. Finally, we set K(x, x) = 1 − y =x K(x, y). This completes the definition of the transition matrix. It is immediate that Ys + 0.25.
Let κ lower (T ) = |{t ≤ s ≤ t+T : X s ∈ Ω lower }. By Corollary 2.11 of [Pau15] , κ lower (ǫm 1+d ) = Θ(ǫm) as m goes to infinity. This implies
Xt + 0.25 1 − 0.98 , which proves inequality (5.8).
Fix C > 0. We consider the trace of 
By Theorem 3 and inequality (5.8), this implies that the mixing time τ mix of {X t } t∈N must be at most τ mix = O(m 1+d log(m)). This also immediately implies that the relaxation time τ rel = O(m 1+d log(m)). We compare this bound to the bounds achievable by [JSTV04] . Recall that their projected chain K is given by Equation (1.7), while their restricted chains are given by y) . In this example, the m restricted chains have three points and the projected chain is an m-state, (1 − Θ(m −d ))-lazy birth and death chain corresponding to random walk on the path with constant drift.
These calculations let us compute the bound given by Theorem 1 of [JSTV04] . Using the trivial bound γ ≤ 1 on the correction term, these bounds imply that this walk has relaxation time τ rel = O(m 2d+1 ), which implies that τ mix = O(m 2d+1 log(m)). For d large, the difference between our bounds and those in [JSTV04] is substantial. The discrepancy between the mixing bounds stems from the fact that our two main bounds, on the number of steps required to establish the drift condition inequality (5.8) and on the mixing time (5.7) of the projected chains, are added to obtain our final bound on the mixing time, while the corresponding bounds must be multiplied to obtain the final bound in [JSTV04] . We emphasize that the discrepancy between our bounds remains large even if we restrict our attention to the mixing time of the trace of
5.2.1. Discussion of Other Interacting Particle Systems. The difficulties illustrated in the toy example in Section 5.2 apply to more realistic interacting particle systems, including the KCIP models defined in Example 5.1. We briefly sketch the problem, as complete proofs would be long. Fix a sequence of connected graphs {G n } n∈N with |G n | = n and maximum degree deg(G n ) ≤ d for fixed 0 < d < ∞; also fix a constant 0 < c < ∞ as in that example. Let K be the transition kernel given in Example 5.1, and let {K i } n i=1 , K be the projected and restricted kernels associated with K and the partition given in Equation (5.6). Let 1 − λ i , 1 − λ and 1 − λ be the spectral gaps of K i , K and K respectively, and let π be the stationary distribution of K. The calculation in Lemma 4.1 of [PS16] implies that K(1, 1) = 1 − O(n −3 ) 5 and π(1) = Θ(1), which in turn implies λ = 1 − O(n −3 ). Next, note that K 1 (x, x) = 1 − O(n −2 ) for all x ∈ Ω 1 . In the special case that
we have
, where 1 − λ n is the spectral gap associated with the random walk on G n ). Even this bound is rather optimistic (for more complicated reasons, it is also not possible to obtain a bound better than 1 1−λ = O(n 4 ) using a decomposition of the form (5.6)), but is already quite far from the truth. For the main example studied in [PS16] , the correct answer is at most 
whereas our formulation in (2.2) bounds τ mix in terms of τ A . The following simple result will be used to show that our inequality (2.2) is equivalent to Theorem 1.1 of [PS13] .
Lemma 5.2. For any A ⊂ Ω, there exists a universal constant C that does not depend on P , A or Ω such that
Proof. The lower bound in inequality (5.11) is trivial. To prove the upper bound, we introduce a version of {Y t } t≥0 on an augmented state space as follows. Let {A t } t≥0 be an i.i.d. Bernoulli(
) sequence, and then construct {Y t } t≥0 by drawing from the kernel:
This construction of {Y t } t≥0 has transition kernel Q = 1 2
s=0 A s and let M t = min{s > 0 : N s = t}. We then construct {X t } t≥0 by setting
this construction of {X t } t≥0 yields a Markov chain with transition matrix P . We then have, for all 0 ≤ a < 8 and all t ∈ N that {τ ′ A > 8t + a} ⊂ {τ A > t} ∪ {N 8t ≤ t}, and so
Summing this over t and a, we have
Since ∞ t=0 P[N 8t ≤ t] < ∞ by Hoeffding's inequality, the upper bound in inequality (5.11) follows.
Since max z,A⊂Ω E(τ A ) ≥ 1, from (5.11) it immediately follows that
By Markov's inequality and the trivial bound that V t ≤ V max for all t ∈ N, this implies
Fix T ≤ U ∈ N and let {Z i } i∈N be an i.i.d. sequence of random variables with geometric distribution and mean 2 α . By inequality (5.16), the Markov property and Lemma 5.4,
The second part of the above inequality is standard concentration inequality for geometric random variables. This completes the proof.
Theorem 3 now follows immediately from Lemmas 2.1 and 5.3 and Corollary 5:
Proof of Theorem 3. We apply Lemma 2.1, choosing in the notation of that lemma
, and β = . In the notation of Corollary 5, choosing
35
The result then follows immediately from Lemma 2.1.
Appendix C
We prove the claims made in Example 4.3, with the ultimate goal of applying Theorem 4.
Lemma 5.5 (Coupling to One Point). Consider a Markov chain {X t } t≥0 with transition kernel K and stationary distribution π on a finite state space Ω with privileged point z ∈ Ω. Let τ = min{t ≥ 0 : X t = z}. Assume that
. Then the mixing time τ mix of K satisfies
Proof. Fix x ∈ Ω. Let {X t } t≥0 be a copy of the Markov chain started at X 0 = x, and let {Y t } t≥0 be a copy of the Markov chain started according to the stationary distribution, so that Y 0 ∼ π. Let τ coll = min{t ≥ 0 : X t = Y t } be the collision time of {X t } t≥0 , {Y t } t≥0 . We couple these two chains so that they move independently until time τ coll and satisfy X s = Y s for all s ≥ τ coll . By inequality (1.9), we then have for all t ∈ N, As mentioned before, we are interested in calculating the mixing time in Example 4.3 with k, ℓ and C > 6 held constant and m going to infinity. Theorem 4 can also be applied when C = C(m) → ∞ using similar (and indeed much easier) bounds; when C = C(m) = o(1), we expect Theorem 4 to become ineffective. In order to apply Theorem 4, we must prove a contraction inequality of the form (4.4) and also an occupation inequality of the form (4.5).
We assume for the remainder of this section that m ≫ ℓ. We begin by proving the contraction estimate (4.4). Fix x ∈ Ω (k) ∅ , let {X t } t≥0 be a copy of the Markov chain evolving according toK and started at X 0 = x, and let τ centre = min{t > 0 : X t = (0, 0, . . . , 0)}. We begin by comparing τ centre to τ ∅,esc . For any x ∈ Ω The symmetry of the problem implies that ϕ max = ϕ ∅ . This gives the desired upper bound on ϕ max . To obtain a lower bound on ϕ ∅ , we note from inequality (5.24) that
By considering the number of steps it takes to get to (0, 0, . . . , 0), we have max x∈Ω The associated value of T may be taken to be T = 8m log(8m). By inequality (5.31), we have that a 1 , a 2 ≫ 1. This completes the proof of inequality (4.14).
