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Background
27
The main motivation for this R-package was to provide a standardized and tested set of routines in R 28 for genotype imputation with AlphaImpute (Hickey et al. 2011; Hickey, Kinghorn, et al. 2012 ; 29 6 / 33 The approach in the above code example requires that both matrices are stored in memory in 104 their entirety. Storing large datasets naïvely in R can be problematic (Rosario 2010 ; Kane et al. 2016) . 105
The approach in the first two lines is also sub-optimal as the function read.table itself can use large 106 amounts of memory, and data duplication for converting the read data.frame to a matrix (Wickham 107 2014 chap. 17). 108
Lastly, additional code is required to handle missing values, mismatching rows, or datasets too 109 large to store in memory. Each line of code added to handle special cases introduces potential bugs, 110 for which bug fixes might not be forwarded to a subsequent project. 111 The VCF format supports a very rich annotation of genotype data, but is not as much as 136 standard as a promise of structured data. Support for this format is provided via the R-package 'vcfR' 137 Grünwald 2016, 2017) . 138
For the three latter formats, functions are provided for reading data into R, converting to the 139 AlphaImpute format, and calculation of imputation accuracies. 140
Imputation accuracy
141
There is currently no consensus for a definition of the 'imputation accuracy', so care must be taken 142 when comparing 'imputation accuracies' between studies. 'Imputation accuracy' is here defined as the 143
Pearson correlation between true and imputed genotypes, and can be applied to both called genotypes 144 and gene dosages. 145
There are however three variations to this definition, the individual-wise, the SNP-wise, or the 146 overall correlation: Given individuals, each genotyped at SNPs, define two matrices and , imputed; the SNP-wise (i.e. column-wise) correlation cor( 1… , , 1… , ) describes how well the j th 151 SNP has been imputed; and the matrix-wise correlation cor( , ). Note that the three correlations 152 result in an -length vector, an -length vector, and a scalar, respectively. 153
The expected genotype at different SNP positions vary due to differences in allele frequencies. 154
Furthermore, rare alleles (SNPs where one allele is predominantly represented) are more difficult to 155 impute correctly (Calus et al. 2014) . Standardization of each SNP position by the allele frequency 156
gives mores weight to SNPs with low allele frequencies; this standardization however only affects the 157 individual-wise correlations, not the SNP-wise correlations. 158
Standardizing is performed separately on each column of matrices and using allele 159 frequencies. In their absence, allele frequencies are estimated from the true genotypes in and are 160 applied to both matrices: The i th column of and are thus standardized as ′ = − ̅ and ′ = 161 − ̅ , where ̅ and are, respectively, the mean and standard deviation of the i th column of . 162
The individual-wise correlations are calculated for each individual across all SNPs of an 163 individual. The Pearson correlation is invariant to scale and location for two random variables and 164 , i.e. for scalars , , , and , cor( , ) = cor( + , + ), and it should be evident that 165 cor( ′ , ′ ) = cor( , ). Standardizing these is performed with different means and standard 166 deviations for each SNP, thus the above assumptions about the invariance to scale and location does 167 not hold for the individual-wise correlations. It is later demonstrated that not standardizing the 168 genotypes inflates the correlations. Calus et al. (2014) showed that without standardizing the 169 genotypes, the imputation accuracies became highly biased for prediction accuracy of predicted 170 breeding values. 171
In our implementation, standardizing is optional and with three options. The default method 172 estimates the mean and standard deviation of each column of the 'true' dataset, and use this to centreeach column and a vector of values to divide each column by. Finally, a vector of allele frequencies, 175
, may be provided, in which case the centering and scaling are calculated as 2 and √2 (1 − ), 176 respectively. It is however important to note that the same values are used for standardising both 177 matrices. If e.g. allele frequencies should be determined by a different set for individuals than in , 178 these can be estimated using the function heterozygosity (described later), with the added benefit of 179 reuse of the estimates. 180
Implementation
181
Pearson correlation
182
The Pearson correlation of two random variables, and , can be written as three corrected sums of 183 squares: 184
(1) 185 A naïve implementation of this is however not optimal as it requires 1) an initial run through each 186 random variable to calculate the means ( ̅ and ̅), and 2) loss of precision due to round-off errors 187 during the subtractions (Welford 1962) . A one-pass-through algorithm was used, based on a recursive 188 formula of the corrected sum of squares (Welford 1962) , allowing the routine to calculate the three 189 corrected sum of squares while only keeping the current data value ( and ) Expanding the right-hand square in eq. 3 and substituting with eq. 4, the corrected sum of squares for 200 can be written as 201 
Implementation of imputation accuracy
209
The imputation accuracy is implemented both for in-memory matrices in R and for files. The former 210 was implemented to allow easy access to the same calculation for other formats, while the latter was 211 implemented exclusively for the AlphaImpute format in two distinct Fortran subroutines: a non-212 adaptive subroutine with a low memory footprint, and an adaptive subroutine with a larger memory 213 footprint. The adaptive subroutine has the advantage that the order of individuals in the two files do 214 not have to be the same. In order to do so, it stores the entire dataset of the 'true' genotypes in 215 memory. The non-adaptive subroutine only stores a single row of each file in memory as they are 216 read. Both Fortran methods utilises the recursive formulas given above, and accepts the sameIf using the default standardization, the entirety of the 'true' dataset needs to be processed prior 219 to calculating the correlations. In the non-adaptive implementation, this causes the file of the 'true' 220 dataset to be read twice, which incurs a running-time penalty from slower file I/O. The adaptive 221 implementation will however estimate the column mean and standard deviation directly from the 222 'true' dataset kept in memory. 223
In R, the function imputation_accuracy was implemented as a generic method that allows 224 method dispatching based on its first argument, which calls the file-based subroutines when passed a 225 string (filename), the matrix-based method when passed a matrix, or even format-specific methods if 226 population is homogenous, reproduces sexually, mates at random, and no selection nor mutation 232 occurs, the allele frequencies can obtain Hardy-Weinberg equilibrium. Considering only a single SNP 233 with a major allele frequency of , under the Hardy-Weinberg equilibrium, the expected proportion of 234 homozygote individuals for the major allele is 2 , homozygote individuals for the minor allele is 235
(1 − ) 2 , and heterozygotes 2 (1 − ). It is however departures from Hardy-Weinberg equilibrium 236 that is usually of interest. The material given in this section is readily available on various online 237 resources or textbooks, e.g. Lynch and Walsh (1998) . The PLINK binary format is very compact and stores genotypes as SNP-major, i.e. the first 264 ⌈ /4⌉ bytes contains the first SNP, the next ⌈ /4⌉ bytes contains the second SNP, etc. A dataset of 265 4,342 genotyped dogs, genotyped at 160K SNPs (Hayward et al. 2016b (Hayward et al. , 2016a ) takes up 166 MB on 266 the disk. In the text format AlphaImpute uses, it is unpacked to 1.29 GB. In comparison to the PLINK 267 binary format, the AlphaImpute is stored as individual-major. As the AlphaImpute format is 268 individual-major, the entire dataset is stored in memory, before transposing and writing to file. 269
The conversion method has been implemented with some of the same functionalities as PLINK 270 provides for restricting the output. This comprises filtering on minimal allele frequencies, 271 chromosomes, SNPs, individuals and families. 272
Imputing genotypes is often performed on a per-chromosome basis. This, and the desire to 273 avoid loading the entire data set into memory, prompted a preceding step in the conversion: splitting 274 the PLINK binary file into multiple fragments, e.g. chromosomes, and then convert these fragments. 275
This approach can be used by the argument method='lowmem' to convert_plink. 276
The default behaviour of the lowmem approach is to split the dataset by chromosomes as given 277 in the SNP map file with filename extension .bim. This can be modified with the fragments 278 argument. When splitting the dataset into multiple fragments, the filenames of the resulting converted 279 fragments can be given by the fragmentfns argument. The fragmentfns argument accepts either 280 character vector for filenames or a filename generating function that accepts 0, 1, or 2 arguments. The 281 first argument would be the fragment number (i.e. chromosome) and the second argument would be 282 the maximum number of fragments. If there are not enough provided filenames, filenames of 283 temporary files are generated with tempfile(). tempfile() does however not guarantee unique 284 filenames if called by child processes of a forked R process. The simulation is as follows: Having downloaded the data and software, the genotypes are 304 extracted, and for each pre-defined low-density, a subset of genotypes are masked for the low density 305 genotyped dogs. After imputing the masked genotypes, the imputation accuracies can be calculated. 306
The following displays a condensed block of code for the described simulation. In this section forward, 3 sets of 2,000 individual-wise correlations from the imputation of the 391 canine chromosome 1 in the previous section were used. The three sets, designated A, B, and C, were 392 designed to have similar average, but different distributions. They are summarised in Table 1 and their  393 histograms displayed in Figure 6 . 394 By measure of the mean alone, set B was the 'best' imputation as it has the highest mean. In 413 addition, it has the smallest standard deviation. It is however evident from Figure 6 that it fails to 414 produce imputation accuracies as high as set A and C. These have, respectively, 7.8% and 5.5% of 415 imputation accuracies above 0.95, in contrast to 1.6% of set B. 416
The highest imputation accuracies were however obtained by set A, when evaluated on top 417 percentiles (Table 1) . This set however also has the longest lower tail, which explains its lower mean 418 and larger standard deviation. 419
The order of the averages of z-transformed correlations is reversed (2 nd right column, Table 1 The memory usage is ( ) for the non-adaptive method, and ( ) for the adaptive method, 471
where is number of SNPs and number of individuals (Figure 9 ). This is expected as the adaptive 472 method stores the entirety of one matrix in memory, while the non-adaptive only stores a row. The top 473 row of Figure 9 displays the low memory footprint of the non-adaptive method in magnitudes of MB. 474
The high starting point (top-right panel, Figure 9 ) of approx. 25 MB is due to the measured memory 475 consumption is of the entire R process, not just the subroutine. 
Availability of data and material
522
The dataset analysed during the current study is available in the Dryad repository: 523 http://dx.doi.org/10.5061/dryad.266k4 (Hayward et al. 2016b) . Results generated during this study are
