Abstract-In this paper, a robust filter is proposed to effectively estimate the system states in the case where system model uncertainties as well as disturbances are present. The proposed robust filter is constructed based on the linear approximation methods for a general nonlinear uncertain system with an integral quadratic constraint. We also derive the important characteristic of the proposed filter, a modified Hoo performance index. Analysis results show that the proposed filter has robustness against disturbances such as process and measurement noises, and against parameter uncertainties. Simulation results show that the proposed filter effectively improves the performance.
properties of the noise are unknown. This filter minimizes the highest energy gain of the estimation error for all initial conditions and noises. In particular, a robust Hc. filter, a robust filter with a modified H<o performance, can be established for a system with model uncertainty as well as unknown statistical noise properties [3] .
For a nonlinear system, an extended Kalman filter has been widely used. For the design of the EKF, with the help of the Taylor expansion, a nonlinear system is linearized and approximated. Therefore, when it is applied to a highly nonlinear system, excessive estimation errors can occur. The EKF requires statistical information about the noise inputs, e.g. whether or not they are white, what kinds of probability density functions (PDFs) they have. In many cases, it is not easy to obtain the information. Several studies on the nonlinear robust filter have been accomplished [3, 8, 9, 10, 15] . The H<o nonlinear filter with Hamilton-Jacobi inequality (HJI) is one result of such studies, but its computation procedures for obtaining the filter are somewhat complicated [8] . To avoid complicated computation procedures, an approximated solution to the robust filtering problem has been recently developed based on a linearization method. The robust filter derived by this approach is called the extended robust filter or extended H<,0 filter [3, 9] . In [10] , the nonlinear state estimation by an approximation is proposed for a nonlinear system with uncertainties described by an integral quadratic constraint (IQC). In that, a set-valued state estimation is given firstly, and then a Kalman filter-like characterization of the set-valued state estimation is presented. That characterization makes the estimator simple and familiar because its structure resembles that of the EKF.
In this paper, a robust H1-b filter for nonlinear uncertain systems with an integral quadratic constraint is derived based on the approach of [10] . For the filter derivation, a set-valued state estimate is introduced and it is approximated on the local solution. Then H".
filter-like structure is established. The system has additive disturbance inputs, and the disturbances must satisfy the IQC. Then the performance index of the filter is proposed and analyzed.
Similarly, Zhang, et al., also proposed a robust H<. filter for nonlinear uncertain systems in [8] . The robust filter is obtained by solving a second-order nonlinear HJI. It has no constraint such as the IQC for the disturbance inputs, but has multiplicative white noise. For a class of special nonlinear systems, a linear matrix inequality-based algorithm is used for the robust filter design. It is much easier than the algorithm for HJI.
The paper consists of the following Sections. In Section 2, the problem to be solved is presented, and Section 3 derived the extended robust H<0 filter. The performance index for the proposed filter is derived in Section 4, and the example is given in Section 5.
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The conclusion is in Section 6.
II. PROBLEM FORMULATION Consider a nonlinear uncertain system described by x'(t) =+A*(t)) B, (t) I (t)N(x(t)) B2 (t)wo (t) y(t) =*+(t)) 2 (t)N(x(t)) vo (t)
In the above, x(t) E Rn is the state, y(t) E R' measurement, and f(x(t)) and h(x(t)) are nonlinear L1(w,v) > c|w| where c > 0
(1) (2) is the system dynamic and observation model, respectively, which are of class C' with bounded first derivative. wo (t) and vo (t) are the process and measurement noises, and their statistical properties are unknown. BI (t)A1 (t)N(x(t)) and A2 (t)N(x(t)) represent the system model uncertainties. B1 (t) and N(x(t)) are known matrices. A1 (t) and A2 (t) are unknown matrices satisfying the condition Q A2 Al(t) <12 where Q1 and RI are bounded positive definite matrices.
By converting the uncertainties to the fictitious noises and introducing a freedom parameter, the uncertain system (1) and (2) can be transformed into, x(t) =+f(x(t)) B(t)w(t) (3) y(t) =-h(x(t)) v(t) (4) where B(t) [eB1 (t) B2 (t)] , n(t) = '-1N(x(t)) w(t) LI w0(t) v(t) = Lt I v2(t) and £ is a free parameter. For the nonlinear uncertain system (3) and (4), we will design a robust filter which has an HIL filter-like structure.
The filter output is of the form
(5) where y is a given positive real value that indirectly indicates the level of noise attenuation in this robust filter design.
For the nonlinear uncertain system, suppose that the following constraint is satisfied [ 10, 11 ] . (6) where 0 <. T and d is an assigned positive real number. For the system (3)- (5) and the constraint (6), the following assumptions are required. [10] Assumption 4: The function LI satisfies a coercivity condition, III. EXTENDED ROBUST HOO FILTER In this section, an extended robust HIL filter based on a local solution of the filtering problem is derived by linearizing the system in the neighborhood of the estimated trajectory, x This approach for the extended robust H<. filter is similar to that of [10] . Through this approach, an H<0 filter-like characterization of a set-valued state estimation is obtained.
Theorem 1 [10] : Assume that the uncertain system (3), (4) with (6) satisfies Assumptions 1-4. Then, the corresponding set of possible states is given by Xs =4E Rn V(x,s) d} where V(x, t) is the unique viscosity solution of (8) [ 12] .
Based on the Theorem 1, the extended robust H<. filter will be derived. We assume that there exist bounded positive definite M, Q, and R such that the following IQC holds for the nonlinear uncertain system (3) and (4); (9) fTy[n 2(z1 Z)T (Z1 z)]dt where z= z() . According to the Theorem 1 and equation differential equation is obtained as a + V Ifi)1 VBQBT xvT at 2 (9) , the partial
).
An estimate of the state variable is defined to be x(t) = arg min V(x, t) which satisfies two conditions:
Vx=V(x(t), t) 0
Thegaienttf (0) wat r
The gradient of (10) with respect to x is given by (10) (1 1)
a VtV+VV(X)T VT 2 VBQBB xVT +VWx Xh(X)TR-l(y h(x)) (14) 72 nZ(X)T(Z1 z(x)) 0
Using (12) and (13) , and evaluating at x = x, (14) is simplified as W x, t)(t
2V(x, t)f(x(t))
+V7-h(k(t))TR-(y h(x(t))) (15) ±Vx4\Nfi(t))T n(x(t)) , xZ(k(t))T (zl z(x(t))) Furthermore, provided that the matrix VxV(k, t) is nonsingular for all t, the dynamic equation of state estimate satisfying (11) can be written as
In addition, the gradient of (14) with respect to x is expressed as
Using (12) and (13) , evaluating at x =, and neglecting high order gradient terms, (17) is reduced to the approximated equation 
From these results, an extended robust H<0 filter can be summarized as x(t) =+-ii(t)) P(t) Ah((t))T R-1 (y h(x(t))) (20) 
IV. ANALYSIS OF EXTENDED ROBUST HOO FILTER
In this section, the performances ofthe filter proposed in section 3 are analyzed. We will derive a modified H<. performance index, which is the energy ratio between the disturbances and the estimation error. It is an important characteristic of the filter.
The estimation error is defined as ;(t)=-x( x(t) (23) and the dynamic equation of the estimation error ;(t) is expressed as ;ft) =JA(t) K(t)C(t)) (t) B(t)w(t) -(t) n(x((t))' n(K(t)) v(x(t), x(t) -K(t)X(x(t), x(t)) K(t)v(t)
where A(t) =-(x(t)) ax (24) and C(t) =-h(xa)x ox K(t) = P(t)C(t)T R-Nonlinear functions 9(x(t), (t)) and 9 (X(t),x (t)) and X(x(t),x(t)) are higher order terms in the Taylor expansion.
%(X(t),^(t)) are defined as t(x(t)) -:ft4c(t)) A(t)(x(t) x(t)) (px(t), x(t)) h(x(t)) -*(i(t)) C(t)(x(t) x(t)) X(x(t)^x()
We require Assumptions 5-7. 
=ce+N(x(t)) 'N(t)x(t).
Assumption 7: There exist positive real numbers, c£, x k , and kx , to bound the nonlinear terms 9(x(t), A(t)) and x(x(t), x(t)) as follows:
y|f(x(t), (t))| sk (x(t) 
where c1F& min( ,
Pi r P>p1I,and rI<R.
Proof: Applying the triangular inequality, K PCTR-1 yields for ||x(t) -i(t) 81 with c1F&-min( , 9) ||(x(t) x(t))T P(t) '9(x(t) x(t))
With Assumption 7, P 2 pjI, ||C|| < C2, and rI < R, we obtain ||(x(t) x(t))TP(t) CO(X(t), () The above lemma will be used for derivation of the performance index. By the inequality, the performance index will be bounded.
±jX(t) x(t)|-x(t) x(t) +i(t)~, ' x()|2Z|X(t) X(t)||
Suppose that a Lyapunov function is chosen as V("{4) (t)T P(t) (t) (26) where P(t) is the solution of (22). Differentiating V(;(t)) over time yields V(t) P(t) t(t) (27) +fPrP(t) -+(t) (tPt) t.
Substituting (22) and (24) in (27), it is easy to show that (27)
where S =-Q 2W (B(t)Q2)TP(t)l;(t) Q=Q2Q2 q =-C(t);(t), and R = R 2R 2
Utilizing the Assumption 6 and the triangle inequality property, (28) can be expressed as
Applying Lemma 1 to (29), we obtain the following inequality,
Because -III 2_ff(t)TL(t) 12I from Assumption 5, (30) can be modified to
provided that the estimate errors satisfy ||;(t)|| <82 where
is obtained.
+±-TR-v 8 2N(x(t))T N(x(t))
By integrating both sides of (32), the V. EXAMPLE To verify the performance of the proposed filter, an FM demodulation problem is considered. For the FM demodulation problem, the extended Kalman filter is commonly applied [14] . In this paper, a modified version of the problem examined in [10] is considered with an integral quadratic constraint as followings: L04(f) =0tL1L(I 0 0(t) 0 wo(t) (34) y(t) =-N4 sin(t 0(t)) v(t) ( The result of the simulation is shown in Fig. 1 for A(t) with true trajectory. The result of the proposed filter is somewhat noisy, but it is tracking the true trajectory. For the comparison, the result of the extended Kalman filter for the same nonlinear uncertain system is also shown in Fig. 2 . The estimation result of the extended Kalman filter has large errors and can be considered to be divergent.
In this example, since L(t) is identity matrix, the largest 11 and the smallest 12 in Assumption 5 can be unity. Therefore, the largest ,u in (33) is 0.5 and the smallest modified H<. performance index is 2 two times as large as the given 7/ which is used to design the filter.
The modified performance index of the proposed filter is 1.5 for 2 = 0.75 in this example. That means the energy gain from the disturbances to the estimation errors is bounded by 1.5. Compared with the result of [10] , although the improvements are alike, the proposed filter guarantees the upper bound of the energy gain by analytic method.
VI. CONCLUSION
The extended robust H<. filter has been proposed. For a nonlinear uncertain system with an integral quadratic constraint, it has been derived by introducing the notion of a set-valued state estimate and a local solution to the filtering problem. The proposed filter possesses the modified H<o performance index. Thus, we can guarantee a bounded energy gain from disturbances to estimation errors of the proposed filter, and on the other hand, for the prespecified level of energy gain, we can design the extended robust Hc. filter if the Riccati differential equation has a solution. The simulation results for an FM demodulation have shown that the proposed filter is robust to the uncertainty and can yield more accurate results than the extended Kalman filter. 
