Abstract: The 1DV two-layer model of oscillatory sheet flow of Malarkey et al. (2003) which was developed for a single grain size has been modified to include grain fractions. The model includes a suspension layer above a sheet-flow layer consisting of prescribed profiles of concentration and velocity. Since this model keeps track of the total sediment in the water column through the wave cycle it is ideally suited for representing graded sediments. The modified model has been compared with the graded sediment data of Hassan et al. (1999) . The results show that the model can reproduce the statistical characteristics of the sediment in suspension and produces fractional transport rates that are consistent with the experiments. However, it also demonstrates that a sediment weighting function limited by the amount of sediment in suspension is not sufficient to give rise to the apparent effects of hiding and exposure seen in the data.
INTRODUCTION
Oscillatory sheet flows are thin collisional layers (order of one cm thick) of moving sand that occur over plane beds under large storm wave conditions, and they can result in considerable net sand transport rates. Naturally occurring sand is almost always graded in size rather than well sorted into one single size. Thus it is crucial that processes associated with sediment grading are represented fully in sediment transport models. While 1DV models have been developed for graded sand, for example Zyserman et al. (2002) and Li and Davies (2001) , they tend to be only for the suspension layer where turbulent diffusion is important and they do not consider explicitly the sheet-flow layer where grain collisions become important. Typically such models only represent the transport in the sheet-flow layer via a bedload formula. The two-layer model of Malarkey et al. (2003) distinguishes itself from these traditional diffusive models by representing the sheet-flow layer as well as the suspension layer and thus does not require the use of a reference concentration or pick-up function.
The purpose of this paper is to describe how to modify the two-layer model, which was developed for a single grain size, so that it is suitable for representing graded sediments. In order to do this it is first necessary to briefly review the approaches used for graded sands in the literature and then summarize the relevant features of the existing two-layer model before describing the modifications required. Finally the modified model is compared with the graded sediment data of Hassan et al. (1999) obtained under oscillating sheet-flow conditions in the laboratory. Typically the grading of natural sands can be described by a log-normal distribution in the sediment diameter, D, which can be integrated over D to produce a cumulative frequency curve, F(D):
REVIEW OF GRADED SEDIMENTS 2.1 Size Gradation
where erf is the error function, D 50 is the median grain diameter (50% finer by volume than D 50 ) and σ g is the geometric standard deviation given by (D 84 /D 16 ) 0.5 in which D 84 and D 16 are the diameters where 84% and 16% are finer by volume. A typical grain size distribution is shown in Figure 1 where D 50 = 0.2mm and σ g = 1.6. Since graded sediment models usually consider only the suspension layer, it is necessary to use a suspension criterion, such as that of Fredsøe and Deigaard (1992) , which determines the maximum or critical grain diameter in suspension, D crit , which in turn defines a value on , σ log 2 
Modelling Graded Sediment
Graded sediment models, such as those of Zyserman et al. (2002) and Li and Davies (2001) , seek to represent the sediment concentration, c, as a weighted sum of the N grain fractions described in section 2.1 (2) where z is the vertical coordinate, t is the time, c n is the concentration of the n th grain fraction, assuming that it exists in isolation, and q n is its constant associated weighting function. Each grain fraction has a representative grain diameter D n , as shown in Figure  1 , with an associated settling velocity, w s . The models then solve the continuity equation for each grain fraction in suspension in turn subject to a reference concentration, c nb , at fixed level z = b close to the bed (based on, for example, the empirical formula of Zyserman et al. (2002) , which depends on the Shields parameter of the grain fraction). Once found each c n can be recombined with the other fractions using equation (2). Different researchers have determined the value of the weighting functions in the suspension layer, q n , differently.
Since these weighting functions must represent the original bed material, and this is usually made up of grain fractions that have equal weight, Li and Davies (2001) assumed this was the case in the suspension layer as well i.e. q n = 1/N. On the other hand, Zyserman et al. (2002) allowed the values of q n to be unequal but subject to the constraints that:
where 〈…〉 represents the time mean, 〈c n 〉 and 〈c nb 〉 are the mean concentration and reference concentration of the n th fraction and 〈c b (D 50 )〉 is the mean reference concentration using a single grain size equal to the median grain diameter. The first constraint comes from the fact that the mean total amount of integrated suspended sediment must be equal for each grain fraction, since the initial fractions in the bed are equally weighted. This constraint controls the relative sizes of the weighting functions. The second constraint ensures that the weighting functions are appropriately normalised. It should be noted that equations (3a) and (3b) have a hiding/exposure effect, discussed in the next section, since they tend to weight coarse grains more heavily than fine grains.
Hiding/Exposure correction factors
While dividing grain populations into different fractions represents the size variation, in terms of transport computations it does not necessarily represent adequately the
interaction between the different sizes. In a mixture of sizes, finer grains can be hidden amongst coarser grains and conversely coarser grains can be exposed in relation to finer grains. This hiding/exposure effect, see for example Day (1980) , is typically represented by a modified Shields parameter, θ mn : (4) where θ n is the Shields parameter based on u * 2 /g(s-1)D n , u * is the bottom friction velocity, g is the acceleration due to gravity, s is the relative density of the sediment and f(D n ) is the modification factor which is greater than one for coarse grains and smaller than one for fine grains. In the suspension layer the net effect of this modification is to reduce/increase the contribution to c bn for fine/coarse grains. However the most important effect occurs when a bedload transport formula, such as that of Meyer-Peter and Muller (1948) , is applied, see for example Walgreen et al. (2003) . Since bedload transport is proportional to θ mn
, the transport of coarse grains is increased and the transport of fine grains is reduced. The single grain size, two-layer, model of Malarkey et al. (2003) includes a number of specific features that distinguish it from traditional purely diffusive models of the suspension layer. These include a time-varying sheet-flow layer thickness and erosion depth and a prescribed velocity and concentration in the sheet-flow layer. The velocity and concentration are matched to a numerical solution in the suspension layer which is based on a k-ε turbulence closure as shown schematically in Figure 2 . Within the sheetflow layer the velocity, u, and concentration, c, are given by: (5a,b) where δ and ζ are the instantaneous sheet-flow layer thickness and erosion depth below the undisturbed bed level (z = 0), u δ and c δ are the velocity and concentration at the top of the sheet-flow layer and c 0 is the stationary bed concentration. Here c δ and c 0 are fixed as 8% and 60% by volume respectively, while u δ is determined from the velocity calculated in the suspension layer at the matching height z = δ-ζ. In the suspension layer the concentration is solved for in the same way as described in Section 2.2, for a single grain fraction, except that the lower boundary condition corresponds to a constant value of concentration (c δ = 0.08) which is applied at the time varying height of z = δ−ζ. The base of the numerical grid, y, is defined by an offset from the stationary bed (z = 0) by a distance, ∆. The sheet-flow layer is then 'felt' by the outer flow through a time-varying roughness, y 0 . The roughness, sheet-flow layer thickness and numerical grid offset are all defined in terms of the instantaneous bed shear stress determined at the base of the numerical model:
TWO-LAYER MODEL
where θ is the instantaneous Shields parameter given by u * 2 /g(s-1)D 50 which is dependant on y 0 (= k s /30) which is itself time varying. The time-varying erosion depth, ζ, is calculated from the conservation of integrated sediment in the sheet-flow and the suspension layers which can be expressed as: (7) Here the left-hand side of equation (7) is the total sediment available and the first and second terms on the right hand side are the integrated contributions from the sheet-flow and suspension layers, respectively. The choice of the sheet-flow layer prescriptions given by equations (6a,b,c) is based on the experimental data of Horikawa et al. (1982) and others, see Malarkey et al. (2003) . 
U 1 sinωt, where ω = 2π/T, U 1 = 127cm/s and T = 3.6s, is simulated using 480 time steps per cycle, and the grain size, D 50 , is 0.2mm. In figure 3a it can be seen that the sheetflow layer thickness varies in this case from about 10 to 25 grain diameters through the wave cycle in response to the instantaneous shear stress and the roughness varies by almost an order of magnitude. Figure 3b shows how the extent of the sheet-flow layer, from the stationary bed up to the top of the sheet-flow layer, varies during the wave cycle. Here the base of the numerical grid occurs at approximately the undisturbed bed level.
GRAIN FRACTION APPROACH
In the proposed grain fraction approach the bed material can be divided into N fractions but there is now no D crit , as is the case with the graded suspension models, since coarse grains while not getting into suspension will still be present in the sheet-flow layer. In this approach equation (7) must still hold but c can now be expressed as:
As before c n is the concentration of the nth grain fraction, assuming that it exists in isolation. In order for the sheet-flow layer to be represented consistently in each fraction, c n is subject to the constraints that c n (-ζ,t) = c 0 and c n (δ-ζ,t) = c δ , as in the single size model. Also it is necessary to allow for the possibility of time and height variation in the weighting function because of the time-varying erosion depth (affecting the supply of sediment) and the need to account for changes in the weighting between the stationary bed, sheet-flow and suspension layers. In the most general case q n (z,t) for the n th fraction is given by: (9) where q n0 and q nδ are the stationary-bed and suspension-layer weightings of the n th fraction (q n0 need not be equal to 1/N). In the suspension layer q n must be constant with height because each faction is being treated individually. Below the time-varying level z = −ζ, it is assumed that the stationary bed always comprises the same original, grain mixture. The functional form of f n (z,t) is not fixed a priori, however since q n (z,t) must be continuous in the mobile part of the flow f n (δ-ζ,t) must be equal to q nδ but f n (-ζ,t) need not be equal to q n0 .
Based on equation (9), an expression analogous to equation (7) can be written for each grain fraction: (10) such that the sum of equation (10) over all N fractions results in equation (7). If it is assumed that each c n within the sheet-flow layer has the same functional form, then from
equations (8a) and (8b) c n can be replaced by c when -ζ ≤ z ≤ δ-ζ. It is clear from equations (10) that the weighting functions must depend on how much of a particular fraction is in suspension.
If it is assumed that f n (z) = q n0 + (q nδ −q n0 )G(z), where G(z) is some prescribed function which satisfies the condition that G(δ−ζ) = 1 and may or may not satisfy the condition that G(−ζ) = 0 then the unknown q nδ are given by: (11) This prescription, which includes the case where f n (z,t) = q nδ ≠ q n0 (G(z) = 1), can be considered as the time-varying analogue of the Zyserman et al. (2002) approach described in Section 2.2 (where equation (10) replaces equation (3a) and equation (8b), for q nδ , replaces equation (3b)). Equation (11) is sufficient for implementation within the present model, but a better understanding of the behaviour of q nδ can be obtained by substituting the expression for c 0 ζ from equation (7) into equation (11) and considering the special case of N = 2. If it is assumed that I m and J are defined by:
where m is either 1 or 2, then it can be shown that q 1δ and q 2δ are given by: (13a,b) since q 20 = 1-q 10 it is clear that q 1δ +q 2δ = 1. It can also be seen that if there is no suspension, I 1 = I 2 = 0, then q 1δ = q 10 and q 2δ = q 20 whereas if there is suspension and I 1 > I 2 then q 1δ /q 10 < q 2δ /q 20 . This special case of N = 2 with q 10 = q 20 = ½ is depicted schematically in Figure 4 for G(z) = 1 and G(z) = (z+ζ)/δ. In each case q 1δ = ¼ which means that I 1 = 2J+3I 2 . The G(z) = 1 case constitutes the simplest functional form for the weighting function which satisfies conservation and is also the closest to the approach of Zyserman et al. 2002) . However, the discontinuity in the function profile at z = -ζ is of concern physically since the erosion depth, ζ, is time varying. Thus in the following sections the function G(z) = (z+ζ)/δ will be used, but the simpler form will also be referred to in the discussion since it corresponds to a heavier weighting of the coarse fractions in the sheet-flow layer.
COMPARISSON WITH THE DATA OF HASSAN ET AL. (1999)
The data of Hassan et al. (1999) , Series P, concerns asymmetric wave flow over a graded sediment. The sediment, which was fully mixed at the outset of each experiment, was a made up of 70% medium (D 50 = 0.21mm, w s = 2.6cm/s) and 30% coarse sand (D 50 = 0.97mm, w s = 11cm/s) with a cumulative frequency curve as shown in Figure 5 . Figure  5 shows the resulting grain size distribution divided up into ten equal fractions. By comparing Figure 1 and Figure 5 it is clear that the mixture is quite bimodal since there is little overlap between the two fractions. The D 50 of the mixture is 0.24mm. The asymmetric wave conditions characterised by U ∞ = U 1 sinωt-U 2 cos2ωt are given in Table  1 . In each of the tests the mean induced current at 20cm above the bed was 2.5cm/s (which was simulated by the model), the wave period, T, was 6.5s and the relative size of the second harmonic, U 1 /U 2 , was 0.3. (1999) divided into ten equal fractions. During each test the time-varying concentration was measured in the sheet-flow layer using conductivity concentration meters (CCMs) and time-mean concentration in the suspension layer was measured using suction sampling and thus included grain size information (D 10 , D 50 and D 90 ). The mean transport rate for each grain fraction was also measured. After each test which lasted a time t E (see Table 1 ), corresponding to over 100 wave cycles, the top 5cm of the bed was analysed and quantified in terms of the percentage of coarse sediment present as a function of depth through this layer.
The model was run for the three different wave setting both using two fractions representing the two sizes directly with 70/30% weighting, and also using the ten equal fractions depicted in Figure 5 to represent the distribution more accurately. The sheetflow model settings were the same as described by Malarkey et al. (2003) except that the prescription for the sheet-flow layer thickness given by equation (6b) was adjusted to: (14) which allowed the net transport rate to be approximately the same between data and model in the two-fraction case. The justification for this adjustment is that the sheetflow layer thickness can be modified by the effect of graded sediments, see for example O' Donoghue and Wright (2004) .
Results of the comparisons between the time-varying concentration from the data and the model for test P9 at fixed heights in the sheet-flow layer are shown in Figure 6 . It can be seen that while there are certainly differences the model reproduces the main features of the pick-up (z < 0) and upper sheet-flow (z > 0) layers reasonably well, with an offset of 1mm or so between model and data. It is likely that some of the differences are due to the profile of concentration assumed, see equation (5b), and this point will be referred to later on. under-predicted in the suspension layer, the model and data agree reasonably well. Since these concentration profiles are obtained by summing up the contributions over ten different fractions, and there are size characteristics from the suction sample data for the suspended sediment, using a least-squares-fitting to equation (1), it is possible to determine D 50 and σ g for both the model and experimental results. A comparison between model and experiments for D 50 and σ g in suspension for test P6, P7 and P9 is shown in Figure 7 . Figure 7 shows that there is reasonable agreement between the model and experiments for σ g , and very good agreement for D 50 , as a function of height, z. Comparisons between the model and experiments of the mean transport rates per fraction and the total transport rate are given in Table 2 . It can be seen that the total rates are approximately equal as explained earlier. However, the model transport rates per fraction are more or less in proportion to the mix of sediment (70/30%) whereas the experimental transport rates are approximately equal. This demonstrates that the present model, while conserving each fraction correctly, does not properly account for the hiding/exposure effect. While q 1δ < q 10 (= 0.7) and q 2δ > q 20 (= 0.3), see equations (13a) and (13b), which constitutes a weak hiding/exposure effect, this is not sufficient to reduce/increase the transport of the medium/coarse fractions. The effect is still not strong enough even when the G(z) = 1 functional weighting form, which corresponds to a slightly stronger weighting in the sheet-flow layer, is used instead of the G(z) = (z+ζ)/δ form.
The results of the bed sampling for the three tests are shown in Figure 8 . In all three cases, it is clear that the bed material has become finer over the course of the experiment (according to Hassan et al., 1999 the dotted line in the case of P7, which is excluded from the mean, is unrepresentative). It is important to point out that this fining of the bed material has occurred at depths far greater than the maximum erosion depth which was typically 3-4mm. The profiles shown in Figure 8 are complicated to interpret because they not only represent the fining of the bed material but also the history of effects such as where the stationary bed has been over the duration of the experiment and the fact that coarse grains settle faster than fine grains after the experiment. However, despite this complicated interpretation the profile can still be used as a rough measure of the additional transport of coarse sediment out of the bed and fine sediment into the bed, as a result of hiding/exposure, which the model at present has no way to represent. 18  13  5  19  11  8  3  14  5  P7  25  18  7  33  18  15  6  24  9  P9  59  42  17  68  32  36  10  42  26 * 〈Q〉 -total, 〈Q1〉 -medium, 〈Q2〉 -coarse, ∆〈Q〉-correction, 〈Q1〉+∆〈Q〉-corrected medium and 〈Q2〉-∆〈Q〉-corrected coarse transport rates. Model transport rates are based on the two-fraction runs (transport rates for the ten-fraction runs are typically 5-15% less). Thus based on the assumptions that before each experiment the mixture was 30% coarse (as shown in the Figure 8 ), the length of the test section in the oscillating water tunnel was 12.2m, the stationary bed volumetric concentration was 0.6 and the experiment was run for t E seconds (see Table 1 ), the following transport correction can be calculated:
where 2 q is the fraction of coarse grains averaged over the top 50mm of the bed, based on Figure 8 (and written on each plot). Here the extra factor of 2 is a tuned parameter, which may relate to the presence of gentle undulations in the bed profile after many of the experiments with heights and lengths of the order of 5cm and 200cm, respectively. ∆〈Q〉 thus represents the decrease in 〈Q 2 〉, or the increase in 〈Q 1 〉, required such that the mixture in the stationary bed remains the same throughout the experiment and no sediment is transported into the active region from below the stationary bed level. The values of ∆〈Q〉 using equation (15), along with 〈Q 1 〉+∆〈Q〉 and 〈Q 2 〉-∆〈Q〉 are given in Table 2 . It is clear that after this 'correction' is applied to the experimental values the model and experimental fractional transports are much closer to one another since they both now correspond to the approximate mix of the bed material.
DISCUSSION
Taken together the comparisons with the Series P data for concentration and transport validate quite well the method used for grain fractions in the present model and show also that there is consistency between the fractional transports from the model and the modified fractional transports from the data. However, the model in its present form is not able to reproduce the fractional transport rates because it does not fully represent the hiding/exposure effect seen in the data. The model demonstrates that an extra amount of coarse fraction transport is required from below the stationary bed level to produce the observed transport resulting from exposure. Because this cannot be explained by changes in the weighting function, one possible extension to the model is to have a velocity profile in the sheet-flow layer which is grain-size dependant. While this might seem like quite a drastic step, conceptually it is really no different from using hiding/exposure functions to modify the grain fraction Shields parameter, as described in section 2.3. Also there is some experimental evidence that the velocity is indeed grainsize dependant, see Ahmed and Sato (2003) , where coarse grains were found to move faster in a mixture than in isolation for the same flow conditions. How such an approach might work is that the velocity profile, u n , for a grain fraction with the median diameter would be unchanged, and given by equation (5a), and for all the other fractions would deviate from this profile but would return to the form of equation (5a) at the top and bottom of the sheet-flow layer, i.e. subject to the constraints that u n (δ-ζ) = u δ , ∂u n /∂z| δ-ζ = u δ /δ and u n (-ζ) = 0. Between these limits, u n for finer/coarser grain fractions would then be smaller/larger than u from equation (5a) as shown schematically in Figure 9 . Thus the integrated difference between uc and u n c would represent the amount of extra transport into/out of the stationary bed for the , 2 0.6 50 12200
fine/coarse fractions, which when averaged over time would be analogous to ±∆〈Q〉. However, there still must be some limiting depth, below the stationary bed level, beneath which the coarse fraction can no longer be extracted. If there must be a limiting depth this implies that the hiding/exposure effect measured in these experiments may be partly a transient phenomenon since coarse grains above this layer must eventually get used up. In terms of future work it is hoped that the well-sorted and graded sediment data of O' Donoghue and Wright (2004) can be used to cast further light on this problem. This data gives a more detailed picture of the profile of the concentration in the sheet-flow layer, including the exact position of the erosion depth, than the data of Hassan et al. (1999) . For well-sorted sands, it has been found that the characterisation of the concentration profile by O' Donoghue and Wright (2004) , rather than equation (5b), and the inclusion of a phase lag in the shear stress in the sheet-flow layer thickness prescription, equation (6b), has allowed the sheet-flow layer extent to be reproduced quite accurately, see . Thus it is hoped that, by including this new sheet-flow layer representation and the previously described fractionally-dependant velocities in the graded sediment model, comparisons with the graded-sediment cases of O' Donoghue and Wright (2004) will allow a more quantitative understanding of the fractional transports. However, the question of whether the measured effect is partly transient or not may still remain.
CONCLUSIONS
The two-layer model of Malarkey et al. (2003) represents the sheet-flow and suspension layers for a single grain size in a systematic way by allowing conservation of sediment in the vertical to be considered. This approach is also ideally suited for describing gradedsediment. This paper describes how this two-layer model for a single grain size has been modified to include grain fractions. The modified model has been shown to be capable of reproducing the observed concentration profiles and grain size statistics of graded sediment experiments under asymmetric waves. It has also been shown to be capable of producing fractional transports that are consistent with the experiments. However it does not include fully the effect of hiding/exposure of fine/coarse grains implied by the experimental results and this requires further study. 
