Abstract-Streaming Video Profile is the subject of an Amendment of MPEG-4, and is developed in response to the growing need on a video-coding standard for streaming video over the Internet. It provides the capability to distribute single-layered frame-based video over a wide range of bit rates with high coding efficiency. It also provides fine granularity scalability (FGS), and its combination with temporal scalability, to address a variety of challenging problems in delivering video over the Internet. This paper provides an overview of the FGS video coding technique in this Amendment of the MPEG-4.
I. INTRODUCTION
T HE OBJECTIVE of video coding has traditionally been to optimize video quality at a given bit rate. Due to the network video applications, such as Internet streaming video, the objective is somewhat changed. This change is necessary because network video has introduced a new system configuration, as illustrated in Fig. 1 , and the network channel capacity varies over a wide range depending on the type of connections and the network traffic at any given time.
In a traditional communication system, the encoder compresses the input video signal into a bit rate that is less than, and close to, the channel capacity, and the decoder reconstructs the video signal using all the bits received from the channel. In such a model, two basic assumptions are made. The first is that the encoder knows the channel capacity. The second is that the decoder is able to decode all the bits received from the channel fast enough to reconstruct the video. These two basic assumptions are challenged in Internet streaming video applications. First of all, due to the video server used between the encoder and the channel, as shown in Fig. 1 , plus the varying channel capacity, the encoder no longer knows the channel capacity and does not know at which bit rate the video quality should be optimized. Secondly, more and more applications use a software video client/decoder that has to share the computational resources with other operations on the user terminal. The video decoder may not be able to decode all the bits received from the channel fast enough for reconstruction of the video signal. Therefore, the objective of video coding for Internet streaming video is changed to optimizing the video quality over a given bit rate range instead of at a given bit Manuscript received June 15, 2000 ; revised December 7, 2000 . This paper was recommended by Guest Editors M. R. Civanlar, A. Luthra, S. Wenger, and W. Zhu.
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Publisher Item Identifier S 1051-8215(01)02236-4. rate. The bitstream should be partially decodable at any bit rate within the bit rate range to reconstruct a video signal with the optimized quality at that bit rate. Fig. 2 illustrates this point. The horizontal axis in Fig. 2 indicates the channel bit rate, while the vertical axis indicates the video quality received by a user. The distortion-rate curve indicates the upper bound in quality for any coding technique at any given bit rate. The three staircase curves indicate the performance of an optimal nonscalable coding technique. Once a given bit rate is chosen-either low, medium, or high-the nonscalable coding technique tries to achieve the optimal quality indicated by having the upper corner of the staircase curve very close to the distortion-rate curve. If the channel bit rate happens to be at the video-coding bit rate, the received video quality is the best. However, if the channel bit rate is lower than the video coding bit rate, a so-called "digital cutoff" phenomenon happens and the received video quality becomes very poor. On the other hand, if the channel bit rate is higher than the video-coding bit rate, the received video quality does not become any better. Scalable video coding has been an interesting topic. In MPEG-2 and MPEG-4, several layered scalability techniques, namely, SNR scalability, temporal scalability, and spatial scalability, have been included. In such a layered scalable coding technique, a video sequence is coded into a base layer and an enhancement layer. The enhancement layer bitstream is similar to the base layer bitstream in the sense that it has to be either completely received and decoded or it does not enhance the video quality at all. As shown in Fig. 2 , such layered scalability techniques change the nonscalable single staircase curve to a curve with two stairs. The base-layer bit rate determines where the first stair is and the enhancement layer bit rate determines the second stair. The two curves shown in Fig. 2 for layered scalability have different characteristics. The first one has a poor performance for the base layer and a good performance for the enhanced video. The second is the opposite, namely, poor performance for the enhancement layer and good performance for the base layer. More detailed discussions on some specific layered scalable coding techniques are presented in the next section. As shown in Fig. 2 , the desired objective of video coding for Internet streaming video is to achieve the continuous curve that parallels the distortion-rate curve with a single bitstream. This is the objective of the fine granularity scalability (FGS) video-coding technique in the Amendment of MPEG-4 [1] .
This paper provides an overview on the FGS video coding technique defined in MPEG-4. To fully take advantage of the FGS video-coding technique for streaming video applications, many network-related issues have to be dealt with, which are not addressed in this paper. The next section briefly reviews several layered scalable coding techniques from which one can see the similarities and differences between the FGS video coding technique and the other layered scalable video techniques. In Section III, bit-plane coding of the DCT coefficients is described and compared with conventional run-level coding of the discrete cosine transform (DCT) coefficients, showing that bit-plane coding is more efficient than run-level coding. In Section IV, the basic FGS coding tools based on bit-plane coding are described. In Section V, the performance of the FGS coding technique is compared with multilevel SNR scalability, nonscalable coding, and simulcast in terms of coding efficiency. In Section VI, several advanced features of FGS coding are described. Finally, the paper is completed with some conclusions in Section VII and an Acknowledgment in Section VIII.
II. BRIEF REVIEW OF LAYERED SCALABLE CODING TECHNIQUES
Before presenting the FGS technique in MPEG-4, other scalable video coding techniques (SNR, temporal, spatial) are briefly reviewed in this section. More detailed descriptions can be found in [2] - [22] . Signal-to-noise ratio (SNR) scalability is a technique to code a video sequence into two layers at the same frame rate and the same spatial resolution, but different quantization accuracy. Fig. 3 shows the SNR scalability decoder defined in MPEG-2 video-coding standard [2] - [4] . The base-layer bitstream is decoded by the base layer variable-length decoder (VLD) first. The inverse quantizer in the base layer produces the reconstructed DCT coefficients. The enhancement bitstream is decoded by the VLD in the enhancement layer and the enhancement residues of the DCT coefficients are produced by the inverse quantizer in the enhancement layer. A higher accuracy DCT coefficient is obtained by adding the base-layer reconstructed DCT coefficient and the enhancement-layer DCT residue. The DCT coefficients with a higher accuracy are given to the inverse DCT (IDCT) unit to produce reconstructed image domain residues that are to be added to the motion-compensated block from the previous frame.
In this SNR scalability decoder, the enhancement-layer information is used in the motion-prediction loop. Therefore, there are the following four possible results depending on the corresponding SNR scalability encoder and whether the enhancement layer information is received by the decoder or not.
1) If the encoder uses the enhancement-layer information in the motion-prediction loop and the enhancement-layer information is received by the decoder, the enhancementlayer coding efficiency is high. 2) If the encoder uses the enhancement-layer information in the motion-prediction loop and the enhancement-layer information is not received by the decoder, drift happens in the base layer and coding efficiency is low. 3) If the encoder does not use the enhancement-layer information in the motion-prediction loop and the enhancement-layer information is received by the decoder, drift happens in the enhancement layer and coding efficiency is low. 4) If the encoder does not use the enhancement-layer information in the motion-prediction loop and the enhancement-layer information is not received by the decoder, the result is the same as using the base layer only.
Therefore, the choice is between the two curves illustrated in Fig. 2 for the layered scalable coding techniques, namely, either the base layer has a poor performance to ensure a good performance for the enhancement layer, or the enhancement layer has a poor performance to ensure a good performance for the base layer.
Temporal scalability is a technique to code a video sequence into two layers at the same spatial resolution, but different frame rates. The base layer is coded at a lower frame rate. The enhancement layer provides the missing frames to form a video with a higher frame rate. Coding efficiency of temporal scalability is high and very close to nonscalable coding. Fig. 4 shows a structure of temporal scalability. Only -type prediction is used in the base layer. The enhancement-layer prediction can be either -type or -type from the base layer or -type from the enhancement layer.
Spatial scalability is a technique to code a video sequence into two layers at the same frame rate, but different spatial resolutions. The base layer is coded at a lower spatial resolution. The reconstructed base-layer picture is up-sampled to form the prediction for the high-resolution picture in the enhancement layer. Fig. 5 shows a single-loop spatial scalability decoder. The advantage of single-loop spatial scalability is its simplicity. If the spatial resolution of the base layer is the same as that of the enhancement layer, i.e., the up-sampling factor being 1, this spatial scalability decoder can be considered as an SNR scalability decoder too. Unlike the SNR scalability decoder in MPEG-2, the above spatial scalability decoder does not include the enhancement-layer information into the prediction loop. Therefore, if the corresponding encoder does not include the enhancementlayer information into the prediction loop either, the base-layer drift does not exist. Coding efficiency of the enhanced video using such an "open-loop" scalable coding method suffers from the fact that the enhancement information of the previous frame is not used in the prediction for the current frame.
The spatial scalability decoders defined in MPEG-2 and MPEG-4 use two prediction loops, one in the base layer and the other in the enhancement layer [2] - [6] . The MPEG-2 spatial scalable decoder uses as prediction a weighted combination of up-sampled reconstructed frame from the base layer and the previously reconstructed frame in the enhancement layer, while the MPEG-4 spatial scalable decoder allows a "bi-directional" prediction using up-sampled reconstructed frame from the base layer as the "backward reference" and the previously reconstructed frame in the enhancement layer as the "forward reference". A common characteristic of the layered scalable coding techniques is that the enhancement layer is either entirely transmitted/received/decoded or it does not provide any enhancement at all. This is why such a layered scalable coding technique has the performance curve of two stairs illustrated in Fig. 2 . The major difference between FGS and the layered scalable coding techniques is that, although the FGS coding technique also codes a video sequence into two layers, the enhancement bitstream can be truncated into any number of bits within each frame to provide partial enhancement proportional to the number of bits decoded for each frame. Therefore, FGS provides the continuous scalability curve illustrated in Fig. 2 .
III. BIT-PLANE CODING OF THE DCT COEFFICIENTS
In the conventional DCT coding, the quantized DCT coefficients are coded using run-level coding. The number of consecutive zeros before a nonzero DCT coefficient is called a "run" and the absolute value of the nonzero DCT coefficient is called a "level". If a so-called "2-D" VLC table is used, the (run, level) symbol is coded and a separate "EOB" symbol is used to signal the end of the DCT block. If a so-called "3-D" VLC table is used, the (run, level, eob) symbol is coded, where "eob" signals the end of the DCT block. The major difference between the bit-plane coding method and the run-level coding method is that the bit-plane coding method considers each quantized DCT coefficient as a binary number of several bits instead of a decimal integer of a certain value [23] , [24] . For each DCT block, the 64 absolute values are zigzag ordered into an array. A bit-plane of the block is defined as an array of 64 bits, taken one from each absolute value of the DCT coefficients at the same significant position. For each bit-plane of each block, (RUN, EOP) symbols are formed and variable-length coded to produce the output bitstream. Starting from the most significant bit-plane (MSB plane), 2-D symbols are formed of two components: 1) number of consecutive zeros before a 1 (RUN) and 2) whether there are any ones left on this bit-plane, i.e., end-of-plane (EOP). If a bit-plane contains all zeros, a special symbol ALL-ZERO is formed to represent it.
The following example illustrates the procedure. Assume that the absolute values and the sign bits after zigzag ordering are given as follows: absolute sign bits
The maximum value in this block is found to be 10 and the number of bits to represent 10 in the binary format (1010) is 4. Therefore, the 4 bit-planes are considered in forming the (RUN, EOP) symbols. Writing every value in the binary format, the 4 bit-planes are formed as follows:
Converting the four bit-planes into (RUN, EOP) symbols, we have
Therefore, 10 (RUN, EOP) symbols are formed in this example. These symbols are coded using variable-length code together with the sign bits, as shown at the bottom of the page. Each sign bit is put into the bitstream only once right after the VLC code that contains the MSB of the nonzero absolute value associated with the sign bit. For example, no sign bit follows the second VLC code of the MSB-2 plane because the sign bit has been coded after the VLC code in the MSB-1 plane.
To evaluate coding efficiency of the bit-plane coding technique, we compare it with run-level coding without any scalability. In the experiment, bit-plane coding replaces run-level coding of the quantized DCT coefficients in a motion-compensated DCT coding structure and all the other operations in the coding structure are the same. The comparison is done on several CCIR601 interlaced sequences, as well as several QCIF and SIF sequences. Table I specifies the sequence configurations.
In the experiment, fixed QP values are used, and therefore the PSNR values and subjective quality are exactly the same for both bit-plane coding and run-level coding. The only difference is the number of bits used to code the DCT coefficients. Fig. 6 shows the relative coding gain of bit-plane coding over run-level coding in terms of the total number of bits used for coding each sequence. The experiment shows that bit-plane coding is always more efficient than run-level coding. The coding gain is larger when the QP value is smaller. Up to 20% of bit savings can be achieved by using bit-plane coding. The reason for bit-plane coding being more efficient is that the bit-plane statistics are independent of the QP value used for quantizing the DCT co- efficients. In run-level coding, a large QP value results in more symbols of long run and small level while a small QP value results in more symbols of short run and large level. Thus, for run-level coding, it is impossible for a single VLC table to be optimal for all QP values. Any VLC table for run-level coding has to be a compromise over the QP values. On the other hand, in bit-plane coding, the statistics are very close, regardless the QP value. For example, the MSB plane of an DCT block with is exactly the same as that with . Using just results in one more bit plane than using . Therefore, it is possible to design the optimal VLC tables for each bit plane. Although the statistics of the bit planes with the same significance are very close, regardless the QP values, the statistics of the bit planes with different significance can be very different. Our studies have shown that the statistics of the first three bit planes (MSB, MSB-1, and MSB-2) are very different from each other and from the lower bit-planes. Therefore, four different VLC tables have been designed for MSB plane, MSB-1 plane, MSB-2 plane, and the other bit planes.
IV. FGS USING BIT-PLANE CODING OF DCT COEFFICIENTS
FGS has been identified in MPEG-4 as a desired functionality, especially for streaming video applications. It is well known that wavelet coding based on zero-tree arithmetic coding can also achieve the FGS functionality [25] - [29] . Initially, three types of techniques were proposed for FGS in MPEG-4, namely, bit-plane coding of the DCT coefficients [30] , wavelet coding of image residue [31] - [33] , and matching pursuit coding of image residue [34] , [35] . After several core experiments [36] , [37] , bit-plane coding of the DCT coefficients was chosen due to its comparable coding efficiency and implementation simplicity. This section describes some details of using bit-plane coding to achieve FGS. In the first subsection, the overall FGS coding structure used in MPEG-4 is presented. In the second subsection, a few details of FGS coding are discussed. In the third subsection, profile definitions in the Amendment of MPEG-4 are briefly described.
A. Overall Coding Structure of FGS
The basic idea of FGS is to code a video sequence into a base layer and an enhancement layer. The base layer uses nonscalable coding to reach the lower bound of the bit-rate range. The enhancement layer is to code the difference between the original picture and the reconstructed picture using bit-plane coding of the DCT coefficients. Figs. 7 and 8 show the FGS encoder and the decoder structures, respectively.
The bitstream of the FGS enhancement layer may be truncated into any number of bits per picture after encoding is completed. The decoder should be able to reconstruct an enhancement video from the base layer and the truncated enhancementlayer bitstreams. The enhancement-layer video quality is proportional to the number of bits decoded by the decoder for each picture. The FGS decoder structure shown in Fig. 8 is the one standardized in the Amendment of MPEG-4. There are some possible variations to the standardized structure, which are discussed in the next subsection. The functionality of "bit-plane shift" shown in Figs. 7 and 8 is discussed in Section VI as advanced features.
B. Some Details of FGS Coding
The basic description of the bit-plane coding technique in Section III is for one DCT block. Some other details of using bit-plane coding are discussed in this subsection.
1) Different Numbers of Bit-Planes for Individual Color Components:
In Fig. 7 , there is a functional block labeled "Find Maximum". This is to find the maximum number of bit-planes in a frame. As shown in Fig. 9 , the three color components may have different numbers of bit-planes in a frame. Therefore, there are three syntax values maximum level , maximum level , and maximum level coded in the frame header to indicate the maximum numbers of bit-planes for the components in the frame respectively. In the example shown in Fig. 9 , coding the first bit-plane of the frame only involves the component since the or component has less bit-planes than the component.
2) Variable-Length Codes: The "Bitplane VLC" and the "Bitplane VLD" blocks in Figs. 7 and 8 perform encoding and decoding, respectively, of the (RUN, EOP) symbols as discussed in Section 3. Four VLC tables corresponding to the most significant bit (MSB) plane, the MSB-1 plane, the MSB-2 plane, and the other bit-planes are designed based on the statistics shown in Fig. 10 .
One important point to be noted is that the MSB plane in the context of using the VLC tables is defined on a block basis. Not every DCT block has the same number of bit-planes. The MSB plane of each individual block is the first bit-plane that is not an ALL-ZERO bit plane. This may vary from block to block in terms of its absolute significant position in a frame. The usage of the VLC tables is ac- cording to the individual block. Therefore, by definition, the MSB plane does not have the ALL-ZERO case. Since there are 64 bits in each bit plane, the value of RUN may range from 0 to 62 for 0 and from 0 to 63 for 1. Note that there cannot be a case of 63 consecutive zeros with (this would mean that there are more nonzero bits following the bit one). Plus, the case of ALL-ZERO, the maximum size of each VLC table is 128 symbols. Statistics of the symbols have shown that the probability of a symbol is smaller if the value of RUN is larger. Because the probabilities of large RUN values are very small, an ESCAPE code is used in each VLC table to signal a symbol with a large RUN value. Following the ESCAPE code, 6 bits are used to code RUN and 1 bit for EOP. In each plot in Fig. 10 , the first half is for and the second half is for . The ALL-ZERO symbol is in the middle and the ESCAPE symbol is at the end. The VLC table of the MSB plane does not contain the ALL-ZERO symbol. The ALL-ZERO case above the MSB plane of each block is signaled by a 1-bit syntax element msb not reached. Since it is very likely that many DCT blocks have fewer bit planes than the maximum number of bit planes in a frame, there are many ALL-ZERO cases above the MSB plane of individual DCT blocks. In other words, the first couple of bit-planes of a frame are very likely to have many ALL-ZERO cases.
Using 1 bit per block to signal the ALL-ZERO case is not efficient. A more efficient method is to use a macroblock (MB) syntax fgs cbp. The idea is to group the blocks in each MB and to code the ALL-ZERO cases in the MB together. Fig. 11 shows the block patterns and codes for the first and the second bit-planes of a frame. In the most likely case, in which all the blocks in an MB contain ALL-ZERO cases, a 1-bit code is used to signal it, instead of 6 (5 or 4) bits by coding msb not reached for each block. In the other extreme, for the first bit-plane of a frame, the very unlikely cases of having or block without blocks are simply coded using fixed-length code (FLC) with 1 bit per block. For the second bit-plane of a frame, only one case is coded using VLC. That is, when the first bit-plane of the MB has all ALL-ZERO blocks and the second bit-plane of the MB has all 6 blocks. All other cases in the second bit-plane are coded using FLC.
3) Decoding Truncated Bitstreams:
In a typical application of FGS, the bitstream at the input of an FGS decoder is a truncated version of the bitstream at the output of an FGS encoder. It is likely that, at the end of each FGS frame before the next FGS frame start code, only partial bits of the FGS frame are at the input of the decoder due to truncation of the FGS bitstream. Decoding of the truncated bitstream is not standardized in MPEG-4. One possible method for decoding a truncated bitstream of an FGS frame is to look ahead 32 bits at every byte-aligned position in the bitstream. If the 32 bits are the fgs vop start code, the decoder either completes decoding up to the fgs vop start code or discards the bits before the fgs vop start code. If the 32 bits are not fgs vop start code, the first 8 bits of the 32 bits are information bits of the FGS frame to be decoded. The decoder slides the bitstream pointer by one byte and looks ahead another 32 bits to check for fgs vop start code.
4) Variations to the Standardized FGS Coding Structure:
As mentioned in the previous subsection, there may be a few variations to the overall FGS coding structure defined in MPEG-4. One of the variations is shown in Figs. 12 and 13 for encoder and decoder, respectively.
Comparing Figs. 12 and 13 with Figs. 7 and 8, one can notice two main differences. One difference is that the variation structure shown in Figs. 12 and 13 processes the residue signal in the DCT domain while the standardized structure requires processing the residue signal in the image domain. The second difference is that the variation structure has a functional block called "Find Reference" that generates the reference signal in the DCT domain to be subtracted in the encoder and added in the decoder. The operation of taking residue is slightly different in the variation method. Usually, a residue is taken between the original DCT coefficient and the reconstructed DCT coefficient. Taking residue between the original and the reconstructed DCT coefficient is equivalent to moving origin to the reconstruction point. Therefore, the probability distribution of the residue becomes that shown in the bottom half of Fig. 14 . The residue from the positive side has a higher probability of being negative than positive, and the residue from the negative side has a higher probability of being positive than negative. The result is that the probability distribution of the residue becomes almost uniform.
In the variation method, the difference is taken between the original and the lower boundary point of the quantization bin, except the zero-bin, as shown in Fig. 15 . In this method, the residue from the positive side remains positive and the residue from the negative side remains negative. Taking the residue is equivalent to moving the origin to the reference point. Therefore, the probability of the residue becomes the one shown in the lower half of Fig. 15 , which preserves the shape of the original nonuniform distribution.
To compare coding efficiency of the two different ways of generating DCT residues, Fig. 16 shows the results of using the two methods to code five different video sequences.
It shows that using the boundary reference to generate the DCT residues is always more efficient than using the reconstructed DCT coefficient. The coding gain ranges from 0.25 to 0.5 dB. Comparing the implementation complexity of the variation method shown in Figs. 12 and 13 with that of Figs. 7 and 8, one can notice that the encoder shown in Fig. 7 requires one more DCT units than the encoder shown in Fig. 12 , while the variation method requires a unit of "Find Reference" in both the encoder and the decoder. Therefore, from computational counts, it seems that the two methods have about the same level of complexity if the variation method is not more efficient. However, comparing the two decoder structures shown in Figs. 8 and 13 , one can notice that the variation method requires a close coupling of the enhancement-layer decoding with the base-layer decoding while the decoder structure shown in Fig. 8 has the enhancement-layer decoding completely separated from the base-layer decoding until the final addition of the base-layer picture and the enhancement-layer residue. Such a separation of the enhancement-layer decoding from the base-layer decoding makes practical implementation easier and more flexible, especially the base-layer decoder design does not have to be touched if one has a nonscalable decoder design already. Therefore, the decoder structure shown in Fig. 8 was chosen to be standardized in the Amendment of MPEG-4.
An interesting point to be made is that, because the IDCT is a linear operation, the residue calculation in the image domain is equivalent to that in the DCT domain if the reconstructed DCT coefficients are used as the reference. The only nonlinear operation is the clipping unit that sets any number less than zero to zero and any number larger than 255 to 255. Since the encoder structure is not standardized in MPEG-4, one may use the encoder structure shown in Fig. 17 , where the residue calculation is performed in the DCT domain and the DCT unit in the enhancement layer can be saved. This is equivalent to calculating the image domain residue before the clipping unit. Because the standardized decoder structure adds the base-layer picture back after the clipping unit, there is a mismatch between the encoder and the decoder. Since the enhancement-layer picture is not used in the prediction loop, the mismatch only affects the individual pictures without error propagation from one picture to the next. To understand how much error the mismatch causes, an experiment was performed. The results are shown in Fig. 18 [38] , [39] .
As shown in Fig. 18 , the most mismatch errors are with a magnitude of 1. Large errors occur very infrequently. Visually, the errors do not make a noticeable difference. Therefore, one may make a design tradeoff by eliminating the DCT unit in the enhancement layer of the encoder and accepting the consequence of having mismatch errors when the bitstream is decoded by a standardized FGS decoder.
C. Profile Definitions in the Amendment of MPEG-4
MPEG-4 is a multimedia coding standard that contains many powerful coding tools. For any given application, only a subset of the coding tools will be used. Therefore, in order to limit the implementation complexity, MPEG-4 defines profiles and levels. Each profile contains a subset of tools. Within each profile, there usually are several levels defined to further limit the complexity by having different values for different parameters of the coding tools. Looking at the available video-coding standards and the MPEG-4 profiles, a need for defining a separate profile for the base layer of FGS was identified in [43] . As a result, there are two profiles defined in the Amendment of MPEG-4. One is called Advanced Simple Profile, which contains a subset of nonscalable video-coding tools to achieve high coding efficiency at any given bit rate within a wide range of bit rates. The base-layer coding tools defined in the Advanced Simple Profile include both P-VOP (forward prediction only) and B-VOP (bi-directional prediction) for coding motion-compensated residues. It includes the option of using error resilience tools (resynchronization marker, reverse VLC, and data partitioning). It provides backward compatibility with baseline H.263 by including the short header option. It allows two types of quantization methods, one with a single quantizer for all DCT coefficients and the other with a quantization matrix for the DCT coefficients. It includes tools for efficient coding of interlaced video (field/frame motion compensation and field/frame DCT). Using the Advanced Simple Profile as the base layer, the FGS profile is defined to meet the requirement of optimizing video quality over a given bit rate range. The coding tools in the FGS Profile include the basic bit-plane coding technique and the advanced features to be discussed in Section VI.
V. CODING EFFICIENCY PERFORMANCE OF FGS
To evaluate the coding efficiency of the FGS technique, extensive experiments have been performed to compare FGS with multilayer SNR scalability, nonscalable coding, and simulcast. The test conditions are set up to cover a wide range of sequences, bit rates, frame rates, and spatial resolutions. The number of bits for each FGS frame is truncated according to the channel bit rate and frame rate as follows: bits/frame bit rate/frame rate
A. FGS versus Multilayer SNR Scalability
An alternative approach, which is close to the open-loop enhancement structure of FGS, is to use the spatial scalability as SNR scalability multiple times to create a multilayer SNR scalable bitstream. As shown in Fig. 5 of Section II, if the up-sampling factor is chosen to be 1, the spatial scalability becomes open-loop SNR scalability. This SNR scalability technique takes the difference between the original picture and the reconstructed picture, performs the DCT, quantizes the DCT coefficients, and codes the quantized DCT coefficients using run-level coding. The multilayer SNR scalability performs this procedure multiple times with a progressively better quality of reconstructed picture. Although this approach does not provide FGS, it is a possible candidate for comparison with FGS.
Since bit-plane coding of the DCT coefficients has better coding efficiency than run-level coding as shown in Section III, it is expected that FGS has better coding efficiency than multilayer SNR scalability. Extensive experiments have confirmed this point [41] . Fig. 19 shows the results. On each plot, the axis is the total bit rate, and the axis is average PSNR of reconstructed sequences. As the bit rate increases, the FGS curve rises faster than the multilayer SNR scalability curve. FGS is about 2-dB better at the high bit rates.
B. FGS versus Non-Scalable Coding
In order to measure the coding efficiency of FGS, it is compared with nonscalable coding that is the upper bound of any scalable coding techniques [41] . Fig. 20 shows the results. As the total bit rate increases, nonscalable curve increases faster than the FGS curve, and the difference reaches about 2 dB at the highest bit rate.
C. FGS versus Simulcast
Another approach is to generate multiple bitstreams of multiple bit rates for the same content at the encoding time. For multicast on the network, the multiple bitstreams are transmitted by the server, and the total bit rate out of the server is the sum of the multiple bit rates. Each individual receiver takes one of the bitstreams according to its connection bit rate and decodes it to reconstruct the video content. In case of channel bandwidth variation due to local network traffic, the receiver may switch to a different bitstream. For unicast on the network, the multiple bitstreams are stored on the server and one of them is transmitted to a receiver according to the channel connection of the receiver. In case of a channel bit-rate change, a feedback signal is sent to the server and the server switches to a different bitstream. This method of generating multiple bitstreams of multiple bit rates for the same content is called simulcast.
In simulcast, one needs to decide, under a fixed total bit rate, how many bitstreams at what bit rates should be generated. Another constraint is to make the quality change between different bitstreams not noticeable by the user. With the two constraints, the choices for the number of bitstreams and the bit rates are very limited. If two bitstreams are generated, the most efficient choice of the two bit rates is one at lower bound and the other at (upper bound-lower bound). However, such a choice would not satisfy the constraint of having the quality change unnoticeable. To meet this constraint, one has to make two bit rates closer to each other. This naturally leads to the choice of three bitstreams. The highest and the second bit rates are related by a 75% ratio, and the lowest bit rate is the lower bound. This leads to the following set of relations between the three bit rates: total bit rate lower bound Depending on the bit rate range, more bitstreams may or may not be feasible. For example, one of the test conditions in the core experiments in MPEG-4 is to have a bit-rate range from 128 to 512 kbits/s. With such a bit-rate range, it does not make any sense to have four or more simulcast bitstreams because {512 kbits/s}/4 128 kbits/s, i.e., all four bitstreams would have the same bit rate of 128 kbits/s. Fig. 21 shows the results comparing FGS with simulcast of both two and three bitstreams [42] . The horizontal axis is the user channel bit rate at which one can receive a video bitstream. The vertical axis is the average PSNR of the reconstructed video received at the decoder through the given channel bit rate. For example, if the user channel bit rate is lower than 384 kbits/s, in the case of simulcast of two bitstreams, the user can only receive the 128 kbits/s bitstream and therefore the reconstructed video quality stays the same as that of 128 kbits/s. The FGS curve continuously rises as the user channel bit rate increases. The simulcast curves are staircase as only two or three bit rates are allowed. Within each staircase, simulcast keeps the same quality. FGS is more efficient than simulcast of three bitstreams at the high end and more efficient than simulcast of two bitstreams at the low end.
VI. ADVANCED FEATURES IN FGS
To further improve visual quality of FGS enhancement video, two advanced features are included: frequency weighting and selective enhancement. Frequency weighting uses different weighting for different frequency components, so that more bits of the visually important frequency components are put in the bitstream ahead of that of other frequency components. Selective enhancement uses different weighting for different spatial locations of a frame so that more bit-planes of some parts of a frame are put in the bitstream ahead of that of other parts of the frame. Another advanced feature is to include resynchronization markers in the enhancement layer to make the FGS bitstream more error resilient for wireless applications where random burst errors may occur. Yet another advanced feature is a combination of FGS with temporal scalability to increase the bit-rate range a scalable bitstream covers.
A. Frequency Weighting
It is well known that different DCT coefficients affect the visual quality differently. Usually, the accuracy of the low frequency DCT coefficients is more important than that of the high frequency DCT coefficients. Therefore, it enhances visual quality better if the bits of the low-frequency DCT components are put into the enhancement bitstream earlier so that they are more likely to be included in a truncated bitstream. A frequencyweighting technique is included in FGS to achieve this objective [44] , [45] .
Since frequency weighting usually shifts the low-frequency DCT coefficients up, the bit-plane statistics may change. For example, there are more short RUN values with after frequency weighting. Therefore, two more sets of VLC tables are needed. The choice of VLC tables depends on the first value of the frequency weighting matrix (shifted bits for the DC component). If it is 0 or 1, the original VLC tables are used. If it is 2 or 3, the median-shift VLC tables are used. If it is 4 to 7, the high-shift VLC tables are used. A syntax element, frequency weighting enable, is used to indicate if frequency weighting is used or not. If frequency weighting is used, load frequency weighting matrix, another syntax element, is used to indicate if a frequency weighting matrix is included in the bitstream or not. If it is included, frequency weighting matrix, a list of 2 to 64 three-bit unsigned integers is included in the bitstream. The integers are in zigzag order. A value of zero indicates that no more values follow and the remaining values are set to zero. Each value in this matrix is used to indicate the number of bits to be shifted up (down) for the corresponding DCT coefficient in encoding (decoding) as shown in Fig. 22 .
B. Selective Enhancement
For some frames of a video sequence, a part of a frame may be visually more significant than other parts. Therefore, we may use a bit-plane shifting method to put the bit-planes of the MBs of interest earlier in the bitstream so that they are more likely to be included in a truncated bitstream [40] . A syntax element, shifted bit planes, (a number between 0 to 4) is specified to indicate how many bit-planes are shifted up for the FGS macroblock. A flag, fgs vop selective enhancement enable, is set to 1 when selective enhancement is enabled or 0 otherwise. Fig. 23 illustrates how this technique is used to shift up the bit-planes in the center part of a frame.
C. Error Resilience
In wireless applications, random burst errors may occur in the FGS bitstream, too. In order to quickly isolate the errors, resynchronization markers are used in the enhancement-layer bitstream [46] . Fig. 24 shows the FGS bitstream structure with the resynchronization markers. A syntax element, fgs resync marker disable, may be set to 1 to disable the usage of the resynchronization markers.
With or without the resynchronization markers, there is a start code, fgs bp start code, to separate the bit-planes in each frame. This start code serves two purposes. One is to be used as a resynchronization marker for the error-resilience purpose. The other is to help the server and/or the decoder to identify the beginning of a bit plane quickly without fully decoding all the VLC codes.
D. FGS Temporal Scalability
In order to cover a wide range of bit rate with a scalable bitstream, there is a need to combine FGS with temporal scalability so that not only quantization accuracy can be scalable, but also temporal resolution (frame rate) can be scalable [47] . Since the temporal prediction for the temporal enhancement frame is restricted to the base layer, the quality of each temporal enhancement frame does not affect the quality of any other frames. Therefore, it is possible to use bit-plane coding for the entire DCT coefficients in the temporal enhancement frame. This is called FGS temporal scalability (FGST) because not only the temporal enhancement frames can be dropped as in the regular temporal scalability, but also the quantization accuracy is scalable within each temporal enhancement frame. As already shown in Section III, coding efficiency of bit-plane coding is actually higher than that of run-level coding. Therefore, using all bit-plane coding in the temporal enhancement frame has higher coding efficiency than regular temporal scalability for coding the DCT coefficients. This compensates its potential loss of coding efficiency by not allowing predictions in the enhancement layer.
From an implementation point of view, this approach actually saves an IDCT operation in the decoder compared with coding the DCT coefficients in both the base layer and the enhancement layer. From a syntax point of view, there are two ways to organize the temporal enhancement frames, as shown in Figs. 25 and 26. One way is to organize the them into a separate layer from the FGS frames (Fig. 25) . This requires dealing with "two enhancement layers". It provides more flexibility for servers and decoders to make the tradeoff between the picture quality and temporal resolution without decoding all the frames.
Another way is to organize the FGST VOPs and FGS VOPs into a single enhancement layer (Fig. 26) . This requires transmission of only one enhancement layer, but needs to decode frame headers to determine whether a frame is FGS or FGST. There is a syntax element, fgs layer type, that signals which configuration is used in an enhancement layer. This is a 2-bit code indicating whether this layer is FGS only (the middle enhancement layer in Fig. 25 ), FGST only (the top enhancement layer in Fig. 25) , or a combination of FGS and FGST (the enhancement layer in Fig. 26 ). Each FGST VOP can be coded using forward prediction or the bi-directional prediction from the base layer. The syntax element, fgs vop coding type, in the frame header identifies whether a frame is an FGS VOP, predictive-coded FGS VOP, or bi-directionally predictive-coded FGS VOP. The syntax element ref select code indicates the reference for the or frames in FGST. In -type coding, the reference can be either the past or the future frame in the base layer. In -type coding, both past and future frames in the base layer are used for prediction.
VII. CONCLUSION
The Amendment on Streaming Video Profile of MPEG-4 is established in response to a growing need for a video-coding standard to deliver video over a channel, such as the Internet, with a wide range of bit rates and a wide range of bit rate variations. The base-layer coding tools included in the Amendment, which are also forming the Advanced Simple Profile, are carefully chosen to provide high coding efficiency with low implementation complexity. Bit-plane coding of the DCT coefficients is a very natural and easy way to meet the requirement of graceful changes in video quality while user channel bandwidth changes. The features in FGS coding are chosen to balance coding efficiency and implementation complexity. Extensive experiments have been performed during the process of establishing the Amendment. The experiment results have shown that FGS technique is much more efficient than multilayer SNR scalability. Compared with nonscalable coding, which is the upper bound for any scalable coding techniques, FGS is about 2-dB worse at the high end of the bit-rate range. Compared with simulcast of two and three bitstreams, FGS has better coding efficiency at the low and high ends of a bit rate range respectively. The reference software implementation and the core experiment process have ensured the robustness of the FGS technique. There are many advantages of using FGS for Internet streaming video applications: it allows separation of encoding and transmission, the server can transmit enhancement layer at any bit rate without transcoding, it enables video broadcast on the Internet to reach a large audience, and it provides a solution to the video server overload problem. It is expected that the Amendment of MPEG-4 will be used for many applications. Of course, there are many network related issues to be addressed in order to take full advantage of FGS video coding, which is out of the scope of this paper.
