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Resumen
En esta tesis se presenta una metodología orientada a mejorar la identificación de pa-
tologías en señales de voz. El problema puede ser abordado desde diferentes enfoques,
concentrándose en tareas o etapas específicas que deben ser desarrolladas durante el
proceso del diseño de un sistema de reconocimiento de patrones. Para clasificar datos
que se desarrollan a lo largo de un argumento como el tiempo entre otras técnicas, es
de amplio conocimiento el uso de modelos ocultos de Markov. Al emplear un sistema
de clasificación basado en modelos ocultos de Markov, necesariamente se debe resolver
el problema de entrenamiento, que implica el ajuste de los parámetros del modelo me-
diante la optimización de una función objetivo. La forma y características de dicha
función viene determinado por el criterio de entrenamiento que puede ser generativo o
discriminativo, donde las técnicas de entrenamiento discriminativo se consideran mucho
más adecuadas en la solución de problemas como el que se ha puesto en consideración.
Por lo tanto abordando la filosofía de entrenamiento discriminativo se propone emplear
un criterio de entrenamiento que no solo esté enfocado minimizar la probabilidad del
error o generar fronteras de decisión adecuadas, si no también en la optimización de
una medida de desempeño mucho más general que el error de clasificación, para tal
fin se sugiere el empleo de una función de costo que se relacione indirectamente con
el área que encierra una curva de desempeño mediante una distancia entre modelos
de clases. En particular se propone emplear la distancia de Mahalanobis como función
objetivo, y como medida de desempeño el area de la curva ROC, complementando esto
con una técnica de selección y/o extracción de características relativamente simple. Los
resultados experimentales se presentan sobre dos bases de datos de patologías de voz y
muestran que la metodología propuesta permite mejorar el desempeño de un sistema de
clasificación, incluso cuando la dimensión del espacio de entrenamiento se ha reducido
significativamente.
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Parte I
Preliminares
1
Capítulo 1
Introducción
El desarrollo de diagnóstico asistido está relacionado con las siguientes preguntas fun-
damentales: ¿cómo interpretar los registros corrientes en el tiempo con respecto a las
posibles decisiones de diagnóstico?, ¿cuáles son las características esenciales? y final-
mente, ¿Cómo extraer la suficiente información que se encuentra inmersa en las señales
obtenidas ?. Estas preguntas son típicas en las tareas concernientes a la automatización
de sistemas, particularmente, al entrenamiento de sistemas inteligentes orientado al
reconocimiento de patrones [1].
En [2] se discute acerca de las exigencias frecuentemente requeridas por la identificación
automática relacionada a la calidad del entrenamiento que se necesita para definir la
ejecución de procedimientos bajo condiciones necesarias y suficientes en la resolución
de tareas específicas concernientes al reconocimiento de patrones. En este sentido, ex-
iste una cota superior que restringe la calidad del entrenamiento dada por el tamaño
de la muestra y un límite inferior dado por el conocimiento clínico desde donde los
procedimientos diseñados intentan capturar la dinámica fisiológica con el fin de agregar
consistencia entre los resultados del sistema automático y la inspección clínica dentro
de un rango de calidad. El problema de considerar una muestra de entrenamiento de
tamaño suficientemente grande tiene su origen en que la adquisición y el etiquetado
adecuado de registros patológicos es una tarea compleja y costosa, por lo tanto, las
bases de datos disponibles para el entrenamiento usualmente cuentan con un número
reducido de registros. Por otro lado, el conocimiento clínico no siempre es de fácil acceso
debido a las diferencias que existen entre la estructura del conocimiento médico y la
comprensión del diseñador de software.
En la terminología del diagnóstico médico, cada uno de los patrones puede ser identifica-
do en términos de síntomas formalizados, mediante un registro electrónico de señales del
paciente. Mientras, las clases obtenidas representan la variedad de posibles diagnósticos
o aseveraciones clínicas.
En general, el reconocimiento de patrones se puede dividir en una serie de etapas como
se muestra en la figura (1.1). La primera etapa corresponde a la estimación de caracterís-
ticas basada en modelos de representación, donde se extrae la información relacionada
con la descripción de los estados funcionales a identificar, y consiste en trasformar cada
2
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uno de los patrones en cantidades medibles de representación. En las etapas siguientes
se busca escoger un conjunto reducido de características para representar los patrones,
de manera que se preserve la información discriminante de las clases que se requieren
identificar en el diagnóstico asistido. Este procedimiento también es llamado reduc-
ción de dimensiones y esta sujeto a un criterio de relevancia que busca precisión en la
identificación, bajos costos de cómputo y reducción en la complejidad de operaciones.
Figura 1.1: Diagrama de bloques correspondiente al reconocimiento de patrones
Dichas representaciones son generalmente objeto de una mayor adaptación antes de
ser utilizados en la etapa de clasificación (identificación). Para este caso es necesario
emplear dicha representación en la estimación de parámetros o entrenamiento de los
modelos, el aprendizaje puede ser supervisado, no supervisado y en algunos casos semi-
supervisado. Luego se deben tener en cuenta consideraciones sobre la generalización o
el establecimiento de una gramática (en el caso de inferencia estructural). Por último,
las etiquetas de clase o grupos son asignados a los datos y se toma una decisión [3].
Cada etapa en un sistema de reconocimiento de patrones puede ser sujeto de un estudio
a profundidad, con el fin de mejorar el desempeño del sistema. Particularmente ésta
investigación la atención estará centrada principalmente en la etapa de entrenamiento
o aprendizaje.
Adicionalmente se aborda un problema de especial interés en aplicaciones biomédicas,
1. INTRODUCCIÓN 4
la detección de patologías en señales de voz, donde el principal objetivo es generar
herramientas de diagnóstico asistido mediante técnicas no invasivas [4]. El proceso au-
tomático de voz para detección de patologías tiene sus ventajas: el análisis es cuantita-
tivo y no invasivo, permitiendo identificar y monitorear enfermedades del tracto vocal,
y adicionalmente reducir costos.
Cuando el tipo de señales con las que se trabaja son acústicas y en general señales de
origen biomédico, se ha mostrado que la mejor forma de describirlas es mediante un
conjunto de características o parámetros que varían en el tiempo (contornos) [5] [6],
a diferencia de otras tareas de reconocimiento de patrones, en las cuales los objetos a
clasificar se pueden describir usando características estáticas [7]. Esta variación tempo-
ral hace que las propiedades estadísticas cambien, y es precisamente esa variabilidad
estocástica la que contiene la información necesaria para la clasificación [8]. En este sen-
tido se hace necesario emplear una técnica que permita modelar la dinámica estocástica
que presentan este tipo de señales. Entre otras técnicas los modelos ocultos de Markov
(Hidden Markov Models - HMM) han sido ampliamente utilizados en sistemas de re-
conocimiento de voz, especialmente en la solución de problemas tales como identificación
o verificación de hablante, ubicándose como una herramienta estándar para modelar las
variaciones estocásticas presentes en este tipo de señales [9] y de forma general en series
de tiempo, teniendo grandes aplicaciones en identificación de patologías, identificación
de firmas temporales en patrones de emisión cerebral mediante el análisis EEG, entre
otras [10, 11, 12, 13]
Los modelos ocultos de Markov describen procesos estocásticos doblemente anidados,
compuestos de una capa oculta que controla la evolución temporal de las características
espectrales de una capa observable, y cuando se emplean en el diseño de un sistema de
clasificación, durante la etapa de entrenamiento y en la etapa de clasificación en si, se
deben dar solución a tres problemas básicos:
Evaluación
Decodificación
Entrenamiento
El entrenamiento de los HMM implica el ajuste de los parámetros de un modelo, tal
que se extraiga la máxima información de las secuencias de observación, sin embargo
para resolver este problema es necesario tener en cuenta los dos problemas previos (ver
sección (3.1)). Entre los métodos conocidos están el criterio basado en la estimación de
máxima verosimilitud (Maximum Likelihood Estimation - MLE) [14], también conocido
como entrenamiento generativo. En este caso se optimiza la descripción del respectivo
modelo para un conjunto dado de observaciones (función de verosimilitud), sin tener
relación explícita con el rendimiento del clasificador. Por otro lado están los métodos de
entrenamiento discriminativo, por ejemplo, la técnica de Máxima Información Mutua
(Maximum Mutual Information - MMI) [15], donde se busca optimizar la probabilidad
a posteriori de los datos de entrenamiento y por lo tanto la separabilidad entre clases, o
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el criterio de Mínimo Error de Clasificación (Minimum Classification Error - MCE) [16]
donde se minimiza el error de clasificación mediante la formulación de una función de
error empírica.
Las técnicas de entrenamiento discriminativo muestran un mejor desempeño compara-
dos con MLE ya que en la etapa de entrenamiento se concentra en la estimación de
fronteras entre las clases o la minimización del error de clasificación, y no en parámetros
de un modelo que se ha asumido. Se ha mostrado que si la distribución de las mues-
tras a ser clasificadas puede ser descrita de forma precisa por un modelo estadístico,
y el tamaño del conjunto de entrenamiento tiende a infinito, entonces la estimación
ML supera los métodos discriminativos, desafortunadamente los datos reales están es-
parcidos y se cuenta con un número de registros reducido [17], esto ha hecho que las
últimas investigaciones se enfoquen en criterios que superen de una forma más eficiente
estos inconvenientes, tal es el caso de los métodos de entrenamiento basados en criterios
discriminativos.
Capítulo 2
Objetivos
2.1. Objetivo General
Diseñar una metodología que optimice en el sentido de medidas de desempeño o medidas
de error de clasificación la tasa de rendimiento de un sistema de clasificación de señales
de origen biológico basado en HMM, empleando criterios discriminativos, y orientada
a mejorar la identificación de patologías en señales de voz.
2.2. Objetivos Específicos
Diseñar e implementar algoritmos de entrenamiento usando como criterio dis-
criminativo la optimización de una función de medida del desempeño del sistema
(MFoM), el criterio de Maxima información mutua (MMI) y el criterio de Mínimo
Error de Clasificación (MCE).
Desarrollar una técnica de entrenamiento discriminativo que esté relacionada con
una medida de desempeño mucho más general que el error de clasificación, em-
pleando como función objetivo una medida de distancia entre modelos de clases.
Validar el sistema de reconocimiento para poder realizar una evaluacón com-
parativa entre los criterios usados: MFoM, MMI y MCE, empleando diferentes
indicadores de desempeño.
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Capítulo 3
Modelos Ocultos de Markov (Hidden
Markov Models - HMM)
3.1. Definición de modelos ocultos de Markov
Una cadena de Markov es un proceso aleatorio θ(t) que puede tomar una cantidad
finita K de valores discretos dentro del conjunto {ϑ1, ..., ϑk}, tal que en los momentos
determinados del tiempo (t0 < t1 < t2 < ...) los valores del proceso aleatorio cambien
(con probabilidades de cambio conocidas), esto es, se efectúan los cambios en forma de
secuencia aleatoria θ0 → θ1 → θ2, ....,, siendo θn = θ(tn) el valor de la secuencia de-
spués del intervalo n de tiempo. Las cadenas de Markov asumen una cantidad finita de
valores discretos o estados para la representación de una señal aleatoria. En particular,
cada estado de manera directa se asocia a un evento físico observable. Sin embargo,
en la práctica, se tienen aplicaciones con señales que no presentan de forma evidente
los eventos sobre los cuales se construye el modelo. En este sentido, se debe construir
un modelo probabilístico sobre los estados no obsevables u ocultos. Como resultado las
cadenas construidas por este principio, corresponden a un proceso estocástico doble-
mente anidado; la función probabilística de los estados ocultos y el mismo modelo de
aleatoriedad de Markov impuesto sobre la señal. En otras palabras los modelos ocultos
de Markov describen procesos estocásticos doblemente anidados, compuestos de una
capa oculta que controla la evolución temporal de las características espectrales de una
capa observable.
Los modelos ocultos de Markov, se pueden caracterizar mediante los siguientes parámet-
ros [9]:
a). Los símbolos de observación corresponden a la salida física del sistema en análisis
y conforman la secuencia aleatoria ϕ = {ϕ1, ....., ϕnϕ} en los momentos definidos
de tiempo 1, 2, ...., nϕ donde nϕ es la longitud de la secuencia de observación.
b). El numero de estados ocultos del modelo, ϑ = {ϑk : k = 1, ..., nϑ} ∈ N, que siendo
no observables, pueden ser relacionados con algún sentido físico del proceso. Los
8
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estados ocultos conforman la secuencia aleatoria θ = {θ0, θ1, ..., θnθ},en los mo-
mentos definidos de tiempo = 1, 2, ..., nθ, donde nθ es la longitud de la secuencia
de estados en análisis.
c). La matriz probabilidad de transición de estados, Π = {pimn : m,n = 1, ..., nϑ}, pimn
son probabilidades discretas, que corresponden a pimn (k) = P (θk+1 = ϑn |θk = ϑm ),
con las siguientes restricciones:
pimn ≥ 0
nϑ∑
n=1
pimn = 1
(3.1)
d). El conjunto completo de parámetros que representan la distribución de las obser-
vaciones por cada estado del modelo B = {bj (·)}. Existen dos formas de distribu-
ciones de salida que pueden ser consideradas. La primera es una suposición de
observación discreta donde se asume que una observación es una de nv posibles
símbolos de observación v = {vk : k = 1, ..., nv} ∈ U. En este caso bj (ϕn = vk) =
bj (vk) = p (vk |θn = ϑj ). La segunda forma de distribución de probabilidad, es
considerar una mezcla de M funciones de distribución para cada estado. Conven-
cionalmente las funciones utilizadas son Gaussianas multivariadas, debido a sus
propiedades y a la facilidad que representan y a que toda la descripción matemáti-
ca esta en función de estas. En este caso bj(ϕn) =
∑M
l=1 cjlN [ϕn, µjl,Σjl], donde
µjl y Σjl son el vector de medias y la es la matriz de covarianzas respectiva-
mente de la componente normal l n el estado j, y cjl es el peso que pondera la
componente Gaussiana l del estado j.
Los modelos que asumen la primera forma de distribución, son llamados modelos
ocultos de Markov discretos, mientras que los que asumen la segunda forma de
distribución de salida son llamados modelos ocultos de Markov continuos.
e). El vector probabilidad de estado inicial pθ1 con elementos {pθ1 (i)}, donde:
pθ1 (i) = P (θ1 = ϑi) , 1 ≤ i ≤ nϑ
Los valores de aleatoriedad Π,B,pθ1, notados en conjunto como:
λ = {Π,B,pθ1}
conforman los parámetros de un modelo oculto de Markov, el cual se puede emplear
para generar la estimación de la secuencia de observaciones ϕ = {ϕ1, ....., ϕnϕ}, con
longitud nϕ para los momentos definidos de tiempo n = 1, 2, ..., nϕ.
El desarrollo de los modelos ocultos de Markov está relacionado con tres tareas estadís-
ticas [9]:
1. Evaluación : Dada una secuencia de observación ϕ = {ϕ1, ....., ϕnϕ} con longitud
nϕ y el modelo λ, cómo calcular de manera eficiente la probabilidad P (ϕ |λ) de
la secuencia de observación.
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2. Decodificación : Dada una secuencia de observación ϕ = {ϕ1, ....., ϕnϕ} con lon-
gitud nϕ y el modelo λ, cómo escoger de forma óptima la correspondiente secuencia
de estados θ = {θ0, θ1, ..., θnϕ} para un criterio de medida fijado a priori.
3. Entrenamiento: El ajuste de los parámetros del modelo λ que brinden el máximo
valor P (ϕ |λ)
El objeto de estudio de este trabajo es lo concerniente al tercer problema, sin em-
bargo, a continuación se presenta la solución a los dos primeros problemas.
3.1.1. Evaluación
Se desea calcular la probabilidad de la secuencia de observación ϕ dado el modelo λ, es
decir, P (ϕ |λ). La forma más sencilla consiste en tomar todas las posibles secuencias
de estados de longitud nϕ, que generan la secuencia ϕ. Considere una secuencia de
estados fija θ = {θ0, θ1, ..., θnϕ} . La probabilidad de la secuencia de observación ϕ para
la secuencia de estados θ está dada por:
P (ϕ |θ, λ) =
nϕ∏
t=1
P (ϕt |θt, λ) (3.2)
donde se asume independencia estadística entre las observaciones. De esta forma se
tiene que:
P (ϕ |θ, λ) = bθ1(ϕ1) · bθ2(ϕ2) · · · · · bθnϕ(ϕnϕ) (3.3)
La probabilidad de la secuencia de estados θ se puede escribir como:
P (θ |λ) = pθ1 (θ1)piθ1θ2 (2) piθ2θ3 (3) · · ·piθnϕ−1θnϕ (nϕ) (3.4)
La probabilidad conjunta de ϕ y θ, es decir, la probabilidad de que ϕ y θ ocurran
de forma simultánea, es el producto de la ecuación (3.3) por (3.4):
P (ϕ,θ |λ) = P (ϕ |θ, λ)P (θ |λ) (3.5)
La probabilidad de ϕ (dado el modelo) se obtiene al sumar sobre todas las secuencias
de estados posibles:
P (ϕ |λ) =
∑
∀θ
P (ϕ |θ, λ)P (θ |λ) (3.6)
Sin embargo esta metodología es poco eficiente, de acuerdo a la definición de la ecuación
(3.6), su cálculo implica alrededor de 2 · nϕ · n
nϕ
ϑ cálculos, puesto que en cada instante
de tiempo hay nϑ posibles estados, y para cada secuencia de estados alrededor de 2nϕ
cálculos para cada termino en la ecuación (3.6) [9].
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Para realizar estos cálculos de forma eficiente se ha propuesto emplear el algoritmo
avance-retroceso (Forward-Backward), donde se considera una variable de avance αt(i)
definida como:
αt(i) = P (ϕ1, ϕ2, · · · , ϕt, θt = ϑi |λ) (3.7)
que corresponde la probabilidad de tener la observación parcial ϕ1, ϕ2, · · · , ϕt (hasta el
tiempo t) y el estado ϑi en el tiempo t, dado λ. Entonces αt(i) se calcula de la siguiente
forma:
1. Inicialización:
α1(i) = pθ1 (i) bi (ϕt) 1 ≤ i ≤ nϑ
2. Inducción:
αt+1(j) =
[
nϑ∑
j=1
αt (i) piij
]
bj (ϕt+1) 1 ≤ j ≤ nϑ
3. Terminación:
P (ϕ |λ) =
nϑ∑
i=1
αnϕ (i)
De forma similar se puede definir la variable de retroceso βt(j), como la probabilidad
de observación parcial desde t+1 hasta nϕ, dado el estado ϑj en el tiempo t y el modelo
λ:
βt(j) = P (ϕt+1, ϕt+2, · · · , ϕnϕ, θt = ϑj |λ) (3.8)
Se puede calcular de la siguiente forma:
1. Inicialización:
βnϕ (i) = 1 1 ≤ i ≤ nϑ
2. Inducción:
βt (i) =
N∑
j=1
piijbj (ϕt+1)βt+1 (j), t = nϕ − 1, · · · , 1, 1 ≤ i, j ≤ nϑ
3.1.2. Decodificación
A diferencia de la evaluación para la cual se presenta una solución que realiza los
cálculos necesarios de forma eficiente, existen diversas formas de solucionar la tarea de
decodificación, es decir, de encontrar la secuencia de estados óptima asociada con la
secuencia de observación dada. La dificultad yace en la definición de la secuencia de
estados óptima, el criterio de mayor aceptación consiste en encontrar la secuencia de
estados con la mayor probabilidad de ocurrencia, a medida que se genera la secuencia de
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observaciones. El algoritmo Viterbi es una técnica basada en programación dinámica,
que encuentra la mejor secuencia de estados para un HMM, escogiendo y recordando el
mejor camino, en lugar de sumar las probabilidades de diferentes caminos, como en el
algoritmo de avance [9].
El Algoritmo de Viterbi encuentra la mejor secuencia individual de estados,
θ¯ =
{
θ¯1, θ¯2, · · · , θ¯nϕ
}
para la secuencia ϕ. Se define la variable:
δt (i) = ma´x
θ1,θ2,··· ,θt−1
P [θ1, θ2, · · · , θt = i, ϕ1, ϕ2, · · · , ϕt |λ ] (3.9)
es decir, δt(i) es la máxima probabilidad a lo largo de una trayectoria simple, en el
tiempo t, que da cuenta de las primeras t observaciones y termina en el estado ϑi . Por
inducción se tiene:
δt+1 (j) =
[
ma´x
j
δt (i) piij
]
· bj (ϕt+1) (3.10)
Para recuperar la secuencia de estados, se necesita seguir el argumento que maximice
la ecuación (3.10), para cada t y j, es decir, se debe seguir la pista de la secuencia de
estado que proporcione la mejor trayectoria, en tiempo t, al estado Si, esto se logra a
través de la matriz ψt(i). El procedimiento completo para encontrar la mejor secuencia
de estados es mostrado a continuación:
1. Inicialización:
δ1 (i) = pθ1 (i) bi (ϕ1) 1 ≤ i ≤ nϑ
ψ1 (i) = 0
2. Recursión:
δt (j) = ma´x
1≤i≤nϑ
[δt−1 (i) piij ] bj (ϕt)
2 ≤ t ≤ nϕ
1 ≤ j ≤ nϑ
ψt (j) = argma´x
1≤i≤nϑ
[δt−1 (i) piij ]
2 ≤ t ≤ nϕ
1 ≤ j ≤ nϑ
3. Terminación:
P ∗ = ma´x
1≤i≤nϑ
[δnϕ (i)]
θ¯nϕ = argma´x
1≤i≤nϑ
[δnϕ (i)]
4. Rastreo de la mejor secuencia:
θ¯t = ψt+1
(
θ¯t+1
)
, t = nϕ − 1, nϕ − 2, · · · , 1.
De esta forma la mejor secuencia de estados se denota por θ¯ =
{
θ¯1, θ¯2, · · · , θ¯nϕ
}
, también
conocida como secuencia de Viterbi [9].
Capítulo 4
Técnicas de entrenamiento
El desarrollo de este trabajo esta centrado principalmente en el problema que tiene que
ver con el ajuste de los parámetros de los modelos de Markov. Más específicamente
este es un problema de aprendizaje supervisado, en el cual la clase de cada una de las
muestras es conocida y las fronteras de decisión se pueden derivar a partir de estas
muestras observadas, esto cuando todos los valores relevantes de las distribuciones de
probabilidad son conocidos, la solución se obtiene de una forma relativamente simple.
En la práctica, sólo algunos de estos valores son conocidos, además, la forma de las
distribuciones de probabilidad se asume con una forma determinada. En consecuencia,
se deben emplear las muestras de entrenamiento para estimar los parámetros de las
distribuciones subyacentes, lo cual convierte el problema de clasificación en un problema
de estimación. Antes de presentar los métodos de entrenamiento objeto de estudio en
esta investigación, es necesaria una introducción a la teoría de decisión de Bayes, como
fundamento estadístico a el problema de reconocimiento de patrones.
Considere Y = {ϕnϕrr : r = 1, . . . , R} un conjunto compuesto por R muestras de en-
trenamiento , Con sus correspondientes categorías o etiquetas C = {cr : r = 1, . . . , R},
donde cr ∈ {cm : m = 1, . . . ,M}, siendo M el número total de clases. Cada registro
ϕnϕrr se representa por una secuencia de longitud nϕr de vectores de características
ϕnϕrr = {ϕr,t : t = 1, . . . , nϕr}.
4.1. Teoría de decision de Bayes
El propósito en el problema de clasificación es determinar a que clase pertenece un
patrón x. La teoría de decisión de Bayes es un método estadístico que formaliza este
proceso. A continuación se presentan los conceptos de esta teoría basado en la discusión
detallada dada en [18, 19, 20], como aspecto esencial antes de presentar los métodos de
entrenamiento.
La tarea de un clasificador consiste en asociar un vector de características x a una clase
o categoría ci de M posibles elecciones ci ∈ {c1, ..., cM}. En este punto se asume que
todos los valores de probabilidad relevantes son conocidos, a saber, P (ci) la probabil-
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idad a priori que el dato observado pertenece a la clase ci, donde
∑M
i=1 P (ci) = 1. La
probabilidad condicional de clase para x, que es la función densidad de probabilidad
para x dado que la clase es ci, dada por P (x |ci ). Esta información es empleada para
calcular la probabilidad a posteriori P (ci |x), que es la probabilidad de que la clase sea
ci dado el patrón o la observación x, por medio del teorema de Bayes:
P (ci |x) =
P (x |ci )P (ci)
P (x)
(4.1)
donde P (x) es la función densidad de probabilidad para x independientemente de las
clases, y está dada por:
P (x) =
M∑
i=1
P (x |ci )P (ci) (4.2)
Una regla de decisión es una función α (x) que indica a que clase pertenece una obser-
vación x entre las posibles M elecciones, lo cual se puede escribir como α (x) = ci. El
principal objetivo es realizar una decisión de tal forma que la probabilidad del error de
clasificación sea minimizada. Dado que la clase correcta es cj , al decidir que x pertenece
a ci se puede incurrir en una pérdida λ (α (x) = ci |cj ), como consecuencia la pérdida
esperada con esta acción es:
R (α (x) = ci |x) =
M∑
j=1
λ (α (x) = ci |cj )P (cj |x) (4.3)
La pérdida esperada también es conocida como el riesgo condicional y el riesgo global
R esta dado por:
R =
∫
R (α (x) |x)P (x) dx (4.4)
Donde α(x) puede resultar en cualquier clase, y la integral se realiza sobre el el rango
del espacio de características. Con el fin de minimizar el riesgo global, la clasificación de
todo x debe ser realizada de tal forma que la pérdida esperada (ecuación (4.3)) sea lo
mas pequeña posible [18]. Como resultado, la regla de decisión de Bayes para minimizar
el riesgo global puede escribirse de forma general como:
x ∈ ci sí R (α (x) = ci |x) < R (α (x) = cj |x) para todo i 6= j (4.5)
Siguiendo esta regla es posible que el clasificador particione de forma óptima el espacio
de características, entre las diferentes clases o categorías.
En los problemas de clasificación donde la meta es minimizar la probabilidad del error
o la tasa de error, la función de perdida λ(·) puede definirse como:
λ (α (x) = ci |cj ) =
{
0 i = j
1 i 6= j
donde i, j = 1, ...,M. (4.6)
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Empleando esta definición, no se incurre en ninguna pérdida al clasificar correctamente
x, y se incurre en una pérdida unitaria al tomar una decisión errónea, al sustituir la
ecuación (4.6) en (4.3), se obtiene:
R (α (x) = ci |x) =
M∑
j=1
λ (α (x) = ci |cj )P (cj |x)
=
∑
j 6=i
P (cj |x)
= 1− P (ci |x)
(4.7)
Por lo tanto la regla de decisión resultante para una mínima taza de error de la ecuación
(4.5), se convierte en:
x ∈ ci sí P (ci |x) > P (cj |x) para todo i 6= j (4.8)
Un clasificador que emplea esta regla de decisión es conocido como Clasificador MAP
(Maximum A Posteriori), la mínima probabilidad de error en la clasificación se obtiene
al asignar una observación a la clase para la cual la probabilidad a posteriori es más
grande.
Una forma particular de representar un clasificador es considerar que dicho clasificador
está compuesto por un conjunto de funciones discriminantes gj(x), j = 1, ..,M . La
regla de decisión para la observación x es:
decidir x ∈ ci sí gi (x) > gj (x) para todo i 6= j (4.9)
De esta forma, el proceso de clasificación puede ser visto como un proceso que calcula
M funciones discriminantes y selecciona la clase o categoría que presenta un mayor
valor. Obviamente existen una gran cantidad de funciones que pueden generar la mis-
ma frontera de decisión, y una función monótona creciente aplicada sobre las funciones
discriminantes no debe cambiar los resultados de clasificación. Por ejemplo de las ecua-
ciones (4.8) y (4.9), las funciones discriminantes más adecuadas para un clasificador de
Bayes pueden ser:
g (x) = P (x |ci ) (4.10)
g (x) = P (x |ci )P (ci) (4.11)
g (x) = logP (x |ci ) + logP (ci) (4.12)
Como se menciono antes, un clasificador de Bayes requiere completo conocimiento de
todos los valores de probabilidad relevantes, valores que en la práctica muy difícilmente
se tienen. La probabilidad a priori P (ci) se puede aproximar sin dificultad. Sin embargo,
este no es el caso de la probabilidad condicional de clase P (x |ci ), por esta razón,
objetivo de diseño de un clasificador se convierte eventualmente en estimar P (x |ci ) con
la mayor precisión posible, empleando las muestras u observaciones de entrenamiento.
El método de estimación mas común es la Estimación de Máxima verosimilitud, el cual
se explica a continuación.
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4.2. Estimación de Máxima Verosimilitud
La estimación de la densidad de probabilidad condicional de clase P (ci |x), se puede
simplificar al representar esta densidad de una forma funcional, es decir, una función
densidad de probabilidad (fdp), la cual se compone de un conjunto de parámetros ajusta-
bles. Este método es un enfoque paramétrico, en el cual una forma específica de función
densidad se debe conocer, y el problema de estimar una densidad de probabilidad se
convierte en un problema de estimación de parámetros de la función subyacente. Uno
de los métodos mas comunes para resolver este problema es la Estimación de Máxima
Verosimilitud (Maximum Likelihood Estimation - MLE ), una explicación detallada de
MLE para reconocimiento de patrones se puede encontrar en [18,19]. En esta sección se
explican los conceptos más esenciales lo cual llevará a el entrenamiento discriminativo.
Inicialmente, es necesario suponer que la forma funcional de P (x |ci ) es conocida. Por
lo tanto, P (x |ci ) puede determinarse únicamente por los valores del vector de parámet-
ros Θi, donde el vector contiene todos los parámetros de la forma funcional escogida.
La P (x |ci ) se escribe como PΘi (x |ci ), para mostrar de forma explícita que su valor
depende de Θi. En un problema de clasificación se debe asignar una de estas funciones
a cada una de las clases o categorías. En el caso de HMM el objetivo es estimar un con-
junto de parámetros óptimo Θ = {λ1, .., λM} empleando las muestras de entrenamiento
Y.
Si las muestras son extraídas de forma independiente de la distribución P (x |ci ), en-
tonces la densidad de probabilidad conjunta de todo el conjunto de entrenamiento Y
dada la correspondiente etiqueta C esta dada por:
PΘ (Y |C) =
R∏
r=1
PΘ (ϕ
nϕr
r |c
r ) = LΘ (Y) (4.13)
Donde LΘ (Y) se conoce como función de verosimilitud de Θ dado Y. Puesto que
la verosimilitud es una función de Θ para un conjunto de muestras fijo Y, se puede
escribir de forma alternativa como L (Θ) [18]. Por definición, la estimación de máxima
verosimilitud es el proceso de encontrar el conjunto de parámetros Θ que maximizan
L (Θ). Intuitivamente se puede entender como un proceso que busca ajustar un modelo
a los datos observados, aunque se deben encontrar los modelos para todas las clases, la
ecuación anterior sugiere que el modelo correspondiente a cada clase puede estimarse
de forma independiente empleando solo las muestras que pertenecen a dicha clase. En
particular, para estimar Θi solo se tiene en cuenta las muestras pertenecientes a la clase
ci.
De la ecuación (4.13), es posible deducir que al aplicar una función monótona creciente
a la función de verosimilitud no afectaría la solución deΘ. Por esta razón, en la práctica
es mucho más conveniente maximizar el logaritmo de la verosimilitud, es decir:
logL (Θ) = logPΘ (Y |C) =
R∑
r=1
logPΘ (ϕ
nϕr
r |c
r ) = fML (Θ) (4.14)
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La ecuación (4.14) también es conocida como la función objetivo ML o fML, la cual
debe ser maximizada durante el proceso de entrenamiento. Después de la estimación
de parámetros, la función fML se puede emplear como función discriminante para de-
terminar directamente un frontera de decisión, basado en la regla de decisión de Bayes
(ecuación (4.12)), dado que la probabilidad a priori P (ci) se conoce.
El grado de dificultad al maximizar este tipo de funciones depende de la forma fun-
cional de P (x |ci ). Por ejemplo asumiendo que P (x |ci ) es una distribución Gaussiana
(densidad normal), los parámetros Θi del modelo serán Θi = {µi,Σi}, donde µi es el
vector de medias y Σi es la matriz de covarianzas. En este caso la fdp es una función
derivable, por lo tanto es posible aplicar el cálculo diferencial para estimar el conjunto
de parámetros Θˆi al ajustar la derivada de fML a cero. Sin embargo, en muchos casos,
encontrar Θˆi es analíticamente muy complejo e incluso intratable al emplear un método
estándar como el calculo diferencial. Es por esto que la optimización tiene que llevarse
a cavo normalmente mediante técnicas iterativas. El algoritmo de Máxima Esperan-
za (Expectation Maximization - EM) [21], es una de las técnicas más populares que
se emplean para este propósito. El trabajo realizado en [22], presenta una descripción
detallada del algoritmo EM.
El uso de MLE esta basado en la suposición de que se conoce la forma funcional de la
densidad de probabilidad. En [17] se muestra que si las muestras tienen la misma forma
de distribución que se ha asumido y el número de muestras es suficientemente grande,
la estimación de maxima verosimilitud sera la mejor forma de encontrar los parámetros
mas adecuados para el modelo. Por ejemplo, si se emplea MLE para estimar el vector
de medias y la matriz de covarianzas para una densidad Gaussiana, estos parámetros
estimados serán los mejores, solo si las muestras que se están empleando tienen una
distribución normal como se había asumido. Aunque esto puede ser cierto, esta condición
no se puede alcanzar en la practica. Los patrones pertenecientes a muestras de voz u otro
tipo de señales, son tan complejos que lograr modelar de forma correcta su distribución
de probabilidad, en algunos casos requiere el uso de una gran cantidad de parámetros,
además el numero de muestras de entrenamiento es limitado. Por lo tanto el empleo
de forma optima de MLE requiere una serie de condiciones que no son validas o no se
pueden alcanzar en la practica, una demostración de esto se puede encontrar en [23].
Debido a que MLE se enfoca en modelar la distribución de las muestras de cada clase de
forma individual, es conocido como un método no discriminativo o simplemente como
un método generativo. Considerando la regla de decisión de Bayes (ecuación (4.8)), se
puede notar que no es necesario representar la probabilidad a posteriori P (ci |x) de
forma explícita, mientras podamos identificar que clase ci presenta la mayor P (ci |x).
4.3. Criterios de Entrenamiento Discriminativo
En contraste al entrenamiento basado en MLE, el entrenamiento discriminativo, elim-
ina la necesidad o condición de conocer la forma funcional de la distribución de las
muestras. En lugar de tratar de modelar los datos de forma correcta, el entrenamiento
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discriminativo busca separar las clases tomando en cuenta las muestras o modelos de
todas las clases. Cada criterio de entrenamiento puede explicarse al considerar su corre-
spondiente función objetivo, y el ajuste de los parámetros de dichas funciones debe verse
reflejado en el desempeño del clasificador. El entrenamiento discriminativo trata de en-
contrar el conjunto de parámetros que optimicen (bien que minimicen o maximicen)
estas funciones objetivo.
4.3.1. Criterio de Máxima Información Mutua (Maximum Mu-
tual Information - MMI)
El uso de Máxima Información Mutua (Maximum Mutual Information - MMI) aplicado
a reconocimiento de patrones, especialmente reconocimiento de voz, fue propuesto por
Bahl en [15] como una alternativa a MLE. Durante la estimación de MMI se debe
encontrar el conjunto de parámetros que maximicen la información mutua entre las
muestras de entrenamiento y sus correspondientes etiquetas o clases. La estimación
de MMI se deriva de del concepto básico de información mutua conocido en teoría
de información. Hablando de forma general, la información mutua entre dos variables
aleatorias mide la cantidad de información que una variable transmite a la otra variable.
En MMI se busca ajustar la distribución posterior de clase condicional (que puede
entenderse como una distribución entre clases). Típicamente, las distribuciones de datos
son mucho más complejas de describir que las distribuciones posteriores, debido a que
las distribuciones de datos deben describir todas las variaciones de los datos dentro de
una misma clase, mientras la distribución posterior sólo se ocupa de los límites entre
las clases.
Dada una secuencia de observación ϕ, se debe escoger la clase cm que tenga el mínimo
de incertidumbre. En otras palabras se debe minimizar la entropía condicional entre
dos variables aleatorias
H (C |Y ) = H (C)− I (C;Y) (4.15)
Al minimizar la entropía condicional, la probabilidad de la clase correcta dada la secuen-
cia de observaciones se incrementa. Minimizar (4.15) puede lograrse bien, minimizando
H (C) o maximizando I (C;Y). La primera tarea corresponde a encontrar un modelo
con mínima entropía, que puede llegar a ser analíticamente muy complejo. Es por esta
razón que las investigaciones se han enfocado en maximizar I (C;Y).
Dada la forma funcional de las probabilidades condicionales cuyos valores pueden cal-
cularse teniendo los parámetrosΘ. Al aplicar la estimación de MMI a el reconocimiento
de patrones, el objetivo es estimar el conjunto de parámetrosΘ que maximicen la infor-
mación mutua entre las muestras de entrenamiento Y y sus correspondientes etiquetas
C. Esto es equivalente a maximizar la función objetivo de MMI, fMMI , es decir, el
promedio de información mutua sobre todas las muestras de entrenamiento:
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fMMI (Θ;Y) =
1
R
R∑
r=1
(
logP (ϕnϕrr |c
r )− log
M∑
i=1
P (ϕnϕrr |ci )P (ci)
)
(4.16)
Maximizar fMMI (ecuación (4.16))implica maximizar la diferencia ente PΘ (ϕnϕrr |c
r ) y
la densidad de probabilidad PΘ (ϕnϕrr ) =
∑M
i=1 PΘ (ϕ
nϕr
r |ci )P (ci), mientras que en MLE
lo que se busca es maximizar solo la probabilidad condicional P (ϕnϕrr |c
r ). En otras
palabras el entrenamiento basado en la estimación de MMI no solo busca maximizar la
probabilidad condicional de las muestras de entrenamiento dadas sus etiquetas, también
reducir al mínimo las correspondientes probabilidades condicionales de todas las clases
que están compitiendo. De esta forma el conjunto de parámetros Θ son estimados para
incrementar la discriminancia entre las muestras de entrenamiento, es por eso que la
estimación de MMI es conocido como un criterio de entrenamiento discriminativo.
4.3.2. Criterio MMI aproximado
Teniendo en cuenta la notación empleada para definir el criterio de MMI, es posible
plantear una función aproximada que relaciona el criterio MMI y el criterio H descrito
en [24].
Es posible demostrar experimentalmente que log
∑
i
Xi ≈ log
{
ma´x
i
Xi
}
, aplicando esta
aproximación al segundo termino de la función objetivo de MMI (ecuación (4.16)), se
puede reescribir como [25]:
fMMI ∼=
R∑
r=1
[
logP (ϕnϕrr |c
r )− logma´x
i
[P (ϕnϕrr |ci )P (ci)]
]
(4.17)
Esto es equivalente a emplear la regla MAP para asociar una muestra en particular con
una etiqueta o clase. Se pueden definir los conjuntos Ai y Bi de la siguiente forma:
Ai
∆
= {r |cr = ci }
Bi
∆
=
{
r|ci = argma´x
i
[
P
(
ϕ
nϕr
r |ci
)
P (ci)
]}
,
(4.18)
donde Ai contiene los índices r de las muestras ϕ
nϕr
r pertenecientes a la clase ci, y Bi
contiene los índices de las muestras que fueron reconocidas como de la clase ci. Usando
estas definiciones la ecuación (4.17) puede reescribirse como:
M (Θ) =
M∑
i=1
[∑
r∈Ai
log [P (ϕnϕrr |ci )P (ci)]−
∑
r∈Bi
log [P (ϕnϕrr |ci )P (ci)]
]
, (4.19)
donde M(Θ) ∼= fMMI(Θ), empleando la ecuación (4.19), se puede plantear la siguiente
función objetivo, conocido como criterio MMI aproximado [25]:
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J (Θ) =
M∑
i=1
[∑
r∈Ai
log [P (ϕnϕrr |ci )P (ci)]− 
∑
r∈Bi
log [P (ϕnϕrr |ci )P (ci)]
]
, (4.20)
Siendo  un parámetro predefinido y toma valores 0 ≤  ≤ 1, el cual controla la “tasa de
discriminación”. Notese que empleando  = 0 se obtiene la función objetivo de ML, y si
se emplea  = 1 se tiene la función objetivo de MMI bajo la aproximación definida en la
ecuación (4.17). Es claro que las probabilidades a priori P (ci) no afecta la optimización
de J(Θ), a menos que los parámetros entre modelos estén correlacionados. Maximizar
J(Θ) es equivalente a maximizar la siguiente función objetivo:
Ji (Θ) =
∑
r∈Ai
logP (ϕnϕrr |ci )− 
∑
r∈Bi
logP (ϕnϕrr |ci ) (4.21)
Para todo 1 ≤ i ≤M como en MLE, los parámetros para cada clase se pueden estimar
de forma separada. Notese que en este aspecto es diferente a MMI, donde los parámetros
de todos los modelos deben ser estimados de forma conjunta.
4.3.3. Criterio de Mínimo Error de Clasificación(Minimum Clas-
sification Error - MCE)
Se puede ver en la sección (4.1) que el objetivo natural al diseñar un clasificador debe
ser minimizar la probabilidad de diseño o la tasa de error. A pesar del hecho que el
entrenamiento basado en la estimación de MMI ha tenido gran aceptación en muchas
aplicaciones debido a los buenos resultados, no hay una relación directa entre el criterio
MMI y el hecho de minimizar la probabilidad de error. En esta sección, se presen-
ta una forma alternativa de criterio discriminativo el cual se enfoca directamente en
minimizar una medida empírica del error, a saber, el criterio de Mínimo Error de Clasi-
ficación (Minimum Classification Error - MCE). El concepto de entrenamiento basado
en MCE fue presentado inicialmente en el trabajo de Amari [26]. En las investigaciones
en reconocimiento de voz se formaliza su aplicación con el trabajo de Katagiri [27, 28],
además se puede encontrar un descripción detallada del entrenamiento basado en MCE
en [23, 29]. los conceptos básicos de este criterio de entrenamiento se presentan a con-
tinuación.
El aspecto esencial del entrenamiento basado en MCE es el hecho de definir una función
de pérdida en función de un conjunto de parámetros ajustables,los cuales hacen parte
de un modelo en este caso un HMM. La función de pérdida es proporcional al error
de clasificación, de esta forma durante el proceso de entrenamiento se busca ajustar el
conjunto de parámetros Θ que minimizan la función objetivo de MCE, definida como:
fMCE (Θ) =
1
R
R∑
r=1
` (ϕnϕrr ;Θ), (4.22)
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donde ` (ϕnϕrr ;Θ) es la pérdida o costo al clasificar la muestra ϕ
nϕr
r dado que la clase a
la cual pertenece es Ck. La función definida en la ecuación (4.6) se puede reescribir de
la siguiente forma:
` (ϕnϕrr ; Θ) =
{
0 sí ϕnϕrr es correctamente asociado a Ck
1 sí ϕnϕrr es erróneamente asociado a Ck, donde j 6= k
(4.23)
Esta es la función de perdida ideal que debe ser aplicada a la función objetivo de MCE,
debido que refleja directamente el error de clasificación. Sin embargo, en la practica
para estimar los parámetros Θ que minimizan (4.22) es necesario emplear técnicas
de optimización basadas en el calculo de gradientes, lo cual requiere que la función
de perdida sea diferenciable con respecto a los parámetros a estimar. Por lo tanto,
esta función de perdida ideal no es aplicable a el criterio MCE, y se hace necesario
aproximarla por medio de una continua y diferenciable y expresarla en términos de una
medida del error de clasificación dk (ϕnϕrr ;Θ):
` (ϕnϕrr ; Θ) = ` (dk (ϕ
nϕr
r ; Θ)) (4.24)
Esta función debe mapear la medida dk (ϕnϕrr ;Θ) a un valor entre 0 y 1. Existe una
gran cantidad de opciones para la función de perdida ` (d). Una función que claramente
se ajusta a estos requerimientos es la función sigmoidal, definida como:
` (d) =
1
1 + e−αd
(4.25)
con un α suficientemente grande. Los límites de esta función son 0 y 1, para d→ −∞ y
d → ∞ respectivamente, de esta forma se aproxima la función definida en (4.23) para
todos los valores de d.
Antes de dar la función de la medida del error de clasificación dk (ϕnϕrr ;Θ), se debe
considerar la definición de una función discriminante dada en la sección (4.1). La función
discriminate gk (ϕnϕrr ;Θ) refleja el grado en que una muestra ϕ
nϕr
r pertenece a la clase
Ck. La clasificación de la muestra se hace al seleccionar la categoría que tiene un valor
discriminante más alto, ecuación (4.9). Partiendo de este hecho la medida de error de
clasificación debe ser definida en términos de las funciones discriminantes. La medida
dk de la muestra ϕnϕrr esta definida como una comparación entre la función discriminate
de la clase correcta Ck, gk (ϕnϕrr ; Θ) y las funciones discriminantes de las demás clases
gj (ϕ
nϕr
r ; Θ) donde j 6= k. Esto mapea la decisión de clasificación en un valor escalar. De
acuerdo con la función de pérdida que se ha definido, un signo positivo de dk implica
una clasificación incorrecta y un signo negativo implica una decisión correcta. Existen
varias definiciones de esta medida, una de las cuales está dada por:
dk (ϕ
nϕr
r ;Θ)) = −gk (ϕ;λk) + log

 1M − 1
M∑
j=1
j 6=k
exp [gj (ϕ;λj) η]


1/η
(4.26)
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donde M es el número de clases, η es un número positivo que controla el grado de
contribución de las clases que están compitiendo, gk (ϕ;λ) es la función de verosimilitud
condicional para la clase i. Esta medida puede verse como una diferencia entre el valor
de la función discriminante de la clase correcta y el promedio de los valores de las
funciones discriminantes de las demás clases. Cuando el valor de η es muy grande, el
segundo término de la ecuación (4.26) es aproximadamente igual al valor mas alto entre
las funciones discriminantes de las clases incorrectas.
Para completar la definición de la función objetivo la medida definida en (4.26) es
embebida en una función cero-uno suavizada (que representa la función de pérdida)
definida en la ecuación (4.25):
` (dk (ϕ
nϕr
r ;Θ)) =
1
1 + exp (−αdk (ϕnϕ) + β)
, (4.27)
donde normalmente β es igual a cero y α ≥ 1.
4.3.4. Criterios basados en medidas de desempeño
La toma de decisiones clínicas exige la valoración de la utilidad de cualquier prue-
ba diagnóstica, es decir, su capacidad para clasificar correctamente a los pacientes en
categorías o estados en relación con la enfermedad (típicamente dos: estar o no estar
enfermo, respuesta positiva o negativa). La curva más utilizada en la literatura médica
para la toma de decisiones es la curva ROC (Receiver Operating Characteristic curve),
que representa la tasa de falso acierto o falsa aceptación (FP) en función de la tasa de
acierto o aceptación verdadera (VP), para diferentes valores del umbral de decisión. La
disposición de la curva ROC (figura 4.1) depende de la forma y del solapamiento de las
distribuciones subyacentes de las clases (patológica, normal - positiva, negativa) [30].
Figura 4.1: Curva ROC
Una mayor precisión diagnóstica de la prueba se traduce en el desplazamiento hacia
arriba y a la izquierda de la curva ROC, lo que sugiere que el ABC se puede emplear
como un índice conveniente de la exactitud global de la prueba; el mejor indicador
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correspondería a un valor de 1 y el mínimo a uno de 0.5 (si fuera menor de 0.5 debería
invertirse el criterio de decisión de la prueba) [31]. En este sentido, se ha propuesto
emplear como criterio de entrenamiento la optimización del área que encierra la ROC,
teniendo como restricción la no existencia de una función analítica que represente el
ABC.
En el caso de HMM, el cálculo de la curva ROC se hace mediante los cocientes o
scores de verosimilitud estimados de cada registro con los modelos para cada clase. Con
los scores obtenidos se crea un histograma, que para los registros que pertenecen a la
clase positiva (clase 0) debería estar situado en su mayor parte a la derecha y para los
que pertenecen a la clase negativa (clase 1) en su mayor parte a la izquierda. Así, la
puntuación para la secuencia ϕnϕrr está dada por:
sr = log (P (ϕ
nϕr
r |λ0 ))− log (P (ϕ
nϕr
r |λ1 )) (4.28)
Un ejemplo concreto de entrenamiento discriminativo, que optimiza el ABC ajustando
los parámetros del modelo, se presenta en [32], conocido como FOM training y propuesto
para ajustar los parámetros de modelos de mezclas de Gaussianas, mostrando que la
capacidad discriminativa del sistema mejora significativamente. Sin embargo, no se
presenta una función analítica directamente asociada a la misma ABC, y la actualización
se realiza sobre las derivadas definidas de forma empírica.
Otro enfoque propone integrar a la etapa de entrenamiento algunas métricas de interés
además del error de clasificación (sensibilidad, valor predictivo positivo) [33]. Debido
a que el ABC de la curva ROC está directamente relacionado con el rendimiento del
sistema de clasificación, es posible emplear medidas de desempeño de forma similar a
como se plantea el criterio MCE, pero con medidas más complejas y globales. Criterio
conocido como MFoM (Maximal Figure of Merit)
Dada una clase cj , teniendo en cuenta que V Pj son las aceptaciones correctas, FPj son
las falsas aceptaciones y FNj son los falsos rechazos, se pueden definir las siguientes
medidas de precisión:
Pj = V Pj/(V Pj + FPj) (a)
Rj = V Pj/(V Pj + FNj) (b)
Fj =
2PjRj
Rj+Pj
= 2V Pj/(FPj + FNj + 2V Pj) (c)
(4.29)
Generalmente, la exactitud diagnóstica se expresa como sensibilidad y especificidad di-
agnósticas. Cuando se utiliza una prueba dicotómica (una cuyos resultados se puedan
interpretar directamente como positivos o negativos), la especificidad es la probabili-
dad de clasificar correctamente a un individuo, cuyo estado real sea el definido como
negativo, es igual al resultado de restar a uno la fracción de falsos positivos (FP). la
sensibilidad (ecuación (4.29)(b)) es la probabilidad de clasificar correctamente a un
individuo, cuyo estado real sea el definido como positivo respecto a la condición que
estudia la prueba. El valor predictivo positivo corresponde a la probabilidad de padecer
la enfermedad si se obtiene un resultado positivo en el test. El valor predictivo positivo
puede estimarse, por tanto, a partir de la proporción de pacientes con un resultado
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positivo en la prueba que finalmente resultaron estar enfermos (ecuación (4.29)(a)).
Debido a que las medidas de la ecuación (4.29) no son funciones derivables, es necesario
aproximar la clasificación correcta o incorrecta de un registro mediante una función
sigmoidal igual a la definida anteriormente para el criterio MCE:
TPj ≈
∑
ϕ∈Y (1− `j (dj (ϕ)))1 (ϕ ∈ cj) (a)
FPj ≈
∑
ϕ∈Y (1− `j (dj (ϕ)))1 (ϕ /∈ cj) (b)
FNj ≈
∑
ϕ∈Y `j (dj (ϕ))1 (ϕ ∈ cj) (c)
(4.30)
donde ϕ corresponde a una secuencia de observaciones en particular, 1 (·) es una función
de indicación y es 1 si el argumento (·) es verdadero y 0 de otra forma.
El criterio MFoM emplea la aproximación de (4.30) en (4.29).
4.3.5. Entrenamiento de Gran Margen (Large Margin Training)
Recientemente en [34] se ha propuesto una nueva forma de entrenamiento, está
basado en la idea de la maximización del margen presentada en [35, 36]. El trabajo
presenta dos ideas sobresalientes (i) Busca separar las verosimilitudes de de la clase
correcta contra la clase incorrecta por un margen proporcional al numero de registros
mal clasificados [37]. (ii) La optimización es convexa, lo que permite evitar estancarse
en falsos mínimos o mínimos locales. Estas características hacen que la aproximación
sea diferente de las otras formulaciones presentadas con anterioridad [38]
Capítulo 5
Estimación de Parámetros
Como se explico en la sección (4.3) la teoría de decisión de Bayes transforma entonces el
problema de diseño de un clasificador en un problema de estimación de distribución. En
muchos problemas reales estimar la distribución de los datos es una tarea difícil, debido
en primer lugar, a que en la mayoría de los casos se hace una estimación paramétrica
de la distribución de los datos y está requiere seleccionar la forma de la distribución;
esta selección se ve limitada por la complejidad matemática de funciones de distribución
particulares y por tanto es muy probable que se genere inconsistencia con la distribución
real de los datos. Una vez seleccionada la función a optimizar el siguiente problema es
encontrar un algoritmo de estimación (método de entrenamiento) de parámetros que
permita desarrollar esta tarea de forma eficiente.
Los métodos de entrenamiento de los modelos de Markov se pueden clasificar en dos
grupos: (i) algoritmos de optimización o búsqueda ascendente y (ii) algoritmos de
búsqueda global [39]. Los algoritmos de búsqueda ascendente dependen enormemente
de la manera en la que se inicialice el modelo, de tal forma que, en la práctica y
si los parámetros iniciales no han sido los óptimos, la búsqueda puede conducir a un
modelo sub-óptimo. Para evitar este problema se proponen una serie de técnicas aunque
estas impliquen una mayor carga computacional. Por otra parte, los algoritmos de
búsqueda global no dependen en exceso de la inicialización del modelo, precisamente
por su capacidad global para encontrar el óptimo, pero presentan problemas de costo
computacional.
5.1. Estimación de Máxima Verosimilitud en HMM
Despues de definir las propiedades de los HMM, uno de los problemas mas importantes
a resolver es el de entrenamiento, para la solución a este problema se debe emplear el
conjunto de muestras de entrenamiento y de esta forma emplear una técnica de apren-
dizaje para estimar el conjunto de parámetros del HMM que maximizan la verosimilitud
25
5. ESTIMACIÓN DE PARÁMETROS 26
entre las muestras y el modelo, donde la función objetivo de ML esta dada por:
logL (Θ) =
R∑
r=1
logPΘ (ϕ
nϕr
r |c
r ) (5.1)
Los parámetros de un modelo en particular se estiman empleando las muestras que
pertenecen a la clase que se pretende modelar. Además los parámetros de cada modelo se
pueden estimar al calcular la derivada de fML con respecto a un parámetro y ajustando
esta derivada a cero, sin embargo, estimar los parámetros por esta via es analíticamente
muy complejo. Un algoritmo iterativo conocido como el algoritmo de Baum-Welch es
considerado como el método convencional para estimar los parámetros de un HMM
ya que realiza esta tarea de forma eficiente y esto ha llevado a que el entrenamiento
basado en MLE sea el mas empleado y se haya convertido en la base de comparación
para otros criterios de entrenamiento en el diseño de un sistema de clasificación. En
cada iteración del algoritmo está garantizado el incremento del log-verosimilitud; por
lo tanto el algoritmo converge a un máximo local de la función de verosimilitud [14],
logrando esto con relativamente pocas iteraciones [40].
El algoritmo de Baum-Welch es derivado del algoritmo de Máxima esperanza (Max-
imization - Expectation EM). A continuación se describen las ideas básicas para la
estimación de parámetros basado en MLE comenzando por el algoritmo EM y luego el
algoritmo de Baum-Welch.
5.1.1. Máxima Esperanza - EM
El algoritmo máxima esperanza es un método general para la estimación de Máxima
Verosimilitud (ML). Es aplicado en casos donde parte de los datos pueden ser consid-
erados incompletos u ocultos. La teoría y descripción completa del algoritmo EM se
puede encontrar en [41, 14].
La aplicación mas común del algoritmo EM en reconocimiento de patrones ocurre cuan-
do optimizar la función de verosimilitud es analíticamente intratable, pero además la
función de verosimilitud puede ser simplificada asumiendo la existencia y los valores de
los parámetros perdidos (u ocultos).
El algoritmo EM asume el siguiente problema: Si se tienen dos espacios de muestras X
y Y , tal que se puede realizar un mapeo X = f (Y) de una observación Y del espacio
Y a una observación X en el espacio X . Se define:
Y(X) = {Y : f (Y) = X} (5.2)
Y Son los datos completos y X son los datos observados. Si la distribución f (Y |Θ)
esta bien definida, entonces la probabilidad de X dado Θ es:
G (X |Θ) =
∫
Y(X)
f (X |Θ) dY (5.3)
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El algoritmo EM está dirigido a encontrar un valor de Θ que maximice G (X |Θ) dado
un X oservado, pero para hacer esto, usa esencialmente la familia f (X |Θ) asociada. El
conjunto de parámetrosΘ permiten definir la verosimilitud de los datos como P (Y |Θ).
Si Ω es el espacio de los parámetros, la estimación de máxima verosimilitud, consiste
en ajustar el estimado ΘML tal que:
ΘML = argma´x
Θ∈Ω
L (Y |Θ) (5.4)
para el caso de G, se intenta encontrar un conjunto Θ que maximice:
L (Θ) = logG (X |Θ) (5.5)
El algoritmo EM primero encuentra el valor esperado del log-verosimilitud de los datos
completos L (Θ) con respecto a los datos conocidos, por medio de los datos observados
X y de los actuales parámetros estimados. Se define [42]:
Q (Θ,Θτ ) = E [logP (Y |Θ) |X,Θτ ] (5.6)
Donde Θτ representa los parámetros actuales, que son constantes, y Θ representa los
nuevos parámetros que deben ser estimados, es una variable que se debe ajustar. El
proceso del algoritmo EM comienza con la inicialización de los parámetrosΘτ . Entonces
se realizan dos pasos de forma iterativa: (1) Estimación de la esperanza, paso E, en
esta paso se emplean los parámetros Θτ . (2) maximizar la esperanza calculada, paso
M, encontrar el conjunto de parámetros que maximiza Q (ecuación 5.6) se representan
por Θτ+1
Θτ+1 = argma´x
Θ
Q (Θ,Θτ ) (5.7)
Una modificación del paso M, es que en lugar de maximizar Q (Θ,Θτ ), se encuentra un
Θτ+1 tal que Q (Θτ+1,Θτ ) > Q (Θτ ,Θτ−1). Este algoritmo se le conoce como el EM
Generalizado (Generalized EM - GEM ) y también garantiza la convergencia [43].
5.1.2. Algoritmo de Baum-Welch (BW)
Considere la muestra de entrenamiento ϕnϕrr y su correspondiente etiqueta o clase c
r ∈
Ci que está representada por un modelo λi. La función objetivo ML en la ecuación (5.5)
busca maximizar
∑Ri
r=1 P
(
ϕ
nϕr
r |λi
)
, siendo Ri el numero de registros que pertenecen
a una misma clase Ci. La estimación de λi se realiza clase por clase, empleando las
muestras que pertenecen a tal clase y el algoritmo de Baum-Welch. Para el caso de
cadenas ocultas de Markov la función de verosimilitud de los datos incompletos esta
dada por P (ϕ |λ) y la función de verosimilitud de los datos completos esta dada por
P (ϕ,θ |λ), que son independientes. La función Q es por consiguiente:
Q (λ, λ′) =
∑
θ∈N
logP (ϕ,θ |λ)P (ϕ,θ |λ′ ) (5.8)
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donde λ′ es la estimación de parámetros previa y N es el espacio de todas las secuencias
de estado de longitud nθ, se ha eliminado el índice i que indica la clase, puesto que el
conjunto de muestras de entrenamiento y los parámetros a estimar siempre correspon-
derán a una misma clase.
Dada una secuencia de estados en particular θk, P
(
ϕ,θk |λ
)
se puede escribir como:
P
(
ϕ,θk |λ
)
= pθk0
nθ∏
n=1
piθkn−1θknbθkn (ϕn) (5.9)
La función Q puede expresarse como [14]:
Q(λ, λ′) =
∑
θ∈N
log pθk0P
(
ϕ,θk |λ′
)
+
∑
θ∈N
(
nθ∑
n=1
log piθkn−1θkn
)
P
(
ϕ,θk |λ′
)
+
∑
θ∈N
(
nθ∑
n=1
log bθkn (ϕn)
)
P
(
ϕ,θk |λ′
) (5.10)
La optimización se convierte en un problema menos complejo, ya que en esta ecuación
cada término puede ser optimizado por separado, de tal forma que conjuntamente per-
mitan encontrar un máximo de la función de verosimilitud.
Antes de describir la forma como se actualizan los parámetros, primero se deben definir
las variables γi (t) = P (θt = ϑi |ϕ, λ′ ) que representa la probabilidad de que se pre-
sente el estado ϑi en el tiempo t, dado el modelo λ′ y la secuencia ϕ, y ξij (t) =
P (θt = ϑi, θt+1 = ϑj |ϕ, λ′ ) como la probabilidad de que se presente el estado ϑi en el
tiempo t y realizar una transición al estado ϑj en el tiempo t+ 1, dado el modelo λ′ y
la secuencia ϕ. Estas dos variables pueden escribirse en términos de las variables αt(i)
y βt(j) definidas en las sección (3.1.1)
γi (t) =
αi (t) βi (t)
nϑ∑
j=1
αj (t) βj (t)
(5.11)
ξij (t) =
γi (t) piijbj (ϕt+1)βj (t+ 1)
βi (t)
(5.12)
Una vez definidas estas variables, a continuación se describe la deducción de las fórmulas
de reestimación para cada uno de los parámetros que conforman un HMM. El primer
término en la ecuación (5.10) se puede expresar como:
∑
θ∈N
log pθk0P
(
ϕ, θk |λ′
)
=
nϑ∑
i=1
log pθk1 (i)P
(
ϕ, θk1 = i |λ
′
)
(5.13)
El lado derecho es sólo la expresión marginal para el tiempo n = 1. Adicionando el
multiplicador de lagrange χ , usando la restricción
∑
i pθk1 (i) = 1 , derivando e igualando
a cero y resolviendo con respecto a pθk1 , es posible llegar a la siguiente expresión:
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pθk1 (i) =
P
(
ϕ, θk1 = ϑi |λ
′
)
P (ϕ |λ′ )
= γi (1) (5.14)
Que se puede entender como la frecuencia esperada (número de veces) que se presenta
el estado ϑi en el tiempo t = 1. Teniendo en cuenta todas las secuencias de observación,
la fórmula de re-estimación queda:
pθ1 (i) =
Rc∑
r=1
γri (1)
nϑ∑
n=1
Rc∑
r=1
γrn (1)
(5.15)
El segundo termino de la ecuación (5.10) se puede escribir de la siguiente forma:
∑
θ∈N
(
nθ∑
n=1
log piθkn−1θkn
)
P
(
ϕ,θk |λ′
)
=
nϑ∑
i=1
nϑ∑
j=1
nϕ∑
t=2
P
(
ϕnϕ, θkt−1 = ϑi, θ
k
t = ϑj |λ
′
)
log piij
(5.16)
La estimación de las probabilidades de transición piij se realiza de forma similar, ajustan-
do la derivada de (5.16) con respecto a piij a cero, y poniendo la restricción
∑nϑ
j=1 piij =
1, ∀i. Lo cual produce la siguiente formula de estimación cuando se emplean todas
las muestras de entrenamiento:
piij =
R1∑
r=1
nϕr∑
t=2
P
(
ϕ
nϕr
r , θkt−1 = ϑi, θ
k
t = ϑi |λ
′
)
R1∑
r=1
nϕr∑
t=1
P
(
ϕ
nϕr
r , θkt = ϑi |λ′
)
=
R1∑
r=1
nϕr∑
t=2
ξrij (t− 1)
R1∑
r=1
nϕr∑
t=1
γri (t)
(5.17)
El tercer término en la ecuación (5.10), se puede escribir como:
∑
θ∈N
(
nϕ∑
t=1
log bθkt (ϕt)
)
P
(
ϕ,θk |λ′
)
=
nϑ∑
i=1
nϕ∑
t=1
log bi (ϕt)P
(
ϕ, θkn = i |λ
′
)
(5.18)
Interpretando la ecuación, se observa que para cada tiempo t, se evalúan las emisiones
para todos los estados y se pondera cada una de las posibles emisiones por su corre-
spondiente probabilidad. Para distribuciones discretas, se puede una vez más, utilizar
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el multiplicador de Lagrange con la restricción
∑nv
j=1 bi (vj) = 1. Únicamente las obser-
vaciones que son iguales a vk contribuyen al kth valor de probabilidad, por lo tanto,
teniendo en cuenta todas las muestras de entrenamiento:
bi (k) =
Rc∑
r=1
nϕr∑
t=1
P
(
ϕ, θkt−1 = ϑi |λ
′
)
δvj ,vk
Rc∑
r=1
nϕr∑
t=1
P
(
ϕ, θkt−1 = ϑi |λ
′
)
=
Rc∑
r=1
nϕr∑
t=1
γrt (i) δvj ,vk
Rc∑
r=1
nϕr∑
t=1
γrt (i)
(5.19)
Cuando bj corresponde a una distribución continua, se toma igualmente el tercer tér-
mino de la ecuación (5.10). En este caso la forma de la función Q cambia es, dado que
las variables ocultas no solo deben incluir la secuencia de estados oculta, también se
introduce una variable oculta para indicar la componente de la mezcla que genera una
salida en cada momento. Q se puede escribir como:
Q (λ, λ′) =
∑
θ∈N
∑
m∈M
logP
(
ϕ,θk, m |λ
)
P
(
ϕ,θk, m |λ′
)
(5.20)
Donde M es el conjunto de las componentes y m =
{
mθk11, mθk22, · · · , mθknϑnϑ
}
es el
vector que indica la componente de mezcla para cada estado y cada tiempo. Si se
expande (5.20) de igual manera que la ecuación (5.10), el primer y segundo término no
cambian debido a que los parámetros son independientes de M . El tercer término en la
ecuación (5.20) se puede escribir de la siguiente forma:
∑
θ∈N
∑
m∈M
(
nϕ∑
t=1
log bθkt
(
ϕt, mθkt t
))
P
(
ϕ, θk, m |λ ′
)
=
nϑ∑
i=1
M∑
l=1
nϕ∑
t=1
[log (cilbil (ϕt))
P
(
ϕ, θtt, mθkt = l |λ
′
)] (5.21)
Las fórmulas de re-estimación, teniendo en cuenta todas las secuencias de observación
se pueden escribir de la siguiente forma [9]:
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cjm =
Rc∑
r=1
nϕr∑
t=1
γrjm (t)
Rc∑
r=1
nϕr∑
t=1
γrj (t)
(5.22)
µjm =
Rc∑
r=1
nϕr∑
t=1
γrjm (t)ϕ
nϕr
r
Rc∑
r=1
nϕr∑
t=1
γrjm (t)
(5.23)
Σjm =
Rc∑
r=1
nϕr∑
t=1
γrjm (t)
(
ϕ
nϕr
r −µjm
) (
ϕ
nϕr
r −µjm
)T
Rc∑
r=1
nϕr∑
t=1
γrjm (t)
(5.24)
donde γrjm (t) denota la probabilidad de ocupar la m−esima componente de la mezcla
en el estado ϑi en el tiempo t y se calcula como:
γrjm (t) =
nϑ∑
n=1
αri (t− 1)piijcjmbjm (ϕr,t) β
r
j (t)
P
(
ϕ
nϕr
r |λ′
) (5.25)
5.2. Estimación de parámetros en entrenamiento dis-
criminativo
Aunque el algoritmo de Baum-Welch es un algoritmo eficiente para el entrenamiento
basado en ML para HMM, este no puede ser aplicado a la estimación de parámetros
cuando se emplean funciones como la de MMI o MCE. En estos casos no es fácil encon-
trar fórmulas de re-estimación cerradas como las que se encontraron para el caso MLE,
esto debido a que las funciones objetivo son mucho más complejas y llevar este proceso
de forma analítica es inmanejable.
5.2.1. Estimación de parámetros en el criterio MMI aproximado
Empleando el algoritmo de Baum-Welch se puede resumir de forma general la fórmula
de re-estimación para un parámetro Λ en particular de la siguiente forma:
Λ =
N (Λ′)
D (Λ′)
(5.26)
Donde Λ′ denota el parámetro en el modelo actual. N(Λ′) y D(Λ′) son usualmente
llamados acumuladores y se calculan empleando los registros que pertenecen a la clase
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cuyo modelo se está estimando. De acuerdo a las definiciones que se dieron en la sección
(4.3.2), la función objetivo para estimar el modelo de la clase ci esta dada por:
Ji (Θ) =
∑
r∈Ai
logP (ϕnϕrr |ci )− 
∑
r∈Bi
logP (ϕnϕrr |ci ) (5.27)
Donde Ai y Bi están definidos como:
Ai
∆
= {r |cr = ci }
Bi
∆
=
{
r|ci = argma´x
i
[
P
(
ϕ
nϕr
r |ci
)
P (ci)
]} (5.28)
Los dos pasos naturales a seguir para optimizar la ecuación (5.27), son los siguientes [25]:
1. Realizar el reconocimiento en el conjunto de entrenamiento para conformar el
conjunto Bi, y poder calcular la función Ji(Θ).
2. Maximizar Ji(Θ) con respecto a Θ, y obtener los nuevos parámetros.
Se toma como inicialización los modelos estimados mediante MLE. Los dos pasos ante-
riores pueden repetirse de forma iterativa.
Empleando el algoritmo EM sobre la ecuación (5.27) es posible describir las fórmulas
de re-estimación para cada parámetro de la siguiente forma:
Λ =
N (Λ′)− ND (Λ′)
D (Λ′)− DD (Λ′)
(5.29)
Donde los acumuladoresN(Λ′) yD(Λ′) son calculados empleando los registros pertenecientes
al conjunto Ai. De igual forma ND(Λ′) y DD(Λ′) se conocen como acumuladores dis-
criminativos. y son calculados empleando los registros pertenecientes al conjunto Bi.
De esta forma los pasos que se deben seguir para optimizar la función (5.27), son:
Aproximación: Realizar el reconocimiento sobre el conjunto de entrenamiento
para generar el conjunto Bi. Empleando los conjuntos Ai y Bi se puede calcular
toda la estadística necesaria para poder estimar los nuevos parámetros.
Maximización: Maximizar la función objetivo Ji(Θ) empleando las formulas de
re-estimación descritas en las ecuaciones ((5.17)),( 5.19),(5.22),(5.23) y (5.24) en
la ecuación (5.29), calculadas con el conjunto correspondiente.
5.2.2. Métodos de Optimización Basados en Gradiente
Algoritmo descendente probabilístico generalizado - GPD
Los métodos basados en gradientes son en general técnicas iterativas para encontrar
un estimado que bien minimice o maximice una función. Esto implica el cálculo de
gradientes que subsecuentemente son empleados para determinar el grado de ajuste de
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los parámetros. El algoritmo descendente probabilístico generalizado GPD (Generalized
Probabilistic Descend) [44] que en ocasiones es referido como aproximación estocásti-
ca [45, 46], es una extensión del algoritmo de gradiente descendente (GD) a funciones
probabilísticas donde se debe garantizar que los parámetros mantengan ciertas restric-
ciones, por ejemplo que que la probabilidades de transición permanezcan positivas y
que sumen uno, o también, las matrices de covarianzas de las componentes Gaussianas
deben permanecer semidefinidas positivas. Para superar estos inconvenientes se intro-
duce una transformación softmax para hacer que cada uno de los parámetros cumpla
con las restricciones durante el proceso de aprendizaje. Para cada uno de los parámetros
de un HMM las transformaciones están definidas de la siguiente forma [16]:
pθ1 (j)→ p˜θ1 (j) donde pθ1 (j) =
exp (p˜θ1 (j))∑
k
exp (p˜θ1 (k))
(5.30)
piij → p˜iij donde piij =
exp (p˜iij)∑
k
exp (p˜iik)
(5.31)
bj (vk)→ b˜j (vk) donde bj (vk) =
exp
(
b˜j (vk)
)
∑
l
exp
(
b˜j (vl)
) (5.32)
Y cuando el HMM es continuo, las transformaciones que se hacen sobre las componentes
gaussianas del modelo, se definen como:
cjk → c˜jk donde cjk =
exp (c˜ij)∑
k
exp (c˜jk)
(5.33)
µjkl → µ˜jkl donde µ˜jkl =
µjkl
σjkl
(5.34)
σjkl → σ˜jkl donde σ˜jkl = log σjkl (5.35)
Los parámetros Λ˜ son parámetros no restringidos, mientras que los parámetros Λ con-
servan las restricciones a las cuales están sujetos. Para un función a optimizar se puede
definir la siguiente regla de actualización de un parámetro Λ˜ en particular:
Λ˜ (n+ 1) = Λ˜ (n) + ε
∂f (Y;Θ)
∂Λ˜
∣∣∣∣
Θ=Θn
(5.36)
Donde ε define la tasa de aprendizaje (constante de aprendizaje), n indica la iteración
actual y ∂f(Y ;Θ)
∂Λ˜
es la derivada parcial de la función objetivo con respecto al parámetro
Λ˜. Finalmente para calcular el parámetro Λ se emplean las ecuaciones (5.30 - 5.35)
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Algoritmo de propagación rápida - QuickProp
La principal desventaja del algoritmo GPD es la baja velocidad de convergencia y la
alta sensibilidad a la constante de aprendizaje. El uso de derivadas de alto orden se
puede emplear para mejorar la tasa de convergencia. Más exactamente el método de
Newton emplea de forma explícita las derivadas de segundo orden. Sin embargo, existe
una limitación de su uso en la práctica, esto debido a que la matriz Hessiana (∇2f)
requiere cálculos muy extensivos, además puede ser analíticamente complejo obtener
esta segunda derivada. El algoritmo QuickProp (QP) propuesto en [47] es una instancia
de los métodos que emplean las derivadas de segundo orden, el cual ha sido ampliamente
empleado en la estimación de parámetros en redes neuronales y está basado en una
aproximación de la matriz hessiana. Se puede partir de la suposición de que todos los
parámetros de un HMM afectan el valor de la función objetivo independientemente, se
puede aproximar la segunda derivada con respecto a un parámetro de un modelo en
particular en la iteración actual (n) por medio de la siguiente expresión:
∂2f (Y;Θ)
∂Λ2
(n) =
∂f(Y;Θ)
∂Λ
(n)
∣∣∣
Θ=Θ(n)
− ∂f(Y;Θ)
∂Λ
(n− 1)
∣∣∣
Θ=Θ(n−1)
Λ (n)− Λ (n− 1)
(5.37)
Donde Θ(n−1) denota los parámetros en la iteración previa. Los parámetros de la sigu-
iente iteración son re-estimados por:
Λ (n+ 1) = Λ (n) + ∆Λ (n) (5.38)
Que corresponde al parámetro actual mas un paso de actualización (similar a GPD).
El algoritmo QP emplea algunas reglas heurísticas para determinar si la aproximación
(5.37) puede emplearse para la actualización de parámetros. El paso de actualización
de la ecuación (5.38) se calcula de forma diferente, dependiendo de las siguientes condi-
ciones:
Si el gradiente actual tiene signo opuesto al signo del gradiente de la iteración
anterior, se emplea la ecuación (5.37) para calcular el tamaño del paso de forma
similar al método de Newton:
∆Λ (n) =
[
∂2f (Y;Θ)
∂Λ2
(n)
]−1(
∂f (Y;Θ)
∂Λ
(n)
∣∣∣∣
Θ=Θ(n)
)
(5.39)
Si gradiente actual y anterior tienen el mismo signo, se requiere sumar ε veces el
gradiente actual para garantizar que la Hessiana tenga las condiciones adecuadas
para emplearla en la actualización. En este caso, el paso de actualización es:
∆Λ (n) =
[
∂2f (Y;Θ)
∂Λ2
(n)
]−1(
∂f (Y;Θ)
∂Λ
(n)
∣∣∣∣
Θ=Θ(n)
)
+ ε
∂f (Y;Θ)
∂Λ
(n)
∣∣∣∣
Θ=Θ(n)
(5.40)
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Lo cual es equivalente al algoritmo GD pero con la ayuda de la derivada de
segundo orden.
Dado que el calculo de la Hessiana es aproximada, no se garantiza que sea valida,
y el paso de actualización puede ser muy grande. Para solucionar este problema,
QP limita el valor de la actualización a η veces el paso de actualización anterior,
es decir, restringir el paso de la siguiente forma:
∆Λ (n) ≤ η∆Λ (n− 1) (5.41)
Donde η es una constante positiva.
Después de calcular el paso de actualización, si tiene un signo opuesto al gradiente
actual, esto implica que la búsqueda esta en la dirección equivocada. en este caso,
QP reemplaza el valor de la Hessiana por cero, entonces en este caso se emplea el
paso de actualización dado en la ecuación (5.36)
Para emplear el algoritmo descrito en las funciones como MMI o MCE es necesario
emplear las transformaciones descritas en las ecuaciones (5.30 - 5.35).
Algoritmo de Baum-Welch Extendido (EBW)
Aunque el algortimo de Baum-Welch (BW) es una forma eficiente de entrenamiento
para un HMM, basado en el criterio ML, no puede ser aplicado a la optimización de
la función objetivo de MMI. En [24] se mejora el algoritmo BW para el entrenamiento
de funciones racionales R(X) donde Xij es el conjunto de variables que componen
la función. Los puntos xij , i = 1, ..., p, j = 1, .., qi están definidos sobre un dominio
D : xij ≥ 0,
∑qi
j=1 xij = 1. Se define la transformación y = T (x), T : D → D tal que:
R (y) > R (x)
Salvo el caso en el que T (x) = x:
(T (x))ij =
xij
(
∂R(x)
∂xij
+ C
)
qi∑
j=1
xij
(
∂R(x)
∂xij
+ C
) (5.42)
Este algoritmo se conoce como Baum-Welch Extendido (Extended BW - EBW), y en
este caso está definido sólo para el caso discreto y la fórmula de re-estimación para las
probabilidades de transición está dada por:
piij (n+ 1) =
piij (n)
(
∂fMMI (Y;Θ)
∂piij(n)
∣∣∣
Θ=Θ(n)
+D (Θ)
)
nϑ∑
k=1
piik (n)
(
∂fMMI (Y;Θ)
∂piij(n)
∣∣∣
Θ=Θ(n)
+D (Θ)
) (5.43)
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donde el valor D(Θ) para cada iteración se calcula de la siguiente forma:
D (Θ) = ma´x
i,j
{
−
∂fMMI (Y;Θ)
∂piij (n)
∣∣∣∣
Θ=Θ(n)
, 0
}
+ ε (5.44)
Donde ε es una constante positiva pequeña,que garantiza la convergencia, si es un valor
grande la velocidad de convergencia se tornará lenta. De forma similar se pueden definir
las formulas de re-estimación para bj(vk) y pθ1(j).
En [48] se extiende el algoritmo a HMM con densidades de observación continuas. En
este caso la validez del algoritmo sólo se satisface cuando D(Θ) tiende a infinito. En [49]
se propone una forma más eficiente para formular el algoritmo EBW basado en la noción
de funciones auxiliares de sentido angosto, las funciones que tienen el mismo gradiente
que la función objetivo alrededor de valores particulares de los parámetros. Se prueba
la convergencia del algoritmo para valores finitos de D(Θ) y sugiere un método eficiente
para calcularlo. Además este enfoque proporciona una forma mucho más entendible para
derivar las formulas de actualización de los vectores de medias y matrices de covarianzas
de las componentes Gaussianas
Capítulo 6
Reducción de espacios de
entrenamiento en HMM
6.1. Análisis de variables dinámicas
El objetivo es extender el análisis tradicionalmente estático de la técnica PCA, a un
análisis de tipo dinámico, es decir, realizar el análisis sobre características dinámi-
cas [50] . En este sentido, para el reconocimiento de patrones, y desde el punto de
vista de teoría de la información, se desea extraer la información relevante de las vari-
ables dinámicas que representan la observación, codificarla tan eficientemente como sea
posible y comparar la representación codificada de la observación contra una base de
datos de patrones o modelos codificados similarmente. Una aproximación para extraer
la información contenida en las variables dinámicas es, de alguna forma, capturar las
variaciones presentes en un conjunto de observaciones, y utilizar esta información para
codificar y comparar las observaciones. Lo anterior puede entenderse como, obtener los
componentes principales de la distribución de las observaciones, o los vectores propios
de la matriz de covarianza del conjunto de observaciones [51]. La idea de emplear esta
forma de representación, se debe a que es natural pensar que el procedimiento desarrol-
lado en [52] conocido como Eigenfaces, puede extenderse a otros tipos de objetos, por
ejemplo, observaciones representadas por características de tipo dinámico en el tiempo.
El proceso enfocado hacia la reducción de características dinámicas y posterior clasifi-
cación, consiste en [53]:
1. Ordenar las características dinámicas, de tal forma que las varianzas y covarianzas
se puedan estimar entre todos los puntos de representación de las variables.
2. Calcular las componentes principales del arreglo de elementos ordenados, repre-
sentando las observaciones. Los vectores propios obtenidos generan la base de un
subespacio que abarca la mayoría de la información dada por un conjunto de
observaciones de entrenamiento.
3. Como estos vectores propios conforman una base ortonormal, pueden ser usados
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para proyectar los vectores de observación, así es posible utilizar los vectores de
pesos de esta transformación como características que pueden ser clasificadas por
algoritmos típicos
Sea ξij (t) la variable dinámica j perteneciente a la observación ϕi, donde i = 1 : R
es el número de observaciones, j = 1 : p es el número de variables por observación
y t = 1 : nϕi la longitud de la variable dinámica, que para este caso se considera que
todas las secuencias de observación tienen longitud fija nϕ. Entonces, la matriz de datos
correspondiente a una sola observación de tamaño (nϕ × p) está dada por:
ϕ
nϕ
i =


ξi1 (1) ξi2 (1) · · · ξip (1)
ξi1 (2) ξi2 (2) · · · ξip (2)
...
...
...
ξi1 (nϕ) ξi2 (nϕ) · · · ξip (nϕ)

 (6.1)
A partir de la matriz definida en la ecuación (6.1) y con el fin de extraer la informa-
ción de tipo dinámica, se emplea la técnica PCA. Es necesario organizar el conjunto de
observaciones de entrenamiento, de manera que se tengan en cuenta todas las posibles
covarianzas a lo largo de t instantes y j variables dinámicas, para lo cual se construyen
los correspondientes supervectores Γi de tamaño (pnϕ × 1), que representan las obser-
vaciones.
Γi =
[
ξi1 (1) ξi1 (2) · · · ξi1 (nϕ) ξi2 (1) · · · ξi2 (nϕ) · · · ξip (1) · · · ξip (nϕ)
]T
(6.2)
donde T denota transpuesta. Después de remover la media a cada uno de de los
supervectores, se tiene:
Φi = Γi − Γ¯
Γ¯ = 1
R
R∑
i=1
Γi
(6.3)
Una vez construidos los vectores Φi, se hallan los componentes principales de la distribu-
ción de las observaciones, con lo cual se busca un conjunto de R vectores ortonormales
vi y sus valores propios asociados φi no nulos, que representan de mejor forma la es-
tructura original de los datos. La matriz de covarianza estimada S, que relaciona los
puntos de las variables dinámicas, a partir de la cual se calculan los valores y vectores
propios está dada por:
S =
1
R
R∑
i=1
ΦiΦ
T
i =
1
R
GGT (6.4)
donde G representa la matriz G = [Φ1 · · ·ΦR]. Calcular la matriz de covarianza S
de tamaño (pnϕ × pnϕ) y sus correspondientes pnϕ valores propios y los pnϕ vectores
propios, puede ser un proceso computacionalmente costoso. Sin embargo, es posible
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realizar este procedimiento de forma más eficiente [52]. En lugar de determinar los
vectores y valores propios de GGT, se considera la matriz GTG de tamaño (R × R),
para determinar los R valores propios φ y los R nuevos vectores propios vˆ; lo anterior
se realiza porque usualmente en la practica R << pnϕ. La relación que existe entre
los vectores propios v y los vectores propios vˆ puede describirse por GTGvˆi = φvˆi.
Premultiplicando por G, GGTGvˆi = φGvˆi de donde, SGvˆi = φGvˆi, Svi = φvi
entonces:
vi = Gvˆi (6.5)
Por tanto GTG y GGT tienen los mismos valores propios y sus vectores propios están
relacionados por la ecuación (6.5). Mientras que de GGT se pueden tener pnϕ valores
propios, de GTG sólo se pueden tener R valores propios. Sin embargo, estos R valores
propios corresponden con los R valores propios mayores de GGT, es importante tener
en cuenta que los vectores propios vi deben normalizarse, tal que,||vi|| = 1. Una vez
se han calculado R valores propios y R vectores propios, es posible seleccionar sólo
m vectores propios (donde m < R), asociados a los m mayores valores propios, en el
sentido de la cantidad de información que representan .
Por otra parte, debido a que PCA es una transformación lineal de los datos, es posible
reconstruir una observación a partir de la suma ponderada de los vectores propios, por
medio de:
Φˆi =
m∑
k=1
wkvk (6.6)
Donde Φˆi es la observación reconstruida y los pesos de ponderación están dados por
wk = vk
TΦi (6.7)
En este sentido, cada observación normalizada está representada en la base, por un
vector de pesos Ωi, donde
Ωi =
[
wi1 · · · wim
]
(6.8)
y de esta forma, los pesos son las coordenadas de las observaciones de entrenamiento
que constituyen las clases (patrones) en un nuevo espacio dado por los vk, k = 1 : m vec-
tores propios calculados y pueden ser vistos como un nuevo conjunto de características.
Para aplicar el procedimiento descrito debe tenerse en cuenta que: exista independen-
cia estadística entre observaciones, la cantidad de observaciones empleadas deben ser
suficientes para que el experimento tenga significancia estadística. Se asume sincronía
en la secuencia de ventanas que se analizan en la variables dinámicas, es decir que, cada
observación se considera como una función muestra del mismo proceso aleatorio. En
este sentido, la matriz de covarianza que se analiza está constituida por promedios de
ensamble (ensemble averages).
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6.1.1. Selección de características
La técnica anteriormente descrita no sólo realiza la extracción de características, sino
que también permite la identificación y selección de las variables dinámicas que de mayor
forma contribuyen al proceso de reconocimiento. Esta identificación se logra analizando
primero el vector ρ de tamaño (pnϕ × 1):
ρ =
m∑
k=1
φk |vk| (6.9)
Los mayores valores dentro del vector ρ señalan cada uno de los puntos de las variables
dinámicas que más influencia tienen en el proceso. Esta suma de valores absolutos es
una aproximación debido ala equivalencia de normas en espacios finitos (L1 y L2 ).
Luego, si se reordena el vector ρ en forma de la matriz P, tal que:
ρ =


ρ11
ρ12
...
ρ1m
ρ21
...
ρ2m
...
ρp1
...
ρpm


⇒ P =


ρ11 ρ21 · · · ρp1
ρ12 ρ22 · · · ρp2
...
...
...
ρ1m ρ2m · · · ρpm

 (6.10)
Es posible obtener un escalar ρˆj =
∑m
k=1 ρjk, j = 1, . . . , p que es la suma de cada uno
de los elementos de cada columna j de la matriz P . En consecuencia, la suposición mas
importante es que los valores mas grandes de ρˆj indican los mejores atributos de entrada
puesto estas características son las que tienen más alta correlación con los componentes
principales.
6.2. Separabilidad entre clases
Dado un conjunto de n observaciones en un espacio de entrenamiento p-dimensional,
X ∈ {xi ∈ Rp : i = 1, . . . , n}, el principal objetivo al particionar dicho espacio, es en-
contrar una asignación bi = {bij ∈ {0, 1} : j = 1, . . . , K} , i = 1, . . . , n, de tal manera
que una función de costo determinada se minimiza, donde bij = 1 si una observación xi
es asignada a la j-esima agrupación, y bij = 0 en otro caso. K es el numero de centroides
(especificado por el usuario). La función de costo C (b;K) se define como una medida
ponderada, es decir:
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C (b;K) = E
{
d¯ (x;bi)
}
=
∑n
i=1
∑K
j=1
bijd (xi,mj) (6.11)
dondemj = E {x;bi} =
∑n
i=1 bijxi/
∑n
j=1 bij (conocido como el centroide de la j-esima
agrupación). d (xi,xj) denota una medida de distancia entre dos observaciones xi y
xj . Puesto que es necesario emplear una métrica confiable para el entrenamiento, la
distancia Euclídea es una de las medidas mas utilizadas en estos casos definida como:
dε (xi,mj) = (xi −mj)
T (xi −mj) (6.12)
Aunque, otra métrica como la distancia de Mahalanobis, puede emplearse para tener
en cuenta agrupaciones con forma de hiper-elipsoide, y está definida como:
dµ (xi,mj) = (xi −mj)
T
∑−1
j
(xi −mj) (6.13)
Donde Σ−1j es la inversa de la matriz de covarianzas de dimensiones p×p, perteneciente
a la j-esima agrupación.
La distancia intraclase se denota por δi, se define como la distancia estadística general
entre los puntos de datos dentro de las agrupaciones bi : δi = var{d(xj,mi), ∀j, k =
1, . . . , n, i = 1, . . . , K., La medida global de compacidad de la agrupación se define como
δ = ma´x
∀i
{δi} (6.14)
La distancia interclase se denota como d (bi,bj), es la distancia entre los elementos en
la agrupación bi y aquellos que están en la agrupación bj : d (bi,bj) = mı´n{d (xi,xj) :
xi ∈ bi,xj ∈ bj}. Entonces, la medida global de separación entre agrupaciones se define
como:
∆ = mı´n
∀i,j
{d (bi,bj)} (6.15)
Asumiendo que d (bi,bj) es la distancia Euclídea, el valor ∆ representa la distancia
Euclídea mínima entre agrupaciones. De acuerdo a las definiciones previas se puede
definir la medida J que relaciona la separabilidad y la compacidad de agrupaciones, la
medida se define como el cociente de la compacidad a la separación ∆, es decir:
J =
∆
δ
(6.16)
Se espera que las agrupaciones sean tan densas y estén separadas tanto como sea posible.
Por consiguiente, se espera que la medida de compacidad δ sea pequeña, y la medida
de separación ∆ sea grande. Un valor de J grande significa que se tiene agrupaciones
compactas y bien separadas.
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6.2.1. Estimación de una medida de separabilidad
La matriz de covarianzas pera la i-esima clase, a partir de las muestras que pertenecen
a dicha clase esta dada por:
∑ˆ
i
= 1
ni
∑ni
j=1
(xj −mi)(xj −mi)
T (6.17)
donde xj denota el j-esimo registro, mi el vector de medias, y ni el número de patrones
correspondientes a la i-esima clase. Se define la matriz:
Sw =
ni
n
∑M
j=1
∑ˆ
j
(6.18)
que mide la variabilidad intra grupos y donde n representa el número total de muestras
de entrenamiento (tamaño de la muestra) y M el número de clases. También se define
la matriz:
Sb =
ni
n
∑ni
j=1
(mj −m)(mj −m)
T (6.19)
que mide la variabilidad entre grupos, m representa la media global del conjunto de
entrenamiento. Finalmente la medida de separabilidad se expresa mediante la siguiente
ecuación:
J =
|Sb + Sw|
|Sw|
(6.20)
Una medida equivalente se puede calcular al encontrar el valor propio mas grande de
la matriz S−1w Sb
6.2.2. Análisis discriminante lineal
El objetivo del análisis discriminante lineal (Linear Discriminant Analysis - LDA) es
separar las clases al proyectar las muestras en un espacio p-dimensional a una linea
finamente orientada. Para un problema de M clases, se tendran m = mı´n (M − 1, p)
líneas. De esta forma la proyección es desde un espacio p-dimensional a un espacio
c-dimensional [18].
La proyección desde el espacio de observación a un nuevo espacio de características se
realiza mediante una matriz de transformación W:
y =WTx (6.21)
Se puede demostrar:
S˜w =W
TSwW (6.22)
S˜b =W
TSbW (6.23)
Empleando esta notación se define la función objetivo del análisis discriminante lineal:
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J(W) =
∣∣∣S˜b∣∣∣∣∣∣S˜w∣∣∣ =
∣∣WTSbW∣∣
|WTSwW|
(6.24)
El objetivo es encontrar una matriz de transformación W de tal forma que la función
(6.24) sea máxima. Se puede demostrar que la i -esima columna de la matriz W es el
eigenvector generalizado correspondiente a el i -esimo valor propio de la matriz S−1w Sb
[54]
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Capítulo 7
Ajuste experimental en el
entrenamiento de los HMM
7.1. Selección y extracción de características
La variabilidad presente en el conjunto de características considerado, puede ser aso-
ciada a la cantidad de información que dicho conjunto contiene. Es posible plantear
un criterio de selección, que permita la identificación de aquellas variables que más
peso o relevancia aportan a la variabilidad total, examinando el nivel de correlación
del conjunto de características dinámicas con respecto a las componentes que maxi-
mizan la variabilidad [55]. Debido a que la magnitud absoluta de los vectores propios,
ponderados por sus respectivos valores propios, determinan el nivel de correlación en-
tre las variables originales y las componentes principales, se pueden identificar como
variables relevantes aquellas asociadas a las mayores magnitudes absolutas anterior-
mente mencionadas [50]. El conjunto de variables dinámicas obtenidas en la etapa de
parametrización, puede ser reducido empleando una metodología de selección que hace
uso del criterio antes mencionado.
Sin embargo la técnica que se describe en la sección (6.1) permite asignar un peso a
cada variable y de esta identificar las mas relevantes, si embargo no permite seleccionar
un conjunto de variables óptimo, que mantenga la información relevante y eliminando
aquellas variables que no hacen un aporte significativo en el proceso de clasificación.
En ese sentido, y empleando la técnica a la cual se hace referencia se puede emplear dos
formas de selección de características : (i) Asignación de un umbral de tal forma que
el conjunto de características seleccionado será aquel compuesto por las variables cuyo
peso supere dicho umbral. (ii) Realizar un entrenamiento incremental. Entonces las
pruebas se realizan inicialmente con una sola característica evaluando el desempeño de
clasificación cuando se tiene una sola variable, luego se incrementa la dimensión del es-
pacio añadiendo otra característica y evaluando de nuevo el desempeño de clasificación,
este proceso se repite hasta completar el total de características con las que se cuenta.
La forma de incrementar la dimensión del espacio se realiza teniendo en cuenta el orden
de importancia que tiene cada de las características en orden descendente [50], tomando
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como el conjunto óptimo el conjunto para el cual se presente el mejor rendimiento.
Con relación a la primer estrategia, el principal inconveniente es la selección del um-
bral, y en la segunda estrategia, el coste computacional es evidente ya que es necesario
entrenar el sistema tantas veces como variables se tengan, además para dar validez
estadística a la prueba será necesario realizar este procedimiento varias veces, con difer-
entes conjuntos de entrenamiento.
Sin embargo es posible emplear la técnica descrita en la sección (6.1) combinada con
la que se describe en la sección (6.2), al emplear una medida de separabilidad sobre las
componentes principales, o sobre los datos originales teniendo en cuenta los pesos de
cada variable. Para realizar la selección de características se emplea la misma estrategia
de entrenamiento incremental pero midiendo la separabilidad entre las clases, de esta
forma se selecciona como el conjunto de entrenamiento óptimo aquel para el cual la sep-
arabilidad es maxima, y con ese conjunto de características se realiza el entrenamiento
del sistema.
Adicional a esta técnica, antes de entrenar el sistema de clasificación se puede emplear
una etapa de extracción de características, para así de esta forma garantizar que el
espacio de características no solo contiene la información relevante para realizar el
proceso de clasificación, si no que también esta representado en un espacio con una
dimensión mucho menor a la original donde la separabilidad entre clases e información
se conserven. En esta etapa se emplea una matriz de transformación que se estima
mediante la técnica LDA descrita en la sección (6.2.2).
7.2. Ajuste en los criterios de entrenamiento de los
HMM
7.2.1. Arquitectura del modelo
Se emplea en todos los casos una arquitectura ergódica o completamente conectada
donde cada estado del modelo puede ser alcanzado desde cualquier otro estado en un
número finito de pasos. Y para seleccionar el tamaño del modelo más adecuado se re-
aliza validación cruzada empleando el conjunto completo de características variando el
número de estados y el número de gaussianas por estado, y empleando como criterio
de entrenamiento la estimación de maxima verosimilitud (MLE), esto permite no so-
lo encontrar la arquitectura que mejor se ajuste a una tarea en particular (teniendo
en cuenta que el criterio de estimación es MLE), si no también generar un punto de
comparación y punto de partida sobre el cual sera necesario trabajar para mejorar el
desempeño del sistema de clasificación.
7.2.2. Criterios de entrenamiento
La pruebas se realizan empleando los criterios de entrenamiento MLE y los criterios
discriminativos MCE, MMI yMFoM. Para el caso del criterio de entrenamiento estándar
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(MLE) se emplea el algoritmo de optimización derivado de EM conocido como algoritmo
de Baum-Welch, que permite encontrar fórmulas de re-estimación cerradas y además
realiza la estimación y cálculos requeridos de una forma optima.
En el caso de los criterios de entrenamiento discriminativos, el principal inconveniente
es la ausencia de fórmulas de re-estimación, por lo tanto es necesario emplear algoritmos
de optimización basados en el calculo de gradiente (ver apéndice A).
MMI discreto
Para el caso especifico del criterio MMI, cuando se emplean secuencias de observación
discretas, se debe tener en cuenta al aplicar el algoritmo Baum-Welch Extendido (EBW)
descrito en la sección (5.2.2) que es posible tener problemas en la convergencia, estos
problemas están asociados a la magnitud de las cantidades, y son de tipo numérico. El
gradiente de la función de MMI calculado con respecto al parámetro piijk (Probabilidad
de transición del estado j al estado k, perteneciente al modelo λi),se puede escribir de
forma general como:
∂fMMI
∂piijk
= 1
piijk
R∑
r=1
(
δ (r, i)
nϕr∑
t=1
(
θ¯t−1, ϑj
) (
θ¯t, ϑk
)
−
P (ϕnϕrr |ci )
log
M∑
m=1
P (ϕnϕrr |cm )
nϕr∑
t=1
(
θ¯t−1, ϑj
) (
θ¯t, ϑk
) (7.1)
que de forma resumida se puede expresar como:
∂fMMI
∂piijk
=
1∑
r=1
(
δ (r, i)
χrjk
piijk
−
χ¯rjk
piijk
)
(7.2)
donde χrjk y χ¯
r
jk corresponde a acumuladores que muestran la proporción en la cual se
realizan transiciones del estado j al estado k, evaluando el modelo λi y la secuencia
ϕnϕrr .
En la práctica se tiene problemas de tipo numérico al calcular el gradiente debido a
valores pequeños que puede tener el parámetro piijk, para solucionar esta clase de prob-
lemas en [56] se propone una solución simple, pero que muestra muy buenos resultados
al ser implementada, consiste en realizar la siguiente aproximación:
∂fMMI
∂piijk
=
1
f
(
piijk
) 1∑
r=1
(
δ (r, i)χrjk − χ¯
r
jk
)
donde f(piijk) es una función empleada para ponderar la influencia del parámetro pi
i
jk.
Si se toma f(x) = x, es el gradiente sin ninguna modificación. En [56] se emplea
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una aproximación que demuestra una velocidad de convergencia mucho mas rápida
y que elimina los problemas de orden numérico, pese a esto no se garantiza que la
dirección siempre sea creciente, pero con suficientes iteraciones y un ajuste adecuado
en el algoritmo EBW, se puede alcanzar un máximo local:
∂fMMI
∂piijk
=
R∑
r=1
δ (r, i)χrjk
∑
k
(
R∑
r=1
δ (r, i)χrjk
) −
R∑
r=1
χ¯rjk
∑
k
(
R∑
r=1
χ¯rjk
) (7.3)
Mínimo error de clasificación MCE
Como se describe en la sección (4.3.3), la medida del error de clasificación está definida
como:
dk (ϕ
nϕr
r ;Θ) = −gk (ϕ
nϕr
r ;λk) + log

 1M − 1
M∑
j=1
j 6=k
exp [gj (ϕ
nϕr
r ;λj) η]


1/η
(7.4)
Así mismo cuando el parámetro η tiende a infinito la ecuación (7.4) se reduce a:
dk (ϕ
nϕr
r ;Θ) = −gk (ϕ
nϕr
r ;λk) + gj (ϕ
nϕr
r ;λj) (7.5)
donde gj (ϕ;λj) corresponde a la función discriminante con el valor más alto entre las
clases incorrectas. Debido a que el criterio de entrenamiento MCE emplea un método
de gradiente descendente para actualizar los parámetros del modelo, la función definida
en la ecuación (7.5) no es la más adecuada. En [57] se propone cambiar esta medida
por una función no lineal que emplea una relación entre las funciones discriminantes.
Esta nueva medida del error de clasificación está definida como:
dk (ϕ
nϕr
r ;Θ) =
gj (ϕ
nϕr
r ;λj)
gk (ϕ
nϕr
r ;λk)
(7.6)
Al emplear la función definida en (7.6) se cambia el plano de decisión de 0 a 1, y limita
el plano sobre el cual se define la función sigmoidal, además es necesario tener en cuenta
que cuando dk tiene valores inferiores a 1, hay una clasificación errónea y para valores
superiores a 1 hay una clasificación correcta, esto obliga a redefinir la función de perdida
de la siguiente forma:
` (dk (ϕ
nϕr
r ;Θ)) =
1
1 + exp (αdk (ϕ
nϕr
r ;Θ))
(7.7)
Sin embargo para definir cual de estos enfoques presenta un mejor desempeño, será
necesario evaluar diferentes medidas de rendimiento sobre cada uno, de tal forma que
se puedan establecer diferencias y seleccionar la función que presente mejor desempeño.
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Con respecto a la configuración que se emplea para actualizar los parámetros del modelo,
se puede emplear la técnica que se propone en [16] donde la actualización se realiza en
línea, la principal característica de este algoritmo es que explota la redundancia en los
datos, permitiendo que el proceso de aprendizaje sea mas rápido. Sin embargo en [58]
se propone emplear una estrategia que permita paralelizar el proceso. Ésta técnica
consiste en calcular el gradiente acumulado antes de actualizar el modelo (actualización
en bloque). En este caso la función objetivo se convierte en:
L (Θ;Y) =
M∑
k=1
R∑
r=1
` (dk (ϕ
nϕr
r ;Θ)) · δ (r, k)
Algoritmos de Optimización
En la sección ( 5.2.2) se describen los algoritmos basados en gradiente que se pueden
emplear para optimizar cada una de las funciones objetivo. Pese a que el algoritmo
QuickProp presenta características que pueden mejorar la velocidad en la convergencia
en la tarea de optimización, hay muchos ajustes en el algoritmo que se realizan de
forma empírica. Una de las características que tiene este algoritmo es que el paso de
actualización aumenta si la dirección en la cual se está moviendo optimiza la función
objetivo. ésta propiedad también puede convertirse en una desventaja si la superficie o
espacio en el cual se encuentran los parámetros del modelo es muy irregular, y además
no se puede garantiza la presunción de que el modelo inicial se encuentra en una zona
convexa. Este problema se estudió de forma experimental, mostrando incluso que para
una misma tarea el algoritmo es muy sensible al conjunto de parámetros iniciales, y
lograr que la función objetivo alcance un mínimo o máximo local se convierte en una
tarea de ensayo y error.
Por estas razones y para mantener un marco de comparación homogéneo entre los difer-
entes criterios de entrenamiento, se emplea el algoritmo GPD (Generalized Probabilistic
Descend) descrito en la sección (5.2.2). A pesar de que este algoritmo presenta una tasa
de convergencia muy lenta, garantiza que con una constante de aprendizaje adecua-
da se puede alcanzar el mínimo local más cercano al punto de inicialización, con una
cantidad de iteraciones finita. Este algoritmo de optimización se implementa con los
criterios de entrenamiento MCE, MMI y MFoM, para ajustar los parámetros de HMMs
con densidades de observación continuas.
Para el caso generativo, criterio MLE, se emplea el algoritmo de Bum-Welch descrito en
la sección (5.1.2), el cual garantiza alcanzar un máximo local de la función de verosimil-
itud, haciendo uso del algoritmo avance-retroceso (Forward-Backward) descrito en la
sección (3.1.1), tanto para el caso discreto como para el caso continuo.
En el caso MMI discreto se emplea el algoritmo de Baum-Welch Extendido, empleando
el cálculo del gradiente de forma aproximada dado por la ecuación (7.3).
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7.3. Enfoque propuesto para el entrenamiento de los
parámetros de un sistema de clasificación basado
en modelos ocultos de Markov
Como se describe en la sección (4.3.4) es posible mejorar el desempeño de un sistema
de clasificación si se emplea como función objetivo una medida de desempeño mucho
mas general que el error de clasificación, este enfoque propone como objetivo optimizar
el area que encierra una curva de desempeño (Area Bajo la Curva - ABC), mas es-
pecíficamente la curva ROC, como ejemplo se presenta el criterio conocido como FOM
training y propuesto para ajustar los parámetros de modelos de mezclas de Gaussianas,
mostrando que la capacidad discriminativa del sistema mejora significativamente. Sin
embargo, no se presenta una función analítica directamente asociada a la misma ABC.
Otro enfoque propone integrar a la etapa de entrenamiento algunas métricas de interés
además del error de clasificación (especificidad, sensibi-lidad). Criterio conocido como
MfoM (Maximal Figure of Merit), y aunque trabaja sobre medidas muy relacionadas
a la curva ROC, no optimiza una función relacionada directamente con la curva o
construcción de la misma (sección (4.3.4)).
Analizando la forma como se construye la curva ROC (ver apendice C, sección (C.2.1))
es posible proponer un criterio de entrenamiento cuyo objetivo sea optimizar el area
que esta curva encierra, haciendo que las distribuciones de probabilidad generadas a
partir de los HMM estén lo mas separadas posibles, esto debido a que Cuando las
distribuciones de probabilidad están separadas, tanto como es posible (figura 7.1) se
puede asumir que el ABC alcanzara un valor máximo. Por lo tanto se propone utilizar
una medida de distancia entre las distribuciones, cuya optimización indirectamente debe
mejorar el ABC.
Figura 7.1: Mayor separación entre distribuciones, mejor rendimiento
La distancia de Mahalanobis es la opción más clara, y la distancia entre distribuciones
que mejor se ajusta a los requerimientos:
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D2 =
(µ0 − µ1)
2
S
(7.8)
donde S se calcula como:
S =
((n0 − 1)S0 + (n1 − 1)S1)
N
(7.9)
En las ecuaciones (7.8) y (7.9) µi y Si son las medias y varianzas respectivamente, de
las distribuciones de cada clase (i = 0, 1), ni es el numero de registros de la clase i, y
N = n0 + n1 − 2.
La media y varianza para cada clase están definidas de la siguiente forma:
µi = 1/ni
ni∑
r=1
sr1 (ϕ
nϕr
r ∈ ci) (7.10)
Si = 1/ (ni − 1)
ni∑
r=1
(sr − µi)
2 · 1 (ϕnϕrr ∈ ci) (7.11)
donde la variable sr se calcula mediante los cocientes de verosimilitud estimados de
cada registro con los modelos para cada clase:
sr = log (P (ϕ
nϕr
r |λ0 ))− log (P (ϕ
nϕr
r |λ1 )) (7.12)
Analizando (7.8) es claro que existen al menos tres formas de hacer que la distancia D2
sea máxima: bien maximizando la distancia entre medias ( µi ) de cada distribución,
minimizando S de (7.9); por último, maximizando directamente la distancia D2 , tal
como está definida (7.8. Se propone por lo tanto optimizar las siguientes funciones
objetivo:
Distancia entre medias:
f1 (Y;Θ) = (µ0 − µ1)
2 (7.13)
Promedio de varianzas:
f2 (Y;Θ) = S =
((n0 − 1)S0 + (n1 − 1)S1)
N
(7.14)
Distancia de Mahalanobis :
f3 (Y;Θ) = D
2 =
(µ0 − µ1)
2
S
(7.15)
Será necesario por lo tanto analizar la viabilidad de cada una de las formas en que la
separación entre las distribuciones de cada clase se puede hacer maxima.
Para actualizar los parámetros de cada uno de los modelos se propone emplear el al-
goritmo GPD, esto por las razones expuestas anteriormente y garantiza homogeneidad
en las condiciones de pruebas de cada uno de los criterios de entrenamiento empleados.
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7.4. Normalización Estadística
En aplicaciones prácticas, las características obtenidas pueden tener valores que se en-
cuentran en diferentes escalas. Así, las características con valores mayores tendrán may-
or influencia en la función de costo que las características con valores menores, aunque
esto no refleje necesariamente su respectiva importancia en el diseño del clasificador.
Este problema se soluciona normalizando las características de forma tal que sus valores
se encuentren dentro de escalas similares. Algunos métodos estándar de normalización
son los siguientes.
Normalización Min-Max
Es una transformación lineal del rango de entrada original en un nuevo rango de datos
especificado (típicamente, entre 0 y 1). La transformación se realiza mediante:
y′ =
(
y −min1
max1 −min1
)
(max2 −min2) +min2 (7.16)
donde min1,max1 son los valores máximo y mínimo originales, min2,max2 son los
nuevos valores mínimo y máximo, y es el valor original y′ es el nuevo valor.
Normalización Zscore
Este esquema de normalización traslada la variable original, de forma tal que su media
sea cero y su varianza sea uno. Intenta centrar los datos alrededor del origen. El objetivo
es que los datos se encuentren dentro de la media y una desviación estándar. Está dado
por:
y′ =
y − µ
σ
(7.17)
µ y σ corresponde a la media y varianza del vector que se desea normalizar.
Normalización Sigmoidal
Es una método de normalización no lineal que puede emplearse cuando los datos no se
encuentran uniformemente distribuidos alrededor de la media. Está dada por:
y′ =
1− exp(−α)
1 + exp(−α)
(7.18)
donde:
α =
y − µ
σ
(7.19)
Capítulo 8
Esquema de trabajo
8.1. Bases de datos
Base de datos DB1
Esta base de datos fue desarrollada por el Massachusetts Eye and Ear Infirmary Voice
Laboratory (MEEIVL) [59]. Debido a la heterogeneidad de la base de datos (diferente
frecuencia de muestreo en la adquisición de los registros), los registros utilizados fueron
remuestreados a una frecuencia de muestreo de 25 kHz y con una resolución de 16 bits.
Corresponden a pronunciaciones de la vocal sostenida /ah/. Se utilizaron 173 registros
de pacientes patológicos (con una amplia gama de patologías vocales: orgánicas, neu-
rológicas, traumáticas y psíquicas) y 53 registros de pacientes normales, de acuerdo
con los registros enumerados en [60]. Los registros de pacientes patológicos tienen una
duración aproximada de 1 s, mientras que en los registros de pacientes normales la
duración es de unos 3 s. Este hecho, permite equilibrar el número de vectores de carac-
terísticas de cada clase y no sesgar el entrenamiento hacia una clase en particular. Por
otro lado, debido a que el número de voces de la clase patológica es mayor, la muestra
de la clase patológica es estadísticamente más representativa de la población, y por tal
motivo se puede obtener un mejor modelado inter sujeto de dicha clase. Este hecho no
implica un sesgo del sistema hacia la clase patológica [61].
Base de datos DB2
Esta base de datos fue adquirida por la Universidad Politécnica de Madrid (UPM). Esta
base de datos contiene 239 registros de voces patológicas con una amplia variedad de
patologías orgánicas ( nódulos, pólipos, edemas y carcinomas, etc. ) y 201 registros de
voces normales. Estos registros corresponden a pronunciaciones sostenidas de la vocal
/a/ del idioma español. Con una tasa de muestreo de 50 kHz y 16-bits de resolución.
Los registros fueron filtrados y remuestreados a una tasa de 25-kHz [50].
Las dos bases de datos fueron adquiridas empleando el equipo CSL4300B desarrollado
por Kay Elemetrics. Se emplea un micrófono de condensador puesto a 30 cm de la
boca. Los registros fueron previamente editados para remover el inicio y final de cada
53
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pronunciación.
8.2. Estimación de parámetros
Durante la pronunciación sostenida de vocales, la voz normal es una señal regular y
cuasiperiódica, sin embargo, cambios en su forma de onda se pueden percibir como
posibles trastornos. Emplear medidas de distorsión clásicas complementadas con otro
tipo de características dinámicas, como se ha señalado en algunos estudios [62], es una
de las formas más eficientes de capturar la mayor cantidad de información disponible
en las señales acústicas, considerando también los cambios en su estructura temporal,
permitiendo modelar de forma adecuada estos fenómenos.
De acuerdo con el modelo usual de la voz [63], ésta está compuesta de una secuencia de
excitación en convolución con la respuesta al impulso del sistema vocal. Para modelar
esta respuesta, en las tareas de procesamiento de señales de voz es común el empleo de
los coeficientes derivados del análisis de predicción lineal Linear Predictive Coefficients
(LPC) y de los Mel-Frequency Cepstrum Coefficients (MFCC) [64]. Los MFCCs pueden
estimarse usando una aproximación paramétrica derivada de los LPC o de manera no
paramétrica basados en la Transformada rápida de Fourier (Fast Fourier Transform -
FFT). Sin embargo, la aproximación no paramétrica permite modelar los efectos de las
patologías en la excitación (pliegues vocales) y en el sistema (tracto vocal), mientras que
el enfoque paramétrico presenta problemas debido a que las patologías introducen no
linealidades en el modelo [65]. Por tal motivo, en este trabajo se emplean los coeficientes
MFCC derivados del cálculo de la FFT.
Además de los MFCC, se han considerado, dentro de los vectores de características,
parámetros relacionados con mediciones de ruido, diseñados para medir la componente
de ruido relativo en las señales de voz. En particular se utilizó la relación armónico ruido
(Harmonic-to-Noise Ratio - HNR) [66], la energía de ruido normalizada (Normalized
Noise Energy - NNE ) [67] y la relación excitación glottal ruido (Glottal to Noise Exci-
tation Ratio) [68], debido a que estas medidas dan una idea de la calidad y grado de
normalidad de la voz. y finalmente la energía medida por trama de la señal (En) (ver
apéndice B).
El vector de características p-dimensional se forma concatenando el conjunto de parámet-
ros de ruido mencionados, además de su primera (∆s1)y segunda (∆(∆s1)) derivada
temporal debido, a que la velocidad de los cambios en los coeficientes dan información
importante de su comportamiento dinámico [65].
Figura 8.1: Estructura del vector de parámetros (DB1-DB2)
El cálculo de (∆) fue realizado por medio de un filtro FIR anti-simétrico de respuesta
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al impulso finita y de longitud 9, para evitar la distorsión de fase de la secuencia
temporal [69].
8.3. Toma de decisión:
Cuando se emplean HMMs como clasificadores, la asignación de una nueva muestra
(secuencia de observación) a una clase, típicamente se realiza calculando la probabilidad
de que cada modelo genere la secuencia de observación dada. La muestra es asignada
a la clase del modelo que proporcionó la mayor probabilidad. A partir del teorema de
decisión de Bayes, es posible calcular una puntuación (o score) para cada una de las
muestras que permita estimar un umbral de decisión óptimo. La puntuación para el
caso de HMMs, puede ser calculada como el logaritmo del cociente.
Entre las probabilidades de generación de la muestra de ambos modelos, conocido co-
mo razón de verosimilitud. A partir del conjunto de puntuaciones de las muestras de
entrenamiento, se construyen las curvas de distribución de puntuaciones positivas (pun-
tuaciones de muestras de la case 0) y puntuaciones negativas (puntuaciones de muestras
de la clase 1). Así, se puede calcular un umbral de decisión de tal manera que el error de
clasificación sea mínimo. En la figura (8.2), el umbral que corresponde al punto donde
se cruzan las distribuciones de ambas clases, se conoce como punto de igual error (Equal
Error Rate - EER), y es considerado en muchos casos umbral óptimo. Sin embargo, este
umbral puede no ser el mejor debido a la dispersion de las funciones, es decir que en
algunos casos puede encontrarse un umbral donde el área de error sea menor que el
area de error proporcionada por el EER. El punto en el cual el area de error es mínima,
es llamado punto de mínimo coste (Minimum Cost Point - MCP). Según la teoría de
decisión Bayesiana, éste puede ser calculado considerando que el coste en que se in-
curre es diferente para los dos posibles errores (falsa aceptación y falso rechazo) [70].
La figura (8.2) muestra de manera gráfica el problema de encontrar el umbral óptimo
de decisión. Al escoger un umbral, los registros con puntuaciones mayores o iguales al
umbral escogido, son asignadas a la clase 0 (por convención la clase patológica) y las
muestras con puntuaciones menores serán asignadas a la clase 1 (normal) [61].
En este trabajo se toma como umbral de decisión el MCP, se calcula la precisión o canti-
dad de patrones clasificados correctamente (PCC), sobre el total de patrones evaluados
(TPE):
precisión =
PCC
TPE
· 100 (8.1)
Sin embargo y debido a lo expuesto anteriormente la precisión no es una medida que
represente de forma global el desempeño de un sistema de clasificación, especialmente
cuando las clases están des-balanceadas. Por esta razón que este valor debe ser com-
plementado con un conjunto de medidas que evalúen de una forma mas detallada un
sistema y permitan hacer comparaciones de forma objetiva.
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Figura 8.2: Selección de umbral
Validación y Especificación de desempeño:
Para determinar las capacidades de generalización de los sistemas se adoptará un esque-
ma de validación cruzada, con diferentes conjuntos de entrenamiento-validación (k-fold),
aleatoriamente escogidos del conjunto completo de datos. En este trabajo se emplean 11
conjuntos, utilizando para el entrenamiento el 70% de los ficheros y para la validación
el 30% restante.
Para presentar los resultados finales se pueden tener en cuenta diferentes métricas de
desempeño, para el caso en el cual se tienen dos clase (0 y 1), se deben calcular los
siguientes parámetros [71, 61]:
– Detección correcta o aceptación verdadera (VP, Verdadero Positivo): el número
(o porcentaje) de patrones de clase 0 que el clasificador asigna correctamente como
pertenecientes a la clase 0.
- Falso rechazo (FN, Falso Negativo): el número (o porcentaje) de patrones de clase
0 que el clasificador asigna incorrectamente como pertenecientes a la clase 1.
– Falsa aceptación (FP, Falso Positivo): el número (o porcentaje) de patrones de
clase 1 que el clasificador asigna incorrectamente como pertenecientes a la clase 0.
– Rechazo correcto o verdadero (VN, Verdadero Negativo):el número (o porcentaje)
de patrones de clase 1 que el clasificador asigna correctamente como pertenecientes a
la clase 1.
Estos parámetros se pueden resumir en una matriz de confusión o matriz de contingen-
cia, figura (8.3)
A partir de los valores de las puntuaciones entregadas por cada clasificador, podrán
ser construidas las curvas de evaluación de desempeño DET (Detection Error Trade-
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Figura 8.3: Matriz de confusión o matriz de contingencia
off ) y ROC (Característica de Operación del Receptor), y las bandas de confianza en
las misma, estimando la desviación estándar en los resultados de los diferentes folds .
La curva ROC es una herramienta popular en tareas de decisión médicas , expresa el
rendimiento en términos de la sensibilidad y 1-especificidad [30,31]. La Curva DET [72]
ha sido usada ampliamente en la valoración del desempeño en sistema de identificación
de hablante, donde un indicador mucho mas general que las medidas mencionadas
anteriormente es el area que encierra la curva ABC (Area Bajo la Curva), en este trabajo
se empleara tanto la curva como el ABC para determinar que criterios de entrenamiento
presentan mejor desempeño, complementando las medidas descritas anteriormente y
permitiendo tener un marco de comparación mas amplio (ver apéndice C).
Normalización Estadística: Se utilizó el método de normalización Z-score de-
scrito en la sección (7.4).
Validación
Para determinar la capacidad de generalización de los sistemas se emplea un esquema
de validación cruzada, con diferentes conjuntos de entrenamiento-validación (k-fold),
escogidos de forma aleatoria del conjunto completo de datos. En este trabajo se emplean
11 conjuntos, utilizando para el entrenamiento el 70% de los ficheros y para la validación
el 30% restante.
8.4. Metodología
En la figura (8.4) se presenta la estructura general de un sistema de reconocimiento de
patrones para la detección automática de patologías en señales de voz, en aplicaciones
biomedicas esta es un área de especial interés, debido a que el proceso automático de voz
para detección de patologías tiene sus ventajas: el análisis es cuantitativo y no invasivo,
permitiendo identificar y monitorear enfermedades del tracto vocal, y adicionalmente
reducir costos y tiempo. mas cuando normalmente se requieren equipos costosos y per-
sonal experto que este capacitado para analizar la gran cantidad de parámetros para
poder generar un diagnostico.
Como se menciono con anterioridad las señales de origen biomédico se describen mejor
mediante un conjunto de características que varíen con el tiempo (variables o carac-
terísticas dinámicas), para describir de forma adecuada la dinámica que presentan estas
variables se emplea un clasificador dinámico mas específicamente en este trabajo se em-
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Figura 8.4: Estructura general de un sistema para identificación de patologías de voz
plean modelos ocultos de Markov, enfocándose en el problema de de entrenamiento.
Siguiendo la estructura del diagrama anterior, en la figura (8.5) se presenta de for-
ma detallada la metodología a desarrollar en el presente trabajo. La primer etapa del
proceso corresponde al pre-proceso, mas específicamente filtrado, ajuste de magnitud
y segmentación. La siguiente etapa corresponde a la estimación de Características, co-
mo se menciono anteriormente se estiman 12 coeficientes MFCC, 3 medidas de ruido
(HNR,GNE y NNE) y la energía medida por trama de la señal, además se agregan
primeras y segundas derivadas (48 características por trama).
Posterior a esto, sigue la estimación de parámetros iniciales, esta etapa corresponde a
la inicialización del modelo de Markov. Generación del libro de códigos y cuantización
vectorial para el caso discreto, e inicialización de los parámetros de los modelos de mez-
clas de gaussianas en el caso continuo. En los dos casos se requiere emplear algoritmos
de agrupamiento. En este trabajo se emplea algoritmo de k-medias. Los parámetros
adicionales del modelo de Markov tales como matriz de transición y vector de probabil-
idad inicial se inicializan de forma aleatoria de tal forma que cumplan las restricciones
estadísticas.
Continuando, se encuentra la etapa de entrenamiento o ajuste de los parámetros de los
modelos. En esta etapa se cuenta con dos filosofias de entrenamiento, entrenamiento
Generativo donde el ajuste se realiza mediante la estimación de maxima verosimilitud
(MLE) entre el modelo y los datos, y el entrenamiento discriminativo donde se cuentan
con diferentes técnicas o criterios siendo los mas representativos el criterio de Mínimo
Error de Clasificación (MCE) y Máxima Información Mutua (MMI), además se presenta
un criterio que originalmente fue diseñado para clasificación de texto conocido como
MFoM (Maximal Figure of Merit), finalmente se implementa el enfoque que se propone
en este trabajo, basado en la optimización de la distancia de Mahalanobis con el fin de
incrementar el area que encierra la curva ROC.
Esta etapa genera un conjunto de modelos, uno para cada clase que se denotan como
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Figura 8.5: Estructura detallada de la metodología a desarrollar
Θ = {λ1, ...λM}, en este trabajo M=2, clase 0: positiva o patológica y clase 1: negativa o
normal. Con esto se finaliza la etapa de entrenamiento. El siguiente paso es la evaluación
del sistema de clasificación para lo cual se debe contar con un conjunto de registros que
no hayan sido tenidos en cuenta en ninguna de las etapas de generación de los modelos.
En esta fase de evaluación o validación se tendrán en cuenta diferentes indicadores
para medir de la forma más objetiva posible el desempeño del sistema. El indicador
más conocido y ampliamente empleado es la precision y se refiere a la porción de
patrones clasificados correctamente por el sistema. Además se tiene en cuenta la matriz
de confusión o de contingencia, la curva ROC y el área que ésta encierra.
Además se estudia la pertinencia de incluir al sistema una etapa de selección y/o ex-
tracción de características basado en análisis de relevancia. Se propone emplear una
medida de separabilidad entre las clases teniendo en cuenta el análisis de relevancia
estadística y así reducir el conjunto de variables que son necesarias para llevar a cabo la
tarea de clasificación sin afectar de forma significativa el rendimiento del sistema. Tam-
bién se tiene en cuenta una técnica de reducción de dimensión, más exactamente LDA
(Linear Discriminant Analysis) que consiste en estimar una matriz de transformación
para proyectar los datos originales en un espacio con una menor dimensión conservando
la información y la separabilidad entre las clases.
Las comparaciones se realizan al emplear en la etapa de entrenamiento cada uno de los
criterios que se nombraron anteriormente realizando validación cruzada, y realizando
los ajustes que sean necesarios, seleccionando para la comparación final la mejor config-
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uración de cada uno. Las pruebas iniciales se realizan empleando el criterio MLE con el
fin de crear una base de comparación y definir la arquitectura a emplear en los criterios
de entrenamiento discriminativo (tamaño del modelo).
Posteriormente se incluye la etapa de selección y/o extracción de características y de
esta forma comparar el rendimiento del sistema cuando se emplea el conjunto de car-
acterísticas completo con el rendimiento que presenta cuando se emplea un conjunto
reducido.
Capítulo 9
Resultados
9.1. Resultados sobre la base de datos DB1
La fase inicial en el desarrollo de las pruebas es la estimación de parámetros para cada
una de las bases de datos, en la figura (9.1) se muestra la forma como evolucionan en
el tiempo las variables que se están midiendo sobre los registros de la base de datos
DB1, en la gráfica se presentan las 16 mediciones instantáneas (HNR,NNE,GNE,En,12
MFCC), para un registro normal (figura 9.1(a)) y uno patológico (figura 9.1(b)).
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Figura 9.1: Resultados de la estimación de parámetros DB1
En las pruebas iniciales se realiza una comparación entre los métodos de entrenamiento
MLE, MMI y MCE para el caso discreto. Si bien el caso discreto tiene una capacidad
de generalización menor al caso continuo, estas pruebas servirán para generar una base
de comparación y empezar a establecer diferencias entre los criterios de entrenamiento.
9.1.1. Análisis sobre esquemas discretos
La premisa de la cual se parte al emplear un criterio de entrenamiento en particular,
consiste en asumir que optimizar una función objetivo debe verse reflejado en una
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reducción del error de clasificación, y a su vez en una mejor generalización ante la
entrada de nuevos patrones desconocidos por el sistema.
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Figura 9.2: Estimación de Máxima Verosimilitud - MLE
En la figura (9.2(a)) se muestra la optimización de la función de verosimilitud, esto se
realiza empleando el algoritmo de Baum-Welch. Sin embargo y como se había advertido,
optimizar la descripción de un conjunto de muestras por medio de un modelo ajustando
el conjunto de parámetros que lo conforman, no tiene relación explícita con la reducción
en la probabilidad del error figura (9.2(b)), esto se puede notar en la gráfica que muestra
como evoluciona el rendimiento del sistema de clasificación, midiendo la precisión sobre
el conjunto de entrenamiento y el conjunto de validación, se nota que esta medida
permanece en el mismo valor para el conjunto de entrenamiento, y para el conjunto de
validación disminuye en las primeras y iteraciones y finalmente no se altera.
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Figura 9.3: Máxima Información Mutua - MMI
En la figura (9.3(a)) se muestra la optimización de la información mutua, en este caso la
función se optimiza empleando el algoritmo de Baum-Welch extendido (EBW). En este
caso se nota una serie de oscilaciones en el valor de la función objetivo, esto es propio
del algoritmo EBW sin embargo se mantiene una tendencia ascendente en la función
que se está optimizando, además se nota una mayor relación entre la optimización de la
función objetivo y el rendimiento medido sobre el conjunto de entrenamiento, pero esto
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no se refleja tan claramente en el conjunto de entrenamiento. Pese a esto el rendimiento
es ligeramente superior al entrenamiento basado en MLE (9.3(b)).
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Figura 9.4: Mínimo Error de clasificación - MCE
Finalmente en la figura ((9.4(a)) se muestra la optimización de la función objetivo
de MCE, en este caso se nota una mayor relación entre la optimización de la función
objetivo y el desempeño del sistema de clasificación, al incrementarse la precisión tanto
en el conjunto de entrenamiento como en el de validación al mismo tiempo que se
minimiza la función de costo ((9.4(b)). Para realizar una comparación más detallada es
necesario determinar la mejor arquitectura cuando se entrena con el criterio estándar
(MLE).
Para determinar la arquitectura más adecuada, número de estados y tamaño del libro
de códigos, se realiza validación cruzada, para diferentes modelos, cambiando el número
de estados y el tamaño del libro de códigos.
Número de estados
CB 3 5 10
Precisión Precisión Precisión
64 91.5 ± 2.7 91.1 ± 2.8 90.9 ± 3.0
128 90.0 ± 4.0 90.0 ± 4.0 89.9 ± 3.5
Tabla 9.1: Resultados HMM discreto (MLE)
En la tabla (9.1) se puede notar que incrementar el número de estados o el tamaño
del libro de códigos no necesariamente mejora el rendimiento del sistema, y con una
arquitectura relativamente simple se puede alcanzar un rendimiento aceptable. Se puede
decir que para el caso discreto una configuración con 3 estados y un libro de códigos
de 64 símbolos, es optima para la tarea que se está desarrollando, puesto que con esta
arquitectura se hace necesario estimar menos parámetros, presenta el mejor rendimiento
y la menor dispersión.
Basado en esta configuración se realiza una prueba comparando el criterio de entre-
namiento estándar con los esquemas de entrenamiento discriminativo MMI y MCE, en
la tabla (9.2) se muestran los resultados
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Criterio de Entrenamiento Precisión
MLE 91.5 ± 2.7
MMI 93.9 ± 3.2
MCE 94.2 ± 2.5
Tabla 9.2: Resultados HMM discreto (MLE, MMI, MCE)
En la tabla se muestra claramente cómo cambiando el enfoque de entrenamiento y
teniendo en cuenta la información aportada por los modelos o registros de todas las
clases se puede mejorar significativamente el desempeño de un sistema de clasificación,
mostrando en este caso que el criterio MCE tiene un mejor desempeño y se adapta mejor
al objetivo de diseño de un sistema de clasificación que es minimizar la probabilidad
del error. Es importante tener en cuenta que esta mejora se logra sin incrementar la
complejidad del modelo.
9.1.2. Análisis sobre esquemas continuos
Criterio MLE
Teniendo en cuenta los resultados anteriores, se puede notar como con una arquitectura
muy simple de HMM se puede mejorar el rendimiento de un sistema de clasificación
al cambiar el criterio de entrenamiento. Ahora se debe hacer un análisis más riguroso
empleando densidades de observación continua. Se realiza una prueba similar al caso
discreto, variando el número de estados y el número de gaussianas por estado (NG).
Los resultados se muestran en la tabla (9.3)
Número de estados
NG 2 3 5 10
Precisión Precisión Precisión Precisión
2 94.12 ± 1.13 94.39 ± 2.69 92.78 ± 2.58 84.76 ± 3.03
3 94.65 ± 1.90 91.18 ± 1.86 90.51 ± 2.96 82.35 ± 2.37
4 91.58 ± 3.48 91.44 ± 2.81 90.64 ± 2.81 81.02 ± 2.82
Tabla 9.3: Resultados HMM continuo (MLE)
Como en el caso discreto, incrementar la complejidad del modelo no implica un in-
cremento en el desempeño del sistema de clasificación. Analizando la tabla se puede
notar que aun el mejor desempeño alcanzado con un esquema continuo está al nivel del
desempeño que se alcanza con un esquema discreto, pero entrenado con MCE. Para las
pruebas que se realizan a continuación se adopta una arquitectura en la que se emplean
2 estados y 3 gaussianas por estado, ya que esta configuración es la que presenta el
mejor desempeño entrenando con MLE.
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Criterio MCE
Como se mencionó anteriormente el criterio MCE puede ofrecer diferentes configura-
ciones y antes de realizar la comparación con los otros criterios de entrenamiento es
necesario evaluar que configuración presenta mejores resultados. Teniendo en cuenta
los aspectos descritos en la sección (7.2.2), se tendrá en cuenta 4 configuraciones:
1. MCE1 Corresponde al esquema de optimización clásico, donde la actualización
de los parámetros se hace en linea (on-line), se emplea la ecuación (7.5).
2. MCE2 Se emplea la misma medida del error de clasificación del caso anterior,
pero la actualización se hace en bloque (batch). Se actualiza el modelo después de
calcular el gradiente acumulado.
3. MCE3 La optimización de los parámetros se realiza en linea (on-line), pero se
emplea la ecuación (7.6).
4. MCE4 La optimización de los parámetros se realiza en bloque (batch), pero se
emplea la ecuación (7.6).
Criterio de Entrenamiento Precisión ABC Tiempo (s)
MCE1 95.45±1.8 0.9622±0.024 15.9
MCE2 95.19±2.5 0.9631±0.028 12.7
MCE3 96.52±1.7 0.9681±0.022 14.5
MCE4 96.39±1.9 0.9672±0.020 11.7
Tabla 9.4: Comparación esquemas MCE
En la tabla (9.4) se nota que las diferentes configuraciones de MCE muestran un mejor
desempeño que en el caso discreto y adicionalmente en tienen un rendimiento muy sim-
ilar entre si, por lo tanto la diferencia entre el esquema que se seleccione la determina
el tiempo de cómputo que se necesita para entrenar el sistema. Se puede notar que
los esquemas de actualización en bloque (bathc) presentan una caída en el rendimiento
muy pequeña con relación a los esquemas en línea (on-line). La ventaja que tienen los
esquemas batch es que pueden ser paralelizados y adicionalmente el tiempo de cálculo
se reduce. Sin embargo, el rendimiento no es un criterio de selección puesto que se en-
cuentran en el mismo rango y dispersión. Basándose en estos resultados se selecciona el
esquema MCE4 que emplea el menor tiempo de cálculo y el rendimiento no tiene mayor
diferencia con relación al esquema online. El tiempo relacionado en la tabla corresponde
a una iteración del algoritmo.
MMI aproximado
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Este criterio de entrenamiento descrito en la sección (4.3.2), donde el ajuste del parámetro
 que controla la tasa de discriminación no tiene una regla clara, por esta razón se varía
el parámetro entre los valores 0 y 0.7, con incrementos de 0.025, Se utiliza este intervalo
puesto que después de diferentes experimentos realizados se encontró que era el mas
adecuado y que presentaba menos problemas de tipo numérico.
Existen varios inconvenientes en la implementación de este criterio de entrenamiento,
pero el que presenta mayor dificultad es garantizar las restricciones de los parámetros de
los modelos, por ejemplo en la matriz de probabilidad de transición de estados (ecuación
(3.1)), o las matrices de covarianzas asociadas a las distribuciones de observación de los
estados. Es por esto que cuando se actualizan los parámetros del modelo y no se cumple
con las restricciones (probabilidades o varianzas con valores negativos) se reemplazan
por el valor estimado con el criterio MLE.
Este tipo de ajustes necesarios para lograr que los parámetros mantengan las restric-
ciones, y se garantice convergencia en los algoritmos, además al no haber reglas claras
sobre los ajustes a realizar, hace que este criterio sea demasiado empírico, y que demande
mucho tiempo para encontrar una arquitectura adecuada. Sin embargo a continuación
se presentan algunos resultados obtenidos
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Figura 9.5: MMI parox. base de datos DB1
Número de Gaussianas Precisión  Número de Iteraciones
2 95.40±2.13 0.65 2
3 96.01±1.58 0.45 3
5 94.10±2.85 0.575 3
Tabla 9.5: MMI aproximado DB1
La tabla (9.5) muestra los mejores resultados variando el número de gaussianas y em-
pleando 2 estados. En la figura (9.5) se presenta el rendimiento del criterio MMI aprox-
imado comparado con el criterio MLE para diferentes valores del valor , en este caso
se tiene un modelo con 2 estados y 3 gaussianas por estado. Sin embargo y pese a que
tanto en la gráfica como en la tabla se muestra que el criterio efectivamente incremen-
ta la capacidad discriminativa del sistema, se nota que la ganancia no es significativa.
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Otra desventaja del criterio es que se hace necesario hacer un barrido sobre una buena
cantidad de valores del parámetro , y para cada valor realizar una serie de iteraciones,
para finalmente seleccionar en que iteración se presenta el mejor resultado, que como
se había dicho anteriormente, hace que el criterio emplee una gran cantidad de reglas
empíricas muy difíciles de determinar de forma automática, elevando el coste computa-
cional significativamente.
Enfoque propuesto
De igual forma y como se menciona en la sección (7.3) existen por lo menos tres formas
de hacer que la distancia de Mahalanobis entre las distribuciones subyacentes generadas
por los HMM sea máxima. Los resultados que se muestran a continuación son las
pruebas realizadas sobre cada uno se estos esquemas, maximizar la distancia entre
medias, minimizar el promedio de la varianza y maximizar la distancia de Mahalanobis
directamente.
En la figura (9.6), se muestran dos gráficas, al lado izquierdo se tiene la optimización de
la distancia entre medias de las distribuciones, al lado derecho se nota que efectivamente
es una de las formas de hacer que la distancia de Mahalanobis se maximice.
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Figura 9.6: Optimización distancia entre medias
En la figura (9.7), se muestra la optimización del promedio de varianzas al lado izquier-
do, al lado derecho se muestra que optimizar el promedio de las varianzas no nece-
sariamente este relacionado a maximizar la distancia de Mahalanobis. Esto se puede
explicar al tener en cuenta que la distancia de Mahalanobis depende de dos parámet-
ros, media y varianza, y optimizar una función que esta relacionada únicamente con la
varianza puede estar afectando el comportamiento de la distancia entre las medias de
las distribuciones.
En la figura (9.8), se muestra la optimización de la distancia de Mahalanobis direc-
tamente al lado izquierdo, al lado derecho se puede ver la evolución del area de la
curva ROC en la medida que se maximiza la función objetivo, además se nota que el
incremento del ABC en el conjunto de validación mantiene una tendencia creciente y
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Figura 9.7: Optimización promedio de varianzas
comprobando el supuesto del cual se parte, el cual es que al maximizar una distancia
entre distribuciones se logra indirectamente mejorar una medida de desempeño como
lo es el area de la curva ROC.
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Figura 9.8: Optimización distancia de Mahalanobis
Finalmente se realiza una comparación entre los tres enfoques presentados evaluando
precisión, area bajo la curva ROC y el tiempo que se requiere realizar una iteración
para actualizar el modelo.
Criterio de Entrenamiento Precisión ABC Tiempo (s)
MDM 97.19±1.79 0.9802±0.015 16.9
MPV 95.59±2.9 0.9688±0.024 21.7
DMHL 97.06±1.6 0.9821±0.020 21.3
Tabla 9.6: Comparación enfoque propuesto
En la tabla (9.6) las abreviaturas MDM, MPV y DHML corresponden a Maxima Dis-
tancia entre Medias , Mínimo Promedio de Varianzas y Distancia de Mahalanobis
respectivamente. En la tabla se puede notar que un esquema óptimo tanto por tiempo
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como por rendimiento se puede tener al emplear como función objetivo la distancia
entre medias, sin embargo se nota que en general los tres esquemas muestran un de-
sempeño aceptable y muy superior al que se alcanza con el criterio de entrenamiento
estándar y superando incluso el criterio MCE.
Comparación sobre esquemas Continuos
Teniendo En cuenta los resultados anteriores, y seleccionando la mejor arquitectura
de MLE, el mejor esquema de MCE, el enfoque propuesto (con sus tres variantes),
el criterio MMI y MFoM, se realiza una comparación entre los diferentes criterios de
entrenamiento que se han descrito en las secciones (4.2, 4.3 y 7.3).
Criterio de Entrenamiento Matriz de
Entrenamiento ABC Precisión confusión
MLE 0.9604±0.029 94.65±1.90 98.55|15.34
1.450|84.65
MMI 0.9690±0.025 95.85±1.95 99.65|16.47
0.349|83.52
MCE 0.9701±0.020 96.39±1.4 99.12|13.63
0.880|86.36
MFoM 0.9700±0.023 96.24±1.66 99.35|13.88
0.641|86.11
MDM 0.9802±0.015 97.32±1.79 99.82|10.79
0.177|89.20
MPV 0.9708±0.025 96.25±2.0 99.65|14.77
0.349|85.22
DMHL 0.9832±0.019 97.59±0.74 99.30|7.954
0.699|92.04
Tabla 9.7: Comparación criterios de entrenamiento
En la tabla (9.7) se muestran los resultados obtenidos, donde se observa que en general
todas las técnicas de entrenamiento discriminativo superan la técnica de entrenamiento
generativo y adicionalmente que la técnica de entrenamiento propuesta, basada en opti-
mizar directamente la distancia de Mahalanobis es superior a todas las demás técnicas,
mostrando que el ABC y la precisión son los más grandes y una clara superioridad en
cuanto a capacidad de generalización.
Además de las cifras mostradas los resultados se complementan con la figura (9.9), donde
se muestra las curvas ROC de cada uno de los criterios de entrenamiento que se han
tenido en cuenta. Se puede notar la clara diferencia entre los criterios de entrenamiento
discriminativo y el criterio de entrenamiento estándar. Otro aspecto a resaltar es el
hecho que las alternativas propuestas como entrenamiento presentan un rendimiento al
mismo nivel o incluso superior a los criterios de entrenamiento de los cuales se tienen
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Figura 9.9: Curva ROC para cada uno de los criterios de entrenamiento - BD1.
como referencia (MCE, MMI, MFoM), donde se nota mayor diferencia es en el criterio
que optimiza directamente la distancia de Mahalanobis. Además se muestra que el
criterio MFoM es una muy buena alternativa para ser empleado como estrategia de
entrenamiento de un sistema de clasificación, este es un criterio que fue propuesto para
la clasificación de texto, pero muestra un buen comportamiento en la detección de
patologías, una de las ventajas que tiene sobre los criterios MCE o MMI es que alcanza
convergencia en muy pocas iteraciones, entre 3 y 5 se necesitaron para alcanzar los
resultados que se presentan.
En este punto se ha logrado mejorar de forma significativa el desempeño de un sistema
de clasificación, sin embargo es posible reducir la complejidad del modelo, reduciendo el
número de parámetros que es necesario estimar, al reducir el numero de características
a un conjunto de una dimensión mucho menor que la original, pero que mantenga la
información relevante para el proceso de clasificación. Por lo tanto se hace necesario
realizar un análisis extensivo para analizar la pertinencia de incluir en el diseño del
sistema de clasificación una etapa de selección y/o extracción de características.
9.1.3. Selección de características
El siguiente paso en el desarrollo de la metodología es determinar el conjunto de vari-
ables que hacen un aporte significativo al proceso de clasificación, para este fin se emplea
la técnica descrita en la sección (6.1), este proceso permite asignarle un peso relativo a
cada una de las variables, la figura (9.10) muestra los pesos resultantes de cada uno de
los parámetros considerados en el vector de características.
Una vez generados los pesos la pregunta es como emplearlos en la selección de un
conjunto de variables representativas y de una dimensión reducida. Como se describe en
la sección (7.1) es posible tener en cuenta varias estrategias para realizar esta selección, y
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Figura 9.10: Pesos asignados a cada una de las características en la base de datos BD1.
los problemas que se pueden presentar al emplear una en particular. Sin embargo, antes
de presentar una estrategia consistente para la selección de características se realizan
una serie de pruebas con un modelo discreto simple, entrenado con el criterio estándar
(MLE).
Los primeros experimentos se realizan mediante un entrenamiento incremental tomando
los pesos de tres formas diferentes. Inicialmente el entrenamiento se realiza incremen-
tando el espacio sin tener en cuenta el peso de las características, es decir, en orden
aleatorio los resultados se pueden ver en la figura (9.11) donde se muestra que es posi-
ble alcanzar un rendimiento aceptable con un conjunto de características reducido, sin
embargo este conjunto puede verse afectado por características que desmejoran la rep-
resentación y por lo tanto el desempeño del sistema de clasificación. El valor k en la
gráfica indica el tamaño del libro de códigos empleado.
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Figura 9.11: Entrenamiento incremental, pesos en orden aleatorio
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En la medida en que se agregan características se nota que el rendimiento no es uniforme
y no tiene una tendencia definida, es decir, en algunos casos tiende a aumentar y si se
añade otra característica tiende a disminuir, de esta forma no se puede concluir que
parámetros de entrenamiento son los más adecuados aunque se tiene mayor eficiencia
cuando se usan 128 centroides para el libro de códigos. La explicación a este fenómeno
puede estar en que la adición de nuevas características sin un aporte significativo de
relevancia puede empeorar el rendimiento de los algoritmos de estimación de parámetros
para los modelos de HMM
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Figura 9.12: Entrenamiento incremental, pesos en orden ascendente
En la figura (9.12) se muestran los experimentos que se realizan incrementando el
espacio teniendo en cuenta los pesos que se muestran en la figura (9.10) de forma
ascendente. Se nota que existe una tendencia ascendente en la tasa de rendimiento del
sistema de clasificación. Sin embargo, un rendimiento aceptable es alcanzado cuando se
tiene prácticamente el espacio de características completo, particularmente se alcanza
un rendimiento del 90% con 45 características independientemente del tamaño del libro
de códigos. aun si la tendencia es ascendente el resultado obtenido no es óptimo, lo cual
se hace evidente al analizar los resultados en orden aleatorio donde se muestra que
un rendimiento similar se alcanza con 16 características. Se debe resaltar la forma que
toma la curva una vez se empiezan a agregar las características que tienen un peso
relativo significativamente mayor, donde se nota que estas características imponen una
dinámica propia sin importar el punto al cual hayan llegado las primeras 32.
Los resultados mas interesantes se presentan cuando el espacio de características se
incrementa teniendo en cuenta los pesos de las características en orden descendente,
es decir, se añaden primero las características con una mayor importancia y progresi-
vamente se añaden las que tienen menos peso, los resultados se muestran en la figura
(9.13), como se observa con muy pocas características se alcanza el mejor rendimiento
para todos los casos de análisis, alrededor del 92%; aunque al agregar características
adicionales el rendimiento tienda a disminuir. Esto muestra que es posible alcanzar
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Figura 9.13: Entrenamiento incremental, pesos en orden descendente
rendimientos bastante aceptables con un conjunto de características muy reducido y no
es necesario emplear el conjunto completo características.
En la tabla (9.8) se resume las pruebas realizadas con HMM discretos, variando el
número de estados y el tamaño del libro de códigos, teniendo en cuenta los pesos de las
variables en orden descendente. Cuando el tamaño del libro de códigos es 64, el aspecto a
resaltar es la poca diferencia que hay empleando el conjunto completo de características
y un conjunto reducido, incluso aunque los mejores resultados se alcanzan en algunos
caso con 18 o 25 características, la diferencia con relación al rendimiento alcanzado con
13 características es mínima.
Número de estados
CB 3 5 10
Precisión NC Precisión NC Precisión NC
92.1 ± 3.0 13 91.8 ± 2.6 13 91.5 ± 2.9 13
64 92.6 ± 3.8 25 92.4 ± 3.7 25 92.1 ± 3.5 18
91.5 ± 2.7 48 91.1 ± 2.8 48 90.9 ± 3.0 48
92.1 ± 3.7 13 92.1 ± 3.5 13 91.8 ± 3.4 13
128 89.3 ± 2.4 25 89.2 ± 2.2 25 89.1 ± 4.0 18
90.0 ± 4.0 48 90.0 ± 4.0 48 89.9 ± 3.5 48
Tabla 9.8: Resultados HMM discreto - orden descendente
Una prueba similar se realiza empleando HMM con densidades de observación continuas,
variando el número de estados y el número de mezclas por estado. En la figura (9.14)
se muestran los resultados cuando se emplean un HMM con 5 estados, para dos valores
diferentes de gaussianas por estado, se nota un comportamiento similar al caso discreto,
pero alcanzando rendimiento ligeramente mayores. En este caso se realizan las pruebas
sólo hasta las 32 características con mayor relevancia.
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Figura 9.14: Entrenamiento incremental, pesos en orden descendente, caso continuo
En la tabla (9.9) se muestran los mejores resultados para el caso continuo. De nuevo el
aspecto a resaltar es que el rendimiento máximo se puede alcanzar con un conjunto de
características reducido, y adicionalmente incrementar la complejidad del modelo no es
necesario ya que los mejores resultados se obtienen con una arquitectura relativamente
simple, y con un mínimo de parámetros, tanto para el caso discreto como para el caso
continuo.
Número de estados
NG 3 5 10
Precisión NC Precisión NC Precisión NC
2 94.2 ± 3.4 21 94.2 ± 2.8 18 91.0 ± 4.3 26
3 92.9 ± 1.8 14 92.1 ± 3.8 13 88.1 ± 2.8 11
4 92.5 ± 1.8 10 90.9 ± 3.5 9 89.3 ± 3.0 8
Tabla 9.9: Resultados HMM continuo - orden descendente
Es claro que realizar este proceso para determinar el conjunto de variables óptimo es un
proceso computacionalmente muy costoso, y que representa realizar una serie de pruebas
extensivas que demandan una gran cantidad de tiempo. Si bien hasta este punto los
resultados muestran claramente la forma como se puede emplear la técnica descrita
en la sección (6.1) para la selección de características, se hace necesario emplear una
estrategia de selección menos costosa y que mantenga relación con el rendimiento que
presenta el sistema. Para este fin se emplea la técnica descrita en la sección (6.2.1) bien
sobre las componentes principales generadas en la etapa anterior o sobre las variables
originales, realizando la medida J de forma incremental teniendo en cuenta los pesos
en orden descendente, esto claramente demanda mucho menos tiempo y recursos de
cómputo que realizar el entrenamiento del sistema de forma incremental.
La figura (9.15) muestra los resultados y se nota claramente la relación que existe entre
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Figura 9.15: Medida de separabilidad entre clases - DB1
la medida de separabilidad y el rendimiento que se muestra en la figura (9.13), la estrate-
gia de selección que se propone es emplear la medida de separabilidad para seleccionar
el conjunto de variables, esto se puede hacer empleando las componentes principales
sobre las que se han proyectado los datos originales (figura 9.15(a)) sin embargo se
puede notar que en el punto donde se presenta el máximo hay mucha variabilidad, y
esto puede verse reflejado en el sistema de clasificación. Por otro lado la medida J sobre
las variables originales muestra un mejor comportamiento, tiene menos variabilidad,
pero el valor máximo se presenta cuando se tiene el conjunto completo (figura 9.15(b)),
sin embargo analizando la gráfica se observa que a partir de un conjunto de 19 carac-
terísticas el valor de J crece a una velocidad mucho menor. Por lo tanto se propone
como estrategia de selección de características, tomar un conjunto de las k variables
con mayor relevancia y para el cual se cumpla que Jk < ε ·max(J) con 0 < ε < 1 y
1 ≤ k ≤ 48, donde J es medido sobre las variables originales. Para el caso particular
de esta base de datos se toma ε = 0,99.
Resultados de la inclusión de la etapa de selección y/o extracción de car-
acterísticas
En esta etapa se emplean las siglas que corresponden a MLE - Estimación de Máxima
Verosimilitud, MMI - Máxima Información Mutua, MCE - Mínimo Error de Clasifi-
cación (correspondiente al esquema MCE4),MFoM - Maximal Figure of Merit training,
y las tres variantes del enfoque propuesto, MDM - Máxima Distancia entre Medias,
MPV - Mínimo Promedio de Varianzas, y finalmente DMHL - que corresponde a la
optimización de la Distancia de Mahalanobis.
En la tabla (9.10) se presentan los resultados de aplicar la metodología propuesta para
selección de características. Con relación a esta técnica hay varios aspectos que se
deben resaltar, uno de ellos es que el sistema entrenado con el criterio MLE presen-
ta un incremento significativo en el desempeño, poniéndose al nivel de los criterios de
entrenamiento discriminativo clásicos, incluso superándolos aunque por un rango muy
pequeño. Por otro lado se observa que dos de las variantes del enfoque propuesto se
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Criterio de Entrenamiento Matriz de
Entrenamiento ABC Precisión confusión
MLE 0.9758±0.018 96.64±1.33 99.30|11.93
0.699|88.06
MMI 0.9760±0.017 96,25±1.65 99.65|14.77
0.349|85.22
MCE 0.9759±0.020 95.98±2.46 99.99|17.04
0.010|82.95
MFoM 0.9675±0.024 95.85±1.95 99.65|16.47
0.349|83.52
MDM 0.9927±0.011 97.99±1.35 99.30|6.250
0.699|93.75
MPV 0.9614±0.021 95.32±1.95 99.65|18.75
0.349|81.25
DMHL 0.9772±0.025 97.32±1.58 99.82|10.79
0.174|89.20
Tabla 9.10: Comparación criterios de entrenamiento - Selección de características
mantienen por encima del rendimiento de todos los criterios de entrenamiento, siendo
MDM la variante que presenta mejores resultados tanto en el ABC como en la precisión,
en su orden le sigue DMHL que con relación al los resultados que presenta cuando se
emplea el conjunto de características completo, tiene un leve caída en el rendimiento,
también se debe anotar que basados en el area de la curva ROC, una de las variantes del
enfoque propuesto (promedio de varianzas - MPV) presenta el desempeño más pobre
de todos los métodos que se tienen en consideración. Los resultados de la tabla los com-
plementa la figura (9.16(a)), donde se muestra de forma mas evidente la superioridad
del criterio DMHL, presentando la curva con mayor área.
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Figura 9.16: Curva Roc - Selección Extracción de Características DB1
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Adicional a esta técnica, antes de entrenar el sistema de clasificación se puede emplear
una etapa de extracción de características, para así de esta forma garantizar que el espa-
cio en características no solo contiene la información relevante para realizar el proceso
de clasificación, si no que también esta representado en un espacio con una dimensión
mucho menor a la original donde la separabilidad entre clases e información se conser-
ven. En esta etapa se emplea una matriz de transformación que se estima mediante la
técnica LDA descrita en la sección (6.2.2)
En la tabla (9.11) se muestran los resultados obtenidos al emplear después estrategia de
selección de características una matriz de transformación estimada mediante LDA, esta
técnica proyecta las variables originales a un nuevo espacio mediante una combinación
lineal. Los resultados muestran que el criterio MLE presenta de nuevo un rendimien-
to similar o superior a los criterios de entrenamiento discriminativo convencionales,
sin embargo en este caso las tres variantes del enfoque propuesto presentan un mejor
rendimiento a los demás criterios, siendo DMHL el que presenta los mejores indicadores,
tanto en precisión como en el área de la curva ROC. Además se debe anotar que el cri-
terio MCE presenta el rendimiento mas pobre entre las técnicas que se están teniendo
en cuenta, lo cual se puede notar mejor en la figura (9.16).
Criterio de Entrenamiento Matriz de
Entrenamiento ABC Precisión confusión
MLE 0.9795±0.024 97.72±2.01 98.64|5.110
1.398|94.88
MMI 0.9775±0.031 97.59±2.39 99.47|8.522
0.524|91.47
MCE 0.9658±0.029 96.39±2.89 99.65|14.20
0.349|85.79
MFoM 0.9674±0.032 97.05±2.07 99.65|11.36
0.349|88.63
MDM 0.9844±0.023 97.86±1.37 98.95|5.681
1.049|94.31
MPV 0.9792±0.031 98.52±1.61 99.99|6.250
0.010|93.75
DMHL 0.9880±0.023 98.79±1.44 99.99|5.113
0.010|94.88
Tabla 9.11: Comparación criterios de entrenamiento - Selección mas Extracción de car-
acterísticas
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9.2. Resultados sobre la base de datos DB2
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Figura 9.17: Resultados estimación de parámetros DB2
Los resultados que se presentan a continuación corresponde a la base de datos DB2. En
este caso se realiza una comparación únicamente sobre esquemas continuos, y empleando
los mismos criterios de entrenamiento con los cuales se realizan las comparaciones en el
desarrollo de cada una de las etapas de la metodología.
El paso inicial es la estimación de características dinámicas partir de los archivos de
audio, En la figura (9.17) se muestra el resultado de estimación de características para
la base de datos DB2 de un registro normal y un registro patológico.
Inicialmente los experimentos se realizan con el conjunto completo de características,
variando el número de estados y el número de gaussianas por estado, los resultados
se muestran en la tabla (9.12). Se nota que la diferencia entre las configuraciones que
se han tenido en cuenta no es significativa, además se presenta intersección entre los
intervalos de confianza, pese a este hecho, y basado únicamente en la tasa de acierto se
puede decir que una arquitectura adecuada para esta tarea es un modelo con 3 estados
y 3 gaussianas por estado.
Número de estados
NG 2 3 5 10
Precisión Precisión Precisión Precisión
2 76.85 ± 3.98 77.81 ± 3.92 77.47 ± 3.47 76.03 ± 3.70
3 77.68 ± 4.16 78.44 ± 2.29 76.58 ± 2.66 76.92 ± 2.38
4 77.34 ± 3.75 76.41 ± 2.93 77.89 ± 2.50 74.72 ± 2.86
Tabla 9.12: Resultados HMM continuo (MLE) - DB2
Para realizar la comparación con los criterios de entrenamiento discriminativo es nece-
sario incluir la etapa de selección de características, esto debido a que aun haciendo
normalización estadística hay variables con las que no se puede trabajar adecuada-
mente y que generan problemas en la estimación. Lo anterior debido a que para los
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criterios discriminativos en lugar de emplear la probabilidad de todas las posibles se-
cuencias de estados se emplea la probabilidad del camino de Viterbi y como esta es una
aproximación se presentan problemas de orden numérico. Experimentalmente se com-
probó que para esta base de datos las variables que generan problemas corresponden
a las que tienen menor relevancia y además no hacen un aporte significativo al proce-
so de clasificación. Teniendo en cuenta estos inconvenientes y para evitar el problema
mencionado se debe aplicar la etapa de selección de características, y para este fin se
inicia calculando los pesos a cada una de las variables, el resultado se muestra en la
figura (9.18(a)).
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Figura 9.18: Selección de características - DB2
El siguiente paso es ordenar las características de acuerdo a sus pesos de forma de-
scendente. Teniendo esto se debe realizar la medida de separabilidad sobre las variables
originales incrementando la dimensión del espacio gradualmente de acuerdo al orden
generado anteriormente con los pesos asignados a cada una de las características, los
resultados se observan en la figura (9.18(b)). Para la selección de las variables más rele-
vantes se toma el conjunto de las k variables con el mayor peso, conjunto para el cual se
debe cumplir que Jk < ε ·max(J) con ε = 0,98, se toma este valor para evitar tener en
cuenta variables que generen problemas en la estimación, en total se seleccionan entre
15 y 18 variables.
Número de estados
NG 2 3 5 10
Precisión Precisión Precisión Precisión
2 75.13 ± 3.36 74.17 ± 3.77 74.79 ± 3.33 71.96 ± 4.23
3 73.62 ± 2.85 76.37 ± 2.43 75.88 ± 2.15 74.51 ± 2.88
4 74.79 ± 3.03 76.03 ± 2.15 75.27 ± 1.48 73.89 ± 5.20
Tabla 9.13: Resultados HMM continuo (MLE) selección de características- DB2
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Después de la selección de características se realiza de nuevo una prueba para determi-
nar la arquitectura mas adecuada del modelo de Markov y analizar el efecto que genera
la reducción del espacio de características en el desempeño del sistema de clasificación,
puesto que en este caso no se realizan todas las pruebas que se realizaron para la base
de datos DB1. El experimento se realiza variando el número de estados y el número de
gaussianas por estado de forma similar a cuando se tiene el conjunto de características
completo, pero en este caso tomando un conjunto de variables seleccionado a partir
de la regla enunciada anteriormente. Los resultados se presentan en la tabla (9.13),
donde se nota que hay una caída en los porcentajes de acierto, pero de forma general
se mantienen en el mismo rango, y se presenta de nuevo el mejor resultado cuando se
tiene un modelo con 3 estados y 3 gaussianas por estado. El aspecto a resaltar es que se
mantiene el comportamiento que se observaba con la base de datos DB1, manteniéndose
el desempeño del sistema en un rango muy cercano al que se alcanza con el conjunto de
características completo, y con una arquitectura relativamente simple. Esto demuestra
que la estrategia de selección es consistente a pesar del hecho que en esta base de datos
la precisión es mucho más baja a la que se alcanza con la base de datos DB1.
Comparación de los criterios de entrenamiento sobre esquemas continuos
con una etapa de selección de características
Tomando como base los resultados que se obtienen en la etapa anterior, el siguiente paso
es realizar la evaluación comparativa entre los diferentes criterios de entrenamiento. Para
todos los casos se toma un HMM con 3 estados y 3 gaussianas por estado. En la tabla
(9.14) se muestran los resultados donde se presentan como medidas de comparación la
precisión, el area bajo la curva ROC (ABC) y la matriz de confusión.
En la tabla se nota que la pérdida que se tiene en el desempeño al agregar la etapa
de selección de características cuando se entrena el sistema mediante MLE, se supera
nuevamente con cualquiera de las técnicas de entrenamiento discriminativo (a excepción
de la técnica MPV). Una vez más el criterio MFoM se muestra como una alternativa
que vale la pena tener en cuenta ya que presenta una eficiencia al mismo nivel de los
criterios de entrenamiento MMI y MCE, los cuales superan dos de las variantes del
enfoque propuesto. Finalmente el criterio DMHL presenta el mejor desempeño entre
todos los criterios que se tienen en consideración, mostrando el ABC y precisión más
altos, además estas diferencias se notan también en la matriz de confusión al tener
una mayor capacidad de detección de la clase patológica que los demás criterios. Estos
resultados se complementan con la figura (9.19), donde se nota la superioridad del
criterio DMHL, manteniéndose entre las variantes del enfoque propuesto como el criterio
que presenta mejores resultados.
Comparación de los criterios de entrenamiento sobre esquemas continuos
con una etapa de selección-extracción de características
A continuación se presentan los resultados que se obtienen al agregar además de una
etapa de selección, una etapa de extracción de características, de igual forma que para
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Criterio de Entrenamiento Matriz de
Entrenamiento ABC Precisión confusión
MLE 0.8132±0.028 76.37±2.43 81.06|29.24
18.93|70.75
MMI 0.8467±0.022 79.40±2.08 81.06|22.08
18.93|77.42
MCE 0.8475±0.027 79.47±2.58 83.96|25.90
16.03|74.09
MFoM 0.8420±0.023 78.44±2.44 82.70|26.66
17.29|73.33
MDM 0.8348±0.047 78.16±3.78 85.35|30.45
14.64|69.54
MPV 0.8159±0.048 76.58±4.16 79.16|26.51
20.83|73.48
DMHL 0.8517±0.037 80.57±2.90 86.86|26.96
13.13|73.03
Tabla 9.14: Comparación criterios de entrenamiento - Selección de características DB2
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Figura 9.19: Curvas ROC, Selección de características - DB2
la base de datos DB1 la extracción se realiza mediante una matriz de transformación
estimada a partir de LDA.
En este caso y a diferencia de lo que se observó en la base de datos DB1, agregar una
etapa de extracción de características no hace ningún aporte con relación al desempeño
del sistema de clasificación. Por el contrario tiende desmejorar los avances que se tenían
hasta la etapa de selección, pero no representa una pérdida significativa. Además dos
de las variantes del enfoque propuesto (MDM y DMHL) son los criterios que presentan
un mayor ABC, siendo muy similar al que se tenía en la etapa anterior para DMHL y
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Criterio de Entrenamiento Matriz de
Entrenamiento ABC Precisión confusión
MLE 0.8124±0.035 75.68±3.64 87.50|38.48
12.50|61.51
MMI 0.8305±0.039 76.85±3.67 87.37|35.75
12.62|64.24
MCE 0.8452±0.030 78.03±2.60 84.09|29.24
15.90|70.75
MFoM 0.8470±0.033 78.44±3.18 82.70|26.66
17.29|73.33
MDM 0.8506±0.030 78.09±3.03 82.70|27.42
17.29|72.57
MPV 0.8296±0.032 77.54±2.75 84.59|30.90
15.40|69.09
DMHL 0.8517±0.025 78.56±2.05 87.50|32.16
12.50|67.83
Tabla 9.15: Comparación criterios de entrenamiento - Selección-Extracción de carac-
terísticas
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Figura 9.20: Curvas ROC, Selección-Extracción de características - DB2
superior para MDM. Esto sin embargo no se refleja en la precisión debido a que esta
es una medida que se realiza sobre un punto en particular de la curva ROC, y por lo
tanto no representa un medida global del desempeño del sistema.
De acuerdo a los resultados se puede decir que el aporte significativo que se hace al
agregar una etapa de selección-extracción es la reducción de la complejidad del modelo,
puesto que en este caso el número de parámetros que se deben estimar para las mezclas
de gaussianas es significativamente menor, al proyectar los datos a una sola variable los
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vectores de medias o matrices de covarianzas pasan a ser un único parámetro, bien una
media o una varianza por gaussiana. Esto cobra importancia al comparar los resultados
de la tabla (9.15) con los de la tabla (9.12), donde se observa que los criterios MCE,
MFoM, MDM y DMHL presentan un mayor rendimiento al que se alcanza cuando
se emplea el conjunto de características completo entrenando el sistema mediante el
criterio MLE. Los resultados anteriores se complementan con la figura (9.20), donde
se muestran las curvas ROC para cada uno de los criterios de entrenamiento. Es claro
que la diferencia entre los que tienen el mejor rendimiento es mínima, incluso no se
puede establecer un criterio que tenga una marcada superioridad sobre los demás, lo
que sí se puede notar es que el criterio MMI es el que más se afecta al emplear la
matriz de transformación, quedando entre los criterios de entrenamiento discriminativo
únicamente por encima del criterio MPV. También es claro que el criterio MLE en
ninguna de las etapas presenta una mejora en el desempeño, como si ocurría en la base
de datos DB1.
Capítulo 10
Discusión y Conclusiones
Este trabajo presenta una metodología para la estimación de parámetros en un sis-
tema de clasificación patrones basado en un criterio de entrenamiento discriminativo.
Se realiza una evaluación exhaustiva de los esquemas implementados empleando difer-
entes indicadores de desempeño. Como resultado se tiene que la metodología propuesta
mejora el rendimiento de un sistema de detección de patologías en señales de voz.
Se mejora el desempeño de clasificación del método básico de entrenamiento MLE,
mediante el uso de un criterio de entrenamiento discriminativo, para el cual se sugiere
el empleo de una función de costo que relaciona indirectamente el área que encierre una
curva de desempeño. En particular se propone la curva ROC, con una distancia entre
modelos de clases.
La función de costo empleada es la distancia de Mahalanobis, para su optimización
se implementan tres variantes, Mostrando de forma satisfactoria la estrecha relación
que existe entre la medida de distancia empleada y el área de la curva ROC. Las
pruebas realizadas presentan como resultado un desempeño satisfactorio empleando
una arquitectura HMM relativamente simple. La metodología fue probada en dos bases
de datos.
Con relación a la base de datos DB1, los resultados muestran que cuando se emplea
el conjunto de características completo se logra incrementar el desempeño del sistema
de clasificación, mejorando no sólo el desempeño del método de entrenamiento estándar,
sino también, los otros criterios de entrenamiento discriminativo que se tienen en cuenta.
Complementando La metodología basada en PCA para reducir el número de car-
acterísticas dinámicas mediante el uso de una medida de separabilidad, y aplicado en
identificación de patologías de voz, demostró que puede ser de gran utilidad tenien-
do en cuenta los resultados de los experimentos realizados. Como resultado se obtiene
un desempeño satisfactorio cuando se emplea un conjunto de características consider-
ablemente reducido. Esto confirma que para mejorar el desempeño de un sistema de
detección de patologías de voz se debe empezar por encontrar un buen conjunto de
características (las de mayor relevancia) en lugar de incrementar la complejidad del
modelo que se emplea, lo que permite que la etapa de entrenamiento sea más eficiente.
Del entrenamiento incremental es posible notar que si el conjunto de características
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inicial no es adecuado, el sistema de clasificación no puede discriminar correctamente y
esto se refleja en el desempeño, incluso si después se agregan características que hacen
un aporte significativo al sistema. Si los pesos que se le asigna a cada una de las variables
después del análisis de relevancia son tenidos en cuenta de forma ascendente, se presenta
una tendencia igualmente ascendente en el desempeño del sistema, pero si se emplea el
conjunto completo de características el rendimiento alcanzado no es el máximo posible.
Caso contrario, si se emplea un conjunto inicial apropiado, es decir, se emplean los pesos
de forma descendente, se observa un rápido aumento en el desempeño del sistema de
clasificación en la medida que se agregan las características, alcanzando un rendimiento
aceptable con un conjunto de características reducido.
El criterio de entrenamiento estándar puede mejorar significativamente el desem-
peño de un sistema de clasificación siempre y cuando el conjunto de variables repre-
senten de forma adecuada el proceso objeto de estudio. Se nota que agregar etapas en
la metodología hace que la capacidad del sistema entrenado mediante MLE mejore,
poniéndose al nivel de los criterios de entrenamiento discriminativo.
Con relación a los resultados que se obtienen con la base de datos DB2, a pesar del
hecho que el bajo rendimiento que se alcanza no es comparable con el de la base de
datos DB1, se encuentra que la metodología de reducción de espacios de entrenamiento
mediante la selección de características con mayor relevancia es consistente, reduciendo
la dimensión del espacio de entrenamiento sin afectar el desempeño del sistema de
clasificación.
El bajo desempeño que se obtiene con la base de datos DB2 puede explicarse al tener
en cuenta que esta base de datos tiene un gran número de patologías, y en muchos no
esta claro el tipo de patología que se presenta, por lo tanto la variabilidad en la clase
es alto, y las características evaluadas no son suficientes o adecuadas para modelar y/o
describir el fenómeno que se esta presentando.
Se hace evidente la poca capacidad de generalización que tiene un sistema de clasi-
ficación cuyos parámetros se ajustan mediante Estimación de Maxima Verosimilitud
(MLE), mostrando que todas las etapas que se agregan al esquema general no repre-
sentan ninguna ventaja. Por otro lado se encuentra que los criterios de entrenamiento
discriminativo explotan de forma más eficiente la información disponible en los datos.
El criterio de entrenamiento DMHL presenta una menor variación y se mantiene
con una clara superioridad sobre los demás criterios en la medida que se agregan las
dos nuevas etapas al sistema. Demuestra ser robusto y con gran capacidad de gener-
alización, además es el criterio que emplea de forma mas eficiente la información que
contienen las variables. Esto se puede notar al analizar el promedio del area de la curva
ROC, aunque las otras medidas que se están teniendo en cuenta cambian, pero como
se dijo anteriormente la curva ROC representa de forma mas general el desempeño
de un sistema de clasificación al evaluar todos el rango de umbrales de decisión y no
concentrarse solo en un punto.
Si sólo se analiza la precisión como medida de desempeño, se puede decir que agre-
gar una etapa de extracción de características no representa ganancia alguna, por el
contrario los criterios que en la etapa anterior habían presentado los porcentajes de
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acierto más altos, se ven afectados al agregar la etapa de extracción. Sin embargo se
debe resaltar que empleando las etapas de selección más extracción de características
los criterios de entrenamiento que presentan los mejores resultados (entre los que se
encuentra una de las variantes del enfoque propuesto DMHL) en ningún caso están por
debajo del criterio de entrenamiento estándar cuando se emplea el conjunto de carac-
terísticas completo, lo cual representa una ganancia al reducir de forma significativa la
complejidad del modelo sin afectar el rendimiento.
La estructura General del sistema de clasificación cuando se realizan las pruebas
con la base de datos DB1, incluyendo una etapa de selección y extracción de carac-
terísticas, y empleando como criterio de entrenamiento las tres variantes del enfoque
propuesto, presenta los mejores resultados teniendo en cuenta cualquiera de las medidas
de desempeño evaluadas, superando no sólo el criterio de entrenamiento estándar, sino
también los criterios de entrenamiento discriminativo que se tienen en cuenta para la
comparación. Donde el criterio que presenta el mejor desempeño es el que se basa en la
optimización de la distancia entre las medias de las distribuciones subyacentes.
La estructura general del sistema de clasificación cuando se realizan las pruebas con
la base de datos DB2, incluyendo una etapa de selección de características, presenta
resultados satisfactorios empleando como criterio de entrenamiento la optimización de
la distancia de Mahalanobis directamente. Mostrando los mejores indicadores en las tres
medidas de desempeño que se tienen en cuenta. Si se agrega la etapa de extracción de
características se debe tener en cuenta que la ganancia no radica en un incremento del
desempeño, si no en una reducción de la complejidad del modelo, reduciendo el número
de parámetros a ser estimados.
10.1. Trabajo Futuro
Se debe extender el análisis a la detección de patologías en otro tipo de señales
de origen biológico, teniendo en cuenta los aspectos y restricciones a considerar y las
técnicas ya desarrolladas en el grupo de investigación.
Considerando que el algoritmo de gradiente descendente no garantiza la convergen-
cia a un mínimo global de la función de pérdida, y la convergencia es muy lenta. Se
debe abordar el problema de construir la metodología en la cual se exploren diferentes
algoritmos de optimización.
Extender la técnica de extracción dinámica de características desarrollada para MCE
en [61] a otros criterios de entrenamiento discriminativo.
Parte IV
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Apéndice A
Cálculo de Gradientes
Considere un parámetro Λ(i) que hace parte un modelo λ(i) asociado a la clase
ci, el cual debe ser actualizado de forma iterativa mediante GPD, para esto es nece-
sario realizar una transformación softmax sobre el parámetro Λ(i) → Λ˜(i), es decir,
Λ˜(i) = T (Λ)(i) donde Λ(i) debe mantener ciertas restricciones y Λ˜(i) se conoce como
parámetro no restringido. Luego se debe calcular la derivada con respecto a dicho
parámetro transformado de una función en particular, finalmente se debe actualizar
el parámetro no restringido (sección 5):
Λ˜ (n+ 1) = Λ˜ (n) + ε
∂f (Y;Θ)
∂Λ˜
∣∣∣∣
Θ=Θn
(A.1)
A.1. Derivada de la función objetivo MMI
La función objetivo de MMI esta dada por:
fMMI (Θ;Y ) =
1
R
R∑
r=1
(
logP (ϕnϕrr |c
r )− log
M∑
i=1
P (ϕnϕrr |ci )P (ci)
)
(A.2)
La derivada de la ecuación (A.2) con respecto al parámetro Λ˜ se puede escribir de
la siguiente forma:
∂fMMI
∂Λ˜(i)
=
R∑
r=1
(
∂ logP (ϕnϕrr |c
r )
∂Λ˜(i)
−
∂
∂Λ˜(i)
log
M∑
m=1
P (ϕnϕrr |cm )P (cm)
)
(A.3)
Considere el segundo término de la suma, para una secuencia de observaciones ϕnϕrr
en particular, y teniendo en cuenta que las probabilidades a priori P (cm) son constantes,
se tiene:
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∂
∂Λ˜(i)
log
M∑
m=1
P (ϕnϕrr |cm )P (cm) =
∂
∂Λ˜(i)
log
M∑
m=1
P (ϕnϕrr |cm )
= 1
log
M∑
m=1
P(ϕnϕrr |cm )
M∑
m=1
∂P(ϕnϕrr |cm )
∂Λ˜(i)
(A.4)
El término en la sumatoria sólo es diferente de cero cuando m = i, y teniendo en
cuenta el siguiente desarrollo:
y = f(x)
log(y) = log(f(x))
d
dx
log (y) =
d
dx
log (f(x))
1
y
d
dx
y =
d
dx
log (f(x))
d
dx
y = y
d
dx
log (f(x))
d
dx
f (x) = f (x)
d
dx
log (f(x)) (A.5)
La derivada del segundo término de la suma (ecuación (A.3)), se puede escribir de
la siguiente forma:
∂
∂Λ˜(i)
log
M∑
m=1
P (ϕnϕrr |cm )P (cm) =
P (ϕnϕrr |ci )
log
M∑
m=1
P (ϕnϕrr |cm )
∂
∂Λ˜(i)
logP (ϕnϕrr |ci ) (A.6)
El primer término de la suma en la ecuación (A.3) es diferente de cero sólo cuando
cr = ci, por lo tanto la derivada de la función MMI queda de la siguiente forma:
∂fMMI
∂Λ˜(i)
=
R∑
r=1

δ (r, i) ∂ logP (ϕnϕrr |ci )∂Λ˜(i) − P (ϕ
nϕr
r |ci )
log
M∑
m=1
P (ϕnϕrr |cm )
∂
∂Λ˜(i)
logP (ϕnϕrr |ci )


(A.7)
Donde δ (r, i) esta definido de la siguiente forma:
δ (r, i) =
{
1 cuando cr = ci
0 cuando cr 6= ci
(A.8)
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A.2. Derivada de la función objetivo MCE
La función de pérdida del criterio MCE para una secuencia de observaciones ϕnϕ
está dada por la siguiente expresión:
` (dk (ϕ
nϕ)) =
1
1 + exp (−αdk (ϕnϕ) + β)
(A.9)
Por regla de la cadena:
∂` (dk)
∂Λ˜(k)
=
∂` (dk)
∂dk
∂dk
∂Λ˜(k)
(A.10)
El desarrollo del primer factor de la ecuación (A.10), teniendo en cuenta la definición
(A.9), queda de la siguiente forma:
∂` (dk)
∂dk
=
α exp (−αdk + β)
(1 + α exp (−αdk + β))
2
= α`2 (dk) exp (−αdk + β) (A.11)
Despejando el exponencial de la ecuación (A.9):
exp (−αdk + β) =
1− ` (dk)
` (dk)
(A.12)
Reemplazando la ecuación (A.12) en la ecuación (A.11):
∂` (dk)
∂dk
= α` (dk) (1− ` (dk)) (A.13)
Ahora para completar el procedimiento, se debe realizar la derivada del segundo
factor de la ecuación (A.10), se debe tener en cuenta la definición de la medida dk:
dk (ϕ) = −gk (ϕ;λk) + log

 1M − 1
M∑
j=1
j 6=k
exp [gj (ϕ;λj) η]


1/η
(A.14)
En este caso la derivada del segundo termino de la suma es cero, puesto que los
parámetros que intervienen en dicho termino pertenecen a los modelos de clases difer-
entes a ck:
∂dk (ϕ
nϕ)
∂Λ˜(k)
= −
∂g (ϕnϕ;λk)
∂Λ˜(k)
= −
∂ logP (ϕnϕ |λk )
∂Λ˜(k)
(A.15)
La ecuación (A.10) se puede reescribir de la siguiente forma:
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∂` (dk)
∂Λ˜(k)
= −α` (dk) (1− ` (dk))
∂ logP (ϕnϕ |λk )
∂Λ˜(k)
(A.16)
A.3. Derivada de la distancia de Mahalanobis para
HMM
La distancia de Mahalanobis está definida para el caso multivariado, sin embar-
go para emplearla en HMM se tiene solamente una variable, que es el cociente de
verosimilitudes generadas por los modelos, entonces para este caso se utiliza una expre-
sión simplificada:
D2 =
(µ0 − µ1)
2
S
(A.17)
S se calcula de la siguiente forma:
S =
((n0 − 1)S0 + (n1 − 1)S1)
N
(A.18)
donde n0 es el número de registros de la clase 0, n1 los de la clase 1, N = n0+n1−2,
µi y Si son las medias y varianzas respectivamente, de las distribuciones de cada clase
(i=0,1). definidas como:
µi =
1
ni
ni∑
r=1
sr · δ (r, i) (A.19)
Si =
1
(ni − 1)
ni∑
r=1
(sr − µi)
2 · δ (r, i) (A.20)
donde sr se calcula como:
sr = log (P (ϕ
nϕr
r |λ0 ))− log (P (ϕ
nϕr
r |λ1 )) (A.21)
La derivada de la ecuación (A.17) con respecto al parámetro Λ˜(i), se puede escribir
de la siguiente forma:
∂
∂Λ˜(i)
D2 =
2 (µ0 − µ1)
(
∂
∂Λ˜(i)
µ0 −
∂
∂Λ˜(i)
µ1
)
S − (µ0 − µ1)
2
(
∂
∂Λ˜(i)
S
)
S2
(A.22)
Es necesario calcular ∂/∂Λ˜(i) (µi) y ∂/∂Λ˜(i) (S), para lo cual es necesario tener en
cuenta las definiciones dadas en las ecuaciones (A.18 - A.21). Para el caso particular de
µi se tiene:
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∂
∂Λ˜(i)
µi =
1
ni
ni∑
r=1
∂
∂Λ˜(i)
(sr · δ (r, i))
=
1
ni
ni∑
r=1
∂
∂Λ˜(i)
(logP (ϕnϕrr |λ0 )− logP (ϕ
nϕr
r |λ1 )) · δ (r, i) (A.23)
A.4. Derivada de logP (ϕnϕrr |λi)
En todos los casos anteriores se llega a un punto en común, calcular la deriva con
respecto al parámetro Λ˜(i) de logP (ϕnϕrr |λi )
Para el caso de HMM se puede mostrar experimentalmente que la probabilidad de
la secuencia ϕ dado el modelo λi y la secuencia de estados de Viterbi θ¯, es aproximada-
mente igual a la probabilidad del la secuencia ϕ dado el modelo λi, es decir:
logP (ϕ |λi ) ∼= logP
(
ϕ
∣∣θ¯ , λi) (A.24)
Por lo tanto, y por facilidad matemática se emplea esta aproximación para realizar
el cálculo de las derivadas, además se elimina el índice (i) que indica la clase a la cual
pertenece el parámetro con respecto al cual se desea calcular la derivada. La probabil-
idad de la secuencia ϕ dado el modelo λ y la secuencia de estados θ¯ se puede escribir
de la siguiente forma:
logP
(
ϕnϕ
∣∣θ¯ , λ) = 1
nϕ
(
log pθ¯1 +
nϕ∑
t=2
log piθ¯t−1θt +
nϕ∑
t=1
log bθ¯t (ϕt)
)
(A.25)
El calculo de la secuencia de Viterbi se explica con detalle en la sección (3.1.2)
A.4.1. Derivada con respecto a las probabilidades iniciales
La derivada con respecto a una de los parámetros que conforman el vector de prob-
abilidad inicial de estados, puede escribirse como:
∂
∂p˜θ1 (j)
logP (ϕnϕ |λ) =
∂
∂p˜θ1 (j)
(
1
nϕ
(
log pθ¯1 +
nϕ∑
t=2
log piθ¯t−1θt +
nϕ∑
t=1
log bθ¯t (ϕt)
))
=
∂
∂pθ1 (j)
(
1
nϕ
log pθ¯1
)
=
δ
(
θ¯1, ϑj
)
nϕ
∂
∂p˜θ1 (j)
log pθ1 (j) (A.26)
donde:
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δ
(
θ¯1, ϑj
)
=
{
1 sí θ¯1 = ϑj
0 sí θ¯1 6= ϑj
(A.27)
pθ1 (j) =
exp (p˜θ1 (j))∑
k
exp (p˜θ1 (k))
(A.28)
entonces:
∂
∂p˜θ1 (j)
log pθ1 (j) =
1
pθ1 (j)
∂
∂p˜θ1 (j)

 exp (p˜θ1 (j))nϑ∑
k=1
exp (p˜θ1 (k))

 = 1− pθ1 (j) (A.29)
Finalmente, reemplazando la ecuación (A.29) en (A.26) se tiene:
∂
∂pθ1 (j)
logP (ϕnϕ |λ) =
δ
(
θ¯1, ϑj
)
nϕ
(1− pθ1 (j)) (A.30)
A.4.2. Derivada con respecto a las probabilidades de transición
Considerar una de las probabilidades discretas que conforman la matrizΠ, la deriva-
da de logP (ϕnϕ |λ) con respecto a dicho parámetro transformado puede escribirse co-
mo:
∂
∂p˜iij
logP (ϕnϕ |λ) =
∂
∂p˜iij
(
1
nϕ
(
log pθ¯1 +
nϕ∑
t=2
log piθ¯t−1θt +
nϕ∑
t=1
log bθ¯t (ϕt)
))
=
∂
∂p˜iij
(
1
nϕ
nϕ∑
t=2
log piθ¯t−1θt
)
=
1
nϕ
nϕ∑
t=2
δ
(
θ¯t−1, ϑi
) (
θ¯t, ϑj
) ∂
∂p˜iij
log piij (A.31)
donde δ
(
θ¯t−1, ϑi
) (
θ¯t, ϑj
)
se define como:
δ
(
θ¯t−1, ϑi
) (
θ¯t, ϑj
)
=
{
1 sí θ¯t−1 = ϑi y θ¯t = ϑj
0 en otro caso
(A.32)
teniendo en cuenta que:
piij =
exp (p˜iij)∑
k
exp (p˜iik)
(A.33)
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entonces se tiene:
∂
∂p˜iij
log piij =
1
piij
∂
∂p˜iij

 exp (p˜iij)nϑ∑
k=1
exp (p˜iik)


=
1
piij
(
piij − (piij)
2)
= (1− piij) (A.34)
Finalmente reemplazando la ecuación (A.34) en (A.31) se tiene:
∂
∂p˜iij
logP (ϕnϕ |λ) =
(1− piij)
nϕ
nϕ∑
t=2
δ
(
θ¯t−1, ϑi
) (
θ¯t, ϑj
)
(A.35)
A.4.3. Derivada con respecto a las probabilidades de obser-
vación (caso discreto)
Cuando el caso de estudio son HMM cuyas observaciones están en un conjunto finito
de símbolos, llamado libro de códigos, la matriz B está compuesta por probabilidades
discretas bj(vk), entonces, la derivada con respecto a un parámetro de la matriz B en
particular se puede escribir como:
∂
∂b˜j (vk)
logP (ϕnϕ |λ) =
∂
∂b˜j (vk)
(
1
nϕ
(
log pθ¯1 +
nϕ∑
t=2
log piθ¯t−1θt +
nϕ∑
t=1
log bθ¯t (ϕt)
))
=
∂
∂b˜j (vk)
(
1
nϕ
nϕ∑
t=1
log bθ¯t (ϕt)
)
=
1
nϕ
nϕ∑
t=1
δ
(
θ¯t, ϑj
)
(ϕt, vk)
∂
∂b˜j (vk)
log bj (vk) (A.36)
teniendo en cuenta que:
bj (vk) =
exp
(
b˜j (vk)
)
∑
l
exp
(
b˜j (vl)
) (A.37)
Y realizando un procedimiento similar al caso anterior, se tiene:
∂
∂b˜j (vk)
logP (ϕnϕ |λ) =
(1− bj (vk))
nϕ
nϕ∑
t=1
δ
(
θ¯t, ϑj
)
(ϕt, vk) (A.38)
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A.4.4. Derivada con respecto a las los parámetros de las mezclas
Gaussianas del modelo (caso continuo)
Cuando el caso de estudio son HMM cuyas observaciones sean continuas y se de-
scriben de forma estadística mediante un modelo conformado por funciones continuas
la matriz B esta compuesta por las funciones bj(ϕn), entonces, la derivada se debe hacer
con respecto a cada uno de los parámetros de dichas funciones:
bj(ϕt) =
M∑
l=1
cjlN
[
ϕt,µjl,Σjl
]
(A.39)
Una componente en particular está dada por:
N
[
ϕt,µjl,Σjl
]
=
1√
(2pi)p |Σjl|
exp
(
−
1
2
(
ϕt −µjl
)T
Σ−1jl
(
ϕt −µjl
))
(A.40)
donde µjl y Σjl son el vector de medias y matriz de covarianzas respectivamente de
la componente normal l n el estado j, y cjl es el peso que pondera la componente l del
estado j y M es el numero de componentes Gaussianas. Por facilidad matemática que
la matriz de covarianza Σjl =
[
σ2jlk
]p
k=1
se asume diagonal.
Derivando con respecto a los pesos cjl
La derivada de logP (ϕnϕ |λ) con respecto a los pesos cjl, se puede escribir de la
siguiente forma:
∂
∂c˜jl
logP (ϕnϕ |λ) =
∂
∂c˜jl
(
1
nϕ
(
log pθ¯1 +
nϕ∑
t=2
log piθ¯t−1θt +
nϕ∑
t=1
log bθ¯t (ϕt)
))
=
∂
∂c˜jl
(
1
nϕ
nϕ∑
t=1
log bθ¯t (ϕt)
)
=
(
1
nϕ
nϕ∑
t=1
δ
(
θ¯t, ϑj
) ∂
∂c˜jl
log bj (ϕt)
)
(A.41)
Tomando solo la función logaritmo y teniendo en cuenta la ecuación (A.39), se tiene:
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∂
∂c˜jl
log bj (ϕt) =
N [ϕt, µjl,Σjl]
bj (ϕt)
∂
∂c˜jl
cjl
=
N [ϕt, µjl,Σjl]
bj (ϕt)
∂
∂c˜jl

 exp (c˜jl)M∑
m=1
exp (c˜jm)


=
N [ϕt, µjl,Σjl]
bj (ϕt)
(
cjl − (cjl)
2)
=
cjlN [ϕt, µjl,Σjl]
bj (ϕt)
(1− cjl) (A.42)
Definiendo la variable γj,l(t) de la siguiente forma:
γj,l (t) = δ
(
θ¯t, ϑj
) cjlN [ϕt, µjl,Σjl]
bj (ϕt)
(A.43)
Entonces tomando las ecuaciones (A.42, A.43), la ecuación (A.41) queda de la sigu-
iente forma:
∂
∂c˜jl
logP (ϕnϕ |λ) =
(1− cjl)
nϕ
nϕ∑
t=1
γj,l (t) (A.44)
Derivando con respecto a las medias µjlk
El vector de medias que esta asociado a la componente Gaussiana l del estado j,
tiene p elementos, la derivada de P (ϕnϕ|λ) con respecto la media µ˜jlk k = 1 : p, teniendo
en cuenta la ecuación (A.41) se puede escribir de la siguiente forma:
∂
∂µ˜jlk
logP (ϕnϕ |λ) =
1
nϕ
nϕ∑
t=1
δ
(
θ¯t, ϑj
) ∂
∂µ˜jlk
log bj (ϕt) (A.45)
Tomando solo la función logaritmo:
∂
∂µ˜jlk
log bj (ϕt) =
cjlN
[
ϕt,µjl,Σjl
]
bj (ϕt)
∂
∂µ˜jlk
(
−1
2
(
ϕt −µjl
)T
Σ−1jl
(
ϕt −µjl
))
=
cjlN
[
ϕt,µjl,Σjl
]
bj (ϕt)
(
ϕtk − µjlk
σjlk
)
(A.46)
Finalmente tomando la ecuación (A.46) y reemplazando en (A.45), se tiene:
∂
∂µ˜jlk
logP (ϕnϕ |λ) =
1
nϕ
nϕ∑
t=1
(
γj,l (t)
(
ϕtk − µjlk
σjlk
))
(A.47)
A. CÁLCULO DE GRADIENTES 97
Derivando con respecto a las desviaciones estándar σjlk
De nuevo teniendo en cuenta la ecuación (A.41), la derivada de P (ϕnϕ|λ) con re-
specto a σ˜jlk, se puede escribir de la siguiente forma:
∂
∂σ˜jlk
logP (ϕnϕrr |λ) =
1
nϕ
nϕ∑
t=1
δ
(
θ¯t, ϑj
) ∂
∂σ˜jlk
log bj (ϕt) (A.48)
∂
∂σ˜jlk
log bj (ϕt) =
cjlN
[
ϕt,µjl,Σjl
]
bj (ϕt)
∂
∂σ˜jlk
(
−1
2
(
ϕt −µjl
)T
Σ−1jl
(
ϕt −µjl
))
=
cjlN
[
ϕt,µjl,Σjl
]
bj (ϕt)
((
ϕtk − µjlk
σjlk
)2
− 1
)
(A.49)
Finalmente se tiene:
∂
∂σ˜jlk
logP (ϕnϕ |λ) =
1
nϕ
nϕ∑
t=1
(
γj,l (t)
((
ϕtk − µjlk
σjlk
)2
− 1
))
(A.50)
Apéndice B
Extracción de Características de Voz
B.1. Coeficientes Cepstrum sobre la escala de Fre-
cuencias Mel (MFCC)
Los MFCC se definen como el cepstrum real de una señal de tiempo corto ventaneada
y que ha sido derivada de la FFT de esa señal. Se usa una escala de frecuencia no lineal
para aproximar el comportamiento del sistema auditivo. Los pasos para realizar el
análisis acústico usando MFCC son [64]:
Espectro de Potencia: Se obtiene el espectro de potencia de cada bloque ventane-
ando usando la TDF (transformada discreta de Fourier) y la ecuación:
P (w) = R [S (w)]2 + I [S (w)]2 (B.1)
Banco de filtros en la escala Mel : Se define un banco de filtros con M filtros
(m = 1, 2, . . . ,M) donde m es un filtro triangular dado por
Hm [k] =


0 k < f [m− 1]
2(k−f [m−1])
(f [m+1]−f [m−1])(f [m]−f [m−1])
f [m− 1] 6 k 6 f [m]
2(f [m+1]−k)
(f [m+1]−f [m−1])(f [m+1]−f [m])
f [m] 6 k 6 f [m+ 1]
0 k > f [m+ 1]
(B.2)
Tales filtros calculan el espectro promedio alrededor de cada frecuencia central
con anchos de banda que aumentan progresivamente. Defínase fl y fh como las
frecuencias más baja y más alta del banco de filtros en Hz, Fs la frecuencia de
muestreo en Hz, M el número de filtros y N el tamaño de la FFT. Los puntos
límite f [m] están uniformemente separados en la escala Mel:
f [m] =
(
N
Fs
)
B−1
(
B (fl) +m
B (fh)− B (fl)
M + 1
)
(B.3)
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donde la escala Mel B está dada por B (f) = 1125 ln (1 + f/700) y su inversa por
B−1 (b) = 700 (exp (b/1125)− 1) (B.4)
Cálculo de la energía log : Se calcula la energía log a la salida de cada filtro, en
un intento por simular la relación no lineal entre la intensidad y la intensidad
percibida, que es logarítmica por naturaleza
Y [m] = ln
[
N−1∑
k=0
|Xa [k]|
2Hm [k]
]
0 < m 6M (B.5)
donde Xa [k] es la DFT de la señal de entrada
Coeficientes cepstrum: Los coeficientes cepstrum derivados de la escala Mel se
obtienen a partir de la transformada discreta del coseno de las salidas de los M
filtros:
c [n] =
M−1∑
m=0
Y [m] cos (pin (m− 1/2) /M) , (B.6)
donde M varía para diferentes implementaciones entre 24 y 40. Mientras la defini-
ción de cepstrum usa la TDF inversa, debido a que Y [m] es impar se puede usar
la transformada inversa del coseno
B.2. HNR (Harmonics to noise ratio)
El fundamento del método para calcular HNR se basa en la suposición que la onda
acústica de una vocal sostenida consta de dos componentes: un componente periódico
que es el mismo de ciclo a ciclo y un componente de ruido aditivo que tiene una dis-
tribución de amplitud de media cero. La onda original,f (t) , se puede considerar como
la concatenación de ondas,fi (τ) , de cada periodo del pitch, donde τ varía sobre la
duración de un periodo del pitch. Por lo tanto cuando se promedia un número suficien-
temente grande, n, de estos fi (τ) , la componente del ruido se cancela. El promedio de
onda resultante [66]:
fA (τ) =
n∑
i=1
fi (τ)
n
(B.7)
es un buen estimado de la señal que ocasiona la componente armónica. La medida
de la energía acústica del componente armónico de f (t) se define como:
H = n
∫ T
0
f 2A (τ) dτ (B.8)
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Por otro lado, la onda del ruido en el periodo del pitch i - ésimo es igual a fi (τ) −
fA (τ) donde τ varía entre 0 y Ti. Entonces, la energía acústica de la componente del
ruido de f (t) se define como:
N =
n∑
i=1
∫ Ti
0
[fi − fA (τ)]
2
dτ (B.9)
La relación, H/N, se determina de las ecuaciones (B.8) y (B.9):
HNR = n
∫ T
0
f 2A (τ) dτ/N =
n∑
i=1
∫ Ti
0
[fi − fA (τ)]
2
dτ (B.10)
B.3. Normalizad Noise Energy (NNE)
Una señal de habla ventaneada xm(n) en el frame m-ésimo de la pronunciación de la
vocal se asume que es consistente de una componente periódica sm(n) y una componente
de ruido aditivo wm(n) [67]. Esto se representa por:
xm (n) = sm (n) + wm (n) , n = 0, 1, · · · ,M − 1 (B.11)
donde M es el número de muestras dentro del frame. Sean Xm (k), Sm (k) y Wm (k)
los N-puntos de la DFT de xm(n), sm(n) y wm(n) respectivamente; entonces:
Xm (k) = Sm (k) +Wm (k) , k = 0, 1, · · · , N − 1 (B.12)
Sea
∣∣∣Wˆ (k)∣∣∣2 un estimado de |W (k)|2 ; entonces NNE se define como:
NNE = 10 log

 1
L
NH∑
k=NL
L∑
m=1
∣∣∣Wˆ (k)∣∣∣2×
(
1
L
NH∑
k=NL
L∑
m=1
|X (k)|2
)−1 (B.13)
Con:
NL = [NfLT ] , NH = [NfHT ] (B.14)
donde L es el número de ventanas sobre todo el intervalo de análisis del sonido de
las vocales, fL y fH son, respectivamente, las bandas de frecuencia más baja y mas alta
donde la energía del ruido es evaluada, los paréntesis denotan la función entera más
grande, y T es el periodo de muestreo.
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B.4. Glottal to Noise Excitation Ratio (GNE)
La relación excitación glottal ruido GNE es un parámetro para la descripción ob-
jetiva de la calidad de voz y se basa en el coeficiente de correlación para la envolvente
Hilbert de diferentes bandas de frecuencia. Este parámetro indica si una señal de voz da-
da es originada de vibraciones de los pliegues vocales o es generada por ruido turbulento
en el tracto vocal y está relacionada así con la respiración [68].
Apéndice C
Evaluación del rendimiento el sistema
de clasificación
Una vez que se ha entrenado el sistema de detección de patología vocal, se puede
emplear para predecir el tipo de voz de una grabación desconocida. Un punto funda-
mental en este momento es determinar qué grado de confianza merecen las decisiones
del detector, ahora que tiene que trabajar con voces que no han sido evaluadas anterior-
mente por un especialista médico. El hecho de obtener una tasa de acierto determinada
para un conjunto de N patrones conocidos no garantiza que con otro conjunto diferente
los resultados vayan a ser los mismos. Si la prueba se repitiera por ejemplo con 20 con-
juntos de datos distintos, se obtendrían otras tantas tasas de acierto diferentes, aunque
fuera de esperar que se pareciesen bastante entre sí.
El cálculo exacto del grado de error cometido por el detector es imposible, pero se
puede obtener una estimación del error de clasificación del modelo (o lo que es igual,
de la capacidad de generalización que posee) a partir de los datos utilizados para el
aprendizaje supervisado. A este paso se lo conoce en reconocimiento de patrones como
validación o estimación de la generalización del modelo.
C.1. Estimación por validación cruzada
Para remediar los inconvenientes anteriores hay diversas técnicas, denominadas de
“validación cruzada”. La validación cruzada es una mejora del método de validación
anterior, que permite usar todos los datos disponibles para el entrenamiento y aún así
obtener un estimador del error de generalización menos sesgado. Su desventaja es que
estos métodos exigen entrenar el modelo varias veces, con el coste computacional que
ello conlleva. Hay varias modalidades de validación cruzada.
K-fold: El conjunto de datos se divide de forma aleatoria en k subconjuntos inde-
pendientes de aproximadamente igual tamaño. Se efectúa el entrenamiento y prueba del
modelo k veces, dejando fuera del entrenamiento un subconjunto diferente cada vez.
Con este subconjunto se valida el funcionamiento del modelo entrenado con los k − 1
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subconjuntos restantes. La estimación de la generalización del modelo es el promedio
de las tasas de clasificación obtenidas con cada uno de los subconjuntos de prueba. Este
método tiene menor sesgo que el de partición de la muestra anterior (aunque depende
del valor de k, del número de datos disponibles y de la dimensión de los mismos) La
estimación es pesimista, aunque mejora según se eligen más subconjuntos [73]. Valores
típicos de k suelen ser del orden de 5 a 20. Una variante de este método es la validación
cruzada estratificada, donde los subconjuntos contienen aproximadamente la misma
proporción de patrones de cada clase que el conjunto de datos original.
Leave-one-out : Es un k-fold extremo donde k es igual al número total de datos
disponibles. Se entrena el modelo dejando fuera un solo fichero, que se usa para validar
el resultado. El proceso se repite hasta utilizar todos y cada uno de los ficheros para
validación. El promedio de todas las validaciones es la estimación final del rendimiento.
Este método también es conocido en estadística como jackknife [70] o herramental
[74]. La validación cruzada es claramente superior para conjuntos de datos pequeños
a la validación por partición del conjunto de datos. Al término del proceso, se han
aprovechado todos los datos disponibles para entrenar y validar el modelo. El estimador
obtenido no está sesgado puesto que en cada resultado parcial no se usan los mismos
datos para entrenar que para probar. Sin embargo puede tener más varianza que otros
métodos, lo que a veces es peor.
C.2. Curva de rendimiento
Las tareas de detección pueden verse como un compromiso entre dos tipos de error:
detecciones fallidas (falso negativo o falso rechazo) y falsas alarmas (falso positivo o
falsa aceptación). Por ejemplo, un sistema de reconocimiento de patología vocal puede
fallar no detectando una enfermedad conocida o puede declarar que la ha detectado
cuando no está presente en realidad. Este compromiso se refleja en la ecuación (C.1),
en la que si eliminamos los términos de las probabilidades a priori y los costes asociados
a elegir la opción correcta, queda:
λ =
γ01
γ10
(C.1)
En esta ecuación, γ01 y γ10 representan el coste asociado a un falsa aceptación
(decidir clase 0 cuando es clase 1) y a un falso rechazo (decidir clase 1 cuando es
clase 0) respectivamente. En estos casos, no es adecuado representar la capacidad del
sistema mediante un único indicador numérico del rendimiento, puesto que hay varios
puntos de operación posibles en función del umbral λ elegido. El funcionamiento del
sistema queda mejor representado mediante una curva de rendimiento. Aunque en la
literatura hay varias curvas diferentes, su cálculo se basa en la representación gráfica de
los valores de falsa aceptación y falso rechazo que se obtienen al variar el umbral λ. Para
calcular la curva de falso rechazo se utilizan los cocientes de verosimilitud obtenidos
con los patrones de la clase 0, con el conjunto de datos que se esté utilizando. Con
estas puntuaciones se crea un histograma, que debería de estar situado en su mayor
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parte a la derecha del umbral λ = 1 (o λ = 0 si se usan logaritmos). Este histograma
(Figura C.1, color azul) se normaliza, dividiendo los valores del eje de ordenadas entre
el número total de patrones. El histograma normalizado se puede interpretar como una
versión discreta de la función densidad de probabilidad de la clase 0. A partir de esta
función se calcula la función de distribución correspondiente, acumulando los valores
desde la izquierda hacia la derecha. Para cada valor de umbral en el eje de abscisas, el
eje de ordenadas ofrece la tasa de patrones de clase 0 que han sido clasificados como de
clase 1 (Figura C.2, color azul). Para calcular la curva de falsa aceptación se procede de
manera similar. Con las puntuaciones de los patrones de clase 1 se forma un histograma
normalizado, que debería de estar situado a la izquierda del valor λ = 1 (Figura C.1,
color verde). El histograma se acumula desde la derecha hacia la izquierda para calcular
la función de distribución de las voces de clase 1. Para cada valor de umbral, el eje de
ordenadas indica la proporción de patrones de clase 0 clasificados como clase 1 (Figura
C.2, color verde). En estas curvas se pueden señalar varios puntos de interés. El punto
donde se igualan las tasas de falso acierto y falso rechazo se denomina EER (punto de
Equal Error Rate o Tasa de Equi-Error ). Para calcularlo, se restan las curvas, se halla
su valor absoluto y el mínimo indica el EER. El punto de operación del sistema es el
que corresponde al umbral elegido. Habitualmente el umbral se elige con el conjunto de
datos con el que se ha entrenado el modelo y se utiliza posteriormente para la validación
del sistema y la obtención de su punto de operación real.
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Figura C.1: Histogramas de las puntuaciones clase 0 y clase 1
C.2.1. Curva ROC
La curva más utilizada en la literatura médica para la toma de decisiones es la
curva ROC (Característica de Operación del Receptor). Su origen se remonta a la
década de 1950, en la detección de señales de radio contaminadas por ruido. En la
ROC se representa la tasa de falso acierto (FA) en función de la tasa de acierto (1-
FR) para diferentes valores del umbral de decisión . La forma y posición de la ROC
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Figura C.2: Distribuciones acumulativas para la clase 0 y clase 1
depende de la forma y del solapamiento de las distribuciones subyacentes de las voces
patológicas y normales. Esto se observa en la Figura C.3. El punto de trabajo del sistema
vendrá determinado por el valor de umbral escogido. Se han propuesto varias medidas
teóricas para reducir la curva ROC a un único indicador de la precisión del diagnóstico.
La más utilizada es el área bajo la curva (ABC). El área bajo la ROC puede usarse
como una estimación de la probabilidad de que la anormalidad detectada permita una
identificación correcta. Este índice varía entre 0,5 (no hay precisión aparente) y 1,0
(precisión perfecta) a medida que la curva ROC se mueve hacia los márgenes izquierdo
y superior. Cuanto mayor sea el área bajo la curva, mejor será el rendimiento del
sistema. [30, 31]
Figura C.3: Curva ROC cuando las distribuciones de ambas clases están parcialmente
solapadas.
Apéndice D
Publicaciones y artículos en evaluación
Feature Selection in Pathological Voice Classification Using Dynamic Of Component
Analysis, 4th International Symposium on Image/Video Communications over fixed and
mobile network. Bilbao - España, 9 - 11 de julio de 2008.
Reducción de Espacios de Entrenamiento Dinámico en la Identificación de Disfonías,
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Análisis comparativo del entrenamiento de modelos ocultos de Markov mediante es-
quemas generativos y discriminativos, XIII Simposio de Tratamiento de Señales, Imá-
genes y Visión Artificial STSIVA 2008. Bucaramanga - Santander, Universidad Santo
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2008.
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