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Introduction
Origine du proble`me - motivation
L’Imagerie par Re´sonance Magne´tique (IRM) est une technique d’imagerie me´di-
cale de´veloppe´e dans les anne´es 70. Elle permet d’obtenir, de fac¸on non-invasive, une
succession d’images de haute qualite´ du corps humain. En particulier, l’IRM permet
de visualiser des tissus mous tels que le cerveau ou la mœlle osseuse et offre un bon
contraste entre les diffe´rents tissus. Un autre avantage de l’IRM est la possibilite´ de
faire une coupe dans toutes les directions de l’espace.
Outre la radiographie classique, l’IRM est utilise´e pour aider et guider les chi-
rurgiens lors d’interventions : on parle alors d’IRM interventionnelle (voir [45], [59],
[62], [66]). Il peut s’agir de guider :
– le de´poˆt de me´dicament a` l’endroit voulu ([70]),
– le traitement de tumeur par hyperthermie ([73]),
– la dilatation d’arte`re bouche´e,
– l’activation de ge`ne reme`de en the´rapie ge´nique ([10], [70]).
L’IRM continue de connaˆıtre un de´veloppement technique important avec l’uti-
lisation de champs magne´tiques de plus en plus intenses ([30], [56]) et d’appareils
d’IRM ouverts permettant l’acce`s au patient en IRM interventionnelle ([59]). Ce
rapide de´veloppement technique explique que de nombreuses questions restent non
re´solues dans le domaine de l’IRM. La mode´lisation mathe´matique et le calcul scienti-
fique sont deux outils permettant de re´pondre a` divers proble`mes tels que le codage et
le de´codage d’images, les artefacts ou l’e´tude des proprie´te´s des antennes e´mettrices
et re´ceptrices. Dans ce travail, nous nous sommes concentre´s sur la proble´matique
lie´e aux antennes. En particulier, les techniques de´veloppe´es et les re´sultats obtenus
s’appliquent aux proble`mes d’e´chauffement ainsi qu’aux proble`mes d’artefacts de
champs radiofre´quence.
Le fonctionnement de l’IRM repose sur l’utilisation de champs magne´tiques et
plus particulie`rement sur le phe´nome`ne de Re´sonance Magne´tique Nucle´aire (RMN)
dont le principe est explique´ dans les pre´liminaires de la partie 1 (voir page 11 pour
une rapide pre´sentation et une bibliographie de´taille´e).
A` l’heure ou` nombre de patients sont porteurs d’implants me´talliques (80% se-
lon l’enqueˆte [18] mene´e en 1999 aupre`s de sites IRM franc¸ais), plusieurs e´tudes
sur les risques lie´s aux examens d’IRM en pre´sence d’objets me´talliques ont e´te´
re´alise´es ([22], [39], [55]). Une partie importante de ces e´tudes concerne le phe´nome`ne
d’e´chauffement des objets me´talliques et les bruˆlures pouvant en re´sulter ([34], [39]).
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Il ressort trois ide´es de ces e´tudes :
– parmi les trois types de champs magne´tiques utilise´s en IRM, seul le champ
radiofre´quence cre´e´ par une antenne appele´e antenne e´mettrice est en mesure
de provoquer une hausse de tempe´rature importante ([15], [39]),
– les implants me´talliques de petites tailles tels que les clips ou les broches
chauffent peu lors d’examens d’IRM ([49], [77], [78], [79]),
– les objets me´talliques longs tels que les cathe´ters (tuyaux me´talliques souples
utilise´s en IRM interventionnelle) et les caˆbles des appareils de monitoring
semblent les seuls capables de provoquer des hausses de tempe´ratures impor-
tantes. Des augmentations de plus de 30◦ ([11]) et de plus de 60◦ ([39]) ont pu
eˆtre mises en e´vidence avec des cathe´ters ainsi qu’une hausse de 25◦ avec un
neurostimulateur ([76]).
Malgre´ les risques lie´s a` la pre´sence d’objets me´talliques lors d’examen d’IRM,
les e´tudes concernant ce sujet sont re´centes puisqu’elles datent des anne´es 2000 ([2],
[4], [6], [7], [8], [9], [23], [42], [83]). En particulier, il y a tre`s peu d’e´tudes met-
tant en e´quation le phe´nome`ne d’e´chauffement ([5], [11]) et aucune du point de vue
mathe´matique.
L’objectif de cette the`se est de combler cette lacune et d’aborder l’e´tude mathe´-
matique du phe´nome`ne d’e´chauffement pouvant apparaˆıtre lors d’examens d’IRM.
En accord avec les diffe´rentes e´tudes mene´es pre´ce´demment, on s’est inte´resse´ uni-
quement au champ radiofre´quence dans ce manuscrit :
– la premie`re partie de cette the`se est donc consacre´e a` l’e´tude du champ ma-
gne´tique radiofre´quence,
– la deuxie`me partie concerne le calcul du champ magne´tique total en pre´sence
d’un objet me´tallique.
Une fois le champ radiofre´quence bien connu, on sera en mesure de mettre en
e´vidence les phe´nome`nes de re´sonance responsables de l’e´le´vation de tempe´rature.
Le souci constant de mettre en œuvre les me´thodes de calculs et de comparer les
re´sultats nume´riques avec les re´sultats d’expe´riences nous a conduit a` proce´der a` de
nombreux de´veloppements.
Pour avoir une e´tude tre`s pre´cise au niveau de l’antenne, nous nous sommes
limite´s a` l’e´tude de l’antenne e´mettrice dite “cage d’oiseau” (voir la figure 1). Depuis
leur apparition en 1985, celles-ci sont largement utilise´es en raison de la grande
homoge´ne´ite´ du champ radiofre´quence qu’elles ge´ne`rent. D’autre part, nous avons
connaissance de mesures expe´rimentales pre´cises pour de telles antennes.
Fig. 1 – Antenne cage d’oiseau
Relevons qu’il existe bien suˆr d’autres types d’antennes telles que les antennes Helm-
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holtz ou de surface (voir [67] et [74]) ayant des formes et donc des proprie´te´s et une
utilisation diffe´rentes.
E´tude de l’antenne cage d’oiseau
Le but de la premie`re partie du travail est d’e´tudier l’antenne cage d’oiseau,
c’est-a`-dire de de´terminer le champ magne´tique qu’elle produit ainsi que les ca-
racte´ristiques de celui-ci.
Pour cela, deux approches sont possibles :
– soit la re´solution du proble`me de Maxwell en espace-temps a` l’aide des diffe´ren-
ces finies dans le domaine temporel (FDTD, voir [63]),
– soit une repre´sentation de type circuit e´lectrique de l’antenne couple´e aux
e´quations de Maxwell.
La premie`re me´thode ne´cessite le maillage de toute l’antenne (en particulier des
brins me´talliques la composant) et conduit a` des calculs longs et de´licats : ne´cessite´
d’adapter le maillage structure´ aux diffe´rentes e´chelles du proble`me. De plus, contrai-
rement a` la seconde me´thode, elle ne permet pas de bien mettre en e´vidence le
fonctionnement de l’antenne cage d’oiseau. En effet, l’utilisation en IRM de cette
antenne repose sur un phe´nome`ne de re´sonance que la re´solution en espace-temps
des e´quations de Maxwell ne permet pas de faire ressortir. Nous avons choisi d’utili-
ser dans ce manuscrit la seconde approche afin de faire une e´tude pre´cise des modes
de re´sonance et du champ magne´tique engendre´. De plus, le fait de ne pas mailler
l’antenne permet l’utilisation d’un maillage axisyme´trique et donc de se ramener a`
la re´solution d’un proble`me bidimensionnel, ce que ne permet pas l’approche FDTD.
La premie`re partie est divise´e en cinq chapitres dont voici une rapide pre´sentation.
Le premier chapitre explique le principe de la RMN, phe´nome`ne a` la base de
l’IRM.
Le deuxie`me chapitre est consacre´ a` la mode´lisation sous forme d’un circuit
e´lectrique e´quivalent de l’antenne cage d’oiseau : chaque brin me´tallique de l’antenne
est repre´sente´ par un circuit RLC. Il s’agit d’une repre´sentation interme´diaire entre
les mode`les initiaux ([53], [80], [81]) et des mode`les plus complexes comme dans [40]
qui nous permet de bien faire ressortir le fonctionnement de l’antenne cage d’oiseau.
L’interaction existante entre deux brins de l’antenne est alors traduite par l’in-
ductance mutuelle entre les bobines de ces deux brins. Cette inductance s’exprime
sous la forme d’une double inte´grale volumique graˆce a` la formule de Neumann (voir
la formule (2.3) page 17) :
(1) M1,2 =
µ0
4πI1I2
∫
V1
∫
V2
−→
J1(r).
−→
J2(r
′)
|r − r′| dvdv
′,
ou` V1 et V2 sont deux brins me´talliques posse´dant les densite´s de courant
−→
J1 et
−→
J2.
Les me´thodes utilise´es dans la litte´rature pour approcher l’inte´grale (1) de´pendent
de la position relative des bobines et sont base´es sur les formules d’approximation
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filaire de [51]. Nous pre´sentons dans la section 2.3 une me´thode ge´ne´rale de calcul
permettant de re´duire la formule de Neumann a` une inte´grale double line´ique. La
comparaison avec des valeurs re´elles montrent une erreur de l’ordre de 2% pour les
termes pre´ponde´rants (voir le tableau 2.2).
Le troisie`me chapitre a pour objet l’e´tude du circuit e´lectrique mode´lisant l’an-
tenne cage d’oiseau. En particulier, nous montrons qu’une antenne a` N branches
posse`de N + 1 pulsations de re´sonances note´es ωCR, ω0, ω1, · · · , ωN−1. Celles-ci peu-
vent eˆtre exprime´es de fac¸on explicite en fonction des caracte´ristiques de l’antenne :
(2) ωCR =
√√√√√√
1
Ca
N∑
k=1
(La1,k + L
a
1,k)
,
et
(3) ∀ 0 6 k 6 N − 1, ωk =
√
2
λLk
(
1
Ca
+
1
Cb
[
1− cos
(
2kπ
N
)])
,
ou` λLk de´signe la k-ie`me valeur propre d’une matrice circulante L dont les coefficients
sont des combinaisons line´aires des inductances mutuelles et Ca et Cb sont des
capacite´s inse´re´es dans l’antenne pour re´gler la fre´quence du champ e´mis.
Les pulsations ωCR et ω0 correspondent a` des configurations pour lesquelles il n’y
a pas de courant circulant dans les branches : l’antenne se comporte comme deux
anneaux circulaires paralle`les parcourus par du courant (voir la section 3.4.1).
Comme dans le deuxie`me chapitre, les re´sultats nume´riques obtenus pour les
pulsations de re´sonance sont compare´s avec des valeurs re´elles : l’erreur obtenue est
de l’ordre de 1% (voir les tableaux 3.1, 3.2 et 3.3).
La partie innovante de ce chapitre est la section 3.4.2 consacre´e a` l’e´tude des
valeurs propres de la matrice L. En effet, d’apre`s l’expression (3), les valeurs λLk
doivent eˆtre strictement positives. Compte tenu de l’expression complexe des induc-
tances mutuelles, une de´monstration the´orique comple`te s’est ave´re´e impossible et
nous avons eu recours a` des tests nume´riques pour “justifier” ce re´sultat de positivite´.
Le quatrie`me chapitre est consacre´ a` l’e´tude du champ radiofre´quence produit
par l’antenne cage d’oiseau.
Tout d’abord, nous de´terminons une expression explicite de ce champ en fonction
des caracte´ristiques de l’antenne a` l’aide de la formule de Biot-Savart (4.2) (voir
l’expression (4.9)). A` l’aide des inte´grales elliptiques du premier et deuxie`me type,
nous donnons une formulation plus compacte du champ radiofre´quence. Celle-ci va
faciliter son e´tude mathe´matique et elle est a` la base d’une me´thode de calcul rapide
et performante pre´sente´e dans la section 4.2.
Le reste du chapitre est une analyse mathe´matique et nume´rique des diffe´rentes
proprie´te´s du champ radiofre´quence. En particulier nous mettons en e´vidence dans
les sections 4.3, 4.7 et 4.8 les proprie´te´s de rotation, d’orthogonalite´ et d’homoge´ne´ite´
attendues par les expe´riences. Nous montrons aussi pourquoi, parmi toutes les pulsa-
tions de re´sonance, seule la premie`re est inte´ressante pour l’IRM. Nous terminons ce
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chapitre par l’e´tude des proprie´te´s des champs magne´tiques associe´es aux pulsations
particulie`res ω0 et ωCR.
Pour conclure cette premie`re partie, nous justifions, dans le cinquie`me chapitre,
l’approximation re´gime harmonique utilise´e dans les chapitres pre´ce´dents. Pour cela,
nous e´tablissons l’expression de la dure´e du re´gime transitoire en fonction des ca-
racte´ristiques de l’antenne. Nous ve´rifions alors que celui-ci est ne´gligeable dans les
configurations utilise´es lors des examens d’IRM.
L’annexe A pre´sente quelques rappels sur les matrices circulantes. En particulier,
nous montrons que les matrices circulantes sont simultane´ment diagonalisables et
nous donnons une expression de leur valeurs propres en fonction de leurs coefficients.
Ces re´sultats sont a` la base de l’expression (3) des pulsations de re´sonance et de la
re´solution du syste`me diffe´rentiel du chapitre 5.
L’annexe B est consacre´e a` l’e´tude de la me´thode de calcul des inte´grales ellip-
tiques de premier et deuxie`me type pre´sente´e dans [1]. Cet algorithme est base´ sur
la moyenne arithme´tico-ge´ome´trique et la relation de Landen. Une des contributions
de ce travail est de donner une version pre´cise de la relation de Landen. En effet,
dans [1], la relation de Landen est e´nonce´e sous la forme
tan (ϕn+1 − ϕn) = κ′ tanϕn,
et l’angle ϕn+1 est donc de´fini a` un multiple de 2π pre`s. Nous donnons dans la
proposition B.4.1 (voir page 248) l’expression exacte de ϕn+1 en fonction ϕn, ce qui
permet la mise en œuvre de l’algorithme. De plus, nous proce´dons a` une e´tude de
convergence et mettons en e´vidence nume´riquement la convergence quadratique de
la me´thode.
Dans l’annexe C, une version commente´e du programme Matlab ayant permis
le calcul du champ radiofre´quence est pre´sente´e. En particulier, il nous a permis de
dessiner la cartographie du champ a` l’inte´rieur de l’antenne.
E´tude the´orique et nume´rique du syste`me de Maxwell
Le but de la deuxie`me partie du travail est d’e´tudier le syste`me de Maxwell dont
le champ e´lectromagne´tique total est solution. Le champ magne´tique radiofre´quence
calcule´ dans la premie`re partie sert de terme source et nous nous sommes concentre´s
sur la de´termination du champ magne´tique total. Le champ e´lectrique peut en eˆtre
de´duit par la re´solution de l’e´quation :
(4) −∂(εE)
∂t
+ rotH = σE.
La deuxie`me partie de ce travail est divise´e en quatre chapitres dont voici une
rapide pre´sentation.
Le chapitre 6 est consacre´ a` l’e´tude du proble`me temporel dont les champs
e´lectriques et magne´tiques totaux sont solutions. Pour cela, nous de´signons par Ω
un cylindre de R3 contenu a` l’inte´rieur de l’antenne cage d’oiseau et “proche” de
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celle-ci et nous supposons que le champ magne´tique total est peu perturbe´ sur le
bord ∂Ω de Ω par la pre´sence de l’objet me´tallique. Le proble`me que nous sommes
amene´s a` re´soudre s’e´crit donc sous la forme :
(5)

−∂(ε(x)E)
∂t
+ rotH = σ(x)E, dans ] 0, T [×Ω,
∂(µ0H)
∂t
+ rotE = 0, dans ]0 , T [×Ω,
div (µ0H) = 0, dans ]0 , T [×Ω,
n . rotH = 0, sur ]0 , T [×∂Ω,
n×H = n× H˘, sur ]0 , T [×∂Ω,
E(0, .) = E0, dans Ω,
H(0, .) = H0, dans Ω,
ou` H˘, E0 et H0 sont des donne´es du proble`me. Apre`s avoir montre´ le caracte`re bien
pose´ du proble`me (5), nous e´tudions l’erreur commise en approchant la solution du
proble`me temporel par la solution du proble`me harmonique
(6)
 rot
[
1
iεω − σ rot h
]
+ iωµ0h = 0, dans Ω,
h× n = h˘× n, sur ∂Ω,
ou` H˘ = ℜ
(
h˘e−iωt
)
.
Le chapitre 7 est consacre´ a` l’e´tude du proble`me (6). Comme la forme sesqui-
line´aire associe´e n’est pas cœrcive, nous avons e´tudie´ se´pare´ment les re´sultats d’exis-
tence et d’unicite´.
Afin de montrer l’existence d’une solution, nous utilisons la the´orie de Fredholm.
Pour cela l’espace H(rot ; Ω) naturellement associe´ a` (6) ne convient pas car l’inclu-
sion H(rot ; Ω) →֒ L2(Ω) n’est pas compacte. Nous avons donc travaille´ avec la forme
re´gularise´e de (6) :
(7)
 rot
[
1
iεω − σ roth
]
− µ0 grad [s div (µ0h)] + iωµ0h = 0, dans Ω,
h× n = h˘× n, sur ∂Ω,
ou` s est une fonction suppose´e connue de partie imaginaire strictement ne´gative.
La partie unicite´ est base´e sur un re´sultat de prolongement unique pour le
syste`me de Maxwell e´nonce´ dans [84] et l’existence d’une re´gion dans laquelle la
conductivite´ e´lectrique est strictement positive.
Bien que le champ source h˘ ne soit pas axisyme´trique, nous montrons dans le
chapitre 8 que le proble`me tridimensionnel (7) peut eˆtre ramene´ a` une suite de
proble`mes bidimensionnels axisyme´triques. Pour cela, nous utilisons la de´composi-
tion en se´rie de Fourier du champ magne´tique h˘ et le caracte`re axisyme´trique du
domaine Ω. Nous rappelons tout d’abord que la re´gularite´ du champ h˘ se transmet
a` ses coefficients de Fourier et qu’elle impose des conditions aux limites sur l’axe
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r = 0. Ensuite, nous montrons que le proble`me (7) est e´quivalent a` une se´rie infinie
de proble`mes inde´pendants, chacun e´tant bien pose´ et associe´ a` un unique coefficient
de Fourier.
Le chapitre 9 est consacre´ a` la re´solution nume´rique des proble`mes axisyme´triques
e´nonce´s dans le chapitre pre´ce´dent.
Tout d’abord, nous ve´rifions que les hypothe`ses faites dans les chapitres 6, 7 et
8 pour de´montrer les diffe´rents re´sultats the´oriques sont justifie´es dans le cadre de
nos expe´rimentations.
La section 9.2 est consacre´e a` l’e´tude des coefficients de Fourier du champ h˘.
Nous montrons en particulier que tous les coefficients d’indices n 6∈ 1 + NZ ou`
N de´signe le nombre de branches de l’antenne sont nuls. Ce re´sultat est illustre´
nume´riquement dans la section 9.3 consacre´e aux aspects nume´riques relatifs au
champ source h˘. Nous y montrons aussi qu’il suffit de conside´rer 7 coefficients de
Fourier pour approcher le champ h˘ avec une erreur de l’ordre de 10−5.
La section 9.4 est consacre´e a` la re´solution nume´rique des proble`mes axisyme´-
triques a` l’aide de la librairie de calculs e´le´ments finis Me´lina (voir [68]). Nous
montrons notamment que si l’antenne est vide et que la pulsation ω n’est pas trop
e´leve´e, le champ h solution de (7) peut eˆtre assimile´ au champ h˘. Lorsque l’antenne
est suppose´e remplie d’un die´lectrique de conductivite´ e´lectrique σ = σ0 constante,
nous avons pu mettre en e´vidence le phe´nome`ne d’e´paisseur de peau et ve´rifier que
le champ e´lectrique associe´ a` la solution h de (7) est conforme aux attentes. Enfin,
nous terminons ce chapitre par la simulation d’un cas re´aliste ou` Ω est compose´ d’un
cylindre me´tallique entoure´ d’air.
L’annexe D pre´sente la manie`re dont nous avons exploite´ la librairie de calculs
e´le´ments finis Me´lina pour re´aliser les calculs du chapitre 9 : nous y pre´sentons la
me´thodologie ainsi que l’ide´e ge´ne´rale de l’algorithme de´veloppe´ et les principales
difficulte´s rencontre´es.
Mentionnons aussi que tous les dessins re´alise´s pour ce document ont e´te´ effectue´s
a` l’aide de l’ensemble de macros fig4tex (voir [61]).
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Partie 1 :
L’antenne cage d’oiseau
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Chapitre 1
Pre´liminaires
1.1 Principe de la RMN
Afin d’introduire pre´cise´ment le cadre de travail, on va brie`vement expliquer dans
ce chapitre le principe de la Re´sonance Magne´tique Nucle´aire (RMN). Le principe
de´crit ici est la de´tection du signal RMN par la me´thode de Bloch et Purcell car
il s’agit de celui utilise´ dans les appareils d’IRM actuels. On pourra consulter [36]
pour avoir un aperc¸u des autres me´thodes de de´tection du signal RMN existantes.
Pour plus de de´tails concernant le principe de la RMN, on pourra se re´fe´rer aux tra-
vaux de mode´lisation mathe´matique suivants : [12], [13] et aux ouvrages me´dicaux
suivants : [19], [37], [38], [50], [82].
Les noyaux qui posse`dent un nombre impair de nucle´ons se comportent comme
des aimants dans un champ magne´tique. Pour traduire ce phe´nome`ne, on dit que
ces noyaux posse`dent un moment cine´tique intrinse`que appele´ spin. A` ce spin est
associe´ un moment magne´tique appele´ moment magne´tique nucle´aire. En raison de
sa grande abondance dans le corps humain (celui-ci contient environ 75% d’eau), le
noyau ge´ne´ralement utilise´ lors des applications en IRM est celui d’hydroge`ne.
En l’absence de champ magne´tique exte´rieur, le spin d’un noyau d’hydroge`ne est
oriente´ de fac¸on ale´atoire.
Sous l’influence d’un champ magne´tique statique et uniforme
−→
B0, le spin du noyau
d’hydroge`ne effectue un mouvement de rotation autour de la direction du vecteur−→
B0 : on dit que le spin effectue un mouvement de pre´cession. La fre´quence de rotation,
appele´e fre´quence de Larmor, est caracte´ristique du noyau e´tudie´ et proportionnelle
a` l’intensite´ du champ
−→
B0 :
ν =
γ
2π
B0
ou` γ est le rapport gyromagne´tique de l’espe`ce conside´re´e (par exemple le rapport
gyromagne´tique de l’hydroge`ne vaut 42,58× 106 hertz par tesla).
La me´canique quantique montre que le spin peut occuper deux e´tats : soit il a
le meˆme sens que
−→
B0 (on parle alors de spin paralle`le), soit il a un sens oppose´ (on
parle alors de spin anti-paralle`le). La probabilite´ pour un noyau d’hydroge`ne d’avoir
un spin paralle`le est le´ge`rement supe´rieure a` celle d’avoir un spin anti-paralle`le.
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Pour de´crire le comportement d’un groupe d’atomes d’hydroge`ne, on utilise le
moment magne´tique macroscopique, aussi appele´ vecteur aimantation, qui est la
somme de tous les moments magne´tiques des protons.
En l’absence de champ magne´tique exte´rieur, les moments magne´tiques nucle´aires
e´tant oriente´s de fac¸on ale´atoire, le moment magne´tique macroscopique re´sultant est
nul.
Sous l’effet d’un champ magne´tique statique et uniforme
−→
B0, le vecteur aiman-
tation
−→
M effectue lui-aussi un mouvement de pre´cession autour de
−→
B0. Comme il y
a plus de spins paralle`les qu’anti-paralle`le, le vecteur
−→
M est oriente´ dans le sens de−→
B0.
Comme le nombre de spins paralle`les n’est que tre`s le´ge`rement supe´rieur a` celui
des anti-paralle`les, l’aimantation produite par cet e´tat d’e´quilibre est trop faible pour
eˆtre mesure´e directement. On va donc perturber cet e´tat d’e´quilibre et exploiter le
phe´nome`ne de re´sonance : une faible perturbation accorde´e a` la fre´quence propre
du syste`me oscillant va re´ussir a` entretenir voire a` amplifier les mouvements vibra-
toires de ce syste`me. Pour cela, une antenne dite antenne e´mettrice ge´ne`re un champ
radiofre´quence note´
−→
B1 perpendiculaire au champ
−→
B0 et effectuant un mouvement
de rotation a` la fre´quence de Larmor des noyaux d’hydroge`ne. Une fois l’e´mission
du champ radiofre´quence finie, les protons retournent a` l’e´quilibre en e´mettant a`
leur tour un signal radiofre´quence a` la fre´quence de Larmor. Celui-ci est capte´ par
des antennes dites antennes re´ceptrices. C’est ce signal qui, une fois nume´rise´, traite´
puis analyse´ permet d’obtenir les proprie´te´s physiques et chimiques de l’e´chantillon
e´tudie´.
La qualite´ des re´sultats obtenus lors de la RMN est donc en partie lie´e a` la
qualite´ d’e´mission et de re´ception des antennes. Pour avoir une bonne qualite´, le
champ e´mis doit eˆtre aussi homoge`ne que possible dans la re´gion e´tudie´e et effectuer
un mouvement de rotation a` une fre´quence la plus proche possible de la fre´quence
de Larmor afin d’exciter uniforme´ment les noyaux voulus. De plus, les antennes
re´ceptrices doivent avoir un rapport signal sur bruit e´leve´. Pour cela, il faut rendre
la re´sistance de ces antennes la plus faible possible. C’est pourquoi les antennes sont
compose´es de mate´riaux ayant une bonne conductivite´ tels que le cuivre ou l’or.
1.2 Cadre d’e´tude
Le phe´nome`ne d’e´chauffement des objets me´talliques lors des examens d’IRM est
duˆ a` l’apparition de courants induits a` la surface de ceux-ci cre´e´s par des champs
e´lectromagne´tiques de´pendant du temps. Comme le champ
−→
B0 est statique, il ne
peut pas eˆtre la source de courants induits. Il reste alors le champ radiofre´quence
et les gradients de champs. Ces derniers sont utilise´s pour se´lectionner la coupe vi-
sualise´e et sont donc fixes pour une image donne´e. Ils varient durant le temps de
l’examen car on fait plusieurs coupes mais les courants induits qu’ils ge´ne`rent sont
ne´gligeables devant ceux produits par le champ radiofre´quence. On a donc choisi de
centrer notre e´tude sur le champ radiofre´quence.
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Comme explique´ dans l’introduction, l’antenne que l’on va e´tudier est une an-
tenne e´mettrice dite “cage d’oiseau”. Elle est constitue´e de deux anneaux me´talliques
relie´s entre eux par un nombre pair de branches e´quire´parties. Ces dernie`res ainsi
que les arcs de cercle reliant deux branches entre elles sont coupe´s en leur milieu
afin d’inse´rer des capacite´s variables permettant de re´gler la fre´quence du champ
radiofre´quence produit, voir figure 2 :
Fig. 2 – L’antenne cage d’oiseau
Le but de cette premie`re partie est de de´terminer et d’e´tudier le champ ra-
diofre´quence ge´ne´re´ par l’antenne cage d’oiseau. Pour cela, on va utiliser la loi de
Biot-Savart (voir la formule (4.2) page 48) : celle-ci exprime le champ magne´tique
cre´e´ par un fil me´tallique en fonction du courant qui le traverse et de ses ca-
racte´ristiques ge´ome´triques.
La difficulte´ avec l’antenne cage d’oiseau vient du fait que le courant circulant
re´ellement dans les brins n’est pas celui de´livre´ par la source de tension. En ef-
fet, le champ magne´tique cre´e´ par une branche ge´ne`re des courants induits dans
les autres branches. Afin de prendre en compte ces interactions, on va utiliser une
repre´sentation sous la forme d’un circuit e´lectrique e´quivalent de l’antenne cage
d’oiseau.
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Chapitre 2
Mode´lisation de type circuit
L’objectif de ce chapitre est double : de´terminer un syste`me d’e´quations ve´rifie´
par les courants d’une part et de´velopper une me´thode de calcul des interactions
entre les brins me´talliques d’autre part.
2.1 Notations
Dans la plupart des e´tudes concernant la mode´lisation de type circuit e´quivalent,
les diffe´rents brins me´talliques composant l’antenne sont repre´sente´s par des bobines
(voir [31], [47], [53] et [64]). L’interaction existant entre deux brins me´talliques est
alors donne´e par l’interaction existant entre les deux bobines les repre´sentant. Celle-
ci s’exprime a` l’aide d’un coefficient proportionnel aux courants circulant dans les
bobines appele´ inductance mutuelle. Son expression est donne´e par la formule de
Neumann (2.3) page 17.
Afin d’aller plus loin dans la mode´lisation des brins me´talliques, on va les repre´-
senter non pas par une bobine, mais par une bobine et une re´sistance en se´rie. La
re´sistance permet de mode´liser l’opposition des brins me´talliques au passage d’un
courant e´lectrique. Elle s’exprime en ohm (Ω) et a pour expression :
(2.1) R = ̺
L
S
ou`

L est la longueur du brin exprime´e en m,
S est la section du brin exprime´e en m2,
̺ est la re´sistivite´ e´lectrique du brin exprime´e en Ωm.
A` titre d’exemple, la re´sistivite´ du cuivre a` 25◦C est de 1,712× 10−8 Ωm.
Comme mentionne´ dans l’introduction, on aurait pu aller plus loin dans la
mode´lisation et utiliser une repre´sentation comme celle de [40]. Cependant, cette
dernie`re complique inutilement les calculs dans le sens ou` elle n’apporte pas plus de
renseignements que notre mode´lisation concernant le phe´nome`ne de re´sonance, ce
qui est un objectif prioritaire.
Les tensions des sources d’alimentation e´tant sinuso¨ıdales de pulsation ω, c’est-
a`-dire de la forme e = em cos(−ωt+ ϕ), on va travailler avec les tensions complexes
associe´es :
(2.2) e = ℜ (Ee−iωt) ,
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avec E ∈ C et ω 6= 0. Par abus de langage, on de´signera par E et non e la tension
source ou` e et E sont lie´es par la relation (2.2).
Les notations utilise´es dans ce document sont les suivantes :
– N de´signe le nombre de branches de l’antenne ; c’est un entier naturel pair,
– Lbn,k de´signe l’inductance mutuelle entre les bobines situe´es sur les branches n
et k (Lbn,n de´signe l’inductance propre de la bobine situe´e sur la branche n),
– Lan,k de´signe l’inductance mutuelle entre les bobines situe´es sur le meˆme anneau
terminal en position n et k (Lan,n de´signe l’inductance propre de la bobine situe´e
sur un anneau terminal a` la position n),
– Lan,k de´signe l’inductance mutuelle entre les bobines situe´es en position n et k
sur des anneaux terminaux distincts,
– Ca de´signe la capacite´ situe´e sur les anneaux terminaux,
– Cb de´signe la capacite´ situe´e sur les branches,
– Ra de´signe la re´sistance d’un arc d’anneau terminal,
– Rb de´signe la re´sistance d’une branche,
– Vn de´signe la tension de´livre´e dans l’arc n de l’anneau terminal du haut,
– Wn de´signe la tension de´livre´e dans l’arc n de l’anneau terminal du bas,
– En de´signe la tension de´livre´e dans la branche n.
Dans toute la suite, les diffe´rents indices seront exprime´s modulo N .
Compte tenu des notations pre´ce´dentes, le circuit e´quivalent a` l’antenne cage
d’oiseau de la figure 2 page 13 est le suivant :
Ca Ca Ca
Cb Cb Cb
Ca Ca Ca
La1,1 L
a
2,2 L
a
N,N
La1,1 L
a
2,2 L
a
N,N
Lb2,2 L
b
3,3 L
b
1,1
Ra Ra Ra
Rb Rb Rb
Ra Ra Ra
· · ·
· · ·
∼ ∼ ∼
∼ ∼ ∼
∼ ∼ ∼
V1 V2 VN
E2 E3 E1W1 W2 WN
S• •T
X• •Y
Fig. 3 – Le circuit e´tudie´
Les extre´mite´s S et T (respectivement X et Y ) sont relie´es entre elles afin de former
une boucle ferme´e compose´e de la re´pe´tition de N mailles identiques. En particulier,
EN+1 = E1 et L
b
N+1,N+1 = L
b
1,1, ce qui est cohe´rent avec l’expression modulo N des
indices.
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2.2 Mise en e´quation
On va maintenant e´tablir les e´quations re´gissant le circuit de la figure 3 afin
de de´terminer les courants circulant dans le circuit. En particulier, on va mettre
en e´vidence le phe´nome`ne de re´sonance apparaissant dans l’antenne. Les tensions
sources e´tant sinuso¨ıdales en temps de pulsation ω, on recherche des courants de la
forme ℜ(Ie−iωt). Ce cadre est justifie´ au chapitre 5 (voir page 109).
On note I1, ..., IN les courants circulant dans l’anneau terminal du haut et J1, ..., JN
ceux circulant dans celui du bas. Les courants circulant dans les branches sont note´s
Ib1, ..., I
b
N . On a donc 3N inconnues : les courants I1, ..., IN , J1, ..., JN , I
b
1, ..., I
b
N ; la
pulsation ω e´tant conside´re´e comme un parame`tre. La figure 4 ci-dessous permet de
visualiser les diffe´rents courants circulant dans les mailles n− 1, n et n + 1.
Ca Ca Ca
Cb Cb Cb
Ca Ca Ca
Lan−1,n−1 L
a
n,n L
a
n+1,n+1
Lan−1,n−1 L
a
n,n L
a
n+1,n+1
Lbn,n L
b
n+1,n+1
Ra Ra Ra
Rb Rb Rb
Ra Ra Ra
In−1 In In+1
Ibn I
b
n+1 I
b
n+2
Jn−1 Jn Jn+1
∼ ∼ ∼
∼ ∼ ∼
∼ ∼ ∼
Vn−1 Vn Vn+1
En En+1 En+2Wn−1 Wn Wn+1
A• B•
C
•
D
•
Fig. 4 – Les mailles n− 1, n et n+ 1
On suppose que les branches de l’antenne sont toutes identiques (meˆme mate´riau
et meˆmes dimensions) ainsi que les arcs d’anneaux. On suppose de plus connues les
valeurs des capacite´s Ca et Cb ainsi que celles des tensions source et les dimensions
de l’antenne (longueur des branches, diame`tre, ...). On de´duit de ces donne´es les
re´sistances e´lectriques des brins me´talliques graˆce a` la formule (2.1) ainsi que les
inductances mutuelles graˆce a` la formule de Neumann suivante (voir [51]).
Formule de Neumann :
Soient V1 et V2 deux brins me´talliques posse´dant les densite´s de courant
−→
J1 et
−→
J2.
On note respectivement I1 et I2 les courants circulant dans V1 et V2.
L’inductance mutuelle entre V1 et V2 est donne´e par :
(2.3) M1,2 =
µ0
4πI1I2
∫
V1
∫
V2
−→
J1(r).
−→
J2(r
′)
|r − r′| dvdv
′,
ou` dv et dv′ sont les volumes infinite´simaux centre´s respectivement en r et r′.
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Par la formule (2.3), on remarque aise´ment que l’inductance mutuelle entre deux
brins orthogonaux est nulle et que l’inductance mutuelle ne de´pend que de la posi-
tion relative des bobines et des dimensions des brins me´talliques associe´s. Comme
les branches se de´duisent les unes des autres par rotation et que les caracte´ristiques
des branches sont identiques, on a :
(2.4)

∀ 1 6 n, k 6 N, Lbn,k = Lbk,n,
∀ 1 6 n, k, j 6 N, Lbn,k = Lbn+j,k+j,
∀ 1 6 n, k 6 N, Lbn,n+k = Lbn,n−k.
Les trois formules pre´ce´dentes sont e´galement vraies pour Lan,k et L
a
n,k.
Par conse´quent, en faisant n = k dans (2.4), on obtient que les valeurs des diffe´rentes
inductances propres sur les branches sont toutes identiques ainsi que celles sur les
anneaux terminaux. Autrement dit,{
∀ 1 6 n, k 6 N, Lbn,n = Lbk,k,
∀ 1 6 n, k 6 N, Lan,n = Lak,k.
Maintenant que l’on a introduit les diffe´rentes notations et hypothe`ses de travail,
on va e´tablir les e´quations satisfaites par les diffe´rentes inconnues.
Tout d’abord, on va re´duire le nombre d’inconnues graˆce a` la loi des nœuds de
Kirchhoff. En l’appliquant aux nœuds situe´s aux extre´mite´s des branches, on obtient
les relations suivantes :
(2.5)
{
∀ 1 6 n 6 N, Ibn = In−1 − In,
∀ 1 6 n 6 N, Ibn = Jn−1 − Jn.
A` partir de la relation In − In−1 = Jn − Jn−1, on de´duit par re´currence les e´galite´s
suivantes :
(2.6) ∀ 1 6 n 6 N, Jn = J1 − I1 + In.
On a donc re´duit le nombre d’inconnues a` N +1, a` savoir I1, ..., IN , J1, graˆce a` la loi
des nœuds de Kirchhoff (on rappelle que ω est un parame`tre dans cette e´tude).
Afin de de´terminer les e´quations satisfaites par ces N+2 inconnues, on va utiliser
la loi des mailles de Kirchhoff.
La tension aux bornes de la bobine Lan,n situe´e sur le segment [AB] est la somme des
tensions produites par son inductance propre et les inductances mutuelles des autres
bobines. Comme on l’a explique´ au niveau de la formule de Neumann (voir (2.3)),
les branches et les anneaux e´tant orthogonaux, il n’y a pas d’inductance mutuelle
entre les bobines des branches et celles des anneaux. Les inductances mutuelles
proviennent donc des autres bobines situe´es sur le meˆme anneau et de celles situe´es
sur l’anneau terminal du bas.
Compte tenu du signe de la pulsation ω, la tension produite par l’inductance propre
sur l’e´le´ment d’anneau n est :
U1 = −iωLan,nIn.
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La tension produite par les inductances mutuelles avec les bobines du meˆme anneau
vaut :
U2 = −iω
∑
k 6=n
Lan,kIk.
Compte tenu de l’orientation choisie pour les courants, la tension produite aux bornes
de Lan,n par les bobines de l’anneau du bas s’e´crit :
U3 = iω
N∑
k=1
Lan,kJk.
La tension aux bornes de Lan,n est donc :
U1 + U2 + U3 = −iω
N∑
k=1
(
Lan,kIk − Lan,kJk
)
.
On de´termine de meˆme la tension aux bornes de chaque bobine.
Par ailleurs, la tension aux bornes d’une capacite´ C traverse´e par un courant I est
donne´e par : − 1
iω
I
C
.
La loi des mailles de Kirchhoff dans la maille n de sommets BADC (voir figure 4)
conduit donc a` la relation suivante :
− iω
N∑
k=1
Lan,kIk + iω
N∑
k=1
Lan,kJk +R
aIn − 1
iω
In
Ca
− Vn
−
[
− iω
N∑
k=1
Lbn,kI
b
k +R
bIbn −
1
iω
Ibn
Cb
+ En
]
− iω
N∑
k=1
Lan,kJk + iω
N∑
k=1
Lan,kIk +R
aJn − 1
iω
Jn
Ca
−Wn
− iω
N∑
k=1
Lbn+1,kI
b
k +R
bIbn+1 −
1
iω
Ibn+1
Cb
+ En+1 = 0.
(2.7)
La loi des mailles de Kirchhoff dans les anneaux terminaux du haut et du bas conduit
respectivement a` :
(2.8)
N∑
n=1
[
− iω
N∑
k=1
Lan,kIk + iω
N∑
k=1
Lan,kJk +R
aIn − 1
iω
In
Ca
− Vn
]
= 0
et
(2.9)
N∑
n=1
[
− iω
N∑
k=1
Lan,kJk + iω
N∑
k=1
Lan,kIk +R
aJn − 1
iω
Jn
Ca
−Wn
]
= 0.
Graˆce a` la loi des mailles, on a obtenu un syste`me de N + 2 e´quations (2.7) - (2.9).
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D’autre part, on ve´rifie que l’e´quation (2.9) de´coule de (2.7) et (2.8). En effet, si
on reporte l’e´quation (2.7) dans (2.8), on obtient :
−
N∑
n=1
[
− iω
N∑
k=1
Lan,kJk + iω
N∑
k=1
Lan,kIk +R
aJn − 1
iω
Jn
Ca
−Wn
]
− iω
N∑
n=1
(
N∑
k=1
(
Lbn,k − Lbn+1,k
)
Ibk
)
+
(
Rb − 1
iωCb
) N∑
n=1
(
Ibn − Ibn+1
)
+
N∑
n=1
(En − En+1) = 0.
Comme tous les indices sont exprime´s modulo N , les trois dernie`res sommes de
l’e´quation ci-dessus sont nulles et on retrouve l’e´quation (2.9) obtenue pour l’anneau
terminal du bas.
On a donc obtenu, graˆce a` la loi des mailles, N + 1 e´quations pour les incon-
nues I1, ..., IN , J1, ..., JN , I
b
1, ..., I
b
N et le parame`tre ω auxquelles s’ajoutent les rela-
tions (2.5) et (2.6). On ve´rifiera dans la section 3.2 que ces N + 1 e´quations sont
inde´pendantes.
On va maintenant substituer les inconnues I1, ..., IN et J1 aux diffe´rentes incon-
nues J2, ..., JN et I
b
1, ..., I
b
N . Pour cela, on reporte les relations (2.5) et (2.6) dans
les e´quations (2.7) et (2.8).
∀ 1 6 n 6 N, − 2iω
N∑
k=1
(Lan,k − Lan,k)Ik + 2
[
Ra − 1
iω
1
Ca
]
In − (Vn +Wn)
+
[
− iω
N∑
k=1
(Lan,k − Lan,k) +Ra −
1
iωCa
]
(J1 − I1)
− iω
N∑
k=1
(Lbn+1,k − Lbn,k)(Ik−1 − Ik)
+
[
Rb − 1
iω
1
Cb
]
(2In − In−1 − In+1)− (En −En+1) = 0
(2.10)
et
−iω
N∑
n=1
(
N∑
k=1
(
Lan,k − Lan,k
))
Ik + iω
[
N∑
n=1
N∑
k=1
Lan,k
]
(J1 − I1)
+
(
Ra − 1
iωCa
) N∑
n=1
In −
N∑
n=1
Vn = 0.
(2.11)
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Comme
N∑
k=1
(Lbn+1,k − Lbn,k)Ik−1 = (Lbn+1,1 − Lbn,1)I0 +
N∑
k=2
(Lbn+1,k − Lbn,k)Ik−1
= (Lbn+1,N+1 − Lbn,N+1)IN +
N−1∑
k=1
(Lbn+1,k+1 − Lbn,k+1)Ik
=
N∑
k=1
(Lbn+1,k+1 − Lbn,k+1)Ik,
l’e´quation (2.10) s’e´crit finalement :
∀ 1 6 n 6 N, − 2iω
N∑
k=1
(Lan,k − Lan,k)Ik + 2
[
Ra +Rb − 1
iω
(
1
Ca
+
1
Cb
)]
In
−
(
Rb − 1
iωCb
)
(In−1 + In+1)
+
[
− iω
N∑
k=1
(Lan,k − Lan,k) +Ra −
1
iωCa
]
(J1 − I1)
− iω
N∑
k=1
(Lbn,k − Lbn+1,k − Lbn,k+1 + Lbn+1,k+1)Ik
= (En − En+1) + (Vn +Wn).
(2.12)
En multipliant le syste`me (2.11), (2.12) par iω, le syste`me satisfait par les incon-
nues I1, ..., IN , J1 s’e´crit finalement :
(2.13)

∀ 16 n 6 N,
ω2
N∑
k=1
[
Lbn,k − Lbn+1,k − Lbn,k+1 + Lbn+1,k+1 + 2(Lan,k − Lan,k)
]
Ik
+2iω(Ra +Rb)In +
(
−iωRb + 1
Cb
)
(In−1 + In+1)
−2
(
1
Ca
+
1
Cb
)
In +
[
ω2
N∑
k=1
(Lan,k − Lan,k) + iωRa −
1
Ca
]
(J1 − I1)
= −iω(En+1 −En) + iω(Vn +Wn),
ω2
N∑
n=1
N∑
k=1
(
Lan,k − Lan,k
)
Ik − ω2
[
N∑
n=1
N∑
k=1
Lan,k
]
(J1 − I1)
−
(
−iωRa + 1
Ca
) N∑
n=1
In
= iω
N∑
n=1
Vn.
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Pour e´crire le syste`me (2.13) sous forme matricielle, on introduit les matrices
carre´es d’ordre N suivantes :
– la matrice L relative aux inductances (mutuelles et propres) est de´finie par :
∀ 1 6 n, k 6 N, Ln,k = Lbn,k − Lbn+1,k − Lbn,k+1 + Lbn+1,k+1 + 2
(
Lan,k − Lan,k
)
,
– la matrice C relative aux capacite´s est de´finie par :
C =

2
(
1
Ca
+
1
Cb
)
− 1
Cb
0 · · · − 1
Cb
− 1
Cb
2
(
1
Ca
+
1
Cb
)
− 1
Cb
· · · 0
...
. . .
. . .
. . .
...
0 · · · − 1
Cb
2
(
1
Ca
+
1
Cb
)
− 1
Cb
− 1
Cb
· · · 0 − 1
Cb
2
(
1
Ca
+
1
Cb
)

,
– celle relative aux re´sistances, R, est de´finie par :
R =

2(Ra +Rb) −Rb 0 · · · −Rb
−Rb 2(Ra +Rb) −Rb · · · 0
...
. . .
. . .
. . .
...
0 · · · −Rb 2(Ra +Rb) −Rb
−Rb · · · 0 −Rb 2(Ra +Rb)
 .
Les N premie`res e´quations de (2.13) s’e´crivent alors :
ω2
 0L ...
0


I1
...
IN
J1
 + iω
 0R ...
0


I1
...
IN
J1
−
 0C ...
0


I1
...
IN
J1

+

ω2
N∑
k=1
(La1,k − La1,k) + iωRa −
1
Ca
...
ω2
N∑
k=1
(LaN,k − LaN,k) + iωRa −
1
Ca

(J1 − I1)
= − iω
 E2 −E1...
E1 − EN
+ iω
 V1 +W1...
VN +WN
 .
Or, en utilisant les relations (2.4) ve´rifie´es par les inductances mutuelles et la congruence
modulo N des indices, on obtient :
(2.14) ∀ 1 6 n 6 N,
N∑
k=1
Lan,k =
N∑
k=1
Lak,n =
N∑
k=1
La1,k.
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Graˆce a` la relation (2.14), le syste`me (2.13) ve´rifie´ par I1, ..., IN , J1 et le parame`tre
ω s’e´crit sous la forme matricielle suivante :
(2.15)

ω2
 0L ...
0


I1
...
IN
J1
 + iω
 0R ...
0


I1
...
IN
J1
−
 0C ...
0


I1
...
IN
J1

+
[
ω2
N∑
k=1
(La1,k − La1,k) + iωRa −
1
Ca
]
J1 − I1
...
J1 − I1
J1 − I1

= −iω
 E2 − E1...
E1 − EN
+ iω
 V1 +W1...
VN +WN
 ,
Nω2
N∑
k=1
(
La1,k − La1,k
)
Ik −Nω2
[
N∑
k=1
La1,k
]
(J1 − I1)−
(
−iωRa+ 1
Ca
) N∑
n=1
In
= iω
N∑
n=1
Vn.
2.3 Calcul des inductances mutuelles
Afin de mener a` bien l’e´tude du circuit e´lectrique e´quivalent, on va avoir besoin
de calculer les valeurs des inductances mutuelles Lbn,k, L
a
n,k et L
a
n,k. Le but de cette
section est de de´crire la me´thode employe´e pour e´valuer la double inte´grale volumique
de la formule de Neumann (2.3).
Contrairement a` [47] et [64], cette me´thode est ge´ne´rale et permet de calculer
aussi bien les diffe´rentes inductances relatives aux branches que celles relatives aux
anneaux. Pour tester la validite´ de notre me´thode, nous l’avons compare´e avec les
valeurs de [64] : les re´sultats obtenus sont rassemble´s dans les tableaux 2.1 et 2.2 et
montrent un tre`s bon accord avec les valeurs mesure´es.
Dans toute la suite, suivant [47] et [64],
on supposera que les diffe´rents brins de l’an-
tenne sont des plaques me´talliques assemble´es
comme sur la figure 13 : les branches sont
soude´es a` la moitie´ des anneaux terminaux.
De plus, en premie`re approximation, on sup-
posera que les diffe´rents brins sont d’e´paisseur
ne´gligeable (dans [47], les brins ont une
e´paisseur de 35µm pour une largeur de 1 cm). −→ex
−→ey
−→ez
Fig. 13 – Configuration
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Tout d’abord, on va expliquer la me´thode de calcul de la formule de Neumann
dans le cas des inductances Lbn,k, 1 6 n, k 6 N .
Comme les brins sont d’e´paisseur ne´gligeable, la double inte´grale volumique de
(2.3) est re´duite a` la double inte´grale surfacique suivante :
(2.16) Lb1,k =
µ0
4πI1I2
∫
V1
∫
V2
−→
J1(r).
−→
J2(r
′)
|r − r′| dsds
′,
ou` ds et ds′ sont les surfaces infinite´simales centre´es en r et r′.
On suppose que les courants sont uniforme´ment re´partis dans les branches et on
note wb la largeur des branches.
Les expressions des vecteurs densite´ de courant sont alors :
−→
J1(r) =
I1
wb
−→ez et −→J2(r) = I2
wb
−→ez .
On en de´duit : −→
J1(r).
−→
J2(r
′)
I1I2
=
1
w2b
.
Les branches e´tant soude´es aux anneaux, elles sont arrondies et les surfaces infi-
nite´simales ds et ds′ sont donne´es par :
ds = Rdθdz et ds′ = Rdθ′dz′,
ou` R de´signe le rayon de l’antenne.
Enfin, la distance |r − r′| entre deux points vaut :
|r − r′| =
√
(R cos θ − R cos θ′)2 + (R sin θ −R sin θ′)2 + (z − z′)2.
En reportant dans (2.16), on obtient :
(2.17) Lbn,k =
µ0
4π
R2
w2b
h∫
0
θn+wb/R∫
θn
h∫
0
θk+wb/R∫
θk
dθdθ′dzdz′√
2R2(1− cos(θ − θ′)) + (z − z′)2
ou` θk =
2(k − 1)π
N
et h de´signe la longueur des branches de l’antenne.
Par inte´grations successives en z puis z′, l’expression pre´ce´dente se re´duit a` la
double inte´grale suivante :
Lbn,k =
µ0
4π
R2
w2b
θn+wb/R∫
θn
θk+wb/R∫
θk
[
2
√
2R2(1− cos(θ − θ′))
−2
√
2R2(1− cos(θ − θ′)) + h2 − h ln
(
−h+
√
2R2(1− cos(θ − θ′)) + h2
)
+h ln
(
h+
√
2R2(1− cos(θ − θ′)) + h2
) ]
dθdθ′.
(2.18)
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On va maintenant calculer les inductances mutuelles entre les arcs d’anneaux.
Dans ce qui suit, La,an,k est une expression ge´ne´rique pour de´signer L
a
n,k et L
a
n,k.
Par une me´thode similaire a` celle utilise´e ci-dessus, la double inte´grale surfa-
cique (2.16) s’e´crit maintenant :
(2.19) La,an,k =
µ0
4π
R2
I1I2
wa∫
0
2nπ/N∫
2(n−1)π/N
Z+wa∫
Z
2kπ/N∫
2(k−1)π/N
−→
J1(r).
−→
J2(r
′) dz dθ dθ′ dz′√
2R2(1− cos(θ − θ′)) + (z − z′)2
ou` wa de´signe la largeur des anneaux circulaires, Z = 0 pour les inductances L
a
n,k et
Z = L− wa pour les inductances Lan,k.
Contrairement au cas pre´ce´dent les vecteurs densite´ de courant ne sont plus
paralle`les et le produit scalaire
−→
J1(r).
−→
J2(r
′) devient :
−→
J1(r).
−→
J2(r
′)
I1I2
=
cos(θ − θ′)
w2b
.
En inte´grant successivement (2.19) en z et z′, on obtient :
La,an,k =
µ0
4π
R2
w2a
∫ 2nπ/N
2(n−1)π/N
∫ 2kπ/N
2(k−1)π/N
cos(θ − θ′)
[
2
√
2R2(1− cos(θ − θ′)) + Z2
−
√
2R2(1− cos(θ − θ′)) + (Z + wa)2 −
√
2R2(1− cos(θ − θ′)) + (Z − wa)2
−2Z ln
(
Z +
√
2R2(1− cos(θ − θ′)) + Z2
)
+(Z + wa) ln
(
Z + wa +
√
2R2(1− cos(θ − θ′)) + (Z + wa)2
)
+(Z − wa) ln
(
Z − wa +
√
2R2(1− cos(θ − θ′)) + (Z − wa)2
)]
dθdθ′.
(2.20)
Il reste maintenant a` e´valuer les inte´grales (2.18) et (2.20). Pour cela, on a uti-
lise´ une formule de Gauss exacte pour les polynoˆmes de degre´ au plus sept. En
effet, la me´thode de quadrature de Gauss n’utilise pas les extre´mite´s des intervalles
d’inte´gration et permet donc d’e´viter la singularite´ θ = θ′ = 2π/N lorsque Z = 0,
c’est-a`-dire lors du calcul de La1,2. De plus, afin d’e´viter les singularite´s θ = θ
′ lorsque
Z = 0, les subdivisions associe´es a` θ et θ′ sont de´cale´es : si β est le nombre de sub-
divisions associe´es a` la premie`re inte´grale en θ, γ = β + 1 sera celui de la seconde.
Afin d’avoir une seule me´thode pour le calcul des trois inductances mutuelles (2.18),
(2.20) avec Z = 0 et (2.20) avec Z = L − wa, on a pris la meˆme me´thode de qua-
drature pour le calcul de l’inte´grale double (2.18).
Pour estimer l’erreur commise lors du calcul des inte´grales de Neumann, on
a applique´ la me´thode de´crite pre´ce´demment pour de´terminer l’inductance propre
d’une plaque rectangulaire d’e´paisseur ne´gligeable. En effet, si on note w sa largeur
et l sa longueur, on peut inte´grer explicitement l’inte´grale quadruple issue de la
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formule de Neumann et obtenir une expression analytique de l’inductance propreM
de la plaque rectangulaire (voir [60]) :
M =
µ0
4πw2
[
(x− x′)(z − z′)
2
(
(x− x′) ln[(z − z′) + ̺] + (z − z′) ln[(x− x′) + ̺])
−(x− x
′)(z − z′)[(x− x′) + (z − z′)]
4
− ̺
3
6
] ∣∣∣∣w/2
x′=−w/2
∣∣∣∣l/2
z′=−l/2
∣∣∣∣w/2
x=−w/2
∣∣∣∣l/2
z=−l/2
ou` ̺ =
√
(x− x′)2 + (z − z′)2.
Pour re´aliser les calculs, on a pris comme valeurs l = 12 cm, w = 1 cm. Le gra-
phique de la figure 15 repre´sente l’erreur relative en pourcent entre la valeur exacte
et la me´thode de Gauss pour β variant de 10 a` 100.
On ve´rifie que l’inductance propre est tre`s bien approche´e de`s que β > 70. Pour tous
les calculs qui suivent on a donc pris β = 100.
10 20 30 40 50 60 70 80 90 100
−4
−3
−2
−1
0
1
2
3
4
5
x 10−5
Fig. 14 – Courbe d’erreur
10 20 30 40 50 60 70 80 90 100
0
0.005
0.01
0.015
0.02
0.025
0.03
0.035
0.04
0.045
0.05
Fig. 15 – Erreur relative
Outre le fait de diminuer sensiblement le temps de calcul en re´duisant la double
inte´grale volumique de la formule de Neumann a` une inte´grale double, la me´thode
de´crite ci-dessus pre´sente l’avantage de ne pas utiliser les formules approche´es de
[51], qui ne sont plus satisfaisantes lorsque le rapport longueur sur largeur n’est plus
ne´gligeable et de ne pas approcher les anneaux par leur corde. En effet, si on iden-
tifie l’arc compris entre les angles θ1 et θ2 a` sa corde et que l’on utilise la formule
approche´e de [51], l’erreur commise est de l’ordre de 10%.
Afin de tester notre me´thode de calcul dans des cas re´els, on a compare´ les
re´sultats obtenus dans les configurations e´tudie´es dans [64].
Les caracte´ristiques de l’antenne e´tudie´e sont :
(2.21)
{
L = 12,8 cm, R = 4,45 cm, N = 16,
wa = 1 cm, wb = 0,635 cm.
On a regroupe´ dans le tableau 2.1 les re´sultats obtenus pour le calcul des induc-
tances mutuelles, ceux obtenus par [64] ainsi que les valeurs mesure´es dans le cas
de l’antenne passe-bas et de l’antenne passe-haut (voir la remarque 3.4.6 pour la
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terminologie utilise´e). Pour faire les calculs, suivant la configuration ge´ome´trique de
la figure 13 on a tout d’abord choisi h = L−wa. Dans un second temps, on a utilise´
L − 2wa et on peut remarquer que les re´sultat sont alors meilleurs. Ceci peut s’ex-
pliquer par la mauvaise approximation au niveau des soudures entre les branches et
les anneaux. Si h = L−wa, on calcule deux fois l’inductance des soudures alors que
l’e´paisseur des deux plaques superpose´es reste ne´gligable. Il est donc plus re´aliste
d’identifier l’anneau avec les soudures a` l’anneau seul et de prendre h = L− 2wa.
Inductance Mesure´es Mesure´es L− wa L− 2wa [64]
(passe-bas, nH) (passe-haut, nH) (nH) (nH) (nH)
L1,1 117 115 124,802 114,847 122
L1,2 -36,4 -34,9 -39,286 -35,641 -38,1
L1,3 -5,3 -5,3 -5,847 -5,218 -6,1
L1,4 -2,3 -2,3 -2,354 -2,085 -2,3
L1,5 -1,4 -1,3 -1,394 -1,238 -1,4
L1,6 -0,9 -0,8 -1,013 -0,908 -1,0
L1,7 -0,9 -0,8 -0,836 -0,758 -0,8
L1,8 -0,7 -0,8 -0,730 -0,689 -0,8
L1,9 -0,8 -0,8 -0,754 -0,669 -0,7
Tab. 2.1 – Antenne (2.21) : inductances mutuelles
Dans le tableau 2.2 on a indique´ les pourcentages d’erreur entre les valeurs cal-
cule´es et les valeurs mesure´es dans le cas du filtre passe-bas.
Inductance Mesure´es (passe-bas) L− wa L− 2wa [64]
(nH) (%) (%) (%)
L1,1 117 6,668 1,840 4,273
L1,2 -36,4 7,930 2,084 4,670
L1,3 -5,3 10,321 1,551 15,094
L1,4 -2,3 2,366 9,363 0,0
L1,5 -1,4 0,424 11,536 0,0
L1,6 -0,9 12,515 -0,950 11,111
L1,7 -0,9 7,126 15,783 11,111
L1,8 -0,7 7,739 1,565 14,286
L1,9 -0,8 8,737 16,395 12,500
Tab. 2.2 – Antenne (2.21) : erreur relative
On voit sur le tableau 2.1 que, pour aller plus loin dans la mode´lisation de
l’antenne cage d’oiseau et de ses inductances mutuelles, il faudrait rajouter des in-
ductances au niveau des capacite´s afin de diffe´rencier les cas passe-bas et passe-haut.
De plus, pour pouvoir comparer les re´sultats avec des antennes cages d’oiseau uti-
lise´es en IRM, il faudrait prendre en compte l’e´cran de protection place´ tout autour
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de l’antenne. Suivant [47], [60] et [64], cela revient a` conside´rer des brins virtuels
et calculer les inductances mutuelles en tenant compte de ceux-ci. On peut alors
appliquer le meˆme principe de calcul que pre´ce´demment afin d’obtenir une bonne
approximation des inductances mutuelles en pre´sence d’un e´cran protecteur.
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Chapitre 3
E´tude du circuit
Le chapitre 3 est consacre´ a` la re´solution du syste`me line´aire (2.15) ve´rifie´ par les
intensite´s des courants circulant dans l’antenne (pour la signification des notations,
voir page 16). On va notamment montrer l’existence de pulsations de re´sonance et
e´tudier quelques proprie´te´s de ces pulsations ainsi que des courants associe´s.
3.1 Reformulation du syste`me line´aire
Afin de re´soudre le syste`me (2.15), on va le re´e´crire sous une forme diffe´rente afin
d’obtenir une e´quation ne faisant apparaˆıtre comme inconnue que le terme J1 − I1.
Par sommation des N premie`res lignes du syste`me (2.15) et soustraction a` cette
somme de deux fois la dernie`re ligne, on obtient :
ω2
N∑
n=1
N∑
k=1
[
Lbn,k − Lbn+1,k − Lbn,k+1 + Lbn+1,k+1 + 2(Lan,k − Lan,k)
]
Ik
+N
[
ω2
N∑
k=1
(La1,k − La1,k) + iωRa −
1
Ca
]
(J1 − I1)
− 2N ω2
N∑
k=1
(La1,k − La1,k)Ik + 2N ω2
[
N∑
k=1
La1,k
]
(J1 − I1)
= 2
[
−iω(Ra +Rb) +
(
1
Ca
+
1
Cb
)] N∑
n=1
In −
(
−iωRb + 1
Cb
) N∑
n=1
(In−1 + In+1)
− 2
(
−iωRa + 1
Ca
) N∑
n=1
In − iω
N∑
n=1
(En+1 −En) + iω
N∑
n=1
(Vn +Wn − 2Vn).
Apre`s simplification des expressions, l’e´quation pre´ce´dente s’e´crit :
ω2
N∑
n=1
N∑
k=1
[
Lbn,k − Lbn+1,k − Lbn,k+1 + Lbn+1,k+1
]
Ik
+N
[
ω2
N∑
k=1
(La1,k + L
a
1,k) + iωR
a − 1
Ca
]
(J1 − I1) = iω
N∑
n=1
(Wn − Vn).
(3.1)
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Or,
N∑
n,k=1
[
Lbn,k − Lbn+1,k − Lbn,k+1 + Lbn+1,k+1
]
Ik
=
N∑
k=1
[
N∑
n=1
(
Lbn,k − Lbn,k+1
)− N∑
n=1
(
Lbn+1,k − Lbn+1,k+1
)]
Ik
=0.
(3.2)
En reportant dans (3.1), on obtient finalement :
(3.3)
[
ω2
N∑
k=1
(La1,k + L
a
1,k) + iωR
a − 1
Ca
]
(J1 − I1) = −iω
N
N∑
n=1
(Vn −Wn).
Le syste`me (2.15) est donc e´quivalent au syste`me (3.4) suivant :
(3.4)

ω2
 0L ...
0


I1
...
IN
J1
+ iω
 0R ...
0


I1
...
IN
J1
−
 0C ...
0


I1
...
IN
J1

+
[
ω2
N∑
k=1
(La1,k − La1,k) + iωRa −
1
Ca
]
J1 − I1
...
J1 − I1
J1 − I1

= −iω
 E2 − E1...
E1 − EN
+ iω
 V1 +W1...
VN +WN
 ,
[
ω2
N∑
k=1
(La1,k + L
a
1,k) + iωR
a − 1
Ca
]
(J1 − I1) = −iω
N
N∑
n=1
(Vn −Wn).
Dans le syste`me (3.4), les variables ω, I1, ..., IN , J1 sont conside´re´es comme in-
connues tandis que L,C,R, E1, ..., EN , V1, ..., VN et W1, ...,WN sont des quantite´s
que l’on sait caracte´riser. En liaison avec les applications physiques, on a choisi de
ne conside´rer que les deux cas suivants :
– ∀ 1 6 n 6 N, Vn = Wn,
– ∀ 1 6 n 6 N, Vn = −Wn.
Ces cas recouvrent les phe´nome`nes de´crits dans la litte´rature (voir page 40).
◮ Premier cas : ∀ 1 6 n 6 N, Vn = Wn.
Dans ce cas, la dernie`re e´quation du syste`me (3.4) s’e´crit :[
ω2
N∑
k=1
(La1,k + L
a
1,k) + iωR
a − 1
Ca
]
(J1 − I1) = 0.
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Comme les inductances mutuelles, les capacite´s, les re´sistances et la pulsation sont
re´elles,
ℑ
[
ω2
N∑
k=1
(La1,k + L
a
1,k) + iωR
a − 1
Ca
]
= ωRa 6= 0.
On a alors ne´cessairement J1 = I1.
Dans le premier cas, le syste`me (3.4) est donc e´quivalent a` :
(3.5)

ω2L
 I1...
IN
 + iωR
 I1...
IN
− C
 I1...
IN

= −iω
 E2 − E1...
E1 − EN
+ 2iω
 V1...
VN
 ,
J1 = I1,
∀ 1 6 n 6 N, Vn =Wn.
◮ Deuxie`me cas : ∀ 1 6 n 6 N, Vn = −Wn.
Dans ce cas, la dernie`re e´quation du syste`me (3.4) ne permet pas d’obtenir di-
rectement une expression reliant J1 aux courants I1, ..., IN : on va devoir modifier
l’e´criture de (3.4) pour la faire apparaˆıtre.
Si l’on somme les N premie`res e´quations du syste`me (3.4) (compte tenu des
manipulations pre´ce´dentes cela revient a` sommer (2.8) et (2.9)), on obtient :
ω2
N∑
n=1
N∑
k=1
[
Lbn,k − Lbn+1,k − Lbn,k+1 + Lbn+1,k+1 + 2(Lan,k − Lan,k)
]
Ik
+ 2iω(Ra +Rb)
N∑
n=1
In +
(
−iωRb + 1
Cb
) N∑
n=1
(In−1 + In+1)− 2
(
1
Ca
+
1
Cb
) N∑
n=1
In
+
[
ω2
N∑
k=1
(La1,k − La1,k) + iωRa −
1
Ca
]
N∑
n=1
(J1 − I1) = −iω
N∑
n=1
(En+1 − En).
Comme les indices sont invariants modulo N , l’e´quation pre´ce´dente s’e´crit aussi :
ω2
N∑
n=1
N∑
k=1
[
Lbn,k − Lbn+1,k − Lbn,k+1 + Lbn+1,k+1 + 2(Lan,k − Lan,k)
]
Ik
− 2
[
−iωRa + 1
Ca
] N∑
n=1
In +
[
ω2
N∑
k=1
(La1,k − La1,k) + iωRa −
1
Ca
]
N∑
n=1
(J1 − I1) = 0.
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En utilisant les proprie´te´s (2.4) et (2.14) des inductances mutuelles, la double
somme de l’e´quation pre´ce´dente se re´duit a` :
ω2
N∑
n=1
N∑
k=1
[
Lbn,k − Lbn+1,k − Lbn,k+1 + Lbn+1,k+1 + 2(Lan,k − Lan,k)
]
Ik
= 2ω2
N∑
n=1
[
N∑
k=1
(
Lan,k − Lan,k
)
Ik
]
= 2ω2
N∑
k=1
[
N∑
n=1
(
Lan,k − Lan,k
)]
Ik
= 2ω2
N∑
k=1
[
N∑
n=1
(
La1,k − La1,k
)]
Ik
= 2ω2
(
N∑
k=1
(
La1,k − La1,k
))( N∑
k=1
Ik
)
.
(3.6)
En reportant dans l’expression pre´ce´dente, on obtient finalement :
2
[
ω2
N∑
k=1
(La1,k − La1,k) + iωRa −
1
Ca
]
N∑
n=1
In
+
[
ω2
N∑
k=1
(La1,k − La1,k) + iωRa −
1
Ca
]
N∑
n=1
(J1 − I1) = 0.
D’ou`, en utilisant l’expression (2.6) :
[
ω2
N∑
k=1
(
La1,k − La1,k
)
+ iωRa − 1
Ca
]
N∑
n=1
(In + Jn) = 0.
Pour les meˆmes raisons que dans le cas pre´ce´dent, le terme entre crochets est non
nul et on en de´duit :
N∑
n=1
(In + Jn) = 0.
En re´utilisant la relation (2.6), l’e´quation ci-dessus conduit finalement a` l’expression
suivante reliant J1 aux diffe´rents courants Ij , 1 6 j 6 N :
J1 = I1 − 2
N
N∑
n=1
In.
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Dans le deuxie`me cas, le syste`me (3.4) est donc e´quivalent a` :
ω2
 0L ...
0


I1
...
IN
J1
+ iω
 0R ...
0


I1
...
IN
J1
−
 0C ...
0


I1
...
IN
J1

+
[
ω2
N∑
k=1
(La1,k − La1,k) + iωRa −
1
Ca
]
J1 − I1
...
J1 − I1
J1 − I1
 = −iω
 E2 − E1...
E1 − EN
 ,
−2
[
ω2
N∑
k=1
(La1,k + L
a
1,k) + iωR
a − 1
Ca
]
N∑
n=1
In = −2iω
N∑
n=1
Vn,
J1 = I1 − 2
N
N∑
n=1
In,
∀ 1 6 n 6 N, Vn = −Wn,
c’est-a`-dire,
(3.7)

ω2 L˜
 I1...
IN
+ iωR˜
 I1...
IN
− C˜
 I1...
IN
 = −iω
 E2 − E1...
E1 − EN
 ,
−2
[
ω2
N∑
k=1
(La1,k + L
a
1,k) + iωR
a − 1
Ca
]
N∑
n=1
In = 2iω
N∑
n=1
Vn,
J1 = I1 − 2
N
N∑
n=1
In,
∀ 1 6 n 6 N, Vn = −Wn,
ou`

∀ 1 6 j, k 6 N, L˜j,k = Lj,k − 2
N
N∑
n=1
(Lan,k − Lan,k),
∀ 1 6 j, k 6 N, R˜j,k = Rj,k − 2R
a
N
,
∀ 1 6 j, k 6 N, C˜j,k = Cj,k − 2
NCa
.
Par construction (voir page 22), les matrices R et C sont circulantes. D’autre
part, d’apre`s les proprie´te´s des inductances mutuelles (voir (2.14)), la matrice L est
aussi une matrice circulante. Les matrices L˜, R˜ et C˜ sont donc elles aussi des ma-
trices circulantes.
En conclusion, la re´solution du syste`me (3.4) conduit, dans les deux cas conside´re´s,
a` la re´solution d’une e´quation line´aire pour les inconnues I1, ..., IN . L’inconnue ω
est conside´re´e comme un parame`tre et les diffe´rentes matrices qui interviennent sont
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circulantes (voir (3.5) et (3.7)). Pour une e´tude des proprie´te´s des matrices circu-
lantes, on pourra se reporter a` l’annexe A. La section suivante est consacre´e a` la
re´solution de cette e´quation line´aire.
3.2 Phe´nome`ne de re´sonance
Pour re´soudre les syste`mes d’e´quations line´aires (3.5) et (3.7) auxquels a conduit
le syste`me (3.4), on va utiliser la proprie´te´ que les matrices circulantes sont toutes
diagonalisables dans une meˆme base note´e B = (C0, ..., CN−1) (voir (A.4) pour plus
de de´tails).
◮ Premier cas : ∀ 1 6 n 6 N, Vn = Wn. On re´sout le syste`me (3.5).
Les valeurs propres des matrices circulantes L, R et C sont respectivement
donne´es par (voir le the´ore`me A.2.1) :
∀ 0 6 k 6 N − 1, • λLk =
N−1∑
m=0
L1,m+1 exp
(
2ikmπ
N
)
,
• λRk = 2
(
Ra +Rb
)− Rbwk − Rbwk(N−1)
= 2
(
Ra +Rb
[
1− cos
(
2kπ
N
)])
> 0
et
• λCk = 2
(
1
Ca
+
1
Cb
)
− 1
Cb
wk − 1
Cb
wk(N−1)
= 2
(
1
Ca
+
1
Cb
[
1− cos
(
2kπ
N
)])
> 0.
(3.8)
On de´compose les diffe´rents vecteurs e´tudie´s dans la base B : I1...
IN
 = N−1∑
k=0
αkCk,
 E1...
EN
 = N−1∑
k=0
βkCk et
 V1...
VN
 = N−1∑
k=0
γkCk.
On a alors :  E2 −E1...
E1 −EN
 = N−1∑
k=0
βk

1 −1
. . .
. . . 0
0 1 −1
−1 1
Ck
=
N−1∑
k=0
λEk βkCk
avec
(3.9) λEk = 1− wk = −2i exp
(
ikπ
N
)
sin
(
kπ
N
)
.
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La pulsation ω e´tant non nulle, les courants I1, ..., IN ve´rifient l’e´quation line´aire (3.5)
si et seulement si :
∀ 0 6 k 6 N − 1, (ω2λLk − λCk + iωλRk )αk = −iω(λEk βk − 2γk)
⇐⇒ ∀ 0 6 k 6 N − 1,
[
λRk − i
(
ωλLk −
λCk
ω
)]
αk = −λEk βk + 2γk.
(3.10)
La pulsation ω e´tant re´elle et λRk > 0, le coefficient devant αk est non nul et la
relation (3.10) est e´quivalente a` :
∀ 0 6 k 6 N − 1, αk(ω) = −λ
E
k βk + 2γk
λRk − i
(
ωλLk −
λCk
ω
) .
(3.11)
D’ou` :
∀ 0 6 k 6 N − 1, |αk(ω)|2 =
∣∣−λEk βk + 2γk∣∣2
(λRk )
2
+
(
ωλLk −
λCk
ω
)2 .(3.12)
Afin de poursuivre l’e´tude du phe´nome`ne de re´sonance, on va admettre pour
l’instant le re´sultat suivant concernant les valeurs propres de la matrice L :
(3.13) ∀ 0 6 k 6 N − 1, λLk ∈ R et λLk > 0.
Ce re´sultat sera e´tudie´ dans la section 3.4.2 suivante.
Comme les valeurs propres de la matrice L sont strictement positives, le de´nomi-
nateur de (3.12) est minimal pour les pulsations ω ve´rifiant ω2 = ω2k ou` la pulsation
ωk est de´finie par :
(3.14) ωk =
√
λCk
λLk
=
√
2
λLk
(
1
Ca
+
1
Cb
[
1− cos
(
2kπ
N
)])
.
La figure 5 repre´sente la variation du module de αk pour des coefficients βk = 0
et γk = 1 en fonction de la pulsation ω des sources de tension : pour tout k, on
observe un pic pour ω = ωk. On dit qu’il y a re´sonance a` la pulsation ω = ωk.
Les caracte´ristiques L, R, N , wa
et wb de l’antenne sont donne´es
par (2.21). On a pris
Ca = 180 pF et Cb = 0 pF.
Les valeurs des 2πωk sont donne´es
dans le tableau (3.3).
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Fig. 5 – Variation de |αk| en fonction de ω
36 CHAPITRE 3. E´TUDE DU CIRCUIT
Pour observer le phe´nome`ne de re´sonance, il faut que le nume´rateur de (3.12)
soit non nul et que le terme λRk soit petit.
Concernant le nume´rateur, comme λE0 = 0, on doit avoir γ0 non nul lorsque
k = 0. Cela signifie qu’il faut ne´cessairement alimenter les anneaux terminaux alors
que ce n’est pas indispensable pour les autres pulsations ωk, k = 1, ..., N − 1.
D’apre`s l’expression de λRk (voir (3.8)), son ordre de grandeur est donne´ par la
re´sistance des brins me´talliques de l’antenne. Or, on a mentionne´ dans l’introduction
que les me´taux utilise´s sont choisis de fac¸on a` la minimiser (voir le chapitre 5 pour
des valeurs nume´riques). On est donc dans les bonnes conditions pour observer un
phe´nome`ne de re´sonance.
En conclusion, il existe deux types de pulsations dans le premier cas :
– soit la pulsation ω ve´rifie la relation (3.14), et dans ce cas on observe un
phe´nome`ne de re´sonance des tensions source,
– soit la pulsation ω ne ve´rifie pas la relation (3.14), et alors les courants associe´s
ne sont pas amplifie´s.
◮ Deuxie`me cas : ∀ 1 6 n 6 N, Vn = −Wn. On re´sout le syste`me (3.7).
Les arguments et techniques employe´s dans ce cas sont similaires a` ceux utilise´s
dans le premier cas.
Dans un premier temps, on va de´terminer la pulsation de re´sonance associe´e a` la
composante α0.
En reprenant la de´finition des vecteurs Ck, on obtient :
N∑
n=1
In =
N−1∑
n=0
N−1∑
k=0
αkw
kn =
N−1∑
k=0
αk
N−1∑
n=0
wkn = Nα0.
De meˆme,
N∑
n=1
Vn = Nγ0.
En reportant ces deux relations dans la deuxie`me relation du syste`me (3.7), on a :
− 2N
[
ω2
N∑
k=1
(La1,k + L
a
1,k)− iωRa −
1
Ca
]
α0(ω) = 2iωNγ0
⇐⇒
[
Ra − i
(
ω
N∑
k=1
(La1,k + L
a
1,k)−
1
ω Ca
)]
α0(ω) = γ0.
(3.15)
Comme dans le cas pre´ce´dent, on va donc avoir un phe´nome`ne de re´sonance de la
composante α0 aux pulsations ω ve´rifiant ω
2 = ω2CR ou` ωCR est de´finie par :
(3.16) ωCR =
√√√√√√
1
Ca
N∑
k=1
(La1,k + L
a
1,k)
.
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Remarque 3.2.1 : retour sur ω0
On peut remarquer que cette formule est tre`s voisine de celle donnant ω0. En effet,
en utilisant les expressions des valeurs propres des matrice L et C, on montre que :
ω0 =
√√√√√√
1
Ca
N∑
k=1
(La1,k − La1,k)
.
Dans toute la suite, on retrouvera que les champs magne´tiques oscillants aux pulsa-
tions ωCR et ω0 ont des proprie´te´s communes que ne posse`dent pas les autres champs
magne´tiques. Ainsi, pour observer la re´sonance a` la pulsation ωCR, il faut, comme
pour ω0, alimenter les anneaux terminaux alors que les sources de tensions sur les
branches n’ont pas d’influence.
On va maintenant de´terminer les pulsations de re´sonance associe´es aux compo-
santes α1, ..., αN−1.
En utilisant la premie`re e´quation du syste`me (3.7), on obtient :
(3.17) ∀ 0 6 k 6 N − 1, (ω2λeLk + iωλ eRk − λ eCk )αk = −iωλEk βk.
Comme la somme des racines de l’unite´ est nulle et que le coefficient retranche´ aux
matrices tilde´es est la somme de leurs lignes, les valeurs propres des matrices L˜, R˜
et C˜ sont donne´es par :
∀ 0 6 k 6 N − 1,

λ
eL
k = (1− δ0,k)λLk ,
λ
eR
k = (1− δ0,k)λRk ,
λ
eC
k = (1− δ0,k)λCk .
Comme λE0 = 0, la relation (3.17) est e´quivalente a` :
(3.18) ∀ 1 6 k 6 N − 1, (ω2λLk + iωλRk − λCk )αk = −iωλEk βk.
On retrouve alors la relation (3.10) et donc les pulsations de re´sonance ω1, ..., ωN−1.
Re´ciproquement, on ve´rifie que tout vecteur dont les composantes dans la base
B ve´rifient les relations (3.15) et (3.18) est solution du syste`me (3.7).
Remarque 3.2.2 : ge´ne´ralisation
On aurait pu faire l’e´tude pre´ce´dente dans les cas plus ge´ne´raux
N∑
n=1
(Vn −Wn) = 0
et
N∑
n=1
(Vn +Wn) = 0.
En conclusion, on peut dire qu’il existe, pour les deux cas conside´re´s, N pulsations
de re´sonance permettant d’amplifier les composantes α0, α1, ..., αN−1 des tensions
38 CHAPITRE 3. E´TUDE DU CIRCUIT
d’entre´e. Parmi ces 2N pulsations, N − 1 sont communes (il s’agit de ω1, ..., ωN−1)
et les deux autres sont spe´cifiques a` chaque cas : ω0 dans le premier cas et ωCR dans
le deuxie`me.
Ce phe´nome`ne de re´sonance permet de produire des intensite´s relativement e´leve´es
dans l’antenne sans avoir a` fournir de tensions d’entre´e e´leve´es ; il est utilise´ lors des
applications RMN. Dans la suite, on ne s’inte´ressera qu’aux champs magne´tiques
produits par l’antenne pour des tensions d’entre´e oscillant a` ces pulsations de re´so-
nance.
De plus, le phe´nome`ne de re´sonance associe´e a` la pulsation ωCR (respectivement
ω0, ω1, ..., ωN−1) ne faisant intervenir que la composante suivant C0 (respectivement
C0, C1, ..., CN−1) des sources de tension, on supposera par la suite que celles-ci sont
proportionnelles a` C0 (respectivement C0, C1, ..., CN−1). Les courants engendre´s
seront donc, eux-aussi, proportionnels a` C0 (respectivement C0, C1, ..., CN−1). En
particulier, pour ω = ωCR et ω = ω0, il n’y aura pas de courant a` circuler dans les
branches.
Les situations e´tudie´es par la suite sont donc :
– ω = ωCR, E1 = · · · = EN = 0 et V1 = · · · = VN = −W1 = · · · = −WN = β ∈C,
– ω = ω0, E1 = · · · = EN = 0 et V1 = · · · = VN =W1 = · · · =WN = β ∈ C,
– ω = ωk, 1 6 k 6 N − 1, les vecteurs (E1, · · · , EN) et (V1, · · · , VN) =
(W1, · · · ,WN) sont proportionnels aux vecteurs Ck.
Remarque 3.2.3 : a` propos des re´sistances
On de´duit de la re´solution pre´ce´dente que la seule solution de l’e´quation ho-
moge`ne associe´e aux e´quations (3.5) et (3.7) est la solution nulle. Cela signifie qu’il
n’y a pas de courants pouvant circuler dans l’antenne cage d’oiseau sans un apport
d’e´nergie. Ceci est duˆ au fait que l’on a pris en compte les re´sistances e´lectriques
des brins me´talliques et donc introduit des pertes d’e´nergie par effet Joule au niveau
de celles-ci.
Si on ne prend pas en compte la re´sistance des brins me´talliques, l’e´quation
homoge`ne a` re´soudre est un proble`me aux valeurs propres avec des matrices cir-
culantes. Sa re´solution (voir la proposition A.2.4 page 226) conduit aux pulsations
de re´sonance ωk, k = 0, ..., N − 1 et a` des courants associe´s proportionnels a` Ck.
Contrairement au cas avec re´sistance, il existe donc des solutions n’ayant pas besoin
d’e´nergie pour exister.
L’absence de re´sistance amplifie le phe´nome`ne de re´sonance : en effet, dans ce cas,
l’e´quation (3.10) s’e´crit :
(3.19) ∀ 0 6 k 6 N − 1, i
(
ωλLk −
λCk
ω
)
αk(ω) = −λEk βk + 2γk.
Donc, si ω = ωk, on doit avoir −λEk βk +2γk = 0 alors que αk(ωk) est inde´termine´e.
De plus, on a :
|αj| =
∣∣−λEk βk + 2γk∣∣∣∣∣∣ωλLk − λCkω
∣∣∣∣ −−−−−→ω−→ωk +∞.
Le “phe´nome`ne de re´sonance” est donc non borne´ et il faut imposer des conditions
sur la tension source dans le cas sans re´sistance.
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3.3 Calcul des fre´quences de re´sonance
Cette section est la suite de la section 2.3 consacre´e au calcul des inductances
mutuelles. On va maintenant calculer les fre´quences de re´sonance et comparer les
valeurs obtenues avec celles de [47] et [64].
Dans [47], les caracte´ristiques de l’antenne conside´re´e sont les suivantes :
(3.20)

L = 12 cm, R = 6,7 cm, N = 8,
wa = wb = 1 cm,
Cb = 2 nF, Ca = 0 nF.
On a regroupe´ dans le tableau 3.1 nos re´sultats obtenus pour le calcul des fre´quences
de re´sonance, ceux obtenus par [47] et [60], ainsi que les valeurs mesure´es. Pour
chaque fre´quence, on a e´galement indique´ le pourcentage d’erreur par rapport a`
celle mesure´e. Comme dans la section 2.3, on a successivement utilise´ h = L−wa et
h = L− 2wa pour faire les calculs.
Mode Mesure´es L− wa Erreur L− 2wa Erreur [47] Erreur [60] Erreur
(MHz) (MHz) (%) (MHz) (%) (MHz) (%) (MHz) (%)
1 8,081 7,901 2,226 8,095 0,178 8,259 2,203 9,290 14,961
2 12,075 11,734 2,819 12,187 0,928 12,044 0,257 12,383 2,551
3 13,875 13,955 3,030 14,036 1,161 13,695 1,297 13,718 1,131
4 14,475 13,455 3,588 14,574 0,686 14,174 2,079 14,475 2,501
Tab. 3.1 – Antenne (3.20) : fre´quences
On a aussi calcule´ les fre´quences de re´sonances associe´es dans le cas passe-haut
et passe-bas de [64]. Les valeurs obtenues ainsi que les pourcentages d’erreur sont
regroupe´s dans les tableaux 3.2 et 3.3. Pour le cas passe-bas, les valeurs des capacite´s
sont :
(3.21) Ca = 0 pF et Cb = 150 pF.
Mode Mesure´es L− wa Erreur L− 2wa Erreur [64] Erreur
(MHz) (MHz) (%) (MHz) (%) (MHz) (%)
0 0 0 0 0 0 0 0
1 24,1 23,584 2,139 24,248 0,614 23,7 1,660
2 37,4 36,318 2,892 37,724 0,868 36,5 2,406
3 45,9 44,432 3,198 46,303 0,878 44,7 2,614
4 51,9 50,083 3,501 52,262 0,698 50,5 2,698
5 56,1 54,087 3,588 56,478 0,674 54,6 2,674
6 58,8 56,797 3,406 59,328 0,898 57,5 2,211
7 60,4 58,376 3,350 60,988 0,973 59,2 1,987
8 61,0 58,896 3,449 61,533 0,874 59,7 2,131
Tab. 3.2 – Antenne (2.21) : fre´quences dans le cas passe-bas
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Pour le cas passe-haut, les valeurs des capacite´s sont :
(3.22) Ca = 180 pF et Cb = 0 pF.
Mode Mesure´es L− wa Erreur L− 2wa Erreur [64] Erreur
(MHz) (MHz) (%) (MHz) (%) (MHz) (%)
0 114 115,487 1,305 115,487 1,305 116 1,754
1 79,1 78,034 1,347 80,230 1,428 78,3 1,011
2 63,2 61,261 3,069 63,632 0,684 61,5 2,690
3 53,5 51,624 3,506 53,798 0,557 51,9 2,991
4 47,7 45,719 4,153 47,709 0,018 46,1 3,354
5 44,0 41,989 4,569 43,846 0,351 42,4 3,636
6 41,6 39,683 4,607 41,451 0,351 40,2 3,365
7 40,3 38,420 4,665 40,139 0,400 39,0 3,226
8 39,9 38,017 4,719 39,720 0,452 38,6 3,258
Tab. 3.3 – Antenne (2.21) : fre´quences dans le cas passe-haut
3.4 Quelques proprie´te´s des pulsations et des cou-
rants
Pour finir ce chapitre, on e´tudie les proprie´te´s des courants et des valeurs propres
de la matrice L.
La section 3.4.1 passe en revue les diffe´rentes pulsations de re´sonance et de´termine
les courants associe´s a` chacune d’elles.
Dans la section 3.4.2, on revient sur le re´sultat (3.13) admis lors de la re´solution
du syste`me line´aire.
Enfin, on explique dans la remarque 3.4.6 l’appellation filtre passe-haut et filtre
passe-bas rencontre´e dans la litte´rature.
3.4.1 Bilan
On a montre´ dans la section pre´ce´dente qu’il existe, pour les configurations d’ali-
mentation e´tudie´es, N + 1 pulsations de re´sonance (les fre´quences sont obtenues en
divisant par 2π) :
ωCR, ω0, ω1, ..., ωN−1.
D’apre`s l’e´tude du proble`me aux valeurs propres, on peut se´parer ces pulsations en
trois groupes :
◮ ω = ωCR.
Dans ce cas, on n’alimente que les anneaux terminaux et les sources de tension
sont toutes les meˆmes sur chaque arc d’un meˆme anneau ainsi que d’un anneau a`
l’autre. Les courants re´sultant ve´rifient alors :
I1 = · · · = IN .
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Autrement dit, le vecteur des intensite´s (I1, ..., IN) est proportionnel au vecteur
C0 = (1, ..., 1).
Compte tenu de la relation liant J1 aux Ij, j = 1, ..., N (voir (3.7)), et de celle reliant
les Jj , j = 1, ..., N aux autres intensite´s (voir (2.6) page 18), on obtient :
J1 = −I1 = · · · = −IN = J2 = · · · = JN .
D’apre`s la relation donnant les courants circulant dans les branches (voir (2.5)
page 18), Ib1 = · · · = IbN = 0.
Il n’y a donc pas de courant circulant dans les branches alors que les anneaux ter-
minaux sont parcourus, compte tenu des orientations choisies, par un meˆme courant.
◮ ω = ω0.
Comme dans le cas pre´ce´dent, on n’alimente que les anneaux terminaux. Les
sources de tension sont toutes les meˆmes sur chaque arc d’un meˆme anneau mais de
signes oppose´s d’un anneau a` l’autre. Les courants obtenus ve´rifient :
I1 = · · · = IN .
Le vecteur des intensite´s (I1, ..., IN) est donc, comme pre´ce´demment, proportionnel
au vecteur C0 = (1, ..., 1).
Compte tenu de la relation liant les Jj , j = 1, ..., N aux autres intensite´s (voir (2.6)
page 18) et du fait que J1 = I1 (voir (3.5)), on obtient :
J1 = I1 = · · · = IN = J2 = · · · = JN .
D’apre`s la relation donnant les courants circulant dans les branches (voir (2.5)
page 18), Ib1 = · · · = IbN = 0.
Il n’y a donc pas de courant circulant dans les branches alors que les anneaux
terminaux sont parcourus, compte tenu des orientations choisies, par un courant
de meˆme intensite´ mais de sens oppose´ et non identique comme c’e´tait le cas
pre´ce´demment.
◮ ω = ωk, k = 1, ..., N − 1.
D’apre`s l’e´tude du circuit e´lectrique, les sources de tension ainsi que les courants
sont, a` un coefficient multiplicatif pre`s, des racines de l’unite´. Plus pre´cise´ment, le
vecteur des intensite´s (I1, ..., IN) est proportionnel au vecteur Ck (voir l’annexe A).
Les tensions e´mises ainsi que les courants circulant dans deux branches conse´cutives
sont de´phase´s d’un angle
2kπ
N
. Par ailleurs, compte tenu de la relation liant les Jj,
j = 1, ..., N aux autres intensite´s (voir (2.6) page 18) et du fait que, dans les deux
cas e´tudie´s, J1 = I1, on obtient :
∀ 1 6 j 6 N, Ij = Jj.
Autrement dit, compte tenu des orientations choisies, le courant circulant dans
chaque arc d’anneau terminal du bas est l’oppose´ de celui circulant dans le meˆme
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arc de l’anneau terminal du haut.
Apre`s ce re´capitulatif des diffe´rentes pulsations de re´sonance, on va s’inte´resser
aux valeurs propres de la matrice L.
3.4.2 E´tude des valeurs propres de L
Cette section est consacre´e a` l’e´tude du re´sultat e´nonce´ en (3.13). Seule la partie
du re´sultat rappele´e dans la proposition 3.4.1 sera de´montre´e mathe´matiquement. En
effet, le nombre de parame`tres e´leve´s et les expressions des valeurs propres rendent
l’e´tude the´orique du signe de celles-ci impossible. Leur positivite´ sera donc illustre´e
a` l’aide de simulations nume´riques uniquement.
Proposition 3.4.1 : valeur propres de L
Soit L la matrice de´finie page 22.
Ses valeurs propres sont re´elles et elles ve´rifient la relation de syme´trie suivante :
∀ 1 6 k 6 N − 1, λLN−k = λLk .
De´monstration. Il est clair d’apre`s la formule (3.8) que la premie`re valeur
propre λL0 est re´elle.
D’apre`s les proprie´te´s (2.4) des inductances mutuelles, on a :
∀ 0 6 j, k 6 N − 1, Lbj,k = Lbj,−k+2j = Lbj,N−k+2j.
On en de´duit que :
(3.23) ∀ 0 6 m 6 N − 1, L1,m+1 = L1,N−(m+1)+2 = L1,N−m+1.
En reportant dans l’expression des valeurs propres de L (voir page 34), on obtient :
∀ 1 6 k 6 N − 1, λLN−k =
N−1∑
m=0
L1,m+1 exp
(
2i(N − k)mπ
N
)
=
N−1∑
m=0
L1,(N−m)+1 exp
(
−2ikmπ
N
)
=
N−1∑
m=0
L1,(N−m)+1 exp
(
2ik(N −m)π
N
)
=
N∑
m=1
L1,m+1 exp
(
2ikmπ
N
)
= λLk .
(3.24)
Les inductances mutuelles e´tant re´elles, les coefficients L1,m+1 le sont aussi et on a :
∀ 1 6 k 6 N − 1, λLN−k =
N−1∑
m=0
L1,m+1 exp
(
2i(N − k)mπ
N
)
=
N−1∑
m=0
L1,m+1 exp
(
−2ikmπ
N
)
= λLk .
(3.25)
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En utilisant les re´sultats (3.24) et (3.25), on obtient finalement :
∀ 1 6 k 6 N − 1, λLk ∈ R et λLN−k = λLk .

On va maintenant e´tudier la deuxie`me partie de (3.13) concernant la stricte
positivite´ des valeurs propres de la matrice L.
On fait l’hypothe`se suivante.
Hypothe`se 3.4.2 :
La matrice L ve´rifie l’ine´galite´ suivante :
(3.26) L1,1 >
N∑
m=2
|L1,m| .
Alors, comme
∀ 0 6 k 6 N − 1, λLk = L1,1 +
N∑
m=2
L1,m cos
(
2kπ(m− 1)
N
)
> L1,1 −
N∑
m=2
|L1,m| ,
les valeurs propres de L sont strictement positives.
Dans toute cette e´tude on supposera que l’hypothe`se 3.4.2 est ve´rifie´e.
Remarque 3.4.3 :
D’apre`s les proprie´te´s ve´rifie´es par les inductances mutuelles, la matrice L est une
matrice circulante. L’hypothe`se 3.4.2 signifie donc que la matrice L est une matrice
a` diagonale strictement dominante.
Comme l’expression des inductances mutuelles est complique´e (voir (2.3)), on
ne va pas de´montrer que l’hypothe`se 3.4.2 est satisfaite mais la justifier a` l’aide de
simulations nume´riques base´es sur des donne´es utilise´es dans la pratique.
Les ve´rifications nume´riques qui suivent ont e´te´ re´alise´es a` partir de la me´thode
expose´e dans la section 2.3 sur l’exemple (2.21). Comme les matrices obtenues sont
circulantes et assez volumineuses, on n’a donne´ dans ce qui suit que la premie`re ligne
de chacune d’elle.
Les premie`res lignes des matrices d’inductance obtenues dans le cas de l’antenne
de l’exemple (2.21) sont, en nH :
(La)1 = [6,7043 , 2,0050 , 0,6693 , 0,2480 , 0,0063 , −0,1533 , −0,2586 , −0,3195 ,
− 0,3395 , −0,3195 , −0,2586 , −0,1533 , 0,0063 , 0,2480 , 0,6693 , 2,0050],
(La)1 = [0,2553 , 0,2336 , 0,1740 , 0,0908 , 0,0006 , −0,0824 , −0,1481 , −0,1899 ,
− 0,2043 , −0,1899 , −0,1481 , −0,0824 , 0,0006 , 0,0908 , 0,1740 , 0,2336],
(Lb)1 = [87,4031 , 36,4287 , 24,6385 , 19,0567 , 15,8738 , 13,9407 , 12,7744 , 12,1451,
11,9459 , 12,1451 , 12,7744 , 13,9407 , 15,8738 , 19,0567 , 24,6385 , 36,4287].
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En combinant les trois matrices Lb, La et La, on obtient comme premie`re ligne pour
la matrice L :
(L)1 = [114,8466 , −35,6413 , −5,2178 , −2,0846 , −1,2385 , −0,9086 , −0,7579 ,
−0,6890 , −0,6688 , −0,6890 , −0,7579 , −0,9086 , −1,2385 , −2,0846 ,
−5,2178 , −35,6413].
On ve´rifie sur cette premie`re ligne la relation de syme´trie (3.23) des inductances
mutuelles e´nonce´e dans la de´monstration de la proposition 3.4.1.
Mis a` part le premier terme, tous les coefficients sont ne´gatifs donc :
(3.27) L1,1 −
N∑
m=2
|L1,m| =
N∑
m=1
L1,m = 2
N∑
m=1
(
La1,m − La1,m
)
.
Or, si on conside`re la diffe´rence La1 − La1, on constate que :
(3.28)
N∑
m=1
(
La1,m − La1,m
)
= 10,5511× 10−9 > 0.
Donc, d’apre`s la relation (3.27) et l’ine´galite´ (3.28), l’hypothe`se 3.4.2 est satisfaite
sur cet exemple.
Remarque 3.4.4 : a` propos de l’ine´galite´ (3.28)
Comme les bobines des diffe´rents anneaux sont identiques, et que la distance
se´parant la bobine de l’e´le´ment d’anneau du haut 1 et la bobine de l’e´le´ment d’anneau
du bas m est plus grande que celle se´parant la bobine de l’e´le´ment d’anneau du haut
1 et la bobine de l’e´le´ment d’anneau du haut m, il apparaˆıt normal de supposer que
l’inductance La1,m est plus e´leve´e en module que L
a
1,m.
Par ailleurs, l’inductance propre de la bobine de l’e´le´ment d’anneau du haut 1
e´tant plus importante que l’inductance mutuelle entre les deux bobines des e´le´ments
d’anneaux du haut et du bas 1, on peut se convaincre que l’ine´galite´ (3.28) est vraie
dans tous les cas.
Cette section a permis de montrer que la proposition 3.4.1 et l’hypothe`se 3.4.2
assurent que les diffe´rentes pulsations de re´sonances introduites dans la section
pre´ce´dente (voir (3.14)) sont bien de´finies et que :
∀ 0 6 k 6 N − 1, ωN−k = ωk.
D’autre part, comme
(3.29)
N∑
m=1
(
La1,m + L
a
1,m
)
= 10,9671× 10−9 > 0,
la pulsation ωCR est elle aussi bien de´finie (voir (3.16)).
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Remarque 3.4.5 : formule d’inversion
Dans ce qui pre´ce`de, on a exprime´ les pulsations de re´sonance de l’antenne en
fonction des diffe´rentes inductances mutuelles. Afin de ve´rifier la justesse des valeurs
des inductances mutuelles calcule´es a` partir de la formule de Neumann (voir (2.3)
page 17), on peut utiliser la formule d’inversion suivante (voir [64]) permettant
d’exprimer les inductances mutuelles en fonction des pulsations de re´sonance que
l’on peut mesurer expe´rimentalement :
∀ 0 6 p 6 N − 1, L1,p+1 = 1
N
N−1∑
k=0
λLk exp
(
−2ikpπ
N
)
=
1
N
N−1∑
k=0
2
ω2k
(
1
Ca
+
1
Cb
[
1− cos
(
2kπ
N
)])
exp
(
−2ikpπ
N
)
.
Remarque 3.4.6 : terminologie
Par analogie avec le filtre passif passe-bas (respectivement passe-haut) du pre-
mier ordre repre´sente´ sur la figure 9 (respectivement 10), l’antenne cage d’oiseau
ne posse´dant des capacite´s que sur ses branches (respectivement ses anneaux) est
appele´e dans la litte´rature (voir [47], [53] et [64]) antenne passe-bas (respectivement
passe-haut).
R
R
C
Fig. 9 – Filtre passe-bas
R
C
C
Fig. 10 – Filtre passe-haut
Cette appellation n’est plus valable lorsque l’on rajoute les bobines. En effet, le circuit
obtenu a` partir du filtre passe-bas reste un filtre passe-bas (voir la figure 11) tandis
que le filtre passe-haut devient un filtre passe-bande (voir la figure 12).
R
R
C
L
L
Fig. 11 – Filtre passe-bas
R
C
C
L
L
Fig. 12 – Filtre passe-bande
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Chapitre 4
E´tude du champ magne´tique
radiofre´quence
Le chapitre 4 est consacre´ a` l’e´tude du champ magne´tique produit par l’antenne
cage d’oiseau pour les configurations de´crites dans la section 3.4.1 (voir page 40). Ce
champ est ge´ne´ralement appele´ champ radiofre´quence dans la litte´rature car sa pul-
sation se situe dans la gamme des ondes radio. Pour chaque configuration possible,
le plan d’e´tude sera le meˆme : apre`s avoir de´termine´ l’expression mathe´matique du
champ magne´tique, on e´tudiera ses proprie´te´s de syme´trie, d’orthogonalite´, d’ho-
moge´ne´ite´ ainsi que sa de´croissance a` l’infini sur l’axe de l’antenne.
On va tout d’abord commencer par l’e´tude des champs magne´tiques associe´s aux
pulsations ωk, k = 1, ..., N − 1. Les cas ω0 et ωCR seront traite´s dans les sections
suivantes (voir les sections 4.10 page 92 et 4.11 page 100).
4.1 Formule ge´ne´rale
Les notations relatives a` l’antenne sont les suivantes :
x
y
z
L
R
A
C
B
D
Fig. 16 – Notations
– R de´signe le rayon des anneaux ter-
minaux,
– L est la longueur des branches de
l’antenne.
Les axes sont choisis de fac¸on a` ce
que le centre de l’antenne ait pour co-
ordonne´es (x, y, z) = (0, 0, 0) et que
l’anneau du haut ait une cote posi-
tive.
On oriente le repe`re de fac¸on a` ce que l’axe des x intersecte deux branches. Par
convention, la premie`re branche est celle dont la trace dans le plan xy est situe´e
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sur le demi-axe x > 0. On note θj l’angle entre l’axe des x et la j-ie`me branche
de l’antenne. Compte-tenu du choix de la premie`re branche, θ1 = 0 et, les autres
branches e´tant e´quire´parties, l’angle θj est donne´ par :
(4.1) ∀ 1 6 j 6 N, θj = 2π(j − 1)
N
.
Afin de de´terminer l’expression du champ magne´tique produit par les courants
associe´s a` la pulsation ωk, k = 1, ..., N − 1, on va utiliser la loi de Biot-Savart rap-
pele´e ci-dessous.
Loi de Biot-Savart :
Pour une orientation fixe´e du courant, le champ magne´tique cre´e´ en un point M par
un e´le´ment filiforme infinite´simal
−→
dl centre´ en P , oriente´ suivant le sens du courant
et parcouru par un courant d’intensite´ I est donne´ par :
(4.2)
−→
dB(M) =
µ0I
4π
−→
dl ×−→r
r3
ou` −→r = −−→PM.
Remarque 4.1.1 : a` propos de Biot-Savart
Concernant la validite´ de la loi de Biot-Savart et son rapport avec les e´quations
de Maxwell, on pourra se re´fe´rer a` [17].
Dans tout la suite de cette e´tude, on supposera que le point de coordonne´es
(x, y, z) n’est pas situe´ sur un brin me´tallique. En effet, la loi de Biot-Savart n’est
plus valide dans ce cas la` car r = 0.
On va tout d’abord calculer le champ magne´tique cre´e´ par le j-ie`me arc de cercle
AB
⌢
de l’anneau terminal du haut, c’est-a`-dire celui compris entre les angles θj et
θj+1. Pour cela, on introduit les quantite´s suivantes dans la formule (4.2) :
x
y
−→
dl
P
θ
B•
•A
Fig. 17 – Arc de cercle
I : Ij,
P : (R cos θ, R sin θ, L/2),
M : (x, y, z),
−→r : (x− R cos θ, y −R sin θ, z − L/2),
−→
dl : (−R sin θ dθ, R cos θ dθ, 0).
En reportant dans (4.2) et en inte´grant, on obtient le champ magne´tique cre´e´ au
point M = (x, y, z) par le j-ie`me arc de cercle de l’anneau terminal du haut :
−→
B jah =
µ0Ij
4π
∫ θj+1
θj
1
[(x− R cos θ)2 + (y − R sin θ)2 + (z − L/2)2]3/2
×
 (z − L/2)R cos θ dθ(z − L/2)R sin θ dθ
(−y sin θ − x cos θ +R)Rdθ
 .(4.3)
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Comme les courants circulant dans l’anneau terminal du bas sont les oppose´s de
ceux circulant dans l’anneau terminal du haut (voir page 41), le champ magne´tique
cre´e´ par le j-ie`me arc de cercle CD
⌢
de l’anneau terminal du bas est obtenu en
remplac¸ant Ij par −Ij et L/2 par −L/2, soit :
−→
B jab = −
µ0Ij
4π
∫ θj+1
θj
1
[(x−R cos θ)2 + (y − R sin θ)2 + (z + L/2)2]3/2
×
 (z + L/2)R cos θ dθ(z + L/2)R sin θ dθ
(−y sin θ − x cos θ +R)Rdθ
 .(4.4)
On va maintenant calculer le champ magne´tique cre´e´ par la j-ie`me branche AC,
c’est-a`-dire celle situe´e a` l’angle θj . Pour cela, on introduit les notations suivantes
dans la formule (4.2) :
y
z−→
dlP
C
•
A•
Fig. 18 – Branche
I : Ibj = Ij−1 − Ij (voir (2.5)),
P : (R cos θj , R sin θj , u),
M : (x, y, z),
−→r : (x− R cos θj , y − R sin θj , z − u),
−→
dl : (0, 0,−du),
Le champ magne´tique cre´e´ au pointM = (x, y, z) par la j-ie`me branche est donc
donne´ par la formule suivante que l’on peut inte´grer explicitement :
−→
B jb =
µ0(Ij−1 − Ij)
4π
∫ L/2
−L/2
du
[(x−R cos θj)2 + (y − R sin θj)2 + (z − u)2]3/2
×
 y − R sin θj−(x− R cos θj)
0

=
µ0(Ij − Ij−1)
4π
1
(x− R cos θj)2 + (y − R sin θj)2
×

(y −R sin θj)
(
z − L/2√
a2(θj , L/2)
− z + L/2√
a2(θj ,−L/2)
)
−(x− R cos θj)
(
z − L/2√
a2(θj , L/2)
− z + L/2√
a2(θj ,−L/2)
)
0

(4.5)
avec
(4.6) a2(θ, Z) = (x−R cos θ)2 + (y −R sin θ)2 + (z − Z)2.
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Lorsque les tensions source oscillent a` la pulsation ωk, k = 1, ..., N−1, le vecteur
(I1, ..., IN) des courants circulant dans l’anneau terminal du haut est proportionnel
au vecteur Ck (voir page 41). On note
√
NI0 ce facteur de proportionnalite´, de sorte
que :
(4.7) ∀ 1 6 j 6 N, Ij = I0 exp(ikθj).
On de´duit de l’expression (4.7) la relation suivante :
(4.8) Ij − Ij−1 = 2i exp
(
−ikπ
N
)
sin
(
kπ
N
)
Ij.
En reportant dans (4.5), on obtient finalement :
−→
B jb =
µ0Ij
4π
2i
(x−R cos θj)2 + (y − R sin θj)2 exp
(
−ikπ
N
)
sin
(
kπ
N
)
×

(y −R sin θj)
(
z − L/2√
a2(θj , L/2)
− z + L/2√
a2(θj ,−L/2)
)
−(x− R cos θj)
(
z − L/2√
a2(θj , L/2)
− z + L/2√
a2(θj ,−L/2)
)
0
 .
Le champ magne´tique total cre´e´ au point M = (x, y, z) par l’antenne cage d’oi-
seau lorsqu’elle est parcouru par des courants de pulsation ωk est donc donne´ par la
formule suivante :
−→
Bk
=
N∑
j=1
−→
B jah +
−→
B jab +
−→
B jb
=
µ0I0
4π
N∑
j=1
∫ θj+1
θj
1
[a2(θ, L/2)]3/2
 (z − L/2)R cos θ dθ(z − L/2)R sin θ dθ
(−y sin θ − x cos θ +R)Rdθ

−
∫ θj+1
θj
1
[a2(θ,−L/2)]3/2
 (z + L/2)R cos θ dθ(z + L/2)R sin θ dθ
(−y sin θ − x cos θ +R)Rdθ

+ 2i exp
(
−ikπ
N
)
sin
(
kπ
N
)
1
(x− R cos θj)2 + (y − R sin θj)2
×

(y − R sin θj)
(
z − L/2√
a2(θj , L/2)
− z + L/2√
a2(θj ,−L/2)
)
−(x−R cos θj)
(
z − L/2√
a2(θj , L/2)
− z + L/2√
a2(θj,−L/2)
)
0

 exp(ikθj)
(4.9)
ou` θj et a
2(θ, Z) sont donne´s par les formules (4.1) et (4.6).
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Pour synthe´tiser l’e´criture des expressions, on pose :
J1(x, y, z, Z, j) =
∫ θj+1
θj
sin θ
[a2(θ, Z)]3/2
dθ,
J2(x, y, z, Z, j) =
∫ θj+1
θj
cos θ
[a2(θ, Z)]3/2
dθ,
J3(x, y, z, Z, j) =
∫ θj+1
θj
R
[a2(θ, Z)]3/2
dθ.
On de´finit alors les sommes suivantes :
sp(x, y, z, Z) =
N∑
j=1
Jp(x, y, z, Z, j) exp(ikθj), p = 1, 2, 3,
S1(x, y, z) = 2i exp
(
−ikπ
N
)
sin
(
kπ
N
) N∑
j=1
(x− R cos θj)
(x− R cos θj)2 + (y − R sin θj)2
×
(
z − L/2√
a2(θj , L/2)
− z + L/2√
a2(θj ,−L/2)
)
exp(ikθj),
S2(x, y, z) = 2i exp
(
−ikπ
N
)
sin
(
kπ
N
) N∑
j=1
−(y − R sin θj)
(x− R cos θj)2 + (y − R sin θj)2
×
(
z − L/2√
a2(θj , L/2)
− z + L/2√
a2(θj ,−L/2)
)
exp(ikθj).
Par abus, on notera sp(Z) au lieu de sp(x, y, z, Z), lorsqu’il n’y a pas d’ambigu¨ıte´.
Avec ces notations, le champ magne´tique donne´ par la formule (4.9) s’e´crit :
(4.10)
−→
Bk =
µ0I0
4π

(z − L/2)Rs2(L/2)− (z + L/2)Rs2(−L/2) + S2
(z − L/2)Rs1(L/2)− (z + L/2)Rs1(−L/2) + S1(− y s1(L/2)− x s2(L/2) +Rs3(L/2))R
−(− y s1(−L/2)− x s2(−L/2) +Rs3(−L/2))R
 .
Le champ donne´ par la formule (4.10) n’est pas le champ re´el. En effet, les courants
e´lectriques e´tant de la forme ℜ(Ie−iωt), le vrai champ magne´tique est ℜ(−→Bk e−iωt),
soit :
(4.11) ℜ
µ0I0e−iωt4π

(z − L/2)Rs2(L/2)− (z + L/2)Rs2(−L/2) + S2
(z − L/2)Rs1(L/2)− (z + L/2)Rs1(−L/2) + S1(− y s1(L/2)− x s2(L/2) +Rs3(L/2))R
−(− y s1(−L/2)− x s2(−L/2) +Rs3(−L/2))R

 .
4.2 Me´thode nume´rique
Afin d’avoir un algorithme de calcul adapte´ a` la forme des inte´grales apparais-
sant dans le champ magne´tique, on va, suivant [32], e´crire celles-ci en fonction des
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inte´grales elliptiques et utiliser des algorithmes spe´cifiques a` ces inte´grales (voir l’an-
nexe B).
Les inte´grales elliptiques ne vont intervenir que dans le calcul du champ magne´-
tique produit par les arcs d’anneaux terminaux donc, dans un premier temps, on ne
va regarder que les diffe´rentes composantes du champ magne´tique cre´e´ par le j-ie`me
arc de cercle AB
⌢
de l’anneau terminal du haut, c’est-a`-dire celui compris entre les
angles θj et θj+1. On rappelle tout d’abord l’expression de celui-ci que l’on avait
e´tablie en (4.3) :
−→
B jah =
µ0Ij
4π
∫ θj+1
θj
1
[(x−R cosϕ)2 + (y − R sinϕ)2 + (z − L/2)2]3/2
×
 (z − L/2)R cosϕdϕ(z − L/2)R sinϕdϕ
(−y sinϕ− x cosϕ+R)Rdϕ
 .(4.12)
Pour faire la de´composition en inte´grales elliptiques, on va utiliser les coordonne´es
cylindriques. Pour cela, on pose les notations suivantes :
(4.13) r =
√
x2 + y2 et θ =

− arccos x
r
, si y < 0,
arccos
x
r
, si y > 0.
Les coordonne´es carte´siennes du champ magne´tique
−→
B jah au point (r, θ, z) deviennent :
−→
B jah(r, θ, z) =
µ0Ij
4π
∫ θj+1
θj
1
[r2 +R2 + (z − L/2)2 − 2rR cos(θ − ϕ)]3/2
×
 (z − L/2)R cosϕdϕ(z − L/2)R sinϕdϕ
(R− r cos(θ − ϕ))Rdϕ
 .(4.14)
Afin d’e´crire le de´nominateur sous la forme 1 − κ2 sin2Φ avec 0 6 κ 6 1, on
pose :
(4.15)

ρ(r, z, Z) =
√
(r +R)2 + (z − Z)2,
κ(r, z, Z) =
2
√
rR
ρ(r, z, Z)
,
Φ =
π + θ − ϕ
2
.
Le champ magne´tique devient alors :
(4.16)
−→
B jah =
µ0Ij
4π
∫ Φj+1
Φj
−2R
ρ3(1− κ2 sin2Φ)3/2
 (z − L/2) cos(θ − 2Φ + π) dΦ(z − L/2) sin(θ − 2Φ + π) dΦ
(r +R− 2r sin2Φ) dΦ
 .
avec
(4.17) Φj =
π + θ − θj
2
.
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On est maintenant en mesure de faire apparaˆıtre les inte´grales elliptiques dans
l’expression du champ magne´tique
−→
B jah.
On va tout d’abord s’inte´resser a` la composante suivant x du champ :
Bjah,x =
µ0Ij
4π
∫ Φj+1
Φj
2R(z − L/2)
ρ3(r, z, L/2)(1− κ2 sin2Φ)3/2 cos(2Φ− θ) dΦ
=
µ0Ij
4π
2R(z − L/2)
ρ3(r, z, L/2)
∫ Φj+1
Φj
cos(2Φ) cos θ + sin(2Φ) sin θ
(1− κ2 sin2Φ)3/2 dΦ
=
µ0Ij
4π
2R(z − L/2)
ρ3(r, z, L/2)
[sin θA(κ,Φj ,Φj+1) + cos θB(κ,Φj ,Φj+1)]
(4.18)
avec 
A(κ,Φj ,Φj+1) =
∫ Φj+1
Φj
sin(2Φ)
(1− κ2 sin2Φ)3/2dΦ,
B(κ,Φj ,Φj+1) =
∫ Φj+1
Φj
cos(2Φ)
(1− κ2 sin2Φ)3/2dΦ.
Dans toute la suite on supposera que l’hypothe`se suivante est satisfaite.
Hypothe`se 4.2.1 :
κ 6= 1.
Ceci est justifie´ car le cas κ = 1 correspond a` un point P (x, y, z) situe´ sur les anneaux
terminaux et l’on sait que l’approximation de Biot-Savart n’est plus valable dans ce
cas. Lors de la mise en œuvre de l’algorithme, il faudra donc veiller a` ce que le
maillage n’ait pas d’areˆtes sur les anneaux terminaux.
Proposition 4.2.2 : expression des inte´grales A et B
Soient Φ1, Φ2 ∈ R et 0 6 κ < 1.
On a les e´galite´s suivantes :
A(κ,Φ1,Φ2) =
∫ Φ2
Φ1
sin(2Φ)
(1− κ2 sin2Φ)3/2dΦ
=

2
κ2
[
1√
1− κ2 sin2Φ
]Φ2
Φ1
, κ 6= 0,
[
−cos 2Φ
2
]Φ2
Φ1
, κ = 0,
(4.19)
B(κ,Φ1,Φ2) =
∫ Φ2
Φ1
cos(2Φ)
(1− κ2 sin2Φ)3/2 dΦ
=

2
κ2
[F (Φ, κ)]Φ2Φ1 +
(κ2 − 2)
κ2
C(κ,Φ1,Φ2) , κ 6= 0,
[sinΦ cosΦ]Φ2Φ1 , κ = 0,
(4.20)
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ou`
C(κ,Φ1,Φ2) =
∫ Φ2
Φ1
1
(1− κ2 sin2Φ)3/2dΦ
=
κ2
κ2 − 1
[
sin Φ cos Φ√
1− κ2 sin2Φ
]Φ2
Φ1
− 1
κ2 − 1 [E(Φ, κ)]
Φ2
Φ1
,
(4.21)
et F (Φ, κ) et E(Φ, κ) de´signent les inte´grales elliptiques du premier et du deuxie`me
type de´finies en (B.2) et (B.4).
De´monstration. Le calcul de l’expression de A(κ,Φ1,Φ2) est imme´diat et laisse´
au lecteur ainsi que les cas particuliers A(0,Φ1,Φ2) et B(0,Φ1,Φ2).
Pour obtenir (4.20) dans le cas κ 6= 0, on fait la manipulation suivante :
B(κ,Φ1,Φ2) =
∫ Φ2
Φ1
cos(2Φ)
(1− κ2 sin2Φ)3/2dΦ
=
∫ Φ2
Φ1
1− 2 sin2Φ
(1− κ2 sin2Φ)3/2dΦ
=
1
κ2
∫ Φ2
Φ1
(2− 2κ2 sin2Φ) + (κ2 − 2)
(1− κ2 sin2Φ)3/2 dΦ
=
1
κ2
[
2F (Φ2, κ)− 2F (Φ1, κ) + (κ2 − 2)C(κ,Φ1,Φ2)
]
.
Pour C(κ,Φ1,Φ2), on ve´rifie que :
d
dΦ
[
sin Φ cosΦ√
1− κ2 sin2Φ
]
=
(1− 2 sin2Φ)
√
1− κ2 sin2Φ + κ2 sin2Φcos2Φ(
1− κ2 sin2Φ)√1− κ2 sin2Φ
=
1− 2 sin2Φ + κ2 sin4Φ
(1− κ2 sin2Φ)3/2
Par ailleurs, on montre que :
κ2 − 1
(1− κ2 sin2Φ)3/2 +
√
1− κ2 sin2Φ = κ
2 − 1 + (1− κ2 sin2Φ)2
(1− κ2 sin2Φ)3/2
= κ2
1− 2 sin2Φ + κ2 sin4Φ
(1− κ2 sin2Φ)3/2 ,
d’ou`, comme κ 6= 1 :
1
(1− κ2 sin2Φ)3/2 =
κ2
κ2 − 1
d
dΦ
[
sinΦ cosΦ√
1− κ2 sin2Φ
]
− 1
κ2 − 1
√
1− κ2 sin2Φ.
On en de´duit (4.21) en inte´grant entre Φ1 et Φ2.

On obtient donc finalement :
(4.22) Bjah,x =
µ0Ij
4π
2R(z − L/2)
ρ3(r, z, L/2)
[F ax (κ(r, z, L/2),Φj+1)−F ax (κ(r, z, L/2),Φj)]
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avec
(4.23) F ax (κ,Φ) =

2 sin θ
κ2
√
1− κ2 sin2Φ
+
2 cos θ
κ2
F (Φ, κ)
+
(κ2 − 2) cos θ
κ2 − 1
[
sin Φ cosΦ√
1− κ2 sin2Φ
− 1
κ2
E(Φ, κ)
]
, si κ 6= 0,
1
2
sin (2Φ− θ) , si κ = 0.
La composante suivant x du champ magne´tique total cre´e´ par l’anneau du haut au
point (r, θ, z) est donc :
Bah,x =
N∑
j=1
Bjah,x exp(ikθj)
=
µ0I0
4π
2R(z − L/2)
ρ3(r, z, L/2)
N∑
j=1
[F ax (κ(r, z, L/2),Φj+1)−F ax (κ(r, z, L/2),Φj)] exp(ikθj)
=
µ0I0
4π
2R(z − L/2)
ρ3(r, z, L/2)
(
F
a
x (κ(r, z, L/2),ΦN+1) exp(ikθN )−F ax (κ(r, z, L/2),Φ1)
+
N∑
j=2
F
a
x (κ(r, z, L/2),Φj) [exp(ikθj−1)− exp(ikθj)]
)
=
µ0I0
4π
2R(z − L/2)
ρ3(r, z, L/2)
(
F
a
x (κ(r, z, L/2),ΦN+1) exp(ikθN )−F ax (κ(r, z, L/2),Φ1)
− 2i sin
(
kπ
N
)
exp
(
−ikπ
N
) N∑
j=2
F
a
x (κ(r, z, L/2),Φj) exp(ikθj)
)
.
En utilisant la proposition B.1.2 et la relation
ΦN+1 =
θ − π
2
= Φ1 − π,
on obtient, pour κ 6= 0,
F
a
x (κ(r, z, L/2),ΦN+1) =
2 sin θ
κ2
√
1− κ2 sin2(Φ1 − π)
+
2 cos θ
κ2
F (Φ1 − π, κ)
+
(κ2 − 2) cos θ
κ2 − 1
[
sin(Φ1 − π) cos(Φ1 − π)√
1− κ2 sin2(Φ1 − π)
− E(Φ1 − π, κ)
κ2
]
=
2 sin θ
κ2
√
1− κ2 sin2Φ1
+
2 cos θ
κ2
(−2K(κ) + F (Φ1, κ))
+
(κ2 − 2) cos θ
κ2 − 1
[
sin Φ1 cos Φ1√
1− κ2 sin2Φ1
− −2E(κ) + E(Φ1, κ)
κ2
]
= F ax (κ(r, z, L/2),Φ1) +
2 cos θ
κ2
[
κ2 − 2
κ2 − 1E(κ)− 2K(κ)
]
.
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Dans le cas κ 6= 0, la composante suivant x du champ magne´tique cre´e´ par l’anneau
du haut s’e´crit donc :
Bah,x(r, θ, z) =
µ0I0
4π
2R(z − L/2)
ρ3(r, z, L/2)
(
F
a
x (κ(r, z, L/2),Φ1) [exp(ikθN )− 1]
+
2 cos θ
κ2
exp(ikθN )
[
κ2 − 2
κ2 − 1E(κ)− 2K(κ)
]
− 2i sin
(
kπ
N
)
exp
(
−ikπ
N
) N∑
j=2
F
a
x (κ(r, z, L/2),Φj) exp(ikθj)
)
.
Lorsque κ = 0, F ax (0,ΦN+1) = F
a
x (0,Φ1) donc la composante suivant x du champ
magne´tique cre´e´ par l’anneau du haut s’e´crit :
Bah,x(r, θ, z) =
µ0I0
4π
2R(z − L/2)
ρ3(r, z, L/2)
(
F
a
x (κ(r, z, L/2),Φ1) [exp(ikθN )− 1]
− 2i sin
(
kπ
N
)
exp
(
−ikπ
N
) N∑
j=2
F
a
x (κ(r, z, L/2),Φj) exp(ikθj)
)
.
Afin d’alle´ger les e´critures, on pose :
(4.24) CB = 2i sin
(
kπ
N
)
exp
(
−ikπ
N
)
.
Alors,
CB =
[
exp
(
ikπ
N
)
− exp
(
−ikπ
N
)]
exp
(
−ikπ
N
)
= 1− exp
(
−2ikπ
N
)
= 1− exp (ikθN ) .
On obtient donc finalement l’expression suivante pour la composante suivant x du
champ magne´tique cre´e´ au point (r, θ, z) par l’anneau terminal du haut :
(4.25) Bah,x =

µ0I0
4π
2R(z − L/2)
ρ3(r, z, L/2)
(
2 cos θ
κ2
(1− CB)
[
κ2 − 2
κ2 − 1E(κ)− 2K(κ)
]
−CB
N∑
j=1
F
a
x (κ(r, z, L/2),Φj) exp(ikθj)
)
, si κ 6= 0,
µ0I0
4π
2R(z − L/2)
ρ3(r, z, L/2)
(
− CB
N∑
j=1
F
a
x (0,Φj) exp(ikθj)
)
, si κ = 0.
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On va maintenant s’inte´resser a` la composante suivant y du champ magne´tique
cre´e´ par le j-ie`me arc de cercle AB
⌢
de l’anneau terminal du haut.
Comme pour la composante suivant x, on la de´compose a` l’aide des inte´grales A
et B de la proposition 4.2.2.
Bjah,y =
µ0Ij
4π
2R(z − L/2)
ρ3(r, z, L/2)
[− cos θA(κ,Φj ,Φj+1) + sin θB(κ,Φj ,Φj+1)] .
On en de´duit alors que Bjah,y se met sous la forme suivante :
(4.26) Bjah,y =
µ0Ij
4π
2R(z − L/2)
ρ3(r, z, L/2)
[
F
a
y (κ(r, z, L/2),Φj+1)−F ay (κ(r, z, L/2),Φj)
]
avec
(4.27) F ay (κ,Φ) =

− 2 cos θ
κ2
√
1− κ2 sin2Φ
+
2 sin θ
κ2
F (Φ, κ)
+
(κ2 − 2) sin θ
κ2 − 1
[
sinΦ cosΦ√
1− κ2 sin2Φ
− 1
κ2
E(Φ, κ)
]
, si κ 6= 0,
1
2
cos (2Φ− θ) , si κ = 0.
Finalement, on montre que la composante suivant y du champ magne´tique cre´e´ au
point (r, θ, z) par l’anneau terminal du haut s’e´crit sous la forme :
(4.28) Bah,y =

µ0I0
4π
2R(z − L/2)
ρ3(r, z, L/2)
(
2 sin θ
κ2
(1− CB)
[
κ2 − 2
κ2 − 1E(κ)− 2K(κ)
]
−CB
N∑
j=1
F
a
y (κ(r, z, L/2),Φj) exp(ikθj)
)
, si κ 6= 0,
µ0I0
4π
2R(z − L/2)
ρ3(r, z, L/2)
(
− CB
N∑
j=1
F
a
y (0,Φj) exp(ikθj)
)
, si κ = 0.
Il reste maintenant a` e´tudier le champ magne´tique cre´e´ par la composante suivant
z de l’anneau terminal du haut.
En e´crivant
Bjah,z =
µ0Ij
4π
∫ Φj+1
Φj
−2R(r +R− 2r sin2Φ)
ρ3(1− κ2 sin2 Φ)3/2 dΦ
=
µ0Ij
4π
[∫ Φj+1
Φj
−2R2
ρ3(1− κ2 sin2Φ)3/2 dΦ−
∫ Φj+1
Φj
2rR(1− 2 sin2Φ)
ρ3(1− κ2 sin2Φ)3/2 dΦ
]
,
=
µ0Ij
4π
−2R
ρ3(r, z, L/2)
[RC(κ,Φj ,Φj+1) + rB(κ,Φj,Φj+1)] ,
on montre graˆce a` la proposition 4.2.2 que la composante suivant z du champ
magne´tique du champ magne´tique cre´e´ par le j-ie`me arc de cercle AB
⌢
de l’anneau
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terminal du haut s’e´crit :
(4.29) Bjah,z =
µ0Ij
4π
−2R
ρ3(r, z, L/2)
[F az (κ(r, z, L/2),Φj+1)−F az (κ(r, z, L/2),Φj)]
avec
(4.30) F az (κ,Φ) =

κ2(r +R)− 2r
κ2 − 1
(
sinΦ cosΦ√
1− κ2 sin2 Φ
− 1
κ2
E(Φ, κ)
)
+
2r
κ2
F (Φ, κ), si κ 6= 0,
RΦ, si κ = 0.
Finalement, on obtient l’expression suivante pour la composante suivant z du champ
magne´tique cre´e´ au point (r, θ, z) par l’anneau terminal du haut :
(4.31) Bah,z =

µ0I0
4π
−2R
ρ3(r, z, L/2)
(
2(1− CB)
κ2
[
κ2(r +R)− 2r
κ2 − 1 E(κ)−2rK(κ)
]
−CB
N∑
j=1
F
a
z (κ(r, z, L/2),Φj) exp(ikθj)
)
, si κ 6= 0,
µ0I0
4π
−2R
ρ3(r, z, L/2)
(
− (1− CB)Rπ
−CB
N∑
j=1
F
a
z (0,Φj) exp(ikθj)
)
, si κ = 0.
L’expression pour le champ magne´tique
−→
Bab cre´e´ au point (r, θ, z) par l’anneau
terminal du bas est obtenu a` partir des expressions (4.25), (4.28) et (4.31) en rem-
plac¸ant L/2 par −L/2 et I0 par −I0.
Par homoge´ne´ite´ d’e´criture, on e´crit le champ magne´tique cre´e´ par les branches
verticales de l’antenne sous la forme :
−→
Bb =
µ0I0
4π
CB
N∑
j=1
 F bx (θj)F by (θj)
0
 exp(ikθj)(4.32)
avec
(4.33) F bx (θ) =
y − R sin θ
(x− R cos θ)2 + (y − R sin θ)2
(
z − L/2√
a2(θ, L/2)
− z + L/2√
a2(θ,−L/2)
)
et
(4.34) F by (θ) =
−(x− R cos θ)
(x−R cos θ)2 + (y −R sin θ)2
(
z − L/2√
a2(θ, L/2)
− z + L/2√
a2(θ,−L/2)
)
.
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En re´sume´, le champ magne´tique cre´e´ au point (r, θ, z) par l’antenne cage d’oiseau
est calcule´ nume´riquement a` l’aide de la formule suivante :
4π
µ0I0
−→
Bk
= CB
N∑
j=1


F bx (θj) +
2R(z − L/2)
ρ3(r, z, L/2)
F ax (κ(r, z, L/2),Φj)
F by (θj) +
2R(z − L/2)
ρ3(r, z, L/2)
F ay (κ(r, z, L/2),Φj)
0 +
−2R
ρ3(r, z, L/2)
F az (κ(r, z, L/2),Φj)

−

2R(z + L/2)
ρ3(r, z,−L/2)F
a
x (κ(r, z,−L/2),Φj)
2R(z + L/2)
ρ3(r, z,−L/2)F
a
y (κ(r, z,−L/2),Φj)
−2R
ρ3(r, z,−L/2)F
a
z (κ(r, z,−L/2),Φj)


exp(ikθj)
+ (1− CB)

2R(z − Z)
ρ3(r, z, Z)
ξx(κ(r, z, Z))
2R(z − Z)
ρ3(r, z, Z)
ξy(κ(r, z, Z))
−2R
ρ3(r, z, Z)
ξz(κ(r, z, Z))

∣∣∣∣∣∣∣∣∣∣∣∣∣∣
Z=L/2
Z=−L/2
(4.35)
avec

ξx(r, z, Z) =

2 cos θ
κ2
[
κ2 − 2
κ2 − 1E(κ)− 2K(κ)
]
, si κ 6= 0,
0, si κ = 0.
,
ξy(r, z, Z) =

2 sin θ
κ2
[
κ2 − 2
κ2 − 1E(κ)− 2K(κ)
]
, si κ 6= 0,
0, si κ = 0.
,
ξz(r, z, Z) =

2
κ2
[
κ2(r +R)− 2r
κ2 − 1 E(κ)− 2rK(κ)
]
, si κ 6= 0,
R π, si κ = 0.
.
Dans les neuf prochaines sections, on va e´tudier les proprie´te´s du champ magne´-
tique produit par l’antenne cage d’oiseau lorsque les tensions source oscillent aux
pulsations ωk, k = 1, ..., N − 1, ω0 et ωCR. On va se concentrer sur les proprie´te´s
attendues en imagerie. Des illustrations nume´riques viennent comple´ter et illustrer
les diffe´rentes de´monstrations. Les sections 4.3 - 4.9 sont consacre´es aux pulsations
ωk, k = 1, ..., N−1, tandis que les sections 4.10 et 4.11 sont consacre´es respectivement
aux pulsations ω0 et ωCR.
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Les diffe´rentes simulations nume´riques ont e´te´ re´alise´es a` l’aide du logiciel Mat-
lab. Le coefficient
µ0I0
4π
de la formule (4.10) e´tant de l’ordre de 10−7, ce n’est pas
cette formule qui a e´te´ programme´e mais l’expression
4π
µ0I0
−→
Bk e−iωt afin d’e´viter une
trop forte propagation des erreurs d’arrondi.
Dans toutes les simulations les dimensions de l’antenne sont celles de l’exemple
(2.21), a` savoir L = 12,8 cm et R = 4,45 cm. Sauf pre´cision contraire, le nombre de
branche est N = 16 et le maillage est le pave´ de R3 entourant l’antenne de´fini par :{
(x, y, z) ∈ Ω× S ; Ω = [−R − 0,1 , R + 0,1]2, S = [−L/2− 0,1 , L/2 + 0,1]} .
4.3 Rotation
Cette section ainsi que les deux suivantes sont consacre´es a` la mise en e´vidence
du mouvement de rotation du champ magne´tique : on donne ici un re´sultat ge´ne´ral
tandis que dans les deux sections suivantes des re´sultats plus pre´cis pour les plans
x = 0 et y = 0 sont pre´sente´s.
Proposition 4.3.1 : mouvement de rotation
Soit A ∈ C3 tel que les vecteurs ℜe(A) et ℑm(A) soient line´airement inde´pendants.
On note (. , .) le produit scalaire usuel dans R3 et ‖.‖2 la norme associe´e.
Alors, le point M(t) = ℜe (A exp (−iωt)) de´crit une ellipse centre´e en l’origine dont
le demi grand axe rmax et le demi petit axe rmin ont respectivement pour expression
rmax =
√
a +
√
b2 + c2 et rmin =
√
a.
ou`

a =
1
2
(‖ℜe(A)‖22 + ‖ℑm(A)‖22) ,
b =
1
2
(‖ℜe(A)‖22 − ‖ℑm(A)‖22) ,
c = (ℜe(A),ℑm(A)) .
De´monstration. Comme les vecteurs ℜe(A) et ℑm(A) sont line´airement inde´pen-
dants, l’espace vectoriel qu’ils engendrent est un plan. Soit (~j,~k) une base orthonor-
male de celui-ci. On note (α, β) (respectivement (γ, δ)) les coordonne´es de ℜe(A)
(respectivement ℑm(A)) dans cette base. Avec ces notations, le vecteur −−→OM(t)
s’e´crit :
(4.36)
−−→
OM(t) = [α cos(ωt) + γ sin(ωt)]~j + [β cos(ωt) + δ sin(ωt)]~k.
Comme les vecteurs ℜe(A) et ℑm(A) sont line´airement inde´pendants, ils sont en
particulier non tous les deux coline´aires a` ~j ou ~k. Donc α2 + γ2 6= 0 et β2 + δ2 6= 0
et l’on peut de´finir les angles ϕ ∈ [0, 2π[ et ψ ∈ [0, 2π[ a` l’aide des relations
cosϕ =
α√
α2 + γ2
,
sinϕ =
γ√
α2 + γ2
,
et

cosψ =
β√
β2 + δ2
,
sinψ =
δ√
β2 + δ2
.
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L’e´galite´ (4.36) s’e´crit maintenant
−−→
OM(t) =
√
α2 + γ2 cos(ωt− ϕ)~j +
√
β2 + δ2 sin(ωt+ ψ)~k.
Afin de re´duire le nombre de parame`tres dans la relation pre´ce´dente, on conside`re
le point
P (t) =
1√
α2 + γ2
M
(
t+
ϕ
ω
)
= cos(ωt)~j +
√
β2 + δ2√
α2 + γ2
sin(ωt+ ϕ+ ψ)~k.
A` une homothe´tie pre`s, les trajectoires de´crites par les points M(t) et P (t) sont
identiques. Pour montrer la proposition 4.3.1, il suffit donc de prouver que celle
de´crite par le point P (t) est une ellipse centre´e a` l’origine.
On pose Φ = ϕ+ ψ et C =
√
β2 + δ2
α2 + γ2
.
Les coordonne´es (x(t), y(t)) de P (t) dans la base (~j,~k) s’e´crivent alors{
x(t) = cos(ωt),
y(t) = sin(ωt+ Φ).
Pour montrer que la trajectoire de´crite par P (t) est un ellipse, on va de´terminer
l’e´quation quadratique ve´rifie´e par x(t) et y(t).
y2(t) = C2 [sin(ωt) cosΦ + cos(ωt) sinΦ)]2
= C2 cos2Φ (1− x2(t)) + 2C2 cosΦ sin Φ sin(ωt) cos(ωt) + C2 sin2 Φx2(t).
Or,
x(t) y(t) = C sin(ωt+ Φ) cos(ωt)
= C cos Φ cos(ωt) sin(ωt) + C sin Φx2(t),
donc
y2(t) = C2 cos2Φ (1− x2(t)) + 2C sinΦ [x(t) y(t)− C sinΦx2(t)]+ C2 sin2Φx2(t)
= C2 cos2Φ− C2x2(t) + 2C sinΦx(t) y(t).
Autrement dit, les couples (x(t), y(t)) sont solutions de l’e´quation quadratique
(4.37) C2x2(t) + y2(t)− 2C sinΦx(t) y(t) = C2 cos2Φ.
La forme quadratique associe´e est
C2x2(t) + y2(t)− 2C sinΦx(t) y(t) =
(
Q
(
x(t)
y(t)
)
,
(
x(t)
y(t)
))
,
avec Q =
(
C2 −C sinΦ
−C sinΦ 1
)
.
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Comme la matrice Q est syme´trique re´elle, elle est diagonalisable : il existe une
matrice orthogonale R telle que
Q = R
(
λ 0
0 µ
)
R−1.
En posant (
X(t)
Y (t)
)
= R−1
(
x(t)
y(t)
)
,
la relation (4.37) devient :
(4.38) λX2(t) + µY 2(t) = C2 cos2Φ.
Quitte a` multiplier la premie`re colonne de R par (−1), on peut supposer que
det(R) = 1, c’est-a`-dire que R est une matrice de rotation. La trajectoire de´crite
par le couple (X(t), Y (t)) est donc la meˆme que celle de´crite par le couple (x(t), y(t)).
Afin de de´terminer de quelle conique (4.38) est l’e´quation, il faut connaˆıtre le
signe des valeurs propres λ et µ. Pour cela, on va montrer que la matrice Q est
de´finie positive.
(4.39)
Q
(
x
y
)
.
(
x
y
)
= C2 x2 − 2C sin Φx y + y2
= C2 x2 + (y − C sinΦx)2 − C2 sin2Φx2
= C2 cos2Φx2 + (y − C sinΦx)2 > 0.
On va maintenant montrer que le terme C2 cos2Φ est strictement positif.
Comme βδ 6= 0, C > 0.
Si cos2Φ = 0, sin(ωt+ ϕ + ψ) = ± cos(ωt) et on obtient :
−→
OP (t) = cos(ωt)~j +±C cos(ωt)~k.
D’ou` −−→
OM(t) =
(√
α2 + γ2 +
√
β2 + δ2
)
cos(ωt− ϕ)(~j + ~k).
En posant successivement t = 0 et t =
π
2ω
dans la relation pre´ce´dente, on en
de´duit que les vecteurs ℜe(A) et ℑm(A) sont coline´aires, ce qui est impossible.
Donc cos2Φ 6= 0 et le terme C2 cos2Φ est strictement positif.
Associe´e a` la relation (4.39), cette ine´galite´ montre que la matrice Q est de´finie
positive et donc que ses valeurs propres sont strictement positives. L’e´quation (4.38)
s’e´crit alors
(4.40)
(
X(t)
d
)2
+
(
Y (t)
e
)2
= 1,
avec d =
C| cosΦ|√
λ
et e =
C| cosΦ|√
µ
.
La trajectoire associe´e a` (4.40) est une ellipse centre´e a` l’origine. Comme la matrice
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R est une matrice de rotation, la trajectoire de´crite par le point M(t) est aussi une
ellipse centre´e a` l’origine.
Le demi grand axe et le demi petit axe de l’ellipse de´crite par le point M(t) sont
respectivement max
{∥∥∥−−→OM(t)∥∥∥
2
; t ∈
[
0,
2π
ω
[}
et min
{∥∥∥−−→OM(t)∥∥∥
2
; t ∈
[
0,
2π
ω
[}
.
En utilisant la relation sin2(ωt) =
1− cos(ωt)
2
, on ve´rifie aise´ment que
(4.41)
∥∥∥−−→OM(t)∥∥∥2
2
= a+ b cos(2ωt) + c sin(2ωt)
ou` a, b et c sont les grandeurs de´finies dans la proposition 4.3.1.
Si b2 + c2 = 0,
∥∥∥−−→OM(t)∥∥∥2
2
= a et l’e´quation de´crite par M(t) est un cercle de rayon√
a et le re´sultat de la proposition 4.3.1 est satisfait.
Sinon, on peut de´finir l’angle θ ∈ [0; 2π[ a` l’aide des relations
cos θ =
b√
b2 + c2
et sin θ =
c√
b2 + c2
.
On obtient alors : ∥∥∥−−→OM(t)∥∥∥2
2
= a+
√
b2 + c2 cos(2ωt− θ),
ce qui conclut la de´monstration de la proposition 4.3.1. 
D’apre`s la proposition 4.3.1, le champ magne´tique re´el ℜe
[−→
Bk exp(−iωt)
]
a une
trajectoire elliptique en tout point de l’espace pour lequel ℜe
(−→
Bk
)
et ℑm
(−→
Bk
)
sont non coline´aires. Le reste de cette section ainsi que les deux sections suivantes
sont consacre´es a` l’illustration nume´rique de ce re´sultat. Plus pre´cise´ment, on va
e´tudier la de´viation par rapport a` la trajectoire circulaire en fonction de la position
du point d’observation. Comme le champ mage´tique utilise´ pour les applications
IRM correspond a` la pulsation de re´sonance ω1 (voir la section 4.8), on a pris k = 1
pour re´aliser les diffe´rentes simulations qui suivent.
Dans les figures qui suivent, on part du centre de l’antenne (x, y, z) = (0, 0, 0)
et on se rapproche de l’antenne suivant l’axe des x : on conside`re successivement
x = R/4, x = R/2, x = 3R/4 et x = 9R/10. Pour chaque point e´tudie´, on
a repre´sente´ une vue en trois dimensions de la trajectoire du champ magne´tique
ℜe
[−→
B1 exp(−iωt)
]
ainsi que la norme L2 de celui-ci. Dans le premier cas corres-
pondant au point (x, y, z) = (0, 0, 0), on a repre´sente´ en plus les projections de la
trajectoire sur les plans xy, xz et yz.
Les figures 19 et 20 montrent que le champ magne´tique ℜe
[−→
B1 (0, 0, 0) exp(−iωt)
]
de´crit un cercle. D’apre`s les projections de la figure 21, ce cercle est situe´ dans
le plan xy. Autrement dit, il est dans un plan orthogonal a` l’axe de l’antenne.
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Fig. 19 – Vue 3D au point (0, 0, 0)
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Fig. 20 – Norme du champ au point (0, 0, 0)
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Fig. 21 – Projections de la trajectoire sur les plans xy, xz et yz
La proprie´te´ d’orthogonalite´ a` l’axe de l’antenne est conserve´e lorsque l’on se
de´place le long de l’axe des x : les projections sur les diffe´rents plans dans les autres
cas sont des lignes horizontales comme au centre de l’antenne. Afin de ne pas sur-
charger le lecteur en images, on a choisi de ne repre´senter que les figures pre´sentant
des diffe´rences avec le premier cas e´tudie´.
A` premie`re vue les trajectoires dans les trois premiers cas suivants sont encore
des cercles. Cependant, si on observe les variations de la norme, on constate que ce
sont en re´alite´ des ellipses mais que la diffe´rence entre le petit axe et le grand axe
sont minimes comme le montre le tableau 4.1.
Coordonne´es Grand axe Petit axe E´cart relatif
(0, 0, 0) 152,7210 152,7210 0,0000%
(R/4, 0, 0) 153,2308 153,0630 0,1095%
(R/2, 0, 0) 154,3967 153,8768 0,3367%
(3R/4, 0, 0) 157,8201 156,0395 1,1282%
(9R/10, 0, 0) 225,4329 190,6530 15,4280%
Tab. 4.1 – Variation du grand axe et du petit axe en fonction de x
Par contre, on voit nettement dans le cas (0, 0, 9R/10) ou` l’e´cart relatif entre le
garnd axe et le petit axe est de l’ordre de 15% que le cercle est devenu une ellipse.
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En conclusion, la trajectoire initialement circulaire au centre de l’antenne se
transforme en une ellipse allonge´e suivant l’axe des y tout en restant dans le plan
orthogonal a` l’axe de l’antenne.
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Fig. 22 – Figures pour (x, y, z) = (R/4, 0, 0)
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Fig. 23 – Figures pour (x, y, z) = (R/2, 0, 0)
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Fig. 24 – Figures pour (x, y, z) = (3R/4, 0, 0)
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Fig. 25 – Figures pour (x, y, z) = (9R/10, 0, 0)
4.4 Trajectoires dans le plan y = 0
Maintenant que l’on sait que le champ magne´tique a un mouvement de rotation
et que les caracte´ristiques de celui-ci sont gouverne´es par la partie re´elle et la partie
imaginaire du champ
−→
Bk , on va e´tudier plus pre´cise´ment ce dernier dans le plan
y = 0.
Proposition 4.4.1 : e´tude de
−→
Bk dans le plan y = 0
Il existe trois fonctions re´elles Kkx , K
k
y et K
k
z telles que
(4.42)
−→
Bk (x, 0, z) exp (−iωkt) =

Kkx(x, 0, z) exp
[
−i
(
ωkt+
kπ
N
)]
iKky (x, 0, z) exp
[
−i
(
ωkt+
kπ
N
)]
Kkz (x, 0, z) exp
[
−i
(
ωkt+
kπ
N
)]
 .
De´monstration. L’ide´e de la de´monstration est de re´e´crire les diffe´rentes sommes
intervenant dans la formulation (4.10) afin de de´terminer si celles-ci, ou plus exacte-
ment, celles-ci multiplie´es par le coefficient exp
(
ikπ
N
)
, sont re´elles ou imaginaires
pures. Pour cela on scinde ces sommes en deux sommes faisant apparaˆıtre les meˆmes
inte´grales.
On va tout d’abord commencer par la somme s1.
Comme le de´nominateur des inte´grales J1 est de la forme cos θ + cste, on cherche
un changement de variable laissant invariant le cosinus : on fait donc le changement
de variable α = −θ.
On obtient alors :
∀ 1 6 j 6 N, J1(x, 0, z, Z, j) = −
∫ −θj+1
−θj
− sinα
[−2xR cosα +R2 + x2 + (z − Z)2]3/2 dα.
4.4. TRAJECTOIRES DANS LE PLAN Y = 0 67
Or,
∀ 1 6 j 6 N, −θp = −2π
N
(p− 1) = θN−p+2.
D’ou` :
∀ 1 6 j 6 N, J1(x, 0, z, Z, j) =
∫ θN−j+1
θN−j+2
sinα
[−2xR cosα +R2 + x2 + (z − Z)2]3/2dα
= −J1(x, 0, z, Z,N − j + 1).
En reportant dans l’expression de s1, on obtient :
s1(x, 0, z, Z) =
N/2∑
j=1
J1(x, 0, z, Z, j) [exp(ikθj)− exp(ikθN−j+1)]
=
N/2∑
j=1
J1(x, 0, z, Z, j)
[
exp
(
2ikπ
N
(j − 1)
)
− exp
(
2ikπ
N
(N − j)
)]
=
N/2∑
j=1
J1(x, 0, z, Z, j)
[
exp
(
2ikπ
N
(
j − 1
2
))
− exp
(
−2ikπ
N
(
j − 1
2
))]
exp
(
−ikπ
N
)
= 2i
N/2∑
j=1
J1(x, 0, z, Z, j) sin
[
2kπ
N
(
j − 1
2
)]
exp
(
−ikπ
N
)
.
On montre de meˆme que :
s2(x, 0, z, Z) = 2
N/2∑
j=1
J2(x, 0, z, Z, j) cos
[
2kπ
N
(
j − 1
2
)]
exp
(
−ikπ
N
)
,
s3(x, 0, z, Z) = 2
N/2∑
j=1
J3(x, 0, z, Z, j) cos
[
2kπ
N
(
j − 1
2
)]
exp
(
−ikπ
N
)
.
On proce`de de la meˆme fac¸on pour la somme S1 :
S1(x, 0, z) = 2i exp
(
−ikπ
N
)
sin
(
kπ
N
)[ −1
x− R
(
z − L/2√
a2(0, L/2)
− z + L/2√
a2(0,−L/2)
)
+
N/2∑
j=2
−(x−R cos θj)
−2xR cos θj + x2 +R2
(
z − L/2√
a2(θj , L/2)
− z + L/2√
a2(θj ,−L/2)
)
exp(ikθj)
+(−1)k −1
x− R
(
z − L/2√
a2(π, L/2)
− z + L/2√
a2(π,−L/2)
)
+
N∑
j=N/2+2
−(x−R cos θj)
−2xR cos θj + x2 +R2
(
z − L/2√
a2(θj , L/2)
− z + L/2√
a2(θj ,−L/2)
)
exp(ikθj)
]
.
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Comme θN+2−j = −θj pour 1 6 j 6 N , on obtient :
S1(x, 0, z) = 2i exp
(
−ikπ
N
)
sin
(
kπ
N
)[ −1
x− R
(
z − L/2√
a2(0, L/2)
− z + L/2√
a2(0,−L/2)
)
+(−1)k −1
x− R
(
z − L/2√
a2(π, L/2)
− z + L/2√
a2(π,−L/2)
)
+2
N/2∑
j=2
−(x− R cos θj)
−2xR cos θj + x2 +R2
(
z − L/2√
a2(θj , L/2)
− z + L/2√
a2(θj ,−L/2)
)
cos(kθj)
]
.
On montre de meˆme que :
S2(x, 0, z) = −4 exp
(
−ikπ
N
)
sin
(
kπ
N
) N/2∑
j=2
[
−R sin θj
−2xR cos θj + x2 +R2
×
(
z − L/2√
a2(θj , L/2)
− z + L/2√
a2(θj ,−L/2)
)
sin(kθj)
]
.
On pose :
Kkx =
µ0I0
4π
(
2R
N/2∑
j=1
[(z − L/2) J2(x, 0, z, L/2, j)− (z + L/2) J2(x, 0, z,−L/2, j)]
× cos
[
2kπ
N
(
j − 1
2
)]
+ 4 sin
(
kπ
N
) N/2∑
j=2
[
R sin θj
−2xR cos θj + x2 +R2
×
(
z − L/2√
a2(θj , L/2)
− z + L/2√
a2(θj ,−L/2)
)
sin(kθj)
])
.
Kky =
µ0I0
4π
(
2R
N/2∑
j=1
[(z − L/2) J1(x, 0, z, L/2, j)− (z + L/2) J1(x, 0, z,−L/2, j)]
× sin
[
2kπ
N
(
j − 1
2
)]
+ 2 sin
(
kπ
N
)[ −1
x−R
(
z − L/2√
a2(0, L/2)
− z + L/2√
a2(0,−L/2)
)
+ (−1)k −1
x−R
(
z − L/2√
a2(π, L/2)
− z + L/2√
a2(π,−L/2)
)
+ 2
N/2∑
j=2
−(x− R cos θj)
−2xR cos θj + x2 +R2
(
z − L/2√
a2(θj , L/2)
− z + L/2√
a2(θj ,−L/2)
)
cos(kθj)
])
.
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Kkz =
µ0I0
4π
(
2R
N/2∑
j=1
[− x J2(x, 0, z, L/2, j) +RJ3(x, 0, z, L/2, j)
+ x J2(x, 0, z,−L/2, j)− RJ3(x, 0, z,−L/2, j)
]
cos
[
2kπ
N
(
j − 1
2
)])
.

On de´duit de la proposition 4.4.1 l’e´criture suivante du champ magne´tique.
(4.43) ℜ
[−→
Bk (x, 0, z) exp (−iωkt)
]
=

Kkx(x, 0, z) cos
[
ωkt+
kπ
N
]
Kky (x, 0, z) sin
[
ωkt+
kπ
N
]
Kkz (x, 0, z) cos
[
ωkt+
kπ
N
]
 .
Les e´quations de´crivant le mouvement du champ magne´tique dans les diffe´rents plans
xy, xz et yz s’e´crivent alors
(4.44)

(
ℜ [Bkx(x, 0, z) exp (−iωkt)]
Kkx(x, 0, z)
)2
+
(
ℜ [Bky (x, 0, z) exp (−iωkt)]
Kky (x, 0, z)
)2
= 1,
ℜ [Bkx(x, 0, z) exp (−iωkt)] = Kkx(x, 0, z)Kkz (x, 0, z) ℜ [Bkz (x, 0, z) exp (−iωkt)] ,(
ℜ [Bky (x, 0, z) exp (−iωkt)]
Kky (x, 0, z)
)2
+
(
ℜ [Bkz (x, 0, z) exp (−iωkt)]
Kkz (x, 0, z)
)2
= 1.
La deuxie`me relation de (4.44) montre que, contrairement au cas (x, 0, 0) de la
section pre´ce´dente, l’ellipse de´crite par le champ magne´tique n’est plus orthogonal
a` l’axe de l’antenne. En effet, un observateur place´ le long de l’axe de y verra une
droite incline´e par rapport a` l’axe des x et non l’axe des x. Plus pre´cise´ment, les
graphiques du milieu des figures montrent que la droite que voit l’observateur effectue
un mouvement de rotation autour de l’axe des y lorsque z varie de −L/2 a` L/2.
On ve´rifie sur les figures 26 - 29 que l’on retrouve les e´quations (4.44) : des el-
lipses dans les plans xy et yz et une droite dans le plan xz.
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Fig. 26 – Projections sur les diffe´rents plans pour (R/2, 0,−L/2)
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Fig. 27 – Projections sur les diffe´rents plans pour (R/2, 0,−L/4)
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Fig. 28 – Projections sur les diffe´rents plans pour (R/2, 0, L/4)
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Fig. 29 – Projections sur les diffe´rents plans pour (R/2, 0, L/2)
On remarque sur les graphiques pre´ce´dents que la projection de la trajectoire dans
le plan xy est quasiment circulaire : l’e´cart entre le grand axe et le petit axe est de
0,1386% lorsque z = ±L/2 et de 4,5903% lorsque z = ±L/4.
Remarque 4.4.2 :
Comme ωN−k = ωk, que K
N−k
x (x, 0, z) = −Kkx(x, 0, z), KN−ky (x, 0, z) = Kky (x, 0, z)
et KN−kz (x, 0, z) = −Kkz (x, 0, z), on obtient :
(4.45) ℜ
(−→
BN−k(x, 0, z) e−iωN−kt
)
= ℜ
(−→
Bk (x, 0, z) eiωkt
)
.
Les champs
−→
Bk (x, 0, z) et
−→
BN−k(x, 0, z) de´crivent donc la meˆme trajectoire mais avec
un sens de rotation oppose´.
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4.5 Trajectoires dans le plan x = 0
On va maintenant e´tudier les parties re´elles et imaginaires du champ magne´tique
dans le plan x = 0. Les me´thodes employe´es e´tant similaires a` celles de l’e´tude dans
le plan y = 0, seuls les de´veloppements qui diffe`rent seront pre´sente´s.
Proposition 4.5.1 : e´tude de
−→
Bk dans le plan x = 0
Il existe trois fonctions re´elles Kkx , K
k
y et K
k
z telles que
(4.46)
−→
Bk (0, y, z) exp (−iωkt) = ik

iKkx(0, y, z) exp
[
−i
(
ωkt+
kπ
N
)]
Kky (0, y, z) exp
[
−i
(
ωkt+
kπ
N
)]
Kkz (0, y, z) exp
[
−i
(
ωkt+
kπ
N
)]
 .
De´monstration. Cette fois-ci, contrairement a` l’e´tude dans le plan y = 0, il
va falloir faire un changement de variable laissant invariant le sinus. Deux cas de
figures sont possibles :
– soit N ≡ 0[4] et on peut alors relier les inte´grales J1(0, y, z, Z, j) aux inte´grales
J2(y, 0, z, Z, p) car l’antenne posse`de une branche sur l’axe des y,
– soit N ≡ 2[4] et on va alors proce´der comme lors de l’e´tude dans le plan y = 0.
◮ Premier cas : N ≡ 0[4].
Afin relier les inte´grales J1 et J2, on va transformer le sin θ du de´nominateur de
J1 en un cosα. Pour cela, on effectue le changement de variable α = θ − π
2
.
On obtient alors :
J1(0, y, z, Z, j) =
∫ θj+1−π/2
θj−π/2
cosα
[−2yR cosα+ y2 +R2 + (z − Z)2]3/2dα
= J2(y, 0, z, Z, j − 3N/4).
Par ailleurs, comme exp
[
ik
(
θj − π
2
)]
= (−i)k exp(ikθj), on en de´duit
s1(0, y, z, Z) = (−i)ks2(y, 0, z, Z),
s2(0, y, z, Z) = −(−i)ks1(y, 0, z, Z),
s3(0, y, z, Z) = (−i)ks3(y, 0, z, Z).
On obtient des re´sultats analogues pour S1 et S2 en faisant le changement d’indice
de sommation p = j −N/4.
On obtient alors (4.46) en posant

Kkx(0, y, z) = (−1)kK˜ky (y, 0, z),
Kky (0, y, z) = −(−1)kK˜kx(y, 0, z),
Kkz (0, y, z) = (−1)kK˜kz (y, 0, z).
ou` K˜kx , K˜
k
y et K˜
k
z sont les fonctions introduites dans la proposition 4.4.1.
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◮ Deuxie`me cas : N ≡ 2[4].
Afin de laisser invariant le sinus du de´nominateur des inte´grales J1, on effectue
le changement de variable α = π − θ dans J1 :
∀ 1 6 j 6 N, J1(0, y, z, Z, j) =
∫ π−θj
π−θj+1
sinα
[−2yR sinα +R2 + y2 + (z − Z)2]3/2dα.
Comme π − θp = θN/2+2−p, on a :
∀ 1 6 j 6
(
N
2
− 1
)
, J1(0, y, z, Z, j) = J1(0, y, z, Z,N/2− j + 1),
∀
(
N
2
+ 1
)
6 j 6
(
3N
2
− 1
)
, J1(0, y, z, Z, j) = J1(0, y, z, Z,N/2− j + 1).
En reportant dans l’expression de s1, on obtient :
s1(0, y, z, Z) =
(N/2−1)/2∑
j=1
J1(0, y, z, Z, j)
[
exp(ikθj) + exp(ikθN/2−j+1)
]
+
(3N/2−1)/2∑
j=N/2+1
J1(0, y, z, Z, j)
[
exp(ikθj) + exp(ikθN/2−j+1)
]
+ J1(0, y, z, Z, (N/2 + 1)/2) exp(ikθ(N/2+1)/2)
+ J1(0, y, z, Z, (3N/2 + 1)/2) exp(ikθ(3N/2+1)/2).
Or,
J1(0, y, z, Z, j)
[
exp(ikθj) + exp(ikθN/2−j+1)
]
exp
(
ikπ
N
)
= 2J1(0, y, z, Z, j)

i sin
[
2ikπ
N
(
j − 1
2
)]
, si k est impair,
cos
[
2ikπ
N
(
j − 1
2
)]
, si k est pair.
Comme
exp(ikθ(N/2+1)/2) exp
(
ikπ
N
)
= ik et exp(ikθ(3N/2+1)/2) exp
(
ikπ
N
)
= (−i)k,
on en de´duit que s1 exp
(
ikπ
N
)
∈
{
C\R si k est impair,
R si k est pair.
On obtient un re´sultat analogue pour s3.
En ce qui concerne J2, comme N ≡ 2[4], on a par syme´trie :
J2(0, y, z, Z, (N/2 + 1)/2) =
∫ π/2
π/2−π/N
cos θ
[−2yR sin θ +R2 + y2 + (z − Z)2]3/2dθ
−
∫ π/2
π/2−π/N
cos θ
[−2yR sin θ +R2 + y2 + (z − Z)2]3/2 dθ
= 0.
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De meˆme, J2(0, y, z, Z, (3N/2 + 1)/2) = 0 et on obtient finalement :
s2 exp
(
ikπ
N
)
∈
{
C\R si k est pair,
R si k est impair.
En ce qui concerne la somme S1, on la de´compose de la manie`re suivante :
1
2i sin
(
kπ
N
)S1 exp(ikπ
N
)
=
N/2+1∑
j=1
R cos θj
−2yR sin θj + y2 +R2
(
z − L/2√
a2(θj , L/2)
− z + L/2√
a2(θj ,−L/2)
)
exp(ikθj)
+
N∑
j=N/2+2
R cos θj
−2yR sin θj + y2 +R2
(
z − L/2√
a2(θj , L/2)
− z + L/2√
a2(θj,−L/2)
)
exp(ikθj).
En rede´composant la premie`re somme de l’e´galite´ pre´ce´dente (note´e S1,1) en deux
et en utilisant la relation θN/2+2−j = π − θj , on obtient :
S1,1 =
(N/2+1)/2∑
j=1
R cos θj
−2yR sin θj + y2 +R2
(
z − L/2√
a2(θj , L/2)
− z + L/2√
a2(θj ,−L/2)
)
× (exp(ikθj)− exp(ikθN/2+2−j))
= 2
(N/2+1)/2∑
j=1
R cos θj
−2yR sin θj + y2 +R2
(
z − L/2√
a2(θj , L/2)
− z + L/2√
a2(θj ,−L/2)
)
×

cos
[
2kπ
N
(j − 1)
]
, si k est impair,
i sin
[
2kπ
N
(j − 1)
]
, si k est pair.
On proce`de de meˆme pour la deuxie`me somme S1,2 et on obtient finalement
S1 exp
(
ikπ
N
)
∈
{
C\R si k est impair,
R si k est pair.
On montre de la meˆme fac¸on que S2 exp
(
ikπ
N
)
∈
{
R si k est impair,
C\R si k est pair.
On de´duit de ce qui pre´ce`de (4.46) avec Kkx(0, y, z), K
k
y (0, y, z), K
k
z (0, y, z) ∈ R. 
Comme dans la section pre´ce´dente, on de´duit de (4.46) les e´quations re´gissant le
mouvement du champ magne´tique dans les diffe´rents plans xy, xz et yz.
(4.47)

(
ℜ [Bkx(0, y, z) exp (−iωkt)]
Kkx(0, y, z)
)2
+
(
ℜ [Bky (0, y, z) exp (−iωkt)]
Kky (0, y, z)
)2
= 1,
(
ℜ [Bkx(0, y, z) exp (−iωkt)]
Kkx(0, y, z)
)2
+
(
ℜ [Bkz (0, y, z) exp (−iωkt)]
Kkz (0, y, z)
)2
= 1,
ℜ [Bky (0, y, z) exp (−iωkt)] = Kky (0, y, z)Kkz (0, y, z) ℜ [Bkz (0, y, z) exp (−iωkt)] .
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La troisie`me relation de (4.47) montre qu’un observateur place´ le long de l’axe
des x (et non des y comme dans le plan y = 0) verra une droite incline´e par rapport
a` l’axe des y. Des graphiques correspondant a` diffe´rentes valeurs de z montrerait,
comme dans le plan y = 0, que la droite que voit l’observateur effectue un mouvement
de rotation autour de l’axe des x lorsque z varie de −L/2 a` L/2 en passant par l’axe
des y pour z = 0.
Les graphiques de la figure 30 montrent les diffe´rentes projections de la trajectoire
du champ magne´tique ℜ
[−→
Bk (0, y, z) exp (−iωkt)
]
au point (x, y, z) = (0, R/2,−L/2)
dans le cas N = 16 ≡ 0[4]. D’apre`s la de´monstration qui pre´ce`de, on s’attend a`
retrouver les trajectoires du cas y = 0 en permuttant Bkx(0, y, z) (respectivement
Bky (0, y, z)) et B
k
y (y, 0, z) (respectivement B
k
x(y, 0, z)). C’est effectivement bien ce
que l’on peut observe´ : les graphiques sont obtenus a` partir de ceux de la figure en
e´changeant les roˆles de Bkx et B
k
y , c’est-a`-dire en permuttant le premier graphique
de π/2 et en e´changeant les deux derniers graphiques (voir la figure 26).
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Fig. 30 – Projections sur les diffe´rents plans pour (0, R/2,−L/2)
Sur les figures 31 et 32, on a fait les meˆmes simulations que sur les figures 26 et
30 mais avec une antenne a` N = 14 branches. On retrouve bien les e´quations (4.44)
sur la figure 31 et on constate que les diffe´rents graphiques obtenus pour N = 16 et
N = 14 sont similaires. Les diffe´rents graphiques de la figure 32 illustrent bien les
e´quations (4.47) et sont similaires a` ceux obtenus pour le cas N = 16. Comme dans
le cas N = 16, ils sont obtenus a` partir de ceux de la figure 31 en e´changeant les
roˆles de Bkx et B
k
y bien que cela n’apparaisse pas lors de la de´monstration.
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Fig. 31 – Projections sur les diffe´rents plans pour (R/2, 0,−L/2) et N = 14
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Fig. 32 – Projections sur les diffe´rents plans pour (0, R/2,−L/2) et N = 14
Remarque 4.5.2 :
On montre (voir la proposition 4.9.1) que sur l’axe de l’antenne, c’est-a`-dire pour
x = y = 0, K1z (0, 0, z) = 0 et que K
1
x(0, 0, z) = K
1
y (0, 0, z). Les trajectoires associe´es
sont donc des cercles contenus dans le plan z = 0.
4.6 Syme´trie
On va poursuivre cette e´tude des proprie´te´s du champ
−→
Bk en e´nonc¸ant deux
re´sultats de syme´trie qui vont permettre de re´duire le nombre de pulsations ainsi
que de restreindre le maillage utilise´ pour le calcul du champ.
Proposition 4.6.1 : syme´trie par rapport a` k
Les champs magne´tiques
−→
Bk sont relie´s entre eux par la relation suivante :
(4.48) ∀ 1 6 k 6 N − 1, −→BN−k =
−→
Bk.
De´monstration. Soit 1 6 k 6 N − 1.
D’apre`s la formule (4.9), on a :
−→
BN−k =
µ0I0
4π
N∑
j=1
∫ θj+1
θj
1
[a(θ, L/2)2]3/2
 (z − L/2)R cos θ dθ(z − L/2)R sin θ dθ
(−y sin θ − x cos θ +R)Rdθ

−
∫ θj+1
θj
1
[a(θ,−L/2)2]3/2
 (z + L/2)R cos θ dθ(z + L/2)R sin θ dθ
(−y sin θ − x cos θ +R)Rdθ

+2i exp
(
−i(N − k)π
N
)
sin
(
(N − k)π
N
)
1
(x− R cos θj)2 + (y − R sin θj)2
×

−(y − R sin θj)
(
z − L/2√
a2(θj , L/2)
− z + L/2√
a2(θj ,−L/2)
)
(x− R cos θj)
(
z − L/2√
a2(θj , L/2)
− z + L/2√
a2(θj ,−L/2)
)
0

 exp(i(N − k)θj).
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Comme
exp
(
−i(N − k)π
N
)
= exp (−iπ) exp
(
ikπ
N
)
= − exp
(
ikπ
N
)
,
que
exp(i(N − k)θj) = exp
(
i(N − k)2π(j − 1)
N
)
= exp(−ikθj),
et que
sin
(
(N − k)π
N
)
= sin
(
π − kπ
N
)
= sin
(
kπ
N
)
,
on obtient : −→
BN−k =
−→
Bk .

Afin d’illustrer la proposition 4.6.1, on a repre´sente´ sur le premier graphique de la
figure 33 les fonctions∣∣∣∣∣ [−L/2 , L/2] −→ Rz 7−→ max{∣∣∣BN−kx (x, y, z)− Bkx(x, y, z)∣∣∣ ; (x, y) ∈ Ω}
ou` Bkx de´signe la composante suivant x du vecteur
−→
Bk .
Les deuxie`me et troisie`me graphiques correspondent respectivement a` la composante
suivant y et a` celle suivant z.
Comme N = 16, on a fait varier k de 1 a` 8 dans les simulations.
−0.08 −0.06 −0.04 −0.02 0 0.02 0.04 0.06 0.08
0
0.2
0.4
0.6
0.8
1
1.2
1.4 x 10
−10
k=1
k=2
k=3
k=4
k=5
k=6
k=7
k=8
Composante x
−0.08 −0.06 −0.04 −0.02 0 0.02 0.04 0.06 0.08
0
0.5
1
1.5 x 10
−10
k=1
k=2
k=3
k=4
k=5
k=6
k=7
k=8
Composante y
−0.08 −0.06 −0.04 −0.02 0 0.02 0.04 0.06 0.08
0
1
2
3 x 10
−10
k=1
k=2
k=3
k=4
k=5
k=6
k=7
k=8
Composante z
Fig. 33 – Illustration de
−→
BN−k =
−→
Bk
On observe sur la figure 33 une erreur maximale de l’ordre de 10−10 pour z = ±0.064,
c’est-a`-dire au niveau des anneaux terminaux. Compte tenu des erreurs d’arrondi,
cette simulation donne une belle illustration de la proprie´te´ 4.6.1.
Cette proprie´te´ des champs magne´tiques justifie de ne faire varier k que de 1 a`
N/2 et non de 1 a` N par la suite.
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Remarque 4.6.2 :
La proposition 4.6.1 est cohe´rente avec la relation (4.45). En effet, en prenant la
partie re´elle de (4.48) et en utilisant le fait que ωN−k = ωk, pour k = 1, ..., N , on
ge´ne´ralise (4.45) :
ℜ
(−−−→
BN−k e−iωN−kt
)
= ℜ
(−→
Bk eiωkt
)
.
On va maintenant e´noncer un re´sultat permettant de ne conside´rer qu’une partie
du pave´ de discre´tisation pour le calcul du champ.
Proposition 4.6.3 : syme´trie de
−→
Bk
Soit 1 6 k 6 N − 1.
Pour (x, y) donne´, la fonction∣∣∣∣ R −→ C2z 7−→ (Bkx(x, y, z), Bky (x, y, z))
est une fonction paire et la fonction∣∣∣∣ R −→ Cz 7−→ Bkz (x, y, z)
est une fonction impaire.
De´monstration. Soient 1 6 k 6 N − 1 et M = (x, y, z) ∈ R3.
On note z′ = −z.
On a alors les relations suivantes :
z′ − L/2 = −(z + L/2) et z′ + L/2 = −(z − L/2).
Afin de garder une e´criture compacte, on rajoute la de´pendance en z dans la fonction
a(θ, Z) de´finie lors du calcul du champ magne´tique (voir (4.6)), c’est-a`-dire :
a(θ, z, Z)2 = (x− R cos θ)2 + (y − R sin θ)2 + (z − Z)2.
Avec cette notation, on obtient :
a(θ, z′, L/2)2 = a(θ, z,−L/2)2 et a(θ, z′,−L/2)2 = a(θ, z, L/2)2.
Comme les termes (z − Z) et a(θ, z, Z) apparaissent respectivement au nume´rateur
et au de´nominateur des composantes suivant x et y et que les deux inte´grales ont
des signes oppose´s, ces composantes sont paires. Par contre la composante suivant
z n’a pas le terme (z − Z) au nume´rateur donc elle est impaire. 
Afin d’illustrer nume´riquement la proposition 4.6.3, on a repre´sente´, sur le pre-
mier graphique de la figure 34, les fonctions∣∣∣∣ S −→ Rz 7−→ max{∣∣Bkx(x, y, z)− Bkx(x, y,−z)∣∣ ; (x, y) ∈ Ω}
En accord avec la proposition 4.6.1, comme N = 16, on n’a repre´sente´ que les cas
k = 1, ..., 8. Les deux autres graphiques de la figure 34 correspondent aux autres
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composantes.
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Fig. 34 – Illustration des syme´tries de
−→
Bk
On observe sur les diffe´rents graphiques de la figure 34 une erreur nulle : cette si-
mulation est donc une belle illustration de la proprie´te´ 4.6.3.
Graˆce aux deux re´sultats de syme´trie des propositions 4.6.1 et 4.6.3, on va pouvoir
restreindre les simulations aux cas k = 1, ..., N/2 et au maillage Ω× [0 , L/2].
4.7 Orthogonalite´
Les proprie´te´s de syme´trie ci-dessus pre´sentent un inte´reˆt nume´rique e´vident puis-
qu’elles permettent de re´duire de manie`re significative les calculs. Les proprie´te´s que
nous allons mettre en e´vidence maintenant correspondent aux proprie´te´s recherche´es
pour un usage en IRM.
Proprie´te´ 4.7.1 : orthogonalite´ du champ
−→
Bk
Lorsque l’on est “proche” du centre de l’antenne, la composante suivant z du champ
magne´tique associe´ a` la pulsation ωk, k = 1, ..., N − 1 est “ne´gligeable” et celui-ci
est “orthogonal” a` l’axe des z.
Comme tous les autres re´sultats e´nonce´s sous forme de proprie´te´ et non de pro-
position, ce re´sultat ne sera pas de´montre´ mais seulement illustre´ nume´riquement.
Cependant, on peut ve´rifier facilement a` partir des formules (4.9) et (4.6) qu’au
centre de l’antenne le champ magne´tique n’a pas de composante suivant z. Graˆce
a` la continuite´ du champ magne´tique on en de´duit que celle-ci reste petite dans
un voisinage du centre de l’antenne. Par contre, on ne connaˆıt pas la taille de ce
voisinage.
Afin d’illustrer la proprie´te´ 4.7.1, on a repre´sente´, sur le premier graphique de la
figure 35, la fonction∣∣∣∣∣∣∣
[0 , L/2] −→ R
z 7−→ max
{∣∣Bkz (x, y, z)∣∣
|Bkx(x, y, z)|
; (x, y) ∈ Ω
}
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pour les pulsations ω1, ..., ω8.
Le pic que l’on observe pour z = 0,064 = L/2 est duˆ a` l’effet de l’anneau terminal
du haut. Si l’on restreint les variations entre 0 et 0,25 (voir le deuxie`me graphique),
on constate que seules les fonctions associe´es a` k = 1 et k = 2 restent petites lorsque
l’on se´carte de z = 0. Sur [0 , 0,032] = [0 , L/4], la fonction associe´e a` k = 1 reste
infe´rieure a` 0,25 : la composante suivant z du champ magne´tique est donc ne´gligeable
par rapport a` celle suivant x.
On retrouve des comportements similaires sur les deux autres graphiques ou`
l’on a repre´sente´ la meˆme fonction en remplac¸ant la composante suivant x par celle
suivant y.
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Fig. 35 – Module du rapport des composantes de
−→
Bk
On remarque encore sur les graphiques de la figure 35 que plus k est petit plus la
composante suivant z du champ magne´tique est faible par rapport a` celle suivant x
et y. On peut donc penser que la pulsation utilise´e lors des applications est ω1. Ceci
sera confirme´e dans la section suivante par l’e´tude des proprie´te´s d’homoge´ne´ite´ du
champ magne´tique associe´ (voir la section suivante).
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Remarque 4.7.2 :
La proprie´te´ d’orthogonalite´ n’est qu’une proprie´te´ de comparaison. Elle ne dit rien
concernant l’ordre de grandeur de la composante suivant z du champ magne´tique−→
Bk . Elle assure juste que cette dernie`re est ne´gligeable par rapport aux autres, c’est-
a`-dire que le champ
−→
Bk est orthogonal a` l’axe des z. Cependant, comme le coefficient
µ0
4π
vaut 10−7, les composantes de
−→
Bk sont ne´gligeables devant le champ statique
−→
B0
qui est de l’ordre du Tesla.
Graˆce a` la proprie´te´ 4.7.1, on peut re´pondre par l’affirmative a` l’une des attentes
de l’imagerie me´dicale : le champ magne´tique produit par l’antenne cage d’oiseau
est orthogonal au champ magne´tique statique et uniforme
−→
B0 a` condition d’orienter
l’axe de l’antenne selon la direction de celui-ci.
4.8 Homoge´ne´ite´
Apre`s avoir e´tudie´ la direction du champ magne´tique cre´e´ par l’antenne cage
d’oiseau, on va maintenant s’inte´resser a` son homoge´ne´ite´ en fonction de la fre´quence
de re´sonance choisie et du nombre de branches de l’antenne.
Proprie´te´ 4.8.1 : homoge´ne´ite´ du champ magne´tique a` N fixe´
Pour un nombre de branches N fixe´, le champ magne´tique
−→
B1 associe´ a` la pulsation
ω1 est homoge`ne au centre de l’antenne. L’homoge´ne´ite´ du champ
−→
Bk associe´ a` la
pulsation ωk, k = 2, ..., N − 1, s’ame´liore avec k mais reste infe´rieure a` celle du
champ
−→
B1 .
Cette proprie´te´ est illustre´e par les figures 36, 37 et 38. Afin de pouvoir com-
parer entre eux les diffe´rents champs qui peuvent avoir des e´chelles de variation
diffe´rentes, on n’a pas repre´sente´ la norme du champ
−→
Bk mais son quotient par sa
borne supe´rieure. On est ainsi ramene´ a` l’e´tude de champ variant entre 0 et 1.
Sur la figure 36, on a repre´sente´, pour chaque pulsation ωk, k = 1, ..., 8, 50 lignes
de niveaux du module du champ magne´tique e´quire´parties entre 0 et 0,2 dans le plan
z = 0. On constate que seul l’inte´rieur de l’antenne correspondant a` la pulsation ω1
ne contient pas de cercle. Pour toutes les autres pulsations, le champ magne´tique
n’est donc pas homoge`ne dans le plan z = 0 mais seulement dans un cercle centre´ a`
l’origine et dont le rayon croit avec k.
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Fig. 36 – Lignes de niveaux pour N = 16 et k = 1, 2, 3, 4, 5, 6, 7, 8
Le re´sultat d’homoge´ne´ite´ 4.8.1 est confirme´ par l’e´tude de la variation de la
norme de
−→
Bk le long les axes des y et des x (voir les figures 37 et 38) : seules les
courbes correspondant a` ω1 sont horizontales non nulles au centre de l’antenne.
La pre´sence de pic pour z = ±0,064 = ±L/2 dans les graphiques de la figure 38 est
duˆ au fait que N = 16 ≡ 0[4]. En effet, compte tenu de l’orientation choisie pour le
repe`re (voir page 47), il y a aussi des branches sur l’axe des y.
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Fig. 37 – Variation le long de l’axe des y pour N = 16 et diffe´rents k
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Fig. 38 – Variation le long de l’axe des x pour N = 16 et diffe´rents k
Les figures 37 et 38 confirment l’inte´reˆt d’utiliser la pulsation ω1 : c’est la seule
pour laquelle le champ magne´tique associe´ n’est pas nul au centre de l’antenne.
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Les champs associe´s aux autres pulsations de re´sonance ne peuvent donc pas exci-
ter les atomes d’hydroge`ne du patient (l’annulation des champs le long de l’axe est
de´montre´e a` la proposition 4.9.1).
Afin d’ame´liorer l’homoge´ne´ite´ de l’antenne, on peut, pour une pulsation donne´e,
augmenter le nombre de branches de l’antenne. En effet, on a la proprie´te´ suivante.
Proprie´te´ 4.8.2 : homoge´ne´ite´ du champ magne´tique pour k fixe´
Pour une pulsation de re´sonance fixe´e, le champ magne´tique produit par l’antenne
cage d’oiseau est d’autant plus homoge`ne que le nombre de branches est grand.
Compte tenu de la proprie´te´ 4.8.1, pour illustrer nume´riquement cette proprie´te´
4.8.2, on a choisi de fixer k = 1. Comme pre´ce´demment, afin de pouvoir com-
parer entre eux les diffe´rents champs qui peuvent avoir des e´chelles de variation
diffe´rentes, on n’a pas repre´sente´ la norme du champ
−→
B1 mais son quotient par sa
borne supe´rieure : on est ainsi ramene´ a` l’e´tude de champ variant entre 0 et 1.
On a repre´sente´, sur la figure 39, 50 lignes de niveaux du module du champ
magne´tique associe´ a` la pulsation ω1 e´quire´parties entre 0 et 0n2 dans le plan z = 0
pour un nombre de branches variant entre 2 et 16. On constate que plus l’antenne
posse`de de branches plus la partie centrale, dans laquelle le champ est homoge`ne,
est grande.
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Fig. 39 – Lignes de niveaux pour k = 1 et diffe´rents N
La proprie´te´ 4.8.2 justifie l’utilisation d’un nombre e´leve´ de brins dans les appli-
cations IRM.
Remarque 4.8.3 : a propos du cas N = 14
On a re´alise´ tous les calculs pre´ce´dents a` l’aide d’un unique maillage. Dans le cas
N = 14, ce maillage est plus proche des branches que dans les autres cas. Comme le
champ
−→
B1 est obtenu a` partir de la loi de Biot-Savart, son module a un maximum
plus e´leve´ pour N = 14 que pour les autres valeurs de N . Comme on normalise le
module du champ avant de le tronquer, les lignes de niveaux sont plus concentre´es
autour des branches que dans les autres cas. Ceci explique que l’e´chelle des couleurs
s’arreˆte a` 0,1 au lieu de 0,2 pour N = 14.
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4.9 Comportement le long de l’axe
On va maintenant e´tudier la de´croissance du champ magne´tique le long de l’axe
de l’antenne. On se place le long de l’axe de l’antenne afin de travailler avec des
expressions plus simples.
Proposition 4.9.1 : de´croissance du champ magne´tique
Soit k ∈ {2, ..., N − 2}.
Alors, le champ magne´tique associe´ est nul le long de l’axe de l’antenne.
Si k ∈ {1, N − 1}, le champ magne´tique associe´ admet le de´veloppement limite´
suivant lorsque |z| −→ +∞ :
−→
Bk (0, 0, z) =
µ0I0
4π
N exp
(
−ikπ
N
)
sin
(
kπ
N
)
sign(z)
×
[
RL
z3
+
(
RL3
2
− 9R
3L
2
)
1
z5
+ o
(
1
z5
)] δk,1 − δk,N−1i(δk,1 + δk,N−1)
0
 .(4.49)
De´monstration. Le champ magne´tique sur l’axe est obtenu en posant x = y = 0
dans la formule (4.9) :
−→
Bk (0, 0, z) =
µ0I0
4π
N∑
j=1
∫ θj+1
θj
1
[R2 + (z − L/2)2]3/2
 (z − L/2)R cos θ dθ(z − L/2)R sin θ dθ
R2 dθ

−
∫ θj+1
θj
1
[R2 + (z + L/2)2]3/2
 (z + L/2)R cos θ dθ(z + L/2)R sin θ dθ
R2 dθ

+2i exp
(
−ikπ
N
)
sin
(
kπ
N
)
1
R2
×

−R sin θj
(
z − L/2
R
√
R2 + (z − L/2)2 −
z + L/2√
R2 + (z + L/2)2
)
R cos θj
(
z − L/2
R
√
R2 + (z − L/2)2 −
z + L/2√
R2 + (z + L/2)2
)
0

 exp(ikθj).
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Apre`s calcul des inte´grales, on obtient :
−→
Bk (0, 0, z) =
µ0I0
4π
N∑
j=1
[(
(z − L/2)R
[R2 + (z − L/2)2]3/2 −
(z + L/2)R
[R2 + (z + L/2)2]3/2
)
×
 ( sin θj+1 − sin θj)( cos θj − cos θj+1)
0

+ 2i exp
(
−ikπ
N
)
sin
(
kπ
N
)
×

sin θj
(
z − L/2
R
√
R2 + (z − L/2)2 −
z + L/2
R
√
R2 + (z + L/2)2
)
− cos θj
(
z − L/2
R
√
R2 + (z − L/2)2 −
z + L/2
R
√
R2 + (z + L/2)2
)
0

+
2π
N
(
R2
[R2 + (z − L/2)2]3/2
− R
2
[R2 + (z + L/2)2]3/2
)  00
1
 exp(ikθj).
Or,
2
N∑
j=1
cos θj exp(ikθj)
=
N∑
j=1
[
exp
(
2iπ(j − 1)
N
)
+ exp
(
−2iπ(j − 1)
N
)]
exp
(
2ikπ(j − 1)
N
)
=
N∑
j=1
exp
(
2iπ(k + 1)
N
(j − 1)
)
+
N∑
j=1
exp
(
2iπ(k − 1)
N
(j − 1)
)
.
On est donc ramene´ au calcul de deux sommes des N premiers termes d’une suite
ge´ome´trique de raison respectivement exp
(
2iπ(k + 1)
N
)
et exp
(
2iπ(k − 1)
N
)
. Com-
me 1 6 k 6 N − 1, ces raisons valent 1 si et seulement si k vaut respectivement
N − 1 et 1. Dans ces cas, la somme correspondante vaut N . Dans les autres cas, la
raison e´tant une racine N -ie`me de l’unite´, la somme est nulle. D’ou` :
2
N∑
j=1
cos θj exp(ikθj) = N(δk,N−1 + δk,1).
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De meˆme, on montre que :
2i
N∑
j=1
sin θj exp(ikθj) = N(δk,N−1 − δk,1),
2
N∑
j=1
cos θj+1 exp(ikθj) = N(δk,N−1 + δk,1) exp
(
−2ikπ
N
)
,
2i
N∑
j=1
sin θj+1 exp(ikθj) = N(δk,N−1 − δk,1) exp
(
−2ikπ
N
)
,
N∑
j=1
exp(ikθj) = Nδk,0.
D’ou` :
−→
Bk (0, 0, z) =
µ0I0
4π
[(
(z − L/2)R
[R2 + (z − L/2)2]3/2 −
(z + L/2)R
[R2 + (z + L/2)2]3/2
)
× N
2i
[
1− exp
(
−2ikπ
N
)] −(δk,N−1 − δk,1)i(δk,N−1 + δk,1)
0

+
(
z − L/2
R
√
R2 + (z − L/2)2 −
z + L/2
R
√
R2 + (z + L/2)2
)
×N exp
(
−ikπ
N
)
sin
(
kπ
N
) −(δk,N−1 − δk,1)i(δk,N−1 + δk,1)
0

+ 2π
(
R2
[R2 + (z − L/2)2]3/2
− R
2
[R2 + (z + L/2)2]3/2
)  00
δk,0
 .
En utilisant les e´galite´s pre´ce´dentes et le fait que
1− exp
(
−2ikπ
N
)
= 2i exp
(
−ikπ
N
)
sin
(
kπ
N
)
,
on obtient :
−→
Bk (0, 0, z) =
µ0I0
4π
[
exp
(
−ikπ
N
)
sin
(
kπ
N
)(
(z − L/2)R
[R2 + (z − L/2)2]3/2
+
z − L/2
R
√
R2 + (z − L/2)2 −
(z + L/2)R
[R2 + (z + L/2)2]3/2
− z + L/2
R
√
R2 + (z + L/2)2
) N(δk,1 − δk,N−1)Ni(δk,1 + δk,N−1)
0

+ 2πδk,0
(
R2
[R2 + (z − L/2)2]3/2 −
R2
[R2 + (z − L/2)2]3/2
)  00
1
 .
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Comme k > 1, le dernier terme de l’expression pre´ce´dente est nul et on obtient :
−→
Bk (0, 0, z) =
µ0I0
4π
[
N exp
(
−ikπ
N
)
sin
(
kπ
N
)(
(z − L/2)R
[R2 + (z − L/2)2]3/2
− z − L/2
R
√
R2 + (z − L/2)2 −
(z + L/2)R
[R2 + (z + L/2)2]3/2
+
z + L/2
R
√
R2 + (z + L/2)2
)
×
 δk,1 − δk,N−1i(δk,1 + δk,N−1)
0
 .
(4.50)
On de´duit de la formule (4.50) que le champ magne´tique est nul le long de l’axe de
l’antenne si k /∈ {1, N − 1}.
Pour achever la de´monstration de la proprie´te´ 4.9.1 il reste donc a` faire le
de´veloppement limite´ dans le cas ou` k ∈ {1, N − 1}.
On a, pour |z| > L/2 :
(z − L/2)R
[R2 + (z − L/2)2]3/2 = R
(
z − L
2
)[(
z − L
2
)2]−3/2 [
1 +
(
R
z − L/2
)2]−3/2
= sign
(
z − L
2
)
R
(z − L/2)2
[
1− 3R
2
2(z − L/2)2 + o
(
1
z3
)]
.
ou`
sign(ζ) =
{
1, si ζ > 0,
−1, sinon.
Comme on s’inte´resse au comportement lorsque |z| > L/2,
sign
(
z − L
2
)
= sign(z).
D’ou` :
(z − L/2)R
[R2 + (z − L/2)2]3/2 =
sign(z)R
(z − L/2)2
[
1− 3R
2
2(z − L/2)2 + o
(
1
z3
)]
.
De meˆme, on obtient :
z − L/2
R
√
R2 + (z − L/2)2 =
sign(z)
R
[
1− R
2
2(z − L/2)2 +
3R4
8(z − L/2)4 + o
(
1
z5
)]
.
En additionnant les deux termes pre´ce´dents on aboutit a` :
(z − L/2)R
[R2 + (z − L/2)2]3/2 +
z − L/2
R
√
R2 + (z − L/2)2
= sign(z)
[
1
R
+
R
2(z − L/2)2 −
9R3
8(z − L/2)4 + o
(
1
z5
)]
.
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En remplac¸ant L par −L, on obtient :
(z + L/2)R
[R2 + (z + L/2)2]3/2
+
z + L/2
R
√
R2 + (z + L/2)2
= sign(z)
[
1
R
+
R
2(z + L/2)2
− 9R
3
8(z + L/2)4
+ o
(
1
z5
)]
.
D’ou` : (
(z − L/2)R
[R2 + (z − L/2)2]3/2 +
z − L/2
R
√
R2 + (z − L/2)2
)
−
(
(z + L/2)R
[R2 + (z + L/2)2]3/2
+
z + L/2
R
√
R2 + (z + L/2)2
)
= sign(z)
(
R
2
[
1
(z − L/2)2 −
1
(z + L/2)2
]
− 9R
3
8
[
1
(z − L/2)4 −
1
(z + L/2)4
]
+ o
(
1
z5
))
.
(4.51)
Or on a :
1
(z − L/2)2 =
1
z2
[
1 +
L
z
+
3L2
4z2
+
L3
2z3
+ o
(
1
z3
)]
=
1
z2
+
L
z3
+
3L2
4z4
+
L3
2z5
+ o
(
1
z5
)
.
En remplac¸ant L par −L, on obtient :
1
(z + L/2)2
=
1
z2
− L
z3
+
3L2
4z4
− L
3
2z5
+ o
(
1
z5
)
.
D’ou` :
1
(z − L/2)2 −
1
(z + L/2)2
=
2L
z3
+
L3
z5
+ o
(
1
z5
)
.
De meˆme,
1
(z − L/2)4 −
1
(z + L/2)4
=
4L
z5
+ o
(
1
z5
)
.
En reportant dans (4.51), on obtient :(
(z − L/2)R
[R2 + (z − L/2)2]3/2 +
z − L/2
R
√
R2 + (z − L/2)2
)
−
(
(z + L/2)R
[R2 + (z + L/2)2]3/2
+
z + L/2
R
√
R2 + (z + L/2)2
)
= sign(z)
(
RL
z3
+
[
RL3
2
− 9R
3L
2
]
1
z5
+ o
(
1
z5
))
.
D’ou` le re´sultat en reportant dans (4.50). 
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Remarque 4.9.2 :
On vient de de´montrer que pour k ∈ {2, ..., N − 2},
−→
BN−k(0, 0, z) = (0, 0, 0) =
−→
Bk (0, 0, z),
ce qui est cohe´rent relativement a` la proposition 4.9.1. D’autre part, le de´veloppement
associe´ a` k = N − 1 est bien le conjugue´ de celui obtenu pour k = 1.
Afin d’illustrer la proprie´te´ 4.9.1, on a trace´ quatre graphiques : celui de la figure
40 correspond au cas ω = ω2, ..., ω8 (et donc aussi aux cas ω = ω9, ..., ω14 d’apre`s la
proposition 4.6.1) tandis que ceux des figures 41 et 42 correspondent aux cas ω = ω1
(et donc aussi aux cas ω = ωN−1 d’apre`s la proposition 4.6.1). Sur chaque graphique
on a fait varier z entre 1,1× L/2 et 100L.
Sur la figure 40, on a repre´sente´
les fonctions z 7−→
∣∣∣−→Bk (0, 0, z)∣∣∣ pour
k = 2, ..., 8. On observe un pic de
l’ordre de 10−12 pour z = 0,064 = L/2
duˆ a` la singularite´ des inte´grales pour
z = L/2. Partout ailleurs les valeurs
des diffe´rentes courbes sont infe´rieur a`
10−13 : la figure 40 est donc une bonne
illustration de la proposition 4.9.1. 0 2 4 6 8 10 12 14
0
1
2
3
4
5
6
7
x 10−13
k=2
k=3
k=4
k=5
k=6
k=7
k=8
Fig. 40 – Champ le long de l’axe
pour k ∈ {2, ..., 8}
Sur la figure 41, on a repre´sente´
la fonction z 7−→ |B1z (0, 0, z)|.
Comme pour la figure 40, on
constate que celle-ci est tre`s
proche du ze´ro machine. Cette
courbe est donc, elle aussi, une
bonne illustration de la proprie´te´
4.9.1.
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0
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−14
Fig. 41 – Composante suivant z pour k = 1
Sur le premier graphique on a repre´sente´ par des ronds bleus ln
(∣∣∣−→B1(0, 0, z)∣∣∣) en
fonction de ln(z). On a superpose´ a` ce trace´ la droite obtenue par re´gression line´aire
a` partir des points de cote z > 4L. La pente obtenue est −2,9917, valeur conforme
au terme principal 1/z3. Afin de visualiser cette pente, on a aussi repre´sente´ sur ce
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graphique un triangle rectangle dont les longueurs des coˆte´s horizontaux et verticaux
sont 0,5 et 1,5 respectivement.
Sur le deuxie`me graphique on a fait de meˆme en remplac¸ant
−→
B1(0, 0, z) par la
diffe´rence entre
−→
B1(0, 0, z) et le premier terme du de´veloppement limite´. La pente
obtenue est alors −5,0497, ce qui est de nouveau en accord avec la proposition 4.9.1.
Sur ce graphique, la hauteur du coˆte´ vertical du triangle est 2,5.
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Fig. 42 – Champ le long de l’axe pour k = 1
4.10 Cas de la pulsation caracte´ristique ω0
Apre`s avoir donne´ l’expression du champ magne´tique associe´ aux pulsations
ωk, k = 1, ..., N − 1, ainsi que quelques-unes de ses proprie´te´s, on va maintenant
s’inte´resser au cas ω = ω0. Le plan de l’e´tude va eˆtre le meˆme que pre´ce´demment :
on va d’abord donner l’expression du champ magne´tique associe´ a` cette pulsation
puis e´noncer des re´sultats de syme´trie, d’orthogonalite´ et d’homoge´ne´ite´. Pour finir,
on de´crira son comportement le long de l’axe de l’antenne.
Lorsque les tensions sources oscillent a` la pulsation ω0, les courants circulant
dans l’anneau terminal du haut sont tous e´gaux et oppose´s a` ceux circulant dans
celui du bas et il n’y a pas de courants a` circuler dans les branches (voir page 41).
On notera donc
−→
BAR le champ magne´tique associe´ a` la pulsation ω0 et
−→
BCR celui
associe´ a` la pulsation ωCR :
– l’indice AR signifie anti-rotation,
– l’indice CR signifie co-rotation car les courants ne circulent que dans les an-
neaux terminaux et tournent dans le meˆme sens (voir page 40).
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Formule
L’expression du champ magne´tique au point M = (x, y, z) associe´ a` la pulsation
ω0 s’obtient en posant k = 0 dans la formule (4.9).
−→
BAR =
−→
BARah +
−→
BARab
=
µ0I0
4π
∫ 2π
0
1
[a2(θ, L/2)]3/2
 (z − L/2)R cos θ dθ(z − L/2)R sin θ dθ
(−y sin θ − x cos θ +R)Rdθ

−
∫ 2π
0
1
[a2(θ,−L/2)]3/2
 (z + L/2)R cos θ dθ(z + L/2)R sin θ dθ
(−y sin θ − x cos θ +R)Rdθ

(4.52)
avec a2(θ, Z) = (x− R cos θ)2 + (y − R sin θ)2 + (z − Z)2.
Syme´trie
Comme dans le cas ge´ne´ral, le champ
−→
BAR conserve les proprie´te´s de syme´trie de
la proposition 4.6.3.
Proposition 4.10.1 : syme´trie de
−→
BAR
Pour (x, y) donne´, la fonction∣∣∣∣ R −→ C2z 7−→ (BARx (x, y, z), BARy (x, y, z))
est une fonction paire et la fonction∣∣∣∣ R −→ Cz 7−→ BARz (x, y, z)
est une fonction impaire.
De´monstration. La de´monstration a e´te´ faite dans le cas ge´ne´ral (voir la propo-
sition 4.6.3). 
Afin d’illustrer nume´riquement la proposition 4.10.1, on a repre´sente´ les composantes
de la fonction∣∣∣∣∣∣∣∣∣
S −→ R3
z 7−→
 max
{∣∣BARx (x, y, z)− BARx (x, y,−z)∣∣ ; (x, y) ∈ Ω}
max
{∣∣BARy (x, y, z)− BARy (x, y,−z)∣∣ ; (x, y) ∈ Ω}
max
{∣∣BARz (x, y, z) +BARz (x, y,−z)∣∣ ; (x, y) ∈ Ω}

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sur les diffe´rents graphiques de la figure 43.
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Fig. 43 – Illustration des syme´tries de
−→
BAR
L’erreur observe´e sur les diffe´rents graphiques de la figure 43 est identiquement nulle :
cette simulation est donc une bonne illustration de la proposition 4.10.1.
Orthogonalite´
Proprie´te´ 4.10.2 : orthogonalite´ de
−→
BAR
Lorsque l’on est “proche” du centre de l’antenne, la composante suivant z du champ
magne´tique est “ne´gligeable” et
−→
BAR est “orthogonal” a` l’axe des z.
Contrairement au cas ge´ne´ral k = 1, ..., N − 1, aucun courant ne parcourt les
branches dans le cas particulier de la pulsation ω0. Or, celui-ci engendrait un champ
en tout point orthogonal a` l’axe de l’antenne. On s’attend donc a` ce que le domaine
de validite´ de la proprie´te´ 4.10.2 soit restreint relativement au cas ge´ne´ral.
Sur le premier graphique de la figure 44, on a repre´sente´ la fonction
∣∣∣∣∣∣∣
[0 ;L/2] −→ R
z 7−→ max
{∣∣BARz (x, y, z)∣∣
|BARx (x, y, z)|
; (x, y) ∈ Ω
}
.
Le pic observe´ pour z = 0,064 = L/2 est beaucoup plus important que celui des
graphiques de la figure 35. De plus, on constate sur le deuxie`me graphique que
la composante suivant z devient tre`s rapidement pre´ponde´rante par rapport a` la
composante suivant x (un demi millime`tre suffit). Le champ
−→
BAR va donc rester
beaucoup moins dans le plan xy que les champs e´tudie´s pre´ce´demment.
Ceci est confirme´ par les deux graphiques suivants ou` l’on a trace´ la meˆme fonction
en remplac¸ant la composante suivant x par celle suivant y.
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Fig. 44 – Rapport des modules des composantes de
−→
BAR
Homoge´ne´ite´
Comme aucun courant ne circule dans les branches, le champ magne´tique
−→
BAR ne
de´pend pas de N et son homoge´ne´ite´ n’augmentera pas avec le nombre de branches.
Il est donc inutile de rechercher une proprie´te´ analogue a` 4.8.2.
On va maintenant de´montrer que le champ
−→
BAR n’est pas un champ homoge`ne
au voisinage de l’origine. Pour cela, on va tout d’abord prouver que les lignes de
niveaux de
∥∥∥−→BAR∥∥∥ dans le plan z = 0 sont des cercles, c’est-a`-dire que ∥∥∥−→BAR(x, y, 0)∥∥∥
ne de´pend que de x2 + y2.
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Proposition 4.10.3 :
La norme
∥∥∥−→BAR∥∥∥ est une fonction de x2 + y2 dans le plan z = 0 :
(4.53) ∀ (x, y) ∈ R2,
∥∥∥−→BAR(x, y, 0)∥∥∥ ≡ f(r) = − ∣∣∣∣µ0I04π
∣∣∣∣LR ∫ 2π
0
cosβ
[b2(r, β)]3/2
dβ
avec
(4.54)
{
r =
√
x2 + y2,
b2(r, β) = r2 +R2 + L2/4 + 2rR cosβ.
De plus, on a :
(4.55) f(0) = 0 et f ′(0) =
∣∣∣∣µ0I04π
∣∣∣∣ 3πLR2
[R2 + L2/4]5/2
.
De´monstration. Soient (x, y) ∈ R2\{(0, 0)}.
D’apre`s la formule (4.52), le champ magne´tique dans le plan z = 0 est donne´ par :
−→
BAR(x, y, 0) =
µ0I0
4π
∫ 2π
0
−dθ
[(x−R cos θ)2 + (y −R sin θ)2 + L2/4]3/2
 LR cos θLR sin θ
0
 .
Afin de faire apparaˆıtre des termes en x2 + y2, on va re´e´crire le de´nominateur des
inte´grales sous la forme (x2 + y2 +R2 + L2/4 +
√
x2 + y2 cosβ)3/2.
Comme x2 + y2 6= 0, il existe un unique angle α(x, y) ∈ [0, 2π[ tel que :
cosα =
−x√
x2 + y2
,
sinα =
y√
x2 + y2
.
En faisant le changement de variable β = α(x, y) + θ, on obtient :∫ 2π
0
sin θ
[(x−R cos θ)2 + (y −R sin θ)2 + L2/4]3/2dθ
= cosα
(∫ 2π
0
sin β
[b2(r, β)]3/2
dβ
)
− sinα
(∫ 2π
0
cosβ
[b2(r, β)]3/2
dβ
)
et ∫ 2π
0
cos θ
[(x−R sin θ)2 + (y − R cos θ)2 + L2/4]3/2dθ
= cosα
(∫ 2π
0
cos β
[b2(r, β)]3/2
dβ
)
+ sinα
(∫ 2π
0
sin β
[b2(r, β)]3/2
dβ
)
en utilisant les notations introduites en (4.54).
D’ou` :∥∥∥−→BAR(x, y, 0)∥∥∥2 = ∣∣∣∣µ0I04π
∣∣∣∣2 (LR)2
[(∫ 2π
0
sin β
[b2(r, β)]3/2
dβ
)2
+
(∫ 2π
0
cosβ
[b2(r, β)]3/2
dβ
)2]
.
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Comme ∫ 2π
0
sin β
[b2(r, β)]3/2
dβ =
1
rR
[
1√
b2(r, β)
]2π
0
= 0,
on obtient finalement :
(4.56) ∀ (x, y) 6= (0, 0),
∥∥∥−→BAR(x, y, 0)∥∥∥2 = ∣∣∣∣µ0I04π
∣∣∣∣2 (LR)2(∫ 2π
0
cos β
[b2(r, β)]3/2
dβ
)2
.
Si (x, y) = (0, 0), la composante suivant y du champ
−→
BAR devient :
−→
BAy
R(0, 0, 0) =
µ0I0
4π
−LR
(R2 + L2/4)3/2
∫ 2π
0
sin θdθ = 0,
donc la formule (4.56) est aussi vraie pour (x, y) = (0, 0).
On va maintenant montrer que :∫ 2π
0
cosβ
[b2(r, β)]3/2
dβ 6 0.
Comme les fonctions inte´gre´es sont 2π-pe´riodiques, on a :∫ 2π
0
cosβ
[b2(r, β)]3/2
dβ =
∫ 3π/2
−π/2
cos β
[b2(r, β)]3/2
dβ
=
∫ π/2
−π/2
cosβ
(
1
[r2 +R2 + L2/4 + 2rR cosβ]3/2
− 1
[r2 +R2 + L2/4− 2rR cosβ]3/2
)
dβ.
Sur [−π/2 , π/2] le cosinus est positif donc les ine´galite´s suivantes sont ve´rifie´es :
r2 +R2 + L2/4 + 2rR cosβ > r2 +R2 + L2/4− 2rR cosβ
> r2 +R2 + L2/4− 2rR
> (r − R)2 + L2/4 > 0.
D’ou` la relation (4.53) en passant a` la puissance 3/2 puis a` l’inverse (ceci est possible
car l’ine´galite´ pre´ce´dente montre que les deux termes sont strictement positifs) et
en utilisant de nouveau la positivite´ du cosinus sur l’intervalle [−π/2 , π/2].
Comme cos est de moyenne nulle sur [0 , 2π], on ve´rifie imme´diatement a` partir
de (4.53) que f(0) = 0.
Pour de´montrer la seconde e´galite´ de (4.55), on va utiliser le the´ore`me de de´rivation
sous inte´grale. La fonction (r, β) 7−→ [b2(r, β)]−3/2 est de´rivable par rapport a` r :∣∣∣∣ ∂∂r
(
1
[b2(r, β)]3/2
)∣∣∣∣ = 3 ∣∣∣∣r +R cosβ[b2(r, β)]5/2
∣∣∣∣ .
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D’apre`s les ine´galite´s pe´ce´dentes, b2(r, β) > L2/4 > 0 donc on a :
0 <
1
[b2(r, β)]5/2
6
25
L5
.
Comme 0 6 r 6 r, on obtient :
0 6 r +R cosβ 6 2R.
Finalement on a montre´ :∣∣∣∣ ∂∂r
(
1
[b2(r, β)]3/2
)∣∣∣∣ 6 326RL5 ∈ L1(0, 2π).
On peut donc utiliser le the´ore`me de de´rivation sous inte´grale pour calculer f ′ et on
ve´rifie la seconde e´galite´ de (4.55). 
Pour illustrer (4.53), on a repre´sente´ sur la figure 45 une vue en trois dimensions
du module du champ magne´tique
−→
BAR dans le plan z = 0. On constate que la norme
est une fonction radiale s’annulant a` l’origine et a` de´rive´e strictement positive a`
l’origine.
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Fig. 45 – Vue 3D de la norme du champ magne´tique
−→
BAR dans le plan z = 0
Comportement le long de l’axe
Pour conclure cette section consacre´e a` la pulsation ω0, on va e´tudier la de´croissance
de
−→
BAR le long de l’axe de l’antenne.
Proposition 4.10.4 : de´croissance du champ magne´tique
−→
BAR
Le champ
−→
BAR admet le long de l’axe des z le de´veloppement limite´ suivant lorsque
|z| −→ +∞ :
−→
BAR(0, 0, z) =
µ0I0
4π
2πR2sign(z)
[
3L
z4
+
(
5L3
2
− 15R
2L
2
)
1
z6
+ o
(
1
z6
)]
×
 00
1
 .
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De´monstration. En faisant x = y = 0 dans la formule (4.52) et en utilisant le
fait que le sinus et le cosinus sont de moyenne nulle sur [0 , 2π], on obtient :
−→
BAR(0, 0, z) =
µ0I0
4π
2πR2
(
1
[R2 + (z − L/2)2]3/2 −
1
[R2 + (z + L/2)2]3/2
)
×
 00
1
 .
On fait les de´veloppements limite´s des deux fractions de l’e´galite´ pre´ce´dente (voir la
preuve de la proposition 4.9.1 pour plus de de´tails) :
1
[R2 + (z − L/2)2]3/2 =
1
|z − L/2|3
(
1− 3R
2
2(z − L/2)2 + o
(
1
z3
))
= sign(z)
(
1
(z − L/2)3 −
3R2
2(z − L/2)5 + o
(
1
z6
))
,
1
[R2 + (z + L/2)2]3/2
= sign(z)
(
1
(z + L/2)3
− 3R
2
2(z + L/2)5
+ o
(
1
z6
))
.
D’ou` :
−→
BAR(0, 0, z) =
µ0I0
4π
2πR2sign(z)
(
1
(z − L/2)3 −
1
(z + L/2)3
− 3R
2
2(z − L/2)5 +
3R2
2(z + L/2)5
+ o
(
1
z6
))
×
 00
1
 .(4.57)
On calcule maintenant les de´veloppements limite´s des termes intervenant dans (4.57) :
1
(z − L/2)3 −
1
(z + L/2)3
=
3L
z4
+
5L3
2z6
+ o
(
1
z6
)
,
1
(z − L/2)5 −
1
(z + L/2)5
=
5L
z6
+ o
(
1
z6
)
.
En re´injectant dans (4.57) on obtient le re´sultat annonce´. 
Afin d’illustrer la proposition 4.10.4, on a repre´sente´ sur les deux graphiques de
la figure 46 respectivement les fonctions z 7−→ ∣∣BARx (0, 0, z)∣∣ et z 7−→ ∣∣BARy (0, 0, z)∣∣.
On ve´rifie que les fonctions sont identiquement nulles.
0 2 4 6 8 10 12 14
0
0.1
0.2
0.3
0.4
0.5
0.6
0.7
0.8
0.9
1 x 10
−16
0 2 4 6 8 10 12 14
0
0.1
0.2
0.3
0.4
0.5
0.6
0.7
0.8
0.9
1 x 10
−16
Fig. 46 – Composantes suivant x et y le long de l’axe pour ω = ω0
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Sur le premier graphique de la figure 47, on a repre´sente´ par des ronds bleus
ln
(∣∣∣−→BAR(0, 0, z)∣∣∣) en fonction de ln(z). On a superpose´ la droite obtenue par re´gres-
sion line´aire a` partir des points de cote z > 4L. La pente obtenue est −4,0035, valeur
conforme au terme principal 1/z4. Afin de visualiser cette pente, on a aussi repre´sente´
sur ce graphique un triangle rectangle dont les longueurs des coˆte´s horizontaux et
verticaux sont 0,5 et 2 respectivement.
Sur le deuxie`me graphique, on a fait la meˆme chose en remplac¸ant
∣∣∣−→BAR(0, 0, z)∣∣∣ par
le module de la diffe´rence entre
−→
BAR(0, 0, z) et le premier terme du de´veloppement
limite´. La pente obtenue est alors −5,9996, ce qui est de nouveau en accord avec la
proposition 4.10.4. La hauteur du coˆte´ vertical du triangle est cette fois 3.
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Fig. 47 – Champ sur l’axe pour ω = ω0
4.11 Cas de la pulsation caracte´ristique ωCR
Pour achever la partie consacre´e a` l’e´tude des proprie´te´s des champs magne´tiques
produits par l’antenne cage d’oiseau, il reste a` e´tudier le champ associe´ a` la pulsation
ωCR. Le plan de cette section est le meˆme que celui de la section pre´ce´dente : tout
d’abord on va donner l’expression du champ magne´tique associe´ puis des proprie´te´s
de syme´trie, d’orthogonalite´, d’homoge´ne´ite´ et enfin le comportement le long de l’axe
de l’antenne.
Formule
Comme dans le cas ω = ω0, les courants I1, ..., IN sont tous e´gaux et il n’y a pas
de courants a` circuler dans les branches (voir page 40). Par contre, contrairement
au cas ω0, les courants J1, ..., JN sont oppose´s aux courants I1, ..., IN . Le champ
magne´tique correspondant a` la pulsation ωCR est donc obtenu a` partir de celui
produit a` la pulsation ω0 (voir (4.52)) en changeant le signe des courants dans
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l’anneau terminal du bas soit :
−→
BCR =
−→
BARah −
−→
BARab
=
µ0I0
4π
∫ 2π
0
1
[a2(θ, L/2)]3/2
 (z − L/2)R cos θ dθ(z − L/2)R sin θ dθ
(−y sin θ − x cos θ +R)Rdθ

+
∫ 2π
0
1
[a2(θ,−L/2)]3/2
 (z + L/2)R cos θ dθ(z + L/2)R sin θ dθ
(−y sin θ − x cos θ +R)Rdθ
 ,
(4.58)
avec a2(θ, Z) = (x− R cos θ)2 + (y − R sin θ)2 + (z − Z)2.
Syme´trie
Proposition 4.11.1 : syme´trie de
−→
BCR
Le champ
−→
BCR ve´rifie les proprie´te´s de syme´trie suivantes :
∀ (x, y) ∈ R2,
∣∣∣∣ R −→ C2z 7−→ (BCRx (x, y, z), BCRy (x, y, z)) est une fonction impaire,
∀ (x, y) ∈ R2,
∣∣∣∣ R −→ Cz 7−→ BCRz (x, y, z) est une fonction paire.
De´monstration. La de´monstration est similaire a` celle de la proprie´te´ 4.6.3.
Comme les courants dans les anneaux terminaux sont identiques, on fait la somme
et non la diffe´rence des inte´grales dans (4.58) et il faut inverser les re´sultats de parite´
et d’imparite´ par rapport a` la proposition 4.10.1. 
Lorsque ω = ωCR, les anneaux terminaux sont parcourus par des courants e´gaux
(voir page 40) alors qu’ils e´taient oppose´s lorsque ω = ωAR. Ceci explique pourquoi
les syme´tries sont inverse´es par rapport a` la proposition 4.10.1.
Afin d’illustrer nume´riquement la proposition 4.11.1, on a repre´sente´, sur les
diffe´rents graphiques de la figure 48, les composantes de la fonction
∣∣∣∣∣∣∣∣∣
S −→ R3
z 7−→
 max
{∣∣BCRx (x, y, z) +BCRx (x, y,−z)∣∣ ; (x, y) ∈ Ω}
max
{∣∣BCRy (x, y, z) +BCRy (x, y,−z)∣∣ ; (x, y) ∈ Ω}
max
{∣∣BCRz (x, y, z)− BCRz (x, y,−z)∣∣ ; (x, y) ∈ Ω}
 .
L’erreur observe´e sur les diffe´rents graphiques de la figure 48 est identiquement nulle.
Cette simulation est donc une bonne illustration de la proposition 4.11.1.
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Fig. 48 – Illustration des syme´tries de
−→
BCR
Orthogonalite´
Comme les courants vont dans le meˆme sens dans les deux anneaux terminaux, la
composante suivant z du champ magne´tique ne s’annule pas au centre de l’antenne.
Le champ
−→
BCR ne ve´rifie donc pas la proprie´te´ 4.7.1 mais la proprie´te´ suivante.
Proprie´te´ 4.11.2 : non-orthogonalite´ de
−→
BCR
Lorsque l’on est “proche” du centre de l’antenne, la composante suivant z du champ
magne´tique est “non ne´gligeable”. Le champ
−→
BCR n’est donc pas orthogonal a` l’axe
des z.
Sur le premier graphique de la figure 49, on a repre´sente´ la fonction
∣∣∣∣∣∣∣
[0 , L/2] −→ R
z 7−→ βCRz/x(z) = max
{∣∣∣∣∣
∣∣BCRz (x, y, z)∣∣
|BCRx (x, y, z)|
; (x, y) ∈ Ω
}
.
Le premier graphique est similaire a` celui du cas pre´ce´dent : on observe un pic pour
z = 0,064 = L/2 duˆ a` l’anneau terminal. Il n’y a pas de valeur pour z = 0 car
BCRx (x, y, 0) = 0. Cependant, on constate sur le deuxie`me graphique que, contrai-
rement aux cas pre´ce´dents, la composante suivant z est toujours pre´ponde´rante par
rapport a` celle suivant x.
Ceci est confirme´ par les deux graphiques suivants ou` l’on a trace´ la fonction βCRz/y :
la composante suivant y est toujours ne´gligeable par rapport a` celle suivant z.
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Fig. 49 – Rapport des modules des composantes de
−→
BCR
Homoge´ne´ite´
Comme le champ
−→
BAR, le champ magne´tique
−→
BCR ne de´pend pas de N . Son ho-
moge´ne´ite´ n’augmente donc pas avec le nombre de branches. Il est donc inutile de
rechercher une proprie´te´ analogue a` 4.8.2.
On va maintenant de´montrer que le champ
−→
BCR n’est pas un champ homoge`ne
au voisinage de l’origine. Pour cela, comme pour le champ
−→
BAR, on va tout d’abord
prouver que les lignes de niveaux de
∥∥∥−→BCR∥∥∥ dans le plan z = 0 sont des cercles.
Proposition 4.11.3 :
La norme
∥∥∥−→BCR∥∥∥ est une fonction de x2 + y2 dans le plan z = 0 :
(4.59) ∀ (x, y) ∈ R2,
∥∥∥−→BCR(x, y, 0)∥∥∥ ≡ f(r) = ∣∣∣∣µ0I04π
∣∣∣∣ 2R ∫ 2π
0
r cosβ +R
[b2(r, β)]3/2
dβ
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avec
(4.60)
{
r =
√
x2 + y2,
b2(r, β) = r2 +R2 + L2/4 + 2rR cosβ.
De plus, on a :
(4.61)

f(0) =
∣∣∣∣µ0I04π
∣∣∣∣ 4πR2
[R2 + L2/4]3/2
,
f ′(0) = 0,
f ′′(0) =
3π
[R2 + L2/4]7/2
(
3R2 − L
2
2
+R3 +
RL2
4
)
.
De´monstration. Soit (x, y) ∈ R2\{(0, 0)}.
D’apre`s la formule (4.58), le champ magne´tique associe´e a` la pulsation ωCR au point
(x, y, 0) a pour expression :
−→
BCR(x, y, 0) =
µ0I0
4π
∫ 2π
0
2(−y sin θ − x cos θ +R)Rdθ
[(x− R cos θ)2 + (y − R sin θ)2 + L2/4]3/2
 00
1
 .
Pour montrer que
∥∥∥−→BCR∥∥∥ ne de´pend que de x2+ y2, on va utiliser la meˆme me´thode
que dans le cas ω = ω0 : on va re´e´crire le de´nominateur de l’inte´grand sous la forme
x2 + y2 +R2 + L2/4 +
√
x2 + y2 cosβ.
Comme x2 + y2 6= 0, il existe un unique angle α(x, y) ∈ [0, 2π[ tel que :
cosα =
−x√
x2 + y2
,
sinα =
y√
x2 + y2
.
On a alors :
−y sin θ − x cos θ =
√
x2 + y2(cosα cos θ − sinα sin θ) =
√
x2 + y2 cos(α + θ).
En faisant le changement de variable β = α(x, y) + θ, on obtient :
∀ (x, y) ∈ R2\{(0, 0)}, −→BCR(x, y, 0) = µ0I0
4π
∫ 2π
0
2R(r cosβ +R)
[b2(r, β)]3/2
dβ
 00
1

en utilisant les notations introduites en (4.60).
On ve´rifie que la formule pre´ce´dente est vraie e´galement dans le cas x = y = 0.
Comme 0 6 r 6 R a` l’inte´rieur de l’antenne, le nume´rateur R+ r cosβ est toujours
positif et on obtient (4.59).
La premie`re e´galite´ de la relation (4.61) est imme´diate a` partir de (4.59) et laisse´e
au lecteur.
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Les deux autres e´galite´s de (4.61) sont des conse´quences du the´ore`me de de´rivation
sous inte´grale. On a prouve´ dans la de´monstration de la proposition 4.10.3 que la
fonction g : r 7−→
∫ 2π
0
dβ
[b2(r, β)]3/2
est de´rivable de de´rive´e
g′(r) = −3
∫ 2π
0
r +R cosβ
[b2(r, β)]5/2
dβ.
Par ailleurs, la fonction
(r, β) 7−→ r cos β
[b2(r, β)]3/2
est de´rivable par rapport a` r et sa de´rive´e ve´rifie :∣∣∣∣ ∂∂r
(
r cosβ
[b2(r, β)]3/2
)∣∣∣∣ 6 ∣∣∣∣ cosβ[b2(r, β)]3/2
∣∣∣∣+ 3 ∣∣∣∣r cosβ r +R cosβ[b2(r, β)]5/2
∣∣∣∣ .
En utilisant les ine´galite´s
b2(r, β) > L2/4 > 0 (voir la proposition 4.10.3)
et
0 6 r +R cos β 6 2R,
on obtient : ∣∣∣∣ ∂∂r
(
1
[b2(r, β)]3/2
)∣∣∣∣ 6 23L3 + 6R2 25L5 ∈ L1(0, 2π).
Donc, d’apre`s le the´ore`me de de´rivation sous inte´grale, la fonction
h : r 7−→
∫ 2π
0
r cosβ
[b2(r, β)]3/2
dβ
est de´rivable de de´rive´e
h′(r) =
∫ 2π
0
cosβ
[b2(r, β)]3/2
dβ − 3
∫ 2π
0
r cosβ(r +R cos β)
[b2(r, β)]5/2
dβ.
Comme cos est de moyenne nulle sur [0 , 2π], h′(0) = 0.
D’ou` f ′(0) = g′(0) + h′(0) = 0.
Toujours en utilisant le the´ore`me de de´rivation sous inte´grale, on montre comme
pre´ce´demment, que g′ et h′ sont de´rivables et que leur de´rive´es sont :
g′′(r) = −3
∫ 2π
0
dβ
[b2(r, β)]5/2
+ 15
∫ 2π
0
R2 cos2 β
[b2(r, β)]7/2
dβ,
h′′(r) =−3 ∫ 2π
0
cos β(r +R cosβ)
[b2(r, β)]5/2
dβ − 3 ∫ 2π
0
2r cosβ +R cos2 β)
[b2(r, β)]5/2
dβ
+15
∫ 2π
0
r cosβ(r +R cosβ)2
[b2(r, β)]7/2
dβ.
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D’ou` :
f ′′(0) = g′′(0) + h′′(0)
= − 6π
[R2 + L2/4]5/2
+
15πR2
[R2 + L2/4]7/2
− 3πR
[R2 + L2/4]5/2
=
3π
[R2 + L2/4]7/2
(
3R2 − L
2
2
+R3 +
RL2
4
)
.

Pour illustrer le re´sultat de la proposition 4.11.3, on a repre´sente´ sur la figure
50 une vue en trois dimensions du module du champ magne´tique
−→
BCR dans le plan
z = 0. Comme f ′(0) = 0, la norme du champ
−→
BCR ne va pas faire une pointe mais
un plateau au point (x, y, z) = (0, 0, 0). Dans le cas de l’antenne (2.21), f ′′(0) < 0 :
la figure 50 est une bonne illustration de la proposition 4.11.3.
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Fig. 50 – Vue 3D de la norme du champ magne´tique
−→
BCR dans le plan z = 0
Comportement le long de l’axe
On va maintenant e´tudier la de´croissance de
−→
BCR le long de l’axe de l’antenne.
Proposition 4.11.4 : de´croissance du champ magne´tique
−→
BCR
Le champ
−→
BCR ve´rifie le de´veloppement limite´ suivant lorsque |z| −→ +∞ :
−→
BCR(0, 0, z) =
µ0I0
4π
2πR2sign(z)
[
2
z3
+ 3(L2 − R2) 1
z5
+ o
(
1
z6
)]
×
 00
1
 .
De´monstration. En faisant x = y = 0 dans la formule (4.58) et en utilisant le
fait que le sinus et le cosinus sont de moyenne nulle sur [0 , 2π], on obtient :
−→
BCR(0, 0, z) =
µ0I0
4π
2πR2
(
1
[R2 + (z − L/2)2]3/2 +
1
[R2 + (z + L/2)2]3/2
)
×
 00
1
 .
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En utilisant les de´veloppements limite´s des fractions obtenus lors de la de´monstration
de la proposition 4.10.4 :
1
[R2 + (z − L/2)2]3/2 =
1
|z − L/2|3
(
1− 3R
2
2(z − L/2)2 + o
(
1
z3
))
= sign(z)
(
1
(z − L/2)3 −
3R2
2(z − L/2)5 + o
(
1
z6
))
et
1
[R2 + (z + L/2)2]3/2
= sign(z)
(
1
(z + L/2)3
− 3R
2
2(z + L/2)5
+ o
(
1
z6
))
,
on obtient :
−→
BCR(0, 0, z) =
µ0I0
4π
2πR2sign(z)
(
1
(z − L/2)3 +
1
(z + L/2)3
− 3R
2
2(z − L/2)5 −
3R2
2(z + L/2)5
+ o
(
1
z6
))
×
 00
1
 .(4.62)
On calcule maintenant les de´veloppements limite´s des termes intervenant dans (4.62) :
1
(z − L/2)3 +
1
(z + L/2)3
=
2
z3
+
3L2
z5
+ o
(
1
z6
)
,
1
(z − L/2)5 +
1
(z + L/2)5
=
2
z5
+ o
(
1
z6
)
.
En re´injectant dans (4.62) on obtient le re´sultat annonce´. 
Afin d’illustrer la proprie´te´ 4.11.4, on a repre´sente´ sur les deux graphiques de la
figure 51 respectivement les fonctions z 7−→ ∣∣BCRx (0, 0, z)∣∣ et z 7−→ ∣∣BCRy (0, 0, z)∣∣.
On ve´rifie que les fonctions trace´es sont identiquement nulles.
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Fig. 51 – Composantes suivant x et y le long de l’axe pour ω = ωCR
Sur le premier graphique de la figure 52, on a repre´sente´ par des ronds bleus
ln
(∣∣∣−→BCR(0, 0, z)∣∣∣) en fonction de ln(z). On a superpose´ la droite obtenue par re´gression
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line´aire a` partir des points de cote z > 4L. La pente obtenue est −3,0088, valeur
conforme au terme principal 1/z3. Afin de visualiser cette pente, on a aussi repre´sente´
sur ce graphique un triangle rectangle dont les longueurs des coˆte´s horizontaux et
verticaux sont 0,5 et 1,5 respectivement.
Sur le dernier graphique, on a fait la meˆme chose en remplac¸ant
∣∣∣−→BCR(0, 0, z)∣∣∣ par
le module de la diffe´rence entre
−→
BCR(0, 0, z) et le premier terme du de´veloppement
limite´. La pente obtenue est alors −5,0014, ce qui est de nouveau en accord avec la
proposition 4.11.4. La hauteur du coˆte´ vertical du triangle est cette fois 2,5.
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Fig. 52 – Champ sur l’axe pour ω = ωCR
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Chapitre 5
E´tude du re´gime transitoire
Afin de rendre plus comple`te la mise en e´quation du circuit e´lectrique e´quivalent,
on va ge´ne´raliser la mode´lisation du chapitre 2 en supprimant l’hypothe`se de re´gime
harmonique faite au de´but du paragraphe 2.2. Ce travail va permettre de motiver
notre hypothe`se. Comme dans le cas sinuso¨ıdal, nous proce´dons a` une disjonction de
cas lie´e aux courants impose´s dans les branches et les anneaux. Dans un deuxie`me
temps, on montre que la re´solution des deux syste`mes obtenus conduit aux meˆmes
pulsations de re´sonance que dans le cas sinuso¨ıdal. On e´tudie alors la de´pendance
temporelle des solutions.
5.1 Reformulation du syste`me
Supposer les courants non sinuso¨ıdaux revient a` remplacer −iω par d/dt dans les
e´quations du circuit. Le syste`me (3.4) ve´rifie´ par les courants I1, ..., IN et J1 devient
alors (pour la de´finition des matrices voir page 22) :
(5.1)

 0L ...
0
 d2
dt2

I1
...
IN
J1
+
 0R ...
0
 d
dt

I1
...
IN
J1
 +
 0C ...
0


I1
...
IN
J1

+
[
N∑
k=1
(La1,k − La1,k)
d2
dt2
+Ra
d
dt
+
1
Ca
]
J1 − I1
...
J1 − I1
J1 − I1

= − d
dt
 E2 − E1...
E1 −EN
+ d
dt
 V1 +W1...
VN +WN
 ,
N
[
N∑
k=1
(La1,k + L
a
1,k)
d2
dt2
+Ra
d
dt
+
1
Ca
]
(J1 − I1) = − d
dt
N∑
n=1
(Vn −Wn).
Attention aux notations : les quantite´s In, Jn, En, Vn et Wn repre´sentent les
courants et tensions re´els et non les grandeurs complexes utilise´es pre´ce´demment.
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On conside`re les meˆmes configurations d’alimentation que lors de l’e´tude en
re´gime sinuso¨ıdal, a` savoir :
– ∀ 1 6 n 6 N, Vn = Wn,
– ∀ 1 6 n 6 N, Vn = −Wn.
◮ Premier cas : ∀ 1 6 n 6 N, Vn = Wn.
Dans ce cas, la dernie`re e´quation de (5.1) s’e´crit :[
N∑
k=1
(La1,k + L
a
1,k)
d2
dt2
+Ra
d
dt
+
1
Ca
]
(J1 − I1) = 0.
On pose :
• y = J1 − I1,
• τCR = 1
Ra
N∑
k=1
(La1,k + L
a
1,k).
On ve´rifie d’apre`s la formule (2.1) que le terme Ra est strictement positif.
En utilisant l’expression de ωCR introduite page 36 et les notations pre´ce´dentes,
l’e´quation diffe´rentielle ve´rifie´e par y s’e´crit :
(5.2)
d2y
dt2
+
1
τCR
dy
dt
+ ω2CRy = 0.
Son discriminant est donne´ par :
∆CR =
1
τ 2CR
− 4ω2CR.
On se met dans la situation ou`
(5.3) τCR > 0,
hypothe`se qui sera justifie´e pour les situations expe´rimentales conside´re´es ici dans
la section 5.3.
Deux configurations sont possibles :
– soit il n’y a pas de capacite´s sur les anneaux. L’antenne conside´re´e est alors
de type passe-bas (voir la remarque 3.4.6),
– soit il y a des capacite´s sur les anneaux.
Dans la premie`re configuration, il n’y a pas de terme constant dans l’e´quation
diffe´rentielle (5.2) et ses solutions s’e´crivent :
(5.4) y(t) = Ae−t/τCR +B, A,B ∈ C.
Dans la deuxie`me configuration, on se met dans la situation ou`
(5.5) ∆CR < 0,
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hypothe`se qui sera justifie´e pour les situations expe´rimentales conside´re´es ici dans
la section 5.3.
En posant
ωaCR = ωCR
√
1− 1
4ω2CRτ
2
CR
,
les solutions de (5.2) s’e´crivent :
(5.6) y(t) = e−t/2τCR(A cos(ωaCRt) +B sin(ω
a
CRt)) avec A,B ∈ C.
Dans les deux configurations conside´re´es, on suppose qu’initialement le circuit est
au repos, c’est-a`-dire y(0) = y′(0) = 0. Alors A = B = 0 et la solution de l’e´quation
diffe´rentielle (5.2) ve´rifiant cette condition initiale est la fonction nulle. Ceci revient
a` dire que J1 = I1. C’est aussi la relation a` laquelle on avait abouti dans le cas de
courants sinuso¨ıdaux.
Le syste`me (5.1) est alors e´quivalent a` :
(5.7)

L
d2
dt2
 I1...
IN
+R d
dt
 I1...
IN
+ C
 I1...
IN

= − d
dt
 E2 − E1...
E1 − EN
+ 2 d
dt
 V1...
VN
 ,
J1 = I1,
∀ 1 6 n 6 N, Vn =Wn.
On retrouve le syste`me (3.5) en remplac¸ant
d
dt
par −iω.
◮ Deuxie`me cas : ∀ 1 6 n 6 N, Vn = −Wn.
En sommant les N premie`res e´quations du syste`me (5.1) on obtient :
N∑
n=1
N∑
k=1
[
Lbn,k − Lbn+1,k − Lbn,k+1 + Lbn+1,k+1 + 2(Lan,k − Lan,k)
] d2
dt2
Ik
+2(Ra +Rb)
N∑
n=1
d
dt
In −
(
Rb
d
dt
+
1
Cb
) N∑
n=1
(In−1 + In+1) + 2
(
1
Ca
+
1
Cb
) N∑
n=1
In
+
[
N∑
k=1
(La1,k − La1,k)
d2
dt2
+Ra
d
dt
+
1
Ca
]
N∑
n=1
(J1 − I1) = − d
dt
N∑
n=1
(En+1 −En).
Comme les indices sont invariants modulo N , l’e´quation pre´ce´dente s’e´crit aussi :
N∑
n=1
N∑
k=1
[
Lbn,k − Lbn+1,k − Lbn,k+1 + Lbn+1,k+1 + 2(Lan,k − Lan,k)
] d2
dt2
Ik
+2
[
Ra
d
dt
+
1
Ca
] N∑
n=1
In +
[
N∑
k=1
(La1,k − La1,k)
d2
dt2
+Ra
d
dt
+
1
Ca
]
N∑
n=1
(J1 − I1) = 0.
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En utilisant les proprie´te´s (2.4) et (2.14) des inductances mutuelles, la double somme
de l’e´quation pre´ce´dente se re´duit a` (voir la formule (3.6)) :
N∑
n=1
N∑
k=1
[
Lbn,k − Lbn+1,k − Lbn,k+1 + Lbn+1,k+1 + 2(Lan,k − Lan,k)
]
Ik
= 2
N∑
k=1
(
La1,k − La1,k
) N∑
k=1
Ik.
On obtient finalement :
2
[
N∑
k=1
(La1,k − La1,k)
d2
dt2
+Ra
d
dt
+
1
Ca
]
N∑
n=1
In
+
[
N∑
k=1
(La1,k − La1,k)
d2
dt2
+Ra
d
dt
+
1
Ca
]
N∑
n=1
(J1 − I1) = 0.
D’ou`, en utilisant l’expression (2.6) :[
N∑
n=1
(
Lan,k − Lan,k
) d2
dt2
+Ra
d
dt
+
1
Ca
]
N∑
n=1
(In + Jn) = 0.
De manie`re analogue au premier cas, on pose :
• y =
N∑
n=1
(In + Jn) ,
• τAR = 1
Ra
N∑
n=1
(Lan,k − Lan,k).
Avec ces notations et en utilisant l’expression de la pulsation ω0 (voir page 35),
l’e´quation diffe´rentielle pre´ce´dente s’e´crit sous la forme :
(5.8)
d2y
dt2
+
1
τAR
dy
dt
+ ω20y = 0.
Son discriminant est donne´ par :
∆AR =
1
τ 2AR
− 4ω2AR.
Comme dans le premier cas, on se met dans la situation ou`
(5.9) τAR > 0,
hypothe`se justifie´e pour les situations expe´rimentales conside´re´s dans la section 5.3.
De manie`re analogue au premier cas, on va faire une disjonction des cas suivant
la pre´sence ou non de capacite´s sur les anneaux.
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S’il n’y a pas de capacite´s sur les anneaux, l’e´quation diffe´rentielle (5.8) n’a pas
de terme constant et ses solutions s’e´crivent :
y(t) = −AτARe−t/τCR +B, A,B ∈ C.
Dans la deuxie`me configuration, on se met dans la situation ou`
(5.10) ∆AR < 0,
hypothe`se qui sera justifie´e pour les situations expe´rimentales conside´re´s ici dans la
section 5.3.
En posant
ωaAR = ω0
√
1− 1
4ω20τ
2
AR
,
les solutions de (5.2) s’e´crivent :
y = e−t/2τAR(A cos(ωa0t) +B sin(ω
a
0t)) avec A,B ∈ C.
On suppose qu’initialement le circuit est au repos, c’est-a`-dire y(0) = y′(0) = 0.
Alors, comme dans le premier cas, la seule solution de l’e´quation diffe´rentielle (5.8)
ve´rifiant cette condition initiale est la fonction nulle. Ceci revient a` dire que :
J1 = I1 − 2
N
N∑
n=1
In.
C’est aussi la relation a` laquelle on avait abouti dans le cas de courants sinuso¨ıdaux.
Le syste`me (5.1) est donc e´quivalent a` :
 0L ...
0
 d2
dt2

I1
...
IN
J1
 +
 0R ...
0
 d
dt

I1
...
IN
J1
+
 0C ...
0


I1
...
IN
J1

+
[
N∑
k=1
(La1,k − La1,k)
d2
dt2
+Ra
d
dt
+
1
Ca
]
J1 − I1
...
J1 − I1
J1 − I1
 = − ddt
 E2 − E1...
E1 − EN
 ,
2
[
N∑
n=1
(Lan,k + L
a
n,k)
d2
dt2
+Ra
d
dt
+
1
Ca
]
N∑
n=1
In = 2
d
dt
N∑
n=1
Vn,
J1 = I1 − 2
N
N∑
n=1
In,
∀ 1 6 n 6 N, Vn = −Wn,
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c’est-a`-dire,
(5.11)

L˜
d2
dt2
 I1...
IN
+ R˜ d
dt
 I1...
IN
+ C˜
 I1...
IN
 = − d
dt
 E2 − E1...
E1 − EN
 ,
2
[
N∑
n=1
(Lan,k + L
a
n,k)
d2
dt2
+Ra
d
dt
+
1
Ca
]
N∑
n=1
In = 2
d
dt
N∑
n=1
Vn,
J1 = I1 − 2
N
N∑
n=1
In,
∀ 1 6 n 6 N, Vn = −Wn,
ou`

∀ 1 6 j, k 6 N, L˜j,k = Lj,k − 2
N
N∑
n=1
(Lan,k − Lan,k),
∀ 1 6 j, k 6 N, R˜j,k = Rj,k − 2R
a
N
,
∀ 1 6 j, k 6 N, C˜j,k = Cj,k − 2
NCa
.
On retrouve le syste`me (3.7) en replac¸ant
d
dt
par −iω.
On vient de montrer que, quelque soit les courants de´livre´s par les sources de
tensions, les deux configurations d’alimentation conside´re´es conduisent aux meˆmes
syste`mes diffe´rentiels.
5.2 Re´solution des syste`mes diffe´rentiels
Pour re´soudre les syste`mes diffe´rentiels (5.7) et (5.11), on va utiliser les proprie´te´s
des matrices circulantes comme cela a e´te´ fait pour les syste`mes diffe´rentiels (3.5) et
(3.7).
◮ Premier cas : ∀ 1 6 n 6 N, Vn = Wn. On re´sout (5.7).
En utilisant le fait que les matrices apparaissant dans (5.7) sont inde´pendantes
du temps et que les matrices circulantes sont simultane´ment diagonalisables par la
matrice de Fourier (voir le the´ore`me A.2.1 page 222), on peut re´e´crire l’e´quation
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diffe´rentielle du syste`me (5.7) sous la forme :
F ∗ΛLF
d2
dt2
 I1...
IN
+ F ∗ΛRF d
dt
 I1...
IN
 + F ∗ΛCF
 I1...
IN

= − F ∗F d
dt
 E2 − E1...
E1 − EN
+ 2F ∗F d
dt
 V1...
VN

⇐⇒
ΛLF
d2
dt2
 I1...
IN
+ ΛRF d
dt
 I1...
IN
+ ΛCF
 I1...
IN

= F
d
dt
−
 E2 −E1...
E1 − EN
+ 2
 V1...
VN

 .
En posant :
(5.12)
 ι1...
ιN
 = F
 I1...
IN
 et
 s1...
sN
 = F
−
 E2 −E1...
E1 −EN
 + 2
 V1...
VN

 ,
le syste`me diffe´rentiel pre´ce´dent s’e´crit :
(5.13) ∀ 0 6 j 6 N − 1, λLj
d2ιj+1
dt2
+ λRj
dιj+1
dt
+ λCj ιj+1 =
dsj+1
dt
.
On a donc ramene´ le syste`me diffe´rentiel line´aire (5.7) d’ordre 2 ou` les diffe´rentes
e´quations e´taient couple´es entre elles a` N e´quations diffe´rentielles line´aires d’ordre
2 de´couple´es.
Si on pose τj =
λLj
λRj
, les e´quations (5.13) s’e´crivent :
(5.14) ∀ 0 6 j 6 N − 1, d
2ιj+1
dt2
+
1
τj
dιj+1
dt
+ ω2j ιj+1 =
1
λLj
dsj+1
dt
ou` les ωj sont les pulsations introduites dans la partie re´gime harmonique.
D’apre`s la relation (3.8), les valeurs propres λRj sont strictement positives. Comme
pre´ce´demment, pour e´tudier (5.14), on se met dans la situation ou`
(5.15) τj > 0
et le discriminant
(5.16) ∆j =
1
τ 2j
− 4ω2j < 0.
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Les hypothe`ses (5.15) et (5.16) seront justifie´es pour les situations expe´rimentales
conside´re´es dans la section 5.3.
On retrouve l’e´quation diffe´rentielle d’un circuit RLC classique avec :
R = λRj ,
L = λLj ,
C =
1
λCj
.
On sait alors que l’on va observer un phe´nome`ne de re´sonance pour ιj+1 a` la pulsa-
tion ω =
√
L
C
= ωj .
Les solutions du syste`me homoge`ne sont de la forme
(5.17) y = e−t/2τj (A cos(ωaj t) +B sin(ω
a
j t)) avec

A,B ∈ C,
ωaj = ωj
√
1− 1
4ω2j τ
2
j
.
On va maintenant chercher une solution particulie`re de l’e´quation diffe´rentielle (5.14).
Comme les tensions sources sont suppose´es eˆtre sinuso¨ıdales de pulsation ω, le terme
sj est de la forme :
sj(t) = Sj cos(ωt) + Tj sin(ωt).
D’ou` :
dsj(t)
dt
= ωTj cos(ωt)− ωSj sin(ωt).
On va donc chercher une solution particulie`re de la forme :
y(t) = C cos(ωt) +D sin(ωt).
En reportant dans (5.14), on obtient :[
−Cω2 + Dω
τj
+ Cω2j
]
cos(ωt) +
[
−Dω2 − Cω
τj
+Dω2j
]
sin(ωt)
=
ωTj
λLj
cos(ωt)− ωSj
λLj
sin(ωt).
La pulsation ω e´tant non nulle, la famille (cos(ωt), sin(ωt)) est libre et l’e´quation
pre´ce´dente est e´quivalente au syste`me :
(5.18) M
(
C
D
)
=
ω
λLj
(
Tj
−Sj
)
avec M =
−(ω2 − ω2j )
ω
τj
−ω
τj
−(ω2 − ω2j )
 .
Comme det(M) = (ω2−ω2j )2+
ω2
τ 2j
et que ω est non nulle, la matriceM est inversible
et il existe un unique couple (C,D) solution du syste`me line´aire (5.18) :
(5.19)
(
C
D
)
=
ω
λLj
((
ω2 − ω2j
)2
+
ω2
τ 2j
)
 −
(
ω2 − ω2j
)
Tj +
ω
τj
Sj
ω
τj
Tj +
(
ω2 − ω2j
)
Sj
 .
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En conclusion, la solution de (5.14) avec condition initiale nulle est donne´e par :
(5.20) y(t) = e−t/2τj (A cos(ωaj t) +B sin(ω
a
j t)) + C cos(ωt) +D sin(ωt)
ou` le couple (C,D) est de´fini par (5.19) et le couple (A,B) est de´fini par
(5.21)
(
A
B
)
=
 −C− 1
ωaj
(
C
2τj
+Dω
)  .
On remarque que la solution est compose´e d’une partie oscillant a` la pulsation ω
impose´e et d’une partie tendant exponentiellement vers ze´ro. Le coefficient 2τj est le
temps caracte´ristique que met le syste`me pour avoir une solution ge´ne´rale “presque”
oscillante. On discutera dans la section 5.3 des valeurs du temps caracte´ristique.
◮ Deuxie`me cas : ∀ 1 6 n 6 N, Vn = −Wn. On re´sout (5.11).
On reprend les notations introduites en (5.12). Alors, par de´finition de la matrice
de Fourier, on a :
N∑
n=1
In =
N∑
n=1
N∑
k=1
1√
N
w(n−1)(k−1)ιk
=
N∑
k=1
1√
N
ιk
N∑
n=1
w(n−1)(k−1)
=
N∑
k=1
N√
N
ιkδ0,n−1
=
√
Nι1.
De meˆme, si on note  v1...
vN
 = F
 V1...
VN
 ,
on obtient :
N∑
n=1
Vn =
√
Nv1.
La (N + 1)-ie`me e´quation diffe´rentielle du syste`me (5.11) s’e´crit donc :
(5.22)
[
N∑
n=1
(Lan,k + L
a
n,k)
d2
dt2
+Ra
d
dt
+
1
Ca
]
ι1 =
dv1
dt
.
En utilisant la meˆme me´thode que dans le premier cas, les N premie`res e´quations
diffe´rentielles du syste`me (5.11) conduisent a` :
(5.23) ∀ 0 6 j 6 N − 1, λeLj
d2ιj+1
dt2
+ λ
eR
j
dιj+1
dt
+ λ
eC
j ιj+1 =
dsj+1
dt
,
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avec  s1...
sN
 = −F

1 −1
. . .
. . . 0
0 1 −1
−1 1

 E1...
EN
 .
On a de´ja` vu lors de la re´solution dans le cas sinuso¨ıdal que :
∀ 0 6 j 6 N − 1,

λ
eL
j = (1− δ0,j)λLj ,
λ
eR
j = (1− δ0,j)λRj ,
λ
eC
j = (1− δ0,j)λCj .
Sachant que le terme s1 s’e´crit :
s1 = λ
E
0 e1 = 0 (voir (3.9)),
l’e´quation (5.23) pour j = 0 se re´duit a` 0 = 0. Le syste`me (5.23) devient donc :
(5.24) ∀ 1 6 j 6 N − 1, λLj
d2ιj+1
dt2
+ λRj
dιj+1
dt
+ λCj ιj+1 =
dsj+1
dt
.
On retrouve l’e´quation (5.14) du cas pre´ce´dent pour j = 1, ..., N − 1 dont l’e´tude a
de´ja` e´te´ faite.
L’e´tude de (5.22) est similaire : on a un phe´nome`ne de re´sonance a` la pulsation ωCR
pour le temps caracte´ristique 2τCR.
5.3 Validation sur les donne´es expe´rimentales
Dans un premier temps, on va justifier les signes des temps caracte´ristiques et
des discriminants des e´quations diffe´rentielles de la section pre´ce´dente dans la cadre
de l’antenne (2.21) en configuration passe-haut :
Ca = 180 pF et Cb = 0 pF.
5.3.1 Validation des hypothe`ses du chapitre 5
Pour calculer les re´sistances Ra et Rb, on a besoin de connaˆıtre l’e´paisseur ep des
brins me´talliques :
(5.25) ep = 35× 10−6 m.
D’apre`s la formule (2.1), la re´sistance en Ω d’un brin me´tallique en cuivre vaut
(5.26) R = 1,712× 10−8 × L
S
ou` L est la longueur du brin en m et S sa section en m2. Pour un arc d’anneau,
L =
2πR
N
et S = ep× wa,
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donc
Ra = 1,712× 10−8 2πR
N × ep× wa
=
1,712× 10−8 × 2× π × 4,45
16× 35× 10−6 × 1
= 8,5478× 10−4Ω.
et
Rb = 1,712× 10−8 L
ep× wa
=
1,712× 10−8 × (12,8− 1)
35× 10−6 × 1
= 8,3193× 10−3Ω.
Pour le calcul de τCR, on utilise les valeurs des inductances mutuelles calcule´es dans
la section 3.4.2 :
N∑
k=1
(
La1,k + L
a
1,k
)
= 10,967× 10−9 > 0.
D’ou`
τCR =
10,9671× 10−9
8,5478× 10−4 = 1,283× 10
−5 > 0
et l’hypothe`se (5.3) est satisfaite.
Afin de valider l’hypothe`se (5.5), on utilise la valeur de la pulsation ωCR calcule´e
dans la section 3.3 :
∆CR =
1
τ 2CR
− 4ω2CR = −2,0262× 1018 < 0.
L’hypothe`se (5.5) est donc elle aussi satisfaite.
Comme dans le cas pre´ce´dent, pour valider les hypothe`ses (5.9) et (5.10), on
utilise (3.28) et la valeur de ω0 calcule´e dans la section 3.3 :
τAR =
10,5511× 10−9
8,5478× 10−4 = 1,234× 10
−5 > 0
et
∆AR =
1
τ 2AR
− 4ω20 = −2,106× 1018 < 0.
Les hypothe`ses (5.9) et (5.10) sont donc satisfaites.
On va maintenant valider les hypothe`ses (5.15) et (5.16) de la section pre´ce´dente.
Pour cela, on utilise les valeurs nume´riques des pulsations ωj et des coefficients de
la matrice L calcule´es dans la section 3.3 ainsi que l’expression (3.8) des valeurs
propres λLj et λ
R
j .
Les valeurs trouve´es pour les diffe´rents τj , j = 0, ..., N − 1, sont, en secondes :
τj = 10
−4 × [0,123 , 0,147 , 0,105 , 0,081 , 0,067 , 0,059 , 0,054 , 0,052 , 0,051 ,
0,052 , 0,054 , 0,059 , 0,067 , 0,081 , 0,105 , 0,147].
(5.27)
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On en de´duit les valeurs des diffe´rents discriminants ∆j , j = 1, ..., N − 1 :
∆j = −1018 × [2,106 , 1,016 , 0,639 , 0,457 , 0,359 , 0,304 , 0,271 , 0,254 , 0,249 ,
0,254 , 0,271 , 0,304 , 0,359 , 0,457 , 0,639 , 1,016].
Les hypothe`ses (5.15) et (5.16) sont donc satisfaites.
5.3.2 Validation de l’approximation harmonique
Cette section est consacre´e a` la ve´rification nume´rique du phe´nome`ne de re´sonance
mentionne´e lors de la re´solution de l’e´quation diffe´rentielle (5.14) ainsi que la vali-
dation de l’approximation harmonique du chapitre 2.
Pour les simulations suivantes, on suppose que les sources de tensions sont iden-
tiques et sinuso¨ıdales de pulsation ω1 :
∀ 1 6 j 6 N, sj(t) = cos(ωjt) + sin(ωjt).
Les temps d’e´mission du champ radiofre´quence sont de l’ordre de quelques ms.
Les valeurs obtenues en (5.27), qui sont de l’ordre du dixie`me de ms, sont donc
re´alistes.
Afin de savoir si il est raisonnable de ne´gliger le re´gime transitoire lors des
se´quences d’IRM, il faut avoir une estimation plus pre´cise de la dure´e d’e´mission
du champ radiofre´quence. Pour cela, on utilise la relation
T =
α
2πν
ou` T est la dure´e d’e´mission du champ radiofre´quence et ν est la fre´quence de
rotation des spins autour de ce champ.
Suivant [50], on adopte la convention
ν = 10−6ν0
ou` ν0 est la fre´quence du champ radiofre´quence, autrement dit la fre´quence de Lar-
mor.
Pour l’approximation nume´rique, on se place dans le cas d’une se´quence spin-e´cho
dont l’angle α vaut
π
2
. On obtient alors :
T =
1
4× 10−6ω1 = 0,496 ms.
Pour alimenter l’antenne cage d’oiseau, on a pris :
E =

0
0
0
...
0
 et V =

0
cos(ω1t) + 2 sin(2ω1t)
0
...
0
 .
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D’apre`s la section 5.2, on s’attend a` obtenir la superposition d’un re´gime transitoire
et d’un re´gime stationnaire ainsi qu’un phe´nome`ne de re´sonance pour ι2.
Sur la figure 53, on a repre´sente´ le re´gime transitoire associe´ a` ι2 sur [0 , T ].
Les deux courbes rouges correspondent aux fonctions ±e−t/2τ1 . On constate que le
re´gime transitoire est tre`s rapidement ne´gligeable. Ceci est confirme´ par le rapport
T
τ1
= 33,755.
0 1 2 3 4
x 10−4
−300
−200
−100
0
100
200
300
Fig. 53 – re´gime transitoire associe´ a` ι2 pendant [0 , T ]
On obtient des courbes similaires pour les autres courants ιj , 1 6 j 6 (N + 1)/2.
Afin de mettre en e´vidence le phe´nome`ne de re´sonance, on a tout d’abord repre´sente´
sur la figure 54 les diffe´rents courants ιj , 1 6 j 6 (N + 1)/2 sur [0 , T ] (voir (5.20)).
On constate que tre`s rapidement on ne voit plus que le re´gime permanent.
Sur la figure 55, on a repre´sente´ successivement le courant ι2 et les autres cou-
rants. On constate que le courant ι2 est pre´ponde´rant par rapport aux autres ιj ,
1 6 j 6 (N + 1)/2.
0 1 2 3 4 5 6
x 10−4
−400
−300
−200
−100
0
100
200
300
400
j=1
j=2
j=3
j=4
j=5
j=6
j=7
j=8
j=9
Fig. 54 – les diffe´rents courants ιj
122 CHAPITRE 5. E´TUDE DU RE´GIME TRANSITOIRE
0 1 2 3 4 5 6
x 10−4
−400
−300
−200
−100
0
100
200
300
400
j=2
le courant ι2
0 1 2 3 4 5 6
x 10−4
−0.8
−0.6
−0.4
−0.2
0
0.2
0.4
0.6
0.8
j=3
j=4
j=5
j=6
j=7
j=8
j=9
les courants ιj , j 6= 2
Fig. 55 – repre´sentation des courants ιj
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Conclusion de la partie 1
Chapitre 2
La mode´lisation sous forme d’un circuit e´lectrique e´quivalent a permis d’e´crire
a` l’aide d’un syste`me line´aire les e´quations re´gissant l’e´volution des courants et des
tensions. Ce syste`me est valable pour une configuration d’alimentation quelconque,
aussi bien sur les anneaux que sur les branches. De plus, ce syste`me reste valable
pour des courants non suposse´s sinuso¨ıdaux a` condition de remplacer −iω par d
dt
.
Les re´sultats nume´riques pre´sente´s dans la section 2.3 montrent que la me´thode
de´veloppe´e pour calculer les inductances mutuelles est performante.
Chapitre 3
L’utilisation des matrices circulantes a permis de re´soudre analytiquement, pour
les deux configurations d’alimentation utilise´es dans la pratique, le syste`me line´aire
e´tabli dans le chapitre 2 : l’expression des courants circulant dans l’antenne est
entie`rement de´termine´e par la donne´e des alimentations sources. De plus, cette e´tude
a permis de mettre en e´vidence le phe´nome`ne de re´sonance pour les pulsations
ω = ωCR, ω0, ω1, ..., ωN−1, phe´nome`ne largement utilise´ dans la pratique.
Conjugue´e a` la me´thode de calcul des inductances mutuelles, l’expression des pul-
sations de re´sonance permet de calculer ces dernie`res en fonction des caracte´ristiques
ge´ome´triques de l’antenne. Les re´sultats nume´riques montrent une bonne ade´quation
avec les mesures expe´rimentales.
Ce chapitre a aussi permis de valider nume´riquement l’hypothe`se de stricte po-
sitivite´ des valeurs propres de la matrice L.
Chapitre 4
Graˆce a` l’expression des courants circulant dans l’antenne e´tablie au chapitre 3,
le chapitre 4 a permis de de´terminer l’expression du champ magne´tique produit par
l’antenne cage d’oiseau. A` partir de cette expression, on a de´veloppe´ une me´thode de
calcul adapte´e base´e sur les inte´grales elliptiques : on est maintenant en mesure de
faire une cartographie du champ radiofre´quence ge´ne´re´ par l’antenne cage d’oiseau.
L’e´tude mathe´matique des proprie´te´s du champ radiofre´quence a permis de mon-
trer que celui-ci a, en tout point, un mouvement de rotation au cours du temps. De
plus, on constate que, parmi les N + 1 champs associe´s aux N + 1 pulsations de
re´sonance, seul celui associe´ a` la pulsation ω1 est homoge`ne non nul au centre de
l’antenne. On conclut de cette e´tude que l’antenne cage d’oiseau produit un champ
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homoge`ne, orthogonal a` l’axe de l’antenne et ayant un mouvement de rotation ca-
pable d’entraˆıner les spins a` la re´sonance. Il suffit pour cela d’alimenter l’antenne
avec des tensions sources oscillant a` la pulsation ω1(N). De plus, le champ
−→
B1 est
d’autant plus homoge`ne que le nombre de branche N est grand. L’antenne cage
d’oiseau re´pond donc aux attentes formule´es dans les pre´liminaires.
Chapitre 5
L’e´tude du circuit e´lectrique e´quivalent sans supposer les courants sinuso¨ıdaux
montre que l’on aboutit aux meˆmes syste`mes d’e´quations que dans le chapitre 3. La
re´solution de ces e´quations diffe´rentielles a permis de mettre en e´vidence l’existence
d’un re´gime transitoire et d’exprimer le temps caracte´ristique de celui-ci en fonction
des valeurs propres des matrices L et R.
Les calculs nume´riques re´alise´s a` partir des donne´es expe´rimentales montrent
que ce re´gime transitoire peut eˆtre ne´glige´. De plus, comme dans le cas du re´gime
harmonique, on a pu mettre en e´vidence le phe´nome`ne de re´sonance associe´ aux
pulsations de re´sonance.
Partie 2 :
Le syste`me de Maxwell
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Chapitre 6
Introduction du proble`me : du
temporel a` l’harmonique
Ce chapitre est consacre´ a` la mise en e´quation du proble`me e´lectromagne´tique
suivant : de´terminer les champs e´lectromagne´tiques dans un domaine borne´ Ω sur
le bord ∂Ω duquel on suppose connu le champ magne´tique.
Dans une premie`re partie, sections 6.1 et 6.2, on pre´sente les diffe´rents espaces
et outils ne´cessaires a` l’e´tude du proble`me e´lectromagne´tique.
Les sections 6.3 et 6.4 sont consacre´es a` la mise en e´quation et a` la re´solution du
proble`me e´lectromagne´tique. Dans la sous-section 6.4.6, on va montrer que l’on peut
ramener l’e´tude du proble`me e´lectromagne´tique a` l’e´tude d’un proble`me harmonique.
6.1 Espaces fonctionnels
Dans un premier temps, on introduit les fonctions de´pendant uniquement de
x ∈ R3. Dans un second temps, on s’inte´ressera aux fonctions de´pendant du temps
et a` valeurs dans des espaces de Hilbert.
Soit U un ouvert borne´ de R3 de frontie`re Σ lipschitzienne.
Pour u, v ∈ Cn, on de´signe par u.v le produit scalaire usuel dans Cn et |u| = √u.u.
Espaces L2(U ), D (U ) et Hs(U )
On note L2(U ) l’espace des fonctions complexes de carre´ inte´grable :
L2(U ) =
{
f : U −→ C ;
∫
U
|f(x)|2 dx < +∞
}
.
On munit cet espace du produit scalaire et de la norme usuels.
Dans toute la suite du document, on note par des lettres double barre les espaces de
fonctions a` valeurs vectorielles. Ainsi,
L2(U ) =
{
f : U −→ C3 ;
∫
U
|f(x)|2 dx < +∞
}
.
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Lorsque les fonctions sont a` valeurs re´elles, on note L2R(U ) l’espace des fonctions
re´elles de carre´ inte´grable :
L2R(U ) =
{
f : U −→ R ;
∫
U
|f(x)|2 dx < +∞
}
.
On note D (U ) l’espace des fonctions infiniment diffe´rentiables dont le support
est compact et inclus dans U .
On introduit aussi les espaces suivants :
D (U ) =
{
ϕ|U ;ϕ ∈ D (R3)
}
,
et D ′(U ) le dual de l’espace D (U ), c’est-a`-dire l’espace des distributions.
On de´signe par Hs(U ) les espaces de Sobolev standard pour s ∈ N.
Espaces H(rot ;U ), H(div ;U ) et leurs espaces de traces
On note H(rot ;U ) l’espace des fonctions de carre´ inte´grable a` rotationnel de
carre´ inte´grable :
H(rot ;U ) =
{
u ∈ L2(U ) ; rotu ∈ L2(U )} .
Muni de la norme
‖u‖2H(rot ;U ) = ‖u‖2L2(U ) + ‖rotu‖2L2(U ),
l’espace H(rot ;U ) est un espace de Hilbert.
On note HR(rot ;U ) l’espace des fonctions re´elles de carre´ inte´grable a` rotationnel
de carre´ inte´grable :
HR(rot ;U ) =
{
u ∈ L2R(U ) ; rotu ∈ L2R(U )
}
.
Pour donner un sens aux formules de Green
(6.1) ∀u, v ∈ (D (U ))3 , ∫
U
rot u.v dx =
∫
U
u.rot v dx+
∫
Σ
(n× u).v dσ,
et
(6.2) ∀ (u, v) ∈ (D (U ))3×D (U ), ∫
U
(div u) v dx = −
∫
U
u.grad v dx+
∫
Σ
(n.u)v dσ,
dans les espaces H(rot ;U ), H(div ;U ) et H1(U ), il est ne´cessaire de de´finir la notion
de trace pour de telles fonctions. On donne ci-dessous les e´le´ments essentiels pour
comprendre l’extension des formules de Green aux espaces H(rot ;U ), H(div ;U ) et
H1(U ). Pour plus de de´tails relatifs a` ces prolongements, on pourra consulter [24],
[25], [26], [27], [29], [65] et [72].
On introduit les espaces de trace suivants :
H1/2(Σ) =
{
u|Σ ; u ∈ H1(U )
}
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et
TH1/2(Σ) =
{
u ∈ H1/2(Σ) ; u . n = 0 sur Σ}
munis de leurs normes standard. En prenant comme espace pivot L2(Σ), on de´finit
leurs espaces duaux respectifs H−1/2(Σ) et TH−1/2(Σ).
On introduit l’espace
L2t (Σ) =
{
u ∈ L2(Σ) ;n . u = 0 sur Σ} .
On de´finit les trois applications traces suivantes :
γT :
∣∣∣∣ (D (Ω))3 −→ L2t (Σ)u 7−→ n . u,
πτ :
∣∣∣∣ (D (Ω))3 −→ L2t (Σ)u 7−→ u− γT (u)n = n× (u× n)|Σ ,
et
γτ :
∣∣∣∣ (D (Ω))3 −→ L2t (Σ)u 7−→ n× u|Σ .
On conside`re les ope´rateurs divergence surfacique et rotationnel tangentiel de´finis
par :
divΣ(u) = div (u˜)|Σ ,
et
rotΣ(u) = rot (u˜.n˜)|Σ,
ou` u˜ et n˜ sont respectivement des prolongements de u et de la normale n de´finis
dans un voisinage de Σ.
Alors, on peut prolonger par continuite´ l’application γτ en une application encore
note´e γτ : H(rot ;U ) −→ H−1/2div (Σ) continue surjective ou`
H
−1/2
div (Σ) =
{
u ∈ TH−1/2(Σ) ; divΣ(u) ∈ H−1/2(Σ)
}
.
On peut aussi prolonger par continuite´ l’application πτ en une application encore
note´e πτ : H(rot ;U ) −→ H−1/2rot (Σ) continue surjective ou`
H
−1/2
rot (Σ) =
{
u ∈ TH−1/2(Σ) ; rotΣ(u) ∈ H−1/2(Σ)
}
.
On de´finit un produit de dualite´ entre les espaces H
−1/2
div (Σ) et H
−1/2
rot (Σ) a` l’aide de
l’espace pivot L2t (Σ) note´
〈., .〉
H
−1/2
div
(Σ),H
−1/2
rot (Σ)
.
On peut alors e´crire :
∀u, v ∈ H(rot ;U ),
∫
U
rotu.v dx =
∫
U
u.rot v dx+ 〈γτ(u), πτ (v)〉H−1/2
div
(Σ),H
−1/2
rot (Σ)
.
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On peut prolonger par continuite´ l’application γT en une application encore note´e
γT : H(div ;U ) −→ H−1/2(Σ) continue. Alors, on a :
∀ (u, ϕ) ∈ H(div ;U )×H1(U ),∫
U
(div u)ϕdx = −
∫
U
u.gradϕdx+ 〈γT (u), ϕ〉H−1/2(Σ),H1/2(Σ) .
Par abus de notation, on continuera de noter a` l’aide d’inte´grales de surface les
produits de dualite´s dans les formules de Green.
On de´signe par H0(rot ;U ) l’adhe´rence de D (U ) dans H(rot ;U ). On montre,
voir [48], que :
H0(rot ;U ) = {u ∈ H(rot ;U ) ; u× n = 0 sur Σ} .
On munit aussi cet espace de la norme ‖.‖H(rot ;U ).
Pour une fonction ξ donne´e, on note H(div , ξ;U ) l’espace
H(div , ξ;U ) =
{
u ∈ L2(U ) ; div (ξu) ∈ L2(U )} .
Muni de la norme
‖u‖2H(div ,ξ;U ) = ‖u‖2L2(U ) + ‖div (ξu)‖2L2(U ),
cet espace est un espace de Hilbert.
On de´finit aussi l’espace de Hilbert suivant :
H(rot , div , ξ;U ) =
{
u ∈ L2(U ) ; u ∈ H(rot ;U ) et u ∈ H(div , ξ;U )} ,
que l’on munit de la norme
‖u‖2H(rot ,div ,ξ;U ) = ‖u‖2L2(U ) + ‖rotu‖2L2(U ) + ‖div (ξu)‖2L2(U ).
Espace Lp(0, T ;H), p ∈ [1 ,+∞]
On va maintenant s’inte´resser aux fonctions de´pendant du temps et a` valeurs
dans un espace de Hilbert. Pour plus de de´tails, on peut se re´fe´rer aux ouvrages [41],
[44] et [52].
Dans le reste de cette section, on suppose donne´ un re´el T > 0 et un espace de
Hilbert se´parable H de norme ‖ . ‖H .
Pour p ∈ [1,+∞[, on de´finit
Lp(0, T ;H) =
{
f : [0 , T ] −→ H mesurable ;
∫ T
0
‖f(t)‖pH dt < +∞
}
et
‖f‖Lp(0,T ;H) =
(∫ T
0
‖f(t)‖pH dt
)1/p
.
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Muni de cette norme, Lp(0, T ;H) est un espace de Banach.
On de´finit de manie`re similaire l’espace L∞(0, T ;H) :
L∞(0, T ;H) = {f : [0 , T ] −→ H mesurable ; sup ess
06t6T
(‖f(t)‖H) < +∞}.
On munit cet espace de la norme suivante :
‖f‖L∞(0,T ;H) = sup ess
06t6T
(‖f(t)‖H).
Alors L∞(0, T ;H) est un espace de Banach et on a :
‖f‖L∞(0,T ;H) = inf {C > 0 ; p.p. t ∈ [0 , T ], ‖f(t)‖H 6 C}
=
∥∥‖f(t)‖H∥∥L∞(0,T ).
Les diffe´rents espaces Lp(0, T ;H) ve´rifient les relations d’inclusion suivantes (voir
[41] p.12).
Proposition 6.1.1 : quelques proprie´te´s des espaces Lp(0, T ;H)
Si H1 s’injecte continuement dans H2, L
p(0, T ;H1) s’injecte continuement dans
Lp(0, T ;H2).
Si T < +∞, Lp(0, T ;H) s’injecte continuement dans Lq(0, T ;H) pour p > q.
On note Lploc(0, T ;H) l’ensemble des fonctions f telles que χ[t1,t2]f ∈ Lp(0, T ;H)
pour tout 0 < t1 < t2 < T .
Espace C 0([0 , T ];H)
L’espace
C
0([0 , T ];H) =
{
f : [0 , T ] −→ H continue ;
∣∣∣∣ [0 , T ] −→ Rt 7−→ ‖f(t)‖H est continue
}
muni de la norme
‖f‖C 0([0 ,T ];H) = max
[0 ,T ]
(‖f(t)‖H).
On de´finit par re´currence les espaces suivants :
∀m entier > 1, Cm([0 , T ];H) =
{
f ∈ C 0([0 , T ];H) ; df
dt
∈ Cm−1([0 , T ];H)
}
.
Espace W 1,p(0, T ;H)
Pour p ∈ [1,+∞], on de´finit l’espace
W 1,p(0, T ;H) =
{
u ∈ Lp(0, T ;H) ; du
dt
∈ Lp(0, T ;H)
}
,
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ainsi que la norme
‖f‖W 1,p(0,T ;H) = ‖f‖Lp(0,T ;H) +
∥∥∥∥dfdt
∥∥∥∥
Lp(0,T ;H)
.
Muni de cette norme, W 1,p(0, T ;H) est un espace de Banach et l’inclusion
W 1,p(0, T ;H) ⊂ C 0([0 , T ];H)
est continue pour tout p ∈ [1,+∞].
Si H = L2(U ), on a le re´sultat suivant.
Proposition 6.1.2 : caracte´risation de W 1,p(0, T ;L2(U ))
Soient p ∈ [1,+∞[ et U un ouvert de R3.
Les deux assertions suivantes sont e´quivalentes :
(i) u ∈W 1,p(0, T ;L2(U )),
(ii) u ∈ L1loc(]0, T [×U ) ve´rifie :
∫ T
0
(∫
U
|u(t, x)|2 dx
)p/2
dt < +∞
et
∂u
∂t
∈ L1loc(]0, T [×U ) ve´rifie :
∫ T
0
(∫
U
∣∣∣∣∂u∂t (t, x)
∣∣∣∣2 dx)p/2 dt < +∞.
Dans ce cas, pour presque tout t ∈ [0 , T ], u′(t) = ∂u
∂t
(t, .) presque partout sur U .
De´monstration. Voir [41] p.56. 
6.2 Rappels sur les ope´rateurs monotones
On va maintenant rappeler quelques re´sultats et de´finitions relatifs aux ope´rateurs
monotones que l’on utilisera par la suite. Pour plus de de´tails, on peut se re´fe´rer aux
ouvrages suivants : [20], [21], [52], [71], [75].
Soit H un espace de Hilbert muni du produit scalaire (. , .).
Un ope´rateur line´aire A de H est une application line´aire
A : D(A) −→ H
ou` D(A) est un sous-espace vectoriel de H appele´ le domaine de A.
On appelle graphe de A le sous-espace vectoriel de H ×H de´fini par :
G(A) = {(u, f) ∈ H ×H ; u ∈ D(A) et f = Au} .
On dit que A est un ope´rateur ferme´ si G(A) est ferme´ dans H ×H .
On dit qu’un ope´rateur line´aire A est un ope´rateur monotone si :
∀u ∈ D(A), (Au, u) > 0.
On dit que A est un ope´rateur maximal monotone s’il ve´rifie de plus :
(6.3) ∃λ0 > 0 tel que, ∀ f ∈ H, ∃u ∈ D(A), u+ λ0Au = f.
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Proposition 6.2.1 : proprie´te´s des ope´rateurs maximaux monotones
Soit A un ope´rateur line´aire maximal monotone sur un espace de Hilbert H.
Alors, D(A) est dense dans H et A est ferme´.
De plus, pour tout λ > 0 et tout f ∈ H, il existe une unique solution u = Jλf a`
l’e´quation {
u+ λAu = f,
u ∈ D(A).
Proposition 6.2.2 : perturbation d’un ope´rateur maximal monotone
Soient A un ope´rateur line´aire maximal monotone sur un espace de Hilbert H et F
un ope´rateur monotone lipschitzien tel que D(A) ⊂ D(F ).
Alors, l’ope´rateur A+ F de domaine D(A) est maximal monotone.
Soit A un ope´rateur line´aire sur H . Son adjoint A∗ : D(A∗) ⊂ H ′ −→ H ′ est
caracte´rise´ par la relation
∀u ∈ D(A), ∀v ∈ D(A∗), 〈v, Au〉H′,H = 〈A∗v, u〉H′,H .
Dans la suite, on fera l’identification H ′ = H .
La proposition suivante permet de caracte´riser les ope´rateurs maximaux mono-
tones parmi les ope´rateurs monotones a` l’aide de l’ope´rateur adjoint.
Proposition 6.2.3 : caracte´risation des ope´rateurs line´aires maximaux mo-
notones
Soit A un ope´rateur line´aire sur un espace de Hilbert H et A∗ son adjoint.
Alors, A est un ope´rateur maximal monotone si et seulement si A est ferme´, D(A)
est dense dans H, A et A∗ sont monotones.
The´ore`me 6.2.4 : the´ore`me de Hille-Yosida
Soient A un ope´rateur line´aire maximal monotone dans un espace de Hilbert H,
u0 ∈ D(A) et T > 0.
Alors, il existe un unique u ∈ C 1([0 , T ];H) ∩ C 0([0 , T ];D(A)) solution de :
du
dt
+ Au = 0, dans [0 , T ],
u(0) = u0.
De plus, on a les ine´galite´s suivantes :
∀ t ∈ [0 , T ], ‖u(t)‖ 6 ‖u0‖,
∀ t ∈ [0 , T ],
∥∥∥∥dudt (t)
∥∥∥∥ 6 ‖Au0‖.
Soit f ∈W 1,1(0, T ;H).
Alors, il existe un unique u ∈ C 1([0 , T ];H) ∩ C 0([0 , T ];D(A)) solution de :
du
dt
+ Au = f, dans [0 , T ],
u(0) = u0.
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Cette solution est donne´e par :
u(t) = SA(t)u0 +
∫ t
0
SA(t− s)f(s) ds
ou` SA est le semi-groupe continu de contraction engendre´ par A.
De plus, on a les ine´galite´s suivantes :
(6.4)

∀ 0 6 s 6 t 6 T, ‖u(t)‖ 6 ‖u(s)‖+
∫ t
s
‖f(y)‖ dy,
∀ t ∈ [0 , T ],
∥∥∥∥dudt (t)
∥∥∥∥ 6 ‖f(0)−Au0‖+ ∫ t
0
‖f ′(s)‖ ds.
6.3 Mode´lisation mathe´matique
On rappelle quelques notations utilise´es dans la partie 1 pour de´crire les phe´nome`nes
e´lectromagne´tiques :
– Ω repre´sente le domaine de l’espace dans lequel on travaille,
– e et h de´signent respectivement le champ e´lectrique et le champ magne´tique
dans le domaine Ω,
– h˘ est le champ magne´tique suppose´ connu sur le bord ∂Ω de Ω. On suppose
qu’il est calcule´ a` partir de la formule de Biot-Savart,
– ε, µ, σ et ̺ sont respectivement la permittivite´ e´lectrique, la perme´abilite´
magne´tique, la conductivite´ e´lectrique et la densite´ de charge. Ce sont des
donne´es qui peuvent, a priori, de´pendre du mate´riau,
– n est le vecteur normal unitaire exte´rieur au domaine conside´re´.
Dans tout ce document, on fait les hypothe`ses suivantes :
Hypothe`se 6.3.1 : re´gularite´ de Ω
Le domaine Ω est un ouvert borne´ et connexe de R3 de frontie`re ∂Ω lipschitzienne.
Hypothe`se 6.3.2 : re´gularite´ du champ h˘
Le champ h˘ admet un prolongement, encore note´ h˘, dans C 1([0 , T ];L2
R
(Ω)) qui
ve´rifie :
(6.5)
{
rot h˘ = 0, dans ]0 , T [×Ω,
div h˘ = 0, dans ]0 , T [×Ω.
De plus, il existe e˘ ∈ C 1([0 , T ];L2R(Ω)) ∩ C 0
(
[0 , T ]; (HR(rot ; Ω))
2) tel que
(6.6)

∂(εe˘)
∂t
∈W 1,1 (0, T ;L2
R
(Ω)) ,
∂(µh˘)
∂t
+ rot e˘ = 0, dans ]0 , T [×Ω.
Hypothe`se 6.3.3 : controˆle de ε et µ
La fonction ε : Ω −→ R est constante par morceaux. De plus, il existe α > 0 tel
que :
(6.7) ∀ x ∈ Ω, ε(x) > α > 0.
La fonction µ est constante e´gale a` µ0 > 0 ou` µ0 est la perme´abilite´ du vide.
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Hypothe`se 6.3.4 : controˆle de σ
La fonction σ : Ω −→ R est constante par morceaux, positive ou nulle.
Les champs e´lectromagne´tiques sont re´gis par les e´quations de Maxwell ; on se
place dans la situation suivante :
(6.8)

−∂(ε(x)e)
∂t
+ rot h = σ(x)e, dans ] 0, T [×Ω,
∂(µ0h)
∂t
+ rot e = 0, dans ]0 , T [×Ω,
div (µ0h) = 0, dans ]0 , T [×Ω.
Sur le bord ∂Ω de l’ouvert Ω, on suppose le champ magne´tique connu :
(6.9)
{
n . roth = 0, sur ]0 , T [×∂Ω,
n× h = n× h˘, sur ]0 , T [×∂Ω,
ou` h˘ repre´sente le champ e´mis par l’antenne e´tudie´e dans la partie 1. La forme
particulie`re de la condition initiale est motive´e par les formulations variationnelles
du chapitre 7.
On se donne aussi une condition initiale pour e et h :
(6.10)
{
e(0, .) = e0, dans Ω,
h(0, .) = h0, dans Ω.
En regroupant (6.8), (6.9) et (6.10), on obtient finalement le syste`me suivant :
(6.11)

−∂(ε(x)e)
∂t
+ roth = σ(x)e, dans ] 0, T [×Ω,
∂(µ0h)
∂t
+ rot e = 0, dans ]0 , T [×Ω,
div (µ0h) = 0, dans ]0 , T [×Ω,
n . roth = 0, sur ]0 , T [×∂Ω,
n× h = n× h˘, sur ]0 , T [×∂Ω,
e(0, .) = e0, dans Ω,
h(0, .) = h0, dans Ω.
Si on rajoute a` ce syste`me, l’hypothe`se de conservation de la charge
(6.12)
∂̺
∂t
+ div (σ(x)e) = 0, dans ]0 , T [×Ω,
et la condition initiale,
div (ε(x)e0) = ̺(0, .), dans Ω,
alors
(6.13) div (ε(x)e) = ̺, dans ]0 , T [×Ω.
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Quelques commentaires sur les hypothe`ses (6.3.1 - 6.3.4) :
Les hypothe`ses (6.3.1) et (6.3.2) seront valide´es dans le cadre de notre e´tude au
chapitre 9 (voir 9.1).
Les diffe´rents re´sultats e´nonce´s dans ce chapitre restent valables si les fonctions
ε et µ satisfont l’hypothe`se plus ge´ne´rale suivante.
Hypothe`se 6.3.5 : controˆle de ε et µ
Il existe a > 0 et b > 0 tels que{
a Id 6 ε(x) 6 b Id, p.p. x ∈ Ω,
a Id 6 µ(x) 6 b Id, p.p. x ∈ Ω,
ces ine´galite´s siginifiant :{
p.p. x ∈ Ω, ∀ ξ ∈ R3, a |ξ|2 6 ε(x)ξ.ξ 6 b |ξ|2,
p.p. x ∈ Ω, ∀ ξ ∈ R3, a |ξ|2 6 µ(x)ξ.ξ 6 b |ξ|2.
De plus, les de´monstrations qui suivent sont inchange´es si la conductivite´ σ de´pend
de la tempe´rature θ et satisfait l’hypothe`se suivante.
Hypothe`se 6.3.6 : controˆle de σ
Il existe c > 0 et d > 0 tels que c Id 6 σ(x, θ(t, x)) 6 d Id, p.p. (t, x) ∈ [0 , T ]× Ω.
Les hypothe`ses (6.3.5) et (6.3.6) constituent une ide´alisation de la re´alite´ : les
fonctions ε, µ et σ sont en fait continues dans Ω, constantes a` l’inte´rieur des diffe´rents
mate´riaux constituant Ω et variant rapidement d’une valeur a` l’autre au voisinage
des interfaces. Un re´sultat de de´pendance continue de la solution de (6.11) en les
constantes die´lectriques et les perme´abilite´s magne´tiques tel que celui e´nonce´ dans
[43] (voir le the´ore`me 4.2 page 345) permet de montrer que le proble`me avec les fonc-
tions constantes par morceaux peut eˆtre vu comme un proble`me limite du proble`me
re´el (voir l’application 4.1 de [43] page 349).
6.4 Analyse du proble`me e´volutif : existence, uni-
cite´ et stabilite´
Afin de montrer l’existence et l’unicite´ d’une solution pour le syste`me (6.11), on
va d’abord montrer l’existence et l’unicite´ d’une solution du syste`me avec conditions
aux limites homoge`nes suivant :
(6.14)

−∂(ε(x)e)
∂t
+ rot h = jd1(t, x) + σ(x)e, dans ]0 , T [×Ω,
∂(µ0h)
∂t
+ rot e = jd2(t, x), dans ]0 , T [×Ω,
div (µ0h) = 0, dans ]0 , T [×Ω,
n . roth = 0, sur ]0 , T [×∂Ω,
n× h = 0, sur ]0 , T [×∂Ω,
e(0, .) = e0, dans Ω,
h(0, .) = h0, dans Ω,
avec le second membre jd = (jd1 , j
d
2)
T donne´.
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6.4.1 E´nonce´ du re´sultat
On conside`re les deux espaces suivants :
H(Ω) = (LR(Ω))
2 muni du produit scalaire :((
u
v
)
,
(
u′
v′
))
H
=
∫
Ω
ε(x) u(x).u′(x) + µ0 v(x).v
′(x) dx,
et
E(Ω) =
{
q =
(
e
h
)
∈ H(Ω) ; q ∈ (HR(rot ; Ω))2 et n× h = 0 sur ]0 , T [×∂Ω
}
.
Comme ε est une fonction borne´e strictement positive et que µ0 > 0, les normes des
espaces H(Ω) et (LR(Ω))
2 sont e´quivalentes.
The´ore`me 6.4.1 : le syste`me (6.14) admet une unique solution
Soit jd ∈W 1,1 (0, T ; (LR(Ω))2) tel que div (jd2 ) = 0 dans ]0 , T [×Ω.
Soient
(
e0
h0
)
∈ (HR(rot ; Ω))2 tels que
div (µ0h0) = 0, dans Ω.
On suppose que les hypothe`ses 6.3.1, 6.3.3 et 6.3.4 sont satisfaites.
Alors, il existe une unique solution
(e, h)T ∈ C 1 ([0 , T ]; (LR(Ω))2) ∩ C 0 ([0 , T ]; (HR(rot ; Ω))2)
au proble`me 6.14.
On suppose de plus que ̺ ∈ C 1([0 , T ];H−1
R
(Ω)) satisfait les relations suivantes :
(6.15)

∂̺
∂t
+ div
(
jd1 + σ(x)e
)
= 0, dans ]0 , T [×Ω,
div (ε(x)e0) = ̺(0, .), dans Ω.
Alors, la solution (e, h)T de (6.14) satisfait aussi :
div (ε(x)e) = ̺, dans ]0 , T [×Ω.
Pour de´montrer le the´ore`me 6.4.1, suivant [43] et [75], on va utiliser la the´orie des
ope´rateurs maximaux monotones dans les espaces de Hilbert. La preuve comprend
quatre e´tapes :
• Tout d’abord, on montre que l’ope´rateur associe´ au syste`me
−∂(ε(x)e)
∂t
+ roth = 0, dans ]0 , T [×Ω,
∂(µ0h)
∂t
+ rot e = 0, dans ]0 , T [×Ω,
n× h = 0, sur ]0 , T [×∂Ω,
est maximal monotone.
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• Ensuite, on rajoute la perturbation σ(x)e et on montre que l’ope´rateur associe´
au syste`me 
−∂(ε(x)e)
∂t
+ roth = σ(x)e, dans ]0 , T [×Ω,
∂(µ0h)
∂t
+ rot e = 0, dans ]0 , T [×Ω,
n× h = 0, sur ]0 , T [×∂Ω,
est lui aussi maximal monotone.
• On en de´duit alors l’existence et l’unicite´ d’une solution au proble`me
−∂(ε(x)e)
∂t
+ roth = jd1(t, x) + σ(x)e, dans ]0 , T [×Ω,
∂(µ0h)
∂t
+ rot e = jd2(t, x), dans ]0 , T [×Ω,
n× h = 0, sur ]0 , T [×∂Ω,
e(0, .) = e0, dans Ω,
h(0, .) = h0, dans Ω.
• Enfin, on rajoute les conditions
div (µ0 h) = 0, dans ]0 , T [×Ω,
n . roth = 0, sur ]0 , T [×∂Ω,
div (ε(x) e) = ̺, dans ]0 , T [×Ω.
6.4.2 Premie`re partie
Afin de mettre en e´vidence un ope´rateur monotone, on change le signe de la
premie`re e´quation. Le syste`me e´tudie´ est donc le suivant :
(6.16)

∂e
∂t
− ε−1(x) roth = 0, dans ]0 , T [×Ω
∂h
∂t
+ µ−10 rot e = 0, dans ]0 , T [×Ω,
n× h = 0, sur ]0 , T [×∂Ω.
Soit A : D(A) ⊂ H(Ω) −→ H(Ω) l’ope´rateur de´fini par :
A
(
e
h
)
=
( −ε−1x roth
µ−10 rot e
)
et D(A) = E(Ω).(6.17)
Alors le syste`me (6.16) s’e´crit sous la forme :
dq
dt
+ Aq = 0 avec q =
(
e
h
)
.
Proposition 6.4.2 :
L’ope´rateur A de´fini par (6.17) est un ope´rateur line´aire maximal monotone.
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De´monstration. L’ope´rateur A e´tant line´aire, on va utiliser la proposition
6.2.3 pour montrer que c’est un ope´rateur maximal monotone.
1) A est monotone.
Soit q =
(
e
h
)
∈ D(A).
On a :
(Aq, q)
H
= −
∫
Ω
ε(x) (ε−1(x)rot h).e dx+
∫
Ω
µ0 (µ
−1
0 rot e).h dx
= −
∫
Ω
(roth).e dx+
∫
Ω
(rot e).h dx.
Par de´finition de D(A), e et h sont dans HR(rot ; Ω) donc, d’apre`s la formule de
Green (6.1), on obtient :
(Aq, q)
H
= −
∫
∂Ω
(n× h).e dσ = 0.
2) A est ferme´.
Soit (qn)n =
(
en
hn
)
n
une suite de D(A) telle que :

qn −−−−−→
n−→+∞
q =
(
e
h
)
dans H(Ω),
Aqn −−−−−→
n−→+∞
f =
(
f1
f2
)
dans H(Ω).
On va montrer que q ∈ D(A) et que Aq = f .
Comme (Aqn)n converge vers f dans H(Ω), (rothn)n converge vers −εf1 dans LR(Ω)
donc dans D ′(Ω).
Par ailleurs, (hn)n convergeant vers h dans L
2
R(Ω), on en de´duit que roth existe et
que c’est la limite de (rothn)n dans D
′(Ω).
Par unicite´ de la limite, roth = −εf1 ∈ L2R(Ω) et donc h ∈ HR(rot ; Ω).
De meˆme, rot (e) = µf2 et e ∈ HR(rot ; Ω).
On en de´duit que (en)n et (hn)n convergent respectivement vers e et h dans HR(rot ; Ω).
Par continuite´ de l’application trace γτ : H(rot ; Ω) −→ H−1/2div (∂Ω), n× h = 0. Ceci
montre que q ∈ D(A).
De plus, comme −ε−1roth = f1 et µ−1rot e = f2, on a Aq = f .
3) D(A) est dense.
Comme les normes des espaces H(Ω) et (LR(Ω))
2 sont e´quivalentes, on de´duit de
la densite´ de (D (Ω))6 ⊂ D(A) dans (LR(Ω))2 la densite´ de D(A) dans H(Ω).
4) A∗ est monotone.
On va maintenant e´tudier l’ope´rateur adjoint de A note´ A∗.
On va tout d’abord montrer que D(A∗) ⊂ W = {q ∈ H(Ω) ; q ∈ (HR(rot ; Ω))2}.
140 CHAPITRE 6. INTRODUCTION DU PROBLE`ME
Pour cela, on se donne q∗ = (e∗, h∗)T ∈ D(A∗) et u ∈ (D (Ω))3. On pose q = (u, 0)T .
On ve´rifie facilement que q ∈ D(A) et on a :
(Aq, q∗)
H
=
∫
Ω
µ0 µ
−1
0 (rotu).h
∗ dx
=
∫
Ω
rot (u).h∗ dx
= (q, A∗q∗)
H
=
∫
Ω
ε(x) u.(A∗q∗)1 dx.
L’e´galite´ pre´ce´dente est valable pour toute fonction test u ∈ (D (Ω))3 donc rot (h∗)
existe et vaut ε(A∗q∗)1. Comme A
∗q∗ ∈ H(Ω), h∗ ∈ HR(rot ; Ω).
De meˆme, en utilisant q = (0, u)T , on montre que rot (e∗) = −µ(A∗q∗)2 et donc que
e∗ ∈ HR(rot ; Ω).
Soient (q, q∗) ∈ D(A)×D(A∗). On sait par ce qui pre´ce`de que q∗ ∈ (HR(rot ; Ω))2,
donc on peut utiliser la formule de Green (6.1) :
(Aq, q∗)
H
= −
∫
Ω
(roth).e∗ dx+
∫
Ω
(rot e).h∗ dx
= −
∫
Ω
(rot e∗).h dx−
∫
∂Ω
(n× h).e∗dσ +
∫
Ω
(roth∗).e dx
+
∫
∂Ω
(n× h∗).e dσ
= −
∫
Ω
(rot e∗).h dx+
∫
Ω
(roth∗).e dx+
∫
∂Ω
(n× h∗).e dσ
= (q, A∗q∗)
H
=
∫
Ω
ε(x)e.(A∗q∗)1 dx+
∫
Ω
µ0h.(A
∗q∗)2 dx.
Sachant que
A∗q∗ =
(
ε−1(x) rot (h∗)
− µ−10 rot (e∗)
)
,
on obtient :
(6.18) ∀ e ∈ HR(rot ; Ω),
∫
∂Ω
(n× h∗).e dσ.
Pour e´tudier cette inte´grale de bord, on revient a` la de´finition de produit de dualite´
entre H
−1/2
rot (∂Ω) et son dual H
−1/2
div (∂Ω). Par line´arite´, on e´tend (6.18) aux fonctions
a` valeurs complexes :
(6.19) ∀ e ∈ H(rot ; Ω), 〈γτ(h∗), πτ (e)〉H−1/2
div
(∂Ω),H
−1/2
rot (∂Ω)
= 0.
Soit uS ∈ H−1/2rot (∂Ω).
Comme πτ est surjective, il existe u ∈ H(rot ; Ω) telle que πτ (u) = uS.
On obtient d’apre`s (6.19) :
〈γτ(h∗), πτ (u)〉H−1/2
div
(∂Ω),H
−1/2
rot (∂Ω)
= 0,
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c’est-a`-dire,
∀uS ∈ H−1/2rot (∂Ω), 〈γτ(h∗), uS〉H−1/2
div
(∂Ω),H
−1/2
rot (∂Ω)
= 0.
Donc n× h∗ = 0 sur ∂Ω.
On vient donc de montrer que :
D(A∗) ⊂ E(Ω).
Re´ciproquement, soit q∗ ∈ E(Ω).
On peut refaire tous les calculs ci-dessus et on trouve que :
(Aq, q∗)
H
=
∫
Ω
−rot (e∗).h+ rot (h∗).e dx.
D’ou` D(A∗) = E(Ω).
Il reste maintenant a` montrer que A∗ est monotone.
Comme A∗ = −A, on a :
∀ q∗ ∈ D(A∗), (A∗q∗, q∗)
H
= − (Aq∗, q∗)
H
= 0.
Donc A∗ est monotone. 
6.4.3 Deuxie`me partie
Proposition 6.4.3 :
L’ope´rateur B : D(B) ⊂ H(Ω) −→ H(Ω) de´fini par
(6.20) D(B) = E(Ω) et B
(
e
h
)
=
( −ε−1(x) rot h+ ε−1(x) σ(x) e
µ−10 rot e
)
est un ope´rateur line´aire maximal monotone.
De´monstration. L’ope´rateur de´finit par (6.20) se de´compose sous la forme
A+ F avec F l’ope´rateur
F :
∣∣∣∣∣∣∣
H(Ω) −→ H(Ω)(
e
h
)
7−→
(
ε−1(x) σ(x) e
0
)
.
L’ope´rateur F est lipschitzien et monotone d’apre`s l’hypothe`se (6.3.4) :
∀ q ∈ H(Ω), (Fq, q)
H
=
∫
Ω
ε−1(x)σ(x)e.e dx > 0.
On de´duit alors de la proposition 6.2.2 que l’ope´rateur B est maximal monotone. 
142 CHAPITRE 6. INTRODUCTION DU PROBLE`ME
6.4.4 Troisie`me partie
Soient jd =
(
jd1 , j
d
2
)T ∈ W 1,1(0, T ;H(Ω)) et q0 = (e0, h0)T ∈ E(Ω). D’apre`s la
proposition 6.4.3 et le the´ore`me 6.2.4, il existe une unique solution
q =
(
e
h
)
∈ C 1([0 , T ];H(Ω)) ∩ C 0([0 , T ];E(Ω))
au syste`me :
(6.21)

−∂(ε(x)e)
∂t
+ roth = jd1(t, x) + σ(x)e, dans ]0 , T [×Ω,
∂(µ0h)
∂t
+ rot e = jd2(t, x), dans ]0 , T [×Ω,
n× h = 0, sur ]0 , T [×∂Ω,
e(0, .) = e0, dans Ω,
h(0, .) = h0, dans Ω.
Comme les espaces H(Ω) et (LR(Ω))
2 sont e´quivalents, on de´duit de ci-dessus que,
pour tout jd =
(
jd1 , j
d
2
)T ∈W 1,1 (0, T ; (LR(Ω))2) et tout q0 = (e0, h0)T ∈ (HR(rot ; Ω))2,
il existe une unique solution
q =
(
e
h
)
∈ C 1 ([0 , T ]; (LR(Ω))2) ∩ C 0 ([0 , T ]; (HR(rot ; Ω))2)
au syste`me (6.21).
6.4.5 Quatrie`me partie
On va maintenant achever la de´monstration du the´ore`me 6.4.1. On a les hy-
pothe`ses suivantes :
(6.22)
{
div (jd2 ) = 0, dans ]0 , T [×Ω,
div (µ0h0) = 0, dans Ω.
Alors, on ve´rifie que la solution q du proble`me (6.21) satisfait en plus :
div (µ0h) = 0, dans ] 0, T [×Ω.
En effet, si on prend la divergence au sens des distributions de la deuxie`me e´quation
du syste`me (6.21), on obtient :
∂(div (µ0h))
∂t
= div (jd2), dans ] 0, T [×Ω.
Comme div (jd2) = 0 et div (µ0h0) = 0, on en de´duit que :
div (µ0h) = 0, dans ]0 , T [×Ω.
On va maintenant montrer que
n . roth = 0, sur ]0 , T [×∂Ω.
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Soit ϕ ∈ D (R).
En utilisant (6.1) avec u = h, v = gradϕ et le fait que rot (grad ) = 0, on obtient :∫
Ω
roth.gradϕ =
∫
∂Ω
(n× h).gradϕdσ.
Par ailleurs, en utilisant (6.2) avec u = roth, v = ϕ et le fait que div (rot ) = 0, on
obtient : ∫
Ω
rot h.gradϕ =
∫
∂Ω
(n.roth)ϕdσ.
D’ou` :
∀ϕ ∈ D (R),
∫
∂Ω
(n.rot h)ϕdσ =
∫
∂Ω
(n× h).gradϕdσ = 0,
c’est-a`-dire, n . roth = 0 sur ]0 , T [×∂Ω.
Il reste maintenant a` de´montrer la deuxie`me partie du thte´ore`me 6.4.1. Pour
cela, on sait que ̺ ∈ C 1([0 , T ];H−1
R
(Ω)) et qu’elle satisfait (6.15) et
div (ε(x)e0) = ̺(0, .), dans Ω.
La divergence au sens des distributions de la premie`re e´quation de (6.21) conduit a` :
−∂(div (ε(x)e))
∂t
= div J,
avec J = jd1 + σe.
Comme la densite´ de charge ̺ satisfait (6.15), les grandeurs ̺ et div (ε(x)e)) sont
solutions de la meˆme e´quation.
Par hypothe`se, jd1 ∈W 1,1(0, T ;L2R(Ω)). D’apre`s la troisie`me partie de la de´monstration,
e ∈ C 1([0 , T ];L2R(Ω)). Comme la fonction σ est inde´pendante du temps et borne´e,
on obtient finalement
σe ∈ C 1([0 , T ];L2R(Ω)) ⊂W 1,1(0, T ;L2R(Ω)).
On en de´duit
J ∈W 1,1(0, T ;L2R(Ω)) et div J ∈W 1,1(0, T ;H−1R (Ω)).
Comme l’ope´rateur nul est line´aire maximal monotone sur H−1
R
(Ω), pour ̺0 ∈
H−1
R
(Ω) donne´, il existe une unique solution ̺ ∈ C 1([0 , T ];H−1(Ω)) a` l’e´quation{
∂̺
∂t
+ div J = 0, dans ]0 , T [×Ω,
̺(0, .) = ̺0, dans Ω.
D’apre`s l’unicite´ de la solution, div (ε(x)e) = ̺ dans ]0 , T [×Ω.
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6.4.6 Re´sultat de stabilite´
The´ore`me 6.4.4 : le syste`me (6.14) est stable
Soient jd, Jd ∈W 1,1 (0, T ; (LR(Ω))2) tels que div (jd2) = div (Jd2 ) = 0 dans ]0 , T [×Ω.
Soient u0, v0 ∈ (HR(rot ; Ω))2 tels que{
n× u0,2 = n× v0,2 = 0, sur ∂Ω,
div (µ0 u2,0) = div (µ0 v2,0) = 0, dans Ω.
On suppose que les hypothe`ses 6.3.1, 6.3.3 et 6.3.4 sont satisfaites.
Soient u et v les solutions du proble`me 6.14 respectivement associe´es a` jd, u0 et J
d,
v0.
Alors, on a l’ine´galite´ suivante :
∀ 0 6 s 6 t 6 T,
‖u(t)−v(t)‖H(Ω) 6 ‖u(s)− v(s)‖H(Ω) +
∫ t
s
‖jd(y)− Jd(y)‖H(Ω) dy.
(6.23)
En particulier,
(6.24) ‖u− v‖C 0([0 ,T ];H(Ω)) 6 ‖u0 − v0‖H(Ω) + ‖jd − Jd‖L1(0,T ;H(Ω)).
De plus, on a :
∀ t ∈ [0 , T ],
∥∥∥∥d(u− v)dt (t)
∥∥∥∥
H(Ω)
6 ‖jd(0, .)− Jd(0, .)− (Au0 −Av0)‖H(Ω)
+
∫ t
0
∥∥∥∥d(jd − Jd)dt (s)
∥∥∥∥
H(Ω)
ds.
(6.25)
De´monstration. Par line´arite´ du proble`me (6.14), u − v est la solution de
(6.14) associe´e aux donne´es jd − Jd et u0 − v0.
Les ine´galite´s (6.23) et (6.25) sont des conse´quences de l’ine´galite´ (6.4) du the´ore`me
6.2.4 et (6.24) se de´duit de (6.23). 
6.4.7 Retour au proble`me initial
The´ore`me 6.4.5 : existence et unicite´ du proble`me (6.11)
Soient h˘ satisfaisant l’hypothe`se 6.3.2 et
(
e0
h0
)
∈ HR(rot ; Ω) tels que
(6.26)
{
n× h0 = n× h˘(0, .), sur ∂Ω,
div (µ0 h0) = 0, dans Ω.
On suppose que les hypothe`ses 6.3.1, 6.3.3 et 6.3.4 sont satisfaites.
Alors, il existe une unique solution(
e
h
)
∈ C 1([0 , T ]; (LR(Ω))2) ∩ C 0([0 , T ]; (HR(rot ; Ω))2)
6.4. PROBLE`ME E´VOLUTIF : EXISTENCE, UNICITE´ ET STABILITE´ 145
au proble`me (6.11).
De plus, on a les ine´galite´s
∀ 0 6 s 6 t 6 T,
∥∥∥∥∥
(
e(t)− e˘(t)
h(t)− h˘(t)
)∥∥∥∥∥
H(Ω)
6
∥∥∥∥∥
(
e(s)− e˘(s)
h(s)− h˘(s)
)∥∥∥∥∥
H(Ω)
+
∫ t
s
∥∥∥∥de˘dt (y) + ε−1σe˘(y)
∥∥∥∥
LR(Ω)
dy.
(6.27)
et
∀ t ∈ [0 , T ],
∥∥∥∥∥∥∥

d(e− e˘)
dt
(t)
d(h− h˘)
dt
(t)

∥∥∥∥∥∥∥
H(Ω)
6
∥∥∥∥∥∥
 d(εe˘)dt (0) + σe˘(0) + ε−1roth0 − ε−1σe0
−µ−1rot e0
∥∥∥∥∥∥
H(Ω)
+
∫ t
0
∥∥∥∥d2e˘dt2 (s) + ε−1σde˘dt (s)
∥∥∥∥
LR(Ω)
ds,
ou` e˘ est une fonction satisfaisant (6.6).
Si de plus ̺ ∈ C 1([0 , T ];H−1
R
(Ω)) et satisfait les relations (6.12) et
div (ε(x) e0) = ̺(0, .), dans Ω,
alors
div (ε(x) e) = ̺, dans ]0 , T [×Ω.
De´monstration. Soit e˘ une fonction introduite a` l’hypothe`se 6.6. On pose
jd =
(
∂(ε(x)e˘)
∂t
+ σ(x)e˘, 0
)T
et
(6.28)
{
e˜0 = e0 − e˘(0, .),
h˜0 = h0 − h˘(0, .).
D’apre`s (6.26), les donne´es e˜0 et h˜0 satisfont les hypothe`ses du the´ore`me 6.4.1 et
jd ∈ W 1,1 (0, T, (LR(Ω))2) avec div (jd2) = 0, dans ]0 , T [×Ω.
Le the´ore`me 6.4.1 assure l’existence d’une solution(
e˜
h˜
)
∈ C 1 ([0 , T ]; (LR(Ω))2) ∩ C 0([0 , T ]; (HR(rot ; Ω))2)
au proble`me (6.14) pour les donne´es ci-dessus.
Alors le couple (e, h)T =
(
e˜+ e˘, h˜+ h˘
)T
est une solution de (6.11).
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En effet, 
−∂(ε(x)e)
∂t
+ roth = jd1 − σ(x)e˜−
∂(ε(x)e˘)
∂t
= σ(x)e,
−∂(µ0h)
∂t
+ rot e = jd2 = 0,
div (µ0h) = div (µ0h˜) + div (µ0h˘) = 0,
n . roth = n . rot h˜ + n . rot h˘ = 0,
n× h = n× h˜ + n× h˘ = n× h˘,
e(0, .) = e˜(0, .) + e˘(0, .) = e0,
h(0, .) = h˜(0, .) + h˘(0, .) = h0.
Enfin, la re´gularite´ des fonctions e˜ et h˜ est conserve´e par les fonctions e et h.
Re´ciproquement, si (e, h)T est un couple de solution de (6.11), les calculs pre´ce´dents
montrent que (e˜, h˜)T = (e− e˘, h− h˘)T est solution de (6.14). L’unicite´ du the´ore`me
6.4.1 assure l’unicite´ d’une solution au proble`me (6.14).
Les deux ine´galite´s sont des conse´quences imme´diates des ine´galite´s (6.24) et
(6.25) et de l’expression de jd.
On pose ˜̺= ̺− div (ε(x)e˘).
Alors, ˜̺ ∈ C 1([0 , T ];H−1
R
(Ω)) satisfait l’hypothe`se (6.15) du the´ore`me 6.4.1. On
obtient alors :
div (ε(x) e˜) = ˜̺, dans ]0 , T [×Ω,
c’est-a`-dire
div (ε(x) e) = ̺, dans ]0 , T [×Ω.

6.5 Le proble`me en re´gime transitoire
Pre´sentation
Dans cette section, on se donne un champ magne´tique h˘ calcule´ a` partir de la
formule de Biot-Savart et des conditions initiales (etot,0, htot,0)
T . On suppose que le
champ magne´tique h˘ se de´compose sous la forme
h˘ = h˘1 + h˘2 avec
{
h˘1(t, x) = e
−t/τ (A cos(ωt) +B sin(ωt))G(x), A,B ∈ R,
h˘2(t, x) = ℜ(H2(x)e−iωt),
et que les hypothe`ses du the´ore`me 6.4.5 sont satisfaites. On note (etot, htot)
T la so-
lution de (6.11) associe´e a` la donne´e h˘ et aux conditions initiales (etot,0, htot,0)
T .
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Par ailleurs, on suppose que le syste`me
(6.29)

iωεE + rotH = σE, dans Ω,
−iωµH + rotE = 0, dans Ω,
n×H = n×H2, sur ∂Ω,
admet une unique solution (E,H) ∈ (H(rot ; Ω))2 avec divH = 0 dans Ω.
Le but de cette section est de montrer que le couple
(6.30)
(
e
h
)
=
( ℜ(E(x)e−iωt)
ℜ(H(x)e−iωt)
)
est une bonne approximation du couple (etot, htot)
T pour t grand. Pour cela, on va
e´tablir une majoration de la norme ‖(etot − e, htot − h)T‖H(Ω).
Cadre de travail
Dans cette section on suppose que les hypothe`ses 6.3.1, 6.3.3 et 6.3.4 sont satis-
faites et que etot,0 = htot,0 = 0.
On suppose aussi que G ∈ HR(rot ; Ω) et H2 ∈ H(rot ; Ω) avec divH2 = 0 dans Ω
et ℜ(H2) 6= 0 et qu’il existe E2 ∈ H(rot ; Ω) telle que rotE2 = iωµ0H2. On suppose
enfin que
(6.31) h˘(0, .) =
∂h˘
∂t
(0, .) = 0 dans Ω,
et que h˘1 et h˘2 satisfont l’hypothe`se 6.3.2.
Remarque 6.5.1 : retour sur les hypothe`ses de la partie Pre´sentation
Comme h˘ = h˘1 + h˘2, on de´duit de ci-dessus par line´arite´ que h˘ satisfait e´galement
l’hypothe`se 6.3.2. De plus, on ve´rifie aise´ment que (etot,0, htot,0)
T satisfait les hy-
pothe`ses du the´ore`me 6.4.5.
Majoration
On suppose donne´e une condition initiale (e2,0, h2,0)
T ve´rifiant les hypothe`ses du
the´ore`me 6.4.5. On verra par la suite comment choisir cette condition initiale de
fac¸on approprie´e. On note alors (e2, h2)
T la solution de (6.11) associe´e a` la donne´e
h˘2 et la condition initiale (e2,0, h2,0)
T .
On pose (e1,0, h1,0)
T = −(e2,0, h2,0)T et on suppose que (e1,0, h1,0)T satisfait les
hypothe`ses du the´ore`me 6.4.5. On note (e1, h1)
T la solution de (6.11) associe´e a` la
donne´e h˘1 et la condition initiale (e1,0, h1,0)
T .
Par hypothe`se (etot,0, htot,0)
T = (e1,0, h1,0)
T + (e2,0, h2,0)
T . On de´duit alors de la
line´arite´ et de l’unicite´ de (6.11) que (etot, htot)
T = (e1, h1)
T +(e2, h2)
T et donc que :∥∥∥∥( etot − ehtot − h
)∥∥∥∥
H(Ω)
=
∥∥∥∥( e1 + (e2 − e)h1 + (h2 − h)
)∥∥∥∥
H(Ω)
6
∥∥∥∥( e1h1
)∥∥∥∥
H(Ω)
+
∥∥∥∥( e2 − eh2 − h
)∥∥∥∥
H(Ω)
.
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On va tout d’abord montrer que la condition initiale (e2,0, h2,0)
T peut eˆtre choisie
de fac¸on a` annuler la seconde norme du terme de droite dans l’ine´galite´ pre´ce´dente.
Pour cela, on pose (e2,0, h2,0)
T = (ℜ(E(x)),ℜ(H(x)))T ou` (E,H) est la solution
de (6.29). Par hypothe`se, (e2,0, h2,0)
T ∈ HR(rot ; Ω) satisfait{
n× h2,0 = n×ℜ(H) = n×ℜ(H2) = n× h˘2(0, .), sur ∂Ω,
div (µ0 h2,0) = div (µ0ℜ(H)) = ℜ(div (µ0H)) = 0, dans Ω.
Les hypothe`ses du the´ore`me 6.4.5 sont donc ve´rifie´es et il existe une solution unique
(e2, h2)
T de (6.11) associe´e a` h˘2 et (e2,0, h2,0)
T . On ve´rifie aise´ment que le couple
(e, h)T est aussi solution de (6.11) avec les meˆmes conditions initiales. D’apre`s l’uni-
cite´ des solutions de (6.11), (e2, h2)
T = (e, h)T .
On en de´duit l’ine´galite´ suivante :
(6.32)
∥∥∥∥( etot − ehtot − h
)∥∥∥∥
H(Ω)
6
∥∥∥∥( e1h1
)∥∥∥∥
H(Ω)
.
Remarque 6.5.2 : retour sur l’existence de (e1, h1)
T
Comme h˘1 = −h˘2, que (e1,0, h1,0)T = −(e2,0, h2,0)T et que (e2,0, h2,0)T satisfait les
hypothe`ses du the´ore`me 6.4.5, le couple (e1,0, h1,0)
T satisfait aussi les hypothe`ses du
the´ore`me 6.4.5. Il existe donc une unique solution (e1, h1)
T solution de 6.4.5 associe´e
a` la condition h˘1 et a` la condition initiale (e1,0, h1,0)
T .
Il reste a` majorer le terme de droite de (6.32). Pour cela, on va utiliser l’ine´galite´
(6.27) en de´composant (6.32) de la fac¸on suivante :
(6.33)
∥∥∥∥( etot − ehtot − h
)∥∥∥∥
H(Ω)
6
∥∥∥∥∥
(
e1 − e˘1
h1 − h˘1
)∥∥∥∥∥
H(Ω)
+
∥∥∥∥∥
(
e˘1
h˘1
)∥∥∥∥∥
H(Ω)
.
Cette technique n’a pas permis de montrer que ‖(etot−e, htot−h)T‖H(Ω) −→ 0 quand
t −→ +∞, la raison principale e´tant que∫ t
0
e−u/τdu = τ
(
1− e−t/τ) −−−−−→
t−→+∞
τ 6= 0.
Cependant, on a montre´ que ‖(etot − e, htot − h)T‖H(Ω) est borne´ par un constante
inde´pendante du temps et de´termine´e par les conditions initiales (E2, H2)
T et la
solution (E,H)T de (6.29).
Pour commencer, on va exprimer e˘1 en fonction de E2. D’apre`s (6.31),
(6.34) G(x) = − 1
A
ℜ(H2(x)) et
(
−1
τ
A+Bω
)
G(x) = −ωℑ(H2(x)).
On pose
F =
1
Aω
ℑ(E2),
et
e˘1 = e
−t/τ
[(
−A
τ
+Bω
)
cos(ωt) +
(
−B
τ
− Aω
)
sin(ωt)
]
F (x).
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On ve´rifie aise´ment que e˘1 est une fonction de 6.3.2 associe´e a` h˘1.
Comme ℜ(H2) 6= 0, il existe x0 ∈ Ω tel que ℜ(H2(x0)) 6= 0 et on pose
β =
ℑ(H2(x0))
ℜ(H2(x0)) .
La de´finition de β est inde´pendante du choix de x0. En effet, d’apre`s (6.34),
BG(x) = −ℑ(H2(x))− 1
τω
ℜ(H2(x)).
Comme ℜ(H2) 6= 0 et que AG(x) = −ℜ(H2(x)), le coefficient A est non nul et on
obtient :
B
A
AG(x) = −B
A
ℜ(H2(x)) = −ℑ(H2(x))− 1
τω
ℜ(H2(x)).
Autrement dit, (
B
A
− 1
τω
)
ℜ(H2(x)) = ℑ(H2(x)),
et β =
(
B
A
− 1
τω
)
.
On obtient alors :(
−A
τ
+Bω
)
F (x) =
(
−A
τ
+Bω
)
1
Aω
ℑ(E2(x))
=
(
B
A
− 1
τω
)
ℑ(E2(x))
= βℑ(E2(x)).
On a aussi :(
−B
τ
− Aω
)
F (x) = − 1
τω
(
Bω + τω2A
)
F (x)
= − 1
τω
(
Bω − A
τ
)
F (x)−
(
1
τ 2ω
+ ω
)
AF (x)
= −
(
β
τω
+
1
τ 2ω2
+ 1
)
ℑ(E2(x)).
En reportant dans l’expression de e˘1, on obtient :
(6.35) e˘1(t, x) = e
−t/τ
[
β cos(ωt)−
(
β
τω
+
1
τ 2ω2
+ 1
)
sin(ωt)
]
ℑ(E2(x)).
Dans la suite, on suppose que τ et ω sont respectivement les grandeurs τ1 et ω1
calcule´s dans la partie 1. En particulier, ceci implique que
(6.36)
{
τω > 103,
τ ≃ 1,47× 10−5,
ou` la notation a ≃ b signifie que a et b sont du meˆme ordre de grandeur. L’usage de
cette notation permet de ne pas alourdir les calculs dans la suite du de´veloppement.
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On de´duit des valeurs ci-dessus que
(6.37) e˘1(t, x) ≃ e−t/τ [β cos(ωt)− sin(ωt)]ℑ(E2(x)).
On revient maintenant a` l’ine´galite´ (6.33). Pour t > 5τ ,
‖e˘1(t, .)‖H(Ω) ≃ (1 + β)e−t/τ‖ℑ(E2)‖H(Ω) ≃ 0,
et
‖h˘1(t, .)‖H(Ω) 6 e−t/τ
(
‖ℜ(H2)‖H(Ω) + ‖ℑ(H2)‖H(Ω) + 1
τω
‖ℜ(H2)‖H(Ω)
)
≃ 0,
donc
(6.38) ∀ t > 5τ,
∥∥∥∥( etot − ehtot − h
)
(t)
∥∥∥∥
H(Ω)
6
∥∥∥∥∥
(
e1 − e˘1
h1 − h˘1
)
(t)
∥∥∥∥∥
H(Ω)
.
Pour majorer le terme de droite de (6.38), on va utiliser l’ine´galite´ (6.27) :
∀ 0 6 t 6 T,
∥∥∥∥∥
(
e1(t)− e˘1(t)
h1(t)− h˘1(t)
)∥∥∥∥∥
H(Ω)
6
∥∥∥∥∥
(
e1(0)− e˘1(0)
h1(0)− h˘1(0)
)∥∥∥∥∥
H(Ω)
+
∫ t
0
∥∥∥∥de˘1dt (y) + ε−1σe˘1(y)
∥∥∥∥
LR(Ω)
dy.
(6.39)
Comme (e1,0, h1,0)
T = −(e2,0, h2,0)T , on de´duit de (6.37) l’approximation suivante
pour le premier terme de droite de (6.39) :
(6.40)
∥∥∥∥( e1(0)− e˘1(0)h1(0)− h˘1(0)
)∥∥∥∥
H(Ω)
≃
∥∥∥∥( ℜ(E) + β ℑ(E2)ℜ(H −H2)
)∥∥∥∥
H(Ω)
.
En de´rivant (6.37) et en utilisant (6.36), on obtient :
∂(ε(x)e˘1)
∂t
(t, x) ≃ e−t/τ [cos(ωt) + β sin(ωt)] εωℑ(E2(x)),
et
σ(x)e˘1(t, x) ≃ e−t/τ [β cos(ωt)− sin(ωt)]σℑ(E2(x)).
On de´duit des deux expressions pre´ce´dentes, l’approximation :∫ t
0
∥∥∥∥∂(ε(x)e˘1)∂t (s, x) + σ(x)e˘1(s, x)
∥∥∥∥
H(Ω)
ds
≃
∫ t
0
e−s/τ
[
‖(εω + βσ)ℑ(E2)‖H(Ω) + ‖(βεω − σ)ℑ(E2)‖H(Ω)
]
ds.
Comme ∫ t
0
e−s/τ ds = τ(1− e−t/τ ) ≃ τ de`s que t > 5τ,
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on a, pour t > 5τ ,∫ t
0
∥∥∥∥∂(ε(x)e˘1)∂t (s, x) + σ(x)e˘1(s, x)
∥∥∥∥
H(Ω)
ds
≃ τ
[
‖(εω + βσ)ℑ(E2)‖H(Ω) + ‖(βεω − σ)ℑ(E2)‖H(Ω)
]
ds.
(6.41)
Afin de comparer les normes ‖εωℑ(E2)‖H(Ω) et ‖βσℑ(E2)‖H(Ω), on suppose que
ℑ(H2) est re´partie de fac¸on homoge`ne dans Ω. On suppose aussi que Ω est constitue´
d’air, de tissus humains (Ωh), d’un cathe´ter me´tallique (Ωm) et que
σ(x) =

0, dans l’air,
σh(x) 6 1, dans Ωh,
σm = 10
7, dans Ωm.
On suppose que la mesure du cathe´ter est 100 fois plus petite que celle de Ω et que
les tissus humains occupent la majeure partie de Ω. Alors, on obtient :
‖βσℑ(E2)‖H(Ω) ≃ ‖βσhℑ(E2)‖H(Ωh) + ‖βσmℑ(E2)‖H(Ωm)
≃ (1 + βσm × 10−2) ‖ℑ(E2)‖H .
En reportant dans (6.41), on a :∫ t
0
∥∥∥∥∂(ε(x)e˘1)∂t (s, x) + σ(x)e˘1(s, x)
∥∥∥∥
H(Ω)
ds
≃ τβ(1 + σm × 10−2) ‖ℑ(E2)‖H(Ω)
≃ ‖ℑ(E2)‖H(Ω) .
(6.42)
Donc, pour t > 5τ ,∥∥∥∥( etot − ehtot − h
)
(t)
∥∥∥∥
H(Ω)
6
∥∥∥∥∥
(
e1 − e˘1
h1 − h˘1
)
(t)
∥∥∥∥∥
H(Ω)
6
∥∥∥∥( ℜ(E) + β ℑ(E2)ℜ(H −H2)
)∥∥∥∥
H(Ω)
+ ‖ℑ(E2)‖H(Ω) .
(6.43)
Discussion
L’ine´galite´ (6.43) montre que l’erreur
∥∥(etot − e, htot − h)T∥∥H(Ω) reste borne´e par
une constante de´pendant uniquement de la condition aux limites H2 et de la solution
(E,H)T de (6.29). Il est donc raisonnable d’approcher le couple (etot, htot)
T par le
couple (e, h)T .
En e´liminant l’inconnue E de (6.29), on obtient
(6.44)
 rot
(
1
iεω − σ rotH
)
+ iωµH = 0, dans Ω,
n×H = n×H2, sur ∂Ω.
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Si H est une solution de (6.44), on pose
E =
1
σ − iεω rotH.
Alors, le couple (E,H)T est une solution de (6.29). D’apre`s l’unicite´ de (6.29), on
en de´duit que le syste`me (6.44) permet de construire une bonne approximation de
la solution de (6.11).
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Chapitre 7
E´tude du proble`me harmonique
Le chapitre 7 est consacre´ a` l’e´tude du proble`me (6.44) e´tabli dans le chapitre
pre´ce´dent. Les diffe´rentes hypothe`ses concernant le domaine d’e´tude ainsi que les
fonctions ε et σ sont pre´sente´es dans la section 6.3 du chapitre 6. Dans tout ce
chapitre, h˘ de´signe une fonction dans H(rot , div ; Ω) a` divergence et rotationnel
nuls. Pour e´tudier le proble`me (6.44), on introduit un nouveau proble`me e´quivalent,
le proble`me re´gularise´ (7.7). Pour ce dernier, on de´montre un re´sultat d’existence et
d’unicite´.
7.1 Formulation variationnelle
L’objet du pre´sent chapitre est l’e´tude du proble`me :
Trouver le champ h satisfaisant au syste`me
(7.1)
 rot
[
1
iεω − σ roth
]
+ iωµ0h = 0, dans Ω,
h× n = h˘× n, sur ∂Ω.
Ici, les fonctions vectorielles h et h˘ sont a` valeurs complexes ; le syste`me (7.1) est
issu de (6.44). A` (7.1) on associe les deux proble`mes suivants.
Proble`me I :
Trouver h ∈ H(rot ; Ω) tel que
(7.2)

∀h′ ∈ H0(rot ; Ω),
∫
Ω
1
iεω − σ roth.rot h
′dx+ iω
∫
Ω
µ0h.h
′dx = 0,
h× n = h˘× n, sur ∂Ω.
Proble`me II :
Trouver h ∈ H0(rot ; Ω) tel que
(7.3)
∀h′ ∈ H0(rot ; Ω),
∫
Ω
1
iεω − σ rot h.roth
′dx+ iω
∫
Ω
µ0h.h
′dx =
−iω
∫
Ω
µ0h˘.h
′dx.
Le proble`me (7.2) n’est autre que la formulation variationnelle de (7.1).
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Remarque 7.1.1 : a` propos de la condition aux limites pour h
Pour e´crire la formulation variationnelle (7.2) il faut pouvoir annuler l’inte´grale∫
∂Ω
(n× roth) .h′ dσ.
Il est donc ne´cessaire que l’une des deux conditions suivantes soit satisfaite :
n× roth = 0, sur ∂Ω ou n× h′ = 0, sur ∂Ω.
On a privile´gie´ la seconde condition aux limites dans le cadre de notre e´tude. Ce-
pendant, tous les re´sultats e´nonce´s dans cette partie restent valables en utilisant la
premie`re condition aux limites (a` ce sujet voir [54]).
La proposition suivante assure que les deux formulations variationnelles (7.2) et
(7.3) sont e´quivalentes.
Proposition 7.1.2 : e´quivalence des proble`mes I et II
Les proble`mes (7.2) et (7.3) sont e´quivalents.
Pre´cise´ment, h est une solution de (7.2) si et seulement si h˜ = h−h˘ est une solution
de (7.3).
De´monstration. Soit h une solution du proble`me (7.2). On pose h˜ = h− h˘.
Comme h et h˘ sont dans H(rot ; Ω), h˜ l’est aussi. De plus,
h˜× n = h× n− h˘× n = 0 sur ∂Ω.
D’ou` h˜ ∈ H0(rot ; Ω).
D’autre part, soit h′ une fonction test de H0(rot ; Ω).
Alors, en remplac¸ant h˜ par son expression, on obtient :∫
Ω
1
iεω − σ rot h˜.rot h
′ dx+ iω
∫
Ω
µ0h˜.h
′ dx
=
∫
Ω
1
iεω − σ (roth− rot h˘).rot h
′dx+ iω
∫
Ω
µ0(h− h˘).h′ dx
=
∫
Ω
1
iεω − σ roth.rot h
′ dx+ iω
∫
Ω
µ0h.h
′ dx− iω
∫
Ω
µ0h˘.h
′ dx.
Comme h est solution de (7.2), on en de´duit que :∫
Ω
1
iεω − σ rot h˜.roth
′dx+ iω
∫
Ω
µ0h˜.h
′dx = −iω
∫
Ω
µ0h˘.h
′dx.
La fonction h˜ est donc solution du proble`me (7.3).
La de´monstration de l’autre implication se fait de la meˆme manie`re en conside´rant
la fonction h = h˜+ h˘ ou` h˜ est une solution du proble`me (7.3) et rot h˘ = 0. 
Corollaire 7.1.3 :
Le proble`me (7.2) admet une solution unique si et seulement si le proble`me (7.3)
admet une solution unique.
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De´monstration. La de´monstration est une conse´quence imme´diate de la pro-
position 7.1.2. 
On conclut cette section par un re´sultat de re´gularite´ concernant les solutions de
(7.2) et (7.3).
Proposition 7.1.4 : re´gularite´ des solutions de (7.2) et (7.3)
Soit h une solution de (7.3).
Alors
1
iεω − σ roth ∈ H(rot ; Ω) ∩H(div , iεω − σ ; Ω) et h ∈ H(div ; Ω).
De plus, la fonction h est a` divergence nulle dans Ω.
On a un re´sultat similaire pour les solutions de (7.2).
De´monstration. Soit h une solution de (7.3).
On pose e =
1
iεω − σ roth.
Comme h ∈ H(rot ; Ω) et que la fonction 1
iεω − σ est borne´e, e appartient a` L
2(Ω).
Soit ϕ ∈ (D (Ω))3.
En utilisant ϕ comme fonction test dans (7.3), on obtient :∫
Ω
e.rotϕdx+ iω
∫
Ω
µ0 h.ϕ dx = −iω
∫
Ω
µ0 h˘.ϕ dx.
Sachant que ϕ est a` support compact dans Ω, n× ϕ = 0 sur ∂Ω et on a :∫
Ω
e.rotϕdx+
∫
∂Ω
e.(n× ϕ) dσ = −iω
∫
Ω
µ0(h+ h˘).ϕ dx.
D’ou` rot e existe et vaut −iωµ0 (h+ h˘) ∈ L2(Ω).
Comme roth est a` divergence nulle dans Ω, le terme
1
iεω − σ roth est bien dans
H(div , iεω − σ; Ω).
Comme rot e et h˘ sont a` divergence nulle dans Ω et que
h˘ + h =
i
µ0ω
rot e,
la fonction h appartient a` H(div ; Ω) et div h est nulle dans Ω.
La de´monstration dans le cas du proble`me (7.2) est une conse´quence du corollaire
7.1.3 et du proble`me (7.3). 
7.2 Re´gularisation
Afin d’e´tudier le proble`me (7.3), on va utiliser la the´orie de Fredholm. Comme
l’inclusion H(rot ; Ω) →֒ L2(Ω) n’est pas compacte, on va montrer que (7.3) est
e´quivalent a` un proble`me formule´ avec un nouvel espace inclus compactement dans
l’espace L2(Ω).
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Au lieu de l’e´quation
(7.4) rot
[
1
iεω − σ roth
]
+ iωµ0h = 0 dans Ω,
on conside`re maintenant l’e´quation re´gularise´e
(7.5) rot
[
1
iεω − σ rot h
]
− µ0 grad [s div (µ0h)] + iωµ0h = 0 dans Ω,
ou` s est une fonction suppose´e connue (si s ≡ 0, on retrouve l’e´quation (7.4)).
On suppose que s ve´rifie l’hypothe`se suivante.
Hypothe`se 7.2.1 : re´gularite´ de s
La fonction s : Ω −→ C est soit la fonction nulle, soit une fonction constante par
morceaux de partie imaginaire strictement ne´gative.
On conside`re les espaces de Fre´chet suivants
(7.6)
H s(Ω) =

{h ∈ H(rot , div ; Ω) ; div h = 0 dans Ω,
h× n = h˘× n sur ∂Ω}, si s ≡ 0,
{h ∈ H(rot , div ; Ω) ; h× n = h˘× n sur ∂Ω}, si s 6≡ 0,
H s,0(Ω) =
{ {h ∈ H0(rot , div ; Ω) ; div h = 0 dans Ω}, si s ≡ 0,
{h ∈ H0(rot , div ; Ω)}, si s 6≡ 0.
Proble`me I re´gularise´ :
Trouver h ∈ H s(Ω) tel que
(7.7)
∀h′ ∈ H s,0(Ω),
∫
Ω
1
iεω − σ roth.roth
′ dx+
∫
Ω
s div (µ0h) div (µ0h′) dx
+iω
∫
Ω
µ0h.h
′ dx = 0.
Proble`me II re´gularise´ :
Trouver h ∈ H s,0(Ω) tel que
(7.8)
∀h′ ∈ H s,0(Ω),
∫
Ω
1
iεω − σ roth.roth
′ dx+
∫
Ω
s div (µ0h) div (µ0h′) dx
+iω
∫
Ω
µ0h.h
′ dx = −iω
∫
Ω
µ0h˘.h
′ dx.
Remarque 7.2.2 : a` propos des proble`mes re´gularise´s
Les proble`mes re´gularise´s (7.7) et (7.8) ne peuvent pas eˆtre interpre´te´s au sens
des distributions si µ est une fonction non re´gulie`re (par exemple, constante par
morceaux). En effet, dans ce cas la`, (D (Ω))3 n’est pas contenu dans H(rot , div , µ; Ω).
Pour voir comment adapter les formulations des proble`mes re´gularise´s dans le cas
ou` µ est une fonction non re´gulie`re, on pourra consulter [54].
Corollaire 7.2.3 : e´quivalence des proble`mes (7.7) et (7.8)
Les proble`mes (7.7) et (7.8) sont e´quivalents.
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De´monstration. La de´monstration est similaire a` celle de la proposition 7.1.2 et
du corollaire 7.1.3. 
Avant de de´montrer l’e´quivalence entre le proble`me II et son re´gularise´ dans le
cas d’une fonction s quelconque, on va e´tudier le cas s ≡ 0. Dans ce cas la`, les
proble`mes 7.3 et 7.8 ne diffe`rent que par le choix des espaces fonctionnels. Pour
montrer l’e´quivalence des proble`mes, on a besoin du lemme de de´composition des
fonctions de L2(Ω) e´nonce´ dans [54] (voir le lemme B.6 page 1628).
Lemme 7.2.4 : lemme de de´composition
Soient O un ouvert de R3, de frontie`re lipschitzienne se composant de deux parties
disjointes F0 et F1, l’une d’entre elles e´tant e´ventuellement vide et ξ ∈ L∞(O)
ve´rifiant ℜ(ξ) > α0 > 0.
Alors, toute fonction V ∈ L2(O) se de´compose selon
V = gradϕ+ V ′
avec {
ϕ ∈ H1(O) et ϕ = 0 sur F0,
V ′ ∈ L2(O), div (ξV ′) = 0 dans O et ξV ′.n = 0 sur F1.
On aura alors de plus
rotV ′ = rotV, dans O et gradϕ× n = 0, sur F0.
Proposition 7.2.5 : e´quivalence des proble`mes (7.3) et (7.8)
Les deux assertions suivantes sont e´quivalentes :
(i) h ∈ H0(rot ; Ω) est une solution du proble`me (7.3),
(ii) h ∈ H 0,0(Ω) est une solution du proble`me (7.8).
De´monstration. On suppose que (i) est ve´rifie´.
D’apre`s la proposition 7.1.4, h ve´rifie div h = 0 dans Ω, c’est-a`-dire h ∈ H 0,0(Ω).
Comme H 0,0(Ω) ⊂ H0(rot ; Ω) et que div h ≡ 0, h satisfait (7.8).
On suppose maintenant que (ii) est ve´rifie´.
Alors h est bien dans H0(rot ; Ω).
Soit h′ ∈ H0(rot ; Ω) une fonction test. D’apre`s le lemme 7.2.4 (F0 = ∂Ω, F1 = ∅ et
ξ = µ0), il existe ϕ ∈ H10(Ω) et h′′ ∈ L2(Ω) ve´rifiant div (µ0h′′) = 0 dans Ω telles
que :
h′ = gradϕ+ h′′.
De plus, roth′ = roth′′ et (gradϕ)× n = 0 sur ∂Ω.
Comme rot h′′ = roth′ ∈ L2(Ω), h′′ ∈ H(rot ; Ω). De plus,
h′′ × n = h′ × n− (gradϕ)× n = 0 sur ∂Ω,
donc h′′ ∈ H0(rot ; Ω). Comme div (µ0h′′) = 0, on obtient finalement h′′ ∈ H 0,0(Ω).
La relation (7.8) est suppose´e satisfaite pour h′′ et s ≡ 0 donc on a :∫
Ω
1
iεω − σ roth.rot h
′′dx+ iω
∫
Ω
µ0h.h
′′dx = −iω
∫
Ω
µ0h˘.h
′′dx.
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En remplac¸ant h′′ par son expression on obtient :∫
Ω
1
iεω − σ roth.roth
′dx+ iω
∫
Ω
µ0h.(h
′ − gradϕ)dx = −iω
∫
Ω
µ0h˘.(h
′ − gradϕ)dx.
Par inte´gration par parties, on ve´rifie que :∫
Ω
µ0 h.gradϕdx = −
∫
Ω
div (µ0h)ϕdx+
∫
∂Ω
(n . µ0h)ϕdγ.
Comme div h = 0 dans Ω et que ϕ s’annule sur ∂Ω, le membre de droite de l’e´quation
pre´ce´dente est nul et ∫
Ω
µ0 h.gradϕdx = 0.
Pour les meˆmes raisons, on a ∫
Ω
µ0h˘.gradϕdx = 0.
D’ou` : ∫
Ω
1
iεω − σ roth.rot h
′dx+ iω
∫
Ω
µ0h.h
′dx = −iω
∫
Ω
µ0h˘.h
′dx
et (i) est ve´rifie´. 
Proposition 7.2.6 :
Si s ≡ 0, les deux assertions suivantes sont e´quivalentes :
(i) h ∈ H(rot ; Ω) est une solution du proble`me (7.2),
(ii) h ∈ H 0(Ω) est une solution du proble`me (7.7).
De´monstration. La de´monstration de l’e´quivalence des assertions (i) et (ii)
est similaire a` celle de la proposition 7.2.5. 
7.3 Existence d’une solution
Soit a la forme sesquiline´aire associe´e au proble`me (7.3) :
∀ (h, h′) ∈ (H0(rot ; Ω))2 , a(h, h′) =
∫
Ω
1
iεω − σ roth.roth
′dx+ iω
∫
Ω
µ0h.h
′dx.
Afin de conserver l’inte´grale avec le terme constant lors du passage a` la partie re´elle,
on conside`re ℜ(ia) et non ℜ(a) :
∀h ∈ H0(rot ; Ω), ℜ (ia(h, h)) =
∫
Ω
εω
σ2 + ω2ε2
|roth|2dx− ωµ0‖h‖2L2(Ω).
Les signes devant les inte´grales contenant le rotationnel et le terme constant sont
oppose´s donc le signe de ℜ (ia(h, h)) est inde´termine´ et on ne peut donc pas utiliser
le the´ore`me de Lax-Milgram pour montrer l’existence et l’unicite´ d’une solution au
proble`me (7.3).
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Pour montrer que le proble`me (7.8) est bien pose´ on va e´tudier se´pare´ment l’exis-
tence et l’unicite´. Afin de de´montrer l’existence de solution, on va montrer dans cette
section que le proble`me (7.8) peut s’e´crire sous la forme d’une e´quation de Fredholm.
La question de l’unicite´ sera aborde´e dans la section suivante.
Pour une fonction s donne´e, on appelle valeurs singulie`res de ω les valeurs non
nulles de ω pour lesquelles le proble`me homoge`ne associe´ a` (7.8) :
Trouver h ∈ H s,0(Ω) tel que :
∀h′ ∈ H s,0(Ω),
∫
Ω
1
iεω − σ roth.rot h
′ dx+
∫
Ω
s div (µ0h) div (µ0h′) dx
+iω
∫
Ω
µ0h.h
′dx = 0.
(7.9)
admet une solution non nulle. Avant d’en faire une e´tude plus approfondie, on va
de´montrer le the´ore`me d’existence suivant.
The´ore`me 7.3.1 : existence d’une solution au proble`me (7.8)
Pour toute valeur non singulie`re de ω, le proble`me (7.8) admet une solution unique.
De plus,
∣∣∣∣ H 0,0(Ω) −→ H s,0(Ω)h˘ 7−→ h est continue.
De´monstration.
• Re´e´criture de (7.8).
Pour de´montrer le the´ore`me, on va re´e´crire le proble`me (7.8) sous la forme
(J− ω2 K)h = L
ou` J est un automorphisme de H s,0(Ω), K un ope´rateur compact de H s,0(Ω) et L
un vecteur de H s,0(Ω).
Pour h ∈ H s,0(Ω), on de´finit l’application lJ,h par :
lJ,h :
∣∣∣∣∣∣∣∣∣
H s,0(Ω) −→ C
h′ 7−→
∫
Ω
iω
iεω − σ roth.rot h
′dx+ iω
∫
Ω
s div (µ0h) div (µ0h′) dx
+ω2µ0
∫
Ω
h.h′ dx.
L’application lJ,h est une forme anti-line´aire et continue donc, d’apre`s le the´ore`me
de repre´sentation de Riesz, il existe un unique vecteur Jh ∈ H s,0(Ω) tel que :
∀h′ ∈ H s,0(Ω), 〈Jh, h′〉H s,0 = lJ,h(h′)(7.10)
ou` 〈., .〉H s,0 repre´sente le produit scalaire dans H s,0 :
〈u, v〉H s,0 =
∫
Ω
u.v dx+
∫
Ω
rotu.rot v dx+
∫
Ω
div (µ0u) div (µ0v) dx.
On de´finit alors l’ope´rateur J de la fac¸on suivante :
J :
∣∣∣∣ H s,0(Ω) −→ H s,0(Ω)h 7−→ Jh, l’unique solution du proble`me (7.10).
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Comme l’e´quation (7.10) est line´aire, l’ope´rateur J l’est aussi.
De meˆme, on de´finit l’ope´rateur K par :
K :
∣∣∣∣∣∣∣∣
H s,0(Ω) −→ H s,0(Ω)
h 7−→ Kh, l’unique solution du proble`me :
∀h′ ∈ H s,0(Ω), 〈Kh, h′〉H s,0 = 2µ0
∫
Ω
h.h′dx.
Comme J, l’ope´rateur K est line´aire.
Le vecteur L est de´fini comme e´tant l’unique solution du proble`me :
∀h′ ∈ H s,0(Ω), 〈L, h′〉H s,0 = ω2µ0
∫
Ω
h˘.h′dx.
Le proble`me (7.8) s’e´crit alors :
Trouver h ∈ H s,0(Ω) solution de (J− ω2 K)h = L.
• J est un automorphisme.
La forme sesquiline´aire associe´e a` J est :
aJ(h, h
′) = 〈Jh, h′〉H s,0 .
On a :
∀(h, h′) ∈ (H s,0(Ω))2 ,
|aJ(h, h′)| 6
∣∣∣∣∫
Ω
iω
iεω − σ rot h.roth
′dx
∣∣∣∣+ ∣∣∣∣ω2µ0∫
Ω
h.h′dx
∣∣∣∣
+
∣∣∣∣ω∫
Ω
s div (µ0h) div (µ0h′) dx
∣∣∣∣
6 C1 ‖roth‖L2(Ω) ‖roth′‖L2(Ω) + C2 ‖h‖L2(Ω) ‖h′‖L2(Ω)
+C3 ‖div h‖L2(Ω) ‖div h′‖L2(Ω)
6 C4 ‖h‖H s,0(Ω) ‖h′‖H s,0(Ω).
Donc aJ est continue.
De plus, on a :
∀h ∈ H s,0(Ω), ℜ(aJ(h, h)) =
∫
Ω
εω2
σ2 + ε2ω2
rot h.roth dx+ ω2µ0
∫
Ω
h.h dx
−ω
∫
Ω
ℑ(s) div (µ0h) div (µ0h) dx
> α−1 ‖roth‖2
L2(Ω) + ω
2α ‖h‖2
L2(Ω)
−ω
∫
Ω
ℑ(s) div (µ0h) div (µ0h) dx,
ou` α est la constante introduite dans l’hypothe`se 6.3.3.
Si s ≡ 0, h est a` divergence nulle donc :
∀C > 0,
∫
Ω
ℑ(s) div (µ0h) div (µ0h) dx > C ‖div h‖2L2(Ω).
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Sinon, d’apre`s l’hypothe`se 7.2.1, il existe C > 0 tel que :
∀x ∈ Ω, ℑ(s(x)) 6 −C.
D’ou` : ∫
Ω
ℑ(s) div (µ0h) div (µ0h) dx > Cµ20 ‖div h‖2L2(Ω).
En conclusion, pour tout s satisfaisant l’hypothe`se 7.2.1, on a :
∀h ∈ H s,0(Ω), ℜ(aJ(h, h)) > C ‖h‖2H s,0(Ω) avec C > 0.
Donc aJ est une forme sesquiline´aire coercive.
D’apre`s le the´ore`me de Lax-Milgram, on en de´duit que, pour h′ ∈ H s,0(Ω) donne´,
l’e´quation
Trouver h ∈ H s,0(Ω) tel que Jh = h′
admet une unique solution, c’est-a`-dire J est un automorphisme.
• K est compact.
On a :
∀(h, h′) ∈ (H s,0(Ω))2, | 〈Kh, h′〉H s,0 | 6 2µ0
∣∣∣∣∫
Ω
h.h′dx
∣∣∣∣
6 2µ0 ‖h‖L2(Ω) ‖h′‖L2(Ω).
Donc l’ope´rateur K˜ de´fini par :
K˜ :
∣∣∣∣∣∣∣∣
L2(Ω) −→ H s,0(Ω)
h 7−→ K˜h, l’unique solution du proble`me :
∀h′ ∈ H s,0(Ω),
〈
K˜h, h′
〉
H s,0
= 2µ0
∫
Ω
h.h′ dx.
est continu.
Comme l’injection i : H s,0(Ω) →֒ L2(Ω) est compacte (voir le corollaire B.5 p.1626
de [54] avec ξ ≡ 1), on en de´duit que K est un ope´rateur compact.
• Existence d’une solution
Re´soudre (7.8) revient a` re´soudre le proble`me :
Trouver h ∈ H s,0(Ω) solution de (J− ω2 K)h = L,
c’est-a`-dire le proble`me :
Trouver h ∈ H s,0(Ω) solution de (ω−2 id− J−1K)h = ω−2 J−1L.
Comme K est un ope´rateur compact et que J−1 est continu, l’ope´rateur J−1K est
compact. L’e´quation (ω−2 id− J−1K)h = 0 admet une solution non nulle si et seule-
ment si ω−2 est une valeur propre de J−1K, c’est-a`-dire si et seulement si ω est une
valeur singulie`re. D’apre`s l’alternative de Fredholm, on en de´duit qu’il existe une
unique solution a` (7.8) et que la solution de´pend continument du second membre :
‖h‖H s,0(Ω) 6 C ‖J−1L‖H s,0(Ω)
6 C ‖h˘‖H s,0.

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7.4 Unicite´
Dans cette section on va e´tablir un re´sultat d’unicite´ concernant (7.8), c’est-a`-
dire montrer l’abscence de valeurs singulie`res de ω. Tout d’abord, on va de´montrer
qu’elles sont au plus en quantite´ de´nombrable. Ensuite, on e´noncera deux re´sultats
ne´cessaires pour montrer l’unicite´ : le premier concerne la re´gularite´ des solutions
de (7.8) tandis que le second assure l’unicite´ du prolongement pour le syste`me de
Maxwell. Enfin, on terminera cette section par un the´ore`me d’unicite´ pour (7.8).
On a montre´ dans le chapitre 6 que la solution h du proble`me (7.2) permet
de construire un couple (e, h)T solution du proble`me (6.29). Ce dernier admet une
unique solution donc on pourrait penser qu’il est inutile de montrer l’existence du
proble`me (7.8), qui est “e´quivalent” au proble`me (7.2). Cependant, la condition
initiale associe´e au couple (e, h)T de´pend de h donc, deux solutions h1 et h2 de (7.8)
conduisent a` deux conditions initiales et donc a` deux proble`mes (7.2) diffe´rents.
L’unicite´ de (7.8) n’est donc pas une simple conse´quence de celle de (7.2).
7.4.1 Re´sultats pre´liminaires
La proposition suivante relie les valeurs singulie`res aux valeurs propres de l’ope´rateur
J−1K introduit lors de la de´monstration du the´ore`me (7.3.1).
Proposition 7.4.1 : nombre de´nombrable de valeurs singulie`res
Les valeurs singulie`res de ω sont les racines carre´es des inverses des valeurs propres
re´elles de l’ope´rateur J−1K.
De´monstration.
• Soit ω une valeur singulie`re.
Soit h 6≡ 0 une solution du proble`me (7.9).
D’apre`s la de´monstration du the´ore`me 7.3.1, h satisfait l’e´quation suivante :
(ω−2 id− J−1K)h = 0.
D’ou` h est un vecteur propre de J−1K associe´ a` la valeur propre re´elle ω−2.
• Re´ciproquement, soit λ une valeur propre re´elle de J−1K.
Soit h 6≡ 0 un vecteur propre associe´.
Si λ = 0, alors Kh = 0. Par de´finition de l’ope´rateur K, on en de´duit alors que h ≡ 0.
Donc λ 6= 0 et il existe ω ∈ C tel que λ = ω−2.
Par de´finition de λ, le champ h est une solution non identiquement nulle de (7.9) :
ω est donc une valeur singulie`re. 
Comme l’ope´rateur J−1K est compact, il admet au plus un nombre de´nombrable
de valeurs propres. Il existe donc au plus un nombre de´nombrable de valeurs sin-
gulie`res de ω.
La proposition suivante assure que les solutions de (7.8) sont re´gulie`res lorsque
les coefficients ε, σ et s sont constants.
Proposition 7.4.2 :
Si h ∈ H s,0(Ω) satisfait (7.8), alors h est inde´finiment diffe´rentiable dans les re´gions
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ou` les coefficients ε, σ et s sont constants. De plus, dans ces re´gions, h est solution
au sens fort de
(7.11) rot
[
1
iεω − σ roth
]
− µ0 grad [s div (µ0h)] + iωµ0h = −iωµ0h˘ dans Ω.
De´monstration. Il s’agit d’un re´sultat classique de re´gularite´ inte´rieure pour les
e´quations elliptiques (voir [46]). 
Pour conclure cette partie, on va e´noncer un re´sultat de prolongement unique
pour le syste`me de Maxwell du premier ordre base´ sur un re´sultat de [84]. On
comple`te le corollaire 2 de [84] sur l’inde´pendance du rayon de la boule dans laquelle
s’annulent les champs a et b.
The´ore`me 7.4.3 :
On note B la boule unite´ ouverte de R3.
Soient ω > 0 et a et b deux fonctions de H1(B,C) solutions dans B du syste`me de
Maxwell suivant :
(7.12)
{
rot a = iωb,
rot b = −iωa.
On suppose de plus que les champs a et b ve´rifient :
(7.13) ∀n ∈ N∗, r−n(|a|+ |b|) ∈ L2(B).
Alors les fonctions a et b s’annulent dans une boule de rayon R2 centre´e a` l’origine
ou` 0 < R2 < 1 est inde´pendant de a et de b.
La de´monstration de ce the´ore`me utilise le re´sultat suivant (voir la de´monstration
du the´ore`me 2 de [84]).
The´ore`me 7.4.4 :
Soient B0 = B\{0} et α ∈ L∞(B) une fonction re´elle telle que ∂rα ∈ L∞loc(B0) et :
(7.14) ∃ 0 < λ 6 1, ∃ k1 > 0, ∀x ∈ B0, |α(x)− 1|+ |x||∂rα(x)| 6 k1|x|λ.
Alors, pour tout 0 < ε 6 λ/2, il existe une constante c1(k1) > 0 et un rayon
0 < R1(ε, k1) < 1 tels que :
nε2
∫
B
rε−2−n exp(nrε)|a|2dx 6 c1
[∫
B
r−n exp(nrε)
(|rota|2 + r−2ε|div (αa)|2) dx
+
∫
R1<|x|<1
r−n exp(nrε)
(
n2r−2|a|2 +
3∑
j=1
∣∣∣∣ ∂a∂xj
∣∣∣∣2
)
dx
]
pour tout re´el n > 1 et tout champ de vecteur a ∈ H10(B) ve´rifiant :
(7.15) ∀n ∈ N∗,
∫
B
r−n
(|a|2 + |rot a|2 + |div (αa)|2) dx < +∞.
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De´monstration du the´ore`me 7.4.3. On note a1 et a2 les parties re´elles et
imaginaires de a.
En appliquant le the´ore`me 7.4.4 avec α ≡ 1, λ = k1 = 1 et ε = 1/2, on obtient :
∃ c1 = c1(k1) et 0 < R1 = R1(ε, k1) < 1 tels que :
∀ v ∈ H10 (B,R3) ve´rifiant (7.15), on a, ∀n ∈ N∗,
nε2
∫
B
rε−2−nenr
ε|v|2dx 6 c1
[∫
B
r−nenr
ε (|rot v|2 + r−2ε|div v|2) dx
+
∫
R1<|x|<1
r−nenr
ε
(
n2r−2|v|2 +
3∑
j=1
∣∣∣∣ ∂v∂xj
∣∣∣∣2
)
dx
]
Soit β ∈ D (R3,R) telle que : {
β ≡ 1, si |x| 6 1/2,
β ≡ 0, si |x| > 3/4.
Alors χ = 1− β ∈ C∞(R3,R) et ve´rifie :{
χ ≡ 0, si |x| 6 1/2,
χ ≡ 1, si |x| > 3/4.
On note χj(x) = χ(jx) pour j ∈ N∗. On ve´rifie que
χj ∈ C∞(R3,R) et

χj ≡ 0, si |x| 6 1
2j
,
χj ≡ 1, si |x| > 3
4j
.
On en de´duit que fj = βχja1 converge vers βa1, p.p. x ∈ B. On ve´rifie facilement
que fj ∈ H10(B,R) et qu’elle satisfait :
(7.16) ∃C = C(β),
{
|rot fj|2 6 C (|a1|2 + |rota1|2) ,
|div fj |2 6 C (|a1|2 + |div a1|2) .
Comme a et b ve´rifient (7.12) et (7.13), fj satisfait (7.15) et on a, pour tout n ∈ N∗ :
nε2
∫
B
rε−2−nenr
ε |fj|2dx 6 c1
[∫
B
r−nenr
ε (|rot fj|2 + r−2ε|div fj|2) dx
+
∫
R1<|x|<1
r−nenr
ε
(
n2r−2|fj |2 +
3∑
k=1
∣∣∣∣ ∂fj∂xk
∣∣∣∣2
)
dx
]
.
(7.17)
Soit ̺1 > 0 tel que ̺1 6 min(1/2, R1). Alors,
(7.18)
∫
B̺1
rε−2−nenr
ε |fj|2dx 6
∫
B
rε−2−nenr
ε |fj|2dx.
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Comme ̺1 6 1/2, donc fj = χja1 −−−−−→
j−→+∞
a1. D’apre`s le the´ore`me de convergence
domine´e de Lebesgue on obtient alors :∫
B̺1
rε−2−nenr
ε|fj |2dx −−−−−→
j−→+∞
∫
B̺1
rε−2−nenr
ε|a1|2dx.
On va maintenant s’inte´resser aux termes du membre de droite dans (7.17). On va
tout d’abord e´tablir une majoration du second terme a` l’aide des ine´galite´s (7.16).∫
R1<|x|<1
r−nenr
ε
(
n2r−2|fj |2 +
3∑
k=1
|∂kfj |2
)
dx
6 C(β)
∫
R1<|x|<1
r−nenr
ε
(
n2r−2|a1|2 + |a1|2 +
3∑
k=1
|∂ka1|2
)
dx
6 2C(β)
∫
R1<|x|<1
n2enr
ε
r−n−2
(
|a1|2 +
3∑
k=1
|∂ka1|2
)
dx
6 2C(β)e3nR−n−21
∫
R1<|x|<1
(
|a1|2 +
3∑
k=1
|∂ka1|2
)
dx
6 2C(β)e3nR−n−21 ‖a1‖2H1(B)
6 2C(β)e3nR−21 ̺
−n
1 ‖a1‖2H1(B).
(7.19)
Concernant le premier terme du membre de droite de l’ine´galite´ (7.17), on commence
par diviser l’inte´grale en deux :∫
B
r−nenr
ε (|rot fj |2 + r−2ε|div fj |2) dx
=
∫
B̺1
r−nenr
ε (|rot fj|2 + r−2ε|div fj|2) dx+ ∫
̺1<|x|<1
r−nenr
ε (|rot fj|2 + r−2ε|div fj|2) dx.
Comme pre´ce´demment, on montre que la deuxie`me inte´grale satisfait :∫
̺1<|x|<1
r−nenr
ε (|rot fj |2 + r−2ε|div fj |2) dx
6
∫
̺1<|x|<1
r−nenr
ε (|a1|2 + |rot a1|2 + r−2ε|a1|2 + r−2ε|div a1|2) dx
6 C(β)e3n̺−n−2ε1 ‖a1‖2H1(B).
(7.20)
Pour la premie`re inte´grale on utilise 7.16 et le fait que r−2ε > 1 dans B̺1 :∫
B̺1
r−nenr
ε (|rot fj|2 + r−2ε|div fj |2) dx
6 C(β)
∫
B̺1
r−nenr
ε (|a1|2 + |rot a1|2 + r−2ε|a1|2 + r−2ε|div a1|2) dx
6 C(β)
∫
B̺1
r−n−2εenr
ε (
2|a1|2 + |rot a1|2 + |div a1|2
)
dx.
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Les champs a et b ve´rifient (7.12) donc :
|rot a1|2 + |div a1|2 6 (|rot a1|+ |div a1|)2 6 ω2(|a|+ |b|)2.
Comme |a1| 6 |a| 6 |a|+ |b|, si on note u = |a|+ |b|, on obtient finalement :∫
B̺1
r−nenr
ε (|rot fj|2 + r−2ε|div fj|2) dx
6 C(β)(2 + ω2)
∫
B̺1
r−n−2εenr
ε
u2dx.
(7.21)
En injectant (7.18), (7.19), (7.20) et (7.21) dans (7.17), on trouve :
nε2
∫
B̺1
r−n−2+εenr
ε |a1|2dx
6 c1
[
(2 + ω2)
∫
B̺1
r−n−2εenr
ε
u2dx+ C(β,R1)(̺
−n
1 + ̺
−n−2ε
1 )e
3n‖u‖2H1(B)
]
.
Il existe N ∈ N∗ tel que, ∀n > N , nε2 > 4C1(k1)(2 + ω2).
Pour r 6 1, r−n−2ε = r−n−1 6 r−n−1−1/2 = r−n−2+ε donc on obtient finalement :
∀n > N, 4
∫
B̺1
r−n−2+εenr
ε |a1|2dx
6
∫
B̺1
r−n−2+εenr
ε
u2dx+ 2C(β,R1)̺
−n−2+ε
1 e
3n‖u‖2
H1(B).
(7.22)
On montre de meˆme des re´sultats similaires pour a2, ℜ(b) et ℑ(b).
Comme |a1|2 + |a2|2 + |ℜ(b)|2 + |ℑ(b)|2 = |a|2 + |b|2 > 1
2
|u|2, en additionnant ces
quatre ine´galite´s on obtient :
∀n > N, 2
∫
B̺1
r−n−2+εenr
ε
u2dx
6
∫
B̺1
r−n−2+εenr
ε
u2dx+ 2C(β,R1)̺
−n−2+ε
1 e
3n‖u‖2
H1(B).
D’ou` :
∀n > N,
∫
B̺1
r−n−2+εenr
ε
u2dx 6 2C(β,R1)̺
−n−2+ε
1 e
3n‖u‖2
H1(B)
∀n > N,
∫
B̺1
(
r
̺1
)−n−2+ε
enr
ε
e−3nu2dx 6 2C(β,R1)‖u‖2H1(B)
∀n > N,
∫
B̺1
(̺1
r
)2−ε
enr
ε
en[ln(̺1/r)−3]u2dx 6 2C(β,R1)‖u‖2H1(B).
(7.23)
On pose R2 = ̺1e
−4.
Pour r 6 R2, ln(̺1/r) > 4 donc, en utilisant (7.23), on obtient :
(7.24) ∀n > N,
∫
BR2
(̺1
r
)2−ε
enr
ε
en[ln(̺1/r)−3]u2dx 6 2C(β,R1)‖u‖2H1(B)
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avec
(7.25) p.p. 0 < r < R2,
(̺1
r
)2−ε
enr
ε
en[ln(̺1/r)−3] −−−−−→
n−→+∞
+∞.
On de´duit de (7.24) et (7.25) que u, et donc a et b, s’annulent sur BR2 ou` R2 est
inde´pendant de a et b. 
Corollaire 7.4.5 :
On note B la boule unite´ ouverte de R3.
Soient ω > 0 et a et b deux fonctions de H1(B,C) solutions dans B du syste`me de
Maxwell suivant : {
rot a = iωb,
rot b = −iωa.
On suppose de plus que les champs a et b s’annulent dans une boule B̺ ⊂ B ou`
̺ > 0. Alors les fonctions a et b s’annulent dans B.
De´monstration. Comme les champs a et b sont nuls dans B̺, ils ve´rifient la
proprie´te´ (7.13) et on peut appliquer le the´ore`me 7.4.3 : il existe R2 > 0 tel que les
champs a et b s’annulent dans BR2 .
Soient P le centre de B et Q un point du cercle unite´. On note M0 le point du
segment [PQ] tel que |AM0| = R2/2. Comme les champs a et b sont nuls dans BR2 ,
ils sont nuls dans la boule B(M0, R2) de centre M0 et de rayon R2/2. Quitte a` faire
une translation et une dilatation on peut appliquer le the´ore`me 7.4.3 et on en de´duit
qu’il existe R3 = R2(1−R2/2) tels que les champs a et b soient nuls dans B(M0, R3).
En faisant parcourir le cercle unite´ au point B on obtient que a et b sont nuls dans
BR4 ou`
R4 =
1
2
R2 +R3 =
3
2
R2 − 1
2
R22.
En ite´rant ce proce´de´ on va montrer que a et b sont nuls dans tout B.
Pour cela on conside`re la suite (̺n)n∈N de´finie par :{
∀n ∈ N, ̺n+1 = 3
2
̺n − 1
2
̺n,
̺0 = R2.
En utilisant la me´thode explique´e ci-dessus on montre que si a et b sont nuls dans
B̺n , alors ils sont nuls dans B̺n+1 . Il suffit donc de montrer que la suite (̺n)n∈N
converge et que sa limite vaut 1. Pour cela, on e´tudie les fonctions suivantes :
f :
∣∣∣∣∣ R −→ Rx 7−→ 3
2
x− 1
2
x
et g :
∣∣∣∣ R −→ Rx 7−→ f(x)− x.
On ve´rifie aise´ment que f est continue, que f([0 , 1]) = [0 , 1] et que g est positive
sur [0 , 1]. La suite (̺n)n∈N est donc borne´e et croissante. Elle admet alors une limite
l qui est un point fixe de f . Les seuls points fixes de f sont 0 et 1 donc, comme
l > ̺0 > R2 > 0, l = 1 et le corollaire 7.4.5 est de´montre´. 
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Remarque 7.4.6 : extension du corollaire 7.4.5
Quitte a` faire une dilatation et une translation, le corollaire 7.4.5 est vrai pour toute
boule de R3.
En appliquant plusieurs fois ce re´sultat, on montre qu’il est encore vrai en remplac¸ant
B par un ouvert O connexe.
7.4.2 Absence de valeurs singulie`res de ω
Dans toute la suite on suppose que Ω peut eˆtre de´compose´, comme sur la figure
56, en un ensemble d’ouverts disjoints non vides {Ωj | j = 0, ..., J} :
Ω =
J⋃
j=0
Ωj
◦⌢ Ω1
Ω2
ΩJ
Ω0
∂Ω
Fig. 56 – De´composition de Ω
En plus des hypothe`ses 6.3.3, 6.3.4 et 7.2.1, on suppose que, dans chaque sous-
domaine Ωj , les coefficients ε er σ satisfont les deux conditions suivantes :
(i) leurs restrictions a` Ωj sont des constantes,
(ii) il existe un ouvert, note´ Ω0 tel que la restriction a` Ω0 de σ soit strictement
positive.
On peut maintenant de´montrer le re´sultat d’unicite´ suivant.
The´ore`me 7.4.7 : unicite´ de (7.8)
On suppose que les coefficients ε et σ satisfont les hypothe`ses (i) et (ii).
Alors, il est possible de construire une fonction s : Ω −→ R satisfaisant l’hypothe`se
7.2.1 telle que, si h ∈ H s,0(Ω) est une solution de (7.8) avec h˘ = 0, alors h est
l’application nulle.
De´monstration. On de´finit s par sa restriction a` chaque Ωj en fonction de celle
de σ de la manie`re suivante :
- cas 1 : σ est strictement positive sur tout Ω. Alors s est la fonction nulle,
- cas 2 : il existe Ωi tel que σ soit nulle sur Ωi. Alors la restriction a` Ωj de s
est une constante complexe dont la partie re´elle est non nulle et la partie
imaginaire est strictement ne´gative.
La fonction s ainsi construite satisfait bien l’hypothe`se 7.2.1.
Dans un premier temps, on va s’inte´resser uniquement au sous-domaine Ω0. A`
l’aide de la proposition 7.4.2, on va montrer que h s’annule dans Ω0. Ensuite, graˆce
au corollaire 7.4.5, on en de´duira que h s’annule, de proche en proche, dans tout Ω.
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1. E´tude dans Ω0.
Dans Ω0 les coefficients ε, µ0, σ et s sont constants donc, d’apre`s la proposition
7.4.2, le champ h satisfait :
(7.26) rot (roth)− (iεω − σ)µ20s grad (div h) + iωµ0(iεω − σ)h = 0.
On va tout d’abord montrer que div h = 0 dans Ω0.
Si on est dans le cas 1, h est a` divergence nulle dans tout Ω. En particulier, h est a`
divergence nulle dans Ω0.
On suppose maintenant que le cas 1 n’est pas ve´rifie´. En posant ϕ = div h et en
prenant la divergence de (7.26), on obtient :
−µ20(iεω − σ)s∆ϕ = −iωµ0(iεω − σ)ϕ,
c’est-a`-dire
−∆ϕ = − iω
µ0s
ϕ.
Comme les valeurs propres de l’ope´rateur −∆ sont re´elles et que
ℑ
(
− iω
µ0s
)
= − ω
µ0|s|2ℜ(s) 6= 0,
le terme − iω
µ0s
n’est pas une valeur propre de −∆ et ϕ s’annule dans Ω0.
Comme h est a` divergence nulle dans Ω0, on peut remplacer s dans (7.26)
par n’importe quelle valeur. En particulier, pour s−1 = (iεω − σ)µ20, on retrouve
l’e´quation d’Helmholtz :
−∆h− (µ0εω2 + iσωµ0)h = 0.
La restriction a` Ω0 de σ e´tant strictement positive, on de´duit de l’e´quation de Helm-
holtz pre´ce´dente que le champ magne´tique h est nul dans Ω0.
2. Les autres sous-domaines Ωj.
On va maintenant prouver que si h ∈ H s,0(Ω) s’annule dans un sous-domaine Ωj′
adjacent a` Ωj , alors h s’annule aussi dans Ωj . Le re´sultat du the´ore`me en de´coulera
car on sait que h s’annule dans Ω0 et que Ω est connexe.
Si la restriction a` Ωj de σ est strictement positive, on est ramene´ au cas Ω0 pour
lequel on a montre´ que h s’annule.
On suppose donc que σ est nulle dans Ωj .
L’ide´e est de se ramener au corollaire 7.4.5. Pour cela, on conside`re le domaine
Ω˜j = Ωj ∪ B ou` B est une boule aussi petite que l’on veut centre´e en un point de
∂Ωj ∩∂Ωj′ . On prolonge par continuite´ les constantes ε|Ωj et s|Ωj a` Ω˜j et on note ε˜ et
s˜ ces prolongements. Ceux-ci sont alors des constantes et le champ h reste solution
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de (7.11) dans Ω˜j au sens des distributions :
∀h′ ∈
(
D
′(Ω˜j)
)3
,∫
eΩj
1
iε˜ω
roth.roth′ + s˜div (µ0h) div (µ0h′) + iωµ0h.h
′dx
=
∫
Ωj
1
iε|Ωjω
roth.rot h′ + s|Ωjdiv (µ0h) div (µ0h
′) + iωµ0h.h
′dx
+
∫
eΩj\Ωj
1
iε|Ωjω
roth.rot h′ + s|Ωjdiv (µ0h) div (µ0h
′) + iωµ0h.h
′dx.
L’inte´grale sur Ωj est nulle car h est solution de (7.11) avec h˘ ≡ 0 dans Ωj au sens
des distributions. L’inte´grale sur Ω˜j\Ωj est nulle car h s’annule dans Ω˜j\Ωj.
Pour pouvoir appliquer le corollaire 7.4.5, il faut montrer que h est solution
de (7.3). Pour cela, on va montrer que div (µ0h) = 0 dans Ω˜j .
On pose ϕ = s div (µ0h) ∈ L2(Ω˜j). En prenant la divergence de (7.11), on obtient :
−div (µ0 gradϕ) + iωs˜−1ϕ = 0 dans Ω˜j ,
e´quation qui peut se re´e´crire sous la forme suivante :
−∆ϕ = −i ω
µ0s˜
ϕ dans Ω˜j .
Or ℑ
(
−i ω
µ0s˜
)
= − ω
µ0|s˜|2ℜ(s˜) 6= 0 donc −i
ω
µ0s˜
n’est pas une valeur propre de −∆
et ϕ s’annule dans tout Ω˜j .
D’ou` h est solution au sens des distributions de l’e´quation de Maxwell classique :
(7.27) rot
[
1
iε˜ω
rot h
]
+ iωµ0h = 0 dans Ω˜j .
Si on pose e = − 1
iε˜ω
roth, on retrouve le syste`me de Maxwell du premier ordre :
{
rot e = iωµ0h,
roth = −iωε˜e.
D’apre`s la proposition 7.1.4, les champs e et h sont dans H(rot , div ; Ω˜j) donc, d’apre`s
le corollaire 2.10 de [48], ces champs sont aussi dans H1loc(Ω˜j). Afin de pouvoir ap-
pliquer le corollaire 7.4.5, on “normalise” le syste`me pre´ce´dent en posant :
a =
√
ε˜ e
(
x√
ε˜ µ0
)
,
b =
√
µ0 h
(
x√
ε˜ µ0
)
.
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Soit O un ouvert de R3 tel que O ⊂ Ω˜j et O ∩ B 6= ∅.
Si on note O˜ =
{
x ∈ R3 ; x√
ε˜ µ0
∈ O
}
, les champs a et b ve´rifient :
a, b ∈ H1(O˜) et
{
rot a = iωb,
rot b = −iωa.
On peut donc appliquer le corollaire 7.4.5 (voir la remarque 7.4.6) et on en de´duit
que h s’annule dans O. Ceci est valable pour tout ouvert O de R3 tel que O ⊂ Ω˜j
et O ∩B 6= ∅, donc a et b sont nuls dans tout Ω˜j , et en particulier dans Ωj . 
On a donc de´montre´ les re´sultats suivants.
Corollaire 7.4.8 : existence et unicite´ des proble`mes re´gularise´s
Soient ε et σ deux fonctions ve´rifiant l’hypothe`se 6.3.3 ainsi que les conditions (i)
et (ii).
Alors il existe une fonction s : Ω −→ C telle que les proble`mes (7.7) et (7.8)
admettent une solution unique.
De´monstration. D’apre`s le the´ore`me 7.4.7, il est possible de construire une fonc-
tion s telle qu’il n’existe pas de valeurs singulie`res de ω. Alors, d’apre`s le the´ore`me
7.3.1, il existe une solution unique au proble`me (7.8). En utilisant le corollaire 7.2.3,
on en de´duit qu’il existe une solution unique au proble`me(7.7). 
Corollaire 7.4.9 : existence et unicite´ des proble`mes initiaux
Soient ε et σ deux fonctions ve´rifiant l’hypothe`se 6.3.3 ainsi que les conditions (i)
et (ii).
Alors les proble`mes (7.2) et (7.3) admettent une solution unique.
De´monstration. D’apre`s le corollaire 7.4.8, il existe une fonction s telle que les
proble`mes (7.7) et (7.8) admettent une solution unique. Pour de´montrer que cette
solution est aussi solution des proble`mes (7.2) et (7.3), il faut montrer qu’elle est a`
divergence nulle. Pour cela, on proce`de comme dans la de´monstration du the´ore`me
7.4.7.
L’unicite´ des proble`mes (7.2) et (7.3) est une conse´quence de celle des proble`mes
(7.7) et (7.8) et de la proposition 7.1.4. 
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Chapitre 8
E´tude en axisyme´trie
L’objectif de ce chapitre est de transformer le proble`me initial (7.8) pose´ en di-
mension trois en une se´rie de proble`mes bidimensionnels. Pour cela, on va utiliser
l’axisyme´trie du domaine Ω. Comme le second membre du proble`me n’est pas axi-
syme´trique, on va le de´composer en se´rie de Fourier et obtenir un proble`me pour
chaque coefficient de Fourier.
8.1 Pre´liminaires
Le but de cette section est d’e´crire en coordonne´es cylindriques le proble`me (7.8),
a` savoir : trouver h ∈ H0(rot , div ; Ω) tel que
∀h′ ∈ H0(rot , div ; Ω),
∫
Ω
1
iεω − σ roth.rot h
′dx+
∫
Ω
s div (µ0h) div (µ0h′)dx
+ iω
∫
Ω
µ0h.h
′dx = −iω
∫
Ω
µ0h˘.h
′dx.
(8.1)
Pour de´crire un point ge´ne´rique de R3, on utilisera soit ses coordonne´es carte´siennes
(x, y, z), soit ses coordonne´es cylindriques (r, θ, z) ∈ R+×]− π , π]×R ou`
r =
√
x2 + y2 et θ =

− arccos x
r
, si y < 0,
arccos
x
r
, si y > 0.
A` chaque syste`me de coordonne´es on associe un repe`re orthonorme´ : (−→ex ,−→ey ,−→ez ) pour
les coordonne´es carte´siennes et (−→er ,−→eθ ,−→ez ) pour les cylindriques. Ainsi, on associera
a` la fonction u˜ de´finie par
u˜(x, y, z) = ux(x, y, z)
−→ex + uy(x, y, z)−→ey + uz(x, y, z)−→ez
la fonction
u(r, θ, z) = ur(r, θ, z)
−→er + uθ(r, θ, z)−→eθ + uz(r, θ, z)−→ez
ou`
(8.2)

ur = cos θ u˜x(r cos θ, r sin θ, z) + sin θ u˜y(r cos θ, r sin θ, z),
uθ = − sin θ u˜x(r cos θ, r sin θ, z) + cos θ u˜y(r cos θ, r sin θ, z),
uz = u˜z(r cos θ, r sin θ, z).
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On note Ô l’ouvert O e´crit en coordonne´es cylindriques et on introduit les espaces
suivants :
(8.3) L21/2(Ô) =
{
ϕ : Ô → C3 2π-pe´riodique en θ ;
∫
bO
|ϕ(r, θ, z)|2 rdrdθdz < +∞
}
,
muni du produit scalaire
(8.4) ∀ϕ, ψ ∈ L21/2(Ô), (ϕ, ψ)L2
1/2
( bO) =
∫
bO
ϕ.ψ rdrdθdz.
On note ‖.‖
L2
1/2
( bO) la norme associe´e au produit scalaire ( , )L2
1/2
( bO) et
H11/2(Ô) =
{
ϕ ∈ L21/2(Ô) ;
∂ϕr
∂r
,
∂ϕθ
∂r
,
∂ϕz
∂r
,
∂ϕr
∂z
,
∂ϕθ
∂z
,
∂ϕz
∂z
,
1
r
∂ϕr
∂θ
− 1
r
ϕθ,
1
r
∂ϕθ
∂θ
+
1
r
ϕr,
1
r
∂ϕz
∂θ
∈ L21/2(Ô)
}
,
(8.5)
muni de la norme
‖u‖2
H1
1/2
( bO)
=‖u‖2
L2
1/2
( bO)
+
∥∥∥∥∂u∂r
∥∥∥∥2
L2
1/2
( bO)
+
∥∥∥∥∂u∂z
∥∥∥∥2
L2
1/2
( bO)
+
∥∥∥∥1r ∂ur∂θ − 1ruθ
∥∥∥∥2
L2
1/2
( bO)
+
∥∥∥∥1r ∂uθ∂θ + 1rur
∥∥∥∥2
L2
1/2
( bO)
+
∥∥∥∥1r ∂uz∂θ
∥∥∥∥2
L2
1/2
( bO)
.
(8.6)
Les espaces
(
L21/2(Ô), ‖.‖L2
1/2
( bO)
)
et
(
H11/2(Ô), ‖.‖H1
1/2
( bO)
)
sont des espaces de Hil-
bert.
La proposition suivante fait le lien entre les espaces de fonctions en coordonne´es
carte´siennes et ceux en coordonne´es cylindriques.
Proposition 8.1.1 : correspondance coordonne´es carte´siennes / cylindriques
Soient O un ouvert de R3, u˜ : O −→ C3 et u la fonction associe´e a` u˜ par la
relation (8.2).
Alors, u˜ ∈ L2(O) si et seulement si u ∈ L21/2(Ô) et on a :
‖u˜‖L2(O) = ‖u‖L2
1/2
( bO).
De plus, u˜ ∈ H1(O) si et seulement si u ∈ H11/2(Ô) et on a :
‖u˜‖H1(O) = ‖u‖H1
1/2
( bO).
De´monstration. L’e´quivalence entre L2(O) et L21/2(Ô) ne pre´sente pas de diffi-
culte´s.
Pour u˜ : O −→ C3 donne´e, on introduit la fonction uint de´finie par :
uint(r, θ, z) = u˜x(r cos θ, r sin θ, z)
−→ex+u˜y(r cos θ, r sin θ, z)−→ey+u˜z(r cos θ, r sin θ, z)−→ez .
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D’apre`s les identite´s classiques,
∂u˜t
∂x
= cos θ
∂uintt
∂r
− 1
r
sin θ
∂uintt
∂θ
et
∂u˜t
∂y
= sin θ
∂uintt
∂r
+
1
r
cos θ
∂uintt
∂θ
,
ou` t = x, y ou z. On obtient donc :∫
O
∣∣∣∣∂u˜t∂x
∣∣∣∣2 + ∣∣∣∣∂u˜t∂y
∣∣∣∣2 + ∣∣∣∣∂u˜t∂z
∣∣∣∣2 dxdydz = ∫
bO
∣∣∣∣∂uintt∂r
∣∣∣∣2 + ∣∣∣∣1r ∂uintt∂θ
∣∣∣∣2 + ∣∣∣∣∂uintt∂z
∣∣∣∣2 rdrdθdz.
En utilisant la formule de changement de base{
uintx = cos θ ur − sin θ uθ,
uinty = sin θ ur + cos θ uθ,
on aboutit finalement a` :∫
bO
∣∣∣∣∂uintx∂r
∣∣∣∣2 + ∣∣∣∣∂uinty∂r
∣∣∣∣2 rdrdθdz = ∫
bO
∣∣∣∣∂ur∂r
∣∣∣∣2 + ∣∣∣∣∂uθ∂r
∣∣∣∣2 rdrdθdz
et∫
bO
∣∣∣∣1r ∂uintx∂θ
∣∣∣∣2 + ∣∣∣∣1r ∂uinty∂r
∣∣∣∣2 rdrdθdz = ∫
bO
∣∣∣∣1r ∂ur∂θ − 1ruθ
∣∣∣∣2 + ∣∣∣∣1r ∂uθ∂θ + 1rur
∣∣∣∣2 rdrdθdz.
On de´duit des re´sultats pre´ce´dents l’e´galite´ des normes ‖.‖H1(O) et ‖.‖H1
1/2
( bO) et donc
l’e´quivalence entre les espaces H1(O) et H11/2(Ô). 
Lorsque l’ouvert Ô de R3 est axisyme´trique, c’est-a`-dire qu’il est engendre´ par la
rotation d’un domaine O∗ autour de l’axe des z, on introduit les notations suivantes :
L21/2(O∗) =
{
ϕ : O∗ −→ C ; r1/2ϕ(r, z) ∈ L2(O∗)}
ou`
L2(O∗) =
{
ϕ : O∗ −→ C ;
∫
Ω∗
|ϕ(r, z)|2 drdz < +∞
}
.
Dans la suite, on suppose que Ω satisfait l’hypothe`se d’axisyme´trie et de re´gularite´
suivante.
Hypothe`se 8.1.2 : axisyme´trie de Ω̂
L’ouvert Ω̂ est soit convexe, soit de frontie`re de classe C 1,1.
L’ouvert Ω̂ est engendre´ par la rotation d’un domaine Ω∗ autour de l’axe des z.
Alors, le vecteur normal exte´rieur sur la frontie`re ∂Ω̂ ne posse`de pas de composante
suivant θ et la condition
h× n = 0, sur ∂Ω̂
est e´quivalente a` : {
hrnz − hznr = 0, sur ∂Ω̂,
hθ = 0, sur ∂Ω̂.
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D’apre`s la re´gularite´ de l’hypothe`se 8.1.2, l’e´quivalent en axisyme´trique de l’espace
H0(rot , div ; Ω) est donc (voir [3]) :
H
1,0
1/2(Ω̂) = {ϕ ∈ H11/2(Ω̂) ;ϕrnz − ϕznr = ϕθ = 0 sur ∂Ω}.
En coordonne´es cylindriques les ope´rateurs rot et div s’e´crivent :
rotr,θ,zϕ =
(
1
r
∂ϕz
∂θ
− ∂ϕθ
∂z
,
∂ϕr
∂z
− ∂ϕz
∂r
,
1
r
∂(rϕθ)
∂r
− 1
r
∂ϕr
∂θ
)
,
divr,θ,zϕ =
1
r
∂(rϕr)
∂r
+
1
r
∂ϕθ
∂θ
+
∂ϕz
∂z
,
donc le proble`me (8.1) s’e´crit en coordonne´es cylindriques :
Trouver h ∈H1,01/2(Ω̂) tel que :
∀h′ ∈ H1,01/2(Ω̂),∫
bΩ
1
iεω − σ rotr,θ,zh.rotr,θ,zh
′ rdrdθdz +
∫
bΩ
s divr,θ,z(µ0h) divr,θ,z(µ0h′) rdrdθdz
+iω
∫
bΩ
µ0h.h
′ rdrdθdz = −iω
∫
bΩ
µ0h˘.h
′ rdrdθdz.
(8.7)
The´ore`me 8.1.3 :
On suppose que les hypothe`ses du corollaire 7.4.8 sont satisfaites.
Alors, le proble`me (8.7) admet une solution unique h ∈ H1,01/2(Ω̂).
De´monstration. Comme le proble`me (8.1) admet une unique solution (voir le
chapitre pre´ce´dent), il en est de meˆme pour (8.7). 
On ve´rifie facilement que si le second membre h˘ est inde´pendant de θ, la solution
h de (8.7) l’est aussi et on est alors ramene´ a` la re´solution d’un proble`me bidimen-
sionnel.
En effet, soit θ0 ∈ R. On pose ϕ(r, θ, z) = h(r, θ+ θ0, z) ou` h est la solution de (8.7).
Soit h′ ∈ H1,01/2(Ω) une fonction test.∫
bΩ
1
iεω − σ rotr,θ,zϕ.rotr,θ,zh
′ rdrdθdz
=
∫
bΩ
1
iεω − σ rotr,θ,zh(r, θ + θ0, z).rotr,θ,zh
′ rdrdθdz
=
∫
bΩ
1
iεω − σ rotr,θ,zh.rotr,θ,zh
′(r, θ − θ0, z) rdrdθdz
car les fonctions h et h′ sont 2π-pe´riodiques en θ.
La fonction h˜′(r, θ, z) = h′(r, θ−θ0, z) appartient aussi a` H1,01/2(Ω) donc, d’apre`s (8.7),
on obtient :∫
bΩ
1
iεω − σ rotr,θ,zϕ.rotr,θ,zh
′ rdrdθdz +
∫
bΩ
s divr,θ,z(µ0ϕ) divr,θ,z(µ0h′) rdrdθdz
+iω
∫
bΩ
µ0ϕ.h
′ rdrdθdz = −iω
∫
bΩ
µ0h˘.h˜′ rdrdθdz = −iω
∫
bΩ
µ0h˘.h
′ rdrdθdz
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car la fonction h˘ est inde´pendante de θ.
Par unicite´ de la solution de (8.7), ϕ ≡ h et la fonction h est elle aussi inde´pendante
de θ.
8.2 Se´rie de Fourier
Dans la situation que l’on souhaite e´tudier, la source h˘ de´pend de θ donc, a
priori, la solution h aussi et on ne peut pas travailler dans le plan (r, z) uniquement.
Pour se ramener a` l’e´tude d’un proble`me bidimensionnel, on va introduire la se´rie
de Fourier des fonctions de L21/2(Ω̂).
Proposition 8.2.1 : de´composition en se´rie de Fourier
Soit u ∈
(
L21/2(Ω̂)
)d
, d = 1, 2 ou 3.
Pour n ∈ Z, on appelle n-ie`me coefficient de Fourier de u la fonction un de´finie
par :
(8.8) un(r, z) =
1√
2π
∫ π
−π
u(r, θ, z) e−inθdθ.
Alors, les coefficients un appartiennent a`
(
L21/2(Ω
∗)
)d
et ils ve´rifient :
(8.9) lim
N−→+∞
∥∥∥∥∥∥u− 1√2π
∑
|n|6N
une
in.
∥∥∥∥∥∥
2
(L2
1/2
(bΩ))d
= 0
et
(8.10)
∥∥u∥∥2
(L2
1/2
(bΩ))d
=
∑
n∈Z
∥∥un∥∥2(L2
1/2
(Ω∗))d
.
De´monstration. Soient u ∈ (L21/2(Ω̂))d et (un)n∈Z ses coefficients de Fourier.
Dans la de´monstration, t est une lettre ge´ne´rique de´signant r, θ ou z.
D’apre`s l’ine´galite´ de Cauchy-Schwarz,
∀n ∈ Z, |un,t|2 6
∫ π
−π
|ut(r, θ, z)|2 dθ.
D’ou`, d’apre`s le the´ore`me de Fubini :
∀n ∈ Z, ‖un,t‖2L2
1/2
(Ω∗) 6 ‖ut‖2L2
1/2
(Ω) < +∞,
et les coefficients de Fourier de u appartiennent a`
(
L21/2(Ω
∗)
)d
.
On en de´duit que, pour presque tout (r, z) ∈ Ω∗, ut(r, ., z) ∈ L2(−π, π). Comme la
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famille
(
1√
2π
einθ
)
n∈Z
est un syste`me orthonormal de L2(−π, π), on de´duit de la
de´finition des coefficients de Fourier les e´galite´s suivantes pour (r, z) ∈ Ω∗ :
inf
v∈PN
‖ut(r, ., z)− v‖2L2(−π,π) =
∥∥∥∥∥∥ut(r, ., z)− 1√2π
∑
|n|6N
un,te
in.
∥∥∥∥∥∥
2
L2(−π,π)
= ‖ut(r, ., z)‖2L2(−π,π) −
∑
|n|6N
|un,t|2,
(8.11)
ou` PN de´signe l’espace vectoriel engendre´ par la famille
(
1√
2π
einθ
)
|n|6N
:
PN =
 1√2π ∑
|n|6N
ane
inθ ; an ∈ C
 .
Les polynoˆmes trigonome´triques sont denses dans L2(−π, π) donc,
lim
N−→+∞
(
inf
v∈PN
‖ut(r, ., z)− v‖2L2(−π,π)
)
= 0,
et l’e´galite´ (8.11) conduit a`
(8.12) p.p.(r, z) ∈ Ω∗, lim
N−→+∞

∫ π
−π
∣∣∣∣∣∣ut(r, θ, z)− 1√2π
∑
|n|6N
un,t(r, z)e
inθ
∣∣∣∣∣∣
2
dθ
︸ ︷︷ ︸
=IN
 = 0
et
(8.13) p.p.(r, z) ∈ Ω∗,
∫ π
−π
|ut(r, θ, z)|2 dθ =
∑
n∈Z
|un,t(r, z)|2.
D’apre`s la de´finition de P N et (8.11), la suite (IN )N∈N d’inte´grales de´finies par (8.12)
est de´croissante. D’ou` :
p.p.(r, z) ∈ Ω∗, ∀N ∈ N, r IN 6 rI0 = C
∫ π
−π
|ut(r, θ, z)|2 dθ ∈ L1(Ω∗).
De plus la suite (r IN )N∈N converge p.p.(r, z) ∈ Ω∗ vers la fonction nulle donc on
obtient (8.9) en appliquant le the´ore`me de Lebesgue.
En multipliant (8.13) par r et en inte´grant sur Ω∗, on obtient (8.10) en utilisant les
the´ore`mes de Fubini et de Fatou. 
On va maintenant exprimer les coefficients de Fourier des de´rive´es de u en fonction
de ceux de u pour u ∈ H11/2(Ω̂).
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Lemme 8.2.2 :
Soit u ∈ H11/2(Ω̂).
Les coefficients de Fourier des de´rive´es de u sont les de´rive´es des coefficients de
Fourier de u :
∀n ∈ Z, p.p. (r, z) ∈ Ω∗,
(
∂u
∂β
)
n
=
∂un
∂β
pour β = r, z et
(
∂u
∂θ
)
n
= inun.
De´monstration. Soient u ∈ H11/2(Ω̂) et v ∈ D (Ω∗).
Dans la suite de la de´monstration, t de´signera r, θ ou z et β de´signera r ou z.
Comme u ∈ H11/2(Ω̂), ut ∈ L21/2(Ω̂) et r1/2 ut ∈ L2(Ω̂). Comme v est une fonction a`
support compact contenu dans Ω∗, r−1/2
∂v
∂β
∈ L2(Ω̂) et la fonction un,t ∂v
∂β
∈ L2(Ω̂).
En utilisant le the´ore`me de Fubini on obtient donc :
√
2π
∫
Ω∗
un,t(r, z)
∂v
∂β
(r, z)drdz =
∫
Ω∗
(∫ π
−π
ut(r, θ, z)e
−inθdθ
)
∂v
∂β
(r, z)drdz
=
∫ π
−π
(∫
Ω∗
ut(r, θ, z)
∂v
∂β
(r, z)drdz
)
e−inθdθ.
On inte`gre par parties en exploitant le fait que v est une fonction a` support compact
puis on utilise une nouvelle fois le the´ore`me de Fubini :
√
2π
∫
Ω∗
un,t(r, z)
∂v
∂β
(r, z)drdz =
∫ π
−π
(∫
Ω∗
ut(r, θ, z)
∂v
∂β
(r, z)drdz
)
e−inθdθ
= −
∫ π
−π
(∫
Ω∗
∂ut
∂β
(r, θ, z)v(r, z)drdz
)
e−inθdθ
= −
∫
Ω∗
(∫ π
−π
∂ut
∂β
(r, θ, z)e−inθdθ
)
v(r, z)drdz
= −
√
2π
∫
Ω∗
(
∂ut
∂β
)
n
(r, z) v(r, z)drdz.
On a donc montre´ que :
∀n ∈ Z, p.p. (r, z) ∈ Ω∗,
(
∂u
∂β
)
n
=
∂un
∂β
pour β = r, z.
On va maintenant e´tudier les coefficients de Fourier de
∂u
∂θ
. Comme ut est une
fonction 2π-pe´riodique en θ, on obtient, par inte´gration par parties :
∀n ∈ Z,
(
∂ut
∂θ
)
n
(r, z) =
1√
2π
∫ π
−π
∂ut
∂θ
(r, θ, z)e−inθdθ
=
1√
2π
([
ut(r, θ, z)e
−inθ
]π
π
−
∫ π
−π
−inut(r, θ, z)e−inθdθ
)
= inun,t(r, z).

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A` l’aide de la proposition 8.2.1 et du lemme 8.2.2, on va de´terminer la re´gularite´ des
coefficients de Fourier de u lorsque u ∈ H11/2(Ω̂).
A` partir de maintenant, on va adopter la notation suivante :
(8.14) pour β = {β1, β2} ∈ N2, Dβu = ∂
|β|u
∂rβ1∂zβ2
ou` |β| = β1 + β2.
On introduit les deux espaces suivants :
W
1,2
1/2(Ω
∗) =
{
w ∈ L21/2(Ω∗) ; r1/2Dβw ∈ L2(Ω∗), |β| = 1
}
,
et
X1,21/2(Ω
∗) =
{
w ∈ L21/2(Ω∗) ; r−1/2w ∈ L2(Ω∗), r1/2Dβw ∈ L2(Ω∗), |β| = 1
}
.
Muni de la norme
‖u‖2
W
1,2
1/2
(Ω∗) = ‖u‖2L2
1/2
(Ω∗) +
∥∥∥∥∂u∂r
∥∥∥∥2
L2
1/2
(Ω∗)
+
∥∥∥∥∂u∂z
∥∥∥∥2
L2
1/2
(Ω∗)
,
l’espace W1,21/2(Ω
∗) est un espace de Hilbert (voir [69]).
Proposition 8.2.3 :
Soit u ∈ H11/2(Ω̂).
Alors ses coefficients de Fourier ve´rifient :
∀n ∈ Z, un ∈ W1,21/2(Ω∗).
Plus pre´cise´ment,
u0,r, u0,θ ∈ X1,21/2(Ω∗),
u±1,r ± iu±1,θ, u±1,z ∈ X1,21/2(Ω∗),
∀ |n| > 2, un,r + inun,θ, inun,r − un,θ, un,z ∈ X1,21/2(Ω∗).
De plus, on a l’e´galite´ suivante :
‖u‖2
H1
1/2
(bΩ)
= ‖u0‖2W1,2
1/2
(Ω∗)
+
∥∥∥∥1ru0,r
∥∥∥∥2
L2
1/2
(Ω∗)
+
∥∥∥∥1ru0,θ
∥∥∥∥2
L2
1/2
(Ω∗)
+
∑
n∈Z∗
[
‖un‖2W1,2
1/2
(Ω∗)
+
∥∥∥∥inr un,r − 1run,θ
∥∥∥∥2
L2
1/2
(Ω∗)
+
∥∥∥∥inr un,θ + 1run,r
∥∥∥∥2
L2
1/2
(Ω∗)
+ n2
∥∥∥∥1run,z
∥∥∥∥2
L2
1/2
(Ω∗)
]
.
De´monstration. Soit u ∈ H11/2(Ω̂).
Par de´finition de H11/2(Ω̂), u,
∂u
∂r
et
∂u
∂z
appartiennent a` L21/2(Ω̂).
On de´duit alors de la proposition 8.2.1 et du lemme 8.2.2 que les coefficients de
Fourier de u ve´rifient :
∀n ∈ Z, un, ∂un
∂r
,
∂un
∂z
∈ L21/2(Ω∗).
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D’ou` :
(8.15) ∀n ∈ Z, un ∈ W1,21/2(Ω∗).
De plus, comme u ∈ H11/2(Ω̂), les fonctions
1
r
∂ur
∂θ
− 1
r
uθ,
1
r
∂uθ
∂θ
+
1
r
ur et
1
r
∂uz
∂θ
sont
dans L21/2(Ω̂) et on a :
(8.16)
(
1
r
∂ur
∂θ
− 1
r
uθ
)
n
=
1
r
(
∂ur
∂θ
)
n
− 1
r
un,θ =
in
r
un,r − 1
r
un,θ ∈ L21/2(Ω∗),
(8.17)
(
1
r
∂uθ
∂θ
+
1
r
ur
)
n
=
1
r
(
∂uθ
∂θ
)
n
+
1
r
un,r =
in
r
un,θ +
1
r
un,r ∈ L21/2(Ω∗),
(8.18)
(
1
r
∂uz
∂θ
)
n
=
1
r
(
∂uz
∂θ
)
n
=
in
r
un,z ∈ L21/2(Ω∗).
On de´duit de la relation (8.15) et des e´quations (8.16) et (8.17) que les coefficients
u0,r et u0,θ sont dans X
1,2
1/2(Ω
∗).
Pour |n| = 1 les e´quations (8.16) et (8.17) sont e´quivalentes et montrent que
r−1/2 (u±1,r ± iu±1,θ) ∈ L2(Ω∗).
De meˆme, on de´duit de (8.18) que r−1/2u±1,z ∈ L2(Ω∗). En ajoutant (8.15), on
obtient :
u±1,r ± iu±1,θ, u±1,z ∈ X1,21/2(Ω∗).
On de´duit de meˆme des e´galite´s (8.16), (8.17) et (8.18) que, pour |n| > 2,
un,r + inun,θ, inun,r − un,θ, un,z ∈ X1,21/2(Ω∗).
L’e´galite´ des normes est une conse´quence imme´diate de (8.6), (8.10) et des e´galite´s
(8.16), (8.17) et (8.18). 
Corollaire 8.2.4 :
Soit u ∈ H11/2(Ω̂).
Alors, pour t = r ou θ, on a :
∑
|n|>2
n2
∥∥∥∥1run,t
∥∥∥∥2
L2
1/2
(Ω∗)
< +∞.
On en de´duit que :
∀ |n| > 2, un,r, un,θ ∈ X1,21/2(Ω∗).
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De´monstration. Soit u ∈ H11/2(Ω̂).
Alors, d’apre`s la proposition 8.2.3,
in
r
un,r − 1
r
un,θ ∈ L21/2(Ω∗) et
in
r
un,θ +
1
r
un,r ∈ L21/2(Ω∗).
On re´e´crit ces deux fonctions de la manie`re suivante :∥∥∥∥inr un,r − 1run,θ
∥∥∥∥2
L2
1/2
(Ω∗)
= n2
∥∥∥∥1run,r + inrun,θ
∥∥∥∥2
L2
1/2
(Ω∗)
et ∥∥∥∥inr un,θ + 1run,r
∥∥∥∥2
L2
1/2
(Ω∗)
=
∥∥∥∥1run,r + n2
(
i
nr
un,θ
)∥∥∥∥2
L2
1/2
(Ω∗)
.
Les racines du trinoˆme 7X2 − 32X + 16 e´tant 4 et 4/7, on ve´rifie que :
∀ |n| > 2, n2 6 16
9
(
|n| − 1|n|
)2
.
D’ou` :
9n2
16
∥∥∥∥1run,r
∥∥∥∥2
L2
1/2
(Ω∗)
6
(
|n| − 1|n|
)2 ∥∥∥∥1run,r
∥∥∥∥2
L2
1/2
(Ω∗)
6
∥∥∥∥(|n| − 1|n|
)
1
r
un,r
∥∥∥∥2
L2
1/2
(Ω∗)
6
∥∥∥∥ |n|r un,r − 1|n|run,r + |n| inrun,θ − |n| inrun,θ
∥∥∥∥2
L2
1/2
(Ω∗)
6
∥∥∥∥|n|(1run,r + inrun,θ
)
− 1|n|
(
1
r
un,r + n
2
(
i
nr
un,θ
))∥∥∥∥2
L2
1/2
(Ω∗)
.
Or, pour a, b ∈ C,
|a− b|2 6 (|a|+ |b|)2 6 |a|2 + |b|2 + 2|ab| 6 2(|a|2 + |b|2),
donc
9n2
32
∥∥∥∥1run,r
∥∥∥∥2
L2
1/2
(Ω∗)
6 n2
∥∥∥∥1run,r + inrun,θ
∥∥∥∥2
L2
1/2
(Ω∗)
+
1
n2
∥∥∥∥1run,r + n2
(
i
nr
un,θ
)∥∥∥∥2
L2
1/2
(Ω∗)
6 n2
∥∥∥∥1run,r + inrun,θ
∥∥∥∥2
L2
1/2
(Ω∗)
+
∥∥∥∥1run,r + n2
(
i
nr
un,θ
)∥∥∥∥2
L2
1/2
(Ω∗)
6
∥∥∥∥ inr un,r − 1run,θ
∥∥∥∥2
L2
1/2
(Ω∗)
+
∥∥∥∥inr un,θ + 1run,r
∥∥∥∥2
L2
1/2
(Ω∗)
.
D’apre`s la proposition 8.2.3,∑
n∈Z∗
∥∥∥∥ inr un,r − 1run,θ
∥∥∥∥2
L2
1/2
(Ω∗)
+
∥∥∥∥inr un,θ + 1run,r
∥∥∥∥2
L2
1/2
(Ω∗)
6 ‖u‖2H1
1/2
(Ω) < +∞.
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D’ou`, ∑
n∈Z∗
n2
∥∥∥∥1run,r
∥∥∥∥2
L2
1/2
(Ω∗)
< +∞.
Par ailleurs,
(n2 − 1) i
nr
un,θ = n
2 i
nr
un,θ − i
nr
un,θ +
1
r
un,r − 1
r
un,r
=
(
n2
i
nr
un,θ +
1
r
un,r
)
−
(
i
nr
un,θ +
1
r
un,r
)
.
D’ou`
(n2 − 1)2
∥∥∥∥ inrun,θ
∥∥∥∥2
L2
1/2
(Ω∗)
=
∥∥∥∥(n2 − 1) inrun,θ
∥∥∥∥2
L2
1/2
(Ω∗)
=
∥∥∥∥(n2 inrun,θ + 1run,r
)
−
(
i
nr
un,θ +
1
r
un,r
)∥∥∥∥2
L2
1/2
(Ω∗)
6 2
∥∥∥∥(n2 inrun,θ + 1run,r
)∥∥∥∥2
L2
1/2
(Ω∗)
+ 2
∥∥∥∥( inrun,θ + 1run,r
)∥∥∥∥2
L2
1/2
(Ω∗)
.
Comme (n2 − 1)2 − n
4
2
est positif pour |n| > 2 (les racines du trinoˆme associe´ sont
2−√2 et 2 +√2), on obtient :
∑
|n|>2
n4
∥∥∥∥ inrun,θ
∥∥∥∥2
L2
1/2
(Ω∗)
6 2
∑
|n|>2
(n2 − 1)2
∥∥∥∥ inrun,θ
∥∥∥∥2
L2
1/2
(Ω∗)
= 4
∑
|n|>2
[∥∥∥∥(n2 inrun,θ + 1run,r
)∥∥∥∥2
L2
1/2
(Ω∗)
+
∥∥∥∥( inrun,θ + 1run,r
)∥∥∥∥2
L2
1/2
(Ω∗)
]
,
c’est-a`-dire ∑
|n|>2
n2
∥∥∥∥ irun,θ
∥∥∥∥2
L2
1/2
(Ω∗)
< +∞.
Soient |n| > 2 et t = r ou θ. D’apre`s la proposition 8.2.3, un ∈ W1,21/2(Ω∗). Pour
montrer que un,t ∈ X1,21/2(Ω∗), il reste donc a` montrer que r−1/2un,t ∈ L2(Ω∗). Comme,∑
|n|>2
n2
∥∥∥∥1run,t
∥∥∥∥2
L2
1/2
(Ω∗)
< +∞,
‖r−1/2un,t‖L2(Ω∗) =
∥∥∥∥1run,t
∥∥∥∥2
L2
1/2
(Ω∗)
< +∞,
et le re´sultat est de´montre´. 
Afin de de´terminer les conditions sur l’axe ve´rifie´es par les coefficients de Fourier
on aura besoin de la proposition suivante (voir [69] page 423) :
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Proposition 8.2.5 :
Soient V (Ω∗) l’ensemble des restrictions a` Ω∗ des fonctions de D (R2,+) et Γ0 =
∂Ω∗ ∩ {r = 0} ou`
Rd,+ =
{
x ∈ R2 ; r > 0} .
L’application γ :
∣∣∣∣ V (Ω∗) −→ D (R2,+)u 7−→ u(0, z) se prolonge par continuite´ en une appli-
cation line´aire continue de X1,21/2(Ω
∗) dans L2(Γ0).
Cette application est encore note´e γ et ve´rifie en outre,
∀u ∈ X1,21/2(Ω∗), γu = 0 dans L2(Γ0).
Corollaire 8.2.6 :
Soit u ∈ H11/2(Ω̂).
Alors les coefficients de Fourier de u ve´rifient les conditions aux limites suivantes :
(8.19)

u0,r = u0,θ = 0,Γ0
u±1,r ± iu±1,θ = u±1,z = 0,Γ0
∀ |n| > 2, un,r = un,θ = un,z = 0,Γ0
De´monstration. Imme´diat d’apre`s ce qui pre´ce`de. 
8.3 Coefficients de Fourier de la solution
La solution h du proble`me (8.7) peut eˆtre repre´sente´e par sa se´rie de Fourier
dont les diffe´rents coefficients hn de´finis par la relation (8.8) sont solutions d’une
infinite´ de proble`mes bidimensionnels. Afin de simplifier l’e´criture, on introduit les
deux ope´rateurs suivants :
(8.20) ∀n ∈ Z,

rot nr,zϕ =
(
in
r
ϕz − ∂ϕθ
∂z
,
∂ϕr
∂z
− ∂ϕz
∂r
,
1
r
∂(rϕθ)
∂r
− in
r
ϕr
)
,
div nr,zϕ =
1
r
∂(rϕr)
∂r
+
in
r
ϕθ +
∂ϕz
∂z
.
Proposition 8.3.1 :
Soient h, h′ ∈ H11/2(Ω̂) et (hn)n∈Z et (h′n)n∈Z leurs coefficients de Fourier.
Alors les inte´grales du proble`me (8.7) s’e´crivent de la fac¸on suivante :
∫
bΩ
1
iεω − σ rotr,θ,zh.rotr,θ,zh
′ rdrdθdz =
∑
n∈Z
∫
Ω∗
1
iεω − σ rot
n
r,zhn.rot
n
r,zh
′
n rdrdz,∫
bΩ
s divr,θ,zh divr,θ,zh′ rdrdθdz =
∑
n∈Z
∫
Ω∗
s div nr,zhn div
n
r,zh
′
n rdrdz,∫
bΩ
µ0h.h
′ rdrdθdz =
∑
n∈Z
∫
Ω∗
µ0hn.h
′
n rdrdz.
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De´monstration. Soient h, h′ ∈ H11/2(Ω̂). Alors rotr,θ,zh ∈ L21/2(Ω̂) et on de´duit
alors de la proposition 8.2.1 le re´sultat de convergence suivant :
1√
2π
∑
|n|6N
(rotr,θ,zh)n e
inθ −−−−−−→
N−→+∞
rotr,θ,zh dans L
2
1/2(Ω̂).
En utilisant le the´ore`me de convergence domine´e de Lebesgue et le caracte`re borne´
de
1
iεω − σ , on obtient alors :
1√
2π
∫
bΩ
1
iεω − σ
∑
|n|6N
(rotr,θ,zh)n e
inθ
 .rotr,θ,zh′rdrdθdzyN −→ +∞∫
bΩ
1
iεω − σ rotr,θ,zh.rotr,θ,zh
′rdrdθdz.
Pour N fixe´, la somme est finie donc on peut permuter la somme et l’inte´grale.
1√
2π
∑
|n|6N
∫
bΩ
1
iεω − σ (rotr,θ,zh)n e
inθ.rotr,θ,zh
′rdrdθdz
yN −→ +∞∫
bΩ
1
iεω − σ rotr,θ,zh.rotr,θ,zh
′rdrdθdz.
Soient N ∈ Z et −N 6 n 6 N fixe´s. Par le meˆme raisonnement que pre´ce´demment,
on montre que :
1√
2π
∑
|m|6M
∫
bΩ
1
iεω − σ (rotr,θ,zh)n e
inθ. (rotr,θ,zh
′)m e
imθrdrdθdz
yM −→ +∞∫
bΩ
1
iεω − σ (rotr,θ,zh)n e
inθ.rotr,θ,zh
′rdrdθdz.
Or, d’apre`s le the´ore`me de Fubini,∫
bΩ
1
iεω − σ (rotr,θ,zh)n e
inθ. (rotr,θ,zh
′)m e
imθ rdrdθdz
=
∫
Ω∗
∫ 2π
0
1
iεω − σ (rotr,θ,zh)n e
inθ. (rotr,θ,zh
′)m e
imθ rdrdθdz
=
(∫
Ω∗
1
iεω − σ (rotr,θ,zh)n . (rotr,θ,zh
′)m rdrdz
)(∫ 2π
0
ei(n−m)θdθ
)
=2πδn,m
∫
Ω∗
1
iεω − σ (rotr,θ,zh)n . (rotr,θ,zh
′)m rdrdz.
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D’ou`, pour M > N ,∑
|m|6M
∫
bΩ
1
iεω − σ (rotr,θ,zh)n e
inθ. (rotr,θ,zh
′)m e
imθrdrdθdz
= 2π
∫
Ω∗
1
iεω − σ (rotr,θ,zh)n . (rotr,θ,zh
′)n rdrdz.
On en de´duit donc :∫
bΩ
1
iεω − σ (rotr,θ,zh)n e
inθ.rotr,θ,zh
′ rdrdθdz
=
1√
2π
lim
M−→+∞
∑
|n|6M
∫
bΩ
1
iεω − σ (rotr,θ,zh)n e
inθ. (rotr,θ,zh
′)m e
imθ rdrdθdz

=
1√
2π
2π
∫
Ω∗
1
iεω − σ (rotr,θ,zh)n . (rotr,θ,zh
′)n rdrdz
=2π
∫
Ω∗
1
iεω − σ (rotr,θ,zh)n . (rotr,θ,zh
′)n rdrdz.
En utilisant les notations (8.20), l’e´galite´ pre´ce´dente s’e´crit :∫
bΩ
1
iεω − σ (rotr,θ,zh)n e
inθ.rotr,θ,zh
′rdrdθdz =
√
2π
∫
Ω∗
1
iεω − σ rot
n
r,zhn.rot
n
r,zh
′
nrdrdz.
On a finalement montre´ que :∫
bΩ
1
iεω − σ rotr,θ,zh.rotr,θ,zh
′ rdrdθdz
=
1√
2π
lim
N−→+∞
∑
|n|6N
∫
bΩ
1
iεω − σ (rotr,θ,zh)n e
inθ.rotr,θ,zh
′ rdrdθdz

=
1√
2π
√
2π lim
N−→+∞
∑
|n|6N
∫
Ω∗
1
iεω − σ rot
n
r,zhn.rot
n
r,zh
′
n rdrdz

=
∑
n∈Z
∫
Ω∗
1
iεω − σ rot
n
r,zhn.rot
n
r,zh
′
nrdrdz.
Les deux autres e´galite´s de la proposition 8.3.1 se de´montrent a` l’aide d’un raison-
nement similaire. 
On introduit les quatre espaces suivants :
E 0 = {ϕ ∈ W1,21/2(Ω∗) ;ϕr, ϕθ ∈ X1,21/2(Ω∗) et ϕrnz − ϕznr = ϕθ = 0 sur Γ1},
E 1 = {ϕ ∈ W1,21/2(Ω∗) ;ϕr + iϕθ, ϕz ∈ X1,21/2(Ω∗) et ϕrnz − ϕznr = ϕθ = 0 sur Γ1},
E−1= {ϕ ∈ W1,21/2(Ω∗) ;ϕr − iϕθ, ϕz ∈ X1,21/2(Ω∗) et ϕrnz − ϕznr = ϕθ = 0 sur Γ1},
E 2 = {ϕ ∈ W1,21/2(Ω∗) ;ϕr, ϕθ, ϕz ∈ X1,21/2(Ω∗) et ϕrnz − ϕznr = ϕθ = 0 sur Γ1},
ou` Γ1 est le comple´mentaire dans ∂Ω
∗ de Γ0 = ∂Ω
∗ ∩ {r = 0}.
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The´ore`me 8.3.2 :
Soient h ∈ H1,01/2(Ω) la solution de (8.7) et (hn)n∈Z ses coefficients de Fourier.
Alors les coefficients hn, n ∈ Z, sont solutions des proble`mes bidimensionnels sui-
vants :
Trouver h0 ∈ E 0 tel que : ∀h′ ∈ E 0,∫
Ω∗
1
iεω − σ rot
0
r,zh0.rot
0
r,zh
′ rdrdz +
∫
Ω∗
s div 0r,z(µ0h0) div
0
r,z(µ0h
′) rdrdz
+ iω
∫
Ω∗
µ0h0.h
′ rdrdz = −iω
∫
Ω∗
µ0h˘0.h
′ rdrdz,
(8.21)
Trouver h1 ∈ E 1 tel que : ∀h′ ∈ E 1,∫
Ω∗
1
iεω − σ rot
1
r,zh1.rot
1
r,zh
′ rdrdz +
∫
Ω∗
s div 1r,z(µ0h1) div
1
r,z(µ0h
′) rdrdz
+ iω
∫
Ω∗
µ0h1.h
′ rdrdz = −iω
∫
Ω∗
µ0h˘1.h
′ rdrdz,
(8.22)
Trouver h−1 ∈ E −1 tel que : ∀h′ ∈ E−1,∫
Ω∗
1
iεω − σ rot
−1
r,zh−1.rot
−1
r,zh
′ rdrdz +
∫
Ω∗
s div −1r,z(µ0h−1) div
−1
r,z(µ0h
′) rdrdz
+ iω
∫
Ω∗
µ0h−1.h
′ rdrdz = −iω
∫
Ω∗
µ0h˘−1.h
′ rdrdz,
(8.23)
Trouver hn ∈ E 2, |n| > 2, tel que : ∀h′ ∈ E 2,∫
Ω∗
1
iεω − σ rot
n
r,zhn.rot
n
r,zh
′ rdrdz +
∫
Ω∗
s div nr,z(µ0hn) div
n
r,z(µ0h
′) rdrdz
+ iω
∫
Ω∗
µ0hn.h
′ rdrdz = −iω
∫
Ω∗
µ0h˘n.h
′ rdrdz.
(8.24)
De´monstration. Soient h ∈ H1,01/2(Ω) la solution de (8.7) et n ∈ Z.
On pose p = n si |n| > 1 et p = 2 si |n| 6 2.
Soient v ∈ E p et h′(r, θ, z) = v(r, z)einθ.
Afin de de´terminer le proble`me satisfait par le mode hn, on va montrer que h
′ peut
eˆtre une fonction test de (8.7), c’est-a`-dire que h′ ∈ H1,01/2(Ω).
Comme v satisfait
vrnz − vznr = vθ = 0 sur ∂Ω∗
et que h′ est axisyme´trique, la fonction h′ satisfait bien la condition aux limites
hrnz − hznr = hθ = 0 sur ∂Ω.
Par de´finition de E p, v ∈ W1,21/2(Ω∗) donc les diffe´rentes composantes de h′ ainsi
que leurs de´rive´es partielles par rapport a` r et z sont dans L21/2(Ω). Il reste donc a`
montrer les inclusions suivantes :
1
r
∂h′r
∂θ
− 1
r
h′θ,
1
r
∂h′θ
∂θ
+
1
r
h′r,
1
r
∂h′z
∂θ
∈ L21/2(Ω).
– n = 0.
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Comme v ∈ E 0, vr, vθ ∈ X1,21/2(Ω∗), c’est-a`-dire r−1vr, r−1vθ ∈ L21/2(Ω∗).
Or,
1
r
∂h′r
∂θ
− 1
r
h′θ = −
1
r
vθ et
1
r
∂h′θ
∂θ
+
1
r
h′r =
1
r
vr,
donc
1
r
∂h′r
∂θ
− 1
r
h′θ,
1
r
∂h′θ
∂θ
+
1
r
h′r ∈ L21/2(Ω).
Comme h′ est inde´pendante de θ,
1
r
∂h′z
∂θ
≡ 0 ∈ L21/2(Ω).
– n = 1.
Comme v ∈ E 1, vr + ivθ, vz ∈ X1,21/2(Ω∗).
On ve´rifie alors aise´ment que
1
r
∂h′z
∂θ
=
i
r
vz(r, z)e
iθ ∈ L21/2(Ω).
Par de´finition de h′,
1
r
∂h′r
∂θ
− 1
r
h′θ = i
(
1
r
vr +
i
r
vθ
)
eiθ et
1
r
∂h′θ
∂θ
+
1
r
h′r =
(
1
r
vr +
i
r
vθ
)
eiθ,
donc
1
r
∂h′r
∂θ
− 1
r
h′θ,
1
r
∂h′θ
∂θ
+
1
r
h′r ∈ L21/2(Ω).
– n = −1.
La preuve est similaire au cas n = 1.
– |n| > 2.
Par de´finition de l’espace E 2, vr, vθ et vz ∈ X1,21/2(Ω∗) donc on ve´rifie aise´ment que
h′ ∈
(
H1,21/2(Ω)
)3
.
Maintenant que l’on a montre´ que h′ ∈ H1,01/2(Ω) pour tout n ∈ Z, on va l’utiliser
comme fonction test dans (8.7). En exploitant la de´composition en se´rie de Fourier
de h et h′ et la proposition 8.3.1, on obtient :∑
m∈Z
∫
Ω∗
1
iεω − σ rot
m
r,zhm.rot
m
r,zh
′
mrdrdz +
∑
m∈Z
∫
Ω∗
s divmr,zhmdiv
m
r,zh
′
mrdrdz
+iω
∑
m∈Z
∫
Ω∗
µ0hm.h
′
mrdrdz = −iω
∑
m∈Z
∫
Ω∗
µ0h˘m.h
′
mrdrdz.
(8.25)
Or,
h′m =
1√
2π
∫ π
−π
v(r, z)einθe−imθdθ
=
1√
2π
v(r, z)
∫ π
−π
ei(n−m)θdθ
=
√
2πδn,mv(r, z)
ou` δn,m est le symboˆle de Kronecker. En reportant l’expression pre´ce´dente dans (8.25),
on obtient : ∫
Ω∗
1
iεω − σ rot
n
r,zhn.rot
n
r,zv rdrdz +
∫
Ω∗
s div nr,zhndiv
m
r,zv rdrdz
+iω
∫
Ω∗
µ0hn.v rdrdz = −iω
∫
Ω∗
µ0h˘n.v rdrdz.
(8.26)
8.3. COEFFICIENTS DE FOURIER DE LA SOLUTION 189
D’apre`s les propositions 8.2.3 et 8.2.4 le mode hn appartient bien a` E p et le the´ore`me
8.3.2 est donc de´montre´. 
Le the´ore`me suivant assure que les proble`mes (8.21 - 8.24) sont bien pose´s.
The´ore`me 8.3.3 :
Les diffe´rents proble`mes (8.21 - 8.24) admettent une unique solution.
De plus, si (hn)n∈Z de´signent les diffe´rentes solutions, il existe un unique h ∈ H1,01/2(Ω)
dont les coefficients de Fourier sont les hn, n ∈ Z, et cette fonction est solution du
proble`me (8.7).
De´monstration. D’apre`s les the´ore`mes 8.1.3 et 8.3.2, il existe une solution au
proble`me (8.7) et les coefficients de Fourier de cette solution sont eux-meˆmes solu-
tions des proble`mes (8.21 - 8.24). Ceci de´montre l’existence d’une solution pour ces
diffe´rents proble`mes.
Comme les proble`mes (8.21 - 8.24) sont line´aires, pour montrer l’unicite´ il suffit
de montrer que la seule solution du proble`me sans second membre est la fonction
nulle.
Soit n0 ∈ Z et vn0 ∈ E p solution du proble`me :
∀h′ ∈ E p,
∫
Ω∗
1
iεω − σ rot
n0
r,zhn0 .rot
n0
r,zh
′ rdrdz +
∫
Ω∗
s div n0r,z(µ0hn0) div
n0
r,z(µ0h
′) rdrdz
+iω
∫
Ω∗
µ0hn0 .h
′
n0 rdrdz = 0
ou` p = n0 si |n0| > 1 et p = 2 si |n0| 6 2.
Pour montrer que v est la fonction nulle, on va montrer que la fonction h(r, θ, z) =
vn0(r, z)e
in0θ est solution du proble`me (8.7) et exploiter le re´sultat d’unicite´ le concer-
nant.
Comme dans la de´monstration du the´ore`me 8.3.2, on montre que h(r, θ, z) ∈ H1,01/2(Ω)
et que ses coefficients de Fourier sont donne´s par la relation suivante :
∀n ∈ Z, hn =
√
2πδn,n0vn0.
Soit h′ ∈ H1,01/2(Ω).
D’apre`s la proposition 8.3.1, on a :∫
bΩ
1
iεω − σ rotr,θ,zh.rotr,θ,zh
′rdrdθdz = 2π
∑
n∈Z
∫
Ω∗
1
iεω − σ rot
n
r,zhn.rot
n
r,zh
′
nrdrdz
= 2π
∫
Ω∗
1
iεω − σ rot
n0
r,zhn0 .rot
n0
r,zh
′
n0
rdrdz
= (2π)3/2
∫
Ω∗
1
iεω − σ rot
n0
r,zvn0 .rot
n0
r,zh
′
n0rdrdz.
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On fait de meˆme pour les autres inte´grales de (8.7) et on obtient :∫
bΩ
1
iεω − σ rotr,θ,zh.rotr,θ,zh
′ rdrdθdz +
∫
bΩ
s divr,θ,z(µ0h) divr,θ,z(µ0h′) rdrdθdz
+ iω
∫
bΩ
µ0h.h
′ rdrdθdz
=(2π)3/2
[∫
Ω∗
1
iεω − σ rot
n0
r,zvn0 .rot
n0
r,zh
′
n0
rdrdθdz
+
∫
Ω∗
s div n0r,z(µ0vn0) div
n0
r,z(µ0h
′
n0) rdrdθdz + iω
∫
Ω∗
µ0vn0.h
′
n0 rdrdθdz
]
.
Comme h′ ∈ H1,01/2(Ω), son coefficient de Fourier h′n0 ∈ E p et le second membre de
l’e´quation pre´ce´dente est nul : h est solution de (8.7) avec h˘ ≡ 0. On de´duit de
l’unicite´ de (8.7) que h, et donc vn0 , est la fonction nulle, ce qui de´montre l’unicite´
des proble`mes (8.21 - 8.24).
La fin du the´ore`me 8.3.3 re´sulte du caracte`re bien pose´ de (8.7), de l’injectivite´
des coefficients de Fourier et du the´ore`me 8.3.2. 
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Chapitre 9
Re´solution nume´rique du
proble`me axisyme´trique
Ce chapitre est consacre´ aux simulations nume´riques lie´es aux proble`mes (8.21)
- (8.24). Les simulations qui suivent ont e´te´ re´alise´es a` l’aide de la bibliothe`que
d’e´le´ments finis me´lina (voir [68]). Une pre´sentation de cette bibliothe`que et des
programmes est faite dans l’Annexe D.
9.1 Retour sur les hypothe`ses du chapitre 6
Avant de montrer les simulations nume´riques, on va revenir dans cette section
sur les diffe´rentes hypothe`ses effectue´es dans les sections 6.3 et 6.5 du chapitre 6.
Hypothe`ses de la section 6.3
Lors des simulations nume´riques, le domaine Ω conside´re´ est un cylindre inclus
dans l’antenne ayant pour axe de syme´trie l’axe des z et dont le rayon R = 4 cm
est proche de celui de l’antenne (4,45 cm). La longueur du cylindre est fixe´e a` 28
cm pour une antenne de 12,8 cm de long. L’hypothe`se 6.3.1 est donc bien adapte´e a`
notre e´tude.
Dans les applications nume´riques, on a pris comme champ source
h˘ = ℜ
(
1
µ0
−→
B1 e−iω1t
)
,
le champ magne´tique produit par l’antenne cage d’oiseau a` vide associe´ a` la pulsation
de re´sonance ω1. Ce dernier est obtenu a` partir de la formule de Biot-Savart. Comme
la densite´ de courant de l’antenne cage d’oiseau est re´gulie`re (L6/5(R3) suffit d’apre`s
[17]) et a` divergence nulle, le champ
−→
B1 obtenu a` l’aide de la loi de Biot-Savart
satisfait : 
−→
B1 ∈ H(rot ;R3) ∩H(div ;R3),
div
(−→
B1
)
= 0, dans R3,
∃ a ∈ Hloc(rot ;R3), rot a = 1
µ0
−→
B1 .
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La partie de l’hypothe`se 6.3.2 concernant la re´gularite´ du champ h˘ est donc justifie´e.
Il reste a` montrer l’existence d’une fonction e˘ satisfaisant (6.6). Pour cela, on pose
E = iωµ0a et e˘(t, x) = ℜ(Ee−iωt).
Comme Ω est borne´ et que a ∈ Hloc(rot ;R3), E ∈ H(rot ; Ω). De plus,
rot e˘ = ℜ(rotE) cos(ωt) + ℑ(rotE) sin(ωt)
= ℜ(iω−→B1 ) cos(ωt) + ℑ(iω−→B1 ) sin(ωt)
= −ℜ
(
∂(
−→
B1 e−iωt)
∂t
)
= −∂(µ0h˘)
∂t
.
Le champ E ne de´pendant pas du temps, e˘ ve´rifie bien les conditions de re´gularite´
de l’hypothe`se 6.3.2 ainsi que la relation (6.6).
Les hypothe`ses concernant les fonctions ε et σ ont de´ja` e´te´ justifie´es a` la fin
de la section 6.3. Concernant l’hypothe`se sur µ, il faut noter que les variations de
la fonction µ sont tre`s faibles pour les milieux qui nous inte´ressent (par exemple,
µ = 0,999991 × µ0 pour le cuivre). Il est donc le´gitime de supposer la fonction µ
constante. Par ailleurs, les diffe´rents re´sultats des chapitres 6, 7 et 8 restent valables
en supposant µ constante par morceaux a` condition de prendre pour h˘ un rele`vement
a` divergence et rotationnel nuls de la condition aux limites h˘ sur ∂Ω.
Hypothe`ses de la section 6.5
Les champs h˘1 et h˘2 de la section 6.5 sont respectivement les champs magne´tiques
obtenus par la formule de Biot-Savart a` partir de la partie transitoire et stationnaire
du courant circulant dans les brins de l’antenne (voir le chapitre 5 pour plus de
de´tails). Par le meˆme raisonnement que pre´ce´demment, on montre que ces deux
champs satisfont l’hypothe`se 6.3.2 ainsi que l’existence du champ e´lectrique E2 tel
que rotE2 = iωµ0H2.
D’apre`s la formule (5.17), la pulsation du champ h˘1 est ω
a
1 et non ω1. Cependant,
en utilisant les valeurs (6.36) obtenues au chapitre 5, on obtient :
ωa1 = 0,999 999 909× ω1.
Il est donc cohe´rent de prendre ωa1 = ω1.
Les diffe´rentes simulations du chapitre 4 montre que le champ H2 = µ
−1
0
−→
B1 est de
partie re´elle non nulle au centre de l’antenne, ce qui justifie l’hypothe`se ℜ(H2) 6≡ 0.
En accord avec le chapitre 5, on suppose qu’initialement il n’y a pas de courant
a` parcourir l’antenne. Il est donc normal de prendre des conditions initiales nulles
pour h˘ ainsi que pour (etot, htot)
T .
Il reste maintenant a` expliquer l’hypothe`se concernant la de´composition du do-
maine Ω en trois : de l’air, des tissus humains (Ωh) et un cathe´ter me´tallique (Ωm).
Pour obtenir de bons re´sultats en IRM, il est ne´cessaire de remplir au maximum
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l’antenne utilise´e. Ainsi, il est raisonnable de supposer que Ωh repre´sente la majorite´
du domaine Ω. Par ailleurs, les diame`tres des cathe´ters varient entre 0,4 et 0,8 mm.
Ils sont donc au moins dix fois plus petits que le diame`tre de l’antenne que l’on
conside`re et la mesure de Ωm cent fois plus petite que celle de Ω.
9.2 Coefficients de Fourier de h˘
9.2.1 Coordonne´es axisyme´triques
Afin de re´soudre nume´riquement les proble`mes (8.21 - 8.24), il est ne´cessaire de
de´terminer les composantes cylindriques du champ
−→
Bk donne´ par la formule (4.35).
Compte tenu des relations (4.25) et (4.28), la composante suivant r de la contri-
bution des anneaux du haut dans le champ
−→
Bk s’e´crit :
Bah,r = Bah,x cos θ +Bah,y sin θ
Bah,r =

µ0I0
4π
2R(z − L/2)
ρ3(r, z, L/2)
(
2(1− CB)
κ2
[
κ2 − 2
κ2 − 1E(κ)− 2K(κ)
]
−CB
N∑
j=1
[F ax (κ(r, z, L/2),Φj) cos θ
+F ay (κ(r, z, L/2),Φj) sin θ
]
exp(ikθj)
)
, si κ 6= 0,
µ0I0
4π
2R(z − L/2)
ρ3(r, z, L/2)
(
− CB
N∑
j=1
[F ax (0,Φj) cos θ
+F ay (0,Φj) sin θ
]
exp(ikθj)
)
, si κ = 0.
Or, d’apre`s (4.23) et (4.27),
(9.1)
F ar (κ,Φ)
= F ax (κ,Φ) cos θ +F
a
y (κ,Φ) sin θ
=

2
κ2
F (Φ, κ) +
(κ2 − 2)
κ2 − 1
[
sinΦ cosΦ√
1− κ2 sin2Φ
− 1
κ2
E(Φ, κ)
]
, si κ 6= 0,
1
2
sin (2Φ) , si κ = 0.
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On obtient donc finalement :
(9.2) Bah,r =

µ0I0
4π
2R(z − L/2)
ρ3(r, z, L/2)
(
2(1− CB)
κ2
[
κ2 − 2
κ2 − 1E(κ)− 2K(κ)
]
−CB
N∑
j=1
[
2
κ2
F (Φj, κ) +
(κ2 − 2)
κ2 − 1
(
sinΦj cos Φj√
1− κ2 sin2Φj
− 1
κ2
E(Φj , κ)
)]
exp(ikθj)
)
, si κ 6= 0,
µ0I0
4π
2R(z − L/2)
ρ3(r, z, L/2)
(
− CB
2
N∑
j=1
sin(2Φj) exp(ikθj)
)
, si κ = 0.
De meˆme, on montre que la composante suivant θ de la contribution des anneaux
du haut dans le champ
−→
Bk s’e´crit :
(9.3) Bah,θ =
µ0I0
4π
2R(z − L/2)
ρ3(r, z, L/2)
CB
N∑
j=1
F
a
θ(κ(r, z, L/2),Φj) exp(ikθj),
avec
(9.4) F aθ(κ,Φ) =

2
κ2
√
1− κ2 sin2Φ
,si κ 6= 0,
−1
2
cos(2Φ), si κ = 0.
La composante suivant z de la contribution des anneaux du haut dans le champ−→
Bk donne´e par (4.31).
L’expression des coordonne´es cylindriques du champ magne´tique
−→
Bab cre´e´ au
point (r, θ, z) par l’anneau terminal du bas est obtenu a` partir des expressions (9.2),
(9.3) et (4.31) en remplac¸ant L/2 par −L/2 et I0 par −I0.
Le champ magne´tique cre´e´ par les branches verticales de l’antenne s’e´crit sous la
forme :
−→
Bb =
µ0I0
4π
CB
N∑
j=1
 F br (θj)F bθ (θj)
0
 exp(ikθj)(9.5)
avec
(9.6) F br (θj) =
R sin(θ − θj)
r2 − 2rR cos(θ − θj) +R2
(
z − L/2√
a2(θ, L/2)
− z + L/2√
a2(θ,−L/2)
)
et
(9.7) F bθ (θj) =
−r +R cos(θ − θj)
r2 − 2rR cos(θ − θj) +R2
(
z − L/2√
a2(θ, L/2)
− z + L/2√
a2(θ,−L/2)
)
.
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En re´sume´, les composantes cylindriques du champ magne´tique cre´e´ au point
(r, θ, z) par l’antenne cage d’oiseau s’obtiennent a` l’aide de la formule suivante :
4π
µ0I0
−→
Bk
= CB
N∑
j=1


F br (θj) +
2R(z − L/2)
ρ3(r, z, L/2)
F ar (κ(r, z, L/2),Φj)
F bθ (θj) +
2R(z − L/2)
ρ3(r, z, L/2)
F aθ (κ(r, z, L/2),Φj)
0 +
−2R
ρ3(r, z, L/2)
F az (κ(r, z, L/2),Φj)

−

2R(z + L/2)
ρ3(r, z,−L/2)F
a
r (κ(r, z,−L/2),Φj)
2R(z + L/2)
ρ3(r, z,−L/2)F
a
θ (κ(r, z,−L/2),Φj)
−2R
ρ3(r, z,−L/2)F
a
z (κ(r, z,−L/2),Φj)


exp(ikθj)
+ (1− CB)

2R(z − Z)
ρ3(r, z, Z)
ξr(κ(r, z, Z))
0
−2R
ρ3(r, z, Z)
ξz(κ(r, z, Z))

∣∣∣∣∣∣∣∣∣∣∣∣
Z=L/2
Z=−L/2
(9.8)
avec

ξr(r, z, Z) =

2
κ2
[
κ2 − 2
κ2 − 1E(κ)− 2K(κ)
]
, si κ 6= 0,
0, si κ = 0.
,
ξz(r, z, Z) =

2
κ2
[
κ2(r +R)− 2r
κ2 − 1 E(κ)− 2rK(κ)
]
, si κ 6= 0,
R π, si κ = 0.
.
9.2.2 Proprie´te´
Proposition 9.2.1 :
Soient v ∈ L21/2(Ωˆ), N > 0 et k ∈ Z.
Alors, les coefficients de Fourier de la fonction
(9.9) f : (r, θ, z) 7−→
N∑
j=1
v
(
θ − 2πj
N
)
exp
(
2ikπj
N
)
,
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satisfont :
fn(r, z) =
 N exp
(
−2ikπ
N
)
vn(r, z), si n ∈ k +NZ,
0, sinon.
De´monstration. Soit n ∈ Z. Par de´finition,
fn(r, z) =
1√
2π
N∑
j=1
exp
(
2ikπ(j − 1)
N
)∫ π
−π
v
(
θ − 2πj
N
)
e−inθdθ.
On note Ij l’inte´grale pre´ce´dante. Graˆce au changement de variable u = θ− 2πj/N ,
on montre que :
Ij = exp
(
−2iπjn
N
)∫ π− 2πj
N
−π− 2πj
N
v(u)e−inudu = exp
(
−2iπjn
N
)√
2πvn(r, z).
D’ou`
fn(r, z) =
N∑
j=1
exp
(
2ikπ(j − 1)
N
)
exp
(
−2iπjn
N
)
vn(r, z)
= exp
(
−2ikπ
N
)[ N∑
j=1
exp
(
2iπ(k − n)j
N
)]
vn(r, z).
Le terme entre crochet est la somme des N premiers termes d’une suite ge´ome´trique
de raison
q =
(
2iπ(k − n)
N
)
.
La raison q vaut 1 si et seulement si n ∈ k+NZ. Dans ce cas, le terme entre crochet
vaut N . Sinon, la raison q est une racine q-ie`me de l’unite´ et le terme entre crochet
s’annule. On retrouve donc le re´sultat de la proposition 9.2.1. 
Corollaire 9.2.2 Le champ magne´tique
−→
Bk satisfait :
(9.10) ∀n /∈ k +NZ, Bkn ≡ 0.
De plus, si on note
Bk[J ](r, θ, z) =
1√
2π
∑
|j|6J
Bkj (r, z)e
ijθ,
il existe C > 0 tel que :
(9.11) ‖Bk − Bk[J ]‖L2(Ω∗) 6
C
J
‖Bk‖H1(Ω).
De´monstration. Comme Φj est une fonction de θ − θj (voir (4.17), on de´duit de
l’expression (9.8) que le champ
−→
Bk s’e´crit sous la forme (9.9). On de´duit alors de la
proposition 9.2.1 l’e´galite´ (9.10).
L’ine´galite´ (9.11) est une conse´quence imme´diate de la proposition II.3.3. page
37 de [14]. 
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9.3 Illustrations nume´riques des proprie´te´s de h˘
Comme mentionne´ en introduction, les diffe´rentes illustrations nume´riques de
cette section ont e´te´ re´alise´es a` l’aide de la bibliothe`que d’e´le´ments finis me´lina (voir
[68]). Les diffe´rents calculs ont e´te´ effectue´s sur le calculateur suivant :
(9.12)

Mode`le : Power Mac G5,
Processeur : PowerPC 970 (2.2),
Nombres de processeurs : 2,
Vitesse de chaque processeur : 2 GHz,
Me´moire : 1,5 Go.
9.3.1 Vue tridimensionnelle
A` l’aide du logiciel Modulef, on a re´alise´ un maillage a` l’aide de te´trae`dres du
cylindre Ω (voir la figure 57). Le maillage est compose´ de 137 424 e´le´ments et les
calculs ont e´te´ effectue´s a` l’aide d’une interpolation P1.
Fig. 57 – base et vue en e´le´vation du maillage de Ω
On peut voir sur les figures 58, 59 et 60 le module du champ h˘ ainsi que ses lignes de
niveaux dans diffe´rentes configurations. On retrouve sur la figure 58 la forme de l’an-
tenne cage d’oiseau (les graduations sont 1.0000E+ 00, 5.0000E+ 00, 1.0000E+ 01,
1.5000E + 01 et 2.0000E + 01).
Fig. 58 – vue tridimensionnelle du module champ h˘
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On a aussi effectue´ une coupe dans le sens de la longueur du cylindre (voir la figure
59) et une section du cylindre Ω en son milieu (voir la figure 60). Sur chacune des
deux figures on constate qu’il n’y a pas de lignes de niveaux au centre de l’antenne,
ce qui est en accord avec les re´sultats du chapitre 4.
Fig. 59 – lignes de niveaux de h˘ dans le plan x = 0
Fig. 60 – lignes de niveaux de h˘ dans la plan z = 0
9.3.2 Vue en axisyme´trie
Pour les calculs en axisyme´trie, on a maille´ le rectangle Ω∗ a` l’aide d’un maillage
raffine´ au voisinage de z = ±L/2 (voir la figure 61).
Fig. 61 – maillage structure´ de Ω∗
Ce maillage est compose´ de 48 quadrangles et a pour abscisse z et ordonne´e r. Sauf
mention du contraire, les calculs en configuration axisyme´trique ont e´te´ re´alise´s a`
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l’aide d’une interpolation Q10, c’est-a`-dire chaque composante des diffe´rentes fonc-
tions inconnues des proble`mes (8.21) - (8.24) est approche´e par un polynoˆme de
degre´ 10 sur chaque quadrangle (voir [33]). Pour tirer profit d’une approximation de
degre´ si e´leve´e, tous les calculs qui suivent ont e´te´ re´alise´s en double pre´cision.
On a repre´sente´ sur les figures 62 et 63 une vue en e´le´vation des lignes de niveaux
du module du champ h˘ dans Ω∗ pour deux valeurs de l’angle θ : 0 et π/N . Sur le
premier graphique on peut voir en rouge la branche contenue dans le plan θ = 0. Sur
la figure 62, on note l’abscence de branche dans le plan correspondant a` θ = π/N .
Afin de pouvoior les comparer, les deux graphiques sont trace´s avec la meˆme e´chelle.
Pour pouvoir bien observer l’influence de l’antenne, on a suppose´ dans les deux cas
ci-dessous que le rayon de l’antenne est de 4,1 cm et non 4,45 cm.
Fig. 62 – module de h˘ dans le plan θ = 0
Fig. 63 – module de h˘ dans le plan θ = π/N
Comme le champ h˘ pre´sente plus de variations dans un plan contenant une branche
de l’antenne, il est raisonnable de penser que si on sait bien l’approcher dans un tel
plan, on sera capable de bien l’approcher dans tous les plans. C’est pourquoi, sauf
mention du contraire, toutes les simulations ont e´te´ re´alise´es dans le plan θ = 0.
9.3.3 Coefficients de Fourier
La figure 64 illustre la proposition 9.2.2 : on y a repre´sente´ le logarithme de´cimal
des normes L2(Ω∗) des coefficients de Fourier h˘n pour −15 6 n 6 17. On constate
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que seuls les coefficients −15, 1 et 17 sont non nuls, ce qui constitue une bonne
illustration du corollaire 9.2.2.
−15 −13 −11 −9 −7 −5 −3 −1 1 3 5 7 9 11 13 15 17
−16
−14
−12
−10
−8
−6
−4
−2
0
Fig. 64 – log10
(∥∥∥h˘n∥∥∥
L2(Ω∗)
)
pour −15 6 n 6 17
On a repre´sente´ sur la figure 65 le logarithme de´cimal des normes L2(Ω∗) des
coefficients de Fourier h˘1+nN pour 10 6 n 6 10. On constate que la norme des
coefficients de´croˆıt avec n. De plus, on remarque que les coefficients pour 1 6 n 6 10
et −10 6 n 6 −1 sont aligne´s. Les pentes sont respectivement −0,05 et 0,05.
Autrement dit, la de´croissance des coefficients est de l’ordre de 0,89n ≃ (9/10)n.
−159 −127 −95 −63 −31 1 33 65 97 129 161
−16
−14
−12
−10
−8
−6
−4
−2
0
pente=0.049471
pente=−0.049346
Fig. 65 – log10
(∥∥∥h˘1+nN∥∥∥
L2(Ω∗)
)
pour −10 6 n 6 10
La figure 66 illustre la vitesse de convergence de la se´rie de Fourier de h˘ vers h˘.
Pour cela, on a repre´sente´ le logarithme de´cimal de la norme L2(Ω∗) de la diffe´rence
entre h˘ et sa se´rie de Fourier en fonction du nombre de coefficients. On remarque
que les diffe´rents points sont aligne´s sur une droite de pente −0,903. Autrement dit,
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la vitesse de convergence de la se´rie de Fourier est de l’ordre de 0,125n ≃ 1/8n.
Fig. 66 – log
(∥∥∥h˘− h˘[1+nN ]∥∥∥
L2(Ω∗)
)
pour 1 6 n 6 10
On a repre´sente´ sur la figure 67 le logarithme de´cimal des normes L2(Ω∗) de la
divergence des coefficients de Fourier h˘1+nN pour 10 6 n 6 10. On constate que tous
les points sont infe´rieur a` −5 : cela constitue une bonne illustration de la proprie´te´
div (h˘) ≡ 0.
−159 −127 −95 −63 −31 1 33 65 97 129 161
−9
−8
−7
−6
−5
Fig. 67 – log10
(∥∥∥div (h˘1+nN)∥∥∥
L2(Ω∗)
)
pour −10 6 n 6 10
On a repre´sente´ sur la figure 68 le logarithme de´cimal des normes L2(Ω∗) du
rotationnel des coefficients de Fourier h˘1+nN pour 10 6 n 6 10. Comme pre´ce´dement,
tous les points sont infe´rieur a` −5 : cela constitue une bonne illustration de la
proprie´te´ rot (h˘) ≡ 0. On constate que les courbes des figures 67 et 68 sont tre`s
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similaires.
−159 −127 −95 −63 −31 1 33 65 97 129 161
−9
−8
−7
−6
−5
Fig. 68 – log10
(∥∥∥rot (h˘1+nN)∥∥∥
L2(Ω∗)
)
pour −10 6 n 6 10
Pour conclure, on va montrer des vues en e´le´vation correspondant au coefficient
de Fourier d’indice 1. La figure 69 repre´sente la norme l2 du coefficient h˘1. On
constate que la vue en e´le´vation ressemble fortement a` celles du champ h˘ des figures
62 et 63.
Fig. 69 – norme l2 du coefficient de Fourier h˘1
Pour confirmer cette impression, on a repre´sente´ sur la figure 70 la norme l2 de la
diffe´rence h˘− h˘1eiθ avec les meˆmes e´chelles que sur la figure 69.
Fig. 70 – norme l2 de la diffe´rence h˘− h˘1
Sur la figure 71, on a pris une e´chelle adapte´e a` la diffe´rence h˘− h˘1. On ve´rifie que
le support de la diffe´rence est concentre´ en haut et au centre du maillage, c’est-a`-
dire au voisinage de la branche de l’antenne. On peut donc dire que l’essentiel de
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l’information de h˘ est porte´e par le coefficient de Fourier d’indice 1.
Fig. 71 – norme l2 de la diffe´rence h˘− h˘1
On a repre´sente´ sur les figures 72 et 73 respectivement la norme l2 de la divergence
et du rotationnel du coefficient h˘1. On constate que les deux supports sont concentre´s
dans la partie raffine´e du maillage qui correspond aux voisinages de l’antenne. Ces
deux figures constituent donc une bonne illustration des hypothe`ses div (h˘) ≡ 0 et
rot (h˘) ≡ 0.
Fig. 72 – norme l2 de div (h˘1)
Fig. 73 – norme l2 de rot (h˘1)
9.4 Re´solutions des proble`mes axisyme´triques
Apre`s avoir pre´sente´ des simulations nume´riques relatives au champ source h˘,
on va maintenant s’inte´resser a` la re´solution des proble`mes axisyme´triques (8.21 -
8.24). Comme pre´cise´ dans la section pre´ce´dente, les simulations pre´sente´es sont,
sauf mention du contraire, re´alise´es a` partir du maillage de la figure 61, avec une
interpolation Q10, dans le plan θ = 0 et pour le coefficient de Fourier d’indice 1,
c’est-a`-dire le proble`me (8.22). Apre`s des simulations dans les cas d’e´coles σ ≡ 0 et
σ ≡ σ0 > 0, on s’inte´ressera dans la section 9.4.3 a` un cas re´aliste.
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9.4.1 Antenne dans le vide
Dans les proble`mes axisyme´triques, le terme ∂(ε(x)e)
∂t
, correspondant aux courants
de de´placements n’est pas ne´glige´, contrairement a` la formule de Biot-Savart. Le
champ magne´tique total n’est donc pas le champ magne´tique produit par l’antenne
a` vide mais une perturbation de celui-ci. On rappelle que la solution du proble`me
(8.22) est la diffe´rence h1 = htot,1 − h˘1 ou` htot,1 est le coefficient de Fourier d’indice
1 du champ magne´tique total et non le champ magne´tique lui-meˆme.
Dans un premier temps, on a fixe´ s et on a fait varier la pulsation ω de 0 a` 1012.
On fixe ε ≡ ε0 dans toutes les simulations qui suivent et on pose
s =
S
µ20(iε0ω)
,
ou` S est une constante re´elle donne´e. Ainsi, si S = 1, la somme des termes contenant
le rotationnel et la divergence correspond au laplacien.
Afin de pouvoir traiter le cas ω = 0, on n’a pas re´solu le proble`me (8.22), mais
le proble`me suivant :
Trouver h1 ∈ E 1 tel que : ∀h′ ∈ E 1,∫
Ω∗
rot 1r,zh1.rot
1
r,zh
′ rdrdz +
∫
Ω∗
S div 1r,zh1 div
1
r,zh
′ rdrdz
− ω2ε0µ0
∫
Ω∗
h1.h
′ rdrdz = ω2ε0µ0
∫
Ω∗
h˘1.h
′ rdrdz.
(9.13)
Les valeurs des normes L2(Ω∗) de h1, de sa divergence et de son rotationnel dans le
cas S = 1 sont regroupe´s dans le tableau 9.1.
ω ‖h1‖L2(Ω∗) ‖div (h1)‖L2(Ω∗) ‖rot (h1)‖L2(Ω∗)
0 0,000000 0,000000 0,000000
102 0,712733× 10−17 0,101683× 10−22 0,352201× 10−15
104 0,712733× 10−13 0,101683× 10−18 0,352201× 10−11
106 0,712733× 10−09 0,101683× 10−14 0,352201× 10−07
108 0,712767× 10−05 0,101683× 10−10 0,352217× 10−03
1010 0,137962 0,102104× 10−06 6,66654
1012 0,198073 67,1046 215,716
Tab. 9.1 – norme L2(Ω∗) de h1, div h1 et roth1 pour diffe´rents ω
On constate tout d’abord que, mis a` part le cas ω = 1012, toutes les solutions sont
bien a` divergence nulle. De plus, pour le cas ω = 0 ou` il n’y a pas de courants de
de´placement, on trouve bien h1 ≡ 0, c’est-a`-dire htot,1 ≡ h˘1. Pour ω = 102, 104 et
106, les chiffres significatifs de ‖h1‖L2(Ω∗) sont identiques car le coefficient ω2ε0µ0
est ne´gligeable devant 1 et les inte´grales avec le rotationnel et la divergence sont
pre´ponde´rantes dans le proble`me (9.13). A` partir de ω = 108, le coefficient ω2ε0µ0
devient du meˆme ordre de grandeur puis pre´ponde´rant, ce qui explique les variations
de la norme ‖h1‖L2(Ω∗). Dans le cas ω = 1012, le champ h1 devient tre`s oscillant car
le coefficient
−ω2ε0µ0 = −10
8
9
≃ −107
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est pre´ponde´rant et de signe oppose´ au coefficient devant l’inte´grand avec les rota-
tionnels.
Dans un second temps, on a fixe´ ω = 108, c’est-a`-dire la premie`re valeur pour
laquelle la perturbation h1 devient non ne´gligeable, et on a fait varier S. Les re´sultats
obtenus sont regoupe´s dans le tableau 9.2.
S ‖h1‖L2(Ω∗) ‖div (h1)‖L2(Ω∗) ‖rot (h1)‖L2(Ω∗)
10−2 0,712 767× 10−05 0,534164× 10−10 0,352217× 10−03
100 0,712 767× 10−05 0,101683× 10−10 0,352217× 10−03
102 0,712 767× 10−05 0,157061× 10−11 0,352217× 10−03
Tab. 9.2 – norme L2(Ω∗) de h1, div h1 et rot h1 pour diffe´rents S
Les re´sultats du tableau 9.2 montrent que le proble`me (9.13) est bien inde´pendant
de la valeur de S et constitue donc une bonne illustration de la the´orie de´veloppe´e
dans le chapitre 7.
9.4.2 Antenne dans un milieu conducteur
On va maintenant s’inte´resser au cas ou` l’antenne est plonge´e dans un mi-
lieu ambiant de conductivite´ e´lectrique σ ≡ σ0 > 0. Dans ce cas-la`, l’hypothe`se
h1 × n = h˘1 × n sur Γ1 n’a plus de sens physique. Cependant ce cas est inte´ressant
car il va permettre de mettre en e´vidence le phe´nome`ne d’effet de peau et de valider
le code de calcul lorsque σ est non nul.
La profondeur de pe´ne´tration des champs e´lectrique et magne´tiques, aussi appele´e
e´paisseur de peau, est donne´e par l’expression
(9.14) δ =
√
2
ωµ0σ
.
Dans toutes les expe´riences qui suivent, ω est constant e´gal a` 108. On a regroupe´
dans le tableau 9.3 les valeurs de δ (en cm) pour diffe´rentes valeurs de σ0.
σ0 1 10 40 10
2 103 104
δ 12,616 3,989 1,994 1,261 0,399 0,126
Tab. 9.3 – valeurs de δ pour diffe´rents σ0
Pour σ0 > 10, δ est supe´rieur ou e´gal au rayon de l’antenne donc on a choisi de faire
des simulations pour σ0 ∈ {40, 102, 103, 104}. Par analogie avec la section pre´ce´dente,
dans toutes les simulations qui suivent,
s =
S
µ20(iε0ω − σ0)
,
ou` S est une constante re´elle donne´e et on a re´solu le proble`me suivant :
Trouver h1 ∈ E 1 tel que : ∀h′ ∈ E 1,∫
Ω∗
rot 1r,zh1.rot
1
r,zh
′ rdrdz +
∫
Ω∗
S div 1r,zh1 div
1
r,zh
′ rdrdz
− (ω2ε0µ0 + iωµ0σ0)
∫
Ω∗
h1.h
′ rdrdz = (ω2ε0µ0 + iωµ0σ0)
∫
Ω∗
h˘1.h
′ rdrdz.
(9.15)
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Comme dans la section pre´ce´dente, pour de grandes valeurs de σ, il va falloir prendre
S > 1 pour obtenir une divergence petite. Dans un premier temps, on a fixe´ S a` 1
et on a fait varier σ. Les re´sultats obtenus sont regoupe´s dans le tableau 9.4.
σ0 ‖h1‖L2(Ω∗) ‖div (h1)‖L2(Ω∗) ‖rot (h1)‖L2(Ω∗)
40 0,138 0,466× 10−06 7,434
102 0,157 0,125× 10−05 9,842
103 0,177 0,212× 10−04 19,377
104 0,183 0,617× 10−03 35,396
Tab. 9.4 – norme L2(Ω∗) de h1, div h1 et roth1 pour diffe´rents σ
Remarque 9.4.1 :
Combine´s a` ‖h˘1‖L2(Ω∗) = 0,186, les re´sultats du tableau 9.4 sugge`rent les conjectures
suivantes : {
h1 −−−−−−→
σ0−→+∞
h˘1 dans L
2(Ω∗),
‖rot (h1)‖L2(Ω∗) se comporte comme Cσ1/40 .
Meˆme si la divergence n’est pas aussi petite que dans le cas σ ≡ 0, les re´sultats du
tableau 9.4 sont satisfaisants car la norme de la divergence est nettement infe´rieur a`
celle du rotationnel. Pour obtenir des normes de l’ordre de 10−6, il suffit de prendre
des valeurs plus grandes pour S, comme le montre les tableaux 9.5 et 9.6.
S ‖h1‖L2(Ω∗) ‖div (h1)‖L2(Ω∗) ‖rot (h1)‖L2(Ω∗)
100 0,157 0,125× 10−05 9,842
102 0,157 0,261× 10−06 9,842
104 0,157 0,408× 10−08 9,842
106 0,157 0,444× 10−10 9,842
Tab. 9.5 – norme L2(Ω∗) de h1, div h1 et roth1 pour σ0 = 10
2
S ‖h1‖L2(Ω∗) ‖div (h1)‖L2(Ω∗) ‖rot (h1)‖L2(Ω∗)
100 0,177 0,212× 10−04 19,377
104 0,177 0,220× 10−06 19,377
106 0,177 0,267× 10−08 19,377
108 0,177 0,302× 10−10 19,377
Tab. 9.6 – norme L2(Ω∗) de h1, div h1 et roth1 pour σ0 = 10
3
On n’a pas indique´ ici les re´sultats dans le cas σ0 = 10
4, mais on observe le meˆme
phe´nome`ne. Comme pre´ce´demment, on peut dire que le proble`me axisyme´trique
(8.22) est inde´pendant de S et que la solution h1 est a` divergence nulle pour tout
S > S0(σ0). Afin de ve´rifier que les solutions obtenues pour deux valeurs de S
distinctes sont similaires et non deux applications diffe´rentes ayant la meˆme norme,
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on a repre´sente´ sur les figures 74, 75 et 76, la solution h1 associe´e aux donne´es
σ0 = 10
2 et S = 102, 104 et 106 (les trois figures ont la meˆme e´chelle).
Fig. 74 – norme l2 de h1 pour S = 10
2
Fig. 75 – norme l2 de h1 pour S = 10
4
Fig. 76 – norme l2 de h1 pour S = 10
6
On va maintenant s’attacher a` mettre en e´vidence le phe´nome`ne d’effet de peau
pour les champs magne´tiques et e´lectriques. Dans le cas du champ magne´tique,
c’est le coefficient de Fourier d’indice 1 du champ total, htot,1, et non la solution
h1 = htot,1 − h˘1 du proble`me (8.22) qu’il faut conside´rer. On a repre´sente´ sur les
figures 77, 78, 79 et 80 la norme l2 de htot,1 pour σ0 valant respectivement 40,
102, 103 et 104 en gardant les meˆmes e´chelles. On a repre´sente´ aussi le maillage
d’interpolation utilise´ par Medit pour faire la repre´sentation afin d’avoir une ide´e
de la pe´ne´tration du champ magne´tique. Il faut noter que l’interpolation utilise´e
pour faire les calculs est une interpolation Q10 aux abscisses de Gauss-Lobatto donc
le quadrillage n’est pas uniforme dans la direction des r. Pour fixer les ide´es, les
traits horizontaux au centre correspondent a` r = 2 cm et la subdivision en haut a`
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r = 3,5 cm.
Fig. 77 – norme l2 de htot,1 pour σ0 = 40
Fig. 78 – norme l2 de htot,1 pour σ0 = 10
2
Fig. 79 – norme l2 de htot,1 pour σ0 = 10
3
Fig. 80 – norme l2 de htot,1 pour σ0 = 10
4
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Les quatre figures pre´ce´dentes constituent une bonne illustration du phe´nome`ne
d’effet de peau pour le champ magne´tique. De plus, on retrouve a peu pre`s les
valeurs de δ du tableau 9.3.
Pour montrer l’effet de peau du champ e´lectrique, on utilise la relation
e =
1
iε0ω − σ0 roth.
Ainsi, on a repre´sente´ sur les figures 81, 82, 83 et 84 la norme l2 de
rot 1r,zh1 = rot
1
r,zhtot,1,
pour σ0 valant respectivement 40, 10
2, 103 et 104 en gardant les meˆmes e´chelles.
Fig. 81 – norme l2 de rot 1r,zh1 pour σ0 = 40
Fig. 82 – norme l2 de rot 1r,zh1 pour σ0 = 10
2
Fig. 83 – norme l2 de rot 1r,zh1 pour σ0 = 10
3
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Fig. 84 – norme l2 de rot 1r,zh1 pour σ0 = 10
4
Les quatre figures pre´ce´dentes constituent une bonne illustration du phe´nome`ne d’ef-
fet de peau pour le champ e´lectrique. De plus, on retrouve a peu pre`s les valeurs de
δ du tableau 9.3.
Pour conclure cette section consacre´ au milieu ambiant conducteur, on va s’inte´res-
ser aux composantes du champ e´lectrique dans le cas σ0 = 10
2. Pour cela, on a
repre´sente´ leurs modules respectifs sur les figures 85, 86 et 87.
Fig. 85 – module de la composante suivant r de rot 1r,zh1 pour σ0 = 10
2
Fig. 86 – module de la composante suivant θ de rot 1r,zh1 pour σ0 = 10
2
Fig. 87 – module de la composante suivant z de rot 1r,zh1 pour σ0 = 10
2
On voit bien sur la figure 86 l’influence des anneaux qui cre´e´ un courant, et donc
un champ e´lectrique, dans la direction θ. De meˆme, la figure 87 met en e´vidence
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l’influence des branches qui cre´e un courant, et donc un champ e´lectrique, dans la
direction z. Ce dernier point est confirme´ par la figure qui repre´sente le module de
la composante suivant z du champ e´lectrique dans le plan θ = π/N . Contrairement
a` la figure 87, on ne voit plus un pic du module enn haut au voisinage de l’antenne.
9.4.3 Cas re´aliste
Dans cette dernie`re section, on va conside´rer un cas plus re´aliste : on suppose
que le domaine Ω∗ se compose d’un rectangle inte´rieur Ω∗m entoure´ d’air. Le domaine
Ω∗m repre´sente un conducteur dont les caracte´ristiques sont les suivantes :
εm = ε0,
µm = µ0,
σm = 10
4.
Ce mode`le constitue une premie`re approche d’un examen IRM d’un implant me´tallique.
Pour le domaine Ω∗m, on a choisi un rectangle de largeur 5 mm et de longueur
7,2 cm centre´e en z = 0. On a conserve´ le meˆme maillage que dans les simulations
pre´ce´dentes : le domaine Ω∗2 est de´termine´ a` l’aide de la fonction σ dans Me´lina.
On a repre´sente´ sur la figure 88 la norme l2 du coefficient de Fourier d’indices
1 de la solution du proble`me (8.22) pour ω = 108. Pour la fonction s, d’apre`s les
simulations pre´ce´ce´dentes, on a pris
s =
100(1 + σ)
iεω − σ
afin d’avoir un coefficient plus important dans la partie avec le me´tal que dans l’air.
Fig. 88 – norme l2 de h1 pour ω = 10
8
On constate que le coefficient de Fourier h˘1 est de norme de l’ordre de 10
−4 sur
le bord Γ1 de Ω
∗. Autrement dit, h˘1 est peu perturbe´ par la pre´sence du me´tal et
l’hypothe`se h1 × n = 0 sur Γ1 est satisfaite.
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Afin de ve´rifier la nullite´ de la divergence de la solution, on a repre´sente´ son
module sur la figure 89 et indique´ sa norme L2(Ω∗) dans le tableau 9.7.
Fig. 89 – module de div h1 pour ω = 10
8
‖h1‖L2(Ω∗) ‖div (h1)‖L2(Ω∗) ‖rot (h1)‖L2(Ω∗)
0,385× 10−05 0,278× 10−05 0,233× 10−03
Tab. 9.7 – norme L2(Ω∗) de h1, div h1 et rot h1 pour ω = 10
8
On ve´rifie sur la figure 89 et le tableau 9.7 que la norme est bien petite. Par contre,
contrairement aux cas σ ≡ 0 et σ ≡ σ0 > 0, on observe l’apparition de phe´nome`nes
nume´riques le long de la frontie`re du me´tal sur l’axe. On observe aussi ce phe´nome`ne
sur roth1 (voir la figure 90).
Fig. 90 – norme l2 de roth1 pour ω = 10
8
Pour conclure ce chapitre, on revient sur le choix de la fonction s pour les si-
mulations nume´riques lorsque σ est variable. Diffe´rents calculs ont montre´ qu’une
fonction s de la forme
s =
S
iεω − σ ,
choix inspire´ des exemples dans le cas σ constant, n’est pas un choix pertinant. En
effet, les phe´nome`nes nume´riques observe´s le long de l’axe dans ce cas sont beaucoup
plus important. De plus, la solution h1 n’est alors plus ne´gligeable sur le bord Γ1.
Par ailleurs, si on garde le choix de s effectue´ pour ω = 108 et que l’on pose
ω = 109 ou 1010, on constate que le champ h1 devient non ne´gligeable sur le bord et
que sa divergence croit avec ω. Il est donc aussi ne´cessaire de prendre en compte la
valeur de ω dans le choix de s.
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Les simulations dans le cas re´aliste montrent bien la difficulte´ de re´soudre un
proble`me lorsque de nombreux parame`tres entrent en jeu. La me´thode de re´solution
des proble`mes axisyme´triques est valide´e. Une e´tude plus approfondie concernant le
choix des parame`tres est actuellement en cours.
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Conclusion de la partie 2
Chapitre 6
A` l’aide de la the´orie des ope´rateurs monotones dans un espace de Hilbert, on
a montre´ que le proble`me e´tudie´ est bien pose´ : il admet une solution unique dans
(H(rot ; Ω))2. De plus, on a pu e´tablir une estimation de l’erreur commise en appro-
chant cette solution par la solution du proble`me harmonique associe´. Une analyse
comple´mentaire s’ave`re ne´cessaire afin d’affiner cette majoration et d’obtenir un
re´sultat de convergence vers ze´ro pour des temps longs.
Chapitre 7
En re´gularisant l’e´quation harmonique en h et en utilisant la the´orie de Fredholm,
on a pu montrer que le proble`me harmonique admet une solution unique. De plus,
celle-ci est a` divergence nulle.
Chapitre 8
Le chapitre 8 a permis de montrer que le proble`me harmonique tridimensionnel
est e´quivalent a` une se´rie de proble`mes bidimensionnels de´couple´s en utilisant l’axi-
syme´trie du domaine. On a aussi montre´ que chaque proble`me bidimensionnel est
bien pose´.
Chapitre 9
On montre tout d’abord que les diffe´rentes hypothe`ses ne´cessaires a` l’e´tude mene´e
dans les chapitres pre´ce´dents sont justifie´es.
On a aussi de´termine´ l’expression des coefficients de Fourier du champ radiofre´-
quence. On a notamment montre´ que seuls ceux d’indice n = 1 + kN avec k ∈ Z
sont non nuls.
La dernie`re partie du chapitre 9 est consacre´e aux simulations nume´riques. Celles-
ci confortent l’e´tude the´orique des coefficients de Fourier : on a pu ve´rifier que les
coefficients d’indice n 6= 1 + kN sont nuls et que ceux d’indice n = 1 + kN sont a`
divergence et a` rotationnel nuls. De plus, l’e´tude de la convergence de la se´rie de
Fourier a montre´ que le proble`me tridimensionnel du chapitre 7 est approche´ avec
une erreur de l’ordre de 10−6 en re´solvant 9 proble`mes bidimensionnels.
Les simulations lorsque l’antenne est place´e dans le vide ou dans un milieu
conducteur confirment les re´sultats the´oriques obtenus dans les chapitres 7 et 8. Ils
permettent aussi de mettre en e´vidence le phe´nome`ne d’e´paisseur de peau lorsque la
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conductivite´ du milieu augmente ainsi que l’influence des anneaux et des branches
sur le champ e´lectrique.
Enfin, les simulations dans le cas plus re´aliste constitue´ d’un implant me´tallique
entoure´ d’air montrent que les champs e´lectriques et magne´tiques ne sont pas per-
turbe´s au voisinage du bord Γ1 par la pre´sence du me´tal, ce qui valide la condition
aux limites htot×n = h˘×n sur Γ1. On est maintenant en mesure de mener une e´tude
en fonction des diffe´rents parame`tres afin de retrouver les phe´nome`nes de re´sonance
des champs e´lectriques et magne´tiques observe´s dans la litte´rature. Par ailleurs, une
e´tude the´orique et nume´rique supple´mentaire s’ave`re ne´cessaire pour comprendre
les phe´nome`nes nume´riques observe´s sur le divergence et le rotationnel le long de la
frontie`re de l’implant.
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Conclusion ge´ne´rale et
perspectives
L’e´tude du fonctionnement de l’antenne cage d’oiseau et du champ magne´tique
radiofre´quence ge´ne´re´, mene´e dans la premie`re partie de ce travail, constitue une base
mathe´matique de re´fe´rence pour l’e´tude des antennes dans le domaine de l’IRM.
A` l’aide des techniques de´veloppe´es, on est en mesure d’e´tudier l’homoge´ne´ite´ du
champ radiofre´quence pour d’autres types d’antennes.
Des modifications mineures du code de calcul peuvent servir a` la conception de
nouvelles antennes IRM en re´alisant la cartographie de leur champ radiofre´quence.
Concernant la deuxie`me partie de ce travail, on est maintenant en possession de
tous les e´le´ments pour re´aliser un code de calcul de l’e´volution de la tempe´rature de
l’objet me´tallique : l’e´tape suivante consiste a` relier le code axisyme´trique de´veloppe´
a` un code re´solvant l’e´quation de la chaleur.
Afin de ne pas avoir a` mailler l’implant me´tallique qui est de faible largeur,
une e´tude the´orique et nume´rique du proble`me obtenu en remplac¸ant le me´tal par
la condition aux limites du conducteur parfait semble inte´ressante. Concernant la
partie nume´rique, l’essentiel du code est de´ja` e´crit ; il reste a` ajouter la condition
conducteur parfait sur la frontie`re du me´tal. La partie the´orique ne´cessite l’utili-
sation de nouvelles techniques lie´es au de´veloppement asymptotique. Cependant, il
est raisonnable de penser que les diffe´rents termes du de´veloppement asymptotique
vont eˆtre solutions de proble`mes similaires a` celui e´tudie´ dans ce travail. Les re´sultats
d’existence et d’unicite´ pourront donc eˆtre re´utilise´s, diminuant ainsi l’investissement
the´orique ne´cessaire.
L’e´tude the´orique du proble`me thermique est quant a` elle plus de´licate. En effet,
le terme source de l’e´quation de la chaleur est constitue´ des pertes par effet Joule
qui est peu re´gulier. L’existence et l’unicite´ d’une solution au proble`me thermique
ne´cessite donc une e´tude the´orique supple´mentaire.
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Annexe A
Rappels sur les matrices
circulantes
Dans ce chapitre, on va e´noncer quelques re´sultats concernant les matrices cir-
culantes. On trouve une e´tude plus comple`te des matrices circulantes dans [35].
A.1 Matrices de Fourier
Soit n un entier naturel supe´rieur ou e´gal a` 1 et w = e
2iπ
n .
Soient j et k deux entiers naturels. La somme des puissances de w(j−k) ve´rifie l’e´galite´
suivante :
(A.1)
1
n
n−1∑
r=0
wr(j−k) = δj,k
ou` δj,k de´signe le symbole de Kronecker, de´fini par : δj,k =
{
1, si j = k,
0, sinon.
La matrice de Fourier de rang n, F , est de´finie par :
(A.2) F =
1√
n
(
w(j−1)(k−1)
)
16j,k6n
.
On note F ∗ la matrice transpose´e conjugue´e de F :
(A.3) F ∗ =
1√
n

1 1 1 · · · 1
1 w w2 · · · wn−1
1 w2 w4 · · · w2(n−1)
...
...
...
...
1 wn−1 w2(n−1) · · · w(n−1)(n−1)
 ,
et
(A.4) B = (C0, ..., Cn−1)
la famille compose´e des n vecteurs colonnes de F ∗.
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On a les re´sultats suivants concernant les puissances de F et F ∗ :
The´ore`me A.1.1 : puissances de la matrice de Fourier
F est une matrice unitaire.
De plus, on a les e´galite´s suivantes :
F 2 = (F ∗)2 =

1 0 · · · 0 0
0 0 · · · 0 1
0 0 · · · 1 0
...
...
...
...
0 1 · · · 0 0
 ,
F 4 = (F ∗)4 =

1 0 · · · 0
0 1 · · · 0
...
. . .
...
0 0 · · · 1
 .
De´monstration. Les diffe´rentes e´galite´s s’obtiennent en utilisant la relation (A.1).
Les calculs ne pre´sentent aucune difficulte´ et sont laisse´s au lecteur. 
Remarque A.1.2 Tous les re´sultats e´nonce´s sont encore vrais si on prend wk avec
2 6 k 6 n− 1 au lieu de w dans la de´finition de la matrice de Fourier.
A.2 Matrices circulantes
On appelle matrice circulante d’ordre n une matrice de la forme suivante :
(A.5) M =

a0 a1 · · · an−2 an−1
an−1 a0 · · · an−3 an−2
...
...
...
...
a1 a2 · · · an−1 a0

ou` a0, a1, ..., an−1 sont n nombres complexes.
On lui associe le polynoˆme pM de´fini par :
pM(X) = a0 + a1X + · · ·+ an−1Xn−1.
Les matrices circulantes sont les matrices diagonalisables par F . En effet, on a
le re´sultat suivant :
The´ore`me A.2.1 : diagonalisation des matrices circulantes
Les matrices circulantes d’ordre n sont les matrices de la forme :
(A.6) M = F ∗ΛM F ou` ΛM =

λ0 0 · · · 0
0 λ1 · · · 0
...
. . .
...
0 0 · · · λn−1
 = diag(λ0, ..., λn−1)
ou` λ0, ..., λn−1 sont n nombres complexes.
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Plus pre´cise´ment,
– siM est une matrice circulante, les valeurs propres deM sont les λj = pM(w
j)
pour j = 0, ..., n− 1 et les colonnes de F ∗ sont des vecteurs propres associe´s.
– si la matrice M est donne´e par la formule (A.6), alors ses coefficients aj,
j = 0, ..., n− 1 de l’e´galite´ (A.5) sont donne´s par : a0...
an−1
 = 1√
n
F
 λ0...
λn−1
 .
De´monstration.
◮ Soient M une matrice circulante d’ordre n et f l’application line´aire associe´e
dans la base canonique.
Comme F ∗ est inversible, B , la famille compose´e des n vecteurs colonnes de F ∗,
est une base de Cn. On va montrer que ΛM est la matrice de f dans B .
On a :
∀ 0 6 j 6 n− 1, MCj = 1√
n

a0 a1 · · · an−1
an−1 a0 · · · an−2
...
...
...
a1 a2 · · · a0


1
wj
...
wj(n−1)

=
1√
n

a0 + a1w
j + · · ·+ an−1wj(n−1)
wj[a0 + a1w
j + · · ·+ an−1wj(n−1)]
...
wj(n−1)[a0 + a1w
j + · · ·+ an−1wj(n−1)]

= pM(w
j)Cj.
Les pM(w
j) sont donc des valeurs propres de M et les Cj sont des vecteurs propres
associe´s. Comme B est une base de Cn, il n’existe pas d’autres valeurs propres de
M . En effet, soit λ une valeur propre de M et K un vecteur propre non nul associe´.
On de´compose le vecteur K dans la base B :
K =
n−1∑
j=0
αjCj.
Comme MK = λK, on obtient :
∀ 0 6 j 6 n− 1, αj(λ− λj) = 0.
Le vecteur K e´tant non nul, il existe j tel que αj 6= 0. D’ou` :
∃ 0 6 j 6 n− 1, λ = λj.
Dans la base B , f a donc pour matrice Λ = diag(λ0, ..., λn−1) avec λj = pM(w
j)
pour j = 0, ..., n − 1. D’apre`s la formule de changement de base, Λ = (F ∗)−1MF ∗.
Comme F ∗ est unitaire, on obtient : M = F ∗ΛF .
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◮ Re´ciproquement, soit M une matrice de la forme (A.6) :
M = F ∗ΛF.
ou` Λ est la matrice diagonale compose´e de λ0, ..., λn−1.
On se donne n complexes a0, ..., an−1 et on conside`re le polynoˆme associe´ :
(A.7) p = a0 + a1X + · · ·+ an−1Xn−1 ∈ C[X].
On remarque que :
F ∗
 a0...
an−1
 = 1√
n
 p(w
0)
...
p(wn−1)
 .
Autrement dit, b0, ..., bn−1 e´tant n complexes donne´s, trouver un polynoˆme p de
C[X] de degre´ infe´rieur a` n− 1 de la forme (A.7) est e´quivalent a` re´soudre
(A.8) F ∗
 a0...
an−1
 = 1√
n
 b0...
bn−1
 .
Comme F ∗ est inversible d’inverse F , (A.8) admet une unique solution et les coeffi-
cients du polynoˆme p sont donne´s par :
(A.9)
 a0...
an−1
 = 1√
n
F
 b0...
bn−1
 .
Soit D la matrice circulante associe´e aux coefficients a0, ..., an−1 de´finis par (A.9)
avec bj = λj. D’apre`s la premie`re partie de la de´monstration, on a :
D = F ∗ ΛD F = F
∗ ΛF =M.
La matrice M est donc une matrice circulante et ses coefficients ve´rifient la relation
annonce´e. 
Du the´ore`me sur la diagonalisation des matrices circulantes on de´duit les pro-
prie´te´s suivantes concernant le produit des matrices circulantes :
Proposition A.2.2 : produit des matrices circulantes
Toutes les matrices circulantes du meˆme ordre commutent.
Le produit de deux matrices circulantes est une matrice circulante.
L’inverse, s’il existe, d’une matrice circulante est une matrice circulante.
De´monstration. Soient A et B deux matrices circulantes d’ordre n.
◮ D’apre`s le the´ore`me (A.2.1), on a :
A = F ∗ΛAF et B = F
∗ΛBF.
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D’ou`, F ∗ e´tant unitaire :
AB = (F ∗ΛAF )(F
∗ΛBF )
= F ∗ΛAΛBF
= F ∗ΛBΛAF
= BA.
◮ Comme AB = F ∗ΛBΛAF et que la matrice ΛAΛB est diagonale, la matrice
AB est elle aussi une matrice circulante (voir le the´ore`me (A.2.1)).
◮ Par hypothe`se, A est inversible. Alors det(A) = det(ΛA) 6= 0 et les valeurs
propres λj , j = 0, ..., n− 1 de A sont toutes non nulles.
On pose L = diag
(
1
λ0
, · · ·, 1
λn−1
)
. On a alors :
A(F ∗LF ) = F ∗ΛALF
= Id.
ou` Id est la matrice identite´ de Cn.
D’ou` A est inversible d’inverse A−1 = F ∗LF . Comme L est une matrice diagonale,
A−1 est une matrice circulante. 
On de´duit de la diagonalisation des matrices circulantes le re´sultat suivant :
Proposition A.2.3 : re´solution du proble`me aux valeurs propres
Soient A et B deux matrices circulantes d’ordre n.
Alors, le proble`me aux valeurs propres :
(A.10) Trouver (λ,K 6= 0) tel que AK = λBK
est e´quivalent a` trouver (λ, α 6= 0) tel que :
diag(λA0 − λ λB0 , · · · , λAn−1 − λ λBn−1)α = 0,
α et K e´tant lie´s par la relation α = FK.
De´monstration. Par ce qui pre´ce`de on a :
A = F ∗ΛAF, B = F
∗ΛBF,
ΛA et ΛB e´tant des matrices diagonales.
Ainsi le proble`me aux valeurs propres (A.10) s’e´crit de fac¸on e´quivalente :
F ∗ΛAFK = F
∗ΛBFK
ou encore
F ∗(ΛA − ΛB)FK = 0.
On de´compose K dans la base B = (C0, ..., Cn−1) das vecteurs colonnes de F
∗ :
K =
n−1∑
k=0
αkCk.
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Ainsi, en appliquant F a` K, on obtient :
FK =
n−1∑
k=0
αkFCk =
 α0...
αn−1
 .
On en de´duit donc :
F ∗(ΛA − ΛB)
 α0...
αn−1
 = 0.
La matrice F ∗ e´tant inversible, le proble`me aux valeurs propres se re´duit a` trouver
λ ∈ C et α ∈ Cn non identiquement nul avec
diag(λA0 − λ λB0 , · · · , λAn−1 − λ λBn−1)α = 0.

La proposition suivante de´crit pre´cisement les solutions du proble`me (A.10) in-
troduit dans A.2.3.
Proposition A.2.4 : solutions du proble`me aux valeurs propres
Soient A et B deux matrices circulantes d’ordre n.
On note λAk (respectivement λ
B
k ) les valeurs propres de A (respectivement B) et :
K1 = {0 6 k 6 n− 1 | λAk = λBk = 0},
K2 = {0 6 k 6 n− 1 | λBk 6= 0},
pour k ∈ K2, Jk =
{
j ∈ K2
∣∣∣∣λAjλBj = λ
A
k
λBk
}
.
Les couples (λ,K) solutions de l’e´quation AK = λBK sont les e´le´ments de :
E = [C× V ect(Cp)p∈K1] ∪
[ ⋃
k∈K2
{
λAk
λBk
}
×
(
V ect(Cj)j∈Jk ⊕ V ect(Cp)p∈K1
)]
.
ou` V ect(Ck)k∈J est l’espace vectoriel engendre´ par les vecteurs Ck, k appartenant a`
l’ensemble d’indice J (par convention, on pose V ect(∅) = {0}).
De´monstration. Soit k ∈ K2. Les ensembles Jk etK1 e´tant disjoints et les vecteurs
colonnes de F ∗ formant une base de Cn, les espaces V ect(Cj)j∈Jk et V ect(Cp)p∈K1
sont bien en somme directe et la de´finition de l’ensemble E a un sens.
◮ Soit λ ∈ C.
On ve´rifie tout d’abord que les solution triviales (λ, 0) sont bien dans E. En effet,
comme, par convention, V ect(∅) = {0}, le vecteur nul appartient a` V ect(Cj)j∈K1 et
(λ, 0) est bien un e´le´ment de E.
◮ Soit (λ,K) une solution de AK = λBK avec K 6= 0.
On de´compose K dans la base B = (C0, ..., Cn−1) des vecteurs colonnes de F
∗ :
K =
n−1∑
k=0
αkCk
=
∑
k∈K1
αkCk +
∑
k∈K2
αkCk +
∑
k∈K3
αkCk
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ou` K3 = {0 6 k 6 n− 1 | λBk = 0 et λAk 6= 0}.
On a : 
AK =
∑
k∈K2
αkλ
A
kCk +
∑
k∈K3
αkλ
A
kCk,
BK =
∑
k∈K2
αkλ
B
k Ck.
D’apre`s l’unicite´ de la de´composition dans une base, on en de´duit que :{
∀ k ∈ K2, αk(λAk − λλBk ) = 0,
∀ k ∈ K3, αkλAk = 0.
Pour k ∈ K3, λAk 6= 0 donc αk = 0.
Deux cas sont alors possibles :
– ∀ k ∈ K2, αk = 0.
Alors K ∈ Ker(A) ∩Ker(B) et (λ,K) ∈ C× V ect(Ck)k∈K1 ⊂ E.
– Il existe k′ ∈ K2 tel que αk′ 6= 0.
Comme αk′(λ
A
k′ − λλBk′) = 0 et λBk′ 6= 0, λ =
λAk′
λBk′
.
Par ailleurs, on a :
∀ k ∈ K2\{k′}, αk(λAk − λλBk ) = 0.
Donc, si k ∈ K2\Jk′, λAk − λλBk 6= 0 et αk = 0. D’ou` :
K =
∑
k∈K1
αkCk +
∑
k∈Jk′
αkCk.
Le couple (λ,K) appartient donc a`
⋃
k∈K2
(
λAk
λBk
, V ect(Cj)j∈Jk ⊕ V ect(Cp)p∈K1
)
⊂ E.
On vient donc de montrer que les solutions (λ,K) de l’e´quation AK = λBK
appartiennent a` E.
◮ Soit (λ,K) un e´le´ment de E.
Deux cas sont encore possibles :
– (λ,K) ∈ C× V ect(Ck)k∈K1.
Dans ce cas, AK = BK = 0 et donc AK = λBK.
– (λ,K) /∈ C× V ect(Ck)k∈K1.
Alors, il existe k ∈ K2 tel que λ = λ
A
k
λBk
et K ∈ V ect(Cj)j∈Jk ⊕ V ect(Cp)p∈K1.
Le vecteur K s’e´crit donc :
K =
∑
j∈K1
αjCj +
∑
j∈Jk
αjCj .
D’ou` : 
AK =
∑
j∈Jk
αjλ
A
j Cj,
BK =
∑
j∈Jk
αjλ
B
j Cj .
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Donc, par de´finition de l’ensemble Jk,
λBK =
∑
j∈Jk
αjλλ
B
j Cj
=
∑
j∈Jk
αjλ
A
j Cj
= AK.
On a donc montre´ que si le couple (λ,K) appartient a` E, alors il est solution de
l’e´quation AK = λBK.
En ajoutant le premier point, ceci montre que (λ,K) est solution de l’e´quation
AK = λBK si et seulement si (λ,K) ∈ E. 
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Annexe B
Rappels sur les inte´grales
elliptiques
Dans cette annexe, on va pre´senter un algorithme de calcul des inte´grales ellip-
tiques du premier et du deuxie`me type base´ notamment sur la relation de Landen.
Dans les re´fe´rences [1], [16] et [28], on retrouve les fondements the´oriques de la
me´thode, notamment la relation de Landen. Toutefois, l’aboutissement a` un code de
calcul efficace a ne´cessite´ un important travail de mise au point.
B.1 De´finitions
Avant de pre´senter les algorithmes utilise´s pour calculer les inte´grales elliptiques,
on va rappeler quelques de´finitions et notations.
De´finition B.1.1 : inte´grales elliptiques
Soient ϕ ∈ R et α ∈
[
0;
π
2
]
.
On appelle inte´grale elliptique du premier type l’inte´grale suivante :
(B.1) F (ϕ, α) =
∫ ϕ
0
dθ√
1− sin2 α sin2 θ
.
Si on pose κ = sinα, cette inte´grale devient :
(B.2) F (ϕ, κ) =
∫ ϕ
0
dθ√
1− κ2 sin2 θ
.
Dans la suite on utilisera de fac¸on e´quivalente l’une ou l’autre des deux formulations
pre´ce´dentes pour repre´senter l’inte´grale elliptique du premier type.
On appelle inte´grale elliptique du deuxie`me type l’inte´grale suivante :
(B.3) E(ϕ, α) =
∫ ϕ
0
√
1− sin2 α sin2 θ dθ.
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Si on pose κ = sinα, cette inte´grale s’e´crit :
(B.4) E(ϕ, κ) =
∫ ϕ
0
√
1− κ2 sin2 θ dθ.
Dans la suite on utilisera de fac¸on e´quivalente l’une ou l’autre des deux formulations
pre´ce´dentes pour repre´senter l’inte´grale elliptique du deuxie`me type.
Lorsque ϕ vaut
π
2
, on dit que les inte´grales elliptiques sont comple`tes et on note
K(α) et E(α) leurs valeurs respectives :
(B.5) K(α) =
∫ π/2
0
dθ√
1− sin2 α sin2 θ
,
(B.6) E(α) =
∫ π/2
0
√
1− sin2 α sin2 θ dθ.
Comme pour les inte´grales incomple`tes, on utilisera aussi le parame`tre κ = sinα
pour repre´senter ces inte´grales :
(B.7) K(κ) =
∫ π/2
0
dθ√
1− κ2 sin2 θ
,
(B.8) E(κ) =
∫ π/2
0
√
1− κ2 sin2 θ dθ.
Afin de se ramener a` une amplitude ϕ comprise entre 0 et
π
2
, on va maintenant
e´noncer des proprie´te´s de syme´trie et de translation ve´rifie´es par F .
Proposition B.1.2 : premie`res proprie´te´s des inte´grales elliptiques
Soient ϕ ∈ R et α ∈
[
0;
π
2
]
.
Les inte´grales elliptiques du premier et du deuxie`me type ve´rifient les relations sui-
vantes : {
F (−ϕ, α) = −F (ϕ, α),
∀ s ∈ Z, F (sπ ± ϕ, α) = 2sK(α)± F (ϕ, α),{
E(−ϕ, α) = −E(ϕ, α),
∀ s ∈ Z, E(sπ ± ϕ, α) = 2sE(α)±E(ϕ, α).
De´monstration. Les de´monstrations e´tant similaires pour E et F , on ne va ex-
pliquer les e´galite´s que pour F .
La premie`re relation est obtenue par le changement de variable θ −→ −θ.
Il ne reste plus alors, pour des raisons de syme´trie, qu’a` de´montrer la deuxie`me
e´galite´ pour F (sπ+ϕ). Pour cela, on de´compose l’intervalle [0;ϕ] en sous-intervalles
de longueur π et on utilise la relation de Chasles. 
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Pour finir cette section, on va donner les valeurs des inte´grales elliptiques dans
les cas particuliers α = 0 et α = π/2.
Proposition B.1.3 : quelques valeurs particulie`res des inte´grales elliptiques
Soit ϕ ∈ R\
{π
2
+ pπ ; p ∈ Z
}
.{
F (ϕ, 0) = ϕ,
F
(
ϕ,
π
2
)
= ln
[
tan
(π
4
+
ϕ
2
)]
,{
E(ϕ, 0) = ϕ,
E
(
ϕ,
π
2
)
= sinϕ.
De´monstration. Ces calculs ne pre´sentent pas de difficulte´es et sont laisse´s au
lecteur. 
Remarque B.1.4
On peut de´finir les inte´grales elliptiques pour un angle α quelconque graˆce aux rela-
tions suivantes : {
F (ϕ,−α) = F (ϕ, α),
∀ s ∈ Z, F (ϕ, α+ sπ) = F (ϕ, α).
Remarque B.1.5
Les inte´grales elliptiques du troisie`me type s’e´crivent sous la forme suivante :
Π(ϕ, α, n) =
∫ ϕ
0
dθ
(1− n sin2 θ)
√
1− sin2 α sin2 θ
.
avec (ϕ, α, n) ∈ R×R×N. Comme ce type d’inte´grale n’apparaˆıt pas dans le calcul
du champ magne´tique que l’on e´tudie, on ne va pas s’inte´resser a` cette inte´grale.
B.2 Inte´grale elliptique comple`te du premier type
Dans cette section, on va e´tablir un moyen de calcul efficace de l’inte´grale el-
liptique comple`te du premier type. Pour cela, on introduit la notation suivante,
ge´ne´ralisation de l’inte´grale elliptique comple`te du premier type :
(B.9) ∀ a, b ∈ R, T (a, b) = 2
π
∫ π/2
0
dθ√
a2 cos2 θ + b2 sin2 θ
.
Cette nouvelle inte´grale ve´rifie les proprie´te´s suivantes :
Proposition B.2.1 : proprie´te´s ve´rifie´es par T
Soient a > b > 0.
On peut re´e´crire l’inte´grale T (a, b) sous la forme suivante :
(B.10) T (a, b) =
2
π
∫ +∞
0
dt√
(a2 + t2)(b2 + t2)
.
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Les inte´grales T et K sont lie´es par :
(B.11) T (a, b) =
2
aπ
K
(√
1− b
2
a2
)
.
L’inte´grale T ve´rifie les relations suivantes :
(B.12) T (a, b) =
1
a
T
(
1,
b
a
)
,
(B.13) T (a, b) = T
(
a+ b
2
,
√
ab
)
.
De´monstration. Pour montrer l’e´criture (B.10), on fait le changement de va-
riable t = b tan θ afin de faire disparaˆıtre les cosinus et sinus du de´nominateur.
Comme θ varie entre 0 et
π
2
, ce changement de variable est bien licite et on a :
dt = b(1 + tan2 θ)dθ
=
b
cos θ
√
1 + tan2 θ dθ
=
√
b2 + t2
dθ
cos θ
.
On obtient donc :
T (a, b) =
2
π
∫ π/2
0
1√
a2 + b2 tan2 θ
dθ
cos θ
=
2
π
∫ +∞
0
dt√
(a2 + t2)(b2 + t2)
.
En remplac¸ant cos2 θ par 1− sin2 θ dans (B.9), on obtient (B.11).
La relation (B.12) est obtenue en factorisant par a le de´nominateur de (B.9).
Afin d’obtenir la relation (B.13), on va faire apparaˆıtre les termes
a + b
2
et
√
ab
dans (B.10). Pour cela, on fait le changement de variable suivant :
u =
1
2
(
t− ab
t
)
.
Comme
2u = t− ab
t
= t
(
1− ab
t2
)
,
on a :
du =
1
2
(
1 +
ab
t2
)
dt =
(
1− u
t
)
dt.
En utilisant l’e´galite´ (2ut)2 = (t2 − ab)2, on obtient :
(a2 + t2)(b2 + t2) = 4u2t2 + 2abt2 + (a2 + b2)t2
= t2[4u2 + (a+ b)2].
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Finalement l’inte´grand s’e´crit :
dt√
(a2 + t2)(b2 + t2)
=
du
1− u
t
1√
t2[4u2 + (a + b)2]
.
Comme 1− u
t
=
1
2
(
1 +
ab
t2
)
> 0, on obtient :
dt√
(a2 + t2)(b2 + t2)
=
du√(
1− u
t
)2
t2[4u2 + (a + b)2]
=
du√
(t− u)2[4u2 + (a+ b)2] .
Or
t2 − 2ut− ab = 0,
donc :
t− u = ±
√
u2 + ab.
D’ou` :
dt√
(a2 + t2)(b2 + t2)
=
du√
(u2 + ab)(4u2 + (a + b)2)
=
du
2
√[
u2 +
(
a+ b
2
)]
(u2 + ab)
.
On obtient donc finalement :
T (a, b) =
2
π
∫ +∞
−∞
du
2
√[
u2 +
(
a+ b
2
)]
(u2 + ab)
=
2
π
∫ +∞
0
du√[
u2 +
(
a + b
2
)]
(u2 + ab)
= T
(
a+ b
2
,
√
ab
)
.

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Afin d’exploiter la relation fondamentale (B.13), on pose les de´finitions suivantes.
De´finition B.2.2 : suites arithme´tico-ge´ome´triques.
Soient a, b ∈ R+.
On appelle suites arithme´tico-ge´ome´triques associe´es a` a et b les suites (an)n∈N et
(bn)n∈N de´finies par :
(B.14)
{
a0 = a,
∀n ∈ N, an+1 = an + bn
2
,
et
{
b0 = b,
∀n ∈ N, bn+1 =
√
anbn.
De plus, si a 6 1, on de´finit la suite (cn)n∈N par :
(B.15)
 c0 =
√
1− b20,
∀n ∈ N, cn+1 = an − bn
2
.
En utilisant ces de´finitions et la relation (B.13), on a imme´diatement :
(B.16) ∀n ∈ N, T (a, b) = T (an, bn).
Proposition B.2.3 : moyenne arithme´tico-ge´ome´trique
Pour a > b > 0, les suites (an)n∈N et (bn)n∈N de´finies par les relations (B.14)
sont bien de´finies dans R et convergent vers la meˆme limite, note´eM(a, b) et appele´e
moyenne arithme´tico-ge´ome´trique de a et b.
De plus ces suites ont les encadrements suivants :
(B.17) ∀n ∈ N, b0 6 bn 6M(a, b) 6 an 6 a0
et satisfont le re´sultat de convergence :
(B.18) ∀n ∈ N, 0 6 |an −M(a, b)| + |bn −M(a, b)| 6 a0 − b0
2n
.
Si a 6 1, la suite (cn)n∈N de´finie par (B.15) converge vers 0 et satisfait :
(B.19) ∀n ∈ N, 0 6 cn 6 c0
2n
.
De plus, les suites (an)n∈N, (bn)n∈N et (cn)n∈N sont relie´es par la relation suivante :
(B.20) ∀n ∈ N, a2n+1 − b2n+1 = c2n+1.
De´monstration. On montre tout d’abord que les deux suites sont bien de´finies
dans R pour tout n ∈ N. Pour cela, on ve´rifie par re´currence que l’ine´galite´ de de´part
a > b > 0 est conserve´e pour tout n ∈ N. En effet, si on suppose que
(B.21) an > bn > 0,
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les termes an+1 et bn+1 sont bien de´finis et positifs. Leur diffe´rence ve´rifie :
2cn+2 = an+1 − bn+1
=
an + bn
2
−
√
anbn
=
an − 2
√
anbn + bn
2
=
(√
an −
√
bn
)2
2
> 0.
Un raisonnement par re´currence montre donc que l’encadrement (B.21) est vrai pour
tout n ∈ N et que les suites (an)n∈N et (bn)n∈N sont bien de´finies.
De plus, comme an > bn, on a :
bn+1 =
√
anbn >
√
bnbn = bn,
an+1 =
an + bn
2
6
an + an
2
= an.
Les suites (an)n∈N et (bn)n∈N sont donc monotones et majore´es, donc convergentes.
On va maintenant montrer qu’elles ont la meˆme limite.
Comme la suite (bn)n∈N est croissante, −
√
anbn = −bn+1 6 −bn et on obtient :
∀n ∈ N, 2(an+1 − bn+1) = an − 2
√
anbn + bn 6 an − bn.
En ite´rant l’ine´galite´ pre´ce´dente et en utilisant la relation
a0 − b0 6 a0 − b0
20
,
on obtient :
(B.22) ∀n ∈ N, an − bn 6 a0 − b0
2n
−−−−−→
n−→+∞
0.
Les suites (an)n∈N et (bn)n∈N sont donc adjacentes et convergent vers la meˆme limite.
Comme les suites (an)n∈N et (bn)n∈N sont respectivement de´croissante et croissante,
l’encadrement (B.17) est ve´rifie´ et l’ine´galite´ pre´ce´dente est e´quivalente a` (B.18).
Comme a 6 1, 2c1 6 c0 et, en remplac¸ant cn+1 par son expression dans (B.22),on
obtient :
∀n ∈ N, cn+1 6 c0
2n+1
.
En utilisant c0 6
c0
20
= c0, on obtient (B.19).
La relation (B.20) ne pre´sente pas de difficulte´s et est laisse´e au lecteur. 
Les estimations de convergence e´tablies dans la proposition B.2.3 ne sont pas
optimales comme on peut le constater sur les graphiques de la figure 91. Sur les
trois premiers, on a repre´sente´ ln(|an −M(a, b)|) (respectivement ln(|bn −M(a, b)|)
et ln(cn)) en fonction de n. De plus, on a trace´ la droite de pente − ln 2 et passant
par le premier point et celle obtenue par re´gression line´aire. On peut ve´rifier que
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cette dernie`re de´croit plus vite et donc que la convergence est plus rapide que 1/2n.
1 1.5 2 2.5 3 3.5 4 4.5 5
−25
−20
−15
−10
−5
0
5
p(n) =−5.7207 n + 8.123
n 7−→ ln(|an −M(a, b)|)
1 1.5 2 2.5 3 3.5 4 4.5 5
−25
−20
−15
−10
−5
0
5
p(n) =−5.625 n + 7.7306
n 7−→ ln(|bn −M(a, b)|)
1 1.5 2 2.5 3 3.5 4 4.5 5
−12
−10
−8
−6
−4
−2
0
2
p(n) =−2.8556 n + 4.3851
n 7−→ ln(cn)
Fig. 91 – Convergence en
1
2n
des suites (an)n∈N, (bn)n∈N et (cn)n∈N
Sur les trois graphiques de la figure 92 suivante, on a repre´sente´ ln(|an+1 −
M(a, b)|) (respectivement ln(|bn+1 −M(a, b)|) et ln(cn+1)) en fonction de ln(|an −
M(a, b)|) (respectivement ln(|bn−M(a, b)|) et ln(cn)) ainsi que la droite de pente 2
et celle obtenue par re´gression line´aire. On constate que la pente de cette dernie`re est
voisine de 2 et donc que la convergence des diffe´rentes suites est presque quadratique.
−12 −10 −8 −6 −4 −2 0
−25
−20
−15
−10
−5
0
p(x) =1.9754 x + −0.92648
ln(|an+1 −M(a, b)|)
ln(|an −M(a, b)|)
−12 −10 −8 −6 −4 −2 0
−25
−20
−15
−10
−5
0
p(x) =2.0295 x + −0.40301
ln(|bn+1 −M(a, b)|)
ln(|bn −M(a, b)|)
−6 −5 −4 −3 −2 −1 0
−12
−10
−8
−6
−4
−2
0
p(x) =1.9794 x + −0.77837
ln(cn+1)
ln(cn)
Fig. 92 – Convergence quadratique des suites (an)n∈N, (bn)n∈N et (cn)n∈N
Graˆce aux suites introduites dans la de´finition B.2.2, on peut obtenir un algo-
rithme pour calculer l’inte´grale elliptique comple`te du premier type :
Algorithme B.2.4 : algorithme pour K
Soit κ ∈]0; 1[ et κ′ = √1− κ2.
On note (an)n∈N et (bn)n∈N les suites arithme´tico-ge´ome´triques associe´es a` a0 = 1 et
b0 = κ
′.
Alors,
π
2an
est une approximation de K(κ).
Avant de de´montrer la convergence de l’algorithme B.2.4, on va e´tablir deux relations
entre T , K et la moyenne arithme´tico-ge´ome´trique.
Proposition B.2.5 :
Soient a > b > 0. On note κ′ =
b
a
et κ =
√
1− κ′2.
Les inte´grales T et K sont relie´es a` la moyenne arithme´tico-ge´ome´trique M(a, b)
par :
(B.23) T (a, b) =
1
M(a, b)
,
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(B.24) K(κ) =
π
2M(1, κ′)
.
De´monstration. D’apre`s l’encadrement (B.17), la moyenne arithme´tico-ge´ome´trique
M(a, b) est, comme b, strictement positive et on peut bien e´crire
T (M(a, b),M(a, b)) =
1
M(a, b)
.
Comme
∀n ∈ N, a2n cos2 θ + b2n sin2 θ > b2,
la fonction
θ 7−→ 1√
a2n cos
2 θ + b2n sin
2 θ
est borne´e inde´pendament de n sur
[
0;
π
2
]
et on peut utiliser le the´ore`me de conver-
gence domine´e de Lebesgue dans (B.16) : on obtient (B.23).
Graˆce a` (B.11), (B.23) s’e´crit :
2
aπ
K(κ) = T (a, b) =
1
M(a, b)
.
En utilisant (B.12), on obtient :
1
M(a, b)
= T (a, b) =
1
a
T (1, κ′) =
1
aM(1, κ′)
,
puis (B.24) en utilisant de nouveau (B.11). 
Proposition B.2.6 : convergence de l’algorithme pour K
Soit κ ∈]0; 1[ et κ′ = √1− κ2.
Si on note (an)n∈N et (bn)n∈N les suites arithme´tico-ge´ome´triques associe´es a` a0 = 1
et b0 = κ
′, la suite
(
π
2an
)
n∈N
converge en
1
2n
vers l’inte´grale K(κ) :
∣∣∣∣K(κ)− π2an
∣∣∣∣ = O( 12n
)
De´monstration. Le re´sultat de convergence est une conse´quence de (B.18) :
∀n > N,
∣∣∣∣K(κ)− π2an
∣∣∣∣ = π2 |an −M(1, κ′)|anM(1, κ′) 6 π2κ′2 |an −M(1, κ′)| = O
(
1
2n
)
.

Comme pour la suite arithme´tico-ge´ome´trique, les estimations the´oriques ob-
tenues ne sont pas optimales. On ve´rifie dans la pratique que la convergence est
presque quadratique. Ceci est illustre´ par les deux graphiques de la figure 93 ou` on a
repre´sente´ respectivement ln
∣∣∣∣K(κ)− π2an
∣∣∣∣ en fonction de n et ln ∣∣∣∣K(κ)− π2an+1
∣∣∣∣ en
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fonction de ln
∣∣∣∣K(κ)− π2an
∣∣∣∣. Sur chaque graphique on a aussi trace´ la droite obtenue
par re´gression line´aire ainsi qu’une droite de pente respectivement − ln 2 et 2.
1 1.5 2 2.5 3 3.5 4 4.5 5
−25
−20
−15
−10
−5
0
5
p(n) =−5.565 n + 9.3275
n 7−→ ln
∣∣∣∣K(κ)− pi2an
∣∣∣∣
−12 −10 −8 −6 −4 −2 0 2
−25
−20
−15
−10
−5
0
5
p(x) =2.0624 x + −2.0329
ln
∣∣∣∣K(κ)− pi2an
∣∣∣∣ 7−→ ln ∣∣∣∣K(κ)− pi2an+1
∣∣∣∣
Fig. 93 – Convergence de
π
2an
vers K(κ)
On a donc obtenu un algorithme performant pour calculer les inte´grales ellip-
tiques comple`tes du premier type.
On va maintenant e´noncer une proprie´te´ de K tre`s utile pour la suite.
Proposition B.2.7 : proprie´te´ fondamentale de K
Soient κ et κ˜ deux re´els de ]0; 1[.
On a les e´quivalences suivantes :
(B.25) κ˜ =
2
√
κ
1 + κ
⇐⇒ κ˜′ = 1− κ
1 + κ
⇐⇒ κ = 1− κ˜
′
1 + κ˜′
ou` κ˜′ =
√
1− κ˜2.
De plus, l’inte´grale comple`te K satisfait :
K(κ˜) =
2
1 + κ˜′
K(κ)
= (1 + κ)K(κ).
(B.26)
De´monstration. On suppose tout d’abord que κ˜ est de´fini par :
κ˜ =
2
√
κ
1 + κ
.
Alors,
1− κ˜2 = (1 + κ)
2 − 4κ
(1 + κ)2
=
(
1− κ
1 + κ
)2
.
B.2. INTE´GRALE ELLIPTIQUE COMPLE`TE DU PREMIER TYPE 239
Comme κ est compris entre 0 et 1, en prenant la racine carre´e de l’e´quation pre´ce´dente,
on obtient :
κ˜′ =
1− κ
1 + κ
.
D’ou` :
1− κ˜′
1 + κ˜′
=
1 + κ− (1− κ)
1 + κ
1 + κ
1 + κ+ (1− κ) = κ.
Re´ciproquement, si κ est donne´ par
κ =
1− κ˜′
1 + κ˜′
,
on ve´rifie que
κ˜′ =
1− κ
1 + κ
et donc que
κ˜2 = 1− (1− κ)
2
(1 + κ)2
=
(
2
√
κ
1 + κ
)2
.
En passant a` la racine carre´e on retrouve bien (B.25).
Pour simplifier l’e´criture, on pose b = κ˜′.
En utilisant successivement (B.11), (B.13), (B.12) et (B.11), on obtient :
2
π
K
(√
1− b2
)
= T (1, b) = T
(
1 + b
2
,
√
b
)
=
2
1 + b
T
(
1,
2
√
b
1 + b
)
=
2
π
2
1 + b
K
√(1− b
1 + b
)2
Comme κ˜ =
√
1− b2, on en de´duit :
K(κ˜) =
2
1 + κ˜′
K(κ)
On obtient la deuxie`me e´galite´ de (B.26) en utilisant (B.25). 
On va maintenant donner une nouvelle expression de K(κ) utile pour les pro-
chains algorithmes.
Proposition B.2.8 : nouvelle expression de K(κ)
Soit 0 < κ < 1.
On conside`re la suite (κ′n)n∈N de´finie par :
(B.27)
 κ
′
0 =
√
1− κ2,
∀n ∈ N, κ′n+1 =
2
√
κ′n
1 + κ′n
.
Alors le produit
+∞∏
n=0
2
1 + κ′n
converge et on a :
(B.28) K(κ) =
π
2
+∞∏
n=0
2
1 + κ′n
.
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De´monstration. On ve´rifie facilement par re´currence que la suite (κ′n)n∈N est bien
de´finie et ve´rifie les ine´galite´s suivantes :
(B.29) ∀n ∈ N, 0 < κ′n < 1.
En utilisant successivement (B.11), (B.13) et (B.12) , on obtient :
K(κ) =
π
2
T (1, κ′0)
=
π
2
T
(
1 + κ′0
2
,
√
κ′0
)
=
π
2
2
1 + κ′0
T
(
1,
2
√
κ′0
1 + κ′0
)
=
π
2
2
1 + κ′0
T (1, κ′1).
En ite´rant, on obtient :
(B.30) K(κ) =
π
2
T (1, κ′N)
N−1∏
n=0
2
1 + κ′n
.
On note (an)n∈N et (bn)n∈N les suites arithme´tico-ge´ome´triques associe´es aux valeurs
initiales a0 = 1 et b0 = κ
′
0.
On ve´rifie par re´currence que :
∀n ∈ N, bn
an
= κ′n.
On de´duit de l’encadrement (B.17) les ine´galite´s suivantes :
∀n ∈ N, κ′n =
bn
an
6
1
an
M(an, bn) =
1
an
M(a0, b0) 6 1.
En utilisant (B.23) et (B.12) on obtient finalement :
∀n ∈ N, κ′n 6
1
an
M(an, bn) = M(1, κ
′
n) 6 1.
On montre en utilisant l’encadrement (B.29) de κ′n que
κ′n+1
κ′n
> 1,
c’est-a`-dire que la suite (κ′n)n∈N est croissante. Cette suite e´tant e´galement ma-
jore´e, elle est convergente. Une e´tude de fonction montre alors que cette limite est
ne´cessairement 1. On en de´duit que la suite (M(1, κ′n))n∈N converge et que sa limite
est 1. En passant a` l’inverse, on obtient :
lim
n−→+∞
T (1, κ′n) = 1.
On de´duit alors de (B.30) que
+∞∏
n=0
2
1 + κ′n
converge et que sa limite est
2
π
K(κ). 
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B.3 Inte´grale elliptique comple`te du deuxie`me type
On va maintenant donner un proce´de´ de calcul des inte´grales elliptiques comple`tes
du deuxie`me type. Pour cela, on va e´tablir une relation entre K(κ) et E(κ) en uti-
lisant l’expression de
dK
dκ
.
Dans toute la suite, on note F˙ la de´rive´e
dF
dκ
d’une fonction F (κ) et κ′ =
√
1− κ2
pour κ ∈]0; 1[.
Proposition B.3.1 : premie`re expression de K˙
Les inte´grales elliptiques comple`tes de premie`re et deuxie`me type ve´rifient la relation
suivante :
(B.31) K˙(κ) =
E(κ)− (1− κ2)K(κ)
κ(1− κ2) .
De´monstration. La technique de la de´monstration consiste a` faire un de´veloppement
en se´rie entie`re des termes κ(1− κ2)K˙(κ) et E(κ)− (1− κ2)K(κ) en utilisant celui
des inte´grales elliptiques E(κ) et K(κ).
En utilisant le de´veloppement en se´rie entie`re de (1 + x)α, on obtient :√
1− κ2 sin2 θ = 1 +
+∞∑
n=1
1
2
(−1
2
) · · · (−2n−3
2
)
n!
(−κ2 sin2 θ)n
= 1−
+∞∑
n=1
(2n− 3)!!
n! 2n
κ2n sin2n θ
ou` (2n− 3)!! = 1× 3× 5× · · · × (2n− 3).
On inte`gre et on permute l’inte´grale et la somme graˆce a` la convergence uniforme :
E(κ) =
π
2
−
+∞∑
n=1
(2n− 3)!!
n! 2n
κ2n
∫ π
2
0
sin2n θdθ.
On reconnaˆıt les inte´grales de Wallis :
I2n =
∫ π
2
0
sin2n θdθ =
(2n− 1)!!
n! 2n
π
2
.
D’ou` :
E(κ) =
π
2
[
1−
+∞∑
n=1
(
(2n− 1)!!
n! 2n
)2
κ2n
2n− 1
]
.
De meˆme, on montre que :
K(κ) =
+∞∑
n=0
(−1
2
) (−3
2
) · · · (−2n−1
2
)
(−1)n
n!
κ2nI2n
=
π
2
[
1 +
+∞∑
n=1
(
(2n− 1)!!
n! 2n
)2
κ2n
]
.
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Si on note, pour n > 1,
un =
(
(2n− 1)!!
n! 2n
)2
,
on a :
κ(1− κ2)K˙(κ) = π
2
+∞∑
n=1
2nunκ
2n − π
2
+∞∑
n=1
2nunκ
2n+2
et
E(κ)− (1− κ2)K(κ) = π
2
[
−
+∞∑
n=1
un
2n− 1κ
2n −
+∞∑
n=1
unκ
2n + κ2 +
+∞∑
n=1
unκ
2n+2
]
.
Montrer (B.31) revient donc a` montrer :
(B.32)
{
2u1 = −2u1 + 1,
∀n > 1, 2(n+ 1)un+1 − 2nun = − un+1
2(n+ 1)− 1 − un+1 + un.
Or, u1 =
1
4
donc la premie`re e´quation de (B.32) est ve´rifie´e. D’autre part, pour
ve´rifier la deuxie`me e´quation, on remarque, a` partir des formules pour un que
un+1 =
(2n+ 1)2
(2(n+ 1))2
un,
ce qui est exactement la seconde e´quation de (B.32). 
On va maintenant donner une expression de K˙(κ) qui ne fait intervenir que K.
Proposition B.3.2 : deuxie`me expression de K˙
L’inte´grale elliptique comple`te du premier type ve´rifie la relation suivante :
(B.33) K˙(κ) = − 1
(1 + κ)2
K
(
2
√
κ
1 + κ
)
+
1
1 + κ
1− κ√
κ(1 + κ)2
K˙
(
2
√
κ
1 + κ
)
.
De´monstration. L’e´galite´ pre´ce´dente est obtenue en de´rivant la relation (B.26).

En utilisant les deux expressions de K˙(κ), on peut e´tablir une relation entre les
inte´grales elliptiques comple`tes de premie`re et deuxie`me type.
Proposition B.3.3 : premie`re relation entre E(κ) et K(κ)
Les inte´grales elliptiques comple`tes de premie`re et deuxie`me type ve´rifient la relation
suivante :
E(κ) = (1 + κ′)E
(
1− κ′
1 + κ′
)
− κ′K(κ).
De´monstration. Pour alle´ger l’e´criture, on note
g(κ) =
2
√
κ
1 + κ
.
B.3. INTE´GRALE ELLIPTIQUE COMPLE`TE DU DEUXIE`ME TYPE 243
On ve´rifie les proprie´te´s suivantes sur g :
• 1− g(κ)2 = 1− 4κ
(1 + κ)2
=
(1− κ)2
(1 + κ)2
,
• g−1(κ) = 1− κ
′
1 + κ′
,
• g˙(κ) = 1− κ√
κ(1 + κ)2
,
• 1 + g−1(κ) = 1 + 1− κ
′
1 + κ′
=
2
1 + κ′
,
• g(κ′) =√1− g−1(κ)2.
En utilisant ces notations et κ′ =
√
1− κ2, les relations (B.31) et (B.33) s’e´crivent :
(B.34)
 κκ
′2K˙(κ) = E(κ)− κ′2K(κ),
K˙(κ) = − 1
1 + κ2
K(g(κ)) +
1
1 + κ
g˙(κ)K˙(g(κ)).
On remplace κ par g(κ) dans la premie`re e´quation de (B.34) pour obtenir successi-
vement :
g(κ)(1− g(κ)2)K˙(g(κ)) = E(g(κ))− (1− g(κ)2)K(g(κ)),
2κ(1− κ)
1 + κ
1− κ√
κ(1 + κ)2
K˙(g(κ)) = E(g(κ))− (1− κ)
2
(1 + κ)2
K(g(κ)),
2κ(1− κ)
1 + κ
g˙(κ)K˙(g(κ)) = E(g(κ))− (1− κ)
2
(1 + κ)2
K(g(κ)).
En utilisant la relation (B.26), la deuxie`me e´quation de (B.34) s’e´crit :
(1 + κ)K˙(κ) +K(κ) = g˙(κ)K˙(g(κ)).
En injectant cette e´galite´ dans la relation pre´ce´dente on obtient :
2κ(1− κ)
1 + κ
[
(1 + κ)K˙(κ) +K(κ)
]
= E(g(κ))− (1− κ)
2
(1 + κ)2
K(g(κ)).
On utilise de nouveau (B.34) pour faire disparaˆıtre le terme K˙(κ) :
2κ(1− κ)
1 + κ
[
1 + κ
κκ′2
E(κ)− 1 + κ
κ
K(κ) +K(κ)
]
= E(g(κ))− (1− κ)
2
(1 + κ)2
K(g(κ)),
2
1 + κ
E(κ)− 2(1− κ)
1 + κ
K(κ) = E(g(κ))− (1− κ)
2
(1 + κ)2
K(g(κ)),
2
1 + κ
E(κ)− 2(1− κ)
1 + κ
K(κ) = E(g(κ))− (1− κ)
2
(1 + κ)
K(κ).
Finalement on obtient :
E(g(κ)) =
2
1 + κ
E(κ)− 2(1− κ)
1 + κ
[
1− (1− κ)
2
]
K(κ)
=
2
1 + κ
E(κ)− 1− κ
2
1 + κ
K(κ).
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En substituant g−1(κ) a` κ, on arrive a` :
E(κ) =
2
1 + g−1(κ)
E(g−1(κ))− 1− g
−1(κ)2
1 + g−1(κ)
K(g−1(κ))
= (1 + κ′)E(g−1(κ))− κ′K(κ).

On va maintenant revenir aux suites arithme´tico-ge´ome´triques et donner un al-
gorithme de calcul des inte´grales elliptiques comple`tes de deuxie`me type :
Algorithme B.3.4 : algorithme pour E
Soit 0 < κ < 1.
Si on note (an)n∈N, (bn)n∈N, (cn)n∈N les suites arithme´tico-ge´ome´triques associe´es a`
a0 = 1, b0 = κ
′ et c0 = κ, on approche E(κ) par :
π
2an
[
1− 1
2
n∑
p=0
2pc2p
]
Proposition B.3.5 : justification et convergence de l’algorithme pour E
Soit 0 < κ < 1.
On conside`re les suites arithme´tico-ge´ome´triques (an)n∈N, (bn)n∈N, (cn)n∈N associe´es
a` a0 = 1, b0 = κ
′ et c0 = κ.
Alors la se´rie
∑
n>0
2nc2n est convergente et on a :
(B.35)
K(κ)−E(κ)
K(κ)
=
1
2
+∞∑
n=0
2nc2n.
De plus on a l’estimation de convergence suivante :∣∣∣∣∣E(κ)− π2an
[
1− 1
2
n∑
p=0
2pc2p
]∣∣∣∣∣ = O
(
1
2n
)
.
De´monstration. Pour n ∈ N, on note κn = cn
an
.
Soit n ∈ N.
D’apre`s la proposition B.3.3, on a :
E(κn) = (1 + κ
′
n)E
(
1− κ′n
1 + κ′n
)
− κ′nK(κn).
Or
κn+1 =
an − bn
an + bn
=
1− κ′n
1 + κ′n
,
donc
E(κn) = (1 + κ
′
n)E(κn+1)− κ′nK(κn).
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Si on remplace κn par son expression en fonction de an et bn, on obtient :(
1 +
bn
an
)
E(κn+1)− E(κn) = bn
an
K(κn),
(an + bn)E(κn+1)− anE(κn) = bnK(κn),
2an+1E(κn+1)− anE(κn) = bnK(κn).
(B.36)
Or, on ve´rifie par re´currence que la suite (κn)n∈N est positive et majore´e par 1 et
donc que :
K(κn) = K
√1−( bn
an
)2
=
anπ
2
T (an, bn)
=
anπ
2
T (a0, b0)
=
anπ
2
2
a0π
K
√1− ( b0
a0
)2
= anK(κ).
D’ou` :
(B.37) 2an+1E(κn+1)− anE(κn) = anbnK(κ).
Or,
2anbn = (an + bn)
2 − a2n − b2n
= 4a2n+1 − a2n − b2n
= 2(2a2n+1 − a2n) + a2n − b2n.
On sait (voir (B.20)) que a2n − b2n = c2n pour tout n ∈ N et donc que :
anbn = 2a
2
n+1 − a2n +
c2n
2
.
En reportant dans (B.37), on obtient alors :
2an+1E(κn+1)− anE(κn) =
(
2a2n+1 − a2n +
c2n
2
)
K(κ),
2an+1 [E(κn+1)− an+1K(κ)]− an [E(κn)− anK(κ)] = c
2
n
2
K(κ),
2n+1an+1 [E(κn+1)− an+1K(κ)]− 2nan [E(κn)− anK(κ)] = 2n−1c2nK(κ).
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En sommant et en utilisant (B.36), on obtient :
2N+1aN+1 [E(κN+1)− aN+1K(κ)]− 2a1 [E(κ1)− a1K(κ)] =
(
N∑
n=1
2n−1c2n
)
K(κ),
2N+1aN+1 [E(κN+1)− aN+1K(κ)]−
[
E(κ) + κ′K(κ)− 2a21K(κ)
]
=
(
N∑
n=1
2n−1c2n
)
K(κ),
2N+1aN+1 [E(κN+1)− aN+1K(κ)]− E(κ) +
(
1 + κ′2
2
)
K(κ) =
(
N∑
n=1
2n−1c2n
)
K(κ).
D’apre`s (B.19) on sait que :
∀n ∈ N, 0 6 2n−1c2n 6 2n−1
( c0
2n
)2
=
c20
2n+1
.
La se´rie de terme ge´ne´ral 2n−1c2n converge donc et on peut passer a` la limite dans
l’e´galite´ pre´ce´dente :
lim
N−→+∞
2N+1aN+1 [E(κN+1)− aN+1K(κ)]−E(κ) =
(
−1 + κ
′2
2
+
+∞∑
n=1
2n−1c2n
)
K(κ).
Si on pose αn = −2nan [E(κn)− anK(κ)], on a :
αn = −2nan [E(κn)−K(κn)]
= −2nan
[∫ π/2
0
√
1− κ2n sin2 θdθ −
∫ π/2
0
dθ√
1− κ2n sin2 θ
]
= 2nanκ
2
n
∫ π/2
0
sin2 θdθ√
1− κ2n sin2 θ
6 2nanκ
2
n
∫ π/2
0
dθ√
1− κ2n sin2 θ
6 2nc2nK(κ).
Comme pre´ce´demment, on montre que :
0 6 |αn| 6 2nc2nK(κ) −−−−−→
n−→+∞
0.
On a donc montre´ que :
E(κ) =
(
1 + κ′2
2
−
+∞∑
n=1
2n−1c2n
)
K(κ),
K(κ)− E(κ) =
(
1− 1 + κ
′2
2
+
+∞∑
n=1
2n−1c2n
)
K(κ),
K(κ)− E(κ)
K(κ)
=
κ2
2
+
+∞∑
n=1
2n−1c2n,
K(κ)− E(κ)
K(κ)
=
1
2
+∞∑
n=0
2nc2n.
(B.38)
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Graˆce a` (B.19), on en de´duit la majoration suivante :
∣∣∣∣∣K(κ)− E(κ)K(κ) − 12
n∑
p=0
2pc2p
∣∣∣∣∣ = 12
+∞∑
p=n+1
2pc2p 6
1
2
+∞∑
p=n+1
c20
2p
6
c20
2n
.
D’apre`s (B.38),
E(κ) = K(κ)
[
1− 1
2
n∑
p=0
2pc2p
]
.
On de´cide donc d’approcher E(κ) par l’expression obtenue en tronquant la se´rie
ci-dessus a` l’ordre n et en utilisant l’algorithme B.2.4 pour approcher K :
π
2an
[
1− 1
2
n∑
p=0
2pc2p
]
.
On ve´rifie a` l’aide de la majoration pre´ce´dente et de la proposition B.2.6 que :
∣∣∣∣∣E(κ)− π2an
[
1− 1
2
n∑
p=0
2pc2p
]∣∣∣∣∣
6
∣∣∣∣∣
(
π
2an
−K(κ)
)[
1− 1
2
n∑
p=0
2pc2p
]∣∣∣∣∣+
∣∣∣∣∣E(κ)−K(κ)
[
1− 1
2
n∑
p=0
2pc2p
]∣∣∣∣∣
6
C
2n
∣∣∣∣∣1− 12
n∑
p=0
2pc2p
∣∣∣∣∣+K(κ)
∣∣∣∣∣K(κ)−E(κ)K(κ) − 12
n∑
p=0
2pc2p
∣∣∣∣∣
6
C
2n
.

On a donc obtenu un moyen efficace de calculer E(κ) a` partir des suites arithme´tico-
ge´ome´triques.
Comme pour l’inte´grale elliptique comple`te du premier type, les estimations the´oriques
obtenues ne sont pas optimales et on ve´rifie dans la pratique que la convergence
est presque quadratique. Ceci est illustre´ par les deux graphiques de la figure 94
ou` l’on a repre´sente´ respectivement ln
∣∣∣∣∣E(κ)− π2an
[
1− 1
2
n∑
p=0
2pc2p
]∣∣∣∣∣ en fonction de
n et
∣∣∣∣∣E(κ)− π2an+1
[
1− 1
2
n+1∑
p=0
2pc2p
]∣∣∣∣∣ en fonction de
∣∣∣∣∣E(κ)− π2an
[
1− 1
2
n∑
p=0
2pc2p
]∣∣∣∣∣.
Sur chaque graphique on a aussi trace´ la droite obtenue par re´gression line´aire ainsi
qu’une droite de pente respectivement − ln 2 et 2.
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p(x) =2.1674 x + 0.16392
Convergence quasi-quadratique
Fig. 94 – Convergence pour E(κ)
B.4 Inte´grales elliptiques incomple`tes
Pour calculer l’inte´grale elliptique incomple`te du premier type, on va utiliser la
proposition B.1.3 et plus particule`rement la relation F (ϕ, 0) = ϕ. Pour un angle
α et une amplitude ϕ donne´s, on va donc construire des suites (αn)n∈N, (βn)n∈N et
(ϕn)n∈N telles que F (ϕn+1, αn+1) = βnF (ϕn, αn) et αn −−−−−→
n−→+∞
0. On approchera
alors F (ϕ, α) par le produit ϕN
N∏
n=1
βn.
Dans la proposition suivante, on va e´tablir la relation de Landen qui va nous
permettre de passer de l’e´tape n a` l’e´tape n+ 1.
Proposition B.4.1 : relation de Landen
Soient ϕ ∈ R\(π/2)Z et κ ∈]0; 1[.
On pose :
(B.39)

κ˜ =
1− κ′
1 + κ′
,
ϕ˜ = arctan (κ′ tanϕ) + ϕ+
[
ϕ
π
+
1
2
]
π.
ou` [x] de´signe la partie entie`re de x.
L’inte´grale elliptique du premier type ve´rifie la relation suivante appele´e relation de
Landen descendante :
(B.40) F (ϕ˜, κ˜) = (1 + κ′)F (ϕ, κ).
Remarque B.4.2 : concernant les cas ϕ ∈ (π/2)Z
La relation de Landen n’est pas satisfaite pour un angle ϕ ∈ Zπ/2 donc les diffe´rents
algorithmes qui suivent ne sont pas valables pour de telles amplitudes. Cependant,
graˆce a` la proposition B.1.2, on peut relier les inte´grales incomple`tes pour des am-
plitudes ϕ ∈ Zπ/2 aux inte´grales comple`tes. Les algorithmes de la partie pre´ce´dente
permettent donc de calculer efficacement ces inte´grales.
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De´monstration. On va d’abord de´montrer la relation (B.40) pour ϕ ∈
[
0;
π
4
]
, puis
sur
[
0;
π
2
[
puis, par syme´trie, sur
]
−π
2
; 0
]
et enfin, par translation, sur R\(π/2)Z.
On suppose tout d’abord que ϕ ∈
[
0;
π
4
]
.
On pose a = 1 et b = κ′.
On peut alors re´e´crire F (ϕ˜, κ˜) sous la forme suivante :
F (ϕ˜, κ˜) =
∫
eϕ
0
dθ√
1− κ˜2 sin2 θ
= (1 + κ′)
∫
eϕ
0
dθ√
(1 + κ′)2 − (1− κ′)2 sin2 θ
= a(1 + κ′)
∫
eϕ
0
dθ√
(a+ b)2 cos2 θ + 4ab sin2 θ
=
a(1 + κ′)
2
∫
eϕ
0
dθ√(
a+ b
2
)2
cos2 θ + ab sin2 θ
.
Comme κ ∈ [0; 1], ϕ ∈
[
0;
π
4
]
et que tan est positive sur cet intervalle, la croissance
de arctan conduit a` l’encadrement suivant :
0 6 ϕ 6 ϕ˜ 6 arctan(tan(ϕ)) + ϕ = 2ϕ 6
π
2
.
Le changement de variable u =
a+ b
2 tan θ
est donc licite et on obtient :
F (ϕ˜, κ˜) =
a(1 + κ′)
2
∫ +∞
a+b
2 tan eϕ
du√√√√[(a + b
2
)2
+ u2
]
(u2 + ab)
.
Par des calculs similaires, si on fait le changement de variable t = b tan θ puis
u =
1
2
(
t− ab
t
)
, on obtient :
F (ϕ, κ) =
a
2
∫ +∞
1
2(
a
tanϕ
−b tanϕ)
du√√√√[(a+ b
2
)2
+ u2
]
(u2 + ab)
.
Or,
tan(ϕ˜) =
tan
[
arctan
(
b
a
tanϕ
)]
+ tanϕ
1− tan
[
arctan
(
b
a
tanϕ
)]
tanϕ
=
(a + b) tanϕ
(a− b) tan2 ϕ.
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D’ou`
a+ b
tan ϕ˜
=
a
tanϕ
− b tanϕ,
et donc l’e´galite´
F (ϕ˜, κ˜) = (1 + κ′)F (ϕ, κ).
On suppose maintenant que ϕ ∈
[π
4
;
π
2
[
.
On note a1 =
a+ b
2
et b1 =
√
ab ou` a et b valent toujours respectivement 1 et κ′.
Comme dans le cas pre´ce´dent, on a l’encadrement suivant :
π
2
6 ϕ 6 ϕ˜ 6 2ϕ 6 π.
On ne peut donc plus faire le changement de variable pour l’inte´grale F (ϕ˜, κ˜) alors
que celui concernant F (ϕ, κ) reste valable.
Pour reme´dier a` ce proble`me, on de´compose F (ϕ˜, κ˜) en deux :
F (ϕ˜, κ˜) =
a(1 + κ′)
2
[∫ π/2
0
dθ√
a21 cos
2 θ + b21 sin
2 θ
+
∫
eϕ
π/2
dθ√
a21 cos
2 θ + b21 sin
2 θ
]
.
La premie`re inte´grale e´tant
π
2
T (a1, b1), on a vu dans la proposition B.2.1 que l’on
pouvait l’e´crire sous la forme∫ π/2
0
dθ√
a21 cos
2 θ + b21 sin
2 θ
=
∫ +∞
0
du√
(a21 + u
2)(b21 + u
2)
.
Dans la deuxie`me inte´grale on fait, comme pre´ce´demment, le changement de variable
u =
a1
tan θ
et on obtient finalement :
F (ϕ˜, κ˜) =
a(1 + κ′)
2
[∫ +∞
0
du√
(a21 + u
2)(b21 + u
2)
−
∫ a1
tan eϕ
0
du√
(a21 + u
2)(b21 + u
2)
]
=
a(1 + κ′)
2
∫ +∞
a1
tan eϕ
du√
(a21 + u
2)(b21 + u
2)
.
On retrouve donc bien l’e´galite´
F (ϕ˜, κ˜) = (1 + κ′)F (ϕ, κ).
On suppose maintenant que ϕ ∈
]
−π
2
; 0
]
.
On note ψ = −ϕ.
D’apre`s les parties pre´ce´dentes, on a :
F (ψ˜, κ˜) = (1 + κ′)F (ψ, κ)
ou`
ψ˜ = arctan (κ′ tanψ) + ψ.
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Donc,
F (ϕ, κ) = F (−ψ, κ)
= −F (ψ, κ)
= − 1
(1 + κ′)
F (ψ˜, κ˜)
=
1
(1 + κ′)
F (−ψ˜, κ˜).
Comme
−ψ˜ = − arctan (κ′ tanψ)− ψ
= arctan (κ′ tan(−ψ)) + ϕ
= arctan (κ′ tanϕ) + ϕ
= ϕ˜,
on a bien :
F (ϕ˜, κ˜) = (1 + κ′)F (ϕ, κ).
Pour finir, on suppose que ϕ ∈
]
−π
2
;
π
2
[
+ pπ, p ∈ Z.
On note ψ = ϕ− pπ ∈
]
−π
2
;
π
2
[
.
D’apre`s les parties pre´ce´dentes, on a :
F (ψ˜, κ˜) = (1 + κ′)F (ψ, κ)
ou`
ψ˜ = arctan (κ′ tanψ) + ψ.
Donc,
F (ϕ, κ) = F (ψ + pπ, κ)
= 2pK(κ) + F (ψ, κ)
= 2pK(κ) +
1
1 + κ′
F (ψ˜, κ˜).
Or on a montre´ (voir (B.26)) que K(κ) =
2
1 + κ′
K(κ˜), donc :
F (ϕ, κ) =
1
(1 + κ′)
[
4pK(κ˜) + F (ψ˜, κ˜)
]
=
1
(1 + κ′)
F (ψ˜ + 2pπ, κ˜).
Comme,
ψ˜ + 2pπ = arctan (κ′ tanψ) + ψ + 2pπ
= arctan (κ′ tan(ϕ− pπ)) + ϕ+ pπ
= arctan (κ′ tanϕ) + ϕ+ pπ
= ϕ˜,
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on a donc :
F (ϕ˜, κ˜) = (1 + κ′)F (ϕ, κ).
On ve´rifie facilement que p est la partie entie`re de
ϕ
π
+
1
2
et donc que la proposition
B.4.1 est ve´rifie´e. 
Algorithme B.4.3 : algorithme pour F
Soient ϕ ∈ R+\(π/2)N et α ∈
]
0;
π
2
[
.
On conside`re les suites arithme´tico-ge´ome´triques (an)n∈N, (bn)n∈N et (cn)n∈N de´finies
par a0 = 1, b0 = cosα et c0 = sinα.
On de´finit aussi la suite (ϕn)n∈N par :
ϕ0 = ϕ,
∀n ∈ N, ϕn+1 = arctan
(
bn
an
tanϕn
)
+ ϕn +
[
ϕn
π
+
1
2
]
π.
Alors, la suite
(
ϕn
2nan
)
n∈N
converge vers F (ϕ, α).
Avant de ve´rifier la convergence de l’agorithme B.4.3, on va e´noncer un re´sultat in-
terme´diaire donnant un encadrement de l’amplitude ϕ˜ introduite dans la proposition
B.4.1 en fonction de ϕ.
Lemme B.4.4 : encadrement de ϕ˜
Soient ϕ ∈ R+\(π/2)N et κ ∈]0; 1[.
Alors l’amplitude ϕ˜ de´finie par (B.39) ve´rifie l’encadrement suivant :
(B.41) ϕ 6 ϕ˜ 6 2ϕ+
π
2
.
De´monstration. On e´crit ϕ sous la forme ϕ = Ψ+ pπ ou` Ψ ∈
]
−π
2
;
π
2
[
.
Dans un premier temps, on va de´montrer (B.41) dans le cas tanΨ > 0.
Comme 0 6 κ′ 6 1 et que arctan est une fonction croissante, on a :
0 6 arctan(κ′ tanΨ) 6 arctan(tanΨ) = Ψ.
D’ou` :
2ϕ−Ψ 6 ϕ˜ = arctan(κ′ tanΨ)−Ψ+ 2ϕ 6 2ϕ 6 2ϕ+ π
2
.
On a donc bien la majoration attendue. Concernant la minoration, si ϕ 6
π
2
, c’est-
a`-dire si p = 0, ϕ = Ψ et 2ϕ−Ψ = ϕ. Si ϕ > π
2
, 2ϕ−Ψ > 2ϕ− π
2
> ϕ. On retrouve
bien la minoration attendue dans tous les cas.
On va maintenant montrer l’encadrement (B.41) dans le cas tanΨ 6 0.
Cette fois, la croissance de arctan conduit a` :
2ϕ 6 ϕ˜ = arctan(κ′ tanΨ)−Ψ+ 2ϕ 6 2ϕ−Ψ 6 2ϕ+ π
2
.
Comme ϕ est positif, 2ϕ est bien supe´rieur ϕ et on retrouve (B.41). 
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On est maintenant en mesure de montrer que l’algorithme B.4.3 converge bien
vers l’inte´grale elliptique du deuxie`me type.
Proposition B.4.5 : justification et convergence de l’algorithme pour F
Soient ϕ ∈ R+\(π/2)N et α ∈
]
0;
π
2
[
.
On conside`re les suites arithme´tico-ge´ome´triques (an)n∈N, (bn)n∈N et (cn)n∈N de´finies
par a0 = 1, b0 = cosα et c0 = sinα.
On de´finit aussi la suite (ϕn)n∈N par :
ϕ0 = ϕ,
∀n ∈ N, ϕn+1 = arctan
(
bn
an
tanϕn
)
+ ϕn +
[
ϕn
π
+
1
2
]
π.
Alors, la suite
(
ϕn
2nan
)
n∈N
converge en
1
2n
vers F (ϕ, α) :
∣∣∣∣F (ϕ, α)− ϕn2nan
∣∣∣∣ = O( 12n
)
De´monstration. Soit (κn)n∈N la suite de´finie par : κ0 = c0,∀n ∈ N, κn+1 = 1− κ′n
1 + κ′n
.
On montre par une re´currence imme´diate que :
∀n ∈ N, κn = cn
an
et κ′n =
bn
an
.
La suite (ϕn)n∈N est donc de´finie par :
ϕ0 = ϕ,
∀n ∈ N, ϕn+1 = arctan (κ′n tanϕn) + ϕn +
[
ϕn
π
+
1
2
]
π.
D’apre`s la proposition B.4.1 on a donc :
∀n ∈ N, F (ϕn, κn) = 1
1 + κ′n
F (ϕn+1, κn+1).
En ite´rant on obtient :
F (ϕ, α) =
N−1∏
n=0
1
1 + κ′n
F (ϕN , κN )
=
F (ϕN , κN)
2N
(
N−1∏
n=0
2
1 + κ′n
)
.
(B.42)
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D’apre`s la relation (B.28), le produit entre parenthe`se converge vers
2
π
K(κ) donc on
l’approche par
1
an
. Comme κN −−−−−−→
N−→+∞
0 et que F (ϕ, 0) = ϕ, on approche le terme
F (ϕN , κN)
2N
par
ϕn
2n
. Il reste a` ve´rifier que :∣∣∣∣F (ϕ, α)− ϕn2nan
∣∣∣∣ = O( 12n
)
.
Comme le produit converge dans (B.42), le terme
F (ϕN , κN )
2N
admet une limite que
l’on note Φ et on peut re´e´crire (B.42) de la manie`re suivante :
F (ϕ, α) = lim
N−→+∞
F (ϕN , κN)
2N
(
N−1∏
n=0
2
1 + κ′n
)
=
2
π
K(κ)Φ.
On de´compose alors le terme a` majorer de la fac¸on suivante :∣∣∣∣F (ϕ, α)− ϕn2nan
∣∣∣∣
=
∣∣∣∣ 2πK(κ)Φ− ϕn2nan
∣∣∣∣
=
∣∣∣∣ 2π
(
K(κ)− π
2an
)
Φ +
1
an
[
Φ− ϕn
2n
]∣∣∣∣
6
∣∣∣∣ 2π
(
K(κ)− π
2an
)
Φ
∣∣∣∣ + limN−→+∞
∣∣∣∣ 1an
[
F (ϕN , κN)
2N
− ϕn
2n
]∣∣∣∣
6
∣∣∣∣ 2π
(
K(κ)− π
2an
)
Φ
∣∣∣∣ + 1an limN−→+∞
[∣∣∣∣F (ϕN , κN)2N − ϕN2N
∣∣∣∣+ ∣∣∣ϕN2N − ϕn2n ∣∣∣
]
.
A` l’aide d’un de´veloppement limite´, on montre que :
F (ϕN , κN)
2N
− ϕN
2N
= − 1
2N+1
[
ϕN − sin 2ϕN
2
]
κ2N + o(κ
2
N).
D’apre`s (B.19) et (B.41), on en de´duit que :∣∣∣∣F (ϕN , κN)2N − ϕN2N
∣∣∣∣ = O(κ2N) = O( 122N
)
.
En utilisant (B.41), on obtient :∣∣∣ϕN
2N
− ϕn
2n
∣∣∣ 6 N−1∑
p=n
∣∣∣ϕp+1
2p+1
− ϕp
2p
∣∣∣
6
N−1∑
p=n
π
2p+1
6
C
2n
.
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En additionnant les deux re´sultats, on a :∣∣∣Φ− ϕn
2n
∣∣∣ 6 lim
N−→+∞
[∣∣∣∣F (ϕN , κN)2N − ϕN2N
∣∣∣∣ + ∣∣∣ϕN2N − ϕn2n ∣∣∣
]
= O
(
1
2n
)
.
De meˆme, on a :
|Φ| =
∣∣∣Φ− ϕn
2n
+
ϕn
2n
∣∣∣ = O(1).
Compte tenu du re´sultat de convergence de la proposition B.2.5, on a donc finalement
montre´ que ∣∣∣∣F (ϕ, α)− ϕn2nan
∣∣∣∣ = O( 12n
)
.

Comme pour les inte´grales elliptiques comple`tes, les estimations the´oriques ob-
tenues ne sont pas optimales et on ve´rifie dans la pratique que la convergence est
presque quadratique. Ceci est illustre´ par les deux graphiques de la figure 95 ou` l’on
a repre´sente´ respectivement
n 7−→ ln
∣∣∣∣F (ϕ, α)− ϕn2an
∣∣∣∣
et ∣∣∣∣F (ϕ, α)− ϕn+12an+1
∣∣∣∣ en fonction de ∣∣∣∣F (ϕ, α)− ϕn2an
∣∣∣∣ .
Sur chaque graphique on a aussi trace´ la droite obtenue par re´gression line´aire ainsi
qu’une droite de pente respectivement − ln 2 et 2.
1 1.5 2 2.5 3 3.5 4 4.5 5
−25
−20
−15
−10
−5
0
5
p(n) =−5.092 n + 5.9304
Convergence en O(1/2n) −12 −11 −10 −9 −8 −7 −6 −5 −4 −3 −2
−25
−20
−15
−10
−5
0
p(x) =2.3273 x + 2.1872
Convergence quasi-quadratique
Fig. 95 – Convergence pour F (ϕ, α)
On va maintenant donner un algorithme de calcul de l’inte´grale elliptique du
deuxie`me type.
Algorithme B.4.6 : algorithme pour E
Soient ϕ ∈ R+\(π/2)N et α ∈
]
0;
π
2
[
.
On conside`re les suites arithme´tico-ge´ome´triques (an)n∈N, (bn)n∈N et (cn)n∈N de´finies
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par a0 = 1, b0 = cosα et c0 = sinα.
On de´finit aussi la suite (ϕn)n∈N par :

ϕ0 = ϕ,
∀n ∈ N, ϕn+1 = arctan
(
bn
an
tanϕn
)
+ ϕn +
[
ϕn
π
+
1
2
]
π.
Alors, la suite
([
1− 1
2
n∑
p=0
2pc2p
]
ϕn
2nan
−
n∑
p=0
cp sinϕp
)
n∈N
converge vers E(ϕ, α).
Afin de montrer la convergence de l’algorithme B.4.6, on va utiliser la relation
suivante (voir [1]) reliant les inte´grales du premier et du deuxie`me type :
(B.43) E(ϕ, α) =
E(α)
K(α)
F (ϕ, α) + [c1 sinϕ1 + c2 sinϕ2 + · · · ]
ou` (cn)n∈N est la suite intoduite dans la proposition B.4.5.
Proposition B.4.7 : convergence de l’algorithme pour E
Soient ϕ ∈ R+\(π/2)N et α ∈
]
0;
π
2
[
.
On conside`re les suites arithme´tico-ge´ome´triques (an)n∈N, (bn)n∈N et (cn)n∈N de´finies
par a0 = 1, b0 = cosα et c0 = sinα.
On de´finit aussi la suite (ϕn)n∈N par :

ϕ0 = ϕ,
∀n ∈ N, ϕn+1 = arctan
(
bn
an
tanϕn
)
+ ϕn +
[
ϕn
π
+
1
2
]
π.
Alors, la suite
([
1− 1
2
n∑
p=0
2pc2p
]
ϕn
2nan
−
n∑
p=0
cp sinϕp
)
n∈N
converge en
1
2n
vers E(ϕ, α) :
∣∣∣∣∣E(ϕ, α)−
[
1− 1
2
n∑
p=0
2pc2p
]
ϕn
2nan
−
n∑
p=0
cp sinϕp
∣∣∣∣∣ = O
(
1
2n
)
.
De´monstration. L’estimation de convergence est une simple conse´quence des es-
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timations pre´ce´dentes et de la relation (B.43) :∣∣∣∣∣E −
[
1− 1
2
n∑
p=0
2pc2p
]
ϕn
2nan
−
n∑
p=0
cp sinϕp
∣∣∣∣∣
=
∣∣∣∣∣E − E(κ)K(κ) ϕn2nan +
[
E(κ)
K(κ)
−
(
1− 1
2
n∑
p=0
2pc2p
)]
ϕn
2nan
−
n∑
p=0
cp sinϕp
∣∣∣∣∣
6
∣∣∣∣∣E − E(κ)K(κ)F (ϕ, α)−
n∑
p=0
cp sinϕp
∣∣∣∣∣+
∣∣∣∣E(κ)K(κ)
(
F (ϕ, α)− ϕn
2nan
)∣∣∣∣
+
∣∣∣∣∣
[
E(κ)
K(κ)
−
(
1− 1
2
n∑
p=0
2pc2p
)]
ϕn
2nan
∣∣∣∣∣
6
∣∣∣∣∣
+∞∑
p=n+1
cp sinϕp
∣∣∣∣∣+
∣∣∣∣E(κ)K(κ)
∣∣∣∣ C2n +
∣∣∣∣ ϕn2nan
∣∣∣∣ C2n
6
C
2n
.

Remarque B.4.8 Dans tous les algorithmes e´nonce´s pre´ce´demment, on peut rem-
placer l’utilisation des suites arithme´tico-ge´ome´triques par celle de la suite d’angle
(αn)n∈N de´finie par :
∀n ∈ N, αn = arccos
(
bn
an
)
.
On ve´rifie alors aise´ment que la suite (αn)n∈N est de´croissante, positive et qu’elle
satisfait les relations suivantes :{
∀n ∈ N, sinαn = cn
an
,
∀n ∈ N, (1 + sinαn+1)(1 + cosαn) = 2.
On retrouve alors les diffe´rentes formules e´nonce´es dans [1]. En effet, on peut
e´crire (B.28) sous la forme :
K(κ) =
π
2
+∞∏
n=1
(1 + sinαn).
Par ailleurs, comme 4ancn = c
2
n−1, on montre que
(B.44) c2n =
c2n−1
4an
cn =
c2n−1
4
sinαn = · · · = 1
4n
sin2 α sinα1 · · · sinαn.
On peut donc e´crire la relation (B.35) sous la forme :
E(α) = K(α)
[
1− sin
2 α
2
(
1 +
1
2
sinα1 +
1
22
sinα1 sinα2 + · · ·
)]
.
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De meˆme, la relation (B.43) devient :
E(ϕ, α) =
E(α)
K(α)
F (ϕ, α) + sinα
[
1
2
√
sinα1 sinϕ1 +
1
22
√
sinα1 sinα2 sinϕ2 + · · ·
]
.
Comme pour l’inte´grale elliptique du premier type, les estimations the´oriques
de la proposition B.4.7 ne sont pas optimales et on ve´rifie dans la pratique que la
convergence est presque quadratique. Ceci est illustre´ par les deux graphiques de la
figure 96 ou` l’on a repre´sente´ respectivement
n 7−→ ln
∣∣∣∣∣E(ϕ, α)−
[
1− 1
2
n∑
p=0
2pc2p
]
ϕn
2nan
−
n∑
p=0
cp sinϕp
∣∣∣∣∣
et
ln
∣∣∣∣∣E(ϕ, α)−
[
1− 1
2
n+1∑
p=0
2pc2p
]
ϕn+1
2n+1an+1
−
n+1∑
p=0
cp sinϕp
∣∣∣∣∣
en fonction de
ln
∣∣∣∣∣E(ϕ, α)−
[
1− 1
2
n∑
p=0
2pc2p
]
ϕn
2nan
−
n∑
p=0
cp sinϕp
∣∣∣∣∣ .
Sur chaque graphique on a aussi trace´ la droite obtenue par re´gression line´aire ainsi
qu’une droite de pente respectivement − ln 2 et 2.
1 1.5 2 2.5 3 3.5 4 4.5 5
−30
−25
−20
−15
−10
−5
0
5
p(n) =−6.2074 n + 8.6419
Convergence en O(1/2n) −14 −12 −10 −8 −6 −4 −2 0
−30
−25
−20
−15
−10
−5
0
p(x) =2.0168 x + −0.5844
Convergence quasi-quadratique
Fig. 96 – Convergence pour E(ϕ, α)
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Annexe C
Code Matlab pour le calcul du
champ radiofre´quence
L’annexe C a pour objet la pre´sentation d’une version commente´e de la proce´dure
Matlab permettant de calculer le champ radiofre´quence donne´ par la formule (9.8).
La proce´dure se compose des fonctions antaxi.m et agm.m.
La fonction antaxi.m permet le calcul des composantes cylindriques du champ
magne´tique associe´ a` la k-ie`me pulsation de re´sonance au point de coordonne´es cylin-
driques (r,the,z). Les autres arguments d’entre´e sont les dimensions de l’antenne :
sa longeur L, son rayon R et son nombre N de branches. La fonction retourne un
vecteur contenant les diffe´rentes composantes des champs magne´tiques cre´e´s par les
anneaux du haut, du bas ainsi que par les branches.
function fct=antaxi(r,the,z,L,R,N,k)
% Attention : code non valable pour kappa=1, c’est-a`-dire sur les anneaux.
% Definition des constantes.
i=complex(0,1) ; % de´finition du nombre complexe i
CB=2*i*sin(k*pi/N)*exp(-i*k*pi/N) ; % de´finition de CB a` l’aide de (4.24).
rhoah=sqrt((r+R)^ 2+(z-L/2)^ 2) ; %de´finition de ̺(r, z, L/2)
rhoab=sqrt((r+R)^ 2+(z+L/2)^ 2) ; %de´finition de ̺(r, z,−L/2)
kappaah=2*sqrt(r*R)/rhoah ; %de´finition de κ(r, z, L/2)
kappaab=2*sqrt(r*R)/rhoab ; %de´finition de κ(r, z, L/2)
% constantes multiplicatives.
Cahr=2*R*(z-L/2)/rhoah^ 3 ;
Cabr=-2*R*(z+L/2)/rhoab^ 3 ;
Cbr=CB ;
Cbt=Cbr ;
if r==0
Caht=Cahr ;
Cabt=Cabr ;
Cahz=2*R^ 2/rhoah^ 3 ;
Cabz=-2*R^ 2/rhoab^ 3 ;
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else
Caht=Cahr*CB ;
Cabt=Cabr*CB ;
Cahz=-2*R^ 2/((kappaah^ 2-1)*rhoah^ 3) ;
Cabz=2*R^ 2/((kappaab^ 2-1)*rhoab^ 3) ;
end
% Initialisation.
Bbr=0 ;
Baht=0 ;
Babt=0 ;
Bbt=0 ;
if r==0
Bahr=0 ;
Babr=0 ;
Bahz=pi*(1-CB) ;
Babz=pi*(1-CB) ;
else
[Kah,Fah,E1ah,Eah]=agm(kappaah,0) ;
Bahr=2*(1-CB)*((kappaah^ 2-2)*E1ah/(kappaah^ 2-1)-2*Kah)/kappaah^ 2 ;
Bahz=2*(1-CB)*E1ah ;
[Kab,Fab,E1ab,Eab]=agm(kappaab,0) ;
Babr=2*(1-CB)*((kappaab^ 2-2)*E1ab/(kappaab^ 2-1)-2*Kab)/kappaab^ 2 ;
Babz=2*(1-CB)*E1ab ;
end
% Calcul.
for j=1:N
theta=2*pi*(j-1)/N ;
phi=(pi+the-theta)/2 ;
% Calcul du champ cree par l’anneau du haut.
if r==0
Bahr=Bahr-CB*sin(2*phi)*exp(i*k*theta)/2 ;
Babr=Babr-CB*sin(2*phi)*exp(i*k*theta)/2 ;
Baht=Baht-CB*cos(2*phi)*exp(i*k*theta)/2 ;
Babt=Babt-CB*cos(2*phi)*exp(i*k*theta)/2 ;
Bahz=Bahz+CB*phi*exp(i*k*theta) ;
Babz=Babz+CB*phi*exp(i*k*theta) ;
else
[Kah,Fah,E1ah,Eah]=agm(kappaah,phi) ;
Fahz=sin(phi)*cos(phi)/sqrt(1-kappaah^2*sin(phi)^ 2)-Eah/kappaah^2 ;
Fahr=(kappaah^2-2)*Fahz/(kappaah^2-1) ;
Fahr=Fahr+2*Fah/kappaah^2 ;
Bahr=Bahr-CB*Fahr*exp(i*k*theta) ;
Bahz=Bahz-CB*kappaah^2*Fahz*exp(i*k*theta) ;
[Kab,Fab,E1ab,Eab]=agm(kappaab,phi) ;
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Fabz=sin(phi)*cos(phi)/sqrt(1-kappaab^2*sin(phi)^ 2)-Eab/kappaab^2 ;
Fabr=(kappaab^2-2)*Fabz/(kappaab^2-1) ;
Fabr=Fabr+2*Fab/kappaab^2 ;
Babr=Babr-CB*Fabr*exp(i*k*theta) ;
Babz=Babz-CB*kappaab^2*Fabz*exp(i*k*theta) ;
Baht=Baht+2*exp(i*k*theta)/(kappaah^2*sqrt(1-kappaah^2*sin(phi)^ 2)) ;
Babt=Babt+2*exp(i*k*theta)/(kappaab^2*sqrt(1-kappaab^2*sin(phi)^ 2)) ;
end
Fb=(z-L/2)/sqrt(r^2+R^2-2*r*R*cos(the-theta)+(z-L/2)^ 2) ;
Fb=Fb-(z+L/2)/sqrt(r^2+R^2-2*r*R*cos(the-theta)+(z+L/2)^ 2) ;
Fb=Fb/(r^2+R^2-2*r*R*cos(the-theta)) ;
Bbr=Bbr+R*sin(the-theta)*Fb*exp(i*k*theta) ;
Bbt=Bbt+(-r+R*cos(the-theta))*Fb*exp(i*k*theta) ;
end
Bahr=Cahr*Bahr ;
Babr=Cabr*Babr ;
Bbr=Cbr*Bbr ;
Baht=Caht*Baht ;
Babt=Cabt*Babt ;
Bbt=Cbt*Bbt ;
Bahz=Cahz*Bahz-r*Bahr/(z-L/2) ;
Babz=Cabz*Babz-r*Babr/(z+L/2) ;
Bbz=0 ;
fct=[Bahr Baht Bahz Babr Babt Babz Bbr Bbt Bbz] ;
La fonction agm.m permet de calculer les inte´grales elliptiques comple`tes et in-
comple`tes du premier et du deuxie`me type a` l’aide des algorithmes B.2.4, B.3.4,
B.4.3 et B.4.6. Le cas particulier ou` l’angle phi est un multiple de π/2 est traite´ en
fin de programme.
function [K,F,E1,E]=agm(k,phi)
format long
% Initialisation
newa=1 ;
newb=sqrt(1-k^2) ;
newc=k ;
i=0 ;
Sc=newc^2 ;
Z=0 ;
seuil=1.E-15 ; % critere d’arret de la boucle while
% on ramene phi entre -pi/2 et pi/2.
r=floor(.5-phi/pi) ;
newphi=phi+r*pi ;
eps=1 ;
% on ramene phi entre 0 et pi/2.
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if newphi<0
eps=-1 ;
newphi=-newphi ;
end
% Initialisation pour κ = 0 (on ne passe pas dans la boucle while).
olda=newa ;
oldphi=newphi/2 ;
% Mise en œuvre de la relation de Landen.
while abs(newc > seuil)
i=i+1 ;
olda=newa ;
oldb=newb ;
oldc=newc ;
newa=(olda+oldb)/2 ;
newb=sqrt(olda*oldb) ;
newc=(olda-oldb)/2 ;
Sc=Sc+(2^i)*newc^2 ;
oldphi=newphi ;
newphi=atan((oldb/olda)*tan(oldphi))+oldphi+floor(oldphi/pi+0.5)*pi ;
Z=Z+newc*sin(newphi) ;
end
K=pi/(2*olda) ; % K(κ)
E1=K*(1-Sc/2) ; % E(κ)
F1=oldphi/(olda*2^(i-1)) ;
if floor(2*phi/pi)==2*phi/pi % cas ou` ϕ est un multiple de π/2
F=(2*phi/pi)*K ; % F (ϕ, κ)
E=(2*phi/pi)*E1 ; % E(ϕ, κ)
else
F=eps*F1-2*r*K ; % F (ϕ, κ)
E=eps*(Z+E1*F1/K)-2*r*E1 ; % E(ϕ, κ)
end
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Annexe D
Me´lina : une bibliothe`que de
calculs e´le´ments finis
Les diffe´rents calculs pre´sente´s dans le chapitre 9 ont e´te´ re´alise´s a` l’aide de la
bibliothe`que d’e´le´ments finis Me´lina (voir [68]). Ce code est installe´ et utilise´ dans
plusieurs laboratoires, en particulier a` l’IRMAR et a` l’ENSTA.
Pre´sentation
La bibliothe`que d’e´le´ments finis Me´lina se compose d’un ensemble de routines
(en Fortran 77 pour l’instant ; une version C++ est en cours de re´alisation) permet-
tant a` l’utilisateur de de´finir et de re´soudre des proble`mes aux limites gouverne´s par
des e´quations aux de´rive´es partielles par la me´thode des e´le´ments finis en dimension
1, 2 ou 3.
Pour re´soudre un proble`me aux limites a` l’aide de Me´lina, deux e´le´ments sont
ne´cessaires au pre´alable :
– un maillage du (ou des) domaine(s),
– la formulation variationnelle du proble`me.
Ensuite, il suffit de transcrire au format approprie´ la formulation variationnelle du
proble`me (conditions aux limites comprises) et de pre´ciser le type d’e´le´ment fini a`
utiliser (Lagrange P1 ou Q10 aux abscisses de Gauss-Lobatto par exemple).
Un programme Me´lina se compose ge´ne´ralement de trois fichiers :
– le premier de´finit la formulation variationnelle a` l’aide d’inte´grands e´le´mentaires
pre´de´finis,
– le deuxie`me regroupe les fonctions annexes utilise´es (second membre, poids des
inte´grales, ...)
– le troisie`me commande les actions d’assemblage, de re´solution et de renseigne-
ments des fichiers re´sultats.
Diffe´rents utilitaires concernant la construction ou la visualisation de maillages
ainsi que le traitement des sorties graphiques sont disponibles :
– le traducteur Mome permet la traduction de maillages construits a` l’aide du
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logiciel Modulef (voir [58]) au format Me´lina,
– le mailleur Mailme permet la construction de maillages bidimensionnels pa-
rame´triques de haut degre´,
– l’interface graphique Mevisu permet de visualiser les maillages bidimension-
nels au format Me´lina,
– l’interface graphique Grame permet de visualiser des fichiers re´sultats bidi-
mensionnels.
Concernant les fichiers re´sultats, il est aussi possible de faire des sorties graphiques
tridimensionnelles pour Medit (voir [57]).
Mise en œuvre
Dans cette section, on va expliquer rapidement la me´thodologie utilise´e pour
re´soudre les proble`mes axisyme´triques ainsi que les difficulte´s rencontre´es.
Les maillages
Le maillage tridimensionnel repre´sente´ sur la figure 57 du chapitre 9 a e´te´ re´alise´
a` l’aide deModulef. Il se compose de 131 220 te´trae`dres. Le choix de l’utilisation de
te´trae`dres est impose´ par l’utilisation de Medit pour la visualisation des re´sultats
tridimensionnels.
Les maillages bidimensionnels pre´sente´s au chapitre 9 ont e´te´ re´alise´s a` partir
d’un programme C++. Pour de´finir les conditions aux limites dans Me´lina, il est
ne´cessaire de de´finir dans le fichier de maillage les diffe´rents bords du domaine e´tudie´.
La condition ve´rifie´e par le champ magne´tique sur Γ1 fait intervenir la normale
exte´rieure a` Ω∗. Comme celle-ci n’est pas de´finie aux angles du rectangle Ω∗, on a
de´fini se´pare´ment chacun des quatre bords (domaines Γ1, Γ2, Γ3 et Γ4) ainsi que le
domaine Γ5 constitue´ des quatre coins (voir la figure 97). Pour imposer la condition
aux limites h × n = 0 sur le bord Γ1 de Ω∗, on impose d’abord h = 0 aux quatre
coins puis h× n = 0 sur les domaines Γ1, Γ2 et Γ4.
Fig. 97 – Les diffe´rents domaines du maillage
Le code
La bibliothe`que Me´lina contient de nombreux inte´grands e´le´mentaires avec les-
quels il est possible de composer un nombre important de formulations variation-
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nelles. Elle contient les inte´grands
(D.1) Uα,γVβ,δ ≡
∫
O
∂Uα
∂γ
∂Vβ
∂δ
dx,
ou` U , V sont des fonctions scalaires ou vectorielles, les inte´grales
(D.2) DIVUDIVV ≡
∫
O
divU div V dx,
ou` U et V sont des inconnues vectorielles a` 3 composantes et
(D.3) ROTUROTV ≡
∫
O
rotU.rotV dx,
ou` U et V sont des inconnues vectorielles ayant 2 ou 3 composantes.
Pour les calculs en configuration axisyme´trique, l’inconnnue h est une fonction
vectorielle a` 3 composantes alors que le maillage est bidimensionnel. L’inte´grand
e´le´mentaire (D.3) n’est donc pas approprie´ et on a de´compose´ l’inte´grale∫
Ω∗
rot nr,zhn.rot
n
r,zh
′ rdrdz
en inte´grands e´le´mentaires de la forme (D.1).
De meˆme, le terme h × n n’a pas de sens pour une application h vectorielle a` 3
composantes et un vecteur normal n a` 2 composantes. On a donc se´pare´ l’inconnue
h en deux nouvelles inconnues : une inconnue H a` 2 composantes et une inconnue
scalaire note´e K. La premie`re ide´e est d’exploiter la forme des conditions aux limites
sur Γ1 et de prendre
H =
(
H1
H2
)
=
(
hn,r
hn,z
)
et K = hn,θ.
Malheureusement, la condition aux limites sur l’axe pour les coefficients de Fourier
d’indice ±1 combine les composantes suivant r et suivant θ, et il est impossible de
combiner deux inconnues pour une condition aux limites dansMe´lina. Finalement,
on a donc pose´ :
H =
(
H1
H2
)
=
(
hn,r + inhn,θ
hn,z
)
et K = hn,θ.
Les conditions (8.19) s’expriment alors :
H × n = 0 et K = 0, sur Γ0
H =
−→
0 , sur Γ0
H =
−→
0 et K = 0, sur Γ0.
De meˆme, la condition hn,rnz − hn,znr = hn,θ = 0 sur Γ1 devient :
H × n = 0 et K = 0, sur Γ1.
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Pour e´crire la formulation variationnelle des proble`mes axisyme´triques, il faut
maintenant exprimer les termes rot nr,zhn.rot
n
r,zh
′, div nr,zhn div
n
r,zh
′ et hn.h
′ interve-
nant dans les proble`mes (8.21 - 8.24) en fonction des inconnues H et K.
rot nr,zhn.rot
n
r,zh
′ =
(
in
r
hn,z − ∂hn,θ
∂z
)(
in
r
h′z −
∂h′θ
∂z
)
+
(
∂hn,r
∂z
− ∂hn,z
∂r
)(
∂h′r
∂z
− ∂h
′
z
∂r
)
+
(
1
r
hn,θ +
∂hn,θ
∂r
− in
r
hn,r
)(
1
r
h′θ +
∂h′θ
∂r
− in
r
h′r
)
=
1
r2
[
n2hn,zh′z +
(
1− n2)2 hn,θh′θ + in (1− n2)hn,θ(h′r + inh′θ)
−in (1− n2) (hn,r + inhn,θ)h′θ − n2(hn,r + inhn,θ)(h′r + inh′θ)]
+
1
r
[
−inhn,z ∂h
′
θ
∂z
+ in
∂hn,θ
∂z
h′z +
(
1− n2) hn,θ∂h′θ
∂r
+
(
1− n2) ∂hn,θ
∂r
h′θ
+in
∂hn,θ
∂r
(h′r + inh
′
θ − in(hn,r + inhn,θ)
∂h′θ
∂r
]
+
[(
1 + n2
) ∂hn,θ
∂z
∂h′θ
∂z
+
∂hn,θ
∂r
∂h′θ
∂r
+
∂hn,z
∂r
∂h′z
∂r
+
∂(hn,r + inhn,θ)
∂z
∂(h′r + inh
′
θ)
∂z
+ in
∂hn,θ
∂z
∂h′z
∂r
− in∂hn,z
∂r
∂h′θ
∂z
− in∂hn,θ
∂z
∂(h′r + inh
′
θ)
∂z
+ in
∂(hn,r + inhn,θ)
∂z
∂h′θ
∂z
−∂hn,z
∂r
∂(h′r + inh
′
θ)
∂z
− ∂(hn,r + inhn,θ)
∂z
∂h′z
∂r
]
.
div nr,zhndiv
n
r,zh
′ =
(
1
r
hn,r +
∂hn,r
∂r
+
in
r
hn,θ +
∂hn,z
∂z
)(
1
r
h′r +
∂h′r
∂r
+
in
r
h′θ +
∂h′z
∂z
)
=
1
r2
[
(hn,r + inhn,θ)(h′r + inh
′
θ)
]
+
1
r
[
(hn,r + inhn,θ)
∂(h′r + inh
′
θ)
∂r
+
∂(hn,r + inhn,θ)
∂r
(h′r + inh
′
θ)
+ in(hn,r + inhn,θ)
∂h′θ
∂r
− in∂hn,θ
∂r
(h′r + inh
′
θ) + (hn,r + inhn,θ)
∂h′z
∂z
+
∂hn,z
∂z
(h′r + inh
′
θ)
]
+
[
∂(hn,r + inhn,θ)
∂r
∂(h′r + inh
′
θ)
∂r
+
∂hn,z
∂z
∂h′z
∂z
+ n2
∂hn,θ
∂r
∂h′θ
∂r
− in∂hn,θ
∂r
∂(h′r + inh
′
θ)
∂r
+ in
∂(hn,r + inhn,θ)
∂r
∂h′θ
∂r
− in∂hn,θ
∂r
∂h′z
∂z
+in
∂hn,z
∂z
∂h′θ
∂r
+
∂hn,z
∂z
∂(h′r + inh
′
θ)
∂r
+
∂(hn,r + inhn,θ)
∂r
∂h′z
∂z
]
.
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hn.h
′ = (hn,r + inhn,θ)(h′r + inh
′
θ)− inhn,θ(h′r + inh′θ) + in(hn,r + inhn,θ)h′θ
+
(
1 + n2
)
hn,θh′θ + hn,zh
′
z.
Concernant l’organisation proprement dite du code, on calcule initialement tous
les inte´grands e´le´mentaires intervenant dans la formulation variationnelle. Puis, a`
l’inte´rieur de la boucle sur l’indice du coefficient de Fourier, on calcule les constantes
multiplicatives et on assemble la matrice du syste`me line´aire ainsi que le second
membre. On les supprime apre`s avoir re´solu le syste`me afin de limiter la place
me´moire occupe´e. Ainsi, il n’est pas ne´cessaire de recalculer a` chaque e´tape les
inte´grands e´le´mentaires, ce qui repre´sente un gain de temps appre´ciable. On pre´sente
dans la figure 98 une version synthe´tique du programmeMe´lina utilise´ pour re´soudre
les proble`mes axisyme´triques.
Calcul des inte´grales e´le´mentaires
Pour n allant de 1− ZN a` 1 + ZN par pas de N
Re´solution du syste`me line´aire
Calcul du coefficient de Fourier d’ordre n
Calcul des constantes multiplicatives
Assemblage de la matrice du syste`me line´aire
Assemblage du second membre
Prise en compte des conditions aux limites
Re´solution du syste`me line´aire par factorisation LU
Post-traitement
Re´cupe´ration des composantes r, θ, z de la solution
E´criture de la norme L2 de la solution dans un fichier
Sortie graphique de la norme l2 des composantes
Sortie graphique de la norme l2 de la solution
Calcul de la divergence de la solution
E´criture de la norme L2 de la divergence dans un fichier
Sortie graphique de la norme l2 de la divergence
Calcul du rotationnel de la solution
E´criture de la norme L2 des composantes dans un fichier
E´criture de la norme L2 du rotationnel dans un fichier
Sortie graphique de la norme l2 des composantes
Sortie graphique de la norme l2 du rotationnel
Fin
Fig. 98 – Sche´ma du code de calcul
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