We introduce an uncertainty observable, defined to act on several replicas of a continuous-variable bosonic state, whose trivial uncertainty lower bound induces nontrivial phase-space uncertainty relations for a single copy of the state. By exploiting the Schwinger representation of angular momenta in terms of bosonic operators, we construct such an observable that is invariant under symplectic transformations (rotation and squeezing in phase space). We first construct a two-copy uncertainty observable, which is a discrete-spectrum operator vanishing with certainty if and only if it is applied on (two copies of) any pure Gaussian state centered at the origin. The positivity of its variance translates into the Schrödinger-Robertson uncertainty relation. We then extend our construction to a three-copy uncertainty observable, which exhibits additional invariance under displacements (translations in phase space) so that it vanishes on every pure Gaussian state. The resulting invariance under Gaussian unitaries makes this observable a natural tool to measure the phase-space uncertainty -or the deviation from pure Gaussianity -of continuous-variable bosonic states. In particular, it suggests that the Shannon entropy of this observable provides a symplecticinvariant entropic measure of phase-space uncertainty.
The seminal uncertainty relation due to Heisenberg [1] and more precisely formulated by Kennard [2] states that
where ∆x 2 and ∆p 2 are the position and momentum variances ( = 1). The set of states that saturate this uncertainty relation are all pure Gaussian states whose covariance vanishes, i.e., those that have no x-p correlation (see [3] ). Other pure Gaussian states are not minimumuncertainty states according to the measure on the lefthand side of the Heisenberg relation (1) as a consequence of the fact that the latter is not invariant under rotations in phase space. This problem was solved by Schrödinger [4] and Robertson [5] , who added an anticommutator term giving rise to the uncertainty relation
with γ being the covariance matrix. Since this determinant is invariant under symplectic transformations (rotation and squeezing) as well as displacements (translations) [6] , and it reduces to ∆x 2 ∆p 2 for states with vanishing covariance, the Schrödinger-Robertson relation (2) is saturated by all pure Gaussian states, which are then all minimum-uncertainty states.
Variances, however, are not the only possible measure of uncertainty. In information theory, a much preferred quantity is the Shannon entropy. This measure can naturally also be applied to expressing uncertainty relations. Bialynicki-Birula and Mycielski [7] have indeed proven an entropic form of the uncertainty relation for continuous variables x and p, namely h(x) + h(p) ≥ ln(πe) (3) * Electronic address: ahertz@ulb.ac.be where h(·) stands for the Shannon differential entropy
and p(x) is the probability density function of x. In some sense, entropic uncertainty relations can be considered superior to variance-based uncertainty relations. For example, it is possible to derive Eq. (1) from Eq. (3), see [3] . The advent of quantum information theory and the special role played by entropies in this field also explains the renewed interest in entropic uncertainty relations over the last decade, see e.g. [8] [9] [10] for recent reviews. Note that entropic uncertainty relations can also be formulated for discrete variables based on the Shannon entropy
where p i is the probability of measuring the outcome x i . Here, the advantage over the Heisenberg or Schrödinger-Robertson relation is the possibility to obtain a stateindependent uncertainty lower bound, see e.g. [9] . A main drawback of the entropic uncertainty relation of Bialynicki-Birula and Mycielski is that its saturation is only reached for pure Gaussian states with zero covariance. This is because Eq. (3) is not invariant under rotations (or, more generally, symplectic transformations), in analogy with Eq. (1) . Recent progress has been made to define an entropic counterpart to the Schrödinger-Robertson relation [3] , but no symplecticinvariant uncertainty relation that is solely expressed in terms of entropies has been found as of today. A possible, rather simple solution could be to consider the canonical pair of rotated variables x θ = x cos θ + p sin θ and p θ = −x sin θ+p cos θ, where θ is a rotation angle. Then, one could take the average or even the minimum over θ, giving respectively 1 2π 
This would apparently yield two variants of a symplecticinvariant uncertainty relation based on entropies (the latter being clearly stronger than the former). However, the quantities in the left-hand side of Eqs. (6) and (7) do not appear easily tractable, so that the problem is arguably open to define a useful entropic uncertainty relation that is invariant under symplectic transformations.
In this paper, we follow a path towards this goal consisting of enforcing the invariance of the measured observable instead of that of the uncertainty measure itself. We develop a framework based on the Schwinger representation of angular momenta in terms of bosonic annihilation and creation operators. This enables us to define a multi-copy uncertainty observable with ingrained invariance under symplectic transformations in phase space (or under all Gaussian unitaries in continuous-variable state space). Then, measuring this observable allows us to express alternative uncertainty relations which logically have the appropriate invariance.
In Section 1.A, we define a two-copy uncertainty observable denoted asL z , which acts on two identical replicas of a bosonic state and is isomorphic to the zcomponent of an angular momentum. We present its physical representation in Section 1.B and complete it with the other componentsL x andL y in Section 1.C. The eigensystem ofL z is then analyzed in Section 1.D, where it is shown in particular thatL z takes on (half-) integer values from −n/2 to n/2 for a n-boson system. It is invariant under symplectic transformations (rotation and squeezing), and vanishes with probability one if and only if it is applied onto a Gaussian pure state that is centered at the origin in phase space. Remarkably, expressing the condition that this discrete-spectrum operatorL z has a non-negative variance translates into the Schrödinger-Robertson uncertainty relation based on the covariance matrix γ for continuous variables x and p. Then, in Section 1.E, we suggest that the Shannon entropy ofL z provides a hitherto unknown measure of uncertainty, which we compare to the Shannon differential entropy of the Wigner function in the special case of one-mode Gaussian states in Section 1.F. Section 2 deals with the fact thatL z expresses an uncertainty only for states centered at the origin. To overcome this limitation, we define in Section 2.A-2.B a threecopy uncertainty observable denoted asM , which exhibits extra invariance under displacements (Weyl operators), hence admits all pure Gaussian states as minimumuncertainty states. The resulting invariance under all Gaussian unitaries (rotation, squeezing, and displacement) makes the observableM a very natural measure of uncertainty -or deviation with respect to pure Gaussianity. Its spectrum is (one half) the spectrum of an angular momentum and, here too, the non-negativity of its variance coincides with the Schrödinger-Robertson uncertainty relation. The physical realization of the measurement ofM is illustrated in Section 2.C. Then, in Section 2.D, we derive a symplectic-invariant entropic uncertainty relation based on the Shannon entropy ofM . It is shown that, for Gaussian states, the entropy of both multi-copy observables (L z andM ) are equal. The case of non-Gaussian states is also briefly discussed. Finally, we give our conclusions in Section 3.
I. TWO-COPY UNCERTAINTY OBSERVABLE

A. Definition ofLz
Let us gain intuition on how to define an uncertainty observable. In some vague sense, we are looking for an observable that could simultaneously access both x and p quadratures 1 . To make it more precise, we consider a 2-copy observable which is acting on two identical copies of state |ψ . Defining |Ψ ≡ |ψ 1 ⊗ |ψ 2 as the joint state of systems 1 and 2, we may simply consider the 2-copy observableÔ =x 1 ⊗p 2 . Its mean value gives
where we will use, throughout this paper, the notation Ô Ψ = ψ| ψ|Ô|ψ |ψ to express the mean value for two identical replicas of state |ψ . Its second-order moment gives
In the special case where the distributions of x and p are centered on zero, Ô 2 thus gives access to the product of variances ∆x 2 ∆p 2 in state |ψ , which is not accessible with a single instance of the state. We may easily verify that the observableÔ is invariant under a squeezing of the x quadrature with parameter r, that is, under the symplectic transformation
Indeed,Ô
so that measuringÔ on a state |Ψ is insensitive to applying a prior squeezing operation along the x (or p) quadrature on state |ψ . However, this property does not extend to rotated states sinceÔ is not rotation-invariant.
To fix this problem, we may use instead ofÔ the uncertainty observable defined as the 2-copy operator
where we use index z to denote that it is the third component (or z projection) of an angular momentumL. This definition can be motivated by taking a rotationaveraged version of the above operatorÔ. Indeed, using the symplectic transformation for a rotation of angle θ,
we have 1 2π
This observable is obviously invariant under a rotation as well as a squeezing operation, hence it is invariant under the set of all symplectic transformations. The expectation value ofL z vanishes for all states |Ψ , namely
Its second-order moment gives
where we have used the fact that
In the last line of Eq. (16), γ c represent the covariance matrix of a state |ψ centered at the origin in phase space and is defined as
since x = p = 0. Thus, the variance of our 2-copy
z is linked to the determinant of the covariance matrix γ c , namely
Since a variance must be non-negative, we get
If x and p are classical variables, their commutator vanishes and the symmetrization in the off-diagonal elements of γ c has no effect, hence Eq. (20) simply implies that a classical covariance matrix is positive semidefinite. However, ifx andp are canonically-conjugate ≥ 0, where we first need to center the state before measuringL z . In some sense, this inequality may be deemed trivial as it expresses the fact that the variance of an operator is nonnegative. However, its equivalence with the Schrödinger-Robertson uncertainty relation suggests an alternate formulation of the uncertainty relation in terms of the entropy ofL z , as analyzed in Sec. 1.G
B. Physical realization ofLz
Let us give a physical interpretation to the 2-copy uncertainty observableL z . Using the mode operatorŝ a j = (x j + ip j )/ √ 2 for j = 1, 2, we may rewrite it aŝ
From this definition, it is easy to confirm that the action ofL z gives 0 on any pure Gaussian state centered on the origin (i.e., any squeezed vacuum state). Let |s = S(s)|0 denote a squeezed vacuum state, where |0 is the vacuum state and S(s) = e 1 2 (s * â2 −sâ †2 ) is the squeezing operator with parameter s = re iφ . Usingâ|0 = 0 ⇔ S(s)âS † (s)|s = 0 ⇔ (â cosh r + e iφ sinh râ † )|s = 0, we 2 Indeed, the covariance matrix γ as defined in Eq. (61) is invariant under displacements which means that det γ = det γc for a state centered on the origin.
see that |s satisfiesâ|s = −e iφ tanh râ † |s . Therefore,
More interestingly, this formulation ofL z provides us with a nice physical interpretation of the uncertainty observable in terms of a beam-splitter transformation. As shown in Fig. 1 , if we make a π/2 phase rotation on the second mode,â 2 →â 2 = −iâ 2 , followed by a 50:50 beamsplitter transformation of the two modes according tô
we may reexpress the uncertainty observable aŝ
whereb 1 andb 2 denote the output mode operators. Thus, L z corresponds (up to a factor 1/2) to the difference between the photon numbers at the two output modes of the beam splitter, that is,
Remember that a two-mode squeezed vacuum state can be realized with two single-mode squeezed vacuum states with orthogonal squeezing orientations followed by a 50:50 beam splitter. Thus, if we start with two identical replicas of an arbitrary squeezed vacuum state |s |s and rotate one of them by an angle π/2 before processing both of them through a 50:50 beam splitter, we get precisely a two-mode squeezed vacuum state. Such a state exhibits perfect photon-number correlations since it is written as n c n |n |n , so measuring the photon-number difference gives zero with certainty. This is consistent with the fact that our observableL z gives value 0 and exhibits no uncertainty (zero variance) when applied to any pure Gaussian state centered on the origin. We have thus found a simple, experimentally relevant method for measuring the uncertainty of a state (or its deviation with respect to a pure Gaussian state 3 ).
C. Algebra of angular momenta (Lx,Ly,Lz)
By exploiting the analogy with the algebra of angular momenta, it is possible to define the 2-copy operatorŝ L x andL y , which in turn allows us to define the ladder operatorsL + andL − . The definition of (L x ,L y ,L z ) follows from the Schwinger representation, which yields a connection between an angular momentum and two uncoupled harmonic oscillators (or bosonic modes) [11] . In quantum optics, it is also linked to the definition of the Stokes operators in the description of the polarization of light [12] [13] [14] . The easiest way to proceed is to note that L z as defined in Eq. (21) can be reexpressed aŝ
is the second Pauli matrix. Similarly, we can definê
where σ x = ( 0 1 1 0 ) and σ z =
are the other two Pauli matrices. In terms of mode operators or quadrature operators, this giveŝ
Since the Pauli matrices respect the commutation relation [σ i , σ j ] = 2i ijk σ k , where ijk is the Levi-Civita symbol, it can be verified that our three 2-copy operators respect the commutation relations for angular momenta
We can then define the ladder operatorŝ
as well as the squared angular momentum operator
is the Casimir operator. The definitions ofL z given in Eqs. (21) and (24) also suggest that all three angular momentum components (L x ,L y ,L z ) can be expressed in alternative ways as a function of the input mode operators (â 1 ,â 2 ), output mode operators (b 1 ,b 2 ), or even the output mode operators of another circuit (ĉ 1 ,ĉ 2 ). This is summarized in Appendix B, together with several physical realizations of (L x ,L y ,L z ).
D. Eigensystem ofLz
In order to calculate the Shannon entropy of the uncertainty observableL z , we need first to determine the eigensystem of this operator. Defining l = (n 1 + n 2 )/2, we see from Eqs. (30) and (31) that the eigenvalues of L 2 are given by l(l + 1), just as the eigenvalues of the squared modulus of an angular momentum. Thus, we may label the eigenvectors ofL z andL 2 by | |l, m , where l represents one half of the total photon number and m is the eigenvalue ofL z (with |m| ≤ l), so that
Given the commutation relations (28), the possible eigenvalues ofL z for every value of l are m ∈ {−l, l} with integer jumps 4 as sketched in Fig. 2 . The eigenvectors of L z andL 2 can be expressed, in general, as linear combinations of the 2-mode Fock states |j, k , When fixing the value of l, the only non-zero c jk 's are of course those such that j + k = 2l. Let us start with examples for some specific values of l. If we fix l=0, the only eigenvector is
If we fix l = 1/2, we have two eigenvectors with eigenvalues m = ±1/2, namely
If we fix l = 1, we have three eigenvectors with eigenvalues m = {−1, 0, 1}, namely
For higher values of l, it becomes cumbersome to write the general form of the eigenstates but we can, in principle, construct them by applying the latter operatorL + . We start from the eigenstates corresponding to the lowest diagonal in Fig. 2 , that is, states | |l, −l whose (unnormalized) form is defined as
We simply need to apply repeatedly the operatorL + as defined in Eq. (29) in order to find all other eigenstates, since
We thus have access to all eigenstates | |l, m . Coming back to the interpretation ofL z as an uncertainty observable, let us discuss the special case of an even total photon number (i.e., when l is an integer). In this case, there is always an eigenstate that admits the eigenvalue m = 0. Its general (unnormalized) form is
with
where (·)!! denotes the double factorial and the index i is an integer. It means that the states | |l, 0 are thus written as linear combinations involving only even Fock states of the form |2j, 2k . This is connected to the fact that a squeezed vacuum state only involves even Fock states in its expansion. Taking two copies of a squeezed vacuum state |s , namely
where we usedP † =P . Note also thatPL ±P = −L ∓ . Hence, we can evaluate the action ofP on the eigenstates ofL z . SinceL z | |l, m = m| |l, m , we have
where we usedP −1 =P . Thus,P | |l, m is proportional to the eigenstate ofL z with eigenvalue −m, namelŷ
Starting from eigenstate | |l, m , we obtain the eigenstate | |l, −m simply by interchanging systems 1 and 2. From Eq. (44), we also understand that the states | |l, 0 must be symmetric under the exchange of both systems, as can be checked from Eq. (39).
E. Entropic uncertainty relation based onLz
We had seen in Section I A that the non-negativity of the variance of our uncertainty observableL z coincides with the Schrödinger-Robertson uncertainty relation (for states centered on the origin). We will now turn to the Shannon entropy ofL z and show that it provides a relevant symplectic-invariant measure of uncertainty. Since we know the eigensystem ofL z (see Sec. I D), we can, in principle, compute its Shannon entropy [as defined in Eq. (5)], that is
where p m is the probability of measuring eigenvalue m (which goes from −∞ to ∞ by steps of 1/2) when having two replicas of state ρ, namely
The sum over l starts at l = |m| since −l ≤ m ≤ l and includes only (half-) integer values if m is (half-) integer. Just like the variance, the Shannon entropy is a nonnegative quantity, so it is natural to write
which is the entropic counterpart of the Schrödinger-Robertson uncertainty relation L 2 z ≥ 0. It is saturated by all pure Gaussian states (centered on the origin) and is invariant under symplectic transformations (i.e., under any Gaussian unitary except displacements).
Indeed, suppose we apply U ⊗U on an eigenstate | |l, m where U is such a Gaussian unitary. SinceL z is invariant under U , i.e.,
so that U ⊗ U | |l, m is an eigenvector ofL z with the same eigenvalue m. Thus, the eigenspace spanned by all states with eigenvalue m is invariant under U ⊗ U . Hence, the projector associated to the measurement of outcome m
is invariant under U ⊗ U , and so is the probability of measuring m, namely p m = Tr(ρ ⊗ ρ P m ). Therefore, the Shannon entropy H(L z ) ρ is invariant under symplectic transformations, as advertised.
F. Special case of Gaussian states
Although it should be easy to measureL z experimentally (with the circuit in Fig. 1 ) and then compute its Shannon entropy, it does not seem straightforward to calculate H(L z ) analytically for a given state |ψ because one needs first to express | |Ψ as a linear combination of the eigenstates | |l, m . The calculation of H(L z ) for some simple examples of non-Gaussian states is illustrated in Appendix C. However, this calculation does not require much effort in the special case of Gaussian states (centered on the origin). Beforehand, remember that, according to Williamson theorem, every Gaussian state can be brought to a thermal state by applying some Gaussian unitary [6] . Since H(L z ) is invariant under Gaussian unitaries 5 , it is enough to compute its value for a thermal state (it is then the same for any Gaussian state with the same symplectic spectrum). Luckily, it is straightforward to evaluate H(L z ) for a thermal state
because when inserting ρ th ⊗ ρ th in the circuit of Fig. 1 , measuringL z simply corresponds to measuring the difference between the photon numbers at the two outputs, d = (n out 1 −n out 2 )/2. Since a thermal state is invariant under rotation in phase space, the second mode remains in state ρ th after the π/2 rotation shown in Fig. 1 . Moreover, when two copies of a thermal state are inserted in a beam splitter, the output is again the product of the same two thermal states. The random variable d is just the difference of two independent (geometrically distributed) random variables. The probability of measuring n i photons on the i th output mode is
so the probability of obtaining a certain value for the (half) difference d is
(52) This yields
We can now compute the Shannon entropy ofL z as
where
is a function ranging between 0 and 1, as plotted in Fig. 3 
we find h(x, p) ρ th = − W ρ th (x, p) ln W ρ th (x, p) dx dp = ln(πe) + ln 2 n + 1 (57) which implies that
This expression is interesting as it combines the Shannon entropy of our discrete uncertainty observableL z to the Shannon differential entropy of two continuous variables x and p. The first term in the r.h.s. of Eq. (57) is the Shannon differential entropy of the Wigner function for the vacuum state h(x, p) ρvac = ln(πe), so that Eq. (58) implies that H(L z ) ρ th is close to h(x, p) ρ th − h(x, p) ρvac within an error of 0 ≤ E n ≤ 1. This is a way of understanding Eq. (47) as an entropic uncertainty relation, measuring the distance from a pure Gaussian state (here, the vacuum state). To be complete, let us also express the above entropies in terms of the symplectic value ν, so this applies to any Gaussian state ρ G . Using the fact that n = ν − 1/2 for thermal states, we get
Note that H(L z ) ρ G is monotonically increasing in ν. The only thermal state that has H(L z ) = 0 is the vacuum state (considering states centered on the origin). Equivalently, all pure Gaussian states (ν = 1/2) saturate our entropic uncertainty relation Eq. (47), and the quantity H(L z ) can be seen as a measure of pure non-Gaussianity. Finally, if we only consider Gaussian states, H(L z ) as defined in Eq. (59) may also be understood as a measure of mixedness since the purity of a Gaussian state is given by µ = Trρ 2 G = 1/2ν.
II. THREE-COPY UNCERTAINTY OBSERVABLE
A. Definition ofM
The two-copy operatorL z expresses the uncertainty solely for states centered at the origin. To overcome this limitation, we define a 3-copy uncertainty observable, denoted asM in the following. The intuition comes from Ref. [15] , where it is shown that any nth-degree polynomial function of the elements of a single-copy density matrix ρ can be computed as the expectation value of some well-chosen n-copy observable acting on ρ ⊗n . We define the covariance matrix γ for any state, not necessarily centered on 0, as
This definition is valid for both classical or quantum variables. If we compute its determinant, we then have
From Ref. [15] , we thus know that this expression must, in principle, be writable as the expectation value of some 4-copy observable. Here, we will show that a 3-copy observableM is actually sufficient if we consider its variance (rather than its expectation value) and follow a similar procedure as for the 2-copy observableL z . As we had seen, the latter is the z-component of an angular momentum in the Schwinger representation, but the other two componentsL x andL y are not linked to uncertainty. In contrast, here, we treat the three componentsM i of an angular momentum on an equal footing and define
7 To be consistent with the definition of the 2-copy observable, we nevertheless introduce a one half factor. This ensures that Mz =Lz.
The 3-copy uncertainty observable readŝ
and can be viewed as the projection of the angular momentum onto a line between the x-, y-, and z-axes. Since the 2-copy observableL z is invariant under symplectic transformations (rotations and squeezing), so are all thê M i observables since they have the same form asL z acting on two out of the three copies. Hence, the 3-copy observableM is also invariant under symplectic transformations. Furthermore,M is this time also invariant under displacements. Indeed, since we consider three copies of a same state, the displacement is the same in each of the three modes. In other words, the displacement in position x (or momentum p) is always applied in the direction (
), which is exactly the orientation of the angular momentum componentM . Since an angular momentum is invariant under a shift (or a momentum kick) in its direction,M is invariant under displacements, so we have relaxed the need to restrict to states centered on the origin. Interestingly, the variance ofM can be related to the determinant of the covariance matrix γ exactly as we had done forL z in Section I A. First, remark that M Ψ = 0, where M Ψ stands for the expectation value on three copies of state |ψ . Indeed
and similarly for M y Ψ and M z Ψ . The variance of M is thus equal to its second-order moment, which is computed in Appendix D. We obtain
so that the variance ofM is related to the determinant of the covariance matrix, in analogy with Eq. (19). Once again, since a variance is non-negative, we deduce that
If x and p are classical, they commute and Eq. (67) expresses that a covariance matrix is always positive semidefinite. In contrast, if x and p are canonically-conjugate quantum variables, they do not commute ([x, p] = i) and Eq. (67) implies det γ ≥ 1/4, which is the Schrödinger-Robertson relation. This suggests that the 3-copy operatorM is a good uncertainty observable, which is invariant under all Gaussian unitaries (including displacements this time). It gives zero with certainty for all Gaussian pure states (regardless of the mean values of x and p).
We define an entropic uncertainty relation based on the Shannon entropy of this observable
As before, to compute the Shannon entropy ofM , we need to know its eigenvectors and evaluate the associated measurement probabilities. SinceM = (M x +M y + M z )/ √ 3 is the component of an angular momentum in the direction (
), its eigenspectrum is thus the one of an angular momentum. More precisely, the eigenvalues ofM 2 andM z are given, respectively, by
Comparing to a genuine angular momentum, the eigenvalues are all divided by two because of the definition of theM i [see Eq. (63)]. Moreover, the steps between two subsequent eigenvalue is 1/2 instead of 1 because the commutation relations are
k for a genuine angular momentum). The eigenfunctions ofM are simply the spherical harmonics in the quadrature variables (x 1 , x 2 , x 3 ), but this form is not very convenient since they must be written in a rotated basis. Computing the probabilities of measuring the eigenvalues ofM through the spherical harmonics does not seem to be an easy task, so we find it more suitable to use the physical realization ofM , see Section II C.
B. Alternative definitions
Using the relations between the x, p quadratures and the mode operators, we can express the three angular momentum components aŝ
This also allows us to express the squared angular momentum
wheren i =â † iâ i . It is symmetric in the modes, but does not have a l(l + 1) form as we had found forL 2 in Eq. (30). Note also that the three componentsM x ,M y , andM z can be written in terms of Gell-Mann matrices, which generalize the Pauli matrices in 3 × 3 dimensions. This makes the counterpart to Eqs. (25) and (26) . This effects a rotation in phase space such thatM is rotated towardsM x , which is measured by the second part of the circuit consisting of a π/2 rotation and a 50:50 beam splitter. By measuring the photon number difference of modes 2 and 3, we thus accessM . The outcome is zero if and only if |ψ is a minimum-uncertainty state (Gaussian pure state regardless of its position in phase space).
We show in Fig. 4 an optical circuit that allows us to measure the 3-copy uncertainty observableM . It is similar to the circuit for the 2-copy observableL z in the sense that, in the last stage of the circuit, we apply a π/2 rotation followed by a 50:50 beam splitter and then compute the difference between the output photon numbers.
If the circuit was limited to this last stage, the photon number difference on modes 2 and 3 would yieldM x , in accordance with the first equation in Eq. (70) which is analogous to Eq. (21). However, this transformation is preceded by two beam splitters of transmittance 1/2 (on modes 1 and 2) and 1/3 (on modes 1 and 3). The effect of these beam splitters is to make the appropriate rotation in phase space so that the direction (
) is turned to (1, 0, 0) , that is, the x-direction. Indeed, after applying the two beam splitters, the mode operators are given byâ
In particular, the first mode operator becomes the sum of the three input mode operators. It means that measuring the x-component angular momentumM x after this rotation yields the value of (M x +M y +M z )/ √ 3 before the rotation, which is precisely the desired uncertainty observableM . Therefore, keeping in mind the analogy with the 2-copy observableL z , we can accessM simply by applying a π/2 rotation followed by a 50:50 beam splitter on modes 2 and 3. The output photon number difference yieldsM
Interestingly, the invariance ofM under displacements is easy to understand from the circuit of Fig. 4 . Let us insert a displacement D(α) on each input state of the circuit. After the first two beam splitters, the displacement on the three modes becomes
Hence, regardless of the value of α, the displacement is zero on modes 2 and 3 just at the point where we apply the π/2 rotation and the last beam splitter. Therefore, the result of the measurement of the photon-number difference between modes 2 and 3 at the end of the circuitwhich givesM -does not depend on the displacement. Note that we still have a degree of freedom in the state obtained after applying the two first beam splitters in Fig. 4 . Indeed, we can easily verify that applying any real rotation in phase space between modes 2 and 3 (i.e., inserting a beam splitter coupling these modes just before the second part of the circuit) does not affect M x , hence it does not change the measured value ofM . 9 This is related to the fact thatMx is invariant under a real
D. Entropic uncertainty relation based onM
It is easy to verify that our 3-copy uncertainty observable vanishes on any pure Gaussian state (i.e., squeezed coherent state). If we insert three copies of a squeezed coherent state in the optical circuit of Fig. 4 , we obtain after the first two beam splitters the same three squeezed coherent states (albeit with changed mean values, as explained earlier) 10 . It means that, similarly to the 2-copy case, we get a zero photon-number difference with probability one at the output of the circuit. Consequently, the entropy ofM is equal to zero for any pure Gaussian state. Our entropic uncertainty relation H(M ) ≥ 0 thus admits the exact same set of minimum uncertainty states as the Schrödinger-Robertson uncertainty relation.
Furthermore, it appears that the entropic uncertainty relation based onM coincides with the one based on L z in the special case of Gaussian states. Indeed, if we plug three copies of an arbitrary Gaussian state, pure or mixed, at the input of the circuit of Fig. 4 , we again get the same three Gaussian states after the first two beam splitters (albeit with changed mean values). In particular, we find two copies of the input Gaussian state on modes 2 and 3 (albeit centered on the origin). Since the rest of the circuit is the same as the 2-copy circuit of Fig. 1 , all conclusions we had drawn forL z hold forM too. In particular, the entropy of a Gaussian state will be the same, namely
where H(L z ) ρ G is defined in Eq. (59).
In the case of non-Gaussian states, however, we expect the entropy H(M ) to deviate from H(L z ), so that it seems relevant to define a distinct entropic uncertainty relation H(M ) ≥ 0. For example, if we insert three copies of Fock state |1 in the circuit of Fig. 4 , the state of modes 2 and 3 differs from |1 ⊗2 after the first two beam splitters, so the second part of the circuit acts differently. Hence, the entropy of the 3-copy observable H(M ) |1 differs from that of the 2-copy observable H(L z ) |1 (as computed in Appendix C).
rotation between systems 2 and 3. Indeed, if we definê x 2 = cos θx 2 + sin θx 3x 3 = − sin θx 2 + cos θx 3
and similarly for the p quadratures, we can easily show that
III. CONCLUSION
We have paved the way towards the construction of entropic uncertainty relations for continuous-variable bosonic states that are invariant under Gaussian unitary transformations (rotation, squeezing, and displacement in phase space). This was achieved by defining multi-copy uncertainty observables (especially a 2-copy observableL z and a 3-copy observableM ) with ingrained invariance, building on the Schwinger representation of angular momenta in terms of bosonic operators. ObservableL z acts on two replicas of a continuousvariable state and is invariant under rotation and squeezing (so it is relevant for states centered on the origin only), whileM acts on three replicas and exhibits extra invariance under displacements (so it is relevant for any state). Expressing the positivity of the variance of both (discrete-spectrum) observablesL z andM leads to the Schrödinger-Robertson uncertainty relation, which is why these observables are deemed to express uncertainty (or deviation from pure Gaussianity). Based on this, we have suggested two novel entropic uncertainty relations expressing the fact that the Shannon entropy of these uncertainty observablesL z andM must be positive for any physical state. Given the intrinsic invariance ofL z andM , these entropic uncertainty relations are invariant under Gaussian unitaries and are saturated by all pure Gaussian states (the 3-copy observableM is not restricted to states centered on the origin). We have also found an optical circuit enabling us to measureL z (resp. M ) starting from two (resp. three) replicas of the input state. This was used to derived a closed formula for the Shannon entropy H(L z ) and H(M ) in the special case of Gaussian states (both entropies coincide in that case). However, we have not found a simple method to compute these entropies for non-Gaussian states, which we leave as a topic for a further study. Another open problem is to find an operational meaning of the Shannon entropy H(L z ) and H(M ), which would help interpreting the associated entropic uncertainty relations. Furthermore, an interesting extension of this work would be to investigate multi-copy uncertainty observables with more than three copies. The angular momentum componentsL x ,L y , andL z can be expressed in several ways as a function of the input mode operators (â 1 ,â 2 ), output mode operators (b 1 ,b 2 ) of the circuit depicted in Figure 1 , or even the output mode operators (ĉ 1 ,ĉ 2 ) of another circuit. This is explained in Fig. 5 , where the first circuit is the same as in Figure 1 (the input and output mode operators are now explicitly labeled asâ 1 ,â 2 andb 1 ,b 2 , respectively). In the second circuit shown in Fig. 5 , the π/2 phase rotation is applied after the 50:50 beam splitter transformation, and the output mode operators are labeled asĉ 1 andĉ 2 .
Let us show that the operatorsL x ,L y andL z can equivalently be expressed in terms of theâ,b, orĉ mode operators. In terms of the mode operatorâ, the expressions are given by equations (21) and (27). Using the first circuit, we already showed thatL z corresponds to one half the photon-number difference of the output modes, see Eq. (24), and it is easy to show that
Based on the second circuit, we can do similar calculations to expressL x ,L y , andL z in terms of the mode operatorsĉ. The results are summarized in Table I , which also exhibits the expressions ofL x ,L y andL z in terms of the quadrature operators (first row).L 
