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Aggregation induced emission offers a route to the development of emissive technolo-
gies based on solely organic systems. However, maximising fluorescence quantum
efficiencies (QE) is a formidable challenge in attaining first-principles materials design,
due to the interplay between the electronic structure of the chromophore and the mor-
phology of the material. The identification of radiative and nonradiative channels, and
how these are affected by aggregation, can rationalise emissive properties and aid in
the design of yet more efficient fluorophores in the condensed phase. In the current
work, we examine the mechanism behind the solid state luminescence enhancement in
two related families of compounds with lasing properties, which undergo excited state
intramolecular proton transfer (ESIPT). We systematically investigate competing excited
state decay channels in a total of eleven crystals to evaluate the factors needed for ef-
ficient ESIPT fluorophores, aided by a full evaluation of the crystal structures, exciton
coupling, and exciton hopping rates. We show that in addition to the restriction of non-
radiative pathways, an efficient ESIPT is essential to maximise the QE in the solid state.
This extensive study of structure-property relationships for fluorophores based on the
ESIPT mechanism bridges the understanding of molecular photophysics with crystal
structure, accelerating the development of highly efficient solid state emitters.
1 Introduction
Luminescent organic materials have technological promise
for applications such as light-emitting diodes, field ef-
fect transistors, imaging and detection, and solid state
lasers.1–7 Molecular organic systems offer the opportunity
to tune absorption and emission characteristics for a de-
sired application, through chromophore modification and
crystal engineering. However, such control, at least from
a design point of view, remains challenging due to the
complex structure-property relationships in the condensed
phase.
Optimising luminescence quantum efficiencies (QE) is
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imperative to making such devices and materials viable for
use. This can require complex and laborious substituent
modification to inhibit nonradiative decay, in particular,
due to the difficulties in controlling 3D molecular arrange-
ments. Aggregation caused quenching (ACQ) has tradi-
tionally been the first obstacle to overcome in this process,
since fluorescence quenching is highly common in conju-
gated aromatic systems as ππ interactions arise in the solid
state. In past years researchers have developed a strategy
to overcome ACQ via aggregation induced emission (AIE),
where fluorescence is turned on upon molecular aggrega-
tion.8,9
Numerous mechanisms have been proposed to account
for AIE, due to the variety of reported systems, including
J-aggregate formation, suppression of Kasha’s rule of fluo-
rescence, excimer formation, restriction of intramolecular
motions (RIM), and restricted access to conical intersec-
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tions (RACI).7,10–16 Theoretical investigation into the AIE
mechanism has been led by the groups of Peng and Shuai,
who have developed formalism based on the Fermi Golden
Rule approach to calculate radiative and nonradiative de-
cay rates in AIE systems.17–23 The work of Blancafort et al.
has shown that S1-S0 conical intersections (CIs) also play
a role in the solid state.15,16 These theoretical frameworks
have enabled researchers to understand the emitting prop-
erties of a myriad of systems.24
As well as the electronic properties of the chromophore,
intermolecular interactions become photophysically impor-
tant in the solid state due to the dense packing in organic
crystals. To describe the enhancement of emission in the
solid state and highlight the synergy between intramolec-
ular and intermolecular interactions, Gierschner et al.25
have suggested the use of the term solid state luminescence
enhancement (SLE) that can be applied to solid solutions,
amorphous, polycrystalline or single-crystalline materials.
In this paper, we analyse a set of single crystals which dis-
play SLE.
Since the excited state is often localised on just a
few molecular units, the effect of interactions among the
molecules is commonly examined through Kasha’s exciton
theory.7,10,25–27 Based on this model, dimers are gener-
ally assigned as H-aggregates based on the Coulomb inter-
action of transition dipole moments aligning side-by-side,
whilst J-aggregates arise when a slip in the x-plane (long
axis) occurs. At small intermolecular distances however,
the sole use of the Coulomb interaction neglects the impor-
tant contribution of short-range coupling effects, resulting
in interferences which cannot be described by an electro-
static interpretation alone.27 Furthermore, when there is
considerable perturbation between the Franck-Condon and
the equilibrated excited state, Kasha’s interpretation of H-
and J-aggregates is less clear.
In this work we examine the electronic properties of
the chromophore, the intermolecular relationships in the
molecular crystal, and the crystal structure, to rationalise
the observed fluorescence behaviour for a set of related
organic materials undergoing excited state intramolecular
proton transfer (ESIPT). ESIPT involves a four level pho-
tocycle between enol (E) and keto (K) tautomers triggered
by electronic excitation in the E form. ESIPT followed by
emission from the resultant K∗ minimum (on the excited
state PES) affords a large Stokes shift, separating the ab-
sorption and emission bands. Competition between E∗ and
K∗ emission can be tuned, for example, through substituent
modification and choice of solvent.28–33
Chalcone-based compounds, comprising an aromatic ke-
tone and enone system, have found application in both
technological and biological settings.33–48 The lasing prop-













R1 R2 Φ R3 R4 Φ
HC1 H H 0.32 HP1 H H 0.74
HC2 CH3 H 0.25 HP2 F H 0.84
HC3 OCH3 CH3 0.26 HP3 OCH3 H 0.77
HC4 H CH3 <0.01 HP4 H F 0.72
HC5 H OCH3 <0.01
HC6 F H 0.41
HC7 H F 0.10
erties of ESIPT emitters based on chalcone skeletons has
aroused attention recently. In this work we investigate the
properties of 2’-hydroxchalcone (HC) derivatives, and their
mono-aryl anologues based on 2-hydroxyphenylpropenone
(HP). The systems and properties are summarised in Table
1.49–51 All reported quantum yields were obtained for sin-
gle crystals, consequently the effect of trapping as a source
of loss of efficiency can be ruled out.10
The crystal packing, absorption and emission wave-
length, and crucially the QE, are all dependent on the
choice of substituent and number of aromatic rings. For
structures based on HC, emission is dependent on the
choice of substituent, which indirectly affects the packing
mode.49 Previous theoretical investigations show that fluo-
rescence is witnessed when the conical intersection is ener-
getically inaccessible in the solid state. Furthermore, local-
isation of the excited state onto one molecule in the crystal
promotes the crucial ESIPT step.52,53
Closely related to HC are the family of HP derivatives.50
In contrast to HC, and other organic fluorophores, HP com-
pounds contain only a single aryl group and have remark-
able QEs, ranging from 0.72-0.84. This has been quali-
tatively attributed in experimental studies to the herring-
bone packing mode and molecular rigidity reducing non-
radiative decay. Theoretical investigation can offer insight
into the factors which confer this increase in QE, enabling
further understanding into how to maximise fluorescence
from first principles.
Herein we investigate the factors which mediate the in-
creased fluorescence activity for HP compared to HC sys-
tems with particular focus on the role of the crystal struc-
ture and exciton couplings. Based on our previous work,
we analyse the three step mechanism to enhance radia-
tive decay in ESIPT solid state emitters; I) localisation of
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excited state to one monomer, II) bias for K* decay over
E*, III) an energetically inaccessible conical intersection.53
We use quantum chemical and hybrid simulations to ad-
dress each of these steps to show how the HP systems have
an increased potency in each one with respect to their HC
counterparts, resulting in the HP systems’ increased fluo-
rescence in the solid state.
2 Results and Discussion
2.1 Crystal morphology
Excited state mechanisms in the solid state are controlled
by intermolecular interactions, where the crystal structure
determines the free volume available for the relaxation
of the chromophore in the excited state. We begin by
analysing the crystal structures of the eleven compounds.
Each crystal can be examined initially from the perspec-
tive of a monomeric chromophore. To this end, we use
Voronoi volumes54 VVoro and van der Waals volumes VvdW
to determine a Voronoi index Vi =VVoro/VvdW , a metric indi-
cating the normalised accessible volume for a monomer in
the crystal. Voronoi volumes are commonly used to analyse
arrangements of molecular condensed phases.55,56 Vi val-
ues (Figure S1) range from 1.11-1.53, showing that despite
the substituent and packing differences, the each monomer
in the system has between 10%-50% of its van der Waals
volume to freely vibrate, rotate or translate. For the HC sys-
tems, the average Vi is 1.48, and 1.45 for the HP systems.
The accessible volume for the HC systems shows greater
variation but is overall slightly higher than for the less var-
ied HP systems. The increased volume for the HC systems
theoretically allow for greater nuclear relaxation in the ex-
cited state. However, reorganisation energies for the HP
systems are larger than for HC, showing the importance
of the electronic effects over geometric considerations. In
summary, the volume does not seem to be a decisive factor
in determining the emissive properties of these systems.
To investigate the intermolecular relationships within
the molecular crystals, we examine the topology of the
molecular crystals of HC and HP families by considering
dimer packing motifs. Crystal morphologies are commonly
described qualitatively as herringbone, face-face, edge-tail,
etc. Here we take a more of quantitative approach by con-
structing maps of each crystal, based on a geometric de-
scription of the dimers. These maps allow the topology of
the crystal to be analysed graphically, as in Figure 2.
The dimer motifs are quantified through three angle vari-
ables, α, β , and γ. These are depicted in Figure 1, and
example motifs with associated angles are given in Figure
S4. Three axes, x, y, z, are defined on each molecule i and
j of the dimer, where x and y are the long and short axes of







Fig. 1 Panel a), left; schematic of two monomers A and B, their
centroids C, and the α, β , and γ angles used to classify dimer
configurations. Panel b), right; distribution of α angles for dimers
in HC and HP systems.
comprise an orthogonal basis to describe the dimer. The
angles are then defined as:
• α: The azimuthal angle between the monomers as
shown in Figure 1. Calculated as the angle between
the z-axis located at the centroid of monomer i, and
the vector connecting two centroids. α is calculated
twice, once with each monomer as the reference. The
smallest angle is chosen, provided 0°≤ α ≤ 90°.
• β : The angle between the two short-axis vectors y
of each molecule, shown in green in Figure 1. β
ranges from 0° to 180°, tracking whether monomers
are aligned cofacially parallel (β =0°, CoF-P), or cofa-
cially antiparallel (β =180°, CoF-A), or in a herring-
bone edge-face manner (90°, Hb), and all configura-
tions in between. β is commonly described as the “her-
ringbone” angle.
• γ: The angle between the long-axis vectors x, rang-
ing from 0° (parallel, P) to 180° (antiparallel, A). At
γ = 90°, the dimer is T- or L-shaped. The distinction
depends on α.
In Figure 1b the distribution density of the α angle is
shown for the HC and HP systems. The distribution is
heavily skewed towards 90°, indicating that for the ma-
jority of dimers, there is little overlap between the faces of
the monomers. As such, it can be expected that in each
molecular crystal there are few dimers with the perfect
face-face stacking, with most undergoing a displacement
in x or y. This is common for aromatic systems.57 In partic-
ular, we define the x-slip displacement as the distance be-
tween molecular centroids along their principal axis. This
definition holds for colinear molecules where the principal
axes are parallel.
Figure 2 shows the dimer distribution densities for the β
and γ angles for HC (top row) and HP (bottom row). Key
regions are highlighted as an example in the upper plot of
panel a); for example at β=90°,γ=0°, a herringbone (Hb)
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stack is witnessed with the long axes arranged in parallel.
For both HC and HP systems, the majority of dimers have
β and γ angles close to 180° (top right of plot), indicat-
ing that the most common dimer configuration is a cofacial
arrangement where the carbonyl groups align antiparallel,
at opposing ends of the molecule from each other. This re-
sults in an antiparallel alignment of the S1 transition dipole
moment of each monomer.
However, as panel b) shows, when the α angle is used
as a filter, the configurations with acute azimuthal angles,
and therefore closest in space, are mostly herringbone in
nature for HC, with carbonyl groups at the same (γ =0°)
or opposite ends of the dimer (γ = 180°). In HC1-3 and
HC6, the herringbone is the most common dimer, but does
not occur at all in the HP systems, as shown in Table S2.
For example, HC1 has three herringbone-like dimers and
one cofacial dimer. With the largest unit cell and the con-
formational flexibility of the methoxy group, HC5 has the
greatest variety of dimers, with nine herringbone, ten T-
shape, and three cofacial types. In the case of HC7, all
dimers have a parallel-T shape structure.
The cofacial arrangements favoured by the Kasha model
occur at large slip displacements in the x or y plane (α >
60°), and are more like edge-edge coplanar arrangements
rather than the well-known π-stack. Only in HC5 is there
significant cofacial π-stacking between dimers, with other
cofacial arrangements in HC and HP having larger x-slip.
For HC compounds, 63% of the cofacially aligned dimers
have a x-slip of less than half a molecule, whereas 68%
of cofacially-algined HP dimers have a x-slip of more than
half a molecule (Figure S2). In particular, the three cofa-
cial dimers of HC5 have excellent alignment allowing for
strong intermolecular interactions, with slip distances of
less than half a molecule and all with α < 40°.
In the HP systems with α ≤ 60°, configurations lie on
the diagonal (Figure 2)b, bottom), indicating dimers cen-
tred around a T-shape, which move to L-shaped when α
≥ 60°. Overall, the significant dimer arrangement in HP
compounds is a T shape, with the majority of cofacial ar-
rangements having a large x or x-slip with minimal ππ in-
teractions due to the single aryl groups aligning at y=180°.
The α angle is generally larger than in HC with an average
of 64° compared to 55°, inhibiting short-range intermolec-
ular interactions. However, in all HP systems, there is at
least one prominent cofacial dimer which promotes exci-
ton coupling, as we show in the next section.
Our structural analysis shows a significant prevalence of
herringbone motifs in the HC series, while T-shape motifs
are very common in the HP series. Nonetheless, the low
emitting crystals in the HC series (HC4, HC5 and HC7)
feature a significant population of T-shape motifs like those
N=45
N=40







Fig. 2 Panel a), left; Probability density map of the β and γ
angles for HC (top) and HP (bottom) dimers. Key configurations
are labelled on the axes, as explained in the text. Panel b), right;
probability density for the subset of dimers where α ≤ 60°.
found in the HP crystals. Consequently, the relationship
between crystal structure and quantum yield is intertwined
with additional factors to such an extent that no general
direct rules can be observed.
2.2 Intermolecular interactions in the molecular crys-
tal
Competing with localisation of the excited state necessary
for ESIPT is exciton hopping. This competition can delay or
even prevent proton transfer.53 Exciton transport can occur
through coherent or incoherent hopping between molecu-
lar sites, and thus it is important to understand the possible
intermolecular transport channels in the HC and HP sys-
tems. For the dimers discussed above, the exciton coupling
Ji j between monomers i and j is calculated with Troisi’s
diabatisation scheme based on the orthogonal transforma-
tion of adiabatic states to diabatic states.58,59 This coupling
scheme incorporates both short-range and Coulombic cou-
pling mechanisms. The obtained couplings show a linear
correlation with half of the energy splitting between S1 and
S2 of the dimer (Figure S11).
Considering the close packing of chromophores, we ex-
tended this method to asses the effect of a third monomer
k on the exciton coupling, where the coupling Ji j between
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Fig. 3 Electron density difference maps for the first three
excited states of the HP trimer
monomers i and j incorporates the effect of monomer k,
which can quantified through comparison of the dimeric
and trimeric coupling. However, we found that this made
very little difference to the coupling in HC1, HC5 and
HP1 compared to the kind of coupling modulations ex-
pected due to thermal fluctuations,58,60as reported in Sec-
tion S4.2. This can be attributed to the excited state being
delocalised over no more than two monomers of a trimer
(Figure 3, Figures S9 and S10).
Our previous research on the HC series showed that the
TD-ωB97X-D/6-311++G(d,p) level of theory provides a
good representation of the excited state potential energy
surfaces of these systems.52,53,61 For the HC series, the ab-
sorption spectra in the solid state show broad bands with
maxima in the region of 3.2-3.5 eV, which can be assigned
to the absorption of the E form.31,51 In the solvents DCM
and hexane, the absorption band of HC1 appears at 2.8
and 3.0 eV respectively. The predicted values in the crystal
form are in the range of 3.2-3.4 eV, in very good agreement
with the experiments. For the HP series, the experimental
absorption maximum in DCM is found between 3.4 and
3.5 eV. The experimental absorption maximum of HP1 in
the solid state appears between 3.3 and 3.5 eV,50 while the
predicted value is blue-shifted (3.8 eV). This level of theory
should provide a qualitative understanding of the transport
properties of the materials.
The exciton couplings for all dimers and the identity of
the dimer with the largest J are shown in Figure 4. In HC1-
4, where the closest packed dimers are herringbone in na-
ture, the largest coupling occurs in HC1, with J = 108 meV.
For HC-2, the dimer with the largest coupling is is an edge-
edge stacked dimer with α = 87°, where poor alignment re-
duces the coupling to J = 79 meV. HC3 and HC4 have sim-
ilar herringbone stacking arrangements, where the largest
couplings are 80 meV and 93 meV respectively. In HC5-7,
face-face stacked dimers are more prevalent in the crys-
tal structure. The size of the coupling in HC6 is reduced
compared to HC5 due to the y displacement of one the
monomers, with values of 148 meV and 113 meV. A signifi-
cant drop off to 83 meV is seen for HC7 due to an increased
Fig. 4 Exciton couplings J between monomers i and j in the
dimers identified in HC and HP. The mean coupling is also
shown.
x-slip in the cofacial dimer.
In the HP compounds, the large α and x-slip values, and
the smaller molecular size, reduce the average coupling
compared to HC. In each HP derivative there exists one
close packed, cofacial dimer which exhibits the largest cou-
pling. For HP1, this is relatively small at just 48 meV due
to the x-slip. However, in HP2-3, the crystal structures af-
ford more efficient cofacial stacking with x-slip values of
only 1Å, resulting in the largest couplings of all investi-
gated systems, with J = 157 meV for HP2 and J = 147 meV
for HP3.
We assign the dimers as H- or J-aggregates based on the
oscillator strength of the S1 and S2 excitation. In the Kasha
model, for a perfectly stacked dimer with no x-slip, the os-
cillator strength of the S2 state should be double that of
the monomer state. These systems generally fit the Kasha
model, as when the x-slip is zero, a linear model (SI section
S5) predicts an enhanced S2 intensity of 2.10 for the HCs
and 1.83 for the HPs. With increasing x-slip, the difference
in oscillator strength between the two states decreases un-
til the inversion to J-aggregates is witnessed ( fS1 > fS2).
For the HCs this occurs at a x-slip of 52% of the monomer
length and at 46% of the monomer length for the HCs.
For almost all systems, the number of H- and J-
aggregates is very similar (Table S5). For HC-4, HC-5
and HC-7 the H-aggregate population grows to 78%, 66%
and 100%, respectively. Following Kasha’s exciton cou-
pling model, an increase in H-aggregates would be asso-
ciated with a decrease of the emissive response linked with
a smaller radiative rate. However, the QEs are also depen-
dent on nonradiative mechanisms and it has been shown
that the prevalence of H dimers does not necessarily mean
a low QE.62
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2.3 Exciton localisation vs. hopping: the role of nu-
clear reorganisation and proton transfer
Once the system is in the excited state, relaxation can hap-
pen through the K* or E* channels (or both). These mech-
anisms compete with exciton hopping, which prevents lo-
calisation of the electron density. For fluorescence to oc-
cur from the K* state, the exciton must localise onto one
monomer to enable ESIPT.53 Exciton hopping rates νi j be-
tween monomers i and j in a molecular crystal were esti-













where kB is the Boltzmann constant, h̄ is the reduced Planck
constant, T is the temperature (298K), and λ is the reor-
ganisation energy. The activation energy can be approxi-
mated as λ/4.63,64 The reorganisation energy λ of Equa-
tion 1 is calculated in the adiabatic regime via
λA = λex +λg
= (E∗ex −Eex)+(E∗g −Eg)
(2)
where Eg and Eex are ground state energies at the S0 and S1
minima, and E∗g and E
∗
ex are the corresponding excited state
energies at respective minima. Herein, we consider the
reorganisation energies involved in the relaxation to the K*
and E* minima (Keto and Enol regimes respectively) within
one monomer. λ can also be calculated using normal mode
analysis (see SI section S2). However, for HC1, HC5, and
HP1, it is found that λNM overestimates the reorganisation
energy with respect to λA, so we use λA in the following.
Herein, our main aim is to provide a qualitative idea of
the the competition between exciton hopping and proton
transfer. The advantages and limitations of this approach
are discussed in Ref63.
As discussed previously, the absorption process in these
materials is localised over fewer than three monomers at
a time. Furthermore, the excited state relaxation channel
is confined to one molecule in the S1 minimum of ESIPT
chromophores, and does not involve large rotations of the
aromatic rings.53,61 This indicates that a large scale reor-
ganisation of the surroundings of the excitation is unlikely,
and we can model the radiative process by relaxing one
molecule.
Solid state reorganisation energies λA in keto and, when
located, enol minima were calculated for (TD-)ωB97X-
D/6-31G(d):UFF cluster models with a monomer chro-
mophore using Equation 2. Figure 6 shows the coupling,
reorganisation energy and the associated exciton hopping




Fig. 5 S1–S0 density profiles for HP1 and HC1 in the optimised
Frank-Condon and K* geometries.
is ultrafast in the enol regime (HC1-4,6,7), with the high-
est rates in the region between 1×1013 s−1 and 6×1013 s−1
due to the planar conformation conferring relatively low
λA (244 meV on average). The highest and lowest ν for
HC1 are 4.18×1013 s−1 and 5.17×1011 s−1, while the rate
of ESIPT in the molecular crystal, through time resolved
spectroscopy, is 3×1011 s−1.33 Intermolecular hopping is
therefore expected to compete with ESIPT, which requires
localisation of the excited state to one site in the molec-
ular crystal. Due to similarity of the electronic and crys-
tal structures, this should also be the case for HC2-3,6,7,
hence opening nonradiative intermolecular decay channels
for these systems and a source of quantum yield leak. For
HC4 and HC5, there is a significant bias towards proton
transfer because of a larger reorganisation energy (935
meV and 978 meV respectively).
For the HP systems, the E* minima show significant
distortion via partial trans-cis isomerisation about the
aliphatic double bond. For HP1, the reorganisation en-
ergy associated with the E* minimum is 2.19 eV. As a di-
rect consequence, the hopping rate for such a large λ is
1.44×104 s−1. For comparison, the smallest hopping rate
for HC1 is 5.17×1011 s−1.
In summary, for the HC systems, reorganisation ener-
gies due to ESIPT range from 0.532 eV (HC3) to 0.978
eV (HC5) compared to 1.06 eV (HP2) to 1.23 eV (HP1) for
HP. This is due to the removal of the second aryl group in
HP, which increases the bias towards ESIPT due to the in-
stability of the planar E* conformer and the high stability
of the K* conformer.
Consequently, in the K* channel, hopping rates in the
HPs are systematically lower than in the HC family—on
average, ν=7.51×108 s−1 compared to 7.61×1010 s−1. The
highest rate in the HP family is 1.33×1010 s−1, compared
to a 1.64×1012 s−1 in the HCs.
The ESIPT bias in HP derivatives can be understood
through analysis of electronic transition densities, where
a loss of electron density at the hydroxyl oxygen increases
6 | 1–13Journal Name, [year], [vol.],



































Fig. 6 Colourmap of the exciton hopping rate νi j on a log10
scale, as a function of the exciton coupling Ji j and the
reorganisation energy λ , calculated via Equation 1.
the acidity of the proton with respect to the HC systems,
where this loss is not present, except in HC5. Figure 5
highlights this for HP1 and HC1. NBO charge analysis of
the phenol oxygen shows that ∆q increases from +0.01 to
+0.05 to +0.09 for HC1, HC5 and HP1 respectively. This
increases the bias for ESIPT in HC5 and HP1 due to the in-
creased acidity of the transferring proton, as shown by the
excited state PES relaxed geometry scan in Figure S12.
2.4 The Solid State Luminescence Mechanism
The enhancement of luminescence in the condensed phase
can be achieved by increasing radiative decay or decreas-
ing the population of nonradiative pathways.24 Both kinds
of mechanisms have been considered for ESIPT chro-
mophores in the solid state.52,65–67. Herein, we explore
in more detail the competition between nonradiative and
radiative mechanisms for the HC1, HC5 and HP1 molecu-
lar crystals. For all these cystal, the K* form is responsible
for the emission in the solid state.31,51,68 Consequently, our
analysis will focus on the mechanisms triggered by the ES-
IPT.
Reproducing the experimental emission of these systems
has proven to be a challenge; our previous work on HC1
and HC5 indicated that to obtain emission energies close
the experimental values, the S1 geometry has to be op-
timised using the crystalline (Ewald) embedding.61 The
fluorescence spectrum was obtained using Ewald embed-
ding and the nuclear ensemble approach.69,70 The simu-
lated maxima were 2.1, 2.0 and 2.6 eV for HC1, HC5 and
HP1 respectively, which are in good agreement with the
experimental emission maxima at 1.9, 2.0 and 2.3 eV. We







where Γr is the rate of spontaneous emission per molecule
per unit of angular frequency between E/h̄ and (E +
dE)/h̄.71 The spectra for HC1, HC5 and HP1, which are
the extreme cases, are given in Figure S15 and radiative
rates for HC1, HC5 and HP1 are given in Table 2. The
simulated spectra are broader than the experimental ones,
which indicates that vibrations of larger amplitude are ob-
tained with the point charge embedding calculation than
would be allowed in the solid state environment.
We obtained the experimental kr rates by evaluating
Eq. 3 for the experimental spectra reported in Refer-
ences31,51,68. The kr rates were also calculated using the
experimental excited state lifetimes (τ) of 1.7 and 5.9
ns for HC533 and HP150 and the experimental quantum
yields kr = Φτ . We estimated the nonradiative decay rates,
using the experimental quantum yields, as knr = kr 1−ΦΦ .
While the values obtained from different experimental
techniques differ, they possess some common qualitative
features. The radiative decay constants for the three sys-
tems are of the same order of magnitude. Consequently,
the different emissive behaviour cannot be explained by
only considering radiative mechanisms. The calculated val-
ues of knr based on the experimental QEs are 1.3×108 s−1,
7.1×109 s−1 and 2.4×107 s−1 for HC1, HC5 and HP1 re-
spectively. In the weak electronic coupling regime, non-
radiative decay can occur because of the overlap of vi-
brational states.72 The RIM model addresses this extreme
case.
According to the RIM interpretation, the switch-on of flu-
orescence in the condensed phase is due to dampening of
low energy vibrational modes, which dissipate the excited
state nonradiatively, as witnessed by a reduction in the HR
factors. While HC1, HC5 and HP1 show a significant de-
crease of the contribution of low frequency modes to the
reorganisation energies in the solid state, HC5 is dark in
both dispersed and aggregated forms, in contrast with HC1
and HP1.31,68 This shows that dampening of low energy vi-
brational modes, in-plane and out-of-plane intramolecular
rotations, is not a sufficient condition to explain the en-
hancement of emission in the condensed phase (Figure 7
and Section S2 in the SI). This indicates that nonradiative
decay occurs in the strong electronic coupling regime, con-
sequently, nonradiative decay should involve conical inter-
sections.53
We have shown that for HC1, fluorescence is possible
due to the high energy conical intersection in the solid
state. On the other hand, for HC5 and HC4, whilst ES-
IPT is more efficient than in HC1, the QE is very small.49
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Vacuum K* Solid K*
Vacuum K* Solid K*
Fig. 7 Huang-Rhys factors associated with each normal mode
calculated via the Duschinsky rotation matrix between K* and
S0 electronic states for HC5 (Black) and HP1 (Green).
Frequencies 0-500 cm-1 in the solid state are shown in the inset.
Table 2 Radiative decay rates kr in the solid state in the enol
(E*) and keto (k*) regimes for HC1, HC5, HP1. All rates in s−1.
System kExpr kr k
Exp
nr knr
HC1 3.1×107 6.7×107 6.0×107 1.3×108
(2.0×108) (3.9×108)
HC5 4.7×107 7.2×107 4.7×109 7.1×109
HP1 4.8×107 6.7×107 1.7×107 2.4×107
(1.3×108) (4.5×107)
This can be attributed to dominance of nonradiative de-
cay as a result of a low-lying MECI being classically acces-
sible post electronic excitation.52,53 While intermolecular
factors play a role in the conformation of the MECI, the en-
ergetic accessibility is determined by the electronic struc-
ture of the chromophore. To asses the accessibility of the
MECI in the solid-state in HP1, we construct the excitation-
decay pathway in the using QM:MM cluster models. The
calculated PES for HP1 in vacuum and the solid state is
shown in Figure 8.
At the MS-3-CASPT2(12,11)/6-31G(d):AMBER level,
absorption for HP1 is calculated at 3.67 eV (f=0.868),
in fair agreement but blue-shifted by 0.41 eV compared
with the crystalline absorption maximum of 3.26 eV.50 Post
photo-excitation, relaxation in S1 via ESIPT is expected to
be the dominant relaxation channel in HP1 due to the neg-
ligible oscillator strength (f=0.016) of the S2 state, which
is nπ∗ in character. Fluorescence in the molecular crystal
is centred at 2.34 eV, thus displaying a Stokes shift of 0.94
eV. The emission wavelength predicted at CASPT2 is 2.73
eV, again in fair agreement and with similar blue-shift as
calculated for absorption.
The MECI in HP1 lies 1.46 eV above the K* minimum
and 1.08 eV above the bright absorption state. As such, it is
classically inaccessible and HP emission can be attributed
Fig. 8 Calculated energies and geometries at critical points on
PES. Crystal geometries obtained with
ONIOM((TD)-ωB97X-D/6-31G(d):AMBER), with energies
calculated at MS-3-CASPT2(12,11):AMBER. Vacuum
geometries obtained with (TD)-ωB97X-D/6-311++G(d,p) and
energies obtained with MS-3-CASPT2(12,11). The average
energy of the S1 and S0 states is shown for the MECI.
to the trapping of the excited state at the K* minimum,
followed by radiative decay. As the substituent effects in
the crystalline samples are minor in the HP samples, it can
be assumed that this mechanism can be applied to all four
systems in the family. It would be of interest to synthesise
a HP system to assess its AIE behaviour with a methoxy
group the para position, as in HC5.
In Figure 9, the solid state MECI geometries of HC1,
HC5, and HP1 are compared. All three involve the pyra-
midalisation of the protonated carbonyl group combined
with torsional rotation of the deprotonated phenol moeity.
The lowest energy conical intersections in vacuum, which
only involve torsional rotation, are restricted in the solid
state. In HC1 and HP1, the compounds which undergo
SLE due to the high energy of the MECI, the torsional an-
gles are 49.6° and 53.3°. In HC5, where the MECI is ener-
getically accessible, the pyramidal distortion is only 26.7°.
The same effect is seen in vacuum, where the MECI of HC5
is also onset at lesser distortion than the other systems, as
discussed above and shown in Figure S13. The high en-
ergy MECIs of HC1 and HP1, are inherent to the electronic
effects of the chromophore and the restriction of large am-
plitude motions in the crystal environment. Crystal pack-
ing as a whole promotes efficient localisation of the excited
state at the expense of exciton hopping in the enol state. A
largely increased QE is witnessed as a result of the high
propensity for ESIPT in HP and the high energy of the con-
ical intersection.
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Fig. 9 Overlaid structures of the MECI for HC1 (blue) and HC5
(black), and HP1 (green), shown from three viewpoints. Only the
atoms shared by all three compounds are shown.
3 Conclusions
In this work we have systematically evaluated the photo
behaviour of a range of solid-state emitters based on the
ESIPT mechanism. In the HC family of compounds, AIE
is witnessed for five of the seven compounds, with QEs
ranging from 0.1 to 0.41. In the HP systems, which differ
by containing only one aryl ring, all reported compounds
are emissive in the solid state with QEs of 0.72-0.84. In
each crystal structure, there exist a range of dimer motifs
each with their own excitonic profile. There are no direct
structure-property relations that correlate the prevalence
of certain structural patterns and quantum yields. While
herringbone motifs are commonly found in the emissive HC
crystals and the those with lower quantum efficiencies have
a significant population of T-shape motifs, the completely
emissive HP series also exhibits the latter conformations.
In the HC compounds (except HC4 and HC5) after pho-
toexcitation to the S1 state, exciton hopping in the enol
tautomer will compete with ESIPT on account of minimal
electron density loss on the phenol oxygen and the stability
of the planar enol tautomer, which results in only a small
reorganisation energy. Here the the hopping rate is several
orders of magnitude larger than in the K* state and will
allow nonradiative dissipation of the excited state. Con-
versely in the HP compounds, HC4, and HC5, the electron
density loss is increased on the oxygen and ESIPT is more
favourable, coupled with the planar E* tautomer being un-
stable. The stability of the K* state increases the reorgani-
sation energy λ of the chromophore and subsequently will
increase the population of the ESIPT channel in these sys-
tems. The K* state will be highly localised with minimal
electron hopping.
The K* minimum takes a planar conformation in the
solid state, with considerable oscillator strength for emis-
sion. HP1 has an energetically inaccessible MECI, like
HC1, whereas in HC5 the MECI is energetically accessi-
ble. As for HC1, the MECI for HP1 in the crystal takes a
distorted, pyramidalised geometry and is energetically in-
accessible in the decay path. As such, emission will occur
from the planar K* minimum for the HP compounds and
with larger QE, due to the increase in the population of
the K* channel. Such is the similarity in absorption and
emission spectra across the HP family, this mechanism is
expected to be independent of the substituents present in
this study.
Exciton hopping is reduced in series HP due to the rel-
atively small exciton coupling and the bias for ESIPT on
account of the electron density redistribution, rendering
ESIPT the most favourable relaxation channel in the solid
state. The competition between delocalisation and localisa-
tion could play a role in the case of certain of the molecules
of the HC series (HC1-3 and HC6-7).
At this point, we can say that the incorporation of the
following features into the next generation of ESIPT emit-
ters can move the field forward, based on the remarkable
properties of the HP derivatives:
1. To maximise the population of the ESIPT channel,
chromophore design should encourage a highly labile
proton, where electronic excitation destabilises the E∗
state.
2. Packing modes should limit π-π interactions, which
enable exciton coupling and delocalisation. However,
if the ESIPT is favourable enough, the localisation
inherent to the K∗ state can overcome unfavourable
stacking arrangements.
3. In the K∗ form, solid state conical intersections are ac-
cessed via a combination of pyramidalisation and ro-
tation. This can be made more unfavourable by teth-
ering and chromophore design, where we have shown
that simple measures such as scanning coordinates in
vacuum can predict K∗ stability.
This work connects the electronic, molecular picture
with the crystalline regime for organic, light-emitting ma-
terials. The deconstruction of intra- and intermolecular
factors here, connecting the chromophore with its crystal
structure, offers a step forward in first principles design of
solid state luminescent materials.
4 Computational Methods
The crystal structures of compounds HC1-7 and HP1-4
were obtained from the CCDC as described in references
49–51. Monomers of HC1-5 and HP1-4 were optimised in
vacuum in the S0 and S1 enol and keto states at the (TD-
)ωB97X-D/6-311++G(d,p) level of theory. Relaxed geom-
etry scans of the torsional rotation angle in the keto S1 state
(K*) were performed for the same compounds. Proton mi-
gration scans of the ESIPT process were also performed in
vacuum for HC1 and HP1. All scans were calculated with
TD-ωB97X-D/6-31G(d).
Journal Name, [year], [vol.],1–13 | 9
The crystal structures of all HC and HP compounds were
optimised using Quantum Espresso in the periodic DFT
framework.73 Optimisation of each unit cell was carried
out with DFT-D2 (PBE) with a plane-wave cutoff of 30 Ry
and ensuring Monkhorst-Pack k-point convergence in each
case.
Exciton couplings Ji j were calculated for dimers in each
optimised crystal structure. A 2x2x2 supercell was con-
structed for each system, starting from the optimised unit
cell, and all unique dimers where identified and extracted.
A dimer was defined as any molecular pair with an inter-
atomic distance less than or equal to the van der Waals
radii of the atoms plus a distance of 1.5Å. This selec-
tion criterion has previously been used in similar appli-
cations.74 The coupling Ji j between monomers i and j
in unique dimers are calculated in Troisi’s diabatization
scheme based on the orthogonal transformation of adia-
batic states to diabatic states using the transition dipole
moments.58,59 Further details are given in Section S4.
Crystalline emission spectra for HC1, HC5 and HP1 in E∗
and K∗ minima were simulated using the nuclear ensem-
ble method as implemented in the NEWTON-X software
suite.69 2000 initial conditions were sampled from the har-
monic frequencies calculated with QM:QM’ ONIOM(TD-
ωB97X-D/6-311++G(d,p):HF/STO-3G) using the Ewald
Embedded Cluster model (EEC).61 The S1-S0 energy gap
was computed for each initial condition in embedded point
charges to reflect the positions of the surrounding crystal
atoms. No QM’-level energies were computed, and as such
the fluorescence spectra are of only the electronic energies.
To calculate solid state reorganisation energies in the
adiabatic approximation (λA), for each compound we gen-
erated cluster models based on the 2x2x2 supercell, where
all molecules which lay within 20Å of the central chro-
mophore were included in the cluster. Geometries were
optimised in S1 and S0 states within the ONIOM pro-
tocol at ωB97X-D/6-31G(d):UFF using electronic embed-
ding. MM charges were derived automatically using the
QEq method.75 The UFF forecefield was chosen here due
to the automatic charge assignment, allowing the high-
throughput generation of structures and input files. In the
cases of HC1-4 and HC6-7, λA was calculated for both the
enol and keto pathways. For HC5 and HP1-4, only the λA
associated with keto relaxation was used since no E* mini-
mum was located in the monomer QM:MM relaxation.
For HC1, HC5, and HP1, additional ONIOM calcu-
lations were carried out with ONIOM(TD-ωB97X-D/6-
311++G(d,p):HF/STO-3G) using EEC and 7Å clusters.
Here, the embedding charges came from RESP calcula-
tions at TD-ωB97X-D/6-311++G(d,p) level and extend
beyond the nearest neighbour molecule, reaching 10,000
point charges at lattice positions which are additionally fit-
ted to match the exact Ewald potential of the crystal.76,77
fromage was used to optimise geometries and to provide
an interface between different electronic structure codes.61
Reorganisation energies in the normal-mode approxima-
tion (λNM) were calculated using the DUSHIN program
for HC1, HC5 and HP1.78 Frequencies for an ONIOM-
optimised monomer chromophore were calculated in an ar-
ray of point charges representing the molecular crystal, at
TD-ωB97X-D/6-31G(d) level. This lead to one imaginary
frequency in each case.
The radiative rates kr in the molecular crystals of HC1,
HC5, and HP1 were calculated by simulating the fluores-
cence spectrum using the nuclear ensemble method.70 Ex-
cited state frequencies at the K* minimum for a monomer
chromophore were calculated at ONIOM(TD-ωB97X-D/6-
311++G(d,p):HF/STO-3G) level of theory and used to
generate 2000 initial conditions using a Wigner distribu-
tion. For each initial condition the S1-S0 energy gap was
calculated in a bed of point charges representing the crys-
tal atoms at TD-ωB97X-D/6-311++G(d,p) level of theory.
Integration of the spectrum gives kr as described in refer-
ence 70.
For HP1, the full excited state decay mechanism was
established through QM:MM cluster models using density
functional and multireference methods. A monomer and
trimer chromophore at the centroid of the 20Å cluster were
optimised in the ground and excited states at (TD-)ωB97X-
D/6-31G(d):AMBER level of theory. The S1/S0 MECI in
both monomer and trimer cluster models were calculated
using a modified version of the CIOpt algorithm.79,80
The MECI in the monomer cluster models was also ob-
tained with the state-averaged complete active space self-
consistent field method, employing the S0 and S1 states
in the averaging. The active space consisted of 12 elec-
trons in 11 orbitals (SA-2-CASSCF(12,11)), shown in Fig-
ure S11. The 6-31G(d) basis set was using for the QM
region and the AMBER forcefield was used to describe the
MM region. Calculating the MECI with CASSCF:MM en-
sures the validity of the TD-DFT:MM-calculated MECI. The
potential energy profile was refined with multistate com-
plete active space second-order perturbation theory (MS-3-
CASPT2(12,11)/6-31G(d):AMBER), incorporating the S0,
S1, and S2 states. The TD-DFT:MM geometries from the
trimer models at the Franck-Condon, S1 minimum, and
MECI were taken as the reference geometries, where the
central molecule was taken for the CASPT2 calculation and
the remaining two molecules of the trimer were added to
the MM region. A three state average was used due to
include the S2 electronic state at the Franck-Condon geom-
etry. The orbitals chosen for the active space are shown in
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Figure S11. All density functional calculations were per-
formed in the Gaussian 09 suite of programs.81 CASSCF
and CASPT2 calculations used OpenMolcas with the Tin-
ker v.6.3.3 interface.82
To analyse the spatial environment for the monomers
at the centre of the cluster models in the each crystal,
Voronoi cells partition the crystal into molecular regions.
These cells define all the points in space which are closer
to the reference molecule than an exterior molecule. Divid-
ing the Voronoi cell volume by the van der Waals volume
gives a molecule-independent Voronoi index Vi for each
crystal structure. To generate the Voronoi cells, a cluster
of molecules was extracted from its crystalline positions.
A real space grid was generated at an arbitrary resolution
and at each point of this grid, the distance to each atom
was calculated and scaled by the corresponding van der
Waals radius. All voxels with the lowest scaled distance
belonging to an atom of the central molecule were marked
as belonging to the accessible of the molecule, resulting in
an irregular polyhedron of finite volume. The analysis of
volumes and dimer motifs is implemented in the package
fromage.83
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