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An algebro-geometric realization of the cohomology
ring of Hilbert scheme of points in the affine plane
Tatsuyuki Hikita∗
Abstract
We show that the cohomology ring of Hilbert scheme of n-points in the affine plane
is isomorphic to the coordinate ring of Gm-fixed point scheme of the n-th symmetric
product of C2 for a natural Gm-action on it. This result can be seen as an analogue
of a theorem of DeConcini, Procesi and Tanisaki on a description of the cohomology
ring of Springer fiber of type A.
1 Introduction
In [4] and [11], DeConcini-Procesi and Tanisaki show that the cohomology ring of Springer
fiber of type A is isomorphic to the coordinate ring of scheme-theoretic intersection of some
nilpotent orbit closure and Cartan subalgebra. The purpose of this paper is to generalize
their result to wider situations by reinterpreting them as a certain isomorphism between
the cohomology ring of some symplectic variety and the coordinate ring of some scheme
coming from another symplectic variety.
First we recall the result of DeConcini-Procesi and Tanisaki. Let G = GLn(C). We fix
a Borel subgroup B ⊂ G and a Cartan subgroup T ⊂ B. We take a parabolic subgroup
B ⊂ P ⊂ G and its Levi subgroup L. We denote by g, b, t, p, and l the Lie algebras of G,
B, T , P , and L respectively. Let n and nP be the nilpotent radicals of b and p. Let N ⊂ g
be the nilpotent cone of g and let NP = Ad(G) · nP ⊂ N be a closed subvariety of N . If
λ ⊢ n is the partition of n corresponding to P , then NP is the closure of the nilpotent orbit
whose Jordan block is of type λT . Here, λT is the transpose of λ.
We take a regular nilpotent element e in l. Consider the Springer resolution
T ∗(G/B) ∼= {(gB,X) ∈ G/B × g | Ad(g)−1(X) ∈ n}
µ
−→ N
given by µ(gB,X) = X . Let Be := µ−1(e) be the Springer fiber associated with e.
Theorem 1.1 ([4],[11]). There is an isomorphism of graded algebras
H∗(Be,C) ∼= C[NP ∩ t].
Here, NP ∩ t is the scheme-theoretic intersection of NP and t in g and the grading on
C[NP ∩ t] comes from the Gm-action on NP ∩ t induced by the scaling action t ·X = t−2X
for t ∈ Gm and X ∈ g.
∗thikita@math.kyoto-u.ac.jp
1
2We summarize the above theorem in the following diagram:
T ∗(G/P ) ←֓ G/P = µ−1P (0)
↓µP
NP ←֓ NP ∩ t ∼= SpecH
∗(Be,C).
Here, µP is the parabolic analogue of Springer resolution
T ∗(G/P ) ∼= {(gP,X) ∈ G/P × g | Ad(g)−1(X) ∈ nP}
µP−→ NP
given by µ(gP,X) = X . For type A, µP always gives an resolution of singularities of NP
and NP is normal. Hence NP can be understood as the affinization of T
∗(G/P ). We also
note that T ∗(G/P ) is homotopy equivalent to G/P .
On the other hand, we will give an algebro-geometric realization of H∗(G/P,C) in the
appendix of this paper. Let us take a sl2-triple {e, h, f} containing e. Let Zg(f) (resp.
Zl(f)) be the centralizer of f in g (resp. l). Consider the Slodowy slice Se := N∩(e+Zg(f)).
There is a Gm-action on Se given by t ·X = t−2Ad(th)X for t ∈ Gm and X ∈ Se.
Proposition 1.2 (Theorem A.1 for P = B,Q = P ). There is a graded algebra isomorphism
H∗(G/P,C) ∼= C[Se ∩ (e+ Zl(f))].
Here, Se ∩ (e+Zl(f)) is the scheme-theoretic intersection of Se and e+Zl(f) in g and the
grading on C[Se ∩ (e + Zl(f))] comes from the Gm-action on Se above.
We summarize this proposition in the following diagram:
S˜e ←֓ Be = µ−1e (e)
↓µe
Se ←֓ Se ∩ (e+ Zl(f)) ∼= SpecH∗(G/P,C).
Here, S˜e := µ
−1(Se) is the Slodowy variety and µe is the restriction of µ to S˜e. It is known
that µe gives a resolution of singularities of Se and Se is the affinization of S˜e. Moreover,
S˜e is homotopy equivalent to Be.
Note that there is some similarity between the above two diagrams, where the roles of
Be and G/P are exchanged to each other. It is known that T ∗(G/P ) and S˜e are related to
each other by symplectic duality in the sense of Braden, Licata, Proudfoot, and Webster
([1]). The aim of this paper is to generalize the above theorem of DeConcini-Procesi and
Tanisaki to other cases of symplectic duality. For this purpose, we have to understand the
scheme-theoretic intersections NP ∩ t and Se ∩ (e + Zl(f)) more intrinsically.
Let us recall the notion of fixed point scheme (see [5]). Let H be an algebraic group
over C and let X be a scheme over C with H-action. Consider the contravariant functor
hHX from the category of C-schemes to the category of sets given by
hHX(Y ) = (the set of H-equivariant morphisms Y → X),
where Y is a C-scheme equipped with trivial H-action. This functor is known to be
representable by a closed subscheme XH of X , which is called H-fixed point scheme of X .
For X = Spec(A), the ideal of definition of H-fixed point scheme XH in X is generated by
all h · f − f for h ∈ H(C) and f ∈ A.
3Let us consider the adjoint action of T on NP . One can easily see that the scheme-
theoretic intersection NP ∩ t is isomorphic to the T -fixed point scheme N
T
P of NP (or Gm-
fixed point scheme for some generic subgroup Gm ⊂ T ). Similarly, the scheme-theoretic
intersection Se ∩ (e+Zl(f)) can be understood as the Z(L)-fixed point scheme S
Z(L)
e of Se
for the adjoint action of the center Z(L) of L on Se.
Therefore, the above results can be considered as examples of the phenomenon that the
cohomology ring of a conical symplectic resolution is isomorphic to the coordinate ring of a
Gm-fixed point scheme of the affinization of symplectic dual conical symplectic resolution.
Main result of this paper show that this phenomenon occurs for Hilbert scheme of points
in the affine plane.
Let us explain the main result of this paper. Let Hilbn(C2) be Hilbert scheme of n-
points in the affine plane (see [10]). The affinization of Hilbn(C2) is given by n-th symmetric
product SnC2 of C2 and the Hilbert-Chow morphism Hilbn(C2)→ SnC2 gives a resolution
of singularities. Let us consider the action of T = Gm on SnC2 induced by its action on C2
given by t · (x, y) = (t−1x, ty) for t ∈ T and (x, y) ∈ C2. Since Hilbn(C2) is symplectic dual
to itself ([1]), we come to the following statement by applying the above consideration to
this case:
Theorem 1.3. There is an isomorphism of graded algebras
H∗(Hilbn(C2),C) ∼= C[(SnC2)T].
Here, the grading on C[(SnC2)T] comes from the Gm-action induced by the its action on
C2 given by s · (x, y) = (s−1x, s−1y) for s ∈ Gm and (x, y) ∈ C2.
The rest of the paper is devoted to the proof of this theorem. We also prove in the
appendices that the above phenomenon also occurs for the case of S3-varieties or hyper-
toric varieties. It would be interesting to find some conditions under which this kind of
phenomenon can be expected to hold for more general symplectic dual pair of conical
symplectic resolutions.
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2 Hilbert scheme of points in the affine plane
2.1 Results of Lehn-Sorger and Vasserot
In [9] and [13], Lehn-Sorger and Vasserot give a description of the cohomology ring of
Hilbn(C2) as the center of the group ring of the symmetric group Z(C[Sn]). In this
section, we recall some results of [9] and [13].
For a partition λˆ = (1αˆ12αˆ2 . . .), we denote by ℓ(λˆ) :=
∑
i αˆi the length of λˆ and
|λˆ| :=
∑
i iαˆi. For a partition λˆ with |λˆ| = n, we denote by Cλˆ ⊂ Sn the conjugacy class
of Sn consisting of permutations whose cycle types are λˆ. The number of elements of Cλˆ
is given by
#Cλˆ =
n!∏
i i
αˆi αˆi!
.
4We define the characteristic function χλˆ ∈ Z(C[Sn]) of Cλˆ by
χλˆ =
∑
σ∈C
λˆ
σ.
Then {χλˆ}λˆ⊢n forms an basis of Z(C[Sn]). For σ ∈ Sn, we define its degree by deg(σ) =
2(n− ℓ(λˆ)) if σ ∈ Cλˆ. Let C[Sn]d be the subspace of C[Sn] spanned by σ with deg(σ) = d
and
F dC[Sn] :=
⊕
d′≤d
C[Sn]d′ .
Then F dC[Sn] defines a filtration on C[Sn] compatible with the product. The induced
product on grF C[Sn] is called the cup product and denoted by ∪. Since χλˆ is homogeneous,
Z(C[Sn]) inherits from C[Sn] the gradation, filtration, and the cup product.
Theorem 2.1 ([9],[13]). There is an isomorphism of graded algebras
H∗(Hilbn(C2),C) ∼= grF Z(C[Sn]).
We prove Theorem 1.3 by identifying grF Z(C[Sn]) and C[(SnC2)T]. For later use, we
give a formula for the cup product with χ(k+1,1n−k−1) for 1 ≤ k ≤ n− 1. For two partitions
µˆ = (1βˆ12βˆ2 . . .) and νˆ = (1γˆ12γˆ2 . . .), we write µˆ  νˆ if βˆi ≤ γˆi for any i. Note that this
partial order is not related to the usual partial order on the set of partitions.
Lemma 2.2. For λˆ = (1αˆ12αˆ2 . . .) ⊢ n, we have
χ(k+1,1n−k−1) ∪ χλˆ =
∑
νˆ=(1γˆ12γˆ2 ...)
ℓ(νˆ)=k+1,νˆλˆ
k!|νˆ|(αˆ|νˆ| + 1)∏
i γˆi!
χλˆνˆ .
Here, νˆ runs over partitions with ℓ(νˆ) = k + 1 and νˆ  λˆ, and λˆνˆ = (1βˆ12βˆ2 . . .) ⊢ n is
defined by
βˆi =
{
αˆi − γˆi if i 6= |νˆ|
αˆ|νˆ| + 1 if i = |νˆ|.
Proof. For σ ∈ C(k+1,1n−k−1) (say σ = (123 . . . k + 1)) and τ ∈ Cλˆ, the equality deg(στ) =
deg(σ) + deg(τ) holds if and only if 1, 2, . . . , k + 1 are contained in different cycles for the
disjoint cycle decomposition of τ . If the number of elements of {1, 2, . . . , k + 1} which are
contained in cycle of length i is γˆi, then the cycle type of στ is given by λˆνˆ . For a fixed
σ ∈ C(k+1,1n−k−1), one can see that the number of τ ∈ Cλˆ such that the cycle type of στ
equals to λˆνˆ is given by
(k + 1)!(n− k − 1)!∏
i i
αˆi−γˆi γˆi!(αˆi − γˆi)!
.
Hence we have
χ(k+1,1n−k−1) ∪ χλˆ =
∑
νˆ=(1γˆ12γˆ2 ...)
ℓ(νˆ)=k+1,γˆi≤αˆi
(k + 1)!(n− k − 1)!∏
i i
αˆi−γˆi γˆi!(αˆi − γˆi)!
#C(k+1,1n−k−1)
#Cλˆνˆ
χλˆνˆ
5=
∑
νˆ
(k + 1)!(n− k − 1)!∏
i i
αˆi−γˆi γˆi!(αˆi − γˆi)!
n!
(k + 1)(n− k − 1)!
∏
i i
βˆiβˆi!
n!
χλˆνˆ
=
∑
νˆ
k!|νˆ|(αˆ|νˆ| + 1)∏
i γˆi!
χλˆνˆ ,
which completes the proof. 
2.2 MacMahon symmetric functions
In this section, we study the ring structure of C[(SnC2)T]. First we prepare some nota-
tion on symmetric functions in two set of variables (called MacMahon symmetric func-
tions in [6]). For an element (a, b) ∈ N × N, an unordered sequence of vectors Λ =
(a1, b1)(a2, b2) . . . (al, bl) is called a bipartite partition of (a, b) if (ai, bi) ∈ N× N \ {(0, 0)}
for any i and
∑l
i=1 ai = a,
∑l
i=1 bi = b. We set ℓ(Λ) = l and |Λ| = (a, b). We have a
natural surjection
C[Sn+1C2] = C[x1, . . . , xn+1, y1, . . . , yn+1]
Sn+1 ։ C[SnC2] = C[x1, . . . , xn, y1, . . . , yn]
Sn
induced by xi, yi 7→ xi, yi for 1 ≤ i ≤ n and xn+1, yn+1 7→ 0. We consider the projective
limit
S := lim←−
n
C[SnC2]
with respect to these surjections. This is the ring of MacMahon symmetric functions.
For a bipartite partition Λ = (a1, b1) . . . (al, bl), we define the monomial symmetric
function mΛ ∈ S by symmetrization of the monomial x
a1
1 y
b1
1 · · ·x
al
l y
bl
l with coefficients 0 or
1. For example, we have
m(1,1)(1,1) =
∑
i<j
xiyixjyj.
It is clear that the monomial symmetric functions form an basis of S. Just as power sum
symmetric functions freely generate the ring of symmetric functions, m(a,b)’s generate S as
a C-algebra and they are algebraically independent ([3]). Hence we have
S ∼= C[m(a,b) | (a, b) ∈ N× N \ {(0, 0)}].
The kernel of the natural surjection S ։ C[SnC2] is generated by {mΛ | ℓ(Λ) > n} as an
ideal or a vector space. If |Λ| = (a, b), then the weight of mΛ with respect to the T-action
induced by t · (x, y) = (t−1x, ty) for (x, y) ∈ C2 is a − b. Hence the ideal of definition for
the T-fixed point scheme (SnC2)T in C[SnC2] is generated by the image of {m(a,b) | a 6= b}
in C[SnC2]. Therefore, we have the following.
Lemma 2.3.
C[(SnC2)T] ∼= S/
(
mΛ, m(a,b) | ℓ(Λ) > n, a 6= b
)
.
In particular, C[(SnC2)T] is generated as a C-algebra by m(a,a)’s.
For (a, b) ∈ N×N\{(0, 0)} and Λ = (a1, b1) . . . (al, bl), we denote by (a, b)Λ the bipartite
partition (a, b)(a1, b1) . . . (al, bl). If (a, b) = (ai, bi) for some i, we denote by Λ \ (a, b)
the bipartite partition (a1, b1) . . . (ai−1, bi−1)(ai+1, bi+1) . . . (al, bl). We have ℓ(Λ \ (a, b)) =
ℓ(Λ)− 1 and |Λ \ (a, b)| = |Λ| − (a, b).
6Lemma 2.4. Let Λ be a bipartite partition. For any (i, j) ∈ N× N \ {(0, 0)}, we denote
by c(i,j) the multiplicity of (i, j) in Λ. Then for (a, b) ∈ N× N \ {(0, 0)}, we have
m(a,b)mΛ = (c(a,b) + 1)m(a,b)Λ +
∑
(i,j)
c(i,j)>0
(c(a+i,b+j) + 1)m(a+i,b+j)Λ\(i,j).
Proof. For (i, j) ∈ N × N \ {(0, 0)} with c(i,j) > 0, we set c = c(a+i,b+j) + 1 and consider
the monomial
xa+i1 y
b+j
1 · · ·x
a+i
c y
b+j
c × (monomial in xi and yi for i > c)
in m(a+i,b+j)Λ\(i,j) and its coefficient in the expansion of m(a,b)mΛ. In the expansion, this
monomial appears as
xa1y
b
1 · x
i
1y
j
1x
a+i
2 y
b+j
2 · · ·x
a+i
c y
b+j
c · · · ,
xa2y
b
2 · x
a+i
1 y
b+j
1 x
i
2y
j
2x
a+i
3 y
b+j
3 · · ·x
a+i
c y
b+j
c · · · ,
· · · · · ·
xacy
b
c · x
a+i
1 y
b+j
1 x
a+i
2 y
b+j
2 · · ·x
a+i
c−1y
b+j
c−1x
i
cy
j
c · · · .
Hence the coefficient of m(a+i,b+j)Λ\(i,j) in m(a,b)mΛ is given by c = c(a+i,b+j) + 1. The
coefficient of m(a,b)Λ can be understood in the same way. 
We denote by m¯Λ the image of mΛ under S ։ S¯ := S/(m(a,b) | a 6= b). For a partition
λ = (λ1, λ2, . . . , λl), we denote by (λ, 0) the bipartite partition (λ1, 0)(λ2, 0) . . . (λl, 0).
Lemma 2.5. {m¯(λ,0)(0,1)|λ| | λ : partition} forms a basis of S¯.
Proof. We first prove that the monomial symmetric functions of the form m¯(a,a)(b,b)(c,c)...
span S¯. If Λ does not contain (a, b) with a 6= b, then m¯Λ is already of the form m¯(a,a)(b,b)(c,c)....
If Λ contains (a, b) with a 6= b, then we can expand m¯Λ in terms of m¯Φ with ℓ(Φ) = ℓ(Λ)−1
by Lemma 2.4 and m¯(a,b) = 0. By induction on the length of Λ, we get an expansion of m¯Λ
in terms of monomial symmetric functions of the form m¯(a,a)(b,b)(c,c)....
We next prove that we can expand m¯(a,a)(b,b)(c,c)... in terms of m¯(λ,0)(0,1)|λ| ’s. More gen-
erally, we show that monomial symmetric functions of the form m¯(a1,b1)...(al,bl)(0,1)m with
ai ≥ bi for any i can be written as a linear combination of m¯(λ,0)(0,1)|λ| ’s. We prove this
claim by induction on d =
∑
i bi. If d = 0, then there is nothing to prove.
Assume d > 0 and the claim holds for smaller d. Then at least one of bi is positive. We
can assume b1 > 0. By Lemma 2.4, we have
m(a1,b1−1)m(a2,b2)...(al,bl)(0,1)m+1 = c0m(a1,b1−1)(a2,b2)...(al,bl)(0,1)m+1 + c1m(a1,b1)...(al,bl)(0,1)m
+
l∑
i=2
cim(a2,b2)...(a1+ai,b1+bi−1)...(al,bl)(0,1)m+1
for some c0, c1, . . . , cl ∈ Z with c1 6= 0. By m¯(a1,b1−1) = 0 and the induction hypothesis, we
can expand m¯(a1,b1)...(al,bl)(0,1)m in terms of m¯(λ,0)(0,1)|λ| ’s.
Since we have S¯ ∼= C[m(a,a) | a ∈ Z>0], the dimension of the degree 2k-component
of S¯ is given by the number of partitions of k. Hence {m¯(λ,0)(0,1)|λ| | |λ| = k} is linearly
independent. This proves the lemma. 
7In order to simplify some formulas, we understand that 1/x! = 0 for x < 0 in the below.
Lemma 2.6. For k ≥ l > 0 and λ = (1α12α2 . . .), we have
m¯(k,l)(λ,0)(0,1)|λ|+k−l =
∑
µ=(1β12β2 ...)
(−1)ll!(β|λ|−|µ|+k + 1)
(l − ℓ(λ) + ℓ(µ))!
∏
i(αi − βi)!
m¯(|λ|−|µ|+k,0)(µ,0)(0,1)|λ|+k .
Here, µ runs over all the partitions. By the above convention, only partitions satisfying
ℓ(λ)− ℓ(µ) ≤ l and µ  λ contribute.
Proof. We prove this formula by induction on l. Assume l = 1. By using Lemma 2.4 for
(a, b) = (k, 0) and m¯(k,0) = 0, we have
m¯(k,1)(λ,0)(0,1)|λ|+k−1 = −(αk + 1)m¯(k,0)(λ,0)(0,1)|λ|+k −
∑
i:αi>0
(αk+i + 1)m¯(k+i,0)(λ\i,0)(0,1)|λ|+k .
The first term is equal to the contribution of µ = λ and the second term is equal to the
contribution of µ = λ \ i.
Assume l ≥ 2 and the formula holds for smaller l. By using Lemma 2.4 for (a, b) =
(k, l − 1) and the induction hypothesis, we have
m¯(k,l)(λ,0)(0,1)|λ|+k−l = −m¯(k,l−1)(λ,0)(0,1)|λ|+k−l+1 −
∑
j:αj>0
m¯(k+j,l−1)(λ\j,0)(0,1)|λ|+k−l+1
=
∑
µ=(1β12β2 ...)
m¯(|λ|−|µ|+k,0)(µ,0)(0,1)|λ|+k
{
(−1)l(l − 1)!(β|λ|−|µ|+k + 1)
(l − ℓ(λ) + ℓ(µ)− 1)!
∏
i(αi − βi)!
+
∑
j
(−1)l(l − 1)!(β|λ|−|µ|+k + 1)
(l − ℓ(λ) + ℓ(µ))!(αj − βj − 1)!
∏
i 6=j(αi − βi)!
}
=
∑
µ
(−1)ll!(β|λ|−|µ|+k + 1)
(l − ℓ(λ) + ℓ(µ))!
∏
i(αi − βi)!
m¯(|λ|−|µ|+k,0)(µ,0)(0,1)|λ|+k .
Here, in the last equality, we used the formula
(n0 + · · ·+ na)!
n0! · · ·na!
=
a∑
j=0
(n0 + · · ·na − 1)!
(nj − 1)!
∏
i 6=j ni!
(1)
for n0, . . . , na ∈ Z≥0 with n0 + · · · + na > 0. We applied it for n0 = l − ℓ(λ) + ℓ(µ) and
ni = αi − βi for i ≥ 1. 
For µ = (1β12β2 . . .), ν = (1γ12γ2 . . .), and x ∈ Z≥|ν|, we set
fµν (x) =
(x− |ν|)!(x− |µ|+ 1)
(x− |ν| − ℓ(ν) + ℓ(µ) + 1)!
∏
i(γi − βi)!
.
We remark that we have fµν (x) = 0 if µ  ν and f
ν
ν (x) = 1. We denote the partition
(1β1 . . . (j − 1)βj−1jβj+1(j + 1)βj+1 . . .) by µ ∪ j.
8Lemma 2.7. For µ = (1β12β2 . . .), ν = (1γ12γ2 . . .), and x ∈ Z≥|ν|, we have
fµν (x+ 1)− f
µ
ν (x) =
∑
j
fµ∪jν (x).
Proof. We calculate as:
fµν (x+ 1)− f
µ
ν (x) =
(x− |ν|)!
(x− |ν| − ℓ(ν) + ℓ(µ) + 2)!
∏
i(γi − βi)!
×
{
(x+ 1− |ν|)(x− |µ|+ 2)− (x− |ν| − ℓ(ν) + ℓ(µ) + 2)(x− |µ|+ 1)
}
=
(x− |ν|)!
{
(ℓ(ν)− ℓ(µ))(x− |µ|+ 1)− |ν|+ |µ|
}
(x− |ν| − ℓ(ν) + ℓ(µ) + 2)!
∏
i(γi − βi)!
=
(x− |ν|)!
{∑
j(γj − βj)(x− |µ| − j + 1)
}
(x− |ν| − ℓ(ν) + ℓ(µ) + 2)!
∏
i(γi − βi)!
=
∑
j
(x− |ν|)!(x− |µ ∪ j|+ 1)
(x− |ν| − ℓ(ν) + ℓ(µ ∪ j) + 1)!(γj − βj − 1)!
∏
i 6=j(γi − βi)!
=
∑
j
fµ∪jν (x).

Lemma 2.8. For µ = (1β12β2 . . .)  λ = (1α12α2 . . .), we have
∑
ν=(1γ12γ2 ...)
µνλ
(−1)ℓ(ν)+ℓ(λ)fµν (k + |λ|)
(ℓ(λ)− ℓ(ν) + |λ| − |ν|)!
(|λ| − |ν|)!
∏
i(αi − γi)!
=
k!
(k − ℓ(λ) + ℓ(µ))!
∏
i(αi − βi)!
Proof. We prove this formula by induction on ℓ = ℓ(λ)− ℓ(µ). If ℓ = 0, then the formula
is trivial since µ = ν = λ and f νν (x) = 1. Let us assume ℓ > 0 and the formula holds for
smaller ℓ. We set
F µλ (k) =
∑
ν=(1γ12γ2 ...)
µνλ
(−1)ℓ(ν)+ℓ(λ)fµν (k + |λ|)
(ℓ(λ)− ℓ(ν) + |λ| − |ν|)!
(|λ| − |ν|)!
∏
i(αi − γi)!
.
By Lemma 2.7 and the induction hypothesis, we have
F µλ (k + 1)− F
µ
λ (k) =
∑
j
F µ∪jλ (k)
=
∑
j
k!
(k − ℓ(λ) + ℓ(µ) + 1)!(αj − βj − 1)!
∏
i 6=j(αi − βi)!
=
(k + 1)!
(k + 1− ℓ(λ) + ℓ(µ))!
∏
i(αi − βi)!
−
k!
(k − ℓ(λ) + ℓ(µ))!
∏
i(αi − βi)!
.
Here, the last equality follows from (1). Hence it is enough to prove the case of k = 0, that
is, F µλ (0) = 0 since we assumed ℓ(λ) − ℓ(µ) > 0. We set ni = αi − βi and mi = αi − γi.
Then
F µλ (0) =
∑
µνλ
(−1)ℓ(ν)+ℓ(λ)
(|λ| − |ν|)!(|λ| − |µ|+ 1)(ℓ(λ)− ℓ(ν) + |λ| − |ν|)!
(|λ| − |ν| − ℓ(ν) + ℓ(µ) + 1)!(|λ| − |ν|)!
∏
i(γi − βi)!(αi − γi)!
9= (|λ| − |µ|+ 1)
∑
0≤mi≤ni
(−1)
∑
imi
(
∑
i(i+ 1)mi)!
(
∑
i(i+ 1)mi −
∑
i ni + 1)!
∏
imi!(ni −mi)!
=
(|λ| − |µ|+ 1)(
∑
i ni − 1)!∏
i ni!
∑
0≤mi≤ni
(−1)
∑
imi
(∑
i(i+ 1)mi∑
i ni − 1
)∏
i
(
ni
mi
)
Let us consider the coefficient of x
∑
i ni−1 in the expansion of
∏
i((x+1)
i+1−1)ni . Since
we have
∏
i((x + 1)
i+1 − 1)ni =
∏
i(i + 1)
ni · x
∑
i ni + (higher order terms), the coefficient
of x
∑
i ni−1 is 0. On the other hand, we calculate as:
∏
i
((x+ 1)i+1 − 1)ni =
∏
i
( ∑
0≤mi≤ni
(−1)ni−mi
(
ni
mi
)
(x+ 1)(i+1)mi
)
=
∑
0≤mi≤ni
(−1)
∑
i(ni−mi)
∏
i
(
ni
mi
)
· (x+ 1)
∑
i(i+1)mi
=
∑
k≥0
∑
0≤mi≤ni
(−1)
∑
i(ni−mi)
(∑
i(i+ 1)mi
k
)∏
i
(
ni
mi
)
· xk.
Hence we have ∑
0≤mi≤ni
(−1)
∑
imi
(∑
i(i+ 1)mi∑
i ni − 1
)∏
i
(
ni
mi
)
= 0.
This implies F µλ (0) = 0. 
Lemma 2.9. For any k ≥ 0, l > 0, and λ = (1α12α2 . . .) with |λ|+ k − l ≥ 0, we have
m¯(k,l)(λ,0)(0,1)|λ|+k−l =
∑
µ=(1β12β2 ...)
µλ
(β|λ|−|µ|+k + 1)m¯(|λ|−|µ|+k,0)(µ,0)(0,1)|λ|+k
×
{ ∑
ν=(1γ12γ2 ...)
µνλ
|ν|≤|λ|+k−l
(−1)ℓ(ν)+ℓ(λ)+lfµν (k + |λ|)
(ℓ(λ)− ℓ(ν) + |λ| − |ν|+ k − l)!
(|λ| − |ν|+ k − l)!
∏
i(αi − γi)!
}
Proof. We prove this formula by induction on |λ|+ ℓ(λ) + k− l ≥ 0. Assume |λ|+ ℓ(λ) +
k − l = 0. It implies that λ = ∅ and k = l. Then the formula reduces to
m¯(k,k) = (−1)
km¯(k,0)(0,1)k . (2)
This is a special case of Lemma 2.6.
Let us assume |λ|+ ℓ(λ) + k − l > 0. If k = l, then by Lemma 2.6 and Lemma 2.8, we
have
m¯(k,k)(λ,0)(0,1)|λ| =
∑
µ=(1β12β2 ...)
(−1)kk!(β|λ|−|µ|+k + 1)
(k − ℓ(λ) + ℓ(µ))!
∏
i(αi − βi)!
m¯(|λ|−|µ|+k,0)(µ,0)(0,1)|λ|+k
=
∑
µ=(1β12β2 ...)
µλ
(β|λ|−|µ|+k + 1)m¯(|λ|−|µ|+k,0)(µ,0)(0,1)|λ|+k
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×
{ ∑
ν=(1γ12γ2 ...)
µνλ
(−1)ℓ(ν)+ℓ(λ)+kfµν (k + |λ|)
(ℓ(λ)− ℓ(ν) + |λ| − |ν|)!
(|λ| − |ν|)!
∏
i(αi − γi)!
}
.
This implies the formula.
If k 6= l, then by Lemma 2.4 and the induction hypothesis, we have
m¯(k,l)(λ,0)(0,1)|λ|+k−l = −m¯(k,l+1)(λ,0)(0,1)|λ|+k−l−1 −
∑
j:αj>0
m¯(k+j,l)(λ\j,0)(0,1)|λ|+k−l
=
∑
µ
(β|λ|−|µ|+k + 1)m¯(|λ|−|µ|+k,0)(µ,0)(0,1)|λ|+k
×
{ ∑
ν
µνλ
|ν|≤|λ|+k−l−1
(−1)ℓ(ν)+ℓ(λ)+lfµν (k + |λ|)(ℓ(λ)− ℓ(ν) + |λ| − |ν|+ k − l − 1)!
(|λ| − |ν|+ k − l − 1)!
∏
i(αi − γi)!
+
∑
j
∑
ν
µνλ\j
|ν|≤|λ|+k−l
(−1)ℓ(ν)+ℓ(λ)+lfµν (k + |λ|)(ℓ(λ)− ℓ(ν) + |λ| − |ν|+ k − l − 1)!
(|λ| − |ν|+ k − l)!(αj − γj − 1)!
∏
i 6=j(αi − γi)!
}
=
∑
µ
(β|λ|−|µ|+k + 1)m¯(|λ|−|µ|+k,0)(µ,0)(0,1)|λ|+k
×
{ ∑
ν
µνλ
|ν|≤|λ|+k−l
(−1)ℓ(ν)+ℓ(λ)+lfµν (k + |λ|)
(ℓ(λ)− ℓ(ν) + |λ| − |ν|+ k − l)!
(|λ| − |ν|+ k − l)!
∏
i(αi − γi)!
}
.
Here, the last equality follows from (1). This completes the proof of the formula. 
Lemma 2.10. For k ∈ Z>0 and λ = (1α12α2 . . .), we have
m¯(k,k)m¯(λ,0)(0,1)|λ| =
∑
µ=(1β12β2 ...)λ
ℓ(λ)−ℓ(µ)≤k+1
(−1)kk!(k + |λ| − |µ|+ 1)(β|λ|−|µ|+k + 1)
(k − ℓ(λ) + ℓ(µ) + 1)!
∏
i(αi − βi)!
m¯(|λ|−|µ|+k,0)(µ,0)(0,1)|λ|+k
Proof. By using Lemma 2.4 and Lemma 2.9, we calculate as:
m¯(k,k)m¯(λ,0)(0,1)|λ| = m¯(k,k)(λ,0)(0,1)|λ| + m¯(k,k+1)(λ,0)(0,1)|λ|−1 +
∑
j
m¯(k+j,k)(λ\j,0)(0,1)|λ|
=
∑
µ=(1β12β2 ...)λ
(β|λ|−|µ|+k + 1)m¯(|λ|−|µ|+k,0)(µ,0)(0,1)|λ|+k
×
{ ∑
ν=(1γ12γ2 ...)
µνλ
(−1)ℓ(ν)+ℓ(λ)+kfµν (k + |λ|)
(ℓ(λ)− ℓ(ν) + |λ| − |ν|)!
(|λ| − |ν|)!
∏
i(αi − γi)!
−
∑
ν=(1γ12γ2 ...)
µνλ
|ν|≤|λ|−1
(−1)ℓ(ν)+ℓ(λ)+kfµν (k + |λ|)
(ℓ(λ)− ℓ(ν) + |λ| − |ν| − 1)!
(|λ| − |ν| − 1)!
∏
i(αi − γi)!
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−
∑
j
∑
ν=(1γ12γ2 ...)
µνλ\j
(−1)ℓ(ν)+ℓ(λ)+kfµν (k + |λ|)
(ℓ(λ)− ℓ(ν) + |λ| − |ν| − 1)!
(|λ| − |ν|)!(αj − γj − 1)!
∏
i 6=j(αi − γi)!
}
=
∑
µ=(1β12β2 ...)λ
(−1)kfµλ (k + |λ|)(β|λ|−|µ|+k + 1)∏
i(αi − βi)!
m¯(|λ|−|µ|+k,0)(µ,0)(0,1)|λ|+k
Here, the last equality follows from (1). 
Corollary 2.11. For k ∈ Z>0 and a partition λ, m¯(k,k)m¯(λ,0)(0,1)|λ| is contained in the linear
span of {m¯(ν,0)(0,1)|ν| | ℓ(ν) + |ν| ≥ ℓ(λ) + |λ|}.
Proof. If m¯(|λ|−|µ|+k,0)(µ,0)(0,1)|λ|+k appears in the formula for m¯(k,k)m¯(λ,0)(0,1)|λ| in Lemma
2.10, then we have ℓ(λ)− ℓ(µ) ≤ k + 1 and hence
ℓ(µ ∪ (|λ| − |µ|+ k)) + |µ ∪ (|λ| − |µ|+ k)| = ℓ(µ) + 1 + |µ|+ |λ| − |µ|+ k
≥ ℓ(λ) + |λ|
This implies the corollary. 
2.3 Proof of Theorem 1.3
Lemma 2.12. The image of {m(λ,0)(0,1)|λ| | ℓ(λ) + |λ| ≤ n} in C[(S
nC2)T] forms a basis of
C[(SnC2)T].
Proof. By Lemma 2.3, the kernel of the natural surjection S¯ ։ C[(SnC2)T] is spanned
by {m¯Λ | ℓ(Λ) > n}. By Lemma 2.5, it suffices to show that each m¯Λ can be written as
a linear combination of m¯(λ,0)(0,1)|λ| with ℓ(λ) + |λ| ≥ ℓ(Λ). Set deg(m¯Λ) = 2d(Λ) and set
e(Λ) to be the number of (0, 1) in Λ. We prove this claim by induction on d(Λ)− e(Λ). If
e(Λ) = d(Λ), then there is nothing to prove. If d(Λ) > e(Λ), then Λ contains (a, b) with
b > 0 and (a, b) 6= (0, 1). Let us write Λ = (a, b)Λ′. By Lemma 2.4, we have
m¯(a,b−1)m¯(0,1)Λ′ = c0m¯(a,b−1)(0,1)Λ′ + c1m¯Λ +
∑
Λ′′
e(Λ′′)=e(Λ)
ℓ(Λ′′)=ℓ(Λ)−1
cΛ′′m¯(0,1)Λ′′
for some coefficients c∗ ∈ Z with c1 6= 0. By the induction hypothesis, we have m¯(a,b−1)(0,1)Λ′ ,
m¯(0,1)Λ′′ ∈
〈
m¯(λ,0)(0,1)|λ| | ℓ(λ) + |λ| ≥ ℓ(Λ)
〉
. If b 6= a+ 1, then this implies the claim since
we have m¯(a,b−1) = 0. Let us assume b = a + 1. Since we have d((0, 1)Λ
′) − e((0, 1)Λ′) =
d(Λ)− e(Λ)−a−1 and ℓ((0, 1)Λ′) = ℓ(Λ), the induction hypothesis implies that m¯(0,1)Λ′ ∈〈
m¯(λ,0)(0,1)|λ| | ℓ(λ) + |λ| ≥ ℓ(Λ)
〉
. Then Corollary 2.11 implies that m¯(a,a)m¯(0,1)Λ′ ∈〈
m¯(λ,0)(0,1)|λ| | ℓ(λ) + |λ| ≥ ℓ(Λ)
〉
. Therefore, we have m¯Λ ∈
〈
m¯(λ,0)(0,1)|λ| | ℓ(λ) + |λ| ≥
ℓ(Λ)
〉
as required.

Proof of Theorem 1.3. For a partition λ = (1α12α2 . . .) with ℓ(λ) + |λ| ≤ n, we denote by
λˆ = (1αˆ12αˆ2 . . .) ⊢ n the partition given by αˆ1 = n − ℓ(λ) − |λ| and αˆi = αi−1 for i ≥ 2.
Let ψ : C[(SnC2)T]→ grF Z(C[Sn]) be the linear map defined by
ψ(m¯(λ,0)(0,1)|λ|) = (−1)
|λ|χλˆ.
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By Lemma 2.12, ψ is well-defined and an isomorphism of graded vector spaces. Since we
have deg(σ) ≤ 2(n− 1) for any σ ∈ Sn, {m¯(k,k) | 1 ≤ k ≤ n− 1} generates C[(SnC2)T] as
a C-algebra by Lemma 2.3. Hence it suffices to prove
ψ(m¯(k,k)m¯(λ,0)(0,1)|λ|) = ψ(m¯(k,k)) ∪ ψ(m¯(λ,0)(0,1)|λ|)
for 1 ≤ k ≤ n− 1. By Lemma 2.10, ψ(m¯(k,k)m¯(λ,0)(0,1)|λ|) is given by
∑
µ=(1β12β2 ...)λ
ℓ(λ)−ℓ(µ)≤k+1
{
(−1)kk!(k + |λ| − |µ|+ 1)(β|λ|−|µ|+k + 1)
(k − ℓ(λ) + ℓ(µ) + 1)!
∏
i(αi − βi)!
ψ(m¯(|λ|−|µ|+k,0)(µ,0)(0,1)|λ|+k)
}
.
Since
ℓ(µ ∪ (|λ| − |µ|+ k)) + |µ ∪ (|λ| − |µ|+ k)| = |λ|+ ℓ(µ) + k + 1,
we have m¯(|λ|−|µ|+k,0)(µ,0)(0,1)|λ|+k = 0 if |λ|+ ℓ(µ)+k+1 > n. Hence in the above sum, only
µ’s satisfying |λ|+ ℓ(µ) + k + 1 ≤ n contribute.
For a partition µ = (1β12β2 . . .) with ℓ(λ)−ℓ(µ) ≤ k+1, µ  λ, and |λ|+ℓ(µ)+k+1 ≤ n,
we associate a partition ξ(µ) = (1γˆ12γˆ2 . . .) with ℓ(ξ(µ)) = k + 1 by
γˆi =
{
k + 1− ℓ(λ) + ℓ(µ) if i = 1
αi−1 − βi−1 if i ≥ 2.
We have γˆ1 ≤ αˆ1 and hence ξ(µ)  λˆ. This ξ gives a bijection between the set of partitions
µ with ℓ(λ)−ℓ(µ) ≤ k+1, µ  λ, and |λ|+ℓ(µ)+k+1 ≤ n and the set of partitions νˆ with
ℓ(νˆ) = k+1 and νˆ  λˆ. We have |ξ(µ)| = k+1+ |λ|−|µ| and ψ(m¯(|λ|−|µ|+k,0)(µ,0)(0,1)|λ|+k) =
(−1)|λ|+kχλˆξ(µ) , where λˆξ(µ) ⊢ n is defined as in Lemma 2.2. By ℓ(ξ(µ)) = k + 1 > 1, we
have γˆ|ξ(µ)| = 0 and hence α|ξ(µ)|−1 = β|ξ(µ)|−1. Therefore, by Lemma 2.2, we have
ψ(m¯(k,k)m¯(λ,0)(0,1)|λ|) =
∑
µ=(1β12β2 ...)λ
ℓ(λ)−ℓ(µ)≤k+1
|λ|+ℓ(µ)+k+1≤n
(−1)|λ|k!(k + |λ| − |µ|+ 1)(β|λ|−|µ|+k + 1)
(k − ℓ(λ) + ℓ(µ) + 1)!
∏
i(αi − βi)!
χλˆνˆ(µ)
=
∑
νˆ=(1γˆ12γˆ2 ...)λˆ
ℓ(νˆ)=k+1
(−1)|λ|k!|νˆ|(αˆ|νˆ| + 1)∏
i γˆi!
χλˆνˆ
= (−1)|λ|χ(k+1,1n−k−1) ∪ χλˆ
= ψ(m¯(k,k)) ∪ ψ(m¯(λ,0)(0,1)|λ|).
Here, in the last equality, we used (2). This completes the proof of Theorem 1.3.

A Spaltenstein variety
As in the introduction, let G = GLn and g = gln. We fix a Cartan subalgebra t and a
Borel subalgebra b ⊃ t. Let b ⊂ p, q ⊂ g be two standard parabolic subalgebras and
P , Q be the parabolic subgroups of G with Lie algebras p, q. We denote a Levi and
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the nilpotent part of p (resp. q) by lP and nP (resp. lQ and nQ). Let LQ be the Levi
subgroup of G with its Lie algebra lQ. We take a regular nilpotent element eP of lP . We
also take a regular nilpotent element eQ of lQ and fix a sl2-triple {eQ, hQ, fQ}. We denote
the centralizer of fQ in lQ (resp. in g) by ZlQ(fQ) (resp. Zg(fQ)). We set NP = Ad(G) · nP
and consider the scheme-theoretic intersection NP ∩ (eQ+ZlQ(fQ)) of NP and eQ+ZlQ(fQ)
in g. There is a Gm-action on NP ∩ (eQ+ZlQ(fQ)) induced from the Gm-action on g given
by t ·X = t−2Ad(thQ)X for t ∈ Gm and X ∈ g. Let XQeP = {gQ ∈ G/Q | Ad(g)
−1eP ∈ nQ}
be the Spaltenstein variety associated to eP and Q.
Theorem A.1. There is a graded algebra isomorphism
H∗(XQeP ,C)
∼= C[NP ∩ (eQ + ZlQ(fQ))].
Here, the grading on C[NP ∩ (eQ + ZlQ(fQ))] comes from the Gm-action above.
If Q = B and eQ = 0, then XQeP coincides with the Springer fiber BeP and the above
description of its cohomology ring reduces to Theorem 1.1.
Remark A.2. Let Z(LQ) be the center of LQ. Then Z(LQ) acts on NP ∩ (eQ + Zg(fQ))
by the adjoint action. One can easily see that the scheme-theoretic intersection NP ∩
(eQ + ZlQ(fQ)) is isomorphic to the Z(LQ)-fixed point scheme (NP ∩ (eQ + Zg(fQ)))
Z(LQ)
of NP ∩ (eQ + Zg(fQ)).
For the proof of Theorem A.1, we use the presentation of the cohomology ringH∗(XQeP ,C)
by Brundan-Ostrik [2] and the defining equations of NP in g which was conjectured by
Tanisaki [11] and proved by Weyman [14]. We first recall some results from [2].
Let λ = (λ1 ≥ . . . ≥ λn ≥ 0) be the transpose of the partition corresponding to P
and µ = (µ1, . . . , µn), µi ≥ 0, the composition of n corresponding to Q. Then eP is the
nilpotent matrix whose Jordan block is of type λT , and NP is the closure of the nilpotent
orbit whose Jordan block is of type λ.
Let R := C[x1, . . . , xn] be the polynomial ring in n-variables. We define its grading by
deg(xi) = 2. Let Sµ := Sµ1 × · · · × Sµn be the parabolic subgroup of n-th symmetric
group Sn. For 1 ≤ i ≤ l and r ∈ Z≥0, we denote by er(µ; i) the r-th elementary symmeric
polynomial in the variables {xk | µ1 + · · · + µi−1 + 1 ≤ k ≤ µ1 + · · · + µi}. We also set
e0(µ; i) = 1. Then the algebra of Sµ-invariant polynomials Rµ := R
Sµ is freely generated
by {er(µ; i) | 1 ≤ i ≤ n, 1 ≤ r ≤ µi}.
For m ≥ 1, 1 ≤ i1 < · · · < im ≤ n and r ≥ 0, let
er(µ; i1, . . . , im) :=
∑
r1+···+rm=r
er1(µ; i1) · · · erm(µ; im).
Let Iλµ be the ideal of Rµ generated by
er(µ; i1, . . . , im)
∣∣∣∣∣∣
m ≥ 1, 1 ≤ i1 < · · · < im ≤ n,
r > µi1 + · · ·+ µim − λa+1 − · · · − λn
where a := #{i | µi > 0, i 6= i1, . . . , im}

 .
Theorem A.3 ([2]). There is an isomorphism of graded algebras
H∗(XQeP ,C)
∼= Rµ/I
λ
µ .
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Next we recall the defining equations of nilpotent orbit closures of g. We have C[g] =
C[xij ], where xij (1 ≤ i, j ≤ n) is the (i, j)-th coordinate of matrices. Let {gλu}u be the set
of coefficients of tk in s-minors of (tI − (xij)) with s = 1, . . . , n and k < λn−s+1+ λn−s+2+
· · ·+ λn.
Theorem A.4 ([14]). The defining ideal of NP in g is generated by {gλu}u.
Proof of Theorem A.1. First we prepare some notation. We define µi×µi-matrices Ei and
Fi as follows:
Ei =


0 · · · · · · · · · 0
1
. . .
...
0
. . .
. . .
...
...
. . .
. . .
. . .
...
0 · · · 0 1 0


,
Fi =


0 µi − 1 0 · · · 0
0 0 2(µi − 2)
. . .
...
...
. . .
. . .
. . .
...
...
. . .
. . . 0
... 0 µi − 1
0 · · · · · · 0 0


.
We set Zi(x
(i)) = Zi(x
(i)
1 , . . . , x
(i)
µi ) := Ei + x
(i)
1 I + x
(i)
2 Fi + x
(i)
3 F
2
i + · · ·+ x
(i)
µiF
µi−1
i . We may
assume
eQ =


E1 0
. . .
0 En


and
fQ =


F1 0
. . .
0 Fn

 .
Any element of eQ + ZlQ(fQ) can be written as
Z(x) :=


Z1(x
(1)) 0
. . .
0 Zn(x(n))


for some x
(i)
j ’s. We regard x
(i)
j ’s as coordinates on eQ + ZlQ(fQ) and define e˜r(µ; i) ∈
C[eQ + ZlQ(fQ)] for 1 ≤ r ≤ µi by
det(tI − Zi(x
(i))) = tµi − e˜1(µ; i)t
µi−1 + · · ·+ (−1)µi e˜µi(µ; i).
Then e˜r(µ; i) is homogeneous of degree 2r and {e˜r(µ; i) | 1 ≤ i ≤ n, 1 ≤ r ≤ µi} freely
generate the ring C[eQ + ZlQ(fQ)]. We denote by ψ : Rµ
∼
−→ C[eQ + ZlQ(fQ)] the graded
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algebra isomorphism given by ψ(er(µ; i)) = e˜r(µ; i). We denote by e˜r(µ; i1, . . . , im) the
image of er(µ; i1, . . . , im) under ψ.
In order to prove the assertion, it suffices to show that the defining ideal I˜λµ of NP ∩
(eQ + ZlQ(fQ)) in C[eQ + ZlQ(fQ)] coincides with ψ(I
λ
µ). By Theorem A.4, I˜
λ
µ is generated
by coefficients of tk of various s-minors of tI − Z(x) with k < λn−s+1 + · · · + λn. If we
remove the first row and the last column of Zi(x
(i)), then we obtain a upper triangular
matrix with diagonal entries 1. Hence for s < µi, there is an s-minor of tI −Zi(x(i)) which
equals to ±1.
Let l = #{i | µi > 0}. Consider an s-minor of tI − Z(x). Note that nonzero s-minor
of tI − Z(x) is a certain product of si-minors of tI − Zi(x(i)) with s1 + · · ·+ sn = s. We
set m = l − (n− s). Then we have #{i | si = µi > 0} ≥ m.
First we assume m ≤ 0. Then there is an s-minor of tI − Z(x) which equals to
±1. If λn−s+1 + · · · + λn = 0, then s-minors of tI − Z(x) do not contribute to I˜
λ
µ . If
λn−s+1 + · · ·+ λn ≥ 1, then we have 1 ∈ I˜λµ . On the other hand, there exists i such that
µi = 0 by the assumption m ≤ 0. We have 1 = e0(µ; i) ∈ Iλµ by the definition of I
λ
µ and
µi − λl+1 − · · · − λn = −λn−s+m+1 − · · · − λn
≤ −λn−s+1 − · · · − λn
< 0.
Hence we have I˜λµ = ψ(I
λ
µ) in this case.
Next we consider the case of m ≥ 1. Let 1 ≤ i1 < · · · < im ≤ l be some labels satisfying
si = µi. Then this s-minor of tI − Z(x) is a product of some polynomial and
det(tI − Zi1) · · ·det(tI − Zim) = (t
µi1 − e˜1(µ; i1)t
µi1−1 + · · ·+ (−1)µi1 e˜µi1 (µ; i1))·
· · · (tµim − e˜1(µ; im)t
µim−1 + · · ·+ (−1)µim e˜µim (µ; im))
=
µi1+···+µim∑
r=0
(−1)re˜r(µ; i1, . . . , im)t
µi1+···+µim−r.
Hence the coefficients of tk with k < λn−s+1+ · · ·+λn are contained in the ideal generated
by {e˜r(µ; i1, . . . , im) | r > µi1 + · · · + µim − λl−m+1 − · · · − λn}. Conversely, if we choose
si = µi− 1 for i 6= i1, . . . , im and si-minors of tI −Zi which are ±1, then ±e˜r(µ; i1, . . . , im)
appears as a coefficient of tk for some s-minor of (tI − Z(x)) with k < λn−s+1 + · · ·+ λn.
This proves I˜λµ = ψ(I
λ
µ ). 
B Hypertoric variety
We briefly recall the definition and some properties of hypertoric varieties following [12].
Let T n = (Gm)n be the n-dimensional complex torus and tn its Lie algebra with a full
lattice tnZ and its basis {εi}. Let t
d be a complex vector space of dimension d with a full
lattice tdZ. Let {a1, . . . , an} ⊂ t
d
Z be a collection of nonzero vectors which spans t
d
Z. Let
a : tn → td be the linear map defined by a(εi) = ai and let tk be the kernel of a with a full
lattice tkZ. Then we have the following exact sequences
0→ tk
ι
−→ tn
a
−→ td → 0
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and
0→ tkZ → t
n
Z → t
d
Z → 0.
This gives an exact sequence of tori
0→ T k → T n → T d → 0.
There is a Hamiltonian T n action on T ∗Cn given by
(λ1, . . . , λn) · (z1, . . . , zn, w1, . . . , wn) = (λ1z1, . . . , λnzn, λ
−1
1 w1, . . . , λ
−1
n wn)
for (λ1, . . . , λn) ∈ T n and (z1, . . . , zn, w1, . . . , wn) ∈ T ∗Cn. The moment map µn : T ∗Cn →
(tn)∗ for this action is given by µn(z1, . . . , zn, w1, . . . , wn) = (z1w1, . . . , znwn). Then the
moment map for the action of T k on T ∗Cn is given by µ = ι∗ ◦ µn. For α ∈ (tkZ)
∗ a
character of T k, we define the hypertoric variety associated to A = {a1, . . . , an} and α by
Mα(A) = µ
−1(0)/ αT
k.
Here the quotient above is the GIT quotient with respect to α. For r = (r1, . . . , rn) ∈ (tn)∗
a lift of α along ι∗ and i = 1, . . . , n, we set
Hi = {x ∈ (t
d)∗R | x · ai + ri = 0}.
Hyperplane arrangement {H1, . . . , Hn} is called simple if every subset of m hyperplanes
with nonempty intersection intersects in codimension m and A is called unimodular if every
collection of d linearly independent vectors {ai1, . . . , aid} spans t
d
Z over Z. It is known that
Mα(A) is smooth if and only if {H1, . . . , Hn} is simple and A is unimodular. The torus
T d naturally acts on Mα(A) and preserves the symplectic form.
We set tˇn = (tn)∗, tˇd = (td)∗, and tˇk = (tk)∗. We denote by Tˇ n, Tˇ d, and Tˇ k the dual tori
of T n, T d, and T k respectively. We set b = ι∗ and set bi ∈ tˇkZ (1 ≤ i ≤ n) to be the image
of the standard basis of tˇnZ under b. Let B = {b1, . . . , bn} be the Gale dual configuration of
A. Let us fix a basis of tdZ
∼= Zd and its dual basis tˇdZ ∼= Z
d. Let us write ai = (ai1, . . . , aid)
using this basis. Then the moment map µˇ : T ∗Cn → td for the Tˇ d-action on T ∗Cn is given
by
µˇ(z1, . . . , zn, w1, . . . , wn) =
(∑
i
ai1ziwi, . . . ,
∑
i
aidziwi
)
. (3)
The action of (λ1, . . . , λd) ∈ Tˇ d on C[T ∗Cn] is given by
(λ1, . . . , λd) · zi = λ
ai1
1 · · ·λ
aid
d zi,
(λ1, . . . , λd) · wi = λ
−ai1
1 · · ·λ
−aid
d wi.
We consider the hypertoric variety M0(B) = Spec(C[µˇ−1(0)]Tˇ
d
) associated to B and
0 ∈ (td)∗Z. The torus Tˇ
k = Tˇ n/Tˇ d naturally acts on M0(B) and there is another Gm action
on M0(B) induced from its action on T ∗Cn given by t · (z, w) = (t−1z, t−1w). This Gm-
action induces an Gm-action on the fixed point scheme M0(B)Tˇ
k
. The aim of this appendix
is to prove the following.
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Theorem B.1. If Mα(A) is smooth, then there is an isomorphism of graded algebras
H∗(Mα(A),C) ∼= C[M0(B)
Tˇ k ].
Here, grading on C[M0(B)Tˇ
k
] comes from the Gm-action above.
Let ∆A be the matroid complex associated to A, that is, the simplicial complex con-
sisting of all sets S ⊂ {1, . . . , n} such that {ai | i ∈ S} are linearly independent. Let
SR(∆A) := C[e1, . . . , en]/
(∏
i∈S
ei | S /∈ ∆A
)
be the Stanley-Reisner ring of ∆A. We define its grading by setting deg(ei) = 2. Then the
cohomology ring of Mα(A) can be described as follows.
Theorem B.2 ([7],[8]). If Mα(A) is smooth (or has at worst orbifold singularities), then
there is an isomorphism of graded algebras
H∗(Mα(A),C) ∼= SR(∆A)/
(
n∑
i=1
aijei | j = 1, . . . , d
)
.
Proof of Theorem B.1. For x ∈ Z, we write [x]+ := max(x, 0). We set ui := ziwi for
1 ≤ i ≤ n and v~m =
∏
i z
[mi]+
i w
[−mi]+
i for ~m = (m1, . . . , mn) ∈ Z
n with
∑
imiai =
0. Then we have ui, v~m ∈ C[z1, . . . , zn, w1, . . . , wn]Tˇ
d
= C[T ∗Cn/Tˇ d]. If a monomial∏
i z
ci
i w
c′i
i is contained in C[T
∗Cn/Tˇ d], then we have
∑
i(ci− c
′
i)ai = 0. Hence we can write∏
i z
ci
i w
c′i
i = v~m
∏
i u
min(ci,c
′
i)
i by setting mi = ci − c
′
i. Therefore, C[T
∗Cn/Tˇ d] is generated
by {v~m |
∑
imiai = 0} as a C[u1, . . . , un]-module and the defining ideal of the Tˇ
k-fixed
point scheme (T ∗Cn/Tˇ d)Tˇ
k
in T ∗Cn/Tˇ d is generated by v~m’s for ~m 6= 0. It follows that
C[(T ∗Cn/Tˇ d)Tˇ
k
] is generated by u1, . . . , un as a C-algebra.
Let S ⊂ {1, . . . , n} be a circuit of ∆A, i.e. minimal among the subsets of {1, . . . , n}
which is not in ∆A. There is a relation
∑
i∈S piai = 0, where all pi ∈ Z are nonzero.
For any i0 ∈ S, ai0 = −
∑
i∈S\{i0}
pi
pi0
ai and {ai}i∈S\{i0} is linearly independent. Hence
from the unimodularity of A, we have pi
pi0
∈ Z. Therefore, we can take pi = ±1 for
all i ∈ S. We set pi = 0 for i /∈ S and set ~p = (p1, . . . , pn) ∈ Zn. Then we have∏
i∈S ui = v~pv−~p in C[T
∗Cn/Tˇ d] and hence
∏
i∈S ui = 0 in C[(T
∗Cn/Tˇ d)Tˇ
k
]. On the other
hand, if a monomial
∏
i u
qi
i in ui is zero in C[(T
∗Cn/Tˇ d)Tˇ
k
], then there exists ~c, ~m, ~m′ ∈ Zn
with
∑
imiai =
∑
im
′
iai = 0 and ~m 6= 0 such that∏
i
uqii = v~mv~m′
∏
i
ucii .
Hence the subset {i | qi 6= 0} ⊂ {1, . . . , n} contains {i | mi 6= 0} /∈ ∆A. Therefore,
∏
i u
qi
i
is contained in the ideal of C[u1 . . . , un] generated by
∏
i∈S ui for S /∈ ∆A. It follows that
we have an isomorphism of graded algebras
C[(T ∗Cn/Tˇ d)Tˇ
k
] ∼= C[u1, . . . , un]/
(∏
i∈S
ui | S /∈ ∆A
)
∼= SR(∆A)
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by sending ui to ei. By (3), we have
C[M0(B)] ∼= C[T
∗Cn/Tˇ d]/
(∑
i
aijui | j = 1, . . . , d
)
.
It follows that
C[M0(B)
Tˇ k ] ∼= C[(T ∗Cn/Tˇ d)Tˇ
k
]/
(∑
i
aijui | j = 1, . . . , d
)
∼= SR(∆A)/
(
n∑
i=1
aijei | j = 1, . . . , d
)
.
By Theorem B.2, this implies Theorem B.1.

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