Abstract We discuss the error analysis of the lowest degree Crouzeix-Raviart and Raviart-Thomas finite element methods applied to a two-dimensional Poisson equation. To obtain error estimations, we use the techniques developed by Babuška-Aziz and the authors. We present error estimates in terms of the circumradius and diameter of triangles in which the constants are independent of the geometric properties of the triangulations. Numerical experiments confirm the results obtained.
Introduction
Let Ω ⊂ R 2 be a bounded polygonal domain, and T h be a triangulation of Ω consisting of triangular elements. In this paper, we consider an error analysis of the RaviartThomas (RT) and piecewise linear (nonconforming) Crouzeix-Raviart (CR) finite element methods applied to the Poisson equation where h := max K∈T h h K , h K := diamK, and C is a constant independent of u and h but dependent on the chunkiness parameter of the triangulations T h [4, Section 10.3] . The dependence on the chunkiness parameter in (1.2) means that, if a triangulation T h contains very "thin" triangles, we cannot apply (1.2) . Note that the condition 'u ∈ H 2 (Ω)' does not hold in general, and we need to assume it explicitly. See Assumption 1.
A similar error estimation of the CR finite element method under the maximum angle condition was obtained in [15] , in which the constant C depends on the maximum angle of the triangular elements. Related error estimations were also discussed in [13] .
The aim of this paper is to show the estimation
holds, where R := max K∈T h R K , R K is the circumradius of a triangle K, and the constant C is independent of u and h, as well as the geometric properties of T h . Because C does not depend on the geometric properties of T h , we may apply (1.3) even if T h contains very "skinny" triangles. Because the CR finite element method is non-conforming, a lemma similar to Céa's lemma is not available, and this fact complicates the error analysis of the CR finite element method.
To overcome this difficulty, we first consider the error analysis of the RT finite element method. Because this method is conforming, a Céa's-lemma-type claim is valid and we shall obtain error estimates of its solutions (Theorem 11). In the proof, we use techniques developed by Babuška and Aziz [2] and the authors [9, 10, 11, 12] . It is well known that the CR and RT FEMs are related [1, 8, 13, 16] , and an error estimation of the CR FEM (Theorem 13) is obtained from that of the RT FEM.
Finally, we present results of numerical experiments that are consistent with the theoretical results obtained.
Preliminaries

Notation and function spaces
Let R 2 be the two-dimensional Euclidean space with Euclidean norm |x| := (x 2 1 + x 2 2 ) 1/2 for x = (x 1 , x 2 ) ∈ R 2 . We always regard x ∈ R 2 as a column vector. For a 2 × 2 matrix A and x ∈ R 2 , A and x denote their transpositions. For a nonnegative integer k, let P k be the set of two-variable polynomials with degrees of at most k.
Let N 0 be the set of nonnegative integers. For δ = (δ 1 , δ 2 ) ∈ N 2 0 , the multi-index ∂ δ of partial differentiation (in the sense of the distribution) is defined by
Sometimes ∂ (1,0) v and ∂ (0,1) v are denoted by v x and v y , respectively. For a two-variable function v, its gradient is denoted by ∇v = (v x , v y ). The gradient ∇v is regarded as a row vector. Also, for a vector w := (w 1 , w 2 ) , its divergence w 1x + w 2y is denoted by ∇ · w or div w. Note that ∇w is a 2 × 2 matrix, ∇w = w 1x w 1y w 2x w 2y .
Let Ω ⊂ R 2 be a (bounded) domain. The usual Lebesgue space is denoted by L 2 (Ω). For a positive integer k, the Sobolev space
The norm and semi-norm of H k (Ω) are defined by
The inner products of L 2 (Ω) and (L 2 (Ω)) 2 are denoted by (w, v) Ω , w, v ∈ L 2 (Ω), and (w, q) Ω , w, q ∈ (L 2 (Ω)) 2 . The space H 
where ·, · is the duality pair of H −1 (Ω) and H 1 0 (Ω). We also introduce the function space
with norm
Model equation and its variational formulations
The weak form of (1.1) is
By the Lax-Milgram lemma, there exists a unique solution
. From the definitions, the following inequality holds:
where the constant C 1,1 comes from Poincaré's inequality on Ω.
We impose the following assumption on Ω:
Assumption 1 For an arbitrary f ∈ L 2 (Ω), the unique solution u of (1.1) belongs to H 2 (Ω), and the following inequality holds,
where C 1,2 is a constant independent of f .
It is well known that if Ω is convex, then Assumption 1 is valid [6] . The model equation (1.1) has a mixed variational formulation:
The unique solvability of (2.3) is equivalent to the following inf-sup condition:
It is easy to verify that β(Ω) := 1 + C 2 1,1
satisfies the inf-sup condition (2.4). For the mixed variational formulation for the model equation (1.1), readers are referred to textbooks such as [3] , [7] , and [8] .
Proper triangulation and the finite element methods
Let K ⊂ R 2 be a triangle with vertices x i , i = 1, 2, 3; let e i be the edge of K opposite to x i . We always regard K as a closed set. A proper triangulation T h of a bounded polygonal domain Ω is a set of triangles that satisfies the conditions,
vertex or a common edge.
With this definition, a proper triangulation T h is sometimes called a face-to-face triangulation, and there exists no hanging nodes in T h . The fineness of T h is indicated by h := max K∈T h h K , h K := diamK. We denote the set of edges in T h by E h . We also set
Let e ∈ E i h be shared by two triangles K 1 and
Then, the jump of v h on e is defined and denoted by [v 
Note also that, on e ∈ E 
The norm associated with the bilinear form
2 as variables, let RT 0 ⊂ (P 1 ) 2 be defined by
For the RT finite element method, the finite element spaces S RT h and S C h are defined by
where n is the unit outer normal vector on ∂K.
Similarly, we define the projection π
h is an orthogonal projection. The RT finite element method for the mixed variational equation (2.3) is defined by
Note that the RT FEM is conforming because (2.3) and take the difference between (2.3) and (2.6), which implies
In regard to the convergence of the RT finite element solution, we must consider the discrete inf-sup condition
where β * is a constant independent of h > 0. This point will be considered in Section 3.5.
Relationship between the CR and RT finite element methods
It is well-known that the CR and RT finite element methods are closely related. Consider the following finite element equations,
Then, on each K ∈ T h , the equalities
hold; here x K := (x 1 + x 2 + x 3 )/3 is the center of gravity of K. For details, readers are referred to [1] , [8] , [13] , [16] .
Linear transformations of triangles
Let K be the triangle with vertices (0, 0) , (1, 0) , (0, 1) . This K is called the reference triangle. Let α ≥ β > 0 and s 2 + t 2 = 1, t > 0. An arbitrary triangle on R 2 is transformed to the triangle K with vertices x 1 := (0, 0) , x 2 := (α, 0) , x 3 := (βs, βt) by a sequence of parallel translations, rotations, and mirror imaging. Let K αβ be the triangle with vertices (0, 0) , (α, 0) , (0, β) .
We define the 2 × 2 matrices as
Then, K is transformed to K and K αβ by the transformations y = AD αβ x and y = D αβ x, respectively. Also, K αβ is transformed to K by y = Ax. Moreover, any function
. A simple computation shows that BB has eigenvalues (1 ∓ |s|)/t 2 . Hence, the chain rule of differentiation implies that ∇ x v = (∇ y w)B, |∇ x v| 2 = |(∇ y w)B| 2 , and
With det A = t, we have |v|
Piola transformation
To transform the vector fields, we need to introduce the Piola transformation induced by an affine linear transformation y = ϕ(x) := Ax + b. Suppose that a triangle K is mapped to K as K := ϕ( K). Then, the Piola transformation is the pull-back of the vector field p(y) (y ∈ K) to a vector field q(x),
By the chain rule, we have
By a straightforward computation, we confirm the following lemma is valid.
Lemma 2 Let A be a 2×2 regular matrix and b ∈ R 2 . Suppose that a triangle K ⊂ R 2 is transformed to K by the affine linear transformation ϕ(x) = Ax + b : K = ϕ( K). Letẽ i be the edges of K, and e i := ϕ(ẽ i ), (i = 1, 2, 3). Suppose that a vector field p and a function v on K are pulled-back to q(x) := A −1 p(ϕ(x)) andṽ(x) := v(ϕ(x)), respectively. Then, the following equalities holds:
where n andñ are the unit outer normal vectors of K and K, respectively.
3 Error analysis of the CR and RT finite element methods
Babuška-Aziz's technique
In this section, we use the technique introduced by Babuška and Aziz to claim that squeezing the reference triangle perpendicularly does not reduce properties of the approximation of the interpolations.
Then, the constant A 2 is defined by
and called the Babuška-Aziz constant. According to Liu-Kikuchi [14] , A 2 is the maximum positive solution of the equation 1/x + tan(1/x) = 0, and A 2 ≈ 0.49291. For the Babuška-Aziz constant, the following lemma is known.
Similarly, for K and K αβ , we define the following sets: 
For K ⊂ R 2 , moreover, we define the following sets:
From the definitions, we obviously have X
2 ( K) ⊂ Ξ 2 , and X 
that indicate the approximation efficiency of several interpolations on K are bounded.
Let an arbitrary v ∈ X
(1)
2 ( K). We immediately note that
Therefore, we obtain
2 ( K).
we similarly obtain
Gathering the above inequalities, we obtain the following lemma.
Lemma 5
The following inequalities hold:
2 (K αβ ) ≤ max{α, β}A 2 . Lemma 5 means that squeezing the reference triangle K perpendicularly does not diminish the effectiveness of the approximation through the interpolations on K αβ .
Estimations on the general triangle.
As stated in Section 2.2, an arbitrary triangle on R 2 is transformed to the triangle K with vertices x 1 := (0, 0) , x 2 := (α, 0) , x 3 := (βs, βt) by a sequence of parallel translations, rotations, and mirror imaging, where s 2 + t 2 = 1, 0 < β ≤ α, and t > 0. Then, K is obtained from K αβ by the linear transformation y = Ax, where A is the matrix defined in (2.11). Let w ∈ H 1 (K) be pulled-back to v ∈ H 1 (K αβ ) as v(x) = w(Ax). Combining (2.12) and Lemma 5, we have
( K).
Here, we used the assumption 0 < β ≤ α ≤ h K := diamK. To consider B
2 (K), we need to introduce the Piola transformation q(x) := A −1 p(Ax)
2 (K). By Lemma 2, we have q ∈ X
2 (K αβ ) and
In the above inequalities, we used the fact that the singular values of A are (1 ± |s|) 
Hence, it follows from ∇ x q(x) = A −1 ∇ y p(Ax)A that
We thus obtain
Assuming that the edge connecting x 2 and x 3 is the longest edge of K, the following inequality holds [10, Lemma 3.2]:
To show this inequality, we first confirm that the following inequality is valid:
We then insert γ := β/α and use the laws of sines and cosines. Combining (3.2) with Lemma 5, we obtain
Theorem 6 Let K be the triangle with vertices x 1 := (0, 0) , x 2 := (α, 0) , x 3 := (βs, βt) such that 0 < β ≤ α, s 2 + t 2 = 1, t > 0. Suppose that the edge connecting x 2 and x 3 is the longest edge of K. Then, there exist positive constants C (i) 2 , i = 1, 2 that are independent of K such that the following estimates hold:
2 (K) := sup
where h K := diamK and R K is the circumradius of K.
Remark: Because A 2 ≈ 0.49291, we have C
2 ≈ 2.7883. Remark: We present an example for the error estimates of B x .
Then, it is straightforward to verify
that is, I
RT K q = 0, and
2 , this inequality means that the estimate B
2 R K in Theorem 6 cannot be further improved; that is, the parameter R K is the best possible parameter to measure the convergence of solutions.
Poincaré-Wirtinger's inequality on triangles
We consider the error analysis of the projection π
From the definition, we have K ( f (x) −f )dx = 0, and therefore f −f ∈ X
2 (K). Hence, we obtain the following theorem from Theorem 6. See also [12, Corollary 4.4] .
where h := max K∈T h h K , and C
2 is the constant appearing in Theorem 6.
Corollary 8
For an arbitrary proper triangulation T h of a bounded polygonal domain Ω, the following estimation holds:
where C
Proof Because the projection π
In the above inequality, we used the fact
The important feature in the above Theorem 7 and Corollary 8 is that constant C (1) 2 does not depend on the geometry of the triangulation T h at all.
Error analysis of the RT interpolation
By definition, the RT interpolation I RT K satisfies
on each triangle K ∈ T h . Therefore, it follows from Theorem 6 that, for each K ∈ T h ,
Moreover, the definition of X (2) 2 (K) and the divergence theorem yield
Note that div(I RT K q) ∈ P 0 because I RT K q ∈ RT 0 . Hence, we realize that
Setting constant a q to a q := π 0 K (div q)/2, we then have
Therefore, for q(x) = (q 1 (x), q 2 (x)) and x = (x, y) , we have
In the above inequalities, we used the equality (3.4). Gathering (3.3), (3.5), Theorem 7, and the above inequality, we obtain the following theorem.
Theorem 9
For an arbitrary q ∈ (H 1 (Ω)) 2 with divq ∈ H 1 (Ω), the following estimates hold:
2 h|div q| 1,Ω , where R := max K∈T h R K , h := max K∈T h h K , and C (i) 2 , i = 1, 2 are the constants appearing in Theorem 6 that are independent of T h and q.
Discrete inf-sup condition for the RT finite elements
Following Mao-Shi [15] , we now discuss the discrete inf-sup condition for the RT finite elements. Take v h ∈ S C h as arbitrary, and consider the following Poisson problem:
Let q := −∇w. Suppose that Assumption 1 holds and C
2 R ≤ 1. Then, recalling that div(I RT h q) = π 0 Ω (div q), it follows from Theorems 7 and 9 that
Moreover, we realize that
and therefore,
Hence, we finally conclude that
, and obtain the following theorem.
Theorem 10 On the regularity of the solutions of the model problem, we impose Assumption 1. Then, for a triangulation T h of Ω that satisfies C
2 R ≤ 1 with R := max K∈T h R K , the following discrete inf-sup condition holds:
Here, C
2 is the constant appearing in Theorem 6, and C 1,2 is the constant appearing in Assumption 1.
Error analysis of the RT finite element method Because of the inclusion S
, the RT finite element method (2.6) for the mixed variational formulation (2.3) is conforming, and the following Céa's-lemma-type estimation is known [5, Lemma 2.44] .
be the exact solution of (2.3), and
h be the solution of the RT finite element method (2.6). Suppose that Assumption 1 holds and C (2) 2 R ≤ 1. Then, we have the following error estimations:
where β * is the constant of the discrete inf-sup condition appearing in (3.6).
Gathering Theorems 7, 9, 10, and 11, we immediately obtain the following corollary.
Corollary 12 Under the assumptions of Theorem 11, we have the following error estimations:
where constant C depends on C
2 , i = 1, 2 and C 1,2 , but is independent of h, R, f , and the geometric properties of T h .
Error analysis of the CR finite element method
In this section, we estimate the error u − u We introduce the following auxiliary equations: for f ∈ L 2 (Ω),
The CR FEM for this equation is defined by (2.8) . Note that u −ū satisfies
∀v ∈ H 1 0 (Ω). Therefore, from (2.2) and the Poincaré-Wirtinger inequality (Corollary 8), we have
h is an orthogonal projection, we have, for an arbitrary
we obtain
As explained in Section 2.4,ū CR h is written as
h is the RT finite element solution defined by (2.9), and x K is the center of gravity of K. Settingp := ∇ū, we then find
In the above inequalities, we used the result
Settingp := ∇ū, it follows from Corollary 12 that
Therefore, we finally conclude
Gathering the estimations (3.7), (3.8), (3.9) with the triangle inequality, we obtain the following theorem. 
where constant C depends on C (i) 2 , i = 1, 2, C 1,1 , and C 1,2 , but is independent of h, R, f , and the geometric properties of T h .
Numerical experiments
In this section, we present the results of numerical experiments that confirm the obtained error estimations. Let Ω := (0, 1) × (0, 1). We compute the P 1 Lagrange and the CR finite element solutions, u L h and u CR h , respectively, for the model problem
which has the exact solution u = x(1 − x)y(1 − y).
To this end, we triangulate Ω with triangles of height 1/N and baseline length 1/M (see Figure 1) , with a positive integer M and a positive and even integer N. The triangulation has (2M + 1)N elements, and the numbers of freedom are MN + M + 3N/2+1 and 3MN +M+5N/2 for the P 1 Lagrange and the CR elements, respectively. In Figure 2 , we give the finite element solutions obtained. 
