Abstract. This article deals with optimizing problems whose restrictions are nonholonomic. The central issue relates to dual nonholonomic programs (what they mean and how they are solved?) when the nonholonomic constraints are given by Pfaff equations. We emphasize that nonholonomic critical points are not the classical ones and that the nonholonomic Lagrange multipliers are not the classical (holonomic) Lagrange multipliers. Topological significance of Lagrange multipliers and dual function theory introduced by EDO and EDP are key results. Also new Riemannian geometries attached to a given nonholonomic constrained optimization problem are introduced. The original results are surprising and include: (i) aspects derived from the Vranceanu theory of nonholonomic manifolds, and from the geometric distributions theory, (ii) optimal problems in Darboux canonical coordinates.
Pfaff non-holonomic constraint in optimization problems
The Pfaff nonholonomic constraints in optimal programs were introduced by our mathematical school at University Politehnica of Bucharest (see [3] , [4] , [7] - [26] ).
In this paper we address and solves the following original issues: (i) difference between a program constrained by an integral submanifold of a Pfaff equation and a program constrained by a Pfaff equation; (ii) the non-holonomic Lagrange-dual problem with weak respectively strong duality; (iii) the nonholonomic Wolfe-dual problem; (iv) pertinent examples. In short, we present a theory of nonholonomic Lagrange and Wolfe dual programs, as we signaled in the preprint [23] . Let ω = ω i (x)dx i = 0, i = 1, ..., n, x ∈ R n , n ≥ 3, be a non-completely integrable Pfaff equation (see also, [1] , [5] , [6] , [27] ). The condition n ≥ 3 is imposed by the nonholonomy theory. For theoretical reasons, we understand that the co-vector field ω = (ω i (x)) is C 1 on R n , and has no critical point in R n . To this Pfaff equation we attach the (n − 1)-hyperplane
in the n-space R n . Here dω is the differential form of degree 2 obtained from ω by exterior differentiation, and ∧ is the exterior product.
Integral curves
Let (Γ, g = (g 1 , ..., g n−1 ), =) be an integral curve of the non-completely integrable Pfaff equation ω = ω i (x)dx i = 0. It can be written in the Cartesian implicit form Γ : g 1 (x) = 0, ..., g n−1 (x) = 0, i.e., the equations g 1 (x) = 0, ..., g n−1 (x) = 0 and dg 1 (x) = 0, ..., dg n−1 = 0 imply ω i (x)dx i = 0, for any dx. This means that
It follows that there exist the functions ν 1 (x), ..., ν n−1 (x), and the constant µ, such that
for any point x.
The connection between critical points on an integral submanifold and critical points with Pfaff non-holonomic constraint
Let f : R n → R be a C 2 function. Let us consider a non-holonomic program:
Suppose that a p-dimensional integral submanifold of the Pfaff equation
.., g n−p ), =). We consider the attached program min
n is a nonholonomic constrained critical point if and only if it is critical point constrained by each integral submanifold containing it.
The critical point conditions are
Let X be a vector field tangent to the integral submanifold (and hence from distribution), i.e.,
It follows that at a critical point we must have df (X) = 0. If the integral submanifold is arbitrary (both as dimension and as way of description), i.e., g is arbitrary, i.e., X is an arbitrary vector field tangent to M , then from the relations ω(X) = 0, df (X) = 0, ∀X, we obtain the existence of a constant µ such that, at a critical point, which is independent on g, we must have
(only if) Each nonholonomic constrained critical point belongs to each critical point set associated to a constrained integral submanifold. Indeed, if X is a vector field tangent to an integral submanifold, then
It follows the existence of multipliers λ 1 , ..., λ n−p such that
But df = −µω confirms the statement.
Attached Riemannian geometries
A nonholonomic optimization problem induces in R n Riemannian metrics were the set of critical points determines "curves of fastest decay" for the distribution ω. Let us consider the system "NCP = nonholonomic critical point", where the parameter µ is arbitrary.
First fundamental tensor
According to the implicit function theorem, if the matrix
is non-degenerate at a fixed critical point, then the system define a curve x = x(µ). On the other hand, the matrix of elements g jk = δ il a ij a kl is a Riemannian metric on R n . Symbolically, a = (a ij ), g = t a a, g −1 = a −1 t (a −1 ) and the geometry induced by g follows by usual rules. By differentiation with respect to µ, we obtain
Proposition 2.1. The angle between the vectors η k and
is always obtuse.
For geometrical interpretation, see subsection 3.2.
Second fundamental tensor
By symmetrization, it follows
We reinterpret this equality, introducing the fundamental tensor
and writing
If h ij is positive definite, we have again ω i dx i dµ < 0.
Eliminating ambiguities by geometric interpretation
The Pfaff equations theory can be source of misunderstanding. We can eliminate sometimes such problems by thinking in terms of differential geometry.
Language of Vranceanu
Let γ x 0 be the image of an integral curve of the Pfaff equation ω i (x)dx i = 0 through the point x 0 . Denote by Σ x 0 = {γ x 0 } the family of all images of integral curves through the point x 0 . The pair [27] ). To the Pfaff equation ω i (x)dx i = 0 and to the point x 0 ∈ D, we attach the unique (n − 1)-hyperplane
Since all straight lines tangent to integral curves which pass through x 0 are included in H x 0 , the hyperplane H x 0 is called the tangent hyperplane at x 0 of (D, Σ).
Language of distributions
Let us introduce the (n − 1)-hyperplane
in the n-space R n . The rule x → H x gives a field H of hyperplanes in R n , or what we call (n − 1)-dimensional distribution: a linear subbundle of the tangent bundle. In short H = ∪ x∈R n H x ⊂ T R n . In subsequent explanations, we shall prefer the distributions language being more suggestive. Similarly, we can introduce the half-hyperplane
The field H − is used when the program refers to manifolds whose boundary contains an integral manifold of a Pfaff equation. A manifold with boundary is a manifold with an edge. The boundary of a (p+1)-manifold with boundary is a p-manifold. In technical language, a manifold with boundary is a space containing both interior points and boundary points.
The Lagrange dual problem
Let (M, ω, g = (g 1 , ..., g n−p ), =) be a p-dimensional integral submanifold of the Pfaff equation ω = ω i (x)dx i = 0 and f : R n → R be a C 2 function. Denote g = (g α ), α = 1, ..., n − p, and we introduce the set
For each program min
equivalently min
we can repeat the theory of dual programs. The Lagrange function (or Lagrangian) of this program is
The critical points with respect to the variable x are given by the system
It follows x = x(λ), the dual function ψ(λ) = L(x(λ), λ) and the Lagrange dual problem max
But, what we understand by the dual theory for the nonholonomic program (NP)? Of course, we must ask an arbitrary integral submanifold. That is why, the system (1) must be replace with the system
The solution of this system is of the form x = x(µ), an arbitrary dual function is ψ(µ, λ) = L(x(µ), λ) and the Lagrange dual problem can be written
Each Lagrange function L(x, λ) of (NP) is linear in λ.
If the distribution H is described by q Pfaff equations, then λ has (n − p)q components and µ has q components.
Dual nonholonomic Lagrange function
In the non-holonomic context, the constraint function g does not exists, but it should be built at least on the critical point set {x(µ)}. By analogy with the holonomic equality g(x(µ)) = c(µ), from the relation df * dµ dc dµ
= −µ, we can define c(µ) by the Cauchy problem
and then a Lagrange dual function is defined by
This function has the derivative θ (µ) = c(µ).
Example 4.1. Let the objective function be f (x, y, z) = x 2 + y 2 + z 2 and the constraint Pfaff form ω = xdy + dz = 0. Then the critical points condition df + µω = 0 gives us
If, for instance, we take µ 0 = 2, the solution for the primal problem will bē x = 0,ȳ = 0,z = −1 and f * = 1. For the Lagrange dual problem the equation (EC) gives us
Consequently c(µ) = − µ 2 + α . If, as instance, c 0 = 0 for µ 0 = 2, then α = 1 and the Lagrange dual function is
It follows θ (µ) = − µ 2 + 1 = 0. Hence µ 0 = 2 and we obtain the same solution as in primal problem. and the Lagrange dual function will be
The critical points are given by the equation
and a solution is µ 0 , i.e. the strong duality holds.
Another way Remind that a point (x 0 , y 0 , z 0 ) is a minimum (maximum) point for the function f (x, y, z), constrained by the Pfaff equation ω = 0, if this point is a minimum (maximum) point for f restricted at any line solution of ω = 0, passing through (x 0 , y 0 , z 0 ) . So we reformulate the primal problem for a suitable line passing through critical points, in our case (0, 0, 1/c) . Such a line has the cartesian implicit equations
Then the Lagrange function of the problem is
We obtain the following system of the critical points:
This system has the solution (0, 0, 1/c) for µ = 0 and λ = 1 .
Case of nonholonomic inequalities
Let (R n , ω, g = (g 1 , ..., g n−p ), ≤, ) be a subset of R n , attached to the Pfaff inequation ω = ω i (x)dx i ≤ 0, whose boundary contains the p-dimensional integral submanifold (M, ω, g = (g 1 , . .., g n−p ), =, =) of the Pfaff equation. Let f : R n → R be a C 2 function. Denote g = (g α ), α = 1, ..., n − p, and we introduce the set
Theorem 4.1. (weak duality) The dual function yields lower bounds of the initial optimal value f * , i.e., for any λ, we have ϕ(λ) ≤ f * . In other words, Moreover, then the dual optimal value is attained.
Nonholonomic Wolfe dual
The problem max
{f (x)} subject to ∂f ∂x i (x) + µ ω i (x) = 0, µ ≥ 0 is called the nonholonomic Wolfe dual (WDNP) of the nonholonomic program (NP). It follows x = x(µ) and f (x(µ)). That is why, solving the dual problem is equivalent to find extrema of the function µ → f (x(µ)).
Examples
(1) see [26] , p.190-191 (Consumer theory with nonholonomic constraint) Suppose that
is the utility function defined over n goods. Denote by p i (x) > 0, i = 1, ..., n, the prices of the goods.
Let us determine what is the proportion of income that the associated consumer will spend on each good, if the budget constraint is the Pfaff inequality
The utility function is concave. We must look for critical points of the utility function u subject to the given nonholonomic constraint. To determine the constrained critical points, we use the Lagrange 1-form
and we write the system
Suppose we have a critical point (solution) x * = x * (µ), µ > 0. Each component X * i of the critical point is the quantity consumed of the i th good. Moreover, p i (x * )x * i is the income spend on the i th good and
we find the proportion of the income spent on the i th good,
which is independent on consumed quantities and of prices (economic law). Suppose we are interested in the maximum of the utility function u subject to the nonholonomic constraint. To solve this problem, as usual we look for a critical point x * = x * (µ), µ > 0, which verify the equality in the budget constraint (hyperplane) n i=1 p i (x * (µ))dx i = 0 and the negative definiteness of the restriction of the quadratic form
to the budget hyperplane.
(2) Nonholonomic initial program Find extremum points of the function f (x, y, z) = 2xy + z 2 subject to zdx − dy ≥ 0, xdy + dz ≥ 0 (see [14] ). The constrained critical points are solutions of the system
It follows the family of critical points
The nature of each critical point is fixed by the signature of the quadratic form (4−µ 2 )dxdy−µ 1 dxdz+2dz 2 restricted to
It follows the restriction q = µ 2
2 , which is negative definite. All critical points are maximum points. The manifold of critical points has the implicit Cartesian equation
The maximum value of the function f is
If we change the constraints into zdx − dy ≤ 0, xdy + dz ≤ 0, then it will be sufficient to have positive multipliers and a positive definite quadratic form q in order that each critical point becomes a minimum point. The PDEs system which gives us c 1 (µ 1 , µ), c 2 (µ 1 , µ 2 ) is (see 1.2 )
with solutions, respectively,
where α 1 , α 2 are arbitrary functions. The condition
Finally, the Lagrange dual function θ(µ 1 , µ 2 ) = f * + µ 1 c 1 + µ 2 c 2 is
Nonholonomic Wolfe dual program Find the extrema of the function
in the conditions of the problem, the critical point µ 1 = 0, µ 2 = 0 is a minimum point. Also, all the points of the form (µ 1 < 0, µ 2 = 0) are minimum points.
Extrema in canonical coordinates
The next Theorem, which gives the canonical Pfaff forms (and hence canonical nonholonomic constraints), is named after Jean Gaston Darboux who established it as the solution of the Pfaff problem (see [1] , [27] ). 
If, on the other hand, ω ∧ (dω) p = 0 everywhere, then there is a local system of coordinates x 1 , ..., x p , y 1 , ..., y p , z in which
From the normal form of Darboux, we see that the maximal integral manifolds are of dimension p. For the contact form equation
they are given by
where f is a C 2 arbitrary function.
Case of even number of variables
Let us find the extrema of a function f (x, y), x = (x i ), y = (y i ), i = 1, ..., n, subject to a nonholonomic constraint written as Pfaff equation ω = x 1 dy 1 + ... + x n dy n = 0. The constrained critical points are solutions of the system ∂f ∂x i = 0,
Case of odd number of variables
Let us find the extrema of a function f (x, y, z), x = (x i ), y = (y i ), i = 1, ..., n subject to a nonholonomic constraint ω = x 1 dy 1 + ... + x n dy n + dz = 0. The constrained critical points are solutions of the system ∂f ∂x i = 0,
To decide the type of a critical point (x 0 , y 0 , z 0 ), we use the restriction of the quadratic form Q = d 2 f (x 0 , y 0 , z 0 ) + µδ ij dx i dy j to the hyperplane δ ij x i 0 dy j + dz = 0 and its signature. Since
Another point of view
The general solution of the Pfaff equation ω = x 1 dy 1 + ... + x n dy n + dz = 0 is z = ϕ(y), x = − ∂ϕ ∂y (y), where ϕ is arbitrary.
Consequently the previous nonholonomic program can be written min f (x, y, z) subject to z = ϕ(y), x = − ∂ϕ ∂y (y).
In this form, it is similar to a classical program, but the function ϕ is arbitrary. For each ϕ, we attach a Lagrangian L(x, y, z, λ 1 , λ 2 ) = f (x, y, z) + λ 1 (z − ϕ(y)) + λ 2 x + ∂ϕ ∂y (y) .
It follows the system which describes the critical points (x 2 + y 2 + z 2 ) subject to dz − xdy = 0. The constrained critical points are solutions of the system ∂f ∂x = 0, ∂f ∂y − µx = 0, ∂f ∂z + µ = 0, i.e., x = 1, y = 1 − µ, z = 1 + µ. The nature of critical points is determined by the signature of the restriction q of the quadratic form Q = −(dx 2 + dy 2 + dz 2 ) − µdxdy to the plane dz = dy. It follows q = −(dx 2 + 2dy 2 ) − µdxdy. This quadratic form is negative definite for µ 2 < 8, i.e., µ ∈ (−2 √ 2, 2 √ 2). In this case, all critical points are maximum points. The function ϕ(µ) = f (x(µ), y(µ), z(µ)) = 
