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Abstract: Simulations based on real-time data continuously gathered from sensor
networks all over the world have received growing attention due to the increasing
availability of measured data. Furthermore, predictive techniques have been em-
ployed in the realm of such networks to reduce communication for energy-efficiency.
However, research has focused on the high amounts of data transferred rather than
latency requirements posed by the applications. We propose using predictors to
supply data with low latency as required for accurate simulations. This paper inves-
tigates requirements for a successful combination of these concepts and discusses
challenges that arise.
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1 Introduction
Simulation technology is applied in a broad range of applications to reduce cost or because real
experiments require too much resources to be built at all. Several applications also employ such
technology to estimate the future state of the physical world. Examples include weather fore-
casting, predicting natural disasters such as earthquakes and volcanic eruptions, and minimizing
the number and size of warehouses in supply chain management by estimating the time of arrival
of deliveries for just-in-time assembly.
Up to now, data for these systems has been acquired using isolated sets of wired sensors which
are all read out directly by the application. However, deploying sensors and data links separately
for each application involves high cost and effort. Proprietary solutions also prohibit re-usage
of existing sensor networks or require expensive adaptation to multiple special interfaces. Fi-
nally, this approach also requires transferring all measurements to the application for further
processing. It does not allow for data processing and reduction close to the sensor nodes.
In this paper we present preliminary research in our effort building a Global Sensor Grid Mid-
dleware (GSGM). It abstracts away from proprietary formats and enables access to preexisting
sensors and the growing number of wireless sensor networks in the field. In particular, we focus
on how GSGM can benefit from the concept of predictors, which has been initially proposed to
reduce communication and therefore energy consumption in wireless sensor networks [GI01], in
order to allow for low latencies.
Each predictor consists of two parts which independently estimate the next measurement from
previously observed value patterns. The actual sensor reading is compared to the prediction at
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Figure 1: The main components of the Global Sensor Grid Middleware
the source and if it deviates more than a certain threshold an update is sent to the corresponding
sink keeping the two parts in sync. Depending on the threshold, the number of update messages
can be greatly reduced which directly results in reduced energy consumption. On the other hand,
the predictor at the sink can always instantly provide a current value at the expense of inaccurate
data. To exploit this capability for GSGM, predictors have to be established throughout the whole
network and provide the application with estimations in real-time.
The rest of this paper is structured as follows. In Section 2, we introduce GSGM and present
the concept of predictors and a classification. Section 3 gives an overview about related work.
Research challenges are presented in Section 4 and finally, Section 5 concludes.
2 The Concept of Predictors in GSGM
GSGM aims to integrate pre-existing and upcoming sensor data sources all over the world to pro-
vide a single interface to arbitrary sensor information. Applications like real-world simulations
can then monitor the current state of the physical world by posing continuous queries for any
type of sensor information from any area to this interface. To distribute the load on the sensor
data sources, the application nodes will be integrated into the Global Sensor Grid according to
the peer-to-peer paradigm. In addition, applications can specify their required quality of service
and data parameters like latency or precision to which the system then adapts accordingly.
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2.1 System Model
Figure 1 shows the main components of the GSGM. The whole system is divided into two ma-
jor parts. The top part contains the overlay network consisting of resource-rich nodes equipped
with high-bandwidth internet connections. The lower part contains the sensor layer where ho-
mogeneous, hierarchical and other (wireless) sensor networks (WSN) as well as single complex
sensors are located. These devices have severe restrictions on computational power and energy
resources that depend on the actual hardware. These two layers are connected by gateways (GW)
that simultaneously act as nodes in the overlay network and as data sinks for the WSN.
Applications can pose their queries to any node in the overlay network which is initially
formed only by the gateways. Nodes that establish continuous queries are integrated into the
overlay network to release the gateways from computational and network load. The query is
split up for and routed to the corresponding gateways which deploy it inside the targeted WSNs,
thereby building a distributed query tree. This previously distributed query tree is used to route
the emerging streams of sensor data back to the application.
2.2 Classification of Predictors
To illustrate the application of predictors in this system, we first identify classes of predictors
and give an introduction to their respective mode of operation. The main distinguishing feature
is the type of information which is queried, namely sensor values about the environment and
object locations. Sensor value predictors can be further categorized depending on the type of
correlations on which they are based. We therefore identify three classes of predictors for sensor
values: temporal, spatial, and spatio-temporal. To support queries for object positions effi-
ciently in GSGM, location predictors form a fourth class. The following paragraphs point out
characteristic properties of each class and present clarifying examples.
Pure temporal predictors only involve a single sensor and estimate future measurements
based on previous observations of this sensor. The prediction function that calculates the ex-
pected next measurement on both parts of the predictor can therefore be generated directly on
the sensor nodes using simple adaptive algorithms like Least-Mean-Square. It can also be built
up using greater computational effort on the gateways and then be pushed to the respective node.
In contrast, spatial predictors are used to reduce the number of sensor nodes that have to be
queried by exploiting spatial correlation between neighboring sensors. If, for example, 45 out
of 50 sensors in a narrow area report a temperature between 16◦C and 18◦C, it is very likely the
missing five measurements are in the same range. Generating a predictor of this class requires
readings from a whole area to build a model of the territory observed. Since this data is not
available on a single node, no prediction of this type can be run inside a WSN and therefore
cannot contribute to reducing data. However, using this model, spatial predictors can instantly
provide values for uncovered areas by evaluating the measurements of surrounding sensor nodes
and still provide the desired low latency.
To capture streams, e.g. an airflow taking warm air from one region to another, value patterns
have to be monitored for spatio-temporal correlations. Given the route of the stream and the evo-
lution of measurements over time in the originating region, value predictions for the destination
area of the stream can be derived and pushed towards the respective sensors. These spatio-
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temporal predictors require a large amount of data from past measurements of a number of
sensors and also high computational effort to identify relevant streams.
Unlike physical measurements, object locations are represented by complex positional infor-
mation. Since predicting such data is costly, current approaches only estimate time windows in
which an actual sensor needs to be queried to keep track of an object. If speed and direction
can be measured, single sensors suffice to generate a location predictor, but in most cases this
task also requires a more global view of the object’s recent locations. In addition, gathering this
information from multiple sensor nodes allows to detect more complex movement patterns than
linear continuation.
3 Related Work
Current work on predictors focuses on reducing communication inside WSNs to preserve energy
resources as much as possible. Since this can be achieved most efficiently with predictions on
single sensor nodes, much work has been done on temporal predictors. Symmetric approaches
[SR06], where predictors on data source and sink perform basically the same computations, have
been proposed. PRESTO [DGL+05], which also considers latency-reducing properties, follows
an asymmetric strategy where predicting functions are generated on the predictor at the data sink
and pushed towards sensor nodes.
To model spatial correlations, BBQ [DGM+04] uses time-varying multivariate Gaussians.
Using this probabilistic model over the observed area, only those sensors are selectively queried
which most improve reliance until the target confidence, required by the application, is met. A
similar idea has also been proposed in [LCLC04].
In [GI01] each measuring point is treated like a pixel of an image. Time series of measure-
ments can then be considered as a video and prediction techniques used in current video com-
pression algorithms can be applied to model spatio-temporal correlations.
For object tracking sensor networks, location predictors [XWL04] have been proposed to min-
imize the number of nodes that need to be in active sensing state. More recent approaches
[GQP06, TLH08] propose exploiting regular movement patterns, which, in case of simulations,
could be supplied by the application.
Although PRESTO also considers the problem of high latencies for queries in WSNs, to our
knowledge no further research has been conducted to optimize predictors for latency or use this
approach outside WSNs. By applying the idea of predictors from WSNs to all parts of the
GSGM and optimizing it for latency using the available resources in the overlay network, we
aim to provide applications with real-time sensor information.
4 Research Challenges
Exploiting the potential of predictors for reducing latency by combining the different classes
poses several challenges concerning the structure of predictors and the GSGM. This section
introduces the main challenges that arise from integrating predictors in the distributed stream
processing overlay network of GSGM. The placement problem of predictors is discussed in
detail and requirements for the interaction with applications are presented.
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4.1 Stream Processing with Predictors
In the stream processing overlay network of GSGM window operators materialize the stream for
further processing. Thereby, the window size is given as the number of samples or as a time
frame. While a time frame is not affected by predictors, the number of samples the predictor gets
does not contain any information about the number actually taken at the sensor any more. Since
the sampling of sensor data is only used due to digital processing and packet based networking,
we will convert sample-based windows to time frames. The required information about the
sensor sampling rate, which presents an upper bound for predictor and sensor data accuracy, will
be implicitly encoded in the predictor model.
As per description, predictors in WSN provide a good mechanism to efficiently monitor con-
tinuous observations. However, GSGM also aims to support discrete sensor events, which do not
follow a continuous characteristic. Although some applications query for the occurrence rate of
such events, which is again continuous, a new class of predictors has to be developed to support
event prediction. Our approach is to evaluate future values obtained from temporal predictors
to detect the triggering of filter operators, which cause such events, in advance. However, for
events from sensors, like the ones that are generated on registration of RFID-enabled pallets, new
approaches have to be found.
4.2 Placement of Predictors in the Overlay Network
Since a predictor’s sink can instantly reply to queries, it is desirable to move it as close to the
application as possible. If its source exists, it should be placed directly on the sensors to reduce
the amount of data transmitted. However, a variety of reasons complicate this approach.
First of all, as the classification of predictors shows, all but temporal predictors require more
than the local view. Transmitting all the required data to the predictor sink at the application and
then synchronize it with its corresponding source on the sensor incurs a high overhead, even if
only local correlations are considered.
Due to the vast differences of hard- and software between WSNs and the overlay network,
we will not initially focus on predictors that act across the gateways despite the availability of
IP-enabled wireless sensor nodes [DAW+08]. This also allows the usage of other established
energy-preserving techniques – also not predictor-based ones – that have been especially de-
veloped for WSNs. Furthermore, we can easily integrate arbitrary WSNs into the GSGM on a
well-defined interface.
While the placement inside a WSN is implicitly given by the type of predictor used, all types
can be arbitrarily combined and placed in the resource-rich overlay network. We propose a
common interface to predictors to easily enable their application on every single link between
stream processing in-network operators in the overlay network of GSGM. This way, different
classes of predictors can also be directly connected and a single predictor can be re-used to
provide multiple adjacent operators and predictors as well as applications with measurement
data.
Instead of single sensor readings, many applications will require aggregated values from a
certain geographic area. These should be computed as close to the data sources as possible to
minimize bandwidth usage. To maximize the profit of re-using data streams for multiple queries,
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operators that compute these partial results have to be placed in the network in a way that allows
both early filtering of information and most possible re-usage of data. With the integration of
temporal predictors, this problem becomes even more complex because of their two-part nature.
As already mentioned in earlier, the optimal positions of the aggregation operator and the pre-
dictor are contrary, which at first sight contradicts the placement strategies commonly used for
operators in distributed stream processing systems. This problem is solved in GSGM by split-
ting the predictor if necessary, thereby building a multi-hop temporal predictor. To prevent an
increase of latency by the intermediate stopover, the predictor updates will be forwarded un-
changed parallel to the recreation of the complete continuous data stream.
4.3 Interacting with the Application
A general problem in GSGM is the discovery of relevant sensor data sources. First of all, this
concerns addressing schemas for the application interface, but partial results of existing queries
also have to be found inside the stream processing overlay network. Since different applications
can specify different bounds on data quality in terms of latency and accuracy, the challenge is
no longer only to find the data, but to also provide it with the required quality. To reduce costly
adaption in the overlay network by transferring predictors from one node to another, we focus on
dynamic predictor models whose accuracy can be adjusted quickly at runtime. Where possible,
application nodes in the overlay network are placed in order of decreasing QoS requirements
along the data streams to avoid meticulous data overhead.
Another challenge in stream processing systems is, due to the high and possibly bursty data
rates, load shedding in temporary overload situations. Since at least temporal predictors directly
reduce the amount of data transmitted and other predictors are intended to cope with a reduced
input stream, we can provide an intelligent load shedding mechanism, which still supplies the
relevant information queried but reduces the accuracy provided. However, if the overload is
caused by shortage in computational or memory resources on a node rather than link congestion,
the predictors have to switch to a simpler model rather than increased thresholds. In order to pick
the right model according to the situation, adaptive model selection [BSB07] will be employed.
Without additional information from the applications using the GSGM, predictors need very
conservative thresholds for triggering an update from the data source. To use their full potential,
the application can specify information about the maximum tolerated error bounds and staleness.
If the application can handle a higher latency, GSGM can provide higher accuracy by requesting
an explicit model update for example. Vice versa, if high uncertainty of values is tolerated, the
actual prediction might already be sufficient. The challenge in GSGM is to find metrics and
algorithms to trade staleness for accuracy and provide an appropriate interface for applications
to specify the required quality of service and data. Approaches from the domain of approximate
stream processing will be evaluated for this purpose.
Finally, especially for spatial and location predictors, we expect that applications can provide
information about spatial correlations and object movement patterns respectively. This infor-
mation will be integrated into the predictors to enhance the prediction model and therefore data
quality. However, if different applications provide conflicting data about correlations or move-
ment patterns, a reliable conflict solution has to be found. Work on such reasoning problems has
already been done in other areas whose applicability for GSGM has to be checked.
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5 Conclusion
We have provided the motivation for and described the usage of predictors in the Global Sen-
sor Grid Middleware to provide applications with low latency sensor data. Existing predictive
techniques have been classified and their integration in the GSGM has been proposed. Basic
requirements for predictors, applications and the GSGM for a successful implementation of this
approach have been identified. Resulting research challenges have been detected that are subject
to future work.
The application of the concept of predictors in the resource-rich overlay network offers new
possibilities for the combination of different classes of and more complex predictors. Univer-
sal deployment of predictors from sensors to applications is therefore expected to significantly
improve data acquisition for close to real-time purposes.
We will implement the presented concepts within GSGM to build a Global Sensor Grid for
simulation applications as part of the Stuttgart Research Centre and Cluster of Excellence “Sim-
ulation Technology” (SimTech). To investigate requirements on quality of service and data and
to evaluate the potential of predictors for the Global Sensor Grid under real conditions, coopera-
tion partners inside the SimTech Cluster will provide their applications and the respective quality
requirements.
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