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Modern neuroscience increasingly relies on custom-developed software, but much of this is not being made
available to the wider community. A group of researchers are pledging to make code they produce for data
analysis and modeling open source, and are actively encouraging their colleagues to follow suit.Developing custom software for ex-
tracting, translating, analyzing, and visu-
alizing experimental data, as well as
code for modeling and simulating the
mechanisms underlying the examined
phenomena, is a crucial element of
the work behind many publications in
neuroscience today. This code can often
be complex and involve many pro-
cessing steps that cannot be fully
described in the accompanying publica-
tions. Releasing these scripts is gener-
ally not a prerequisite for publication.
Nevertheless, making them publicly
available would increase the reproduc-
ibility and scientific rigor of the results
described, and potentially accelerate
the pace of research by making it easier
to build on previous work.
Reproducibility Crisis
The inability to reproduce the findings
of many published studies in neurosci-
ence has been highlighted recently
(Baker, 2016; Open Science Collabora-
tion, 2015), and there is general agree-
ment that this is a problem that needs to
be tackled by the whole field. While there
are practical reasons why not all of the
experimental steps to acquire the data
can be easily reproduced (specialist hard-
ware, access to transgenic animals or re-
agents, etc.), this does not necessarily
apply to the computational analyses car-
ried out on the data. Such analyses are
becoming more and more sophisticated,
and there is a widening gap between the
raw experimental data and the figures in
the publication. Where the code is made
available, these steps are much more
transparent; not having access to under-
lying code can make replication of the
study impossible.964 Neuron 96, December 6, 2017 ª 2017 El
This is an open access article under the CC BYBenefits of Openly Releasing Code
Making the code associated with a scien-
tific publication openly available provides
the opportunity for anyone in the commu-
nity to reuse, build on, and improve the
software the authors have developed
(and will continue to use) in their labs;
the publication becomes an advertise-
ment for the usefulness of the software
(Claerbout; paraphrased in Buckheit and
Donoho, 1995). The willingness to share
one’s code and receive constructive feed-
back contributes to the reliability and
scientific value of results obtained. As
more groups share, test, and contribute
to one another’s software, openly
releasing code will lead to a distributed
and freely available network of tools,
databases, and related resources for
data analysis and model development,
making neuroscience research more effi-
cient and reliable.
Our Commitment
While there is growing consensus that
such open sharing of code should happen,
some members of the neuroscience
community have decided to make an
active, public commitment to this effect.
As an outcome of the September 2016
conference at Janelia Research Campus
on Collaborative Development of Data-
Driven Models of Neural Systems, we
wrote an open letter pledging to release
promptly, completely, and freely all com-
puter code,model scripts, andparameters
necessary to reproduce the analyses and
simulations from our future publications
(http://opensourceforneuroscience.org/).
The signatories of the letter commit to
making all software applications (tools, li-
braries, etc.) theydevelop for experimental
data analysis or model construction opensevier Inc.
-NC-ND license (http://creativecommons.org/lisource at time of publication, whether or
not the software is the main subject of
the paper. Importantly, if and when asked
to serve as peer reviewers, we will hence-
forth ask authors about the availability of
any code they have developed for data
analysis and modeling that is essential to
reproducing the results of their paper and
require that this be shared publicly upon
acceptance (see also Morey et al., 2016).
Code Sharing Doesn’t Need to Be
Onerous
Many researchers feel reluctant to share
code, believing it may not be sufficiently
well written or documented to be useful
to others (Barnes, 2010). This shouldn’t
be a barrier to releasing it. There should
be no obligation to support code after
making it available; all that the authors
are claiming is that it can be used to repro-
duce the results of that specific publica-
tion. Making the source files available to
read allows others to find the parameters,
algorithms, and/or assumptions used in
the analysis or model that may be missing
from the paper.
Releasing the core scripts and/or li-
braries as an open source package before
the publication (without any data specific
to the publication) allows early feedback
from the community and can increase
the usability and quality of the code. It
also means junior researchers receive
more instant recognition for their contri-
butions, without having to wait until publi-
cation of their work.
Many Good Code-Sharing
Solutions Exist
While simply making a zipped file avail-
able for download on the lab website is
a good start, sharing code in an open,censes/by-nc-nd/4.0/).
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back is becoming easier and easier.
GitHub is the choice of many open source
projects (Perkel, 2016), and code can be
shared there, updates made, and user is-
sues answered, all through standard web
browsers with no command line knowl-
edge required. Other online version con-
trol repositories such as BitBucket and
GitLab offer similar functionality. Zenodo
can be used to give a permanent DOI to
specific releases of one’s code. Figshare
is useful, too, for releasing (citable) data-
sets associated with the code. Jupyter
notebooks can show how to interact
with the code or data and can be the start-
ing point for new users. More details of
best practices for code sharing can be
found in Eglen et al. (2017) and Prlic and
Procter (2012).
Planning sooner rather than later what
will be shared from your scripts, and in
what form, will make it much easier to
release them upon publication. Sharing
the repository privately inside a lab,
getting lab members used to committing
code to a version control repository,
merging changes, and opening and clos-
ing issues, before finally flipping the
switch to make it visible to the rest of the
world (and then continuing your develop-
ment workflow exactly as before), is a
good option to consider.
Funding Agencies and Journal
Obligations
While altruistic motives and positive rea-
sons for sharing code are clear, there
are also more and more obligations on re-
searchers to change their attitudes to-
ward releasing the code they produce.Funding agencies such as Wellcome
Trust in the United Kingdom and the NIH
in the United States already have policies
on code sharing and more will likely
follow. Journals too are tightening their
requirements on the code behind their
publications (Bernard, 2017; Nature
Methods Editorial, 2014). It will be more
and more difficult to justify not being
prepared to share code at the point of
paper publication.
The signatories to this pledge will be
asking about the status of sharing of
code relevant to manuscripts during
reviews. The eventual outcome of these
requests will require case-by-case judge-
ment calls, and will depend on personal
perspectives on how to maximize scienti-
fic impact of the whole body of work.
Nevertheless, this initiative shows that
there are named scientists out there
who will be demanding this of other re-
searchers when they review their work.
Some Restrictions and Caveats
Of course, not all software can or should
be shared with others. Software for con-
trolling custom hardware, for managing
data inside a lab environment, etc. will
be of little use in another context. Soft-
ware developed for commercial purposes
is a special case. There may be valid rea-
sons why this cannot be released, not
least if there has been industry funding
that restricts the rights of the code. How-
ever, if access to this code is required for
verifying the claims of a paper, it will still
have to be made available in a usable
form at least to the reviewers.
There can be many interpretations
of what ‘‘should’’ be shared, but thereneeds to be a transition from the old atti-
tude that there is no obligation or motiva-
tion to release any code associated with
a publication, to a mindset that the code
release can improve the scientific worth
of a publication as well as provide bene-
fits for the lab and the community in
general.A Call to the Community
We invite all like-minded scientists, devel-
opers, users, and peers to join us in this
pledge and encourage the wider commu-
nity to sign the open letter at http://www.
opensourceforneuroscience.org/.REFERENCES
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