Abstract. We construct a Glauber dynamics on {0, 1} R , R a discrete space, with infinite range flip rates, for which a fermion point process is reversible. We also discuss the ergodicity of the corresponding Markov process and the log-Sobolev inequality.
Introduction
Fermion point processes date back to Macchi's work [15, 16] and after that many authors have studied them in various contexts [3, 4, 21, 24, 25] . Fermion point processes on a discrete space (fermion shift) are investigated in [22] , especially from the ergodic theoretic point of view. A fermion point process on a discrete space R is a probability measure µ K on X = {0, 1} R associated with a symmetric (Hermitian) operator K on ℓ 2 (R) whose spectrum is contained in the closed interval [0, 1] . The measure µ K is defined as follows: for any function f with compact support Λ ⊂ R, the Laplace transform is given by (1.1)
where K Λ is the restriction matrix of K on Λ. In Section 2, we will give an expression of the measure for cylinder sets. It is given by the determinants of finite matrices obtained from K, which is reflected by the fermionic structure of the process. Hereafter we will drop the subscript K from the notation.
In this paper, we construct a Glauber dynamics on X for which the equilibrium measure µ is reversible and investigate the ergodic properties of the dynamics. For the construction, we define the flip rates through the (one-point) conditional probabilities of the measure µ, say, (1.2) γ x (ξ x ; ξ {x} c ) := µ{η ∈ X : η x = ξ x | η u = ξ u for all u = x},
for each x ∈ R and ξ ∈ X. We will see that (Proposition 3.1 (a)) under the condition that (1.3) λ ≤ K ≤ 1 − λ for a 0 < λ ≤ 1/2, these conditional probabilities are given explicitly by determinants of finite matrices obtained from K, and they are uniformly bounded: for all x ∈ R, ξ ∈ X, (1.4) λ ≤ γ x (ξ x ; ξ {x} c ) ≤ 1 − λ.
Let C(X) denote the space of continuous functions on X with product topology. For f ∈ C(X) and x ∈ R, let In this paper, the Glauber dynamics will be defined through the following generator:
where ξ x ∈ X is given by (1.
and the flip rate c(x, ξ) is defined by (1.9) c(x, ξ) := γ x (ξ x ; ξ {x} c ) −1 .
It should be worthy to emphasize that our flip rate is not of finite range in general. From definition, the detailed balance condition is automatically satisfied and we note that the corresponding pre-Dirichlet form is given by E(f, g) = − X f Lg dµ = x∈R X ∇ x f (ξ)∇ x g(ξ)dµ(ξ) (1.10) for f, g ∈ D(X), where ∇ x f (ξ) = f (ξ x ) − f (ξ). It is obvious under the condition (1.4) that Lg ∈ L 2 (X, µ) for g ∈ D(X). Thus (E, D(X)) is closable in L 2 (X, µ) and its closure is a Dirichlet form [10, 19] .
The main result in this paper is to show that the closure of the pregenerator L defined in (1.7) is a Markov generator of a continuous semigroup {T t , t ≥ 0} on C(X) under the condition that is the generator of a Markov semigroup {T t , t ≥ 0} and there is a unique Feller Markov process {ξ t , t ≥ 0} on X corresponding to T t .
We remark that the diffusion process for the fermion point process on the continuum space R 1 associated with the sine kernel (Dyson's model) is discussed using Dirichlet form theory in [20, 25] .
Next we discuss the ergodic property of the Markov process constructed in Theorem 1.1. By P(X) we denote the space of all probability measures on (X, B(X)), where B(X) is the Borel σ-algebra. Given a Markov semigroup {T t , t ≥ 0} on C(X) and ν ∈ P(X), the probability measure νT t , t ≥ 0, is defined by the relation:
Recall that a probability measure ν ∈ P(X) is said to be invariant for the Markov process corresponding to the semigroup {T t , t ≥ 0} if νT t = ν for all t ≥ 0. We say that the Markov process is ergodic if (a) the invariant probability measure is unique, say ν 0 , and (b) lim t→∞ νT t = ν 0 for all ν ∈ P(X), where the convergence of the measures is in the weak sense.
In relevance to the ergodicity we have the following result. Theorem 1.2. Suppose that (1.11) holds. If q(K) := sup x∈R y∈R: y =x |K(x, y)| 1 is sufficiently small then the Markov process with semigroup {T t , t ≥ 0} constructed in Theorem 1.1 is ergodic and µ is the unique invariant measure.
We remark that if q(K) = 0 then the corresponding measure µ K is a Bernoulli measure (see Example 2.2). The smallness of q(K) in the condition of Theorem 1.2 and Theorem 1.3 corresponds to the weakness of the many body interactions in statistical mechanical models. This paper is organized as follows: In Section 2 we introduce fermion point processes and give explicit form of the measures for cylinder sets. In Section 3 we provide the specification for a fermion point process. In Section 4 we give the proofs for the theorems. In Appendix we summarize the proof of "sweeping out relations" which is used to prove Theorem 1.3.
Fermion point processes on a discrete space
In this section, we introduce a class of Borel probability measures which are called fermion point processes and show some basic properties of them.
Let R be a countable set and X be the compact space {0, 1} R with product topology. For ξ = {ξ x } x∈R ∈ X, we denote the subset {x ∈ R ; ξ x = 1} of R by Λ(ξ). Let K be a symmetric operator on (complex) ℓ 2 (R) and assume that the spectrum of K is contained in the closed unit interval [0, 1]. Now we define the map from X to the space of all bounded linear operators on ℓ 2 (R) by
where P Λ(ξ) and P Λ(ξ) c are the projection operators onto ℓ 2 (Λ(ξ)) and ℓ 2 (Λ(ξ) c ), respectively. It should be noted that K (ξ) is not a symmetric operator in general and that the map ξ → K (ξ) is continuous in the strong operator topology.
For any bounded linear operator T on ℓ 2 (R) and any subset ∆, ∆ ′ ⊂ R, we define the restriction operator T ∆,∆ ′ := P ∆ T P ∆ ′ , where P ∆ is the projection operator onto ℓ 2 (∆). In particular, we simply denote T ∆,∆ by T ∆ . We also denote the restriction of ξ ∈ X to ∆ by ξ ∆ . By abuse of the notation, we denote the cylinder set {ζ ∈ X; ζ ∆ = ξ ∆ } by ξ ∆ , too.
Theorem 2.1 ( [22] ). Let K be a symmetric operator on ℓ 2 (R) and assume that the spectrum of K is contained in the unit closed interval [0, 1]. Then there exists a unique Borel probability measure µ on X = {0, 1} R such that the measure of a cylinder set ξ ∆ is given by
∆ ) for any finite subset ∆ ⊂ R. Moreover, the Laplace transform of µ is given by (1.1).
Proof. We note that if
since both K and I − K are positive definite. By the continuity of determinant, the above inequality is still valid even if I ∆ − K ∆ is not invertible. So we can define a nonnegative function
for any finite subset ∆ ⊂ R and u ∈ ∆, where ξ u is defined in (1.8). In particular, when ∆ = {u}, we get
We regard the cylinder set ξ ∅ as the whole space X. The equalities (2.5) and (2.6) imply that µ ∆ is a probability measure on {0, 1} ∆ and also that the family of probability measures {µ ∆ } satisfies the Kolmogorov consistency condition. Hence there exists a unique probability measure µ on X whose marginal distributions are given by (2.2). It is easy to see that the Laplace transform of µ is given by (1.1).
The probability measure obtained in Theorem 2.1 is called a fermion point process following [15, 16] . Typical examples are given by translation invariant kernels as in the following. 
Let K be a Toeplitz operator, a convolution operator on ℓ 2 (Z d ) with convolution kernel k. Then, K satisfies the required condition in Theorem 2.1 and we obtain the probability measure on X invariant under the Z d -action. This class contains Bernoulli measures. Indeed, when
The n-point function ρ n (x 1 , . . . , x n ) := µ(1 {x 1 ,...,xn} ) is given by the determinant of the Toeplitz matrix, det(K(x i , x j )) n i,j=1 , where 1 is the configuration with all sites 1. The ergodic properties of shift invariant measures on X constructed in the above example have been investigated in [22] . Physical applications can be found in [2, 17] where the 1-dimensional quantum XY model is dealt with. The two point function for the ground state of the model is computed through the Toeplitz matrix as in the example.
Specification for fermion point process
Throughout this section, we always assume that K satisfies (1.3). Now we give an explicit form of a conditional probability by using the original matrix K. In the sequel, by Λ ⊂⊂ R we mean that Λ is a finite subset of R.
is a configuration on Λ 1 ∪ Λ 2 which coincides with ζ Λ 1 on Λ 1 and with ξ Λ 2 on Λ 2 . If Λ is a singleton, say Λ = {x}, we will also use ξ x instead of ξ {x} . For any Λ ⊂ R, we denote by F Λ the σ-algebra generated by the projections X ∋ ξ → ξ x ∈ {0, 1}, x ∈ Λ. Proposition 3.1. (a) Given any Λ ⊂⊂ R, ξ ∈ X, and ζ Λ ∈ X Λ := {0, 1} Λ , the limit
exists as a finite positive number and is given by
In particular, we have
(b) For Λ ⊂⊂ R and a bounded measurable function f , define
where dζ Λ is the counting measure. Then, E Λ f is a version of the conditional expectation E(f |F Λ c ) and {E Λ } Λ⊂⊂R is a system of probability kernel (specification) [6] .
The conditional probability also has been given in a little different form in [22] . For the proof of the proposition, we prepare two lemmas.
Proof. We consider the case ∆ = R. Given a vector f ∈ ℓ 2 (R), we let f Λ := P Λ f and f Λ c := P Λ c f . Denote by ·, · the usual inner product in ℓ 2 (R). We then get (Λ := Λ(ξ))
By using (1.3) we see that
Thus we get
This says that K (ξ) is invertible and (K (ξ) ) −1 ≤ 1/λ. The case of general ∆ ⊂ R also follows from the observation (3.7).
Lemma 3.3. Let A be a bounded operator on ℓ 2 (R) with bounded inverse. Suppose that A −1
∆ exists in the projection space ℓ 2 (∆) for any subset ∆ and uniformly bounded, i.e., sup ∆⊂R A
Since P ∆ c converges to 0 strongly as ∆ → R, we obtain ((
Proof of Proposition 3.1. Since part (b) follows from part (a) immediately, we will prove part (a) only. Let Λ be a finite subset of R. From the definition of the measure µ we can write the ratio of the measures as
By an elementary manipulation on determinants it is easy to check that
where the matrix is of size |Λ|. Since determinant is a continuous function on the matrix components, in order to get the limit in the l.h.s. of (3.10) it is enough to show that each matrix component in the r.h.s. of (3.10) has a limit as ∆ ↑ R. A component, say (x, y)-component of it, is given by
where
∆ have (uniformly) bounded inverses on ℓ 2 (∆), so by using Lemma 3.3 it is easy to check that we have the limit
We have proven that the limit (3.1) exists and is given by (3.2) . Now suppose that Λ = {x}. We will show that
for all ∆, ζ x ∈ {0, 1}, and ξ ∈ X.
This proves the second assertion in part (a) because
.
We notice that P ∆\{x} ((K
∆\{x} . By using the minimax principle for the eigenvalues of symmetric matrix [11] we see that the r.h.s. of (3.15) is greater than or equal to λ 2 min , the minimum eigenvalue of (K
. But λ 2 min ≥ λ 2 by (3.7). We get (3.13) and the proof of Proposition 3.1 is completed. 
Proof of Theorems
For the proof of the theorems, we need the following estimates for inverse matrices, whose proof may be interesting in itself. Proof. We first assume that A is a real matrix. Let S be a copy of S and we use x, y, · · · for the elements of S. We define a Markov chain on the state space S ∪ S with a Q-matrix Q whose elements are defined as follows:
where a ± = max{±a, 0}. We notice that y∈S∪S Q( x, y) = 0 for any x ∈ S ∪ S. Given a function f ∈ ℓ ∞ (S), we extend it to a function f ∈ ℓ ∞ (S ∪ S) by f (x) = f (x) and f (x) = −f (x) for each x ∈ S. We consider the anti-symmetric subspace
for any x ∈ S}.
Note that Q can be regarded as an operator on ℓ ∞ a (S ∪ S). We also define a multiplication operator V on ℓ ∞ (S ∪ S) with a function
which leaves ℓ ∞ a (S ∪ S) invariant. We notice that by the hypotheses (4.5)
V ( x) ≤ −λ, for all x ∈ S ∪ S.
Now we consider the following equation:
for h ∈ ℓ ∞ (S). The l.h.s. of (4.6) can be rewritten as
Thus (4.6) is equivalent to
for
In order to get the matrix components A −1 (x, y), we take h = δ y , the delta function at point y ∈ S. Thus h = δ y = δ y − δ y . Let us define the projection π : S ∪ S → S by π(z) = π(z) = z. Then from (4.9) and by noting that V (x) = V (x), x ∈ S, we have the bound:
We notice that the probability law of the chain {π(X t )} on S is the same as that of the Markov chain on S with a Q-matrix Q defined by Q(x, y) = |A(x, y)|, x = y, and y∈S Q(x, y) = 0 for all x ∈ S. By using the strong Markov property and the fact that V ≤ −λ we get
where τ y is the first hitting time at y of the chain {π(X t )} and ( Q + V ) −1 is the operator norm of ( Q + V ) −1 acting on ℓ 2 (S), which is bounded by 1/λ. For simplicity we write u y (x) := E x [e −λτy ; τ y < ∞]. Let us define a substochastic matrix on S by
be a random variable of exponential distribution with parameter Q(x) = | Q(x, x)| and we use E for the expectation. We then have the following identity:
By the hypotheses we get
We put this estimate into (4.13) and make an infinite iteration to get (4.14)
u y (x) ≤ Γ(x, y),
which is a bounded operator on ℓ ∞ (S) with norm less than b−λ λ . By using (4.11) and (4.14) we complete the proof for the real case.
We consider the case where A is a complex matrix. We write A = A 1 + iA 2 , where A 1 and A 2 are real matrices. Let S 1 and S 2 be two copies of S. Then we naturally have the bijection
, where ℓ 2 real (·) means the real Hilbert space. Under this map, A on ℓ 2 (S) is equivalent to the real matrix
acting on ℓ 2 real (S 1 ∪ S 2 ). Let A −1 := C + iD, where C and D are real matrices. It is easy to check that (4.17)
where P S i , i = 1, 2, are the projections of ℓ 2 real (S 1 ∪ S 2 ) to ℓ 2 real (S i ), i = 1, 2, respectively. We notice that A satisfies the hypotheses in the lemma with S being replaced by S 1 ∪ S 2 . By applying the above result for the real case we prove the lemma.
The condition (4.18) below is a well known sufficient condition for the construction of a Feller Markov process on C(X) with pre-generator L defined by (1.7) [13] . Lemma 4.2. Suppose that (1.11) holds. Then we have
Proof. By definition of the flip rates in (1.9) and (3.3), the condition (4.18) is equivalent to
From (3.2) we see that for any ζ, ξ ∈ X (4.20)
{x} c ,{x} (·, x) are the xth row vector of K (ζ) and the xth column vector of K (ξ) removing the xth component, respectively. By inserting the formula (4.20) into (4.19) we get
Now we introduce the following diagonal matrices (with index set R \ {x})
where −1 appears at the (u, u)-position of Q (u) and R (u) has nonzero component 1 only at the (u, u)-position. By using the equalities (Q (u) ) 2 = I {x} c and Q (u) R (u) = −R (u) , we have
Then it is easy to check that
From this formula we also see that
We insert (4.25) into (4.21) and use the fact that K We remark that the matrix Γ is a bounded operator on ℓ ∞ (R \ {x}) and it is independent of ξ ∈ X. We insert the estimation (4.28) to (4.27) to get
where K is the matrix with K(y, z) = |K(y, z)|. Now the ξ-dependency has already disappeared in the r.h.s. of (4.29). We note that K {x},{x} c (x, ·) is in ℓ 1 (R \ {x}) with ℓ 1 -norm less than 1.
Thus by summing over u on both sides of (4.29) we get (4.30)
which was to be proven. We complete the proof.
We are now ready to prove Theorem 1.1 and Theorem 1.2.
Proof of Theorem 1.1. Theorem 1.1 follows from Lemma 4.2. For example, we may use Theorem 3.9 and Theorem 1.5 of Chapter I of [13] .
For the proof of Theorem 1.2, we will use the so called M -ǫ criterion in [13] . Let M be the finite value of the l.h.s. of (4.18) and define
The following result is given in [13] Chap.I, Theorem 4.1:
Theorem 4.3. Let M and ǫ be defined as above. If M < ǫ, then the Markov process with semigroup {T t ; t ≥ 0} generated by L in (1.7) is ergodic. Furthermore, for g ∈ D(X),
where ν 0 is the unique invariant measure of the process and · u stands for the uniform norm.
Proof
So, it is enough to show that M < 2(1 − λ) −1 . By using (3.3) once more we are in the same position of showing (4.19) except that we now require the bound in the r.h.s. of (4.19) to be less than 2λ 2 (1−λ) −1 . We follow the proof of Lemma 4.2 (cf. the proof of Lemma 4.1). In the renewal equation (4.13) we have the Laplace transform of random variables of exponential distribution, which now should be the values
λ+Q K (x) , x ∈ R, where Q K (x) := y∈R:y =x |K(x, y)| 1 . But these values are uniformly bounded by q(K) λ+q(K) , where q(K) = sup x∈R Q K (x). Finally we get an upper bound ( 1+λ λ 3 )q(K) 2 for the l.h.s. of (4.19) . This value can be small as much as we like by taking q(K) small. Therefore we have proven that M < ǫ if q(K) is small. Theorem 1.2 now follows from Theorem 4.3. Now we prove Theorem 1.3. We recall that the flip rates in our model are not of finite range in general. The log-Sobolev inequality for the discrete spin systems with infinite range interactions are discussed for instance in [12] and [8] . We will mainly apply the methods developed in [8] whose main ingredients are the so called "sweeping out relations" (4.34) together with the Dobrushin uniqueness condition and martingale expansion method introduced in [14] . We will summarize the proof of the following lemma in the Appendix for readers' convenience. xy 's such that 
Once we have prepared the above lemma the proof of (1.16) follows immediately and is given in [8] , Theorem 5.22, however here we sketch the proof.
Proof of Theorem 1.3. Suppose that |Λ| = N and let {x 1 , · · · , x N } be an enumeration of the points in Λ. Let Λ n := {x 1 , · · · , x n }, 1 ≤ n ≤ N , and let E n := E Λn . For a real measurable function f , set f n := E n f , f 0 = |f |. We notice that any measure E Λ restricted to a single point σ-algebra for a point inside Λ has a uniform log-Sobolev constant, say c 0 . In fact, we see that for any Λ ⊂⊂ R and ξ ∈ X, the measure E ξ Λ (·) being restricted to a single site x ∈ Λ, is absolutely continuous with respect to the ( Λ (ζ x ) ≤ 1 − λ . Thus we have a uniform log-Sobolev constant. By using the so called martingale expansion method developed in [14] , we have the following bound:
We use Lemma 4.4, the Schwarz inequality, and consistency of the specification, to get
Thus (1.16) is proven. The global log-Sobolev inequality (1.13) follows from (1.16) by simple approximation.
Appendix
In this Appendix, we give the proof of Lemma 4.4. Under the condition (1.3), if q(K) is sufficiently small, the inequality (1.11) holds for a possibly different λ 1 > 0:
In the sequel, the constants depend only on λ in (1.3) and λ 1 in (5.1).
Recall that Dobrushin's independence matrix is given by 
Proof. By (5.3) we follow the argument of the proof of Theorem 1.2 to get
In order to get the other bound recall that
It is very convenient to write the r.h.s. of the above equation just by µ(ξ)/µ(ξ {x} c ) even though both numerator and denominator are zero. By following this convention and by using (3.3) and the fact that (informal!) µ(ξ {x} c ) = µ(ξ) + µ(ξ x ) we see that
where ξ xy = (ξ x ) y and we have used the bound
in the last inequality. In fact, we see that
µ(ξ xy ) and µ(ξ x )/µ(ξ xy ), for example, is equal to γ y (ξ y ; ξ x {y} c )/γ y (ξ y ; ξ x {y} c ). We then use (3.3). Now by using (5.7) and the same argument used to get (5.5) we conclude the proof.
From now on we assume that q(K) is sufficiently small so that the Dobrushin uniqueness condition holds, i.e., (5.9) sup x∈R y∈R: y =x
For any function f : X → R and ∆ ⊂ R, define
The following result is given in [9] :
Theorem 5.2. Assume the Dobrushin uniqueness condition (5.9) holds. Then for any Λ ⊂⊂ R and ξ ∈ X we have
and hence E
Λ and E Λ are mutually absolutely continuous by (3.2) when they are understood as probability measures on X as usual. We denote by u x,Λ its Radon-Nikodym derivative, that is,
where the second equality follows immediately from (3.4) and (5.13). It should be noted that u x,Λ is uniformly bounded in x and Λ.
13
For any x = y ∈ R, define (5.15) 
Proof. Following the convention used in the proof of Lemma 5.1 we see from (5.14) that
We notice that
Now by following exactly the same way as used in the proof of Lemma 5.1 we finish the proof.
x,∆ := Var ∆ E Λ\∆ (u x,Λ ), and for any x = y ∈ R, we put 
Proof. To estimate the quantities κ (Λ)
x,{y} we remark that
Using (5.11) we see that
Hence we obtain
Now we use Lemma 5.1 and Lemma 5.3 to finish the proof.
Recall that we have defined a nonlinear expectation E Λ by
Lemma 5.5. The operator E Λ has the following properties.
(a) If Λ ′ ⊂ Λ ⊂⊂ R, E Λ E Λ ′ = E Λ .
(b) R x ≤ λ −1/2 E x for all x ∈ R.
(c) E Λ E x ≤ c 4 E x E Λ for all x / ∈ Λ ⊂⊂ R.
where E Λ (f ; g) = E Λ f g − E Λ f E Λ g for any real measurable function f and g. 
Denoting by E Λ a copy of E Λ we get
Hence we obtain (d) when E Λ g = 1. The general case follows immediately from this.
In order to prove the sweeping our relations, we finally prepare the following lemma. We remark here that the statements in Lemma 5.6 and Lemma 4.4 are slightly modified from that of [8] , but the proofs are adapted from [8] .
Lemma 5.6. For any real measurable function f : X → R, Λ ⊂⊂ R, and x / ∈ Λ, we have a constant C Λ,Λ∩Λ f such that
where Λ f stands for the support of f , i.e., Λ f is the smallest subset ∆ ⊂ R satisfying ∇ x f = 0 for any x ∈ ∆ c .
Proof. In almost the same way as showing (5.21), we see that
By the triangle inequality, we obtain (5.31) I 2 ≤ E Λ ∇ x f.
For I 1 we observe that (5.32)
By using Lemma 5.5 (c) and (5.38) we repeat the above process to obtain (5.42)
We repeat this to the second term of the r.h.s. of (5.42). For example, given 1 ≤ l ≤ N , we enumerate the points in Λ l by {y (2) 1 , y
2 , · · · , y 6. Acknowledgments
