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ABSTRACT
The effect of reduced frequency on dynamic stall behavior of a pitching NACA0012
airfoil in a turbulent wake using Direct Numerical Simulations is presented in the
current study. Upstream turbulence with dynamically oscillating blades and airfoils
is associated with ambient flow unsteadiness and is encountered in many operating
conditions. Wake turbulence, a more realistic scenario for airfoils in operation, is
generated using a small solid cylinder placed upstream, the vortices shed from which
interact with the pitching airfoil affecting dynamic stall behavior.
A recently developed moving overlapping grid approach is used using a high-order
Spectral Element Method (SEM) for spatial discretization combined with a dynamic
time-stepping procedure allowing for up to third order temporal discretization. Two
cases of reduced frequency (k = 0.16 and 0.25) for airfoil oscillation are investigated
and the change in dynamic stall behavior with change in reduced frequency is stud-
ied and documented using flow-fields and aerodynamic coefficients (Drag, Lift and
Pitching Moment) with a focus on understanding vortex system dynamics (including
formation of secondary vortices) for different reduced frequencies and it’s affect on
airfoil aerodynamic characteristics and fatigue life. Transition of the flow over the
surface of an airfoil for both undisturbed and disturbed flow cases will also be discussed
using Pressure coefficient and Skin Friction coefficient data for a given cycle combined
with a wavelet analysis using Morse wavelets in MATLAB.
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Chapter 1
INTRODUCTION
Dynamic stall is an important aerodynamical phenomenon and is associated with a
sudden drop in the lift coefficient when the angle of attack is increasing or decreasing.
It has important implications in many practical situations, and significantly effects
aerodynamics and performance of rotating blades of the helicopters, wind turbines and
gas turbine engine components, as well as military aircrafts and fighters in maneuvers.
The problem of dynamic stall was a subject of many experimental and numerical
studies in the past few decades(McCroskey, Carr, and McAlister 1976; McCroskey
1982; Ericsson and Reding 1987; Carr 1988; Visbal 1990; Carr and Chandrasekhara
1996; Ekaterinaris and Platzer 1998), however one aspect of the problem that is
associated with the free-stream turbulence effects is still not well understood. Free-
stream turbulence effects are important, especially in rotating machinery applications,
when the inflow experienced by an oscillating blade is effected by unsteadiness and
the vortices shed from the other blades. In aircraft operations and wind turbine
technologies, free-stream turbulence effects are present in formation flight and wind
turbine interactions in wind arrays and farms.
There is a scarce number of studies on the effects of the upstream turbulence on
dynamic operation of the airfoils. A few experimental studies documented the effects
of turbulence on the behavior of the pitching upward airfoil (Conger and Ramaprian
1994; Chen and Choa 1999) as well as an airfoil oscillating in pitch (Amandolese and
Szechenyi 2004; Leu et al. 2012; Yu, Leu, and Miau 2016). There were even fewer
computational studies on this effect, perhaps due to a complexity of the required
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methodologies that need to be developed in order to capture both the dynamic
movement of the airfoil and the characteristics of the incoming turbulence. Kim
and Xie (Kim and Xie 2016) have performed such an investigation with Large Eddy
Simulations, using the dynamic overset mesh capabilities developed in the OpenFOAM.
They generated an upstream isotropic turbulence using a synthetic approach (Kim
2013). Computational studies discussing the flow physics over the entire surface of an
airfoil while under the effects of upstream Turbulence are rare. (Visbal 2011) recently
investigated (computationally) the flow physics over a SD7003 airfoil in deep dynamic
stall in plunging motion for an undisturbed flow. (Lee and Gerontakos 2004) have also
investigated on a NACA 0012 airfoil experimentally with a focus on flow transition
and separation, and reattachment and relaminarization without any disturbances.
In a recent paper (Merrill and Peet 2016a), a computational capability to study the
effects of wake turbulence on a dynamically oscillating airfoil with Direct Numerical
Simulations was developed. The wake turbulence was generated by placing a small
solid cylinder upstream of the NACA0012 airfoil. The simulations were performed
with the moving overlapping grid approach that were recently developed in a high-
order spectral element method (Merril and Peet 2015; Merrill et al. 2016; Merrill and
Peet 2016b). Wake turbulence is a more realistic scenario for the airfoil operations
than an isotropic turbulence, since the turbulence shed by upstream and interacting
objects has wake-like features and departs from isotropic turbulence idealizations.
Out of the previous studies that looked at the free-stream turbulence effects on
pitching airfoils (Conger and Ramaprian 1994; Chen and Choa 1999; Amandolese and
Szechenyi 2004; Leu et al. 2012; Yu, Leu, and Miau 2016; Kim and Xie 2016), only
one (experimental study by Chen and Choa (Chen and Choa 1999)) considered the
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realistic wake turbulence, and all the other studies were concerned with the isotropic
turbulence.
In this study (Gandhi, Merrill, and Peet 2017), we investigate how the effects
related to the dynamic airfoil operation in a turbulent wake change with change in
the reduced frequency using the moving overlapping grid approach. We compare
two reduced frequencies, k = 0.16 and 0.25, with and without the turbulent wake,
and document the details of the unsteady flow-field, vortex dynamics, as well as the
aerodynamic coefficients. Our goal is to relate the flow physics as observed by the
visualizations of the snapshots provided by Direct Numerical Simulations, to the
aerodynamic characteristics and performance of the airfoil as measured by the lift,
drag and pitching moment coefficients and document the details of the dynamic stall
vortex formation, separation and re-attachment, as well as the development of the
other vortical systems associated with the dynamic stall (such as trailing edge vortex
and a secondary dynamic stall vortex). Comparison to the baseline cases, without an
upstream turbulence, will be made as well.
Finally, an analysis of the flow, for both undisturbed and disturbed flow cases
(k = 0.16), over the suction surface of the airfoil to determine regions of Instabilities,
Laminar flow, Turbulent flow, etc. using Pressure coefficient and Skin Friction data
from grid-points on the airfoil is also performed, the aim being to gain a better
understanding of the different flow regime at different positions on the airfoil for a
complete cycle of pitching upstroke and downstroke motion. The data obtained from
the airfoil is also analyzed using Morse wavelets to validate the Strouhal number
corresponding to the vortex shedding frequency (for the case of the disturbed flow)
and filter out various frequencies allowing us to compare and verify the discussed flow
regions for both the disturbed flow and undisturbed flow cases.
3
Chapter 2
METHODS
2.1 Numerical Methods
We perform Direct Numerical Simulations (DNS) to investigate the effect of
incoming turbulent wake disturbances on dynamically-pitching NACA0012 airfoil
with the open-source high-order fluid dynamics solver Nek5000 (Fischer, Lottes, and
Kerkemeier 2008). Nek5000 utilizes the Spectral Element Method (SEM) for spatial
discretization, and allows for up to third order temporal discretization for solutions to
the incompressible Navier-Stokes equations. Spatial discretization is performed by
dividing each subdomain into a set of elements wherein the solution is approximated
using polynomial basis functions that pass through a discrete number of collocation
points with Gauss-Lobatto Legendre (GL) point distribution for velocity and Gauss
Legendre (G) point distribution for pressure. Exponential spatial convergence is
achieved with polynomial order refinement, which thus increases the number of GL
and G points defined within each element.
The dynamic interaction of unsteady turbulent wake with the pitching airfoil is
handled by utilizing the moving overlapping mesh methodology recently implemented
in Nek5000 solver (Merrill et al. 2016; Merril and Peet 2015; Merrill and Peet 2016b).
Subdomain movement is handled with the Arbitrary Lagrangian-Eulerian (ALE)
formulation that has been previously shown to be an efficient method for representing
the relative motion of the fluid particles with respect to an arbitrarily moving mesh.
The method allows for large mesh movement in a prescribed manner without the
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detrimental effects of mesh distortion or the need for remeshing in two- and three-
dimensional simulations. The moving overlapping mesh methodology has been shown
to maintain this exponential spatial accuracy in the global computational domain and
was thoroughly validated (Merril and Peet 2015; Merrill and Peet 2016b). Parallel
computations achieve linear scaling to thousands of processors (Merrill et al. 2016;
Merrill and Peet 2016b).
Within the formulation, a global domain is decomposed into two overlapping
subdomains. The mesh in the subdomain that is constrained to move is prescribed a
predetermined mesh velocity (corresponding to a motion of a pitching airfoil in our
case). Dirichlet velocity conditions are enforced on the moving solid boundaries that
match the velocity of the moving rigid body.
Values at mesh interfaces are determined by performing Lagrangian interpolation
on values in the adjacent subdomain from previous timesteps. This interpolation
method, when coupled with the SEM solver, gives spectrally accurate values at
gridpoints on interface boundaries. Search and locate procedures are carried out to
express the location of a point on the interface of one subdomain in terms of the
local coordinates of a corresponding element in the other subdomain. The problem
is treated as an optimization task, seeking to minimize residuals with the Newton-
Raphson method (Merrill et al. 2016). Due to a dynamic change of relative positions
between the meshes, search and locate procedures have to be performed at each
time step. Temporal coupling at interfaces is achieved using an mth-order explicit
interface extrapolation (IEXTm) scheme, using interpolated values from previous
timesteps (Peet and Fischer 2012; Merrill et al. 2016). Stability of the extrapolation
method has been examined previously using steady overlapping grids and was found
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to be dependent upon the mesh overlap size and the number of intergrid iterations
(Peet and Fischer 2012).
While a rigorous stability analysis of the extrapolation scheme with moving grids is
not yet available, practice has shown that global stability is usually achieved for moving
subdomain simulations with two or three intergrid Schwarz-like iterations (Merrill
and Peet 2016b). Dynamic timestepping procedure was developed for the moving
multidomain simulations to ensure that sufficient temporal resolution is achieved while
allowing efficient use of computational resources (Merrill and Peet 2016a).
2.2 Computational Grids
The DNS simulations for the baseline cases (no upstream turbulence) and the
disturbed cases (with the upstream cylinder creating the wake turbulence) for the
reduced frequencies of k = 0.16 and 0.25 were performed using the computational
meshes shown in Figure 1. For all the cases, we use the moving overlapping grid
methodology described previously to model the motion of the airfoil in a moving
domain that overlaps with a background stationary domain. For the uniform inflow
case, the background grid is a rectangular block, while for the disturbed inflow case the
background grid contains a solid circular cylinder of the diameter D ≈ c/11.25, where
c is the airfoil chord length. The cylinder is located at the distance 1.2c upstream of
the airfoil pitching axis, which is at the quarter-chord. This distance is ≈ 13.5D if
scaled with the cylinder diameter. The vertical position of the cylinder center is the
same as the airfoil pitching axis, which places the airfoil in the center of the turbulent
wake, see Figure 2, and creates more significant effects if compared to a vertically
shifted cylinder position, as documented already (Merrill and Peet 2016a). We choose
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(a) Uniform airfoil inflow (b) Disturbed airfoil inflow with an upstream
cylinder
Figure 1: Mesh configurations used in the current simulations of an oscillating airfoil.
Only element boundaries are shown.
this in-line position for our current study in order to see the reduced frequency effects
more clearly between the cases.
The global size of the computational domain for all the cases is Lx/c = 10, Ly/c = 6
and Lz/c = 0.2 in the streamwise, vertical and spanwise directions, respectively. The
background mesh contains ∼16k elements (∼3.4M gridpoints) for the uniform case
and ∼21k elements (∼4.5M gridpoints) for the disturbed case. The inner (dynamically
moving) airfoil mesh has grid spacings at the airfoil surface given in Table 1, and
contains ∼ 54k elements (∼19M gridpoints). The meshes were ensured to satisfy
typical DNS grid resolution requirements and feature wall-normal y+ distances for
the first collocation point of less than 0.5 for the cylinder and less than 0.15 for the
airfoil based on the corresponding local friction velocities.
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∆sU/c ∆sL/c ∆n/c ∆zmin/c ∆zmax/c
6.4× 10−3 9.0× 10−3 4.5× 10−5 1.3× 10−3 4.2× 10−3
Table 1: Airfoil grid parameters for present pitching airfoil simulations: maximum
streamwise collocation point spacing on the upper (∆sU/c) and lower (∆sL/c) surfaces
of the airfoil, normal spacing on the upper airfoil surface at the mid-chord location
(∆n/c), and the minimum (∆zmin/c) and maximum (∆zmax/c) spanwise collocation
point spacing.
2.3 Cylinder Wake
The wake turbulence created by the upstream cylinder (used in the current study)
has been previously validated (Merrill and Peet 2016a) versus the numerical and
experimental results available in the open literature (Cardell 1993; Kravchenko and
Moin 2000; Ma, Karamanos, and Karniadakis 2000; Parnaudeau et al. 2008), as
obtained from a separate stand-alone DNS study for the flow over the cylinder with
ReD = 3900. The comparison of the computational data with the existing experimental
and numerical data shows excellent agreement. Correct values for the vortex shedding
frequency were also observed, St ≡ fD/U∞ = 0.216, which agree well with the
experimental data of the same case presented by Cardell (Cardell 1993) which finds a
Strouhal number of, St = 0.215± 0.005. For the validation, the grid resolution and
other computational parameters (such as time step) of the cylinder wake simulation
were close to the actual cylinder-airfoil coupled case, to make sure it was performed in
a similar computational environment (Merrill and Peet 2016a). In this study, we also
validate the Strouhal number of the wake turbulence using Morse wavelet analysis
discussed further ahead.
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Figure 2: Velocity magnitude plot in a spanwise cross-section for the stand-alone
DNS of the turbulent wake behind the cylinder at t U∞/c = 19.6 corresponding to
the beginning of the second airfoil oscillation cycle in the coupled simulations. An
outline of the NACA0012 airfoil has been superimposed on the image to illustrate
the location of the airfoil in the cylinder-airfoil simulations. Blue regions represent a
value of 0 and red regions a value of 1.5U∞.
2.4 Setup
For the pitching airfoil dynamics cases, the Reynolds number based on the airfoil
chord length is Rec = 44, 000, which gives the same Reynolds number based on the
cylinder diameter, ReD = 3900, as documented in the previous section. The airfoil
pitching motion is given by the following function,
α = αm − αa cos (2pift) , (2.1)
which describes a sinusoidal oscillation around the mean angle of attack αm = 15.3◦,
with the oscillation amplitude of αa = 9.7◦, and reduced frequency k ≡ pifc/U∞ being
equal to either 0.16 or 0.25.
Pitching airfoil simulations are performed using 6th-order polynomial approxi-
mations for spatial discretization within each element and dynamic timestepping
with a maximum timestep of ∆tmaxU∞/c = 2 × 10−4. The average timestep in the
simulations was approximately ∆tavgU∞/c ≈ 5× 10−5. Dynamic timestepping is used
to ensure that sufficient temporal resolution is achieved while allowing efficient use of
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computational resources. Simulations use second order time integration with IEXT2
at interface boundaries and two intergrid iterations per time step.
The DNS computations have been performed for four cases, as summarized in
Table 2. For all the cases, computations are performed for four cycles of the airfoil
oscillations with a sampling rate of 10Hz (simulation cycle time). Additionally, for
the case of k = 0.16, a fifth cycle is also performed at a higher sampling rate of 40Hz
(simulation cycle time) for both the undisturbed and disturbed case to capture finer
details for the Pressure coefficient and Skin Friction coefficient plots. For the disturbed
inflow cases, the first cycle is considered to be a ‘flow transition’ cycle, as the cylinder
wake is still developing during the first cycle (it has been previously verified that the
wake is fully developed by the beginning of the second cycle, see Ref. (Merrill and
Peet 2016a) and also Figure 2).
Case Inflow Reduced Frequency Time per cycle (tcycleU∞/c)
Ia Undisturbed 0.16 6.25pi
Ib Undisturbed 0.25 4pi
IIa Disturbed 0.16 6.25pi
IIb Disturbed 0.25 4pi
Table 2: A description of the simulated cases.
For direct comparison, the boundary conditions are the same for all the cases.
Globally, steady inflow conditions are enforced on the left side of the composite domain
(u = U∞) with outflow on the right side and symmetric boundary conditions on the
top and bottom. The airfoil mesh consists of moving wall conditions on the surface of
the airfoil with outflow conditions on the right side and interface conditions on all
other boundaries with the background mesh, to pass values between subdomains. For
the disturbed inflow cases, the boundary conditions on the stationary cylinder wall
are no-slip.
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The aerodynamic coefficients of lift, drag, and pitching moment acting on the
airfoil are calculated as
CL =
L
1
2
ρU2∞S
(2.2)
CD =
D
1
2
ρU2∞S
(2.3)
CM =
M
1
2
ρU2∞Sc
, (2.4)
where L is the lift force, D is the drag force, M is the pitching moment (or torque), ρ
is fluid density, U∞ is the inflow velocity, S is the planform area, and c is the chord
length. For plotting the aerodynamic coefficients of forces and moments, the time
elapsed is normalized using the time period for one complete cycle for each case (Table
2).
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Chapter 3
RESULTS
3.1 Effect Of Reduced Frequency On Undisturbed Inflow Case
We first discuss the undisturbed inflow cases and compare the results obtained for
both reduced frequencies. An instantaneous comparison of the lift coefficients for the
two different reduced frequencies over the complete 4 cycles is shown in Figure 3. It
is observed that for the undisturbed cases, the general shapes of the curves obtained
from simulation data remain largely the same albeit for the shift towards the right due
to the increased stall delay for a higher reduced frequency (Case Ib). An increased
stall delay also results in an increased lift force (by about 20%) prior to the stall
event. Moreover, an increased stall delay also leads to a post-stall regime (Choudhry
et al. 2014) different to that observed for Case Ia. In Case Ia, the Dynamic Stall Vortex
(DSV) detaches well ahead (α≈ 20◦) of the maximum pitching angle leading to flow
separation after which the airfoil continues to pitch upwards, instead of entering stall
recovery, hence causing the formation of a secondary DSV. The lift values oscillate
while decreasing in magnitude until the smaller DSV forms leading to another observed
peak in the lift curve. For Case Ib, flow separation from the primary DSV is observed
to occur close to the maximum pitching angle following which the airfoil enters stall
recovery leading to a comparatively weaker secondary DSV formation. This, combined
with the increased maximum lift from the increased stall delay prior to detachment,
results in a much sharper drop in the lift curve post-stall. This is of particular
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significance to fatigue life of helicopter rotor blades, wind turbine blades and other
rotating turbomachinery.
Similar trends are seen in the drag and pitching moment curves (Figure 3 (b), (c))
for all four cycles. As before, an increased stall delay leads to a higher peak drag force
for Case Ib (by about 30%) compared to that observed for Case Ia. The 3rd cycle
shows two equal sharp peaks marking the point of formation of DSV and TEV near the
primary stall event followed by a sharp decrease as the vortices detach. The 4th cycle
shows another less intense peak corresponding to the secondary DSV/TEV followed
by a decrease again as they detach. For the pitching moment, large fluctuations are
observed for the undisturbed cases with the magnitude reaching it’s peak value before
detachment of the vortex. The magnitude of the pitching moment at the stall event is
again higher for Case Ib (by about 20%) owing to stall delay.
Visualizations of the spanwise averaged vorticity are shown in Figures 4 and 5. For
Case Ib, the DSV begins to form around α = 20.15◦u and is seen propagating towards
the trailing edge rotating clockwise. As it nears the trailing edge, a counter-clockwise
rotating TEV begins to form which can be seen detaching from the trailing edge at
α = 20.15◦d. We also observe the lack of formation of a distinct secondary vortex
system for Case Ib (Figure 5) unlike the one seen in Case Ia (Figure 4), suggesting
weaker secondary vortex system effects as is seen from the lift curve. Evidence of
the increased stall delay can be further seen by comparing the detachment of the
vortices. For Case Ib, the DSV can be seen on the verge of detachment with the TEV
formation beginning at α = 25◦ and detached at α = 20.15◦d whereas for Case Ia
both the vortices are seen detached at α = 25◦ and a secondary vortex system can
be seen forming at α = 20.15◦d.
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Figure 3: Comparison of aerodynamic forces and moments for the undisturbed
inflow case (Cases Ia and Ib) for different reduced frequencies for all four cycles. The
normalized time (t∗ = t/tcycle) is labeled along the bottom axis while the corresponding
angle of attack is along the top axis.
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Figure 4: Zoomed-in spanwise averaged vorticity plots for the undisturbed inflow case
Ia during the third cycle, at angles of attack posted in bottom left corner of each
plot. The subscript ’u’ denotes upstroke and ’d’ downstroke. Darkest blue represents
spanwise vorticity of less than ωzU∞/c = −40 (corresponding with clockwise fluid
motion), and darkest red greater than ωzU∞/c = 40 (corresponding with counter-
clockwise fluid motion). Note that the visualization window in the above images is
smaller than the computational domain.
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3.2 Effect Of Reduced Frequency On Disturbed Inflow Case
The following section discusses the cases with the inline cylinder (Case IIa and
Case IIb) as part of the background mesh generating upstream turbulence as described
in the previous sections. The instantaneous comparison of the lift coefficients for the
two different reduced frequencies is shown in Figure 6. We see large oscillations for
both reduced frequencies due to an incoming turbulence from the upstream cylinder.
Similar to the baseline case, we observe an increased stall delay for Case IIb compared
to Case IIa. This results, as before, in a higher peak lift prior to the stall event.
However, the post-stall regime changes again here. The incoming turbulence further
delays the stall event (Merrill and Peet 2016a) which was also observed in the results
of Chen and Choa (Chen and Choa 1999). Therefore, the DSV for Case IIb is now
observed to detach approximately at the point the airfoil reaches maximum pitching
angle or after it has already crossed the point and is in stall recovery preventing the
formation of a secondary DSV and a complete loss of lift ensues until the point where
it begins to pitch upwards again.
The drag and pitching moment curves for different reduced frequencies are com-
pared over the 4 cycles in Figure 6 (b), (c). Similar to the lift curve, the drag curve
exhibits large oscillations as well due to the incoming turbulence and experiences a
steep loss in the drag force as the DSV detaches close to the maximum pitching angle.
The drag curve for Case IIb closely follows the Case IIa curve while the airfoil pitches
upwards and reaches a maximum value higher than that observed for Case IIa. Thus,
the overall drag force acting on the airfoil over a complete cycle is higher for Case IIb.
Comparing the pitching moment between the two reduced frequencies yields a similar
conclusion. The airfoil pitching at Case IIb experiences a higher overall magnitude
16
Figure 5: Zoomed-in spanwise averaged vorticity plots for the undisturbed inflow case
Ib during the third cycle, at angles of attack posted in bottom left corner of each
plot. The subscript ’u’ denotes upstroke and ’d’ downstroke. Darkest blue represents
spanwise vorticity of less than ωzU∞/c = −40 (corresponding with clockwise fluid
motion), and darkest red greater than ωzU∞/c = 40 (corresponding with counter-
clockwise fluid motion). Note that the visualization window in the above images is
smaller than the computational domain.
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Figure 6: Comparison of aerodynamic forces and moments for the disturbed inflow
case (Cases IIa and IIb) for different reduced frequencies for all four cycles. The
normalized time (t∗ = t/tcycle) is labeled along the bottom axis while the corresponding
angle of attack is along the top axis.
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of the pitching moment as well as a higher peak value over a complete cycle when
compared to the Case IIa.
Visualizations of the spanwise averaged vorticity are shown in Figures 7 and 8 for
the disturbed case. Because of the upstream turbulence, the DSV formed for k = 0.25
is much weaker in magnitude and is not distinctly visible when compared to the
baseline case. The DSV can still be seen attached to the airfoil at α = 25◦ following
which the TEV is seen detaching at α = 20.15◦d during the pitching down motion,
well beyond the maximum pitching angle. Hence, no secondary vortices are observed
for the disturbed case. For k = 0.16, the DSV has already detached at α = 25◦ with
the TEV visible at the trailing edge. Subsequently, secondary vortex systems are seen
at α = 20.15◦d and α = 15.3◦d for the Case IIa.
3.3 Effect Of Turbulence From Upstream Cylinder With Different Reduced Fre-
quencies
Comparing the aerodynamic coefficients of the disturbed cases IIa and IIb to the
undisturbed cases Ia and Ib respectively (Figures 9 and 10), we find similar trends for
a given reduced frequency and evidence of stall delay being introduced by upstream
disturbances (Merrill and Peet 2016a). The slope of the lift curve while pitching
upwards for the undisturbed case is higher with the peak lift force being slightly higher
than the case with the upstream cylinder. For cases IIa and IIb, due to the stall delay
caused by the upstream disturbances, we observe a lack of secondary DSV in Case
IIb, and a complete loss of lift is observed once the DSV detaches unlike Case IIa
19
Figure 7: Zoomed-in spanwise averaged vorticity plots for the disturbed inflow case
IIa during the third cycle, at angles of attack posted in bottom left corner of each
plot. The subscript ’u’ denotes upstroke and ’d’ downstroke. Darkest blue represents
spanwise vorticity of less than ωzU∞/c = −40 (corresponding with clockwise fluid
motion), and darkest red greater than ωzU∞/c = 40 (corresponding with counter-
clockwise fluid motion). Note that the visualization window in the above images is
smaller than the computational domain.
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Figure 8: Zoomed-in spanwise averaged vorticity plots for the disturbed inflow case
IIb during the third cycle, at angles of attack posted in bottom left corner of each
plot. The subscript ’u’ denotes upstroke and ’d’ downstroke. Darkest blue represents
spanwise vorticity of less than ωzU∞/c = −40 (corresponding with clockwise fluid
motion), and darkest red greater than ωzU∞/c = 40 (corresponding with counter-
clockwise fluid motion). Note that the visualization window in the above images is
smaller than the computational domain.
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Figure 9: Aerodynamic forces and moments for the disturbed inflow case (Case IIa)
compared with results from the uniform inflow case (Case Ia) for k = 0.16 for all four
cycles. The normalized time (t∗ = t/tcycle) is labeled along the bottom axis while the
corresponding angle of attack is along the top axis.
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where a weak secondary DSV provides lift during stall recovery. The drag curve for
the disturbed case is similarly observed to have an overall magnitude smaller than
that seen for the undisturbed case with almost the same peak value and no clear
differentiation between the peaks due to DSV and TEV, especially at higher reduced
frequency k = 0.25. The pitching moment is observed to be free of fluctuations for the
disturbed case and remains close to zero except during the stall event. The magnitude
of the peak value for the disturbed case is also found to be lower than that observed
in the baseline case.
3.4 Airfoil Upper Surface Pressure Coefficients
Here, we present the pressure coefficient values along the upper surface of the airfoil
for different reduced frequencies (Figure 11) and compare them with the spanwise
averaged vorticity plots (Figures 4, 5, 7 and 8) to relate the visual movement of the
vortices to the formation of low pressure regions along the airfoil surface. For the
undisturbed cases, we see the evidence of the DSV forming at the leading edge at
α = 10.45◦u for case Ia and traveling along the surface as evidenced by a low-pressure
valley in the pressure coefficient at α = 15.3◦u and α = 20.15◦u. At α = 25◦, both
the DSV and TEV have already detached. For Case Ib, we see a similar trend but the
DSV trails behind the one seen for Case Ia. At α = 25◦, the DSV is still seen on the
airfoil surface due to an increased stall delay caused by a higher reduced frequency. A
secondary vortex system is subsequently seen only for Case Ia at α = 20.15◦d in the
form of a TEV near the trailing edge.
For the case of disturbed inflow, a similar evidence for the stall delay can be seen.
23
-1
-0.5
 0
 0.5
 1
 1.5
 2
 2.5
 3
 0  0.5  1  1.5  2  2.5  3  3.5  4
5.6° 15.3° 25°.0 15.3° 5.6° 15.3° 25.0° 15.3° 5.6° 15.3° 25.0° 15.3° 5.6° 15.3° 25.0° 15.3° 5.6°
C L
Normalised Time, (t/tcycle)
Angle of Attack (α)
Cycle 1 Cycle 2 Cycle 3 Cycle 4
Case Ib
Case IIb
(a) Lift Coefficient
-0.2
 0
 0.2
 0.4
 0.6
 0.8
 1
 1.2
 1.4
 0  0.5  1  1.5  2  2.5  3  3.5  4
5.6° 15.3° 25°.0 15.3° 5.6° 15.3° 25.0° 15.3° 5.6° 15.3° 25.0° 15.3° 5.6° 15.3° 25.0° 15.3° 5.6°
C D
Normalised Time, (t/tcycle)
Angle of Attack (α)
Cycle 1 Cycle 2 Cycle 3 Cycle 4
(b) Drag Coefficient
-1
-0.8
-0.6
-0.4
-0.2
 0
 0.2
 0.4
 0  0.5  1  1.5  2  2.5  3  3.5  4
5.6° 15.3° 25°.0 15.3° 5.6° 15.3° 25.0° 15.3° 5.6° 15.3° 25.0° 15.3° 5.6° 15.3° 25.0° 15.3° 5.6°
C M
Normalised Time, (t/tcycle)
Angle of Attack (α)
Cycle 1 Cycle 2 Cycle 3 Cycle 4
(c) Pitching Moment Coefficient
Figure 10: Aerodynamic forces and moments for the disturbed inflow case (Case IIb)
compared with results from the uniform inflow case (Case Ib) for k = 0.25 for all four
cycles. The normalized time (t∗ = t/tcycle) is labeled along the bottom axis while the
corresponding angle of attack is along the top axis.
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Figure 11: Pressure coefficient values along the suction surface of the airfoil at posted
angles of attack over the third cycle. The pressure coefficient values are averaged in
the spanwise direction. The subscript ’u’ denotes upstroke and ’d’ downstroke.
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The DSV for both Cases IIa and IIb are seen forming at α = 10.45◦u following which
they propagate downwards along the airfoil surface which is reflected in the pressure
coefficient values at the subsequent angles of attack. At α = 25◦, the DSV for Case
IIa has already detached and we see the signs of the TEV near the trailing edge
whereas the DSV for Case IIb can still be seen propagating along the airfoil. Weak
secondary vortex systems are also seen for Case IIa while the airfoil pitches downwards
whereas the pressure coefficient recovers to near zero value for Case IIb suggesting a
lack of secondary vortex systems.
3.5 Investigation of Transition
3.5.1 Pressure Coefficient And Skin Friction Coefficient Analysis
The transition between laminar and turbulent flow along the surface of the airfoil
as well as the development of unsteady flow structures for the undisturbed case Ia
was found to be well in agreement with the observations made by (Visbal 2011) for a
plunging SD7003 airfoil and (Lee and Gerontakos 2004) for a NACA0012 airfoil with
similar Reynolds number and reduced frequency. The flow along the top surface of
the airfoil is visualized using pressure coefficient and skin friction coefficient contours
in Figure 12, the data captured using 72 positions on the top side of the airfoil. While
the entire dataset from all 72 positions is used to plot the contour plot, data from 11
equidistant chord positions (starting from 0c to 1c) are superimposed on the contour
plot in the form of a continuous signal in Figure 12. A separate plot highlighting the
Pressure and Skin friction coefficient signals is also shown in Figure 13.
For both the undisturbed and disturbed flow cases, we can divide the flow into
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different flow regimes based on the following observations; a region of negative skin
friction coefficient would correspond to a separated flow on the airfoil whereas a
sudden increase in skin friction marks the onset of transition of flow. For the pressure
coefficient plot, high frequency oscillations correspond to the region of Turbulent flow
for both cases whereas for the undisturbed flow case, the low frequency oscillations
near the start and end of cycle correspond to Kelvin-Helmholtz instabilities. For the
case of disturbed flow, we observe low frequency high amplitude oscillations near the
leading edge as a result of the Turbulent wake from the cylinder. This region is defined
as corresponding to Wake-modulated Boundary layer.
We first discuss the case of undisturbed flow Ia; the cycle starts at an angle of
attack of α = 5.6◦ where we observe a region of attached laminar flow following
which some instabilities began to set in starting from the trailing edge as the angle
of attack increases. These instabilities can be clearly observed in Figure 12 in the
region between α = 5.6◦u and α = 22.37◦u towards the rear of the airfoil. In general,
as the angle of attack increases, a laminar shear layer forms extending over the surface
of the airfoil, followed by the onset of Kelvin-Helmholtz instabilities which initiates
shear layer roll-up into multiple shear-layer vortices. By α = 10.45◦u, we observe a
separated laminar flow region near the leading edge (indicated by the negative skin
friction coefficient in Figure 12 and velocity contour in Figure 15) as the shear-layer
vortices start to merge into a singular leading edge vortex structure which is distinct
from the rest of the shear layer. At α = 20.15◦u and α = 22.37◦u, the separated flow
region can be seen to extend to the trailing edge as the DSV propagates downstream
along the airfoil following which the skin friction plots show a sudden rise in skin
friction coefficient marking transition. The velocity contours for both the angles show
regions of zero as well as reversed flow resulting from the DSV as a low pressure
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region develops behind the leading edge resulting in separated flow. Subsequently, we
observe an onset of Turbulent breakdown at α = 22.37◦u following which a Turbulent
separated flow region exists, as is seen in the form of high frequency noise on the
pressure coefficient plots, up to an angle of α = 15.3◦d on the downstroke where the
boundary layer begins to reattach starting from the trailing edge supported by the
counter-clockwise motion of the secondary TEV. We observe both the primary and
secondary DSVs travelling along the surface of the airfoil (marked by the drop in
pressure coefficient) as well as the formation of the TEVs near the trailing edge. The
reattachment extends towards the leading edge as the angle of attack decreases and
we observe an attached laminar flow over the complete surface of the airfoil again
before the angle of attack reaches α = 5.6◦d again, marking the end of the cycle.
In the case of the disturbed flow IIa, we note several key differences between the
different flow regions as discussed previously by (Merrill and Peet 2016a). Starting
with the Pressure coefficient plot, the effects from the Turbulent wake on the leading
edge can be seen extending from the leading edge towards the trailing edge as the angle
of attack increases to α = 20.15◦u. This region corresponds to the wake-modulated
boundary layer region and at low angles of attack, is limited to near the leading
edge where the wake from the inline cylinder impacts and breaks down into small
scale structures. As the angle of attack increases, the updraft from the leading edge
promotes distribution of the wake disturbances over the top surface of the airfoil
all the way towards the trailing edge. As such, the absence of a strong laminar
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Figure 12: Combined pressure coefficient and skin friction coefficient plot for the
undisturbed case Ia and disturbed case IIa during the fifth cycle with different flow
regimes marked.
shear layer over the airfoil suppresses the formation of Kelvin-Helmholtz instabilities
(which were previously clearly visible in the undisturbed case) and shear layer vortices;
consequently, we observe a delay in boundary layer separation initiating from the
leading edge at α = 15.3◦u, compared to the undisturbed case where separation starts
as early as α = 5.6◦u at the leading edge. Despite the delayed separated flow, the onset
of Turbulent breakdown is observed at an angle of attack just over α = 22.37◦u which
is approximately the same as that observed for the undisturbed case. At this angle and
beyond, almost all of the incoming wake disturbance impacts the airfoil on the lower
surface owing to the large angle of attack. Thus, there is a lack of wake-modulated
29
Figure 13: Combined pressure coefficient and skin friction coefficient signals plot for
the undisturbed case Ia and disturbed case IIa at marked locations for the fifth cycle.
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Figure 14: Loci for each line as angle of attack versus chord position for undisturbed
case Ia and disturbed case IIa on the same plot illustrating the onset of different flow
regimes.
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Figure 15: Zoomed-in spanwise averaged velocity magnitude plots for the undisturbed
inflow case Ia during the fifth cycle, at angles of attack posted in top right corner of
each snapshot. The subscript ’u’ denotes upstroke and ’d’ downstroke. Darkest blue
represents streamwise velocity less than u/U∞ = −1, and darkest red greater than
u/U∞ = 3. Note that the visualization window in the above images is smaller than
the computational domain.
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Figure 16: Zoomed-in spanwise averaged velocity magnitude plots for the disturbed
inflow case IIa during the fifth cycle, at angles of attack posted in top right corner of
each snapshot. The subscript ’u’ denotes upstroke and ’d’ downstroke. Darkest blue
represents streamwise velocity less than u/U∞ = −1, and darkest red greater than
u/U∞ = 3. Note that the visualization window in the above images is smaller than
the computational domain.
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Figure 17: Zoomed-in spanwise averaged vorticity plots for the undisturbed inflow
case Ia during the fifth cycle, at angles of attack posted in bottom left corner of each
plot. The subscript ’u’ denotes upstroke and ’d’ downstroke. Darkest blue represents
spanwise vorticity of less than ωzU∞/c = −40 (corresponding with clockwise fluid
motion), and darkest red greater than ωzU∞/c = 40 (corresponding with counter-
clockwise fluid motion). Note that the visualization window in the above images is
smaller than the computational domain.
34
5.6°(min)
10.45°u
15.3°u
20.15°u
22.37°u
25.0°(max)
22.37°d
20.15°d
15.3°d
10.45°d
Figure 18: Zoomed-in spanwise averaged vorticity plots for the disturbed inflow case
IIa during the fifth cycle, at angles of attack posted in bottom left corner of each
plot. The subscript ’u’ denotes upstroke and ’d’ downstroke. Darkest blue represents
spanwise vorticity of less than ωzU∞/c = −40 (corresponding with clockwise fluid
motion), and darkest red greater than ωzU∞/c = 40 (corresponding with counter-
clockwise fluid motion). Note that the visualization window in the above images is
smaller than the computational domain.
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disturbances on both the Pressure coefficient and Skin friction coefficient plots even
at the leading edge. A weaker set of primary and secondary DSV and TEV are
observed in the Turbulent separated region similar to the undisturbed flow. As the
secondary TEV detaches, we again observe reattachment of the flow from the trailing
edge at α = 15.3◦d. As the angle of attack decreases, the Turbulent wake effects
reappear in the Wake-modulated Boundary layer region as observed in Figure 12.
Soon after, the boundary layer reattaches and returns to an attached laminar flow
with the wake-modulated region visible near the leading edge. Plots comparing the
loci for each line separating different flow regimes can be seen in Figure 14 which
illustrate the differences between Disturbed and Undisturbed flow as discussed above.
3.5.2 Wavelet Analysis
In this section, we discuss the results of the Morse Wavelet analysis using MAT-
LAB’s Wavelet Toolbox with the built-in Continuous 1-D Wavelet Transform function.
The pressure coefficient data and signed skin-friction coefficient data from all the
72 chord locations over the top surface of the airfoil corresponding to both Case Ia
(undisturbed flow, k = 0.16) and Case IIa (disturbed flow, k = 0.16) were used to
generate contour plots for individual positions out of which 5 equidistant positions
starting from the leading edge up to the trailing edge are shown in Figures 19 and 20.
For the inline cylinder vortex shedding, Strouhal number is defined as
St ≡ fv D
U∞
(3.1)
where fv is the frequency of vortex shedding, D is the diameter of the cylinder
and U∞ is the freestream velocity. For the following wavelet analysis, the frequency f
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obtained using MATLAB’s Continuous 1-D Wavelet Transform function is directly
divided by the vortex shedding frequency equaling the fraction fv = 0.216/0.089
(where 0.216 is the Strouhal number obtained from previous literature and 0.089
corresponds to the diameter of the cylinder) and then plotted on the Y-axis in Figures
19 and 20 corresponding to the disturbed case IIa and undisturbed case Ia. Thus,
the Y-axis represents the ratio of frequency of disturbance observed with respect
to the vortex shedding frequency. This is done so that the Strouhal number of the
cylinder vortex shedding can be directly validated if a peak disturbance is observed
for f/fv = 1 near the leading edge.
No. 1 2 3 4 5
Position 0c 0.25c 0.5c 0.75c 1c
Table 3: Position of the chord locations.
We first discuss the disturbed case (Figure 19) since our primary objective is to
validate the Strouhal number for the upstream cylinder vortex shedding. Starting from
the leading edge position, we observe a strong noise at f/fv ≈ 1 which persists almost
throughout the cycle but is most dominant during the beginning and end of the cycle.
This noise corresponds to the turbulent wake disturbances from the inline cylinder
vortex shedding and thus the amplitude is highest when the leading edge is inline with
the cylinder which decreases as the airfoil reaches the maximum angle of attack during
the upstroke motion and finally increases again as the angle of attack decreases during
the downstroke motion. The observed value of ≈ 1 also validates a Strouhal number
of 0.216 which matches with that from previous literature ((Merrill and Peet 2016a)
and (Cardell 1993)). Moving towards the second position (0.25c) corresponding to
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Figure 19: Morse Wavelet analysis plots for the Disturbed inflow case IIa during the
fifth cycle at equidistant positions along the chord, with pressure coefficient on the
left and signed skin friction coefficient on the right side.
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Figure 20: Morse Wavelet analysis plots for the undisturbed inflow case Ia during the
fifth cycle at equidistant positions along the chord, with pressure coefficient on the
left and signed skin friction coefficient on the right side.
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quarter length of the chord, we observe that the cylinder vortex shedding noise still
exists but doesn’t persist throughout the cycle. Moreover, we observe two bands of
high frequency ratio noise (≈ 3− 7) starting at t = 0.4 in the pressure coefficient plot
which correspond to the two regions of Turbulent flow discussed in Figure 12. At the
half chord length position (0.5c), the disturbances from the cylinder vortex shedding
are no longer well defined but the regions of Turbulent flow can be observed in the
pressure coefficient plot. We also observe a very low frequency ratio noise (≈ 0.5)
which corresponds to the DSV propagating and detaching from the airfoil. In the
skin friction plot, we find a high amplitude noise at a very low frequency ratio (≈ 0.5)
which corresponds to the region of separated flow, discussed in Figure 12. Moving
further towards the three quarters length position (0.75c), pressure coefficient plot
remains largely unchanged with the exception of the noise from the DSV extending
even further below (≈ 0.1− 0.5). This is also reflected in the skin friction plot where
the very low frequency ratio noise increases in amplitude and duration. Finally, at
the trailing edge (1c), we observe the very low frequency ratio noise from the TEV
detaching dominating the pressure plot (since this is the location where the TEV
detaches) as well as the high frequency ratio noise from the Turbulent flow regions.
The skin friction plot shows similar results as expected.
Comparing with the undisturbed case Ia (Figure 20), we observe the following
differences. As expected, the primary cylinder vortex shedding noise corresponding to
≈ 1 is not visible which confirms our previous validation that the given noise does
correspond to the vortex shedding frequency. For the plots at locations 0.25c, 0.5c and
0.75c, we observe a frequency ratio noise extending from ≈ 1.5− 7 at normalized time,
t ≈ 0.1. This corresponds to the formation of Kelvin-Helmholtz instabilities which
leads to shear layer roll-up into multiple shear-layer vortices. Since for the undisturbed
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case, stronger vortex systems are formed, we also observe a more pronounced noise
in the regions of Turbulent separated flow for both the plots including the noise
from the comparatively much stronger secondary DSV/TEV system (observed around
normalized time, t ≈ 0.6).
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Chapter 4
CONCLUSION
In this study, we present an investigation of the effect of the reduced frequency
on airfoil dynamics in the presence of the upstream wake turbulence. The study
is performed with Direct Numerical Simulations and employs high-order spectral
element methodology utilizing a moving overlapping grid approach. The importance
of investigating the effects of free-stream turbulence, and especially a more realistic
case of wake turbulence, on the airfoil dynamics is motivated by the blade/blade and
blade/vortex interaction effects in rotating machinery, as well as the flow unsteadiness
and atmospheric turbulence in the aircraft flight and wind turbine farms. The obtained
results show strong effects of wake turbulence manifesting in large unsteadiness of
the aerodynamic coefficients, as well as a stall delay related to a delay in the onset
of formation and detachment of the dynamic stall vortex. The results from the
simulations with k = 0.25 (Cases Ib and IIb) show an increase in the overall and peak
lift and drag forces compared to the cases with k = 0.16 (Cases Ia and Ib) due to an
increased stall delay from a higher pitching rate resulting in a delayed detachment
of the DSV and the flow separation, as well as an increase in the magnitude of the
pitching moment. Moreover, because of the delayed DSV detachment, secondary
vortices are either not formed or are weak for k = 0.25 (Cases Ib and IIb) when
compared to k = 0.16 (Cases Ia and IIa) resulting in a sharp drop from an already
increased peak value of the aerodynamic coefficients once the DSV detaches. This
can have severe consequences on the fatigue life of pitching blades in helicopter
rotors, wind turbines and other turbomachinery. With upstream disturbances, a
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further delay in stall is observed for both frequencies, making the effects observed at
k = 0.25 associated with a late DSV detachment even more pronounced. However,
the overall drag and magnitude of the pitching moment can be reduced with upstream
turbulence, while maintaining approximately the same lift force. Using the data from
the 5th cycle with a high sampling rate, we also discussed various flow regime over the
airfoil surface using Pressure coefficient and Skin Friction coefficient plots/contours
and compared the differences between the two cases focusing on the flow physics
involved. The Strouhal number for the vortex shedding frequency was also verified
using Morse wavelet analysis and different flow regions previously identified using
Pressure coefficient and Skin friction coefficient data were verified for both undisturbed
case Ia and disturbed case IIa.
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