We investigate the threshold probability for connectivity of sparse graphs under weak assumptions. As a corollary this completely solve the problem for Cartesian powers of arbitrary graphs. In detail, let G be a connected graph on k vertices, G n the n-th
Introduction
For a graph G and p ∈ (0, 1) let G p be the graph obtained from G by deleting every edge independently with probability 1−p. First introduced by Erdős and Rényi [7] , such so-called random graphs are studied in great detail. For a survey see for example [2] . Erdős and Rényi showed that the probability that (K n ) p is connected tends to exp(−e −c ) if p = ln n+c n for c ∈ R as n → ∞. There are similar results for complete bipartite graphs K n,n [11] and even for multipartite graphs [12] .
For a graph G, the n-th Cartesian power G n has vertex set V (G) × . . . × V (G) and two vertices (v 1 , . . . , v n ) and (w 1 , . . . , w n ) are adjacent if and only if there is an i ∈ [n] such that v j = w j for all j = i and v i w i ∈ E(G). The best known Cartesian power of a graph is the n-dimensional hypercube K n 2 . Burtin [4] , Erdős and Spencer [8] , and Bollobás [3] showed that lim n→∞ P[(K n 2 ) p is connected] = exp(−e −c ) if p = , and λ n → λ > 0 as n → ∞. Up to now nothing was known about the case if G is non-regular -even if G = P 3 . In this paper we solve the problem for all graphs.
However, we are interested in a much general setting. Instead of considering the se-
. . of all Cartesian powers of some graph G, we consider sequences of graphs G 1 , G 2 , . . . such that G n has much less structure than the n-th Cartesian power of some graph. Let the random variable X n be the number of isolated vertices in (G n ) p .
We prove, if p is chosen such that E[X n ] = λ n and λ n → λ > 0 as n → ∞, then
For a graph H, let δ(H) and ∆(H) be the minimum and maximum degree of H, respectively. For a set of vertices S in H, let b H (S) be number of edges that join S and its complement in H and call this set of edges the boundary of S. Let b H (s) = min |S|=s b H (S).
We say a sequence G = (G n ) n≥1 of connected graphs satisfies the basic conditions for
Note that condition 5 is very natural for sparse graphs and weaker than a condition of the type C∆(G n )s 1 − s k n for some constant C. Our main contribution is Theorem 1.
be a sequence of connected graphs that satisfies the basic conditions for some k ∈ N \ {1} and let Note that, if H is disconnected, then H n is also disconnected. Furthermore, Corollary 2 implies that the threshold function for connectivity does not depend on the graph structure, but only on the degree sequence of H.
extends all mentioned former results concerning Cartesian powers. If P k is the path on k
Preliminaries
For a graph G, we denote by V (G) and E(G) its vertex and edge set, respectively. 
. For a pair of vertices u, v ∈ V (G), let the smallest number of edges on a u, v-path be the distance between u and v. For ℓ ∈ N, a set S of vertices ℓ-dominates G if every vertex v of G is either contained in S or there is a vertex in S in distance at most ℓ to v. Let the ℓ-domination number γ ℓ (G) of G be the smallest number of vertices in a set S such that S ℓ-dominates G. Note that 1-domination coincides with domination defined above. For a set X, let X ℓ be the set of subsets of X of cardinality ℓ.
The first lemma is based on an idea from [1] .
Lemma 3. Let G be a graph, and let W be a set of vertices of
Proof: Let W ⊆ V (G) be given and let
We construct a random set U such that U ∪ W is a dominating set of G. Let p ∈ (0, 1] and let every vertex of G ′ be independently in U 0 with probability p. Furthermore, add every vertex of G ′ in U 1 that is not already in U 0 and has no neighbor in
(n(G) − |W |) and U ∪ W dominates G.
Lemma 4. If G is a graph such that the order of every component is at least
The proof of Lemma 4 is easily done by induction on the number of vertices and thus we omit it.
Theorem 5 (Tillich [13]). If G is a connected graph on k vertices, then there is a constant
for all n ≥ 1 and 1 ≤ s ≤ k n .
Theorem 6 (see for example Durrett [6] ). Let X 1 , X 2 , . . . be a sequence of independent random variables. If E r [X n ] → λ r (n → ∞) for every r ∈ N and some λ > 0, then X n converges in distribution to a Poisson-distributed random variable with parameter λ.
Results and Proofs
The main part of our proof of Theorem 1 is contained in the following two lemmas. For this section we fix a sequence G = (G n ) n≥1 of graphs that satisfies the basic conditions for some k ∈ N \ {1} and fix some sequence λ n → λ > 0 as n → ∞. We abbreviate δ(G n ) and ∆(G n ) by δ and ∆, respectively. Let p = p(n) be chosen such that E[X n ] = λ and let
We will frequently use
Remind that X n is the (random) number of isolated vertices in the (random) graph (G n ) p .
Note that E r [X n ] is the expected number of r-tuples of distinct vertices of G n p that are all isolated. In face of our statement we assume that n is sufficiently large and note that some inequalities are only true if n is large enough.
Lemma 7. Let G = (G n ) n≥1 be a sequence of connected graphs that satisfies the basic conditions, k ∈ N \ {1} and let λ n → λ > 0 as n → ∞. If p = p(n) is chosen such that E[X n ] = λ, then X n converges in distribution to a Poisson-distributed random variable with parameter λ. In particular,
Proof: Let r ∈ N. We will show that lim n→∞ E r [X n ] = λ r . For r = 1, there is nothing to show and hence we assume r ≥ 2. Let A r be the set of all r-tuples of distinct vertices of G n . We partition this set into two subsets B r and C r . Let B r be the set of all r- 
We establish a lower and an upper bound for the contribution of the elements in C r to the value of E r [X n ]. We have
Furthermore,
Combining these three bounds, we conclude
and hence lim n→∞ E r [X n ] = λ r . By Theorem 6, this completes the proof of Lemma 7.
Lemma 8. Let G = (G n ) n≥1 be a sequence of connected graphs that satisfies the basic conditions, k ∈ N \ {1} and let
Proof: We frequently use the well known inequality n k ≤ en k k and omit roundings for more clarity. The reader may convince himself that all inequalities are still correct if we add all necessary roundings. Throughout the proof we denote by S a set of vertices of G n that may form a component in G n p and by s its cardinality. One key part of the proof is to find a good upper bound for the number of connected components in G n of order s. The proof is divided into a three cases. In the first two cases we consider small values of s and in the third we assume that s is large. We do not start with an upper bound of the number of connected components in G n of order s, but with an upper bound for the number of connected components in G n of order s containing some vertex v ∈ V (G n ). Let S be the set of vertices of such a component. Since v is in S and S is connected, there is an ordering v 1 v 2 . . . v s of S such that v = v 1 and v i is adjacent to some v j and j < i for all i ∈ {2, . . . s}.
Note that every vertex in G n has degree at least δ and m(
n , we obtain ǫ∆s 1 − 1 n log k s − ∆ ≥ ǫ∆s 2 . Using a similar idea as in Case 1, we obtain S∈(
We partition
into two sets A s and B s , where 
and hence
This implies that
from now on we may assume that s ≥ k n n ln k ln n and S ∈ B s and hence
Let W be a set of those vertices in S that have at least δn 
Note that every vertex of S is in U , in W or in the neighborhood of U . Furthermore, every vertex in U has at most δn − ǫ 2 neighbors not in S. Thus, to get an upper bound on |B s |, we first choose the vertices of U and W arbitrarily and then the non-neighbors of U . Hence,
s for every fixed ǫ 1 > 0. We choose ǫ 1 small enough such that there is an ǫ 2 > 0 such that
This completes the proof of Lemma 8.
Proof of Theorem 1:
Note that every disconnected graph without isolated vertices has a component of order between 2 and half of the order of the graph. By Lemma 8, we obtain 
Proof of Corollary 2:
We first verify that the sequence (H n ) n≥1 of Cartesian powers of H satisfies the basic conditions. Let k = n(H 1 ) and hence condition 1 is trivially satisfied. 
Conclusion
Theorem 1 implies that the threshold function for sparse graphs do only depend on the degree sequence of the graph if there is no small set of edges that disconnects the graph.
We conjecture that a more general versions of Theorem 1 is true, that is, that the Conditions 3, 4 and 5 can be weakened. Maybe other techniques are necessary to prove such a result.
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