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Abstract
The purpose of this paper is to prove that we can construct all finite dimensional
irreducible nilpotent modules of type 1 inductively by using Schnizer homomorphisms
for quantum algebra at roots of unity of type An, Bn, Cn, Dn or G2.
1 Introduction
Let Uq(g) be the quantum algebra of a finite dimensional complex simple Lie algebra g over
C. The theory of Uq(g)-modules is almost same as the one of g if q is not a root of unity.
But, if q is a root of unity, it is quite different from the one of g. For example, there are the
following differences.
• Finite dimensional modules are not always semisimple.
• Finite dimensional irreducible modules are not necessarily highest or lowest weight
modules.
• Among finite dimensional irreducible modules, there exist maximum dimensional mod-
ules.
The theory of Uq(g)-modules at roots of unity is introduced in [4].
Let ε be a primitive l-th root of unity. The completely classification of finite dimensional
irreducible Uε(g)-modules is not given yet. But, the classification of finite dimensional
irreducible nilpotent Uε(g)-modules of type 1 is already given by Lusztig in [6], [7] (see §3).
In particular, it is known that these modules are classified by highest weights.
In [8], Nakashima discover that we can construct these modules by using the modules
introduced in [3] if g is type An. Moreover, in [1], we discover that we can construct these
modules by using the Schnizer modules introduced in [9] if g is type Bn, Cn or Dn.
In this paper, we construct these modules inductively in the case that g is type An,
Bn, Cn, Dn or G2 by using the Schnizer homomorphisms introduced in [10]. Then we
can construct finite dimensional irreducible nilpotent Uε(g)-modules of type 1 with highest
weight (0, · · · , 0, λk, · · · , λn) as a submodule of a l
(Nn−Nk−1)-dimensional Uε(g)-module,
where Nn is the number of the positive roots of g and n is the rank of g. In particular, these
results cover the ones of [1].
The organization of this paper is as follows. In §2, we review the quantum algebras at
roots of unity. In §3, we introduce the nilpotent modules and their classification theorem.
In §4, we introduce the Schnizer homomorphisms. Finally, in §5-§7, we give inductive
construction of all finite dimensional irreducible nilpotent Uε(g)-modules of type 1 in the
case of g = An, Bn, Cn, Dn or G2.
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2 Quantum algebras at roots of unity
We fix the following notations. Let g be a finite dimensional simple Lie algebra over C of
type An, Bn, Cn, Dn or G2. We set I := {1, 2, · · · , n}. Let {αi}i∈I be the set of simple
roots, ∆ be the set of roots and ∆+ be the set of positive roots of g. Let N be the number
of positive roots of g, that is, N = 12n(n + 1) (resp. n
2, n2, (n − 1)n, 6) if g = An
(resp. Bn, Cn, Dn, G2). We define the root lattice Q :=
⊕
i∈I Zαi and the positive loot
lattice Q+ :=
⊕
i∈I Z+αi, where Z+ := {0, 1, 2, · · · }. Let (ai,j)i,j∈I be the Cartan matrix
associated with g such that
a1,2 = −2 g = Bn,
a2,1 = −2 g = Cn,
a1,2 = 0, a1,3 = a2,3 = −1 g = Dn,
a1,2 = −3 g = G2.
We define (d1, · · · , dn) := (1, · · · , 1) (resp. (
1
2 , 1, · · · , 1), (2, 1, · · · , 1), (1, · · · , 1), (1, 3)) if
g = An (resp. Bn, Cn, Dn, G2). We denote the Weyl group of g by W which is generated
by the simple reflections {si}i∈I .
Let l be an odd integer which is greater than 2. We assume that l is not divisible by 3
if g = G2. Let ε (resp. ε
1
2 ) be a primitive l-th root of unity if g 6= Bn (resp. g = Bn). For
r ∈ Z, m ∈ N, d ∈ Q such that ε2d 6= 1, we define
[r]εd :=
εdr − ε−dr
εd − ε−d
, [r] := [r]ε,
[m]εd ! := [m]εd [m− 1]εd · · · [1]εd , [0]εd ! := 1.
Definition 2.1. The quantum algebra Uε(g) is an associative C-algebra generated by
{ei, fi, t
±1
i }i∈I with the relations
tit
−1
i = t
−1
i ti = 1, titj = tjti,
tiejt
−1
i = ε
ai,j
i ej , tifjt
−1
i = ε
−ai,j
i fj ,
eifj − fjei = δi,j{ti}εi ,
1−aij∑
k=0
(−1)ke
(k)
i eje
(1−ai,j−k)
i =
1−ai,j∑
k=0
(−1)kf
(k)
i fjf
(1−ai,j−k)
i = 0 i 6= j,
where
e
(k)
i :=
1
[k]εi !
eki , f
(k)
i :=
1
[k]εi !
fki , {ti}εi :=
ti − t
−1
i
εi − ε
−1
i
, εi := ε
di .
Let U+ε (g) (resp. U
−
ε (g), U
0
ε (g)) be the C-subalgebra of Uε(g) generated by {ei}i∈I (resp.
{fi}i∈I ,{t
±1
i }i∈I). Moreover, we extend the algebra by adding the elements {t
± 1
k
i | i, k ∈ I}.
Let w0 be a longest element of W and w0 = si1 · · · siN be a reduced expression of w0.
We set
β1 := αi1 , β2 := si1(αi2), · · · , βN := si1 · · · siN−1(αiN ).
Indeed, we have ∆+ = {β1, · · · , βN}. Then there exist the vectors {eβi}
N
i=1, {fβi}
N
i=1 in
Uε(g) which are called “root vectors” (cf. [4], [7]), where eαi = ei, fαi = fi for i ∈ I. These
vectors satisfy the following properties.
Proposition 2.2 ([4] Proposition 1.7, [7]). (i) {em1β1 · · · e
mN
βN
|m1, · · · ,mN ∈ Z+} is a
C-basis of U+ε (g).
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(ii) {fm1β1 · · · f
mN
βN
|m1, · · · ,mN ∈ Z+} is a C-basis of U
−
ε (g).
(iii) {tm11 · · · t
mn
n |m1, · · · ,mn ∈ Z} is a C-basis of U
0
ε (g).
(iv) Let φ : U−ε (g)⊗U
0
ε (g)⊗U
+
ε (g) −→ Uε(g) (u−⊗u0⊗u+ 7→ u−u0u+) be the multiplication
map. Then φ is an isomorphism of C-vector space.
Let Z(Uε(g)) be the center of Uε(g).
Proposition 2.3 ([4] Corollary 3.1). We have {elα, f
l
α, t
l
i |α ∈ ∆+, i ∈ I} ⊂ Z(Uε(g)).
Now, for i ∈ I, we set
deg(ei) := αi, deg(fi) := −αi, deg(ti) := 0. (2.1)
Obviously, these are compatible with the relations of Uε(g). Therefore, we can regard Uε(g)
as Q-graded algebra, and we have
Uε(g) =
⊕
α∈Q
Uε(g)α, Uε(g)αUε(g)α′ ⊂ Uε(g)(α+α′ ),
for α, α
′
∈ Q, where Uε(g)α := {u ∈ Uε|deg(u) = α}.
Proposition 2.4 ([5] §8). We have eα ∈ U
+
ε (g) ∩ Uε(g)α and fα ∈ U
−
ε (g) ∩ Uε(g)−α for
all α ∈ ∆+.
3 Nilpotent modules
Definition 3.1. Let L be a Uε(g)-module. If e
l
α = f
l
α = 0 on L for all α ∈ ∆+, then we call
L “nilpotent module”. In particular, if tli = 1 on L for all i ∈ I, then we call L “nilpotent
module of type 1”.
Remark 3.2. Nilpotent Uε(g)-modules of type 1 are same as U
fin
ε (g)-modules of type 1,
where U finε (g) is the finite dimensional quantum algebra introduced in [6], [7] (see [1]).
In general, finite dimensional irreducible U finε (g)-modules are divided into 2
n types ac-
cording to {σ : Q −→ {±1}; homomorphism of group }. Without a loss of generality, we
may assume that finite dimensional irreducible U finε (g)-modules are of type 1.
Definition 3.3. Let L be a Uε(g)-module.
(i) We set P (L) := {v ∈ L | eiv = 0 for all i ∈ I} and call the vectors in P (L) “primitive
vector”.
(ii) Let λ = (λi)i∈I ∈ C
n. We assume that L is generated by a nonzero vector v0 ∈ P (L)
such that tiv0 = ε
λi
i v0 for all i ∈ I. Then we call L “highest weight module with highest
weight λ” and v0 “highest weight vector”.
Now, we introduce the classification theorem of finite dimensional irreducible nilpotent
Uε(g)-modules of type 1. We set Zl := {λ ∈ Z | 0 ≤ λ ≤ l− 1}.
Theorem 3.4 ([6], [7]). For any λ ∈ Znl , there exists a unique (up to isomorphic) finite
dimensional irreducible nilpotent Uε(g)-module L
nil
ε (λ) of type 1 with highest weight λ. Con-
versely, if L is a finite dimensional irreducible nilpotent Uε(g)-module of type 1, then there
exists a λ ∈ Znl such that L is isomorphic to L
nil
ε (λ).
By the similar manner to the proof of Theorem 5.5(ii) in [8] or Theorem 4.10 in [1], we
obtain the following proposition.
Proposition 3.5. For λ ∈ Znl , let L be a nilpotent highest weight Uε(g)-module of type 1
with highest weight λ. We assume dim(P (L)) = 1. Then L is irreducible Uε(g)-module. In
particular, L is isomorphic to Lnilε (λ) as Uε(g)-module.
3
4 Schnizer homomorphisms
In the rest of the paper, we denote g by gn if the rank of g is n and ei, fi, ti in Uε(gn) by
ei,n, fi,n, ti,n.
We fix the following notations. Let Vn be a l
n-dimensionalC-vector spase and {vn(mn) |mn =
(m1,n, · · · ,mn,n) ∈ Z
n
l } be a basis of Vn, where Zl := {m ∈ Z | 0 ≤ m ≤ l − 1}. We set
vn(mn + lm
′
n) := vn(mn) for mn,m
′
n ∈ Z
n
l . For i ∈ I, we set
ǫi,n := (δi,1, δi,2, · · · , δi,n) ∈ Z
n
l , (4.1)
where δi,j is the Kronecker’s delta. For i ∈ I, ai,n ∈ C
×, bi,n ∈ C, we define linear maps
xi,n, zi,n ∈ End(Vn) by
xi,nvn(mn) := ai,nvn(mn − ǫi,n), zi,nvn(mn) := ε
mi,n+bi,nvn(mn) (mn ∈ Z
n
l ). (4.2)
For any z ∈ End(Vn) such that z
−1 ∈ End(Vn) and d ∈ Q such that ε
2d 6= 1, we set
{z}εd :=
z − z−1
εd − ε−d
. (4.3)
Then we have
{zi,n}εdvn(mn) = [d
−1(mi,n + bi,n)]εdvn(mn). (4.4)
For any C-vector space V , we regard End(V )⊗ Uε(gn) as C-algebra by
(x⊗ u)(x
′
⊗ u
′
) := (xx
′
)⊗ (uu
′
) (x, x
′
∈ End(V ), u, u
′
∈ Uε(gn)).
Theorem 4.1 ([10] Theorem 3.2, 4.10). (a) Let λn ∈ C, an = (ai,n)
n
i=1 ∈ (C
×)n, and
bn = (bi,n)
n
i=1 ∈ C
n. Then we obtain a C-algebra homomorphism ρAn := ρ
A
n (an, bn, λn) :
Uε(An) −→ End(Vn)⊗ Uε(An−1) such that
ρAn (ei,n) = {zi−1,nz
−1
i,n}xi,n + x
−1
i−1,nxi,nei−1,n−1, (4.5)
ρAn (ti,n) = zi−1,nz
−2
i,nzi+1,nti,n−1, (4.6)
ρAn (fi,n) = {zi,nz
−1
i+1,nt
−1
i,n−1}x
−1
i,n + fi,n−1, (4.7)
where
tn,n−1 := ε
−λn
n−1∏
i=1
t
− i
n
i,n−1. (4.8)
(b) Let λn ∈ C, an = (ai,n)
n
i=1 ∈ (C
×)n, a˜n−1 = (a˜i,n−1)
n−1
i=1 ∈ (C
×)n−1, bn = (bi,n)
n
i=1 ∈
Cn, and b˜n−1 = (b˜i,n−1)
n−1
i=1 ∈ C
n−1. Then we obtain a C-algebra homomorphism ρBn :=
ρBn (an, a˜n−1, bn, b˜n−1, λn) : Uε(Bn) −→ End(Vn)⊗ End(V˜n−1)⊗ Uε(Bn−1) such that
ρBn (ei,n) = {zi+1,nz
−1
i,n}xi,n + {z˜i−1,n−1z˜
−1
i,n−1}x
−1
i+1,nxi,nx˜i,n−1
+x−1i+1,nxi,nx˜i,n−1x˜
−1
i−1,n−1ei,n−1 (2 ≤ i ≤ n),
ρBn (e1,n) = {z2,nz
− 1
2
1,n }ε1x1,n + {z˜
−1
1,n−1z
1
2
1,n}ε1x
−1
2,nx1,nx˜1,n−1 + x
−1
2,nx˜1,n−1e1,n−1,(4.9)
ρBn (ti,n) = zi+1,nz
−2
i,nzi−1,nz˜i−2,n−1z˜
−2
i−1,n−1z˜i,n−1ti,n−1 (2 ≤ i ≤ n),
ρBn (t1,n) = z2,nz
−1
1,nz˜1,n−1t1,n−1, (4.10)
ρBn (fi,n) = {zi,nz
−1
i−1,nz˜
−1
i−2,n−1z˜
2
i−1,n−1z˜
−1
i,n−1t
−1
i,n−1}x
−1
i,n
+{z˜i−1,n−1z˜
−1
i,n−1t
−1
i,n−1}x˜
−1
i−1,n−1 + fi,n−1 (2 ≤ i ≤ n),
ρBn (f1,n) = {z
1
2
1,nz˜
−1
1,n−1t
−1
1,n−1}ε1x
−1
1,n + f1,n−1, (4.11)
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where
tn,n−1 := ε
−λn
n−1∏
i=1
t−1i,n−1. (4.12)
(c) Let λn ∈ C, an = (ai,n)
n
i=1 ∈ (C
×)n, a˜n−1 = (a˜i,n−1)
n−1
i=1 ∈ (C
×)n−1, bn = (bi,n)
n
i=1 ∈
Cn, and b˜n−1 = (b˜i,n−1)
n−1
i=1 ∈ C
n−1. Then we obtain a C-algebra homomorphism ρCn :=
ρCn (an, a˜n−1, bn, b˜n−1, λn) : Uε(Cn) −→ End(Vn)⊗End(V˜n−1)⊗Uε(Cn−1) such that ρ
C
n (ei,n),
ρCn (ti,n), ρ
C
n (fi,n) as in (4.9), (4.10), (4.11) if 3 ≤ i ≤ n, and
ρCn (e2,n) = {z3,nz
−1
2,n}x2,n + {z˜1,n−1z˜
−1
2,n−1}x
−1
3,nx2,nx˜2,n−1 + x
−1
3,nx2,nx˜2,n−1x˜
−1
1,n−1e2,n−1,
ρCn (e1,n) = {z
2
1,nz˜
−2
1,n−1}ε1x
−2
2,nx1,nx˜
2
1,n−1 + {z2,nz˜
−1
1,n−1}x
−1
2,nx1,nx˜1,n−1
+{z22,nz
−2
1,n}ε1x1,n + x
−2
2,nx˜
2
1,n−1e1,n−1, (4.13)
ρCn (t2,n) = z3,nz
−2
2,nz
2
1,nz˜
−2
1,n−1z˜2,n−1ti,n−1, ρ
C
n (t1,n) = z
2
2,nz
−4
1,nz˜
2
1,n−1t1,n−1, (4.14)
ρCn (f2,n) = {z2,nz
−2
1,nz˜
2
1,n−1z˜
−1
2,n−1t
−1
2,n−1}x
−1
2,n + {z˜1,n−1z˜
−1
2,n−1t
−1
2,n−1}x˜
−1
1,n−1 + f2,n−1,
ρCn (f1,n) = {z
2
1,nz˜
−2
1,n−1t
−1
1,n−1}ε1x
−1
1,n + f1,n−1, (4.15)
tn,n−1 := ε
−λnt
− 1
2
1,n−1
n−1∏
i=2
t−1i,n−1 (n ≥ 2), t1,0 := ε
−λ1 . (4.16)
(d) Let λn ∈ C, an = (ai,n)
n
i=1 ∈ (C
×)n, a˜n−2 = (a˜i,n−2)
n−2
i=1 ∈ (C
×)n−2, bn = (bi,n)
n
i=1 ∈
Cn, and b˜n−2 = (b˜i,n−2)
n−2
i=1 ∈ C
n−2. Then we obtain a C-algebra homomorphism ρDn :=
ρDn (an, a˜n−2, bn, b˜n−2, λn) : Uε(Dn) −→ End(Vn)⊗End(V˜n−2)⊗Uε(Dn−1) such that ρ
D
n (ei,n),
ρDn (ti,n), ρ
D
n (fi,n) as in (4.9), (4.10), (4.11) if 4 ≤ i ≤ n (replace x˜i,n−1 to x˜i−1,n−2 and
z˜i,n−1 to z˜i−1,n−2). Moreover,
ρDn (e3,n) = {z4,nz
−1
3,n}x3,n + {z˜1,n−2z˜
−1
2,n−2}x
−1
4,nx3,nx˜2,n−2 + x
−1
4,nx3,nx˜2,n−2x˜
−1
1,n−2e3,n−1,
ρDn (e2,n) = {z3,nz
−1
2,n}x2,n + {z1,nz˜
−1
1,n−2}x˜1,n−2x
−1
3,nx2,n + x
−1
3,nx2,nx
−1
1,nx˜1,n−2e2,n−1,
ρDn (e1,n) = {z3,nz
−1
1,n}x1,n + {z2,nz˜
−1
1,n−2}x˜1,n−2x
−1
3,nx1,n + x
−1
3,nx1,nx
−1
2,nx˜1,n−2e2,n−1,
(4.17)
ρDn (t3,n) = z4,nz
−2
3,nz2,nz1,nz˜
−2
1,n−2z˜2,n−2ti,n−1,
ρDn (t2,n) = z3,nz
−2
2,nz˜1,n−2t2,n−1, ρ
D
n (t1,n) = z3,nz
−2
1,nz˜1,n−2t1,n−1, (4.18)
ρDn (f3,n) = {z3,nz
−1
2,nz
−1
1,nz˜
2
1,n−2z˜
−1
2,n−2t
−1
3,n−1}x
−1
3,n + {z˜1,n−2z˜
−1
2,n−2t
−1
3,n−1}x˜
−1
1,n−2 + f3,n−1,
ρDn (f2,n) = {z2,nz˜
−1
1,n−2t
−1
2,n−1}x
−1
2,n + f2,n−1,
ρDn (f1,n) = {z1,nz˜
−1
1,n−2t
−1
1,n−1}x
−1
1,n + f1,n−1, (4.19)
tn,n−1 := ε
−λnt
− 1
2
1,n−1t
− 1
2
2,n−1
n−1∏
i=3
t−1i,n−1, (n ≥ 3), t2,1 := ε
−λ2t
− 1
2
1,1 , t1,0 := ε
−λ1 . (4.20)
(e) Let λ2 ∈ C, a2 = (ai,2)
5
i=1 ∈ (C
×)5, and b2 = (bi,2)
5
i=1 ∈ C
5. Then we obtain a
5
C-algebra homomorphism ρG := ρG(a2, b2, λ2) : Uε(G2) −→ End(V5)⊗ Uε(A1) such that
ρG(e1,2) = {z
3
3,2z
−2
4,2}x
−1
1,2x
−1
2,2x3,2x
2
4,2 + {z4,2z
−3
5,2}x
−1
1,2x
−1
2,2x
2
4,2x5,2 + {z
2
2,2z
−3
3,2}x
−1
1,2x2,2x3,2
+[2]{z2,2z
−1
4,2}x
−1
1,2x3,2x4,2 + {z
3
1,2z
−1
2,2}x2,2 + x
−1
1,2x
−1
2,2x4,2x5,2e1,1,
ρG(e2,2) = {z
−3
1,2}ε3x1,2, (4.21)
ρG(t1,2) = z
3
1,2z
3
3,2z
3
5,2z
−2
2,2z
−2
4,2t1,1, ρ
G(t2,2) = z
−6
1,2z
−6
3,2z
−6
5,2z
3
2,2z
3
4,2ε
λ2t
− 3
2
1,1 , (4.22)
ρG(f1,2) = {z2,2z
−3
3,2z
−3
5,2z
2
4,2t
−1
1,1}x
−1
2,2 + {z4,2z
−3
5,2t
−1
1,1}x
−1
4,2 + f1,1,
ρG(f2,2) = {z
3
1,2z
6
3,2z
6
5,2z
−3
2,2z
−3
4,2ε
−λ2t
3
2
1,1}ε3x
−1
1,2 + {z
3
3,2z
6
5,2z
−3
4,2ε
−λ2t
3
2
1,1}ε3x
−1
3,2
+{z35,2ε
−λ2t
3
2
1,1}ε3x
−1
5,2. (4.23)
Here, x±1i,j := 0, z
±1
i,j := 1 if the index (i, j) is out of range, e0,n := fn,n−1 := 0, Uε(g0) := C,
V0 := C, and V˜j, x˜i,j , z˜i,j are a copy of Vj , xi,j , zi,j.
By using these homomorphisms, we obtain lN -dimensional Uε(gn)-modules having dimgn-
parameters. We call those modules the Schnizer modules.
Remark 4.2. The actions of ei,n, ti,n, fi,n in [10] are slightly different from the one of The-
orem 4.1. Because we use a Uε(gn)-automorphism ω such that (ω(ei,n), ω(ti,n), ω(fi,n)) =
(fi,n, t
−1
i,n, ei,n).
Now, we introduce the following fact to use later. If gn = An (n ≥ 2), by (4.6), (4.8), we
obtain
ρAn−1(tn,n−1) = ε
−λn
n−1∏
i=1
ρAn−1(t
− i
n
i,n−1) = ε
−λn
n−1∏
i=1
(zi−1,n−1z
−2
i,n−1zi+1,n−1ti,n−2)
− i
n
= ε−λnzn−1,n−1
n−1∏
i=1
t
− i
n
i,n−2 = ε
−λnzn−1,n−1t
−n−1
n
n−1,n−2
n−2∏
i=1
t
− i
n
i,n−2
= ε−λnzn−1,n−1(ε
−λn−1
n−2∏
i=1
t
− i
n−1
i,n−2 )
−n−1
n
n−2∏
i=1
t
− i
n
i,n−2
= ε−λn+
n−1
n
λn−1zn−1,n−1. (4.24)
Similarly, by (4.10), (4.12), (4.14), (4.16), (4.18), (4.20), we obtain
ρBn−1(tn,n−1) = ε
−λn+λn−1zn−1,n−1z˜n−2,n−2 (n ≥ 2), (4.25)
ρCn−1(tn,n−1) = ε
−λn+λn−1zn−1,n−1z˜n−2,n−2 (n ≥ 3),
ρC1 (t2,1) = ε
−λ2+
1
2
λ1z21,1, (4.26)
ρDn−1(tn,n−1) = ε
−λn+λn−1zn−1,n−1z˜n−3,n−3 (n ≥ 4),
ρD2 (t3,2) = ε
−λ3+
1
2
λ2+
1
4 z
1
2
1,1z1,2z˜2,2, ρ
D
1 (t2,1) = ε
−λ2+
1
2
λ1z1,1, (4.27)
ρ
g
n−1(t1,0) = ε
−λ1 for g = A,B,C or D.
5 Construction of Lnilε (λ) (Type G-case)
In this section, we construct all finite dimensional irreducible nilpotent Uε(G2)-modules of
type 1 by using the Schnizer-homomorphisms in Theorem 4.1(e).
6
We set
a
(0)
1,1 := a
(0)
i,2 := 1 (1 ≤ i ≤ 5),
b
(0)
1,1 := b
(0)
1,2 := 1, b
(0)
2,2 := 4, b
(0)
4,2 := 5, b
(0)
3,2 := 3, b
(0)
5,2 := 2,
a
(0)
2 := (a
(0)
i,2 )
5
i=1, b
(0)
2 := (b
(0)
i,2 )
5
i=1. (5.1)
For λ ∈ C, we set
ρA1 (λ) := ρ
A
1 (a
(0)
1,1, b
(0)
1,1, λ) : Uε(A1) −→ End(C),
ρG(λ) := ρG(a
(0)
2 , b
(0)
2 , λ) : Uε(G2) −→ End(V5)⊗ Uε(A1), (5.2)
(see Theorem 4.1(a), (e)). For λ1, λ2 ∈ C, we define
φ1,2 := φ1,2(λ1, λ2) := ρ
A1
1 (ν
(λ1,λ2)
1 ) ◦ ρ
G(ν
(λ1,λ2)
2 ) : Uε(G2) −→ End(V5 ⊗ V1), (5.3)
where
ν
(λ1,λ2)
1 := λ1 + 2, ν
(λ1,λ2)
2 :=
3
2
λ1 + 3λ2 + 9.
We denote the Uε(G2)-modules associated with (φ1,2(λ1, λ2), V5 ⊗ V1) by V1,2(λ1, λ2). For
m1,1 ∈ Zl, m5 = (mi,5)
5
i=1 ∈ Z
5
l , we set
v1,2(m5,m1,1) := v5(m5)⊗ v1(m1,1), v
0
1,2 := v1,2(0, · · · , 0) ∈ V1,2(λ1, λ2).
We define yi,2, y1,1 ∈ End(V1,2(λ1, λ2)) (1 ≤ i ≤ 5): for v = v1,2(m5,m1,1),
y1,2v := [m1,2 + 2m3,2 + 2m5,2 −m2,2 −m4,2 −m1,1 − λ2]ε2v1,2(m5 + ǫ1,2,m1,1),
y2,2v := [m2,2 − 3m3,2 − 3m5,2 + 2m4,2 + 2m1,1 − λ1]v1,2(m5 + ǫ2,2,m1,1),
y3,2v := [m3,2 + 2m5,2 −m4,2 −m1,1 − λ2]ε2v1,2(m5 + ǫ3,2,m1,1),
y4,2v := [m4,2 − 3m5,2 + 2m1,1 − λ1]v1,2(m5 + ǫ4,2,m1,1),
y5,2v := [m5,2 −m1,1 − λ2]ε2v1,2(m5 + ǫ5,2,m1,1),
y1,1v := [m1,1 − λ1]v1,2(m5,m1,1 + ǫ1,1). (5.4)
Then, by Theorem 4.1(a), (e), (4.2), (4.4), (5.1), we have
e1,2v = [3m3,2 − 2m4,2]v1,2(m1,2 + 1,m2,2 + 1,m3,2 − 1,m4,2 − 2,m5,2,m1,1)
+[m4,2 − 3m5,2]v1,2(m1,2 + 1,m2,2 + 1,m3,2,m4,2 − 2,m5,2 − 1,m1,1)
+[2m2,2 − 3m3,2]v1,2(m1,2 + 1,m2,2 − 1,m3,2 − 1,m4,2,m5,2,m1,1)
+[2][m2,2 −m4,2]v1,2(m1,2 + 1,m2,2,m3,2 − 1,m4,2 − 1,m5,2,m1,1)
+[3m1,2 −m2,2]v1,2(m1,2,m2,2 − 1,m3,2,m4,2,m5,2,m1,1)
+[−m1,1]v1,2(m1,2 + 1,m2,2 + 1,m3,2,m4,2 − 1,m5,2 − 1,m1,1 − 1), (5.5)
e2,2v = [−m1,2]ε2v1,2(m1,2 − 1,m2,2,m3,2,m4,2,m5,2,m1,1), (5.6)
t1,2v = ε
3m1,2+3m3,2+3m5,2−2m2,2−2m4,2−2m1,1+λ1v1,2(m5,m1,1), (5.7)
t2,2v = ε
−2m1,2−2m3,2−2m5,2+m2,2+m4,2+m1,1+λ2
2 v1,2(m5,m1,1), (5.8)
f1,2v = (y2,2 + y4,2 + y1,1)v1,2(m5,m1,1), (5.9)
f2,2v = (y1,2 + y3,2 + y5,2)v1,2(m5,m1,1). (5.10)
Let P (V1,2(λ1, λ2)) as in Definition 3.3 (i).
Proposition 5.1. For all λ1, λ2 ∈ C, we obtain P (V1,2(λ1, λ2)) = Cv
0
1,2.
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Proof. Since the actions of e1,2, e2,2 on V1,2(λ1, λ2) do not depend on λ1, λ2, we simply
denote V1,2(λ1, λ2) by V1,2. By (5.5), (5.6), obviously, Cv
0
1,2 ⊂ P (V1,2). So we shall prove
P (V1,2) ⊂ Cv
0
1,2. Let
v =
∑
m5∈Z
5
l
,m1,1∈Zl
c(m5,m1,1)v1,2(m5,m1,1) ∈ V1,2,
where c(m5,m1,1) ∈ C, and we assume that e1,2v = e2,2v = 0. By (5.6), we get
0 = e2,2v =
∑
m5∈Z
5
l
,m1,1∈Zl
c(m5,m1,1)[−m1,2]v1,2(m1,2 − 1,m2,2,m3,2,m4,2,m5,2,m1,1).
Hence, we obtain c(m5,m1,1) = 0 if m1,2 6= 0. So, by (5.5), we have
0 = e1,2v =
∑
m2,2,m3,2,m4,2,m5,2,m1,1∈Zl
c(0,m2,2,m3,2,m4,2,m5,2,m1,1)
{[3m3,2 − 2m4,2]v1,2(1,m2,2 + 1,m3,2 − 1,m4,2 − 2,m5,2,m1,1)
+[m4,2 − 3m5,2]v1,2(1,m2,2 + 1,m3,2,m4,2 − 2,m5,2 − 1,m1,1)
+[2m2,2 − 3m3,2]v1,2(1,m2,2 − 1,m3,2 − 1,m4,2,m5,2,m1,1)
+[2][m2,2 −m4,2]v1,2(1,m2,2,m3,2 − 1,m4,2 − 1,m5,2,m1,1)
+[−m2,2]v1,2(0,m2,2 − 1,m3,2,m4,2,m5,2,m1,1)
+[−m1,1]v1,2(1,m2,2 + 1,m3,2,m4,2 − 1,m5,2 − 1,m1,1 − 1)}.
Since the (1, 2)-component of (0,m2,2 − 1,m3,2,m4,2,m5,2,m1,1) is 0 and the one of other
vectors is 1, by the linearly independence, c(m5,m1,1) = 0 if m2,2 6= 0. Therefore we obtain
0 = e1,2v =
∑
m3,2,m4,2,m5,2,m1,1∈Zl
c(0, 0,m3,2,m4,2,m5,2,m1,1)
{[3m3,2 − 2m4,2]v1,2(1, 1,m3,2 − 1,m4,2 − 2,m5,2,m1,1)
+[m4,2 − 3m5,2]v1,2(1, 1,m3,2,m4,2 − 2,m5,2 − 1,m1,1)
+[−3m3,2]v1,2(1,−1,m3,2 − 1,m4,2,m5,2,m1,1)
+[2][−m4,2]v1,2(1, 0,m3,2 − 1,m4,2 − 1,m5,2,m1,1)
+[−m1,1]v1,2(1, 1,m3,2,m4,2 − 1,m5,2 − 1,m1,1 − 1)}.
Since the (2, 2)-component of (1,−1,m3,2− 1,m4,2,m5,2,m1,1) (resp. (1, 0,m3,2− 1,m4,2−
1,m5,2,m1,1)) is −1 (resp. 0) and the one of other vectors is 1, we get c(m5,m1,1) = 0 if
m3,2 6= 0 or m4,2 = 0. Hence we have
0 = e1,2v =
∑
m5,2,m1,1∈Zl
c(0, 0, 0, 0,m5,2,m1,1){[−3m5,2]v1,2(1, 1, 0,−2,m5,2 − 1,m1,1)
+[−m1,1]v1,2(1, 1, 0,−1,m5,2 − 1,m1,1 − 1)}.
Since the (4, 2)-component of (1, 1, 0,−2,m5,2 − 1,m1,1) is −2 and the one of (1, 1, 0,−1,
m5,2 − 1,m1,1 − 1) is −1, we obtain c(m5,m1,1) = 0 if m5,2 6= 0 or m1,1 = 0. It amount to
v = c(0, · · · , 0)v01,2 ∈ Cv
0
1,2.
Let yi,2 (1 ≤ i ≤ 5), y1,1 as in (5.4) and we set Y1,2 := {yi,2, y1,1 | 1 ≤ i ≤ 5}. Let
p0 : V1,2(λ) −→ Cv
0
1,2 be the projection.
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Lemma 5.2. Let λ1, λ2 ∈ Z.
(a) For all r ∈ N, g1, · · · , gr ∈ Y1,2, we have
p0(g1 · · · grv
0
1,2) = 0 in V1,2(λ1, λ2).
(b) For all r ∈ N, i1, · · · , ir ∈ {1, 2}, we have
p0(fi1,2 · · · fir ,2v
0
1,2) = 0 in V1,2(λ1, λ2).
Proof. If we can prove (a), then we obtain (b) by (5.9), (5.10). So we shall prove (a).
Now we fix r ∈ N, g1, · · · , gr ∈ Y1,2 and set g := g1 · · · gr. For y ∈ Y1,2, we set
s(y) := #{1 ≤ i ≤ r | gi = y} ≥ 0, mg :=
5∑
i=1
s(yi,2)ǫi,2 + s(y1,1)ǫ1,1,
Wg :=
r⊕
s=1
C(gsgs+1 · · · grv
0
1,2) ⊂ V1,2(λ1, λ2).
Then, gv01,2 ∈ Cv1,2(mg) by (5.4), (5.9), (5.10). Since
∑5
i=1 s(yi,2) + s(y1,1) = r > 0, there
exists a 1 ≤ i ≤ 5 such that s(yi,2) > 0 or s(y1,1) > 0.
Case 1) s(y1,1) > 0: For 1 ≤ r
′
≤ r, let m(r
′
) ∈ Z6l such that gsgs+1 · · · gr ∈ Cv1,2(m
(r
′
)).
Let 1 ≤ r1 ≤ r such that gr1 = y1,1 and gr1+1, · · · , gr 6= y1,1. Then, by (5.4), m
(r1+1)
1,1 = 0.
Hence, by the definition of y1,1 in (5.4), we get
gr1gr1+1 · · · grv
0
1,2 ∈ C[−λ1]v1,2(m
(r1+1) + ǫ1,1).
Similarly, for 1 ≤ r2 < r1 such that gr2 = y1,1 and gr2+1, · · · , gr1−1 6= y1,1, we have
gr2gr2+1 · · · grv
0
1,2 ∈ C[−λ1 + 1][−λ1]v1,2(m
(r2+1) + 2ǫ1,1).
By repeating this, we obtain
gv01,2 ∈ C[−λ1 + s(y1,1)− 1] · · · [−λ1 + 1][−λ1]v1,2(mg).
Since λ1 ∈ Z and [l] = 0, if s(y1,1) ≥ l, then [−λ1+s(y1,1−1] · · · [−λ1+1][−λ1] = 0. On the
other hand, if 0 < s(y1,1) < l, then p0(v1,2(mg)) = 0. Therefore, we obtain p0(gv
0
1,2) = 0.
Case 2) s(y1,1) = 0 and s(y5,2) > 0: Since s(y1,1) = 0, for all 1 ≤ r
′
≤ r, m
(r
′
)
1,1 = 0.
Hence, we get
y5,2v1,2(m5,m1,1) = [m5,2 − λ2]ε2v1,2(m5 + ǫ5,2,m1,1) in Wg.
Thus, by the similar way to the proof of Case 1, we obtain p0(gv
0
1,2) = 0.
Case 3) There exists a 1 ≤ i ≤ 4 such that s(y1,1) = s(y5,2) = · · · = s(yi+1,2) = 0 and
s(yi,2) > 0: In this case , for all 1 ≤ r
′
≤ r, m
(r
′
)
1,1 = m
(r
′
)
5,2 = · · · = m
(r
′
)
i+1,2 = 0. Hence we
have
yi,2v1,2(m5,m1,1) = [mi,2 − λi˜]εi˜v1,2(m5 + ǫi,2,m1,1) in Wg,
where i˜ := 1 if i = 2, 4 and i˜ := 2 if i = 1, 3. Therefore, by the similar way to the proof of
Case 1, we obtain p0(gv
0
1,2) = 0.
By Case1–3, we obtain p0(gv
0
1,2) = 0.
Lemma 5.3. For all λ1, λ2 ∈ Z, α ∈ ∆+, we have f
l
α,2v
0
1,2 = 0 in Vk,n(λ).
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Proof. By Lemma 5.2(b) and Proposition 2.4, we obtain p0(f
l
α,2v
0
1,2) = 0. On the other
hand, by Proposition 2.3, 5.1,
ei,2f
l
α,2v
0
1,2 = f
l
α,2ei,2v
0
1,2 = 0 (i = 1, 2).
Hence, by Proposition 5.1, we get f lα,2v
0
1,2 ∈ Cv
0
1,2. Therefore, we obtain
f lα,2v
0
1,2 = p0(f
l
α,2v
0
1,2) = 0.
Now, we construct nilpotent Uε(G2)-modules (see §3). For λ1, λ2 ∈ C, let L1,2(λ1, λ2)
be the Uε(G2)-submodule of V1,2(λ1, λ2) generated by v
0
1,2.
Theorem 5.4. For any λ1, λ2 ∈ Zl, L1,2(λ1, λ2) is isomorphic to L
nil
ε (λ1, λ2) as Uε(G2)-
module.
Proof. By Proposition 5.1, e1,2v
0
1,2 = e2,2v
0
1,2 = 0. Moreover, by (5.7), (5.8),
ti,2v
0
1,2 = ε
λi
i v
0
1,2 (i = 1, 2).
So L1,2(λ1, λ2) is a finite dimensional highest weight Uε(G2)-module with highest weight
(λ1, λ2). On the other hand, by Lemma 5.3, f
l
α,2v
0
1,2 = 0 for all α ∈ ∆+. Moreover, by
Proposition 2.4, 5.1, we have elα,2v
0
1,2 = 0 for all α ∈ ∆+. Hence, by Proposition 2.3,
elα,2 = f
l
α,2 = 0 on L1,2(λ1, λ2) for all α ∈ ∆+. Thus L1,2(λ1, λ2) is a nilpotent Uε(G2)-
module. Therefore, by Proposition 5.1 and Proposition 3.5, we obtain this theorem.
If λ1 = 0, then we can construct L
nil
ε (λ1, λ2) more easily. For λ ∈ C, let ρ
G(λ) as in
(5.2). For m ∈ Z+, let (πm,C) be the trivial representation of Uε(gm), that is,
πm(ei,m) = πm(fi,m) = 0, πm(ti,m) = 1 (1 ≤ i ≤ m), (5.11)
where ei,0 := fi,0 := 0, ti,0 := 1, Uε(g0) := C. For λ2 ∈ C, we define
φ2,2 := φ2,2(λ2) := π1 ◦ ρ
G(νλ22 ) : Uε(G2) −→ End(V5),
where νλ22 := 3λ2 + 9. We denote the Uε(G2)-module associated with (φ2,2(λ2), V5) by
V2,2(λ2). Let L2,2(λ2) be the Uε(G2)-submodule of V2,2(λ2) generated by v
0
2,2 := v5(0, · · · , 0).
Then, by the similar way to the proof of Proposition 5.1, Lemma 5.2, 5.3, and Theorem 5.4,
we obtain the following proposition.
Proposition 5.5. For any λ2 ∈ Zl, L2,2(λ2) is isomorphic to L
nil
l (0, λ2) as Uε(G2)-module.
In particular, for any λ2 ∈ C, we have P (V2,2(λ2)) = Cv
0
2,2.
6 Inductive construction of Lnilε (λ) (Type B-case)
In this section, we construct all finite dimensional irreducible nilpotent Uε(Bn)-modules of
type 1 inductively by using the Schnizer-homomorphisms of Theorem 4.1(b).
We set a
(0)
n = (a
(0)
i,n)
n
i=1, a˜
(0)
n−1 = (a˜
(0)
i,n−1)
n−1
i=1 , b
(0)
n = (b
(0)
i,n)
n
i=1, b˜
(0)
n−1 = (b˜
(0)
i,n−1)
n−1
i=1 ∈ C
n
by
a
(0)
i,n := a˜
(0)
i,n := 1, b
(0)
i,n := n− i+ 1 (i 6= 1), b
(0)
1,n := 2n− 1, b˜
(0)
i,n−1 := i+ n− 2. (6.1)
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We fix k ∈ I. For λ = (λk, · · · , λn) ∈ C
n−k+1, we define νλ = (νλk , · · · , ν
λ
n) ∈ C
n−k+1 by
νλi := −2i+ 1−
i∑
j=k
λj (k ≥ 2), ν
λ
i := −2i+ 1−
1
2
λ1 −
i∑
j=2
λj (k = 1),
where k ≤ i ≤ n. For λ ∈ C, we define ρBn (λ) := ρ
B
n (a
(0)
n , a˜
(0)
n−1, b
(0)
n , b˜
(0)
n−1, λ) : Uε(Bn) −→
End(Vn⊗ V˜n−1)⊗Uε(Bn−1) (see Theorem 4.1(b)), and let (πk−1,C) be as in (5.11). We set
Vk,n :=
n⊗
j=k
(Vj ⊗ V˜j−1).
For λ = (λk, · · · , λn) ∈ C
n−k+1, we define a Uε(Bn)-representation φk,n := φk,n(λ) :
Uε(Bn) −→ End(Vk,n) by
φk,n(λ) := πk−1 ◦ ρ
B
k (ν
λ
k ) ◦ · · · ◦ ρ
B
n (ν
λ
n), (6.2)
and denote the Uε(Bn)-module associated with (φk,n(λ), Vk,n) by Vk,n(λ).
Let mn = (m1,n, · · · ,mn,n) ∈ Z
n
l , m˜n−1 = (m˜1,n−1, · · · , m˜n−1,n−1) ∈ Z
n−1
l , w ∈ Vk,n−1,
v = vn(mn) ⊗ v˜n−1(m˜n−1) ⊗ w ∈ Vk,n(λ). Then, by (4.2), (4.4), (4.9), (6.1), for any
1 < i < n, we have
en,nv = [−mn,n](vn(mn − ǫn,n)⊗ v˜n−1(m˜n−1)⊗ w), (6.3)
ei,nv = [mi+1,n −mi,n](vn(mn − ǫi,n)⊗ v˜n−1(m˜n−1)⊗ w)
+[m˜i−1,n−1 − m˜i,n−1](vn(mn + ǫi+1,n − ǫi,n)⊗ v˜n−1(m˜n−1 − ǫ˜i,n−1)⊗ w)
+vn(mn + ǫi+1,n − ǫi,n)⊗ v˜n−1(m˜n−1 − ǫ˜i,n−1 + ǫ˜i−1,n−1)⊗ (ei,n−1w), (6.4)
e1,nv = [2m2,n −m1,n]ε1(vn(mn − ǫ1,n)⊗ v˜n−1(m˜n−1)⊗ w)
+[m1,n − 2m˜1,n−1]ε1vn(mn + ǫ2,n − ǫ1,n)⊗ v˜n−1(m˜n−1 − ǫ˜1,n−1)⊗ w
+vn(mn + ǫ2,n)⊗ v˜n−1(m˜n−1 − ǫ˜1,n−1)⊗ (e1,n−1w). (6.5)
Let m = (mi,j)1≤i≤j,k≤j≤n ∈ Z
Nn−Nk−1
l , m˜ = (m˜i,j−1)1≤i≤j−1,k≤j≤n ∈ Z
Nn−1−Nk−2
l ,
where Ni :=
1
2 i(i+ 1) for i ∈ N. We set
vk,n(m, m˜) := (
n⊗
j=k
vj(m1,j , · · ·mj,j))⊗ (
n⊗
j=k
v˜j−1(m˜1,j−1, · · · m˜j−1,j−1)),
v0k,n := vk,n(0,0). (6.6)
Let P (Vk,n(λ)) as in Definition 3.3 (i).
Proposition 6.1. For all λ ∈ Cn−k+1, we obtain P (Vk,n(λ)) = Cv
0
k,n.
Proof. Since the actions of ei,n on Vk,n(λ) do not depend on λ, we simply denote Vk,n(λ)
by Vk,n. By (6.4), (6.5), obviously, Cv
0
k,n ⊂ P (Vk,n). So we shall prove P (Vk,n) ⊂ Cv
0
k,n by
induction on n.
We assume n = 1. Then we have k = 1. Let v =
∑
m1,1∈Zl
c(m1,1)v(m1,1) ∈ V1,1
(c(m1,1) ∈ C), and we assume e1,1v = 0. Then, by (6.5), we get
0 = e1,1v =
∑
m1,1∈Zl
c(m1,1)[−m1,1]ε1v1,1(m1,1 − 1).
Hence, we obtain c(m1,1) = 0 if m1,1 6= 0. Therefore we have v = c(0)v1,1(0) ∈ Cv1,1(0) =
Cv01,1.
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Now, we assume that n > 1 and we obtain the case of (n− 1). Let
v =
∑
mn∈Z
n
l
,m˜n−1∈Z
n−1
l
c(mn, m˜n−1)(vn(mn)⊗ v˜n−1(m˜n−1)⊗ vmn,m˜n−1) ∈ Vk,n,
where c(mn, m˜n−1) ∈ C, vmn,m˜n−1 ∈ Vk,n−1 (Vn,n−1 := Cv
0
n,n−1, v
0
n,n−1 := 1). We assume
that ei,nv = 0 for all 1 ≤ i ≤ n.
First, we shall prove that c(mn, m˜n−1) = 0 if mn 6= 0. By (6.3), we get
0 = en,nv =
∑
mn,m˜n−1
c(mn, m˜n−1)[−mn,n](vn(mn − ǫn,n)⊗ v˜n−1(m˜n−1)⊗ vmn,m˜n−1).
Hence, we obtain c(mn, m˜n−1) = 0 if mn,n 6= 0. Now, we assume that there exists a
2 ≤ i ≤ n− 1 such that c(mn, m˜n−1) = 0 if mi+1,n 6= 0, · · ·mn−1,n 6= 0 or mn,n 6= 0. Then,
by (6.4), we have
0 = ei,nv =
∑
mn,m˜n−1
c(mn, m˜n−1){[−mi,n](vn(mn − ǫi,n)⊗ v˜n−1(m˜n−1)⊗ vmn,m˜n−1)
+[m˜i−1,n−1 − m˜i,n−1](vn(mn + ǫi+1,n − ǫi,n)⊗ v˜n−1(m˜n−1 − ǫ˜i,n−1)⊗ vmn,m˜n−1)
+vn(mn + ǫi+1,n − ǫi,n)⊗ v˜n−1(m˜n−1 − ǫ˜i,n−1 + ǫ˜i−1,n−1)⊗ (ei,n−1vmn,m˜n−1)}.
If mi+1,n = 0, then the (i+1, n)-component of (mn−ǫi,n) is 0, and the one of (mn+ǫi+1,n−
ǫi,n) is 1. Thus, by the linearly independence, c(mn, m˜n−1) = 0 if mi,n 6= 0. Therefore we
obtain c(mn, m˜n−1) = 0 if m2,n 6= 0, · · ·mn−1,n 6= 0 or mn,n 6= 0 inductively. Similarly, we
have c(mn, m˜n−1) = 0 if m1,n 6= 0 by using e1,nv = 0. Hence, we obtain c(mn, m˜n−1) = 0 if
mn 6= 0. Therefore we get
v =
∑
m˜n−1∈Z
n−1
l
c(0, m˜n−1)(vn(0)⊗ v˜n−1(m˜n−1)⊗ v0,m˜n−1).
Moreover, we have
0 = ei,nv
=
∑
m˜n−1
c(0, m˜n−1){[m˜i−1,n−1 − m˜i,n−1](vn(ǫi+1,n − ǫi,n)⊗ v˜n−1(m˜n−1 − ǫ˜i,n−1)⊗ v0,m˜n−1)
+vn(ǫi+1,n − ǫi,n)⊗ v˜n−1(m˜n−1 − ǫ˜i,n−1 + ǫ˜i−1,n−1)⊗ (ei,n−1v0,m˜n−1)} (i 6= 1),
0 = e1,nv
=
∑
m˜n−1
c(0, m˜n−1){[−2m˜1,n−1]ε1(vn(ǫ2,n − ǫ1,n)⊗ v˜n−1(m˜n−1 − ǫ˜1,n−1)⊗ v0,m˜n−1)
+vn(ǫ2,n)⊗ v˜n−1(m˜n−1 − ǫ˜1,n−1)⊗ (e1,n−1v0,m˜n−1)}.
Then, by the similar manner to the above proof, we obtain c(0, m˜n−1) = 0 if m˜n−1 6= 0
by using ei,nv = 0 (1 ≤ i ≤ n). Finally, we get
v = c(0,0)(vn(0)⊗ v˜n−1(0)⊗ v0,0),
0 = ei,nv = c(0,0)vn(ǫi+1,n − ǫi,n)⊗ v˜n−1(−ǫ˜i,n−1 + ǫ˜i−1,n−1)⊗ (ei,n−1v0,0) (i 6= 1, n),
0 = e1,nv = c(0,0)vn(ǫ2,n)⊗ v˜n−1(−ǫ˜1,n−1)⊗ (e1,n−1v0,0).
Hence ei,n−1v0,0 = 0 in Vk,n−1 for all 1 ≤ i ≤ n− 1 if c(0,0) 6= 0. So, by the assumption of
the induction on n, we obtain v0,0 ∈ Cv
0
k,n−1 if c(0,0) 6= 0. Therefore
v ∈ C(vn(0)⊗ v˜n−1(0)⊗ v
0
k,n−1) = Cv
0
k.n.
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Let m = (mi,j)1≤i≤j,k≤j≤n ∈ Z
Nn−Nk−1
l , m˜ = (m˜i,j−1)1≤i≤j−1,k≤j≤n ∈ Z
Nn−1−Nk−2
l .
For 1 ≤ i ≤ n, max(k, i) ≤ j ≤ n, we define
νi,j(m, m˜) := mi+1,j − 2mi,j +mi−1,j + m˜i−2,j−1 − 2m˜i−1,j−1 + m˜i,j−1 (i 6= 1),
ν1,j(m, m˜) := m2,j −m1,j + m˜1,j−1,
µi,i−1(m, m˜) := ξ(i > k)(mi−1,i−1 + m˜i−2,i−2),
µi,j(m, m˜) := µi,i−1(m, m˜) +
j∑
r=max(k,i)
νi,r(m, m˜), (6.7)
where
ξ(i > j) :=
{
1 (i > j)
0 (i ≤ j),
ξ(i ≥ j) :=
{
1 (i ≥ j)
0 (i < j).
(6.8)
Let vk,n(m, m˜) be as in (6.6). Then, by (4.2), (4.10), (4.25), (6.1), we obtain
ti,nvk,n(m, m˜) = ε
µi,n(m,m˜)+ξ(i≥k)λi
i vk,n(m, m˜). (6.9)
In particular, we obtain the following lemma.
Lemma 6.2. For any λ = (λk, · · · , λn) ∈ C
n−k+1, i ∈ I, we obtain
ti,nv
0
k,n = ε
ξ(i≥k)λi
i v
0
k,n in Vk,n(λ).
Let m = (mi,j)1≤i≤j,k≤j≤n ∈ Z
Nn−Nk−1
l , m˜ = (m˜i,j−1)1≤i≤j−1,k≤j≤n ∈ Z
Nn−1−Nk−2
l ,
λ = (λk, · · · , λn) ∈ C
n−k+1. For i ∈ I, max(k, i) ≤ j ≤ n, we define yi,j , y˜i−1,j−1 ∈
End(Vk,n(λ)) by: for v = vk,n(m, m˜),
y˜i−1,j−1v := [m˜i−1,j−1 − m˜i,j−1 − µi,j−1(m, m˜)− ξ(i ≥ k)λi]vk,n(m, m˜+ ǫ˜i−1,j−1),
yi,jv := [mi+1,j −mi,j − µi,j(m, m˜)− ξ(i ≥ k)λi]vk,n(m+ ǫi,j , m˜) (i 6= 1),
y1,jv := [m1,j − 2m˜1,j−1 − µ1,j(m, m˜)− ξ(1 ≥ k)λi]ε1vk,n(m+ ǫ1,j , m˜), (6.10)
where y˜0,j−1 := 0. We set
Yk,n := {yi,j , y˜i−1,j−1 | i ∈ I,max(k, i) ≤ j ≤ n}.
Then, by (4.2), (4.4), (4.11), (6.1), we have
fi,nvk,n(m, m˜) =
n∑
j=max(k,i)
(yi,j + y˜i−1,j−1)vk,n(m, m˜) in Vk,n(λ). (6.11)
Let p0 : Vk,n(λ) −→ Cv
0
k,n be the projection.
Lemma 6.3. Let λ = (λk, · · · , λn) ∈ Z
n−k+1.
(a) For all r ∈ N, g1, · · · , gr ∈ Yk,n, we have
p0(g1 · · · grv
0
k,n) = 0 in Vk,n(λ).
(b) For all r ∈ N, i1, · · · , ir ∈ I, we have
p0(fi1,n · · · fir,nv
0
k,n) = 0 in Vk,n(λ).
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Proof. If we can prove (a), then we obtain (b) by (6.11). So we shall prove (a).
Let r ∈ N, g1, · · · , gr ∈ (Yk,n − {0}) and set g := g1 · · · gr. For y ∈ Yk,n, we set
s(y) := #{1 ≤ r
′
≤ r | gr′ = y} ≥ 0, sj :=
j∑
i=1
(s(yi,j) + s(y˜i−1,j−1)) (k ≤ j ≤ n),
mg :=
n∑
j=k
j∑
i=1
(s(yi,j)ǫi,j + s(y˜i−1,j−1)ǫ˜i−1,j−1), Wg :=
r⊕
r
′=1
C(gr′gr′+1 · · · grv
0
k,n).
Then, gv0k,n ∈ Cvk,n(mg) by (6.10). Since
∑n
j=k sj = r > 0, there exists a k ≤ j ≤ n such
that sk = · · · = sj−1 = 0 and sj > 0. Then, s(yp,q) = s(y˜p−1,q−1) = 0 for all k ≤ q < j,
1 ≤ p ≤ q. Thus, for any 1 ≤ r
′
≤ r, there existm(r
′
) ∈ Z
Nn−Nk−1
l , m˜
(r
′
) ∈ Z
Nn−1−Nk−2
l such
that gr′gr′+1 · · · grv
0
k,n ∈ Cvk,n(m
(r
′
), m˜(r
′
)) and m
(r
′
)
p,q = m˜
(r
′
)
p−1,q−1 = 0 for all k ≤ q < j,
1 ≤ p ≤ q. Hence, by (6.7), (6.10), in Wg,
yi,jvk,n(m, m˜) = [mi+1,j −mi,j − νi,j(m, m˜)− ξ(i ≥ k)λi]vk,n(m+ ǫi,j , m˜),
y1,jvk,n(m, m˜) = [m1,j − 2m˜1,j−1 − ξ(1 ≥ k)λ1]ε1vk,n(m+ ǫ1,j , m˜),
y˜i−1,j−1vk,n(m, m˜) = [m˜i−1,j−1 − m˜i,j−1 − ξ(i ≥ k)λi]vk,n(m, m˜+ ǫ˜i−1,j−1), (6.12)
for 2 ≤ i ≤ j, where ξ(i ≥ j) as in (6.8).
On the other hand, since sj > 0, there exist i (1 ≤ i ≤ j) such that s(yi,j) > 0
or s(y˜i−1,j−1) > 0. Now, we assume s(y˜j−1,j−1) > 0. Let r1 (1 ≤ r1 ≤ r) such that
gr1 = y˜j−1,j−1 and gr1+1, · · · , gr 6= y˜j−1,j−1. Then, by (6.10), m˜
(r1+1)
j−1,j−1 = 0. Hence, by
(6.12),
gr1gr1+1 · · · grv
0
k,n ∈ C[−λj ]vk,n(m
(r1+1), m˜(r1+1) + ǫ˜j−1,j−1).
Thus, by the similar way to the proof of Case 1 in Lemma 5.2, we have
gv0k,n ∈ C[−λj + s(y˜j−1,j−1)− 1] · · · [−λj + 1][−λj ]vk,n(mg),
and p0(gv
0
k,n) = 0. Similarly, if there exists i (2 ≤ i ≤ j − 1) such that s(y˜j−1,j−1) = · · · =
s(y˜i,j−1) = 0, s(y˜i−1,j−1) > 0, then we have
y˜i−1,j−1vk,n(m, m˜) = [m˜i−1,j−1 − δi≥kλi]vk,n(m, m˜+ ǫ˜i−1,j−1) in Wg,
and p0(gv
0
k,n) = 0. If s(y˜1,j−1) = · · · = s(y˜j−1,j−1) = 0, and there exists i (1 ≤ i ≤ j) such
that s(y1,j) = · · · = s(yi−1,j) = 0, s(yi,j) > 0, then we obtain
yi,jvk,n(m, m˜) = [mi,j − δi≥kλi]εivk,n(m+ ǫi,j , m˜) in Wg,
and p0(gv
0
k,n) = 0.
Consequently, we obtain that p0(gv
0
k,n) = 0 if sj > 0. It amount to p0(gv
0
k,n) = 0.
Lemma 6.4. For all λ = (λk, · · · , λn) ∈ Z
n−k+1, α ∈ ∆+, we have
f lα,nv
0
k,n = 0 in Vk,n(λ).
Proof. By Lemma 6.3(b) and Proposition 2.4, we obtain p0(f
l
α,nv
0
k,n) = 0. On the other
hand, by Proposition 2.3, 6.1,
ei,nf
l
α,nv
0
k,n = f
l
α,nei,nv
0
k,n = 0,
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for all i ∈ I. Hence, by Proposition 6.1, we get f lα,nv
0
k,n ∈ Cv
0
k,n. Therefore
f lα,nv
0
k,n = p0(f
l
α,nv
0
k,n) = 0.
Now, we construct nilpotent Uε(Bn)-modules (see §3). For λ ∈ C
n−k+1, let Lk,n(λ) be
the Uε(Bn)-submodule of Vk,n(λ) generated by v
0
k,n.
Theorem 6.5. For any k ∈ I, λ = (λk, · · · , λn) ∈ Z
n−k+1
l , Lk,n(λ) is isomorphic to
Lnilε (0, · · · , 0, λk, · · · , λn) as Uε(Bn)-module.
Proof. By Proposition 6.1 and Lemma 6.2, Lk,n(λ) is a highest weight Uε(Bn)-module
with highest weight (0, · · · , 0, λk, · · ·λn). On the other hand, by Lemma 6.4, f
l
α,nv
0
k,n = 0
for all α ∈ ∆+. Moreover, by Proposition 2.4, 6.1, e
l
α,nv
0
k,n = 0 for all α ∈ ∆+. Hence, by
Proposition 2.3, elα,n = f
l
α,n = 0 on Lk,n(λ) for all α ∈ ∆+. Thus Lk,n(λ) is a nilpotent
Uε(Bn)-module. Therefore, by Proposition 6.1 and Proposition 3.5, we obtain this theo-
rem.
In particular, if k = 1 then we obtain all finite dimensional irreducible nilpotent Uε(Bn)-
modules of type 1.
7 Other cases
In this section, we construct Uε(gn)-modules L
nil
ε (λ) in the case of gn = An, Cn or Dn
inductively by using the Schnizer-homomorphisms in Theorem 4.1(a), (c), (d).
We set a
(0)
n = (a
(0)
i,n)
n
i=1, a˜
(0)
n = (a˜
(0)
i,n)
n
i=1, b
(0)
n = (b
(0)
i,n)
n
i=1, b˜
(0)
n = (b˜
(0)
i,n)
n
i=1 ∈ C
n by,
a
(0)
i,n := a˜
(0)
i,n := 1 (gn = An, Cn, Dn),
b
(0)
i,n := i (gn = An), b
(0)
i,n := n− i+ 1 (gn = Cn),
b
(0)
i,n := n− i+ 1 (i 6= 1), b
(0)
1,n := n− 1 (n 6= 1), b
(0)
1,1 := 1 (gn = Dn),
b˜
(0)
i,n := n+ i− 1 (gn = Cn, Dn).
We fix k ∈ I. For λ = (λk, · · · , λn) ∈ C
n−k+1, we define νλ = (νλk , · · · , ν
λ
n) ∈ C
n−k+1 by
νλi := −i− 1−
1
i
i∑
j=k
(jλj) (gn = An), ν
λ
i := −2i−
i∑
j=k
λj (gn = Cn),
νλi := −2i+ 2−
i∑
j=k
λj (k ≥ 3), ν
λ
i := −2i+ 3−
1
2
λ2 −
i∑
j=3
λj (k = 2),
νλi := −2i+ 1−
1
2
λ1 −
1
2
λ2 −
i∑
j=3
λj (k = 1), (gn = Dn),
where k ≤ i ≤ n. For λ ∈ C, we set ρAn (λ) := ρ
A
n (a
(0)
n , b
(0)
n λ), ρCn (λ) := ρ
C
n (a
(0)
n , a˜
(0)
n−1, b
(0)
n , b˜
(0)
n−1, λ),
and ρDn (λ) := ρ
D
n (a
(0)
n , a˜
(0)
n−2, b
(0)
n , b˜
(0)
n−2, λ) (see Theorem 4.1(a), (c), (d)). We define
Vk,n :=
n⊗
j=k
Vj (gn = An), Vk,n :=
n⊗
j=k
(Vj ⊗ V˜j−1) (gn = Cn),
Vk,n :=
n⊗
j=k
(Vj ⊗ V˜j−2) (gn = Dn).
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For λ = (λk, · · · , λn) ∈ C
n−k+1, we define Uε(gn)-representations φk,n := φk,n(λ) : Uε(gn) −→
End(Vk,n) by
φk,n(λ) := πk−1 ◦ ρ
g
k(ν
λ
k ) ◦ · · · ◦ ρ
g
n(ν
λ
n).
We denote the Uε(gn)-module associated with (φk,n(λ), Vk,n) by Vk,n(λ). We set
v0k,n :=
n⊗
j=k
vj(0, · · · , 0) (gn = An),
v0k,n :=
n⊗
j=k
(vj(0, · · · , 0)⊗ v˜j−1(0, · · · , 0)) (gn = Cn),
v0k,n :=
n⊗
j=k
(vj(0, · · · , 0)⊗ v˜j−2(0, · · · , 0)) (gn = Dn).
For λ ∈ Cn−k+1, let Lk,n(λ) be the Uε(gn)-submodule of Vk,n(λ) generated by v
0
k,n.
Then we have the following theorem by the similar way to §6.
Theorem 7.1. Let gn = An, Cn or Dn. Then, for any k ∈ I, λ = (λk, · · · , λn) ∈ Z
n−k+1
l ,
Lk,n(λ) is isomorphic to L
nil
l (0, · · · , 0, λk, · · ·λn) as Uε(gn)-module. In particular, for any
λ ∈ Cn−k+1, we have P (Vk,n(λ)) = Cv
0
k,n.
Consequently, we obtain all finite dimensional irreducible nilpotent modules of type 1
inductively by using the Schnizer homomorphisms for quantum algebras at roots of unity of
type An, Bn, Cn, Dn or G2.
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