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Physics Department, University at Buffalo, Buffalo, New YorkABSTRACT Cryo-electron microscopy (cryo-EM) has been widely used to explore conformational states of large biomolecular
assemblies. The detailed interpretation of cryo-EMdata requires the flexible fitting of a knownhigh-resolution protein structure into
a low-resolution cryo-EMmap. To this end,wehave developedwhatwebelieve is a newmethod basedon a two-bead-per-residue
protein representation, and a modified form of the elastic network model that allows large-scale conformational changes while
maintaining pseudobonds and secondary structures. Our method minimizes a pseudo-energy which linearly combines various
terms of the modified elastic network model energy with a cryo-EM-fitting score and a collision energy that penalizes steric colli-
sions. Unlike previous flexible fitting efforts using the lowest fewnormalmodes, ourmethod effectively utilizes all normalmodes so
that both global and local structural changes can be fully modeled. We have validated our method for a diverse set of 10 pairs of
protein structures using simulated cryo-EM maps with a range of resolutions and in the absence/presence of random noise. We
have shown that our method is both accurate and efficient compared with alternative techniques, and its performance is robust to
the addition of random noise. Our method is also shown to be useful for the flexible fitting of three experimental cryo-EM maps.INTRODUCTIONThe biological functions of many biomolecules involve
dynamic transitions between different conformational states.
Given the difficulty of capturing all conformational states of
large biomolecules by x-ray crystallography, medium- to
low-resolution structure-determining techniques are increas-
ingly used. In particular, cryo-electron microscopy (cryo-
EM) has played a central role in probing conformational
states of large biomolecular assemblies (1).
Because cryo-EM only obtains electron density maps with
medium to low resolution, its interpretation requires the
fitting of a known high-resolution structure of the same
biomolecule into the density map. Avariety of computational
algorithms have been developed to perform automated fitting
of cryo-EM maps (for a review, see (2)). The early
approaches only considered rigid-body motions of biomole-
cules (3–9). More recently, thanks to improving resolution
of cryo-EM data, cryo-EM-fitting techniques that incorporate
biomolecular flexibility have been introduced. Partial account
of flexibility was achieved by treating a biomolecule as a set
of domains that were fitted independently as rigid bodies
(10–14). However, such methods depend on a subjective
and error-prone partition of a biomolecule into rigid domains
and ignore coupled motions between domains which may be
functionally important. A finer treatment of flexibility was
achieved by partitioning a biomolecule into secondary struc-
ture elements which were treated as rigid bodies (15,16), or
identifying rigid elements of a biomolecule using graphSubmitted September 3, 2010, and accepted for publication December 2,
2010.
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0006-3495/11/01/0478/11 $2.00theory (17–19). The flexibility of protein domains was also
modeled based on the principal component analysis of
a superfamily of protein structures (20,21), or via compara-
tive modeling (22).
The flexibility of biomolecules can be described by reduced
or coarse-grainedmodels, for example, using vector quantiza-
tion (3,23). Avariety of coarse-grained models (24) have been
developed to simulate protein conformational dynamics with
high efficiency. The elastic network model (ENM) (25–27)
represents a protein structure as a network of Ca atoms with
neighboring ones connected by springs with a uniform force
constant (28). The ENM has been successfully used to assist
the fitting of cryo-EM and x-ray data (29–31). In particular,
ENM-based normal mode analysis has been widely utilized
to flexibly fit high-resolution structures into low-resolution
structural data (32–40), or satisfy a few pairwise distance
constraints (41,42). Despite great success, the ENM-based
flexible fitting methods are limited in accuracy because they
usually only use a few low-frequency normal modes solved
from ENM, which are less accurate for describing small local
conformational changes (like rearrangement of helices inside
a densely packed region) than large global ones (like domain
motions) (27).
Molecular dynamics (MD) simulation is, in principle, able
to describe the dynamics of biomolecules at both global and
local scales, which makes it a method of choice for cryo-EM
fitting (43). In earlier studies, all-atom MD simulation was
used for real-space refinement, which assumed certain parts
of a biomolecule are rigid and simultaneously optimized
the fitting to cryo-EM data and the stereochemical properties
(2,44,45). Recently, several MD-based methods have been
introduced for cryo-EM fitting with full flexibility. Thedoi: 10.1016/j.bpj.2010.12.3680
Flexible Fitting of Cryo-EM Data 479common strategy of these methods is to bias the MD simula-
tion toward a conformation that optimally fits the cryo-EM
data by using a biasing potential function (46–50). The appli-
cation of these methods, however, has been limited by the
high computational cost of runningMD simulations for large
biomolecular systems. To reduce computing cost, Grubisic
et al. (51) developed an MD-based optimization method
using a reduced protein representation and a simplified Go
potential function.
To achieve both accuracy and efficiency in the flexible
fitting of cryo-EM maps, we propose a coarse-grained
method with the following novel, to our knowledge,
features:
First, it uses a two-bead-per-residue protein representa-
tion (one bead at the Ca atom, the other at the center of
mass of side-chain atoms, see (52)), which enables the
fitting of all-atom cryo-EM density maps with higher accu-
racy than the Ca-only representation.
Second, it is based on a modification of the ENM energy
that combines the harmonic interactions for maintaining
pseudo-bonds and secondary structures, and the anharmonic
interactions between nonbonded beads that allow
nonbonded residues to move apart readily. As a result, large
global structural changes can be sampled without distorting
local structures. Similarly, in another study, the ENM energy
was modified using multiple force constants to allow both
locally stiff and globally flexible structures (29).
Third, it minimizes a pseudo-energy which linearly
combines various terms of the modified ENM energy with
a cryo-EM-fitting score and a collision energy that penalizes
steric collisions (see Methods). Our minimization-based
approach has two advantages:
1. Unlike previous flexible fitting efforts using the lowest
few normal modes (see (33,34)), our method effectively
utilizes all normal modes so that both global and local
structural changes can be fully modeled while overfitting
remains under control.
2. It is efficiently implemented using the Newton-Raphson
algorithm based on a sparse linear equation solver (53).
We have validated our method for a diverse set of 10 pairs
of protein structures using simulated cryo-EM maps with
a range of resolutions and in the absence or presence of
random noise. We have shown that our method is both accu-
rate and efficient compared with alternative techniques, and
its performance is robust to the addition of random noise.
Our method is also shown to work well for the flexible
fitting of three experimental cryo-EM maps.METHODS
Modified elastic network model (mENM) with
two-bead-per-residue representation
A two-bead-per-residue coarse-grained model is constructed from the
atomic coordinates of a protein crystal structure—one bead is at the Caatom and the other is at the center of mass (CM) of the nonhydrogen
side-chain atoms.
The potential energy of the original ENM (28) is
EENM ¼ 1
2
XN
i¼ 2
Xi1
j¼ 1
Cijq

Rc  dij;0

dij  dij;0
2
; (1)
where dij is the distance between bead i and j, and dij,0 is the value of dij
given by the crystal structure, N is the total number of beads, q(x) is the
Heaviside function, Rc is a cutoff distance chosen to be 7 A˚ (it is lower
than the 10 A˚ previously used for Ca-only ENM because of the use of a finer
two-bead-per-residue representation), and Cij is the force constant of the
spring between bead i and j. Following Tekpinar and Zheng (54), two force
constant values are used here:Cij is set to 10 for pseudobonded beads (i.e., if
bead i and j correspond to the Ca atoms of two bonded residues, or the Ca
atom and the side-chain CM of the same residue), and 1 otherwise (the unit
of Cij can be arbitrarily chosen without changing the modeling results).
To allow nonbonded beads to move apart readily while maintaining
pseudo-bonds and secondary structures, we have modified the ENM energy
in Eq. 1 to the following form (named mENM energy):
EmENM ¼ Eb þ ESS þ Enb;
Eb ¼ 12
P
hiji˛Pb
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
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2
;
ESS ¼ 12
P
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
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2
;
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
1 d
e
ij;0
deij
2
;
(2)
where Eb is the pseudobonded energy (Pb is the set of pseudobonded bead
pairs, the bonded force constantCb¼ 10);ESS is the nonbonded energy which
maintains the local structure of a-helices and b-strands (PSS is the set of Ca
atom pairs which are either in a helix with a sequential offset %4, or in
a b-strand with a sequential offset%3, or forming hydrogen bonds between
two adjacent parallel/antiparallel b-strands, with the associated force constant
CSS ¼ 1); and Enb is the remaining nonbonded energy with a new parameter
e ¼ 6, corresponding to the Lennard-Jones potential—it has a minimum at
dij,0, saturates as dij goes to infinity, and diverges as dij approaches zero
(the nonbonded force constant Cnb ¼ 1). Therefore, unlike the harmonic
potential in Eq. 1, the mENM energy allows two nonbonded beads to
move apart at a finite energy cost.
The mENM energy in Eq. 2 can be expanded near a given conformation
X* to the second order,
EmENMðXÞzEmENMðXÞ þ dXTGþ 1
2
dXTHdX; (3)
where dX ¼ X – X*, G ¼ VEmENM jX¼X is the gradient of EmENM at X ¼ X*,
and H is the 3N3N Hessian matrix comprised of the following 33
blocks,
Hij ¼
2
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(4)
where xi, yi, zi (xj, yj, zj) is the x, y, z component of the coordinate of bead i
(j). The calculated gradient and Hessian matrix will be used in the flexible
cryo-EM-fitting protocol based on the Newton-Raphson algorithm (see
below).Biophysical Journal 100(2) 478–488
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Given a set of atomic coordinates, we calculate simulated cryo-EMmaps by
locating three-dimensional Gaussian functions on each atom and integrating
these functions for each voxel to get the density function (see (33,34))
rði; j; kÞ ¼ 1 ﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃ
2p=3
p
su
	3XN
n¼ 1
Z
Vijk
exp


 3
2s2
ðx  xnÞ2
þ ðy ynÞ2þðz znÞ2

dxdydz;
(5)
where s is one-half the map resolution (23), u is the grid spacing (the edge-
length of a cubic voxel), N is the number of atoms, and Vijk¼ u3 denotes the
volume of a cubic voxel centered at (xi, yj, zk) ¼ (i, j, k)  u, (xn, yn, zn) is
the coordinate of atom n.
Equation 5 can be further reduced to
rði; j; kÞ ¼
XN
n¼ 1
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
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
f ðzk  znÞ; (6)
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p
Zw
0
et
2
dt:
We note that the resolution parameter (2s) used here does not exactly corre-
spond to the resolution reported in cryo-EM experiments using a Fourier
filter. However, previous studies with coarse-grained models have shown
that the details of simulated cryo-EM maps do not affect the fitting perfor-
mance (33,34).
Simulated cryo-EM maps are generated at four resolutions (5 A˚, 10 A˚,
15 A˚, and 20 A˚), and used as target maps in the flexible fitting. Among these
resolution values, 10 A˚ represents a typical resolution for state-of-the-art
cryo-EM maps, so it is used as the default resolution to demonstrate our
method in comparison with alternative ones.
In previous studies, the grid spacing was usually set to 1 A˚ or 2 A˚ regard-
less of resolution (see (20,47)). In one study, the grid spacing was set to 3 A˚
and 4 A˚ for the cryo-EM maps with 10 A˚ and 20 A˚ resolution, respectively
(33). In general, a finer grid allows a more accurate representation of cryo-
EM maps at the expense of higher computing cost. To determine the grid
spacing value with a proper balance between accuracy and efficiency, we
have explored a range of grid spacing values from 2 A˚ to 5 A˚ for 10 A˚ reso-
lutionmaps (seeTable S1 in the SupportingMaterial).We have found that the
quality of final fitted models depends only weakly on grid spacing, while the
computing time is reduced significantly (by >5 times) as the grid spacing
increases from 2 A˚ to 5 A˚ (see Table S1). Our finding agrees with a previous
study which showed that optimal fitting can be obtained by choosing a grid
spacing smaller than the length scale set by the map resolution (19). There-
fore, we set the grid spacing to be one-half the map resolution, which allows
significant reduction of computing time without losing model accuracy.Simulated noise of cryo-EM map
To simulate the noise present in experimental cryo-EM maps, random
Gaussian noise is added to the simulated maps. Following Jolley et al.
(19), we assume that the noise level in a voxel is proportional to the squaredBiophysical Journal 100(2) 478–488root of the noise-free density value. An overall signal/noise ratio (SNR) is
calculated after the noisy map is generated. Here we consider three noise
levels with SNR set to 1, 2, and 5, respectively.mENM-based flexible cryo-EM fitting
We start from two given inputs: the initial protein structure and the target
cryo-EM map simulated from the target structure. Similar to Schroder
et al. (30), we optimize a pseudo-energy which is a linear combination of
the following components—the nonbonded mENM energy based on the
initial structure (weighted by l), the EM-fitting score for the target cryo-
EM map (weighted by 1-l), the mENM energy terms maintaining
pseudo-bonds and secondary structures (weighted by 1), and the collision
energy (weighted by 1, see below). The weight parameter l˛[0,1] controls
the degree of data fitting (akin to the g parameter in (30)): at l ~ 1, the
conformational search is restricted near the initial structure with poor fitting
to the target cryo-EM map; at l ~ 0, the influence of initial structure is too
weak to maintain the structural integrity so the risk for overfitting is high.
To find an optimal l, we optimize the pseudo-energy progressively as l
decreases gradually from 1 to 0 until the EM-fitting score reaches
a threshold value determined by the inaccuracy of our coarse-grained model
or the level of noise (see below).
The total pseudo-energy function is defined as
Etotal ¼ lEnb þ ð1 lÞEmap þ Eb þ ESS þ Ecol; (7)
where Enb is the nonbonded energy based on the initial structure (see Eq. 2),
Eb is the pseudobonded energy (see Eq. 2), ESS is the nonbonded energy
which maintains the local structure of a-helices and b-strands (see Eq. 2),
Ecol is the collision energy between two nonbonded beads defined as
Ecol ¼ 1
2
X
hiji;Pb&hiji;PSS
Ccolq

Rcol  dij

dij  Rcol
2
; (8)
where the collision force constant Ccol ¼ 10, and Rcol is the minimal
distance between nonbonded beads in the initial structure (those bead pairs
considered in Eb and ESS are excluded from the summation) (following
(54)). The addition of Ecol penalizes steric collisions between residues
whose Ca atoms or CM beads are within a distance of Rcol. A similar
soft-sphere energy term was used in another flexible fitting method (29).
Emap is the EM-fitting score defined as
Emap ¼ 100 
P
i;j;k
½rmði; j; kÞ  rtði; j; kÞ2P
i;j;k
½rtði; j; kÞ2
; (9)
where rm is themodel density function calculated from the bead coordinates of
a coarse-grained model (using Eq. 5, where each backbone atom is assigned
the coordinate of the corresponding Ca atom, and each side-chain atom is as-
signed the coordinate of the corresponding CM bead), rt is the target density
function, and (i, j, k) is the voxel index. The denominator in Eq. 9 normalizes
Emap to avalue that onlyweaklydependsonprotein size (numberof atoms) and
map size (number of voxels). The weight 100 is chosen to provide proper
driving force for fast fitting without causing overfitting.
For a series of gradually decreasing l, the cryo-EM-fitted model is found
by minimizing Etotal in Eq. 7. We use the Newton-Raphson algorithm to
solve 7Etotal (l, Xmin) ¼ 0 by using the following iterative procedure:
1. Initialization: set n ¼ 0, l0 ¼ 1, Xmin,0 ¼ X1, which represents the bead
coordinates of the initial structure.
2. Multiply ln by 10
0.2.
3. For the conformationXmin,n, calculate the pseudo-energyEtotal,n using Eq. 7.
4. If Etotal,n fails to be lowered after 10 iterations, stop minimization and go
to step 7.
5. Displace Xmin,n by the incremental displacement
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
lnHnb þ ð1 lnÞHmap þ Hb þ HSS þ Hcol
1
lnVEnb þ ð1 lnÞVEmap þ VEb þ VESS þ VEcol
 ;
(10)
where Hnb, Hmap, Hb, HSS, and Hcol are the Hessian matrices calculated
from Enb, Emap, Eb, ESS, and Ecol, respectively (see Eq. 4).
6. Go to Step 3.
7. Calculate the EM-fitting score Emap,n using Eq. 9.
8. Stop if Emap,n has reached its threshold value (see below), otherwise set
n) nþ1, then go to Step 2.
To reduce accumulation of structural distortions, we limit the magnitude
of each incremental displacement (see Eq. 10) within an root mean-square
deviation (RMSD) of 0.2 A˚. This is attained by adding 3I, where I is an
identity matrix and 3 is an adjustable parameter, to the sum of Hessian
matrices such that the linear-equation solution in Eq. 10 satisfies this condi-
tion. This idea is akin to the trusted region method used in a recent study of
flexible fitting to low-dimensional structural data (40).
To find the optimally fitted model without overfitting, we minimize
Etotal for l gradually decreasing from 1 toward 0, until Emap is below the
threshold value Emap,th determined by either the inaccuracy of our
coarse-grained model (in the absence of noise) or the noise level (in the
presence of noise). In the former case, Emap,th is calculated using Eq. 9
where the model density rm is generated from the coarse-grained model
based on the target structure. In the latter case, Emap,th is given by
100=SNRþ 1:Flexible fitting of an experimental cryo-EM map
An experimental cryo-EM map is preprocessed as follows:
1. The initial structure is docked into the experimental cryo-EM map as
a rigid body (or multiple rigid domains) using the QDock command of
the SITUS program (3).
2. A single-moleculemap is obtainedbykeeping thevoxelswithin a distance
of s (one-half the map resolution) from the docked initial structure.
3. The average hrexpi and standard deviation
dexp ¼
ﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃ
rexp  hrexpi
2q
of the experimental densitieswithin the single-moleculemap are computed.
4. The average hrmi and standard deviation
dm ¼
ﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃðrm  hrmiÞ2q
of the modeled densities based on the initial structure are computed.
5. The experimental densities are shifted and rescaled:
rexp0

rexp 

rexp

$
dm
dexp
þ hrmi:
Then we use the mENM method to perform flexible fitting to the prepro-
cessed experimental cryo-EM map.RESULTS
Test cases and model evaluation
From two previous studies of cryo-EM flexible fitting
(49,51), we have selected 10 pairs of protein structures
with the first structure used as the initial structure and thesecond structure used to simulate the target cryo-EM
map. These cases sample a wide range of conformational
changes from 1.6 A˚ to 14.4 A˚ in RMSD of Ca atoms (see
Table 1).
Simulated cryo-EM maps are generated with resolutions
of 5 A˚, 10 A˚, 15 A˚, and 20 A˚, respectively (see Methods).
Simulated maps are used here for method validation,
because the target structures are known and can be used to
rigorously evaluate the quality of final fitted models. The
effects of random noise that mimics the noise present in
experimental maps are also considered (see below). The
applicability of our method to experimental cryo-EM
maps is also tested (see below).
We first perform a rigid-body fitting of an initial structure
to a target map, then we iteratively displace the initial struc-
ture to minimize a pseudo-energy that linearly combines
several energy terms that maintain the initial tertiary struc-
ture, pseudo-bonds, secondary structures, and penalize steric
collisions, together with an EM-fitting score (see Methods).
We define the EM-fitting score as the squared deviation
between a model map and a target map (see Methods, also
see (35)). An alternative EM-fitting score, the real-space
cross-correlation coefficient (CC), was also used in previous
studies (see (33,34)). We do not use CC here because its
derivatives are mathematically more cumbersome to calcu-
late. Neither score alone is sufficient because their overop-
timization may lead to overfitting. To unambiguously
assess the quality of a final fitted model, we compute the
Ca-based RMSD between the model and the target structure
following a superposition that removes the net translation and
rotation between them (denoted as RMSD). It is then
comparedwith theCa-basedRMSDbetween the initial struc-
ture and the target structure following the rigid-body fitting
(denoted as RMSD0). A significant decrease from RMSD0
to RMSD indicates a good performance for the flexible
fitting.
To separate the errors of initial rigid-body fitting and
subsequent flexible fitting, we first assume the initial struc-
ture is perfectly superimposed with the target structure
without net translation and rotation between them. Next,
we will explore the effects of inaccurate initial rigid-body
fitting, obtained by the SITUS program (3), on the results
of flexible fitting.A case study of the closed-to-open transition
of adenylate kinase
To illustrate our method, we use the closed-to-open transi-
tion of adenylate kinase as an example, which was also
explored in previous flexible fitting studies (see (19,29)).
X-ray structures of adenylate kinase have been solved in
both a closed form (PDB code: 1ake) and an open form
(PDB code: 4ake). The former is used as the initial structure
and the latter is used to simulate a target cryo-EM map with
10 A˚ resolution. After 15 rounds of minimization as theBiophysical Journal 100(2) 478–488
TABLE 1 Results of flexible fitting for perfectly superimposed initial structures and cryo-EM maps with various resolutions and
noise levels
Target PDB Initial PDB Resolution (A˚) Initial RMSD0 (A˚)
Final (minimal) RMSD at various noise levels
(A˚)
No noise SNR ¼ 5 SNR ¼ 2 SNR ¼ 1
1ama 9aat 5 1.66 0.52(0.49) 0.77(0.63) 0.72(0.70) 0.74(0.74)
10 0.59(0.59) 0.95(0.89) 1.07(0.98) 1.33(1.19)
15 0.76(0.72) 1.87(1.62) 1.91(1.63) 1.96(1.64)
20 0.95(0.94) 1.90(1.66) 2.01(1.66) 2.14(1.66)
1anf 1omp 5 3.77 0.47(0.45) 0.72(0.54) 0.79(0.62) 0.72(0.67)
10 0.52(0.51) 1.08(0.88) 1.28(1.12) 1.51(1.38)
15 0.60(0.59) 2.77(1.60) 3.57(1.86) 3.71(2.31)
20 0.66(0.64) 3.74(2.36) 3.76(3.26) 3.78(3.77)
1aonA 1aonH 5 12.25 0.90(0.85) 5.36(5.10) 5.94(5.89) 11.65(11.47)
10 1.02(1.00) 1.28(1.26) 1.35(1.34) 1.48(1.46)
15 1.08(1.07) 7.84(7.69) 8.22(7.94) 7.41(7.23)
20 1.13(1.12) 8.72(5.49) 9.36(5.57) 9.45(4.85)
1lfh 1lfg 5 6.44 0.50(0.49) 0.71(0.57) 0.93(0.91) 1.07(1.06)
10 0.64(0.63) 1.06(0.90) 2.24(1.75) 1.53(1.26)
15 0.61(0.59) 1.75(1.54) 1.35(1.07) 3.39(2.76)
20 0.80(0.78) 1.92(1.70) 2.34(2.33) 4.34(3.56)
1n0u 1n0v 5 14.44 0.68(0.65) 1.04(0.85) 1.07(1.07) 1.27(1.23)
10 0.89(0.86) 1.41(1.22) 1.90(1.63) 2.69(2.03)
15 1.01(1.00) 2.50(2.41) 3.30(3.01) 3.75(3.33)
20 1.16(1.16) 2.34(2.31) 5.07(3.97) 7.52(5.02)
1oaoD 1oaoC 5 7.05 0.43(0.43) 0.73(0.56) 0.69(0.62) 0.73(0.68)
10 0.47(0.45) 0.80(0.77) 0.88(0.88) 1.08(0.96)
15 0.51(0.51) 1.26(1.05) 3.02(2.67) 2.29(2.17)
20 0.57(0.54) 2.50(2.02) 2.24(1.52) 4.16(3.86)
1vfv 1i5s 5 1.81 0.72(0.70) 1.00(0.94) 1.04(1.01) 1.16(1.15)
10 0.73(0.71) 1.64(1.42) 1.79(1.67) 1.81(1.81)
15 0.92(0.91) 1.81(1.78) 1.81(1.80) 1.81(1.80)
20 1.09(1.06) 1.81(1.81) 1.82(1.81) 1.81(1.81)
2lao 1lst 5 4.70 0.40(0.36) 0.74(0.48) 0.59(0.51) 0.61(0.54)
10 0.51(0.47) 0.71(0.67) 0.74(0.72) 1.02(0.94)
15 0.58(0.52) 1.46(1.43) 2.32(2.30) 3.82(3.08)
20 0.56(0.55) 1.93(1.74) 4.54(2.03) 4.69(2.61)
4ake 1ake 5 7.13 0.60(0.59) 0.92(0.78) 0.89(0.89) 1.05(1.04)
10 0.74(0.73) 1.25(1.13) 1.74(1.50) 2.26(2.00)
15 0.86(0.85) 2.27(2.08) 2.41(2.32) 3.00(2.70)
20 0.99(0.91) 2.85(2.81) 4.45(3.21) 4.66(3.46)
4tgl 3tgl 5 1.59 0.79(0.72) 1.32(1.16) 1.31(1.29) 1.36(1.34)
10 1.02(1.02) 1.40(1.21) 1.57(1.50) 1.58(1.58)
15 0.70(0.67) 1.59(1.35) 1.59(1.53) 1.59(1.57)
20 0.68(0.68) 1.59(1.59) 1.59(1.59) 1.59(1.59)
482 Zhengweight parameter l gradually decreases (see Methods), the
flexible fitting is terminated at l¼ 0.001 when the threshold
value of EM-fitting score (determined by the inaccuracy of
coarse-grained modeling, see Methods) is reached. During
the fitting process, the EM-fitting score is reduced dramati-
cally from 37.3 to 0.111, and the RMSD (relative to the
target structure) is lowered from 7.13 A˚ to 0.74 A˚ (see
Fig. 1 a). The final model agrees very well with the target
structure without local structural distortion (see Fig. 1 b).
As for computing time, the flexible fitting of adenylate
kinase takes 180 s on a 2.5-GHz Intel dual-quad-core
Xeon node. For comparison, we have tried the normal
mode flexible fitting (NMFF) program (33,34) using the
lowest 26 modes solved from an all-atom ENM andBiophysical Journal 100(2) 478–488a Ca-only ENM, which finished with a final RMSD of
1.6 A˚ and 3.4 A˚, respectively.Improvement of flexible fitting by the use
of two-bead-per-residue representation
In previous cryo-EM flexible fitting studies, a Ca-only
coarse-grained representation was often used (see
(33,34,51)). Here we adopt a finer representation where
two beads are used to represent an amino-acid residue
(one at the Ca atom, the other at the center of mass of
side-chain atoms if present, see (52)). We have run flexible
fitting using both representations and compared the results.
In all but one case, we have obtained a better final model
FIGURE 1 Result of flexible fitting of a closed-
form structure of adenylate kinase to a 10 A˚ reso-
lution cryo-EM map simulated from an open-form
structure of adenylate kinase: (a) weight parameter
l, EM-fitting score Emap, and RMSD (relative to
the target structure) as a function of iteration step
are shown. (b) The initial structure (thin trace),
target structure (thick trace), and final model (thick
trace) are shown; the target cryo-EMmap is shown
(solid surface).
Flexible Fitting of Cryo-EM Data 483using the two-bead-per-residue representation than the
Ca-only one (the final RMSD is on average lowered by
~0.2 A˚, see Table S2). Such improvement, although small,
may be significant when a high-accuracy cryo-EM-fitted
model is needed.Improvement of flexible fitting by modifying
the ENM energy
The original ENM energy has a parabolic form (see Eq. 1),
which does not allow large conformational changes that
move contacting residues far apart. Consequently, ENM-
based normal modes are known to perform worse in
describing closed-to-open structural transitions than open-
to-closed ones (27). To enhance the sampling of large
conformational changes, we have modified the original
ENM energy with a new form termed the mENM energy
(see Eq. 2), which allows two nonbonded beads to move
far apart at a finite energy cost. We have run flexible fitting
using both energy functions and compared the results. In
all cases, we have obtained a better final model using the
mENM energy than the ENM energy (the final RMSD is
on average lowered by ~0.6 A˚, see Table S2). For example,
in the case of adenylate kinase, the use of the mENM
energy lowers the final RMSD significantly from 2.09 A˚
to 0.74 A˚.Improvement of flexible fitting by effectively
using all normal modes
Rather than using the lowest few normalmodes (see (33,34)),
our calculation of the incremental structural displacement
implicitly uses all modes of the linearly combined Hessian
matrix (see Eq. 10). To show the improvement by using all
modes, we have run the NMFF program (33,34) using the
lowest 26 modes (including six translation and rotation
modes) solved from an all-atom ENM and a Ca-only ENM,
respectively. In all but one case, our method has obtaineda better final model than NMFF (the final RMSD is on
average lowered by~0.6 A˚ and1 A˚, respectively, seeTable 2),
while the computing time remains comparable (see
Table S3). For example, we consider the transition between
two Kif1A structures—the initial structure is bound with
ADP (PDB code: 1i5s), and the target structure is bound
with an ATP analog (PDB code: 1vfv). To ensure the same
number of residues from both structures is included, the resi-
dues only present in 1vfv (residues 353–362) and 1i5s (resi-
dues 206–212, 254–268) are deleted. This transition involves
a translation and rotation of switch II helix (see Fig. 2 b),
which is poorly described by the lowest normal modes
(55,56). Indeed, NMFF only lowers the RMSD slightly
from 1.81 A˚ to 1.37 A˚ (using all-atom ENM) and 1.51 A˚
(using Ca-only ENM). By effectively using all modes, our
method has lowered the RMSD significantly from 1.81 A˚
to 0.73 A˚ (see Fig. 2, a and b).Gradual tuning of the pseudo-energy avoids
trapping in local minima
Weminimize the pseudo-energy with theweight parameter l
gradually decreasing from 1 to 0 rather than being fixed
(see Methods). The idea is to remove l-dependent local
minima of the pseudo-energy—corresponding to the solu-
tions of 7Etotal(l) ¼ 0, that may trap conformational
sampling. To show the effectiveness of this minimization
scheme, we have rerun the flexible fitting using a fixed
l ¼ 0.001 (for noise-free cryo-EM maps with resolution
of 10 A˚). In all but two cases, the final RMSD is higher
than if l is gradually tuned (see Table S2). For example,
in four cases with large conformational change (1aonH/
1aonA, 1lfg/1lfh, 1n0v/1n0u, and 1ake/4ake), the
final model has a much higher RMSD than if l is gradually
tuned (see Table S2), which indicates trapping in local
minima far from the target structure. Therefore, the tuning
of l indeed helps to avoid trapping in local minima which
may occur if l is fixed.Biophysical Journal 100(2) 478–488
TABLE 2 Comparison of various flexible fitting methods for noise-free cryo-EM maps
Target PDB Initial PDB
Initial RMSD0
(A˚)
Final RMSD for various methods (resolution)
(A˚)
mENM
(10 A˚)
NMFF*
(10 A˚)
NMFFy
(10 A˚)
Biased MD
(all-atom)z
(8 A˚)
Biased MD
(Go-model)x
(10 A˚)
1ama 9aat 1.66 0.59 0.65 0.89 1.59 —
1anf 1omp 3.77 0.52 0.97 1.18 1.22 —
1aonA 1aonH 12.25 1.02 1.48 1.67 — —
1lfh 1lfg 6.44 0.61 0.90 1.08 — 1.3
1n0u 1n0v 14.44 0.89 2.65 2.90 — 1.2
1oaoD 1oaoC 7.05 0.47 1.16 1.99 — 1.1
1vfv 1i5s 1.81 0.73 1.37 1.51 — —
2lao 1lst 4.70 0.51 1.18 1.76 1.16 —
4ake 1ake 7.13 0.74 1.60 3.40 — 1.8
4tgl 3tgl 1.59 1.02 0.92 1.07 1.39 —
Average 0.71 1.29 1.75 — —
*See Tama et al. (34) (using 26 lowest modes solved from an all-atom ENM with cutoff distance of 5.5 A˚).
ySee Tama et al. (34) (using 26 lowest modes solved from a Ca-only ENM with cutoff distance of 8 A˚).
zSee Orzechowski and Tama (49).
xSee Grubisic et al. (51).
484 ZhengDependence of flexible fitting performance on
map resolution
We have performed flexible fitting using noise-free cryo-
EM maps with resolutions of 5 A˚, 10 A˚, 15 A˚, and 20 A˚.
For all except one case, the final RMSD decreases as the
resolution parameter decreases (see Table 1), which
supports the general notion that higher-resolution cryo-EM
maps enable more accurate structural modeling. For all
cases, our method has consistently obtained accurately fitted
models with RMSD% 1.2 A˚ for noise-free cryo-EM maps
(see Table 1) using the same model parameters. Therefore,
our method is applicable to a wide range of protein confor-
mational changes and map resolutions. The computing time
decreases as the resolution parameter increases (see
Table S4), thanks to the use of coarser grids and fewer vox-
els for lower-resolution maps, which lowers the cost of
calculating EM-fitting score and its derivatives.Biophysical Journal 100(2) 478–488Dependence of flexible fitting performance on
noise level
Most cryo-EM-fitting studies (except (19,30)) focused on
noise-free simulated cryo-EM maps, whereas experimental
maps contain noise caused by imaging process and image
processing and reconstruction. To evaluate the effect of
random noise at a controllable level, Gaussian noise with
a given SNR is added to the simulated maps (following
(19)). We have systematically explored SNR of 1, 2, and
5, which corresponds to
CC 
ﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃ
SNR=ð1þ SNRÞ
p
of 0.7, 0.8, and 0.9, respectively. In recent cryo-EM-
fitting studies, experimental maps were typically fitted
with a CC of 0.8 ~ 0.9 (29,34,35,47), which corresponds
to SNR R 2.FIGURE 2 Result of flexible fitting of an ADP-
bound Kif1A structure to a 10 A˚ resolution cryo-
EM map simulated from an ATP-analog-bound
Kif1A structure: (a) weight parameter l, EM-
fitting score Emap, and RMSD (relative to the target
structure) as a function of iteration step are shown.
(b) The initial structure (thin trace), target structure
(thick trace), and final model (thick trace) are
shown; the target cryo-EM map is shown (solid
surface).
Flexible Fitting of Cryo-EM Data 485As expected, the flexible fitting performance gets worse
as the noise level increases, although the degree of wors-
ening varies between proteins (see Table 1). For example,
in case of adenylate kinase (with map resolution of 10 A˚),
the final RMSD increases from 0.74 A˚ to 1.25 A˚, 1.74 A˚
and 2.26 A˚, all of which remain much lower than the initial
RMSD0 of 7.13 A˚, as SNR decreases from infinity to 5, 2,
and 1. However, in case of Kif1A (with map resolution of
10 A˚), the final RMSD quickly increases from 0.73 A˚ to
1.64 A˚, 1.79 A˚, and 1.81 A˚, which are near the initial
RMSD0 of 1.81 A˚, as SNR decreases from infinity to 5, 2,
and 1. So the flexible fitting of adenylate kinase is more
robust to noise than Kif1A.
Generally, the flexible fitting of lower-resolution maps is
more susceptible to noise. For example, in case of adenylate
kinase (with map resolution of 20 A˚), the final RMSD
increases from 0.99 A˚ to 2.85 A˚, 4.45 A˚, and 4.66 A˚ as
SNR decreases from infinity to 5, 2, and 1.
For most cases, our method has generated accurately
fitted models with RMSD < 2 A˚ for noisy cryo-EM maps
with resolution of 10 A˚ and SNRR 2 (see Table 1). There-
fore, our method is highly promising for fitting medium/
high-resolution experimental cryo-EM maps.Flexible fitting after inaccurate initial rigid-body
fitting
The above test of our flexible fitting method assumes that
the initial structure is perfectly superimposed on the target
structure with no net rotation or translation. In practice,
a given initial structure has to be fitted to a target map manu-
ally or using a rigid-body cryo-EM-fitting program, which
results in an inaccurately oriented initial model. We have
performed rigid-body fitting using the QDock command
of the SITUS program (3) with 10 codebook vectors
(following (34)). The top five initial models are ranked by
CC. To test the effect of inaccurate rigid-body fitting, we
have performed flexible fitting starting from each of the
five initial models.
In most cases, not all initial models can be refined by flex-
ible fitting to a final model with a low RMSD (see Table S5).
For example, in case of adenylate kinase, only the first two
initial models allow successful flexible fitting whereas the
last three do not. Compared with the two successful initial
models, the three failed ones all have very large RMSD0,
suggesting that they have a wrong orientation. Therefore,
a roughly correct orientation of the initial model is required
for our flexible fitting method to succeed.
How to select a good initial model from the top five
models generated by SITUS: For all cases, we have found
the model(s) with the highest CC to be good enough for flex-
ible fitting (see Table S5), which result in a final model with
a low RMSD similar to that obtained for a perfectly oriented
initial structure (see Table 1 and Table S5). Additionally, as
long as the initial orientation is roughly correct, the flexiblefitting converges well, as judged from the similar final
RMSD values reached starting from different initial models
(see Table S5), although the convergence is worse as the
noise level increases.Comparison with alternative cryo-EM flexible
fitting methods
Our method offers a useful addition to a pool of cryo-EM
flexible fitting techniques developed previously (19,29,30,
33,34,49,51,57). Here we compare our method with
a number of closely related methods.
The NMFF program (33,34) used the lowest few normal
modes of ENM to iteratively optimize the fitting to a target
cryo-EMmap. For the same set of test cases, our method has
obtained better final models than NMFF (see Table 2). The
computing cost of our method is comparable to NMFF (see
Table S3). The improvement in accuracy is attributed to the
effective use of all modes, which allows a full description of
protein flexibility including both global and local structural
changes. The biased MD simulation based on an all-atom
force field (49) or a coarse-grained Go-model (51) was
used to perform flexible fitting of cryo-EM maps. We have
compared our results with other studies (49,51) for the
common test cases. In all cases, we have obtained better
final models (see Table 2).Flexible fitting of experimental cryo-EM maps
To demonstrate the applicability of our method to experi-
mental cryo-EM data, we have applied it to the myosin
motor protein which contains ~1100 residues. Myosin
generates force and movement by binding with the actin
filaments in an ATP-dependent fashion (58). The cryo-EM
reconstruction at 14 A˚ resolution of a nucleotide-free
myosin bound to the actin filaments revealed a conformation
different from the nucleotide-bound x-ray structure of
myosin (59). A satisfactory fitting of the cryo-EM data
was attained after the Upper-50 kDa (U50) subdomain
was rotated toward the Lower-50 kDa (L50) subdomain
(59) (see Fig. 3 b). We have performed flexible fitting of
the preprocessed single-molecule myosin map (see
Methods) using the x-ray structure of an ATP-analog-bound
myosin (following (59)). The initial rigid-body fitting is
performed using SITUS, which obtains a CC of 0.73 (calcu-
lated for the inside of the single-molecule envelope). The
flexible fitting is terminated when the RMSD relative to
the initial structure starts to saturate near ~3 A˚. The final
model’s CC is improved to 0.84. In agreement with Holmes
et al. (59), the flexible fitting reveals a rotation of the U50
subdomain that closes the cleft between the U50 and L50
subdomains (see Fig. 3 b). We have further tested our
method using two more cases of experimental cryo-EM
data (see the Supporting Material).Biophysical Journal 100(2) 478–488
FIGURE 3 Result of flexible fitting of an ATP-
analog-bound myosin structure to a 14 A˚ resolu-
tion cryo-EM map of a nucleotide-free myosin
molecule: (a) weight parameter l, EM-fitting score
Emap, and RMSD (relative to the initial structure)
as a function of iteration step are shown (the step
of RMSD saturation is pointed to by an arrow).
(b) The initial structure (thin trace), the final model
(thick trace), and the fitted model obtained in
Holmes et al. (59) (thick trace) are shown, and
the target cryo-EM map is shown (solid surface).
The rotation of the U50 subdomain toward the
L50 subdomain is shown.
486 ZhengDISCUSSION AND CONCLUSION
We have developed what we believe is a new computational
method to flexibly fit a given cryo-EM map with a coarse-
grained model using a two-bead-per-residue representation,
and a modified form of the elastic network model that
allows large-scale conformational changes while maintain-
ing pseudobonds and secondary structures. Our method
effectively utilizes all normal modes so that both global
and local structural changes can be fully modeled. Based
on the cryo-EM-fitted models, it is straightforward to build
all-atom models using existing side-chain modeling
programs (available in MMTSB (60)). Compared with the
Ca-only coarse-grained models, the addition of side-chain
beads allows side-chain modeling to be conducted more
accurately and efficiently.
In practice, our flexible fitting method should be
combined with a rigid-body fitting program like SITUS
(3) which is used to find an approximately correct orienta-
tion of an initial structure relative to a target map. Our
method may not work if the initial orientation is wrong. In
our test, the best model produced by the QDock command
of the SITUS program (with the highest CC) gives a good
initial model for subsequent flexible fitting. In practice, flex-
ible fitting should be done starting from several initial
models, and convergence toward a common conformation
should be checked to ensure the reliability of modeling.
Our method compares favorably with alternative methods
in accuracy, and its computing cost is very low. It is also
very easy to use with the same parameters applicable to
a variety of protein conformational changes and cryo-EM
maps of different resolutions. Our method is also shown to
be robust to random noise with SNR R 2.Biophysical Journal 100(2) 478–488In principle, the flexible fitting of a high-resolution struc-
ture into a low-resolution cryo-EM map is prone to the over-
fitting problem, because the many degrees of freedom
involved in fitting are generally insufficiently constrained
by the given structural data. In our method, we take the
following measures to reduce overfitting: first, the total
number of degrees of freedom is reduced by using a coarse-
grained model and maintaining the pseudobonds and the
secondary structures (following (47)); second, the flexible
fitting is timely terminatedwhen a threshold EM-fitting score
is reached, which depends on the noise level or the inaccuracy
of coarse-grained modeling, or when the RMSD relative to
the initial structure starts to saturate. Indeed, in our test of
10 cases with various map resolutions and noise levels, we
have consistently obtained final models with low RMSD
which is close to the minimal RMSD attained during fitting
(see Table 1). We have also visually inspected the final
models and did not find serious structural distortion indica-
tive of overfitting.
A general concern about anyminimization-basedmethod is
the local minima trapping problem. To avoid being trapped in
local minima, we perform a gradual tuning of the weight
parameter l to eliminate localminima. Indeed, for all the cases
with cryo-EM maps of 10 A˚ resolution, we do not find the
fitting to be trapped in a conformation far from the target struc-
ture if it starts from a good initial model with roughly correct
orientation (see Table S5). Alternativeminimization protocols
like simulated annealing (16,19,29) may also be used to assist
the finding of global minimum at the expense of higher
computing cost. Similarly, MD-based methods can be used
to avoid trapping in local minima (see (49,51,61)).
The idea of adding an EM-fitting score to a physical
potential to bias the conformational sampling was explored
Flexible Fitting of Cryo-EM Data 487in previous studies (see (49,51)). The weight of this score
must be properly chosen to accelerate conformational
sampling while maintaining protein structural integrity. It
is not easy to determine the optimal weight before the simu-
lation because it may vary between proteins. To address this
issue, rather than using a fixed weight, our method gradually
tunes the weight parameter l until a threshold EM-fitting
score is reached, which allows the fitting process to self-
adjust to different cases.
The idea of minimizing a linear combination of various
energy functions was previously used by us to model transi-
tion pathways (54), and will be used to fit other low-resolu-
tion structural data (40) in the future.
Despite its success, our method and other ENM-based
cryo-EM-fitting methods have limitations—they are most
suited for proteins undergoing en-block motions of domains
or secondary structural elements. A more detailed simula-
tion using MD and all-atom force-field (47) will be needed
to model local changes involving folding/unfolding of
secondary structures or restructuring of surface loops or
side chains.SUPPORTING MATERIAL
Additional results, six tables, and two figures are available at http://www.
biophysj.org/biophysj/supplemental/S0006-3495(10)05186-6.
I thank the funding support from American Heart Association (grant No.
0835292N) and National Science Foundation (grant No. 0952736), the
EM data of myosin-decorated actin from Dr. K. Holmes, and the EM
data of Escherichia coli RNAP from Dr. Seth A. Darst. The method will
be made available on a web server (enm.lobos.nih.gov).REFERENCES
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