High-resolution spectrum estimation techniques have been extensively studied in recent publications. Knowledge of the noise variance is vital for spectrum estimation from noise-corrupted observations. This paper presents the use of noise compensation and data extrapolation for spectrum estimation. We assume that the observed data sequence can be represented by a set of autoregressive parameters. A recently proposed iterative algorithm is then used for noise variance estimation while autoregressive parameters are used for data extrapolation. We also present analytical results to show the exponential decay characteristics of the extrapolated samples and the frequency domain smoothing effect of data extrapolation. Some statistical results are also derived. The proposed noise-compensated data extrapolation approach is applied to both the autoregressive and FFTbased spectrum estimation methods. Finally, simulation results show the superiority of the method in terms of bias reduction and resolution improvement for sinusoids buried in noise.
Introduction
Traditional methods of spectrum estimation solely rely on the discrete Fourier transform (DFT) to obtain the power spectrum of an observed data sequence [1] - [3] . Popular among these are the periodogram and Blackman-Turkey methods. Their major weakness, however, is that they fail to resolve closely spaced spectral peaks when shortduration data sequences are used. This weakness is the main motivation behind the so-called high-resolution techniques; notably the autoregressive (AR) [4] - [6] and eigendecomposition techniques [7] . Although these high resolution techniques give better-resolved spectrum estimates, it is only at high signal-to-noise ratios (HSNR's) that their performance can be guaranteed to be superior to the traditional methods [8] . The reason for this could be attributed to the inability to accurately separate the signal subspace from the noise subspace at low signal-to-noise-ratios (LSNR's). The presence of noise is a serious problem for AR parameter estimation [9] - [11] , usually involving the use of higher-order Yule-Walker equations (YWE's) [12] . The use of autoregressive moving average (ARMA) models for noisy AR has been recommended in [8] . However, the resulting nonlinear equations cannot be easily solved, thus making the frequency estimates sub-optimal. At LSNR's the distinction Manuscript received February 17, 2004 . Manuscript revised September 3, 2004 . Final manuscript received December 7, 2004 . † The authors are with the Department of Information and Computer Sciences, Saitama University, Saitama-shi, 338-8570 Japan.
a) E-mail: jonah@sie.ics.saitama-u.ac.jp DOI: 10.1093/ietfec/e88-a. 3.702 between large and small eigenvalues becomes obscure and hence methods like rank reduction fail to produce satisfactory results. In particular, MUSIC [13] performs badly at LSNR's. Another approach that has been successfully used to enhance the spectral resolution for two-dimensional [14] - [16] and also one-dimensional [17] spectrum estimation is the data extrapolation method. However, the data extrapolation method employed alone has been shown to result in rapid decrease in the magnitude of extrapolated data points [16] . This trend has been intuitively attributed to the increase in prediction error [24] . Nonetheless, this method can become very attractive if it is coupled with noise compensation [18] . If the noise variance can be estimated from the observed data sequence, then the data extrapolation method can improve frequency resolution and bias considerably. The aim of this paper is therefore to analytically characterize the data extrapolation process and to demonstrate the effectiveness of the noise-compensated data extrapolation as a spectrum estimation technique.
To achieve the abovementioned goals we use a recently proposed iterative noise variance estimation (INVE) technique based on low-order YWE's [19] . The noise variance estimate is used in extracting the AR parameters from the observed data sequence. These AR parameters are in turn used in conjunction with data extrapolation for spectrum estimation. We analyze the effect of data extrapolation in both the time domain and the frequency domain to reveal the characteristics of the extrapolated data points. Such an analysis, in relation to noise-compensated data extrapolation, has not been formally presented in the literature. The relationship between data extrapolation, noise variance, bias and resolution is also unveiled. In this paper it is shown that the decrease in value of the extrapolated data points is exponential in nature and has the effect of smoothing the spectrum.
This paper is organized as follows. In Sect. 2 we review the INVE method. Section 3 presents the proposed method of spectrum estimation. Section 4, which is an expansion on Sect. 3, gives a more detailed analysis of the data extrapolation method and implications in both the time and frequency domains. Statistical assessment of the method is also given in this section. In Sect. 5 simulation results are presented. Concluding remarks in Sect. 6 end this paper.
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Review of the INVE Method
In this section, we review the INVE method [19] since it will be useful in understanding the analysis of the noisecompensated data extrapolation method. The INVE method is based on low order YWE's. The INVE method is iterative and at each iteration, an estimate of the noise-free YuleWalker solution is obtained by adjusting the noise variance parameter and constraining the solution to match the autocorrelation sequence of the observed data sequence. The adjustment is achieved through a step-size parameter which depends on the current value of the noise variance parameter. The true noise variance minimizes the difference between the second norms of the noisy Yule-Walker solution and the estimated noise-free Yule-Walker solution.
Formulation of the Noisy AR Model
For the purpose of noise variance estimation, we define a stationary AR process y(n) of order p by
where e(n) is an uncorrelated driving white noise sequence of variance σ 
where δ(k) is the Kronecker delta function. In the presence of noise, the observed data sequence becomes x(n) = y(n) + w(n), where w(n) is assumed to be zero-mean additive white Gaussian noise of variance σ 2 w . The ACF for x(n) is similarly defined like that for y(n) and denoted by r xx (k).
The AR parameters can be estimated by using the YWE's [1] given by
where R yy and R xx are p × p autocorrelation matrices (ACM's) of the sequences y(n) and x(n) respectively. The column vectors on the right hand sides of Eqs. 
where I is a p × p identity matrix.
Noise Variance Estimation
Equations (1)- (3) can be utilized in the estimation of the noise variance σ 2 w . It can be shown that it is possible to estimate σ 2 w from the low-order YWE's by defining a function f (α) such that
where α is a parameter that gives an estimate of σ The value of α that gives the minimum of f (α) results in the noise variance estimate. This property of the function f (α) is described analytically in [19] and forms the basis of the INVE method. We extract the minimum of f (α) by adjusting the α in an iterative fashion.
Spectrum Estimation
Given a finite length of data sequence x(0), x(1), . . ., x(N − 1), suppose that based on the INVE method the f (α) is minimized when α = α 1 . Then the spectrum estimation by noise-compensated data extrapolation can proceed as follows.
Estimate the biased noisy autocorrelation sequence
r xx (k) from the data sequence aŝ
2. Definingσ 2 w as the estimate of the noise variance from the INVE method, and substituting it in Eq. (3), obtain the noise-compensated AR parameters from Eq. (1), denoted byã(α 1 ), and use these parameters to extrapolate the data sequence x(n) as described in [18] ; that is,x
wherex(n) denotes the extrapolated points, [·] k is the kth element ofã(α 1 ), and n ≥ N. The resulting extrapolated data sequence is denoted by
where Z is the total data sequence length and Z > N. 3. Obtain new AR parameters from x (n) by solving Eq. (2) using the Levinson-Durbin algorithm. 4. Estimate the spectrum from the extrapolated data sequence x (n) by either of the following methods.
• Through the FFT approach, using the DFT of x (n) which is defined by
for k = 0, . . . , Z − 1. The power spectrum is then given by |X (k)| 2 /Z.
• Using the AR approach, with the AR power spectral density P ar ( f ) which is given by [1]
and
the AR parametersâ and gain power g 2 are obtained from Step 3 through the Levinson-Durbin algorithm.
In
Step 2, the value of Z can be determined from practical considerations such as resolution requirements. For given length of available data sequence, the spectral resolution limit for the DFT can be readily determined. However, in the case of AR spectrum estimation, the optimum value of Z would depend on both the order and the SNR and in that case the DFT resolution requirements can be used as a guide to the amount of data extrapolation necessary. We also note that instead of performing eigendecomposition as in [18] , the noise compensated AR parameters are obtained through the INVE method. As compared to previous methods, the above spectrum estimation method eliminates the need for adjustment parameters suggested in [5] and [18] during the process of noise variance estimation. The a priori knowledge of σ 2 w as in [4] also becomes unnecessary.
Analytical Assessment of Data Extrapolation
In this section, we analyze the effect of noise-compensated data extrapolation in both the time and frequency domains. We also present the implications of noise-compensated data extrapolation from a statistical perspective.
Time Domain Effect
Given the observed data sequence x(0), x(1), . . . , x(N − 1), we can extrapolate the sequence using prediction coefficients to arrive at the following expression for the (i + 1)th extrapolated data sample:
where β can be taken to be a positive real number corresponding to the rate of decay of the extrapolated data samples. The derivation of Eq. (9) is given in Appendix. Equation (9) could explain the tapering effect of the extrapolated data points observed in [16] ; that is, the extrapolated section can be approximated by a decreasing exponential function of the data, with initial value equal to α 0 as shown in Fig. 1 .
Frequency Domain Effect
The effect of the extrapolated points in the frequency domain can be explained with the help of Heaviside's unit step function u(t) and the replicating symbol (function) as defined in [22] . We will represent the replicating symbol (function) by (t) in the sequel. The t here is an independent variable. From the observed data sequence x(0), x(1), . . . , x(N − 1), we can obtain the extrapolated sequence as described in the preceding section. Suppose that the extrapolated data sequence becomes
, with N 1 new data points. Let us refer to this process of obtaining x (n) as forward data extrapolation. We recognize that
If we assume that the observed data sequence is a realization of a continuous time signal x(t), the original data sequence can be arrived at by sampling with the (t) so that we have x(t) (t). The periodicity of N samples can be achieved by convolution to get r(t) which can be expressed as
where the asterisk ( * ) denotes the convolution operation.
Assuming that the Fourier transform of x(t) exists, then the Fourier transform of r(t) also exists, and can be written as
, where f denotes the frequency. We see that R( f ) is the Fourier transform of x(t) sampled at 1/N intervals. Extending similar arguments on the extrapolated data sequence x (n) as on x(t), the addition theorem of Fourier transforms, can be used to separate x (n) into two sequences x 1 (n) and x 2 (n) of length N 1 such that
This separation of data into two sequences is depicted in Fig. 2 . In Fig. 2 the shape of the observed data is arbitrarily chosen. The data sequences x 1 (n) and x 2 (n) can be thought as those resulting from employing the sampling and replicating operations on continuous-time signals x 1 (t) and x 2 (t). Performing the Fourier transformation of the two data sequences and combining the results, we get
where N e = N + N 1 . Equation (13) can be simplified to Fig. 2 Splitting of data sequence x (n) into two: (a) observed data sequence with trailing zeros x 1 (n), (b) extrapolated data sequence with leading zeros x 2 (n) and (c) addition of (a) and (b) to get x (n).
In Eq. (14) we can interpret X 2 ( f ) * ( f ) as the Fourier transform of Eq. (9) multiplied by a delayed Heaviside's unit step function if Eq. (9) is taken into consideration. Since the resulting function is exponential in nature, it has the effect of smoothing the Fourier transform of the original data samples. The smoothing effect can be verified by considering the following. For Heaviside's unit step function u(t), the Fourier transform pairs are defined by [23] Ft e
where the "Ft" denotes the Fourier transform operator, ω = 2π f is the radian frequency and µ > 0. Equation (15) is similar to the one used for forward data extrapolation; that is, extrapolation into positive time indices to getx(N),x(N + 1), . . .. The Fourier transform of x 1 (n) is the same as that of zero-padded x(n) while that of x 2 (n) is the Fourier transform of time-shifted Eq. (15) . According to the shift theorem the magnitude spectrum of x 2 (n) is the same as that of Eq. (15) and is given by
Data extrapolation, therefore, by the exponential decay nature of the extrapolated data points, produces a smoothing effect in the frequency domain. This smoothing effect distinguishes data extrapolation by prediction from data extrapolation by zero-padding where any oscillatory behavior in the Fourier transform of x(n) is left unaffected. Additionally the spectrum is sampled at 1/N e intervals instead of 1/N for the original. We notice that Eq. (16) could be handy if backward data extrapolation was also performed; that is, extrapolation to negative indices before n = 0 tox(−1),x(−2), . . .. Utilization of both the forward and backward data extrapolation could be postulated to give better results in the frequency domain than either applied separately.
Statistical Considerations
Extensive analysis of linear prediction in respect of autoregressive processes has been carried in [25] - [28] . Since data extrapolation is based on linear prediction, the results of that analysis could be useful in explaining the effects of data extrapolation on the AR parameters and also on the spectrum estimate.
In [25] it was shown that the error of prediction of the x(N + s)-th sample using the most recent p observations assuming that the predictions were made from data samples independent of those used to construct estimators for parameters, is expressed as
where M h is the first p×p sub-matrix of
The ⊕ represents the Kronecker delta product and is defined for matrices A m×n and B q×t by the matrix
. If {x(n)} is a stationary AR(p) process, A is a p × p matrix such that x(n) = Ax(n − 1) + e(n), where
T and e(n) = [e(n), 0, . . . , 0] T is a p × 1 zero mean constant variance white noise vector. The b k 's are the MA equivalent parameters for the AR process.
Often, as in our case, the same observation sequence is used for prediction and parameter estimation, hence Eq. (17) can be modified such that the error of the predictor can be written as [26] 
where
T . Both Eqs. (17) and (18) depend on the bias vector (â−a) of the AR parameters. It was shown in [27] that for the case where the input white noise is uncorrelated with the AR parameters the bias in Yule-Walker AR parameter estimates B AR is
where p is assumed to be even, 1 is a p × 1 vector of ones, E B AR is a residual error of B AR mainly constituted by fourth order cumulant of e(n) and ξ is a p × 1 vector such that
The log-bias of the spectral density function log P(f ) − log P( f ) in the least squares sense was shown in [28] to be related to the bias vector of the AR parameter estimates (â − a) as follows:
where (1/N) . Equation (20) can be simplified to
is the prediction error term and B AR =â − a T . Equations (18)- (21) show that noise-compensated data extrapolation has desired effect of reducing the bias in the spectral estimates since noise compensation minimizes E 2 σ 2 e in Eq. (21). As mentioned above, besides increasing the smoothness, and also compactness, of the spectrum, data extrapolation has the inherent effect of reducing the bias because of the 1/N term in the Eq. (19) . The noise-compensated data extrapolation could, therefore, be expected to invoke effective bias reduction and resolution improvement in the frequency domain.
Computer Simulation
The following relationship was used for simulations
where q is the number of frequencies, A i is the amplitude of the i-th normalized frequency and v(n) is zero-mean white noise of variance σ 2 v . The simulation example is clearly seen to be that of sinusoids in white noise. This signal model choice has been made based on the observation that the AR model interpretation of linear prediction gives high resolution in the case of sinusoids in white noise and can be used as a good benchmark for performance evaluation [29] . The sinusoidal signal model commonly arises in frequency estimation problems where the nature of the signal is known beforehand. However since the poles of AR model for sinusoids are located on the unit circle, the locations of the largest poles can be used to estimate the frequencies. In the noiseless case, poles on the unit circle corresponds sharp peaks in the spectrum while additional spurious peaks arise in the noisy case. Thus, the spectrum of sinusoids can be analyzed by an AR model. Since we are also considering short data sequences with closely spaced spectral peaks at LSNR's, this signal model choice could be useful for illustration purposes. Furthermore, with little information about the nature of the signal under investigation, it could be practical to use the AR model for a given data sequence.
The settings in Eq. (22) were: q = 2, f 1 = 0.20, f 2 = 0.22, and A 1 = A 2 = 1. The data sequence of length 40 was generated and used in the simulations. The AR order p for parameter estimation was set to 18. The order was obtained by using the approximation p = (N/3 + N/2)/2 [6] , where N is the length of the observed data sequence, and p was set to be even. The constant M for the INVE method was set to 1000. For the noise-compensated extrapolation of the proposed method, the data was extended to two times the original length. The SNR, given by the relationship S NR = 10 log(P i /σ 2 v ), where P i = |A i | 2 , was varied from −10 dB to 30 dB. A complex-valued sequence has be chosen since it is more general and simpler to work with in the frequency domain. The AR parameters will accordingly be complex although strictly speaking, it would not be a disadvantage.
In Figs. 3-6 , the rapid decrease in the amplitude of the extrapolated data points due to the use of noisy AR parameters is illustrated. The effect is more severe at LSNR's. With noise-compensated AR parameters it is possible to obtain a much longer non-zero sequence as shown in Fig. 6 .
As shown in Figs. 7 and 8, the effect of noise on the spectrum estimate is more severe with MUSIC than DFT to the extent that the two frequencies can be hardly resolved at −5 dB by MUSIC. Both methods give a good estimate as shown by position of peaks. On the other hand, there is a general degradation in the estimates obtained from DFT and an evident increase in side-lobe power. Decreasing the SNR renders the MUSIC method ineffective but the DFT method still shows the presence of two frequency components despite an increased bias.
Figures 9 and 10, and Table 1 , show that the noisecompensated data extrapolation method invokes the best es- timate for the two frequencies in the given range of SNR. The results also show a considerable decrease in bias by the proposed method. Figures 11 and 12 compare the use of the proposed noise compensation data extrapolation method to the direct use of YWE's. It can be seen that the proposed method can result in better amplitude response and reduction in bias than using YWE's only. The suppression of the power of spuri- 
Fig. 11
Spectrum estimate by the proposed method and Yule-Walker AR at 0 dB by averaging 100 independent runs. NCDE-AR denotes the noisecompensated data extrapolation and Yule-Walker AR processing.
Fig. 12
Spectrum estimate by the proposed method and Yule-Walker AR at 5 dB by averaging 100 independent runs. NCDE-AR denotes the noisecompensated data extrapolation and Yule-Walker AR processing. ous peaks by the proposed method is also quite significant. Table 2 shows some results of frequency estimates, which suggest the superiority of the proposed method. The proposed method also performs better than the DFT and Yule-AR at a very HSNR as shown by peak locations in Figs. 13 and 14. Table 3 shows less bias in the estimate of f 1 by the proposed method.
A comparison of the proposed method with the Burg Fig. 13 Spectrum estimate by the proposed method and DFT at very HSNR (30 dB) by averaging 100 independent runs. NCDE-DFT denotes the noise-compensated data extrapolation and FFT processing. The proposed method appears to give better amplitude response at −5 dB and also still distinguishes two peaks at a SNR of −10 dB. Table 4 gives some estimates from the Burg method and the proposed method. A comparison of the proposed method and the Burg method was also made with the data length made equal to that of the extrapolated data sequence, that is, 80 samples. The frequency estimates are shown in Table 5 .
Comparing the performance of the proposed method in Table 4 to that of the Burg method in Table 5 , we see that the Burg method is better than the proposed method, getting a longer length of the data sequence. However, if the same length of the data sequence is used for the proposed method, 
Table 4
Estimates of the two frequencies at −5 dB, 0 dB, and +5 dB for Burg AR and NCDE-AR using the original data sequence of length 40, by averaging 100 independent runs. then the proposed method provides an improvement.
SNR
Concluding Remarks
In this paper we have addressed the problem of spectrum estimation from noisy observations using the noisecompensated data extrapolation method. The noise variance was obtained through an iterative algorithm while extrapolation was effected by linear prediction. An insight into the time and frequency domain implications of noisecompensated data extrapolation and some statistical implications were also given. The proposed method was shown to be more noise-robust compared with popular methods which include plain DFT, Yule-Walker AR and MUSIC. In accordance with analytical results, the proposed method performed better with respect to bias, resolution and spurious peak reduction in the frequency domain.
