Graph representations offer powerful and intuitive ways to describe data in a multitude of application domains. Here, we consider stochastic processes generating graphs and propose a methodology for detecting changes in stationarity of such processes. The methodology is general and considers a process generating attributed graphs with a variable number of vertices/edges, without the need to assume one-to-one correspondence between vertices at different time steps. The methodology acts by embedding every graph of the stream into a vector domain, where a conventional multivariate change detection procedure can be easily applied. We ground the soundness of our proposal by proving several theoretical results. In addition, we provide a specific implementation of the methodology and evaluate its effectiveness on several detection problems involving attributed graphs representing biological molecules and drawings. Experimental results are contrasted with respect to suitable baseline methods, demonstrating the competitiveness of our approach.
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I. INTRODUCTION
Learning in non-stationary environments is becoming a hot research topic, as proven by the increasing body of literature on the subject, e.g., see [1] , [2] for a survey. Within this learning framework, it is of particular relevance the detection of changes in stationarity of the data generating process. This can be achieved by means of either passive approaches [3] , which follow a pure on-line adaptation strategy, or active ones [4] , [5] , enabling learning only as a proactive reaction to a detected change in stationarity. In this paper, we follow this last learning strategy, though many results are general and can be suitably integrated in passive learning approaches as well.
Most change detection mechanisms have been proposed for numeric sequences and either rely on change point methods or change detection tests. Both change point methods and change detection tests are statistical tests; the former works off-line over a finite number of samples [6] while the latter employs a sequential analysis of incoming observations [7] to detect possible changes. These techniques were originally designed for univariate normal distributed variables, and only later developments extended the methodology to non-Gaussian distributions [8] , [9] and multivariate datastreams [10] , [11] .
A somehow related field to change detection tests is oneclass classification (e.g., see [12] and references therein). There, the idea is to model only the nominal state of a given system and detect non-nominal conditions (e.g., outliers, anomalies, or faults) by means of inference mechanisms. However, one-class classifiers typically process data batches with no specific presentation order, while change detection problems are sequential in nature.
The important role played, nowadays, by graphs as description of dynamic systems is boosting, also thanks to recent discoveries of theoretical frameworks to perform signal processing on graphs [13] , [14] and dealing with temporal (complex) networks [15] - [17] . However, very few works address the problem of change detection on sequences of graphs [18] - [20] , and, to the best of our knowledge, none of them tackles the problem by considering a generic family of graphs (e.g., graphs with a varying number of vertices/edges, and arbitrary attributes on them). In our opinion, the reason behind such a lack of research in this direction lies in the difficulty of defining a sound statistical framework for generic graphs. In fact, statistics grounds on concepts like average and expectation, which are not standard concepts in graph domains. Fortunately, recent studies [21] , [22] have provided some basic mathematical tools that allow us to move forward in this direction.
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A key problem in analysing generic graphs refers to assessing their dissimilarity, which is a well-known hard problem [23] . The literature proposes two main approaches for designing such a measure of dissimilarity [24] - [26] . In the first case, graphs are analysed in their original domain G; the second approach consists in mapping graphs to numeric vectors. A well-known family of algorithms used to assess dissimilarity between graphs relies on the Graph Edit Distance (GED) approach [27] . More specifically, GED algorithms count and weight the edit operations that are needed in order to make two input graphs equal. Differently, other techniques take advantage of spectral graph theory [28] , [29] or inspect graph similarity by looking for recurring motifs [30] . The computational complexity associated with the graph matching problem inspired researchers to develop heuristics and approximations, e.g., see [31] - [33] .
A. Problem formulation
In this paper, we consider sequences of attributed graphs, i.e., directed or undirected labelled graphs characterized by a variable number of vertices and edges [21] . Attributed graphs associate vertices and edges with generic labels, e.g., scalars, vectors, categorical, and user-defined data structures. In addition, multiple attributes can be associated to the same vertex/edge, whenever requested by the application. By considering attributed graphs, we position ourselves on a very general framework covering most of application scenarios. However, generality requires a new operational framework, since all assumptions made in the literature to make the mathematics amenable, e.g., graphs with a fixed number of vertices and/or scalar attributes, cannot be accepted anymore. The problem formulation for change detection tries to be as general as possible to cover all applications modellable as attributed graphs.
Given a generic pre-metric distance d(·, ·) on an attributed graph family G, we construct a σ-algebra S containing at least all open balls of (G, d) and associate a generic probability measure Q to (G, S). The generated probability space (G, S, Q) permits us to consider graphs as a realisation of a structured random variable g on (G, S, Q). Define P to be the process generating a generic graph g t ∈ G at time t according to probability distribution Q (nominal distribution). We say that a change in stationarity occurs at unknown time τ when, from time τ on, P starts generating graphs according to a non-nominal distribution Q = Q, i.e.,
In this paper, we focus on persistent changes in stationarity. However, our methodology is general and potentially can detect other types of change, including drifts and transient anomalies lasting for a reasonable lapse of time.
B. Contribution and paper organization
A schematic description of the proposed methodology to design change detection tests for attributed graphs is shown in Figure 1 , and consists of two steps: (i) mapping each graph g t to a numeric vector y t through an embedding, and (ii) using a multivariate change detection test operating on the y-stream to detect changes in stationarity.
The novelty content of the paper can be summarized as:
• A methodology to detect changes in stationarity in streams of attributed graphs. To the best of our knowledge, this is the first research contribution tackling change detection problems on streams of varying-size graphs with non identified vertices and user-defined vertex/edge attributes; • A method derived from the methodology to detect changes in time-variant attributed graphs. We stress that the user can design his/her own change detection method by taking advantage of the proposed methodology; • A set of theoretic results grounding the proposed methodology on a firm basis. The proposed methodology is general and advances the few existing approaches for change detection on graphs mostly relying on the extraction and processing of topological features on fixed-sized graphs, e.g., see [34] .
It is worth emphasising that the proposed approach does not assume one-to-one or partial correspondence between vertices/edges across time steps (i.e., vertices do not need to be uniquely identified). This fact has important practical implications in several applications. As a very relevant example, we refer to the identification problem of neurons in extracellular brain recordings based on their activity [35] . In fact, each electrode usually records the activity of a neuron cluster, and single neurons need to be disentangled by a procedure called spike sorting. Hence, a precise identification of neurons (vertices) is virtually impossible in such an experimental setting, stressing the importance of methods that do not require one-to-one correspondence between vertices over time.
The remainder of this paper is structured as follows. Section II contextualizes our contribution and discusses related works. Section III-A presents the proposed methodology for change detection on generic streams of graphs. Theoretical results are sketched in Section III-B; related proofs are given in Appendix C. A specific implementation of the methodology is presented in Sections III-C and related proofs in Appendix D. Section IV shows experimental results conducted on datasets of attributed graphs. Finally, Section V draws conclusions and offers future directions. Appendices A and B provide further technical details regarding the problem formulation.
II. RELATED WORK
The relatively new field of temporal networks deals with graph-like structures that undergo events across time [16] , [17] . Such events mostly realise in instantaneous or persistent contacts between pairs of vertices. With such structures one can study dynamics taking places on a network, like epidemic and information spreading, and/or dynamics of the network itself (i.e., structural changes affecting vertices and edges over time). Further relevant directions in temporal networks include understanding the driving mechanisms and generative models hidden behind [15] .
The literature in statistical inference on time-varying graphs (or networks) is rather limited [16] , [22] , especially when dealing with attributed graphs and non-identified vertices. Among the many, anomaly detection in graphs emerged as a problem of particular relevance, as a consequence of the ever growing possibility to monitor and collect data coming from natural and man-made systems of various size. An overview of proposed approaches for anomaly and change detection on time-variant graphs is reported in [34] , [36] , where the authors distinguish the level of influence of a change. They identify changes affecting vertices and edges, or involving entire sub-networks of different size; this type of change usually regards static networks, where the topology is often fixed. Other changes have a global influence, or might not be ascribed to specific vertices or edges.
We report that there are several applications in which the vertices are labelled in such a way that, from a time step to another, we are always able to create a partial one-toone correspondence (identified vertices). This case arises, e.g., when the identity of vertices plays an crucial role and must be preserved over time. Here, we put ourself in the more general scenario where vertices are not necessarily one-to-one identifiable through time.
Within the anomaly detection context, only few works tackle the problem in a classical change detection framework. Among the already published works in detecting changes in stationarity, we mention Barnett et al. [19] , whose paper deals with the problem of monitoring correlation networks by means of a change point method. In particular, at every time step t, the authors construct the covariance matrix computed from the signals up to time t and the covariance matrix of the remaining data. As statistic for the change point model, they adopt the Frobenius norm between the covariance matrices. They test the method on functional magnetic resonance imaging and stock returns. A different way to approach the problem consists in modeling the network-generating process within a probabilistic framework. Graphs with N vertices and disjoint communities can be described by the degree corrected stochastic block model, where some parameters represent the tendency of single vertices to be connected and communities to interact between each other. This model has been adopted in [18] for monitoring the U.S. Senate co-voting network. As monitoring strategy, they consider the standard deviation of each community, and then apply exponential weighted moving average control chart.
III. CHANGE DETECTION IN A STREAM OF GRAPHS
The structure of the section is as follows. Section III-A describes the proposed methodology at a high level to ease the understanding. In Section III-B, we present theoretical results grounding our proposal, with their proofs given in appendices. Section III-C presents a specific method derived from the methodology to perform change detection on graph streams. Finally, in Section III-D we specialize the methodology results to a particular case of practical relevance.
A. The proposed methodology
The methodology operates on an input sequence of attributed graphs g 1 , g 2 , . . . , g t , . . . ∈ G and, as sketched in Figure 1 , it performs two steps: 1) map (embed) input graphs into a vector domain D = R M ; and perform the investigation for changes in stationarity in D. Embedding is carried out by means of the Dissimilarity Representation ζ : G → D, which embeds a generic graph g t ∈ G to vector y t ∈ D. 2) Once a multivariate vector stream y 1 , y 2 , . . . , y t , . . . is formed, change detection is carried out by inspecting such a sequence. The two phases are detailed in the sequel.
1) Dissimilarity representation:
The embedding of a generic graph g ∈ G is achieved by computing the dissimilarity between g and the prototype graphs in R = {r 1 , . . . , r M } ⊂ G,
The vector y is referred to as the dissimilarity representation of g. Set R has to be suitably chosen so as to induce informative embedding vectors. For a detailed discussion about dissimilarity representations and possible ways to select prototypes, we recommend the reader to refer to [37] . We anticipate that, in order to make the mathematics more amenable, here we assume d(·, ·) to be a metric distance; nevertheless, in practical applications, one can chose more general dissimilarity measures.
2) Multivariate vector stream: At time step t the process P generates graph g t , and the map ζ(·) embeds g t onto vector y t = ζ(g t ) ∈ D, inducing a multivariate stream y 1 , y 2 , . . . , y t , . . . whose elements lie in D. Figure 1 depicts the continuous embedding of graph process.
Under the nominal condition for process P, graph g t is drawn from probability space (G, S, Q). We now define a second probability space (D, B, F ) associated with embedded vectors y t ∈ D; in particular, we propose here to consider for B the Borel's σ-algebra generated by all open sets in D. F is a probability function derived from Q. With such a choice for F , we demonstrate in Appendix A that F is a probability measure on (D, B).
3) Change detection test: By observing vector stream y 1 , . . . , y t , . . . over time we propose a multivariate change detection procedure to infer whether a change has occurred in the vector stream and, in turn, in the graph stream or not.
The change detection test is the statistical hypothesis test
where 0 is the expected value during the nominal -stationaryregime and E[·] is the expectation operator. Statistic S t , which is applied to windows of the vector stream, is user-defined and is requested to increase when the process P becomes non stationary.
Not rarely, the test comes with a threshold h t so that if S t > h t ⇒ a change is detected (2) and the estimated change time is Whenever the distribution of S t under hypothesis H 0 is available -or can be estimated -the threshold can be related to an user-defined significance level α t so that α t = P(S t > h t |H 0 ).
B. Theoretical results
In this section, we show some major theoretical results related to the methodology presented in Section III-A. In particular, we prove that (C1) once a change is detected in the dissimilarity space according to a significance level α , then a change occurs in probability with significance level α also in the graph domain; (C2) if a change occurs in the graph domain having set a significance level α, then, with a significance level α , a change occurs also in the dissimilarity space. For the sake of simplicity, we focus on abrupt changes affecting the population mean. However, our methodology is general and potentially can detect other types of change, including drifts. Figure 2 depicts the central idea behind the methodology. Through transformation ζ(·) we map each graph on a vector. In the transformed space, we consider the expectation E[F ] and the sample mean y associated with set y = {y t1 , . . . , y tn } obtained by embedding the graph set g = {g t1 , . . . , g tn }, and design a hypothesis test of the form
where δ is a positive discrimination value and hypothesis H 0 is associated with a nominal change-free condition. Define α and α to be two significance levels such that
In the sequel we relate the threshold γ to γ , so that also the significance levels α and α are in turn related each other.
Conceptual scheme of the proposed methodology that highlights theoretical results. The key point is to show that objects close in the graph domain G, onto which metric d(·, ·) is defined, under certain conditions, are close also in the embedded domain D controlled by metric d (·, ·). It comes up that if objects in the embedding domain D are distant in probability, then so are also the related objects in the graph domain G, hence indicating a change in stationarity according to a false positive rate.
In order to address our problem, we introduce mild assumptions that do not impact on most applications, yet are required to generate closed-form result. More specifically, (A1) We assume that the attributed graph space (G, d) and the dissimilarity space (D, d ) are metric spaces; in particular, (G, d) is chosen as a graph alignment space [22] -i.e., a general metric space of attributed graphs -and d (·, ·) has to be induced by a norm. (A2) We put ourselves in the conditions of [22] in order to take advantage of the results therein; specifically, we assume that the Fréchet function
is finite for any g ∈ G, and there exists a sufficiently asymmetric graph f such that the support of Q is contained in a cone around f . In this way, we are under the hypotheses of Theorems 4.1 and 4.2 of [22] , which ensure the existence and uniqueness of the Fréchet population and sample mean in G. (A3) The embedding function ζ : (G, d) → (D, d ) is bilips-chitz, i.e., there exist two constants c, C > 0, such that for any pair g, f ∈ G
Let Ψ(·) and Υ(·) be the cumulative density functions (CDF) of d(µ[g], µ[Q]) and d (y, E[F ]), respectively. Proposition 1 bounds the distribution Ψ(·) in terms of Υ(·). This fact yield the possibility to derive significance levels α, α and thresholds γ, γ that are related, i.e., α = 1 − Ψ(γ) and α = 1 − Ψ(γ ).
In order to prove Proposition 1, we make use of two auxiliary results, Lemmas 1 and 2. At first we need to comment that, although in general y = ζ(µ[g]) and E[F ] = ζ(µ[Q]), differences are bounded in practice, as shown by Lemma 1.
Lemma 1. Considering a graph set g and the associated embedded set y, there exist two constants v 0 and v g , such that
Lemma 2 is used to derive probabilistic bounds from deterministic ones -like (5) and (6) in Assumption (A3)that are useful in Proposition 1 in relating the threshold and the significance level in the graph space with the ones in the dissimilarity space. Lemma 2. Consider the two continuous random variables d 1 , d 2 ∈ R + with CDFs Φ 1 (·), Φ 2 (·), respectively. If the function : R + → R + is increasing and bijective, then ∀γ ≥ 0
Claims (C1) and (C2) now follow from the relation between the CDFs Ψ(·) and Υ(·) proven by the subsequent Proposition 1. In particular, regarding Claim (C1) Proposition 1 provides a criterion for setting a specific threshold γ for the test (3) for which we can state that d(µ[Q], µ[g]) is unexpectedly large with a significance level at most α; similarly, we obtain Claim (C2). 
The proofs are given in Appendix C. Results of Proposition 1 allows us to state the major claim (C1): given a sample g, for any confidence level 1 − α we can set up γ and α in (4) and derive a threshold γ, such that the confidence level of detecting a change in G is at least 1 − α. Specifically, for γ = γ c + mV and α = α, we have that
Equation (7) states that if no change occurs in G with confidence level 1 − α, then a change will not be detected in D according to threshold γ at least with confidence level of 1 − α. Indeed, this proves (C1) by contraposition. Similarly, Proposition 1 permits us to prove Claim (C2). In fact, for any α ,
C. An implementation of the methodology: change detection tests at the graph level
This section describes a way in which one can implement our methodology and derive actual change detection methods. In particular, here we consider specific techniques for prototype selection and change detection test. For the sake of clarity, we keep the subsection structure of Section III-A.
Both the prototype selection and the change detection test require a training phase. For this reason, we reserve some observations as training set T that we assume to be drawn under nominal conditions.
1) Dissimilarity representation:
Since the change detection acts in the dissimilarity space, we need to define the embedding ζ(·) that, at each time step, embeds a generic graph g t to vector y t .
We comment that the embedding ζ(·) is completely defined once the graph distance metric d(·, ·) and set R are chosen.
Here, we adopt a metric GED as graph distance, since it can be suitably chosen to meet Assumption (A1) of (G, d) being a graph alignment space.
Many approaches have been proposed to deal with the prototype selection problem; e.g., see [39] and references therein. While the proposed methodology is general and one can choose any solution to this problem, here we adopt the k-Centres method [40] . The method selects prototypes so as to cover training data with balls of equal radius. Specifically, the algorithm operates as follows:
1) select M random representatives R := {r 1 , . . . , r M } ⊆ T ; 2) for each r m ∈ R, consider the set C m of all g ∈ T such that d(r m , g) = min r∈R d(r, g); 3) for m = 1, . . . , M update the representative r m with a minimiser c ∈ T of max g∈Cm d(c, g); 4) if the representative set R did not change from the previous iteration step then exit, otherwise go to step 2.
2) Multivariate vector stream: Every time the process P generates a graph g t , we embed it as y t = ζ(g t ) by using the prototype set R identified with the k-Centres approach. This operation results in a multivariate vector stream y 1 , y 2 , . . . , y t , . . . on which we apply the change detection test.
3) Change detection test: We consider here a variation of the cumulative sum (CUSUM) test [8] to design the change detection test. The CUSUM test is based on the cumulative sum chart [41] and provides several advantages over other solutions such as a relative simplicity and a graphical interpretation of results [42] . Here, we adopt the structure of the CUSUM and adapt it to the multivariate case.
We batch the observed embedded vectors into nonoverlapping samples y w := {y (w−1)n+1 , . . . , y wn } of length n. Variable w represents the w-th data window. At each time w, we compare the sample mean y 0 estimated in the training set T with that estimated in the w-th window, i.e., y w . The discrepancy is measured by statistic
Assuming that y 1 , y 2 , . . . , y t , . . . are independent and identically distributed, and given sufficiently large |T | and n, the central limit theorem grants that y 0 and y w are normally distributed. In particular, y 0 and y w share the same expectation E[F ], while covariance matrices are 1 |T | Var[F ] and 1 n Var[F ], respectively.
As a specific choice of d (·, ·), we adopt the Mahalanobis' distance, i.e., d (y 0 , y w ) : 
The difference s w − q increases with the increase of the discrepancy in (8) and positive values support the decision that a change occurred, whereas negative values suggest that we are still in the nominal condition. This behaviour resembles the one of the original CUSUM increment, that is, the loglikelihood ratio. In particular, the parameter q can be used to tune the sensitivity of the change detection; in fact, if q 2 is the β-quantile χ 2 M (β), then s w − q produces a negative increment with probability β and a positive one with probability 1 − β.
The last parameter that we need to define is the threshold h w as requested in (2) . Since the non-nominal distribution is unknown, a common criterion is to control the rate of false alarms, α. In sequential detection tests, a related criterion requires a specific average run length under the null hypothesis (ARL0) [43] ; this is the criterion we adopt. ARL0 is connected to the false positive rate in the sense that setting a false alarm rate to α yields an ARL0 of 1 α . Since we propose a sequential test, statistic S w depends on statistics at preceding times. As a consequence, since we wish to keep α fixed, we end up with a time depending threshold h w . As done in [10] , [11] , we numerically determine thresholds with Monte Carlo simulating a large number of processes of repeated independent χ 2 M realisations. Threshold h w is then the 1 − α quantile of the estimated distribution of S w .
We point out that, in setting a significance level for the random variable S w , we are implicitly conditioning to the event S i ≤ h i , ∀i < w; in fact, any time S w exceeds h w we raise an alarm and we reconfigure the detection procedure.
4) Theoretical results:
The choice of Mahalanobis' distance ensures that almost all assumptions in Section III-B are met. In particular, the Mahalanobis' distance meets the requirements of Assumption (A1). Then, the following Lemma 3 shows that the distance between two graphs is always greater -up to a positive factor -than the distance between the two respective embedding vectors, which is exactly the lower bound (5) . From these properties, we can apply Proposition 1 to state that Claim (C1) holds, hence for any α, we can set a specific threshold γ yielding a confidence level at least 1 − α.
Lemma 3. For any two graphs g, f ∈ G, we have that
where λ M is the smallest eigenvalue of Σ.
The proof is reported in Appendix D. Distance d Σ (·, ·) is well-defined only when Σ is positive definite, a condition implying that selected prototypes are not redundant.
D. A special case, graphs with identified vertices
Here we take into account the particular scenario where the attribute function a(·) of g = (V, E, a) ∈ G assigns numerical attributes in [0, 1] to vertices and edges of g; the vertex set V is a subset of a predefined finite set V, with |V| = N . The peculiarity of this space G resides in the fact that any vertex permutation of a graph leads to a different graph. Many realworld applications fall in this setting, for instance correlation graphs obtained by signals coming from sensors or graphs generated by a transportation network.
We show an example of method for this setting which complies with the methodology and satisfies Assumption (A3). This fact follows from the existence of an injective map ω from G to the [0, 1] N ×N matrix set. Indeed, we represent each graph with its weighted adjacency matrix whose row/column indices univocally correspond to the vertices in V. By endowing G with the Frobenius distance 1 
Being the codomain of ω an Euclidean space, we compute a matrix X ∈ R k×M whose columns x i constitute a k-dimensional vector configuration related to the prototype graphs and obtained via Classical Scaling [37] , that is,
As usual, we consider the smallest possible k that preserves the data structure as much as possible. Successively, for any dissimilarity vector y ∈ D, we define u := XJ y * 2 to be a linear transformation of y * 2 , obtained by squaring all the components of y; the matrix J is the centering matrix I − 1 M 11 . We apply the same procedure of Section III-C, considering u instead of y: matrix Σ is derived from the nonsingular variance-covariance matrix 2 , and the statistic s w is the Mahalanobis distance d Σ (u 0 , u w ).
Considering the space (G, d F ) and the above transform, we claim that the following lemma holds. Lemma 4 proves the fulfilment of Assumption (A3).
Lemma 4. For any positive definite matrix
The proof is reported in Appendix D.
IV. EXPERIMENTS
The proposed methodology can operate on very general families of graphs. Besides the theoretical foundation around which the paper is build, we provide some experimental results showing the applicability and effectiveness of what proposed to real change detection problems on streams of graphs. In particular, we consider the method introduced in Section III-C as an instance of our methodology.
A. Experiment description 1) Data: The experimental evaluation is performed on the well-known IAM benchmarking databases [44] . The IAM datasets contain attributed graphs representing drawings and biochemical compounds. Here we consider the Letters, Mutagenicity, and AIDS datasets.
The Letters dataset contains 2-dimensional geometric graphs. As such, each vertex of the graph has a real vector representing its location on a plane. The edges define those lines such that the graphical planar representation of the graph resembles a latin-script letter. The dataset is composed of 15 classes (one for each letter) containing 150 instances each.
Conversely, the Mutagenicity and AIDS datasets contain biological molecules. Molecules are represented as graphs by considering each atom as a vertex and each chemical link as an edge. Each vertex is attributed with a chemical symbol, whereas the edges are labelled according to the valence of the link. Both datasets contain two classes of graphs: mutagenic/non-mutagenic for Mutagenicity and active/inactive for AIDS. The two datasets are imbalanced in terms of size of each classes, in particular Mutagenicity has 2401 mutagenic and 1963 non-mutagenic molecules; AIDS contains 400 active and 1600 inactive molecules.
We considered these datasets because they contain different types of graphs with variegated attributes (numerical and categorical). We refer the reader to [44] and references therein for a more in-depth discussion about the datasets.
2) Simulating the generating process P: We consider two collections of graphs containing all possible observations in the nominal and non-nominal regimes, respectively. Each collection is composed by graphs present in one or more predefined classes of the dataset under investigation. The collections have to be different, but they do not need to be disjoint; as such, some graphs can belong to both collections.
Next, we simulate the process P by bootstrapping graphs from the first collection up to the predefined change time τ ; 3) Parameters setting: For all experiments, the offset q is set to the third quartile of the χ 2 (M ) distribution. The time dependent threshold h w has been numerically estimated by Monte Carlo simulations. We drawn one million processes of i.i.d. random variables s w as square root of χ 2 (M ). For each stream, we computed the sequence of cumulative sums S w like in (9) and we estimate the threshold h w as the quantile of order α w =1/ARL0, with ARL0 = 1000.
We divided the training set T into two disjoint subsets, T c , T p , devoted to the prototype selection and change detection learning phases, respectively. We set |T p | = 300 and |T c | = 1000, afterwards we generated a stream of graphs of ten thousands observations as as to represent operating phase. The change point is forced at time τ = 8000. As for the distance d(·, ·), we considered the bipartite GED implemented by [45] , where we selected the Volgenant and Jonker assignment algorithm. The other GED parameters are set according to the type of graphs under analysis, i.e., for geometric graphs we consider the Euclidean distance between numerical attributes, and a binary (0-1 distance) for categorical attributes.
The major goal of this paper consists in proposing a new methodology. We believe that the selected parameter settings are reasonable. Nevertheless, a proper investigation of their impact w.r.t. performance metrics is required. We demand this task for future focused works.
4) Figures of merit:
We assess the performance of the proposed methodology by means of the following figures of merit. First of all, we consider the estimated rate of detected changes (DCR), computed as the ratio between the number of alarms after the change points and the total number of simulations; if no alarm is raised between the change time τ and the end of the simulation, then we consider the change as missed (false negative). A second measure is the average of the observed delay of detection (DoD).
Other two figures of merit are related to false alarms: the observed ARL0 introduced in Section III-A3 and the estimated rate of false anomalies within 1000 samples (FA1000). The first one is computed as the average of all time lapses between two consecutive false alarms, whereas the second one is the ratio between the count of raised false alarms and the total number of thousands of time steps under the nominal condition.
Finally, we replicated each experiment one hundred times and report the average of the observed measures with the estimated interquartile interval (iqi), the estimated 95% confidence interval (95ci) and/or the estimated standard deviation (std).
5) Baseline:
As previously mentioned, state-of-the-art change detection methods for graph streams usually make the assumption of a topology with a fixed number of vertices and/or simple numeric features for vertices/edges. As reported in [34] , a common methodology for anomaly detection on graphs consists in extracting some topological features at every time step and then applying a more general anomaly detector on the resulting numeric series. Accordingly, in addition to the proposed method introduced in Section III-C, we considered two related baseline methods for comparison. More precisely, we considered two topological features: the density of edges φ 1 (g) = |E| |V |(|V |−1) and the spectral gap φ 2 (g) = |λ 1 (L(g))|−|λ 2 (L(g))| of the Laplacian matrix L(g) [46] . These particular choices of φ 1 and φ 2 can be justified by the fact that they extract global information from generic attributed graphs with variable number of vertices and edges. We implemented two CUSUM-like change detection tests as in Section III-C, where the statistic s t is now given by φ 1 (g t ) and φ 2 (g t ), respectively.
In addition, we consider a further baseline implemented as a degenerate case of our method by selecting only M = 1 prototype and window size n = 25. This last baseline is introduce to show that the strength of our methodology resides also in the embedding, and not only in the graph distance d(·, ·).
B. Results on IAM graph database
For the sake of readability, we show results for our method and baselines in two different tables, that is, Table II and III, respectively.
In all experiments shown in Table I , there is a parameter setting achieving a detection rate (DCR) statistically larger than 0.995. In fact, in Table II the 95% confidence interval (95CI) of the DCR is above 0.995. Looking at Table II more in detail, we notice that both the window size and number of prototypes contribute to obtaining a statistically higher DCR. In particular, this can be seen in L-O experiments, where all DCR estimates have disjoint 95CIs (i.e., differences are statistically significant). The same phenomenon appears also for L-D5, L-S and NONMU. Regarding the other figure of merit, we do not observe statistical evidence of any trend.
Here, we limited the analysis to the proposed parameter settings for n or M , since we already saturate the DCR performance achieving one thousand detections out of one thousand. We believe that, in principle, increasing window size n will decrease the false alarms, as in fact our method relies on the central limit theorem. Concerning the number M of prototypes, we point out that, in the current implementation of the methodology, the number of parameters to be estimated scale like M 2 ; accordingly, we would need to increase the number of samples for the estimations.
The second part of the experimental analysis regards the performance assessment of the three baselines of Section IV-A5 on the experiments of Table I . The results reported in Table III show that, in some cases, the considered baselines achieve sound performance, which is comparable to the one shown in Table II . Comparing Table III with Table II , by intersecting the 95% confidence intervals, we notice that there is always an implementation of our methodology which attains DCR that is statistically equivalent or better than the baselines. In particular, our proposed method attains better results in L-D2 and NONMU experiments.
Finally, it is worth noting in Table II that the method based on edge density φ 1 is significantly better in terms of DCR than the one based on spectral gap φ 2 , since the confidence intervals at level 95% do not intersect. The first method performed significantly better also than the degenerate one with only one prototype: see L-D5, L-S, L-O, and NONMU experiments for details. Whereas in L-D2 there is statistical significance for selecting a winner, in the INA the degenerate one is preferable.
V. CONCLUSIONS In this paper, we have proposed a methodology for detecting changes in stationarity in streams of graphs. Our proposal handles general families of attributed graph and is not limited to graphs with fixed number of vertices or graphs with (partial) one-to-one correspondence between vertices at different time steps (uniquely identified vertices). The proposed methodology consists of an embedding step, which maps input graphs onto numeric vectors, bringing the change detection problem back to a more manageable setting.
We designed and tested a specific method as an instance of the proposed methodology. The embedding has been implemented here as a dissimilarity space representation, hence relying on a suitable set of prototype graphs, which, in our case, provide also a characterization of the nominal condition. Input graphs are embedded by means of a dissimilarity measure implemented as a graph edit distance, hence operating directly in input space. The method then computes the Mahalanobis distance between the mean values in two windows of embedded graphs and adopts a CUSUM-like procedure to identify changes in stationarity.
We provided theoretical results proving that, under suitable assumptions, the methodology is able to relate the significance level with which we detect changes in the dissimilarity space with a significance level that the change occurred also in the original graph domain; also the vice versa has been proven. We also showed that our methodology can handle more basic, yet relevant scenarios with uniquely identified vertices. Finally, we performed experiments on IAM graph datasets showing that the methodology can be applied both to geometric graph (2-dimensional drawings) and graph with categorical attributes (molecules), as instances of possible graphs encountered in real-world applications. Results show that the proposed method attains at least comparable (and often better) results w.r.t. other change detector for graphs.
In conclusion, we believe that the proposed methodology opens the way to designing sound change detection methods for sequences of attributed graphs with possibly time-varying topology and non-identified vertices. In future studies, we plan to work on real-world applications and focus on the automatic optimization of relevant parameters influencing the methodology. 
The triple (D, B, F ) is a probability space. The following three properties provide a proof that F is a probability measure on (D, B): 
APPENDIX B FRÉCHET MEAN
Given a probability space (X , S, P ) defined on a metric space (X , d), we consider a random sample x = {x t1 , . . . , x tn }.
A. Definition of Fréchet mean and variation
For any object x ∈ X , let us define the functions F x (x) := 1 n tn t=t1 d(x, x t ) 2 and F P (x) := G d(x, x ) 2 dP (x ). A Fréchet sample (population) mean is any object x attaining the minimum of the function F x (·) (F P (·)). We point out that the minimum might not exist in X and, if it exists, it can be attained by multiple objects. Whenever the minimum exists and is unique, we refer to it as µ[x] (µ[P ]). In addition, we define Fréchet sample (population) variation as the infimum
B. Fréchet mean in Euclidean spaces
In the case of a set X ⊆ R d and distance d(·, ·) = · − · 2 , the space is Euclidean.
1. The following equality holds
as we will show below, in Part 3. From this result we are led to the inequality which proves that the minimum is attained in the expectation z = E[P ]
2. Similarly, we derive an analogous result for the 'sample' case
proving that the minimum is attained for the sample mean x.
3. The results of Part 1 and 2 are derived from the following three equalities: for any z ∈ R d
APPENDIX C PROOFS OF SECTION III-A

A. Proof of Lemma 1
Let us start with the embedding of the Fréchet population mean; the embedding of the Fréchet sample mean can be derived in completely similar fashion.
We remark that we compute the sample (arithmetic) mean y w.r.t. the Euclidean metric, and we deploy d (·, ·) as a statistic for the change detection test.
1. In Appendix B-B we have shown that for any z ∈ D we can express F F (z) as in (11) , that is
2.
A second inequality that will be useful later is the following. Given three graphs g, f, r ∈ G, from the triangular inequality (Assumption (A1)) we have d(g, f ) ≥ d(g, r) − d(r, f ), and in particular, this holds for any prototype r ∈ R and proves that
Exploiting Part 2 and taking
From what we observed in Appendix A -i.e. F (D \ Im(ζ)) = 0
Eventually, combining with Part 1, we obtain the first part of the thesis for v 2
4.
With an analogous rationale, we have
and second part holds for v 2
5.
As final remarks, we point out that V f [y] is a consistent estimator of V f [F ] [22] , hence the larger the sample size n the less probable is that v g is far from v 0 ; indeed, v 0 is independent from the sample g; and we precise that Part 2 shows that (5) always holds for the specific embedding of dissimilarity representation. 1. Notice that the deterministic bound d 1 ≥ (d 2 ) implies that for all γ ≥ 0 P(d 1 ≥ (γ)|d 2 = γ) = 1. Hence, we have ρ(+|+) = 1 and, in general, ρ(+|−) ≥ 0.
2. By the law of total probability,
This proves that Φ 1 ( (γ)) ≤ Φ 2 (γ).
3. We remark that Lemma 2 proves also that, if u : R + → R + is bijective and increasing, then for any γ > 0
In fact d 1 ≤ u(d 2 ) if and only if d 2 ≥ u −1 (d 1 ), therefore, we obtain the result by applying the lemma to (·) = u −1 (·) and inverting the roles of d 1 and d 2 .
C. Proof of Proposition 1
Firstly, recall Appendix B-B, which showed that µ[F ] = E[F ] and µ[y] = y.
1. From the triangular inequality (Assumption (A1)), we have
Given (A1), we can deploy the equivalence of any pair of norms in R M space. Letting m be a constant for relating the distance d with the Euclidean one, we can apply Lemma 1 obtaining 
APPENDIX D PROOFS OF SECTIONS III-C AND III-D A. Proof of Lemma 3
Recall that x 2 2 ≥ λ M x Σ −1 x, where λ M is the smallest eigenvalue of the covariance matrix Σ. By the triangular inequality we have (13) , which leads to c = λ M M .
B. An instance of graph alignment space A graph alignment space is a pair (G, d) . According to what defined in Section III-D, we explicit an attribute kernel determining a graph alignment distance d acting like d F .
We consider A = V × [0, 1] as attribute set. Following [21, Ex.3.4] , for any pair (x, v) ∈ A we define the feature map Φ : (x, v) → (x, e v ), where e v ∈ R N is zero everywhere except for the position v where it assumes the fixed value ν. The attribute kernel k : A × A → R is then defined accordingly. We consider a vertex disabled if there are no incoming or outgoing edges, but it has always a label of the form (0, v).
It might happen that the "cost" of matching vertices is overcome by the improvement of a better topology alignment. This is something which is not contemplated in the distance d F . For avoiding this, it suffices to set the constant ν sufficiently large, so that the trivial identity alignment is always the optimal alignment (i.e., vertices are uniquely identified). Setting ν = N 2 ensures this behaviour and yields an alignment distance d(·, ·) acting like d F (·, ·).
C. Proof of Lemma 4
1. For every set R of prototypes, the dissimilarity matrix D(R, R) := [d F (r i , r j )] i,j is Euclidean, since it has been generated by an Euclidean distance. In general, the dimension of R k is k = N 2 , although it can be lower. We remind that N is the number of vertices assumed for the input graphs. We use the notation x 1 , . . . , x M ∈ R k to denote the representatives of r 1 , . . . , r M ∈ R w.r.t. the classical scaling process and X is obtained by stacking [x 1 | . . . |x M ] as columns (see [37, Sec. 3.5.1]). The minimal number of prototypes for representing R k is M = k + 1, and this holds true only when the matrix X is full rank. For obtaining the embedding z of a generic graph g ∈ G \ R, we compute y * 2 := [d F (g, r 1 ) 2 , . . . , d F (g, r M ) 2 ] and we can solve the following linear system with respect to z 2 X z = − J y * 2 − J D * 2 1 , where J = I − 1 n 11 is the centering matrix, I is the identity matrix, and D * 2 is the component-wise square of D(R, R) (see [37, Cor. 3.7] ). The solution is unique, provided that the rank of X is k.
2. The differences δz = z 1 − z 2 and δy * 2 = y * 2 1 − y * 2 2 are related by the equation 2 XX δz = −XJ δy * 2 .
Being a 2 A = a A a we have that 4 δz (XX ) 2 = 4 XX z I = XJ δy * 2 I and δz I XJ δy * 2
We want to show that c ≤ δz I / XJ δy * 2 Σ −1 ≤ C, in fact δz I = δz 2 = d F (g 1 , g 2 ), and XJ δy * 2 Σ −1 = d Σ (XJ y * 2 1 , XJ y * 2 2 ). 3. Applying [47, Theo.1], we can bound a A / a B in terms of the values β for which there exists non-null q ∈ R M such that (A − βB) q = 0. For the pair (I, (XX ) 2 ) the values β are provided by the square of the inverse eigenvalues λ 1 (XX ), . . . , λ k (XX ) of XX . The eigenvalues are reported in descending order. For what concerns (I, Σ −1 ), instead, we see that the values β corresponds to the eigenvalues λ 1 (Σ), . . . , λ k (Σ) of Σ. In the end, the positive constants c, C are c 2 = λ k (Σ) 4 λ 1 (XX )
, C 2 = λ 1 (Σ) 4 λ k (XX ) .
The non-singularity of XX makes the above fractions feasible.
A final comment on how to exploit Lemma 4 in Proposition 1 is reported in Appendix D-D.
D. Proposition 1 for the special case of Section III-D In the setting of identified vertices, while Lemma 2 is still valid, Lemma 1 has to be adapted. Despite the new embedding ζ 0 (g) = XJζ(g) * 2 is slightly different from the original one in (1), ζ 0 (·) and D 0 can be treated in a similar way. In particular, an equivalent of Lemma 1 for ζ 0 (·) can be proved by solely adapting Part 2 in the proof shown in Appendix C-A, which we substitute with d F (g 1 , g 2 ) = δz 2 ≥ XX δz 2 λ 1 (XX ) = XJ δy * 2 2 λ 1 (XX ) = = (λ 1 (XX )) −1 u 1 − u 2 2 .
Paying attention in substituting the map ζ(·) with ζ 0 (·), the rest of the proof holds with M = λ 1 (XX ) 2 thus obtaining the Claims (C1) and (C2), with a final result similar to the one of Proposition 1.
