Abstract Including previously genotyped controls in a genome-wide association study can provide cost-savings, but can also create design biases. When cases and controls are genotyped on different platforms, the imputation needed to provide genome-wide coverage will introduce differential measurement error and may lead to false positives. We compared genotype frequencies of two healthy control groups from the Nurses' Health Study genotyped on different platforms [Affymetrix 6.0 (n = 1,672) and Illumina HumanHap550 (n = 1,038)]. Using standard imputation quality filters, we observed 9,841 single-nucleotide polymorphisms (SNPs) out of 2,347,809 (0.4%) significant at the 5 9 10 -8 level. We explored three methods for controlling for this Type I error inflation. One method was to remove platform effects using principal components; another was to restrict to SNPs of highest quality imputation; and a third was to genotype some controls alongside cases to exclude SNPs that are statistical artifact. The first method could not reduce the Type I error rate; the other two could dramatically reduce the error rate, although both required that a portion of SNPs be excluded from analysis. Ideally, the biases we describe would be eliminated at the design stage, by genotyping sufficient numbers of cases and controls on each platform. Researchers using imputation to combine samples genotyped on different platforms with severely unbalanced case-control ratios should be aware of the potential for inflated Type I error rates and apply appropriate quality filters. Every SNP found with genome-wide significance should be validated on another platform to verify that its significance is not an artifact of study design.
Introduction
A population-based genome-wide association (GWA) study requires thousands of cases and controls in order to detect moderate associations between single-nucleotide polymorphisms (SNPs) and disease, and each person genotyped can cost hundreds of dollars. Thus, when researchers plan numerous GWA studies for different diseases, it would be attractive to use the same healthy control group for more than one disease if all cases are being drawn from the same underlying population. The Wellcome Trust Case Control Consortium (WTCCC) demonstrated the effectiveness of this approach by comparing case groups of seven major diseases to a shared control group (Wellcome Trust Case Control Consortium 2007) . In addition, researchers may want to bring in publicly available controls to increase power without increasing cost. Zhuang et al. (2010) advocated this approach, and Ho and Lange (2010) did extensive simulations in this vein that demonstrate the potential improvement in power. Ho and Lange provided some examples of studies that have augmented their control groups with publicly available controls (Hom et al. 2008; Wrensch et al. 2009) .
A complication in the reuse of control groups or the inclusion of external controls arises when investigators wish to genotype cases on a platform different from the one used for controls. This may easily happen as genotyping technology changes and new chips with new pricing plans become available. It can appear necessary when funding is too limited to support a sufficiently powered study with both cases and controls genotyped together. Moreover, even if funding exists to genotype or re-genotype a control group on a particular chip, there may be limited biological samples available for use, or a desire to conserve such samples. However, while each platform genotypes a collection of tagging SNPs, different platforms choose these tagging SNPs in different ways. For example, Illumina uses patterns of linkage disequilibrium in the HapMap to choose its tagging SNPs, while Affymetrix (Affy) provides a large but less determinate collection of SNPs designed to give good coverage of the entire genome. There is not necessarily much overlap between the SNPs genotyped on two different platforms. For example, there were 140,325 SNPs in the overlap between the 508,123 markers on the Illumina HumanHap550 chip and the 606,625 markers on the Affymetrix Genome-Wide Human 6.0 array we use in this study. Thus, if we restricted to SNPs in the overlap, we would drop about three quarters of the SNPs that we have available on each of these chips.
When pooling genotype data from different platforms, investigators could impute the SNPs missing on each platform to get a data set with comparable variables. This approach has been suggested as a way of combining study cases and controls with publicly available controls genotyped on a different chip (Zhuang et al. 2010) . Fallin et al. (2010) used imputation to combine their case-control study, genotyped on Illumina, with a publicly available case-control study genotyped on Affy. A number of imputation methods exist, and they have been shown to be very accurate in the typical setting, where cases and controls are genotyped together on the same platform (Li et al. 2010; Howie et al. 2009 ). However, their performance in the setting we are discussing here, when cases and controls have been genotyped on different platforms, has been largely unexplored.
After imputation, investigators run association tests as usual, producing p values for each SNP and looking for the most significant SNPs. However, the imputation has introduced differential measurement error: e.g., some SNPs are measured almost perfectly (through actual genotyping) among the controls, but measured imperfectly (through imputation based on nearby measured SNPs) among the cases. Furthermore, the imputation itself may introduce bias. Many imputation programs base the imputation on a database of known genomes, such as the HapMap. If the minor allele frequency (MAF) of a SNP in the HapMap differs substantially from the MAF in study data, imputation in cases only or controls only can yield very different MAFs in cases and controls. This setting has been recognized as potentially problematic. For example, when discussing combining data from studies using different genotyping platforms, Li et al. (2010) recommends imputing and doing association tests within platform and then combining the results using a meta-analysis approach, which cannot be implemented unless each platform has at least some cases and controls.
Differential error induced by imputation may yield SNPs that appear to differ substantially between cases and controls purely as a result of the imputation. Past studies have shown that differential genotyping error between cases and controls can inflate Type I error rates (e.g. Moskvina et al. 2006) . A recent study by Sebastiani et al. (2010) , which built a model using 150 SNPs to predict longevity, has been criticized for not controlling for different chips used with different frequencies between cases and controls. Critics suspect that many of the significant SNPs it identified are artifact of differential genotyping errors between these different chips (Alberts 2010; Carmichael 2010) .
In this paper, we are concerned with problems occurring one step further down the pipeline. Under the assumption that markers actually genotyped by each chip are being genotyped with good accuracy, we investigate how well Type I error rates are maintained after imputation in a study where cases and controls are genotyped on different platforms. To do this, we used the healthy control groups from two studies nested within the Nurses' Health Study: a Type 2 Diabetes (T2D) study genotyped on Affy, and a Breast Cancer (BrCa) study genotyped on Illumina. After imputation within each study, we label the T2D controls ''cases'' and the BrCa controls ''controls'', and fit a logistic regression predicting this case-control status from each SNP. We expect there to be no substantial genetic differences between these two groups-so any significant differences we see reflect a Type I error rate higher than expected.
When we did in fact observe inflated Type I error after applying standard imputation quality filters, we explored a number of ways to lessen the inflation. We first considered controlling for platform effect as we would control for population stratification: using principal components (PCs) as covariates in logistic regression. However, the platform effect was so strong and confounded with case-control status that we could not fit the models. Then we considered restricting to SNPs imputed with good accuracy. This approach yields excellent results, but reduces power by reducing the number of SNPs we can test. Finally, we considered the possibility of genotyping a small number of additional controls alongside cases on the new platform, who could be compared to the original controls in a preliminary analysis to identify aberrant SNPs. This approach yields good results, but requires the additional expense of genotyping more subjects.
Methods
The BrCa and T2D studies have been described elsewhere (Hunter et al. 2007; Qi et al. 2010) . Both of the studies were restricted to women of European ancestry. Genotyping in the BrCa study was done on the Illumina HumanHap550 chip, while the T2D study was genotyped on the Affymetrix Genome-Wide Human 6.0 array. We imputed missing genotypes separately within each study using MaCH 1.0, which relies on Markov chain haplotyping (http://www. sph.umich.edu/csg/yli/mach/index.html) (Li et al. 2009 (Li et al. , 2010 . We present results from imputation done separately in the two studies; when the two control groups were pooled first and then the imputation was done, results were similar. The imputations used HapMap Release 22 (NCBI build 36) as a reference panel. For each unmeasured SNP, we considered both a soft call, or dosage, imputation, which gives the expected number of rare alleles given the other SNPs available for that individual and takes values on a continuum between 0 and 2, and a hard call imputation, which gives the best integral guess for the number of rare alleles, either 0, 1, or 2. We had available 1,038 BrCa controls, which we labeled ''controls,'' and 1,672 T2D controls, which we labeled ''cases.'' SNPs with MAF \0.025 (calculated using both groups after imputation) or imputation quality R 2 \ 0.30 (calculated in either group) were removed.
We ran a logistic regression for each of m SNPs, modeling the log-odds of being a ''case'' (Y = 1) as a linear function of the number of rare alleles at the locus. That is, for the ith SNP, i ¼ 1; . . .; m; with A i copies of the rare allele, we fit log
where b 1 is the effect of SNP i and b 0 is an intercept term.We stored the p value and the v 2 test statistic for the Wald test of b 1 . For the soft call genotypes, where A i is the expected number of rare alleles given the observed data (0 B A i B 2), the software mach2dat was used (http://www.sph.umich. edu/csg/yli/mach/index.html) (Li et al. 2009 (Li et al. , 2010 . For the hard call genotypes, where A i 2 f0; 1; 2g; we used the software PLINK version 1.07 (http://pngu.mgh.harvard. edu/purcell/plink) (Purcell et al. 2007 ). Figures were generated in the statistical software R version 2.9.0 (R Development Core Team 2009).
We grouped the SNPs into four categories: SNPs genotyped on both chips; SNPs genotyped on Affy and imputed for the Illumina controls; SNPs genotyped on Illumina and imputed for the Affy controls; and SNPs imputed for both groups. The false positives found among SNPs genotyped on both platforms can be thought of as a baseline error rate against which to compare the other three groups. For each group of SNPs, we summarized the error rates using two quantities: the Genomic Control k and the percentage of SNPs with p value less than 5 9 10
where 0.455 is approximately the theoretical median of a v 1 2 distribution (Devlin and Roeder, 1999) . Our model assumes the null distribution of each X i is v 1 2 , so if this assumption is valid, we should have k & 1. A value of k [ 1 suggests that the observed variance of the test statistic is larger than the theoretical variance, which will tend to increase the number of false positives. We also calculated the percentage of SNPs significant at the 5 9 10 -8 significance level, a standard significance level used for GWA studies (McCarthy et al. 2008) . Assuming that the genotype is measured accurately, we do not expect genotype frequency differences between our cases and controls, because they are both samples of healthy women used as control groups for other studies. Thus, we should see very few SNPs with such significant p values (approximately 1 out of every 20,000,000 independent tests).
When k [ 1 and the percentage of SNPs significant at the 5 9 10 -8 level was more than expected in our null setting, we explored three methods for controlling for the error inflation:
Method 1 We investigated whether we could capture the platform effect using PCs. To do this, we used EIGENSTRAT (http:// genepath.med.harvard.edu/*reich/Software.htm) Price et al. 2006) . In a typical application of this program, the first few PCs are calculated and included as covariates in logistic regression to capture and control for population stratification. An example in Price et al. (2006) suggests that the possibility of some components capturing lab and batch effects as well. We calculated the first ten PCs and assessed how well they correlated with platform effect. Then we attempted to include these components as covariates in logistic regression models predicting case-control status from each SNP. We did this in two ways: first, we calculated the PCs using all measured and imputed SNPs; second, we restricted to SNPs in each of the four categories, and calculated PCs using only those SNPs (e.g., using only SNPs measured on one chip and imputed in the other).
Method 2
When missing genotypes are imputed by MaCH, each SNP has an R 2 value associated with it that quantifies the quality of the imputation. The R 2 value is an estimate of the squared correlation between the imputed genotype and the actual genotype, so a higher R 2 corresponds to a SNP imputed with more certainty. Standard advice is to restrict to SNPs with R 2 [ 0.3, which we did (Scott et al. 2007) . It is expected that this will remove 70% of poorly imputed SNPs while keeping 99.5% of better imputed SNPs (Li et al. 2010) . To reduce the error inflation in our less standard setting, we considered restricting to SNPs imputed at even higher quality.
Focusing on SNPs measured on one chip and imputed in the other, we considered removing SNPs with imputation R 2 \ 0.5, 0.75, 0.9, 0.95 and 0.99. After thresholding by each value of R 2 , we calculated k and the percentage of SNPs with p \ 5 9 10 -8 . We kept track of the number of SNPs still available for analysis at each threshold.
We also constructed an ROC curve to assess the discriminatory ability of this method. We labeled SNPs with p \ 5 9 10 -8 as ''problematic.'' As we varied the R 2 threshold between 0 and 1, we compared how many problematic SNPs were detected (sensitivity) with how many non-problematic SNPs were excluded due to low R
2
(1 -specificity).
Method 3
The genotype distributions for some SNPs may differ markedly across platforms due to genotyping artifact or differences in imputation quality. These differences may be identified even in relatively small samples. We explored the possibility of genotyping a small number of additional controls along with the cases, which could be used to identify and eliminate the problematic SNPs. Researchers would perform a preliminary analysis comparing the additional controls to the original controls, and any SNP significant in this preliminary analysis would be discarded. Researchers could then perform standard association tests between the cases and controls using the remaining SNPs. We randomly selected 1,000 subjects from the 1,038 on Illumina to serve as controls, and 1,000 subjects from the 1,672 on Affy to serve as cases. Then from the remaining 672 subjects on Affy, we selected n additional subjects to serve as controls genotyped alongside cases on the Affy platform. We first performed a screening step, in which we compared these n Affy controls to the 1,000 Illumina controls and eliminated SNPs significant at level a. Then, restricting to SNPs that passed this screening, we performed the main analysis, comparing the 1,000 Illumina controls to the 1,000 Affy cases, and calculated the Genomic control k and the percentage of SNPs with p \ 5 9 10 -8 in this main analysis. We did this calculation for n = 100, 300 and 500, and for a = 0.001, 0.01, 0.1, and 0.2. We also constructed ROC curves to assess the discriminatory ability of this method while varying a, the screening threshold. That is, as we varied the a screening threshold between 0 and 1, we compared how many problematic SNPs (in the main analysis of 1,000 Illumina controls versus 1,000 Affy cases) were being detected to how many non-problematic SNPs were being excluded. Figure 1 summarizes the results of a standard logistic regression analysis, where SNPs are grouped by MAF. For each collection of SNPs, we found the Genomic Control k (in black) and the percentage of SNPs with p \ 5 9 10 -8 (in gray). Results from the soft call analysis are shown in solid lines, while those from the hard call analysis are shown in dashed lines. In Fig. 1a , we see that k & 1 among the 139,732 SNPs measured on both chips, and the percentage of highly significant SNPs is close to 0 across all MAFs; the error measures in this setting are virtually identical whether we use hard call or soft call imputation. Thus, when we consider only the SNPs measured on both chips, we have no evidence from these two measures that the distribution of the test statistics deviates from the null.
Results
However, among the 357,361 SNPs measured on Illumina and imputed on Affy (Fig. 1b) , we see an overall increase in k to 1.6. We see an increase in the percentage of highly significant SNPs to 1.3% when using soft call genotypes, and to 2.1% when using hard call genotypes. Thus, when using hard call genotypes, 7,644 SNPs are declared significant at the 5 9 10 -8 level. These increases are the most prominent among SNPs with low MAF, as shown in the figure. The Type I error inflation is also apparent, though less dramatic, among the 458,034 SNPs measured on Affy and imputed on Illumina (Fig. 1c) where k = 1.3 overall, and where there are 0.4% highly significant SNPs when using soft calls and 0.8% highly significant SNPs when using hard calls; we see similar numbers among the 1,392,682 SNPs imputed in both (Fig. 1d) . Results were largely unchanged when we first pooled the two groups and then imputed.
To try to correct these problems, we applied the three described methods. Here, we present results for the SNPs measured on Illumina and imputed on Affy for simplicity; results were similar in the other two problematic cases.
Method 1
We found the first ten PCs using hard call genotypes because those are currently supported by EIGENSTRAT. We did this once using all SNPs, and once restricting to SNPs measured on Illumina and imputed on Affy. Results were similar in the two approaches, and results from the latter are shown. The top three PCs are plotted against one another in Fig. 2 . We see that the second PC completely separates the cases (i.e., the Affy controls) and controls (the Illumina controls). Thus, when these PCs are included in a logistic regression predicting case-control status, we get a complete separation of data points, and the models cannot be fit.
Method 2
We considered restricting to SNPs imputed with increasingly higher quality, as quantified by the imputation R 2 . Results for the soft call genotypes are shown in Table 1 . As the R 2 threshold was increased, our summary measures improved; however, this happened at the expense of losing SNPs for analysis, which reflects some loss of power. It should also be noted that even at the most stringent threshold listed, R 2 [ 0.99, when we have excluded nearly 70% of the SNPs, there remain 57 SNPs with p \ 5 9 10 -8 . Figure 3 shows the discriminatory ability of this method as we vary the R 2 threshold.
Method 3
For various thresholds (a = 0.001, 0.01, 0.1, 0.2) and various numbers of additional controls on Affy (n = 100, 300, 500) we removed SNPs significant at level a in a preliminary analysis comparing the n additional Affy controls to the 1,000 original Illumina controls. We then performed standard logistic regressions comparing the 1,000 Illumina controls to the 1,000 Affy cases using the remaining SNPs. The genomic control k and the percentage Fig. 2 Top 3 principal components (PCs), among SNPs genotyped in the Illumina controls and imputed using hard calls in the Affy controls, plotted against one another. Affy samples are plotted in black; Illumina samples are plotted in gray of highly significant SNPs were calculated; results for the soft call genotypes are shown in Table 2 . As n increased and a increased, our summary measures improved. This again happened at the expense of losing SNPs for analysis, but not as quickly as in ''Method 2''. Figure 4 shows the discriminatory ability of this method for each n as we vary the a screening threshold.
Discussion
We observed a large number of highly significant SNPs after imputation in a study comparing two healthy control groups genotyped on different platforms. Because both the control groups are nested in the NHS and chosen using similar criteria, we expect no SNPs to significantly distinguish the two groups in the absence of measurement error, and we expect no differential population substructure. Thus, statistically significant SNPs are false positives, and must be due to genotyping or imputation error. Furthermore, because we see almost no inflation in Type I error among SNPs actually genotyped on both chips (Fig. 1a) , the false positives do not appear to result from genotyping error. Rather, the inflation in Type I error is seen among SNPs measured in one group and imputed in the other (and among SNPs imputed in both). In this setting, it would be detrimental to avoid imputation altogether since only about a quarter of the SNPs genotyped on each platform overlap, so that three quarters of the SNPs on each chip would be unusable without any imputation. Thus, we need to understand the errors being introduced by imputation and attempt to control for them.
We believe that the inflation in Type I error is due to bias introduced by the differential imputation. The imputation uses individuals in the HapMap as a reference panel, and it seems plausible that estimates in the HapMap, particularly for rare alleles, may diverge from the allele frequencies observed in our population. Thus, if a rare allele has similar frequencies in our cases and controls but is not well covered in the HapMap, the p value calculated when the SNP is measured in one group and imputed in the other will tend to be smaller than the p value that would arise if that SNP were measured in both groups. Moreover, among SNPs with low MAF, Moskvina et al. (2006) showed that even modest differential errors in genotype calling can yield an inflation in Type I error. Generalized to our setting, this suggests that even slight differential errors in imputation among SNPs with low MAF would lead to false positive associations. This is borne out by our results, where we see larger numbers of highly significant p values among SNPs with low MAF, as shown in Fig. 1 .
The percentage of highly significant SNPs is noticeably larger in the hard call analysis than in the soft call analysis. This is because the soft call imputations better account for uncertainty in the imputed values. We recommend using soft calls, or another technique that accounts for imputation uncertainty, in order to reduce false positives. It is worth considering whether we could somehow alter the imputation methods themselves to avoid these false positives altogether; however, it is unclear to what extent this is possible. Imputation algorithms are limited by the information they are provided. For some platforms, the Table 1 Among SNPs genotyped in the Illumina controls and imputed using soft calls among the Affy controls, values of k and percentages of SNPs with p \ 5 9 10 -8 when we restrict to SNPs with imputation quality R 2 larger than the given thresholds, as detailed in ''Method 2'' Fig. 3 Among SNPs genotyped in the Illumina controls and imputed using soft calls among the Affy controls, discrimination of the R 2 criterion described in ''Method 2'', as the R 2 -threshold varies. The y-axis is the sensitivity, the proportion of highly significant SNPs which are excluded; the x-axis is 1 -specificity, the proportion of non-significant SNPs which are excluded. R 2 threshold choices between 0.3 and 0.99 are pointed out along the curve genotyped SNPs provide enough information to accurately infer an unobserved SNP; for other platforms, they do not, regardless of the imputation algorithm. Moreover, current imputation methods have good accuracy, particularly for SNPs with higher imputation R 2 (Li et al. 2010 ), yet even SNPs with high R 2 appear among our false positives. This suggests that even well-imputed SNPs can be falsely significant when the imputation error is differential.
The inflation in Type I error appears to be most dramatic among SNPs measured in Illumina and imputed in Affy. We suspect that this is because Illumina uses HapMap for SNP selection, and we used HapMap for SNP imputation. When we considered SNPs common to both chips, the distribution of test statistics was what we expect under the null, suggesting that the actual genotyping across the two chips is in good agreement.
When we attempted to reduce the error inflation using PCs, in ''Method 1'', we observed a complete separation the two control groups. This complete separation shows the difficulty of controlling for platform effect by simply adjusting for PCs. Including the PCs as covariates in the model is equivalent to including case-control status as a covariate, and thus there does not appear to be a direct way to use those PCs to resolve the error inflation problem. Furthermore, any method using the PCs would likely wash out all differences between cases and controls in a non-null setting. Thus, it makes sense to focus on approaches that filter out problematic SNPs and exclude them from subsequent analysis. ''Method 2'' and ''Method 3'' are two such approaches.
In ''Method 2'', we used imputation quality to filter SNPs before performing any association tests. This approach improved the results and does not require genotyping any Among SNPs genotyped in the Illumina controls and imputed using soft calls among the Affy controls, discrimination of the preliminary screening criterion described in ''Method 3'', as the a-threshold varies. The y-axis is the sensitivity, the proportion of highly significant SNPs which are excluded; the x-axis is 1 -specificity, the proportion of non-significant SNPs which are excluded. Plots shown are for a n = 100, b n = 300, and c n = 500 additional controls. a threshold choices between 0.001 and 0.2 are pointed out along the curves Hum Genet (2012) 131:111-119 117 additional controls. It reduces the number of SNPs available for analysis, but still allows the use of more SNPs than just those actually genotyped on both platforms. However, in our example of SNPs genotyped on Illumina and imputed on Affy, even after filtering to SNPs imputed with R 2 [ 0.99 (allowing us to retain only 30% of SNPs), we are left with 57 SNPs with highly significant p values out of 112,249 remaining SNPs. So if this method is used, researchers should be prepared to sift through many false positives in a second stage analysis to find any true associations. Furthermore, this method will tend to reduce power to detect SNPs in regions with low linkage disequilibrium. Beecham et al. (2010) demonstrated this problem by pooling two casecontrol GWA studies for Alzheimer disease which had been genotyped on different chips, and testing for associations in the APOE gene, which is known to be strongly associated with risk. They used imputation to produce commensurable data sets, and filtered out SNPs according to the imputation quality. They found that even though each study separately found strong associations in the APOE gene, there was no association in the pooled analysis, because many SNPs had been excluded due to low imputation quality measures caused by weak linkage disequilibrium in the region.
In ''Method 3'', we propose genotyping a small number of additional controls alongside the cases and performing a preliminary step of filtering SNPs by comparing these additional controls to the original controls. This approach also improves results, but at increased monetary cost. It should, however, retain more non-artifactual SNPs while reducing the number of artifactual SNPs. In our example of 1,000 cases and 1,000 controls, it appeared that genotyping 300 additional controls alongside cases would allow researchers to filter out most of the false positives-with a = 0.2, only 5 highly significant SNPs were left among the SNPs genotyped on Illumina and imputed on Affy, with 264,519 (74%) remaining for analysis. We believe these results would be the same if we had new cases and controls on Illumina and a separate control group on Affy-we merely consider this setting because it made best use of the subjects available on each chip. This method is in line with the discussion in McCarthy et al. (2008) regarding the use of historical controls. McCarthy et al. listed many possible sources of systematic error that might arise in the use of historical controls, and recommended always genotyping some ethnically matched controls alongside cases on the same platform.
It may also be worth considering a related study design in which very little error inflation was seen, which was considered by Howie et al. (2009) . In their setting, a central control group in the WTCCC was genotyped on both Affy and Illumina, while different case groups from different disease studies were genotyped on just one of these platforms. The authors were interested in whether imputing SNPs missing in cases using both the HapMap and the central control group as a reference panel led to inflated Type I error. To assess this, they compared the central control group with another control group genotyped on Affy alone. They imputed SNPs missing in this new control group and then performed association tests. They found very few significant results, which demonstrated minimal inflation of Type I error in this setting. Their methods differ slightly from ours; however, we believe that the most important difference was the nested structure of their design, i.e., that their central control group had SNPs from both Affy and Illumina chips, rather than Illumina alone. A comparison of their results and ours suggests that if a central control group is going to be reused for different diseases, it may be wise to invest in genotyping the central control group on multiple platforms. A similar conclusion is offered by Marchini and Howie (2010) .
Researchers can make use of accumulating genetic resources to more economically and more powerfully understand the effects of genes on complex diseases. However, our findings add to a familiar refrain about GWA studies-that every step must be done with extreme care to avoid spurious results (McCarthy et al. 2008 ). More work needs to be done to determine the best approaches for combining cases and controls obtained from different sources. In any case-control study, cases and controls should be comparable, and recent studies have discussed how to control for differential population substructure when using publicly available controls (Zhuang et al. 2010; Luca et al. 2008) . Our work emphasizes the need to control for technical errors caused by integrating data from different chips. Researchers attempting to use the sort of data we describe, in which cases and controls are genotyped on different chips, need to be aware of the high potential for false positives after imputation, and must guard against it or control for it. In particular, it is vitally important to technically validate any SNPs that appear significant before reporting them, by regenotyping those SNPs on an independent platform -considered best practice in any GWA study, it is all the more important here where the chance of false positive results due to differential imputation is so high.
