INTRODUCTION
During recent decades, the input/output characteristics of the mammalian hair cell/primary-fiber complex have been the focus of extensive research. In response many computational models of the various properties of the junction have been proposed. The models provide a convenient environment for evaluating and developing theories of spike generation. Furthermore, they are an integral part of many peripheral auditory models and speech recognition systems. The problem facing the designer of such systems lies in the choice of which synapse model to incorporate into his/her composite model. A review of the literature finds many possible candidates (Siebert, 1965; Weiss, 1966; Eggermont, 1973 Eggermont, , 1985 Schroeder and Hall, 1974; Sujaku, 1974, 1975; Geisler et al., 1979; Ross, 1982; Schwid and Geisler, 1982; Smith and Brachman, 1982; Allen, 1983; Cooke, 1986; Meddis, 1986b Meddis, , 1988 Westerman and Smith, 1988; Meddis et al., 1990 ).
The models have appeared over a substantial period of time and each lays claim to simulate a different subset of data. Moreover, many important empirical findings have been published since the appearance of some of the models. As a result, it is difficult to make meaningful comparisons between the various proposals and it is timely to review their performance in the light of recent developments.
The choice of an appropriate model of synaptic-primary auditory-nerve (AN) models does not only affect our theoretical perspective. It could be crucial to other future modeling efforts where the model outputs will serve as inputs to. simulations of more central processes. Modeling the central auditory system can become massively complex; in such systems inaccuracies at the input stage will rapidly propagate throughout the system. This paper reports a comparative investigation of eight computational models of hair-cell function. The model results are compared to data from electrophysiological studies for the following properties: (a) onset and steady-state rateintensity functions; (b) two-component adaptation; (c) exponential recovery of spontaneous activity after stimulus offset; (d) recovery of function to respond to a second stimulus after offset of a first; (e) additivity; and (f) low-frequency phase locking. This is the same subset of tests used by and Matsuura, 1978; Furukawa etaL, 1982) working on the AN fibers of goldfish. They recorded the strengths of successive excitatory post-synaptic potentials (EPSPs) following onset of tone bursts imposed on pedestal tones. The strengths of the EPSPs (m) were, according to Furukawa, determined by the product of two independent parameters (n and p). After a stimulus increment, parameter n increased and parameter p remained relatively unchanged. Furukawa and Matsuura designated n to be the amount of transmitter available for release and p, the probability that an available quantum would be released. These conclusions have been represented in more recent models by increasing the number of reservoirs and making their availability dependent upon stimulus intensity. In such models, the transmitter lies in reservoirs or sites close to the presynaptic membrane. The sites are ordered by increasing threshold. If the stimulus amplitude is sufficient to activate a given site, a fixed proportion per time unit of that reservoirs transmitter is released. Meddis (1986b) , however, has offered a reinterpretation of Furukawa's data. Instead ofp representing the probability that a quantum of transmitter is released and n representing the amount of transmitter available for release, Meddis designatedp as the probability that a given quantum will successfully traverse the cleft (and be invariant with stimulus level), and n as the number of quanta in the cleft (which would vary with stimulus level). Empirical data collected to date and known concepts of synaptic physiology cannot resolve the differences between these interpretations, and the matter remains controversial.
I. THE MODELS
Below, we study eight models of hair-cell functioning. They were chosen for study because they were capable of accepting an arbitrary • input signal and delivering, as output, AN event probabilities. We restricted our attention to those models that involved intermediate processing which resembled known physiological mechanisms. We also used only those models that had been developed for use on digital computers because this is the most likely medium for modelers in the immediate future. The main features of each model are outlined below. Schroeder and Hall (1974) proposed one of the first hair-cell models to meet our criteria. A single reservoir released quanta of transmitter in amounts proportional to a stimulus-related permeability function and the number of quanta available for release. Transmitter released from the cell stimulated the post-synaptic afferent fiber. Once released, transmitter quanta were irretreviably lost from the system. A fixed-rate replenishment scheme was used to supply the reservoir with new transmitter. Sujaku's ( 1974, 1975) Moreover, each site releases a constant fraction of its available transmitter per time unit when activated. However, in order to achieve computational efficiency, the working model grouped many release sites into three separate compart- For the purpose of evaluation, simulations were run using a sample step of 0.05 ms (sample rate = 20 kHz). Stimuli were generated with a 2.5-ms rise time and were 1-kHz sine-phase tone bursts except where stated. All models were programmed as deterministic systems, individual spikes using pseudorandom numbers were not generated. The output of each model is expressed in terms of a firing rate and represents the average synaptic drive during a test period. The Electrophysiological studies distinguish a second rateintensity function. The onset RIF is a rate measured over a short period of time following the onset of a tone burst. The function increases monotonically with tone level and shows little or no sign of saturation at high stimulus levels (Fig. 2) . The exact shape of the onset-RIF varies with the risetime of the signal and the duration of the recording interval (Smith, 1988) . In all cases, however, the refractory properties of spike generation provide an upper limit on the onset firing rate. The upper limit is about 1000 spikes/s, which corresponds to an absolute refractory period of 1 ms. Smith et al. (1983) have shown that even when the onset firing rate is limited by refractory effects, increases in stimulus intensity continue to influence the onset response. As intensity increases the synchrony of onset response within the first bin also increases. Smith and colleagues conclude that the underlying synaptic drive to the fiber at stimulus onset continues to grow with increases in stimulus intensity, even when the firing rate is limited by refractory effects.
Methods to uncover the probability of spike occurrence disregarding refractory effects have been developed (e.g., Gray, 1967; Gaumond et al., 1983; Westerman, 1985) .
When applied to post-stimulus time-histogram responses, the effects of neural refractoriness are shown to be particularly strong at onset where firing rates are highest; further evidence that the synaptic drive at onset continues to grow with increasing intensity, even when the maximum firing rate has been reached. produce the predicted dichotomy between onset and steady state RIFs although the precise form of the functions varies between models. However, it' should be noted that the onset function of the Schroeder and Hall model is very unrealistic. The rate grows far too rapidly (spikes/s per dB) at medium and high stimulus levels.
B. Two-component adaptation
Following a period of silence, a tone burst will produce an initial peak of activity followed by a decline that is initially rapid then slower. Westerman and Smith (1984) propose that the adaptation response consists of two exponentially The time constants of recovery to spontaneous-firing rates were derived from the model PSTHs (Fig. 4) and are shown in Table I Their analysis suggests that two-component recovery can be simulated by the Brachman configuration if the rates of replenishment to the local and immediate stores are approximately equal. This implies that replenishment of transmitter is not preferential to one store.
C. Additivity
An important constraint on most models is the failure to replicate additivity phenomena. The most crucial assumption made by models with additive properties is the existence of many release sites spatially ordered by increasing threshold (cf. ). All other model configurations evaluated in this study could not mimic the main additivity data.
D. Synchronization
Another failure common to many models is the absence of reduced response synchronization to high-frequency stimuli. Only the models proposed by Meddis, Allen, and Brachman-Payton show the effect.
In the Meddis model, phase locking is affected by the rate at which transmitter can be cleared from the synaptic cleft. The rates of transmitter loss and re-uptake from the cleft are independent of stimulus frequency. When the stimulus frequency is high relative to these rates the ability of the system to reflect the waveform's fine structure is thus reduced.
Allen used a low-pass filter in his model to reduce synchrony at high frequencies. The source of the filter was A different approach to modeling AN data was taken by Westerman and Smith (1988) . Using experimental data on gerbil AN responses, they were able to derive model parameters suited to a three-stage synaptic model such as the one proposed by Brachman. To accurately model two-stage adaptation in accordance with empirical data, they propose that both the volume and membrane permeability of the reservoirs should be stimulus level dependent. This differs from all previous synaptic models where it is considered that only one function is required to be level dependent.
F. Biological correlates
Many of the models evaluated in this study could be described as phenomenological. The models have been designed to replicate certain response properties of AN fibers and then the processing steps are correlated with known physiological processes. This approach has resulted in models that are computationally convenient and already well suited to applications such as speech recognition devices that use models of the peripheral auditory system as input devices. However, the models do not represent the biological processes accurately enough to suggest crucial experimental designs to evaluate theories of AN spike generation. Future hair-cell/AN models will need to consider, for example, the role of intracellular calcium; potassium, and calcium-activated potassium channels; transmitter re-uptake and postsynaptic mechanisms. Even though such models would be complex and computationally expensive, they will provide a means of assessing the relative merits of any theory of AN spike generation. 
G. Nonlinearity

IV. CONCLUSIONS
We have examined the relative merits of eight computational hair-cell models by comparing the outputs with mammalian auditory-nerve data. The evaluation shows that the Meddis model shows only minor discrepancies with the empirical data. The Meddis model is also one of the most computationally efficient and is well suited to provide the primary input to larger systems such as speech-recognition devices and models of central-auditory processing.
One important constraint on the Meddis model is the failure to replicate the additivity effect for onset responses. This problem could be overcome by introducing multiplerelease sites in accordance with Furukawa and Matsuura's conceptual model. However, this would have a detrimental effect on the model's relatively fast run time.
In this paper we have not considered the response characteristics of low spontaneous-rate fibers, or, the models that have been proposed to replicate their properties. Both Geisler (1981 Geisler ( , 1990 ) and Meddis et el. (1990) have published, preliminary findings on the response properties of their low spontaneous-rate models. Work is currently in progress in our laboratory to make a more detailed study of the response properties of the models and will be the subject of a future paper.
