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1. Introduction
The purpose of this paper is to demonstrate that various collections of cyclic Jordan
operators have dense invariant sets of common cyclic vectors.
Recall that a bounded linear operator T : X → X on a Banach space X is cyclic if
there exists a vector x0 in X whose orbit {T kx0: k  0} has dense linear span in X
and that Jordan operators are the infinite direct sums of Jordan cells. More precisely, if
{ri : 1  i} is any bounded sequence of positive integers and if {ei,j : 1  i;1  j  ri}
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ear operator J : H → H is an {ei,j }-Jordan operator of block type {ri : 1  i} if each
subspace Hi ≡ span{ei,j : 1  j  ri} is invariant for J and the restriction J |Hi of J to
Hi is an ri × ri Jordan cell; that is, if J |Hi has matrix representation (with respect to{ei,j : 1 j  ri}) of the form:
J (λi, ri) =
⎛
⎜⎜⎜⎝
λi 1 0
. . .
. . .
. . . 1
0 λi
⎞
⎟⎟⎟⎠
for some complex number λi . In this case, we write J ≡⊕∞i=1 J (λi, ri). In particular, the
{ei,j }-Jordan operators whose block sizes ri are identically one are precisely the bound-
ed linear operators on H which are diagonalizable with respect to the orthonormal basis
{ei,j : 1 i;1 j  ri}.
A Jordan operator J ≡⊕∞i=1 J (λi, ri) is cyclic if and only if the eigenvalues λi of the
Jordan cells J (λi, ri) comprising J are distinct (see [15, Theorem 2]). Herrero has shown
that the set of cyclic vectors for a cyclic operator is dense if and only if the point spectrum
of its adjoint has empty interior (see [8, Theorem 1, p. 918]). In particular, every cyclic
Jordan operator has a dense set of cyclic vectors (since the point spectrum σp(J ∗) = {λi}
of J ∗ is countable). Since the set of cyclic vectors for any operator on a separable Banach
space is a Gδ set (see [23, Proposition 40, p. 411]), cyclic Jordan operators have dense
Gδ sets of cyclic vectors. It follows from the Baire category theorem that every countable
collection of cyclic Jordan operators has a dense Gδ set of common cyclic vectors. In fact,
one might reasonably expect that the direct sum
⊕∞
i=1 xˆi of cyclic vectors xˆi for the Jordan
cells J (λi, ri) is cyclic for J . However, we will see in the next section that this is not the
case, even for diagonalizable operators. Moreover, since each vector in a Hilbert space is
in the kernel of a cyclic operator diagonalizable with respect to some orthonormal basis
(depending on the operator), it follows that the collection of all cyclic operators diagonal-
izable with respect to some orthonormal basis fails to have a common cyclic vector. It is
possible, however, for uncountable collections of cyclic operators to have common cyclic
vectors, and even dense sets of common cyclic vectors (see, for instance, Wogen [26]).
In this paper, we show that every collection J0 of cyclic Jordan operators of given
block type each of whose eigenvalues form a sparse set (in a sense to be made precise in
Section 3) has a dense invariant set of common cyclic vectors. That is, for each bounded
sequence {ri : 1  i} of positive integers and each orthonormal basis {ei,j : 1  i;1 
j  ri} for a separable complex Hilbert space, there exists a set M dense in H which is
invariant for every operator in J0 and each of whose elements is a cyclic vector for every
operator in J0 (see Theorem 10).
It is an open problem as to whether or not the collection of all cyclic Jordan operators
of a given block type (not just those whose eigenvalues form sparse sets) has a dense
invariant set of common cyclic vectors. There is one notable exception, namely the case of
diagonalizable operators, which has connections with the theory of Wolff–Denjoy series
which we now describe.
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Let {ei : 1  i} be any orthonormal basis for a separable complex Hilbert space H.
We consider the collection D0 of bounded linear operators which are diagonalizable with
respect to {ei : 1  i}. As a special case of the cyclicity criteria for Jordan operators, we
have that an operator D0 in D0 is cyclic if and only if its eigenvalues λi ≡ 〈D0ei, ei〉 are
distinct. A vector xˆ fails to be a cyclic vector for D0 if and only if there exists a nonzero
vector yˆ in H for which
0 = 〈Dk0(xˆ), yˆ〉≡
∞∑
i=1
λki wi
for all k  0 where here wi ≡ 〈xˆ, ei〉 · 〈ei, yˆ〉 is a sequence in 1. This condition is
equivalent to the series G(z) ≡ ∑∞i=1 wieλiz vanishing on the complex plane (since
G(k)(0) =∑∞i=1 λki wi ), and upon taking the Borel–Laplace transform, to the series F(z) ≡∑∞
i=1
wi
z−λi vanishing whenever |z| > sup{|λi |: 1  i} (see Brown, Shields, and Zeller
[3, p. 162]). Series of the form∑∞i=1 wiz−λi are called Wolff–Denjoy series and were studied
by H. Poincaré, J. Wolff [27], A. Denjoy [5], E. Borel [2], T. Carleman [4], and A. Beurling
[1], mainly in connection with quasianalticity and analytic continuation. More recent in-
vestigations include work of A.A. Gonchar [7], T.A. Leont’eva [9–13], R.V. Sibilev [24],
and the recent monograph [17] of W.T. Ross and H.S. Shapiro. Similar computations show
that 〈J kx, y〉 yield series of the form ∑∞i=1∑rij=1 wi,j /(z − λi)j , or series of so-called
Wolff–Denjoy type, whenever J is a Jordan operator (see [14] or [22, p. 655]).
In 1921, J. Wolff gave the first example of a sequence {λi : 1 i} of distinct points in
the open unit disc and a nontrivial sequence {wi : 1  i} in 1 for which ∑∞i=1 wiz−λi ≡ 0
whenever |z| > 1 (see Wolff [27] or Nikol’skii [16]). An immediate consequence of Wolff’s
example is that the vector x˜ ≡∑∞i=1 √|wi |ei fails to be a cyclic vector for the diagonal
operator D˜ having distinct eigenvalues λ˜i ≡ 〈Dˆei, ei〉 even though 〈x˜, ei〉 is nonzero for
all i  1.
The problem of determining which operators diagonalizable with respect to an orthonor-
mal basis {ei : 1  i} are such that every vector of the form ∑∞i=1 aiei with ai 	= 0 for
all i  1 is cyclic was studied by Wermer [25], Brown, Shields, and Zeller [3], Scroggs
[21], and Sarason [19,20]. Also see Nikol’skii [16]. Since Wolff’s 1921 example, there
has been considerable interest in determining exactly which functions analytic on a region
are representable as a Wolff–Denjoy series and conditions under which such representa-
tions are unique. The literature cited above contains numerous sufficient conditions for
the uniqueness of Wolff–Denjoy representations in terms of the rate of decay of its coeffi-
cients. For instance, Beurling showed in 1935 that if there exists a constant c > 0 for which
|Ai | e−ci for all i  1 and if ∑∞i=1 Ai/(z− λi) ≡ 0 whenever |z| > 1 for some sequence{λi : i  1} of distinct points in the open unit disc, then, in fact, Ai ≡ 0 for all i  1 (see
Beurling [1]). Beurling’s result can be used to show that the collections of cyclic opera-
tors diagonalizable with respect to any orthonormal basis for a separable complex Hilbert
space have dense invariant sets of common cyclic vectors. More recently, Ross and Wogen
[18] have studied common cyclic vectors for classes of normal operators. However, nei-
ther the techniques of Beurling nor those of Ross and Wogen seem to apply to the classes
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on the growth of rational functions. In 1995, Sibilev improved Beurling’s estimate and
used it to obtain necessary and sufficient condition for the uniqueness of representations of
Wolff–Denjoy series (see [24, Lemma 6, p. 153 and the Theorem on p. 146]):
Sibilev’s theorem. Let {i : 1 i} be any sequence of positive numbers which decreases to
zero. Then
∑∞
i=1
log{i }
i2
= −∞ if and only if the relations∑∞i=1 Ai/(z−λi) ≡ 0 for |z| > 1
and |Ai | ci imply Ai ≡ 0 for all i  1 whenever {λi : 1 i} is any sequence of distinct
points in the open unit disc.
In this paper, we use Sibilev’s estimates to show that various collections of cyclic Jor-
dan operators have dense invariant sets of common cyclic vectors. In Section 3, we give
sufficient conditions in terms of the rate of decay of coefficients for the uniqueness of
representations of series of Wolff–Denjoy type. In particular, we show that there exists
a sequence {bi : 1  i} such that if a series f (z) ≡∑∞i=1∑rij=1 wi,j /(z − λi)j of Wolff–
Denjoy type vanishes whenever |z| > sup{|λi |: 1 i} and the coefficients satisfy the decay
condition
∑∞
i=k
∑ri
j=1 |wi,j |  ce−bk for some constant c, then, in fact, f is zero almost
every where with respect to area measure on the complex plane (see Theorem 2). The se-
quence {bi} is independent of the sequence {λi : 1 i}. If, in addition, the points {λi : 1 i}
form a sparse set (in a sense to be made precise in Section 3), then wi,j ≡ 0 for all i and j
(see Theorem 1).
In Section 4, we use the results from Section 3 to show that various collections of
cyclic Jordan operators have dense invariant sets of common cyclic vectors. In particular,
if {ri : 1 i} is any bounded sequence of positive integers and if J0 denotes the collection
of all cyclic Jordan operators J ≡⊕∞i=1 J (λi, ri) of block type {ri : 1 i} each of whose
set of eigenvalues {λi : 1  i} forms a sparse set, then J 0 has a dense invariant set of
common cyclic vectors (see Theorem 10). It is not known whether the entire collection of
cyclic Jordan operators of a given block type has a common cyclic vector, although we
conjecture that they have dense invariant sets of common cyclic vectors. Moreover, the
problem of determining the exact set of common cyclic vectors for various collections of
Jordan operators remains open. Even the case of operators diagonalizable with respect to a
fixed orthonormal basis is not known.
3. Uniqueness of representations
In this section, we give sufficient conditions for a series f (z) =∑∞i=1∑rij=1 wi,j(z−λi)j of
Wolff–Denjoy type to be unique in terms of the rate of decay of its coefficients whenever
the poles {λi : 1 i} of f form a sparse set (in a sense made precise below). Results from
this section are used in the following section to show that various classes of cyclic Jordan
operators have dense invariant sets of common cyclic vectors (see Theorem 10).
In particular, we consider series f (z) = ∑∞i=1∑rij=1 wi,j(z−λi )j of Wolff–Denjoy type
which vanish outside some disk. We first show that if the coefficients decay rapidly enough,
then, in fact, f vanishes almost everywhere with respect to Lebesgue area measure m on
the complex plane (see Theorem 2). If, in addition, the poles {λi : 1 i} of f form a sparse
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Theorem 1).
Throughout this section, we let {λi : 1 i} denote a bounded sequence of distinct com-
plex numbers, we let {ri : 1 i} denote a bounded sequence of positive integers, and we let
{wi,j : 1 i,1 j  ri} denote a sequence in 1. For notational convenience, we define
Λ ≡ sup |λi |, R ≡ max ri,
f (z) =
∞∑
i=1
ri∑
j=1
wi,j
(z − λi)j , and fk(z) =
k∑
i=1
ri∑
j=1
wi,j
(z − λi)j
for each positive integer k.
A point λi is {λn}-free if there exists a triangle having vertex at λi whose interior does
not contain any of the points λn. The set {λn: 1 n} is sparse if any point λi in {λn: 1 n}
is {λn}-free.
The goal of this section is to prove the following theorem:
Theorem 1. Let f (z) =∑∞i=1∑rij=1 wi,j(z−λi)j be a series of Wolff–Denjoy type and suppose
that f = 0 whenever |z| > Λ, that {λi : 1 i} is sparse, and that there exists a constant γ
for which ∑∞i=k∑rij=1 |wi,j | γ exp(−bk) for all k  1 where b1 ≡ 0 and bk ≡∑ki=2 iln ifor k  2. Then wi,j ≡ 0 for all i  1 and j  1.
The most difficult part of the proof is showing that f is zero m-almost everywhere
(Theorem 2). This is achieved by applying Sibilev’s inequality.
Theorem 2. Let f (z) = ∑∞i=1∑rij=1 wi,j(z−λi )j be a series of Wolff–Denjoy type and
suppose that f = 0 whenever |z| > Λ and that there exists a constant γ for which∑∞
i=k
∑ri
j=1 |wi,j | γ exp(−bk) for all k  1 where b1 ≡ 0 and bk ≡
∑k
i=2 iln i for k  2.
Then f ≡ 0 m-almost everywhere.
Throughout the remainder of this paper, let B(α, r) denote the open unit ball {z ∈ C:
|z − α| < r} in the complex plane with center α and radius r and we let A(α,R1,R2)
denote the annulus {z ∈ C: R1 < |z − α| < R2}. The sets where the functions fk are small
occur so frequently throughout our proof of Theorem 2 that for the sake of readability, we
give them there our notation. Let k be any positive integer and let  be any positive number.
We define
L(k, ) ≡ {z ∈ B(0,1 + Λ): ∣∣fk(z)∣∣< } and
G(k, ) ≡ {z ∈ B(0,1 + Λ): ∣∣fk(z)∣∣> }.
Our proof of Theorem 2 is by means of contradiction. We first show that π(3/4 +Λ)
m{L(k, exp(−bk/2)} for all k large (see Lemma 3). If, in addition, f is not zero m-almost
everywhere, then we show that m{L(k, exp(−bk/2)} tends to zero as k tends to infinity,
thus obtaining a contradiction.
J. Marín, Jr., S.M. Seubert / J. Math. Anal. Appl. 320 (2006) 20–36 25It is easy to see that the given decay rate ensures that {wi,j : 1  i;1  j  ri} is in
1/R . Moreover, the estimate∫
B(0,1+Λ)
∣∣∣∣ wi,j(z − λi)j
∣∣∣∣
1/R
dm(z) 2π(1 + 2Λ)2|wi,j |1/R
is obtained by converting the area integral using polar coordinates. It follows using the
monotone convergence theorem and the inequalities(∑
ai
)1/R

∑
a
1/R
i and |a1/R − b1/R| |a − b|1/R
that the functions f and fk are in L1/R(B(0,1 + Λ)). In particular, f and fk are finite
m-almost everywhere on B(0,1 + Λ) even though the poles {λi : 1 i} may be dense in
B(0,1 + Λ).
Lemma 3. If f (z) = 0 whenever |z| > Λ, then there exists a positive integer K such that
m{L(k, exp(−bk/2))} π(3/4 + Λ) for all k K .
Proof. Let δ ∈ (0,1/2). Since limk→∞ bk = ∞, there exists a positive integer K such that
γ δ−R exp(−bk/2) 1 for all k K . Since f = 0 whenever |z| > Λ, we have for any z in
the annulus A(0, δ + Λ,1 + Λ) that∣∣∣∣∣
k∑
i=1
ri∑
j=1
wi,j
(z − λi)j
∣∣∣∣∣=
∣∣∣∣∣−
∞∑
i=k+1
ri∑
j=1
wi,j
(z − λi)j
∣∣∣∣∣ γ δ−R exp(−bk) exp(−bk/2).
Hence the annulus A(0, δ +Λ,1 +Λ) is contained in L(k, exp(−bk/2)) for all k K and
so π(3/4 + Λ)m{L(k, exp(−bk/2)}. 
In order to prove Theorem 2, we assume by means of contradiction that f 	= 0 m-almost
everywhere and deduce, in contradiction to Lemma 3, that m{L(k, exp(−bk/2))} tends to
zero as k tends to infinity. This result is a consequence of Lemma 8 which is obtained by
applying the following sequence of auxiliary lemmas.
Lemma 4. Define Wi ≡ max{|wi,j |: 1 j  ri} for all i  1. Let G be any subset of the
complex plane and let  and α be positive numbers. Then
m
{
z ∈ G: ∣∣fk(z)∣∣< }m{z ∈ G: ∣∣fk−1(z)∣∣<  + α}
+ π(RWk/α)2/R + π(RWk/α)2
for all k  2.
Proof. For all z ∈ {z ∈ G: |fk(z)| < } \ {z ∈ G: |fk−1(z)| <  + α}, we have that
 + α  ∣∣fk−1(z)∣∣=
∣∣∣∣∣
k−1∑ ri∑ wi,j
(z − λi)j
∣∣∣∣∣ ∣∣fk(z)∣∣+
rk∑ |wk,j |
|z − λk|ji=1 j=1 j=1
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R∑
j=1
Wk
|z − λk|j .
Thus
α/Wk 
R∑
j=1
1
|z − λk|j .
If 0 < |z − λk| < 1, then α/Wk < R/|z − λk|R and so z is in A(λk,0, (RWk/α)1/R).
If |z − λk|  1, then α/Wk  R/|z − λk| and so z is in A(λk,0,RWk/α). Hence we
have {z ∈ G: |fk(z)| < } is a subset of{
z ∈ G: ∣∣fk−1(z)∣∣<  + α}∪ A(λk,0, (RWk/α)1/R)∪ A(λk,0,RWk/α)
and the result follows. 
Corollary 5. Define Wi ≡ max{|wi,j |: 1 j  ri} for all i  1. Then for all integers k  2,
m
{
L
(
k, exp(−bk/2 + [bk − bk−1]/4
)}
m
{
L
(
k − 1, exp(−bk−1/2)
)}
+ π
(
RWk
exp(−bk−1/2) − exp(−bk/2 + [bk − bk−1]/4)
)2/R
+ π
(
RWk
exp(−bk−1/2) − exp(−bk/2 + [bk − bk−1]/4)
)2
.
Proof. The result follows from the preceding lemma with the choices G ≡ B(0,1 + Λ),
α ≡ exp(−bk−1/2) − exp(−bk/2 + [bk + bk−1]/4), and with  ≡ exp(−bk/2 + [bk −
bk−1]/4). 
Lemma 6. Suppose that f (z) = 0 whenever |z| > Λ, but that f 	= 0 m-almost everywhere
on B(0,1 + Λ). Then there exists a positive constant δ and a positive integer K such that
m{L(k, exp(−bk/2))} π(1 + Λ)2 − δ for all k K .
Proof. The estimate∫
B(0,1+Λ)
dm(z)
|(z − λi)j |1/R  2π(1 + 2Λ)
2
is obtained by converting the area integral using polar coordinates. Since {wi,j } is in 1/R ,
it follows that
∫
B(0,1+Λ) |fk(z)|1/R dm(z) converges to
∫
B(0,1+Λ) |f (z)|1/R dm(z) using
the inequality |a1/R − b1/R| |a − b|1/R . Hence ∫
B(0,1+Λ) |fk(z)|1/(2R) dm(z) converges
to
∫
B(0,1+Λ) |f (z)|1/(2R) dm(z) by an application of the Cauchy–Schwarz inequality. Thus
the sequence defined by
δk ≡
[∫
B(0,1+Λ) |fk(z)|1/(2R) dm(z) − 12
∫
B(0,1+Λ) |f (z)|1/(2R) dm(z)]2
2
∫ |f (z)|1/R dm(z)
B(0,1+Λ) k
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δ ≡ [
1
2
∫
B(0,1+Λ) |f (z)|1/(2R) dm(z)]2
2
∫
B(0,1+Λ) |f (z)|1/R dm(z)
.
If
α0 ≡
[
1
2π(1 + Λ)2
∫
B(0,1+Λ)
∣∣f (z)∣∣1/(2R) dm(z)
]2R
,
then ∫
B(0,1+Λ)
∣∣fk(z)∣∣1/(2R) dm(z)
=
∫
G(k,α0)
∣∣fk(z)∣∣1/(2R) dm(z) +
∫
B(0,1+Λ)\G(k,α0)
∣∣fk(z)∣∣1/(2R) dm(z)

∫
G(k,α0)
∣∣fk(z)∣∣1/(2R) dm(z) + π(1 + Λ)2α1/(2R)0

( ∫
B(0,1+Λ)
∣∣fk(z)∣∣1/R dm(z)
)1/2
· (m{G(k,α0)})1/2π(1 + Λ)2α1/(2R)0 .
It follows that m{G(k,α0)}  2δk for all k  0. Since {δk} converges to δ, it follows that
there exists a positive integer K0 such that m{B(0,1 + Λ) \ G(k,α0)}  π(1 + Λ)2 − δ
for all k K0. Since α0 > 0 and bk → ∞, there exists a positive integer K K0 such that
exp(−bk/2) < α0 for all k  K . Hence L(k, exp(−bk/2)) ⊆ B(0,1 + Λ) \ G(k,α0) and
so m{L(k, exp(−bk/2)}m{B(0,1 +Λ) \G(k,α0)} π(1 +Λ)2 − δ for all k K . 
In order to prove Theorem 2, we assume by means of contradiction that f is not 0
m-almost everywhere and deduce that m{L(k, exp(−bk/2))} tends to zero as k tends to
infinity, thus contradicting Lemma 3. The heart of this portion of the proof is an applica-
tion of Sibilev’s estimate on the growth of rational functions (see Sibilev [24, Lemma 6,
p. 153]).
Lemma 7. Suppose that f (z) = 0 whenever |z| > Λ, but that f 	= 0 m-almost ev-
erywhere on B(0,1 + Λ). Then there exists a positive number c and a positive in-
teger K such that m{L(k, exp(−bk/2 + [bk − bk−1]/4))} is greater than or equal to
m{L(k, exp(−bk/2))} exp([bk − bk−1]/[4cRk]) for all k K .
Proof. By Lemma 6, there exists a positive number δ1 and a positive integer K such that
π(1 + Λ)2 − δ1 m
{
L
(
k, exp(−bk/2)
)}
for all k K.
Define
c(δ) ≡ π[π(1 + Λ)
2 − δ]
2 2 2 .2(1 + Λ) sin([π(1 + Λ) − δ]/(1 + Λ) )
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1 = lim
δ→0 exp
(
1/
[
4c(δ) lnK
])
,
there exists a δ2 < δ1, such that
π(1 + Λ)2 − δ2 
[
π(1 + Λ)2 − δ1
]
exp
(
1/
[
4c(δ2) lnK
])
.
Since bk − bk−1 = k/lnk and ∑kn=1 rn  k, we have that
exp
(
[bk − bk−1]
/[
4c(δ2)
k∑
n=1
rn
])
 exp
(
1/
[
4c(δ2) ln k
])
for all k K.
Hence
π(1 + Λ)2 − δ2 m
{
L
(
k, exp(−bk/2)
)}
exp
(
[bk − bk−1]
/[
4c(δ2)
k∑
n=1
rn
])
(1)
for all k  K . By Sibilev’s inequality, m{L(k, exp(−bk/2 + [bk − bk−1]/4))} is greater
than or equal to the minimum of π(1 + Λ)2 − δ2 and
m
{
L
(
k, exp(−bk/2)
)}
exp
{
[bk − bk−1]
/[
4c(δ2)
k∑
n=1
rn
]}
which by Eq. (1) is
m
{
L
(
exp(−bk/2)
)}
exp
(
[bk − bk−1]
/[
4c(δ2)
k∑
n=1
rn
])
whenever k K . The result follows with c ≡ c(δ0) since ∑kn=1 rn Rk. 
Lemma 8. Suppose that f (z) = 0 whenever |z| > Λ, but that f 	= 0 m-almost everywhere
on B(0,1 + Λ). Then there exists a positive number c and a positive integer K such that
m
{
L
(
k − 1, exp(−bk−1/2)
)}
exp
(−[bk − bk−1]/[8cRk])m{L(k, exp(−bk/2))}
for all k K .
Proof. We estimate the difference of exponentials using the inequality exp (b)− exp (a)
(b − a) exp (a) which holds by the mean value theorem whenever a  b. For notational
convenience and readability, we define Δ(x,y) ≡ 1/[exp(x) − exp(y)]. Hence
Δ
(
bk − bk−1
4cRk
,
bk − bk−1
8cRk
)
 1
/[
exp
(
bk − bk−1
8cRk
)
·
[
bk − bk−1
8cRk
]]
.
Since bk − bk−1 = k/ lnk, we also have that
Δ
(−bk−1
,
−bk − bk−1) 1/[exp(−bk) · exp(bk − bk−1) · [ k ]].2 4 2 4 4 lnk
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Wk ≡ max
{|wi,j |: 1 j  ri} ∞∑
n=k
rn∑
j=1
|wn,j | γ exp(−bk).
Hence for each c > 0,[
πΔ
(
bk − bk−1
4cRk
,
bk − bk−1
8cRk
)]
·
[
RWkΔ
(−bk−1
2
,
−bk − bk−1
4
)]2/R
is less than or equal to
π(RWk)
2/R
exp
( 1
8cR ln k
) · [ 18cR lnk ][exp(−bk/2) · exp( [bk−bk−1]4 ) · [ k4 ln k ]]2/R

πR2/Rγ 2/R exp
(−2bk
R
)
exp
( 1
8cR ln k
) · [ 18cR ln k ] · exp(−bkR ) · exp( k2R ln k ) · [ k4 ln k ]2/R
= 8 · 4
2/RπR1+2/Rγ 2/Rc
exp
( 1
8cR ln k
) · [ 1ln k ] · exp( k2R ln k ) · [ klnk ]2/R · exp( bkR ) ,
which tends to zero as k tends to infinity. Thus
lim
k→∞
[
πΔ
(
bk − bk−1
4cRk
,
bk − bk−1
8cRk
)][
RWkΔ
(−bk−1
2
,
−bk − bk−1
4
)]2/R
= 0. (2)
A similar argument shows that
lim
k→∞
[
πΔ
(
bk − bk−1
4cRk
,
bk − bk−1
8cRk
)][
RWkΔ
(
−bk−1
2
,
−bk − bk−1
4
)]2
= 0. (3)
In view of Lemma 3 and Eqs. (2), (3), there exists a positive integer K1 such that
m
{
L
(
k, exp(−bk/2)
)}
 π(3/4 + Λ)

[
πΔ
(
bk − bk−1
4cRk
,
bk − bk−1
8cRk
)][
RWkΔ
(−bk−1
2
,
−bk − bk−1
4
)]2/R
+
[
πΔ
(
bk − bk−1
4cRk
,
bk − bk−1
8cRk
)][
RWkΔ
(−bk−1
2
,
−bk − bk−1
4
)]2
for all k K1. That is,
m
{
L
(
k, exp(−bk/2)
)}
exp
([bk − bk−1]/[4cRk])
− π
[
RWkΔ
(−bk−1
2
,
−bk − bk−1
4
)]2/R
− π
[
RWkΔ
(−bk−1
2
,
−bk − bk−1
4
)]2
m
{
L
(
k, exp(−bk/2)
)}
exp
([bk − bk−1]/[8cRk]) (4)
for all k K1. By Corollary 5 and Lemma 7, there exist a positive number c and a positive
integer K2 K1 such that
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{
L
(
k − 1, exp(−bk−1/2)
)}
m
{
L
(
k, exp
(−bk/2 + [bk − bk−1]/4))}
− π
[
RWkΔ
(−bk−1
2
,
−bk − bk−1
4
)]2/R
− π
[
RWkΔ
(−bk−1
2
,
−bk − bk−1
4
)]2
m
{
L
(
k, exp(−bk/2)
)}
exp
([bk − bk−1]/[4cRk])
− π
[
RWkΔ
(−bk−1
2
,
−bk − bk−1
4
)]2/R
− π
[
RWkΔ
(
−bk−1
2
,−bk
2
+ bk − bk−1
4
)]2
(5)
for all k  K2. The result follows upon combining Eqs. (4) and (5) and multiplying by
exp(−[bk − bk−1]/[8cRk]). 
Proof of Theorem 2. Suppose that f (z) = 0 whenever |z| > Λ, but that f (z) 	= 0
m-almost everywhere on B(0,1 + Λ). By Lemma 8, there exists a positive constant c
and positive integer K such that
m
{
L
(
k, exp(−bk/2)
)}
m
{
L
(
k − 1, exp(−bk−1/2)
)}
exp
(−[bk − bk−1]/[8cRk])
for all k K . Since bm − bm−1 = m/ lnm for all m 2, we have by induction for all l  1
that
m
{
L
(
K + l, exp(−bK+l/2)
)}
m
{
L
(
K, exp(−bK/2)
)} K+l∏
m=K+1
exp
(−[bm − bm−1]/[8cRm])
 π(1 + Λ)2
K+l∏
m=K+1
exp
(−1/[8cR ln(m)]).
So liml→∞ m{L(K + l, exp(−bK+l/2))} = 0, contradicting Lemma 3. Hence f = 0
m-almost everywhere on C. 
We have just shown that if a series f (z) ≡∑∞i=1∑rij=1 wi,j(z−λi)j of Wolff–Denjoy type
vanishes whenever |z| > Λ and has coefficients which decay rapidly then, in fact, f van-
ishes m-almost everywhere on the complex plane. We now use this result to show that if,
in addition, the poles {λi : 1 i} of f are sparse, then the coefficients wi,j are identically
zero.
If the block sizes ri are all one, then
f (z) =
∞∑ wi
z − λi =
∫ 1
z − λ dμ(λ)
i=1
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is the Cauchy transform of the measure μ(λ) ≡∑∞i=1 wiδ{λi }(λ) consisting of weighted
point masses at the poles {λi : 1 i}. If f is zero m-almost everywhere, then the measure
is identically zero (see Gamelin [6, Corollary 8.3, p. 47], for instance) and so wi ≡ 0.
It is an open problem as to whether or not the following result holds without the hypoth-
esis that the poles {λi : 1 i} of f form a sparse set.
Theorem 9. Let f (z) ≡∑∞i=1∑rij=1 wi,j(z−λi)j be a series of Wolff–Denjoy type and suppose
that f = 0 m-almost everywhere, that {wi,j : 1 i;1 j  ri} is in 1, and that {λi : i  1}
is sparse. Then wi,j ≡ 0 for all positive integers i and j .
Proof. We first show that wk,rk = 0 whenever rk = R. Let k be any positive integer for
which rk = R. By rearranging terms, we may assume without loss of generality that k = 1.
So r1 = R. By means of contradiction, assume that w1,r1 	= 0.
Since λ1 is {λi}-free, there exists a triangle T with one of its vertices at λ1 whose interior
contains none of the λi . Let θ be the size of the angle of T at λ1 and let L denote the ray
from λ1 bisecting θ (see Fig. 1).
For every z ∈ int(T ) ∩ L sufficiently close to λ1, we have that
sin(θ/2)|z − λ1| |z − λi | (6)
for all i  1.
Since
∑∞
i=1
∑ri
j=1 |wi,j | < ∞, there exists N  1 such that
∞∑
i=N+1
ri∑
j=1
|wi,j | < 0.5 sinr1(θ/2)|w1,r1 |.
Since f = 0 m-almost everywhere, we have that for almost all z in the plane∣∣∣∣
r1∑
j=1
w1,j
(z − λ1)j
∣∣∣∣=
∣∣∣∣−
N∑
i=2
ri∑
j=1
wi,j
(z − λi)j −
∞∑
i=N+1
ri∑
j=1
wi,j
(z − λi)j
∣∣∣∣

N∑ ri∑∣∣∣∣ wi,j(z − λi)j
∣∣∣∣+
∞∑ ri∑∣∣∣∣ wi,j(z − λi)j
∣∣∣∣,
i=2 j=1 i=N+1 j=1
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0
∣∣∣∣
r1∑
j=1
w1,j
(z − λ1)j
∣∣∣∣−
N∑
i=2
ri∑
j=1
∣∣∣∣ wi,j(z − λi)j
∣∣∣∣−
∞∑
i=N+1
ri∑
j=1
∣∣∣∣ wi,j(z − λi)j
∣∣∣∣. (7)
By the triangle inequality,∣∣∣∣
r1∑
j=1
w1,j
(z − λ1)j
∣∣∣∣
∣∣∣∣ w1,r1(z − λ1)r1
∣∣∣∣−
∣∣∣∣ w1,r1−1(z − λ1)r1−1
∣∣∣∣− · · · −
∣∣∣∣ w1,1z − λ1
∣∣∣∣. (8)
Since r1 = R  ri for all i, we have by Eq. (6) that
∞∑
i=N+1
ri∑
j=1
∣∣∣∣ wi,j(z − λi)j
∣∣∣∣ 0.5|w1,r1 ||z − λ1|r1 (9)
whenever z ∈ int(T ) ∩ L is sufficiently close to λ1.
The function f is continuous at each point z on int(T ) ∩ L since such z are in the
complement of the closure of the poles {λi}∞i=1 of f . Since f is zero m-almost everywhere,
it follows that f is identically zero on int(T ) ∩ L. Hence by Eqs. (7)–(9), we have that
0
∣∣∣∣
r1∑
j=1
w1,j
(z − λ1)j
∣∣∣∣−
N∑
i=2
ri∑
j=1
∣∣∣∣ wi,j(z − λi)j
∣∣∣∣−
∞∑
i=N+1
ri∑
j=1
∣∣∣∣ wi,j(z − λi)j
∣∣∣∣

∣∣∣∣ w1,ri(z − λ1)ri
∣∣∣∣−
ri−1∑
j=1
∣∣∣∣ w1,j(z − λ1)j
∣∣∣∣−
N∑
i=2
ri∑
j=1
∣∣∣∣ wi,j(z − λi)j
∣∣∣∣− 0.5|w1,ri ||z − λ1|ri
= 0.5|w1,ri ||z − λ1|ri −
ri−1∑
j=1
∣∣∣∣ w1,j(z − λ1)j
∣∣∣∣−
N∑
i=2
ri∑
j=1
∣∣∣∣ wi,j(z − λi)j
∣∣∣∣
whenever z ∈ int(T ) ∩ L is sufficiently close to λ1. Since
0.5|w1,r1 |
|z − λ1|r1 −
ri−1∑
j=1
∣∣∣∣ w1,j(z − λ1)j
∣∣∣∣→ ∞ and
N∑
i=2
ri∑
j=1
∣∣∣∣ wi,j(z − λi)j
∣∣∣∣ stays bounded as z → λ1 along L,
we have a contradiction. Hence wk,rk = 0 whenever rk = R and so
0 =
∞∑
i=1
ri∑
j=1
wi,j
(z − λi)j
m-almost everywhere where each ri R − 1.
Applying the above argument at most R − 1 times, we have that the wi,j ≡ 0 for all
positive integers i and j . The result follows. 
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that vanishes identically outside of B(0,1 + Λ) and whose coefficients satisfy the decay
rate
∑∞
i=k
∑ri
j=1 |wi,j | γ exp(−bk) where b1 ≡ 0, bk ≡
∑k
i=2 iln i for each integer k  2,
and γ is any positive constant. Then f is zero m-almost everywhere by Theorem 2. Since∑∞
i=k
∑ri
j=1 |wi,j | γ exp(−bk) for all k, it follows that {wi,j : 1 i;1 j  ri} is in 1.
Since {λi : 1 i} is sparse, the result follows by Theorem 9. 
4. Common cyclic vectors for Jordan operators
In this section, we use the sufficient conditions for the uniqueness of Wolff–Denjoy
representations given in Theorem 1 to deduce that collections of cyclic Jordan operators of
given block type whose eigenvalues form sparse sets have dense invariant sets of common
cyclic vectors.
Theorem 10. Let H be a separable complex Hilbert space; let {ri}∞i=1 be any bounded
sequence of positive integers, and let {ei,j : 1  i;1  j  ri} be any orthonormal basis
for H. Let J0 denote the collection of all cyclic Jordan operators J ≡ ⊕∞i=1 J (λi, ri)
whose eigenvalues {λi : 1 i} are sparse. Define b1 ≡ 0 and bk ≡∑ki=2 iln i for all k  2.
Define R ≡ max{ri : i = 1,2,3, . . .}. Define C to be the collection of all vectors x in H for
which there exists a constant γx (depending on x) such that
∣∣〈x; ei,j 〉∣∣ γx e−bi − e−bi+1√
ri
for all i  1 and 1 j  ri and 0 	= 〈x; ei,ri 〉 for all i  1. Then C is a dense invariant set
of common cyclic vectors for J0.
Proof. Let x be any vector in C. By means of contradiction, suppose that x is not cyclic
for every operator in J0. Then there exists a cyclic Jordan operator J ≡⊕∞i=1 J (λi, ri)
in J0 and a nonzero vector y for which 0 ≡ 〈J kx;y〉 for all k  0. Since J is a bounded
operator, the eigenvalues {λi : 1 i} of J are bounded. Since J is cyclic, the eigenvalues
{λi : 1 i} of J are distinct (see [15, Corollary 6]). Moreover,
0 ≡ 〈J kx;y〉 =
∞∑
i=1
min[k+1,ri ]∑
j=1
(
k
j − 1
)
λ
k−j+1
i wi,j for all k  0
where here
wi,j ≡
ri−j+1∑
n=1
〈x; ei,n+j−1〉 · 〈y; ei,n〉
(see the proof of Theorem 2 in [22, p. 654]). Since
1
j
= 1 d
j−1
j−1
[
1
]
= 1 d
j−1
j−1
[
1
]
(z − λ) (j − 1)! dλ z − λ (j − 1)!z dλ 1 − λ/z
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(j − 1)!
dj−1
dλj−1
[ ∞∑
k=0
λk
zk+1
]
= 1
(j − 1)!
∞∑
k=0
dj−1
dλj−1
[
λk
zk+1
]
=
∞∑
k=j−1
(
k
j − 1
)
λk−j+1
zk+1
for all z with |z| > |λ| and all j  1, we have by an application of the Fubini–Tonelli
theorem that
0 =
∞∑
k=0
∞∑
i=1
min[k+1,ri ]∑
j=1
(
k
j − 1
)
λ
k−j+1
i wi,j
zk+1
=
∞∑
i=1
∞∑
k=0
min[k+1,ri ]∑
j=1
(
k
j − 1
)
λ
k−j+1
i wi,j
zk+1
=
∞∑
i=1
ri∑
j=1
wi,j
∞∑
k=j−1
(
k
j − 1
)
λ
k−j+1
i
zk+1
=
∞∑
i=1
ri∑
j=1
wi,j
(z − λi)j
whenever |z| > sup{|λi |: 1 i}. By the Cauchy–Schwarz inequality, we have that
∞∑
i=k
ri∑
j=1
|wi,j | =
∞∑
i=k
ri∑
j=1
∣∣∣∣∣
ri−j+1∑
n=1
〈x; ei,n+j−1〉〈y; ei,n〉
∣∣∣∣∣
 ‖y‖
∞∑
i=k
ri∑
j=1
ri−j+1∑
n=1
∣∣〈x; ei,n+j−1〉∣∣R‖y‖ ∞∑
i=k
ri∑
j=1
∣∣〈x; ei,j 〉∣∣
R‖y‖
∞∑
i=k
√
ri
√√√√ ri∑
j=1
∣∣〈x; ei,j 〉∣∣2
R3/2‖y‖γx
∞∑
i=k
exp(−bi) − exp(−bi+1) = R3/2‖y‖γx exp(−bk)
for all k  1. Hence by Theorem 1,
0 ≡ wi,j =
ri−j+1∑
n=1
〈x; ei,n+j−1〉 · 〈y; ei,n〉
for all i  1 and j  1. Since 〈x; ei,ri 〉 	= 0 for all i  1, it follows using an induction
argument on j = ri , ri − 1, . . . ,1 that 0 ≡ 〈y; ei,j 〉 for all i  1 and j  1. Hence y is the
zero vector, a contradiction. 
A routine calculation shows that C is dense in H and invariant for every operator in J0.
The result follows.
Throughout this paper, we have assumed that the block sizes {ri : 1 i} of the Jordan
cells comprising our Jordan operators are bounded. This assumption is used in a critical
J. Marín, Jr., S.M. Seubert / J. Math. Anal. Appl. 320 (2006) 20–36 35way in our proofs. However, it is an open problem as to whether or not the conclusions of
the results in this paper hold without this assumption.
Acknowledgment
The authors gratefully acknowledge the valuable suggestions of the referee for revising the manuscript.
References
[1] A. Beurling, Sur les fonctions limites quasi analytiques des fractions rationelles, in: L. Carleson,
P. Malliavin, J. Neuberger, J. Wermer (Eds.), The Collected Works of Arne Beurling, vol. 1, Birkhäuser,
Boston, MA, 1989, 2 vols.
[2] E. Borel, Remarques sur la note de M.J. Wolff, C. R. Acad. Sci. Paris 173 (1924) 1056–1057.
[3] L. Brown, A. Shields, K. Zeller, On absolutely convergent exponential sums, Trans. Amer. Math. Soc. 96
(1960) 162–183.
[4] T. Carleman, Sur les series ∑ Av
Z−av , C. R. Acad. Sci. Paris 174 (1922) 588–591.[5] A. Denjoy, Sur les series de fractions rationelles, C. R. Acad. Sci. Paris 222 (1946) 709–712.
[6] T.W. Gamelin, Uniform Algebras, 2nd ed., Chelsea Publ., New York, 1984.
[7] A.A. Gonchar, On quasianalytic continuation of analytic functions through Jordan arc, Dokl. Akad. Nauk
SSSR 166 (1966) 1028–1031, English translation in Soviet Math. Dokl. 7 (1966) 213–216.
[8] D. Herrero, Possible structures for the set of cyclic vectors, Indiana Univ. Math. J. 28 (1979) 913–926.
[9] T.A. Leont’eva, Representations of analytic functions by series of rational functions, Mat. Zametki 2 (1967)
347–355, English translation in Math. Notes 2 (1967) 695–702.
[10] T.A. Leont’eva, Representations of analytic functions in a closed domain by series of rational functions,
Mat. Zametki 4 (1968) 191–200, English translation in Math. Notes 4 (1968) 606–611.
[11] T.A. Leont’eva, On the possible rate of decrease of coefficients in the expansion of functions in series of
rational fractions, Vestnik Moskov. Univ. Ser. I Mat. Mekh. 28 (1971) 47–55, English translation in Moscow
Univ. Math. Bull. 28 (1973) 100–107.
[12] T.A. Leont’eva, Representations of functions in the unit disk by series of rational fractions, Mat. Sb. (N.S.) 84
(1971) 313–326, English translation in Math. USSR Sb. 13 (1971) 309–322.
[13] T.A. Leont’eva, Series of rational fractions with rapidly decreasing coefficients, Mat. Zametki 21 (1977)
627–639, English translation in Math. Notes 21 (1977) 353–360.
[14] J. Lesko, Quasisimilarity of Jordan operators and compressed Toeplitz operators, PhD dissertation, Bowling
Green State University, 1997.
[15] J.P. Lesko, S.M. Seubert, Cyclicity results for Jordan and compressed Toeplitz operators, Integral Equations
Operator Theory 31 (1998) 338–352.
[16] N.K. Nikol’skii, The present state of the spectral synthesis problem. I, in: L.J. Leifman (Ed.), Fifteen Papers
on Functional Analysis, in: Amer. Math. Soc. Transl. Ser. 2, vol. 124, Amer. Math. Soc., Providence, RI,
1980, p. 110.
[17] W.T. Ross, H.S. Shapiro, Generalized Analytic Continuation, Univ. Lecture Ser., vol. 25, Amer. Math. Soc.,
Providence, RI, 2002.
[18] W.T. Ross, W.R. Wogen, Common cyclic vectors for normal operators, Indiana Univ. Math. J. 53 (2004)
1537–1550.
[19] D. Sarason, Invariant subspaces and unstarred operator algebras, Pacific J. Math. 13 (1966) 511–517.
[20] D. Sarason, Weak-star density of polynomials, J. Reine Angew. Math. 252 (1972) 1–15.
[21] J.E. Scroggs, Invariant subspaces of a normal operator, Duke Math. J. 26 (1959) 95–111.
[22] S.M. Seubert, Spectral synthesis of Jordan operators, J. Math. Anal. Appl. 249 (2000) 652–667.
[23] A. Shields, Weighted shift operators and analytic function theory, in: C. Pearcy (Ed.), Topics in Operator
Theory, in: Math. Surveys Monogr., vol. 13, Amer. Math. Soc., Providence, RI, 1974, pp. 51–128.
36 J. Marín, Jr., S.M. Seubert / J. Math. Anal. Appl. 320 (2006) 20–36[24] R.V. Sibilev, Uniqueness theorem for Wolff–Denjoy series, Algebra i Analiz 7 (1995) 170–199, English
translation in St. Petersburg Math. J. 7 (1996) 145–168.
[25] J. Wermer, On invariant subspaces of normal operators, Proc. Amer. Math. Soc. 3 (1952) 270–277.
[26] W.R. Wogen, On some operators with cyclic vectors, Indiana Univ. Math. J. 27 (1978) 163–171.
[27] J. Wolff, Sur les series ∑ Akz−ak , C. R. Acad. Sci. Paris 173 (1921) 1327–1328.
