Hybrid metrology, e.g. the combination of several measurement techniques to determine critical dimensions, is an important approach to meet the needs of semiconductor industry. A proper use of hybrid metrology may not only yield more reliable estimates for the quantitative characterization of 3-D structures but also a more realistic estimation of the corresponding uncertainties. Recent developments at the National Institute of Standards and Technology (NIST) feature the combination of optical critical dimension (OCD) measurements and scanning electron microscope (SEM) results. The hybrid methodology offers the potential to make measurements of essential 3-D attributes that may not be otherwise feasible. However, combining techniques gives rise to essential challenges in error analysis and comparing results from different instrument models, especially the effect of systematic and highly correlated errors in the measurement on the χ 2 function that is minimized. Both hypothetical examples and measurement data are used to illustrate solutions to these challenges.
INTRODUCTION
Hybrid metrology, e.g. the combination of distinct measurement techniques to determine critical dimensions, is an important approach to meet the needs of semiconductor industry. A proper use of hybrid metrology may not only yield more reliable estimates for the quantitative characterization of 3-D structures but also a more realistic estimation of the corresponding uncertainties. Ideally it helps to reduce the overall uncertainties by combining the individual strengths of each of the measurement techniques, making sub-nanometer uncertainties a realistic goal as critical dimensions (CD) approach 10 nm.
Recent developments [1] [2] [3] in hybrid metrology at the National Institute of Standards and Technology (NIST) feature the combination of optical critical dimension (OCD) and scanning electron microscope (SEM) measurements. The challenges and possible solutions have been outlined by some of these authors in a previous proceedings paper [3] . Various methods have been presented to combine measurement results from different tool platforms have been presented, with the main challenges identified as finding an overlapping parameter set for combined regression. This paper can be seen as a continuation of that work, with an emphasis on the proper treatment of the measurement errors, including highly correlated and systematic errors and their influence on hybrid metrology. Tool-induced errors for OCD and errors due to scaling for SEM are investigated, and it is shown how the parametric uncertainties can be decreased if those issues are addressed accurately in the hybridization.
2, namely the Bayesian approach and combined regression. The measured targets and the generalized parameter sets that describe them are discussed in Section 3 before we give a detailed description of the performed error analysis both for OCD and SEM in Section 4 and their impact on the hybridization in Section 5. We will close with the conclusions in Section 6.
HYBRID METROLOGY
Hybrid metrology has gained significant recognition in recent times as an approach to considerably reduce parametric uncertainties by combining different measurements of the same measurand. We want to use this section to identify the main differences and similarities of two of the most common hybrid approaches, namely the use of a priori information in a Bayesian sense and combined regression. We start with the Bayesian approach and continue with combined regression. In order to keep the notation simple, throughout this section we will assume that only two measurement techniques are combined. Note that even if the notations are different, the presented approaches are equivalent to those given in Ref. [2] .
Bayesian Approach
The Bayesian approach treats information provided by each of the measurement tools quite differently. The first tool provides measurement data
that contains only indirect information about the quantity of interest. We therefore need to analyze the data in terms of an inverse problem [7] . A common approach to solve an inverse problem is to set it up as a regression problem. Equipped with a model function
that maps the parameters p = (p 1 , . . . , p n ) T that we are interested in (e.g. the height, the width, etc.) to an approximation of the measurement data, the regression problem amounts to minimizing the difference between the modeled and the measured data. We therefore solve for the parameter vectorp that minimizes the so-called
In this formulation we implicitly assume that the measurement data y is a noisy realization of the model, i.e. we have an additive error model where
We assume the errors to be normally distributed, and the matrix V ∈ R m×m in Eq. 3 is usually chosen to be an estimate of the covariance matrix. We will discuss the importance of a good estimate of V in more detail later. If we ignore normalization constants we can interpret the function in Eq. 3 as the negative log-likelihood function for the chosen error model [8] .
The second measurement tool provides us with an estimate µ p and an uncertainty, or more specifically a covariance matrix Σ p , for the parameters of interest p. If we assume the parameters of interest to be normally distributed we have all the information we need to express this prior information in terms of a probability density function (PDF). This PDF is usually called the prior π pri . In the case of a normally distributed parameter p it is given by:
By subtracting the prior, or more precisely its logarithm, from the function in Eq. 3, the negative log-likelihood, we get a function that is proportional to the negative logarithm of the posterior. If we again ignore normalization constants we get the function that serves as the the modified χ 2 functioñ
Note, that the second term that reflects the prior information acts as a penalty term, penalizing possible solutions to the inverse problem for measurement tool 1 that are not consistent with the prior information obtained by measurement tool 2. The function in Eq. 6 is finally minimized to find the parameter estimatep. 
Combined Regression
In combined regression we start with two distinct sets of measurement data y A and y B that come from two different measurement techniques. Their model functions f A (p A ) and f B (p B ), depend on parameters p A and p B , respectively. The measurements are usually assumed to have different errors, such that V A = V B in general. The models must have at least one common model parameter in order to perform combined regression. Determining what the common parameters of the two models are can be a challenging task, see Ref. [3] for further details. In combined regression we define the combined χ 2 function to be the sum of the individual χ 2 functions for each of the tools. Note, that this is only possible if we assume that the two measurements are independent from each other.
Here p is the vector that consists of the union of the elements in p A and p B . The solutionp to the inverse problem in combined regression is then found by minimizing the above combined χ 2 function.
MEASURED TARGETS AND GENERALIZED PARAMETER SETS
The investigated targets and the used geometrical parametrizations have already been described in detail in Ref. [3] , so we will only give a brief overview. We investigate finite 30-line arrays of Si on Si with a thin native conformal oxide; see Fig. 1 . The nominal widths are 14 nm, 16 nm and 18 nm. A schematic representation of the geometrical parametrizations can be found in Fig. 2 . For the OCD analysis the geometry is fully characterized by the height, width, ∆top and ∆bot of a single line. The physics by which this geometry interacts with incident light to produce a signal was approximated by the RCWA model [9, 10] . The OCD data used in this study has been generated using this RCWA model for 30 lines and a measurement set-up similar to the actual experiment at NIST [11, 12] . The nominal values are height=36.0 nm, width=17.1 nm, ∆top=2.9 nm and ∆bot=0.5 nm.
The noise that has been added to this simulated data has been generated using the same correlated errors as described in Section 4.1. The geometrical parametrization for the SEM has been reduced to two parameters for hybridization, the width and ∆top. The SEM data used is actual measurement data. JMONSEL [13] was used to approximate the physics that relates the sample geometry to the measured signal. 
ERROR ANALYSIS
Equipped with the proper set of overlapping parameters we will now focus on a more realistic modeling of the present measurement data. We will investigate the influence of tool-induced measurement errors for OCD and the influence of scaling errors for SEM. 
OCD
The specific way in which the OCD measurements are performed by taking images on the xy plane going through focus makes the presence of systematic and correlated errors very likely. E.g. one can imagine that being slightly off axis in the illumination will affect the images close to the edges of the lines very similarly. In order to give a quantitative description of those effects we use the Monte Carlo method [14] , that is based on the following reasoning. If we denote by ν the fixed parameters of the measurement set-up we can make use of the following more general model function
The effect that a slight deviation of the parameters ν from the nominal values ν 0 has upon the simulated image can then be estimated from the following five steps:
I: Assume a distribution for ν II: Draw a sample {ν i } i=1,...,N from the distribution
V: Calculate the sample covariance matrix viã
In this paper the ν vector included components for the collection numerical aperture (CNA), illumination numerical aperture (INA), focus heights and phase. This Monte Carlo procedure therefore estimates the effect of errors propagated from variations in those instrument parameters, e.g. we choose the INA to be normally distributed with a mean of 0.13 and a standard deviation of 0.01. Figures 3 and 4 show a graphical representation of the first 752 entries of the sample covariance matrix that correspond to the first four focus heights in X polarization for phase, focus, illumination and collection numerical aperture variations along with the respective concatenated images. One can clearly see the (anti-) correlation between errors as colored areas off the diagonal. In order to have a reliable model for the measurement errors it is therefore very important to account for this effect in the covariance matrix that is being used in the χ 2 function; see Eq. 3. This does not only have an influence on the best fit values but also on the estimation of the parametric uncertainties, or more precisely the covariance matrix Σ given by [2] : Here J denotes the Jacobian matrix of the model function f at the best fit valuep. A comparison of the parametric uncertainties based on using a diagonal V and the full V in Eq. 10 can be found in Tab. 1 below. Note that there is a significant difference between the estimated parametric uncertainties. It is also very important to note that a given parametric uncertainty might increase or decrease if correlations in the measurement data are taken into account. A general statement about the effect correlated errors have on the estimated parametric uncertainties can thus not be given and it must be investigated for each new problem separately.
SCALING ERRORS IN SEM
The biggest contribution to the SEM's measurement error in this experiment is due to pixel calibration. Errors in this calibration directly influence the obtained values for the critical dimensions. The usual approach is to simply add the error due to the calibration to the estimated parametric uncertainty after the reconstruction. The estimation of the parameters of interestp and their uncertainties in combined regression are based on the combination of the OCD and the SEM data, while the error induced by pixel calibration only affects SEM data, hence it is not possible to simply add the error due to the calibration afterward. We will therefore model the effect a variation in the scale has on the measurement in a simple way, multiplying the model parameter vector p = (width, ∆top)
T by a scaling parameter κ such that the modified model is given by:
with f being the SEM's model function. In this description, κ = 1 corresponds to no scale error, κ = 1.01 to 1% scale error, etc. It is clear that this approach leads to a high parametric correlation in the parameters of the model. We will explain this effect using a simple model with an added scaling factor in the following: Let
be a model function depending on only one parameter x. If we assume the measurement errors to be independent and identically distributed (i.i.d.) with unit variance (corresponding to V = δ ij , 1 ≤ i, j ≤ m) we have for the estimated covariance matrix
which is well defined if det
Now assume that we add a scale parameter to the above model by defining a slightly modified function
The estimated covariance matrix is then given by
However,
Since the above term is always equal to zero, the estimated covariance matrix Σ is not defined and we can not assign a parametric uncertainty. However if we had prior information about the scale, e.g. κ ∼ N (0, 1) for simplicity, we can use the Bayesian approach as described in [2, 15 ] to obtain
and for the estimated covariance matrix
Since the above term is in general not equal to zero, the estimated covariance matrix is in general well defined.
A graphical representation of the above described phenomenon for the measured SEM data is show in Fig. 5 . Note how the χ 2 surface with the added prior information about κ has a distinct minimum at p = (1, 17.01 nm, 2.86 nm) while it is hard to determine where the minimum is for the χ 2 surface without prior information. In fact there is not a single distinct minimum, but a set of possible minima. Obviously,p = (1, 17.01 nm, 2.86 nm) is also minimum for the χ 2 without prior information, but so is any vector p = κ, 17.01 κ nm,
2.86
κ nm with κ = 0. Defining a parametric uncertainty is therefore not possible. In contrast, the error estimation for the model with prior information for the scale κ yields an 2% parametric uncertainty if we assume an error of 2% in the scale as expected, see Tab. 2 below. 
RESULTS
We now combine the results that we found in the previous section in the hybridization of OCD and SEM data by combined regression. As pointed out in Section 2 this is done by minimizing the sum of the respective χ 2 functions. Note that we use prior information about the scale κ, so that the χ 2 function for the SEM data is modified as shown in Eq. 6. The individual χ 2 surfaces in dependence on the width and ∆top are shown in Figures 6 and 7 . For these plots the height and ∆bot have been fixed for OCD. The plots also show the individual minima and the assigned parametric uncertainties. The χ 2 surface from the combined regression is shown in Fig. 8 , the results from the combined regression are presented in Tab. 3. The combined minimum is close to the SEM's minimum and the parametric uncertainties for combined regression are lower than the individual ones, even for the parameters that are only present in the OCD model. This is due to the strong parametric correlations in the models. 
DISCUSSION AND CONCLUSION
Following the approach outlined in Ref. [3] we studied the challenges in hybrid metrology due to measurement errors. Those included highly correlated tool-induced errors for the OCD data and systematic errors due to scaling errors in SEM. We have demonstrated how slight variations in the measurement set-up for OCD, e.g. in the focus heights, the phase, INA and CNA lead to highly correlated errors in the measurement data, that manifest themselves as non-zero elements in the sample covariance matrix V. Including those off-diagonal elements in the estimation of the parametric uncertainties leads to both increased and decreased uncertainties compared to the case where only a diagonal V was used. Secondly we demonstrated the influence of scaling errors on the analysis of SEM data. Attempting to account for such scale errors by including the scale as a fully free parameter would lead to unreasonable results due to strong, or even perfect, correlations. This problem has been solved using prior information about the scale in a Bayesian approach. Finally we demonstrated how the more sophisticated error analyses could be used in the hybridization of OCD and SEM data. With the proper treatment of those errors we could achieve a sub nanometer parametric uncertainty. It is important to note that the presented framework can be extended to include additional measurement techniques, such as atomic force microscopy (AFM) or critical dimension small angle X-ray scattering (CD-SAXS). However for every added measurement technique it is crucial to perform a careful error analysis in order to use its full capacity.
