Abstract In this paper, a recently proposed global Lipschitz optimization algorithm PLOR (Pareto-Lipschitzian Optimization with Reduced-set) is further developed, investigated and applied to truss optimization problems. Partition patterns of the PLOR algorithm are similar to those of DIRECT (DIviding RECTangles), which was widely applied to different real-life problems. However here a set of all Lipschitz constants is reduced to just two: the maximal and the minimal ones. In such a way the PLOR approach is independent of any user-defined parameters and balances equally local and global search during the optimization process. An expanded list of other well-known DIRECT-type algorithms is used in investigation and experimental comparison using the standard test problems and truss optimization problems. The experimental investigation shows that the PLOR algorithm gives very competitive results to other DIRECT-type algorithms using standard test problems and performs pretty well on real truss optimization problems.
Introduction
DIRECT [15] is a well-known partitioning-based algorithm that balances local and global search in an attempt to efficiently find the global minimizer. Optimization problems solved by DIRECT can be formulated as minimization of a multidimensional multiextremal "black-box" function:
where the feasible region D = [a, b] = {x 2 R n : a(i)  x(i)  b(i), 1  i  n} is n-dimensional hyper-rectangle, a, b are given vectors in R n , and k · k denotes the Euclidean norm. For convergence reason usually it is assumed, that the real-valued objective function f is Lipschitz-continuous with unknown Lipschitz constant over the feasible region, i.e. for every x, y 2 D there exists a constant 0 < L < •, such that
Moreover, if the objective function is continuous in the neighborhood of the global minimizer, then DIRECT can sample deterministically a point near enough to the minimizer [14] . Note, that extension of DIRECT was proposed in the same paper [14] to handle inequality and integer constraints, but this case is outside of interest in this paper.
The DIRECT algorithm includes two major procedures: partition (DIviding RECTangles) and sampling. It begins with scaling the feasible region into the unit hyper-cube and referring to the original space D only when evaluating the values of the objective function. In every iteration the DIRECT algorithm identifies some potentially optimal hyper-rectangles (which can potentially contain the global minimizers), satisfying Definition 1. Then the DIRECT algorithm computes values of the objective function at sample points in each potential hyper-rectangle and subdivides it along the longest coordinate directions starting from the directions with the lowest function values.
Definition 1 Let S be a set of all hyper-rectangles created by DIRECT after k iterations. Let c i = (a i + b i )/2 denote the center point of the i-th hyper-rectangle, and let d i = kb i a i k/2 denote the distance from the center to the vertices (radius). Let e > 0 be a positive constant and f min be the currently known best function value. A hyperrectangle S j 2 S is said to be potentially optimal if there exists some rate-of-change constantK > 0 such that
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A hyper-rectangle is potentially optimal if the lower Lipschitz bound for the objective function over it computed by the left side of (2) is the smallest one with some positive constantK compared to that of all current hyper-rectangles. The purpose of an additional heuristic rule (3) based on the parameter e is to guard the DIRECT algorithm against excessive emphasis on local search [15] . In the original DIRECT [15] the authors report that the values of e 2 [10 7 , 10 3 ] work well. Later [14] the author revised the right-hand-side of (3) to include a lower bound, i.e.
In contrast, a recently proposed Pareto-Lipschitzian approach (PLO) [28] identifies hyper-rectangles which are non-dominated (Pareto optimal) with respect to an objective vector of infinite dimension composed of Lipschitz bounds corresponding to all positiveK. In terms of vector optimization theory, the algorithms inspired by DIRECT select hyper-rectangles belonging to a subset of Pareto optimal set. The new concept is that the Pareto optimality is defined regarding all the Lipschitz functions as an objective vector of continuous dimension. The scientific advantage of the new approach is the strict theoretical background without any user-defined parameters. The practical significance is the obtained larger number of Pareto optimal hyperrectangles, which can be explored in parallel. However, the results revealed that PLO sometimes wastes a lot of time improving a local minimum and delaying the discovery of the global one [28] similar to original DIRECT.
The reduced objective vector corresponding to two objectives was proposed in [29] : the Lipschitz bound with the smallest possible positiveK and the Lipschitz bound with the largest possibleK. The use of such objectives corresponds to selection of only the largest and the smallest Pareto optimal hyper-rectangles (see Fig. 1 ). The resulting Reduced-set Pareto-Lipschitzian Optimization (PLOR) algorithm balances equally local and global search during the optimization process. In the present paper we develop the idea further, investigate the algorithm and apply it to truss optimization.
The paper is organized as follows. In Sect. 2 we present an overview of modifications and applications of the DIRECT algorithm. In Sect. 3 we describe the PLOR algorithm. In Sect. 4-5 we compare the PLOR algorithm with the original DIRECT and its well-know modifications on standard global optimization test problems [15] and on real truss optimization problems. Finally, in Sect. 6 we give the conclusions.
Modifications and applications of the DIRECT algorithm
Due to its simplicity and efficiency (especially for low-dimensional global optimization problems), the DIRECT algorithm has gained popularity in the optimization community. There are numerous applications of DIRECT in various fields. In many applications DIRECT is the sole method [1, 13, 39, 40] , in some others DIRECT is applied with other methods of global and local search [2, 4, 24] .
A locally biased version of DIRECT, named DIRECT-l was introduced and analyzed in [11] . In the original DIRECT algorithm, the size of a hyper-rectangle (d) is measured by the Euclidean distance from its center to a corner. In DIRECT-l, the size of a hyper-rectangle is instead measured by the length of its longest side. Such a measure corresponds to the infinity norm and allows the algorithm to group more hyper-rectangles with the same size. Secondly, in DIRECT-l at most one hyperrectangle from each group is subdivided, even if there are more than one potentially optimal hyper-rectangle in some groups. This allows reduction of the number of divisions within a group. The results presented in [11] suggest, that DIRECT-l should be used for lower dimensional problems, which do not have too many local and global minima. The results also demonstrate the effects of the modifications in DIRECT-l. The convergence occurs in a fewer function evaluations, but can take more iterations. This is due to a fewer hyper-rectangles being chosen in each iteration.
In [9] , numerical experiments were presented to show that the original DIRECT algorithm is sensitive to the additive scaling of the objective function. It is also shown, that DIRECT does not perform well when the values of the objective function are large enough. The modified DIRECT-m algorithm was proposed to eliminate this sensitivity. The authors suggest to scale the function values after each iteration by subtracting f median -the median of the collected function values. The result is an update to (3):
As shown in [41] DIRECT is not strongly homogeneous algorithm. In [22] the properties of DIRECT related to the scaling of the objective function is investigated once again. The author states that DIRECT-m or DIRECT-a [22] must be used in order to eliminate sensitivity to the additive and linear scaling of the objective function. In DIRECT-a Definition 1 of the potentially optimal hyper-rectangle was changed similarly to DIRECT-m:
here f aver is the average of { f |Q 1  f  Q 3 }, where Q 1 and Q 3 are two quartiles of all function evaluations.
It is well-known that the DIRECT global optimization algorithm can quickly get close to the basin of the minimizer, but takes longer to achieve a high degree of accuracy [14] . A common strategy to eliminate such defect is to combine DIRECT with a good local optimization algorithm. Jones [14] suggests to use DIRECT as a starting point generator and after some initial budget of function evaluations for DIRECT switch to local optimization. After convergence of the local optimization it switches back to DIRECT. By using the best function value found by either DIRECT or the local optimization, DIRECT will search more globally. This is because the value of f min (see (3)) affects which hyper-rectangles are potentially optimal. If DIRECT finds a better point, it again switches to the local optimization, and so on.
Similar idea is implemented in [24] as a new DIRMIN algorithm for solving difficult large-scale global optimization problems. A multi-start inspired DIRMIN algorithm uses DIRECT as a deterministic generator of the starting points and employs a local optimization to improve the produced estimate of the global minimum. Unlike [14] , DIRMIN performs a local optimization starting from centroids of each potentially optimal hyper-rectangle. Even this strategy may still not suffice to solve largescale global optimization problems (e.g. optimization of Morse potential of molecular clusters). In order to tackle these problems, a new algorithm called DIRMIN-TL, that consists in repeatedly applying DIRMIN on modifications of the variable space defined on the basis of the information gained up to that point.
In [4] , the authors use DIRECT as a starting point generator combined with the local optimization for solving the problem of design of the high-speed civil transport (HSCT). They stop DIRECT and switch to local optimization once one of the hyperrectangles containing f min becomes a given small size. It was shown in [2] , that the DIRECT/DIRECT-l algorithm combined with Implicit Filtering method (IFFCO) [3] -DIRECT-l-IFFCO is the most robust method for three problems from the gas pipeline industry, while at the same time it uses a smaller number of function evaluations. Note that DIRECT and DIRECT-l alone were also able to find a solution to the tested problem. However they needed more function evaluations, sometimes substantially more, than with DIRECT-l-IFFCO or DIRECT-IFFCO.
Because the local optimization is often very sensitive to the initial point, this strategy is often highly sensitive to the number of function evaluations consumed in the global phase. A bi-level strategy is introduced into a modified DIRECT-b algorithm to overcome this shortcoming in [23] . Numerical results show that the bi-level strategy improves the ability of DIRECT to search for solutions with a high accuracy. A useful property of the bi-level strategy is that such an approach can accelerate the convergence in the framework of DIRECT itself.
DIRECT ideas were also generalized in the framework of diagonal partitions [37] , space-filling curves [18] and derivatives [16, 17] .
The typical DIRECT partition is by dividing rectangles. However, simplex partitions were applied in a similar algorithm called DISIMPL [32] [33] [34] 42] . Experiments showed, that the proposed simplicial DISIMPL algorithm gives very competitive results to the DIRECT algorithm using standard test problems and performs particularly well when the search space and the numbers of local and global minimizers may be reduced by taking into account symmetries of the objective function. Even comparing with the DIRECT version for symmetric functions (SymDIRECT) proposed in [12] , both simplicial DISIMPL versions give significantly better results.
It is also well-known, that DIRECT-type global optimization algorithms often spend an excessive number of function evaluations on problems with many local optima exploring suboptimal local minima, thereby delaying discovery of the global minimum. In order to address this problem, a globally-biased version Gb-DISIMPL [31] with an adaptive balancing of local and global information during the search have been introduced, implemented and experimentally investigated. Extensive numerical experiments executed on 800 multidimensional multiextremal test functions had showed a promising performance of the new acceleration technique with respect to competitors.
Reduced-set Pareto-Lipschitzian optimization
Since PLOR (Pareto-Lipschitzian Optimization with Reduced-set) is a reduced version of PLO and the theoretical justification is an important issue of both PLO and PLOR, we present a mathematical formulation of these algorithms following the lines of the PLO and PLOR descriptions in [28, 29] with the corresponding changes.
The concept of Pareto optimality (see, e.g., [6, 27, 30] ) is traditionally used in the cases where the objective is a vector-function F(z) = {F w (z) : w 2 W }. Here z is the decision, w is a component index of the objective-vector F(z), and W is a set of all components w.
Let us consider the following multi-objective minimization problem:
Separate objective components F w (z) may be conflicting -decrease of one may correspond to increase of another. Therefore usually there is no single solution -a decision which would be the best according to all objective components. Because of this Pareto optimal (non-dominated) decisions are sought in multi-objective optimization.
, for at least one w 2 W . Here we consider minimization, while in maximization the inequalities should be reversed.
Definition 3
The decision z ⇤ is called Pareto optimal, if there is no decision z i dominating it.
Let us now return to the single-objective global optimization of a Lipschitz function, but use the concept of Pareto optimal decision to define potentially optimal hyper-rectangles.
Suppose that at the current step of the partitioning algorithm the feasible region
As for the basic DIRECT algorithm, c i denotes the center of the hyper-rectangle z i , and d i denotes the distance from the center point to the vertices (radius). The value of the objective function f is known at the centers of hyper-rectangles: f (c i ). The lower bound for the objective function over the hyper-rectangle c i based on Lipschitz condition with a constant w can be computed as
Expression (7) shows that the lower bound over the hyper-rectangle z i is smaller for a smaller f (c i ) or a larger d i for all possible values of the Lipschitz constant w. We do not assume that the actual Lipschitz constant is known and use the whole possible set of positive constants. Let us compare the "quality" of different hyper-rectangles by their lower bounds. For example, we say that the hyper-rectangle z i is better than the hyper-rectangle z j for a given w, if its lower bound is lower:
The unknown Lipschitz constants are regarded as different components of multi-criteria comparison based on lower bounds L w .
Definition 4 The hyper-rectangle
, for at least one w 2 W . Definition 5 The hyper-rectangle z i , i 2 I, is called Pareto optimal if there is no hyper-rectangle z j , j 2 I, dominating z i . We denote the set of Pareto optimal hyper-rectangles by I P . It is the solution to the multi-objective problem min
where L(z) = {L w (z) : w 2 W } is the vector-function with lower bounds based on various possible constants w as the components. Pareto-Lipschitzian optimization (PLO) algorithm [28] chooses Pareto optimal hyper-rectangles as potentially optimal in the framework of partitioning inspired by the DIRECT algorithm. We note that potentially optimal hyper-rectangles defined by Definition 1 belong to the set of Pareto optimal hyper-rectangles. This is because the hyper-rectangle z i is Pareto optimal if inequality (2) holds. It is optimal with regards to the objective LK and w >K can be chosen so that
Therefore it is not dominated by any z j .
Let us now build a constructive definition of dominance corresponding to Definition 4. By substituting (7) into Definition 4, inequalities become f (c
, otherwise there is a small positive value of
By splitting (10) into two cases f (c
and combining the first one with (9) we get a more general case
. In this way we come to the following definition.
. Comparing this definition to Definition 2 or Definition 4 we can see that such a definition corresponds to a bi-objective problem
where we minimize the distance d i multiplied by 1 in order to have two minimized objectives instead of one minimized and another maximized. Solution to this problem is again the same set of Pareto optimal hyper-rectangles I P . The number of Pareto optimal hyper-rectangles is larger than potentially optimal defined by Definition 1. This can be exploited in parallel algorithms since the larger number of hyper-rectangles to investigate enables easier balancing of work. However it is also possible that the investigation of Pareto optimal hyper-rectangles may be slower [28] since more time is spent for middle-sized hyper-rectangles instead of improving a local minimum by investigating the hyper-rectangles around the best point found and exploring the whole feasible region by investigating the largest hyper-rectangles.
Therefore, the idea of a reduced subset of Pareto optimal hyper-rectangles is proposed in [29] . The subset corresponds to extreme solutions to the problem (11): choose only the largest and the smallest Pareto optimal hyper-rectangles. In other words choose the largest hyper-rectangles for which f (c i ) is minimal and choose the hyper-rectangles with the smallest f (c i ) among the largest hyper-rectangles. The reduced set I r can be defined by the following conditions: black-white) circles represent the intervals selected by the corresponding algorithms which will be divided in the next phase of the iteration of these algorithms. The subdivision of the potential hyper-rectangles in the PLOR algorithm is the same as in the DIRECT algorithm. Figure 3 illustrates the first four iterations of the PLOR algorithm by a two-dimensional Branin example. Each iteration of the algorithm includes the following tasks:
-The basic task is to make observations (calculations of f (c i ) at fixed c i ). The dots in the figure show the observation points, the accompanying numbers are function values at these points.
-An auxiliary task consists of four parts:
-Definition of the potentially optimal hyper-rectangles. The yellow colors (different shades, in gray) indicate chosen hyper-rectangle in the current iteration defined by expression (12). -Creating new hyper-rectangles by splitting the current hyper-rectangles along the longest dimensions. -Defining new observation points in the middle of the new hyper-rectangles.
-Keeping the best current observation which will be accepted as the solution at the end of the optimization process. Fig . 3 The first four iterations of partitioning and selection of Pareto optimal rectangles using the PLOR algorithm for two dimensional Branin test problem -Various stopping conditions can be used: number of iterations, number of function evaluations, and so on. Since the global minima f ⇤ for standard functions are known in advance, the PLOR algorithm stops when the point x is sampled such that
For the truss optimization problems the compared algorithms are stopped after some predefined number of function evaluations.
It follows from (12) that the reduced set I r of potentially optimal hyper-rectangles to be chosen as potentially optimal includes the largest hyper-rectangle. Thus, the largest hyper-rectangle will be divided into three equal parts until the error limit
will be reached. This limit is reached after the finite number of partitions, since at least one of the largest hyper-rectangles is always divided and the resulting hyperrectangles are smaller. That proves the following proposition:
Proposition 1 For any e l > 0 there exists a number N e such that e l (N)  e l , if N N e .
Numerical convergence analysis of the PLOR algorithm
It is well know, that the convergence rate of DIRECT highly depends on the objective function and geometry of the problem. Speed of DIRECT when solving optimization problems with a linear objective function was studied in [10] and extended (including convex quadratic functions) in [8] . It was concluded that there are many factors which can determine how quickly DIRECT converges [8] .
In this section, we perform a similar numerical convergence analysis of the PLOR algorithm and compare it with that of other DIRECT-type algorithms on twodimensional linear and convex quadratic functions used in [8] : We define the error at the kth iteration of the used algorithm in the same way as in [8] :
where Table 1 and Fig. 4 presents the results of investigation based on the number of function evaluations (N f ) and the error (e k ) for all used DIRECT-type algorithms on both problems with the balance parameter set to e = 0. The results reveal that for these two basic examples PLOR algorithm was able to achieve the same error accuracy from the optimal solution point by using the lowest number of function evaluations. The main reason is that the same error accuracy is achieved by all algorithms at the same iteration, but at each iteration the PLOR algorithm selects only two potentially optimal hyper-rectangles, when all other DIRECT-type algorithms select more. Only in the first iterations DIRECT-l performs less computations, but later becomes slower than PLOR. Figures 5-6 visualize sampled points by the PLOR and DIRECT algorithms on these two problems during the first ten iterations. It can be seen that the DIRECT algorithm samples wider and more evenly while the PLOR algorithm investigates better the region around the minimum point. 
Numerical experiments
In this section, the performance of the PLOR algorithm is investigated on standard global optimization test problems from [15] and on four truss optimization problems commonly used in the literature [19, 20, 38] . For testing of the DIRECT algorithm we Trial points generated by PLOR and DIRECT in the first 10 iterations when solving a two dimensional convex quadratic problem used Finkel implementation in MATLAB [7] . The proposed PLOR algorithm along with the other DIRECT modifications were implemented also in MATLAB.
Optimization of traditional test functions
First, the performance of the PLOR algorithm is compared with the original DIRECT algorithm and two well-known modifications: DIRECT-l [11] and DIRECT-m [9] . The criterion of the performance is defined as the number of function evaluations until the algorithm stops generating a trial point x such that inequality (13) is satisfied. A complete list of test problems with the dimension (n), the feasible region (D), the numbers of local and global minimizers, and the global minimum is reported in Table 2 . This set of optimization problems was used to test the performance of the original DIRECT algorithm [15] . Therefore, the same set is traditionally used as a The obtained results presented in Table 3 reveal that the PLOR algorithm is very competitive with the original DIRECT and two tested DIRECT modifications. PLOR performed better solving 6 traditional test problems out of 9 with no help from adjustable parameter e which is used in other DIRECT-type algorithms. For the S-H. Camel B. and Hartman-6 test problems PLOR performs close to the best results obtained with the DIRECT-l and only for the Shekel-5 problem PLOR took much higher amount of function evaluations comparing with the other DIRECT-type algorithms. However, it was shown in [37] , that for these standard test functions DIRECT executes a very small number of trials until it generates a point in the neighborhood of the global minimizer. Moreover, the initial feasible region can also have a significant impact on this. Therefore, for further investigation, we took five variants of the Shekel-5 test problem with the reduced feasible region (see Table 2 ). Generally, you would not expect a completely different behavior on such reduced functions. However, first we observe that for all five variants of the Shekel-5 problem (see Table 3 ) PLOR gives the best or almost the best results. Moreover, for the variant-2 of Shekel-5 problem DIRECT and DIRECT-m methods fails to solve the problem after the maximum budget of function evaluations (equal to 100, 000) was reached.
In Table 4 we present results on the same test problems depending on different pe values (13) . From these results we can see that the PLOR strategy is promising not only locating the global solution (which is the primary goal of global optimization algorithms), but also to converging to these solutions with a high accuracy. The results reveal that for almost all these standard problems the PLOR algorithm converges faster than the DIRECT and DIRECT-l algorithms. However, the most promising strategy to obtain solutions with a very high degree of accuracy is to use DIRECT-m or DIRECT-b [23] . Fig. 7 The initial configuration of the structure 5.2 2D sizing and shape optimization: 37-bar truss
The planar truss of 37 bars [38] is investigated as an approximation of a simply supported bridge. The initial configuration of the structure is shown in Fig. 7 . In the optimization process, nodes (3, 5, 7, 9, 11, 13, 15, 17, 19) 
in).
The optimal shape of a truss structure implies that all the specified nodal displacements and bar stresses satisfy the prescribed constraints while the mass W is minimal. In this paper, we minimize the function:
and the stress restrictions are Fig. 8 The optimum shape of the bridge Tension and compression stresses are treated equally, i.e. local stability is not taken into account. The cross-sections are restricted by the condition
the node coordinates are restricted by the following inequalities
and the limit of the vertical displacement of the node j = 10 is as follows
where d max = 0.3937 in (10 mm). The displacement and stress constraints are included using the penalty function k l , where k = 10 is the penalty parameter and l is the penalty indicator which is equal to zero if all the constraints are satisfied.
The optimal shape obtained with the PLOR algorithm is shown in Fig. 8 with the respective Y -coordinates of the nodes. Figures 9 and 10 illustrate selection of reduced Pareto optimal (using PLOR) and potentially optimal hyper-rectangles (using DIRECT) for the 37-bar planar truss in 10 th iteration. We see that, according to its definition (12), the PLOR algorithm selects just two hyper-rectangles: one with the current minimal function value, the other from the largest radius set. Figure 9 illustrates a case with several hyper-rectangles with the equal largest radius. The hyper-rectangle with the smallest function value is preferred.
A comparison with the other DIRECT-type and with Tang [38] and Im.PSO [21] algorithms is presented in Tables 5 and 6 . The total quality of the optimized structure obtained with PLOR algorithm is 114.705 lb, which is less comparing with the optimization results of DIRECT (179.746 lb), DIRECT-l (150.783 lb), DIRECT-m (172.294 lb), Im.PSO [21] (152.714 lb), and [38] (170.770 lb). Convergence curves of the PLOR and other tested DIRECT-type algorithms: DIRECT, DIRECT-l and DIRECT-m is illustrated in Fig. 11 . The curves show that in the beginning DIRECT-l algorithm converges faster than the other, but from about 5,000 function evaluations the best current minimum and the lowest converge curve is obtained with the PLOR algorithm. Similar trends were observed regardless of the initial search space. Finally, the constraints are satisfied by all the algorithms (see Table 6 ). 
25-bar space truss
The well-known spatial structure -electricity transmission tower composed of 25 truss elements and possessing 10 nodes (Fig. 12 ) is being optimized:
for all load cases. Here d i are the nodal displacements, s j are stresses in the trusses, A j are cross-sectional areas, m is the number of free nodes, and n is the number of elements.
The construction to be optimized has to meet the displacements and stress constraints for both load cases. The maximum displacements in all nodes in all directions must not exceed ±0.35 in. The allowable tensile stresses in elements are 40 ksi, while the compression stresses are shown in Table 7 . Material density is r = 0.1 lb/in 3 , and the Young's modulus is E = 10 4 ksi. The optimized construction is symmetrical, therefore all the 25 trusses are subdivided into 8 groups; their cross-sectional areas form the vector of design parameters A. The construction is analyzed for 2 load cases ( Table 8) . The values of truss cross-section areas are continual, the minimum value being 0.01 in 2 . Table 9 presents a comparison of the optimal solutions obtained with the four DIRECT-type algorithms, also with the Schmit method [36] and three other (PSO, PSOPC and HIPSO) from the paper [20] . In [20] a population of 50 individuals ant maximum number of 3000 iterations was used. For this spatial truss structure, it takes about 1000 iterations for the PSOPC and the PSO algorithms to converge, respectively. However the HPSO algorithm takes only 50 iterations to converge. Moreover, for this problem PSO algorithm did not fully converge when the maximum number of iterations is reached. Therefore to make the comparison as fair as possible all DIRECT-type algorithms have been terminated after 50 · 3, 000 = 150, 000 function evaluations.
The optimal weight with the PLOR algorithm is 546.80 lb and this value is very close to the best values from [20] . Notice, that optimal weights obtained with all DIRECT-type algorithms are similar: DIRECT (546.82 lb), DIRECT-l (549.26 lb), DIRECT-m (546.82 lb). The convergence curves (see Fig. 13 ) show similar convergence rates for all DIRECT-type algorithms. However in the beginning PLOR and DIRECT-l algorithms converge slightly faster -as it was the case in the former problem. 
72-bar space truss
The 72-bar spatial truss structure (see Fig. 14) was optimized by many researchers. The dimensions, numbers of basic nodes, and trusses are shown in the figure, let us note that a different numbering was used in [35] . The sizing optimization problem is formulated in the same way as for 25-bar truss. The construction is analyzed for 2 load cases (Table 10 ). The limits for displacements of upper contour nodes (17) (18) (19) (20) for loading Case 2, and for the displacements of all free nodes (6) (7) (8) (9) (10) (11) (12) (13) (14) (15) (16) (17) (18) (19) (20) in all directions for loading Case 1 are ±0.25 in. The allowable tensile and compression stresses are ±25 ksi. Material density is r = 0.1 lb/in 3 , Young modulus is E = 10 4 ksi. The symmetrical truss is considered, therefore all truss elements are divided into 16 groups. Table 11 presents a comparison of the optimal solutions obtained with the four DIRECT-type algorithms, also with the Schmit method [36] , Perez and Behdinan [35] , and three (PSO, PSOPC and AugPSO) from the recent paper [26] . As in the 25-bar case, all DIRECT-type algorithms have been terminated after 150, 000 function evaluations.
The weights obtained with the PLOR and DIRECT-l algorithms are better than with other two DIRECT-type algorithms and are close to the best known value obtained with the AugPSO algorithm [26] . The convergence curves (see Fig. 15 ) again show better performance for the PLOR and DIRECT-l algorithms, especially at the beginning. The 10-node truss [5, 19] is optimized starting from the initial node connection scheme "all-to-all" (see Fig. 16 ). The sizing and topology optimization problem is 0 if A i < e, where e is the critical area. The optimized structure has to retain the initial conditions and loadings, and has to be kinematically stable. Also, the structure has to correspond to the constraints on the displacements, stresses, and the cross-section areas. In case of constraints violation a penalty to the objective function value is given as:
or C2 is violated, W + k l · Â p i otherwise, where penalty parameter k = 10, penalty indicator l = 9 for C1, l = 8 for C2, and l = 5 for C3-C4, Â p i is sum of maximum normalized penalties due to stresses' and displacements' violations. If all constraints are met Â p i = 0. The optimization parameters are as follows: loadings on nodes 7, 8, 9 are F y = 10 5 lb (see Fig. 16 ), Young's modulus E = 10 4 ksi, density r = 0.1 lb/in 3 .
The allowable tensile and compression stresses are ±25 ksi, maximal allowable displacements in active nodes are 2 in, and allowable cross-section areas are ±1 in 2 , e = 0.09 in 2 . The symmetrical structure is expected, therefore all the truss elements are divided into 25 groups; the cross-section areas of the elements comprise the design parameters vector A. Table 12 presents a comparison of the optimal solutions obtained after N f iterations with four DIRECT-type algorithms and the mean value with the standard deviation for the SCGA [19] .
First, we notice that the optimal weights with all the DIRECT-type algorithms are equal to 62.004 lb. The obtained final structure is shown in Fig. 17 . Second, all these weights were found in the early phase of optimization (up to N f = 1, 000 function evaluations), but later did not improve with neither DIRECT-type algorithm. This probably can be explained by the previously mentioned fact that the DIRECT-type algorithms often spend an excessive number of function evaluations on problems with many local minima exploring suboptimal local minima, thereby delaying discovery of the global minimum. Even so, the value obtained with the DIRECT-type algorithms is comparable with the average outcome of the SCGA. 
Conclusions
In this paper investigation of the Reduced-set Pareto-Lipschitzian Optimization (PLOR) algorithm has been performed. The advantage of the algorithm is absence of adjustable parameters and trivial selection of a reduced subset of Pareto optimal hyper-rectangles. Experimental investigation has been performed solving traditional test problems for the DIRECT-type algorithms as well as truss optimization problems.
The results of experiments on the standard problems show that the PLOR algorithm performs well on locating the global solutions and converging to these solutions with a high accuracy. The performance of all DIRECT-type algorithms on truss optimization problems is quite similar. They compete well with heuristic algorithms published recently which are often recommended to applied engineering optimization problems. It is worth to note that the PLOR and DIRECT-l algorithms in large part of experiments converge slightly faster than other algorithms, especially at the beginning. It can be concluded that DIRECT-type algorithms with proved convergence and good experimental performance may be recommended for solution of truss optimization problems.
