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Abstract
Type IIB superstring theory has AdS3×S3×M4 (where the manifold M4 is either
K3 or T 4) solutions which preserve sixteen supersymmetries. In this paper we consider
half-BPS solutions which are locally asymptotic to AdS3×S3×M4 and preserve eight
of the sixteen supersymmetries. We reduce the BPS equations and the Bianchi identity
for the self-dual five-form field to a set of four differential equations. The complete local
solution can be parameterized in terms of two harmonic and two holomorphic functions
and all bosonic fields have explicit expressions in terms of these functions.
We analyze the conditions for global regularity and construct new half-BPS Janus-
solutions which have two asymptotic AdS3 regions. In addition, our analysis proves the
global regularity of a class of solutions with more than two asymptotic AdS3 regions.
Finally, we discuss the dual interpretation of the half-BPS Janus solutions carrying
only Ramond-Ramond three-form charge as supersymmetric interface theories.ar
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1 Introduction
The AdS/CFT correspondence [1, 2, 3] (for reviews see e.g. [4, 5]) relates a gravity theory
in the bulk of a d+ 1-dimensional Anti-de Sitter (AdS) space to a d-dimensional conformal
field theory (CFT) on the boundary of the space. One of the best understood examples is
the AdS3/CFT2 correspondence, which is of central importance for the study of black holes
in string theory.
The particular realization of the AdS3/CFT2 correspondence which will be discussed in
the present paper is the duality between type IIB string theory compactified on AdS3×S3×
M4 and a N = (4, 4) two-dimensional superconformal field theory. The compactification
manifold M4 can be either the four torus T
4 or a K3 manifold and either one leads to a
theory with sixteen unbroken supersymmetries 1.
This type IIB background can be obtained by taking the near-horizon limit of a bound
state of Q1 D1-branes and Q5 D5-branes wrapped on M4. This system was instrumental
in the counting of black hole microstates for supersymmetric black holes [6, 7]. A comple-
mentary point of view is to consider the six-dimensional supergravity which is obtained by
compactifying type IIB on M4 [8, 9] and study the near-horizon limit of a self-dual string
soliton.
The D1/D5 bound state is defined by the Higgs-branch of the two-dimensional U(Q1)×
U(Q5) gauge theory living on the intersection of the branes. In the infrared limit the theory
flows to a N = (4, 4) two-dimensional superconformal theory [10]. The CFT can also be
understood as a hyperka¨hler sigma model whose target space is (M4)
n/Sn, where Sn is the
n-dimensional symmetric group [11, 12, 13].
In general, the AdS/CFT correspondence maps local as well as non-local gauge invariant
operators on the CFT side to supergravity solutions on the AdS side. In the limit of large
’t Hooft coupling and large N the classical gravity description becomes a reliable approxi-
mation. One goal for obtaining new supergravity solutions is to better understand the CFT
side of the correspondence.
A particular example of such solutions is the so-called Janus solution, which is dual to
interface configurations in the CFT. The original Janus solution [14] is a dilatonic deforma-
tion of the AdS5×S5 vacuum of type IIB. The solution is constructed using AdS4 slices and
making the dilaton dependent on the slicing coordinate. The dilaton approaches different
constant values on the two boundary components. The solution has a SO(2, 3) × SO(6)
1Note that the AdS3×S3 vacuum of six-dimensional maximal supergravity preserves only half the super-
symmetries of the six-dimensional Minkowski vacuum due to the non-zero self-dual or anti self-dual fluxes
[45].
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isometry but breaks all thirty-two supersymmetries. On the N = 4 super Yang-Mills side,
this solution corresponds to an interface theory, where the Yang-Mills coupling constant
jumps across a 2 + 1-dimensional interface. On the field theory side, the SO(3, 2) isometry
corresponds to the 2 + 1-dimensional conformal symmetry preserved by the interface.
In [16] it was shown that up to half the broken supersymmetry can be restored by adding
counterterms localized on the interface. The counterterms break the R-symmetry from SO(6)
to SU(2)× SU(2). Consequently, the ansatz for a dual supergravity solution is constructed
by a warped product of AdS4 × S2 × S2 over a two-dimensional Riemann surface Σ. In
[17] a supersymmetric generalization of the Janus solution was found. Furthermore, it was
shown that the conditions for the existence of sixteen preserved supersymmetries are related
to solutions of a particular integrable system. Locally the integrable system can be solved
in terms of harmonic functions.
An important ingredient in the construction of the solution is the fact that the two-
dimensional surface Σ has a boundary. At generic points on the boundary, one two-sphere
shrinks to zero size, closing off the space. At special isolated points associated with poles
of one of the harmonic functions, the AdS4 metric factor goes to infinity. The holographic
map relates such points to boundaries of the space where the dual gauge theory lives. The
supersymmetric Janus solution has two such boundary points corresponding to two 3+1-
dimensional half spaces glued together at a 2+1-dimensional defect. In [18] the global regu-
larity of the local solution was analyzed and apart from the supersymmetric Janus solution,
an infinite class of ”multi-Janus” solutions was found. These solutions display more than
two asymptotic boundary regions.
Similar techniques were used to obtain supergravity duals to half-BPS Wilson loops in
AdS5 × S5 [19] and analogues of the Janus solution in M-theory [20, 21, 22]. For related
work by other authors see, e.g. [24, 23, 25, 26, 27, 28].
The primary goal of the present paper is to find half-BPS solutions that preserve eight of
the sixteen supersymmetries of the vacuum and are locally asymptotic to AdS3×S3. We use
techniques developed in [24, 17, 19] for a specific ansatz which is a product of AdS2×S2×M4
spaces warped over a two-dimensional Riemann surface Σ with boundary. For simplicity we
do not turn on the moduli of the compactification manifold M4. The ansatz preserves
a SO(2, 1) × SO(3) subgroup of the SO(2, 2) × SO(4) isometry of the AdS3 × S3 × M4
vacuum.
We derive the most general local solutions and find that all the fields can be expressed
in terms of two harmonic and two holomorphic functions which are defined on Σ. The
requirement that the solutions are locally asymptotic to AdS3 × S3 and everywhere regular
relates the harmonic and holomorphic functions and determines the boundary conditions.
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In particular, we present a half-BPS solution which is a supersymmetric generalization of
the solution found in [15] and we give explicit expressions for solutions having n AdS3 × S3
regions as long as Σ has genus zero and one boundary component.
Our solutions are dual to one-dimensional defects in the two-dimensional CFT2. Defects,
domain walls and interfaces in two-dimensional conformal field theories can have applications
in condensed matter physics- for example, in the description of impurities at critical points
or in the study of the Kondo effect. Domain walls and interfaces have been discussed in the
context of the AdS/CFT correspondence in [32]. In AdSd+1/CFTd p-dimensional defects
can be realized as probe branes inside the bulk AdS space which have a lower dimensional
AdSp+1 submanifold as worldvolume [33, 34]. Probe branes in the context of AdS3×S3 have
been discussed in [35, 36, 37, 40, 38, 39].
probe brane AdS3 S
3 M4
D1 AdS2 · ·
D3 AdS2 S
2 ·
D5 AdS2 · M4
D7 AdS2 S
2 M4
Table 1: Half-BPS probe branes in AdS3 × S3 ×M4
As we can see in Table 1, there are four cases of probe D-branes, namely a probe D1 brane
with AdS2 worldvolume, a probe D3-brane with AdS2 × S2 worldvolume, a probe D5-brane
with AdS2×M4 worldvolume and a probe D7 brane with AdS2×S2×M4 worldvolume which
are not wrapped on two cycles in the four-dimensional manifold. These brane configurations
preserve the same SO(2, 1) × SO(3) symmetries as our ansatz. In this paper, we obtain
exact, fully back-reacted, solutions that correspond to a configuration of D1 and D5-branes,
as well as NS5-branes and fundamental strings. However, the regular solutions we find have
vanishing D7 and D3 brane charge.
There also have been some interesting recent developments in the description of interfaces
on the CFT side, see for example [41, 42, 43].
The structure of the paper is as follows: in section 2, we present the ansatz for the bosonic
fields in type IIB supergravity. The dilatino and gravitino supersymmetry transformations
are reduced on AdS2 × S2 × K3 × Σ to express the BPS equations in terms of a two-
dimensional spinor on Σ. In section 3, we find the complete local solution of the BPS
equations in terms of two harmonic and two holomorphic functions. Note that one harmonic
2For earlier work in this direction see [29, 30, 31].
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function is obtained by solving the Bianchi identity for the self-dual five-form flux along the
M4 directions. In section 4, we obtain the conditions for regularity on the boundary and
bulk of Σ and we present a family of half-BPS Janus solutions. In section 5, we review
the dual two-dimensional CFT and the interpretation of the half-BPS Janus solution as an
interface theory. In our concluding section, we discuss possible applications of the solutions,
open questions and directions for further research. Some technical details are relegated to
the appendices.
2 Ten-dimensional ansatz and reduction of BPS equa-
tions
In this section, we present the detailed ansatz for the bosonic fields and the reduction of
the BPS conditions, which need to be satisfied to have eight linearly independent unbroken
supersymmetries. The reduced equations are (2.55)-(2.66) and are solved in terms of two
harmonic functions and two holomorphic functions in section 3. Readers which are only
interested in the solutions may wish to skip to section 3.5 after reading section 2.2.
2.1 Brief review of IIB supergravity fields
The IIB supergravity fields consist of the scalar fields P and Q, composites of dilaton and
axion:
P =
1
2
(
dφ+ ieφdχ
)
, Q = −1
2
eφdχ (2.1)
The complex three-form G is a composite of H3, the NS-NS field strength, and F3, the R-R
field strength:
G = e−φ/2H3 + ieφ/2
(
F3 − χH3
)
(2.2)
The real self-dual five-form is:
F(5) = dC(4) +
i
16
(
B(2) ∧ F¯(3) − B¯(2) ∧ F(3)
)
, F(3) = dB(2) (2.3)
The fermionic fields are the dilatino λ and the gravitino ψµ, both of which are complex Weyl
spinors with opposite ten-dimensional chiralities, given by Γ11λ = λ, and Γ11ψµ = −ψµ. The
supersymmetry variations of the fermions are
δλ = i(Γ · P )B−1ε∗ − i
24
(Γ ·G)ε (2.4)
δψµ = Dµε+
i
480
(Γ · F(5))Γµε− 1
96
(Γµ(Γ ·G) + 2(Γ ·G)Γµ)B−1ε∗ (2.5)
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The complex conjugation matrix B satisfies BB∗ = 1 and BΓµB−1 = (Γµ)∗. For further
review of supergravity definitions and equations, see Appendix A.
In obtaining IIB supergravity solutions with a large amount of supersymmetry, we solve
the above BPS equations instead of the equations of motion. We will see that one of the
Bianchi identities is not automatic for generic solutions of the BPS equations, but yields an
extra condition. The solutions of the BPS equations and this Bianchi identity are shown to
automatically satisfy the equations of motion and all the remaining Bianchi identities.
2.2 The ten-dimensional ansatz
The ten-dimensional metric ansatz is
ds2 = f 21ds
2
AdS2
+ f 22ds
2
S2 + f
2
3ds
2
K3
+ ρ2dzdz¯ (2.6)
where ds2AdS2 , ds
2
S2 , ds
2
K3
are the unit radius metrics for AdS2, S
2 and K3 respectively. ρ
2 is an
unspecified Riemannian metric on Σ, a two-dimensional surface with boundary. The metric
factors f 21 , f
2
2 , f
2
3 and ρ
2 are real positive-definite functions on Σ and will be determined by
the BPS equations and Bianchi identities. The rest of the supergravity fields will be reduced
on this ansatz. However, we specialize to the case where the supergravity fields are also
independent of the K3 coordinates. In other words, the three-form flux does not have any
leg in the K3 directions while the five-form flux must have four legs along the K3 directions.
For the sake of concreteness, we will consider the third metric factor to be a K3 metric, but
for the aforementioned restriction of the flux, the analysis would be completely analogous if
the factor were to be a T 4 (see section 2.7).
It is useful to introduce the orthonormal frame fields:
ei = f1 eˆ
i i = 0, 1
ej = f2 eˆ
j j = 2, 3
ek = f3 eˆ
k k = 4, 5, 6, 7
ea a = 8, 9 (2.7)
where eˆi, eˆj and eˆk refer to orthonormal frames for the spaces AdS2, S
2 and K3 which satisfy
ds2AdS2 = ηi1i2 eˆ
i1 ⊗ eˆi2
ds2S2 = δj1j2 eˆ
j1 ⊗ eˆj2
ds2M4 = δk1k2 eˆ
k1 ⊗ eˆk2
ρ2dz ⊗ dz¯ = δab ea ⊗ eb (2.8)
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so that the unhatted frame fields contain the metric factor fi, whereas the hatted ones do
not. The scalar one-form field strengths are given by
Q = qae
a, P = Pae
a (2.9)
The complex three-form is given by
G = g(1)a e
a01 + g(2)a e
a23 (2.10)
The five-form flux is given by
F5 = hae
a0123 + h˜ae
a4567 (2.11)
Self-duality of the five-form field strength F5 = ∗F5 imposes
ha = − ba h˜b (2.12)
where  98 = 1 and 
8
9 = −1. See A.12 for conventions regarding the µ1···µ10 tensor.
2.3 Reduction of the ten-dimensional spinor
The supersymmetry parameter εmust be globally well defined on the symmetric spaces AdS2,
S2 and K3. Therefore, the tensor products of Killing spinors on these symmetric spaces can
be used as a basis for the spinors ε. The Killing spinor equations on AdS2 × S2 × K3 are
satisfied by a set of basis spinors χη1,η2,η3 with {η1, η2, η3} ∈ {+1,−1}(
∇ˆµ − 1
2
η1 γµ ⊗ I2 ⊗ I4
)
χη1,η2,η3 = 0 µ = 0, 1(
∇ˆi − i
2
η2 I2 ⊗ γi ⊗ I4
)
χη1,η2,η3 = 0 i = 2, 3
∇ˆm χη1,η2,η3 = 0 m = 4, 5, 6, 7 (2.13)
The covariant derivatives ∇ˆµ , ∇ˆi , ∇ˆm are taken with respect to the unit radius metrics of
the corresponding spaces as explained in Appendix C. We now expand the ten-dimensional
spinor  in terms of Killing spinors on AdS2 × S2 ×K3.
 =
∑
η1,η2
χη1,η2,η3 ⊗ ξη1,η2,η3 (2.14)
The Killing spinor equations are invariant under complex conjugation defined as
χη1,η2,η3 → B(1) ⊗B(2) ⊗B(3)χ∗η1,η2,η3 (2.15)
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Therefore, it is consistent to impose the following reality condition on χη1,η2,η3(
B(1) ⊗B(2) ⊗B(3)
)
χ∗η1,η2,η3 = η2χη1,η2,η3 (2.16)
where the presence of the η2 prefactor comes from the fact that B(2) and γ2 anticommute.
The chirality condition Γ11 acts on  in the following way (see D.7):
Γ11 =
∑
η1,η2
χ(1)η1 ⊗ χ(2)η2 ⊗ χ(3)η3 ⊗ γ(4)ξ−η1,−η2,η3 (2.17)
The chirality condition Γ11 = − then implies the following condition on the two-dimensional
spinors ξη1,η2,η3
γ(4)ξ−η1,−η2,η3 = −ξη1,η2,η3 (2.18)
Ten-dimensional complex conjugation acts as follows (see D.8):
B−1∗ =
∑
η1,η2
χ(1)η1 ⊗ χ(2)η2 ⊗ χ(3)η3 ⊗ (−i η2)B−1(4)(ξη1,−η2,η3)∗ (2.19)
where we used the reality condition given in (2.16).
2.4 Reduction of the ten-dimensional BPS equations
There are five different sets of equations corresponding to the dilatino variation together
with the variation of the gravitino in the AdS2, S
2, K3 and Σ directions. In this section we
will rely heavily on formulae from appendix C.
2.4.1 Dilatino equation
The terms in the dilatino variation can be reduced as follows:
i ΓMPMB−1∗ = γ(1) ⊗ γ(2) ⊗ γ(3) ⊗ Paγa
∑
η1,η2
χ(1)η1 ⊗ χ(2)η2 ⊗ χ(3)η3 ⊗ η2B−1(4)(ξη1−η2η3)∗
= −
∑
η1,η2
χ(1)η1 ⊗ χ(2)η2 ⊗ χ(3)η3 ⊗ η2PaγaB−1(4)(ξ−η1η2η3)∗ (2.20)
and
− i
24
(Γ ·G)ε = i
4
(
g(1)a 12 ⊗ γ(2) ⊗ γ(3) ⊗ γa + ig(2)a γ(1) ⊗ 12 ⊗ γ(3) ⊗ γa
)
×
∑
η1,η2
χ(1)η1 ⊗ χ(2)η2 ⊗ χ(3)η3 ⊗ ξη1η2η3
=
1
4
∑
η1,η2
χ(1)η1 ⊗ χ(2)η2 ⊗ χ(3)η3
(
ig(1)a γ
aξη1−η2η3 − g(2)a γaξ−η1η2η3
)
(2.21)
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Putting the terms together we can rewrite condition (2.4) as:
− η2PaγaB−1(4)(ξ−η1η2η3)∗ +
1
4
ig(1)a γ
aξη1−η2η3 −
1
4
g(2)a γ
aξ−η1η2η3 = 0 (2.22)
2.4.2 Gravitino in AdS2 direction
The covariant derivative in the AdS2 directions is given by
∇µ = 1
f1
∇ˆµ+ 1
2
Daf1
f1
ΓµΓ
a (2.23)
where ∇ˆµ is the covariant derivative on the unit radius AdS2, Da ≡ eMa ∂M and M is a
spacetime (Einstein frame) index. We use the same method of the previous section to
extract an equation for the spinors ξ and we obtain:
η1
f1
ξη1η2η3 +
Daf1
f1
γaξ−η1−η2η3 − haγaξη1η2η3 + i
3η2
8
g(1)a γ
aB−1(4)ξ
∗
η1η2η3
− η2
8
g(2)a γ
aB−1(4)ξ
∗
−η1−η2η3 = 0
(2.24)
2.4.3 Gravitino in S2 direction
The covariant derivative in the S2 directions is given by
∇i = 1
f2
∇ˆi+ 1
2
Daf2
f2
ΓiΓ
a (2.25)
where ∇ˆµ is the covariant derivative on the unit radius S2. The BPS condition is given by
iη2
f2
ξη1η2η3 +
Daf2
f2
γaξη1−η2η3−haγaξ−η1η2η3− i
η2
8
g(1)a γ
aB−1(4)ξ
∗
−η1η2η3 +
3η2
8
g(2)a γ
aB−1(4)ξ
∗
η1−η2η3 = 0
(2.26)
2.4.4 Gravitino in K3 direction
The covariant derivative in the K3 directions is given by
∇l = 1
f3
∇ˆl+ 1
2
Daf3
f3
ΓlΓ
a (2.27)
where ∇ˆl = 0 thanks to our basis of spinors. The BPS condition is given by
Daf3
f3
γaξη1η2η3 + haγ
aξ−η1−η2η3 + i
η2
8
g(1)a γ
aB−1(4)ξ
∗
−η1−η2η3 +
η2
8
g(2)a γ
aB−1(4)ξ
∗
η1η2η3
= 0 (2.28)
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2.4.5 Gravitino in Σ direction
The covariant derivative in the Σ directions is given by
∇a = Da + 1
4
ω bca Γbc −
i
2
qa (2.29)
The gravitino variation in the Σ direction is given by
Daξη1η2η3 +
i
2
ωaγ(4)ξη1η2η3 −
i
2
qaξη1η2η3 −
1
2
hb
(
δba + i
b
aγ(4)
)
ξ−η1−η2η3
−i η2
16
g
(1)
b (3δ
b
a + i
b
aγ(4))B
−1
(4)ξ
∗
−η1−η2η3 −
η2
16
g
(2)
b (3δ
b
a + i
b
aγ(4))B
−1
(4)ξ
∗
η1η2η3
= 0 (2.30)
2.5 τ matrix notation
At this stage we can introduce a matrix notation which will be useful to express the BPS
equations in a compact form
ξ−η = (τ 1ξ)η
ηξ−η = i(τ 2ξ)η
ηξη = (τ
3ξ)η (2.31)
where τ 1,2,3 are the standard Pauli matrices. We define the matrices τ i,j as:
τ ij = τ i ⊗ τ j (2.32)
The conditions (2.22),(2.24),(2.26),(2.28) and (2.30) can then be rewritten as follows:
(D)
1
4
(
ig(1)a γ
aτ (01) − g(2)a γaτ (10)
)
ξ − Paγaτ (13)B−1(4)ξ∗ = 0 (2.33)
(GA)
(τ (30)
f1
+
Daf1
f1
γaτ (11) − haγa
)
ξ + i
(3
8
g(1)a γ
aτ (03) − 1
8
g(2)a γ
aτ (12)
)
B−1(4)ξ
∗ = 0 (2.34)
(GS)
(iτ (03)
f2
+
Daf2
f2
γaτ (01) − haγaτ (10)
)
ξ
−i
(1
8
g(1)a γ
aτ (13) − 3
8
g(2)a γ
aτ (02)
)
B−1(4)ξ
∗ = 0 (2.35)
(GK)
(Daf3
f3
γa + haγ
aτ (11)
)
ξ −
(1
8
g(1)a γ
aτ (12) − 1
8
g(2)a γ
aτ (03)
)
B−1(4)ξ
∗ = 0 (2.36)
(GΣ)
(
Da − i
2
ωaτ
(11) − iqa
2
− 1
2
haτ
(11) − i
2
bahbτ
(11)σ3
)
ξ +
1
16
(
3g(1)a τ
(12) + ibag
(1)
b τ
(12)σ3 − 3g(2)a τ (03) − ibag(2)b τ (03)σ3
)
B−1(4)ξ
∗ = 0 (2.37)
This set of equations is diagonal with respect to the index η3 which is not displayed.
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2.6 Reduction of BPS equations by discrete symmetries
2.6.1 Discrete symmetries
The reduced BPS equations have several useful symmetries. First, ten-dimensional chirality
induces the discrete symmetry:
Iξ = −τ (11)σ3ξ (2.38)
It is easy to show that ξ is invariant under the symmetry since Killing spinors in type IIB
supergravity have the same chirality:
Iξ = ξ (2.39)
Moreover, it is possible to introduce another discrete symmetry:
J ξ = τ (32)ξ (2.40)
{I,J } form a maximal set of commuting generators. We will see in the next section that
the unbroken supersymmetries are in eigenspaces of these discrete symmetries.
2.6.2 Vanishing of bilinear constraints
We obtain a first set of constraints from the chirality condition (2.39). We get that:
ξ+Mσaξ if [M, τ (11)] = 0 (2.41)
that is, the spinor bilinear vanishes if:
M ∈ {τ (10), τ (01), τ (11), τ (00), τ (22), τ (23), τ (32), τ (33)} (2.42)
To get a second set of constraints we consider a matrix T such that:
(Tτ (10))T = −Tτ (10), (Tτ (01))T = −Tτ (01) (2.43)
The above condition is satisfied if:
T ∈ {τ (22), τ (33)} (2.44)
Because of (2.43) we obtain the relations:
ξTTτ (01)σaσbξ = ξTTτ (10)σaσbξ = 0
ξ+Tτ (01)σaσbξ∗ = ξ+Tτ (10)σaσbξ∗ = 0 (2.45)
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with a, b = 1, 2. We then multiply equation (2.33) by ξTσb with b = 1, 2. Because of the
relations (2.45), the first two terms of the equation vanish. We are left with:
Paξ
TTσbσaτ (13)σ2ξ∗ = 0 (2.46)
In case P 2 6= 0 the above condition can be rewritten as:
ξ+Tτ (13)σaξ = 0, a = 1, 2 (2.47)
This gives the extra constraints:
ξ+Mσaξ = 0, M ∈ {τ (31), τ (20)} (2.48)
A third set of constraints can be obtained from the gravitino equations (2.34) and (2.35).
If we multiply the equation (2.34) by ξ+Tσpτ (02) and equation (2.35) by ξ+Tσpτ (03) with
p = 0, 3 we get that the terms proportional to g
(1,2)
a vanish and we are left with:
1
f1
ξ+Tσpτ (32)ξ − iDaf1
f1
ξ+Tσpτ (13)σaξ − haξ+Tσpτ (02)σaξ = 0
i
f2
ξ+Tσpξ + i
Daf2
f2
ξ+Tσpτ (02)σaξ − haξ+Tσpτ (13)σaξ = 0 (2.49)
The second and third term of each equation vanishes because of the conditions (2.48). We
are left with the constraints:
ξ+Mσpξ = 0, M ∈ {τ (2,2), τ (3,3), τ (0,1), τ (1,0)} (2.50)
It is easy to verify that all the constraints can be satisfied provided that:
ξ = ντ (3,2)ξ, ν = ±1 (2.51)
2.6.3 Projection of the BPS equations
Projection of the BPS equations on spinors which satisfy Iξ = ξ and J ξ = νξ can be
achieved by writing the spinor ξ as:
ξη1η2 =
(
αη1η2
βη1η2
)
(2.52)
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with η1,2 = ±1. The solution to the projection conditions (2.39) and (2.51) can be expressed
in terms of two independent components α and β.
ξ =

α++
β++
α+−
β+−
α−+
β−+
α−−
β−−

=

α
β
+iν α
+iν β
−iν α
+iν β
−α
β

(2.53)
At this point we are left with four linearly independent complex Killing spinors which
can be labeled by the eigenvalue ν = ±1 and by the K3 index η3.
It is convenient to introduce complex coordinates on the two-dimensional surface Σ. The
conventions for the complex coordinates are z = x8 + ix9, which implies for tensor indices
vz =
1
2
(v8 − iv9), vz¯ = 12(v8 + iv9). We also rewrite the zweibein, the spacetime derivative
and the connection on Σ in the complex coordinates. w, w¯ are the spacetime coordinates so
that:
ez = ρdw, Dz = ρ
−1∂w, ωz = iρ−2∂wρ (2.54)
The projected equations for the dilatino and gravitino along AdS2 , S
2 and K3 are now given
by:
D : 4Pzα
∗ −
(
g(1)z + i g
(2)
z
)
β = 0 (2.55)
4P¯zβ −
(
g¯(1)z + i g¯
(2)
z
)
α∗ = 0 (2.56)
GA :
1
f1
α +
2Dzf1
f1
β − 2hzβ −
(3
4
g(1)z −
i
4
g(2)z
)
α∗ = 0 (2.57)
1
f1
β∗ − 2Dzf1
f1
α∗ − 2hzα∗ +
(3
4
g¯(1)z −
i
4
g¯(2)z
)
β = 0 (2.58)
GS :
ν
f2
α +
2Dzf2
f2
β − 2hzβ +
(1
4
g(1)z − i
3
4
g(2)z
)
α∗ = 0 (2.59)
ν
f2
β∗ +
2Dzf2
f2
α∗ + 2hzα∗ +
(1
4
g¯(1)z − i
3
4
g¯(2)z
)
β = 0 (2.60)
GK :
2Dzf3
f3
β + 2hzβ +
(1
4
g(1)z + i
1
4
g(2)z
)
α∗ = 0 (2.61)
2Dzf3
f3
α∗ − 2hzα∗ +
(1
4
g¯(1)z + i
1
4
g¯(2)z
)
β = 0 (2.62)
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The projected equation along the base Σ gives the conditions:
GΣ :
(
Dz +
i
2
ωz − i qz
2
+ hz
)
α− 1
4
(
g(1)z − ig(2)z
)
β∗ = 0 (2.63)(
Dz − i
2
ωz − i qz
2
)
β − 1
8
(
g(1)z + ig
(2)
z
)
α∗ = 0 (2.64)(
Dz − i
2
ωz +
i qz
2
)
α∗ − 1
8
(
g¯(1)z + ig¯
(2)
z
)
β = 0 (2.65)(
Dz +
i
2
ωz +
i qz
2
− hz
)
β∗ − 1
4
(
g¯(1)z − ig¯(2)z
)
α = 0 (2.66)
Note that a g(1) and g(2) are both complex, so that g¯
(i)
z and g¯
(i)
z are independent fields, The
presence of two anti-symmetric complex fluxes is a major difference from the analysis of [19]
which deals with supergravity solutions dual to half-BPS Wilson loops in AdS5 × S5, but
has only real fluxes.
2.7 Replacing the K3 with a four torus
Note that both the AdS3× S3×K3 as well as the AdS3× S3× T 4 vacuum solutions of type
IIB supergravity preserve sixteen real supersymmetries. Since our ansatz is independent
of the four-dimensional manifold K3 or T
4, we expect the solution to be unaffected by
which manifold we choose. However, a covariantly constant spinor on K3 has a fixed four-
dimensional chirality while a covariantly constant spinor on T 4 has both chiralities.
One can repeat the reduction of the BPS equations for the opposite chirality. It is easy
to see that the reduction of the spinor (2.53) is the only change. The new spinor is denoted
by hatted components
ξˆ =

αˆ++
βˆ++
αˆ+−
βˆ+−
αˆ−+
βˆ−+
αˆ−−
βˆ−−

=

αˆ
βˆ
+iν αˆ
+iν βˆ
+iν αˆ
−iν βˆ
αˆ
−βˆ

(2.67)
The reduction of the dilatino equation (2.33) for the new spinor (2.67) gives
0 = 4Pzαˆ
∗ −
(
− g(1)z + i g(2)z
)
βˆ (2.68)
0 = 4P¯zβˆ −
(
− g¯(1)z + i g¯(2)z
)
αˆ∗ (2.69)
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In the asymptotic AdS3×S3 region the axion and dilaton approach constant values and one
can set Pz = 0. In this limit, demanding that the original dilatino equations (2.33), (2.56)
are satisfied for non-vanishing spinors α, β, implies that the components of the three-form
tensor fields are self-dual. On the other hand, demanding that the new dilatino equations
(2.68),(2.69) are satisfied for non-vanishing spinors αˆ, βˆ, implies that the components of the
three-form tensor fields are anti self-dual. The two conditions can only be satisfied at the
same time if g(1) = g(2) = 0, since a three-form tensor field which is both self-dual and anti
self-dual is automatically zero in six dimensions. The resulting solution corresponds to a
six-dimensional Minkowski vacuum, not an asymptotically AdS3 × S3 spacetime.
Hence, for non-trivial anti-symmetric tensor fields one of the two sets of spinors must be
zero. We choose the unbroken supersymmetries to be associated with α, β and hence have
asymptotically self-dual anti-symmetric tensor fields. The other choice would correspond to
flipping the sign of the D1-brane charges.
In conclusion, the BPS equations (2.33-2.37) are valid for both a K3 manifold and a four
torus. In both cases the solution preserves eight of the sixteen unbroken supersymmetries.
Note that there would be a difference if we were to turn on the internal moduli, since K3
and T 4 have different Hodge numbers.
3 Local solution of BPS equations
3.1 Expressions for the metric factors
It is possible to obtain an expression for the metric factor f1 taking a linear combination of
equation (2.57) and (2.58):
2
Dzf1
f1
(αα∗+ ββ∗) + 2hz(αα∗− ββ∗)−
(3
4
g(1)z −
i
4
g(2)z
)
α∗β∗−
(3
4
g¯(1)z −
i
4
g¯(2)z
)
αβ = 0 (3.1)
We can then use equations (2.63-2.66) to eliminate the fluxes. We are left with the differential
equation:
Dzf1
f1
(αα∗ + ββ∗)−Dz(αα∗ + ββ∗) = 0 (3.2)
It is possible to obtain similar equations for f2 and f3. The metric factors are then found to
be:
f1 = c1
(
α∗α + β∗β
)
(3.3)
f2 = c2
(
α∗α− β∗β) (3.4)
f3 =
1√
ρσ¯α∗β
(3.5)
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where c1, c2 are real constants and σ(w) is a holomorphic function such that:
σ¯α∗β = σαβ∗ (3.6)
Furthermore, is possible to eliminate the terms with Dz in (2.55-2.62) obtaining:
1
c1
− 4hzα∗β − 1
4
(3g(1)z − ig(2)z )α∗2 +
1
4
(3g¯(1)z − ig¯(2)z )β2 = 0 (3.7)
ν
c2
− 4hzα∗β + 1
4
(g(1)z − 3ig(2)z )α∗2 −
1
4
(g¯(1)z − 3ig¯(2)z )β2 = 0 (3.8)
4hzα
∗β +
1
4
(g(1)z + ig
(2)
z )α
∗2 − 1
4
(g¯(1)z + ig¯
(2)
z )β
2 = 0 (3.9)
Combining the above equations we get the condition:
c2 + νc1 = 0 (3.10)
With a simple rescaling of the metric we can then set:
c1 = 1 c2 = −ν (3.11)
3.2 Spinor components in terms of two holomorphic functions
It is possible to use equations (2.55-2.60) to solve for the fields g(1,2) and g¯(1,2):
g(1)z − ig(2)z =
2α2
(αα∗)2 − (ββ∗)2 +
2β
α∗
Dz ln
(αα∗ + ββ∗
αα∗ − ββ∗
)
(3.12)
g¯(1)z − ig¯(2)z =
2β∗2
(αα∗)2 − (ββ∗)2 +
2α∗
β
Dz ln
(αα∗ + ββ∗
αα∗ − ββ∗
)
(3.13)
g(1)z + ig
(2)
z = 4
α∗
β
Pz (3.14)
g¯(1)z + ig¯
(2)
z = 4
β
α∗
P¯z (3.15)
Substituting these expressions into (2.64-2.65) gives two equations:(
Dz − iωz − iqz
)
β2 − α∗2Pz = 0 (3.16)(
Dz − iωz + iqz
)
α∗2 − β2P¯z = 0 (3.17)
It is now convenient to use the expressions (A.6):
Pz =
1
2
(
Dzφ+ ie
φDzχ
)
(3.18)
qz = −1
2
eφDzχ (3.19)
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We also use the spin connection and spacetime coordinates (2.54). Equation (3.16) then
becomes: (
∂w +
∂wρ
ρ
+
i
2
eφ∂wχ
)
β2 − α
∗2
2
eφ∂w
(
e−φ + iχ
)
= 0 (3.20)(
∂w +
∂wρ
ρ
− i
2
eφ∂wχ
)
α∗2 − β
2
2
eφ∂w
(
e−φ − iχ) = 0 (3.21)
Taking appropriate linear combinations simplifies the system to:
∂w ln
[
ρeφ/2
(
β2 − α∗2)] = 0 (3.22)
∂w ln
[
ρe−φ/2
(
β2 + α∗2
)]
= −iβ
2 − α∗2
β2 + α∗2
eφ∂wχ (3.23)
These equations are solved by:
α∗2 = − k¯
ρ
sinh(λ¯+ Φ)− i k¯
2ρ
eλ¯−Φχ (3.24)
β2 =
k¯
ρ
cosh(λ¯+ Φ)− i k¯
2ρ
eλ¯−Φχ (3.25)
Note that the spinors β and α∗ transform with weight (−1
2
, 0) with respect to the SO(2)
frame rotations. Since ρ has weight (1
2
, 1
2
) it follows that k¯ has weight (−1
2
, 1
2
) ∼ (0, 1) and
that eλ has weight (0, 0). We have redefined the dilaton as
φ = −2Φ (3.26)
3.3 Reduction to one equation
To simplify (2.63) and (2.66) we eliminate hz using (2.61-2.62) in (3.16-3.17).
4hz + Pz
α∗2
β2
− P¯z β
2
α∗2
= 0⇒ 2hz = Dz ln α
∗
β
+ iqz (3.27)
Plugging the above expression for the fluxes into (2.63, 2.66) gives another system of differ-
ential equations.
Dz ln
(α2α∗
β
)
+ iωz − ββ
∗
αα∗
Dz ln
(αα∗ + ββ∗
αα∗ − ββ∗
)
− αβ
∗
(αα∗)2 − (ββ∗)2 = 0 (3.28)
Dz ln
(ββ∗2
α∗
)
+ iωz − αα
∗
ββ∗
Dz ln
(αα∗ + ββ∗
αα∗ − ββ∗
)
− αβ
∗
(αα∗)2 − (ββ∗)2 = 0 (3.29)
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Note that the axion and dilaton have dropped out of this system. Furthermore, this system
is actually linearly dependent since the difference of the two equations is automatically true.
The sum of the two equations can be simplified to
∂w ln
( α
β∗ρ
)− |α|4 + |β|4|α|4 − |β|4∂w ln |β|2|α|2 − αβ∗ρ|α|4 − |β|4 = 0 (3.30)
Using the spinor expressions (3.25) and defining the following field
eψ = −i ρ
3α∗β
|k|2 cosh(λ− λ¯) = i
ρα∗β
|α|4 − |β|4 (3.31)
we can further reduce the equation to:
∂wψ + ie
ψ¯ = 0 (3.32)
The general solution is shown to be:
eψ = −1
i
∂w¯H
H
, eψ¯ =
1
i
∂wH
H
(3.33)
Using the definition (3.31) we can solve the condition on the holomorphic function σ that
was found in section 3.1 in terms of the arbitrary harmonic function H :
eψ−ψ¯ = −α
∗β
αβ∗
= −σ
σ¯
⇒ σ = const
∂wH
(3.34)
From now on we will set the constant to one. H is an arbitrary harmonic function which
parameterizes the solution. Plugging σ into (3.5) gives the K3 metric factor:
f 43 =
(∂w¯H)
2
ρ2α∗2β2
=
ρ4H2
|k|4 cosh2(λ− λ¯)
=
4(∂w¯H)
2
k¯2
(
e−2λ¯−2Φ − e2λ¯+2Φ − e2λ¯−2Φχ2 − 2ie−2Φχ
) (3.35)
We used (3.33) and (3.31) in obtaining the second equality. The third equality is obtained
using the relation:
α∗2β2 =
k¯2
4ρ2
(
e−2λ¯−2Φ − e2λ¯+2Φ − e2λ¯−2Φχ2 − 2ie−2Φχ
)
(3.36)
which follows from (3.25). Equation (3.35) determines ρ in terms of the two holomorphic
functions, the axion and the dilaton.
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At this point, spinor components, fluxes and all the metric factors are known in terms of
dilaton, axion, two holomorphic functions and one harmonic function. The BPS equations
on their own are underdetermined and the Bianchi identities are necessary to constrain axion
and dilaton.
The benefit of hindsight allows us to say that the extra condition is obtained from the
Bianchi identity for the five-form in the K3 directions.
3.4 Five-form Bianchi identity
The reduction of (A.10) in components along the K3 directions yields
∂z¯
(
f 43ρh˜z
)− ∂z(f 43ρh˜z¯) = 0 (3.37)
We can find a convenient expression for h˜z = −ihz using equations (2.61), (2.55), (3.18) and
(3.5):
f 43ρh˜z =
i
4
∂wf
4
3 +
i
2
∂w¯H
ρ2β4
ρPz =
i
4
∂wf
4
3 −
i
2
∂w¯H
ρ2β4
(
∂wΦ− i
2
e−2Φ∂wχ
)
(3.38)
Plugging in (3.25) we can rewrite the above equation as a total derivative:
f 43ρh˜z = i∂w
(
f 43
4
+ ϑ5
)
, ϑ5 =
(∂w¯H)
2e−2λ¯/k¯2
e2Φ + e−2λ¯ − iχ =
e−Φ−λ¯α∗2ρf 43
2k¯
(3.39)
The Bianchi identity then leads to the condition:
∂w∂w¯
(
f 43
4
e−2ΦRe
(
e−2λ
))
= 0 (3.40)
This condition is not automatic and gives us a restriction on the dilaton and axion (hidden
within the metric factor f3) in terms of a new harmonic function hˆ defined as
1
4
f 43 e
−2Φ(e−2λ + e−2λ¯) = hˆ (3.41)
3.5 Complete local solution
We now have two equations for f3 involving holomorphic functions, the dilaton and the axion
only, (3.41) and (3.35). We can use them to obtain an equation for the dilaton and the axion,
together with its complex conjugate:
(e−2λ¯ − iχ)2 − e4Φ = (∂w¯H)
2
e2λ¯k¯2
e−2λ + e−2λ¯
hˆ
(3.42)
(e−2λ + iχ)2 − e4Φ = (∂wH)
2
e2λk2
e−2λ + e−2λ¯
hˆ
(3.43)
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To simplify notation, we redefine our holomorphic functions as follows:
B =
∂wH
eλk
, A = e−2λ (3.44)
From the assignments of weights under SO(2) frame rotation in section 3.2, it follows that
k and ∂wH are forms of the same weight and hence both A and B have vanishing weight.
The following combinations of the metric factors have simple expressions in terms of α
and β:
f 21 − f 22 = 4|αβ|2 =
e−2Φ
ρ2
A+ A¯
hˆ
|∂wH|2 (3.45)
f 21 + f
2
2 = 2
(|β|4 + |α|4) = e−2Φ
2ρ2
A+ A¯
|B|2hˆ
(
(A+ A¯)hˆ−B2 − B¯2
)
(3.46)
At this point we are able to find convenient expressions for all bosonic fields. The solutions
for χ and Φ are
χ =
1
2i
(B2 − B¯2
hˆ
− A+ A¯
)
(3.47)
and
e4Φ =
1
4
(
A+ A¯− (B + B¯)
2
hˆ
)(
A+ A¯− (B − B¯)
2
hˆ
)
(3.48)
The expression for the metric factor f3 becomes
f 43 = 4
e2Φhˆ
A+ A¯
(3.49)
Equation (3.49) and the second expression of (3.35), rewritten in terms of the new holomor-
phic functions, give the new form of ρ:
ρ4 = e2Φhˆ
|∂wH|4
H2
A+ A¯
|B|4 (3.50)
We then obtain the following expressions for the metric factors:
f 21 =
e−2Φ
2f 23
|H|
hˆ
(
(A+ A¯)hˆ− (B − B¯)2
)
(3.51)
f 22 =
e−2Φ
2f 23
|H|
hˆ
(
(A+ A¯)hˆ− (B + B¯)2
)
(3.52)
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In appendices E and F it is shown that for a solution of the BPS equations and Bianchi
identity (3.40), the remaining Bianchi identities and equations of motion are automatically
satisfied. Since this is the case, we can derive the two-form potentials along the two-sphere
by rewriting the three-form field strengths as total derivatives.
f 22ρe
−ΦRe(g(2))z = ∂wb(2) (3.53)
f 22ρe
ΦIm(g(2))z + χf
2
2ρe
−ΦRe(g(2))z = ∂wc(2) (3.54)
The potentials written in terms of our holomorphic and harmonic functions are
b(2) = −i H(B − B¯)
(A+ A¯)hˆ− (B − B¯)2 + h˜1, h˜1 =
1
2i
∫
∂wH
B
+ c.c. (3.55)
c(2) = − H(AB¯ + A¯B)
(A+ A¯)hˆ− (B − B¯)2 + h2, h2 =
1
2
∫
A
B
∂wH + c.c. (3.56)
The Maxwell charges related to the RR and NS-NS three form are defined as
qNS =
∫
S3
e−ΦRe(G), qRR =
∫
S3
eΦIm(G) (3.57)
and can be calculated from (3.53) and (3.54).
A four-form potential can also be defined for the five-form field strength. The components
along AdS2 × S2 and K3 are related by self-duality and we give the one along K3:
f 43ρh˜z = ∂wCK CK = −
i
2
B2 − B¯2
A+ A¯
− 1
2
h˜ (3.58)
Here h˜ is the harmonic function conjugate to hˆ so that ∂wh˜ = −i∂whˆ. Note that the harmonic
function h˜ should not be confused with h˜z. Some details of the derivations are provided in
Appendix E.
In summary, our solution is determined by two independent holomorphic functions A,
B and two independent harmonic functions hˆ and H. Alternatively, since A ± A¯ are dual
harmonic functions and B±B¯ are dual harmonic functions , we can parameterize our solution
in terms of four independent harmonic functions. The conditions guaranteeing the regularity
of f 21 , f
2
2 , and e
Φ are discussed in section 4.3.
4 Regularity and half-BPS Janus solution
In this section we discuss the conditions imposed by regularity on our solutions. In particular,
we will restrict our analysis to the case in which Σ is a genus zero Riemann surface with a
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single boundary and the functions H, hˆ, A and B admit only singularities of a certain class
on Σ. We will present simple Janus deformations of the three parameter family of AdS3×S3
vacua and general expressions for regular solutions having three or more AdS3× S3 regions.
4.1 Symmetries of the solutions
The analysis of the regular BPS solutions can be simplified by using the symmetries of the
theory. First of all, we note that we can rescale the harmonic functions as:
B → cB, hˆ→ c2hˆ, H → cH (4.1)
leaving all fields unchanged provided that we change the constant in (3.34) by a factor of
c−1. Similarly, the we can rescale the harmonic function H as:
H → cH (4.2)
and find that the metric factors and two-form potentials change only by an overall scale if
we also multiply the constant in (3.34) by a factor of c.
Moreover, the SL(2, R) symmetry of type IIB supergravity maps regular supersymmetric
solutions into different regular supersymmetric solutions and has a simple action on our
harmonic functions. S-duality, acting as τ → −1/τ on the axion-dilaton system, transforms
the harmonic and holomorphic functions as:
A→ 1
A
, B → iB
A
, hˆ→ hˆ− B
2
A
− B¯
2
A¯
(4.3)
The scale symmetry τ → a2τ acts as:
A→ a2A, B → aB (4.4)
and the shift symmetry τ → τ + b has the action:
A→ A− ib (4.5)
Our solutions also display several discrete symmetries. In particular the discrete transfor-
mation:
B → −B, H → −H (4.6)
leaves all the fields unchanged while the transformation:
H → −H (4.7)
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simply flips the sign of all the two-form potentials while leaving dilaton, axion, metric factors
and the four-form potential invariant.
Finally, the transformation:
A→ −A, hˆ→ −hˆ (4.8)
flips the sign of the R-R potentials while leaving the NS-NS potentials and the other fields
and metric factors unchanged.
4.2 AdS3 × S3 vacua
The AdS3 × S3 slicing into AdS2 × S2 spaces is given in [14] and corresponds to the metric
factors:
f 21 = cosh
2 x, f 22 = sin
2 y, ρ = 1, f3 = const (4.9)
where x and y are the real and imaginary part of w and the AdS3 and S
3 spaces both have
unit radius. With this parameterization, the surface Σ corresponds to a strip in the complex
plane:
x ∈ (−∞,+∞), y ∈ [0, pi] (4.10)
and the boundary ∂Σ is given by the lines y = 0 and y = pi. The dilaton and axion assume
constant values and our vacua solutions are charged under the three-form anti-symmetric
tensor fields.
In order to derive expressions for the harmonic functions corresponding to the vacua
solutions, we first use equation (3.25) and (3.49) to get the relations:
A = e−2λ = e2Φ
β∗2 + α2
β∗2 − α2 − iχ (4.11)
B = f 23 e
Φ αβ
∗
β∗2 − α2 (4.12)
hˆ =
f 43
4
e−2Φ(A+ A¯) (4.13)
Moreover, H has a simple expression in terms of the metric factors while the spinor compo-
nents α and β are determined from the metric factors up to a constant phase:
H2 = f 21 f
2
2 f
4
3 , |α|2 =
f1 − νf2
2
, |β|2 = f1 + νf2
2
(4.14)
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Using the relations (4.11-4.14) it is possible to show that the following functions lead to
AdS3 × S3 vacua:
H = −i sinhw + c.c. (4.15)
A = −i2 sin γ + cos γ sinhw
cos γ − sin γ sinhw − iδ (4.16)
B = −i coshw
cos γ − sin γ sinhw (4.17)
hˆ =
A+ A¯
2
(4.18)
The real parameters δ and  are related to the values of dilaton and axion:
eΦ = , χ = δ (4.19)
It is easy to see that the harmonic functions H, hˆ, A + A¯ and B + B¯ all obey Dirichlet
boundary conditions for y = 0 and y = pi.
The harmonic function H is singular for x→ ±∞ while, for generic values of the param-
eters, A+ A¯, B + B¯ and hˆ will vanish for x→ ±∞ and have singularities for:
sinhx = cot γ , y = 0 and sinhx = − cot γ , y = pi (4.20)
The functions H, A + A¯ and hˆ do not have zeros in the bulk of Σ while the holomorphic
function B vanishes for w = ipi/2.
The charges of the solutions can be obtained finding the flux of the three-form anti-symmetric
tensor fields on the three-sphere, which corresponds to a curve on Σ starting on the y = 0
boundary and ending on the y = pi boundary (as shown in Figure 1). The integral of each
three-form field along the curve is equal to the change in potential between the two endpoints.
In conclusion we get for the Maxwell charges
qRR = c
(2)(y = pi)− c(2)(y = 0)− χ(b(2)(y = pi)− b(2)(y = 0))
= pi sin γ (4.21)
qNS = b
(2)(y = pi)− b(2)(y = 0)
= pi
cos γ

(4.22)
In particular, a pure R-R solution can be obtained with γ = pi/2 and has poles on the
imaginary axis for y = 0 and y = pi.
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Figure 1: Change of coordinates mapping the strip into the upper half plane.
The harmonic functions (4.15)- (4.18) depend on three parameters, we have however set
the volume of K3 as well as an overall scale to one for simplicity. In addition the dual
harmonic function to hˆ contains a constant related to the value of C4 on K3. Hence the
vacuum solutions depend on six independent parameters.
4.3 Regularity analysis
At this stage, it is useful to introduce the new variable u = ew. This change of coordinates
maps the strip into the upper half-plane with the real axis Imu = 0 as the boundary of Σ
together with a point at infinity (as shown in Figure 1).
It is easy to see that the holomorphic functions in the previous section become rational
functions with simple poles of order one when expressed in terms of u.
In this paper we will restrict our analysis to regular solutions for which the Riemann surface
Σ has genus zero and a single boundary component deferring the more general analysis to
future work. Under this assumption we can always find a change of coordinates mapping Σ
into the upper half-plane.
Moreover, we will analyze only regular solutions with AdS3 × S3 asymptotics. We will also
restrict our analysis to the case in which the holomorphic functions A, B and the holomorphic
part of H and hˆ only admit simple poles of order one.
In order to avoid curvature singularities and in analogy with similar work in [19] and [18],
we will consider only solutions in which:
• the radius of the AdS2 slice, given by the metric coefficient f1, is non-zero and finite
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everywhere except at most isolated singular points. The singularities correspond to
AdS3×S3 asymptotic regions. It is unclear whether there is a different class of regular
solutions which do not respect this condition and hence have different asymptotics.
• the radius of the two-sphere, given by f2, is finite on Σ and zero on the boundary. The
boundary is defined as the locus in which f2 vanishes except at most a set of isolated
points.
• the volume of the K3 manifold (given by f3) and the dilaton are finite and non-zero
everywhere.
We can use the expressions (3.51),(3.52) and (3.49) to prove that:
f 21 f
2
2 f
4
3 = H
2 (4.23)
Since f2 = 0 on ∂Σ, it follows that H must vanish identically on the boundary. We can see
from (3.51) that, in order for f1 to be finite on the boundary we need hˆ to vanish identically
as well. Moreover, given the relation (3.49), we need A + A¯ to vanish in order to have a
non-zero value for f3. Finally, because of the factor of (A+ A¯)hˆ− (B+ B¯)2 in the expression
(3.52), we need B+B¯ to vanish as well to avoid a negative value for f 22 close to the boundary.
In conclusion we get that:
hˆ = (A+ A¯) = (B + B¯) = H = 0 on ∂Σ (4.24)
That is, the real harmonic functions H, hˆ, A + A¯ and B + B¯ all obey Dirichlet boundary
conditions, where all harmonic function go to zero with the same rate as the argument
approaches the boundary. It follows that the conjugate harmonic functions −i(A− A¯) and
−i(B− B¯) obey Neumann boundary conditions. The conditions (4.24) can be automatically
satisfied if the harmonic functions with Dirichlet boundary conditions are taken in the form
if(u)− if(u¯) (4.25)
where f is a real analytic function so that f(u)∗ = f(u¯).
Turning our analysis to singular points and zeros of the harmonic functions, it is possi-
ble to prove several necessary conditions to avoid a singularity in the solution. In all the
solutions we construct in the next sections these conditions, together with Dirichlet bound-
ary conditions, are also sufficient and regularity close to singularities and zeros determines
regularity everywhere in the bulk of Σ.
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R1: The harmonic functions A+A¯, B+B¯ and hˆ must have common singularities
In order to have a finite value for f3 we need A+ A¯ and hˆ to have common singularities
according to equation (3.49). Moreover, we can see from expression (3.52) that if A+ A¯ and
hˆ are singular, we need B + B¯ to be singular as well so that:
A+ A¯− (B + B¯)
2
hˆ
→ 0 (4.26)
If we expand our harmonic and holomorphic functions in the vicinity of a singularity as:
A = i
cA
u− u0 + ibA + . . . (4.27)
B = i
cB
u− u0 + ibB + . . . (4.28)
hˆ = i
cˆ
u− u0 + ibˆ+ · · ·+ c.c. (4.29)
then equation (4.26) gives a relation between the residues which needs to be satisfied:
cAcˆ = c
2
B (4.30)
R2: No singular points in the bulk of Σ
To prove this we can expand our harmonic functions in the vicinity of a common singu-
larity as in equation (4.27-4.29). We then introduce the new coordinates reiφ = u− u0 in a
neighborhood of the singular point and rewrite the harmonic functions as:
A+ A¯ = 2cA
sinφ
r
− 2Imba + . . . (4.31)
With similar expressions for the other functions. It follows from equation (4.31) that there
exists a curve C on which A + A¯ vanishes at least in a neighborhood of the singularity. In
order to preserve the positivity of f 43 and e
4Φ, the other two harmonic functions B + B¯ and
hˆ must vanish on C as well. Since the ratio of metric factors can be expressed as:
f 22
f 21
=
(A+ A¯)hˆ− (B + B¯)2
(A+ A¯)hˆ− (B − B¯)2 (4.32)
it follows that f2/f1 = 0 on C, that is either f2 = 0 or f1 →∞ on the curve C. The metric
factor f1 can have singularities only in isolated points and the boundary ∂Σ is defined as the
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locus in which f2 = 0, therefore the singular point must be on the boundary. With a similar
argument we can show that any singularity of H must be on the boundary as well.
As we will see in the next sections, the absence of singularities in the bulk forces the D3 and
D7 brane charges to be zero in case of a regular solution with a single boundary component.
R3: The functions A+ A¯, hˆ and H cannot have any zero in the bulk of Σ
The positivity of f3 and e
4Φ demands that if A + A¯ or hˆ have a zero then the zero is
common to A + A¯, hˆ and B + B¯. The existence of a curve of zeros of A + A¯ or hˆ can be
excluded with an argument similar to the one of the previous paragraph: since f1 can have
singularities at most in isolated points, f2 must vanish on the curve and the curve is just
part of the boundary. With an analogous argument we can exclude the existence of a curve
of zeros of H.
The existence of isolated zeros of the harmonic functions can be ruled out because the zero
would be a global minimum in the bulk of Σ and, due to the maximum principle for harmonic
functions, the harmonic function would have to be constant everywhere on Σ.
Similarly, it is possible to use the maximum principle to prove that an harmonic function
does not change sign in the bulk only if all the residues of its holomorphic part have the same
sign. Moreover, since hˆ, H and A + A¯ cannot change sign we can use the transformations
(4.7-4.8) to set them to be positive everywhere on Σ.
An expansion of the harmonic functions hˆ, H and A+A¯ close to the boundary Im(u) = 0
can be used to show that the absence of any zeros in the bulk implies that all three harmonic
functions vanish like Im(u) as Im(u)→ 0.
R4: The holomorphic functions B and ∂uH must have common zeros
The two-dimensional curvature scalar can be expressed as:
RΣ = −4∂u∂u¯ log ρ
ρ2
(4.33)
In order to avoid a curvature singularity we need ρ to be strictly positive everywhere on Σ.
In particular, since H, hˆ and A + A¯ vanish only on the boundary, equation (3.50) implies
that B must have all the zeros of ∂uH.
A separate analysis is required for the case of points which are zeros of B but not zeros of
∂uH: in these points the metric factor ρ is singular whileRΣ vanishes. These zeros correspond
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Figure 2: Dilaton and axion profiles for a Janus deformation with ψ = 1/2 and θ = 0. The
parameters k and L have been set to one.
to AdS2×S2×S1×R asymptotic regions and their analysis will be deferred to further work.3
4.4 Simple R-R Janus deformations
In this section we look for a simple Janus deformation in which each of the harmonic functions
has two singular points. We can see from equation (4.22) that for the R-R AdS3×S3 vacuum
the harmonic functions A+A¯, B+B¯ and hˆ have singularities on the imaginary axis at y = 0
and y = pi while the harmonic function H has singularities for x→ ±∞. We can look for a
Janus deformation having poles in the same positions. This leads us to the ansatz:
H = − i
2
(
c1e
w − c2e−w
)
+ c.c. (4.34)
A = i
c3 + c4 coshw
sinhw
+ ib1 (4.35)
B = i
c5 + c6 coshw
sinhw
+ ib2 (4.36)
hˆ = i
c7 + c8 coshw
sinhw
+ c.c. (4.37)
3This solution is reminiscent of the ones found in [44] in a different context.
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Next, we can use the scale symmetry (4.1) to set c3 = c6c7. We can also redefine the other
coefficients as:
c4 → c6c4, c7 → c7
c6
, c8 → c8
c6
(4.38)
The regularity condition R4 implies that:
c5 = 0, b2 = c6
c1 − c2
c1 + c2
(4.39)
while equation (4.30) gives:
c8 = −c4, c27 − c24 = c26 (4.40)
Redefining c1 = Le
ψ, c2 = Le
−ψ, c7 = k cosh θ, c4 = k sinh θ, c6 = k and b1 = b we get a five
parameters set of solutions4. In conclusion, the harmonic functions are:
H = −iL sinh(w + ψ) + c.c. (4.41)
A = ik2
cosh θ + sinh θ coshw
sinhw
+ ib (4.42)
B = ik
cosh(w + ψ)
coshψ sinhw
(4.43)
hˆ = i
cosh θ − sinh θ coshw
sinhw
+ c.c. (4.44)
It is easy to see that the parameters b and k correspond to SL(2, R) transformations
keeping the NS-NS charge to zero. Specifically, the scale transformation changes k by an
overall constant while the shift transformation acts as a shift of b. Similarly, the parameter
L corresponds to the transformation (4.2) and can be used to fix the radius of one of the
two AdS3 regions.
On the other side, the parameters θ and ψ determine a different value for dilaton and
axion in the two asymptotic regions. Dilaton and axion profiles for Janus deformations with
ψ 6= 0, θ = 0 and ψ = 0, θ 6= 0 are plotted in figure 2 and figure 3 respectively.
We have (relatively) simple expressions for the dilaton and axion:
e4Φ = k4
cosh2(x+ ψ)sech2ψ +
(
cosh2 θ − sech2ψ) sin2 y(
coshx− cos y tanh θ)2 (4.45)
χ = −k
2
2
sinh 2θ sinhx− 2 tanhψ cos y
coshx cosh θ − cos y sinh θ − b (4.46)
4As was the case for the vacuum solution we have set the volume of K3 to one and do not display the
constant in the harmonic function dual to hˆ.
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Figure 3: Dilaton and axion profiles for a Janus deformation with ψ = 0 and θ = 1/2. The
parameters k and L have been set to one.
The metric factors are:
ρ4 = L2
e2Φ
k2
cosh2 x cosh2 θ − cos2 y sinh2 θ
cosh2(x+ ψ)
cosh4 ψ (4.47)
f 43 = 4
e2Φ
k2
coshx cosh θ − cos y sinh θ
coshx cosh θ + cos y sinh θ
(4.48)
Note that the above expressions are manifestly regular. The profiles for the metric factors
for a Janus deformation with ψ 6= 0 and θ 6= 0 are plotted in Figure 4. The value of the K3
part of the four-form potential in the asymptotic regions is given by the function h˜ since the
first term of equation (3.58) vanishes for x→ ±∞:
Ck =
1
2
sinh 2θ sinhx+ 2 tanhψ cos y
coshx cosh θ + cos y sinh θ
(4.49)
Finally, the R-R charge of these solutions is equal to:
qRR = pikL cosh θ coshψ (4.50)
While the NS-NS charge is equal to zero as expected for a pure R-R solution.
We can also compute the D3 brane charge calculating the flux of the five-form anti-
symmetric tensor field over a five-dimensional closed surface of the form K3 × C where C is
a closed curve in the bulk of Σ. Since Σ is simply connected and the harmonic functions do
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Figure 4: Metric factors for a Janus deformation with ψ = θ = 1/2, L = k = 1 and b = 0.
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not admit any singularity in the bulk, C is contractible and the D3 brane charge must be
zero. Similarly, the D7 brane charge must vanish as well.
φ0− φ
0
+ Jump
e2Φ k2(1− tanhψ) k2(1 + tanhψ) 2k2 tanhψ
χ k2 sinh θ − b −k2 sinh θ − b −2k2 sinh θ
f 43 4(1− tanhψ) 4(1 + tanhψ) 8 tanhψ
CK − sinh θ sinh θ 2 sinh θ
Table 2: Different asymptotic values for scalars and metric factors.
Note that the θ deformation leaves the dilaton and f3 invariant while the axion has
different values in the two AdS3× S3 regions. Similarly the ψ deformation produces a jump
in Φ and f3 only. The asymptotic values for the dilaton, axion and metric factors are given
in Table 2.
We can see that the combinations:
e−2Φf 43 and χ+ k
2CK (4.51)
have the same values in the two asymptotic regions. The fields approach their constant
values in the two asymptotic regions as follows:
φ = φ0− + φ
1
−(y)e
x + . . . for x→ −∞ (4.52)
φ = φ0+ + φ
1
+(y)e
−x + . . . for x→∞ (4.53)
The profile functions φ1±(y) for the different fields are listed in Table 3.
4.5 NS-NS Janus Deformations
The SL(2, R) symmetry can be used to generate Janus solutions with non-zero NS-NS charge.
In particular, all regular Janus solutions with two asymptotic regions can be obtained ap-
plying an SL(2, R) transformation to the pure R-R solution from the previous section.
The S-duality transformation maps the R-R solution to a solution charged only under the
three-form NS-NS fields. Using the transformation (4.3) we get the following expressions for
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φ1−(y) φ
1
+(y)
e2Φ 2k2(1− tanhψ) tanh θ cos y 2k2(1 + tanhψ) tanh θ cos y
χ 2k2sechθ cos y(tanhψ + sinh2 θ) 2k2sechθ cos y(tanhψ − sinh2 θ)
f 43 −8(1− tanhψ) tanh θ cos y −8(1 + tanhψ) tanh θ cos y
CK 2sechθ cos y(tanhψ + sinh
2 θ) 2sechθ cos y(tanhψ − sinh2 θ)
Table 3: φ1±(y) for scalars and metric factors.
the harmonic functions:
H = −iL sinh(w + ψ) + c.c. (4.54)
A =
−i sinhw
k2 sinh θ coshw + k2 cosh θ + b sinhw
(4.55)
B =
i cosh(w + ψ)sechψ
k2 sinh θ coshw + k2 cosh θ + b sinhw
(4.56)
hˆ =
i
sinhw
(
cosh θ − sinh θ coshw − (tanhψ sinhw + coshw)
2
k2 sinh θ coshw + k2 cosh θ + b sinhw
)
+ c.c. (4.57)
These functions have singularities for:
ew = −cosh θ ±
√
b2/k4 + 1
sinh θ + b/k2
(4.58)
The singular points are located on the y = 0 and y = pi boundaries, but their positions now
depend on the parameters. These solutions have NS-NS three-form charge equal to:
qNS = −pikL cosh θ coshψ (4.59)
and vanishing R-R charges. The expressions for the metric factors and the four-form potential
are invariant under the S-duality transformation. Using S-duality it is easy to see that the
following fields combinations:
(e−2Φ + χ2e2Φ)f 43 ,
χ
e4φ + χ2
− k2CK (4.60)
have the same values in the two asymptotic regions.
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4.6 Multi-pole solutions
In this section we will use the conditions for regularity from section 4.3 to find a general
ansatz for solutions having n AdS3×S3 regions. The relevant holomorphic functions will be
rational functions in the variable u and the position of poles and residues will parameterize
the multi-pole solutions. We start by taking the harmonic function H to be in the form:
H = i
n−1∑
i=1
cH,i
u− xH,i − icH,nu+ c.c. (4.61)
here xH,1 . . . xH,n−1 are the poles of the holomorphic part of H, which also has a pole at
infinity, and cH,1 . . . cH,n are the residues. According to condition R2, the poles must be
taken on the real axis while condition R3 determines the residues to be all positive. With
a change of coordinates on Σ we can set the position of a pole at infinity, xH,1 = 0 and
xH,2 = 1 bringing down the total number of parameters to 2n− 3.
Similarly, we can take the function A in the form:
A = i
2n−2∑
i=1
cA,i
u− xA,i + ib (4.62)
As before, xA,1 . . . xA,2n−2 and xA,1 . . . xA,2n−2 are the poles and residues of A. The xA,i must
be real since A cannot have any zeros in the bulk and the residues must be all positive.
At this point, the regularity conditions completely determines the other functions. Be-
cause of conditions R4 and R1, the function B must have the same zeros of ∂uH and the
same poles of A. These requirements fix its form up to an overall constant which can be set
to one with the symmetry (4.1):
B =
∏n−1
i=1 (u− xH,i)2∏2n−2
i=1 (u− xA,i)
∂uH (4.63)
With this definition, the function B + B¯ must have at least a curve of zeros in the bulk of
Σ. To show this property, we first note that ∂uH can be expressed as:
∂uH = −i
( n−1∑
i=1
cH,i
(u− xH,i)2 + cH,n
)
(4.64)
Since ∂uH is a rational function with a polynomial of degree 2n − 2 as numerator, the
fundamental theorem of algebra guarantees that it must have 2n − 2 zeros. If we restrict
u to the real axis, the term in brackets in equation (4.64) is strictly positive because the
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residues cH,i are all positive, therefore ∂uH cannot have any zero on the real axis and all
the zeros must be complex. In particular, since the numerator of ∂uH is a polynomial with
real coefficients, half of the zeros have positive imaginary part and are located in the bulk of
Σ. Since B has common zeros with ∂uH, the harmonic function B + B¯ must have the same
n− 1 zeros in the bulk of Σ. These zeros cannot be isolated due to the maximum principle
for harmonic functions, therefore there must be at least a curve of zeros in the bulk.
Because of the presence of the curve of zeros, B + B¯ changes sign in Σ and the residues of
B cannot all have the same sign.
The function hˆ has the same singularities of A + A¯ according to condition R1 and the
residues are fixed by equation (4.30):
hˆ = i
2n−2∑
i=1
cˆi
u− xA,i + c.c. cˆi =
c2B,i
cA,i
(4.65)
The residues cB,i can be obtained from:
cB,i = lim
u→xA,i
(u− xA,i)B(u) (4.66)
Note that our solution depends on a total of 6n − 4 parameters. Four of these parameters
must still correspond to the SL(2, R) transformations generated by (4.3-4.5) and to the scale
transformation (4.2).
We now need to prove that the harmonic functions (4.61-4.65) provide a solution which
is regular everywhere on Σ. Regularity on ∂Σ is satisfied because the harmonic functions
obey to Dirichlet boundary conditions and respect condition R1 together with equation
(4.30). Note that away from singularities located at the boundary, the harmonic functions
A+ A¯, B + B¯, hˆ, H all vanish linearly in y.
From equation (3.51) we see that f1 is manifestly positive and non-vanishing in the bulk
of Σ. Similarly, according to equation (3.50), ρ is always finite and strictly positive in the
bulk since condition R4 is satisfied. f3 is finite and positive as well because A + A¯ and hˆ
are finite and positive in the bulk. The only non-trivial requirement is coming from the
regularity of the dilaton and of the metric factor f 22 . We must prove that:
(A+ A¯)hˆ− (B + B¯)2 > 0 (4.67)
everywhere on Σ. Using the expressions (4.62-4.65) we can show that:
(A+ A¯)hˆ− (B + B¯)2 = 4y2
2n−2∑
i=1
i−1∑
j=1
cA,ic
2
B,j
cA,j +
cA,jc
2
B,i
cA,i − 2cB,icB,j(
(x− xA,i)2 + y2
)(
(x− xA,j)2 + y2
) (4.68)
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Figure 5: Dilaton and metric factor f3 for a multi-pole Janus deformation. H is singular for
x = 0, 1,∞ with unit residues while A has poles in x = 0,−1, 2 with unit residues and in x = 1
with residue 1/2.
where the diagonal terms with i = j have canceled due to equation (4.26). We then note that
the denominators of the terms in the summation are manifestly positive while the numerators
can be rewritten as squares:
cA,ic
2
B,j
cA,j
+
cA,jc
2
B,i
cA,i
− 2cB,icB,j =
(√ cA,i
cA,j
cB,j −
√
cA,j
cA,i
cB,i
)2
(4.69)
Since B+ B¯ has a curve of zeros in the bulk of Σ, the residues cB,i cannot all have the same
sign and at least one of the terms in the summation (4.68) will be non-zero. Hence, the
left-hand side of equation (4.68) will be strictly positive causing the metric factor f 22 and the
dilaton to be positive everywhere in the bulk.
The profiles of the various fields in case of a solution with three asymptotic regions are
plotted in Figure 5 and Figure 6.
The solutions we have found carry in general D1,D5, as well as NS5 and fundamental
string charges. Regular multi-pole solutions cannot have any D3 and D7-brane charge. The
argument is similar to the one presented in the previous section: the D3 and D7 charges
are constructed integrating the five-form flux and dχ over closed surfaces of the form C ×K3
and C respectively, where C is a closed curve in the bulk of Σ. Since Σ is simply connected
and the harmonic functions do not admit any singularity in the bulk, C is contractible and
the charges are zero. In other words, the back-reacted solutions carrying D3 and D7 charges
are either singular or require a Riemann surface Σ which is not simply connected.
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Figure 6: Metric factors f1 and f2 for a multi-pole Janus deformation. H is singular for x = 0, 1,∞
while A has poles in x = 0,−1, 1, 2.
5 Janus solution and interface CFT
In this section we review the two-dimensional CFT dual of type IIB string theory on AdS3×
S3 ×M4 with self-dual R-R three-form flux. The compactification manifold M4 is either T 4
or K3. A comprehensive review can be found in [45] which we will follow to a large extent.
5.1 Review of the two-dimensional CFT
The AdS3 × S3 ×M4 vacuum with self-dual R-R three-form flux can be obtained by taking
the near-horizon limit of Q1 D1-branes and Q5 D5-branes wrapping M4. The theory living on
the common 1+1-dimensional worldvolume of the D1/D5 bound state is a N = (4, 4) super-
symmetric field theory. Taking the near-horizon limit of the D1-D5 system [1] corresponds
to flowing to the IR fixed point of the N = (4, 4) theory. This fixed point defines the dual
CFT which can more explicitly be described as a 1 + 1-dimensional supersymmetric sigma-
model with target space given by the moduli space of Q1 instantons in a two-dimensional
SU(Q5) gauge theory. The moduli space is 4n-dimensional where n = Q1Q5 (for M4 = T4)
or n = Q1Q5 + 1 (for M4 = K3). This conformal field theory is given by [10, 12, 13] the
smooth resolution of the orbifold CFT of the symmetric product Mn/Sn. For definiteness
we focus on the case where M4 = T
4 in this section. The central charge of the CFT is then
c = 6n = 6Q1Q5. The orbifold T
n
4 /Sn can be constructed by starting with the free field CFT
representing the tensor product T n4 .
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S =
1
4pi
∫
d2z
∑
i,a
(
∂Xi,a∂¯Xi,a + ψi,a∂¯ψi,a + ψ¯i,a∂ψ¯i,a
)
. (5.1)
The indices i = 1, 2, · · · 4, and a = 1, 2, · · ·n parameterize n = Q1Q5 copies of the four torus
T 4.
The global sub-superalgebra of the N = (4, 4) superconformal algebra is SU(1, 1|2) ×
SU(1, 1|2). There are several SU(2) symmetries which will be important in the following
analysis. First of all, the SU(2)R × SU(2)R′ R-symmetry is part of the global superalgebra
and acts on the holomorphic and anti-holomorphic part of the CFT respectively. In addi-
tion, there exists an SU(2)I × SU(2)I′ group of outer automorphisms of the superconformal
algebra.
For holomorphic (and anti-holomorphic) fields each state in the CFT is labelled by the
conformal dimension h (and h′) and its SU(2)R and SU(2)R′ quantum numbers j and j′,
respectively. In addition, states related to the internal structure of the M4 can be charged
with respect to the SU(2)I and SU(2)I′ symmetries.
We now describe the holomorphic side of the CFT with analogous expressions for the
anti-holomorphic side.
The fermionic generators of the SU(1, 1|2) superalgebra are Gα±1/2, Gα†±1/2 with α = 1, 2.
A special class of states is formed by chiral primaries which have h = j and are in short
multiplets of the superalgebra. Chiral primaries are annihilated by half the superconformal
generators, namely
G1−1/2 | φ〉 = 0, G2†−1/2 | φ〉 = 0 (5.2)
Chiral primaries are protected from quantum corrections to their conformal dimension.
For an interface CFT there are two kinds of possible operators which can be added to
deform the theory preserving the interface conformal symmetry. First, exactly marginal
operators of dimension (h, h¯) = (1, 1) can be added to the bulk Lagrangian (possibly with
a position dependent coupling constant). Second, dimension (h, h¯) = (1/2, 1/2) operators
which are localized at the interface can be added. We will now construct these operators
from the chiral primaries in the untwisted and twisted sectors of the CFT.
In the untwisted sector, the chiral primaries with the lowest dimension have (h, h¯) =
(1/2, 1/2). They are constructed from holomorphic and anti-holomorphic fermion bilin-
ears ψiψ¯j. These chiral primaries will transform as (2,2) under the SU(2)R × SU(2)R′
R-symmetry. Acting with non-trivial set of superconformal generators produces descendants
and the bottom components of the supermultiplet have (h, h¯) = (1, 1). This means that they
are marginal operators. These operators all transform as (1,1) under SU(2)R × SU(2)R′ .
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They can be further classified into representations of SU(2)I × SU(2)I′ . The only operator
which transforms as a (1,1) singlet under SU(2)I × SU(2)I′ is of the following form:
O0 =
∑
i,a
∂Xi,a∂¯Xi,a + fermions (5.3)
and is proportional to the Lagrangian density for the untwisted sector.
Other short multiplets come from the twisted sector of the symmetric orbifold. The
twist fields in a symmetric orbifold are labeled by the conjugacy classes of the symmetric
group S(Q1Q5). The simplest twist fields are associated with Z2 twists which exchange
a pair of bosons and fermions, for example xi,1 ↔ xi,2, ψi,1 ↔ ψi,2 while all other fields
remain unchanged. A twist operator is constructed by summing over all elements in a given
conjugacy class. By doing so, one obtains a chiral primary Σ
1
2
, 1
2 with h, h¯ = (1/2, 1/2).
Descendants with (h, h¯) = (1, 1) are obtained by acting with superconformal generators on
the chiral primary. Among the descendants there is one operator T0 transforming as (1,1)
under SU(2)R × SU(2)R′ and (1,1) under SU(2)I × SU(2)I′ . T0 can be obtained from the
following operator product expansion
lim
z→w
(
G2(z)G˜1†(z¯)−G1†(z)G˜2†(z¯))Σ 12 , 12 (w, w¯) = 1
(z − w)(z¯ − w¯)T
0(w, w¯) + · · · (5.4)
There are higher order twist fields associated with other conjugacy classes of Sn, but they
will not be needed here. The interpretation of turning on T0 is that the orbifold CFT will
be deformed by turning on a particular blow-up mode.
In summary, there are five chiral primary states with dimension (h, h¯) = (1/2, 1/2) which
do not transform under SU(2)I × SU(2)I′ : four from the untwisted sector and one from
the twisted sector. Among the superconformal descendants of these states there are two
operators with dimension (h, h¯) = (1, 1) which do not transform under SU(2)I × SU(2)I′
and under SU(2)R × SU(2)R′ . We denote the operator from the untwisted sector as O0 and
the operator from the twisted sector as T0.
5.2 Holographic interpretation of Janus solution
In this section we provide the holographic interpretation of the R-R charged Janus solutions
obtained in the previous section. We recall the relation between the mass of a scalar field in
AdS3 and the conformal dimension of the dual operator in the CFT2.
∆ = 1 +
√
1 +m2 (5.5)
42
Hence a massless field corresponds to a marginal operator with ∆ = 2 and fields which sat-
urate the Breitenlohner-Freedman bound m2 = −1 correspond to operators with conformal
dimensions ∆ = 1. In the following analysis we briefly review the holographic map between
asymptotic behavior of fields near the boundary of AdS3 and the presence of sources and/or
expectation values for the dual operators. For simplicity, we exhibit the map for Euclidean
AdS3:
ds2 =
dz2 + dx21 + dx
2
2
z2
(5.6)
where the boundary is approached as z → 0. A massless field with m2 = 0 and ∆ = 2
behaves near the boundary as
lim
z→0
φ∆=2 ∼ φ0(x) + z2φ1(x) + · · · (5.7)
If φ0 is non-vanishing, a source for the marginal operator dual to the scalar field is turned on.
A non-vanishing φ1 is interpreted as a non-trivial expectation value for the dual operator.
The (global part) of the SU(2)R×SU(2)R′ R-symmetry is realized by the isometry of the
S3 in the AdS3 × S3 vacuum, hence scalar fields transform trivially under the R-symmetry.
Furthermore since the K3 or T
4 are not touched in the ansatz, all fields are neutral with
respect to the SU(2)I1 × SU(2)I2 . Scalar fields which deform the T 4 or K3 will be charged
under the SU(2)I × SU(2)I′ . The four scalars which are present in our ansatz from the
perspective of six-dimensional supergravity (i.e. the theory obtained by compactification
of type IIB on T 4 or K3) are the ten-dimensional dilaton Φ, the axion χ the volume of
T 4 (related to f 43 ) and the four-form potential C4 evaluated along T
4. For a AdS3 × S3
background with self-dual R-R flux, two of these four scalars will become massive and two
will remain massless [49, 50, 51]. It is the two massless fields which we can identify to be
dual to the marginal operators O0 and T0. One finds the relation
O0 ∼ φ6, T0 ∼ χ− C4 (5.8)
where the six-dimensional dilaton is defined by e−2φ6 = e2Φf 43 . In particular, turning on the
operator O0 corresponds to a non-zero value for the parameter ψ in the R-R Janus solution
in section 4.4 while the operator T0 corresponds to a Janus deformation with θ 6= 0.
In the strip coordinates the asymptotic behavior of the AdS3 metric is given by
lim
x→±∞
ds2 ∼ dx2 + e2|x| dz
2 − dt2
z2
+ o(e−2|x|) (5.9)
The behavior of the massless fields (5.8) is given by:
lim
x→±∞
φ∆=2 = φ
0
±;∆=2 + φ
1
±;∆=2(y)e
−2|x| + o(e−4|x|) (5.10)
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where we denote both massless fields given in (5.8) by φ∆=2; the detailed expressions for
φ0±;∆=2 can be obtained from table 2 and φ
1
±;∆=2(y) can be read off from table 3. The two
massless scalar fields take two different values as |x| → ±∞, this means that a different
source for the dual operators will be added in the two half spaces x⊥ > 0 and x⊥ < 0
respectively. We obtain the Lagrangian:
L1 = L0 + Θ(x⊥)c1O0 + Θ(x⊥)c2T0 (5.11)
where L0 is given by (5.1). In general the addition of terms like (5.11) will break the
supersymmetry and it is necessary to add counterterms (5.12) to restore some fraction of it.
Ltotal = L1 + δ(x⊥)O∆=1 (5.12)
Since the defect is one-dimensional the appropriate operator has conformal dimension one
and should correspond to an operator with (h, h¯) = (1/2, 1/2). The exact combination of
operators which appears as a counterterm is determined by the preservation of the super-
symmetry. The analysis of the counterterms on the CFT side and the precise match to the
supergravity solution are left for future work.
6 Discussion
In this paper we have found the general local solutions of type IIB supergravity which
can be viewed as deformations of the AdS3 × S3 × K3 (or T 4) vacuum. The solutions
preserve eight of the sixteen supersymmetries as well as a SO(2, 1) × SO(3) subgroup of
the SO(2, 2)× SO(4) global symmetry of the vacuum. Local solutions are parameterized in
terms of two holomorphic and two harmonic functions.
There is one interesting feature of our solutions that differs from the half-BPS solutions
discovered in other AdS/CFT contexts [17, 20]. The BPS equations alone do not completely
determine the solutions and the Bianchi identity of the self-dual five-form field strength is
necessary to determine all fields in terms of harmonic functions. We showed that non-trivial
solutions exist and presented half-BPS Janus solutions carrying R-R or NS-NS fluxes. The
holographic interpretation of these solutions is given by a superconformal interface theory.
There are quite a few possible applications of these solutions as well as open questions
and directions for future research. It would be interesting to perform an analysis of the
structure of the counterterms similar to what has been done in the N = 4 SYM case
in [16, 47, 48]. The holographic solution suggests that a particular linear combination of
dimension (h, h¯) = (1/2, 1/2) chiral primary operators from the untwisted and twisted sectors
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is localized on the defect. On the field theory side, the supersymmetry variation of the
counterterm is expected to cancel the supersymmetry variation of the bulk which would
become a total derivative and localize on the interface.
Our ansatz for the solution did not turn on the moduli of the K3 or T
4. This can in
principle be done using a ten-dimensional ansatz as well. It is however simpler to consider
the six-dimensional supergravity theory which is obtained by the compactification of type
IIB on K3 (or T
4) [49]. The moduli of K3 or T
4 are scalar fields in the six-dimensional theory
which, together with the universal scalar fields discussed in the present paper, live in a coset
manifold. It would be interesting to analyze possible interface theories where the moduli
take the role of the six-dimensional dilaton and axion and fluxes associated with cycles on
K3 (or T
4) are turned on.
In general it is also possible to have conformal defects in a CFT which carry additional
degrees of freedom localized on the boundary. In AdS3/CFT2 such defects can be realized
by probe branes with AdS2 worldvolume in AdS3. The probe approximation neglects the
back-reaction. As discussed at the end of section 4.6, the presence of other branes and the
associated conserved charges makes it necessary drop some of the requirements which we
have been imposing on the solutions. It would be interesting to explore the possibility of
half-BPS solutions which correspond to completely back-reacted brane solutions.
In the two-dimensional conformal field theory there have been interesting recent devel-
opments (see for example [41, 42, 43]) concerning one-dimensional interfaces. It is an open
question whether some of these developments have a counterpart on the dual supergravity
side. For example, it would be interesting to explore whether there are topological defects
and whether the notion of fusion of defects has a gravitational analogue.
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A IIB supergravity in ten dimensions
In this appendix we gather our conventions for ten-dimensional IIB supergravity. We use the
SU(1,1) formalism of [52]. The bosonic fields are: the metric gµν ; the complex axion-dilaton
scalar B; the complex two-form B
(2)
µν and the real four-form C(4). We introduce composite
fields in terms of which the field equations are expressed simply as follows,
Pµ =
1
1− |B|2∂µB
Qµ =
1
1− |B|2 Im(B∂µB¯) (A.1)
We use form notation for the field strengths: F(3) = dB(2),
G =
1√
1− |B|2 (F(3) −BF¯(3))
F(5) = dC(4) +
i
16
(
B(2) ∧ F¯(3) − B¯(2) ∧ F(3)
)
(A.2)
The scalar field B is related to the complex string coupling τ , the axion χ, and dilaton φ by
B =
1 + iτ
1− iτ τ = χ+ ie
−φ (A.3)
Note that these definitions do not give the standard SL(2, R) invariant form of the fields.
They are however related by a gauge transformation where:
P → e2iθP, Q→ Q+ dθ, G→ e i2 θG (A.4)
with
θ =
1
2i
log
(
1 + e−φ − iχ
1 + e−φ + iχ
)
(A.5)
After this transformation the bosonic fields read
P =
1
2
(
dφ+ ieφdχ
)
, Q = −1
2
eφdχ, G = e−φ/2H3 + ieφ/2
(
F3 − χH3
)
(A.6)
where H3 is the NS-NS three-form field strength and F3 is the R-R three-form field strength.
In general the composite fields P,Q, and G satisfy Bianchi identities given as follows,
0 = dP − 2iQ ∧ P (A.7)
0 = dQ+ iP ∧ P¯ (A.8)
0 = dG− iQ ∧G+ P ∧ G¯ (A.9)
0 = dF(5) − i
8
G ∧ G¯ (A.10)
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The field strength F(5) is required to be self-dual,
F(5) = ∗F(5) (A.11)
Note that the self-duality condition is related to the convention of the ten-dimensional al-
ternating symbol which we choose:
0123456789 = +1, 0123456789 = −1 (A.12)
The field equations are given by,
0 = ∇µPµ − 2iQµPµ + 1
24
GµνρG
µνρ (A.13)
0 = ∇ρGµνρ − iQρGµνρ − P ρG¯µνρ + 2
3
iF(5)µνρστG
ρστ (A.14)
0 = Rµν − PµP¯ν − P¯µPν − 1
6
(F 2(5))µν
−1
8
(Gµ
ρσG¯νρσ + G¯µ
ρσGνρσ) +
1
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gµνG
ρστ G¯ρστ (A.15)
The fermionic fields are the dilatino λ and the gravitino ψµ, both of which are complex Weyl
spinors with opposite ten-dimensional chiralities, given by Γ11λ = λ, and Γ11ψµ = −ψµ. The
supersymmetry variations of the fermions are
δλ = i(Γ · P )B−1ε∗ − i
24
(Γ ·G)ε (A.16)
δψM = Dµε+
i
480
(Γ · F(5))Γµε− 1
96
(Γµ(Γ ·G) + 2(Γ ·G)Γµ)B−1ε∗
The complex conjugation matrix B satisfies BB∗ = 1 and BΓµB−1 = (Γµ)∗.
B Basis of gamma matrices
Our conventions for the gamma matrices equal to the ones used in [19]:
Γµ = γµ ⊗ 12 ⊗ 14 ⊗ 12, µ = 0, 1
Γi = γ(1) ⊗ γi ⊗ 14 ⊗ 12, i = 2, 3
Γl = γ(1) ⊗ γ(2) ⊗ γl ⊗ 12, l = 4, 5, 6, 7
Γa = γ(1) ⊗ γ(2) ⊗ γ(3) ⊗ γa, a = 8, 9 (B.1)
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Where we denote µ = 0, 1 as the AdS2 directions, i = 2, 3 as the S
2 directions, l = 4, 5, 6, 7
as the K3 directions and a = 8, 9 as the Σ directions.
The sets of two-dimensional and four-dimensional gamma matrices are given by
γ0 = −iσ2, γ1 = σ1, γ(1) = σ3 (B.2)
γ2 = σ2, γ3 = σ1, γ(2) = σ
3 (B.3)
γ4 = σ1 ⊗ 12, γ5 = σ2 ⊗ 12, γ6 = σ3 ⊗ σ1 (B.4)
γ5 = σ3 ⊗ σ2 γ(3) = σ3 ⊗ σ3 (B.5)
γ8 = σ1, γ9 = σ2, γ(4) = σ
3 (B.6)
The explicit form of the ten-dimensional Gamma matrices (B.1) is then given by
Γ0 = −iσ2 ⊗ 12 ⊗ 12 ⊗ 12 ⊗ 12
Γ1 = σ1 ⊗ 12 ⊗ 12 ⊗ 12 ⊗ 12
Γ2 = σ3 ⊗ σ2 ⊗ 12 ⊗ 12 ⊗ 12
Γ3 = σ3 ⊗ σ1 ⊗ 12 ⊗ 12 ⊗ 12
Γ4 = σ3 ⊗ σ3 ⊗ σ1 ⊗ 12 ⊗ 12
Γ5 = σ3 ⊗ σ3 ⊗ σ2 ⊗ 12 ⊗ 12
Γ6 = σ3 ⊗ σ3 ⊗ σ3 ⊗ σ1 ⊗ 12
Γ7 = σ3 ⊗ σ3 ⊗ σ3 ⊗ σ2 ⊗ 12
Γ8 = σ3 ⊗ σ3 ⊗ σ3 ⊗ σ3 ⊗ σ1
Γ9 = σ3 ⊗ σ3 ⊗ σ3 ⊗ σ3 ⊗ σ2 (B.7)
the ten-dimensional chirality matrix is given by
Γ11 = γ(1) ⊗ γ(2) ⊗ γ(3) ⊗ γ(4) = σ3 ⊗ σ3 ⊗ σ3 ⊗ σ3 ⊗ σ3 (B.8)
The supersymmetry transformation parameter , dilatino and gravitino satisfy the following
chirality condition:
Γ11 = −, Γ11λ = +λ, Γ11ψµ = −ψµ (B.9)
The complex conjugation matrices and their properties for the gamma matrices γµ, γi, γl
and γa are the same as in appendix A of [19]
B(1) = 12, B
(2) = σ2,
B(3) = σ2 ⊗ σ1, B(4) = σ2 (B.10)
The ten-dimensional complex conjugation matrix is
B = iB(1) ⊗ γ(2)B(2) ⊗B(3) ⊗B(4) = 12 ⊗ σ1 ⊗ σ2 ⊗ σ1 ⊗ σ2 (B.11)
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C Useful formulae for the reduction
Here we gather some formulas for products of gamma matrices which are useful for the
reduction
Γ01 = −γ(1) ⊗ 12 ⊗ 1(4) ⊗ 12 (C.1)
Γ23 = −i 12 ⊗ γ(2) ⊗ 1(4) ⊗ 12 (C.2)
Γ89 = i 12 ⊗ 12 ⊗ 1(4) ⊗ γ(4) (C.3)
Γa01 = −12 ⊗ γ(2) ⊗ γ(3) ⊗ γa (C.4)
Γa23 = −i γ(1) ⊗ 12 ⊗ γ(3) ⊗ γa (C.5)
Γ0123 = i γ(1) ⊗ γ(2) ⊗ 1(4) ⊗ 12 (C.6)
Γ4567 = −12 ⊗ 1(2) ⊗ γ(3) ⊗ 12 (C.7)
Γa0123 = i 1(2) ⊗ 1(2) ⊗ γ(3) ⊗ γa (C.8)
Γa4567 = −γ(1) ⊗ γ(2) ⊗ 1(4) ⊗ γa (C.9)
Γa0123Γµ = i γµ ⊗ 1(2) ⊗ γ(3) ⊗ γa (C.10)
Γa4567Γµ = +γµγ(1) ⊗ γ(2) ⊗ 1(4) ⊗ γa (C.11)
Γa0123Γi = i γ(1) ⊗ γi ⊗ γ(3) ⊗ γa (C.12)
Γa4567Γi = 12 ⊗ γiγ(2) ⊗ 1(4) ⊗ γa (C.13)
Γa0123Γl = −i γ(1) ⊗ γ(2) ⊗ γlγ(3) ⊗ γa (C.14)
Γa4567Γl = −12 ⊗ 12 ⊗ γl ⊗ γa (C.15)
Γa0123Γb = i γ(1) ⊗ γ(2) ⊗ 1(4) ⊗ (δab12 + iabγ(4)) (C.16)
Γa4567Γb = −12 ⊗ 12 ⊗ γ(3) ⊗ (δab12 + iabγ(4)) (C.17)
ΓµΓa01 + 2Γa01Γµ = −3γµ ⊗ γ(2) ⊗ γ(3) ⊗ γa (C.18)
ΓµΓa23 + 2Γa23Γµ = i γµγ(1) ⊗ 12 ⊗ γ(3) ⊗ γa (C.19)
ΓiΓa01 + 2Γa01Γi = γ(1) ⊗ γiγ(2) ⊗ γ(3) ⊗ γa (C.20)
ΓiΓa23 + 2Γa23Γi = −3i 12 ⊗ γi ⊗ γ(3) ⊗ γa (C.21)
ΓlΓa01 + 2Γa01Γl = γ(1) ⊗ 12 ⊗ γlγ(3) ⊗ γa (C.22)
ΓlΓa23 + 2Γa23Γl = i 12 ⊗ γ(2) ⊗ γlγ(3) ⊗ γa (C.23)
ΓbΓa01 + 2Γa01Γb = −γ(1) ⊗ 12 ⊗ 1(4) ⊗ (3δab12 + iabγ(4)) (C.24)
ΓbΓa23 + 2Γa23Γb = −i 12 ⊗ γ(2) ⊗ 1(4) ⊗ (3δab12 + iabγ(4)) (C.25)
Where the following relation was used γaγb = δab12 + i
abγ(4) with 
89 = +1, 98 = −1.
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D Killing spinors on AdS2 and S
2 and K3
Following the general philosophy for the half-BPS Janus solutions found in [17, 19], the
supersymmetry parameters a should be expanded in terms of Killing spinors on AdS2 and
S2 since a less symmetric choice would break additional supersymmetries.
D.1 Killing spinors for AdS2
There are two possible equations for Killing spinors on AdS2. An AdS2 space with unit
radius satisfies Rµν = −gµν The Killing spinor equation is given by
∂µχ
(1)
η +
1
4
ω abµ γabχ
(1)
η − η
i
2
γµγ(1)χ
(1)
η = 0 (D.1)
where ωabµ is the spin connection and η = ±1. γ(1) denotes the chirality matrix with the
property {γ(1), γµ} = 0. Integrability demands that η = ±1 and the two solutions are
linearly independent. There is an alternative equation for the Killing spinor which is related
to (D.1) by an unitary rotation
∂µχ
′(1)
η +
1
4
ω abµ γabχ
′(1)
η − η
1
2
γµχ
′(1)
η = 0 (D.2)
We use the representation of the two-dimensional gamma matrices given in (B.2).
D.2 Killing spinors for S2
There are two possible equations for Killing spinors on S2. An S2 space with unit radius
satisfies Rµν = +gµν The Killing spinor equation is given by
∂iχ
(2)
η +
1
4
ω abi γabχ
(2)
η − η
1
2
γiγ
(2)χη = 0 (D.3)
where ωabµ is the spin connection and by integrability η = ±1. The alternative equation is
∂iχ
′(2)
η +
1
4
ω abi γabχ
′(2)
η − η
i
2
γiχ
′(2)
η = 0 (D.4)
We use the representation of the two-dimensional gamma matrices given in (B.3).
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D.3 Killing spinors on K3
A K3 surface is Ricci flat, i.e. Rlm = 0. The Killing spinor equation is simply
Dlχ
(3) = ∂lχ
(3) +
1
4
ω abl γabχ
(3) = 0 (D.5)
The Killing spinor has a definite four-dimensional chirality, since the holonomy is restricted
to SU(2), and we choose
γ(3)χ(3)η = +χ
(3)
η (D.6)
There are two linearly independent Killing spinors labelled by η = ±1.
D.4 Expansion of the supersymmetry parameter 
The chirality condition Γ11 acts on  in the following way:
Γ11 = γ(1) ⊗ γ(2) ⊗ γ(3) ⊗ γ(4)
∑
η1,η2
χ(1)η1 ⊗ χ(2)η2 ⊗ χ(3)η3 ⊗ ξη1,η2,η3
=
∑
η1,η2
χ
(1)
−η1 ⊗ χ(2)−η2 ⊗ χ(3)η3 ⊗ γ(4)ξη1,η2,η3 =
∑
η1,η2
χ(1)η1 ⊗ χ(2)η2 ⊗ χ(3)η3 ⊗ γ(4)ξ−η1,−η2,η3 (D.7)
Ten-dimensional complex conjugation acts as follows on the spinor
B−1∗ = i B(1) ⊗ γ(2)B(2) ⊗B(3) ⊗B(4)
(∑
η1,η2
χ(1)η1 ⊗ χ(2)η2 ⊗ χ(3)η3 ⊗ ξη1,η2,η3
)∗
= i
∑
η1,η2
η2 χ
(1)
η1
⊗ χ(2)−η2 ⊗ χ(3)η3 ⊗B−1(4)(ξη1,η2,η3)∗
=
∑
η1,η2
χ(1)η1 ⊗ χ(2)η2 ⊗ χ(3)η3 ⊗ (−i η2)B−1(4)(ξη1,−η2,η3)∗ (D.8)
where we used the reality condition given in (2.16).
E Remaining Bianchi identities and potentials
E.1 Reduction of the three-form Bianchi Identity
The Bianchi identities for P and Q, (A.7) and (A.8), are automatically satisfied using the
definitions A.6. The Bianchi identity for the three-form G, (A.9) is reduced using definition
(A.6) to
0 = dH3 = d(e
−ΦRe(G))
0 = dF3 = d(e
ΦIm(G) + χe−ΦRe(G)) (E.1)
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When we use the ansatz in section 2.1, the identity reduces to:
∂z¯
(
e−Φf 21ρRe(g
(1))z
)
− ∂z
(
e−Φf 21ρRe(g
(1))z¯
)
= 0
∂z¯
(
e−Φf 22ρRe(g
(2))z
)
− ∂z
(
e−Φf 22ρRe(g
(2))z¯
)
= 0
∂z¯
(
eΦf 21ρIm(g
(1))z + χe
−Φf 21ρRe(g
(1))z
)
− ∂z
(
eΦf 21ρIm(g
(1))z¯ + χe
−Φf 21ρRe(g
(1))z¯
)
= 0
∂z¯
(
eΦf 21ρIm(g
(2))z + χe
−Φf 21ρRe(g
(2))z
)
− ∂z
(
eΦf 21ρIm(g
(2))z¯ + χe
−Φf 21ρRe(g
(2))z¯
)
= 0
(E.2)
We write the real and imaginary components of the fluxes in terms of the combinations
displayed in (3.12-3.15).
Re(g(1))z =
1
4
(g(1)z − ig(2)z ) +
1
4
(g(1)z + ig
(2)
z ) +
1
4
(g¯(1)z − ig¯(2)z ) +
1
4
(g¯(1)z + ig¯
(2)
z )
Im(g(1))z =
1
4i
(g(1)z − ig(2)z ) +
1
4i
(g(1)z + ig
(2)
z )−
1
4i
(g¯(1)z − ig¯(2)z )−
1
4i
(g¯(1)z + ig¯
(2)
z )
Re(g(2))z = − 1
4i
(g(1)z − ig(2)z ) +
1
4i
(g(1)z + ig
(2)
z )−
1
4i
(g¯(1)z − ig¯(2)z ) +
1
4i
(g¯(1)z + ig¯
(2)
z )
Im(g(2))z =
1
4
(g(1)z − ig(2)z )−
1
4
(g(1)z + ig
(2)
z )−
1
4
(g¯(1)z − ig¯(2)z ) +
1
4
(g¯(1)z + ig¯
(2)
z ) (E.3)
The expressions in terms of the spinor components introduced in (2.53) are:
ρ Re(g(1))z =
1
2
(
−να
2 + β∗2
f1f2
ρ+
α∗2 + β2
α∗β
∂w log
(f1
f2
e−2Φ
)
+ i
α∗2 − β2
α∗β
e−2Φ∂wχ
)
(E.4)
ρ Re(g(2))z =
i
2
(
−να
2 + β∗2
f1f2
ρ+
α∗2 + β2
α∗β
∂w log
(f1
f2
e2Φ
)
− iα
∗2 − β2
α∗β
e−2Φ∂wχ
)
(E.5)
ρ Im(g(1))z = − i
2
(
−να
2 − β∗2
f1f2
ρ− α
∗2 − β2
α∗β
∂w log
(f1
f2
e2Φ
)
+ i
α∗2 + β2
α∗β
e−2Φ∂wχ
)
(E.6)
ρ Im(g(2))z =
1
2
(
−να
2 − β∗2
f1f2
ρ− α
∗2 − β2
α∗β
∂w log
(f1
f2
e−2Φ
)
− iα
∗2 + β2
α∗β
e−2Φ∂wχ
)
(E.7)
Using equation (3.31) and the expressions (3.3-3.5) we observe that:
ρα∗β = iνf1f2eψ = −ν ∂w¯H
H
f1f2 (E.8)
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Then, using (3.33) we can show that:
f 21ρe
−ΦRe(g(1))z = −1
2
(
ϑ1∂wH +H∂wϑ¯1
)
(E.9)
f 22ρe
−ΦRe(g(2))z = − i
2
(
ϑ2∂wH −H∂wϑ¯2
)
(E.10)
f 21ρe
ΦIm(g(1))z = − i
2
(
ϑ3∂wH −H∂wϑ¯3 − iHϑ¯1∂wχ
)
(E.11)
f 22ρe
ΦIm(g(2))z =
1
2
(
ϑ4∂wH +H∂wϑ¯4 + iHϑ¯2∂wχ
)
(E.12)
where:
ϑ1 = k
f1
f2
e−2Φ
e−λ + ieλχ
∂wH
, ϑ3 = k
f1
f2
e+2Φ
eλ
∂wH
(E.13)
ϑ2 = k
f2
f1
e−2Φ
e−λ + ieλχ
∂wH
, ϑ4 = k
f2
f1
e+2Φ
eλ
∂wH
(E.14)
The Bianchi identities (E.2) reduce to:
∂w∂w¯Imϑ1 = 0, ∂w∂w¯
(
Reϑ3 + χImϑ1
)
= 0 (E.15)
∂w∂w¯Reϑ2 = 0, ∂w∂w¯
(
Imϑ4 − χReϑ2
)
= 0 (E.16)
Using the expressions for the fields from section 3.5 it is possible to show that the Bianchi
identity for the three-form anti-symmetric tensor field is automatically satisfied. We obtain
from (3.51-3.52)
f2
f1
e2Φ =
1
2
(
(A+ A¯)− (B + B¯)
2
hˆ
)
(E.17)
f1
f2
e2Φ =
1
2
(
(A+ A¯)− (B − B¯)
2
hˆ
)
(E.18)
Using the above expressions in equations (E.13-E.14) we get:
Imϑ1 =
f1
f2
e−2ΦIm
A+ iχ
B
=
1
2i
( 1
B
− 1
B¯
)
(E.19)
Reϑ2 =
f2
f1
e−2ΦRe
A+ iχ
B
=
1
2
( 1
B
+
1
B¯
)
(E.20)
Reϑ3 + χImϑ1 =
f1
f2
e2ΦRe
1
B
+
χ
2
Im
1
B
=
1
2
(A
B
+
A¯
B¯
)
(E.21)
Imϑ4 − χReϑ2 = f2
f1
e2ΦIm
1
B
− χ
2
Re
1
B
=
1
2i
(A
B
− A¯
B¯
)
(E.22)
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The above combinations are manifestly harmonic functions and therefore tautologically sat-
isfy equations (E.15-E.16).
We can now obtain the potentials by rewriting the three-form field strengths as total
derivatives:
f 21ρe
−ΦRe(g(1))z = ∂wb(1) (E.23)
f 22ρe
−ΦRe(g(2))z = ∂wb(2) (E.24)
f 21ρe
ΦIm(g(1))z + χf
2
1ρe
−ΦRe(g(1))z = ∂wc(1) (E.25)
f 22ρe
ΦIm(g(2))z + χf
2
2ρe
−ΦRe(g(2))z = ∂wc(2) (E.26)
The two-form potentials are then shown to be:
b(1) = −
(
Hϑ¯1
2 + iµ1
)
with: ∂wµ1 = Imϑ1∂wH (E.27)
b(2) = i
(
Hϑ¯2
2 − µ2
)
with: ∂wµ2 = Reϑ2∂wH (E.28)
c(1) = i
(
ϑ¯3 + iχϑ¯1
2 H − µ3
)
with: ∂wµ3 =
(
Reϑ3 + χImϑ1
)
∂wH (E.29)
c(2) =
(
ϑ¯4 + iχϑ¯2
2 H + iµ4
)
with: ∂wµ4 =
(
Imϑ4 − χReϑ2
)
∂wH (E.30)
The potentials written in terms of our holomorphic and harmonic functions are
b(1) = − H(B + B¯)
(A+ A¯)hˆ− (B + B¯)2 − h1, h1 =
1
2
∫
∂wH
B
+ c.c. (E.31)
b(2) = −i H(B − B¯)
(A+ A¯)hˆ− (B − B¯)2 + h˜1, h˜1 =
1
2i
∫
∂wH
B
+ c.c. (E.32)
c(1) = −i H(AB¯ − A¯B)
(A+ A¯)hˆ− (B + B¯)2 + h˜2, h˜2 =
1
2i
∫
A
B
∂wH + c.c. (E.33)
c(2) = − H(AB¯ + A¯B)
(A+ A¯)hˆ− (B − B¯)2 + h2, h2 =
1
2
∫
A
B
∂wH + c.c. (E.34)
where one should note that the harmonic functions h˜i and hi are conjugate to each other. A
four-form potential can also be defined for the five-form field strength. By self-duality the
two components are related and we give the one along K3
f 43ρh˜z = ∂wCK CK = −
i
2
B2 − B¯2
A+ A¯
− 1
2
h˜ (E.35)
Here h˜ is the harmonic function conjugate to hˆ so that ∂wh˜ = −i∂whˆ.
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E.2 AdS2 × S2 component of the five-form Bianchi-identity
The five-form component along the AdS2 and S
2 directions is given by
F5 = hze
z0123 + hz¯e
z¯0123 (E.36)
= ρf 21 f
2
2hz eˆ
z0123 + ρf 21 f
2
2hz¯ eˆ
z¯0123 (E.37)
hence
dF5 =
(
∂w(ρf
2
1 f
2
2hz¯)− ∂w¯(ρf 21 f 22hz)
)
eˆzz¯0123 (E.38)
The third rank anti-symmetric tensor forms are given by
G = g(1)z ρf
2
1 eˆ
z01 + g
(1)
z¯ ρf
2
1 eˆ
z¯01 + g(2)z ρf
2
2 eˆ
z23 + g
(2)
z¯ ρf
2
2 eˆ
z¯23 (E.39)
G¯ = g¯(1)z ρf
2
1 eˆ
z01 + g¯
(1)
z¯ ρf
2
1 eˆ
z¯01 + g¯(2)z ρf
2
2 eˆ
z23 + g¯
(2)
z¯ ρf
2
2 eˆ
z¯23 (E.40)
Hence we get
G ∧ G¯ =
(
g(1)z g¯
(2)
z¯ − g(1)z¯ g¯(2)z + g(2)z g¯(1)z¯ − g(2)z¯ g¯(1)z
)
ρ2f 21 f
2
2 eˆ
zz¯0123 (E.41)
Hence the second part of the Bianchi identity becomes
∂w(ρf
2
1 f
2
2hz¯)− ∂w¯(ρf 21 f 22hz)−
i
8
ρ2f 21 f
2
2
(
g(1)z g¯
(2)
z¯ − g(1)z¯ g¯(2)z + g(2)z g¯(1)z¯ − g(2)z¯ g¯(1)z
)
= 0 (E.42)
Using (3.27) and the expressions from the previous sections one obtains
ρf 21 f
2
2hz¯ =
1
8
H2
(
−B2A′ + B¯2A′ + 2(A+ A¯)BB′ − (A+ A¯)2∂whˆ
)
B4 + (B¯2 − (A+ A¯)hˆ)2 − 2B2(B¯2 + (A+ A¯)hˆ) (E.43)
employing the relation
g(1)z g¯
(2)
z¯ − g(1)z¯ g¯(2)z + g(2)z g¯(1)z¯ − g(2)z¯ g¯(1)z =
1
2i
{
(g(1)z + ig
(2)
z )(g¯
(1)
z¯ + ig¯
(2)
z¯ )−
(g¯(1)z + ig¯
(2)
z )(g
(1)
z¯ + ig
(2)
z¯ ) + (g¯
(1)
z − ig¯(2)z )(g(1)z¯ − ig(2)z¯ )− (g(1)z − ig(2)z )(g¯(1)z¯ − ig¯(2)z¯ )
}
(E.44)
Using (3.12)-(3.15) one obtains the following expression:
(g(1)z + ig
(2)
z )(g¯
(1)
z¯ + ig¯
(2)
z¯ )− (g¯(1)z + ig¯(2)z )(g(1)z¯ + ig(2)z¯ ) =
= −8ρ
3H
∂w¯H
(
P¯wβ
4 − Pwα∗4
)
+
8ρ3H2
∂w¯H∂wH
(
Pwα
∗2β∗2 − P¯wα2β2
)
(E.45)
Note that the third and fourth term in (E.44) are the complex conjugate of (E.45). Plug-
ging in the expressions in section 3.5 it can be shown that the Bianchi identity (E.42) is
automatically satisfied.
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F Equations of motion
In this section we check that the local half-BPS solution which is parameterized by the two
harmonic functions hˆ and H as well as two holomorphic functions A,B satisfies the bosonic
equations of motion. In particular:
• Einstein equation along AdS2 is equivalent to
Rµν + 8gµνhzhz¯ +
3
8
gµν
(
g(1)z g¯
(1)
z¯ + g
(1)
z¯ g¯
(1)
z
)
+
1
8
gµν
(
g(2)z g¯
(2)
z¯ + g
(2)
z¯ g¯
(2)
z
)
= 0, µ, ν = 0, 1 (F.1)
• Einstein equation along S2 is equivalent to
Rij + 8gijhzhz¯ − 1
8
gij
(
g(1)z g¯
(1)
z¯ + g
(1)
z¯ g¯
(1)
z
)− 3
8
gij
(
g(2)z g¯
(2)
z¯ + g
(2)
z¯ g¯
(2)
z
)
= 0, i, j = 2, 3 (F.2)
• Einstein equation along K3 is equivalent to
Rab−8gabhzhz¯− 1
8
gab
(
g(1)z g¯
(1)
z¯ +g
(1)
z¯ g¯
(1)
z
)
+
1
8
gab
(
g(2)z g¯
(2)
z¯ +g
(2)
z¯ g¯
(2)
z
)
= 0, a, b = 4, · · · , 7 (F.3)
• The Einstein equation along the Σ2 directions has several components
Rzz¯ +
1
8
gzz¯
(
g(1)z g¯
(1)
z¯ + g
(1)
z¯ g¯
(1)
z
)− 1
8
gzz¯
(
g(2)z g¯
(2)
z¯ + g
(2)
z¯ g¯
(2)
z
)− gzz¯(PzP¯z¯ + P¯zPz¯) = 0 (F.4)
and
Rzz − 2ρ2PzP¯z + 8ρ2hzhz − 1
2
ρ2
(− g(1)z g¯(1)z + g(2)z g¯(2)z ) = 0 (F.5)
together with the complex conjugate equations.
• The equation of motion for the complex scalar takes the form
1
H2ρ2
(
∂z(ρH
2Pz¯) + ∂z¯(ρH
2Pz)
)
− 2i(qzPz¯ + qz¯Pz)− 1
2f 21 f
2
2
(
(g(1)z g
(1)
z¯ − g(2)z g(2)z¯
)
= 0 (F.6)
as well as the complex conjugate equation.
• The equation of motion for the anti-symmetric tensor fields takes the form
1
H2ρ2
(
∂z(ρf
2
2 f
4
3 g
(1)
z¯ ) + ∂z¯(ρf
2
2 f
4
3 g
(1)
z )
)
− i
f 21
(
qzg
(1)
z¯ + qz¯g
(1)
z
)− 1
f 21
(
Pzg¯
(1)
z¯ + Pz¯g¯
(1)
z
)
+
4i
f 21
(
hzg
(2)
z¯ + hz¯g
(2)
z
)
= 0 (F.7)
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and
1
H2ρ2
(
∂z(ρf
2
1 f
4
3 g
(2)
z¯ ) + ∂z¯(ρf
2
1 f
4
3 g
(2)
z )
)
− i
f 22
(
qzg
(2)
z¯ + qz¯g
(2)
z
)− 1
f 22
(
Pzg¯
(2)
z¯ + Pz¯g¯
(2)
z
)
− 4i
f 22
(
hzg
(1)
z¯ + hz¯g
(1)
z
)
= 0 (F.8)
The strategy in proving that these equations are automatically satisfied is to replace all
fields in terms of the harmonic and holomorphic functions and their derivatives, using the
relations given in section 3.5 and in appendix E.1. Since the harmonic and holomorphic
functions are independent it can be checked that the equation of motion is indeed satisfied
term by term (using Mathematica).
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