Abstract-Cooperative Adaptive Cruise Control (CACC) is nowadays a promising technique to increase highway throughput, safety and comfort for vehicles. Enabled by wireless communication, CACC allows a platoon of vehicles to achieve better performance than Adaptive Cruise Control; however, since wireless is employed, problems related to unreliability arise. In this paper, we design a digital controller to achieve platoon stability, enhanced by an observer to increase robustness against packet losses. A preliminary set of simulation results is presented, which confirms the interest of using an observer in combination with a local and cooperative digital controller.
between vehicles [10] or switch to an ACC scheme when the network performance become worse [11] .
Towards this goal, the aim of this work is to design a controller that: 1) stabilises the single vehicle, allowing for a zero-error speed regulation, 2) stabilises the vehicle platoon, reducing the amplification of disturbances over the string [12] and 3) is robust to communication packet loss. To achieve these objectives, two digital controllers will be designed: a local controller that stabilises a single vehicle and a cooperative controller that improves the performance of the platoon, reducing the minimum allowable inter-vehicle time headway. The cooperative controller uses as its input the output provided by an observer, which estimates the current input (transmitted by the other vehicles in the platoon). The observer is always in-use, in contrast with other works that resorted to use an observer only in presence of heavy losses [11] . We use digital controllers because the communication between vehicles inherently introduces sampling phenomena; moreover a suitable choice of the sampling time in the digital framework allows us for a simpler model of time delays, as detailed in Section 2.
The contribution of this paper is twofold: 1) we design a local digital controller and a cooperative one to achieve stable behaviour for a platoon of vehicles, and 2) we explore the use of an observer to reduce the impact of losses on the disturbance attenuation over the string.
The paper is organised as follows: in Section 2 the control problem and the vehicle model are presented. In Section 3 the local controller, the cooperative controller and the observer are designed, and in Section 4 our simulation results are commented on. Finally, in Section 5 our conclusions are presented.
II. P F
A way to increase road throughput is to allow vehicles to drive as close as possible to each other, while keeping the platoon dynamics stable. In order to do so, a speed-dependent time spacing policy is adopted [13] , i.e. the required distance between vehicle i and its preceding vehicle i−1 is determined as:
where h is the time headway, v i (t) is the speed of the i t h vehicle, and r i is the standstill distance. As this work focusses mostly on the effect of disturbances in a platoon of vehicles, r i is assumed to be zero for simplicity: by a change of variables, it is possible to prescribe any standstill distance, without affecting the stability properties of the platoon. The spacing policy in (1) is known to improve string stability and contribute to safety [1] . The objective of the controller is to bring the distance between vehicles to the reference distance in (1), while guaranteeing a stable behaviour for the platoon and achieve speed regulation, i.e. v i (t) → v r . The value v r is known by the platoon leader, but is not transmitted to the other vehicles. We assume that each vehicle is equipped with a radar sensor, to measure the distance from the previous vehicle, as well as a speed sensor, to measure its own absolute velocity. The distance and absolute velocity are referred to as the local measurements available to each car in the remainder of this paper, these are the signals used by the local controller to drive the vehicle. The cooperative controller receives the control input of the previous vehicle, transmitted over the wireless medium. The local measurements are noisy and suffer from delays. On the other hand, the control input of the previous vehicle is a noise-free quantity, which suffers -when the communication channel is reliable -only from transmission delay; the latter is smaller than the measurement and the internal delays of the vehicles. This allows to obtain an estimate of the preceding vehicles state variables faster compared to local measurements. However, when the communication happens over the wireless channel, every packet has a probability of not being received. To improve robustness, the input of the previous car is estimated by an observer, which takes as input both the unreliably transmitted input and the local measurements.
As general model for the longitudinal vehicle dynamics we use the following from [14] :
whereȧ i (t) is the derivative of the acceleration of the i t h vehicle. In (2), φ represents an internal delay of the system. It is possible to study the single vehicle in the frequency domain, by computing the system transfer functions for position and speed and then convert the continuous-time dynamics to a discrete-time one. To prevent aliasing errors, the sampling time has to be sufficiently smaller than τ. We choose the sampling time as T s = τ 10 . The transfer function approach can easily take delays into account, when the delay is a multiple integer of the sampling time. However, when the sampling time becomes too small, the order of the model with delays grows, and this motivates the reasonable choice for T s , which shall not be too small to prevent high order model. The model of the single vehicle is then used to find a controller, to both stabilise the vehicle dynamics and achieve disturbance attenuation over the platoon.
III. C In this section a local and a cooperative controller are designed, and after this, an observer is designed to increase robustness to packet loss. The objective of the controller is threefold: 1) stabilise the dynamics of each single vehicle, 2) bring the distance between vehicles to the desired distance given in (1), and 3) avoid disturbance amplification along the platoon.
A. Local controller
The first objective of the controller is to stabilise the system and bring the error e i to zero, where:
while d i (k) is the distance from vehicle i to vehicle i − 1, and d r, i is the reference distance given in (1) . We use k to denote the discrete time framework. We first find the transfer function between the input of the vehicle u i and the output y i defined as:
By defining the transfer function between the input u i and the position q i as G p (z) and between u i and v i as G v (z), the transfer function between the input u i and the output y i is:
The control objective is to design a closed-loop transfer function W 0 (z) = y i (z) q i−1 (z) to achieve asymptotic stability and input tracking.
Firstly, we want asymptotic trajectory tracking. We assume that the (i − 1) t h vehicle proceeds at constant speed, i.e its absolute position q i−1 (z) is a ramp:
This assumption is done because the objective of the controller is to implement a speed control: the platoon receives as input a target speed, and all the vehicles must reach the reference speed, keeping a distance between them defined by the error (3). Asymptotically, the trajectories are then ramp signals. The error transfer function is then:
By using the final value theorem, recalling that the input is a ramp, we find conditions to achieve asymptotic tracking, i.e lim k→∞ e i (k) = 0:
To avoid critical zero-pole cancellation, we need to impose that the unstable zeros of P(z) are roots of W 0 (z) and that the unstable poles of P(z) are roots of 1 − W 0 (z).
Since P(z) has a double pole in 1 for every value of h, we need to impose the following conditions: 1) W 0 (1) = 1 to avoid zero-pole cancellation and impose condition (7) and 2)
Then, W 0 (z) is designed as:
where the two parameters w 1 and w 0 are chosen to impose the conditions 1) and 2) in the list, the relative degree
is chosen to be the same as the relative degree of P(z), and the parameters p 1 and p 2 are chosen such that W 0 (z) has the same nonzero poles as the discrete time equivalent of:
2τ . This choice for δ yields the fastest response time, subject to the condition of presenting no peaks in the frequency domain. The choice of ω n influences the speed of the system: it must be high enough to provide satisfactory performance, but can not be too large, in order to achieve stable behaviour. Converting (9) in the digital time domain allows us to find the values for p 1 and p 2 , and then we can impose conditions 1) and 2) to obtained W 0 (z) and the controller transfer function D(z) as:
The local controller design process has been conducted without taking the input delay of the original system into account. It is possible, after the controller design, to modify the controller to minimise the effects of delay on the stability, by using a Smith predictor. The input delay is typically φ = 0.2s, which reflects in the block z −d in Figure 1 where
is the number of samples of delay introduced in the system. Since d = 20, it would have been difficult to design a controller while taking the delay effects into account.
The controller that is actually implemented is then the following:D
As there are no critical pole-zero cancellation between D(z) and P(z) from the design of the original D(z), the use of D(z) does not cause any stability issue, therefore the local controller design is complete.
B. Cooperative controller
The controller in Section 3.A is purely local, relying only on measurement of the error (3), which is available to each vehicle. It is possible to enhance the controller performance by using a feedforward compensation term, as in Figure 2 . The diagram in Figure 2 is equivalent to the interconnection of a Smith predictor and the system with delays.
Imposing a perfect reference tracking, we obtain as feedforward filter:
.
To use this filter it is necessary to know q i−1 (k), which is not available to the i t h vehicle. However, because
, we can substitute it in the filter and then the feedforward term becomes:
so that the feedforward quantity is now the input of the previous vehicle u i−1 (k). Moreover F (z) is minimum phase, in contrast with P(z), whose inverse is not causal. 
C. Packet loss and observer
The control scheme developed so far is made by two components: a locally stabilising termD(z) and a feedforward one F (z). The latter controller relies on perfect knowledge of u i−1 (k), which can not be achieved because of the communication. The communication induces a transmission delay, denoted in the following by θ, losses, and might happen at a different transmission rate than the controller. To cope with imperfections in the communication channel, each vehicle estimates the input of its preceding vehicle from the local measurements. To devise an observer, we consider the extended block diagram in Figure 3 , where the relation between q i−1 (z) and u i−1 (z) and the transmission delay θ is made explicit. The delay θ is smaller than the input delay d, and this motivates the use of the observer: it is possible to have an estimate of the error e i before a local measurement is available.
The observer uses the local measurements (distance and speed) to produce an estimateû i−1 of the input of the previous vehicle. However, when the actual input is successfully received, the state of the observer is reset to the just received value.
The complete block diagram when the observer is employed is depicted in Figure 4 (the blocks H (z) and A(z) will be explained later). We first compute the error transfer function E i (z) = e i (z) u i−1 (z) . We then use E i (z) to compute an estimate of the error,ê i (z) = E i (z)û i−1 , whereû i−1 is the output of the observer. By using a controller L(z), we drive to zero the estimation error ε i = e i (z) −ê i (z). Asymptotically, e i → e i andû i−1 → u i−1 , and the observer transfer function is: 
Fig. 4: Observer loop diagram
This transfer function, however, describes the observer dynamics only partially: when a signal is successfully received, the observer state jumps to the received value, inducing discontinuities that can not be captured by a frequency domain model, but which are useful to better reconstruct the signal u i−1 . The problem of finding the observer for u i−1 reduces to finding the error transfer function E i (z) and the controller L(z). Clearly, performance depends on E i (z) being an accurate description of the error, as we rely on a good modelling of the error dynamics to obtain the input estimate. The rest of the section is devoted to find E i (z).
As first approximation we can find E i (z) from the block diagram in Figure 3 :
The error transfer function in (12) allows for a good input reconstruction when the transmission is at the same rate as the controller (0.01s). However, when a more realistic case is simulated, the estimate of the input becomes worse. We want to study the system at the fastest rate between transmission and digital controller: this requires an approximation of the downsampling phenomenon.
To take the downsampling phenomenon into account we approximate its effect by using a transfer function and we modify the sending strategy of control input over the wireless medium. Referring to the block diagram in Figure 4 , the block H (z) represents the downsampling block and A(z) is an average filter to improve the error reconstruction.
The previous vehicle's input u i−1 , which drives the plant G p (z), is not the same signal filtered by F (z), because it is downsampled by a factor m = 4: the radio transmits a packet every 0.04s. It is not possible to find a transfer function to model the downsampling phenomenon, i.e. the output signal kept constant for m−1 sampling instant: we propose as useful approximation an averaging filter, like the following:
whereũ is the approximation of the downsampled signal, transmitted over the wireless medium. This leads to the following transfer function:
that will be used to model the downsampling in the rest of the paper. The same filter H (z) is also used to average the transmitted message, by sending an average of the previous m samples instead of only one sample. With reference to Figure 4 , the signalū(k) is an average of u(k), the signalũ(k) is a downsampled version ofū(k), modelled as an average of u(k). The average filter transfer function A(z) is the same as the downsampling one:
but while H (z) is a model for the downsampling phenomenon, used only to find the error transfer function, A(z) is actually implemented in the control loop. Using these approximations, the error transfer function becomes:
This error transfer function is of high order. It allows to estimate the error in simulation, but it can not be effectively used to design the controller L(z). To run the simulations and obtain the first results, a second order low-pass filter is used as controller for E i (z):
After finding E i (z) and L(z), the observer in (11) allows the system is able to achieve a satisfactory behaviour, even if the input reconstruction is not perfect and suffers from delays (which can not be avoided). The observer state is reset when a new input is received: this allows the observer to be constantly used. When the communication is perfect, without losses or downsampling, the input will be available every sampling time, and the observer output will be the transmitted one. On the other hand, when the communication starts to be unreliable and at a different rate, the observer output will be the transmitted input when it is available, or its estimate when the real value has not been received. IV. S The objective of CACC is to achieve a stable behaviour for the vehicles, bringing the error (3) to zero, while attenuating the effects of disturbances over the platoon. When a transfer function is available to model the vehicles interconnected in the platoon, the so called string stability condition can be checked, by evaluating the norm of the transfer function: a peak value smaller than one in the Bode diagram assures disturbance damping. However, when packet losses are taken into account, a transfer function model does not describe the dynamics of the system satisfactorily anymore: for this reason we resort to simulations. The platoon dynamics is stochastic. We assume that every communication between vehicles can fail with a probability p, and then when this happens, the observer provides the estimate of the input of the preceding vehicle. This randomness requires a suitable definition of stable behaviour for the vehicle string. For instance, a deterministic worse-case approach is too conservative: for every probability of packet loss, the worse case is always the one without communication at all. Instead, it seems natural to require stability in the expected value case. On the other hand, we are aware that considering the average case might not be informative enough, and that further reflection is needed.
We define a behaviour to be satisfactory when the peaks in the average behaviour of the subsequent vehicles become smaller in the downstream direction, after a change in the reference speed for the leader vehicle, i.e.:
max
We run our simulations using the Simulink FixedStep(ode3) solver, a sampling time of T s = 0.01s, and the simulations end at T e = 30s. The vehicles' time constant is τ = 0.1s. We simulate a platoon of 5 vehicles and every vehicle is connected to the preceding one, which transmits its input data every 4T s = 0.04s: the downsampling phenomenon that has been modelled using the H (z) transfer function, is fully implemented in the simulation by discarding (m − 1) packets every m sampling times. The numerical value of the previous car input is then hold by each vehicle until a new packet is received, and every packet is received with probability 1 − p (there are no retransmissions). We simulate the behaviour of the platoon for a probability of packet loss p ∈ [0.1, 0.2, . . . , 1] and for a headway time h ∈ [0.2, 0.3, . . . , 1]. The displayed results are the average of 30 simulations. The first vehicle is connected to a virtual vehicle, which has a velocity step as input: at time t = 1s the reference speed is set to v r = 12m/s. For the local controller, we set ω n = √ 2/(2τ) and the observer is the second order filter in (13) . In order to assess the statistical accuracy of our results, we computed a quadratic relative error measurement for the satisfactory behaviours, defined as:
where e i, j is the error trajectory for car i during the j t h simulation andē i is the average error trajectory of car i. This quantity, which represents how much the trajectories are different from the displayed ones, is reported for each set of 30 simulations and is on average quite small (E % = 0.097), while it becomes larger for behaviours that are (closer to being) unsatisfactory. For low probability of packet loss, e.g. p = 0.1, the performance of the system is satisfactory, and there is no need to use any observer. As presented in Figure 5a and Figure 5d the platoon has a satisfactory behaviour, for h = 0.2. On the contrary, when the loss probability becomes very high, e.g. p = 0.7, the performance becomes worse. The behaviour is not satisfactory anymore, and a higher value of h is required to stabilise the system for higher probability of packet loss. For example, when h = 0.4, the results when the observer is employed are displayed in Figure 5b . Here the advantage brought by the observer becomes evident: when the observer is not used, the error behaviour is the one displayed in Figure 5e . Lastly, we can check what happens when the communication is never available, i.e. p = 1. This is an Adaptive Cruise Control scenario, as it is not cooperative. The vehicles have a stable behaviour for h = 0.7, but when the observer is not used, the platoon behaviour is not satisfactory. The displayed results are for a platoon of 5 vehicles, but the error grows in the downstream direction (Figure 5c ): for a bigger platoon, the error would grow unbounded. When the observer is employed, the opposite happens: the effect of disturbances decreases along the platoon, as in Figure 5f . A general performance comparison is summarised in Figure 6 where the minimum stabilising value of h is presented when the observer is employed (blue circles) or not (red stars), for the simulated probability range. The minimum stabilising value of h is defined as the value of h such that the condition in (14) is satisfied. From Figure 6 the advantages of employing an observer are clear: it is possible to achieve smaller values for h, which enables vehicles to drive closer, increasing the road throughput while maintaining satisfactory stable behaviour.
V. C
We showed that a local discrete-time controller, enhanced with a feedforward compensator and an observer, can improve performance for a platoon of vehicles over a lossy wireless channel. Nevertheless, some questions are still open.
For the observer loop in Figure 4 we want to estimate the error transfer function (12) in the best possible way, as the observer design relies on a good estimate of the errorê i (z). The stochastic nature of packet loss can not be captured accurately by our frequency domain approach, but only approximated, and this could undermine the accuracy of the input reconstruction. Despite this potential pitfall, our approach of an always-on observer leads to good performance.
Moreover, the design of the observer O(z) could be refined. In this paper, a simple second order system has been employed to test the validity of our approach. The obtained results make apparent the potential improvements allowed by the use of our observer-based architecture.
Finally, this work encourages further reflection over a suitable definition for string stable behaviour which has to be adapted to the stochastic nature of the communication model.
