The fast development of digital image processing leads to the growth of feature extraction of images which leads to the development of Image fusion. 
Introduction
Image fusion can be defined as the process of combining two or more different images into a new single image retaining salient features from each image with extended information content. For example Infrared and visible images are fused to help pilots landing in poor weather, visible and microwave images are fused to detect weapons and Magnetic Resonance and Computed Tomographic images are fused for medical diagnosis. The fusion process should preserve all relevant information in the fused image, should reduce noise and should suppress any artifacts in the fused image.
Two approaches to image fusion are Spatial Fusion and Transform fusion. In Spatial fusion, the pixel values from the source images are manipulated in spatial domain to calculate the activity measure to form the pixel of the composite image at that location [1] . Transform fusion uses transform for representing the source image suitable in a form to calculate the activity measure more accurately. Multi resolution transforms are used in image fusion to represent the source image at multi scale. The most widely used multi resolution transform for image fusion is Discrete Wavelet Transform (DWT) since it reduces structural distortions. But, wavelet transform suffers from lack of shift invariance, poor directional selectivity and absence of phase information. These disadvantages are overcome by Stationary Wavelet Transform (SWT) and Dual Tree Complex Wavelet Transform (DTCWT). And there are three levels in multi resolution fusion scheme namely Pixel level fusion, Feature level fusion and Region level fusion. In pixel level fusion, the activity measure to form the composite image is calculated using the pixel of interest only. In feature level fusion, an area based activity measure is calculated since useful features in the image usually are larger than one pixel. In region level fusion, the source images are segmented into different regions and the activity measure for each and every region is calculated to form the regions of composite image. Among these three levels, pixel based fusion provides best results and more research taken place in this level. In this paper, it is proposed to find the optimum level of decomposition of DWT, SWT and DTCWT required for better pixel level fusion of multi focused images taken by digital camera in terms of various performance measures.
Discrete Wavelet Transform
The Discrete Wavelet Transform (DWT) of image signals produces a nonredundant image representation, which provides better spatial and spectral localization of image formation, compared with other multi scale representations such as Gaussian and Laplacian pyramid [2] . Recently, Discrete Wavelet Transform has attracted more and more interest in image fusion. An image can be decomposed into a sequence of different spatial resolution images using DWT. In case of a 2D image, an N level decomposition can be performed resulting in 3N+1 different frequency bands and it is shown in Fig. 1 . 
Stationary Wavelet Transform
The Discrete Wavelet Transform is not a time-invariant transform. The way to restore the translation invariance is to average some slightly different DWT, called decimated DWT, to define the stationary wavelet transform (SWT). Let us recall that the DWT basic computational step is a convolution followed by decimation. The decimation retains even indexed elements. But the decimation could be carried out by choosing odd indexed elements instead of even indexed elements. This choice concerns every step of the decomposition process, so at every level we chose odd or even. If we perform all the different possible decompositions of the original signal, we have 2J different decompositions, for a given maximum level J. Let us denote by j = 1 or 0 the choice of odd or even indexed elements at step j. Every decomposition is labeled by a sequence of 0's and 1's: = 1, J. This transform is called the decimated DWT. It is possible to calculate all the decimated DWT for a given signal of length N, by computing the approximation and detail coefficients for every possible sequence. The SWT algorithm is very simple and is close to the DWT one. More precisely, for level 1, all the decimated DWT for a given signal can be obtained by convolving the signal with the appropriate filters as in the DWT case but without down sampling. Then the approximation and detail coefficients at level 1 are both of size N, which is the signal length. The general step j convolves the approximation coefficients at level j-1, with up sampled versions of the appropriate original filters, to produce the approximation and detail coefficients at level j. This can be visualized in the following Fig. 2 . 
Dual Tree Complex Wavelet Transform
Another major drawback of DWT is its poor directional selectivity for diagonal features, because the wavelet features are separable and real. The way to increase the directionality is to use the complex extension of DWT, named as Dual Tree Complex Wavelet Transform (DTCWT). DTCWT gives better directional selectivity in 2-D with Gabor like filters. Standard DWT offers the feature selectivity in only 3 directions with poor selectivity for diagonal features, where as DT-CWT has 12 directional wavelets (6 for each of real and imaginary trees) oriented at angles of ±15°, ±45°, ±75° in 2-D as shown in following Fig. 3 . The improved directionality with more orientations suggests the advantage of DT-CWT in a vide rage of directional image processing applications, e.g. texture analysis. Approximate Shift Invariance, Good Directional Selectivity in 2-Dimensions, Perfect Reconstruction, Limited Redundancy and Efficient order -N Computations are the major properties of DTCWT [3] .
The filter bank structure of the CWT has CWT filters which have complex coefficients and generate complex output samples. This is shown in Fig. 4 , in which each block is a complex filter and includes down sampling by 2 (not shown) at its outputs. Since the output sampling rates are unchanged from the DWT, but each sample contains a real and imaginary part, a redundancy of 2:1 is introduced. The complex filters may be designed such that the magnitudes of their step responses vary slowly with input shift only the phases vary rapidly. The real part is an odd function while the imaginary part is even. The level 1 filters, Lop and Hip in Fig. 4 , include an additional pre filter, which has a zero at z = -j, in order to simulate the effect of a filter tree extending further levels to the left of level 1. Extension of complex wavelets to 2-D is achieved by separable filtering along rows and then columns. However, if row and column filters both suppress negative frequencies, then only the first quadrant of the 2-D signal spectrum is retained. Two adjacent quadrants of the spectrum are required to represent fully a real 2-D signal, so we also need to filter with complex conjugates of either the row or column filters. This gives 4:1 redundancy in the transformed 2-D signal.
If the signal exists in m -d (m > 2), then further conjugate pairs of filters are needed for each dimension leading to redundancy of 2 m :1. The most computationally efficient way to achieve the pairs of conjugate filters is to maintain separate imaginary operators, j 1 and j 2 , for the row and column processing, as shown in Fig. 5 . This produces 4-element `complex' vectors: {r, j 1 , j 2 , j 1 j 2 } (where r means 'real'). Each 4-vector can be converted into a pair of conventional complex 2-vectors, by letting j 1 = j 2 = j in one case and j 1 = -j 2 = -j in the other case. This corresponds to sum and difference operations on the {r, j 1 j 2 } and {j 1 , j 2 } pairs in the summation blocks in Fig. 5 and produces two complex outputs, corresponding to first and second quadrant directional filters respectively. Complex filters in multiple dimensions provide true directional selectivity, despite being implemented separably, because they are still able to separate all parts of the m -D frequency space. For example a 2-D CWT produces six band pass sub-images of complex coefficients at each level, which are strongly oriented at angles of ±15°, ±45°, ±75°, shown by the double-headed arrows in Fig. 5 .
Fig. 5 -Two levels of the Complex Wavelet tree for a real 2-D
input image x giving 6 directional bands at each level.
Wavelet Based Image Fusion
Wavelet transform is first performed on each source images, and then a fusion decision map is generated based on a set of fusion rules. The fused wavelet coefficient map can be constructed from the wavelet coefficients of the source images according to the fusion decision map. Finally the fused image is obtained by performing the inverse wavelet transform [4] . Let ( , )
A x y and ( , ) B x y are images to be fused, the decomposed low frequency sub images of ( , ) A x y and ( , ) B x y be respectively ( , ) 
Pixel Level Image Fusion
This section describes five methods of pixel level image fusion based on multi scale representation of source images using wavelets. To simplify the description of different pixel level image fusion methods, the source images are assumed as A and B and the fused image as F. All the methods described in this paper can be used in the case of more than two source images. 
Method 3:
Since larger absolute transform coefficients correspond to sharper brightness changes, the good integration rule is to select, at every point in the transform domain, the coefficients whose absolute values are higher [5] . i.e. max(abs( ),( ))
and max(abs( ),abs( )) 
Evaluation Criteria
There are four evaluation measures are used in this paper, as follows.
• The root mean square error (RMSE) between the reference image R and fused image F is given by, (1)
• The signal to Noise ratio between the reference image R and fused image F is given by, PSNR= 10log 10 
The maximum value Q = 1 is achieved when two images are identical, where a and b are mean of images, ab σ be covariance of R and F, σ be the variance of image R, F.
• The Normalized Weighted Performance Metric (NWPM) which is given in the equation (4) as [7] ,
Experiments
The methods proposed for implementing pixel level image fusion using wavelet transform take the following form in general. The two source images to be fused are assumed to be registered spatially. The images are wavelet transformed using the same wavelet, and transformed to the same number of levels. For taking the wavelet transform of the two images, readily available MATLAB routines are taken. In each sub-band, individual pixels of the two images are compared based on the fusion rule that serves as a measure of activity at that particular scale and space. A fused wavelet transform is created by taking pixels from that wavelet transform that shows greater activity at the pixel locations. The inverse wavelet transform is the fused image with clear focus on the whole image.
Results and Discussion
For the above mentioned five methods of pixel level fusion, image fusion is performed using discrete, stationary and dual tree complex wavelets from first level decomposition to seventh level decomposition for the Pepsi image of size 512×512, their performance is measured in terms of RMSE, PSNR, Q and NWPM. The results are shown in Fig. 7 and tabulated in Tables 1, 2, 3 and 4. From the above results, it is inferred that whatever be the type of wavelet and whatever may the level of decomposition, there is no change in the fused image for averaging method. For the second method, third level, seventh level and sixth level are the optimum level of decomposition for DWT, SWT and DTCWT respectively. Seventh level is better for DWT and SWT and sixth level is better for DTCWT in Method3. Method4 provides better result for all wavelet transform at fourth level. Level three is better for DWT and fourth level is better for SWT and DTCWT in Method5. But for the better results, Method4 is better among all the methods and DTCWT is better among this wavelet transform. 
Conclusion
This paper presents the optimal level of decomposition of Discrete, Stationary and Dual Tree Complex wavelet transform in pixel level fusion of multi focused images taken by a digital camera. The pixel level dual tree complex wavelet transform fusion in Method4 provides computationally efficient and better qualitative and quantitative results. Hence using these fusion method one can enhance the image with high geometric resolution.
