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Abstrat: We ombine innite-dimensional integration by parts proedures with a reursive rela-
tion on moments (reminisent of a formula by Barbour (1986)), and dedue expliit expressions for
umulants of funtionals of a general Gaussian eld. These ndings yield a ompat formula for
umulants on a xed Wiener haos, virtually replaing the usual graph/diagram omputations
adopted in most of the probabilisti literature.
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1 Introdution
The integration by parts formula of Malliavin alulus, ombining derivative operators
and antiipative integrals into a exible tool for omputing and assessing mathematial
expetations, is a ornerstone of modern stohasti analysis. The sope of its appliations,
ranging e.g. from density estimates for solutions of stohasti dierential equations to
onentration inequalities, from antiipative stohasti alulus to Greeks omputations
in mathematial nane, is vividly desribed in the three lassi monographs by Malliavin
[10℄, Janson [9℄ and Nualart [20℄.
In reent years, innite-dimensional integration by parts tehniques have found another
fertile ground for appliations, that is, limit theorems and (more generally) probabilisti
approximations. The starting point of this ative line of researh is the paper [21℄, where
the authors use Malliavin alulus in order to rene some riteria for asymptoti normality
on a xed Wiener haos, originally proved in [22, 24℄ (see also [12℄ for some non-entral ver-
sion of these results). Another important step appears in [13℄, where integration by parts
on Wiener spae is ombined with the so-alled Stein's method for probabilisti approxi-
mations (see e.g. [6, 25℄), thus yielding expliit upper bounds in the normal and gamma
approximations of the law of funtionals of Gaussian elds. The tehniques introdued in
[13℄ have led to several appliations and generalizations, for instane: in [14℄ one an nd
appliations to Edgeworth expansions and reversed Berry-Esseen inequalities; [18℄ ontains
results for multivariate normal approximations; [1℄ fouses on further developments in the
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1
multivariate ase, in relation with quasi-sure analysis; [16℄ deals with innite-dimensional
seond order Poinaré inequalities; in [19℄, one an nd new expliit expressions for the
density of funtionals of Gaussian eld as well as new onentration inequalities (see also
[3℄ for some appliations in mathematial statistis); in [17℄, the results of [13℄ are om-
bined with Lindeberg-type invariane priniples in order to dedue universality results for
homogeneous sums (these ndings are further applied in [15℄ to random matrix theory).
The aim of this note is to develop yet another striking appliation of the innite-
dimensional integration by parts formula of Malliavin alulus, namely the omputation
of umulants for general funtionals of a given Gaussian eld. As disussed below, our
tehniques make a ruial use of a reursive formula for moments (see relation (2.2) below),
whih is the starting point of some well-known omputations performed by Barbour in [2℄
in onnetion with the Stein's method for normal approximations. As suh, the tehniques
developed in the forthoming setions an be seen as further ramiations of the ndings
of [13℄.
The main ahievement of the present work is a reursive formula for umulants (see
(4.19)), based on a repeated use of integration by parts. Note that umulants of order
greater than two are not linear operators (for instane, the seond umulant oinides with
the variane): however, our formula (4.19) implies that umulants of regular funtionals
of Gaussian elds an be always represented as the mathematial expetation of some
reursively dened random variable. We shall prove in Setion 5 that this implies a new
ompat representation for umulants of random variables belonging to a xed Wiener
haos. We laim that this result may replae the lassi diagram omputations adopted
in most of the probabilisti literature (see e.g. [4, 5, 8℄, as well as [23℄ for a general disussion
of related ombinatorial results).
The paper is organized as follows. In Setion 2 we state and prove some useful reursive
formulae for moments. Setion 3 ontains basi onepts and results related to Malliavin
alulus. Setion 4 is devoted to our main statements about umulants on Wiener spae.
Finally, in Setion 5 we speialize our results to random variables ontained in a xed
Wiener haos.
From now on, every random objet is dened on a ommon suitable probability spae
(Ω,F , P ).
A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Department of Statisti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2 Moment expansions
The starting point of our analysis (Proposition 2.2) is a well-known reursive relation
involving moments and umulants. As already disussed, this result is the seed (as well as
a speial ase) of some remarkable formulae by A.D. Barbour [2, Lemma 1 and Corollary
2
1℄, providing Edgeworth-type expansions for smooth funtions of random variables with
nite moments. Sine we only need Barbour's results in the speial ase of polynomial
transformations, and for the sake of ompleteness, we hoose to provide a self-ontained
presentation in this simpler setting. See also Rotar' [27℄ for further extensions of Barbour's
ndings.
Denition 2.1 (Cumulants) LetX be a real-valued random variable suh that E|X|m <
∞ for some integer m > 1, and dene φX(t) = E(eitX), t ∈ R, to be the harateristi
funtion of X . Then, for j = 1, ..., m, the jth umulant of X , denoted by κj(X), is given
by
κj(X) = (−i)j d
j
dtj
logφX(t)|t=0. (2.1)
For instane, κ1(X) = E(X), κ2(X) = E(X
2) − E(X)2 = Var(X), κ3(X) = E(X3) −
3E(X2)E(X) + 2E(X)3, and so on.
The following relation is exploited throughout the paper.
Proposition 2.2 Fix m = 0, 1, 2..., and suppose that E|X|m+1 <∞. Then
E(Xm+1) =
m∑
s=0
(
m
s
)
κs+1(X)E(X
m−s). (2.2)
Proof. By Leibniz rule, one has that
E(Xm+1) = (−i)m+1 d
m+1
dtm+1
φX(t)|t=0
= (−i)m+1 d
m
dtm
[(
d
dt
logφX(t)
)
φX(t)
]∣∣∣∣
t=0
=
[
m∑
s=0
(−i)s+1
(
m
s
)
ds+1
dts+1
(logφX(t))× (−i)m−s d
m−s
dtm−s
φX(t)
]∣∣∣∣∣
t=0
,
with
d0
dt0
equal to the identity operator. This yields the desired onlusion.
Finally, observe that (2.2) an be rewritten as
E(Xm+1) =
m∑
s=0
κs+1(X)
s!
m(m− 1) · · · (m− s + 1)E(Xm−s),
implying (by linearity) that, forX as in Proposition 2.2 and for every polynomial f : R→ R
of degree at most m > 1,
E(Xf(X)) =
m∑
s=0
κs+1(X)
s!
E
(
ds
dxs
f(X)
)
=
∞∑
s=0
κs+1(X)
s!
E
(
ds
dxs
f(X)
)
.
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Remark 2.3 In [2, Corollary 1℄, one an nd suient onditions ensuring that the innite
expansion
E(Xf(X)) =
∞∑
s=0
κs+1(X)
s!
E
(
ds
dxs
f(X)
)
.
holds for some innitely dierentiable funtion f whih is not neessarily a polynomial.
3 Malliavin operators and Gaussian analysis
We shall now present the basi elements of Gaussian analysis and Malliavin alulus that
are used in this paper. The reader is referred to [9, 10, 20℄ for any unexplained denition
or result.
Let H be a real separable Hilbert spae. For any q > 1, let H⊗q be the qth tensor
power of H and denote by H⊙q the assoiated qth symmetri tensor power. We write
X = {X(h), h ∈ H} to indiate an isonormal Gaussian proess over H, dened on some
probability spae (Ω,F , P ). This means that X is a entered Gaussian family, whose
ovariane is given by the relationE [X(h)X(g)] = 〈h, g〉H. We also assume that F = σ(X),
that is, F is generated by X .
For every q > 1, let Hq be the qth Wiener haos of X , dened as the losed linear
subspae of L2(Ω,F , P ) generated by the family {Hq(X(h)), h ∈ H, ‖h‖H = 1}, where Hq
is the qth Hermite polynomial given by
Hq(x) = (−1)qex
2
2
dq
dxq
(
e−
x2
2
)
.
We write by onvention H0 = R. For any q > 1, the mapping Iq(h⊗q) = q!Hq(X(h)) an
be extended to a linear isometry between the symmetri tensor produt H⊙q (equipped
with the modied norm
√
q! ‖·‖
H⊗q
) and the qth Wiener haos Hq. For q = 0, we write
I0(c) = c, c ∈ R. It is well-known that L2(Ω) := L2(Ω,F , P ) an be deomposed into the
innite orthogonal sum of the spaes Hq. It follows that any square integrable random
variable F ∈ L2(Ω) admits the following (Wiener-It) haoti expansion
F =
∞∑
q=0
Iq(fq), (3.3)
where f0 = E[F ], and the fq ∈ H⊙q, q > 1, are uniquely determined by F . For every
q > 0, we denote by Jq the orthogonal projetion operator on the qth Wiener haos. In
partiular, if F ∈ L2(Ω) is as in (3.3), then JqF = Iq(fq) for every q > 0.
Let {ek, k > 1} be a omplete orthonormal system in H. Given f ∈ H⊙p and g ∈ H⊙q,
for every r = 0, . . . , p∧ q, the ontration of f and g of order r is the element of H⊗(p+q−2r)
dened by
f ⊗r g =
∞∑
i1,...,ir=1
〈f, ei1 ⊗ . . .⊗ eir〉H⊗r ⊗ 〈g, ei1 ⊗ . . .⊗ eir〉H⊗r . (3.4)
4
Notie that the denition of f⊗r g does not depend on the partiular hoie of {ek, k > 1},
and that f ⊗r g is not neessarily symmetri; we denote its symmetrization by f⊗˜rg ∈
H⊙(p+q−2r). Moreover, f ⊗0 g = f ⊗g equals the tensor produt of f and g while, for p = q,
f ⊗q g = 〈f, g〉H⊗q .
It an also be shown that the following multipliation formula holds: if f ∈ H⊙p and
g ∈ H⊙q, then
Ip(f)Iq(g) =
p∧q∑
r=0
r!
(
p
r
)(
q
r
)
Ip+q−2r(f⊗˜rg). (3.5)
We now introdue some basi elements of the Malliavin alulus with respet to the
isonormal Gaussian proess X . Let S be the set of all ylindrial random variables of the
form
F = g (X(φ1), . . . , X(φn)) , (3.6)
where n > 1, g : Rn → R is an innitely dierentiable funtion suh that its partial
derivatives have polynomial growth, and φi ∈ H, i = 1, . . . , n. The Malliavin derivative of
F with respet to X is the element of L2(Ω,H) dened as
DF =
n∑
i=1
∂g
∂xi
(X(φ1), . . . , X(φn))φi.
In partiular, DX(h) = h for every h ∈ H. By iteration, one an dene the mth derivative
DmF , whih is an element of L2(Ω,H⊙m), for every m > 2. For m > 1 and p > 1, Dm,p
denotes the losure of S with respet to the norm ‖ · ‖m,p, dened by the relation
‖F‖pm,p = E [|F |p] +
m∑
i=1
E
(‖DiF‖p
H⊗i
)
.
One also writes D
∞ =
⋂
m>1
⋂
p>1D
m,p
. The Malliavin derivative D obeys the following
hain rule. If ϕ : Rn → R is ontinuously dierentiable with bounded partial derivatives
and if F = (F1, . . . , Fn) is a vetor of elements of D
1,2
, then ϕ(F ) ∈ D1,2 and
Dϕ(F ) =
n∑
i=1
∂ϕ
∂xi
(F )DFi.
Note also that a random variable F as in (3.3) is inD1,2 if and only if
∑∞
q=1 q‖JqF‖2L2(Ω) <∞
and, in this ase, E (‖DF‖2H) =
∑∞
q=1 q‖JqF‖2L2(Ω). If H = L2(A,A , µ) (with µ non-
atomi), then the derivative of a random variable F as in (3.3) an be identied with the
element of L2(A× Ω) given by
DxF =
∞∑
q=1
qIq−1 (fq(·, x)) , x ∈ A. (3.7)
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We denote by δ the adjoint of the operator D, also alled the divergene operator. A
random element u ∈ L2(Ω,H) belongs to the domain of δ, noted Domδ, if and only if it
veries |E〈DF, u〉H| 6 cu ‖F‖L2(Ω) for any F ∈ D1,2, where cu is a onstant depending only
on u. If u ∈ Domδ, then the random variable δ(u) is dened by the duality relationship
(alled integration by parts formula)
E(Fδ(u)) = E〈DF, u〉H, (3.8)
whih holds for every F ∈ D1,2.
The family (Pt, t > 0) of operators is dened through the projetion operators Jq as
Pt =
∞∑
q=0
e−qtJq, (3.9)
and is alled the Ornstein-Uhlenbek semigroup. Assume that the proess X ′, whih stands
for an independent opy of X , is suh that X and X ′ are dened on the produt probability
spae (Ω × Ω′,F ⊗ F ′, P × P ′). Given a random variable F ∈ D1,2, we an regard it as
a measurable mapping from R
H
to R, determined P ◦ X−1-almost surely. Then, for any
t > 0, we have the so-alled Mehler's formula:
PtF = E
′
(
F (e−tX +
√
1− e−2tX ′)), (3.10)
where E ′ denotes the mathematial expetation with respet to the probability P ′. By
means of this formula, it is immediate to prove that Pt is a ontration operator on L
p(Ω),
for all p > 1.
The operator L is dened as L =
∑∞
q=0−qJq, and it an be proven to be the innitesimal
generator of the Ornstein-Uhlenbek semigroup (Pt)t>0. The domain of L is
DomL = {F ∈ L2(Ω) :
∞∑
q=1
q2 ‖JqF‖2L2(Ω) <∞} = D2,2.
There is an important relation between the operators D, δ and L. A random variable F
belongs to D
2,2
if and only if F ∈ Dom(δD) (i.e. F ∈ D1,2 and DF ∈ Domδ) and, in this
ase,
δDF = −LF. (3.11)
For any F ∈ L2(Ω), we dene L−1F = ∑∞q=0−1qJq(F ). The operator L−1 is alled the
pseudo-inverse of L. Indeed, for any F ∈ L2(Ω), we have that L−1F ∈ DomL = D2,2, and
LL−1F = F −E(F ). (3.12)
We now present two useful lemmas, that we will need throughout the sequel. The
rst statement exploits the two fundamental relations (3.11) and (3.12). Note that these
relations have been extensively applied in [13℄, in the ontext of the normal approximation
of funtionals of Gaussian elds by means of Stein's method.
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Lemma 3.1 Suppose that F ∈ D1,2 and G ∈ L2(Ω). Then, L−1G ∈ D2,2 and we have:
E(FG) = E(F )E(G) + E(〈DF,−DL−1G〉H). (3.13)
Proof. By (3.11) and (3.12),
E(FG)−E(F )E(G) = E(F (G−E(G))) = E(F × LL−1G) = E(Fδ(−DL−1G)),
and the result is obtained by using the integration by parts formula (3.8).
Remark 3.2 Observe that 〈DF,−DL−1G〉H is not neessarily square-integrable, albeit it
is by onstrution in L1(Ω). On the other hand, we have
〈DF,−DL−1G〉H =
∫ ∞
0
e−t〈DF, PtDG〉Hdt, (3.14)
see indeed identity (3.46) in [13℄.
The next result is a onsequene of the previous Lemma 3.1.
Proposition 3.3 Fix p > 2, and assume that F ∈ L4p−4(Ω) ∩ D1,4. Then, F p ∈ D1,2 and
DF p = pF p−1DF . Moreover, for any G ∈ L2(Ω),
E(F pG) = E(F p)E(G) + pE(F p−1〈DF,−DL−1G〉H). (3.15)
4 A reursive formula for umulants
The aim of this setion is to dedue from formula (2.2) a reursive relation for umulants
of suiently regular funtionals of the isonormal proess X . To do this, we need to
(reursively) introdue some further notation.
Denition 4.1 Let F ∈ D1,2. We dene Γ0(F ) = F and Γ1(F ) = 〈DF,−DL−1F 〉H. If,
for j > 1, the random variable Γj(F ) is a well-dened element of L
2(Ω), we set Γj+1(F ) =
〈DF,−DL−1Γj(F )〉H. Observe that the denition of Γj+1(F ) is well given, sine (as already
observed in general) the square-integrability of Γj(F ) implies that L
−1Γj(F ) ∈ DomL =
D
2,2 ⊂ D1,2.
The following statement provides suient onditions on F , ensuring that the random
variable Γj(F ) is well dened.
Lemma 4.2 1. Fix an integers j > 1, and let F,G ∈ Dj,2j . Then 〈DF,−DL−1G〉H ∈
D
j−1,2j−1
, where we set by onvention (but onsistently!) D
0,1 = L1(Ω).
2. Fix an integer j > 1, and let F ∈ Dj,2j . Then, for all k = 1, . . . , j, we have that Γk(F )
is a well-dened element of D
j−k,2j−k
; in partiular, one has that Γk(F ) ∈ L1(Ω) and
that the quantity E[Γk(F )] is well-dened and nite.
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3. If F ∈ D∞ (in partiular if F equals a nite sum of multiple integrals), then Γj(F ) ∈
D
∞
for every j > 0.
Proof. Without loss of generality, we assume during all the proof that H has the form
L2(A,A , µ), where (A,A ) is a measurable spae and µ is a σ-nite measure with no
atoms.
1. Let k ∈ {0, . . . , j − 1}. Using Leibniz rule for D (see e.g. [20, Exerie 1.2.13℄), one
has that
−Dk〈DF,−DL−1G〉H = Dk
∫
A
DaF DaL
−1Gµ(da) (4.16)
=
k∑
l=0
(
k
l
)∫
A
Dk−l(DaF )⊗˜Dl(DaL−1G)µ(da),
with ⊗˜ the usual symmetri tensor produt. Note that, to dedue (4.16), it is suient to
onsider random variables F,G that have the form (3.6) (for whih the formula is evident,
sine it basially boils down to the original Leibniz rule for dierential alulus), and then
to apply a standard approximation argument. From (4.16), one therefore dedues that
‖Dk〈DF,−DL−1G〉H‖H⊗k
6
k∑
l=0
(
k
l
)∥∥∥∥∫
A
Dk−l(DaF )⊗˜Dl(DaL−1G)µ(da)
∥∥∥∥
H⊗k
6
k∑
l=0
(
k
l
)∫
A
‖Dk−l(DaF )‖H⊗(k−l)‖Dl(DaL−1G)‖H⊗lµ(da)
6
k∑
l=0
(
k
l
)√∫
A
‖Dk−l(DaF )‖2H⊗(k−l)µ(da)
√∫
A
‖Dl(DaL−1G)‖2H⊗lµ(da)
=
k∑
l=0
(
k
l
)
‖Dk−l+1F‖H⊗(k−l+1)‖Dl+1L−1G‖H⊗(l+1). (4.17)
By mimiking the arguments used in the proof of Proposition 3.1 in [16℄ (see also (3.14)),
it is possible to prove that
−Dl+1L−1G =
∫ ∞
0
e−(l+1)tPtD
l+1Gdt.
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Consequently, for any real p > 1,
E
[‖Dl+1L−1G‖p
H⊗(l+1)
]
6 E
[(∫ ∞
0
e−(l+1)t‖PtDl+1G‖H⊗(l+1)dt
)p]
6
1
(l + 1)p−1
∫ ∞
0
e−(l+1)tE
[‖PtDl+1G‖pH⊗(l+1)]dt
6
1
(l + 1)p−1
E
[‖Dl+1G‖p
H⊗(l+1)
] ∫ ∞
0
e−(l+1)tdt
=
1
(l + 1)p
E
[‖Dl+1G‖p
H⊗(l+1)
]
, (4.18)
where, to get the last inequality, we used the ontration property of Pt on L
p(Ω). Fi-
nally, by ombining (4.17) with (4.18) through the Cauhy-Shwarz inequality on the one
hand, and by the assumptions on F and G on the other hand, we immediately get that
‖Dk〈DF,−DL−1G〉H‖H⊗k belongs to L2j−1(Ω) for all k = 0, . . . , j − 1, yielding the an-
nouned result.
2. Fix j > 1 and F ∈ Dj,2j . The proof is ahieved by reursion on k. For k = 1, the
desired property is true, due to Point 1 applied to G = F . Now, assume that the desired
property is true for k (6 j − 1), and let us prove that it also holds for k + 1. Indeed, we
have that Γk+1(F ) = 〈DF,−DL−1Γk(F )〉H, that F ∈ Dj,2j ⊂ Dj−k,2j−k (assumption on F )
and that Γk(F ) ∈ Dj−k,2j−k (reurrene assumption). Point 1 yields the desired onlusion.
3. The proof is immediately obtained by a repeated appliation of Point 2.
✷
We will now provide a new haraterization of umulants for funtionals of Gaussian
proesses: it is the fundamental tool yielding the main results of the paper. Note that, due
to Lemma 4.2 (Point 2), the following statement applies in partiular to random variables
in D
m,2m
(m > 2).
Theorem 4.3 Fix an integer m > 2, and suppose that: (i) the random variable F is an
element of L4m−4(Ω) ∩ D1,4, (ii) for every j 6 m − 1, the random variable Γj(F ) is in
L2(Ω). Then, for every s 6 m,
κs+1(F ) = s!E[Γs(F )]. (4.19)
Proof. The proof is ahieved by reursion on s. First observe that κ1(F ) = E(F ) =
E[Γ0(F )], so that the laim is proved for s = 0. Now suppose that (4.19) holds for every
s = 0, ..., l, where l 6 m− 1. Aording to (2.2), we have that
E(F l+1) =
l−1∑
s=0
(
l
s
)
κs+1(F )E(F
l−s) + κl+1(F ). (4.20)
On the other hand, by applying (3.15) to the ase p = l and G = F , we dedue that
E(F l+1) = E(F l)E(F ) + lE(F l−1〈DF,−DL−1F 〉H) = E(F l)κ1(F ) + lE(F l−1Γ1(F )).
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By the reurrene assumption, and by applying again (3.15) to the ase p = l − 1 and
G = Γ1(F ), one dedues therefore that
E(F l+1) = E(F l)κ1(F ) + lE(F
l−1Γ1(F ))
= κ1(F )E(F
l) + κ2(F )lE(F
l−1) + l(l − 1)E(F l−2Γ2(F )).
Iterating this proedure yields eventually
E(F l+1) =
l−1∑
s=0
(
l
s
)
κs+1(F )E(F
l−s) + l!E[Γl(F )],
so that one dedues from (4.20) that relation (4.19) holds for s = l + 1. The proof is
onluded.
Remark 4.4 Suppose that F = Iq(f), where q > 2 and f ∈ H⊙q. Then, L−1F = −q−1F ,
and onsequently
E[Γs(F )] = E[〈DF,−DL−1Γs−1(F )〉H] = E[FΓs−1(F )] (4.21)
= E[〈−DL−1F,DΓs−1(F )〉H] = 1
q
E[〈DF,DΓs−1(F )〉H].
Several appliations of formula (4.19) (and, impliitly, of (4.21)) are detailed in the
next setion.
5 Cumulants on Wiener haos
5.1 General statement
We now fous on the omputation of umulants assoiated to random variables belonging
to a xed Wiener haos, that is, random variables having the form of a multiple Wiener-It
integral. Our main ndings are olleted in the following statement, providing a quite om-
pat representation for umulants assoiated with multiple integrals of arbitrary orders. In
the forthoming Setion 5.2, we will ompare our results with the lassi diagram formulae
that are ustomarily used in the probabilisti literature.
Theorem 5.1 Let q > 2, and assume that F = Iq(f), where f ∈ H⊙q. Denote by κs(F ),
s > 1, the umulants of F . We have κ1(F ) = 0, κ2(F ) = q!‖f‖2H⊗q and, for every s > 3,
κs(F ) = q!(s−1)!
∑
cq(r1, . . . , rs−2)
〈
(...((f⊗˜r1f)⊗˜r2f) . . . ⊗˜rs−3f)⊗˜rs−2f, f
〉
H⊗q
, (5.22)
where the sum
∑
runs over all olletions of integers r1, . . . , rs−2 suh that:
(i) 1 6 r1, . . . , rs−2 6 q;
(ii) r1 + . . .+ rs−2 =
(s−2)q
2
;
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(iii) r1 < q, r1 + r2 <
3q
2
, . . ., r1 + . . .+ rs−3 <
(s−2)q
2
;
(iv) r2 6 2q − 2r1, . . ., rs−2 6 (s− 2)q − 2r1 − . . .− 2rs−3;
and where the ombinatorial onstants cq(r1, . . . , rs−2) are reursively dened by the rela-
tions
cq(r) = q(r − 1)!
(
q − 1
r − 1
)2
,
and, for a > 2,
cq(r1, . . . , ra) = q(ra − 1)!
(
aq − 2r1 − . . .− 2ra−1 − 1
ra − 1
)(
q − 1
ra − 1
)
cq(r1, . . . , ra−1).
Remark 5.2 1. If sq is odd, then κs(F ) = 0, see indeed ondition (ii).
2. If q = 2 and F = I2(f), f ∈ H⊙2, then the only possible integers r1, . . . , rs−2 verifying
(i) − (iv) in the previous statement are r1 = . . . = rs−2 = 1. On the other hand,
we immediately ompute that c2(1) = 2, c2(1, 1) = 4, c2(1, 1, 1) = 8, and so on.
Therefore,
κs(F ) = 2
s−1(s− 1)!〈(...(f ⊗1 f) . . . f)⊗1 f, f〉H⊗2,
and we reover the lassial expression of the umulants of a double integral (as used
e.g. in [7℄ or [14℄).
3. If q > 2 and F = Iq(f), f ∈ H⊙q, then (5.22) for s = 4 reads
κ4(Iq(f)) = 6q!
q−1∑
r=1
cq(r, q − r)
〈
(f⊗˜rf)⊗˜q−rf, f
〉
H⊗q
=
3
q
q−1∑
r=1
rr!2
(
q
r
)4
(2q − 2r)!〈(f⊗˜rf)⊗q−r f, f〉H⊗q
=
3
q
q−1∑
r=1
rr!2
(
q
r
)4
(2q − 2r)!〈f⊗˜rf, f ⊗r f〉H⊗(2q−2r)
=
3
q
q−1∑
r=1
rr!2
(
q
r
)4
(2q − 2r)!‖f⊗˜rf‖2H⊗(2q−2r), (5.23)
and we reover the expression for κ4(F ) dedued in [17, Setion 3.1℄ by a dierent
route. Formula (5.23) should be ompared with the following identity, rst estab-
lished in [22, p. 183℄: for every q > 2 and every f ∈ H⊙q,
κ4(Iq(f)) =
q−1∑
r=1
q!4
r!2 (q − r)!2
[
‖f ⊗r f‖2H⊗(2q−2r) (5.24)
+
(
2q − 2r
q − r
)∥∥f⊗˜rf∥∥2H⊗(2q−2r)] .
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Note that it is in priniple muh more diult to deal with (5.24), sine it involves
both symmetrized and non-symmetrized ontrations.
Proof of Theorem 5.1. Let us rst show that the following formula (5.25) is in order: for
any s > 2,
Γs−1(F ) =
q∑
r1=1
. . .
[(s−1)q−2r1−...−2rs−2]∧q∑
rs−1=1
cq(r1, . . . , rs−1)1{r1<q} . . .1{r1+...+rs−2< (s−1)q2 }
×Isq−2r1−...−2rs−1
(
(...(f⊗˜r1f)⊗˜r2f) . . . f)⊗˜rs−1f
)
.
(5.25)
We shall prove (5.25) by indution, assuming without loss of generality that H has the
form L2(A,A , µ), where (A,A ) is a measurable spae and µ is a σ-nite measure without
atoms. When s = 2, identity (5.25) simply reads
Γ1(F ) =
q∑
r=1
cq(r)I2q−2r(f⊗˜rf). (5.26)
Let us prove (5.26) by means of the multipliation formula (3.5) , see also [21℄ for similar
omputations. We have
Γ1(F ) = 〈DF,−DL−1F 〉H = 1
q
‖DF‖2H = q
∫
A
Iq−1
(
f(·, a))2µ(da)
= q
q−1∑
r=0
r!
(
q − 1
r
)2
I2q−2−2r
(∫
A
f(·, a)⊗˜rf(·, a)µ(da)
)
= q
q−1∑
r=0
r!
(
q − 1
r
)2
I2q−2−2r
(
f⊗˜r+1f
)
= q
q∑
r=1
(r − 1)!
(
q − 1
r − 1
)2
I2q−2r
(
f⊗˜rf
)
,
thus yielding (5.26). Assume now that (5.25) holds for Γs−1(F ), and let us prove that
it ontinues to hold for Γs(F ). We have, still using the multipliation formula (3.5) and
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proeeding as above,
Γs(F ) = 〈DF,−DL−1Γs−1F 〉H
=
q∑
r1=1
. . .
[(s−1)q−2r1−...−2rs−2]∧q∑
rs−1=1
qcq(r1, . . . , rs−1)1{r1<q} . . .1{r1+...+rs−2< (s−1)q2 }
×1{r1+...+rs−1< sq2 }
〈
Iq−1(f), Isq−2r1−...−2rs−1−1
(
(...(f⊗˜r1f)⊗˜r2f) . . . f)⊗˜rs−1f
)〉
H
=
q∑
r1=1
. . .
[(s−1)q−2r1−...−2rs−2]∧q∑
rs−1=1
[sq−2r1−...−2rs−1]∧q∑
rs=1
cq(r1, . . . , rs−1)× q(rs − 1)!
×
(
sq − 2r1 − . . .− 2rs−1 − 1
rs − 1
)(
q − 1
rs − 1
)
1{r1<q} . . .1{r1+...+rs−2< (s−1)q2 }
×1{r1+...+rs−1< sq2 }I(s+1)q−2r1−...−2rs
(
(...(f⊗˜r1f)⊗˜r2f) . . . f)⊗˜rsf
)
,
whih is the desired formula for Γs(F ). The proof of (5.25) for all s > 1 is thus nished.
Now, let us take the expetation on both sides of (5.25). We get
κs(F ) = (s− 1)!E[Γs−1(F )]
= (s− 1)!
q∑
r1=1
. . .
[(s−1)q−2r1−...−2rs−2]∧q∑
rs−1=1
cq(r1, . . . , rs−1)1{r1<q} . . .1{r1+...+rs−2< (s−1)q2 }
×1{r1+...+rs−1= sq2 } × (...(f⊗˜r1f)⊗˜r2f) . . . f)⊗˜rs−1f.
Observe that, if 2r1 + . . . + 2rs−1 = sq and rs−1 6 (s − 1)q − 2r1 − . . . − 2rs−2 then
2rs−1 = q + (s− 1)q − 2r1 − . . .− 2rs−2 > q + rs−1, so that rs−1 > q. Therefore,
κs(F ) = (s− 1)!
q∑
r1=1
. . .
[(s−2)q−2r1−...−2rs−3]∧q∑
rs−2=1
cq(r1, . . . , rs−2, q)1{r1<q} . . .1{r1+...+rs−3< (s−2)q2 }
×1
{r1+...+rs−2=
(s−2)q
2
}
〈
(...(f⊗˜r1f)⊗˜r2f) . . . f)⊗˜rs−2f, f
〉
H⊗q
,
whih is the announed result, sine cq(r1, . . . , rs−2, q) = q!cq(r1, . . . , rs−2). ✷
5.2 Combinatorial expression of umulants
We now provide a lassi ombinatorial representation of umulants of the type κs(F ), in
the ase where: (i) s > 2, (ii) q > 2, (iii) sq is even, (iv) F = Iq(f) (with f ∈ H⊙q) and
(v) H = L2(A,A , µ) is a non-atomi measure spae. Assumptions (i)-(v) will be in order
throughout this setion. As explained e.g. in [23℄, one an equivalently express umulants
of haoti random variables by using diagrams or graphs: here, we hoose to adopt the
(somewhat simpler) representation in terms of graphs. See [23, Setion 4℄ for an expliit
onnetion between graphs and umulants; see [11℄ for some striking appliation of graph
ounting to the omputation of umulants of non-linear funtionals of spherial Gaussian
elds; see [4, 5, 8℄ for lassi examples of how to use diagram enumeration to dedue CLTs
for Gaussian subordinated elds.
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Denition 5.3 For s > 2, onsider the set [s] = {1, ..., s} of the rst s integers. For q > 2,
we denote by K(s, q) the lass of all non-oriented graphs γ over [s] satisfying the following
properties:
- γ does not ontain edges of the type (j, j), j = 1, ..., s, that is, no edges of γ onnet
a vertex with itself. One an equivalently say that γ has no loops.
- Multiple edges are allowed, that is, an edge an appear k > 2 times into γ; in this
ase, we say that k is the multipliity of the edge. Also, if i, j are onneted by an
edge of multipliity k, we say that i and j are onneted k times.
- Every vertex appears in exatly q edges (ounting multipliities).
- γ is onneted.
If sq is odd, then K(s, q) is empty. If sq is even, then eah γ ∈ K(s, q) ontains ex-
atly sq/2 edges (ounting multipliities). For instane: an element of K(3, 2) is γ =
{(1, 2), (2, 3), (3, 1)}; an element of K(3, 4) is γ = {(1, 2), (1, 2), (2, 3), (2, 3), (1, 3), (1, 3)}
(note that eah edge has multipliity 2).
Denition 5.4 Given q, s > 2 suh that sq is even, and γ ∈ K(s, q), we dene the onstant
w(γ) as follows.
(a) For every j = 1, ..., s, onsider a generi vetor L(j) = (l(j, 1), ..., l(j, q)) of q distint
objets. Write {L(j)} for the set of the omponents of L(j).
(b) Starting from γ, build a mathing m(γ) over L :=
⋃
j=1,...,s{L(j)} as follows. Enu-
merate the verties v1, ..., vsq/2 of γ. If v1 links i1 and j1 and has multipliity k1, then
pik k1 elements of L(i1) and k1 elements of L(j1) and build a mathing between the
two k1-sets. If v2 links i2 and j2 and has multipliity k2, then pik k2 elements of
L(i2) (among those not already hosen at the previous step, whenever i2 equals i1 or
j1) and k2 elements of L(j2) (among those not already hosen at the previous step,
whenever j2 equals i1 or j1) and build a mathing between the two k2-sets. Repeat
the operation up to the step sq/2.
() Dene Sq as the group of all permutations of [q]. For every σ ∈ Sq, dene the vetor
Lσ(j) = (lσ(j, 1), ..., lσ(j, q)), where lσ(j, p) = l(j, σ(p)), p = 1, ..., q.
(d) Dene S
(s)
q as the sth produt group of Sq, that is, S
(s)
q is the olletion of all s-
vetors of the type σ = (σ1, ..., σs), where σj ∈ Sq, j = 1, ..., s, endowed with the
usual produt group struture.
(e) For every σ = (σ1, ..., σs) ∈ S(s)q , build a new mathing mσ(γ) over L by repeating
the same operation as at point (b), with the vetor Lσj (j) replaing L(j) for every
j = 1, ..., s.
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(f) Dene an equivalene relation over S
(s)
q by writing σ ∼γ pi whenever mσ(γ) = mpi(γ).
Let S
(s)
q / ∼γ be the quotient of S(s)q with respet to ∼γ .
(g) Dene w(γ) to be the ardinality of S
(s)
q / ∼γ .
For instane, one an prove that w(γ) = 2s−1 for every s > 2 and every γ ∈ K(s, 2). Also,
w(γ) = q! for every q > 2 and every γ ∈ K(2, q).
Denition 5.5 For q > 2, let f ∈ H⊙q, that is, f is a symmetri element of L2(Aq,A q, µq).
Fix γ ∈ K(s, q), where s > 2 and sq is even. Starting from f and γ, we dene a funtion
(a1, ..., asq/2) 7→ fγ(a1, ..., asq/2),
of sq/2 variables, as follows:
(i) juxtapose s opies of f , and
(ii) if the verties j and l are linked by r edges, then identify r variables in the argument
of the jth opy of f with r variables in the argument of the lth opy. By symmetry,
the position of the identied r variables is immaterial. Also, by onnetedness, one
has neessarily r < q.
The resulting funtion fγ is a (not neessarily symmetri) element of
L1(A(sq/2),A (sq/2), µ(sq/2)).
For instane, if γ = {(1, 2), (2, 3), (3, 1)} ∈ K(3, 2), then fγ(x, y, z) = f(x, y)f(y, z)f(z, x).
If γ = {(1, 2), (1, 2), (2, 3), (2, 3), (1, 3), (1, 3)} ∈ K(3, 4), then
fγ(t, u, v, x, y, z) = f(t, u, v, x)f(t, u, y, z)f(y, z, v, x).
We now turn to the main statement of this setion, relating graphs and umulants.
The rst part is lassi (see e.g. [23℄ for a proof), and shows how to use the funtions
fγ to ompute the umulants of the random variable F = Iq(f). The seond part of the
statement makes use of (5.22), and shows indeed that Theorem 5.1 impliitly provides a
ompat representation of well-known ombinatorial expressions.
Proposition 5.6 Let q > 2 and assume that F = Iq(f), where f ∈ H⊙q. Assume the
integer s > 2 is suh that sq is even. Then,
κs(F ) =
∑
γ∈K(s,q)
w(γ)
∫
A(sq/2)
fγ(a1, ..., asq/2)µ(da1) · · · µ(dasq/2). (5.27)
As a onsequene, by using (5.22), one dedues the identity
(s− 1)!q!
∑
cq(r1, . . . , rs−2)
〈
(...(f⊗˜r1f)⊗˜r2f) . . . f)⊗˜rs−2f, f
〉
H⊗q
(5.28)
=
∑
γ∈K(s,q)
w(γ)
∫
A(sq/2)
fγ(a1, ..., asq/2)µ(da1) · · · µ(dasq/2). (5.29)
where
∑
runs over all olletions of integers r1, . . . , rs−2 verifying the onditions pinpointed
in the statement of Theorem 5.1.
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Remark 5.7 Being based on a sum over the whole set K(s, q), formula (5.27) is of ourse
more ompat than (5.22). However, sine it does not ontain any hint about how one
should enumerate the elements of K(s, q), expression (5.27) is muh harder to ompute
and asses. On the other hand, (5.22) is based on reursive relations and inner produts
of ontrations, so that one ould in priniple ompute κs(F ) by implementing an expliit
algorithm.
5.3 CLTs on Wiener haos
We onlude the paper by providing a new proof (based on our new formula (5.22)) of the
following result, rst proved in [22℄ and yielding a neessary and suient ondition for
CLTs on a xed haos.
Theorem 5.8 (See [22℄) Fix an integer q > 2, and let (Fn)n>1 be a sequene of the form
Fn = Iq(fn), with fn ∈ H⊙q suh that E[F 2n ] = q!‖fn‖2H⊗q = 1 for all n > 1. Then,
as n → ∞, we have Fn → N(0, 1) in law if and only if ‖fn⊗˜rfn‖H⊗(2q−2r) → 0 for all
r = 1, . . . , q − 1.
Proof. Observe that κ1(Fn) = 0 and κ2(Fn) = 1. For κs(Fn), s > 3, we onsider the
expression (5.22). Let r1, . . . , rs−2 be some integers suh that (i)(iv) in Theorem 5.1
are satised. Using Cauhy-Shwarz inequality and then suessively ‖g⊗˜rh‖H⊗(p+q−2r) 6
‖g⊗r h‖H⊗(p+q−2r) 6 ‖g‖H⊗p‖h‖H⊗q whenever g ∈ H⊙p, h ∈ H⊙q and r = 1, . . . , p∧ q, we get
that ∣∣〈(...(fn⊗˜r1fn)⊗˜r2fn) . . . fn)⊗˜rs−2fn, fn〉H⊗q∣∣
6 ‖(...(fn⊗˜r1fn)⊗˜r2fn) . . . fn)⊗˜rs−2fn‖H⊗q‖fn‖H⊗q
6 ‖fn⊗˜r1fn‖H⊗(2q−2r1)‖fn‖s−2H⊗q
= (q!)1−
s
2 ‖fn⊗˜r1fn‖H⊗(2q−2r1). (5.30)
Assume now that ‖fn⊗˜rfn‖H⊗(2q−2r) → 0 for all r = 1, . . . , q − 1, and x an integer s > 3.
By ombining (5.22) with (5.30), we get that κs(Fn)→ 0 as n→∞. Hene, applying the
method of moments or umulants, we get that Fn → N(0, 1) in law. Conversely, assume
that Fn → N ∼ N(0, 1) in law. Sine the sequene (Fn) lives inside the qth haos, and
beause E[F 2n ] = 1 for all n, we have that, for every p > 1, supn>1E[|Fn|p] < ∞ (see e.g.
Janson [9, Ch. V℄). This implies immediately that κ4(Fn) = E[F
4
n ]− 3 → E[N4]− 3 = 0.
Hene, identity (5.23) allows to onlude that ‖fn⊗˜rfn‖H⊗(2q−2r) → 0 for all r = 1, . . . , q−1.
✷
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