In this paper, we revisit the discrete lossy Gray-Wyner problem. In particular, we derive its optimal second-order coding rate region, its error exponent (reliability function) and its moderate deviations constant under mild conditions on the source. To obtain the second-order asymptotics, we extend some ideas from Watanabe's work (2015). In particular, we leverage the properties of an appropriate generalization of the conditional distortion-tilted information density, which was first introduced by . The converse part uses a perturbation argument by Gu and Effros (2009) in their strong converse proof of the discrete Gray-Wyner problem. The achievability part uses two novel elements: (i) a generalization of various type covering lemmas; and (ii) the uniform continuity of the conditional rate-distortion function in both the source (joint) distribution and the distortion level. To obtain the error exponent, for the achievability part, we use the same generalized type covering lemma and for the converse, we use the strong converse together with a change-of-measure technique. Finally, to obtain the moderate deviations constant, we apply the moderate deviations theorem to probabilities defined in terms of information spectrum quantities.
. The lossy Gray-Wyner source coding problem [1] . We study the second-order asymptotics, the error exponent and the moderate deviations constant for this problem.
B. Main Contributions
In this paper, we derive the optimal second-order coding region, the error exponent and moderate deviations constant for discrete lossy Gray-Wyner source coding problem under some mild conditions. To the best of our knowledge, even the error exponent for the lossy Gray-Wyner problem has not been established in the literature. We highlight some of the salient features of our analyses.
(i) As shown in Figure 2 , the achievability proofs for all three asymptotic regimes can be done in a unified manner and all of them hinge on a single covering lemma (Lemma 8) designed specifically for the discrete lossy Gray-Wyner source coding problem. While the proof of this type covering lemma itself hinges on various other works [10] , [11] , [2] , piecing the ingredients together and ensuring that the resultant asymptotic results are tight is non-trivial. (ii) One of the main challenges here in proving the type covering lemma is the requirement to establish the uniform continuity of the conditional rate-distortion function in both the source distribution and distortion level, which we do in Lemmas 18, 19 and 20. Palaiyanur and Sahai [23] only established this uniformity in the source distribution for the rate-distortion function. (iii) Several observations need to be made to establish the optimal second-order coding region. We define a generalized distortion-tilted information density, leverage on its properties and make proper use of Taylor expansions and the BerryEsseen Theorem. We encountered a slight obstacle on whether to define the distortion-tilted information density according to the Gray-Wyner region defined in terms of conditional rate-distortion functions as in [1] or (conditional) mutual information quantities as in [24, Exercise 14.9] . These are equivalent as stated in Theorem 1 and equation (13) . However, it turns out that the latter is more amenable since it does not explicitly involve an optimization (which is present in the characterization of the conditional rate-distortion function). In the converse part, as shown in Figure 2 , we prove a type-based strong converse by using perturbation approach in [3] and similar analysis in [2] . (iv) To evaluate the optimal second-order coding region for rate triplets on the Pangloss plane [1] , we leverage a result in Viswanatha, Akyol, and Rose [4] which establishes several Markov chains for the Gray-Wyner problem. This helps to simplify the relevant tilted information densities. (v) For the error exponent analysis, we combine our type covering lemma with Marton's technique for establishing the reliability function of lossy data compression [11] . The converse part follows from strong converse [3] and the changeof-measure technique by Haroutunian [25] , [26] . (vi) Finally, for our moderate deviations analysis, we use an information spectrum calculation [18] similar to that used for the second-order asymptotic analysis. We also invoke the moderate deviations principle/theorem in [27, Theorem 3.7.1] .
Further, in the analysis of moderate deviations, compared with previous result for lossy source coding [21] , we removed the additional requirement that lim n→∞ nρ 2 n log n → ∞ where ρ n controls the speed of convergence of rate to a boundary rate (pair) in the moderate deviations regime. Instead, all we need is the usual condition that lim n→∞ nρ 2 n = ∞.
C. Organization of the Paper
The rest of the paper is organized as follows. In Section II, we set up the notation, formulate the discrete lossy Gray-Wyner problem and recapitulate the optimal rate region (first-order result). In Section III, we define the second-order coding region formally and present the main theorem which expresses the optimal second-order coding region in terms of a rate-dispersion function [7] . In addition, we simplify the calculation of the region for rate triplets on the Pangloss region and provide an numerical example for a doubly symmetric binary source with hamming distortion measures. In Section IV, we present the proof for second-order asymptotics. For the achievability part, we present a type covering lemma for discrete lossy GrayWyner problem which is used extensively in various achievability proofs throughout the paper. In Section V, we define the error exponent formally, present the result and provide a detailed proof. In Section VI, we provide a formal definition of moderate deviations constant, present the main result on moderate deviations as well as its detailed proof. Finally, we conclude the paper in Section VII. To ensure that the main ideas of the paper are presented seamlessly, we defer the proof of all supporting technical lemmas to the appendices.
II. PROBLEM FORMULATION AND EXISTING RESULTS

A. Notation
Random variables and their realizations are in capital (e.g., X) and lower case (e.g., x) respectively. All sets (e.g., alphabets of random variables) are denoted in calligraphic font (e.g., X ). Let X n := (X 1 , . . . , X n ) be a random vector of length n. The set of all probability distribution on X is denoted as P(X ) and the set of all conditional probability distribution from X to Y is denoted as P(Y|X ). Given P ∈ P(X ) and V ∈ P(Y|X ), we use P × V to denote the joint distribution induced by P and V . In terms of the method of types, we use the notations as [28] . Given sequence x n , the empirical distribution is denoted asT x n . The set of types formed from length n sequences in X is denoted as P n (X ). Given P ∈ P n (X ), the set of all sequences of length n with type P is denoted as T P . Given x n ∈ T P , the set of all sequences y n ∈ Y n such that the joint type of (x n , y n ) is P × V is denoted as T V (x n ). The set of all V ∈ P(Y|X ) for which T V (x n ) is not empty for x n ∈ T P is denoted as V n (Y; P ).
In terms of information theoretic quantities, we use H(X) and H(P X ) interchangeably to denote the entropy of a random variable X with distribution P X . Similarly, we use H(X|Y ) and H(P X|Y |P Y ) interchangeably. For mutual information, we use I(X; Y ) and I(P X , P Y |X ) interchangeably. For conditional mutual information, we use I(X; Y |W ) and I(P X|W , P Y |XW |P W ) interchangeably.
We use exp(x) to denote 2 x . We let Q(t) :
2 /2 du be the complementary cumulative distribution function of the standard Gaussian. We let Q −1 be the inverse of Q. Given two integers a and b, we use [a : b] to denote all the integers between a and b. We use standard asymptotic notation such as O(·) and o(·).
Given a joint probability mass function (pmf) P XY , let S = supp(P XY ) and |S| = m. Let us sort P XY (x, y) in an decreasing order for all (x, y) ∈ X × Y, and for all i ∈ [1 : m], let (x i , y i ) be the pair such that P XY (x i , y i ) is the i-th largest. Let Γ(P XY ) be a joint distribution defined on S such that
B. Problem Formulation
We consider a correlated source (X, Y ) with joint distribution P XY and a finite alphabet X × Y. The correlated source is assumed to be stationary and memoryless, hence (X n , Y n ) is an i.i.d. sequence where each (X i , Y i ) is generated according to P XY . The basic definitions are as follows. Gray- Wyner source coding consists of three encoders:
and two decoders:
Define two distortion measures:
) and the average distortion d Y (y n ,ŷ n ) be defined in a similar manner. Throughout the paper, we consider the case where D 1 > 0 and D 2 > 0 (but we will remark on how our results apply to the case where either or both D i = 0 (i = 1, 2)). The first-order fundamental limit is defined as follows.
Definition 2 (First-order Region
lim sup
and
The closure of the set of all
C. Existing Results
Gray and Wyner characterized the (D 1 , D 2 )-achievable rate region in [1] . Let P(P XY ) be the set of all joint distributions P XY W such that the X × Y-marginal of P XY W is the source distribution P XY and |W| ≤ |X | · |Y| + 2. Denote the X × W marginal distribution as P XW and the Y × W marginal distribution as P Y W .
Theorem 1 (Gray-Wyner [1] ). The (D 1 , D 2 )-achievable rate region for lossy Gray-Wyner source coding is
where R X|W (P XW , D 1 ) and R Y |W (P Y W , D 2 ) are conditional rate-distortion functions [24, pp. 275, Chapter 11] , i.e.,
and similarly for
An equivalent version of the first-order coding region for Gray-Wyner problem was given in [24, Exercise 14.9] and states that
III. SECOND-ORDER ASYMPTOTICS
A. Definition of Second-Order Coding Region
In this subsection, we define the second-order coding region for lossy Gray-Wyner problem. First, define the excess-distortion probability for distortion pair
and lim sup
The closure of the set of all second-order
The central goal for this section is to characterize
Note that in Definition 2, the expected distortion measure is considered whereas in Definition 3, the excess-distortion probability is considered. For the purposes of second-order asymptotics, error exponents and moderate deviations, the formulation in Definition 3 is preferred since there is a probability to quantify.
B. Tilted Information Density
We now introduce the tilted information density which takes on a similar role as it did in the lossless case [2] . Given distortion pair (D 1 , D 2 ) and rate pair (R 1 , R 2 ), let
= min
where (20) follows from Theorem 1 and (21) follows from (13) .
is a convex set [1] , the minimization in (20) is attained when
. Throughout the paper, we assume (λ * 1 , λ * 2 , γ * 1 , γ * 2 ) are strictly positive, i.e., we consider a rate triplet where 
(y, D 2 |w) := log 1 D 2 ) , the tilted information density for lossy Gray-Wyner source coding is defined as
We remark that there are two equivalent characterizations of the Gray-Wyner region, one defined in terms of conditional rate-distortion functions in Theorem 1 and the other defined solely in terms of (conditional) mutual information quantities in (13) . For the lossless Gray-Wyner problem [2] , the two regions are exactly the same. The tilted information densities derived based on these two regions are subtly different. We find that the tilted information density derived from the second region in (13) is more amenable to subsequent second-order analyses on the Pangloss plane (Lemma 6). Thus the "correct" nonasymptotic fundamental quantity for the lossy Gray-Wyner problem is the tilted information dnesity we identified based on the second Gray-Wyner region in (26) .
Next, we show that the tilted information density for lossy Gray-Wyner source coding has properties similarly like [ 
and for (w,x,ŷ) such that P *
The proof of Lemma 2 is similar to [2, Lemma 1] , [30, Lemma 1] and is provided in Appendix A.
In the following lemma, we relate the derivative of the minimum common rate function with the tilted information density where notation Γ is defined in Section II-A (See also [2] ). For any
be the corresponding induced distributions.
Lemma 3.
Suppose that for all Q XY in some neighborhood of
where
The proof of Lemma 3 is similar to the proof in [2, Lemma 3] and provided in Appendix B. In particular, we need to re-parametrize the probability distribution on the simplex as in [2, Lemma 3] . We remark Lemma 3 is related to [31, Theorem 2.2] for the standard rate-distortion problem where the term − log e is also present.
C. Main Result
Given a particular rate triplet (R * 0 , R * 1 , R * 2 ) ∈ R(D 1 , D 2 |P XY ), we impose the following conditions: 
is twice differentiable in the neighborhood of (R * 1 , R * 2 , P XY ) and the derivative is bounded (i.e., the spectral norm of the Hessian matrix is bounded). Let the rate-dispersion function [7] be
Theorem 4. Under conditions (i) to (iii), the optimal second-order (R
We observe that the rate-dispersion function
is a fundamental quantity that governs the speed of convergence of the rates of optimal code to the rate triplet (R * 0 , R * 1 , R * 2 ). Theorem 4 is proved in Section IV. Remark 1. To obtain the corresponding results for 
D. On the Pangloss Plane for the Lossy Gray-Wyner Problem
In general, it is not easy to calculate L(R *
2 ) on the Pangloss plane [1] . It is shown in Theorem 6 in [1] 
where [24] , i.e.,
The condition in (33) is called the Pangloss bound since the optimal performance is obtained when the receivers cooperate.
Lemma 5. The properties of ı XY (x, y|D 1 , D 2 , P XY ) include
• The joint rate-distortion function is the expectation of the joint tilted information density, i.e.,
• For P * XŶ -almost every (x,ŷ),
The proof of Lemma 5 is provided in Appendix C. Lemma 5 can be proved in a similar manner as [2, Lemma 1] and [32, Lemma 1.4] . By considering a fixed rate triplet on the Pangloss plane, we can relate
We defer the proof of Lemma 6 to Appendix D. The proof of Lemma 6 invokes Lemma 2. Besides, we use an idea from [4] in which it was shown that the following Markov chains hold for the optimal test channels P
Invoking Lemma 6, for a rate triplet (R * 0 , R * 1 , R * 2 ) on the Pangloss plane, we can significantly simplify the calculation of
the conditions in Theorem 4 are satisfied, we have
where the rate-dispersion function [7] is
Remark 2. To obtain the corresponding results for
(51)
Combining the techniques used in this paper and the lossless case in [2], it is not hard to verify that Proposition 7 is still valid when
D 1 = 0 and/or D 2 = 0. We provide a justification for D 1 = 0 and D 2 > 0 in Appendix E.
E. A Numerical Example for Boundary Points on the Pangloss Plane
We consider a doubly symmetric binary source (DSBS), where
. We considerX =Ŷ = {0, 1} and Hamming distortion for both sources, i.e., d X (x,x) = 1{x =x} and d Y (y,ŷ) = 1{y =ŷ}. Under this setting, we consider R 1 = R 2 = R and
as the binary entropy function and define f (x) := −x log x. Define p 1 :
Hence,
For a rate triplet For p = 0.48 and D = 0.15, we plot R sum (n) in Figure 3 for ǫ = 0.01 and ǫ = 0.99 where the blue line corresponds to the first-order sum rate R *
This figure demonstrates the convergence of an approximation of the finite blocklength fundamental limit to the first-order fundamental limit.
IV. PROOF OF SECOND-ORDER ASYMPTOTICS (THEOREM 4)
A. Achievability Proof
In this part, we first prove that for any given joint type Q XY ∈ P n (X × Y), there exists an (n, M 0 , M 1 , M 2 )-code such that the excess-distortion probability is mainly due to the incorrect decoding of side information W . To do so, we present a novel type covering lemma for discrete lossy Gray-Wyner problem. Using this result, we then prove an upper bound of the excess-distortion probability for the (n, M 0 , M 1 , M 2 )-code. Finally, we establish the achievable second-order coding region by estimating this probability.
Define four constants
We begin by presenting a type covering lemma that is suited to the needs of second-order analysis for the lossy Gray-Wyner problem.
, log n ≥ |Y|·|W|·|Ŷ| log |Y|dY D2
, and log n ≥ log
is achievable by some test channel, there exists a conditional type Q W |XY ∈ V n (W, Q XY ) such that the following holds:
• There exists a set C n ⊂ T QW (Q W is induced by Q XY and Q W |XY ) such that -For any (x n , y n ) ∈ T QXY , there exists a w n ∈ C n whose joint type with (
The proof of Lemma 8 is given in Appendix F. Lemma 8 is proved by combining a few ideas from the literature: a type covering lemma for the conditional rate-distortion problem (modified from Lemma 4.1 in [25] for the standard ratedistortion problem and Lemma 8 in [10] for the successive refinement problem), a type covering lemma for the common side information for the Gray-Wyner problem (Lemma 4 in [2] ) and finally, a uniform continuity lemma for the conditional rate-distortion function (modified from [10] , [23] ).
The proof of Lemma 8 adopts similar idea as the proof of the first-order coding region [1] . The main idea is that we first send the common information via the common link carry S 0 and then we consider two conditional rate-distortion problems on the two private links carrying S 1 , S 2 using the common information as the side information.
Invoking Lemma 8, we show that there exists an (n, M 0 , M 1 , M 2 )-code whose excess-distortion probability can be upper bounded as follows. Recall the definitions of c ′ 0 in (59), c 1 in (60) and c 2 in (61). Define three rates
The proof of Lemma 9 is similar to [2, Lemma 5] and given in Appendix J. Define the typical set for joint types as
where the notation Γ is defined in Section II-A. From Lemma 22 in [34] , we know
For a rate triplet (R * 0 , R * 1 , R * 2 ) satisfying conditions in Theorem 4, we choose 1
From the conditions in Theorem 4, we know that the second derivatives of
are bounded around a neighborhood of (R * 1 , R * 2 , P XY ). Hence, for anyT x n y n ∈ A n (P XY ), for large n, applying Taylor's expansion for R 0 (R 1,n , R 2,n , D 1 , D 2 |T x n y n ) and invoking Lemma 3, we obtain:
where (77) follows from Lemma 2 and the definition of the typical set A n (P XY ) in (69). Define ξ n = log n n . Invoking Lemma 9, we can upper bound the excess-distortion probability as follows:
where (83) follows from the Berry-Esseen Theorem and
B. Converse Proof
In this part, we prove a outer bound for the second-order region under conditions stated in Theorem 4. We follow the method in [2] closely. First, we invoke the strong converse in [3] to establish a type-based strong converse. Second, we prove a lower bound on excess-distortion probability ǫ n (D 1 , D 2 ) by using the type-based strong converse. Finally, we use Taylor expansion and apply Berry-Esseen Theorem to obtain a outer region expressed essentially using
, the uniform distribution over the type class T QXY .
Lemma 10. If the non-excess-distortion probability satisfies
for some positive number α, then for n large enough such that log n ≥ max{d
The proof of Lemma 10 is given in Appendix K. The proof of Lemma 10 is similar to [2, Lemma 6] but we need to also combine this with the (weak) converse proof for lossy Gray-Wyner problem under the expected distortion criterion in [1] . See Definition 2.
We then prove a lower bound on the excess-distortion probability ǫ n (D 1 , D 2 ) in (14) . Define the constant c = |X |·|Y|+2 n and the three quantities
The proof of Lemma 11 is similar to [2, Lemma 7] and given in Appendix L.
Hence, according to (89) to (91) in Lemma 11, for i ∈ [0 : 2],
Invoking Lemma 11, in a similar manner as the achievability proof, we obtain
where (100) follows from the fact that
V. LARGE DEVIATIONS ANALYSIS
In this section, we define the error exponent and present the results together with the proof.
Definition 5.
A number E ≥ 0 is said to be an
The supremum of all
Define the function
Theorem 12. The optimal error exponent for discrete lossy Gray-Wyner problem is
Proof: The proof of Theorem 12 follows [11] closely. The achievability part follows from Lemma 8. We consider a sequence of (n, M 0 , M 1 , M 2 )-codes where
Given (R 0 , R 1 , R 2 ), we define the set
Invoking Lemma 8, we know that for type Q XY such that R 0 (R 1 , R 2 , D 1 , D 2 |Q XY ) ≤ R 0 , the excess-distortion probability is zero. Hence, by Sanov's theorem [35, Ch. 11] ,
Therefore, we obtain
The proof for achievability part is now complete. The converse part follows from strong converse [3] and the change-of-measure technique in [25] , [26] . Define the set
Given rate triplet (R 0 , R 1 , R 2 ), suppose the source has distribution Q XY such that
By invoking the strong converse for the lossy Gray-Wyner problem [3] , we obtain that
where β n → 0 as n → ∞. Then with a standard change-of-measure technique [25] , [26] , we obtain that for any (n,
where h(δ) is the binary entropy function. Hence,
Minimizing (117) over all auxiliary distributions Q XY such that R 0 (R 1 , R 2 , D 1 , D 2 |Q XY ) ≥ R 0 + δ and finally letting δ → 0 (using the convexity and hence continuity of the exponent in the rate R 0 ), we complete the proof.
VI. MODERATE DEVIATIONS ANALYSIS
In this section, we define the moderate deviations constant and present the main results as well as the proof. 
We are now ready to present the result on moderate deviations.
Theorem 13. Given a rate triplet (R
* 0 , R * 1 , R * 2 ) ∈ R(D 1 , D 2 |P XY ) satisfying V(R * 1 , R * 2 , D 1 , D 2 |P XY ) > 0
and the conditions in Theorem 4, the moderate deviations constant is
We observe that similarly to second-order asymptotics (Theorem 4), the rate-dispersion function V(R * 1 , R * 2 , D 1 , D 2 |P XY ) is a fundamental quantity that governs the speed of convergence of the excess-distortion probability to zero.
The proof of Theorem 13 can be done in similar manner as [21] using Euclidean information theory [22] . Here we provide an alternative (and more direct) proof using the moderate deviations principle/theorem. See Dembo and Zeitouni [27, Theorem 3.7.1].
A. Achievability
For i = 0, 1, 2, let
Recall the definitions of c ′ 0 in (59), c 1 in (60) and c 2 in (61). Define
Define the typical set
Invoking Lemma 9 with 1 n log M i = R * i + θ i ρ n for i = 0, 1, 2, we obtain
According to Weissman et al. [36] , we obtain
For any (x n , y n ) such thatT x n y n ∈ A ′ n (P XY ), for n large enough, applying Taylor's expansion similarly as (78), we obtain
where (134) holds because (i) according to (119), we have
We bound the term in (135) at the end of this section. We show that this term is of the same order as that in (131). Hence, the moderate deviations constant is lower bounded by θ 2 log e/(2V(R *
B. Converse
Recall the definitions of R i,n in (124) for i = 0, 1, 2. To prove the converse part, we first define
In a similar manner as the proof of Lemma 11 in Appendix L, we can show that
Applying Taylor's expansion forT x n y n ∈ A ′ n (P XY ) (this typical set was defined in (128)) in a similar manner as (134), we obtain
where (144) follows from the same reasoning as (100). Note that the second term in (144) is of the same order as (131). Invoking [27, Theorem 3.7.1] and the fact that ρ n → 0,
Note that this calculation applies to both (135) and (144). This completes the proof.
VII. CONCLUSION
In this paper, we derived the second-order coding region, the error exponent and moderate deviations constant for the discrete lossy Gray-Wyner problem under mild conditions on the source. In general, it is not easy to calculate the second-order coding region but we provide an example where the second-order region calculation can be simplified. The proofs make use of a novel type covering lemma that is suited to the discrete lossy Gray-Wyner problem. We also establish new results on the uniform continuity of conditional rate-distortion function that may be of independent interest elsewhere. We hope the solution to this problem may lead to the solution of second-order regions for other multi-terminal lossy source coding problems [8] , [24] .
In the future, we aim to solve for the second-order asymptotics of the lossy Gray-Wyner problem with correlated Gaussian sources and the quadratic distortion measure [1, Example 2.5(B)]. Lastly, we hope to derive the exact asymptotics for this problem [37] , [38] .
APPENDIX
A. Proof of Lemma 2
For given test channel P W |XY PX |XW PŶ |Y W , let P XY W , P XW , P Y W be induced joint and marginal distributions. For any Q W ∈ P(W), define
We can relate R 0 (R * 1 , R * 2 , D 1 , D 2 |P XY ) to F (P W |XY , Q W , QX |W , QŶ |W ) as follows:
For given Q W , QX |W , QŶ |W , λ 1 , λ 2 > 0 and γ 1 , γ 2 ≥ 0, define Λ(x, w,x, QX |W |λ 1 , γ 1 ) := log 1
Λ(y, w,ŷ, QŶ |W |λ 2 , γ 2 ) := log 1 
where the minimization is achieved by P W |XY PX |XW PŶ |Y W s.t.
Proof: The proof is similar to the proof of Lemma 1 in [2] . Invoking the log-sum inequality, we obtain
where (158) follows from (149) and (150) while (159) follows from (151). Invoking (148), we obtain
≤ min
Invoking Lemma 14, we obtain
and for (w,x,ŷ) s.t. P *
Note that
Hence, according to the properties of Λ(x, y|P *
B. Proof of Lemma 3
is an optimal test channel achieving the objective function
are the induced (conditional) distributions. Invoking Lemma 2, we obtain
We now focus on the second term in (171). For i = 1, 2, denote
Invoking Lemma 2, we obtain
where (174) follows from Section II-A and where P *
. In the following, for ease of notation, we will use Q = P for all the above relations.
We claim that
Equation (176) holds for the following reasons:
• In a similar manner as [31, Theorem 2.2] and noting that Γ i (Q XY ) = Q XY (x i , y i ), we obtain
• In a similar manner as [2, (64)- (70)], we obtain
where (180) follows because: (i) under the optimal test channel, we have R * 1 = I(X;X|W ); (ii) the second term in (180) equals to 0, which results from a similar manner to (178). Symmetrically, we have
• Under the optimal test channel,
Thus, the last two terms in (175) are zero.
C. Proof of Lemma 5
We offer the proof resembling [2, Lemma 1] . Note that R XY (P XY , D 1 , D 2 ) is convex and non-increasing in (D 1 , D 2 ). Hence,
is a convex optimization problem. The dual problem is given by
Hence, the dual optimal values are ν * 1 in (39) and ν * 2 in (40). Given QXŶ , define
Then considering the dual problem of R XY (P XY , D 1 , D 2 ) in (183), we obtain
For ν 1 > 0 and ν 2 > 0, define
We can relate F (PXŶ |XY , QXŶ , D 1 , D 2 ) with Λ(x, y|QXŶ , ν 1 , ν 2 ) as follows.
where the minimization is achieved by the optimal test channel
Proof: Invoking the log-sum inequality, we have
with equality if and only if PXŶ |XY is P * (QXŶ )
be the optimal channel achieving R XY (P XY , D 1 , D 2 ) and P * XŶ be induced by P * XŶ |XY and P XY . Then,
Hence, we obtain
i.e.,
Note that ı XY (x, y|D 1 , D 2 , P XY ) = Λ(x, y|P
D. Proof of Lemma 6
Considering a rate triplet on the Pangloss plane, i.e., (R *
Hence, λ * 1 = λ * 2 = 1 and
Let P(P XY , D 1 , D 2 ) be the set of all joint distributions P XY WXŶ satisfying
• The following Markov chains hold:X → W →Ŷ and (X, Y ) → (X,Ŷ ) → W . The lossy Wyner's common information [4] , is
Denote the joint distribution achieving (204) as P * XY WXŶ
. According to Corollary 1 in [4] , the random variables (XY WXŶ ) following P * XY WXŶ satisfy the following Markov chains:
All the distributions used in this proof are marginals of P * XY WXŶ
. Invoking Lemma 2, we obtain that for every (w,x,ŷ) such that P *
= log
where (208) follow from the Markov chains implied by P * XY WXŶ in [4] .
E. Justification of Remark 2 for
The properties of R XY (P XY , 0, D 2 ) is still valid with (x,X) replaced by (x, X) by invoking Lemma ??. Then we need to verify that Lemma 6 still holds. For D 1 = 0, recalling Lemma 2 and Remark 1, we obtain 8 1) Properties on Q W |XY and C n : We first present Lemma 4 in [2] which is the initial step for the proof of Lemma 8.
F. Proof of Lemma
Lemma 15.
Suppose n is sufficiently large such that (n + 1) 4 > n log |X | · |Y|. Given type Q XY ∈ P n (X × Y) and any test channel P W |XY , there exists a conditional type Q W |XY ∈ V n (W, Q XY ) such that for every triplet (x, y, w) with Q XY (x, y)P W |XY (w|xy) > 0,
Let Q W be the marginal type of W induced by Q XY and Q W |XY . In addition, there exists a set C n ⊂ T QW such that
and for each (x n , y n ) ∈ T QXY , there exists a w n ∈ C n so that (x n , y n , w n ) ∈ T QXY W , where Q XY W is the joint type induced by Q XY and Q W |XY .
Given type Q XY , let P * W |XY be an optimal test channel which achieves
. Lemma 15 shows that there exists a conditional type Q W |XY such that for every (x, y, w) with
and there exists a set C n ∈ T QW with size
and with the property that for each (x n , y n ), there exists w n ∈ C n satisfying (x n , y n , w n ) ∈ T QXY W . Hence, we obtain from (216) that
According to Corollary 1 in [2] ,
Hence, we conclude
2) Properties of BX (w n ) and BŶ (w n ): We modify the proof of [10, Lemma 8] and [2, Corollary 1] to prove the existence of BX (w n ) and BŶ (w n ) in Lemma 8. We prove here only for the properties BX (w n ) since the properties of BŶ (w n ) can be proved in a similar manner. Define
Let Q XW and Q X|W be induced by Q XY and Q W |XY . Let Q * X |XW be the optimal test channel achieving R X|W (Q XW , D * 1 ), i.e.,
Following the same procedure to prove (214) in Lemma 15, we can prove that there exists a conditional type QX |XW such that such that for all (x, w,x),
Let T QX |XW (x n , w n ) be the conditional type class given (x n , w n ), i.e., {x n : (x n , w n ,x n ) ∈ T QXY W }. Then the following lemma shows that (x n ,x n ) satisfies the distortion level at D 1 .
Lemma 16.
For any
The proof of Lemma 16 is similar to [10, Lemma 17] and is deferred to the end of this subsection. Let QX |W be induced by QX |XW and Q XW , i.e.,
Define the sets A(w n ) = T QX |W (w n ) and A(x n , w n ) = T QX |XW (x n , w n ). Given w n , we randomly and uniformly generate M 1 codewords (Z 1 , Z 2 , . . . , Z M1 ) from A(w n ) to form the codebook Z M1 (w n ). Define the set of source sequences in X n that are not D 1 -covered by the codebook Z M1 (w n ) as
Following standard arguments (e.g., [25] ), we now upper bound the average size of U X (Z M1 , w n ) as follows
Now choose M 1 such that
Hence, for sufficiently large n such that nH(Q X|W |Q W ) ≤ n log |X | < (n + 1) 4 , we have
Hence, there exists set BX (w n ) ∈X n such that
and for every
Then we bound the difference between I(Q X|W , QX |XW |Q W ) and I(Q X|W , Q * X |XW |Q W ).
Lemma 17.
The proof of Lemma 17 is similar to [10, Lemma 18] and is given in Appendix G. Invoking Lemma 17, we have proved that
The next step to prove Lemma 8 is to bound the difference between R X|W (Q XW , D * 1 ) and R X|W (Q XW , D 1 ).
Lemma 18.
For n sufficiently large such that log n ≥ |X |·|W|·|X|dX log |X | D1
, we obtain
The proof of Lemma 18 is similar to [10, Lemma 19] and is given in the end of this subsection.
The remaining step to prove Lemma 8 is to bound the difference between R X|W (Q XW , D 1 ) and R X|W (P * XW , D 1 ). Invoking (216), the difference between Q XW (x, w) and P * XW (x, w) is bounded as
We now present a uniform continuity lemma for the conditional rate-distortion function. This serves to bound the difference between R X|W (Q XW , D 1 ) and
If the distortion function d satisfies that for each x ∈ X , there existsx ∈X such that d(x,x) = 0, then for any two joint distributions P XW and Q XW ,
The proof of Lemma 19 is modified from [23] and given in Appendix H. Invoking Lemma 19, we obtain
where (247) holds when log n ≥ log |X | − log |Y|. Finally, we obtain
where (248) follows from (238) and (239). We now present the proofs of Lemmas 16 and 18.
Proof of Lemma 16:
Proof of Lemma 18: The conditional rate-distortion function R X|W (D, Q XW ) is a convex and non-increasing function of D. Hence,
Recalling that D *
when log n ≥ |X |·|W|·|X|dX log |X | D1
.
G. Proof of Lemma 17
Invoking (223), the difference between QX |W (x|w) and Q * X |W (x|w) can be bounded as follows:
Invoking Lemma 1.2.7 in [25] , we obtain that for large enough n where
Hence, the difference between H(QX |W |Q W ) and H(Q * X |W |Q W ) is bounded as follows:
Define f (x) = −x log x. We now bound the difference between H(QX |XW |Q XW ) and H(Q * X |XW |Q XW ) as follows
where (274) holds since |f (x) − f (y)| ≤ f (|x − y|) when |x − y| ≤ 
H. Proof of Lemma 19
The proof follows [23] and relies on the continuity of entropy function [25, Lemma 1.2, 7] . Suppose P * X|XW achieves R X|W (P XW , D) and Q * X |XW
For a source with distribution P XW , if we choose the test channel to be Q * X |XW , then the distortion function can be bounded above as
Define the following (conditional) distributions:
According to the definition of conditional rate-distortion function R X|W (P XW , D), we obtain
Noting that
we can upper bound the second term in (292) as follows:
Considering the L 1 norms
Invoking Lemma 1.2.7 in [25] , we upper bound (296) by
Hence, the difference between R X|W (P XW , D) and R Y |W (Q XW , D) is bounded as follows:
where (308) follows from (285). The next lemma presents the uniform continuity of the conditional rate-distortion function in distortion level D.
Lemma 20. The conditional rate-distortion function satisfies for any
The proof of Lemma 20 is modified from [23] and is given in Appendix I. Invoking Lemma 20, we obtain 28 Therefore, we conclude
Symmetrically, we can prove
The proof of Lemma 19 is now complete.
I. Proof of Lemma 20
Suppose Q * X |XW achieve the conditional rate-distortion function R X|W (Q XW , D ′ − D). Then 
We define V * X|XW 
For fixed (x, w), we obtain 
we obtain
Denote (V Q) * XWX (x, w,x) = Q XW (x, w)V * X|XW (x|xw),
* W |XY (Q XY ) which achieves R 0 (R 0,n , R 1,n , D 1 , D 2 |Q XY ) and chooses a conditional distribution Q W |XY satisfying Lemma 8 for test channel P * W |XY (Q XY ). If there is no such optimal test channel P * W |XY (Q XY ), the system declares an error. Given conditional type Q W |XY , the encoder 0 choose a set C n ⊂ T QW satisfying properties in Lemma 8 with (R 1 , R 2 ) replaced by (R 1,n , R 2,n ). Note that the choice of C n and mapping function φ 0 are known by all the encoders and decoders. If log |C n | > log M 0 − |X | · |Y| log(n + 1), the encoder 0 declares an error directly, otherwise sends w n ∈ C n . From Lemma 8, we know that (x n , y n , w n ) ∈ T QXY W where Q XY W is induced by Q XY and Q W |XY . Hence, we obtain x n ∈ T Q X|W (w n ) and y n ∈ T Q Y |W (w n ). According to Lemma 8, there exist sets BX (w n ) and BŶ (w n ) satisfying that for each (x n , y n ), there existx n ∈ BX(w n ) andŷ n ∈ BŶ (w n ) with d X (x n ,x n ) ≤ D 1 and d Y (y n ,ŷ n ) ≤ D 2 . Therefore, encoder 1 sendsx n ∈ BX (w n ) such thatx n minimizes d X (x n ,x n ) and encoder 2 sendsŷ n ∈ BŶ (w n ) such thatŷ n minimizes d Y (y n ,ŷ n ). Invoking Lemma 8, the size of BX (w n ) and BŶ (w n ) are upper bounded by log |BX (w n )| ≤ nR 1,n + c 1 log n ≤ log M 1 , (339) log |BŶ (w n )| ≤ nR 2,n + c 2 log n ≤ log M 2 .
Finally, at the decoder side, if w n is decoded correctly, then both decoders can decode within the distortion threshold. The excess-distortion event occurs only if log |C n | > log M − |X | · |Y| log(n + 1) or R 0 (R 1,n , R 2,n , D 1 , D 2 |Q XY ) is not achieved by any test channel, which means R 0 (R 1,n , R 2,n , D 1 , D 2 |Q XY ) = ∞. Hence, according to Lemma 8, the excess-distortion probability is upper bounded as in (68).
≥ I(X n ;X n |S 0 ) (357)
where V i = (S 0 , X i−1 ), (357) holds sinceX n is a function of S 0 and S 1 and given S 0 = s 0 , H(X n |S 0 = s 0 ) ≤ log M 1 [1] and (361) follows from the definition of the conditional rate-distortion function (that it is a minimization of the conditional mutual information). Similarly, we obtain log M 2 ≥ nR YJ |WJ ,J (Q YJ WJ , D 2,n ).
According to [3] , there exists P W |XJ YJ such that |W| ≤ |X | · |Y| + 2 and 
≤ |X | · |Y| + 1 log(n + 1)
where (372) follows from that β = log n n < log(n+1) n . Invoking (352), (353) and Lemma 18, we obtain
when log n ≥ d X log |X |, and
when log n ≥ d Y log |Y|. Therefore, invoking (363), (366), (369) and (373), we conclude that
when log n ≥ d X log |X |, and similarly, we obtain
when log n ≥ d Y log |Y|.
The proof of Lemma 10 is now complete.
L. Proof of Lemma 11
Invoking Lemma 10 by setting α = log n n , we obtain that if (R 0,n , R 1,n , R 2,n ) / ∈ R(D 1 , D 2 |Q XY ) ,
or equivalently
Note that when (X n , Y n ) ∈ T QXY , each sequence has the same probability. Hence, the probability in (377) and (378) is calculated with respect to uniform distribution over the type class T QXY . Hence,
≥ QXY ∈Pn(X ×Y): (R0,n,R1,n,R2,n) / ∈R(D1,D2|QXY ) 
