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Abstract: 
In several practical application domains, combinatorial optimization problem (POC) is an very important. 
Due to the difficulty of problems optimization and many practical applications that can take the formula of a POC. 
Currently the major challenge is to resolve a generic POC large, where the use of meta-heuristic is recommended. 
Their approach "A unique solution", based on the appearance of intensification, quickly gives a good solution, but may 
be trapped by a local optimum. This above is avoided with the appearance of diversification provided by approach "to 
the population of solution", the latter has the disadvantage that found solution set is just an approximation of the 
optimum .this while we can see that the hybridization of two approaches can better guide the process of research to the 
optimal solution, the mechanism of parallelism is a computing power and can accelerate the process of optimization. 
To enter this hybridization gains parallel it offers in this paper an application of the latter on the QAP quadratic 
assignment. 
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1. INTRODUCTION 
Combinatorial optimization problem is 
imposed in various application domains, both in 
computer science, production, telecommunication, 
bioinformatics and others. For a set of variables, 
integer values to determine their instantiations, 
possibly under constraints, corresponding to the 
maximum (or minimum) that it is a function of these 
environment variables [01], commonly known as 
functions objective. 
The assignment Quadratic, QAP, is a classical 
problem of optimizing Combinatory [02], seeking the 
optimal assignment of "n" factories "n" sites, 
minimizing the quadratic cost influenced by remote 
sites inter and the flow of material inter factory. The 
importance of these problems and their broad 
application areas gave rise to many methods of 
resolution, operational research (OR) and artificial 
intelligence (AI). 
In this article, it is interested in a first section 
to combinatorial optimization problems and these 
methods of resolution specifically meta-heuristics, their 
basic principles, and their two approaches: A 
population of solutions and unique solution. In the 
second section shows that these two approaches are 
complementary and it offers their hybridization to  
 
serve as a good resolution of the DFO. It also 
introduces the mechanism parallelism in order to 
accelerate the process optimization and bear the cost of 
hybridization. In the third section will offer a parallel 
algorithm hybrid between a genetic algorithm and local 
search (Hill Climbing) algorithm to solve the QAP, 
let's criticize our results and end with a conclusion and 
perspective. 
2. RESOLUTION METHODS 
Many methods and algorithms have been 
proposed for the exact methods combinatorial 
optimization problems such as "branch and bound" 
resolution algorithm A *, and dynamic programming 
are effective for small sizes [03] problems. They 
guarantee the optimally solution, but they are complex 
with a time of resolution [04]. For issues with large 
sizes, has been calling the heuristics. Heuristic 
algorithms such as the simulated annealing, taboo 
research and genetic algorithms are trying to find good 
solutions which are not necessarily optimal solutions 
[05]. In turn, heuristics can be divided into two classes: 
one hand specific to a given problem algorithms known 
by specific heuristics that require knowledge of the 
application, and on the other domain General 
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algorithms applicable to a wide variety of POC known 
by the meta-heuristics. In the how it looks. 
2.1. THE META-HEURISTICS 
Appeared in the 1980s, meta-heuristics, form 
a set of algorithms, to solve a wide range of difficult 
optimization problems which are not known effective 
algorithmic solution. The meta-heuristics are 
progressive, iterative methods starting with learn the 
characteristics of a particular issue to find a better 
solution. It sets an objective function, or function of 
cost, the function which it seeks to minimize or 
maximize with all parameters of the problem. Two 
approaches to the meta-heuristics are possible, the first 
so-called single solution: where it is estimated that one 
solution has each iteration: this approach is based on 
the concept of the neighborhood of the current order to 
achieve the optimum, allowing to intensify research 
and well leverage regions that may contain the 
optimum solution but with the risk to be trapped by a 
local optimum routes. Among the best-known 
algorithms of this approach we quote the simulated 
annealing, lookup Taboo, and the gradient descent. The 
second approach a population of solutions: is to 
evaluate a set of solution at each iteration. This 
approach is based on the appearance of diversification 
and exploration of space research allowing give good 
solutions well spread in this space. Evolutionary 
algorithms are an important part of this category of 
methods. Can summarize the various approaches of 
meta-heuristics in figure 1 [05]: 
 
Figure 1 . Taxonomies of Meta-Heuristics. 
2.2. HYBRIDIZATION OF META-
HEURISTICS 
 
Recently, and in the area of combinatorial 
optimization. The best results for many large problems 
were obtained by a hybrid meta-heuristics [06], [07], 
[08] & [09]. The use of the existing supplementary 
aspects in different types of the meta-heuristics can 
serve a better solution. The hybridization can be 
"High" or "Low" level, mode "Relay" or "Co-
evolutionary", as it may be "Homogeneous" or 
"heterogeneous". 
The hybridization of "Low" level applies to 
the internal structure of a Meta-heuristic, where a 
function or an internal mechanism is replaced by a 
different Meta-heuristic. Contrary, a hybridization of 
"High" level, does not concern the structure of the 
meta-heuristics and no relationship between their 
elements and internal mechanisms. "Relay" mode, the 
meta-heuristics are executed in sequence, unlike the 
"Co-evolutionary" mode where several meta-heuristics 
runs in a concurrent manner. There are also 
"Homogeneous" hybridization where the meta-
heuristics are the same type but with different 
parameters, otherwise different meta-heuristics are 
involved its "Heterogeneous" hybridization [10]. 
2.3. PARALLEL META-HEURISTICS 
The parallelism of the meta-heuristics can 
track multiple models, it depends on type of applied 
meta-heuristics, for the meta-heuristics people of 
solution there are three models of parallelism: parallel 
model of evolution of the population, template parallel 
evaluation of a population, the parallel model 
assessment solution. Also there are three parallel 
models for the meta-heuristics single solution: the 
parallel model multi-depart, the parallel evaluation 
neighborhood, the template parallel assessment of 
movements [10]. 
3. THE QUADRATIC ASSIGNMENT 
PROBLEM 
 
Our problem is the QAP, combinatorial 
optimization that exists in multiple applications such as 
scheduling, placement, synthetic images, 
telecommunications and other problem. For well 
enlighten our problem will take the example of the 
factories and sites, this example is to seek the best 
allocation of "n" factories "n" sites among (n!) possible 
solutions [04]. The problem is NP-hard classified and 
become more complex with instances of large sizes. 
Exact algorithms (such as branch and bound) can only 
treat instances of small (n around 30) while seeking to 
resolve this issue with large application. 
3.1. ILLUSTRATION OF A QAP 
Due to the above definition, it adds two sites l 
and h are at a distance of Dlh, two plants i and j 
exchange a volume of materials Fij, as shown in figure 
2 [02]. 
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 Figure 2. The Problem QAP 
The cost of placing a factory i l site and another site 
k, j factory is Cijlh = dlh.fij [11]. 
3.2 MODELING THE PROBLEM 
Plants and sites are numbered sequentially 
from 1 to n, considered two matrices [04]:  
1. remote sites inter matrix 
2. matrix exchanged goods flow inter factories.  
The QAP solution can be represented in many ways 
[12]. In this article, we use the representation of 
permutations of integer n. 
 
(i) =j means that the plant site i is assigned j [13]. 
The resolution of the QAP is to seek the 
permutation that minimizes the following function: 
 
∑∑Ciᶲ(i)jᶲ(j) as i, j belongs to [0 .. n], [11] 
             i j  
3.3. OUR PROPOSED SOLUTION 
It proposes a hybrid model where it will 
replace the operator the genetic algorithm Hill 
Climbing algorithm known by its good operating space 
research, we will therefore improve the quality of the 
solution that is transferred in the current population, 
and bring more and more toward the optimal solution, 
on the other objective is to solve a large problem that 
many possible solutions, our interest will be so visit the 
largest possible number of these solutions to help 
increase the chance to achieve the optimal solution or 
even a solution more pocket of the optimal. Another 
factor to take into account is that the phase 
transformation genetic algorithm (mutation, 
recombination, assessment) is the most costly time 
CPU. In this situation we see two possibilities can 
accelerate the process of optimizing and improving the 
quality of the workaround:  
1. A parallel hybrid algorithm insular model: on each 
population runs an AG and operator of mutation of 
this algorithm is replaced by the Hill Climbing, its 
people communicate through immigration 
mechanism applied with a specific rate and with a 
well determined individuals immigrant all size. 
2. A parallel hybrid algorithm phase of 
transformation of the AG and mutation operator is 
replaced by the Hill Climbing 
3.4. IMPLEMENTATION 
It has chosen to implement our model under 
the Paradiseo platform dedicated to the design of the 
parallel hybrid meta-heuristics [10] and provided to all 
classes and mechanisms includes same and genetic 
algorithms Hill Climbing. In his latest available open 
source since the month of February 2009, platform has 
also put the bodies and best known in the literature for 
the thing QAP issue which facilitated us comparison 
and the seizure of performance. Our testing on four 
files of different sizes instances was carried out, it ran 
the genetic algorithm that exists on the platform, and 
two other algorithms that are composed from 
algorithms that exist on the platform. 
 
Our experimental results are summarized in the following table: 
 
Proceedings File Sol Opt  QAP GA  Insul LRH  Hyb trans para  
Tai12a 224 416  233 040  233 040  224 416  
Tai15a 388 214  398 496  391 522  388 250  
Tai50a 4 941 410  5 409 680  5 151 320  5 094 390  
Tai100a 21 125 314  22 989 600 
 
21 730 100 
 
21 585 910 
 
 
Table 1.  Experimental Results 
 
4. CONCLUSION AND OUTLOOK A through this article was introduced the 
problem of the quadratic assignment, which is one of 
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the toughest optimization problems, and who has not to 
date effective algorithmic solution for large problems. 
Our proposed solution is based on the meta-heuristics 
and their aspects: (exploitation) intensification and 
diversification (exploration). The first is offered by the 
Hill Climbing algorithm and the second by the genetic 
algorithm. These two concepts are not contradictory 
but complementary and their hybridization has 
improves the quality of no. solution. In order to speed 
up the search process and withstand the exorbitant cost 
of hybrid algorithms, it appealed to the mechanism of 
parallelism, and it has tested our algorithms on the 
Paradiseo platform. 
 
According table above, we note that not all 
results strengthening optimal solutions but are too close 
to it. Increasingly we see parallel model island gave 
greater benefits than the classic AG results, and on a 
confirm that phase transformation is really the most 
costly in time, its parallelism has to discover a solution 
space more large, so it has visit new solutions that are 
even more powerful .these results has given us the idea 
of tie two parallel model (transformation and insular) 
and designing a new model it aims has operate under 
the Paradiseo platform, and that we think that it will 
even better guide the optimization process. 
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