When fitting a linear regression model to data, the effects not included in the model can confound those included in the model, resulting in incorrect estimates of the regression coefficients and incorrect inferences as to whether a term is significant. This paper shows how uniform designs can reduce this aliasing. The discrepancy is a quantitative measure of how uniformly design points are placed on an experimental domain. It is shown that in very general situations low-discrepancy designs limit aliasing. For the case of regular fractional factorial designs it is shown that minimum discrepancy designs have maximum resolution and minimum aberration. Since the concept of discrepancy is more general than resolution or aberration, discrepancy can be used to generalize the definitions of resolution and aberration to other types of designs.
1. Introduction. There are different approaches to experimental design. If the form of the model relating the response to the factors is known, then optimal designs can be used to estimate the unknown parameters efficiently. However, in many cases one does not know the form of the model a priori. Rather the model is selected based on regression diagnostics when analyzing the experimental data. Uniform designs (Wang and Fang, 1981 , Fang and Wang, 1994 , Bates et al., 1996 spread experimental points evenly over the domain. It is shown in this article that such an approach reduces the effect of aliasing, i.e., the extent to which terms not included in the model affect the estimates of terms included in the model. For fractional factorial designs, it is shown that uniform designs are equivalent to designs with minimum aberration.
Suppose that an experiment has s factors and the design region is X is a measurable set, e.g., [0, 1] s or {0, 1, . . . , q − 1} s . An experimental design with n points, P , is a subset of X with multiple copies of the same point allowed. Let F X denote the uniform distribution over the experimental domain X . For example, if X = [0, 1] s , then F X (x) = x 1 · · · x s . If X is the finite set {0, 1, . . . , q −1} s , then F X (x) is just assigns probability q −s to each member of this set. For any design, P = {x 1 , . . . , x n }, one may write the associated empirical distribution as
where 1 {·} (x) is the indicator function. A uniform design is one whose associated empirical distribution is as close to the uniform distribution as possible. A precise definition is given below in Definition 1.
Let y i denote the corresponding observation of the response when the factors take on the value x i . Then one may fit a linear regression model:
T (x i )θ + ε i , i = 1, . . . , n,
where the specified functions g j are linearly independent and the ε i are i.i.d. random errors with mean 0 and variance σ 2 . Moreover, we have defined g(x) = (g 1 (x), . . . , g p (x))
T and θ = (θ 1 , . . . , θ p ) T . Often one does not know the true form of the model, or the true response is too complicated to be modelled exactly. In this case one may write represent the true response as (Yue and Hickernell, 1999) :
. . , n, where f (x) = g T (x i )θ + h(x).
(1.1)
Here h(x) is an unknown deviation or misspecification. To insure that the model is identifiable, the true parameter vector, θ, is assumed to satisfy the following condition:
and so the misspecification satisfies:
The ordinary least squares estimate of the parameter θ isθ = M −1 X T y, where y = (y 1 , . . . , y n )
T is the vector of response data, the design matrix is X = (g(x 1 ), . . . , g(x n ))
T , and the information matrix, M = X T X, is assumed to be nonsingular. The mean square difference between the fitted response function, f (x) = g T (x)θ, and the true one is (Yue and Hickernell, 1999) :
where h = (h(x 1 ), . . . , h(x n )) T . The last term in the expression above is independent of the design and can only be made smaller by a better choice of model. The first term originates from the difference between θ andθ due to the noise in the response data. Optimal designs assume that the misspecification, h, is zero, making all but the first term vanish. In particular, L-optimal designs are chosen to minimize trace(M −1 G). The second term in (1.2) originates from the difference in θ andθ due to model misspecification. In other words, this term captures the effects of aliasing or confounding. The danger of aliasing is that a term θ j g j (x) may be judged to be statistically significant and retained in the model, when it does not belong, but because of a poor experimental design, it is highly aliased with a term that is not included in the model but ought to be.
To illustrate the problem of aliasing consider a one-factor experiment where the experimental domain is X = [0, 1] and the true response is
If one assumes the model to be of the form θ 1 + θ 2 (x − 1/2), then an optimal design places all design points at the endpoints of the interval, half at 0 and half at 1. If the number of experiments is large enough in comparison to the noise, both terms in the presumed model will be judged statistically significant, supposedly confirming the choice of this incorrect model. This happens because for this design the constant term in the presumed model is aliased with the quadratic term in the true response. For the design chosen there is no way to determine whether the constant term and/or the quadratic term are correct.
A uniform design does not put all points at the endpoints of the interval but spreads them evenly over the experimental domain. In the example above a uniform design would allow one to pick the correct form of the response. In Section 2 the discrepancy, which measures the uniformity of a design, is defined. The first main result of this article, Theorem 1 in Section 3, shows that, under quite general conditions, uniform designs limits aliasing.
Fractional factorial designs (FFD, for simplicity) are arguably the most widely used design in experimental investigation. In the case that all factors have an equal number of levels, q, then the experimental domain is X = {ρ 0 , . . . , ρ q−1 } s for some symbols ρ i . For orthogonal arrays, one kind of FFD, the strength is a measure of its quality. Other measures of quality of an FFD include its resolution (Box et al., 1978) and minimum aberration (Fries and Hunter, 1980, Franklin, 1984) . These quantities also indicate the degree of aliasing that can occur when fitting models. Strength, resolution, and aberration look at projections of the designs into lower dimensional spaces. Section 4 decomposes the discrepancy into lower dimensional pieces. The equivalence of low discrepancy to maximum resolution and minimum aberration is derived in Section 5. Section 6 summarizes the reasons why one should use the discrepancy to measure the quality of designs.
2. The Discrepancy. As mentioned in the introduction a uniform design is one where the associated empirical distribution function of the design, F P , approximates well the uniform distribution, F X . The discrepancy is the measure of how far F P deviates from F X . If F X and F P both belong to some normed space M of signed measures, then one may define the discrepancy as
s , and · M is the L ∞ -norm, the discrepancy corresponds to the star discrepancy (Niederreiter, 1992) , which is also the Kolmogorov-Smirnov statistic (D'Agostino and Stephens, 1986).
In this article we restrict ourselves to cases where M is an inner product space that contains measures with point masses at any point in X . In this case, the kernel function is defined as follows:
Note that this kernel function is symmetric in its arguments and non-negative definite, i.e.:
For any F, G ∈ M and it follows that F,
). This allows us to define the discrepancy in terms of the kernel function explicitly below.
Definition 1.
A kernel function K is any real-valued function defined on X × X and satisfying (2.3). The discrepancy of a design P = {x 1 , . . . , x n }, given the kernel function K, is defined as
For a fixed number of points, n, a uniform design is the design which minimizes the discrepancy.
Note that the space M need not be specified to define the discrepancy. All that is needed is to specify the kernel function K. Moreover, different choices of kernel functions will lead to different values for the discrepancy.
Consider the case where X = [0, 1] s . Let 1 : s denote the set {1, . . . , s}, and let u be any subset of 1 : s. Let x u denote the elements of the vector x indexed by the elements of u. Let |u| denote the cardinality of u and let [0, 1] u denote the |u|-dimensional unit cube. For a function F on X , let F (x u , 1) denote the value obtained by setting all the components indexed by j / ∈ u equal to one. For the inner product
The discrepancy corresponding to this kernel is a form of the L 2 -star discrepancy (Hickernell, 1998a) :
The discrepancy was first suggested as a criterion for assessing experimental designs by Wang and Fang (1981) . The theory of the uniform design is reviewed in the monograph Fang and Wang (1994) . Uniformity is considered to be an important criterion in the design of computer experiments (Bates et al., 1996) . For a review of different possible discrepancy measures see Hickernell (1998b Hickernell ( , 1999b ).
General Connections Between Uniformity and Aliasing.
The kernel function defined in the previous section not only plays a role in defining the discrepancy, but it is used to analyze the problem of aliasing described in the introduction. Any kernel function K, as defined in Definition 1, is the reproducing kernel for some Hilbert space F. This means that
Conversely, any Hilbert space of functions for which the evaluation functional is bounded has a unique reproducing kernel. For a thorough discussion of reproducing kernels see Aronszajn (1950) , Saitoh (1988) , and Wahba (1990) .
The discrepancy defined in Definition 1 arises in the theory of quadrature error for multivariate integrals. For a given design P = {x 1 , . . . , x n } the integral X f (x) dF X (x) may be approximated by the mean of the values of the integrand at the design points. The error of this approximation is (Hickernell, 1999b) :
where the variation of the integrand is defined as
Moreover, this bound is tight. For every P there exists a worst-case integrand, ξ P ∈ F for which (3.5) becomes an equality. This worst-case integrand is, in fact, the representer of the linear functional Err(·; P ), and it is defined in terms of the reproducing kernel as
Note that D(P ; K) = ξ P F . Returning to the problem in (1.1), suppose that the response function, f (x), lies in some reproducing kernel Hilbert space, F, with kernel K, and the misspecification, h(x), lies in a subspace, H, with reproducing kernel K ⊥ . In Yue and Hickernell (1999) it is shown that
where
For any design P = {x 1 , . . . ,
Then, according to Yue and Hickernell (1999) the second term in (1.2) has a tight upper bound of
, and λ max (·) denotes the spectral radius (largest absolute eigenvalue) of a matrix. Thus, to minimize the effect of aliasing, one should choose the design to minimize λ max (A).
The spectral radius of A is equal to λ max (BC), where
. For a low-discrepancy design this is approximately the j, l element of G, and so C ≈ G. The j, l element of B may be expressed as the quadrature error of function of two variables:
Here Err x means applying the error functional to the function of x. A low-discrepancy design should make this quadrature error small, which implies that λ max (A) is small. The theorem below makes this argument precise. Theorem 1. Suppose the original space, F, is a reproducing kernel Hilbert space with the reproducing kernel K, and the set of design points is P . Assume that the functions g 1 , . . . , g p ∈ F are chosen to satisfy the following conditions:
F for all ζ ∈ F, and sup ζ =0 q j,ζ / ζ K < ∞ Define the following two p × p matrices whose entries depend on the choice of the model and not on the design:
Then λ max (A) has the following upper bound in terms of discrepancy D(P ; K):
Proof. The largest eigenvalue of A may be bounded by
Bounds on λ max (B) and λ max (C) may be derived in terms of the discrepancy,
Let {φ ν (x)} denote any countable, orthonormal basis of the subspace H. The reproducing kernel for this subspace, K ⊥ , may then be expressed as (Wahba, 1990) . Then, b jl may be written in terms of the worst-case integrand ξ P , and the functions q j,ζ defined above. From (3.6) it follows that:
Using the definition of W above, it follows that
2 . Since G is the identity matrix, C = n 2 M −2 . LetM = I − M. The j, l element ofM may be also be expressed as a quadrature error:
−2 , which completes the proof.
Note that λ max (A) is invariant if the original basis vector g(x) is replaced by Lg(x) for any p × p nonsingular matrix L. Thus, the assumption that G = I is not essential to the theorem above, but simplifies the form of the upper bound.
The assumption that g j K ⊥ (·, w) ∈ F means that g j h ∈ F for any possible misspecification h. This is essential. For example, if F consists of functions f (x) that can be written as sums of functions of one variable, then the discrepancy will only look at the uniformity of the design in all one-dimensional projections. If
where 1 is the vector whose elements are all ones. However, using this design there is no way to determine whether the term θ 1 (x 1 − 1/2) or θ 2 (x 2 − 1/2) should be in the model. Theorem 1 is not contradicted in this case because (x 1 −1/2)(x 2 −1/2) / ∈ F. The assumption that g j g l ∈ F is also necessary. The nonsingularity of the information matrix, M, is guaranteed by applying the quadrature error bound to g j g l , and then choosing a design with low enough discrepancy to insure that D(P ; K)λ max (V) < 1.
A weakness of this theorem is that the upper bound is not tight. From this perspective one might argue that to minimize aliasing it is better to construct designs that minimize λ max (A). However, A depends not only on the design, but also on the model. As was mentioned earlier, the form of model may not be known until after the experiment is performed. Thus, for practical purposes one needs a quality measure of designs that is model-independent. The discrepancy is such a measure, and the theorem above shows that making the discrepancy go to zero will make λ max (A), and thus aliasing, go to zero.
In view of Theorem 1 one may think of the discrepancy as an omnibus measure of the possible effects of aliasing. However, there is a scaling problem since D(P ; cK) = √ cD(P ; K) for any positive c. One way to circumvent this problem is to scale the discrepancy with respect to the root mean square discrepancy of a one-point random design. It is known (Hickernell, 1998a ) that the mean square discrepancy of a uniform random sample, P mc , is
Based on this fact, the scaled discrepancy is introduced. Defining the scaled kernel as
immediately implies that
When D(P ; K sc ) = 0, no aliasing occurs, and when D(P ; K sc ) = 1, the design, P , is as bad as a one-point random design. A simple random n-point design has a mean square scaled discrepancy of E[D(P mc ; K sc )] 2 = 1/n, independent of the choice of kernel.
4. Aliasing When Low Order Effects are More Important. In some situations the experimenter may know (or suspect) that the response function f (x) is a sum of functions depending on at most d variables at a time. In this case the quantity A in Theorem 1 involves only quadratures of functions of at most 2d variables at a time. One could design the reproducing kernel K, and the resulting discrepancy, D(P, K), with this information in mind. An equivalent approach is to form a vector containing pieces of the discrepancy.
To define the projection discrepancy pattern we restrict ourselves to the case where the experimental domain X is an s-dimensional Cartesian product of a onedimensional domain,X , and the reproducing kernel, K, is an s-fold product of a one-dimensional kernel, 1 +K, whereK is a reproducing kernel corresponding to a Hilbert space of functions onX that does not include any nonzero constant functions. Hickernell and Wang (2000) show how to decompose an arbitrary kernel for a space of univariate functions into a sum c +K for some constant c.
Under these assumptions the reproducing kernel, K, for the space F, has the form:
where (4.10a)
Since the kernelK contains no non-zero constant functions, it follows (Hickernell and Wang, 2000) that the Hilbert space F may be written as a direct sum of Hilbert spaces F u , each with reproducing kernelK u (x u , w u ). The square discrepancy may be written as sum of parts:
Note thatK ∅ = 1 by convention, soD (0) (P ; K) =D ∅ (P ; K) = 0. Let X u be the |u|-fold Cartesian product of the one-dimensional domainX , and let P u = {x u : x ∈ P }, denote the projection of the design into the domain X u . The discrepancyD u (P ; K) depends on P u , and measures the uniformity of P u on the domain X u , but not necessarily on any lower dimensional projections. The discrepancy D u (P ; K) also depends on P u , and measures the uniformity of P u on the domain X u , and all lower dimensional projections, X v with v ⊂ u. For example, if P 1,{1,2} = {(0, 0), (0, 1)} and P 2,{1,2} = {(0, 0), (1, 1)}, then one might expectD {1,2} (P 1,{1,2} ; K) =D {1,2} (P 2,{1,2} ; K), but D {1,2} (P 1,{1,2} ; K) > D {1,2} (P 2,{1,2} ; K). The discrepancyD (j) (P ; K) is the root sum of squares of all D u (P ; K) with |u| = j. It measures the uniformity of all j-dimensional projections of the design, P . Finally, D(P ; K) looks at the uniformity of all possible projections of the design into spaces of dimension s or lower.
Suppose one decomposes the response function f ∈ F as a sum of effects f u ∈ F u , i.e., f = u⊆1:s f u . Also, let f (j) = |u|=j f u . Then the quadrature error bound (3.5) may be refined using the Cauchy-Schwarz inequality as follows:
Suppose it is known that f (x) is a sum of functions depending on at most d variables at a time, i.e., f 
Definition 2. Suppose that a reproducing kernel has the form (4.10). Then the projection discrepancy pattern is the s-vector defined as
The projection discrepancy pattern of different designs may be ordered lexicographically, i.e., for any two designs P 1 and P 2 , one says that PD(P 1 ; K) < PD(P 2 ; K) iff the first (from the left) nonzero component of the vector PD(P 1 ; K) − PD(P 2 ; K) is negative.
The following section shows how the projection discrepancy pattern is related to the resolution and aberration of fractional factorial designs.
The Discrepancy for Designs with Finite Numbers of Levels.
Designs where each factor has a finite number of levels are very popular in practice. For simplicity we restrict ourselves to the case where each factor has the same number of levels, and so the experimental domain may be written as X = {ρ 0 , ρ 1 , . . . , ρ q−1 } s ,
where the ρ i are distinct symbols. If q is prime, then it is convenient to take X = {0, 1, . . . , q−1} s , whereas if q is a prime power, then one may take X = GF (q), the Galois (or finite) field with q elements.
A full factorial design has n = q s points with P = X , whereas a fractional factorial design (FFD) takes some fraction of X to be the design. Orthogonal arrays and regular FFDs are two important kinds of FFDs. Orthogonal arrays are characterized by their strength, and regular FFDs are often characterized by whether they have maximum resolution (Box et al., 1978) and minimum aberration (Fries and Hunter, 1980, Franklin, 1984) . See Dey and Mukerjee (1999) for an extensive discussion of FFDs. Some of the basic concepts are defined below.
Definition 3. Suppose that the experimental domain is X = {ρ 0 , ρ 1 , . . . , ρ q−1 }
s . An orthogonal array of strength t is an FFD P ⊆ X , with n = λq t points for some positive integer λ, such that P u = {x u : x ∈ P }, consists of λ copies of X u = {ρ 0 , ρ 1 , . . . , ρ q−1 } u for all u ⊆ 1 : s with |u| = t. A regular FFD has n = q s−k points for some integer k with 0 ≤ k ≤ s. The number of levels, q, is assumed to be a prime power, and X = GF (q). The design is defined by P = {x ∈ X : Cx = 0} for some fixed nonsingular k × s matrix C.
The wordlength pattern, W (P ) = (A 1 (P ), . . . , A s (P )) of a regular FFD is a 1 × s vector. The component A j (P ) is defined as 1/(q − 1) times the number of elements in the row space of C that have exactly j nonzero elements. Thus, the sum
. The resolution of P equals the smallest j with A j (P ) > 0. A design P has maximum resolution iff no other design with the same number points has greater resolution. The design P 1 is said to have smaller aberration than P 2 if W (P 1 ) < W (P 2 ), i.e., if the first nonzero element of W (P 1 ) − W (P 2 ) from the left is negative. A design has minimum aberration iff no other design with the same number of points has smaller aberration. s , with only 2 or 3-level FFDs mapped onto this domain. Here, the discrepancy will be defined directly on the domain {ρ 0 , ρ 1 , . . . , ρ q−1 } s . This allows one to make a very strong link between discrepancy, resolution and aberration for designs with an arbitrary number of levels.
Consider again reproducing kernels of the form (4.10) and experimental domains of the form X = {ρ 0 , ρ 1 , . . . , ρ q−1 } s . Since the domain is finite, these kernels may be represented as matrices. Define the q ×q matrixK = (K(ρ i , ρ k )), and the q d ×q
3) for reproducing kernels imply thatK 1 , . . . ,K s and K 1 , . . . , K s are all symmetric, non-negative definite matrices. For this case where each factor has a finite number of levels the discrepancy can now be written as a matrix product. Given a design P ∈ X , let f P be the associated empirical density function represented as a q s × 1 vector. The first component is the proportion of design points equal to (ρ 0 , . . . , ρ 0 ) T . The second component is the proportion of design points equal to (ρ 0 , . . . , ρ 0 , ρ 1 )
T , and so forth. The last component is the proportion of design points equal to (ρ q−1 , . . . , ρ q−1 ) T . By the same token, f X , the uniform density function, is simply (1, . . . , 1) T /q s . In the same way define f Pu as the empirical density function for the design P u , the projection of the design into X u . Let f Xu be the density function for the uniform distribution on X u . Using these definitions it follows that the discrepancies in (4.11) may be written as:
These formulas allow one to derive a connection between the strength of an orthogonal array and its projection discrepancy pattern.
Theorem 2. Suppose that P is an FFD with n = λq t points for some positive integer λ. Also suppose that the univariate reproducing kernelK satisfies
T with a T 1 = 0. Then P is an orthogonal array of strength t if and only if the first t elements of its projection discrepancy pattern, PD(P ;K), are all zero.
Proof. By Definition 3 the design P is an orthogonal array of strength t iff the empirical distribution of P u is the same as the empirical distribution of X u for all |u| = t, i.e., f Xu = f Pu for all |u| = t. If P is an orthogonal array of strength t, then it follows from (5.12) that the first t elements of its projection discrepancy pattern, PD(P ;K), are all zero. The converse is true, provided that K t is a strictly positive definite matrix, i.e., a T K t a > 0 for all a = 0. By the hypothesis of the theorem, a TK a > 0 for all a T 1 = 0. Thus, K 1 = 1 T 1 +K is strictly positive definite, and so is
For the remainder of this section a particular choice of univariate reproducing kernel,K, is made. Let
where β is an arbitrary positive constant. This kernelK is symmetric in its arguments and non-negative definite. Moreover, the corresponding Hilbert space contains no nonzero constant functions, since the only linear combination q−1 i=0 a i K(x, ρ i ) that is constant in x is the zero function.
Theorem 3. For any q s−k regular FFD P the discrepancies in (4.11) using the kernelK defined in (5.13) are related to the aberration as follows:
Proof. The proof of this theorem follows exactly the proof of Theorem 3.1 in Fang et al. (1999) . In that paper the discrepancy is also represented as a quadratic form in terms of Kronecker products of matrices as is done here in (5.12).
The above theorem immediately implies an equivalence between the projection discrepancy pattern, defined in Definition 2 and the minimum aberration, defined in Definition 3:
Corollary 2. Let P be a q s−k regular FFD. Then P has minimum projection discrepancy pattern if and only if P has minimum aberration.
Theorem 3 implies a close relationship between the projection discrepancy pattern and the wordlength pattern. For regular FFDs the j th element of the wordlength pattern is just β −j (q − 1) −1 times the square of the j th element of the projection discrepancy pattern for j = 1, . . . , s.
The value of the parameter β has no effect when comparing the projection discrepancy patterns of different designs, i.e., if PD(P 1 , K) < PD(P 2 , K) for one value of β > 0 then the same inequality holds for all other values of β > 0. However, the value of β does effect the comparison of the discrepancies of different designs. Recall from Theorem 3 that the discrepancy is a weighted average of the A j (P ). A larger value of β gives a relatively heavier weight to the A j (P ) with large j and a smaller value of β gives a relatively heavier weight to the A j (P ) with small j. Equivalently, a large value of β implies a preference for better uniformity in the high dimensional projections of P , while a small value of β implies a preference for better uniformity in the low dimensional projections of P .
In the case of β = 1, it follows that a regular FFD has square discrepancy
By contrast a random design with n points has a mean square discrepancy from (3.8) of E[D(P mc ; K)] 2 = q s /n, and the square scaled discrepancy defined in (3.9) is [D(P ; K)] 2 = (1 − q −k )/n. Thus, for this choice of β the FFD looks not much better than a random design. However, if β is chosen to be smaller than 1 (reflecting a preference for good uniformity in low dimensional projections), then the FFD will look much better than the random design. If β is chosen small enough, then minimum discrepancy designs are equivalent to minimum aberration designs.
Theorem 4. Let P be a q s−k regular FFD, and suppose that 0 < β < (q − 1)/(q k − 1). Then P has minimum discrepancy if and only if P is a minimum aberration design.
Proof. It is sufficient to show that for any two q s−k regular FFDs P 1 and P 2 , the statement D(P 1 ; K) < D(P 2 ; K) is equivalent to W (P 1 ) < W (P 2 ).
For any two such designs let d, 1 ≤ d ≤ s denote the element at which their word patterns first differ, i.e, A 1 (P 1 ) = A 1 (P 2 ), . . . , A d−1 (P 1 ) = A d−1 (P 2 ), and
Under the restriction on the size of β it can be shown that the first term above is always greater than the second in absolute value. Recalling that 0
for any two designs and any j, it follows that:
14) is the same as the sign of A d (P 2 ) − A d (P 1 ). This implies that D(P 1 ; K) < D(P 2 ; K) iff W (P 1 ) < W (P 2 ).
6. Conclusion: Why Use Discrepancy as a Quality Measure for Designs? The theorems in this article show how low-discrepancy designs limits aliasing and how the concept of aberration in regular FFDs is related to the discrepancy. We conclude by explaining what advantages the discrepancy has over other quality measures for designs.
As mentioned in the introduction, optimality is useful when one knows the form of the model. If the form of the model is to be determined from the data, then one should design the experiment to reduce the effect of aliasing, regardless of what the model turns out to be. Choosing a low-discrepancy design accomplishes this.
For regular FFDs the wordlength pattern is equivalent to the projection discrepancy pattern. However, the projection discrepancy pattern may be defined for a much broader class of designs, provided that the experimental domain is the Cartesian product of one-dimensional domains and the reproducing kernel is the product of univariate kernels. Although this article considered the case where the experimental domain is the Cartesian product of the same one-dimensional domains, it is straightforward to treat the case X = X 1 × · · · × X s , and K(x, w) = s j=1 [1 +K j (x j , w j )], where each X j is a one-dimensional domain with an associated univariate kernelK j . One may define a minimum aberration design as one with the smallest possible projection discrepancy pattern. This extends the concept of aberration to a much broader class of designs.
The specific reproducing kernel based on (4.10) and (5.13) facilitates the connection between discrepancy and aberration. The discrepancy defined by this kernel is unchanged if one relabels the levels of any one or more factors. This is a desirable property if the factors are nominal variables, e.g., machine 1, machine 2, etc. However, if the factors are scale variables, such as temperature, then this kernel is not a good one, even when one is restricted to discrete levels. Suppose that the j th factor is temperature, and it has levels 0, 1, 2, 3, 4 (perhaps after scaling). One would normally expect a smooth function like x j to be more likely to be part of the response than a rough function like (−1) xj . But the reproducing kernel (5.13) assumes both of these are equally likely. Choosing a kernel based on (4.10) wherê K(x, w) is a decreasing function of |x − w| would be more suitable. A discrepancy based on such a kernel would differentiate between the many regular FFDs with minimum aberration.
