Abstract
Introduction
Over the past years, structured peer-to-peer (P2P) overlay networks have been used as platform for building large-scale distributed network applications such as file sharing [1] . In such structured systems, each data item is mapped to a unique identifier ID drawn form an identifier space using a consistent hashing function. Consequently, each node and data item has a unique ID, and each data item is mapped to a node according to the distributed hash table (DHT) definition. The ID space of each DHT is partitioned among the nodes, and each node is responsible for a portion of the ID space, called zone, and storing all the objects that are mapped into its zone. However, consistent hashing produces a bound of O(log n) imbalance of keys between nodes, where n is the number of nodes in the system [2] , therefore, this result in a O(log n)load imbalance factor. Furthermore, if IDs of nodes are no longer uniformly distributed, the imbalance factor becomes worse. On the other hands, the resources of P2P systems are most likely overlaid on top of peer nodes with extreme heterogeneity in hardware and software capabilities. Recent measurement study [3] have shown that nodes of the P2P networks have heterogeneity capabilities in terms of network bandwidth, storage space, CPU process and so on, for example, some peers may be large servers with plenty of computing power and large storage access through a reliable and high-speed network, whereas other peers may be handheld devices with wireless connections that have limited storage, computing power, and unreliable connections. Under this circumstance, even every node in P2P network is assigned equal data items, therefore, load of nodes is also unbalancing. Additionally, a node's load may vary greatly over time since the system can be expected to experience continuous insertions and deletions of objects, skewed object arrival patterns, and continuous arrival and departure of nodes. Consequently, the imbalance of P2P system will be severity. The objective of DHT load balancing is to harness all available resources, balance the workload of the network nodes and prevent nodes from being overloaded by distributing application load among the nodes in proportion to their capacities in the P2P network, so that users can access all available objects efficiently.
In the past, numerous approaches were proposed to deal with load balancing issue in DHT-based P2P systems. However, existing load balancing approaches have some limitations based on the optimization theory. They either ignore the dynamic load changes in real networking conditions, or transfer loads between heavily loaded nodes and lightly loaded nodes without considering the relationship between P2P logical network topology structure and physical network topology structure, or both. An effective load balancing algorithm should be capable of exploiting the physical proximity of the network nodes to minimize operation cost, and can deal with load dynamic changes characteristic. In this paper, we present a binary-tree based load balancing scheme by using the concept of virtual servers previously proposed in [4] to deal with both the proximity and dynamics of DHT networks. The goal of our load balancing scheme are not only to ensure load distribution evenly over nodes in proportion to their capacities in the P2P network, but also reduce the load balancing communication overhead and minimize load balancing cost by transferring virtual servers.
Related work
Many approaches have been proposed to tackle load balancing in DHT networks. Chord [4] was the first to propose the concept of virtual server to address the load balancing issue by having each node simulate a logarithmic number of virtual servers, however, virtual server scheme does not completely solve the load balancing issue. The idea of super node overlay network was proposed in [5, 6] . Rao et al. [7] proposed three algorithms to rearrange load based on node's capacities: one-to-one, one-to-many, many-to-many. Their basic idea is to move load form overloaded nodes to under-loaded nodes so that each node's load does not exceed its capacity. Later on, Godfrey et al [8] extends one-to-many and many-to-many to dynamic structured P2P systems. CFS [9] takes the differences of the capacities into account virtual servers by having each node host some number of virtual servers in proportion to its capacity. When a node becomes overloaded, the node simply deletes some of node's virtual servers. However, simply deleting process may make other node become overload, resulted in a load thrashing problem. Chen and Tsai [10] proposed addressing the virtual-server-based load balancing problem systematically using an optimization-based approach and derive a DSLS algorithm to rearrange loads among the peers. Also, they analyzed the effect of capacity and workload heterogeneity on algorithm performance in static and dynamic environment. All of these algorithms assume the objective of minimizing the amount of moved load. They neglected the factor of physical proximity on the effectiveness of load balancing. With proximity consideration, load transferring and communication should be within physically close heavy and light nodes. Recently, Zhu and Hu [11] utilize the proximity information of landmark clustering to guide load balancing in DHT networks. The authors suggested building a K-ary tree (KT) structure on the top of a DHT overlay. Each KT node is planted in a virtual server. A KT node reports the load information of its real server to its parents until the tree root is reached. Then, the root disseminates the final information to all the virtual nodes. Using this information, each real server can determine whether it is heavily loaded or not. The KT structure helps to use proximity information to move load between physically close heavy and light nodes. However, the construction and maintenance of KT are costly, especially, a real server cannot start determining its load condition until the tree root gets the accumulated information form all the nodes, this centralized process is inefficient and hinders the scalability improvement of P2P systems.
Our work presented in this paper is similar to the previous work [11] . For example, we all use the concept of virtual servers to achieve load balance and the virtual server reassignments performed along a hierarchical tree. However, our proposed scheme organizes the system into a hierarchy of balancing domain, therefore, and load balancing is performed in distributed way, every node can determine the load condition and invoke load balancing process without parent or tree root information. When a parent fails or leaves, the load imbalance of its children in the balancing domain can be solved independently. Although our load balance scheme is also built on the top of a DHT overlay, yet, we use hypercube overlay network proposed by M.Gharib [12] instead of Chord in [4] . In particular, Zhu and Hu [11] utilize the proximity information of landmark clustering to generate proximity information, which increase the complexity of the algorithm, however, we deal with load balancing based on the proximity-aware hypercube overlay network directly, so that the loads on the heavily nodes can be transferred to lightly loaded nodes in a proximity-aware fashion simply.
The paper is organized as follows. In Section 2, related works about load balancing approaches for DHT networks are briefly discussed. Our proposed load balancing scheme are presented in Section 3. The performance of the proposed scheme is evaluated using detailed simulations in Section 4. Finally, Section 5 concludes the paper.
A binary-tree based load balance scheme
In this section, we first describe some definitions and concepts, which are used in our proposed approach, then a binary-tree based hierarchical load balancing model is presented, finally a binary-tree based load balancing algorithm is proposed and explained respectively.
Some definition and concept
Virtual server, is first proposed in Chord [4] to improve load balance, is also the basic unit of load in this paper. Like a physical peer node, a virtual server is responsible for a contiguous portion of the DHT's identifier space. A physical peer node can host multiple virtual servers. Each virtual server participates in the DHT as a single entity. From the perspective of load balancing, a virtual server represents certain amount of load. When a node becomes overloaded, it may move part of its virtual servers to some lightly loaded nodes to become light [11] . One of the main advantages of using virtual servers for balancing the load is that this approach does not require any changes to the underlying DHT [8] . Indeed, the transfer of a virtual server can be implemented simply as a peer leaving and another peer joining the system.
Balancing domain j-i, the independent sets of nodes in the same tree, which rooted by node i at the level j. The size of a balancing domain may range anywhere form one node to the entire system. For a system of N nodes with an embedded binary-tree communication structure (as in Figure 2 Node Utilization, is the ratio of node i load to its capacity; , where n is the number of nodes in DHT system.
A binary-tree based load balancing model
Generic load balancing is relatively old and very well-researched area. Willebeek-LeMair and Reeves [13] present hierarchical balancing method (HBM), which organizes the multi-computer system into a hierarchy of balancing domains, thereby decentralizing the balancing process. In particular, the HBM strategy is most efficiently mapped to systems which are based on a tree, which minimizes the communication overhead, controls the balancing operations at different levels of the hierarchy and can be scaled to accommodate large systems. In this paper, we extend the HBM into DHT system for resolving load balancing among nodes of P2P networks. At the same time, in a previous paper, M.Gharib [12] introduces a novel method for supporting locality in Peer-to-Peer overlays using hypercube topology, which has some important advantages such as: (1) it can be applied on the most of networks regardless of its search and other algorithm. (2) the algorithm is completely distributed, which means that join, leave, search, etc procedures are executed without any server. (3) when one node leaves the network or it is force to leave, there is not any cost both overlay network and underlay network, because every node check its neighbors consecutively [12] . In this paper, we incorporate the hypercube overlay network with hierarchical balancing method, and propose a binary-tree based hierarchical load balancing scheme to resolve the load balancing scenario for dynamic P2P systems. Similarity to the previous work [11] , we also build a binary tree structure on the top of a hypercube overlay network to tackle the load balancing for DHT networks. For example, we build a balancing model as in Figure 2 on the hypercube overlay as in Figure 1 . The binary-tree based hierarchical balancing model organizes the DHT system into a hierarchy of balancing domains, thereby decentralizing the balancing process. Specific nodes are designated to control the balancing operations at different levels of the hierarchy. A binary-tree hierarchical organization of eight-node system with hypercube interconnections is illustrated in Figure 2 , where k h is the connection to the neighbor at the k-th level. The node IDs at intermediate nodes in the tree represent those nodes delegated to manage the balancing of corresponding lowerlevel domains. In this case, nodes in charge of the balancing process at a level i l receive load information from both lower level 1  i l domains. Global balancing is achieved by ascending the tree and balancing the load between adjacent domains at each level in the hierarchy.
A binary-tree based load balancing algorithm (BT-LBA)
All load levels are initialized with each processor sending its load information up the tree. Sub-tree load information is computed at intermediate nodes and propagated to the root. Load imbalances at different levels of the hierarchy are detected at intermediate nodes. If one of the nodes' utilization (or one domain's utilization) is above a pre-specified threshold value, then, load balancing process can be triggered. Therefore, load balancing decision is determined at each level of the tree in a distributed way. Figure 3 describes the process of load balancing in DHT network.
In order for understanding the algorithm, we briefly explain some codes. Line 2-5 use to collect load information and determine the load state at each level. Line 6-18 use to detect and transfer superfluous loads during the process of load balancing.  in line 7 is a adjustable parameter. There have (log N) levels in the binary tree structure for N nodes of DHT network. When some node utilization is above system utilization, line 7 uses to calculate the superfluous loads of the node. Line 8-16 use to transfer the superfluous loads. Line 9 uses to calculate the number of nodes, which are used to receive the superfluous loads. For example, in Figure 2 , if node 0 utilization is above the defined system utilization, then, the algorithm first check whether the node 1 at the level 1 can be used to transfer the superfluous loads of the node 0, if so, the algorithm ends and exits, otherwise, the algorithm sequentially check whether the node 1, 2,and 3 at the level 2 can be used to transfer the superfluous loads of the node 0, the process is executed until the superfluous loads is successfully transferred to the nodes of the corresponding level i or can not find enough nodes for receiving the superfluous loads. Load migration is controlled by intermediate nodes which, upon detecting an imbalance, notify all processors belonging to the overloaded sub-tree of the amount of the imbalance and at what level it occurs. Nodes within the overloaded branch transfer a designated amount of their load to their "matching" neighbor in the adjacent under-loaded sub-tree. For each node in the left sub-tree at a given level, there is a corresponding processor in the right sub-tree, and visa-versa. Given a hypercube interconnection scheme, these processors are directly linked to one another. The hierarchical balancing strategy guarantees that having reached a level h in the balancing hierarchy, all processors belonging to the left, level h-1, sub-tree have equal loads and all processors within the right, level h-1, sub-tree have equal loads. 
Performance evaluation
We designed and implemented a simulator for evaluation of the load balancing algorithms. Table I lists the parameters of the simulation and their default values. We evaluate our algorithm using two primary metrics, the first one, that is, node utilization as defined in section 2.1, the other is Load movement factor which is defined as the total movement cost incurred due to load balancing divided by the total cost of moving all objects in the system once, which is the same as in [8] . This metric represents the efficiency of BT-LBA to minimize the amount of load moved. We run each trial of the simulation for 20T simulated seconds, where T is a parameterized load balancing period, and its default value was set to 60 seconds in our test. To allow the system to stabilize, we measure node utilization and load movement factor only over the time period [10T, 20T]. Each data point in our plots represents the average of these two measurements over 10 trials. 
For (i=1 to log N)
Receive-Nodes←Set j 11.
If (Receive-Nodes !=null) 12.
Transfer corresponding-VSs to Receive-nodes 13.
End 
The node utilization distribution before and after load balancing algorithm
In this section, we present the effect of BT-LBA algorithm on node utilization distribution when the P2P system is fully loaded. Figure 4a shows the initial node utilization distribution of each node before load balancing. Figure 4b shows the node utilization of each node after load balancing. From Figure 4a , we can observe that node utilization is scattered and uneven before load balancing, some of nodes' utilization is below 0.02, and some of nodes utilization is up to 8. After executing our load balancing algorithm, 98% of nodes' utilization is below 1, and Figure 4b shows that 92% of nodes' utilization is around 0.85, which is the default value of our algorithm. It confirms that our proposed algorithm can rearrange a bad load distribution into an ideal arrangement and eventually each overlay node is assigned the load in proportion to its capacity.
Impact of node arrival
In this section, we present the impact of BT-LBA algorithm reacting to the scenario, where nodes continuously join P2P systems. The arrival rate is modeled by a Poisson process, and the lifetime of a node is drawn from an exponential distribution. We vary inter-arrival time between 10 and 90 seconds. Figure 5 plots the load movement factor as a function of system utilization with different node interarrival time respectively. Figure 5 shows that load movement factor increases as system utilization increases. That's because nodes are prone to being overloaded in a heavily loaded system, resulting in more load transferred to achieve load balance. We also find that the load movement factor increases as inter-arrival time decreases. When the node inter-arrival time is 10, the Load movement factor is up to 40%. It is due to the fact that with faster node joins, nodes are more easily to become overloaded, resulting in more virtual servers needed to be transferred during load balancing. Form the results we confirm that the BT-LBA is effective in maintaining in a dynamic DHT with different node join arrival rate.
Impact of node capacity heterogeneity
In this section, we study the relationships between the number of nodes and heterogeneous capacity distribution in DHT system. We vary the number of nodes from 1,000 to 6,000, and simulate load movement factor when node capacities are heterogeneous and homogeneous respectively. Homogeneous node capacities are equal capacities, and heterogeneous node capacities are determined by the default Pareto node capacity distribution. Figure 6 shows that in both cases, the load movement factors increase when node number becomes large. The result also shows that the load movement factor of the homogeneous case is better than that of the heterogeneous case. It can be explained that some nodes with small capacities are assigned much higher load, which is needed to move out for load balance in the case of the heterogeneous capacity distribution. However, we observe that the load movement factor is up to 0.26, which is not yet beyond that of tolerable value for large dynamic DHT system. Therefore, our proposed algorithm can deal with node heterogeneous capacity distribution, and can achieve good load balance even in large scale network by performing load transfer quickly. 
Conclusions
In this paper, we present an efficient, proximity-aware load balancing scheme to deal with the issue of load balancing in dynamic DHT-based P2P systems. The objective of our load balancing is to harness all available resources, balance the load of the nodes and prevent nodes from being overloaded by distributing load among the nodes in proportion to their capacities, so that users can access all available objects efficiently. A detail simulation results show that our proposed scheme can rearrange a bad load distribution into an ideal arrangement and have each node carry loads in proportion to its capacity. Also, simulation results show that our proposed algorithm can deal with both dynamic and heterogeneity of DHT network simultaneously, in which nodes and data items continuously join or departure the system under the node heterogeneous capacity distribution, and achieve load balancing for system utilization as high as 92% while transferring only an ideal load. In addition, we also find that our load balancing algorithm can not only ensure fair load distribution, but also reduce the overhead introduced by load balancing and the load associated node movements.
