We present a set of dynamical equations based on Ashtekar's extension of the Einstein equation. The system forces the spacetime to evolve to the manifold that satisfies the constraint equations or the reality conditions or both as the attractor against perturbative errors. This is an application of the idea by Brodbeck, Frittelli, Hübner, and Reula who constructed an asymptotically stable ͑i.e., constrained͒ system for the Einstein equation, adding dissipative forces in the extended space. The obtained systems may be useful for future numerical studies using Ashtekar's variables.
I. INTRODUCTION
Ashtekar's extended formulation of general relativity ͓1͔ has many advantages. By using his special pair of variables, the constraint equations which appear in the formulation become low-order polynomials, and the theory has the correct form for a gauge theoretical interpretation. These features suggest the possibility for developing a nonperturbative quantum description of gravity. When we apply his formulation to classical dynamics, however, we have to impose the reality condition additionally to the system, since Ashtekar's variables will not produce a real-valued metric in general.
Fortunately, it was shown that the secondary condition of the reality of the metric will be automatically preserved during the evolution, if the initial data satisfies both primary and secondary metric reality conditions ͓2͔. If we impose the reality condition on the triad ͑triad reality condition͒, then we have additional conditions that can be controled by a part of a gauge variable, triad lapse A 0 a ͑defined later͒ ͓3͔. Therefore the reality conditions are controllable, and we think that applying the Ashtekar formulation to dynamics is quite attractive, and broadens our possibilities to attack dynamical issues.
It is, however, also the case that preliminary numerical simulations of the spacetime using Ashtekar's variables show that the system will not normally recover real-valued spacetime if we relax the metric reality condition locally during the evolution ͓4͔. Therefore, we desire a system that is robust for controling both the reality conditions and the constraint equations for stable long-term integration.
In this article, we propose new dynamical systems based on Ashtekar's variables, which satisfy this desire. That is, even if numerical data gives us a truncated solution which violates the constraints or the reality conditions during steps of time evolution, the system forces the spacetime to evolve to a manifold that satisfies the constraint equations and the reality conditions against these small deviations. This is an extension of the idea by Brodbeck, Frittelli, Hübner, and Reula ͑BFHR͒ ͓5͔ who constructed an asymptotically stable system ͑i.e., it approaches the constraint surface͒ for the Einstein equation. ͑A similar effort can be found also in ͓6͔.͒ BFHR introduced additional dynamical variables, s, which obey dissipative dynamical equations and which evolve the spacetime to the constraint surface of general relativity as the attractor in the extended spacetime.
Recently, we have obtained a set of equations of motions for Ashtekar's canonical variables (Ẽ a i ,A i a ) in a symmetric hyperbolic form ͓7͔ ͑see also ͓8,9͔͒. We here present first that a set of constraint equations also forms a symmetric hyperbolic system in its evolution equation. This is the Ashtekar version of the work by Frittelli ͓10͔ , and is already shown by Iriondo et al. ͓9͔ . Our version, however, is based on the fixed inner product throughout evolution. We then show that a dissipative system for the combination of (Ẽ a i ,A i a ) and constraints also forms a symmetric hyperbolic system, following the procedure of system by BFHR. We expect that this system has an attractor in the constraint surfaces.
We next extend this system also to one that has an attractor in the real-valued surfaces. Since the dynamical system that we have obtained in a symmetric hyperbolic form requires the triad reality condition ͓7͔, our purpose is to construct a system which asymptotically evolves into the triadreal-valued manifold. We show this is available by applying the same technique.
In this article, we discuss only the case of a vacuum spacetime, but including matter is straightforward.
II. ASHTEKAR FORMULATION
We start by giving a brief review of the Ashtekar formulation and the way of handling reality conditions. We also describe a symmetric hyperbolic system that was obtained in ͓7͔.
A. Variables and equations
The key feature of Ashtekar's formulation of general relativity ͓1͔ is the introduction of a self-dual connection as one of the basic dynamical variables. Let us write the metric g using the tetrad E I as g ϭE I E In the case of pure gravitational spacetime, the Hilbert action takes the form
where
Varying the action with respect to the nondynamical variables N > , N i and A 0 a yields the constraint equations
The equations of motion for the dynamical variables (Ẽ a i and
where 
where the latter comes from the secondary condition of reality of the metric Im͕‫ץ‬ t (Ẽ a i Ẽ ja )͖ϭ0 ͓2͔, and we assume det Ẽ Ͼ0 ͑see ͓3͔͒.
For later convenience, we also prepare stronger reality conditions, triad reality conditions. The primary and secondary conditions are written, respectively, as
Using the equations of motion of Ẽ a i , the gauge constraint ͑2.4͒, the metric reality conditions ͑2.7͒, ͑2.8͒ and the primary condition ͑2.9͒, we see that ͑2.10͒ is equivalent to ͓3͔
͑2.11͒ or with undensitized variables,
From this expression we see that the secondary triad reality condition restricts the three components of the ''triad lapse'' vector A 0 a . Therefore ͑2.11͒ is not a restriction on the dynamical variables (Ẽ a i and A i a ) but on the slicing, which we should impose on each hypersurface.
Throughout the discussion in this article, we assume that the initial data of (Ẽ a i ,A i a ) for evolution are solved so as to satisfy all three constraint equations and the metric reality condition ͑2.7͒ and ͑2.8͒. Practically, this is obtained, for example, by solving ADM constraints and by transforming a set of initial data to Ashtekar's notation.
C. A symmetric hyperbolic form
We say that the system is a first-order ͑quasilinear͒ partial differential equation system, if a certain set of ͑complex͒ variables u ␣ (␣ϭ1, . . . ,n) forms 
, a symmetric hyperbolic system is obtained by modifying the right-hand side of the dynamical equations using appropriate combinations of the constraint equations. The final form of the system ͓7͔ is written as
where M(*,*) means a block component of the characteristic matrix as
where Х means that we have extracted only the terms which appear in the principal part of the system. The inner product of a set of the variables is
We note that this symmetric hyperbolic system is obtained under the assumption of the triad reality condition, together with gauge conditions, A 0 a ϭA i a N i and ‫ץ‬ i Nϭ0.
III. ASYMPTOTICALLY CONSTRAINED SYSTEM
Frittelli ͓10͔ showed that the propagation of the constraint equations in the standard Arnowitt-Deser-Misner ͑ADM͒ system of the Einstein equation forms a symmetric hyperbolic system. This fact suggests that a small violation of the constraint equations such as a truncation error in numerical simulation does not behave in a fatal way immediately.
Similarly, we can show the set of constraint equations ͑2.2͒, ͑2.3͒, and ͑2.4͒, forms a symmetric hyperbolic system in its evolution equations. The principal part of the time derivatives of C H , C Mi ªe C Mi and C Ga become
͑3.1͒
which forms a Hermitian matrix under the inner product rule of
We note that nonprincipal parts of the dynamical equations of a set of u C) . These facts suggest that all constraint equations have a well-posed feature. Iriondo et al ͓9͔ present a similar result, but our definition of the inner product does not include any coefficients. We also remark that all other occurrences of the inner products throughout this article also do not include any coefficients ͑i.e., obey the normal index notation͒. Thus we omit to express the inner product hereafter.
Following the BFHR procedure ͓5͔, we next construct a dynamical system which evolves the spacetime to the constrained surface, C H ϷC Mi ϷC Ga Ϸ0 as the attractor. We introduce new variables (, i , a ), as they obey the dissipative evolution equations
where ␣ i 0 ͑allowed to be complex numbers͒ and ␤ i Ͼ0 ͑real numbers͒ are constants. If we take u
as a set of dynamical variables, then the principal part of ͑3.3͒-͑3.5͒ can be written as
͑3.8͒
The characteristic matrix of the system u ␣ (DL) does not form a Hermitian matrix. However, if we modify the righthand side of the evolution equation of (Ẽ a i ,A i a ), then the set becomes a symmetric hyperbolic system. This is done by adding ␣ 3 ␥ il ‫ץ(‬ l a ) to the equation of ‫ץ‬ t Ẽ a i , and by adding
a . The final principal part, then, is written as
V. CONCLUDING REMARKS
We showed a set of dynamical equations, which has the constraint surface as its attractor, by introducing new additional variables that obey dissipative equations of motion. Based on BFHR's analytical proof ͓5͔, we expect that this set of equations is robust against a perturbative error of the constraint equations. Thus, the system may be useful for future numerical studies with its stability property.
We also showed an advanced set of equations that has its attractor also in the real-valued surface. Since our symmetric hyperbolic system of the original Ashtekar's variables requires the reality condition on the triad, the new system is designed as such. The above discussion can be applied to this advanced set, and we expect the asymptotically real-valued feature in its evolution.
The problem of these systems might be that they require many additional variables. From a view point of numerical applications, this claim would not be so serious a problem, as we see the success of a dissipative maximal slicing condition ͓11͔ ͑''K-driver'' in the literature͒. Actually, the system of the Einstein equations was already tested and confirmed to work appropriately in numerical applications at least in onedimensional space evolution models ͓12͔. Therefore we expect our system also shows the desired asymptotic behaviors. We are in preparation of presenting such a numerical result. We are also trying to reduce the number of variables in order to find out clear geometrical meanings of our system. We will report these efforts elsewhere.
