Abstract. We present a new proof of a strengthened version of D.V. Anosov's multiphase averaging theorem, originally stated for systems of ODEs with slow v ariables evolving in R m and fast variables evolving on a smooth immersed manifold. Our result allows the fast variables to belong to an arbitrary smooth compact Riemannian manifold, and the vector eld to have only Sobolev regularity. This is accomplished using normal form techniques adapted to a slightly generalized version of the DiPerna-Lions theory of generalized ows for ODEs.
Introduction
We present a new proof of a strengthened version of D.V. Anosov's multiphase averaging theorem [2] , which w as originally stated for systems of ODEs with slow v ariables evolving in R m and fast variables evolving on a smooth immersed manifold (cf. [3] and [10] for discussions in English of Anosov's theorem). Our version allows the fast variables to belong to an arbitrary smooth compact Riemannian manifold, and the vector eld to have only Sobolev regularity. Our result is closely related to the one recently proved by Golse [8] , which makes novel use of PDE methods and the work of DiPerna and Lions [6] to weaken the smoothness hypotheses. We also rely on DiPerna and Lions' work to achieve nearly optimal smoothness, yet our proof is fundamentally dierent from those in [2] and [8] . In [2] , the proof relies on a trajectory-by-trajectory analysis of the rate of \ergodization" of the fast variables, while in [8] , the averaging theorem is obtained as a consequence of a homogenization result for rst order PDEs. We present a proof more along dynamical systems lines, rst following Neishtadt [11] , then using functional analysis methods descended from Kasuga's proof of the adiabatic theorem [9] . In doing so we have likely found the most general situation to which normal form methods (i.e., solving a so-called \homological equation," even existentially) may be applied.
It is worth pointing out that although explicit (and for the most part optimal) error estimates are obtained for multiphase averaging theorems under varying hypotheses in [4] , [7] , and [11] , the proofs of those theorems make use of Fourier series methods, requiring in turn that the fast variables belong to the n-torus T n R n =Z n and that the unperturbed frequencies be independent of the fast variables. In this case (the so-called standard form for multiphase averaging), the unperturbed system gives rise to linear ow o n T n , which, under mild assumptions, is ergodic for almost all frequency vectors (those with mutually incommensurate components), and nonergodic (or resonant) otherwise. Upon perturbation, slow v ariation of the frequency vector allows control of resonances (small divisors) appearing in the transformation to normal form; this in turn permits explicit error estimates. Although proved without the use of Fourier series, the averaging theorem in [8] is also stated for fast variables belonging to T n , as this allows the smoothness results of [6] to be used without modication.
By contrast, we treat the more general case where the fast variables belong to an arbitrary smooth manifold and the frequency depends on both the fast and slow v ariables, so that the notion of resonance is lost. This requires us to extend the DiPerna-Lions theory of generalized ows to smooth compact Riemannian manifolds. In this case one also operates under the more general assumption (as in [2] ) that the unperturbed ow i s almost everywhere ergodic. In our proof however, we replace Anosov's intricate analysis of the behavior of trajectories by a kind of \Koopmanism," so that much of the work is done via standard theorems in functional analysis. In some respects, the proof presented here bears a relationship with Anosov's proof that is analogous to the relationship between Birkho's and Von Neumann's proofs of their respective ergodic theorems.
The remainder of the article is organized as follows. In Section 2, we set up and state the Averaging Theorem, while in Section 3 we summarize and generalize those parts of the DiPerna-Lions theory of generalized ows to be used in the sequel. In Section 4 we prove the Averaging Theorem in two steps: rst by transforming to normal form, then by approximately solving the linear (or \homological") equation for the auxiliary function of the transformation.
Set-Up and Main Result
Let M be an arbitrary smooth compact Riemannian manifold of dimension n. In (H1) and (H4) we use standard notation for Sobolev spaces (i.e., f 2 W 1;p loc means that f together with all its rst-order derivatives belong to L p loc ; cf. [1] or [5] for more details). The goal of averaging theory is to approximate the X-components of solutions of (2.1) by solutions of the so-called averaged system associated to (2.1):
Roughly speaking, if the vector eld (f; !+g) i s w ell behaved, this approximation method works for small , provided the projection onto M of the unperturbed ow (i.e., the ow o f (2.1) in the case = 0) is ergodic. We i n troduce this nal hypothesis of ergodicity below, after establishing the relevant notation for ows. As described in the next section, the theory of DiPerna and Lions on transport equations with coecients in Sobolev spaces shows that, under assumptions (H1) through (H4), the systems (2.1) and (2. (0) is the closed ball of radius R centered on the origin in R m ). We shall denote these ows by ( X 3. Review of DiPerna-Lions Generalized Flows.
For the convenience of the reader, in the present section we gather together some denitions and basic facts concerning generalized ows to which w e will refer several times in the course of the proof below. | the PDE associated to (3.2)
for the unknown function f f(t; x), where x 2 R d and t > 0.
Usually, (3.2) is referred to as the \equation of characteristics" of the PDE (3.3), whereas (3.3) is referred to as the Liouville equation associated to (3.2). In the classical theory of rst-order PDEs (i.e., when the vector eld b is smooth), (3.3) and (3.2) are related by the so-called \method of characteristics" for solving (3.3), which is abstracted by the formula f(t; x) = ( X t ( x )); (3:4) where X t is the ow associated to (3.2).
DiPerna and Lions consider the two objects mentioned above and use PDE techniques to solve (3.3) when the vector eld b has only the regularity assumed in (3.1). They prove that DiPerna and Lions then prove three important facts concerning the generalized ow X t : a) Let denote Lebesgue measure. Then for all t 2 R, the image of under X t , denoted (X t ) (), satises the estimate
This is easily recognized as a weak form of Liouville's theorem, which, in the case of a smooth vector eld b, states that @ t det(DX t ) = divb(X t )det(DX t ); DX t being the Jacobian matrix of X t . b) When the initial data belongs to L p (R d ), the unique solution of (3.3) is given by We note that in view of a) above, in the case where divb = 0, the Lebesgue measure is invariant under the generalized ow: (X t ) () = for all t 2 R. W e shall need a few other simple consequences of results a), b) and c) in the case divb = 0, and we summarize these in the following Lemma 1. Assume (3.1) and divb = 0 . Denote by U t the map dened on L 2 (B;) by
where X t is the generalized ow o f b . Then 1) U t denes a strongly continuous group of isometries on L 2 (B;).
2) The innitesimal generator of U t is the unbounded operator on L 2 (B;) dened by (Af)(x) = b ( x ) gradf with domain D(A) = f f 2 L 2 ( B;) = b ( x ) gradf 2 L 2 (B;)g. Proof. 1) U t is an isometry of L 2 (B;) for all t 2 R since the measure is invariant under the ow X t . The group property is a consequence of b) above and the uniqueness of the solution of (3.3) in L 1 (R; L 2 (R d )). Finally, the strong continuity property means that kf X t fk L 2 ! 0 as t ! 0
for any f 2 L 2 (B;). Using the fact that U t is an isometry of L 2 (B;) for all t 2 R and approximating f by smooth functions in the L 2 -topology reduces the proof to verifying (3.7) when f 2 C 1 (B). But then, using result c) above,
Multiplying both sides of the above equality b y f ( X t ( x )) f(x) leads to
Observe n o w that the functions f and (Df) b belong to L 1 (B;). Therefore their compositions with X t , f(X t (x)) and (Df)(X t (x)) b((X t (x)) belong to L 1 (R; L 1 (B;)), since the measure is preserved under X t for all t 2 R. Therefore, the right side of (3.8) belongs to L 1 (R; L 1 (B;)). Integrating over (0; t )Band letting t ! 0 leads to the convergence stated in (3.7). To complete the proof of part 2), it suces to prove our claim (3.11). We start by proving that 1
viewed as a family of functions of x parametrized by t is bounded in L 1 (B;) uniformly in t 2 R. This is done as follows: let 2 C 1 0 (B) and 2 C 1 0 ((0; 1)). Equation (3.6) shows that
whence the map
is Lipschitz. Therefore
Ckk Now taking the limit in (3.13) as t ! 0 proves our claim. //
We n o w turn to the problem of mollifying a vector eld with the regularity assumed in (3.1). This question lies at the heart of DiPerna and Lions' theory. The following lemma is adapted from their paper to the particular case of interest to us. We give the proof rst in the at case as in [6] , then extend it to the case of more general spaces below. This is in part to keep the exposition as self-contained as possible, and also to correct a couple of misprints in [6] . We retain the notation introduced above. This last inequality proves the continuity of the bilinear map (3.16). // In order to prove the Averaging Theorem in its fully stated generality, w e m ust show that the theory of DiPerna and Lions extends to curvilinear spaces. For the most part, we presume the reader would have no trouble in generalizing all the statements of the present section to the case where B of (3.1) is replaced by a smooth compact manifold. For the sake of brevity, w e undertake only the most crucial part of this generalization, that of extending Lemma 2.
For this purpose, let X be a compact C 1 Riemannian manifold of dimension d. Let is a bona de mollier on X.
We n o w wish to estimate k[A; R ]fk L 1 (X) in the case where f 2 L 2 (X) and v is a divergence free vector eld belonging to the Sobolev space H 1 (X). We compute
which, since v is divergence-free, reduces to
The rst term is easily estimated, as there are no derivatives acting on k i . As for the second term, we coordinatize under the integral sign to obtain It is now a simple matter to retrace the steps in the proof of Lemma 2 to ensure that it indeed extends to the case where B in (3.1) is replaced by X. / / W e m a y n o w proceed with the proof of the main theorem.
4. Proof of the Averaging Theorem 2) The justication of (4.1) is straightforward in the case of classical ows; for generalized ows however, some care is needed. We observe that @ t (E S(X ; Y )) = (f(X ) f(W ) + R ( X ; Y )) ; (4:3) in the sense of distributions, according to formula (3.6) . Observing that the right side of (4.3) lies in L 1 (D R ), it follows that E S(X ; Y ) is Lipschitz in time, so, for all t > 0, the integrated relation (4.1) holds in the sense of distributions on D R .
Since all distributions considered in (4.1) are locally integrable functions, equality (4.1) which holds in the sense of distributions on D R also holds pointwise almost everywhere in (x; y). This implies that for all t > 0, for all 2 p < 1 ; the fact that this statement also holds for 1 p 2 follows from the case p = 2 and H older's inequality, since D R is of nite volume. The proof of the Averaging Theorem therefore reduces to approximately solving the homological equation (i.e, to nding a smooth S so that (4.8) is suciently small), which we set out to do below i n P art 2). PART 2) In the spirit of Kasuga [9] , we use functional analytic methods to approximately \solve" (i.e., to demonstrate the existence of an approximate weak solution of) the homological equation e f = ! grad y S :
T o this end, we recall that the unperturbed generalized ow of (2. f ASk L 2 < : (4:14) The procedure just described approximately \solves" the homological equation, but only in the weak sense|that is, the S appearing in (4.8) need not be a smooth function. To conclude, we m ust show that we can regularize S while maintaining the estimate (4.8).
We c hoose a sequence of molliers as in Lemma 2, denoted R , and consider the regularized auxiliary function S = R S. Observe that k e f AS k L 1 (D R )
