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Abstract
Drinfeld (Proceedings of the International Congress of Mathematics (Berkley, 1986), 1987,
pp. 798–820) constructs a quantum formal series Hopf algebra (QFSHA) U ′h starting from a
quantum universal enveloping algebra (QUEA) Uh. In this paper, we prove that if (Uh; R) is
any quasitriangular QUEA, then (U ′h ;Ad(R)|U ′h⊗U ′h ) is a braided QFSHA. As a consequence,
we prove that if g is a quasitriangular Lie bialgebra over a =eld k of characteristic zero and
g∗ is its dual Lie bialgebra, the algebra of functions F <g∗= on the formal group associated to
g∗ is a braided Hopf algebra. This result is a consequence of the existence of a quasitriangular
quantization (Uh; R) of U (g) and of the fact that U ′h is a quantization of F <g∗=. c© 2001 Elsevier
Science B.V. All rights reserved.
MSC: Primary 17B37; 81R50
0. Introduction
Soit g une big&ebre de Lie sur un corps k de caractAeristique zAero et g∗ sa big&ebre
de Lie duale (topologique, en gAenAeral). L’alg&ebre F <g∗= des fonctions sur le groupe de
Poisson formel associAe &a g∗ est une k-alg&ebre de Hopf topologique. Dans ce travail,
nous dAemontrons que la donnAee d’une structure quasitriangulaire sur g (c’est-&a-dire
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d’une r-matrice, r ∈∧2 g, solution de l’Aequation de Yang–Baxter classique) induit
un tressage sur l’alg&ebre de Hopf F <g∗= (la dAe=nition d’un tressage est donnAee au
paragraphe 1). Nous Aetendons ainsi au cas gAenAeral les rAesultats obtenus pour les
alg&ebres de Kac–Moody de type =ni ou aJne par Reshetikhin [10] et le premier auteur
[7,8].
Notre dAemonstration repose sur les quanti=cations des alg&ebres enveloppantes et des
alg&ebres de fonctions sur les groupes formels. L’alg&ebre enveloppante U (g) d’une
big&ebre de Lie g est une alg&ebre de Hopf-co-Poisson. Dans ce cadre, Etingof et Kazhdan
[6] ont montrAe l’existence d’une quanti=cation de U (g), c’est-&a-dire d’une k<h=-alg&ebre
de Hopf topologique Uh(g) vAeri=ant:
(a) les k<h=-modules Uh(g) et U (g)<h= sont isomorphes;
(b) l’alg&ebre de Hopf-co-Poisson Uh(g) ⊗k<h= k obtenue par spAecialisation &a h = 0 est
isomorphe &a U (g).
&A partir d’une big&ebre de Lie g, on peut construire a priori plusieurs quanti=cations
Uh(g). A l’intAerieur de chacune d’elles, Drinfeld [5] construit une sous-alg&ebre de Hopf
Fh<g∗= dont la spAecialisation &a h=0 est isomorphe &a l’alg&ebre de Hopf–Poisson F <g∗=.
Supposons maintenant que g soit en outre quasitriangulaire, munie d’une r-matrice
r ∈∧2 g⊆ g ⊗ g. Etingof et Kazhdan ont montrAe, dans [6], que cette structure qua-
sitriangulaire pouvait elle aussi eˆtre quanti=Aee: une des quanti=cations Uh(g) poss&ede
une R-matrice universelle Rh ∈ Uh(g)⊗Uh(g) (produit tensoriel topologique) qui, dans
l’identi=cation de k<h=-modules Uh(g)⊗Uh(g)  (U (g)⊗U (g))<h=, s’Aecrit sous la forme
Rh ≡ 1⊗1+hr (mod h2). Nous prouvons dans ce cadre que l’action de Rh par automor-
phisme intAerieur dans Uh(g)⊗Uh(g) stabilise la sous-alg&ebre Fh<g∗=⊗ Fh<g∗= et induit
par spAecialisation un opAerateur R0 sur F <g∗= ⊗ F <g∗=. Les propriAetAes algAebriques de la
R-matrice universelle Rh font que R0 est un opAerateur de tressage, ce qui dAemontre le
rAesultat.
Dans la premi&ere partie de ce papier, nous rappellerons les dAe=nitions et notions utiles
pour notre travail. Dans la seconde partie, nous Aenoncerons prAecisAement les rAesultats
principaux et donnerons le schAema de leurs dAemonstrations. Dans la troisi&eme partie,
on trouvera la preuve, essentiellement combinatoire, du thAeor&eme technique 2.1.
1. Denitions et rappels
1.1. Les objets classiques. Fixons un corps k de caractAeristique zAero qui sera le corps
de base de tous les objets classiques (alg&ebres et big&ebres de Lie, alg&ebres de Hopf,
etc.) que nous introduirons.
Suivant [3], nous appelons big&ebre de Lie une paire (g; g) o&u g est une alg&ebre de
Lie et g : g → g⊗g est une application linAeaire antisymAetrique – dite cocrochet de Lie
– telle que son dual ∗g : g
∗⊗ g∗ → g∗ soit un crochet de Lie et que g elle-meˆme soit
un 1-cocycle de g &a valeurs dans g⊗ g. Le dual linAeaire g∗ de g est alors &a son tour
une big&ebre de Lie (topologique par rapport &a la topologie faible lorsque dim(g)=∞).
Suivant [5, Section 4], nous appelons big&ebre de Lie quasitriangulaire un couple (g; r)
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vAeri=ant les propriAetAes suivantes: r ∈ g⊗ g est solution de l’Aequation de Yang–Baxter
classique (CYBE) dans g⊗ g⊗ g:
[r12; r13] + [r12; r23] + [r13; r23] = 0
et g est une big&ebre de Lie munie du cocrochet =g dAe=ni par (x)=[x⊗1+1⊗x; r];
l’AelAement r est alors appelAe la r-matrice de g.
Si g est une alg&ebre de Lie, son alg&ebre enveloppante universelle U (g) est une
alg&ebre de Hopf; si de plus g est une big&ebre de Lie, alors U (g) est en fait une
alg&ebre de Hopf-co-Poisson [4].
Soit g une alg&ebre de Lie quelconque. Comme U (g) est une alg&ebre de Hopf, son
dual est une alg&ebre de Hopf formelle [2, Ch. 1]; on appelle alors alg&ebre des fonctions
sur le groupe formel associAe &a g, ou tout simplement groupe formel associAe &a g, cette
alg&ebre de Hopf formelle F <g==U (g)∗. Si G est un groupe algAebrique aJne connexe
d’alg&ebre de Lie g, si F[G] est l’alg&ebre de Hopf des fonctions rAeguli&eres sur G, et si
me est l’idAeal maximal dans F[G] des fonctions qui s’annulent au point unitAe e ∈ G,
alors l’alg&ebre de Hopf formelle F <g= s’identi=e &a la complAetion me-adique de F[G]
[9, Ch. I]. Lorsque, de plus, g est une big&ebre de Lie, F <g= est en fait une alg&ebre de
Hopf–Poisson formelle [1, Section 6.2.A].
1.2. Tressages et quasitriangularite. Soit H une alg&ebre de Hopf dans une catAegorie
tensorielle (A;⊗) [1, Section 5]: H est dite tressAee [10, Def. 2] s’il existe un auto-
morphisme R de l’alg&ebre H ⊗ H , appelAe opAerateur de tressage de H , diPAerent de la
volte  : a⊗ b → b⊗ a, et vAeri=ant
R ◦ = op;
(⊗ Id) ◦R = R13 ◦R23 ◦ (⊗ Id); (Id ⊗ ) ◦R = R13 ◦R12 ◦ (Id ⊗ );
o&u op =  ◦ et R12; R13 et R23 sont les automorphismes de H ⊗H ⊗H dAe=nis par
R12 = R ⊗ Id; R23 = Id ⊗R ; R13 = ( ⊗ Id) ◦ (Id ⊗R ) ◦ ( ⊗ Id).
Si l’alg&ebre H est une alg&ebre de Hopf–Poisson, nous dirons que H est tressAee en
tant qu’alg&ebre de Hopf–Poisson si elle est tressAee en tant qu’alg&ebre de Hopf et si
son tressage est un automorphisme d’alg&ebre de Poisson.
Si la paire (H;R ) est une alg&ebre tressAee, il rAesulte de la dAe=nition que R vAeri=e
l’Aequation de Yang–Baxter quantique (QYBE) dans End(H⊗3):
R12 ◦R13 ◦R23 = R23 ◦R13 ◦R12:
Alors, pour tout n ∈ N, le groupe des tresses Bn agit sur H⊗n, ce qui permet de
construire des invariants de nQuds [11].
Une alg&ebre de Hopf H dans une catAegorie tensorielle est dite quasitriangulaire [5,1]
s’il existe un AelAement inversible R ∈ H ⊗ H , appelAe R-matrice de H , tel que
Ad(R)((a)) = R · (a) · R−1 = op(a);
(⊗ Id)(R) = R13R23; (Id ⊗ )(R) = R13R12;
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o&u R12, R13 et R23 sont les AelAements de H⊗3 dAe=nis par R12 = R ⊗ 1; R23 = 1 ⊗ R et
R13 = ( ⊗ Id)(R23). Il rAesulte classiquement des identitAes ci-dessus que R vAeri=e la
QYBE dans H⊗3, c’est-&a-dire,
R12R13R23 = R23R13R12:
Les produits tensoriels de H -modules sont alors munis d’une action du groupe des
tresses. En outre, il est clair que si (H; R) est quasitriangulaire, alors (H;Ad(R)) est
tressAee.
1.3. Les objets quantiques. Soit A la catAegorie dont les objets sont les k<h=-modules
topologiquement libres et complets au sens h-adique, et les morphismes sont les appli-
cations k<h=-linAeaires continues. Pour tous V; W dans A, dAe=nissons V ⊗ W comme
Aetant la limite projective des k<h==(hn)-modules (V=hnV ) ⊗k<h==(hn) (W=hnW ): on mu-
nit ainsi A d’une structure de catAegorie tensorielle; en particulier pour tous espaces
vectoriels V0 et W0 sur k on a V0<h= ⊗ W0<h= ∼= (V0 ⊗ W0)<h=, o&u V0 ⊗ W0 est un
produit tensoriel topologique si V0 et W0 sont des espaces vectoriels topologiques [6,
Section 7]. Reprenant la dAe=nition de Drinfeld [5], on appelle alg&ebre enveloppante
universelle quanti=Aee (QUEA) toute alg&ebre de Hopf dans la catAegorie A dont la lim-
ite semi-classique, c’est-&a-dire la spAecialisation en h = 0, est l’alg&ebre enveloppante
universelle d’une big&ebre de Lie. En particulier, toute quanti=cation d’une big&ebre de
Lie est une QUEA. De meˆme, on appelle alg&ebre de Hopf des sAeries formelles quan-
tiques (QFSHA), toute alg&ebre de Hopf dont la limite semi-classique est l’alg&ebre des
fonctions sur un groupe formel.
Dans la suite, nous aurons besoin du rAesultat suivant:
1.4. Theor eme (Etingof et Kazhdan [6]). Toute bigebre de Lie g admet une quanti-
cation Uh(g). Si (g; r) est de plus quasitriangulaire; alors il existe une quantication
Uh(g) et un $el$ement Rh ∈ Uh(g)⊗Uh(g) tels que (Uh(g); Rh) soit une algebre de Hopf
quasitriangulaire et Rh ∈ 1⊗ 1 + rh+ h2(U (g)⊗ U (g)) <h=.
1.5. Le foncteur de Drinfeld. Soit H une alg&ebre de Hopf sur k<h=. Pour tout n ∈ N,
on dAe=nit n :H → H⊗n par 0 = ; 1 = IdH et n = ( ⊗ Id⊗(n−2)H ) ◦ n−1 si
n¿ 2. Pour tout sous-ensemble ordonnAe = {i1; : : : ; ik}⊆{1; : : : ; n} avec i1¡ · · ·¡ik ,
on dAe=nit l’homomorphisme j :H⊗k → H⊗n par j(a1 ⊗ · · · ⊗ ak) = b1 ⊗ · · · ⊗ bn
avec bi = 1 si i ∈  et bim = am pour 1 ≤ m ≤ k; on pose alors  = j ◦ k . On
dAe=nit aussi n :H → H⊗n par n=
∑
⊆{1; :::; n}(−1)n−||, pour tout n ∈ N+, et plus
gAenAeralement, pour tout = {i1; : : : ; ik}⊆{1; : : : ; n}, avec i1¡ · · ·¡ik , on pose
 =
∑
′⊆
(−1)||−|′|′ = j ◦ k : (1.1)
En particulier, {1; :::; n} = n. Graˆce au principe d’inclusion–exclusion, ceci Aequivaut &a
 =
∑
′⊆
′ (1.2)
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pour tout ={i1; : : : ; ik}⊆{1; : : : ; n} avec i1¡ · · ·¡ik . En=n on dAe=nit le sous-espace
de H
H ′ = {a ∈ H | n(a) ∈ hnH⊗n};
que nous considAererons muni de la topologie induite. Nous avons alors:
1.6. Theor eme (Drinfeld [5]). Si H est une QUEA; alors H ′ est une QFSHA.
Si; de plus; la limite semi-classique de H est l’algebre de Hopf-co-Poisson U (g);
alors la limite semi-classique de Uh(g)′ est l’algebre de Hopf–Poisson topologique
F <g∗=.
2. Les resultats principaux
Les rAesultats de cet article sont des consAequences du thAeor&eme suivant dont la preuve
sera donnAee dans le Section 3.
2.1. Theor eme. Soit H une algebre de Hopf quasitriangulaire dans la cat$egorie A;
et soit R sa R-matrice. Alors l’automorphism$e int$erieur Ad(R) :H ⊗ H → H ⊗ H se
restreint en un automorphisme de H ′⊗H ′ et la paire (H ′;Ad(R)|H ′⊗H ′) est ainsi une
algebre de Hopf tress$ee.
On dAeduit de ce thAeor&eme une interprAetation gAeomAetrique de la r-matrice classique:
2.2. Theor eme. Pour toute bigebre de Lie quasitriangulaire g; l’algebre de Hopf–
Poisson topologique F <g∗= est tress$ee. Plus pr$ecis$ement; on peut trouver une algebre
de Hopf tress$ee qui quantie l’algebre F <g∗= et dont l’op$erateur de tressage se
sp$ecialise en celui de F <g∗=.
Preuve. Soit r la r-matrice de g. D’apr&es le ThAeor&eme 1:4, il existe une QUEA quasitri-
angulaire (Uh(g); Rh) dont la limite semi-classique est (U (g); r). D’apr&es le ThAeor&eme
1:6, la limite semi-classique de Uh(g)′ est F <g∗=. Soit Rh = Ad(Rh), l’automorphisme
intAerieur dAe=ni par Rh. Le ThAeor&eme 2:1 nous assure que (Uh(g)′;Rh|Uh(g)′⊗Uh(g)′) est
une alg&ebre de Hopf tressAee. Sa limite semi-classique (F <g∗=; (Rh|′Uh(g)′⊗Uh(g))|h=0) est
donc tressAee elle-aussi.
En=n, le crochet de Poisson de F <g∗= est donnAe par {a; b}= ([; ]=h)|h=0 pour tout
a; b∈F <g∗= et ; ∈Uh(g)′ tels que |h=0=a; |h=0=b. Ainsi, puisque Rh est un au-
tomorphisme d’alg&ebre, sa restriction (Rh|Uh(g)′⊗Uh(g)′)|h=0 est aussi un automorphisme
d’alg&ebre de Poisson.
Le thAeor&eme ci-dessus a une autre consAequence: soient g et g∗ comme ci-dessus, soit
R le tressage de F <g∗= et soit e l’idAeal maximal (unique) de F <g∗⊕g∗==F <g∗=⊗F <g∗=
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(produit tensoriel topologique, selon [2, Ch. 1]). Puisque R est un automorphisme
d’alg&ebre, R (e ) = e et R induit un automorphisme SR de l’espace vectoriel e =e 2.
Or e =e 2 s’identi=e &a l’alg&ebre de Lie g ⊕ g et comme R est un automorphisme
d’alg&ebre de Poisson, l’application SR est un automorphisme de l’alg&ebre de Lie g⊕g;
l’automorphisme SR hAerite aussi des autres propriAetAes du tressage R . En particulier, R
et SR sont solutions de la QYBE et dAe=nissent donc une action du groupe des tresses
Bn sur F <g∗ ⊕ g∗=⊗n et sur (g⊕ g)⊗n.
De tels automorphismes de g⊕ g ont AetAes introduits dans [12, Section 9]; leur con-
struction est liAee &a la “R-matrice globale”, qui donne aussi une interprAetation gAeomAetrique
de la r-matrice classique. Il conviendrait de comparer nos rAesultats et ceux de [12] et
d’Aetudier parall&element les propriAetAes de fonctorialitAe de notre construction.
3. Demonstration du Theor eme 2:1
Dans cette section (H; R) sera une alg&ebre de Hopf quasitriangulaire comme dans
l’AenoncAe du ThAeor&eme 2:1. Nous voulons Aetudier l’action adjointe de R sur l’alg&ebre
H ⊗H . Cette derni&ere poss&ede une structure naturelle d’alg&ebre de Hopf, son coproduit
˜ Aetant dAe=ni par ˜= 23 ◦ (⊗ IdH ⊗ IdH ) ◦ (IdH ⊗), o&u 23 dAesigne la volte dans
les positions 2 et 3. Nous noterons aussi I = 1 ⊗ 1 l’unitAe dans H ⊗ H . Selon notre
dAe=nition du produit tensoriel dans A, on a (H ⊗ H)′ = H ′ ⊗ H ′. Notre but est de
montrer que, meˆme si R n’appartient pas &a (H⊗H)′, son action adjointe a → R ·a ·R−1
laisse stable (H ⊗ H)′ = H ′ ⊗ H ′.
Posons tout d’abord, pour = {i1; : : : ; ik}⊆{1; : : : ; n}, toujours avec i1¡ · · ·¡ik :
R = R2i1−1;2ik R2i1−1;2ik−1 · · ·R2i1−1;2i1R2i2−1;2ik · · ·R2ik−1−1;2i1R2ik−1;2ik · · ·R2ik−1;2i1
(produit de k2 termes) o&u Rr;s= j{r; s}(R), en dAe=nissant j{r; s} :H ⊗H → H⊗2n comme
prAecAedemment. Nous noterons toujours || pour le cardinal de  (ici ||= k).
3.1. Lemme. Dans (H ⊗ H)⊗n; pour tout ⊆{1; : : : ; n}; on a ˜(R) = R.
Preuve. Sans nuire &a la gAenAeralitAe du probl&eme, nous pouvons nous contenter de prou-
ver le rAesultat pour = {1; : : : ; n}, i.e.,
˜{1; :::; n}(R)=R{1; :::; n} = R1;2n · R1;2n−2 · · ·R1;2 · R3;2n · · ·R2n−3;2 · R2n−1;2n · · ·R2n−1;2:
Le rAesultat est Aevident au rang n = 1. Supposons-le acquis au rang n ≥ 1, et
montrons-le au rang n+1: par dAe=nition de ˜ et par les propriAetAes de la R-matrice on a
˜{1; :::; n+1}(R) =
(
˜⊗ Id⊗n−1H⊗H
)
(˜{1; :::; n}(R))
=
(
˜⊗ Id⊗n−1H⊗H
)
(R{1; :::; n})
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=23(⊗ Id⊗2nH )
(
IdH ⊗ ⊗ Id⊗2(n−1)H
)
(R1;2n · · ·R1;2 · · ·R3;2 · · ·R2n−1;2)
=23
(
⊗ Id⊗2nH
)
(R1;2n+1 · · ·R1;3R1;2 · · ·R4;3R4;2 · · ·R2n;3R2n;2)
=23(R1;2n+2R2;2n+2 · · ·R1;4R2;4R1;3R2;3 · · ·R5;4R5;3 · · ·R2n+1;4R2n+1;3)
=R1;2n+2R3;2n+2 · · ·R1;4R3;4 · R1;2R3;2 · · ·R5;4 · R5;2 · · ·R2n+1;4R2n+1;2
=R1;2n+2 · · ·R1;4R1;2R3;2n+2 · · ·R3;4R3;2 · · ·R5;4R5;2 · · ·R2n+1;4R2n+1;2
=R{1; :::; n+1}:
Remarque. DorAenavant pour tous a; b∈N, nous utiliserons la notation Cab pour dAesigner
l’entier
(
b
a
)
= b!=a!(b− a)!.
3.2. Lemme. Pour tout a ∈ (H ⊗ H)′ et pour tout ensemble  tel que ||¿i; on a
˜(a) =
∑
′⊆;|′|≤i
(−1)i−|′|Ci−|′|||−1−|′|˜′(a) + O(hi+1):
Preuve. Il suJt de prouver l’AenoncAe pour  = {1; : : : ; n}; avec n¿ i. Graˆce &a (1:2),
on a
˜{1; :::; n}(a) =
∑
S⊆{1;:::; n}
 S(a)
=
∑
S⊆{1;:::; n};| S|≤i
 S(a) + O(h
i+1)
=
∑
S⊆{1;:::; n}
| S|≤i
∑
′⊆ S
(−1)| S|−|′|˜′(a) + O(hi+1)
=
∑
′⊆{1;:::; n}
|′|≤i
˜′(a)
∑
′⊆ S;| S|≤i
(−1)| S|−|′| +O(hi+1)
=
∑
′⊆{1;:::; n};|′|≤i
˜′(a)(−1)i−|′|Ci−|
′|
n−1−|′| +O(h
i+1):
Avant de nous attaquer au rAesultat principal, il nous faut encore un petit rappel
technique sur les coeJcients du binoˆme qui peut se prouver facilement en utilisant le
dAeveloppement en sAerie formelle de (1−X )−(r+1), &a savoir (1−X )−(r+1)=∑∞k=0 Crk+r X k .
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3.3. Lemme. Soient r; s; t ∈ N tels que r ¡ t. On a alors les relations suivantes (ou
l’on pose Cvu = 0 si v¿u):
(a)
t∑
d=0
(−1)d Crd−1Cdt =−(−1)r ; (b)
t∑
d=0
(−1)dCrd+sCdt = 0:
Voici en=n le rAesultat principal de cette section:
3.4. Proposition. On a RaR−1 ∈ (H ⊗ H)′ pour tout a ∈ (H ⊗ H)′.
Preuve. Comme nous devons montrer que RaR−1 appartient &a (H ⊗H)′, nous devons
considAerer les termes n(RaR−1), n ∈ N. Pour cela rAeAecrivons {1; :::; n}(RaR−1) en
utilisant le Lemme 3:1 et le fait que ˜, et plus gAenAeralement ˜{i1 ;:::;ik} (pour k ≤ n),
est un morphisme d’alg&ebre: {1; :::; n}(RaR−1) =
∑
⊆{1; :::; n}(−1)n−||R˜(a)R−1 .
Nous allons dAemontrer par rAecurrence sur i que
{1; :::; n}(RaR−1) = O(hi+1) pour tout 0 ≤ i ≤ n− 1: (?)
Nous verrons ainsi que tous les termes du dAeveloppement limitAe &a l’ordre n − 1 sont
nuls, donc que n(RaR−1) = O(hn), d’o&u notre AenoncAe.
Pour i = 0 et pour chaque , on a ˜(a) = (a)I⊗n + O(h), R = I⊗n + O(h), et
aussi R−1 = I
⊗n +O(h), d’o&u
{1; :::; n}(RaR−1) =
n∑
k=1
Ckn (−1)n−k(a)I⊗n +O(h) = O(h);
donc le rAesultat (?) est vrai pour i = 0.
Supposons le rAesultat (?) acquis pour tout i′¡i. AEcrivons les dAeveloppements
h-adiques de R et R−1 sous la forme R =
∑∞
‘=0 R
(‘)
 h
‘ et R−1 =
∑∞
m=0 R
(−m)
 h
m.
Le Lemme 3:2 fournit une approximation de ˜(a) &a l’ordre j:
˜(a) =
∑
′⊆;|′|≤j
(−1)j−|′|Cj−|′|||−1−|′|˜′(a) + O(hj+1):
Nous obtenons l’approximation suivante de {1; :::; n}(RaR−1):
{1; :::; n}(RaR−1) =
∑
⊆{1;:::; n}
∑
‘+m≤i
(−1)n−||R(‘) ˜(a)R(−m) h‘+m +O(hi+1)
=
i∑
j=0
∑
‘+m=i−j
( ∑
⊆{1;:::; n}
||¿j
∑
′⊆
|′|≤j
(−1)n−||(−1) j−|′|Cj−|′|||−1−|′|
×R(‘) ˜′(a)R(−m) +
∑
⊆{1;:::; n}
||≤j
(−1)n−||R(‘) ˜(a)R(−m)
)
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×h‘+m +O(hi+1) =
i∑
j=0
∑
‘+m+j=i
∑
′⊆{1;:::; n}
|′|≤j
×
( ∑
⊆{1;:::; n}
′⊆;||¿j
(−1)n−||(−1)j−|′|Cj−|′|||−1−|′|R(‘) ˜′(a)R(−m)
+(−1)n−|′|R(‘)′ ˜′(a)R(−m)′
)
h‘+m +O(hi+1):
Notons (E) la derni&ere expression entre parenth&eses; nous montrerons que cette ex-
pression est nulle, d’o&u n(RaR−1) = O(hi+1).
Regardons d’abord les termes correspondant &a ‘ + m = 0, c’est-&a-dire j = i. Nous
retrouvons {1; :::; n}(a), qui est dans O(hi+1) par hypoth&ese. Dans la suite du calcul nous
supposerons dAesormais ‘ + m¿ 0.
Fixons maintenant un entier strictement positif S et regardons comment les termes
R(‘) et R
(−m)
 agissent sur (H ⊗ H)′⊗n (respectivement &a gauche et &a droite) pour
‘+m= S. En faisant le dAeveloppement limitAe de chaque Ri;j qui apparaXˆt dans R, on
voit que R(‘) et R
(−m)
 sont sommes de produits d’au plus ‘ et m termes respective-
ment, chacun agissant sur au plus deux facteurs tensoriels de (H ⊗H)′⊗n. Nous allons
rAeAecrire
∑
‘+m=S R
(‘)
 ˜′(a)R
(−m)
 en regroupant les termes de la somme qui agissent sur
les meˆmes facteurs de (H⊗H)′⊗n, facteurs dont nous identi=erons les positions par ′′.
Si i appartient &a ′′, dans l’identi=cation (H ⊗H)⊗n=H⊗2n que nous avons choisie
pour dAe=nir R, l’indice i correspond &a la paire (2i − 1; 2i); mais alors R et R−1 , et
donc aussi chaque R(‘) et chaque R
(−m)
 , n’agissent de mani&ere non-triviale sur le i-&eme
facteur de ˜′(a) que si, dans l’Aecriture explicite de R, un terme non-trivial apparaXˆt
aux places 2i − 1 ou 2i, donc seulement si i ∈ : ainsi ′′⊆. Nous posons alors∑
‘+m=S
R(‘) ˜′(a)R
(−m)
 =
∑
′′⊆
A(S)′ ;;′′(a):
Maintenant considAerons S⊇. D’apr&es la dAe=nition on a R S=R+A, o&u A est une
somme de termes qui contiennent des facteurs R(s)2i−1;2j avec {i; j}* : pour dAemontrer
ceci, il suJt de dAevelopper chaque facteur Ra;b dans R S comme Ra;b=1
⊗2n+O(h). De
meˆme, on a aussi R(‘)S =R
(‘)
 +A
′, et pareillement R(−m)S =R
(−m)
 +A
′′. Cela implique
que A(S)
′′ ; S;′(a) = A
(S)
′′ ;;′(a), et donc que les A
(S)
′′ ;;′(a) ne dAependent pas de ; on
Aecrit alors∑
‘+m=S
R(‘) ˜′(a)R
(−m)
 =
∑
′′⊆
A(S)′ ;′′(a):
Nous allons ensuite rAeAecrire (E) &a l’aide des A(S)′ ;′′(a). Par commoditAe dans la suite
des calculs, nous noterons ′′⊆′ la fonction qui vaut 1 si ′′⊆′ et 0 sinon. Nous
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obtenons alors une nouvelle expression pour {1; :::; n}(RaR−1), &a savoir
{1; :::; n}(RaR−1) =
i−1∑
j=0
∑
′⊆{1;:::; n}
|′|≤j
( ∑
⊆{1;:::; n}
′⊆;||¿j
(−1)n−||(−1) j−|′|Cj−|′|||−1−|′|
×
∑
′′⊆
A(i−j)′ ;′′(a)+(−1)n−|
′| ∑
′′⊆′
A(i−j)′ ;′′(a)

 hi−j+O(hi+1)
=
i−1∑
j=0
∑
′⊆{1;:::; n}
|′|≤j
hi−j
∑
′′⊆{1;:::; n}
A(i−j)′ ;′′(a)
×
( ∑
⊆{1;:::; n}
′⊆;′′⊆;||¿j
(−1)n−||(−1)j−|′|Cj−|′|||−1−|′|
+(−1)n−|′|′′⊆′
)
+O(hi+1):
Notons (E′)′ ;′′ la nouvelle expression entre parenth&ese; autrement dit, pour ′ et
′′ =xAees, avec |′| ≤ j, on pose
(E′)′ ;′′=
∑
⊆{1;:::; n}
′⊆;′′⊆;||¿j
(−1)n−||(−1) j−|′|Cj−|′|||−1−|′|+(−1)n−|
′|′′⊆′ :
Remarquons que cette expression est purement combinatoire. Nous allons dAemontrer
qu’elle est nulle lorsque les parties ′ et ′′ sont telles que |′ ∪ ′′| ≤ i − j + |′|
et |′| ≤ j. En vertu du lemme suivant, ceci suJra pour prouver la proposition.
Remarquons dAej&a que j¡ i et i ≤ n− 1, donc j ≤ n− 2.
3.5. Lemme. Pour tout S ¿ 0; dans l’expression
∑
‘+m=S R
(‘)
 ˜′(a)R
(−m)
 =∑
′′⊆ A
(S)
′ ;′′(a) on a A
(S)
′ ;′′(a) = 0 pour tout 
′; ′′ tels que |′ ∪ ′′|¿S + |′|.
Preuve. Pour dAemontrer ce rAesultat nous Aetudions l’action adjointe de R sur
(H ⊗ H)⊗n.
Premi&erement, sur k · I⊗n l’action de ces AelAements donne un terme nul car pour
S ¿ 0, on retrouve le terme &a l’ordre S du dAeveloppement h-adique de R · R−1 = 1.
Deuxi&emement, considAerons ⊆{1; : : : ; n}, et Aetudions l’action sur
(H ⊗ H)′ = j′((H ⊗ H)⊗|′|)⊆(H ⊗ H)⊗n:
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R est un produit de ||2 termes du type Ra;b, avec a; b ∈ {2i−1; 2j | i; j ∈ }; analysons
ce qui se passe lorsqu’on ePectue le produit P = R · x · R−1 si x ∈ (H ⊗ H)′ .
ConsidAerons le facteur Ra;b qui apparaXˆt le plus &a droite: si a; b ∈ {2j−1; 2j | j ∈ ′},
alors en calculant P on trouve P=R x R−1 =R? Ra;b x R
−1
a;b R
−1
? =R? x R
−1
? (o &u R?=
R R−1a;b). De meˆme, en avanYcant de droite &a gauche le long de R on peut Aecarter tous
les facteurs Rc;d de ce type, &a savoir les facteurs tels que c; d ∈ {2j − 1; 2j | j ∈ ′}.
Ainsi le premier facteur dont l’action adjointe est non triviale sera nAecessairement
du type R Sa; Sb avec l’un des deux indices appartenant &a {2j − 1; 2j | j ∈ ′}, soit par
exemple Sa. Notons que le nouvel indice Sa (∈ {1; 2; : : : ; 2n − 1; 2n}), qui agit sur un
facteur tensoriel dans H⊗2n, correspond &a un nouvel indice j Sa (∈ {1; : : : ; n}), agissant
sur un facteur tensoriel de (H⊗H)⊗n. Ainsi pour les facteurs successifs – c’est-&a-dire &a
gauche de R Sa; Sb – il faut rAepAeter la meˆme analyse, mais avec l’ensemble {2j−1; 2j | j ∈
′∪{j Sa}} &a la place de {2j−1; 2j | j ∈ ′}; donc, comme R Sa; Sb ne peut agir de mani&ere
non triviale que sur au plus |′| facteurs de (H ⊗H)⊗n, le facteur &a sa gauche ne peut
agir de mani&ere non triviale que sur au plus |′| + 1 facteurs. La conclusion est que
l’action adjointe de R est non triviale sur au plus |′|+ || facteurs de (H ⊗ H)⊗n.
Maintenant, considAerons les diPAerents termes R(‘) et R
(−m)
 , avec ‘+m=S, et Aetudions
les produits R(‘) · x · R(−m) , avec x ∈ (H ⊗ H)′ . On sait dAej&a que R(‘) et R(−m) sont
sommes de produits, notAes P+ et P−, d’au plus ‘ et m termes respectivement, du
type R(±k)i; j ; les termes A
(S)
′ ;′′(a) ne sont alors que des sommes de termes du type
P+˜′(a)P−, o&u de plus les “indices” intervenant dans P+ et P− sont dans ′′. Or,
comme chaque P+ et chaque P− est un produit d’au plus ‘ et m facteurs R
(±k)
i; j ,
on peut raJner l’argument prAecAedent. ConsidAerons seulement le terme &a l’ordre S du
dAeveloppement h-adique de P=RxR−1 =R?Ra;bxR
−1
a;bR
−1
? =R?xR
−1
? : lorsqu’il y a des
facteurs du type R(k)a;b ou R
(t)
a;b, pour a et b =xAes n’appartenant pas &a {2j−1; 2j | j ∈ ′},
qui apparaissent dans R(‘) ou R
(−m)
 pour certains ‘ ou m, la contribution totale de
tous ces termes dans la somme
∑
‘+m=S R
(‘)
 xR
(−m)
 est nulle. De plus, comme on ne
consid&ere maintenant que S facteurs, on conclut que A(S)′ ;′′(a)=0 si |′∪′′|¿S+|′|.
Revenons &a la dAemonstration de la Proposition 3.4 et calculons (E′)′ ;′′ . Graˆce &a
la remarque prAecAedente, nous pouvons nous limiter aux paires (′; ′′) telles que
|′ ∪ ′′| ≤ i − j + |′| ≤ i − j + j = i ≤ n− 1:
On pourra toujours trouver au moins deux parties  de {1; : : : ; n} telles que ||¿j
et ′ ∪ ′′⊆, ce qui nous assure qu’il y aura toujours au moins deux termes dans
le comptage qui va suivre (condition qui assurera la nullitAe de l’expression (E′)′ ;′′).
Nous allons distinguer trois cas:
(I) Si ′′⊆′, alors l’expression (E′)′ ;′′ devient
(E′ : 1)′ ;′′ =
∑
⊆{1;:::; n}
′⊆;||¿j
(−1)n−||(−1) j−|′|Cj−|′|||−1−|′| + (−1)n−|
′|:
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En regroupant les  qui ont le meˆme cardinal d, un simple comptage nous donne
(E′ : 1)′ ;′′ =
n∑
d=j+1
(−1)n−d(−1) j−|′|Cj−|′|d−1−|′|Cd−|
′|
n−|′| + (−1)n−|
′|:
Or, cette derni&ere expression est nulle d’apr&es le Lemme 3:3, car elle correspond &a
une somme du type
t∑
k=r+1
(−1)t+r−kCrk−1Ckt + (−1)t =
t∑
k=0
(−1)t+r−kCrk−1Ckt + (−1)t
(o&u Cvu = 0 si v¿u) avec r, t ∈ N+ et r ¡ t: dans notre cas on a posAe t = n − |′|,
r = j − |′| et k = d− |′|; on vAeri=e que l’on a j − |′|¡n− |′| parce que j¡n.
(II) Si ′′ * ′ et |′ ∪ ′′|¿j, alors l’expression (E′)′ ;′′ devient
(E′ : 2)′ ;′′ =
∑
⊆{1;:::; n}
′∪′′⊆
(−1)n−||(−1) j−|′|Cj−|′|||−1−|′|:
En regroupant les  qui ont le meˆme cardinal d, un simple comptage nous donne
(E′ : 2)′ ;′′ =
n∑
d=|′∪′′|
(−1)n−d(−1)j−|′|C j−|′|d−1−|′|Cd−|
′∪′′|
n−|′∪′′| :
&A nouveau, cette derni&ere expression est nulle graˆce au Lemme 3:3, car elle corres-
pond &a une somme du type
∑t
k=0(−1)t+r−kCrk+sCkt avec r; t; s ∈ N+ et r ¡ t. Dans
(E′ : 2)′ ;′′ , on a posAe t = n − |′ ∪ ′′|; r = j − |′|, s = |′ ∪ ′′| − |′| − 1 et
k=d−|′∪′′|; on vAeri=e que l’on a j−|′|¡n−|′| car j¡n et |′∪′′|−|′|−1 ≥ 0
car ′′ * ′.
(III) Si ′′ * ′ et |′ ∪ ′′| ≤ j, alors l’expression (E′)′ ;′′ devient
(E′ : 3)′ ;′′ =
∑
⊆{1;:::; n}
′∪′′⊆;||¿j
(−1)n−||(−1) j−|′|Cj−|′|||−1−|′|:
Si l’on regroupe les  qui ont le meˆme cardinal d, un simple comptage nous donne
(E′ : 3)′ ;′′ =
n∑
d=j+1
(−1)n−d(−1) j−|′|Cj−|′|d−1−|′|Cd−|
′∪′′|
n−|′∪′′| :
Mais l&a encore, la derni&ere expression est nulle d’apr&es le Lemme 3:3, car elle
correspond &a une somme du type
t∑
k=j+1−|′∪′′|
(−1)t+r−kCrk+sCkt =
t∑
k=0
(−1)t+r−kCrk+sCkt
o&u Cvu =0 si v¿u, avec r, t, s ∈ N+ et r ¡ t: ici on a encore posAe t = n− |′ ∪′′|,
r = j − |′|, s = |′ ∪ ′′| − |′| − 1 et k = d − |′ ∪ ′′|; toujours pour les meˆmes
raisons, j − |′|¡n− |′| et |′ ∪ ′′| − |′| − 1 ≥ 0.
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En conclusion, on a toujours (E′)′ ;′′ = 0, d’o&u(E) = 0, ce qui termine la preuve.
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