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Uncertainty and risk are obstacles that nearly all policy-makers encounter during their careers.
However, evaluating uncertainty and risk can be difficult since these concepts may be broadly
defined. This may result in inaccurate estimates of risk and uncertainty. Expert elicitation is a
formal, structured method of obtaining subjective expert judgment in scenarios where objective
data is unobtainable. It is designed to reduce the influence of ambiguity on expert judgment,
meaning that analysts may use such subjective data as if it were objectively generated. Expert
elicitation methods tend to aggregate expert judgment in order to create a unified response, but
determining how to combine expert opinions remains a difficult problem. In this thesis, a review
of the literature and background behind defining expertise and expert elicitation will be provided.
Additionally, this thesis introduces the Bayesian Truth Serum as a potential weighting algorithm
for combining expert judgments. As opposed to other weighting algorithms, the Bayesian Truth
Serum uses the metaknowledge of experts to create weights for aggregation. Using such
information may prove superior to assuming a normal distribution of expertise or relying upon
experts to provide estimates of their own expertise.
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CHAPTER 1: INTRODUCTION
Uncertainty and risk are obstacles that nearly all policy-makers encounter during their career.
Indeed, one could argue that the very act of creating policy is to reduce uncertainty regarding
risky events. In science and technology policy, risk and uncertainty are of paramount concern;
from management of water resources (Ayyub, 2000) to nuclear plant accident assessments
(Kotra, Lee, Eisenberg, & DeWispelare, 1996) evaluating uncertainty is a prime component of
good policy.
Unfortunately, evaluating risk is not a simple task, due to the very nature of uncertainty as a
concept. Uncertainty is a problematic concept due to its broadness of definition. As described
by Morgan and Henrion (1991), uncertainty may result from incomplete information, conflict of
information, or linguistic imprecision. It can refer to variability or quantity, or structure. Even if
all of these causes are seemingly certain, the steps, simplifications, and assumptions that led to
their resolution can produce uncertainty.
1.1: EXPERT ELICITATION
Expert elicitation was a method designed to address the problem of uncertainty in risk
assessment. It is not a process by which actual uncertainty is reduced; rather, it is a method of
quantifying uncertainty in order to provide some guidance for judgment by allowing non-expert
decision-makers a glimpse into the level of understanding that exists amongst the practitioners of
relevant domain knowledge. In short, expert elicitation is an attempt to acquire and
communicate the insight and understanding of experts in terms that non-experts can understand.
To achieve this goal, expert elicitation methods attempt to reduce as much external influence on
expert judgment as possible. There are numerous difficulties that arise during this process, for
every step of communication is rife with the potential for bias (much of which is likely invisible
to the domain novice). Thus, the essential purpose of expert elicitation is to gather expert
knowledge with the faith that the method used has gathered the truthful opinion of the experts
solicited.
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These elicitation methods are relatively new in the field of technical analysis. To an analyst used
to strictly scientific data (meaning data that arose from direct observational processes or
modeling), the analytical validity of elicited data may seem a poor substitute. However, expert
elicitation is growing in relevance and in application, since modem science and technology
policy now demands answers that cannot be provided using a purely technical analysis.
Expert elicitation is the attempt to quantify information that is subjective; data which, in the past,
could only be accessed via strictly qualitative means. In order to achieve this goal, both the
elicitation and the analysis of the elicited data implement probabilistic methods to verify and
aggregate expert judgment.
1.2: THE BAYESIAN TRUTH SERUM
It is accepted that the "wisdom of crowds" holds great potential for domains where judgment is
information-sensitive, but methods to effectively harness this collective intelligence are sparse.
The problem of harnessing crowd wisdom is scarcely more apparent than in domains where
subjective judgment is the only source of evidence. These judgments tend to lack external
criteria for objective truth, complicating evaluation of these judgments with respect to truth and
truthfulness. Simple measures like the average aggregate judgment, or majority rule, can be
inadequate since such information does not account for variations in the quality of opinions. This
may occur when some judgments are unpopular or unusual.
The Bayesian Truth Serum or "BTS" is a scoring algorithm that identifies judgments that possess
the highest probability of being objectively true, provided that the participants are rational
Bayesian decision-makers and that a single right answer exists (Prelec, 2004). This algorithm is
particularly suited to scenarios where minority opinion possesses a greater likelihood of truth
than indicated by its relative popularity, which can be referred to as a "Cassandra" scenario. Its
rationale as a method is based upon the belief that expertise is an indicator of metaknowledge, or
knowledge of knowledge.
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In a sense, BTS "sifts" through the crowd to identify those with true judgment; ones that are not
only correct, but also indicative of an individual who possesses greater expertise than his or her
peers. Furthermore, in scenarios where the majority is correct, BTS has been shown to be as
effective as other simple statistical measures.
1.3: HYPOTHESIS
Expert elicitation methods employ a variety of different methods to verify and aggregate
judgments, but most have demonstrated certain weaknesses or outright ineffectiveness. Indeed,
simple aggregation measures (the mean or the median) tend to be applied, due to the
underwhelming performance of most other mathematical aggregation techniques (Clemen &
Winkler, 1999; Cooke, 1991; R. L. Keeney & von Winterfeldt, 1991). While these simple
methods may be more accurate in certain scenarios, they would fail when applied in a Cassandra
scenario. Furthermore, the demonstrated errors amongst expert elicitations may actually be the
result of a failure to account for Cassandra scenarios.
The Bayesian Truth Serum is one of the only proposed methods that can account for a Cassandra
scenario. In this thesis, I propose that the Bayesian Truth Serum be evaluated for its potential
application in the verification and aggregation of elicited expertise. BTS may prove superior to
currently implemented mathematical techniques used in expert elicitation, as well as provide
greater understanding into the distribution of knowledge amongst experts. Furthermore,
applying BTS to more domains of knowledge will only enhance understanding as to the nature of
expertise itself.
S9
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CHAPTER 2: PERSPECTIVES ON EXPERTISE
In the literature on EE, from the application areas to the intricacies of the methodologies
themselves, there is less discussion of the nature of expertise itself. Typically, a brief operational
definition is provided as to the qualities of expertise used by the authors in describing the
selection process for their experts, for example:
(Ayyub, 2001) "An expert can be defined as a very skillful
person who had much training and has knowledge
in some special field. The expert is the provider
of an opinion in the process of expert-opinion
elictation. Someone can become an expert in
some special field by having the training and
knowledge to a publiczed level that would make
him or her recognized by others as such.
(Meyer & Booker, 2001) "An expert is a person who has background in the
subject area and is recognized by his or her peers
or those conducting the study as qualified to
answer questions."
(Hoffman, Shadbolt, Burton, & "Expertise is not a simple category. How
Klein, 1995) individuals are selected for training, how
expertise is constituted, and how it is exercised all
depend on the domain'."
However, few authors actually delve into the debate of the existence of expertise; can we even
expect to elicit expertise if such a concept does not truly exist? Is it accurate to state that
"expert" is a title bestowed amongst those who pass thresholds in measures of specific cognitive
abilities? There are many ways to go about defining expertise; one can discuss this issue via set
theory and information theory, an epistemological discussion about the nature of knowledge,
1 Hoffman et al. (1995) also provide a table on p. 132 of an expert classification scheme based on the medieval guild
system: naivette, novice, initiate, apprentice, journeyman, expert, master.
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statistical learning models, and so forth. Indeed, most introductory chapters on expert elicitation
or probabilistic risk assessment provide an exploratory discussion on the philosophy and history
on the nature of knowledge and its relationship to information.
Most definitions of expertise tend to bypass the question as to whether a definition of expertise
can be universally applied towards all domains of knowledge. With respect to the interface
between science, technology, and public policy, this issue has yet to be addressed satisfactorily.
Can there truly be expertise in science, policy, or science policy? By answering that, by which
metrics should one be evaluated for expertise in these domains? Should an expert in one domain
(science) be allowed to provide input in other (policy)? To provide justification for the
elicitation of expert judgment with respect to this interface, this chapter will provide a brief
overview on the perspectives of expertise as they are defined and studied in the social sciences
and the cognitive sciences. Through a review of this literature, the reader will have a better
understanding of what expert elicitation serves to gather, as well as providing a conceptual
standard by which the reader will be able to evaluate how well expert elicitation performs that
task.
2.1: DEFINING EXPERTISE
Science policy uses expert knowledge in the belief that it creates more accurate, informed policy;
through a negotiation process between experts and policy-makers that often verges on
adversarial, the "truth" can emerge. Unfortunately, experts are both prone to inaccuracy; as a
result, there is a push by some social scientists to reduce the influence of expert opinion on the
science policy-making process, due to accusations that the pursuit of policy-relevant science
delegitimizes the science and scientists performing it (Jasanoff, 1987).
However, these social scientists fail to recognize that the qualities by which we identify experts
are both socially constructed and scientifically determined. The domain of research on expertise
from the cognitive sciences have significantly influenced the features by which we define
expertise, yet these rules are often misconstrued or misapplied due to a failure to recognize the
rigorous and stringent standards under which such research was performed. In addition to this
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issue, the qualities of expertise have long been debated in society and philosophy, resulting in
disparate communities that possess their own definitions of expertise that may not be
operationally identical. The unfortunate result is a haphazard blend of cognitive and social
science explanations and definitions of expertise.
By understanding the specific contexts that were used to highlight and study expertise in the
cognitive science domain, the misapplication of these identifying features should be clear and
thus more easily avoided in the future. Similarly, more attention should be paid by the social
scientists to the cognitive science research on the judgment and decision-making abilities of
experts, such as how they differ from or closely resemble novices. This is an area of research
that requires a serious quantity of scrutiny, for insight into this area holds significant impact upon
the manner in which a policy-maker should elicit or rely upon domain expertise.
In essence, the problem with expert-informed policy is not that the policy-maker relies upon
policy-relevant science whose quality is debatably less than "pure" science, as espoused by
social science. Rather, this perspective is mistaken in the belief that expertise is a quality that
degrades solely due to contexts such as policy-relevance. The reality of expertise as a cognitive
process is far more nuanced than this perspective allows.
2.2: SOCIAL SCIENCE
The social sciences that have focused on the problem of scientific expertise and public policy
tend to stem from a particular philosophical approach. This disciplinary perspective is born of
the anthropological and sociological realms, entrenched in the philosophies examining the
impact of social institutions (Foucault) and relativism (Sartre). They are rightly reluctant to
blindly believe in a trade that claims perfect objectivity, keenly perceiving the influence of
politics and community pressures. When science advice does not improve the quality of policy,
meaning when experts of perceived equal quality possess contradictory opinions (or worse, when
they are simply wrong), they remain unruffled due to their skepticism over the objectivity of
knowledge claims in science. This opinion is only magnified if such science is policy-relevant,
meaning used to justify a policy action or inform a policy direction.
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It is useful to use Hilgartner's metaphor of performance to describe this belief (Hoffman et al.,
1995). The science advisory bodies and expert committees are on a dramatic stage where the
audience, meaning the policy-makers and others such as the greater public, remains the primary
point of focus. Thus, experts must perform in specific fashions in order to remain relevant to the
audience, which foments the contortion and distortion of their knowledge. It is vital to recognize
that this metaphor implies that the experts themselves are partially if not entirely responsible for
this problem. Tracing the flow of communication is a useful method of visualizing the dynamics
of this problem; their superior pertinent knowledge constitutes the expert actor, whose role is to
transmit this knowledge to the greater audience using some communication mechanism. At any
point during this transmission, the data may become corrupted; the vital question is, which point
is the crux of the corruption? It may be tempting to assume that the audience is the primary
troublemaker, being that they lack the technical competence, but a social science practitioner
would consider such analysis rudimentary. The correct answer is: all points from the expert to
the process of communication to the reception itself are permanently suspect, and this problem is
emergent of the embedding of science expertise in a performance-based institution.
Subsequently, we should not rely solely on the experts to inform policy, since they are incapable
of effective science knowledge communication. In the social science perspective towards
technical expertise informing policy, the technocratic approach is not only elitist but also
inadequate. We cannot resolve the performance problem without significant upheaval of our
social norms. Instead, a social science perspective involves increased transparency and openness
of the entire process. Society should expose the whole process to democratic judgment,
presumably under the belief that the collective intelligence is better suited to such processes, and
better off. In some sense, the argument for this action implies that turning on the democratic
spotlight would reduce the "performance anxieties" that corrupt the communication of science.
This metaphor and its related arguments are compelling and well founded. Clearly, there is a
problem with science communication. Knowledge transfer is a complicated problem, even if
such knowledge is factual such as science. However, there are some problematic implications of
the social science perspective on expertise. They implicitly hold the experts to a higher standard
of competency in terms of communication and judgment. Presumably, without such
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performance anxieties we could assume that the expert would be more accurate. There is a
stated belief in the difference between science performed for the sake of science and science
performed for policy-based reasons. Most importantly, the policy-relevant science is
problematic due to the performance metaphor; thus, it is not that the science itself was poor, but
that the institution of science communication in a policy arena is the source of conflict. Research
on expertise from the cognitive sciences both supports and rejects aspects of this perspective on
expertise.
2.3: COGNITIVE SCIENCE
The literature on expertise in the cognitive sciences is considerably preponderant. One can
broadly categorize this literature into two disciplines: the computer and the psychological
sciences. They both share a common framework to approach the study of expertise, but differ in
their application of their observations. Psychology attempts to describe expertise as an
individual feature, observable in the judgment and decision-making of experts versus novices.
The role of observed behavior in psychology cannot be understated; differences in behavior are
theorized to emerge as the result of a difference in cognition. In a simple summary,
psychologists believe that experts think differently from novices, a belief that the social sciences
share.
Computer science attempts to go one step further than the psychologists by applying the fruits of
their studies to artificial systems. In studying expertise, psychologists have gleaned a wealth of
information as to the decision-making processes of humans, including many counterintuitive
explanations as to why we fail to adhere to classical rationality theories on judgment.
Essentially, our decision-making processes are rule-based, meaning we implement heuristic
strategies to make our decisions. These heuristics are domain-blind and systematic, meaning we
may demonstrate the same heuristic-guided behavior in disparate areas of knowledge.
As a result of the nature of heuristics, we are equally prone to systematic biases, which are
predictable failures in judgment and decision-making as a result of our heuristics-based decision-
making (Kahneman, Slovic, & Tversky, 1982). This research has led to considerable study as to
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the systematic nature of human decision-making, leading to many rule-based models of human
reasoning and judgment. Computer scientists have capitalized on these models, combining this
theoretical foundation with cognitive science research into the statistical learning of knowledge
in order to create expert systems: rule-based decision-making artificial intelligence designed to
emulate human expertise.
The cognitive science research on expertise draws upon these two perspectives, as they generally
comprise the core of the research on expertise in his domain. Despite their differences, there are
fundamental similarities between their approaches. First, both perspectives accept that expertise,
in some fashion, exists and can be identified via performance. Note that performance is not
defined similarly to the dramatic stage-based term used by the social sciences. For the purpose
of discussion, consider the cognitive science definition of performance as referring to measurable
behavior. In cognitive science, if there is a perceivable difference it implies information
(Bateson, 1972) 2. By defining that an expert is distinct from a novice as demonstrated by
perceivable differences in behavior, expertise is an indication of measurable amounts of new
information.
That being said, the cognitive science definition of expertise is tolerably vague: as an example,
the "characteristics, skills, and knowledge that distinguish novices from experts." (Ericsson,
Krampe, & Tesch-Romer, 1993). However, there is no unified theory of expertise in cognitive
science; the literature acknowledges that defining expertise typically depends on the features of
the domain of knowledge itself or the sub discipline of cognitive science in which the research is
being performed. Some forms of expertise can be objectively determined; others are purely
contextual and thus subjective (Shanteau, 1992). Failure to recognize that cognitive science has
made this distinction results in misuse of identifying features of expertise.
For example, a well-circulated example of a qualifying trait of expertise: the 10,000 hour rule.
This rule comes in many variations (i.e. the 10 year rule), but all refer to the same body of
research. Defined after a careful study of talent versus practice in the development of expert
2 While Gregory Bateson was an anthropologist and social scientist, he was also considered a founder of the
cybernetics discipline that laid the early groundwork for areas of cognitive science. His famous quote is
"Information is the difference that makes a difference."
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performance, Ericsson et al. (1993) were primarily interested in the role of nature versus nurture
in expert performance. As such, they defined expertise as being the difference between
"exceptional and ordinary performers," and believed that "a truly scientific account of
exceptional performance must completely describe both the development leading to exceptional
performance and the genetic and acquired characteristics that mediate it." (Ericsson et al., 1993).
They used the measure of deliberate practice to define the role of nurture, which can be
considered to be similar to a form of intense training.
The role of deliberate practice cannot be overlooked. Ericsson et al. specifically defined the
features of this activity as being explicitly related to task performance: playing violin with
deliberate intent for 10,000 hours in order to play violin exceptionally. It is vital to recognize
that the activity of deliberate practice is quite rigidly defined and cannot be generally applied to
all forms of activity. For example, the 10,000 hour rule of deliberate practice (and its 10-year
sibling) has been observed in a wide variety of domains: chess (Simon & Chase, 1973),
mathematics (Gustin, 1985), and music (Sosniak, 1985)3, etc.
Thus, assuming that a PhD alone is proof of domain expertise because it indicates 10 years4 of
"deliberative practice" is tenuous. To strictly follow the observations of the originators of this
rule, we must only accept 10 years of non-stop deliberative practice of their domain knowledge;
one must only study and perform economic analysis for 10,000 hours exclusively to become an
expert economic analyst. Considering the granularity of sub domains of knowledge, we can
pursue a reductionist account of deliberate practice and claim that a lifetime is not enough to
become an expert in anything but the smallest sliver of a domain of knowledge. Indeed, this
notion is familiar to academics (specialization in a specific subfield is more common than
general domain practice), but bewildering to the domain novice who may actually not even
possess the requisite information to perceive the differences between subfields.
3 It is useful to note that cognitive science includes biological observations to investigate certain claims; the brain
has become particularly popular in the past few decades. Consider that (Schneider et al., 2002)observed that the
Heschl's gyrus in the professional musician is 30% larger than the novice, implying that differences beyond the
behavioral may also indicate the potential for identifying expert performance.
4 Roughly 4 years for a bachelor's, 6 years for a doctorate.
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The 10,000 hour rule is thus restricted to identifying experts in only certain domains of
knowledge; one where knowledge is explicitly defined as a consequence of deliberate practice-
enhanced performance. Such a verbose caveat will likely never penetrate the sphere of common
discourse, but the policy-maker must take heed of this distinction. This rule cannot be
universally applied to all standards of expertise, since it would imply that expertise could not
exist in fields such as science, which tends to rely upon more holistic expressions of domain
knowledge rather than specific features.
However, recall that cognitive science perspectives lack a singular, unified characteristic of
expertise. In the domains where such definitions of deliberate practice are inapplicable, other
performance measures are to indicate expertise. For example, internal consistency (meaning
how often one agrees with their own assessments) has been cited as one such measure; in this
respect, auditors are considerably more consistent than medical experts (Shanteau, 1995).
External consistency is another similar measure, meaning how often do experts agree. Similar to
the measure of internal consistency, external consistency remains only loosely correlated to
acknowledged expertise: livestock judges are highly externally consistent (Phelps & Shanteau,
1978) but stockbrokers and clinical psychologists are not (Goldberg & Werts, 1966).
Clearly, consistency is indicative of some forms of expertise but not all forms. However, note
that the expert performances in these domains possess task characteristics that allow the
cognitive science disciplines to categorize the domains where consistency can be considered a
measure of expertise. For example, in domains with repetitive tasks, available feedback, and
predictable problems, performance tends to be superior amongst the identified experts. This
matches with the observed high performance and consistency of experts in domains such as
mathematicians and auditors, and the poor performance and consistency of physicians and
clinical psychologists (Shanteau, 1992) 5.
5 A more complete list of task characteristics and the comparisons of expert performances is available in (Shanteau,
1992).
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The work on expertise continues ad infinitum; the difference between "crude" and "subtle" skills
and stage-model theories of acquisition of expertise6 are relevant for this discussion, but the
work in this area is burgeoning (Dreyfus & Dreyfus, 2005). Alas, this chapter will not provide a
satisfyingly exhaustive summary of the collective body on expertise in the cognitive sciences. In
general, one should note that the work from social science and cognitive science agree that there
is an essential difference between policy-relevant expertise and "pure" science expertise; namely,
that the nature of expertise in those domains are qualitatively different from each other. But the
social science perspective inaccurately treats expertise as universally identical in terms of
features of identification, and that performance-based science communication institutions
introduce the failures in expert judgment.
It is entirely likely that some forms of scientific expertise will always demonstrate lesser
performance than "purer" science, due to the simple observation that not all expertise may be
identified by the same metrics or standards. Cognitive science research acknowledges that
human decision-making is prone to systematic biases in judgment, regardless of domain or
knowledge. Indeed, most cognitive scientists who study judgment and decision-making believe
that experts demonstrate fallibility to these biases equal to novices.
2.4: DIscussioN
By reviewing this chapter, the reader should now recognize that expertise as a concept should not
be treated as a performance but as a measurable cognitive behavior or set of behaviors.
Expertise could be treated similarly to measures of intelligence. Originally, the psychological
literature on intelligence held that there was one standard measure of intelligence, the
Intelligence Quotient commonly referred to as IQ. The most popular measure of IQ (the
Stanford-Binet test) was an industry standard despite considerable controversy over its actual
measurement (Fancher, 1985). Current intelligence research is more complicated than a single
measure, due to the belief that there are many different kinds of intelligence that cannot be
cleanly measured by one test (Gardner, 1993). Thus, modem intelligence researchers would not
hold that someone who rates high in one form of intelligence should necessarily measure
6 1) Novice, 2) Advanced Beginner, 3) Competence, 4) Proficiency, 5) Expertise
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similarly high in other forms of intelligence. More importantly, they would not apply one
standard method of measuring a form of intelligence to other forms.
Thus, this implies that analysts must be aware of one very important feature of expertise when
eliciting expert judgment. Experts in separate domains demonstrate differences in competency,
consistency, and performance pending on whether deliberate practice and task characteristics are
factors. This implies that, until the relationship between domains of knowledge and expertise is
more fully understood, analysts are not restricted to consulting experts of a single domain of
knowledge to provide expert judgment.
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CHAPTER 3: EXPERTISE ELICITATION
The act of gathering expert opinion on an issue is more complicated than merely gathering a
selection of knowledgeable individuals and performing interviews. Expert elicitation "is the
process of gathering expert judgment through specially designed methods of verbal or written
communication" (Meyer & Booker, 2001). This definition may sound deceptively
straightforward but expert elicitation is anything but simple. There are many methods that are
referred to as expert elicitation (EE) in application, yet each of these methods varies considerably
in a variety of methodological aspects. There is no one form of "expert elicitation." However, a
common trait with self-identified EE methods is the notion of formalized structure for each step
of the elicitation from conceiving the issues, writing the questions, even performing the post-
elicitation analysis and report.
As described in the previous chapter, policy-makers who intend to elicit expert opinion must be
aware of the limitations of cognitive theory as they pertain to identifying expertise. Policy
analysts seeking to use elicited expertise must also understand the impact of the biases inherent
to human judgment and decision-making behavior. Bias may arise from any variety of
conditions and/or factors; from the conceptualization of the issues on behalf of the questioning
parties to the responses of the experts, bias can skew the outcome of any form of elicitation
exercise. The highly formalized processes of EE were specifically devised to counterbalance
these biases and shortcomings in order to sift out expert knowledge untainted by these
influences. Thus, EE can be considered to be a process used to reduce bias in both acquiring and
aggregating expert opinion.
This chapter will not be an exhaustive description of EE; the reader should instead review this
chapter as an overview of the rationale behind using EE, as well as an introduction to the
complexity and sophistication of the design and analysis of EE. After this chapter, the reader
will understand the magnitude of effort and planning that are expended in order to legitimize EE
as a tool for policy analysis. However, the reader will need to pursue additional literature,
training, and education in order to actually perform any of form of EE; this chapter is not
intended to serve as a directional guide.
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3.1: QUANTITATIVE EXPERT ELICITATION VS. QUALITATIVE INTERVIEWS
Most EE is performed with the intent to reduce uncertainty regarding a decision, leading to the
development of quantifying methods7. In fact, the majority of EE methods are precisely
designed to elicit quantities associated with risk assessment, in order to provide a measure of
objectivity. However, there may be occasions where quantification is not possible; for example,
perhaps expert opinion does not converge, experts equally endorse too many potential outcomes,
or the subject material is essentially non-quantifiable. Attention must be paid towards the
intended purpose of expert opinion when selecting the appropriate EE method. Quantitative
methods are appropriate for specific scenarios: for example, widely distributed risk assessment
methods, where natural expert convergence is likely, or the authors of the EE are seeking
probabilistic opinion.
Alternatively, qualitative interviews may be preferred where there are too few experts to create a
valid sample with which to perform a formal elicitation or where the expertise requested is not of
a quantifiable nature. A general description of a qualitative interview refers to an exchange
between an interviewer and his subject, where little quantification or formalization of
communication is performed. These qualitative methods have their own failings. Akin to
opinion polling, it is difficult to determine whether two seemingly identical responses are
actually based upon the same set of knowledge or beliefs. Thus, efforts must be exerted to
assure that the experts use the same basis of knowledge. In addition, one must determine
whether the terms and opinions espoused by the other experts refer to the same concepts.
Quantitative methods are similarly susceptible to these problems, but by quantifying the
responses an analyst may reduce the potential of ambiguity and bias negatively influencing the
data. As a result, quantitative methods take less time in creation, elicitation, and analysis, all of
which result in lower cost.
While the quantitative methods may initially appear to be superior to the comparably ambiguous
qualitative methods, there are a variety of concerns that must be evaluated prior to selecting the
' Presumably, the justification behind the implementation of quantifying methods is the belief that such actions limit
uncertainty.
_- _- ~ 22 ___
appropriate method. Both time and money may be saved if the reader acknowledges the
situational features that may guide selection of method.
3.2: WHY EXPERT ELICITATION?
Prior to discussing the need for the formal expert elicitation process, it is useful to differentiate
between expert elicitation and expert judgment. In (Meyer & Booker, 2001), the authors provide
further scenarios where expert judgment has served in place of experimental or observational
data:
1. To provide estimates on new, rare, complex, or otherwise poorly understood phenomena
2. To forecast future events
3. To integrate or interpret data
4. To learn an expert's problem-solving process or a group's decision-making processes
5. To determine what is currently known, what is not known, and what is worth learning in
a field of knowledge
While each of these scenarios are valid demonstrations of the usefulness of expert judgment,
they are not adequate in determining whether expert elicitation is necessary to ascertain such
information. In other words, these scenarios should not be used as justification for using an
expert elicitation. Given the tremendous difficulties in performing EE, one must first be able to
answer the question: Do we need to perform expert elicitation?
Seeking an answer to this question is not a simple yes or no. There are many different conditions
that can guide a policy-maker in determining whether a formal expert elicitation procedure is
appropriate, much less necessary. In general, the purpose of expert elicitation is to acquire data
on an issue where no other data exists outside of subjective expert judgment. Nearly all
guidelines that aim to determine whether expert elicitation is a necessary component of policy
analysis acknowledge this rule as paramount.
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According to (Kotra et al., 1996), the following conditions should be used a guide to determining
whether formal expert elicitation should be used:
1. Empirical data are not reasonable obtainable, or the analysis are not practical to perform
(e.g. long-term mortality due to exposure to traffic-related air pollution
2. Uncertainties are "large" and/or related to high stakes (e.g. large input data uncertainties
in estimated emission levels compared to compliance with regulations)
3. More than one conceptual model can explain, and be consistent with, the available
evidence (i.e. model uncertainty, in particular those with high valueladenness)
4. Technical judgements are required to assess whether bounding assumptions or
calculations are appropriately conservative (e.g. parameter, mathematical modeling and
input data uncertainty)
Expert judgment is not synonymous with expert elicitation. Expert judgment is "an informed
opinion based on the expert's training and experience" (Meyer & Booker, 2001). Expert
elicitation is the formal process of acquiring expert judgment and transforming it into
operationally usable data; it is used to assess risk and uncertainty when such assessment is
necessary, other assessment methods are inaccessible, and time is of the utmost essence. One
should not use expert elicitation if there are any other alternatives to relying upon expert
judgment in scenarios that do not match the aforementioned conditions (Aven, 2003).
3.3: OUTLINE OF THE EXPERT ELICITATION PROCEDURE
While expert elicitation may appear in a variety of incarnations, the general format is identical.
Broadly, all EE methods share the same three stages: pre-elicitation, elicitation, and post-
elicitation. Additionally, a number of steps occur during each stage; the steps that will be
described here have been taken from (Cooke, 1991; Morgan & Henrion, 1992; Slottje et al.,
2008; Spetzler & Carl-Axel S. Stael Von Holstein, 1975).
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3.3.1: Pre-Elicitation Stage
This stage consists of all the preparation that must occur prior to the actual elicitation activity.
The order of steps in this stage is somewhat important, as the decisions made in the latter steps
are dependent on the decisions made in the earlier steps. However, other sources on elicitation
procedural design have alternate orders (Meyer & Booker, 2001); as such, the analyst should
select the order that is most sensible for their timeline and problem area.
Definition of Objectives: This step should be considered the most important out of all the steps
and must always come first. Prior to any other activity, the analysts must be able to concisely
and accurately state the purpose of the elicitation and its related analysis. An analyst must be
able to clearly define their objectives not only for the benefit of the experts used in the
elicitation, but also to ensure that the analysts are similarly using operational definitions in the
design and analysis of the elicitation procedure.
Refinement of Issues: Once the objectives have been selected, the analysts must select the issues
that are explicitly designed in pursuit of achieving those objectives. The purpose of this exercise
is to frame issues to specifically address the objectives, to identify the issues that "should be
selected such that they would have a significant impact on the study results" (Ayyub, 2000).
Developing the ability to achieve this goal necessitates an understanding human decision-making
processes, as well as experience in issue formation and survey/interview methods. The end
result is to possess a number of issues (sometimes referred to as'question areas (Meyer &
Booker, 2001) ) such that creating questions to address these issues will yield relevant data for
the objectives at hand.
Selection of Experts: The actual selection of experts is a task that has been defined in several
different ways throughout the literature. (Kotra et al., 1996) cite the need to identify experts for
the discipline that match the identified expert types of generalists, subject-matter experts, and
normative experts in order to pursue the goal of "a well-composed and balanced sample of
experts, who are apt to make and express judgments on the uncertainties that are to be elicited."
Another method of selecting experts can include the following (Ayyub, 2001):
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1. Proponents who advocate a particular hypothesis or technical position
2. Evaluators who consider available data, become familiar with the views of
proponents and other evaluators, questions the technical bases of data, and
challenges the views of proponents
3. Resource experts who are technical experts with detailed and deep knowledge of
particular data, issue aspects, particular methodologies, or use of evaluators.
Clearly, the selection of experts is an important process and thus must be explicitly described in
the procedure so that reviewers of the elicitation procedure may evaluate the quality of experts
chosen. However, in an addition to formalized expert selection, Ayyub (2000) specifies the need
to exert caution over the selection of analysts and project managers that can be used to even
participate in the selection of experts. In pursuit of this end, he specifies a hierarchy (technical
integrator, technical facilitator, combined technical integrator and facilitator), where each
individual is responsible for a specific process in the expert elicitation procedure. In this fashion,
reviewers can identify the objectivity of the study performed.
Question/Problem Decomposition: According to (MacGregor, 2002), decomposition is used to
deal "with such problems by breaking down (decomposing) the estimation task into a set of
components that can be more readily estimated, and then combining the component estimates to
produce a target estimate." In order words, decomposition is the method applied to the issues
that relate to the objective, such that questions can be formed that address the estimation directly.
Assembly and Dissemination of Basic Information: It is important to ensure that the experts
selected will share the same level of information regarding the issues at hand. Ensuring that all
selected experts have sufficient data to make their claims, in addition to additional training
regarding the specifics of the protocol and debiasing techniques, is part of ensuring that experts
are well calibrated for the task. Calibration issues can lead to disagreement amongst experts due
to errors in communication and a lack of sufficient basic information.
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3.3.2: Elicitation Stage
During the elicitation stage, the analysts must design an elicitation protocol, which is the set of
rules, materials, and activities that will be used to elicit expert judgment. One noted example of
an elicitation protocol is the Stanford Research Institute protocol as described in (Morgan &
Henrion, 1992; Spetzler & Carl-Axel S. Stael Von Holstein, 1975)8. This stage comprises the
majority of processes that occur during the actual elicitation. However, some other protocols
may have additional steps not stated below. As an example, the Delphi method an iterative
component that is not covered here; please refer to section 3.5 for further information.
Pre-Elicitation Training (Motivating and Conditioning): This is the stage where the analysts must
develop a relationship with the experts they have selected. The motivating component refers to
two activities: 1) informing the experts as to the objectives of the elicitation as well as the
methods used in the elicitation protocol and 2) identifying whether the experts themselves may
possess motivational bias regarding the objective, meaning that the experts may provide
endorsements for beliefs they do not honestly possess.
Conditioning refers to a type of training or workshop that the analysts should provide to the
experts selected. This can refer to enlightening experts to potential cognitive biases that could
influence their judgment, as well as the decision analysis techniques that have developed to
debias judgment in managerial contexts (Bazerman, 2003). Additionally, depending on the
subjects covered analysts may wish to provide a primer on probability judgments, in order to
ensure that the judgments expressed in probabilistic terms actually reflect the experts' knowledge
Encoding (Elicitation): During encoding, the analysts are responsible for taking the experts'
responses using the response mode identified and converting it into format suitable for analysis.
This step will be covered in more detail in the "modes of response" section. Encoding is
arguably the most visible component of the elicitation protocol that demonstrates the formality
8 Should the analyst lack experience in interview methods, a more in-depth description of a general elicitation
protocol can be found in (Meyer & Booker, 2001).
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and structure of expert elicitation; considerable amounts of literature exist on this one component
alone.
Verifying: During the verification process of elicitation, otherwise known as post-elicitation
feedback, analysts report the elicited data back to the experts, such that they may confirm or
reject the data being attributed to their judgment. Verification can come in a variety of different
ways, but all serve the same purpose of justifying the expert's claim. For example, Ayyub
(2000, 2001) describes a variety of scoring methods that can be used to assess the quality of
expert judgment (self-scoring, collective scoring, entropy and discrepancy measures).
In their protocol, Morgan and Henrion (1992) performed an initial analysis on the elicited
judgments in order to create computer-generated plots distributions and density functions of each
expert, who were then asked to review these data for accuracy and clarifications (some of whom
did indeed change their judgment). Each of these methods used for verification have their own
shortcomings, so the analysts should choose the one that will match the time, monetary,
methodological, and analytical constraints of the elicitation.
3.3.3: Post-Elicitation Stage
Unlike the other stages, the post-elicitation stage lacks a linear description of the steps involved.
Post-elicitation steps are entirely dependent on the specific form of EE method used. However,
an overview of the general activities that can occur during post-elicitation can be described.
Aggregation of expert judgments: Depending on the objectives and the issues defined,
aggregation of expert judgment may be optional. The debate over aggregating expert judgment
has yet to be resolved; there is some evidence both for and against aggregation with experts,
regardless of whether they agree or not (Clemen & Winkler, 1999; Cooke, 1991). Aggregation
will be covered in more detail later in this chapter.
Documentation: The ultimate goal of performing expert elicitation, it can be difficult to
determine which details are necessary to include in documentation for the sake of the report's
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audience. While there is no ultimate guideline as to what must be included in a final elicitation
report, there are several recommendations available. For example, (Slottje et al., 2008)
recommend including the elicitation procedure, results, and impact; they also suggest including
documentation on the expert selection process and the individual judgments. In general, the
purpose of documentation is to provide the details of the elicitation protocol, any additional
training given to the experts, and raw data. However, analysts must be able to include the names
of the experts consulted, a which experts should know by the very beginning of the elicitation
process. This practice may affect not only the behavior of the experts during elicitation, but also
the reception of the elicitation procedure once the report has been disseminated.
3.4: COMPONENTS OF AN EXPERT ELICITATION PROTOCOL
The components of an expert elicitation procedure refer to the tasks that occur during or
immediately prior to the elicitation activity itself. These components must be selected and
calibrated prior to any exposure to any experts, meaning that a rough trial of the ultimate
procedure might be appropriate. These can be roughly grouped into the following categories:
modes of communication, elicitation situations, and modes of response.
3.4.1: Modes of Communication
An elicitation protocol must also specify the manner in which the mediator is permitted to
communicate with the experts. The mode of communication selected may have significant
impacts regarding the quality of the data; therefore the protocol authors must evaluate the
strengths and weaknesses of each communication mode as it pertains to the qualities of the
information. (Meyer & Booker, 2001) provides an excellent description of these different
modes, along with a short list of their strengths and weaknesses; the following is a brief
summary.
Face-to-Face: This mode arguably produces the best in-depth detail and is largely used if explicit
insight into expert problem-solving processes is important to the study. However, face-to-face
methods are clearly the most time-consuming and expensive. Nearly all EE methods are
compatible with this mode of communication.
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Telephone: In general, the telephone can be seen as a compromise between the quality of data
provided in a face-to-face interview, and the time efficiency of less intensive modes such as mail
or via computer. Telephone calls require less time on behalf of the analyst as well as the expert,
but do not allow for truly in-depth discussion on the subject matter.
Mail: In modern times, e-mail is also included in this category. There are clear advantages to
using mail as a mode of communication: it allows experts to respond on their own time, more
experts can be solicited for their judgment (increasing the sample size), and is likely the cheapest
out of all the methods. However, this mode is restricted in terms of the actual elicitation
instrument; surveys and questionnaires are the most likely, as other instruments (verbal report)
are not applicable. Mail also demonstrates the lowest response rate.
Computer: A new mode that has yet to demonstrate widespread use, computer-based
communication may be more prevalent in the future. Excluding e-mail, the computer-based
communications may refer to interactive online environments or chat rooms, the likes of which
have been seen in some Delphi scenarios (Linstone & Turoff, 1975). The advantages and
disadvantages of this mode, compared to the others, has not been exhaustively studied, yet there
are some obvious immediate benefits. Per the quality of the communication, computer-based
communication can be as rich as face-to-face or as poor as mail, but surely more affordable and
time-efficient than most modes.
3.4.2: Elicitation Situation
One question that must be addressed by analysts prior to elicitation activities is the setting of the
elicitation. Typically, analysts must decide whether their objective necessitates that the experts
should be allowed to cooperate in a group (interactive) or remain separate from each other
(individual). According to (Clemen & Winkler, 1999; Cooke, 1991; Meyer & Booker, 2001),
the qualities of these settings can be characterized as follows:
Interactive: Most akin to a focus group in marketing research, the interactive situation describes
the setting where experts are face-to-face with each other and a moderator. In this setting,
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analysts can gain insight into group dynamics, problem solving approaches, as well as greater
detail in general. The general principle behind the interactive setting is the faith in crowd
wisdom or the strength of collective intelligence; behavioral consensus is the superior path to
truth.
However, there is concern over the quality of group decision-making, such as the potential for
groupthink amongst focus groups or other biases noted in focus group literature. Furthermore,
interactive settings can prove a logistical nightmare; the difficulties in scheduling experts for one
or more meetings can prove difficult.
Independent: In the independent setting, analysts perform more in-depth interviews with experts.
Analysts are capable of gaining more in-depth understanding of an expert's approach to the
problem, but are forced to expend considerable more time and effort. In these settings, the
analyst is capable of aggregating the results mathematically during post-elicitation. Furthermore,
the concern of group biases does not apply to these data. Thus, it is up to the analysts to
determine which elicitation setting is most appropriate for their objectives.
3.4.3: Modes of Response
When designing the elicitation protocol, the author must consider the medium in which an expert
is allowed to express their opinion. As with the modes of communication, this is a decision that
necessitates careful evaluation. Each mode of response possesses drawbacks due to a variety of
features; the richness of information and feedback provided, as well as the types of bias that may
affect an expert's response.
Direct Response: Incorporating direct response likely requires the least amount of conditioning
of the experts. Direct response simply requires the experts to state the strength of their belief,
typically in the form of probabilistic intuition. The specifics of the direct response mode are
varied: the protocol may allow experts to respond in the form of a probability (0.45 chance),
odds ratio (x out of n), a probability distribution (for each event x, the probability p of that event
occuring), continuous scales (a linear representation of all potential answers), pairwise
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comparison (comparing A to B, B to C, etc), or ranks or rating scales (i.e. Likert, Sherman-Kent).
(Meyer & Booker, 2001; Spetzler & Carl-Axel S. Stael Von Holstein, 1975)
Unfortunately, direct response is significantly more prone to biases than other methods for a
variety of reasons. First, each response technique (probability, pairwise, etc) may be affected by
different cognitive biases, such as overconfidence 9. Furthermore, direct response modes tend to
primarily be probabilistic as such information is considered practical for risk assessment as well
as aggregation; such data is only valid if the experts themselves are accurate in their intuition
regarding probability, which is often not the case (Ayyub, 2001; Cooke, 1991).
Indirect Response: This response mode tends to rely upon an expert's willingness-to-pay rates.
For example, an expert will be given a conditional bet regarding a specific event, such as a
lottery representing some monetary value X if event A occurs. By asking how much the expert
would be willing to pay for the opportunity to enter such a lottery (the certainty equivalent), we
are able to assign some amount of probability to that events occurrence. This concept is the
primary impetus behind prediction markets. Other methods of indirect response, such as the
interval technique (betting on intervals), similarly involve willingness-to-pay.
The point behind indirect responses is to remove the influence that cognitive and motivational
biases may play upon a direct response. Unfortunately, indirect response methods possess their
own failing; where direct responses are contingent upon an expert's grasp of probability, indirect
responses are contingent upon an expert's utility of money. Ostensibly, these utilities are non-
linear meaning that the value of money between experts is unlikely to be similar (Ayyub, 2001;
Cooke, 1991).
Parametric Response: Unlike the other two response modes where every question only allows for
one number, parametric response is a two-stage process producing two parameters for analysis.
Using these data (for example, asking for the event likelihood estimate and then providing a
confidence estimate in the certainty of one's judgment), it is possible for the analysts to assess
the statistical confidence intervals of a parameter (Ayyub, 2001; Cooke, 1991). This response
9 Please see work by Kahneman and Tversky regarding a more complete background on cognitive biases.
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mode was created since experts expressed their desire to state the confidence value of their
estimate, in order to provide better data for the analysts. Supposedly, this method has been
found to be favorable by experts.
3.5: AGGREGATING EXPERT OPINIONS
Since Galton, support for using collective intelligence as a method for determining truth has
grown. Analysts who have consulted with a panel of experts (the majority of EE) must decide
whether they wish to aggregate the expert judgments or leave them separated in their final
analysis and documentation. This concern is especially salient when experts do not agree,
certainly a common occurrence. In (Seaver, 1976), mathematically combined estimates from
interview estimates were superior to the estimates on their own, supporting the practice of
aggregation. Mathematical, as opposed to behavioral, aggregation is more varied, ranging from
simple arithmetic means to complex statistical procedures based on models of knowledge and
probabilistic dependencies (i.e. Bayesian methods). The following aggregation methods are only
a sample of the different procedures available to elicitation analysts.
3.5.1: Consensus Combinations
Consensus or behavioral aggregation, more commonly seen in settings that are interactive or in
the Delphi method, relies upon the experts themselves to reach consensus via some inter-
personal exchanges. In these forms of behavioral aggregation, there is more emphasis on behalf
of the analysts and mediators/facilitators to design protocols that encourage consensus amongst
the experts, rather than attempting to mathematically aggregate their judgment during post-
elicitation. (Clemen & Winkler, 1999) is an excellent summary of behavioral methods as
opposed to the other mathematical methods; needless to say, the nature of the objectives and the
domains of knowledge can influence pursuit of these methods themselves. If consensus does not
exist amongst experts, this method of aggregation will not work. Indeed, these methods have
been accused of forcing or inducing consensus; careful attention must be paid towards the design
of the elicitation protocol in order to ensure that such bias does not occur.
3.5.2: Percentile Combinations
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These methods refer to the aggregation of expert judgment by computing the 2 5th, 50th, and 7 5 th
percnetile values of all judgments. Thus, this method is dependent on the number of experts
included in the elicitation. In (Ayyub, 2000; Ayyub, 2001), methods are provided for
determining these percentiles for a range of 4 to 20 experts.
3.5.3: Weighted Combinations
Weighted combinations refers to using mathematical methods to assign weights to expert
judgments, which are used during the aggregation process such that the new median and mean
values are more accurate. This necessarily begs the question, by which metric does one measure
accuracy of expert judgment? The literature on determining weights is extensive with a range of
options available. As pointed out by (Cooke, 1991), the method for determining weights must
overcome three problems: 1) correlation between experts, 2) uneven calibration of experts, 3)
possible dishonesty of expertslo. Generally, proposed methods of weight determination are
aimed at resolving these problems in addition to aggregation.
Weighted combinations are prevalent throughout the literature on aggregating expert judgment.
There are scores of methods that have been proposed as a new way to assign weights to experts
in order to increase some measure that indicates presumed judgment. However, each method has
its own drawbacks; unsurprisingly, the literature seems to imply that the more complicated a
weighting algorithm is, the less domain-general its application (Clemen & Winkler, 1999).
However, this means that analysts must be careful in evaluating each method considered for
assigning weights.
3.6: THE DELPHI METHOD
Without question, the Delphi method (sometimes referred to as "technique" or "scenario") is one
of the most commonly employed EE utilized in management and policy arenas today. By 1974,
there were over 10,000 studies that had used the Delphi method for technological forecasting and
0o The reader should review the following sources for more information: (Ayyub, 2000; Ayyub, 2001; Cooke, 1991;
Kadane & Wolfson, 1998; R. L. Keeney & von Winterfeldt, 1991; MacGregor, 2002; Meyer & Booker, 2001;
Morgan & Henrion, 1992; Slottje, Sluijs, & Knol, 2008; Spetzler & Carl-Axel S. Stael Von Holstein, 1975)
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policy analysis (Linstone & Turoff, 1975). However, many current incarnations of Delphi vary
significantly from the original incarnation in certain respects, while also retaining some core
similarities to the original methodology. These similarities can be considered the features that
identify an EE method as a Delphi.
The Delphi method differs from other EE due to the nature of the elicitation protocol, as it does
not precisely fit the components described in section 3.4. The Delphi method deserves greater
examination due to the following reasons: 1) the uniqueness of the Delphi method protocol
necessitates a separate description 2) it is the most likely form of EE that readers of this thesis
will encounter, and 3) as such, it is the method that would stand to benefit the most from further
investigation.
3.6.1: Historical Background of Delphi
Created by the Research and Development Corporation (RAND) in the early 1950s, the Delphi
method was originally created for technological forecasting. Specifically, an Air Force-
sponsored study was designed to "apply expert opinion to the selection from the viewpoint of a
Soviet strategic planner, of an optimal U.S. industrial target system and to the estimation of the
number of A-bombs required to reduce the munitions output by a prescribed amount." (Dalkey &
Helmer, 1963) In order to accomplish this goal, RAND devised a structured elicitation method
specifically designed to avoid the types of traditional communication errors that typically arose
with collaborative or group efforts.
Delphi was specifically designed to be non-interactive and anonymous, such that experts would
never be forced to interact inter-personally with other experts, nor would their opinions be
identified as belonging to themselves. Delphi uses surveys as the primary elicitation instrument;
participants are never expected to be physically present in the same geographical location in
order to provide their expert opinion. A monitor, who is the only contact for the study, mediates
all interaction with other experts. In this fashion, the RAND Corporation endeavored to reduce
the biasing influence of group dynamics such as the bandwagon effect. By allowing experts the
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privacy of anonymity and the freedom of survey-based response, Delphi was intended to
preserve "independent thought" amongst participants.
Other measures to redue bias were incorporated into the Delphi method. RAND sought to
control the amount of information available to experts, such that the flow of information would
be as structured as the elicitation process itself. Thus, experts would roughly have equivalent
amounts of key information in answering the questions asked, such that the failings of human
memory would not result in skewed judgment.
One notable difference of the Delphi method to other EE methods is the demand for convergent
opinion; in other words, the necessity of consensus. The RAND Corporation, in their pursuit of
bombing requirements, specifically designed the Delphi method to obtain truthful and informed
consensus amongst experts. There are considerable amounts of literature that discuss the
legitimacy of group consensus as valid expert elicitation, which shall not be discussed in this
section". It is the process of achieving consensus that most uniquely identifies an EE method as
Delphi.
3.6.2: Outline of a Delphi Procedure
Nearly all EE methods consist of the same three general phases: pre-elicitation, elicitation, and
post-elicitation. In a general fashion, Delphi roughly follows the same structure with the
exception of the role of iteration. As described in (Fowles, 1978), a Delphi process has
approximately 10 steps:
1. Formation of a team to undertake and monitor a Delphi on a given subject
2. Selection of one or more panels to participate in the exercise. Customarily, the panelists
are experts in the area to be investigated
3. Development of the first round Delphi questionnaire
4. Testing the questionnaire for proper wording (e.g., ambiguities, vagueness)
5. Transmission of the first questionnaires to the panelists
" A sampling of literature that discusses the arguments for and against consensus: (Dalkey & Helmer, 1963;
Linstone & Turoff, 1975; Meyer & Booker, 2001; Rowe & Wright, 1999)
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6. Analysis of the first round responses
7. Preparation of the second round questionnaires (and possible testing)
8. Transmission of the second round questionnaires to the panelists
9. Analysis of the second round responses (Steps 7 to 9 are reiterated as long as desired or
necessary to achieve stability in the results)
10. Preparation of a report by the analysis team to present the conclusions of the exercise
The Delphi method operates via the belief of convergent opinion; where experts will eventually
converge upon the "correct" answer given identical shared knowledge and justification of
divergent opinions. The iterative nature of the Delphi protocol is to create more opportunities for
experts to converge, especially in the situations where experts do not agree. The feedback given
to the experts usually consists of the responses of all experts and their related justification,
having been anonymized such that no one response is easily identifiable. The purpose of this
iteration is to provide a range of perspectives on each issue.
3.6.3: Application Areas
Delphi has been applied to a wide variety of scenarios, from nursing research (S. Keeney,
Hasson, & McKenna, 2006) and emergency medicine indicator identification (Beattie &
Mackway-Jones, 2004) to predicting the future of interactive television for luxury and
performance car retail (Dransfeld, Pemberton, & Jacobs, 2000). The range of Delphi application
areas is quite broad, especially considering the variety of Delphi protocols that can be
performed 2.
The more commonly recognized form of the Delphi is the forecasting version, which also most
closely resembles the original incarnation created by RAND. Its primary purpose is to "obtain
the most reliable consensus of opinion of a group of experts...by a series of intensive
questionnaires interspersed with controlled opinion feedback." (Dalkey & Helmer, 1963) Delphis
of this variety have demonstrated effectiveness, outperforming statistical groups and standard
interacting groups (Rowe & Wright, 1999). However, forecasting Delphis can only be used in
12 In (Rowe & Wright, 1999), an interested reader can find a list of Delphi studies that have been performed,
organized with respect to the study type, the number of experts solicited, the number of rounds, and so forth.
37
situations where there is a clear outcome, meaning that the goal is determine whether a future
event will or will not occur. Delphis of this variety have a homogenous group of experts,
meaning experts of similar training and background.
Delphis have also been used in terms of policy analysis, where a specific policy issue is
evaluated by a panel of individuals selected for their perspective and training. Note that this
does not require experts alone; a Policy Delphi does not necessary require experts on the policy
issues, only individuals who have relevant input. The Policy Delphi does not necessarily require
consensus because it is not used to justify a decision, only provide all opposing arguments to an
issue. The Policy Delphi is used "to generate the strongest possible opposing views on the
potential resolutions of a major policy issue" (Turoff, 1970)
3.6.4: Strengths and Limitations of Delphi
The Delphi Method is a powerful tool for both decision support and structured communication.
Delphi possesses a unique set of strengths that are balanced by its limitations; an analyst should
review both in order to determine whether the Delphi method is appropriate for their purpose.
Generally speaking, Delphi can be applied to any scenario where structured group
communication is needed as in a formal meeting, but where factors (i.e. logistical) prevent all
needed members from being physically present. In this sense, Delphi possesses much of the
strengths of formal EE. A well executed Delphi study, compared to organizing a group meeting,
should be require less time commitment on behalf of the experts solicited while also provide data
that is more operationally valid.
Delphi is generally considered to be an effective tool for forecasting and decision-support, but
literature that compares Delphi to other methods is scant. It is particularly difficult to directly
compare the Delphi method to others namely due to the difficulty in assuring equivalent quality
between methods (Scapolo & Miles, 2006)13. Additionally, one general criticism of Delphi
concerns its greatest strength; the iterative nature of its protocol. While intended to increase the
13 Attempts have been made to evaluate the frequency of Delphi studies in certain domains as a way to ascertain the
usefulness of the method as applied to the Social Sciences: for more information, see (Landeta, 2006).
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likelihood of organic consensus amongst experts, doubt exists as to whether the anonymization
of responses is an effective method to reduce the impact of group biases. Specifically, there is
concern that Delphi encourages convergence even in scenarios where natural convergence
perhaps does not exist (Landeta, 2006; Rowe & Wright, 1999; Scapolo & Miles, 2006).
Furthermore, there has been rigorous investigation as to the quality of Delphi studies on a purely
methodological basis, leading to the suggestion that Delphi be avoided if any other technique
seems feasible (Sackman, 1974)14.
Currently there is no way to use Delphi without running into this criticism. While Delphi
supporters provide numerous guidelines in the interest of instructing analysts how to avoid the
most common pitfalls that befall poorly executed Delphi studies (Linstone & Turoff, 1975), the
potential of forced consensus is still a grave problem. Especially in domains where there may be
some controversy regarding the subject matter or the eventual purpose of the study, analysts may
find that the nature of Delphi prevents experts from voicing unpopular or unusual judgments.
14 The Sackman Report is a particularly notorious example of Delphi critique, thus any analysts entertaining the
notion of a Delphi study should review Sackman's criticism carefully.
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CHAPTER 4: THE BAYESIAN TRUTH SERUM
Simple aggregation of judgment (i.e. selecting the median or mean value) may not accurately
reflect the true depth of knowledge present in elicited judgment, since such information does not
account for variations in the quality of expert judgment. This may occur when an expert
expresses an unpopular or unusual opinion. Consider the scenario where the majority is wrong
but the minority may be correct. We refer to this as a "Cassandra" scenario since aggregation of
opinion would result in the majority overriding the opinions of the accurate minority.
A Cassandra scenario is a significant obstacle to optimally aggregating of crowd wisdom for a
variety of reasons. It is not easy to detect a Cassandra from the incorrect minority. A Cassandra
in one respect may not be a Cassandra overall; he or she may be right on one question but wrong
on the rest. Furthermore, subjective domains are prone to more complicated Cassandra
problems, due to the lack of objective criteria with which to evaluate the veracity of judgment.
In general, this type of problem is prevalent in opinion research. The current methods of opinion
aggregation are not designed to address this issue.
Arguably, one might believe that Cassandra problems are simply an intractable problem,
meaning that the under representation of informative minority opinion is an unfortunate reality
regarding opinion measurement. However, this belief would be founded on the importance of
population sampling in opinion measurement; the practice of selecting respondents that possess
the ideal blend of characteristics to serve as representatives of a larger population. This method
is statistically sound but does not account for real-world experimental factors, such as the
ecological validity of participation in opinion research. It should not be hard to imagine that
incentives may afford the inclusion of the right sort of respondent, but that the quality of the
information they provide may not be adequate for research purposes.
4.1: THE BAYESIAN TRUTH SERUM
The Bayesian Truth Serum is an algorithm used to score subjective judgment when no objective
criteria are present (Prelec & Seung, 2006; Prelec, 2004). Primarily, BTS is a quantitative
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method that can be applied to ascertain the informative quality of responses. In this fashion,
non-informed bystanders may be able to evaluate subjective judgments without prior knowledge
of the respondents' opinions or knowledge, potentially drawing awareness to informative
minority opinion. BTS can ameliorate some forms of Cassandra problems, provided that the
following conditions are met:
1) Respondents are rational Bayesian-updaters (meaning that respondents incorporate
expectations about others when providing their own response)
2) There is at least one correct answer (meaning that at least one of the potential
responses is considerably more true than the rest, and that one person in the solicited
population knows that response to be true)
BTS scoring has been used in survey instruments. It is possible to apply BTS scoring to
questions with m potential responses, assuming that it is possible for respondents to provide an
informed estimate of the distribution of responses. This is because BTS is based on the principle
of metaknowledge, or knowledge about knowledge. Essentially, a knowledgeable person
(which we call an expert) is not only informed about the topic in question, but also the range of
potential responses to said topic. Consider the domain of U.S. geography, of which most
Americans have experienced an elementary education but likely only recall the facts relevant to
their own local experience. For example:
a) "There are 50 states in the United States of America. (m=2: True, False)"
b) "How many states are in the United States? (m=4: 9, 13, 48, 50)"
In addition to choosing an answer (referred to as an endorsement of answer k of m), respondents
must also provide a prediction of a given population's distribution of endorsements across all m
in order to apply BTS scoring. For example, taken from Prelec and Seung (2006):
a) "Chicago is the capital of Illinois." (m=2: Yes (60% of MIT students will choose this
option), No (40% of MIT students will choose this option))"
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Note that the predictions must sum to 100%. One may incentivize accurate predictions by
informing respondents bonuses for the most accurate predictions (meaning those with the highest
BTS score) will be provided. For more detailed information regarding the specific mathematical
details of BTS scoring, one should refer to the paper by Prelec and Seung (2006).
4.2: USING THE BAYESIAN TRUTH SERUM TO OPTIMALLY AGGREGATE OPINIONS
In this section, recent BTS studies will be reviewed in order to demonstrate the potential of BTS
for two specific applications. First, the following studies will demonstrate that BTS is capable of
sifting through a population where knowledge is anonymously distributed in order to highlight
those respondents with superior information. In this respect, one can see that BTS may be used
to weight responses according to relevant expertise. Secondly, the following studies will also
demonstrate that BTS holds the potential to identify the responses that hold the highest
likelihood of being true, according to the responses with the highest related BTS scores of BTS-
identified experts.
4.2.1: Tests of Objective Knowledge: State Capitals
BTS scoring has been used in a variety of domains where knowledge is randomly distributed in
the crowd. One can consider BTS scoring to be an improvement over consensus, meaning the
majority agreement. In a previous study, Prelec and Seung (2006) used BTS scoring in a survey
based on state capitals, phrased identically to the example question previously used:
"Philadelphia is the capital of Pennsylvania: Y/N." They administered the survey to students at
MIT (n=51) and Princeton (n=32). The survey consisted of 50 questions in this format, where all
cities used were the most populous city in the state. Approximately 2/3 of U.S. state capitals are
not the most populous city; in accordance to decision-making rules such as the availability
heuristic (Kahneman & Tversky, 1973), it seems intuitive that respondents without domain
expertise would consistently choose the more recognizable cities. In other words, as stated
previously, it seems unlikely that the average American college student would be able to list all
50 state capitals, but would likely know the most cognitively available from their local
experience. Thus, domain expertise would be correct identification of state capitals.
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Prelec and Seung found this to be mostly true: the average MIT student correctly endorsed 29.5
answers and 31 at Princeton. The consensus score is only slightly better, with MIT correctly
identifying 31 state capitals and Princeton identifying 36 state capitals (with 4 ties). After
applying BTS scoring there was a significant increase in accuracy. The BTS decision of MIT
correctly endorses 39.5 states (gaining 14 correct endorsements but losing 4); Princeton increases
to 44 correct endorsements (gaining 12 correct endorsements but losing 2). This indicates that
BTS is capable of sifting expert opinion from crowd knowledge more effectively than majority
rule.
However, expertise is a troublesome concept, with several potential operational definitions. A
well-recognized definition relates to the role of deliberative practice; activities that are designed
explicitly to improve domain performance (Ericsson et al., 1993). In this approach, expertise is
typically assumed to be the result of an amount of time spent on deliberative practice. In the
interest of studying substantive domain knowledge more suited to this definition of expertise,
Drazen Prelec and I designed a chess test to identify experts and correct answers using BTS
scores alone.
4.2.2: Tests of Subjective Knowledge: Chess
In chess, expertise is determined by a player's relative skill level. The Elo rating system, which is
the most widely accepted measure of chess expertise, is a determination of skill level and is
implemented by the United States Chess Federation and the World Chess Federation. The
Amsterdam Chess Test or "ACT" (Maas & Wagenmakers, 2005) is a battery of chess tasks that
were designed as a psychometric evaluation of chess expertise. The ACT was created to evaluate
domain expertise in correlation with Elo ratings. The ACT tasks were based on theories of
cognitive skills that impact chess expertise, such as memory or motivation. In this fashion, the
combination of ACT performance and Elo rating can be considered to be a rigorous test of
domain expertise that relies upon deliberative practice.
The ACT was administered to 259 participants during a Dutch chess tournament in 1998. Of the
original 259 participants, 234 completed the entire ACT, 215 had official Elo ratings, and 159
had completed the ACT, possessed official Elo ratings, and participated in the tournament
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(providing an additional factor to correlate for expertise). Out of the several tasks that comprised
the ACT, we selected our stimuli from the "Choose-A-Move Test: A", which consisted of 40
chess game scenarios taken from the chess literature. Subjects were presented with an image of a
chessboard scenario on a computer and were asked to choose the best move for white. The
scenarios were from three distinct components of a chess game: tactical, positional, and
endgame. According to the authors of the ACT, every scenario had one clear superior correct
answer. Additionally, some chessboard scenarios were considered ecologically invalid, meaning
that it was unlikely that a respondent would have seen these moves in a real-game scenario. All
responses are correlated with Elo ratings, relative popularity, and response time.
Our test differed slightly from the ACT in terms of administration. First, we based our entire test
on the Choose-A-Move subtest. Second, the ACT Choose-A-Move task allowed respondents to
select any piece on the board and move it within 30s. Given the limitations of BTS, allowing
such freedom would have made crowd prediction cognitively difficult. We restricted respondents
to 5 potential responses, selected from the most popular according to the results of the ACT. In
the scenarios where the correct answer was not the most popular, we included it as the nth option
over the nth most popular. If illegal moves were among the most popular, we allowed them to
remain. Furthermore, given the task difficulty, we did not enforce a time limit upon our
respondents with respect to completing the task. The average time to complete the task was
roughly 1.5 hours.
We recruited members from the MIT Chess Club (n=1 5) as our expert group. Our novice group
was comprised of members of the MIT community at large (n=13), provided they met the
following conditions: 1) familiar with the rules of chess and 2) had never competed in a chess
tournament. Subjects were provided with $25 as incentive for participation and were informed
of additional bonuses (an additional $25 for each bonus) if they were either one of the top 3 most
accurate endorsers or top 3 most accurate predictors.
Our preliminary results are supportive of the hypothesis that metaknowledge is indicative of
domain expertise. Experts are more accurate than novices and BTS scores are positively
correlated with accuracy amongst both groups. However, consensus is more accurate amongst
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novices where BTS is more accurate amongst experts, which suggests that experts have access to
metaknowledge and novices do not.
As with the state capitals survey, we evaluated the group responses with respect to the previously
defined measures of crowd wisdom. In the expert condition, BTS scoring endorses 33 out of 40
questions whereas consensus scoring endorses 31.3 out of 40 answers, giving fractional credit for
multiple modes. In the novice condition, BTS scoring endorses 13 out of 40 questions whereas
consensus scoring endorses 11.5 answers.
Table 1: Correlations with Accuracy Table 2: Partial Correlations with
These results are not surprising, given that the respondents in the separate conditions (expert and
novice) share similar amounts of domain expertise. Recall that BTS scoring is based on
metaknowledge and arguably chess expertise is also dependent on metaknowledge. Thus, on
epotential interpretation of these results could be that novices would be unable to anticipate other
respondents and would also only endorse the correct answers most accessible to their expertise
levels.
4.3: FUTURE DIRECTIONS: THE INTERACTIVE GAME
While the results from the state capitals survey and the chess test are promising indicators of the
validity BTS scoring and its potential crowd wisdom aggregation, the survey format does not
include the potential for feedback from other respondents. That is, respondents cannot calibrate
their predictions based on the group's actual behavior, only their expectation of how a group
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Experts Novices
Consensus 0.94 0.81
BTS 0.96 0.49
p-values
Consensus 0.00001 0.0008
BTS 0.00001 0.875
Accuracy
Experts Novices
Consensus 0.25 0.76
BTS 0.61 0.29
Total R2  0.93 0.68
p-values
Consensus 0.39 0.004
BTS 0.0267 0.361
should behave at a set point in time. In a truly iterative domain, where subjects can perceive the
crowd endorsements and the BTS values of responses and respondents, it is possible that scoring
quality may degrade or improve. This additional feedback information could affect the predictive
abilities in unanticipated ways, particularly in scenarios where respondents can communicate
exploitative intent without explicit indicators such as illicit collusion. However, it is also possible
that the predictions will increase in accuracy, which could produce more informative BTS
scoring.
In tandem with our chess test, we developed a web-based chat room with an open-access polling
interface, such that participants are able to converse and query each other. In this fashion,
participants are able to continually calibrate their predictions while also directing the flow of
conversation and topic collectively. The environment allows for a moderator to participate in the
discussion, but only in terms of absolute control. That is, the moderator can restrict the amount
of total questions asked, questions per participant, propose questions themselves, and skip to the
next question in a queue whose length is established before the discussion. The moderator is not
able to respond to questions. The environment also allows for "listeners" or individuals who may
chat, but cannot neither propose nor respond to questions. This group of listeners (of which the
moderator also belongs) also has access to a private chat room, such that they may hold separate
conversations without the awareness of the discussion participants.
The interactive domain can be compared to a real-world focus group method, but with some
superior characteristics. In opinion research, a focus group is typically a representative sample of
a population that bears interest for a specific topic; examples are market research, political
opinion, and so forth. Focus groups are used when a survey will not glean an adequate amount of
information, as in scenarios where depth is more important than volume with respect to the
quality of response. However, focus groups suffer from a number of drawbacks. First, they are
typically expensive; one must pay for a skilled moderator, compensate the respondents, and
secure facilities and resources such as food and beverages.
The cost of focus groups becomes more apparent when one realizes that the information gathered
is limited to the participation of respondents; a researcher is paying for one respondent at a time.
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This means that the researcher is also paying for the non-participation of respondents
simultaneously. An ideal scenario would allow for continuous participation of all, so that the
pooled knowledge of participants is consistently evaluated. Secondly, focus groups are notorious
for inducing rather than highlighting consensus, due to influences such as social desirability
biases. In an interpersonal setting, uncommon or unpopular opinions are more likely to be
suppressed than supported. Thus, this opinion research setting may also prone to Cassandra
problems.
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CHAPTER 5: CONCLUSION
Upon review of the expert elicitation procedure, it should be clear that there is great potential for
refinement of the process. In particular, there are two areas of interest regarding improvement of
expert elicitation: reducing the potential for analyst bias and improving the quality of
aggregating expert opinion. These are two separate problems that may be addressed by
implementing BTS during the post-elicitation analysis.
It seems that measures taken to address one of these problems has the negative effect of
increasing the likelihood of the other. For example, some sources suggest that weighting expert
responses is a suitable way to more effectively aggregate expert judgment (Clemen & Winkler,
1999; R. L. Keeney & von Winterfeldt, 1991). However, weighting algorithms tend to suffer
from the potential for the analysts to insert their own subjective judgment without conscious
realization, whether through the selection of weighting algorithms or even by the manner in
which weights are assigned to experts (Meyer & Booker, 2001). Therefore, the ideal weighting
method would address the analyst bias problem while also improving the quality of aggregated
expert opinion in a domain-general fashion.
As stated previously, the most common way of aggregating expert opinion tends to rely on
central tendency measures; the median response of the sample or even the simple mean
(depending on the nature of the response). However, this approach makes an assumption that is
methodologically problematic; by taking the median or the mean, the analysts assume that
expertise is normally distributed amongst the population sample. In other words, each expert's
judgment is considered as valid as the rest. This approach is typically used due to the simple fact
that it is not possible for a novice (meaning the analyst) to determine which expert's judgment is
superior to the others. Thus, the central tendency measures tend to be the most appropriate.
There are some other approaches that attempt to include other features of an expert's judgment in
order to increase the validity of the weighting measure. For example, including the stated
confidence in one's judgment in order to reweight the expert's responses is a commonly
circulated method (see section 3.5.3 for more information). However, this method, as well as
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other statistically sophisticated measures, seem to demonstrate less accuracy than simple central
tendency measures (Clemen & Winkler, 1999). There are a number of potential reasons to
explain why the median or the mean is superior to weighting methods, but in general the most
likely reason is related to the assumptions made regarding the nature of expertise in proving the
validity of the weighting method itself. Namely, the analysts assume that expertise is correlated
in some fashion to a measurable variable and can use that variable as information for weighting.
The problems arise when those variables only correlate to expertise in certain settings; once the
weighting method is applied to a setting where the identified variables do not correlate strongly
to the nature of expertise elicited, the weighting method incorrectly aggregates expert
judgment 15 .
I propose that the Bayesian Truth Serum is a superior candidate for the dual problem of expert
opinion aggregation and analyst bias. BTS uses metaknowledge as the indicator of expertise,
which theoretically addresses both problems in tandem. First, BTS scoring addresses the
problem of analyst bias in the sense that it does not allow for any input from the analyst
whatsoever. For all intents and purpose, BTS can operate as a "black box" scoring algorithm,
since the analyst need not understand the subject material at all in order to apply the scoring
algorithm.
Secondly, the notion of metaknowledge as an indicator of expertise is theoretically domain-
general. In all domains of knowledge, a measure of one's metaknowledge should correlate with
one's relative knowledge on the subject domain. Thus, the BTS scoring algorithm, rather than
relying on stated confidence or other supposed indicators of expertise, is weighting judgments
based on actual levels of expertise. The implications of this measure should not be taken lightly;
unlike other scoring algorithms, BTS is unique in this respect. Additionally, measures of
metaknowledge cannot be easily faked due to the nature of metaknowledge itself. Preliminary
studies as to the ability of individuals to "game" BTS, where one attempts to provide false
15 For example, in the case of using a confidence estimate, the analyst assumes that confidence in one's opinion is a
feature that indicates how valid an expert's judgment should be considered. While this may be true for judgments
with a low stated confidence, high confidence should be considered suspect. One should refer to the literature on the
Dunning-Kruger effect for more information, which states that the ability to recognize one's own level of skill (as
well as others) is predicated on their actual skill. This implies that those who are somewhat incompetent do not
possess the requisite knowledge to identify whether they are experts or not, which leads to inflated levels of
confidence in their own judgment as well as skewed judgments of others.
-50
population estimates that would increase their own score, indicate that BTS is robust against this
type of manipulation (Prelec & Weaver, 2008). According to the theory behind BTS, this should
not be surprising; in order to provide estimates which would indicate the superiority of one's
knowledge relative to the others, one would have to know how their knowledge relates to the
knowledge of others. In other words, they would have to possess the same level of
metaknowledge as a genuine expert, which would imply that they themselves are experts.
Given that BTS requires that one provide an endorsement and a probability distribution of the
potential responses, it should be clear that anonymizing experts is not possible. In order to
provide an accurate probability distribution, BTS explicitly requires that respondents are aware
of all other potential respondents. However, the incentivization of respondents (the manner in
which the analysts motivate the experts to respond) as well as the nature of BTS would allow for
experts to indicate the popularity of their own responses without rewarding those who respond
erroneously. In other words, experts have no reason to misrepresent their own judgment or the
popularity of their judgment, as opposed to other aggregating techniques. For example, consider
the criticism levied against the Delphi method; the false inducement of consensus. Anonymity in
the Delphi method is particularly important in order to reduce this type of group bias as much as
possible; BTS scoring does not require this measure.
As an example of the potential implementation of BTS, it is possible that BTS could be
implemented into a Delphi-like EE. Rather than compile the responses and justifications and
presenting them the same expert panel after a preliminary analysis and aggregation, analysts
could return the responses that have been identified via BTS scores as being the "correct"
answers. Experts could then endorse or reject these responses, while also the justification behind
their endorsement or rejection.
Naturally, given the novelty of the BTS scoring algorithm, it is not appropriate that EE analysts
begin implementing BTS immediately. Further testing of BTS is required; for example, it has
not been proven experimentally that metaknowledge is a domain-general indicator of knowledge.
However, the potential for BTS in the domain of policy analysis is clearly appreciable;
hopefully, this thesis has served to promote interest for this prospective application.
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APPENDIX A: COUHES DOCUMENTS
Informed Consent for BTS Study
I acknowledge that I have volunteered to participate in a research study conducted by Professor
Drazen Prelec, from the Sloan School of Management at the Massachusetts Institute of
Technology (M.I.T.)
The study involves filling out a questionnaire, which indicates chess-playing history and self-
reported ability. Additionally, subjects will take a test online that will test ability and their
perception of decisions made by others.
The study has no hidden or ulterior motivation or purpose.
I understand that no risks whatsoever are incurred by my participation, and I will be free to cease
participating at any time.
I understand that I will receive $25 for participating in the study.
I understand that I have a chance to receive an additional bonus in the form of $25. This bonus
will be given to only a few participants, with the most accurate estimates or the most correct
answers.
Signature Date
If you feel you have been treated unfairly, or you have questions regarding your rights as a
research subject, you may contact the Chairman of the Committee on the Use of Humans as
Experimental Subjects, M.I.T., Room E32-335, 77 Massachusetts Ave., Cambridge, MA 02139,
phone 1-617-253-6787.
For questions about the research, you may contact Drazen Prelec, dprelec@mit.edu
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QUESTIONNAIRE
1) How many years have you played chess? Please estimate if uncertain.
I have played for years.
2) On the following scale, please circle the number that mostly closely corresponds
with your chess-playing frequency:
1 2 3 4 5 6 7
Once a year Once every Once a Twice a Once every Three times Every day
three month month week a week
months
3) Do you play speed chess? Yes / No
4) On the following scale, please circle the level that corresponds to your playing
ability
1 2 3 4 5 6 7
Just
learned the Beginner Intermediate Expert Grandmaster
rules
5) Do you have an Elo rating, either in USCF or FIDE?
following fields:
USCF Elo:
FIDE Elo:
6) How old are you?
7) Please circle your gender: Male / Female
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If so, please fill out the
INSTRUCTIONS
You will be presented with forty (40) chessboards that have been set up as game scenarios. For
each chessboard, you will see a set of potential moves for the white player. Please choose what
you think is the best move for white (note: some moves may be illegal; an illegal move cannot
be the best). After you have chosen the best move, please state the percentage of MIT Chess
Club members who will choose each move. For example:
Your Vote Predict the Crowd
a2 - a3 10%
b2 - b3 10%
c2 - c3 10%
d2 - d3 30%
e2 - e3 40%
The player has chosen move d2 - d3 as the best move for white and predicts that 30% of MIT
Chess Club members will also choose this move. Please be accurate in your crowd
predictions; if you think your choice is less popular, indicate that in your crowd prediction.
Note that the total predictions add to 100%; the computer will make sure that your predictions
total to 100%.There are six (6) bonuses of $25 for the top performers. The top three (3) people
with the most accurate crowd predictions will receive a bonus, as will the top three (3) people
with the largest amount of correct answers. It is possible to win both bonuses, meaning that
every participant has the chance to receive $25 - $75 for participating in this study.
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Student Receipt Form
Experiment: Pilot of Bayesian Truth Serum study
Student Name:
(Please Print)
Student Social Security number:
OR
Student ID number:
Amount Paid: $
Student Signature:
Date:
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