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Abstract
We construct for the first time an energy–momentum tensor for the electromag-
netic field of a p–brane in arbitrary dimensions, entailing finite energy–momentum
integrals. The construction relies on distribution theory and is based on a Lorentz–
invariant regularization, followed by the subtraction of divergent and finite coun-
terterms supported on the brane. The resulting energy–momentum tensor turns out
to be uniquely determined. We perform the construction explicitly for a generic flat
brane. For a brane in arbitrary motion our approach provides a new paradigm for the
derivation of the, otherwise divergent, self–force of the brane. The so derived self–
force is automatically finite and guarantees, by construction, energy–momentum
conservation.
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1 Introduction
Like classical Electrodynamics of charged point–particles in four dimensions, the classical
theory of charged extended objects, or branes, in arbitrary dimensions is plagued by
ultraviolet singularities that make the theory – as it stands – inconsistent. There are
two types of singularities showing up – both caused by the singular behavior of the
electromagnetic field in the vicinity of the brane – that are, however, a priori unrelated
to each other:
I) The energy–momentum of the electromagnetic field in a volume enclosing (a portion
of) the brane is infinite.
II) The self–force experienced by the brane is infinite.
The purpose of this paper is to provide a universal approach that, a) eliminates the
divergences of the first type, and b) entails automatically a finite self–force, so that diver-
gences of the second type will never show up. The main motivation for this development
is that the self–force and the energy–momentum integrals are crucial ingredients of brane–
radiation theory, that is, of a systematic analysis of the radiation emitted from, and the
back reaction experienced by, a brane. A part from their conceptual relevance, these
phenomena are of interest, for example, in cosmological models based on brane inflation
and cosmic superstrings [1].
The guiding principle of our approach will be energy–momentum conservation – a
principle that in a relativistic theory requires the construction of a well–defined, and
conserved, energy–momentum tensor. In the case of δ–like sources – like point–particles
and branes – the main problem with this respect is that, due to the singular behavior of
the electromagnetic field near the sources, the standard energy–momentum tensor of the
field is not a distribution: it is this circumstance that causes, eventually, the divergences
of the type I). One of the main achievements of this paper is the development of a general
approach for the construction of a well–defined energy–momentum tensor for the field of
a brane. To overcome the divergences of the type I) this tensor must thus live necessarily
in the space of distributions. The approach we propose is based on a regularization that
preserves Lorentz–invariance in target–space as well as diffeomorphism–invariance on the
brane worldvolume, followed by a classical renormalization involving divergent and finite
counterterms localized on the brane.
Standard derivations of the self–force, see e.g. [2]–[18], are usually based on some
regularization of the infinite self–force, with the aim of isolating its divergent part. These
procedures entail as main drawback – a part from the unclear fate of the divergent part –
the lack of control over energy–momentum conservation. This last feature is particularly
problematic, since the resulting equations of motion can not be deduced from an action
[2, 7], and No¨ther’s theorem can therefore not be applied. In our approach the derivation
of the self–force is based, instead, ab initio on energy–momentum conservation – but
realized in the distributional sense – and it leads directly to a finite self–force, so that
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divergences of the type II) never arise. In particular, the so obtained energy–momentum
tensors and self–forces turn out to be uniquely determined.
The approach we propose applies in principle to a generic brane in arbitrary motion,
but in this paper we give a constructive proof that it works for an arbitrary flat brane, that
is, a rigid brane in uniform motion, for which the self–force must vanish. It generalizes
a method that has been applied successfully to charged particles [19] and dyons [20] in
arbitrary motion in four dimensions, and we hope to prove its full efficiency for a brane
in arbitrary motion elsewhere.
In this paper we limit ourselves to branes coupled minimally to an antisymmetric
potential, but our approach applies equally well if they are coupled to scalar fields, or to
a (linearized) gravitational field.
The material is organized as follows. In the next subsection we illustrate the ultra-
violet divergences I), II), and their taming, in the case of a charged particle in D = 4,
summarizing the results of [19]. In section 2 we present our new approach for a generic
brane in D dimensions. Section 3 is devoted to a description of the dynamics of flat
branes, to which we will concentrate mainly in the remaining sections. In sections 4 and
5 we illustrate the approach for the relatively simple cases of a particle in uniform motion
in D = 6, and a flat string in D = 4. These cases are prototypical and exhibit already the
main characteristic features of our approach. In section 6 we give a constructive proof of
its efficiency for an arbitrary flat brane in D dimensions. Section 7 is devoted to a pre-
liminary analysis of branes in arbitrary motion, while section 8 contains a brief summary
and lists the open problems. Some technical details are relegated to two appendices.
1.1 Ultraviolet divergences for a particle in D = 4
Both divergences mentioned above originate in general from the singular behavior of the
generalized electromagnetic field,
Fµ1···µp+1 = (p+ 1) ∂[µ1Aµ2···µp+1], (1.1)
in the vicinity of the brane. This expression refers to a (p − 1)–brane, for which the
generalized potential Aµ1···µp is an antisymmetric tensor of rank p. For a particle in D = 4
we have p = 1, and the dynamics is governed by the Lorentz and Maxwell equations,
M
dUµ
dσ
= e F µν(x(σ))Uν , (1.2)
∂µF
µν = Jν = e
∫
Uνδ4(x− x(σ)) dσ. (1.3)
Here σ is the proper time, xµ(σ) parametrizes the worldline, Uµ = dxµ(σ)/dσ is the four–
velocity, and in the Lorentz equation F µν is evaluated on the worldline of the particle. In
the vicinity of the particle the field diverges, schematically, as
F µν(x) ∼ 1/r2, (1.4)
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with r = |~x− ~x(σ)|, and consequently the “bare” self–force,
eF µν(x(σ))Uν ,
is infinite. Here and in the following we ignore external fields, so that F µν is just the
Lienard–Wiechert field. As it stands, the Lorentz–equation is therefore meaningless.
A standard strategy to attack this problem consists in regularizing the field F µν in
some way, to evaluate the regularized field on the worldline, and to send then the regulator
to zero. In doing so the right hand side of (1.2) develops a divergent part, that can be
absorbed by an (infinite) mass shift M →M +∆M , and a finite part. Keeping only the
latter, the ill–defined equation (1.2) goes over to the Lorentz–Dirac equation [21],
M
dUµ
dσ
=
e2
6π
(
d2Uµ
dσ2
+
(
dU
dσ
)2
Uµ
)
. (1.5)
In this paper we use the mostly minus signature (+,−, · · · ,−). The right hand side
of this equation identifies the “self–force” of the particle. The Lorentz–Dirac equation
represents, on one hand, a cornerstone of classical radiation theory – that quantifies
the self–interaction of a charged particle – but, on the other hand, it inherits several
unpleasant features: a) it can not be derived from the fundamental equations (1.2), (1.3),
and eventually it must be postulated; b) it is of third order in time derivatives and hence in
conflict with Newton’s determinism; c) it is Lorentz–covariant, but it can not be derived
from an action, and hence four–momentum conservation is – a priori – not guaranteed. It
is in particular feature b) that turns classical Electrodynamics of point–particles into an
internally inconsistent theory. Nevertheless, from an experimental point of view equation
(1.5) describes correctly the emission of four–moment due to radiation, up to the quantum
energy scale, i.e. for wavelengths λ≫ ~/Mc [22], and therefore an independent criterion
to establish its “validity” should be pursued.
One of the purposes of the present paper is to provide such a general and feasible
criterion, that applies to a generic brane in arbitrary dimensions. As noted already by
Dirac in [21], the principal clue for the justification of (1.5) arises from energy conservation,
a principle that in a relativistic theory we realize through a conserved total energy–
momentum tensor. It is at this point that the divergence of the type I) comes into
the game: since the “bare” energy–momentum tensor of the field is Θµν = F µαFα
ν +
1
4
ηµνFαβF
αβ, due to (1.4) the four–momentum density of the field diverges near the
particle as,
Θ0µ ∼ 1/r4, (1.6)
and hence the energy EV =
∫
V
Θ00d3r, and more generally the four–momentum P µV =∫
V
Θ0µd3r, are infinite if the particle stays inside the volume V . As it stands, the concept
of four–momentum conservation is thus meaningless.
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From a mathematical point of view this problem originates from the fact that Θµν is
not a distribution; indeed, due to (1.6) it is not locally integrable 2. As a consequence
also the four–divergence ∂µΘ
µν is ill–defined, because the derivative of a function that is
not a distribution is in general not defined. Indeed, the standard “naive” calculation,
∂µΘ
µν = F µνJµ = e
∫
F µν(x(σ))Uµ δ
4(x− x(σ)) dσ, (1.7)
does not make sense, since the self–field F µν(x(σ)) is infinite. The question whether the
total energy–momentum tensor is a conserved tensor is, therefore, ill–posed.
Renormalized energy–momentum tensor. The strategy to justify (1.5) through four–
momentum conservation requires, therefore, an energy–momentum tensor for the electro-
magnetic field, say T µν instead of Θµν , that A) is a distribution, and B) does not differ
“too much” from Θµν , in the sense that away from the worldline, i.e. in its complement,
the tensors must coincide, T µν = Θµν . We call T µν the “renormalized energy–momentum
tensor” of the field. For a particle in four dimensions a T µν with these properties has
been constructed for the first time in a – pioneering – paper by P. Rowe in [23], using
a somewhat cumbersome and implicit distribution technique, that relied on the peculiar
properties of the Lienard–Wiechert fields in four dimensions. A physically more transpar-
ent, and conceptually more simple, construction of T µν , always for a particle in D = 4,
has been presented in [19], where it has also been shown that the approaches of [19] and
[23] lead to the same renormalized energy–momentum tensor. Actually, with the require-
ments A) and B), and demanding the self–force to be “algebraic”, see paragraph 2.2.3,
the renormalized energy–momentum tensor turns out to be unique [23].
1.1.1 Construction of the renormalized energy–momentum tensor and deriva-
tion of the self–force
The method adopted in [19] to construct a renormalized energy–momentum tensor consists
in isolating and subtracting from Θµν the singularities present along the worldline in a
Lorentz–covariant way, without modifying the values of Θµν in the complement of the
worldline. Technically it relies on a procedure very common in quantum field theory:
a Lorentz–covariant regularization, followed by the subtraction of singular local terms.
With “local” we mean here “supported on the worldline”. A basic asset of this method is
that, in conjunction with energy–momentum conservation, it provides a derivation of the
Lorentz–Dirac equation, and hence of the self–force.
The method proceeds along the following steps. Replace the Lienard–Wiechert po-
tential Aµ, where the retarded time σ(x) is determined by the standard conditions (x −
x(σ))2 = 0, x0−x0(σ) > 0, by a regularized Lienard–Wiechert potential Aµε , in which the
regularized retarded time σε(x) is determined by,
(x− x(σ))2 = ε2, x0 − x0(σ) > 0, (1.8)
2While Fµν is a distribution, its products – like the terms in Θµν – are in general not distributions.
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where ε is a positive regulator with the dimension of length. This potential can be written
in terms of the regularized kernel of the d’Alembertian,
Gε ≡ 1
2π
H(x0) δ(x2 − ε2), (1.9)
as,
Aµε (x) = Gε ∗ Jµ =
e
4π
Uµ(σ)
(xν − xν(σ))Uν(σ)
∣∣∣∣
σ = σε(x)
, (1.10)
where H denotes Heaviside’s step function. The regularized potential (1.10) has been
introduced for the first time in [24]. It is easily seen that Aµε is regular on the worldline
as long as ε > 0. Introduce then the regularized field F µνε = ∂
µAνε − ∂νAµε , and the
regularized energy–momentum tensor,
Θµνε = F
µα
ε Fεα
ν +
1
4
ηµνFεαβF
αβ
ε . (1.11)
Define, eventually, the distribution–valued renormalized energy–momentum tensor,
T µν = Lim ε→0
(
Θµνε − Θ̂µνε
)
, (1.12)
Θ̂µνε ≡
e2
32ε
∫ (
UµUν − 1
4
ηµν
)
δ4(x− x(σ)) dσ, (1.13)
where, from now on, with the capital “Lim ε→0” we mean “limit for ε→ 0 in the sense of
distributions”. In (1.12) we subtracted the divergent local “counterterm” Θ̂µνε – propor-
tional to the pole 1/ε – that cancels from Θµνε the terms that diverge in the distributional
sense as ε→ 0: while the structure of Θ̂µνε is fixed by locality, Lorentz–invariance, and di-
mensionality, its coefficients are fixed by this cancelation requirement. The crucial point
is the following: while for ε → 0 the functions Θµνε (x) converge in the complement of
the worldline pointwise to Θµν(x), Θµνε does not converge to the former in the sense of
distributions. This feature will be illustrated in explicit examples in sections 4 and 5. In
reference [19] it has been proven, in particular, that:
a) The distributional limit in (1.12) exists, and hence T µν is a distribution.
b) T µν is a Lorentz–covariant, symmetric and traceless tensor.
c) In the complement of the worldline T µν = Θµν .
d) The four–divergence of T µν equals,
∂µT
µν = −
∫
f ν δ4(x− x(σ)) dσ, (1.14)
f ν ≡ e
2
6π
(
d2Uν
dσ2
+
(
dU
dσ
)2
Uν
)
, (1.15)
for an arbitrary worldline xµ(σ).
Once property a) has been ascertained, property b) is obvious. Property c) follows
form the fact that the counterterm Θ̂µνε is local, i.e. supported on the worldline. Property
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a) ensures that the four–divergence ∂µT
µν is well–defined, and property c) implies then
that it is supported on the worldline, because away from the worldline T µν = Θµν , and
there ∂µΘ
µν is zero, see (1.7). This means that ∂µT
µν has necessarily the structure (1.14)
for some four–vector f ν , that is to become the self–force. An explicit evaluation of ∂µT
µν
from the definition (1.12) gives eventually (1.15).
Introducing the energy–momentum tensor of the particle tµν = M
∫
UµUνδ4(x −
x(σ)) dσ, from (1.14) one concludes that the divergence of the total energy–momentum
tensor τµν ≡ T µν + tµν equals,
∂µτ
µν =
∫ (
M
dUν
dσ
− f ν
)
δ4(x− x(σ)) dσ. (1.16)
Requiring τµν to be conserved, we derive then the Lorentz–Dirac equation (1.5).
As on sees, the dynamical information stored in ∂µτ
µν is supported entirely on the
worldline: the relation (1.16) would therefore be completely empty, would we not have
been able to construct a T µν that is “defined” also on the wordline, more precisely, a
T µν that is a distribution. The structure of the basic identity (1.14) represents, indeed,
the core of energy–momentum conservation in a generic particle– or brane–theory: the
exchange of energy–momentum between the brane and the field occurs precisely on the
brane, while away from the brane the energy–momentum of the field flows freely.
The lesson we learn from this construction is that local conservation of energy–momentum
provides a legitimation of the the self–interaction equation (1.5), that otherwise must be
postulated. The rest of the paper represents the first step of the realization of this
paradigm for a generic brane in D dimensions, that is, the construction of a renormalized
energy–momentum tensor for the field, generalizing (1.12).
1.2 Self–forces of charged particles and branes
Before attacking the construction of such a tensor for a generic brane, we summarize
briefly – and without the pretention of completeness – the situation of the self–interaction
forces for particles and branes in D dimensions. As observed above, in most of the cases
the techniques for the derivation of these forces involve a regularization of the r.h.s. of
(1.2) or, for branes, of (2.6), aimed to isolate (and subtract) the divergent terms. This
subsection has review character, and its details are not essential for the comprehension
of the rest of the paper, since the explicit applications of our approach regard mainly flat
branes – a case where the self–force is zero.
Self–forces for particles. The self–force equation for a particle in D = 3 has been
derived in [2, 3], and for a particle in D = 6 in [2, 4, 5]. Generalizations for charged
particles in higher dimensional even space–times have been provided in [6, 7]. The general
feature that arises from these papers is that the bare self–force eF µν(x(σ))Uν splits in any
dimension in a divergent part Fµ(σ), and in a finite part fµ(σ),
eF µν(x(σ))Uν → Fµ(σ) + fµ(σ). (1.17)
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Fµ(σ) is a sum of “local” terms, i.e. terms that involve only multiple derivatives of the
velocity Uµ(σ) at the same instant σ. The leading divergent term renormalizes the mass
of the particle, in that,
Fµ(σ)
∣∣∣
lead
∝ dU
µ
dσ
,
while the renormalization/elimination of the subleading divergences requires the intro-
duction of new interaction parameters in the Lagrangian. Fµ(σ) is thus lagrangian, in
the sense that it can be derived from an action. On the other hand, the finite self–force
fµ(σ) is non–lagrangian. For even D it is local and contains as highest derivative a term
linear in
dD−2Uµ
dσD−2
– see (1.15) for D = 4 – while for odd D it is non–local and depends on
the entire history of the particle’s worldline xµ(σ′), ∀ σ′.
Self–forces for branes. For branes the form of the self–force is less well settled, and
in general more complicated, but again one has a splitting as in (1.17). For a string in
D = 4 a preliminary analysis of the self–interaction has been performed in [8, 9, 10],
while the explicit derivation of the self–force has been attacked in [11]–[15]. It turns out
that in this case Fµ(σ) is made out of a single local term, that renormalizes just the
string–tension (its mass per unit length), while fµ(σ) is non–local. Generic p–branes in
D dimensions, for which the analysis is much more complicated, have been considered
in [16, 17, 18], with the principal aim of isolating the divergent contribution Fµ(σ). To
the extent to which the analysis has been performed it emerges that – as in the case of
a particle in D dimensions – Fµ(σ) is made out of a finite number of local terms, while
fµ(σ) is highly non–local and non–lagrangian. The resulting equations of motion for the
brane–coordinates xµ(σ) are higher order integro–differential equations, but in the general
case explicit formulas for fµ(σ) and Fµ(σ) are missing and/or complicated.
Concluding we may say that the “unpleasant features” of the Lorentz–Dirac equation
(1.5) for a particle in D = 4, hold true also for the self–interaction equations for branes
in D dimensions: a) they can not be derived from the generalized Maxwell– and Lorentz–
equations (2.5), (2.6), and eventually they must be postulated; b) they are of higher order
in time derivatives and hence in conflict with Newton’s determinism; in particular they
may change drastically the deterministic picture that arises, instead, when one ignores
self–interaction and radiation damping, see e.g. [25] and references therein; c) they are
Lorentz–covariant, but they can not be derived from an action. Especially this last point
raises once more the problem of energy–momentum conservation, since in absence of an
action No¨ther’s theorem can no longer be enforced.
On the other hand, the “phenomenological” relevance of these equations in classical
string– and brane–theory is beyond question. A safe framework to establish them is
therefore required, and the approach we propose is aimed to provide such a universal
framework.
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2 Charged (p− 1)–branes in D dimensions
2.1 Equations of motion and solutions
The Electrodynamics of a (p− 1)–brane in D dimensions, coupled minimally to a rank p
antisymmetric potential Aµ1···µp , is governed by the action, see (1.1),
I =
(−)p
p!
∫
dDx
(
1
2(p+ 1)
F µ1···µp+1Fµ1···µp+1 + Aµ1···µp J
µ1···µp
)
−M
∫ √
g dpσ. (2.1)
σi = (σ0, · · · , σp−1) are the coordinates one the brane, whose worldvolume is parametrized
by the fields xµ(σ), µ = 0, · · · , D − 1. We consider a flat target–space with Minkowski
metric ηµν = (1,−1, · · · ,−1). The induced metric on the brane is expressed in terms of
the tangent vectors, or generalized velocities, Uµi ,
gij = U
µ
i U
ν
j ηµν , U
µ
i ≡ ∂ixµ(σ),
with inverse gij, and g ≡ (−)p+1 det gij. The projectors on the spaces respectively tangent
and orthogonal to the brane are then,
P µν = gijUµi U
ν
j , Q
µν = P µν − ηµν . (2.2)
Notice that we have the sign–flipped decomposition ηµν = P µν − Qµν , that makes the
matrix Qµν positive definite. We introduce also the covariant (w.r.t. diffeomorphisms on
the brane worldvolume) derivatives of the tangent vectors,
DiU
µ
j = ∂iU
µ
j − ΓkijUµk , (2.3)
where Γkij is the affine connection associated to gij. The worldvolume indices i, j are raised
and lowered with the metric gij . The current in (2.1) is given by,
Jµ1···µp(x) = e
∫
dpσW µ1···µp δD(x− x(σ)), W µ1···µp = εi1··· ip Uµ1i1 · · ·U
µp
ip . (2.4)
M is the tension of the brane, or the mass per unit brane volume (that for p = 1 reduces
to the mass of the particle), and e is its charge. The sign (−)p in (2.1) is chosen such that
the energy of the electromagnetic field – before renormalization – is positive definite.
The equations of motion for the gauge field and the brane coordinates descending from
(2.1) are,
∂µF
µµ1···µp = Jµ1···µp , (2.5)
MDiU
µ i = M
1√
g
∂i
(√
g gij Uµj
)
= (−)p+1 e
p!
1√
g
F µµ1···µp Wµ1···µp , (2.6)
where the electromagnetic field in (2.6) is evaluated on the brane, i.e. at xµ = xµ(σ). The
r.h.s. of (2.6) represents the “bare” self–force, that is infinite since the field is singular at
the brane’s position, see below.
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The “bare” energy–momentum tensor of the electromagnetic field descending from
(2.1) is,
Θµν =
(−)p
p!
(
F µα1···αpF να1···αp −
1
2(p+ 1)
ηµνF α1···αp+1Fα1···αp+1
)
, (2.7)
while the energy–momentum tensor of the brane is,
tµν = M
∫ √
g P µν δD(x− x(σ)) dpσ. (2.8)
Solution of Maxwell’s equation. In the Lorentz–gauge – ∂µ1A
µ1···µp = 0 – the general-
ized Maxwell equation (2.5) reduces to the d’Alembert–type equation,
✷Aµ1···µp = Jµ1···µp. (2.9)
The (retarded) solution of this equation can be written as the convolution,
Aµ1···µp = G ∗ Jµ1···µp, (2.10)
where G is the retarded Green function in D dimensions, satisfying ✷G(x) = δD(x). It
entails different analytic expressions according to whether D is even or odd [26],
G(x) =

H(x0)
2πN+1
(
d
dx2
)N
δ(x2), for D = 2N + 4,
H(x0)
2πN+1
(
d
dx2
)N
H(x2)√
x2
, for D = 2N + 3,
(2.11)
where x2 = xµxµ.
Analysis of the singularities. We discuss now qualitatively the singularities of the field
and the energy–momentum tensor in the vicinity of the brane, implied by (2.10) and
(2.11). Indicate the coordinates normal to the brane (see below for a precise definition)
with ra, a = 1, · · · , n, where the “codimension” n is defined by,
n = D − p. (2.12)
In particular, at the brane, where xµ = xµ(σ), by definition we have ra = 0. The leading
singular behavior of the field (1.1) for ra → 0 is then schematically, see section 6,
F µ1···µp+1 ∼ 1
rn−1
, r =
√
rara. (2.13)
At the brane the field diverges thus, giving rise to the aforementioned infinite self–force.
On the other hand, due to (2.13) also the energy–momentum tensor (2.7) diverges near
the brane as,
Θµν ∼ 1
r2n−2
, (2.14)
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relation that generalizes (1.6). The singular behavior (2.14) causes the pathologies illus-
trated in subsection 1.1 in the case of a particle in D = 4. More concretely, if n ≥ 2 the
energy–momentum integrals,
P µ =
∫
Θ0µ dD−1x ∼
∫
Θ0µ dnr dp−1σ ∼
∫
dr
rn−1
dp−1σ, (2.15)
diverge near the brane, where r → 0 3. Stated differently, due to (2.14), if n ≥ 2 the
functions Θµν are not distributions, since they are not locally integrable in D dimensions.
Consequently also the D–divergence ∂µΘ
µν is ill–defined.
For n = 0, 1, instead, the self–force in (2.6) is finite and the bare energy–momentum
tensor in (2.7) is a distribution. In this paper we will always consider a codimension
n ≥ 2.
2.2 Renormalized energy–momentum tensor: general construc-
tion
In this subsection we present our general recipe to overcome the problems just mentioned.
As in the case of a particle in D = 4 it consists of a regularization, followed by the
subtraction of local counterterms.
The recipe we propose is rather simple. We introduce in D space–time dimensions
a regularized Green function Gε(x) – replacing (2.11) – that preserves D–dimensional
Lorentz–invariance, as well as p–dimensional diffeomorphism invariance (for previous ap-
plications see [8, 18, 24]),
Gε(x) =

H(x0)
2πN+1
(
− d
dε2
)N
δ(x2 − ε2), for D = 2N + 4,
H(x0)
2πN+1
(
− d
dε2
)N
H(x2 − ε2)√
x2 − ε2 , for D = 2N + 3.
(2.16)
Notice that in these formulae, that generalize the regularized kernel (1.9) in D = 4, the
derivative −d/dε2 can equally well be replaced by d/dx2. In particular we have,
Lim ε→0Gε = G.
Recall that with the capital “Lim” we mean always the limit in the sense of distributions.
We introduce then regularized potentials and fields via, compare with (1.10),
Aµ1···µpε = Gε ∗ Jµ1···µp , F µ1···µp+1ε = (p+ 1) ∂[µ1Aµ2···µp+1]ε , (2.17)
that are indeed regular on the brane, i.e. at xµ = xµ(σ). In particular, (2.4) and (2.17)
give,
Aµ1···µpε (x) = e
∫ √
g W µ1···µp(σ)Gε(x− x(σ)) dpσ. (2.18)
3Here we are not dealing with the infrared divergences that may appear in the total Pµ, if the brane
is infinitely extended.
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Eventually we define the regularized energy–momentum tensor, replacing (2.7),
Θµνε =
(−)p
p!
(
F µα1···αpε Fε
ν
α1···αp −
1
2(p+ 1)
ηµνF α1···αp+1ε Fε α1···αp+1
)
. (2.19)
For ε > 0 the functions (2.19) are now regular on the brane – actually, they are C∞–
functions – and in particular they are distributions. We will illustrate these features
explicitly for a generic flat brane in section 3.
2.2.1 Divergent and finite counterterms
We formulate now our proposal for the renormalized energy–momentum tensor T µν for
the field of a generic brane, generalizing (1.12). We set,
T µν = T˜ µν +Dµν (2.20)
T˜ µν = Lim ε→0
(
Θµνε − Θ̂µνε
)
, (2.21)
where the “divergent” and “finite” counterterms Θ̂µνε and D
µν are respectively of the form,
Θ̂µνε =
∫ √
g Rµνε δ
D(x− x(σ)) dpσ, (2.22)
Dµν =
∫ √
g ∆µν δD(x− x(σ)) dpσ. (2.23)
Both counterterms are local, where with “local” here and in the following we mean “sup-
ported on the brane”. Rµνε and ∆
µν are symmetric tensors living on the brane worldvol-
ume. Rµνε is a tensor that depends on ε and diverges as ε → 0 (in the ordinary sense),
while ∆µν is independent of ε.
Rµνε has to be chosen in such a way that the Lim ε→0 in (2.21) exists. The local form
of (2.22) is suggested by the fact that Θµν is singular on the brane, but regular in the
complement of the brane. The counterterm Θ̂µνε represents thus just the divergent part of
Θµνε , as ε → 0 in the sense of distributions. As we will see in subsection 6.1, the leading
divergences of Rµνε for ε→ 0 are,
Rµνε ∼

1
εn−2
, for n > 2,
ln ε, for n = 2.
(2.24)
Thanks to the fact that our regularization preserves D–dimensional Lorentz invariance
and p–dimensional diffeomorphisms, Rµνε is necessarily a tensor under these symmetries.
Whereas Θ̂µνε realizes a “minimal subtraction” – including only divergent terms – D
µν
represents a finite local counterterm, that must be a tensor, too. No such term is present
in (1.12) – that corresponds to a case with codimension n = 3 – but we will see that for n
even Dµν is necessarily non–vanishing. The reason for this has to do with the consistent
definition of the self–force, as will be explained in the next paragraph.
In conclusion, if there exists an Rµνε such that the limit (2.21) exists, the resulting T
µν
is a distribution–valued tensor. Moreover, since the counterterms (2.22), (2.23) are both
supported on the brane, in the complement of the brane T µν coincides with Θµν .
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2.2.2 Derivation of the self–force and energy–momentum conservation
Once the existence of the distributional limit (2.21) has been established, the existence of
the distributional divergence ∂µT
µν is guaranteed. Moreover, it is necessarily of the form,
∂µT
µν = −
∫ √
g f ν δD(x− x(σ)) dpσ, (2.25)
for some vector f ν (that could involve also derivative operators acting on δD(x − x(σ)),
see below). This is due to the fact that, thanks to (2.5), the “naive” divergence of the
bare tensor (2.7) turns out to be,
∂µΘ
µν =
(−)p e
p!
∫
F να1···αp Wα1···αp δ
D(x− x(σ)) dpσ.
This shows that in the complement of the brane ∂µΘ
µν vanishes. Since, on the other
hand, in the complement of the brane Θµνε converges pointwise to Θ
µν , and since also the
counterterms (2.22), (2.23) are supported on the brane, it follows that ∂µT
µν vanishes
in the complement of the brane. This means that ∂µT
µν is necessarily supported on the
brane, and hence of the form (2.25).
Keeping for the energy–momentum tensor of the brane the expression (2.8), that
satisfies,
∂µt
µν = M
∫ √
g DiU
ν i δD(x− x(σ)) dpσ, (2.26)
and defining the total energy–momentum tensor again as τµν = T µν + tµν , with the aid
of (2.25) we obtain,
∂µτ
µν =
∫ √
g
[
MDiU
ν i − f ν] δD(x− x(σ)) dpσ. (2.27)
If the total energy–momentum has to be conserved we are thus tempted to impose on the
brane coordinates xµ(σ) the generalized Lorentz–Dirac equation,
MDiU
µ i = fµ. (2.28)
This equation replaces thus the ill–defined Lorentz equation (2.6), and consequently the
vector fµ represents the, now finite, self–force.
2.2.3 Finite counterterms and consistency conditions
The construction just given is subjected to two consistency conditions that the self–force
fµ must fulfill, due to the structure of equation (2.28).
Self–force orthogonal to the brane.The first consistency condition derives from the fact
that the l.h.s. of (2.28) satisfies identically the constraint,
Uµj DiU
µ i = 0. (2.29)
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This follows from the identities,
Uµ iDjUµ i = 0, DiU
µ
j = DjU
µ
i .
As a consequence the self–force must be orthogonal to the brane,
U iµf
µ = 0. (2.30)
If (2.28) would be derivable from an action – but we know that this is not true – then
(2.30) would be implied automatically by diffeomorphism invariance. In the present case
the validity of (2.30) is, instead, not guaranteed, and it must be checked a posteriori.
Notice that the Lorentz–Dirac self–force (1.15) does indeed satisfy this relation.
Algebraic and operatorial self–forces: finite counterterms. The second consistency con-
dition arises from the fact that the vector fµ identified in (2.25) can be “algebraic”, i.e.
correspond to a function fµ(σ) on the worldvolume, or “operatorial”, i.e. involve also
space–time derivatives. An example of the first kind is given by the Lorentz–Dirac force
(1.15), fµ ∝ d2Uµ
dσ2
+
(
dU
dσ
)2
Uµ, and an example of the second kind is fµ ∝ ∂µ. Covariance
reasons allow indeed for both types of forces in (2.25). However, if fµ is operatorial, equa-
tion (2.28) would not make sense, and consequently τµν would not be conserved, whatever
equation of motion one imposes on xµ(σ) !
It is at this point that the finite counterterm Dµν in (2.20) comes into the game.
The starting point of our approach is indeed the tensor T˜ µν in (2.21), that arises from a
“minimal subtraction”. Evaluating its divergence we obtain,
∂µT˜
µν = −
∫ √
g f˜ ν δD(x− x(σ)) dpσ, (2.31)
for some vector f˜ ν . It f˜ ν is algebraic, we set Dµν = 0, T µν = T˜ µν , giving f ν = f˜ ν , and
(2.28) is a well–posed equation. If, on the contrary, f˜ ν is operatorial, we take Dµν 6= 0
and (2.20) gives then,
∂µT
µν = −
∫ √
g
(
f˜ ν −∆µν∂µ
)
δD(x− x(σ)) dpσ. (2.32)
We can therefore search for a tensor ∆µν such that the vector,
f ν ≡ f˜ ν −∆µν∂µ, (2.33)
becomes algebraic 4. In this case equation (2.28) can be imposed consistently, and the
vector fµ in (2.33) identifies then the self–force of the brane. In conclusion, the second
consistency condition – arising from the requirement of energy–momentum conservation
– is that there exists a tensor ∆µν such that (2.33) becomes algebraic.
4The vectors fν and f˜ν are defined modulo terms that become total derivatives when inserted in
(2.32), since they drop then out from the integral.
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Local finite counterterms of the form (2.23) – with a completely identical role, i.e.
that of restoring conservation of the energy–momentum tensor – have been employed also
in [23] for a particle in D = 4. In our approach, for a particle in D = 4, corresponding to
n = 3, these terms are actually absent, see (1.12). On the contrary, as mentioned above,
such finite counterterms will show up for every even n, see section 6.
Our approach for the construction of a renormalized energy–momentum tensor is rem-
iniscent of a procedure necessary in quantum field theory, when the regularization breaks
a local symmetry (like chiral gauge symmetry, or local conformal invariance). In that
case after subtraction of the divergent local counterterms from the effective action, a pri-
ori one must subtract also finite local counterterms, to restore the symmetry. Only if no
such finite counterterms exist the theory is, actually, “anomalous”. In the present case
the subtraction of finite local counterterms is needed to restore the conservation of the
energy–momentum tensor, rather than a symmetry.
2.2.4 Uniqueness of T µν and fµ
The construction presented above involves the finite counterterm (2.23) that – by the very
definition of a “finite counterterm” – is a priori not uniquely determined. Nevertheless,
we show now that our approach, if successful, leads to a uniquely defined T µν , and hence
also to a unique self–force. To this end we remember that on physical grounds the energy–
momentum tensor is in general defined modulo a D–divergence,
T ′µν = T µν + ∂ρV
ρµν , with V ρµν = −V µρν , (2.34)
in that T ′µν entails the same total energy–momentum integrals as T µν . To keep T ′µν
symmetric we require in addition,
∂ρV
ρµν = ∂ρV
ρνµ.
In particular, since ∂µT
′µν = ∂µT
µν the modification (2.34) leaves the self–force un-
changed.
Consider now a generic change of the finite counterterm in (2.23), ∆µν → ∆µν + lµν .
This replacement is consistent if the tensor,
Lµν =
∫ √
g lµν δD(x− x(σ)) dpσ,
satisfies,
∂µL
µν =
∫ √
g lµν ∂µδ
D(x− x(σ)) dpσ = −
∫ √
g bν δD(x− x(σ)) dpσ, (2.35)
for some algebraic vector bµ obeying,
U iµ b
µ = 0, (2.36)
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see (2.30). In fact, in this case the energy–momentum tensor and the self–force would
change as follows,
T µν → T µν + Lµν , fµ → fµ + bµ. (2.37)
We analyze now the possible structures of the tensors lµν and show that they lead, 1) to
a redefinition of the brane tension or, 2) to modifications of the type (2.34). On general
grounds lµν is a linear combination of operators of the type,
lµν = Cµνα1···αN (σ) ∂α1 · · ·∂αN ,
where Cµνα1···αN (σ) are tensor fields on the brane 5. We distinguish two cases.
lµν without derivatives. If lµν does not contain derivatives it has the general form,
lµν = Φ1 P
µν + Φ2 η
µν , (2.38)
where Φi(σ) are scalar fields on the brane. The condition (2.35) gives then,
bµ = −∂iΦ1 Uµ i − Φ1DiUµ i − Φ2 ∂µ.
Since we want bµ to be algebraic, Φ2 must vanish. (2.36) implies then that Φ1 is constant,
see (2.29), and hence,
bµ = −Φ1DiUµ i.
The shift of the self–force (2.37) corresponds thus just to the redefinition of the brane
tensionM →M+Φ1, see (2.28). The modification (2.38) is therefore physically irrelevant.
lµν with derivatives. If lµν contains derivatives, it must contain at least two of them.
The relation (2.35) produces then necessarily an operatorial bµ, unless bµ vanishes. This
means that we must have ∂µL
µν = 0 identically. Due to algebraic reasons there exists
then always a tensor V ρµν , with V ρµν = −V µρν , such that Lµν = ∂ρV ρµν . Instead of giving
the general proof, we illustrate the situation with two examples:
Lµν1 =
∫ √
g C1 (η
µν
✷− ∂µ∂ν) δD(x− x(σ)) dpσ, (2.39)
Lµν2 =
∫ √
g C2
(
P µν✷− 2P α(µ ∂ν)∂α + ηµνP αβ∂α∂β
)
δD(x− x(σ)) dpσ. (2.40)
Here the Ci are generic linear combinations of operators of the type C
α1···αN (σ) ∂α1 · · ·∂αN .
By inspection one has ∂µL
µν
i = 0, and it is easily seen that L
µν
i = ∂ρV
ρµν
i , V
ρµν
i = −V µρνi ,
where,
V ρµν1 =
∫ √
g C1 (η
µν∂ρ − ηρν∂µ) δD(x− x(σ)) dpσ,
V ρµν2 =
∫ √
g C2 (P
µν∂ρ − P ρν∂µ + ηµνP ρα∂α − ηρνP µα∂α) δD(x− x(σ)) dpσ.
5In this proof we are tacitly assuming that the coefficients Cµνα1···αN (σ) are polynomials of Uµi (σ)
and their (multiple) covariant derivatives.
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Tensors lµν containing derivatives give thus rise to physically irrelevant modifications of
T µν of the type (2.34), and they do therefore not modify the self–force.
In conclusion, our approach leads to uniquely determined energy–momentum tensors
and self–forces.
2.2.5 Finite energy–momentum integrals
Once T µν is a distribution, it entails automatically finite energy–momentum integrals
P µV (t) over any bounded volume V , irrespective of the fact that V encloses (a portion of)
the brane or not.
To define them we introduce the characteristic function of the volume χV (~x), and
regard it as a test–function 6 in RD−1. Similarly we consider T 0µ(t, ~x) in (2.20) – at fixed
time t – as a distribution in S ′(RD−1). The energy–momentum in V at time t can then
be defined as the distribution T 0µ(t, ~x) applied to the test function χV ,
P µV (t) = T
0µ (χV ) = lim
ε→0
[
Θ0µε (χV )− Θ̂0µε (χV )
]
+D0µ(χV )
= lim
ε→0
∫
V
(
Θ0µε − Θ̂0µε +D0µ
)
dD−1x. (2.41)
As long as the brane lies outside V , the counterterms Θ̂0µε and D
0µ do not contribute
to the integral since they are supported at the brane’s position, and one gets back the
“bare” finite momentum integrals: P µV = limε→0
∫
V
Θ0µε d
D−1x =
∫
V
Θ0µ dD−1x. However,
if the volume V encloses (a portion of) the brane, the subtraction of Θ̂0µε becomes crucial
to make the limit (2.41) finite. On the other hand, the addition of D0µ is crucial to make
the energy–momentum conserved.
3 Flat branes
In the following sections we exemplify the approach presented above in the case of flat
branes. In this section we derive thus the basic properties of the (regularized) dynamics
of these branes, the main result being an explicit expression of the regularized energy–
momentum tensor for the field of a generic flat (p− 1)–brane in D dimensions, see (3.14).
A “flat brane” represents in some sense a generalization of a particle in uniform motion.
By definition such a brane fulfills the covariant constraint,
DiU
µ
j = ∂iU
µ
j − ΓkijUµk = 0, (3.1)
meaning that the generalized velocities are covariantly constant. Consequently the mani-
fold described by the brane during its evolution is flat. In fact, applying a second derivative
6The function χV is not a “true” test function belonging to S(RD−1), since it is discontinuous at the
boundary of V . Therefore, from a rigorous point of view the quantities (2.41) should rather be written as
the limits limα→0 T
0µ (χαV ), where χ
α
V are smooth differentiable approximations of χV . However, as long
as at the instant t the brane is not tangent to the boundary of V , this limiting process is not necessary.
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to (3.1) and antisymmetrizing the indices, one deduces that the Riemann tensor vanishes,
0 = (DkDi −DiDk)Uµj = RkijlUµl ⇒ Rkijl = 0.
Energy–momentum conservation and vanishing self–force. Since (3.1) holds for all µ, i, j,
from (2.26) we see that the energy–momentum tensor of the brane is separately conserved,
∂µt
µν = 0,
and from (2.28) we see that the self–force must be zero,
fµ = 0.
From (2.25) we conclude then that for a flat brane also the renormalized energy–momentum
tensor of the field must be separately conserved,
∂µT
µν = 0. (3.2)
Flat coordinates. Since the Riemann tensor is zero, through a diffeomorphism on the
brane we can go over to “flat” coordinates σi, in which the induced metric becomes flat
and minkowskian, at least locally, gij = ηij , diag(ηij) = (1,−1, · · · ,−1), Γkij = 0. In these
coordinates the tangent vectors are then constant,
∂iU
µ
j = 0 ⇒ Uµj = constant ⇒ xµ(σ) = Uµi σi + xµ(0). (3.3)
In particular we have then,
Uµi U
ν
j ηµν = ηij ,
√
g = 1.
In the following we will always use flat coordinates and set, without loss of generality,
xµ(0) = 0. Since in flat coordinates all tangent vectors are constant, in such coordinates
flat branes appear rigid and in uniform motion.
Static coordinates. Sometimes we will step from flat coordinates to “static” coordi-
nates, that can always be reached through a target–space Lorentz transformation. These
coordinates are constructed arranging the xµ into “parallel” and “normal” coordinates,
xµ = (yi, ra), i = 0, 1, · · · , p− 1, a = 1, 2, · · · , n, n = D − p. (3.4)
By definition in static coordinates the parametrization (3.3) simplifies to,
yi(σ) = σi, (3.5)
ra(σ) = 0, (3.6)
such that the tangent vectors become,
U ji = δ
j
i , U
a
i = 0. (3.7)
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In these coordinates the brane fields xµ(σ) for µ 6= 0 are time–independent, and the brane
appears thus as “static”.
Since Qµν is the orthogonal projector, in static coordinates we have in particular,
Qµν x
µxν = ηijUµi U
ν
j xµxν − xµxµ = rara ≡ r2. (3.8)
In the following we will denote the δ–function on a generic brane with,
δn ≡
∫ √
g δD(x− x(σ)) dpσ. (3.9)
For a flat brane in static coordinates we have then simply,
δn = δn(~r). (3.10)
Notice that we are allowed to use freely flat and/or static coordinates, since our approach
for the construction of a consistent energy–momentum tensor preserves p–diffeomorphism
as well as D–Lorentz invariance.
Regularized potential. In flat coordinates, that we use from now on, (2.18) becomes,
Aµ1···µpε (x) = eW
µ1···µp
∫
Gε(x− U · σ) dpσ, x− U · σ ≡ xµ − Uµi σi, (3.11)
since the tangent vectors are constant. The evaluation of the integral in (3.11) requires
different strategies for even and odd D, due to the different expressions of the Green
functions (2.16); nevertheless, the potentials A
µ1···µp
ε have the same analytical expression.
The explicit calculation is performed most easily in static coordinates – see appendix A
– and the result is,
Aµ1···µpε (x) =

eW µ1···µp
4πn/2
Γ
(
n
2
− 1)
(Qµν xµxν + ε2)
n/2−1
, for n > 2,
−eW
µ1···µp
4π
ln
(
Qµν x
µxν + ε2
)
, for n = 2.
(3.12)
Notice that, thanks to (3.8), in static coordinates the regularized potential A
µ1···µp
ε (x)
depends only on the normal coordinates ra, as does the bare one Aµ1···µp(x). Note also
that the expressions (3.12) depend not separately onD and p, but only on the codimension
n = D − p. The codimension n = 2 plays a peculiar role, due to an infrared divergence
originating from the infinite extension of a flat brane. As a consequence the potential
for n = 2 – as given in (3.11) – would be, actually, divergent. The expression given
in (3.12) emerges, indeed, after subtraction of an infrared divergent constant term: the
electromagnetic field is thus in any case finite.
Regularized field. The regularized field descending from (3.12) and (2.17) is,
F µ1···µp+1ε (x) = −
e (p+ 1)
Ωn
W [µ1···µp Qµp+1]ν xν
(Qµν xµxν + ε2)
n/2
, (3.13)
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where we introduced the solid angle in n dimensions,
Ωn =
2πn/2
Γ
(
n
2
) .
The expression (3.13) is now valid also for n = 2. Since in static coordinates Qµν x
µxν =
r2, for ε = 0 the singular behavior of the field near the brane is indeed as in (2.13). On
the contrary, for ε 6= 0 the expression (3.13) is everywhere finite, also on the brane where
ra = 0.
Regularized energy–momentum tensor. Eventually we can now write explicitly the reg-
ularized energy–momentum tensor of the field of a generic flat brane. Inserting (3.13) into
(2.19), and recalling the definition of theW–tensor in (2.4), it is straightforward to obtain,
Θµνε (x) = −
(
e
Ωn
)2 QµαQνβ xαxβ + (12 ηµν − P µν)Qαβxαxβ
(Qαβ xαxβ + ε2)
n , (3.14)
where the projectors Q and P are given in (2.2). For ε → 0 this tensor tends pointwise
to the bare energy–momentum tensor – that is not a distribution and behaves near the
brane as anticipated in (2.14). On the contrary, the regularized tensor (3.14) is regular
on the brane. In fact, for a point on the brane, say for x∗µ = Uµi σ
i, we have,
Qαβx∗β = (U
α
i U
β
j η
ij − ηαβ)Uβk σk = 0.
For xµ = x∗µ the numerator of (3.14) is thus zero, while the denominator remains different
from zero, reducing to ε2n. The value of the regularized energy–momentum tensor on the
brane is therefore finite: Θµνε (x
∗) = 0.
By inspection the basic expression (3.14) is, actually, a distribution that is a C∞–
function, and it marks the starting point of our approach, see (2.21).
Conservation. For later use we compute the divergence of (3.14). Since Θµνε is a C
∞–
distribution, its derivatives can be computed simply “in the sense of functions”,
∂µΘ
µν
ε =
(
e
Ωn
)2
n ε2Qνµ xµ
(Qαβxαxβ + ε2)
n+1 = −
(
e
Ωn
)2
∂ν
ε2
2 (Qαβxαxβ + ε2)
n 6= 0. (3.15)
Our regularization violates thus the conservation of the energy–momentum tensor, antic-
ipating the potential occurrence of finite counterterms. Notice, however, that the r.h.s.
of (3.15) is proportional to ε2. This means that in the complement of the brane, i.e. for
Qµν x
µxν 6= 0, for ε → 0 ∂µΘµνε converges pointwise to zero, as expected. However, for
n > 2 the distributional limit Lim ε→0 ∂µΘ
µν
ε does not exist. More precisely, in the sense
of distributions one has the leading behaviors, see subsection 6.2,
∂µΘ
µν
ε ∼

1
εn−2
, for n > 2,
o(1), for n = 2.
(3.16)
It is only after subtraction of Θ̂µνε – and addition of D
µν – that one can regain a conserved
energy–momentum tensor.
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4 Particle in D = 6
We implement now our approach for the construction of a consistent energy–momentum
tensor for a point–particle in D = 6. In practice this amounts to an explicit realization
of formulae (2.20)–(2.23). A particle in D = 6 corresponds to the odd codimension
n = 5, and this case allows to illustrate some of the basic features of our approach. If
the codimension is instead even, additional features will show up, basically the necessity
of finite counterterms, and these will be illustrated in section 5 for a string in D = 4,
corresponding to n = 2.
4.1 Construction of the divergent counterterm
The determination of the divergent counterterm (2.22) is most easily performed using
static coordinates xµ = (yi, ra), because then the regularized tensor (3.14) depends only
on the normal coordinates ra; in the present case a = 1, · · · , 5, and yi ≡ y0 = x0. The
main result of this subsection is the explicit expression of the counterterm (4.9).
We begin by writing explicitly the components of (3.14) in static coordinates,
Θ00ε =
(
e
Ω5
)2
r2
2 (r2 + ε2)5
, (4.1)
Θ0aε = 0, (4.2)
Θabε =
(
e
Ω5
)2
r2 δab − 2 rarb
2 (r2 + ε2)5
, (4.3)
with Ω5 = 8π
2/3. To find the counterterm we must isolate from Θµνε the terms that
diverge as ε → 0 in the sense of distributions 7. To this order we must apply Θµνε to a
test function ϕ(x) and isolate the terms that diverge, in the ordinary sense, as ε→ 0. In
the present case it is sufficient to consider ϕ as a function of only the normal coordinates
ra, as Θµνε is independent of y
i.
To find the divergent parts of (4.1)–(4.3) it is sufficient to isolate the divergent part
of the distribution,
rarb
(r2 + ε2)5
.
To this order we must apply it to a test function ϕ(~r),(
rarb
(r2 + ε2)5
)
(ϕ) =
∫
rarb ϕ(~r)
(r2 + ε2)5
d5r =
1
ε3
∫
rarb ϕ(ε~r)
(r2 + 1)5
d5r. (4.4)
To determine the divergent part for ε→ 0 we expand ϕ(ε~r) in a power series,
ϕ(ε~r) = ϕ(0) + ε ra∂aϕ(0) +
1
2
ε2 rarb ∂a∂bϕ(0) + o
(
ε3
)
. (4.5)
7To be precise we work in the space S ′(RD) of tempered distributions, and hence ϕ(x) must belong to
S(RD), i.e. the space of C∞–functions on RD that vanish for xµ →∞, together with all their derivatives,
more rapidly as any inverse power of the coordinates.
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Due to symmetric integration only the monomials with an even number of ra survive, and
therefore – due to the presence of the pole 1/ε3 in (4.4) – only the first and the third
terms of the expansion (4.5) give rise to divergent contributions. The divergent part of
(4.4) amounts therefore to,(
rarb
(r2 + ε2)5
)
DIV
(ϕ) =
1
ε3
∫
rarb
(r2 + 1)5
(
ϕ(0) +
1
2
ε2 rarb ∂a∂bϕ(0)
)
d5r
=
π3
4 Γ(5)
(
1
ε3
δabϕ(0) +
1
ε
(
∂a∂b +
1
2
δab∇2
)
ϕ(0)
)
,
where ∇2 = ∂a∂a. Turning to abstract notation this means that the divergent part of
rarb
(r2 + ε2)5
in the sense of distributions is,
(
rarb
(r2 + ε2)5
)
DIV
=
π3
4 Γ(5)
(
1
ε3
δab +
1
ε
(
∂a∂b +
1
2
δab∇2
))
δ5(~r).
This allows immediately to write down the divergent parts of (4.1)–(4.3), Θ̂µνε ≡ (Θµνε )DIV,
Θ̂00ε =
(
e
Ω5
)2
π3
4 Γ(5)
(
5
2
1
ε3
+
7
4
1
ε
∇2
)
δ5(~r), (4.6)
Θ̂0aε = 0, (4.7)
Θ̂abε =
(
e
Ω5
)2
π3
4 Γ(5)
(
3
2
1
ε3
δab +
1
ε
(
−∂a∂b + 5
4
δab∇2
))
δ5(~r). (4.8)
In generic flat coordinates these expressions combine to a covariant form – as they must:
Θ̂µνε =
(
e
Ω5
)2
π3
4 Γ(5)
[
1
ε3
(
−3
2
ηµν + 4P µν
)
+
1
ε
((
5
4
ηµν − 3P µν
)
✷− ∂µ∂ν
)]
δ5,
(4.9)
where P µν = UµUν , Uµ = dxµ/dσ and ✷ = ∂µ∂
µ. Recall also that for a flat brane
✷ δ5 = −∇2 δ5.
(4.9) is the counterterm that must be subtracted from (3.14), such that the distribu-
tional limit,
T˜ µν = Lim ε→0
(
Θµνε − Θ̂µνε
)
, (4.10)
exists. Notice that (4.9) has exactly the structure (2.22), because in the present case√
g = 1, Rµνε is independent of σ and can be brought out of the integral, and the δ–
function (3.9) can be written as in (3.10).
4.2 Conservation
Formula (4.10) represents a well–defined distribution, and hence the divergence ∂µT˜
µν is
also well–defined. According to the strategy of paragraph 2.2.2 we must now evaluate this
divergence explicitly and see whether in (2.20) we need a finite counterterm Dµν or not.
We show now that in this case ∂µT˜
µν vanishes. This means that Dµν = 0 and T µν = T˜ µν .
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Proof of ∂µT˜
µν = 0. To compute ∂µT˜
µν we take advantage from the fact that in the
space of distributions the derivative is a continuous operation. This means that we are
allowed to interchange the operations “Lim ε→0” and “∂µ”. From (4.10) we get therefore,
∂µT˜
µν = Lim ε→0
(
∂µΘ
µν
ε − ∂µΘ̂µνε
)
. (4.11)
From (4.9) it is straightforward to compute,
∂µΘ̂
µν
ε =
(
e
Ω5
)2
π3
8 Γ(5)
(
− 3
ε3
+
1
2ε
✷
)
∂νδ5. (4.12)
The divergence of Θµνε has been obtained in (3.15), but it can be derived also from the
static–coordinate–version (4.1)–(4.3),
∂µΘ
µν
ε = −
(
e
Ω5
)2
∂ν
[
ε2
2(r2 + ε2)5
]
.
(4.11) can then be rewritten as,
∂µT˜
µν =
(
e
Ω5
)2
Lim ε→0 ∂
νFε, (4.13)
Fε ≡ − ε
2
2(r2 + ε2)5
+
π3
8 Γ(5)
(
3
ε3
− 1
2ε
✷
)
δ5. (4.14)
Applying Fε to a test function and proceeding as in (4.5), it is straightforward to show
that lim ε→0Fε(ϕ) = 0, ∀ϕ, see subsection 10.2 of appendix B. This means that,
Lim ε→0Fε = 0.
Since in the space of distributions the derivative is a continuous operation, from (4.13)
we conclude then that ∂µT˜
µν = 0, and no finite counterterm is required.
4.3 Finite energy integrals
Once T µν is a distribution, it entails automatically finite energy–momentum integrals P µV ,
see paragraph 2.2.5. We illustrate this property computing the energy EV = P
0
V contained
in a sphere of radius R, surrounding a static particle placed in the origin. For this purpose
we must insert (4.1) and (4.6) in (2.41), setting in the latter µ = 0 and D = 6,
EV = lim
ε→0
∫
V
(
Θ00ε − Θ̂00ε
)
d5r
=
(
e
Ω5
)2
lim
ε→0
∫
r<R
[
r2
2 (r2 + ε2)5
− π
3
4 Γ(5)
(
5
2
1
ε3
+
7
4
1
ε
∇2
)
δ5(~r)
]
d5r. (4.15)
The derivative term, i.e. the laplacian ∇2, does not contribute to the integral since the
test function χV (~x) is constant in the neighborhood of the origin. Noting the integral,∫ ∞
0
r2 d5r
(r2 + ε2)5
=
5π3
4 Γ(5)
1
ε3
,
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the energy in the sphere becomes then,
EV =
1
2
(
e
Ω5
)2
lim
ε→0
(∫
r<R
r2 d5r
(r2 + ε2)5
− 5π
3
4 Γ(5)
1
ε3
)
= −1
2
(
e
Ω5
)2
lim
ε→0
∫
r>R
r2 d5r
(r2 + ε2)5
= −1
2
(
e
Ω5
)2 ∫
r>R
d5r
r8
= − e
2
16π2R3
,
and is thus finite. Notice that, while the bare energy density Θ00 of the field is positive
definite – see (4.1) for ε = 0 – the renormalized energy EV is finite, but negative; this is
due to the fact that the counterterm −Θ̂00ε gives a negative and divergent contribution.
From this calculation we see also that the derivative–terms in (4.9) are unessential for
making the momentum integrals finite (at least in the case of a particle); nevertheless,
they are crucial for, 1) turning T µν into a distribution and, 2) for making T µν conserved.
5 String in D = 4
In this section we construct the renormalized energy–momentum tensor for the field of
a flat string in D = 4, for which the codimension is even, n = 2. With respect to the
previous case there are two essential new features appearing: 1) the occurrence of a finite
counterterm Dµν and, 2) the appearance of a dimensionful parameter l, that leads to a
finite redefinition of the string tension.
A flat string in four dimensions is parametrized by xµ(σ) = Uµi σ
i, where i = 0, 1. In
static coordinates xµ = (yi, ra), i = 0, 1, r = 1, 2, disposing the string along the x3–axis
we have,
y0 = x0, y1 = x3, r1 = x1, r2 = x2, (5.1)
and the parametrization becomes ra(σ) = 0, yi(σ) = σi.
5.1 Construction of the divergent counterterm
We begin again by writing the components of the regularized energy–momentum tensor
(3.14) in static coordinates (Ω2 = 2π),
Θijε =
e2
8π2
r2 ηij
(r2 + ε2)2
, (5.2)
Θiaε = 0, (5.3)
Θabε =
e2
8π2
r2 δab − 2 rarb
(r2 + ε2)2
. (5.4)
This time we need thus the divergent part for ε→ 0 of,(
rarb
(r2 + ε2)2
)
(ϕ) =
∫
rarb ϕ(~r)
(r2 + ε2)2
d2r = −π ln ε δab ϕ(0) + constant + o(ε), (5.5)
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giving, (
rarb
(r2 + ε2)2
)
DIV
= −π ln ε δabδ2(~r).
The divergent parts of (5.2)–(5.4) become then,
Θ̂ijε = −
e2
4π
ln
(ε
l
)
ηij δ2(~r), (5.6)
Θ̂iaε = 0, (5.7)
Θ̂abε = 0, (5.8)
or, in generic flat coordinates,
Θ̂µνε = −
e2
4π
ln
(ε
l
)
P µν δ2. (5.9)
The projector P µν is defined in (2.2), but in the present case it is constant. In (5.6)
we have introduced a parameter l with the dimension of length, that is required for
dimensional reasons since also ε has the dimension of length. Notice, however, that the
term proportional to ln l in (5.9) amounts merely to a redefinition of the string tension
– an arbitrariness anticipated in paragraph 2.2.4. We will come back to this point in
subsection 6.2.
5.2 Construction of a conserved energy–momentum tensor
As before we have now the well–defined distributional limit,
T˜ µν = Lim ε→0
(
Θµνε − Θ̂µνε
)
, (5.10)
and we must evaluate ∂µT˜
µν to check whether we need a finite counterterm Dµν or not.
To compute ∂µT˜
µν we take again ∂µΘ
µν
ε from (3.15),
∂µΘ
µν
ε = −
e2
8π2
∂ν
(
ε2
(r2 + ε2)2
)
.
This time, however, we have the finite distributional limit,
Lim ε→0
ε2
(r2 + ε2)2
= π δ2(~r),
and therefore,
Lim ε→0 ∂µΘ
µν
ε = −
e2
8π
∂νδ2.
On the other hand, from (5.9) we have trivially,
∂µΘ̂
µν
ε = 0,
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since P µν∂µ is the derivative w.r.t. the tangential coordinates y
i. We obtain therefore,
∂µT˜
µν = − e
2
8π
∂νδ2. (5.11)
Comparing with (2.31) we get then the operatorial self–force,
f˜µ =
e2
8π
∂µ,
that must be eliminated adding a finite counterterm of the form (2.23). The counterterm
that does the job is simply,
Dµν =
e2
8π
ηµνδ2. (5.12)
In fact, since ∂µ(T˜
µν +Dµν) = 0, the self–force fµ is algebraic and vanishing – as must
happen for a flat brane.
In conclusion, from (5.9) and (5.10) we obtain the renormalized energy–momentum
tensor,
T µν = T˜ µν +Dµν = Lim ε→0
[
Θµνε +
e2
4π
(
ln
(ε
l
)
P µν +
1
2
ηµν
)
δ2
]
, (5.13)
and,
∂µT
µν = 0.
5.3 Finite energy integrals
Since T µν in (5.13) is a distribution, the four–momentum integrals over finite volumes –
encircling the string or not – are finite. We illustrate this property again in the case of a
static string disposed along the z–axis, see (5.1).
We compute the energy in a cylinder of radius R and of length L, concentric with the
z–axis. The energy in this volume V is obtained inserting (5.2), (5.6) and (5.12) in (2.41),
with D = 4 and µ = 0. Equivalently one might integrate the 00–component of (5.13):
EV = lim
ε→0
∫ L
0
dz
∫
r<R
d2r
(
Θ00ε − Θ̂00ε +D00
)
=
e2
4π2
lim
ε→0
∫ L
0
dz
∫
r<R
d2r
[
r2 η00
2(r2 + ε2)2
+ π
(
ln
(ε
l
)
P 00 +
1
2
η00
)
δ2(~r)
]
=
e2L
4π
lim
ε→0
(∫ R
0
r3 dr
(r2 + ε2)2
+ ln
(ε
l
)
+
1
2
)
=
e2L
8π
lim
ε→0
(
ln
(
R2 + ε2
l2
)
+
ε2
R2 + ε2
)
=
e2L
4π
ln
(
R
l
)
. (5.14)
The energy contained in the volume V is thus finite, but depends on the length scale l.
As we will see in the next section, this feature occurs for any brane with codimension
n = 2.
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6 The general case
We apply now our approach to a generic flat (p − 1)–brane in D dimensions. Since the
technical details are a bit complicated we relegate them to appendix B, and give here
mainly the results. A characteristic feature of the general formulae is that the analytic
structure of the counterterms depends only on the codimension n, and not separately on
D and p. Of course, the results of this section reproduce as particular cases the ones of
sections 4 and 5.
6.1 The divergent counterterm
For a generic flat brane the counterterms are made out of a finite number of terms involving
derivatives of the δ–function on the brane (3.9), that in flat coordinates reads,
δn =
∫
δD(x− U · σ) dpσ.
The divergent part of the tensor Θµνε in (3.14) is then given by (for the derivation see
subsection 10.1 of appendix B),
Θ̂µνε = −
(
e
Ωn
)2 n−2∑
j=0
′Ajn
{[
Qµν − (n+ j)
(
P µν − 1
2
ηµν
)]
✷
j/2 − j ∂µ∂ν✷j/2−1
}
δn,
(6.1)
where the “prime” indicates that the sum is restricted to even values of j. The coefficients
Ajn are singular for ε→ 0, being given by,
Ajn =

(−)j/2 πn/2 Γ (n−j
2
− 1)
2j+1 Γ(n) Γ
(
j
2
+ 1
) · 1
εn−j−2
, for j < n− 2,
(−)n/2 πn/2
2n−2 Γ(n)Γ
(
n
2
) · ln(ε
l
)
, for j = n− 2.
(6.2)
The coefficient An−2n depends on a parameter l with the dimension of length, that has been
introduced again for dimensional reasons. Actually, for n odd Θ̂µνε is independent of l,
because the sum in (6.1) is only over even j. We write explicit expressions for n = 2, 3, 4,
(recall that Qµν = P µν − ηµν),
Θ̂µνε =

− e
2
4π
ln
(ε
l
)
P µν δ2, for n = 2,
e2
32ε
[
P µν − 1
4
ηµν
]
δ3, for n = 3,
e2
48π2
[
1
ε2
(
3P µν − ηµν
)
+ ln
(ε
l
)(5
2
P µν ✷− ηµν ✷+ ∂µ∂ν
)]
δ4, for n = 4.
(6.3)
For n = 2 one recovers the result (5.9) for a string in D = 4. For n = 3 one discovers
that in D = 4 the divergent counterterm for a particle in uniform motion coincides with
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the exact one (1.13) for a particle in arbitrary motion. We will further comment on this
point in section 7. For n ≥ 4 Θ̂µνε contains also terms with derivatives of the δ–function;
see also (4.9) for n = 5.
By construction the limit,
T˜ µν = Lim ε→0
(
Θµνε − Θ̂µνε
)
, (6.4)
exists, and defines a distribution.
Leading divergences and tension renormalization. The term with the leading diver-
gence in (6.1), i.e. the one that is most singular as ε → 0, corresponds to j = 0 and
carries no derivatives of the δ–function (while the terms corresponding to subleading di-
vergences contain derivatives). For n > 2 the leading divergence is a pole 1/εn−2, and the
corresponding term is,
Θ̂µνε
∣∣∣
lead
= −
(
e
Ωn
)2 πn/2Γ (n
2
− 1)
2Γ(n) εn−2
[
(1− n)P µν +
(n
2
− 1
)
ηµν
]
δn. (6.5)
For n = 2 (and n = 3) Θ̂µνε contains only leading divergences, and no subleading ones, so
that,
Θ̂µνε
∣∣∣
lead
= Θ̂µνε .
In general all terms of Θ̂µνε must be subtracted “by hand” from Θ
µν
ε , to obtain a well–
defined energy–momentum tensor, in the sense that they can not be eliminated “renormal-
izing” some fundamental constants of the theory. For n > 2 even the leading divergence
(6.5) can not be eliminated renormalizing some coupling constant. Actually, the term
proportional to P µν could be eliminated renormalizing the tension of the brane, see (2.8),
while the term proportional to ηµν could not be eliminated this way.
On the contrary, for n = 2 the whole Θ̂µνε could be eliminated through a renormaliza-
tion of the brane tension, since in this case Θ̂µνε has the same structure as the energy–
momentum tensor of the brane (2.8). We stress, however, that our general philosophy
does not rely on such a renormalization, since we subtract all divergences “by hand”.
6.2 Finite counterterms and energy–momentum conservation
To evaluate ∂µT˜
µν we need the divergence of Θµνε in (3.15),
∂µΘ
µν
ε = −
(
e
Ωn
)2
∂ν
ε2
2 (Qαβxαxβ + ε2)
n , (6.6)
and the divergence of (6.1),
∂µΘ̂
µν
ε = −
1
2
(
e
Ωn
)2 n−2∑
j=0
′ (n− j − 2)Ajn ∂ν ✷j/2 δn. (6.7)
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From (6.4) we obtain then,
∂µT˜
µν =
(
e
Ωn
)2
Lim ε→0 ∂
νFε, (6.8)
Fε ≡ − ε
2
2(Qαβxαxβ + ε2)n
+
1
2
n−2∑
j=0
′ (n− j − 2)Ajn✷j/2 δn. (6.9)
The distributional limit Lim ε→0Fε is evaluated in subsection 10.2 of appendix B, and for
even n it is non–vanishing, see (10.16). It turns then out that,
∂µT˜
µν =

(
e
Ωn
)2
∂ν
(
(−)n/2 πn/2
2n−1 Γ(n)Γ
(
n
2
) ✷n/2−1 δn) , for n even,
0, for n odd.
(6.10)
Comparing with (2.31) we conclude that for n even the self–force f˜µ is operatorial, but
by inspection we see that it can be eliminated through the finite counterterm,
Dµν =
−
(
e
Ωn
)2
(−)n/2 πn/2
2n−1 Γ(n)Γ
(
n
2
) ηµν ✷n/2−1 δn, for n even,
0, for n odd.
(6.11)
The conserved energy–momentum tensor is then,
T µν = T˜ µν +Dµν , ∂µT
µν = 0, fµ = 0.
A non–vanishing finite counterterm is thus required for every brane with even codimension.
Uniqueness. As shown in paragraph 2.2.4, the energy–momentum tensor is unique,
modulo a redefinition of the brane tension, and modulo the shifts,
T ′µν = T µν + ∂ρV
ρµν , with V ρµν = −V µρν . (6.12)
On the contrary, our T µν derived above, in the case of even n does not seem to be unique,
since it depends on an arbitrary parameter l. More precisely, the contribution of T µν
depending on l comes from the term with j = n− 2 in (6.1), and amounts to,
T µνl =
(
e
Ωn
)2
(−)n/2 πn/2 ln l
2n−2 Γ(n)Γ
(
n
2
) [(2n− 3)P µν ✷+ (2− n) (ηµν✷− ∂µ∂ν)]✷n/2−2δn.
For consistency T µνl must then be absorbable through a redefinition of the brane tension,
or through a shift of the kind (6.12). This is indeed the case. In fact, if n = 2 we have
T µνl ∝ P µν δ2, which corresponds to a shift of the brane tension. On the other hand, if
n ≥ 4 we have T µνl = ∂ρV ρµνl , where,
V ρµνl =
(
e
Ωn
)2
(−)n/2 πn/2 ln l
2n−2 Γ(n)Γ
(
n
2
) [(2n− 3) (∂ρP µν − ∂µP ρν)
+ (2− n) (ηµν∂ρ − ηρν∂µ)
]
✷
n/2−2δn.
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In conclusion, if n is odd the energy–momentum tensor is given by T µν = T˜ µν , and
it is uniquely determined. If n is even it is given by T µν = T˜ µν + Dµν , and it depends
on the dimensionful parameter l. For n = 2 this parameter corresponds to a shift of the
brane tension (see [9, 11] for the appearance of a similar parameter in the self–force of a
string in D = 4), while for n ≥ 4 this dependence is spurious, in the sense of (6.12).
6.3 Finite energy integrals
To illustrate the finiteness of the momentum integrals we take a static (p − 1)–brane
disposed along the coordinates y1, · · · , yp−1, see (3.5), (3.6), and compute the energy EV
in a tubular volume V containing a hypercubic portion of the brane of volume Lp−1,
delimited by r =
√
rara < R, 0 < yi < L (i = 1, · · · , p− 1).
The energy in this volume is given by (2.41) with µ = 0. We need thus in particular
the regularized energy density Θ00ε , that can be read off from (3.14),
Θ00ε =
(
e
Ωn
)2
r2
2(r2 + ε2)n
. (6.13)
n > 2. We consider first a brane with codimension n > 2. In this case the finite
counterterm (6.11) does not contribute to the integral (2.41), because it is a derivative
term supported on the brane, and on the brane the test function χV (~x) is constant. For
the same reason the divergent counterterm (6.1) contributes only with its derivative–free
leading term (6.5),
Θ̂00ε → Θ̂00ε
∣∣∣
lead
=
(
e
Ωn
)2 nπn/2Γ (n
2
− 1)
4Γ(n) εn−2
δn(~r).
From (2.41) we get then,
EV = lim
ε→0
p−1∏
i=1
∫ L
0
dyi
∫
r<R
dnr
(
Θ00ε − Θ̂00ε
∣∣∣
lead
)
= Lp−1
(
e
Ωn
)2
lim
ε→0
[∫
r<R
r2dnr
2(r2 + ε2)n
− nπ
n/2Γ
(
n
2
− 1)
4Γ(n) εn−2
]
= Lp−1
(
e
Ωn
)2
lim
ε→0
[
−
∫
r>R
r2dnr
2(r2 + ε2)n
+
∫ ∞
0
r2dnr
2(r2 + ε2)n
− nπ
n/2Γ
(
n
2
− 1)
4Γ(n) εn−2
]
.
The last two terms of the square brackets compensate exactly – even before taking the
limit ε → 0 – and in the first term the limit can now be taken trivially. The result is
therefore,
EV = −Lp−1
(
e
Ωn
)2 ∫
r>R
r2dnr
2 r2n
= − e
2
2 (n− 2) Ωn ·
Lp−1
Rn−2
. (6.14)
Again the renormalized energy EV is negative. Nevertheless, EV is an increasing function
of the radius R.
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n = 2. For n = 2 all three terms of (2.41) contribute to the integral, since in this
case the finite counterterm (6.11) does not contain derivatives. Inserting (6.3), (6.11) and
(6.13) in (2.41), one gets (this is the same calculation as in subsection 5.3),
EV = lim
ε→0
p−1∏
i=1
∫ L
0
dyi
∫
r<R
d2r
(
Θ00ε − Θ̂00ε +D00
)
= Lp−1
( e
2π
)2
lim
ε→0
∫
r<R
d2r
[
r2
2 (r2 + ε2)2
+ π ln
(ε
l
)
δ2(~r) +
π
2
δ2(~r)
]
=
e2Lp−1
4π
ln
(
R
l
)
. (6.15)
7 Branes in arbitrary motion: a preliminary analysis
For a brane in arbitrary motion the main new aspect of our approach for the construction
of a consistent energy–momentum tensor, is that it provides a new paradigm for the
derivation of the self–force. The first step of the derivation is the identification of the
counterterms that make, in particular, the limit T˜ µν = Lim ε→0
(
Θµνε − Θ̂µνε
)
well–defined.
While we hope to furnish explicit derivations of the self–force in the future, in this final
section we perform a preliminary analysis of the new counterterms involved, if the brane
is no longer flat but in arbitrary motion.
The conclusion of this section is that new subleading divergent counterterms, and
new finite counterterms, might indeed show up if n ≥ 4. This does not contradict our
uniqueness theorem of paragraph 2.2.4, since these new counterterms vanish in the case
of a flat brane.
7.1 Generalized curvatures
From a geometrical point of view the difference between a flat brane and a brane in
arbitrary motion is that for the latter the generalized velocities are no longer (covariantly)
constant,
Uµij ≡ DiUµj 6= 0, Uµij = Uµji.
This means that the geometry on the brane is now enriched by the presence of the “gen-
eralized curvatures”,
U(p) ≡ Uµi1··· ip ip+1 = Di1 · · ·DipUµip+1 , (7.1)
that may give rise to new contributions to the divergent and finite counterterms of a flat
brane, (6.1) and (6.11). These new contributions modify the tensors Rµνε and ∆
µν in
(2.22), (2.23), by terms that schematically are of the form 8,
Imqk ≡ 1
εm
U(p1) · · ·U(pN ) (∂µ)k, q = p1 + · · ·+ pN ≥ 0, m ≥ 0, k ≥ 0. (7.2)
8We assume here – as a preliminary analysis suggests – that also for a brane in arbitrary motion
the tensors Rµνε (σ) and ∆
µν(σ) are “local”, in the sense that they depend on the generalized curvatures
evaluated at the same point σ.
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Here it is understood that 1/ε0 stands for c1 ln ε+ c2, and that the contractions of indices
occur through the tensors Uµi and η
µν , or their combinations P µν and gij. The integer
q is the total number of derivatives on the Uµi . The new finite counterterms arise from
m = 0.
The presence or absence of terms like (7.2) is highly constrained by covariance and
dimensional reasons. The length–dimension of Imqk is, in fact, 1/L
m+q+k. Moreover, since
we are searching for tensors Rµνε and ∆
µν with an even number (i.e. two) of indices, and
since U(p) involves p derivatives of U
µ
i , we obtain as first constraint that q + k must be
even. A second constraint derives from the fact that the terms with q = 0 – that do
not involve generalized curvatures – are of the same form as the counterterms (6.1) and
(6.11), whose coefficients are already fixed. This means that terms Imqk with q = 0 are
not allowed. In conclusion, the tensors Imqk that can modify R
µν
ε and ∆
µν must obey,
q + k = even, q ≥ 1. (7.3)
In the following we perform a preliminary analysis of the possible new terms, at fixed
codimension.
7.2 Codimension n = 2
For n = 2, in the flat case the structure of the counterterms (6.3), (6.11) is simple, and
the renormalized energy–momentum tensor is given by, see also (5.13),
T µν = Lim ε→0
[
Θµνε +
e2
4π
Iµν2 δ
2
]
, (7.4)
where Iµν2 is the constant tensor,
Iµν2 ≡ ln
(ε
l
)
P µν +
1
2
ηµν . (7.5)
For a brane in arbitrary motion there is a unique way to covariantize the expression (7.4),
T µν = Lim ε→0
[
Θµνε +
e2
4π
∫ √
g Iµν2 δ
D(x− x(σ)) dpσ
]
, (7.6)
where formally Iµν2 is again given by (7.5), but now P
µν(σ) = gijUµi U
ν
j is no longer
constant, and hence Iµν2 ≡ Iµν2 (σ) is a function of σ. Moreover, in (7.6) Θµνε is now
the general expression given by (2.17), (2.18), (2.19). For a brane in arbitrary motion
the integrand Iµν2 could – in principle – be modified by the addition of tensors of the
type (7.2). But since Iµν2 is dimensionless and the length–dimension of Imqk is 1/L
m+q+k,
we must have m = q = k = 0, in contrast with (7.3). No such tensors can, therefore,
appear. We conclude that also for a brane in arbitrary motion the distributional limit in
(7.6) exists: formula (7.6) identifies thus the renormalized energy–momentum tensor for
a brane in arbitrary motion with codimension n = 2.
The new aspect is that now ∂µT
µν is different from zero, and the explicit evaluation of
this divergence – in the sense of distributions – would then allow to derive the self–force
of the brane according to (2.25).
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7.3 Codimension n = 3
In this case from (6.3) and (6.11) we obtain for a flat brane,
T µν = Lim ε→0
[
Θµνε −
e2
32
Iµν3 δ
3
]
,
where,
Iµν3 =
1
ε
(
P µν − 1
4
ηµν
)
. (7.7)
For a brane in arbitrary motion we would thus obtain,
T µν = Lim ε→0
[
Θµνε −
e2
32
∫ √
g Iµν3 δ
D(x− x(σ)) dpσ
]
. (7.8)
The tensor Iµν3 has now dimension 1/L, and a priori we could then add terms Imqk with
m+q+k = 1. But again (7.3) admits no solution. This means that also for n = 3 no Imqk
can show up, and hence the limit (7.8) must exist also for a brane in arbitrary motion.
The argument just given is, actually, not directly valid if the brane is a particle in
D = 4. In that case the tensor (7.7) could, indeed, be modified by two new covariant
terms with the correct dimension. Choosing for σ0 the proper time σ one could, in fact,
modify Iµν3 according to,
Iµν3 → Iµν3 +
(
c1 ln
(ε
l
)
+ c2
)(
Uµ
dUν
dσ
+ Uν
dUµ
dσ
)
,
where c1 and c2 are dimensionless constants. The (divergent) term proportional to c1 is
indeed present at intermediate steps of the explicit evaluation of Θ̂µνε , but eventually it
drops out [19]. On the other hand, the new (finite) term proportional to c2 would lead
to an operatorial self–force, and it is thus forbidden by energy–momentum conservation.
We have thus c1 = c2 = 0. For a particle in D = 4 the explicit calculation gives indeed
(1.12), (1.13), in agreement with (7.8).
7.4 Codimension n = 4
This is the first case where new counterterms Imqk might show up. Proceeding as above
(6.3) and (6.11) give for a flat brane,
T µν = Lim ε→0
[
Θµνε −
e2
48π2
Iµν4 δ
4
]
, (7.9)
where,
Iµν4 =
1
ε2
(3P µν − ηµν) + ln
(ε
l
)(5
2
P µν ✷+ ∂µ∂ν − ηµν✷
)
− 1
4
ηµν ✷.
For a brane in arbitrary motion (7.9) would thus lead to,
T µν(0) = Lim ε→0
[
Θµνε −
e2
48π2
∫ √
g Iµν4 δ
D(x− x(σ)) dpσ
]
. (7.10)
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Since Iµν4 has dimension 1/L
2, we could now have new counterterms Imqk with m + q +
k = 2. In this case there are, indeed, two possible structures compatible with (7.3),
corresponding to (m = 0, q = 2, k = 0) and (m = 0, q = 1, k = 1), that could modify Iµν4
through a finite number of new terms,
I˜µν4 = I
µν
4 +
(
a1 + b1 ln
(ε
l
))
gijgmnUµijU
ν
mn +
(
a2 + b2 ln
(ε
l
))
gijU
(µ
ij ∂
ν) + contractions.
(7.11)
With “contractions” we mean terms with the same structure as the previous ones, but
with different contractions of the indices, and ai and bi are dimensionless constants. The
energy–momentum tensor of the field would then be given by,
T µν = Lim ε→0
[
Θµνε −
e2
48π2
∫ √
g I˜µν4 δ
D(x− x(σ)) dpσ
]
. (7.12)
The coefficients bi must be determined requiring that the limit in (7.12) exists, and this
requires to evaluate explicitly the divergent part of Θµνε . The coefficients ai, on the other
hand, must be determined demanding that the self–force in (2.25) becomes algebraic. A
priori we found no stringent reason to assume that all, or some, of these coefficients are
zero, even if it seems unlikely that a dependence on l (required by dimensional reasons)
as the one in (7.11) is compatible with an algebraic self–force.
For a particle in D = 5 there might be an additional term with the correct dimension,
with a pole 1/ε, given by,
I˜µν4 → I˜µν4 +
c1
ε
(
Uµ
dUν
ds
+ Uν
dUµ
ds
)
,
but we conjecture that it is absent, as for a particle in D = 4.
In general, for a generic n > 4 the dimension of Iµνn is 1/L
n−2, and one has then a
series of possible new counterterms of the type (7.2), involving higher poles up to 1/εn−4.
As mentioned above, the effective appearance of these terms can be checked only through
an explicit calculation.
8 Summary and open problems
We have proposed a general construction for the renormalized energy–momentum tensor
for the field of a brane in D dimensions – represented by formulae (2.20)–(2.23) – that
leads to a unique result. The construction does not modify the value of the energy–
momentum tensor in the complement of the brane, and preserves all symmetries of the
system. Our proposal is conceptually rater simple and – we sustain – of fundamental
character, since it allows for a new definition of the self–force of the brane that, by con-
struction, ensures automatically energy–momentum conservation. Although conceptually
simple, the explicit determination of the self–force may be complicated. In this paper we
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performed a consistency–check of our proposal, giving a constructive proof that it works
for a generic flat brane in D dimensions, where the self–force is zero.
It is rather obvious how to extend our approach to branes that are coupled, in addition
to the antisymmetric potential, also to a scalar field ϕ and to linearized gravity hµν , with
gµν = ηµν+hµν . In fact, also the solutions for these fields involve the Green–function G of
the d’Alembertian, and it is thus sufficient to define the regularized solutions ϕε and hε µν
through the replacement G → Gε, see (2.16). The approach proceeds then in the same
way as for the coupling to the antisymmetric potential in subsection 2.2. In this way one
should be able, for example, to prove for the classical Nambu–Goto superstring, coupled to
the antisymmetric tensor, the graviton and the dilaton, the non–renormalization theorems
that have been proven so far only for what concerns the leading divergences [10, 11, 14].
Open problems. The main open questions regard branes in arbitrary motion, and first
of all the structure of the divergent counterterm Θ̂µνε in (2.22). By construction it is
supported on the brane, but we need still a proof of the fact that Rµνε (σ) is “local”, in the
sense that it depends only on the curvatures (7.1) at the same point σ. The preliminary
analysis of the previous section was, indeed, based on this assumption. Nevertheless, even
if this property does not hold – in which case the structure of the divergent counterterms
is more complicated – our approach maintains its validity.
The second problem regards the (derivation of the) self–force. The divergence of T˜ µν
in (2.21) has necessarily the structure (2.31), i.e. ∂µT˜
µν = − ∫ √g f˜ ν δD(x − x(σ)) dpσ,
but a priori it is by no means obvious that there exists a finite counterterm Dµν , i.e. a
tensor ∆µν , that renders the self–force f ν = f˜ ν−∆µν ∂µ in (2.32) algebraic. On the other
hand, if no such ∆µν exists, then we must conclude 1) that our approach is incomplete,
or 2) that classical brane theory is incompatible with energy–momentum conservation.
The third problem regards the fact that the self–force, that in our approach is uniquely
determined, must satisfy the constraint,
Uµi fµ = 0. (8.1)
This property is not guaranteed a priori, and this point deserves thus further investigation.
Here we can only recall that for particles and dyons in D = 4 the constraint (8.1) is indeed
satisfied [20].
A last question regards the meaning of the dimensionful parameter l in (6.2): on one
hand it is required for dimensional reasons, but on the other its presence is “spurious”,
in that it gives rise to physically equivalent energy–momentum tensors. The correct
interpretation of l can probably be given only in the context of branes in arbitrary motion.
The questions just raised can presumably be addressed only through an explicit eval-
uation of the counterterms and of the self–forces. An explicit evaluation of the latter is
also needed to compare the self–forces following from our approach, with the ones ob-
tained previously through conventional techniques [6, 7, 16, 17, 18]. A particle in generic
(even and odd dimensional) space–times, as well as a string in D = 4, seem to represent
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appropriate laboratories to attack these issues. We plan to address them in a future
publication.
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9 Appendix A: the regularized potential
In this appendix we derive formulae (3.12) for the regularized potential A
µ1···µp
ε . To this
order we must evaluate the integral appearing in (3.11),
Iε ≡
∫
Gε(x− U · σ) dpσ, x− U · σ ≡ xµ − Uµi σi, (9.1)
with Gε given in (2.16).
9.1 Even dimensions: D = 2N + 4
In even dimensions the integral (9.1) becomes, using (2.16),
Iε =
1
2πN+1
(
− d
dε2
)N ∫
H
(
x0 − U0i σi
)
δ
(
(x− U · σ)2 − ε2) dpσ.
To evaluate the integral it is convenient to switch to static coordinates xµ → (yi, ra), see
(3.4)–(3.7),
Iε =
1
2πN+1
(
− d
dε2
)N ∫
H
(
y0 − σ0) δ ((y0 − σ0)2 − |~y − ~σ|2 − r2 − ε2) dpσ,
where ~σ = (σ1, · · · , σp−1), and similarly for ~y, and r = √rara. Integrating over σ0, and
shifting ~σ → ~σ + ~y, one obtains,
Iε =
1
4πN+1
(
− d
dε2
)N ∫
dp−1σ√|~σ|2 + r2 + ε2
=
1
4πN+1
1
2
· 3
2
· · · 2N − 1
2
∫
dp−1σ
(|~σ|2 + r2 + ε2)N+1/2 . (9.2)
For n = D − p > 2 the integral in (9.2) converges, and it is elementary,
Iε =
Γ
(
n
2
− 1)
4πn/2 (r2 + ε2)n/2−1
. (9.3)
For n = 2 an infrared cut–off, say Λ, for the integration variable ~σ in (9.2) is required, due
to the infinite extension of the brane 9. Correspondingly we replace in (9.2)
∫
dp−1σ →
9No cut–off is needed, instead, if one computes directly the field F
µ1···µp+1
ε , since in that case one
needs the derivative w.r.t. ra of (9.2).
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∫
|~σ|<Λ
dp−1σ. Sending Λ to ∞ one obtains then,
Iε → − 1
4π
ln
r2 + ε2
Λ2
+ c+ o
(
1
Λ
)
, (9.4)
where c is a constant. With (9.3), (9.4), and taking into account that for generic flat
coordinates r2 = xµxνQµν , (3.11) becomes (3.12).
9.2 Odd dimensions: D = 2N + 3
In odd dimensions the integral (9.1) becomes,
Iε =
1
2πN+1
(
− d
dε2
)N ∫
H
(
x0 − U0i σi
) H((x− U · σ)2 − ε2)√
(x− U · σ)2 − ε2 d
pσ,
or, in static coordinates, and shifting σi → σi + yi,
Iε =
1
2πN+1
(
− d
dε2
)N ∫
H
(−σ0) H ((σ0)2 − |~σ|2 − r2 − ε2)√
(σ0)2 − |~σ|2 − r2 − ε2 d
pσ. (9.5)
To parallel the computation for even D we cut–off the integral over σ0, say, requiring
σ0 > −L, perform then one derivative w.r.t. ε2, send then L → ∞, perform then the
remaining N − 1 derivatives w.r.t. ε2, and perform eventually the integration over ~σ.
Restricting in (9.5) σ0 > −L and sending then σ0 → −σ0, one obtains,
Iε =
1
2πN+1
(
− d
dε2
)N ∫
dp−1σ
∫ L
√
|~σ|2+r2+ε2
dσ0√
(σ0)2 − |~σ|2 − r2 − ε2
=
1
2πN+1
(
− d
dε2
)N ∫
dp−1σ arccosh
(
L√|~σ|2 + r2 + ε2
)
. (9.6)
Since,
− d
dε2
arccosh
(
L√|~σ|2 + r2 + ε2
)
=
L
2(|~σ|2 + r2 + ε2)√L2 − |~σ|2 − r2 − ε2
→ 1
2(|~σ|2 + r2 + ε2) , for L→∞,
(9.6) becomes,
Iε =
1
4πN+1
(
− d
dε2
)N−1 ∫
dp−1σ
|~σ|2 + r2 + ε2 .
The remaining derivatives and integrals are now elementary as in (9.2) – for n = 2 one
needs again an infrared cut–off Λ – and the final result is again (9.3), (9.4), with n = D−p.
Also in odd space–time dimensions the regularized potential is therefore given by (3.12).
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10 Appendix B: technical details of section 6
10.1 Determination of the divergent counterterm
In this section we derive the general expression (6.1) for the divergent counterterm Θ̂µνε .
Since Θ̂µνε is – by definition – the divergent part of the tensor Θ
µν
ε in (3.14), its determi-
nation requires the evaluation of the divergent part of,(
QµαQνβ xαxβ
(Qαβ xαxβ + ε2)
n
)
DIV
. (10.1)
Since in this expression only the orthogonally projected coordinates Qµνxν appear, it is
sufficient to go to static coordinates (r2 = Qαβ x
αxβ), and to determine the divergent part
of, (
rarb
(r2 + ε2)n
)
DIV
. (10.2)
To extract from this expression the divergent part one must apply it to a test function
ϕ(~r), and isolate the divergences as ε→ 0. We proceed as in (4.4), (4.5), sending ~r → ε~r
and expanding ϕ(ε~r) in Taylor series. We consider separately the cases of n even and
odd.
1) n odd. In this case we have,(
rarb
(r2 + ε2)n
)
(ϕ) =
∫
rarbϕ(~r)
(r2 + ε2)n
dnr (10.3)
=
1
εn−2
n−3∑
j=0
εj
j!
(∫
rarb
(r2 + 1)n
ra1 · · · raj dnr
)
∂a1 · · ·∂ajϕ(0) (10.4)
+(terms that converge for ε→ 0).
Due to symmetric integration only even values of j contribute in the sum, and hence only
odd poles 1/ε2m+1 appear. In particular no logarithmic divergence ∼ ln ε shows up. The
integrals over dnr are elementary. Going to polar coordinates ra = r na, dnr = rn−1dr dΩn,
nana = 1, it is sufficient to remember the standard integrals,∫
dΩn (n
a1 · · ·na2j ) = Ωn 1 · 3 · · · (2j − 1)
n(n + 2) · · · (n+ 2j − 2) δ
(a1a2 · · · δa2j−1 a2j), (10.5)
and, ∫ ∞
0
rMdr
(r2 + 1)N
=
1
2
Γ
(
M+1
2
)
Γ
(
N − M+1
2
)
Γ(N)
. (10.6)
Working out the combinatorics, the divergent part of (10.4) becomes,(
rarb
(r2 + ε2)n
)
DIV
(ϕ) =
n−3∑
j=0
′ (−)j/2Ajn
(
δab (∇2)j/2 + j ∂a∂b (∇2)j/2−1)ϕ(0), (10.7)
where the coefficients Ajn are those in (6.2) (for j < n− 2), ∇2 = ∂a∂a, and the “prime”
indicates that the sum is only over even j.
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2) n even. If n is even the procedure is exactly the same, but now in (10.4) we must
keep also the term with j = n − 2, that gives rise to a logarithmic divergence. For this
term, before performing the rescaling ~r → ε~r one must divide the integration region over
~r into, say, 0 < r < 1 and r > 1. The integral over r > 1 converges as ε → 0, while the
one over 0 < r < 1, after rescaling goes over to the region 0 < r < 1/ε. As ε → 0 a
logarithmic divergence arises then, coming from large values of r. Instead of proceeding
in (10.4) in this way, it can be seen that the correct divergence can also be obtained by
considering the analytic continuation of Ajn with j < n − 2 in (6.2), and performing its
expansion around j = n− 2. One needs thus the expansion,
Γ
(
n−j
2
− 1)
εn−j−2
=
2
n− j − 2 + γ − 2 ln ε+ o(n− j − 2) → −2 ln ε+ constant,
where γ is Euler’s constant. With this replacement from (6.2) we obtain then,
Ajn
∣∣
j→n−2
→ (−)
n/2 πn/2
2n−2 Γ(n)Γ
(
n
2
) · ln ε+ constant, (10.8)
that reproduces An−2n in (6.2).
We can thus take as general result the expression (10.7), but with the sum extended
up to j = n − 2, and with the understanding that An−2n is given by the r.h.s. of (10.8).
Turning to abstract notation (10.7) translates then into,(
rarb
(r2 + ε2)n
)
DIV
=
n−2∑
j=0
′ (−)j/2Ajn
(
δab (∇2)j/2 + j ∂a∂b (∇2)j/2−1) δn(~r). (10.9)
In generic flat coordinates, since on δn(~r) we have −∇2δn = ✷ δn, (10.9) reads,(
QµαQνβ xαxβ
(Qαβ xαxβ + ε2)
n
)
DIV
=
n−2∑
j=0
′Ajn
(
Qµν ✷j/2 − j ∂µ∂ν ✷j/2−1) δn. (10.10)
Applying (10.10) to the various terms of (3.14) it is straightforward to obtain (6.1).
10.2 Evaluation of a limit
In this section we determine the limit,
Lim ε→0Fε, (10.11)
where the distributions Fε are given in (6.9),
Fε = − ε
2
2(Qαβxαxβ + ε2)n
+
1
2
n−2∑
j=0
′ (n− j − 2)Ajn✷j/2 δn. (10.12)
Notice that in the sum the term with j = n − 2 drops out. The determination of the
distributional limit (10.11) requires to compute the ordinary limits limε→0Fε(ϕ). Since in
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the second term in (10.12) the ε–dependence is already explicit, see (6.2), it is sufficient
to concentrate on the first term. Proceeding as for (10.3) and using static coordinates we
obtain, (
ε2
(Qαβxαxβ + ε2)
n
)
(ϕ) = ε2
∫
ϕ(~r) dnr
(r2 + ε2)n
=
1
εn−2
n−2∑
j=0
′ ε
j
j!
(∫
1
(r2 + 1)n
ra1 · · · raj dnr
)
∂a1 · · ·∂ajϕ(0) + o(ε).
Using (10.5), (10.6) to evaluate the integrals, one gets,(
ε2
(Qαβxαxβ + ε2)
n
)
(ϕ) =
n−2∑
j=0
′Bjn✷
j/2 ϕ(0) + o(ε), (10.13)
where,
Bjn =
(−)j/2 πn/2 Γ (n−j
2
)
2j Γ(n) Γ
(
j
2
+ 1
) · 1
εn−j−2
. (10.14)
With (10.13) from (10.12) we obtain,
Fε(ϕ) = 1
2
n−2∑
j=0
′
[
(n− j − 2)Ajn − Bjn
]
✷
j/2 ϕ(0) + o(ε). (10.15)
Comparing (10.14) with (6.2) we see that we have,
(n− j − 2)Ajn = Bjn, for 0 ≤ j < n− 2,
while for j = n− 2 this equality does not hold. Therefore, only the term with j = n− 2
survives in the sum (10.15). On the other hand, this term is there only for even n. (10.15)
gives thus,
Lim ε→0Fε = −1
2
Bn−2n ✷
n/2−1 δn =
(−)n/2 πn/2
2n−1 Γ(n) Γ
(
n
2
) ✷n/2−1 δn, for n even, (10.16)
while for n odd Lim ε→0Fε = 0. Using these results in (6.8) one obtains (6.10).
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