Abstract-To assess the utility of laser altimetry for studies in dynamical oceanography, we present a comparison of the Shuttle Laser Altimeter (SLA)-01 and the TOPEX/POSEIDON (T/P) radar altimeter on global and regional scales. We compare all 1.1 million SLA-01 range measurements over the oceans to the CSRMSS95 gridded mean sea surface model and find the overall root mean square (RMS) difference to be 2.33 m. The misfit was improved significantly by removing the mean and trend from individual SLA-01 profiles, often resulting in RMS differences less than 1 m. We also show that in regions where sea surface height varies dramatically over relatively short horizontal scales such as across major subduction zones, SLA-01 was capable of resolving rapid changes in sea surface height. Finally, we examine a number of coastal zones and illustrate SLA-01's ability to track continuously across the land-sea interface, even in regions of dramatic coastal topography.
I. INTRODUCTION
O CEAN topography represents a critical component to our understanding of the oceans and provides important information regarding the coupling between the oceans, atmosphere, and solid Earth. To first order, sea surface height (SSH) is controlled by the Earth's gravitational field [1] . The marine geoid represents the gravitational equipotential surface at which the sea surface would be located if the Earth were at rest. However, effects such as the Earth's rotation, lunar and solar tides, wind patterns, and ocean currents cause actual sea surface to vary slightly from the geoid. These variations correspond to dynamic topography and have maximum amplitudes of 1-2 m [2] . Publisher Item Identifier S 0196-2892(00)04132-2.
Knowledge of ocean topography is essential in the study of various oceanographic and geophysical problems, including global ocean circulation patterns, the Earth's gravitational field, marine crustal structure, and global sea level change. To date, most remote measurements of ocean topography have employed microwave techniques such as radar altimeters, scatterometers, and synthetic aperture systems. Early calculations of mean sea surface using data from GEOS-3 and SEASAT achieved meter-scale vertical accuracy with a minimum horizontal resolution of 25 km [3] . More recently, high resolution data (5-10 km along-track and as little as 2 km across-track) have been obtained from the Geosat Geodetic Mission, with additional high quality but lower resolution observations derived from the Geosat Exact Repeat Mission and the ERS-1 mission [4] . TOPEX/POSEIDON (T/P) observations are the most precise to date [5] , with an accuracy of 3-4 cm [6] . However, due to the desire to achieve 10-day temporal repetition, T/P has low across-track resolution (316 km at the equator [5] ).
While radar systems provide very high accuracy measurements of sea surface topography over the open ocean, it has been shown that once land is present within the altimeter's footprint, SSH measurements may become contaminated [7] . Recent studies of TOPEX data in the Pacific found SSH measurements to be affected up to 15 km from the coast as the altimeter approaches the shoreline and up to 35 km as the altimeter recedes from the shoreline [8] . Furthermore, ground-track separation often precludes the interpretation of radar data up to 100 km from the coastline. In a recent study, Strub and James [9] showed that TOPEX and ERS-1 altimetry data alone were insufficient to detect eddies and boundary currents off the coasts of California, South Africa, and Chile. Rather, it was necessary to incorporate sea surface temperature (SST) and tide gauge data with the altimetry measurements before these features could be resolved.
Although coastal zones represent those areas least accessible to modern radar altimetry systems, they also represent some of the Earth's most intriguing scientific regions. Coastal zones contain many diverse ecosystems, including some that directly involve humans and are affected by human activity. In addition, coastal areas are especially sensitive to climate variability and other complex interactions within the continent-ocean transition. Characterization of near-shore currents and eddies is critical because these phenomena provide temporal and spatial estimates of the energy available in the coastal system to drive sedimentological and biological processes.
In this study, we examine the utility of orbital laser altimetry for coastal studies of ocean topography. In particular, we compare data collected by the Shuttle Laser Altimeter (SLA)-01 Fig. 1 . Schematic diagram of a laser altimeter ranging to the ocean surface assuming a slight off-nadir incidence. The variable z represents the range from the satellite to the sea surface, which must be differenced with the altimeter's orbital altitude in order to calculate ocean topography. The parameter 2 is the divergence of the transmitted laser signal, which typically results in a footprint size of 100 m for SLA-01.
with the University of Texas, Austin, Center for Space Research gridded mean sea surface (CSRMSS95) over the open oceans and with time-averaged T/P measurements of SSH in coastal regions in order to evaluate the quality and resolution of the SLA-01 data set. Laser altimetry is an Earth-observing technology whose application to coastal studies in physical oceanography has not been previously assessed. The short wavelength of the laser's optical radiation (1064 nm) and its ability to emit a narrow collimated beam, enable focused, high-resolution measurements to be made from a single laser pulse. Thus, by their nature, laser measurements are not corrupted by the land-sea transition and allow geodetically referenced measurement of the sea surface near the coast.
II. TECHNICAL BACKGROUND

A. Recovering Sea Surface from Laser Ranging
Laser altimeters determine range by measuring the roundtrip travel time of a pulse of electromagnetic radiation to and from the surface of interest. The transmitted pulse, generated by an instrument aboard an airborne or spaceborne platform, is backscattered from the incident surface, and a fraction of the reflected energy is received at the system telescope ( Fig. 1) . Optical scattering and absorption at the surface cause the received pulse to be spread in time and reduced in energy compared to the transmitted pulse (Fig. 2) . The range to the surface is determined from the two-way travel time by
where is the speed of light in a vacuum. Commonly, the arrival time of the reflected pulse is defined by the time at which the number of photons accumulated on the detector exceeds a specified threshold. This is known as leading edge detection and was used in the SLA-01 system. To determine topographic elevations from orbital laser range data, it is necessary to compute precise spacecraft orbits, which are subtracted from range profiles to yield relative surface eleva- Fig. 2 . Schematic diagram of the laser ranging process, illustrating the time of flight measurement of a single outgoing laser pulse with a specified transmitted power P and width w . The received pulse is characterized by a reduction in peak power P and an increase in pulse width w due to interaction with the reflecting surface. The roundtrip travel time of the pulse to the surface is defined when the number of photons accumulated on the altimeter detector exceeds a specified detection threshold T . Figure adapted from Bufton [34] .
tions. Elevations derived from the ranges are in a center-of-mass reference frame, most commonly referenced to the ellipsoid. SLA-01 precision orbits were computed using NASA Goddard Space Flight Center's, Greenbelt, MD, GEODYN/SOLVE orbit analysis programs [10] , which numerically integrate the spacecraft state and force model partial derivatives using a high order predictor-corrector model.
The absolute accuracy of the derived elevations is generally dominated by radial orbit error and range walk (i.e., shifting of the received pulse's leading edge due to spreading associated with surface scattering). Smaller magnitude errors include instrument (clock) error, spacecraft pointing and jitter, and footprint-scale surface roughness of the incident surface [11] .
One major difference between laser and radar altimetry is the effect of wave height on the SSH measurements. Radar altimeters utilize a pulse-limited geometry, in which a relatively wide beam with short pulses is incident on the sea surface [12] . This method requires that multiple pulses be averaged in order to obtain a single SSH estimate. As the roughness of the sea surface increases, the radar footprint grows in order to maintain constant range accuracy at the expense of along-track resolution. In contrast, laser altimeters are capable of obtaining useful information from each individual range measurement. Rougher sea states will result in broader return waveforms, which may result in range walk in leading edge detection systems [13] . However, the information in the waveform provides both an estimate of the wave height and the ability to correct for range walk in rougher sea states.
B. Shuttle Laser Altimeter (SLA-01) Mission
The SLA-01 mission was conducted during the flight of the Space Shuttle Endeavor (STS-72) during January, 1996 [14] . The instrument was positioned in the shuttle cargo bay and directed approximately three million laser pulses at the surface of Earth with the instrument in a nadir-pointing orientation and firing at 10 Hz. Of the total pulses, 37% were backscattered from the ocean surface in a limited latitude band of 28.5 . Each individual observation includes the time-tagged roundtrip travel time of the laser pulse to the surface and the digitized waveform of the returned pulse. The SLA-01 range measurements were obtained during five 9 h and one 10 h observation arcs. The arcs generally spanned "quiet" periods aboard the shuttle (i.e., periods in which there were no attitude changes or orbital maneuvers). During the first four observation arcs, measurements were obtained when the shuttle's roll, pitch, and yaw were controlled to 1 . However, during the final two arcs, the shuttle was controlled within a 0.1 attitude "dead-band." Although the two 0.1 dead-band arcs require more attitude-hold thrusting, which increases the error in the orbit estimation, these periods were desired in order to keep the instrument as near to nadir-pointing as possible [15] . Pointing errors were corrected using the measured attitude quaternions from the shuttle's star trackers [16] , allowing the shuttle's attitude to be determined in an inertial reference frame.
SLA-01 obtained range profiles consisting of one 100-m diameter pulse every 740 m along-track, with a vertical resolution of 0.75 m [14] . Across-track resolution varied, as shown by the plot of orbit tracks in Fig. 3 . Recovery of valid sea surface heights was limited in certain areas due to cloud cover. Thus, before analyzing the range data from the oceans, it was necessary to remove the cloud-corrupted returns. Most returned waveforms were saturated because the system outperformed prelaunch signal-to-noise estimates, and no hardware provisions had been made to facilitate calibration [J. B. Blair, personal communication, 1997]. However, in certain regions, unsaturated ocean waveforms were obtained [16] .
The goal of meter-scale ranging accuracy for SLA-01 called for a significant improvement in orbit determination over the nominal 90-m radial error budget for the shuttle. For this reason, orbit determination was accomplished via a TOPEX-tracking and data relay satellite (TDRS)-STS link [15] . Because tracking of the TDRS spacecraft is only accurate to 30-50 m, the TOPEX-TDRS-STS link was utilized in order to take advantage of the very precise tracking of TOPEX [16] . Based on orbital crossover analyses, Rowlands et al. [15] estimate the orbit error remaining after these corrections to be at the 1-m RMS level.
C. Data Analysis
Before the orbit-referenced SLA-01 range measurements could be compared to radar altimetry estimates of SSH, a number of additional corrections had to be made to the SLA-01 data. First, the dry troposphere correction was applied in order to account for the propagation delay due to the dry component of the atmosphere [17] . Second, the inverted barometer correction was used to correct the SLA-01 range measurements for atmospheric loading [18] . To be consistent with the corrections applied to the T/P data, the surface pressure data used in both the dry troposphere and inverted barometer corrections were acquired from the European Centre for Medium-Range Weather Forecasting, Reading, U.K., 6-h database. Finally, to compare SLA-01 with the radar altimetry data, the SLA-01 range measurements were corrected for ocean and load tides using the SR95.1 tide model (an updated version of that described by Schrama and Ray [19] ) and the pole tide via the method of Munk and MacDonald [20] .
III. RESULTS
A. Global Comparison of SLA-01 with the EGM96 Geoid
In order to make a first-order assessment of the quality of the SLA-01 data, the SLA-01 SSH measurements were compared to the marine geoid. The best current geoid estimate comes from the Earth Gravity Model '96 (EGM96), a joint global gravitational field model solution produced by the Goddard Space Flight Center, the National Imagery and Mapping Agency, St. Louis, MO, and the Ohio State University, Columbus, [21] . At each SLA-01 data point located a distance greater than 100 km from the coastline, the SLA-01 range measurement was compared to the interpolated EGM96 geoid height. To remove outliers and SLA-01 ranges corrupted by cloud cover, SLA-01 data points that deviated from the geoid by more than 10 m were eliminated from the comparison. The overall RMS difference between the SLA-01 data set and the EGM96 geoid is 2.49 m. The RMS difference during each of the six observation arcs ranged from 2.20-3.17 m, with the smallest differences occurring during the two 0.1 dead-band arcs (see Table I ). This result illustrates the improvement in ranging accuracy that results from reducing the pointing error associated with the attitude of the shuttle from 1 to 0.1 .
Although comparing the SLA-01 data to the marine geoid neglects any effects due to dynamic topography, this analysis does provide a rough estimate of the quality of the SLA-01 data set. In addition, by examining local regions where the geoid varies significantly over a short horizontal distance, it is possible to assess the ability of SLA-01 to resolve rapid changes in sea surface height. One area of particular interest is along the Bonin Arc, southeast of Japan. In this region, the geoid is depressed directly over the subduction zone but has a local high situated over the arc. Thus, along a profile running perpendicular to the Bonin arc, geoid height can vary up to 25 m over a horizontal distance of only 125 km. This high-low couple is a characteristic feature of many subduction zones and results from the combined effects of the topographic depression of the trench and the mass anomaly associated with the subducting slab [22] . Fig. 4 shows nine SLA-01 profiles extending across the Bonin Arc. Although several of the profiles contain only a sparse number of range measurements due to cloud cover in the region, the successful ranges to the sea surface illustrate that SLA-01 is clearly capable of resolving these high amplitude, short wavelength geoid variations. The profiles shown in Fig. 4 also illustrate a number of the important characteristics of the SLA-01 data set. The spread in the SLA-01 data along each profile is the result of the clock error inherent in the system. The time-interval unit (TIU) of SLA-01 allows the roundtrip travel time of each laser pulse to be measured with a resolution of 5 nsec or 0.75 m [16] . Because clock error represents a random process, smoothing is a valid method for removing much of the noise associated with the TIU uncertainty. To determine the appropriate interval for smoothing, we examined the power spectra of SLA-01 profiles extending across the Pacific and Atlantic Ocean basins. The power in the SLA-01 data typically drops to white-noise around a frequency of 1 Hz, implying that along-track SLA-01 can resolve features on a spatial scale of 7.5 km. Thus, any smoothing of the SLA-01 data set should reflect this result. Throughout this study, we perform no smoothing in order to characterize the quality of the raw SLA-01 data. However, we note that smoothing of the SLA-01 data will result in a reduced RMS difference with the radar-derived SSH estimates.
A second important characteristic of the SLA-01 data set is the presence of periods during which the SLA-01 range measurements fall into a banded pattern. During these periods, the range measurements are organized in linear patterns as opposed to appearing randomly distributed. An excellent example of this can be seen in the second and third southernmost profiles in Fig. 4 . The cause of these periods is a combination of the TIU error associated with SLA-01 and the nonconstant orbital altitude of the shuttle. Because the timing precision of SLA-01 is 1.5 m, the range measurements fall into individual bins as the shuttle drifts relative to the center of the Earth. Thus, the raw range measurements will resemble a step function with 1.5-m step heights, which will then appear to be tipped to one side once the orbital corrections are applied (see Fig. 5 ). The net result of this effect is that during periods when the shuttle is moving away from the Earth, linear patterns will develop aligned up and to the west, and at times when the shuttle is moving toward the Earth, these patterns will be aligned up and to the east.
B. Global Comparison of SLA-01 to Mean Sea Surface
To account for the effects of dynamic topography in our evaluation of the SLA-01 data set, we next analyzed the SLA-01 range measurements with respect to radar altimetry estimates of mean sea surface height. Studies that analyze multiple sets of track-line geophysical data often examine only the crossing points of the tracks to eliminate the problem of interpolating one of the data sets at each analysis point. However, because of the inherent differences between laser and radar systems, the use of crossover analyses is not practical when comparing the SLA-01 and T/P data sets. Coherent fading requires that radar systems use pulse averaging to obtain individual measurements of SSH [12] , with the incident beam covering a relatively broad surface area. In contrast, for a laser altimeter, the laser wavelength, the Fig. 4 . SLA-01 profiles across the Bonin arc south of Japan. The upper frame shows the location of the profiles superimposed on the EGM96 geoid height, while the lower frame illustrates the altimeter profiles (stacked north-to-south from top-to-bottom). Note the ability of SLA-01 to accurately resolve the rapid changes in SSH across the arc. The "resonance patterns" observed in several of the profiles are the result of TIU error associated with SLA-01 and the nonuniform orbital altitude of the shuttle. diameter of the transmitted beam on the reflecting surface, and the diameter of the receiving telescope are all different, and so coherent fading or speckle does not induce significant noise on individual returned pulses [23] . Thus, valid measurements are obtained from single shots. In addition, the area over which energy is incident on the sea surface is different for both SLA-01 and T/P. SLA-01 has a footprint size of 100 m compared to the 7-km average footprint of T/P [1] . Therefore, a single laser measurement may be influenced by individual waves or swells, while radar systems assume that on the scale of the footprint size, these features will be averaged out.
For these reasons, we compare the SLA-01 data to the CSRMSS95 gridded mean sea surface [M.-C. Kim, personal communication, 1999]. The CSRMSS95 model combines two years of TOPEX data, two years of Geosat (exact repeat mission), 1.7 years of ERS 1 35-day data, and two cycles of ERS 1 168-day data onto a 0.5 0.5 grid and represents a high resolution model of all available radar altimetry data. Although we realize that this method ignores any variations in ocean topography during the SLA-01 mission, on average, these variations will be much less than the 1.5-m precision of SLA-01, and thus should not affect the conclusions of this study. The overall RMS difference between the SLA-01 and the CSRMSS95 mean sea surface is 2.33 m. Table I shows the RMS difference between the SLA-01 and the CSRMSS95 model for each of the six observation arcs. Similar to the results of the geoid analysis, the differences between the SLA-01 and the CSRMSS95 model for the two 0.1 deadband arcs are smaller than the differences for those arcs in a 1 deadband.
In addition to the global analysis, profiles across the Atlantic and Pacific Ocean basins were extracted during each arc and analyzed individually (e.g., Fig. 6 ). To improve the agreement between the SLA-01 and CSRMSS95 model, we removed the mean and trend from the residuals along each profile. This correction served mainly to reduce any orbital error remaining in the SLA-01 data, but also improved misfits associated with temporal and spatial sampling. The Pacific profiles were also filtered in order to remove frequencies /rev in the residuals. This correction was applied in order to remove an anomalous 3/rev signal observed in many of the residuals. We believe that this signal may represent uncorrected orbit error, possibly caused by an error in the degree 3 (or 6) term of the EGM96 gravity model [D.E. Smith, personal communication, 1998 ]. No filtering was performed on the Atlantic profiles because none of these tracks contained a sufficient number of data points to apply filters with a satisfactorily sharp band cutoff. The final results of the profile analysis are given in Table II . Notice the significant decrease in the RMS residuals once the mean and trend have been removed and also once the profiles across the Pacific have been filtered. Table III shows a comparison of the SLA-01 profiles versus the EGM96 geoid. The RMS residuals are larger than for the comparison with the CSRMSS95 model, illustrating the effect of dynamic topography being included in the CSRMSS95 mean sea surface, but not in the EGM96 geoid. However, the RMS residuals after removing the mean and trend from the SLA-01 profiles are quite similar to the CSRMSS95 comparison. This may reflect the fact that by removing the long-wavelength variations from the SLA-01 data, we have also removed the dynamic topography signal from our data. This illustrates the difficulty in separating the uncorrected orbital error remaining in the SLA-01 data with long wavelength dynamic topography.
One important feature that can be observed along many of the SLA-01 profiles are short wavelength, but high amplitude deviations from the CSRMSS95 mean sea surface (e.g., 140-145 E along Profile A in Fig. 6 ). These features typically occur in areas where the mean sea surface varies rapidly over a relatively small horizontal distance and thus, are not resolved in the 0.5 0.5 CSRMSS95 model. In an attempt to illustrate that these deviations are not a limitation of the SLA-01 system, and to show the quality of the along-track laser data on a regional scale, we compare the SLA-01 data to time-averaged along-track T/P SSH data [24] using multiresolution optimal interpolation.
C. Multiresolution Optimal Interpolation Analysis
The multiresolution estimation framework used for analyzing the T/P data in this study was developed by Fieguth et al. [25] . Multiresolution optimal interpolation (or multiscale estimation) offers a number of advantages for interpolating irregularly-sampled geophysical data sets. First, the complexity of multiscale estimation scales linearly with size and thus is very computationally efficient. Second, this algorithm provides interpolation estimates at various spatial scales. Finally, the multiscale scheme provides error estimates, which can be used to evaluate the significance of observed SSH anomalies [25] . See Fieguth et al. [25] and Fieguth [26] for a complete description of the multiscale model. The inability to accurately define the multiscale model parameters over large spatial scales prevents the use of this estimation scheme on a global scale [26] . However, Fig. 7 illustrates the utility of the multiscale method when comparing SLA-01 and T/P data on a regional basis. Along the coast of Chile, the subducting Nazca Plate causes a downward deflection in the geoid extending parallel to the coastline [see Fig. 7(a) ]. Due to the poor across-track resolution of T/P in this region, the downward deflection of the geoid cannot be resolved using minimum curvature interpolation [27] of the T/P SSH data [ Fig. 7(b) ]. Similarly, the multiscale estimation scheme does not resolve the geoid variations. However, it does provide an estimate of where the interpolated T/P values may be in error [ Fig. 7(c) ]. This error estimation is critical because it allows a comparison to be made between the SLA-01 and T/P data specifically in those regions where the interpolation error is low.
The importance of the multiscale estimation scheme becomes apparent when examining profiles of SLA-01 data across the region. The SLA-01 data compares extremely well with the geoid along the entire length of each profile, and fairly well with the T/P data west of 285 W (see Fig. 7 ). On the other hand, in the regions above the downward deflected geoid, the SLA-01 and interpolated T/P data diverge dramatically. By using multiscale interpolation and only examining those points for which the estimated interpolation error is less than one standard error (0.25 m), the RMS difference between the SLA-01 and T/P data drops from 1.51 m RMS to 0.90 m RMS for all the profiles across the region. The results of the three separate comparisons for the entire region and the four profiles shown in Fig. 7 are given in Table IV .
While the multiscale estimation scheme provides a useful method for comparing the SLA-01 and T/P data sets, the differences between the multiscale and minimum curvature estimates of the T/P data are somewhat troubling. Although these discrepancies may represent true SSH features that have been smoothed out of the minimum curvature estimate, it is also possible that these discrepancies represent an error in the multiscale result. The multiscale scheme described by Fieguth [26] requires isotropy in the system being examined (a fact that is clearly not true for SSH in the Chilean region). However, while further analysis would be necessary to determine the validity of the multiscale estimate in this region, the key point for this study is the close agreement between the SLA-01 and T/P data sets in areas where the interpolation error associated with T/P is low.
D. Analysis of SLA-01 Data in Coastal Regions
To analyze the quality of the SLA-01 data across the landsea transition, we examine profiles from various coastal zones. Fig. 8 shows two representative SLA-01 profiles across the Fig. 7 . Analysis of the SLA-01 data versus EGM96 geoid height and time-averaged T/P data for the region offshore of Chile: (a) EGM96 geoid height. Black lines represent SLA-01 ground tracks, while white lines illustrate T/P coverage. Location of profiles shown in lower frame are depicted with thick red lines (b) T/P data interpolated using minimum curvature and (c) T/P data interpolated using multiscale optimal interpolation. White contour lines denote one standard error in the interpolation scheme. The lower frame illustrates four representative altimeter profiles across the Chilean region. The SLA-01 data is shown in black, the EGM96 geoid estimate in blue, and the T/P data in red (thin for minimum curvature estimate and thick for multiscale estimate). The multiscale estimate is only shown in those regions where the error estimate is less than one standard error. Notice the ability of SLA-01 to accurately resolve the geoid depression over the Chile-Peru trench.
land-sea interface, one across the Chilean coast and one across the Red Sea. Along each of these profiles, we compare SLA-01 measurements to the EGM96 geoid over the oceans and the National Geophysical Data Center's TerrainBase elevations over the land. The region off the coast of Chile represents a particularly good area for this analysis because of the rapid geoid variations across the coastal zone and the dramatic topography of the Andes immediately adjacent to the coastline.
These profiles illustrate SLA-01's ability to continuously track across the land-sea transition with no increase in the spread of the range measurements as SLA-01 approaches the coastline. The profile across the Red Sea is of particular importance because it shows that there is no significant time lag before SLA-01 regains "lock" on the sea surface as it makes the transition from measurements over land to measurements over the sea surface.
IV. DISCUSSION
The results of this study show that after the removal of biases and long-wavelength discrepancies, the SLA-01 data set is capable of resolving SSH at the 1-m RMS level. While this result might seem disappointing in comparison to the 3-4 cm T/P accuracy, the overall implications of this study are extremely encouraging. Early radar altimeters such as GEOS-3 and SEASAT provided measurements of mean sea surface with only meterscale vertical accuracy [3] . Moreover, performance tests of early radar systems were generally performed with respect to geoid height. Chapman and Talwani [22] compared geoid height as measured by GEOS-3 with the best available 1 1 gravimetric geoids in the North Atlantic, Northwest Pacific, and Indian Oceans. They found that after the removal of long-wavelength discrepancies, the agreement between the altimetric and gravimetric geoids was between 1.7 and 2.7 m RMS.
Furthermore, the resolution of early radar systems was often evaluated based on their ability to resolve rapid variations in geoid height in regions such as subduction zones [22] and island arcs [28] . The results of this study clearly show that SLA-01 is also capable of resolving changes in geoid height on small spatial scales (Figs. 4 and 7) . Moreover, the slight deviations between the SLA-01 and EGM96 geoid heights across the PeruChile trench (see profiles in Fig. 7) suggest that SLA-01 is actually detecting geoid features that cannot be resolved in the 360 360 spherical harmonic EGM96 geoid model. Thus, for regional gravity studies, particularly in those areas where SLA-01 ground-track coverage is dense, it may be beneficial to incorporate SLA-01 or other laser altimetry with traditional sources of gravimetric data in order to generate more accurate geoid models.
The most significant implication of this study for applications to coastal studies of physical oceanography is the ability of SLA-01 to track across the land-sea interface with no loss of resolution or signal strength. This achievement represents a significant innovation over all current microwave systems. The ability of SLA-01 to emit a narrow collimated beam allows the laser to cross the ocean-continent transition with no signal corruption. Moreover, unlike microwave systems, which may require 30-40 km to regain lock on the sea surface after passing across large land masses, lasers immediately return valid measurements regardless of the roughness of the adjacent topography (see Fig. 8 ).
However, while laser systems clearly represent a promising tool for high resolution studies of ocean topography, the system constraints associated SLA-01 ultimately limit its capability to resolve dynamic topography. At long wavelengths, the shuttle's 1-m orbital uncertainty makes it extremely difficult to distinguish between 1000-km SSH anomalies and drift due to uncorrected orbital error. At shorter wavelengths, the 1.5-m TIU error eliminates the possibility of using SLA-01 to resolve eddy-scale dynamic topography, which typically have amplitudes of 50 cm [29] . In addition, the lack of unsaturated waveforms makes it difficult to evaluate the effect of wave height on the SSH measurements. Gardner [13] has shown that rougher sea states will result in broader return waveforms, which can cause range walk in the SSH estimates. Moreover, even if enough unsaturated waveforms were available, the amplitude of the TIU error would make it hard to distinguish between timing error and range walk associated with pulse broadening.
However, while these constraints prohibit the use of the SLA-01 data set for studies of dynamic topography, they do not represent fundamental limitations to laser altimetry systems. For laser altimetry to equal the accuracy of current radar altimetry systems, it is necessary to obtain SSH measurements with an accuracy of 3-4 cm over an along-track distance of 7000 km. If typical ocean waves have an RMS height variation of 1 m over wavelengths of several hundred meters, then the inherent accuracy of the mean sea surface measured by each laser shot would be 1 m. Assuming future laser altimeters have footprints smaller than the wavelength of ocean waves and are capable of obtaining range measurements with 1 cm accuracy, then in order to achieve the desired accuracy (with a footprint spacing similar to SLA-01) it would be necessary to increase the pulse rate from 10-1000 Hz. While these repetition rates are at the limit of current laser technology, a 500 Hz laser system has been designed and tested by Blair et al. [30] and 2000 Hz systems are currently in the development process [31] . Thus, it appears that the future laser mission will provide an excellent opportunity for further studies of ocean topography.
Two upcoming laser missions are expected to provide continuous, high-precision range measurements over the global oceans. The first of these missions, the vegetation canopy lidar (VCL), is scheduled for launch in 2000 and has the primary goal of monitoring global vegetation density and the secondary goal of returning a global data set of topographic spot heights and transects [32] . VCL will consist of five laser altimeters, which will make range measurements with an average footprint diameter of 25 m in a 65 latitude band.
The geoscience laser altimeter system (GLAS) is the second orbital laser altimeter currently in the design process and is scheduled for launch in 2001 [33] . GLAS is designed as a 15-year, three-satellite mission to monitor the global ice volume of the polar caps. GLAS will have a near polar orbit and has a preliminary error budget calling for 10-cm orbital accuracy and 10-cm ranging precision. Although neither VCL nor GLAS were specifically designed to measure ocean topography, both missions offer excellent opportunities for high accuracy SSH studies. The error budgets associated with both VCL and GLAS represent an order of magnitude increase in precision over SLA-01, and because both instruments will fly aboard fixed orbiting platforms, long term studies of ocean topography and the marine gravity field will be possible.
V. CONCLUSIONS
While it is clear that orbital microwave remote sensing techniques will remain the method of choice for long term, systematic mapping of ocean circulation, this study illustrates the value of laser altimetry as a supplementary tool for regional studies of ocean topography. The global RMS difference between SLA-01 and the CSRMSS95 mean sea surface is 2.33 m. This comparison is significantly improved by the removal of a mean and trend from individual SLA-01 profiles across the Atlantic and Pacific Ocean basins, resulting in differences at the 1-m RMS level. Most significantly, this study illustrates the ability of SLA-01 to track directly up to the land-sea interface with no degradation or loss of signal. This is particularly important because T/P has been shown to be unable to resolve SSH within tens of kilometers of the coastline.
Although the TIU error 0.75 m and orbital uncertainty (1 m RMS) preclude the estimation of dynamic topography from the SLA-01 data set, the overall results of this study strongly support continued research into the utility of laser altimeters for coastal studies of ocean topography. In particular, the upcoming VCL and GLAS missions, which will possess highly accurate laser altimeters and well-monitored ranging platforms, will allow centimeter-scale ranging precision and thus should provide an excellent opportunity for coastal studies of ocean topography. Dr. Zuber is a member of the AGU, DPS, and AAAS, and currently serves on the editorial board of Science.
