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CHAPTER 1 
INTRODUCTION AND BASIC FACTS 
During the past decade very powerful methods have been discovered 
which have led to a wealth of new results in the theory of empirical pro-
cesses. Many of these results concern the empirical process in a non-
standard setting. One such modern and very fruitful approach is based on 
the concept of a Vapnik-Cervononkis indexing class. Without giving com-
plete references, we mention Vapnik s íervonenkis (1971), Dudley (1978, 
1984), Alexander (1982, 1984b), Devroye (1982), Gaunssler (1983) and 
Pollard (1984). Another powerful approach, applicable for independent 
identically distributed (nd) random variables (rv's) , i.e. real valued 
random elements, is the method of strong and weak approximations. This 
approach is Tollowed in Komlds, Major & Tusnády {1975a)» Csorao & Révész 
(1981), Csorgö, Csórgö, Horváth & Mason (1986) and Mason & van Zwet (1985). 
Simultaneously various authors developed the theory of empirical processes 
along the classical lines, i.e. they used in com-rast to the approximation 
methodology a "direct approach", based on simple indexing sets. In this 
connection we cite Csáki (1977), Shorack & Wellner (1978, 1982, 1986), 
Wellner (1978), Stute (1982, 1984), Mason, Shorack & Wellner (1983) and 
Ruymgaart & Wellner (1984). For a review of the literature the reader is 
also referred to the survey paper by Gaenssler & Stute (1979). 
This monograph deals exclusively with the classical approach to the 
study of weighted empirical processes based on n d random vectors. As 
indexing sets we either use quadrants (points) or rectangles with sides 
parallel to the coordinate axes. A number of optimal results is obtained, 
concerning weak convergence and strong limit theorems. The theory 
developed here is more or less self-contained and uses only a limited 
number of known results. 
In order to be more explicit let us specify our setup and introduce 
2 
some notation. Throughout {x.} will denote a sequence of lid random 
vectors defined on a probability space (Ω, F, P) taking values in the unit 
square I , with I = [0,l], d £ W . (We will adopt two dimensional termi­
nology like "square" and "rectangle" although the dimension d € U is 
arbitrary but fixed.) The common, but arbitrary, distribution function 
(df) of the random vectors is denoted by F. We assume for convenience that 
the X. take their values in the open unit square (0,1) , so that in parti-
ri /ì 
cular {t £ I : F(t) > 0} с (0,1] . If we need to display the coordinates 
of t б К we write t = <t ,...,td> = <t.> and if t. = ξ for all 1 <_ j <_ d 
we simply write <ξ>. For s,t £ TR we define s <^  t to mean that s. <_ t. 
for all 1 < j < d; s < t means that s. < ί_, for all 1 < j < d and <s. л t.> 
- - D j - - 3 D 
is denoted by s л t. 
As indexing sets we will either use quadrants of the form 
[0,t ] χ ... χ [0,t ], t = <t.> € I , which are identified with the points 
t, or closed rectangles of the form [s.,t,] χ ... χ [s.,t.], s = <s.> < t = 
d 1 1 d d 3 -
<t.>, s,t с I , denoted by R(s,t) or simply R. The class of all these 
closed rectangles is denoted by R. Occasionally, we will also use the class 
R of all half-open rectangles (s.,t,] x ... x (s,,tj, s < t, s,t С I , as 
i l α α 
an indexing class. Without confusion the rectangles in this class will also 
be denoted by R(s,t) or R. 
The empirical distribution function at stage η € W , the usual esti-
mator of F for sample size n, is defined by 
(1.1) F (t) = - 0 {1 < i < η : Χ. < t}, t £ Id. 
η η
 — —
 1 — 
In order to keep our notation simple we use F and F to denote both the df 
and the corresponding probability measure; in the latter case we use {·} 
instead of (·), e.g. we write 
(1.2) FÍR} = P(X. С R), F {R} = - # {1 < i < η : Χ, € R}, R € В (or R). 
ι η η — — i 
The multivariate empirical process, indexed by points, is now defined by 
(1.3) uF(t) = η*(Ρ (t) - F(t)), t e ld, 
η η 
and the multivariate empirical process, indexed by rectangles, by 
(1.4) UF{R} = η*(Ρ {R} - F{R}), R e Й. 
3 
We will also use the notation in (1.4) for R 6 R. Mote that U (·) is tied 
d n d 
down at the lower boundary L. = {t € I : t. л ... л t = 0} of I and at 
d
 F 1 D 
its upper vertex <1>, meaning that U (t) = 0 if t £ L or t = <1>. This 
property follows from the fact that both F and F are 0 on L and 1 at <1>. 
L 2 - * 
. - в ' 
f · 
< ! • • 
d = 2 
η = 7 
F7(t) = 2/7 
F7{R} = 1/7 
We now present four fundamental results for U . The first three results 
concern the central limit theorem, the last the law of the iterated loga-
d 
rithm. These results will be presented for an arbitrary df F on I , rather 
than for a continuous one as is usually the case m the literature. For 
d € H let D. be the generalization to dimension d of the well-known space 
(d) 
D = DIO,!] and let A. be the σ-algebra on D. , generated by J, , the d d 1 
generalization to dimension d of Skorohod's J -topology on D. There exists 
a metric on D, which generates J, and makes D, a separable and complete 
α l d 
metric space. For a description of this space and metric see Neuhaus (1971). 
Finally let ρ denote the supremum metric on D, defined by 
d 
(1.5) p(f1,f2) = sup Ifjit) - f 2(t)| f f 1,f 2 e D d. 
FACT 1.1.Д. (See e.g. Neuhaus (1971).) 
F F (d) (1.6) U -»• и гп the J. -topology on D, as η 
η w 1 d 
where •*• denotes weak aonvergenae and и is a Gaussian process with 
(1.7) EUF(t) = 0 and E(UF(s)UF(t)) = F(s A t ) - F(s)F(t), s,t € Id. 
4 
F F 
Like the и , the limiting process и is tied down at the lower boundary 
L = {t € ld : t, л л t, = 0} of I and at its upper vertex <1>. 
d i d ρ 
Furthermore, if F is continuous, the sample paths of и are continuous as 
well. 
FACT 1.1.в. (Skorohod (1956).) There exists a triangular array of row in­
dependent random vectors x . " , ,x , n e JN , with common df F and a 
Gaussian process и , equal in law to и , all defined on the same proba­
bility space, such that 
(1.Θ) sup | Ï ÏF( t) - u F ( t ) | -»· 0 as η •+ », 
t e i d η 
where и is the empirical process based on χ , . , . , χ . 
FACT l . l . C . For an К -measurable functional h : D, -»· к with d
 F d 
ь· (h is p-continuous at и ) = 1 we have 
(1.9) h(UF) •* h(UF) a s η -»• <». 
η w 
FACT 1.2. (Kiefer (1961).) 
(1.10) limsup sup | u F ( t ) | / (loglog n) <_ 2~* a . s . 
п^» teid n 
If there exists a t £ I with F(t) = }, then "<_" may be replaced by "=". 
Fact 1.1.A can be found in the literature for continuous df F, so 
that Fact 1.1.В follows for continuous F by the well-known Skorohod con­
struction. To extend the latter result to arbitrary F we make use of the 
existence of a continuous df С = С on I such that F(t) = С(<F. (t. )>), 
_ d ^ 3 
t t I . This function is called the copula or dependence function; see 
e.g. Moore & Spruill (1975). It is easily seen that we may present U 
η /F 
in the following way: 
(1.11) UF(t) = UC(<F.(t.)>), t € Id. 
η η з D 
(In the above the F· are the marginals of F.) A little reflection now 
•J j 
yields (1.Θ) for arbitrary F on I . Hence we also have (1.6) for arbitrary 
5 
F. It is also possible to give a more direct proof of Fact 1.1.A for 
arbitrary F with the aid of С , again, by generalizing the proof of 
Theorem 16.4 in Billingsley (1968) to dimension d. Finally note that 
Fact 1.1.С does not follow from the so called "continuous mapping theorem", 
since only continuity w.r.t. the supremum metric ρ is assumed. However, 
this fact follows immediately from Fact 1.1.B, because (1.8) is formulated 
in terms of ρ. 
In this monograph we will be mainly concerned with weighted versions 
of the empirical processes. For this purpose let us define the class of 
* 
weight functvons (¿ by 
* 
(1.12) <2 = {q : [0,1] •+ [0,°°) : q continuous and non-decreasing, 
q > 0 ОП (0,1]}. 
Now for q,q € β the weighted multivariate empirical process, indexed by 
points, is defined by 
F 
u
n
( t )
 * 
(1.13) £ ,
 t e I
d
f 
q(F(t))q(l-F(t)) 
and similarly the Weighted multivariate empirical process, indexed by 
rectangles, by 
UF{R} 
(1.14) , R e R. 
q(F{R})q(l-F{R}) 
q(·) 
~(l-(·)) 
(In this and other definitions we make the convention that 0/0 = 0, σ/0 = « 
for σ > 0, and σ/0 = -», for σ < 0.) The most interesting weight functions 
* F 
turn out to be those q € Q with q(0) = 0, since U is tied down almost 
6 
surely, where F is 0 or 1. Notice that the weight function q Ξ 1, which 
yields the unweighted empirical process, is also an element of Q . 
We conclude this introductory chapter by giving a brief summary of 
the contents of this monograph. In Chapter 2, section 1, we will derive a 
probability inequality for the local behaviour of the empirical process 
for arbitrary df F. In Chapter 2, section 2, this inequality becomes a 
fundamental tool to derive global probability inequalities for weighted 
empirical processes under the assumption that the underlying distribution 
is uniform, i.e. 
(1.15) F(t) = |t| , t £ I d, 
where |t| = Π t denotes the Lebesgue measure of R(<0>,t). This uni­
formity assumption will be maintained throughout Chapters 3-5. when this 
assumption holds, we will drop the superscript F from the notation, e.g. 
we write U instead of U ; U is called the uniform empirical process and 
U the tied down Brownian sheet. 
In Chapter 3 we investigate the weak convergence of the weighted 
uniform empirical processes, indexed by points and rectangles respectively, 
for all possible weight functions. In Chapter 4 strong limit theorems for 
suprema of the absolute values of the weighted uniform empirical processes, 
mostly indexed by points, are obtained for weight functions of the form 
q(·) = (·) , α 6 [0,l]. These suprema are taken over various types of 
regions. Chapter 5 is concerned with results for two types of oscillation 
moduli of the unweighted uniform empirical process. More specifically in 
section 1 the order of magnitude of the moments of these oscillation moduli 
is obtained and in section 2 a complete picture of the almost sure 
behaviour of one of these moduli is given. 
Finally in Chapter б we consider some generalizations and potential 
applications. In particular we present some results for -U ν 0 and for 
F n 
U with smooth F. It should be emphasized that again the basic inequality 
in Chapter 2 is the fundamental tool for the aforementioned results. Among 
the fields of possible applications we mention extreme value theory, 
^"Statistics, general spacings and density and regression function esti­
mation. 
Each of the Chapters 2-5 and sections 1 and 2 of Chapter 6 will be 
concluded by a discussion of the results, including the relevant references. 
CHAPTER 2 
PROBABILITY INEQUALITIES 
In this chapter we collect the most important probability inequalities 
that we need for the proofs of our main results. In section 1 we first 
establish two versions of an inequality for partial sums of independent 
rv's indexed by elements of IN . With the aid of this inequality we ob­
tain our basic inequality, concerning the fluctuation of the empirical 
process on a fixed arbitrary rectangle R £ R. Typically in most appli­
cations this rectangle is small. In section 2 this basic inequality is 
used to establish sharp inequalities for the exceedance probability of the 
supremum of the weighted uniform empirical process along with two important 
maximal inequalities. These maximal inequalities are needed to obtain the 
almost sure results in Chapter 4. 
1. Basic probability inequalities 
Let d e M and fix ν € W . For t e n with t <_ ν let ξ be an rv 
2 
with mean 0 and variance σ < <•> and assume that these rv's are independent. 
For arbitrary s,u С TU with s <^  u <^  ν define partial sums by 
(2.1) S = Σ ζ^  , S = Σ ξ^ . 
t<u slP^u 
2 2 
and write σ = Var S = Σ^ σ . 
ν t<v t 
INEQUALITY 2.1. For all λ e Ж we have 
(2.2) P(max S > λ) < 2dP(S > λ - d/2a2), 
u — — ν — 
u<v 
8 
> 
d = 2 
ν = <7,б> 
PROOF. Let A = {max S > λ} and В = {max S 
u<v u — u<v;u =v, u 
— — d d We f i r s t prove t h a t 
> λ - /к?}. 
(2.3) PA < 2PB. 
L e t C = { k € : N : к _ < Л .
 = 1 } , 0 = и е » : t . _ < v . , V 1 < . < d } a n d g : C * D 
a fixed bi^ective function with the property: к < L implies 
( g ( k ) ) 1 ( g ( £ ) ) d . Wr i t e gTk) = <(g(k) ) , , . . . , (g(k) ) ^ ,v¿> , Ε
χ
 = {5 > λ} 
C C 
and А^ = E E . . . E ( k t С). Note t h a t t h e AVs are pairwise d i s j o i n t and 
t h a t A = U k e c Ak. 
Now we have by the j^ hebyshev inequality and the independence of A^ 
/ 2 
and {S ~ , - S „ . > -/2σ } that 
g(k) g(k) -
(2.4) 
Hence 
< 2PA. P(S ~. , - S > -/2σ ) 
— Tc g(k) g(k) — PA _ 2PA^P(S 
= 2Ρ (Α. Π {S - - S > -/2σ2}) < 2ΡΑ,Β. 
к g(k) g(k) — — к 
(2.5) ΡΑ = Σ ΡΑ <_ 2Σ ΡΑ^Β = 2ΡΑΒ <_ 2ΡΒ, 
к€С кес 
which proves (2.3). It is now easily seen that the proof of Inequality 2.1 
can be completed by an induction argument. 
• 
9 
INEQUALITY 2.2. For all λ e Ж we have 
(2.6) P(max S > λ) < 22dP(S > λ - 2d/2a2). 
s,u — — ν — 
s<u<y 
PROOF. From the ζ , t £ И , we derive a collection of rv's indexed by 
elements of U , which has the properties needed for application of 
Inequality 2.1. To distinguish the elements of N and M we denote the 
2d - - - -
elements of U by s, t etc. We consider t < w = <v,,...,ν.,ν,,...,v >. 
— 1 α ϊ α 
For t with t + t. = ν +1, V, , we define Ç- = ξ - - - ^ ; 3 d+] ] l<]<d 4t '<t1,t2,...,td>' 
ξ- = 0 otherwise. Now it is easily seen that 
S = S . , which combined with an application 
s,u <u ,...,ud,v +l-s1,...,vd+l-sd> 
of Inequality 2.1 (with d replaced by 2d) yields 
(2.7) Ρ (max S > λ) < Ρ (max S- > λ) 
s,u — — - - u — 
s<u<y u<w 
< 2 P (S- > λ - 2^20") = 2 Ρ (S > λ - 2d/2a ) , 
— w — ν — 
Now we return to the empirical process as defined in (1.3) and (1.4). 
text in 
defined by 
F 
The ne i equality is a useful relation between U and the process Ζ 
η η 
(2.θ) Ζ (t) = η *(Ν (t) - nF(t)), t £ Id, 
η η 
where N is a Poisson process on I with EN (t) = nF(t) for all t £ I . In 
η η 
the proof we shall use the fact that conditional on N (<1>) = η the pro­
cesses U and Ζ are equal in law. 
η η 
INEQUALITY 2.3. For any R £ R with F{R} <_ i, all λ £ к and either choice 
of sign we have 
(2.9) P(sup ± UF{S} > λ) < 2P(sup ± Ζ {S} > λ) , 
SCR n ~ ~ SCR n _ 
where S £ R. 
PROOF. Let A = {sup ± U {s} > λ} and A = {sup ± Ζ {s} > λ}. Notice 1 Ь*—Η π ¿ s*—κ π 
that Ν {R} and N {R C} and independent. It follows that 
10 
(2.10) PA, = P(A„ I N (<1>) = n) 1 2 η 
= P(A
n
 Π {Ν (<1>) = η}) / P(N (<1>) = n) 
¿ η η 
Σ Ρ(Α
η
 Π {Ν {R} = к} Π {Ν { R C } = n-k}) / Ρ(Ν (<1>) = η) 
k=0 2 
η 
Ι (Ρ(Ν {R0} = n-k) / Ρ(Ν (<1>) = η)) Ρ(Α^ Π {Ν {R} = к}) 
, „ η η 2 η 
к=0 
Ρ(Ν {R0} = [nF{RC}]) 
< D . PA 
- Ρ (Ν (<1>) = η) 2 ' 
η 
because Ρ(Ζ = к) £Ρ(Ζ = [τ]) if Ζ is a Poisson (Ό rv ([τ] = largest 
integer _< τ). An application of Stirling's formula completes the proof. 
α 
Note that the restriction F{R} £ i is used only at the end of the 
proof. It is easy to see that the number i in the statement of Inequality 
2.3 may be replaced by any number a < 1, provided only that we change the 
number 2 in (2.9) into a number depending on a. We will, however, only 
need this inequality for rectangles R with F{R} <^  i. 
INEQUALITY 2.4. For any R € R , all \ Ç. Ж and either choice of sign we have 
(2.11) P(sup ± Ζ {S} > λ) < 22dP(± Ζ {R} > λ - 2d/2F{R}), 
. η — — η — 3=R 
where S £ R. 
PROOF. For к € » let Ρ с R be the partition of R consisting of 2 
rectangles of equal Lebesgue measure with the property that the length of 
the i-th side of an element of P. is 2 times the length of the i-th side 
of R. Observe now that the collection {± Ζ {P}}_^T) can be seen as a 
η peP k 
collection rv's {Ç } (with the obvious indexation) to which Inequality 
2.2 may be applied with σ" = F { R } . 
We also have 
(2.12) lim sup ± Ζ {s} = sup ± Ζ {s} a.s., 
η , η k-x» SCR 
* 
where sup denotes the supremum over all S с R, S С R, such that S is a 
11 
union of elements of Ρ . Combination of the observation just above (2.12) 
and (2.12) itself yields for all λ £ Ж 
(2.13) P(sup ± Ζ {S} > λ) < 2' P(+ Ζ {R} > λ - 2d/2F{R}), 
η — η — SCR 
Since (2.13) holds for all λ € Ж (2.11) easily follows. 
The proof of the aforementioned basic inequality requires sharp bounds 
for the tail probabilities of a Poisson rv. For this purpose we define 
Ψ : [-1,») •* [0,») by 
ψ(λ) = 2λ 2 ƒ log(l+0)do = 2λ 2{(l+X)log(l+X)-X}, λ £ (-1,0)U (0,») ¡ 
(2.14) J 0 
U<0) = 1; ψ(-1) = 2 
This function has the following properties, see also Shorack & Wellner 
(1982, p. 641): 
(2.15) 
I 
ψ is decreasing and continuous, 
ψ (λ) ~ 2 log λ/λ as λ ->• », 
ψ(λ) > 1/(1+λ/3) λ € [0,»), 
( ·)ψ ( ·) is increasing. 
Let τ > 0, then we have for a Poisson (τ) rv Ζ and either choice of sign 
-λ
2
 +λ (2.16) P(±(Z - τ) >_ λ) <_ exp(-~ ψ (^) ) , λ>_0. 
12 
(For the minus part of (2.16) we also assume λ <^  τ because of the définit on 
of ψ.) These bounds follow easily from computing the moment generating 
function and applying the Markov inequality. 
INEQUALITY 2.5; basic inequality. Let R € R lúith 0 < F{R} <_ i. Then we 
have for any ε € (0,1) 
2 
(2.17) P(sup UF{S} > λ) < C+ e x p ( " ^ i X ψ (-^ ) ) , λ > 0, 
SCR n _ _ 2 F 1 R > nMR} 
2 
(2.18) P(sup - UF{S} > λ) < с" exp("'j,7^'X ψ (~(^~Ε)λ)), 0 < λ < п*гШ, 
SCR n 2 F t R i n*r{R} 
2 
(2.19) P(sup |UF{S}| > λ) < С ехр(--Ц^Д- φ (-± )), λ > 0, 
3=Ά П - * 2 F { R } η*Ρ{Η} 
where S € R and С , С , С £ (0,°°) only depend on d and ε. 
PROOF. Let us first consider (2.17) and (2.18). Combination of Inequality 
2.3, Inequality 2.4 and (2.16) immediately yields for λ >^  4d/2FÎR}A and 
either choice of sign 
(2.20) P(sup±UF{s} > λ) < 2 2 d + 1exp(-<^» A 2 ψ (±λ ' ^ ) ) . 
SCR n 2 F U > η*Ρ{
Κ
} 
(Again for the minus part we also assume λ <_ η F{R}.) For the other values 
of λ for which we need to prove (2.17) and (2.18) we can, of course, bound 
the probabilities by 1. From this remark and (2.20) we immediately obtain 
the bounds given in (2.17) and (2.18). Finally, observe that (2.19) follows 
from (2.17) and (2.18). 
D 
2. Probability inequalities for weighted uniform empirical processes 
For the remainder of this chapter until the end of Chapter 5 we 
restrict ourselves to the uniform empirical process. Later on (e.g. in 
Chapter 3) it will become clear why some restriction w.r.t. the df has to 
be made. On the other hand, in Chapter 6 we will see in quite a few cases 
that the restriction to the uniform distribution is too severe, i.e. that 
we can prove the corresponding results in these cases for other df's as well. 
13 
We introduce here a subclass of Q , see (1.12), defined by 
* . 1 
(2.21) 0 = {q e 2 .· (·) 2q(·) non~inoreasing on (0,1]}. 
Next, we will use Inequality 2.5 to derive two essential inequalities for 
the weighted empirical process under the restriction that q € 2 with q = 1. 
In Chapter 3 it will turn out that this is not a real restriction for our 
purposes, i.e. there we derive all the results for weight functions q,q t 0 
For the proof of the first inequality we need a special countably in-
finite partition of (0,1] , that becomes arbitrarily fine near the lower 
boundary of the support of F which is equal to L , the lower boundary of 
I . For a fixed θ e (0,1) this partition is the collection of rectangles 
(2.22) Ρ(θ) = {R(<ek(:])>, < к(:,)"1>) e R : <k(D)> e u
d } . 
И „3 „2 
a 
R(a,b) 
b 
d = 2 
P(f) 
For any R(a,b) £ P(0) we have the useful property 
(2.23) al 
Ы 
d 
Σ к ( з ) 
θ 3=1 
d 
Σ ( M D ) 
-1) 
θ = γ e (0,1); 
3 = 1 
note that γ is independent of the particular rectangle in the partition. 
For any 0 < a <_ g < 1 let us introduce 
(2.24) Ρ(θ;α,Β) = {R(a,b) € Ρ(θ) : |b| > a, |a| < 0}, 
14 
consisting of all rectangles having a non-empty intersection with the set 
{ t C l : α < Iti < β}. The inclusions 
(2.25) {α <_ ]t¡ < β} с U R с {γα <_ |t| <_ β/γ} 
ΗεΡ(θ;α,β) 
are immediate. 
INEQUALITY 2.6. Let q € Q_. Then we have for any ε € (0,1) and 
0 < α < β < ί(1-ε) 
(2.26) P(sup |U (t)|/q(|t|) >_ λ) 
a<|t|<ß n 
.
 c f/(1-E) dogti/g))3'1
 Θ χ ρ (--(ΐ-ε)Λ
2( 0) ψ (Μ^ ) ) α σ, λ > о, 
(1-ε)α σ η α 
where С = C(d,e) e (0,=·). 
PROOF. Let θ € (0,1). It follows from the monotonicity of q and from 
Inequality 2.5 that 
(2.27) P(sup U (t) /q( t ) > λ) 
a<|t]<ß n 
;S Ρ (max sup |u (t)|/q(|a[) >_ λ) 
Н(а,Ь)еР( ;а,6) teR(a,b) " 
£ Σ Ρ (sup IU (t) I >_ Aq(|a| )) 
R(a,b)CP(e;a,ß) teR(a,b) n 
1 С I e x p f ' ^ V d a l )
 ψ
 (Xgilsli,, . 
Н(а,Ь)еР( ;а,В) ^ 1 0 1 п*|ь| 
In view of (2.23) and because q £ 2 we may bound the first factor in the 
exponent in the right side of inequality (2.27) from below by 
(2.28) - ü - ^ V " * " > Yd-BuVdti) t e R( b ) -
¿ I b i — ¿ I t i 
Using again q € J an<5 the monotonicity of q and φ, the second factor in the 
exponent in (2.27) may be bounded from below by 
(2.29) ф(- Ч' І а І )) > і И ^ 1 ) , for R(a,b) € Ρ(θ,α,β). 
η
1Ibi " η*α 
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When we use, writing I dt| for integration with respect to Lebesgue measure, 
(2.30) ι = (і- Г ^ ь Г 1 ƒ ]dt| £ (1-θ)"ά ƒ l/|t! |dt| 
R(a,b) R(a,b) 
at the transition from summation to integration we find by combining (2.25), 
(2.27) - (2.29) that 
(2.31) P(sup |U (t) | / q(|t|) >_ λ) 
a<Jt|<ß n 
s r-,ί O! -« 3 f 1
 /-Y(l-8)X
2q2(|t|) , ,Xq(a) , , , lC(l-e) J -j—pexpt— ry-f ψ(-3- ))|dt|. 
{Ya<|t|<_B/Y} ] t i 2 l t l п*а 
The right side of this expression can be bounded from above, using the 
change of variables σ = s = |t|, s = t , ..., s = t , by 
(2.32) C(l-e)-d Γ Uog(l/a)) d- 1 ^ ^ (1-ε)Λ24
2
 (α)
 ψ ( ^ ) ) ά σ . 
γα n a 
Choosing θ = (1-е) and relabeling (1-е) by 1-е and then 
C(d, 1-/ΐ-ε) · (1-/Γ^ε) by C(d,e) we obtain as an upper bound for (2.32) 
the expression in (2.26). 
Our next inequality is the analogue of Inequality 2.6 for weighted 
empirical processes indexed by rectangles (see (1.14)). To accomplish this 
we will use an interesting and useful point representation for closed 
- ^ 2d 
rectangles. Define the sequence {x } of n d rv's in I by 
(2.33) ^ = <1 - X i l
 ί
-
χ
2_ά· ^ і ' ···' Xid*' ι € U. 
The common df of the X will be denoted by F and the empirical df by F . 
d 1 - n 
For s e i define s' = <1> - s = <l-s >. Observe that F(<s,,t>) = |t-s| = 
J j J _ _ 
Π ,(t -s ) for s,t £ I with s < t and F = 0 elsewhere. Let U (<s,t>) = 3 = 1 3 3 — η 
U (<s,t>), s,t € I , be the empirical process on I based on X,, ,X . 
η I n 
It is now easy to see that we have the following point representation for 
the uniform empirioal process indexed by rectangles 
(2.34) Ü Ks' ,t>) = U {R(s,t)L s < t, s,t e i d , R E R. 
η η — 
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Observe that a similar point representation is used in the proof of 
Inequality 2.2. 
<1> 
2d = 2 
<1,0> 
2d ,- , 
Now we need a covering of I M F = OJ, which will play a similar role 
as the partition in (2.22). This covering consists of a countably infinite 
number of rectangles R С R and becomes arbitrarily fine near the lower 
boundary {<s,t> : s,t С I , <s +t > > <1>, 3, ,s +t = 1} of the support 
ι : - if;!13 3 D 
of F. (For instance, when d = 1 this boundary is the line segment joining 
<0,1> and <1,0>.) The covering can be written as a product of a covering 
2 2 
of the subset A = {<x,y> £ I : x+y > 1} of I . Hence we have specified the 
covering completely if we define it on A. 
For a fixed θ € (ί,Ι) and ι E ]N let us first consider the set 
A = { < x , y > £ l : θ < 3·+ι·-1 < θ }. It is easily seen that we can find a 
finite covering Ρ '(θ) of A with squares R E R with the following 
properties : 
(2.35) U 
кер • (θ) 
R с {<x,y> £ l' : θ 1 + < x+y-1^0 1 }, 
(2.36) each point of I is contained in at most 2 rectangles of Ρ '(θ), 
(2.37) for each R(<x1,xn>, < І>У2>) ε Ρ *(θ) we have 
(yj-Xj)(У2-х2) = ((1-θ)θη V > (Θ(1-Θ)(Υι+Υ2-ΐ))2. 
The covering of A is now defined by 
(2.38) Ρ' (Θ) = U 
n=l 
Ρ ' (0); 
ι 
17 
5
 о
4 3 2 
Ρ'(-) 3 V 
from (2.35) and (2.36) it is clear that is has the property 
(2.39) each point of A is contained in at most 8 rectangles of ?' (Θ). 
Finally we obtain the covering Ρ(θ) of I •^{F;=0}by taking the 
Cartesian product of d times ?'{%), where the coordinates s and t of 
. 2 d 2 ^ - 1 
<s,t> t I are taken pairwise together to form I , l £ 3 £ d . P(0) has 
the following properties: 
(2.40) for any R(a,b) б Ρ(θ) holds £1^- >_ e 4 d = γ € (0,1), 
F(b) 
2d - d 
(2.41) each point of ι ν {F = 0} is contained in at most 8 rectangles 
of Ρ(θ), 
(2.42) 1 <_ ( (1- ))" 2 < 3 ƒ (F«s,t>))"2|d<s,t>| for R € Ρ(θ), <s,t> € I2d. 
R 
Property (2.40) follows from (2.35), (2.41) is immediate from (2.39) and 
(2.42) from (2.37). Similar to Ρ(θ;α,β) in (2.24) we define for any 
0 < α < β < 1 
(2.43) Ρ(θ;α,β) = {R(a,b) £ Ρ(θ) : F(b) > α, F(a) < β} 
18 
and notice as in (2.25) 
(2.44) {a <_ F(<s,t>) <_ β} с U R с {γα <_ F(<s,t>) <_ β/γ}. 
ReP(9;a,ß) 
INEQUALITY 2.7. Let q e 2 · ^ б л u e ^ ^ 6 f0*" ani/ e e (0,1) and 
О < a <_ β <_ i ( l - c ) 
(2.45) P(sup |U {R}|/q(|R|) >_ λ) 
ReR:a<|R|<ß n 
= P(sup 15 (<s,t>) l/qfFfO,^)) >_ λ) 
a<F(<s,t>)<_ß n 
i c ^'(logtl/a))*- 1 exp(_-(l-EU2q2(a)
 ψ ( ^ Ι ) ) α σ , λ , 0 / 
(l-e)a σ n a 
where |R| denotes the Lebesgue measure of R and С = C(d,£) e (О,»). 
PROOF. The equality is immediate from (2.34), so we only have to prove the 
inequality. Let θ e (J,l). The same reasoning as in the proof of Inequality 
2.6 yields 
(2.46) Ptsup |U «s,t>) |/q(F«s,t>) ) ^ λ) 
a<F(<s/t>)£ß 
< c i
 exp(-(i-e)xV(?(a))
 ψ (Α3ΐ£Μ1 ) ) ; 
Н(а,Ь)еР( ;а,В) 2F(b) п*Г(Ь) 
note that a,b € I . We also have 
(2.47, ,(l-E)AV(F(a)) iy(l-E)X2q2(F«s,t») # ^  < S ; t > e
 н ( а > ь ь 
2F(b) 2F(<s,t>) 
(2.48) »( A q{ F ( a ) )) > Ψ ( ^ 1 ) , /or R(a,b) € Ρ(θ;α,β). 
п*Г(Ь) п}а 
Using (2.42) at the transition from summation to integration we find by 
combining (2.41), (2.44) and (2.46) - (2.48) that 
(2.49) P(sup |U (<s,t>) |/q(F(<s,t») >_ λ) 
a<F«s,t>)<ß n 
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С
 ƒ_ _ <É«s,t»)"2 
(e(l-0))2d {ya<F(<s,t>)<B/y} 
,-γ(1-ε)λ2ς (F«stt>)) . ,Aq(a),, , _ ^ , 
• exp(—1 —•* Ψ(—^т—)) |d<s,t>|. 
2F«s,t>) na 
The change of variables u = t +s -1 and ν = t -s , for 1 < ι < d, yields 
3 3 3 3 3 3 - - > - ' ] 
as an upper bound for the right side of (2.49) an expression like (2.31). 
Then by applying a second change of variables similar to the one below 
(2.31) we obtain as an upper bound for the right side of (2.49) 
(2.50) C8d
 2d Γ
 (1
°? ^ ) d~ 1
 ехр(- И - ^ (а)ф (MaI ) ) d G. 
(θ(1-θ)) γα σ п*а 
Now we proceed in a way as we did at the end of the proof of Inequality 2.6 
to obtain the expression in (2.45). 
• 
For some purposes it is convenient to define for ν £ [0,1]: 
(2.51) U
n
 (t) = nV(F
n
(t) - |t|), t t I d. 
Note that the processes U , and U are identical; depending on the con­
text we will use one or the other of these notations. 
INEQUALITY 2.8. Let ν € [0,i]. Then we have for any ε 6 (0,1) and 
0 < α <_ β <_ *(1-ε) 
(2.52) P(sup (и <t)|/|t|1~v >_ λ) 
"lit I iß 
1 C J/(1"E) (logd/a))*-1 „
χ ρ ( . ί ( 1 _ Ε ) λ 2 ( η σ ) 1 - 2 ν φ ( λ ( η α ) - ν ) ) ά σ > 
(1-ε)α σ 
λ >_ 0, 
where С = Ο(α,ε) 6 (О,«). 
The proof is very much the same as the proof of Inequality 2.6 and will 
be omitted. The next inequality is the analogue for rectangles of 
Inequality 2.8. Its proof will not be given either, since it follows the 
lines of the proof of Inequality 2.7. 
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INEQUALITY 2.9. Let υ e [0,i]. Then we have for any с € (0,1) and 
0 < α
 1 β 1 Hl-e) 
Pfsuß |u {R}!/¡R|1"V >_ λ) 
RtR;a< R <ß n,v 
<_c J/(1-e) (logd/a))13-1
 8 χ ρ (_ ί ( 1_ ε ) λ2 ( η σ )1-2ν φ ( λ ( η Β )-ν ) ) ( 3 | σ > 
( 1
-
ε ) α σ
 λ > 0 , 
wtere С = C(d,c) С (0,·). 
Finally we present two maximal inequalities which, when later com­
bined with Inequality 2.8 or 2.9, will yield optimal almost sure results. 
For their proofs we need the following generalization of the "Lemma for 
events" in Loève (1977, p. 258): 
LEMMA 2.1. Let I be a well-ordered (i.e. totally ordered and every subset 
has a smallest element) countable indexing set and for every m € I let A 
and в be events in some probability space. If for every m £ I, 
Α Π (Π, A, ) and в are independent, then 
m k<m к т r * 
inf PB - P U A < P U (А П В ) . 
mei m mei m _ mei m m 
PROOF. The proof is very much the same as the proof in Loève (1977) . Hence 
Q 
it suffices to mention that U _, A = U ^
τ
 (Α Π (Π, A, ) ) , which holds since 
mfci m mti m k<m к 
I is a well-ordered set. π 
INEQUALITY 2.10. Let ν € [0,}], 0 < α <_ β <_ 1, E € (0,1) and write 
k ν 
η = [(l+e/12) ], k £ U. Then we have for all k € и and for λ > (2/ε) 
(2.53) P(max sup |U (t) | /111 1 ~ V >_ \) 
п
к
< п £ п
к + 1
 α
ΐ Μ ΐ
β n
'
V 
< 2P(sup |u (t) l / l t l 1 " 4 1 > ( 1 - ε ) λ ) . 
a l | t | l ß n k + l ' 
PROOF. Let {r : ι e w} be an order ing of {t € I : α <_ 111 <^  β} Π С and 
wr i te 
(2.54) S (t) = n(F ( t ) - | t | ) , t e i d . 
η η 
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Since U e D, we have that the first expression in (2.53), with ">λ" 
η,ν d — 
replaced by ">λ" (observe that this may be done without loss of generality, 
cf. the proof of Inequality 2.4), is less than or equal to 
(2.55) P(sup ¡S (r )|/|r I1""0 > X(n,+l)1"V). 
,_,., η 1 1 к 
η, <η<η, , ;ifcm 
k — k+1 
For η, < η < η, . and ι € W set k — k+1 
|s (r ) | 
(2.56) A = { " | > X(n+l)1~V} 
η,ι ι ι1-v k 
' ι 
and 
(2.57) В = {|s (r ) - S (r ) | < |r ^ ^ λίη, + 1 ) 1 " V · ίε}. 
η,ι n i n i 1 — ' ι k 
An application of Lemma 2.1 with the lexicographical ordering on 
{<n,i> : η, < η < η, . , ι t IN} yields k — k+1 
U.50) inf PB · the probability in (£.55) 
n, <n<n, . ;і€:ш ' 
k — k+1 
< Ρ U (Α Π В ) 
— , η,ι η,ι 
η, <η<η, , ;ieiN k — k+1 
<P(sup |s (r ) |/|r l1"4" >_ (l-ie)X(n +1) 1" V). 
i€U nk+l 1 K 
It is easily seen that 
(2.59) P(sup |s (r )|/|r I1"41 >_ (1-ίε)λ(η.+1)1"ν) 
іеи
 nk+i 1 1 k 
<_ P(sup |u (til/ltl1"^ > (1-ε)λ). 
а
І І
ь
 Ilo k+1 
Hence we need only prove that PB . >^  } for all η < η <^  ">,., ап<3 all 
ΓΙ f Д. К п. · 1 
ι € П. By elementary considerations it can be shown that for 1 <^  α <_ 2 
(2.60) E(|B(n,p) - ηρ|α) <_ Зпр, 
where В(η,ρ) is a binomial rv with parameters η ε ΠΝ and ρ ε (0,1) . 
Applying the Markov inequality with α = l/(l-v) yields by the choice of λ 
22 
с
 3 ( n k + r ( V 1 , , | r J 2 1/(1-V) 
(2.61) РВ^ < .,., „. è < έεί—) < i. 
" ^ " (λε/2)1/(1-ν)(η
 +
l)|r I - λ ε 
It should be noted that Inequality 2.10 and its proof remain valid, 
mutatis mutandis, for any underlying df F. Hence, choosing in particular 
F = F, we have in view of (2.34) 
INEQUALITY 2.11. Let ν e [0,i], 0 < α <_ β <_ 1, e € (0,1) and write 
к \j 
n k = [(1+ε/12) ], к e κ. Then we have for all к € IN and for λ > (2/ε) 
P(max sup |u {R}|/|R| " V >_ λ) 
η, <n<n
u
 , неК;а<|н|<в n' v 
к — k+1 —' ' — 
£2P(sue |u {RJI/IRI1^ >_ (1-ε)λ). 
ReR,-a<_|R|<6 nk+l'V 
3. Discussion and bibliography 
Two papers by Ruymgaart & Wellner (1982, 1984) lay the foundation for 
this monograph and in particular for this chapter. In those papers 
Inequality 2.3, weaker versions of Inequalities 2.5 and 2.6 and the point 
representation for rectangles in (2.34) are established. 
Inequality 2.1 with a different proof is contained in Klesov (1983); 
it generalizes an inequality in Kolmogorov (1929) w.r.t. the dimension. 
Inequality 2.2 appears to be new. Related inequalities can be found in 
Kiefer (1961, p. 651), Wichura (1969), Orey & Pruitt (1973, p. 142) and 
Paranjape & Park (1973). Apart from the usefulness of Inequalities 2.1 and 
2.2 for this chapter, these inequalities might have a broader applicability. 
It is easy to see that Inequality 2.3 is true for functionals other than 
the supremum. Another version of this inequality can be found in Руке & 
Shorack (1968); see also Donsker (1952). The proof of Inequality 2.4 is 
essentially contained in Orey & Pruitt (1973, p. 142). 
Inequality 2.5, which is the final result of section 1, is an 
improvement of Theorem 1.4 m Stute (1984). It can also be compared to 
Theorem 3.1 in Alexander (1982) and Theorem 2.3 in Alexander (1984a) where 
the empirical process is assumed to be indexed by Vapnik-Cervonenkis 
classes. It is a pleasant, though natural consequence of our approach, 
that the plus and minus parts can be kept separated. Hence also a sharp 
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bound for the minus part can be obtained; cf. the discussion above 
Inequality 1.2 in Shorack & Wellner (1982). Inequality 2.5 remains true 
for rectangles S and R that are both open or both closed. A proof follows 
by a slight modification of the proof of Inequality 2.4. 
Most often, Inequality 2.5 will be applied to 
P(sup |u^(s) | >_ λ), 
s<t 
which is a special case of the left side of (2.19), when R and S are chosen 
to be the quadrants R(<0>,t) and R(<0>,s). It is interesting to note that 
this version of Inequality 2.5 for quadrants could have been proved direct­
ly from Inequality 2.1, without the intervention of Inequality 2.2. An 
alternative proof of Inequality 2.5 for closed rectangles S and R can be 
obtained by combining Inequality 2.5 for quadrants with the point 
representation for rectangles in (2.34). 
Inequalities 2.6 and 2.7 are generalizations w.r.t. the dimension of 
Inequalities 1.1 and 1.2 in Shorack & Wellner (19Θ2). Inequality 2.6 can 
also be compared to Lemma 2.5 in Stute (1982) and to Theorem 2.1 in 
Alexander (1984b). The choice of the partition used in the proof on 
Inequality 2.6 is motivated by O'Reilly (1974) , and the point 
representation in (2.34) by Kiefer & Wolfowitz (1958). Inequality 2.7 is 
a sharp version of Inequality 3.1 in Emmahl, Ruymgaart & Wellner (1984). 
Note that the exponent of σ in the integrand in (2.26) is equal to 1, 
whereas this exponent is equal to 2 in (2.45) . This suggests that it might 
be difficult to derive a result like Inequality 2.6 with no restriction on 
the underlying df. Inequality 2.8, along with a proof, is contained in 
Emmahl (1984a). Inequality 2.10 is a generalization of Lemma 3(ii) in 
Shorack (1980); cf. also Lemma 2.3 in James (1975) and the proof of 
Lemma 7.2 in Alexander (1984b). Lemma 7.1 in the latter paper can be com­
pared to our Lemma 2.1. 
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CHAPTER 3 
CRITERIA FOR WEAK CONVERGENCE OF THE 
WEIGHTED MULTIVARIATE UNIFORM EMPIRICAL PROCESS 
In this chapter we derive necessary and sufficient conditions on the 
* 
weight functions q 6 2 f o r weak convergence of the weighted multivariate 
uniform empirical process, indexed either by points (section 1) or 
rectangles (section 2). To avoid some inessential problems (i.a. measura-
bility problems) we actually consider the convergence in probability to 
zero of the suprema of the weighted differences of U and U, where U and 
U are obtained from the Skorohod construction, presented m Fact 1.1.B. 
Without confusion, we shall henceforth drop the symbol ~ from the notation. 
All our results are stated for weight functions in 2 , i.e. we will not 
need additional monotomcity conditions on the weight functions. For an 
explanation of the importance of this last remark we refer to section 3. 
1. Indexation by points 
It is the purpose of this section to give necessary and sufficient 
conditions on the weight functions q and q in order that 
|U
n
(t)-U(t) I 
(3.1) S UP^ "*• 0 as η -»• <». 
teia q(|tl)q(l-|t|) P 
* 
The subclasses of 0 that will appear in our theorems are 
*
 1
 -1 7 
(3.2) QQ = tq € Q : ƒ σ exp(-\q (σ)/σ)ασ < » for all λ > 0}, 
0 
(3.3) Q. = {q € 0* : q ( g ) . 4- » as σ + 0}, к € К . 
(a(log(l/a))V 
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THEOREM 3 . 1 . Let d e w and q e S . Then we have 
(3.4) sup |u ( t ) - U ( t ) | / q ( | t | ) •* 0 as η •*• », 
teid n p 
if and on ly i ƒ q £ £ .. 
PROOF. The theorem is well-known for d = 1; see O'Reilly (1974). Hence we 
assume d >^  2. The notation 
(3.5) g(a) = 4 ( σ ) , , σ > 0, 
(a(log(l/a))a V 
will be used in both parts of the proof. 
M Suppose that q e S-,- Following Shorack & Wellner (1982, p. 649) 
we may and will assume without loss of generality that 
(3.6) g(.) <_ (log(l/(·) )) ( d " 1 ) / 2 and g + on (0,1] (hence q e Q) . 
For any 0 < δ < i we have 
5 
(3.7) sup lu (t)-U(t)|/q(|t|) <_T. Y 
tei n k=i n x 
where, with α = q (—) , β = (d-l)!(n(log n) ) and γ € (0,»), the rv's 
Y are given by 
(3.Θ) Y . = sup |U (t) |/q(|t|), 
n l
 o<|t|<ßn/r n 
(3.9) Y , = sup |U (t)|/q(|t|), 
Β /γ< t <α 
η — ' — η 
(3.10) Υ = sup |U (t)|/q(|t|)( 
П 3
 α <|t|<í η 
η—
1
 ' — 
(3.11) Υ = sup |ü(t)|/q(|t|), 
0£|t|<6 
(3.12) Y . = sup |u (t)-U(t)|/q(5). 
n5
 t e i d n 
It will be shown that for any e > 0 and each к = 1,...,5 there exist 
γ = γ (ε), δ = δ (e) and Ν = Ν(ε) С DJ such that 
(3.13) P(Y ·> e) <_ ε jOr η >^  N. 
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d = 2 
η = 4 
.(η), An) 
Το show (3.13) for к = 1 let |x||"¿ = mini | Х^П |, . . . , | Х^ '|Ь Note that 
P(|xL(n) < β /γ) •* 1 - βχρ(-1/γ), as η -*• °>, since -log| Χ | is a gamma rv 
1 : n _ n
 -1 d-1 -x 
with density f (χ) = ((d-1)!) χ e 1
 ш )(χ). Hence we have lim P(|x| < β /γ) < e for γ sufficiently large. Under the condition 
η-*™ ' 1 : η — η 
sup ι. , F (t) = 0. which is fulfilled with probability > l-ε for η 
0<\t\<ß / γ η — 
sufficiently large by the remark ]ust made, it is easy to see that 
(3.14) Υ , < η sup 
n l
 " o<|t|<ßn/Y 
< η*(0 /у)*{д(Р /у) (log η) 
— η η 
t|/q(|t|) 
i(d-l),-l } χ < е. 
Hence it follows that for η sufficiently large 
(3.15) P(Y . > e) < e. 
m — — 
We have from (3.6) that for any γ £ (0,») 
(3.16) P(Y , > ε) 
< P(sup |u (tjl/ltj* > eg(a ) (log (I/o ))* ^ - 1') 
—
 л
 / I . I η ι ι ι —
 n n 
β
η
/γ±Μιο
η 
< P(sup 
¡ V ^ l ^ n 
|un(t)|/|t|i > Yjdog n)è ^ - 1 ' ) , 
for η >^  Ν = Ν (γ.). Hence, applying Inequality 2.6 with q(·) = (·) and 
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e = i and using the second expression in (2 .15) , we see t h a t there e x i s t 
c . , . . . , c £ (0,») such t h a t the l a s t expression in (3.16) i s bounded from 
above by 
(3.17) с (log n) exp(-c 2 Y 1 (log n) ~ i M c ^ Y (log n) )) 
<^  с (log n) exp(-c γ γ loglog η) <_ ε, 
provided γ and η are chosen sufficiently large. 
Inequality 2.6 (with α = α , β = δ and ε = i) may be directly applied 
η 
to (3.13) with к = 3. The integral in the resulting upper bound decreases 
to 0 as η >• » and then 6 + 0, since q С Q, , implies that 
1 2 
(3.18) ƒ —• exp( 4 ( a ))do < » for all λ > 0; 
0 σ 
see Shorack & Wellner (1982, (1.9), (1.15) and (1.26)). 
According to Orey & Pruitt (1973, Theorem 2.2) the function Aq is 
point upper class for U, for all λ > 0. This yields 
s uPn 1^ 1 χ |u(t) |/q(|t| ) ->• 0 as 6 + 0, which entails (3.13) for к = 4. 
U<J 11 <o ' a.s. 
The validity of (3.13) for к = 5 is immediate from (1.8). 
(=») Let β be as before. We obviously have 
(3.19) supd |Un(t)-U(t)|/q(|t|) 
> sup |U (t)-U(t) |/q(|t|) = Y. 
"0£|t|<3
n
 n 
From the remark below (3.13) it follows that P(|x|, < В ) •+ l-e"1 > 3/5. 
1 :n — η 
Hence with probability larger than 3/5 we have sup,, ι. ι . F (t) > η for 
U< t <p η — 
— — η 
all large n, which in turn implies 
(3.20) Υ > {η^η^-β ) - sup |u(t)|}/q(ß ) = Ζ. 
n
 0<|t|<8 
—' '—η 
Now by applying Theorem 2.2 in Orey & Pruitt (1973) with, in their notation, 
φ(ξ) = (3N loglog ξ) 1 
(for η large enough) 
>( O N ξ) we obtain with probability arbitrarily close to 1 
sup |u(t)| <_ ß* (3d loglogt 1/ß ) ) * <_ 1/(Зп*) . 
o<|tl<ß n n 
—' '—η 
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Hence we have with probability larger than i for all large η 
(3.21) Ζ > (2п*ч(В ))~1 > {3((а-1)!)*д(В J}" 1. 
— η — η 
The assumption that s u P t e i d l
u
 (t)-U(t) |/q( 11| ) •+ 0 as η ->• », 
jointly with (3.19) - (3.21) implies that g(ß ) •* » as η -> ». But since q 
is non-decreasing it is easily shown that g(o) •* » as σ + 0, i.e. that 
^
€
 і· 
THEOREM 3.2. Let d e w and q € Q . Then we have 
(3.22) sup |θ (t)-U(t) |/q(l-|t|) ->• 0 as η •* », 
if and only if q e QQ. 
PROOF. Suppose q € Q-.. Starting with the equalities 
(3.23) U (t) = -U {R(<0>,t)C} and 0(t) = -U{R(<0>,t)C} 
η η 
we obtain using the union-intersection principle 
|u
n
(t)-u(t)| < Σ |u
n
{Ri(t)}-u{Ri(t)}|, 
iel 
(3.24) 
where the R.(t) are rectangles of the form (s ,l] x ... x (sflfl] with 
s = t 
3 ] 
yields 
or s . = 0 for all 1 < j < d and I is a finite indexing set. This 
3 3 - -
Ζ 
I = {1,2,3} 
Rjtt) A U В 
R2(t) = В U С 
R3(t) = В 
d = 2 
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(3.25) sup^ |U (t)-U(t) |/q(l-|t|) 
t e i d n 
< Σ sup |U {R (t)}-U{R (t)}|/q(l-|t|). 
~ i e l t e i d n 1 1 
It turns out to be convenient to split this sum into two parts. Define 
i — l d—ι 
I as the set of all ι £ I such that R (t) equals (0,1] x (t ,l] * (0,1] J 
for some 1 <_ ] <_ d. Write I = 1 ^ 1 . . For ι € I_ we have 
(3 .26) sup |U {R ( t )}-U{R ( t ) } | / q ( l - | t | ) 
t € i d n 1 1 
< sup IU {R ( t )}-U{R ( t ) } | / q ( | R ( t ) | ) . 
- t € l d η 1 
Application of Theorem 3.1 with d = 1 completes the proof for this part of 
the sum. 
Now let ι £ 1.. Define D(R (t)) = # {j : R (t) depends on t }. Suppose 
D(R (t) ) = £, 2 <_ £ <_ d. By symmetry considerations studying 
(3.27) sup^ |U {R (t)}-U{R, (t)}|/q(l-|t|) 
t e i d η i i 
is equivalent to studying 
(3.2Θ) sup |U (t')-U(t')\/q(l-\<l>-t\), 
t e i 0 1 n 
I 
where t' is t restricted to I in the way suggested above. 
Defining ξ = max. . t we have 
(3.29) q(l-|<l>-t|) >.q(Ç), 
and for small values of ξ 
(3.30) q(C) > /ξ , 
because q € (L, using an argument similar to Shorack & Wellner (19Θ2, (a) 
on p. 648). Using ξ > t' and ¿ > 2 we have 
(3.31) /Γ> If I*. 
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Theorem 3.1 implies that 
(3.32) sup . lu (f »-Uit') I /It' I -»· 0 as η •*• ». 
t . e i l η Ρ 
Statement (3.32) when combined with (3.29) - (3.31) yields 
(3.33) sup^ U (t'ï-Utt') /q(l- <l>-t ) ->· 0 as η -f ». 
teid n p 
This completes the if part of the proof. 
The only if part is clear from the only if part in the onedimensional 
case by restricting the supremum e.g. to points of the form 
t = <tl,i,...,i>. 
COROLLARY 3.1. Let d С и and q,q fe 2 . Then we have 
lu (t)-u(t) I 
(3.34) sup — •* 0 as η ·+ », 
teid q(|t|)q(l-|t|) P 
if and only if both q € 2, . and q € (λ.. 
In Chapter 1, Fact 1. 1. C, we saw that h(U ) -»• h(U) for a functional 
η w 
h : D^ •+ m which is A -measurable and for which P (h is p-continuous in U) d α 
= 1. From Corollary 3.1 we can deduce a much stronger result. Before pre-
/^  * 
senting it we need some notation. Let q,q € Q . Define 
(3.35) qqDd = {g £ Dd : g(t) = q( 111 )q(l- 111 ) f (t) 
for all t € id and f e D } 
and the metric ρ ~ on qqD, by qq ^ d 
( 3 . 3 6 ) p q q ^ i ' ^ ' = p^j/qq» gj/qqb ^і'я2 e q q D d ' 
where for g £ ÇqDj» g/qq l s defined by 
(3.37) (g/qq) (t) = g(t)/(q(| t| )q(l- 111 ) ) for t Ç. Ia. 
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COROLLARY 3.2. Let d £ N , q t 2,,» Ч С QQ and h 
which is A,-measurable and for which P(h ¿s ρ ^.-continuous in υ) = 1 , tfterc 
d qq 
h(U ) -»• h(U) as η -*• ». 
η w 
PROOF. We will only give a sketch of the proof because it is more or less 
standard. For q £ Q , , and q £ Q. we have by Corollary 3.1 that 
ρ ~(U ,U) -»• 0. Now h is A,-measurable and P(h is ρ ^-continuous in U) 
qq η ρ d qq 
= 1 imply ¡h (U )-h(U) ] -»• 0 as η •+ ». This immediately yields 
h(U ) •+ h(U) as η •* ». 
η w • 
2. Indexation by rectangles 
At first sight one would expect that the purpose of this section, 
similarly to section 1, is to give necessary and sufficient conditions on 
the weight functions q and q in order that 
lU {R}-U{R}| 
sup •+ и as η -»• ». 
HER q(lRl)qU-lRl) P 
It is easily seen, however, by extending an example in Shorack & Wellner 
(1982) to the multivariate case, that 
(3.38) sup |u {R}|/q(|R|) = » a.s. , for all 0 < ε < 1, 
ReR;0<|R|<El n 
for any q £ Q with q(0) = 0 . For this reason |R| has to be bounded away 
from 0 when the weighted empirical process indexed by rectangles is 
studied. 
LEMMA 3 . 1 . In the setup of this chapter we have 
(3.39) sup lu {R}-U{R} ! ->• 0 a s η ->· ». 
RfER n 
d 
PROOF. Since a half-open rectangle R is determined by 2 points t it is 
immediate from Fact 1.1.В that (3.39) holds with R instead of R. Now notice 
that for every rectangle R € R a sequence of rectangles {R } , with 
R € R can be found such that U {R }-U{R } -* U {R}-U{R} as ι ->· ». Hence 
ι η ι ι a.s. η 
(3.39) easily follows. 
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THEOREM 3.3. Let d t ti, q С 2 and γ £ (0,») fixed. Then we have 
(3.40) sug | U {R}-U{R}|/q(|R| ) ->· 0 as η -»• », 
ReRjylogn/njílRl^l П P 
if and only if q e Q . 
PROOF. M Suppose that q € Q. . As in the proof of Theorem 3.1 the 
notation 
(3.41) g(a) = ^ , α > 0, 
(alogd/a))* 
will be used and as in (3.6) we may and will assume without loss of 
generality that 
(3.42) g(.) _< (log(l/(.))) and g+ on (0,1] Cnence q G Q) . 
For any 0 < δ <^  J we have 
(3.43) sup |U
n
{R}-U{R}|/q(|R|) £ Σ Z ^ , 
ylogn/n£|R| <^1 k=l 
2 1 
where with α = q (-) and β = γ log n/n t h e r v ' s Ζ , a re given by 
n n η ^ nk 
( 3 . 4 4 ) Ζ = sup |U { R } | / q ( | R | ) , 
ПІ ι _ ι η 
β < R <0 
n—' '— η 
( 3 . 4 5 ) Ζ _ = s u p |U { R } | / q ( | R | ) , 
n 2
 α < | R | < 6 n 
n—' ' — 
( 3 . 4 6 ) Ζ . = sup | u { R } | / q ( | R | ) , 
0 < | R | < 6 
( 3 . 4 7 ) Ζ = s u p |U {R}-U{R}[/q(6) . 
n 4
 RER n 
I t w i l l be shown t h a t for any ε > 0 and each к = 1,2,3,4 t h e r e e x i s t 
δ = δ (E) and Ν = Ν(ε) t ΪΙ such t h a t 
(3.4Θ) p ( z n k L ε ) 1 e / с ' г n 1 N · 
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For к = 1 the left side of (3.48) is bounded from above by 
(3.49) P(sup |U {Η}|/|κ|* > eg(o ) (log(l/oi ))4) 
o l ^ l η 1 1 1 — η η 
β < R <α 
η—' '— η 
І . . „_ _ І, < P(sup | и
п
{ к } | / | к | ' > YjClog η ) 1 ) 
< R <α 
η—
1
 '— η 
for γ € (0,<") arbitrary and η >^  Ν = Ν (γ ) . Now Inequality 2.7 may be 
applied with q(·) = (·) and e = i. This yields the existence of 
c.,...,c € (0,«°) such that the last expression of (3.49) is bounded from 
above by 
(3.50) с η(log η) exp(-c γ log η ψ(с γ )) 
_< с. π (log η) exp(-c γ. log γ log η) <_ ε 
provided γ and η are chosen sufficiently large. 
To handle Ζ we may again use Inequality 2.7. The integral in the 
resulting upper bound decreases to 0 as η •+• » and then δ + 0, since q € 2« 
implies 
(3.51) ƒ ( 1 ο9 ^ d " 1 exp(^2li£i ) d a < „, f o r all λ > 0, ä Ч К, 
0 σ σ 
which can be seen by a slight modification of the proof of Proposition 3.1 
in Shorack & Wellner (1982). 
Using Theorem 2.1 in Orey and Pruitt (1973) we may treat Ζ , in the 
same way as Y in the preceding section. We also have similarity between 
Ζ . and Y
 c
 using (3.39) instead of (1.8). 
П4 ПЭ 
(•») For this half of the proof we refer to Csörgo, Csörgö, Horváth 
& Mason (1986 , section 4.6) where the proof is given for the quantile 
process and the onedimensional empirical process. Their proof immediately 
carries over to the multivariate empirical process; the generalization of 
the results required in that paper can be found in Chapter 5, section 3, 
of this monograph and in Руке (1972, p. 340) respectively. 
• 
We note m passing that the analogue for rectangles of Proposition 2.1 
in O'Reilly (1974) can be obtaind using some of the ideas in the proof of 
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Theorem 3.3: let d É и and q £ ζ . Then we have 
(3.52) lim sup |U{R}|/q(|R|) = 0 a.s. 
6+0 |R|<C5 
if and only if q e 2 . 
For any γ £ (0,») define U , a process indexed by rectangles, by 
n/Y 
(3.53) U {R} = U {R} l
r
 ,ιΦΙ), R e R. 
η,γ η [γ log n/n,l] ' ' 
Combining Theorem 3.3 and (3.52) yields 
COROLLARY 3.3. Let d С IN, q £ Q and γ € (0,«) fixed. Then we have 
(3.54) sup |u {R}-U{R}|/q(|R|) -> 0 as η •* », 
RCR η ' Ύ P 
if and only if q t gì · 
THEOREM 3.4. Let й Ç. Ш and q e Q . Then we have 
(3.55) sup |u {R}-U{R}|/q(l-|R|) •+ 0 as η -* », 
нек
 n p 
if and only if q € Of,-
PROOF. (•-) For the sake of notational simplicity we restrict ourselves 
to the case d = 2. Without any difficulty the proof can be extended to 
arbitrary d t IN. (See also the proof of Theorem 3.2-) 
Note that it suffices to give this part of the proof with Й replaced 
by R in (3.55); cf. the proof of Lemma 3.1. So let us choose an arbitrary 
R € R and denote its vertices with a, , a , a , a , starting at the right 
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upper vertex and moving clockwise. Note that ¡a.] >^  |R| and 
| a |, | a |, | a | < _ 1 - | R ] . From the inequality 
4 ^ 
(3.56) |U {R}-U{R}|/q(l-|R|) < Ζ |U (a )-U(a )|/q(1-¡R|) 
η
 ι = 1 η 1 1 
we see that we only have to deal with sup ,„ |U (a )-U(a )|/q(l-|R|) 
for ι = 1,^,3,4. Using q(l-|R|) >^q(l-|a.]) we can apply Theorem 3.2 to 
handle the case ι = 1 and with the same technique as used in the proof of 
this theorem we can also treat the cases ι = 2,3,4. 
(=*) Theorem 3.2 together with the observation that (3.55) implies 
(3.22) yields this part of the proof. 
α 
Combination of Theorems 3.3 and 3.4 and Corollary 3.3 leads to 
COROLLARY 3.4. Let d ε IN, q,q € 0 and γ e (0,°°) fixed. Then the 
follohri-ng three statements ave equivalent: 
|u
n
{R}-u{R}| 
(3.57) sup »· 0 as η -*· ™, 
Ylogn/n£|R|<l q(|R|)q(l-|Rl) P 
|и {R}-U{R}| 
(3.58) sup — ^ ^ •* 0 as η -* », 
RÉR q(|R|)q(l-!R|) P 
(3.59) q e 21 and q e ^ . 
3. Discussion and bibliography 
Chapter 3, apart from Corollary 3.2, is contained in Einmahl, 
Ruymgaart & Wellner (1984). Our theorems are also contained in Alexander 
(1982, 1984c, 1985), either implicitly or explicitly. It should be noted, 
however, that our approach is quite different from his. 
Theorems 3.1, 3.2 and 3.4 are implicitly contained in Theorem 6.3 in 
Alexander (1982), which is proved, however, under the added assumption 
that 
(3.60) q(')/(·) is non-increasing. 
36 
Furthermore our Theorem 3.1 is explicitly given as his Corollary 6.10, but 
again under the additional assumption in (3.60). In Alexander (1984c), the 
aforementioned theorems are also obtained without assuming (3.60). In the 
onedimensional case Theorem 3.1 is established by Chibisov (1964) and 
O'Reilly (1974). For a discussion of Chiblsov-O'Reilly weight functions 
It " 
and related topics, see Csörgo, Csörgo, Horváth & Mason (1983, section 2). 
Recently a new approximation of the onedimensional uniform empirical 
• I ,, 
process has been obtained in Csörgo, Csörgo, Horváth & Mason (1986), which 
among other things yields a nice proof of the Chibisov-O'Reilly theorem. 
In this paper it is also shovm that our Corollary 3.2 is not optimal: they 
prove, for d = 1, that 
sup |u (t) |/q*(t)q*(l-t) ->• sup | U(t) |/q*(t)q*( 1-t) 
tei n w tei 
with e.g. q (σ) = (σ loglog(l/a)) , σ € [0,l]. This q , however, is not 
an element of Q. , and thus there is no weak convergence of the weighted 
processes themselves. 
Theorem 3.3 is implicitly contained in Corollary 2.6 in Alexander 
(1985), where the if part is proved under the assumption in (3.60) and the 
only if part under the assumption that q € Q. For the if part of this 
theorem, see also Theorem 5.2 in Alexander (1982). Our truncation point 
γ log n/n in Theorem 3.3 is also chosen in Shorack & Wellner (1982, 
Theorem 1.2), where this theorem is proved for d = 1. Their proof of the 
only if part, however, is only correct for q e 2, and hence our theorem 
with d = 1 is an improvement of their theorem. 
The choice of γ log n/n as truncation point is not as arbitrary as it 
seems to be at first sight. The reason for this choice is rather technical: 
{γlog n/n} _. is (roughly speaking) the smallest sequence for which the 
argument of ψ in (3.50) does not tend to "> as η •+ m; for more details see 
Corollary 2.5 and the discussion above it in Alexander (1985). Finally 
note that in principle a corollary similar to Corollary 3.2 can be inferred 
from Corollary 3.4 by use of the point representation for rectangles. We 
did not present it due to the fact that the point representation of U 
is not an element of D which causes some technical problems. 
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CHAPTER 4 
STRONG LIMIT THEOREMS FOR SUPREMA OF 
WEIGHTED MULTIVARIATE UNIFORM EMPIRICAL PROCESSES 
This chapter will be devoted to strong limit theorems for suprema of 
the absolute values of weighted multivariate uniform empirical processes 
indexed by points. Here the weight functions q and q m (1.13) will be 
restricted toq(·) =q(·) = (·) , 0 £ α £ 1. In section 1 the suprema will 
be taken over the whole unit square, in section 2 over its middle 
(= {t € I : |t| bounded away from 0}) and m section 3 over its tail 
(= {t € I : |t| close to 0}). Some refinements of the results can and 
will be given for the onedimensional case in sections 1 and 3. These 
refinements have no natural generalization to arbitrary dimension since 
they depend on the concept of an order statistic. It turns out that the 
class of rectangles is not a very suitable indexing class for the 
investigations in this chapter. Therefore we only briefly consider this 
indexing class in section 4. 
1. Suprema over the whole unit square: proper standardization is impossible 
We begin this section with a well-known result for order statistics, 
a version of the Borei - Cantelli lemma and an inequality. All these results 
turn out to be extremely useful in this chapter. For d = 1 and any integer 
1 < к < η let X, denote the k-th order statistic of X,,X„
r
...,X . 
— — k:n 1' 2 η 
FACT 4.1. (Mori (1976); see also Kiefer (1972) and Geffroy (1958/1959).) 
For any fixed positive integer к and sequence of positive constants {b } 
with b 4- we have 
η 
CD 
k-1 к (4.1) Σ η b = » vmplies PIX, < b ι.о.) = 1. 
. η
 υ
 k:n — η 
η=1 
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For к = 1 statement (4.1) holds true without the condition b +. 
η 
FACT 4.2. (Barndorff-Nielsen (1961).) Let {A } , be a sequence of events 
η n=l 
in some probability space. Then Σ _ PA A . < » and lim PA = 0 imply 
г Γ
 n=2 η n-1 η-«» η 
P(A i.o.) = 0. 
η 
INEQUALITY 4.1. For every d € и and integer m with 1 <_ m <^  η and 0 < а <_ 1 
we have 
(4.2) P(sup "^(t' 1 m' £ Cjt^) (c2a)m(l ν log(l/a)) 
where с = с (d) , с. = c.td) and с ,c., € [l,»). Of course с (1) andc.d) 
can bot/z be taken equal to 1. 
PROOF. Using the method of proof of Inequality 2.6 we obtain, with Ρ(ί;0,α) 
defined by (2.24), 
(4.3) P(sup nF (t) > m) 
ui«* n -
<_ Ρ (sup sup nF (t) >^  m) 
R(a,b)eP(i;0,a) tCR(a,b) " 
<_ Σ Ρ (sup nF (t) >^  m) 
R(a,b)eP(i;0,a) tCRta.b) П 
£ Σ P(nF (b) >_ m) 
R(a,b)fcP(i;0,o) n 
£ (n) Σ |ьГ 
m
 R(a,b)eP(i;0
r
a) 
< (n) 2^2ά 
— m 
d Itf-^dti 
t|<2da 
2da 
< (n) 2аШ2а ƒ (logd/sn^s-^ds. 
_ m
 0 
Elementary analysis shows 
2da 
(4.4) ƒ (logd/s))·3"^111 ^s £ c(d) (2da)m(l ν log(l/a))d l , 
0 
which completes the proof. 
39 
We are now prepared to state and prove the two theorems of this 
section and some corollaries. The second theorem is a refinement of the 
first one for the case d = 1. We first state the results and afterwards the 
proofs. 
Let us define 
К v
( t ) i 
(4.5) V = sup '- — , 0 < ν <_ Ì, 
n
'
v
 teid dtld-ltl)) 1^ 
and for d = 1 and fixed positive integer к 
'" (t)| 
,. rs ..(Ю n.v ' „ , 
(4.6) % υ s u p T37 ' 0 1 v 1 i' 
X. <t<X
 W 1 (t(l-t)) k:n n-k+1:n 
with U as defined in (2.51). Also let {a } . be a sequence of positive 
η,\ι η n=l 
constants. 
THEOREM 4.1. Let d С U and 0 <_ ν <_ i. 
(Ι) Ι / Σ " a (log(l/a ) ) d - 1 = », then 
n=l η η 
1-v (4.7) limsup (na ) V = •»> a.s. 
η n.v 
n
-M° 
(II) !ƒ Σ" , a (log(l/a ))à~i < » and na +, then 
n=l η η η 
1-v 
(4.8) lim (na ) V = 0 a.s. 
η η,ν 
η-Η» 
COROLLARY 4.1. Theve exists no sequence of positive constants {a } 
• η η—1 
such that na \ and 
η 
1-v (4.9) limsup (na ) V = 1 a.s. 
η n.v 
Π-»-» 
COROLLARY 4.2. 
log V 
(4.10) limsup^ , П' = (l-v)d a.s. loglog η 
η-» 
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COROLLARY 4.3. For all β < 0 
(4.11) lim n^V = 0 a.s. 
η, ν 
η-χο 
THEOREM 4.2. Let d = 1, к € 3N and 0 < ν < i. 
(I) If Σ , η a = » and a +, tóen 
n=l η η 
(4.12) limsup (na )* VV ( k ) = •» a.s. 
η η,ν 
η-« 
Ie— 1 Tc (II) If Σ η a < » and na +, tóen 
η=1 η η 
(4.13) lim (na J1 Vv ( k ) = 0 a.s. 
η η,υ 
η-χ» 
COROLLARY 4.4. 
log V 
(4.14) limsup 
η·*·» 
loglog η 
(к) 
η,ν _ 1-ν 
PROOF OF THEOREM 4.1. Part I. It is a consequence of Fact 4.1 with к = 1 
that Σ a log(l/a ) = » implies P(|x|, < ta i.о.) = 1 for any ε > 0, 
η η 1:η η 
with |x|. = min{|x |,—,|χ |}; see the remark below (3.13). It can be 
easily seen that 
.1-ν ν -1 
._ (na ) η η 
(4.15) (na ) V , > ; 
η
 ^ - ^ K l i ^ - l x l ^ » 1 -
d = 1 
.(., S t£
 | Г
п<^1 2L¿ 
К 
l:n 
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Hence we have 
1-v 1 (4.16) limsup (na ) V > : a.s. 
* η η,ν — 1-v 
η*» 2e 
Letting ε + 0 proves this part of the theorem. 
Part II. We restrict ourselves without loss of generality to sequences 
ш _2 —1 -1 {a } . with η < a < η . Using a < η we see that the assumptions of 
η n=l — η — η — 
part II imply Σ a (log n) < », which in turn in combination with na + 
nd n 
implies na (log n) -*• 0 as η -»• «. Define for either choice of sign 
±(F (t)-|t|) 
(4.17) ν" = sup τ—— , 
n
 o<|t|<b \t\^ 
1
 '— η ' ' 
with b = log n/n and let us first show that 
η 
(4.1Θ) lim na^V" = 0 a.s. 
η η 
1-v + It suffices to prove that limsup na V < 1 a.s. 
η-*» η η — 
Define the following events: 
(4.19) A = {V+ > 1 b С = A A C .. 
η η — 1-v η η n-1 
n a
n 
According to Fact 4.2 we need to prove that Σ PC < » and lim PA = 0 . 
η η 
η
-
**
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Let у. be the solution of the equation 
i.n 
(4.20) f (σ) = i, for- i = 0,1,2,...,і = [f (b )] +1 . 
η η η η 
where 
(4.21) f (σ) = ησ+(σ/3 ) ^ , σ € [θ,«). 
η η 
Note that i = l+[log η +((log η)/(na )) ] and hence, since 
η η . 1-v 
na log η •> 0 as η ->• ш, we have i < 3((log η)/(na )) . Moreover, let 
η η - η 
χ. = χ. = у. л b and observe that for large n, f is increasing on 
ι ι,η Ί,η η ι η l/M-vì [0,~) , f . < f , b , > Ь , χ. = b and l/(2n)''< χ. < i a . Hence 
n-1— η n-1 — η ι η — χ — η 
we have for large η 
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y t H t ' ! F n-I ( t > -I t | ! 
( 4 . 2 2 ) С = {sup : > : ; sup ; < , S 
n
 0 < | t | < b I t i 1 " " " n a 1 " " 0 < | t | < b , ¡ t l 1 ^ ( n - l ) a 1 - " 
1
 '— η ' η — n - 1 ' n - 1 
C { 3 t : 0 < | t | < b пТ
пМ
 >_f
n
(\t\); V
 | t ¡ < b ( n - D F ^ t t ) < f n ( | t | ) } 
1
 '— η ' '— η 
1 
η 
с U {Э^ , , , nF ( t ) = ι ; V ^, , ( n - l ) F ( t ) < 1-1} 
1=1 t : x 1 - i
< l t l i x i n t ! x 1 _ i
< l t l i x 1
 n
-
1 
1 
η 
с U В 
1=1 п'д-
where 
(4.23) В = {sup (n-l)F .(t) > i-l ; X < χ }. 
η,ι
 | t | l X i n-1 - n' - ι 
We are now going to compute upper bounds for PB (i = 1,2,. . . ,i ) 
η,ι η 
and hence for PC . In this computation c.,C-,...,α. are finite numbers only 
depending on d and v. We first consider ι = 1. Then we have by Inequality 4.1 
and the remarks above (4.22) for large η 
(4.24) PB . < c.c,x, (log(l/x1))
d
-
1
 < c,a (logn)'3-1. 
η,ι — 1 ¿ ι ι — jn 
For 2 <^  ι <^  ι we have similarly for large η 
i 
IA тс* ™ . Ζ,η-ίϊ, ^:¡-,•, , , , чч2,3-2 ^  С 4 ( С 2 П Х І ) „
 x
2d-2 
(4.25) PB
n f i i c ^ ^ X C j X j (logd/xj) < _ _ _ _ _ ( l o g n ) 
Using the Stirling formula we obtain 
(4.26) l/(m') < (e/m)"1 V ,
т о
. 
— теш 
Combination of (4.25), (4.26) and the remarks above (4.22) yields 
( 4 . 2 7 ) PB < Cj-nx i ( ) ( l o g η) 
η , ι — 5 ι ι ' 
1+ν ν 
1-ν 2 , , 1 - ν . i - 2 , , , 2 d - 2 
< c_n а ( с . n i а ) ( l o g η) 
— 5 ι n b n η 
< c _ i na (Зс,_ (na l o g η) ) ( l o g η) 
— b n b n 
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Since na log η •+ 0 as η -»• =>, this last expression is less than or equal to 
η 
(4.28) c7na^(i)
:L
"
2(log n ) 2 d " 2 . 
Combining (4.22), (4.24), (4.27) and (4.28) yields for large η 
OD 
(4 .29) PC < c^a ( l o g n ) ' 3 " 1 + c ^ n a 2 ( l o g n ) 2 d " 2 Σ ( i ) 1 " 2 
η — J η 7 η „ 1=2 
< c a ( l o g η) (1+c na ( l o g η) ) < c a ( l o g η) J η o n У η 
Now we have, since Σ a (log n) < ш, that Σ PC < œ. 
η η 
For the proof of PA •+ 0 as η -*• ", we need 
(4.30) A = {sup nF (t) > i}. 
|t|<xi 
Since χ = b we have 
ι η 
η 
ι 
η 
(4.31) A c= U А 
η
 ι = 1 η,ι 
Using Inequality 4.1 we have for 1 < ι <^  ι by a similar computation as 
for the В . 
η,i 
(4.32) PA < c(d,v) (i)1"1na (logn)*5"1, 
η ,i — η 
which in combination with (4.31) yields for large η 
(4.33) PA < 2c(d,v)na (log n) •* 0 as η ->• » . 
η — η 
Our next step is investigating the almost sure behaviour of V as 
η 
defined in (4.17). We immediately see that 
1-v - 1-v ι iV 1-v 2v-l 
(4.33) na V < na sup t = (na log n) (log η) , 
n n
~
 n
 o<|t|<b 
1
 '— η 
which yields that 
(4.34) lim na 1 - VV = 0 a.s. 
η η 
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Now c o n s i d e r 
| F
n
( t ) - | t | 
( 4 . 3 5 ) V = s u p 
n
 b < | t | < i I t i 1 -
η ' ' — 
From Theorem 4.3 in the next section it easily follows that 
|u (t) | , 
(4.36) limsup sup ^^ UT 1 (2(d+l)) a.s. 
η-*» b <|t|£l (loglog n) |t| 
Using na log η •* 0 as η -»• », (4.36) yields that 
η 
(4.37) 11m na1"VV* = 0 a.s. 
η η 
η-H» 
Combining (4.18), (4.34) and (4.37) yields 
Lv l F n ( t ) - l t | l 
(4.38) lim na sup : = 0 a.s. 
n -
 n
 teid Iti1-
Noting that 0 < y £ J implies 1 < (1-y) f."2» we see that it remains to 
prove for 0 <_ ν <^  ì 
|u (t)| 
(4.39) lim (na ) sup — = 0 a.s. 
**-
 n
 i<|t|<i ( i - M ) 1 -
With the same approach as in the proof of Theorem 3.2 we can prove, using 
Inequality 2.6 or a result in Alexander (1982, Corollary 6.2) that "large 
d-dimensional points" behave as "small (or large) 1-dimensional points", 
I.e. 
(4.40) Σ a' < ш and паЧ гтріу 
η η
 r
 " 
η=1 
,. , ,,1-ν lün,v(t)l
 η 
lim (na') sup ' -. = 0 a.s. 
η -
 n
 teid (i-ltl)1-
We omit the proof of (4.40) , because it is straightforward though tedious. 
• 
PROOF OF COROLLARY 4.2. Applying Theorem 4.1 with a = (n(log η)*1)"1 and 
fi + F" — 1 
with a = (n(log η) ) , ε > 0, gives the desired result. 
η 
D 
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k-l к 
PROOF OF THEOREM 4.2. Part I. Since Σ η a = » and a + it follows from 
η η 
Fact 4.1 that for every ε > 0 
(4.41) PtX, < га л k/(2n) i.о.) = 1. 
k:n — η 
It is easy to see that 
(4.42) (na H - V * » > (na'-V--* ) ) / Х ^ , 
η η,ν — η η Jt:n k:n 
hence (4.41) implies for every ε > 0 
(4.43) limsup (na J 1 " ^ * ' > k/ilz1^) a.s. 
η η ,ν — 
η-*» 
Letting e + 0 proves this part of the theorem. 
Part II. The proof is similar to the proof of the corresponding part 
of Theorem 4.1. We restrict ourselves without loss of generality to 
r i" 2 - 1 
sequences {a } with a > (n(log n) ) .By the assumptions of part II 
η n=l η — 
we also have na (log n) *' -*• 0 as η -»• =>. Define for either choice of sign 
η 
±(F (t)-t) , 
sup ; if X, < b 
„ ^ ^* ^1- k:n - η X, <t<b t 
+
 k:n η 
(4.44) W - = 
η 
1
 0 otherwise, 
* 1/k 
with b = (log n) /n and let us first show that 
η 
1-v + (4.45) limsup na W < 0 a.s. 
η η — 
1-v + 
It is sufficient to prove limsup na W < 1 a.s. 
^n-*» η η —
 4 t 
According to Fact 4.2 we need to prove Σ PC < "» and lim PA = 0, 4
 ^ η η-"» η 
where now 
(4.46) A = {W > Ц - } ; С = A A , . 
η η — 1-v η η n-1 
na 
η 
Let f (σ) and у. be the quantities defined in the proof of Theorem 4.1 
n
 * ,
1
'
1 1
 * 
and set x. = x. = у. л b and i = [f (b )] + 1. We can make similar 
ι ι,η ι,η η η η η 
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observations as between (4.21) and (4.22), in particular we have 
1/k ., .,1-v 
ι / (na ) ) 
η 
require the following statements, which will be proved for large η 
ι* < 3((log n) ) V for large n. To establish (4.45) we also 
η —  
( 4
·
4 7 ) {W
n-l < , * l-v} C {Vt:xr , <t<b* ( n- 1 ) Fn-l ( t ) < f n ( t ) } ' (n-l)a . k-1 ,n — η 
η-1 
* 
ι 
+ ι
 n 
(4.48) {W > - Ц } c U {Э_ * „ , * nF (t) > f (t)}, 
η — 1-v , t:x , <t<x η — η 
na i=k i-l,η — ι,η 
η 
* 
ι 
(4.49) {W+ . < ; ; W + > - Ц } <= U {(n-l)F (χ* ) > 1-1; 
п-1 , „ 1- η — 1-ν , η-1 ι,η — (n-l)a , na i=k 
η-1 π 
Χ < χ }. 
η — ι,η 
We first prove (4.47). Let ω € {W , < ((n-l)a ~ , ) ~ }. We have to 
n-1 n-1 
distinguish between the cases X, . > b and X, , < b . In the first 
k:n-l η k:n-l — η 
case we have (n-l)F (t) < k-1 for all 0 < t < b* , which implies that 
n-1 — — η (n-l)F .(t) < nt + (t/a ) 1 ~ V for all x* , < t < b*. In the second case 
n-1 η k-1,η — η 
we have (n-l)F , (t) < (n-l)t+(t/a , ) 1 - ^ for all X, , < t < b* , which 
n-1 n-1 k:n-l — — η 
since na I implies 
η 
(4.50) (n-l)F , (t) < nt + (t/a ) 1 ~ V for X, . < t < b*. 
n-1 η J k:n-l — — η 
Notice that if X, . < y, . , then (n-1)F , (y, , ) > к, which contra-k:n-l — -"k-ljn n-1 k-1,η — 
diets (4.50). Thus if (4.50) holds we must have 
(4.51) X, > У, . . k:n-l -^-Ι,η 
Now (4.51) implies that 
(4.52) (n-l)F . (t) < nt + (t/a ) l~V for y. . < t < X. 
n-1 η Jc-1 ,n л:п—1 
Combining (4.50) and (4.52) and replacing у by χ yields 
JC™ Χ f Π Jt— Í f η 
(4.53) ω € {V. * „ * (n-l)F . (t) < nt + (t/a J 1 ^ } . 
t:x, . <t<D n—1 η k-1,η — η 
This completes the proof of (4.47). 
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Now we will prove (4.48). Let ω € {W > (na ) }. We must have 
η — η 
* * * 
Χ, < Ь . Since χ * = b there exists 1 < i < i such that k:n — η ι , η η — — η 
η 
(4.54) Χ, € (χ* ,::* ]. 
k:n i-l,η ι,η 
* 
If (4.54) holds with i < к then nF (χ, ) > к, which implies that ω is an 
η к,η — 
element of the set on the right side of (4.48). If (4.54) holds with i >^  k, 
* * 
then there must exist a t with y, , = x. . < X, < t < b and 
k-l,n k-l,n k:n — — η 1—ν 
nF (t) > nt+(t/a ) , which also implies that ω is an element of the set 
η — η 
on the right side of (4.48). This completes the proof of (4.48). 
Finally we prove (4.49) . Observe that for any к <^  i <_ i 
(4.55) ÍV * * (n-l)F (t) < f (t); 3,, * * nF (t) > f (t)} 
t:x, , <t<b n-1 η t:x. , <t<x. η — η k-l,n — η i-l,η — ι,η 
с {Э * _ * nF (t) > i; (n-l)F .(χ* ) < i} 
t:x. . <t<x. η — n-1 ι,η 
i-l,η —ι,η 
<= { (n-l)F . (x* ) > i-l; X < x. }. 
n-1 ι,η — η — ι,η 
Now (4.49) follows from (4.47) and (4.48). 
We are now ready to show that Σ PC < », Using (4.49) and some of the 
η 
ideas of the proof of Theorem 4.1 we have for large η 
*
 l n 
(4.56) PC < Σ P(X < x.)P((n-l)F ,(x.) > i-l) 
η — . , η — ι n-1 ι — i=k 
. + . * 
1 1 
^
 n
 n-1. * i k-1 к
 v
n
 k.kv/(l-v)+l, .v/fl-vKi-k 
< Σ (..Их.) < n a Z e i (ena ι ) 
—
 . . i-l ι — η . , η i=k i=k 
, * 
ι 
„ k-1 к n k.kv/d-vj+l,, , „ .l/k.+ i-k 
< η a Σ e ι (3e(na (log n) ) ) 
— η . , η i=k 
OD 
k-1 к _ k.k+K-.i-k .. , к-1 к 
< η a Σ e ι (î) = c(k)n a . 
—
 η . , η i=k 
k-1 к * 
Hence we have, since Σ η a < », that Σ PC < ». 
η η 
Now we show that lim PA = 0. Observe that by (4.48) for large η 
η-«
0
 η ^ 
i* i* 
η η 
(4.57) ΡΑ* < Σ P(nF (χ*) > І) < Σ ("»(χ*)1, 
η — , , n i — — . , 1 1 i=k i=k 
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which by the same computation as in (4.56) is less than or equal to 
к к * 
с(к)η a for large η. Since lim na = 0 we have lim __ PA = 0 and hence 
η η-*" η η-«" η 
(4.45). 
In the same way as in the proof of Theorem 4.1 it can be shown that 
1-v -
(4.58) limsup na W < 0 a.s. 
^_
 n n — 
and that 
i-, lvt)-t | 
(4.59) lim na sup ; = 0 a.s., 
«r-
 n
 b*<t<l t1-" 
η — 
hence we have 
i-v Iv t j - t i 
(4.60) lim na sup ; = 0 a.s. 
η 1-v 
η-*» X, <t<l t k:n 
Now by symmetry considerations (4.13) almost immediately follows from 
(4.60). 
α 
1/k -1 
PROOF OF COROLLARY 4.4. Applying Theorem 4.2 with a = (n(log n) ) 
ι /v 1 n 
and with a = (n(log η) ) , ε > 0, gives the desired result. 
2. Suprema over the middle; a law of the iterated logarithm 
In this section let {a } . be a sequence of positive constants 
η n=l ^ 
such that 
na 
(4.61) т^ -»-ce (0,») as η •*• ". 
loglog η 
For any σ > 0 define β by 
(4.62) 8 (log β -1) + 1 = σ"1 and β > 1. 
σ σ σ 
We now state first a useful inequality for the multinomial distribution 
and then the theorem of this section and some (results which are almost) 
corollaries. 
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FACT 4.3. (Mallows (1968).) If <N,,...,N >, m £ ]N , is multinomially 1 m 
distributed with parameters η and ρ ,...,p , where η £ n and ρ ,...,p 
are non-negative with Σ _ ρ = 1 , then we have for any λ ,.,.,λ 
m 
P(N. < λ,;...;N < λ ) < Π Ρ(Ν < λ ). 1 — 1 m — m — . ι — ι 
ι=1 
THEOREM 4 . 3 . Let d € a j , 0 £ v £ i and с e ( 0 , » ) . Then we have 
|o (t)| , 
(4.63) limsup sup ^ ρ--=ον(3 . ,-l) ν (2 (d+1) ) 'l
 ;
 ., (v) a.s. 
n — a
n
<|t|<l (loglog n)V|t|1-V c / d { i } 
COROLLÄRV 4.5. For every fixed α t (0,1) we have 
lUn v ( t ) ' 
(4.64) limsup sup '-
n-*-
 a
 lltll01 (loglog n)V(|t| (l-|t| J) 1" 4 1 
= cV(ßc/a-l ) ν (2(α+1))*1{ί}(ν) a.s. 
COROLLARY 4.6. 
(4.65) limsup sup F (t)/ t - 1 = 6 . -1 a.s., 
n-x» a <|t|<l n c / d 
n— ' — 
(4.66) limsup sup F (t)/|t| = β ,, a.s. 
ir« a <|t|<l n c / d 
n— — 
Without loss of generality we restrict ourselves in the proofs of 
Theorem 4.3 and its corollaries to sequences {a } , with a = en loglog n. 
η n=l η 
PROOF OF THEOREM 4.3. The case ν = i is due to Alexander (1984b, Corollary 3.5). 
So assume 0 <_ ν < \. (The fact that we do not give a proof for ν = \ is not 
imposed by the limitations of our approach. The case ν = i, however, behaves 
somewhat differently with regard to the other values of ν, so that in some 
parts of the proof we should have to distinguish between the cases ν = \ and 
0 <_ ν < }.) 
We first consider the upper bound. We split the interval [a ,1] in 
-1 -1 η 
three subintervals: [a ,n log η], [n log n,i] and [i,l] and prove first, 
ν
 n 
with A = с (β , - l ) , 
c/α 
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lUn,v(t)' < A a.s. (4.67) limsup sup _ ,^ -
η-«
0
 a <lt|<n log η (loglog η) |t| 
By the Borei-Cantelli lemma and Inequality 2.10 it suffices to show that 
for every small positive ε we have Σ PD < ·>, where 
' v ••
(t) 
k; 
V ^¡tilnk*loC!n^ |t k+1 κ κ ι 
η . ,v _, 
(4.68) D^ = {sup , ^  _1ч ;—-γ— >_ (1+£)(1-ε) Adoalogn ) } 
and n k = [(1+ε/12) ]. (Note that when ν = 0, Inequality 2.10 is not applicable 
for λ <_ 1 ; a slightly modified version of the inequality, however, does the 
work in this case.) 
We now use Inequality 2.8, which yields 
((l-e)n j^logn „-! 
(4.69) PD < С ƒ ( 1 0 9 ( 1 / σ ) ) da 
k
" (1-ε)3 
η, k+1 
2 -2 2 1-2ν -2 -ν 
• ехр(-і(1+г) (1-ε) A c loglog η ψ((1+ε)(1-е) Ac )). 
d d , ^d-1 ¿ d-¿-l Using σ - τ = (σ-τ) Σ.» σ τ we see that for large k 
(<l-e)n Г Ч о д а ^ 
(4.70) ƒ doqd/o))
 d o 
(1-г)а σ 
Vi 
= d
 í'^d-ejcloglogn-» " (1°9(Ï5?^)) } 
¿ (log η ) loglog η . 
From the fourth property of ψ in (2.15) and from (4.62) combined with (2.14) 
it follows that the exponential in (4.69) is less than or equal to 
(4.71) exp(-(l+8)d loglog η ). 
Combining (4.69) - (4.71) yields as an upper bound for PD 
(4.72) С loglog η (log η ) ~ ( 1 + ε < Ϊ ) , 
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provided к is sufficiently large. Recalling the definition of η it is easy 
to see that (4.72) is summable in k. This completes the proof of (4.67). 
A similar but somewhat easier proof can be given for 
lan,v(t)l 
(4.73) lim sup —- = 0 a.s. 
"^n^logniltlii i 1 0? 1 0* 1 1) 'tl " V 
Using Fact 1.2 we also have 
|u (t) | 
(4.74) lim sup '- γ-^ = 0 a.s. 
n-*» i£|t|£l (loglog n) |t| 
Combining (4.67), (4.73) and (4.74) completes the upper bound part of the 
proof. 
We now consider the lower bound. It suffices to prove that 
n F
n
( t ) 
(4.75) limsup sup : > cS ,, a.s. 
n^o |t|=a l o g l 0 g n _ c / d 
' ' η 
Let ε be a small positive number and define & = l-(l-e) . We now need 
the partition Ρ(θ) defined in (2.22) with θ = θ = (1+0(1))δ such that 
η 
there exists Ζ = Ζ £ IN with 
η 
¿ -1 
(4.76) θ = en loglog η. 
is implies Ζ = (1+0(1)) (log(l/6))~ log η = (l+0(l))c log n, where Th 
c. = c.U) С (О,»). Define 
(4.77) R = {R(a,b) t Ρ(θ ) : |bl = a }. 
η η η 
For any R(a,b) € R we have 
η 
(4.78) |R(a,b)| = (1-Θ )da = (1+0(1))(l-ε)*a . 
η η η 
Using Fact 4.3 it is easy to see that we have for λ > 0 
(4.79) P(sup F (t) >_ λ) >_ p(max F {R(a,b)} >^  λ) 
|t|=a n R(a,b)€R П 
η η 
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1 - P(max F {R(a,b) } < λ) 
R(a#b)eR
 n 
η 
>_ 1 - Π (1 - P(F {R(a,b)} >_ λ)) 
R(a,b)eR n 
= 1 - (1 - P(F {R} > \)Γ^, 
η — 
where R is an arbitrary element of R . A combinatorial argument shows 
(4.80) *R
n
 = ( ^ 1 ) ^ ^ ' ^ " ^ - ^ ( l + O U n c ^ l o g n ) * - 1 , 
where с = с (d,e) € (0,»). 
Define F for m > η by 
n,m 
(4.Θ1) (m-n)F = mF - nF 
n.m m η 
and let {n.}.
 4 be a subsequence of the natural numbers such that 
D 3=1 j * 
n. = (l+o(1))(1/(1-(1-е) )) . Arrived at this stage we can proceed as in 
Lemma 1, Lemma 2 and the "inner class" proof of Theorem 3 in Kiefer (1972), 
where (4.75) is proved for d = 1. With some minor modifications we obtain 
for R Ë R and λ = (l-e)cß ., loglog η. 
η. c/d j 
(4.Θ2) P((n.-n. ,,Ρ Ш>Х) = 3-<1+"<1>><1-ε)
ά
_ 
3 3-1 η.^,η. -
Combining this with (4.79) and (4.80) yields 
(4.83) P(sup (n.-n. ,)F (t) > λ) |t|=a
n
 j
 3-1 η.^,η. -
j
 .d-i 
> ! _ { ! _
 :j-(l+0(l))(l-e)d}
(1+C
'
(1
'
)c3j 
C 3 3 
.-(1-dE) (1+0(1)) 
where с = с (α,ε) e (0,»). Again like in Kiefer (1972) an application of 
the Borei-Cantelli lemma completes the proof of (4.75). 
53 
PROOF OF COROLLARY 4.5. For 0 _< ν < i this corollary can easily be derived 
from Theorem 4.3 using Fact 1.2 and (4.75); for ν = i the result is in 
Alexander (1984b). It is also easy to derive Corollary 4.5 from Theorem 4.3 
for all 0 <_ ν < ì by use of Corollary 6.2 in Alexander (1982) . 
• 
PROOF OF COROLLARY 4.6. The first part is Theorem 4.3 for V = 0, the second 
part is immediate from the first part and (4.75). 
• 
3. Suprema over the tail: again laws of the iterated logarithm 
Throughout this section let ík } -be any non-decreasing sequence of 
η n=l 
constants with 0 < k < п , п С Ю , and define for d £ U and 0 < ν < ì 
η — — 
(4.84) D (к ) = sup (n/k ) V |u (ί)|/|ί|*~ν 
n
'
V n
 0<|t|<k
n
/n n n 
and for any fixed positive integer k, d = 1 and 0 < ν <_ i 
sup (n/k ) V | U (ί)|Α*"ν if X, < к /η 
„ ^ . ^ , / η η κ:η — η 
Χ, <t<k /η k:n η 
(4.85) D ( k ) (к ) 
η,ν η 
•0 otherm.se·, 
Note that 1-υ in the weight functions in sections 1 and 2 is relabeled by i-v. 
In the proofs of the theorems in this section we need the following result: 
FACT 4.4. (Alexander (1984b); for d = 1 see also Kiefer (1972).) If 
к /loglog η -*• ·» and lim loglog (n/k )/loglog η = α, then 
η η-*
00
 η 
(4.86) limsup sup η|κ (t)-|t||/(k loglog η) > (2(1+α(d-1))) a.s. 
1 ^ 1 » / η η — 
η-» t =k /η 
' η 
For d = 1 statement (4.86), with a(d-1) = 0, holds true without the second 
condition. 
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We now present the theorems of this section for 0 < ν < i followed by 
their proofs. Then we will consider the case \) = i. For brevity let us write 
,„ от» - ,
 ь
2 /(1-2 ) ,, , ,1/(1-2ν)-1 (4.87) а = (nk (loglog η) ) 
η η 
THEOREM 4.4. Let d e m and 0 < ν < i. 
(lì If Σ", a (log(l/a J ) ^ 1 = », then 
IFl η η 
(4.88) limsup D (k )/(loglog n) = » a.s. 
n,\) η 
(II) If Σ* , a (log(l/a J)* 3 - 1 < « and к /η + 0, tuen 
n=l η η η 
(4.89) limsup D (к )/(loglogn) < (2d) a.s., 
η ,ν η — 
η-МО 
with equality almost surely for the case d = 1. 
(III) If in addition to the conditions of part II we assume 
lim loglog(n/k )/loglog η = α, then 
η-»» η 
(4.90) limsup D (k )/(loglogn) = (2(1+a(d-1)))* a.s. 
η ,ν η 
η-H» 
THEOREM 4 . 5 . Let d = 1, к С К and 0 < ν < i . 
(I) If Σ° , n k " 1 a k = «, then 
η=1 η 
(4.91) limsup D ( k )(k )/(loglog η) * = » a.s. 
η,ν η 
η
-Η= 
(II) If Σ" , n k" 1a k < » and к /η + 0, then 
η=1 η η 
(4.92) limsup D ( k )(к )/(loglog η)* = 2* a.s. 
η,ν η 
n-w° 
PROOF OF THEOREM 4.4. Part I. By the same reasoning as in the beginning of 
the proof of Theorem 4.1 we have for any ε > 0 : P(|x|. < га i.o.) = 1. 
1 :n η 
Now к t implies that P(|x|. < еа. л к /η i.o.) = 1. Observe also that 
η ' ' 1 :n η η 
Χ . < к /η implies 1 :n — η 
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D (к ) ν è 
„.93, n'V " » K g - ) i, ,,-, · 
(loglog η) η 2n (loglog η) IxL. 
Hence we have 
i è-v 
(4.94) limsup D (k )/(loglog n) > l/(2e ) a.s. 
η,ν η — 
Letting ε + 0 proves this part of the theorem. 
Part II. Notice that the assumptions of part II imply 
œ 
(4.95) Σ a (log n ) d _ < » 
ι
 n 
n=l 
and 
(4.96) (log n) d/(k 2 v / ( 1- 2 V ) (loglog n) 1 / ( 1- 2 v ,> - 0 as η - ». 
η 
Thus for all large η 
(4.97) D (k ) < E (к ) + sup (n/k ) V [u (t)|/|t|i_V, 
η,ν η - η,ν η
 <
| t | < k 
η—
1
 '— η 
where 
(4.98) Ε (к ) = sup (n/k ) V |u (tjl/ltl*"41 
n
'
v n
 0<|t|<b n n 1
 '— η 
and b = (loglog n) /n. 
η 
We now prove 
(4.99) lim E (k )/(loglog n ) ' = 0 a.s. 
η,ν η 
η-»·» 
The proof of (4.99) is similar to the proof of Theorem 4.1, part II, hence 
we will give a short proof in which for similar quantities as in the proof 
of Theorem 4.1 the same symbols are used. Define for either choice of sign 
+
 ±(F (t)-|t|) 
(4.100) V" = sup n 
n
 o<|t|<b Μ*- ν 
1
 '— η ' ' 
and let us first show that 
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ì+v + }+v + 
η V η V 
(4.101) limsup r ± 1 a.s. , henee lim — τ- = 0 a.s. 
η-«» к (loglog η) η-«" к (loglog η) 
η η 
Again we have to prove IPC < » and lim PA = 0, where this time r
 η n-x» η 
(4.102) A = {V+ > (loglog пГк /п + V } and С = A A C . . 
η η — η n n n - 1 
Let у. be the solution of the equation 
-Ί,η 
(4.103) f (σ) = i, for i = 0,1,2,...,! = [kV(loglog n ) 1 / ' ( 2 V ) ] , 
η η η 
where 
(4.104) f (σ) = na+kV(loglog η) η'^σ* V, σ e to,») , 
η η 
1 
η and write again χ. = χ. = у. л Ь . For larqe η we have С c= U. . В . , 
ι ί,η ί,η η .¡ η ι=1 η,ι 
with В . as 
η,ι 
for large η 
s defined in (4.23), and hence PC < Σ.". PB ..We also have 
η — 1=1 η,ι 
ÍH m ^ ,ο ,-2/<1-2\ι) , ^ 2/(1-2 ) (4.105) (2η) < χ. < ι а . 
— ι — η 
Now we can show along t h e l i n e s of (4.24)-(4.29) t h a t PC = Ota^dog n) ) 
η " 
and along the lines of (4.30)-(4.33) that PA = 0(na (log n ) 0 - 1 ) . We omit 
η η 
the straightforward details. Hence (4.101) is established. 
Notice that trivially we have 
n
i + V
v" i+v „ . ,(l+2v)/(4v) 
( 4 Л 0 б ) 2 r < 2 r (loglog n) 
V i — V J i+V 
к (loglog n) к (loglog η) η 
,, , ,1/(4υ) 
(loglog η) 
Hence by (4.96) 
(4.107) lim η V~/(kV(loglog n ) ) = 0 a.s., 
η η 
η-H» 
which completes the proof of (4.99). 
Now we will consider the second term on the right side of (4.97), 
This term is for large η less than or equal to 
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(4 .108) ( l o g l o g η) (G / ( l o g к ) + H ) , 
η η η 
where 
(4 .109) G = s u p IU ( t ) | / ( [ t | l o g l o g η ) * , 
η
 b < | t | < £ / n η 
η— '— η 
(4 .110) Η = sup | u ( t ) | / ( | t | l o g l o g η) . 
η
 I /n<|t|<k /η η 
η
 —
 — η 
and ¿ = к /log к . Notice that £ /η + 0. Using Inequality 2.6 (or 
η η η η 
Inequality 2.θ) in combination with Inequality 2.10 we can prove, similarly 
to the proof of (4.67) with the ν appearing there equal to i, that 
(4.111) limsup G < (2(d+l)) a.s. and limsup H < (2d) a.s. 
η — η — 
n->"°° n-w> 
From (4.99) and (4.111) we have (4.89). For the case d = 1, Fact 4.4 along 
with (4.89) completes the proof of part II. 
Part III. Under the additional assumption of this part we can, again 
along the lines of the proof of (4.67), improve the result for Η in 
(4.111): 
(4.112) limsup Η < (2(l+α(d-1)))* a.s. 
η·«
 n
 " 
Now (4.99), (4.111) and (4.112) yield the upper bound part of (4.90). From 
Fact 4.4 we can infer the lower bound part. This completes the proof of 
Theorem 4.4. 
• 
PROOF OF THEOREM 4.5. Part I. Observe that for any e > 0, 
ea л к/ (2n) л к /η = ea for large η. Combining this with Fact 4.2 we have 
η η η 
(4.113) PfX, < еа i.о.) = 1. 
k:n — η 
As in the proof of Theorem 4.4 this immediately yields (4.91). 
Part II. The proof of this part is a mixture of Theorem 4.3, part II, 
and Theorem 4.2, part II. We now have (4.96) with d replaced by 1/k and 
hence for large η 
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(4.114) D l K'(k) < E k ' (k ) + (loglog n)J(G /(log к ) + H ) , 
η,ν η — η,ν η η η η 
where G and Η are defined in (4.109) and (4.110) respectively (of course 
η η 
now d = 1) , 
г sup <n/10 V |U (t)|/t b V if X < b 
X^ <t<b η η κ.η η 
к:п--п 
(4.115) E 1 '(к ) = 
η,ν η 
otherwise, 
and b as below (4.98). 
η 
Now by the method used m the proof of part II of Theorems 4.1, 4.2 
and 4.4 and inclusions like (4.47) - (4.49) it follows that (cf. (4.99)) 
(4.116) lim E ( k ) (к )/(loglog η)* = 0 a.s. 
η,ν η 
η-*" 
But (4.116) and (4.111) with d = 1, combined with (4.114), immediately 
yield 
(4.117) limsupD ( k )(k )/(loglogn) < 2 a.s. 
η,ν η — 
η-*" 
Fact 4.4 along with Р(Х. > к /η ι.о.) = 0 completes the proof of this 
part and hence of Theorem 4.5. 
Finally we shall deal with the case ν = \, i.e. the unweighted case. 
But before we present the analogues for ν = i of Theorems 4.4 and 4.5, we 
give some results which we shall require in their proofs. 
INEQUALITY 4.2. Let ε ξ. (0,ì] and α € (Ο,έ). Then we have 
2 
(4.118) P(sup |u (t) | > λα*) < C ( l o g - ) d " 1 ехр(~ ( 1" Ё ) Х ψ (——
τ
) ) , λ>0, 
ι J. ι , η — — α ¿ / , ΐ ~ 
t <ο (ηα) 
where с = C(d,t) e (0,»). 
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The proof of this inequality is similar to, but somewhat easier than, the 
proof of Inequality 5.1. For this reason we give a full proof of 
Inequality 5.1 and omit the proof of this inequality. 
ν 
INEQUALITY 4.3. Let e € (0,1) , α e (C,l] and write η = [ (1+}ε) ], к e и. 
ι
 к 
Then we have for all к e IN and for λ > 2 (α/ε) 
(4.119) P(max sup |u (t) ¡ >_ λ) <_ 2P(sup ¡U (t) | >_ (l-e)X). 
η <n<n |t|<oi n К|£ а П к + 1 
PROOF. Similarly as in the proof of Inequality 2.10 we have 
(4 .120) i n f PB* · P ( s u p |S ( r ) | > λ ( η + 1 ) * ) 
η, <n<n, ,,,-ιεπΝ ' η, <n<n, . ; i £ » I 
к — k+1 к — k+1 
£ P ( s u p | s (r ) ] >_ ( 1 - 1 ε ) λ ( η . + 1 ) * ) 
iCJN n k + l 1 * 
< P ( s u p lu ( t ) ι > ( 1 - ε ) λ ) , 
~ | t | < o n k + i 
where f o r η, < η < n, , and ι С IN 
к — k+1 
(4.121) B* = { |s (r ) - S (r ) | < λ ( η , + 1 ) * ί ε } . 
η , ι ' n i n i 1 — к 
So it remains to prove that PB > i for all n, < η < n, , and all ι € IN. 
η , ι — к — k+1 
But by an application of Chebysev's inequality we have 
4|r |(l-|r |)(n -(n +1)) 
(4.122) PB < — -ÍÜ < ^ - < i. 
η,ι - .2, ,. 2 -,2 2 -
λ (η, +1)ε λ ε 
к • 
For the sequence {к } , introduced m the beginning of this section, 
we have: 
FACT 4.5. (Alexander (1984b); for d = 1 see also Kiefer (1972).) If 
к /loclog η > 0 and к /η + 0 then 
η η 
n|F (t)-¡t|| 
(4.123) limsup sup — : ; log((loglog n)/k ) > 1 a.s. 
^ ι. ι , , loglog η η — 
n-w° t =k /η ^ ^ 1
 η 
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THEOREM 4.6. Let d £ M. 
(I) If к /loglog η -»• 0 and к /η + 0, then 
(4.124) limsup D .(к )/(logloq η) = » a.s. 
η , ί η 
η-κο 
(II) If к /loglog η -> с € (0,»), then 
(4.125) limsup D , (к )/(loglog η) I = с (В ,.-l) a.s. 
η , Î η C/u 
n-мж) 
(III) If к /loglog η -*· » and к /η 4· 0, tuen 
(4.126) limsup D .(к )/(loglogn) < (2d) a.s., 
η , î η — 
η-*» 
with equality almost surely for the case d = 1. 
(IV) If in addition to the conditions of part III we assume 
lim loglog(n/k )/loglog η = a, then 
η-*» η 
(4.127) limsup D .(к )/(1од1одпГ = (2 (l+α (d-1) ) ) a.s. 
η,ι η 
THEOREM 4.7. Let d = 1 and к € И. 
(I) If к /loglog η •* » and к /η + 0, then 
η η 
(4.128) limsup D ( k'(k )/(loglog η) = - a.s. 
η . τ η 
η-»» 
(II) If к /loglog η -»• с E (0,»), tterî 
(4.129) limsup D(k),(k )/(loglog n) } = с (β -1) a.s. 
η, τ η с 
η-*» 
(III) If к /loglog η •* » and к /η + 0, t^en 
(4.130) limsup D(,c'(k )/(loglog n) = 2 a.s. 
η. τ η 
η-H» 
PROOF OF THEOREM 4.6. Part I. Assertion (4.124) is an immediate consequence 
of Fact 4.5. 
61 
Part II. First note that we can assume without loss of generality that 
к = cloglog n. Using Inequality 4.2 along with Inequality 4.3 we have, 
n
 i 
again similarly to the proof of (4.67), that с (В /,-l) is almost surely 
an upper bound for the limsup in (4.125). That it is almost surely a lower 
bound follows from (4.75). 
Parts III and IV. Again the upper bounds follow from 
Inequalities 4.2 and 4.3;the lower bounds follow from Fact 4.4. 
D 
PROOF OF THEOREM 4.7. Part I. For almost every ω € Ω we can take a sub­
sequence {n } _ such that (see Fact 4.5) 
(4.131) lim n ¡F (к /η ,ш)-У. /η |/(к loglog η ) = °°. i n η ι η V η 3 
-,-*« 3 3 J 3 J 3 
Now к /loglog η •+ 0 implies 
(4 .132) l i m n F (к /n ,іі))/(к l o g l o g η ) = °° 
i n n ] η ] 
З^» 3 3 3 
and hence Χ, (ω) < к /η for all large ι . Thus we have, recalling the k:n — η τ 
D(k) ^ definition of D l K{(k ), 
n,i η 
(4.133) lim D ^ ' f k ,üj)/(loglog η ) = "», 
з- V * η3 J 
which completes the proof of this part 
Part II. Again assume к 
η 
(1972)) that for all e £ (0,°°) 
= cloglog n. It is well known (e.g. Kiefer 
(4.134) P(X, > ((l+£)loglog n)/n i.o.) = 0 . 
k:n — 
From part II of Theorem 4.6 (d = 1) and (4.134) combined with (4.75) we 
obtain part II for с > 1. Now we consider 0 < с <^  1. From the proof of 
Theorem 4.6 it follows that for almost every ω € Ω we can take a sub­
sequence {n } . such that 
3 3 = 1 
(4.135) lim η IF (k /n ,ш)-к /η l/(k loglog η ) = с (В -1). 
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Notice that 0 < с <_ 1 implies ß >_ е. Hence we have from (4.135) that 
χ (ω) < к /η. for all large j. which in combination with (4.135) 
k:n. — η. J 
1 D 
implies 
(4.136) liminf D ^ ' t k ,u))/(loglog n.) > с (β -1). 
п.,ín. D — c 
Now Theorem 4.6, part II, completes the proof of this case and hence of 
part II. 
Part III. This part follows immediately from part II of Theorem 4.6, 
(4.134) and Fact 4.4. 
• 
4. Indexation by rectangles 
As remarked at the beginning of this chapter, it is not very meaning-
ful to consider the empirical process indexed by rectangles R £ R for the 
investigations in this chapter. The main reason for this is the fact that 
the weighted empirical process "blows up" if |R| becomes small, see (3.38). 
Also, expressions like (4.6) have no meaning if t is replaced by R or, as 
the case may be, |R|. Therefore only the analogues for rectangles of 
Theorems 4.3 and 4.6 can be considered. However, the analogue of 
(k /n) D ,(k ), see (4.84), is just the oscillation modulus defined in 
η η, τ η 
(5.1) of the next chapter. Hence a theorem for rectangles like Theorem 4.6 
will be postponed until Chapter 5, where this oscillation modulus is 
studied in detail. 
We now present analogues of Theorem 4.3 and its corollaries. For 
this purpose let {a } . be a sequence of positive constants such that 
η n=l 
na 
(4.137) r;—— •* с e (0,») as η ->· ». log η 
THEOREM 4.8. Let d e IN, 0<_v<_i and с e (0,»). Then we have 
|u {R}| 
(4.138) lim sup ^-^ ¡ = cV(ß -1) a.s. 
• I V I I 1 — V С 
η·*« a <|R <1 (log n) R 
n— — 
6 3 
COROLLARY 4.7. For every fixed a €(0,1) we have 
|u {R}| 
(4.139) lim sup ^ - г — = с (β -1) a.s. 
η-*» a <|R|<a (log η) (^1(1-^1)) C 
COROLLARY 4.8. 
(4.140) lim sup |F { R } / ¡ R | - I | = ß -1 a.s., 
η " · a < | R I < 1 n C 
n— ' — 
(4 .141) l i m sup F { R } / | R | = β a . s . 
n
->oj
 a
 < I R I < 1 
n— ' — 
PROOF OF THEOREM 4.8. We only give a brief sketch of the proof because it 
resembles that of Theorem 4.3. Assume without loss of generality that 
a = en log n. By an application of Inequality 2.9, along with 
Inequality 2.11 and a remark as below (4.68), one can show 
|U {R}| 
(4.142) limsup sup ^-^ rz^i^tß - 1) a-s· 
n-*» a JlMli dog n) ¡R| C 
Combining this with Fact 1.2, along with the point representation for 
ν 
rectangles, we see that с (β -1) is an upper bound for the expression on 
the left in (4.138) almost surely. In Komlós, Major & Tusnády (1975b,(3.11)) 
it is shown for d = 1, that 
nF {R} 
(4.143) lim sup = cß a.s. 
ι _ ι log η с 
η-»-»» R = a ч 
η 
Now (4.138) readily follows from (4.142) and (4.143). 
PROOF OF COROLLARIES 4.7 AND 4.8. Corollary 4.7 follows easily from 
Theorem 4.8, Fact 1.2 and (4.143); cf. the proof of Corollary 4.5. The 
first part of Corollary 4.8 is Theorem 4.8 for ν = 0, the second part is 
immediate from the first part and (4.75). 
• 
We conclude this section by presenting a result which is more or less 
a corollary to our Theorem 4.1 and Corollary 3.9 in Alexander (1984b). 
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COROLLARY 4.9. Let d € К and μ e (-•»,!). Tuen we have 
loglog η (4.144) 
whereas 
(4.145) 
lim sup 
и Ш 
η 
"->" [ Ru dog η )
μ
 dog n ) 1 - ^ (|R| (ΐ-|κ|))* 1"μ 
1 i"n{R}l limsup sup r ~r 
n^» |R|>Ì (log n)* (|R|(1-|н|))* 
PROOF. "Large d-dimensional rectangles" also behave as "small 1-dimensional 
points". That means that (4.40) holds true with t replaced by R (cf. the 
proof of Theorem 3.4). Taking ν = J and combining this with Corollary 3.9 
of Alexander (1984b) completes the proof. 
α 
5. Discussion and bibliography 
We begin this section with a diagram which surveys all known strong 
t theorems for weighted empirical processes, index« 
the weight functions are of the form q(·) =q(·) = (·) 
limi ed by points, when 
\regton 
α \ ^ 
0 
(0,1) 
i 
( J , η 
1 
dim. 
d = 1 
d СИ 
d = 1 
d e w 
d « 1 
d e u 
d = 1 
d € » 
d = 1 
d e n 
d I ; \) = 1-a 
Smlrnov (1944) 
Chung (1949) 
Kiefer (1961) 
James (1975) 
Alexander (1982) 
CsáKi (1974,1975,1982) 
Eirmahl s Mason <1985a) 
Mason (1981) 
Einmahl S Mason (19 5а) 
Shorack & Wellner (1978) 
Mason (1982) 
L 
T, 
N 
N 
N 
middle of I d ; м -
not I n t e r e s t i n g 
s ince LIL holds 
on whole unit 
square 
Csikl (1977) 
Alexander (19в4Ь) 
Einmahl (1984a) 
Wellner (1978) 
Einmahl (19B4a) 
1-a 
L 
I. 
L 
t a i l of I d ; u -
Einmahl i 
Mason (1985Ы 
inmediate from 
Einmahl S 
Mason (1985a) 
J-α 
L 
N 
L means: LIL (law of the iterated logarithm) 
N means: no proper standardization Is possible 
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Theorem 4.1 (α £ [i,l]), which is contained in Einmahl & Mason (1985a), 
is a generalization of various results in the literature in which special 
values of ν and d are considered. Corollary 4.1 shows that for V no 
n,v 
LIL type result holds. However, by Corollary 4.2, log V obeys a LIL. 
Note that Corollary 4.3 implies a Glivenko-Cantelli theorem for the 
weighted empirical process if 0 < \) <_ 1 (and, of course, for i < ν <_ 1) . 
Theorem 4.2 is contained in Einmahl, Haeusler and Mason (1985). It shows 
another way of generalizing Theorem 4.1 with d = 1. We remark that since 
it can be inferred from Fact 4.1 that for any sequence of positive constants 
{b } ., we have 
η n=l 
Σ b = » implies Pix, < b л l/(2n) i.o.) = 1, 
. η 1 :n — η 
n=l 
it easily follows that part I of this theorem, for к = 1, holds true without 
the condition a +. 
η 
Theorem 4.3 (a € [i,l]) is contained in Einmahl (1984a) and is also 
considered by several authors for special values of ν and d. This theorem 
shows that a LIL does hold if we don't take the suprema over the whole unit 
square; cf. Theorem 4.1. A closer inspection of the number on the right in 
(4.63) even shows that {cloglog n/n} is, roughly speaking, the smallest 
n=l 
sequence for which a LIL, in this sense, can be proved; see Alexander 
(1984b, p.3) for properties of β . As far as this theorem is concerned no 
results were known for ν strictly between 0 and i, not even for d = 1. 
Alexander (1984d) pointed out to me, however, that the result for 0 <_ ν < ì 
in Theorem 4.3 can be obtained from the result for ν = i and its proof, 
instead of giving a direct proof. This remark can also be made for 
CO 
Theorem 4.8. It should be noted that the sequence {cloglog n/n} plays 
n= 1 
a similar role for the empirical process, indexed by points, as 
{clog n/n} does for the empirical process, indexed by rectangles; see 
e.g. Theorems 4.3, 4.6, 4.8 and 5.3. It is also interesting to observe 
that there is a discontinuity in behaviour in ν = ì for the limsup in 
(4.63) if с (8 , -1) < (2(d+l)) . The results in Corollary 4.6 are the 
c/a 
multivariate versions of Corollary 2(iii) and Theorem 2(i), respectively, 
in Wellner (1978) . 
For values of α m [0,ì) the results differ from the results in 
sections 1 and 2. In that case it is shown in James (1975, d = 1) and in 
Alexander (1982, Corollary 6.2, d € W ) that a LIL holds already, when 
the suprema are taken over the whole unit square I . Therefore it is not 
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interesting to consider an analogue of Theorem 4.3 for these values of a. 
Theorems 4.4-4.7 (α Ε [θ,})) are established in Einmahl & Mason (1985b). 
As far as I know, this is the first time that results of this type have 
been considered. These theorems show that for the given weight functions a 
LIL in the tail holds under additional assumptions on the sequence {k } . 
(kl n n 
This is not true if D (k ) and D (k ) are considered for ν € l-i,θ], 
η,ν η η,ν η 
because it readily follows from Theorems 4.1 and 4.2 and their proofs that 
in those cases we have again the " ш or 0 behaviour". If we consider 
Theorem 4.4, for convenience we choose d = 1, or Theorem 4.5 we see that 
the value of the limsup is "always" °° or 2 . The proofs of Theorems 4.4 
and 4.5 show indeed what this remark suggests, namely that these theorems 
describe a behaviour which is a kind of mixture of that of Theorems 4.1-4.2 
and Theorem 4.3. Note that in contrast to Theorems 4.4 and 4.5, the values 
of the limsup m TheoreiiB4.6 and 4.7 decrease continuously from " to 2 
as the order of magnitude of the sequences {k } increases. 
Theorem 4.8, for υ = i and d € IN, is obtained in Alexander (1984b, 
Corollary 3.9). In that corollary also truncation points other than 
clog n/n are considered; see also Mason, Shorack Ь Wellner (1983) dor d = 1. 
Corollary 4.9, contained in Einmahl & Mason (1985a), nicely illustrates 
that in one situation small rectangles determine the value of the limsup 
(or lira), whereas in a slightly different situation, large rectangles do. 
For distributional analogues of the results in this chapter when d = 1, 
the reader is referred to Jaeschke (1979), Eicker (1979), Mason (1983, 1985) 
and Csorgo & Mason (1985). 
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CHAPTER 5 
LIMIT THEOREMS FOR THE OSCILLATION MODULI 
OF THE MULTIVARIATE UNIFORM EMPIRICAL PROCESS 
First we give the definitions of the two different oscillation moduli 
of the multivariate empirical process which we consider; in the one-
dimensional case these definitions (almost) coincide. The oscillation 
modulus with which we shall deal mostly is 
(5.1) ω (α) = sup lu {R}|, 0 < α < 1; 
ReR;¡R¡<a n _ " 
slight modifications of ω have applications in the theory of density 
estimation. We will also consider the oscillation modulus 
(5.2) Μ (α) = sup |u (t)-U (s) ! , α > 0 ; 
η ι ι . , η η — 
t -s I<a,V 
J J - J 
this modulus can be used for proving tightness of the sequence ÍU } . In 
section 1 we derive the exact order of magnitude of the moments of both 
ω (α) and Μ (α) for η somewhat larger than 1/a. We consider, in section 2, 
η η 
the almost sure behaviour of ω (a ), where {a } . are sequences of 
η η η n=l 
positive numbers decreasing to 0. These sequences may tend to С at all 
possible rates, i.e. we consider sequences which are almost constant, 
sequences which are so small that almost surely supini nF {R} tends to 1 
R]£a η 
and everything in between. 
1. The order of magnitude of the moments 
We begin this section by giving a sharp upper bound and a lower bound 
for the probability that ω (α) exceeds a certain value. Using these bounds 
the order of magnitude of the moments of ω (α) will follow easily from the 
relation 
CD 
(5.3) EXV = ƒ P(X > A 1 / V)dX, ν £ U, 
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where X is a non-negative rv. In the second part of this section the same 
will be done for M . 
INEQUALITY 5.1. Let ε e (0,ì] and α e (Ο,έ). Then we have 
2 
(5.4) Ρ(ω
η
(α) ^  ЛаЬ £ C^dog ^)d"1exp(~(1^E)X ψ ( λ , ) ) , λ ^ Ο , 
(па) 
where С = C(d,e) € (О,»). 
PROOF. For this proof we use the point representation for rectangles, as 
defined in (2.34) ; we then have with the notation used there 
(5.5) Ρ(ω (а) >_ λα ) = P(sup |u (<s/t>) | >_ λα*). 
П
 F(<s,t>)<a n 
"M+l Next we need some d e f i n i t i o n s . Def ine θ by θ" = 1-е and £ € U by 
£+1 £ 1 1 
θ < а < θ and n o t e t h a t £ < l og - / l o g -r- For к 6 Ж
л
 = » U { 0 } d e f i n e 
— — a u (J 
, . . .. d 
( 5 . 6 ) А( ,к) = {u € I : <u.> = <θ l : , , > . ( k ( j ) £ M ) and Σ k ( j ) = к} 
d = 2 
А (
Т!' 6 ) 
and for β E ( 1 , 2 ) and χ € ( 0 , 1 ) 
f { < l - k ( ß - l ) x , Bx+k(ß- l )x> € I : к € и 0 , к < [ , g l i f x ] > 
U { < ß x , l > } 
( 5 . 7 ) Β ( β , χ ) = • 
1-Зх 
(ß-1 
if ßx < 1 
4<ι , ι>} if ßx >_ 1. 
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^Ι'Τ!' 
It is easily seen that #А( ,к) = ( \, cf. (4.80), and th, 
#Β(β,χ) < 1/((β-1)χ). 
at 
From (2.19) and the fourth expression in (2.15) it follows that for 
~ ~ 2 d ~ ~ d _ / ^ ~ 
<s,t> £ I (s,t б I ) with F(<s,t>) < a/(l-c) 
(5.8) P(sup 
<s,t><<s,t> 
|U (<s,t>) | >_ λα') 
< С exp(- ( 1I E ) Λ ψ (—Ц-)). 
(na)5 
Using (5.5) - (5.7) we have 
(5.9) 
Ρ (ω (a) >_ λα ) < p(sup [и (<s,t>) | >_ λα*) 
F(<s, 
U«b,t>) [ > λα*) _< Ρ (max sup 
uEA(Q,l-d) <t +s -IXu ' n 
3 3 -
i Σ P(sup |G (<s,t>) | >_ λα ) 
ибА( Д-а) <t +s -IXu n 
3 3 -
< Σ 
Ρ (max 
ñ sup | и «s,t>) > λα 
о ш д-а,
 <7^>£¡
 в
 ,
 ) < s,t><<s^ » 
j=i θ 3 
i, 
P (sup £ Σ Σ 
ueA(e,£-d)
 < г ъ ^ в , ) <sft><<svt> 
з=і
 3 
U (<s,t>) > λα1) , 
η ' — 
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where Π , В (— ,u ) is the Cartesian product of the BfeiU ), formed in the 
3 = 1 θ
 ^ d ì 3 
same way as below (2 .39) . Notice t h a t <s , t> € Π B(.-,u ) implies 
1 ι θ 3 
F(<sft>) = Π , (-J- л 1) < θ " < α/(1-ε). Hence by (5.8) the last 
3 = 1 Ö — — 
expression in (5.9) is less than or equal to 
,£-1, π б „ ,-(1-Ε) 2Λ 2 , ._λ__,. 
'd-i' π , (ТТ^ьГ) с е х р ( г — ψ ( 7 ~ Τ ) ) 
3 = 1 3 (η01) 
1.1-d, θ ,d 1„ l.d-1
 /-(1-ε)
2
λ
2
 , , _ λ _ . . 
<.C(log-g) (T^ g-) - d o g - ) exp( ψ ( г)). 
(ηα) 
Relabeling (l-ε) by (l-ε) (which entails θ = l-ε) and 
С(1од(1/ ))1"<3( /(1- ) ) а by С, we obtain the right side of (5.4). 
INEQUALITY 5.2. Let a € 10,i] and μ e (0,»). Then we have for 
η >_ (p/a)log(l/a) and с a* <_ λ <_ с a (log (l/a) ) 
(5.10) Ρ(ω (a) > λ) > 1-(1-βχρ(-
ε
.,λ
2/α) ) 1/a*, 
η — J 
where с = с (μ) and с ,c ,c € (0,»). 
For the proof of Inequality 5.2 we need 
FACT 5.1. (Kolmogorov (1929); see also Alexander (1984b), Lemma 7.5.) Let 
R € R with |R| _< i. Then for every ε > 0 there exist c.,c e (0,«) such 
l i 4 5 
that for с I R | <_ λ <_ с η | R | 
(5.11) P(U
n
{R} > λ) >_
 6χρ(-(1+ε)λ
2/(2|Η| (1-|н|))). 
PROOF OF INEQUALITY 5.2. Let R be a subset of R consisting of [l/a] 
rectangles R with dis30int interiors and |R| = a. Using Fact 4.3 and 
Fact 5.1, with e.g. ε = 1, now immediately yields 
(5.12) Ρ(ω (α) > λ) > P(max U ÍR} > λ) 
_
 RÉR n 
α 
1-P(max U {R} £ λ) >_ Ι-Π P(U_{R} £ λ) 
α 
R€R η RÊR η 
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2 
1-4 (1-P(U {R} > λ)) > l-(l-exp(-c -^-)> ]· 
R€R - 3 α 
α 
THEOREM 5.1. For у £ (0,ш) and ν e Ж there exist numbers 
0 < С = С (ν,μ) <_ C
r
 = С (d,v,y) < » such that for all a 6 (0,}] and 
η > (μ/α) log (1/α) 
(5.13) Cjtalog ^) І £ E d i M a ) ) " <_ C2(alog і ) І . 
PROOF. First observe that we may (and will) assume without loss of 
generality that 1/α € H , α is sufficiently small and μ <_ 1 . Write m = 1/α. 
Then we have for the upper bound by (5.3) and Inequality 5.1 with E = ì 
(5.14) Ε(ω (a)) V 
η 
logm jv 
4 m
 " ri ι > 2 / v
m
 λ
1 / ν
π, 
<_ / IdX + ƒ C m d o g m ) a exp(- ^ — ^ ψ (—т-2))аХ 
0 . logm, i ν η 
с ( ) 4 m 
<*> 2/ν 1/ν i 
.logm, i ν „ ,, ,d-l <· , λ m , ,λ m . , .,, 
< с
л
 (—ζ-) + Cm (log m) J exp( ψ (-τ ,))dX, 
—
 4 m , ι . 4 4 . . . τ 
.logm.ìv μ (logm) 
с ( ) 
4 m 
ν -$v 
where с = 8 μ .We now see by the change of variables 
І 1/v i i 
m λ = μ (log m) y that this last integral is equal to 
OD 
/с ,c« ìv logm.ìv
 f , 2 , μ ., ,, v-1 
(5.15) νμ ( ^ Ì J exp(-y log m — ψ (y) )y dy. 
θ/μ 
2 
From (2.15) it follows that y ψ (y) >_ y for y >_ 8. Hence we have by 
elementary analysis that the expression in (5.15) is less than or equal to 
c
r
(\> fp)(—2_) —^ . This in combination with inequality (5.14) com-5 m ¿
ч m log m 
pietés the proof of the upper bound part. 
Now we consider the lower bound. By Inequality 5.2 and again (5.3) we 
have 
ν,logm.Jv 
(5.16) Ε(ω (a)) V > ƒ l-(l-exp(-c,mX / ) ) m dX 
η — , 3 
cm 
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¿ ò m , 
>ƒ l-(l-±)mdX 
—
 i m 
cm 
>
 e ( c % o : i v ) ( i 2 a i ) * v ( i - ¿ ) . 
— ¿ J m e 
where this last inequality holds for large m. This completes the proof of 
the theorem. 
α 
In the remainder of this section we will derive the order of magnitude 
of the moments of Μ (α). Actually we will prove exactly the same theorem 
as we proved for ω (α). To achieve this we need similar inequalities for 
M as the Inequalities 5.1 and 5.2. To facilitate their proofs we will 
present these inequalities under the inessential condition that 1/α € JA. 
We now give some notation which is needed in these proofs. For 
1/α £]N, Ρ с R is the partition of (0,1] into the squares of equal size 
(5.1Θ) R k ( 1 ) j = ((k(l)-l)a,k(l)a]x...x((k(d)-l)a,Md)a], 
with k(j) ε И and k(j) _< 1/α for all j <_ d. Let us also introduce for 
j _< d and 1 <^  к <_ 1/α (к € U) the slices 
(5.19) С = (Ο,Ι]^1 χ ((k-Da,ka] χ (0,l]d~j 
and the rv's 
(5.20) V. , = sup lu {S}|. 
Э'* SCX.
 V;SCR
 n 
Finally we define an auxiliary oscillation modulus by 
(5.21) Μ (α) = max sup U (t)-U (s) , 1/α ε IN; 
κερ в,ten n 
α 
observe that since U С D, we have 
η d 
(5.22) Μ (α) < M (a) < •f%. (α), 1/α ε IN. 
η — η — η 
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INEQUALITY 5.3. For ad (0,i] and 1/a € M we have 
(5.23) P(Mn<a) >_ λ) <_ С £ exp(-c -^ - ψ (-|-)), λ ^ Ο , 
η a 
where с = C(d), с = с (d) and С,с e (О,»), 
PROOF. First note that 
(5.24) sup 
s
'
t e Rk(i) к (d) 
U (t)-U (s) < Ζ V. 
'η η j
=
i З'к(3) 
2Ш 
" 
d = 2 
"Φ 
Hence we have 
(5.25) Μ (α) < max 
d 
Σ V. 
(1) M d ) j = i i'^W 
£ Σ max V. = Σ max V. . 
j = l k(l),...,k(d) ^'^'J' j = i i<_k<_l/a ^ ' 
By combining (5.22) and (5.25) and applying (2.19) with e = è we obtain 
(5.26) P(M (a) >_ λ) <_ Ρ(Σ шах V. >^  λ/2 ) 
n
 j=l l<k<l/a Э'К 
<_ Σ Ρ (max V. > X/(d2 )) 
j=l 1<к<1/а ^' 
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d 1 / α
 d l λ 2 λ 
¿ Ι Σ Ρ (V >_ λ/ (d2 ) ) <_ dC - exp (-с — ψ ( - ρ ) ) , 
j=l k=l 3' α α η α 
where for the last inequality the fact that ψ decreases is used. Relabeling 
dC by С completes the proof. 
INEQUALITY 5.4. Let a £ (0,i]/ 1/α £ 3N and μ € (О,«·). Then we have for 
η >_ (μ/α) log (1/α) and с α* <_ λ <_ с^. (log (1/α) ) * 
(5.27) P(M (α) > λ) > 1-(1-ехр(-с..Х2/а))1/01, 
η — J 
where с = с (μ) and с ,c ,c С (О,»). 
PROOF. Using (5.22) and the same approach as in (5.12), including 
Facts 4.3 and 5.1, we immediately see 
(5.28) P(M (α) > λ) > P(M (a) > λ) > P(max U {C, , } > λ) 
η — η — . . . , η 1 ,κ 1<_к<_1/а 
.2 . 
> 1-(1-ехр(-с3 ^ -)) '*•. 
We now present our moment theorem for Μ (α), the proof of which will 
η 
be omitted because it is very much the same as the proof of Theorem 5.1. 
This can easily be seen by comparing the Inequalities 5.1 and 5.2 and the 
Inequalities 5.3 and 5.4. 
THEOREM 5.2. For μ € (0,») and ν £ ш there exist numbers 
0 < Cj = Cjfv.p) < C 0 = α2(ά,ν,μ) < » such that for all a e (0,ì] and 
η >_ ^ /а)1од(1/а) 
(5.29) Cjfalog ^ ) * υ < Е(М
п
(а)) < С2(аіод ^ )
І
 . 
2. The almost sure behaviour of the oscillation modulus ω 
—
 n 
Just as in Chapter 4 we need for the strong results in this section a 
maximal inequality. Using again the point representation for rectangles itb 
75 
proof is, mutatis mutandis, identical to the proof of Inequality 4.3 (seo 
also the remark below Inequality 2.10). 
INEQUALITY 5.5. Let e e (0,1), α € (0,1] and write η = [(l+Je) ], к 6 IN. 
. к 
Then we have for all к € IN and /or λ > 2 (a/e)* 
(5.30) P(max ω (α) > λ) < 2Ρ(ω (α) > (1-ε)λ). 
η. <η<η, . 
к — к+1 
η
 - - Vi 
Now we are ready to present and prove the theorem of this section. 
For this purpose let {a } , be a sequence of numbers in (0,1] decreasing 
η n=l 
to 0 and let us recall the definition of В in (4.62). 
σ 
THEOREM 5.3. Let d € IN. 
(I) If log(l/a )/loglog η • с £ [θ,°°) and na + if с = 0, then 
ω (a ) , 
(5.31) limsup — j- = (2(l+c))î a.s. 
η-*» (a loglog n) 
η 
(II) If log(l/a )/loglog η -> », na /log η -*• ш and na +, then 
η η η 
ω (a ) , 
( 5 . 3 2 ) l i m — Γ = 2 a . Ξ . 
η-«" (a l o g ( l / a ) ) * 
η η 
( I I I ) If na / l o g η •+ с € ( 0 , « ) , then 
η ω (a ) 
( 5 . 3 3 ) l i m - τ - 2 — — = c ( ß -1 ) a . s . 
l o g η с 
П
-Нж> 
(IV) If na /log η -> 0 and log(l/a )/log η •+ 1, then 
η η 
η ω (a ) log( (log η)/ (na )) 
(5.34) lim " n
 Ί
 2 — = 1 a.s. log η 
η-*» ^ 
(V) If log(l/a )/log η = с € (!,«) (i.e. а = η C ) , then 
η η 
(5.35) limsup η ω (a ) = [c/(c-l)] a.s., 
η η 
η-Mo 
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•if in addition c/(c-l) £ W, then с таг/ be replaced by с -*• с and limsup 
by lim. 
PROOF. Let us first prove that the numbers on the right are upper bounds 
for the respective expressions on the left almost surely. It turns out that 
all the upper bounds can be easily obtained by an application of 
Inequality 5.1, combined with Inequality 5.5. Because of this similarity 
in proof for all the cases, we confine ourselves to giving a proof for 
part I. 
By the Borei-Cantelli lemma and Inequality 5.5 it suffices to show 
that for every small positive e we have I PA^ < », where 
(5.36) A, = {ω (a ) > (2(l+2e) (1-е)"1 (l+c)a loglogn,)*} 
^ V i nk - nk
+
l k 
and η = [(l+ic) ]. By an application of Inequality 5.1 we have 
a 
(5.37) PA. 1 С -î-(log — — ) ä ~ l exp(-(l+2e) (1+c) (loglog η ) — — 
ri Ά α Κ ä 
nk nk · nk 
(2(1+2ε) (1-е)"1 (l+c)a a^loglog η )* 
.( "k+l "k X \
> 
• Ψ^ 1 J). 
k+l n, 
к 
By the conditions of part I it is easily seen that the argument of the 
function ψ tends to 0 as к -*• «>. Hence we have by (5.37) for large к 
(5. 38) PA <_ С -^— (log -^—)d"1exp(- (l+ε) (l+c)loglog η ) 
ч ч 
a a log η, 
nk nk k 
Using again the conditions of part I it follows from (5.3Θ) that the PA 
are summable, which completes this part of the proof. 
Let us next turn to the proof that these same numbers are lower bounds 
for the expressions on the left almost surely. Due to the fact that all the 
results in this theorem are independent of the dimension, we can use the 
onedimensional lower bounds whenever they are available. These lower bounds 
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can indeed be found in the literature for parts I, II, III and IV, namely 
in Mason, Shorack & Wellner (1983, Theorem 3), Stute (1982, Lemma 2.9), 
Komlós, Ma^or & Tusnády (1975b, (3.11)) and Alexander (1984b, 
Theorem 3.1(C) and its proof) respectively. Hence it only remains to con-
sider the lower bounds in part V. 
We first consider the case c/(c-l) € U. Since na ·> 0, it suffices 
η 
to prove 
(5.39) limsup sup (n, ,-n, )F {R} > c/(c-l) a.s., 
]c- R6R,|R|<a k + 1 k nk'Vl -
nk+l 
with η = 2 and F defined as in (4.81) . By straightforward computation 
we have for m € IN and a binomial rv B(n,p) with np < i and η >^  2m 
(5.40) P(B(n,p) 1 m) ^C(m)(np) m, C(m) € (0,1). 
Hence we have for large k, with R as in the proof of Inequality 5.2, 
(5.41) P(sup <n,,.4-nJF {R> > c/(c-l)) 
ι « ι k+1 к η, ,η
Έ
 — R <a к k+1 
η, , k+1 
> Ρ (max (η.,.,-η.)Ρ {R} > c/(c-l)) 
- ней
 k + 1 к nk'nk+i -
а 
η, . k+1 
1 1 - Л (1 - P((n V i 1-n v)F {R} >_ c/(c-l))) 
a 
ReR k + 1 k n k ' n k + i 
/, η [ 2 ( k + 1 ) C ] c/(c-l) 
1 - {l-C(c/(c-l)) (2K2 l ) c + 1 , c) } 
1 - exp(-C(c/(c-l))2 c / ( c 1 )) as к -»• », 
where for the second inequality again Fact 4.3 is applied. Now (5.39) 
follows by an application of the Borei-Cantelli lemma. 
Finally we consider the case c/(c-l) £ H . Then we have 
log(— )/log η -> с, which is equivalent with a = η . Again since 
a η 
η 
na -»• 0, it suffices to prove 
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(5.42) liminf sug nF {R} >_ [c/(c-l)] 
n-«° ReR;|R|£a n 
So we have to show that 
(5.43) Σ P(sup nF {R} < [c/(c-l)]-l) < ». 
ι ~ ι η — 
n=l R <a 
'— η 
Defining μ £ (0,1) by μ = с/(c-1)-[с/(c-1)] and using again R , Fact 4.3 
and (5.40) we have for large η 
(5.44) P(sup nF {R} < [c/(c-l)]-l) 
lR^n n "/ 
< P(max nF_{R} < [c/(c-l)]-l) 
a ней 
< Π (l-P(nF {R} > [c/(c-l)])) 
~ ней
 n 
a 
n
 c+0(1) 
< il-C([c/(c-l)])
 n
-(c-l)[c/(c-l)]
+0(l)}
n 
< exp(-C([c/(c-l)])ni(c 1 ) P ) . 
These last numbers in (5.44) are summable since ί(ο-1)μ > 0. This proves 
(5.42) and hence Theorem 5.3. 
D 
3. Discussion and bibliography 
The investigations which led to Theorems 5.1 and 5.2 were motivated 
by Silverman (19Θ3), where the convergence to zero (as η -+ "> and then 
a + 0) of the expectation of the oscillation modulus of the weighted uni­
variate uniform empirical process plays an important role in estciblishing 
weak convergence of weighted empirical processes of U-statistic structure. 
It should be noted that in these theorems the lower bounds for arbitrary 
ν € W can easily be derived from the case ν = 1 and the Jensen inequality. 
A slightly weaker version of Theorem 5.2 is contained in Einmahl & 
Ruymgaart (1984). 
Inequality 5.1 is a generalization in various respects of several 
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results in the literature. Univariate versions of this inequality are 
established in Stute (1982, Lemma 2.4) and Mason, Shorack & Wellner (1983, 
Inequality 1). A multivariate version of Inequality 5.1 is given in Stute 
(1984, Theorem 1.5). His inequality, however, is only applicable for 
relatively large sequences {a } (see Theorem 5.3). It should also be 
η n=l 
noted that in his paper the upper bound for the exceedance probability 
of the oscillation modulus is essentially the same as tnat given in 
Inequality 5.1. His definition of the oscillation modulus is more 
restrictive than ours: conditions are imposed on the sides of the 
rectangles, which allow onedimensional techniques to be applied. A similar 
oscillation modulus will be considered further on in the discussion. 
Section 2 of this chapter is contained in Einmahl & Ruymgaart (1986). 
Inequality 5.5 is an improvement of a maximal inequality which is given 
implicitly in the proof of Lemma 2.6 in Stute (1982) and explicitly in 
Mason, Shorack & Wellner (1983, Inequality 2), also compare our 
Inequality 2.11 (with ν = ì) with Stute's result. Inequality 5.5 
generalizes both aforementioned onedimensional results to dimension d £ W, 
and improves them as far as the conditions on α and λ are concerned. More­
over, in our upper bound the maximal index of the block appears, rather 
than the maximal index of the next block. In this way our maximal 
inequality resembles Kolmogorov type inequalities like Inequality 2.1. 
Before discussing Theorem 5.3 we first define some oscillation moduli 
which are related to ω and derive some results for them. We define for 
η 
0 < α < 1: 
(5.45) ω'(α) = sup |u {R(s,t)}l, 
n
 R(s,t)£R,-max |t -s |<a 1 / d n 
(5.46) ω (a) = sup lu {R}|, 
ней.· IR'•<» n 
(5.47) Й (a) = sup |u {R}|, 
R€R;|R|<a 
where R denotes the class of alt closed rectangles in I . It is immediate 
that ω'(oc) _< ω (α), hence it follows that the upper bounds in Theorem 5.3 
are also upper bounds for ω'. Since in the case d = 1 the modulus ω' 
η η 
reduces to ω , the lower bounds of these moduli coincide as well. So we 
η 
have shown that Theorem 5.3 holds true with ω replaced by ω'. We also 
η
 r
 η 
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have immediately that ω (α) < ω (α). It turns out that all the lower 
η — η 
bounds for ω can actually be based on ω . Hence Theorem 5.3 holds also 
η η 
true for ω . It is easy to see that 
η 
(5.48) lim η Ω (0) = d a.s. 
η 
η-H» 
This simple result shows that the almost sure behaviour of f! depends on 
the dimension d, whereas the results for ω are independent of the 
dimension. This difference in the almost sure behaviour of the moduli Ω 
η 
and ω not only shows itself for the degenerate sequence {0} _ . Consider 
a sequence of part V with с > 2 ; we have lim η ω (a ) = 1 a.s., where-
, η-*" η η 
as it follows from (5.48) that liminf η Ω (a ) > d a.s. 
n-x» η η — 
Theorem 5.3 generalizes and improves upon various results in the 
literature and gives a complete description of the almost sure behaviour 
of the limsup of properly standardized versions of ω . The onedimensional 
version of part I is established in Mason, Shorack & Wellner (1983), with 
the aid of a result in Chan (1977) and strong approximation techniques. 
Part II, for d = 1, is contained in Stute (1982) and for ω' and arbitrary 
η 
d € JN in Stute (1984). Part III is proved for d = 1 in Mason, Shorack 
& Wellner (1983), where also a partial result for part IV (d = 1) is 
given. For ω' (d E U) part III is contained in Einmahl & Ruymgaart (1985a) ; 
η 
for ω this part is established in Einmahl (1984b), along with an alter­
native proof. The sequences of part V so far have not been considered in 
the literature. It is pointless to consider smaller sequences than those 
in part V because the lim is almost surely equal to 1 if с > 2 and even 
lim η ω (0) = 1. 
η-*» η 
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CHAPTER 6 
GENERALIZATIONS AND APPLICATIONS 
This final chapter has a somewhat different character than the pre­
ceding ones. It consists of four more or less unconnected sections; in the 
first three sections generalizations of the results in Chapters 2-5 will 
be briefly considered, whereas in the last section some (non-standard) 
applications of the theory are mentioned. Section 1 will be devoted to the 
"negative parts" of empirical processes and in section 2 df's other than 
the uniform will be considered. A few miscellaneous results are discussed 
in section 3. It is beyond the scope of this monograph to present the 
proofs of the theorems in sections 1 and 2. Although occasionally there are 
subtle differences in detail, in principle their proofs are patterned on 
those of the corresponding theorems in the previous chapters. 
1. The negative part of the empirical process 
Let us define U and U , the positive and negative parts of U , by 
(6.1) iTtt) = ±U (t) ν 0, t e i d, 
η η 
and ω and ω by 
η η 
(6.2) ω~(α) = sup U " { R } , 0 <_ a <_ 1. 
n
 ReK;|R|<a n 
By inspection of the proofs of the results in Chapters 3-5 for the absolute 
value of U and ω , it is easily seen that those results remain true for 
η η
 J 
U and ω . Due to the asymmetry of the binomial distribution the situation 
is completely different for U (and ω ). We will consider the latter pro-
n η 
cess briefly in this section, presenting some of the most interesting 
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analogues for U of the results in Chapters 2-5. Surprisingly, we will see 
η 
that U behaves much "better" than U for relatively small indexing sets. 
η η 
In particular, truncation, as in Theorems 3.3 and 4.3, is superfluous now: 
we can take the suprema over R and over the whole unit square respectively. 
We begin with the analogue for U of Inequality 2.6; its proof will 
η 
be omitted since it can be patterned on that of Inequality 2.6, using 
(2.18) instead of (2.19). We will replace ψ(·)(1 1) by 1, since it is not 
needed for most applications. Note that (2.18) is true for all λ >_ 0 if 
ψ(-(1-ε)λ/(η |R|)) is omitted. "Negative versions" of Inequalities 2.7-2.9 
can be derived in the same way and will therefore not be stated here. 
INEQUALITY 6.1. Let q e Q. Then we have for any ε € (0,1) and 
0 < α £ В £ ί(1-ε) 
(6.3) P(sup u"(t)/q(|t|) > λ) 
"litIie n 
<
 _ ?/(1^)(log(l/a))d-1 /-(l-e)X2q2(a)\
 fln 
(1-ε)α x ' 
where С = C(d,c) £ (0,»). 
Now we turn to ω . The proof of the next inequality is immediate from 
the proof of Inequality 5.1. 
INEQUALITY 6.2. Let ε e (0,1] and α £ (Ο,έ). Then we have 
(6.4) Ptofta) > λα*) < С ¿(log^"1 exp(-(1¡e)A ψ ί 1 1 ^ " ^ ) ) , 0<λ<(ηα)*, 
^ ^ (ηα) '' 
where с = C(d,e) € (0,«). 
A brief examination of the proofs of the maximal inequalities presented 
in Chapters 2,4 and 5, shows that all those inequalities remain valid for 
the corresponding negative (and positive) parts. 
We now present the main results of this section followed, in con-
clusion, by a discussion. 
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THEOREM 6 . 1 . Let d e n and q ε Q· Then we have in the setup of Chapttr 3 
(6.5) sup lu (t)-U (t) / q ( | t ) -* 0 as η •+ », 
t e i d n p 
if and only if q e (L, where U~(t) = - u ( t ) ν 0, t e l d . 
* 
THEOREM 6.2 . Let d € ΠΝ and q € β · Then we have in the setup of Chapter 3 
(6.6) sup |u"{R}-U~{R}|/q(|R| ) -* 0 as η -»· », 
RER n p 
if and on ly i ƒ q € 2 . 
THEOREM 6 . 3 . Let d € ж . Г/гея we have 
U ñ ( t ) i 
(6.7) limsup sup, τ г = (2(d+l)) a.s. 
n+« tei (loglog η) It| 
THEOREM 6.4. Let d e ш and 0 < ν < \. Then we have in the obvioue notation 
i f (t) 
(6.8) limsup sup-, '- г^ — = max с (1-β . ) a . s . , 
n-w° t e i (loglog n ) V | t | V c>d C / 
where, for σ e ( 1 , " ) , ß i s t/ге solution in (0,1) t o t/ге equation in (4.62) 
and, for o e ( 0 , 1 ] , β
σ
 = 0. 
THEOREM 6.5 . Let d e IN and {a }°° , a s in (4.61). Then we have 
η n = l 
(6.9) limsup sup | t | / F (t) = 1/0*" . a . s . 
n-*» a < 111 < 1 n 
n— -
THEOREM 6.6. Let d e IN. 
(I) If log(l/a )/loglog η -+ с e [θ,») and na t if с = 0, then 
ω (a ) , 
(6.10) limsup — τ-= (2(И-с)) Т a . s . 
ττ+α> (a loglog η) 
( I I ) I f l o g ( l / a )/loglog η -»• », na /log η •+ » and па +, t^en 
η η η 
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ω (a ) ι 
(6.11) lim — τ- = 2t a.s. 
η-H» (a log(l/a ) ) 
η η 
(III) If na /log η -»• с £ [О,»), then 
ω (а ) 
(6.12) lim - ? — — = 1-ß a.s. 
î с 
η-χ" η a 
η 
Inequality 6.1 is the generalization to dimension d of the negative 
part of Inequality 1.1 in Shorack & Wellner (19Θ2), whereas Inequality 6.2 
generalizes the corresponding part of Inequality 1 in Mason, Shorack & 
Wellner (1983) w.r.t. the dimension. Note, however, that they omit the 
function ψ in their upper bound, which leads to the incorrect value for the 
limit in their statement (6-) for с > 1. Our Theorem 6.6, part III, corrects 
their statement (6-) in this case. Theorem 6.3 generalizes Theorem 3.4 in 
Csáki (1977) to dimension d, cf. also Theorem 1 in Shorack (1980). Since 
ν - è 
max ^ с (1-ß .J < (2(d+l)) , for 0 < υ < }, in contrast to Theorem 4.3, 
c>a c/a — 
it is more convenient to state the results separately in (6.7) and (6.8). 
Theorem 6.5 generalizes Theorem 2(ii) in Wellner (1978). We included it in 
this section, since for α € (0,1) and λ >^  1 
(6.13) {sup |t|/F (t) > λ} = {sup u"
 n
(t)/|t| > l-1/λ}. 
alitili n " ai|t|<l n' 0 
Finally, we remark that the analogues for the negative parts of the results 
in Chapters 3-5 which are not presented in this section, can also be de­
rived by our tools and techniques. For the sake of brevity, we do not pre­
sent them here. 
2. Extensions to a continuous density bounded away from 0 and » 
In this section, the underlying df is not necessarily the uniform one. 
Instead it will be assumed more generally for the df F of the X , defined 
in Chapter 1, that 
F has a continuous density f w.r.t. Lebesgue measure, such that 
(6.14) 
0 < m = inf f (t) _< sup f (t) = M 
t€id teid 
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In this setup we obtain in a number of cases analogues for U , see (1.3), 
of the results in Chapters 2-5. Although assumption (6.14) may be weakened 
somewhat in the statements of the results in this section, we recall that 
e.g. Theorem 3.1 cannot hold for all df's F, in particular nor for F (see 
(3.3Θ) and (2.34)). We restrict ourselves, for the sake of convenience and 
brevity, to the empirical process indexed by points. The process indexed 
by rectangles, however, can be treated along similar lines. We make one 
exception in the case of the indexing class К and present the analogue for 
F 
ω (defined below) of Theorem 5.3. 
η 
As in section 1 we begin with the analogue of Inequality 2.6; the 
analogue of Inequality 2.8 can be derived in a similar way. 
INEQUALITY 6.3. Let q € 2. Then we have for any ε e (0,1) and 
0 < a <_ Β <_ ί(1-ε) 
(6.15) P(sup |uF(t)|/q(F(t)) > λ) 
a<F(t)<ß П 
1 c f ( 1-e ) α°9(ΐ/°>>^ρ(--α-ε2>Λ2(σ> ψ p i t ó W Χ > 0, 
(1-ε)α σ ^ ^ η α " 
where С = C(d,e,m,M) 6 (0,»). 
PROOF. The proof is along similar lines to that of Inequality 2.6. There­
fore we will restrict ourselves to the two main differences that appear, 
namely the analogue of (2.23) and the change of variables below (2.31). It 
is easily seen that instead of (2.23) it suffices to show that for any 
ε £ (0,1) there exists a θ Ç. (0,1) such that for any R(a,b) G Ρ(θ) 
Let us write E = R(<0>,b) ^ R(<0>,a). Then we have in the obvious notation 
( 6 . 1 7 ) F M . 1 + E Í 5 1 < 1 + « ¡ 5 I . 1 + üüdU.. 
F(a) F(a) — miai .d 
mo 
Now, by letting θ + 1, it is easily seen that (6.16) holds true. 
Replace the сііалде of variables below (2.31) by σ = s, = F(t), 
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s_ = t_, ..., s, = t^. Then elementary analysis, using (6.14), easily com-2 ¿ α α 
pietés the proof. 
F Let us now define ω by 
η 
(6.18) ωΓ(α) = sup |UF{R}|, 0 < α < 1,-
n
 ΗεΚ;|
κ
|<.
α
 n
 ~ ~ 
note that for an oscillation modulus we have to consider rectangles with 
¡R| _< a, rather than FÍR} <_ a, cf. the left side of (6.15). Following the 
proof of Inequality 5.1 we obtain 
INEQUALITY 6.4. Let ε € (0,ì] and α € (0,1/(4M)). Then we have 
,2 
•( 
'(noM) ' 
where С = C(d,£) e (0,»). 
(6.19) Р(
Ш
Г(а) > λ(αΜ)*) < C-(log-) d 1 expf ( 1- ε ) λ ψ f——r)J, λ > 0, 
Observe that also all the appropriate maximal inequalities remain true, 
mutatis mutandis, under assumption (6.14), as indicated above 
Inequality 2.11. 
We now present our results. Since the statements of most of the 
theorems do not change drastically when generalized to the non-uniform 
case (6.14), we will only state two such theorems explicitly, namely the 
analogues of Theorems 4.1 and 5.3. The other theorems will be only dis­
cussed. For the analogue of Theorem 4.1 we need the following definition: 
n
V|F (t)-F(t)| 
(6.20) V = sup : — , 0 < υ < i. 
n
'
V
 t€ld (F(t)(l-F<t)))1-V _ _ 
THEOREM 6.7. Let deiN, 0 < v < i and {a } _. a sequence of positive 
constants. 
(I) If l" , a (log (1/a J)"1-1 = -, then 
n=l η η 
1-v F (6.21) limsup (na ) V = ш a.s. r
 η η,ν 
η-«
0 
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(II) If I™ , a (log (1/a ) ) d 1 < » and na +, then 
n=l η η η 
(6.22) lim (na ) ^ V F = 0 a.s. 
η η, ν 
П-НЮ 
THEOREM 6.8. Apart from the numbers on the right. Theorem S.3 remains 
p 
exactly the same for ω . These numbers become for the respective parts: 
(6.23) (2(1+с)М)*; (2М)*; cM(ß -1); 1; [c/(c-l)]. 
CM 
Theorem 6.7 is implicitly contained in Einmahl & Mason (1985a). 
"Part II" of Theorem 6.8 is proved for d = 1 in Stute (1982) and for d С IN, 
based on a restricted definition of the oscillation modulus (the general­
ization of ω' w.r.t. the df), m Stute (1984), where also a weaker version 
η 
of Inequality 6.4 for that modulus is obtained. Using i.a. inequalities 
like Inequality 6.3 it can be seen that Theorems 3.1, 3.2, 4.2 and 5.2 
remain also true, mutatis mutandis, under assumption (6.14). Replacing U 
η 
by U and |t| by F(t) in Theorems 4.3-4.5 does not affect the upper bounds. 
It is likely that the same lower bounds can be derived by modifications of 
techniques like those used for the proof of (4.75). Also the required lower 
bounds may be contained implicitly in Alexander (1984b). Theorems 4.6 and 
4.7 appear to remain unaltered under (6.14). It is interesting to observe 
F 
that the replacement of ω by ω affects the numbers on the right in 
η η 
Theorem 5.3. This is due to the fact that \R\ (instead of F{ R } ) is main-
F 
tamed in the definition of ω . 
η 
3. Miscellaneous results 
a. Empirical processes based on spacings. First we present the ana­
logue of Theorem 4.1 for the empirical process based on uniform one-
dimensional spacings. This result is stated and proved in Einmahl & 
van Zuijlen (1985); large parts of the proof are obtained by modifications 
of the corresponding parts of the proof of Theorem 4.1. Let {X } be the 
sequence of rv's defined in Chapter 1 (d = 1), with F the uniform df. For 
η >_ 2 define F to be the empirical df based on the transformed uniform 
spacingsID = l-exp(-nD ), j = Ι,.,.,η, where D is the ]-th spacing, 3,n 3,n ],n 
defined by D = X -X . . (X„ . = 0, X . = 1). Notice that ],n ]:n-l ]-l:n-l 0:n-l n:n-l 
08 
the empirical process η (F (t)-t), t € I, is not included in the setup of 
this monograph since the rv's E . are dependent (and form a triangular 
array instead of a sequence) . Finally define for 0 <_ ν <_ i 
n
V|F (t)-t| 
(6.24) V . = sup y — , 
П
'
 Д
 tCl t1 
n
V|F (t)-t| 
and note that Ζ οχ К indicates whether the process is weighted in the left 
or right tail. 
THEOREM 6.9. Let {a } _. be a sequence of positive aonstants and let 
0 < ν < i. 
ill) If 1° , a = », then 
n=l η 
1-V ~ (6.26) limsup (na ) V „ = ·» a.s. 
η n,v,.c 
n
-XB 
(II¿) Jf Σ .a < «·, a + and na log η •+ 0, then J
 n=l η η η ' 
1-v ~ 
(6.27) lim (na ) V » = 0 a.s. 
η η,ν,ί 
η-*" 
(ΓΊ) If Σ° , a log (l/a ) = », then 
n
=l η η 
1-v ~ (6.28) limsup (na ) V „ = => a.s. 
_-^
 η
 η,ν,/ι 
η-M" 
then {lin.) If Z° , a log (1/a ) < » and a + 0, n=l η η η 
(6.29) lim (na ) 1~ V . = 0 a.s. 
η η,ν,Λ. 
П-Н» ' ' 
Ъ. Compound empirical processes. Another situation which can not be 
covered in our general format occurs when the jumps of the empirical df 
are allowed to be rv's. We will briefly explain and discuss this case here. 
Let {<X.,Y,>}. . be a sequence of iid random vectors, where the X, take 
ι ι 1=1 i 
their values in I and the Y. in a bounded subset А с TR. Typically X and 
Y. are independent. Now define the so called compound empirical df by 
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* 1 n d 
(6.30) F (t) = - Σ γ iD,^n^ (χ ), t e ι (R(<o>,t) f R), 
η η 1 R(<L»,t) 1 
τ 
^Υι 
ν Y-, 
5 
Σ Υ
ι 
ι=1 
d = 1 
and the compound multivariate empirical process by 
(6.31) U*(t) = ni(F*(t)-F*(t)), t € Id, 
η η 
where F (t) = ΕΥ 1 , . ^
ν
 (Χ,). Observe that U (t) reduces to the ordinary 
ι R(<0>,t) i η 
empirical process when the distribution of the Y is degenerate at 1. In 
order to define a proper weighting for the process U , we set 
(6.32) v(t) - ^ \ { < 0 > i t ) ( \ ) , t e i d . 
Now, with modifications of the techniques used in the previous chapters, 
in particular by relating U to a oompound Poisson process, it is possible, 
under some additional assumptions, to obtain asymptotic results for the 
weighted compound multivariate empirical process 
(6.33) U*(t)/q(V(t)), t e id (q e β*). 
For more details see Einmahl & Ruymgaart (1985b), where in particular a 
weak convergence result and a strong limit theorem for the process in 
(6.33) are obtained. Also refer to Marcus & Zinn (1984). 
a. Extension to Ж . It is easily seen that the theorems in this mono­
graph extend to empirical processes on К by applying suitable trans-
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formations φ , say, on each coordinate t of t € (0,1) , l^.D^_d, i.e. 
a transformation φ : (0,1) •+ F , with φ(ί) = <φ (t )>, t £ I . 
d. Poisson processes. It is also obvious that our approach will lead 
ipso facto to results for Poisson processes, since the basic inequality 
for these processes is implicitly contained in Chapter 2, section 1. 
4. Some applications 
a. Extreme values. Theorems 4.2 and 4.5 are likely to have a wide 
variety of applications in probability theory, in particular in the theory 
of extreme values. Theorem 4.2 is already applied in the study of the 
almost sure stability of sums of extreme values in Einmahl, Haeusler & 
Mason (1985). Theorem 4.5, in turn, has already proven to be a valuable 
tool in establishing LIL's for sums of extreme values, see Haeusler & 
Mason (1985) and Deheuvels, Haeusler & Mason (1985). 
b. U-statistvas. A nice application of the basic inequality, can be 
found in Helmers & Ruymgaart (1986), where the inequality in (2.18) is 
applied to obtain a similar inequality for empirical processes of 
U-statistic structure. Their inequality is derived using a moment gene­
rating function technique; statement (5.3) along with (2.18) is then used 
to bound the moment generating function from above. 
c. General spaaings. Let us define ω* m the obvious way, see (5.46) 
and (6.2). Then it is straightforward that Theorems 5.3 and 6.6 remain true 
for ω + and ω - respectively. Combination of the thus obtained results and 
η η 
a slight modification of an observation in Mason (1984) leads to theorems 
on the almost sure behaviour of properly defined multivariate maximal or 
minimal k-spacings, where к depends on n. It should be noted that these 
spacings are defined in terms of rectangles, but it is also possible to 
use a more general setup, where the class of rectangles is replaced by a 
class of sets satisfying certain entropy conditions. For a detailed study 
of these spacings in the latter setup the reader is referred to Deheuvels, 
Einmahl, Mason & Ruymgaart (1986). 
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d. Density and regression function estimation. With the aid of suitable 
transformations the basic inequality has also applications in the theory 
d 
of density estimation on Ж . Especially strong convergence properties of 
the "multivariate naive estimator" are immediate. For more details we refer 
to Stute (19Θ2, 1984). Note that in a similar way the basic inequality for 
the process U , defined in (6.31), can be used when estimating the multivariate 
+ 
regression function, since F is in a sense a cumulative version of this 
function. This is briefly worked out in Einmahl & Ruymgaart (1985b). 
e. Other applications. Of course the basic inequality (and 
Inequality 5.3) can also be used to obtain "tightness" of the unweighted 
empirical processes, i.e. that our theory also provides a proof for 
Fact l.l.A. For some other applications of the theory of empirical pro­
cesses (pattern recognition, cluster analysis, etc.) we refer to Dudley 
(1982), Pollard (1981, 1982) and Stute (1982, 1984). 
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SUMMARY 
In this thesis multivariate empirical processes based on a sequence 
of independent and identically distributed random vectors are considered. 
As indexing sets either quadrants, which are identified with points, or 
rectangles with sides parallel to the coordinate axes are used. In this 
setup a number of optimal results is obtained concerning weak convergence 
and strong limit theorems; in most of these results the empirical pro-
cesses are weighted. 
In Chapter 1 a brief introduction, including the main notation, is 
given and some basic facts are presented. Chapter 2 is devoted to pro-
bability inequalities. In section 1 a probability inequality for the local 
behaviour of the empirical process is derived with the aid of Poissonization; 
there the distribution function is completely arbitrary. In the second 
section this inequality becomes a fundamental tool for deriving global pro-
bability inequalities for weighted empirical processes under the assumption 
that the underlying distribution is uniform on the unit "square". In that 
section also some maximal inequalities are derived. 
In Chapter 3 necessary and sufficient conditions on the weight func-
tions are established for weak convergence of the weighted multivariate 
uniform empirical processes, indexed by points and rectangles respectively. 
The proper weighting is described for small as well as large sets in the 
indexing classes. Chapter 4 is devoted to strong limit theorems for suprema 
of the absolute values of the weighted multivariate uniform empirical 
processes for special choices of the weight functions. There the processes 
are mostly indexed by points since indexation by rectangles is not very 
meaningful. The aforementioned suprema are taken over various types of 
regions: the whole unit "square", its middle and its tail. It turns out 
that in some cases laws of the iterated logarithm can be established like 
in the unweighted case, whereas in other situations no proper standard-
ization is possible. Chapter 5 is concerned with results for two types of 
oscillation moduli of the unweighted uniform empirical process. More 
specifically in section 1 the order of magnitude of the moments of these 
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oscillation moduli is obtained for "sufficiently large" sample size and in 
section 2 a complete picture of the almost sure behaviour of one of these 
moduli is given. 
Finally in Chapter 6 some generalizations and potential applications 
are considered. In section 1 a number of results for the negative parts of 
the uniform empirical process is presented. In section 2 the assumption is 
dropped that the underlying distribution is uniform. There the case that 
the empirical processes are based on random vectors from a distribution 
having a continuous density that is bounded away from 0 and »> is briefly 
considered. It should be emphasized that again the local probability in-
equality (Chapter 2, section 1) is the fundamental tool for the afore-
mentioned results. A few miscellaneous results, i.a. for "other" empirical 
processes, are discussed in section 3. In conclusion, the following fields 
of possible applications are mentioned in section 4: extreme value theory, 
U-statistics, general spacings and density and regression function 
estimation. 
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SAMENVATTING 
MULTIVARIATE EMPIRISCHE PROCESSEN 
In dit proefschrift worden multivariate empirische processen, geba-
seerd op een ri] van onafhankelijke en identiek verdeelde stochastische 
vectoren, beschouwd. Als indexverzamelingen worden kwadranten, die geïden-
tificeerd worden met punten, of rechthoeken met zijden parallel aan de 
coördinaatassen gebruikt. In deze opzet wordt een aantal optimale resulta-
ten betreffende zwakke convergentie en sterke limietstellingen verkregen; 
in de meeste van deze resultaten zijn de empirische processen gewogen. 
Behalve een korte Introductie en de voornaamste notatie worden in 
Hoofdstuk 1 enige bekende resultaten gepresenteerd. Hoofdstuk 2 is gewijd 
aan kansongelijkheden. In paragraaf 1 wordt een kansongelijkheid voor het 
lokale gedrag van het empirische proces afgeleid met behulp van Poissomse-
nng; in die paragraaf is de verdelingsfunctie volkomen willekeurig. In de 
tweede paragraaf worden m.b.v. deze ongelijkheid globale kansongelijkheden 
afgeleid voor gewogen empirische processen onder de voorwaarde dat de 
onderliggende verdeling uniform is op het "eenheidsvierkant". In die 
paragraaf worden ook enige maximale ongelijkheden afgeleid. 
In Hoofdstuk 3 worden nodige en voldoende voorwaarden op de gewichts-
functies bepaald voor zwakke convergentie van de gewogen multivariate uni-
forme empirische processen, geïndiceerd door respectievelijk punten en 
rechthoeken. De geschikte weging is beschreven voor kleine alsmede grote 
verzamelingen uit de indexklassen. Hoofdstuk 4 is gewijd aan sterke limiet-
stellingen voor suprema van de absolute waarden van de gewogen multivariate 
uniforme empirische processen voor speciale keuzen van de gewichtsfuncties. 
In dat hoofdstuk worden de processen meestal geïndiceerd door punten aan-
gezien indicering door rechthoeken m e t erg zinvol is. De voornoemde supre-
ma worden genomen over verscheidene typen gebieden: het hele "eenheids-
vierkant", het midden en de staart. In sommige gevallen blijkt dat wetten 
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van de geîtereerde logarithme oewezen kunnen worden, net als in het onge-
wogen geval. In andere situaties echter, blijkt geschikte standaardisatie 
onmogelijk te zijn. In Hoofdstuk 5 worden resultaten voor twee typen van 
oscillatiemoduli van het ongewogen uniforme empirische proces afgeleid. In 
paragraaf 1 wordt de orde van grootte van de momenten van deze oscillatie-
moduli verkregen voor "voldoend grote" steekproefomvang en in paragraaf 2 
wordt een compleet overzicht van het "almost sure" gedrag van een van deze 
moduli gegeven. 
In Hoofdstuk 6, tenslotte, worden enige generalisaties en mogelijke 
toepassingen beschouwd. In paragraaf 1 wordt een aantal resultaten voor de 
negatieve delen van het uniforme empirische proces gepresenteerd. In 
paragraaf 2 wordt de voorwaarde dat de onderliggende verdeling uniform is 
verlaten. Daar worden kort empirische processen bekeken die gebaseerd zijn 
op stochastische vectoren uit een verdeling met een continue en van 0 en ш 
weggegrensde dichtheid. Het is interessant om op te merken dat voornoemde 
resultaten weer m.b.v. de lokale kansongelijkheid (Hoofdstuk 2, paragraaf 1) 
afgeleid worden. Een paar gemengde resultaten, o.a. voor "andere" empiri­
sche processen, worden besproken in paragraaf 3. Tot slot worden de volgende 
gebieden van mogelijke toepassingen genoemd in paragraaf 4: extreme waarde 
theorie, "U-statistics", algemene "spacings" en het schatten van dicht­
heden en regressiefuncties. 
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STELLINGEN 
behorende bi] het proefschrift "Multivariate empirical processes" 
van John H.J. Einmahl 
I 
Laten m,η G W. We noemen R с к х IN een (m,η)-relatie als er bi] 
iedere i E U precies m getallen j zijn z6 dat (i,j) £ R en er bi] 
iedere ] £ IN precies η getallen ι zijn zó dat (i,]) € R. Als R 
een (m,n)-relatie is en m >_ η, dan bestaat er volgens de huwelijks-
stelling van Ph. Hall een injectieve functie f : U -»· 3N met f с R. 
Als m > η kan men deze functie echt construeren; als daarentegen 
m = η >_ 2 is er geen constructieve manier om deze functie te vinden. 
J.H.J. Einmahl (1980). De HwjeÏijksstelling in de Intuitionie-
tisahe Wiskunde, Doctoraalscriptie, Katholieke Universiteit, 
Nijmegen. 
II 
Voor ieder positief getal α bestaan er positieve getallen С (α) en 
С (α) zó dat voor alle m £ W (m ^  1) 
m 
С (o)(log m ) a < Σ (°)(-l)k+1k"a < С (a)(log m ) a . 
1
 k=l K ¿ 
J.H.J. Einmahl, F.H. Ruymgaart (1984). The Order of Magnitude 
of the Moments of the Modulus of Continuity of Multiparameter 
Poisson and Empirical Processes, Report 8402, Katholieke 
Universiteit, Nijmegen. 
Ill 
Voor de Kolmogorov-Smirnov statistische grootheid van het empiri­
sche proces gebaseerd op de getransformeerde uniforme "spacings", 
zoals gedefinieerd in Hoofdstuk 6 (blz. Θ7-ΘΘ) van dit proefschrift, 
geldt een Dvoretzky-Kiefer-Wolfowitz-type exponentiële bovengrens, 
d.w.z. er bestaat een positief getal С zó dat voor alle η £ U en 
λ >_ 0 
P(sup n'lF (tj-t, > λ) <_ С βχρ(-2λ ). 
te[o,i] 
J.H.J. Einmahl (1985). On the Kolmogorov-Smirnov statistic of 
certain dependent random variables. Pubi. Inst. Statist. Univ. 
Paris SO, 53-57. 
IV 
Zi] {χ } een ri] van onafhankelijke, uniform (0,1)-verdeelde 
stochasten en D de maximale "spacing" gebaseerd op Χ ,... ,Χ 
Dan geldt voor elke ri] {a } van positieve getallen 
Σ a log (l/a ) = «> impliceert P(nD > log (l/a ) i.o) 
. η η n:n — η 
n=l 
P. Deheuvels (19Θ2). Strong limiting bounds for maximal uni­
form spacings. Ann. Probab. 10, 1058-1065. 
J.H.J. Einmahl, M.C.A. van Zuijlen (1985). Strong Bounds for 
Weighted Empirical Distribution Functions Based on Uniform 
Spacings, Report 8531, Katholieke Universiteit, Nijmegen. 
Zin {Χ }. . een rij van onafhankeliike, uniform (0,1)-verdeelde 
ι 1=1 
stochasten en X de kleinste geordende grootheid op niveau n. 
Dan geldt voor elk positief getal с en elke ri] {a } , van posi-
n n=l 
tieve getallen 
00 
Σ а = » implioeevt P(X. < а л en i . o . ) = 1. 
η
 r
 l m — η 
n=l 
Hoofdstuk 4 (blz. 65) van dit proefschrift. 
VI 
De huidige puntentelling bl] schaatskampioenschappen mist haar 
doel ; niet alle afstanden zijn even belangrijk voor het eindklasse­
ment. M.b.v. uitslagen uit het recente verleden en wiskundige tech­
nieken kan een veel betere puntentelling verkregen worden; volgens 
deze telling moeten bi] all round kampioenschappen heren in 19Θ7 de 
tijden gedeeld worden door 1 (500 m), 2,01 (1500 m) , 6,57 (5 km) 
en 18,89 (10 km) alvorens deze op te tellen. 
J.H.J. Einmahl. Interview in Oe Gelderlander/De Nieuwe Krant 
en De Limburger, d.d. 16 febr. 1985. 
Bi] het lezen van Hoofdstuk 4 van dit proefschrift is het goed om 
te bedenken dat de cijfers van het kleinste natuurlijke getal η 
waarvoor (loglog n) >^  10 een "boek" zouden beslaan waarvan het vo­
lume vete malen groter is dan dat van de aarde. 
Deze bladzijde bevat een typefout. 



