Abstract. Let Ψ : [1, ∞) → R + be a non-decreasing function, a n
Introduction
Dirichlet's theorem (1842) is a fundamental result in the theory of metric Diophantine approximation which concerns how well a real number can be approximated by a rational number with a bounded denominator. Theorem 1.1 (Dirichlet, 1842). Given x ∈ R and t > 1, there exist integers p, q such that |qx − p| ≤ 1/t and 1 ≤ q < t.
(1.1)
An important consequence which was known before Dirichlet (see Legendre' s 1808 book [9, pp. 18-19] ) is the following global statement concerning the 'rate' of rational approximation to any real number. Corollary 1.2. For any x ∈ R, there exist infinitely many integers p and q > 0 such that |qx − p| < 1/q.
(1.
2)
The above two statements provide a rate of approximation which works for all real numbers. However, replacing the right hand sides of (1.1) and (1.2) by faster decreasing functions of t and q respectively raises the question of sizes of corresponding sets. Historically, the attention has been focussed in determining the size of the classical set of Ψ-approximable numbers
for infinitely many (p, q) ∈ Z × N , where Ψ : [1, ∞) → R + is a non-decreasing function. Notice that the set K(Ψ) is just the usual set of Φ-approximable numbers if we take Φ(q) = 1 qΨ(q)
. We will refer to Ψ as the approximating function. The classical Khintchine's theorem (1924) states that the Lebesgue measure of the set K(Ψ) is zero or full if the series ∞ q=1 (qΨ(q)) −1 converges or diverges respectively. Notice that the Lebesgue measure is zero (or K(Ψ) is the null set) for Ψ(q) = q η for any η > 0, and Khintchine's theorem gives no further information about the size of the set K(Ψ). To distinguish between the null sets, Hausdorff measure and dimension are the appropriate tools. In this regard, Jarník's theorem (1931) provide an appropriate answer in terms of the Hausdorff
The research of A. Bakhtawar is supported by La Trobe University postgraduate research award and of M. Hussain by La Trobe University startup grant. measure for K(Ψ). The modernised version of Jarník's theorem is stated below. For further details we refer the reader to [1] . Theorem 1.3 (Jarník, 1931) . Let Ψ be a non-decreasing positive function and s ∈ (0, 1). Then Here and throughout H s denotes the s-dimensional Hausdorff measure, see Section 2.2 for a brief description of the Hausdorff measure and dimension. Notice that when s = 1, H s is comparable with the Lebesgue measure H 1 which is the scope of Khinchine's theorem, hence s ∈ (0, 1) in the statement of Jarník's theorem.
Surprisingly, similar generalisations in the settings of Dirichlet's theorem lacked attention until recently when Kleinbock-Wadleigh [7] determined the Lebesgue measure for the set of ψ-Dirichlet improvable numbers:
∃ N such that the system |qx − p| < ψ(t), |q| < t has a nontrivial integer solution for all t > N , where ψ : [t 0 , ∞) → R + is a non-increasing function with t 0 ≥ 1 fixed and tψ(t) < 1 for all t ≥ t 0 . Very recently, the Hausdorff measure theoretic results have also been established by Hussain-Kleinbock-Wadleigh-Wang [5] . In what follows, the approximating functions ψ and Ψ will always be related by
An important criterion for a real number x to be ψ-Dirichlet non-improvable can be stated in terms of growth of product of consecutive partial quotients as noticed by [7, Lemma 2.2] . To state it, we first recall that any real number x ∈ [0, 1) has a continued fraction expansion of the form x = [a 1 (x), a 2 (x), . . . ] where a 1 , a 2 , . . . are positive integers called the partial quotients of x and p n /q n = [a 1 (x), a 2 (x), . . . , a n (x)] (p n , q n coprime) is called the n'th convergent of x.
As a consequence of this lemma and by some elementary calculations, see [5, pp. 510 -511], we have the inclusions
3) where
It is worth pointing out that the inclusion (1.3) was the key observation in proving the divergence part of the Hausdorff measure statement for D c (ψ). That is, Jarník's Theorem 1.3 readily gives the divergence statement for K(3Ψ). To be precise, notice the straightforward inclusion
and that
It is thus clear that when the sum t t 1 t 2 Ψ(t) s diverges, both the sets G(Ψ) and K(3Ψ) have full measure. However, since the inclusion (1.4) is proper, it is natural to expect that the set G(Ψ) \ K(3Ψ) is non-trivial. From a measure point of view there is no new information, however, from a dimension point of view there is more to ask. In this article, we completely determine the Hausdorff dimension for the set G(Ψ) \ K(CΨ) for any C > 0. Theorem 1.5. Let Ψ : [1, ∞) → R + be a non-decreasing function and C > 0. Then
, where τ = lim inf q→∞ log Ψ(q) log q .
The term τ gives information regarding how a function Ψ grows near infinity and is known as the lower order at infinity. It appears naturally in determining the Hausdorff dimension of exceptional sets, when general distance functions are involved, see [2, 3] .
The paper is arranged as follows. Section 2 is reserved for preliminaries including a brief description of the theory of continued fraction expansions and Hausdorff measure and dimension. The proof of Theorem 1.5, for a specific choice of the approximating function Ψ(q n ) = q τ n , is divided into two parts. Section 3 calculates the upper bound case of the proof, whilst Section 4 is separately devoted to the lower bound for the Hausdorff dimension. Section 5 examines the result for the general approximating function Ψ(q n ).
Notation:
To simplify the presentation, we start by fixing some notation. We use a ≫ b to indicate that |a/b| is sufficiently large, and a ≍ b to indicate that |a/b| is bounded between unspecified positive constants.
Preliminaries and auxiliary results
In this section, we recall some basic definitions, results and concepts which will be used in proving Theorem 1.5.
2.1. Continued fractions. Metrical theory of continued fractions plays a significant role in the theory of metric Diophantine approximation. We state some useful basic properties of continued fractions of real numbers and recommend the reader to [6, 8] for further details. Every x ∈ [0, 1) can be uniquely expressed as a simple continued fraction expansion as follows
where for each n ≥ 1, a n (x) are called the partial quotients of x. The fractions p n q n : = [a 1 (x), . . . , a n (x)] (n ≥ 1), are called the n'th convergents of x. These convergents are obtained by following the conventional starting values (p −1 , q −1 ) = (1, 0), (p 0 , q 0 ) = (0, 1), which then generates the sequences {p n } ∞ n=0 , {q n } ∞ n=0 from the following recursive relations
For any integer vector (a 1 , . . . , a n ) ∈ N n with n ≥ 1, define a "basic cylinder " I n of order n as follows:
I n (a 1 , . . . , a n ) := {x ∈ [0, 1) : a 1 (x) = a 1 , . . . , a n (x) = a n } .
2) In simple words, the cylinder of order n consists of all real numbers in [0, 1) whose continued fraction expansions begin with (a 1 , . . . , a n ).
The following well-known properties will be useful in many forthcoming calculations. Proposition 2.1. For any positive integers a 1 , . . . , a n , let p n = p n (a 1 , . . . , a n ) and q n = q n (a 1 , . . . , a n ) be defined recursively by (2.1). Then:
if n is even;
Thus, its length is given by
(P 3 ) For any n ≥ 1 and k ≥ 1, we have
(2.4)
.
We remark that when the partial quotients a 1 , · · · , a n defining the n'th convergents p n and q n are clear, we will use p n and q n instead of p n (a 1 , · · · , a n ) and q n (a 1 , · · · , a n ) for simplicity.
The next proposition describe the positions of cylinders I n+1 of order n + 1 inside the n'th order cylinder I n .
Proposition 2.2 ([6]
). Let I n = I n (a 1 , . . . , a n ) be a basic cylinder of order n, which is partitioned into sub-cylinders {I n+1 (a 1 , . . . , a n , a n+1 ) : a n+1 ∈ N}. When n is odd, these subcylinders are positioned from left to right, as a n+1 increases from 1 to ∞; when n is even, they are positioned from right to left.
2.2.
Hausdorff measure and dimension. Hausdorff measure and dimension are measure theoretic tools used to distinguish between sizes of sets of Lebesgue measure zero. We give a brief introduction here for completeness and refer the reader to Falconer's book [4] for further details.
Let F ⊂ R n and s ≥ 0. For any ρ > 0, a countable collection {B i } of balls in R n with diameter of every ball to satisfy 0 < diam(B i ) ≤ ρ, such that F ⊂ i B i is called a ρ-cover of F . For each ρ > 0, define the s-dimensional Hausdorff measure of a set F as
where
The infimum in the last equation is taken over all possible ρ-covers {B i } of F . Furthermore, the Hausdorff dimension of F is denoted by dim H F and is defined as
2.3. The mass distribution principle. Deriving Hausdorff dimension for any set, normally consists of two parts: obtaining the upper and lower bounds separately. The upper bound usually follows by using a suitable covering argument whereas estimation of lower bounds needs clever synthesis of the set supporting a certain outer measure on the set under study. The next simple but crucial result, commonly known as the mass distribution principle [4, §4.2], will be the main ingredient in obtaining the lower bound for G(Ψ) \ K(CΨ). 
where B(x, r) denotes an open ball centred at x and radius r. Then dim H U ≥ s.
Proof of theorem 1.5: the upper bound
For ease of calculations, we choose C = 1 throughout the remainder of the paper.
We first state the s-dimensional Hausdorff measure for G(Ψ) which was proved in [5] . This result is all that we need in proving the upper bound for the Hausdorff dimension of the set − 1 and tψ(t) < 1 for all large t. Then for any 0 ≤ s < 1
Consequently, the Hausdorff dimension of the set G(Ψ) is given by
, where τ = lim inf t→∞ log Ψ(t) log t .
Thus the proof of Theorem 1.5 follows from establishing the complementary lower bound.
4. Proof of theorem 1.5: the lower bound.
Notice that the set E := G(Ψ) \ K(Ψ) can be written as
a n+1 (x)a n (x) ≥ Ψ(q n ) for infinitely many n ∈ N and a n+1 (x) < Ψ(q n ) for all sufficiently large n ∈ N .
To illustrate the main ideas, we first prove the result for a specific choice of the approximating function Ψ(q n ) := q τ n for any τ > 0. Proving the result for the general approximating function Ψ(q n ) instead of q τ n will require slight modification to the arguments presented below but essentially the process is the same. We will briefly sketch this process in the last section.
The set E can now be written as
a n+1 (x)a n (x) ≥ q τ n for infinitely many n ∈ N and a n+1 (x) < q τ n for all sufficiently large n ∈ N . We aim to show that
Fix a large integer L, and define S = S(L, M) to be the solution to the equation
It follows from the definition of the pressure function, as
. The process of proving this follows as in [11, Lemma 2.6], therefore we skip it. For more thorough results on pressure function in infinite conformal iterated function systems we refer to [10] .
So, it remains to show that dim H E ≥ S.
The main strategy in obtaining the lower bound is to use the mass distribution principle (Proposition 2.3). To employ it, we systematically divide the process into the following subsections.
4.1. Cantor subset construction. Choose a rapidly increasing sequence of integers {n k } k≥1 such that n k ≫ n k−1 , ∀k. For convenience define n 0 = 0. Define the subset E M of E as follows
For any n ≥ 1, define strings (a 1 , . . . , a n ) by
For any n ≥ 1 and (a 1 , . . . , a n ) ∈ D n , we call I n (a 1 , . . . , a n ) a basic interval of order n and J n := J n (a 1 , . . . , a n ) := a n+1 I n+1 (a 1 , . . . , a n , a n+1 ) (4.2) a fundamental interval of order n, where the union in (4.2) is taken over all a n+1 such that (a 1 , . . . , a n , a n+1 ) ∈ D n+1 .
Summary: We will consider three distinct cases for J n according to the limitations on the partial quotients. The following table (commencing from k = 1), summarises our Cantor set construction such that for (a 1 , . . . , a n , a n+1 ) ∈ D n+1 :
. . , a n , a n+1 ), n = n k+1 − 2, J n = I n+1 (a 1 , . . . , a n , 4),
. . , a n , a n+1 ).
It is now clear that
. . , a n ) .
Lengths of fundamental intervals.
We now calculate lengths of fundamental intervals split into three distinct cases, following from the construction of E M and the definition of fundamental intervals.
Case I. When n k ≤ n ≤ n k+1 − 3 for any k ≥ 1, since
Therefore,
In particular for n = n k , since
Therefore, for n = n k we have
Case II. When n = n k+1 − 2, we have J n = I n (a 1 , . . . , a n , 4).
Therefore,
|J n (a 1 , . . . , a n )| = 1 (4q n + q n−1 )(5q n + q n−1 ) and
Case III. When n = n k+1 − 1, since (a 1 , . . . , a n , a n+1 ) .
Therefore
|J n (a 1 , . . . , a n )| = 
Gap estimation.
In this section we estimate the gap between J n (a 1 , . . . , a n ) and its adjoint fundamental interval of the same order n. These gaps are helpful for estimating the measure on general balls.
Let J n−1 (a 1 , . . . , a n−1 ) be the mother fundamental interval of J n (a 1 , . . . , a n ). Without loss of generality, assume that n is even, since if n is odd we can carry out the estimation in almost the same way. Let the left and the right gap between J n (a 1 , . . . , a n ) and its adjoint fundamental interval at each side be represented by g ℓ n (a 1 , . . . , a n ) and g r n (a 1 , . . . , a n ) respectively. Denote by g n (a 1 , . . . , a n ) the minimum distance between J n (a 1 , . . . , a n ) and its adjacent interval of the same order n, that is, g n (a 1 , . . . , a n ) = min{g ℓ n (a 1 , . . . , a n ), g r n (a 1 , . . . , a n )}. Since n is even, the right adjoint fundamental interval to J n , which is contained in J n−1 , is (a 1 , . . . , a n−1 , a n + 1) (if it exists) and the left adjoint fundamental interval to J n , which is contained in J n−1 , is J ′′ n = J n (a 1 , . . . , a n−1 , a n − 1) (if it exists).
We distinguish three cases according to the range of n defined for E M . The estimation is based on the distribution of intervals, as described in the summary in section 4.1.
Gap I. For the case n k ≤ n ≤ n k+1 − 3, we have
. . , a n , a n+1 ) .
Then by Proposition 2.2, for the right gap g r n (a 1 , . . . , a n ) ≥ 1 (q n + q n−1 )((M + 1)(q n + q n−1 ) + q n−1 ) and for the left gap g l n (a 1 , . . . , a n ) ≥ 1 q n ((M + 1)q n + q n−1 ) .
So
g n (a 1 , . . . , a n ) = 1 (q n + q n−1 )((M + 1)(q n + q n−1 ) + q n−1 ) .
Also, by comparing g n (a 1 , . . . , a n ) with J n (a 1 , . . . , a n ), we notice that g n (a 1 , . . . , a n ) ≥ 1
Hence, for the right gap g r n (a 1 , . . . , a n ) ≥ p n + p n−1 q n + q n−1 − 4p n + p n−1 4q n + q n−1 = 3 (q n + q n−1 )(4q n + q n−1 ) .
and for the left gap
Therefore, g n (a 1 , . . . , a n ) ≥ 1 (5q n + q n−1 )(q n + q n−1 ) .
Also, by comparing g n (a 1 , . . . , a n ) with J n (a 1 , . . . , a n ), we notice that g n (a 1 , . . . , a n ) ≥ 4 3 |J n (a 1 , . . . , a n )|.
Gap III. For the case n = n k+1 − 1, we have
. . , a n , a n+1 ),
. . , a n + 1, a n+1 ),
In this case also the gap position geometry is the same as the case when n = n k+1 − 2.
Hence, for the right gap g r n (a 1 , . . . , a n ) ≥ q τ n q n + q n−1 )(q n + q n−1 ) and for the left gap
. Also, by comparing g n (a 1 , . . . , a n ) with J n (a 1 , . . . , a n ), we notice that g n (a 1 , . . . , a n ) ≥ 1 3 |J n (a 1 , . . . , a n )|.
4.4.
Mass Distribution on E M . We define a measure µ supported on E M . For this we start by defining the measure on the fundamental intervals of order n k − 2, n k − 1 and n k . The measure on other fundamental intervals can be obtained by using the consistency of a measure. Because the sparse set {n k } k≥1 is of our choosing, we may let m k+1 L = n k+1 − 2 − n k for any k ≥ 0. This simplifies calculations without loss of generality.
Note that the sum in (4.1) induces a measure µ on a basic cylinder of order L
Step I. Let 1 ≤ i ≤ m 1 . We first define a positive measure for the fundamental intervals J iL (a 1 , . . . , a iL )
and then we distribute this measure uniformly over its next offspring.
Step II. For J n 1 −1 and J n 1 −2 , define a measure µ (J n 1 −1 (a 1 , . . . , a n 1 −1 )) = µ (J n 1 −2 (a 1 , . . . , a n 1 −2 )
Step III. For J n 1 , define a measure µ (J n 1 (a 1 , . . . , a n 1 )) = 1
. . , a n 1 −1 ) .
In other words, the measure of J n 1 −1 is uniformly distributed on its next offspring J n 1 .
Measure of other levels. The measure of fundamental intervals for other levels can be defined inductively. To define the measure on general fundamental interval J n k+1 −2 and J n k+1 −1 , we assume that µ (J n k ) has been defined. Then define
Next, we equally distribute the measure of the fundamental interval J n k+1 −1 among its next offspring which is a fundamental interval of order n k+1 , that is, µ J n k+1 (a 1 , . . . , a n k+1 ) = 1
The measure of other fundamental intervals, of level less than n k+1 − 2, is given by using the consistency of the measure. Therefore, for n = n k + iL where 1 ≤ i ≤ m k+1 , we define
4.5.
The Hölder exponent of the measure µ. For the lower bound, we aim to apply the mass distribution principle to the Cantor subset E M , which requires the measure of a general ball. Thus far we have only calculated µ (J n (a 1 , . . . , a n )). We show that there is a Hölder condition between µ (J n (a 1 , . . . , a n )) and |J n (a 1 , . . . , a n )| and another Hölder condition between µ (B(x, r) ) and r. The derived inequalities continue the program of establishing our lower bound. 4.5.1. The Hölder exponent of the measure µ on fundamental intervals. First, we estimate the Holder exponent of µ (J n (a 1 , . . . , a n )) in relation to |J n (a 1 , . . . , a n )|.
Step (J iL (a 1 , . . . , a iL ) 
Step
Step II(b).
and inequality (4.5) is obtained from the relation q n k+1 −1 (a 1 , . . . , a n k+1 −2 , 4) ≍ q n k+1 −2 (a 1 , . . . , a n k+1 −2 ) defined for any k.
Step III. For n = n 1 using the inequality (4.5), we have µ (J n 1 (a 1 , . . . , a n 1 )) = 1
. . , a n 1 −1 )
Next we find Hölder exponent for the general fundamental interval J n k+1 −1 . The Hölder exponent for intervals of other levels can be carried out in the same way.
Let n = n n k+1 −1 . Recall that, µ J n k+1 −1 (a 1 , . . . , a n k+1 −1 ) =µ J n k+1 −2 (a 1 , . . . , a n k+1 −2 )
By arguments similar to
Step I and Step II, we obtain . Here for the third inequality, we use
Consequently, µ J n k+1 a 1 , . . . , a n k+1 = 1
In summary, we have shown that for any n ≥ 1 and (a 1 , . . . , a n ), µ (J n (a 1 , . . . , a n )) ≪ |J n (a 1 , . . . , a n ) | S− 10 L .
4.5.2.
The Hölder exponent for a general ball. Assume that x ∈ E M and B(x, r) is a ball centred at x with radius r small enough. For each n ≥ 1, let J n = J n (a 1 , . . . , a n ) contain x and g n+1 (a 1 , . . . , a n+1 ) ≤ r < g n (a 1 , . . . , a n ).
Clearly, by the definition of g n we see that B(x, r) ∩ E M ⊂ J n (a 1 , . . . , a n ).
Case I. When n = n k+1 − 1. ≤ |I n k+1 (a 1 , . . . , a n k+1 )|. In this case the ball B(x, r) can intersect at most four basic intervals of order n k+1 , which are I n k+1 (a 1 , . . . , a n k+1 − 1), I n k+1 (a 1 , . . . , a n k+1 ), I n k+1 (a 1 , . . . , a n k+1 + 1), I n k+1 (a 1 , . . . , a n k+1 + 2).
Thus we have µ(B(x, r)) ≤ 4µ (J n k+1 (a 1 , . . . , a n k+1 ))
(ii) r > |I n k+1 (a 1 , . . . , a n k+1 )|. In this case, since
, the number of fundamental intervals of order n k+1 contained in J n k+1 −1 (a 1 , . . . , a n k+1 −1 ) that the ball B(x, r) intersects is at most
Thus we have µ(B(x, r)) ≤ min µ(J n k+1 −1 ), 8rq
Here we use min{a, b} ≤ a 1−s b s for any a, b > 0 and 0 ≤ s ≤ 1.
Case II. When n = n k+1 − 2. For r > |I n k+1 −1 (a 1 , . . . , a n k+1 −1 )|. In this case, since
the number of fundamental intervals of order n k+1 − 1 contained in J n k+1 −2 (a 1 , . . . , a n k+1 −2 ) that the ball B(x, r) intersects, is at most 2(128)rq
Case III. When n k ≤ n ≤ n k+1 − 3. In such a range for n, we know that 1 ≤ a n ≤ M and
4.6. Conclusion. Finally, by combining all of the above cases with the mass distribution principle (Proposition 2.3), we have proved that
Letting L → ∞, we conclude that
Final remarks: the general case
The case for the general approximating function Ψ follows almost exactly the same line of investigations as for the case Ψ(q n ) = q τ n for any τ > 0. There are some added subtleties which we will outline and then direct the reader to mimic the proof for the particular approximating function, q Then the basic intervals of order n 1 − 2, n 1 − 1 and n 1 can be defined as, I n 1 −2 (a 1 , . . . , a n 1 −2 ) : x ∈ A M , I n 1 −1 a 1 , . . . , a n 1 −2 , 1 4 Q δ 1
: x ∈ A M , I n 1 a 1 , . . . , a n 1 −2 , 1 4 Q δ 1 , a n 1 : x ∈ A M and 1 2 q τ −ǫ n 1 −1 ≤ a n 1 (x) ≤ q τ −ǫ n 1 −1 .
Now fix the basic interval I n 1 (a 1 , · · · , a n 1 ) i.e. choose it to be an element in the first level of the Cantor set. Consider the set of points:
Then do the same as for the definition of n 1 . That is for each x, find n 2 such that q n 2 −2 is almost Q 2 .
Continuing in this way define n k recursively as follows. Collect the n k ∈ N satisfying 1 and (a 1 , . . . , a n ) ∈ D * n , define J n (a 1 , . . . , a n ) := a n+1 I n+1 (a 1 , . . . , a n , a n+1 ) (5.1)
to be the fundamental interval of order n, where the union in (5.1) is taken over all a n+1 such that (a 1 , . . . , a n , a n+1 ) ∈ D * n+1 . Then . ..,an)∈D * n J n (a 1 , . . . , a n ) .
As can be seen, the Cantor type structure of the set E * M , for the general approximating function Ψ(Q n ), includes similar steps as for particular function, Ψ(q n ) = q τ n , from the earlier sections. Also, the process of finding the dimension for this set follows similar steps and calculations as we have done for finding the dimension of the Cantor set E M . However, the calculations involve lengthy expressions and complicated constants. In order to avoid unnecessary intricacy, we will not produce these expressions.
