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The usual assumption in multivariate hypothesis testing is that the sample 
consists of n independent, identically distributed Gaussian m-vectors. In this paper 
this assumption is weakened by considering a class of distributions for which the 
vector observations are not necessarily either Gaussian or independent. This class 
contains the elliptically symmetric laws with densities of the form f(X(n x m)) = 
v[tr(X - M)’ (X - M)Z-‘I. For testing the equality of k scale matrices and for the 
sphericity hypothesis it is shown, by using the structure of the underlying 
distribution rather than any specific form of the density, that the usual invariant 
normal-theory tests are exactly robust, for both the null and non-null cases, under 
this wider class. 
1. INTRODUCTION 
The usual assumption in multivariate hypothesis testing is that the sample 
consists of independent and identically distributed Gaussian vectors. The 
reasons for this assumption are two-fold. First, the Gaussian distribution can 
be justified on appeal to central limit theory and second, the independence 
facilitates the derivation of certain distributions. 
In this paper we consider hypothesis testing when the sample observations 
are not necessarily either Gaussian or independent. Specifically, we 
investigate tests for the equality of k scale matrices and tests for sphericity 
when the underlying distribution belongs to the class of elliptically 
symmetric laws. We characterize all invariant tests for these two specific 
cases by using the spherical structure of the underlying law rather than any 
specific form of the density. In particular we show that the usual normal- 
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theory invariant test statistics have null and non-null distributions which are 
exactly robust. That is, the distributions derived under the normal 
assumption are the appropriate ones regardless of membership in the class. 
The class of elliptically symmetric distributions contains two large 
subclasses. These are the variance mixtures of Gaussian laws and the 
symmetric stable laws. Just as a central limit theory argument can be given 
for partial justification of a Gaussian law a generalized limit theory 
argument can be given for partial justification of a stable law. For example, 
Butzer and Hahn [4] prove that the limiting distribution, if it exists, of a 
normalized sum of independent random vectors is a multivariate stable law. 
If second moments exist then the limiting distribution is Gaussian. 
Since our class contains distributions for which second moments do not 
exist our tests are tests for scale. If the underlying distribution has finite 
second moments then the scale matrix becomes a variance-covariance 
matrix. 
Most of the work pertaining to spherically symmetric distributions has 
been done for the vector (univariate) case. Chmielewski [S] gives an 
extensive bibliography and discusses hypothesis tests for scale in both the 
vector and matrix case. Ahmad [ 1 ] and Dawid [8] consider tests for location 
in the matrix case. 
Ahmad [ 1 ] attempts an extension in the usual multivariate linear model 
Y(n X m) = X0 + E. However, he assumes that E(n x m) consists of n 
independentiy and identically distributed spherically symmetric nz vectors 
and that E itself is spherically symmetric. With these two assumptions E has 
a multivariate Gaussian distribution. Dawid [8] studies hypothesis tests for a 
multivariate structural model with a spherically symmetric error matrix. He 
also discusses the properties of random matrices which are left-spherically 
symmetric, right-spherically symmetric, and both left- and right-spherically 
symmetric. 
2. PRELIMINARIES 
Let X(n x m) be a random matrix with distribution 9(X). Then 9(X) is 
said to be left spherically invariant if, for each P E e(n), y(X) = g(PX). 
Here e(n) is the group of all (n x n) orthogonal matrices. 
If X has a pdf with respect to Lebesgue measure then f(X) = v(X’ X) for 
some function w. In this paper we further restrict our class of densities by 
assuming that 9(X) is both left and right invariant. If a pdf exists, we 
assume it takes the form 
f(X) = v(tr X’ X) (2.1) 
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and we write F(X) E S,, [+, I, @ I,], where Q is a zero location matrix, I, 
is a scale matrix, and I, @ I, is the Kronecker product of these two identity 
matrices. This dependence on the trace facilitates the study of distributions 
of test statistics. 
Let X be transformed into XA + M for A(m X m) of full rank and 
A’A = E. Under this transformation the class of spherically symmetric 
distributions is extended to the class of elliptically symmetric distributions 
S,, [M, I,, 0 xl. 
3. TESTING THE EQUALITY OF k SCALE MATRICES 
Suppose 9(X) E S,,[M, A] with 
M’(m x n) = [M;(m x n,),..., M;(m X n,)], 
M; = [pi,..., p;], 
A = Diag[I,, 0 E, ,..., I,, 0 Ek], 
xi(m X ml, i = l,..., k, 
n=n,+“‘+n,, 
ni > m, i = l,..., k. 
(3.1) 
We wish to test H: E, = . = J+ = Z(say) against the genera1 alternative K: 
{Xi # Zji, for at least one i #j}. 
Let GL(m) denote the group of all non-singular (m x m) matrices and let 
e, be the vector of ones in R"', i = I,..., k. Define FP,i(ei) = (PIP E F(rt,), 
Pe, = ei}. Then the problem remains invariant under the group G such that, 
for g E G, 
&WI ,---, Xi] = B’[X; + c, e; ,..., Xi + eke;] . Diag(P{ ,..., Pi), (3.2) 
where Pi E eni( B E GL(m), and Ci E R”, i= l,..., k. 
THEOREM 3.1. The respective maximal invariants for the sample and 
parameter spaces are the roots of 
(ZfZ;-dZ;Z,i(=O (3.3) 
and 
pi-q =o, i, j= l,..., k, i#j, (3.4) 
With Z; = [(Xi, - XI.),..., (Xin, - jz,.)] and ,i. = I/n, C,~I I Xii. 
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For a proof to this theorem see Lehmann [ 18, pp. 196-2981. 
Let D” = id?,..., di} be the roots of IZ:Zi - dZ;Z.,( = 0 for i, j = l,..., k, 
i #j. Then we have the following theorem. 
THEOREM 3.2. For both the null and non-null cases, the joint distribution 
of {Dij, i, j= l,..., k, i # j) does not depend on any particular underlying 
elliptically symmetric distribution. That is, the null and non-null distributions 
are unique for all 9(X) deJned in (3.1). 
ProoJ (i) Null case. If H is true then p(X) E S,,([M;,..., M;], 
Diag(I,, @ Z,..., I,, @ E)] and i”(Z) E S,,[+, Diag(F, @ Z,..., F, 0 E)] with 
Fi = Ini - l/ni 1 1’. 
Choose Pi and B in (3.2) so that P,F,P; = Diag(1, l,..., LO) and 
B’ ZB = I,. Then we can assume that 
F(Z) E S,m[h Al, (3.5) 
where A = Diag[I, -k @ I,,,, +]. This distribution can be expressed in Rnm 
with unit probability concentrated on an (n - k)m = Nm-dimensional 
subspace of R”“. We therefore concern ourselves only with this subspace and 
assume P(Z) E S,,[+, I, @ I,,,]. Next, we imbed Z in RNm and change to 
polar coordinates, i.e., Z + z + (r, 8). Put (r, 9) back into matrix form, i.e., 
(r, 8) + (r, 0), where 0(N x m) is a matrix containing angular variables. 
Since 8’8 = 1 if and only if tr 00 = 1 we have that (r, 0) is a polar 
transformation of the matrix Z. Under this transformation 
IZiZi - dZjZjI = 0 becomes lr20;0i - dr20;0jI = 0 = ]0{0, - de:~jl and 
the Dij do not depend on r2 = tr Z’Z. Since the density of Z can be expressed 
in RNm as the product of two densities, f (r2) and f(0), and the D” do not 
depend on r2 we conclude that the null distribution must be unique for all 
P(Z) and also for all g(X). 
(ii) Non-null case. Suppose _4p(z) E sN,[+9 Diag(l,, @ x, ,***, 
‘Nt @ %>l with Ni=ni- 1. Let Yi = ZiZ;“2y i = l,..., k. Then 
pp(Y, ,--*, Yk) E s,,[+, Dia&,J, @ I, ,***, I& 0 I,)]. As in part (i) let 
Y --, y -+ (r, 8) + (r, 8) and note that 
) Z;Zi - dZ;Z,I = 0 
It follows that the non-null distribution of {Dij, i, j = l,..., k, i # j) does not 
depend on tr X’X and thus is unique for all y(X). 
Some examples of test statistics with unique null and non-null 
distributions are for k > 2 the normal-theory modified likelihood ratio 
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statistic and for k = 2 Roy’s largest root, Lawley-Hotelling trace, and the 
test based on the trace of a multivariate beta matrix. The normal-theory 
results for these test statistics automatically extend to the larger class of 
elliptically symmetric distributions. 
The above theorem is for the case where the underlying density depends 
only on the tr X’X. However, the null distributions are still unique under a 
wider class with densities of the formf(X) = w(X’X). The method of proof 
used for this case is a polar decomposition of X, i.e., X = LR, where 
L’L = I,,,, rather than a polar transformation. 
4. TESTS FOR SPHERICITY 
The hypothesis of sphericity and its alternatives are H: E = a*V versus K: 
Z # a*V with u* an unknown parameter and V a fixed matrix. We test the 
hypothesis for the case 9(X) E S,,[M, I, @ E] with M’ = [y,..., y]. Under 
this larger class of distributions H is still a test for sphericity as we are now 
testing that X has a spherical distribution against the alternative that X has 
an elliptically symmetric distribution. 
We put the problem in canonical form before undertaking an invariant 
reduction. Let Y = XV-“*. Then U(Y) E S,,[N, I, @ A]. An equivalent 
form of the test is H: A = u*I,,, versus K: A # u21m. The problem remains 
invariant under the group G, such that for g E G, 
gY = cP(Y + eb’)Q 
with P E en(e), Q E a(m), b E R”, and c E (0, co). 
(4.1) 





Here (d, ,..., d,} are the roots of IZ’Z - dI,l = 0 and (AI,..., A,,,} are the 
roots of IA -AI,] =0 with Z’ = [(y, -j$.., (y,-y)] and y = (l/n) 
z= 1 Yj* 
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Now if H is true then P(Z) E S,,[+, F 0 a*I,] with F = 1, - l/n 1 1’. 
As before. we can assume that 
with N=n- 1. 
All invariant tests necessarily depend on the maximal invariant statistics. 
Therefore, we automatically conclude that an invariant test statistic must be 
scale invariant, i.e., it cannot depend on tr Y’Y. This implies that all 
invariant test statistics have unique null distributions for L?(Z) defined in 
(4.4). 
The main result pertaining to invariant tests for sphericity in the class 
S,, [M, I, @ E] is the following invariance property of the non-null 
distribution. 
THEOREM 4.2. All invariant statistics for testing the sphericity 
hypothesis have unique non-null distributions for P(Z) E S,,,,[o, I,,, @ I;]. 
The proof of the theorem is straightforward if E is first transformed to I, 
followed by a polar transformation. This result along with the above result 
for the null distributions can also be deduced from results given by Anderson 
[2, pp. 318-3201 on the properties of densities of the form f(Z’Z) or 
f@ , ,..., A,), where 1, ,..., A, are the roots of Z’Z. 
In fact, this property, that all invariant test statistics, for the hypothesis of 
sphericity, have unique null and non-null distributions can be regarded as a 
special case of the following. Let Z have a density of the formf(h(d, ,..., d,)) 
where h is a homogeneous function. This means, for a constant c, 
h(cd, ,..., cd,,,) can be written in the form c”h(d, ,..., d,) for some a, where h 
may depend on other elements of the matrix argument. Then the invariant 
statistic have a distribution dependent only on h. 
Some examples of invariant test statistics which have unique null and non- 
null distributions are the modified likelihood ratio test derived under normal 
theory and ones discussed by John [12-141 and Krishnaiah and Waikar 
]I71* 
John (1971) introduces as a test statistic the tr(Z’Z)‘/(tr Z’Z)’ and shows 
it is a locally best invariant test. Krishnaiah and Waikar [ 171, using the 
union-intersection principle, discuss procedures for testing the equality of the 
characteristic roots of a symmetric matrix versus restricted alternatives. 
Basically the test statistics are expressed as dJdj, di/.Ui, or di where d, are 
the characteristic roots. The first two expressions are exactly robust since 
they are just functions of the maximal invariants. Thus, properties of these 
test statistics derived under a Gaussian assumption are also true for the more 
general assumption of elliptical symmetry. 
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If a* is completely specified then the problem is invariant for P, Q, and b 
defined in (4.1). The maximal invariant statistics are the roots of 
] Z’Z - m,] = 0. For this situation we note that we now have a larger class 
of invariant test statistics not all of which have unique null and non-null 
distributions. For example, the largest characteristic root of Z’Z, the tr Z’Z, 
and the modified likelihood ratio under normal theory are examples of test 
statistics which do not have unique distributions since they all depend on the 
tr Z’Z = r’. That is, by completely specifying CJ* we eliminate a restriction on 
the parameter space. This produces a larger group of invariant test statistics, 
some of which are not scale invariant. 
5. CONCLUSIONS 
In the two cases considered, the usual normal theory test statistics are 
exactly robust within the class of elliptically symmetric distributions. 
Therefore distributional results and power properties developed under a 
Gaussian distribution automatically extend to this larger class. The literature 
pertaining to the normal theory results for these two cases is given in the 
bibliography. For a review of some of the distributional results for normal 
theory test statistics, the reader is referred to Krishnaiah [ 151. 
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