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Раздел «Алгебра» курса математики изучается студентами всех спе-
циальностей на первом курсе с целью создания фундамента для усвоения 
специальных дисциплин. 
Для анализа различных объектов часто требуется записать их в ком-
пактной матричной (табличной) форме, поэтому математические модели 
широко используют теорию матриц и определителей.  
Для организации эффективного образовательного процесса необхо-
димы учебные пособия, максимально приближенные к методике препода-
вания, способствующие закреплению изученного материала на лекцион-
ных и практических занятиях, а также обеспечивающие самостоятельную 
подготовку студентов к контролю знаний.  
В первой главе пособия рассматриваются вопросы теории матриц 
и определителей, а также методы решения систем линейных алгебраиче-
ских уравнений (СЛАУ), представлен необходимый минимум теоретиче-
ских вопросов и практических заданий, обеспечивающих освоение учеб-
ной дисциплины.  
Во второй главе рассматриваются понятия алгебраических операций. 
Приведены определения групп, колец, полей, свойства отображений и по-
нятие ассоциативных операций. На базе изложенной теории рассмотрены 
поле комплексных чисел и кольцо многочленов.   
В учебном пособии есть также перечень вопросов и заданий для са-
мостоятельной работы студентов. Задания для самоподготовки включают 
в себя перечень вопросов и варианты тестов, рекомендуемую литературу 
и практические задания для самостоятельного выполнения.  
 В результате изучения данного пособия студенты должны уметь вы-
полнять действия с матрицами; знать свойства действий над матрицами; 
находить определители квадратных матриц и свойства определителей; вы-
числять обратную матрицу; освоить методы решения систем линейных ал-
гебраических уравнений (метод обратной матрицы, метод Крамера, метод 
Гаусса), производить действия над комплексными числами и многочленами. 
 Структура и содержание учебного пособия такова, что она позволит 
студенту самостоятельно освоить дисциплину, а преподавателю создать 
и обеспечить функционирование рейтинговой системы оценки знаний сту-
дентов. 
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Глава 1. ЭЛЕМЕНТЫ ЛИНЕЙНОЙ АЛГЕБРЫ 
 
Линейная алгебра – важная в приложениях часть алгебры, в которой 
изучаются объекты линейной природы: системы линейных уравнений, век-
торные (или линейные) пространства, квадратичные и билинейные формы. 
Изначально линейная алгебра возникла как наука о решении систем ли-
нейных алгебраических уравнений. Впоследствии предмет линейной ал-
гебры расширился, и сейчас она представляет собой теорию линейных 
преобразований (операторов) в конечномерных векторных пространствах.  
В пособии мы рассмотрим лишь вопросы, касающиеся решения про-
извольных систем линейных алгебраических уравнений (СЛАУ). 
Для решения таких систем в том случае, когда число уравнений рав-
но числу неизвестных, был разработан аппарат теории определителей. 
Этого аппарата уже недостаточно, однако, для изучения таких систем ли-
нейных уравнений, у которых число уравнений не равно числу неизвест-
ных, случай очень важный для приложений. Для этого был использован 
матричный аппарат. Он достаточно нагляден и конструктивен. Более того, 
этот аппарат, а не какой-либо иной, наиболее часто используется в линей-
ной алгебре при решении различных теоретических проблем и разработке 
численных методов.  
 
 
§ 1. Определение матрицы.  
Определители второго порядка, их основные свойства 
 
О п р е д е л е н и е  1 . 1 .  Матрицей называется прямоугольная таблица 
чисел 































Обозначения:  А – матрица, аij – элемент матрицы, i – номер строки, 
в которой стоит данный элемент, j – номер соответствующего столбца; m – 
число строк матрицы, n – число ее столбцов. 
О п р е д е л е н и е  1 . 2 .  Числа m и n называются размерностями мат-
рицы. 
О п р е д е л е н и е  1 . 3 .  Матрица называется квадратной, если m = n. 
Число n  в этом случае называют порядком квадратной матрицы. 
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Каждой квадратной матрице можно поставить в соответствие число, 
определяемое единственным образом с использованием всех элементов 
















D   
 
О п р е д е л е н и е  1 . 4 . Определителем второго порядка или детерми-

















D   
 
При этом из произведения элементов, стоящих на так называемой 
главной диагонали матрицы (идущей из левого верхнего в правый нижний 
угол), вычитается произведение элементов, находящихся на второй, или 
побочной, диагонали. 
 














О п р е д е л е н и е  1 . 5 . Операция замены строк столбцами (или нао-
борот) в определителе называется транспонированием. 
Определители обладают следующими свойствами.  
С в о й с т в о  1 . 1 . Определитель при транспонировании не изменяется. 






D   







D   Сравнивая D с D* можно убедиться, что 
D = D*.     
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С в о й с т в о  1 . 2 .  При перестановке двух строк или столбцов опре-
делитель меняет свой знак.  
Доказательство этого свойства проведем на примере, как и для свойст-






D   Поменяем в нем 








D   
 
Сравнивая с исходным, убеждаемся, что определитель, действитель-
но, поменял свой знак. Поменяем теперь местами строки и вновь убедимся 








D   
 
Заметим, что все остальные приводимые здесь свойства доказыва-
ются аналогично на примерах, и поэтому здесь приводятся без доказа-
тельств.  
С в о й с т в о  1.3. Определитель с двумя одинаковыми строками равен 
нулю. 
С в о й с т в о  1.4. Определитель, содержащий нулевую строку, равен 
нулю. 
С в о й с т в о  1 . 5 . Если все элементы какого-либо столбца (или стро-
ки) определителя умножить (или разделить) на одно и то же число m, отлич-
















D   
 
С в о й с т в о  1 . 6 .  Определитель, у которого элементы одной строки 














С в о й с т в о  1 . 7 .  Если каждый элемент какой-либо строки (столб-
ца) можно представить как сумму двух слагаемых, то определитель будет 
равен сумме двух определителей. У первого из слагаемых определителей 
элементами соответствующей строки (столбца) будет первое слагаемое, 
а у другого – второе. Остальные элементы этих определителей будут такие 
же, как у исходного.  
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Сравнивая результат с исходным определителем, убеждаемся в спра-
ведливости седьмого свойства.  
 



















.2)19981997(21998219972   
 
С в о й с т в о  1 . 8 .  Определитель не изменяется, если к элементам ка-
кого-либо столбца (строки) прибавить соответствующие элементы другого 





























§ 2. Определители третьего порядка и их свойства 
 
О п р е д е л е н и е  2 . 1 .  Определителем третьего порядка, соответст-












Для того чтобы вычислить определитель третьего порядка, приме-
няют две вычислительные схемы, позволяющие вычислять определители 
третьего порядка без особых хлопот. Эти схемы известны как правило 
треугольника (или правило звездочки) и правило Саррюса. 
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По правилу треугольника сначала перемножаются и складываются 




, т. е. получаем сумму 
произведений 321321312312332211 aaaaaaaaa  . 





, т. е. получаем другую сумму произведений (со 
знаком минус) 322311332112312213 aaaaaaaaa  . 
И, наконец, чтобы вычислить определитель, из первой суммы вычи-
таем вторую, и окончательно получаем 
 
   .322311332112312213321321312312332211 aaaaaaaaaaaaaaaaaaD   
 
По правилу Саррюса к определителю справа дописывают два первых 
столбца, а затем считают сумму произведений элементов определителя 
в одном направлении, и из нее вычитают сумму произведений элементов 














D   
 
 
Можно убедиться, что результат будет таким же, что и при вы-
числении определителя по правилу треугольника. 















Со знаком «+» Со знаком «» 
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 352)100221111()011021211(  , 
т. е. получен одинаковый результат для обеих вычислительных схем. 
Заметим, что все свойства, сформулированные для определителей 
второго порядка, справедливы для определителей третьего порядка, в чем 
можно убедиться самостоятельно. На основании этих свойств сформули-
руем общие свойства для определителей.  
С в о й с т в о  2 . 1 .  Определитель не изменяется при транспонирова-


























 233211331221132231 aaaaaaaaa  










Замечание. Следующие свойства определителей будут формулироваться только 
для строк. При этом из свойства 2.1 следует, что теми же свойствами будут обладать 
и столбцы. 
 
С в о й с т в о  2 . 2 .  При умножении элементов строки определителя 
















































Доказательство этого свойства следует из свойства 2.2 при k = 0. 
 






















.0321311331112311213  aaaaaaaaa  
 












Доказательство следует из свойств 2.2 и 2.4. 
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Доказательство этого свойства можно провести самостоятельно, сравнив 
значения левой и правой частей равенства, найденные с помощью определения 
2.1. 
 
С в о й с т в о  2 . 8 .  Величина определителя не изменится, если к эле-
ментам одной строки прибавить соответствующие элементы другой стро-



















Доказательство следует из свойств 2.7 и 2.5. 
 
О п р е д е л е н и е  2 . 2 .  Матрица A (nn) называется треугольной, ес-

































Теорема 2.1. Определитель треугольной матрицы равен произведе-
нию элементов, стоящих на главной диагонали. 
Для доказательства достаточно посчитать значение определителя. 






Использование свойства 2.8 совместно с теоремой 2.1 позволяет зна-
чительно упростить вычисление определителя путем сведения его к тре-
угольному виду. В дальнейшем будем называть такой метод вычисления 
методом с использованием свойств определителя. 
 



























 .  
 
 
§ 3. Разложение определителя по строке 
 
О п р е д е л е н и е  3 . 1 .  Минором элемента определителя называется 
определитель, полученный из данного путем вычеркивания строки 
и столбца, в которых стоит выбранный элемент. Обозначения: ija вы-
бранный элемент определителя, 
ijM  его минор. 
 





 ; 21 21
2 3
5, 8 3 11.
1 4
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1, 4 6 2.
2 4
a M       
 
О п р е д е л е н и е  3 . 2 .  Алгебраическим дополнением ijA  элемента 
определителя называется его минор, если сумма индексов данного элемента 
i + j есть число четное, или число, противоположное минору, если i + j не-






Так, в условиях предыдущего примера ,11)1( 21
12
21 
 MA  
                                                                        .2)1( 22
22
22 
 MA  
Рассмотрим еще один способ вычисления определителей третьего 
порядка – так называемое разложение по строке или столбцу. Для этого 
докажем следующую теорему. 
 
Теорема 3.1. (Теорема Лапласа). Определитель равен сумме произ-
ведений элементов любой его строки или столбца на их алгебраические 















 где i = 1, 2, 3. 
 
Д о к а з а т е л ь с т в о :  
Докажем теорему для первой строки определителя, т. к. для любой 
другой строки или столбца можно провести аналогичные рассуждения 
и получить тот же результат. 
Найдем алгебраические дополнения к элементам первой строки: 
 
22 23 21 23
11 22 33 23 32 12 23 31 21 33
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Таким образом, для вычисления определителя достаточно найти ал-
гебраические дополнения к элементам какой-либо строки или столбца, 








  с помощью раз-
ложения по первому столбцу.  
Решение:  
Заметим, что 31A  при этом искать не требуется, т. к. ,031 a следова-
тельно, и 











42 12   . 
 
Из теоремы 3.1 вытекает следующее свойство определителей. 
 
С в о й с т в о  3 . 1 .  Сумма произведений элементов любого столбца 
(строки) на алгебраические дополнения элементов другого столбца (стро-
ки) определителя равна нулю. 
Д о к а з а т е л ь с т в о :  
Проведем доказательство на примере определителя третьего поряд-
ка. Возьмем сумму произведений элементов третьей строки на алгебраиче-
ские дополнения первой строки. 
Получим 
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Таким образом, имеют место соотношения  
 




§ 4. Определители более высоких порядков 
 
Для квадратных матриц размерности nn  при 3n  можно также за-















 Свойства определителей 3-го порядка справедливы и для определи-
телей n-го порядка.  
На практике определители высоких порядков вычисляют с помо-
щью разложения по строке или столбцу. Это позволяет понизить поря-
док вычисляемых определителей и, в конечном счете, свести задачу 
к нахождению определителей 3-го порядка. Так, вычисляя определитель 
четвертого порядка путем разложения его по элементам строки или 
столбца, придется вычислять 4 определителя третьего  порядка – соот-
ветствующие алгебраические дополнения. Для определителя пятого по-
рядка необходимо вычислить 5 определителей четвертого порядка 
(с учетом предыдущего рассуждения – 20 определителей третьего по-
рядка!). 
Задача упрощается, если в строке (столбце), по которой разлагает-
ся определитель, есть элементы, равные нулю. Тогда алгебраические 
дополнения этих элементов вычислять не нужно, т. к. соответствующие 
слагаемые в разложении определителя равны нулю из-за умножения на 
нулевые элементы. 
Более того, использование свойства 2.8 и теоремы 2.1 позволяет 
свести вычисление определителя квадратной матрицы к вычислению 
определителя диагональной матрицы (так называемый метод вычисле-
ния с использованием свойств определителя). 
 










Вычислим определитель с помощью разложения по 2-му столбцу, 
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Решение:   

























































Для вычисления определителя пятого порядка разложим данный оп-
ределитель по первой строке (в этой строке все члены, кроме первого, рав-






1 D , 
 
т. е. определитель понизил свой порядок на единицу. Еще раз понизим по-
рядок определителя на единицу, разложив полученный определитель по 
первой строке, т. к. все члены этой строки равны нулю, кроме одного.  
















 1. Дайте понятие определителя квадратной матрицы  n-го порядка, оп-
ределителя первого, второго, третьего порядков.  
2. Сколько элементов содержит определитель n-го порядка? 
3. Сформулируйте правила вычисления определителя первого, второго 
и третьего порядка.  
4. Что называется минором данного элемента определителя?  
5. Что называется алгебраическим дополнением данного элемента опре-
делителя?  
6. Сформулируйте теорему Лапласа. Что значит разложить определитель 
по элементам строки или столбца?  
7. Назвать известные способы вычисления определителей.  
8. Перечислить свойства определителей квадратных матриц.  
20 
Практическая часть 1 
Вычисление определителей 
 













5 1 7 4 3 1 ( 3) 7 2 ( 5)( 1) 2
2 1 3
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 2 2 1 ( 5)( 3) 3 ( 1) 7 4 (12 42 10) (4 45 28) 20 21 41.                       
 
2) разложением по элементам 2-го столбца: 
 
1 2 2 2
4 3 2
5 7 4 2
5 1 7 ( 3)( 1) 1 ( 1)









3 2 4 2( 1)( 1) 3 ( 15 14) (12 4) (28 10) 87 8 38 41.
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3) с использованием свойств определителя: 
 



















































   1 5 9 ( 2)( 6)( 7) 4 8 3 ( 7) 5 3 ( 2) 4 9 ( 6) 8 1                        
 
.28222557)4872105()968445(   
 
2) разложением по элементам 3-й строки: 
 
3 1 3 2
1 2 3
2 3 1 3
4 5 6 ( 7)( 1) 8 ( 1)



































































Таким образом, вычисление определителя 3-го порядка свелось 
к вычислению только одного определителя 2-го порядка.  
Заметим, что всегда легко получить нули, если в определителе есть 
элементы, равные 1 или (–1). Если же таких элементов нет, то путем анало-
гичных линейных операций над строками (столбцами) можно сначала по-
лучить 1 или (–1) вместо какого-либо элемента, а затем получать нули, как 
в приведенном выше примере.  
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   2 11 ( 3) ( 2) 4 8 ( 7) 3 5 8 11 ( 7) 3 ( 3) 4 ( 2) 5 2
( 66 64 105) ( 616 36 20) 235 672 437.
                        
           
 
 
2) с использованием свойств определителя: 
 
2 2 1
2 4 7 получим единицу 2 4 7
3 11 2 в первом столбце 1 7 5
8 5 3 8 5 3S S S
  
 
    








































В первой строке все числа кратны 2, поэтому общий множитель 
можно вынести за знак определителя. Далее будем проводить преобразо-
вания, цель которых – упростить определитель, получив в третьем столбце 




































































































































  . 
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Тестовые задания 1 
Вычисление определителей 
 
1. Определитель – это:  
а) прямоугольная таблица чисел, содержащая m строк и n столбцов; 
б) таблица чисел, содержащая n строк и n столбцов;  
в) прямоугольная таблица чисел, содержащая n строк и n столбцов, 
равная числу после вычисления по некоторому правилу.  
 
2. Если к элементам какой-либо его строки (столбца) прибавить со-
ответствующие элементы другой строки (столбца), умноженные на одно 
и то же число, то определитель: 
а) не изменится; 
б) умножится на любое число; 
в) умножится на это число; 
г) все предложенные ответы верны; 
д) все предложенные ответы неверны. 
 
3. Как изменится определитель 3-го порядка, если у всех его элемен-
тов изменить знак на противоположный? 
а) Не изменится; 
б) изменит знак; 
в) примет новое числовое значение; 
г) все предложенные ответы неверны. 
25 
4. Как изменится определитель 3-го порядка, если все его элементы 
увеличить в два раза? 
а) Не изменится; 
б) увеличится в два раза; 
в) увеличится в четыре раза; 
г) увеличится в восемь раз. 
 
5. При замене всех строк определителя соответствующими по номе-
ру строками, определитель: 
а) меняет знак;   
б) принимает новое числовое значение;  
в) не изменяет своего числового значения.  
 
6. Если элементы двух столбцов (строк) определителя пропорцио-
нальны либо равны друг другу, то определитель равен … 
а) удвоенному значению определителя, получаемому при вычерки-
вании соответствующих столбцов (строк);   
б) нулю;  
в) сумме произведений элементов этих столбцов (строк) на их алгеб-







 вычисляется по формуле … 
а) 22211211 aaaa  ;           б) 22122111 aaaa  ;   
в) 12212211 aaaa  ;           г) 12212211 aaaa  . 
 




щее произведение (с учетом знака произведения): 
а) ab;             б) ac;         в) ad;        г) bc. 
 







 равен … 
 а) –1;  б) 8;  в) 4;  г) 2. 
 




а) –2;  б) 2;  в) – 4;   г) 4. 
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а) –2000;  б) 2000;  в) – 4000;   г) 4000. 
 





не содержит следующие произведения: 
а) aek;  б) bfg;  в) cdh;  г) adf. 
 
13. В определителе третьего порядка числа 332211 aaa  образуют: 
а) главную диагональ;   б) диагональ; 
в) побочную диагональ;   г) строку. 
 
14. В определителе третьего порядка числа 312213 aaa  образуют: 
а) главную диагональ;   б) диагональ; 
в) побочную диагональ;   г) строку. 
 
15. Определитель, равный нулю, может иметь вид … 
 
2 0 6
а) 3 5 0 ;
3 0 9     
2 3 1
б) 3 1 0 ;
0 9 0

     
1 0 0
в) 0 10 0 ;
0 0 2     
0 0 3




16. Алгебраическое дополнение находят по формуле … 




 1 ;  




 1 ;  г) по другой формуле. 
 
















A равно … 
а) 1;  б) –4;  в) –1;  г) 2. 
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 по элементам второй 



































а) –1;  б) 2;  в) –2;  г) 4. 
 







а) –20; б) 25;  в) 20;  г) –25. 
 







а) –2;  б) 2;  в) 0;   г) –5. 
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 равен … 
а) –25;   б) 80;  в) 40;  г) 25 . 
 







а) 0x ;   б) 0x ;  в) 4x ;  г) 4x . 
 






















 равен … 






Выполните задания 1–8 из прил. 1. 
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§ 5. Системы линейных уравнений 
 
О п р е д е л е н и е  5 . 1 .  Линейными операциями над какими-либо 
объектами называются их сложение и умножение на число. 
О п р е д е л е н и е  5 . 2 .  Линейной комбинацией переменных назы-
вается результат применения к ним линейных операций, т. е. 
1 1 2 2 ... ,n nx x x     где i числа, ix переменные. 
О п р е д е л е н и е  5 . 3 .  Линейным уравнением называется уравнение 
вида 
,...2211 bxaxaxa nn   
где ia  и  b – числа, ix – неизвестные. 
Таким образом, в левой части линейного уравнения стоит линейная 
комбинация неизвестных, а в правой – число. 
О п р е д е л е н и е  5 . 4 .  Линейное уравнение называется однород-
ным, если b = 0. В противном случае уравнение называется неоднород-
ным. 
О п р е д е л е н и е  5 . 5 .  Системой линейных уравнений (линейной 
системой) называется система вида 
 
11 1 12 2 1 1
21 1 22 2 2 2







m m mn n m
a x a x a x b
a x a x a x b
a x a x a x b
   
    
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
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где ija , ib  числа, jx  неизвестные, n – число неизвестных, m – число урав-
нений. 
О п р е д е л е н и е  5 . 6 .  Решением линейной системы называется набор 
чисел ,...,,, 00201 nxxx  которые при подстановке вместо неизвестных обра-
щают каждое уравнение системы в верное равенство. 
 
Замечание. Линейная система может иметь единственное решение, бесконечно 
много решений или не иметь ни одного решения. 
 


















 Решением этой системы будут любые два числа х и у, 
удовлетворяющие условию у = 3 – х. Например, x = 1, у = 2;  x = 0, у = 3 











. Очевидно, что эта система не имеет решений, т. к. раз-
ность двух чисел не может принимать двух различных значений. 
 
О п р е д е л е н и е  5 . 7 .  Систему уравнений, имеющую хотя бы одно 
решение, называют совместной; систему, не имеющую решений – несо-
вместной. 
О п р е д е л е н и е  5 . 8 . Если совместная система имеет единственное 
решение, то она называется определенной; если совместная система имеет 
по крайней мере два различных решения, то она называется неопределен-
ной. 
О п р е д е л е н и е  5 . 9 .  Системы называются эквивалентными, если 
они имеют одно и то же множество решений. 
Элементарными преобразованиями системы уравнений называют 
следующие преобразования: 
 перестановка любых двух уравнений; 
 умножение обеих частей любого уравнения на любое число, от-
личное от нуля; 
 прибавление к обеим частям одного из уравнений соответствую-
щих частей другого, умноженных на любое число. 
Очевидно, что элементарные преобразования переводят линейную 
систему в эквивалентную. 
 
 
§ 6. Метод Гаусса решения линейных систем  
n уравнений с n неизвестными 
 
Условия существования и количества решений линейной системы 
будут изучены в дальнейшем, а пока рассмотрим способы нахождения 
единственного решения системы, в которой число уравнений равно числу 
неизвестных:  
 
11 1 12 2 1 1
21 1 22 2 2 2







n n nn n n
a x a x a x b
a x a x a x b
a x a x a x b
   
    
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Пусть 011 a  (этого всегда можно добиться, поменяв уравнения мес-
тами). Разделим обе части первого уравнения на 11a  и вычтем полученное 
уравнение из каждого из остальных уравнений системы, умножив его 
предварительно на 1,ia  где i – номер очередного уравнения. Полученная 
таким образом новая система будет равносильна исходной в силу того, что 
проведенные преобразования элементарны. Коэффициенты при 1x  во всех 
уравнениях этой системы, начиная со второго, станут равные нулю, т. е. 
система будет выглядеть следующим образом: 
 
1 12 2 1 1







n nn n n
x a x a x b
a x a x b
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Таким же образом можно исключить 2x  из третьего и последующих 
уравнений. Продолжая эту операцию для следующих неизвестных, приве-
дем систему к так называемому треугольному виду: 
 








x a x a x b
x a x b
x b














Здесь символами , ,ij ij ia a b




 обозначены изменившиеся в резуль-
тате преобразований числовые коэффициенты и свободные члены. 
Из последнего уравнения получившейся системы единственным об-
разом определяется nx , а затем последовательной подстановкой – осталь-
ные неизвестные. 
Рассмотрим подробнее все частные случаи приведенных по методу 
Гаусса на примере систем с тремя неизвестными. 
 












































В данном случае система имеет единственное решение которое полу-


















































































































В данном случае система, из-за последнего уравнения, несовместна, 
и, следовательно, не имеет решений. 






































Последнее уравнение системы обратилось в ноль, и система стала 
неопределенной, т. е. имеет бесчисленное множество решений. Запишем 
решение системы следующим образом:  
 
),(3 Rkkx   
























































   
   




Вычтем из второго уравнения удвоенное первое  122 2SSS  , а из 










   
    
 
Теперь вычтем из третьего уравнения удвоенное второе 
 233 2SSS  , а затем разделим второе уравнение на –7 (коэффициент 
при у), а третье – на 15 (новый коэффициент при z).  

















Отсюда z = 3, y = 2, x = 1 – единственное решение системы. 
 
П р и м е р  2 .  Решить систему 
5,
2 3,







   
 методом Гаусса.  
Решение:  
После исключения х из второго и третьего уравнений система при-









   
    
 
 
Если затем вычесть второе уравнение из третьего, то последнее 











Ее решение можно записать в виде: х = –2, у – любое число, z = 7 – y. 
Таким образом, система имеет бесконечно много решений, т. е. система 
неопределена. 
Ответ:  .,7;;2 Rkkzkyx   
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П р и м е р  3 .  Решить систему 
5,
2 3,







   
методом Гаусса.       
Решение:  









   










   
 
  
Последнее равенство является неверным при любых значениях неиз-
вестных, следовательно, система не имеет решения, т. е. несовместна. 
 
 
§ 7. Правило Крамера решения линейных систем 
 



























ный из коэффициентов при неизвестных данной системы, называется 
главным определителем этой системы. 
Умножим обе части первого уравнения почленно на алгебраическое 
дополнение А11 элемента а11, второе уравнение  на алгебраическое допол-
нение А21 элемента а21, а третье  на алгебраическое дополнение А31 эле-
























Сложим все три полученных уравнения:     
 
 yAaAaAaxAaAaAa )()( 313221221112313121211111  
.)( 313212111313321231113 AbAbAbzAaAaAa   
 
Коэффициенты при  y  и  z  в силу свойства 3.1. определителей равны 
нулю, а коэффициент при х на основании теоремы 3.1 равен  , т. е. 
 313121211111 AaAaAa , поэтому имеет место соотношение 
 









x  .            
 
Заметим, что определитель x  получается из определителя   путем 
замены коэффициентов а11, а21, а31 при неизвестном х свободными членами 
или замены первого столбца коэффициентов при искомом х столбцом сво-
бодных членов. Аналогично получаются равенства 
 















zy  .  
 
Определители y  и z   получают из определителя системы  заме-
ной второго и третьего столбцов коэффициентов при  y  и  z  столбцом сво-
бодных членов, соответственно. 
Рассмотрим следующие возможные случаи: 











yx zyx ;; , 
 
при этом полученные формулы называются формулами Крамера. 
2. Если = 0 , а 0
222  zyx , т. е. по крайней мере один из 
x , y  или z  отличен от нуля, то тогда система не имеет решения (сис-
тема несовместна). Пусть, например, .0 x  Тогда из равенства следует, 
что ,xx     или 0 xx   , что невозможно. 
3. Если = 0  и  x = y = z = 0 , то система либо не имеет решения, 
либо имеет бесконечное множество решений. 
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   
   
 по правилу 
Крамера. 






























 zyx  
 
Поскольку ,08  то данная система имеет единственное реше-




























yx zyx  
 
т. е. (2, 0, –1)  искомое решение системы. 
П р и м е р  2 .  Решить систему 
5,
2 3,







   
 по правилу Крамера. 
Решение:  




 y  т. е. система ре-
шений не имеет. 
 
П р и м е р  3 .  Решить систему 
2 2,
2 2 4 4,




   

  
   
 по правилу 
Крамера. 
Решение:  
Нетрудно убедиться в том, что 0  и 0 zyx . Данная сис-
тема не имеет решений, т. к. первое и третье уравнения противоречивы. 
Если умножить первое уравнение на 3 и вычесть из полученного уравне-
ние третье, то придем к ложному равенству 0 = 3. 
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П р и м е р  4 .  Решить систему 
2 3 3,








    
 по правилу Кра-
мера. 
Решение:  
Нетрудно убедиться в том, что 0  и 0 zyx . Так как 
второе уравнение получается из первого умножением на 2, то данная сис-













 , то можно найти реше-







   
 в которой переменная z является 
свободной, и, следовательно, исходная система имеет бесконечное множе-
ство решений, которое можно найти либо по формулам Крамера, либо ме-
тодом исключений.  












1. Запишите в общем виде систему с m линейными алгебраическими 
уравнениями и n неизвестными.  
2. Что называется решением СЛАУ?  
3. Какая система называется совместной, а какая – несовместной?  
4. Когда совместная система является определенной, а когда – неопре-
деленной?  
5. Какая система называется однородной, а какая – неоднородной?  
6. Какая система всегда имеет решение? 
7. Какие системы являются эквивалентными?  
8. Перечислите элементарные преобразования СЛАУ? 
9. В чем заключается решение СЛАУ по правилу Крамера? Перечислите 
этапы решения.  
10. Какие системы уравнений решаются по правилу Крамера? 
11. Какие формулы используются для решения систем трех линейных урав-
нений с тремя неизвестными по правилу Крамера? 
12. В чем заключается решение СЛАУ методом Гаусса? Перечислите 
этапы решения.  
13. Назовите достоинства и недостатки каждого метода решения СЛАУ? 
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Практическая часть 2 
Решение СЛАУ по правилу Крамера и методом Гаусса 
 













   
 с помощью пра-
вила Крамера. 
Решение:  

































Далее проводим вычисление определителей 
 







 - 4 
14
32
 + 3 
44
22
 = .03004010   
 
























 – 18 
14
32











 – 4 
154
152



























Для проверки результата подставим полученные значения неизвест-
ных в каждое уравнение системы: 18981  , 15942  , 15384  . 
Все уравнения обратились в тождества, следовательно, решение найдено 
верно. 
Ответ: (1, 2, 3) – решение единственное. 





3 4 2 11,







   
 по правилу Кра-
мера. 
Решение:  
































































































Для проверки результата подставим полученные значения неизвест-
ных в каждое уравнение системы: 41132  , 11121433  , 
11141233  . Все уравнения обратились в тождества, следовательно, 
решение найдено верно. 
Ответ: (3,1,1) – решение единственное. 













   
 методом Гаусса. 
Решение:  
1 шаг. Преобразуем данную систему так, чтобы 021 a  и .031 a    




























   
    
 













    
 
3 шаг. Преобразуем данную систему так, чтобы .032 a  Для этого 
произведем преобразование  .6 233 SSS    













   
 















Из третьего уравнения системы .33 x  Тогда из второго уравнения 
системы ,22 x  а из первого – .11 x  
Ответ: (1, 2, 3) – решение единственное. 
41 
 





3 4 2 11,







   
 по методу Гаусса. 
Решение:  
1 шаг. Преобразуем данную систему так, чтобы .111 a  Для этого 
произведем преобразование  .211 SSS    






3 4 2 11,







   
 
 






























   
    
 
 








 SSS   













   

   










3 x  откуда .13 x  Тогда из 
второго уравнения системы ,12 x  а из первого – .31 x  
 Ответ: (3, 1, 1) – решение единственное. 




Замечание. Метод Гаусса можно трактовать и как приведение СЛАУ с помо-
щью эквивалентных преобразований к ступенчатому виду, т. е. к такому виду, что одно 
уравнение будет содержать лишь одно неизвестное (не важно какое), другое – два неиз-
вестных, а третье – три неизвестных. 
 
Продемонстрируем это на предыдущем примере. 


































































































Последняя матрица – ступенчатая.  
Из третьего уравнения системы .31 x  Тогда из второго уравнения 
системы ,12 x  а из первого – .13 x  
Ответ: (3, 1, 1) – решение единственное. 













   
 методом Гаусса.   
Решение:  
1 шаг. Преобразуем данную систему так, чтобы 021 a  и .031 a    
































2 шаг. Так как два уравнения в последней системе совпали, то ис-














Система имеет бесчисленное множество решений.  















 где t R . 













   
 методом Гаусса. 
Решение:  
Преобразуем данную систему так, чтобы 021 a  и .031 a    Для это-































Второму уравнению полученной системы соответствует противоре-
чивое выражение 30  , которое не выполняется ни при каких значениях 
неизвестных переменных. 
Ответ: система несовместна (решений нет). 
 













   
 по методу Гаусса. 
Решение: 
1 шаг. Преобразуем данную систему так, чтобы .111 a  Для этого 














   
 
 
































   
    
 
 
3 шаг. Преобразуем данную систему так, чтобы 122 a , для чего 


















   
 
 
4 шаг. Обнуляем элемент 32a , для чего осуществляем преобразова-
ния   .10 233 SSS    

























Из третьего уравнения системы .
3
2
3 x  Тогда из второго уравнения 
системы ,02 x  а из первого – .
3
5













– решение единственное. 
 




























 по методу Гаусса. 
Решение: 
1 шаг. Преобразуем данную систему так, чтобы .111 a  Для этого 

















































































3 шаг. Преобразуем данную систему так, чтобы 122 a , для чего 

















































































5 шаг. Преобразуем данную систему так, чтобы 133 a , для чего 

































6 шаг. Обнуляем элемент 43a , для чего осуществляем преобразова-
ния   .7 344 SSS    
































Из четвертого уравнения системы 14 x , из третьего – .13 x  Тогда 
из второго уравнения системы ,42 x  а из первого – .31 x  
Ответ:  3;4;1;1   – решение единственное. 
 
 
Тестовые задания 2 
Решение СЛАУ по правилу Крамера и методом Гаусса 
 
1. Вставить пропущенное. Система линейных уравнений называется 
..., если она имеет единственное решение. 
а) определенной;     б) неопределенной;       в) совместной; 
г) несовместной;      д) нет правильного ответа. 
 
2. Система линейных уравнений называется определенной, если она 
имеет: 
а) множество решений;  б) пустое множество решений; 
в) единственное решение;  г) ровно два решения;  
д) нет правильного ответа. 
 
3. Система линейных уравнений называется неопределенной, если 
она имеет: 
a) хотя бы два решения;  б) пустое множество решений; 




4. Вставить пропущенное. Система линейных уравнений называется 
..., если она не имеет решений. 
а) Определенной;     б) неопределенной;       в) совместной; 
г) несовместной;      д) нет правильного ответа. 
 
5. Вставить пропущенное. Система линейных уравнений называется 
совместной, если она имеет хотя бы ...  
а) множество решений;  б) пустое множество решений; 
в) одно решение;   г) два решения;  
д) нет правильного ответа. 
 
6. Если каждое решение одной системы линейных уравнений являет-
ся решением другой, то эти системы называются: 
а) линейно зависимыми;         б) линейно независимыми; 
в) равными;   г) эквивалентными;  
д) нет правильного ответа. 
 
7. Основная матрица системы линейных уравнений – это матрица:  
а) единичная;   
б) состоящая из коэффициентов при неизвестных и свободных чле-
нах; 
в) состоящая из коэффициентов при неизвестных; 
г) состоящая из свободных членов системы; 
д) нет правильного ответа. 
 
8. Какой определитель называется главным определителем системы? 
а) Определитель, составленный из коэффициентов при неизвестных 
системы; 
б) определитель, составленный из свободных членов; 
в) все предложенные ответы верны; 
г) нет правильного ответа. 
 
9. Если главный определитель системы не равен нулю, то система:  
а) имеет единственное решение; 
б) не имеет решений; 
в) имеет бесконечно много решений; 
г) все предложенные ответы верны; 
д) нет правильного ответа. 
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а) бесконечно много решений; б) нет решений; 
в) одно ненулевое решение;  г) одно нулевое решение. 
 








 имеет единственное 
решение? 
а) 6 ;   б) 
 
6 ;  в) 3 ;  г) 3 . 
 








 имеет бесконечное 
множество решений? 
а) 1;   б) 2;  в) 3;  г) 4. 
 







   
 несовместна? 
а) 8;   б) 2;  в) 4;  г) 9. 
 








 тогда 00 yx   равно … 
а) –0,5;         б) 3,5;            в) 0,5;  г) –3,5. 
 
15. При решении системы линейных уравнений с квадратной матри-
цей коэффициентов А можно применять формулы Крамера, если: 
а) один из столбцов матрицы А является линейной комбинацией ос-
тальных; 
б) столбцы матрицы А линейно независимы; 
в) определитель матрицы А равен нулю; 
г) строки матрицы А линейно зависимы. 
 
16. Если для системы линейных уравнений известно, что ;2
 ;6x
 






















   
 равен 15. Най-




;       б) 
15
2
;  в) 
15
7
;    г) бесчисленное множество решений. 
 










  б) 
7 3 4 0,























      
 
 






















































































 имеет единственное решение. 
а) 2a ;    б) 2a ;     в) 2, 0a b  ;        г) 2, 1a b  . 
 








 не имеет решений. 
а) 2a ;    б) 2a ;     в) 2, 2a b   ;        г) 2, 1a b  . 
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 имеет бесконечно много решений. 
а) 2a ;    б) 2;a        в) 2, 0a b  ;        г) 2, 2a b   . 
 












   
   
 Тогда систе-
му линейных уравнений нельзя решить методом Крамера при   равном … 
а) –1;  б) 2;  в) –2;  г) 4. 
 









































    
 
25. Приведение матрицы к ступенчатому виду производится с помо-
щью следующих преобразований: 
а) к одной строке прибавляется другая строка, умноженная на число;
 б) перемножение строк; 
в) перестановка чисел в пределах одной строки; 
г) перестановка чисел в пределах одного столбца. 
 















A , полученным с по-













































































A , полученным с по-











































































   
   
 то сумма  000 zyx   равна … 
а) 21;  б) 22;  в) 23;  г) 24. 
 










   
   
  то сумма  000 zyx   равна … 










§ 8. Матрицы, основные определения 
 
О п р е д е л е н и е  8 . 1 .  Прямоугольная таблица из mn чисел, содер-







































Коротко матрицу обозначают так: A = (aij), (i = 1, 2, ..., m; j = 1, 2, 
..., n), где aij  элементы матрицы. 
 
О п р е д е л е н и е  8 . 2 .  Если в матрице количество строк m равняется 















О п р е д е л е н и е  8 . 3 .  Нулевая матрица – матрица, все элементы 
которой равны нулю.  























 О п р е д е л е н и е  8 . 4 .  Диагональная матрица n-го порядка  это 
квадратная матрица n-го порядка, в которой отличны от нуля только эле-

































О п р е д е л е н и е  8 . 5 .  Матрица TA  называется транспонированной 















































О п р е д е л е н и е  8 . 6 .  Квадратная матрица А называется симмет-

















О п р е д е л е н и е  8 . 7 .  Матрицу, состоящую из элементов одного 
столбца, называют столбцовой матрицей. Матрицу, состоящую из элемен-























;   myyyY 21 . 
 
О п р е д е л е н и е  8 . 8 .  Две матрицы А и В считаются равными, если 
они имеют одинаковое количество столбцов и строк и их элементы aij  и bij 
равны между собой.  
О п р е д е л е н и е  8 . 9 .  Единичной матрицей называют диагональ-


















О п р е д е л е н и е  8 . 1 0 .  Квадратная матрица называется невырож-
денной, если определитель ее не равен нулю. Если определитель равен ну-
лю, то матрица называется вырожденной. 
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О п р е д е л е н и е  8 . 1 1 .  Матрицы A и B (порядок следования важен!) 
называются согласованными, если число столбцов матрицы A равно чис-
лу строк матрицы B.  
Таким образом, если порядок матрицы A равен m×n, то порядок со-
гласованной с ней матрицы B должен быть равен n×k (отметим, что квад-
ратные матрицы одного порядка всегда согласованы). 
О п р е д е л е н и е  8 . 1 2 .  Матрица A (m×n) называется ступенчатой, 
если в каждой ее строке есть элемент, в столбце которого все элементы 
ниже являются нулями, а в последней строке есть хотя бы один ненулевой 
элемент. Упомянутые в определении ненулевые элементы называют ве-
дущими.  
Примером ступенчатой матрицы служит верхняя треугольная матри-






























B и им подобные. 
 
Теорема 8.1. Любую ненулевую матрицу можно путем элементар-
ных преобразований свести к эквивалентной ей ступенчатой матрице. 
 
Введем еще одно определение. 
О п р е д е л е н и е  8 . 1 2 .  Следом квадратной матрицы A (n×n) назы-
вается сумма элементов ее главной диагонали: 
 



































§ 9. Действия над матрицами 
 
9.1. Сложение матриц 
 
О п р е д е л е н и е  9 . 1 .  Суммой двух матриц A = )( ija  и B = )( ijb  
с одинаковым количеством строк и столбцов называется матрица C = )( ijc , 
у которой элементом ijc  является сумма соответствующих элементов ija  и ijb  
матриц А и В.  
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Операция сложения матриц обладает рядом свойств, роднящих ее 
с операцией сложения действительных чисел. 
1) Операция сложения матриц коммутативна, т. е. для любых A  и B  




2) Операция сложения матриц ассоциативна, т. е. для любых BA,  
и C  из )(RM nm  
)()( CBACBA  . 
 
3) Среди всех матриц множества × ( )m nM R  существует единственная 
матрица O , обладающая свойством 
 
AOA   
 
для любой матрицы A  из × ( )m nM R . 
Матрица O  называется нуль-матрицей, а свойство 3) – свойством 
существования и единственности нуль-матрицы. 
4) Для любой матрицы A  существует единственная матрица B  такая, 
что 
.OBA   
 
Матрица B  называется матрицей, противоположной матрице A , 
и обозначается A , а свойство 4) – свойством существования и единст-
венности противоположной матрицы.  
5) Операции сложения и транспонирования матриц связаны формулой 
 
.)( TTT BABA   
 
 
9.2. Умножение матрицы на число 
 
О п р е д е л е н и е  9 . 2 .  Произведением матрицы на число называ-
ется матрица той же размерности, что и исходная, все элементы которой 





























О п р е д е л е н и е  9 . 3 .  Назовем разностью матриц А и В матрицу С, 
для которой С + В = А, т. е. С = А + (1)В. 
Отметим основные свойства введенной операции: 
1) ;1 AA  
2) ;)()( AA   
3) ;)( AAA   
4) ;)( BABA   
5) ;)( TT AA    ×, ; , .m nR A B M R    
 
9.3. Умножение матрицы на матрицу 
 
Выше было указано, что сложение матриц накладывает условия на 
размерности слагаемых. Умножение матрицы на матрицу тоже требует 
выполнения определенных условий для размерностей сомножителей, 
а именно: число столбцов первого множителя должно равняться числу 
строк второго, т. е. матрицы должны быть согласованными. 
О п р е д е л е н и е  9 . 4 .  Произведением матрицы А размерности 
mp  и матрицы В размерности pn называется матрица С размерности 
mn, каждый элемент которой ijc  определяется формулой 
  
....2211 pjipjijiij bababaс   
 
Таким образом, элемент ijc  представляет собой сумму произведений 
элементов i-й cтроки матрицы А на соответствующие элементы j-го столб-
ца матрицы В. 
Рассмотрим основные свойства умножения матриц: 
1. Если )(,)( RMBRMA pnnm   , тогда )(RMAB pm . 
2. Умножение матриц, вообще говоря, некоммутативно, т. е. 
BAAB . 
3. Умножение матриц ассоциативно, т. е. 
CABBCA )()(  . 
4. Умножение матриц дистрибутивно относительно сложения, т. е. 
BCACCBA  )( , FBFABAF  )(  
5. Произведение матриц однородно по каждому из сомножителей, т. е. 
  ( ) ( )A B A B AB        , где R . 
57 
 
6. Реакция произведения матриц на операцию транспонирования вы-
ражается формулой 
.)( TTT ABAB   
 














































































































 А ВВА  
 
Теорема 9.1. Определитель произведения двух квадратных матриц 
равен произведению их определителей. 






























































О п р е д е л е н и е  9 . 5 .  Если произведение матриц подчиняется пере-
местительному закону, т. е. АВ = ВА, то такие матрицы называют переста-
новочными. 
При умножении на единичную матрицу АЕ = А и ЕА = А, т. е. при ум-























































9.4. Блочные матрицы 
 
Пусть матрица A  при помощи горизонтальных и вертикальных пря-
мых разбита на отдельные прямоугольные клетки, каждая из которых яв-
ляется матрицей меньших размеров и называется блоком исходной матри-
цы. В этом случае A  рассматривается как некоторая новая, блочная матри-
ца )(  AA , элементами которой являются блоки A  указанной матрицы 
( A  – элементы матрицы, поэтому A  заглавное). 



























































Замечательным является факт, что операции с блочными матрицами 
совершаются по тем же правилам, что и обычными, только в роли элемен-
тов выступают блоки. 
Действительно, если ( )A A , то ( ) ( )ijA a A     , где ( )A вы-
числяется по обычному правилу умножения матрицы на число. 
Аналогично, если A  и B  имеют одинаковые порядки и одинаковым 
образом разбиты на блоки, то сумме BA  отвечает блочная матрица 
)(  CC : C A B    . 
Для умножения mnA  на npB  необходимо согласовать их разбиение на 
блоки, т. е. число столбцов каждого блока A  равно числу строк блока 
B . Тогда 

  BAC .  
















































































































 AAAA , 






































§ 10. Обратная матрица 
 
О п р е д е л е н и е  1 0 . 1 .  Если А – квадратная матрица, то обратной 
для нее является матрица  А–1, удовлетворяющая условию  А А–1 = Е, либо 
А–1А = Е. 
Рассмотрим условие существования матрицы, обратной к данной, 
и способ ее вычисления. 
 
Теорема 10.1. Для существования обратной матрицы необходимо 
и достаточно, чтобы исходная матрица была невырожденной. 
Д о к а з а т е л ь с т в о :  
Необходимость: Так как ,1 EAA    то 11   EAA  (теорема 
9.1), поэтому .0A  





































































































































































AaAaAac  (свойство 3.1 оп-
ределителей) и т. д. 
 
Любой элемент матрицы С, не лежащий на главной диагонали, равен 
0, а элементы, стоящие на главной диагонали, равны 1.  
Таким образом, 
               




















З а м е ч а н и е .  Сформулируем еще раз способ вычисления обратной матрицы:  
1. Находим A , и если 0A , то обратная матрица существует. 





















































































А   
Решение: 





Так как матрица А невырожденная, следовательно, существует ей 
обратная матрица. 

























































































































































































Легко удостовериться, что А А–1 = Е. 
62 
 
§ 11. Нахождение обратной матрицы методом Гаусса  
 
Если квадратная матрица A  имеет второй или третий порядок, то об-
ратную к ней найти очень просто. Это можно сделать практически устно, 
используя алгебраические дополнения. Если же матрица имеет более вы-
сокий порядок, то алгебраические дополнения устно считать уже затруд-
нительно, да и количество их растет. Например, для вычисления обратной 
к матрице четвертого порядка надо найти один определитель четвертого 
порядка и 16 определителей третьего.   
Поэтому более предпочтительным выглядит вычисление обратной 
матрицы с помощью метода Гаусса. 
Напомним, что матрица X  называется обратной к A , если 
EXAAX  .  




























































11 11 1 1 11 12 1 2 11 1 1
21 11 2 1 21 12 2 2 21 1 2
1 11 1 1 12 2 1 1
... ... ... ... 1 0 ... 0
... ... ... ... 0 1 ... 0
. . . . . . . .
... ... ... ... 0 0 ...
n n n n n n nn
n n n n n n nn
n nn n n nn n n n nn nn
a x a x a x a x a x a x
a x a x a x a x a x a x
a x a x a x a x a x a x
      
 
       
 
 










11 11 1 1









a x a x
a x a x






   
 
 
11 12 1 2
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   
 
 
Таким образом, матричное уравнение EAX   эквивалентно системе 
линейных уравнений, состоящей из n  систем, каждая из которых является 







































































































Приведение этой матрицы к ступенчатому виду должно обозначать 
приведение к ступенчатому виду всех расширенных матриц подсистем. 














































































































, стоящая за вертикальной 
чертой, является обратной матрицей 1A . 
Из вышесказанного вытекает правило нахождения обратной матри-
цы: записываем расширенную матрицу )( EA  и, применяя элементарные 
преобразования только к строкам, приводим матрицу A  к единичной. При 
этом матрица E  приводится к 1A : )()( 1 AEEA . 
















Запишем расширенную матрицу )( EA  и, применяя элементарные 




































































































































































§ 12. Решение линейных систем с помощью  
обратной матрицы 
 
Рассмотрим линейную систему 
11 1 12 2 1 1
21 1 22 2 2 2







n n nn n n
a x a x a x b
a x a x a x b
a x a x a x b
   
    


    
 













































































 столбец свободных чле-
нов.  
Тогда исходная система запишется в виде матричного уравнения:  
 
                        АХ = В.                                                  (*) 
 
 Пусть матрица А – невырожденная, тогда существует обратная к ней 
матрица .1A Умножим обе части равенства (*) слева на 
1A . Получим   
.11 BAAXA    Но ,
1 EAA   тогда BAEX 1 , а поскольку ,XEX   по-
лучаем, что .
1BAX   
Итак, решением матричного уравнения (*) является произведе-
ние матрицы, обратной к А, на столбец свободных членов исходной 
системы. 









   




1 3 1 4
2 1 5 , 15 , .
5 1 4 19
x
A B X y
z
     
     
     
     
     
     
 .105A  
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 BA  
 
Таким образом, х = 1, у = 2, z = 3. 


































































Решение уравнения в матричном виде X = А
—1
 B.   







































А и убеждаемся, что матри-

























































































X . Отсюда на основании 
определения равенства матриц следует, что x1 = 4; x2 = 3; x3 = 5. 
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§ 13. Решение матричных уравнений 
 
Рассмотрим решение матричных уравнений следующего вида: 
 
BAX )1   и  CYA)2 , 
 
где А – заданная квадратная матрица порядка n, ,0А  В, С – заданные 
прямоугольные матрицы размеров rn  и nr , соответственно; X, Y – ис-
комые матрицы размеров rn  и nr , соответственно. 
 
1. АХ = В. Умножим слева обе части уравнения на матрицу 1À : 
BAXАА   11 , или BAXE  1 , или BAX  1   искомое ре-
шение. 











































































  BAX  
 
2. YA = C. Умножим справа обе части уравнения на матрицу 1А : 
11   ACАAY , или 1 ACEY , или 1 ACY   искомое решение. 
 







































 AA  
 































1. Дайте определение матрицы, назовите элементы матрицы, найдите 
размер матрицы.  
2. Дайте определение видам матриц: квадратная, диагональная, тре- 
угольная, нулевая, единичная, матрица-строка, матрица-столбец.  
3. Какие матрицы являются равными?  
4. Назовите линейные операции над матрицами.  
5. Сформулируйте правило сложения матриц, правило умножения мат-
рицы на число.  
6. Что значит вычесть матрицы?  
7. Чему равняется сумма матрицы с нулевой матрицей? Какое условие 
должно выполняться?  
8. Чему равняется сумма противоположных матриц?  
9. Как найти элементы матрицы С = А · В?  
10. Какими свойствами обладают операции над матрицами?  
11. Для всех ли операций выполняется коммутативное свойство? Поче-
му?  
12. Всегда ли произведение ненулевых матриц есть ненулевая матрица?  
13. Если произведение двух матриц равняется нулевой матрице, то вер-
но ли, что одна из них нулевая?  
14. Транспонирование матрицы. Свойства операции транспонирования 
матриц.  
15. Какая матрица называется обратной, присоединенной, вырожденной, 
невырожденной?  
16. Сформулируйте необходимое и достаточное условие существования 
обратной матрицы. 
17. Каков порядок вычисления обратной матрицы? 
18. Перечислите свойства обратной матрицы.  
19. Какая матрица СЛАУ называются основной, какая – расширенной.  
20. Какие матрицы СЛАУ называются дополнительными. Запишите их в 
общем виде. 
21. Запишите простейшее матричное уравнение СЛАУ в сокращенном 
и расширенном виде.  
22. В чем заключается решение СЛАУ методом обратной матрицы? Пе-




Практическая часть 3 
Действия над матрицами. Обратная матрица.  
Решение СЛАУ матричным способом 



























B  Вычислить 
BA  . 
Решение: 
Поскольку число столбцов первой матрицы совпадает с количеством 





































Найдем элементы :ijc  
11c  = 3*1 + 1*0 + 0*1 + 2*3 = 9;          12c  = 3*2 + 1*3 + 0*7 + 2*0 = 9; 
13c  = 3*7 + 1*0 + 0*9 – 2*6 = 9;          21c  = 6*1 + 2*0 + 0*1 + 4*3 = 18; 




































































B  Вычислить BA  . 
Решение: 
Поскольку число столбцов первой матрицы совпадает с количеством 
строк второй, то матрицы согласованы, и тогда 
6 1 2 15 2 6 18 5 4 7 19 17
6 4 1 15 8 3 18 20 2 3 10 0
4 5 3 10 10 9 12 25 6 2 9 7
A B
        
   
        
   









































.     
Вычислить .2CBAT   
Решение: 































































































































































































































подтверждает правильность при умножении матриц сочетательного закона. 
 







































C   




1) Вычислим сначала BA  . Поскольку число столбцов первой мат-







































































































































































































































































A    




2 1 1 1 1 2 2 2 .
1 1 1 1 2 2
A A
      
      
      
 
Поэтому 
21 2 10 10 5 15 6 15 3( ) 2 (2 ) 2 2 (2 )A A A A A A A        
20 20







     
 










































Так как матрица А невырожденная, следовательно, существует ей 
обратная матрица. 






































A                ;1
21
11








3) Составляем обратную матрицу: 












































































































1) Вычислим определитель матрицы :A  













 = 30. 
Так как матрица А невырожденная, следовательно, существует ей 
обратная матрица. 









































 = –6. 
3) Составляем обратную матрицу: 


















































































































































П р и м е р  9.  Найти матрицу, обратную к матрице А= 
2      1    1
5      2       4








Запишем расширенную матрицу )( EA  и, применяя элементарные 
преобразования только к строкам, приведем матрицу A  к единичной. 
 
2 1 1 1 0 0
5 2 4   0 1 0


















1 2 1 0 1 0
2 5 4   1 0 0
























1 0 0 0 1 0
2 1 6  1 2 1


























1 0 0 2 1 6
0 1 0   5 2 13
1 1 1 0 0 1
   
 




















1 0 0 8 5 6
0 1 0   18 11 13
0 0 1 1 1 1




1 0 0 8 5 6
0 1 0   18 11 13 .
0 0 1 1 1 1
   
 
 
   
 
 
Полученная справа от вертикальной черты квадратная матрица явля-
ется обратной к данной матрице А.  
Итак,  
1
8    5      6
18     11   13 .

































Запишем расширенную матрицу )( EA  и, применяя элементарные 

















































































































































































































































































































П р и м е р  11.  Решить систему уравнений 
5 0,
2 3 14,






























































5(4 – 9) + 1(2 – 12) – 1(3 – 8) = –25 – 10 +5 = –30. 
 
Так как матрица А невырожденная, следовательно, существует ей 
обратная матрица. 









      










































3) Составляем обратную матрицу: 






































































































































































































































Ответ: x =1; y = 2; z = 3. 
 

























































































































































  BAX  
 
Ответ: x = – 6; y = – 3; z = 4. 
 
П р и м е р  13.  Решить СЛАУ 
4 3 18,












































































































































































Тестовые задания 3 
Действия над матрицами. Обратная матрица.  

























A  имеет размер: 
а)  52 ;  б)  16 ;  в)  32 ;  г)  25 . 
 


















A  элемент 34a ? 











а)  единичной;   б) транспонированной; 
в)  нулевой;   г)  круглой. 
 
4. Квадратная матрица  33A , если ее умножить на единичную мат-
рицу, станет: 
а)   33A ;     б) треугольной; 
в)  единичной;    г)  нулевой. 
 
5.  Нуль-матрица – это: 
а)  прямоугольная матрица;  
б)  матрица, на главной диагонали которой находятся нули; 
в)  матрица, все элементы которой – нули;    
г)  единичная матрица. 
 
6.  Матрица называется треугольной, если: 
а)  элементы, стоящие на побочной диагонали, равны нулю; 
б)  все элементы, лежащие на главной диагонали, равны нулю; 
в)  все элементы, не лежащие на  главной диагонали, равны нулю; 




7.  Матрица называется диагональной, если: 
а)  элементы, стоящие на побочной диагонали, равны нулю; 
б)  все элементы, лежащие на главной диагонали, равны нулю; 
в)  все элементы, не лежащие на  главной диагонали, равны нулю; 
г)  элементы, лежащие ниже главной диагонали, равны нулю. 
 
8.  В матрице второго порядка пара чисел 11a 22a  образуют: 
а)  диагональ;    б) строку; 
в)  побочную диагональ;  г)  главную диагональ. 
 
9.  В матрице второго порядка пара чисел 12a 21a  образуют: 
а)  диагональ;    б) строку; 

















а)  единичной;   б)  треугольной; 




















а)  транспонированная;   б)  треугольной; 
в)  диагональной;    г)  симметричной. 
 















A  побочную диагональ составляют элементы: 
а)   7,5,3 ;  б)   3,2,1 ;  в)   7,5,4 ;  г)   3,1,0 . 
 
13. Матрица, определитель которой равен нулю, называется: 
а)  невырожденной;   б) нулевой; 
в)  вырожденной;    г)  прямоугольной. 
 
14. Единичная матрица – это матрица, у которой: 
а)  все элементы равны единице;  
б)  элементы главной диагонали равны единице, остальные – нулю; 
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в)  элементы побочной диагонали равны единице;    
г)  элементы главной диагонали равны единице. 
 

















а)  единичной;   б) треугольной; 
в)  диагональной;   г)  симметричной. 
 
16. Произведение матриц BA   существует, если: 
а)  матрицы имеют одинаковые размеры;  
б)  число строк A  совпадают с числом столбцов матрицы B ; 
в)  число столбцов A  совпадают с числом строк матрицы B ; 
г)  обе матрицы симметричны. 
 
17. Даны матрицы А размерности 53  и В размерности 35 . Произ-
ведение АВ существует и имеет размерность: 
а) ;55   б) ;53    в) ;33    г) .35  
 
18. Произведение матрицы  А размерности m2  и  В размерности 
32 k  возможно при: 
а) ;1,3  km    б) ;1,2  km    
в) ;3,2  km     г) .2,1  km  
 

























































































































B  равно … 














































































ВА .  



























































а)  нулевая;    б)  единичная;     в)  диагональная; г)  треугольная. 
 


















а)  нулевая;    б)  единичная;     в)  диагональная; г)  треугольная. 
 



















а)  нулевая;    б)  единичная;     в)  диагональная; г)  треугольная. 
 


















а)  нулевая;    б)  единичная;     в)  диагональная; г)  треугольная. 
 

































ВА .   
Элемент  21c  матрицы  ВА
 
равен …   
а)  6;       б)  –2;     в)  –4;      г)  8. 
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30.  Транспонировать матрицу значит: 
а)  элемент с номером ij поместить на место элемента ji; 
б)  умножить на матрицу Е; 
в)  элементы с номером  ii  положить равными нулю; 
г) обнулить. 










































































32. Если существует матрица AAT 3 , то матрица :A  
а)  может быть произвольной;   
б)  является квадратной; 
в)  не может быть единичной; 











C . Найти сумму элементов второго столб-
ца матрицы СТ. 
а)  10;       б)  –20;     в)  16;      г)  20. 
 









































































A  не существует обратной, если значе-





 ;       б)  8 ;     в) 
4
1
  ;      г)  4 . 
 









A . Тогда элемент первой строки второго 
столбца матрицы 1А  равен … 
 
















    б) 1;   в) ;
3
2
  г) 3. 
 






















A . Тогда матри-
ца В будет обратной к матрице А при   равном … 
 









 необратима, если: 
 
а) ее строки линейно независимы;   б) ;0cbad  














а)  невырожденная;    б)  треугольная; 



































































































A , не имеет обратной при   равном … 
а) 2;  б) –2;   в) 0;    г) 0,5. 
 
43. Матрицы А и В имеют вид   321A ,  54B . Каковы раз-
меры матрицы С, если известно, что .BCA   
а) ;31   б) ;13    в) ;23    г) .32  
 


























































45. Матричное уравнение BXA  с невырожденной квадратной мат-
рицей A  имеет решение: 
а) ;ABX T   б) ;
1 ABX  в) ;
1 TBAX    г) .
1 BAX    
 
46. Матричное уравнение BAX   с невырожденной квадратной мат-
рицей A  имеет решение: 
а) ;1 BAX    б) ;1 ABX  в) ;ABX   г) .TBAX   
 










    б) 
4 2 1 0,
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4 2 4 0,





   
    б) 






   
  
в) 
4 5 7 0,






   г)  






   
 
 




2 3 4 0,





   

   
   
  
 



























































































































































































Выполните задания 15–23 из прил. 1. 
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§ 14. Ранг матрицы 
 

































Выделим в этой матрице произвольные K строк и K столбцов. Эле-
менты, стоящие на пересечении выделенных строк и столбцов, образуют 
квадратную матрицу порядка K. 
О п р е д е л е н и е  1 4 . 1 .  Минором K-го порядка матрицы А назы-
вается определитель квадратной матрицы, получающийся из данной мат-
рицы выделением произвольных K строк и K столбцов. 

























А   
 





 , полученный выделением первого, второго 
и третьего столбца матрицы А.  
Минорами 2-го порядка можно выделить определители 
 
3 4 4 5 3 1 0 2
;      ;     ;     





Сами элементы матрицы можно рассматривать как миноры 1-го по-
рядка.  
О п р е д е л е н и е  1 4 . 2 .  Угловым минором K-го порядка матри-
цы А называется минор матрицы, получающийся выделением первых K 
строк и K столбцов. Так, для рассмотренной выше матрицы  
 









3 М . 
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О п р е д е л е н и е  1 4 . 3 .  Рангом матрицы называется наивысший по-
рядок ее ненулевого минора. Обозначается r (A), Rg(А). 
 
Замечания:  
1.  Очевидно, что значение ранга матрицы не может превышать меньшей из ее 
размерностей.  
2 .  Если ранг матрицы равен r, то все миноры (r+1) порядка равны нулю.  
 
О п р е д е л е н и е  1 4 . 4 .  Матрицы, имеющие одинаковые ранги, на-
зываются эквивалентными.  



















А .  
Решение: 








 как определитель с нулевой строкой, а один из ее 







ранг данной матрицы равен 3, r(A) = 3.    
Для матриц большой размерности непосредственное вычисление 
всех миноров затруднительно. 
Существует несколько методов нахождения ранга матрицы: 
 
1. Метод элементарных преобразований 
Ранг матрицы равен числу ненулевых строк в матрице после приве-
дения ее к ступенчатой форме при помощи элементарных преобразований 
над строками матрицы. 
 
2. Метод окаймляющих миноров 
Пусть в матрице А найден ненулевой минор М  k-го порядка. Рас-
смотрим все миноры (k + 1)-го порядка, включающие в себя (окаймляю-
щие) минор M; если все они равны нулю, то ранг матрицы равен k. В про-
тивном случае среди окаймляющих миноров найдется ненулевой, и вся 
процедура повторяется. 
Рассмотрим каждый из них. 
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При использовании метода элементарных преобразований можно 
преобразовать матрицу к так называемому ступенчатому виду (когда эле-
менты, стоящие ниже ,iia равны нулю), воспользовавшись операциями, не 
изменяющими ранг матрицы (эквивалентными преобразованиями). На-
помним, что к ним относятся:  
1) транспонирование; 
2) умножение строки на ненулевое число; 
3) перестановка строк; 
4) прибавление к элементам данной строки элементов любой другой 
строки, умноженных на ненулевое число; 
5) вычеркивание нулевой строки. 
Действительно, любая из этих операций переводит нулевые миноры 
в нулевые, а ненулевые – в ненулевые. 






















A .  
Решение: 
Теоретически ранг этой матрицы может принимать значения от 1 до 
4, т. к. из элементов матрицы можно создать миноры по 4-й порядок вклю-
чительно. Но вместо того чтобы вычислять все возможные миноры 4-го, 3-
го и т. д. порядков, применим к матрице А эквивалентные преобразования.  
Вначале добьемся того, чтобы в первом столбце все элементы, кроме 
первого, равнялись нулю. Для этого запишем вместо второй строки ее 
сумму с первой  122 SSS  , а вместо четвертой – разность четвертой 
































Затем из третьей строки вычтем вторую  233 SSS  , а к четвер-

























После вычеркивания нулевых строк получим матрицу размерности 
,52  для которой максимальный порядок миноров, а, следовательно, 
и максимально возможное значение ранга, равно 2:  
 


















М  следовательно, 
.2)()
~~
(  ArAr  
Покажем теперь, как используется метод окаймляющих миноров. 
 


















A .  
Решение: 
В качестве ненулевого минора первого порядка возьмем эле-














Минор второго порядка, отличный от нуля, найден. Переберем 

















Все окаймляющие миноры третьего порядка равны нулю, следова-
тельно, ранг матрицы равен 2: 
 
.2)( Ar  
91 
§ 15. Теорема о ранге. Совместность линейных систем 
 
О п р е д е л е н и е  1 5 . 1 .  Базисным минором матрицы называется 
любой ее ненулевой минор, порядок которого равен рангу матрицы. 
О п р е д е л е н и е  1 5 . 2 .  Выражение вида  1 1 2 2 ... n nS S S    , где 
i  – некоторые числа, а iS – строки (столбцы) матрицы А, называется ли-
нейной комбинацией строк (столбцов) матрицы А.  
Если числа i  равны нулю одновременно (т. е. 1 2 ... 0n       ), 
то такая линейная комбинация называется тривиальной. 
Если хотя бы одно число 0i  , т. е. 1 2 ... 0n       , то такая 
линейная комбинация называется нетривиальной. 
О п р е д е л е н и е  1 5 . 3 .  Строки (столбцы) матрицы называются 
линейно-зависимыми, если существует их нетривиальная линейная ком-
бинация, такая, что 1 1 2 2 ... 0n nS S S     . 
О п р е д е л е н и е  1 5 . 4 . Строки (столбцы) матрицы называются 
линейно независимыми, если из условия 1 1 2 2 ... 0n nS S S      следует 
тривиальность линейной комбинации 1 2 ... 0n       . 
 
Теорема 15.1. Строки и столбцы матрицы, элементы которых вхо-
дят в базисный минор, линейно независимы. 
Д о к а з а т е л ь с т в о  (для строк): 
Если бы базисные строки были линейно-зависимыми, то  
1 1 2 2 ... 0n nS S S     , и базисный минор содержал бы нулевую строку, 
получаемую при помощи эквивалентных преобразований, что противоре-
чит условию, что базисный минор не равен нулю. 
Теорема 15.2. Любая строка (столбец) матрицы является линейной 
комбинацией строк (столбцов) базисного минора. 
Д о к а з а т е л ь с т в о  (для строк): 
1. Строка, входящая в базисный минор, является линейной комбина-
цией его строк, в которой коэффициент при данной строке равен 1, а ос-
тальные коэффициенты равны 0.  
2. Докажем это свойство для строки, не входящей в базисный минор. 
Добавим к базисному минору эту строку (пусть ее номер  k) и любой 
столбец матрицы (пусть его номер j). Затем разложим полученный опреде-
литель, равный нулю (т. к. его порядок больше ранга матрицы) по j-му 
столбцу: 
.0...2211  kjkjrjrjjjjj AaAaAaAa  
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Поскольку kjA  является базисным минором, ,0kjA  поэтому, разде-
лив полученное равенство на kjA , найдем, что 1 1 2 2 ...kj j j r rja a a a      






   . Следовательно, выбранная строка 
является линейной комбинацией базисных строк. Теорема доказана. 
Рассмотрим систему линейных алгебраических уравнений 
 
11 1 12 2 1 1
21 1 22 2 2 2







m m mn n m
a x a x a x b
a x a x a x b
a x a x a x b
   
    


    
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Теорема 15.3. (Теорема Кронекера-Капелли). Система m уравнений  
с  n неизвестными совместна тогда и только тогда, когда ранг матрицы 
системы равен рангу расширенной матрицы. 
Д о к а з а т е л ь с т в о :  
Необходимость: пусть система совместна и nccс ,...,, 21 ее решение. 
Тогда 
11 1 12 2 1 1
21 1 22 2 2 2







m m mn n m
a c a c a c b
a c a c a c b
a c a c a c b
   
    


    
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т. е. столбец свободных членов является линейной комбинацией столбцов  
матрицы системы и, следовательно, столбцов любого ее базисного минора.  
Поэтому добавление элементов этого столбца и любой строки расширен-
ной матрицы к базисному минору даст нулевой определитель, т. е. 
).()( ArBr   
Достаточность: если ),()( ArBr   то любой базисный минор матри-
цы А является и базисным минором расширенной матрицы. Поэтому стол-
бец свободных членов представляет собой линейную комбинацию столб-
цов этого базисного минора, и, следовательно, линейную комбинацию всех 
столбцов матрицы А. Если обозначить коэффициенты этой линейной ком-
бинации 1 2, , ..., ,nс c c  то эти числа будут решением системы, т. е. эта систе-
ма совместна. Теорема доказана. 
 
О п р е д е л е н и е  1 5 . 5 .  Неизвестные, коэффициенты при которых 
входят в базисный минор матрицы системы, называются базисными неиз-
вестными, а остальные – свободными неизвестными. 
Из теоремы следует, что для системы m уравнений с n неизвестными 
возможны следующие случаи: 
1. r(A) < r(В). В этом случае система несовместна, т. е. решений не 
имеет. 
2. r(A) = r(В) = r. В этом случае система совместна, т. е. имеет хотя 
бы одно решение.  
При этом: 
– если r = n (n  число неизвестных), то система имеет единственное 
решение; 
– если r < n , то система имеет бесконечное число решений, которые 
находятся следующим образом: 
 в матрице А выделяется любой базисный минор r-го порядка ,0r  
 выделяется подсистема, состоящая из уравнений, коэффициенты 
при неизвестных которых являются базисными строками или входят в ми-
нор r , 
 полученная подсистема решается по формулам Крамера ( 0r ) 
при произвольных значениях (n  r) неизвестных, коэффициенты которых 
не входят в минор r . 
 
Замечание. Договоримся в качестве базисных выбирать угловые миноры (есте-
ственно, в тех случаях, когда это возможно). 
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    3   1,
2      2    1,
       3,





   
   

  
   
 
Решение: 




























































































































































































































Очевидно, что r(A) = 3;  r(В) = 4. Система решений не имеет. 






  2   3   14,
3   2     10,
         6,
2   3       11,







   

  


























































Приведем расширенную матрицу к ступенчатому виду: 















































































































































































































































Очевидно, что  r(A) = r(В) = 3 = n, т. е. равно количеству неизвест-
ных. Следовательно, система имеет единственное решение. Находим его.  






М   













   
   
 
 
Методом Гаусса находим х3 = 3. И далее находим х1 = 1; х2 = 2. 
О т в е т : х1 = 1, х2 = 2, х3 = 3.  
П р и м е р  3 .  Исследовать систему    
1 2 3 4
1 2 3 4
1 2 3 4
5 4 3 1,
2 2 0,
5 3 8 1.
x x x x
x x x x
x x x x
   

   























































 ВА . 












































































   












Очевидно, что  r(А) = r(В) = 2, т. е.  r < n,  система имеет множество ре-
шений. 






Решаем систему двух уравнений: 
 
1 2 3 4
2 3 4
  5   4   3 =  1,
  11  6   7  2.




    
 
За базисные неизвестные выберем х1 и х2, и т. к. коэффициенты при 
х1 и х2  являются элементами базисного минора, то х3  и х4 будут свободны-
ми неизвестными: 
1 2 3 4
2 3 4
  5      1   4   3 ,
 11   2   6   7 .
x x x x
x x x
   

    
 
Для того чтобы найти решение системы, дадим произвольные значе-




  5   1   4   3 ,
 11    2   6   7 ,
x x k l
x k l
   

    
 






      ;
11 11 11
6 7 2









   







Частное решение можно получить, придав произвольные значения 




























§ 16. Общее решение однородной линейной системы 
 
Рассмотрим однородную линейную систему m уравнений с n неизвест-
ными 
                              
11 1 12 2 1
21 1 22 2 2







m m mn n
a x a x a x
a x a x a x
a x a x a x
   
    


    
.                           (*) 
 
Рассматриваемая система получается из системы, рассмотренной 
в § 15, путем обнуления столбца свободных членов. Следовательно, для 
нее также имеет место теорема Кронекера – Капелли. 
Но, т. к. расширенная матрица В для системы однородных уравнений 
получается из матрицы А системы добавлением столбца, состоящего из 
одних нулей, то ранг матрицы А всегда равен рангу расширенной матрицы 
В, т. е. однородная система всегда совместная. 
Возможны два случая: 





xxx  называемое тривиальным. Действительно, 
все определители jA , получаемые из главного определителя системы пу-
тем замены j-го столбца на столбец свободных членов, будут равны нулю, 




xxx n  
2. Ранг матрицы системы nAr )( . Предположим, что в базисный ми-
нор входят коэффициенты первых  r  уравнений. Тогда оставшиеся (m – r) 
98 
уравнений являются линейными комбинациями, т. е. следствиями преды-
дущих. Поэтому можно оставить в системе только первые r уравнений: 
 
 
11 1 12 2 1
21 1 22 2 2







r r rn n
a x a x a x
a x a x a x
a x a x a x
   
    


    
 
 
Оставим в левой части каждого уравнения неизвестные, коэффициенты 
при которых входят в базисный минор, а остальные неизвестные перенесем 
направо: 
11 1 12 2 1 1, 1 1 1
21 1 22 2 2 2, 1 1 2





r r r r n n
r r r r n n
r r rr r r r r r
a x a x a x a x a x
a x a x a x a x a x




      
      







                   (**) 
 
Решения последней системы  rxxx ...,,, 21  будут выражаться через 
остальные неизвестные ( nr xx ...,,1 ), которым можно придавать любые 
произвольные значения.  
Таким образом, однородная система при r < n является неопределен-
ной. 
 
Замечание. Для систем n уравнений с n неизвестными наличие нетривиального 
решения возможно лишь в случае, когда определитель системы равен нулю. 
 
Перепишем исходную однородную систему в матричном виде: 
 






























































































е   есть  одно  из  решений  этой сис-
темы. 
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ее  тоже есть решение этой системы. 
Действительно, ( ) ( )A e A e A e O O          . 
 
















































е  есть решения одно-
родной системы, то их линейная комбинация также является ее решением. 
Действительно,  
 
1 1 2 2 1 1 2 2 1 1 2 2( ) ( ) ( ) ( ) ( )A e е A e А е A e А е O             . 
 
Из сформулированных выше свойств следует, что всякая линейная 
комбинация решений однородной системы также является решением 
этой системы. 
Представляет интерес найти такие линейно независимые решения 
однородной системы, через которые линейно выражались бы все осталь-
ные ее решения. 
 
О п р е д е л е н и е  1 6 . 1 .  Система линейно независимых решений 
kеее ,...,, 21  называется фундаментальной, если каждое решение однород-
ной системы является линейной комбинацией решений kеее ,...,, 21 . 
Теорема 16.1 (без доказательства). Если для однородной системы 
nAr )( , то всякая фундаментальная система решений системы будет со-
стоять из  n – r  решений. 
Теорема 16.2 (без доказательства). Если для однородной системы 
nAr )( , то фундаментальную систему решения  Х  можно получить, взяв 






























































2211 nrnrr XXXХ    
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2211 nrnrr XХXХXХ    
 
Тогда, согласно теореме, любое решение однородной системы имеет 
вид 
rnrn XXXX  ...2211 , 
 
где rnXXX ,...,, 21  – фундаментальная система решений. 
П р и м е р  1 .  Решить систему
1 2 3 4
1 2 3 4
1 2 3 4
9 3 5 6 0,
6 2 3 0,
3 3 14 0.
x x x x
x x x x
x x x x
   

   
    
 
Решение: 


















A  был найден методом 
окаймляющих миноров в § 14:  
.2)( Ar  
За базисный возьмем угловой минор 03
36
59
2 М . 
Пусть 31, xx   базисные неизвестные, 42 , xx   свободные неизвест-
ные.  
Заменим исходную систему системой из первых двух уравнений, ко-
эффициенты которых входят в базисный минор, и перенесем базисные не-
известные в правые части уравнений: 
 
1 3 2 4
1 3 2 4
9 5 3 6 ,
6 3 2 .
x x x x




























































Так как ранг системы меньше числа неизвестных, то система имеет 
ненулевые решения. Размерность пространства решений этой системы 
,2 rn  т. е. фундаментальная система решений данной СЛАУ состоит из 
двух решений. 
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Теперь общее решение системы можно записать в виде 
2211 XCXCX  , где С1 и С2 – любые произвольные числа. 
П р и м е р  2 .  Решить систему 
1 2 3 4
1 2 3 4
1 2 3 4
1 2 3 4
0,
2 3 4 2 0,
3 2 5 3 0,
4 3 0.
x x x x
x x x x
x x x x
x x x x
   
    

   
    
 
Решение: 












































A . Очевидно, что r(A) = 2. 







Пусть 21, xx  базисные неизвестные, 43 , xx  свободные неизвестные. 
Заменим исходную систему системой из первых двух уравнений, коэффи-
циенты которых входят в базисный минор, и перенесем базисные неиз-
вестные в правые части уравнений: 
 
1 2 3 4
1 2 3 4
,
2 3 4 2 .
x x x x
x x x x
   

   
 
 















































Построим фундаментальную систему решений исходной однородной 
системы линейных уравнений.  
Так как ранг системы меньше числа неизвестных, то система имеет 
ненулевые решения. Размерность пространства решений этой системы 
,2 rn  т. е. фундаментальная система решений данной СЛАУ состоит из 
двух решений. 











































































21 XX . 
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1  и 2  – любые произвольные числа. 
 
 
§ 17. Неоднородные системы линейных уравнений 
 
Пусть задана неоднородная система линейных уравнений АХ = В   
матричной записи.  
Наряду рассмотрим однородную систему АХ = О с той же матрицей, 
что и неоднородная система. Такую однородную систему будем называть 
союзной к неоднородной системе. 
Теорема 17.1. Справедливы следующие утверждения: 
1. Разность решений неоднородной системы линейных уравнений 
является решением союзной к ней однородной системы. 
2. Сумма решения неоднородной системы линейных уравнений 
и решения союзной к ней однородной является решением неоднородной 
системы. 
3. Если неоднородная система линейных уравнений имеет решение 
X , то любое ее решение Х может быть представлено в виде  
 
0XXX 
 ,    
                                                  
где 0X  – некоторое решение союзной к ней однородной системы. 
Д о к а з а т е л ь с т в о :  
1. Пусть 21,XX  – решения неоднородной системы, тогда   
})({ 2121 OBBAXAXXXA  , и разность )( 21 XX   – решение 
союзной однородной системы. 
2. Пусть 1X  – решение неоднородной системы, 0X  – решение союз-
ной к ней однородной системы.  
Тогда  
 0101 )( AXAXXXA BOB  , 
 
т. е. )( 01 XX   – решение неоднородной. 
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3. Пусть неоднородная система имеет некоторое решение X  и пусть 
X  – ее произвольное решение.  
Положим  XXX0 . Следовательно 0X  – общее решение союзной 
системы, и  
0XXX 
 . 
Итак, если неоднородная система линейных уравнений имеет реше-
ние X , то последнее равенство устанавливает взаимно однозначное соот-
ветствие между множеством всех ее решений и множеством всех решений 
союзной к ней однородной системы. Таким образом, если неоднородная 
система имеет решения, то она имеет их столько, сколько и союзная к ней 
однородная. 
 
П р и м е р .  Найдите общее решение неоднородной системы линей-
ных алгебраических уравнений    
 
1 2 3 4
1 2 3 4
1 2 3 4
9 3 5 6 4,
6 2 3 5,
3 3 14 8.
x x x x
x x x x
x x x x
   

   
     
 
Решение: 
Общее решение этой системы уравнений будем искать в виде 
,*0 ХXX   
где 0X  – общее решение союзной системы, 
*X  – частное решение неодно-
родной системы. 
Исходной неоднородной СЛАУ соответствует однородная система 
 
1 2 3 4
1 2 3 4
1 2 3 4
9 3 5 6 0,
6 2 3 0,
3 3 14 0,
x x x x
x x x x
x x x x
   

   
    
 
 
общее решение которой мы нашли в § 15: 



























где С1 и С2 – любые произвольные числа. 
Следовательно, нам осталось найти частное решение неоднородной 
системы линейных алгебраических уравнений *X . 
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Ранг основной матрицы системы равен двум, ранг расширенной мат-








  в качестве базисного. 
Заменим исходную систему системой из первых двух уравнений, ко-
эффициенты которых входят в базисный минор, и перенесем базисные не-
известные в правые части уравнений: 
 
1 3 2 4
1 3 2 4
9 5 4 3 6 ,
6 3 5 2 .
x x x x
x x x x
   

   
 
 
Для нахождения *X  придадим свободным неизвестным переменным 






























 и общее решение системы неоднородных линей-
ных уравнений имеет вид 












































1. Что называется минором K-го порядка матрицы А? 
2. Что называется угловым минором K-го порядка матрицы А? 
3. Что такое ранг матрицы? 
4. Какие матрицы называются эквивалентными?  
5. Какие преобразования матрицы не изменяют ее ранга? 
6. Какие существуют методы вычисления ранга матрицы? 
7. Как формулируется теорема о базисном миноре? 
8. Что называется базисной переменной?  
9. Что называется свободной переменной? 
10. Как формулируется теорема Кронеккера – Капели? 
11. По какой формуле вычисляется максимально возможное число раз-
личных базисных решений системы уравнений? 
12. Верно ли, что однородная система всегда совместна? 
13. Какая система решений системы называется фундаментальной? 
14. Сколько уравнений содержит фундаментальная система? 
15. Как записать обще решение однородной СЛАУ через фундаменталь-
ную систему решений? 
16. Как записать общее решение неоднородной СЛАУ через фундамен-
тальную систему решений? 
 
 
Практическая часть 4 
Ранг матрицы и базисные миноры.  
Исследование и решение СЛАУ 
 


















































































































В полученной матрице есть минор 2-го порядка, определитель кото-
рого отличен от нуля (например, угловой минор 03
60
31
2 М ), следо-




 можно считать базисным минором. 





































































































































































Полученная матрица – ступенчатая, а первые три строки и столбца 














М  можно считать базисным минором. 
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П р и м е р  3.  Исследовать и решить следующую СЛАУ 














   

   
   
 
Решение: 






















































































































































































































































































М  будем считать базисным 
минором. По методу Гаусса находим ответ: x1 = – 1,  x2 = 0,  x3 = 1. 
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3 4 2 11,







   
 
Решение: 















































































Последняя матрица – ступенчатая.  








М  будем считать базисным 
минором. 




















П р и м е р  5.  Для СЛАУ
1 2 3 4
1 2 3 4
1 2 3 4
3 4 2 3,
6 8 2 5 7,
10 12 3 10 16
x x x x
x x x x
x x x x
   

   
    
 найти общее 
и два частных решения.  
Решение: 
















































































3 М  нельзя считать базисным минором, 





а за базисные переменные выберем неизвестные 1x , 3x  и .4x  
Исходная система приобретает вид 
1 3 4 2
1 4
4
3 2 3 4 ,
4 7,
1.
x x x x
x x
x





Для того чтобы найти решение системы, дадим произвольные значе-




3 2 3 4 ,
4 7,
1.
x x x t
x x
x









4 8, 8 4 ,
3, 3,
1, 1.
t x x t
x x
x x
      
 
   
   
 






















Частное решение можно получить, если придать 2x  конкретное чи-
словое значение. Например, при 02 x  имеем  1;8;0;3
~
X , а при 
12 x ,  1;4;1;3
~
X . 
П р и м е р  6.  Исследовать и решить следующую СЛАУ: 
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1 2 3 4
1 2 3 4
1 2 3 4
1 2 3 4
2 3 0,
2 4,
5 5 4 4,
8 7 7 8.
x x x x
x x x x
x x x x
x x x x
   
    

    
     
 
Решение: 













































































































































М  будем считать базисным мино-
ром, а за базисные переменные выберем неизвестные 1x  и .2x  Неизвестные 
3x  и 4x  будем считать свободными. 
Исходная система приобретает вид 
1 2 3 4
2 3 4
2 3 ,
3 4 2 3 .
x x x x
x x x
   

   
 
Для того чтобы найти решение системы, дадим произвольные значе-





3 4 2 3 .
x x u v
x u v
   

   
 
 






































  ),( Rvu  . 
П р и м е р  7.  Исследовать и решить следующую СЛАУ: 
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1 2 3 4
1 2 3 4
1 2 3 4
1 2 3 4
2 3 0,
2 4,
5 5 4 4,
8 7 7 6.
x x x x
x x x x
x x x x
x x x x
   
    

    
    
 
Решение: 










































































































































Очевидно, что r(А) = 2 (матрица A расположена слева от вертикаль-
ной черты и у нее третья строка состоит только из нулей!), r(В) = 3,  
)()( BrAr  , система несовместна, т. е. решений нет. 
П р и м е р  8.  Исследовать и решить СЛАУ 
1 2 3 4
1 2 3 4
1 2 3 4
2 7 5,
6 3 2 4 7,
4 2 3 10.
x x x x
x x x x
x x x x
   

   
    
 
Решение: 

























































   





















Очевидно, что 3)( Br , а 2)( Ar  (матрица A расположена слева от 
вертикальной черты и у нее третья строка состоит только из нулей!). Та-
ким образом, ранги различны, а система несовместна. 
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П р и м е р  9.  Решить однородную СЛАУ 
4 3 0,








   
 
Решение: 




 = 30. 
Определитель однородной системы отличен от нуля, следовательно, 
решение единственное – нулевое. 
Ответ: (0,0,0). 













   
име-
ет нетривиальные (ненулевые) решения? Найти эти решения. 
Решение: 
Однородная система линейных уравнений имеет ненулевые решения, 
когда ее определитель равен нулю. Из этого условия и найдем соответст-










, откуда ,0432  aa  и .4;1 21  aa  
 
Найдем теперь соответствующие решения. 











   

  
   
 
 
Определитель этой системы равен нулю. Это означает наличие ли-
нейной зависимости между уравнениями системы. Замечаем, что первое 













Так как определитель из коэффициентов при неизвестных 21 , xx  не 
равен нулю, то в качестве базисных неизвестных возьмем 21 , xx  (хотя 























































Тогда 31 2xx  , 32 3xx  . Полагая kx  3 , где k  произвольное 
действительное число, получаем решение системы: kx 21  , kx 32  , 
kx 3 . 














   
 
 
Можно решить эту систему и методом Гаусса. Составим расширен-















































































































































Полагая tx 33  , где t произвольное действительное число, получа-
ем решение системы: txtxtx 3,, 321  . 
Ответ: При 1a  система имеет нетривиальные решения 
kxkxkx  321 ,3,2 . При 4a  система имеет нетривиальные решения 
txtxtx 3,, 321  . 













   
 
Решение: 




 = 0. 
Определитель однородной системы равен нулю, следовательно, сис-
тема неопределенна и имеет бесконечно много решений. 



























































2 М  нельзя брать за базисный, поэтому 




Пусть 32 , xx   базисные неизвестные, 1x  свободная неизвестная.  
Заменим исходную систему системой из первых двух уравнений, ко-
эффициенты которых входят в базисный минор, и перенесем свободную 















































Построим фундаментальную систему решений исходной однородной 
системы линейных уравнений.  
Так как ранг системы меньше числа неизвестных, то система имеет 
ненулевые решения. Размерность пространства решений этой системы 
,1 rn  т. е. фундаментальная система решений данной СЛАУ состоит из 
одного решения. 

















Теперь общее решение системы можно записать в виде: 1CXX  , где 
С любое произвольное число. 
П р и м е р  12.  Решить однородную СЛАУ 
1 2 3 4
1 2 3 4
1 2 3 4
2 2 3 0,
4 3 0,
2 3 5 0.
x x x x
x x x x
x x x x
   

   
    
 
Решение: 
Здесь число уравнений меньше числа неизвестных; поэтому если она 
и будет совместной, то неопределенной. Преобразуем расширенную мат-






















Поскольку последний столбец состоит из нулей и при элементарных 
преобразованиях не изменяется, то далее при преобразованиях его писать 










































































































Мы пришли к системе уравнений 
1 2 3 4
2 3 4
3 4
2 2 3 0,
9 5 13 0,
5 4 0.
x x x x
x x x
x x











М  будем считать базисным 
минором, а за базисные переменные выберем неизвестные 1x , 2x  и .3x  Не-
известную 4x  будем считать свободной. 
Исходная система приобретает вид 
1 2 3 4
2 3 4
3 4
2 2 3 ,
9 5 13 ,
5 4 .
x x x x
x x x
x x





Для того чтобы найти решение системы, дадим произвольное значе-





2 2 3 ,
9 5 13 ,
5 4 .
x x x t
x x t
x t





По методу Гаусса из третьего уравнения следует tx
5
4
3  , после чего 




1  .  





















































Построим фундаментальную систему решений исходной однородной 
системы линейных уравнений.  
Так как ранг системы меньше числа неизвестных, то система имеет 
ненулевые решения. Размерность пространства решений этой системы 
,1 rn  т. е. фундаментальная система решений данной СЛАУ состоит из 
одного решения. 




















Теперь общее решение системы можно записать в виде 1CXX  , где 
С любое произвольное число. 
 
П р и м е р  13.  Найти общее решение однородной системы 
 
1 2 3 4
1 2 3 4
1 2 3 4
1 2 3 4
2 4 3 0,
3 5 6 4 0,
4 5 2 3 0,
3 8 24 19 0.
x x x x
x x x x
x x x x
x x x x
   
    

   
    
 
Решение: 


































































откуда .2)( Ar  
За базисный возьмем угловой минор 01
10
21
2 M . 
Пусть 21, xx  базисные неизвестные, 43, xx  свободные неизвестные.  
Заменим исходную систему системой из первых двух уравнений, ко-
эффициенты которых входят в базисный минор, и перенесем базисные не-
известные в правые части уравнений: 
 
1 2 3 4
2 3 4
2 4 3 ,
6 5 .
х х х х
х х х






















































Построим фундаментальную систему решений исходной однородной 
системы линейных уравнений.  
Так как ранг системы меньше числа неизвестных, то система имеет 
ненулевые решения. Размерность пространства решений этой системы 
,2 rn  т. е. фундаментальная система решений данной СЛАУ состоит из 
двух решений. 

























































































































где С1 и С2 – любые произвольные числа. 
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П р и м е р  14.  Найти фундаментальную систему решений однород-
ной линейной системы 
 
1 2 3 4 5
1 2 3 4 5
1 2 3 4
2 3 4 0,
5 0,
6 4 5 0.
x x x x x
x x x x x
x x x x
    

    






































































Значит, r(A) = 2.  






Пусть х4, х5 – базисные неизвестные, х1, х2, х3 – свободные неизвест-
ные.  
Заменим исходную систему системой из первых двух уравнений, ко-
эффициенты которых входят в базисный минор, и перенесем базисные не-
известные в правые части уравнений: 
 
4 5 1 2 3
4 1 2 3
4 2 3 ,
5 6 4 .
x x x x x
x x x x
    

   
 
 

































































Построим фундаментальную систему решений однородной системы 
линейных уравнений.  
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Так как ранг системы меньше числа неизвестных, то система имеет 
ненулевые решения. Размерность пространства решений этой системы 
,3 rn  т. е. фундаментальная система решений данной СЛАУ состоит из 
трех решений. 
Пусть х1 = 1, х2 = х3 = 0. Тогда х4 = –0,2, х5 = 1,2, и решение можно 

























Пусть х1 = 0, х2 = 1, х3 = 0. При этом х4 = 1,2, х5 = 3,8, и следующее 






























































































































Теперь общее решение системы можно записать в виде 
 
332211 XCXCXCX  , 
 
где С1 , С2 и С3 – любые произвольные числа. 
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П р и м е р  15.  Найти общее решение и одно из частных решений ли-
нейной системы 
1 2 3 4 5
1 2 3 4 5
1 2 3 4 5
1 2 3 4 5
3 2 5 3,
2 3 2,
2 3 4 6 5,
8 3 9 4.
x x x x x
x x x x x
x x x x x
x x x x x
    
      

    
     
 
Решение: 



















































































































































Итак, r = r(A) = )(Ar = 2, а число неизвестных п = 5.  
Следовательно, r < n, и система имеет бесконечно много решений 
(совместна, но не определена). 
Число базисных неизвестных равно r, т. е. 2. Выберем в качестве ба-
зисных неизвестных х1 и х2, коэффициенты при которых входят в базисный 




Пусть 21, xx   базисные неизвестные, 543 ,, xxx   свободные неиз-
вестные.  
Заменим исходную систему системой из первых двух уравнений, ко-
эффициенты которых входят в базисный минор, и перенесем базисные не-
известные в правые части уравнений: 
 
1 2 3 4 5
2 3 4 5
2 3 4 6 5,
5 7 11 13 12.
x x x x x
x x x x
     


























Это общее решение системы.  
Одно из частных решений можно найти, положив все свободные не-






21  xx  и част-

























Другая возможность получить общее решение неоднородной систе-
мы заключается в предварительном нахождении общего решения соответ-
ствующей однородной системы. При этом искомое общее решение пред-
ставляет собой сумму общего решения соответствующей однородной сис-
темы и частного решения неоднородной системы. 
 
П р и м е р  16.  Найти общее решение неоднородной линейной системы 
 
1 2 3 4 5
1 2 3 4 5
1 3 4 5
2,
2 3 4 5 3,
3 4 3 6 5
x x x x x
x x x x x
x x x x
    

    
    
 
 
с помощью фундаментальной системы решений соответствующей одно-
родной системы. 
Решение: 






















































































Итак, r(A) = )(Ar = 2 – система совместна. 
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Общее решение этой системы уравнений будем искать в виде 
 
,*0 ХXX   
 
где 0X  – общее решение союзной системы, 
*X  – частное решение неодно-
родной системы. 
Исходной неоднородной СЛАУ соответствует однородная система 
 
1 2 3 4 5
1 3 4 5
0,
3 4 3 6 0.
x x x x x
x x x x
    

   
 
 
За базисный возьмем угловой минор 03
03
11
2 M . 
Пусть 21, xx   базисные неизвестные, 543 ,, xxx  свободные неиз-
вестные.  
Заменим исходную систему системой из первых двух уравнений, ко-
эффициенты которых входят в базисный минор, и перенесем базисные не-
известные в правые части уравнений: 
 
1 2 3 4 5
1 3 4 5
,
3 4 3 6 ,
x x x x x
x x x x
    

   
 
 































































Построим фундаментальную систему решений исходной однородной 
системы линейных уравнений.  
Так как ранг системы меньше числа неизвестных, то система имеет 
ненулевые решения. Размерность пространства решений этой системы 
,3 rn  т. е. фундаментальная система решений данной СЛАУ состоит из 
трех решений. 
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Теперь общее решение системы можно записать в виде 
332211 XCXCXCX  , 
где 321 ,, CCC  – любые произвольные числа. 
Следовательно, нам осталось найти частное решение *X  неоднород-
ной системы линейных алгебраических уравнений: 
 
1 2 3 4 5
1 3 4 5
2,
3 4 3 6 5.
x x x x x
x x x x
    

   
 









































































































































где 321 ,, CCC  – произвольные постоянные. 
 
П р и м е р  17.  Найдите общее решение неоднородной системы ли-





















Проверяем совместность системы. 








































Находим )(Ar . 
Чтобы найти )(Ar , будем рассматривать последовательно отличные 
от нуля миноры первого, второго и т. д. порядков матрицы  A и окайм-
ляющие их миноры. 
011 M . 
 




2 M .  
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M . Значит, 2)( Ar .  























M  (т. к. вторая и третья строки про-
порциональны). 
Таким образом, 2)( Ar , а 2M    базисный минор матрицы A. 























Достаточно базисный минор 2M   матрицы A окаймить столбцом сво-







M . Отсюда следует, что 2)( Ar  и 2M   остается ба-
зисным минором матрицы А . 
Так как )()( ArAr  , то исходная система совместна. 
Переходим к нахождению общего решения этой системы. 
Общее решение этой системы уравнений будем искать в виде 
 
,*0 ХXX   
 
где 0X  – общее решение союзной системы, 
*X  – частное решение неодно-
родной системы. 
Исходной неоднородной СЛАУ соответствует однородная система 
 
1 2 3 4
1 2 3 4




х х х х
х х х х
х х х х
   

   
    
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Пусть 31, xx  базисные неизвестные, 42 , xx  свободные неизвестные.  
Заменим исходную систему системой из первых двух уравнений, коэффи-
циенты которых входят в базисный минор, и перенесем базисные неиз-
вестные в правые части уравнений: 
 
1 3 2 4
1 3 2 4
,
2 3 .
х х х х
х х х х
   

   
 
 















































Построим фундаментальную систему решений исходной однородной 
системы линейных уравнений.  
Так как ранг системы меньше числа неизвестных, то система имеет 
ненулевые решения. Размерность пространства решений этой системы 
,2 rn  т. е. фундаментальная система решений данной СЛАУ состоит из 
двух решений. 













































































Теперь общее решение системы можно записать в виде  
 
2211 XCXCX  , 
 
где С1 и С2 – любые произвольные числа. 
Следовательно, нам осталось найти частное решение неоднородной 







M  в качестве базисного. 
Заменим исходную систему системой из первых двух уравнений, ко-
эффициенты которых входят в базисный минор, и перенесем базисные не-
известные в правые части уравнений: 
 
1 3 2 4
1 3 2 4
1 ,
2 2 3 .
х х х х
х х х х
   

   
 
 
Для нахождения *X  придадим свободным неизвестным переменным 
































X  и общее решение системы неоднородных линей-
ных уравнений имеет вид 


























































Тестовые задания 4 
Ранг матрицы и базисные миноры.  
Исследование и решение СЛАУ 
 
1. Рангом матрицы называется: 
а)  произведение числа строк m на число столбцов n;  
б)  число, равное наибольшему из порядков отличных от нуля мино-
ров данной матрицы; 
в)  число столбцов матрицы; 
г)  число строк матрицы. 
 















A  равен двум, если значение x рав-
но: 
 а)  2;  б)  –2;  в)  –1;  г) 1. 
 



















A  равен двум, если значение x 
равно: 
 а)  2;  б)  –2;  в)  0;  г)  1. 
 
























































 а)  2;  б)  3;  в)  0;  г)  1. 
 


















 а)  2;  б)  3;  в)  0;  г)  1. 
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2 3 2 0,
0,
3 2 0,





   
   

   
   
. 






































































































2 3 2 0,
0,
3 2 0,





   
   

   
   
. 


































































































9. Выберите правильную формулировку теоремы Кронекера –
Капелли:  
а) для совместности системы m линейных уравнений с n неизвест-
ными необходимо и достаточно, чтобы ранг основной матрицы системы 
был равен рангу расширенной матрицы системы;  
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б) для совместности системы m линейных уравнений с n неизвест-
ными необходимо, чтобы ранг основной матрицы системы был равен ран-
гу расширенной матрицы системы;  
в) для совместности системы m линейных уравнений с n неизвест-
ными необходимо и достаточно, чтобы ранг основной матрицы системы 
был меньше ранга расширенной матрицы системы;  
г) для совместности системы m линейных уравнений с n неизвест-
ными достаточно, чтобы ранг основной матрицы системы был равен рангу 
расширенной матрицы системы. 
 
10. Если система линейных алгебраических уравнений AX = B совме-
стна, то обязательно: 
а) nArAr  )()( ;         б) nArAr  )()( ;   
в) nArAr  )()( ;         г) )()( ArAr  ;             д) )()( ArAr  .  
Здесь A  – расширенная матрица системы, n – число неизвестных. 
 
11. Система линейных алгебраических уравнений AX = B имеет бес-
конечное множество решений, если:  
а) nArAr  )()( ;         б) nArAr  )()( ;   
в) nArAr  )()( ;         г) )()( ArAr  ;             д) )()( ArAr  .  
Здесь A  – расширенная матрица системы, n – число неизвестных. 
 
12. Если система линейных алгебраических уравнений AX = B несо-
вместна, то обязательно: 
а) nArAr  )()( ;         б) nArAr  )()( ;   
в) nArAr  )()( ;         г) )()( ArAr  ;             д) )()( ArAr  .  
Здесь A  – расширенная матрица системы, n – число неизвестных. 
 
13. Линейную систему, у которой среди свободных членов имеются 
отличные от нуля, называют:  
а) однородной;    б) неоднородной;  
в) определенной;   г) неопределенной.  
 
14. Линейную систему, у которой все свободные члены равны нулю, 
называют:  
а) однородной;    б) неоднородной;  
в) определенной;   г) неопределенной. 
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 имеет ненулевое решение. 
 а)  
5
1
;  б)  
13
10
;  в)  
13
1





16. Базисное решение системы 







 может иметь вид 
а)  (1; 2; 0);    б) (– 1; – 2; 0); 
в)  (2; 1; 0);    г)  (– 2; – 1; 0). 
 
17. Базисными переменными системы 
1 2 3 4
2 3 4
3 7 6 9,
2 5 4 8
x x x x
x x x




не могут быть: 
а)  21, xx ;  б)  31, xx ;  в)  42 , xx ;  г)  41, xx . 
 
18. Свободными переменными системы 
1 2 3 4
1 2 3 4
2 3 4 9,
2 6 7 8
x x x x
x x x x
   

   
  
 могут быть: 
а)  21, xx ;  б)  31, xx ;  в)  42 , xx ;  г)  43, xx . 
 
19. Свободными переменными системы 
1 2 3 4
2 3 4
2 4 2 6 8,
12 6 18 2
x x x x
x x x




не могут быть: 
а)  21, xx ;  б)  32 , xx ;  в)  42 , xx ;  г)  43, xx . 
 
20. В системе уравнений 
1 2 3 4 5
2 3 4 5
3 4 5
3 5 2 2 0,
3 4 5 0,
3 3 0
x x x x x
x x x x
x x x
     

   
    
 несвободны-
ми переменными можно считать: 
а)  ;, 54 xx   б)  ;,, 321 xxx   в)  ;5x   г)  .4x  
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21. Разность между числом свободных и базисных переменных сис-
темы уравнений 
1 2 3 4 5 6
2 3 4 5 6




x x x x x x
x x x x x
x x x x
     

    
    
 равна … 
 а)  2;  б)  3;  в)  0;  г)  1. 
 









    
…
 
а)  имеет бесконечное множество решений;  
б)  имеет единственное решение; 
в)  несовместна. 




x y z t
x y z t
x y z t
   

    
    
 
… 
а)  имеет бесконечное множество решений;  
б)  имеет единственное решение; 
в)  несовместна. 









   
    
 
… 
а)  имеет бесконечное множество решений;  
б)  имеет единственное решение; 
в)  несовместна. 













     
…
 
а)  имеет бесконечное множество решений;  
б)  имеет единственное решение; 
в)  несовместна. 
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   
 имеет ненулевое решение. 
 а)  2;  б)  5;  в)  0;  г)  1. 
 
27. Определить, при каких значениях а и b система линейных урав-
нений 
3 2 ,
5 8 9 3,
2 1






    
 не имеет решения. 
 а)  0,3  ba ;   б)  3a ;   в)  3a ;    г)  3, 0a b  . 
 
28. Определить, при каких значениях а и b система линейных урав-
нений 
3 2 ,
5 8 9 3,
2 1






    
 имеет единственное решение. 
 а)  
3
1
,3  ba ;   б)  3a ;   в)  
3
1




a b   . 
 
29. Определить, при каких значениях а и b система линейных урав-
нений 
3 2 ,
5 8 9 3,
2 1






    
 имеет бесконечное множество решений. 
 а)  0,3  ba ; б)  
3
1
,3  ba ; в)  
3
1
,3  ba ; г)  
3
1




Выполните задания 24–32 из прил. 1. 
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§ 18. Собственные векторы и значения матриц 
  




































































































































































В первом случае получился результат, который отличается от исход-
ного вектор-столбца только множителем 6. 
О п р е д е л е н и е  1 8 . 1 .  Если при умножении квадратной А матри-
цы  на некоторый вектор-столбец  Х получается этот же вектор-столбец 
Х  с некоторым множителем   , то такой вектор-столбец называется соб-
ственным вектором, а множитель   – собственным числом матрицы А: 
 
XAX  . 
 
Собственный вектор определяется с точностью до  множителя, по-
этому если  вектор Х  является собственным, то вектор kX также является 
собственным вектором матрицы А:  
 
kXAkX  . 
 
Теорема 18.1. Собственные значения матрицы А являются реше-
ниями уравнения 0A E  . Это уравнение называется характеристиче-
ским уравнением матрицы А. 
Д о к а з а т е л ь с т в о  (для матрицы второго порядка): 
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Поскольку XEEXX )( , где Е – единичная матрица, можно 
записать: 
XEAX )( , или окончательно 0)(  XEA . 
Это выражение есть кратная запись однородной системы уравнений.  








   












11 1 12 2
21 1 22 2
( ) 0,
( ) 0,
a x a x




 нетривиальное решение которой получа-
ется при условии равенства нулю ее определителя, т. е.  
 









.                                          (*) 
 
О п р е д е л е н и е  1 8 . 2 .  Матрица  EA   называется характеристи-
ческой матрицей матрицы А, а уравнение (*) называется характеристиче-
ским уравнением для матрицы А. 
Раскроем определитель в уравнении (*): 
 
2
11 22 11 22 12 21( ) 0a a a a a a       . 
 
Корни этого уравнения и есть собственные значения матрицы А. 
Из теоремы Виета следует, что сумма собственных значений равна 
)( 2211 aa  , т. е. следу матрицы )(ASp , а произведение собственных зна-
чений – величине  21122211 aaaa  , т. е. определителю характеристическо-
го уравнения. 
Данное утверждение справедливо для квадратных матриц любого 
порядка. 
Кроме того, можно утверждать, что для матрицы n-го порядка суще-
ствуют n собственных чисел, каждому из которых соответствует свой соб-
ственный вектор. 
Если среди собственных чисел матрицы встречаются одинаковые по 
величине, то они называются кратными. Собственные векторы, соответст-
вующие кратным собственным числам, оказываются различными.  
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 выполняется условие ортогональности:   














A  найти собственные значения 
и собственные вектора. 
Решение:  
Составим и решим характеристическое уравнение. 
1 2 1 0
0
1 4 1 0
   
     








, или (1 )(4 ) 2 0    .  
Таким образом, получено характеристическое уравнение 
2 5 6 0     , корни которого 3;2 21   есть собственные значения 
исходной матрицы. 
Проверим полученные результаты. 
Сумма 21  должна равняться следу матрице А, а произведение 
 21  ее определителю. 
Действительно, 5)(21  ASp , 621  , т. е. собственные зна-
чения найдены верно. 
При 21   система уравнений, соответствующая характеристиче-






























,  или  02 21  xx . 
 
Очевидно, что ранг характеристической матрицы   ,1 EAr  
и, считая свободной переменной kx 1 , получаем множество собственных 












1 ,  .Rk  
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При 31   система уравнений, соответствующая характеристиче-






























, или  021  xx . 
 
Очевидно, что ранг характеристической матрицы   ,1 EAr  
и, считая свободной переменной kx 2 , получаем множество собственных 











X1 , .Rk  
 






















§ 19. Примеры математических задач, сводящихся  
к задачам линейной алгебры 
 
Следует отметить, что в математике используются определители, на-
званные в честь известных ученых. Назовем некоторые из них. 
Так называемый определитель Вронского служит удобным инстру-
ментом для определения линейной зависимости (независимости) функций 
на некотором интервале, а определитель Якоби – для определения усло-
вия вырожденности (невырожденности) преобразования координат. В за-
дачах интерполяции функции многочленами возникает так называемый 
определитель Вандермонда – определитель системы линейных уравне-
ний, из которой находятся неизвестные коэффициенты искомого много-
члена. И, наконец, определитель матрицы Гессе позволяет решать вопрос 
существования экстремумов функций нескольких переменных в критиче-
ской точке. 
Чтобы понять большую практическую значимость линейной алгеб-
ры, разберем несколько задач из различных разделов математики, сводя-
щихся к вычислению определителей или к решению СЛАУ. 
Отметим, что определители часто используются для доказательства 
линейной зависимости (независимости) различных математических вели-
чин. 
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П р и м е р  1 .  Доказать, что вектора kjia 2 , kjib  43  
и kjic 32  . 
Решение:  
Вектора линейно зависимы, если определитель, составленный из их 
координат, равен нулю. 






cba , что и доказывает линейную 
зависимость векторов. 
 
П р и м е р  2 .  Найти площадь треугольника с вершинами в точках 
 ,0;5A    ,4;0B   .0;0O  
Решение:  
Площадь треугольника с вершинами в точках  111 ; yxM ,   




















S   
 
П р и м е р  3 .  Составить уравнение плоскости, проходящей через 
точки  M1 (a; 0; 0),  M2 (0; b; 0),  M3 (0; 0; c). 
Решение:  
Уравнение плоскости, проходящей через три данные точки 











= 0,  
 
где  M (x, y, z) произвольная точка плоскости.  
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Раскрывая определитель, получим abcabzacybcx  , или, после 











П р и м е р  4 .  Составить каноническое уравнение эллипсоида, прохо-






































Наша задача сводится к определению параметров ,a b  и  с. 
Так как эллипсоид проходит через точки А, В и С, то при подстановке 
их координат в каноническое уравнение эллипсоида оно должно обращать-
ся в тождество. 
Так мы получаем систему из трех уравнений: 
 
































    








































  Тогда система приобретает вид 
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 . Так как он 





























































































































В § 27 будет показано, что дробь такого вида может быть разложена 
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Неизвестные коэффициенты разложения DCBA ,,,  находятся мето-














































Приравнивая соответствующие коэффициенты числителей, прихо-

















Ее решение даст нам искомые неопределенные коэффициенты 
DCBA ,,, . 



















 . Так как 
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§ 20. Применение аппарата линейной алгебры  
для экономических расчетов 
 
Матричная алгебра относится к числу наиболее важных для эконо-
мистов областей математики.  
Отметим, что таблица умножения, хорошо известная из школьного 

















































































В матричной форме записываются математические модели, отра-
жающие взаимосвязи экономических структур, динамику их развития, 
многообразие действующих факторов. Это в свою очередь позволяет ис-
пользовать современные методы матричной алгебры в экономических ис-
следованиях и расчетах.  
Кроме того, широкое распространение в экономических исследова-
ниях получили линейные модели, которые нередко с высокой точностью 
соответствуют описываемым ими явлениям. Многие линейные модели 
сводятся к системам алгебраических линейных уравнений или неравенств. 
С помощью матриц удобно описывать многие закономерности. На-
пример, пусть дана следующая таблица отчисления студентов технологи-




2012 2013 2014 
1 23 20 12 
2 26 14 11 
3 16 22 15 
4 9 16 4 
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Содержательное значение каждого показателя определяется его ме-
стом в матрице. Так, число 11 во второй строке третьего столбца представ-
ляет собой количество отчисленных в НТИ студентов со второго курса 
в 2014 г. Аналогично, строки матрицы характеризуют число отчисляемых 
однокурсников, а столбцы матрицы – общее число отчисленных в данном 
году. 
Эта же матрица может характеризовать и другие закономерности. 
Пусть некоторое предприятие выпускает 4 вида изделий с использованием 




1C  2C  3C  
1S  23 20 12 
2S  26 14 11 
3S  16 22 15 




















A  будет характеризовать нормы рас-
хода сырья. Так, тот же элемент второй строки третьего столбца представ-
ляет собой норму расхода третьего вида сырья при производстве второго 
вида изделий.  
Если известно, что за день предприятие выпустило 5 изделий перво-



















B  будет характеризовать ежедневный выпуск продук-
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 – ежедневный расход сырья 
на предприятии. 




20.1. Расчет расхода затрат 
 
П р и м е р  1 . Предприятие выпускает ежесуточно четыре вида изде-
лий, основные производственно-экономические показатели которых приве-
















1 20 5 10 30 
2 50 2 5 15 
3 30 7 15 45 
4 40 4 8 20 
 
Требуется определить следующие ежесуточные показатели: расход 
сырья S, затраты рабочего времени T и стоимость P выпускаемой продук-
ции.  
Решение:  
По данным таблицы составим четыре вектор-матрицы, характери-
зующие весь производственный цикл: 
   40305020q вектор ассортимента; 
   4725s вектор расхода сырья; 
   815510t вектор затрат рабочего времени; 
   20451530p ценовой вектор. 
Тогда искомые величины будут представлять собой соответствую-



















 TqsS  кг; 






































 TqpP  у. е. 
 
П р и м е р  2 . Предприятие выпускает 4 вида изделий с использова-





1C  2C  3C  4C  
1S  2 3 4 5 
2S  1 2 5 6 
3S  7 2 3 2 
4S  4 5 6 8 
 
Требуется найти затраты сырья на каждый вид изделия при заданном 
плане выпуска каждого вида изделия 60, 50, 35 и 40 ед. соответственно. 
Решение:  





















Составим матрицу-план выпуска продукции:  
 
 .40355060q  
 
Тогда решение задачи дается матрицей затрат, элементы которой и 
являются величинами затрат сырья по каждому его виду: эта матрица за-
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20.2. Прогноз выпуска продукции 
 
Пусть ,....,,2,1,....,,2,1);( njmiсС ij    матрица затрат сырья 
m  видов при выпуске продукции  n  видов. Тогда при известных объемах 
запаса каждого вида сырья, величины которых образуют соответствую-
щую матрицу запасов ),...,,( ,21 mqqqq   матрица-план )...,,,( 21 nxxxx   
выпуска продукции определяется из решения системы  m  с  n  неизвест-
ными: 
.1 qCx    
  
П р и м е р .  Предприятие выпускает три вида продукции, используя 
сырье трех видов. Необходимые характеристики производства представле-





по видам продукции, вес. ед./изд. 
Запас 
сырья, 

















Требуется определить объем выпуска продукции каждого вида при 
заданных запасах сырья. 
Задачи такого рода типичны при прогнозах и оценках функциониро-
вания предприятий, экспертных оценках проектов освоения месторожде-
ний полезных ископаемых, а также в планировании микроэкономики 
предприятий. 
Решение:  
Обозначим неизвестные объемы выпуска продукции через х1, х2 и х3. 
Тогда при условии полного расхода запасов каждого вида сырья можно за-
писать балансовые соотношения, которые образуют систему трех уравне-





6 4 5 2400,
4 3 1450,







   
 
 
Решая эту систему уравнений любым способом, находим, что при 
заданных запасах сырья объемы выпуска продукции составят по каждому 
виду соответственно (в условных единицах): 
 
.100,250,150 321  xxx  
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20.3. Анализ моделей торговли 
 
Одним из примеров экономического процесса, приводящего к поня-
тию собственного числа и собственного вектора матрицы, является про-
цесс взаимных закупок товаров.  
Будем полагать, что бюджеты трех стран, которые мы обозначим, 
соответственно, х1, х2, х3 расходуются на покупку товаров. Рассмотрим ли-
нейную модель обмена, или модель международной торговли. 
Пусть аij  доля бюджета хj, которую j-я страна тратит на закупку то-
варов у   i-й страны.  



















Тогда, если весь бюджет расходуется только на закупки внутри стра-














   
 
Матрица А с данным свойством, в силу которого сумма элементов ее 
любого столбца равна единице, называется структурной матрицей тор-
говли.  
Общая выручка от внутренней и внешней торговли для каждой стра-
ны выражается формулами 
 
1 11 1 12 2 13 3
2 21 1 22 2 23 3




P a x a x a x
P a x a x a x




   
 
 
Таким образом, столбцы структурной матрицы характеризуют торго-
вый бюджет соответствующей страны, а строки – выручку от торговли. 
Условие сбалансированной (бездефицитной) торговли формулирует-
ся естественным образом: для каждой страны ее бюджет должен быть ра-
вен выручке от торговли, т. е. ii xP  . 
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Таким образом, условия принимают вид равенств: 
11 1 12 2 13 3 1
21 1 22 2 23 3 2




a x a x a x x
a x a x a x x




   
 
 
Введем столбцовую матрицу бюджетов x , каждый компонент кото-
рой характеризует бюджет соответствующей страны. Тогда систему урав-
нений можно записать в матричной форме: 
 
.xAx   
 
Это уравнение означает, что собственный вектор структурной мат-
рицы А, отвечающий ее собственному значению  = 1, состоит из бюдже-
тов стран бездефицитной международной торговли. Перепишем уравнение 
в виде, позволяющем определить x :    
 
( ) 0A E x  . 
 
Из этого уравнения и находятся искомые величины бюджетов стран 
при бездефицитной торговле. 
С помощью линейной модели международной торговли можно, зная 
структурную матрицу международной торговли А найти такие величины 
национальных доходов торгующих стран (вектор Х), чтобы международная 
торговля была сбалансированной. 
 
Замечание. Аналогичные формулы справедливы и для сбалансированной тор-
говли между  n странами. 
 





















Найти бюджеты этих стран, удовлетворяющие сбалансированной 
бездефицитной торговле при условии, что сумма бюджетов задана: 
.62704321  xxxx  
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Решение:  
Необходимо найти собственный вектор x , отвечающий собственно-
му значению  = 1 заданной структурной матрицы  А, т. е. решить уравне-
































































Поскольку ранг этой системы равен трем, то одна из неизвестных яв-
ляется свободной переменной, остальные выражаются через нее. Решая 











4321 схсхсхсх   
 
Полученный результат означает, что сбалансированность торговли  
















 cccсx  т. е. при соотношении национальных доходов 
стран .121:220:146:140  
Подставив найденные значения в заданную сумму бюджетов, опре-
делим величину с: 
с = 1210. 
 
Откуда окончательно получаем искомые величины бюджетов стран 
при бездефицитной торговле: 
 





1.Что называется собственным вектором матрицы? 
2. Перечислите свойства собственных значений. 
3. Перечислите свойства собственных векторов матрицы. 
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Практическая часть 5 
Собственные векторы и значения матриц. Применение аппарата  
линейной алгебры для экономических расчетов 
 





















Составим и решим характеристическое уравнение. 
 
























































0)6()3()3)(6)(3( 2  . 
 
Таким образом, характеристический многочлен имеет корни 61  , 
332  . Все они действительные и поэтому являются собственными 
значениями матрицы А. 
Проверим полученные результаты. 
Сумма 321   должна равняться следу матрицы А, а произве-
дение  321  ее определителю. 
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Действительно, 0)(321  ASp , 54321  A , т. е. соб-
ственные значения найдены верно. 
1. При 61   система уравнений, соответствующая характеристиче-





















































5 2 4 0,
2 8 2 0,




   

  
   
 
 












































































М  выбираем за базисный. 
Пусть  kx1  свободная переменная. 
Заменим исходную систему системой из первых двух уравнений, ко-
эффициенты которых входят в базисный минор, и перенесем свободную 



















































Построим фундаментальную систему решений исходной однородной 
системы линейных уравнений.  
Так как ранг системы меньше числа неизвестных, то система имеет 
ненулевые решения. Размерность пространства решений этой системы 
,1 rn  т. е. фундаментальная система решений данной СЛАУ состоит из 
одного решения. 
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где    – любое произвольное число. 
 
2. При 32   система уравнений, соответствующая характеристи-





















































4 2 4 0,
2 2 0,







   
 
 














































Таким образом,   .1 EAr  
Пусть  mxkx 32 , свободные переменные. Тогда общее решение 









































Построим фундаментальную систему решений исходной однородной 
системы линейных уравнений.  
Так как ранг системы меньше числа неизвестных, то система имеет 
ненулевые решения. Размерность пространства решений этой системы 
,2 rn  т. е. фундаментальная система решений данной СЛАУ состоит из 
двух решений. 
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Теперь общее решение системы при 6 можно записать в виде 
 



























где 21,  – любые произвольные числа. 
Итак, мы нашли собственные значения матрицы А 61  ,       












































П р и м е р  2 .  Найти собственные значения и собственные векторы 
матрицы 
3   1      0      0 
1      1      0      0
3      0   5   3










Вычислим определитель матрицы A – E: 






















2 4 4        0         0
        3           5     3
    1+               3      1  
   
    
  
 
 2 2 25       3( 4 4) ( 2) ( 2) .
  3    1
 




Таким образом, характеристический многочлен имеет корни  
22,1  ,  24,3  . Все они действительные и поэтому являются собствен-
ными значениями матрицы А. 
Проверим полученные результаты. 
Сумма 4321   должна равняться следу матрицы А, а про-
изведение  4321  ее определителю. 
Действительно, 4321  0)(  ASp , 16321  A , т. е. 
собственные значения найдены верно. 
1. При 22,1   система уравнений, соответствующая характеристи-






1   1      0      0 
1   1      0      0
3     0   7   3





   
  
     
   
  





















1 2 3 4
0,
0,











    
 
 
Считаем ранг характеристической матрицы  .EA   
 
1   1      0      0 
1   1      0      0
3     0   7   3




























1   1      0      0 
0      0      0      0
0      3   7   3


























Таким образом,   .3 EAr  







М  выбираем за базисный. 
 
Пусть  kx4  свободная переменная. 
Заменим исходную систему системой из трех уравнений, коэффици-
енты которых входят в базисный минор, и перенесем свободную неизвест-




1 2 3 4
0,








   
 
 

























   
   
    
   
     





Построим фундаментальную систему решений исходной однородной 
системы линейных уравнений.  
Так как ранг системы меньше числа неизвестных, то система имеет 
ненулевые решения. Размерность пространства решений этой системы 
,1 rn  т. е. фундаментальная система решений данной СЛАУ состоит из 
одного решения. 























   
   
    
   
     
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где   – любое произвольное число. 
2. При 24,3   система уравнений, соответствующая характеристи-






5   1      0      0 
1      3      0      0
3      0   3   3





   
  
    
   
  





















1 2 3 4
5 0,
0,
3 3 3 0,










    
 
 
Считаем ранг характеристической матрицы  .EA   
 
5   1      0      0 
1      3      0      0
3      0   3   3







1      3      0      0 
5    1     0      0
1      0   1   1






































































3 М  выбираем за базисный. 
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Пусть  kx4  свободная переменная. 
Заменим исходную систему системой из трех уравнений, коэффици-
енты которых входят в базисный минор, и перенесем свободную неизвест-
































































Построим фундаментальную систему решений исходной однородной 
системы линейных уравнений.  
Так как ранг системы меньше числа неизвестных, то система имеет 
ненулевые решения. Размерность пространства решений этой системы 
,1 rn  т. е. фундаментальная система решений данной СЛАУ состоит из 
одного решения. 
































































где   – любое произвольное число. 
Итак, мы нашли собственные значения матрицы А 22,1  , 24,3   
и собственные вектора матрицы А  








































где  ,  – любые произвольные числа. 
  
П р и м е р  3 .  Предприятие выпускает 4 вида изделий с использова-






















а) общие затраты на сырье для каждого вида продукции и его пере-
возку; 
б) общие затраты на сырье и его перевозку при условии заданной 
матрицы – плана  40355060q , если известны себестоимости каж-
дого вида сырья (4; 6; 5 и 8, соответственно) и себестоимость доставки ка-
ждого вида сырья (2; 1; 3 и 2, соответственно). 
Решение:   













Тогда общие затраты на сырье и его перевозку для каждого вида 
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Суммарные затраты на сырье и его доставку при матрице – плане q  
определяются следующим образом: 




















П р и м е р  4 .  Предположим, что два различных предприятия одной 
отрасли производят одинаковые типы продукции 321 ,, ППП , на которую 
расходуется 3 вида сырья 321 ,, SSS . В силу различной технологии нормы 































B , соответственно.  































Y , соответственно. 
Определить матрицу полных материальных затрат в данной отрасли 
на производство продукции. 
Решение:   
Полные затраты первого предприятия по каждому виду сырья опре-














































Экономический смысл каждого элемента ic  (i = 1…3) – полные за-
траты сырья iS  на всю продукцию, выпускаемую первым предприятием.  
Аналогично определяются полные затраты второго предприятия по 
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Полные затраты сырья каждого вида по двум предприятиям получа-














































Экономический смысл каждого элемента iii dcp  (i = 1…3) – пол-
ные затраты сырья iS  на всю продукцию, выпускаемую двумя предпри-
ятиями.  
 
П р и м е р  5 .  В городе имеются ателье индивидуального пошива 
женского легкого платья первого, второго и третьего разрядов. Каждое 
ателье изготавливает 4 вида изделий: юбки, платья, блузки, брюки. Матри-















D , где sid  рублей – сумма выручки 
ателье s разряда за изготовление изделия i вида. 



















P , где ijp – количество изделий i вида, 
которое каждое ателье должно изготовить в j квартале. 
Требуется определить матрицу Т поквартальной выручки ателье ка-
ждого разряда. 
Решение:   
Матрица поквартальной выручки определяется как произведение 
















































Экономический смысл каждого элемента ijt  – поквартальная выруч-
ка i-го ателье в j квартале. 
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П р и м е р  6 .  Предприятие выпускает 3 типа игрушек в количестве, 
характеризуемом вектор – планом  4710X . Для изготовления ис-
пользуется 5 видов сырья. Матрица, характеризует расход j -го сырья на 
















A , а вектор 
























а) необходимое количество каждого вида сырья для обеспечения 
плана; 
б) стоимость сырья для единицы каждого вида продукции; 
в) общую стоимость всего сырья для всей продукции.  
Решение:   
а) необходимое количество каждого вида сырья для обеспечения 
плана можно рассчитать следующим образом: 
 







































































в) общая стоимость всего сырья для всей продукции: 
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Найти бюджеты этих стран, удовлетворяющие сбалансированной 
бездефицитной торговле. 
Решение:   
Необходимо найти собственный вектор x , отвечающий собственно-
му значению  = 1 заданной структурной матрицы  А, т. е. решить уравне-





































































































































































Поскольку ранг этой системы равен двум, то одна из неизвестных 
является свободной переменной, остальные выражаются через нее. Решая 




321 схсхсх   
Полученный результат означает, что сбалансированность торговли  














или .2:4:3  
 165   
Тестовые задания 5 
Собственные векторы и значения матриц.  
Применение аппарата линейной алгебры  
для экономических расчетов 
 
1. Уравнение для нахождения собственных значений матрицы А име-
ет вид … 
а) ;0 ЕА  б) ;0||  EA  в) ;0 EA  г) .0||  EA  
 










 равно … 
а)  –12;    б)  –6;   в)  –18;   г)  12;    д)  6. 
 















A  равно … 
а)  2;    б)  –6;   в)  18;   г)  12;    д)  6. 
 









A  имеет вид … 
а)  022  ;       б)  ;0122           
в)  ;0122          г)  .01  
 











A  имеет вид  
а)  0)( 22112211
2  aaaa ;        
б)  ;0)( 12111211
2  aaaa          
в)  0)( 22112211
2  aaaa ;         
г)  .0)( 22122212
2  aaaa  
 









A  равны … 
а)  1 21; 1     ;    б)  ;12,1          в)  1 ;      г) 1 . 
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A  равны … 





   
    
   





   
    
   































A  равны … 
 а)  1 20; 2     ;    б)  ;12,1          в)  1 ;      г) 1 20; 2    . 
 




















































































A  равны … 
а)  1 20; 2     ;       б)  1 2 32; 3; 2.                
в)  1 2 33; 3; 2;             г)  ;12,1   
 















A  отвечает соб-
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12. Предприятие производит изделия двух типов 1S  и 2S  и использу-
ет для этого сырье двух видов – 1C  и 2C . Нормы затраты сырья на единицу 
продукции каждого вида и объем расхода за 1 день заданы таблицей. 
 
Норма расхода сырья 
на единицу продукции 
Вид сырья 
1C  2C  
Изделие 1S  4 3 
Изделие 2S  2 5 
Расход сырья на 1 день 1000 1800 
 
Пусть ежедневный выпуск изделий 1S  и 2S  составляет 1x  и 2x  соот-
ветственно, тогда математическая модель для нахождения ежедневного 











































   
 
13. Предприятие производит изделия двух типов 1S  и 2S  и использу-
ет для этого сырье двух видов – 1C  и 2C . Нормы затраты сырья на единицу 
продукции каждого вида и объем расхода за 1 день заданы таблицей. 
 
Норма расхода сырья 
на единицу продукции 
Вид сырья 
1C  2C  
Изделие 1S  4 3 
Изделие 2S  2 5 
Расход сырья на 1 день 1000 1800 
 
Ежедневный выпуск изделия 1S  составляет: 
а)  100;  б)  200; в)  150; г)  300; д)  250.   
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14. Предприятие производит изделия двух типов 1S  и 2S  и использу-
ет для этого сырье двух видов – 1C  и 2C . Нормы затраты сырья на единицу 
продукции каждого вида и объем расхода за 1 день заданы таблицей. 
 
Норма расхода сырья 
на единицу продукции 
Вид сырья 
1C  2C  
Изделие 1S  4 3 
Изделие 2S  2 5 
Расход сырья на 1 день 1000 1800 
 
Стоимость сырья каждого типа задана матрицей  .1010C  Тогда 
стоимость сырья, затраченного на производство всех изделий 1S  составит: 










Глава 2. ЭЛЕМЕНТЫ ВЫСШЕЙ АЛГЕБРЫ 
 
Высшая алгебра – область математики, изучающая свойства аксио-
матически внедренных алгебраических структур. 
Во второй главе пособия рассмотрены наиболее важные типы алгеб-
раических систем, т. е. множеств, составленных из элементов какой-либо 
природы, для которых определены некоторые алгебраические операции. 
Причем с точки зрения алгебры совершенно безразлично, из каких элемен-
тов состоит множество, важно лишь, какими свойствами обладают имею-
щиеся на этом множестве операции.  
В пособии рассмотрены поля – алгебраические системы, в которых,  
определены операции сложения и умножения, обе коммутативные и ассо-
циативные, связанные законом дистрибутивности (т. е. справедливо обыч-
ное правило раскрытия скобок) и обладающие обратными операциями – 
вычитанием и делением. Определено поле комплексных чисел С и изучены 
его основные свойства. 
Также рассмотрено понятие кольца. В отличие от случая поля, здесь 
уже не требуется выполнимости деления и, кроме того, умножение может 
быть некоммутативным и даже неассоциативным. Определено и описано 
кольцо над многочленами. 
 
 
§ 21. Множества с алгебраическими операциями 
 
21.1. Понятие множества 
 
Введем основные обозначения и начала теории множеств, сформули-
рованной немецким математиком Г. Кантором. Понятие множества при-
надлежит к числу простейших математических понятий. 
О п р е д е л е н и е  2 1 . 1 .  Множество – набор, совокупность каких-
либо объектов, называемых его элементами. 
В каждом случае мы выделяем из всевозможной совокупности объ-
ектов некоторый класс этих объектов, обладающих определенным, им 
присущим, свойством. Этот класс объектов мы называем множеством, от-
влекаясь, в дальнейшем, от природы этих объектов. Так, можно говорить о 
множестве точек на прямой, множестве сторон многоугольника, множест-
ве решений уравнения. 
Множества мы будем обозначать прописными буквами А, В, С, а их 
элементы малыми а, b, с. 
Если некоторое множество А состоит из элементов а, b, с, то это за-
писывается так:  cbaA ,, . 
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Утверждение «элемент а принадлежит множеству А» символически 
записывается так: Aa ; запись Aa  означает, что элемент не принадле-
жит множеству. 
Очевидно, что утверждения Aa  и Aa  не могут выполняться од-
новременно. 
Множество, не содержащее ни одного элемента, называется пустым 
и обозначается . 
Множества, элементами которых являются числа, называются число-
выми. Например: 
1. N =  1, 2, 3, ..., n ... – множество натуральных чисел. 
2. Z =   ..., –n, ..., –2, –1, 0, 1, 2, 3, ..., n ... =  n    0    n  – мно-
жество целых чисел. 









, где p  Z, q  Z, q  0. 
4. Множество действительных чисел R. 
Множества можно задать перечислением всех его элементов или ука-
занием некоторого свойства, которому элементы, его составляющие, 
должны удовлетворять. 
В первом случае перечисления всех элементов множества запись 
 naaaA ,...,, 21  означает, что множество А состоит из элементов 
1 2, , ..., .na a a  
Во втором случае, если обозначить соответствующее свойство через 
P, запись того факта, что множество A состоит из тех и только тех элемен-
тов, которые обладают свойством P, выглядит следующим образом: 
 
 | обладает свойствомA x x Р , или кратко  )(| хРxA . 
 
Мы будем также использовать кванторы общности ∀ и существова-
ния ∃, заменяя ими выражения для любого и существует соответственно. 
Так, выражение X: P(X) означает, что для любого (каждого) Х вы-
полняется свойство Р(Х), а запись ∃a ∈ A : P(a) означает, что найдется хотя 
бы один элемент a ∈ A, обладающий свойством P. 
Множество B называется подмножеством множества A, если каждый 
элемент множества B принадлежит множеству A. Мы будем обозначать 
этот факт так: B ⊆ A.  
В случае, если найдется хотя бы один элемент множества A, который 
не принадлежит подмножеству B, множество B называется собственным 
подмножеством множества A, что можно подчеркнуть, используя следую-
щее обозначение: B ⊂ A.  
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Единственным множеством, не имеющим собственных подмножеств, 
является пустое множество , которое по определению не содержит ни 
одного элемента.  
Множество всех подмножеств данного множества A обозначается че-
рез P(A) или A2 . 
Если в данной задаче рассматриваются только множества, состав-
ленные из элементов некоторого множества U, то множество U называется 
универсальным множеством. Так, для задач арифметики универсальное 
множество – множество рациональных чисел, в задаче выбора старосты 
группы универсальное множество – множество студентов этой группы. 
Из двух и более множеств можно образовать новые множества.  
Если заданы множества nAAA ,...,, 21 , то множество 
 1 2 1 2... , и ....., иn пA A A x x A х А х А       называется пересечени-
ем, а множество  1 2 1 2... , или ....., илиn пA A A x x A х А х А       – 
объединением множеств 1 2, , ..., nA A A .  
Под разностью множеств А и В будем понимать множество ,\ BAC   
составленное из элементов множества  А, не принадлежащих множеству В. 
 
BA \ = х  х А и х  В. 
 
 Если при этом множество B является подмножеством множества A, 
то мы будем называть множество BA \  дополнением множества B в мно-
жестве A.  
Если множество A универсальное, то дополнение в  A его подмноже-
ства  B  мы будем также обозначать через B . 
Напомним, что порядок элементов при записи множества не играет 
роли. Так, множества {a, b} и {b, a} равны, поскольку состоят из одних 
и тех же элементов.  
Введем понятие упорядоченной пары, которое будем считать неоп-
ределяемым понятием. При этом нужны следующие факты: каждая упоря-
доченная пара состоит из первой и второй координат (компонент). Упоря-
доченная пара, первой координатой которой является элемент x, а второй – 
элемент y, обозначается (x, y), где x, y – элементы непустых множеств X и Y 
соответственно. Две упорядоченные пары равны (или совпадают) тогда 
и только тогда, когда совпадают их первые и вторые координаты, т. е. 
(x, y) = (a, b) тогда и только тогда, когда а = х и b = у. Например, различны 
упорядоченные пары (1, 2) и (2, 1). 
О п р е д е л е н и е  2 1 . 2 .  Декартовым произведением X  Y множе-
ства X = {x} и множества Y = {y} называется множество всевозможных 
упорядоченных пар (x, y ) таких, что YyXx  , .  
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Пример. 
X = { 1, 2, 4 }, Y = { 6, 7 },  
X  Y = { ( 1, 6 ),( 1, 7 ), ( 2, 6 ), ( 2, 7 ), ( 4, 6 ), ( 4, 7 ) }. 
Если  X = Y, то X × X называют декартовым квадратом множества  
X и обозначают X2. Еще раз отметим, что  XyXxyxX  ,),(2 . 
Пусть, X = {a1, a2}. Тогда X
2
 = {(a1, a1); (a1, a2); (a2, a1); (a2, a2)}. 
 
 
21.2. Отображение множеств 
 
Пусть X, Y – непустые множества. Если каждому элементу Xx  со-
ответствует по какому-то закону  f  вполне определенный единственный 
элемент Yy , то говорят, что задано отображение множества Х в мно-
жество Y . 
Отображение множества Х  в Y обозначают буквой  f. Если  f – ото-
бражение Х в Y, то это символически записывают так: 
f: X → Y или 
f
YX  . 
 
Каждому элементу Xx  при отображении  f:  X → Y  соответствует 
некоторый элемент из множества Y, который называется образом элемента 
х при отображении  f  и обозначается f (x).  
Если  у – образ элемента х при отображении  f: X → Y, то это записы-
вают так: 
y = f(x), или yxf : , или 
f
yx  . 
 
Элемент х называют прообразом элемента у при отображении 
f: X → Y. 
Множество YXf )( называется множеством значений отображе-
ния f.  Заметим, что в общем случае множество )(Xf может не совпадать 
с множеством Y , но обязательно является его подмножеством. 
Отображение  f: X → Y называется инъективным (или инъекцией), 
если различным элементам из множества Х соответствуют различные эле-
менты из множества Y при отображении  f: X → Y, т. е. если для любых x1 




Верно и обратное утверждение:     2121 xxxFxF  .  
Отображение  f: X → Y называется сюръективным (или сюръекцией), 
если каждый элемент множества Y является образом хотя бы одного эле-
мента из Х при отображении  f: X → Y (или: если каждый элемент множе-




Иными словами, отображение  f: X → Y называется сюръективным, 
если образ  f (X) множества Х при отображении  f: X → Y совпадает с Y, т. е.  
f(X) = Y. 
Отображение  f: X → Y  называется биективным (или биекцией), если 




Другое название биективного отображения  f: X → Y  – взаимно одно-
значное отображение множества Х на множество Y. 
 
 
21.3. Основные типы алгебраических структур 
 
Пусть M .  
О п р е д е л е н и е  2 1 . 3 .  Бинарной операцией на множестве M  на-
зывается произвольное отображение декартова квадрата MM  во множе-
ство M .  
Иными словами, бинарная операция на множестве M  каждой паре 
),( ba  элементов множества M  ставит в соответствие определенный эле-
мент Mc , который называется композицией элементов a и b. 
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Бинарную операцию обозначают символом )( . 
Запись ba   означает композицию элементов a и b, пара 
 ,M множество М с заданной на нем алгебраической операцией )( . 
 
Примеры: 
1. Простейшими примерами бинарных операций на множестве дей-
ствительных чисел R  являются арифметические операции сложения, вы-
читания и умножения действительных чисел, которые паре действитель-
ных чисел ),(   ставят в соответствие их сумму, разность и произведение. 
2. Введенное выше поэлементное сложение матриц является бинар-
ной на множестве )(RM nm , а умножение матриц – бинарной на множест-
ве )(RM nn . 
 
Введем следующее определение. 
О п р е д е л е н и е  2 1 . 4 .  Алгебраическая структура – непустое 
множество с определенными в нем бинарными алгебраическими опера-
циями. 
Хорошо известными и важными примерами алгебраических струк-
тур являются следующие числовые множества с операциями сложения 
и умножения: 
1) N =  1,2,3, ..., n ... – множество натуральных чисел; 
2) Z =   ..., –n, ...,–2, –1, 0, 1, 2, 3,..., n ... =  n    0    n  – мно-
жество целых чисел; 
3) }0{NZ   – множество неотрицательных целых чисел;  









, где p  Z, q  Z, q  0; 
5) множество действительных чисел R. 
Подчеркнем, что операции сложения и умножения определены дале-
ко не во всяком числовом множестве. Например, во множестве отрица-
тельных целых чисел не определена операция умножения, т. к. произведе-
нием двух отрицательных чисел является положительное число. Во мно-
жестве иррациональных чисел не определены ни сложение, ни умножение, 
т. к. сумма и произведение иррациональных чисел могут быть рациональ-
ными. 
О п р е д е л е н и е  2 1 . 5 .  Алгебраическая операция )(  называется 
ассоциативной, если для любых трех элементов множества М выполняет-
ся соотношение  
.)()( cbacba   
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О п р е д е л е н и е  2 1 . 6 .  Алгебраическая операция )(  называется 
коммутативной, если для любых двух элементов множества М выполня-




О п р е д е л е н и е  2 1 . 7 .  Элемент Me называется нейтральным 
относительно алгебраической операции, если .Maaaeea   
О п р е д е л е н и е  2 1 . 8 .  Элемент Mb называется симметричным 
элементу Ma , если .eabba   
Умножение обычно называют мультипликативной операцией, 
а сложение – аддитивной. 
В случае мультипликативной операции композицию элементов a, b 
называют произведением (запись: )ab , нейтральный элемент – единицей 
(запись: 1), элемент, симметричный а – обратным (запись: )1a . 
В случае аддитивной операции композицию элементов a, b называют 
суммой (запись: )ba  , нейтральный элемент – нулем (запись: 0), элемент, 
симметричный а – противоположным (запись: )a . 
Примеры: 
1. ),( R . Операция сложения коммутативна и ассоциативна. 
2. ),( R . Операция вычитания не коммутативна и не ассоциативна. 
Например, 1221  , )32(13)21(  . 
3. ),( R , где :  22 yxyx  . Такая операция   коммутативна, но 
не ассоциативна. Действительно: ,343)21(   170)32(1  . 




21.4. Изоморфизм алгебраических систем 
 
В математике очень важно иметь возможность выяснить, когда две, 
на первый взгляд, различные задачи по существу совпадают. В алгебре нас 
занимают только те свойства алгебраических систем и их основных мно-
жеств, которые могут быть выражены в терминах заданных операций. Ес-
ли две алгебраические системы имеют одни и те же алгебраические свой-
ства, то с точки зрения алгебраиста их можно рассматривать как идентич-
ные. Этот подход приводит нас к понятию изоморфизма – биективного 
отображения носителя одной алгебраической системы на носитель другой, 
сохраняющего заданные операции. 
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Пусть М – множество с операцией ),(  а N – множество с операцией 
).(   
О п р е д е л е н и е  2 1 . 8 .  Алгебраические структуры ),( M  и ),( N  
называются изоморфными, если существует такое биективное отображе-
ние   
f: M → N, 
 
что  )()()( bfafbaf   для любых ., Mba   
Само отображение f  называется при этом изоморфизмом структур 
),( M  и ),( N . 
Аналогичным образом определяется изоморфизм алгебраических 
структур с двумя или большим числом операций. 
 
Пример. 
Отображение aa 2  является изоморфизмом множества всех дейст-
вительных чисел с операцией сложения и множества положительных чисел 
с операцией умножения, поскольку  
 
.222 baba   
 
Ясно, что если две алгебраические структуры изоморфны, то любое 
утверждение, формулируемое только в терминах заданных операций, бу-
дет справедливо в одной из этих структур тогда и только тогда, когда оно 
справедливо в другой. 
Например, операция )(  в множестве М коммутативна, если 
abba    для любых ., Mba   Если структура ),( M  изоморфна структу-
ре ),( N , и операция )(  в множестве М коммутативна, то и операция 
)( в множестве N коммутативна. 
Таким образом, в принципе все равно, какую из изоморфных друг 
другу алгебраических структур изучать: все они являются различными мо-
делями одного и того же объекта. Однако выбор модели может оказаться 
не безразличен для фактического решения какой-либо задачи. Какая-то оп-
ределенная модель может предоставить для этого наибольшее удобство. 
Например, если какая-то модель имеет матричный характер, то она позво-





О п р е д е л е н и е  2 1 . 9 .  Непустое множество M  с заданном на нем 
алгебраической операцией )( называется группой и обозначается  ,M , 
если выполняются следующие условия: 
1) операция )(  ассоциативна; 
2) в множестве М существует нейтральный элемент e  относительно 
операции )( ; 
3) для каждого элемента Ma существует симметричный элемент. 
Алгебраическая операция )( , относительно которой множество М – 
группа, называется групповой операцией. 
Если в М групповая операция умножение, то группа М называется 
мультипликативной; если сложение, то М – аддитивная группа. 




1. ),( Z  – аддитивная абелева группа.  
2. )},0{\( R – мультипликативная абелева группа. 
3. )(RM nn – мультипликативная группа. 
4. )(RM mn – аддитивная абелева группа. 
Докажем, например, 3:  
а) умножение матриц является бинарной операцией на множестве 
)(RM nn . 
б) аксиома группы: 
1) является следствием свойства 3 умножения матриц (§ 9). 
2) единичная матрица, очевидно, обратима, так как EEE  , от-
куда следует аксиома группы Ee  .   
3) является следствием свойств обратимых матриц.   
Рассмотрим простейшие свойства групп. Пусть для определенности 
М – мультипликативная группа. 
1. В группе всегда лишь одна единица и для каждого элемента есть 
лишь один обратный элемент. 
2. Для любых Ma  и Mb уравнения ,bax  bya   имеют единст-
венные в М решения: 
,1bax   1 bay . 






y  . 




В алгебре изучают множества и с несколькими алгебраическими 
операциями. 
О п р е д е л е н и е  2 1 . 1 0 .  Непустое множество K , на котором зада-
ны две алгебраические операции – сложение и умножение, – называется 
кольцом и обозначается  ; ,K   , если выполняются следующие условия: 
1) K абелева аддитивная группа; 
2) умножение дистрибутивно относительно сложения, т. е. 
Kmlk  ,,  выполняются соотношения 
 
;)( kmklmlk    .)( mklkkml   
 
Если при этом по умножению существует единица, это кольцо назы-
вается кольцом с единицей. 
Если операция умножения коммутативна, кольцо называется комму-




1. Операции сложения и умножения чисел задают на множестве Z  
структуру коммутативного кольца с единицей. 
2. Операции сложения и умножения матриц задают на множестве 
)(RM nn , 1n , структуру некоммутативного кольца с единицей. Единицей 
кольца является единичная матрица n -го порядка. 
Рассмотрим простейшие свойства колец. 
1) Умножение дистрибутивно относительно вычитания, т. е. 
cbcacbacabacbaMcba  )(,)(;,, . 
2) 000,  aaMa . 
Утверждение, обратное свойству 2), неверно. А именно, существуют 
кольца, в которых произведение двух ненулевых элементов равно нулю, 
т. е. ,0,0  ba  но 0ba . Такие кольца называются кольцами с делите-
лями нуля.  
Так, например, в кольце )(RM nn  квадратных матриц порядка n  (см. 
пример 2) матрицы:   0,0, 11  ijij aaaaА  для остальных  i   и  j ;  
и   0,0,  ijnnij babbB  для остальных i  и ,j  – являются делителя-
ми нуля, т. к. ,OBA   где O – нуль-матрица. 
3) Если a− отличный от нуля элемент из М, не являющийся делите-
лем нуля, и если caba  , то cb   (закон сокращения в кольце).  
4) ).()(, bababaMba   
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21.7. Поля 
          
О п р е д е л е н и е  2 1 . 1 1 .  Непустое множество P , на котором зада-
ны две алгебраическими операции – сложение и умножение, – называется    
полем и обозначается  ; ,P   , если выполняются следующие условия: 
1)  ;P  абелева аддитивная группа; 
2)  ;P  абелева группа, где };0{\PP   
3) умножение дистрибутивно относительно сложения, т. е. 
Pmlk  ,,  выполняются соотношения 
 
;)( kmklmlk    .)( mklkkml   
 
Таким образом, поле – это коммутативное и ассоциативное кольцо, 
в котором все ненулевые элементы составляют мультипликативную группу. 
Важнейшими примерами полей являются поле рациональных чисел 
Q  и поле действительных чисел R . 
Рассмотрим простейшие свойства полей. 
1. В поле Р нет делителей нуля. 
2. Если a− отличный от нуля элемент из Р, не являющийся делите-
лем нуля, и если caba  , то cb   (закон сокращения в поле).  
3. 0,,  aPba , уравнение bxa   в поле P имеет единственное 
решение bax  1 .   
Решение уравнения bxa   обозначается 
a
b
 и называется частным 
от деления b  на a . Таким образом, в поле определено деление на ненуле-
вой элемент, и в произвольном поле можно проводить все операции, как 
в обычной арифметике: сложение, вычитание, умножение, деление на не-
нулевой элемент, раскрытие скобок, приведение подобных и т. п. 
 
 
21.8. Подгруппы, подкольца и подполя 
 
Пусть М – множество с операцией   , а N – какое-либо его подмноже-
ство. Говорят, что N замкнуто относительно операции   , если Nba  ,  
выполняется условие .Nba   
В этом случае операция    определена на множестве N и превраща-
ет его в некоторую алгебраическую структуру. 
Если операция    обладает в М некоторым свойством, (например, 
коммутативна или ассоциативна), то она, очевидно, обладает этим свойст-
вом и в N. Однако другие свойства операции    могут не наследоваться 
подмножеством N. 
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Так, подмножество аддитивной абелевой группы, замкнутое относи-
тельно сложения, не обязано быть абелевой группой, т. к. оно может не со-
держать нуля или элемента, противоположного какому-то его элементу. 
Например, подмножество Z замкнуто относительно сложения в абелевой 
группе Z , но не является абелевой группой, т. к. не содержит противопо-
ложных элементов всем своим членам, кроме нуля. 
Подмножество В аддитивной абелевой группы А называется под-
группой, если: 
1) В замкнуто относительно сложения; 
2) если ,Ba то ;Ba  
3) .0 B  
Очевидно, что всякая подгруппа аддитивной абелевой группы сама 
является абелевой группой относительно той же операции. 
Например, в аддитивной группе R  имеется следующая цепочка: 
 
.RQZ   
 
Подмножество В мультипликативной абелевой группы А называется 
подгруппой, если: 
1) В замкнуто относительно умножения; 
2) если ,Ba то ;1 Ba   
3) .Be  
Аналогичные соображения могут быть применены к алгебраическим 
структурам с несколькими операциями. Так мы приходим к понятиям под-
кольца и подполя. 
Подмножество L кольца K называется подкольцом, если: 
1) L является подгруппой аддитивной группы кольца K; 
2) L относительно умножения. 
Очевидно, что всякое подкольцо само является кольцом относитель-
но тех же операций. При этом оно наследует такие свойства, как коммута-
тивность и ассоциативность. 
Например, цепочка подгрупп RQZ   является также и цепочкой 
подколец. 
Подмножество L  поля Р называется подполем, если: 
1) L  является подкольцом кольца K; 
2) если 0,  aLa , то  ;1 La   
3) .1 L  
Очевидно, что всякое подполе является полем относительно тех же 
операций.  
Например, поле Q является подполем поля R. 
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§ 22. Поле комплексных чисел 
 
О п р е д е л е н и е  2 2 . 1 .  Полем комплексных чисел называется 
всякое поле С, обладающее следующими свойствами: 
1) поле C содержит в качестве подполя поле R , изоморфное полю R 
действительных чисел; 
2) поле C содержит элемент i такой, что ,12 i  где −1 – это элемент, 
противоположный к единице поля C, а значит, и его подполя R ; 
3) каждый элемент z поля C однозначно представляется в виде 
,iba   где  a, b ∈ R .  
 
Теорема 22.1. Поле C комплексных чисел существует и единственно 
с точностью до изоморфизма.  
Д о к а з а т е л ь с т в о :   










































( )a b c d ac bd ad bc
b a d c ad bc ac bd
         
     
      
 
 
множество С замкнуто относительно операций сложения и умножения. 
Докажем, что С является полем относительно этих операций. По-
скольку нулевая и единичная матрицы из )(22 RM  лежат в С, а само 
)(22 RM  является кольцом с единицей, нам остается проверить лишь ком-
мутативность умножения матриц из С, а также существование противопо-










Найдем найденное выше произведение матриц в обратном порядке: 
 
( )c d a b ac bd ad bc
d c b a ad bc ac bd
         
     
      
. 














 имеет место аксиома сущест-
вования противоположного элемента. 
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, кроме случая ,0 ba  в котором элемент z  
















Следовательно, С – поле. 
Покажем теперь, что С удовлетворяет условиям, налагаемым по оп-






















Очевидно, что R  подмножество множества С. С другой стороны, 
множество )(22 RMR 
  , т. е. является полем, изоморфным полю R  дей-
ствительных чисел. В качестве изоморфизма здесь выступает отображение 
,  действующее по правилу .)( RaaE   





































Этот элемент является противоположным к единичной матрице и перехо-
дит в –1 при отображении   из R  в .R  











































































Предположим, что элемент Cz  имеет два различных представле-
ния .idcibaz   Тогда ).( bdica   Возводя в квадрат, получаем 
.)()( 22 bdca   Поскольку dcba ,,,  можно считать действительными 
числами, имеем .0 bdca  Отсюда ,, dbca   значит, представле-
ние ibaz   единственно. Следовательно, С – поле комплексных чисел. 
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Задание комплексного числа в виде iyxz   называется алгебраиче-
ской формой комплексного числа. 
Число x  называется действительной частью, а y  – мнимой частью 
числа z , их обозначают так: 
);Re(zx   ).Im(zy   
 
Если 0y , то число xixz  0  называется действительным чис-
лом; если 0x , то число iyiyz  0  называется чисто мнимым числом. 
Число 000  iz  называется нулем. 
Два комплексных числа 222111 , iyxziyxz  , заданные в алгеб-
раической форме, равны тогда и только тогда, когда равны соответственно их 


















§ 23. Действия над комплексными числами 
 
23.1. Действия над комплексными числами 
в алгебраической форме 
 
Сложение и умножение комплексных чисел производится по обыч-
ным правилам сложения и умножения. При умножении следует иметь 
в виду, что  1;;1 224232  iiiiiiii  и т. д.  
Итак, если ,, 222111 iyxziyxz   то 
 










Отметим свойства этих операций: 
 
1) ;1221 zzzz   
2)  ;)( 321321 zzzzzz   
3) ;1221 zzzz   
4)    ;321321 zzzzzz   
5)   .3231321 zzzzzzz   
 
Вычитание определяется как действие, обратное сложению, откуда 
следует, что    .212121 yyixxzz   
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П р и м е р  1 .  Вычислить:     .3211 2 iii   
Решение: 
    
2 2 21 1 2 3 1 2 3 6 2
1 2 1 3 7 2 1 9 .
i i i i i i i i
i i i
           
       
 
Итак, при сложении и вычитании комплексных чисел складываются 
или вычитаются соответственно их действительные и мнимые части. 
Числа iyxz   и iyxz   называются взаимно сопряженными. 
Для сопряженных комплексных чисел: 
1) Re Re , Im Im ;z z z z    
2) z z  ;Re2 z  
3)      ;22222 zyxiyxiyxiyxzz   
4) zz  ; 
5) zarg  = arg .z  
Деление комплексных чисел определяется как действие, обратное 
умножению. 
Пользуясь свойствами сопряженных чисел, удобнее всего деление 
производить следующим образом: 
1) умножить делимое и делитель на число, сопряженное делителю, 
после чего делитель станет действительным положительным числом 
(свойство 3 сопряженных чисел); 




   1 1 2 2 1 2 1 2 2 1 1 21 1 1
2 2
2 2 2 2 2 2 2 2 2
      
x iy x iy x x y y i x y x yz x iy
z x iy x iy x iy x y
    
   
     
2 21 2 1 2 2 1 1 2
2 2 22 2 2 2
2 2 2 2
  ( 0,  0).
x x y y x y x y
i x y z
x y x y
 



















































23.2. Тригонометрическая форма комплексного числа 
 
Введем на комплексной плоскости Z  полярную систему координат 
так, что полюс совпадает с началом координат, а полярная ось – с положи-
тельной полуосью OX . Тогда точка ),( yxM  – образ комплексного числа 
iyxz   имеет полярные координаты r  = MO

 и   – угол между поло-






Тогда cos , sin ,x r y r     и, следовательно, комплексное число z  
можно представить в форме (cos sin ).z r i    
Выражение, стоящее справа в этой формуле, называется тригономет-
рической формой комплексного числа ;z  r  модулем комплексного числа 
z , а   аргументом, которые соответственно обозначаются r  = z , 
arg z  .  
Из определения модуля и аргумента следует, что  
 





При этом àrg z  определяется не однозначно, а с точностью до сла-
гаемого, кратного 2 :  arg arg 2 0, 1, 2,... ,z z k k       где zarg  есть 
главное значение arg z  определяемое условиями arg .z    
 
П р и м е р .  Представить в тригонометрической форме числа 
1) ;3z  2) ;1 iz   3) z  – ;3 i  4) .2iz    
Решение: 
1) 2 23 ( 3) 0 3; arg (3) = ; 3 = 3(cos + sin );z i           
2 2 12)  1 1 ( 1) 2; tg = 1; 
1







         
  




3)  3 3 1 2; tg = ,    < 0,  > 0; 
3
1 5 5 5
= + arctg( ) = ; 3 2(cos sin );
6 6 6 63
i x y
i i
      
   
         
  




             
 
 
23.3. Действия над комплексными числами  
в тригонометрическом виде 
 
Пусть    1 1 1 1 2 2 2 2cos sin , cos sin .z r i z r i          
Тогда    1 2 1 2 1 2 1 2cos sin .z z r r i         




    1 1 11 1 1 2 1 2






z r i r
  












 , 1 1 2
2

















2 cos sin , 2 cos sin .
4 4 6 6
z i z i
              
               











































































































































Из правила умножения следует правило возведения в целую положи-
тельную степень n . 
   cos sin cos sin ,
nn nz r i r n i n         т. е. .
nn zz   
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   
         
                 
     
 
24 24
5 5 13 13
2 cos sin 2 cos sin
6 4 6 4 12 12
i i
             
                
         
 
 12 122 cos26 sin26 2 4096.i      
 
Корнем п-й степени из числа z  ( n  – натуральное число) называется 
число w , удовлетворяющее уравнению .zwn   


















zz nn  
Хотя k  – любое целое число, из последней формулы следует, что имеется 
лишь n  различных значений величины n z , которые можно получить, по-
лагая  0,1, 2, ... 1 .k n    
 
П р и м е р  3 .  Вычислить все значения 4 16 . 
Решение: 
Преобразуем комплексное число –16 в тригонометрическую форму: 
 
2 216 16 0 16; ;          16 16 cos sin .i     
 4 4
2 2




    
       
 
 



































Интересно отметить, что все результаты изображаются точками, рас-





§ 24. Кольцо многочленов 
 
О п р е д е л е н и е  2 4 . 1 .  Под многочленом (от одной переменной) 
с действительными коэффициентами обычно понимается функция 
RRf : , действующая по правилу 
 
n
nxaxaaxf  ...)( 10 ,  
 
где 0 1, , ..., na a a  – заданные числа (коэффициенты многочлена), и 0na .  
Однако если рассматривать многочлены над произвольным полем 
(или даже кольцом), то в случае конечного поля (кольца) определение мно-
гочлена как отображения не слишком удачно.  
Действительно, многочлены x  и 2x  над полем 2ZF   порядка 2 
совпадают как отображения, т. к. 002   и 112  . Поскольку удобнее счи-
тать их различными, мы дадим более абстрактное определение многочле-
на, а потом покажем, что в случае бесконечного поля данное нами опреде-
ление не отличается от определения многочлена как функции. 
Для краткости обозначим через 0N  множество }0{N  целых неот-
рицательных чисел. 
Пусть 0Nk . 
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k xaxaxaxaxf  
 
где коэффициенты ka  лежат в кольце F  и лишь конечное их число отлич-
но от нуля. 
Ненулевой коэффициент многочлена f  с наибольшим индексом на-
зывается старшим коэффициентом многочлена, а сам этот индекс называ-
ется степенью многочлена f  и обозначается через fdeg .  
Коэффициент многочлена с индексом нуль называется свободным 
коэффициентом.  
Множество всех многочленов от переменной  x над кольцом F  обо-
значается через ].[xF  
 
Замечание. Если договориться, что одночлены, т. е. выражения вида kk xa  с ну-
левыми коэффициентами при записи многочлена могут быть опущены, то многочлен 
степени  n  можно записать в виде 0 10 1 ...
n
na x a x a x   .  
 
Кроме того, многочлены нулевой степени естественным образом 
отождествляются с элементами кольца F 00 0( )a x a . Используя это ото-
ждествление, мы приходим к привычной форме записи многочлена 
0 1( ) ...
n
nf x a a x a x    .  







  не является мно-
гочленом степени 0. Его степень считается неопределенной. Иногда для 

















k xbxg равны, если для любо-
го 0Nk  имеет место равенство .kk ba    
 
Замечание. В силу данного определения многочлены x  и 2x  над полем 2F Z  
должны рассматриваться как различные. 
 






































k xdxp ][xF  
 
называются соответственно суммой и произведением многочленов  f  и  g, 





Обозначения: .; fgpgfh   
Легко видеть, что  
 
 ,deg,degmax)deg( gfgf   
.degdeg)deg( gffg   
 
Поэтому в кольце ][xF  нет делителей нуля. Обратимыми элемента-
ми являются только многочлены нулевой степени, т. е. ненулевые элемен-
ты поля R . 
Таким образом, операция деления в привычном смысле в кольце 
многочленов невозможно. Однако, как и в кольце целых чисел, в кольце 
многочленов можно естественным образом определить деление с остатком.  
 
Теорема. Пусть  F – поле,  f,  g – многочлены из ][xF и 0g . Тогда 
существуют многочлены ][, xFrq   такие, что rqgf   и либо 0r , ли-
бо .degdeg gr   
Многочлены  q  и  r, удовлетворяющие этим условиям, определены 
однозначно. 
Многочлены  q  и  r, определенные в теореме, называются соответст-
венно (неполным) частным и остатком при делении f на g.  
Многочлен 0g  делит многочлен  f, если найдется многочлен q та-
кой, что .qgf   В этом случае  g  называется делителем многочлена f, а f – 
кратным многочлена g.  
Особое значение имеет деление с остатком на линейный двучлен 
.cx   В этом случае остаток имеет степень, меньшую единицы, т. е. явля-
ется элементом поля F. Таким образом, результат деления с остатком мно-
гочлена f  на многочлен cx   имеет вид 
 
.,)()()( Frrxqcxxf   
 
Отсюда следует, что ,)( rcf  т. е. остаток равен значению много-
члена f  в точке с. Это утверждение носит название теоремы Безу. 
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П р и м е р  1 . Разделить многочлен  





5  5x 4  12x 3  24x 2  32x  16 x – 1 
x 
5  x 4 x 4  4x 3  8x 2  16x  16 
–4x 4  12x 3  
–4x 4  4x 3  
 8x 
3  24x 2  
 8x 
3  8x 2  
 – 16x 2  32x  
 – 16x 2  16x  
 16x  16  
 16x  16  
 0  
 
Таким образом,  
x 
5  5x 4  12x 3  24x 2  32x  16  x  1x 4  4x 3  8x 2  16x  16, 
т. е. частное ,161684)( 234  xxxxq  остаток .0)( xr  
Многочлены делятся без остатка. 
 
П р и м е р  2 . Разделить многочлен )(xf x 4  2x 3  + 3x 2 – 4x + 2 на 






























Таким образом,   ),1(64)()( 2  xxxxgxf  т. е. частное 
 ,4)( 2  xxxq  остаток ).1(6)(  xxr  
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§ 25. Общие свойства корней многочленов 
 
О п р е д е л е н и е  2 5 . 1 .  Элемент поля F  называется корнем много-
члена ][xFf   (или соответствующего алгебраического уравнения 
0)( xf ), если 0)( cf . 
Из теоремы Безу сразу следует: 
 
Теорема 1. Элемент c  поля F является корнем многочлена ][xFf   
тогда и только тогда, когда f  делится на cx  . 
Этим можно воспользоваться для доказательства следующей теоре-
мы. 
\ 
Теорема 2. Число корней ненулевого многочлена не превосходит его 
степени. 
Некоторые корни многочлена могут встречаться несколько раз. 
Корень многочлена c  многочлена f  называется простым, если f  не 
делится на   ,2cx   и кратным – в противном случае. Кратностью корня 
c  называют наибольшее из таких ,k  что f  делится на   .kcx   
Таким образом, простой корень это корень кратности 1. 
Кроме этого, c корень кратности k многочлена f  тогда и только 
тогда, когда 
  .0)(,  cggcxf k  
 
Теперь можно уточнить теорему 2. 
 
Теорема 3. Число корней ненулевого многочлена с учетом их крат-
ности не превосходит степени многочлена, причем равенство имеет место 
тогда и только тогда, когда этот многочлен разлагается на линейные мно-
жители. 
 
П р и м е р . Разложить на множители многочлен  
 
3P x 
5  5x 4  12x 3  24x 2  32x  16. 
 
Решение: 
Нетрудно заметить, что при x  1 данный многочлен обращается 
в ноль. Следовательно, он делится на разность x  1.  
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Выполним это деление: 
 
x 
5  5x 4  12x 3  24x 2  32x  16 x – 1 
x 
5  x 4 x 4  4x 3  8x 2  16x  16 
–4x 4  12x 3  
–4x 4  4x 3  
 8x 
3  24x 2  
 8x 
3  8x 2  
 – 16x 2  32x  
 – 16x 2  16x  
 16x  16  
 16x  16  
 0  
 
Таким образом,  
 
x 
5  5x 4  12x 3  24x 2  32x  16  x  1x 4  4x 3  8x 2  16x  16. 
 
Далее, обратим внимание, что полином x 4  4x 3  8x 2  16x  16 об-
ращается в ноль при x  2, следовательно, он делится на разность x  2: 
 
x 
4  4x 3  8x 2  16x + 16 x – 2 
x 




+ 4x – 8 
 – 2x 3  x 2  







 – 8x + 16  
 – 8x + 16  
 0  
 
В свою очередь, получившийся полином x 3  2x 2  4x  8 также де-
лится на x  2, т. е. x  2 является корнем кратности 2 для исходного поли-
нома. Действительно,  
 
x 
3  2x 2  4x  8 x – 2 
x 




  8  
 4x
  8  




5  5x 4  12x 3  24x 2  32x  16  x  1x  22 x 2  4. 
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§ 26. Разложимость над комплексным полем  
 
Результат предыдущего параграфа ничего не говорят о существова-
нии у многочлена хотя бы одного корня. Более того, как показывают не-
сложные примеры, существуют многочлены, не имеющие корней в поле, 
над которым они заданы.  
Так, многочлен ][2)( 2 xQxxf  не имеет рациональных корней, 
а многочлен 1)( 2  xxg  не имеет корней даже в R. Тем не менее, )(xf  
имеет корни в R, а )(xg  – в C.  
В поле комплексных чисел справедлива следующая теорема. 
Теорема (основная теорема алгебры): Всякий многочлен положи-
тельной степени над полем комплексных чисел имеет корень. 
Из этой теоремы вытекает следующая. 
Теорема 1. Всякий многочлен )(zPn  над полем комплексных чисел 
может быть представлен в виде  
 
)(...))(()( 210 nn zzzzzzazP  , 
 
где nzzz ...,, 21  – корни многочлена, 0a  – коэффициент многочлена при 
nz . 







21  ,  
 
где 1 2, ... .i j Nz z k k k n       
Следовательно, в комплексной области всякий полином можно раз-
ложить на линейные множители разной кратности. 
И еще одна важная теорема. 
Теорема 2. Если многочлен )(zPn  имеет комплексный корень 
ibaz 0  кратности k, то он имеет также комплексный корень ibaz 0 , 
ему сопряженный той же кратности. 
 
П р и м е р . Разложить на множители многочлен .144  xP  
Решение: 
Очевидно, что   111 2244  xxxP , и в поле вещественных чи-
сел многочлен имеет лишь два корня .112 x  
В поле комплексных чисел  
 
   ))()(1)(1(111 2244 ixixxxxxxP  , 
 
следовательно, имеются четыре корня: ,12,1 x  .4,3 ix   
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§ 27. Разложимость над полем действительных чисел 
 
В этом параграфе мы рассмотрим вопрос о разложимости многочле-
нов с действительными коэффициентами.  
Из теоремы 2 предыдущего параграфа следует, что в разложении 
многочлена с действительными коэффициентами на линейные множите-
ли можно выделить сомножители двух типов: 
1) действительные корни rxxx ...., 21  (r < n), которые дают в разложе-
нии слагаемые типа mixx )(  ; 
2) комплексные корни nrr xxx ...., 21  , которые в разложении дают 
слагаемые типа mqpxx )( 2  .  
Действительно,  
 
2 2 2 2
00( )( ) ( )( ) 2x x x x x a ib x a ib x ax a b x px q               
 
квадратный трехчлен с отрицательным дискриминантом.  
Таким образом, формула для разложения полином с действительны-












121  ,   (*) 
 
т. е. всякий многочлен на множестве действительных чисел можно раз-
ложить на множители степени не выше второй. 
Это утверждение позволяет сформулировать теорему о разложении 
правильных вещественных дробей на простейшие. 






















 )04( 2  qp .  
 
Теорема. Всякую правильную вещественную дробь можно предста-






 – правильная рациональная дробь.  
Тогда в зависимости от вида корней знаменателя )(xQ в разложении 
будут присутствовать следующие слагаемые, представляющие собой про-




Вид корня  
знаменателя 
Множители  
в формуле (*) 
Слагаемые в разложении 
Простой 
действительный 
0( )x x  





кратности k  0
( )kx x  
11 2
2 1
0 0 0 0
....




x x x x x x x x


   





2( )x px q   









кратности k  
2( )kx px q   
1 1 2 2
2 2 2 2
....
( ) ( )
k k
k
A x BA x B A x B
x px q x px q x px q
 
  
     
 
 
















































































П р и м е р  4. Комплексно-сопряженные корни разной кратности: 
 
3 31 1 2 2
2 3 2 2 2 2 2 2 3
( )
( 1) ( 2 3) 1 ( 1) ( 1)
nP x A x BA x B A x B
x x x x x x
 
   
     
 
1 1 2 2
2 2 2
.
2 3 ( 2 3)
C x D C x D
x x x x
 
 
   
 
 














































Для определения неизвестных коэффициентов в приведенных разло-
жениях поступают следующим образом.  
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, содержащего неизвестные 
коэффициенты, умножают на ).(xQ  Получается равенство двух полиномов. 
Из него получают уравнения на искомые коэффициенты, учитывая, что: 
а) равенство справедливо при любых значениях х (метод частных 
значений). В этом случае получается сколько угодно уравнений, любые m 
из которых позволяют найти неизвестные коэффициенты; 
б) совпадают коэффициенты при одинаковых степенях х (метод неоп-
ределенных коэффициентов). В этом случае получается система m-уравнений 
с m-неизвестными, из которых находят неизвестные коэффициенты; 
в) комбинированный метод. 
 
П р и м е р  6. Разложить дробь 
)12)(1(  xx
x






















Найдем коэффициенты А и В: 












































































 в виде суммы про-
стейших дробей. 
Решение: 

























1. Какие системы называются алгебраическими структурами? 
2. Что такое бинарные алгебраические операции?  
3. Дайте определение мультипликативных и аддитивных операций. 
4. Коммутативность бинарных алгебраических операций. 
5. Ассоциативность бинарных алгебраических операций. 
6. Дистрибутивность. Сократимость. 
7. Нейтральный элемент и его существование. 
8. Какой элемент называют единичным элементом? 
9. Симметричные элементы, их существование. 
10. Дайте определение группы и укажите основные свойства групп. 
11. Дайте определение кольца, приведите примеры.  
12. Основные свойства колец. Числовые кольца. 
13. Поле. Определение, примеры. Основные свойства полей. 
14. Поле рациональных, действительных, комплексных чисел. 
 
 
Тестовые задания 6 
Элементы высшей алгебры 
 
1. Множество … чисел замкнуто относительно операции вычитания. 
а) целых; б) натуральных;    в) нечетных;  г) простых. 
 





ba   б) ;baba   в) ;abba   г) .baba   
 
3. Свойствами коммутативности обладает операция: 
а) пересечения множеств;   
б) возведение в степень на множестве N;   
в) умножение матриц второго порядка;   
г) композиция элементарных функций. 
 
4. Операция деления определена для всех ненулевых элементов 
множества: 
а) всех многочленов степени меньше, чем n;   
б) рациональных чисел; 
в) вырожденных матриц второго порядка;    
г) натуральных чисел. 
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5. Множество вырожденных матриц второго порядка образуют абе-
леву группу относительно операции: 
а) транспонирования матрицы;  б) умножения;   
в) сложения;      г) деления. 
 
6. Наименьшим числовым полем является поле:  
а) действительных чисел;  б) рациональных чисел; 
в) комплексных чисел;    
г) чисел вида 2ba  , где a  и b  – рациональные числа. 
 
7. Множество  1;1M  образует:  
а) группу по умножению;  б) группу по сложению; 
в) числовое поле;    г) числовое кольцо. 
 
8. Дано множество вырожденных матриц второго порядка. Тогда ал-
гебраическими действиями всегда выполнимыми на данном множестве яв-
ляются: 
а) сложение и деление;    б) умножение и деление;
 в) сложение и умножение;    г) вычитание и деление. 
 
9. Множество M  является числовым кольцом, если M : 
а) множество натуральных чисел; 
б) множество нечетных чисел; 
в) множество четных чисел; 
г) множество целых степеней числа 2. 
 
10. Поле … алгебраически замкнуто. 
а) рациональных чисел;  б) действительных чисел; 
в) комплексных чисел;   г) чисел вида 3, , .a b a R b R    
 
11. Кольцо K  с операциями сложения и умножения называется ком-
мутативным, если  
а) операция сложения коммутативна; 
б) операция умножения коммутативна; 
в) операции сложения и умножения ассоциативны; 
г) в кольце можно определить операцию вычитания. 
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12. Дано множество всех чисел вида .,,7 RbRaba   Тогда об-
ратным элементом относительно обычной операции умножения для эле-











 ;  г)  721 . 
 
13. Найдите модуль числа .31 i  
а)  2;  б)  –2;  в)  3;   г)  1. 
 
14. Произведение 21zz , если iziz 42,34 21  , равно … 
а) ;226 i   б) ;196 i  в) ;176 i  г) .185 i  
 
15. Разность 21 23 zz  , если iziz 42,35 21  , равна … 
 
а) ;212 i    б) ;11 i   в) ;211 i   г) .12 i  
 
16. Сумма 21 25 zz  , если iziz 24,34 21  , равна … 
а) ;1212 i    б) ;1113 i    в) ;1920 i    г) .1213 i  
 
17. Частное от деления комплексного числа iz 2  на сопряженное z  
равно … 
а) ;2i   б) 2;  в) ;2i   г) -1. 
 
18. Сумма 21 zz  , если iz 311  , iz  52 , равна … 
а) 4+5i;  б) –3+5i;  в) 6+4i;  г) –3+4i. 
 
19. Дано комплексное число iz 1 . Вычислите zzzz  . 
а) ;2 i   б) ;2i   в) 6;  г) 4. 
 
20. Комплексное число 2z  записывается в тригонометрической 
форме в виде:  
а) );0sin0(cos2 i   б) );sin(cos2  i  
в) );0sin(cos2 i   г) ).sin(cos2  i  
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21. Комплексное число 31 i  в тригонометрической форме запи-


































































22. Значение комплексного числа 60)31( i , вычисленное по фор-
муле Муавра, равно … 
а) ;260   б) ;261   в) ;260   г) .261  
 
23. Сумма корней уравнения 0222  xx  в поле комплексных чи-
сел равна … 
а)  2;  б)  –2;  в)  3;   г)  1. 










 iz  на сопряженное ему, 
равно … 
 а)  –1; б)  –2;  в)  2;   г)  1. 
 
25. Действительными корнями многочлена 
)3)(4)(2()( 22  xxxxf  являются:  
а) i2;3;3;2  ;   б) ;3;3;2   
в) –2; 2; 3;     г) –2; –3. 
 
26. Дано разложение многочлена на множители  
)4()4)(2()( 232  xxxxf . Тогда корень ix 2 имеет кратность:  
а)  2;  б)  6;  в)  5;   г)  3. 
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Варианты индивидуальных заданий 
 
З а д а н и е  1 . Вычислить определитель матрицы 3×3 «звездочкой». 
 














































































































































































































































































З а д а н и е  2 .  Вычислить определитель матрицы 3×3 дописыванием столбцов 
или строк. 
 























































































































































































































































































































































































































З а д а н и е  3 .  Вычислить определитель матрицы 3×3 разложением по любой 
строке. 
 
























































































































































































































































































































































































































































































З а д а н и е  4 .  Вычислить определитель матрицы 3×3 разложением по любому 
столбцу. 
 



































































































































































































































































































































































































































































































З а д а н и е  5 .  Вычислить определитель матрицы 4×4 разложением по строке 
или столбцу. 
 






























































































































































































































































































































































































































































































































































































































































































































З а д а н и е  6 .  Вычислить определитель матрицы 4×4 методом Гаусса. 
 
































































































































































































































































































































































































































































































































































































































































































































З а д а н и е  7 .  Вычислить определитель матрицы 4×4. 
 





























































































































































































































З а д а н и е  8 .  Вычислить определитель матрицы 5×5. 
 






























































































































































































































































































































































































4 3 3 2 3
1 1 4 1 4
3 3 3 5 2
8 1 3 3 2
5 4 2 4 2
     
 
   
 
 
   
   
 16 
4 3 3 2 3
1 1 4 1 4
8 1 3 3 2
7 5 3 3 2
5 4 2 4 2
     
 
   
   
 
  
   
 
17 
9 2 2 5 4
2 5 6 7 1
4 1 5 2 4
7 2 2 4 3




   
 
   
   
 18 
9 2 3 1 4
2 5 6 8 1
4 1 5 6 4
7 2 2 5 3
5 4 1 6 3
 
 
   
  
 
    
   
 
19 
9 2 3 6 1
2 5 6 7 8
4 1 5 2 6
7 2 2 4 5
5 4 1 3 6
 
 
   
  
 
   
  
 20 
9 2 1 5 4
2 5 8 7 1
4 1 6 2 4
7 2 5 4 3




   
 




3 4 2 2 2
2 1 5 3 4
3 4 3 3 2
3 1 3 5 4
4 1 3 7 5
  
 
   
  
 
   
   
 22 
3 4 2 2 2
2 1 5 3 3
3 4 3 3 3
3 1 3 5 1
4 1 3 7 8
  
 
   
   
 
  
   
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3 4 2 2 2
2 1 5 3 4
3 4 3 3 2
3 1 3 1 4
4 1 3 8 5
   
 
   
   
 
  
   
 24 
3 4 2 2 2
2 1 3 3 4
3 4 3 3 2
3 1 1 5 4
4 1 8 7 5
   
 
    
   
 
   
   
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4 1 4 3 3
5 7 2 4 3
2 6 5 2 1
2 5 1 2 4




   
 
   
  
 26 
4 1 4 3 3
1 8 6 5 6
3 6 5 2 1
2 5 1 2 4




   
 




1 8 6 5 6
5 7 2 4 3
3 6 5 2 1
2 5 1 2 4









4 1 4 3 3
5 7 2 4 3
1 8 6 5 6
2 5 1 2 4










2 4 2 4 5
2 3 3 5 7
2 5 3 3 3
4 1 4 1 1






   
      
 30 
2 3 3 1 8
2 3 3 5 7
2 5 3 3 3
4 1 4 1 1






   
      
 
 218 
З а д а н и е  9 .  Решить систему линейных уравнений 3×3 методом Крамера. 
 
































































   





































































































































   

































   

































































   

   































    

  



































    

































   


































































   

   

































   

























7 2 3 28,








































   

  





































































































   
































    


























3 6 5 2,



































































3 3 2 3,
4 5 2 0,































3 2 4 7,
2 4 5 16,












































































   

































   

































   
































   

  





З а д а н и е  1 0 .  Решить систему линейных уравнений 3×3 методом Гаусса. 
 
















































































































































































































































































































































































































































































































































































































З а д а н и е  1 1 .  Решить систему линейных уравнений 4×4 методом Гаусса. 
 













































































































































































































































































































































































































































































































































































































































































































































































































































































x y z n
mx y z
x y z p
  

   
   




x y z n
x my z




   




x y z n
x y mz
x y z p
   

  





x y z m
x y z n




   
 
 
Вариант m n p Вариант m n p 
1 –1 2 3 16 3 –2 4 
2 –1 3 2 17 4 2 –3 
3 2 –1 3 18 4 –3 2 
4 2 3 –1 19 2 4 –3 
5 3 –1 2 20 2 –3 4 
6 3 2 –1 21 –4 2 3 
7 –1 2 4 22 –4 3 2 
8 –1 4 2 23 2 –4 3 
9 2 –1 4 24 –3 2 4 
10 2 4 –1 25 2 3 –4 
11 4 –2 3 26 3 –4 2 
12 4 3 –2 27 3 2 –4 
13 –2 4 3 28 –3 4 2 
14 –2 3 4 29 4 2 –1 




З а д а н и е  1 3 .  Решить системы линейных уравнений 2-мя способами: 
1. Методом Гаусса. 
2. По правилу Крамера. 
 



















4 3 2 9,
2 5 3 4,

































   

   







3 4 2 11,




















   


























   

  











































    











   

  














   













    














    











   

   












    

  













    















    













   


























   

   














   

















































8 5 10 3,
5 3 9,




   

   






3 2 2 7,




   

    







2 7 2 1,




   

   





2 7 2 7,







   



































3 7 7 4,
8 10 9,




   

   





2 10 9 12,
3 7 2,




   

  



































8 2 2 2,







   











   

   







2 2 3 1,
3 3 6,




   

   











   

   












   

    




























   


























   

   











   

   












   

   


























   

   




























    


























   

  











   

   




















3 7 7 4,
8 10 9,




   

   














    




























   











    

  




З а д а н и е  1 4 .  Решить систему методом Гаусса и по правилу Крамера. 
 

























   

  












   

  










































   


























   

  












   

  





3 2 7 3,
5 3 5,













4 3 5 4,





   

   













   






4 2 5 7,





   

   








































    

  






7 3 4 4,





   

  


























   

  




















4 7 5 3,



































   

  






6 5 2 27,



























3 7 2 18,

















































   

  













   




З а д а н и е  1 5 .  Перемножить матрицы. 
 

















































































































































































































































































































































































































































































































































































































































































































































































































З а д а н и е  1 6 .  Выполнить указанные действия. 
 
Вариант Исходные данные Вариант Исходные данные 
1 










































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































З а д а н и е  1 7 .  Выполнить действия над матрицами. 
 































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































З а д а н и е  1 8 .  Найти обратные матрицы 3×3. 
 


























































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































З а д а н и е  1 9 .  Найти обратную матрицу 3×3. 
 



















































































































































































































































































































































































































































































































З а д а н и е  2 0 .  Найти обратную матрицу 4×4. 
 































































































































































































































































































































































































































































































































































































































































































































Задание 21. Решить систему матричным способом. 

























   

  

















































4 3 2 1,
3 2 4 8,














2 3 4 16,

























































































































   

   











   

  






2 3 4 7,
3 4 4,






   





2 4 9 28,
7 3 6 1,






   









































   

   




















4 3 2 9,
2 5 3 4,













3 4 2 11,





















   




















4 3 2 9,
2 5 3 4,























































З а д а н и е  2 2 .  Решить систему матричным способом и методом Гаусса 
 
1 2 3 4
1 2 3 4
1 3 4
1 2 3 4
4,
2 3 2 1,
2 6,
3 0.
ax x x x
x bx x x
x cx x
x x x dx
   

   

  
    
 
 
Вариант a b c d Вариант a b c d 
1 2 0 1 3 2 2 1 3 4 
3 3 1 2 4 4 4 1 2 3 
5 1 2 0 3 6 1 2 4 3 
7 2 1 4 3 8 3 1 4 2 
9 4 1 3 2 10 1 3 0 2 
11 4 3 1 2 12 1 2 3 4 
13 3 2 1 4 14 4 2 3 1 
15 1 0 3 2 16 1 3 4 2 
17 2 3 4 1 18 3 2 4 1 
19 4 2 1 3 20 2 1 0 3 
21 1 4 2 3 22 2 4 1 3 
23 3 4 1 2 24 4 3 2 1 
25 2 3 0 1 26 1 4 3 2 
27 2 4 3 1 28 3 4 2 1 
29 4 3 1 2 30 1 2 3 4 
 
 
З а д а н и е  2 3 .  Решить матричные уравнения: а) AX = C;   б) AXB = C. 
 






































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































З а д а н и е  2 4 .  Определить ранг матриц. 
 


























































































































































































































1 7 2 2 5 1
2 3 5 9 2 8
3 11 12 9 5 11
2 26 8 2 16 2
23 4 19 28 9 31
 
 






































































































































































































































2 9 5 2 9 5
4 4 3 7 4 4
2 3 1 3 3 3
2 2 1 2 6 2
1 1 3 1 1 1
    
 
 
     
 
  






































































































































































З а д а н и е  2 5 .  Исследовать и решить системы уравнений. 
 




















































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































З а д а н и е  2 6 .  Исследовать систему уравнений и решить ее матричным 
способом. 
 


























































3 2 1 2
8 1 2 0
3 3 3 0





































































































































































































































































































































































































































































































































































































































































































































































































З а д а н и е  2 7 .  Исследовать систему уравнений и решить ее, если она 
совместна, методом Гаусса. 
 






















































































































































































































































































































































































































































































































































































































































































































З а д а н и е  2 8 .  Исследовать систему и в случае совместности решить ее: 
 матричным способом, 
 по формулам Крамера, 
 методом Гаусса, 
 сделать проверку. 
 
























































































































































































































































































































































































































































































































































































































































































































































































































































З а д а н и е  2 9 .  Исследовать и решить (в случае совместности) системы 
уравнений. 
 
Вариант Исходные данные Вариант Исходные данные 
1 
1 2 3 4
1 2 3 4
1 2 4
2 3 5,
2 4 2 6 10,
2 20.
x x x x
x x x x
x x x
   

   
   
 2 
1 2 3 4
1 2 3 4
1 2 3 4
2 3 4 2,
7 6,
3 2 5 8.
x x x x
x x x x
x x x x
   

   
    
 
3 
1 2 3 4
1 2 3 4
1 2 3 4
1 2 3 4
2 3 11 5 5,
5 2 3,
3 2 8 4 5,
3 4 14 9 4.
x x x x
x x x x
x x x x
x x x x
   
    

   
    
 4 
1 2 3 4
1 2 3 4
1 2 3 4
1 2 3 4
2 5 3 5,
3 7 3 1,
5 9 6 2 7,
4 6 3 8.
x x x x
x x x x
x x x x
x x x x
   
     

   
    
 
5 
1 2 3 4 5
1 2 3 4 5
1 3 4 5
2 3 4 5
1 2 3 4
4 4 9 10,
2 2 17 17 82 84,
2 3 4 6,
4 12 27 27,
2 2 10 1.
x x x x x
x x x x x
x x x x
x x x x
x x x x
    
     

   
    

   
 6 
1 2 3 4
1 2 3 4
1 2 3 4
2 7 3 6,
5 12 5 3 10,
6 2 5 2.
x x x x
x x x x
x x x x
   

   
     
 
7 
1 2 3 4 5
1 2 3 4 5
1 2 3 4 5
1 2 3 4 5
1 2 3 4 5
3 5 10 14 18 14,
4 6 8 8,
5 2 18 23 23 74,
2 7 7 7 2 57,
11 2 4 8 50.
x x x x x
x x x x x
x x x x x
x x x x x
x x x x x
    
     

    
     







2 3 5 7,
6 8 14 17,
2 2 1,






   

  
   
 
9 
1 2 3 4
1 2 3 4
1 2 3 4
3 2 5 1,
3 3 6 15 3,
3 3 14 8.
x x x x
x x x x
x x x x
    

    
     
 10 
1 2 3 4 5
1 2 3 4 5
1 2 3 4 5
1 2 3 4 5
8 4 3 6 8 5,
10 5 5 9 15 10,
4 2 2 2 1,
2 3 7 11 8.
x x x x x
x x x x x
x x x x x
x x x x x
    
     

    
     
 
11 
1 2 3 4
1 2 3 4
1 2 3 4
1 2 3 4
1 2 3 4
2 3 1,
4 5 2 2,
2 9 8 3 7,
3 7 7 2 12,
5 7 9 2 20.
x x x x
x x x x
x x x x
x x x x
x x x x
   
    

   
    

   
 12 
1 2 3 4
1 2 3 4
1 2 3 4
1 2 3 4
5 5 4 4 0,
2 3 2 5 0,
7 9 0,
2 2 3 4 0.
x x x x
x x x x
x x x x
x x x x
   
    

   
    
 
13 
1 2 3 4
1 2 3 4
1 2 3 4
1 2 3
3 2 5 4 3,
2 3 6 8 5,
4 4 4 16 8,
4 4 2.
x x x x
x x x x
x x x x
x x x
   
    

    











   

  













   

   
   
 16 
1 2 3 4
1 2 3 4
1 2 3 4





x x x x
x x x x
x x x x
x x x x
   
    

   
    
 
17 
1 2 3 4
1 2 3 4
1 2 3 4
1 2 3 4
2 2 3 1,
2 3 2 1,
4 1,
4 2.
x x x x
x x x x
x x x x
x x x x
   
    

   
    
 18 
1 2 3 4
1 2 3 4
1 2 3 4
1 2 3 4
2 2 3 5,
2 2 1,
2 3 5 13,
2 3 3 9.
x x x x
x x x x
x x x x
x x x x
   
    

   
    
 
19 
1 2 3 4
1 2 3 4
1 2 3 4
2 3
3 3 5 2,
3 5 3 3,
3 5 3 3,
2 2 5.
x x x x
x x x x
x x x x
x x
   
     

    
   
 20 
1 2 3 4
1 2 3 4
1 2 3 4
1 2 3 4
2 3 6 1,
2 3 6 0,
2 3 2 7 3,
2 3 7 2 1.
x x x x
x x x x
x x x x
x x x x
   
    

   
     
 
21 
1 2 3 4
1 2 3 4
1 2 3 4
1 2 3 4
2 3 5 2,
3 2 5 2,
3 5 2 3,
3 5 2 3.
x x x x
x x x x
x x x x
x x x x
   
    

    
     
 22 
1 2 3 4 5
1 2 3 4 5
1 2 3 4 5
1 2 3 5
3 4 3 7 6 0,
2 3 2 5 4 0,
2 3 2 4 0,
2 0.
x x x x x
x x x x x
x x x x x
x x x x
    
     

    
    
 
23 
1 2 3 4
1 2 4
1 2 3 4
1 2 4
1 2 3 4
3 3 6 2 1,
6 2 2,
6 7 21 4 3,
9 4 2 3,
12 6 21 2 1.
x x x x
x x x
x x x x
x x x
x x x x
    
    

   
   

   
 24 
1 2 3 4
1 2 3 4
1 2 3 4
1 2 3 4
2 8 3 1,
5 10 2 11 3,
9 2 34 23 3,
7 4 26 20 4.
x x x x
x x x x
x x x x
x x x x
    
    

   
    
 
25 
1 2 3 4
1 2 3 4
1 2 3 4
1 2 4
1 2 3
2 3 4 5,
2 2 3 3,
4 2 3 0,
2 1,
2 3.
x x x x
x x x x
x x x x
x x x
x x x
    
     

   




1 2 3 4
1 2 3 4
1 2 3 4
1 2 3 4
1 2 3 4
2 3 1,
4 5 2 2,
2 9 8 3 7,
3 7 7 2 12,
5 7 9 2 20.
x x x x
x x x x
x x x x
x x x x
x x x x
   
    

   
    

   
 
27 
1 2 3 4
1 2 3 4
1 2 3 4
1 2 3 4
2 5 3 5,
3 7 3 1,
5 9 6 2 7,
4 6 3 8.
x x x x
x x x x
x x x x
x x x x
   
     

   
    
 28 
1 2 3 4
1 2 3 4
1 2 3 4
1 2 3 4
2 3 11 5 5,
5 2 3,
3 2 8 4 5,
3 4 14 9 4.
x x x x
x x x x
x x x x
x x x x
   
    

   
    
 
29 
1 2 3 4
1 2 3 4
1 2 3 4





x x x x
x x x x
x x x x
x x x x
   
    

   
    
 30 
1 2 3 4
1 2 3 4
1 2 3 4
1 2 3
3 2 5 4 3,
2 3 6 8 5,
4 4 4 16 8,
4 4 2.
x x x x
x x x x
x x x x
x x x
   
    

    
   
 
 263 
З а д а н и е  3 0 .  Найти фундаментальную систему решений линейной системы 
уравнений. 
 







































































































































































































































































































































































































































































































































З а д а н и е  3 1 .  Решить однородную линейную систему уравнений. 
 
Вариант Исходные данные Вариант Исходные данные 
1 
1 2 3 4
1 2 3 4
1 2 3 4





х х х х
х х х х
х х х х
х х х х
   

   

   
    
 2 
1 2 3 4
1 2 3 4
1 2 3 4
2 3 4
2 3 0,
2 3 2 0,
3 2 2 0,
4 2 5 0.
х х x х
х х х х
х х х х
х х х
   

   

   
   
 
3 
1 2 3 4 5
1 2 3 4 5
1 2 3 4 5
1 2 3 4 5
2 3 4 0,
2 3 2 0,
5 5 12 11 5 0,
3 6 3 3 0.
х х х х х
х х х х х
х х х х х
х х х х х
    

    

    
     
 4 
1 2 3 4 5 6
1 2 3 4 5 6
1 2 3 4 5 6
1 2 3 4 5 6
2 3 2 0,
2 3 4 0,
3 2 3 0,
4 7 8 15 6 5 0.
х х х х x x
х х х х x x
х х х х x x
х х х x x
     

     

     




1 2 3 4
1 2 3 4
1 2 3 4
1 2 3 4
2 3 5 0,
3 2 3 0,
4 7 13 0,
3 5 10 18 0.
х х х х
х х х х
х х х х
х х х х
   

   

   
    
 6 
1 2 3 4
1 2 3 4
1 2 3 4
1 2 3 4
2 4 3 0,
3 5 6 4 0,
4 5 2 3 0,
3 8 24 19 0.
х х х х
х х х х
х х х х
х х х х
   

   

   
    
 
7 
1 2 3 4
1 2 3 4
1 2 3 4
2 5 7 0,
4 2 7 5 0,
2 5 0.
х х х х
х x х х
х х х х
   

   
    
 8 
1 2 3 4 5
1 2 3 4 5
1 2 3 4 5
1 2 4 5
3 2 3 5 0,
6 4 3 5 7 0,
9 6 5 7 9 0,
3 2 4 8 0.
х х х х х
х х х х х
х х х х х
х х х х
    

    

    








3 5 7 0,











   
 10 
1 2 3 4 5
1 2 3 4 5
1 2 3 4 5
1 2 3 4 5
6 2 2 5 7 0,
9 3 4 8 9 0,
6 2 6 7 0,
3 4 4 0.
х х х х х
х х х х х
х х х х х
х х х х х
    

    

    
     
 
11 
1 2 3 4 5
1 2 3 4 5
1 2 3 4 5
1 2 3 4 5
5 6 2 7 4 0,
2 3 4 2 0,
7 9 3 5 6 0,
5 9 3 6 0.
х х х х х
х х х х х
х х х х х
х х х х х
    

    

    























   

   
























   
   

   
 14 
1 2 3 4 5
1 2 3 4 5
1 2 3 4 5
1 2 3 4 5
3 4 2 3 0,
5 7 3 4 0,
4 5 2 5 0,
7 10 6 5 0.
х х х х х
х х х х х
х х х х х
х х х х х
    

    

    
     
 
15 
1 2 3 4 5
1 2 3 4 5
2 3 4 5
1 2 3 4 5
0,
3 2 3 0,
2 2 6 0,
5 4 3 3 0.
х х х х х
х х х х х
х х х х
х х х х х
    

    

   
     
 16 
1 2 3 4 5
1 2 3 4 5
2 3 4 5
1 2 3 4 5
2 3 3 0,
2 2 3 4 0,
4 2 0,
2 4 5 2 0.
х х х х х
х х х х х
х х х х
х х х х х
    

    

   
     
 
17 
1 2 3 4 5
1 2 3 4 5
1 2 3 5
1 2 3 4 5
2 2 0,
2 3 2 5 4 0,
2 0,
2 2 0.
х х х х х
х х х х х
х х х х
х х х х х
    

    

   
     
 18 
1 2 3 4 5
1 2 3 4 5
1 2 3 4 5
1 2 3 4 5
2 0,
2 0,
7 5 5 5 0,
3 2 0.
х х х х х
х х х х х
х х х х х
х х х х х
    

    

    




1 2 3 4 5
1 2 3 4 5
1 2 3 4 5
1 2 3 4 5
2 0,
2 2 3 0,
3 2 2 0,
2 5 2 2 0.
х х х х х
х х х х х
х х х х х
х х х х х
    

    

    
     
 20 
1 2 4 5
1 2 3 4
1 2 3 4 5
1 2 3 4 5
3 0,
2 0,
4 2 6 3 4 0,
2 4 2 4 7 0.
х х х х
х х х х
х х х х х
х х х х х
   

   

    
     
 
21 
1 2 3 4 5
1 2 3 4 5
1 2 3 4 5
1 2 3 4 5
3 2 5 2 7 0,
6 4 7 4 5 0,
3 2 2 11 0,
6 4 4 13 0.
х х х х х
х х х х х
х х х х х
х х х х х
    

    

    
     
 22 
1 2 3 4 5
1 2 3 4 5
1 2 3 4 5
1 2 3 4 5
6 2 3 4 9 0,
3 2 6 3 0,
6 2 5 20 3 0,
9 3 4 2 15 0.
х х х х х
х х х х х
х х х х х
х х х х х
    

    

    
     
 
23 
1 2 3 4 5
1 2 3 4 5
1 2 3 4 5
1 2 3 4 5
2 7 4 5 8 0,
4 4 8 5 4 0,
9 3 5 14 0,
3 5 7 5 6 0.
х х х х х
х х х х х
х х х х х
х х х х х
    

    

    
     
 24 
1 2 3 4 5
1 2 3 4 5
1 2 3 4 5
1 2 3 4 5
3 4 3 9 9 0,
9 8 5 6 6 0,
3 8 7 30 15 0,
6 6 4 7 5 0.
х х х х х
х х х х
х х х х х
х х х х х
    

    

    







2 5 8 0,
4 3 9 0,











   
 26 
1 2 3 4 5
1 2 3 4 5
1 2 3 4 5
1 2 3 4 5
2 3 4 0,
2 3 2 0,
5 5 12 11 5 0,
3 6 3 3 0.
х х x х х
х х х х х
х х х х х
х х х х х
    

    

    
     
 
27 
1 2 3 4 5
1 2 3 4 5
1 2 3 4 5
1 2 3 4 5
6 2 2 5 7 0,
9 3 4 8 9 0,
6 2 6 7 0,
3 4 4 0.
х х х х х
х х х х х
х х х х х
х х х х х
    

    

    
     
 28 
1 2 3 4 5
1 2 3 4 5
1 2 3 5
1 2 3 4 5
2 2 0,
2 3 2 5 4 0,
2 0,
2 2 0.
х х х х х
х х х х х
х х х х
х х х х х
    

    

   
     
 
29 
1 2 3 4 5
1 2 3 4 5
1 2 3 4 5
1 2 3 4 5
5 6 2 7 4 0,
2 3 4 2 0,
7 9 3 5 6 0,
5 9 3 6 0.
х х х х х
х х х х х
х х х х х
х х х х х
    

    

    
     
 30 
1 2 3 4 5
1 2 3 4 5
1 2 3 4 5
1 2 3 4 5
6 2 2 5 7 0,
9 3 4 8 9 0,
6 2 6 7 0,
3 4 4 0.
х х х х х
х х х х х
х х х х х
х х х х х
    

    

    





З а д а н и е  3 2 .  Решить однородную систему линейных уравнений. 
 
Вариант Исходные данные Вариант Исходные данные 
1 
1 2 3 4 5
1 2 3 4 5
1 2 3 4 5
3 8 2 0,
2 2 3 7 2 0,
11 12 34 5 0.
x x x x x
x x x x x
x x x x x
    

    
     
 2 
1 2 3 4 5
1 2 3 4 5
1 2 3 4 5
7 2 2 2 0,
3 0,
2 5 2 5 0.
x x x x x
x x x x x
x x x x x
    

    
     
 
3 
1 2 3 4 5
1 2 3 4 5
1 2 3 4 5
10 0,
5 8 2 2 0,
3 3 12 4 4 0.
x x x x x
x x x x x
x x x x x
    

    
     
 4 
1 2 3 4 5
1 2 3 4 5
1 2 3 4 5
6 9 21 3 12 0,
4 6 14 2 8 0,
2 3 7 4 0.
x x x x x
x x x x x
x x x x x
    

     
     
 
5 
1 2 3 4 5
1 2 3 4 5
1 2 3 4 5
2 2 0,
10 3 2 0,
4 19 4 5 0.
x x x x x
x x x x x
x x x x x
    

    
     
 6 
1 2 3 4 5
1 2 3 4 5
1 2 4 5
5 2 3 4 0,
4 3 2 5 0,
6 2 2 6 0.
x x x x x
x x x x x
x x x x
    

    
    
 
7 
1 2 3 4 5
1 2 3 4 5
1 2 3 4 5
12 7 11 0,
24 2 14 22 2 0,
0.
x x x x x
x x x x x
x x x x x
    

    
     
 8 
1 2 3 4 5
1 2 3 4 5
1 2 3 4 5
2 4 0,
2 3 5 0,
3 6 0.
x x x x x
x x x x x
x x x x x
    

    
     
 
9 
1 2 3 4 5
1 2 3 4 5
1 2 3 4 5
2 3 0,
5 2 0,
16 6 4 7 0.
x x x x x
x x x x x
x x x x x
    

    
     
 10 
1 2 3 4 5
1 2 3 4 5
1 2 3 4 5
3 5 5 2 0,
3 2 2 0,
2 2 0.
x x x x x
x x x x x
x x x x x
    

    
     
 
11 
1 2 3 4 5
1 2 3 4 5
1 2 3 4 5
8 2 0,
3 3 2 3 0,
5 4 3 2 5 0.
x x x x x
x x x x x
x x x x x
    

    
     
 12 
1 2 3 4 5
1 2 3 4 5
1 2 4
3 12 0,
2 2 10 0,
3 2 2 0.
x x x x x
x x x x x
x x x
    

    
   
 
13 
1 2 3 4 5
1 2 3 4 5
1 2 3 4 5
7 14 3 0,
2 3 7 0,
5 10 5 13 0.
x x x x x
x x x x x
x x x x x
    

    
     
 14 
1 2 3 4 5
1 2 3 4 5
1 2 3 4 5
2 3 0,
2 2 5 3 0,
3 2 3 2 0.
x x x x x
x x x x x
x x x x x
    

    
     
 
15 
1 2 3 4 5
1 2 3 4 5
1 2 3 4 5
0,
2 2 2 0,
2 5 2 5 0.
x x x x x
x x x x x
x x x x x
    

    
     
 16 
1 2 3 4 5
1 2 3 4 5
1 2 3 4 5
2 3 0,
3 2 2 0,
2 5 2 3 0.
x x x x x
x x x x x
x x x x x
    

    




1 2 3 4 5
1 2 3 4 5
1 2 3 4 5
2 3 10 0,
2 3 10 0,
6 9 30 3 0.
x x x x x
x x x x x
x x x x x
    

    
     
 18 
1 2 3 4 5
1 2 3 4 5
1 2 3 4 5
2 7 5 0,
2 3 5 7 0,
3 2 2 2 0.
x x x x x
x x x x x
x x x x x
    

    
     
 
19 
1 2 3 4 5
1 2 3 4 5
1 2 3 4 5
2 2 3 7 2 0,
11 12 34 5 0,
5 2 16 3 0.
x x x x x
x x x x x
x x x x x
    

    
     
 20 
1 2 3 4 5
1 2 3 4 5
1 2 3 4 5
3 8 2 0,
11 12 34 5 0,
5 2 16 3 0.
x x x x x
x x x x x
x x x x x
    

    
     
 
21 
1 2 3 4 5
1 2 3 4 5
1 2 3 4 5
3 5 9 0,
2 2 3 7 2 0,
5 2 16 3 0.
x x x x x
x x x x x
x x x x x
    

    
     
 22 
1 2 3 4 5
1 2 3 4 5
1 2 3 4 5
5 2 3 4 0,
3 2 3 5 0,
6 3 2 4 7 0.
x x x x x
x x x x x
x x x x x
    

    
     
 
23 
1 2 3 4 5
1 2 3 4 5
1 2 3 5
3 2 2 4 0,
7 5 3 2 0,
7 0.
x x x x x
x x x x x
x x x x
    

    
    
 24 
1 2 3 4 5
1 2 3 4 5
1 2 3 4 5
6 3 2 4 7 0,
7 4 3 2 4 0,
2 3 0.
x x x x x
x x x x x
x x x x x
    

    
     
 
25 
1 2 3 4
1 2 3 4
1 2 3 4
3 5 2 4 0,
7 4 3 0,
5 7 4 6 0.
x x x x
x x x x
x x x x
   

   
    
 26 
1 2 3 4 5
1 2 3 4 5
1 2 3 4 5
3 2 3 0,
2 2 4 3 0,
5 5 6 0.
x x x x x
x x x x x
x x x x x
    

    
     
 
27 
1 2 3 4 5
1 2 3 4 5
1 2 3 4 5
2 3 2 0,
2 7 4 0,
2 11 6 0.
x x x x x
x x x x x
x x x x x
    

    
     
 28 
1 2 3 4 5
1 2 3 4 5
1 2 3 4 5
6 3 2 3 4 0,
4 2 2 3 0,
2 0.
x x x x x
x x x x x
x x x x x
    

    
     
 
29 
1 2 3 4 5
1 2 3 4
1 2 3 4 5
3 2 4 2 0,
3 2 2 0,
3 2 16 6 0.
x x x x x
x x x x
x x x x x
    

   
     
 30 
1 2 3 4 5
1 2 3 4 5
1 2 3 4
2 0,
2 3 0,
2 2 3 0.
x x x x x
x x x x x
x x x x
    

    




З а д а н и е  3 3 .  Найти собственные числа и собственные векторы матрицы. 
 






















































































































































































































































































































































































































































































































































З а д а н и е  3 4 .  Найти национальные доходы стран 321 ;; SSS  для 
сбалансированной торговли, если структурная матрица А торговли этих стран имеет 
следующий вид: 
 



































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































З а д а н и е  3 5 .    
1. Вычислить значение четырех комплексных чисел Z. 
2. Для каждого из них заполнить таблицу: 
 
Z  Z  ZRe  ZIm  Z  Zarg  ZArg  




1 2 3 4 







 4)22( i  iii  29 )1()1(  







 3)3( i  213 )21()1( ii   




































































































 4)1( i  43 )1()1( iii   








































































 4)2( i  
22 )33()33( ii 
 














































































 i  


















































































 3)23( i  22 )31()31( ii   



























































































































































































 i  



















































































zzz   Ответ представить 
в тригонометрической форме.  
Вариант 




















 i33  







 i 221  









































































































































































































 i42  i2  






































 i3  i2  
 
 
З а д а н и е  3 7 .  Найти все значения следующих корней. 
 
Вариант Пример 1 Пример 2 Пример 3 
1 3 53 i  4 16  4 1  







3 4 3 i  i1  3 1  
4 3 4i  4 1 i  3 i  
 277 
5 3 53 i  3 i  4 1  




7 4 1 i  33 i  3 1  
8 3 1i  3 22  i  3 i  
9 3 53 i  4 1 i  4 16  




11 3 4i  31
2
i
 3 8  







 3 8i  


































 3 8i  












7 22 i  
 
























21 3 24 i  






22 3 21 i  4
2
3 i








































 4 31 i  3 27  







28 3 23 i  4
2
31 i












30 3 42 i  8 1  4 256  
 
 
З а д а н и е  3 8 .  Разложить рациональную дробь на простейшие. 
 
Вариант  Задание Вариант Задание 
1 


















































































































4 3x x 
 
12 








































1 4x x 
 
16 
































































































































































ПРИЛОЖЕНИЕ  2 
 
Ответы на тестовые задания 1  
«Вычисление определителей» 
1 2 3 4 5 6 7 8 9 10 11 12 13 14 15 16 17 18 19 20 21 22 23 24 25 
в а б г в б г а а а в г а в а в б б б а б в а а б 
 
Ответы на тестовые задания 2  
«Решение СЛАУ по правилу Крамера и методом Гаусса» 
1 2 3 4 5 6 7 8 9 10 11 12 13 14 15 16 17 18 19 20 21 22 23 24 25 26 27 28 29 
а в а г в г в а а г б б г в б г а а а б в г в г а а б а б 
 
Ответы на тестовые задания 3   
«Действия над матрицами. Обратная матрица. Решение СЛАУ матричным способом» 
1 2 3 4 5 6 7 8 9 10 11 12 13 14 15 16 17 18 19 20 21 22 23 24 25 26 27 28 29 
г б а а в г в г в г в а в б г в в б б в б в г а б в г г б 
30 31 32 33 34 35 36 37 38 39 40 41 42 43 44 45 46 47 48 49  
а б б г б г а а а г г б б в б б а в а б 
 
Ответы на тестовые задания 4  
«Ранг матрицы и базисные миноры. Исследование и решение СЛАУ» 
1 2 3 4 5 6 7 8 9 10 11 12 13 14 15 16 17 18 19 20 21 22 23 24 25 26 27 28 29 
б а а в а б в г а г б д б а б а в а а б б а а б б б в г б 
 
Ответы на тестовые задания 5  
«Собственные векторы и значения матриц. Применение аппарата  
линейной алгебры для экономических расчетов» 
1 2 3 4 5 6 7 8 9 10 11 12 13 14 
г б а б в в г а б б б г а б 
 
Ответы на тестовые задания 6  
«Элементы высшей алгебры» 
1 2 3 4 5 6 7 8 9 10 11 12 13 14 15 16 17 18 19 20 21 22 23 24 25 26 27 28 29 
а б а б в б а в в в б а а а б в г в г а б а а г б г а б в 
 
