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We investigate the effects of smooth inhomogeneities at first-order quantum transitions (FOQT),
such as those arising from the presence of a space-dependent external field, which smooths out the
typical discontinuities of the low-energy properties. We argue that scaling phenomena develop at
the transition region where the external field takes the value corresponding to the FOQT of the
homogenous system. We present numerical evidence of such scaling phenomena at the FOQTs of
quantum Ising chains, driven by a parallel magnetic field when the system is in the ferromagnetic
phase, and at the FOQT of the q-state Potts chain for q > 4, driven by an even temperature-like
parameter giving rise to a discontinuity of the ground-state energy density.
PACS numbers: 05.30.Rt,64.60.fd,64.60.De
I. INTRODUCTION
The theories of classical and quantum phase transi-
tions1–3 generally apply to homogenous systems. How-
ever, homogeneity is often an ideal limit of experimental
conditions. Inhomogeneous conditions generally smooth
out the singularities at phase transitions. This is also
expected at first-order transitions which are character-
ized by discontinuities in the thermodynamic quantities
at classical finite-temperature transitions, or in the prop-
erties of the ground state at first-order quantum transi-
tions (FOQTs).
In the presence of smooth inhomogeneities, we may si-
multaneously observe different phases at different space
regions, separated by crossover regions where the system
passes from one phase to the other one, developing crit-
ical correlations. For example, this scenario is observed
in typical cold-atom experiments4, where the atoms are
constrained in a limited space region by an inhomoge-
neous (usually harmonic) trap, which effectively makes
the chemical potential space dependent.
The effects of the inhomogeneous conditions have been
much investigated at continuous transitions4–46. For
sufficiently smooth inhomogeneities, classical or quan-
tum systems, at classical (finite-temperature) or quan-
tum (zero-temperature) transitions, develop scaling phe-
nomena with respect to the length scale ℓ induced by the
inhomogeneity. These scaling behaviors are controlled
by the universality class of the transition of the homoge-
nous system. They have some analogies with the stan-
dard finite-size scaling (FSS) theory for homogenous sys-
tems47,48, with two main differences: the inhomogeneity
due to the space-dependence of the external field charac-
terized by the length scale ℓ, and a nontrivial power-law
dependence of the correlation length ξ when increasing
ℓ at the critical point, i.e. ξ ∼ ℓθ, where θ is a univer-
sal exponent depending on some general features of the
external space-dependent field.19,25
Scaling phenomena also emerge at first-order classical
transitions in the presence of a temperature gradient46 or
a space-dependent external field. They are observed in
the transition region where the space-dependent temper-
ature assumes values close to the critical temperature of
the homogenous system. The discontinuities of the ho-
mogenous system in the thermodynamic limit turn out to
be reconstructed through scaling behaviors characterized
by nontrivial power laws, whose main features turn out
to be quite similar to those at continuous transitions.
In this paper we study the effects of inhomogeneous
conditions at FOQTs. FOQTs are also of great interest,
as they occur in a large number of quantum many-body
systems, such as quantum Hall samples49, itinerant ferro-
magnets50, heavy fermion metals51–53, etc. They are also
expected in multicomponent cold-atom systems in opti-
cal lattices, with spin-orbit coupling and synthetic gauge
fiels, which lead to various phases with some quantum
transitions of first order, see, e.g., Refs. 54–58.
We investigate the scaling phenomena arising when one
of the model parameters smoothly depends on the space,
smoothing out the discontinuities of the ground state.
We put forward a scaling theory which describes the low-
energy properties in the crossover space region where the
system changes phase. We apply this scaling theory to
relatively simple quantum many-body systems, such as
quantum Ising and Potts chains driven across their FO-
QTs by space-dependent magnetic fields, and check its
predictions against numerical results.
The paper is organized as follows. In Sec. II we present
the quantum Ising and Potts chains with external space-
dependent magnetic fields; we also show some numer-
ical results for their behavior around the spatial point
corresponding to the parameter values of the FOQT. In
Sec. III we put forward scaling ansatzes to describe the
scaling phenomena in the crossover region around the
transition point. In Sec. IV we check these scaling the-
ory by analyzing the numerical results of the Ising and
Potts chains. Finally, in Sec. V we draw our conclusions.
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FIG. 1: (Color online) The local magnetization m(x) ≡ 〈σ
(1)
x 〉
for the Ising chain (1) with g = 1/2 and hx = x/ℓ, versus x/ℓ.
The dotted lines indicate the transition values m± = ±mc,
cf. Eq. (8). The data for the same ℓ and different L turn out
to be indistinguishable, showing that they effectively provide
the L→∞ limit.
II. QUANTUM ISING AND POTTS CHAINS
In order to make our scaling arguments more concrete,
we first present the quantum models that we use as the-
oretical laboratories for scaling phenomena at FOQTs
in the presence of a spatial inhomogeneity. We con-
sider the FOQTs of the Ising chains in the ordered phase
driven by a parallel magnetic field coupled to the order-
parameter spin operators, and the FOQTs of quantum
q-state (q > 4) Potts chains driven by a transverse mag-
netic field.
We also present numerical results obtained us-
ing standard implementations of the density matrix
renormalization-group (DMRG) method59. Some de-
tails of the DMRG implementations can be found in
Refs. 60,61 where we presented numerical analyses of the
same models in homogenous conditions. The inhomoge-
neous conditions that we consider here do not lead to
further particular problems from the numerical point of
view.
A. The quantum Ising chain
We consider a quantum Ising chain of size 2L+1 with
a space-dependent parallel magnetic hx along the order-
parameter spin operator, i.e.
HI = −J
L−1∑
x=−L
σ(1)x σ
(1)
x+1 (1)
−g
L∑
x=−L
σ(3)x −
L∑
x=−L
hx σ
(1)
x ,
where σ
(a)
x are the Pauli matrices, g ≥ 0 is a transverse
magnetic field, and hx is a space-dependent magnetic
field
hx ≡ h(x/ℓ), (2)
where ℓ is a length scale. The most interesting case is a
linear space dependence
h(x) = x. (3)
Indeed, it may be also considered as a local effective lin-
ear approximation of a more general dependence, i.e.
h(x) ≈ a1(x− x0) + a2(x− x0)
2 + .... (4)
around the point x0 where it vanishes, corresponding to
the FOQT value. It is also convenient to extend the anal-
ysis to a more general power law of the space dependence
h(x) = sgn(x) |x|p, (5)
to crosscheck the scaling theory we shall put forward to
describe these phenomena. We study the system in the
L → ∞ limit and investigate the scaling behavior with
respect to the remaining length scale ℓ. In the following
we set J = 1.
Note that the p → ∞ limit of Eq. (5) corresponds
to a homogenous system with L = ℓ and fixed opposite
(kink-like) boundary conditions (FOBC), which may be
described by the standard Ising-chain Hamiltonian with
a boundary term60
HI,FOBC = −
L−1∑
x=−L
σ(1)x σ
(1)
x+1 (6)
−g
L∑
x=−L
σ(3)x − (σ
(1)
−L − σ
(1)
L ).
The last term between parenthesis is added to achieve
FOBC, indeed it arises when adding further fictitious
sites at −L − 1 and L + 1 which are eigenstates of σ(1)
with opposite ±1 eigenvalues respectively.
The homogenous Ising chain, i.e. the model (1) with
constant magnetic field hx = h, has a continuous transi-
tion at g = 1, h = 0, belonging to the two-dimensional
Ising universality class. This quantum critical point sepa-
rates a paramagnetic (g > 1) and a ferromagnetic (g < 1)
phase. In the ferromagnetic phase g < 1, the parallel
magnetic field h drives a FOQT at h = 0, with a dis-
continuity of the magnetization, i.e. the ground-state
expectation value of σ
(1)
x . Indeed, neglecting boundary
effects, we have62
m± = limh→0± limL→∞〈σ
(1)
x 〉 = ±mc, (7)
mc = (1− g
2)1/8. (8)
Therefore, in the presence of an inhomogeneous field
which vanishes at x = 0 changing sign, such as that
in Eq. (3), the point x = 0 effectively corresponds to
a spatial transition point where the system experiences a
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FIG. 2: (Color online) The local magnetization m(x) of the
model (1) with hx = x/ℓ, for g = 3/4 (bottom) and g = 9/10
(top). The values of mc are given by Eq. (8). We also show
data computed using the LEA, obtained by DMRG compu-
tations of the homogenous systems.
transition between two magnetized phases with opposite
sign, i.e. with 〈↑ |σ
(1)
x | ↑〉 = m+ and 〈↓ |σ
(1)
x | ↓〉 = m−.
Some numerical DMRG results for the space depen-
dence of the local magnetization
m(x) = 〈σ(1)x 〉 (9)
are shown in Figs. 1, 2 and 3 for linearly and quadrat-
ically varying fields h(x). They are obtained for suffi-
ciently large size L, to effectively provide their L → ∞
limit at fixed ℓ around the region where h(x) vanishes.
This is easily checked by comparing data with the same ℓ
and increasing L; some examples are reported in Figs. 1
and 3. Note that, with increasing ℓ, we need smaller
and smaller ratios L/ℓ to achieve the large L limit for
the energy differences of the lowest levels, and the ob-
servables around x = 0. This will be explained by the
scaling theory of Sec. III, which shows that the relevant
scaling length in the crossover region around x = 0 is
ξ ∼ ℓθ with θ = 1/4 for linear h(x), and θ = 2/5 for the
quadratic dependence. Therefore, the relevant ratio for
the crossover region is L/ℓθ, instead of L/ℓ.
The data around x = 0 show a crossover between the
two magnetization valuesm±, cf. Eq. (7), which becomes
−0.2 −0.1 0.0 0.1 0.2
x / l
−1
0
1
m
(x)
 
l=10        L=27
l=10        L=49
l=100      L=69
l=100      L=199
l=1000    L=235
l=1000    L=499
l=10000  L=1225
l=10000  L=2999
m
c
-m
c
g=1/2    p=2
FIG. 3: (Color online) The local magnetization m(x) for the
Hamiltonian (1) with quadratic space dependence (p = 2)
of hx at g = 1/2. The data for the same ℓ and different
L practically coincide, showing that they are already a good
approximation of the L→∞ limit.
sharper and sharper with increasing ℓ. The comparison
between linear and quadratic dependences of hx, see in
particular Figs. 1 and 3 for the same value g = 1/2,
show similar behaviors, only the crossover region appears
enlarged.
In noncritical regimes, away from phase transitions
when correlations do not develop long length scales, in-
homogeneity effects can be effectively taken into account
by local-equilibrium approximations (LEA), assuming a
local equilibrium analogous to that of the homogenous
system at the same fixed parameters. An example is the
local-density approximation widely used to study parti-
cle systems with an effective space-dependent chemical
potential, see, e.g., Refs 4,32,63–66. However, when cor-
relations develop large length scales, such as at classi-
cal and quantum transitions, LEA may not provide a
satisfactory description, and significant corrections are
found32,39,66. This failing of the LEA is also observed at
first-order classical transition in the presence of a tem-
perature gradient46.
We compare the results for the inhomogeneous Ising
model with the LEA mlea(x), which estimates m(x) us-
ing the corresponding values mh(h) of the homogenous
system in the infinite volume limit at the given value of
hx, i.e.
m(x) ≈ mlea(x/ℓ) = mh[h(x/ℓ)] (10)
Note that since the external field hx is a function of the
ratio x/ℓ, the LEA scales as x/ℓ. LEA is expected to
provide a good approximation when hx varies smoothly,
thus for large ℓ. However, since the magnetization value
of the homogenous system lies within 1 ≥ |m| ≥ mc, LEA
can not describe the crossover region where |m| < mc.
Some LEA results are shown in Fig. 2. The data at
fixed x/ℓ appear to approach their LEA with increasing
ℓ. This convergence is fast far from x = 0, but it becomes
significantly slower when approaching x = 0, i.e. it is
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FIG. 4: The local magnetization m(x) of the quantum q =
10 Potts chain in the presence of a linear transverse field.
The dashed line indicates the value mc = 0.8572 defined in
Eq. (20). The data for the same ℓ and different L practically
coincide, showing that they are already asymptotic and do
not depend on L.
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FIG. 5: The energy density e(x), cf. Eq. (16), of the quan-
tum q = 10 Potts chain in the presence of a linear transverse
field. The dashed lines indicate e− = 0.8060 and e+ = 0.3745
defined in Eq. (17). The data for the same ℓ and different L
practically coincide, showing that they are already asymptotic
and do not depend on L.
non uniform when |x| → 0. As we shall see, this reflects
a hidden nontrivial scaling behavior which characterizes
the crossover region around x = 0 in the smooth ℓ→∞
limit, and requires nontrivial power-law rescalings of the
distances from x = 0. This is a novel regime, somehow
probing the mixed quantum phase where −mc < m(x) <
mc.
B. The quantum Potts chain
Examples of FOQTs driven by even temperature-like
parameters are provided by the quantum q-state Potts
chains for q > 4, which are the quantum counterpart of
the classical two-dimensional Potts models67–69
Hc = −J
∑
〈ij〉
δ(si, sj), (11)
where the sum is over the nearest-neighbor sites of a
square lattice, si are spin variables taking q integer val-
ues, i.e. si = 1, ..., q, and δ(m,n) = 1 if m = n and
zero otherwise. The quantum Hamiltonian can be de-
rived from the time continuum limit of the transfer ma-
trix, with q states per site, which can be labeled by an
integer number |n = 1〉, ..., |n = q〉. For a chain of size
2L+ 1 it reads61,70,71
HP = −
L−1∑
x=−L
q−1∑
k=1
ΩkxΩ
q−k
x+1 − g
L∑
x=−L
q−1∑
k=1
Mkx −
q−1∑
k=1
Ωk−L (12)
where Ωx and Mx are q × q matrices:
Ω = δm,n ω
n−1, ω = ei2π/q, (13)
M = δm,Mod(n−1,q) =


0 1
. . .
. . .
1
1 0

 . (14)
These matrices commute on different sites and satisfy the
algebra: ΩkxΩ
l
x = Ω
k+l
x , M
k
xM
l
x = M
k+l
x , Ω
q
x = M
q
x = I,
MkxΩ
l
x = ω
klΩlxM
k
x .
Last term in the r.h.s. of Eq. (12) is a boundary term
which softly breaks the q-state symmetry favoring the
state n = 1. It ensures the self-dual property71
HP (g) = gHP (1/g) (15)
even for finite chains61. The Hamiltonian HP corre-
sponds to a chain with mixed self-dual boundary con-
ditions (SDBC), with a fixed state n = 1 at a further
site x = −L − 1, and an unmagnetized disordered state
∝
∑q
n=1 |n〉 at x = L+ 1.
In the case of q = 2 states the Hamiltonian HP
describes a quantum Ising chain with mixed fixed-free
boundary conditions.
Like quantum Ising chains, the low-energy properties
of the quantum Potts chains show two phases: a dis-
ordered phase for sufficiently large values of g and an
ordered phase for small g where the system magnetizes
along one of the q directions. The transition point is
easily inferred from the duality relation (15), obtaining
g = gc = 1. For q > 4 the two phases are separated by a
FOQT where the energy density and magnetization are
discontinuous68–71.
The FOQTs of the Potts chains are characterized by a
discontinuity of the energy density of the ground state.
We define the energy density as
e(xb) = 〈Ex〉, Ex = δ(nx, nx+1) =
1
q
q∑
k=1
ΩkxΩ
q−k
x+1, (16)
5where xb = x + 1/2 is the position of the bond center.
The infinite-volume energy density changes discontinu-
ously across the FOQT, i.e. the two limits
e± = limg→1± limL→∞ e(x) (17)
differ at the FOQTs of the Potts chains with q > 4. Their
difference ∆e ≡ e+−e− is the analog of the latent heat of
first-order finite-temperature transitions. For example,61
for the q = 10 Potts chain e− = 0.8060(1) and e+ =
0.3745(5).
Also the magnetization is discontinuous at the transi-
tion, passing from zero in the disorder (g > 1) phase to
nonzero in the ordered (g < 1) phase. We define the local
magnetization of the ground state as
m(L, g, x) = 〈Mx〉, (18)
Mx =
qδ(nx, 1)− 1
q − 1
, δ(nx, 1) =
1
q
q∑
k=1
Ωkx. (19)
The limit
mc = limg→1− limb→0 limL→∞ m(x) (20)
is non zero for q > 4, where b is a magnetic field coupled
to the global projector to the n = 1 state, e.g. described
by the Hamiltonian term
HPb = −b
L∑
x=−L
q∑
k=1
Ωkx. (21)
For example, numerical results for q = 10 give61 mc =
0.8572(1).
Again, we extend the homogenous model (12) to allow
for a space-dependent transverse magnetic field. This is
achieved by adding
HPh = −
L∑
x=−L
hx
q−1∑
k=1
Mkx (22)
to the Hamiltonian (12), where hx may have a linear
space dependence such as Eq. (3), or a more general
power law such as Eq. (5). We fix the parameter g of
the Hamiltonian HP to its critical value g = gc = 1, so
that at the center x = 0 of the chain the parameters take
the values of the FOQT. Moreover, we consider L ≤ ℓ so
that the local transverse field satisfies g+ hx > 0. Again
when we consider external fields (5) in the limit p→∞,
we recover the homogenous system with SDBC.
In Fig. 4 we show DMRG results for the local mag-
netization m(x) of the q-state Potts chain with q = 10
in the presence of a linearly space-dependent field hx, cf.
Eq. (3). They show that the local magnetization rapidly
drops in the space region corresponding to the disordered
phase, i.e. x > 0.
Data for the energy density, and its space dependence,
are shown in Fig. 5. They clearly show a crossover region
where the data pass from e(x) & e− to e(x) . e+, which
are the values of the energy density corresponding to the
ordered and disordered phase respectively.
The data of the energy differences of the lowest states,
and the observables around x = 0, i.e. for sufficiently
small ratios x/ℓ, rapidly converge when increasing the
ratio L/ℓ keeping ℓ fixed. Like the Ising case, this is
checked by comparing data with increasing L, as shown
in Figs. 4 and 5. For example, in the case of ℓ = 200,
E1 − E0 = 0.90956 for L = 18 and E1 − E0 = 0.90952
for L = 25. Analogous precision is achieved for the
other observables around x = 0, and sufficiently far from
the boundaries. Again, with increasing ℓ smaller and
smaller ratios L/ℓ are sufficient to effectively obtain L-
independent results. This is essentially related to the fact
the relevant scaling length in the crossover region around
x = 0 is ξ ∼ ℓθ with θ = 1/3 for linear h(x), as argued in
Sec. III.
Note that, since the Potts chain with q = 10 is much
more complex than the Ising chain, DMRG computations
allow us to get reliable results for smaller chain sizes, and
therefore smaller length scales of the external magnetic
field. The is essentially related to the fact that many
more states per site must be kept in the computations.
III. SCALING BEHAVIOR AT THE
CROSSOVER SPACE REGION
In this section we present a scaling theory for the be-
haviors observed at the FOQTs of the Ising and Potts
chains in the presence of inhomogeneous external fields.
For this purpose we first consider the p → ∞ limit of
the external field (5), which corresponds to homogenous
systems of finite size with appropriate boundary condi-
tions. In the case of the FOQTs of the Ising chains the
resulting boundary conditions are FOBC, see Sec. II A
and in particular Eq. (6). In the case of the FOQTs of the
Potts chain, see Sec. II B, the p → ∞ limit corresponds
to the homogenous system with SDBC, i.e. Eq. (12) with
hx = 0.
Therefore, in the p → ∞ limit the scaling behavior
must match the finite-size behavior of homogeous sys-
tems at FOQTs. Although FOQTs do not develop a
diverging correlation length in the infinite-volume limit,
they show FSS behaviors around the transition point,
both in the case of classical and quantum first-order tran-
sitions60,61,71–83. The FSS at FOQTs turns out to be
particularly sensitive to the boundary conditions. In-
deed, the size dependence of the scaling variables may
significantly change when varying the boundary condi-
tions.60,61 For example, in the case of the FOQTs of
Ising chains, driven by a magnetic field in their ordered
quantum phase, we have an exponential size dependence
for open and periodic boundary conditions, while it is
power law for antiperiodic or kink-like FOBC bound-
ary conditions.60 Actually, this particular sensitiveness
to the boundary conditions is a peculiar feature of FO-
QTs, which qualitatively distinguish their FSS behaviors
6from those at continuous quantum transitions, see e.g.
Refs. 84,85.
The relevant scaling variable of FSS at FOQTs is given
by the ratio κ = EL/∆L between the energy contribution
EL of the perturbation driving the transition and the
energy difference (gap) of the lowest states ∆L ≡ E1 −
E0 at the transition point. The particular sensitiveness
to the boundary conditions essentially arises from the
gap ∆L entering the scaling variable κ, whose finite-size
behavior depends crucially on the boundary conditions
considered. At the FOQTs (h = 0) of the Ising chain
with FOBC the gap behaves as60
∆L ∼ L
−z, z = 2, (23)
which may be associated with a dynamic exponent z = 2.
In the case of FOQTs of the Potts chain with SDBC it
behaves as61
∆L ∼ L
−z, z = 1, (24)
thus corresponding to a dynamic exponent z = 1.
At the FOQTs of the Ising chain driven by the parallel
magnetic field h, the relevant scaling variable of its FSS
with FOBC is60
κI = hL/∆L ∼ hL
d+z = hL3. (25)
In the language of the renormalization-group (RG) the-
ory, this relation allows us to associate a RG dimension
with the perturbation h, given by
yh = d+ z = 3. (26)
The FOQTs of the Potts chains for q > 4 is driven by
the model parameter g. Setting the perturbation h ≡
g − 1 at the transition point g = 1, the relevant scaling
variable for SDBC turns out to be61
κP = hL/∆L ∼ hL
d+z = hL2. (27)
Thus
yh = d+ z = 2 (28)
is the RG dimension of h = g − 1 describing the FSS at
the FOQTs of the Potts chains with SDBC.
The above considerations imply that the space depen-
dence is controlled by the scaling variable
x/L ∼ xh1/yh (29)
to keep κI,P fixed. We want to extend the FSS ansatzes
60
holding for the homogenous systems, thus in the limit
p → ∞, to allow for a power-law space dependence of
the external fields. The scaling variables in the presence
of inhomogenous fields characterized by the power law p,
cf. Eq. (5), can be heuristically derived by replacing the
perturbation parameter h with hx ∼ (x/ℓ)
p in Eq. (29).
Therefore, assuming that the scaling behavior remains
controlled by the RG dimension yh, and that the chain
size L is sufficiently large not to play any role, we obtain
x
(x
ℓ
)p/yh
=
( x
ℓθ
)1+p/yh
, (30)
where the exponent θ is given by
θ =
p
p+ yh
, (31)
with yh given by Eqs. (26) and (28) for the FOQTs of
Ising and Potts chains respectively. The relation (30)
suggests that the relevant scaling in the presence of in-
homogeneous external fields is obtained by keeping the
scaling variable
X = x/ℓθ (32)
fixed. This implies that the observables and correlations
in the crossover region around the transition point de-
velop a length scale ξ, behaving as
ξ ∼ ℓθ. (33)
Note that θ → 1 for p → ∞ consistently with the fact
that we must recover the FSS of homogenous systems in
this limit.
On the basis of these considerations we expect that the
asymptotic large-ℓ behavior of the energy difference ∆ℓ
of the two lowest levels scales as
∆ℓ ∼ ξ
−z ∼ ℓ−zθ (34)
with θ given by Eq. (31), and z is the effective dynamic
exponent read from the size dependence of the gap at the
transition point.
Around the point where h(x) vanishes, the local mag-
netization is expected to asymptotically behave as
m(x) = mc fm(X), X = x/ℓ
θ, (35)
where mc, cf. Eqs. (7) and (20), is the normalization
such that limX→−∞ fm(X) = −1 in the Ising case, and
limX→−∞ fm(X) = 1 in the Potts case. We also consider
the two-point function of the order parameter. In the
case of the Ising chain it is defined as
G(x, y) = 〈σ(1)x σ
(1)
y 〉. (36)
In the case of the Potts chain we consider the two-point
correlation function
G(x, y) = 〈MxMy〉, (37)
and its connected part
Gc(x, y) = 〈MxMy〉 − 〈Mx〉〈My〉, (38)
with Mx defined in Eq. (19). Around the region where
h vanishes, we expect the scaling behavior
G(x1, x2) ≈ m
2
c fg(X1, X2). (39)
7An analogous scaling is expected for its connected part
Gc(x1, x2). The scaling functions fm and fg are expected
to be universal, i.e. largely independent of the micro-
scopic details of the model. For example, in the case of
the FOQT of Ising chains, they are expected to be inde-
pendent of the particular value of g within the quantum
ordered phase, apart from a trivial (and unique) rescaling
of their arguments.
When the FOQT gives rise to a discontinuity in the en-
ergy density, such as the FOQT of quantum Potts chains
with q > 4 at g = 1, we expect that its asymptotic be-
havior around x = 0 is
e(x) ≈ fe(X). (40)
Moreover, the scaling function fe is expected to have the
value e±, cf. Eq. (17), as asymptotic limits, i.e.
limX→±∞fe(X) = e±. (41)
essentially because it describes the crossover between the
two pure phases where the energy density of the system
takes the values e±.
The above large-ℓ scaling ansatzes are expected to be
approached with O(ℓ−θ) corrections. Note that they also
imply that the curves for different values of ℓ cross each
other around x = 0, as shown in Figs. 1-5, and this cross-
ing point approaches the point Xc (where X = x/ℓ) cor-
responding to g = gc. Actually, one may exploit this
property to estimate the critical parameter gc when it is
not known, using a linear spatial dependence of g (for
which the point x = 0 is not particular) and looking at
the crossing point of the energy density and magnetiza-
tion data. The results are expected to approach Xc, thus
gc, with O(ℓ
−1) corrections.
It is important to note that, in the case of more general
space dependences such as that in Eq. (4), the linear term
determines the scaling behavior at the crossover region,
obtained keeping X ≡ x/ℓθ fixed with θ = (1+ yh)
−1, cf.
Eq. (31) with p = 1, while higher-order terms give rise to
O(ℓ−1+θ) corrections.
Although the above discussion focuses on the FO-
QTs of the Ising and Potts chains, the scaling ansatzes
at FOQTs in the presence of inhomogeneous fields can
be straightforwardly extended to general FOQTs, and
higher dimensions.
Finally, we note that similar scaling behaviors have
been conjectured, and numerically checked, at classical
first-order transitions in the presence of a temperature
gradient46.
IV. SCALING PHENOMENA INDUCED BY
THE INHOMOGENEOUS FIELDS
In this section we show that the numerical results for
the Ising and Potts chains in the presence of inhomoge-
neous magnetic fields support the scaling behaviors put
forward in Sec. III. We study the scaling behavior with
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FIG. 6: (Color online) The gap ∆ℓ as a function of ℓ for
the Hamiltonian (1), for magnetic fields hx with power laws
p = 1, p = 2 and p→∞. The dotted lines show the expected
behavior ∆ ∼ ℓ−2θ with θ = 1/4 for p = 1, θ = 2/5 for p = 2,
and θ = 1 for p =∞.
respect to the length scale ℓ only; as already discussed
in Sec II, the data that we present are obtained for suf-
ficiently large L, so that their behaviors in the crossover
region do not effectively depend on L anymore.
A. Results for the Ising chain
Fig. 6 shows the dependence on the length scale ℓ of
the energy difference ∆ℓ of the lowest states for various
values of p, i.e. p = 1, 2 and p → ∞ corresponding
to homogenous systems with FOBC. They confirm the
predicted behavior ∆ℓ ∼ ℓ
−2θ, cf. Eq. (34) with z = 2.
In Fig. 7 we show results for the local magnetiza-
tion m(x) and the two-point function G(0, x) in the
case of a linear dependence (p = 1) of hx, for which
θ = 1/4, at three values of g to check universality, i.e.
g = 1/2, 3/4, 9/10. They nicely confirm the asymptotic
scaling behavior predicted by the Eqs. (35) and (39), and
the universality of the scaling functions fm and fg with
respect to g, apart from a trivial rescaling of its argu-
ment.
Like the homogenous system with kink-like FOBC, we
expect the lowest energy states are associated with do-
main walls (kinks), i.e. nearest neighbors pairs of an-
tiparallel spins, which can be considered as one-particle
states. In homogenous systems60,86 they have O(L−1)
momenta, giving rise to a gap of order L−2 for FOBC.
We expect an analogous scenario for the ground state in
the presence of the linear magnetic field hx = x/ℓ, that
is the ground state is a superposition of one-kink states
which switch the chain sites from | ↓〉 to | ↑〉. In par-
ticular we argue that this picture describes the crossover
region described by the scaling ansatzes (35) and (39),
which interpolates between the states with magnetiza-
tion m±, cf. Eq. (7). In this one-kink scenario the local
magnetization m(x) and the two-point function G(0, x)
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FIG. 7: (Color online) Scaling of the local magnetizationm(x)
and the two-point function G(0, x), for the Hamiltonian (1) at
g = 1/2, 3/4, 9/10, with a linear magnetic field, cf. Eq. (3).
We plot the ratios m(x)/m0 (bottom) and G(0, x)/m
2
c (top)
versus nxx/ℓ
1/4, where nx is a normalization, in the figure
we use nx ≈ 1, 3/4, 4/7 and for g = 1/2, 3/4, 9/10 respec-
tively. In the top figure, the comparison with the data of of
1 − |m(x)/mc| supports the prediction (45) of the one-kink
scenario.
must be asymptotically related. If we define p(x1, x2) the
probability to find the kink in the interval (x1, x2), then
the scaling function fm is
fm(X) =
m(x)
mc
= 2p(−∞, X)− 1, (42)
where X ≡ x/ℓθ, and mc is the infinite-volume magne-
tization, which provides the normalization of the scaling
relation (35). Also the value of the two-point function
G(0, x) is related to the probability to find the kink in
the region (0, x), i.e.
fg(0, X) =
G(0, x)
m2c
= 1− p(0, X). (43)
Since p(∞, 0) = 1/2 by symmetry,
p(0, X) = p(−∞, X)−p(−∞, 0) = p(−∞, X)−1/2 (44)
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FIG. 8: (Color online) m(x)/mc versus x/ℓ
2/5, for the Hamil-
tonian (1) at g = 1/2 with a quadratic magnetic field, cf.
Eq. (5) with p = 2. Like the linear case p = 1, the asymptotic
one-kink relation (45) is satisfied by the data.
for X > 0, and the analog for X < 0. Thus we obtain
the relation
fg(0, X) = 1− |fm(X)|. (45)
This relation is confirmed by the data, see the top Fig. 7.
Analogous results are obtained in the case of quadratic
dependence, i.e. p = 2 in Eq. (5), with θ = 2/5, see
Fig. 8. As already mentioned, the scaling behaviors in
the p → ∞ limit must reproduce the FSS of the Ising
chain with FOBC.60 In particular, for any g < 1 and
h = 0, the FSS functions of the local magnetization and
two-point function are given by87
fm(X) = X +
1
π
sin(πX), X = x/ℓ, (46)
fg(X1, X2) = 1− |fm(X2)− fm(X1)| (47)
in the large-ℓ limit keeping X fixed, with −1 ≤ X ≤ 1.
B. Results for the q = 10 Potts chain
We now present an analogous analysis of the DMRG
data of the q = 10 Potts chain with a linearly varying
field hx, cf. Eq. (22). In this case we have that θ = 1/3
according to Eq. (31).
The energy difference of the lowest states is expected to
get suppressed as O(ℓ−1/3), as predicted by Eq. (34) with
θ = 1/3 and z = 1. This is supported by the analysis of
the energy differences ∆ℓ = E1−E0 and ∆ℓ,2 = E2−E0.
As shown in Fig. 9, their data are consistent with an
asymptotic behavior
∆ℓ,# ≈ c1ℓ
−1/3 + c2ℓ
−2/3 + ... (48)
The data of Figs. 10 and 11, for the local magnetization
m(x) and the two-point function G(0, x) respectively, ap-
pear to approach asymptotic curves when they are plot-
ted versus x/ℓθ, supporting the scaling behaviors (35)
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FIG. 9: The ℓ-dependence of the energy differences of the
lowest states, i.e. ∆ℓ = E1−E0 and ∆ℓ,2 = E2−E0. They are
consistent with an asymptotic ℓ−1/3 suppression, as predicted
by Eq. (34) with θ = 1/3 and z = 1. The dotted lines show fits
of the data for the largest chains to the polynomial c1ℓ
−1/3+
c2ℓ
−2/3.
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FIG. 10: Scaling of the local magnetisation m(x) of the q =
10 Potts chain in the presence of a linear magnetic field hx.
The dashed line shows the expected left asymptotic value mc,
corresponding to fm(X) = 1 for X → −∞, cf. Eq. (35).
This is slowly approached by the data, due to the expected
O(ℓ−1/3) corrections. The convergence appears much faster
for x > 0. The inset shows the data for x > 0 in logarithmic
scale.
and (39). Scaling corrections are also clearly observed,
which should get asymptotically suppressed by powers
of ℓ−θ. Fig. 12 shows the scaling of the energy density,
which support the scaling ansatz derived in Sec. III, given
by Eqs. (40) and (41).
Let us finally note the similarity of these scaling behav-
iors with those observed at the first-order classical tran-
sition of two-dimensional Potts models in the presence
of a gradient temperature along one of the spatial direc-
tions, with the other one taken to infinity46. Actually,
this should not be considered as unexpected, because the
quantum Potts chain and the classical two-dimensional
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FIG. 11: Scaling of the connected two-point function Gc(0, x),
cf. Eq. (38), in the presence of a linear hx.
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FIG. 12: Scaling of the energy density of the q = 10 Potts
chain in the presence of a linear hx. The data appear to ap-
proach an asymptotic scaling curve supporting the scaling be-
havior (40). The dashed lines show the expected asymptotic
values e± of the scaling function fe, cf. Eq. (41). The cen-
tral dotted line indicates the average value ea = (e+ + e−)/2,
which seems to be approached by the data at x = 0. Scal-
ing corrections are clearly observed, in particular far from the
center; they are consistent with the expected (slow) O(ℓ−1/3)
suppression.
Potts model are somehow related by a quantum-to-
classical mapping.
V. CONCLUSIONS
We have shown that scaling phenomena emerge at FO-
QTs in the presence of inhomogeneous conditions, such
as those arising from a space-dependent external field,
e.g. hx ≈ x/ℓ where ℓ is a length scale. In particular, we
argue that these scaling phenomena occur in the tran-
sition region where the space-dependent parameter h(x)
assumes the value hc corresponding to the FOQT of the
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homogenous system.
We put forward scaling ansatzes to describe the behav-
ior at the crossover space region where the system effec-
tively changes its phase, and the typical discontinuities
of the FOQT get smoothed out, i.e. when the system is
effectively probing the mixed phase. This scaling behav-
ior is characterized by a critical exponent θ, cf. Eq. (31),
which tells us how the length scale ξ of the observables
in the crossover region scales with the length scale ℓ of
the inhomogeneous field, i.e. ξ ∼ ℓθ. The exponent θ de-
pends on some general features of the external field giving
rise to the inhomogeneity, such as the effective power law
of the space dependence at the transition point and the
way it is coupled to the system variables. This scaling
behavior is such that the typical singularities of FOQT
must be recovered in the limit ℓ → ∞ where the system
tend to become homogenous. Generally θ < 1, approach-
ing one in the limit of an infinite power law, i.e. p→∞ in
Eq. (5), where the inhomogeneous scaling behavior must
match the FSS behavior of homogenous systems with ap-
propriate boundary conditions60,61.
We provide numerical evidence of such scaling phenom-
ena for two classes of FOQTs. We consider the FOQT
of quantum Ising chains, which are driven by a parallel
magnetic field when the system is in the ferromagnetic
phase, and those of the q-state Potts chain for q > 4
which is driven by an even temperature-like parameter
with a discontinuity in the ground-state energy density.
Our approach is quite general: the results can be
straightforwardly extended to other systems undergoing
FOQTs and other sources of inhomogeneities smoothing
out the singularities of the transition.
These peculiar inhomogeneous scaling phenomena
should be observable in experiments of physical systems,
requiring essentially the possibility of measuring local
quantities and controlling/tuning the length-scale of the
inhomogeneity. Such conditions may be realized in cold-
atom experiments, in particular in optical lattices, when
the atomic system is such to have a FOQT in homoge-
nous conditions, but the space dependence of the effective
chemical potential (arising from the trap) smooths out its
discontinuities. Around this region we should observe a
crossover region with the scaling features put forward in
this paper. For example, FOQT lines are expected in
the zero-temperature phase diagrams of atomic systems
described by multicomponents Bose-Hubbard models4,
with spin-orbit coupling and synthetic gauge fields, see,
e.g., Refs. 54–58.
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