In this study, we propose a new alternating direction method for solving linear variational variational inequality problems (LVIP). It is simple in the sense that, at each iteration, it needs only to perform a projection onto a simple set and some matrix-vector multiplications. The simplicity of the solution method makes it attractive for solving large-scale problems. To further improve its efficiency, we devise a self-adaptive strategy for choosing the necessary parameters of the solution procedure. We prove the global convergence of this new method under some mild conditions. Finally, some computational results are reported to demonstrate the properties and efficiency of the method.
Introduction
Given an n × n matrix H and a vector c ∈ R n , a linear variational inequality problem, denoted by LVI(H, c, S), is to find a vector x * ∈ S such that
where S ⊆ R n is a nonempty closed convex subset of R n . In this paper, we consider the special case of LVI(H, c, S) with
where A ∈ R m×n , b ∈ R m , and K is a simple nonempty closed convex subset of R n . This class of linear variational inequalities arises frequently in real applications such as traffic equilibrium and network economics problems; see [1] [2] [3] [4] , for example.
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In the numerical methods for solving LVI(H, c, S) with linear constraints as in (2) , the special structure of the set S is usually used to devise decomposition schemes. By attaching a Lagrange multiplier vector y ∈ R m to the linear constraint Ax = b, we get an equivalent form of LVI(H, c, S), denoted by LVI(M, q, Ω ): Find u * ∈ Ω , such that
where
Among the decomposition methods for solving the above problem LVI(M, q, Ω ), the alternating direction method proposed by Gabay [5] and Gabay and Mercier [6] is the most well-known, which can be described as follows (see also [4, [7] [8] [9] ): Given (x k , y k ) ∈ K × R m , find x k+1 ∈ K , such that
then update y via
The method, which decomposes the original problem (3) and (4) to a series of smaller subproblems, is attractive for large scale problems. However, each subproblem (5) is still a linear variational inequality problem, which is usually difficult to solve efficiently and exactly in each iteration. To overcome this difficulty, Han and Lo [10] proposed the following alternating direction method
Finally, get the next iterate
where γ ∈ (0, 2) is a parameter. At each iteration, the method only needs to perform some matrix-vector multiplications and projections onto the simple set K or Ω , making it attractive for solving large-scale problems. This approach is an extension and modification of the alternating direction method of He and Zhou [11] and is extended to nonlinear monotone variational inequality problems [12, 13] . The numerical results reported in [11] [12] [13] showed that these simple alternating direction methods were efficient for large-scale problems.
In this paper, we propose a new alternating direction method for solving LVI(M, q, Ω ). The method is as simple as those in [10] [11] [12] [13] and is extended with features to adaptively select needed parameters so as to improve its efficiency. For given (x k , y k ) ∈ K × R m , we first computex k viā
Then, find the next iterative point by
and 0 < τ < 2,
Clearly, the efficiency of the method depends on the sequence of parameters {µ k }, which is usually different for different problems. For many problems, to suitably choose this sequence of parameters is difficult. Therefore, to improve the efficiency of this solution method, we devise a self-adaptive strategy to find suitable parameters. By using the information on hand, the self-adaptive strategy will find the suitable parameter value from iteration to iteration.
The remainder of the paper is organized as follows. In the next section, we summarize some basic definitions and properties related to this problem. In Section 3, the new simple alternating direction method is described formally, with the proof of its global convergence under some mild conditions provided in Section 4. In Section 5, we report some preliminary computational results of the proposed method, and Section 6 gives some concluding remarks.
Preliminaries
For a vector x ∈ R n and a matrix C ∈ R n×n , we denote x = √ x x as the Euclidean-norm and C as the matrix 2-norm. Throughout this paper, we will use the MATLAB convention that for any two column vectors x ∈ R n and y ∈ R m , [x; y] := (x , y ) . Let K be a nonempty closed convex subset of R n and let P K (·) denote the projection mapping from R n onto K . That is,
It is commonly known [14] that the variational inequality problem (3) and (4) is equivalent to the projection equation
where β is an arbitrary positive constant. For any closed convex set K ⊆ R n , a basic property of the projection mapping
From (11) and the Cauchy-Schwartz inequality, we can see that the projection operator P K (·) is nonexpansive, i.e.,
The following lemma plays an important role in our algorithm.
Lemma 2.1. For any u ∈ Ω and 0 < β 1 ≤ β 2 , we have
Here e(u, β) :
is the residual function of (10).
Proof. See Lemma 1 of [15] and (2.6) of [16] , or [17] .
The method
We now describe the self-adaptive alternating direction method. In the following, we consider that the solution set of LVI(M, q, Ω ), denoted by Ω * , is nonempty. 
S2. Compute the step size
,
S4. Adjust the parameter µ k with the following strategy: Let
, and
S5. Set k := k + 1 and go to Step 1.
Remark. The method is simple. At Step S1, it only needs to perform a projection onto the simple set K so as to generate the vectorx k ;
Step S2 involves some matrix-vector multiplications;
Step S3 involves a projection onto K again, and the last step involves computing the norms of some vectors. Some projection methods [1] can also be used to solve the variational inequality problems (3) and (4), and these are also simple. But the self-adaptive strategy in choosing the step size makes the new method more efficient than those projection methods.
Since B k is positive definite, it is true that
where λ min (B k ) is the minimum eigenvalue of B k . On the other hand, we can say that
From the definition of ρ k , we have
for all k > 0.
is an ascent direction of the unknown function
Proof. Notice that (14) is equivalent to findingx k , such that
Let x * and y * be an arbitrary solution of (3). Then, setting x = x * in (19), we have
Sincex k ∈ K ,
Adding (20) and (21), we have
Since H is positive semi-definite,
Thus,
Using the fact that Ax * = b and by rearranging terms, we get (18) immediately.
Global convergence
In this section, we analyze the global convergence of the proposed algorithm. If the algorithm stops after a finite number of iterations, then we obtain an approximate solution of the problem. In the following, we assume that = 0 and the algorithm generates an infinite sequence {u k } ∞ k=0 . Based on (18), we have the following theorem. Theorem 1. For any solution point u * of (3), the sequence {u k } generated by the algorithm satisfies
Proof. It follows from the nonexpansivity of the projection operator that
where the first inequality follows from the nonexpansivity of the projection operator, the second inequality follows from (18) , and the last equality follows from the definition of ρ k .
We have the following main result:
Theorem 2. The sequence {u k } generated by the algorithm converges to a solution of the variational inequality problem (3).
Proof. It follows from Theorem 1 and (17) that
Since κ > 0, 0 < τ < 2 and from the fact that B k is positive definite, we have
which means that the generated sequence {u k } is bounded. Furthermore, it follows from (23) that
Summing both sides of the above inequality, we have
which means that
or, equivalently,
From the assumption that µ k ≥ µ min and µ min I − (H + A A) is positive semidefinite, we have
Since {u k } is bounded, it has at least one cluster point. Letũ be a cluster point of {u k } and {u k j } be the subsequence converging toũ. Then,
On the other hand, we have
, where the first inequality follows from the triangle inequality, the second one from the nonexpansivity of the projection operator and the last one from the first inequality in Lemma 2.1. Thus,
. Since the projection operator is continuous, taking limits along the subsequence {x k j } and using (25) and (26), we have
which, together with Ax = b implies thatũ is a solution of (3). We can take u * =ũ in (24) and u k+1 −ũ ≤ u k −ũ . The whole sequence {u k } thus converges toũ.
Numerical studies
In order to give some insight into the behavior of the new alternating direction method, we implement it in MATLAB to solve some linear variational inequality problems. Example 1. The purpose of this test is to compare the convergence behavior of the proposed method with the one by Han and Lo [10] . The first problem under consideration is the linear variational inequality problem with
and
Thus, in our formulation, the constraint set K is the nonnegative orthant R n + and A = (1, 1, . . . , 1) ,
This problem is a modification of the standard test problem, consisting of the linear complementarity problem LCP(H, c), i.e., LVI(H, c, S) with S = R n + . The LCP(H, c) problem was used in many previous studies [18] [19] [20] , for which Lemke's method is known to run in exponential time. The unique solution is (0, . . . , 0, 1) . We conduct the numerical study with dimensions varying from 8 to 2000, and with different initial points. Table 5 .1 reports the results with the initial point as u 0 = (1, . . . , 1); Table 5 .2 reports the results with the initial point as u 0 = (0, . . . , 0); and Table 5 .3 reports the results with the initial point u 0 generated randomly between (0, 10). To illustrate the important role of the self-adaptive strategy, we also code the proposed algorithm with a fixed parameter µ throughout the entire algorithm without any change, denoted in the tables as "Proposed method (F)", where µ is set to be 21 H + A A . In the proposed algorithm, we also set the initial µ 0 to be µ 0 = 21 H + A A but allow it to be changed from iteration to iteration adaptively. The other parameters are α 1 = 0.5, α 2 = 2, ν 1 = 0.1/n, ν 2 = 0.9/n, µ min = 5 H + A A and µ max = 50 H + A A . The column 'N ' denotes the dimensions of the problem, and the stopping criterion is
where is set to be 10 −6 . 'IN' denotes the number of iterations and 'CPU' denotes the CPU time in seconds. We note that since K = R n + , the projection, in the sense of the Euclidean norm, is very easy to compute. For any z ∈ R n , P K [z] by component is defined as
From these tables, we can see that the proposed method with the self-adaptive strategy is the most efficient among the three methods considered here. In principle, the proposed method with a fixed µ involves a similar amount of mathematical operations per iteration as the method by Han and Lo [10] , whereas the proposed method with the selfadaptive strategy requires some additional comparisons between the parameters in each iteration in order to select a suitable µ. But by adaptively selecting an appropriate parameter for each iteration, this strategy results in a much lower number of iterations required for solution, making it the most efficient among the three methods compared. The results summarized in Table 5 .4 show that the self-adaptive strategy also makes the method more robust than that with a fixed µ, in the sense that its efficiency does not as much depend on the choice of µ 0 . Here, we take µ 0 = ϑ H + A A with different ϑ, n = 100 and u 0 = (1, . . . , 1).
Example 2. To give a further illustration of the behavior of the proposed method with the self-adaptive strategy, we implement it for a set of spatial price equilibrium problems. The details of these problems follow from [10, 11, 21] , as 5  5  25  8  19  67  85  5  10  50  15  54  94  133  5  20  100  14  35  83  154  10  10  100  10  35  112  196  10  20  200  9  23  160  194  20  30  600  10  42  131  518  30  40  1200  15  44  230  342  40  50  2000  18  72  255  553  50  60  3000  44  93 c i j ∈ (0, 100) and h i j ∈ (0.005, 0.01).
The parameters s i and d j are generated randomly between (0, 100) for all i = 1, . . . , m and j = 1, . . . , n. The calculations are started with u 0 generated randomly between (0, 100) and stopped for some prescribed > 0, and the other parameters are set as in the first example. The computational results, given in Table 5 .5 for various m and n, show that the required number of iterations is relatively small as compared with the size of problems.
Concluding remarks
In this study, we developed a simple alternating direction method for solving linear variational inequality problems with linear constraints. The algorithm is simple in the sense that it only needs to perform projections onto a simple set and some matrix-vector multiplications. We proved the global convergence of the method under some mild conditions. To improve the efficiency of the method, we also devised a self-adaptive strategy to select the parameters used in the method. Finally, we reported some numerical studies to demonstrate the efficiency and robustness of the method.
