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LOCAL COHOMOLOGY AND DEGREE COMPLEXES
OF MONOMIAL IDEALS
JONATHAN L. O’ROURKE
Abstract. This paper examines the dimension of the graded local cohomologyHpm(S/K
s)γ
and Hpm(S/K
(s)) for a monomial ideal K. This information is encoded in the reduced
homology of a simplicial complex called the degree complex. We explicitly compute the
degree complexes of ordinary and symbolic powers of sums and fiber products of ideals, as
well as the degree complex of the mixed product, in terms of the degree complexes of their
components. We then use homological techniques to discuss the cohomology of their quotient
rings. In particular, this technique allows for the explicit computation of reg((I+J+mn)(s))
in terms of the regularities of I(i) and J (j).
1. Introduction
The local cohomology of the quotient ring S/K, with K ⊂ S an ideal, encodes information
about the computational complexity of K. Studying this cohomology has been a subject of
increasing interest in recent years (see, e.g., [7], [16], [21]). A popular program of research
in recent years involves finding bounds for where local cohomology has nonzero dimension,
via studying Castlenuovo-Mumford regularity and depth (see, e.g., [1], [2], [3], [4], [9], [12],
[13], [14], [17], [20]). By calculating all of the local cohomology modules, we obtain a more
complete picture of the complexity of the ideal.
In particular, this paper examines what can be determined about the local cohomology
modules of (ordinary and symbolic) powers of ideals that can be expressed as sums and fiber
products of ideals in polynomial rings sharing no variables. The sum of ideals I ⊂ A and
J ⊂ B in polynomial rings sharing no variables is of interest in an algebro-geometric sense,
in that Spec(A/I)×k Spec(B/J) = Spec((A⊗kB)/(I+J)) (see [9]). For I and J edge ideals
of hypergraphs, I+J corresponds to the union of the two graphs. The fiber product of I ⊂ A
and J ⊂ B, where m and n are the maximal homogeneous ideals of A and B respectively, is
defined to be I + J +mn (see [19] and sources within). One may observe that ideals of this
form can decompose the ring (A⊗k B)/(I + J +mn) as a direct sum of rings: A/I ⊕ B/J .
Furthermore, if I and J are viewed as edge ideals of hypergraphs, I + J + mn corresponds
to the (graph-theoretic) join of the hypergraphs. We are interested in studying powers of
homogeneous ideals due to a celebrated result of Cutkosky, Herzog, and Trung ([6]), giving
that, for s ≫ 0, reg(Is) = ds+ b, where d depends on I. As yet, much less is known about
the symbolic powers of these ideals.
In this paper, we examine the dimension of Zs-graded local cohomology modules of S/Ks
and S/K(s), where K is a sum or fiber product of monomial ideals. Due to a formula of
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Takayama [23], this problem can be reduced to examining the reduced homology of a related
simplicial complex called the degree complex. The degree complex has been a useful tool
of study for examining ideal invariants that are based on where the dimension of the local
cohomology is nonzero, such as regularity and depth (see, e.g., [11], [17], [24]). This paper
seeks to compute these dimensions explicitly.
Let A = k[x1, . . . , xm], B = k[xm+1, . . . , xn] be monomial ideals, S = A ⊗k B, and let
m = (x1, . . . , xm) and n = (xm+1, . . . , xn) be the respective maximal homogeneous ideals of
A and B. Let ∆X be the simplex on {1, . . . , m} and ∆Y be the simplex on {m+ 1, . . . , n}.
The main results of the paper are how we may describe the degree complexes of (ordinary
and symbolic) powers of sums and fiber products in terms of their constituent ideals.
Theorem 1.1. Let I ⊂ A and J ⊂ B monomial ideals, let γ = (α, β) ∈ Zn, and let
|γ| :=∑ni=1 γi.
(1) (Theorem 3.11) ∆γ(IJ) = (∆α(I) ∗∆Y ) ∪ (∆X ∗∆β(J))
(2) (Theorem 3.12) ∆γ((I + J)
s) =
⋃s
j=1∆α(I
j) ∗∆β(Js−j+1)
(3) (Theorem 3.13) ∆γ((I + J)
(s)) =
⋃s
j=1∆α(I
(j)) ∗∆β(J (s−j+1))
(4) (Theorem 4.5) Let I and J be additionally squarefree. Let
A =
{
{∅ ( F ∈ ∆α(Is−|β|)}, Gβ = ∅, |β| < s
∅, Gβ 6= ∅ or |β| ≥ s
be nonempty faces of ∆α(I
s−|β|);
B =
{
{∅ ( F ∈ ∆β(Js−|α|)}, Gα = ∅, |α| < s
∅, Gα 6= ∅ or |α| ≥ s
be nonempty faces of ∆β(J
s−|α|).
Then the nonempty faces of ∆γ((I + J +mn)
s) are given by
{∅ ( F ∈ ∆γ((I + J +mn)s)} = A ∪ B
(5) (Theorem 4.9) Let I and J be additionally squarefree. Let
A′ =
{
{∅ ( F ∈ ∆α(I(s−|β|))}, Gβ = ∅, |β| < s
∅, Gβ 6= ∅ or |β| ≥ s
be nonempty faces of ∆α(I
(s−|β)|);
B′ =
{
{∅ ( F ∈ ∆β(J (s−|α|))}, Gα = ∅, |α| < s
∅, Gα 6= ∅ or |α| ≥ s
be nonempty faces of ∆β(J
(s−|α|)).
Then the nonempty faces of ∆γ((I + J +mn)
(s)) are given by
{∅ ( F ∈ ∆γ((I + J +mn)(s))} = A′ ∪ B′
(6) (Theorem 5.2) Let I1 ⊆ I2 ⊆ A and J1 ⊆ J2 ⊆ B be monomial ideals, and let
H = I1J2 + I2J1 be the mixed product of I1, I2, J1, J2 (cf. [10]). Let γ = (α, β) ∈
Zm × Zn−m. Then
∆γ(H) = [∆X ∗∆β(J2)] ∪ [∆α(I1) ∗∆β(J1)] ∪ [∆α(I2) ∗∆Y ]
From these decompositions, we may say the following about their graded local cohomolo-
gies as a consequence.
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Theorem 1.2. Let I ⊂ A and J ⊂ B be monomial ideals, let m and n be the respective
maximal homogeneous ideals of A and B, and let γ = (α, β) ∈ Zn.
(1) (Theorem 3.16) dimkH
p
m+n(S/(I+J))γ =
∑
u+v=p+1 dimkH
u
m(A/I)α ·dimkHvn (B/J)β
(2) (Theorem 3.17) dimkH
p
m+n(S/(IJ))γ =
∑
u+v=p dimkH
u
m(A/I)α · dimkHvn (B/J)β
(3) (Theorem 3.18) There is a collection of long exact sequences which relate Hpm+n(S/(I+
J)s)γ to the modules H
u
m(A/I
i)α and H
v
n (B/J
j)β and which relate H
p
m+n(S/(I+J)
(s))γ
to the modules Hum(A/I
(i))α and H
v
n (B/J
(j))β with 1 ≤ i, j ≤ s.
(4) (Theorem 4.10)
(a) Let ⋄ be the condition that each of ∆α(Is−|β|) and ∆β(Js−|α|) hsa a nonempty
face and that p = 1. Then for p ≥ 1,
dimkH
p
m+n(S/(I + J +mn)
s) ={
dimkH
p
m(A/I
s−|β|)α + dimkH
p
n (B/J
s−|α|)β, if not ⋄
dimkH
p
m(A/I
s−|β|)α + dimkH
p
n (B/J
s−|α|)β + 1, if ⋄ .
(b) Let ⋄′ be the condition that each of ∆α(I(s−|β|)) and ∆β(J (s−|α|)) has a nonempty
face and that p = 1. Then for p ≥ 1,
dimkH
p
m+n(S/(I + J +mn)
(s)) ={
dimkH
p
m(A/I
(s−|β|))α + dimkH
p
n (B/J
(s−|α|))β , if not ⋄′
dimkH
p
m(A/I
(s−|β|))α + dimkH
p
n (B/J
(s−|α|))β + 1, if ⋄′ .
As a further consequence of this description of the local cohomology, we have the following
result about the regularity of symbolic powers of the fiber product.
Theorem 1.3. (Corollary 4.12) For I ⊂ A and J ⊂ B squarefree monomial ideals, m and
n the respective maximal homogeneous ideals of A and B, and s ≥ 1, we have
reg(S/(I + J +mn)(s)) = max
1≤t≤s
{reg(A/I(t)) + s− t, reg(B/I(t)) + s− t, 2s− 1}
The paper is outlined as follows. In Section 2, we collect the necessary background and
notations to be used throughout the paper. In Section 3, we describe the decomposition
of the degree complexes of IJ , I + J , (I + J)s and (I + J)(s) and describe what we can
derive about their graded local cohomologies. In Section 4, we describe the decomposition
of the degree complexes of (I + J +mn)s and (I + J +mn)(s) and describe their graded local
cohomologies. In Section 5, we describe the decomposition of ∆γ(I1J2+I2J1) for I1 ⊆ I2 ⊆ A
and J1 ⊆ J2 ⊆ B. Section 6 contains some useful functions for computing degree complexes
in the Macaulay2 computer algebra system.
Acknowledgements. The author wishes to thank his advisor, Huy Ta`i Ha`, for sug-
gesting the strategy for determining local cohomology and for providing direction for the
paper. The author also wishes to thank Selvi Kara Beyarslan for carefully reading through
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2. Preliminaries
In this section, we will introduce the necessary background and fix the notation to be
used in the remainder of the paper.
Throughout this paper, let k be a field of characteristic zero, and define sets of variables
X = {x1, . . . , xm} and Y = {xm+1, . . . , xn}. Let A = k[X ] = k[x1, . . . , xm], B = k[Y ] =
k[xm+1, . . . , xn], and S = A⊗k B = k[x1, . . . , xn]. For γ ∈ Zn, define xγ := xγ11 xγ22 · · ·xγnn .
Definition 2.1. A simplicial complex ∆ is a collection of subsets σ ⊂ [n], called faces, that
is closed under taking subsets; i.e., if σ ∈ ∆ and σ′ ⊆ σ, then σ′ ∈ ∆. The (simplicial) join
of two simplicial complexes ∆ and Γ is given by
∆ ∗ Γ = {σ ∪ τ : σ ∈ ∆, τ ∈ Γ}.
A simplex on a set T ⊂ [n], denoted ∆T , has the full set T as a face, and therefore τ ∈ ∆T
for all τ ⊂ T . The void complex is the complex with no faces, and the irrelevant complex is
the complex whose only face is ∅. Observe that a simplicial complex joined with the void
complex is again the void complex. Note that H˜p(∅; k) = 0 for all p and H˜p({∅}; k) = 0 for
p 6= −1, but H˜p({∅}; k) = k for p = −1.
Notation 2.2. Let [n] := {1, . . . , n}. For S = k[x1, . . . , xn] and F ⊆ [n], define SF to be
S[x−1i : i ∈ F ]. For γ ∈ Zn, denote by Gγ := {i ∈ [n] : γi < 0}.
Definition 2.3. For a monomial ideal I ⊂ S and γ ∈ Zn, the degree complex ∆γ(I) is a
simplicial complex defined as
∆γ(I) = {F ⊆ [n] \Gγ : xγ 6∈ ISF⊔Gγ}.
The reason for studying the degree complexes of a monomial ideal is a formula due to
Takayama (originally [23]; the version used here can be seen in [17]).
Theorem 2.4. Let I ⊂ S be a monomial ideal.
dimkH
i
m(R/I)γ =
{
dimk H˜i−|Gγ |−1(∆γ(I); k), if Gγ ∈ ∆0(I)
0, otherwise.
In particular, because depth and Castelnuovo-Mumford regularity can be defined based
on when the cohomology modules H im(R/I) are nonzero, a full description of the degree
complex can help determine these values.
Definition 2.5. Let M be a module with support m = (x1, . . . , xn). Then
• depth(M) = min{p : Hpm(M) 6= 0} = min{p : Hpm(M)γ 6= 0 for some γ ∈ Zn}
• reg(M) = max{p+ |γ| : p = 0, . . . , dimM,Hpm(M)γ 6= 0}.
Observation 2.6. These are some useful facts about the degree complex.
(1) If I1 ⊆ I2, then ∆γ(I1) ⊇ ∆γ(I2).
(2) For any γ ∈ Zn, ∆γ(1) = {}.
(3) F ∈ ∆0(I) if and only if for all monomials m ∈ I, supp(m) 6⊆ F
(4) For any nontrivial monomial ideal I ⊂ S, ∆0(I) = ∆0(
√
I).
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Proof. (1) For F ∈ [n] \Gγ ,
F ∈ ∆γ(I2)⇐⇒ xγ 6∈ I2SF⊔Gγ
=⇒ xγ 6∈ I1SF⊔Gγ ⊆ I2SF⊔Gγ
⇐⇒ F ∈ ∆γ(I1)
(2) For F ⊆ [n] \Gγ , F ∈ ∆γ(1) iff xγ 6∈ SF⊔Gγ . However,
xγ =
∏
i 6∈Gγ
xγii ·
∏
i∈Gγ
xγii ∈ S · SGγ ⊆ SF⊔Gγ .
Therefore, for any F ⊆ [n] \Gγ, F 6∈ ∆γ(1), so ∆γ(1) is the void complex.
(3) If supp(m) ⊆ F for some m ∈ I, then m−1 ∈ SF , and 1 = m ·m−1 ∈ ISF , so that
F ∈ ∆0(I). If supp(m) 6⊆ F for each m ∈ I, then because 1 6∈ I and m−1 6∈ SF for
any m ∈ I, we have 1 6∈ ISF , so that F ∈ ∆0(I).
(4) For each m ∈ I, the squarefree monomial msqfree :=
∏
i∈supp(m) xi ∈
√
I, and
supp(m) = supp(msqfree). We also have 1 ∈ ISF if and only if, for some 0 6= m ∈ I,
supp(m) ⊆ F . Therefore, we have
F ∈ ∆0(I)⇐⇒ 1 ∈ ISF
⇐⇒ for some 0 6= m ∈ I, supp(m) ⊆ F
⇐⇒ for some 0 6= msqfree ∈
√
I, supp(msqfree) = supp(m) ⊆ F
⇐⇒ 1 ∈
√
ISF
⇐⇒ F ∈ ∆0(
√
I).

Once the decomposition of the degree complex is given, many of the results for ordinary
powers immediately yield results for symbolic powers via identical proofs.
Definition 2.7. ([5], [25]) Let I ⊂ S be a homogeneous ideal. The sth symbolic power of
I, denoted by I(s), is given by
I(s) = S ∩
⋂
p∈Ass(I)
p
sSp,
where Ass(I) denotes the set of associated primes of I. If I is a squarefree monomial ideal,
this is simply
I(s) =
⋂
p∈Ass(I)
p
s.
3. Degree Complexes of Powers of Sums of Ideals
In this section, we will describe how operations on ideals translate to operations on degree
complexes, and we will provide a decomposition of the degree complexes of I + J and I ∩ J .
Furthermore, when I ⊂ A and J ⊂ B, we provide a decomposition of the degree complexes
of IJ , (I + J)s, and (I + J)(s).
5
Notation 3.1. For a monomial ideal I ⊂ S, define supp(I) := ⋃m∈G(I) supp(m), where G(I)
is the set of minimal generators of I. Let k[F ] := k[xi : i ∈ F ].
First, we prove some lemmas relating to membership in the ideal ISF in order to simplify
calculations when we are considering faces of the degree complex.
The following lemma indicates that we may change γi for i ∈ F without affecting whether
the face F is included.
Lemma 3.2. Let I ⊂ S be a monomial ideal, F ⊆ [n], γ ∈ Zn, and xδ ∈ k[F ]. Then
xγ ∈ ISF if and only if xδxγ ∈ ISF .
Proof. Let xδ ∈ k[F ]. Clearly, if xγ ∈ ISF , then xδxγ ∈ ISF .
If xδxγ ∈ ISF , then because x−δ ∈ SF , we have xγ = xδxγ · x−δ ∈ ISF . 
The following lemma reduces the question of whether xγ ∈ ISF to whether xδxγ ∈ I for
some xδ ∈ k[F ].
Lemma 3.3. For a monomial ideal I ⊂ S and a subset F ⊆ [n], the monomial xγ ∈ ISF if
and only if there exists some monomial xδ ∈ k[F ] such that xδxγ ∈ I.
Proof. If there exists xδ ∈ k[F ] such that xδxγ ∈ I, then xγ = xδxγ · x−δ ∈ I · SF . On the
other hand, if xγ ∈ ISF , then we may write xγ = mx−δ, where m ∈ I is a monomial and
xδ ∈ k[F ] (so that x−δ ∈ SF ). In this case, xδxγ = xδmx−δ = m ∈ I. 
The following lemma allows us to reduce to the case where γ ∈ Nn for the above lemma.
Lemma 3.4. Let I ⊂ S be a monomial ideal, γ ∈ Zn, and let γ′ ∈ Nn be defined by
γ′i :=
{
γi, if γi ≥ 0
0, if γi < 0
.
Then for any F ⊆ [n] \Gγ, xγ ∈ ISF⊔Gγ iff xγ′ ∈ ISF⊔Gγ .
Proof.
xγ
′ ∈ ISF⊔Gγ ⇐⇒ xγ
′
= (
∏
i∈Gγ
x−γii )x
γ ∈ ISF⊔Gγ
⇐⇒ xγ ∈ ISF⊔Gγ (Lemma 3.2)

The following lemma allows us to perform addition in the ring SF .
Lemma 3.5. Let I and J be monomial ideals in S, and let γ ∈ Zn. Then for any F ⊂ [n],
xγ ∈ (I + J)SF if and only if xγ ∈ ISF + JSF .
Proof. Let I and J be monomial ideals, γ ∈ Zn, and F ⊆ [n].
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xγ ∈ (I + J)SF ⇐⇒ there exists xδ ∈ k[F ] s.t. xδxγ ∈ (I + J) (Lemma 3.3)
⇐⇒ there exists xδ ∈ k[F ] such that xδxγ ∈ I or xδxγ ∈ J
⇐⇒ xγ ∈ ISF or xγ ∈ JSF
⇐⇒ xγ ∈ ISF + JSF

The following lemma is straightforward, but we include it for clarity. It allows us to reduce
the question of whether xγ ∈ I to the question of whether ∏i∈T xγii ∈ I, for T ⊇ supp(I).
Lemma 3.6. Let I ⊂ S be a monomial ideal, supp(I) ⊆ T ⊆ [n] and γ ∈ Nn. Then xγ ∈ I
if and only if
∏
i∈T x
γi
i ∈ I.
Proof. If
∏
i∈T x
γi
i ∈ I, then xγ =
∏
i∈[n]\T x
γi
i ·
∏
i∈T x
γi
i ∈ I. On the other hand, if xγ ∈ I,
then there exists some m ∈ G(I) such that m divides xγ . Because supp(m) ⊆ supp(I) ⊆ T ,
m must also divide
∏
i∈T x
γi
i , so that
∏
i∈T x
γi
i ∈ I as well. 
With these proved, we may prove the following lemma that collects the variables not in
any generator of I as a simplex.
Lemma 3.7. Let I ⊂ S be a monomial ideal, supp(I) ⊆ T ⊆ [n], and γ ∈ Zn, and let
γT = (γi : i ∈ T ) ∈ Z|T |. Then ∆γ(I) = ∆γT (I) ∗ ∆[n]\T , where ∆[n]\T is the simplex on
[n] \ T .
Proof. For any F ⊆ [n] \Gγ , we have
F ∈ ∆γ(I)⇐⇒ xγ 6∈ ISF⊔Gγ (Definition 2.3)
⇐⇒ there exists no xδ ∈ k[F ⊔Gγ] such that xδxγ ∈ I (Lemma 3.3)
⇐⇒ for all xδ ∈ k[F ⊔Gγ ],
∏
i∈T
xδii x
γi
i 6∈ I (Lemma 3.6)
⇐⇒
∏
i∈T
xγii 6∈ IS(F⊔Gγ)∩T
⇐⇒ xγT =
∏
i∈T
xγii 6∈ IS(F⊔Gγ)∩T = IS(F∩T )∪GγT
⇐⇒ F ∩ T ∈ ∆γT (I)
Therefore F ∈ ∆γ(I) if and only if F = (F ∩ T ) ∪ (F ∩ ([n] \ T )) with F ∩ T ∈ ∆γT (I)
and no restriction on F ∩ ([n] \ T ). Hence, ∆γ(I) = ∆γT (I) ∗∆[n]\T .

Notation 3.8. Let γ = (α, β) ∈ Zm × Zn−m, so that γi = αi for i ∈ X = {1, . . . , m} and
γi = βi−m for i ∈ Y = {m+ 1, . . . , n}. By convention, let ∆α(·) ⊆ ∆X and ∆β(·) ⊆ ∆Y .
With these lemmas and conventions in place, we can prove the decompositions of degree
complexes of sums and intersections, which we do in the following three theorems.
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Theorem 3.9. Let I and J be monomial ideals in S = k[x1, . . . , xn], and let γ ∈ Zn.
(1) ∆γ(I + J) = ∆γ(I) ∩∆γ(J).
(2) If I ⊂ A = k[x1, . . . , xm], J ⊂ B = k[xm+1, . . . , xn], and γ = (α, β) ∈ Zm × Zn−m,
then ∆γ(I + J) = ∆α(I) ∗∆β(J).
Proof. (1) For any F ⊆ [n] \Gγ, we have
F ∈ ∆γ(I + J)⇐⇒ xγ 6∈ (I + J)SF⊔Gγ
⇐⇒ xγ 6∈ ISF⊔Gγ + JSF⊔Gγ (Lemma 3.5)
⇐⇒ xγ 6∈ ISF⊔Gγ and xγ 6∈ JSF⊔Gγ
⇐⇒ F ∈ ∆γ(I) and F ∈ ∆γ(J)
⇐⇒ F ∈ ∆γ(I) ∩∆γ(J)
(2) By Lemma 3.7, under these conditions, ∆γ(I) = ∆α(I)∗∆Y and ∆γ(J) = ∆X∗∆β(J).
Then
∆γ(I + J) = ∆γ(I) ∩∆γ(J)
= (∆α(I) ∗∆Y ) ∩ (∆X ∗∆β(J))
= (∆α(I) ∩∆X) ∗ (∆Y ∩∆β(J))
= ∆α(I) ∗∆β(J).

Theorem 3.10. Let I and J be monomial ideals in S and γ ∈ Zn. Then ∆γ(I ∩ J) =
∆γ(I) ∪∆γ(J).
Proof. For any F ⊆ [n] \Gγ , we have
F ∈ ∆γ(I ∩ J)⇐⇒ xγ 6∈ (I ∩ J)SF⊔Gγ
⇐⇒ there exists xδ ∈ k[F ⊔Gγ] such that xδxγ ∈ I ∩ J (by Lemma 3.3)
⇐⇒ there exists xδ ∈ k[F ⊔Gγ] such that xδxγ 6∈ I or xδxγ 6∈ J
⇐⇒ xγ 6∈ ISF⊔Gγ or xγ 6∈ JSF⊔Gγ
⇐⇒ F ∈ ∆γ(I) or F ∈ ∆γ(J)
⇐⇒ F ∈ ∆γ(I) ∪∆γ(J)

The case of multiplication of ideals in different polynomial rings reduces to the intersection
of those ideals, as follows.
Theorem 3.11. Let I ⊂ A = k[X ] and J ⊂ B = k[Y ] be monomial ideals and γ = (α, β).
Then ∆γ(IJ) = (∆α(I) ∗∆Y ) ∪ (∆X ∗∆β(J)).
Proof. Because I and J share no variables, we have IJ = I ∩ J , so that
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∆γ(IJ) = ∆γ(I ∩ J)
= ∆γ(I) ∪∆γ(J) (by Theorem 3.10)
= (∆α(I) ∗∆Y ) ∪ (∆X ∗∆β(J)) (by Lemma 3.7)

With the description that, for I ⊂ A and J ⊂ B, (I + J)s = ∑sj=0 IjJs−j, the degree
complex of ordinary powers of a sum of ideals has an explicit decomposition in terms of
degree complexes of powers of I and J .
Theorem 3.12. If I ⊂ A and J ⊂ B are monomial ideals and γ = (α, β), then
∆γ((I + J)
s) =
s⋃
j=1
∆α(I
j) ∗∆β(Js−j+1).
Proof. It is well-known that (I+J)s =
∑s
i=0 I
iJs−i. Thus we have the following first equality
from the mentioned fact and
∆γ((I + J)
s) = ∆γ
(
s∑
i=0
I iJs−i
)
=
s⋂
i=0
∆γ(I
iJs−i) (by Theorem 3.9)
=
s⋂
i=0
(∆α(I
i) ∗∆Y ) ∪ (∆X ∗∆β(Js−i)) (by Theorem 3.11)
Claim.
s⋂
i=0
(∆α(I
i) ∗∆Y ) ∪ (∆X ∗∆β(Js−i)) =
s⋃
j=1
∆α(I
j) ∗∆β(Js−j+1)
Proof of the Claim. It is clear that
F ∈
s⋃
j=1
∆α(I
j) ∗∆β(Js−j+1)⇐⇒ F ∈ ∆α(Ij) ∗∆β(Js−j+1) for some j ∈ {1, . . . , s}.
It follows from Observation 2.6 and Notation 3.8 that
∆α(I
j) ∗∆β(Js−j+1) ⊆ ∆α(Ij) ∗∆Y ⊆ ∆α(I i) ∗∆Y for j ≤ i ≤ s, and
∆α(I
j) ∗∆β(Js−j+1) ⊆ ∆X ∗∆β(Js−j+1) ⊆ ∆X ∗∆β(Js−i) for 0 ≤ i ≤ j − 1.
Thus, we conclude the following containment
∆α(I
j) ∗∆β(Js−j+1) ⊆
s⋂
i=0
(∆α(I
i) ∗∆Y ) ∪ (∆X ∗∆β(Js−i)).
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On the other hand, if F ∈ ⋂si=0(∆α(I i) ∗∆Y ) ∪ (∆X ∗∆β(Js−i)), then F ∈ ∆α(I i) ∗∆Y
for some i ∈ {1, . . . , s} because ∆X ∗∆β(Js−s) = ∆X ∗∆β(1) is the void complex.
Let j := min{i : F ∈ ∆α(I i) ∗∆Y } ∈ {1, . . . , s}. Then F ∈ ∆X ∗∆β(Js−(j−1)) and
F ∈ [∆X ∗∆β(Js−(j−1))] ∩ [∆α(Ij) ∗∆Y ] = ∆α(Ij) ∗∆β(Js−j+1)
⊆
s⋃
j=1
∆α(I
j) ∗∆β(Js−j+1)
♦
Therefore, we obtain the desired equality from the claim.
∆γ((I + J)
s) =
s⋂
i=0
(∆α(I
i) ∗∆Y ) ∪ (∆X ∗∆β(Js−i))
=
s⋃
j=1
∆α(I
j) ∗∆β(Js−j+1)

By [9, Theorem 3.4], the symbolic power of the sum is given by (I+J)(s) =
∑s
j=0 I
(j)J (s−j).
This similar decomposition translates to a similar decomposition of the degree complex.
Theorem 3.13. If I ⊂ A and J ⊂ B are monomial ideals and γ = (α, β), then
∆γ((I + J)
(s)) =
s⋃
j=1
∆α(I
(j)) ∗∆β(J (s−j+1)).
Proof. By [9], for I ⊂ A and J ⊂ B monomial ideals, (I + J)(s) =∑si=0 I(i)J (s−i). Further-
more, we have that because I(k) ⊇ I(ℓ) when k ≤ ℓ, and so ∆γ(I(k)) ⊆ ∆γ(I(ℓ)), in the same
way as the ordinary power case. The proof then follows step-for-step identically to the proof
of Theorem 3.12. 
Example 3.14. Let I = (x1x2, x2x3, x3x4) ⊂ A = k[x1, . . . , x4] and J = (x5x6x7, x7x8) ⊂
B = k[x5, . . . , x8]. Let α = (0, 2, 0, 0) and β = (1, 0, 0, 0). For a simplicial complex ∆, say
that ∆ = 〈F1, F2, . . . , Ft〉 if F1, . . . , Ft are the facets (maximal faces with respect to inclusion)
of ∆.
Then
• ∆α(I) = {F : x22 6∈ ISF} = 〈{2, 4}〉
• ∆α(I2) = {F : x22 6∈ I2SF} = 〈{2, 4}〉
• ∆α(I3) = {F : x22 6∈ I3SF} = 〈{2, 4}, {1, 3}, {1, 4}〉
• ∆β(J) = {F : x5 6∈ JSF} = 〈{5, 7}, {5, 6, 8}〉
• ∆β(J2) = {F : x5 6∈ J2SF} = 〈{6, 7}, {5, 7}, {5, 6, 8}〉
• ∆β(J3) = {F : x5 6∈ J3SF} = 〈{6, 7}, {5, 7}, {5, 6, 8}〉
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Then
∆γ((I + J)
3) =
3⋃
j=1
∆α(I
j) ∗∆β(Js−j)
= 〈{2, 4, 6, 7}, {2, 4, 5, 7}, {2, 4, 5, 6, 8}〉∪
〈{2, 4, 6, 7}, {2, 4, 5, 7}, {2, 4, 5, 6, 8}〉∪
〈{2, 4, 5, 7}, {2, 4, 5, 6, 8}, {1, 3, 5, 7}, {1, 3, 5, 6, 8}, {1, 4, 5, 7}, {1, 4, 5, 6, 8}〉
= 〈{2, 4, 5, 7}, {2, 4, 6, 7}, {2, 4, 5, 6, 8}, {1, 3, 5, 7},
{1, 3, 5, 6, 8}, {1, 4, 5, 7}, {1, 4, 5, 6, 8}〉.
With this description of the degree complexes, we can discuss the cohomology. We begin
with a lemma to address the common situation of calculating the dimension of the reduced
homology of a simplicial join.
Lemma 3.15. For simplicial complexes Γ1 and Γ2,
dimk H˜p(Γ1 ∗ Γ2; k) =
∑
u+v=p
dimk H˜u(Γ1; k) · dimk H˜v(Γ2; k).
Proof. By Ku¨nneth formula (cf. [18]), H˜p(Γ1∗Γ2; k) =
⊕
u+v=p H˜u(Γ1; k)⊗H˜v(Γ2; k). There-
fore, because H˜·(·; k) ∼= kℓ for some ℓ ∈ N, and because kℓ1⊕kℓ2 ∼= kℓ1+ℓ2 and kℓ1⊗kℓ2 ∼= kℓ1·ℓ2,
we have
dimk H˜p(Γ1 ∗ Γ2; k) = dimk
⊕
u+v=p
H˜u(Γ1; k)⊗ H˜v(Γ2; k)
=
∑
u+v=p
(dimk H˜u(Γ1; k)) · (dimk H˜v(Γ2; k))

Using Theorem 2.4 and Ku¨nneth formula, we may compute the local Zs-graded cohomol-
ogy of S/(I + J) explicitly in terms of the local graded Zs-graded cohomology of A/I and
of B/J .
Theorem 3.16. If I ⊂ A = k[x1, . . . , xm] and J ⊂ B = k[xm+1, . . . , xn] are monomial
ideals, m = (x1, . . . , xm) and n = (xm+1, . . . , xn), S = A⊗k B, and γ = (α, β), then
dimkH
p
m+n(S/(I + J))γ =
∑
u+v=p+1
dimkH
u
m(A/I)α · dimkHvn (B/J)β
Proof. By Theorem 2.4, if Gγ ∈ ∆0(I + J), we have
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dimkH
p
m+n(S/(I + J))γ = dimk H˜p−|Gγ |−1(∆γ(I + J); k)
= dimk H˜p−|Gγ |−1(∆α(I) ∗∆β(J); k)
=
∑
u′+v′=p−|Gγ |−1
dimk H˜u′(∆α(I); k) · dimk H˜v′(∆β(J); k),
where the last equality is due to Lemma 3.15.
Letting u′ = u− |Gα| − 1 and v′ = v − |Gβ| − 1, we have
u′ + v′ = p− |Gγ| − 1⇐⇒ u− |Gα| − 1 + v − |Gβ| − 1 = p− |Gγ| − 1
⇐⇒ u+ v = p+ 1
Then we have
dimkH
p
m+n(S/(I + J))γ =
∑
u+v=p+1
dimk H˜u−|Gα|−1(∆α(I); k) · dimk H˜v−|Gβ |−1(∆β(J); k)
=
∑
u+v=p+1
dimkH
u
m(A/I)α · dimkHvn (B/J)β,
where the last equality is again due to Theorem 2.4.

Likewise, we may compute the cohomology of S/(IJ) in terms of the cohomologies of A/I
and B/J , due to an isomorphism derived in the Mayer-Vietoris sequence between H˜p(S/(IJ))
and H˜p−1(S/(I + J)). The author wishes to thank Selvi Kara Beyarslan for presenting this
isomorphism.
Theorem 3.17. If I ⊂ A and J ⊂ B are monomial ideals, S = A ⊗k B, and γ = (α, β),
then
dimkH
p
m+n(S/(IJ))γ =
∑
u+v=p
dimkH
u
m(A/I)α · dimkHvn (B/J)β
Proof. By Theorem 3.11,
∆γ(IJ) = (∆α(I) ∗∆Y ) ∪ (∆X ∗∆β(J)).
Furthermore,
(∆α(I) ∗∆Y ) ∩ (∆X ∗∆β(J)) = (∆α(I) ∩∆X) ∗ (∆Y ∩∆β(J))
= ∆α(I) ∗∆β(J)
= ∆γ(I + J)
Therefore, via a Mayer-Vietoris sequence (cf. [22, pg.22]), we have the following long
exact sequence of reduced homologies.
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· · · → H˜p(∆α(I) ∗∆Y )⊕ H˜p(∆X ∗∆β(J))→ H˜p(∆γ(IJ))→ H˜p−1(∆γ(I + J))
→ H˜p−1(∆α(I) ∗∆Y )⊕ H˜p−1(∆X ∗∆β(J))→ · · ·
By Ku¨nneth formula, we have H˜p(∆α(I)∗∆Y ) =
⊕
u+v=p H˜u(∆α(I))⊗ H˜v(∆Y ). Further-
more, because a simplex is contractible, H˜v(∆Y ) = 0 for all v, so that
⊕
u+v=p H˜u(∆α(I))⊗
H˜v(∆Y ) = 0 for any p. Similarly, H˜p(∆X ∗∆β(J)) = 0 for all p. Therefore, for each p, the
Mayer-Vietoris sequence reduces to
· · · → 0→ H˜p(∆γ(IJ))→˜H˜p−1(∆γ(I + J))→ 0→ · · ·
Therefore
dimkH
p
m+n(S/(IJ))γ = dimk H˜p−|Gγ|−1(∆γ(IJ); k)
= dimk H˜p−|Gγ|−2(∆γ(I + J); k)
= dimkH
p−1
m+n(S/(I + J))γ
=
∑
u+v=p
(dimkH
u
m(A/I)α) · (dimkHvn (B/J)β) (by Theorem 3.16)

Using a collection of Mayer-Vietoris sequences, the dimension of the local cohomology
modules of ∆i :=
⋃s
j=i∆α(I
j) ∗ ∆β(Js−j+1) can be computed in terms of the dimensions
of Hum(A/I
i), Hvn (B/J
j), and H˜p(∆i+1). Because H˜p(∆s) can also be computed in terms of
Hum(A/I
i) and Hvn (B/J
j), the dimension of the graded cohomology of ∆1 = ∆γ((I + J)
s)
could be computed from these long exact sequences.
Theorem 3.18. There is a collection of long exact sequences which relate Hpm+n(S/(I+J)
s)γ
to the modules Hum(A/I
i)α and H
v
n (B/J
j)β and a collection which relate H
p
m+n(S/(I+J)
(s))γ
to the modules Hum(A/I
(i))α and H
v
n (B/J
(j))β, with 1 ≤ i, j ≤ s.
Proof. Let ∆i :=
⋃s
j=i∆α(I
j) ∗∆β(Js−j+1). Then by Theorem 3.12, ∆γ((I + J)s) = ∆1. By
definition, ∆i = (∆α(I
i) ∗∆β(Js−i+1)) ∪∆i+1. Moreover,
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(∆α(I
i) ∗∆β(Js−i+1)) ∩∆i+1 = (∆α(I i) ∗∆β(Js−i+1)) ∩
( s⋃
j=i+1
∆α(I
j) ∗∆β(Js−j+1)
)
=
s⋃
j=i+1
(∆α(I
i) ∩∆α(Ij)) ∗ (∆β(Js−i+1) ∩∆β(Js−j+1))
=
s⋃
j=i+1
(∆α(I
i) ∗∆β(Js−j+1)
= ∆α(I
i) ∗∆β(Js−i)
Therefore, we may construct the following Mayer-Vietoris sequences for i = 1, . . . , s− 1.
· · · → H˜p(∆α(I i) ∗∆β(Js−i)) f∗→ H˜p(∆α(I i) ∗∆β(Js−i+1))⊕ H˜p(∆i+1)→ H˜p(∆i)
→ H˜p−1(∆α(I i) ∗∆β(Js−i)) f∗→ H˜p−1(∆α(I i) ∗∆β(Js−i+1))⊕ H˜p−1(∆i+1)→ · · ·
where the map f∗ = (ι
1
∗, ι
2
∗) is the map induced by the inclusions ι
1 : ∆α(I
i) ∗∆β(Js−i)→
∆α(I
i) ∗∆β(Js−i+1) and ι2 : ∆α(I i) ∗∆β(Js−i)→ ∆i+1.
Furthermore, via Theorem 3.9 and Theorem 3.16,
dimk H˜p(∆s) = dimk H˜p(∆α(I
s) ∗∆β(J))
= dimk H˜p(∆γ(I
s + J))
=
∑
u+v=p+1
(dimkH
u
m(A/I
s)α) · (dimkHvn (B/J)β)
Via Theorem 3.9, Theorem 2.4, and Theorem 3.16,
dimk H˜p(∆α(I
i) ∗∆β(J j)) = dimk H˜p(∆γ(I i + J j))
= dimkH
p+|Gγ |+1
m+n (S/(I
i + J j))γ
=
∑
u+v=p+|Gγ |+2
dimkH
u
m(A/I
i)α · dimkHvn (B/J j)β
so that the entries of the Mayer-Vietoris sequence, besides H˜p(∆i+1) and H˜p(∆i), can be
computed explicitly in terms of the modules Hum(A/I
i)α, H
v
m(B/J
s−i)β, and H
v
m(B/J
s−i+1)β.
The Mayer-Vietoris sequence also yields the short exact sequence
0→ cokerf∗ → H˜p(∆i)→ ker f∗ → 0,
where the first f∗ : H˜p(∆α(I
i) ∗∆β(Js−i)) f∗→ H˜p(∆α(I i) ∗∆β(Js−i+1)) ⊕ H˜p(∆i+1) and the
second f∗ : H˜p−1(∆α(I
i) ∗ ∆β(Js−i)) f∗→ H˜p−1(∆α(I i) ∗ ∆β(Js−i+1)) ⊕ H˜p−1(∆i+1). With
enough information about this induced homomorphism, H˜p(∆i) could be computed in terms
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of the above local cohomology modules and H˜p(∆i+1). Because H˜p(∆s) is computed as well,
we have
dimkH
p
m+n(S/(I + J)
s)γ = dimk H˜p−|Gγ|−1(∆γ((I + J)
s))
= dimk H˜p−|Gγ|−1(∆1)
can be computed in terms of these modules as well, given the necessary information about
f∗.
The proof of the symbolic power case is identical to the ordinary power case, via the
decomposition given by Theorem 3.13.

4. Degree Complexes of Powers of Fiber Products of Ideals
In this section, we consider ordinary and symbolic powers of fiber products of squarefree
monomial ideals. These ideals have the nice property that their degree complexes will split
into a disjoint union of two complexes (when both are nonempty). This makes it possible
to compute the reduced homology of the degree complex, and thus the cohomology of the
Zs-graded quotient ring, straightforwardly.
Definition 4.1. Given monomial ideals I ⊆ A = k[x1, . . . , xm] and J ⊆ B = k[xm+1, . . . , xn]
in different polynomial rings, the fiber product of I and J is defined to be I + J +mn, where
m = (x1, . . . , xm) and n = (xm+1, . . . , xn).
In order to prove the decomposition of ∆γ((I + J +mn)
s), I will first prove a few helpful
lemmas.
The following lemma will help in computing (I + J +mn)sSF when F is nonempty.
Lemma 4.2. Let m = (x1, . . . , xm). If F ∩ {1, . . . , m} 6= ∅, then miSF = SF for any i.
Proof. Suppose j ∈ F ∩ {1, . . . , m}. Then because xij ∈ k[F ], we have
xγ ∈ miSF ⇐⇒ xijxγ ∈ miSF (Lemma 3.2)
⇐⇒ xγ ∈ SF , because xij ∈ mi

The following lemma shows that any face must be contained in either {1, . . . , m} or
{m+ 1, . . . , n}, which will create a disjoint union of degree complexes, each on one of these
sets.
Lemma 4.3. Let F ⊆ [n] and γ = (α, β) ∈ Zm × Zn−m. For F ∈ ∆γ((I + J + mn)s) or in
∆γ((I + J +mn)
(s)), we have F ∪Gγ ⊆ {1, . . . , m} or F ∪Gγ ⊆ {m+ 1, . . . , n}.
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Proof. Suppose {i, j} ⊆ F ∪ Gγ for some i ∈ {1, . . . , m} and j ∈ {m + 1, . . . , n}. Since
xixj ∈ mn ⊆ (I + J +mn) and (xixj)−1 ∈ SF∪Gγ , one can see that, for any γ ∈ Zn,
xγ =
∏
k 6∈Gγ
xγkk (xixj)
s · (xixj)−s
∏
k∈Gγ
xγkk ∈ (I + J +mn)sSF∪Gγ ⊆ (I + J +mn)(s)SF∪Gγ .
Thus F /∈ ∆γ((I + J + mn)s) and F /∈ ∆γ((I + J + mn)(s)), for any F for which (F ∪ Gγ)
has elements in both {1, . . . , m} and {m+ 1, . . . , n}. 
The following lemma describes the degree complex obtained on each of the sets {1, . . . , m}
and {m+ 1, . . . , n}.
Lemma 4.4. Let F ⊆ [n] and γ = (α, β) ∈ Zm × Zn−m. Suppose F ∪Gγ 6= ∅.
(1) If F ∪Gγ ⊆ {1, . . . , m}, then
F ∈ ∆γ((I + J +mn)s) ⇐⇒ F ∈ ∆α(Is−|β|).
(2) If F ∪Gγ ⊆ {m+ 1, . . . , n}, then
F ∈ ∆γ((I + J +mn)s) ⇐⇒ F ∈ ∆β(Js−|α|).
Proof. It suffices to prove (1), as (2) follows similarly from symmetry. Suppose F ∪ Gγ ⊆
{1, . . . , m}. It follows immediately that Gγ = Gα and βj ≥ 0 for each j.
Because F ∪ Gα 6= ∅, we have miSF∪Gα = SF∪Gα by Lemma 4.2. Furthermore, because
J ⊆ n, we have J + n = n. Therefore
(I + J +mn)sSF∪Gγ =
s∑
i=0
(I + J)s−i(mn)iSF∪Gα
=
s∑
i=0
(I + J)s−iniSF∪Gα
= (I + J + n)sSF∪Gα
= (I + n)sSF∪Gα
=
s∑
i=0
Is−iSF∪Gα · niSF∪Gα
=
s∑
i=0
(Is−iSF∪Gα ∩ ni)
In this case,
F ∈ ∆γ((I + J +mn)s)⇐⇒ xγ 6∈ (I + J +mn)sSF∪Gγ
⇐⇒ xγ 6∈
s∑
i=0
(Is−iSF∪Gα ∩ ni)
⇐⇒ for each i = 0, . . . , s, either xα 6∈ Is−iSF∪Gα or xβ 6∈ ni
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Observe that, when Gβ 6= 0, xβ 6∈ ni is equivalent to i > |β|. If |β| ≥ s, then xβ ∈ ni for
all i = 0, . . . , s, and so we have F cannot be in ∆γ((I + J +mn)
s). When xβ 6∈ ni, we have
Is ⊆ · · · ⊆ Is−|β|, which yields ∑|β|i=0 Is−i = Is−|β|. Thus we can continue to simplify the last
statement in the above sequence of equivalences as follows.
⇐⇒ xα 6∈
|β|∑
i=0
Is−iSF∪Gα and |β| < s
⇐⇒ xα 6∈ Is−|β|SF∪Gα and |β| < s
⇐⇒ F ∈ ∆α(Is−|β|) and |β| < s
Likewise, if F ∪Gγ ⊆ {m+ 1, . . . , n}, then
F ∈ ∆γ((I + J +mn)s)⇐⇒ F ∈ ∆β(Js−|α|) and |α| < s.

With this proved, we may now state the degree complex decomposition of the power of
the fiber product.
Theorem 4.5. Let I ⊂ A and J ⊂ B be squarefree monomial ideals, γ = (α, β) ∈ Zm×Zn−m,
and s ≥ 1. Let
A =
{
{∅ ( F ∈ ∆α(Is−|β|)}, Gβ = ∅, |β| < s
∅, Gβ 6= ∅ or |β| ≥ s
be nonempty faces of ∆α(I
s−|β|);
B =
{
{∅ ( F ∈ ∆β(Js−|α|)}, Gα = ∅, |α| < s
∅, Gα 6= ∅ or |α| ≥ s
be nonempty faces of ∆β(J
s−|α|).
Then the nonempty faces of ∆γ((I + J +mn)
s) are given by
{∅ ( F ∈ ∆γ((I + J +mn)s)} = A⊔ B.
Proof. Suppose F ∈ ∆γ((I + J + mn)s) and that F ⊔ Gγ 6= ∅. It follows from Lemma 4.3
that either F ⊔ Gγ ⊆ {1, . . . , m} or F ⊔ Gγ ⊆ {m + 1, . . . , n}. If F ⊔ Gγ ⊆ {1, . . . , m},
then F ⊔ Gγ = F ⊔Gα, and by Lemma 4.4, F ∈ ∆α(Is−|β|), |β| < s and Gβ = ∅. Similarly,
if F ⊔ Gγ ⊆ {m + 1, . . . , n}, then F ⊔ Gγ = F ⊔ Gβ, and by Lemma 4.4, F ∈ ∆β(Js−|α|),
|α| < s, and Gα = ∅.
On the other hand, if ∅ 6= F ∈ ∆α(Is−|β|), then Gβ = ∅ and |β| < s. Then F ⊔ Gγ ⊆
{1, . . . , m}. so that F ⊔Gα = F ⊔Gγ. By Lemma 4.4, F ∈ ∆γ((I + J +mn)s). Likewise, if
F ∈ ∆β(Js−|α|), then Gα = ∅, |α| < s, and F ∈ ∆γ((I + J +mn)s). 
Observation 4.6. It is possible that ∆γ((I + J + mn)
s) is the irrelevant complex and
∆α(I
s−|β|) ∪ ∆β(Js−|α|) is the void complex. For instance, let I = (x1x2) ⊂ k[x1, x2], J =
(x3x4) ⊂ k[x3, x4], mn = (x1x3, x1x4, x2x3, x3x4), and γ = (α, β) = (1, 1, 1, 1). Because
xγ = x1x2x3x4 6∈ (I+J+mn)3, it follows that ∅ ∈ ∆γ((I+J+mn)3). However, because xα =
x1x2 ∈ I = I3−|β| and xβ = x3x4 ∈ J = J3−|α|, it follows that ∅ 6∈ ∆α(Is−|β|) ∪ ∆β(Js−|α|).
Therefore this theorem cannot be simplified to saying that the two complexes are equal.
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Now, let us examine (I + J +mn)(s). Recall that
(I + J +mn)(s) =
⋂
p∈Ass(I+J+mn)
p
s.
In order to examine (I + J +mn)(s), we should then determine these associated primes.
Lemma 4.7. Let I ⊂ A and J ⊂ B be squarefree monomial ideals, m = (x1, . . . , xm), and
n = (xm+1, . . . , xn). Then
Ass(I + J +mn) = {q+ n : q ∈ Ass(I)} ∪ {m+ r : r ∈ Ass(J)}.
Proof. For q ∈ Ass(I), let M ∈ A be the monomial for which q is the annihilator. Then
because xixj ∈ I for all xi ∈ A and xj ∈ B, it follows that xjM ∈ mn ⊂ I + J + mn for all
xj ∈ B. Therefore (q+ n) = AnnI+J+mn(M), so that q+ n ∈ Ass(I + J +mn). Likewise, for
any r ∈ Ass(J), it follows that m+ r = AnnI+J+mn(M), and so m+ r ∈ Ass(I + J +mn).
On the other hand, for p ∈ Ass(I+J+mn), if 0 6=M ∈ S/(I+J+mn) is the monomial that
p annihilates, supp(M) ⊆ {1, . . . , m} or supp(M) ⊆ {m+1, . . . , n} (as otherwise something
in mn divides M). If supp(M) ⊆ {1, . . . , m}, then
p ∩ {x1, . . . , xm} = {xj : xjM ∈ I + J +mn} ∩ {x1, . . . , xm}
= {xj : xjM ∈ I} ∈ Ass(I)
and
p ∩ {xm+1, . . . , xn} = {xj : xjM ∈ I + J +mn} ∩ {xm+1, . . . , xn}
= {xm+1, . . . , xn} = n,
so that p = q + n for some q ∈ Ass(I). Likewise, if supp(M) ⊆ {m + 1, . . . , n}, then
p = m+ r for some r ∈ Ass(J). This completes the proof. 
With this description of the associated primes, we may work with the symbolic power.
As before, the degree complex is a disjoint union of degree complexes on {1, . . . , m} and
{m+ 1, . . . , n}. The following lemma describes each of these degree complexes.
Lemma 4.8. Let I ⊂ A and J ⊂ B be squarefree monomial ideals, S = A ⊗k B, and
γ = (α, β) ∈ Zm × Zn−m.
(1) If ∅ 6= F ⊔Gγ ⊆ {1, . . . , m}, then xγ ∈ (I + J +mn)(s)SF⊔Gγ if and only if |β| ≥ s or
xα ∈ I(s−|β|)SF⊔Gγ .
(2) If ∅ 6= F ⊔Gγ ⊆ {m+1, . . . , n}, then xγ ∈ (I+J+mn)(s)SF⊔Gγ if and only if |α| ≥ s
or xβ ∈ J (s−|α|)SF⊔Gγ .
Proof. It suffices to prove one, as the other follows from symmetry. By Lemma 4.7, we can
write
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(I + J +mn)(s) =
⋂
p∈Ass((I+J+mn)
p
s
=
⋂
q∈Ass(I)
(q+ n)s ∩
⋂
r∈Ass(J)
(m+ r)s
Let ∅ 6= F ⊔Gγ ⊆ {1, . . . , m}. Then xγ ∈ msSF⊔Gγ ⊆ (m+ r)sSF⊔Gγ for any s, so xγ is in
this intersection iff xγ ∈ ⋂
q∈Ass(I)(q + n)
s. Furthermore, because (q + n)s =
∑s
i=0 q
s−ini =∑s
i=0 q
s−i ∩ ni, and because xγ ∈ ni iff xβ ∈ ni, which is true if and only if |β| ≤ i, we have
xγ ∈ (q+ n)s iff xγ ∈∑|β|i=0 qs−i or |β| ≥ s, which is true iff xγ ∈ qs−|β| or |β| ≥ s. Therefore,
for ∅ 6= F ⊔Gγ ,
xγ ∈ (I + J +mn)(s) ⇐⇒ xγ ∈
⋂
q∈Ass(I)
(q+ n)sSF⊔Gγ
⇐⇒ xγ ∈
⋂
q∈Ass(I)
SF⊔Gγ = I
(s−|β|)SF⊔Gγ or |β| ≥ s
⇐⇒ xα ∈ I(s−|β|)SF⊔Gγ or |β| ≥ s
This concludes the proof of the first part. The same proof gives the second part.

With this in place, we may now give the degree complex decomposition of the symbolic
powers of the fiber product.
Theorem 4.9. Let I ⊂ A and J ⊂ B be squarefree monomial ideals, γ = (α, β) ∈ Zm×Zn−m,
and s ≥ 1. Let
A′ =
{
{∅ ( F ∈ ∆α(I(s−|β|))}, Gβ = ∅, |β| < s
∅, Gβ 6= ∅ or |β| ≥ s
be nonempty faces of ∆α(I
(s−|β)|);
B′ =
{
{∅ ( F ∈ ∆β(J (s−|α|))}, Gα = ∅, |α| < s
∅, Gα 6= ∅ or |α| ≥ s
be nonempty faces of ∆β(J
(s−|α|)).
Then the nonempty faces of ∆γ((I + J +mn)
(s)) are given by
{∅ ( F ∈ ∆γ((I + J +mn)(s))} = A′ ⊔ B′
Proof. By Lemma 4.3, F ∈ ∆γ((I + J + mn)(s)) implies that F ⊔ Gγ ⊆ {1, . . . , m} or
F ⊔Gγ ⊆ {m+ 1, . . . , n} for any γ. Assuming F ⊔Gγ 6= ∅, if F ⊆ {1, . . . , m}, then Gβ = ∅,
and by Lemma 4.8,
F ∈ ∆γ((I + J +mn)(s))⇐⇒ xγ 6∈ (I + J +mn)(s)SF⊔Gγ
⇐⇒ xα 6∈ I(s−|β|)SF⊔Gγ = I(s−|β|)SF⊔Gα and |β| < s
⇐⇒ F ∈ ∆α(I(s−|β|)), Gβ = ∅, and |β| < s
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Likewise, if F ⊆ {m+ 1, . . . , n}, then Gα = ∅, |α| < s, and F ∈ ∆β(J (s−|α|))
On the other hand, if ∅ 6= F ∈ ∆α(I(s−|β|)), then |β| must be less than s, Gβ must be
empty, and F ⊔ Gα = F ⊔ Gγ ⊆ {1, . . . , m}. Then by Lemma 4.8, we have again that
F ∈ ∆γ((I + J +mn)(s)).
Therefore, the nonempty faces of ∆γ((I + J +mn)
(s)) are precisely the nonempty faces of
either ∆α(I
(s−|β|)) or ∆β(J
(s−|α|)).

With the decompositions of Theorem 4.5 and Theorem 4.9, we can compute the dimensions
of the local cohomology modules explicitly in terms of those of A/I t and B/J t (respectively,
A/I(t) and B/J (t)).
Theorem 4.10. Let I ⊂ A = k[x1, . . . , xm], J ⊂ B = k[xm+1, . . . , xn], S = A ⊗k B,
m = (x1, . . . , xm), and n = (xm+1, . . . , xn). Let ⋄ be the condition that p = 1 and ∆α(Is−|β|)
and ∆β(J
s−|α|) are both nonempty, and let ⋄′ be the condition that p = 1 and ∆α(I(s−|β|))
and ∆β(J
(s−|α|)) are both nonempty. Then for all p ≥ 1,
(1) dimkH
p
m+n(S/(I + J + mn)
s)γ ={
dimkH
p
m(A/I
s−|β|)α + dimkH
p
n (B/J
s−|α|)β, if not ⋄
dimkH
p
m(A/I
s−|β|)α + dimkH
p
n (B/J
s−|α|)β + 1, if ⋄
(2) dimkH
p
m+n(S/(I + J + mn)
(s))γ ={
dimkH
p
m(A/I
(s−|β|))α + dimkH
p
n (B/J
(s−|α|))β, if not ⋄′
dimkH
p
m(A/I
(s−|β|))α + dimkH
p
n (B/J
(s−|α|))β, if ⋄′
Proof. Note that Hp(·) = H˜p(·) for p ≥ 1, and that dimkHp(∆1 ⊔ ∆2) = dimkHp(∆1) +
dimkHp(∆2) for all p ≥ 0. Furthermore, dimkH0(∆) =
{
dimk H˜0(∆) = 0, ∆ = ∅, {∅}
1 + dimk H˜0(∆), ∆ 6= ∅, {∅}
.
Let K = (I + J + mn)s. Then by Theorem 4.5, the nonempty faces of ∆(K) are the
nonempty faces of ∆α(I
s−|β|) ⊔ ∆β(Js−|α|). We then have, for p ≥ 1, that Hp(∆(K)) =
Hp(∆α(I
s−|β|)) +Hp(∆β(J
s−|α|).
If either ∆α(I
s−|β|) or ∆β(J
s−|α|) has no non-empty face, then this reduces trivially. With-
out loss of generality, suppose there is no F 6= ∅ in ∆β(Js−|α|). Then Gγ = Gα, and by
Theorem 2.4 and Theorem 4.5 that
dimkH
p
m+n(S/K)γ = dimk H˜p−|Gγ|−1(∆γ((I + J +mn)
s; k)
= dimk H˜p−|Gα|−1(∆α(I
s−|β|; k)
= dimkH
p
m(∆α(I
s−|β|; k)
= dimkH
p
m(A/I
s−|β|)α + dimkH
p
n (B/J
s−|α|)β,
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where the last equality arises because, for p ≥ 1, dimkHpn (B/Js−|α|)β = 0 when ∆β(Js−|α|)
is the void complex or the irrelevant complex.
By Theorem 2.4 and Theorem 4.5, we have that if neither ∆α(I
s−|β|) nor ∆β(J
s−|α|) is
empty, then Gγ = ∅. Then if p 6= |Gγ|+ 1 = 1,
dimkH
p
m+n(S/K)γ = dimk H˜p−|Gγ|−1(∆γ((I + J +mn)
s); k)
= dimk H˜p−1(∆α(I
s−|β|) ⊔∆β(Js−|α|); k)
= dimkHp−1(∆α(I
s−|β|) ⊔∆β(Js−|α|); k)
= dimkHp−1(∆α(I
s−|β|; k) + dimkHp−1(∆β(J
s−|α|; k)
= dimk H˜p−1(∆α(I
s−|β|; k) + dimk H˜p−1(∆β(J
s−|α|; k)
= dimkH
p
m(A/I
s−|β|)α + dimkH
p
n (B/J
s−|α|)β
If both ∆α(I
s−|β|) and ∆β(J
s−|α|) are nonempty and p = |Gγ|+ 1 = 1, this is
dimkH
1
m+n(S/K)γ = dimk H˜0(∆γ((I + J +mn)
s); k)
= dimk H˜0(∆α(I
s−|β|) ⊔∆β(Js−|α|); k)
= dimkH0(∆α(I
s−|β|) ⊔∆β(Js−|α|); k)− 1
= dimkH0(∆α(I
s−|β|); k) + dimkH0(∆β(J
s−|α|); k)− 1
= (dimk H˜0(∆α(I
s−|β|); k) + 1) + (dimk H˜0(∆β(J
s−|α|); k) + 1)− 1
= dimkH
1
m(A/I
s−|β|)α + dimkH
1
n (B/J
s−|α|)β + 1
The proof for the symbolic power case proceeds exactly the same way, using the decom-
position from Theorem 4.9. 
Here is a lemma addressing the case when p = 0.
Lemma 4.11. Let I ⊂ S be a monomial ideal. Then the following are equivalent:
(1) dimkH
0
m+n(S/I)γ 6= 0
(2) dimkH
0
m+n(S/I)γ = 1
(3) ∆γ(I) = {∅}.
Proof. For any monomial ideal I ⊂ S, by Theorem 2.4,
dimkH
0
m+n(S/I)γ = dimk H˜0−|Gγ |−1(∆γ(I); k).
For any simplicial complex ∆ and for all p ≤ −1, we have
H˜p(∆; k) =
{
0, p ≤ −2 or ∆ 6= {∅}
k, p = −1 and ∆ = {∅} .
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Therefore
dimkH
0
m+n(S/I)γ = dimk H˜0−|Gγ |−1(∆γ(I); k)
=
{
0, Gγ 6= ∅ or ∆γ(I) 6= {∅}
1, Gγ = ∅ and ∆γ(I) = {∅}

As a consequence, together with earlier results on the symbolic power of an ideal, we are
able to compute the regularity of (I + J +mn)(s).
Corollary 4.12. For I ⊂ A and J ⊂ B squarefree monomial ideals, with m and n the
respective maximal homogeneous ideals of A and B, we have
reg(S/(I + J +mn)(s)) = max
1≤t≤s
{reg(A/I(t)) + s− t, reg(B/J (t)) + s− t, 2s− 1}.
Proof. Let
• W := {(p, γ) ∈ N× Zm × Zn−m : Hpm+n(S/(I + J +mn)(s))γ 6= 0},
• WA := {(p, γ) ∈ N>0 × Zm × Nn−m, 0 ≤ |β| < s : Hpm(A/(I(s−|β|)))α 6= 0}
• WB := {(p, γ) ∈ N>0 × Nm × Zn−m, 0 ≤ |α| < s : Hpn (B/(J (s−|α|)))β 6= 0}
• WC := {(1, γ) ∈ N>0 × Nn, |α| < s, |β| < s,∆α(I(s−|β|)) ) {∅} ( ∆β(J (s−|α|))}
• WD := {(0, γ) ∈ N× Nn,∆γ((I + J +mn)(s)) = {∅}}
Then by Theorem 4.10, we have the (p, γ) ∈ W for which p > 0 are given as follows.
W ∩ (N>0 × Zn) = {(p, γ) ∈ N>0 × Zn : Hpm(A/I(s−|β|)α 6= 0 or Hpn (B/J (s−|α|))β 6= 0}∪
{(1, γ) ∈ N>0 × Nn : |α| < s, |β| < s,∆α(I(s−|β|)) ) {∅} ( ∆β(J (s−|α|))}
= {(p, γ) ∈ N× Zm × Nn−m, |β| < s : Hpm(A/I(s−|β|))α 6= 0}∪
{(p, γ) ∈ N× Nm × Zn−m, |α| < s : Hpn (B/J (s−|α|))β 6= 0} ∪WC
= WA ∪WB ∪WC
Furthermore, by Lemma 4.11, we have
W ∩ (N≤0 × Zn) = {(0, γ) ∈ N× Nn,∆γ((I + J +mn)(s)) = {∅}}
= WD,
so that W = WA ∪WB ∪WC ∪WD, and max{p+ |γ| : (p, γ) ∈ W} will be the maximum of
p+ |γ| among (p, γ) that appear in any of WA, WB, WC , and WD.
By [11, Lemma 1.5], we have that for (0, γ) ∈ WD, |γ| ≤ s−1−|Gγ |, so that max{p+ |γ| :
(p, γ) ∈ WD} ≤ s− 1.
As for WC , consider α = (s− 1, 0, . . . , 0), β = (s− 1, 0, . . . , 0). Then {1} ∈ ∆α(Is−|β|) =
∆α(I) and {m + 1} ∈ ∆β(Js−|α|) = ∆β(J), and |γ| is maximized under the constraint that
|α| < s and |β| < s. Therefore max{p + |γ| : (p, γ) ∈ WC} = 1 + 2s− 2 = 2s− 1. Observe
then that, for s ≥ 1,
max{p+ |γ| : (p, γ) ∈ WC} = 2s− 1 > s− 1 ≥ max{p+ |γ| : (p, γ) ∈ WD},
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so that the maximum p+ |γ| for (p, γ) ∈ W cannot be achieved by (p, γ) ∈ WD.
For WA, letting t := s− |β|, we have
max{p+ |γ| : (p, γ) ∈ WA} = max
1≤t≤s
{p+ |γ| : (p, α) ∈ N>0 × Zm, Hpm(A/(I(t))α 6= 0}
= max
1≤t≤s
{s− t +max{p+ |α| : Hpm(A/(I(t))α 6= 0}}
= max
1≤t≤s
{s− t + reg(I(t))}
Likewise, max{p+ |γ| : (p, γ) ∈ WB} = max1≤t≤s{s− t+ reg(J (t))}.
Therefore
reg(S/(I + J +mn)(s)) = max{p+ |γ| ∈ WA ∪WB ∪WC}
= max{max
1≤t≤s
{s− t+ reg(I(t))}, max
1≤t≤s
{s− t + reg(J (t))}, 2s− 1}
= max
1≤t≤s
{reg(I(t)) + s− t, reg(J (t)) + s− t, 2s− 1}

Observation 4.13. By [8, Theorem 4.6], for I the edge ideal of a simple graph (i.e., a
squarefree monomial ideal generated in degree 2), reg(I(s)) ≥ 2s − 1. We therefore recover
and extend the result of [15] on the regularity of symbolic powers of edge ideals of joins of
graphs to symbolic powers of fiber products of any squarefree monomial ideals.
5. Degree Complex of Mixed Product
The degree complex decompositions of powers of sums and fiber products relied largely
on the decompositions (I + J)s =
∑s
j=0 I
jJs−j and (I + J)(s) =
∑s
j=0 I
(j)J (s−j) and the
inclusions Ks ⊇ Kt and K(s) ⊇ K(t) for s ≤ t for any ideal K ⊂ S. It is therefore natural
to ask the more general question for the case that s = 2: given that I1 ⊆ I2 ⊆ A and
J1 ⊆ J2 ⊆ B, what can be said about the degree complex I1J2 + I2J1?
Definition 5.1. ([10]) Let I1 ⊂ I2 ⊂ A = k[x1, . . . , xm] and J1 ⊆ J2 ⊆ B = k[xm+1, . . . , xn]
be monomial ideals. Then the mixed product of I1, I2, J1, J2 is defined to be I1J2 + I2J1 ⊂
S = A⊗k B.
Theorem 5.2. Let I1 ⊆ I2 ⊆ A and J1 ⊆ J2 ⊆ B be monomial ideals, and let H = I1J2+I2J1
be the mixed product of I1, I2, J1, J2. Let γ = (α, β) ∈ Zm × Zn−m. Then
∆γ(H) = [∆X ∗∆β(J2)] ∪ [∆α(I1) ∗∆β(J1)] ∪ [∆α(I2) ∗∆Y ]
Proof. Using Theorem 3.9 and Theorem 3.11, as well as Observation 2.6, we have
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∆γ(H) = ∆γ(I1J2) ∩∆γ(I2J1)
= [(∆X ∗∆β(J2)) ∪ (∆α(I1) ∗∆Y )] ∩ [(∆X ∗∆β(J1)) ∪ (∆α(I2) ∗∆Y )]
= [(∆X ∗∆β(J2)) ∩ (∆X ∗∆β(J1))] ∪ [(∆X ∗∆β(J2)) ∩ (∆α(I2) ∗∆Y )]∪
[(∆α(I1) ∗∆Y ) ∩ (∆X ∗∆β(J1))] ∪ [(∆α(I1) ∗∆Y ) ∩ (∆α(I2) ∗∆Y )]
= [∆X ∗∆β(J2)] ∪ [∆α(I2) ∗∆β(J2)] ∪ [∆α(I1) ∗∆β(J1)] ∪ [∆α(I2) ∗∆Y ]
= [∆X ∗∆β(J2)] ∪ [∆α(I1) ∗∆β(J1)] ∪ [∆α(I2) ∗∆Y ],
where the last equality comes from [∆α(I2) ∗∆β(J2)] ⊆ ∆X ∗∆β(J2).

6. Macaulay2 Code for Degree Complexes
Here is a brief description of the Macaulay2 functions I have written for degree complexes,
whose code is given below. The following functions are necessary to use degreeComplex
range
• Input: A nonnegative integer n
• Output: The list {0, . . . , n}
negativeIndices
• Input: A vector γ ∈ Zs
• Output: The set Gγ := {i : γi < 0}.
relevantSet
• Input: A set F ⊂ [n] and a vector γ ∈ Zn
• Output: The set [n] \ (F ∪Gγ)
isFace
• Input: A set F ⊂ [n] \Gγ, a squarefree monomial ideal I, and a vector γ ∈ Zn.
• Output: “true” if F ∈ ∆γ(I), and “false” if F 6∈ ∆γ(I).
setToMonomial
• Input: A set F ⊂ [n] and a polynomial ring S over n variables (say x0, . . . , xn−1)
• Output: The monomial ∏i∈F xi
convertToComplex
• Input: A list L of subsets of [n] and a ring S with n variables (say x0, . . . , xn−1)
• Output: The simplicial complex with faces {{xi : i ∈ F} : F ∈ S}
degreeComplex
• Input: An ideal I ⊂ S, a vector γ ∈ Zn, and a ring S with n variables.
• Output: The degree complex ∆γ(I)
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needsPackage "SimplicialComplexes"
range = maximum ->
(ans = {}; for i from 0 to maximum-1 do ans = append(ans,i); return ans)
negativeIndices = expvector ->
(ans = {}; for i from 0 to length(expvector)-1 do
if expvector_i < 0 then ans = append(ans,i);
return ans)
relevantSet = (someset,expvector) ->
return toList(set(range(length(expvector))) - set(someset)
- set(negativeIndices(expvector)))
isFace = (someset,myIdeal,expvector) ->
(for g in (flatten entries gens myIdeal) do(
chex = false;
for i in relevantSet(someset,expvector) do(
if (flatten exponents(g))_i > expvector_i then
chex = true;);
if not chex then return false;);
return true)
setToMonomial = (someSet,myRing) ->
(prod = 1;
for i in toList(someSet) do
prod = prod * (flatten entries vars myRing)#i;
return prod)
convertToComplex = (listOfFaces,myRing) ->
(myList = {};
for F in listOfFaces do
myList = append(myList,setToMonomial(F,myRing));
return simplicialComplex(toList(set(myList) - set({1}))))
degreeComplex = (myIdeal,expvector,myRing) ->
(faceList = {};
for F in subsets(set(range(length(expvector))) -
set(negativeIndices(expvector))) do
if isFace(toList(F),myIdeal,expvector) then
faceList = append(faceList,F);
return convertToComplex(faceList,myRing))
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