We give an estimation of the existence density for the 2d different primes by using a new and simple algorithm for getting the 2d different primes. The algorithm is a kind of the sieve method, but the remainders are the central numbers between the 2d different primes. We may conclude that there exist infinitely many 2d different primes including the twin primes in case of d = 1 because we can give the lower bounds of the existence density for the 2d different primes in this algorithm. We also discuss the Hardy-Littlewood conjecture and the Sophie Germain primes.
Introduction
Some years ago Brun [1] dealt with the sieve methods and got the convergence for the inverse summation of twin primes and fixed the Brun constant, which corresponds to the upper bounds for the twin primes leaving their infinitude unsolved. [5, 10] The Polignac's conjecture [7, 8] involves some expectations about the 2d different prime numbers, which we will explain in natural way with a sieve algorithm where we applied the sieve of Eratosthenes. In addition, we discuss the Hardy-Littlewood conjecture [8] in the algorithm.
The basic idea of the sieve algorithm [3] here is that (primes ± d) are left by sifting out (composite numbers ± d) where d is any positive integer. As a pair of the 2d different prime numbers corresponds one to one to an arithmetic mean of these two primes, which we refer as a central number, the infinitude of the central number is equivalent to that of 2d different prime numbers.
The sieve of Eratosthenes is the sieve sifting out composite numbers np k consequently from the natural number progression E beginning at 2, where n is integer for n ≧ 2 and we sift out composite numbers from k = 1 in incremental order of k using by the k-th prime number p k . When we have done the sieve using up to p k , there only exist primes less than p k+1 2 − 1 in the progression E, which we refer to the effective upper limit.
An algorithm for the 2d different primes
The sieve for getting the central numbers of the 2d different primes is the sieve that we sift out numbers np k ± d from natural number progression N beginning at 2 + d, where n is integer for n ≧ 2 and we sift out numbers from k = 1 in incremental order of k using by the k-th prime number p k . When we have done the sieve using up to p k , there only exist central numbers among composite numbers less than p k+1 2 − d − 1 in the progression N, which we also refer to the effective upper limit in the case.
Especially in case of d = 1, which corresponds to the twin primes, [3, 8] only central numbers are left by the sieve.
The reason is as follows. As np k (n ≧ 2) can be any composite number, we get the intersection of (primes − 1) and (primes + 1), namely, central numbers after the sieve. So only central numbers are left in the progression N. When we look into details, we group numbers of N into the primes or the composite numbers except the central numbers or the central numbers. Then the primes are sifted by 2n − 1 and a composite number except the central numbers m is sifted by np k − 1, where np k = m + 1 is a composite number because at least which of m ± 1 is a composite number. The case that m − 1 is a composite number is dealt as well. As the central numbers hold pinched by primes, we cannot sift them by (composite numbers ± 1) and after all only central numbers are left in the progression N.
In case of d = 1, some primes besides central numbers are left by the sieve, where primes are, for example, inner primes of prime triplets or central numbers which is primes of prime quadruplets. We are able to ignore these primes when we estimate the existence density of the 2d different primes because we will show later in section 5 that the existence density of these primes cannot be a leading order, we have to subtract these counts though when we calculate the number of the 2d different primes.
3 The existence density for the 2d different primes
The numbers of the form a + nb for any two positive coprime integers a and b form an arithmetic progression, where n is a non-negative integer, and the Dirichlet prime number theorem states that this sequence contains infinitely many prime numbers. We can write the number of primes π a,b (x) up to x as
where ϕ(b) is the Euler's totient function which gives the number of coprime to b up to b and c 1 is some constant. The order estimate in the second line comes from Li(x). As this theorem is independent of a, the sieve of np k + a could be calculated by as same density as that of Eratosthenes, which we clarify the structure of the sieve. When n 1 , n 2 , · · · , n r are positive integers and coprime each other, the number of natural numbers up to x which are coprime to any n i is
where [ ] denotes the Gauss notation. This is called as the general inclusion-exclusion principle. This principle is applied to the number of primes up to N, and we get
where p 1 , p 2 , · · · , p r are primes up to √ N. Eq.(3) is correspond to counting of the primes by the sieve of Eratosthenes and will be the prime theorem in details using by the form of the zeta function. When we deform it as the Euler's product following the Dirichlet prime number theorem, we get
where c is a constant determined now on and the notation ∼ in the last line means that the ratio becomes 1 for a sufficient large N. The upper limit condition for p in (4) will be fixed by the Mertens' theorem [6] in order that we take c = 1. So we put an upper limit as p n ≤ x e −γ = X(x) in the theorem
by using
We write the number of central numbers up to x of the 2d different primes as π cn d (x),
where C 2d is a constant for d. The expression of the Meisel-
assures the existence for the upper limit of the coefficient O(x) in the right-hand of (7). We can estimate the Hardy-Littlewood conjecture for the twin prime
which is same as large as π cn 1 (x), as
because an error estimation of the Mertens' theorem is more precise than that of the prime theorem. We can also explain the relations in the Polignac's conjecture [7] C 2d = C 2
in natural way, because the terms of the prime factors except 2 in (7) become one series of the sieve.
An algorithm for the Sophie Gelmain primes
A prime number p is a Sophie Germain prime when 2p + 1 is also prime, which is called a safe prime. It has been conjectured that there are infinitely many Sophie Germain primes, but this remains to be proved. [8, 9] The sieve for getting the double of the Sophie Germain primes, namely (the safe prime − 1), is the sieve sifting out numbers 2np k and np k − 1 from the natural number progression M beginning at 4, where n is integer of n ≧ 2 and we sift out numbers from k = 1 in incremental order of k using by the k-th prime number p k . When we have done the sieve using up to p k , there only exist double of the Sophie Germain primes less than p k+1 2 − 2 in the progression M, which we also refer to the effective upper limit in the case. The reason is as follows. As np k (n ≧ 2) can be any composite number, we get the intersection of (2 × primes) and (primes − 1), namely (safe primes − 1), after the sieve. So (2 × Sophie Germain primes) are left in the progression M.
Here we refer an existence density for the Sophie Germain primes. The Dirichlet prime number theorem also holds for the sieve above, we get a product form of the existence density of the primes for the Sophie Germain primes as 1 4
where the factor 1 4 comes from the sieve of p = 2 when only the half of even numbers are left. These stories are completely consistent with the Hardy-Littlewood conjecture of the Sophie Germain primes
where a sieve of 2np(p ≧ 3) is same as that of np, because all odd numbers already sifted out by the sieve of p = 2, which explains why the factor 2 appears in the numerator in the product in (13).
Concluding remarks
is also reproduced again in this case. It is known that the Riemann hypothesis [2] is equivalent to the proposition "there exists at least one prime between adjacent natural number squared." As the number of twin primes up to x follows to π 2 (x) = π cn 1 (x), we estimate the number of twin primes between n 2 and (n + 1) 2 as ∆π 2 (n 2 ) ≡ π 2 ((n + 1) 2 ) − π 2 (n 2 ) = 2C 2 (n + 1)
2
(log(n + 1) 2 ) 2 − n 2 (log n 2 ) 2 + O 1 (log n) 3 = C 2 2 log 2 n (n + 1) 2 log n log(n + 1) − n 2 + O 1 (log n) 3 ∼ C 2 2 log 2 n (2n + 1).
Therefore we could say ∆π 2 (n 2 ) > 0 for n > N with a sufficient large N, which is equivalent to the infinitude of the twin prime leads to the Riemann hypothesis.
