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1. INTR~DUCTI~N 
In this note I discuss a few comparison results of the following type. 
Suppose that u E C*(O) n C(a) satisfies a quasilinear elliptic boundary 
value problem, e.g., 
- div(a(x, U, VU) VU) = b(x, U, VU) in Q, (1.1) 
ld=cp on 852, (1.2) 
and suppose that u is the classical solution to a linear problem, e.g., 
-Au = const in Sz, (1.3) 
v=cp on asz. (1.4) 
Are there situations in which u(x) < v(x) for every x E O? The answer to 
this question is trivial if the functions a and b are constant, but not so 
obvious if they depend on x, U, and Vu. This study was motivated by notes 
of Horgan [7] and Knowles [l l] who compared minimal surfaces to 
harmonic functions. Here their results are extended from n = 3 and n = 2 to 
any dimension n > 2, by giving a new idea of proof (see Section 3). 
Comparison results of the type presented here are also useful for the 
study of free boundary problems; see, e.g., [2, pp. 40-431. 
Another related result is the paper of Payne and Philippin [13] who 
compared u to a function of v. In all of these references decisive use was 
made of convexity assumptions on 52. In the present note there is a result 
for arbitrary domains Q c R”, for domains with symmetries, and for some 
convex domains, as well as for “convex annuli,” i.e., domains Q = Q,\ 8, 
with Q, and 52, convex and 52, cc QO. The stronger the assumptions on Q 
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are, the weaker are the assumptions on the nonlinearities a and b. The 
paper is organized as follows: Convex annuli are treated in Section 2. Sec- 
tion 3 contains results for convex infinitely long cylinders, i.e., domains 
Q = 52’ x (0, 0~)) where Q’ c [w”-’ is a bounded convex domain. Finally 
Section 4 is devoted to more general domains. 
Throughout the paper we use the notation that a partial derivative of a 
function with respect o its jth variable is denoted by the subscript j. 
To get an idea why convexity assumptions are so helpful let us consider 
the special case of the minimal surface equation which can be written in the 
form 
Au:= -(l+Ivu1*)-“*du+(l+Ivu1*)~3’* i uiU~iu~=o. (1.5) 
i,j= I 
Suppose we want to derive an inequality between Au and Au, where v is a 
harmonic function. This would enable us to apply standard comparison 
results for quasilinear equations. Then we have to study the sign of the 
expression 
4(u)= l$ vivjvii. (1.6) 
i,j=l 
If Vu(x) is zero then q(v(x)) vanishes and if Vu(x) is nonzero then q(v) = 
lV012 a2qan2, where n(x) denotes the exterior normal to the level set 
{xESZI v(x) > const ). In terms of curvilinear coordinates of the level 
surface {x E Sz 1 u(x) = const ) we can then rewrite the Laplacian as 
AU = a2vgh2 + (n - 1) H(X) at@. (1.7) 
Here H(x) denotes the mean curvature of the level surface (x E Q ) v(x) = 
const) in R”. If the level sets of v are known to be convex, then H(x) is 
nonnegative. Furthermore au/an is nonpositive, so that q(v) is nonnegative. 
Let us summarize this observation in a lemma for later reference. 
LEMMA 1. Zf VE C2(Q) is a solution of Au 2 0 in 52 and if the mean 
curvature H(x) of the level surfaces of v is nonnegative in Q, then 
C;j= 1 vivjuv 2 0 in .Q. 
This lemma is the main ingredient of the proofs in the present note. Of 
course it remains to check the assumption H(x) > 0. Fortunately the 
convexity of level sets is known for many boundary value problems. I refer 
to [3, 7, 9, 10, 12, 13, 143 and the references therein. 
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2. CONVEX ANNULI 
Suppose Q = sZ,,\Qi c R” and 0 c Q, cc R, with Q, and Q2, convex. Let 
v E C*(Q) n C(Q) be a solution to the boundary value problem 
o<vvi, -Au =f(v) in Sz, 
v=l on &2,, 
v=o on X&, 
wherefis continuous. Let UE C2(Q) n C(D) be a solution to 
- div(a( [XI*, U, [Vu1 *) VU) = b(x, U, VU) in 52, 
u=cp on ai2, 
(2.1 
(2.2 
(2.3 
(2.4) 
(2.5) 
and suppose that a is of class C’ and b and cp are continuous in all of their 
arguments. Then the differential operator in (2.4) can be written as 
Au := --a Au-2a,x.Vu--a, lVu12-2u3q(u), (2.6) 
where q is defined in (1.6). As mentioned in the Introduction we want to 
get control on Au and to this end it is helpful to have information about 
the shape of level sets of v. 
THEOREM 2. Let v be a solution to problem (2.1) (2.2), (2.3) and suppose 
that f is nonpositive and nonincreasing. Then the level sets {x E Q ( v(x) > c} 
are convex annuli. 
For f E 0 this result is due to Lewis [ 121; in the general form presented 
here different proofs were given by Caffarelli and Spruck [3] and by 
Kawohl [9]. 
In conjunction with Lemma 1 we now know that q(v) > 0 in Q. What 
about the other terms occuring in Au? Clearly IVvl’>O, and x .Vv <O 
because the convexity of level sets and the fact that they contain zero 
implies their starshapedness with respect o the origin. So if a2 and a3 are 
nonpositive and a, is nonnegative then 
Au3 -a([~/*, v, jVvl*) Au in Sz. (2.7) 
For the reader’s convenience let us recall a comparison theorem for 
quasilinear equations which can be found in Gilbarg and Trudinger [S, 
Chapter 9.2 and 9.51. 
ELLIPTICBOUNDARYVALUEPROBLEMS 165 
THEOREM 3. Let A be defined as in (2.6) and suppose that at least one 
of (2.8) or (2.9) holds: 
a is independent of u (i.e., a2 = 0) and f' < 0; (2.8) 
AvZO>Au and f' ~0. (2.9) 
Then if v > u on &Z2 and Au - f(v) >/ Au - f(u) in Q it follows that v 2 u 
in Q. 
Now we are in a position to prove our first comparison result. 
THEOREM 4. Let u be a solution of (2.4), (2.5) and v a soZution of (2.1), 
(2.2), (2.3). Suppose that A andf satisfy the assumptions of Theorems 2 and 
3 and that in addition (2.10), (2.11) hold: 
a, 20, a,<% a,<O, b<J (2.10) 
tff f Othena<l. (2.11) 
Then v k u on XI implies v > u in 0, 
For the proof we recall (2.7) and obtain 
Au = -a Au = af(v) Z f(v), 
while Au=b(x,u,Vu)<f(u) by assumption. Hence Au-f(v)>02 
Au - f(u) and Theorem 3 applies. 
APPLICATION 5. Let v and u solve (2.1)-(2.5) with v = u on %2, a = 
(l+ IVu12)- - “’ b =0 and f = 0. Then the minimal surface u lies beneath 
the harmonic function v. 
APPLICATION 6. Let v and u solve (2.1)-(2.5) .with a= urn-‘, m < 1, 
b - 0, and f = 0. If v = u on %2, then u 6 v in Q. The operator div(u” ~ ’ Vu) 
is known to describe fast diffusion; see [6]. 
Remark 7. The fact that q(v) > 0 in D has another geometrical conse- 
quence. It is known that IVvl attains its maximum on dQ = aQ, u aQO. 
Since a2v/an2  0 and dv/an < 0 in 52, we know that lVvl is increasing along 
the lines of steepest ascent of v. Therefore the maximum IVvl is attained on 
%2, and not on X&,. 
Since this paper was written up in preprint form in January 1986, I have 
learned that Remark 7 was found independently in [8, p. 352; 1, 
Lemma 2.31. 
409/142/l-12 
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3. ASYMPTOTIC DECAY ON CONVEX CYLINDERS 
Let a = 52’ x (0, cc) c R” with Q’ c R”- ’ bounded and convex, and sup- 
pose that u E C2(Q) n C(Q) is a solution to the quasilinear elliptic problem 
-div(a( Ix/‘, U, /VU/~) VU) = 0 in Q, (3.1) 
u=o on XY x (0, co), u(x’, 0) = cp(x’) on Q’, (3.2) 
for x, + co, u(x’, x,) + 0 uniformly in x’ E 52’. 
(3.3) 
Let ui be a positive eigenfunction of the (n - 1) dimensional Laplacian on 
Q’ under Dirichlet boundary conditions, i.e., 
u1 >o, Au1 + I:u, = 0 in Q’, (3.4) 
u, =o on as2'. (3.5) 
THEOREM 8. Under assumption (2.10) of Theorem 4 the solution u of 
(3.1), (3.2), (3.3) satisfies the inequality 
14x’, x,)1 d Ku,(x’) exp( -1, x,) on Q, (3.6) 
where 
K= sup { I~(X’)l/U,(X’)} 3 0. 
I En’ 
For the proof we set u(x) = E&,(x’) exp( -A, x,) and note that Au = 0 in 
4. Once we can show that Au 2 0 we can apply Theorem 4 and obtain the 
desired result. For n = 2 and a = (1 + IVul 2)‘/2 Knowles derived Av 2 0 and 
for n = 3 and a, = 0 Horgan did this. My proof of this inequality differs 
from theirs. I want to use Lemma 1 and recall the well known fact that 
u,(x’) is log concave; i.e., log u,(x’) is concave in Q (see [9] for a proof 
and for bibliographical remarks). Moreover exp( -1, x,) is log concave in 
Q because the linear function -Aix, is concave. But the product of two log 
concave functions is again log concave and thus log v(x) is a concave func- 
tion in Q. Therefore v(x) has convex level sets and we can apply Lemma 1 
again to derive Au > 0. The result now follows by the same arguments as 
in Theorem 4. 
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4. MORE GENERAL DOMAINS 
In this paragraph I shall restrict attention to nonlinearities a which are 
independent of Vu, and I want to explain the reason for this. My initial 
hope was to compare solutions of the prescribed mean curvature equation 
-div((l + IVU~~))“~VU= 1 in Q, (4.1) 
u=o on asz, (4.2) 
with solutions of the torsion problem 
-Au= 1 in Sz, (4.3) 
v=o on a52. (4.4) 
In order to do this it helps to control the sign of q(v) as defined by (1.6). 
But even for convex domains 52 this is in general not possible. Lemma 1 is 
not applicable and q(v) can in fact change sign even for convex domains. 
This can be explicitly seen if one calculates the solution of (4.3), (4.4) 
for the equilateral triangle Q c R2 with corners in (i-fib, -b) and 
(0,26), see [6]. It turns out that v(x, y) = -( 1/12b)(3x2Jj - y3 + 36x2 + 
3by2 -4b3) and on {(x, y)~sZ Jx = 0} the function q(v) is a positive 
multiple of (y - b). So q(v) changes sign. 
Furthermore for simplicity I shall restrict myself to the casef = 1, i.e., to 
the linear problem (4.3), (4.4), and compare its solution u with solutions of 
the quasilinear elliptic problem 
-div(a((xj2, U) VU) = b(x, u, VU) in Q, (4.5) 
u=o on asz, (4.6) 
under the assumption 
b(x, u, VU) d 1 in 0. (4.7) 
Notice that for the case b s 1 Theorem 3 applies only if the coefficient a is 
independent of U. If one wants to admit a dependence on u without having 
to assume b d 0, the following result comes in handy. 
THEOREM 9. Let v solve (4.3), (4.4) and u solve (4.5), (4.6) and suppose 
that (4.7) and (4.8) hold: 
Then v > u. 
U>l and a, =o. (4.8) 
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The following simple proof of this result was kindly pointed out to me 
by L. Payne. Set 
Then VW(X) = a(u(x)) Vu(x) and -dw = b < 1 and so u > w > U. 
If one wants to admit any x-dependence of a one has to control the sign 
of the term x ‘Vu in Q. There are many situations known in which one can 
verify 
X~VU(X)<O in Q. (4.9) 
This is for instance the case if Q has certain symmetry properties, and 
results of this type are contained in [4,9]. They can be derived either by 
maximum principles or via Steiner symmetrization. 
Remark 10. Theorem 9 remains true if (4.9) holds and if a, = 0 is 
replaced by the conditions a, < 0 and a, 1 >, 0. 
Another situation in which (4.9) holds is the case of “starshaped annuli.” 
If the domains 52, and Sz, in Section 2 are starshaped with respect to the 
origin (and no longer necessarily convex), if u solves (2.1), (2.2), (2.3), and 
iff is nonpositive and nonincreasing, then (4.9) holds; see [9, p. 781. 
Remark 11. Consequently Theorem 4 remains true if the convexity 
assumption on 52, and 52, is replaced by the weaker assumption of 
starshapedness with respect o the origin and if a3 = 0. 
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