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SUMMARY
The purpose of this study was to establish the feasibility of automatically reducing a form of
pictorial aerodynamic heating data. The imagery, depicting the melting history of a thin coat of
fusible temperature indicator painted on an aerodynamically heated model, was previously reduced
by manual methods.
Careful examination of various lighting theories and approaches led to an experimentally
verified illumination concept capable of yielding high-quality imagery.
Both digital and video image processing techniques were applied to reduction of the data, and
it was demonstrated that either method can be used to develop superimposed contours.
Mathematical techniques were developed to find the model-to-image and the inverse image-to-
model transformation using six conjugate points, and methods were developed using these trans-
formations to determine heating rates on the model surface.
A video system was designed which is able to reduce the imagery rapidly, economically and
accurately. Costs for this system were estimated.
A study plan was outlined whereby the mathematical transformation techniques developed to
produce model coordinate heating data could be applied to operational software, and methods were
discussed and costs estimated for obtaining the digital information necessary for this software.
INTRODUCTION
Problem Definition
In 1966, Jones and Hunt developed an economical technique to collect quantitative aerodynam-
ic heating data. The method uses a fusible temperature indicator (sometimes called phase-change
paint). The indicator melts at an accurately determined and environmentally stable temperature —
changing from an opaque solid to a clear liquid. To measure the heating data, here is how the paint
is used:
A model, constructed of a thermally well-known material, is sprayed with a thin layer of the
phase-change paint. Classically, the paint is white and the model is black. So, when heated by ex-
posure to hypersonic flow, the whitish coating melts, exposing the black model material. The bound-
ary between molten and crystalline paint, called the phase-change boundary, is thus known to be an
isotherm at the temperature of the paint. Motion picture photography is used to record the time-
history of the melting process. Heat flow into the model is then deduced from the time required by a
point on the model surface to rise to the melting temperature of the paint and the thermal properties
of the model material.
The heating history data is usually combined into one display by the frame-by-frame projections
of the photographic data onto a surface and manual sketching of the phase-change contours. The
time it takes an arbitrary point to reach the phase-change temperature is extrapolated from the near-
est isotherm-time contours and the heating rate is read from a chart.
The manual reduction technique has five shortcomings: (1) it is a tedious, time-consuming task.
(2) it requires highly skilled personnel to make the judgment calls sometimes needed in tracing the
contour. (3) there is error, both intentional and unintentional in the operator's judgment concerning
the boundary location, one due to fatigue and the other due to faulty data interpretation. (4) the
manual reduction of data is not well-matched to the strengths and weaknesses of the paint technique
itself; when compared to thermocouple techniques, the phase-change paint technique is found to be
more rapid, more economical, and less expensive; however, manual sketching is much better suited
to one-of-a-kind drawings than to thousands of similar ones. (5) even after sketching, hours of
transcribing and keypunching remain before digital reduction and analysis is possible.
Goal of Study
The purpose of this study is to examine the feasibility of automatically producing the desired
contours, and if it is practical, to design a machine to do the job as accurately, conveniently, and
economically as possible. Also, since it is desired to digitally manipulate the heating data, it is a goal
of this study to examine and develop techniques to digitize and transform these contours to a model
referenced coordinate system from the image coordinate system.
Scope
To present the result of this study in an orderly manner, the remainder of the report is organized
in the following way.
The section entitled "Concept Development" contains material necessary for the understanding
of basic approaches followed in the study. Discussions are included on the nature of problems to be
encountered in both data collection and data reduction, and techniques of possible use in solving
these problems.
Empirical results of experimentation with lighting, video, data reduction, and digital data reduc-
tion are presented in the next section. Three of the most promising lighting schemes were experi-
mentally tested; one of them proved capable of yielding high-quality data. These data, together with
samples of poorer data were experimentally reduced by video processing techniques, to verify optimal
lighting and video processor design. Contours were also extracted and superimposed digitally.
The Coordinate Transformation section deals with techniques for transforming the phase-change
contours to a model-related coordinate system. A method is described for deduction of the model-
image geometric transformation from a few image-model conjugate points. This transformation can
be used to obtain the heating rate along certain lines on the model surface. Next, a method is describ-
ed of obtaining the complete image-to-model mapping, a mapping which can be used to obtain com-
plete heating rate information on the visible portions of the model surface.
Recommendations are then made for tunnel illumination, data collection facilities and techniques,
automatic reduction to superimposed contours, further reduction of the data-to-model coordinates
and operational procedures involved in this data reduction. Both start-up and operational costs are
estimated for all recommended systems, as well as the anticipated performance of these systems.
A summary then reviews the significant findings of this study and indicates areas where future
work is needed.
CONCEPT DEVELOPMENT FOR AUTOMATIC PROCESSING OF PHASE-CHANGE DATA
Data Collection Principles
Nature of the Data. — At the end of a phase-change data run, there exists a series of 35 mm
images depicting sequential states in the melting of phase change paint as the model heats aerody-
namically. Consider for a moment the power distribution in the image plane of the camera at an
arbitrary but fixed point as the body heats past the melting point of the paint. It might resemble
that of Figure 1, where:
PA(X) s P s (A)p s ( \ )g , r? (X) + C,
PB (X) = PS (X) (pL (0) f Pmodel (X)) TJ (X) + c, (i)
PA = the return from the point before melting.
Pg = the return from the point after melting.
77 (X) = optical efficiency of window, camera, etc.
X = wavelength
Ps (X) = illumination power
ps (X) = diffuse reflection coefficient of solid phase change paint
gt = geometric factors including vignetting and variance of surface from the
Lambertian ideal.
G! = additive term arising from camera flare and paths from illumination to image
plane other than via the model.
PL (Q) = specular reflection coefficient (as a function of camera, model, illumination
geometry) of the liquid paint surface.
PJ^J = model material reflection coefficient.
This model is not, in any sense, complete, but represents an idealization of several data pro-
perties. Also, at points of strong specular reflection, Pg will be larger than P^.
The photographic sequence then samples this function at a few equidistant points in time, and
the illumination values at those times are mapped to density values of the film via the density versus
exposure film characteristic.
The spatial and temporal properties of the data are also of interest. As long as the temperature
gradient on the model surface is large at points whose temperature is close to the phase-change
temperature, then density gradients are large at the conjugate image points; however, at points whose
temperature lies in the phase change region with small gradients, the melting process is not uniform.
Small irregularities in model material, aerodynamics, and paint cause a patchy appearance, with
small corresponding density gradients at the conjugate image points.
Visual Interpretation of Phase-Change Data. — Studies have indicated the importance to man of
edges and irregularly behaved elements in the field of view in the extraction of information from
visual data.* So, in the manual tracing of the phase change contours, the eye system is using its natural
cue. In regions of high density gradients it is a simple but boring task to trace the black-white bound-
aries; however, in regions of lower density gradients at the boundaries some judgment is needed. The
tendency is to sketch a smooth curve through the "middle" of the transition, ignoring the jogs and
irregularities of the actual data. Motivation for this comes both from the belief that smooth bodies
should have regular isotherms and from the tendency towards idealization inherent in our nature.
So, one compensates for the irregularities that comprise an actual experiment to obtain idealized
data such as one would like to calculate if he only knew how.
Machine Interpretation of Phase-Change Data. — The machine interpretation of phase-change
data can be formulated in the following manner. Consider the image divided into "resolution cells,"
small elements of the image sometimes called pixels (picture elements). Several measurements con-
cerning each cell are made. On the basis of these numbers the cell is designated either a boundary
point or not a boundary point. This is specialization of the general pattern recognition problem in
which an element is chosen from an object set, measurements are made on the element and it is on
this basis assigned to an element of the decision set. Figure 2a depicts this process; Figure 2b applies
this model to the phase-change data problem.
Each possible set of measurements must be assigned an element of the decision set for the pro-
cess to be well defined. So, if any of the "judgment calls" that occur in the manual data reduction
are to be repeated by a machine, this judgment must be reflected in intelligent choice of measure-
ments and cleverness of the decision rule. Clever and/or complicated decision rules often lead to
complicated (and hence expensive) machines, as do many kinds of measurements. So, there exists
the expected trade-off between performance and price.
Features of Use in Reduction of Phase-Change Data. - The density (or transmission) of each
cell in the image is the most obvious of measurements that can be made, although there are many
others. Matched filtering, for instance, develops a, measurement proportional to the integral of the
product of the image transmission and an arbitrary function centered at each point to be measured.
It would also be possible to develop a technique to measure the gradient of the image density
scalar field at each point. Since the eye best uses edge information, this at first seems the ideal
approach. But it's a poor idea for two reasons. First, the gradient amplitude varies along the phase-
change boundary because of varying temperature gradients in the model. And so, gradients are an
*D. Norton and L. Stark, "Eye Movements and Visual Perception," Sci. American, June 1971,
Vol. 224, No. 6, pp. 34-44.
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Figure 2. Phase-Change Data Problem Seen as a Pattern Recognition
unreliable indicator of the boundaries. Second, the phase-change paint is precisely a density effect
on the image - that is, the paint directly affects the density of the film, as do several other variables,
as can be seen in Equation 1. If the influence on the image density of the other variables can be
minimized or be separated from that of the paint, then a measurement can definitely be made con-
cerning the status of the temperature at each point on the model. So, not only is the gradient a poor
measurement to make, but there's a much better one, the density itself. Further, the use of density
potentially enables a measurement that is quantitively tied to the physical paint characteristics.
Density (or transmission, D= log,
 0 ' ) seems the measurement to make on each cell.
Ideal Properties of Phase-Change Data for Machine Interpretation. - By definition, there exists
a proportionality between the quality of the data and the simplicity of the decision rule. We want to
use the simplest possible processing hardware and so it is desirable to collect data consistent with this
simplicity.
The simplest non-trivial scheme is to make one measurement, then to classify every cell as solid
or molten, depending on whether this measurement is above or below a threshold. For this to be
accurate, the data should cluster as shown in Figure 3. Every totally melted cell should occupy the
same density level and every totally solidified cell should occupy a different density level. By vary-
ing the threshold between these two levels, then, a partially molten cell can be classified as one or
the other as desired during processing.
Practical Properties of Phase-Change Data. — The ideal data, of course, cannot be achieved. A
typical data collection arrangement is shown in Figure 4, as well as some of the problems involved.
There are some reasons why the image density distributions will not form sharp peaks as de-
picted in Figure 3. For instance, the paint cannot be applied with a perfect uniformity. Figure 5A
shows an example of uneven paint distribution.
The illumination cannot be perfectly uniform for a finite number of point sources so this will
cause the spread of these distributions. Figure 5B shows an example of non-uniform lighting.
Another source of density variation besides melting is spatial variation in the additive constant
of Equation 1. The constant term arises from a number of causes including: scattering of light from
dirt on the window or camera lens, internal reflections in the tunnel window, flare in the camera
itself, and reflections from the tunnel window of ambient illumination supplied by both the primary
tunnel lighting and by other uncontrolled sources. Figure 5C shows the effect of reflections from the
window of the lighting sources.
The cumulative effect of these phenomena is to cause a spread in the ideal image density dis-
tribution to that of Figure 6.
This spreading adversely influences the automatic processing in two ways:
First, no matter where the threshold is placed, there will be some errors. In Figure 6, we can
see that the tails of the distributions will cause errors in the threshold decision. Some completely
solidified points will be treated as if they were molten, and vice versa. Just as undesirable is the
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Figure 6. Density Distribution Effects of Illumination Problems
effect on regions of low gradients. In some of these areas a very conservative classification will be
made; in others, a liberal one will be made.
Of course the severity of these mistakes is affected not only by the absolute spread of these
distributions, but also by the distance separating the distributions. That is the contrast ratio, defined
as the ratio of average transmission in melted regions to that in solid regions is important. From
Appendix C, which presents the diffuse spectral reflection characteristics of both model and
paint, we see that the expected average contrast ratio of power in the focal plane of the camera is on
40
the order of —— = 7, since the solid paint reflects about 40% of the incident light, while the model6
reflects about 6%.
The primary contribution to reduce contrast is made by those components in the additive
terms of Equation 1; namely, ambient reflection, scattering, flare, and the like. For instance, a
superfluous reflection only 14% as strong as the average return from solid regions will reduce the
original contrast ratio of 7 to ——— = = 4. This is a large reduction in contrast. Figure6 + 6 12
5B shows a severe case of this phenomena.
A second cause for concern is the direct reflection of energy to the film via a mirror like surface
on the model formed by the liquid paint.
Specular reflection does not spread or shift the image density distribution but rather adds
another lump, as depicted in Figure 6.
Specular reflection occurs primarily from the liquid-air boundary of phase-change paint. The
solid regions, unless painted unusually thin, are primarily Lambertian in nature. Figures 7a and
7b show examples of glare in the tunnels.
Yet another phenomena causes real data to vary from the desired ideal. At times shear forces
from the Mach 8 flow past the model conspire with the high temperatures involved to sweep the
liquid phase change paint from certain regions of the model. When this occurs, a third density dis-
tribution is added to the others already present. Figure 6 depicts this effect.
The background adds yet another confusion factor into the image density distribution, but one
which can be more easily controlled than most.
Figure 7c illustrates the cumulative effect of several of the factors discussed above. The phase-
change boundary has moved to the very rear of the model. There is a large area of dry model and
another of specular reflection. Of all the detail in this image, it is difficult to imagine a machine
algorithm for selecting the correct boundary. So, it is important to remedy some of these problems.
Figure 8 depicts imagery typical of that furnished us for trial data reduction. We found none
of the sequences were of quality sufficient for automatic reduction. The variation in lighting and back-
grounds from sequence to sequence was marked. Backgrounds were inconsistent and the model mount
varied in type and reflectivity. Glare from both model and windows was evident in some shots while
the model was swept dry in others. Minor changes in experimental procedure would have allowed about
30% of these data sequences to be reduced by the video methods to be discussed in a later chapter and
about 60% to be reduced by digital techniques incorporating a varying threshold calibrated on the
pre-run model.
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Properties of Ideal I l luminat ion. In order to remedy the data collection problems presented
earlier, rearrangment of the tunnel lighting is necessary. The goal of any lighting scheme used is con-
sistency - that is, no matter what the model shape or orientation, the data given the machine should
have similar, predictable properties. Deviations from expected behavior will lead the algorithm to
error.
The physical properties of the illumination ideal are: (1) there should be uniform illumination
with no hot or shadowed areas, even as a function of angle, (2) there should be a zero or uniform
specular component visible to the camera; a mirror should return the same (preferably zero) power
per unit area to the camera, no matter what its orientation in the model area, (3) there should be no
paths from the sources to the camera except via the model surface; reflection from the tunnel win-
dows and elsewhere should be held as small as possible, (4) the background should be uniform in re-
turn and forced to the desired position in the image gray scale.
Approaches to Illumination. - There are many techniques for solving individual flaws in tunnel
lighting, but it is a more difficult task to devise configurations capable of satisfying all of the desider-
ata, yet simultaneously practical to install and use in the tunnels. Many such techniques were re-
viewed, and three were selected for empirical study and experimentation. These three are discussed
at more length in a later section. The following is a brief presentation of some possible schemes.
We want to separate the transparent molten paint maximally from the opaque paint. If there
were internal illumination in a transparent model material, if this illumination were uniformly dis-
tributed in the model, and if the model surface was a good diffuser of light,-then the ideal data could
be closely approximated. The light could be introduced into the model through fiber optics in the
model injection mechanism to avoid thermal heating of the paint.
This idea was rejected because of the necessity of developing transparant model material and the
difficulty of adequately illuminating thin members such as wings and canards. Also, it was discover-
ed that the idea had been unsuccessfully tried at Langley Research Center.*
The internal lighting idea, however, led to a more practical concept involving the use of fluo-
rescent paint which is discussed in more detail later.
Another possible approach could be based on the use of varying spectral characteristics of the
materials involved. Since the paint and model are now quite flat spectrally, this would include dye-
ing of these materials. Although many lighting schemes can be conceived using spectrally varying
illumination, paint reflectivity, model and filtering, they all have economic drawbacks. If black and
white film is used to record the data, then the same effect can be achieved by use of one band, since,
as seen in Appendix C, the paint and model are naturally flat in spectral return. Of course, if color
film must be used to record the data, then the scheme will be unacceptably expensive in operation.
Specular reflection or glare is probably the most serious problem to be dealt with by any light-
ing configuration. The internal lighting concept handled this problem by transformation of all visible
surfaces to good Lambertian emitters. There are at least three other approached to elimination of
glare: the extended source technique, the minimal source technqiue, and the polarization technique.
Motivation for the extended source technique is as follows. Specular reflections are trouble-
some primarily because of their concentrated nature. Consider for a moment a half-mirrored, half-
flat white ball placed inside a larger ball whose total interior surface emits uniform light. As long as
this lighting is perfectly uniform, there would be no visual evidence to indicate which half of the
*Informal discussion with R. Jones
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interior ball was Lambertian and which half was a specular reflector. Their appearance would be
similar, except for a change in intensity, depending on the average total power absorbed and reflect-
ed from each type of surface.
Therefore, if the lighting could be forced to appear at the model as a uniform, extended source
surrounding the model, the specular component from the molten regions would be uniform (varying
slightly with curvature of the surface). So the effect could be limited to one of contrast degradation,
rather than a cause of drastic error. This idea is further developed in the experimental section.
If one method of minimizing the effect of glare is to spread it out, then another is to concen-
trate it. By using one point-source, for instance, intense glare will be seen from only a few small
points and none whatsoever from anywhere else. If the specular reflector is a smooth one, then,
unless the geometry is unwisely selected, the physical extent of the glare region should be very
small.
This minimal source technique fails in practice mostly because the specular surface of the liquid
phase-change paint is not microscopically smooth, but choppy and rough. Therefore, the idealized
point of glare actually extends over a considerable area surrounding the central point. So, this
technique is not suitable for direct application.
The minimal source technique, however, coupled with appropriate use of polarizing filters,
leads to consideration of polarized illumination. The basic philosophy of this approach is to localize
the glare through use of only a few sources, to control the polarization of the glare regions by care-
ful placement of these appropriately polarized sources, and then to eliminate the glare by placing an
analyzer (a cross-polarized filter) in front of the camera lens. This technique is discussed at greater
length in the section on Experimental Results.
Data Reduction Principles
Ideal Data Reduction.- Supposing that excellent data can be procured, we must still reduce
this data to the desired form and to provide means for digital manipulation of the extracted informa-
tion. In the light of the previous discussion, it can be seen that the data reduction system can
simply sketch one isodensitrace (a line of constant density) on each image, and then superimpose
these to produce the final output display, if high quality data can be collected.
The following should be properties of the data reduction process: (1) there should be pro-
vision for various frame selection and editing capabilities, (2) processing and turn-around time
should be rapid, (3) the system should be accurate, (4) the system should be economical to build,
use, and maintain, and (5) the system should be convenient to use for long period of time.
Approaches to Data Reduction.- There are many image processing systems and methods. For
the purposes of this discussion, and depending on the basic nature of the processing involved, they
fall into three main processor categories: parallel, analog serial, and digital serial processors. Other
breakdowns are possible and there exist systems exhibiting properties from more than one of these
categories. For instance, the multi-aperature image dissector presents data in parallel analog form.
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The parallel processors are usually optical systems. For instance, it is conceivable that a high
pass filter implemented in a partially or fully coherent optical filtering system would extract the
desired contours. By superimposing the various reconstructed images, then, the desired result could
be obtained.
But this application of optical filtering has several serious drawbacks. The image transmission
gradient would be processed rather than the value of the transparency itself. The physical arrange-
ment necessary to process several frames simultaneously would be awkward. Finally, the results
would not be immediately amenable to digitization. For these reasons, these systems were given
only passing consideration.
The analog serial processors scan only one point at a time, and process the scanned information
in terms of analagous electrical or mechanical variables. Members of this class include video systems,
mechanical scanners such as scanning micro-densitometers, and some flying spot scanners. Video
systems, having the advantages of high speed (almost instantaneous turnaround) and low cost, were
selected for further experimentation, and are described in the next section.
Digital serial processors treat the image information digitally and are usually realized by con-
verting an analog variable to digital format and then inputting this value to a digital computer, a
point at a time. These techniques were also investigated at length and the results are reported next.
15
EXPERIMENTAL RESULTS
Lighting
Fluorescent Model Technique.- The fluorescent paint technique was used because of the de-
sire to avoid specular reflections on the model, by converting every important surface to a Lamber-
tian emitter. Figure 9 illustrates the fundamental idea of this scheme.
Because fluorescent surfaces emit diffuse radiation, glare can-be eliminated as follows:
The model is either coated with a fluorescent dye or the dye is added to the model resin itself.
Phase-change paint is then applied over this coating. Strong, widely spatially spread, near ultraviolet
radiation is concentrated on the model, through the tunnel windows, with visible components filter-
ed out. This can be done because quartz transmits well in the near-ultraviolet spectral band. The
camera is filtered to reject ultraviolet radiation, while transmitting the fluorescent band. When the
opaque paint melts away and turns transparent, the ultraviolet radiation strikes the fluorescent dye,
exciting it to response. The emitted visible radiation passes through the paint and camera filter to
expose the film. Only those regions on the model which rise above the phase-change temperature
will register on the film.
The fluorescent dye eliminates specular reflection (demonstrated in Figure 10).
A model was coated with a commercial fluorescent paint, exposed to near-ultraviolet illumina-
tion and then photographed on Tri-X, first with no filter in front of the lens, then with a Wratten
2B in front of the lens. Since Tri-X is quite sensitive to near-ultraviolet radiation, the specular com-
ponent from the ultraviolet source as well as the fluorescing radiation recorded on image 10A. How-
ever, image 10B is free from this specular component.
It should be noted that the use of fluorescent dye in heating studies is not a new application. '
The previous techniques relied on another property of.fluorescent materials (the dependence of
their emission efficiency on temperature) which is not desirable for the phase-change application.
This well known dependance is used to establish a correspondence between model brightness and
temperature.
If the brightness of the return varies as a function of temperature in this application, then it is
possible that the hotter regions will be reduced to an emission level commensurate with leakage
through the paint. They will then be processed as solid regions by the threshold decision processor.
Therefore, it is necessary to choose a dye whose brightness does not vary significantly over the ex-
pected range of model temperature. The model material chars at 600°F, so the dye must not re-
spond at that temperature.
Another factor merits consideration, the contrast ratio expected between liquid and solid por-
tions of the model. From the standpoint of data collection via the fluorescent model technique it
seems desirable to coat the model as thickly as possible with the phase-change paint, thereby
16
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Figure 10. Elimination of Glare by Use of Fluorescent Model Technique
creating a barrier for both entering ultraviolet and emitted visible radiation. But, thickly painted
models run and streak during aerodynamic flow, destroying machine interpretability of the data.
There is some question about the practical contrast ratio achievable by this technique.
To demonstrate and develop these ideas, several tests were conducted. The basic arrangement
was similar to that of Figure 9 with the exception of the quartz window, which was omitted. Melt-
ing was accomplished with the aid of a heat gun.
Figure 11 shows the effect of a sharp dependence on temperature of the fluorescent material.
The bright ring surrounding the liquid area indicates the brightness of the basic paint, while the
brightness in the central portion is decreased because of thermal effects. As can be seen, the bright-
ness of the central liquid region is close to or less than that of solid coated model.
Figure 11 shows the effect of a phase-change paint coating, heavy enough to produce an accept-
able contrast ratio. The contrast ratio is about 3 , on the imagery, or referred-to power levels,
about 5.4 .* This is to be compared with the power contrast ratio about 7 for external illumination
(which is quite conservative, as will be explained later). Even in this static test run, the phase-change
paint began to drip and run because it was applied so heavily.
It might be speculated that a black pigment in the phase-change paint would improve the con-
trast ratio. However, this pigment also absorbs in the liquid as well as the solid phases, and therefore,
its effect would be somewhat cancelled.
Another effect to note on the test imagery is that of varying phase-change paint thickness. Bright-
ness in the solid phase areas varies twice as much as would be expected in the normal illumination en-
vironment because of the round-trip passage of energy through the coating.
Extended Source Technique. - The intent of the extended source technique is to minimize
specular reflection from the liquid portions of the model surface by spreading it spatially. The ideal
illumination source to accomplish this would be a sphere of uniform emission surrounding the model.
The specular reflection would then be spread over the reflector, averaging, in intensity, the power
density of the illumination source times the efficiency of the reflector, and varying with the curva-
ture of the model surface and viewing position.
This ball of light cannot be achieved in practice. An approximation would involve use of large,
extended sources in the tunnel windows aided by specular reflections from the interior tunnel walls.
There are two main drawbacks to the application of this technique to phase-change data collec-
tion. First, the liquid portions of the phase-change paint return sizable portions of the incident
energy. Therefore, even if a perfectly uniform incident energy distribution could be achieved, the
contrast ratio would be degraded over that of the diffuse reflectance contrast ratio. Second, the
ideal uniform 4n steradian source cannot be even remotely approached. The tunnel walls are not
well positioned for this use, and upstream-downstream directions can have no energy sources at all.
Therefore, there will be a great deal of variation with angular direction of the source distribution.
The difference in the two numbers is due to the gamma of Tri-X, about 0.65.
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Figure 11. Problems of Fluorescent Model Method Include Temperature Dependence of Phosphor
and Contrast Reduction, Except With Heavy Coat of Phase-Change Paint
Figure 12. Unavoidable Non-uniformity of Glare With Use of Extended Source Technique
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Figure 12 illustrates the problems involved with this technique. In the figure, several light
sources were aimed toward white surfaces simulating indirect interior lighting of the tunnel . No
direct path was available between source and model, except via the interior portions of the chamber
(which were entirely flat white with the exception of a small patch behind the model painted black
for photographic contrast). The phase-change paint was then melted back with a heat gun.
Although specular reflections are at acceptable levels over large portions of the liquid surface,
there are "hot" spots near the shielded sources. These bright regions will cause errors in the desired
automatic interpretation algorithm.
Due to constraints on source location imposed by tunnel requirements, it seems reasonable to
assume that these hot spots will be an inherent part of any lighting configuration based on this ex-
tended source technique.
Polarized Lighting Technique. — Appendix B describes the improvement in specular component
rejection realized by a horizontally polarized source and a vertical polarizer in front of the camera.
The efficiency of the process is maximum in a horizontal plane defined by the direction of polari-
zation and the camera-source baseline, where theoretically, no specular reflection should be visible.
The intensity of the specular reflection increases as you move away from this plane.
Since one source does not yield the desired uniformity in spatial intensity, others should be
added to the configuration. By reviewing the ellipsoidal nature of specularly reflected surfaces, it
can be seen that any number of horizontally polarized point sources can be included in the line ex-
tending through both the first source and the camera. Since radiation with components in the ver-
tical direction will be rejected at the camera, it is also feasible to add more horizontally polarized
sources in the plane perpendicular to this line.
The solid phase-change paint should depolarize the incident illumination, due to the diffuse
nature of its surface, while the liquid paint should largely preserve the polarization of the source.
Although there will be a reduction in optical efficiency of the paths, the specular components
should be reduced significantly over the non-polarized approach.
Figure 13 illustrates the effect of polarized illumination on the quality of phase-change data.
The simplest lighting configuration compatible with the technique is a 4-source pattern, which
is more uniform than one source. Sources were placed both right and left of the camera, and over
and under the model in a plane perpendicular to the line formed by the left source, camera, right
source sequence. Sources were filtered with high quality polarized filters, arranged to transmit radia-
tion in the horizontal direction. The analyzer, placed in front of the camera, was adjusted to null
the specular components reflected from crumpled aluminum foil placed at the intended model loca-
tion. Then the phase-change paint-sprayed model was placed in position and the coating melted with
a heat gun.
Figures 13E and 13F show a pair of photos, one with the analyzer in place, the other without it.
The exposure was adjusted to compensate for the accompanying change in intensity. The great re-
duction in specular components is evident.
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Figure 13. Heating Sequence Shot with Horizontally Polarized Sources
and Vertically Polarized Camera
There are two additional favorable effects of this technique. First, the liquid phase-change
paint reflects a considerable amount of incident energy, which consequently cannot be reflected and
depolarized by the model material beneath. Since this specularly reflected energy can be el iminated
at the camera, the net result is a decrease in percentage of incident energy effectively reflected by
the liquid-coated model. Thus, the contrast ratio is vastly improved over that of the bare model-to-
paint contrast ratio. Second, the model material itself does not depolarize incident radiation as much
as a perfectly diffuse reflector. Therefore, the swept-clean areas will not be as prominent as with
unpolarized illumination.
The second effect is illustrated in Figure 14, where the unpainted model, with a strip of good dif-
fuse reflector on it, is shown both with and without a cross-polarized analyzer in front of the camera.
The source was horizontally polarized in both cases and the exposure was adjusted to yield equal
density of the diffuse strip's negative image. The contrast ratio between solid paint and swept-clean
areas can be expected to improve similarly.
The implication is that the areas which are swept clean of phase-change point wil l not be as
troublesome as indicated in the previous section. The energy coming from these areas will retain a
share of its original polarization and, thus, will be partially rejected by the camera analyzer.
If point sources are used to provide the illumination, then strong specular reflections will occur
in only a few regions of the model from each source. Since the effectiveness of the analyzer in re-
jecting glare is spatially variant, it is possible to individually pretune each f i l ter to maximize the
glare rejection efficiency at those particular locations where glare is occurring. This is done quickly
by fixing the analyzer position and varying each source polarizer while observing a shiny model until
the glare is minimized. There will be no need to carefully pre-position the painted model afterwards,
since the efficiency function is a relatively slow varying one with position, as shown in Appendix B.
There will be some model configurations in which a good glare minimum is not achievable by
individual tuning due to the number and location of glare points. In these cases there will be some
error in the automatic processed contour near those points. However, there will be few of these
cases because of the large number of specular reflectors required to give trouble.
The use of polarized lighting was found to yield the most consistent and reliable data for the
purposes of machine interpretation, and thus, is the technique recommended for implementa t ion .
This technique is discussed further in the Recommendations Section.
Video Data Reduction
Video Techniques. - A video source transforms time-parallel image density information to
roughly equivalent time-sequential voltage information. Image dissectors, vidicons, f ly ing spot
scanners, and image orthicons are examples of video sources.
The processor's function in extracting phase-change contours is to trace an isodensity level on
the image, the i l luminat ion being such that the phase-change contour appears at or near such a trace.
In a high-quality video signal there is an accurate correspondence between voltage level and
image transmission or scene brightness at conjugate spatial-temporal points. Therefore, the
isodensitrace positions are mapped to isovoltage times in the video signal.
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Figure 14. The Model Material Doesn't Scatter Incident Light
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There are several methods of marking the desired time locations in the video signal, all of them
incorporating level slicing circuitry. A level slicer is simply a circuit which senses whether the input
voltage is inside or outside a certain presettahle voltage range, outputting a logical I or 0, respectively.
A contour extraction method can be devised using narrow aperature level slicing. The basic
approach is illustrated in Figure 15.
As the scanned point passes from the solid to liquid areas on the image of model, the video
signal passes from one average voltage level to another. As it passes through the sliced band en route,
the level slicer senses this event and marks it.
Another method of sensing the isovoltage levels is to set only a single threshold of the level
slicer at the desired level, so that all voltages above that level are labeled Level 1, and all below are
labeled Level 0. Then all solid portions of the phase-change paint will appear as 1's and all else will
appear as 0. Figure 16/17 illustrates this wide slicing technique. This is clearly a way of forcing the
data to seem perfect, as in Figure 3.
To delineate the contours, the edges of the slicing signals must be detected. This can be done
by passing the threshold signal through a differentiator, followed by an absolute value amplifier, or
by forming a pulse on the transitions of the thresholded signal by use of a monostable flip-flop or
delayed logic gates.
Application of Video Techniques to Phase-Change Data. — The video techniques discussed in
the previous section were experimentally applied to many examples of phase-change data imagery.
The results of many of these experiments are reflected in the discussions of various illumination de-
ficiencies and methods of achieving uniform, non-glare, high-contrast imagry. This discussion is in-
tended to explain and demonstrate the nature of video data reduction applied to high-quality data,
collected with the aid of the polarized illumination methods previously discussed.
Figure 18 shows the relative effects of contour extraction by narrow aperature level slicing
compared with those achieved by wide slicing and outlining. The narrow aperature sliced contours
suffer from a serious defect (inherent in the method). Because of the varying thermal (and therefore
density) gradients at the phase-change boundary, the spatial extent of the narrow density range also
varies. So, the widths of boundaries extracted by sensing those regions vary. Although this phenom-
enon is an excellent reminder of the undefined nature of the desired boundary, the varying width of
the lines does not form as pleasing a display as do the even, wide threshold-extracted lines. The
width of the latter contours can also be varied at will as illustrated in Figure 19.
The threshold itself is defined by observing the extracted boundary superimposed on the image.
The threshold is then adjusted until the extracted boundary coincides with the operator's judgment
of its true location. Once this threshold is set for one image in the sequence, it is valid for all images
in the sequence. Figure 20 shows the effect of varying the threshold level.
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Figure 21 demonstrates some contours extracted at the same threshold level. A wide-aperture
threshold slice was taken, followed by outlining with monostable flip-flops triggering on the lead-
ing and trailing edges of the slicing logic pulses.
Once threshold is set, the extracted contours must be combined into a final display. This
is done by photographic storage and electronic storage.
The photographic method simply involves forming a multiple exposure, adding each new con-
tour to the latent image as it is extracted.
Figure 22A shows the contours of Figure 21 photographically combined by such a multiple ex-
posure.
The electronic-storage technique hinges upon use of an electrical-in, electrical-out storage
tube. The tube stores an image by depositing its analog (in the form of charge) on an insulating sur-
face. The image can then be read out again as a video signal for redisplay. By adding to this charge
distribution from several contours, the contours can be combined and displayed simultaneously.
Figure 22B is the resulting display of several contours from Figure 21 combined in such a manner.
The relative merits of the two forms of contour superposition can be summarized:
Photographic storage retains all of the output display's resolution capability, while electronic
storage causes some spreading of the contour lines. However, the operator cannot see intermediate
stages of contour formation with photographic storage, while he can with electronic storage. Further,
by viewing a display of the previously stored contours superimposed on the current contour, he can
see the new effect without permanently altering the display, and he is capable of editing and select-
ing new frames for processing by considering the effect of each new contour on the total display.
Thus, there is the same inherent capability for judgment and editing in the electronic system as in
the manual methods without the latter's tedium. With electronic superpositioning capability
available to the operator, high-resolution photographic storage can still provide the permanent copy
of the extracted contours.
The accuracy of the video system rests upon data quality, the video source, and the processing
and display circuitry.
The video processor displays the time location of isovoltage-level accuracies in the video signal.
The hysteresis and uncertainty in the level detector used is about 5 millivolts. Since the video sig-
nal ranges from 0-5 volts, this error will seem insignificant when compared with other sources of
error. In a 525 line system, the detector has a delay of 30 nanoseconds from the time the threshold
is crossed to firing time; and the outline circuits add 15 nanoseconds to this, plus 100 nanoseconds
of contour time, half of which is undesirable delay. These times translate the contours relative to
the video image (2% of the total picture width), but, since they are constant, the image video can be
delayed an equal amount. No error is thus incurred. Thus the misalignment of the images is very
small.
30
•J
c
u
o
—
O
X
-L.
C
~
H
u
C
K
3;
Photo Storage Electronic Storage
Figure 22. Contour Superposition Methods
32
A major effect, known as shading or portholing, is caused by beam-landing errors in a
vidicon and vignetting and cosine falloff of the optics involved. The effect of shading causes the
signal to fall off as a function of radial distance from the image center. This can be partially cured
by limiting the field of view to a narrow angle and underscanning the image tube. The price paid
for such an adjustment is decreased resolution.
The effect of shading can be considered with the effects of illumination variations in the
tunnel; except for shading exaggeration caused by film and sensor gamma, they cause similar error.
This is considered in more detail in the discussion on accuracy in the Recommendations Section.
The extraction of phase-change contours by video techniques has been demonstrated. It is
seen that superimposed contours can be rapidly extracted and displayed, with control over output
line width, contour position, and frame-to-frame editing. Disadvantages include the line scan
structure of the image and the dot trail and gaps resulting from contours lying almost parallel to the
scan lines. Comparison with results from another contour extraction technique will enable a more
precise description of the strengths and drawbacks of the method.
Digital Data Reduction
Digitization and Thresholding. — Because of the desire to digitize phase-change data at some
point in the processing sequence, it is of interest to investigate techniques of digitizing the imagery
immediately and extracting and superimposing the contours digitally. This section presents one
such set of algorithms capable of accomplishing this goal.
There exist a multiplicity of devices and systems capable of measuring density information of
an image and writing it on magnetic tape in a format compatible with digital computers. Flying
spot scanners or image dissectors are typical elements of such systems. The usual method is to mea-
sure the amount of light transmitted through each of a two-dimensional array of boxes called resolu-
tion cells or picture elements (pixels). Other image scanning formats and systems are useful in
specialized applications, many of these involving scanners connected on-line to a computer, but for
the reduction of phase-change paint imagery these are much too sophisticated and expensive. So,
the total area of each image was scanned and digitized in a square format for this software develop-
ment study, using a Bell-built flying spot scanner interfaced on-line to an IBM 7090.
The phase-change imagery used was chosen from sequence shown in Figures 13 A, B, and C, the
imagery resulting from polarized illumination experiments. The three images were digitized to 252 x
252 resolution cells by the flying spot scanner. This number of images was considered sufficient to dem-
onstrate the technique involved. The resolution was chosen because printer plots were used for detailed
output display.
The word length of the IBM 7090 computer used for data processing is 36 bits, so each line of
date — once thresholded — fit in 7 words of storage.
The transparency histograms of the data are shown in Figure 23.
To extract the phase contours, it seems more flexible to threshold the scanner data and then
outline the contours rather than to search through the data for isotransparency levels. Here's why.
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If data cannot be collected which is capable of reduction by thresholding with a constant level,
then thresholding can easily be made a function of position, taking into account local illumination
and paint thickness using a static image of the model just prior to a run to calibrate the threshold
level for each resolution cell. The illumination levels of this static image can be measured and
stored, thus serving as a yardstick for each.X, Y position in the rest of the sequence.
The same threshold was used for all images and is shown in Figure 23. The threshold images
are shown in Figure 24. As you can see, the threshold level was chosen at the minimum of the
junction between the density distributions of solid versus background-liquid areas. Besides being
philosophically pleasing, the results seem accurate with this threshold.*
Smoothing and Contour Extraction. — Examination of Figure 24 will reveal some jitter and
noise near the interior phase-change regions. This uncertainty results from the indefinity of the
model temperature in these regions; however, since it is desired to plot the contours eventually, a
smooth contour is not only desirable, but necessary.
The smoothing algorithm used has minimum effect on good contours, cleans messy spots
nicely, and is very simple. Each element has eight neighbors. If seven or eight of them are one's,
then it is made a one; if three or less are zero's, then it is set to zero; others are left alone. Figure
25 shows the results of this algorithm when passed over the thresholded data twice.
The algorithm used to extract the contours from the smoothed array is based on the observa-
tion that valid border points have as neighbors a continuous run of between three and seven "ones,"
and is a one itself. So, here's how the algorithm works: If a point is a one, then the sum of its
neighbor's is taken. If there are more than two and less than eight neighbors, then the number of
transitions between zero and one is counted in the sequence of neighbors. If there are exactly two
such transitions, the point is labeled a border point. If the answer is "no" during any of the pre-
ceding sequence of questions, the point is labeled non-boundary. The results of the contour
extraction algorithm are displayed in Figure 26.
Correlating and Plotting. — Careful examination of the outlines in Figure 26 will reveal a shift
from one figure to the next. This is caused by camera and film positioning inaccuracies and cannot
be tolerated in the final display. To remedy this, the best match was calculated between each set
of outlines and the model outlines in Figure 26A by shifting each of the other two over a 9 x 9
element square centered at the original position and then counting the number of ones that matched
for both images at each shift. The images were then shifted to the position that gave the best match.
The correlation matrix is given in Figure 27 for contours 26A and C.
The correlation yields good results because some model edges are present in every image and
give a sharp correlation peak while phase-change boundaries meander considerably and do not
correlate well. This is a major reason why black rather than white backgrounds are necessary.
* The square in the lower left-hand corner is a result of the scanning algorithm and should be
ignored.
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Figure 24. Thresholded Images (1 of 3)
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Figure 24. Thresholded Images (2 of 3)
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Figure 24. Thresholded Images (3 of 3)
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Figure 25. Smoothed Images (1 of 3)
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Figure 25. Smoothed Images (2 of 3)
40
Figure 25. Smoothed Images (3 of 3)
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Figure 26. Extracted Contours (1 of 3)
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Figure 26. Extracted Contours (2 of 3)
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Figure 26. Extracted Contours (3 of 3)
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Once the contours are extracted and positioned, it is desired to produce an X-Y plotter display
of these contours. Thus the outline arrays must be converted to incremental drawing instructions.
Further, it is desired to inhibit the repeated tracing of the model outline, and previously traced con-
tours. Because of natural uncertainty and jitter in the boundaries and their representation in the
rectangular array, all new boundaries very close to old boundaries can be considered the same as the
old boundaries and should not be drawn.
The tracing algorithm can be considered a little bug that finds a boundary and eats its way
around it, consuming the boundary itself and spitting out a trail of digits indicating which way it has
gone. A number is assigned to each possible direction that a king could make on an open chess
board as in Figure 28.
The bug pivots around a known border point, starting with a known non-border point direc-
tion until it finds a "one." If it cannot find a neighboring "one," it searches for another starting
boundary point in a rectangular raster. If it finds a "one" in the pivot search, it writes down the
direction of the new boundary point, erases its old location and steps to the new point, where it
pivots again, and so on. A starting point's coordinates are written down as a six digit negative:
number — row number occupying the most significant three digits, the column number the least
three significant digits.
The contours are prepared for tracing by keeping a record in the computer of contours pre-
viously traced. A new contour is then edited by eliminating all points which would lie on top of or
next to the old contours. In this manner, plots are kept from interfering with each other.
Another simple routine decodes the trail digits and writes the plot tape.
Figure 29 shows the trail of digits left by the bug in tracing the three contours. Figure 30 shows
the resulting plot.
The characteristics of the digital techniques are the reverse of the analog techniques previously
discussed. The advantages of the digital methods include great flexibility in processing, availability
of the data in digital form, high geometric accuracy, and .pleasing output format: The individual
contours can also be coded for identification by use of broken lines. In particular, if difficulties are
encountered in the collection of high quality data, it may be possible to devise software fixes to
such problems as glare and uneven shading.
On the other hand, to provide an opportunity for operator interaction and frame-to-frame
editing requires a graphics terminal connected on-line to the computer; otherwise the turnaround
time would range from several hours to several days. But graphics terminals are quite expensive to
operate and require a sophisticated system. If the frames which are to be reduced were known in
some way beforehand, this need for operation interaction would be greatly reduced.
It seems attractive, then, to use the analog systems for quicklook editing, all preliminary re-
sults, and other requirements for contours of moderate quality. For more precise spatial work (such
as will be required in model coordinate transformation work) and for high quality computer plots
the digital algorithms seem ideal, cued by the analog system data on frames to be digitized and
threshold levels desired.
The need for high accuracy geometric data is explored and explained next in a section concerned
with coordinate transformations.
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Figure 29. Track of the Contour Tracing Algorithm
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\Figure 30. Plot of the Superimposed Contours
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COORDINATE CONVERSION
Mapping from Model to Image
Geometric Optics. — To develop techniques for transforming phase-change contours from the
image plane to a model-referenced coordinate system, it is first necessary to ascertain the form of
the mapping between image and object defined by the optical path between them. It is convenient
to use matrix methods to describe this mapping. To do this, the Cartesian coordinate system is
inadequate and must be replaced by the homogeneous coordinate system. A point in three space
will be represented by an ordered 4-tuple rather than the usual ordered 3-tuple. The relationship
between them is
X
Y
Z
X
w
Y_
W
_z
w
Where (XYZ) is the Cartesian representation of a point and (XYZW) is the homogeneous representa-
tion of a point.
The usual coordinate transformations can be accomplished by matrix multiplication, repre-
senting points by row vectors. Rotation, translation, and change of scale are accomplished by post
multiplication of row vectors by the following matrices.
Translation of Coordinate
System to Point (a,b,c,l)
1 0 0 0
0 1 0 0
0 0 1 0
a b c 1
Rotation of Coordinate
System by Usual Cartesian
Rotation Matrix R
[R]
0 0 0 1
Scale Change by
Factor S
1 0 0 0
0 1 0 0
0 0 1 0
0 0 0 S
In addition, the mapping performed by a lens centered at the origin of the coordinate system
with focal length f, image located in the -Z direction is
i 0 0 0
0 1 0 0
0 0 1 j
0 0 0 1
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It is interesting to note that this represents the total 3-dimensional mapping performed, although
usually the third dimension (depth of focus) is ignored in considering the image formation.
Another property of interest is the insensitivity of the homogeneous point representation to
multiplication by a constant. Thus(l, 1,1, l )and(5 , 5, 5, 5) are different representations of the
same point.
More complete descriptions of this technique are found in references cited for Roberts and
for Huang.
The points of the model are assumed to be expressed in some rectilinear coordinate system
conveniently oriented for such a description. The image points, on the other hand, are expressed
in another rectilinear coordinate system of arbitrary origin (with respect to the camera axis) and
scale. Here's how they're related.
Points on the model, expressed in the original model coordinates, can be sequentially trans-
ferred to image coordinates by expressing these points in a coordinate system rotated so the z axis
is parallel to the major axis of the lens, then translating the coordinate system to the lens center,
passing them through the perspective lens transformation, then shifting the coordinate system to
that of the fixed image-coordinate system and expanding the scale to match that of the fixed image-
coordinates used. This can also be telescoped into one matrix multiplication. The form of this
matrix is:
[xyzw] pii p12 p13 0
P21 P22 P23 0
P31 P32 P33 1
0 0 0 1
1 0 0 0
0 1 0 0
0 0 1 0
a b c 1
"l
0
0
0
0
1
0
0
0
0
1
0
0
0
-1
f
1
1 0 0 0
0 1 0 0
0 0 1 0
0 U V 1
1 0 0 0
0 1 0 0
0 0 1 0
0 0 0 S
Scale
= [x'y'zV]
Rotation Translation Perspective Shift
where PJ: is the direction cosine of new axis j from old axis i
[a, b, c, 1 ] is the vector from model coordinate center to lens center
f is the lens focal length
[0, U, V, 1 ] is the vector from the focal point of the camera to the center of the image
coordinate system.
[ x y z w ]
is the ratio between image coordinate scale and model scale.
is the object point.
[x' y' z' w'] is the image point.
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Multiplying out the transformation, we find
[X'Y'Z 'W'] = [ X Y Z W ]
Pll
P21
031
a
Pl2
P22
P32
b +
Up,,
f
Up21
f
Up 3 i
f
U(l-|)
Pl3 -
P23 -
P33 -
C + V
Vp,,
f
Vp21
f
Vp31f
-SP,,
f
-Spa,
f
-Sp3,
f
sc"-
Since only two coordinates of the image can be measured, the X value cannot be of any use,
hence
[Y'Z 'W']= [ X Y Z W ] Up,,rtP.2
 f
Up21f\P22
 f
Up31f\ ~P32
 f
„
b +U (1 --)
Vp,,
r\Pl3 c
Vp21
Pi 3 r
Vp31
f>T Ir*3 3 c
aC + V(l --)
-SP,,
f
-Sp2,
f
-Sp3l
f
_a
S(~+ 1)^
(2)
or
[Y 'Z 'W] = [ X Y Z W ] [T]
4 x 3
where T is defined above and [ Y' Z' W' ] corresponds to image point (Y, Z), expressed in Cartesian
coordinates.
Determination of Model to Image Map. — The components of T could be approximately
determined by careful measurement and camera setup. However, this would be difficult and time
consuming. A better method is to consider the components of T unknown and solve for them using
several conjugate model-image pairs. These pairs could be sharp corners and other readily identi-
fiable features of the model. Then we solve the matrix equation.
M T = P
nx4 4x3 nx3
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where
M =
nx4
XI, Yl, Zl , Wl
X2, Y2, Z2, W2
_Xn, Yn, Zn, Wn.
and
p =
nx3
and Yi
Zh
W
Yl Zl Wl
Y2 Z'2
Wh
are the model points
are the picture points
nx3
w
There is an additional constraint here, however. Since the scale factors (W and W') are chosen
for each point separately, several degrees of freedom have been added to the system. To allow these
arbitrary choices to fit the required form, a diagonal matrix must be used to change the scale of each
row. Therefore, the equation to be solved looks like this.
M T = D P
nx4 4x3 nxn nx3 (3)
where D = " dl
0
.
0
0 . . . . 0
d2. . . . 0
d2 . ...
. . . . d n
Now, there are 10 degrees of freedom in T (since the p's are an orthonormal set of numbers) and n
more in D. This number must be balanced by the number of equations. Hence,
equations
3n
unknowns
10 + n
n = 5
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Therefore, an absolute minimum of 5 image-model conjugate pairs must be known to solve for the
transformation involved.
Since the form of the equations is nonlinear, it would be simpler to develop a solution if T were
considered as 12 unknown entries. In this case the calculation shows that
equations
3n
unknowns
12 + n
= 6
Therefore, if nothing is assumed about the form of the transformation, 6 point pairs will be
sufficient to provide a solution.
Roberts, whose work was heavily relied on in this section, solves the linear set of equations by
least mean square methods. Another approach is given here. It is perhaps easier to apply linear
equation theory if Equation 3 is rewritten as a single homogeneous equation.
M 0
6x4 6x4 6x4
0 M
0 , 0 M
Pll •
0
 P21
•
•
•
0
Pl2 •
P 2 2
•
•
0
Pl3 '
P23
•
•
•
0
• 0
•
P31
P41
Psi 0
• o
 Pel
. 0
_
P32
P42
P52 •
?62
• 0
•
P33
P43
P53 '
• ' P63_
t i l
t!2
.
.
.
•
dl
.
d6
0 or Ax = 0
(3)
This equation can have a non-trivial solution if and only if A is singular. But this is bound to be
true since there is redundancy in the total scale factor of the di's. Therefore, the nullity of A is at
least one. Depending on the actual geometry involved the nullity may be higher. Also, if any 4 of
the model points lie in a plane, the nullity will be increased. So, some of the d's may be arbitrarily
chosen, and the resulting set of nonhomogeneous equations solved by standard methods. If the rank
of A has been reduced by a poorly chosen set of points, then errors will be made in transforming
other points to the image plane based on the faulty transformation.
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The solution of the nonlinear case using only five points pairs was not formulated analytically
due to the considerable complexity in form of the T matrix. The best approach seems to be via
gradient techniques, and even this involves finding the influence of each of the 1 5 variables on each
of the 1 5 terms in the error term involving a maximum of 225 (less since not every variable influences
every error term) partial derivatives. This is quite cumbersome to implement and has the problems
of any hill-climbing technique, those of secondary minima and initial guess proximity to the right
answer.
The best approach seems to be the 6-point method. The physical parameters of the setup can
be calculated from the data directly, since the orthonormal character of the rotation matrix allows
the p 's to be handled easily. For instance, to calculate the equivalent focal length, look at the last
column of the T matrix, (Equation 2). We have
t2 3
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Squaring and summing, we have:
- (1) = t1 3 2 + t 2 3 2 + t 3 3 2
Therefore, Pn , P i \ , and p3l are known and since f is accurately known from the lens manu-
facturer, s is thus also determined. Similarly, the rest of the data is quickly calculated. It will be
important to calculate the direction and distance of the focal point in terms of model coordinates
for use in defining an unambiguous image-to-model map. This vector is given by [ a b c ] [ R J"1 , in
Cartesian coordinates.
Error Sources. — When the solution to Equation 3 is attempted, it will be found that the A
matrix is non-singular, contrary to the arguments given previously. That it should be singular
theoretically is certain. However, in practice perturbations of the coefficients from their ideal
value will occur, causing the determinant of A to vary from zero.
There are several reasons for these errors. One is the ever present error in measuring the
image point because of scanner deficiencies. Another will be an error in the position of the image
point from lens distortions. Finally, there will be a deviation of the actual model geometry from
that prescribed in the drawings, from which the positions were noted.
The effect of these inaccuracies in the model-to-image map computation is not well understood.
It is known that the resulting transformation maps a few points where the model was thought to be
to points close to the image plane location, and thus, the error is understood at those locations.
There is much uncertainty about the effect of these errors in the tranformation of points not close
to the sample points. Probably, the average mapping error of these points increases as a function of
distance from the sample points, but the magnitude of the increase is uncertain..
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The magnitudes of error close to the sample points can be established as
total v meas Hens model
where the Ajens signifies average rms error of the lens,.... Substituting typical values for these
numbers yields
Atotal = >/ (0.005)2 + (0.01)2 + (0.005)2
= 1.20% rms accuracy
This method of calculation is not valid, since all of the above sources of error are systematic
rather than random and a strong function of image position. Therefore, the above calculation yields
a number that is too small.
Rather than derive the effects of such errors, it seems much more desirable to compensate for
them, taking advantage of their spatial dependence, rather than suffering from it. The lens and
systematic measurement errors in particular seem open to correction by calculating the form of the
first order error and compensation at the time of measurement by use of point pairs from a resolution
chart or other well defined plane figure. The predominant lens distortion will be either of the barrel
or pincushion type, and systematic measurement errors could be of this type. The point pairs of the
resolution chart/image could then be substituted into the mathematical form for such distortions
and the distortion determined. Then all subsequent data could be altered by the inverse map.
The A matrix will be non-singular although it should be singular. Zero would have been an
eigenvalue of this matrix with an algebraic multiplicity equal to the nullity of the matrix. However,
because of the coefficients' perturbation, these zero eigenvalues drift. An important question in-
volves the nature of this drift as a function of perturbation amplitude, for it is desired to determine
the ideal nullity and solve for the rest of the transformation. The nonsingularity of A prevents this.
An intuitive approach would be to calculate the eigenvector associated with the smallest eigenvalue
and to equate this with the desired solution set.
Care must be taken to use such faulty transformation solely in mapping from model to image,
where it retains good accuracy. Mapping in the inverse direction leads to huge errors in perspective
as Roberts points out. This stems from the difficulty in telling a flattened cube from a perfect one
along the axis of flattening on the basis of perspective. Good accuracy is maintained in mapping in
the forward direction.
Use of Model-to-Image Transformation in Calculating Heating Rate Data. - The model-to-image
mapping just discussed can be used alone to develop the heating rate along certain contours on the
surface of the model. These are the contours which are guaranteed to be visible in the imagery. If
the given line should inadvertently pass under a wing or out of sight, error will be made, but only on
that segment. Phase-change contours are assumed to be digitized and separately available in array
format, exactly as done in the experimental digital data reduction discussed previously. In some
manner, six point pairs are defined and the model-to-image map is calculated. The line of guaranteed
visibility is prepared by digitizing it at successive, equidistant points close enough together that the
image picture elements, when projected on the model, are larger at every point on the contour than
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the sampling distance. This sequence of points on the contour is then transformed to the image and
a table of correspondence defined between each model point in the sequence and a unique cell of
the image. The image of the desired line is continuous and unbroken in the picture element array.
The cells of intersection of this line and the phase-change contour are noted and, at those points,
are looked up in the table to determine which model point or points were responsible. For those
points, a separate table is kept, noting the time associated with the intersecting contour. When
finished, some entries in the latter table will be empty, corresponding to points not intersected by a
phase-change contour. These can be extrapolated on the basis of neighboring intersections. Figure
31 illustrates key ideas of the sequence.
The concept of the scheme is simple, so it is quite sure of success. The limitations include those
of accuracy of the mapping used to produce the projected line, and the necessity for complete and
guaranteed visibility of the line. A major advantage of the technique lies in the escape from the
burden of complete model digitization since only those points on the desired contour need be known
as well as six other points necessary to calculate the desired transformation.
Mapping from Image to Model
Motivation for the Map. - The method just described for calculating heating rate along known
contours is simple and powerful, but there are some cases in which it is not applicable. For instance,
if the heating rate is desired along a certain line but for many angles of attack, it may well be that
the line will be hidden from view in some cases. Or, the heating contours could be desired in model
coordinates — that is, it is desired that the image coordinate list of phase-change boundary points
be transformed to the conjugate points on the model surface.
What is required is a complete table 1-1 mapping at the desired resolution listing image resolu-
tion elements and conjugate cell locations on the model surface. Elegant analytic techniques do not
seem feasible to perform the desired mapping on a functional basis, because of the expression of
model geometry empirically rather than analytically. The only alternative is a brute force table look-
up. The construction of this table is done in three steps: (1) expansion of the model data, (2)
mapping of this model data to image plane cells, and (3) 1-1 functional definition. The table will
then contain a complete list of image cells and corresponding points on the model surface, from
which complete phase-change data coordinate transformation can be done with a simple look-up.
Expansion of the Model Data. — A major problem to be solved is the development of fine grain
surface information about a typical phase-change data model. The model is originally described in
terms of sample points describing the cross section at several stations along the axis of the model.
Typically, 20 stations are chosen and 80 points are given at each station. Wings and other appendages
are described similarly.
To produce a denser list of surface points, interpolation in two dimensions must be used.
First, the points on each cross section should be filled out; then, axial interpolation should be
used. On fuselage structures it seems plausible to attempt association of the axial rays with angle
from a centrally located longitudinal axis. Linear interpolation might well suffice during cross
section point expansion but longitudinal interpolation should be quadratic, at least. The density of
points developed should be great enough so that any projected image resolution cell flux tube would
contain at least one surface point from every location cut by the tube. This is illustrated in Figure 32.
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IMAGE MODEL
STEP 1: DIGITIZE POINTS
IN LINE ALONG MODEL SURFACE.
EXTRACT PHASE-CHANGE CONTOURS
ON THE IMAGE.
STEP 2: CALCULATE
MODEL-TO-IMAGE TRANSFORM
WITH 6-POINT METHOD.
STEP 3: MAP THE MODEL
CONTOUR TO THE IMAGE. FIND
THE INTERSECTIONS BETWEEN
IT AND EACH PHASE-CHANGE
CONTOUR.
TIME TO
P.C. TEMP
STEP 4: GRAPH THE TIMES
OF EACH INTERSECTION.
INTERPOLATE BETWEEN "HITS".
CONVERT TIME TO EQUIVALENT
HEATING RATE.
o
4
DISTANCE ON MODEL SURFACE
Figure 31. Mapping the Heating Rate Along a Line on the Model's Surface
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FOCAL
POINT
POINTS OF EXPANDED
MODEL SURFACE
IMAGE
•POINTS ASSIGNED
TO IMAGE CELL X
HIDDEN MODEL
SURFACE
VISIBLE MODEL
SURFACE
Figure 32. Projected Resolution Cell Flux Tubes and Resulting Association of
Model Surface Points. Cell X' is Eventually Tagged with the Closest Surface Point
in the Flux Tube, Point X Above.
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Care must be taken to omit from this list those surface points not ever visible, such as wing
roots.
Developing the 1-1 Map. - This expanded model coordinate list is then mapped to the model,
point by point. For each image cell, four storage locations are set aside: three for the x, y, z loca-
tion of the corresponding point on the model surface and the fourth for the distance of that point
from the focal point of the camera. The distances are set initially to a large number and the model
coordinate list is transformed. Each model point lands in some image cell, and the distance is cal-
culated between the surface point and the focal point. If this distance is smaller than the stored
distance for that cell, the x, y, z storage locations are loaded with the new surface location. If not,
nothing is changed and the list is continued. When the algorithm terminates, the table is complete
and each resolution cell on the image associated with a unique model surface point closer to that
image cell than any other listed. If a location remains large, it is thus identified as a background
point. Point X is thus associated with cell X' in Figure 32.
Use of the Image to Model Map. — The complete map can be directly used to develop model
coordinate lists of phase-change contours, simply by looking up every point of the two-dimensional
contour and listing its three-dimensional conjugate mate.
Hidden lines can be discovered by calculating focal point distances for each desired point and
comparing this with the distance calculated for the map point of that cell. If the difference is too
large, then the point must be hidden.
So, phase-change contours can be totally transformed to model coordinates and stored for sub-
sequent calculation of the complete visible surface heating rate.
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RECOMMENDATIONS
Introduction
On the basis of experimental results which are summarized in previous chapters, we have deter-
mined effective, yet relatively inexpensive procedures, to reduce phase change imagery automatically
to superimposed contours and to model coordinate form. These procedures will yield data output
superior to that obtained manually in both speed and repeatability, while the accuracy of the auto-
matic methods are calculated to be sufficient to place the extracted contour at locations which are
changing phase (except in locations of extreme glare, which will be minimized by the recommended
lighting).
These recommendations are the result of extensive empirical experimentation aided by analytic
study where appropriate. Hundreds of frames of test data were shot during lighting studies. These
and hundreds of typical sequences of existing phase change data were experimentally reduced by
video and digital techniques during the data reduction studies. This experience, combined with veri-
fication of recommended lighting arrangements by static trial of them at NASA Langley, indicate
the soundness of the recommendations.
Our four basic recommendations are:
(1) Polarized lighting should be implemented in both the Variable Density Tunnel and the
Continuous Flow Tunnel in a geometry designed to maximize uniformity and minimize glare. In this
way .highly consistent and predictable data can be obtained.
(2) Frame editing and preliminary data reduction should be accomplished with the aid of a video
image scanner and storage system. In this manner medium resolution superimposed contours can be
formed as rapidly as the operator can view the imagery. The contour from each new frame can be
superimposed on the growing composite before it is permanently added to the composite, and resol-
ution will approach that of the average data frame. It is anticipated that this output will satisfy many
of the working requirements of the aerodynamicist:
(3) Those sequences for which model coordinate contours or computer plots are desired must then
be digitized to a resolution of at least 1024 x 1024 pixels. Once the desired frames are known from the
video system, the digitization is straightforward, although there are several, available options. The de-
sired frames can be digitized by an outside software contractor, by an available image scanner or micro-
film reader at NASA facilities, or by a scanner purchased for this purpose. Prices for adequate off-line
commercial digitizing systems including the necessary roll film transports and tape units start at about
$70,000, while the commercial image digitizing service costs about $20-25 per frame at the desired resol-
ution.
(4) Once the imagery is digitized, software to reduce the data can be implemented either at
Langely, or by a contractor. Three levels of software were described in detail earlier. They differ in
sophistication and in manpower support. The first level is that of producing superimposed contour
computer plots. It requires no model operating data. The second level produces the heating rate along
lines of guaranteed visibility on the model. It requires as input six conjugate model-image point pairs
and a fine grain model coordinate list of points along the desired line, as well as the linkage with data
from the first level. The highest level of sophistication is reached by that software required to produce the
model-coordinate list of phase change contours and subsequent extrapolation to the map of heating rate
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on the whole visible model surface expressed as a function of model coordinates. This software requires
data from the two previous levels as well as coordinate lists of known model cross sections. We recom-
mend that concurrently with construction of the video system, software be developed for the first two
levels, and that development of third level software occur as needed. We estimated that to construct
the video system and bring the first two levels of software to operational status will cost about $65,500.
A discussion of the recommended systems and procedures follows.
Data Collection
Desired Configuration. — Polarized lighting was found experimentally to be most effective in
reducing glare and increasing contrast of the data. It is equally important, though, to produce a
uniform field of illumination. Since source locations are constrained by the polarization technique
to certain planes, and since the number of sources is limited by mechanical tunnel considerations,
there are only a limited number of possibilities. Further, source locations close to the camera are
poor choices due to window reflections. The possibilities remaining are either two or four sources
located symmetrically about the camera. Two sources do not give sufficient illumination or balance
and so four-source illumination is the sole remaining alternative.
Figure 33 shows the four-source configuration that leads to best all-around data quality. The
angles have been chosen to maximize the uniformity of illumination. Figure 34 shows the resulting
intensity distribution across a horizontal line on a six-inch sphere as seen from the camera position - .
not allowing for perspective. This is to be compared with that achieved by one source directly at
the camera location. Figure 35 shows a map of the illumination power at grid points in the focal
plane of the camera for the desired configuration. (Figure 34 is a plot of the central row.)
The four sources are polarized horizontally and the camera is filtered to pass only vertically,
polarized light. The glare rejection ratio is given in Appendix B for a 12-inch square target in the
center of the tunnel.
The other tunnel particulars should be:
The tunnel is to be painted flat black over a region large enough to exclude any path from a
source to the model but the direct one. This also includes the model supports. The black paint
serves to protect contrast ratio as well as eliminate all background from the imagery.
The windows must be made of optically flat quartz, since uneven quartz and tempered glass
both destroy the uniform polarization of transmitted illumination. They should be anti-reflection
coated to minimize undesired reflection.
There should be no path available from the illumination sources to the camera, except by
reflection from the model. This implies that source and camera should not occupy the same win-
dow, and should be shielded from each other.
There should be no other illumination visible. Ambient lighting should be eliminated.
Scattering from the windows and camera should be minimized by careful cleaning of the win-
dows and the camera lens.
Recommendations for Continuous Flow Tunnel. - The lighting arrangement specified in the
previous section cannot be exactly achieved in the continuous flow tunnel because of the difficulty
and risk involved in cutting new holes in the already stressed and water-cooled wall. A good con-
figuration possible, however, is shown schematically in Figure 36. A source is placed in the right
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E INDICATES DIRECTION OF
POLARIZATION TRANSMITTED
AT THAT POINT
Figure 33. A Desirable 4-Source Geometry
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window, the camera in the left. The 4-inch port to the left of the windows is enlarged to 6 inches,
a quartz plug fitted to it and a light placed there. An additional pair of lights are placed directly
over and directly under the model: one in the quartz port just below the model, and the other one in
the overhead 6-inch port which is to be cut in above the model. Attached outside the window at each
source location and to the camera location is a rotatable mounting holding a high quality polarizer
(crossed transmission = 0.1% or less). The intensity of the upper and lower sources should be 0.6
of the left and right ones to balance the illumination as much as is possible. A map of the 6-inch
diameter sphere brightness for this configuration is shown in Figure 37. The efficiency of the
polarizers will remain approximately the same as that in Appendix B.
It is estimated that the use of polarizers will increase the necessary exposure 3 to 4 f stops.
Since an ideal polarizer absorbs 50% of randomly polarized incident energy, this corresponds to
one f stop for the source polarizer, one f stop for the camera polarizer and one to two f stops for
the additional absorption and geometric factors involved. If this loss in efficiency can be tolerated
and if the depth of field is not too small for the wider aperture, the strobe lights currently used can
serve as the point sources. Their spectral output is well matched also to the high speed film
currently used (Eastman Type 5224), which is recommended.
The following recommendations are also made; these are similar to those outlined in the
discussion of the desired configurations. The whole interior of the tunnel should be painted flat
black for at least five feet on either side of the model. The metal model supports should be pickled
to a good flat black finish. The tunnel windows and camera lens should be clean. The sources
should be completely shielded from the camera. The room lights and all outside illumination should
be prevented from entering the experimental area. (A black backdrop would be good for this
purpose.) The camera should also be painted black to kill any reflection from it, as should the
camera tripod. Finally, if long runs are anticipated, the polarizers should be air cooled.
Recommendations for the Variable Density Tunnel. — The variable density tunnel has two large
windows horizontally across from each other and a narrow rectangular window over the model loca-
tion. Of the several possible approaches, it appears best to implement the recommended lighting as
shown in the layout of the recommended configuration, Figure 38. It is easiest to achieve the re-
quired source separation in the top slot, which must be extended upstream as shown. Also, if photo-
graphy were attempted from the side, then three ports would have to be cut instead of the single
slot extension: a left port, a right port, and a lower port.
All windows must be made of quartz to avoid depolarization of the sources by the tempered
glass now installed. The quartz windows should be anti-reflection coated with a tough broadband
coating.
The rectangular upper window should be segmented into three parts to eliminate internal
reflection paths from the source to the model, one end portion for each of the sources and the cen-
tral portion over the model for the camera. The path between camera and sources outside the win-
dow should be blocked.
The strobe sources now used are well suited to the film (Type 5224) now used, and are
recommended. Between three and four f stops will separate the polarized from unpolarized settings.
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Figure 39. Brightness Map of a 6 in. Lambertian Sphere Illuminated with Variable
Density Tunnel Recommended Source Distribution
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The large window sources should be reduced in intensity to 20% the intensity of the slot sources
as the geometry.of the arrangement indicates for best evenness of illumination. The brightness map
of a sphere 3 inches in diameter is shown in Figure 39., The spatial distribution of polarization
effectiveness in glare reduction is similar to that shown in Appendix B.
Again, the following recommendations are also made. The tunnel should be painted flat black
for a distance of three feet on either side of the model. All model supports should be pickled to a
flat black finish. All ambient illumination should be eliminated and all surfaces near and including
the camera should be painted flat black. The windows should be kept clean, as should the lens.
Also, the polarizers should be air cooled if long runs are anticipated.
Variations in Approach. — For data of machine reducible quality to be collected routinely for
a high percentage of models at varied angles of attack, it will be necessary to implement the
recommended schemes. But there are many areas where uniform properties of illumination are not
required. For instance, if the model consists mainly of one or two flat planes as seen by the camera,
and these planes are within ±30° of normal to the camera, one source will probably suffice. If some
contrast reduction can be tolerated (for instance, when the phase-change paint is heavily applied),
then this source can be located in the same window as the camera. If manual reduction of the data
is to be used, the uniformity is again not significant and much sloppier lighting can be used.
In cases like these the data can be improved in contrast and reduced in glare by horizontally
polarizing whatever source distribution is used and cross-polarizing the camera. So, there is no need
in many cases for all of the fixtures of the recommended configuration — especially if manual reduc-
tion of the data is used.
Quality of the Data. — In order to calculate the performance expected from the recommended
system, an estimate of the data quality is required.
The paint reflects between 20 and 40% of the incident visible radiation — depending on paint
type and thickness (Appendix C). It seems reasonable to assign half of this variation to the thickness.
So the average reflectance is assumed to be 30% with a maximum-to-minimum ratio of-v/2. The
recommended illumination has a maximum-to-minimufn ratio of about 1.5. The average reflectance
of the liquid coated model is less than 3%, discounting the specular components. So, by splitting
the variance geometrically about the means, the following numbers are calculated:
Solid Paint on Model Material
40% = average diffuse reflectance
56% = effective maximum diffuse reflectance
28% = effective minimum diffuse reflectance
Liquid Paint for Model
2% = average diffuse reflectance
2.4% = maximum effective diffuse reflectance
1.6% = minimum effective diffuse reflectance
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Bare Model
6% = average diffuse reflectance
7.3% = effective maximum diffuse reflectance
4.9% = effective minimum diffuse reflectance
Contrast Ratios
20 = 40/2 = average if no areas are swept clean
12 - 28/2.4 = minimum if no areas are swept clean
7 = 30/6 = average if bare model is exposed
3.0 = 28/9 = minimum if model is exposed
The effect of glare is more difficult to quantify because of the unknown actual source dimen-
sions. The spatial glare rejection effectiveness is calculated in Appendix B for one source — camera
distribution. Unless a strong glare region is directly on a null, some effect will be seen on the film
because of the concentration of the source. Adjustment of the source polarizers can move the peak
rejection notch to coincide with the glare point, but this is a careful adjustment to make. So it is
anticipated that some points of glare will remain. But the large regions of specular reflection
originating from the uneven liquid surface can be greatly reduced, as can the specular components
from the dry model material. It is anticipated therefore, that glare will be reduced to one or two
highly localized points on the model surface in some geometries and to none at all in most cases.
Experimental Technique
Model and Tunnel Preparations. - To ensure high quality data is taken using the recommended
lighting arrangement, care must be exercised in preparing for a data run. Key points of the proce-
dures are discussed next.
The phase-change paint should be sprayed on the model as evenly as possible. The paint should
be applied as thickly as can be done without risking flow of the liquid during heating, to obtain as
high a contrast as possible. But it is more important that the coat be even than it be heavy. Pains
should be taken to ensure the uniformity of the coat because upon this rests the video data reduc- .
tion accuracy. A 1.4 to 1 variation in paint reflectance is adequate as is an average reflectance of 40%.
The paint should be the whitest paint obtainable and as tine grained as can be achieved.
The windows of the tunnel and the lens of the camera should be clean.
The black paint inside the tunnel should be touched up if necessary.
Adjusting the Lights. - The polarizers should be adjusted to properly null the specular com-
ponents from the particular model and camera position being used. To do this, the following steps
are required.
71
A verticil polarizer is placed at the camera position,* and a shiny replica of the model is placed
in the desired model position. An unpainted, uncharred model made of the usual model material
serves well for this purpose. The polarizer in front of each source is rotated to minimize the glare
from that source as seen in the camera viewfinder, each light source being turned on only when
that polarizer is adjusted. In case several glare points are noticed, the ones situated in sure melting
zones should be absolutely minimized at the slight expense of the others. In the event that the
camera polarizer is moved before all source polarizers are tuned, it is best to start again, but if it is
moved after they are tuned, its position can be quickly found by rotating it to null the glare.
If only one man must tune the system, he can place a television camera at the desired movie
camera location and tune the polarizers by watching a monitor; however, since the null points are a
function of viewing position, it is important to place both cameras at the same angle or to use a
beamsplitter which is removed before the run.
If, for some reason, a specular reflecting model is not available or only one position of the
polarizers is to be used, this position can be found by placing crumpled aluminum foil or a rough
matte-finish metal panel in the model area and tuning the polarizers for the best darkening of its
surface. This tuning position can then be used as a good compromise position for most models and
angles of attack.
Other Areas of Concern. — The exposure should be set so that return from the liquid portions
of the model is just beginning to be noticeable on the film. If the liquid areas do not expose the
film at all, then contrast is being lost.
Data should be taken with no light entering the camera area except that coming through the
window of the tunnel. It is suggested that an opaque black curtain be draped over the critical area
during a run to block unavoidable light from the control room and windows.
Care should be taken in film processing to avoid scratches and water marks since the machine
cannot tell these from data, as can a man. Fingerprints and spotting are also to be avoided.
Automatic System for the Production of
Superimposed Contours
System Description. — An attractive system for the production of superimposed phase-change
contours has been designed which will produce hard copy output in two minutes, the time it takes
a man to edit the film. The man stays in the loop at all times, having control over the decision rule,
the width of the derived contours, and selection of those to be added to the final display. He is able
to see all previously extracted contours combined with that from each new frame and can add the
new contour to the permanent display or not as he chooses.
*An easy way to orient the filter vector is to look at a reflection from a horizontal surface such
as a waxed floor or a glass of water through the filter. A null will be seen when the filter is
oriented so vertically polarized light will be transmitted.
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The contour tracing algorithm is quantitative in nature and can be tied directly to the physics
of the paint and illumination.
The final display is of higher resolution than the input film itself. Hard copy is available
immediately, with the contours superimposed upon an image of the model (perhaps the grid-lined
model) if so desired. The superimposed contours can be individually color encoded on the hard
copy output for easy contour identification.
The only operational costs are those of the two to five man-minutes it takes to load the trans-
port, edit the film, and develop the output copy; the copy materials; an insignificant amount of
power; and maintenance, which will be infrequent due to rugged solid-state subsystems and com-
ponents.
Construction costs will be small in comparison with any other equally powerful techniques
due to the inherent simplicity of the circuitry and systems involved.
Founded upon a solid experimental basis, the design of the recommended system offers an
exceptional combination of accuracy, speed, convenience, flexibility, and economy.
The basic nature of the system is similar to that of the video processors discussed previously.
The fundamental processing concepts are: .
The transparency of each image at every point is converted by a television camera to an
analogous voltage. This video signal is then thresholded at the solid-liquid transition signal level. The
edges of the thresholded signal are extracted and displayed. The desired sequence of boundaries is
stored electronically for the operator, but photographically for the final display to maintain the
highest possible resolution. Each of the signals present can be shown in any combination to the
operator and to the output copy camera independently. By rotating various filters in front of the
copy camera, each new contour can be stored in a different color.
The block diagram of the system is shown in Figure 40. Major subsystems are the video source
subsystem, the processor, the video storage subsystem, and the display subsystem. All except the
processor can be commercially purchased.
The video portions are specified at 1029 lines rather than the usual commercial standard of
525. Why? For several reasons. The dot makeup of the extracted contours will be much less
noticeable and nearby contours will be much more distinct. So the photographic record of con-
tours from the very high resolution system will be of publishable quality. The 30 MHz bandwidth
of the high resolution system can be sliced and switched by the newer integrated circuits, so this:
was judged no failing. Finally, the resolution of the system will match that of the 35 mm input
transparency, so no detail will be lost. For these reasons, we specify the high-resolution system.
A possible console arrangement is shown in Figure 41. The film transport and camera are
placed conveniently in the cabinet to the left of the control panel, which is centered. The display
and display camera are mounted to the right of the control panel and placed in a light-tight path so
73
r
i
'iii
£
Ig
D
^j §
1
 0
1 LU1 g
1
1
D
5 LU >_ .
o "•; i- i, t
LU < O D S
^- LU LU < O
2 cr x s
o
Q
in w.CO LLJ -1
P i 2 S£ 2 CC O
O
O
1-
cc
s2
—1 CO
"- <
CC
1
1
1
1
r1
1
1
1
1
1
1
1
1 ,
11
— J
1 <
_l
' Q11 4
1 *
111
r~
1
11
1
11
1
1
1
1
1
co
QC CC
O O
£ 1-
% 0
O- S
O
1 ,
2£ ^Q
 <
> O
t
T~"TI
L^U
Q Q
-
J
 1— __..O C "V
IP 1 »
LU CC
1°
CC
2 ^ >• z
Z ° Q- <
V O *" K
CO LU ft u,
Q
< ^
UJ
li
O S
i
gui
" Q <
^ O
1
J
 l , I J ,
QC
O rr
Q LU
UJ 1-
LU
Q
LU
CJ
111
Q
^
1
.
LU
5 '
1*
>
LU
O
1 I
^
n ^3 5
- CC
LUh-
cc
LU
LL
HI
o c:
z n
C
O
IN
C
ID
E
D
E
TE
C
T!
i 1
UJ
<^
QC —
C/)
j
° z
CO
1
o -i
^
 <Z cc L! 1
^ O ^J to D 1
g >-
t ^ 11 Q
. , ._ _. . _.
lo '
rf > 'DC Q .
"-
^
1
1 '1 1
z 1
CO .
CO
UJ 1
o I
DC '
Q.
o 1
•5 > !
^ UJ V ^" '
z " £ i s! §
T P — l~ 1
LU 8 1
1
r^ ~^1 '
1 fc
* J i 1
— _l UJ 1
C5 1
i '(- 1
CO '
J
I
i
o
u
I
<u •60
<:
T—»
n-
°>
^ w
75
that room lighting will not interfere with the photography. The intensity of the camera display can
be adjusted while viewing the display through the hood. The storage terminal and camera set up
controls are placed above the display enclosure. The operator'simoriitor is shown above and about
six feet away from the console, a good viewing distance.
Operation of the Recommended System. — Figure 42 shows a possible layout of the operator's
control panel. The linear potentiometers shown control the amount of each signal which is blended
into both displays, one set for each display.
The framing controls allow the operator to blank out all but a box-shaped area on the display,
or to blank out the box but display everything else. This would be used to eliminate a glare point,
for instance, or to remove false signals arising outside the immediate model area. The box size and
location is variable, and can be disabled when not needed.
The threshold potentiometer controls the density isovoltage level which is being displayed.
This is the control used to set the contour exactly where desired.
The widths of the extracted lines are varied with the width control potentiometer.
The erase pushbutton erases the stored video image. This is used to wipe out electronic
storage in preparation for a new sequence of contour extraction.
The store contour pushbutton simultaneously electronically stores the output of the edge
detector, opens the camera lens and unblanks the camera display for one frame, if the camera is
enabled. If the camera is disabled, the shutter will not open and the display is blanked by the usual
video blanking. If the storage tube is disabled, it will neither read nor write, and thus its image can
be saved for several days. The separate photographic and electronic storage buttons activate only
that storage method.
The electronically stored contours are shaped and filtered before presentation, and the stored
video threshold control adjusts this circuit for best results. Both the film transport and the camera
position and zoom controls are also shown in the panel. The coincidence circuit measures to what
degree the stored contour and the live contours are correlated, to allow precise congruencing, rather
than using the less reliable eyeball method.
A typical operation sequence would be as follows.
The film is placed in the transport and the camera zoom and position controls are adjusted to
give the largest image possible. Then the vidicon controls are adjusted to give a sharp, high
definition, high contrast image. The image is displayed on the monitor by feeding only the live
video to it.
Next, the film is run until appreciable melting has occurred and the live video and thresholded
live video are blended together in the monitor. The threshold is adjusted. Then the thresholded
video is turned down and the contour is shown and its width adjusted.
The first frame in the sequence is then shown, where no melting has occurred (if this is not
possible, some static data should be shot before each run to give the whole model outline). The
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electronic storage is erased and the model outline stored (photographic storage is slaved to the
electronic control). Then successive frames are run, and by blending stored contours with the live
contour, each new contour can be previewed for its effect on the display. When a pleasing one is
found, it is added to the display by pushing the storage button. When all desired contours have been
added to the display, if a grid model has been shot at the end, by adding live video to the camera
display its image can be superimposed on the contours already extracted. Then the Polaroid film
is advanced and the high resolution copy containing the superimposed contours can be examined.
Color coding is accomplished by using color Polaroid film and advancing the filter wheel for every
contour stored. The color sequence could advance from red to orange to yellow and so on to blue.
Not all controls, of course, need be adjusted for every sequence. We anticipate that the
majority of sequences will be reduced by using only the erase, store, and film advance pushbuttons,
since exposure should remain roughly the same for every sequence. If a difficult glare point is
noted, it can be eliminated by use of the framing device, and other controls must be used if the
imagery is not well registered. But, for the average data run, the processing is expected to be quite
rapid and simple to use.
Specifications of the Video Source Subsystem. — The video source subsystem consists of film
transport, projection optics, camera mount, and high resolution camera.
The film transport should have a pull down accuracy of 0.001 inch to ensure all outlines are
registered. The film transport currently used for manual reduction of the data is capable of this
accuracy if the claw mechanism is properly adjusted, and is thus acceptable for the automatic sys-
tem.
The optical system should focus the image onto the face of a 1-1/2 inch vidicon with as little
vignetting and distortion as possible. A 4-to-l, remote-controlled zoom lens is specified. The pro-
jection optics of the transport should be removed, a good diffuser placed behind the image, and a
variac used to dim the source.
The camera mount should be a remote-controlled X and Y type, with these motions
restricted to the required field of view.
The important camera specifications are:
Type: Separate head high resolution 1.5 in. camera .
Sensor: 1.5 in. vidicon, separate mesh
Scan Format: 1029 lines, 2 to 1 interlace
Scan Size: 1/3 underscan to reduce shading, 4/3 aspect ratio
Scan Accuracy: 1% total geometric distortion
Synchronization: External H V drive, blanking and synchronization will be provided
to the camera. No synchronization board is necessary.
Video Bandwidth: 30 MHz
Automatic Target? No.
Other features of use would be power mechanical focus and electronic shading correction circuitry.
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Specifications of the Video Processing Subsystem. — Since the video processor operates on
30 MHz signals, extreme care must be exercised throughout design in order to maintain this band-
width without parasitic oscillation or crosstalk.
The function of the threshold circuit is to output a logic "one" when the video signal rises
above an adjustable threshold and a logic "zero" when the signal falls below the threshold. Its delay
should be on the order of 10 nanoseconds and the hysteresis five millivolts or less. Its output should
drive the coaxial line to the summers.
The function of the edge detector is to pulse whenever the logic signal from the threshold
circuit changes polarity. The pulse should be adjustable in width from 20 to 100 nanoseconds, and
be driven into coax.
The function of the pulse-shaping circuitry is to eliminate the shading inherent in current
storage tube systems and to sharpen the pulses stored in the storage tube. Its suggested form is a
high pass filter followed by a Schmitt trigger or comparator. Its delay should also be as low as
possible.
The framing device controls gates to the displays. By developing voltage ramps from the
available horizontal and vertical drive pulses, and then thresholding at two levels on each ramp, a
box can be selected of arbitrary size, shape and position. The logic signal from these comparators
is then used, either inverted or not, to control the video gates to the displays. There is no particularly
rigid specification to the speeds or delay, since this is a qualitatively applied system.
The storage control subsystem interfaces to the electronic and photographic storage systems,
producing those functions described earlier. When simultaneous storage is desired, the camera lens
is first opened and then the camera display unblanked for the same frame that is to be stored
electronically. Next, the camera lens is closed and the display reblanked.
The summers add varying amounts of the five signals together, as shown in Figure 40. It is
particularly important to maintain bandwidth and to avoid crosstalk here. The high speed pulses
coming from several sources will feed into the display even when supposedly turned off, if the design
and layout is sloppy.
The coincidence gate logically ands together the live contour and the stored contours, averages
the result, and displays this to the operator. Since some model outlines will be present on almost
every image, these should be exactly coincident on both signals and thus the operator can judge the
relative congruence by glancing at the metered average.
The various delay lines shown in the system are chosen to allow all signals to arrive at the
summers simultaneously. The first signal developed has the longest delay and so on until the last
signal developed, the shaped stored video, is fed as is into the summer with no delay. All others
are then delayed until they match that signal. The coincidence gate is also useful for adjusting these
delays.
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Specifications of the Video Storage System. — Desired specifications are as follows:
Tube: Electrical in-electrical out silicon storage tube
1200 lines limiting resolution
retention time (active readout) gt. 12 minutes
erase time - one second
Deflection: 1029 lines - 2 to 1 interlaced
Synchronization Generator: internal
Logic Inputs: full screen erase
video write
single frame trigger
Logic Outputs: single frame gate
Outputs: horizontal drive
vertical drive
composite synchronization (EIA)
video
blanking
Inputs: video
There is a commercial system which meets these specifications.
Specifications of the Display Subsystem. —
Operator's Monitor
Size: 21-inch diagonal measure
Sweep format: 1029 lines, 2 - 1 interlaced
Sweep linearity: 1 % of picture height
Video bandwidth: 30 MHz
Dynamic focus: Yes
DC restoration: Yes
Mounting: Cabinet
Camera Monitor
Size: 14-inch diagonal measure
Mounting: 19-inch rack
all other specs are same as operator's monitor
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Display Camera
A 4 x 5 view camera with Polaroid and cut film backs is judged most desirable
An f 4.5 lens is adequate
The shutter should be electronically actuated
Estimated Cost
Projected Acquisition Cost of Video System and Model Coordinate Software. — We estimate
that construction of the video contour extraction system and the development of Phase I software
(which digitally produces both superimposed contours and heating rates along given lines on the
model surface) will cost $65,000*. This price includes:
• Design and construction of the video system.
• $18,900 in hardware for the video system.
• Transportation of system to LRC.
• Installation at Langley.
• Instruction in use of the system for Langley personnel.
• Operator's manual and complete system documentation.
• Software to produce computer plots of superimposed contours from digitized imagery at a
resolution of 1024 x 1024.
• Software to solve for the camera-model geometry from 6 image - model point pairs.
• Software to produce graphs of the heating rate along specified lines on the model surface.
Projected Operational Cost of Video System and Phase I Software. — The expenses incurred dur-
ing operation of the video system will include the cost of power consumed (~ 1000 watts), display
photography materials used ( 4 x 5 Polaroid or Tri-X cut film) and the manpower required to reduce
the data. Figuring 5 minutes/run at 6.00/hr while using color film, it will cost about $2,200 to
reduce 1000 sets of phase-change imagery to superimposed contours.
Maintenance costs are more difficult to figure, but since all circuitry and components are of the
type familiar to those well-acquainted with television, it can be assumed that no special training will
be needed to service the system. Since all components are solid state, there should be few failures in
the electronics, so periodic adjustment of the storage terminal and video camera will be the only
maintenance required. This will require about 20 man-hours annually.
to reach
We estimate that the Phase I software will cost $99,000 annually to run. The assumptions used
 this figure are:
• There are 1000 phase-change data sequences reduced annually.
• Each sequence consists of 10 images.
• Each image is digitized to 1024 x 1024 points, 8-bits/point.
• Six image-model point pairs are available
• A dense list of points in model coordinates of the desired line is available.
* With pan and tilt mount rather than X and Y mount
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• A superimposed contour plot is to be drawn
• The melt time/heating rate relationship is known
• A plot of the heating rate along the line is to be drawn.
• A 360/65 computer is used to process data.
The price can be expected to vary linearly with the number of images/sequence, linearly with
the number of sequences/year, and quadratically with the number of points/image. The actual cost
may vary ±20% since it is difficult to estimate the run time of such software exactly.
Estimated Performance. — The worst case contrast ratio of the power hitting the film occurred
when a dark illumination spot fell on top of a thin area of paint and at the same time, a "swept-
clean" region was brightly lit. This contrast ratio was estimated to be 3.0. The average ratio was
expected to be 9 to 1. This contrast ratio is compressed by the gamma of the film and of the vidicon
both. Therefore, the ratio of the worst signal is expected to be (3 0.65)0.65 = 1.58 while the worst
(no shear) case is expected to be (20°-065)°-065 = 3.5. So, if the shading of the vidicon is less than 1.58
a correctly placed threshold slice will always be in some region that is melting. It is estimated that
the shading can be reduced to below 1.2 to 1 by underscanning the vidicon by 1/3 and by good
optics, and thus that an adequate decision boundary can always be found, except for regions of
exceptionally strong specular reflection. The question then occurs as to the exact placement of
the boundary, as opposed to that traced by a man. Figure 43 shows the idealized power returned by
a point as a function of its temperature. It seems that the best placement of the boundary would
be at point A, and therefore, this is the point at which a man is assumed to place the boundary. Now,
due to paint variations, illumination variations, and vidicon variations, the machine will place the
boundary at some other position, point B. But, as was just argued, except for locations of extreme
glare, point B will always be between the melting boundaries C and D. So, the worst error that the
machine will make will be that corresponding to temperature (t-t')/2. Further, the machine error
will be unbiased, because the operator sets it to conform on the average to his judgment of the
boundary location. Therefore all machine boundaries will be in areas within two degrees (paint
specification) or less of the desired temperature, and will average precisely the temperature estimated
by the man. In most cases, there will be considerable room to vary the machine decision, due to
the much higher average contrast ratios expected than, the worst case data.
Even if there is one point of strong glare, it can be eliminated from the final display by use of
the framing device, so such a point will not ruin the display of superimposed contours.
For these reasons, the machine decision rule is deemed sufficiently accurate for the automatic
reduction of phase-change data.*
*It should be noted that the man's judgment of the decision boundary is not related in this direct
way to the physics of the paint. Man's judgment of density information is quite poor and it is
possible that his decision rule varies depending on the average density of a region. So, it is not
outrageous to consider the machine rule superior to the man. In the recommended system, the
machine's accuracy is combined with the operator's judgment, obtaining the best from both
worlds.
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Development of Model Coordinate Capability
Digitization of the Data. — In order to manipulate and transform the phase-change contours
to a model-referenced coordinate system, the spatial image coordinates of the contours must be
digitized. There are two basic methods that could be employed to do this: the contours extracted
by the video processor (or the thresholded image) could be digitized and recorded on magnetic tape;
or, the imagery could be digitized from scratch, as was done for this study.
To digitize from the video scanner, a digital magnetic tape recorder would be needed, a mini-
computer, and a special purpose hardware interface. The main advantages of this method would be
convenience (since the identical contours are given the computer as the man chooses) and a natural
way to indicate points to the machine, as will be needed later. The major disadvantage is the geometric
inaccuracy of the data, since linearity of the camera will not exceed 1 %.
The various digital image scanners suitable for this purpose would have geometric accuracies of
greater than 1%, and range in price from $70K on up. This increased accuracy is an advantage, but
another is the flexibility of the digital system to reduce much poorer quality data than the analog sys-
tem, due to the capability of individually tailored decision rules for each model and point. A drawback
is the lack of editing and point denoting capability of the man, unless a graphics terminal were available.
If such a scanner and terminal were available for use, this, of course, would be the most powerful sys-
tem conceivable, but expensive to purchase, maintain, and use. If the scanner was not available, it is
possible to purchase image digitization from a software house quite inexpensively. The editing should
be done by the video system to discover which frames are to be digitized, then the techniques discussed
in the section on digital data reduction could be applied to the digitized imagery.
In order to decide which of these alternatives is best, it is first necessary to determine the
effect of geometric accuracy upon the various transformations and processing that must be done. As
was mentioned the effect of random as well as systematic perturbations in the spatial location of
the map definition point pairs upon the resulting map is not well understood, so the allowable
magnitude of such efforts cannot be specified. A program is suggested below to investigate these
effects as well as to bring to operational status all software required to perform the complete trans-
formation of phase-change contours to a heating rate map of the model surface. In this way,
experience will indicate the optimal digitization method.
Suggested Program of Software Development. — The program is divided into two phases: the
first phase is to implement software sufficient to provide digital plots of superimposed contours and
to calculate the heating rate in model coordinates along lines of guaranteed visibility, as explained
previously (coordinate conversion). The second phase would then develop the software needed to
calculate the image to model transformation, and thus obtain the complete model coordinate con-
version of the phase-change contours.
During Phase I, programs should be written that reduce digitized phase-change images to super-
imposed contours at a resolution of 1,000,000 points/image. Then, the model-to-image transforma-
tion would be calculated as indicated previously. The sensitivity of the transformation to pertur-
bations of the coefficient matrices would be investigated both empirically and analytically. Methods
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would be investigated of best indicating to the computer the image coordinates of the six points
needed for the transformation, with the intent of discovering automatic methods that are effective,
but do not interfere with machine contour extraction. Criteria should be established indicating the
proper strategy for selecting the six model points as a function of model geometry to maximiaze
accuracy of the transformation. The software would be written in final form to produce the heat-
ing rate along model surface lines of guaranteed visibility.
During Phase II, techniques should be developed of extending the sparse model surface repre-
sentation to a dense list of surface points. The dense list and the model-to-image map would then
be used to define the inverse image-to-model map. This map would be used to transform every point
of the phase-change contours from image coordinates to model coordinates, and then to associate
with every point of the dense model surface list a phase-change time and subsequent heating rate by
extrapolation. This software should then be written in final form, capable of producing x, y, x
model coordinate listings of a dense list of model surface points and the heating rate associated with
each point.
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CONCLUSIONS
We found that it is feasible to automatically reduce phase-change data to superimposed con-
tours, to heating rates along visible lines on the model surface, and to a complete heating rate map of
the visible model surface. The difficulties of accomplishing the data reduction increases for each of
these stages. With high quality data, a simple threshold decision rule can be used to produce the
superimposed contours. This can be done either by video or digital techniques. To produce the heat-
ing rate along a visible line on the model surface requires calculating the model-to-image transforma-
tion from six conjugate model-image point pairs, but digitizing only that contour on the model (and
the phase-change images). To calculate the complete heating rate, the total model surface must be
digitized and then the image-to-model map calculated, with the aid of the model-to-image map pre-
viously calculated.
To reduce phase-change data at all, it is necessary to devise an illumination scheme capable of
yielding high contrast, consistent photographic data. By cross polarizing the sources and the camera,
glare can be significantly reduced and contrast increased. By spreading four sources about the model,
enough uniform illumination can be achieved to guarantee good results from the simple machine de-
cision rule. Other lighting approaches were tried, but the use of polarized source and camera yields
by far the best improvement in data quality. With good lighting, phase-change contours were seen to
be isodensity traces on the imagery.
Superimposed phase-change contours were experimentally produced with both digital and video
image processing techniques. In general, the video techniques were much faster, allowed operator
participation in the data reduction process for editing and contour adjustment, and were of medium
resolution.. The digital techniques, on the other hand, produce more pleasing output, allow more
sophisticated decision rules (not needed on good data), and provide the digital data needed for co-
ordinate transformation. .
Mathematical methods were developed for determining from six pairs of model-image points the
relative geometry of the camera and model. With this transformation from model to image known,
it is possible to map the heating rate along an arbitrary .line on the model surface from the phase-
change contours. Methods of determining the mapping from image to model were also discussed; the
most difficult task was the development of adequate model representation.
The data reduction recommendations combine the best features of both video and digital image
processing system characteristics. Our basic recommendation is that a video system be used to edit
and assemble the phase-change contours into a medium resolution display, and that these selected
frames be digitized for subsequent data reduction by computer. Software should be written to allow
reduction of these digitized frames to superimposed contours, and to graphs of the heating rate along
arbitrary lines on the model surface.
The design of the recommended video system offers many desirable features. The processing
time is just that required for the operator to edit the imagery. Electronic storage of desired contours
allows the operator to see the effect of each new contour before it is added to the composite, while
photographic storage of the composite contours allows high resolution hard copy output available
immediately after the editing sequence, with color-coded contours, if desired. Correlation of the stor-
ed outlines and the new outline allows quantitative congruencing adjustment, and a framing device
allows troublesome glare points to be erased from the display. Remotely controlled zoom, pan and
tilt allow the 1029 line 11A inch vidion camera to frame precisely the desire area of the image to max-
86
imize available processing capability. Any signal in the system can be added to the visual and photo-
graphic monitors independently, and in any desired proportion. 'So, the flexibility, economy, and ac-
curacy of the system are a powerful combination.
The recommended software development should first implement those programs necessary
to produce superimposed contours digitally from specified frames and to produce the heating
rate along arbitrary lines on the model surface given the lines, the phase-change contours, and
six conjugate model-image point pairs. Development of a complete model, coordinate capacity
should occur as needed.
The cost to construct the video system and develop basic software was estimated to be
$65,500 while it was estimated that to digitally reduce 1000 sequences of 10 frames each to
be superimposed contours and to map the heating rate from each run along five lines would
be $99,000.
It was found that the operational cost of the video system is less than that of the manual methods
by about 80%. Digital reduction to superimposed contours only is more expensive than the manual
methods ($99,000 versus 500 man - hours for 1000 sequences of 10 frames) but at approximately the
same cost, the digital methods could produce plots of heating rate along given lines on the model sur-
face, and with small incremental increases, could produce maps of the heating rate on the model sur-
face. The major contributor to digital operational cost is not computer time, but image digitization,
expense.
The accuracy of the automatic methods relies heavily on the quality of the data. Using recom-
mended lighting we estimate that for over 95% of the sequences, the simple algorithms used will place
all the extracted contours in locations which are changing phase. The other 5% of the sequences will
contain glare regions large enough to pass the polarized glare filters and disturb the data sufficiently to
register false contours. The accuracy of the manual methods was not determined due to the subjective
nature of the operator's decision. Indeed this accuracy alone could have properly been the subject of
this study, so broad and sweeping on the implications of the question. However, the video system allows
the operator to vary the contour decision algorithm to optimize his judgment of its correct placement..
The fact that the automatic methods are capable of making the "correct" decision for the vast majority
of the data coupled with application of the operator's common sense to placement of the extracted con-
tour ensures the accuracy of boundary placement to within the limits placed on this accuracy by the
phase change paint characteristics themselves.
In summary, our findings were:
(a) Polarized lighting should be used to collect the data
(b) Preliminary editing should be via a video image scanner and storage system
(c) Desired frames should be digitized and reduced to model coordinate form via
computer.
(d) Basic software to produce heating rates along specified lines should be written simultaneously
with video system construction, while more sophisticated routines can be developed as
needed. In this way phase change imagery can be accurately and conveniently reduced
to model coordinate data.
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APPENDIX A
Basics of Reflection
Three basic interactions of visible electromagnetic energy and surfaces are discussed here. The
purpose is to develop the elementary concepts sufficient to follow various discussions of these con-
cepts in the text of this report. The three interactions are the spectral properties, spatial properties,
and depolarization properties of surfaces similar to those encountered in the collection of phase-
change data.
The spectral properties of light are those which depend upon the frequency, or wavelength of
the electromagnetic radiation. The visible wavelengths are those from 4000 (violet) to 7000 (red)
angstroms. When light energy encounters a surface, the interaction is usually a function of
frequency.
This interaction usually occurs in three ways: the energy can be absorbed, scattered or
specularly reflected. The spatial properties of the radiation pattern of a surface varies between two
extremes, pure specular reflection, and pure diffuse (Lambertian) reflection. Figure A-l illustrates
these two extreme forms of behavior; it also illustrates a typical surface displaying both character-
istics. The specular surface returns a single ray as another single ray at an angle dependent upon the
angle of incidence. Snell's Law describes this dependence, which is 91 = 02 • The ideal diffuse
surface, on the other hand, has a radiation pattern independent of the incident pattern. The pattern
is proportional to cos0, as in Figure A-l. This surface, sometimes called a "Lambertian" surface,
appears equally bright from all viewing angles.
Real surfaces vary between these two extremes, as shown in Figure A-l. .
There is an important specular difference between the diffuse and specular components re-
flecting from a surface. The diffuse spectral reflectance of a surface is a description of the percentage
of power returned in the diffuse radiation pattern versus wavelength. The total spectral reflectance
of a surface is the total percentage of energy reflected by a surface, plotted versus wavelength. These
plots differ because the specular component of the reflection differs from the diffuse components.
In general, the specular component is quite uniform across broad spectral bands, and so we have the
statement that the diffuse reflectance is influenced by both illumination and material properties,
while the specular component is influenced primarily by the illumination.
Another property of illumination that a surface affects is polarization. The polarization of a
plane electromagnetic wave is defined by the orientation of the electric field vector of the wave
always perpendicular to the direction of propagation of the plane wave. If the vector direction of
the electric field is constant the wave is said to be linearly polarized. A linearly polarized plane wave
travelling parallel to the surface of the earth is horizontally polarized if the electric field vector is
parallel to the earth's surface and vertically polarized if the electric field vector is perpendicular to
the surface.
The interaction of a linearly polarized wave and a perfect specular reflector depends upon the
relative orientation of the electric field and a normal to the reflecting plane. The plane of incidence
is defined as the plane containing both the direction of propagation of the impinging ray and a
normal to the reflecting plane. If the electric field vector lies in the plane of perpendicular to the
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Figure A-l. Spatial Variation in Reflected Power
plane of incidence, its direction is unchanged in the reflected wave. If the impinging electric field
lies in the plane of incidence, then it also lies in the plane of incidence in the reflected wave, but
changes direction to maintain a transverse orientation with respect to the direction of propagation.
These properties are depicted in Figure A-2.
Arbitrary orientation of electric field vector direction can be calculated by considering these
two components of the wave separately and summing the individual effects.
If the reflecting surface is a conductor, then a constant percentage of each component is
reflected, regardless of the angle of incidence. Reflections from the surface of a transparent dielectric,
however, vary in strength both as a function of angle and of polarization type. This variation is
summarized in Figure A-3, for a transparent material with an index of refraction of 1.55.
If the reflecting surface is diffuse, then the reflected radiation will be randomly polarized,
regardless of its incident polarization.
EJ = INCIDENT ELECTRIC FIELD
JTR
= REFLECTED ELECTRIC FIELD
= INCIDENT MAGNETIC FIELD
= REFLECTED MAGNETIC FIELD PLANE OF INCIDENCE
\':.-' \'-S
/, AN //HR/ R /
ELECTRIC FIELD NORMAL TO
PLANE OF INCIDENCE
ELECTRIC FIELD PARALLEL TO
PLANE OF INCIDENCE
Figure A-2. Reflection of a Plane Polarized Wave from a Specular Surface
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APPENDIX B
Quantitative Effectiveness of One Polarized Source and a
Cross-Polarized Camera
The spatial effectiveness of cross-polarized source and sensor is calculated in this appendix. The
calculation is based on the assumption of perfect polarizer and specular reflector.
Figure B-l illustrates the basic geometry involved.
Snells' Law describes the reflection of a ray of light from a specular surface, stating that the
reflection angle of a ray from surface equals the angle of incidence to the surface. It can be seen
that the surfaces which give a specular reflection at camera C from point source S are ellipses, for
this is a property of the ellipsoidal conic section, that the surface forms equal angles to both foci.
Thus S and C, the source and sensor locations, are the foci of these ellipses and an arbitrary point
P is always on some ellipse.
The calculation performed yields the percentage of specular energy absorbed by the sensor
polarizer if source and sensor polarizers are crossed, and rests upon the fact that radiation whose
electric field vector is polarized perpendicular to the plane of incidence is reflected with the same
electric field orientation, while radiation whose electric field vector arrives in the plane of incidence
is reflected with the electric field vector still in the plane of incidence but with the electric field
perpendicular to the exit direction rather than entrance direction. This is reviewed at greater length
in Appendix A.
Assume that the source is horizontally polarized. Then there will be no component in coordin-
ate direction Z (Figure B-l). Therefore the orientation of the electric field vector must be perpen-
dicular to the direction of travel. Therefore in travelling to point P, the electric field 1 must be oriented
as follows:
Define I as
T = a7+bj
Then I must be perpendicular to the direction of propagation, SP.
or T- SP = 0
or (aT+ bj) • (x + d) i + yj + =0
or a(x + d) + by = 0
h = "a(x + d)
Y
but since I is normalized,
III = l ,so
a2 +b2 = 1,
91
Figure B-l. Specular Reflecting Surfaces for a Sensor and One Source
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Now, a normal to the plane of incidence is
-
 = SP x PC
|SP x PC|
The incident electric field vector can be calculated as the sum of quadrature components in
and out of the plane of incidence.
I = (N -T) N + [ (SP x N) • I ] (SP x N)
Now, applying the principles of reflection outlined in Appendix A, (smooth conductor), we have
R = (N • I) N + [ SP x N ' t ] (N x PC)
then R = 2i + mj + nk
The amount of power rejected by a polarizer admitting only vertically polarized radiation then
will be the horizontal, component of R
Nxyz = R- t —
xyz ^
 y
NXyZ = % of specular component rejected from mirror at x, y, z
I = direction of electric field in incident radiation.
R = direction of electric field in reflected ray.
S = source location, (-d, 0, 0)
C = camera location (+d, 0, 0)
i, j, k = unit vectors forming fixed or orthogonal basis in 3-space.
N = vector normal to plane of incidence (plane formed by normal to reflecting surface
and direction of incidence)
P = arbitrary point located at xi + yj + zk
a,b = components of I = ai + bj
Since N is in the k direction for all points in the x, y plane, we see that all specular components
will be eliminated in this plane.
Rather than write out the algebra for Nxyz, the calculation was programmed. For a typical
arrangement of tunnel lighting and camera, Figure B-3 shows the rejection efficiency over an area of
one square foot. The geometry used is depicted in Figure B-2.
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SOURCE 6 IN.-
18 IN
12 IN.
12 IN.
6 IN.--»»« CAMERA
Figure B-2. Geometry of Glare Efficiency Calculation (Figure B-3)
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Figure B-3. Efficiency of Glare Reduction on a Square in the Model Region
for One Polarized Source and Cross Polarized Camera
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APPENDIX C
Reflectance Characteristics of Materials
Model Material. — The model material is an epoxy plastic whose commercial name is Stycast 2762.
Its appearance is a semi-glossy black which becomes flat black after being subjected to severe aero-
dynamic heating. The visual diffuse specular reflectance is given in Figure Cl, as measured by a
Gary 14 Spectrophotometer, using magnesium oxide as a reference. The 5.8-6% reflectance remains
flat and stable across the visual spectrum, decreasing somewhat in the near IR. Hence, material
indicates no reason for operation in a particular spectral region. The model-material appears to
depolarize incident radiation only slightly, as is seen in Figure 14.
Phase-Change Paint. — The fusible temperature indicator is commercially available in a large number
of temperatures and color choices. Since optical efficiency is best served by use of white paints,
these are the classical choices for use in the tunnels. The paint is usually airbrushed on the model
in a thin layer, giving a very diffuse reflecting surface of varying thickness.
In Figures C2 through C5 the diffuse reflectance of several samples is given. These spectra
were measured by a Gary 14 Spectrophotometer using MgO as a reference.
A moderate layer of each phase-change paint was airbrushed on a substrate of the model
material itself and this combination is that which was measured.
The precise cause of the variance in average reflectance from sample to sample was not.
determined but it seems reasonable to attribute it to variation in thickness of the paint coat as well
as absolute reflectance of the paint. But the variation in average reflectance on these graphs should
provide a rough idea of the relative reflectance levels, since the substrate was not obviously visible
beneath any sample.
Several variations were noted in the behavior of the paints. The 109°F paint was a bluish hue
and of a unique spectral characteristic when compared with the others. The 113 and 150°F paints
had similar characteristics as did the 200, 250, and 325°F paints. The spectral region of the highest
return for the 109, 200, 250, and 325°F paints is about 4000-5000-A, while that for the 113 and
150°F is from 5000-A up; however, since the spectral variation is about 1.2 to 1 in the worse case
(109°F) it follows that limiting of the spectrum to gain slightly in contrast will not appreciably
improve the data while seriously limiting the efficiency of the optical paths involved.
The solid phase change paint dispolarizes incident visual radiation well, while liquid phase change
paints act as pecular, rather than diffuse surfaces. These effects are shown in Figure 13.
Tunnel Walls. - Since the tunnel walls are of semi-polished metal, they act as classical specular reflectors
described in Appendix A.
Tunnel Windows. - In order for polarized light to retain its effectiveness in reducing glare, it is necessary
for the tunnel window to transmit polarized radiation in a manner similar to that of the classical dielec-
tric. We found that vitrious silica windows transmit the polarized radiation in the desired manner at
room temperatures. Tempered glass was found to be unsuitable due to the severe stress patterns it con-
tains. It is conjectured, but not verified that thermal stresses caused by aerodynamic heating of the vitrious
silical windows will remain low and not disturb their well-behaved transmission properties. But this
must be verified, before extensive modifications are made.
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UNCOATED MODEL MATERIAL IX101
PHASE CHANGE PAINT I09T
mooi 5000* .
C-2
6000*
—a«_
PHASE CHANCE PAINT 113T
3400 J 4000* 500)1
C-3
PHASE CHANGE PAINT 115°F
5000«
C-4
6000<
34001 4000 A° 5000 A"
60%
SO*
PHASE CHANGE PAINT 250°F
3400 S 4000 f
70* PHASE CHANGE PAINT 325T .
5000 A"
C-6
WOO*
60*
50*
340D* 5000A
C-7
7000 A
7000*
7000 i
7000*
0 7 07
PHASE CHANGE PAINT 200°F
06
" -^^_ __ _•
m 05 . 0.5 •
7000/t
325°F
Figure Cl . Diffuse Reflectance of Phase Change Paint Airbrushed on Model Material
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