ABSTRACT Recent advances in convolutional neural networks have demonstrated impressive reconstruction for single image super-resolution (SR). However, most of the existing methods are to achieve better performance by directly stacking more convolution layers in a chain way. As the depth increases, it not only lacks time efficiency but also consumes more computer memory. In this paper, we propose a lowcomplexity dual-branch network, termed DBCN, to deal with the SR problem. The feature extraction part of the proposed DBCN mainly consists of two parallel sub-networks, one extracts fine local information via standard convolution layers, and the other focuses on more contextual information in larger regions by using dilated convolution layers. In addition, deconvolution layers are integrated into the network after feature extraction stage to accelerate the upscaling process. Specifically, a novel skip connection is proposed to learn residual mapping and ease the training. Extensive evaluations on benchmark datasets show the effectiveness of our algorithm, achieving comparable results in terms of accuracy and visual quality compared with several state-of-the-art methods.
I. INTRODUCTION
The goal of image super-resolution (SR) is to reconstruct a high-resolution (HR) image from a low-resolution (LR) image by inferring the missing pixels [1] . According to the number of given LR images, the super-resolution can be classified into single image super-resolution (SISR) and multiimage super-resolution (MISR) [2] . The output of the former is only reconstructed from a single image, while the latter relies on a series of LR images. Since it is more difficult to obtain multiple images in same degraded conditions, here we mainly focus on single image super-resolution. As highresolution images provide better visual quality and more precious details, they can be applied in many fields, such as medical images, satellite images and security images [3] - [6] . But it is well known that SISR is a highly ill-posed problem that a degraded LR image contains multiple solutions for possible HR images. When the upscaling factor is large, the intractability of this problem becomes even more challenging. For solving this problem, many effective approaches have been proposed, which can be roughly divided into three categories: interpolation-based methods, reconstruction-based methods and learning-based methods.
Interpolation-based algorithms, such as bicubic, bilinear and Lanczos [7] , compute the missing pixels by using their surrounding known pixels. Because of their convenience and simplicity, they are often used in real life. However, they oversimplify the SISR problem and hence cannot restore fine details and yield overly smooth textures. Reconstructionbased methods often use explicit image prior knowledge to restrict the possible solution space, and then solve it as optimization problem, usually with edge-directed priors [8] , nonlocal means priors [9] , etc. These algorithms are able to recover fine texture details and suppress artifacts. However, when the upscaling factor increases, the effective information that the degradation model can provide decreases sharply, and the quality of reconstruction degrades rapidly too. It also must be considered that the optimization process of these methods often takes a lot of time, which is less applicable in practice.
Subsequently, learning-based methods, also known as example-based methods, have been widely used to learn a mapping from LR to HR images directly. The basic idea of learning-based methods is that there exists implicit relationships between LR images and their corresponding HR counterparts, which can be learned from millions of external LR/HR image patch pairs. These methods typically utilize a variety of machine learning techniques, such as sparse coding [10] , [11] , random forest [12] and anchored neighborhood regression [13] . Compared with the earlier work, the learning-based methods are very effective in restoring missing details and high-frequency contents thanks to the help of external datasets.
As a branch of machine learning, convolutional neural networks (CNNs) have achieved great success in tackling SISR problem. Most of existing state-of-the-art SISR methods [14] - [17] in recent years have adopted CNN-based models. Different from previous work which extract features manually, CNNs can automatically extract features with useful information, and learn an end-to-end mapping from LR images to HR images through the network. It is widely acknowledge that Dong et al. [14] are the first to cope with SISR problem with a CNN-based network (named SRCNN) in recent years. Compared with traditional methods, SRCNN greatly improves restoration quality with a simple but efficient network. Inspired by the success of SRCNN, many methods [15] , [18] have focused on researching deeper or more complex networks for better performance. In virtue of the structure of VGG [19] , Kim et al. [15] first introduced a very deep network (VDSR), which stacked a total of 20 layers, to deal with SISR problem. Then they further proposed DRCN [20] to apply a same convolution layer recursively as many as 16 times to deepen the network without introducing more parameters. In [21] , Ledig et al. employed the concept of ResNet [22] and built a deep residual network with skip-connection (SRResNet). Based on SRResNet [21] , Lim et al. [18] proposed an enhanced deep super-resolution network (EDSR) by removing all the batch normalization layers and other unnecessary modules, which went beyond most of the state-of-the-art algorithms.
One common disadvantage among the above CNNs is that they simply stack convolution layers in a chain way. Although their deeper structures can achieve notable performance, the network also increase the time and memory complexity and hence are not possible for practical applications. Most of above approaches [14] , [15] have another disadvantage: an input image is upscaled by bicubic interpolation before feeding into the network, which is very computationally expensive. Rather than using a interpolated LR image as input, FSRCNN [16] upsacles the LR image at the end of the network by leveraging a deconvolution layer. ESPCN [23] uses very similar strategy as FSRCNN [16] that it uses subpixel convolution instead of deconvolution at the last layer and achieve real-time efficiency.
To handle the aforementioned limitations, in this work, we design a dual-branch convolutional neural network to replace most of the existing approaches which directly stack convolution layers in the chain mode. In our dualbranch network, one branch uses standard convolution layers to extract fine local features, and the other utilizes dilated convolution layers to get a larger receptive field which can gather more global contextual details within fewer layers. We speed up the algorithm through deconvolution layers and improve the reconstruction accuracy via a self-defined skip connection. We conduct experiments to demonstrate our algorithm can reduce parameters and speed up the reconstruction process without sacrificing quality.
The rest of this paper is organized as follows: In Chapter II, we give a brief overview of the relevant literatures. The third chapter introduces the details of the proposed method. The experiment setting and implementation details are presented in Chapter IV. In the last chapter, we give the final conclusion.
II. RELATED WORK A. CONVOLUTIONAL NEURAL NETWORKS FOR SINGLE IMAGE SUPER-RESOLUTION
Convolutional neural networks have been widely explored in various fields such as image classification [24] , semantic segmentation [25] , and image detection [26] . They also have shown promising performance in the field of image restoration [27] - [29] . Dong et al. [14] were the first to introduce a convolutional network with three convolution layers to tackle SISR problem and their proposed SRCNN outperforms other hand-crafted methods. Subsequently, it is proved that the quality of restored image can be further improved by specifically designed network architectures [30] , [31] . Typically, a CNN may consist of convolution layers, activation layers, pooling layers, fully connected layers, etc. [24] , but not all of these modules are non-trivial in SISR. For example, the pooling layers discard some precious pixel-wise information [20] , while fully connected layers will severely impact the efficiency of the network [16] . Lim et al. [18] further proved that the batch normalization commonly used in other image tasks has less effectiveness on improving performance of SISR due to its complex nonlinear relationship. They got better results than SRResNet [21] by simply removing the batch normalization layers in it. In this field, a successful network architecture is that fully explores the implicit information behind the different level of features.
To sufficiently share collective knowledge of features at different layers, Tong et al. [31] designed a SRDenseNet in which the dense connected convolutional networks (DenseNet) [32] were employed. Zhang et al. [33] proposed a residual dense network (RDN) which achieved impressive performance by exploiting the hierarchical features from all the convolutional layers. Inspired by the channel-wise model proposed by Hu et al. [34] , Zhang et al. [35] introduced a very deep residual channel attention networks (RCN) to boost quality of reconstruction. Although all these work have achieved great success, it is still worth noting that as the sampling factor increases, the parameters of the network increase dramatically as well. Therefore, how to balance the performance and network complexity has become an intractable case.
B. UPSCALING SCHEME AND SKIP CONNECTION
In most deep learning-based SISR algorithms [14] , [15] , the network takes an LR image interpolated by bicubic interpolation as input. This means that the features of the entire network are in desired size space (as large as HR), which will introduce extra computational cost and hence are less applicable in practice. In addition, since the interpolated image blurs many sharp details, it is suboptimal to take this unnecessary step. Recently, Dong et al. [16] first succeeded in using deconvolution (in some papers, it is also called fractionally-strided convolution [36] , [37] or transposed convolution [38] ) into their networks. They directly fed LR images into the network and upscaled them till the last layer. By doing so, both the performance and efficiency surpassed their earlier SRCNN [14] . Later, Shi et al. introduced a subpixel convolution layer which upscales the final LR feature maps into HR images without any parameter learning procedure. Their approach greatly reduced the computational complexity of the network and was capable for real-time SR.
It is notable that two aforementioned methods suffer from same inherent limitations. The input and output dimensions are in different space, which means the network cannot connect these two layers with skip connection to ease the flow of information. A feasible solution is to build skip connection between the first feature mapping layer and the last feature mapping layer [35] . However, this is not conducive to help the network to learn the most informative residual mapping. Although directly inputting the interpolated LR images into the network can easily solve this problem, the disadvantages we have analyzed above hinder the performance.
C. DILATED CONVOLUTION
Dilated convolution is also called atrous convolution [39] , which was first mentioned in the field of wavelet decomposition [40] and later successfully used in object detection [41] , semantic segmentation [39] , etc. The core idea of dilated convolution is to insert ''holes'' between pixels in convolution kernels to enlarge the kernel size [42] . Compared with standard convolution, its biggest advantage is that it can expand the receptive fields by appropriately setting the rate of dilation without increasing more parameters. Recently, some algorithms [43] , [44] have attempted to combine dilated convolution with super-resolution and have achieved noticeable performance. Whereas, the dilated convolution has its inherent problem that there exists ''gridding'' effect which causes losing a huge portion of contextual information [42] . Namely, the receptive field actually covers only when the pixels of convolution kernel is not zero, and its overall appearance is of a checkerboard style. Only pixels with non-zero values can be sampled, hence adjacent information is missing. Wang et al. [42] proposed a hybrid dilated convolution (HDC) framework to alleviate this issue. They evaluated the superiority of HDC and achieved state-of-the-art result in semantic segmentation. Inspired by their work, Lu et al. [43] further proved its effectiveness in SISR. 
III. PROPOSED METHOD
In this section, we first have an overview of the proposed network architecture in this article, and then introduce the basic units of the DBCN.
A. NETWORK STRUCTURE
The topology of the proposed network is shown in Fig. 1 . Our idea is similar to [45] which uses dual path to inherit the advantages of two different structures, namely residual module [22] and densely connected module [32] . But the key module of our network is very different from theirs. As shown in the Fig. 1 , our dual-branch part acts as the role of feature extraction. One of the branches is a plain network composed of standard convolution layers, and the other consists of dilated convolution layers. After the feature extraction stage, there is a feature fusion part which enhances the feature representations. Then the upscaling module is following it to upsample the features size. In our network, we quit batch normalization layers and adopt Leaky ReLU [46] for all activation layers.
1) FEATURE EXTRACTION
The feature extraction unit consists of two sub-networks, one of which is a plain network. The sizes of its convolution kernels are both set to 3 × 3. The plain branch directly takes a LR image in RGB space with three channels as input. The number of output channels is a manual parameter and we empirically set it as 32. Except for this, all the rest of feature channels are set to 64. It can be inferred that the receptive field of the last layer in this sub-branch is 15, which is only 2 pixels larger than SRCNN [14] . Since the main idea of this part is to extract the most related pixels around the target pixel, the size of receptive field is already large enough. What's more, rather than taking an interpolated LR image as input, our input is an original degraded image without any processing procedure and it is in lower space, so the receptive field of proposed network is actually many times larger than SRCNN [14] , depending on scale factor.
Another branch is composed of a series of dilated convolution layers. The number of total layers is kept the same as in plain sub-network. Following the idea of [43] , in order to increase the receptive field as much as possible and alleviate the ''gridding'' effect, the rate of dilation of each layer is set in a specific order (e.g., 1, 2, 3, 4, 3, 2, 1, respectively). The effective size of each filters is 3 × 3, which means no matter how much the dilated rate of a single kernel is, the pixels used for the computation is always 9. The number of channels in each layer is set to the same as in corresponding standard convolution layer. The size of receptive field in same layer of two branches are shown in Table. 1, which reveals that the purpose of this branch is to expand the receptive field with as few layers as possible, providing more contextual information.
2) FEATURE FUSION
Since the features of DBCN are extracted from two parallel sub-networks, it is necessary to aggregate them together. A common step is to add the features elements-wisely as in ResNet [22] . However, as the features from two subnetworks are extracted with different size of receptive field, simply adding them together may weaken the effectiveness of hierarchical information. Based on the idea of DenseNet [32] , which combines the features in a concatenated way, we merge them by expanding their channels without changing any value of original pixels. Since each branch generates 32 feature maps, we will obtain 64 feature maps after concatenating.
3) UPSCALING MODULE
In our DBCN, the dimensions of features are kept the same as input and are not in desired size before upscaling. In the reconstruction part, we use a deconvolution layer to upscale the feature maps. Sub-pixel convolution [23] is not used here since the features are directly concatenated, and the features from different branches have different distributions. Subpixel convolution does not need any parameter learning, so it cannot adaptively distinguish local and global information extracted from different branches. Therefore, deconvolution is preferred to further explore the useful information. In this part, the size of deconvolution kernel is set to 3 × 3. For scale factor ×2 and ×3, we only use one layer in the upscaling process, which outputs 8 features in target size. For scale factor ×4, we use two consecutive ×2 deconvolution layers, and the output channels of the first layer are 32 while the second layer still outputs 8 features. After upscaling process, there is a standard convolution layer to fully explore the best highorder features, then reconstruct a picture in RGB space.
4) SKIP CONNECTION
Skip connection was first introduced in ResNet [22] to bypass the features from a lower layer to higher one. As illustrated at the top of Fig.1 , a long skip connection is implemented in the DBCN, thus the network is able to learn residual mapping. However, since the dimensions of LR images and HR images are in different space, it is impossible to build direct skip connection between the two ends of the network. Here, we propose a novel strategy that we use bicubic interpolation to upsample the LR images first, and then generate an auxiliary image in desired size. Subsequently, the interpolated image is added to the output of the network elements-wisely. Therefore, our network actually learns the residual between this auxiliary image and HR sample. Similar as in VDSR [15] , the skip connection greatly speeds up training convergence and increases the reconstruction accuracy. We will prove the benefits of such strategy in experiment part.
B. LOSS FUNCTION

Given a training set {I
, which contains N LR images I LR and their corresponding HR counterparts I HR .
The goal is to learn a mapping function f (·) that can infer HR images from LR inputs. Since the LR images are not interpolated before passing into the network, we first need to upsample them with bicubic interpolation when implementing skip connection. Provided the interpolated auxiliary is marked as I Bicubic , the output image can be defined as
where I SR is the reconstructed SR image, contains the parameters of the network that need to be optimized, such as weights or bias of the filters. According to (1), our network actually learnsR
whereR is the residual between the restored SR image and the interpolated LR image, i.e., I SR =R + I Bicubic . Assuming that the residual of the ground-truth HR image and the interpolated LR image is R, then the loss function of output can be expressed as
where ρ(x) = √ x 2 + 2 is the Charbonnier loss [47] , which is a differentiable version of L1 norm [30] and is a small constant term. N represents the batch size of training samples. Although the proposed network is very shallow, the regularization strategy is adopted and the regularization loss is
According to (3) and (4), the overall objective function is defined as
where β is a coefficient to balance the two loss. We empirically set β to 1e −6 . The goal of optimization process is to minimize this loss at each step and find the optimal parameters of the DBCN.
IV. EXPERIMENT
In this section, we will introduce the benchmark datasets and the implementation details. We conduct a serious of experiments to demonstrate the effectiveness of the important module. We also evaluate the performance of the algorithm by comparing it with other state-of-the-art algorithms. 
A. DATASETS 1) TRAINING DATASETS
It is well known that better training data can contribute more to the experiment results. Following [18] , [35] , [48] , we use DIV2K dataset [49] as our training set which contains 800 training images, 100 validation images and 100 testing images. This dataset is a relatively new benchmark dataset for image restoration tasks and some of the samples are shown in Fig.2 . We pick the training and validation images from the DIV2K dataset as our training set. Then the training data is augmented by randomly horizontal or vertical flipping and rotating of 90. The idea of such data augmentation is to make the network robust to image shifting. After that, we randomly crop image patches with size 144 × 144 from LR images and their corresponding HR versions to train the model.
2) TESTING DATASETS
After training, we evaluate performance on several standard benchmark datasets that are widely used in other work: Set5 [50] , Set14 [10] , B100 [51] and Urban100 [52] . For Set5 and Set14, they contain 5 and 14 classic test images respectively, and are often used for SR benchmark. B100 consists of 100 images taken from Berkeley Segmentation Dataset, which covers various natural scenes. Urban100 is a testing dataset which includes 100 real-world structures and urban scenes. Both the image format of B100 and Urban100 are JPEG and thus the restoration is very challenging. In this work, the testing images are first downscale by bicubic using resize function in MATLAB, and then are upscaled through the proposed method to reconstruct SR images. In order to maintain the feature size, zero padding is adopted in all layers.
B. IMPLEMENTATION DETAILS 1) BASELINE MODEL
For SISR, there are three commonly used upscaling factors (i.e., ×2, ×3 and ×4). In our experiment, we train three models for each upscaling factors. Specifically, we find that all convolution layers except deconvolution layers share very similar parameters across three factors. The convolution layers through different factors are able to extract very similar features, and only the deconvolution layer contains the information for upscaling. With this property, the model can VOLUME 7, 2019 be trained quickly by fine-tuning another pre-trained model. However, since the proposed model converges very fast, all three models in this work are trained from scratch.
2) PARAMETER SETTING AND TRAINING DETAIL
To capture more relevant information for reconstruction, all RGB channels are used for training. Before training, all images are preprocessed by subtracting the mean RGB value of the DIV2K dataset. The weights of all kernels are initialized by a Gaussian distribution with zero mean and standard deviation 0.1. Since Adam optimizer [53] converges faster and works well, we use it for optimizing by setting β 1 = 0.9, β 2 = 0.999 and = 10 −8 . We train our network over 200 epochs, and each epoch involves 3600 iterations with the batch size of 4. In order to speed up the training, the initial learning rate is set to 10 −3 , then decreased by a factor of 2 when the epoch reaches 10, 40, and 80. Finally the learning rate is set to 10 −5 when the epoch is at 120. We choose Leaky ReLU [46] as activation function for all layers, which is defined as f (x) = max(0.02 x, x). All experiments were implemented with the Tensorflow framework [54] using a Nvidia GTX 1080Ti GPU. It took about 10 hours to train every single model for each scale factor.
3) EVALUATION METRICS
To evaluate the performance of the network, we use the peak signal-to-noise (PSNR) and the structural similarity (SSIM) [55] as index, both of which are widely used for evaluating restoration quality quantitatively in the field of image restoration [1] , [15] , [56] . Since humans are most sensitive to the luminance channel [20] , the output images in RGB space will be converted to YCbCr space, and all evaluations are performed on the Y channel. In addition, according to [14] , the pixels near image boundary are cropped for fair comparison.
C. MODEL ANALYSIS 1) DUAL-BRANCH STRUCTURE
In CNN, it is very crucial to increase receptive field to make better use of the context information in a larger image region. One way to do so is increasing the network depth. However, stacking more layer in a simple chain way may increase the complexity of the network and consequently make it difficult to train. Thus, for solving this problem, we propose our dualbranch structure. In order to prove its benefit, we conduct a comparison experiment. We first train our baseline model DBCN for 200 epochs. Then we train a ''Plain-Plain'' network by replacing all the dilated convolution layers in original DBCN with standard convolution layers. All the parameters except the rate of dilation are keep the same. Next, we train another model by replacing plain branch with dilated branch, the rate of dilation of each layer is kept the same as original dilated branch. We term this model ''Dilated-Dilated''. As shown in the Fig. 3 , at the beginning, the convergence curves of these three models keep in almost same trace. Red curve indicates pure dual-dilated structure and green curve represents for pure dual-plain network. Our DBCN is a combination of these two structures and outperforms both of them.
However, when the training goes far, the performance of the proposed model surpasses other two methods. None of them can outperform the proposed one. The main reason may be that the features extracted by each symmetric branch of the other two networks lack hierarchical information and thus weaken the advantages of the dual-branch structure. In addition, the results of the ''Dilated-Dilated'' network are inferior to the ''Plain-Plain'' one, proving that the local information extracted by the latter has a greater contribution to the restoration quality. Although the pure dilated-based structure expands the size of receptive field to view larger region, it also distracts the network from the most critical information. The proposed DBCN combines both the merits of these two structures and is able to adaptively extract hierarchical features, including the most relevant local information and helpful global context information. It is still worth nothing that although other two dual-branch networks do not exceed the DBCN, they still show very impressive results. It turns out that it is possible to improve the performance by introducing dual-branch structure rather than stacking more layers directly.
2) RESIDUAL LEARNING
Feeding a LR image into the network without any skip connections is yet enough to infer the SR image. However, according to [22] , when the mapping of the network is more close to an identical one, it is easier to optimize by transferring it to residual mapping (by adding skip connections). Considering this idea and in order to encourage the network to learn more high frequency details, we add a special skip connection between input and output. Since the size of these two ends are not matched, we adopt the strategy that seldom shown in other algorithms, that is, before connecting input to output, we first use bicubic interpolation to upscale the input image to target size, then connect this auxiliary image to output. To demonstrate the effect of such strategy, we show the convergence curves of ''residual'' and ''non-residual'' network for three different sampling factors (i.e., ×2, ×3 and ×4). As shown in Fig. 4 , the networks with proposed skip connection not only converge faster, but also intuitively perform better than ''non-residual'' one. The ''non-residual'' networks suffer from very severe oscillation at the beginning of training. The quantitative comparison at certain training stages are listed in Tab. 3. The ''residual'' networks outperform their corresponding ''non-residual'' one by a large margin especially at earlier epoch. Even when the training is saturated, the networks with skip connection still perform better. The experiment results prove that the strategy is very effective that allows the network to concentrate more on high frequency details. 
3) ENSEMBLE STRATEGY
In order to explore the shift and rotation invariance of the algorithm, we adopt the self-ensemble strategy as in [18] , During the test, we rotate and flip the input LR image to get its 8 augmented versions (including original image). Then each LR image is fed into the network to reconstruct its own HR output. We transform these 8 outputs images in the opposite way and finally average their pixel values. We call the method DBCN-E. As shown in the last column of Tab. 2, the accuracy of proposed ensemble strategy is obviously much better than DBCN. It is sufficient to prove that our algorithm is robust to images in various shifting states.
D. COMPARISON WITH OTHER PROGRESSIVE ALGORITHMS
In this section, we compare our method with several stateof-the-art SISR methods both quantitatively and qualitatively. We also perform extensive experiments to demonstrate the efficiency of the proposed algorithm. VOLUME 7, 2019 FIGURE 5. The improvements of our DBCN over four different algorithms (i.e., SRCNN [14] , FSRCNN [16] , VDSR [15] and DRCN [20] ). The x-axis denotes the image name in Set14. The improved PSNR beyond zero means our algorithm performs better on corresponding image. 
1) QUANTITATIVE COMPARISON
In this part, several algorithms are used for quantitative comparison, including SRCNN [14] , FSRCNN [16] , VDSR [15] , DRCN [20] , CDCNN [44] and FDSR [43] . To make the results more convincing, we perform the evaluations on four widely used benchmark datasets with three sampling factors (×2, ×3 and ×4). Note that the results of CDCNN [44] and FDSR [43] are cited from their papers while the others are generated using the source codes publicly provided by the authors. Tab. 2 shows the average PSNR and SSIM values of different algorithms. It is observed that our DBCN-E performs the best on almost all the datasets with all scaling factors. Even without ensemble, our DBCN also outperforms other compared methods. At the scaling factor of ×2 and ×3 on Set5 and Set14, our algorithm perform slightly inferior to other outstanding algorithms. But the gains of our algorithm over others [14] - [16] , [20] becomes larger especially for B100 and Urban100 datasets. In addition, the performance of the other two dilated-network-based SR algorithms [43] , [44] is also impressive. Especially, the margin between our algorithm and FDSR [43] is very close, which performs as well as us on B100 with factor ×3. It can also demonstrate the superiority of adopting a hybrid structure of dilated convolution and standard convolution. In order to clearly understand the performance of specific image on datasets, we calculate the difference between our algorithm and other four methods of each single image on Set14. For the images in the dataset, we sort them in ascending order according to their filenames. As shown in the Fig. 5 , our algorithm is basically better than the other algorithms except for image ''zebra'' which we show inferior performance than DRCN [20] . The observation indicates that our network is powerful enough that can outperform other approaches with fewer parameters.
2) QUALITATIVE COMPARISON
For qualitative comparison, we choose some samples from the generated results for display. As is illustrated in Fig. 5 , we have zoomed in the text area in the upper left corner of ''ppt3'' from Set14. As we can see, the letter ''o'' recovered by our DBCN is closer to the original image, whereas the other algorithms recover the letter with some gap and the lines of the letters are also very blurred. Fig. 6 is the ''302008'' from B100, at the collar part, we can see that our restored collar texture is clear without extra artifacts, and thus has best visual result. As shown in Fig. 7 , our result of ''img099'' from Urban100 has sharper lines than other algorithms, and the overall texture details can be more clearly seen. The lines of other algorithms are distorted and the local information is very blurred. The visual comparison demonstrates that the proposed method has the ability to generate visually pleasing textures. Fig. 9 shows the number of parameters of our algorithm and other algorithms. The y-axis represents average PSNR values of Set5 and Set14. Among all these methods, our model shows the highest PSNR value than others with proper quantity of parameters. We also evaluate the execution time using a 3.50GHz Intel i5-7600 CPU or a Nvidia GTX 1080Ti GPU. Fig. 10 shows the trade-off between running time and reconstruction performance on B100 dataset. The speed of proposed DBCN is faster than all compared methods. Note that we do not get the C++ implementation of FSRCNN [16] (can achieve real-time performance) and hence do not use this algorithm for speed comparison. However, the evaluated result is enough for proving that our DBCN is able to perform well in terms of accuracy and speed.
3) EFFICIENCY COMPARISON
V. CONCLUSION
In this article, we propose a lightweight dual-branch network structure to address SISR problem. The proposed method consists of two branches, which can extract different levels of features respectively. Moreover, a novel skip connection strategy has been proposed to learn the residual image between the HR and interpolated LR image, which can efficiently ease the training. Our work verifies that the shallower dual-branch network can give promising performance as a deep one.
The proposed DBCN is capable of suppressing undesired artifacts while keeping low computational complexity. Extensive experiments on benchmark datasets demonstrate that the proposed approach yields competitive performance against some state-of-the-art methods in terms of quantity and quality.
