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RAPID COVARIANCE-BASED SAMPLING OF LINEAR SPDE
APPROXIMATIONS IN THE MULTILEVEL MONTE CARLO METHOD
ANDREAS PETERSSON
Abstract. The efficient simulation of the mean value of a non-linear functional of the
solution to a linear stochastic partial differential equation (SPDE) with additive Gaussian
noise is considered. A Galerkin finite element method is employed along with an implicit
Euler scheme to arrive at a fully discrete approximation of the mild solution to the equation.
A scheme is presented to compute the covariance of this approximation, which allows for
rapid sampling in a Monte Carlo method. This is then extended to a multilevel Monte Carlo
method, for which a scheme to compute the cross-covariance between the approximations at
different levels is presented. In contrast to traditional path-based methods it is not assumed
that the Galerkin subspaces at these levels are nested. The computational complexities of
the presented schemes are compared to traditional methods and simulations confirm that
the costs of the new schemes are significantly lower.
1. Introduction
Stochastic partial differential equations (SPDE) have many applications in engineering, fi-
nance, biology and meteorology. These include filtering problems, pricing of energy derivative
contracts and modeling of sea surface temperature. For an overview of applications, we refer
to [6, 16]. A natural quantity of interest for an SPDE is the expected value of a non-linear
functional of the solution of the equation at a fixed time. This includes moments of the
solution but also more concrete quantities, such as, in the case that the SPDE models sea
surface temperature, the average amount of area in which the temperature exceeds a given
temperature distribution. In order to determine such quantities, numerical approximations
of the SPDE have to be considered, since analytical solutions are in general unavailable.
The field of numerical analysis of SPDE is a very active one and a multitude of approxima-
tions have been considered in the literature, see e.g., [9] and [15, Section 10.9] for an overview.
In this paper we take the approach of [11], where the author considers an SPDE of evolution-
ary type and employs a Galerkin method for the spatial discretization of the equation (which
includes both spectral and finite element methods) along with a backward Euler–Maruyama
scheme for the temporal discretization. The finite element method in particular is useful and
flexible as no explicit knowledge of eigenfunctions or eigenvalues is needed. The author of [11]
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2 A. PETERSSON
does, however, omit the problem of how to, given this approximation, efficiently estimate ex-
pected values. In this paper we formulate methods for this problem that are computationally
cheaper than those available in the literature.
Typically, the approximation of expected values is accomplished by a Monte Carlo method
(MC), i.e., by computing a large number of sample paths of the approximate solution and
taking the average of the functional of interest applied to each path. This is however quite
expensive. Starting with the publication of [7], the multilevel Monte Carlo method (MLMC)
has become popular, since it can reduce computational cost while retaining accuracy. We
refer to [8] for an introduction to this active field and to [3, 4] for the first applications of
MLMC to finite element approximations of SPDE.
Even though the MLMC method decreases the computational cost of the approximation
of expected values, it is still fairly expensive. In this paper we formulate covariance-based
variants of the MC and MLMC methods. The idea is to exploit the fact that as long as the
considered SPDE has additive noise and is linear, then the approximation from [11] of the
end-time solution is Gaussian. Since a Gaussian random variable is completely determined by
its mean and covariance, calculating these parameters provides an efficient way of sampling
the approximation (Algorithm 2 below). To incorporate this idea in an MLMC method (Al-
gorithm 4) we calculate the cross-covariance between two SPDE approximations in different
Galerkin subspaces. In contrast to [3] and [4], the subspace sequence is not assumed to be
nested. We demonstrate, using theoretical computations and numerical simulations, that the
computational costs of these new algorithms are, under mild assumptions, substantially lower
than their traditional path-based alternatives (Algorithms 1 and 3 respectively).
The paper is organized as follows: In Section 2 we recapitulate the theoretical setting
and approximation results of [11]. We also introduce the assumptions we make along with a
stochastic advection-diffusion equation as a concrete example that fulfills these. In Section
3 we introduce a covariance-based method for computing samples of SPDE approximations
in an MC setting and compare the complexity of it to the traditional path-based method.
We extend this in Section 4 to the setting of the MLMC method. Finally in Section 5 we
demonstrate the efficiency of our approach by simulation of the stochastic heat equation.
2. SPDE setting
Let (H, 〈·, ·〉 , ‖ · ‖) be a real separable Hilbert space and let −A : dom(−A) ⊂ H → H
be a positive definite, self-adjoint operator with a compact inverse on H. For a fixed time
T < ∞, let (Ω,A, (Ft)t∈[0,T ], P ) be a complete filtered probability space satisfying the usual
conditions. In this context we consider the linear SPDE
dX(t) =
(
AX(t) + F (t,X(t))
)
dt+G(t) dW (t),
X(0) = x0,
(1)
for t ∈ [0, T ]. Here W is an H-valued cylindrical Q-Wiener process, x0 is a random member of
a subspace of H, while F and G are mappings that fulfill Assumption 2.1 below. The solution
X = (X(t))t∈[0,T ] is then an H-valued stochastic process. Equation (1) is treated with the
semigroup approach of [6, Chapter 7], resulting in a so-called mild solution of the equation.
In order to introduce this notion, we start by describing the spectral structure induced by A
on H.
By the spectral theorem applied to (−A)−1, there is an orthonormal eigenbasis (ei)i∈N
of H and a positive sequence (λi)i∈N of eigenvalues of −A that is increasing and for which
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limi λi =∞. For r ∈ R, fractional powers of −A are defined by (−A) r2 f =
∑∞
i=1 λ
r
2
i 〈f, ei〉 ei
for f ∈ H˙r = dom((−A) r2 ), which is characterized by
H˙r =
{
f =
∞∑
i=1
fiei : fi ∈ R for all i ∈ N and ‖f‖2r =
∞∑
i=1
λri f
2
i <∞
}
.
This space is a separable Hilbert space when equipped with the inner product 〈·, ·〉r =〈
(−A) r2 ·, (−A) r2 ·
〉
. For r > 0, we have the Gelfand triple H˙r ⊆ H ⊆ H˙−r since H˙−r ∼= (H˙r)∗,
the dual of H˙r. The operator A is the generator of an analytic semigroup E = (E(t))t≥0 ⊂
L(H).
Next, we briefly recapitulate some notions from functional analysis and probability theory.
For two real separable Hilbert spaces H1 and H2, we denote by H1 ⊕ H2 = {[f, u]′ : f ∈
H1, u ∈ H2} the Hilbert (external) direct sum of H1 and H2, with an inner product defined
by 〈[f1, u1]′, [f2, u2]′〉H1⊕H2 = 〈f1, f2〉H1 + 〈u1, u2〉H2 , f1, f2 ∈ H1, u1, u2 ∈ H2. Similarly, by
H1 ⊗ H2 we denote the Hilbert tensor product, i.e., the completion of the algebraic tensor
product of H1 and H2 under the norm induced by the inner product 〈f1 ⊗ u1, f2 ⊗ u2〉H1⊗H2 =
〈f1, f2〉H1 〈u1, u2〉H2 , f1, f2 ∈ H1, u1, u2 ∈ H2. For H1 = H2 we write H⊗21 = H1 ⊗ H1 and
f⊗2 = f ⊗ f for f ∈ H1. We denote by L(H1, H2) and L2(H1, H2), or L(H) respectively
L2(H) when H1 = H2 = H, the spaces of linear respectively Hilbert–Schmidt operators from
H1 to H2. Similarly, the family of trace class operators on H is defined by L1(H) = {K ∈
L(H) : Tr(K) = ∑∞i=1 〈Kei, ei〉2 <∞}.
For an H-valued random variable X ∈ L1(Ω;H), i.e., E[‖X‖] < ∞, the expected value, or
mean, of X is defined by the Bochner integral E[X] =
∫
ΩX(ω) dP (ω). If X ∈ L2(Ω;H), we
define the covariance or covariance operator of X by
Cov(X) = E[(X − E[X])⊗2] = E[X⊗2]− E[X]⊗2 ∈ H⊗2.
More generally, for Hilbert spaces H1 and H2, we define the cross-covariance or cross-
covariance operator of Y ∈ L2(Ω;H2) and Z ∈ L2(Ω;H1) by
Cov(Y, Z) = E[(Y − E[Y ])⊗ (Z − E[Z])] = E[Y ⊗ Z]− E[Y ]⊗ E[Z] ∈ H2 ⊗H1
so that Cov(X) = Cov(X,X). Calling these quantities operators is justified by the fact
that H2 ⊗ H1 ' L2(H1, H2) ⊆ L(H1, H2). The action of the cross-covariance is given by
Cov(Y,Z) = E[〈Z − E[Z], ·〉H1 (Y − E[Y ])] which means that Cov(X) ∈ L1(H) and also that
Cov(X) is self-adjoint and positive semidefinite, implying that it has a unique square root.
We next recall that an H-valued random variable X is said to be Gaussian if X ∈ H P -a.s.
and 〈X, f〉 is a real-valued Gaussian random variable for all f ∈ H. In this case X ∈ Lp(Ω;H)
for all p ≥ 1 so Cov(X) is well-defined. Now, a stochastic process W : [0, T ] × Ω → H is
said to be an H-valued Q-Wiener process adapted to (Ft)t∈[0,T ] if W (0) = 0, W has P -a.s.
continuous trajectories, and if there exists a self-adjoint trace class operator Q ∈ L(H) such
that for each 0 ≤ s < t ≤ T , W (t)−W (s) is Gaussian with zero mean and covariance (t−s)Q
and W (t) −W (s) is independent of Fs. Below we consider cylindrical Q-Wiener processes
(see [6, Chapters 2-4]). These can be formally defined as Q-Wiener processes in H˙−r for large
enough r > 0, allowing for Tr(Q) =∞. In this case it is no longer true that W (t)−W (s) ∈ H
P -a.s., but 〈W (t)−W (s), f〉 is still a real-valued Gaussian random variable for all f ∈ H
and E[〈W (t)−W (s), f〉 〈W (t)−W (s), g〉] = 〈(t− s)Qf, g〉 for all f, g ∈ H
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With this mind, a predictable process X = (X(t))t∈[0,T ], with T <∞ fixed, is called a mild
solution to (1) if supt∈[0,T ] ‖X(t)‖L2(Ω;H) <∞ and for all t ∈ [0, T ],
X(t) = E(t)x0 +
∫ t
0
E(t− s)F (s,X(s)) ds+
∫ t
0
E(t− s)G(s) dW (s), P -a.s.
The first integral is of Bochner type while the second is an H-valued Itoˆ-integral. For this to
be well defined, we need G to map into L02 = L2(Q1/2(H), H). Here Q1/2(H) is a Hilbert space
equipped with the inner product
〈
Q−1/2·, Q−1/2·〉, where Q−1/2 denotes the pesudoinverse of
Q1/2. We make this explicit in the assumption below, which by [11, Theorem 2.25] guarantees
the existence of a mild solution to (1). The assumption also implies that the approximation
we consider below is Gaussian.
Assumption 2.1. The parameters of (1) fulfill the following requirements.
(i) W = (W (t))t∈[0,T ] is an (Ft)t∈[0,T ]-adapted cylindrical Q-Wiener process, where the
operator Q ∈ L(H) is self-adjoint and positive semidefinite, but not necessarily of
trace class.
(ii) There is a constant C > 0 such that G : [0, T ]→ L02 satisfies
‖G(t1)−G(t2)‖L02 ≤ C|t1 − t2|
1/2, for all t1, t2 ∈ [0, T ].
(iii) The function F : [0, T ]×H → H˙−1 is affine in H, i.e., for each t ∈ [0, T ] there exists an
operator F 1t ∈ L(H, H˙−1) and an element F 2t ∈ H˙−1 such that F (t, f) = F 1t f+F 2t for
all f ∈ H. Furthermore, there exists a constant C > 0 such that F : [0, T ]×H → H˙−1
satisfies
‖F (t1, f)− F (t2, f)‖−1 ≤ C(1 + ‖f‖)|t1 − t2|1/2
for all f ∈ H, t1, t2 ∈ [0, T ], and ‖F 1t ‖L(H,H˙−1) ≤ C for all t ∈ [0, T ].
(iv) The initial value x0 is a (possibly degenerate) F0-measurable H˙1-valued Gaussian
random variable.
By degenerate, we mean that Cov(x0) may only be positive semidefinite, allowing for a de-
terministic initial value. Since x0 ∈ Lp(Ω;H) for all p ≥ 1 we have supt∈[0,T ] ‖X(t)‖Lp(Ω;H˙s) <
∞ for all p ≥ 1 and s ∈ [0, 1).
As a model problem in this context, we consider a stochastic advection-diffusion equation.
Example 2.2. For a convex polygonal domain D ⊂ Rd, d = 1, 2, 3, let H = L2(D) and
for a function f on D, let the operator −A : dom(−A) → H be given by Af = ∇ · (a∇f)
with Dirichlet zero boundary conditions, where a : D → R is a sufficiently smooth strictly
positive function. In this setting it holds (cf. [19, Chapter 3]) that H˙1 = H10 (D) and H˙
2 =
H2(D) ∩ H10 (D), where Hk(D) is the Sobolev space of order k on D and H10 (D) consists
of all f ∈ H1(D) such that f(x) = 0 for x ∈ ∂D, the boundary of D. Let F be given by
F (t, f) = b(t, ·) · ∇f(·) for a function f on D. When b : D × [0, T ] → Rd is smooth, F (t, ·)
is indeed a member of L(H, H˙−1) (cf. [11, Example 2.22]). Choosing G = I, Q such that
Tr(Q) < ∞ and x0 smooth, Equation (1) is interpreted as the problem to find a function-
valued stochastic process X such that
dX(t, x) = (∇ · (a(x)∇X(t, x)) + b(t, x) · ∇X(t, x)) dt+ dW (t, x)
for all t ∈ (0, T ], x ∈ D, with X(t, x) = 0 for all t ∈ (0, T ], x ∈ ∂D and X(0, x) = x0(x) for
all x ∈ D. Moreover, the noise covariance has a more concrete meaning in this setting. A
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consequence of Tr(Q) < ∞ is, by [17, Proposition A.7], the existence of a symmetric square
integrable function q : D ×D → R such that
(2) Qf =
∫
D
q(·, y)f(y) dy
for f ∈ H. Similarly, if q is a symmetric, positive semidefinite continuous function on D×D,
then (2) defines a covariance operator by [17, Theorem A.8]. If we take W (t, ·), t ∈ [0, T ], to be
a random field (which in this setting is to say that it is defined in all of D and jointly B(D)⊗Ft-
measurable, where B(D) denotes the Borel σ-algebra on D), then tq is the covariance function
of the field.
For the spatial discretization of (1), we assume the setting of [11, Chapter 3.2]. Let
(Vh)h∈(0,1] be a family of subspaces of H˙1 equipped with 〈·, ·〉 such that Nh = dim(Vh) <∞.
By Ph : H
−1 → Vh we denote the generalized orthogonal projector onto Vh, defined by
〈Phf,Φ〉 = H˙−1〈f,Φh〉H˙1 for all f ∈ H˙−1 and Φh ∈ Vh, where H˙−1〈·, ·〉H˙1 denotes the dual
pairing. By Rh we denote the the Ritz projector, i.e., the orthogonal projector Rh : H˙
1 → Vh
with respect to 〈·, ·〉1. We assume that there is a constant C > 0 such that ‖Phf‖1 ≤ C‖f‖1
and ‖Rhf − f‖ ≤ C‖f‖shs for all h ∈ (0, 1] and all f in H˙1 and H˙s, s ∈ {1, 2}, respectively.
This setting includes both finite element and spectral methods (see [11, Example 3.6-3.7] for
details on when these relatively mild assumptions hold). The operator −Ah : Vh → Vh is
now defined by 〈−Ahfh, gh〉 = 〈fh, gh〉1 =
〈
(−A) 12 fh, (−A) 12 gh
〉
, for all fh, gh ∈ Vh. For the
time discretization, we use the backward Euler method. Let a uniform time grid be given by
tj = j∆t for j = 0, . . . , N∆t, where N∆t ∈ N and ∆t = TN−1∆t . A fully discrete approximation
(X
tj
h,∆t)
N∆t
j=0 is then given by
(3) X
tj+1
h,∆t −X
tj
h,∆t =
(
AhX
tj+1
h,∆t + PhF (tj , X
tj
h,∆t)
)
∆t+ PhG(tj)∆W
j ,
where ∆W j = W (tj+1)−W (tj) and j = 0, . . . , N∆t− 1. It converges strongly to the solution
of (1) in the sense of the following theorem.
Theorem 2.3. [11, Theorem 3.14] Let the terms of (1) satisfy Assumption 2.1 and let
(XTh,∆t)h,∆t be a family of approximations of X(T ) given by (3). Then, for all p ≥ 1,
suph,∆t(‖XTh,∆t‖Lp(Ω;H)) <∞ and there is a constant C > 0 such that
‖X(T )−XTh,∆t‖Lp(Ω;H) ≤ C
(
h+ ∆t1/2
)
, for all h,∆t ∈ (0, 1].
Since the goal of this paper is the approximation of the quantity E[φ(X(T ))], where φ is
a smooth functional, the concept of weak convergence, i.e., convergence with respect to the
expectation of functionals of the solution, is vital as it allows for the efficient tuning of the
MC estimators in Sections 3 and 4. In order to use a result from [11], we need a stronger
assumption. In particular, F is a function of time only and φ is smooth. This is formalized
below, see also Remark 4.4.
Assumption 2.4. The parameters of (1) fulfill the following requirements.
(i) For some δ ∈ [1/2, 1], there is a constant C > 0 such that G : [0, T ] → L02 and
F : [0, T ]→ H satisfy
‖G(t1)−G(t2)‖L02 ≤ C|t1 − t2|
δ, for all t1, t2 ∈ [0, T ]
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and
‖F (t1)− F (t2)‖ ≤ C|t1 − t2|δ, for all t1, t2 ∈ [0, T ].
(ii) The functional φ is a member of C2p(H;R), the space of all continuous mappings from
H to R which are twice continuously Fre´chet-differentiable with at most polynomially
growing derivatives.
With this assumption in place, we cite the following weak convergence result.
Theorem 2.5. [11, Theorem 5.12] Under the assumptions of Theorem 2.3 and Assumption
2.4, there is a constant C > 0 such that∣∣E [φ(X(T ))− φ(XTh,∆t)]∣∣ ≤ C (1 + | log(h)|)(h2 + ∆tδ) , for all h,∆t ∈ (0, 1].
3. Covariance-based sampling in a Monte Carlo setting
For Y ∈ L1(Ω;R), the MC approximation of E[Y ] is given by
EN [Y ] =
1
N
N∑
i=1
Y (i),
where N ∈ N is the number of independent realizations, Y (i), of Y . By [4, Lemma 4.1], any
Y ∈ L2(Ω;R) satisfies for N ∈ N the inequality
(4) ‖E [Y ]− EN [Y ] ‖L2(Ω;R) =
1√
N
Var (Y ) ≤ 1√
N
‖Y ‖L2(Ω;R).
In order to accurately approximate E[φ(X(T ))] by MC using our fully discrete approximation
XTh,∆t of X(T ), we must therefore generate many samples of X
T
h,∆t. In practice one samples
the vector x¯Th = [x1, x2, . . . , xNh ]
′ of coefficients of the expansion XTh,∆t =
∑Nh
k=1 xkΦ
h
k , where
Φh = (Φhk)
Nh
k=1 is a basis of Vh.
The classical approach to this is that of path-based sampling, i.e., solving the N∆t matrix
equations corresponding to (3) once for each sample i = 1, 2, . . . , N (Algorithm 1). These
systems are obtained by expanding (3) on Φh and applying
〈
Φhi , ·
〉
to each side of this equality
for i = 1, 2, . . . , Nh.
Algorithm 1 Path-based MC method of computing an estimate EN [φ(X
T
h,∆t)] of E[φ(X(T ))]
1: result = 0
2: for i = 1 to N do
3: Sample a realization W (i) of the Q-Wiener process W
4: Compute x¯Th = [x1, x2, . . . , xNh ]
′ directly by solving the matrix equations corresponding
to the backward Euler system (3) driven by W (i)
5: Compute φ(XTh,∆t) = φ
(∑Nh
k=1 xkΦ
h
k
)
6: result = result+ φ(XTh,∆t)
(i)/N
7: end for
8: EN
[
φ(XTh,∆t)
]
= result
Our alternative approach is that of covariance-based sampling where Cov(Xh,∆t) is com-
puted, yielding the covariance matrix of x¯Th which is used to generate samples of x¯
T
h directly
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(Algorithm 2). This is possible since Assumption 2.1 ensures that x¯Th is Gaussian. In the next
theorem we introduce a scheme for the calculation of Cov(Xh,∆t),inspired by the derivation
of stability properties of SPDE approximation schemes in [14], see also [5]. We introduce the
abbreviations Rh,∆t = (IH −∆tAh), F 1,jh,∆t =
(
IH + ∆tPhF
1
tj
)
, and F 2,jh,∆t = ∆tPhF
2
tj , so that
(3) can be written as
(5) Rh,∆tX
tj+1
h,∆t = F
1,j
h,∆tX
tj
h,∆t + F
2,j
h,∆t + PhG(tj)∆W
j ,
for j = 0, 1, . . . , N∆t − 1.
Theorem 3.1. Let the terms of (1) satisfy Assumption 2.1 and let (X
tj
h,∆t)
N∆t
j=0 be given
by (3). Then µT = E[XTh,∆t] ∈ Vh and ΣT = Cov[XTh,∆t] ∈ V ⊗2h are given by the recursions
(6) Rh,∆tµ
tj+1 = F 1,jh,∆tµ
tj + F 2,jh,∆t,
(7)
(
Rh,∆t
)⊗2
Σtj+1 =
(
F 1,jh,∆t
)⊗2
Σtj + E
[(
PhG(tj)∆W
j
)⊗2]
for j = 0, 1, . . . , N∆t − 1.
Proof. We first prove the result assuming F 2t = 0 for all t ∈ [0, T ]. The recursion scheme (6)
for the mean follows by applying E[·] to both sides of (5), noting that E[·] commutes with
linear operators and that ∆W j has zero mean.
For the covariance recursion scheme (7), we first tensorize (5) to get(
Rh,∆t
)⊗2 (
X
tj+1
h,∆t
)⊗2
=
(
F 1,jh,∆t
)⊗2 (
X
tj
h,∆t
)⊗2
+ F 1,jh,∆tX
tj
h,∆t ⊗ PhG(tj)∆W j
+ PhG(tj)∆W
j ⊗ F 1,jh,∆tX
tj
h,∆t +
(
PhG(tj)∆W
j
)⊗2
.
(8)
Since ∆W j is independent of X
tj
h,∆t and has zero mean,
E
[
F 1,jh,∆tX
tj
h,∆t ⊗ PhG(tj)∆W j
]
= E
[
F 1,jh,∆tX
tj
h,∆t
]
⊗ E [PhG(tj)∆W j] = 0
and similarly, the third term has zero mean. Thus, the mean of (8) is given by
(Rh,∆t)
⊗2 E
[(
X
tj+1
h,∆t
)⊗2]
=
(
F 1,jh,∆t
)⊗2
E
[(
X
tj
h,∆t
)⊗2]
+ E
[(
PhG(tj)∆W
j
)⊗2]
.
Tensorizing (6), the recursion scheme for the mean, we obtain
(Rh,∆t)
⊗2 (µtj+1)⊗2 = (F 1,jh,∆t)⊗2 (µtj)⊗2
and by subtracting this from the previous equation we end up with (7). The general case of a
non-zero F 2,jh,∆t term is proven in the same way, noting that all terms involving this disappears
from (7) when subtracting the tensorized mean in the last step. 
Remark 3.2. Note that this computation can easily be extended to the case of linear multi-
plicative noise. However, XTh,∆t is then non-Gaussian, so knowledge of its covariance is not
sufficient to compute samples of it.
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Algorithm 2 Covariance-based MC method of computing an estimate EN [φ(X
T
h,∆t)] of
E[φ(X(T ))]
1: Form the mean vector µ and covariance matrix Σ of x¯Th by solving the matrix equations
corresponding to (6) and (7)
2: result = 0
3: for i = 1 to N do
4: Sample x¯Th = [x1, x2, . . . , xNh ]
′ ∼ N(µ,Σ)
5: Compute φ(XTh,∆t) = φ
(∑Nh
k=1 xkΦ
h
k
)
6: result = result+ φ(XTh,∆t)
(i)/N
7: end for
8: EN
[
φ(XTh,∆t)
]
= result
Next, we compare the computational complexities of Algorithms 1 and 2. Combining (4)
with Theorem 2.5 yields, using the triangle inequality, for a constant C > 0,
‖E[φ(X(T ))]− EN [φ(XTh,∆t)]‖L2(Ω;R)
≤ ‖E[φ(X(T ))]− E[φ(XTh,∆t)]‖L2(Ω;R) + ‖E[φ(XTh,∆t)]− EN [φ(XTh,∆t)]‖L2(Ω;R)
≤ C
(
(1 + | log(h)|)
(
h2 + ∆tδ
)
+N−1/2
)
.
To balance this we couple ∆t and N by ∆tδ ' N−1/2 ' h2. We make the following assumption
(cf. [3, 4]) for the computational complexities of the algorithms.
Assumption 3.3. There is a d ∈ N such that the cost of computing one step of (3) is
O(h−αd), where α ∈ [1, 2], while the cost of one step of the tensorized system (7) is O(h−2d).
Moreover, the cost of sampling a Gaussian Vh-valued random variable with covariance given
by (7) is O(h−2d). Finally, for Algorithm i, i = 1, 2, 3, 4, any additional offline cost is O(h−ωid)
for some ωi ∈ N.
Remark 3.4. In our model problem Example 2.2, d is the dimension of the space Rd in which
the domain D is contained and dim(Vh) = O(h
−d). See also Remark 4.3.
In order to compute an approximation of E[φ(X(T ))], if we use Algorithm 1, we need to
solve the backward Euler system (3) N · N∆t = TN∆t−1 times, making the total (online)
cost O(N∆t−1h−αd) = O(h−4−αd−2/δ). If we use Algorithm 2 instead, we need to solve (7)
N∆t = T∆t
−1 times and then sample from the resulting covariance N times, making the total
cost O(h−2d−2/δ) + O(h−2d−4) = O(h−2d−4). We collect these observations in the following
proposition, which ends this section.
Proposition 3.5. Let φ and the terms of (1) satisfy Assumptions 2.1 and 2.4. Assume that
XTh,∆t is given by (3) and that X(T ) is the solution to (1) at time T < ∞. If N ' h−4 and
∆t ' h2/δ then there is a constant C > 0 such that
‖E[φ(X(T ))]− EN [φ(XTh,∆t)]‖L2(Ω;R) ≤ C (1 + | log(h)|)h2, for all h > 0.
Under Assumption 3.3, the cost of computing EN [X
T
h,∆t] with Algorithm 1 is bounded by
O(max(h−4−αd−2/δ, h−ω1d)) and with Algorithm 2 by O(max(h−2d−4, h−ω2d)).
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4. Covariance-based sampling in a multilevel Monte Carlo setting
For our goal of estimating E[φ(X(T ))], the MLMC algorithm can be a more efficient al-
ternative to the standard MC algorithm. For a sequence (Y`)`∈N0 of random variables in
L2(Ω;R) approximating Y ∈ L2(Ω;R), where the index ` ∈ N0 is referred to as a level, the
MLMC estimator EL[YL] of E[YL] is, for L ∈ N, defined by
EL[YL] = EN0 [Y0] +
L∑
`=1
EN` [Y` − Y`−1],
where (N`)
L
`=0 are level specific numbers of samples in the respective MC estimators.
To apply this algorithm in our setting, we take a sequence (XT` )`∈N0 of approximations
of X(T ), given by XT` = X
T
h`,∆t`
, where (h`)`∈N0 is a decreasing sequence of mesh sizes and
∆tδ` ' h2` , so that (φ(XT` ))`∈N0 becomes a sequence approximating φ(X(T )). For notational
convenience, we set φ(XT−1) = 0. Computing EL
[
φ
(
XTL
)]
involves, for each ` = 1, 2, . . . , L,
sampling φ
(
XT`
)−φ (XT`−1) N` times (we specify how to choose the sample sizes below). For
this it is key that XT` on the fine level ` and X
T
`−1 on the coarse level ` − 1 are positively
correlated. In the classical path-based method (Algorithm 3, see also [1, 3, 4, 13]), this is
achieved by computing them on the same realization ofW , assuming that the family (Vh)h∈(0,1]
is nested.
Algorithm 3 Path-based MLMC method of computing an estimate EL
[
φ
(
XTL
)]
of
E[φ(X(T ))]
1: result = 0
2: for ` = 0 to L do
3: for i = 1 to N` do
4: Sample a realization W (i) of the Q-Wiener process W
5: Compute x¯Th`−1 = [x
`−1
1 , x
`−1
2 , . . . , x
`−1
Nh`−1
]′ by solving the matrix equations corre-
sponding to (3) driven by W (i)
6: Compute x¯Th` = [x
`
1, x
`
2, . . . , x
`
Nh`
]′ by solving the matrix equations corresponding to
(3) driven by W (i)
7: Compute φ(XT` )− φ(XT`−1) = φ
(∑Nh`
k=1 x
`
kΦ
h`
k
)
− φ
(∑Nh`−1
k=1 x
`−1
k Φ
h`−1
k
)
8: result = result+
(
φ(XT` )− φ(XT`−1)
)
/N`
9: end for
10: end for
11: EL
[
φ(XTL )
]
= result
To introduce our alternative covariance-based method, the path-based sampling is rewritten
as a system on Vh′ ⊕ Vh. Consider to this end a pair
(
(X
t′j
h′,∆t′)
N∆t′
j=0 , (X
tj
h,∆t)
N∆t
j=0
)
of approxi-
mations of X, where h, h′,∆t,∆t′ ∈ (0, 1], given by the backward Euler scheme (3). Assume
further that they are nested in time, i.e., that ∆t′ = K∆t for some K ∈ N with K > 1. We
create an extension (Xˆ
tj
h′,∆t)
N∆t
j=0 of the coarse approximation (X
t′j
h′,∆t′)
N∆t′
j=0 to the finer time
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grid by Xˆt0h′,∆t = X
t′0
h′,∆t′ and
Rˆjh′,∆tXˆ
tj+1
h′,∆t = Fˆ
1,j
h′,∆tXˆ
tj
h′,∆t + Fˆ
2,j
h′,∆t + Ph′Gˆ(tj)∆W
j ,
for j = 0, 1, . . . , N∆t − 1, where ∆W j = W (tj+1)−W (tj). The operators are given by
Rˆjh′,∆t =
{
Rh′,∆t′ if j + 1 = 0 mod K,
IH otherwise,
Fˆ 1,jh′,∆t =
{
F
1,j/K
h′,∆t′ if j + 1 = 1 mod K,
0 otherwise,
Fˆ 2,jh′,∆t =
{
F
2,j/K
h′,∆t′ if j + 1 = 1 mod K,
0 otherwise,
and Gˆ(tj) = G(tj−(j mod K)).
Note that Xˆ
tj+1
h′,∆t = X
t′
(j+1)/K
h′,∆t′ when j + 1 = 0 mod K since then
Rˆjh′,∆tXˆ
tj+1
h′,∆t = Fˆ
1,j
h′,∆tXˆ
tj
h′,∆t + Fˆ
2,j
h′,∆t + Ph′Gˆ(tj)∆W
j = Xˆ
tj
h′,∆t + Ph′G(tj−(K−1))∆W
j
= Xˆ
tj−1
h′,∆t + Ph′G(tj−1−(K−2))∆W
j−1 + Ph′G(tj−(K−1))∆W j = · · ·
= Fˆ 1,j+1−Kh′,∆t Xˆ
tj+1−K
h′,∆t + Fˆ
2,j+1−K
h′,∆t + PhG(tj+1−K)
K∑
i=1
∆W j−(i−1)
= F
1,(j+1)/K−1
h′,∆t′ Xˆ
tj+1−K
h′,∆t + F
2,(j+1)/K−1
h′,∆t′ + PhG(t
′
(j+1)/K−1)∆W
′(j+1)/K−1,
where ∆W
′(j+1)/K−1 = W (t′(j+1)/K)−W (t′(j+1)/K−1). Hence, sampling the pair of discretiza-
tions
(
(X
tj
h,∆t)
N∆t
j=0 , (X
t′j
h′,∆t′)
N∆t′
j=0
)
on the same realization of the driving Q-Wiener process is
equivalent to solving the system[
Rˆjh′,∆t 0
0 Rjh,∆t
][
Xˆ
tj+1
h′,∆t
X
tj+1
h,∆t
]
=
[
Fˆ 1,jh′,∆t 0
0 F 1,jh,∆t
][
Xˆ
tj
h′,∆t
X
tj
h,∆t
]
+
[
Fˆ 2,jh′,∆t
F 2,jh,∆t
]
+
[
Ph′Gˆ(tj)
PhG(tj)
]
∆W j
in Vh′⊕Vh for j = 0, 1, . . . , N∆t−1. We note that [Xˆtjh′,∆t, X
tj
h,∆t]
′ is a Gaussian Vh′⊕Vh-valued
random variable for all j = 0, 1, . . . , N∆t − 1. Therefore, a covariance-based approach for
sampling
(
XTh,∆t, X
T
h′,∆t′
)
could be obtained by directly computing Cov
(
[XTh,∆t, X
T
h′,∆t′ ]
′) =
Cov
(
[XTh,∆t, Xˆ
T
h′,∆t]
′). However, to save computational work, we base Algorithm 4 on com-
puting Cov
(
XTh′,∆t′ , X
T
h,∆t
)
instead. The following theorem gives the scheme for this, which
is derived analogously to Theorem 3.1.
Theorem 4.1. Let the terms of (1) satisfy Assumption 2.1 and let, for h, h′,∆t,∆t′ > 0,
(X
tj
h,∆t)
N∆t
j=0 and (X
t′j
h′,∆t′)
N∆t′
j=0 be given by the backward Euler scheme (3). Assume further that
∆t′ = K∆t for some K ∈ N with K > 1. Then the cross-covariance Cov (XTh′,∆t′ , XTh,∆t) is
given by ΣT ∈ Vh′ ⊗ Vh, where the sequence (Σtj )N∆tj=0 fulfills
(9)
(
Rˆj
h′,∆t′ ⊗Rh,∆t
)
Σtj+1 =
(
Fˆ 1,jh,∆t ⊗ F 1,jh,∆t
)
Σtj + E
[
Ph′Gˆ(tj)∆W
j ⊗ PhG(tj)∆W j
]
.
The following proposition, which is an adaptation of [12, Theorem 1] to our setting, shows
how one should choose the sample sizes in an MLMC algorithm and provides bounds on the
overall computational work for Algorithms 3 and 4.
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Algorithm 4 Covariance-based MLMC method of computing an estimate EL
[
φ
(
XTL
)]
of
E[φ(X(T ))]
1: result = 0
2: for ` = 0 to L do
3: Compute the covariance matrix Σ and mean vector µ of
x¯` =
[
[x¯Th`−1 ]
′
, [x¯Th` ]
′]′
=
[
x`−11 , x
`−1
2 , . . . , x
`−1
Nh`−1
, x`1, x
`
2, . . . , x
`
Nh`
]′
by computing the means, covariances and cross-covariances of the pair (XT`−1, X
T
` ) via
the solution of the matrix equations corresponding to (6), (7) and (9)
4: for i = 1 to N` do
5: Sample x¯` ∼ N(µ,Σ)
6: Compute φ(XT` )− φ(XT`−1) = φ
(∑Nh`
k=1 x
`
kΦ
h`
k
)
− φ
(∑Nh`−1
k=1 x
`−1
k Φ
h`−1
k
)
7: result = result+
(
φ(XT` )− φ(XT`−1)
)
/N`
8: end for
9: end for
10: EL
[
φ(XTL )
]
= result
Proposition 4.2. Let φ and the terms of (1) satisfy Assumptions 2.1 and 2.4. Let (h`)`∈N0
be a sequence of maximal mesh sizes that satisfy h` ' a−` for some a ∈ R and all ` ∈ N0.
Let (XT` )`∈N0 be a sequence of approximations of X(T ), where X
T
` = X
T
h`,∆t`
is given by the
recursion (3) with ∆tδ` ' h2` .
For L ∈ N, ` = 1, . . . , L, ε > 0, set N` = dh−4L h2``1+εe, where d·e is the ceiling function,
and N0 = dh−4L e. Then there exists a constant C > 0 such that, for all L ∈ N,
‖E [φ (X(T ))]− EL [φ (XTL )] ‖L2(Ω;R) ≤ C(1 + | log(hL)|)h2L.
Under Assumption 3.3, the cost of finding EL
[
φ
(
XTL
)]
with Algorithm 3 is bounded by
O(max(h
−2−αd−2/δ
L L
2+ε, h−ω3dL )), while the cost of finding E
L
[
φ
(
XTL
)]
with Algorithm 4 the
cost is bounded by O(max(h
−2d−2/δ
L L, h
−2−2d
L L
2+ε, h−ω4dL )).
Proof. By [12, Lemma 2],
‖E [φ (X(T ))]− EL [φ (XTL )] ‖L2(Ω;R)
≤ ∣∣E [φ (X(T ))− φ (XTL )]∣∣
+
(
N−10 ‖φ
(
XT0
) ‖2L2(Ω;R) + L∑
`=1
N−1` ‖φ
(
XT`
)− φ (XT`−1) ‖2L2(Ω;R)
)1/2
.
(10)
By the fact that the Fre´chet derivative φ′ is at most polynomially growing and by the uniform
bound on XT` from Theorem 2.3, there is a constant C > 0 such that ‖φ
(
XT0
) ‖2L2(Ω;R) < C.
Moreover, the mean-value theorem for Fre´chet differentiable mappings (cf. [18, Example 4.2])
shows that there exist p ≥ 2 and C > 0 such that
‖φ (XT` )− φ (X(T )) ‖2L2(Ω;R) ≤ C‖XT` −X(T )‖2Lp(Ω;H) for all ` ∈ N0,
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so that, using Theorem 2.3, we get a constant C > 0 such that
‖φ (XT` )− φ (XT`−1) ‖2L2(Ω;R) ≤ C (‖XT` −X(T )‖2Lp(Ω;H) + ‖XT`−1 −X(T )‖2Lp(Ω;H))
≤ C(h2` + h2`−1) ≤ C(1 + a2)h2` .
Hence, using Theorem 2.5 in (10) yields the existence of a constant C > 0 such that
‖E [φ (X(T ))]− EL [φ (XTL )] ‖L2(Ω;R)
≤ C
(1 + | log(hL)|)h2L +
(
N−10 +
L∑
`=1
N−1` h
2
`
)1/2
≤ Ch2L
(
1 + | log(hL)|+ (1 + ζ(1 + ε))1/2
)
,
where ζ denotes the Riemann zeta function and the last inequality follows from the choice of
sample sizes. This shows the first part of the theorem.
If we use Algorithm 3 to compute EL[φ
(
XTL
)
], the cost of sampling XT0 N0 times is by
Proposition 3.5 O(N0h
−αd−2/δ
0 ) = O(h
−4
L ). Similarly, since the computation of φ
(
XT`
) −
φ
(
XT`−1
)
, 1 ≤ ` ≤ L, is dominated by the sampling of XT` , the cost for the rest of the terms
is bounded by a constant times
L∑
`=1
N`h
−αd−2/δ
` =
L∑
`=1
h−4L h
2−αd−2/δ
` `
1+ε ≤ h−2−αd−2/δL L2+ε.
For Algorithm 4, the cost of sampling XT0 N0 times is still O(h
−4
L ). For 1 ≤ ` ≤ L, the
cost of computing the covariance of XT` , X
T
`−1 and their cross-covariance is dominated by the
cost of computing the covariance of XT` , which is, by the same reasoning as that preceding
Proposition 3.5, O(h
−2d−2/δ
` ). The cost of sampling a positively correlated pair of X
T
` and
XT`−1, given that all covariances have been computed, is O(h
−2d
` ) + O(h
−2d
`−1 ) = O(h
−2d
` ) so
the total cost for sampling φ
(
XT`
)−φ (XT`−1) for all ` = 1, 2, . . . , L is bounded by a constant
times
L∑
`=1
(
h
−2d−2/δ
` +N`h
−2d
`
)
=
L∑
`=1
(
h
−2d−2/δ
` + h
−4
L h
2−2d
` `
1+ε
)
≤ 2 max(h−2d−2/δL L, h−2−2dL L1+ε).
This finishes the proof. 
Remark 4.3. In the context of Example 2.2, if we consider employing a finite element method
based on hat functions (cf. Section 5), Nh = O(h
−d). The cost of solving the matrix equation
corresponding to one step of the backward Euler scheme (3) is then O(h−d) in the deter-
ministic case, since the matrices involved are band diagonal. In the stochastic case the cost
is dominated by the generation of the stochastic term Ph∆W . If no special assumptions
are made on q, the standard option is to use a Cholesky or eigenvalue decomposition of the
covariance matrix for Ph∆W (cf. [15, Chapter 7]). Since the cost of the decomposition is
cubic and the matrix multiplication cost of generating Ph∆W is quadratic, this means that
ω1 = ω3 = 3 and α = 2 in Assumption 3.3. If a similar matrix decomposition technique is
used for the covariance-based Algorithms 2 and 4, then we also have ω2 = ω4 = 3. In this case
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then, if δ = 1/2, Algorithm 2 should be used for all d ∈ {1, 2, 3} while if δ = 1, Algorithm 4
should be preferred for all d ∈ {1, 2, 3}.
In certain cases, for example, if q is piecewise analytic (see also Section 5 for a special case
and [10] for general results on the effect of noise discretization on the overall convergence of
SPDE), Ph∆W can be generated in linear complexity, while we still have to use covariance
matrix decomposition techniques for the covariance-based algorithms, i.e., in terms of As-
sumption 3.3, ω1 = ω3 = 0, ω2 = ω4 = 3 and α = 1. Then, for d = 1, 2 we are in the same
case as before, that is to say, Algorithm 2 is preferred for δ = 1/2 and Algorithm 4 for δ = 1.
For d = 3, however, Algorithm 3 outperforms both covariance-based algorithms.
Remark 4.4. Note that Assumption 2.4 is only used to tune the MC and MLMC estimators,
using the weak convergence result Theorem 2.5. Assuming only Assumption 2.4, Theorem 2.3
can be used for the tuning if φ is Lipschitz. However, the result can be suboptimal, cf. [12].
Furthermore, there exists results on weak convergence with different assumptions on the
parameters of (1) (including rougher noise), for example [2]. If these are used for tuning, the
conclusions regarding which methods are best may be different.
5. Numerical simulations
In this section we continue the setting of Example 2.2 with the advection term removed
and demonstrate our results numerically for the stochastic heat equation driven by additive
(G = I) Wiener noise
(11) dX(t) = ∆X(t) dt+ dW (t),
on H = L2(D) with D = (0, 1), for t ∈ (0, T ] = (0, 1] with deterministic initial value
X(0) = x0 = sin(2pi·) and Dirichlet zero boundary conditions. The covariance function of W
is for x, y ∈ D chosen to be q(x, y) = 20 cos(4(x−y)). This implies that W can be represented
by
(12) W (t, x) =
√
20 (β1(t) cos(4x) + β2(t) sin(4x))
for t ∈ [0, T ] and x ∈ D, where β1, β2 are two independent standard real-valued Wiener
processes on [0, T ]. For the spatial discretization, let Vh be the space spanned by Φ
h = (Φhi )
Nh
i=1
the standard basis of hat functions on a uniform mesh on D with mesh size h > 0. Below we
compute approximations of E[φ(X(T ))], with φ(·) = ‖ · ‖2 ∈ C2p(H;R) using Algorithms 1-4.
We briefly describe the matrix forms of the problems which we use for the simulation.
We recall that the system of equations in in RNh corresponding to (3) is given by
(13) (Mh + ∆tAh) x¯
tj+1
h = Mhx¯
tj
h + ∆W
j
h, j = 0, 1, . . . , N∆t − 1,
This gives the vector x¯Th . Here Mh is the mass matrix, Ah is the stiffness matrix and
(∆Wjh)
N∆t−1
j=0 a family of iid Gaussian RNh-valued random vectors with covariance matrix
Σh,∆W , having entries si,j = ∆t
∫
D2 q(x, y)Φ
h
i (x)Φ
h
j (y) dx dy for row i and column j ∈
{1, 2, . . . , Nh}. In practice we use (12) to generate ∆Wjh in linear complexity, i.e., ω1 = α = 1
in Assumption 3.3.
By expanding (7) and applying
〈
Φ2,hi , ·
〉
to each side for i = 1, 2, . . . , N2h , where Φ
2,h =
(Φ2,hi )
N2h
i=1 is a basis of V
⊗2
h , a system of equations in R
2Nh for the covariance recursion scheme of
Theorem 3.1 is obtained. Here it is key that we choose Φ2,hi = Φ
h
b(i−1)/Nhc+1⊗Φhi−b(i−1)/NhcNh
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for i = 1, 2, . . . , N2h since then the matrices corresponding to (Rh,∆t)
⊗2 and (F 1,jh,∆t)
⊗2 will
simply be Kronecker products of the matrices corresponding to (Rh,∆t) and (F
1,j
h,∆t), j =
0, 1, . . . , N∆t − 1, which retains the band diagonal structure of them. As for the vector
corresponding to the covariance of ∆Wjh, by the properties of the covariance as noted in
Section 2, 〈
E[∆W ⊗∆W ],Φhb(i−1)/Nhc+1 ⊗ Φhi−b(i−1)/NhcNh
〉
H⊗2
= E
[〈
∆W,Φhb(i−1)/Nhc+1
〉 〈
∆W,Φhi−b(i−1)/NhcNh
〉]
= ∆t
〈
QΦhb(i−1)/Nhc+1,Φ
h
i−b(i−1)/NhcNh
〉
= ∆t
∫
D2
q(x, y)Φhb(i−1)/Nhc+1(x)Φ
h
i−b(i−1)/NhcNh(y) dx dy,
i.e., it is the vectorization of the matrix Σh,∆W . The system is therefore given by
(14) (Mh + ∆tAh)
⊗K2 y¯tj+1h = M
⊗K2
h y¯
tj
h + Vec (Σh,∆W )
for j = 0, 1, . . . , N∆t− 1, where ⊗K denotes the Kronecker product and Vec the vectorization
operator. In other words, for this choice of basis, y¯Th is simply the vectorization of the
covariance matrix Σx¯Th
of x¯Th , the end result of (13). The sampling of x¯
T
h is done by means
of an eigenvalue decomposition of this matrix, i.e, ω2 = 3.
In Figure 1(a) we show, for both the path- and covariance-based methods, estimates(∑5
i=1
(
E[φ(X(T ))]− EN [φ(XTh,∆t)](i)
)2)1/2
, for 5 different realizations of EN [φ(X
T
h,∆t)], of
the mean squared errors ‖E[φ(X(T ))]−EN [φ(XTh,∆t)]‖L2(Ω;R) for h = 2−1, 2−2, . . . , 2−5, with
∆t and N chosen according to Proposition 3.5. In the case of the covariance-based method,
we also include h = 2−6 and h = 2−7. The quantity E[φ(X(T ))] is replaced by a reference
solution E[φ(XTh,∆t)], with h = 2−8, computed with a deterministic method, cf. [18, Section
6]. As expected, the order of convergence is O(h2). In Figure 1(b) we show the computational
costs in seconds of the realizations of EN [φ(X
T
h,∆t)] along with the upper bounds on the costs
from Proposition 3.5. The costs appear to asymptotically follow these bounds.
For the MLMC estimator EL[φ(XTL )] we set, for ` = 0, . . . , L, h` = 2
−`−1 and choose
the temporal step sizes and sample sizes according to Proposition 4.2. At each level ` =
1, 2, . . . , L, in order to compute φ
(
XT`
) − φ (XT`−1) we must sample a positively correlated
pair (XT` , X
T
`−1). For details on how this is done in Algorithm 3 we refer to [4]. For Algo-
rithm 4, we first choose a basis Φ` = (Φ`i)
Nh`Nh`−1
i=1 of Vh`−1 ⊗ Vh` by Φ`i = Φh`−1b(i−1)/Nh`c+1 ⊗
Φh`i−b(i−1)/Nh`cNh`
. This transforms (9) into a system of equations which yields the vec-
tor of coefficients y¯T` =
[
yT1 , y
T
2 , . . . , y
T
Nh`Nh`−1
]′
of the cross-covariance Cov(XT`−1, X
T
` ) =∑Nh`Nh`−1
i=1 y
T
i Φ
h`−1
b(i−1)/Nh`c+1
⊗ Φh`i−b(i−1)/Nh`cNh` , and y¯
T
` can then be seen to be the vec-
torization of the cross-covariance matrix Σx¯Th`−1 ,x¯
T
h`
of x¯Th`−1 and x¯
T
h`
. Now, the vector
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Figure 1. Convergence and computational costs of Algorithms 1 and 2.
x¯` =
[[
x¯Th`−1
]′
,
[
x¯Th`
]′]′
has covariance matrix Σx¯` given by
Σx¯` =
 Σx¯Th`−1 Σx¯Th`−1 ,x¯Th`
Σ′
x¯Th`−1 ,x¯
T
h`
Σx¯Th`
 ,
where the diagonal entries are obtained via (14) as before. The sampling is again accomplished
via an eigenvalue decomposition of this matrix, i.e, ω4 = 3.
In Figure 2(a) we show the estimates
(∑5
i=1
(
E[φ(X(T ))]− EL[φ(XTL )](i)
)2)1/2
, for 5 dif-
ferent realizations of EL[φ(XTL )], of the mean squared errors ‖E[φ(X(T ))]−EL[φ(XTL )]‖L2(Ω;R)
for L = 0, 1, 2, . . . , 5 and for Algorithm 4 also for L = 6, using the reference solution from
before. The order of convergence is again as expected. In Figure 2(b) we show the computa-
tional costs with the upper bounds on the costs from Proposition 4.2. Both methods appear
to follow the derived complexity bounds.
The computations in this section were performed in MATLAB R© R2017b on a laptop with
a dual-core Intel R© CoreTM i7-5600U 2.60GHz CPU.
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